Bayesian analysis of LIGO-Virgo mergers: Primordial vs. astrophysical black hole populations
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We conduct a thorough Bayesian analysis of the possibility that the black hole merger events seen in gravitational waves are primordial black hole (PBH) mergers. Using the latest merger rate models for PBH binaries drawn from a lognormal mass function we compute posterior parameter constraints and Bayesian evidences using data from the first two observing runs of LIGO-Virgo. We account for theoretical uncertainty due to possible disruption of the binary by surrounding PBHs, which can suppress the merger rate significantly. We also consider simple astrophysically motivated models and find that these are favoured decisively over the PBH scenario, quantified by the Bayesian evidence ratio. Paying careful attention to the influence of the parameter priors and the quality of the model fits, we show that the evidence ratios can be understood by comparing the predicted chirp mass distribution to that of the data. We identify the posterior predictive distribution of chirp mass as a vital tool for discriminating between models. A model in which all mergers are PBH binaries is strongly disfavoured compared with astrophysical models, in part due to the over-prediction of heavy systems having $M_{\text{chirp}} \gtrsim 40 M_\odot$ and positive skewness over the range of observed masses which does not match the observations. We find that the fit is not significantly improved by adding a maximum mass cut-off, a bimodal mass function, or imposing that PBH binaries form at late times. We argue that a successful PBH model must either modify the lognormal shape of the initial mass function significantly or abandon the hypothesis that all observed merging binaries are primordial. We develop and apply techniques for analysing PBH models with gravitational wave data which will be necessary for robust statistical inference as the gravitational wave source sample size increases.

I. INTRODUCTION

Primordial black holes (PBHs, [1–4]) have long been recognised as a unique dark matter candidate that does not require the existence of a new particle or modification to gravity (see Refs. [5–8] for recent reviews). Interest in PBHs has increased greatly due to the detection of black hole (BH) mergers emitting gravitational waves (GWs) by LIGO and Virgo [9], since it is possible that the merging objects are primordial in origin [10–12].

Assuming that some fraction of the observed merger events are primordial binaries one can place bounds on the fraction of the dark matter that should be in PBHs of the relevant mass range to explain the observed merger rate (see Ref. [13] for a review). If all of the confirmed LIGO-Virgo events are PBH mergers then the fraction of dark matter in PBHs, $f_{\text{PBH}}$, is typically found to be a few $\times 10^{-3}$ depending on assumptions about the evolution and formation mechanism of the binary (see Ref. [14] for a comprehensive recent review), although $f_{\text{PBH}} = 1$ is still permitted in certain models (e.g. Ref. [15]).

The increase in sample size to ten events [16] since the first detection has allowed several groups to make fits of the PBH initial mass function to the LIGO data, typically concluding that a lognormal mass function with central mass $m_c \sim 10 M_\odot$ and a width of order unity is the best fit [17–19]. Connecting the empirical distribution of black hole source parameters to an initial mass function for PBHs is in general non-trivial and involves modelling the formation of the binary and its evolution through to the merger event [20, 21], but the reward for this is a direct constraint on the conditions in the early Universe which gave rise to PBH formation. The initial mass function can be predicted from the spectrum of curvature fluctuations at the formation epoch, implying that constraints on the mass function can give unique information on a host of poorly understood physics in the early Universe, including the small-scale power spectrum, non-Gaussianity, phase transitions, and inflation [22–25]. In general the calculation is more complicated for the extended mass functions required by the LIGO data if more than one event is primordial but, encouragingly, recent simplified models for PBH binary evolution tentatively give good agreement with the results of N-body simulations [26].
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What previous analyses have neglected however is whether the best-fit PBH model is a good fit to the data and, more specifically, whether the model is a good fit compared to simple astrophysical BH merger models such as those studied by the LIGO and Virgo collaborations. With the event rate in the recent LIGO-Virgo O3 observing run roughly double what it was in the O1 and O2 observing runs, the importance of a rigorous statistical analysis of the PBH formation scenario is becoming increasingly necessary. The required analysis can be compared with more conventional studies of stellar black hole binary populations using GW events [27–31] where techniques such as Bayesian model comparison, tests of model consistency, and goodness-of-fit tests are becoming commonplace. These tests are in principle able to rule out whole classes of PBH mass functions for any values of their parameters, if those mass functions predict merger populations which do not match the observations. The ability of Bayesian methods to quantify this is one of several advantages to pursuing this line of study.

In this paper we perform Bayesian tests of the PBH merger scenario using the binary black hole (BBH) merger events in the first two observing runs of LIGO-Virgo. We quantify how well the data fit the PBH merger scenario compared with simple astrophysically motivated models using the latest calculations for the formation of binaries during radiation domination and their subsequent evolution and possible disruption. The techniques we employ provide a link between the methodology of the LIGO-Virgo and GW community and that of the PBH community. We consider individual source masses and redshifts in our analysis, which provides more constraining power than simply using the component spins (for which a Bayesian analysis in the spirit of ours was performed recently in Ref. [32]). By accounting for correlated parameter uncertainties, the non-uniform selection probability of LIGO-Virgo, and an accurate likelihood function for the population parameters, we provide a comprehensive statistical study of the PBH formation channel for merging black hole binaries. We pay particular attention to how the models are able to fit the data, and why certain models are favoured over others.

As is well known, Bayesian tests using the model posterior probability or evidence are sensitive to the priors assigned to the parameters of each model, which often lack a strong physical motivation when the models are phenomenological. In this case the best one can do is transparently present the chosen priors and check the sensitivity of the results to alternative choices. The sensitivity is typically only logarithmic, but we will be careful to account for uncertainty in the choice of prior when presenting our results.

Unless otherwise stated we adopt units where $G = c = 1$. When computing background quantities we assume a flat $\Lambda$CDM cosmological model with parameters fixed to the best fitting values of Planck 2015 [33]. We note that the sources considered in this work are all at sufficiently low redshift that our results are insensitive to the choice of cosmological model.

II. DATA

To test PBH models of binary mergers we use the ten BH-BH merger events in the Gravitational-Wave Transient Catalogue from the first two observing runs of LIGO-Virgo (GWTC-1, [16])\(^1\). As we shall see, it is sufficient for our population-level analysis to use only samples from the posterior distribution of source parameters (masses, spins etc.) for each source. In Figure 1 we show posterior samples in the plane of detector-frame (i.e. redshifted) chirp mass $\mathcal{M}_z$ and mass ratio $q$, where $\mathcal{M}_z = (1 + z)(m_1m_2)^{5/3}(m_1 + m_2)^{-1/3}$ and $q = m_2/m_1$. Note that $m_2 < m_1$ has been enforced in the GWTC-1 posteriors.

The detector-frame chirp mass is a well-constrained parameter for each source, being constrained with typically $\lesssim 10\%$ precision. Being closely related to measurable aspects of the source waveforms (specifically the frequency evolution of the GW strain) it is also practically uncorrelated with other source parameters, as shown for the case of $q$ in Figure 1. This is in contrast with other descriptors of the absolute mass scale of the BBH: the heavier mass $m_1$ is typically only constrained at the 10% – 50% level and is highly correlated with the lighter mass $m_2$, while the total mass is on average constrained with $\geq 10\%$ precision and is often highly correlated with $q$ (particularly true for GW151226 and GW170608). For this reason we will often present constraints in terms of chirp mass rather than heaviest mass or total mass\(^2\). Note that the redshifts of the sources in GWTC-1 are sufficiently low that there is only a small (but non-negligible) difference between source-frame and detector-frame masses.

Any inference of BBH populations must carefully account for the selection function of LIGO-Virgo. We adopt an accurate semi-analytic approach to computing $p_{\text{det}}(\lambda)$, the probability of detecting a source given its source parameters $\lambda$, following the prescription in Refs. [27, 31]. We use the public code GWDET [35] to compute $p_{\text{det}}(m_1, m_2, z)$ on a grid of values for subsequent interpolation. Following the procedure described in Refs. [36, 37] and approximating

\(^1\) We discuss the implications of recent BBH detections in the O3a run in Section VII.

\(^2\) This point has also been recognised in the recent Ref. [34].
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proximate the PSD of each source in the GWTC-1 catalogue with the

\( p_\text{det}(m_1, m_2, z) = \int_{\rho_*/\rho_\text{opt}(m_1, m_2, z)}^1 p(\omega) d\omega, \)

where \( \rho_\text{opt}(m_1, m_2, z) \) is the signal-to-noise (\( S/N \)) for an optimally oriented source, face-on directly above the interferometer. The \( S/N \) threshold for detection is approximated as \( \rho_* = 8 \), \( \omega \) encodes all the angular dependence of the interferometer response, and the orientation and angular position of the source have been marginalised over assuming isotropy, encoded in the distribution \( p(\omega) \). Both the integral in Equation (1) and the function \( p(\omega) \) are computed by GWDET using a Monte Carlo method. The signal-to-noise for an optimally-oriented source is computed using the routines in the PyCBC software package [38] and is given by

\[ \rho_{\text{opt}}^2(m_1, m_2, z) = 4 \int_{f_{\text{low}}}^{f_{\text{high}}} df \frac{\tilde{h}(f; m_1, m_2, z) \tilde{h}(f; m_1, m_2, z)}{\sigma_N^2(f)}, \]

where \( \sigma_N^2 \) is the noise power spectral density (PSD), and \( \tilde{h}(f) \) is the frequency-domain GW strain waveform. The waveform is approximated using the ‘IMRPhenomD’ approximant assuming non-spinning black holes\(^3\), and we approximate the PSD of each source in the GWTC-1 catalogue with the PyCBC analytic function ALIGOEARLY-HIGHSENSITIVITYP1200087 [42], i.e. we assume that each source is detected in a single aLIGO detector, neglecting the second aLIGO detector and Virgo. This is a sufficiently good approximation for our purposes to the true PSD of each source, with the biggest difference arising at the lowest frequencies between \( f = 10 \) Hz and \( f = 20 \) Hz. We set \( f_{\text{low}} = 10 \) Hz in Equation (2), but verify that increasing this to \( f_{\text{low}} = 20 \) Hz makes negligible difference to our final parameter constraints. The upper frequency limit in Equation (2) is set automatically by the high-frequency end of the waveform approximant.

In Figure 2 we show contours of the detection probability for a source at \( z = 0.1 \) as a function of the source-frame component masses (see, e.g. Ref. [43] for similar plots). The \( S/N \) threshold roughly translates into suppression in the sensitivity to component masses below about 5 \( M_\odot \) relative to the maximum sensitivity at that redshift. The Figure makes it clear that LIGO in the O1O2 observing runs was sensitive to large mass ratios, with this increasingly true for the more sensitive O3 run which has yielded objects with \( q \approx 0.3 \) [44] and \( q \approx 0.1 \) [45]. Note that the sensitivity

\(^3\) Note that the assumption of non-spinning black holes should be a reasonable approximation in the case of PBH models, which are expected to have negligible spin at formation [39, 40], although it is possible that subsequent accretion can lead to non-zero spin for the higher mass objects detected by LIGO [41]. In the case of astrophysical merger models we will see that this is a reasonable approximation to the \( S/N \).
falls to zero at very high (a few hundred solar) masses where the waveforms have no support above the minimum frequency $f_{\text{low}}$.

In Figure 3 we show the redshift dependence of $p_{\text{det}}$ for a range of total source frame masses and mass ratios. This dependence arises primarily from the $d^{-1}_{L}$ drop-off in the $S/N$, but there is also a dependence via the redshifted (detector-frame) masses $(1+z)m_{1,2}$ at fixed source mass. Sources with redshifts $z \gtrsim 0.7$ are undetectable in the O1O2 runs for any component masses, with this upper limit quickly dropping as the total mass is lowered. For a total mass $M = 20 M_\odot$ only sources with $z \lesssim 0.2$ are detectable, and then only for equal mass components. For comparison, the highest redshift in the GWTC-1 catalogue is $z \approx 0.49$ (GW170729, total mass $M \approx 84 M_\odot$, albeit with significantly non-zero spin), while the median redshift source is $z \approx 0.16$.

We close this section by noting that the methodology we have adopted for computing $p_{\text{det}}$ is a commonly used approach in BBH population analyses (see, e.g. Refs. [29, 30, 37, 46]). Nonetheless, as discussed in Appendix A of
Ref. [31] our approximate method for computing the detection probability can overestimate the sensitive volume \( \langle VT \rangle \) by up to a factor of 2 compared to the more accurate approach of injecting signals into the source detection pipeline (see their Figure 9). This means that our constraints on overall merger rates are expected to be underestimated by at most a factor of 2. This translates into an underestimation of \( f_{PBH} \) of at most 20\% for the models we consider.

### III. BINARY MERGER RATE MODELS

In this section we present the models of merging black hole binaries which we confront with the GWTC-1 catalogue. The fundamental quantity we require for our statistical analysis is the differential merger rate density in the source frame as a function of masses and redshift.

#### A. PBH merger models

Many attempts have been made to model the merger rate of PBH binaries (e.g. Refs. [10, 11, 17, 18, 20, 47, 48]). As in Ref. [21] we use the formalism of Ref. [26], which itself builds upon that in Ref. [20]. We will first give a brief sketch of the calculation before presenting the resulting PBH merger rate. Readers unconcerned with the derivation may skip to Equations (9) and (10) where the differential merger rate is presented.

The calculation of Ref. [26] follows a pair of PBHs drawn from a mass function \( \psi(m) \) (normalised to unity), initially comoving with the cosmic expansion in radiation domination. The PBH pair decouples from the expansion and forms a high-eccentricity binary, with gravitational torquing from other surrounding PBHs and a smoothly distributed dark matter component with small Gaussian fluctuations. The PBH binary forms with dimensionless angular momentum \( j \ll 1 \), emits GWs and merges after a time \([49]\)

\[
\tau = \frac{3}{85} \frac{r_a^4}{\eta M^3 j^2},
\]

where \( r_a \) is the semi-major axis of the binary, \( M \) is the total mass, and \( \eta \) is the symmetric mass ratio defined by \( \eta = m_1 m_2 / \left( m_1 + m_2 \right)^2 \). The ellipticity of the binary is given by \( e = \sqrt{1 - j^2} \). The semi-major axis \( r_a \) follows from the dynamics of the system prior to binary formation, and is given by \( r_a \approx 0.1 a_{dc} x_0 \) where \( a_{dc} \) is the scale factor at decoupling and \( x_0 \) is an initial comoving separation. Decoupling takes place at roughly \( a_{dc} \approx a_{eq} / \delta_b \) where \( a_{eq} \) is the scale factor at matter-radiation equality and \( \delta_b \gg 1 \) is the effective density fluctuation generated by the PBH pair, given by \( \delta_b = \left( M / 2 \right) / \rho_M V(x_0) \) with \( \rho_M \) the background matter density and \( V(x) = (4\pi / 3) x^3 \). We refer the reader to Ref. [26] for further discussion.

The time taken for a newly formed PBH binary to merge is a crucial factor in determining the rate of merging sources in the LIGO-Virgo sensitive volume, and Equation (3) makes clear its high sensitivity to the angular momentum of the binary. At formation this angular momentum is imparted by gravitational torquing from other PBHs and fluctuations in the surrounding dark matter density. In the model of Refs. [20, 26] these dark matter fluctuations are modelled as Gaussian with variance \( \sigma_0^2 \). The time taken for a newly formed PBH binary to merge is a crucial factor in determining the rate of merging sources in the LIGO-Virgo sensitive volume, and Equation (3) makes clear its high sensitivity to the angular momentum of the binary. At formation this angular momentum is imparted by gravitational torquing from other PBHs and fluctuations in the surrounding dark matter density. In the model of Refs. [20, 26] these dark matter fluctuations are modelled as Gaussian with variance \( \sigma_0^2 \).

\[
\sigma_{j,M}^2 = \frac{6}{5} j_0^2 \frac{\sigma_M^2}{f_{PBH}^2},
\]

where \( j_0 \) is a characteristic angular momentum (with \( j_0 \ll 1 \)), \( f_{PBH} \equiv \rho_{PBH} / \rho_{DM} \) is the ratio of the PBH energy density to the dark matter energy density, and \( \sigma_M^2 \) is defined in Ref. [26] as a ‘rescaled variance’ given by \( \sigma_M^2 \equiv \left( \Omega_M / \Omega_{DM} \right)^2 \langle \delta_M^2 \rangle \). Since the PBH binary is assumed to form deep in the radiation era when baryons are tightly coupled to photons, only the dark matter contributes to fluctuations in the local tidal field from the smooth matter component, and hence \( \delta_M^2 \) should appear on the right hand side of Equation (4). The difference is negligible in comparison to the uncertainty on the variance on these small scales however, so for consistency with Ref. [26] we take \( \sigma_M \approx 0.006 \).

The total variance of the angular momentum imparted to the PBH binary consists of the dark matter fluctuations plus those of the surrounding PBHs, and is given by

\[
\sigma_j^2 = \sigma_{j,M}^2 + \sigma_{j,PBH}^2 = \frac{6}{5} j_0^2 \left( \frac{1 + \sigma_m^2 / \langle m \rangle^2}{N(y)} + \frac{\sigma_M^2}{f_{PBH}^2} \right),
\]
where \( \sigma_m^2 \) is the variance of the PBH mass function, \( \langle m \rangle \) is the average PBH mass (angle brackets denote expectation values over \( \psi/m \)), and \( \bar{N}(y) \) is the expected number of PBHs within a comoving radius \( y \) of the binary. This latter quantity is needed because the model of Ref. [26] assumes that there is an exclusion zone around the binary of radius \( y \), inside of which no other PBH can reside lest its close proximity fatally disrupt the newly formed binary. The limit \( \bar{N}(y) \to 0 \) corresponds to no such exclusion.

The distribution of the angular momentum to the binary follows from assuming Gaussianity for the dark matter and Poisson statistics for the surrounding PBHs. As shown in Ref. [20] this results in a Holtsmark distribution for the latter. The resulting probability density \( p_j \) for the angular momentum \( j \) is

\[
jp_j(j) = \int_0^\infty du u J_0(u) \exp \left[ -\bar{N}(y) \int \frac{dn(m)}{n} F \left( \frac{u m}{\langle m \rangle} \frac{1}{N(y)} \frac{1}{j} \right) \right] - u^2 \frac{3}{10} \frac{\sigma_m^2}{j^2},
\]

where the innermost integral is over the number density of PBHs with

\[
\frac{dn}{dm} = \rho_{PBH} \frac{\psi(m)}{m},
\]

and \( F(x) = F_2(-1/2, 3/4, 5/4; -9x^2/16) - 1 \) with \( F_2 \) a generalized hypergeometric function. In the limit \( \bar{N}(y) \to 0 \) and \( \sigma_m \ll f_{PBH} \) we obtain the result of Ref. [20], and in the limit \( \bar{N}(y) \to \infty \) we obtain a Rayleigh distribution for \( j \) with width \( \sigma_j \), i.e. torquing only by the Gaussian dark matter fluctuations.

As in Refs. [14, 21, 26] we take

\[
\bar{N}(y) = \frac{M}{\langle m \rangle} \frac{f_{PBH}}{f_{PBH} + \sigma_M},
\]

which agrees well with the numerical simulations of Ref. [26] for \( f_{PBH} \lesssim 10^{-3} \). To understand the form of this expression, first note the limiting case of a monochromatic mass function and \( \sigma_M \ll f_{PBH} \). In this case, \( \bar{N}(y) = 2 \), i.e. we expect two PBHs in the vicinity of the binary – the two components black holes themselves. This agrees with the discussion in Ref. [51] that \( y \) should be roughly the inter-particle distance of the PBH distribution. In the case that \( \sigma_M \gg f_{PBH} \) we have \( \bar{N}(y) \to 0 \), i.e. the exclusion region around the binary is expected to hold very few PBHs.

Equation (8) extends this simple picture to the case of a broad mass function, identifying the transition value of \( f_{PBH} \) as \( \sim \sigma_M \). We note that there is considerable uncertainty in the potential rate of disruption of newly formed binaries by surrounding PBHs, and deviations from Equations (6) and (8) may be expected in the case of broad mass functions.

The merger rate density at time \( \tau \) of binaries in the model of Ref. [26] is given by \( dR = S \times dR_0 \), where

\[
dR_0 = \frac{1.6 \times 10^6}{\text{Gpc}^3 \text{yr}^{-1}} f_{PBH}^{2/3} \tau \left( \frac{M}{M_\odot} \right)^{2/3} \left( \frac{\tau}{\tau_0} \right)^{2/3} \psi(m_1) \psi(m_2) dm_1 dm_2
\]

is the rate in the limit \( \bar{N}(y) \to 0 \) and \( \sigma_M/f_{PBH} \to 0 \), with \( \tau_0 = 13.8 \times 10^9 \text{yr} \), and \( S \) is the suppression factor given by

\[
S = \frac{e^{-\bar{N}(y)}}{\Gamma(21/37)} \int_0^\infty dv v^{-4/3} \exp \left[ -\bar{N}(y) \int_0^\infty \frac{dm}{m} \psi(m) F \left( \frac{m}{\langle m \rangle} \frac{v}{N(y)} \right) \right] - \frac{3\sigma_M/v^2}{10f_{PBH}^2}.
\]

The suppression factor \( S \) quantifies the effect of demanding that no PBHs be present in a region of size \( y \) around the binary (which would be expected to contain \( \bar{N}(y) \) PBHs) and the effect of dark matter density fluctuations imparting angular momentum to the binary. It is straightforward to show that \( 0 \leq S \leq 1 \).

We will often present results for a PBH model having no suppression factor, i.e. \( S = 1 \), where the merger rate is given by Equation (9). Some of the uncertainty in the precise formation mechanism is bracketed by the cases \( S = 1 \) and the full expressions of Equations (9) and (10). More precise numerical simulations of PBH binary formation and evolution will be required for a more quantitative investigation of the sensitivity of our results to the formation model [15, 52–55].

It is important to note that the PBH mass functions we use are based on calculations of the primordial mass function \( \psi \). It is possible that \( \psi \) could evolve through mergers and/or accretion. So called second generation mergers, i.e. those involving one or more BHs which have already undergone a previous merger, are expected to be very rare compared with primary mergers [19, 41] (although also see Ref. [56]). Accretion is a highly non-linear process which is hard to model, but recently Ref. [41] have suggested this could play an important role on more massive PBHs due to the dark matter halo which forms around them at early times, and thereby acts as a significant additional gravitational attraction to nearby baryons (note that this only applies if \( f_{PBH} \ll 1 \), but that is the case we consider in this paper).
Ref. [48] showed that the DM halo which forms around PBHs [52, 57] has minimal impact on the merger rate and the estimate of \( f_{\text{PBH}} \). Accretion onto a PBH can increase the initially negligible spin of a PBH, provided that the PBH mass grows significantly [41]. The most massive PBH pair detected by LIGO is also the system with non-zero spin detected at highest significance, which may be consistent with a PBH model that includes a modest amount of accretion. However, the second-lightest BH merger event also has significant evidence for non-zero spin, suggesting that not all events are primordial. We will return to this issue in Section VII. We note that there exists a window for which accretion has a non-negligible impact on the spin of the most massive PBHs but has very little impact on the PBH mass function [14], but the impact of accretion is a highly non-linear process which deserves further study, see e.g. Ref. [58].

Recently Jedamzik has argued that the LIGO and Virgo results are consistent with \( f_{\text{PBH}} = 1 \) provided that PBHs follow a broad mass function with a large spike at \( 1M_{\odot} \) [15, 53], as motivated by the softening of the equation-of-state parameter during the Standard Model QCD phase transition [23, 59]. This result is based in numerical simulations of dense PBH clusters, and it does not appear to be in contradiction with the constraints we derive of \( f_{\text{PBH}} \ll 1 \) based on a relatively narrow mass function, see e.g. Refs. [24, 26] which showed that the analytic estimate for the merger rate which we used may be unreliable if \( f_{\text{PBH}} \gtrsim 0.1 \). See also Refs. [52, 54, 55] for further numerical studies of the PBH binary disruption rate.

Finally, our baseline results assume a lognormal mass function for the PBHs, given by

\[
\psi(m) = \frac{1}{m\sqrt{2\pi\sigma^2}} \exp \left[-\frac{\ln^2 (m/m_c)}{2\sigma^2}\right],
\]

where \( m_c \) is the peak of the function \( m\psi(m) \) and \( \sigma \) its logarithmic width. This is a good approximation to the PBH mass function in the case of formation from a smooth, symmetric peak in the power spectrum [60, 61], although deviations are expected in the case of particularly narrow power spectrum peaks [62]. We consider the case of non-lognormal mass functions in Section VI.

One consideration when using the model of Ref. [26] for lognormal mass functions is the over-suppression of the merger rate for very broad mass functions. Physically, one would expect a population of very light PBHs to have little effect on the merger rate in the LIGO mass range, since this light population does not contribute significantly to the gravitational attraction between two heavier PBHs, leaving negligible impact on the formation of the binary. However, in the calculation of Ref. [26], a large population of light black holes makes a large contribution to the expected number of PBHs in the vicinity of the binary, \( \tilde{\mathcal{N}}(y) \), and are assumed to cause disruption to the heavier pair of PBHs [21].

To ensure that this over-suppression does not affect the constraint presented in this paper, we quantify the value of \( \sigma \) for which the lognormal distribution becomes broad enough that the suppression becomes significant. We do this by considering the differential merger rate for an equal mass merger in two cases: considering the full mass function, and a mass function with a low mass cut-off, so that the population of light black holes is removed. For three different values of the PBH mass \( m \) (the same for both PBHs in the binary), the inclusion of the low-mass population causes a significant suppression (> 10 orders of magnitude) for \( \sigma \gtrsim 2 \). As we shall see later, this is well above the range that the data favours, and so we assume that the model in Ref. [26] is valid for the constraints we present. We note that a thorough investigation of this effect will require the running of \( N \)-body simulations.

To compute the merger rate as a function of mass and redshift we use a fast and accurate approximation to the suppression factor valid for lognormal mass functions, described in Appendix A.

In Figure 4 we show the dependence of the source-frame differential merger rate density \( \frac{dR}{dm_1 dm_2} \) on the component masses, for several choices of the lognormal mass-function parameters. The lognormal distribution has a characteristic skewness towards large masses, giving rise to a skewness towards large total mass. This also gives rise to a broad range of mass ratios, as seen by the off-diagonal extent of the merger rates, which increases with \( \sigma \).

Importantly, for \( \sigma \lesssim 1 \), the shape of the merger rate distribution is primarily controlled by the mass function terms \( \psi(m_1)\psi(m_2) \), with only limited sensitivity to the factors of \( M \) and \( \eta \) which multiply these terms in Equation (9). These factors primarily control the shape of the tails of the distribution. When \( \sigma \gtrsim 1 \) the mass function is broad and \( \psi(m_1)\psi(m_2) \) varies more slowly over a fixed mass range, such that factors of \( M \) and \( \eta \) can be relatively more important.

This behaviour is also seen in the importance of the suppression factor \( S \), indicated by the difference between the solid and dashed lines in Figure 4. The influence of \( S \) on the shape of the merger rate distribution is weak for the mass function parameters plotted (which we will see correspond to those favoured by the data), increasing in importance for larger \( \sigma \). The suppression factor depends only on the total mass, via Equation (8), with this dependence weakening for small \( f_{\text{PBH}}/\sigma M \).

Note also that the peak of the lognormal mass function is at \( m_c e^{-\sigma^2} \), its mean is at \( m_c e^{\sigma^2/2} \), and its median is at \( m_c \), i.e. for large \( \sigma \) the distribution is significantly skewed.
In Figure 5 we show the source-frame merger rate density as a function of $f_{\text{PBH}}$, integrating over both component masses. Here the effects of the suppression factor are more apparent, with a characteristic drop in the slope of the merger rate when $f_{\text{PBH}} \lesssim \sigma_M \approx 0.006$. We thus see that $f_{\text{PBH}}$ primarily controls the amplitude of the merger rate, with only a minor impact on its mass dependence. This will be important when testing these models against the LIGO data.

Figure 5 shows that the merger rate has a weak dependence on the width of the lognormal mass function $\sigma$, but tends to reduce with increasing $m_c$ due to the $M^{-32/37}$ factor in $dR_0$. Note also that the dependence on redshift is also weak for the low redshift sources relevant for LIGO.

The actual rate of merger events observable today can be found by integrating $dR$ over mass and volume, and is given by

$$\frac{\beta}{T_{\text{obs}}} = \int d-md_1 d_1 m_2 \left(1 + z\right) \frac{dV_c}{dz} \frac{dR}{dm_1 dm_2} p_{\text{det}}(m_1, m_2, z),$$  \hspace{1cm} (12)$$

where $dR = S \times dR_0$ with $dR_0$ and $S$ given by Equations (9) and (10), and $dV_c$ is the comoving volume of a thin spherical shell of width $d_1 z$. The factor of $(1 + z)^{-1}$ accounts for the difference between proper (source frame) rate and observed (detector frame) rate. The total number of detectable mergers is $\beta$, and $T_{\text{obs}}$ is the observation time. Note that Equation (12) assumes that $p_{\text{det}}$, and hence the interferometer PSD, is independent of time. We make this approximation throughout our analysis.

In Figure 6 we plot the detectable merger rate $\beta/T_{\text{obs}}$ as a function of $f_{\text{PBH}}$, for representative values of $m_c$ and $\sigma$, and using the $p_{\text{det}}$ described in Section II. For a six-month observation period, the figure shows that 10 binary merger
FIG. 5: Source-frame merger rate per redshift interval at $z = 0.1$, as a function of $f_{\text{PBH}}$ with (solid) and without (dashed) the suppression factor, for $m_c = 10 M_\odot$ (blue) and $m_c = 100 M_\odot$ (orange), and for $\sigma = 0.1$ (left panel) and $\sigma = 1.0$ (right panel).

FIG. 6: Rate of detectable PBH mergers, per year as a function of $f_{\text{PBH}}$ with (solid) and without (dashed) the suppression factor, for $m_c = 10 M_\odot$ (blue) and $m_c = 100 M_\odot$ (orange), and for $\sigma = 0.1$ (left panel) and $\sigma = 1.0$ (right panel).

events would be expected for $f_{\text{PBH}} \sim \text{a few } \times 10^{-3}$, with $f_{\text{PBH}} \sim 10^{-2}$ possible for large $\sigma$ and $m_c \sim 10 M_\odot$.

B. LIGO empirical merger models

As well as PBH models of binary mergers, we also consider two empirical distributions often used to model BBH populations. These models, termed Model A and Model B, were introduced in Refs. [27, 63] and extended in Refs. [28, 43, 64, 65]. We use the forms as presented in Ref. [31].

Both models can be described by an intrinsic merger rate given by

$$\frac{dR}{dm_1 dm_2} = \begin{cases} R_0 C(m_1) m_1^{-\alpha} q^{\beta_q} & \text{if } m_{\text{min}} \leq m_2 \leq m_1 \leq m_{\text{max}} \\ 0 & \text{otherwise} \end{cases}$$

(13)

where $R_0$ is a constant amplitude, $q = m_2/m_1$, and $C(m_1)$ is such that the marginal distribution for the heavier mass is $m_1^{-\alpha}$. Model A fixes $m_{\text{min}} = 5 M_\odot$ and $\beta_q = 0$, allowing $m_{\text{max}}$, $R_0$, and $\alpha$ to vary. Model B allows all five parameters to vary. When $\beta_q = 0$ we have $C(m_1) \propto 1/(m_1 - m_{\text{min}})$. In the default formulation of these models the rate $R_0$ is assumed to be independent of redshift.

The two models considered here are not intended to be detailed physical models of the merger rate of stellar black holes, rather they are empirical parameterisations that allow for straightforward computation for comparison with data. They do however have two important features, motivated by astrophysics, which will prove crucial when
FIG. 7: Source-frame differential detectable merger rate for LIGO Model A (left panel) and Model B (right panel), as a function of the individual source-frame masses. The population parameters are indicated in the top left of each panel, and correspond to the values maximising the posterior of the O1O2 data. Contours are drawn at 25%, 50% and 75% of the peak value, and the dashed lines indicate the boundaries of the distribution where the rates go to zero.

Comparing with PBH models; the upper and lower cut-off in mass. The lower mass cut-off is motivated by observations of X-ray binaries [66] and appears to be roughly $5\,M_\odot$, with a mass gap expected between this and the predicted upper limit for a neutron star of roughly $2\,M_\odot$ (see however Ref. [45] for a recent detection of a compact object in this mass gap). The upper limit is more uncertain, and is partly motivated a posteriori from the GWTC-1 catalogue. There is some astrophysical motivation for an upper limit of roughly $50\,M_\odot$ from pulsational pair-instability supernovae, and potentially a mass gap expected between $50$–$150\,M_\odot$ due to the combined effect of this with pair instability (see Ref. [16] for relevant references). Importantly the PBH models do not require upper or lower limits for the black hole mass, which will prove crucial for discriminating models. The detailed power-law behaviour of Models A and B is less physically motivated, so the LIGO models may be seen as a combination of astrophysical and empirical considerations.

The models considered in Ref. [31] also specify distributions for the spin parameters [67]. To facilitate model comparison with the PBH merger scenario, where there is considerable uncertainty in the form of the spin distribution, we will neglect information from spin by marginalising over it as discussed further in Section IV. We note in passing that all but two of the sources (GW151226 and GW170729) in the GWTC-1 catalogue are consistent with zero spin at 90% confidence. We refer the reader to Ref. [32] for a recent Bayesian analysis using spin in the PBH context and Ref. [68] for a Bayesian study including a zero-spin black hole population, which could be considered a simplified proxy for a PBH model.

In Figure 7 we show the mass-dependence of the merger rate for Models A and B, analogous to Figure 4 in the case of PBHs, for representative values of the models’ parameters. Note that for consistency with the PBH models we have extended the definition of $m_1$ and $m_2$ in Equation (13) to the full mass plane. In the case of Model A the contours are perfect squares, being independent of the lighter mass for fixed heavier mass. For Model B with positive $\beta_q$ the merger rate is strongest for $q \approx 1$ and the contours are hence more concentrated around the diagonal. That the distributions in Figure 7 appear somewhat unphysical is a consequence of the explicit symmetry breaking between $m_1$ and $m_2$ in Equation (13). We emphasise that these distributions are not intended to be realistic models of astrophysical black hole binary formation, but rather capture broad features in the source population distributions.

A more complex model, dubbed Model C, is also analysed in Ref. [31] and found to be superior fit to the GWTC-1 sources, although it is not significantly preferred over Model B. Both Model B and Model C were found to be better fits than Model A, so for simplicity we only consider the two models A and B, noting that Bayesian evidence ratios against Model C can be easily deduced from Table 3 or Ref. [31]. A future extension of this work would be to compare PBH source distributions with more realistic models incorporating relevant astrophysical effects, in the manner of Refs. [37, 65].

IV. STATISTICAL FRAMEWORK

To assess the merger rate models described in Section III against data from the BBH sources in the GWTC-1 catalogue, we must specify a likelihood function. As described in, e.g., Refs. [29, 69, 70], the likelihood of the observed
data \( \mathbf{d} = \{ \mathbf{d}_i \}_{i=1}^{N_{\text{obs}}} \) from \( N_{\text{obs}} \) sources given population hyperparameters \( \mathbf{\theta} \) and a merger rate model \( M \) is

\[
p(N_{\text{obs}}, \mathbf{d} | \mathbf{\theta}, M) \propto \prod_{i=1}^{N_{\text{obs}}} \int dm_1 dm_2 dz \left[ \frac{dN}{dm_1 dm_2 dz} (m_1, m_2, z | \mathbf{\theta}, M) \right] e^{-\beta(\mathbf{\theta}, M)},
\]

where \( p(\mathbf{d}_i | m_1, m_2, z) \) is the likelihood of each observed data set (i.e. GW strain data) given the source masses and redshift (marginalising over all other parameters), \( dN \) is the number of mergers in a mass and redshift interval, and \( \beta(\mathbf{\theta}, M) \) is defined in Equation (12), i.e.

\[
\frac{dN}{dm_1 dm_2 dz} (m_1, m_2, z | \mathbf{\theta}, M) = T_{\text{obs}} \frac{1}{(1+z)} \frac{dV_c}{dm_1 dm_2} \frac{dR}{dz} (m_1, m_2, z | \mathbf{\theta}, M).
\]

This likelihood correctly accounts for the interferometer selection function via \( p_{\text{det}} \), which enters via the expected number of detected mergers \( \beta \), and the uncertainties on the parameters of each source, which may be correlated. It assumes each source is independent. Since our data covers the O1 and O2 observing runs of LIGO, we take \( T_{\text{obs}} = 169.5 \text{ days} \).

As shown in Ref. [70], the likelihood in Equation (14) is the product of a Poisson likelihood for the observed number of detections \( N_{\text{obs}} \) when \( \beta(\mathbf{\theta}, M) \) were expected with a likelihood for observable data \( \mathbf{d}_i \), the result being an inhomogeneous Poisson likelihood. Note that the selection function \( p_{\text{det}} \) only enters via \( \beta \), since the observed data is observable by definition. The likelihood thus consistently accounts for information on population models coming from the observed distribution of source parameters and the overall number of detections - these were considered separately for PBH models in a frequentist approach in Ref. [21].

We note that several works constraining PBH merger models with GW data have used likelihoods differing from Equation (14), for example Refs. [14, 26]. We emphasise that Equation (14) correctly accounts for the source parameter correlations and selection effects, and its use ensures that posteriors on the PBH model parameters are unbiased.

We approximate the integral over the source likelihoods in Equation (14) with a sum over Monte Carlo samples from the GWTC-1 catalogue [16]. To do this we need to first divide out the source prior which was used in the LIGO inference, i.e. we have

\[
p(N_{\text{obs}}, \mathbf{d} | \mathbf{\theta}, M) \propto \prod_{i=1}^{N_{\text{obs}}} \left[ \frac{1}{\pi(z_i, m^i_1, m^i_2)} \frac{dN}{dm_1 dm_2 dz} (m^i_1, m^i_2, z | \mathbf{\theta}, M) \right] \left[ \{ z_i, m^i_1, m^i_2 \} \right] e^{-\beta(\mathbf{\theta}, M)},
\]

where \( \pi(z^i, m^i_1, m^i_2) \) is the prior on parameters for source \( i \), and angle brackets denote an expectation value over MCMC samples from the source posterior. The prior is uniform in the source-frame masses and scales as \( d^2_L \) in the space of luminosity distance \( d_L \), i.e.

\[
\pi(z, m_1, m_2) \propto d^2_L(z) \frac{dd_L(z)}{dz}.
\]

We ignore any information coming from the spin of the black holes by marginalising over spin parameters when averaging over the MCMC samples – this is equivalent to assuming that the merger rates are independent of spin. Similarly we assume all intrinsic merger rates are independent of angular position and orientation, and marginalise over these parameters. This is also implemented in our treatment of the detection probability \( p_{\text{det}} \) in Equation (1), which makes the implicit assumption that the signal-to-noise is not significantly impacted by the component spins.

We use Bayes’ theorem to compute the posterior of the population hyperparameters, \( p(\mathbf{\theta} | \mathbf{d}, N_{\text{obs}}, M) \propto p(\mathbf{\theta} | M)p(\mathbf{d}, N_{\text{obs}} | \mathbf{\theta}, M) \). For our lognormal PBH mass function we have \( \mathbf{\theta} = [f_{\text{PBH}}, m_c, \sigma] \). This requires us to specify priors on the population hyperparameters. As is common in Bayesian inference problems the choice of these priors is somewhat arbitrary. We will see that the data is sufficiently constraining that the priors have negligible impact on posterior parameter constraints, but can significantly impact Bayesian evidences. We will see later that this latter prior dependence can be unpicked using a suitable approximation to the evidence.

---

4 Our approach is more similar to the recent Ref. [19], differing in our self-consistent treatment of \( f_{\text{PBH}} \) in the merger rate amplitude and our use of a suppression factor accounting for three-body effects.

5 Alternatively, our neglect of spin can be phrased as the imposition of zero spin in all source components plus the assumption that the spin parameters are uncorrelated with the inferred masses and redshifts. This latter assumption allows us to include all the posterior samples when computing Equation (16) and not just those lying in the zero-spin hypersurface. This is a reasonable approximation for the GWTC-1 sources.
In Table I we show the priors adopted in our inference runs. In the case of the LIGO Models A and B we use the priors adopted in Ref. [31]. In the case of the PBH models we take a uniform prior on $\log f_{\text{PBH}}$ motivated by the fact that $f_{\text{PBH}}$ primarily controls the amplitude of the merger rate and its order of magnitude is unknown. We assume uniform priors on $\log m_c$ and $\log \sigma$ since their orders of magnitude are similarly unconstrained a priori, and for the reason that these would be the Jeffreys’ priors on these parameters if the likelihood were proportional to $\psi(m)^6$.

Finally, we assume that all the BBH sources in the catalogue are primordial in origin when performing inference under a PBH model, and that all sources are astrophysical when using Model A or Model B. In principle we should account for the possibility that some binaries consist of PBH pairs and some are astrophysical pairs (the merger rate of mixed PBH-astrophysical black hole binaries [71, 72] is expected to be small compared with that of PBH-PBH binaries for the values of $f_{\text{PBH}}$ we consider). This could be implemented by introducing an extra parameter controlling the proportion of sources in each formation channel [32, 73]. For simplicity we do not take this approach, and instead treat all ten sources as either primordial or astrophysical, using Bayesian model selection to compare how well the respective models fit the data. Our constraints on $f_{\text{PBH}}$ should thus be interpreted as upper limits.

### V. BAYESIAN INFERENCE FROM THE GWTC-1 CATALOGUE

We use the likelihood in Equation (16) with the models described in Section III and priors listed in Table I to draw samples from the posterior distribution of each model’s parameters. We use the nested sampling algorithm [74, 75] with multi-ellipsoidal bounded sampling [76] as implemented in DYNESTY [77] to draw samples from the posterior.

The nested sampling algorithm also computes the evidence for each model $M$, integrating over the prior as

$$p(M|\mathbf{d},N_{\text{obs}}) \propto p(M) \int \mathbf{d} \mathbf{t} p(\mathbf{d},N_{\text{obs}}|\mathbf{t},M)p(\mathbf{t}|M),$$

where $p(M)$ is the prior on the model. We assume that $p(M)$ is uniform, such that Bayes factors are equivalent to evidence ratios

$$\frac{Z_{M_1}}{Z_{M_2}} = \frac{\int \mathbf{d} \mathbf{t} p(\mathbf{d},N_{\text{obs}}|\mathbf{t},M_1)p(\mathbf{t}|M_1)}{\int \mathbf{d} \mathbf{t} p(\mathbf{d},N_{\text{obs}}|\mathbf{t},M_2)p(\mathbf{t}|M_2)}.$$  (19)

We express all evidences relative to that of Model B, and quote errors on the evidence using the default first-order approximation produced by DYNESTY$^7$.

$^6$ Note that the Jeffreys’ prior for a Poisson distribution with rate parameter $\lambda$ is $p(\lambda) \propto \lambda^{-\frac{3}{2}}$, i.e. uniform in $\sqrt{\lambda}$. In the PBH model the amplitude of the merger rate scales roughly as $f_{\text{PBH}}^{\frac{3}{2}}$, so an uninformative prior might be expected to scale roughly as $f_{\text{PBH}}^{\frac{3}{2}} \approx f_{\text{PBH}}^{-0.7}$, i.e. uniform in $f_{\text{PBH}}^{\frac{3}{2}}$. Our prior, scaling like $f_{\text{PBH}}^\frac{2}{3}$, is therefore approximately uninformative.

$^7$ We verify that this approximation to the evidence agrees with the more accurate simulate_run approximation in DYNESTY to within 10% in all cases, and also agrees well with resampled and jittered approximations to the evidence.
To study the influence of the suppression factor we also consider a model with evidence relative to Model B. We will first discuss the parameter constraints on the baseline PBH models and the Bayesian evidence ratios computed from nested sampling along with uncertainties.

In Table II we present the marginalised parameter constraints on the parameters of each model, as well as the evidence relative to Model B. We will first discuss the parameter constraints on the baseline PBH models and the empirical LIGO Models A and B, before discussing the evidences and model consistency tests. We will then introduce the extensions to the baseline models, the results of which are also listed in Table II for completeness.

### A. Parameter constraints

#### 1. PBH models

Our baseline PBH model uses the merger rate model of Equation (9) with a suppression factor given in Equation (10). To study the influence of the suppression factor we also consider a model with \( S = 1 \). Differences between these two models can be roughly interpreted as encapsulating the uncertainty associated with PBH binary disruption.

In Figure 8 we plot two-dimensional Bayesian credibility intervals (68% and 95% weighted posterior quantiles) for \( \log_{10} f_{\text{PBH}} \) and the lognormal mass function parameters \( \log_{10} m_c \) and \( \log_{10} \sigma \), along with the marginalised one-dimensional posteriors. Note that the priors on these parameters are uniform, with limits given in Table I. Constraints on these, and the derived parameters \( m_c \) and \( \sigma \), are given in Table II.

The posterior constraints (median and 95% credible intervals) on these parameters are

\[
\log_{10} f_{\text{PBH}} = -2.30^{+1.16}_{-0.35} \\
\log_{10} m_c = 24.23^{+5.28}_{-6.31} M_\odot \\
\log_{10} \sigma = 0.82^{+1.71}_{-0.35} 
\]

Figure 8 demonstrates that the posterior is highly non-Gaussian, with a pronounced curving degeneracy between all three parameters. There is however a clear peak around the median values quoted above, with a preferred value of \( f_{\text{PBH}} \approx 0.005 \), assuming all the BBHs in GWTC-1 are primordial. As hinted at in Section III \( f_{\text{PBH}} = 1 \) is strongly

| Parameter | PBH | PBH, \( S = 1 \) | Model A | Model B | PBH, \( S = 1 \), \( m_{\text{max}} = 50 M_\odot \) | PBH, \( S = 1 \), skew-bimodal |
|-----------|-----|----------------|--------|--------|--------------------------------|--------------------------------|
| \( \log_{10} f_{\text{PBH}} \) | \( -2.30^{+1.16}_{-0.35} \) | \(-2.76^{+0.25}_{-0.24}\) | – | – | \(-2.72^{+0.25}_{-0.25}\) | \(-2.74^{+0.23}_{-0.23}\) |
| \( \log_{10} m_c [M_\odot] \) | \( 1.38^{+1.36}_{-0.13} \) | \( 1.26^{+0.12}_{-0.22} \) | – | – | \(-1.97^{+0.76}_{-0.16}\) | \( 1.91^{+1.91}_{-0.76} \) |
| \( \log_{10} \sigma \) | \(-0.09^{+0.49}_{-0.24} \) | \(-0.21^{+0.24}_{-0.16}\) | – | – | \(-0.27^{+0.23}_{-0.47}\) | – |
| \( m_{\text{c}} [M_\odot] \) | \( 24.23^{+5.28}_{-6.31} \) | \( 18.06^{+5.72}_{-7.10}\) | – | – | \( 81.25^{+65.25}_{-67.15} \) | – |
| \( \sigma \) | \( 0.82^{+1.71}_{-0.35} \) | \( 0.61^{+0.45}_{-0.35}\) | – | – | \( 1.86^{+1.30}_{-1.23} \) | – |
| \( \log_{10} R_0 \) | – | – | \( 1.63^{+0.50}_{-0.47} \) | \( 1.55^{+0.41}_{-0.43}\) | – | – |
| \( m_{\text{max}} [M_\odot] \) | – | – | \( 42.65^{+18.96}_{-5.99} \) | \( 42.73^{+35.11}_{-6.31}\) | \( 50.0 \) | – |
| \( m_{\text{min}} [M_\odot] \) | – | – | \( 5.00 \) | \( 7.88^{+1.30}_{-2.64}\) | – | – |
| \( \alpha \) | – | – | \( 0.94^{+1.59}_{-2.38} \) | \( 1.93^{+1.70}_{-1.96}\) | – | – |
| \( \beta_q \) | – | – | \( 0.00 \) | \( 6.62^{+5.62}_{-6.62}\) | – | – |
| \( \lambda \) | – | – | – | – | \( 0.35^{+0.14}_{-0.27} \) | – |
| \( \log_{10} m_{c,1} [M_\odot] \) | – | – | – | – | \( 1.08^{+0.57}_{-0.38} \) | – |
| \( \log_{10} m_{c,2} [M_\odot] \) | – | – | – | – | \( 1.57^{+0.08}_{-0.62} \) | – |
| \( \log_{10} m_{c,3} [M_\odot] \) | – | – | – | – | \( 12.02^{+32.65}_{-10.82} \) | – |
| \( \log_{10} m_{c,4} [M_\odot] \) | – | – | – | – | \( 37.15^{+7.52}_{-28.24} \) | – |
| \( \ln L^*/L_B \) | \(-6.99 \) | \(-7.14 \) | \(-2.51 \) | \( 0.00 \) | \(-5.44 \) | \(-3.53 \) |
| \( \ln \text{Occam} \) | \(-6.13 \) | \(-8.21 \) | \(-5.71 \) | \(-6.74 \) | \(-5.46 \) | \(-7.73 \) |
| \( \ln Z_{\text{Log}}/Z_{\text{NS}} \) | \( 1.66^{+0.16}_{-0.16} \) | \( 0.26^{+0.17}_{-0.17} \) | \( 0.77^{+0.15}_{-0.15} \) | \( 0.63^{+0.16}_{-0.13} \) | \( 0.54^{+0.13}_{-0.13} \) | \( 1.92^{+0.18}_{-0.18} \) |
| \( \ln Z_{\text{NS}}/Z_{\text{NS,B}} \) | \(-7.35^{+0.23}_{-0.23} \) | \(-8.25^{+0.23}_{-0.23} \) | \(-1.62^{+0.22}_{-0.22} \) | \( 0.00 \) | \(-4.01^{+0.21}_{-0.21} \) | \(-5.79^{+0.24}_{-0.24} \) |

**TABLE II:** Median and 95% credible intervals for the parameters of each model considered. The bottom four rows display difference in best-fit log-likelihood between each model and LIGO Model B, the log of the Occam factor defined in the text, the difference in log-evidence between the DYNesty nested sampling estimate and the Laplace approximation defined in the text, and the Bayesian evidence ratios computed from nested sampling along with uncertainties.
FIG. 8: Off-diagonal panels: Two-dimensional 68% and 95% marginal posterior quantiles for the parameters of the lognormal PBH model including the 3-body suppression factor, given the GWTC-1 data. The plot boundaries correspond to the extent of the (uniform) priors on the parameters shown. Diagonal panels: One-dimensional marginal posterior densities for the parameters. Above each panel are the marginalised posterior median and 95% posterior quantiles for each parameter.

disfavoured, with this model drastically overproducing BBH mergers. The preferred mass function parameters roughly correspond to the average mass of the components in the catalogue and the approximate spread in values.

The degeneracy tail in Figure 8 skews the one-dimensional posteriors to large values of $m_c$, $\sigma$, and $f_{\text{PBH}}$. This tail (also visible in the likelihood plots in Ref. [26]) is a three-parameter degeneracy caused by the suppression factor, Equation (10). We investigate its origin in detail in Appendix B. Briefly, the suppression factor can allow for enhanced $f_{\text{PBH}}$ without overproducing mergers by increasing $\bar{N}(y)$, since $S \approx e^{-\bar{N}(y)}$. We compute this using Equation (8), which depends on the lognormal mass function parameters as $\bar{N}(y) \propto M/\langle m \rangle = (M/m_c)e^{\sigma^2/2}$. Large-$\sigma$ mass functions are highly skewed; the total mass $M$ is typically $\sim 2m_c$, meaning a high proportion of masses in the integral contributing to $\beta$, Equation (12), have $M \gg \langle m \rangle$ when $\sigma \gtrsim 1$, giving large suppression factors. Models with high $\sigma$ and high $f_{\text{PBH}}$ also need high $m_c$ in order to give an acceptable fit to the $\sim 10$ solar mass region occupied by the LIGO sources. Fixing $M$ to the LIGO mass scale implies that $m_c$ must be increased when $\sigma$ is increased to keep $m_ce^{-\sigma^2/2}$ fixed in order to keep the suppression factor constant in the observed mass range. This results in a three-parameter degeneracy allowing for $f_{\text{PBH}}$ as high as 0.07. We note that this partly arises due to the ambiguity of defining a ‘typical’ mass scale in models with highly skewed and broad mass functions, which raises concerns about the validity of Equation (8). We note that the peak of the posterior is reasonably robust to the degeneracy tail, and that more accurate simulations will be needed to investigate the formation and evolution of PBH binaries with these extreme mass functions.

This explanation for the degeneracy tail is supported by Figure 9, which shows the posterior for the PBH model with the suppression factor set to unity. In this case there is no mechanism available to suppress the merger rate when $f_{\text{PBH}}$ is high, and the constraints are much more Gaussian and confined in parameter space.
The constraints on the parameters for this $S = 1$ model are (median and 95% credible interval)

$$\log_{10} f_{PBH} = -2.76^{+0.25}_{-0.24}$$
$$m_c = 18.06^{+5.72}_{-7.10} M_\odot$$
$$\sigma = 0.61^{+0.45}_{-0.19}. \quad (21)$$

These constraints arise from fitting the observed mass scale and spread in observed masses (which effectively fix $m_c$ and $\sigma$) and fitting $f_{PBH}$ to match the observed rate of mergers. There is a slight tendency for the data to simultaneously prefer low values of $m_c$ and high values $\sigma$, as seen in the right-hand panel of Figure 9. This combination keeps the merger rate roughly constant in the observed mass region, although the degeneracy is weak.

The median values of the parameters are fairly stable to switching on the suppression factor, with smaller values of $m_c$ and $\sigma$ now preferred due to the absence of the degeneracy tail and the median $f_{PBH}$ now $\approx 0.0017$, i.e. almost a factor of three smaller. Once again, $f_{PBH} \approx 1$ is highly disfavoured.

We note that for both PBH models the priors chosen are sufficiently broad that they do not influence the posterior constraints on the parameters, as shown by Figure 8 and the left panel of Figure 9.

2. LIGO Model A and Model B

In Figure 10 we show the posterior constraints on the parameters of the empirical LIGO models A and B, using the priors listed in Table I. These posteriors are fully consistent with those presented in Ref. [31], with only weak constraints provided on the Model B parameters $m_{\text{min}}$ and $\beta_q$. In contrast the constraints on the upper component mass limit $m_{\text{max}}$ and the power law slope in the distribution of the heavier mass $\alpha$ are reasonably well-constrained, being determined by the maximum component mass in the catalogue and the typical spread in masses respectively (c.f. the $m_c$ and $\sigma$ parameters of the PBH model). The amplitude of the merger rate simply fits the observed number of mergers, analogous to $f_{PBH}$ in the PBH model.
The parameter constraints (median and 95% credible intervals) for Model A are
\[ m_{\text{max}} = 42.65^{+18.96}_{-9.99} M_\odot \]
\[ \alpha = 0.94^{+1.59}_{-2.38} \]
\[ R_0 = 42.66^{+92.24}_{-27.52} \text{ Gpc}^{-3} \text{yr}^{-1}, \]
while those for Model B are
\[ m_{\text{max}} = 42.73^{+35.11}_{-6.31} M_\odot \]
\[ \alpha = 1.93^{+1.70}_{-1.96} \]
\[ R_0 = 35.48^{+55.72}_{-22.30} \text{ Gpc}^{-3} \text{yr}^{-1} \]
\[ m_{\text{min}} = 7.88^{+1.30}_{-2.64} M_\odot \]
\[ \beta_q = 6.62^{+5.04}_{-6.62}. \]

These constraints are consistent with those presented in Ref. [31], with the exception of \( R_0 \) which we find to be typically smaller with \( R_0^{\text{LIGO}} / R_0^{\text{here}} \approx 1.50 \) for both models. This can be explained by the difference in \( p_{\text{det}} \) arising from using the semi-analytic approximation described in Section II vs. a more accurate method using pipeline injections, as discussed in Appendix A of Ref. [31]. Our approximation overestimates the LIGO sensitive volume by between a factor of 1.4 and 1.9 depending on \( m_{\text{max}} \) and \( \alpha \) (top left panel of Figure 11 in Ref. [31]), leading to an underestimate of \( R_0 \) by roughly the same factor in order to keep the total number of observed events fixed.

We close this section by noting that the weak constraints on the Model B parameter \( \beta_q \) reflect the weak constraints on mass ratios in the GWTC-1 catalogue (see Figure 1). Recently the LIGO-Virgo Collaboration reported detections of BBH mergers with significantly asymmetric masses having \( q \approx 0.3 \) [44] and \( q \approx 0.1 \) [45]. Consequently the constraints on \( \beta_q \) tighten significantly when these sources are included. We only make use of the sources detected in the O1 and O2 observing runs in this work, but discuss the implications of reported O3 detections in Section VII. In a future work we intend to repeat the analysis of this work with the \( \mathcal{O}(100) \) detections expected in the final O3 catalogue.

B. Evidences, goodness-of-fit tests and model consistency

Having presented constraints on the parameters of the two PBH models and the two empirical LIGO models, we now examine the quality of model fits and compare the models using the Bayesian evidence.
M effects produce a peak in the merger rate around $p$ but this is counteracted by the detection probability $\alpha$ cut-off in mass. Note that the median Model A merger rate is monotonically decreasing in its heavier mass ($M$), and as is evident from comparing Figure 7 and Figure 4, Model A merger rates typically have more symmetric masses.

The most pronounced differences occur in the dependence on mass ratio $q$ (middle panel of Figure 11). As pointed out in Ref. [21], the broad PBH mass function allows for mass ratios significantly different from unity. In contrast, and as is evident from comparing Figure 7 and Figure 4, Model A merger rates typically have more symmetric masses. Despite the visible difference in the $q$ distribution in Figure 11, the errors on $q$ in the GWTC-1 catalogue are typically large, and the mass ratio has little discriminatory power between the PBH and LIGO models.

We first examine the preferred distributions of source parameters in each model by computing the allowed values of the differential detector-frame merger rate, plotted in Figure 11. These figures show the derivative of $N_d \equiv \beta/T_{\text{obs}}$ with respect to total mass $M$, mass ratio $q$, and redshift $z$ for each model averaged over the posterior distributions of the population hyperparameters. We show results for the PBH model, the PBH model with $S=1$, and Model A. The area under each curve in Figure 11 is fixed at roughly $10^6$ sources, since most of the posterior mass lies in a region where $\beta \approx 10$, matching the 10 observed sources.

The preferred merger rates are similar between the three models, with the suppression factor making very little difference to the results. This is also evident from the parameter posteriors of the two models which have most of their mass in a similar region of parameter space, the degeneracy tail in the suppression factor model giving little influence on the preferred differential merger rates. The redshift dependence in all three cases is determined from that of the selection probability $p_{\text{det}}$ and the comoving volume element, c.f. Figure 3. The distributions in total mass for the PBH models inherit the lognormal shape of the mass function $\psi(m)$, with a peak at roughly $40 M_\odot$ and a long tail to high masses. Model A in contrast has both a minimum and maximum cut-off in mass. Note that the median Model A merger rate is monotonically decreasing in its heavier mass ($\alpha \approx 0.4$), but this is counteracted by the detection probability $p_{\text{det}}$ which increases with mass (see Figure 2). These combined effects produce a peak in the merger rate around $M \approx 60 M_\odot$, and a smaller peak around $m_{\text{min}}$ where the differential merger rate formally diverges (visible in the 90% confidence region). In the case of the PBH models the exponential fall-off at high masses dominates over $p_{\text{det}}$ giving a single peak.

The areas under the posterior distributions $\nu$ of source parameters in each model are shown in Figure 11. The preferred distributions are similar between the three models, with the suppression factor making very little difference to the results. This is also evident from the parameter posteriors of the two models which have most of their mass in a similar region of parameter space, the degeneracy tail in the suppression factor model having little influence on the preferred differential merger rates. The redshift dependence in all three cases is determined from that of the selection probability $p_{\text{det}}$ and the comoving volume element, c.f. Figure 3.

The distributions in total mass for the PBH models inherit the lognormal shape of the mass function $\psi(m)$, with a peak at roughly $40 M_\odot$ and a long tail to high masses. Model A in contrast has both a minimum and maximum cut-off in mass. Note that the median Model A merger rate is monotonically decreasing in its heavier mass ($\alpha \approx 0.4$), but this is counteracted by the detection probability $p_{\text{det}}$ which increases with mass (see Figure 2). These combined effects produce a peak in the merger rate around $M \approx 60 M_\odot$, and a smaller peak around $m_{\text{min}}$ where the differential merger rate formally diverges (visible in the 90% confidence region). In the case of the PBH models the exponential fall-off at high masses dominates over $p_{\text{det}}$ giving a single peak.

The distributions in total mass for the PBH models inherit the lognormal shape of the mass function $\psi(m)$, with a peak at roughly $40 M_\odot$ and a long tail to high masses. Model A in contrast has both a minimum and maximum cut-off in mass. Note that the median Model A merger rate is monotonically decreasing in its heavier mass ($\alpha \approx 0.4$), but this is counteracted by the detection probability $p_{\text{det}}$ which increases with mass (see Figure 2). These combined effects produce a peak in the merger rate around $M \approx 60 M_\odot$, and a smaller peak around $m_{\text{min}}$ where the differential merger rate formally diverges (visible in the 90% confidence region). In the case of the PBH models the exponential fall-off at high masses dominates over $p_{\text{det}}$ giving a single peak.

The distributions in total mass for the PBH models inherit the lognormal shape of the mass function $\psi(m)$, with a peak at roughly $40 M_\odot$ and a long tail to high masses. Model A in contrast has both a minimum and maximum cut-off in mass. Note that the median Model A merger rate is monotonically decreasing in its heavier mass ($\alpha \approx 0.4$), but this is counteracted by the detection probability $p_{\text{det}}$ which increases with mass (see Figure 2). These combined effects produce a peak in the merger rate around $M \approx 60 M_\odot$, and a smaller peak around $m_{\text{min}}$ where the differential merger rate formally diverges (visible in the 90% confidence region). In the case of the PBH models the exponential fall-off at high masses dominates over $p_{\text{det}}$ giving a single peak.

The distributions in total mass for the PBH models inherit the lognormal shape of the mass function $\psi(m)$, with a peak at roughly $40 M_\odot$ and a long tail to high masses. Model A in contrast has both a minimum and maximum cut-off in mass. Note that the median Model A merger rate is monotonically decreasing in its heavier mass ($\alpha \approx 0.4$), but this is counteracted by the detection probability $p_{\text{det}}$ which increases with mass (see Figure 2). These combined effects produce a peak in the merger rate around $M \approx 60 M_\odot$, and a smaller peak around $m_{\text{min}}$ where the differential merger rate formally diverges (visible in the 90% confidence region). In the case of the PBH models the exponential fall-off at high masses dominates over $p_{\text{det}}$ giving a single peak.

The distributions in total mass for the PBH models inherit the lognormal shape of the mass function $\psi(m)$, with a peak at roughly $40 M_\odot$ and a long tail to high masses. Model A in contrast has both a minimum and maximum cut-off in mass. Note that the median Model A merger rate is monotonically decreasing in its heavier mass ($\alpha \approx 0.4$), but this is counteracted by the detection probability $p_{\text{det}}$ which increases with mass (see Figure 2). These combined effects produce a peak in the merger rate around $M \approx 60 M_\odot$, and a smaller peak around $m_{\text{min}}$ where the differential merger rate formally diverges (visible in the 90% confidence region). In the case of the PBH models the exponential fall-off at high masses dominates over $p_{\text{det}}$ giving a single peak.

The preferred distribution of source parameters in each model by computing the allowed values of the differential detector-frame merger rate, plotted in Figure 11. These figures show the derivative of $N_d \equiv \beta/T_{\text{obs}}$ with respect to total mass $M$, mass ratio $q$, and redshift $z$ for each model averaged over the posterior distributions of the population hyperparameters. We show results for the PBH model, the PBH model with $S=1$, and Model A. The area under each curve in Figure 11 is fixed at roughly $10^6$ sources, since most of the posterior mass lies in a region where $\beta \approx 10$, matching the 10 observed sources.

The preferred merger rates are similar between the three models, with the suppression factor making very little difference to the results. This is also evident from the parameter posteriors of the two models which have most of their mass in a similar region of parameter space, the degeneracy tail in the suppression factor model giving little influence on the preferred differential merger rates. The redshift dependence in all three cases is determined from that of the selection probability $p_{\text{det}}$ and the comoving volume element, c.f. Figure 3.

The most pronounced differences occur in the dependence on mass ratio $q$ (middle panel of Figure 11). As pointed out in Ref. [21], the broad PBH mass function allows for mass ratios significantly different from unity. In contrast, and as is evident from comparing Figure 7 and Figure 4, Model A merger rates typically have more symmetric masses. Despite the visible difference in the $q$ distribution in Figure 11, the errors on $q$ in the GWTC-1 catalogue are typically large, and the mass ratio has little discriminatory power between the PBH and LIGO models.

In Table II we present the Bayesian evidence for each model relative to that of Model B. These quantities indicate the posterior preference for each model after marginalising over each of its parameters.

For the PBH model we find a (natural log) evidence ratio of $-7.35 \pm 0.23$ compared to Model B (errors here are approximately standard deviations). On the Jeffreys' scale (e.g., [78]) this corresponds to ‘decisive’ evidence in favour of Model B compared with the PBH model. For the PBH model with $S=1$ the log-Bayes factor is $-3.75 \pm 0.23$.
i.e. this model is even more disfavoured compared with Model B. The evidence ratio between the PBH models is
$0.90 \pm 0.23$, i.e. the data do not show evidence for a suppression factor given our choice of priors.

For Model A we find a log-evidence ratio of $-1.62 \pm 0.22$, i.e. positive or substantial but not strong evidence in
favour of Model B. This is consistent with the result reported in Ref. [31] of $-1.42$. We note that Table 3 of Ref. [31]
implies that the LIGO Model C is slightly (but not significantly) preferred over Model B. We find Model A is strongly
preferred over the PBH models with log-evidences of $-5.73 \pm 0.23$ and $-6.63 \pm 0.23$ for the cases with and without
the suppression factor respectively.

Taken at face value these evidences suggest that both PBH models are strongly disfavoured compared with the
simple empirical models A and B. However it is well known that Bayesian evidences can be strongly influenced by the
choice of priors, so it is beneficial to delve a bit deeper into the evidence ratios. We can make progress by employing the
Laplace approximation for the evidence, discussed in Ref. [79]. This assumes that the posterior is approximately
Gaussian around its peak (which occurs at the point $\theta_{BF}$), such that the integral over parameters can be approximated
(for a uniform prior) as

$$p(d|M) \approx p(d|\theta_{BF}, M) \times \frac{\sqrt{\det (2\pi C)}}{\text{Vol}_\pi(\theta)},$$ (24)

where $C$ is the covariance matrix of the posterior and $\text{Vol}_\pi(\theta)$, is the prior volume (i.e. the volume of the cube defining
our uniform priors). The first term on the right-hand side of Equation (24) is the likelihood value at of the best-fitting
model, a quantifier of model fit quality well known from classical statistics. The second term is the ‘Occam factor’
expressing the ratio of the posterior volume to the prior volume. The Occam factor quantifies the degree to which the
region of acceptable parameter values shrinks upon arrival of the data, and penalises models for which this shrinkage
is large i.e. models which require finely tuned parameter values amongst those which were allowed a priori.

Since the posterior of both Model B and the PBH model with suppression are significantly non-Gaussian, the
Laplace approximation is expected to be only a coarse model for the evidence. In Table II we give the differences
between the Laplace-approximated evidence $Z_{\text{Lap}}$ and the nested sampling estimate $Z_{\text{NS}}$. We find that $Z_{\text{Lap}}$ provides
a remarkably good approximation to the true evidences, with log-ratios ranging from roughly 0.26 for the $S = 1$
model (which has the most Gaussian posterior) to 1.60 for the full PBH model (which has a strongly non-Gaussian posterior). In all cases the discrepancy between $Z_{\text{Lap}}$ and $Z_{\text{NS}}$ is significantly smaller than the difference from the evidence for Model B.

With the Laplace-approximated evidences we can start to understand why some models are favoured over others.
In Table II we show the ratios of the terms in Equation (24) with those of Model B. The ratio of first terms is just
$L^*/L_{B}^*$, the likelihood ratio of the best-fit model compared with that of Model B. In the case of the PBH models
we find that this term dominates the evidence ratio. The Occam factor is similar between the PBH model with
suppression factor and Model B, but is more penalising for the $S = 1$ PBH model since the shrinkage in prior volume
is much greater, as evident from Figure 9.

The log-Bayes factors depend on the prior volume, via the Occam factor, as $\ln Z \sim -\ln \text{Vol}_\pi(\theta)$. The evidence
ratios of the PBH models compared with the LIGO models are thus sensitive to the prior range on $f_{\text{PBH}}$ and the mass
function parameters. If, for example, we reduced the prior lower limit on $f_{\text{PBH}}$ from $10^{-6}$ to $10^{-16}$ we would reduce
the log-Bayes factor compared to Model B by roughly one\(^9\). This prior range could be easily exceeded if instead we
placed a uniform-in-log prior on the primordial power spectrum amplitude, to which $f_{\text{PBH}}$ is exponentially sensitive, a
point we discuss further in Section VII. Similarly, increasing the ranges of $m_c$ and $\sigma$ would also increase the evidence
against the PBH models compared with the LIGO models.

Note that there is no freedom to reduce the prior range of the PBH model parameters without being overly
informative, i.e. we cannot attempt to boost the evidence of PBH models by making the Occam factor less penalising,
unless some other prior information or physical insight demands it. Could we instead try to penalise the LIGO models
to restore the prior ambivalence between models? In the case of Model A, we would need to increase the prior volume
by a factor of roughly 300 to give an evidence ratio of unity with the PBH model. This could be achieved by expanding
each side of the prior cube by a factor of roughly 6.7, i.e. with priors $M_{\text{max}} = [30, 500]$, and $R_0 = [-12, 14], \alpha = [-50, 58]$. A priori this seems an extreme prior range which is likely to be unphysical. Rather than change the
limits of the prior we could also change its density such that the prior volume contained more prior mass (note this
would require a modification to Equation (24)). In the absence of a more fundamental astrophysical theory there
is no obviously preferred choice of parameter combination on which to impose a uniform prior. There is thus no

---

\(^9\) In reality our posterior limits on $f_{\text{PBH}}$ are upper limits due to our assumption that every source is a PBH-PBH merger, so the Occam
factor is probably not as penalising as this example suggests.
well-motivated way to make the data favour the PBH model over the LIGO models by simply changing parameter priors.

We note that the prior volumes cancel in the evidence ratio of the PBH model with and without a suppression factor. We can therefore make the robust statement that the GWTC-1 data are not sensitive to the suppression factor, and inference of PBH models may proceed with $S = 1$ with negligible loss of accuracy.

3. Posterior predictive distributions

Having seen that the likelihood ratio is primarily responsible for the evidence against a lognormal PBH model, and having argued that changing the prior on parameters to restore model parity is challenging, we now investigate the cause of the likelihood differences in detail. Equation (24) tell us that it is sufficient to consider only the likelihood at the best-fit model, but the same conclusions can be reached by considering the likelihood averaged over the model space allowed by the data – the posterior predictive distribution (PPD), defined as

$$p(D|d, N_{\text{obs}}, M) = \int d\theta p(D|\theta, M)p(\theta|d, N_{\text{obs}}, M),$$

where $D$ is unseen data. Equation (25) is similar to the Bayesian evidence, except it is now an integral of the likelihood of new data over model parameters allowed by the old data $d$ and $N_{\text{obs}}$.

The PPD is a useful quantity to compute since it can be used to approximate the part of the evidence ratio coming from the likelihood ratio in the Laplace approximation Equation (24). It can also be used to assess the absolute quality of the model fit in a more ‘Bayesian’ way than a classical $\chi^2$ test [80].

We approximate the integral in Equation (25) with an average over posterior samples from our nested sampling runs. The challenge in implementing the PPD is finding an approximation for the likelihood of unseen data $p(D|\theta, M)$, as so far we have only needed the likelihood of the GWTC-1 data as a function of parameters, which we extracted indirectly via the GWTC-1 posterior samples.

Each model has the flexibility to fit the total number of observed mergers by adjusting an amplitude-like parameter ($f_{\text{PBH}}$ or $R_0$), so the best fitting $\beta$ is roughly 10 for all models. The factor of $e^{-\beta}$ in the likelihood Equation (14) thus cancels in the likelihood ratio and evidence ratio, and we can approximate $D$ with $d_{\text{new}}$, the new GW strain data. Formally the likelihood for $d$ is that used to produce the posterior samples for the source parameters. We will instead simplify the analysis by compressing the data to a set of estimators for the source parameters which best constrain the population models. For both the PBH and LIGO models, the relevant source parameters are the total mass $M$, the mass ratio $q$, and the redshift $z$, or combinations of these. We have seen from Figure 11 that the redshift distributions of the observable mergers in both models are indistinguishable, so we can anticipate that the likelihood in $M$ and $q$ will be sufficient to explain the differing maximum likelihood values of the models. Since it is the detector-frame chirp mass $M_{\text{chirp}}$ which is most closely related to the signal measured in the data (as discussed in Section II), our two estimators will be $\hat{M}_{\text{chirp}}$ and $\hat{q}$, where the precise expression of these in terms of the data is left unspecified for now.

Although the preferred $q$-distributions are quite different (middle panel of Figure 11) the typical errors on $q$ are large for the GWTC-1 sources, so it is unclear how powerful the mass ratio distribution is in discriminating between models. To test this, we generated new source parameter posteriors for each merger event by randomizing the $q$ values at each sample point. Specifically, for each sample $\lambda$, we recorded the chirp mass $M_{\text{chirp}}$, replaced $q$ with a random sample from a uniform distribution between 0 and 1, then set $m_1$ and $m_2$ using the saved $M_{\text{chirp}}$ and the new $q$. We then re-ran the inference of the PBH $S = 1$ model and the LIGO models A and B using these new source posteriors. This procedure destroys all information on mass ratio in each source, preserving that on redshift and detector-frame chirp mass. The (natural log) evidence ratio of the PBH model to Model B with this new data is $-7.30 \pm 0.25$. For the PBH model to Model A the evidence ratio is $-5.72 \pm 0.23$, and for Model A to Model B it is $-1.59 \pm 0.23$. The $S = 1$ PBH model is now slightly less disfavoured compared with Model A and Model B, but is still heavily disfavoured compared with both these models. There is no significant change in the evidence ratio between the two LIGO models. This test strongly suggests that the distribution of chirp masses preferred by the models is the key discriminator between them. The mass ratio uncertainties are too large in the GWTC-1 catalogue for $q$ to be effective at constraining the space of allowed models.

These arguments strongly suggest that the source likelihood $p(d|\theta, M)$ needed for the PPD should be the probability of an ‘observed chirp mass’ $\hat{M}_{\text{chirp}}$ given source parameters. An expression for $p(d|\theta, M)$ is given in Ref. [70]. For a single source with detectable GW strain $d$ and source parameters $\lambda$, the likelihood is

$$p(d|\theta) = \frac{I(d) \int d\lambda p(d|\lambda)p(\lambda|\theta)}{\int d\lambda p_{\text{det}}(\lambda)p(\lambda|\theta)},$$

(26)
where \( I(d) \) is unity if the data pass the detection threshold and zero if it does not. We have also defined the detection probability over the complete set of source parameters \( p_{\text{det}}(\lambda) \) as

\[
p_{\text{det}}(\lambda) = \int dI(d)p(d|\lambda),
\]

(27)

where \( p(d|\lambda) \) is the probability of any data set, not just those observable by the detector. The joint likelihood of \( N \) sources is simply the product of individual likelihoods each given by Equation (26). The prior distribution of source parameters given the population model \( p(\lambda|\theta) \) is simply proportional to the merger rate \( dN/dm_1dm_2dz \) appearing in Equation (14). Note that the overall normalisation of the merger rate drops out of Equation (26).

Equation (26) is the likelihood for GW strain data, and we wish to re-write it as a one-dimensional likelihood for observed chirp mass \( \hat{M}_z \). This will allow us to study the origin of the large likelihood ratios between models, which we have argued is primarily due to the relative ability of models to fit the observed distribution of chirp masses. It will also allow an assessment of the absolute quality of model fits via the PPD. To do this, we will make a series of well-motivated approximations to construct a likelihood for the compressed data \( \hat{M}_z \).

Firstly, we will assume that \( I(d) = \Theta(\hat{\rho} - \rho_s) \) where \( \Theta \) is the Heaviside step function, \( \hat{\rho} \) is the S/N of the observed waveform, and \( \rho_s \) is a threshold S/N, i.e. we assume the merger is detectable if its S/N is above a sharp threshold. Secondly, we assume that \( \hat{\rho} \) is unaffected by noise fluctuations, such that for source parameters \( \lambda \) we have \( p(\rho|\lambda) = \delta^D(\hat{\rho} - \rho(\lambda)) \) where \( \delta^D \) is the Dirac delta function and \( \rho(\lambda) \) is the S/N of a model template with source parameters \( \lambda \). This is a reasonable approximation since \( \hat{\rho} \) is a stack across the whole waveform, and is typically well constrained. These two approximations imply that \( p_{\text{det}}(\lambda) = \Theta[\rho(\lambda) - \rho_s] \). Since \( \hat{\rho} \) is assumed to be non-stochastic, we can integrate it out of Equation (26) and redefine the data vector \( d \) as having the overall amplitude projected out.

Next, we assume that the S/N can be written in terms of the orientation parameter \( \omega \) introduced in Section II as \( \rho(\lambda) = \omega\rho_{\text{opt}}(\lambda) \), where \( \lambda \) are the source parameters excluding the orientation and angular position parameters (which have been combined into \( \omega \)), and \( \rho_{\text{opt}} \) is the S/N of an optimally oriented binary. For isotropic sources we have \( p(\lambda|\theta) = p(\lambda|\theta)p(\omega) \), where \( p(\omega) \) is the distribution discussed in Section II and produced by GWDET. With these approximations, Equation (26) becomes

\[
p(d|\theta) \propto \int d\lambda \omega \Theta[\omega\rho_{\text{opt}}(\lambda) - \rho_s]p(d|\lambda, \omega)p(\lambda|\theta)
\]

\[
\propto \int d\lambda p(\lambda|\theta) \int_{\rho_s}^{1} d\omega \rho_{\text{opt}}(\lambda)p(d|\lambda, \omega).
\]

(28)

Now, we will assume that an estimator \( \hat{M}_z \) for the chirp mass can be constructed from the data using some form of massive data compression. Writing \( d = (\hat{M}_z, \hat{\rho}) \) we can integrate out all other ‘modes’ of the data \( d \) which keep \( \hat{M}_z \) fixed. This simply amounts to replacing \( d \) with \( \hat{M}_z \) everywhere in Equation (28).

Our next approximation sets \( p(\hat{M}_z|\lambda, \omega) \approx p(\hat{M}_z|\lambda) \), i.e. we assume the estimated chirp mass on its own provides no information on the orientation or angular position of the binary. With this we have

\[
p(\hat{M}_z|\theta) \propto \int d\lambda p_{\text{det}}(\lambda)p(\hat{M}_z|\lambda)p(\lambda|\theta)
\]

(29)

where we used Equation (1) to substitute for the angle-averaged detection probability.

We now assume that both \( p_{\text{det}}(\lambda) \) and \( p(\hat{M}_z|\lambda) \) depend only upon \( \hat{M}_z, q, \) and \( z \), i.e. we neglect any spin dependence in the S/N. This allows us to integrate out all other source parameters from Equation (29). This just leaves \( p(\hat{M}_z|\hat{M}_z, q, z) \), the likelihood for the observed chirp mass, to be specified.

At this point, we must make a choice for the form of \( p(\hat{M}_z|\hat{M}_z, q, z) \), since so far we have only used it as a function of model parameters and not of ‘observed’ parameters. Since the data compression producing \( \hat{M}_z \) is massive we will assume that the sampling distribution of the estimator is Gaussian with mean \( \mu \) and variance \( \sigma^2 \). An unbiased estimator for the chirp mass would have \( \mu = \hat{M}_z \), but the variance can have a general dependence on \( \hat{M}_z, q, \) and \( z \). This could in principle be inferred from the source parameter posterior given priors on the source parameters, but we will make the ansatz that \( \sigma^2 \) is roughly constant and can be set equal to the marginalised posterior variances on chirp mass from the MCMC samples – this is justified if \( p(\hat{M}_z|\hat{M}_z) \) really is Gaussian and the prior on chirp mass is uniform (although recall that the chirp mass is measured with \( \sim 15\% \) precision with little sensitivity to the choice of prior).
With these assumptions we can write

\[ p(\hat{M}_z | \theta) = \int dM_z p(\hat{M}_z | M_z) p(M_z | \theta), \quad (30) \]

\[ p(M_z | \theta) = \frac{\int dq dz p_{\text{det}}(M_z, q, z) p(M_z, q, z | \theta)}{\int dM_z dq dz p_{\text{det}}(M_z, q, z) p(M_z, q, z | \theta)}. \quad (31) \]

Equation (30) is simply the predicted distribution of chirp mass averaged over all other source parameters convolved with the observational uncertainty specified by \( p(\hat{M}_z | M_z) \). We immediately recognise Equation (31) as a normalised version of the differential detectable merger rate, i.e. \( \partial \ln \beta / \partial M_z \). Recall that in Figure 11 we plotted \( \partial \beta / \partial M, \partial \beta / \partial q, \) and \( \partial \beta / \partial z \).

Finally, we can average over the posterior of the model parameters \( \theta \) for each source to get the PPD. This gives, for the full catalogue of sources,

\[ p(\{\hat{M}_z\} | \{d\}) = \prod_{i=1}^{N_{\text{obs}}} \int dM_z p(\hat{M}_z | M_z) p(M_z | \{d\}), \quad (32) \]

\[ p(M_z | \{d\}) = \int d\theta p(M_z | \theta) p(\theta | \{d\}). \quad (33) \]

In a slight abuse of terminology we will also refer to \( p(M_z | \{d\}) \) as the PPD. This object quantifies the probability distribution of the detector-frame chirp mass given the data, and can be convolved with the observational errors according to Equation (32) to give an equivalent predictive distribution for the observed chirp mass.

It is straightforward to show that Equation (30) evaluated at the locations of the observed strain data gives a likelihood function equivalent to that specified in Equation (14) and used throughout this work for inference. Indeed, the above derivation shows how this simplified likelihood may be obtained from first principles, and makes all approximations transparent. The only difference with Equation (14) is the Poisson probability of observing \( N_{\text{obs}} \) sources when \( \beta \) were expected – the likelihood Equation (30) only accounts for the relative merger rate, which is sufficient to understand the disparity in likelihood ratios since \( \beta \approx 10 \) at the best-fit point for all models, as discussed above.

To summarise, we have shown how to construct a posterior predictive distribution for the chirp mass, given by Equation (33). This can be convolved with the individual constraints on chirp mass from each source to give a likelihood for new unseen chirp masses averaged over population parameters allowed by existing data. When evaluated at the actual chirp mass values in the GWTC-1 catalogue, this gives the likelihood function marginalised over the absolute merger rate and the population parameters – this is approximately equivalent to the likelihood evaluated at the best-fitting population model, which is the key quantity in determining whether the Bayesian evidence favours PBH over the LIGO models.

In Figure 12 we show the PPD on source-frame chirp mass\(^{10}\) given by Equation (33), along with the central values and 90\% confidence intervals for the sources in the GWTC-1 catalogue – the best-fit likelihood for each model is approximately the PPD plotted in the figure convolved with each of the source posteriors and then evaluated at their central values. Ignoring the uncertainties in observed chirp mass, this simply amounts to recording the height of the PPD curves where they intersect each of the observed values. A model with a peak in its PPD located in the vicinity of a large number of measured chirp masses will have a higher likelihood than a model peaking away from where the observations are. This directly translates into a higher Bayesian evidence via the Laplace approximation Equation (24). Put even more coarsely, the likelihood ratio is effectively comparing the coherence of the empirical histogram of chirp masses with the predicted distribution for each model.

The key features of the curves in Figure 12 are similar to those in the left panel of Figure 11 where we plotted the equivalent distribution for total mass. The suppression factor makes little difference to the PBH model, which demonstrates a lognormal shape in the chirp mass distribution inherited from the mass function \( \psi(m) \). Model A and Model B both have sharp peaks around \( m_1 \approx m_2 \approx m_{\text{min}} \), with the peak in Model A narrower than the resolution of the plot, having width \( \approx 10^{-3} M_\odot \). These peaks are due to a formal divergence in the merger rate caused by the \( C(m_1) \) term in Equation (13), i.e. the requirement that the marginal distribution in the heavier mass be a power law. The secondary peak around \( M_{\text{chirp}} \approx 30 M_\odot \) is due to the detection probability. No such peak is seen in the PBH model due to its more extreme fall-off with increasing chirp mass.

\(^{10}\) The detector-frame chirp mass PPD is very similar due to the low redshifts of the sources, but is significantly more computationally expensive to generate due to the suppression factor of the PBH model.
FIG. 12: Posterior predictive distribution (PPD) of the source-frame chirp mass, given the data, for LIGO Model A (blue), LIGO Model B (orange), the lognormal PBH model (green), and the lognormal PBH model with suppression factor set to unity (red). Note that there is a thin spike with width $\sim 10^{-3} M_\odot$ at $M_{\text{chirp}} \approx 4.35 M_\odot$ where the PPD diverges in the case of Model A, not visible on this plot due to the resolution. This spike corresponds to $m_1 \approx m_2 \approx m_{\text{min}}$, and gives negligible contribution to the integrated PPD. We also show the median (black vertical lines and points) and 90% credible intervals (black horizontal bars) of the source-frame chirp masses of the GWTC-1 BBH sources [16] (with an arbitrary vertical offset for visual clarity).

The combined effect of the merger rate and the detection probability is that the PPD of Model B is able to peak sharply at the location of the two well-measured light binaries with $M_{\text{chirp}} \lesssim 10 M_\odot$, predicting fewer sources in the range $10 - 20 M_\odot$ in agreement with observations, before peaking again in the region $20 - 30 M_\odot$ just where the majority of the measurements are. Model A can also do this to a lesser extent, but is disfavoured compared with Model B because it gives less likelihood to the two light sources. This is simply a reflection of the fact that Model B has the freedom to fit the minimum component mass $m_{\text{min}}$. Since there will always be a sharp peak in the chirp mass distribution at the minimum chirp mass, it is always advantageous for a model to place $m_{\text{min}}$ as close to the actual minimum mass as possible. The penalty incurred from the Occam factor in this fine tuning process is substantially outweighed by the increase in likelihood. Model A in contrast has a fixed $m_{\text{min}}$.

Turning now to the PBH models in Figure 12, it is clear that a lognormal distribution will struggle to fit the observed distribution of chirp masses compared with Models A and B. The mass function parameters $m_c$ and $\sigma$ are fit to ensure the lognormal peaks in the correct mass range and has a width encompassing the observed range of values, but the detailed shape is a poor fit to the data even with only 10 points. The LIGO Models are able to fit the key features of the empirical distribution, namely the high density of chirp masses in the $20 - 30 M_\odot$ region, the relative
FIG. 13: Posterior cumulative distribution function (CDF) of source-frame chirp mass, given the data, along with the empirical CDF of the sources, for LIGO Model A (blue), LIGO Model B (orange), the lognormal PBH model (green) and the lognormal PBH model with suppression factor set to unity (red).

dearth in sources between $10 - 20 \, M_\odot$, and, in the case of Model B, the two light sources with $M_{\text{chirp}} \lesssim 10 \, M_\odot$.

The actual likelihoods at the observed data points are given approximately by the values of the curves where they intersect the vertical dashed lines in Figure 12. While the PBH models intersect the sources at $\sim 15 \, M_\odot$ and $\sim 35 \, M_\odot$ at higher values than both LIGO models, they both fail to capture the cluster of sources in the $20 - 30 \, M_\odot$ region. PBH models having a peak in this region are not as favoured as those having a peak around $\sim 15 \, M_\odot$, since they typically over-predict sources at heavier mass compared with lighter mass. The likelihood ratio (and hence the evidence ratio under the Laplace approximation) penalises the PBH models precisely for this reason. If new data populated Figure 12 with many binaries having chirp masses greater than $35 \, M_\odot$, we would expect the lognormal PBH models to perform relatively better since they naturally predict a long positive tail in the distribution. The absence of sources above $35 \, M_\odot$, readily detectable in O1 and O2, penalises PBH models which predict they should be there.

An alternative way of looking at the differences between the PPD and the measured chirp mass is in the cumulative version of the PPD (posterior cumulative distribution function – CDF) found by integrating from zero mass up to some specified value. The CDF for the LIGO models in terms of heavier mass was also studied in the recent Ref. [81]. In Figure 13 we show this quantity for the PBH models along with Models A and B.

The CDF is constrained to lie between zero and unity, and the model curves show significant overlap when plotted in this way. All models over-predict the number of mergers with chirp mass $\lesssim 20 \, M_\odot$, which can be seen as the relative dearth of sources in the $10 - 20 \, M_\odot$ region of Figure 12, with Model B clearly performing the best. Note that this behaviour is not evident in the CDF of the heavier mass plotted in Ref. [81]. We have argued that the chirp mass is the more appropriate parameter to use since it is less correlated with other parameters, is the best constrained source parameter to leading order, and has a PPD most directly related to the likelihood and the evidence.

The CDF permits the use of a Kolmogorov-Smirnov (KS) test using the empirical CDF (shown as the grey lines and points in Figure 13). However, this test looks only at the maximum deviation of the predictions from the data (occurring around $20 \, M_\odot$), and the $p$-values from a one-sample KS test are all between 0.3 and 0.8, indicating that all models are acceptable fits to the data. This is not as powerful a test as the likelihood ratio or Bayesian evidence however, which uses the detailed shape of the chirp mass distribution to assess its ability to fit the data.
To summarise the results of this section, we have seen that the lognormal PBH models are significantly disfavoured compared with the empirical LIGO models, quantified by the Bayesian evidence ratio. We have shown that the evidence ratios between each model can be well approximated by the product of a likelihood ratio and an Occam factor. The Occam factor is sensitive to the prior volumes and the evidence ratio can be made to restore the prior ambivalence towards all models by broadening the priors on the LIGO models, but extreme values must be imposed to achieve this. The likelihood ratios are the dominant source of evidence against the PBH models, and we have shown how this can be reduced to the ability of models to predict the empirical distribution of chirp masses in the GWTC-1 catalogue. One of the main results of this work, Figure 12, demonstrates that the lognormal mass function struggles to match the detailed distribution of observed chirp mass, predicting positive skewness when the data appear to prefer negative skewness. In contrast Model A can predict negatively skewed chirp mass distributions and has consequently higher likelihood. Model B can additionally predict the two low mass events and the relative dearth of objects at intermediate masses, and is favoured over Model A. We caution that the LIGO models have some features which lack strong physical motivation and hence we do not advocate that the lognormal PBH model should be abandoned in favour of these models. We have instead shown why models in which every source is a PBH-PBH merger struggle in comparison, and identified the features of the data that need to be explained if the lognormal mass function is to become favourable. LIGO Model C is both more physical and a better fit to the data than Models A and B, and therefore by extension is significantly preferred (in terms of the Bayes factor) over the PBH models. It thus seems almost certain that successful PBH models will either need to abandon the prediction that every merger detected by LIGO and Virgo is a PBH merger or introduce a physical mechanism that significantly modifies the primordial lognormal mass function.

VI. EXTENSIONS TO THE LOGNORMAL PBH MASS FUNCTION

We have seen that PBH models with a lognormal mass function do not provide as good a fit to the LIGO data as simple empirical models. Since this family of mass functions is highly constrained, having only two free parameters in addition to an overall normalisation, we now study simple extensions to $\psi(m)$ to investigate whether a better fit might be achieved with minimal modification.

We set the suppression factor equal to unity for all extended models considered in this section. The results of Section V showed that the suppression factor has only a modest influence on the preferred models while greatly increasing the run-time of the likelihood calculation, so for simplicity we set $S = 1$ henceforth.

A. Lognormal with a high mass cut-off

We argued in Section V that one of the reasons a lognormal struggles to fit the observations is its long positive tail to high chirp masses, not seen in the data. By comparison, both the LIGO models we consider have explicit cut-offs at high component masses. We therefore now consider a new mass function $\psi_{\text{cut}}$, defined by

$$\psi_{\text{cut}}(m) \propto \begin{cases} \frac{1}{m \sqrt{2 \pi \sigma^2}} \exp \left[ -\frac{\ln^2(m/m_c)}{2\sigma^2} \right] & m \leq m_{\text{max}} \\ 0 & m > m_{\text{max}} \end{cases}$$

(34)

where the normalisation is chosen such that $\psi_{\text{cut}}$ integrates to unity. We note that such an upper mass cut-off is difficult to construct in PBH formation models.

For simplicity, and in order to approximately maximise the evidence for the PBH models without adding a penalty for adding a new free parameter, we fix $m_{\text{max}} = 50 M_\odot$, such that the maximum source-frame chirp mass is $M_{\text{chirp}} \approx 44 M_\odot$. Figure 12 shows that this lies just beyond the 90\% upper chirp mass of the heaviest source, which implies that this choice of cut-off is not too restrictive.

We re-run the parameter inference and evidence calculation on the GWTC-1 catalogue data using this model, with the suppression factor set to unity and the same priors on $f_{\text{PBH}}$, $m_c$, and $\sigma$ as the lognormal model (i.e. uniform in the log of each parameter). The resulting parameter posteriors are shown in Figure 14.

The constraints on $f_{\text{PBH}}$ in this model are almost the same as the no cut-off case, with values preferred which give $\beta \approx 10$ events. The main difference comes in the preferred values of $m_c$ and $\sigma$, with Figure 14 revealing a long degeneracy tail stretching to high values of $m_c$ and $\sigma$. This is caused by the high-mass cut-off permitting values of $m_c \gg m_{\text{max}}$ if $\sigma$ is sufficiently large that there is still a high likelihood of mergers happening in the observed mass range. When $\sigma$ is small enough, $m_c$ corresponds to this observed mass range and is constrained to similar values as in the absence of a cut-off.
\[ \log_{10} f_{\text{PBH}} = -2.72^{+0.25}_{-0.25} \]

\[ \log_{10} m_c [M_\odot] = 1.91^{+1.91}_{-0.76} \]

\[ \log_{10} \sigma = 0.27^{+0.23}_{-0.47} \]

FIG. 14: Posteriors of the lognormal model without the suppression factor and imposing a maximum cut-off mass (source frame) of \( m_{\text{max}} = 50 \ M_\odot \). The meaning of the contours and quoted error significance are the same as in Figure 8.

The log-evidence of the cut-off model compared to Model B is given in Table II, and is \(-4.01 \pm 0.21\). This model is thus strongly preferred over the models without a cut-off. Model A and Model B are both still strongly preferred over this cut-off model. The Laplace-approximated evidence ratio differs from the nested sampling estimate by only \(0.54 \pm 0.13\), but due to the highly non-Gaussian posterior we do not expect this to be accurate. Nevertheless, this approximation implies that the evidence ratio is dominated by the likelihood ratio against Model B, with the Occam factor now less penalising due to the larger posterior volume permitted by the data (compare Figure 14 with Figure 9). We note that had we allowed \( m_{\text{max}} \) to vary and be constrained by the data this conclusion might change, due to the large prior volume that could be assigned to \( m_{\text{max}} \). We note however that with fixed \( m_{\text{max}} \) the evidence ratios compared to the no-cut-off models are independent of the priors, which are the same amongst these PBH models.

In Figure 15 we show the PPD of the source-frame chirp mass for this model (purple curve) along with that of LIGO models A and B. With the preferred values of \( m_c \) skewed to values \( \gg m_{\text{max}} \), the shape of the posterior-averaged likelihood now looks quite different to the lognormal case. In particular, the large positive skewness has been suppressed by the cut-off, and the distribution is approximately symmetric about its peak at roughly \(23 \ M_\odot\). As in the lognormal case, the preferred values of the parameters \( m_c \) and \( \sigma \) are such that the overall distribution has roughly the correct absolute mass scale and a width incorporating the observed chirp masses. It is clear from Figure 15 that the broader distribution allowed by the cut-off mass function is a better fit to the data, and accounts for the increased evidence for this model. Despite this, there is thus no additional freedom to fit the detailed distribution of the data beyond \( m_c \) and \( \sigma \), and Model B still provides a better fit. Model A is also preferred to the cut-off lognormal model, due in part to its low-mass cut-off which allows the likelihood of the two well-measured low-mass sources to be higher.
While a lognormal mass function for PBHs may be shown to be an excellent approximation to a wide range of peak-like features in the primordial power spectrum, for very narrow peaks a negatively-skewed lognormal is a better approximation \[62\]. We thus consider a skewed lognormal mass function given by

\[
\psi_{\text{skew}}(m) = [1 + \text{erf}(\alpha \Delta)] \psi(m),
\]

where \(\psi(m)\) is a lognormal mass function and \(\Delta \equiv \ln(m/m_c)/(\sqrt{2}\sigma)\) is the logarithmic mass deviation. The skewness is parameterised by a parameter \(\alpha\) controlling the argument to the error function \(\text{erf}(x)\). As shown in Ref. \[62\], a delta function in the power spectrum corresponds to \(\alpha \approx -2.6\) and \(\sigma \approx 0.56\), which we impose here. This leaves \(f_{\text{PBH}}\) and \(m_c\) as the only free parameters of this model.

Running the nested sampling inference with the skew-lognormal model, we find the best-fitting values of the parameters are \(f_{\text{PBH}} = 1.4 \times 10^{-3}\) and \(m_c = 34.0 \, M_\odot\), comparable with the results found for the lognormal model. The (log) likelihood ratio at the best-fit compared to Model B is \(-8.3\), i.e. very similar to the full lognormal \((S = 1)\) case. This is due to the relatively weak skewness of the model and the fact that \(\sigma = 0.56\) is actually quite close to the value preferred by the data.

The evidence for the model relative to Model B is \(-7.80 \pm 0.23\), i.e. slightly preferred compared with the non-skewed PBH model with \(S = 1\) but still strongly disfavoured compared to both Model A and Model B. The model provides a fit to the data comparable with the unskewed lognormal mass function, i.e. not competitive with the LIGO empirical models. A Laplace approximation to the evidence is very accurate, and shows that the increased evidence for the model results from a less penalising Occam factor due to its reduced dimensionality compared with the non-skewed
model. However, this change is not enough to overcome the big difference in likelihood ratio which gives rise to strong evidence against the model compared with the LIGO models.

C. Bimodal Skew-Lognormal

The distribution of measured chirp masses in the GWTC-1 catalogue has a cluster of sources with $M_{\text{chirp}} \approx 30\,M_\odot$, a relative dearth of sources between 10\,$M_\odot$ and 20\,$M_\odot$, and two well-measured light sources with $M_{\text{chirp}} < 10\,M_\odot$. Motivated by this, we consider a mixture of two skew-lognormal mass functions for PBHs given by

$$\psi_{\text{skew,bi}}(m; m_{c1}, m_{c2}) = \lambda \psi_{\text{skew}}(m; m_{c1}) + (1 - \lambda) \psi_{\text{skew}}(m; m_{c2}),$$

where $\psi_{\text{skew}}$ is the skew-lognormal distribution introduced in Section VI B, i.e. each component has fixed skewness parameter $\alpha = -2.6$ and scale parameter $\sigma = 0.56$. Such a mass function could arise from two distinct narrow peaks in the primordial power spectrum whose amplitudes must be tuned if a comparable number of PBHs are to be generated by each peak [22, 82]. However, we note that very close peaks will not produce the distribution Equation (36) in detail due to the two peaks ‘smearing’ into each other.

We choose log-uniform priors in location parameters $m_{c1}$ and $m_{c2}$ with limits given in Table I. To avoid redundant likelihood calculations implied by the symmetry of Equation (36) we impose a uniform prior on $\lambda$ in the range $[0, 0.5]$, such that $m_{c2}$ is defined as the location parameter of the dominant component in the mixture.

In Figure 16 we show the posterior constraints on the parameters of the skew-bimodal model. As for the other model extensions studied in this section, the preferred values of $f_{\text{PBH}}$ are such that the total number of events is roughly 10, the median value being $f_{\text{PBH}} = 0.002$ in this model. The distribution in the $[m_{c1}, m_{c2}]$ plane is bimodal, with a dominant peak at $m_{c1} \approx 10\,M_\odot$ and $m_{c2} \approx 35\,M_\odot$, which matches our expectation given the observed chirp masses; for $q = 1$ this corresponds to a dominant component in the mass function at $M_{\text{chirp}} \approx 30\,M_\odot$ and a sub-dominant component at $M_{\text{chirp}} \approx 9\,M_\odot$. The sub-dominant peak in the mass posterior corresponds approximately to swapping which of these mass function peaks is dominant, preserving their location.

The mixture parameter $\lambda$ is poorly constrained, with values around $\lambda \approx 0.4$ typically preferred. Bimodality in the posterior appears when $\lambda \gtrsim 0.35$, which is to be expected since the data is not constraining enough to distinguish which mass function peak is dominant when the difference is sufficiently small, i.e. when $\lambda$ is sufficiently close to the point of symmetry at $\lambda = 0.5$.

The evidence for this model is reported in Table II, and is $-5.79 \pm 0.24$ compare to Model B. There is thus ‘substantial’ evidence (on the Jeffreys’ scale) for this model compared with both the PBH lognormal models considered previously, although the Bayesian evidence in favour of Models A and B is still comparatively strong. The likelihood ratio to Model B is much more favourable for the skew-bimodal model compared with the other PBH models, and is only marginally smaller than Model A. The Occam factor is comparatively more penalising than both the LIGO models, although the highly non-Gaussian parameter posterior makes the Laplace approximation a poor estimate of the true evidence.

In Figure 15 we show the PPD for the source-frame chirp mass in this model (brown curve). The peak at small masses has been skewed to heavier masses by the detection probability, but the two components are still clearly distinguishable in this plot. The comparable likelihood ratio between the skew-bimodal mass function and Model A (blue curve) is clear from Figure 15, with the additional low-mass component matching Model A’s ability to assign high likelihood to the two well-measured light BBHs. The PPD suggests that the skew-bimodal model performs less well compared with Model B due to its inability to predict a sharp peak at low chirp masses. This could potentially be remedied by allowing one or both of the variance parameters in the skew-lognormal components to vary, although this would come at the price of a more penalising Occam factor (i.e. overfitting the data).

The skew-bimodal model is thus successful at matching the fit of the observed distribution of chirp masses provided by the LIGO models, and is the most successful of the PBH models we consider. We note that the two preferred central values of the components are reasonably close, such that this model might not be expected to be an accurate approximation to two delta-function peaks in the primordial power spectrum. We also note that constructing a physical mechanism that could produce two such peaks of comparable amplitude is not straightforward and the a priori motivation for this is weak.

It is perfectly possible of course that the apparent peak at low chirp masses is not a ‘real’ feature of the population but a consequence of the low-number statistics. The Bayesian evidence accounts for this, but the likelihood ratio does not, so we caution against attempting to construct models to fit the detailed empirical distribution of chirp masses in general. Nonetheless, we have seen that Bayesian evidence favours the skew-bimodal model over a single lognormal component.
The final merger rate model we consider is a ‘late-time capture’ model in which PBH binaries form in the late Universe via two-body encounters. We adopt the model of Ref. [12, 83] in which the differential merger rate is given by

\[
\frac{dR}{dm_1 dm_2} \propto \frac{(m_1 + m_2)^{10/7}}{m_1 m_2^{5/7}} \psi(m_1)\psi(m_2). \tag{37}
\]

This model follows from the analytical calculations of Refs. [84, 85] which models two compact objects on an initially parabolic or hyperbolic trajectory which become bound due to the radiation of gravitational waves, using an accurate quasi-Newtonian approximation. Ref. [12] additionally assumes that the relative velocity of the two objects is independent of their masses, an assumption which may break down in detail due to mass segregation in halos. The pre-factor of Equation (37) is a free parameter in this model which can be high enough to give the observed merger rate even for low \(f_{\text{PBH}}\), due to enhancements in the merger rate within dense halos. We assume that the mass functions in Equation (37) are lognormals with parameters \(m_c\) and \(\sigma\), having the same priors as in our baseline PBH model.

The best-fit values for \(m_c\) and \(\sigma\) are 16.5 \(M_\odot\) and 0.56 respectively, i.e. almost identical to the baseline \(S = 1\) PBH model. The best-fit mass function has a shape in the \((m_1, m_2)\) plane almost identical to that of the baseline early-time formation model, differing only in the tails. This is due to the low value of \(\sigma\) preferred by the data, which keeps the mass function compact and suppresses the influences of mass-dependent pre-factors multiplying the lognormal \(\psi(m_1)\psi(m_2)\) term in the merger rate. Given the similarity with the early-time model we chose not to run the full...
nested sampling inference on the late-time capture model.

This model thus provides a very similar fit to the early-time model, with the quality of the fit dominated by the lognormal shape of the mass function. This may be compared to the result that the suppression factor makes little difference to the best-fitting PBH model and its maximum likelihood, and suggests that radical mass-dependent evolution of the initial PBH mass function is required to give a good fit to the data when the mass function is lognormal.

VII. CONCLUSIONS

In this work we have confronted the latest PBH binary merger models with the catalogue of gravitational wave merger events from the first two observing runs of LIGO-Virgo. We have adopted a Bayesian formalism throughout, which has allowed us to place posterior probabilities on the parameters of the PBH model given the data, accounting for the source parameter correlations and the interferometer selection function. Assuming all the observed black hole mergers are primordial and marginalising over the mass function parameters we find \( f_{\text{PBH}} = (5.0^{+67.4}_{-2.8}) \times 10^{-3} \) (median and 95% confidence), with a long positive tail allowed by the data due to a suppression in the merger rate from demanding the binary is not disrupted by other PBHs. Relaxing this requirement gives the smaller value \((1.7^{+1.4}_{-0.7}) \times 10^{-3}\). The preferred mass function parameters are such that the observed black hole mass scale and spread in masses is correctly predicted. A lognormal fit gives a central value of \( \approx 20 M_\odot \) and a logarithmic width of order unity, consistent with previous results [14, 26, 34].

Going beyond parameter constraints, we have studied the quality of the model fits using several Bayesian tests. We computed the Bayesian evidence for the PBH models and popular astrophysically motivated models, finding in all cases that the astrophysical models were favoured decisively. By making a Laplace approximation we decomposed the evidence ratio into a likelihood ratio (well known from classical frequentist statistics) and an Occam factor quantifying the sensitivity to the parameter priors. This exercise showed that the evidence ratio was dominated by the likelihood ratio, i.e. by the relative goodness of fit of the best-fitting models in the PBH and astrophysical scenarios. We were able to show that this may be understood by comparing the predicted distributions of the chirp mass with the observed values, and identified the posterior predictive distribution as a crucial descriptor of the relative quality of the model fits.

Using the posterior predictive distribution we were able to show that PBH models struggle because they predict a chirp mass distribution with a close-to-lognormal shape, in marked contrast to the observations. The LIGO interferometers were sensitive enough in their first two observing runs to detect black holes with chirp masses well beyond the 40 \( M_\odot \) upper limit of the sources which were actually detected. A lognormal distribution has a long positive tail to high masses, over-predicting the abundance of high-mass binaries. Likewise, the detailed distribution of the observed sources is not well predicted compared with the empirical astrophysical models. These empirical models are parameterised in terms of the heavier mass and the mass ratio, which gives rise to a detectable chirp mass distribution much preferred by the data over a lognormal PBH model. An explicit lower and upper mass cut-off in these models also boosts their evidences significantly over the PBH scenario. While such high- and low-mass cut-offs might be expected in stellar-origin black holes they are generally not expected in PBH models, which are consequently disfavoured.

These statements hold true for almost any choices of the black hole mass function parameters and \( f_{\text{PBH}} \), although our modelling is expected to be inaccurate for high \( f_{\text{PBH}} \) and for very broad mass functions. We also studied simple extensions to the lognormal model in an attempt to better fit the data, finding that a bimodal mass function with small negative skewness (as expected from narrow peaks in the primordial power spectrum) provides a marginally improved fit, although at the cost of a posteriori reasoning and little physical motivation. At face value our results strongly disfavour the possibility that all the sources seen in the first two LIGO-Virgo observing runs are merging PBH binaries forming from a smooth, symmetric peak in the primordial power spectrum. It is therefore worth discussing how these conclusions might be relaxed or challenged.

Firstly, we caution that the empirical astrophysical models we have considered are really parameterisations and that we limit our analysis to the case that all the black holes are either astrophysical or primordial. A more sophisticated analysis would consider a mixed model with both forms of black holes. Our results are therefore not evidence against the possibility that LIGO-Virgo have detected PBHs, but evidence against all of the detected black holes being PBHs.

To test a concrete example of a mixed stellar-PBH population of binary mergers, we computed the likelihoods of the PBH \((S = 1)\) model and the LIGO models excluding the two sources possessing significant non-zero spin, GW151226 and GW170729. Since PBHs formed during radiation domination are expected to have zero spin at formation, these two sources are the most well motivated for exclusion from the analysis. Restricting to the reduced catalogue of 8 binary mergers, we find a slightly reduced best-fit \( f_{\text{PBH}} \approx 1.4 \times 10^{-3} \) and a smaller \( \sigma \approx 0.48 \), reflecting the fact that the two spinning sources lie near the extremes of the chirp mass distribution (GW151226 is the second-lightest system, GW170729 is the heaviest). The maximum likelihood value of the PBH model compared to Model B is slightly
increased (-6.7, up from -7.1) with that of Model A approximately unchanged. It thus appears that even without the two spinning sources we can expect the LIGO models to have significantly higher evidence compared with the PBH models, due to the PBH model struggling to fit the truncated and negatively skewed distribution of chirp masses.

Secondly, we have assumed that PBH binaries evolve from formation through to merger without modification to their dynamics from external astrophysical processes. In particular we have neglected the possibility that matter accretes onto the binary, a potentially important effect influencing its angular momentum and mass [41, 86]. Naively one would expect accretion of material onto the binary to effectively skew the mass function towards heavier masses. As we have seen that the lognormal mass function already has too much positive skewness, this is likely to make the fit to the LIGO-Virgo data worse. It thus appears that the possibility that all sources are PBH binaries is even less likely with the inclusion of accretion.

Thirdly, our results have sensitivity to the priors placed upon the model parameters. We have argued that there is little strong motivation for tightening the priors on the PBH model, but alternative choices could broaden them significantly. The abundance parameter $f_{PBH}$ is exponentially sensitive to the amplitude of the peak in the primordial power spectrum which produced the PBHs. If we chose to impose a uniform prior on the order of magnitude of the peak amplitude this would translate to a prior uniform in log-log $f_{PBH}$, which would potentially increase the prior volume of the PBH model by many orders of magnitude. However, this would only increase the degree to which the Bayes factor disfavours the PBH model.

Alternatively, we could boost the Bayes factor in favour of the PBH models by making alternative choices for the priors of the astrophysical models. We have argued that, if the functional form of this prior is left unmodified, this cannot result in the PBH model being favoured over the astrophysical models without unphysical choices for the prior range. Alternatively one could make alternative choices for the functional form of the astrophysical parameter priors. One can make the Bayes factor arbitrarily favourable towards the PBH model this way. It is possible that future models will find relations between the model parameters and more fundamental quantities related to the physics of stellar black hole binaries, in which case well-motivated choices for the priors of these fundamental parameters could result in a significantly broadened prior volume for the empirical parameters. It will therefore be necessary to re-run our analysis if such model refinements become available.

Is there a way to test the quality of the PBH model fit without reference to an empirical astrophysical model? Ref. [21] found, using frequentist measures such as the $\chi^2$ and KS test, that the LIGO-Virgo data are not an unlikely result in the PBH model being favoured over the astrophysical models without unphysical choices for the prior range. Alternatively, one could make alternative choices for the functional form of the astrophysical parameter priors. We have argued that the detailed distribution of the chirp mass was the key discriminator in our tests. Since the $\chi^2$ and KS tests do not make full use of this distribution but instead compress it down to test statistics we do not expect these to be particularly powerful in quantifying the quality of the PBH model fit. The Bayesian methodology has the advantage of using all the information available, which is one reason why we have focused on Bayesian model evidence ratios rather than frequentist statistical tests.

We have also neglected information coming from the spins of the merging black holes in our model comparisons. In reality we expect the spin distributions of PBH and astrophysical mergers to be different, and including spin could impact our conclusions. A typical PBH spin distribution would have more weight in non-spinning objects, due to the negligible spin that PBHs are expected to have at formation. Given that all but two of the LIGO-Virgo sources we consider are consistent with zero spin we might expect that including spin information boosts the relative probability of PBH models. Ref. [32] performed a Bayesian comparison of PBH and astrophysical models using their differing predictions for black hole spin, finding that the data are not currently constraining enough to discriminate between the models. There is also theoretical uncertainty in how the initial spin distribution of PBHs evolves in the presence of accretion [41]. Furthermore, we have seen that excluding the two objects with non-zero spin has little effect on our conclusions. These considerations suggest that including spin in our analysis would not change our results significantly; the chirp mass, being a well-measured parameter for each system whose distribution is sensitive to model parameters, will likely remain the discriminating observable. A future extension of this work will be to include spin, with realistic astrophysical and PBH population distributions.

In this work we have tested a specific model for the formation and subsequent evolution of a PBH binary. There exist models with dramatically different behaviour allowing much larger $f_{PBH}$, such as those of Ref. [15, 53], which could yield quite different Bayesian evidences. However, there is no reason to expect that such models will provide good fits to the full set of GW events evidenced by the fact that the late time capture model we studied does not provide a significantly different fit to the data. The subject of PBH binary evolution is an active and rapidly evolving field of study and testing a broader range of merger models is a valuable extension of our formalism, which we defer to a future work.

It therefore appears that our conclusions are robust to including these added complications; both the full LIGO-Virgo sample of merging black holes and the subset consistent with zero spin are not well fit by PBH-PBH binaries compared with simple astrophysically motivated models.
Finally, it is interesting to consider how our results might change with the inclusion of recent new detections in the third observing run of LIGO-Virgo (O3). This has so far yielded a system, GW190814, with low mass ratio $q \approx 0.1$ having one component in the lower mass gap with $m \approx 2.6 M_\odot$ [45], the black hole binary merger GW190412 with low reported mass ratio $q \approx 0.3$ [44], the black hole merger GW190521 with total mass $150 M_\odot$ and upper-mass gap component black holes [87], as well as roughly 50 new binary black hole detections. We caution that these three named sources have been singled out for publication by virtue of being ‘unusual’, and hence the conclusions we can draw about population models are limited without including the full unbiased sample. A repeat of our analysis on the full sample of O3 events is forthcoming so for now we focus on these three unusual systems. Firstly we note that two low mass-ratio systems are more probable in PBH models than astrophysical models due to the extended mass function and lack of any mass correlation which might arise from mass transfer. As pointed out in Ref. [88], the constraint on the mass ratio of GW190412 is strongly dependent on the priors assumed for the source parameters, with $q \approx 1$ an equally good fit to the data when a low-spin prior (as might be expected for a PBH binary) is imposed. Focusing on chirp mass, which we have argued is where most of the constraining power comes from, GW190814 has $M_{\text{chirp}} = 6.09 \pm 0.06 M_\odot$ and GW190412 has $M_{\text{chirp}} = 13.3 \pm 0.4 M_\odot$, both in the source frame. Comparing the posterior predictive distribution given the O1 and O2 samples shows that both sources lie at the lighter end of the distribution, with GW190412 lying close to the peak of the PBH distribution. GW190814 is in the light tail of all the distributions we considered, although the constraining power of this object comes more from the implications of its low-mass component in the context of stellar black hole formation models. We note that GW190412 has a non-negligible spin parameter $\chi_{\text{eff}} = 0.25^{+0.08}_{-0.11}$ while GW190814 is consistent with zero spin, raising the possibility that GW190412 is problematic for both PBH-PBH and stellar-black hole merger channel (although see the point above and Ref. [88]). GW190814 on the other hand appears consistent with both, with high probability in the PBH model due to its low mass ratio. The source GW190521 has a chirp mass of roughly $65 M_\odot$, with both components having non-negligible spin. Comparison with Figure 12 shows that this source lies far in the high-mass tail of the distribution implied by the O1O2 sample. It is possible that the inclusion of this source in the sample could reduce some of the negative skewness in the chirp mass distribution and improve the PBH fit, although its chirp mass is so large that a worsened fit is also a possibility. Ref. [89] discusses the possibility that GW190521 is a PBH binary, concluding that accretion is necessary to reconcile the implied merger rate with existing bounds on $f_{\text{PBH}}$. A full analysis including all sources will shed more light on these intriguing issues.

With the sample size of black hole merger events expected to grow significantly with the conclusion of the third observing run of LIGO-Virgo and the newly online KAGRA facility [90], a principled statistical framework for analysing the PBH merger scenario will prove increasingly valuable. In this work we have demonstrated the kind of analysis techniques that will be necessary to constrain the physics of primordial black holes in the coming era of gravitational wave astronomy.
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Bayesian inference of the posterior for PBH mergers involves many computations of the likelihood, and fast implementations are therefore crucial. The computational bottleneck in the likelihood evaluation step is the computation of the suppression factor, given in Equation (10) as

\[ S = \frac{e^{-\tilde{N}(y)}}{\Gamma(21/37)} \int_0^\infty dv \, v^{-16} \exp \left[ -\tilde{N}(y)(m) \int_0^\infty \frac{dm}{m} \psi(m) F \left( \frac{m}{\langle m \rangle} \frac{v}{\bar{N}(y)} \right) - \frac{3\sigma_M^2 v^2}{10 f_{PBH}} \right]. \]  

(Approximation A)

where we remind the reader that \( F(x) = \text{i} F_2(-1/2; 3/4, 5/4; -9x^2/16) - 1 \) with \( \text{i} F_2 \) a generalized hypergeometric function.

Fast evaluation of Equation (A1) is numerically challenging for general mass functions due to the double integral and potential for large dynamic range in \( \psi(m) \). We can make progress however by using the Taylor expansion of \( F(x) \) at both high and low values of its argument.

1. **Switching approximation to \( F(x) \)**

Around \( z = 0 \) we can truncate the definition of the generalized hypergeometric function to obtain the Taylor series of \( \text{i} F_2 \) to order \( n_{\text{max}} \)

\[ \text{i} F_2(a_1; b_2, b_2; z) \approx \sum_{n=0}^{n_{\text{max}}} \frac{(a_1)_n}{(b_1)_n(b_2)_n} \frac{z^n}{n!}, \]

(Approximation A2)

where \((a)_n\) is a Pochhammer symbol given by

\[ (a)_n = a(a + 1)(a + 2) \ldots (a + n - 1) \]

(Approximation A3)

Additionally at the time of writing there was no public implementation of the \( \text{i} F_2 \) hypergeometric function available in Python.
for \( n \geq 1 \), with \((\alpha)_{0} = 1\). We choose \( n_{\text{max}} = 3 \), additionally computing the next order \( n = 4 \) term to quantify the perturbative error.

At large values of \( z \), we use the asymptotic expansion available from Ref. [92], given by

\[
1F_2(a_1; b_1, b_2; z) \approx \frac{\Gamma(b_1)\Gamma(b_2)}{\Gamma(b_1-a_1)\Gamma(b_2-a_2)}(-z)^{-a_1} \times \left\{ 1 + \frac{a_1(a_1-b_1+1)(a_1-b_2+1)}{z} + \frac{1}{2z^2} [a_1(a_1-1)(a_1-b_1+1)(a_1-b_2+1)(a_1-b_1+2)(a_1-b_2+2)(a_1-b_2+1)] + \ldots \right\} \\
+ \frac{\Gamma(b_1)\Gamma(b_2)}{2\sqrt{\pi}\Gamma(a_1)} (-z)^{\frac{1}{2}(a_1-b_1-b_2+\frac{1}{2})} \times \left\{ e^{-i\frac{1}{2}\pi(a_1-b_1-b_2+\frac{1}{2})} + 2\sqrt{-z} \right\} \left\{ 1 - \frac{d_1}{\sqrt{-z}} + \frac{d_2}{z} + \ldots \right\}, \tag{A4}
\]

where

\[
d_1 = \frac{i}{16} \left[ -3 + 12a_1^2 - 4b_1^2 + 8b_1 - 4b_2^2 + 8b_1(1+b_2) - 8a_1(1+b_1+b_2) \right], \tag{A5}
\]

\[
d_2 = \frac{1}{512} \left[ -15 + 144a_1^2 + 16b_1^2 + 16b_2 + 56b_2^2 - 64b_2^4 + 16b_1^2 - 64b_1^3(1 + b_2) - 64a_1^3(7 + 3b_1 + 3b_2) + 8a_1^2(7 + 8b_1 + 12b_2) + 16b_1(1 + 25b_2 + 4b_2^2 + 4b_2^3) - 8a_1^2[-43 + 4b_1^2 - 72b_2 + 4b_2^2 - 8b_1(9 + 5b_2)] + 16a_1[-1 + 4b_1^2 - 25b_2 + 4b_2^2 + 4b_2^3 - 4b_1^2(1 + b_2) - b_1(25 + 40b_2 + 4b_2^3)] \right]. \tag{A6}
\]

The complex exponentials in this expansion give rise to oscillating terms in \( F(x) \) at order \( O(x^{-n}) \) for \( n \geq 2 \). Neglecting these terms, \( F(x) \) has the asymptotic expansion for \( x \gg 1 \)

\[
F(x) \approx x - 1 + \frac{1}{6x} + \ldots \tag{A7}
\]

At small values of \( x \) we use Equation (A2), keeping terms in \( 1F_2 \) up to order \( z^3 \) (i.e. terms of order \( x^6 \) in \( F(x) \)). We additionally compute the error arising from neglect of the \( x^8 \) term. At some value \( x_\epsilon \), we switch to the asymptotic expansion of Equation (A4), keeping terms up to order \( x^{-3} \) and using the neglected \( x^{-4} \) term to approximate the error (with oscillating terms set to their maximal value). The switching value \( x_\epsilon \) is then chosen to minimize the relative error of the approximation. This yields \( x_\epsilon = 2.72 \) in the case when all \( x^{-4} \) terms are used and \( x_\epsilon = 2.74 \) when the approximation Equation (A7) is used.

In Figure 17 we show the relative error of our approximation scheme compared to an exact calculation implemented in MATLAB. The errors are generally sub-percent, reaching maximal values of \( \lesssim 2\% \) around \( x_\epsilon \). The error estimate derived from neglected higher-order terms is generally an accurate approximation to the true error, and we also see that oscillating terms are generally negligible with Equation (A7) sufficient for \( x \gg x_\epsilon \). The maximum absolute error of our approximation is also \( \sim O(1\%) \).

The results of this section may be summarised as follows: in our baseline PBH likelihood analysis we use the following approximation for \( F(x) \), accurate at the percent level:

\[
F(x) \approx \begin{cases} 
\frac{3}{15} x^2 - \frac{3}{20} x^4 + \frac{27}{600} x^6 & x \leq 2.74 \\
0 & x > 2.74 
\end{cases} \tag{A8}
\]

2. Exact integration for lognormal mass functions

A polynomial expansion for \( F(x) \) is particularly useful when \( \psi(m) \) is a lognormal distribution, since the inner-most integral in Equation (A1) can be done analytically term by term. For this we need to neglect the small oscillating
terms in the large-\(x\) expansion of \(F(x)\), which by Figure 17 are negligible at the percent level. We also need the results

\[
I_p^+(m_c, \sigma; m_\ast) = \int_{m_\ast}^{m_c} \frac{1}{\sqrt{2\pi\sigma^2}} \exp\left[ -\frac{\ln^2(m/m_c)}{2\sigma^2} \right] m^{p-2} = m_c^{p-1} e^{-\frac{(1-p)^2\sigma^2}{2}} \Phi \left( \frac{1}{\sigma} \ln(m_\ast/m_c) + (1-p)\sigma \right),
\]

\[
I_p^-(m_c, \sigma; m_\ast) = \int_{m_\ast}^{\infty} \frac{1}{\sqrt{2\pi\sigma^2}} \exp\left[ -\frac{\ln^2(m/m_c)}{2\sigma^2} \right] m^{p-2} = m_c^{p-1} e^{-\frac{(1-p)^2\sigma^2}{2}} \left\{ 1 - \Phi \left( \frac{1}{\sigma} \ln(m_\ast/m_c) + (1-p)\sigma \right) \right\},
\]

where \(\Phi(x)\) is the cumulative distribution function of the normal distribution (expressible in terms of the error function). Substituting in the polynomial expansions for \(F(x)\) at small \(x\) and large \(x\), we can use Equation (A10) to leave only the outermost integral in Equation (A1). We perform this integral using numerical quadrature, which results in a fast and accurate (to roughly 1%) approximation to the suppression factor which can be used in likelihood evaluations.

FIG. 17: Fractional difference of the approximation described in the text to the function \(F(x)\), defined after Equation (A1), and its true value with (solid) and without (dashed) oscillating terms. We also show the estimate of the error of the approximation based on the neglected higher-order terms (dot-dashed). We achieve better than 2% accuracy across all values of the argument, and additionally can accurately predict the error of the approximation. Note that all curves are indistinguishable for small values of \(x\).

Using that \(\langle m \rangle = m_c e^{-\sigma^2/2}\) for a lognormal mass function\(^\text{12}\), it is straightforward to verify that at fixed \(\bar{N}(y)\) the suppression factor is independent of the absolute mass scale \(m_c\), and depends only on the width \(\sigma\). Physically this is due to the assumption that the PBHs are distributed in space in a way that is independent of their mass. In reality this assumption might be broken if PBHs cluster significantly due to mass segregation, a complication which we neglect here.

It is useful to consider a few limiting cases of the suppression factor. Firstly, for any mass function, in the limit that \(F(x)\) is dominated by its leading order quadratic part at small \(x\) the distribution of angular momentum tends to a Gaussian and the suppression factor is [17]

\[
S_{\text{min}} = \frac{\pi}{\Gamma(29/37)} \left( \frac{\sigma_j}{j_0} \right)^{-\frac{21}{37}} e^{-\bar{N}(y)},
\]

\(^\text{12}\) We remind the reader that angle brackets denote expectation values over \(dn/dm \propto \psi/m\), i.e. \(\langle m \rangle \equiv \int dm \psi(m)/m \) / \(\int dm \psi(m)/m\).
where

$$\frac{\sigma_j^2}{j^2} = \frac{6}{5} \left[ \frac{1 + \sigma_m^2/\langle m \rangle^2}{N(y)} + \frac{\sigma_M^2}{f_{PBH}^2} \right],$$  \hspace{1cm} (A12)

and $\sigma_m \equiv \sqrt{\langle m^2 \rangle - \langle m \rangle^2}$ is the width of the mass function. It may be shown that $S \geq S_{\text{min}}$. Physically this limit is realised when $N(y) \to \infty$, i.e. the spatial density of PBHs becomes sufficiently large that the central limit theorem Gaussianizes the distribution of torquing angular momenta (which has already been assumed to have happened for the dark matter component). The variance of this Gaussian is $\sigma_j^2$, which has contributions from the PBHs and dark matter adding in quadrature. The model of Ref. [17] imposes an exponential suppression in this regime, realised via $e^{-N(y)}$ term in Equation (A11), which accounts for the fact that a high spatial density of PBHs will increase the likelihood of a PBH being sufficiently close to the binary as to prevent its formation due to three-body effects. In our implementation we simply set the suppression factor to zero for $\bar{N}(y)$ plane for the suppression factor PBH model and GWTC-1 data, and for all $\sigma$ we consider. We adopt this threshold for $\bar{N}(y)$ when switching to the asymptotic limit Equation (A13). This gives percent-level accuracy for the merger rate while maintaining a reasonable run time.

**Appendix B: Suppression-induced parameter degeneracies in the PBH model**

When sampling from the posterior in the PBH model we find a pronounced degeneracy tail in each of the three projected two-dimensional planes defined by $f_{PBH}$, $m_c$, and $\sigma$, see Figure 8. The feature allows for large values of all three parameters, and is not present when the model is analysed fixing the suppression factor to unity. In this section we discuss the origin of the degeneracy feature.

In Figure 18 we show posterior samples in the parameter space $(\log_{10} m_c, \sigma^2)$ colour-coded by the value of $f_{PBH}$. The degeneracy feature appears linear in this space, and roughly corresponds to fixing $\langle m \rangle = m_c e^{-\sigma^2/2} \approx 20 M_\odot$, i.e. fixing the average PBH mass to the observed mass scale of the LIGO sources.

In the middle and right panels of Figure 18 we split the samples into a set with $10^{-2} < f_{PBH} < 10^{-1}$ and a set with $10^{-4} < f_{PBH} < 10^{-2}$ respectively. Samples in the degeneracy tail typically have higher $f_{PBH}$, which indicates that we are looking at the projection of a three-parameter degeneracy.
In Figure 19 we split the samples by the degree of suppression, defined as the ratio between the total detectable number of mergers \( \beta \) in a model with suppression factor set to unity to its value in a model with suppression set by Equation (10) and Equation (8). The degeneracy tail is clearly characterised by higher degrees of suppression, which compensate for the overproduction of mergers that large values of \( f_{\text{PBH}} \) would otherwise imply.

These plots suggest that the degeneracy tail is caused by the dependence of the suppression factor on the mass function parameters via Equation (8), namely

\[
\bar{N}(y) = \frac{M}{\langle m \rangle} \frac{f_{\text{PBH}}}{f_{\text{PBH}} + \sigma_M},
\]  

where \( \sigma_M \approx 0.006 \) and \( M \) is the total binary mass. We remind the reader that \( \bar{N}(y) \) is the expected number of PBHs in a spherical region of comoving radius \( y \) which contains no other black holes except the binary pair, and that the suppression factor has a pre-factor of \( e^{-\bar{N}(y)} \), introduced in Ref. [17] to ensure that no other PBH gets close enough to the binary to disrupt it prior to the merger event.

The suppression factor enters the likelihood in two places: in the average over source parameter MCMC samples (the term in square brackets in Equation (16)) and in the \( e^{-\beta} \) factor entering via the Poisson probability of seeing \( N_{\text{obs}} \) events given \( \beta \) were expected. The former essentially fixes the total mass in Equation (B1) to the LIGO mass scale, which implies that \( \langle m \rangle \) is fixed to keep the source likelihoods high and unsuppressed; note that in the degeneracy tail \( f_{\text{PBH}} \gg \sigma_M \) such that the second term in Equation (B1) is irrelevant. Models with high \( \sigma \) have contributions to \( \beta \) from a much broader range of masses; the typical total masses contributing to \( \beta \) (Equation (12)) are \( \sim 2m_c \), meaning \( M \gg \langle m \rangle \) when \( \sigma \) is large. This implies that \( \bar{N}(y) \gg 1 \) for much of the integration range in \( \beta \), which in turn implies a high degree of suppression in the total number of mergers and compensates for the high \( f_{\text{PBH}} \).

We note that the degeneracy tail skews the one-dimensional posteriors on the PBH model parameters, but has a relatively minor impact on their median and best-fit values. Nevertheless, what we have uncovered is a mechanism for generating high values of \( f_{\text{PBH}} \) which can still fit the LIGO data. Equation (B1) was arrived at in Ref. [17] by a combination of simulation results and analytic arguments, but since it was not tested for the extreme mass function parameters favoured in the degeneracy feature the model could well be unreliable in this regime. Further investigations with \( N \)-body simulations will be required to rigorously test the degeneracy feature seen in Figure 8.