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Abstract
Face self-occlusions are inevitable due to the 3D nature of the human face and the loss of information in the projection process from 3D to 2D images. While recovering face self-occlusions based on 3D face reconstruction, e.g., 3D Morphable Model (3DMM) and its variants provides an effective solution, most of the existing methods show apparent limitations in expressing high-fidelity, natural, and diverse facial details. To overcome these limitations, we propose in this paper a new generative adversarial network (MvInvert) for natural face self-occlusion recovery without using paired image-texture data. We design a coarse-to-fine generator for photorealistic texture generation. A coarse texture is computed by inpainting the invisible areas in the photorealistic but incomplete texture sampled directly from the 2D image using the unrealistic but complete statistical texture from 3DMM. Then, we design a multi-view Residual-based GAN Inversion, which re-renders and refines multi-view 2D images, which are used for extracting multiple high-fidelity textures. Finally, these high-fidelity textures are fused based on their visibility maps via Poisson blending. To perform adversarial learning to assure the quality of the recovered texture, we design a discriminator consisting of two heads, i.e., one for global and local discrimination between the recovered texture and a small set of real textures in UV space, and the other for discrimination between the input image and the re-rendered 2D face images via pixel-wise, identity, and adversarial losses. Extensive experiments demonstrate that our approach outperforms the state-of-the-art methods in face self-occlusion recovery under unconstrained scenarios.

Introduction
Face imaging is the process of projecting a 3D human face to a 2D plane. Therefore, some parts of the face can be occluded by another part of the face during the projection process. Self-occlusion seriously affects the performance of succeeding face analysis, face recognition, and face reenactment tasks.

Face self-occlusion recovery is an ill-posed problem because of insufficient constraints. Existing methods for self-occlusion recovery are generally based on 3DMM (Blanz and Vetter 1999) and its variants. The early approaches deal with face self-occlusion by using the statistically complete texture represented by a linear combination of the basis texture vectors in 3DMM (Yin et al. 2006; Cao et al. 2013; Koppen et al. 2018; Booth et al. 2016). While such a texture is complete, it is not photorealistic compared with the input face image; particularly it cannot express natural and diverse face appearance details.

To resolve the unrealistic face texture issue, many latter approaches propose to sample a texture from the input 2D face image (UV texture map) to replace the linearly combined texture (PCA-texture) in 3DMM. However, because of self-occlusion, the UV sampled face texture is incomplete. To address this issue, some studies aim to generate a complete and photorealistic face texture based on the incomplete one. The most common method is to learn a mapping between incomplete UV sampled textures to real complete textures, which usually relies on paired data such as 2D face image and its corresponding complete face texture (Deng et al. 2018). The complete face textures may come from 3D scanning or computed from multi-view 2D face images via photometric stereo. Apparently, such kinds of paired data are still limited because of the high cost of data acquisition.

To overcome the above limitations, recent approaches propose to leverage generative models, such as a GAN, to model the distribution of the complete and high-fidelity feature textures (Gecer et al. 2019; Lee et al. 2020b). Specifically, a GAN can be trained using a complete high-fidelity texture dataset so that it can generate arbitrary high-fidelity texture datasets by changing the latent vector. Then, instead of optimizing the linear texture combination coefficients in early 3DMM based approaches, a complete high-fidelity face texture can be generated to replicate the input 2D face image by optimizing the latent vector. Another method to get rid of the constraint of requiring paired data is to leverage the prior knowledge in pre-trained models on large 2D face datasets to perform inpainting in 2D face image space. For example, (Gecer, Deng, and Zafeiriou 2021) proposed to render multi-view 2D face images based on incomplete high-fidelity textures, and used StyleGAN (Karras, Laine, and Aila 2019) to perform inpainting for the rendered 2D image so that the corrupted part in these images can be recovered. Then, these recovered 2D images can be merged, e.g., via alpha blending, to obtain a complete high-fidelity face texture. While these face self-occlusion recovery methods can obtain high-
In this paper, we propose an efficient GAN-based face self-occlusion recovery method which does not require paired image-texture data for training. We first use a CNN-based 3DMM model to obtain the 3D face shape and the statistically complete face texture via a linear combination of texture basis (PCA-texture). At the same time, we sample a UV face texture from the input 2D image, which is photorealistic but corrupted in the self-occlusion areas. Then, we compute a coarse face texture by performing inpainting for the incomplete high-fidelity texture by using the corresponding areas from the PCA-texture via Poisson blending. Next, our coarse-to-fine texture generation leverages multi-view rendering and residual-based GAN inversion, followed by Poisson blending to obtain the final complete and high-fidelity texture (see Fig. 1). We design our discriminator with two heads, e.g., one for discrimination between rendered and real face images, and the other between re-rendered 2D face images and real 2D face images.

The contributions of this work are as follows:

• While our approach falls into the second category of methods, i.e., aiming at obtaining a complete high-fidelity texture in UV space, our method differs from existing methods in that it does not require paired image-texture data to perform fully supervised training, thus making it possible to leverage face images in the wild to perform face self-occlusion recovery.

• We propose a coarse-to-fine texture refinement approach, which performs multi-view GAN inversion to obtain high-fidelity 2D images and their textures, followed by Poisson blending to obtain a complete and high-fidelity face texture.

• We design our discriminator considering both texture-level and image-level adversarial learning.

• We also design a differentiable screened Poisson blending equation solving method so that the whole network can be trained end-to-end with significantly reduced computational cost.

Related Work

3D Face Reconstruction

Face self-occlusion recovery is related to 3D face reconstruction and image restoration. We briefly review the related methods below. As we summarized in the introduction, through 3D face reconstruction, a complete face texture can usually be obtained. For example, the early 3D face reconstruction method 3D Morphable Model (3DMM) and its variants usually use a PCA-based 3D shape model and a texture model, as well as a spherical harmonics illumination model to represent a 3D face. The early 3DMM methods solve the shape, texture, illumination parameters via solving a nonlinear optimization problem (Richardson et al. 2017; Booth et al. 2017). This process is often slow and computationally expensive. With the development of Convolutional Neural Networks, recent studies (Richardson et al. 2017; Guo et al. 2018; Deng et al. 2019b; Shang et al. 2020) utilize DCNN to predict 3DMM parameters.

Face Image Recovery

Face image recovery involves face image de-occlusion, inpainting, denoising, super-resolution among others. Here, we only briefly review the face de-occlusion and inpainting methods related to face self-occlusion recovery. Because of the great success of GAN in image generation and translation, GAN has also been used for face texture recovery, de-occlusion, inpainting, etc (Deng et al. 2018; Gecer et al. 2019; Tran and Liu 2018; Lee and Lee 2020). Deng et
Figure 2: The overall architecture of the proposed approach (MvInvert) for high-fidelity face self-occlusion recovery via multi-view residual-based GAN inversion.

al. (Deng et al. 2018) obtain complete UV texture by fitting a 3DMM to various multi-view images and train a GAN to complete the self-occluded parts in UV texture. Gecer et al. (Gecer et al. 2019) build a generative UV texture model based on GAN, and use it to replace the PCA-based texture model in 3DMM. Although these methods can produce high-fidelity textures, they require a large-scale dataset with high-quality UV textures, which is often not publically available. Instead of using real UV texture, Tran et al. (Tran and Liu 2018) utilize synthetic 3D face images to perform 3D face recognition, where self-occluded textures are recovered via interpolation.

Yin et al. (Yin et al. 2021) and Lin et al. (Lin, Yuan, and Zou 2021) bypass the dependency on real UV textures by using pseudo UV textures for training. They use CNN-based 3DMM to predict the shape and pose coefficients for face shape reconstruction on large-scale in-the-wild face images. Then they sample from input images according to the 3D vertexes - 2D image correspondence to obtain high-fidelity but incomplete textures. To get a complete pseudo UV maps without self-occlusions, Yin et al. (Yin et al. 2021) repair the incomplete textures using the corresponding PCA-texture by 3DMM via seamless image blending, while Lin et al. (Lin, Yuan, and Zou 2021) blend them with mean skin color computed from the input face skin and fill in the occluded regions using symmetry. Zhou et al. (Zhou et al. 2020) produce arbitrary face rotations from a single image to serve as a strong self-supervision. While these methods do not require collecting real UV texture data for training, the recovered face texture may have Gibbs artifacts because of the use of pseudo UV textures. Lin et al. (Lin et al. 2020) make radical changes by replacing CNN with Graph Convolutional Network (GCN) to refine the 3DMM texture from the features extracted with a face recognition model. Though their method is trained solely on in-the-wild face images, it is limited by the highly abstract nature of the identity features, leading to a lack of details in the reconstructed textures.

GAN Inversion

Recent GANs (Karras et al. 2017; Brock, Donahue, and Simonyan 2018; Karras, Laine, and Aila 2019; Zhu et al. 2017a,b) are able to generate considerably high-resolution and more photorealistic images than the conventional DC-GAN architecture (Yu et al. 2017). The high-quality image generalization ability of their generators can be exploited by learning a mapping from the image to the latent space of the encoder (a.k.a. GAN inversion). These approaches can be classified into three groups: optimization-based methods (Zhu et al. 2016; Ma, Ayaz, and Karaman 2019; Abdal, Qin, and Wonka 2019; Shen et al. 2020; Abdal, Qin, and Wonka 2020; Zhu et al. 2020), encoder-based methods (Richardson et al. 2021; Tov et al. 2021), and residual encoder-based methods (Alaluf, Patashnik, and Cohen-Or 2021). Optimization-based methods project the input face image to the latent space \( W \) by directly optimizing the latent code until the reconstruction error between the input face image and the generation produced by a generator is minimized. Encoder-based methods learn an encoder to pre-
dict the latent code from the face image. Residual encoder-based methods learn the inverse mapping by minimizing the disparity between the input image and the generation by iteratively refining the input image codes predicted by an encoder. Although optimization-based methods can produce the most realistic face UV map, they are usually complicated and have high computational costs. By contrast, the residual encoder-based methods have much higher efficiency. For example, while OSTec (Gecer, Deng, and Zafeiriou 2021) takes 5 minute to generate a UV texture from a 2D face, GANFit (Gecer et al. 2019) takes only 30 seconds.

**Approach**

Fig. 2 shows an overview of the proposed method, which consists of three essential components: coarse texture generation, coarse-to-fine texture refinement, texture- and image-level discrimination. We detail each component below.

**Coarse Texture Generation via 3DMM**

Given an input 2D face image $I$, we first recover the 3D face elements such as shape ($S_{3D}$), texture ($T_{PCA}$), pose, etc., by using a CNN-based 3DMM (Shang et al. 2020). CNN-based 3DMM uses a CNN to predict the linear combination coefficients, and uses the predicted coefficients to compute the 3D shape and texture as follows:

$$
S_{3D} = \bar{S} + C_s S_{Base} + C_t T_{Base} \\
T_{PCA} = \bar{T} + C_T T_{Base}
$$

(1)

where $C_s$, $C_t$ and $C_T$ denote the predicted linear combination coefficients for 3D shape, expression and texture respectively. $\bar{S}$ and $\bar{T}$ denote the average 3D shape and texture respectively; $S_{Base}$ and $T_{Base}$ are the PCA bases of the shape and texture, respectively.

Given such a 3D reconstruction result, we can also compute a UV sampled face texture ($T_{UV}$) based on the correspondence between 3D face vertexes and 2D facial landmarks. As we reviewed in the introduction, the UV sampled face texture $T_{UV}$ is photorealistic but incomplete in the self-occlusion areas. By contrast, the PCA face texture $T_{PCA}$ is complete but not photorealistic. Therefore, we propose to build a coarse texture $T_{coarse}$ by performing inpainting for $T_{UV}$ by using the corresponding areas in $T_{PCA}$ via Poisson blending (Arnaud Dessein and Richard C Wilson 2014).

**Coarse-to-fine Texture Refinement via Multi-view GAN Inversion**

**Multi-view GAN Inversion** We propose a multi-view GAN inversion ($MvInvert$) to perform coarse-to-fine texture refinement for $T_{coarse}$. Specifically, we first perform rendering using coarse texture under three different poses such as frontal, left, and right, and obtain rendered 2D images ($T_{inv}^{l}$, $T_{inv}^{r}$, and $T_{inv}^{u}$) as shown in Fig. 2. Since the coarse texture $T_{coarse}$ is still not perfect, these rendered 2D images also contain some artifacts such as blurriness, inconsistency, non-natural, etc. For each rendered 2D face image, we then utilize GAN inversion to exploit the prior image distribution knowledge learned by generative GAN modes to recover a high-quality image. Similar to ReStyle Encoder (Alaluf, Patashnik, and Cohen-Or 2021), we also use a residual-based latent encoder to predict the residuals instead of the inverted latent code:

$$
\Delta_i = E(T_{inv}^{l}) + w_i, \quad i \in \{f, l, r\}
$$

(2)

where $E(\cdot)$ is the residual-based encoder, $\Delta_i$ is the predicted latent residual corresponding to the rendered image with a novel camera view, $w_i$ denotes the latent mean code computed from the large-scale face image dataset and $w_i$ is the final latent parameter for each rendered image.

We then feed the learned latent parameters into the pre-trained StyleGANv2 generator to obtain the high-fidelity natural face images $I_{inv}^{l}$ for further view synthesis.

$$
I_{inv}^{l} = G(w_i), \quad i \in \{f, l, r\}
$$

(3)

where $I_{inv}^{l}$ has the same size as $T_{inv}^{l}$.

Given the high-quality images, we perform UV sampling again based on 3D vertexes and 2D image correspondence, and obtain three texture images $T_{ref}^{f}$, $T_{ref}^{l}$, and $T_{ref}^{r}$. Since $T_{ref}^{u}$ is expected to be perfect after GAN inversion, $T_{ref}$ can also be expected to have improved quality than $T_{coarse}$.

**Masking and Stitching** The refined multi-view $T_{ref}^{f}$, $T_{ref}^{l}$, and $T_{ref}^{r}$ are complementary with other. Then, we can integrate these refined textures to obtain a more complete face texture with high quality.

In order to stitch the three textures under different novel views, we first compute a visibility score map for each texture according to the estimated face shape and its pose. This visibility score of each vertex can be defined in terms of the angle between its normal and its coordinates relative to the camera $c$. We take the dot product between the unitized vertex normals and view vectors as the visibility score

$$
V_i = \left( \frac{\| S_i - c_i \|}{\| S_i - c_i \|} \cdot \mathcal{N}(S_i)^T \right), \quad i \in \{ f, l, r \}
$$

(4)

where $\mathcal{N}$ denotes the normals of the vertices. If the vertex is not visible in one view, i.e., the corresponding visibility score is smaller than 0, the score is set to zero. We then set a threshold distance of the occlusion boundary following AlbedoMM (Smith et al. 2020). If the vertex is projected within the occlusion boundary’s threshold distance, we set its visibility score to zero to avoid sampling background onto the mesh. We define the per-triangle confidence value as the minimum per-vertex visibility score for all three vertexes in the triangle.

We define a selection matrix for each view which selects a triangle if the view $c_i$ has the highest weight for that triangle:

$$
\mathcal{V}_{tri}^{l} = 1, \quad \text{if } w_i^{c_i} > w_j^{c_i}, \forall u \in \mathcal{C}\{c_i\}, \quad i \in \{f, l, r\}, \quad i \in \{1 \ldots t\}
$$

(5)

We also construct an additional selection matrix $\mathcal{V}_{tri}^{l}$ to pick all triangles that are not chosen in any view to ensure that each triangle is selected precisely once. We similarly
define per-vertex selection matrices $\mathbf{V}_{c1}^{per} \in \{0, 1\}^{m_v \times n}$ that select the vertices for which view $v$ has the highest per-vertex weights. Thus, the screened Poisson equation for the unknown per-vertex albedo maps $\mathbf{T}_{\text{refine}} \in \mathbb{R}^{n \times 3}$ can be written as follow:

$$
\begin{bmatrix}
    (\mathbf{I}_3 \otimes \mathbf{V}_{c1}) \mathbf{G} \\
    \vdots \\
    (\mathbf{I}_3 \otimes \mathbf{V}_{c3}) \mathbf{G} \\
\end{bmatrix} \mathbf{T}_{\text{refine}} = \begin{bmatrix}
    (\mathbf{I}_3 \otimes \mathbf{V}_{c1}) \mathbf{G} \mathbf{I}^{c1} \\
    \vdots \\
    (\mathbf{I}_3 \otimes \mathbf{V}_{c3}) \mathbf{G} \mathbf{I}^{c3} \\
\end{bmatrix}
\end{equation}

$$

(6)

where $\otimes$ is the Kronecker product, $\mathbf{I}_3$ is the $3 \times 3$ identity matrix and $\mathbf{G} \in \mathbb{R}^{3x3}$ computes the per-triangle gradient in the $x$, $y$ and $z$ directions of a function defined on the $n$ vertices of the mesh. We solve (6) using the least square method so that $\mathbf{T}_{\text{refine}}$ seeks to match the selected gradients in each triangle. Triangles with no selected view are assumed to have zero gradients. Original view $v_0$ is chosen as the reference to resolve color offset indeterminacies, and $\lambda$ is the screening weight. We use $k = 3$ views and we set $\lambda = 0.1$ following (Smith et al. 2020).

**Overall Loss**

Within the training process, we design the loss functions from two perspectives: image-level and texture-level.

**Reconstruction Loss** We use the pixel-level loss to encourage low-level semantic similarity in the visible part of the image, i.e., between the real 2D face images and rendered face images using our refined face texture $\mathbf{T}_{\text{refine}}$. Specifically, we compute a textured 3D face $\mathbf{S}_{3D}$ with the same expression, posture, and illumination as the input 2D image. We then project it to 2D space and blend it with the input face image $\mathbf{I}$ to get a reconstructed face image $\mathbf{I}_{\text{recon}}$. To this end, the $\ell_2$ loss can be computed as:

$$
\mathcal{L}_{\text{rec}}(\mathbf{I}, \mathbf{I}_{\text{recon}}) = \| \mathbf{I} - \mathbf{I}_{\text{recon}} \|_2
$$

(7)

The reconstruction loss makes it possible to use self-supervision to improve self-occlusion recovery results.

**Perceptual Loss** Besides the pixel-level reconstruction loss, we also use a perceptual loss between the original 2D image and the reconstructed image for self-supervision to assure the other factors like skin tone remain unchanged. We minimize the normalized Euclidean distance of intermediate activation in a face recognition network (FaceNet (Schroff, Kalenichenko, and Philbin 2015) pretrained on CASIA-WebFace (Yi et al. 2014)) between two images:

$$
\mathcal{L}_{\text{perce}}(\mathbf{I}, \mathbf{I}_{\text{recon}}) = \sum_{j} \| F_j(\mathbf{I}) - F_j(\mathbf{I}_{\text{recon}}) \|_2
$$

$$
\mathcal{L}_{\text{rec}}(\mathbf{H}_{F_j} \times W_{F_j} \times C_{F_j})
$$

(8)

where $F_j(\cdot)$ denotes $j$-th layer of the deep feature encoding and the $H_{F_j}$, $W_{F_j}$ and $C_{F_j}$ the height, weight and channel number of the activation output respectively.

**Identity Loss** For identity loss, we compute the cosine similarity between the deep feature vectors, extracted with a pre-trained ArcFace (Deng et al. 2019a), of multiple arbitrarily rendered 2D face images (with random expression, pose, and lighting) from $\mathbf{T}_{\text{refine}}$ and the deep feature vector of the input 2D images:

$$
\mathcal{L}_{\text{id}}(\mathbf{I}, \mathbf{R}_V) = \frac{1}{K} \sum_{k=1}^{K} \left( 1 - \frac{F^n(\mathbf{I}) F^n(\mathbf{R}_V)}{\|F^n(\mathbf{I})\|_2 \|F^n(\mathbf{R}_V)\|_2} \right)
$$

(9)

where $\mathbf{R}_V$ are the $K$ 2D images rendered with the random pose, expression, and illumination. We calculate the average identity loss between each rendered image $\mathbf{R}_V$ and the input image $\mathbf{I}$. Identity loss ensures that our texture completion and refinement process do not change the identity.

**Adversarial Loss** To encourage more photorealistic results for our coarse-to-fine texture refinement via multi-view GAN inversion, we design a two-head discriminator, including one for global and local discrimination between the recovered UV textures (e.g., $\mathbf{T}_{\text{refine}}$) and a set of real UV textures (e.g., $\mathbf{T}_{\text{real}}^k = 1^K$), and the other for discrimination between a set of authentic face images in the wild (e.g., $\mathbf{I}_{\text{real}} = 1^L$) and the arbitrarily re-rendered face images $\mathbf{R}_V$.

We train the discriminators to determine whether the generated outputs are real or false, while our generators are trained to deceive the discriminators. The adversarial losses for the two heads are defined as follows:

$$
\mathcal{L}_{\text{adv}} = \mathbb{E}[\log D_{\text{glb}}(\mathbf{T}_{\text{real}})] + \mathbb{E}[\log(1 - D_{\text{glb}}(\mathbf{T}_{\text{refine}}))]
$$

$$
\mathbb{E}[\log D_{\text{ctr}}(\mathbf{I}_{\text{real}})] + \mathbb{E}[\log(1 - D_{\text{ctr}}(\mathbf{T}_{\text{refine}}))]
$$

$$
\mathcal{L}_{\text{adv}} = \mathbb{E}[\log D_{\text{glb}}(\mathbf{T}_{\text{real}})] + \mathbb{E}[\log(1 - D_{\text{ctr}}(\mathbf{I}_{\text{real}}))]
$$

$$
\mathbb{E}[\log D_{\text{glb}}(\mathbf{T}_{\text{refine}})] + \mathbb{E}[\log(1 - D_{\text{ctr}}(\mathbf{I}_{\text{refine}}))]
$$

(10)

(11)

where $D_{\text{glb}}$ and $D_{\text{ctr}}$ denote global and central texture discriminators, and $D_{\text{face}}$ face discriminator.

**Implementation Details**

Before training, all 2D face images are aligned following the method of (Bulat and Tzimiropoulos 2017). Then, we use a modified BiSeNet (Yu et al. 2018) pre-trained on CelebAMask-HQ dataset (Lee et al. 2020a) for face segmentation and facial region mask prediction. The face image datasets we used for training are CelebA (Liu et al. 2018) and FFHQ dataset collected by (Karras, Laine, and Aila 2019). We use the 3D morphable face model of Basel Face Model (Blanz and Vetter 1999) in 3D shape and coarse texture generation, and a CNN-based 3DMM regressor which is pre-trained in (Shang et al. 2020). We use the weights of pre-trained Restyle Encoder (Alaluf, Patashnik, and Cohen-Or 2021) to initialize our residual-based latent encoder. For the face generator, we use the off-the-shelf pre-trained StyleGANv2 generator (Karras et al. 2020). We set the input image size to $224 \times 224$ and the number of vertices and triangles to 35,709 and 70,897 respectively, the same as
Figure 3: Qualitative result comparisons between our method and the state-of-art methods: (Lin et al. 2020), (Yin et al. 2021), (Deng et al. 2019b) and (Gecer et al. 2019) in MoFA-Test dataset (zoom in for better comparison). Please also see our dynamic results in supplementary material.

We compare our method with several state-of-art methods, including 3D Face GCN (Lin et al. 2020), Deep 3D Face Reconstruction (Deng et al. 2019b), GANFit (Gecer et al. 2019) and the method in (Yin et al. 2021) on a small subset of MOFA-test dataset (shown in Fig. 3), which are widely used by existing methods. The method of (Lin et al. 2020) released the training code; so we can use the same settings to train their method. The rest of the above methods do not release their code or pre-trained models. Therefore, we can only be able to compare with the results reported in their papers. The results are shown in Fig. 3. Among the baselines, the results by (Lin et al. 2020) give the best visual quality.

We set hyper-parameters $\lambda_{\text{rec}} = 1.9$, $\lambda_{\text{perc}} = 0.2$ following (Deng et al. 2019b), and the other hyper-parameters empirically: $\lambda_{\text{id}} = 0.8$, $\lambda_{\text{adv}} = 0.1$. We implement our method with torch(1.7.1) and PyTorch3D (v0.4.0), and run our experiments on NVIDIA 1080Ti GPUs with Intel 2.1GHz CPUs. During inference, our network takes 3.7s to produce a refined UV texture of $35,709 \times 3$.

Experiments Results

Qualitative Results

We compare our method with several state-of-art methods, including 3D Face GCN (Lin et al. 2020), Deep 3D Face Reconstruction (Deng et al. 2019b), GANFit (Gecer et al. 2019) and the method in (Yin et al. 2021) on a small subset of MOFA-test dataset (shown in Fig. 3), which are widely used by existing methods. The method of (Lin et al. 2020) released the training code; so we can use the same settings to train their method. The rest of the above methods do not release their code or pre-trained models. Therefore, we can only be able to compare with the results reported in their papers. The results are shown in Fig. 3. Among the baselines, the results by (Lin et al. 2020) give the best visual quality. However, compared to state-of-the-art algorithms, our method can better retain the original input image’s facial de-
Figure 4: Zoomed-in comparison with 3D Face GCN (Lin et al. 2020) in terms of facial detail preservation.

Table 1: Quantitative comparison with two SOTA methods in terms of reconstruction and identity-preserving abilities.

Table 2: Quantitative comparisons of the results in ablation study.

Ablation Study

We perform an ablation study of our method in terms of multi-view GAN inversion, and the two heads in discrimination. A qualitative comparison is shown in Fig. 5, from which we can see that the essential components in our method help improve the image quality.

Conclusion

In this paper, we present a novel method (MvInvert) for face self-occlusion recovery. Our method produces a textured 3D face faithfully reconstructing the input portrait with good identity-preserving capability. Instead of using expensive paired image-texture data, we propose to leverage face priors encoded in a generative model to recover the incomplete UV textures with high-fidelity by using multi-view GAN inversion. In addition, we implement a CUDA-accelerated Poisson blending equation solver which largely reduces the running time of rendering. Quantitative and qualitative evaluations demonstrate that our method outperforms the state-of-art methods.
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