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Abstract

We use scale invariant scattering theory to exactly determine the renormalization group fixed points of a $q$-state Potts model coupled to an $r$-state Potts model in two dimensions. For integer values of $q$ and $r$ the fixed point equations are very constraining and show in particular that scale invariance in coupled Potts ferromagnets is limited to the Ashkin-Teller case ($q = r = 2$). Since our results extend to continuous values of the number of states, we can access the limit $r \rightarrow 1$ corresponding to correlated percolation, and show that the critical properties of Potts spin clusters cannot in general be obtained from those of Fortuin-Kasteleyn clusters by analytical continuation.
1 Introduction

The idea that ferromagnetic transitions correspond to the percolation of clusters of like spins has been present since the early days of the theory of critical phenomena [1] (see [2] for a review). However, numerical studies for the three-dimensional Ising model [3] showed that the natural clusters obtained drawing a link between nearest neighboring spins with the same sign – we simply call them spin clusters – do not percolate at the critical temperature $T_c$ of the magnetic transition. The picture of the ferromagnetic transition as a percolative transition was rescued in [4], where it was observed that, in any dimension, a different type of clusters – the Fortuin-Kasteleyn (FK) clusters [5] obtained drawing the link between nearest neighboring like spins with a probability determined by the Ising coupling – do percolate at $T_c$. The FK clusters also satisfy the requirement that their fractal dimension is determined by the scaling dimension of the magnetic order parameter, and allow the coincidence of percolative and magnetic critical exponents.

A particularly interesting picture emerged in two dimensions, where it was shown that also the Ising spin clusters percolate at $T_c$ [6], with a new fractal dimension [7]. Hence FK
and spin clusters yield, at the same Ising temperature, two different universality classes of correlated percolation, which in turn differ from basic (random) percolation in which there is no interaction among lattice sites [2]. As random percolation is conveniently brought in the framework of magnetic transitions through its mapping onto the limit $r \to 1$ of the $r$-state Potts model [5], Ising-correlated percolation can be described in terms of coupled Ising and $r$-state Potts models, which amount to a dilute Potts model in which the former Ising variables determine if sites are occupied or empty. It is always understood that the auxiliary Potts variables are eventually eliminated by the limit $r \to 1$.

The universality classes of FK and spin clusters in the Ising model were then identified in [4] as corresponding to two different renormalization group (RG) fixed points of this dilute $r \to 1$ Potts model. The fact that the dilute Potts model displays, as $r$ varies, a critical and a tricritical branch [8, 9, 10] accommodates for the fixed point of FK clusters on the former and for that of spin clusters on the latter, and led to an exact identification of the fractal dimension of Ising spin clusters [11].

Much insight is usually gained extending to the $q$-state Potts model what has been learned for Ising ($q = 2$). The generalization of the above RG picture to $q$-state Potts correlated percolation was studied in [12]. Now the site variable takes $q$ values, and spin and FK clusters are obtained drawing a link between nearest neighboring sites with the same value, with probability 1 for the former and interaction-dependent for the latter. In [12] the $q$-state Potts model coupled to the auxiliary $r$-state Potts model was studied by an approximated RG approach, in the relevant limit $r \to 1$. Two fixed points were found as a function of $q$ and were associated to the universality classes of FK and spin clusters.

It was conjectured that the two branches coalesce and terminate at the value of $q$ above which the ordinary Potts transition becomes first order; in two dimensions this value is known to be $q = 4$ [13, 14]. This conjecture, however, could never be checked, since the approximate RG of [12] was unable to see a transition to a first order regime, and the model cannot be numerically simulated in the limit $r \to 1$. The conjecture was extended in [15], where it was proposed that the two branches of fixed points of the coupled $q$-state and $r$-state Potts models can be related, for $r \to 1$, to the critical and tricritical branches of the $q$-state Potts model, which coalesce at $q = 4$ and are analytical continuation of each other [9, 10]. The idea that the critical properties of spin clusters are related in this way to those of FK clusters was used in [15] to propose an exact formula for the fractal dimension of Potts spin clusters as a function of $q$. Given the good agreement of this formula with numerical studies of spin clusters at $q = 3$ [15, 17], the conjecture about analytic continuation was accepted.

\footnote{Numerical studies of the Potts model at $q = 4$ are notoriously complicated by logarithmic corrections to scaling [10].}
The three-point connectivity (i.e. the probability that three points are in the same cluster) of \( q \)-state Potts FK clusters at criticality was exactly determined in [18], and was shown to agree with numerical simulations performed for random percolation \((q \to 1)\) in [19] and for \( q \) generic in [20]. As the first exact analytical result for correlations in critical clusters on the infinite plane after the critical exponents [9], this connectivity formula also provided a new test for the conjectured analytic continuation for spin clusters. Numerical determination for Potts spin clusters performed in [21] showed the failure of the conjecture for this observable, a finding that reopened the question of the theoretical understanding of spin clusters [1].

In this paper we obtain the first exact determination of the RG fixed points for a \( q \)-state Potts model coupled to an \( r \)-state Potts model in two dimensions. This is achieved in the framework of scale invariant scattering [26] (see [27] for a review) which in recent years brought new information [28, 29, 30, 31, 32, 33, 34, 35, 36, 37] on problems which include quenched disorder and liquid crystals. Since our results are obtained for continuous values of \( q \) and \( r \), we have in particular access to the limit \( r \to 1 \) relevant for Potts correlated percolation. The subtleties of this limit require that, for a complete description of critical spin clusters, the degrees of freedom of the \( q \)-state sector and the auxiliary degrees of freedom of the \((r = 1 + \epsilon)\)-state sector are simultaneously critical. We do not find any critical line in the coupled regime along which this requirement is fulfilled with continuity in the whole interval \( q \in [2, 4] \). One implication is that the conjectured analytical continuation cannot hold in general, thus explaining the failures observed in [21, 22]. On the other hand, it may happen, that specific quantities can be evaluated directly at \( r = 1 \), where the number of \( r \)-state degrees of freedom is strictly zero and the discontinuities coming from this sector can be ignored. This leaves open the possibility that the formula for the fractal dimension of spin clusters conjectured in [15] – which up to now has been found in agreement with numerical simulations (see also [21]) – is exact.

The paper is organized as follows. In the next section we recall how scale invariant scattering theory applies to a single Potts model. In section 3 we consider the two coupled models, obtain the fixed point equations, determine their solutions, and discuss some implications of these results. Section 4 is then devoted to the limit \( r \to 1 \) and its consequences for correlated percolation. A section of concluding remarks and two appendices complete the paper.

---

2 A similar failure of the analytic continuation was then observed in [22] from simulations for the cluster number in geometries with corners, which for FK clusters can be related [23] to the Potts central charge [24]. Tests of conformal invariance for critical Potts spin clusters have recently been performed in [25].

3 See [18] for an analytically exact illustration in the context or random percolation.
Figure 1: Pictorial representations of the scattering amplitude $S_{ab}^{cd}$ (left) and of the product of amplitudes entering the unitarity equations (3) (right).

2 $q$-state Potts model

2.1 Fixed point equations

The $q$-state Potts model \cite{38, 39} is defined on the lattice by the reduced Hamiltonian

$$\mathcal{H}_q = -J \sum_{\langle i,j \rangle} \delta_{s_i,s_j},$$

where $s_i = 1, 2, \ldots, q$ is a "color" variable at site $i$, and the sum is taken over nearest neighbors. The interaction in the form of a Kronecker delta implies that the model possesses the $S_q$ symmetry under global permutations of the colors.

In the two-dimensional case of our interest, the RG fixed points with $S_q$ symmetry can be obtained, directly in the continuum, within the scale invariant scattering framework \cite{26} in which one of the two spatial dimensions plays the role of imaginary time. The method exploits the fact that infinite-dimensional conformal symmetry at fixed points \cite{40} provides infinitely many quantities to be conserved in scattering processes, thus forcing initial and final states to be kinematically identical (complete elasticity). In addition, scale and relativistic invariance lead to energy-independent scattering amplitudes. As a consequence, the equations associated to crossing symmetry, which in relativistic scattering relates amplitudes under exchange of space and time dimensions \cite{41}, and to unitarity, which accounts for conservation of probability, take the particularly simple form \cite{26}

$$S_{ab}^{cd} = [S_{ad}^{cb}]^*,$$

$$\sum_{ef} S_{ab}^{ef} [S_{ef}^{cd}]^* = \delta_{ac} \delta_{bd},$$
where indices label particle species and our notation for the scattering amplitude \( S_{ab} \) is illustrated in figure 1.

For the symmetry \( S_q \) the scattering theory is implemented considering massless particles that we denote \( A_{\alpha \beta} \), with \( \alpha, \beta = 1, 2, \ldots, q \), and \( \alpha \neq \beta \). The trajectory of a particle \( A_{\alpha \beta} \) is regarded as a line separating a region of two-dimensional space-time characterized by color \( \alpha \) from a region characterized by color \( \beta \). Permutational symmetry then yields the four inequivalent two-particle scattering amplitudes \( S_0, S_1, S_2, \) and \( S_3 \) shown in figure 2. Then, with the present labeling of the particles, the crossing equations (2) give the relations

\[
S_0 = S_0^* \equiv \rho_0, \\
S_1 = S_2^* \equiv \rho_1 e^{i\phi}, \\
S_3 = S_3^* \equiv \rho_3
\]

where we introduced parametrizations in terms of \( \rho_1 \geq 0 \) and \( \rho_0, \rho_3 \) and \( \phi \) real. In this representation the unitarity equations (3) take the form (26)

\[
(q - 3)\rho_0^2 + \rho_1^2 = 1, \\
(q - 4)\rho_0^2 + 2\rho_0\rho_1 \cos \phi = 0, \\
(q - 2)\rho_1^2 + \rho_3^2 = 1, \\
(q - 3)\rho_1^2 + 2\rho_1\rho_3 \cos \phi = 0.
\]

Quite relevantly for our purposes, the equations (7)-(10) implement a continuation of the Potts model to noninteger values of \( q \). The fact that this analytic continuation is possible is well known on the lattice, where the Potts partition function allows for the Fortuin-Kasteleyn (FK) expansion (5)

\[
Z_q = \sum_{\{s_i\}} e^{-\mathcal{H}_q} \propto \sum_p p^{N_b} (1 - p)^{N_b} q^{N_c},
\]

---

4 We consider self-conjugated particles.

5 In the case of the Potts ferromagnet (\( J > 0 \)) below critical temperature, a similar basis of massive particles corresponds to the kinks that interpolate between pairs of the \( q \) degenerate ground states (42). On the lattice, a related representation of the symmetry was used (43).
where $\mathcal{G}$ is a graph made of bonds placed on the edges of the lattice, $N_b$ is the number of bonds in $\mathcal{G}$, $\bar{N}_b$ is the number of edges not covered by a bond, and $N_c$ is the number of clusters in $\mathcal{G}$, with the convention that a cluster is a set of connected bonds or an isolated site. The quantity

$$p = 1 - e^{-J}$$

provides the relation with the coupling $J$ of the spin representation. The FK expansion shows, in particular, that random percolation can be studied as the limit $q \to 1$ of the Potts model. Indeed, in this limit the weight $p^{N_b}(1-p)^{\bar{N}_b}$ of a bond configuration corresponds to random bond occupation with probability $p$. For $q$ generic the FK expansion (11) defines a correlated percolation problem in which each cluster can take $q$ colors and results from bond occupation with the probability (12). These are the FK clusters we referred to in the introduction. Their percolation threshold $p_c$ corresponds to the critical value $J_c$ of the Potts coupling.

In the following we will discuss the Potts model implying the continuation to a non-integer number of colors. An important point, investigated in detail in [44], is that, while for the spin model with $q$ integer only the scattering amplitudes of figure 2 involving a number of colors not larger than $q$ play a role, all the amplitudes participate to the analytic continuation to $q$ noninteger. The latter case includes random percolation, for which the relevant information is contained in the limit $q \to 1$.

2.2 Solutions

The solutions of the equations (7)-(10) yield the RG fixed points with $S_q$ symmetry and are listed in table 1. While we refer the reader to [29, 27] for a more detailed discussion of the different solutions, we recall here the points relevant for the remainder of this paper.

The fact that the phase transition of the two-dimensional $q$-state Potts ferromagnet is second order up to $q = 4$, and first order above this value [13], shows that the ferromagnetic critical line corresponds to solution III of table 1. In addition, since for $q = 2$ (Ising) the only physical amplitude $S_3 = \rho_3$ has to take the free fermion value $-1$, solution III_+ is further selected. Tricriticality in the Potts model can be realized allowing for vacant sites. The critical line and the tricritical line are known [8] to meet at the endpoint $q = 4$, and this is accounted by the fact that solution III_+ has two branches differing for the sign of $\sin \phi$.

While for ferromagnets ($J > 0$) different lattice structures fall within the same universality class, this is not the case for antiferromagnets ($J < 0$), which then require a case by case analysis. The solutions of table 1 follow from $S_q$ symmetry, independently of the sign of $J$, and should then account also for the RG fixed points of Potts antiferromagnets. Solution I, which is defined only for $q = 3$ and contains $\phi$ as free parameter, corresponds
Table 1: Solutions of Eqs. (7)-(10). They correspond to RG fixed points with $S_q$ symmetry.

| Solution | Range         | $\rho_0$        | $\rho_1$        | $2 \cos \phi$ | $\rho_3$ |
|----------|---------------|-----------------|-----------------|----------------|----------|
| I        | $q = 3$       | 0, $2 \cos \varphi$ | 1               | $[-2, 2]$     | 0        |
| II$_\pm$ | $q \in [-1, 3]$ | 0               | 1               | $\pm \sqrt{3 - q}$ | $\pm \sqrt{3 - q}$ |
| III$_\pm$ | $q \in [0, 4]$ | $\pm 1$          | $\sqrt{4 - q}$ | $\pm \sqrt{4 - q}$ | $(3 - q)$ |
| IV$_\pm$ | $q \in [\frac{1}{2}(7 - \sqrt{17}), 3]$ | $\pm \sqrt{\frac{q-3}{q^2-5q+5}}$ | $\pm \sqrt{\frac{q-4}{q^2-5q+5}}$ | $\pm \sqrt{(3 - q)(4 - q)}$ | $\pm \sqrt{\frac{q-3}{q^2-5q+5}}$ |
| V$_\pm$ | $q \in [4, \frac{1}{2}(7 + \sqrt{17})]$ | $\pm \sqrt{\frac{q-3}{q^2-5q+5}}$ | $\pm \sqrt{\frac{q-4}{q^2-5q+5}}$ | $\pm \sqrt{(3 - q)(4 - q)}$ | $\pm \sqrt{\frac{q-3}{q^2-5q+5}}$ |

Table 1: Solutions of Eqs. (7)-(10). They correspond to RG fixed points with $S_q$ symmetry.

to a line of fixed points with central charge $c = 1$ [29]. One point on the line describes the $q = 3$ Potts antiferromagnet on the square lattice, which is known [14, 45, 46, 47] to possess a $T = 0$ Gaussian critical point. More generally, it is expected [29] that other points on the line correspond to critical points of $q = 3$ antiferromagnets with varying lattice structure. Very interestingly, a family of lattices realizing this phenomenon was recently found [48].

On the other hand, the Potts antiferromagnet on the square lattice is known to possess a second order transition for $q \in [0, 4]$ [49] (with physical values of the temperature only up to $q = 3$), and this critical line turns out to be described by the scattering solution III$\pm$. The Potts critical lines that are presently known to be described by solution III$\pm$ are indicated in table 2 where we also specify the central charge and the conformal dimensions of the spin field $s(x)$, of the energy density field $\varepsilon(x)$, and of the field $\eta(x)$ which creates the particles [26, 29]. For the ferromagnet these data match those originally obtained on the lattice [9] and identified in the framework of conformal field theory in [24]; for the square lattice antiferromagnet conformal data were obtained on the lattice in [50] (see also [51, 52, 29]).

Table 2 shows that a single scattering solution – III$\pm$ in the present case – is able to describe different critical lines. The mechanism through which this happens is most directly illustrated by the conformal dimension $\Delta_\eta$ of the field that creates the particles, which is related by [26]

$$\Phi = e^{-2\pi i \Delta_\eta} \quad (13)$$

$^6$For $q \neq 2$ the scattering amplitudes of the ferromagnet and of the square lattice antiferromagnet become different away from criticality [53, 54].
| $\sqrt{q}$ | line                  | $c$                     | $\Delta_c$ | $\Delta_{\eta}$ | $\Delta_s$ |
|----------|-----------------------|-------------------------|------------|-----------------|------------|
| $2 \cos \frac{\pi}{p+1}$ | F critical             | $1 - \frac{6}{p(p+1)}$ | $\Delta_{2,1}$ | $\Delta_{1,3}$ | $\Delta_{2,0}$ |
| $2 \cos \frac{\pi}{p}$       | F tricritical          | $1 - \frac{6}{p(p+1)}$ | $\Delta_{1,2}$ | $\Delta_{3,1}$ | $\Delta_{0, \frac{1}{2}}$ |
| $2 \cos \frac{\pi}{N+2}$     | AF square lattice      | $\frac{2(N-1)}{N+2}$   | $\frac{N-1}{N}$ | $\frac{2}{N+2}$ | $\frac{N}{3(N+2)}$ |

Table 2: Realizations of the scattering solution III as Potts ferromagnetic (F) and antiferromagnetic (AF) critical lines. $c$ is the central charge and some conformal dimensions are specified using $\Delta_{\mu, \nu} = \frac{(p+1)p-\nu^2-1}{4p(p+1)}$.

to the amplitude

$$\Phi = (q - 2)S_2 + S_3$$

through which the state $\sum_{\gamma \neq \alpha} A_{\alpha \gamma} A_{\gamma \alpha}$ scatters into itself. Equation (13) shows that scattering theory determines $\Delta_{\eta}$ mod 1. Solution III accounts for three different functions $\Delta_{\eta}(q)$ for the critical lines of table 2. In the three cases $\Delta_{\eta}$ changes monotonically as $q$ varies from 0 to 4, going from 0 to 1 for the critical ferromagnetic branch, from 2 to 1 for the tricritical branch, and from 1 to 0 for the square lattice antiferromagnet (see figure 3).

Solution V of table 1 has to be noted for the fact that it sets to $(7 + \sqrt{17})/2 = 5.56..$ the maximal value of $q$ for which criticality with $S_q$ symmetry can be realized in two dimensions, leaving room for a second order transition in a $q = 5$ antiferromagnet. Numerical evidence in favor of such a transition in the five-state Potts antiferromagnet on the bisected hexagonal lattice was given in [55]. However, a more recent study concluded in favor of an extremely weak first order transition [58], so that the search for a lattice on which this transition can occur has to start over. Here we notice that the relation $S_0 + S_3 = S_1 + S_2$ among the Potts amplitudes was obtained in [44] for fixed points possessing an order-disorder duality. Table 1 shows that only the solutions IV and V do not satisfy this relation, thus indicating that they do not allow for order-disorder duality.

\[7\text{Quenched disorder brings this maximal value to infinity [56,57], see [28] for the analytical derivation.}\]

\[8\text{Under this condition the relation extends away from criticality, without the need of integrability [44]. In particular, it is displayed by the solution for the off-critical ferromagnet, which is integrable [42]. Obviously, the relation relies on $S_q$ symmetry, even if spontaneously broken. See [59,60] for the effects on the spectrum of particle excitations of an explicit breaking of the symmetry induced by a magnetic field.}\]
3 Coupled q-state and r-state Potts models

3.1 Fixed point equations

We now want to determine the RG fixed points associated to the symmetry \(S_q \times S_r\), which can be realized coupling a \(q\)-state Potts model to an \(r\)-state Potts model, namely considering the reduced Hamiltonian

\[
H_{q,r} = -J_1 \sum_{\langle i,j \rangle} \delta_{s_{i,1}^1,s_{j,1}^1} - J_2 \sum_{\langle i,j \rangle} \delta_{s_{i,2}^2,s_{j,2}^2} - J \sum_{\langle i,j \rangle} \delta_{s_{i,1}^1,s_{j,2}^2}\delta_{s_{i,2}^2,s_{j,1}^1},
\]

where \(s_{i,1}^1 = 1, 2, \ldots, q\) and \(s_{i,2}^2 = 1, 2, \ldots, r\) are, respectively, the \(q\)-state and \(r\)-state color variables at site \(i\). Hence, the index 1 will refer to the \(q\)-state sector of the coupled model, and index 2 to the \(r\)-state sector. Since our analysis will be performed directly in the continuum limit and will only rely on symmetry, our results for the critical points will cover all combinations of ferromagnetic and antiferromagnetic values of the couplings \(J_1\), \(J_2\) and \(J\).

The implementation of the scattering description follows the steps already seen in the previous section for the basic Potts model. In the first place, there are particle excitations associated to each sector. We denote them \(A_{\alpha_k \beta_k}\), where \(k = 1, 2\) labels the two sectors, \(\alpha_1, \beta_1 = 1, \ldots, q\) and \(\alpha_2, \beta_2 = 1, \ldots, r\) \((\alpha \neq \beta)\). Now the trajectory of a particle \(A_{\alpha_k \beta_k}\) separates a region of space-time characterized by the colors \(\alpha_1\) in the \(q\)-state sector and \(\alpha_2\) in the \(r\)-state sector from a region in which sector \(k\) changes its color to \(\beta_k\), with the color of the other sector remaining unchanged. It follows that the two-particle scattering amplitudes inequivalent under color permutations are those depicted in figure 4. The first four amplitudes involve only particles belonging to the same sector, so that we keep

\[\text{We also imply that the theory is invariant under time reversal and spatial reflection.}\]
Figure 4: Scattering amplitudes for the coupled \( q \)-state and \( r \)-state Potts models. The label \( \alpha_k \) refers to color \( \alpha \) in the \( q \)-state model for \( k = 1 \), and in the \( r \)-state model for \( k = 2 \).

for them the notation of the previous section, up to the addition of the sector index \( k \). On the other hand, the remaining three amplitudes involve particles from both sectors and are responsible for the coupling of the two Potts models.

The crossing symmetry equations \(^{(2)}\) now become

\[
S_{0,k} = S_{0,k}^* = \rho_{0,k}, \quad (16)
\]
\[
S_{1,k} = S_{2,k}^* = \rho_{1,k} e^{i\phi_k}, \quad (17)
\]
\[
S_{3,k} = S_{3,k}^* = \rho_{3,k}, \quad (18)
\]
\[
S_4 = S_5^* = \rho_4 e^{i\theta}, \quad (19)
\]
\[
S_6 = S_6^* = \rho_6, \quad (20)
\]

with parametrizations in terms of \( \rho_{1,k} \) and \( \rho_4 \) nonnegative, and \( \rho_{0,k}, \rho_{3,k}, \rho_6, \phi_k \) and \( \theta \) real. The unitarity equations \(^{(3)}\) then take the form

\[
0 = (q - 4)\rho_{0,1}^2 + 2\rho_{1,1}\rho_{0,1} \cos \phi_1, \quad (21)
\]
\[
0 = (r - 4)\rho_{0,2}^2 + 2\rho_{1,2}\rho_{0,2} \cos \phi_2, \quad (22)
\]
\[
1 = (q - 3)\rho_{0,1}^2 + \rho_{1,1}^2, \quad (23)
\]
\[
1 = (r - 3)\rho_{0,2}^2 + \rho_{1,2}^2, \quad (24)
\]
\[
0 = (q - 3)\rho_{1,1}^2 + 2\rho_{1,1}\rho_{3,1} \cos \phi_1 + (r - 1)\rho_{4,1}^2, \quad (25)
\]
\[
0 = (r - 3)\rho_{1,2}^2 + 2\rho_{1,2}\rho_{3,2} \cos \phi_2 + (q - 1)\rho_{4,2}^2, \quad (26)
\]
\[
1 = (q - 2)\rho_{1,1}^2 + \rho_{3,1}^2 + (r - 1)\rho_{4,1}^2, \quad (27)
\]
\[
1 = (r - 2)\rho_{1,2}^2 + \rho_{3,2}^2 + (q - 1)\rho_{4,2}^2, \quad (28)
\]
\[
0 = \rho_4 \left[ \rho_{3,2} e^{i\theta} + \rho_{3,1} e^{-i\theta} + (q - 2)\rho_{1,1} e^{-i(\theta + \phi_1)} + (r - 2)\rho_{1,2} e^{i(\theta + \phi_2)} \right], \quad (29)
\]
\[ 1 = \rho_4^2 + \rho_6^2, \quad \text{(30)} \]
\[ 0 = 2\rho_4\rho_6 \cos \theta. \quad \text{(31)} \]

Notice that \( \rho_4 = 0 \) directly yields \( S_4 = S_5 = 0 \); in addition \( \text{(30)} \) implies \( S_6 = \pm 1 \), namely absence of scattering between particles from different sectors. It follows that \( \rho_4 = 0 \) corresponds to the case in which the two Potts models decouple, and indeed the system \( \text{(21)-(31)} \) gives back, for each sector, the equations of the previous section.

### 3.2 Solutions

The solutions of equations \( \text{(21)-(31)} \) yield the RG fixed points with \( \mathbb{S}_q \times \mathbb{S}_r \) symmetry. It turns out that the space of solutions can be divided into three subspaces according to the values taken by \( \rho_4 \). The first subspace is that in which the \( q \)-state sector and the \( r \)-state sector are decoupled (\( \rho_4 = 0 \)); in this case the solutions can be immediately traced back to those we saw in the previous section for a single Potts model and do not need further discussion. The second subspace is that in which \( \rho_4 \) varies; we will refer to the solutions in this subspace as solutions of type V. The third subspace is that of solutions with \( \rho_4 = 1 \), which we will call solutions of type S; clearly, in the S-type solutions the two sectors are always strongly coupled. We will also use the notations

\[ x_k = \rho_{1,k} \cos \phi_k, \quad y_k = \rho_{1,k} \sin \phi_k, \quad k = 1, 2, \quad \text{(32)} \]

while the notation \( (\pm) \) will indicate that both signs are allowed. Notice in particular that, due to the form of equations \( \text{(2)} \) and \( \text{(3)} \), given a solution, another solution is obtained reversing the sign of all amplitudes.

The Hamiltonian \( \text{(15)} \) and the equations \( \text{(21)-(31)} \) are invariant under the simultaneous exchanges

\[ q \leftrightarrow r, \quad \text{sector index 1} \leftrightarrow \text{sector index 2}. \quad \text{(33)} \]

It follows that this exchange operation maps a solution of the fixed point equations into another solution. Some solutions will be mapped into themselves and will be called exchange-invariant solutions. In these invariant solutions the \( q \)-state sector and the \( r \)-state sector play a symmetric role: they are both ferromagnetic, or both antiferromagnetic on the same lattice. This is the case normally considered when referring to coupled Potts models, and in this section we will list the exchange-invariant solutions. More generally – for example for the application to correlated percolation of the next section – it is relevant to know also the noninvariant solutions, which we then list in appendix \( \text{A1} \). If a noninvariant solution possesses a decoupling limit \( \rho_4 \rightarrow 0 \), the amplitudes obtained in the
3.2.1 Solutions with varying $\rho_4$

We give here the solutions of type V invariant under the exchange operation (33). They are denoted by V followed by a number distinguishing the different solutions. These numbers come from a different selection process and are not presented in progressive order.

A first group of solutions – V5, V14 and V20 – are defined in the range $s$ of $q$ and $r$ shown in figure 5. They read

$$
\rho_{0,1} = \rho_{3,1} = \pm (r^2 - 6r + 6)f(q, r), \quad \rho_{0,2} = \rho_{3,2} = \pm (q^2 - 6q + 6)f(q, r)
$$

$$
x_1 = -\frac{q-4}{2}\rho_{0,1}, \quad y_1 = (\pm)\frac{r-2}{2}g(q, r), \quad x_2 = -\frac{r-4}{2}\rho_{0,2}, \quad y_2 = -\frac{q-2}{r-2}y_1
$$

$$
\rho_4 = \sqrt{\frac{(q^2-6q+6)^2}{q^2-5q+5}(q-3) - \frac{(r^2-6r+6)^2}{r^2-5r+5}(r-3)}\frac{(r^2-6r+6)^2}{r^2-5r+5}(q-1) - \frac{(q^2-6q+6)^2}{q^2-5q+5}(r-1)}, \quad \theta = (\pm)\frac{\pi}{2}, \quad \rho_6 = (\pm)\sqrt{1-\rho_4^2}, \quad (34)
$$

$$
f(q, r) = \sqrt{\frac{4 - q - r}{(qr - q - r)[(q^2 - 5q + 5)(r^2 - 5r + 5) - qr + q + r - 1]}},
$$

$$
g(q, r) = \sqrt{\frac{(qr - 2q - 2r + 6)[(q^2 - 6q + 6)(r - 2) + (q - 2)(r^2 - 6r + 6)]}{(qr - q - r)[(q^2 - 5q + 5)(r^2 - 5r + 5) - qr + q + r - 1]}},
$$

Figure 5: Domains of definition in the $q$-$r$ plane for the solutions V5, V14 and V20.

This was not possible in the case of [28], where $n$ identical Potts replicas were considered for the purpose of studying quenched disorder ($n \to 0$).
\[ \begin{align*}
\rho_{0,1} &= \rho_{0,2} = 0, \quad \rho_{3,1} = 2x_1, \quad \rho_{3,2} = 2x_2, \quad x_1 = \pm \frac{r}{2} \sqrt{4 - q - r \over q + r - qr}, \\
y_1 &= (\pm) \frac{r - 2}{2} \sqrt{q + r \over q + r - qr}, \quad y_2 = -\frac{q - 2}{r - 2} y_1, \quad x_2 = \frac{q}{r} x_1, \\
\rho_4 &= \sqrt{q^2 + r^2 - 3(q + r) + qr \over q + r - qr}, \quad \rho_6 = (\pm) \sqrt{1 - \rho_4^2}, \quad \theta = (\pm) \frac{\pi}{2}.
\end{align*} \] (35)

\[ \begin{align*}
\rho_{0,1} &= \pm \frac{r^2 - 4r + 2}{\sqrt{1 - (q - 3)(q - 1)(r - 3)(r - 1)}}, \quad \rho_{0,2} = \frac{q^2 - 4q + 2}{r^2 - 4r + 2} \rho_{0,1}, \\
x_1 &= -\frac{q - 4}{2} \rho_{0,1}, \quad x_2 = \frac{r - 4}{2} \rho_{0,2}, \quad \rho_{3,1} = -(q - 3) \rho_{0,1}, \quad \rho_{3,2} = -(r - 3) \rho_{0,2}, \\
y_1 &= (\pm) \frac{r - 2}{2} \sqrt{4 - (q - 2)^2(r - 2)^2 \over 1 - (q - 3)(q - 1)(r - 3)(r - 1)}, \quad y_2 = -\frac{q - 2}{r - 2} y_1, \\
\rho_4 &= \sqrt{\frac{q^2}{r - 3}(r^2 - 4r + 2)^2 - \frac{r + 1}{q - 3}(q^2 - 4q + 2)^2 \over r - 3}, \quad \theta = (\pm) \frac{\pi}{2}, \quad \rho_6 = (\pm) \sqrt{1 - \rho_4^2}.
\end{align*} \] (36)

Then we have the solutions V1, V15, V21 and V33 with \( q = r \). They all possess a free parameter and correspond to lines of fixed points at fixed \( q = r \) (see figure 8). For V15, V21 and V33 the free parameter is \( \rho_4 \) itself (figure 8). The four solutions are

- **V1** defined in the interval \( q = r \in (2, 3) \)

\[ \begin{align*}
\rho_{0,1} &= \rho_{3,1} = \rho_{0,2} = \rho_{3,2} = 0, \quad \rho_{1,1} = \rho_{1,2} = 1, \quad \phi_1 = -\phi_2 \in [0, 2\pi), \\
\rho_4 &= \sqrt{3 - q \over q - 1}, \quad \theta = (\pm) \frac{\pi}{2}, \quad \rho_6 = (\pm) \sqrt{2 q - 2 \over q - 1}.
\end{align*} \] (37)

- **V15** defined in the interval \( q = r \in (-1, 3) \)

\[ \begin{align*}
\rho_{0,1} &= \rho_{0,2} = 0, \quad \rho_{3,1} = \rho_{3,2} = 2x_1, \quad \theta = (\pm) \frac{\pi}{2}, \quad \rho_6 = (\pm) \sqrt{1 - \rho_4^2} \\
x_1 = x_2 &= \pm \frac{1}{2} \sqrt{3 - q + (q - 1)\rho_4^2}, \quad y_1 = -y_2 = (\pm) \sqrt{1 + q + (q - 1)\rho_4^2} \\
0 < \rho_4 &< \begin{cases} 
\sqrt{\frac{1 + q}{1 - q}}, & -1 < q < 0, \\
1, & 0 \leq q \leq 2, \\
\sqrt{\frac{2 - q}{q - 1}}, & 2 < q < 3.
\end{cases}
\] (38)
• V21 defined in the interval $q = r \in (0, 4)$

$$
\rho_{0,1} = \rho_{0,2} = \pm \sqrt{1 + \frac{q-1}{q-3} \rho_4^2}, \quad x_1 = x_2 = -\frac{q-4}{2} \rho_{0,1}, \quad \theta = (\pm) \frac{\pi}{2},
$$

$$
y_1 = -y_2 = (\pm) \frac{1}{2} \sqrt{q(4-q) - \frac{(q-1)(q-2)^2}{q-3} \rho_4^2}, \quad \rho_{3,1} = \rho_{3,2} = -(q-3) \rho_{0,1},
$$

where $q^* \approx 0.231 \ldots$ is the real root of the polynomial $q^3 - 6q^2 + 10q - 2$.

• V33 defined in the interval $q = r \in (q', 3) \cup \left(4, \frac{7+\sqrt{17}}{2}\right)$
\[ \rho_{0,1} = \rho_{0,2} = \rho_{3,1} = \rho_{3,2} = \pm \sqrt{\frac{q - 3 + (q - 1)\rho_1^2}{q^2 - 5q + 5}}, \quad x_1 = x_2 = -\frac{q - 4}{2} \rho_{0,1}, \]

\[ y_1 = -y_2 = (\pm) \frac{1}{2} \sqrt{\frac{(4 - q)(q^2 - 7q + 8) - (q - 2)^2(q - 1)\rho_1^2}{q^2 - 5q + 5}}, \quad \theta = (\pm) \frac{\pi}{2}, \]

\[ \rho_6 = (\pm) \sqrt{1 - \rho_4^2}, \quad \rho_4 \in \begin{cases} (0, 1), & q' < q < \frac{7 - \sqrt{17}}{2}, \\ \frac{7 - \sqrt{17}}{2} < q < 2, \\ 2 < q < 3, \\ \frac{4 - q(q^2 - 7q + 8)}{(q - 2)^2(q - 1)}), \quad 4 < q < \frac{7 + \sqrt{17}}{2}, \end{cases} \]

where \( q' \approx 1.425 \ldots \) is the real root of the polynomial \( q^3 - 8q^2 + 22q - 18 \).

Finally there are solutions defined only for isolated values of \( q \) and \( r \). The first is

- **V13** defined for \( r = q = 2 \)

\[ \rho_{0,1} = \rho_{0,2} = \rho_{3,1} = \rho_{3,2} = x_1 = x_2 = \pm \sqrt{1 - \rho_3^2}, \quad \theta = (\pm) \frac{\pi}{2} \]

\[ y_1 = (\pm) 1, \quad y_2 = (\pm) 1, \quad \rho_6 = (\pm) \sqrt{1 - \rho_4^2}, \quad \rho_4 \in (0, 1), \]

while the others correspond to less interesting (irrational) values of \( q \) and \( r \) and will not be listed.

### 3.2.2 Solutions with \( \rho_4 = 1 \)

When \( \rho_4 = 1 \) (and then \( \rho_6 = 0 \)), it can be seen that \([20]\) allows to express \( \theta \) in the form

\[ \tan(\theta + \pi j) = \frac{(q - 2)\rho_{1,1} \cos \phi_1 + \rho_{3,1} + (r - 2)\rho_{1,2} \cos \phi_2 + \rho_{3,2}}{(q - 2)\rho_{1,1} \sin \phi_1 + (r - 2)\rho_{1,2} \sin \phi_2}, \quad j = 0, 1, \quad (42) \]

with the condition

\[ [(q - 2)\rho_{1,1} \cos \phi_1 + \rho_{3,1}]^2 + (q - 2)^2 \rho_{1,1}^2 \sin^2 \phi_1 = [(r - 2)\rho_{1,2} \cos \phi_2 + \rho_{3,2}]^2 + (r - 2)^2 \rho_{1,2}^2 \sin^2 \phi_2. \quad (43) \]

If \( (q - 2)\rho_{1,1} \cos \phi_1 + \rho_{3,1} = (q - 2)\rho_{1,1} \sin \phi_1 = (r - 2)\rho_{1,2} \cos \phi_2 + \rho_{3,2} = (r - 2)\rho_{1,2} \sin \phi_2 = 0 \), \( \theta \) becomes a free parameter. We can solve for the remaining parameters, which satisfy the equations

\[ 0 = (q - 4)\rho_{0,1}^2 + 2p_{1,1}\rho_{0,1} \cos \phi_1, \quad 0 = (r - 4)\rho_{0,2}^2 + 2p_{1,2}\rho_{0,2} \cos \phi_2, \]

\[ 1 = (q - 3)\rho_{0,1}^2 + \rho_{1,1}^2, \quad 1 = (r - 3)\rho_{0,2}^2 + \rho_{1,2}^2, \]

\[ 1 - r = (q - 3)\rho_{1,1}^2 + 2p_{1,1}\rho_{3,1} \cos \phi_1, \quad 1 - q = (r - 3)\rho_{1,2}^2 + 2p_{1,2}\rho_{3,2} \cos \phi_2, \]

\[ 2 - r = (q - 2)\rho_{1,1}^2 + \rho_{3,1}^2, \quad 2 - q = (r - 2)\rho_{1,2}^2 + \rho_{3,2}^2. \quad (44) \]
Notice that the last two equations imply that no solution in this class exists if both $q$ and $r$ are larger than 2.

We list here the exchange-invariant solutions, starting with

- **S1** defined for $q + r = 4$

  \[
  \rho_{0,1} = \rho_{0,2} = \rho_{3,1} = \rho_{3,2} = 0, \quad \phi_1, \phi_2 \in [0, 2\pi), \quad \rho_{1,1} = \rho_{1,2} = 1. \quad (45)
  \]

  The three solutions S3, S6 and S8 are instead defined for the values of $q$ and $r$ shown in figure 7. They read

- **S3**

  \[
  \begin{align*}
  \rho_{0,1} &= \rho_{3,1} = (\pm)\sqrt{\frac{q + r - 4}{q^2 - 5q + 5}}, & \rho_{0,2} &= \rho_{3,2} = (\pm)\sqrt{\frac{q + r - 4}{r^2 - 5r + 5}}, \\
  x_1 &= -\frac{q - 4}{2} \rho_{0,1}, & y_1 &= (\pm)\frac{1}{2} \sqrt{\frac{(4 - q)(q^2 - 7q + 8) - (q - 2)^2(r - 1)}{q^2 - 5q + 5}}, \\
  x_2 &= -\frac{r - 4}{2} \rho_{0,2}, & y_2 &= (\pm)\frac{1}{2} \sqrt{\frac{(4 - r)(r^2 - 7r + 8) - (r - 2)^2(q - 1)}{r^2 - 5r + 5}}.
  \end{align*}
  \]

  \[
  (46)
  \]

- **S6**

  \[
  \begin{align*}
  \rho_{0,1} &= \rho_{0,2} = 0, & \rho_{3,1} &= 2x_1, & \rho_{3,2} &= 2x_2 \\
  x_1 &= (\pm)\frac{1}{2} \sqrt{4 - q - r}, & x_2 &= (\pm)\frac{1}{2} \sqrt{4 - q - r} \\
  y_1 &= (\pm)\frac{1}{2} \sqrt{q + r}, & y_2 &= (\pm)\frac{1}{2} \sqrt{q + r},
  \end{align*}
  \]

  \[
  (47)
  \]
Finally, we have solutions defined for isolated values of $q$ and $r$. The first one is

\begin{align*}
\rho_{0,1} &= (\pm)\sqrt{\frac{q + r - 4}{q - 3}} & \rho_{0,2} &= (\pm)\sqrt{\frac{q + r - 4}{r - 3}} \\
x_1 &= -\frac{q - 4}{2}\rho_{0,1}, & \rho_{3,1} &= -(q-3)\rho_{0,1}, & x_2 &= -\frac{r - 4}{2}\rho_{0,2}, & \rho_{3,2} &= -(r-3)\rho_{0,2} \\
y_1 &= (\pm)\frac{1}{2}\sqrt{\frac{4 - q(r - 2)^2 - q(q - 4)^2}{q - 3}}, & y_2 &= (\pm)\frac{1}{2}\sqrt{\frac{4 - q(r - 2)^2 - r(r - 4)^2}{r - 3}}. 
\end{align*}

(48)

While the others are defined for less interesting values of $q$ and $r$ (irrational or zero) and will not be listed.

### 3.3 Some implications

We notice first of all that for $q = r = 2$ the Hamiltonian (15) becomes that of the Ashkin-Teller model (two coupled Ising models) [61]. The Ashkin-Teller model allows for lines of fixed points – along which the central charge is $c = 1$ and the critical exponents vary continuously – identified perturbatively in [62, 63] and exactly in [33]. Also in our present formulation we see that at $q = r = 2$ the solutions $V_{15}, V_{21}, V_{33}, V_{13}, S_1$ and $S_9$ all possess a free parameter providing the coordinate along a critical line.

Excluding the Ashkin-Teller case, we also see that the only critical points corresponding to coupled models with $q$ and $r$ integers larger than 1 are provided by solution $V_5$ for $(q, r) = (2, 5)$ and solution $V_{33}$ for $q = r = 5$. Both $V_5$ and $V_{33}$ appear to be related to solution $V$ of table 1 for a single Potts model. One implication is that for criticality in coupled ferromagnets we are left with Ashkin-Teller only. As a particular case, these results confirm the conclusion of theoretical and numerical studies [64, 65, 66, 67] which found no fixed points in two coupled Potts ferromagnets with $q = r = 3, 4, \ldots$.

The nontrivial phenomenon of a critical line with continuously varying exponents for fixed symmetry provided by the Ashkin-Teller model is made possible by the fact that at criticality this model renormalizes on the Gaussian model (free scalar boson), which in two dimensions allows for a continuous spectrum of scaling dimensions [40]. The same free boson accounts for the line of fixed points of a single 3-state Potts model (solution I of table 1) [29], and is expected to generate all lines of fixed points at fixed symmetry in two dimensions. In particular, it should be contained in the field theories corresponding to the $q = r$ solutions $V_1, V_{15}, V_{21}$ and $V_{33}$, which span surfaces of fixed points as $q$
Figure 8: The solutions V1, V15, V21, and V33 in the parameter subspace \((\rho_{1,1} \sin(\phi_1), \rho_4)\) along with the decoupled solutions I, II, III, IV and V, and the strongly coupled solution S1, S3, S6, S8 for \(q = r\). All the surfaces corresponding to the V-type solutions meet along the black lines for \(2 < q < 3\).

varies (figure 8), and then lines of fixed points for \(q\) fixed. Quite interestingly a solvable square lattice realization of the \(q = r\) model originally obtained in \([68]\) and further studied in \([69, 70]\) has been found in \([71]\) to possess a continuous spectrum of critical exponents associated to a free boson. This lattice solution terminates at \(q = 4\) and has \(q = 3\) as a decoupling point; it should then be related to our solution V21. It can be seen also from figure 8 that in the decoupling limit \(\rho_4 \to 0\) the solution V21 gives solution III for the two \(q\)-state models, and we saw in section 2 that solution III can describe both the ferromagnet and the square lattice antiferromagnet (recall table 2). In \([71]\) the lattice solution results from the coupling of two antiferromagnets; on the other hand the central charge proposed in \([70, 71]\) gives at the decoupling point \(q = 3\) the value \(8/5\), which is that of two ferromagnets. This point will deserve further investigation.

It was shown in \([72, 73]\) that the requirement of lattice self-duality for the Hamiltonian \((15)\) is satisfied on a one-dimensional manifold in the coupling space of the lattice model. This requirement is distinct from that of scale invariance, so that the room for comparison with our results is necessarily limited. We can nonetheless observe that our results show that scale invariance occurs in the field theoretical coupling space at most on one-dimensional manifolds, which correspond to the lines of fixed points at fixed \(q = r\).
discussed in this subsection.

4 Correlated percolation

Correlated percolation in the $q$-state Potts ferromagnet was studied in \[12\] considering the coupling to an $r$-state Potts model realized by the Hamiltonian (15) with $J_2 = 0$. The site variables of the $r$-component are auxiliary and are eventually eliminated by the limit $r \to 1$. They allow a generalization of the FK expansion in which the clusters are made of connected bonds placed with probability (12) between nearest neighbors with the same value of the $q$-state Potts site variable. This comes from the fact that in (15) $J$ is the coupling of the auxiliary variables to the $q$-state Potts variables. The approximated RG analysis of \[12\] gave two fixed points for the coupled ($J \neq 0$) model for $r \to 1$. Both of them have $J_1$ equal to the critical value $J_c$ of the $q$-state Potts ferromagnet, consistently with the expectation for a fixed point of the $r \to 1$ model. One of the fixed points, for $J = J_c$, was argued to be repulsive and to correspond to the FK clusters. The other fixed point, for $J = J^* > J_c$, was argued to be attractive and to rule the critical behavior of spin clusters, which by definition correspond to $J = \infty$ ($p = 1$). The lines spanned by the two fixed points as a function of $q$ were conjectured in \[12\] to coalesce and terminate at $q = 4$, although this could not actually be seen within the approximated RG method.

We are now in the position of discussing Potts correlated percolation in light of our exact fixed point solutions. Observe first of all that for $r = 1$ the equations (21), (23), (25) and (27) exactly reproduce the system (7)-(10) which determines the fixed points of a decoupled $q$-state Potts model. This implies that, even in the coupled model ($\rho_4 \neq 0$), for $r \to 1$ the amplitudes of the $q$-state sector – namely the amplitudes $S_{i,1}$, $i = 0, 1, 2, 3$, involving only excitations in the $q$-state sector – coincide with one of the solutions of table 1 for the decoupled $q$-state Potts model. This can indeed be checked plugging $r = 1$ in the solutions of section 3.2. On the other hand, it must be taken into account that, even for $r \to 1$, the remaining amplitudes – involving excitations in the auxiliary $r$-state sector – cannot be forgotten, since also the auxiliary degrees of freedom will normally contribute to the results. It follows that, taking into account the full set of amplitudes that determine a fixed point solution, the range of $q$ in which the solution is defined for $r \to 1$ is in general smaller than that given in table 1 for the amplitudes of the $q$-state sector. This is due to the fact that in general the $r$-state (auxiliary) degrees of freedom are not critical in the full range in which the $q$-state degrees of freedom are critical. In particular, inspection of the

11This is immediately understood thinking to the basic example of random percolation as the limit $r \to 1$ of the $r$-state Potts model. In this case all the degrees of freedom are auxiliary, but nevertheless determine all the percolative properties. Extensive illustrations in the scattering formalism for the off-critical case are given in \[74, 75, 76, 77, 78\].
solutions of section 3.2 and appendix A shows that in the \( r \to 1 \) coupled model there is no critical line continuously defined in the whole range \( q \in [2, 4] \). This excludes, in particular, that spin clusters can be fully described through some analytic continuation performed in this range, consistently with the numerical findings of [21, 22]. The possibility remains, however, that analytic continuation holds for some specific quantity that can be evaluated directly at \( r = 1 \), where the number of auxiliary degrees of freedom is strictly zero, and one can recover the branches of solution III of table 1 in their full range of definition \( q \in [0, 4] \).

In light of our present results, it seems interesting to recall that different convergence patterns of spin clusters towards a fixed point were observed below and above \( q \approx 2.5 \) in the Monte Carlo simulations performed in [21], where the range \( q \in [1, 4] \) was scanned in steps of 0.25. This can be compared with our finding that in the \( r \to 1 \) coupled model there is a discontinuity in the critical properties at \( q = 3 \), since solution S8 provides a critical line in the range \( q \in [0, 3] \), and solution \( \tilde{S}5 \) provides a critical line in the range \( q \in (3, 4] \); here the tilde indicates the solution obtained from (57) under the exchanges (33). As \( r \to 1 \), both S8 and \( \tilde{S}5 \) tend to solution III of table 1 in the \( q \)-state sector and in their respective domains of definition.

5 Conclusion

In this paper we used scale invariant scattering theory to exactly determine the RG fixed points of a \( q \)-state Potts model coupled to an \( r \)-state Potts model in two dimensions. The analysis is performed directly in the continuum limit, looking for conformally invariant points within the basis of particle excitations. The results are obtained for continuous values of \( q \) and \( r \), and include both ferromagnetic and antiferromagnetic interactions. For \( q \) and \( r \) integers larger than 1 the room for criticality turns out to be quite limited, and for coupled ferromagnets one is only left with the Ashkin-Teller case \( (q = r = 2) \), which allows for lines of fixed points. Once the number of states is allowed to be noninteger, an interesting phenomenon is the appearance of surfaces of fixed points spanned as \( q = r \) varies. One of these surfaces appears to correspond to the case of coupled square lattice antiferromagnets previously studied in the lattice literature [68, 69, 70, 71].

As a particular case, we have exact access to the limit \( r \to 1 \), which is related to Potts correlated percolation and up to now could only be studied through the approximated RG calculations of [12]. We find that in the coupled model there is no critical line along which

\footnote{We further illustrate this point in appendix B.}

\footnote{Noninteger values of \( q \) have been studied numerically also with transfer matrix techniques in [79, 80], where the data have been used to conjecture domain wall exponents (see also [81]).}
the degrees of freedom of the $q$-state sector and those of the $(r = 1 + \epsilon)$-state sector are critical with continuity in the whole range $q \in [2, 4]$. This implies that the conjecture that Potts spin clusters can be described as an analytic continuation of FK clusters cannot hold for all cluster properties, and explains why the conjecture was numerically found to fail for the quantities considered in [21, 22]. On the other hand, the conjecture could hold for some specific property that can be determined directly at $r = 1$, where the number of degrees of freedom in the $r$-state sector is strictly zero and the constraints coming from that sector can be ignored. This might still allow the formula for the fractal dimension of spin clusters, conjectured in [15] and up to now consistent with numerical simulations, to be exact.

A Exchange-noninvariant solutions

We list in this appendix the solutions of the fixed point equations (21)-(31) which are noninvariant under the exchange operation (33). This operation maps each of the solutions below into another solution, which we do not list.

We first have the following solutions with varying $\rho_4$ and domains of definition shown in figure 9:

- $V_2$

  \[ \rho_{0,1} = \rho_{3,1} = 0, \quad \rho_{0,2} = \rho_{3,2} = \pm \sqrt{\frac{(r-q)(r+q-4)}{(r-1)(r^2-5r+5)}}, \]

  \[ x_1 = -\frac{(r^2-6r+6)}{2(q-2)}\rho_{0,2}, \quad x_2 = -\frac{r-4}{2}\rho_{0,2}, \quad \theta = (\pm)\frac{\pi}{2}, \quad y_1 = -\frac{r-2}{q-2}y_2, \quad \rho_6 = (\pm)\sqrt{\frac{q+r-4}{r-1}}, \quad \rho_4 = \sqrt{\frac{3-q}{r-1}}, \]

  \[ y_2 = (\pm)\frac{1}{2}\sqrt{\frac{(q-3)(q-1)}{r-1} + \frac{(q-4)q+r+5}{r^2-5r+5}} - r + 6, \]

- $V_6$

  \[ \rho_{0,1} = \rho_{0,2} = \rho_{3,1} = 0, \quad \rho_{3,2} = 2x_2, \quad \theta = (\pm)\frac{\pi}{2}, \]

  \[ x_1 = \frac{r}{q-2}x_2, \quad x_2 = \pm \frac{1}{2}\sqrt{\frac{(q-r)(q+r-4)}{r-1}}, \quad \rho_4 = \sqrt{\frac{3-q}{r-1}}, \]

  \[ y_1 = -\frac{r-2}{q-2}y_2, \quad y_2 = (\pm)\frac{1}{2}\sqrt{\frac{r^2-(q-2)^2}{r-1}}, \quad \rho_6 = (\pm)\sqrt{\frac{r+q-4}{r-1}}, \]
Figure 9: Domains of definition of the solutions V2, V6, V8, V10, V12 and V17.

- V8

\[
\begin{align*}
\rho_{0,1} &= \rho_{3,1} = 0, \quad \rho_{0,2} = \pm \sqrt{\frac{(r-q)(q+r-4)}{(r-1)(r-3)}}, \quad \rho_{3,2} = -(r-3)\rho_{0,2}, \quad \theta = \left(\pm\frac{\pi}{2}\right), \\
x_1 &= -\frac{r^2 - 4r + 2}{2(q-2)}\rho_{0,2}, \quad x_2 = -\frac{r-4}{2}\rho_{0,2}, \quad \rho_4 = \sqrt{\frac{3-q}{r-1}}, \quad \rho_6 = (\pm)\sqrt{\frac{q+r-4}{r-1}}, \\
y_1 &= -\frac{r-2}{q-2}y_2, \quad y_2 = (\pm)\frac{1}{2}\sqrt{\frac{(q-3)(q-1)}{(r-3)(r-1)}(r-2)^2 - r(r-4)},
\end{align*}
\]

(52)
\[ \rho_{0,1} = \rho_{3,1} = \pm r \sqrt{\frac{(q - r)(q + r - 4)}{(q - 1)(q^2 - 5q + 5)r^2 + (q^2 - 6q + 6)^2(r - 1)}}, \quad \rho_{0,2} = 0, \]

\[ x_1 = -\frac{q - 4}{2} \rho_{0,1}, \quad x_2 = -\frac{q^2 - 6q + 6}{2r} \rho_{0,1}, \quad \rho_{3,2} = 2x_2, \quad \theta = (\pm) \frac{\pi}{2}, \]

\[ y_1 = (\pm) \frac{r - 2}{2} \beta(q, r), \quad y_2 = -\frac{q - 2}{r - 2} y_1, \quad \rho_4 = \sqrt{\frac{r^2(3 - r)(q^2 - 5q + 5) + (3 - q)(q^2 - 6q + 6)^2}{r^2(q - 1)(q^2 - 5q + 5) + (r - 1)(q^2 - 6q + 6)^2}}, \quad \rho_6 = (\pm) \sqrt{1 - \rho_4^2}, \quad (53) \]

\[ \rho_{0,1} = \rho_{3,1} = \pm (r^2 - 4r + 2) \alpha(q, r), \quad \rho_{0,2} = \pm (q^2 - 6q + 6) \alpha(q, r), \quad \theta = (\pm) \frac{\pi}{2}, \]

\[ x_1 = -\frac{q - 4}{2} \rho_{0,1}, \quad x_2 = -\frac{(r - 4)}{2} \rho_{0,2}, \quad \rho_{3,2} = -(r - 3) \rho_{0,2}, \quad \rho_6 = \pm \sqrt{1 - \rho_4^2}, \]

\[ y_1 = (\pm) \frac{r - 2}{2} \beta(q, r), \quad y_2 = -\frac{q - 2}{r - 2} y_1, \quad \rho_4 = \sqrt{\frac{r^2 - 4r + 2 - (q - 3)(q^2 - 6q + 6)^2}{[q^2 - 6q + 6]r^2 - 5q + 5(r - 1)(r^2 - 4r + 2)^2}}, \quad (54) \]

\[ \alpha(q, r) = \sqrt{\frac{(r - q)(q + r - 4)}{(q^2 - 6q + 6)^2(r - 3)(r - 1) - (q - 1)(q^2 - 5q + 5)(r^2 - 4r + 2)^2}}, \]

\[ \beta(q, r) = \sqrt{\frac{(q^2 - 6q + 6)^2(r^2 - 2)^2 - (q - 2)^2(r^2 - 4r + 2)^2}{(q^2 - 6q + 6)^2(r - 3)(r - 1) - (q - 1)(q^2 - 5q + 5)(r^2 - 4r + 2)^2}}, \]

\[ \rho_{0,1} = 0, \quad \rho_{0,2} = q \sqrt{\frac{(q - r)(4 - r)}{q^2(r - 3)(r - 1) + (q - 1)(r^2 - 4r + 2)^2}}, \quad \theta = (\pm) \frac{\pi}{2}, \]

\[ x_1 = -\frac{r^2 - 4r + 2}{2q} \rho_{0,2}, \quad x_2 = -\frac{r - 4}{2} \rho_{0,2}, \quad \rho_{3,1} = 2x_1, \quad \rho_{3,2} = -(r - 3) \rho_{0,2}, \]

\[ y_1 = (\pm) \frac{r - 2}{2} \beta(q, r) \sqrt{\frac{q^2(r - 3)(r - 1) + (q - 1)(r^2 - 4r + 2)^2}{q^2(r - 3)(r - 1) + (q - 1)(r^2 - 4r + 2)^2}}, \quad y_2 = -\frac{q - 2}{r - 2} y_1, \quad (55) \]

\[ \rho_4 = \sqrt{\frac{(r - 3)(3q^2 - (r^2 - 4r + 2)^2)}{q^2(r - 3)(r - 1) + (q - 1)(r^2 - 4r + 2)^2}}, \quad \rho_6 = (\pm) \sqrt{1 - \rho_4^2}. \]

Then we have the following solutions with \( \rho_4 = 1 \) and domains of definition shown in figure 10.
Figure 10: Domains of definition of the solutions S4, S5 and S7.

- **S4**
  \[
  \rho_{0,1} = \rho_{3,1} = (\pm) \sqrt\frac{q + r - 4}{q^2 - 5q + 5}, \quad x_1 = -\frac{q - 4}{2}\rho_{0,1}, \\
  y_1 = (\pm) \frac{1}{2} \sqrt\frac{(4 - q)(q^2 - 7q + 8) - (q - 2)^2(r - 1)}{q^2 - 5q + 5}, \\
  \rho_{0,2} = 0, \quad \rho_{3,2} = 2x_2 = (\pm) \sqrt{4 - q - r}, \quad y_2 = (\pm) \frac{1}{2} \sqrt{4 + r}.
  \]

- **S5**
  \[
  \rho_{0,1} = \rho_{3,1} = (\pm) \sqrt\frac{q + r - 4}{q^2 - 5q + 5}, \quad \rho_{0,2} = (\pm) \sqrt\frac{q + r - 4}{r - 3}, \quad \rho_{3,2} = -(r - 3)\rho_{0,2}, \\
  x_1 = -\frac{q - 4}{2}\rho_{0,1}, \quad y_1 = (\pm) \frac{1}{2} \sqrt\frac{(4 - q)(q^2 - 7q + 8) - (q - 2)^2(r - 1)}{q^2 - 5q + 5}, \\
  x_2 = -\frac{r - 4}{2}\rho_{0,2}, \quad y_2 = (\pm) \frac{1}{2} \sqrt\frac{4 - q(r - 2)^2 - r(r - 4)^2}{r - 3}.
  \]

- **S7**
  \[
  \rho_{0,1} = 0, \quad \rho_{3,1} = 2x_1 \quad \rho_{0,2} = (\pm) \sqrt\frac{q + r - 4}{r - 3}, \quad \rho_{3,2} = -(r - 3)\rho_{0,2}, \\
  x_1 = (\pm) \frac{1}{2} \sqrt{4 - q - r}, \quad y_1 = (\pm) \frac{1}{2} \sqrt{q + r}, \\
  x_2 = -\frac{r - 4}{2}\rho_{0,2}, \quad y_2 = (\pm) \frac{1}{2} \sqrt\frac{4 - q(r - 2)^2 - r(r - 4)^2}{r - 3}.
  \]

Finally there are solutions defined only for isolated values of \(q\) and \(r\), of which we only list those defined for nonzero integer values of \(q\) and \(r\):
• V7 defined for \( q = 3, r = 1 \)
\[
\rho_{0,1} = \rho_{0,2} = \rho_{3,1} = 0, \quad x_1 = x_2 = \frac{1}{2} \rho_{3,2} = \pm \frac{1}{\sqrt{2}} \sqrt{1 - \rho_4^2}, \quad \theta = (\pm) \frac{\pi}{2},
\]
\[
y_1 = y_2 = (\pm) \frac{1}{\sqrt{2}} \sqrt{1 + \rho_4^2}, \quad \rho_6 = (\pm) \sqrt{1 - \rho_4^2}, \quad \rho_4 \in (0, 1),
\]  
(59)

• V9 defined for \( q = 3, r = 1 \)
\[
\rho_{0,1} = \rho_{3,1} = 0, \quad \rho_{0,2} = 2x_1 = \frac{2}{3} x_2 = \frac{1}{2} \rho_{3,2} = \pm \sqrt{1 - \rho_4^2}, \quad \rho_{0,2} = 0, \quad \theta = (\pm) \frac{\pi}{2},
\]
\[
y_2 = y_1 = (\pm) \frac{1}{2} \sqrt{3 + \rho_4^2}, \quad \rho_6 = (\pm) \sqrt{1 - \rho_4^2}, \quad \rho_4 \in (0, 1),
\]  
(60)

• V11 defined for \( q = r = 2 \)
\[
\rho_{0,1} = \rho_{3,1} = \rho_{3,2} = x_1 = 2x_2 = \pm \sqrt{1 - \rho_4^2}, \quad \rho_{0,2} = 0, \quad \theta = (\pm) \frac{\pi}{2},
\]
\[
y_1 = (\pm) 1, \quad y_2 = (\pm) \frac{1}{2} \sqrt{3 + \rho_4^2}, \quad \rho_6 = (\pm) \sqrt{1 - \rho_4^2}, \quad \rho_4 \in (0, 1),
\]  
(61)

• V22 defined for \( q = 3, r = 1 \)
\[
\rho_{0,1} = \rho_{0,2} = 2x_1 = \frac{2}{3} x_2 = \frac{1}{2} \rho_{3,2} = \pm \sqrt{1 - \rho_4^2}, \quad \rho_{3,1} = 0, \quad \theta = (\pm) \frac{\pi}{2},
\]
\[
y_1 = y_2 = (\pm) \frac{1}{2} \sqrt{3 + \rho_4^2}, \quad \rho_6 = (\pm) \sqrt{1 - \rho_4^2}, \quad \rho_4 \in (0, 1).
\]  
(62)

B Scattering eigenstates

Within the scattering description of the coupled \( q \)-state and \( r \)-state Potts models we consider the states

\[
\psi_k = B_k \sum_{\gamma_1 = 1}^{q} A_{\alpha_1 \gamma_1} A_{\gamma_1 \alpha_1} + C_k \sum_{\gamma_2 = 1}^{r} A_{\alpha_2 \gamma_2} A_{\gamma_2 \alpha_2}, \quad k = 1, 2,
\]  
(63)

which scatter into themselves through the phases \( \Phi_k \) given by

\[
\Phi_1 = \frac{1}{2} \left[ (q - 2)S_{2,1} + (r - 2)S_{2,2} + S_{3,1} + S_{3,2} \right.
\]
\[
+ \sqrt{\left( (q - 2)S_{2,1} - (r - 2)S_{2,2} + S_{3,1} - S_{3,2} \right)^2 + 4(q - 1)(r - 1)S_4^2}, \quad (64)
\]

\[
\Phi_2 = \frac{1}{2} \left[ (q - 2)S_{2,1} + (r - 2)S_{2,2} + S_{3,1} + S_{3,2} \right.
\]
\[
- \sqrt{\left( (q - 2)S_{2,1} - (r - 2)S_{2,2} + S_{3,1} - S_{3,2} \right)^2 + 4(q - 1)(r - 1)S_4^2}. \quad (65)
\]

\]
The coefficients in (63) are given by
\[
B_k = S_{3,2} + (r - 2)S_{2,2} - (r - 1)S_4 - \Phi_k ,
\]
\[
C_k = S_{3,1} + (q - 2)S_{2,1} - (q - 1)S_4 - \Phi_k .
\] (66)

In the decoupled case \( S_4 = 0 \) the phases \( \Phi_1 \) and \( \Phi_2 \) reduce to \( (q - 2)S_{2,1} + S_{3,1} \) and \( (r - 2)S_{2,2} + S_{3,2} \), respectively, as they should (recall (14)). As a generalization of (13), in the coupled case the relations
\[
\Phi_k = e^{-2\pi i \Delta_{\eta_k}}
\] (67)
give the conformal dimensions \( \Delta_{\eta_1} \) and \( \Delta_{\eta_2} \) of the fields which create the particles in the \( q \)-state sector and in the \( r \)-state sector, respectively.

Notice that in the limit \( r \to 1 \) relevant for correlated percolation the phase \( \Phi_1 \) for the \( q \)-state sector becomes
\[
\Phi_1|_{r=1} = (q - 2)S_{2,1} + S_{3,1} ,
\] (68)
which is the value (14) for the decoupled \( q \)-state model. As a consequence (67) yields for \( \Delta_{\eta_1}|_{r=1} \) the value of the decoupled model, in spite of the fact that the coefficients
\[
B_1|_{r=1} = S_{3,2} - S_{2,2} - (q - 2)S_{2,1} - S_{3,1} ,
\] (69)
\[
C_1|_{r=1} = -(q - 1)S_4
\] (70)
are both nonzero in the coupled case \( S_4 \neq 0 \). Hence, \( \Delta_{\eta_1} \) provides an example of a quantity that can be evaluated directly at \( r = 1 \), where the degrees of freedom in the \( r \)-state sector play no role, since their number is strictly zero. Other quantities, on the other hand, will be determined by ratios in which both the numerator and the denominator vanish at \( r = 1 \).

The limit \( r \to 1 \) exists, but is determined by evaluation at \( r = 1 + \epsilon \), where the auxiliary \( r \)-state degrees of freedom are present and contribute. The three-point connectivity of random percolation provides an exact illustration of this mechanism [18].
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