Abstract
The paper presents the project of an open source C/C++ library of analytical solutions to micromechanical fields within media with ellipsoidal heterogeneities. The solutions are based on Eshelby’s stress-free, in general polynomial, eigenstrains and equivalent inclusion method. To some extent, the interactions among inclusions in a non-dilute medium are taken into account by means of the self-compatibility algorithm. Moreover, the library is furnished with a powerful I/O interface and conventional homogenization tools. Advantages and limitations of the implemented strategies are addressed through comparisons with reference solutions by means of the Finite Element Method.
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1. Introduction

In this paper we present a C/C++ library of analytical solutions to classical micromechanical problems. In particular, the library µMECH provides users with routines evaluating perturbations of local mechanical fields as strains, stresses, and displacements within a composite medium consisting of isolated ellipsoidal inhomogeneities embedded in an infinite matrix. The implemented, purely analytical solutions to both internal and external fields, i.e. inside and outside inclusion domains, are based on the influential J. D. Eshelby work [1] and are accomplished in two and three dimensions. The library deals with the heterogeneity problem by means of the equivalent inclusion method. It substitutes heterogeneities with appropriate inclusions subjected to transformation stress free eigenstrains consistent
with applied far-field strains [1]. Both, constant and polynomial transformation eigenstrains are allowed. The latter is conveniently used to deal with the interacting multiple inclusions. In particular, the interactions among inclusions in a non-dilute media are taken into account by means of the so called self-compatibility algorithm, the fixed version of its ill-posed predecessor reported in [2]. In multiple inclusion problems, contact points among inclusions are allowed however penetrations are not.

\( \mu \text{MECH} \) was principally designed as a subroutine of Finite Element packages (FEM), justifying so a generic structure of the code and I/O interfaces. It is capable providing Generalized Finite Element environments with subscale enrichment functions to take into account perturbations in macro-field patterns due to microstructural details so as to avoid homogenization based upscaling [2]. Nonetheless, in order to comply with expectations of the micromechanics community, the library has been equipped with several homogenization routines based on direct numerical integration of local fields or conventional techniques as dilute approximation [1], Mori-Tanaka [3], and Self-consistent schemes [4].

The paper is structured as follows. In Section 2 we introduce the theoretical background of implemented techniques. In particular, we start with the definition of perturbation fields, give some basics to the Equivalent inclusion method, continue with a brief exposition to the aspects of Eshelby solution due to polynomial stress-free eigenstrains, self-compatibility algorithm and conclude with a summary on homogenization schemes. In Section 3 we comment on the architecture of \( \mu \text{MECH} \), the structure of I/O interfaces, and license regulations. Numerical examples compared with reference solutions by means of FEM are discussed in Section 4. Final remarks concluding the exposition are given in Section 5.

2. Background

In what follows, we give a very brief introduction to theoretical background of implemented strategies in \( \mu \text{MECH} \) library. The entire Section 2 can be omitted by readers versed in classical micromechanics. As for the notation used throughout the section, we mostly use the compact tensorial form denoted by different font styles in bold depending on particular order of the tensors. However, where the exposition requires, we resort to standard tensorial notation with indices. For instance,

\[
c_i = A_{ijkl}a_{kl}b_j = A : a \cdot b = c
\]

Also, note that the superscripts over state variables do not stand for power indices. In the case of stiffness or concentration tensors, in general fourth order tensors, analogical indices are written as subscripts and superscripts are reserved e.g. for
\(^{-1}\) inverse operator. In addition, \(i, j, k, l, m, q\) are reserved for tensorial indices, \(r, s\) denote the inclusion enumerators, and \(p\) stands for the iteration loop increment.

2.1. Perturbation fields

Let assume an infinite isotropic homogeneous body with separated heterogeneities, Fig. 1. Moreover, consider the body be the subject to some macroscopic excitation, e.g. a remote strain induced by a combination of displacement and traction fields \(u(x), t(x)\) applied to the boundary \(\partial \Omega_0\) at infinity. The stiffness of such a composite can be decomposed as [5, 6]

\[
C(x) = C_0 + \overline{C}(x) \tag{1}
\]

where \(C_0\) represents the fourth order tensor of elastic constants of the matrix \(\Omega_0\) and \(\overline{C}(x) = C(x) - C_0\) is its piecewise constant complement to \(C(x)\) due to the presence of \(1, \ldots, n\) heterogeneities. Note, \(\overline{C}(x)\) is nonzero only for \(x \in \bigcup_{r=1}^{n} \Omega_r\). As a result of applied loads, the heterogeneous body experiences local fields that can be decomposed by analogy to Eq. (1) as

\[
u(x) = u^0(x) + \bar{u}(x), \quad \varepsilon(x) = \varepsilon^0 + \varepsilon(x), \quad \sigma(x) = \sigma^0 + \sigma(x) \tag{2}
\]

Here, the superscript \(\cdot^0\) indicates the homogeneous (macroscopic) component of the state variables in the absence of heterogeneities and \(\cdot\) stands for its perturbation (microscopic) counterpart induced by their presence. Determination of the perturbation fields is based on the equivalent inclusion method as proposed by Eshelby in [1]. Here, we first limit the exposition to a single ellipsoidal heterogeneity embedded in a homogeneous matrix undergoing a uniform remote strain excitation and then explore some possibilities to take into account interactions among multiple heterogeneities.
2.2. Equivalent inclusion method for single heterogeneity problem

When seeking for local fields by means of the equivalent inclusion method, we replace the heterogeneity problem, Fig. 2a, by an equivalent inclusion problem consisting of the homogeneous matrix exposed to a suitable stress-free eigenstrain $\varepsilon^\tau(x)$ which vanishes everywhere except for $x \in \Omega_1$, Fig. 2c, supplement to external loads applied at infinity, Fig. 2b, see [1] for further details. The solution of the inclusion problem then primarily requires the determination of the transformation eigenstrain $\varepsilon^\tau(x)$ that induces identical perturbation to the homogeneous fields as it would occur due to the original inhomogeneity. As there are no other inclusions surrounding that of our concern, $\varepsilon^\tau(x)$ remains constant in $\Omega_1$, that is we can write $\varepsilon^\tau(x \in \Omega_1) = \varepsilon^\tau$. According to Hook’s law and decompositions in Eq. (2), local stresses rendered by the inhomogeneity problem, Fig. 2a, read as

$$\sigma(x) = \sigma^0 + \sigma(x) = C(x) : [\varepsilon^0 + \varepsilon(x)] \quad (3)$$

For the equivalent problem holds

$$\sigma(x) = C_0 : [\varepsilon^0 + \varepsilon(x) - \varepsilon^\tau(x)] \quad (4)$$

Given the fact that $\sigma^0 = C_0 : \varepsilon^0$, it yields from Eq. (2) and Eq. (4)

$$\bar{\sigma}(x) = C_0 : [\varepsilon(x) - \varepsilon^\tau(x)] \quad (5)$$

Now, equating the rhs’s of Eqs. (3, 4),

$$C(x) : [\varepsilon^0 + \varepsilon(x)] = C_0 : [\varepsilon^0 + \varepsilon(x) - \varepsilon^\tau(x)] \quad (6)$$

and taking into account the following fundamental solution for $\varepsilon(x)$

$$\varepsilon(x) = S(x) : \varepsilon^\tau \quad (7)$$
where $S(x)$ denotes the Eshelby tensor evaluated at an arbitrary point $x$, results

$$\left[ C(x) - C_0 \right] : \varepsilon^0 = \left[ C_0 : S(x) - C(x) : S(x) - C_0 \right] : \varepsilon^\tau \quad (8)$$

The definition of $S(x)$ tensor is as in Eq. (14) and Eq. (16)\(^1\) while the detailed derivation can be found e.g. in [1, 5]. Finally, Eq. (8) gives rise the sought stress free transformation eigenstrain $\varepsilon^\tau$ in the form

$$\varepsilon^\tau = Q : \varepsilon^0 \quad (9)$$

where tensor $Q$ reads as

$$Q = - \left[ C_1 : S(0) + C_0 \right]^{-1} : C_1 \quad (10)$$

Once the transformation eigenstrain has been determined, Eq. (9), the stress perturbation can be computed from Eq. (5) and displacement perturbations as

$$\mathbf{u}(x) = L(x) : \varepsilon^\tau = L(x) : Q : \varepsilon^0 \quad (11)$$

where the operator $L(x)$ is the third order Eshelby tensor-like operator mapping $\varepsilon^\tau \mapsto \mathbf{u}(x)$ whose detailed derivation can be found in [2].

2.3. Single inclusion problem for polynomial eigenstrains

The solution to a single inclusion in the infinite matrix loaded by a constant eigenstrain stated formally in equation Eq. (7) was generalized by Sendeckyj (1967) and Moschovidis (1975) for eigenstrains prescribed in a general polynomial form [5, and references therein]. For a simpler exposition, here we summarize only the solution to the single inclusion under linear eigenstrain excitation, though the solution to the problem with quadratic eigenstrains is also implemented to some extent in current version of $\mu$MECH. Going back to index based Einstein summation convention, the prescribed linear eigenstrain field that is nonzero only for $x \in \Omega_1$, is defined as

$$\varepsilon^\tau_{ij}(x) = \varepsilon^\tau_{ij} + \varepsilon^\tau_{ijk}x_k \quad (12)$$

where $\varepsilon^\tau_{ij}$ is the constant part of the imposed eigenstrain identical to that from the previous paragraph, and $\varepsilon^\tau_{ijk}$ contains its gradient complements in $k$-th coordinate direction. By analogy to Eq. (7), it holds

$$\varepsilon_{ij}(x) = S_{ijkl}(x)\varepsilon^\tau_{kl} + S_{ijklm}(x)\varepsilon^\tau_{klm} \quad (13)$$

The solution thus reduces to seeking for components of tensors $S_{ijkl}$ and $S_{ijklm}$, which depend only on the proportions of the semi-axes of $\Omega_1$ and matrix Poisson’s
ratio $\nu_0$. In particular, for exterior points, i.e. $\mathbf{x} \notin \Omega_1$, the following definitions hold\textsuperscript{[5]}

\[
S_{ijkl}(\mathbf{x}) = \left[\psi_{klij} - 2\nu_0 \delta_{kl}\phi_{ij}\right] - (1 - \nu_0)(\phi_{k,j}\delta_{il} + \phi_{k,i}\delta_{jl} + \phi_{l,j}\delta_{ik} + \phi_{l,i}\delta_{jk})/[8\pi(1 - \nu_0)]
\] (14)

\[
S_{ijklm}(\mathbf{x}) = \left[\psi_{m,klij} - 2\nu_0 \delta_{kl}\phi_{m,ij}\right] - (1 - \nu_0)(\phi_{m,k,j}\delta_{il} + \phi_{m,k,i}\delta_{jl} + \phi_{m,l,j}\delta_{ik} + \phi_{m,l,i}\delta_{jk})/[8\pi(1 - \nu_0)]
\] (15)

On the other hand, for all points $\mathbf{x}$ inside $\Omega_1$, the above tensors read as

\[
S_{ijkl}(\mathbf{x}) = S_{ijkl}(0), \quad S_{ijklm}(\mathbf{x}) = S_{ijklm,q}(0)x_q
\] (16)

Symbol $\delta_{ij}$ denotes the Kronecker delta and $\bullet_i$ stands for the first derivative in $i$-th direction. The potentials $\phi$ and $\phi_i$ and the first derivative of potential $\psi$ and $\psi_i$ are defined as

\[
\phi(\mathbf{x}) = V(\mathbf{x}), \quad \phi_i(\mathbf{x}) = a_i^2 x_i V_i(\mathbf{x}), \quad \psi_i(\mathbf{x}) = x_i[V(\mathbf{x}) - a_i^2 V_i(\mathbf{x})]
\]

\[
\psi_{ij}(\mathbf{x}) = -\frac{1}{4}\delta_{ij}a_i^2\{V(\mathbf{x}) - x_k^2 V_k(\mathbf{x}) - a_i^2[V_i(\mathbf{x}) - x_k^2 V_{ki}(\mathbf{x})]\}
+ a_i^2 x_i x_j[V_j(\mathbf{x}) - a_i^2 V_{ji}(\mathbf{x})]
\] (17)

with $a_i$ being ellipsoidal semi-axe lengths sorted in descending order and index $k$ being the summation index. Elliptic integrals $V$, $V_i$ and $V_{ij}$, respectively, read

\[
V(\mathbf{x}) = \frac{I(\lambda) - x_k^2 I_k(\lambda)}{2}, \quad V_i(\mathbf{x}) = \frac{I_i(\lambda) - x_k^2 I_{ik}(\lambda)}{2}, \quad V_{ij}(\mathbf{x}) = \frac{I_{ij}(\lambda) - x_k^2 I_{ijk}(\lambda)}{2}
\] (18)

where $I$, $I_i$, $I_{ij}$ and $I_{ijk}$ are $\lambda$-variable dependent elliptic integrals. The value of $\lambda$ for a given point $\mathbf{x} \in \Omega_1$ is the largest positive root of the cubic equation

\[
\frac{x_1^2}{a_1^2 + \lambda} + \frac{x_2^2}{a_2^2 + \lambda} + \frac{x_3^2}{a_3^2 + \lambda} = 1
\] (19)

and zero otherwise. The elliptic integrals $I$ and $I_i$ are expressed as

\[
I(\lambda) = b\left(a_1^2 - a_3^2\right)^{-\frac{1}{2}} F(\theta, c),
I_i(\lambda) = b\left(a_1^2 - a_3^2\right)^{-1}\left(a_1^2 - a_3^2\right)^{-\frac{1}{2}}[F(\theta, c) - E(\theta, c)],
I_2(\lambda) = b[(a_1^2 - a_3^2)^{-1}(a_2^2 - a_3^2)^{-1}(a_1^2 - a_2^2)^{-1}(a_1^2 - a_3^2)^{-1}(a_1^2 - a_3^2)^{-\frac{1}{2}} F(\theta, c)
- (a_2^2 - a_3^2)^{-1}(a_1^2 + \lambda)^{-\frac{1}{2}}(a_2^2 + \lambda)^{-\frac{1}{2}}(a_1^2 + \lambda)^{-\frac{1}{2}}(a_3^2 + \lambda)^{-\frac{1}{2}}],
I_3(\lambda) = b(a_2^2 - a_3^2)^{-1}(a_2^2 - a_3^2)^{-\frac{1}{2}}[(a_1^2 - a_3^2)^{\frac{1}{2}}(a_2^2 + \lambda)^{\frac{1}{2}}(a_1^2 + \lambda)^{-\frac{1}{2}}(a_3^2 + \lambda)^{-\frac{1}{2}}]
\] (20)
with \( b = 4\pi a_1 a_2 a_3 \), \( \theta = \arcsin \sqrt{1 - a_2^2/a_1^2} \), and \( c = \sqrt{(a_1^2 - a_2^2)/(a_1^2 - a_3^2)} \). Functions \( F \) and \( E \) are the incomplete Legendre elliptic integrals defined as

\[
F(\theta, c) = \int_0^\theta \frac{dw}{\sqrt{1 - c^2 \sin^2 w}}, \quad E(\theta, c) = \int_0^\theta \sqrt{1 - c^2 \sin^2 w} \, dw
\]  

(21)

In addition, higher order integrals \( I_{ij} \) and \( I_{ijk} \) are expressed by means of those of the lower orders and by substituting \( \alpha = (a_i^2 - a_j^2) \) as follows

\[
I_{ij}(\lambda) = \left[ I_{ij}(\lambda) - I_i(\lambda) \right]/\alpha, \quad I_{iij}(\lambda) = \left[ I_{ij}(\lambda) - I_{ik}(\lambda) \right]/\alpha, \quad \forall i \neq j,
\]

\[
I_{iii}(\lambda) = \frac{1}{3} \frac{b}{(a_i^2 + \lambda)^2 \Delta(\lambda)} - \frac{1}{5} \frac{b}{(a_i^2 + \lambda)^2 \Delta(\lambda)} - I_{ij}(\lambda) - I_{ik}(\lambda), \quad I_{iij}(\lambda) = \frac{1}{3} \frac{b}{(a_i^2 + \lambda)^2 \Delta(\lambda)} - I_{ij}(\lambda) - I_{ik}(\lambda) \quad \forall i \neq j \neq k \neq i
\]  

(22)

Finally, \( \Delta(\lambda) \) reads as

\[
\Delta(\lambda) = \sqrt{(a_1^2 + \lambda)(a_2^2 + \lambda)(a_3^2 + \lambda)}
\]  

(23)

2.4. Multiple-inclusion problem

In the case of an infinite matrix with multiple inclusions, the perturbation fields within \( \Omega_r \), Fig. 1, are no longer uniformly distributed as a result of their mutual interactions. In \( \mu \)MECH, we account for the interactions only approximately by assuming the eigenfields within \( r \)-th inclusion be still constant, however, influenced by local changes of state variables due to the remaining inclusions, namely those nearby \( \Omega_r \). In particular, we control the “compatibility” of the perturbation strain field inside each inclusion calculated by means of Eq. (7). The key ingredient of these formulas, \( \varepsilon_0^r \), mapped to \( \varepsilon_\tau^r \) through \( Q_r \), is recursively increased by perturbation strains \( \varepsilon_{s \rightarrow r} \) arising from the presence of \( s = 1, \ldots, n \) inclusions. That is why, we have different \( \varepsilon_0^r \) for each of \( 1, \ldots, r, \ldots, n \) inclusions. Individual contributions \( \varepsilon_{s \rightarrow r} \) to \( \varepsilon_0^{r, \text{tot}} \) are measured in the center of \( \Omega_r \), Fig. 3a. Thus, \( \varepsilon_0^{r, \text{tot}} \) in the \( p \)-th iteration loop of the self-compatibility procedure reads as

\[
p \varepsilon_0^{r, \text{tot}} \triangleq \varepsilon_0^r + \sum_{s \neq r}^n p \varepsilon_{s \rightarrow r}
\]  

(24)

where the contributions \( p \varepsilon_{s \rightarrow r} \) are evaluated from the previous remote field \( p^{-1} \varepsilon_0^{r, \text{tot}} \); the \( s \neq r \) operation excludes inclusion \( r \) from the set of \( n \) inclusions. The initial remote strain \( \varepsilon_0^r \) is imposed to the matrix surrounding all inclusions at the beginning of the procedure, i.e. \( 1 \varepsilon_0^{r, \text{tot}} = \varepsilon_0^r \). The line-by-line definition of the iterative algorithm based on Eq. 24 follows in Tab. 1. At its convergence, the
Self Compatibility Algorithm \((\varepsilon^0_r, \varepsilon^\tau_r, Q_r, S_r, n)\)

1. **Do**
2. **For** \((r \leq n)\)
3. \(\varepsilon^\tau_{r,\text{prev}} = \varepsilon^\tau_r\)
4. \(\varepsilon^{0,\text{tot}}_r = \varepsilon^0 + \sum_{s \neq r} \varepsilon^\tau_{s\rightarrow r}\)
5. \(\varepsilon^\tau_r = B_r : \varepsilon^{0,\text{tot}}_r\)
6. \(\Delta \varepsilon^\tau_r = \varepsilon^\tau_r - \varepsilon^\tau_{r,\text{prev}}\)
7. **EndFor**
8. **While** \((\sum_r^n \|\Delta \varepsilon^\tau_r\| > \eta)\)

Table 1: *Self-compatibility* algorithm. In principle, within each iteration loop we consider the effect of \(s\)-th inclusion on inclusion \(r\) as an additional external load entering the solution to its equivalent stress-free eigenstrain \(\varepsilon^\tau_r\). This means, in each iteration, we recalculate \(\varepsilon^{0,\text{tot}}_r\) for every single inclusion as the sum of the prescribed homogeneous strain \(\varepsilon^0\) and its perturbations due to remaining inclusions \(\varepsilon_{s\rightarrow r}\) evaluated in the centroid of inclusion \(r\), line 4. Next, \(\varepsilon^\tau_r\) is updated, line 5. The algorithm continues until an acceptable tolerance \(\eta\) between the Euclidean norms of the two consecutive stress-free eigenstrains \(\varepsilon^\tau_r\) is achieved, line 8.

stress and displacement perturbations corresponding to compatible transformation eigenstrains are recalculated according to Eq. (5) and Eq. (11). It is worthwhile to note that the algorithm does not depend on a particular sequence of inclusions, as follows from the elastic reciprocity theorem [7, and references therein]. The iterative procedure has been chosen since a closed form solution for the multiple inclusion problem does not exist and a numerical one would be prohibitively expensive, see e.g. [7]. The computational complexity of the so called *full* version of the algorithm is \(O(n^2)\). However, this can be further reduced by taking into account only inclusions that have a non-negligible impact on the \(r\)-th inclusion of interest, usually those placed very nearby \(\Omega_r\) or excessively large inclusions in the case of somehow disparate polydisperse. This algorithm is called *optimized* in \(\mu\)MECH. Its complexity reduces to \(O(\xi n)\), where \(\xi = \frac{1}{r} \sum_s \xi_s\) is the arithmetic average of the number of inclusions whose cut outs limited by radii \(\rho_s\) centered in \(x_s\) embrace the \(r\)-th inclusion, Fig. [3b]. Note, for \(n \rightarrow \infty\) the complexity of *optimized* algorithm is \(O(n)\) as \(\xi = \text{const} \ll n\).

### 2.5. Approximation to perturbation strain concentrations

When dealing with a dilute distribution of inclusions, constant strain and stress fields are assumed within \(\Omega_r\) and no question on concentrations comes in play. However, the goal of \(\mu\)MECH is to proceed a few steps beyond, namely to non-dilute dispersions. The concentrations arising from mutual inclusion interactions

---

\(^1\)A usual choice is 2.5 multiple of the longest semi-axis \(a_1\).
are approximated by the following procedure, which stems from the approximate solution to the sought non-constant transformation eigenstrain $\varepsilon_\tau^r(x)$ suitable for the decomposition in Eq. (12) or similar one of a higher degree.

Consider point $x$ inside the inclusion domain $\Omega_r$, where we calculate the stress free transformation eigenstrain as

$$\varepsilon_\tau^r(x) \approx Q_r : \left[ \varepsilon^0 + \sum_{s \neq r}^n \varepsilon_{s \rightarrow r}(x) \right]$$

(25)

Consequently we sample $\varepsilon_\tau^r(x)$ in as many points $x$ as necessary for a polynomial of chosen degree, three in the case case of Eq. (12). Finally, the solution to perturbation fields for points $x$ in each domain $\Omega_r$ are obtained following the exposition given in Paragraph 2.3. For the points within the matrix, i.e. $x$ outside the union $\bigcup_{r=1}^n \Omega_r$, the solutions are obtained by the sum of individual contributions attributed to each of $1, \ldots, n$ inclusions.

An alternative, and surprisingly well working, approach such that it does not call for the implementation of polynomial eigenstrain problem is, that the solutions to perturbation strains in the internal points are calculated by means of the basic Eshelby formula given in Eq. (7), as

$$\varepsilon_r(x) \approx S_r : \varepsilon_\tau^r(x) + \sum_{s \neq r}^n \varepsilon_{s \rightarrow r}(x)$$

(26)

where $\varepsilon_\tau^r(x)$ is that provided by Eq. (25). By analogy to the latter approach, the solution in external points is obtained by adding up contributions from all inclusions.

Finally, it is worthwhile to note that the computational complexity can be controlled by the number of internal points chosen to approximate $\varepsilon_\tau^r(x)$ by either of the approaches above. In addition, substantial savings can be made by
choosing *optimized* mode running on the same principles as in the case of the self-compatibility algorithm.

2.6. Homogenization

Assuming non-elastic phenomena be entirely attributed to the microstructure evolution dynamics, the constitutive behavior of an arbitrary point \( x \) at an instant is governed by the following pair of equations [8],

\[
\sigma_r(x) = C_r : \varepsilon_r(x), \quad \varepsilon_r(x) = C_r^{-1} : \sigma_r(x) \quad \text{for} \quad x \in \Omega_r
\]

where \( r = 0, \ldots, n \). According to Hill’s lemma [9, 8], the averages of the above local quantities \( \sigma(x) \) and \( \varepsilon(x) \) are coupled with their macroscopic conjugates \( \Sigma, E \) as

\[
\langle \sigma(x) \rangle = \langle C(x) : \varepsilon(x) \rangle = \sum_{r=0}^{n} c_r C_r : \langle \varepsilon_r(x) \rangle = \sum_{r=0}^{n} c_r C_r : \varepsilon_r = C : E,
\]

\[
\langle \varepsilon(x) \rangle = \langle (C^{-1}(x) : \sigma(x)) \rangle = \sum_{r=0}^{n} c_r C_r^{-1} : \langle \sigma_r(x) \rangle = \sum_{r=0}^{n} c_r C_r^{-1} : \sigma_r = C^{-1} : \Sigma
\]

It is evident, that the effective elastic stiffness and compliance tensors depend on the elastic properties of each phase \( C_r \) and volume fractions \( c_r \). In addition, they depend on mutual interactions given by the intrinsic geometrical arrangement of the phases and the compatibility or equilibrium requirements, encoded in concentration factors \( A_r, B_r \) for which it holds [10, 11]

\[
\varepsilon_r = A_r : E, \quad \sigma_r = B_r : \Sigma
\]

Plugging the latter definitions in last two terms of Eq. (28) gives

\[
C = \sum_{r=0}^{n} c_r C_r : A_r, \quad C^{-1} = \sum_{r=0}^{n} c_r C_r^{-1} : B_r
\]

Now, identifying by \( r = 0 \) a matrix phase in which the remaining heterogeneities are fully embedded, and taking into account the fact that \( c_0 A_0 = I - \sum_{r=1}^{n} c_r A_r, \quad c_0 B_0 = I - \sum_{r=1}^{n} c_r B_r \), where \( I \) is the fourth order identity tensor, and considering \( c_0 = 1 - \sum_{r=1}^{n} c_r \), yields

\[
C = C_0 + \sum_{r=1}^{n} c_r \overline{C}_r : A_r, \quad C^{-1} = C_0^{-1} + \sum_{r=1}^{n} c_r \overline{C}_r^{-1} : B_r
\]

where, according to Eq. (1), it holds

\[
\overline{C}_r = C_r - C_0
\]

From now on, the central question is how to evaluate the concentration factors \( A_r \) and \( B_r \) for a medium with multiple inclusions.
2.6.1. Homogenization by direct integration of approximate local fields

The Direct Integration Method (DIM) stems from the numerical integration of local stresses and strains in the subregion $\Omega_{\square}$ of a larger cluster of inclusions embedded in the matrix and arising from the successive load steps by a single unitary component of $\varepsilon^{0}_{ij}$ while the other vanish, see e.g., [4]. Thus, the set of nine $ij$-th components$^2$ of the fourth order tensor of effective stiffness moduli is rendered as

$$C = \mathcal{E}^{-1} : \Sigma$$

where

$$\Sigma_{ijkl} \varepsilon^{0}_{ij} = \frac{1}{|\Omega_{\square}|} \int_{\Omega_{\square}} \sigma_{kl} d\Omega, \quad E_{ijkl} \varepsilon^{0}_{ij} = \frac{1}{|\Omega_{\square}|} \int_{\Omega_{\square}} \varepsilon_{kl} d\Omega$$

(34)

This homogenization procedure assumes the subregion boundary $\partial\Omega_{\square}$ be sufficiently far from the boundary of the cluster of all inclusions entering the analysis in order to guarantee vanishing boundary effects. In addition, it is considered that the subregion’s volume and geometry is representative to the solved microstructure. In other words, it should form its Representative Volume Element (RVE) [9]. It is also worthwhile to note that the shape of $\Omega_{\square}$ is completely arbitrary. It does not even need to form a continuous domain.

2.6.2. Dilute approximation

Suppose the dispersion of inclusions distributed in the infinite matrix is low or, say, dilute. Under such conditions, inclusions do not interact, and as a consequence, the macroscopic strain $\mathbf{E}$ from Eq. (28) and Eq. (29) can be imagined as equal to the remote strain $\varepsilon^{0}$ from the exposition introduced in Paragraph 2.1. So that,

$^2$one column or row in Voight-Mandel notation
expanding Eq. (2) by means of Eq. (7) gives the local strains inside \( r \)-th inclusion in the form
\[
\varepsilon_r = \varepsilon^0 + S_r : \varepsilon^0 = A_r^{\text{dil}} : \varepsilon^0
\] (35) where
\[
A_r^{\text{dil}} = (I + S_r : Q_r)
\] (36)
By analogy, considering \( \Sigma \) to approach \( \sigma^0 \) and taking into account Eq. (4) and Eq. (29) gives
\[
B_r^{\text{dil}} = [I + Q_r : (S_r - I)]
\] (37)

2.6.3. Mori-Tanaka approximation

The Mori-Tanaka approximation to concentration factors falls into the class of the so called mean-field theory methods. Namely, the inclusion interactions are accounted for by making use of the assumption that each inclusion is embedded separately in a large volume of a matrix which is subjected to a uniform remote stress or strain equal to as yet unknown averages [3]. In particular, the aim is to arrive at concentration factors \( A_r^{\text{MT}}, B_r^{\text{MT}} \) as functions of the polarization tensors which are equal to dilute concentration factors from Eq. (36) and Eq. (37). Thus, the strain and stress in the \( r \)-th inclusion, respectively, reads as
\[
\varepsilon_r = A_r^{\text{dil}} \varepsilon_0, \quad \sigma_r = B_r^{\text{dil}} \sigma_0
\] (38)
From the strains averaged over the entire spectrum of \( n \) inclusions plus that in the matrix phase, one can deduce, see e.g. [11],
\[
\langle \varepsilon \rangle = \left( c_0 I + \sum_{r=1}^{n} c_r A_r^{\text{dil}} \right) \varepsilon_0 \Rightarrow \varepsilon_0 = \left( c_0 I + \sum_{r=1}^{n} c_r A_r^{\text{dil}} \right)^{-1} \langle \varepsilon \rangle
\] (39)
Introducing Eq. (39) into Eq. (38), we arrive at
\[
\varepsilon_r = A_r^{\text{dil}} \left( c_0 I + \sum_{r=1}^{n} c_r A_r^{\text{dil}} \right)^{-1} \langle \varepsilon \rangle = A_r^{\text{MT}} \langle \varepsilon \rangle = A_r^{\text{MT}} E
\] (40)
such that entering back to Eq. (28) gives effective stiffness moduli stored in \( C \).
By analogy, starting the above analysis from Eq. (38), we give the Mori-Tanaka approximation to stress concentration factor \( B_r^{\text{MT}} \) in the form
\[
B_r^{\text{MT}} = B_r^{\text{dil}} \left( c_0 I + \sum_{r=1}^{n} c_r B_r^{\text{dil}} \right)^{-1}
\] (41)
yielding effective compliance moduli by making use of Eq. (28).
2.6.4. Self-Consistent approximation

Interactions among $r = 1, \ldots, n$ phases are accounted for by assuming that each phase is an inclusion placed in the homogeneous medium of yet unknown overall properties of the aggregate of $n \setminus r$ remaining inclusions. It thus falls into the class of the so called effective medium methods. The Self-Consistent method is known to overestimate the interaction influence [12], which makes it specifically tailored for particulate media where a matrix phase, usually formed by fine particles, can not be clearly distinguished. Contrary to the approximations presented above, the Self-Consistent method results in implicit formulas [13]. Starting from the dilute approximation one can write

\[ A_r^{\text{SC}} = (I + S_r^{\text{SC}} : Q_r^{\text{SC}}), \quad B_r^{\text{SC}} = [I + Q_r^{\text{SC}} : (S_r^{\text{SC}} - I)] \] (42)

where the superscript $^{\text{SC}}$ denotes explicit dependence of a quantity on material moduli coming from the Self-consistent approximation. In other words, stiffness moduli entering the formulas for $Q$, Eq. (10) and $S$, see e.g. [5], are functions of $C^{\text{CS}}$ by substitution for $C^0$, notice especially Eqs. (1) and (10).

Note, that the so called Cai-Horii approximation is obtained after the first iteration of the Self-consistent scheme [14] where the quantities on the right-hand sides of both terms in Eq. (42) are functions of the properties coming out the dilute approximations in Eqs. (36–37).

2.6.5. Differential scheme

The differential scheme also falls into the family of effective medium methods. Contrary to the Self-Consistent approximation, this method builds the effective medium by incrementally adding inclusions to the matrix of effective properties obtained in previous steps. For instance, in the first step, $\mu$MECH adds the first inclusion to the virgin matrix of stiffness $C_0$. In the next step, it adds another inclusion from the list to the matrix of effective properties obtained from the dilute approximation to the first step problem, and so on. It is clear that the previously homogenized matrix is not isotropic anymore unless the first inclusion was of the circular or spherical shape. That is why, $\mu$MECH performs numerical integration of elliptic potentials entering Eq. (14) for the Eshelby tensor $S$, see e.g. [15, 16] for more details.

3. Implementation

Recall that the $\mu$MECH library was primarily designed as a module of finite element packages. Its main goal is the evaluation and post-processing of macro-field perturbations, which may take over the role of microstructure-informed enrichments for partition of unity strategies. So far, the code is furnished with analytical solutions to two and three dimensional problems with inclusions of ellipsoidal
shapes, such as an ellipse or a circle in two dimensions and an ellipsoid, sphere, oblate spheroid, prolate spheroid, penny, flat ellipsoid, cylinder, and elliptic cylinder in three dimensions. The 3D and 2D inputs can not be mixed as the library runs in either of the modes at a single instance. The functions are tuned in a way that inclusion of an arbitrary shape can be treated as a general ellipsoid with one or more degenerated semi-axes, e.g. a cylindrical fiber can be modeled as the ellipsoid with excessive $a_1$ semi-axis. By analogy, 2D plane strain conditions can be simulated as 3D cylinders with very long semi-axes parallel to global $z$ coordinate. However, in this case, the solution losses from its computational efficiency and specific shapes should be preferred instead the degenerated ones, namely in situations when dealing with large numbers of inclusions (in orders of millions). Therefore, the inclusions defined as general ellipses/ellipsoids are automatically assigned relevant shapes according to the particular semi-axes dimensions by default.

A longer term ambition of the $\mu$MECH developers is to cover a maximum topics tackled by the micromechanics community. Therefore, the current release was also equipped with the classical homogenization techniques as discussed in Section 2. Moreover, to the best of our knowledge, the presented library is the only of its kind freely available at the time being.

3.1. Implementation scheme/Data flow structure

The general structure of $\mu$MECH is briefly outlined in Fig. 5. Basically, it splits in two major tasks, conversion of inhomogeneity problem to equivalent inclusion problem and evaluation of mechanical fields eventually homogenization. The first step is usually most time-consuming, however it needs to be performed only once and the appropriate data can be stored for subsequent analyzes over the same data, geometry and distribution of inhomogeneities to be exact\textsuperscript{3}. The second branch of the algorithm can be called repeatedly to evaluate fields at different locations or to run different homogenization algorithms. However, in the single run cases, the code allows analyzes without saving and reading the auxiliary data.

Description of the inhomogeneity problem is required as the input for the first part of the algorithm. It consists of the geometry definitions (centroids, dimensions and rotation of semi-axes), material characteristics of the inhomogeneities and the matrix (Youngs modulus and Poisson’s ratio), and definitions of imposed eigenstrains\textsuperscript{4} and the remote strain tensors. The latter mentioned remote strains are handled as individual load cases and as such their number is arbitrary. The inhomogeneity inputs are converted into the equivalent problem by making use of

\textsuperscript{3}Note again that the primary purpose of $\mu$MECH is feeding FE packages with subscale data.

\textsuperscript{4}Due to the induced pore pressure or thermal expansion for example.
Equivalent inclusion method and the self-compatibility procedure presented in Section 2. The stored data, if required, are the equivalent transformation eigenstrains $\varepsilon^r$ and local (say internal) Eshelby tensors $S_r$.

In the second part of the algorithm, mechanical fields at user-defined points, including those outside inclusions, are evaluated. Individual $x$ coordinates can be entered one by one or in arbitrarily large sets, e.g. nodes or integration points of an FE mesh. Calculated fields may be postprocessed with the in-built postprocessor and visualized with tools as Paraview, MayaVi, etc. [17, 18]. Another in-built feature is the homogenization of calculated local fields by DIM introduced in Section 2.6. Optionally, users can disable the self-compatibility algorithm and the evaluation of local fields and use alternative micromechanical approaches discussed also therein.

### 3.2. I/O data specification

The library is designed in a way a user or a master program invokes the feedback by using a set of C++ functions. Despite, the I/O data flow between $\mu$MECH and a governing instance can be realized via parameters of the interface functions, the exchange by means of files is also possible as it proved to be more practical especially for large number of inclusions. In both cases, the data have a uni-
Table 2: Double inclusion problem input file in legacy VTK format.

Symmetric tensors are handled in a non-reduced form and together with non-symmetric tensors, e.g. $S$, are stored in row-by-row vectors, in the so-called Iliffe arrays. In 2D mode the input data can be reduced correspondingly, i.e. coordinates may have only two components, 2-nd order tensors are of dimensions $2 \times 2$, etc. In particular, following data are handled by means of files, the inhomogeneity and equivalent homogeneous problem records, grids of point coordinates in which the mechanical fields are evaluated, and finally the sought fields.

\footnote{it can be e.g. an FE triangulation}
Problem *p = new Problem;
p->read_input_file("inhomogeneity.vtk");
p->input_data_initialize_and_check_consistency();
p->convert_to_equivalent_problem();
p->print_equivalent_problem("equivalent.vtk");
delete p;
p = new Problem;
p->read_input_file("equivalent.vtk");
p->input_data_initialize_and_check_consistency();
double coords[] = {0.5,0.0,0.0};
double **stress = AllocateArray2D(2,9);
p->giveFieldsOfPoint(NULL,NULL,stress,coords,'p',0,2);
p->printFieldsOnMeshVTK("results.vtk","mesh.vtk","t",2,1);
p->print_visualization("visualization.vtk",5);
delete p;
DeleteArray2D(stress,2);

Table 3: Example code of $\mu$MECH interface.

themselves, see Fig. 5. The ASCII Visualization Tool Kit (VTK) format in both legacy and XML variants has been chosen as the native file syntax [19], as it is human-readable and can be visualized directly in a modeler or free visualization tool-kits [17, 18]. Therefore, the data can be easily controlled at any stage of the software development, debugging, or most importantly, in a routine use.

An example of the legacy VTK file with a composite media description is shown in Tab. 2. It describes the 3D matrix with a spherical and an ellipsoidal inclusions loaded by three remote strains. The dimension of the problem is explicitly determined by the “3D” keyword at the beginning of the second line, which is originally reserved for comments. The number of inclusions and centroid coordinates are given in the data block following the keyword “POINTS”. Dimensions and rotation of semi-axes, and material characteristics of each inclusion are listed in the section introduced by “POINT_DATA”. Finally, the data describing the infinite medium are specified in the section preceded by the “FIELD” keyword. In particular, these are Youngs modulus and Poisson’s ratio of the matrix and the remote strain tensors.

3.3. Interface functions

The class Problem is the central element, better say a type, of the object-oriented source code and the vast majority of $\mu$MECH features is accessed through its public members. A representative implementation calling crucial functions of the inhomogeneity problem analysis is listed in Tab. 3.
Line 2 is responsible for importing a complete problem description from the VTK file listed in Tab. 2. The data initialization and verification follows in line 3. Line 4 converts the inhomogeneity problem into the equivalent inclusion problem. The data for multiple use of the problem geometry are stored in line 5, if required. As demonstrated in lines 6-9, imports of both, the inhomogeneity and equivalent homogeneous problems work in the same fashion. Clearly, lines 5-9 or 6-9 can be omitted in the case of a single run.

The function `giveFieldsOfPoint` evaluates mechanical fields at a given point, lines 10-12. Displacement, strain and stress fields are returned by means of the first three parameters, respectively. Each of the parameters is a double pointer to the two-dimensional array. The first dimension is equal to the number of load cases, i.e. remote strains specified at the end of the input file, Tab. 2. The second dimension equals the length of the vector, in the case of displacements, or row-by-row stored tensors when recalling strains or stresses. Passing `NULL` pointer indicates that the corresponding quantities will not be calculated. The fourth parameter is a pointer to an array of the point coordinates. The next `char` parameter denotes the character of evaluated fields where 'p' stands for perturbations while 't' for their total counterparts, see Section 2. Finally, the last two parameters determine the index of the first load case and number of load cases to be comprised in the analysis. In this particular case, a pair of perturbation stress tensors due to the first (0-th in C-like syntax) and second remote strain excitations are evaluated in line 12. The data visualized in Paraview are shown in Fig. 6b.

In line 13, function `printFieldsOnMeshVTK` reads the FE mesh from `mesh.vtk` file and evaluates total fields in element nodes and the third given remote strain. Then the mesh with results is stored in the file `results.vtk`. Finally, line 14 performs triangulation of inclusion surfaces which is written in `visualization.vtk` file. The data visualized in Paraview are shown in Fig. 6a.

A detailed description of other interface functions can be found in tutorial [20] together with a number of ways how to control the analysis, e.g. functions for running different homogenization algorithms, the switch parameter between full and optimal version of either the self-compatibility procedure or evaluation of perturbation/total fields at different points, etc.

3.4. Technology

µMECH is a free open source software. It can be run, modified, and redistributed under the terms of the GNU Lesser General Public License as published by the Free Software Foundation; either version 2 of the License, or any later version [21]. The project has been implemented in C++, as it is easier to maintain accessibility of its generic structure while it also enables robust low level optimization of time-consuming algorithms. Multi platform CMake [22] was chosen to configure and build source code properly on client machines. A complete
source code and documentation generated by Doxygen [23] script can be found at http://mumech.cz, together with a number of examples and input files by means of which we perform the compilation of an executable file and testing. All interface functions and examples are documented in a tutorial also available at the project website.

4. Numerical examples and performance

The capabilities of the µMECH library are briefly demonstrated through a 3D double inclusion task and a series of 2D multiple inclusion examples under plane strain conditions. The 3D analysis is composed of a pair of inclusions, one ellipsoid and sphere. The geometry, topology and material parameters together with the prescribed strain excitation are specified in Tab. 2. In addition, the geometry triangulated by µMECH and visualized in Parview is shown in Fig. 6a while the distribution of axial stress $\sigma_{11}$ is plotted in Fig. 6b. In order to discuss the quality of solutions by µMECH we have compared the 2D analyzes with reference solutions by FEM. The tests were performed in the 2D setting for the better visualization purposes, however we have executed the same calculations by means of the 3D implementation with degenerated semi-axis and arrived at exactly the same results. The first task is the single elliptic inclusion problem. The second and third tasks are the triple inclusion tests with centroids of circular inclusions aligned in $x$ direction. The two tasks differ in the mutual distances among the inclusions. The last test comprises 25 circular inclusions distributed in a regular grid of $5 \times 5$ points in $x - y$ plane and representing inclusion centroids. The geometry of all four tests is given by the parameters in Tab. 4 whose meaning is evident from Fig. 7. The material parameters were set to $E_r = 10.0, \nu_r = 0.3, E_0 = 1.0, \nu_0 = 0.2$.
for all the analyzes. Finally, the remote strain excitation imposed to the infinite matrix was such that $\epsilon_{11}^0 = 1.0$ while the other components vanished. Note, in the case of FE comparative analyzes, appropriate the remote strains were imposed by means of the boundary displacements $u_{i}^{\text{fem}}$ applied on $\partial\Omega_0$. The particular magnitude of $u_{i}^{\text{fem}}$ is evident from Fig. 7a. The qualitative comparison of the three types of solutions, (i) a solution without performing self-compatibility algorithm (labeled as $\mu\text{MECH }1$ in the sequel), (ii) a solution including the adjustment by means of the self-compatibility algorithm and the non-constant approximation to internal fields as proposed in Paragraph 2.5, and (iii) the previous solution $\mu\text{MECH }2$ enhanced by the approximation to external fields calculated by means of linear transformation eigenstrains (labeled as $\mu\text{MECH }3$). The distribution of $\sigma_{11}$ for the single inclusion problem calculated by $\mu\text{MECH}$ is shown in Fig. 8a. The comparison with the FEM solution in terms of total strain components in
\( x \)-axis direction is evident from Fig. 8b. The series of figures with individual
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Figure 8: Single inclusion test, a) patterns of \( \sigma_{11} \) calculated by \( \mu \text{MECH} \), b) total strain components along \( x \)-axis.

strain components compared with respect to FE solutions for remaining tasks are displayed in Fig. 9 and Fig. 10. Note namely the obvious local convergence of individual \( \mu \text{MECH} \) methods 1–3 to the reference solution. In the case of multiple inclusions, the mechanical fields within individual inclusions are not uniformly distributed as a result of their mutual interaction. There is an evident difference for strains taking place in the matrix, namely for inclusions positioned close to each other, Fig. 9a and Fig. 10a. However, the mutual interactions quickly disappear with increasing spacing as shown in Fig. 9b. An interesting behavior can be observed in Fig. 10b,c from which it is obvious that \( \mu \text{MECH} \) 3 method looses in \( y \)-direction with respect to its 1–2 counterparts. The reason is the low polynomial order, linear to be exact, of \( \varepsilon(\mathbf{x}) \) as indicated by analyzes with quadratic eigenstrains. A detailed justification of this hypothesis, however, is let for future work as the current implementation of the solution with quadratic eigenstrains is not furnished with analytical derivatives of elliptic potentials and the numerical differentiation is unstable enough to disable reliable testing. Looking carefully at Fig. 9c and Fig. 10b one can observe Gibbs-like phenomenon at the inclusion interfaces related to the fact the solution to external fields is constructed as the sum of individual contributions from all \( n \) inclusions entering the analysis, for details see Section 2. Clearly, this is nonphysical, though inevitable behavior that must be accepted when using current version of the \( \mu \text{MECH} \) library.

The quality of the \( \mu \text{MECH} \) solutions was further quantified in an average sense by means of the normalized error defined as

\[
\text{err} = \frac{\| \mathbf{e} \|}{\| \mathbf{e}_{\text{tot}} \|} \times 100\% \quad (43)
\]
Figure 9: Triple inclusion tests, a,b) total strain components along x-axis for inclusions with narrow and wider gaps, respectively, c,d) total strain components along y-axis for inclusions with narrow and wider gaps, respectively.

where \( \| e \| = \sqrt{\int_{\Omega} e : C : e \, d\Omega} \), \( \| e_{\text{tot}} \| = \sqrt{\int_{\Omega} e : C : e \, d\Omega} \), and \( e_{\varepsilon} = e - e_{\text{fem}} \). The resulting values for the triplet of methods are listed in Tab. 5. The results
Figure 10: Multiple inclusion test, a) total strain components along $x$-axis, b) total strain components along $y$-axis.

clearly show the superiority of the $\mu$MECH 3 method over the remaining two. The last analyzes performed cover the testing of homogenization approaches, namely that based on the direct integration – DIM, and classical micromechanical schemes. Note, that in the case of DIM we took the integration domain $\Omega_\square$ as indicated in
| Evaluation method | No. inclusions |
|-------------------|----------------|
|                   | 3 × 1 (narrow gaps) | 3 × 1 (wider gaps) | 5 × 5 |
| µMECH 1           | 17.1            | 3.9               | 4.5   |
| µMECH 2           | 7.6             | 1.7               | 3.2   |
| µMECH 3           | 6.9             | 1.4               | 2.6   |

Table 5: Normalized errors according to Eq. (43) and measured in %.

| Computation scheme | Stiffness tensor moduli | Isotropic moduli |
|--------------------|-------------------------|------------------|
|                    | $C_{1111} = C_{2222}$ | $C_{1112} = C_{2212}$ | $C_{1212}$ | $E$ | $\nu$ |
| Self-Consistent    | 3.3461                   | 1.0712             | 1.1374       | 2.82 | 0.24 |
| Diff. Scheme       | 2.2149                   | 0.6456             | 0.9093       | 1.92 | 0.22 |
| Mori-Tanaka        | 2.6811                   | 0.8005             | 0.9402       | 2.31 | 0.22 |
| Dilute             | 1.9309                   | 0.5357             | 0.6976       | 1.69 | 0.21 |
| DIM 1 × 1          | 2.6833                   | 0.7860             | 0.9264       | 2.31 | 0.22 |
| DIM 3 × 3          | 2.8323                   | 0.6265             | 0.8593       | 2.51 | 0.20 |
| DIM 5 × 5          | 2.8417                   | 0.6233             | 0.8541       | 2.52 | 0.20 |
| DIM 7 × 7          | 2.8411                   | 0.6261             | 0.8529       | 2.52 | 0.20 |
| DIM 9 × 9          | 2.8406                   | 0.6274             | 0.8525       | 2.52 | 0.20 |
| FEM                | 2.8883                   | 0.6531             | 0.8615       | 2.55 | 0.20 |

Table 6: Homogenized stiffness moduli for monodisperse with narrow gaps of $c_r = 0.5$. DIM results were obtained by means of µMECH 3 method. Isotropic moduli in last two columns were derived from eigenvalue analysis of $C$ as reported in [24].

Fig. 7a. Results for two different volume fractions $c_r$, proportional to the gaps among the inclusions as parametrized in Tab. 4, are listed in Tab. 6 and Tab. 7. The fit among all schemes is remarkable but the Self-Consistent scheme which is known to overestimate the moduli for lower volume fractions of stiff inclusions. Moreover, it appears that for both configurations, either narrow or wider gaps, 3×3 inclusions adjacent to that inside $\Omega_\square$ is far sufficient for very accurate results.

5. Conclusions

In the present paper we discussed a new and, to the best of our knowledge, the only freely available library of solutions to micromechanical problems based on Eshelby’s seminal work [1] and its subsequent extensive elaboration in classical textbooks as e.g. [5]. Contrary to what is meant as a standard in classical micromechanics, the implemented strategies aim at the evaluation of perturbation or total local fields inside and outside ellipsoidal inclusions. The code also covers the solution to multiple inclusion problems by means of the so called self-compatibility
### Table 7: Homogenized stiffness moduli for monodisperse with narrow gaps of $c_r = 0.35$. DIM results were obtained by means of μMECH 3 method. Isotropic moduli in last two columns were derived from eigenvalue analysis of $C$ as reported in [24].

| Computation scheme | Stiffness tensor moduli $C_{1111} = C_{2222}$ | $C_{1112} = C_{2212}$ | $C_{1212}$ | $E$   | $\nu$ |
|--------------------|---------------------------------------------|------------------------|-------------|-------|------|
| Self-Consistent    | 1.8511                                     | 0.5235                 | 0.6639      | 1.62  | 0.22 |
| Diff. scheme       | 1.6587                                     | 0.4556                 | 0.6630      | 1.46  | 0.21 |
| Mori-Tanaka        | 1.7417                                     | 0.4808                 | 0.6304      | 1.53  | 0.21 |
| Dilute             | 1.5722                                     | 0.4228                 | 0.5746      | 1.39  | 0.21 |
| DIM 1 x 1          | 1.7524                                     | 0.4774                 | 0.6272      | 1.54  | 0.21 |
| DIM 3 x 3          | 1.7889                                     | 0.4400                 | 0.6046      | 1.59  | 0.20 |
| DIM 5 x 5          | 1.7904                                     | 0.4391                 | 0.6036      | 1.59  | 0.20 |
| DIM 7 x 7          | 1.7905                                     | 0.4392                 | 0.6033      | 1.59  | 0.20 |
| DIM 9 x 9          | 1.7905                                     | 0.4392                 | 0.6032      | 1.59  | 0.20 |
| FEM                | 1.7854                                     | 0.4388                 | 0.6017      | 1.58  | 0.20 |

Algorithm. This strategy benefits from the solution to the inclusion problem with polynomial eigenstrains. As this is the crucial part of the code we will keep improving it in the future, possibly with the help of new members of the emerging developers community motivated also by means of the present paper. Besides, the library is furnished with classical homogenization theories such as Mori-Tanaka, Self-Consistent method etc. On the basis of the above comments, let us stress current features of the μMECH library and a few proposals for further development as follows.

**Implemented features:**

- solutions to internal and external fields in two and three dimensions,
- an approximate solution to the multiple inhomogeneity/inclusion problem by means of the self-compatibility algorithm,
- the solution to the equivalent inclusion problem with polynomial stress free transformation eigenstrains,
- a powerful I/O interface based on the VTK standard,
- various homogenization schemes as Mori-Tanaka, Self-consistent method, dilute approximation, direct integration, and the differential scheme.

**Future development will focus on:**

- a Galerkin-like approximation to the multiple inclusion problem with Eshelby functions at heart,
• a direct link between µMECH core implementation and a F# class for polynomial eigenstrain based solutions,

• a parallelization of the solution to the multiple inclusion problem,

• a special care of the Gibbs-like phenomenon taking place at the inclusion interfaces.
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