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Abstract

In this paper, we consider the reducibility of the quasi-periodic linear Hamiltonian system

$$\dot{x} = (A + \varepsilon Q(t))x,$$

where $A$ is a constant matrix with possible multiple eigenvalues, $Q(t)$ is analytic quasi-periodic with respect to $t$, and $\varepsilon$ is a sufficiently small parameter. Under some non-resonant conditions, it is proved that, for most sufficiently small $\varepsilon$, the Hamiltonian system can be reduced to a constant coefficient Hamiltonian system by means of a quasi-periodic symplectic change of variables with the same basic frequencies as $Q(t)$. Application to quasi-periodic Hill’s equation is also given.
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1. Introduction

In this paper, we are concerned with the reducibility of the quasi-periodic linear Hamiltonian system

$$\dot{x} = (A + \varepsilon Q(t))x,$$  \hfill (1.1)

where $A$ is a constant matrix with possible multiple eigenvalues, $Q(t)$ is analytic quasi-periodic with respect to $t$, and $\varepsilon$ is a sufficiently small parameter.

Firstly, let us recall the definition of the reducibility for quasi-periodic linear systems. Let $A(t)$ be an $n \times n$ quasi-periodic matrix, the differential equation

$$\dot{x} = A(t)x, \quad x \in \mathbb{R}^n$$  \hfill (1.2)
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is called reducible, if there exists a non-singular quasi-periodic change of variables

\[ x = \phi(t)y, \]

where \( \phi(t) \) and \( \phi^{-1}(t) \) are quasi-periodic and bounded, which changes (1.2) into

\[ \dot{y} = By, \ y \in \mathbb{R}^n \]  \hspace{1cm} (1.3)

where \( B \) is a constant matrix.

The well known Floquet theorem states that every periodic differential equation (1.2) can be reduced to a constant coefficient differential equation (1.3) by means of a periodic change of variables with the same period as \( A(t) \). However this is not true for the quasi-periodic linear system, one can see [13] for more details. In 1981, Johnson and Sell [8] proved that the quasi-periodic linear system (1.2) is reducible if the quasi-periodic coefficient matrix \( A(t) \) satisfies the "full spectrum" condition.

Therefore, many authors ([8], [9], [10], [17]) paid attention to the reducibility of the quasi-periodic linear system (1.1), which is close to a constant coefficient linear system. This problem was first studied by Jorba and Simó in [9]. Suppose that \( A \) is a constant matrix with different eigenvalues, they proved that if the eigenvalues of \( A \) and the frequencies of \( Q \) satisfy some non-resonant conditions, then there exist some sufficiently small \( \varepsilon_0 > 0 \) and a non-empty Cantor set \( E \subset (0, \varepsilon_0) \), such that for any \( |\varepsilon| \in E \), system (1.1) is reducible. Moreover, the relative measure of the set \((0, \varepsilon_0) \setminus E\) in \((0, \varepsilon_0)\) is exponentially small in \( \varepsilon_0 \).

Later, Xu [17] obtained the similar result for the multiple eigenvalue case.

In 1996, Jorba and Simó [10] extended the conclusion of the linear system to the nonlinear system

\[ \dot{x} = (A + \varepsilon Q(t, \varepsilon))x + \varepsilon g(t) + h(x, t), \ x \in \mathbb{R}^n. \]  \hspace{1cm} (1.4)

Suppose that \( A \) has \( n \) different nonzero eigenvalues, they proved that under some non-resonant conditions and non-degeneracy conditions, there exists a non-empty Cantor set \( E \subset (0, \varepsilon_0) \), such that for all \( |\varepsilon| \in E \), system (1.4) is reducible. Later, Wang and Xu [13] further investigated the nonlinear quasi-periodic system

\[ \dot{x} = Ax + f(t, x, \varepsilon), \ x \in \mathbb{R}^2, \]  \hspace{1cm} (1.5)

where \( A \) is a real \( 2 \times 2 \) constant matrix, and \( f(t, 0, \varepsilon) = O(\varepsilon), \ \partial_x f(t, 0, \varepsilon) = O(\varepsilon) \) as \( \varepsilon \to 0 \). They proved without any non-degeneracy condition, one of two results holds: (1) system (1.5) is reducible to \( \dot{y} = By + O(y) \) for all \( \varepsilon \in (0, \varepsilon_0) \); (2) there exists a non-empty Cantor set \( E \subset (0, \varepsilon_0) \), such that system (1.5) is reducible to \( \dot{y} = By + O(y^2) \) for all \( |\varepsilon| \in E \).

In [2], Her and You considered one-parameter family of quasi-periodic linear system

\[ \dot{x} = (A(\lambda) + g(\omega_1 t, \ldots, \omega_l t, \lambda))x, \]  \hspace{1cm} (1.6)

where \( A \in C^\omega(A, gl(m, C)) \) \( (C^\omega(A, gl(m, C)) \) be the set of \( m \times m \) matrices \( A(\lambda) \) depending analytically on a parameter \( \lambda \) in a closed interval \( \Lambda \subset \mathbb{R} \), and
is analytic and small. They proved that under some non-resonance conditions and non-degeneracy conditions, there exists an open and dense set $\mathcal{A}$ in $C^\omega(\Lambda, gl(m, C))$, such that for each $A \in \mathcal{A}$, system (1.6) is reducible for almost all $\lambda \in \Lambda$.

Instead of a total reduction to a constant coefficient linear system, Jorba, Ramírez-ros and Villanueva [11] investigated the effective reducibility of the following quasi-periodic system

$$\dot{x} = (A + \varepsilon Q(t, \varepsilon))x, \quad |\varepsilon| \leq \varepsilon_0,$$

where $A$ is a constant matrix with different eigenvalues. They proved that under non-resonant conditions, by a quasi-periodic transformation, system (1.7) is reducible to a quasi-periodic system

$$\dot{y} = (A^*(\varepsilon) + \varepsilon R^*(t, \varepsilon))y, \quad |\varepsilon| \leq \varepsilon_* \leq \varepsilon_0,$$

where $R^*$ is exponentially small in $\varepsilon$. Li and Xu [4] obtained the similar result for Hamiltonian systems.

In this paper we will study the reducibility of the quasi-periodic linear Hamiltonian system (1.1), where the matrix $A$ may have multiple eigenvalues. To this end, the following assumptions are made.

Assumption A: Non-resonant condition. Let all eigenvalues of the matrix $A$ be $\lambda_1, \ldots, \lambda_n$, $Q(t)$ be an analytic quasi-periodic function on $D_\rho = \{ \theta \in C^r : |\text{Im}\theta_j| \leq \rho, j = 1, 2, \ldots, r \}$ with the frequencies $\omega = (\omega_1, \ldots, \omega_r)$. Suppose that $\lambda = (\lambda_1, \ldots, \lambda_n)$ and $\omega = (\omega_1, \ldots, \omega_r)$ satisfy the non-resonant conditions

$$|(k, \omega)\sqrt{-1} - \lambda_i + \lambda_j| \geq \frac{\alpha}{|k|^\tau}$$

for all $k \in \mathbb{Z}^r \setminus \{0\}$, $0 \leq i, j \leq n$, where $\alpha > 0$ is a small constant and $\tau > r - 1$.

Assumption B: Non-degeneracy condition. Assume that $A + \varepsilon Q$ has $n$ different eigenvalues $\mu_1, \ldots, \mu_n$ with $|\mu_i| \geq 2\delta \varepsilon$, $|\mu_i - \mu_j| \geq 2\delta \varepsilon$, $i \neq j$, $0 \leq i, j \leq n$, where $\delta$ is a positive constant independently of $\varepsilon$. Here we denote the average of $Q(t)$ by $\overline{Q}$, that is,

$$\overline{Q} = \lim_{T \to \infty} \frac{1}{2T} \int_{-T}^T Q(t)dt.$$

We are in a position to state the main result.

**Theorem 1.1.** Suppose that the Hamiltonian system (1.1) satisfies the assumptions A and B. Then there exist some sufficiently small $\varepsilon_0 > 0$ and a non-empty Cantor subset $E_{\varepsilon_0} \subset (0, \varepsilon_0)$ with positive Lebesgue measure, such that for $\varepsilon \in E_{\varepsilon_0}$, the Hamiltonian system (1.1) is reducible, i.e., there is an analytic quasi-periodic symplectic transformation $x = \psi(t)y$, where $\psi(t)$ has same frequencies as $Q(t)$, which changes (1.1) into the Hamiltonian system $\dot{y} = By$, where $B$ is a constant matrix. Moreover, if $\varepsilon_0$ is small enough, the relative measure of $E_{\varepsilon_0}$ in $(0, \varepsilon_0)$ is close to 1.
Now we give some remarks on this result. Firstly, here we deal with the Hamiltonian system and have to find the symplectic transformation, which is different from that in [9] and [17]. Secondly, we consider the reducibility, other than the effective reducibility in [11] and [4]. The last but not the least, we can allow the matrix $A$ to have multiple eigenvalues. Of course, if the eigenvalues of $A$ are different, the non-degeneracy condition holds naturally.

After finishing this work, we consult references again and find the literature [5]. In [5], Li, Zhu and Chen considered the following nonlinear analytic quasi-periodic Hamiltonian system

$$\dot{x} = (A + \varepsilon Q(t))x + \varepsilon g(t) + h(x, t), \ x \in \mathbb{R}^{2n},$$

(1.8)

where $A$ is a constant matrix, $h = O(x^2)(x \to 0)$, and $h(x, t), Q(t), g(t)$ are analytic quasi-periodic on $\mathcal{D}_\rho$ with respect to $t$. They proved that, under suitable hypothesis of analyticity, non-resonance conditions and non-degeneracy conditions, there exists a non-empty Cantor set $E^* \subset (0, \varepsilon_0)$ with positive Lebesgue measure, such that for $\varepsilon \in E^*$, there is a quasi-periodic symplectic transformation, which changes the Hamiltonian system (1.8) into the Hamiltonian system

$$\dot{y} = B(\varepsilon) y + h_\infty(y, t, \varepsilon),$$

where $B$ is a real constant matrix and $h_\infty(y, t, \varepsilon) = O(y^2)$ as $y \to 0$. Moreover, $\text{meas}(0, \varepsilon_0) \setminus E^* = o(\varepsilon_0)$ as $\varepsilon_0 \to 0$.

Here we remark that if $g(t) \equiv 0$, $h(x, t) \equiv 0$ in (1.8), the result in Theorem 2.1 of [5] is just the same as our main result in Theorem 1.1. However, in Theorem 2.1 of [5], $A$ is a matrix that can be diagonalized. In this paper, $A$ is only a constant matrix with possible multiple eigenvalues, which enables us to study equation (1.9), because

$$A = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}$$

can not be diagonalized. Moreover, the non-resonance conditions and non-degeneracy conditions in Theorem 2.1 of [5] are all stronger than assumptions A and B in this paper. Of course, the proof of our main result in Theorem 1.1 is different from that in [5] in some respect. For instance, in the estimate on the measure, we do not need the non-degeneracy conditions which guarantee that $\lambda_i^m - \lambda_j^m$ are Lipschitz from above and from below. Furthermore, when proving the convergence of the iteration, our method can obtain some information to analyze the quasi-periodic Hill’s equation (1.9). From the above, it is necessary to give the complete proof of Theorem 1.1. Therefore, we will prove Theorem 1.1 in Section 3 of this paper.

As an example, we apply Theorem 1.1 to the following quasi-periodic Hill’s equation

$$\ddot{x} + \varepsilon a(t)x = 0,$$

(1.9)

where $a(t)$ is analytic quasi-periodic with the frequencies $\omega = (\omega_1, \cdots, \omega_r)$. Denote the average of $a(t)$ by $\bar{a}$. If $\bar{a} > 0$ and the frequencies $\omega$ of $a(t)$ satisfy
the Diophantine condition
\[ |\langle k, \omega \rangle| \geq \frac{\alpha}{|k|^\tau} \]
for all \( k \in \mathbb{Z}^r \setminus \{0\} \), where \( \alpha > 0 \) is a small constant and \( \tau > r - 1 \), then there exists some sufficiently small \( \varepsilon_0 > 0 \), equation (1.9) is reducible and the equilibrium of (1.9) is stable in the sense of Lyapunov for most sufficiently small \( \varepsilon \in (0, \varepsilon_0) \). Moreover, all solutions of equation (1.9) are quasi-periodic with the frequencies \( \Omega = (\omega_1, \ldots, \omega_r, \sqrt{b}) \) for most sufficiently small \( \varepsilon \in (0, \varepsilon_0) \), where \( b = a\varepsilon + O(\varepsilon^2) \) as \( \varepsilon \to 0 \). Here we remark that if we rewrite equation (1.9) into the Hamiltonian system (1.1), we find that
\[ A = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}, \]
which has multiple eigenvalues \( \lambda_1 = \lambda_2 = 0 \). One can see Section 4 for more details about this example.

There are plenty of works about the stability of the equilibria of quasi-periodic Hamiltonian systems, one can refer to [1], [6], [7] and [16] for a detailed description. In general, in order to determine the type of stability of the equilibria of quasi-periodic Hamiltonian systems, the authors need to assume that the corresponding linearized system is reducible, and some conditions were added to the system after the reducibility. However, as far as we know, the case that the conditions are added to the original system has not been considered in the literature up to now, which we will study in the future.

The paper is organized as follows. In Section 2, we list some basic definitions and results that will be useful in the proof of the main result. In Section 3, we will prove Theorem 1.1. The quasi-periodic Hill’s equation (1.9) will be analyzed in Section 4.

2. Some preliminaries

We first give the definition of quasi-periodic functions.

**Definition 2.1.** A function \( f \) is said to be a quasi-periodic function with a vector of basic frequencies \( \omega = (\omega_1, \omega_2, \ldots, \omega_r) \), if \( f(t) = F(\theta_1, \theta_2, \ldots, \theta_r) \), where \( F \) is 2\( \pi \) periodic in all its arguments and \( \theta_j = \omega_j t \) for \( j = 1, 2, \ldots, r \). Moreover, if \( F(\theta) (\theta = (\theta_1, \theta_2, \ldots, \theta_r)) \) is analytic on \( D_\rho = \{ \theta \in \mathbb{C}^r : |\text{Im} \theta_j| \leq \rho, j = 1, 2, \ldots, r \} \), we say that \( f(t) \) is analytic quasi-periodic on \( D_\rho \).

It is well known that an analytic quasi-periodic function \( f(t) \) can be expanded as Fourier series
\[ f(t) = \sum_{k \in \mathbb{Z}^r} f_k e^{(i(k, \omega))} \]
with Fourier coefficients defined by
\[ f_k = \frac{1}{(2\pi)^r} \int_{\mathbb{T}^r} F(\theta) e^{-i(k, \theta)} d\theta. \]
Denote by \( \| f \|_\rho \) the norm
\[
\| f \|_\rho = \sum_{k \in \mathbb{Z}} |f_k| e^{ik\rho}.
\]

**Definition 2.2.** An \( n \times n \) matrix \( Q(t) = (q_{ij}(t))_{1 \leq i,j \leq n} \) is said to be analytic quasi-periodic on \( D_\rho \) with frequencies \( \omega = (\omega_1, \omega_2, \cdots, \omega_r) \), if all \( q_{ij}(t) \) \((i,j = 1,2,\cdots,n)\) are analytic quasi-periodic on \( D_\rho \) with frequencies \( \omega = (\omega_1, \omega_2, \cdots, \omega_r) \).

Define the norm of \( Q \) by
\[
\| Q \|_\rho = \max_{1 \leq i \leq n} \sum_{j=1}^{n} \| q_{ij} \|_\rho.
\]
It is easy to see that
\[
\| Q_1 Q_2 \|_\rho \leq \| Q_1 \|_\rho \| Q_2 \|_\rho.
\]
If \( Q \) is a constant matrix, write \( \| Q \|_\rho = \| Q \|_\rho \) for simplicity. Denote the average of \( Q(t) \) by \( \overline{Q} = (\overline{q}_{ij})_{1 \leq i,j \leq n} \), where
\[
\overline{q}_{ij} = \lim_{T \to \infty} \frac{1}{2T} \int_{-T}^{T} q_{ij}(t) \, dt,
\]
see [14] for the existence of the limit.

Also we need two lemmas which are provided in this section for the proof of Theorem 1.1 that were proved in [10].

**Lemma 2.3.** Let \( h : B_\sigma(0) \subset \mathbb{R}^n \to \mathbb{R}^n \) be a \( C^2 \) function that satisfies \( h(0) = 0, D_x h(0) = 0, \| D_{xx} h(x) \| \leq K, x \in B_\sigma(0) \). Then \( \| h(x) \| \leq \frac{K}{2} \| x \|^2, \| D_x h(x) \| \leq K \| x \| \).

**Lemma 2.4.** Suppose that \( B_0 \) is an \( n \times n \) matrix with different nonzero eigenvalues \( \mu_1^0, \cdots, \mu_n^0 \), satisfying \( |\mu_i^0| > \gamma, |\mu_i^0 - \mu_j^0| > \gamma, i \neq j, 1 \leq i,j \leq n \), and \( S_0 \) is a regular matrix such that \( S_0^{-1} B_0 S_0 = \text{diag}(\mu_1^0, \cdots, \mu_n^0) \). Set \( \beta_0 = \max\{\| S_0 \|, \| S_0^{-1} \|\} \), and choose \( b \) such that
\[
0 < b < \frac{\gamma}{(3n-1)\beta_0^2}.
\]
If \( B_1 \) verifies \( \| B_1 - B_0 \| \leq b \), then the following conclusions hold:

1. \( B_1 \) has \( n \) different nonzero eigenvalues \( \mu_1^1, \cdots, \mu_n^1 \).

2. There exists a regular matrix \( S_1 \) such that \( S_1^{-1} B_1 S_1 = \text{diag}(\mu_1^1, \cdots, \mu_n^1) \), which satisfies \( \| S_1 \| \| S_1^{-1} \| \leq \beta_1 \), where \( \beta_1 = 2\beta_0 \).

The next lemma is used to perform a step of the inductive procedure in the proof of Theorem 1.1.
Lemma 2.5. Consider the differential equation
\[ \dot{P}(t) = \Lambda P(t) - P(t)\Lambda + R(t), \] (2.1)
where $\Lambda$ is a constant Hamiltonian matrix with $n$ different eigenvalues $\nu_1, \cdots, \nu_n$, $R$ is an analytic quasi-periodic Hamiltonian matrix on $D_\rho$ with frequencies $\omega$, satisfying $\overline{R} = 0$.

If
\[ |\langle k, \omega \rangle \sqrt{-1} - \nu_i + \nu_j| \geq \frac{\alpha}{|k|^3\tau} \]
for all $0 \neq k \in \mathbb{Z}^r$, and $|\nu_i| \geq \delta \varepsilon$, $|\nu_i - \nu_j| \geq \delta \varepsilon$, for $i \neq j$, $0 \leq i, j \leq n$, where $\delta$ is a positive constant independently of $\varepsilon$, then equation (2.1) has a unique analytic quasi-periodic Hamiltonian solution $P(t)$ with $\overline{P} = 0$, where $P(t)$ has frequencies $\omega$, and satisfies
\[ ||P||_{|\rho - s|} \leq \frac{c}{\alpha s^r} ||R||_\rho \] (2.3)
with $\nu = 3\tau + r$ and $0 < s < \rho$, where the constant $c$ depends only on $\tau$ and $r$.

Proof. Choosing $S$ such that $S^{-1}\Lambda S = D = \text{diag}(\nu_1, \cdots, \nu_n)$, making the change of variable $P(t) = SX(t)S^{-1}$ and defining $Y(t) = S^{-1}R(t)S$, equation (2.1) becomes
\[ \dot{X}(t) = DX(t) - X(t)D + Y(t), \quad \overline{Y} = 0. \] (2.4)

Expanding $X$ and $Y$ into Fourier series yields that
\[ X(t) = \sum_{k \in \mathbb{Z}^r} X_k e^{\langle k, \omega \rangle \sqrt{-1} t}, \quad Y(t) = \sum_{k \in \mathbb{Z}^r} Y_k e^{\langle k, \omega \rangle \sqrt{-1} t}, \]
where $X_k = (x_{ij}^k)_{1 \leq i, j \leq n}$ and $Y_k = (y_{ij}^k)_{1 \leq i, j \leq n}$.

By comparing the coefficients of (2.4), we obtain that
\[ x_{ij}^k = \frac{y_{ij}^k}{\langle k, \omega \rangle \sqrt{-1} - \nu_i + \nu_j}, \quad 1 \leq i, j \leq n, k \neq 0, \]
and
\[ x_{ij}^0 = 0, \quad 1 \leq i, j \leq n. \]
Since $R$ is analytic on $D_\rho$, $Y$ is also analytic on $D_\rho$. Therefore, we have
\[ ||Y_k|| \leq ||Y||_{|\rho - s|} e^{-|k|\rho}. \]

Hence
\[ ||X||_{|\rho - s|} = \sum_{k \in \mathbb{Z}^r} ||X_k|| e^{|k|(|\rho - s|)} \]
\[ \leq \sum_{0 \neq k \in \mathbb{Z}^r} \frac{|k| |\tau e^{-s}| |k|}{\alpha} ||Y||_\rho \]
\[ \leq \frac{c}{\alpha s^r} ||Y||_\rho, \]
where \( \nu = 3r + r \) and \( 0 < s < \rho \). Here and hereafter we always use the same symbol \( c \) to denote different constants in estimates. Hence
\[
\|P\|_{\rho-s} \leq c\|X\|_{\rho-s} \leq \frac{c}{\alpha s^r}||Y||_{\rho} \leq \frac{c}{\alpha s^r}||R||_{\rho}.
\]

Now we prove that \( P \) is Hamiltonian. Since \( \Lambda \) and \( R \) are Hamiltonian, then \( \Lambda = J\Lambda J \) and \( R = JRJ \), where \( \Lambda J \) and \( R J \) are symmetric. Let \( P_J = J^{-1}P \), if \( P_J \) is symmetric, then \( P \) is Hamiltonian. Below we prove that \( P_J \) is symmetric.

Substituting \( P = JP \) into equation (2.1) yields that
\[
\dot{P}_J = \Lambda_J JP_J - P_J J\Lambda_J + R_J, \tag{2.5}
\]
and transposing equation (2.5), we get
\[
\dot{P}_J^T = \Lambda_J JP_J^T - P_J^T J\Lambda_J + R_J.
\]
It is easy to see that \( JP_J \) and \( JP_J^T \) are solutions of (2.1), moreover, \( JP_J^T = JP_J = 0 \). Since the solution of (2.1) with \( P = 0 \) is unique, we have that \( JP_J = JP_J^T \), which implies that \( P \) is Hamiltonian. Up to now, we have finished the proof of this lemma. \( \square \)

3. Proof of Theorem 1.1

From the assumptions of Theorem 1.1, it follows that \( A + \varepsilon Q \) is a Hamiltonian matrix with \( n \) different eigenvalues \( \mu_1, \ldots, \mu_n \), and \( |\mu_i| \geq 2\delta \varepsilon \), \( |\mu_i - \mu_j| \geq 2\delta \varepsilon \), \( 0 \leq i, j \leq n \), where \( \delta \) is a positive constant independently of \( \varepsilon \). We rewrite the Hamiltonian system (1.1) into
\[
\dot{x} = [A + \varepsilon \bar{Q} + \varepsilon (Q(t) - \bar{Q})]x := (A_1 + \varepsilon \bar{Q}(t))x, \tag{3.1}
\]
where \( A_1 = A + \varepsilon Q, \bar{Q}(t) = Q(t) - \bar{Q}, \bar{Q} = 0 \).

Introduce the change of variables \( x = e^{\varepsilon P(t)}x_1 \), where \( P(t) \) will be determined later, under this symplectic transformation, the Hamiltonian system (3.1) is changed into the new Hamiltonian system
\[
x_1 = e^{-\varepsilon P(t)}(A_1 + \varepsilon \bar{Q} - \varepsilon \dot{P})e^{\varepsilon P(t)}x_1. \tag{3.2}
\]
Expand \( e^{\varepsilon P} \) and \( e^{-\varepsilon P} \) into
\[
e^{\varepsilon P} = I + \varepsilon P + B, \quad e^{-\varepsilon P} = I - \varepsilon P + \bar{B},
\]
where
\[
B = \frac{(\varepsilon P)^2}{2!} + \frac{(\varepsilon P)^3}{3!} + \cdots, \quad \bar{B} = \frac{(\varepsilon P)^2}{2!} - \frac{(\varepsilon P)^3}{3!} + \cdots.
\]
Then the Hamiltonian system (3.2) can be rewritten
\[
\dot{x}_1 = (I - \varepsilon P + \bar{B})(A_1 + \varepsilon \bar{Q} - \varepsilon \dot{P})(I + \varepsilon P + B)x_1
= (A_1 + \varepsilon \bar{Q} - \varepsilon \dot{P} + \varepsilon A_1)(I + \varepsilon P + B)x_1,
\tag{3.3}
\]
where

\[ Q_1 = -P(\tilde{Q} - \dot{P}) + (\tilde{Q} - \dot{P})P - P(A_1 + \varepsilon \tilde{Q} - \varepsilon \dot{P})P + (I - \varepsilon P)(A_1 + \varepsilon \tilde{Q} - \varepsilon \dot{P})B \frac{\varepsilon^2}{\varepsilon^2} \]

\[ + e^\varepsilon P(A_1 + \varepsilon \tilde{Q} - \varepsilon \dot{P})B \frac{\varepsilon^2}{\varepsilon^2}. \]

We would like to have

\[ \tilde{Q} - \dot{P} + A_1 P - PA_1 = 0, \]

which is equivalent to

\[ \dot{P} = A_1 P - PA_1 + \tilde{Q}. \quad (3.4) \]

By the assumption B of Theorem 1.1 it is easy to see that the inequalities

\[ |\mu_i| \geq \delta \varepsilon, \quad |\mu_i - \mu_j| \geq \delta \varepsilon, \quad i \neq j, \quad 0 \leq i, j \leq n \]

hold. Moreover, if the equalities

\[ |\langle k, \omega \rangle \sqrt{-1} - \mu_i + \mu_j| \geq \frac{\alpha_0}{|k|^{3r}}, \quad 0 \neq k \in \mathbb{Z}^r, \quad (3.5) \]

also hold, where \( \alpha_0 = \frac{\theta}{2} \), thus, by Lemma 2.3, (3.4) is solvable for \( P \) on a smaller domain, that is, there is a unique quasi-periodic Hamiltonian matrix \( P(t) \) with frequencies \( \omega \) on \( D_{\rho-s} \), which satisfies \( \mathcal{P} = 0 \) and

\[ ||P||_{\rho-s} \leq \frac{c}{\alpha_0 s^r} ||\tilde{Q}||_\rho \leq \frac{c}{\alpha_0 s^r} ||Q||_\rho, \quad (3.6) \]

where \( s = \frac{1}{2}\rho \).

Therefore, by (3.6), the Hamiltonian system (3.3) becomes

\[ \dot{x}_1 = (A_1 + \varepsilon^2 Q_1)x_1, \quad (3.7) \]

where

\[ Q_1 = P(A_1 P - PA_1) + (PA_1 - A_1 P)P - P(A_1 + \varepsilon(PA_1 - A_1 P))P + (I - \varepsilon P)(A_1 + \varepsilon(PA_1 - A_1 P))B \frac{\varepsilon^2}{\varepsilon^2} \]

\[ + e^\varepsilon P(A_1 + \varepsilon(PA_1 - A_1 P))e^\varepsilon P. \]

From Lemma 2.3 it follows that

\[ ||B||_{\rho-s} \leq c||\varepsilon P||^2_{\rho-s}, \quad ||\tilde{B}||_{\rho-s} \leq c||\varepsilon P||^2_{\rho-s}. \]
Therefore, if $|\varepsilon|$ is sufficiently small, we have

$$||Q_1||_{\rho-s} \leq c ||P||_{\rho-s}^2 \leq \frac{c}{\alpha_0 s^2 \nu} ||Q||_0^2.$$ 

Now we consider the iteration step. In the $m^{th}$ step, we consider the Hamiltonian system

$$\dot{x}_m = (A_m + \varepsilon^{2m} Q_m(t))x_m, \quad m \geq 1,$$  \hspace{1cm} (3.8)

where $A_m$ has $n$ different eigenvalues $\lambda_1^m, \ldots, \lambda_n^m$ with

$$|\lambda_i^m| \geq \delta \varepsilon, \quad |\lambda_i^m - \lambda_j^m| \geq \delta \varepsilon, \quad i \neq j, \quad 1 \leq i, j \leq n,$$

here we define $\lambda_i^1 = \mu_i, \quad i = 1, \ldots, n$.

Let $A_{m+1} = A_m + \varepsilon^{2m} \overline{Q}_m$, then the Hamiltonian system (3.8) becomes

$$\dot{x}_m = (A_{m+1} + \varepsilon^{2m} \overline{Q}_m)x_m, \quad m \geq 1,$$  \hspace{1cm} (3.9)

where $\overline{Q}_m = Q_m(t) - \overline{Q}_m$.

We need to solve

$$\dot{P}_m = A_{m+1}P_m - P_mA_{m+1} + \overline{Q}_m.$$ 

If

$$|(k, \omega)^\dagger - \lambda_i^{m+1} + \lambda_j^{m+1}| \geq \frac{\alpha_m}{|k|^{3r}}, \quad 0 \neq k \in \mathbb{Z}^r,$$

and $A_{m+1}$ has $n$ different eigenvalues $\lambda_1^{m+1}, \ldots, \lambda_n^{m+1}$ with

$$|\lambda_i^{m+1}| \geq \delta \varepsilon, \quad |\lambda_i^{m+1} - \lambda_j^{m+1}| \geq \delta \varepsilon, \quad i \neq j, \quad 1 \leq i, j \leq n,$$

by Lemma 2.5, there is a unique quasi-periodic Hamiltonian matrix $P_m(t)$ with frequencies $\omega$ on $D_{\rho_m-s_m}$, which satisfies

$$||P_m||_{\rho_m-s_m} \leq \frac{c}{\alpha_m s^2 \nu_m} ||Q_m||_{\rho_m}.$$  \hspace{1cm} (3.10)

Thus, under the symplectic change of variables $x_m = e^{\varepsilon^{2m} P_m(t)}x_{m+1}$, the Hamiltonian system (3.9) is changed into

$$\dot{x}_{m+1} = (A_{m+1} + \varepsilon^{2m} Q_{m+1})x_{m+1},$$

where

$$Q_{m+1}(t) = P_m(A_{m+1}P_m - P_mA_{m+1}) + (P_mA_{m+1} - A_{m+1}P_m)P_m$$

$$- P_m \left( A_{m+1} + \varepsilon^{2m} (P_mA_{m+1} - A_{m+1}P_m) \right) P_m$$

$$+ (I - \varepsilon^{2m} P_m) \left( A_{m+1} + \varepsilon^{2m} (P_mA_{m+1} - A_{m+1}P_m) \right) \frac{B_m}{\varepsilon^{2m+1}}$$

$$+ \frac{B_m}{\varepsilon^{2m+2}} \left( A_{m+1} + \varepsilon^{2m} (P_mA_{m+1} - A_{m+1}P_m) \right) \varepsilon^{2m} P_m,$$
\[ e^{\varepsilon^2 P_m} = I + \varepsilon^2 P_m + B_m, \]
\[ e^{-\varepsilon^2 P_m} = I - \varepsilon^2 P_m + \tilde{B}_m, \]
and
\[ B_m = \frac{(\varepsilon^2 P_m)^2}{2!} + \frac{(\varepsilon^2 P_m)^3}{3!} + \cdots, \]
\[ \tilde{B}_m = \frac{(\varepsilon^2 P_m)^2}{2!} - \frac{(\varepsilon^2 P_m)^3}{3!} + \cdots. \]

From Lemma 2.3 it follows that
\[ ||B_m||_{\rho_m-s_m} \leq c||\varepsilon^2 P_m||^2_{\rho_m-s_m}, \]
\[ ||\tilde{B}_m||_{\rho_m-s_m} \leq c||\varepsilon^2 P_m||^2_{\rho_m-s_m}. \]

Therefore, if \(|\varepsilon|\) is sufficiently small, by (3.10) we have
\[ ||Q_{m+1}||_{\rho_m-s_m} \leq \frac{c}{\alpha^2 \varepsilon^2 \rho_m} ||Q_m||^2_{\rho_m}. \] (3.11)

Now we prove that the iteration is convergent as \(m \to \infty\). When \(m = 1\), we choose
\[ \alpha_1 = \frac{1}{4}, \rho_1 = \frac{1}{2} \rho, \ s_1 = \frac{1}{8} \rho, \ F_1 = \frac{||\varepsilon^2 Q_1||_{\rho_1}}{\alpha_1^2 \varepsilon^2 \rho_1}. \]

At the \(m\)th step, we define
\[ \alpha_m = \frac{\alpha}{(m+1)^2}, \ s_m = \frac{\rho}{2m+2}, \ \rho_m = \rho_1 - (s_1 + s_2 + \cdots + s_m), \]
and
\[ F_m = \frac{\varepsilon^2 ||Q_m||_{\rho_m}}{\alpha^2 \varepsilon^2 \rho_m}. \]

By (3.11), we have
\[ F_{m+1} \leq c \frac{\varepsilon^2}{(\alpha^2 \varepsilon^2 \rho_m)^2} = cF_m^2, \]
where the constant \(c\) depends only on \(\alpha, \rho\). Hence it follows that
\[ cF_{m+1} \leq (cF_m)^2 \leq (cF_1)^{2^m}. \] (3.12)

If \(cF_1 < 1\), then \(cF_m \to 0\) as \(m \to \infty\). From (3.10) it follows that
\[ ||\varepsilon^2 P_m||_{\rho_m-s_m} < cF_m. \] (3.13)

Thus, if \(cF_1 < \frac{1}{2}\), then
\[ ||e^{\pm \varepsilon^2 P_m}||_{\rho_m} \leq 2. \]

Since
\[ ||A_{m+1} - A_m|| = ||\varepsilon^2 Q_m||_{\rho_m} \leq ||\varepsilon^2 Q_m||_{\rho_m} < cF_m, \] (3.14)
if \( cF_1 \leq \frac{\delta \varepsilon}{(3n-1)\beta_m^2} \), it follows from (3.14) that
\[
||A_{m+1} - A_m|| \leq \frac{\delta \varepsilon}{(3n-1)\beta_m^2}, \quad \text{for any } m \geq 1,
\]
where \( \beta_m = \max \{||S_m||, ||S_m^{-1}||\} \) and \( S_m \) is the regular matrix in Lemma 2.4 such that
\[
S_m^{-1}A_mS_m = \text{diag}(\lambda^m_1, \ldots, \lambda^m_n).
\]
Thus, it follows from Lemma 2.4 that \( A_{m+1} \) has \( n \) different eigenvalues \( \lambda^{m+1}_1, \ldots, \lambda^{m+1}_n \). Moreover
\[
|\lambda^{m+1}_i - \lambda^{m+1}_j| \geq \delta \varepsilon, \quad i \neq j, \quad 1 \leq i, j \leq n,
\]
and
\[
|\lambda^{m+1}_i| \geq \delta \varepsilon, \quad i = 1, \ldots, n.
\]
In fact,
\[
|\lambda^{m+1}_i - \lambda^{m+1}_j| \geq |\lambda^l_i - \lambda^l_j| - \sum_{l=1}^{m} (|\lambda^{l+1}_i - \lambda^l_i| + |\lambda^{l+1}_j - \lambda^l_j|)
\]
\[
\geq |\lambda^l_i - \lambda^l_j| - 2\sum_{l=1}^{m} ||A_{l+1} - A_l||
\]
\[
\geq |\lambda^l_i - \lambda^l_j| - 2\sum_{l=1}^{m} cF_l
\]
\[
\geq 2\delta \varepsilon - 2\sum_{l=1}^{m} cF_l.
\]
Moreover, we have
\[
\sum_{l=1}^{m} cF_l \leq \sum_{l=1}^{\infty} cF_1 \leq \sum_{m=0}^{\infty} (cF_1)^2 \leq \sum_{m=1}^{\infty} (cF_1)^m
\]
\[
= \frac{cF_1}{1 - cF_1} < 2cF_1.
\]
Thus, if \( cF_1 \leq \min \left\{ \frac{\delta \varepsilon}{(3n-1)\beta_m^2}, \frac{\delta \varepsilon}{\|Q\|_\rho} \right\} \), that is, \( 0 < \varepsilon \leq \min \left\{ 1, \frac{\delta \varepsilon}{\|Q\|_\rho}, \frac{\delta \varepsilon}{\|Q\|_\rho} \right\} \), then by (3.12), we have
\[
|\lambda^{m+1}_i - \lambda^{m+1}_j| \geq 2\delta \varepsilon - 4\varepsilon cF_1 \geq \delta \varepsilon, \quad i \neq j, \quad 1 \leq i, j \leq n.
\]
In the same way as above, we have
\[
|\lambda^{m+1}_i| \geq \delta \varepsilon, \quad i = 1, \ldots, n.
\]
Let \( D_* = \bigcap_{m=1}^{\infty} D_{\rho_m} = D_{\hat{\xi}} \). By (3.13), the composition of all the changes \( e^{\varepsilon^{2m}P_m} \) converges to \( \psi \) as \( m \to \infty \). Obviously,
\[
||e^{2m}Q_m||_{D_*} \leq cF_m \to 0, \quad m \to \infty.
\]
Furthermore, it follows from (3.14) that $A_m$ is convergent as $m \to \infty$. Define $B = \lim_{m \to \infty} A_m$. Then, under the symplectic change of variables $x = \psi(t)y$, the Hamiltonian system (1.1) is changed into $\dot{y} = By$.

Now we prove that, for most sufficiently small $\varepsilon$, such symplectic transformation exists. From the above iteration, we need to prove that the non-resonant conditions

$$|\langle k, \omega \rangle \sqrt{-1} - \lambda_i^{m+1} + \lambda_j^{m+1}| \geq \frac{\alpha_m}{|k|^3}$$

(3.15)

for all $0 \neq k \in \mathbb{Z}^r, 1 \leq i, j \leq n, \; m = 0, 1, 2, \cdots$, hold for most sufficiently small $\varepsilon$.

Let $f(\varepsilon) = \langle k, \omega \rangle \sqrt{-1} - \lambda_i^{m+1} + \lambda_j^{m+1}, \; i \neq j,$ and

$$O_{ijm}^k = \{ \varepsilon \in (0, \varepsilon_0) : |f(\varepsilon)| < \frac{\alpha_m}{|k|^3}\}$$

where we choose

$$\varepsilon_0 = \min \left\{ 1, \frac{c}{\|Q\|_p}, \frac{c}{\|Q\|_p^2} \right\}$$

such that, for $\varepsilon \in (0, \varepsilon_0)$, the above iteration is convergent, and

$$\left| \frac{df}{d\varepsilon} \right| = \left| \frac{d}{d\varepsilon} (\lambda_i^{m+1} - \lambda_j^{m+1}) \right| \geq \delta.$$ (3.16)

For $\varepsilon \in (0, \varepsilon_0)$, by (3.14) we have

$$\|A_{m+1} - A_1\| \leq \|A_{m+1} - A_m\| + \cdots + \|A_2 - A_1\| \leq cF_m + \cdots + cF_2 \leq 2cF_1 \leq \frac{1}{2}\delta \varepsilon.$$

Hence

$$|f(\varepsilon)| \geq |\langle k, \omega \rangle \sqrt{-1} - \lambda_i + \lambda_j| - |\lambda_i^1 - \lambda_i| - |\lambda_j^1 - \lambda_j|$$

$$- |\lambda_i^m - \lambda_i^{m+1}| - |\lambda_j^m - \lambda_j^{m+1}|$$

$$\geq \frac{\alpha}{|k|^r} - 2q\varepsilon - 2\|A_{m+1} - A_1\|$$

$$\geq \frac{\alpha}{|k|^r} - 2q\varepsilon - \delta \varepsilon \geq \frac{\alpha}{|k|^r} - 3M \varepsilon_0,$$

where $M = \max\{q, \delta\}$.

If $\frac{1}{|k|^r} \geq \frac{6M \varepsilon_0}{\alpha}$, then

$$|f(\varepsilon)| \geq \frac{\alpha}{2|k|^r} > \frac{\alpha_m}{|k|^3},$$

and $O_{ijm}^k = \emptyset$. 
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Suppose that $\frac{1}{|k|} < \frac{6M\varepsilon_0}{\alpha}$. By (3.16), it follows that
\[
\text{meas}(O_{ijm}^k) < \frac{\alpha_m}{|k|^{3\tau}\delta}.
\]
Thus,
\[
\text{meas}\left( \bigcup_{i \neq j} \bigcup_{0 \neq k \in \mathbb{Z}^{r}} O_{ijm}^k \right) \leq \frac{n^2 \alpha_m}{\delta} \sum_{|k|^{-\tau} < \frac{6M\varepsilon_0}{\alpha}} \frac{1}{|k|^{3\tau}} \\
\leq \frac{n^2 \alpha_m}{\delta} \cdot \frac{36M^2\varepsilon_0^2}{\alpha^2} \sum_{k \in \mathbb{Z}^{r}} \frac{1}{|k|^r} \\
\leq \frac{c\varepsilon_0^2}{m^2}.
\]

Let
\[
E_m = \left\{ \varepsilon \in (0, \varepsilon_0) : |(k, \omega)\sqrt{-1} - \lambda_i^{m+1} + \lambda_j^{m+1}| > \frac{\alpha_m}{|k|^{3\tau}}, 0 \neq k \in \mathbb{Z}^{r}, i \neq j \right\}.
\]
Then
\[
(0, \varepsilon_0) - E_m = \bigcup_{i \neq j} \bigcup_{0 \neq k \in \mathbb{Z}^{r}} O_{ijm}^k.
\]
Thus
\[
\text{meas}((0, \varepsilon_0) - E_m) \leq \frac{c\varepsilon_0^2}{m^2}.
\]
Let $E_{\varepsilon_0} = \cap_{m=1}^{\infty} E_m$, then
\[
\text{meas}((0, \varepsilon_0) - E_{\varepsilon_0}) \leq c\varepsilon_0^2,
\]
and
\[
\lim_{\varepsilon_0 \to 0} \frac{\text{meas}((0, \varepsilon_0) - E_{\varepsilon_0})}{\varepsilon_0} = 0.
\]
Therefore, $E_{\varepsilon_0}$ is a non-empty subset of $(0, \varepsilon_0)$. Thus, for $\varepsilon \in E_{\varepsilon_0}$, the Hamiltonian system (1.1) is reducible. i.e., there exists a symplectic transformation $x = \psi(t)y$, which changes the Hamiltonian system (1.1) into the Hamiltonian system $\dot{y} = By$. Thus, Theorem 1.1 is proved completely.

4. The quasi-periodic Hill’s equation

As an example, we apply Theorem 1.1 to the following quasi-periodic Hill’s equation
\[
\ddot{x} + \varepsilon a(t)x = 0,
\]
where $a(t)$ is an analytic quasi-periodic function on $D_\rho$ with frequencies $\omega = (\omega_1, \cdots, \omega_r)$. Denote the average of $a(t)$ by $\bar{a}$, and suppose $\bar{a} > 0$. 
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Let \( \dot{x} = y \), then equation (4.1) can be rewritten in the equivalent form

\[
\dot{x} = y, \quad \dot{y} = -\varepsilon a(t)x.
\]  

(4.2)

To apply Theorem 1.1, we express (4.2) in the form

\[
\dot{z} = (A + \varepsilon Q(t))z,
\]  

(4.3)

where

\[
z = \begin{pmatrix} x \\ y \end{pmatrix}, \quad A = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}, \quad Q = \begin{pmatrix} 0 & -a(t) \\ -a(t) & 0 \end{pmatrix}.
\]

It is easy to see that

\[
|\mu_i| = \sqrt{\bar{a}} \varepsilon \geq 2\varepsilon, \quad i = 1, 2,
\]

and

\[
|\mu_1 - \mu_2| = 2\sqrt{\bar{a}} \varepsilon \geq 2\varepsilon,
\]

where we choose \( \delta = \frac{1}{2}\sqrt{\bar{a}} > 0 \), which is a constant independent of \( \varepsilon \). Therefore, Theorem 1.1 can be applied. It follows from Theorem 1.1 that the following result holds.

**Theorem 4.1.** Assume that \( a(t) \) is an analytic quasi-periodic function on \( D_\rho \) with frequencies \( \omega = (\omega_1, \cdots, \omega_r) \), and \( \bar{a} > 0 \). If the frequencies \( \omega \) of \( a(t) \) satisfy the Diophantine condition

\[
|\langle k, \omega \rangle| \geq \frac{\alpha}{|k|^\tau}
\]  

(4.4)

for all \( k \in \mathbb{Z}^r \setminus \{0\} \), where \( \alpha > 0 \) is a small constant and \( \tau > r - 1 \).

Then there exist some sufficiently small \( \varepsilon_0 > 0 \) and a non-empty Cantor subset \( E_{\varepsilon_0} \subset (0, \varepsilon_0) \) with positive Lebesgue measure, such that for \( \varepsilon \in E_{\varepsilon_0} \), the Hamiltonian system (4.3) is reducible. Moreover, if \( \varepsilon_0 \) is small enough, the relative measure of \( E_{\varepsilon_0} \) in \( (0, \varepsilon_0) \) is close to 1.

**Remark 4.2.** From Theorem 4.1 it follows that equation (4.1) can be changed into a constant coefficient differential equation for most sufficiently small \( \varepsilon > 0 \).

Now we want to study the Lyapunov stability of the equilibrium of the equation (4.1), using the results obtained in Section 3. If \( a(t) \) is periodic in time (\( T \) is the period), one famous stability criterion was given by Magnus and Winkler [12] for Hill’s equation

\[
\ddot{x} + a(t)x = 0.
\]  

(4.5)

That is, (4.3) is stable if

\[
a(t) > 0, \quad \int_0^T a(t) dt \leq \frac{4}{T},
\]
which can be shown using a Poincaré inequality. Such a stability criterion had been generalized and improved by Zhang and Li in [18], which now is the so-called \(L^p\)-criterion. Recently, Zhang in [19] had extended such a criterion to the linear planar Hamiltonian system

\[
\begin{align*}
\dot{x} &= m(t)y, \quad \dot{y} = -n(t)x,
\end{align*}
\]

where \(m(t), n(t)\) are continuous and \(T\)-periodic functions.

However, for the quasi-periodic Hill’s equation (4.1), the results above cannot be applied directly. Now we obtain a result about the stability of the equilibrium of equation (4.1).

**Theorem 4.3.** Under the conditions of Theorem 4.1, the equilibrium of the equation (4.1) is stable in the sense of Lyapunov for most sufficiently small \(\varepsilon > 0\).

**Proof.** Theorem 4.1 tells us that, for most sufficiently small \(\varepsilon \in (0, \varepsilon_0)\), there exists an analytic quasi-periodic symplectic transformation \(z = \psi(t)z_\infty\), where \(\psi(t)\) has same frequencies as \(Q(t)\), which changes (4.3) into the Hamiltonian system

\[
\dot{z}_\infty = Bz_\infty, \quad (4.6)
\]

where \(B\) is a constant matrix. Moreover, from the proof of Theorem 1.1 in Section 3, it follows that \(B\) has two different eigenvalues \(\lambda_1^\infty, \lambda_2^\infty\), satisfying

\[
|\lambda_i^\infty| \geq \delta \varepsilon \quad (i = 1, 2), \quad |\lambda_1^\infty - \lambda_2^\infty| \geq \delta \varepsilon.
\]

Furthermore, by the proof of Theorem 1.1 we have

\[
||B - (A + \varepsilon Q)|| \leq cF_1 = O(\varepsilon^2). \quad (4.7)
\]

Therefore, the two different eigenvalues of \(B\) are pure imaginary and can be written in the form

\[
\lambda_i^\infty = \pm i\sqrt{b}, \quad i = 1, 2,
\]

where \(b\) can be written in the following form

\[
b = \bar{a}\varepsilon + O(\varepsilon^2), \quad (4.8)
\]

which depends on \(\bar{a}\) and \(\varepsilon\) only.

Thus, there exists a singular symplectic matrix \(S\) such that

\[
S^{-1}BS = \begin{pmatrix} i\sqrt{b} & 0 \\ 0 & -i\sqrt{b} \end{pmatrix}.
\]

Let \(\tilde{z}_\infty = S\tilde{z}_\infty\), under this symplectic transformation, the Hamiltonian system (4.6) is changed into

\[
\dot{\tilde{z}}_\infty = S^{-1}BS\tilde{z}_\infty = \begin{pmatrix} i\sqrt{b} & 0 \\ 0 & -i\sqrt{b} \end{pmatrix} \tilde{z}_\infty.
\]
Hence, by an analytic quasi-periodic symplectic transformation, equation (4.1) is changed into
\[ \ddot{x}_\infty + b x_\infty = 0. \] (4.9)
It is easy to see that equation (4.9) is elliptic. Therefore, the equilibrium of equation (4.1) is stable in the sense of Lyapunov for most sufficiently small \( \varepsilon > 0 \).

For the existence of quasi-periodic solution of equation (4.1), we have the following result.

**Theorem 4.4.** Under the conditions of Theorem 4.1, all solutions of equation (4.1) are quasi-periodic with frequencies \( \Omega = (\omega_1, \cdots, \omega_r, \sqrt{b}) \) for most sufficiently small \( \varepsilon > 0 \), where \( b \) is given by (4.8).

**Proof.** By Theorem 4.1, we know that, for most sufficiently small \( \varepsilon \in (0, \varepsilon_0) \), there exists an analytic quasi-periodic symplectic transformation which has same frequencies as \( a(t) \), by this transformation, equation (4.1) is changed into (4.9).

On the other hand, it is easy to see that all solutions of the equation (4.9) are periodic, and the frequency of these solutions is \( \sqrt{b} \).

Thus, we only need to prove that, for most sufficiently small \( \varepsilon \in (0, \varepsilon_0) \), the following non-resonant condition
\[ |k_1 \omega_1 + \cdots + k_r \omega_r + k_{r+1} \sqrt{b}| \geq \frac{\alpha_0}{|k|^{5r+4}} \] (4.10)
holds for all \( k = (k_1, \cdots, k_{r+1}) \in \mathbb{Z}^{r+1} \setminus \{0\} \), where \( \alpha_0 \) is defined in Section 3, that is, \( \alpha_0 = \frac{1}{2} \alpha \), and \( \omega = (\omega_1, \cdots, \omega_r) \) are the frequencies of \( a(t) \).

If \( k_{r+1} = 0 \), then from the Diophantine condition (4.4), it follows that (4.10) holds.

Suppose that \( k_{r+1} \neq 0 \). Let \( g(\varepsilon) = k_1 \omega_1 + \cdots + k_r \omega_r + k_{r+1} \sqrt{b} \), and
\[ O_k = \left\{ \varepsilon \in (0, \varepsilon_0) : |g(\varepsilon)| < \frac{\alpha_0}{|k|^{5r+4}} \right\} . \]
It follows from the non-degeneracy condition that
\[ \left| \frac{dg}{d\varepsilon} \right| = \left| \frac{d}{d\varepsilon} (k_{r+1} \sqrt{b}) \right| \geq |k_{r+1}| \delta. \] (4.11)
By (4.8), we have
\[ \sqrt{b} \leq 4 \delta \sqrt{\varepsilon}. \]
From the Diophantine condition (4.3), it follows that
\[ |g(\varepsilon)| \geq \frac{\alpha}{(|k_1| + \cdots + |k_r|)^2} - |k_{r+1}| \sqrt{b} \]
\[ \geq \frac{\alpha}{|k|^2} - |k_{r+1}| \sqrt{b} \]
\[ \geq \frac{\alpha}{|k|^2} - |k_{r+1}| 4 \delta \sqrt{\varepsilon} \]
\[ \geq \frac{\alpha}{|k|^2} - 4 \delta |k| \sqrt{\varepsilon_0}. \]
If \( \frac{1}{|k|^r} \geq \frac{8\delta^2}{\alpha} \), then
\[
|g(\varepsilon)| \geq \frac{\alpha}{2|k|^r} \geq \frac{\alpha_0}{|k|^{5r+4}},
\]
and \( O_k = \emptyset \).

Suppose that \( \frac{1}{|k|^r} < \frac{8\delta^2}{\alpha} \), it follows from (4.11) that
\[
\text{meas}(O_k) < \frac{\alpha_0}{|k|^{5r+4}|k_{r+1}|\delta}.
\]

Thus,
\[
\text{meas}\left( \bigcup_{0 \neq k \in \mathbb{Z}^{r+1}} O_k \right) \leq \frac{\alpha_0}{\delta} \sum_{|k|^{r+5} < \frac{8\delta^2}{\alpha}} \frac{1}{|k|^{5r+4}|k_{r+1}|} \leq \frac{\alpha_0 (8\delta^4\varepsilon_0^2)}{\alpha^4} \sum_{k \in \mathbb{Z}^{r+1}} \frac{1}{|k|^r|k_{r+1}|} \leq c\varepsilon_0^2 \sum_{0 \neq k_{r+1} \in \mathbb{Z}} \frac{1}{|k_{r+1}|^{r+1}} \leq c\varepsilon_0^2.
\]

Then
\[
\lim_{\varepsilon_0 \to 0} \frac{\text{meas}\left( \bigcup_{0 \neq k \in \mathbb{Z}^{r+1}} O_k \right)}{\varepsilon_0} = 0.
\]

Therefore, (4.10) holds for most sufficiently small \( \varepsilon \in (0, \varepsilon_0) \).

Thus, all solutions of equation (4.1) are quasi-periodic with frequencies \( \Omega = (\omega_1, \cdots, \omega_r, \sqrt{5}) \) for most sufficiently small \( \varepsilon > 0 \). \( \square \)
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