SYMBOLIC ITERATIVE SOLUTION OF TWO-POINT BOUNDARY VALUE PROBLEMS

HAMID SEMIYARI\textsuperscript{1} AND DOUGLAS S. SHAFER\textsuperscript{2}

Abstract. In this work we give an efficient method involving symbolic manipulation, Picard iteration, and auxiliary variables for approximating solutions of two-point boundary value problems.

1. Introduction

There exist a variety of numerical methods for approximating solutions of two-point boundary value problems, among them shooting methods, finite difference techniques, power series methods, and variational methods, all of which are described in detail in classical texts (for example, [1], [2], and [4]). With the advent of computer algebra systems hybrids of numerical and symbolic manipulation techniques have also arisen (for example, [5] and [7]). In this work we develop a purely symbolic technique for approximating solutions of two-point boundary value problems that applies identically in both linear and nonlinear cases.

Fundamental to the technique is the idea of deriving an integral expression for the slope $\gamma$ of the solution $y(t)$ of the boundary value problem at the left endpoint; we then use a Picard iteration scheme to simultaneously approximate, ever more closely, both $\gamma$ and $y(t)$, the latter now viewed as the unique solution to the initial value problem that it determines at the left endpoint. We prove theorems guaranteeing both existence of a unique solution to the boundary value problem and convergence of our iterates to it, although as we demonstrate the technique works under conditions far more general than those given by the theorems. Since the theorems are proved using the Contraction Mapping Theorem, the iterates obtained converge to $y(t)$ exponentially fast in the supremum norm.

By introducing auxiliary variables we overcome problems with quadratures that cannot be performed in closed form. Thus we ultimately obtain an efficient computational method whose output is a sequence of polynomials converging to $y(t)$.

2. The Algorithm

Consider a two-point boundary value problem of the form

\begin{equation}
\dot{y}'' = f(t, y, y'), \quad y(a) = \alpha, \quad y(b) = \beta.
\end{equation}
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If $f$ is continuous and locally Lipschitz in the last two variables then by the Picard-Lindelöf Theorem, for any $\gamma \in \mathbb{R}$ the initial value problem
\begin{equation}
(2) \quad y'' = f(t, y, y'), \quad y(a) = \alpha, \quad y'(a) = \gamma
\end{equation}
will have a unique solution on some interval about $t = a$. The boundary value problem (1) will have a solution if and only if there exists $\gamma \in \mathbb{R}$ such that (i) the maximal interval of existence of the unique solution of (2) contains the interval $[a, b]$, and (ii) the unique solution $y(t)$ of (2) satisfies $y(b) = \beta$. But (2) is equivalent to the integral equation
\begin{equation}
(3) \quad y(t) = \alpha + \gamma(t - a) + \int_a^t (t - s)f(s, y(s), y'(s)) \, ds.
\end{equation}
If $y(t)$ is a solution of (1) then inserting it into (3), evaluating at $t = b$, and solving the resulting equation for $\gamma$, we obtain an expression for the corresponding value of $\gamma$ in (2), namely
\begin{equation}
(4) \quad \gamma = \frac{1}{b - a} \left( \beta - \alpha - \int_a^b (b - s)f(s, y(s), y'(s)) \, ds \right).
\end{equation}

(If (1) has no solution then for any solution $y(t)$ of the ordinary differential equation in (1) that satisfies $y(a) = \alpha$ and exists on $[a, b]$, the number on the right hand side of (3), hence the value of $\gamma$ specified by (4), exists, but will not be equal to the originally determined value of $y'(a)$.) The key idea in the new method proposed here for solving (1) is that in a Picard iteration scheme applied to the system of first order equations
\begin{align*}
y' &= u \quad y(a) = \alpha \\
u' &= f(t, y(t), u(t)) \quad u(a) = \gamma
\end{align*}
that is equivalent to (2) we use (4) to iteratively obtain successive approximations to the value of $\gamma$ in (2), if it exists. Thus making for the initial approximations of $y(t)$ and $u(t) = y'(t)$, the reasonable respective choices of the left boundary value and the average slope of the solution to (1) on the interval $[a, b]$, the iterates are
\begin{align}
(5a) \quad \quad y^{[0]}(t) &\equiv \alpha \\
u^{[0]}(t) &\equiv \frac{\beta - \alpha}{b - a}
\end{align}
and
\begin{align}
\gamma^{[k+1]} &\equiv \frac{1}{b - a} \left( \beta - \alpha - \int_a^b (b - s)f(s, y^{[k]}(s), u^{[k]}(s)) \, ds \right) \\
y^{[k+1]}(t) &\equiv \alpha + \int_a^t u^{[k]}(s) \, ds \\
u^{[k+1]}(t) &\equiv \gamma^{[k+1]} + \int_a^t f(s, y^{[k]}(s), u^{[k]}(s)) \, ds.
\end{align}
This gives the following algorithm for approximating solutions of (1).

**Algorithm 2.1.** To approximate the solution of the boundary value problem
\begin{equation}
(6) \quad y'' = f(t, y, y'), \quad y(a) = \alpha, \quad y(b) = \beta
\end{equation}
iteratively compute the sequence of functions on $[a, b]$ defined by (5a) and (5b).
We will now state and prove a theorem that gives conditions guaranteeing that the problem (6) has a unique solution, then prove that the iterates in Algorithm 2.1 converge to it. We will need the following simple lemma whose proof is omitted.

**Lemma 2.2.** Let \( E \subset \mathbb{R} \times \mathbb{R}^2 \) be open and let \( f : E \to \mathbb{R} : (t, y, u) \to f(t, y, u) \) be Lipschitz in \( y = (y, u) \) on \( E \) with Lipschitz constant \( L \) with respect to absolute value on \( \mathbb{R} \) and the sum norm on \( \mathbb{R}^2 \). Then

\[
F : E \to \mathbb{R}^2 : (t, y, u) \mapsto (u, f(t, y, u))
\]

is Lipschitz in \( y \) with Lipschitz constant \( 1 + L \) with respect to the sum norm on \( \mathbb{R}^2 \).

**Theorem 2.3.** Let \( f : [a, b] \times \mathbb{R}^2 \to \mathbb{R} : (t, y, u) \to f(t, y, u) \) be continuous and Lipschitz in \( y = (y, u) \) with Lipschitz constant \( L \) with respect to absolute value on \( \mathbb{R} \) and the sum norm on \( \mathbb{R}^2 \). If \( 0 < b - a < (1 + \frac{2}{L})^{-1} \) then for any \( \alpha, \beta \in \mathbb{R} \) the boundary value problem

\[
y'' = f(t, y, y'), \quad y(a) = \alpha, \quad y(b) = \beta
\]

has a unique solution.

**Proof.** A twice continuously differentiable function \( \eta \) from a neighborhood of \([a, b]\) into \( \mathbb{R} \) solves the ordinary differential equation in (7) if and only if the mapping \((y(t), u(t)) = (\eta(t), \eta'(t))\) from that neighborhood into \(\mathbb{R}^2\) solves the integral equation

\[
\begin{aligned}
&\left( \frac{y(t)}{u(t)} \right) = \left( \frac{y(a)}{u(a)} \right) + \int_a^t \left( \frac{u(s)}{f(s, y(s), u(s))} \right) ds,
&\text{By the discussion surrounding (4) \( \eta \) meets both boundary conditions in (7) if and only if \( \eta(a) = \alpha \) and \( \eta'(a) = \gamma \) where \( \gamma \) is given by (4), with \((y(s), u(s))\) replaced by \((\eta(s), \eta'(s))\). In short the boundary value problem (7) is equivalent to the integral equation}
\end{aligned}
\]

\[
y(t) = \left( \frac{1}{u(a)} \right) \left[ \beta - \alpha - \int_a^b (b - s) f(s, y(s), u(s)) ds \right] + \int_a^t \left( \frac{u(s)}{f(s, y(s), u(s))} \right) ds.
\]

If \( y(t) = (y(t), u(t)) \) is a bounded continuous mapping from a neighborhood \( U \) of \([a, b]\) into \( \mathbb{R} \) into \( \mathbb{R}^2 \) then the right hand side of (8) is well defined and defines a bounded continuous mapping from \( U \) into \( \mathbb{R}^2 \). Thus letting \( \mathcal{C} \) denote the set of bounded continuous mappings from a fixed bounded open neighborhood \( U \) of \([a, b]\) into \( \mathbb{R}^2 \), a twice continuously differentiable function \( \eta \) on \( U \) into \( \mathbb{R} \) solves the boundary value problem (7) if and only if \( \eta \equiv (\eta, \eta') \) is a fixed point of the operator \( \mathcal{T} : \mathcal{C} \to \mathcal{C} \) defined by

\[
\mathcal{T}(y)(t) = \left( \frac{1}{u(a)} \right) \left[ \beta - \alpha - \int_a^b \frac{\alpha}{b - a} f(s, y(s), u(s)) ds \right] + \int_a^t \left( \frac{u(s)}{f(s, y(s), u(s))} \right) ds,
\]

which we abbreviate to

\[
\mathcal{T}(y)(t) = \left[ \frac{\beta - \alpha}{b - a} - \int_a^b \frac{\alpha}{b - a} f(s, y(s)) ds \right] + \int_a^t F(s, y(s)) ds
\]

by defining \( F : [a, b] \times \mathbb{R}^2 \to \mathbb{R} \) by \( F(t, y, u) = (u, f(t, y, u)) \).

The vector space \( \mathcal{C} \) equipped with the supremum norm is well known to be complete. Thus by the Contraction Mapping Theorem the theorem will be proved
if we can show that $\mathcal{T}$ is a contraction on $\mathcal{C}$. To this end, let $\eta$ and $\mu$ be elements of $\mathcal{C}$. Let $\varepsilon = \max\{t - b : t \in U\}$. Then for any $t \in U$

\begin{align*}
|(\mathcal{T}\eta)(t) - (\mathcal{T}\mu)(t)|_{\text{sum}} & \leq \left| \left[ \left( \frac{\beta - a}{b - a} - f_a \right) + \int_a^b f(s, \eta(s)) ds \right] \right|_{\text{sum}} \\
& \leq \int_a^b \left| f(s, \eta(s)) - f(s, \mu(s)) \right| ds + \int_a^t |F(s, \eta(s)) - F(s, \mu(s))|_{\text{sum}} ds \\
& \leq \int_a^b \left| f(s, \eta(s)) - f(s, \mu(s)) \right| ds + \int_a^t |F(s, \eta(s)) - F(s, \mu(s))|_{\text{sum}} ds \\
& \leq \int_a^b \left| f(s, \eta(s)) - f(s, \mu(s)) \right| ds + \int_a^t |(1 + L)\eta(s) - \mu(s)|_{\text{sum}} ds \\
& \leq \int_a^b \left| f(s, \eta(s)) - f(s, \mu(s)) \right| ds + \int_a^t (1 + L)|\eta(s) - \mu(s)|_{\text{sum}} ds \\
& \leq \left[ \frac{1}{2} (b - a) L + (1 + L)(b - a + \varepsilon) \right] |\eta - \mu|_{\text{sum}}
\end{align*}

where for inequality $(\ast)$ Lemma 2.2 was applied in the second summand. Thus $|\mathcal{T}\eta - (1 + \frac{1}{2} L)(b - a + \varepsilon) | |\eta - \mu|_{\text{sum}}$ and $\mathcal{T}$ is a contraction provided $(1 + \frac{1}{2} L)(b - a) > 1$, equivalently, provided $(1 + \frac{1}{2} L)(b - a) < 1 - (1 + \frac{1}{2} L)\varepsilon$. But $U$ can be chosen arbitrarily, hence $(1 + \frac{1}{2} L)\varepsilon$ can be made arbitrarily small, giving the sufficient condition of the theorem.

Repeated composition of the mapping $\mathcal{T}$ in the proof of the theorem generates Picard iterates. The recursion (5) could be expressed without reference to $\gamma$ and so as to exactly form the Picard iterates based on the contraction $\mathcal{T}$ simply by replacing $\gamma^{[k+1]}$ in the last line in (5) by the right hand side of the expression for $\gamma^{[k+1]}$ in the first line in (5). The recursion (5) was expressed as it was so as to match the discussion leading up to it and to make it convenient to track the estimates of $\gamma$ in applications of the algorithm in Section 4. Therefore, since by the Contraction Mapping Theorem iterates $\mathcal{T}^n(\eta) = (\mathcal{T} \circ \cdots \circ \mathcal{T})(\eta)$ converge to the fixed point for every choice of starting point, the iterates defined by (5) will converge to the unique solution of (7) that the theorem guarantees to exist. Thus we have the following result.

**Theorem 2.4.** Let $f : [a, b] \times \mathbb{R}^2 \to \mathbb{R}$ : $(t, y, u) \mapsto f(t, y, u)$ be Lipschitz in $y = (y, u)$ with Lipschitz constant $L$ with respect to absolute value on $\mathbb{R}$ and the sum norm on $\mathbb{R}^2$. If $0 < b - a < (1 + \frac{1}{2} L)^{-1}$ then for any $\alpha, \beta \in \mathbb{R}$ the iterates generated by Algorithm 2.1 converge to the unique solution of the boundary value problem

\begin{equation}
\tag{10} y'' = f(t, y, y'), \quad y(a) = \alpha, \quad y(b) = \beta
\end{equation}

guaranteed by Theorem 2.3 to exist.

**Remark 2.5.** Because Theorem 2.3 was proved by means of the Contraction Mapping Theorem approximate solutions $(y^{[k]}(t), u^{[k]}(t))$ to (8) converge monotonically and exponentially fast. Since the sum norm was used on $\mathbb{R}^2$, however, the corresponding approximate solutions $y^{[k]}(t)$ to (10) need not converge monotonically to the solution $y(t)$ of (10).
Remark 2.6. The ideas developed in this section can also be applied to two-point boundary value problems of the form

\[ y'' = f(t, y, y'), \quad y'(a) = \gamma, \quad y(b) = \beta, \]

so that in equation (2) the constant \( \gamma \) is now known and \( \alpha = y(a) \) is unknown. Thus in (3) we evaluate at \( t = b \) but now solve for \( \alpha \) instead of \( \gamma \), obtaining in place of (4) the expression

\[ \alpha = \beta - \gamma(b - a) - \int_a^b (b - s)f(s, y(s), y'(s))\,ds. \]

In the Picard iteration scheme we now successively update an approximation of \( \alpha \) starting with some initial value \( \alpha_0 \). Theorems analogous to Theorems 2.3 and 2.4 hold in this setting.

The examples in Section 4 will show that the use of Algorithm 2.1 is by no means restricted to problems for which the hypotheses of Theorem 2.4 are satisfied. It will in fact give satisfactory results for many problems that do not satisfy those hypotheses.

3. The Computational Method

When the right hand side of the equation (11) is a polynomial function then the integrations that are involved in implementing Algorithm 2.1 can always be done efficiently, but otherwise the Picard iterates can lead to impossible integrations. Consider, for example, the boundary value problem

(11) \[ y'' = \sin y, \quad y(0) = 0, \quad y(\pi/8) = 1, \]

with the corresponding first order system (with unknown constant \( \gamma \))

(12) \[ y' = u \quad y(0) = 0 \\
           u' = \sin y \quad u(0) = \gamma \]

for which (13), with explicit mention of \( \gamma^{[k+1]} \) eliminated, is

(13) \[ y^{[k+1]}(t) = \int_0^t u^{[k]}(s)\,ds \\
u^{[k+1]}(t) = \frac{\pi}{2} \left[ 1 - \int_0^{\pi/8} (\frac{\pi}{8} - s) \sin y^{[k]}(s)\,ds \right] + \int_0^t \sin y^{[k]}(s)\,ds. \]

The first few iterates are readily computed but on the fourth iteration the expression for \( u^{[4]}(t) \) contains terms like \( \int_0^t \sin(\pi/6 \sin s)\,ds \), which cannot be computed in closed form. In such a situation we use the auxiliary variable method as expounded by Parker and Sochacki ([6]; see also [3]). In this example we introduce the variable \( v = \sin y \) and, since \( v' = -\cos y y' \), the variable \( w = \cos y \), so that (12) is replaced by the four-dimensional problem

(14) \[ y' = u \quad y(0) = 0 \\
           u' = v \quad u(0) = \gamma \\
           v' = uw \quad v(0) = 0 \\
           w' = -v, \quad w(0) = 1, \]

where the initial values for \( v \) and \( w \) come from their definitions in terms of \( y(t) \) and the initial value of \( y \). Suppose that the unique solution to (12) is \( (y, u) = \)
\((\sigma(t), \tau(t))\) on some interval \(J\) about 0 and that the unique solution to (14) is \((y, u, v, w) = (\rho(t), \mu(t), \nu(t), \xi(t))\) on some interval \(K\) about 0. Then by construction \((y, u, v, w) = (\sigma(t), \tau(t), \sin \sigma(t), \cos \sigma(t))\) solves (14) on \(J\), hence we conclude that on \(J \cap K\) the function \(y = \sigma(t)\), which in the general case we cannot find explicitly, is equal to the function \(y = \rho(t)\), which we can approximate on any finite interval about 0 to any required accuracy. For although the dimension has increased, now the right hand sides of the differential equations are all polynomial functions so quadratures can be done easily.

Applying the method of auxiliary variables in the implementation of Algorithm 2.1 in general means simply adjoining to (5a) initializations of auxiliary variables, say by their initial values as determined by their definitions and the initial values \(y(a) = \alpha\) and \(u(a) = \gamma\), and adjoining to (5b) the obvious Picard recurrence expression arising from the initial value problems for the auxiliary variables, analogous to the last two equations in (14). For example, for (12) we obtain from (14) the additional initializations \(v[0](t) \equiv 0\) and \(w[0](t) \equiv 1\) and the additional recursion equations

\[
v[k+1](t) = \int_0^t u[k](s)v[k](s)\, ds, \quad w[k+1](t) = 1 - \int_0^t u[k](s)v[k](s)\, ds.
\]

Thus in general we obtain a computationally efficient method for approximating the solution.

The following theorem is stated and proved in [6].

**Theorem 3.1.** Let \(F = (f_1, \cdots, f_n) : \mathbb{R}^n \to \mathbb{R}^n\) be a polynomial mapping and \(y = (y_1, \cdots, y_n) : \mathbb{R} \to \mathbb{R}^n\). Consider initial value problem

\[
y_j' = f_k(y), \quad y_j(0) = \alpha_j, \quad j = 1, \cdots, n
\]

and the corresponding Picard iterates \(P_k(s) = (P_{1,k}(s), \cdots, P_{n,k}(s))\),

\[
P_{j,1}(t) = \alpha_j, \quad j = 1, \cdots, n
\]

\[
P_{j,k+1}(t) = \alpha_j + \int_0^t f_j(P_k(s))\, ds, \quad k = 1, 2, \cdots, \quad j = 1, \cdots, n.
\]

Then \(P_{j,k+1}\) is the \(k\)th Maclaurin Polynomial for \(y_j\) plus a polynomial all of whose terms have degree greater than \(k\).

In [3] the authors address the issue as to which systems of ordinary differential equations can be handled by this method. The procedure for defining the new variables is neither algorithmic nor unique. However, with sufficient ingenuity it has been successfully applied in every case for which the original differential equation is analytic.

By Theorem 3.1 Algorithm 2.1 is generating approximations of the Maclaurin series of the solution of (14), but because of the convergence to \(\gamma\) the approximations match the solution virtually perfectly at the right endpoint as well as at the left.

Because the method involves only repeated integration of polynomial functions, it is easy to code and experience shows that it compares favorably in the computational time required to obtain results with accuracy comparable to that obtained by means of such popular methods as the shooting method with fourth order Runge-Kutta numerics, the power series method, and the finite difference method.
4. Examples

We will illustrate the method and its efficiency with several examples, both linear and nonlinear, and compare the result with the known exact solutions. Computations were done independently using Mathematica 10 and Maple 16.

Example 4.1. Consider the second order linear ordinary differential equation
\[ y'' = -y, \]
Since the right hand side is a polynomial function and is Lipschitz with Lipschitz constant 1 Algorithm 2.1 can be applied directly to any corresponding two-point boundary value problem, and Theorem 2.4 guarantees that the approximations to the solution of the equivalent problem of the form (8) that are generated will converge to the solution monotonically and exponentially fast, with respect to the supremum norm, on any interval \([a, b]\) for which \(b - a < 2/5\). We will consider two problems for which the solution is
\[ y(t) = \cos t + \sin t. \]
For the first problem, we have
\[ y'' = -y, \quad y(0) = 1, \quad y(\frac{\pi}{8}) = \sqrt{1 + \frac{1}{\sqrt{2}}}, \]
and for the second problem (with the same solution),
\[ y'' = -y, \quad y(0) = 1, \quad y(\frac{\pi}{4}) = \sqrt{2}. \]
When Algorithm 2.1 is applied to (15) we have that \(||y(t) - y^{[k]}(t)||_{sup} \) for 1 \(\leq k \leq 5\) are
\[ 0.00000 \quad 0.00230 \quad 0.00640 \quad 0.0142 \quad 0.0040 \]
(see Remark 2.5) and that \(|\gamma - \gamma^{[k]}|\) for 1 \(\leq k \leq 5\) are
\[ 0.07991 \quad 0.02569 \quad 0.00550 \quad 0.00150 \quad 0.00035. \]
As already noted, because we are forcing agreement at the two endpoints the error is virtually zero at each end of the interval, which is the universal pattern.

Example 4.2. Consider non-linear boundary value problem
\[ y'' = 16 + (3 - 2t)^3 + \frac{1}{2}yy', \quad y(0) = \frac{43}{1}, \quad y(1) = 17, \]
which has solution \(y(t) = (3 - 2t)^2 + 16(3 - 2t)^{-1}\). The right hand side of the differential equation is not Lipschitz in \(y = (y, y')\) and the right endpoint 1 is close to where the solution blows up. Nevertheless when we attempt to apply Algorithm 2.1 the iterates converge to the exact solution, albeit slowly. After eight iterations we have that \(||y(t) - y^{[8]}(t)||_{sup} \approx 0.024\) and \(\gamma^{[8]} \approx -8.457\) compared to \(\gamma = -8.4\).

Example 4.3. Consider the boundary value problem
\[ y'' = -e^{-2y}, \quad y(0) = 0, \quad y(1.2) = \ln \cos 1.2 \approx -1.015123283, \]
for which auxiliary variables must be introduced. The right hand side is not Lipschitz in \(y\) yet in this case the algorithm works well. The unique solution is \(y(t) = \ln \cos t\), yielding \(\gamma = 0\).
Introducing the dependent variable $u = y'$ to obtain the equivalent first order system $y' = u$, $u' = e^{-y}$ and the variable $v = e^{-2y}$ to replace the transcendental function with a polynomial we obtain the expanded system

$$
y' = u,
$$
$$u' = -v,
$$
$$v' = -2av
$$

with initial conditions

$$y(0) = 0, \quad u(0) = \gamma, \quad v(0) = 1$$

(with $\gamma$ regarded as unknown here), a system on $\mathbb{R}^3$ for which the $y$-component is the solution of the boundary value problem (17). Thus in this instance

$$y[0](t) \equiv 0, \quad u[0](t) \equiv \frac{\ln \cos 1.2}{1.2}, \quad v[0](t) \equiv 1,$$

and

$$\gamma^{[k+1]} = \left( \ln \cos 1.2 + \int_0^{1.2} (1.2 - s)v^{[k]}(s) \, ds \right)/1.2$$

$$y^{[k+1]}(t) = 0 + \int_0^t u^{[k]}(s) \, ds$$

$$u^{[k+1]}(t) = \gamma^{[k+1]} - \int_0^t v^{[k]}(s) \, ds$$

$$v^{[k+1]}(t) = 1 - 2 \int_0^t u^{[k]}(s)v^{[k]}(s) \, ds.$$

The first eight iterates of $\gamma$ are:

$$\gamma^{[1]} = -0.24594, \quad \gamma^{[2]} = 0.16011, \quad \gamma^{[3]} = 0.19297, \quad \gamma^{[4]} = 0.04165,$$

$$\gamma^{[5]} = -0.04272, \quad \gamma^{[6]} = -0.04012, \quad \gamma^{[7]} = -0.00923, \quad \gamma^{[8]} = 0.01030,$$

The maximum errors show a similar sort of pattern as they tend to zero; after eight iterations the maximum error is $||y(t) - y^{[8]}(t)||_{\text{sup}} \approx 0.0115$.

## 5. Extended Theorem and Algorithm

Theorem 2.3 hence the theoretical scope of the algorithm presented in Section 2 can be extended by partitioning the interval $[a, b]$ into $n$ subintervals and simultaneously and recursively approximating the solutions to the $n$ boundary value problems that are induced on the subintervals by (1) and its solution.

If $\eta(t)$ is a solution of the original boundary value problem (1) and the interval $[a, b]$ is subdivided into $n$ subintervals of equal length $h$ by means of a partition

$$a = t_0 < t_1 < t_2 < \cdots < t_n = b$$

then setting $\beta_j = \eta(t_j)$, $j = 1, \ldots, n - 1$, we see that $n$ boundary value problems are induced:

$$y'' = f(t, y, y')$$

$$y(t_0) = \alpha, \quad y(t_1) = \beta_1, \quad y(t_2) = \beta_2, \quad \ldots \quad y(t_{n-1}) = \beta_{n-1}, \quad y(t_n) = \beta.$$
Setting $\gamma_j = \eta'(t_{j-1})$, $j = 1, \ldots, n$, or computing them by means of an appropriate implementation of (1), their solutions are solutions of the respective initial value problems

\begin{align*}
y'' &= f(t, y, y') \quad y'' = f(t, y, y') \quad y'' = f(t, y, y') \\
y(t_0) &= \alpha, \quad y(t_1) = \beta_1, \quad \ldots \quad y(t_{n-1}) = \beta_{n-1}, \\
y'(t_0) &= \gamma_1 \quad y'(t_1) = \gamma_2 \quad y'(t_{n-1}) = \gamma_n.
\end{align*}

We denote the solutions to these problems by $y_j(t)$ with derivatives $u_j(t) := y'_j(t)$, $j = 1, 2, 3, \ldots, n$. To make the presentation clearer and easier to read we will use the following shorthand notation (for relevant choices of $j$), where the superscript $[k]$ will pertain to the $k$th iterate in the recursion to be described:

\[ f_j(s) = f(s, y_j(s), u_j(s)), \quad f_j^{[k]}(s) = f(s, y_j^{[k]}(s), u_j^{[k]}(s)) \]

\[ y_j(s) = \begin{pmatrix} u_j(s) \\ y_j(s) \end{pmatrix}, \quad y_j^{[k]}(s) = \begin{pmatrix} u_j^{[k]}(s) \\ y_j^{[k]}(s) \end{pmatrix} \]

\begin{align*}
I_j &= \int_{t_{j-1}}^{t_j} f_j(s) \, ds \\
I_j^{[k]} &= \int_{t_{j-1}}^{t_j} f_j^{[k]}(s) \, ds \\
J_j &= \int_{t_{j-1}}^{t_j} (t_j - s)f_j(s) \, ds \\
J_j^{[k]} &= \int_{t_{j-1}}^{t_j} (t_j - s)f_j^{[k]}(s) \, ds.
\end{align*}

The idea for generating a sequence of successive approximations of $\eta(t)$ is to update the estimates of the functions $y_j(t)$ using

\[ y_j(t) = \left( \begin{array}{c} \beta_j \\ \gamma_j \end{array} \right) + \int_{t_{j-1}}^{t} \begin{pmatrix} u_j(s) \\ f_j(s) \end{pmatrix} \, ds \]

and then update $\gamma_j$ and $\beta_j$ using

\begin{align*}
\gamma_j &= \gamma_{j-1} + I_{j-1} \quad \text{and} \quad \beta_{j-1} = \beta_j - h \gamma_j - J_j \\
(\text{starting with } j = 1 \text{ and working our way up to } j = n \text{ for the } \gamma_j \text{ and in the reverse order with the } \beta_j, \text{ with the convention that } \beta_n = \beta), \quad \text{except that on the first step we update } \gamma_1 \text{ using instead} \\
(1) \quad \gamma_1 &= \frac{1}{h} \left[ \beta_1 - \alpha - J_1 \right]
\end{align*}

and there is no $\beta_0$. Note that the updates on the $\beta_j$ come from “the right,” i.e., values of $\beta_r$ with $r > j$, hence ultimately tying into $\beta$ at each pass through the recursion, while the updates on the $\gamma_j$ come from “the left,” i.e., values of $\gamma_r$ with $r < j$, hence ultimately tying into $\alpha$ at each pass through the recursion.

In fact we will not be able to make the estimates that we need to show convergence if we update $\beta_1$ on the basis given above. To obtain a useful formula on which to base the successive approximations of $\beta_1$, we begin by using the second
formula in (20) \(n - 1\) times:

\[
\begin{align*}
\beta_1 &= \beta_2 - (h \gamma_2 + J_2) \\
&= \beta_3 - (h \gamma_3 + J_3) - (h \gamma_2 + J_2) \\
&= \beta_4 - (h \gamma_4 + J_4) - (h \gamma_3 + J_3) - (h \gamma_2 + J_2) \\
&\vdots \\
&= \beta - (h \gamma_n + J_n) - \cdots - (h \gamma_2 + J_2) \\
&= \beta - h(\gamma_2 + \cdots + \gamma_n) - (J_2 + \cdots + J_n).
\end{align*}
\]

But by repeated application of the first equation in (20) and use of (21) on the last step

\[
\begin{align*}
\gamma_2 + \cdots + \gamma_{n-2} + \gamma_{n-1} + \gamma_n \\
= \gamma_2 + \cdots + 2\gamma_{n-1} + I_{n-1} \\
= \gamma_2 + \cdots + 3\gamma_{n-2} + 2I_{n-2} + I_{n-1} \\
&\vdots \\
= (n-1)\gamma_2 + (n-2)I_2 + \cdots + 3I_{n-2} + 2I_{n-2} + I_{n-1} \\
= (n-1)\gamma_1 + (n-1)I_1 + (n-2)I_2 + \cdots + 3I_{n-3} + 2I_{n-2} + I_{n-1} \\
= \frac{n-1}{h}[\beta_1 - \alpha - J_1] + (n-1)I_1 + (n-2)I_2 + \cdots + 3I_{n-3} + 2I_{n-2} + I_{n-1}.
\end{align*}
\]

Inserting this expression into the previous display and solving the resulting equation for \(\beta_1\) yields the formula

\[
(22) \quad \beta_1 = \frac{1}{n} \left[ \beta + (n-1)\alpha + (n-1)J_1 - \sum_{r=2}^{n} J_r - h \sum_{r=1}^{n-1} (n-r)I_r \right].
\]

Once an initialization has been chosen, an iteration procedure based on (19), (20), (21), and (22) is, with the convention \(\beta_0 = \alpha\) and \(\beta_n = \beta\), the shorthand notation introduced above, and order of evaluation in the order listed,

\[
\begin{align*}
(23a) \quad &y_j^{[k+1]}(t) = \left( \frac{\beta_j^{[k]}}{\gamma_j^{[k]}} \right) + \int_{t_{j-1}}^{t} \left( \frac{u_j^{[k]}(s)}{f_j^{[k]}(s)} \right) ds \quad j = 1, \ldots, n \\
(23b) \quad &\beta_1^{[k+1]} = \frac{1}{n} \left[ \beta + (n-1)\alpha + (n-1)J_1^{[k+1]} - \sum_{r=2}^{n} J_r^{[k+1]} - h \sum_{r=1}^{n-1} (n-r)I_r^{[k+1]} \right] \\
(23c) \quad &\gamma_1^{[k+1]} = \frac{1}{h}[\beta_1^{[k+1]} - \alpha - J_1^{[k+1]}] \\
(23d) \quad &\gamma_j^{[k+1]} = \gamma_{j-1}^{[k+1]} + I_{j-1}^{[k+1]} \quad j = 2, \ldots, n \\
(23e) \quad &\beta_j^{[k+1]} = \beta_j^{[k+1]} - h \gamma_j^{[k+1]} - J_j^{[k+1]} \quad j = n, n-1, \ldots, 4, 3
\end{align*}
\]
Theorem 5.1. Suppose the function $f(t, y, u)$ from $[a, b] \times \mathbb{R}^2$ into $\mathbb{R}$ is continuous and Lipschitz in $y = (y, u)$ with Lipschitz constant $L$. If there exists an integer $n \geq 1$ such that for the subdivision of $[a, b]$ into $n$ subintervals of equal length $h$ by the partition

$$a = t_0 < t_1 < \cdots < t_{n-1} < t_n = b$$

the inequality

$$\frac{1}{2n^2}[(n^2 + n^2 + n + 2)L + 2]h < 1$$

holds if $h = (b - a)/n \leq 1$ or the inequality

$$\frac{1}{2n^2}[(n^2 + n^2 + n + 2)L + 2]h^2 < 1$$

holds if $h = (b - a)/n \geq 1$, then there exists a solution of the two-point boundary value problem \[(1)\]. Moreover, in the language of the notation introduced in the first paragraph of this section and displayed \[(15)\], for any initial choice of the functions

$$y_j(t) = (y_j(t), u_j(t)), \quad 1 \leq j \leq n,$$

the constants $\gamma_j, 1 \leq j \leq n$, and the constants $\beta_j, 1 \leq j \leq n - 1$, the sequence of successive approximations defined by \[(23)\] converges to such a solution.

The following three lemmas will be needed in the proof. The straightforward proofs are omitted.

Lemma 5.2. Let $x^{[k]}$ be a sequence in a normed vector space $(V, |\cdot|)$. If there exist a number $c < 1$ and an index $N \in \mathbb{N}$ such that

$$|x^{[k+1]} - x^{[k]}| \leq c|x^{[k]} - x^{[k-1]}| \quad \text{for all} \quad k \geq N$$

then the sequence $x^{[k]}$ is a Cauchy sequence.

Lemma 5.3. Suppose the interval $[a, b]$ has been partitioned into $n$ subintervals of equal length $h = (b - a)/n$ by partition points $a = t_0 < t_1 < \cdots < t_{n-1} < t_n = b$. With the notation

$$y_j(t) = \left(\begin{array}{c} y_j(t) \\ u_j(t) \end{array} \right) \quad \text{and} \quad f_j^{[r]}(s) = f(s, y_j^{[r]}(s), u_j^{[r]}(s)), \quad r \in \mathbb{Z}^+ \cup \{0\}, \quad j = 1, 2,$$

the following estimates hold:

\[(24)\]

$$\int_{t_{j-1}}^{t_j} |f_j^{[k+1]}(s) - f_j^{[k]}(s)| \, ds \leq L h |y^{[k+1]} - y^{[k]}|_{\max}$$

and

\[(25)\]

$$\frac{1}{2} L h^2 |y^{[k+1]} - y^{[k]}|_{\max} \leq \int_{t_{j-1}}^{t_j} (t_j - s)|f_j^{[k+1]}(s) - f_j^{[k]}(s)| \, ds \leq \frac{1}{2} L h^2 |y^{[k+1]} - y^{[k]}|_{\max}.$$

Lemma 5.4. Suppose $\eta : (-\epsilon, \epsilon) \to \mathbb{R}$ is continuous and that $\eta'$ exists on $(-\epsilon, 0) \cup (0, \epsilon)$. Suppose $g : (-\epsilon, \epsilon) \to \mathbb{R}$ is continuous and that $g = \eta'$ on $(-\epsilon, 0) \cup (0, \epsilon)$. Then $\eta'$ exists and is continuous on $(-\epsilon, \epsilon)$.

Proof of Theorem 5.1. We will show that the sequence

$$y^{[k]}(t) = (y_1^{[k]}(t), \ldots, y_n^{[k]}(t)) \in C([t_0, t_1] \times \mathbb{R}^2) \times C([t_1, t_2] \times \mathbb{R}^2) \times \cdots \times C([t_{n-1}, t_n] \times \mathbb{R}^2)$$

is a Cauchy sequence by means of Lemma 5.2, where we place the supremum norm on each function space, with respect to absolute value on $\mathbb{R}$ and the sum norm on $\mathbb{R}^2$, and the maximum norm on their product. It is clear that the successive
approximations converge to functions on the individual subintervals which when concatenated form a function \( y(t) \) that is \( C^1 \) on \([a, b]\), \( C^2 \) on \([a, b] \setminus \{t_1, \ldots, t_{n-1}\}\), solves the differential equation in (1) on the latter set, and satisfies the two boundary conditions in (1). An application of Lemma 5.4 at each of the \( n \) solves the differential equation in (1) on the latter set, and satisfies the two boundary conditions in (1).

To begin the proof that \( y^{[k]}(t) \) is a Cauchy sequence, by Lemma 5.3

\[
|I^{[k+1]}_t - I^{[k]}_t| = \left| \int_{t_{r-1}}^{t_r} f_r^{[k+1]}(s) \, ds - \int_{t_{r-1}}^{t_r} f_r^{[k]}(s) \, ds \right|
\]

(26)

\[
\leq \int_{t_{r-1}}^{t_r} |f_r^{[k+1]}(s) - f_r^{[k]}(s)| \, ds
\]

\[
\leq L_h ||y^{[k+1]} - y^{[k]}||_{\text{max}}
\]

and

\[
|J^{[k+1]}_t - J^{[k]}_t| = \left| \int_{t_{r-1}}^{t_r} (t_r - s) f_r^{[k+1]}(s) \, ds - \int_{t_{r-1}}^{t_r} (t_r - s) f_r^{[k]}(s) \, ds \right|
\]

(27)

\[
\leq \int_{t_{r-1}}^{t_r} (t_r - s) |f_r^{[k+1]}(s) - f_r^{[k]}(s)| \, ds
\]

\[
\leq \frac{1}{2} L_h^2 ||y^{[k+1]} - y^{[k]}||_{\text{max}}
\]

Then from (23b) we have

\[
|\beta_1^{[k+1]} - \beta_1^{[k]}| \leq \frac{n-1}{n} |J_1^{[k+1]} - J_1^{[k]}| + \sum_{r=2}^{n} |J_r^{[k+1]} - J_r^{[k]}|
\]

\[
+ h \sum_{r=1}^{n-1} (n-r) |I_r^{[k+1]} - I_r^{[k]}|
\]

\[
\leq \left( \frac{n-1}{n} \right) \frac{1}{2} h^2 + \sum_{r=2}^{n} \frac{1}{2} h^2 + h \sum_{r=1}^{n-1} (n-r)h \right] L||y^{[k+1]} - y^{[k]}||_{\text{max}}
\]

\[
= \tilde{B}_1 h^2 L||y^{[k+1]} - y^{[k]}||_{\text{max}},
\]

where \( \tilde{B}_1 = \frac{n-1}{2} \left[ \frac{1}{n} + 1 + n \right] \).

From (23e)

\[
|\gamma_1^{[k+1]} - \gamma_1^{[k]}| \leq \frac{1}{h} |\beta_1^{[k+1]} - \beta_1^{[k]}| + \frac{1}{h} |J_1^{[k+1]} - J_1^{[k]}|
\]

\[
\leq \left[ \tilde{B}_1 hL + \frac{1}{2} hL \right] ||y^{[k+1]} - y^{[k]}||_{\text{max}}
\]

\[
= \tilde{\gamma}_1 hL ||y^{[k+1]} - y^{[k]}||_{\text{max}}
\]

and from repeated application of (23d), starting from \( j = 2 \) up through \( j = n \),

\[
|\gamma_j^{[k+1]} - \gamma_j^{[k]}| \leq |\gamma_{j-1}^{[k+1]} - \gamma_{j-1}^{[k]}| + |J_{j-1}^{[k+1]} - J_{j-1}^{[k]}|
\]

\[
\leq \left[ \tilde{B}_{j-1} hL + hL \right] ||y^{[k+1]} - y^{[k]}||_{\text{max}}
\]

\[
= \tilde{\gamma}_j hL ||y^{[k+1]} - y^{[k]}||_{\text{max}}
\]

with \( \tilde{\gamma}_j = \tilde{B}_1 + \frac{2j-1}{2} \), which is in fact valid for \( 1 \leq j \leq n \).
From repeated application of {235}, starting from $j = n - 1$ (with the convention that $\beta_n = 1$) and down through $j = 2$,

$$|\beta_j^{[k+1]} - \beta_j^{[k]}| \leq |\beta_j^{[k+1]} - \beta_j^{[k]}| + h|\gamma_j^{[k+1]} - \gamma_j^{[k]}| + |\Delta_j^{[k+1]} - \Delta_j^{[k]}|$$

$$\leq |\hat{B}_j + h^2 L + \hat{\Gamma}_j h^2 L + \frac{1}{2} h^2 L|y_j^{[k+1]} - y_j^{[k]}|_{\max}$$

$$= |\hat{B}_j h^2 L|y_j^{[k+1]} - y_j^{[k]}|_{\max},$$

and $\hat{B}_{n-r} = r \hat{B}_1 + r n - \frac{r(r-1)}{2}$, hence $\hat{B}_j = (n - j) \hat{B}_1 + n(n - j) - \frac{(n-j)(n-j-1)}{2}$, $2 \leq j \leq n - 1$.

Using these estimates we find that, setting $h^* = \max\{h, h^2\}$, for any $j \in \{2, \ldots, n\}$, for any $t \in [t_j-1, t_j]$, 

$$|y_j^{[k+1]}(t) - y_j^{[k]}(t)|_{\text{sum}} \leq \left|\left(\beta_j^{[k]} - \beta_j^{[k-1]}\right)\right|_{\text{sum}} + \int_{t_j-1}^{t_j} \left(\left|u_j^{[k]}(s) - u_j^{[k-1]}(s)\right|_{\text{sum}} + \int_{t_j-1}^{s} \left|J_j^{[k]}(s) - J_j^{[k-1]}(s)\right|_{\text{sum}} \right) ds$$

$$\leq |\beta_j^{[k]} - \beta_j^{[k-1]}| + \left|J_j^{[k]} - J_j^{[k-1]}\right| + (1 + L) \int_{t_j-1}^{t_j} \left|y_j^{[k]}(s) - y_j^{[k-1]}(s)\right|_{\text{sum}} ds$$

$$\leq |\hat{B}_j + h^2 L + \hat{\Gamma}_j h L|y_j^{[k]} - y_j^{[k-1]}|_{\max} + (1 + L)\left|y_j^{[k]} - y_j^{[k-1]}\right|_{\text{sup}} h$$

$$\leq |\hat{B}_j - 1 + \hat{\Gamma}_j + L + 1 + L)h^*\left|y_j^{[k]} - y_j^{[k-1]}\right|_{\max}$$

$$= [(\hat{B}_j - 1 + \hat{\Gamma}_j + 1) + 1 + L)h^*\left|y_j^{[k]} - y_j^{[k-1]}\right|_{\max}$$

$$= c_j h^*\left|y_j^{[k]} - y_j^{[k-1]}\right|_{\max}$$

where, using the expressions above for $\hat{B}_1$ and $\hat{\Gamma}_1$, 

$$c_j = \frac{1}{2n}[n^4 + (3 - j)n^3 + n^2 + (3j - j^2)n + (j - 2)L + 1] \quad (2 \leq j \leq n).$$

Similarly, for all $t \in [t_0, t_1]$, $|y_j^{[k+1]}(t) - y_j^{[k]}(t)|_{\text{sum}} \leq c_1 h\left|y_j^{[k]} - y_j^{[k-1]}\right|_{\max}$ for 

$$c_1 = \left[\frac{n^3 + 3n - 1}{2n}\right] L + 1.$$ 

Then for all $j \in \{1, \ldots, n\}$, 

$$\left|y_j^{[k]} - y_j^{[k-1]}\right|_{\text{sup}} \leq c_j h^*\left|y_j^{[k]} - y_j^{[k-1]}\right|_{\max}$$

and 

$$\left|y_j^{[k+1]} - y_j^{[k]}\right|_{\text{max}} \leq \max\{c_1, \ldots, c_n\} h^*\left|y_j^{[k]} - y_j^{[k-1]}\right|_{\max}. (28)$$

For fixed $n$, for $j \geq 2$, $c_j$ is a quadratic function of $j$ with maximum at $j = \frac{-n^3+3n+1}{2n}$, which is negative for $n \geq 2$, so $c_2 > c_j$ for $j \geq 3$. Direct comparison shows that $c_2 > c_1$ for all choices of $n$ as well. Thus estimate (28) is 

$$\left|y_j^{[k+1]} - y_j^{[k]}\right|_{\text{max}} \leq c_2 h^*\left|y_j^{[k]} - y_j^{[k-1]}\right|_{\max}$$

and by Lemma 5.2 the sequence $y_j^{[k]}(t)$ is a Cauchy sequence provided $c_2 h^* < 1$, which, when $h = (b - a)/n \leq 1$ is the condition 

$$\frac{1}{2n}[(n^3 + n^2 + n + 2)L + 2](b - a) < 1$$
and when $h = (b - a)/n \geq 1$ is the condition
\[ \frac{1}{2n^2}[(n^3 + n^2 + n + 2)L + 2](b - a)^2 < 1. \]

To see that Theorem 5.1 can provide an actual improvement over Theorem 2.3, suppose the interval $[a, b]$ is fixed and we wish to know how large $L$ can be and still be assured that a solution to (1) exists. For any $n > b - a$ the corresponding maximum value of $L$ allowed by Theorem 5.1 is greater than that allowed by Theorem 2.3 if
\[ \frac{2}{3} \left[(b - a)^{-1} - 1\right] < \frac{1}{n^3 + n^2 + n + 2} \left[2n(b - a)^{-1} - 2\right], \]
which holds if and only if
\begin{equation}
\frac{n^3 + n^2 - 2n + 2}{n^3 + n^2 + n - 1} < b - a.
\end{equation}

For $n > 1$ the left hand side of (29) is less than 1 and increases with increasing $n$. Thus for example if $b - a = 1$ then Theorem 2.3 guarantees that a solution to (1) will exist if $L < 0$, so no conclusion can be made, whereas for all $n \geq 2$ Theorem 5.1 implies existence of a unique solution if
\[ L < \frac{2n - 2}{n^3 + n^2 + n - 2}. \]

The best result is for $n = 2$ and is $L < \frac{1}{6}$.

Similarly, if a Lipschitz constant $L$ is known to exist for all values of $t$, $y$, and $y'$, then Theorem 5.1 can sometimes provide a guarantee of existence of a solution to a boundary value problem of the form (1) on a longer interval than that provided by Theorem 2.3.

6. Conclusion

We have introduced a purely symbolic technique for approximating solutions of two-point boundary value problems whose output is a sequence of polynomials that converges to the true solution exponentially fast with respect to the supremum norm. We provided conditions under which the method is guaranteed to work, and illustrated by example that its practical usefulness exceeds what the theorems provide. By introducing auxiliary variables we overcome problems with quadratures that cannot be performed in closed form. The algorithm is easy to code in popular computer algebra systems such as Maple and Mathematica. Experience has shown that it compares favorably in efficiency with shooting and finite difference approximation techniques.
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