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Abstract

We propose an iterative algorithm for low-rank matrix completion that can be interpreted as both an iteratively reweighted least squares (IRLS) algorithm and a saddle-escaping smoothing Newton method applied to a non-convex rank surrogate objective. It combines the favorable data efficiency of previous IRLS approaches with an improved scalability by several orders of magnitude. Our method attains a local quadratic convergence rate already for a number of samples that is close to the information theoretical limit. We show in numerical experiments that unlike many state-of-the-art approaches, our approach is able to complete very ill-conditioned matrices with a condition number of up to $10^{10}$ from few samples.

1. Introduction

In different areas of machine learning and signal processing, low-rank models have turned out to be a powerful tool for the acquisition, storage and computation of information. In many of these applications, an important sub-problem is to infer the low-rank model from partial or incomplete data (Davenport & Romberg, 2016; Chi et al., 2019).

This problem is called low-rank matrix completion: Given a matrix $X^0 \in \mathbb{R}^{d_1 \times d_2}$ of rank-$r$ and an index set $\Omega \subset [d_1] \times [d_2]$, the task is to reconstruct $X^0$ just from the knowledge of $\Omega$ and $P_{\Omega}(X^0)$, where $P_{\Omega} : \mathbb{R}^{d_1 \times d_2} \rightarrow \mathbb{R}^{m}$ is the subsampling operator that maps a matrix to the entries indexed by $\Omega$. It is well-known that this can be reformulated as the NP-hard rank minimization problem (Recht et al., 2010)

$$\min_{X \in \mathbb{R}^{d_1 \times d_2}} \text{rank}(X) \quad \text{subject to} \quad P_{\Omega}(X) = P_{\Omega}(X^0). \quad (1)$$

From an optimization point of view, eq. (1) is particularly difficult to handle due to two properties: its non-convexity and its non-smoothness. A widely studied approach in the literature is to replace the rank($X$) by the convex nuclear norm $\|X\|_n = \sum_{i=1}^{d} \sigma_i(X)$ (Fazel et al., 2003). However, such a convex relaxation approach has two main drawbacks: it is computational demanding for large problems, since it is equivalent to a semidefinite program (Recht et al., 2010), and it is not data efficient, since the nuclear norm minimizer under the affine constraint might not coincide with the minimizer $X^0$ of eq. (1) if the number of samples $m$ is just slightly larger than the number of the degrees of freedom of $X_0$ (Amelunxen et al., 2014).

To overcome these drawbacks, a variety of alternative approaches have been proposed and studied, many of which optimize an empirical loss defined for a matrix factorization model, or which optimize the empirical loss using Riemannian manifold structures, see (Chi et al., 2019) for a recent survey. These approaches are much more scalable, and furthermore, are often able to reconstruct the low-rank matrix from fewer samples than a convex formulation.

However, a closer inspection of the theoretical guarantees of these algorithms suggests that the performance of those algorithms deteriorates as the condition number $\kappa$ of $X^0$ increases. For example, if $D = \max(d_1, d_2)$, the sufficient condition on the required random samples for the Riemannian gradient descent algorithm (Wei et al., 2020) is $m = \Omega(\kappa^6 D r^2 \log D)$, and a polynomial dependence on $\kappa$ can be found for results on gradient descent for matrix factorization (Chi et al., 2019).1

Retrieving ill-conditioned matrices from partial information is a problem that arises in many important areas such as the discretization of PDE-based inverse problems with Fredholm equations (Cloninger et al., 2015) or spectral estimation problems, where Hankel matrices with condition number $\approx 10^{15}$ may appear (Liao & Fanjiang, 2016). Not only theoretically, but also in practice, non-convex approaches often struggle to recover such ill-conditioned matrices.

1 An exception is the result of (Hardt & Wootters, 2014), whose sample complexity exhibits a logarithmic dependence on $\kappa$. On the other hand, its dependence on the rank $r$ is a high-order polynomial.
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overcome this, this paper proposes MatrixIRLS, an efficient second order least squares approach that aims to solve ill-conditioned matrix completion problems that are statistically hard, i.e., problems in which just very few entries are known. In the following, let \( d = \min(d_1, d_2) \).

### 2. MatrixIRLS for log-det rank surrogate

We propose a method that is based on the minimization of quadratic models of smoothed log-det objectives to obtain a scalable, but unbiased method for rank minimization (1). It has already been observed in several papers (Fazel, 2002; Candès et al., 2013) that optimizing the smoothed log-det objective \( \sum_{i=1}^{d} \sigma_i(X + \epsilon I) \) for some \( \epsilon > 0 \) can lead to minimum rank solutions. In particular, it can be shown that the minimizer of the smoothed log-det objective coincides as least as often with the rank minimizer as the convex nuclear norm minimizer (Foucart, 2018).

However, finding the global minimizer of a non-convex and non-smooth rank surrogate can be very challenging, as the existence of amput-optimal local minima might deter the success of many local optimization approaches. Furthermore, applications such as in recommender systems (Koren et al., 2009) require solving very high-dimensional problem instances so that it is impossible to store full matrices, let alone to calculate many singular values of these matrices.

Let now \( \epsilon > 0 \) and \( F_{\epsilon}: \mathbb{R}^{d_1 \times d_2} \to \mathbb{R} \) be the smoothed log-det objective defined as
\[
F_{\epsilon}(X) := \sum_{i=1}^{d} f_{\epsilon}(\sigma_i(X))
\]
with
\[
f_{\epsilon}(\sigma) = \begin{cases} 
\log |\sigma|, & \text{if } \sigma \geq \epsilon, \\
\log(\epsilon) + \frac{1}{2}(\frac{\sigma^2}{\epsilon^2} - 1), & \text{if } \sigma < \epsilon.
\end{cases}
\]

It can be shown that that \( F_{\epsilon} \) is continuously differentiable with \( \epsilon^{-2} \)-Lipschitz gradient (Andersson et al., 2016). It is clear that the optimization landscape and of \( F_{\epsilon} \) crucially depends on the smoothing parameter \( \epsilon \).

We propose now an iterative algorithm that minimizes quadratic upper bounds of \( F_{\epsilon} \) under the data constraint to provide a descent in \( F_{\epsilon} \), before updating the smoothing parameter \( \epsilon \). It can be interpreted within the framework of Iteratively Reweighted Least Squares (IRLS) (Weiszfeld, 1937; Fornasier et al., 2011; Mohan & Fazel, 2012; Kümmerle & Sigl, 2018), as the main step of each iteration can be regarded as solving a weighted least squares problem.

The precise shape of the quadratic model can be described by a weight operator \( W^{(k)} \), which we define as follows: Let \( \epsilon_k > 0 \) and \( X^{(k)} \in \mathbb{R}^{d_1 \times d_2} \) be a matrix with singular value decomposition \( X^{(k)} = U_k \Sigma_k V_k^* \), i.e., \( U_k \in \mathbb{R}^{d_1 \times d_1} \) and \( V_k \in \mathbb{R}^{d_2 \times d_2} \) are orthonormal matrices. Then we define the linear operator \( W^{(k)} : \mathbb{R}^{d_1 \times d_2} \to \mathbb{R}^{d_1 \times d_2} \) such that
\[
W^{(k)}(Z) = U_k [H_k \circ (U_k^* Z V_k)] V_k^*,
\]
where \( H_k \) is the entrywise product of \( H_k \) and \( U_k^* Z V_k \), and \( H_k \in \mathbb{R}^{d_1 \times d_2} \) is a matrix with positive entries such that \( (H_k)_{ij} := \max(\sigma_i^{(k)}, \epsilon_k) \max(\sigma_j^{(k)}, \epsilon_k) \) for all \( i \in [d_1] \) and \( j \in [d_2] \). The weight operator \( W^{(k)} \) is a positive, self-adjoint operator with strictly positive eigenvalues that coincide with the entries of the matrix \( H_k \in \mathbb{R}^{d_1 \times d_2} \). Using the definition of \( W^{(k)} \), we describe MatrixIRLS in Algorithm 1.

### 3. Computational Complexity

A crucial property of Algorithm 1 is that due to the choice of the smoothing function eq. (2), the weight operator eq. (3) and the smoothing update rule eq. (5), the action \( W^{(k)} \) on a matrix \( Z \) can be implemented by a scalar multiplications and multiplications with rectangular \( (d_1 \times r_k) \) and \( (r_k \times d_2) \)-matrices. Utilizing this specific structure of the weight operators, we obtain an implementation of MatrixIRLS with a time and space complexity of the same order as for state-of-the-art first-order algorithms based on matrix factorization (Chen & Chi, 2018). We refer to the supplementary materials for details and a proof.

#### Theorem 3.1

Let \( X^{(k)} \in \mathbb{R}^{d_1 \times d_2} \) be the \( k \)-th iterate of MatrixIRLS for an observation vector \( y \in \mathbb{R}^m \) and \( r := r_k \). Assume that \( \sigma^{(k)}_i \leq \epsilon_k \) for all \( i > r \) and \( \sigma^{(k)}_r > \epsilon_k \). Then an implicit representation of the new iterate \( X^{(k+1)} \in \mathbb{R}^{d_1 \times d_2} \) can be calculated in a time complexity of
\[
O((mr + r^2D) \cdot N_{CG_{inner}}),
\]
where \( N_{CG_{inner}} \) is the number of inner iterations used in the conjugate gradient method and \( D = \max(d_1, d_2) \). More precisely, \( X^{(k+1)} \) can be represented as
\[
X^{(k+1)} = P_{\Omega}^{(r_{k+1})} + U^{(k)} M_{1}^{(k+1)*} + M_{2}^{(k+1)} V^{(k)*},
\]
where \( r_{k+1} \in \mathbb{R}^m \), \( M_1^{(k+1)} \in \mathbb{R}^{d_2 \times r} \) and \( M_2^{(k+1)} \in \mathbb{R}^{t_1 \times r} \), i.e., with a space complexity of \( O(m + rD) \).

Theorem 3.1 illustrates the computational advantage of MatrixIRLS compared to previous iteratively reweighted least squares algorithms for low-rank matrix recovery problems (Fornasier et al., 2011; Mohan & Fazel, 2012; Kümmel & Sigl, 2018), which all require the storage and updates of full \((d_1 \times d_2)\)-matrices and the calculation of singular value decompositions of these matrices. We comment on why a constant number of inner iterations \( N_{CG,inner} \) typically suffices in the supplementary materials.

As \( P_{\Omega i}^{(k+1)} \in \mathbb{R}^{d_1 \times d_2} \) is \( m \)-sparse, \( X^{(k+1)} \) is a sum of a sparse and two rank-\( r \) matrices and thus fast matrix-vector multiplications can be used in methods such as Lanczos bidiagonalization or randomized Block Krylov (Musco & Musco, 2015) to compute \( r_{k+1} \) singular values and vectors of \( X^{(k+1)} \) in step 3 of Algorithm 1.

4. Theoretical Analysis

As it is beyond the scope of this format, we leave a detailed convergence analysis of MatrixIRLS to an upcoming paper. By establishing a global majorization property of the quadratic model function implicitly defined by the weight operator \( W^{(k)} \), it is possible to show that accumulation points of \( (X^{(k)}) \) are stationary points of the \( \varepsilon \)-smoothed log-det objective \( F_\tau \) for \( \tau := \lim_{k \to \infty} \varepsilon_k \). Furthermore, we can establish local convergence with quadratic rate of MatrixIRLS to an incoherent rank-\( r \) ground truth \( X^0 \in \mathbb{R}^{d_1 \times d_2} \) if a random sampling set \( \Omega \) of size \( \Omega(r(d_1 + d_2) \log(d_1 + d_2)) \) is given, with high probability. In this result, the bound on the sample complexity does not depend on the condition number of \( X^0 \). Such a result is new for matrix completion, as the results of (Kümmel & Sigl, 2018) studying a similar algorithm only cover measurement operators fulfilling a null space property.

4.1. MatrixIRLS as saddle-escaping smoothing Newton method

From a theoretical point of view, the local quadratic convergence rate is an inherently local property that does not explain the numerically observed global convergence, which is remarkable due to the non-convexity of the objective.

A possible avenue to explain this is to interpret MatrixIRLS as a saddle-escaping smoothing Newton method. Smoothing Newton methods minimize a non-smooth and possibly non-convex function \( F \) by using derivatives of certain smoothings of \( F \) (Chen et al., 1998; Chen, 2012). Interpreting the optimization problem \( \min_{X} P_{\Omega i} (X) = \sum F_{\epsilon_k} (X) \) as an unconstrained optimization problem over the null space of \( P_{\Omega i} \), we can write

\[
X^{(k+1)} = X^{(k)} - P_{\Omega i} \left( P_{\Omega i} W^{(k)} P_{\Omega i}^{-1} - P_{\Omega i} W^{(k)} (X^{(k)}) \right)^{-1} P_{\Omega i} W^{(k)} (X^{(k)})
\]

if \( \Omega^c = [d_1] \times [d_2] \setminus \Omega \) corresponds to the unobserved indices, where \( \nabla^2 F_{\epsilon_k} (X^{(k)}) : \mathbb{R}^{d_1 \times d_2} \to \mathbb{R}^{d_1 \times d_2} \) is a modified Hessian of \( F_{tk} \) at \( X^{(k)} \) that replaces negative eigenvalues of the Hessian \( \nabla^2 F_{\epsilon_k} (X^{(k)}) \) by positive ones and slightly increases small eigenvalues. We refer to the supplementary material for more details. In (Paternain et al., 2019), it has been proved that for a fixed smooth function \( F_{tk} \), similar modified Newton-type steps are able to escape the first-order saddle points at a rate that is independent of the problem’s condition number.

5. Numerical Experiments

We explore the performance of MatrixIRLS for the completion of synthetic low-rank matrices in terms of data efficiency and computational efficiency in comparison to state-of-the-art algorithms in the literature. Algorithmic parameters are detailed in the supplementary materials. We consider the following setup: We sample a pair of random matrices \( U \in \mathbb{R}^{d_1 \times r} \) and \( V \in \mathbb{R}^{d_2 \times r} \) with \( r \) orthonormal columns, and define the diagonal matrix \( \Sigma \in \mathbb{R}^{R \times R} \) such that \( \Sigma_{ii} = \kappa \exp(-\log(\kappa) \frac{i}{r-1}) \) for \( i \in [r] \). With this definition, we define a ground truth matrix \( X^0 \) = \( UV^\ast \) of rank \( r \) that has exponentially decaying singular values between \( \kappa \) and 1. Furthermore, for a given factor \( \rho \geq 1 \), we sample a set \( \Omega \subset [d_1] \times [d_2] \) of size \( m = \lfloor \rho (d_1 + d_2 - r) \rfloor \) indices randomly without replacement, implying that \( \rho \) can be interpreted as an oversampling factor as \( r(d_1 + d_2 - r) \) is equal to the number of degrees of freedom of an \((d_1 \times d_2)\)-dimensional rank-\( r \) matrix.2

5.1. Data-efficient recovery of ill-conditioned matrices

First, we run MatrixIRLS and the algorithms R2RILS (Bauch & Nadler, 2020), RTRMC (Boumal & Absil, 2015), LRGemCG (Vandereycken, 2013), LMaFit (Wen et al., 2012), ScaledASD (Tanner & Wei, 2016), ScaledGD (Tong et al., 2020) and NIHT (Tanner & Wei, 2013) to complete \( X^0 \) from \( P_\Omega (X^0) \) where \( \Omega \) corresponds to different oversampling factors \( \rho \) between 1 and 4, and where the condition number of \( X^0 \) is \( \kappa = \sigma_1(X^0) / \sigma_r(X^0) = 10 \). In Figure 1, we report the median Frobenius errors \( \|X^{(k)} - X^0\|_F / \|X^0\|_F \) of the the respective algorithmic outputs \( X^{(k)} \) across 100 independent realizations. We see that MatrixIRLS and R2RILS are the only algorithms that are able to complete \( X^0 \) already for \( \rho = 1.5 \), whereas the other algorithms, except from NIHT, are able to reconstruct the matrix most of the times if \( \rho \) is at least between 2.4 and 3.0. This confirms the findings of (Bauch & Nadler, 2020) that even for quite well-conditioned matrices, fewer samples are required if second-order methods such as R2RILS or MatrixIRLS are used.

2The experiments can be reproduced with the code provided in https://github.com/ckuemmerle/MatrixIRLS.
We formulate MatrixIRLS, a second order method that is able to efficiently complete large, highly ill-conditioned matrices from few samples, a problem for which most state-of-the-art methods fail. It improves on previous approaches for the optimization of non-convex rank objectives by applying a suitable smoothing strategy combined with saddle-escaping Newton-type steps.

As one goal of our investigation has been also to provide an efficient implementation, we focused on the matrix completion problem, leaving the extension of the ideas to other low-rank matrix estimation problems to future work including the case of inexact data or measurement errors. Furthermore, while we establish a local convergence guarantee for the algorithm, a precise analysis of its global convergence behavior might be of interest.
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Supplementary material for Escaping Saddle Points in Ill-Conditioned Matrix Completion with a Scalable Second Order Method

This supplementary material is divided into three parts: In Appendix A, we provide details on the implementation of MatrixIRLS and show Theorem 3.1. In Appendix B, we provide some details about the interpretation of MatrixIRLS as a saddle-escaping smoothing Newton method, cf. Section 4.1. Finally, we present a detailed description of the algorithmic parameters of the experiments of Section 5 in Appendix C, as well as one additional experiment.

A. Proof of Theorem 3.1

We first show how the action of the weight operator $W^{(k)} : \mathbb{R}^{d_1 \times d_2} \to \mathbb{R}^{d_1 \times d_2}$ of MatrixIRLS can be represented just by scalar multiplications and by multiplications by very rectangular matrices whose smaller dimension is $r_k := \{ i \in [d] : \sigma_i(X^{(k)}) > \epsilon_k \}$. To show this, let

$$X^{(k)} = U_k \text{diag}(\sigma^{(k)}) V_k^* = \left[ \begin{array}{c|c} U^{(k)} & U^{(k)}_\perp \end{array} \right] \left[ \begin{array}{c} \Sigma^{(k)} \ 0 \end{array} \right] \left[ \begin{array}{c} V^{(k)*} \ V^{(k)}_\perp \end{array} \right]$$

be a singular value decomposition of $X^{(k)}$ with orthonormal matrices $U_k \in \mathbb{R}^{d_1 \times r_k}$ and $V_k \in \mathbb{R}^{d_2 \times r_k}$, and corresponding submatrices $U^{(k)} \in \mathbb{R}^{d_1 \times r_k}$, $U^{(k)}_\perp \in \mathbb{R}^{d_1 \times (d_1 - r_k)}$, $V^{(k)} \in \mathbb{R}^{d_2 \times r_k}$, $V^{(k)}_\perp \in \mathbb{R}^{d_2 \times (d_2 - r_k)}$, $\Sigma^{(k)} := \text{diag}(\sigma_1^{(k)}, \ldots, \sigma_{r_k}^{(k)})$ and $\Sigma^{(k)}_\perp := \text{diag}(\sigma_{r_k+1}^{(k)}, \ldots, \sigma_d^{(k)})$. Using this and the definition eq. (3) of $W^{(k)}$ and the matrix $H_k \in \mathbb{R}^{d_1 \times d_2}$, it holds that for any $Z \in \mathbb{R}^{d_1 \times d_2}$,

$$W^{(k)}(Z) = U_k \left[ H_k \circ (U_k^\top Z V_k) \right] V_k^*$$

$$= \left[ \begin{array}{c} U(k) \ U(k)_\perp \end{array} \right] \left( \begin{array}{c|c} H^{(k)} & H^{(k)}_12 \ 

H^{(k)}_21 \epsilon_k^{-2} 1 \end{array} \right) \left[ \begin{array}{c} U^{(k)*} Z V^{(k)}_\perp \ U^{(k)*} Z V^{(k)}_\perp \end{array} \right] \left[ \begin{array}{c} V^{(k)*} \ V^{(k)}_\perp \end{array} \right]$$

$$= \left[ \begin{array}{c} U(k) \ U(k)_\perp \end{array} \right] \left[ \begin{array}{c|c} H^{(k)} & U^{(k)*} Z V^{(k)}_\perp \ U^{(k)*} Z V^{(k)}_\perp \end{array} \right] \left[ \begin{array}{c} \epsilon_k^{-2} U^{(k)*} Z V^{(k)}_\perp \ \end{array} \right]$$

dividing $H_k$ into the four block matrices

$$H_k = \left[ \begin{array}{c} H^{(k)} \ H^{(k)}_12 \ 

H^{(k)}_21 \epsilon_k^{-2} 1 \end{array} \right]$$

such that $H^{(k)} \in \mathbb{R}^{r_k \times r_k}$ with

$$H^{(k)}_{ij} = \left( \sigma_i^{(k)} \sigma_j^{(k)} \right)^{-1}$$

for all $i,j \in [r_k]$, $H^{(k)}_{12} \in \mathbb{R}^{r_k \times (d_2 - r_k)}$ with

$$H^{(k)}_{12} = \left( \sigma_i^{(k)} \epsilon_k^{-1} \right)$$

for all $i \in [r_k]$ and $j \in [d_2 - r_k]$, $H^{(k)}_{21} \in \mathbb{R}^{(d_1 - r_k) \times r_k}$ such that

$$H^{(k)}_{21} = \left( \epsilon_k \sigma_j^{(k)} \right)^{-1}$$

for all $i \in [d_1 - r_k]$ and $j \in [r_k]$, and the $((d_1 - r_k) \times (d_2 - r_k))$-matrix of ones $1$, and lastly, the diagonal matrix $D^{(k)} \in \mathbb{R}^{r_k \times r_k}$ with

$$D^{(k)}_{ii} = \left( \sigma_i^{(k)} \epsilon_k^{-1} \right)$$

for all $i \in [r_k]$.
for all $i \in [r_k]$. Simplifying the last equality, we obtain then

$$
W^{(k)}(Z) = U^{(k)} \left[ H^{(k)} \circ (U^{(k)} Z V^{(k)}) \right] V^{(k)*} + U^{(k)} \Gamma_3 V^{(k)*} + U^{(k)} D^{(k)} U^{(k)*} Z V^{(k)} V^{(k)*} + U^{(k)} Z V^{(k)} D^{(k)} V^{(k)*} + \epsilon_k^{-2} U^{(k)} Z V^{(k)} V^{(k)*} + \epsilon_k^{-2} U^{(k)} Z V^{(k)} V^{(k)*} + \epsilon_k^{-2} \left( I - U^{(k)} U^{(k)*} \right) Z \left( I - V^{(k)} V^{(k)*} \right) + \epsilon_k^{-2} Z,
$$

(10)

which shows that the weight operator $W^{(k)}$ can be defined using just the matrices of first $r_k$ singular vectors $U^{(k)}$ and $V^{(k)}$ and the $r_k$ first singular values $\sigma_1^{(k)}, \ldots, \sigma_{r_k}^{(k)}$ of $X^{(k)}$.

For a given rank $r_k$, we recall that the best rank-$r_k$ approximation of a matrix $X^{(k)}$ as in eq. (6) can be written such that

$$
T_{r_k}(X^{(k)}) := \arg\min_{Z \in \mathbb{R}^{d_1 \times d_2} : \text{rank}(Z) \leq r_k} \| Z - X^{(k)} \| = U^{(k)} \Sigma^{(k)} V^{(k)*},
$$

(11)

where $\| \cdot \|$ can be any unitarily invariant norm, due to the Eckart-Young-Mirsky theorem (Mirsky, 1960). Let now

$$
T_k := T_{r_k}(X^{(k)}) \mathcal{M}_{r_k} := \{ U^{(k)} \Gamma_1 V^{(k)*} + U^{(k)} \Gamma_2 \left( I - V^{(k)} V^{(k)*} \right) + \left( I - U^{(k)} U^{(k)*} \right) \Gamma_3 V^{(k)*} : \Gamma_1 \in \mathbb{R}^{r_k \times r_k}, \Gamma_2 \in \mathbb{R}^{r_k \times d_2}, \Gamma_3 \in \mathbb{R}^{d_1 \times r_k}, U^{(k)} \Gamma_1 = 0, U^{(k)} \Gamma_2 = 0, U^{(k)} \Gamma_3 = 0 \}
$$

be the tangent space of the manifold of rank-$r_k$ matrices $\mathcal{M}_{r_k}$ of dimension $(d_1 \times d_2)$ at $T_{r_k}(X^{(k)})$ (see (Vandereycken, 2013)), which is a subspace of $\mathbb{R}^{d_1 \times d_2}$ of dimension $r_k (d_1 + d_2 - r_k)$. Defining

$$
S_k := \left\{ \gamma = (\gamma_1^T, \gamma_2^T, \gamma_3^T)^T \in \mathbb{R}^{r_k (d_1 + d_2 + r_k)} : \Gamma_1 = (\gamma_1)_{\text{mat}} \in \mathbb{R}^{r_k \times r_k}, \Gamma_2 = (\gamma_2)_{\text{mat}} \in \mathbb{R}^{r_k \times d_2}, \Gamma_3 = \text{mat} U^{(k)} \Gamma_3 = 0 \right\} \subset \mathbb{R}^{r_k (d_1 + d_2 + r_k)},
$$

(12)

where $\text{mat}$ is the matricization operator of appropriate dimension that stacks column after column according to the desired dimensions, we can now identify a structure in $W^{(k)}$ that enables us to write it more compactly: Let $P_{T_k} : S_k \rightarrow T_k$ be the parametrization operator such that

$$
P_{T_k}(\gamma) := U^{(k)} \Gamma_1 V^{(k)*} + U^{(k)} \Gamma_2 \left( I - V^{(k)} V^{(k)*} \right) + \left( I - U^{(k)} U^{(k)*} \right) \Gamma_3 V^{(k)*}
$$

for $\gamma \in S_k$. Its adjoint operator $P_{T_k}^* : T_k \rightarrow S_k$ can be then written such that

$$
P_{T_k}^*(Z) = \left( (Z_1^T)_{\text{vec}}, (Z_2^T)_{\text{vec}}, (Z_3^T)_{\text{vec}} \right)^T
$$

for a matrix $Z$ such that $T_k \ni Z = U^{(k)} Z_1 V^{(k)*} + U^{(k)} Z_2 (I - V^{(k)} V^{(k)*}) + \left( I - U^{(k)} U^{(k)*} \right) Z_3 V^{(k)*}$, where $\text{vec}$ is the vectorization operator that concatenates the columns of a matrix, and can be extended to the entire space $\mathbb{R}^{d_1 \times d_2}$ such that

$$
P_{T_k}^*(Z) = \left( (U^{(k)} Z V)^T_{\text{vec}}, (U^{(k)} Z (I - V^{(k)} V^{(k)*}))_{\text{vec}}, ((I - U^{(k)} U^{(k)*}) Z V)^T_{\text{vec}} \right)^T
$$

for $Z \in \mathbb{R}^{d_1 \times d_2}$. With these notations, based on eq. (10), we can write $W^{(k)}$ such that

$$
W^{(k)} = P_{T_k} \left( D_{S_k} - \epsilon_k^{-2} I_{S_k} \right) P_{T_k}^* + \epsilon_k^{-2} I,
$$

where $I_{S_k}$ is the identity matrix on $S_k$, $I$ is the identity operator on $\mathbb{R}^{d_1 \times d_2}$, and $D_{S_k} \in \mathbb{R}^{r_k (d_1 + d_2 + r_k) \times r_k (d_1 + d_2 + r_k)}$ is a diagonal matrix with diagonal entries that are equal to entries of $H^{(k)}$ from eq. (8) or to diagonal entries of $D^{(k)}$ from eq. (8), cf. eq. (10).
With this preparation, we can now obtain an efficient implementation for the solution of the weighted least squares problem of eq. (4). Recall that the set of indices corresponding to provided entries is defined as \( \Omega = \{ (i, j) \} \subset \{1, \ldots, d_1\} \times \{1, \ldots, d_2\} \), and \( P_\Omega : \mathbb{R}^{d_1 \times d_2} \to \mathbb{R}^m \) is the subsampling operator

\[
P_\Omega(Z) = \sum_{(i, j) \in \Omega} \langle e_{i, j}, Z e_{i, j} \rangle,
\]

where \( e_{i, j} \) and \( e_{j, i} \) are the \( i \)-th and \( j \)-th standard basis vectors of \( \mathbb{R}^{d_1} \) and \( \mathbb{R}^{d_2} \), respectively.

Let \( y \in \mathbb{R}^m \) be the vector of observed entries. As the weight operator \( W^{(k)} \) is positive definite, the minimizer

\[
X^{(k+1)} = \arg \min_{P_{\Omega}(X)=y} \{ X, W^{(k)}(X) \}
\]

is unique, and it is well-known (Björck, 1996) that the solution of this linearly constrained weighted least squares problem can be written such that

\[
X^{(k+1)} = (W^{(k)})^{-1} P_\Omega^* \left( P_\Omega(W^{(k)})^{-1} P_\Omega^* \right)^{-1} y,
\]

where \( (W^{(k)})^{-1} : \mathbb{R}^{d_1 \times d_2} \to \mathbb{R}^{d_1 \times d_2} \) is the inverse of the weight operator \( W^{(k)} \). This inverse exists as \( W^{(k)} \) is self-adjoint and positive definite, which can be shown by realizing that its \((d_1 d_2 \times d_1 d_2)\)-matrix representation has eigenvectors \( v^{(k)}_i \otimes u^{(k)}_j \), where \( v^{(k)}_i \in \mathbb{R}^{d_1} \) and \( u^{(k)}_j \in \mathbb{R}^{d_2} \) are columns of \( V^{(k)} \) and \( U^{(k)} \), respectively, and eigenvalues that are just the entries of \( H^{(k)} \).

Furthermore, by replicating the arguments that let to the representation eq. (10) for the action of \( W^{(k)} \) for

\[
(W^{(k)})^{-1}(Z) = U_k \left[ H_k^{-1} \circ (U_k^T Z V_k) \right] V_k^T,
\]

where \( H_k^{-1} \in \mathbb{R}^{d_1 \times d_2} \) is the matrix whose entries are the entrywise inverse of the entries of \( H_k \), it can be seen that we can rewrite \( (W^{(k)})^{-1} \) such that

\[
(W^{(k)})^{-1} = P_{T_k} \left( D_{S_k}^{-1} - \epsilon_k^2 I_{S_k} \right) P_{T_k}^* + \epsilon_k^2 I.
\]

Let now \( z \in \mathbb{R}^m \) be the solution of

\[
(P_\Omega(W^{(k)})^{-1} P_\Omega^*) z = y.
\]

Since \( P_\Omega P_\Omega^* = I_m \), we can use this representation of \( (W^{(k)})^{-1} \) to write

\[
(P_\Omega(W^{(k)})^{-1} P_\Omega^*)^{-1} = \left( P_\Omega P_{T_k} \left( D_{S_k}^{-1} - \epsilon_k^2 I_{S_k} \right) P_{T_k}^* P_\Omega + \epsilon_k^2 I_m \right)^{-1}.
\]

Using the Sherman-Morrison-Woodbury formula (Woodbury, 1950; Fornasier et al., 2011)

\[
(\text{ECF}^* + B)^{-1} = B^{-1} - B^{-1} E (C^{-1} + F^* B^{-1} E)^{-1} F^* B^{-1}
\]

for \( B := \epsilon_k^{2-r} I_m, C := (D_{S_k}^{-1} - \epsilon_k^2 I_{S_k}) \) and \( E = F := P_{T_k} P_{T_k} \), we obtain that

\[
z = \left( P_\Omega(W^{(k)})^{-1} P_\Omega^* \right)^{-1} (y)
= \left[ \epsilon_k^{-2} I - \epsilon_k^{-2} P_{T_k} \left( \epsilon_k^2 C^{-1} + P_{T_k}^* P_\Omega^* P_{T_k} \right)^{-1} P_{T_k}^* P_{T_k} \right] (y),
\]

noting that \( C = (D_{S_k}^{-1} - \epsilon_k^2 I_{S_k}) \) is invertible as \( (H_j^{(k)})^{-1} = \sigma_i^{(k)} \sigma_j^{(k)} > \epsilon_k^2 \) for all \( i, j \in [r_k] \) and as \( (D_i^{(k)})^{-1} = \sigma_i^{(k)} \epsilon_k > \epsilon_k^2 \) for all \( i \in [r_k] \), as \( r_k = r = \widetilde{r} \) due to the assumption of Theorem 3.1.

Inserting this into eq. (13), since \( P_{T_k} P_{T_k} = I_{S_k} \), and defining the projection operator \( P_{T_k} := P_{T_k} P_{T_k}^* \) that projects onto \( T_k \), we see that

\[
X^{(k+1)}_{T_k} := P_{T_k} X^{(k+1)} := P_{T_k} P_{T_k}^* (X^{(k+1)}) = P_{T_k} P_{T_k}^* (W^{(k)})^{-1} P_\Omega^* (z)
= \epsilon_k^{-2} P_{T_k} D_{S_k}^{-1} \left[ P_{T_k} P_{T_k}^* - P_{T_k}^* P_\Omega^* P_{T_k} \left( \epsilon_k^2 C^{-1} + P_{T_k}^* P_\Omega^* P_{T_k} \right)^{-1} P_{T_k}^* P_{T_k} \right] (y)
= \epsilon_k^{-2} P_{T_k} D_{S_k}^{-1} \left[ \epsilon_k^2 C^{-1} - \epsilon_k^2 C^{-1} + \epsilon_k^2 C^{-1} + P_{T_k}^* P_\Omega^* P_{T_k} \right] (y)
= P_{T_k} D_{S_k}^{-1} (D_{S_k}^{-1} - \epsilon_k^2 I_{S_k})^{-1} \gamma_k.
\]
where \( \gamma_k \in S_k \) is the solution of the linear system of size \( (r_k(d_1 + d_2 + r_k) \times r_k(d_1 + d_2 + r_k)) \)

\[
(c_k^2 \left( D_{S_k}^{-1} - c_k^2 I_{S_k} \right)^{-1} + P_{T_k}^* P_{\Omega}^* P_{T_k}) \gamma_k = P_{T_k}^* P_{\Omega}(y).
\] (15)

For the part \( X_{T_k}^{(k+1)} := (I - P_{T_k}) X^{(k+1)} \) of \( X^{(k+1)} \) in the orthogonal complement \( T_k^\perp \) of \( T_k \), we observe that

\[
X_{T_k}^{(k+1)} = (I - P_{T_k} P_{T_k}^*) (W^{(k)})^{-1} P_{\Omega}^* (z) = (I - P_{T_k} P_{T_k}^*) P_{\Omega}^* (y) = (I - P_{T_k} P_{T_k}^*) P_{\Omega}^* (r_k + 1) - P_{T_k} P_{T_k}^* P_{\Omega}^* (r_k + 1)
\]

with the definition of \( r_{k+1} := y - P_{\Omega} P_{T_k} (\gamma_k) \in \mathbb{R}^m \).

Combining these two parts of \( X^{(k+1)} \), we see that the solution \( X^{(k+1)} \) of the linearly constrained weighted least squares problem can be written as

\[
X^{(k+1)} = P_{\Omega}^* (r_{k+1}) + P_{T_k} \left( D_{S_k}^{-1} - c_k^2 I_{S_k} \right)^{-1} \gamma_k - P_{T_k}^* P_{\Omega}^* (r_k + 1) = P_{\Omega}^* (r_{k+1}) + P_{T_k} (\gamma_k)
\]

which provides a representation of \( X^{(k+1)} \) as a sum of the \( m \)-sparse matrix \( P_{\Omega}^* (r_{k+1}) \) and the two matrices \( U^{(k)} M_1^{(k+1)} \) and \( M_2^{(k+1)} (V^{(k)})^* \) of rank \( r = r_k \), as stated in Theorem 3.1, if we define \( \gamma_k \in S_k \) as in the first line, defining \( \Gamma_1 \in \mathbb{R}^{r_k \times r_k} \), \( \Gamma_2 \in \mathbb{R}^{r_k \times d_2} \) and \( \Gamma_3 \in \mathbb{R}^{d_1 \times r_k} \) as the representation matrices of \( \gamma_k \) in eq. (12), and

\[
M_1^{(k+1)} := V^{(k)} \Gamma_1 + \Gamma_2, \quad M_2^{(k+1)} := \Gamma_3.
\]

Evidently, this representation of \( X^{(k+1)} \) has \( m + r_k d_2 + d_1 r_k = O(m + r D) \) parameters.

As a summary, we implement the solution of the weighted least squares problem eq. (13) as follows:

1. Calculate \( P_{T_k}^* P_{\Omega}(y) \in S_k \).
2. Solve eq. (15) for \( \gamma_k \in S_k \) by the conjugate gradient method (Hestenes & Stiefel, 1952; Meurant, 2006).
3. Calculate residual \( r_k := y - P_{\Omega} P_{T_k} (\gamma_k) \in \mathbb{R}^m \).
4. Calculate \( \tilde{\gamma}_k = (D_{S_k}^{-1} - c_k^2 I_{S_k})^{-1} \gamma_k - P_{T_k}^* P_{\Omega}^* (r_k) \in S_k \) and set \( M_1^{(k+1)} := V^{(k)} \Gamma_1 + \Gamma_2 \) and \( M_2^{(k+1)} := \Gamma_3 \).

The main computational cost lies in the application of the operators \( (P_{\Omega} P_{T_k})^* = P_{T_k}^* P_{\Omega}^* : \mathbb{R}^m \to S_k \), \( P_{\Omega} P_{T_k} : S_k \to \mathbb{R}^m \) and \( (D_{S_k}^{-1} - c_k^2 I_{S_k})^{-1} : S_k \to S_k \). The application of the first has a time complexity of \( 2mr + rd + r^2 (d_1 + d_2) = O(mr + r^2 D) \), and \( P_{\Omega} P_{T_k} (\gamma) \) can be calculated such that for each \( \ell \in [m], \)

\[
(P_{\Omega} P_{T_k} (\gamma))_{\ell} = \left( P_{\Omega} \left( U^{(k)} \Gamma_1 \Gamma_1^* + \Gamma_2 + \Gamma_3 (V^{(k)})^* \right) \right)_{\ell} = \sum_{k=1}^r \left( U^{(k)} \right)_{i,k} \left( \Gamma_1 (V^{(k)})^* k_{j,k} + \Gamma_2 \right)_{j,k} + \sum_{k=1}^r \left( \Gamma_3 \right)_{j,k} (V^{(k)})^* \kappa_{j,k},
\]

resulting in a number of \( O(mr + r^2 D) \) flops. Furthermore, \( (D_{S_k}^{-1} - c_k^2 I_{S_k})^{-1} \) is diagonal, requiring \( O(r D) \) flops if applied to an element of \( S_k \).

In particular, an iterative solver of eq. (15) such as the conjugate gradient (CG) method, which is applicable since its system matrix positive definite, applies these three operators at each inner iteration. It is known that in general, the CG method terminates with the exact solution \( \gamma_k \) after at most \( N_{\text{CG,inner}} = \dim(S_k) = O(r D) \) iterations.

However, the CG method returns very high precision approximate solutions after a constant number of iterations \( N_{\text{CG,inner}} \) if the system matrix

\[
\frac{c_k^2 I}{D_{S_k}^{-1} - c_k^2 I_{S_k}} + P_{T_k}^* P_{\Omega}^* P_{T_k} \]

is well-conditioned. And indeed, it can be verified that the spectrum of \(\frac{\sigma_k^2}{D_{k-1}}\) converges to 0 as \(\epsilon_k \to 0\), which is the case as \(X^{(k)}\) converges to a rank-\(r\) matrix by virtue of the choice of the smoothing eq. (5). We note that it can be shown that the spectrum of \(P_{k}^*P_{\Omega}P_{1}\) concentrates around \(\frac{\sigma_k}{d_{k}^2}\), if \(T_{rk}(X^{(k)})\) is \(\mu_0\)-incoherent and if \(m = \Omega(\mu_0 r(d_1 + d_2) \log(d_1 + d_2))\) under a typical random measurement model on the indices \(\Omega\) (see, e.g., Theorem 6 of (Recht, 2011)), implying that a constant condition number of the system matrix of eq. (15) can be shown in this case.

Overall, by reformulating the weighted least squares problem such that the linear system to solve is eq. (15), we avoid a bad conditioning of the system matrix to be solved, which is a common problem of IRLS methods (Fornasier et al., 2016), as a naive implementation would suffer from a blow up of the weights (in our case, the weight operator \(W^{(k)}\) as \(\epsilon_k \to 0\).

**B. Remarks to MatrixIRLS as a saddle-escaping smoothing Newton method**

We briefly elaborate on the interpretation of MatrixIRLS as a saddle-escaping smoothing Newton method.

If \(\epsilon_k > 0\) and if \(F_{\epsilon_k}: \mathbb{R}^{d_1 \times d_2} \to \mathbb{R}\) is the \(\epsilon_k\)-smoothed log-det objective of eq. (2), it can be shown that \(F_{\epsilon_k}\) is continuously differentiable with \(\epsilon_k^{-2}\)-Lipschitz gradient

\[
\nabla F_{\epsilon_k}(X) = U \text{dg} \left( \frac{\sigma_i(X)}{\max(\sigma_i(X), \epsilon_k)^2} \right)_{i=1}^d V^*
\]

for any matrix \(X\) with singular value decomposition \(X = U \text{dg} (\sigma(X)) V^* = U \text{dg} (\sigma) V^*.\) This can be shown by using results from (Lewis & Sendov, 2005; Andersson et al., 2016). Additionally, it holds that \(\nabla F_{\epsilon_k}\) is differentiable at \(X\) if and only if the derivative \(f'_{\epsilon_k}: \mathbb{R} \to \mathbb{R}\) of \(f_{\epsilon_k}\) from eq. (2) exists at all \(\sigma = \sigma_i(X), i \in [d]\), which is the case if \(X \in D_{\epsilon_k} := \{X : \sigma_i(X) \neq \epsilon_k\}\). The latter statement follows from the calculus of non-Hermitian Löwner functions (Yang, 2009; Ding et al., 2018), also called generalized matrix functions (Noferini, 2017), as \(X \mapsto \nabla F_{\epsilon_k}(X)\) is such a function.

Let now \(X^{(k)} \in D_{\epsilon_k} := \{X : \sigma_i(X) \neq \epsilon_k\}\) with singular value decomposition as in eq. (6), and \(r_k := |\{i \in [d] : \sigma_i(X^{(k)}) > \epsilon_k\}| = |\{i \in [d] : \sigma_i^{(k)} > \epsilon_k\}|\). In this case, it can be calculated that the Hessian \(\nabla^2 F_{\epsilon_k}(X^{(k)})\) at \(X^{(k)}\), which is a function that maps \(\mathbb{R}^{d_1 \times d_2}\) to \(\mathbb{R}^{d \times d}\) matrices, satisfies in the case of \(d_1 = d_2\)

\[
\nabla^2 F_{\epsilon_k}(X^{(k)})(Z) = U_k \left[ M^S \circ S(U_k^*ZV_k) + M^T \circ T(U_k^*ZV_k) \right] V_k^*,
\]

for any \(Z \in \mathbb{R}^{d_1 \times d_2}\), where \(S: \mathbb{R}^{d \times d} \to \mathbb{R}^{d \times d}\) is the symmetrization operator that maps any \(X \in \mathbb{R}^{d \times d}\) such that

\[
S(X) = \frac{1}{2}(X + X^*),
\]

and \(T: \mathbb{R}^{d \times d} \to \mathbb{R}^{d \times d}\) is the antisymmetrization operator such that

\[
T(X) = \frac{1}{2}(X - X^*)
\]

for any \(X \in \mathbb{R}^{d \times d}\), and \(M^S, M^T \in \mathbb{R}^{d_1 \times d_2}\) fulfill

\[
M^S = \begin{bmatrix}
-H^{(k)} & M_{1,2}^- \\
M_{2,1}^- & \epsilon_k^{-2} I
\end{bmatrix}
\quad M^T = \begin{bmatrix}
-H^{(k)} & M_{1,2}^+ \\
M_{2,1}^+ & \epsilon_k^{-2} I
\end{bmatrix}
\]

with \(H^{(k)} \in \mathbb{R}^{r_k \times r_k}\) as in eq. (8) and the \(\begin{bmatrix} (d_1 - r_k) \times (d_2 - r_k) \end{bmatrix}\)-matrix of ones. Furthermore, the matrices \(M_{1,2}^-, M_{1,2}^+ \in (d_1 - r_k) \times r_k\) are such that

\[
(M_{1,2}^\pm)_{ij} = \frac{(\sigma_j^{(k)})^{-1} \pm \sigma_j^{(k)} \epsilon_k^{-2}}{\sigma_j^{(k)} \pm \sigma_j^{(k)} \epsilon_k}
\]

for \(i \in [r_k], j \in [d_2 - r_k]\) and

\[
(M_{2,1}^\pm)_{ij} = \frac{(\sigma_j^{(k)})^{-1} \pm \sigma_j^{(k)} \epsilon_k^{-2}}{\sigma_j^{(k)} \pm \sigma_j^{(k)} \epsilon_k}
\]
for \( j \in [r_k], i \in [d_1 - r_k] \). The formula eq. (16) for \( \nabla^2 F_{\epsilon_k} (X^{(k)}) \) follows by inserting into Theorem 2.2.6 of (Yang, 2009), Corollary 3.10 (Noferini, 2017) or Theorem 4 of (Ding et al., 2018).

By realizing that \( 0 \leq \sigma^{(k)}_i \leq \epsilon_k \) for all \( \ell > r_k \), we see that

\[
\frac{1}{\sigma^{(k)}_i} \leq (M^{\pm}_{i,2})_{ij} = (M^{\pm}_{2,1})_{ji} \leq \frac{1}{\sigma^{(k)}_i \epsilon_k}
\]

and

\[
- \frac{1}{\sigma^{(k)}_i \epsilon_k} \leq (M^{-}_{i,2})_{ij} = (M^{-}_{2,1})_{ji} \leq \frac{1}{(\sigma^{(k)}_i)^2}
\]

for all \( i \) and \( j \).

Now, comparing \( M^S \) and \( M^T \) with \( H_k \), see eq. (7), of the weight operator \( W^{(k)} \), we see that the upper left blocks of \( M^S \) and \( M^T \) are just the negative of the upper left block \( H^{(k)}_j \) of \( H_k \), while the lower right blocks coincide. Furthermore, the lower left and the upper right blocks are related such that

\[
\left| (M^{\pm}_{1,2})_{ij} \right| \leq \frac{1}{\sigma^{(k)}_i \epsilon_k} = (H^{(k)}_{1,2})_{ij}
\]

for all \( i \in [r_k], j \in [d_2 - r_k] \), and

\[
\left| (M^{\pm}_{2,1})_{ij} \right| \leq \frac{1}{\sigma^{(k)}_j \epsilon_k} = (H^{(k)}_{2,1})_{ij}
\]

for all \( i \in [d_2 - r_k], j \in [r_k] \).

We now point out the relationship of these considerations to an analysis that was performed in (Paternain et al., 2019) for the case of an unconstrained minimization of \( F_{\epsilon_k} \), assuming furthermore that \( F_{\epsilon_k} \) was smooth.

In this case, (Paternain et al., 2019) considers using modified Newton steps

\[
X^{(k+1)} := X^{(k)} - \eta_k \left[ \nabla^2 F_{\epsilon_k} (X^{(k)}) \right]^{-1} \nabla F_{\epsilon_k} (X^{(k)})
\]

where the Hessian \( \nabla^2 F_{\epsilon_k} (X^{(k)}) \) is replaced by a positive definite truncated eigenvalue matrix \( \left[ \nabla^2 F_{\epsilon_k} (X^{(k)}) \right]_c \), which replaces the large negative eigenvalues of \( \nabla^2 F_{\epsilon_k} (X^{(k)}) \) by their modulus for eigenvalues that have large modulus and eigenvalues of small modulus by an appropriate constant \( c \). (Paternain et al., 2019) shows that such steps are, unlike conventional Newton steps, which often are attracted by saddle points, able to escape saddle points with an exponential rate that does not depend on the conditioning of the problem. Experimental observations of such behavior has been reported also in other works (Murray, 2010; Dauphin et al., 2014).

In view of this, we observe that the weight operator \( W^{(k)} \) is nothing but a refined variant of \( \left[ \nabla^2 F_{\epsilon_k} (X^{(k)}) \right]_c \), as the eigenvalues of \( \nabla^2 F_{\epsilon_k} (X^{(k)}) \) from eq. (16) are simply \( \{(M^{S}_{i, j}, i \leq j) \cup \{(M^{T}_{j, i}, i < j)\}, \) c.f., e.g., Theorem 4.5 of (Noferini, 2017). In particular, the refinement is such that the small eigenvalues of \( \nabla^2 F_{\epsilon_k} (X^{(k)}) \), which can be found in the entries of \( M^{\pm}_{1,2} \) and \( M^{\pm}_{2,1} \), are replaced not by a uniform constant, but by different upper bounds \( (\sigma^{(k)}_i \epsilon_k)^{-1} \) and \( (\sigma^{(k)}_j \epsilon_k)^{-1} \) that depend either on the row index \( i \) or the column index \( j \).

Besides this connection, there are important differences of our algorithm to the algorithm analyzed in (Paternain et al., 2019). While that paper considers the minimization of a fixed smooth function, we update the smoothing parameter \( \epsilon_k \) and thus the function \( F_{\epsilon_k} \) at each iteration. Furthermore, Algorithm 1 of (Paternain et al., 2019) uses backtracking for each modified Newton step, which would be prohibitive to perform as evaluations of \( F_{\epsilon_k} \) are very expensive for our smoothed log-det objectives, as they would require the calculation of all singular values. On the other hand, MatrixIRLS uses full modified Newton steps, and we can assure that these are always a decent direction in our case, as we explain in an upcoming paper. Lastly, we do not add noise to the iterates.

As mentioned in Section 2, MatrixIRLS is by no means the first algorithm for low-rank matrix recovery that can be considered as an iteratively reweighted least squares algorithm. However, the IRLS algorithms (Fornasier et al., 2011; Mohan & Fazel, 2012; Lai et al., 2013; Kümmel & Sigl, 2018) are different from MatrixIRLS not only in their computational aspects, but also since they do not allow for a close relationship between their weight operator \( W^{(k)} \) and the Hessian \( \nabla^2 F_{\epsilon_k} (X^{(k)}) \) at \( X^{(k)} \) as described above.
C. Experimental Details

In this section, we specify some details of the setup and the algorithmic parameters of the experiments presented in Section 5. First, we note that if we are interested in recovering a rank-$r$ matrix $X^0 \in \mathbb{R}^{d_1 \times d_2}$ from its entries indexed by a set $\Omega$ for small oversampling factors $\rho$ and corresponding sample sizes $|\Omega| = m = \lfloor \rho r(d_1 + d_2 - r) \rfloor$, the solution of even the intractable rank minimization formulation

$$\min_{X \in \mathbb{R}^{d_1 \times d_2}} \text{rank}(X) \quad \text{subject to} \quad P_\Omega(X) = P_\Omega(X^0)$$

might not coincide with $X^0$, or the solution might not be unique, even if the sample set $\Omega$ is chosen uniformly at random.

In particular, this will be the case if $\Omega$ is such that there is a row or a column with fewer than $r$ revealed entries, as a necessary condition for the unique reconstruction by eq. (19) would be violated in this case (Pimentel-Alarcón et al., 2016).

To mitigate this problem that is rather related to the structure of the sampling set than to the performance of a certain algorithm, we, in fact, adapt the sampling model of uniform sampling without replacement by checking whether the condition such that each row and each column in $\Omega$ has at least $r$ observed entries, and resampling $\Omega$ if this condition is not fulfilled. This procedure is repeated up to a maximum of 100 resamplings.

The sample complexity experiments were conducted on a Linux node with Intel Xeon E5-2690 v3 CPU with 28 cores and 64 GB RAM, using MATLAB R2019a. All the other experiments were conducted on a Windows 10 laptop with Intel i7 7660U with 2 cores and 8 GB RAM, also using MATLAB R2019a. For the purpose of our experiment, we categorize the algorithms into algorithms of first-order type and of second-order type based on whether an algorithm exhibits empirically observed locally superlinear convergence rates or not.

All the methods are provided with the true rank $r$ of $X^0$ as an input parameter. If possible, we use the MATLAB implementation provided by the authors of the respective papers. We do not make use of explicit parallelization for any of the methods, but most methods use compiled C subroutines to efficiently implement sparse evaluations of matrix factorizations.

We set a maximal number of outer iterations for the second-order methods as $N_0 = 400$. The second-order type algorithms we consider are:

- **MatrixIRLS**, as described in Algorithm 1. As a stopping criterion, we choose a threshold of $10^{-9}$ for the relative change of the Frobenius norm $\frac{\|X^{(k+1)} - X^{(k)}\|_F}{\|X^{(k)}\|_F}$. We use the CG method for solving the linear system eq. (15) without any preconditioning, but using $\gamma_{k,0} := (D_{S_k}^{-1} - \epsilon_k I_{S_k}) P_{T_k}(X^{(k)})$ as an initial guess for the solution of eq. (15). We terminate the CG method if a maximum number of $N_{\text{CG,inner}} = 500$ inner iterations is reached or if a relative residual of $\text{tol}_{\text{inner}} = 10^{-5} \epsilon_k r^{-1}$ is reached, whichever happens first.\(^3\) For the weight operator update step, we use a variant of the randomized Block Krylov method (Musco & Musco, 2015) based on the implementation provided by the authors\(^4\), setting the parameter for the maximal number of iterations to 20.

- **R2RILS** (Bauch & Nadler, 2020) or rank $2r$ iterative least squares, a method that optimizes a least squares data fit objective $\|P_\Omega(X_0) - P_\Omega(X)\|_F$ over $X \in T_{Z^{(k)}, M_r}$, where $T_{Z^{(k)}, M_r}$ is a tangent space onto the manifold of rank-$r$ matrix manifold, while iteratively updating this tangent space. As above, we stop the outer iterations a threshold of $10^{-9}$ is reached for the relative change of the Frobenius norm $\frac{\|X^{(k+1)} - X^{(k)}\|_F}{\|X^{(k)}\|_F}$. At each outer iteration, **R2RILS** solves an overdetermined least squares problem of size $(m \times r(d_1 + d_2))$ via the iterative solver LSQR, for which we choose the maximal number of inner iterations as $N_{\text{LSQR,inner}} = 500$ and a termination criterion based on a relative residual of $10^{-6}r^{-1}$. We use the implementation based on the code provided by the authors, but adapted for these stopping criteria.\(^5\)

- **RTRMC**, the preconditioned Riemannian trust-region method called RTRMC $2p$ of (Boumal & Absil, 2015), which was reported to achieve the best performance among a variety of matrix completion algorithms for the task of completing

\(^3\)While this stopping condition uses the condition number $\kappa$, which will probably be unknown in practice, it can be generally chosen independently of $\kappa$ without any problems of convergence.

\(^4\)https://github.com/cpmusco/bksvd

\(^5\)https://github.com/Jonathan-WIS/R2RILS
matrices of a condition number of up to $\kappa = 150$. We use the implementation provided by the authors\(^6\) with default options except from setting the maximal number of inner iterations to $N_{\text{inner}} = 500$ and setting the parameter for the tolerance on the gradient norm to $10^{-15}$. Furthermore, as the algorithm otherwise would often run into certain submatrices that are not positive definite for $p$ between 1 and 1.5, we set the regularization parameter $\lambda = 10^{-8}$, which is small enough not to deter high precision approximations of $X^0$ if enough samples are provided.

Furthermore, we consider the following first-order algorithms, setting the maximal number of outer iterations to $N_0 = 4000$:

- LRGeomCG (Vandereycken, 2013), a local optimization method for a quadratic data fit term based on gradients with respect to the Riemannian manifold of fixed rank matrices. We use the author’s implementation\(^7\) while setting the parameters related to the stopping conditions $\text{abs\_grad\_tol}, \text{rel\_grad\_tol}, \text{abs\_f\_tol}, \text{rel\_f\_tol}, \text{rel\_tol\_change\_x}$ and $\text{rel\_tol\_change\_res}$ each to $10^{-9}$.

- LMaFit or low-rank matrix fitting (Wen et al., 2012), a nonlinear successive over-relaxation algorithm based on matrix factorization. We use the implementation provided by the authors\(^8\), setting the tolerance threshold for the stopping condition (which is based on a relative data fit error $\|P_{\Omega}(X^{(k)}) - y\|_2 / \|y\|_2$) to $5 \cdot 10^{-10}$.

- ScaledASD or scaled alternating steepest descent (Tanner & Wei, 2016), a gradient descent method based on matrix factorization that which scales the gradients in a quasi-Newton fashion. We use the implementation provided by the authors\(^9\) with the stopping condition of $\|P_{\Omega}(X^{(k)}) - y\|_2 / \|y\|_2 \leq 10^{-9}$.

- ScaledGD or scaled gradient descent (Tong et al., 2020), a method that is very similar to ScaledASD, but for which a non-asymptotic local convergence analysis has been achieved for the case of a matrix recovery problem related to matrix completion, and which has been investigated experimentally in (Tong et al., 2020) in the light of the completion of ill-conditioned low-rank matrices. We use an adapted version of the author’s implementation\(^10\): We choose a step size of $\eta = 0.5$, but increase the normalization parameter $p$ by a factor of 1.5 in case the unmodified algorithm ScaledGD leads to divergent algorithmic iterates, using the same stopping condition as for ScaledASD.

- NIHT or normalized iterative hard thresholding (Tanner & Wei, 2013), which performs iterative hard thresholding steps with adaptive step sizes. We use the implementation provided by the authors\(^9\) with a stopping threshold of $10^{-9}$ for the relative data fit error $\|P_{\Omega}(X^{(k)}) - y\|_2 / \|y\|_2$ and the convergence rate threshold parameter $1 - 10^{-9}$.

We base our choice of algorithms on the desire to obtain a representative picture of state-of-the-art algorithms for matrix completion, including in particular those that are scalable to problems with dimensionality in the thousands or more, those that come with the best theoretical guarantees, and those that claim to perform particularly well to complete ill-conditioned matrices.

As an additional experiment, in Figure 5 we performed simulations for extremely ill-conditioned $1000 \times 1000$ matrices with $\kappa = 10$ and $\kappa = 10^{10}$ and exponentially interpolated singular values as described above. For this case, MatrixIRLS attains a relative Frobenius error of the order of the machine precision and, remarkably, exactly recover all the singular values up to 15 digits. This also shows that the conjugated gradient and the randomized block Krylov method used at the inner core of our implementation can be extremely precise when properly adjusted. R2IRLS is also able to obtain relatively low Frobenius error but unlike our method, it is not able to retrieve all the singular values with high accuracy. All the other methods we ran were not able to complete such extremely ill-conditioned matrices.

\(^6\)RTRMC v3.2 from http://web.math.princeton.edu/~nboumal/RTRMC/index.html, together with the toolbox Manopt 6.0 (https://www.manopt.org/) (Boumal et al., 2014).
\(^7\)http://www.unige.ch/math/vandereycken/matrix_completion.html
\(^8\)http://lmafit.blogs.rice.edu
\(^9\)http://www.sdspeople.fudan.edu.cn/weike/code/mc20140528.tar
\(^10\)https://github.com/Titan-Tong/ScaledGD
Figure 5. Completion of a highly ill-conditioned 1000 × 1000 matrix of rank \( r = 10 \) with \( \kappa = 10^{10} \) with an oversampling rate of \( \rho = 4 \).

Table 1. Singular values of the 1000 × 1000 random matrix used in the experiment of Figure 5. All the singular values are multiplied by \( 10^{-4} \) in order to fit the table inside the page. As one can observe, \( \sigma_1 = 10^{10} \) and \( \sigma_{10} = 1 \), while all the other values are exponentially interpolated in between. MatrixIRLS is able to recover all of them with very high accuracy.