Abstract—Multi-agent systems are in general hard to model and control due to their complex nature involving many individuals. Numerous approaches focus on empirical and algorithmic aspects of approximating outcomes and behavior in multi-agent systems and lack a rigorous theoretical foundation. Graphon mean field games (GMFGs) on the other hand provide a mathematically well-founded and numerically scalable framework for a large number of connected agents. In standard GMFGs, the connections between agents are undirected, unweighted and invariant over time. Our paper introduces colored digraphon mean field games (CDMFGs) which allow for weighted and directed links between agents that are also adaptive over time. Thus, CDMFGs are able to model more complex connections than standard GMFGs. Besides a rigorous theoretical analysis including both existence and convergence guarantees, we employ the online mirror descent algorithm to learn equilibria. To conclude, we illustrate our findings with an epidemics model and a model of the systemic risk in financial markets.
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I. INTRODUCTION

In numerous research fields such as logistics [1] or robotics [2], scientists are confronted with research questions that involve a large number of individuals or units interacting with each other. Making predictions for these situations is often challenging due to the high quantity of involved agents. Specifically, many of the existing approaches and models either lack a solid theoretical foundation or they can hardly be solved numerically as the number of agents increases.

A concept that aims to resolve both of the just mentioned challenges is the one of mean field games (MFG) which was introduced independently by [3] and [4]. MFGs, in general, model games where a large number of indistinguishable agents interact with each other such that each single agent has a negligible influence on the other agents. The crucial idea of MFGs is that each individual only interacts with the other agents through the mean field (MF) of agents, i.e., a probability distribution over some state space.

Although MFGs facilitate the mathematical and algorithmic solution of many otherwise intractable models (see [5] for an overview), their initial assumptions appear to be too rigid for various applications. This especially includes the fact that in many real world scenarios, individuals do not interact with the entity of all other agents but with a rather small subgroup. To mathematically model such more complicated setups, one can utilize graphon mean field games (GMFGs) [6], [7].

Intuitively, GMFGs are similar to MFGs but allow agents to be connected by a graph such that only neighbors influence each other. This enables a more realistic analysis of crucial problems such as modelling the dynamics of an epidemic [8]. A shortcoming of this technique is, that the underlying standard graphons [9] are only suitable limiting objects for undirected and unweighted graphs. Therefore, scenarios that contain directed interactions, e.g., sending and receiving messages in a communication network [10], or weighted interactions such as monetary transactions in a financial market [11], cannot be depicted properly by standard GMFGs.

To address these challenges, our paper proposes the concept of colored digraphon mean field games (CDMFGs). We build our modelling approach on the mathematical concept of colored digraphons [12] which are a suitable limiting object for sequences of weighted and directed graphs. Furthermore, our examples also outline how CDMFGs are able to depict adaptive connections between agents, i.e., when neighbors of an agent vary over time. Our contributions can be summarized as follows: i) We introduce the novel concept of CDMFGs which provides a modelling framework for MFGs on weighted, directed, and adaptive graphs; ii) we conduct a rigorous theoretical analysis of CDMFGs and give both existence and convergence guarantees; iii) we employ the online mirror descent algorithm [13] to determine equilibria in empirical applications; and iv) we demonstrate the empirical capabilities of our approach with examples on the systemic risk in financial markets and the spread of contagious diseases.

II. COLORED DIGRAPHONS

This section provides a short introduction to $k$-colored digraphons. For more details, see e.g., [12].
The general idea of graphons [9] is to provide a limiting object for growing sequences of graphs. Then, one can avoid large adjacency matrices and instead work with the more amenable graphons which contain the asymptotic structure of the graph sequence. A standard graphon \( W \) is formally defined as a symmetric, measurable function \( W : [0, 1]^2 \to [0, 1] \) which yields the limit for sequences of undirected and unweighted graphs. Some papers such as [7] and [14] interpret the probability \( W(x, y) \) of an edge between nodes \( x \) and \( y \) as the “weight” of this edge. However, each realization of this random graph yields an unweighted graph. The colored digraphon on the other hand allows us to specify edge weights and separately provide the probabilities with which they occur such that we can sample weighted and directed graphs. Thus, standard graphons provide probability weights but are in general not the limiting objects of weighted and directed graph sequences. Consequently, it becomes necessary to provide a more general concept, namely \( k \)-colored digraphons [12].

In order to depict directed graphs, often referred to as digraphs, we drop the symmetry condition which yields measurable functions \( W : [0, 1]^2 \to [0, 1] \) called digraphons. To describe \( k \)-colored digraphs, i.e., digraphs where each edge is assigned one of \( k \) different colors, we extend the previous definition to a tuple of \( k \) digraphons \( W = (W^1, \ldots, W^k) \) such that \( \sum_{i=1}^k W^i = 1 \) and where \( W \) is a called a k-digraphon. Note that as usual, the \( k \) edge colors can be equivalently thought of as edge weights.

We can identify any \( k \)-colored digraphon \( G \) with \( N \) nodes with a \( k \)-digraphon as follows. Let \( I_1, \ldots, I_N \) be intervals of equal length that form a partition of \([0, 1]\). Then, the graph \( G \) can be associated with a \( k \)-digraphon \( W_G = (W^1_G, \ldots, W^k_G) \) defined by \( W^h_G(x, y) = 1 \) if \((x, y) \in I_h \times I_j, h \in [1, \ldots, k] \) and \( h \) is the color of edge \((i, j)\) and \( W^h_G(x, y) = 0 \) otherwise.

On the other hand, we can sample finite, random \( k \)-colored digraphs from a given \( k \)-digraphon \( W \). Assuming that our sampled graph is supposed to have \( N \) nodes, we draw points \( x_1, \ldots, x_N \) i.i.d. uniformly from \([0, 1]\) at random and interpret each value as a node. Subsequently, we color the edge between vertices \( 1 \leq i, j \leq N \) with color \( h \) with probability \( W^h_G(x_i, x_j) \), independently of all other edges. One can show that for every convergent sequence of \( k \)-colored digraphs there exists a limiting \( k \)-digraphon [12, Proposition 2.1].

To compare \( k \)-digraphons, we first recall the cut norm for standard graphons \( W : [0, 1]^2 \to [0, 1] \), i.e., for a \( k \)-digraphon \( W = (W^1, \ldots, W^k) \) we define

\[
\|W\|_\square \coloneqq \sup_{S,T \subseteq [0,1]} \left| \int_S \int_T W(x,y) \, dx \, dy \right|.
\]

where \( S \) and \( T \) range over the measurable subsets of \([0,1]\). The cut norm can be extended to \( k \)-digraphons, i.e., for a \( k \)-digraphon \( W = (W^1, \ldots, W^k) \) we define

\[
\|W\|_\square \coloneqq \sum_{h=1}^k \|W^h\|_\square.
\]

For the proofs in this letter, a different formulation of convergence is useful. For a standard graphon \( W : [0, 1]^2 \to [0, 1] \) and a converging sequence of standard graphons \( (W_N) \) with \( \|W - W_N\|_{L^\infty} \to 0 \) we recall that this is equivalent to convergence in the operator norm \( \|\cdot\|_{L^\infty} \to L_1 \), defined by

\[
\|W - W_N\|_{L^\infty} \to L_1 \to \sup_{\|f\|_{L^\infty} \leq 1} \left| \int \int (W(x,y) - W_N(x,y))f(y) \, dy \right| \, dx \to 0
\]

see [9, Lemma 8.11] for details.

**Assumption 1:** The sequence of \( k \)-digraphons \((W_N)_{N \in \mathbb{N}}\) generated by the graph sequence \((G_N)_{N \in \mathbb{N}}\) converges in cut norm \( \|\cdot\|_\square \to 0 \) to some \( k \)-digraphon \( W \), i.e.,

\[
\sum_{h=1}^k \|W^h_N - W^h\|_\square \to 0
\]

which implies \( \sum_{h=1}^k \|W^h_N - W^h\|_{L^\infty} \to L_1 \to 0 \).

### III. Finite Agent Model

In the following, if \( Y \) is some finite set, \( \mathcal{P}(Y) \) denotes the set of all probability measures on \( Y \) and \( B(Y) \) the set of all bounded measures. The finite agent model (or \( N \) agent model) consists of \( N \) agents who can choose actions from some finite action set \( \mathcal{U} \) while they are in one of the states defined by the finite state space \( \mathcal{X} \). Furthermore, the game is setup on some \( k \)-colored digraphon \( G_N = (V_N, E_N) \) with \( N \) nodes where the vertices represent agents while the (weighted and directed) edges indicate connections between pairs of agents. The game starts at time \( t = 0 \) and ends at the terminal time \( T \in \mathbb{N} \) where agents are allowed to act at each of the time points \( t \in T : = \{0, \ldots, T-1\} \). Formally, agent \( i \) can choose to implement a policy \( \pi^i \in \Pi \coloneqq \mathcal{P}(\mathcal{U})^{N \times T} \) where \( \pi^i \) denotes the policy of agent \( i \) at time \( t \).

In contrast to models on simple graphs, a finite agent model on a \( k \)-colored digraph includes \( 2k \) unnormalized neighborhood state distributions for each agent \( i \), i.e.,

\[
\mathcal{G}^i_t, h,_{\text{out}} \coloneqq \frac{1}{N} \sum_{j \in V_N} \mathbb{I}_{(ij) \text{ has color } h} \delta_{\mathcal{X}^N}^j
\]

\[
\mathcal{G}^i_t, h,_{\text{in}} \coloneqq \frac{1}{N} \sum_{j \in V_N} \mathbb{I}_{(ji) \text{ has color } h} \delta_{\mathcal{X}^N}^j
\]

where \( h \) can be any of the \( k \) colors of the graph and \( \delta \) denotes the Dirac measure. Here, "unnormalized" means that the distribution weights do not sum up to one in general. For notational convenience, we define \( \mathcal{G}^i_t : = (\mathcal{G}^i_t, h,_{\text{out}}, \mathcal{G}^i_t, h,_{\text{in}}) \) such that \( \mathcal{G}^i_t \in \mathcal{B}(\mathcal{X}^{2k}) \). Agents follow policies that only depend on their current state, i.e., local Markovian feedback policies. This is taken into account by defining the model dynamics

\[
U^i_t \sim \pi^i_t(\cdot | \mathcal{X}^N_t) \quad \text{and} \quad X^i_{t+1} \sim \mathcal{P}(\cdot | \mathcal{X}_t^N, U^i_t, \mathcal{G}^i_t).
\]

for all \( t \leq T, i \in V_N \) and \( \mathbb{X}_0 \sim \mu_0 \) where \( \mu_0 \) is the initial state distribution and distribution \( \mathcal{P} : \mathcal{X} \times \mathcal{U} \times \mathcal{B}(\mathcal{X}^{2k}) \to \mathcal{P}(\mathcal{X}) \) is some transition kernel. Finally, each agent’s rewards are given by the function \( r : \mathcal{X} \times \mathcal{U} \times \mathcal{B}(\mathcal{X}^{2k}) \to \mathbb{R} \). Agents aim to competitively maximize their total expected rewards given by

\[
j_N^i(\pi^1, \ldots, \pi^N) \coloneqq \mathbb{E} \left[ \sum_{t \in T} r(X^N_t, U^i_t, \mathcal{G}^i_t) \right].
\]

To analyze the above model, we recall the \((\epsilon, p)\)-Markov-Nash equilibrium ((\(\epsilon, p\))-MNE) concept, see e.g., [15], [16].

**Definition 1:** For \( \epsilon, p > 0 \), a \((\epsilon, p)\)-MNE is a tuple \( \pi = (\pi^1, \ldots, \pi^N) \in \Pi^N \) such that \( \forall i \in V_N \subseteq V_N \)

\[
\sup_{\pi \in \Pi} \left[ j_N^i(\pi^1, \ldots, \pi^{i-1}, \pi, \pi^{i+1}, \ldots, \pi^N) - J_N^i(\pi) \right] \leq \epsilon
\]
for some subset \( V'_N \) of nodes with \(|V'_N| \geq (1 - p)N\).

The advantage of the \((\epsilon, p)\)-MNE is that it allows relatively small groups of agents to be out-of-equilibrium. Even in the asymptotic case, the network can contain local structures that deviate from the colored digraphon. However, taking \( p \to 0 \), brings us arbitrarily close to an equilibrium for all agents.

### IV. Colored Digraphon Mean Field Game

In CDGMFs, an infinite number of agents, i.e., the mean field, try to competitively maximize their expected rewards. In contrast to standard GMFGs, CDGMFs allow for directed and weighted connections between agents. This also enables the modeling of adaptive network structures where connections change over time. Specifically, the edge colors can carry the information of when an edge is active, e.g., color 1 means active in the first half of \( T \), color 2 indicates an edge being active in the second half of \( T \). CDGMFs are closely related to the finite agent models defined above and provide an increasingly accurate approximation for the \( N \) agent case as \( N \) increases, for details see the next sections.

The MF of agents is represented by the interval \( I := [0, 1] \) where each \( \alpha \in I \) represents one agent. Then, we denote the space of measurable MF ensembles by \( \mathcal{M} := \mathcal{P}(X) \times I \times I \) such that for any \((t, x, \mu) \in \mathcal{T} \times X \times \mathcal{M}\) the map \( \alpha \mapsto \mu^\alpha(x) \) is measurable. Similarly, \( \Pi \subseteq I^2 \) is the space of measurable policy ensembles where measurable refers to \( \alpha \mapsto \pi^\alpha(u | x) \) being measurable for all \((t, x, u, \pi) \in \mathcal{T} \times X \times \mathcal{U} \times \Pi\).

**Assumption 2**: \( \pi \in \Pi \) is Lipschitz continuous up to a finite number of discontinuities.

As in the \( N \) agent case, a CDGMF on a \( k \)-colored digraphon has \( 2k \) unnormalized neighborhood state distributions

\[
\begin{align*}
G_{\alpha,h,out}^{i} &:= \int_I W^h(\alpha, \beta) \mu^\beta_\alpha \, d\beta \\
G_{\alpha,h,in}^{i} &:= \int_I W^h(\beta, \alpha) \mu^\beta_\alpha \, d\beta
\end{align*}
\]

for each agent \( \alpha \) where \( h \) can be any of the \( k \) colors. As before, we let \( G_{\alpha}^{i,h} \) denote the vector of the \( 2k \) neighborhood state distributions. We usually drop the dependence on \( \mu \) and \( W \) if it is clear from the context. Thus, the model dynamics are distributions. We usually drop the dependence on \( \alpha \) for some subset \( F_{ABIAN et al.: MFGs ON WEIGHTED AND DIRECTED GRAPHS VIA COLORED DIGRAPHONS 879} \) transfers existing work on MFGs [17] to colored digraphons.

In contrast to standard GMFGs, CDMFGs allow for directed field, try to competitively maximize their expected rewards. To state an equilibrium concept for CDMFGs, we require

\[
\begin{align*}
\pi^\alpha(t) &:= \int_I \pi^\alpha_t(x) \, dx \\
\mu^\alpha_t &:= \int_I \mu^\alpha_t(x) \, dx
\end{align*}
\]

for some subset \( V'_N \) of nodes with \(|V'_N| \geq (1 - p)N\). Thus, the model dynamics are distributions. We usually drop the dependence on \( \alpha \) for some subset \( F_{ABIAN et al.: MFGs ON WEIGHTED AND DIRECTED GRAPHS VIA COLORED DIGRAPHONS 879} \) transfers existing work on MFGs [17] to colored digraphons. However, taking \( p \to 0 \), brings us arbitrarily close to an equilibrium for all agents.

**Assumption 3**: \( r, P, W^1, \ldots, W^k \) are Lipschitz continuous with Lipschitz constants \( L_r, L_P, L_{W^1}, \ldots, L_{W^k} > 0 \).

**Lemma 1**: Under Assumption 3 there exists a CDMFE.

**Proof**: Identical to [18, Proof of Theorem 1].

**Remark 1**: Lemma 1 includes the case where the set of agents \([0, 1]\) consists of \( 2 \leq k < \infty \) disjoint subsets \( A_1, \ldots, A_k \) and each subset \( A_j \) and the corresponding agents have their own state space \( X_j \). To see this, define the state space \( X' = \bigcup_j X_j \) such that Lemma 1 can be applied to \( X' \).

### V. Approximation via CDMFGs

A crucial benefit of CDMFGs is that they yield an accurate approximation of finite agent models with sufficiently many agents. To relate the two model classes, we discretize a policy ensemble \( \pi \in \Pi \) using the function \( \Gamma_N : \Pi \to \Pi^N \) defined by \( \Gamma_N(\pi) = (\pi_{1}^{\alpha_1}, \ldots, \pi_{N}^{\alpha_N}) \) with \( \alpha_i = i/N \). Conversely, an \( N \)-agent policy \((\pi_{1}^{\alpha_1}, \ldots, \pi_{N}^{\alpha_N}) \in \Pi^N \) can be transferred to the CDMFG setup by defining \( \mu^N \in \mathcal{M} \) and \( \pi^N \in \Pi \) through

\[
\begin{align*}
\pi^N &= \sum_{i \in N} \pi^N_i(X_i) \\
\mu^N &= \sum_{i \in N} \mu^N_i(U_i, G^N_i)
\end{align*}
\]

**Theorem 1**: Assume that Assumptions 1 and 2 hold with \( \pi \in \Pi \) and \( \mu = \Psi(\pi) \).

**Proof**: To prove Theorem 1 via induction similar to [18, Th. 2]. The induction start follows by a law of large numbers (LLN) argument. For the induction step we have

\[
\begin{align*}
\mathbb{E}[\|\mu^N_{t+1} - \mu_{t+1}\|] &\leq \mathbb{E}[\|\mu^N_{t+1} - \mu_{t+1}\|] \\
&+ \mathbb{E}[\|\mu^N_{t+1} - \mu_{t+1}\| - \|\mu^N_{t+1} - \mu_{t+1}\|] \\
&+ \mathbb{E}[\|\mu^N_{t+1} - \mu_{t+1}\| - \|\mu^N_{t+1} - \mu_{t+1}\|]
\end{align*}
\]
where, the first, third, and fifth term are bounded as in [18] and uniformly converge to zero as $N \to \infty$. Specifically, $\mathbb{E}[(\mu_{N+1}^N(f) - \mu_{N}^N(p,x_0^N,f)) \to 0$ follows from a LLN argument, $\mathbb{E}[(\mu_{N+1}^N(p,x_0^N,f) - \mu_{N}^N(p,x_0^N,f)) \to 0$ converges to zero by Assumption 2, and the induction assumption we have $\mathbb{E}[(\mu_{N}^N(p,x_0^N,f) - \mu_{N+1}^N(f)) \to 0$.

For the second and fourth term, however, we require an additional mathematical effort. We start with the second summand, Leveraging Assumption 1 and keeping in mind that $0 \leq \mu_{N}^N(p,x_0^N,f) \leq 1$ by definition, we obtain

$$
\mathbb{E}[(\mu_{N}^N(p,x_0^N,f) - \mu_{N+1}^N(p,x_0^N,f))] \leq \xi |\mathcal{X}| \sup_{x \in \mathcal{X}} \left[ \int_{\mathcal{I}} \max_{h \in \{1, \ldots, k\}} |(\mu_{N}^N(p,x_0^N,f) - \mu_{N}^N(p,x_0^N,f))| dx \right] \to 0
$$

where $\xi \triangleq \xi |\mathcal{X}| |\mathcal{M}_{LP}|$. We make a useful observation by defining the uniformly bounded functions $f_{\mu}^N(p,x_0^N,f)$ as $W_h(\alpha, x) \cdot \mathbf{1}_{x=x_0}$ for any $(\alpha, x_0, h) \in \mathcal{X} \times \mathcal{I} \times \{1, \ldots, k\}$. Applying the induction assumption to them yields

$$
\mathbb{E}\left[ \int_{\mathcal{I}} |W_h(\mu_{N}^N(p,x_0^N,f) - \mu_{N}^N(p,x_0^N,f))| dx \right] \to 0.
$$

Note that an analogous argument yields $\mathbb{E}[\int_{\mathcal{I}} |W_h(\mu_{N}^N(p,x_0^N,f) - \mu_{N}^N(p,x_0^N,f))| dx] \to 0$. Then, we can prove convergence of the fourth summand, i.e.,

$$
\mathbb{E}[(\mu_{N}^N(p,x_0^N,f) - \mu_{N+1}^N(p,x_0^N,f))] \leq \xi |\mathcal{X}| \sup_{x \in \mathcal{X}} \left[ \int_{\mathcal{I}} \max_{h \in \{1, \ldots, k\}} |(\mu_{N}^N(p,x_0^N,f) - \mu_{N}^N(p,x_0^N,f))| dx \right] \to 0.
$$

This concludes the induction and the proof.

Theorem 1 can be leveraged to show that an equilibrium in a CDMFG yields an approximate equilibrium in the corresponding finite agent model. Moreover, the estimation’s accuracy increases with the number of agents in the finite model which is formalized by the next theorem.

Theorem 2: Let $(\pi, \mu)$ be a CDMFE and assume that Assumptions 1, 2, and 3 hold. Then, for any $\varepsilon, \rho > 0$ there exists $N$ such that for all $N > N^*$, the policy $\Gamma_N(\pi) \in \Pi$ is an $(\varepsilon, \rho)$-Markov Nash equilibrium.

Proof: Follows from Corollary 1 in the Appendix.

VI. EXAMPLES

To verify our model numerically, we give a number of example tasks fulfilling Assumption 3. We consider $G_{t,\text{out}}^{\text{ch}} \coloneqq \sum_{h=1}^{k} c_{\text{ch,}\text{out}} \cdot G_{t,\text{h,}\text{out}}^{\text{ch}}$ and $G_{t,\text{in}}^{\text{ch}} \coloneqq \sum_{h=1}^{k} c_{\text{ch,}\text{in}} \cdot G_{t,\text{h,}\text{in}}^{\text{ch}}$ for our examples where the coefficients $c_{\text{ch,}\text{out}}$ and $c_{\text{ch,}\text{in}}$ can be understood as the strength of the respective edge color.

a) Epidemics: In the SIS model [19] agents may protect themselves ($D$) from costly infection ($I$) to stay susceptible ($S$). We endow the model with additional directionalility of virus spread along (colorless) directed edges. Therefore, formally $\mathcal{X} = \{S, I\}$, $\mathcal{U} = \{\tilde{D}, D\}$, $\mu_0(I) = 0.5$, $T = 50$, $r(X_i, U_i, G_i) = -2 \cdot [X_i = 0] \cdot 0.5 \cdot [U_i = 0] \cdot$ and $P(S \mid I, U_i, G_i)$ is 0.2, $P(I \mid S, U_i, G_i) = 0.8G_{t,\text{in,}\text{I}} \cdot [U_i = 0] \cdot$.

b) Beach: In the adjusted Beach example (e.g., [20]), many people on the beach adjust their position to be close to a bar and away from (incoming) disliked neighbors. There are 10 locations $\mathcal{X} = \{0, 1, \ldots, 9\}$ with bar location $B = 5$, movement actions $U = \{1, 0, 1\}$, $G = \text{Unif}(\mathcal{X}), T = 30, r(X_i, U_i, G_i) = \frac{1}{3}B - X_i + \frac{1}{3}U_i - G_{t,\text{in}}(x_i)$ and $X_{t+1} = X_i + U_i + e_i$, where the random noise $e_i$ is equal to $-1$ or 1 with probabilities 0.05, and otherwise 0.

c) Systemic Risk: In our interbanking loan market model, the weights are $c_{\text{ch, out}} = c_{\text{ch, in}} = h - 1$ such that the edge color $h$ depicts the financial volume of a loan. An agent, i.e., a bank, can be in one of three states $X_i = \{m, l, b \}$ meaning that its capital reserves are medium ($m$), low ($l$), or it is bankrupt ($b$). The bank’s state $x \in \mathcal{X}$ as well as its loan contracts with other banks characterized by the neighborhood distributions determine its liquidity

$$
c_x \triangleq c_x + \left( \sum_{x' \in \mathcal{X}} G_{t,\text{in}}^{\text{I}}(x') \cdot w_{x'} - G_{t,\text{out}}^{\text{I}}(x') \cdot (3 - w_{x'}) \right)
$$

where each state $x$ is assigned an initial level of capital endowment $c_x \in \mathbb{R}$. For notational convenience we define $c_{\sigma, x} \triangleq \max\{-1, \min\{1, c_x\}\}$ for all states $x \in \mathcal{X}$. Banks can choose to keep ($k$) their capital at its current level, raise ($r$) or decrease ($d$) it which is formalized by $U = \{k, r, d\}$. We model negative external shocks, e.g., wars, by including a parameter $1 > \beta > 0$ in the transition probabilities. Intuitively, a bank is more likely to be in a high liquidity state in $t + 1$ if it already is there in $t$ or if it decides to raise its liquidity.

Thus, for $(i, j) \in \{m, l, b\}^2$ define a $3 \times 3$ transition matrix $M_{(s, t, k)}$ for choosing action $a = k$ by $M(s, t, k) = (1 + \sigma_{s, x})/4$ and $M(s, t, k) = (1 - 0.25\sigma_{s, x} + \beta \cdot 1_{[s=m]})/4$ and $M(1 - 0.75\sigma_{s, x} - \beta \cdot 1_{[s=m]})/4$.

If a bank chooses to raise its capital, the respective transition matrix $M(a, (s, t))$ is defined by $M(1 - \lambda)M(a, (s, t)) + \lambda(1 - \lambda)M(a, (s, t))$ and $M(a, (s, t)) \triangleq (1 - \lambda)M(a, (s, t)) + \lambda M(a, (s, t)) + \beta 1_{[s=m]}$.

Finally, if a bank implements action $d$, the transition matrix $M(a, (s, t))$ is defined by $M(1 + \sigma_{s, x})M(a, (s, t)) + \lambda M(a, (s, t)) + \beta 1_{[s=m]}$ and $M(a, (s, t)) \triangleq (1 - \lambda)M(a, (s, t)) + \lambda M(a, (s, t))$.

Banks maximize $J(u) \triangleq \mathbb{E}[\sum_{t=0}^{T} k_{m} \cdot k_{m} + k_{b} \cdot k_{b}]$ where $k_{b} \gg k_{m}$ are the costs for being in the respective state. In our experiments, we use $\beta = 0.6, \mu_0(m) = \mu_0(I) = 0.5, T = 50, \lambda = 0.1, k_b = 10k_m = 0.4$. (k_m, k_0, k_b) = (1, 0, -1) and (w_m, w_l, w_b) = (1, 0, -1).

d) Adaptive Versions: We also introduce adaptive versions of SIS and Systemic Risk by changing the underlying graph structure (for simplicity at $t^* = T/2$ via time-dependent coefficients $c_{\text{ch, out}} \coloneqq c_{\text{ch, in}} = 1_{[t \in (t-2T/2, -1T/2)]}$ for $h > 1$ in the definitions of $G_{t,\text{out}}^{\text{ch}}$ and $G_{t,\text{in}}^{\text{ch}}$. This means that edges with color $h = 2$ are active within the time interval $(0, T/2)$ while edges with color $h = 3$ are active during $(T/2, T)$.

For adaptive SIS, we adjust $P(I \mid S, U_i, G_i) = \min(1, 1.6G_{t,\text{in}}^{\text{I}}(I) \cdot [U_i = 0])$. 

To verify the usefulness of our proposed models, we use the online mirror descent algorithm \[13\] and discretization of the graphon index space \([0, 1]\) \[18\] to numerically find CDMFE for the aforementioned examples and the following digraphons. We consider the rotated uniform attachment digraphon scenario resulting from the uniform attachment process (see e.g., \[9\]) with added directionality

\[ W^1 = 1 - W^2, \quad W^2(x, y) = W_{r-unif}(x, y) := 1 - x(1 - y), \]

de the double rotated uniform attachment digraphon scenario

\[ W^1 = 1 - W^2 - W^3, \quad W^2 = \frac{1}{2} W_{r-unif}, \quad W^3 = \frac{1}{2} W_{r-rank} \]

where \(W_{r-unif}(x, y) := 1 - (1 - x)y\), and the combined uniform ranked attachment digraphon scenario

\[ W^1 = 1 - W^2 - W^3, \quad W^2 = \frac{1}{2} W_{r-unif}, \quad W^3 = \frac{1}{2} W_{r-rank} \]

where \(W_{r-rank} := 1 - \text{max}(x, (1 - y))\), with weights \(c_{h,\text{out}} = c_{h,\text{in}} = h - 1\) unless stated otherwise.

As can be seen in Fig. 1, the numerical approach converges to zero in approximate exploitability \[18\], indicating good convergence to a CDMFE. The resulting behavior is intuitive as shown in Fig. 2: For the SIS problem, agents with less incoming edges (low \(\alpha\)) are less likely to protect themselves due to the lower perceived risk, leading to infections; In the Beach scenario, agents with more incoming connections will spread out further away from the bar to avoid other agents, while agents with little to no incoming connections will stay near the bar; Finally, in the systemic risk scenario, banks borrowing more money from other banks are more likely to keep low capital reserves. In Fig. 3, we can see that the difference between the empirical mean-field and the limiting mean-field converges to zero as the finite graph system becomes sufficiently big, supporting Theorem 1. Lastly, in Fig. 4, for the adaptive scenario we can see analogous behavior to the one seen in Fig. 2 with qualitative reversals in behavior at \(t = T/2\) when the set of active edges shifts.

\section*{VIII. Conclusion}

In this letter we have constructed and analyzed CDMFGs by providing both rigorous mathematical results as well as illustrating our theory on different examples. CDMFGs extend the existing GMFG theory to weighted and directed graphs and thereby enable the scalable analysis of many problems that are outside the scope of standard GMFGs. Furthermore, CDMFGs yield a framework to depict adaptive graph structures, as we have demonstrated in the experiments. For future work, possible extensions of CDMFGs are manifold and could include partial observability, continuous time, state, and action spaces as well as using CDMFGs in applications. We hope that our work inspires future MFG research and facilitates the analysis of many real-world problems.

\section*{Appendix}

Define \(\forall t \in \mathcal{T}\) the dynamics \(\hat{U}_{\tilde{\pi}}^t \sim \tilde{\pi}_t(\cdot)\), \(\hat{X}_{\tilde{\pi}}^t \sim P(\cdot|\hat{\tilde{\pi}}_t, \hat{\tilde{\pi}}_{t-1})\), and \(\tilde{\pi}_t \sim P(\cdot|\tilde{\pi}_t, \tilde{\pi}_{t-1})\). For any uniformly bounded family \(G\) of functions \(g : \mathcal{X} \rightarrow \mathbb{R}\) and any \(\varepsilon, \eta > 0\), there exists \(N' \in \mathbb{N}\) such that for all \(N > N'\) we have

\[ \sup_{\eta \in G} \left| \mathbb{E}[g(X_t^\eta)] - \mathbb{E}[g(X_t^{\tilde{\pi}})] \right| < \varepsilon \]  

\[ \text{(12)} \]
uniformly over \( \hat{\pi} \in \Pi \), \( i \in V'_N \) for some \( V'_N \subseteq V_N \) with \( |V'_N| \geq [(1 - p)N] \). Under the same conditions,

\[
\sup_{h \in \mathcal{H}} \left| \mathbb{E} \left[ h\left( X^i, G_{\hat{\mu}}^i N, W_N \right) - h\left( \hat{X}^i, G_{\hat{\mu}}^i N, W_N \right) \right] \right| < \varepsilon \tag{13}
\]

holds for any uniformly Lipschitz, uniformly bounded family \( \mathcal{H} \) of functions \( h : \mathcal{X} \times (B_1(\mathcal{X}))^d N \rightarrow \mathbb{R} \).

**Proof:** The first statement (12) can be proven with an argument in [18, Proof of Lemma A.1]. To show that (13) also holds, we will establish that (12) implies (13). Thus, let \( \mathcal{H} \) be defined as in Lemma 2 with uniform Lipschitz constant \( L_h \) and bound \( M_h \). For any \( h \in \mathcal{H} \), we have

\[
\left| \mathbb{E} \left[ h(X^i, G_{\hat{\mu}}^i N, W_N) - h(\hat{X}^i, G_{\hat{\mu}}^i N, W_N) \right] \right| \leq \varepsilon \tag{13}
\]

While the third term can be bounded as in [18, Proof of Lemma A.1], the first two summands converge to zero by the following argument. Starting with the first term, we obtain

\[
\left| \mathbb{E} \left[ h(X^i, G_{\hat{\mu}}^i N, W_N) - h(\hat{X}^i, G_{\hat{\mu}}^i N, W_N) \right] \right| \leq kL_h \sum_{x \in \mathcal{X}} \mathbb{E} \left[ \mathbb{E} \left[ \max_{\pi \in \Pi} \left( W_N^\pi \mu^N_N - W_N^\pi \mu^i N \right) \left( \frac{i}{N}, x \right) \right] \right] + kL_h \sum_{x \in \mathcal{X}} \mathbb{E} \left[ \max_{\pi \in \Pi} \left( W_N^\pi \mu^i N - W_N^\pi \mu^N_N \right) \left( \frac{i}{N}, x \right) \right] = o(1)
\]

where we apply Theorem 1 to the uniformly bounded functions \( f^i_{\mu,1}(x), \beta) = W_N^\pi \mu^i N \cdot I_{x \in \mathcal{X}} \) and \( f^i_{\mu,1}(x), \beta) = W_N^\pi \mu^N_N \cdot I_{x \in \mathcal{X}} \). For the second summand, we have

\[
\left| \mathbb{E} \left[ h(X^i, G_{\hat{\mu}}^i N, W_N) - h(\hat{X}^i, G_{\hat{\mu}}^i N, W_N) \right] \right| \leq kL_h \sum_{x \in \mathcal{X}} \mathbb{E} \left[ \max_{\pi \in \Pi} \left( W_N^\pi \mu^N_N - W_N^\pi \mu^i N \right) \left( \frac{i}{N}, x \right) \right] + kL_h \sum_{x \in \mathcal{X}} \mathbb{E} \left[ \max_{\pi \in \Pi} \left( W_N^\pi \mu^i N - W_N^\pi \mu^N_N \right) \left( \frac{i}{N}, x \right) \right]
\]

where each of the two summands converges to zero by an argument as in [18, Proof of Lemma A.1].

Thus, we obtain an \((\varepsilon, p)\)-MNE from a CDMFE.

**Corollary 1:** Assume that Assumptions 1, 2, and 3 hold with \( \pi \in \Pi \) and \( \mu = \Psi(\pi) \). For \( \Gamma^\pi(\pi), \Gamma(\pi, i, \hat{\pi}) \in \Pi^N \) with arbitrary \( \hat{\pi} \in \Pi \), for any \( \varepsilon, p > 0 \), there exists \( N' \in \mathbb{N} \) such that \( \forall N > N' \) we have uniformly over \( \hat{\pi} \in \Pi, i \in V'_N \)

\[
J^N(\pi, ..., \pi^{i-1}, \hat{\pi}, \pi^{i+1}, ..., \pi^N) - J^N(\hat{\pi}) < \varepsilon \tag{14}
\]

for some \( V'_N \subseteq V_N \) with \( |V'_N| \geq [(1 - p)N] \).

**Proof:** Define functions \( r_s := \sum_{u \in U} r(x, u, v)\hat{\pi}_u(u|s) \) which are uniformly bounded and uniformly Lipschitz. By Lemma 2 there exists \( N' \in \mathbb{N} \) such that for all \( N > N' \)

\[
\left| J^N(\pi, ..., \pi^{i-1}, \hat{\pi}, \pi^{i+1}, ..., \pi^N) - J^N(\hat{\pi}) \right| \leq \sum_{t=0}^{T-1} \mathbb{E} \left[ r_s(X^i, G_{\hat{\mu}}^i N(\mu_u)) - r_s(\hat{X}^i, G_{\hat{\mu}}^i N(\mu_u)) \right] < \varepsilon \]

uniformly over \( \hat{\pi} \in \Pi, i \in V'_N \) for some \( V'_N \subseteq V_N \) with \( |V'_N| \geq [(1 - p)N] \). See [18, Proof of Corollary A.1].
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