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Abstract

We study traveling waves for reaction diffusion equations on the spatially discrete domain \( \mathbb{Z}^2 \). The phenomenon of crystallographic pinning occurs when traveling waves become pinned in certain directions despite moving with non-zero wave speed in nearby directions. In [1] it was shown that crystallographic pinning occurs for all rational directions, so long as the nonlinearity is close to the sawtooth. In this paper we show that crystallographic pinning holds in the horizontal and vertical directions for bistable nonlinearities which satisfy a specific computable generic condition. The proof is based on dynamical systems. In particular, it relies on an examination of the heteroclinic chains which occur as singular limits of wave profiles on the boundary of the pinning region.
1 Introduction

The setting for this paper is traveling waves for lattice differential equations of reaction diffusion type. A lattice differential equation (LDE) is an infinite system of coupled ordinary differential equations, where each ODE represents the dynamics at a single point on a spatial lattice. A simple LDE is

\[ \dot{u}_i = d(u_{i+1} + u_{i-1} - 2u_i) - f(u_i) \]  

(1.1)

where \( i \in \mathbb{Z} \) is a spatial index, \( d \in \mathbb{R} \) is the coupling constant, \( f : \mathbb{R} \to \mathbb{R} \) is a given function, and each \( u_i \) is a function of a single variable \( t \). If \( d > 0 \) then equation (1.1) may be regarded as a reaction-diffusion equation: The first term \( d(u_{i+1} + u_{i-1} - 2u_i) \) is a discrete second derivative which provides the diffusion, while the second term \( f(u_i) \) is the reaction term.

If we denote \( d = \frac{1}{h^2} \), then equation (1.1) is obtained from the PDE

\[ u_t = u_{xx} - f(u) \]  

(1.2)

upon replacing the term \( u_{xx} \) by a standard central difference approximation with grid size \( h \). The limit \( h \to 0 \), that is \( d \to \infty \) in equation (1.1), corresponds at least formally to equation (1.2). In this study we are interested in spatially discrete systems such as (1.1) which are not necessarily close to the PDE limit in this sense, namely \( d \) need not be large, although we do assume \( d > 0 \). In fact, without loss we may take \( d = 1 \) by rescaling time and redefining \( f \). This normalization serves to emphasize that the grid is not particularly small and is not meant to approximate a continuum. Thus we study the equation

\[ \dot{u}_i = u_{i+1} + u_{i-1} - 2u_i - f(u_i) \]  

(1.3)

and its higher-dimensional analogs in what follows.

Lattice models are widely used in applications such as solid state physics, materials science, and physiology; see [2, 3, 4, 5, 6] and the references therein.

We assume the nonlinearity \( f \) is of bistable type, in particular that

\[ f(\pm 1) = 0, \quad f(a) = 0, \quad f'(\pm 1) > 0, \quad f'(a) < 0, \]

\[ f(u) > 0 \text{ for } u \in (-1, a) \cup (1, \infty), \]  

(1.4)

\[ f(u) < 0 \text{ for } u \in (-\infty, -1) \cup (a, 1), \]

for some \( a \in (-1, 1) \). Generally, only the values of \( u \) for \(|u| \leq 1\) will be relevant for our arguments, but in several places (in particular some arguments by contradiction) it will be convenient to assume
that $f(u)$ is smoothly extended for $|u| > 1$, with the sign condition as in (1.4). We in fact take a family of bistable functions $f = f(u,a)$ parameterized by $a \in (-1,1)$, in addition satisfying the monotonicity condition
\[
\frac{\partial f}{\partial a}(u,a) > 0 \text{ for } u \in (-1,1) \text{ and } a \in (-1,1)
\] in $a$. To be precise, let us define a set $\mathcal{N}$ of functions by
\[
\mathcal{N} = \{ f : [-1,1] \times (-1,1) \to \mathbb{R} \mid f(\cdot,\cdot) \text{ is } C^2 \text{ smooth, with } f(\cdot,a) \text{ satisfying (1.4) for every } (u,a) \in [-1,1] \times (-1,1), \text{ and (1.5) holding} \}.
\]
We say that $f : [-1,1] \times (-1,1) \to \mathbb{R}$ is a normal family if $f \in \mathcal{N}$. We do not endow the set $\mathcal{N}$ with a topology, although we shall do so with certain subsets of $\mathcal{N}$. The parameter $a \in (-1,1)$ is known as the detuning parameter. The function
\[
f(u,a) = (u^2 - 1)(u - a)
\] furnishes a simple example of a normal family.

The bistable reaction term $f$ in equation (1.3) pushes the system toward spatial heterogeneity; it forces $u_i$ toward $+1$ when $u_i > a$ and toward $-1$ when $u_i < a$. By constrast, the diffusion term $u_{i+1} + u_{i-1} - 2u_i$ promotes spatial homogeneity, forcing $u_i$ toward the average $\frac{1}{2}(u_{i+1} + u_{i-1})$ of its neighbors. This competition between reaction and diffusion, spatial heterogeneity and spatial homogeneity, is what gives reaction diffusion equations of bistable type the richness to support both spatially chaotic patterns and traveling waves [1].

By a traveling wave solution of equation (1.3) we mean a solution of the form
\[
u_i(t) = \phi(i - ct), \quad i \in \mathbb{Z},
\] for some function $\phi : \mathbb{R} \to \mathbb{R}$, the so-called wave profile, and some $c \in \mathbb{R}$, the wave speed. In this paper we consider monotone traveling waves which connect the spatially homogeneous equilibria at $\pm 1$, that is, $\phi$ satisfies the boundary conditions
\[
\phi(-\infty) = -1, \quad \phi(\infty) = 1,
\] and $\phi(\xi)$ is monotone in $\xi$.

Substitution of (1.6) into (1.3) shows that the function $\phi$ must satisfy the wave profile equation
\[
-c\phi'(\xi) = \phi(\xi + 1) + \phi(\xi - 1) - 2\phi(\xi) - f(\phi(\xi),a)
\] (1.8)
for $\xi \in \mathbb{R}$ if $c \neq 0$, or for $\xi \in \mathbb{Z}$ if $c = 0$. Conversely, any solution of (1.8) generates a traveling wave solution of (1.3). Note that equation (1.8) is a differential-difference equation if $c \neq 0$, and a difference equation if $c = 0$. This difference in character of the wave profile equation between $c = 0$ and $c \neq 0$ is one of the chief reasons that the LDE (1.3) exhibits behavior which is not present in the PDE (1.2).

In the PDE case (1.2) with $x \in \mathbb{R}$, traveling wave solutions have the form $u(t,x) = \phi(x - ct)$ where $\phi$ satisfies the ordinary differential equation

$$-c\phi' = \phi'' - f(\phi,a).$$ (1.9)

For both the LDE (1.3) and PDE (1.2) problems above, it is known that there is a unique wavespeed $c$ at which a monotone traveling wave exists, that is, a monotone solution to either equation (1.8) or (1.9), which satisfies the boundary conditions (1.7). Of course the wave speed $c = c(a)$ depends on the parameter $a \in (-1,1)$ as does the wave profile $\phi(\xi) = \phi(\xi; a)$. Moreover, the wave speed is continuous and nondecreasing in $a$. In the PDE case $c(a)$ is strictly increasing, in fact $c'(a) > 0$ for all $a \in (-1,1)$. The LDE case differs from the PDE case in that the wave speed may be zero for an open set of $a$. In particular, there are quantities

$$-1 \leq a_- \leq a_+ \leq 1$$

such that

$$c(a) = 0 \text{ for } a \in [a_-, a_+] \cap (-1,1),$$

$$c(a) > 0 \text{ for } a \in (a_+, 1),$$

$$c(a) < 0 \text{ for } a \in (-1, a_-),$$

with $c(a)$ depending smoothly on $a$ and $c'(a) > 0$, both whenever $c(a) \neq 0$. In case a strict inequality $a_- < a_+$ holds, we say that pinning or propagation failure occurs; the wave is pinned and cannot propagate when $a$ is between these values. The interval $(a_-, a_+)$ is called the pinning interval and its length measures the severity of the pinning. Pinning was observed by Bell [2], Bell and Cosner [7], and Keener [8] and has been studied extensively (see for example [9, 10, 11, 12]).

To see why pinning can occur in the LDE case, observe that when $c = 0$ equation (1.8) reduces to a pure difference equation

$$0 = \phi(\xi + 1) + \phi(\xi - 1) - 2\phi(\xi) - f(\phi(\xi),a), \quad \xi \in \mathbb{Z},$$
which is equivalent to the discrete-time dynamical system
\[ q_{n+1} = 2q_n - r_n + f(q_n, a), \]
\[ r_{n+1} = q_n \]
under the transformation \( r_n = \phi(n) \) and \( q_n = \phi(n+1) \). A solution of (1.8) satisfying the boundary conditions (1.7) thus corresponds to a heteroclinic connection between the equilibria \((-1, -1) \in \mathbb{R}^2\) and \((1, 1) \in \mathbb{R}^2\) in this dynamical system. As both these equilibria are saddles, such a heteroclinic connection may lie on a transverse intersection of their stable and unstable manifolds, in which case this connection will persist as \( a \) varies in some interval, with \( c(a) = 0 \) throughout this interval. The maximal interval on which the connection persists is thus \([a_-, a_+]\).

By contrast, pinning does not occur for the PDE (1.2) because here the traveling wave corresponds to a saddle-saddle connection in the continuous time planar dynamical system (1.9). Such heteroclinic solutions do not generally persist under perturbations, and in fact \( c(a) = 0 \) for a unique value of \( a \).

Our interest is in propagation failure for LDE’s as it occurs in higher-dimensional lattices such as \( \mathbb{Z}^k \subseteq \mathbb{R}^k \). The phenomena here are more subtle because all of the quantities mentioned thus far—the wave speed \( c \), the wave profile \( \phi \), and the pinning interval \((a_-, a_+)\) — depend now on the direction of propagation. We take the lattice \( \mathbb{Z}^2 \), for which the analog of equation (1.3) is
\[ \dot{u}_{i,j} = (\Delta u)_{i,j} - f(u_{i,j}, a), \] (1.10)
with the nonlinearity \( f \) as before. Here the coordinate \((i, j)\) indexes a spatial point in \( \mathbb{Z}^2 \), each \( u_{i,j} \) is a function of \( t \) as before, and the discrete laplacian \( \Delta \) is given by
\[ (\Delta u)_{i,j} = u_{i+1,j} + u_{i-1,j} + u_{i,j+1} + u_{i,j-1} - 4u_{i,j}. \] (1.11)

A traveling wave solution of (1.10) is a solution of the form
\[ u_{i,j}(t) = \phi(i\kappa + j\sigma - ct) \]
for some \((\kappa, \sigma) \in \mathbb{R}^2 \setminus \{(0, 0)\}\), termed the direction vector, and some function \( \phi : \mathbb{R} \to \mathbb{R} \). The wave profile equation satisfied by \( \phi \) now takes the form
\[ -c\phi'(\xi) = \phi(\xi + \sigma) + \phi(\xi - \sigma) + \phi(\xi + \kappa) + \phi(\xi - \kappa) - 4\phi(\xi) - f(\phi(\xi), a). \] (1.12)

It is known that for each direction vector \((\kappa, \sigma) \in \mathbb{R}^2 \setminus \{0\}\) and each \( a \in (-1, 1) \), there is a unique wave speed \( c = c(a, (\kappa, \sigma)) \) such that equation (1.12) admits a monotone solution satisfying the
boundary conditions (1.7). Moreover, when \( c \neq 0 \) this solution \( \phi = \phi(\xi; a, (\kappa, \sigma)) \) is unique up to translation. The wave speed \( c(a, (\kappa, \sigma)) \) depends continuously on \( a \) and on \((\kappa, \sigma)\). For each \((\kappa, \sigma)\) it is nondecreasing in \( a \), and as before is smooth in \( a \) and satisfies \( \frac{\partial c(a, (\kappa, \sigma))}{\partial a} > 0 \) when \( c(a, (\kappa, \sigma)) \neq 0 \).

Also as before, we have quantities \( a_{\pm} = a_{\pm}(\kappa, \sigma) \) characterized by

\[
[a_{-}(\kappa, \sigma), a_{+}(\kappa, \sigma)] \cap (-1, 1) = \{ a \in (-1, 1) \mid c(a, (\kappa, \sigma)) = 0 \}.
\]

Writing \((\kappa, \sigma) = (r \cos \theta, r \sin \theta)\) for some \( r > 0 \) and \( \theta \in \mathbb{R} \), one easily checks by rescaling the independent variable \( \xi \) in (1.12) by a factor \( r \) that

\[
c(a, (r \cos \theta, r \sin \theta)) = rc(a, (\cos \theta, \sin \theta)), \quad a_{\pm}(r \cos \theta, r \sin \theta) = a_{\pm}(\cos \theta, \sin \theta).
\]

We will sometimes abuse notation by writing \( a_{\pm}(\theta) \) instead of \( a_{\pm}(r \cos \theta, r \sin \theta) \).

The functions \( a_{\pm}(\theta) \) are the central objects of study in this paper. For definiteness we study \( a_{+}(\theta) \). Although \( c(a, (\kappa, \sigma)) \) depends continuously on both \( a \) and \((\kappa, \sigma)\), the function \( a_{+}(\theta) \) need not depend continuously on \( \theta \). However, \( a_{+}(\theta) \) is upper semi-continuous in \( \theta \), that is,

\[
\limsup_{\theta \rightarrow \theta_{0}} a_{+}(\theta) \leq a_{+}(\theta_{0}) \quad (1.13)
\]

holds for every \( \theta_{0} \). This is an immediate consequence of the continuity of the function \( c(\cdot, \cdot) \).

**Definition.** We say that **crystallographic pinning** occurs for the system (1.10) in the direction \( \theta_{0} \) in case either the inequality (1.13) is strict, or the analogous inequality for \( a_{-}(\theta) \) is strict.

It has been established in [1] that for \( f \) sufficiently close to the sawtooth function \( f_{0}(u, a) = u - \text{sgn}(u - a) \), crystallographic pinning occurs in every direction \( \theta_{0} \) for which \( \tan \theta_{0} \) is rational.

Numerical studies [13] suggest that crystallographic pinning occurs in the vertical and horizontal directions when \( f \) is the cubic nonlinearity.

The goal of this paper is to give a specific generic condition on a general nonlinearity \( f \) under which crystallographic pinning occurs at \( \theta_{0} = 0 \), that is, with \((\kappa, \sigma) = (1, 0)\). This is given in Theorem 1.1 below. Before stating that result, let us introduce two conditions which will be needed. These conditions do not necessarily hold for an arbitrary \( f \), but rather will be taken as hypotheses in our main result.

**Condition A.** There exists \( p \in \ell^{\infty}(\mathbb{Z}) \), denoted \( p = \{p_{n}\}_{n \in \mathbb{Z}} \), satisfying

\[
p_{n+1} + p_{n-1} - 2p_{n} = f(p_{n}, a_{+}(0)), \quad n \in \mathbb{Z}, \quad (1.14)
\]
and which also satisfies the boundary and monotonicity conditions

$$\lim_{n \to \pm\infty} p_n = \pm 1, \quad p_n \leq p_{n+1} \text{ for } n \in \mathbb{Z}. \quad (1.15)$$

Moreover, such $p$ is unique up to a shift in the index $n$.

**Condition B.** Condition A holds. Further, if $v \in \ell^\infty(\mathbb{Z}) \setminus \{0\}$ satisfies

$$v_{n+1} + v_{n-1} - 2v_n = f'(p_n, a_+(0))v_n, \quad n \in \mathbb{Z}, \quad (1.16)$$

where $p$ is as in Condition A and where we denote $f'(u, a) = \frac{\partial f(u, a)}{\partial u}$, then the quantity

$$B = \frac{1}{2} \sum_{n=-\infty}^{\infty} f''(p_n, a_+(0))v_n^3 \quad (1.17)$$

satisfies $B \neq 0$.

We now state the main results of this paper.

**Theorem 1.1.** Assume that Condition B holds. Then the inequality (1.13) is strict at $\theta_0 = 0$ and so crystallographic pinning occurs in the direction $\theta_0 = 0$.

**Theorem 1.2.** Condition B is generic in the following sense. Fix any $f_0 \in \mathcal{N}$ and define the set

$$C_+^2 = \{ \gamma \in C^2[-1, 1] \mid \gamma(u) > 0 \text{ for every } u \in [-1, 1] \}, \quad (1.18)$$

noting that for every $\gamma \in C_+^2$ we have $f \in \mathcal{N}$, where $f(u, a) = \gamma(u)f_0(u, a)$. Let the set $C_+^2$ be endowed with the usual $C^2$ topology, and so making it an open subset of the Banach space $C^2[-1, 1]$. Then the set $\mathcal{G}(f_0) \subseteq C_+^2$ defined as

$$\mathcal{G}(f_0) = \{ \gamma \in C_+^2 \mid \gamma f_0 \text{ satisfies Condition B} \}$$

is a residual subset of $C_+^2$.

Actually, we need the following two propositions in order to ensure the above conditions are well-defined (for example, to ensure the convergence of the sum in Condition B).

**Proposition 1.3.** Assume that $c(a, (1, 0)) = 0$, equivalently, that $a \in [a_-(0), a_+(0)]$. Then there exists $p \in \ell^\infty(\mathbb{Z})$ satisfying

$$p_{n+1} + p_{n-1} - 2p_n = f(p_n, a), \quad n \in \mathbb{Z}, \quad (1.19)$$
along with (1.15). Moreover, any such monotone \( p \) is strictly monotone, that is \( p_n < p_{n+1} \) for all \( n \in \mathbb{Z} \).

**Proof.** The difference equation (1.19) is nothing more than the wave profile equation (1.12) with \( c = 0 \) and \( \theta = 0 \), that is, \((\kappa, \sigma) = (1, 0)\). As \( c(a, (1, 0)) = 0 \), this equation has a monotone heteroclinic solution joining \( \pm 1 \). It only remains to show that this solution is strictly monotone.

To show strict monotonicity, suppose to the contrary that \( p_{m+1} = p_m \) for some \( m \in \mathbb{Z} \). Then \( f(p_m, a) = p_{m-1} - p_m \leq 0 \). But \( f(p_m, a) = f(p_{m+1}, a) = p_{m+2} - p_{m+1} \geq 0 \). Therefore \( f(p_m, a) = f(p_{m+1}, a) = 0 \) and \( p_{m-1} = p_m = p_{m+1} = p_{m+2} \). Continuing in this fashion, we see that \( p_n \) is constant in \( n \), which contradicts the fact that it is a heteroclinic connection between \(-1\) and \(+1\).

Equation (1.16) can be expressed as \( L v = 0 \), with the operator \( L \in \mathcal{L}(\ell^\infty(\mathbb{Z})) \) given by

\[
L = S + S^{-1} - 2I - f'(p, a_+(0)).
\]

Here \( S \in \mathcal{L}(\ell^\infty(\mathbb{Z})) \) is the shift operator defined as

\[
(SX)_n = x_{n+1} \quad \text{for} \quad X = \{x_n\}_{n \in \mathbb{Z}} \in \ell^\infty(\mathbb{Z}),
\]

and by a slight abuse of notation \( f'(p, a_+(0)) \in \mathcal{L}(\ell^\infty(\mathbb{Z})) \) denotes the diagonal operator with entries \( f'(p_n, a_+(0)) \).

**Proposition 1.4.** Assume that Condition A holds, with \( p \) as stated there, and let \( L \in \mathcal{L}(\ell^\infty(\mathbb{Z})) \) be as in (1.20). Then there exists \( v \in \ell^\infty(\mathbb{Z}) \setminus \{0\} \) satisfying (1.16), that is, \( L v = 0 \). The vector \( v \) is unique up to scalar multiple, and thus

\[
\ker(L) = \{av \mid a \in \mathbb{R}\}.
\]

Further, \( v \) can be chosen to satisfy

\[
v_n > 0, \quad n \in \mathbb{Z},
\]

and its coordinates enjoys the estimate

\[
v_n \leq K \mu^{|n|}, \quad n \in \mathbb{Z},
\]

for some \( K > 0 \) and \( 0 < \mu < 1 \). Thus \( v \in \ell^1(\mathbb{Z}) \), and we may normalize \( v \) to satisfy \( \langle v, v \rangle = 1 \) where \( \langle \cdot, \cdot \rangle \) denotes the duality (dot product) between \( \ell^1(\mathbb{Z}) \) and \( \ell^\infty(\mathbb{Z}) \). The operator \( L \) is Fredholm.
with index zero, with range
\[ \operatorname{ran}(L) = \{ w \in \ell^\infty(\mathbb{Z}) \mid \langle v, w \rangle = 0 \}, \]
and its spectrum satisfies
\[ \sigma(L) \cap (0, \infty) = \emptyset. \]

Note that the exponential estimate \((\text{1.21})\) on \(v_n\) implies the absolute convergence of the sum \((\text{1.17})\) defining the quantity \(B\) in Condition B.

The proof of Proposition 1.4 will be given in Section 3. We remark that even if Condition A does not hold, so \(p\) in Proposition 1.4 is not unique, we believe the statement of this result to be true, with \(v\) depending on \(p\).

To prove crystallographic pinning as in Theorem 1.1 we must prove that the inequality \((\text{1.13})\) is strict. In our proof of Theorem 1.1 we shall assume that \((\text{1.13})\) is an equality for \(\theta_0 = 0\) and that Condition A holds, and proceed to show that \(B = 0\). An important step in this proof is the analysis of the second order difference equation
\[ X_{m+1} + X_{m-1} - 2X_m + (S + S^{-1} - 2I)X_m - f(X_m, a_+) = 0, \quad m \in \mathbb{Z}, \tag{1.22} \]
where \(X_m \in \ell^\infty(\mathbb{Z})\) for each \(m\). We write the vector \(X_m\) in coordinate form as \(X_m = \{x_{n,m}\}_{n \in \mathbb{Z}}\) where each \(x_{n,m}\) is a scalar, and the operator \(S\) acts on the index \(n\) so that \((SX_m)_n = x_{n+1,m}\). In this way, equation \((\text{1.22})\) is effectively a difference equation in \(x_{n,m}\) involving both indices \(n\) and \(m\). The function \(f(\cdot, a) : \ell^\infty(\mathbb{Z}) \to \ell^\infty(\mathbb{Z})\) in \((\text{1.22})\) is again a slight abuse of notation, where we evaluate the nonlinear scalar function \(f(\cdot, a) : \mathbb{R} \to \mathbb{R}\) coordinatewise, that is, \(f(X_m, a)_n = f(x_{n,m}, a)\).

Equation \((\text{1.22})\) arises when we consider the monotone traveling wave \(\phi^\varepsilon\) which propagates in the direction \((1, \varepsilon)\) with speed \(c\), and we adjust the detuning parameter \(a = a(\varepsilon)\) so that \(c\) is appropriately small. This provides an infinite family of transition layers appearing at the integers \(\xi = n\) (after an appropriate shift), and to capture these layers we let \(\phi_n^\varepsilon(\xi) = \phi^\varepsilon(\varepsilon \xi + n)\). Under this rescaling the differential-difference equation \((\text{1.12})\) becomes the infinite system
\[ - \frac{c}{\varepsilon}(\phi_n^\varepsilon)'(\xi) = \phi_n^\varepsilon(\xi + 1) + \phi_n^\varepsilon(\xi - 1) + \phi_{n+1}^\varepsilon(\xi) + \phi_{n-1}^\varepsilon(\xi) - 4\phi_n^\varepsilon(\xi) - f(\phi_n^\varepsilon(\xi), a), \tag{1.23} \]
where each \(\phi_n^\varepsilon(\xi)\) corresponds to the layer at \(\xi = n\). By choosing \(a = a(\varepsilon)\) so that \(c = \varepsilon^2\), the system \((\text{1.23})\) again develops an infinite family of transition layers spaced (in the limit) a unit distance apart, that is, we have “layers within layers.” (This secondary scaling in our analysis takes the form \((\text{2.12})\).
Let us also remark that solutions of PDE’s with nested families of transition layers has been related to solutions of variational problems on tori [14, 15, 16]. The vector 

\[ X_m = \{ \lim_{\varepsilon \to 0} \phi^\varepsilon_n(m) \}_{n \in \mathbb{Z}} \in \ell^\infty(\mathbb{Z}) \]

captures the values of the plateaus between these secondary layers, and if it is the case that (1.13) is an equality, then the sequence \( \{ X_m \}_{m \in \mathbb{Z}} \) satisfies equation (1.22). The vectors \( X_m \) form a monotone heteroclinic orbit, having limits \( X_{\pm \infty} \) which are approached from above as \( m \to -\infty \) and below as \( m \to \infty \), and in the event that Condition A holds, it is the case that \( X_\infty = SX_{-\infty} = p \), with \( p \) as in Condition A. Furthermore, the limiting point \( p \) possesses a two-dimensional center manifold as an equilibrium of the difference equation (1.22). Theorem 1.1 is proved by showing that if \( B \neq 0 \), then the dynamics on the center manifold has a Takens-Bogdanov normal form, specifically (4.31), (4.32), albeit for a difference operator. This in turn is shown to preclude the possibility of monotone limits to \( p \) from both above and below, and thus to preclude the monotone heteroclinic orbit \( \{ X_m \}_{m \in \mathbb{Z}} \). It follows that \( B = 0 \), as desired.

This paper is organized as follows. In Section 2 we construct the heteroclinic solution \( \{ X_m \}_{m \in \mathbb{Z}} \) to equation (1.22), assuming that (1.13) is an equality and that Condition A holds. In Section 3 we prove Proposition 1.4, which develops information about the linearization of equation (1.22) at the equilibrium \( p \). This proof relies on properties of resolvent positive operators. In Section 4 the center manifold reduction along with associated shadowing properties is given for equation (1.22). In Section 5 we prove Theorem 1.1 by showing that \( B = 0 \) must hold if (1.13) is an equality. Finally, in Section 6 we use transversality methods to prove Theorem 1.2, namely that Conditions A and B hold generically for normal families of operators.

2 Doubly Heteroclinic Orbits

Throughout this section we assume that \( f \) is a normal family, in particular satisfying (1.4) and (1.5). We study the LDE (1.10), keeping the notation as before.

Lemma 2.1. The inequalities \(-1 < a_-(0) \) and \( a_+(0) < 1 \) are strict. That is, there is a \( \delta > 0 \) such that \( c(a, (1, 0)) < 0 \) for \( a \in (-1, -1 + \delta] \) and \( c(a, (1, 0)) > 0 \) for \( a \in [1 - \delta, 1) \).

Proof. Without loss we show that \( a_+(0) < 1 \). The conclusions about \( c \) follow directly from this. We proceed by contradiction. Assume that \( a_+(0) = 1 \). Thus \( c(a) \leq 0 \) for every \( a \in (-1, 1) \), where we denote \( c(a) = c(a, (\kappa, \sigma)) \) with the horizontal direction \( (\kappa, \sigma) = (1, 0) \). Thus the corresponding
wave profile \( \phi(\xi) = \phi(\xi; a, (1, 0)) \) satisfies

\[
\phi(\xi + 1) + \phi(\xi - 1) - 2\phi(\xi) - f(\phi(\xi), a) \geq 0
\]  

(2.1)
y by (1.12). Without loss we may assume that

\[
\phi(\xi) \leq 0 \text{ for } \xi < 0, \quad \phi(\xi) \geq 0 \text{ for } \xi > 0
\]  

(2.2)
after an appropriate translation of \( \xi \). Now take any sequence \( a_n \to 1 \) and let \( \phi_n(\xi) \) be the corresponding wave profile, which is monotone in \( \xi \). By Helly’s theorem there exists a subsequence (which we still denote by \( \phi_n(\xi) \)) such that

\[
\lim_{n \to \infty} \phi_n(\xi) = \phi_*(\xi)
\]  

(2.3)
exists for all but countably many \( \xi \in \mathbb{R} \). Fixing such a subsequence, let

\[
S = \{ \xi \in \mathbb{R} \mid \text{the limit (2.3) exists} \}, \quad T = \{ \xi \in \mathbb{R} \mid \xi + n \in S \text{ for every } n \in \mathbb{Z} \}.
\]

Clearly the complement \( \mathbb{R} \setminus T \) of \( T \) is countable. Then from (2.1) we see that

\[
\phi_n(\xi + 1) + \phi_n(\xi - 1) - 2\phi_n(\xi) \geq \alpha_n = \min_{u \in [-1, 1]} f(u, a_n),
\]

for every \( \xi \in \mathbb{R} \), where the above equality serves as the definition of \( \alpha_n \). Clearly \( \alpha_n \to 0 \) as \( n \to \infty \), so upon taking this limit we have

\[
\phi_*(\xi + 1) + \phi_*(\xi - 1) - 2\phi_*(\xi) \geq 0, \quad \xi \phi_*(\xi) \geq 0,
\]  

(2.4)
for \( \xi \in T \), where (2.2) has been used for the second inequality. Moreover, the first inequality in (2.4) is strict for those \( \xi \in T \) for which \( \phi_*(\xi) \neq \pm 1 \). One sees this from (2.1), since \( f(\phi_n(\xi), a_n) \) is strictly positive and bounded away from zero for large \( n \). Now take any \( \xi_0 \in T \) and denote \( \delta_n = \phi_*(\xi_0 + n) - \phi_*(\xi_0 + n - 1) \). Then the first inequality in (2.4) implies that \( \delta_{n+1} \geq \delta_n \) for every \( n \in \mathbb{Z} \). Thus if \( \delta_1 > 0 \) we have

\[
\phi_*(\xi_0 + n) - \phi_*(\xi_0) = \sum_{k=1}^{n} \delta_k \geq n\delta_1 \to \infty
\]
as \( n \to \infty \), which contradicts the boundedness of \( \phi_*(\xi) \). It follows that \( \delta_1 = 0 \), and thus \( \phi_*(\xi + 1) = \phi_*(\xi) \) for every \( \xi \in T \). But if \( \xi \in T \) then also \( \xi + n \in T \) for every \( n \), and so in fact \( \phi_*(\xi + n) = \phi_*(\xi) \) holds, for every \( n \in \mathbb{Z} \) and \( \xi \in T \). This, and the monotonicity of \( \phi_* \) on \( T \), implies that \( \phi_*(\xi) \) is
constant on $T$. With this, the second inequality in (2.4) implies that $\phi_*(\xi) = 0$ on $T$, and so the first inequality in (2.4) is an equality for $\xi \in T$. But this contradicts our assertion above that the first inequality in (2.4) is strict whenever $\phi_*(\xi) \neq \pm 1$.

**Lemma 2.2.** Let $q \in \ell^\infty(\mathbb{Z})$ satisfy

$$q_{n+1} + q_{n-1} - 2q_n = f(q_n, a), \quad n \in \mathbb{Z},$$

for some $a \in (-1, 1)$. Assume also that $q_n \leq q_{n+1}$ for every $n \in \mathbb{Z}$. Then either

$$\lim_{n \to \pm\infty} q_n = \pm 1,$$

or else $q$ is a constant sequence with $q_n = q_0 \in \{-1, a, 1\}$ for every $n$.

**Proof.** Denoting $q_{\pm\infty} = \lim_{n \to \pm\infty} q_n$, which are finite quantities, we have $f(q_{\pm\infty}, a) = 0$ from (2.5), and hence $q_{\pm\infty} \in \{-1, a, 1\}$. It is thus enough to prove that (a) it is impossible for both $q_{-\infty} = -1$ and $q_{\infty} = a$ to hold simultaneously; and (b) it is impossible for both $q_{-\infty} = a$ and $q_{\infty} = 1$ to hold simultaneously. Without loss we only prove (a), so assume to the contrary that $q_{-\infty} = -1$ and $q_{\infty} = a$. Noting that $f(q_n, a) \geq 0$ for every $n \in \mathbb{Z}$ and denoting $\delta_n = q_n - q_{n-1}$, we have from (2.5) that

$$\delta_{n+1} = \delta_n + f(q_n, a) \geq \delta_n \geq 0.$$  

As $\{q_n\}_{n \in \mathbb{Z}}$ is not a constant sequence, necessarily $\delta_m > 0$ for some $m$. But then $\delta_{m+k} \geq \delta_m$ for every $k \geq 0$ by (2.7), hence

$$q_{m+k} - q_{m-1} = \sum_{i=0}^{k} \delta_{m+i} \geq (k+1)\delta_m \to \infty$$

as $k \to \infty$, contradicting boundedness of $q_{m+k}$.

**Proposition 2.3.** Assume that Condition A holds, with $p$ as stated there. Then the $\ell^\infty(\mathbb{Z})$-valued ODE

$$-\Phi' = (S + S^{-1} - 2I)\Phi - f(\Phi, a_+(0))$$

admits a heteroclinic solution $\Phi : \mathbb{R} \to \ell^\infty(\mathbb{Z})$ with limits

$$\lim_{\zeta \to -\infty} \Phi(\zeta) = S^{-1}p, \quad \lim_{\zeta \to -\infty} \Phi(\zeta) = p.$$
Moreover, there exists such a solution \( \Phi(\zeta) = \{ \phi_n(\zeta) \}_{n \in \mathbb{Z}} \) satisfying the monotonicity condition

\[
\phi_n(\zeta) < \phi_n(\zeta + \delta) \text{ for } \delta > 0,
\]

for every \( n \in \mathbb{Z} \) and \( \zeta \in \mathbb{R} \).

**Proof.** Choose \( b \in (-1,1) \setminus \{ a \} \) so that also \( b \neq p_j \) for every \( j \in \mathbb{Z} \), with \( p \) as in Condition A. We shall consider the monotone traveling wave \( \phi^\varepsilon = \phi^\varepsilon(\xi) = \phi^\varepsilon(\xi; a^\varepsilon, (1,0)) \) traveling in the direction \((1,0)\) with appropriately chosen \( a^\varepsilon \) and normalized by a translation so that \( \phi^\varepsilon(0) = b \). For sufficiently small \( \varepsilon \) choose \( a^\varepsilon \) so that \( c = c(a^\varepsilon, (1,0)) = \varepsilon \). Such a choice is possible by the continuity of the function \( c \) and by Lemma 2.1. Note that \( \lim_{\varepsilon \to 0} a^\varepsilon = a_+(0) \).

Let \( \phi^\varepsilon_n(\zeta) = \phi^\varepsilon(\varepsilon \xi + n) \), and substitute into (2.8) to obtain

\[
-(\phi^\varepsilon_n)'(\zeta) = \phi^\varepsilon_{n+1}(\zeta) + \phi^\varepsilon_{n-1}(\zeta) - 2\phi^\varepsilon_n(\zeta) - f(\phi^\varepsilon_n(\zeta), a^\varepsilon)
\]

For each \( n \), as \( \varepsilon \) varies \( \phi^\varepsilon_n \) constitute a bounded equicontinuous family and thus by Ascoli’s theorem and a diagonalization argument, we have the limit

\[
\lim_{\varepsilon \to 0} \phi^\varepsilon_n(\zeta) = \phi_n(\zeta)
\]

for some subsequence of \( \varepsilon \), holding uniformly on compact \( \zeta \)-intervals for every \( n \in \mathbb{Z} \). Letting \( \Phi(\zeta) := \{ \phi_n(\zeta) \}_{n \in \mathbb{Z}} \) we obtain (2.8). The monotonicity of the original wave profile \( \phi^\varepsilon \) together with the scaling \( \zeta = \varepsilon \xi + n \) implies the monotonicity condition

\[
\phi_n(\zeta) \leq \phi_n(\zeta + \delta) \leq \phi_{n+1}(\zeta) \quad \delta > 0
\]

holds for all \( \zeta \in \mathbb{R} \) and all \( n \in \mathbb{Z} \). We now show that this monotonicity is strict, as in the statement of the proposition. Suppose to the contrary that \( \phi_n(\zeta_0) = \phi_n(\zeta_0 + \delta) \) for some \( n \in \mathbb{Z} \) and some \( \delta > 0 \), and some \( \zeta_0 \in \mathbb{R} \). Since each \( \phi_n \) is non-decreasing we have \( \phi_n(\zeta) = \phi_n(\zeta_0) \) for every \( \zeta \in [\zeta_0, \zeta_0 + \delta] \). It is then a consequence of (2.8) that \( \phi_{n+1}(\zeta) + \phi_{n-1}(\zeta) \) is constant in \([\zeta_0, \zeta_0 + \delta]\), and so both \( \phi_{n+1}(\zeta) \) and \( \phi_{n-1}(\zeta) \) are constant in that interval as these functions are nondecreasing. By induction we see that the vector \( \Phi(\zeta) \) is in fact constant in this interval, and so (2.8) at \( \zeta = \zeta_0 \) rewrites as \((S + S^{-1} - 2I)\Phi(\zeta_0) - f(\Phi(\zeta_0), a_+(0)) = 0\). Thus the point \( \Phi(\zeta_0) \in \ell^\infty(\mathbb{Z}) \) is an equilibrium of equation (2.8), and by uniqueness we must have \( \Phi(\zeta) = \Phi(\zeta_0) \) for every \( \zeta \in \mathbb{R} \). Lemma 2.2 now applies to the vector \( q = \Phi(\zeta_0) \) due to the monotonicity of \( \phi_n(\zeta_0) \) in \( n \). Because \( q_0 = \phi_0(0) = b \notin \{-1,a,1\} \) it follows that (2.6) holds. Thus by the uniqueness (up to translation) of the vector \( p \) in Condition A, we have that \( q = S^jp \) for some \( j \in \mathbb{Z} \). But then \( b = q_0 = p_j \).
contradicts the choice of \( b \). Thus the first inequality in (2.9) is strict, as desired. Note that the second inequality in (2.9) is also strict.

We now establish the boundary conditions for \( \Phi(\zeta) \). It is a consequence of (2.9) that the limits \( \phi_n(\pm \infty) = \lim_{\zeta \to \pm \infty} \phi_n(\zeta) \) exist. Taking these limits in (2.8) gives \( (S + S^{-1} - 2I)\Phi(\pm \infty) - f(\Phi(\pm \infty), a_+(0)) = 0 \). Again Lemma 2.2 applies, and this time due to the strict monotonicity we have (2.6) for both vectors \( \Phi(\pm \infty) \). As \( \Phi(\pm \infty) \geq \Phi(\pm \infty) \) and \( \Phi(\pm \infty) \neq \Phi(\pm \infty) \) it follows that \( \Phi(\pm \infty) = S^j p \) and \( \Phi(\pm \infty) = S^k p \) for some integers \( j < k \), with \( p \) given by Condition A. However, we also have that \( \Phi(\pm \infty) \leq \Phi(\pm \infty) \) from the second inequality in (2.9), and so \( k \leq j + 1 \). Thus \( k = j + 1 \). By reindexing \( n \), namely by replacing \( \Phi(\zeta) \) with \( S^{-k} \Phi(\zeta) \), we obtain the desired boundary conditions.

**Proposition 2.4.** Assume that the inequality (1.13) is an equality at \( \theta_0 = 0 \). Also assume that Condition A holds, with \( p \) as stated there. Then the \( \ell^\infty(\mathbb{Z}) \)-valued difference equation (1.22) admits a heteroclinic orbit \( \{X_m\}_{m \in \mathbb{Z}} \) with limits

\[
\lim_{m \to \pm \infty} X_m = X_{\pm \infty}, \quad X_{-\infty} = S^{-1} p, \quad X_\infty = p,
\]

in the space \( \ell^\infty(\mathbb{Z}) \). Moreover \( X_m = \{x_{n,m}\}_{n \in \mathbb{Z}} \) satisfies the lexicographic monotonicity property

\[
p_{n-1} = x_{n,-\infty} < x_{n,m} < x_{n,m+1} < x_{n,\infty} = p_n, \quad n, m \in \mathbb{Z}.
\]

**Proof.** We shall consider the monotone traveling wave \( \phi^\varepsilon = \phi^\varepsilon(\xi) = \phi(\xi; a^\varepsilon, (1, \varepsilon)) \), which propagates in direction \( (\kappa, \sigma) = (1, \varepsilon) \), taking an appropriately chosen \( a = a^\varepsilon \). Note that the angle \( \theta \) corresponding to this direction is \( \theta = \arctan \varepsilon \), and so the upper value of the pinning range is located at \( a = a_+ (\theta) = a_+ (\arctan \varepsilon) \).

To be precise, fix a sequence \( \varepsilon_k \to 0 \) with \( \varepsilon_k \neq 0 \) such that

\[
\lim_{k \to \infty} a_+ (\theta_k) = a_+ (0)
\]

for \( \theta_k = \arctan \varepsilon_k \), by the equality assumption in (1.13). For the remainder of this proof we shall select \( \varepsilon \) only from the sequence \( \varepsilon_k \), suppressing the index \( k \) for notational simplicity. For sufficiently small \( \varepsilon \) choose \( a = a^\varepsilon \) so that the wave speed is given by \( c(a^\varepsilon, (1, \varepsilon)) = \varepsilon^2 \). Such a choice is possible by the continuity of the function \( c = c(a, (\kappa, \sigma)) \) and by Lemma 2.1. Indeed, one has \( c(a_+ (\arctan \varepsilon), (1, \varepsilon)) = 0 \) while \( c(1 - \delta, (1, \varepsilon)) > 0 \) is bounded away from zero as \( \varepsilon \to 0 \), by
Lemma 2.1. Let \( \bar{a} = \lim_{\varepsilon \to 0} a^\varepsilon \), where the limit is taken along a subsequence if necessary. Certainly \( a^\varepsilon > a_+ (\arctan \varepsilon) \) for all \( \varepsilon \) and therefore \( \bar{a} \geq \lim_{\theta \to 0} a_+ (\arctan \varepsilon) = a_+ (0) \). Similarly, continuity of the function \( c \) implies that \( c(\bar{a}, (1, 0)) = 0 \), so \( \bar{a} \leq a_+ (0) \). Thus \( \bar{a} = a_+ (0) \).

Now fix \( b \in (p_{-1}, p_0) \) so that \( b \neq a_+ (0) \). Of course \( b \neq p_n \) for every \( n \). By translating the argument \( \xi \) of \( \phi^\varepsilon \), we may assume without loss that \( \phi^\varepsilon (0) = b \). Let

\[
\phi^\varepsilon_{n,m} (\zeta) = \phi^\varepsilon (\varepsilon^2 \zeta + \varepsilon m + n).
\]

As \( \phi^\varepsilon (\xi) \) satisfies equation \( (1.12) \) with \( c = \varepsilon^2 \), with \( a = a^\varepsilon \), and with \( (\kappa, \sigma) = (1, \varepsilon) \), we see that the functions \( \phi^\varepsilon_{n,m} (\zeta) \) satisfy the LDE

\[
- (\phi^\varepsilon_{n,m})' = \phi^\varepsilon_{n,m+1} + \phi^\varepsilon_{n,m-1} + \phi^\varepsilon_{n+1,m} + \phi^\varepsilon_{n-1,m} - 4 \phi^\varepsilon_{n,m} - f(\phi^\varepsilon_{n,m}, a(\varepsilon)).
\]

Note in particular that all arguments of the functions \( \phi^\varepsilon_{i,j} \) in \( (2.13) \) are evaluated at the same point \( \zeta \), and so \( (2.13) \) is an infinite-dimensional ODE. By Ascoli’s theorem and a diagonalization argument, we have the limit

\[
\lim_{\varepsilon \to 0} \phi^\varepsilon_{n,m} (\zeta) = \phi_{n,m} (\zeta)
\]

for some subsequence of \( \varepsilon \), holding uniformly on compact \( \zeta \)-intervals for every \( n \) and \( m \). The limiting function \( \phi_{n,m} \) satisfies the same LDE \( (2.13) \), but with \( a_+ (0) \) in the argument of \( f \). Of course, \( \phi_{0,0} (0) = b \). The monotonicity of the original wave profile \( \phi^\varepsilon (\xi) \), and the particular scaling \( \xi = \varepsilon^2 \zeta + \varepsilon m + n \) of the argument, imply that our limiting functions enjoy the lexicographic monotonicity condition

\[
\phi_{n,m} (\zeta) \leq \phi_{n,m} (\zeta + \delta) \leq \phi_{n,m+k} (\zeta) \leq \phi_{n+1,m} (\zeta - \delta) \text{ for } k \geq 1 \text{ and } \delta > 0,
\]

and every \( n, m \in \mathbb{Z} \) and \( \zeta \in \mathbb{R} \). Indeed, one sees that for any given such \( k, \delta, n, m, \) and \( \zeta \), the inequalities \( (2.14) \) hold for \( \phi^\varepsilon_{n,m} \) for small \( \varepsilon \). Define now

\[
x_{n,m} = \lim_{\zeta \to \infty} \phi_{n,m} (\zeta), \quad X_m = \{x_{n,m}\}_{n \in \mathbb{Z}} \in \ell^\infty (\mathbb{Z}).
\]

Certainly these limits exist, and of course \( |x_{n,m}| \leq 1 \). Additionally \( \lim_{\zeta \to \infty} \phi^\varepsilon_{n,m} (\zeta) = 0 \) from the differential equation \( (2.13) \). From this one easily sees that taking the limit \( \zeta \to \infty \) in \( (2.13) \) yields the difference equation \( (1.22) \), which may also be written as

\[
(\Delta x)_{n,m} = f(x_{n,m}, a_+ (0)), \quad (n, m) \in \mathbb{Z}^2,
\]
where $\Delta$ is the discrete laplacian (1.11) on $\mathbb{Z}^2$. The ordering $x_{n,m} \leq x_{n,m+k} \leq x_{n+1,m}$ for $k \geq 1$, which follows from (2.14), implies that $x_{n,\pm\infty} = \lim_{m \to \pm\infty} x_{n,m}$ exist and that

$$x_{n,-\infty} \leq x_{n,m} \leq x_{n,m+1} \leq x_{n,\infty}, \quad x_{n,\infty} \leq x_{n+1,-\infty},$$

(2.16)

for every $n$ and $m$. One sees that the vectors $X_{-\infty} = \{x_{n,-\infty}\}_{n \in \mathbb{Z}}$ and $X_{\infty} = \{x_{n,\infty}\}_{n \in \mathbb{Z}}$ both satisfy the conditions of Lemma 2.2 with $a = a_+(0)$.

Also observe that

$$x_{0,-1} \leq b \leq x_{0,0}.$$

(2.17)

The second inequality in (2.17) holds because $\phi_{0,0}(\zeta) \geq \phi_{0,0}(0) = b$ for $\zeta \geq 0$. The first inequality in (2.17) follows by taking $(n,m) = (0,-1)$ with $k = 1$, and $\zeta = 0$, in the second inequality of (2.14), to give $\phi_{0,-1}(\delta) \leq \phi_{0,0}(0) = b$. One then lets $\delta \to \infty$.

We next show that the first three inequalities in (2.16) are strict. Suppose that $x_{n,m} = x_{n,m+1}$ for some $n$ and $m$. Then by equation (2.15)

$$0 = (\Delta x)_{n,m+1} - (\Delta x)_{n,m}$$

$$= (x_{n+1,m+1} - x_{n+1,m}) + (x_{n-1,m+1} - x_{n-1,m}) + (x_{n,m+2} - x_{n,m-1}).$$

Each of the three differences in the final line of the above equation are nonnegative by (2.16), and so we have that

$$x_{n+1,m} = x_{n+1,m+1}, \quad x_{n-1,m} = x_{n-1,m+1},$$

$$x_{n,m-1} = x_{n,m} = x_{n,m+1} = x_{n,m+2}.$$

It is clear by repeating the procedure that we may conclude that

$$x_{n,m} = x_{n,0}$$

(2.18)

for every $n$ and $m$, namely, that $X_m = X_0$ is constant in $m$. Thus $X_{\pm\infty} = X_0$, and as noted this vector satisfies the conditions of Lemma 2.2 with $a = a_+(0)$. We also have, from (2.17) and (2.18), that $x_{0,0} = b \notin (-1, a_+(0)) \cup (a_+(0),1)$, and so it follows from Lemma 2.2 that $\lim_{n \to \pm\infty} x_{n,0} = \pm1$. By the uniqueness assumption on $p$ in the statement of the proposition, we have that $X_0 = S^k p$ for some $k \in \mathbb{Z}$. But then $b = x_{0,0} = p_k$, which contradicts the choice of $b$. We thus conclude that $x_{n,m} < x_{n,m+1}$ for every $n$ and $m$, and hence the first three inequalities in (2.16) are strict.

One thus has $x_{n,-\infty} < x_{n,\infty} \leq x_{n+1,-\infty} < x_{n+1,\infty}$ for every $n$, and this implies that $x_{n,-\infty} < x_{n+1,-\infty}$ and $x_{n,\infty} < x_{n+1,\infty}$. Applying Lemma 2.2 again, to both $X_{-\infty}$ and $X_{\infty}$, we conclude that each of these vectors are shifts of $p$, say

$$X_{-\infty} = S^j p, \quad X_\infty = S^k p,$$
for some $j$ and $k$. As $x_{n,-\infty} < x_{n,\infty}$ we have that $S_j^p \leq S_k^p$ with $S_j^p \neq S_k^p$, and so $j < k$. As $x_{n,\infty} \leq x_{n+1,-\infty}$ we have that $S_k^p \leq S_j^p$, hence $k \leq j + 1$. Thus $j = k - 1$. Further,
\[ p_{k-1} = (S^{k-1}_p)_{0} = (S^j_p)_{0} = x_{0,-\infty} < x_{0,0} = b < x_{0,\infty} = (S^k_p)_{0} = p_k, \]
and so $k = 0$ by the choice of $b$. This implies that $x_{n,-\infty} = p_{n-1}$ and $x_{n,\infty} = p_n$, to give the result.

3 The Proof of Proposition 1.4

For each pair $(q,a) \in \ell^\infty(\mathbb{Z}) \times (-1,1)$ we may linearize equation (2.5) about $q$ to obtain an associated operator $L_q(a) \in \mathcal{L}(\ell^\infty(\mathbb{Z}))$ given by
\[ L_q(a) = S + S^{-1} - 2I - f'(q,a), \] (3.1)
where $f'(q,a)$ denotes the diagonal operator with entries $f'(q_n,a)$. Proposition 1.4 concerns the operator $L_q(a)$ with $a = a_+(0)$ and with $q = p$ as in (1.14), (1.15). We first examine the spatial dynamics associated with the difference equation $L_q(a)v = 0$.

Generally, we shall denote $L_q = L_q(a)$ when the value of $a$ is clear.

Lemma 3.1. Let $D \in \mathcal{L}(\ell^\infty(\mathbb{Z}))$ be the diagonal operator $D = \text{diag}\{d_n\}_{n \in \mathbb{Z}}$, where we assume the existence of the limits and the sign conditions
\[ \lim_{n \to \pm\infty} d_n = d_{\pm\infty}, \quad d_{\pm\infty} > 0. \]
Then the operator $T = S + S^{-1} - 2I - D$ is Fredholm of index zero. Moreover, the dimension of the kernel of $T$ is either zero or one. Furthermore, elements $v \in \text{ker}(T)$ of the kernel enjoy the estimate
\[ |v_n| \leq K\mu|n|, \quad n \in \mathbb{Z}, \] (3.2)
for some $K > 0$ and $0 < \mu < 1$, and in addition,
\[ v_n \neq 0 \text{ for all large } |n| \] (3.3)
for nontrivial elements of the kernel. If $v$ is a nontrivial element of the kernel then
\[ \text{ran}(T) = \{w \in \ell^\infty(\mathbb{Z}) \mid \langle v, w \rangle = 0\}, \] (3.4)
with $\text{ran}(T) = \ell^\infty(\mathbb{Z})$ if $\text{ker}(T) = \{0\}$. 
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If \( q \in \ell^\infty(\mathbb{Z}) \) satisfies \( \lim_{n \to \pm \infty} q_n = \pm 1 \) and \( a \in (-1,1) \), then all the above claims hold for the operator \( T = \lambda I - L_q \), where \( L_q = L_q(a) \), provided that \( \lambda > \max\{-f'(1,a),-f'(-1,a)\} \).

Finally, the same conclusions hold if we consider the operator \( T = \lambda I - L_q \), lying in the space \( \mathcal{L}(Q_0) \) instead of \( \mathcal{L}(\ell^\infty(\mathbb{Z})) \), where

\[
Q_0 = \{ x \in \ell^\infty(\mathbb{Z}) \mid \lim_{n \to \pm \infty} x_n = 0 \}.
\]

**Proof.** The arguments below apply equally to operators in the space \( \mathcal{L}(\ell^\infty(\mathbb{Z})) \), and in the space \( \mathcal{L}(Q_0) \).

Consider the second order difference equation

\[
x_{n+1} + x_{n-1} - (2 + d_n)x_n = 0 \quad \text{(3.5)}
\]

associated to the operator \( T \). This difference equation is asymptotically hyperbolic, that is, all roots \( \mu \) of the limiting characteristic equations

\[
\mu + \mu^{-1} - (2 + d_{\pm\infty}) = 0 \quad \text{(3.6)}
\]

satisfy \( |\mu| \neq 1 \). Indeed, one easily checks this by noting the left-hand side of (3.6) is negative whenever \( \mu = e^{i\theta} \). In fact the two roots of this equation have the form \( \mu = \mu_{\pm} \) and \( \mu = \mu_{\pm}^{-1} \), satisfying \( 0 < \mu_{\pm} < 1 < \mu_{\pm}^{-1} \), for each choice of sign + or −, and so this equation is of saddle type.

Asymptotic hyperbolicity of equation (3.5) now implies that this equation admits dichotomies whose stable and unstable subspaces are each one-dimensional, both for \( n \to \infty \) and for \( n \to -\infty \). This and the above remarks about the roots of (3.6) in turn imply that the kernel of \( T \) is at most one-dimensional, that any kernel element necessarily decays at the rate (3.2) for some \( K > 0 \) and \( 0 < \mu < 1 \), and that \( T \) is Fredholm.

In particular, the proof that \( T \) is Fredholm follows by adapting the techniques of Palmer [17] for ODE's to the setting of difference equations. Palmer proved that a differential operator of the form \( Lx(t) = \dot{x}(t) - A(t)x(t) \), where \( A(t) \) is a bounded continuous coefficient matrix, is Fredholm if and only if it admits exponential dichotomies on both half lines. (Here the operator \( L \) acts from the space of bounded \( C^1 \) functions on the line with bounded first derivative, into the space of bounded continuous functions.) The techniques of Palmer’s proof carry over to difference operators of the form (3.5), with appropriate modifications. We omit the details.

To prove that the Fredholm index of \( T \) is zero, consider the operator \( T - \lambda I \). For every \( \lambda \geq 0 \) this operator satisfies the same conditions in the statement of the lemma as \( T \) does, and so it too is
Fredholm, necessarily with the same index as $T$. But $T - \lambda I$ is invertible for $\lambda > \|T\|$, and so has index zero. Thus the index of $T$ also is zero. In particular, if $\ker(T) = \{0\}$ then $\ ran(T) = \ell^\infty(\mathbb{Z})$.

To prove (3.1) in the case that $\ker(T)$ contains a nontrivial element $v$, note that if $w \in \ ran(T)$, say $w = Ty$, then $\langle v, w \rangle = \langle v, Ty \rangle = \langle T^*v, y \rangle = 0$, where $T^* \in \mathcal{L}(\ell^1(\mathbb{Z}))$ has the same formula as does $T$, but considered in the space $\ell^1(\mathbb{Z})$. This now proves an inclusion for the formula (3.1). But both spaces in this formula have the same codimension, in particular $\codim \ ran(T) = 1$, as the Fredholm index of $T$ is zero. We conclude that (3.1) is valid, as claimed.

To prove that (3.3) holds for any nontrivial element of $\ker(T)$, consider such an element $v$. Suppose for some $n \geq n_0$ that $v_{n+1} > v_n \geq 0$, where $n_0$ is large enough that $d_m \geq 0$ for every $m > n_0$. Then from the difference equation (3.5) at $n + 1$ we have that $v_{n+2} - v_{n+1} \geq v_{n+1} - v_n$, and so $v_{n+2} > v_{n+1} \geq 0$. Upon repeating this procedure, we conclude that $v_{n+k} - v_{n+k-1}$ is a nondecreasing and strictly positive sequence for $k \geq 1$. But this forces $v_m \to \infty$ as $m \to \infty$, which is false. Thus the assumption that $v_{n+1} > v_n \geq 0$ for some $n \geq n_0$ is impossible. Similarly, $v_{n+1} < v_n \leq 0$ cannot occur for any $n \geq n_0$. Thus if $v_n = 0$ for some $n \geq n_0$, necessarily $v_{n+1} = 0$. However, in light of the difference equation (3.5), this forces $v_m = 0$ for every $m \in \mathbb{Z}$, which contradicts the assumption that $v$ is nontrivial. We thus conclude that $v_n \neq 0$ for all $n \geq n_0$. Similarly, $v_n \neq 0$ for all sufficiently large negative $n$, as claimed.

To establish the penultimate claim of the lemma, we note that the operator $L_q - \lambda I$ has the same form as $T$ in the statement of the lemma, with

$$d_{\pm \infty} = f'(q_{\pm \infty}, a) + \lambda = f'(\pm 1, a) + \lambda.$$  

Thus $L_q - \lambda I$ is Fredholm with index zero so long as $\lambda > \max\{-f'(1, a), -f'(-1, a)\}$, as desired.  

The proof of Proposition 1.4 relies on the theory of resolvent positive operators, which we now briefly outline.

Recall that a closed convex subset $\mathcal{K}$ of a Banach Space $\mathcal{X}$ is called a **cone** if it is closed under positive linear combinations and if also $\mathcal{K} \cap (-\mathcal{K}) = \{0\}$. A cone $\mathcal{K}$ is a called a **total cone** if in addition, its linear span $\langle x_1 - x_2 \mid x_1, x_2 \in \mathcal{K} \rangle$ is dense in $\mathcal{X}$.

Let $\mathcal{K} \subseteq \mathcal{X}$ be a cone. An element $x \in \mathcal{X}$ is called **positive** with respect to $\mathcal{K}$, denoted $x \geq 0$, if $x \in \mathcal{K}$, and we write $x_1 \geq x_2$ to mean $x_1 - x_2 \geq 0$, for $x_1, x_2 \in \mathcal{X}$. The relation $\geq$ thus defines a partial order on $\mathcal{X}$. A linear operator $T \in \mathcal{L}(\mathcal{X})$ is called **positive** if $T(\mathcal{K}) \subseteq \mathcal{K}$, that is, $Tx \geq 0$ whenever $x \geq 0$. We similarly write $T \geq 0$ to denote that $T$ is a positive operator, and $T_1 \geq T_2$ when $T_1 - T_2 \geq 0$. An operator $T$ is called **resolvent positive** if there exists $\Lambda \in \mathbb{R}$ such that
\(\lambda \in \rho(T)\) and \((\lambda I - T)^{-1} \geq 0\) whenever \(\lambda \geq \Lambda\).

Resolvent positive operators satisfy the following nice property [1, 18, 19]. A proof of the following result can be found, for example, in Proposition 4.7 of [1].

**Proposition 3.2.** Let \(\mathcal{K}\) be a total cone in a Banach Space \(\mathcal{X}\) and let \(T \in \mathcal{L}(\mathcal{X})\) be resolvent positive with respect to \(\mathcal{K}\). Then

\[\sigma(T) \cap \mathbb{R} \neq \emptyset.\]

Further, let

\[\lambda_0 = \sup(\sigma(T) \cap \mathbb{R}).\]

Then either \(\lambda_0\) is an eigenvalue of \(T\) and there exists an associated positive eigenvector \(v\), that is

\[Tv = \lambda_0 v, \quad v \in \mathcal{K} \setminus \{0\},\]

or else the operator \(\lambda_0 I - T\) is not Fredholm.

In what follows, whenever we take \(\mathcal{X} = \ell^\infty(\mathbb{Z})\), then we let \(\mathcal{K}\) be the cone of non-negative sequences, namely those \(x = \{x_n\}_{n \in \mathbb{Z}}\) with \(x_n \geq 0\) for every \(n\).

**Lemma 3.3.** If \(T \in \mathcal{L}(\mathcal{X})\) satisfies \(T \geq -\sigma I\) for some \(\sigma \in \mathbb{R}\), then \(T\) is resolvent positive. In particular, the operator \(L_q(a)\) in equation (3.1) is of this form for any \(q \in \ell^\infty(\mathbb{Z})\) and \(a \in (-1, 1)\), and hence is resolvent positive.

**Proof.** For a general operator \(T\) as in the statement of the lemma, write \(T = B - \sigma I\) where \(B \geq 0\).

Then

\[(\lambda I - T)^{-1} = ((\lambda + \sigma)I - B)^{-1} = \frac{1}{\lambda + \sigma} \sum_{k=0}^{\infty} \frac{B^k}{(\lambda + \sigma)^k}\]

converges for \(\lambda + \sigma > \|B\|\), and is a sum of positive operators hence is positive.

For the specific operator \(L_q\) we see that taking \(\sigma \geq 2 + \max\{f'(u, a) \mid -1 \leq u \leq 1\}\) gives \(L_q \geq -\sigma I\), as desired. \(\square\)

**Proposition 3.4.** Suppose that \(q \in \ell^\infty(\mathbb{Z})\) and \(a \in (-1, 1)\) are as in the statement of Lemma 3.1. Then \(\sigma(L_q) \cap \mathbb{R} \neq \emptyset\). Assume additionally that the quantity

\[\lambda_0 = \sup(\sigma(L_q) \cap \mathbb{R})\]

(3.7)
satisfies
\[ \lambda_0 > \max\{-f'(1,a), -f'(-1,a)\}. \] (3.8)

Then \( \lambda_0 \) is an eigenvalue of \( L_q \) and \( \lambda_0 I - L_q \) has a one-dimensional kernel, and so
\[ \ker(\lambda_0 I - L_q) = \{av \mid a \in \mathbb{R} \} \]
for some \( v \in \ell^\infty(\mathbb{Z}) \setminus \{0\} \). Further, the eigenvector \( v \) can be chosen to satisfy \( v_n > 0 \) for all \( n \in \mathbb{Z} \), and there are constants \( K > 0 \) and \( 0 < \mu < 1 \) such that \( v_n \leq K\mu^n \) for all \( n \in \mathbb{Z} \), and so also \( v \in \ell^1(\mathbb{Z}) \). Finally, the operator \( \lambda_0 I - L_q \) is Fredholm with index zero, with range
\[ \text{ran}(\lambda_0 I - L_q) = \{w \in \ell^\infty(\mathbb{Z}) \mid \langle v, w \rangle = 0 \}. \] (3.9)

**Proof.** The operator \( L_q \) is resolvent positive by Lemma 3.3 and so Proposition 3.2 implies that \( \sigma(L_q) \cap \mathbb{R} \neq \emptyset \). Now assume that the inequality (3.8) holds. Then \( \lambda_0 I - L_q \) is Fredholm with index zero, by Lemma 3.1. Thus Proposition 3.2 implies that \( \lambda_0 \) is an eigenvalue of \( L_q \) with an associated eigenvector \( v \in \mathcal{K} \setminus \{0\} \), that is, with \( v \neq 0 \), and \( v_n \geq 0 \) for every \( n \in \mathbb{Z} \). It follows from Lemma 3.1 that \( \lambda_0 \) is simple and that \( v \) enjoys exponential decay in \( n \), and that moreover the formula (3.9) for the range holds.

It remains to prove that the strict inequality \( v_n > 0 \) holds for every \( n \). If this is false, then there exists some \( k \in \mathbb{Z} \) for which \( v_k = 0 \), and with either \( v_{k+1} > 0 \) or \( v_{k-1} > 0 \). In any case, both \( v_{k \pm 1} \geq 0 \). But then
\[ 0 = ((\lambda_0 I - L_q)v)_k = \lambda_0 v_k - v_{k+1} - v_{k-1} + (2 + f' (q_k, a))v_k < 0, \]
a contradiction.

**Proof of Proposition 1.4.** It follows from Proposition 3.4 that it suffices to show that \( \lambda_0 = 0 \) for the quantity in (3.7), taking \( q = p \) and \( a(a_+ + (0)) \), and thus with the operator \( L = L_p(a_+ + (0)) \) as in equation (1.20).

Let us first show that \( \lambda_0 \leq 0 \). Assuming to the contrary that \( \lambda_0 > 0 \), let \( v \in \ell^\infty(\mathbb{Z}) \) be the associated positive eigenvector as in Proposition 3.4. Also let \( \Psi(\zeta) = S\Phi(\zeta) - p \), with \( \Phi(\zeta) \) as in Proposition 2.3, so that \( \Psi(\zeta) \geq 0 \) with \( \Psi(\zeta) \neq 0 \). Then from equation (2.8) we have
\[ -\Psi' = (S + S^{-1} - 2I)\Psi - f(\Psi + p, a_+ + (0)) + f(p, a_+ + (0)) \]
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which can be rewritten as
\[ -\Psi' = L\Psi - E(\zeta), \]
\[ E(\zeta) = f(\Psi(\zeta) + p, a_+(0)) - f(p, a_+(0)) - f'(p, a_+(0))\Psi(\zeta). \]

Now \( v \in \ell^1(\mathbb{Z}) \) by the exponential decay of \( v_n \), and so we may take the inner (duality) product \( \langle \cdot, \cdot \rangle \) of the above equation with \( v \). Denoting this by \( w(\zeta) = \langle v, \Psi(\zeta) \rangle \), we have that
\[ -w'(\zeta) = \langle v, L\Psi(\zeta) \rangle - \langle v, E(\zeta) \rangle = \langle L^*v, \Psi(\zeta) \rangle - \langle v, E(\zeta) \rangle = \lambda_0 w(\zeta) - e(\zeta), \]
where \( e(\zeta) = \langle v, E(\zeta) \rangle \). Also note that \( w(\zeta) > 0 \) for every \( \zeta \). Now
\[ E_n(\zeta) = f(\psi_n(\zeta) + p_n, a_+(0)) - f(p_n, a_+(0)) - f'(p_n, a_+(0))\psi_n(\zeta) \]
and so there exists \( K > 0 \) such that
\[ |E_n(\zeta)| \leq K\psi_n(\zeta)^2 \leq K\|\Psi(\zeta)\|\psi_n(\zeta) \]
with \( \| \cdot \| \) denoting the norm in \( \ell^\infty(\mathbb{Z}) \). Thus
\[ |e(\zeta)| \leq \sum_{n=-\infty}^{\infty} v_n|E_n(\zeta)| \leq K\|\Psi(\zeta)\| \sum_{n=-\infty}^{\infty} v_n\psi_n(\zeta) = K\|\Psi(\zeta)\|w(\zeta), \]
where the positivity of \( v \) and of \( \Psi(\zeta) \) is crucial in obtaining this inequality. From this and from (3.10) we have that
\[ -w'(\zeta) \geq (\lambda_0 - K\|\Psi(\zeta)\|)w(\zeta), \]
and in particular, \( -w'(\zeta) \geq \frac{\lambda_0}{2} w(\zeta) \) for all sufficiently negative \( \zeta \), since \( \Psi(\zeta) \to 0 \) as \( \zeta \to -\infty \). However, this is impossible as \( w(\zeta) \to 0 \) as \( \zeta \to -\infty \) with \( w(\zeta) > 0 \) for every \( \zeta \). This contradiction proves that \( \lambda_0 \leq 0 \).

To complete the proof that \( \lambda_0 = 0 \), we prove that \( \lambda_0 \geq 0 \). Assume to the contrary that \( \lambda_0 < 0 \). Then \( 0 \not\in \sigma(L) \) from the definition of \( \lambda_0 \) and so \( L \) is invertible. This fact together with the implicit function theorem allows us to solve equation (2.5) for \( q = q(a) \in \ell^\infty(\mathbb{Z}) \) depending smoothly on \( a \), for a near \( a_+(0) \), and with \( q(a) = p \) at \( a = a_+(0) \). To be specific, assume that such \( q(a) \) is defined for \( a \in U \), where \( U \subseteq (-1, 1) \) is an open interval containing the point \( a_+(0) \). (We reserve the right below to decrease \( U \) by taking a smaller neighborhood of \( a_+(0) \).) Let us recall here the strict inequalities \(-1 < a_+(0) < 1 \) from Lemma 2.1, which will also be used below.
It is enough to show that \( q_n(a) \) depends monotonically on \( n \), that is, \( q_n(a) \leq q_{n+1}(a) \) for every \( n \in \mathbb{Z} \) and \( a \in U \). Indeed, if this holds then for every \( a \in U \) we have a monotone solution of equation (2.5) at \((\kappa,\sigma) = (1,0)\) with \( c = 0 \), and this implies that \( U \) is a subset of the pinning region \((a_-(0), a_+(0))\). However, this contradicts the fact that \( U \) is a neighborhood of \( a_+(0) \).

Let us prove strict monotonicity in \( n \) for \( n \geq 0 \), the proof of monotonicity for \( n \leq 0 \) being similar. Fix a sufficiently large integer \( N \) and sufficiently small \( \varepsilon > 0 \), such that

\[
p_N > \frac{1 + a_+(0)}{2} > a + \varepsilon, \quad \|q(a) - p\| < \varepsilon, \quad p_{n+1} - p_n > 2\varepsilon, \tag{3.11}
\]

holds for every \( a \in U \) and for \( 0 \leq n < N \). One easily does this by first choosing \( N \) to satisfy the first inequality in (3.11), then choosing \( \varepsilon \), and then possibly decreasing the neighborhood \( U \). We claim that \( q_{n+1}(a) > q_n(a) \) for every \( n \geq 0 \) and \( a \in U \). For such \( a \), first observe that

\[
q_{n+1}(a) - q_n(a) > p_{n+1} - p_n - 2\varepsilon > 0, \quad 0 \leq n < N,
\]

by (3.11). Also observe that

\[
q_n(a) > p_n - \varepsilon \geq p_N - \varepsilon > \frac{1 + a_+(0)}{2} - \varepsilon > a, \quad n \geq N, \tag{3.12}
\]

again by (3.11). Now assume for some \( a \in U \) that there exists \( m \geq N \) such that \( q_{m+1}(a) - q_m(a) \leq 0 \). Take \( m \) to be the least such integer, and so \( q_m(a) - q_{m-1}(a) > 0 \). Then from equation (2.5) at \( n = m \) we have that \( f(q_m(a), a) < 0 \), and so from (3.12) we have that \( q_m(a) \in (a, 1) \). Two cases now arise, and we shall rule out each of them in turn. For the first case, there exists \( j > m \) such that \( q_{j+1}(a) - q_j(a) > 0 \). Take \( j \) to be the least such integer, and so \( q_j(a) - q_{j-1}(a) \leq 0 \), which with equation (2.5) implies that \( f(q_j(a), a) > 0 \). However, from the choice of \( j \) and from (3.12) it follows that \( a < q_j(a) \leq q_m(a) < 1 \), which implies that \( f(q_j(a), a) < 0 \), a contradiction. We now consider the second case, in which \( q_{j+1}(a) - q_j(a) \leq 0 \) for every \( j > m \). Then the limit \( q_j(a) \to q_\infty(a) \) exists as a nonincreasing sequence for \( j \geq m \), and upon taking the limit \( n \to \infty \) in equation (2.5) we have that \( f(q_\infty(a), a) = 0 \), hence \( q_\infty(a) \in \{-1, a, 1\} \). But (3.12) implies that \( q_\infty(a) > a \), and so \( q_\infty(a) = 1 \). On the other hand, \( q_\infty(a) \leq q_m(a) < 1 \), and this is a contradiction. With this, the proof of the proposition is complete.

The fact that \( \lambda_0 = 0 \) will allow us to make a center manifold reduction. The positivity of the kernel element \( v \) will allow us to make use of the center manifold reduction to induce a sign condition on \( f \). The next section is devoted to constructing the center manifold.
4 A Center Manifold Reduction

So long as Condition A holds and (1.13) is an equality at $\theta_0 = 0$, then Proposition 2.4 guarantees that the difference equation (1.22) admits a monotone increasing solution $X_m$ which converges to $p$ as $m \rightarrow \infty$. Similarly, the solution of (1.22) given by $SX_m$ is also monotone increasing in $m$ and converges (downward) to $p$ as $m \rightarrow -\infty$. Our aim is to close the argument by showing that such dynamical behavior can occur only when $B = 0$ for the quantity in Condition B, and thus can only happen when Condition B fails. In other words, when Condition B holds and so $B \neq 0$, then the inequality (1.13) is strict at $\theta_0 = 0$ and so crystallographic pinning occurs in the direction $\theta_0 = 0$.

Our approach is to consider the difference equation

$$
Y_{m+1} = 2Y_m - Y_{m-1} - (S + S^{-1} - 2I)Y_m + f(p + Y_m, a_+ (0)) - f(p, a_+ (0)),
$$

which is satisfied by both $Y_m = X_m - p$ and also by $Y_m = SX_m - p$ whenever $X_m$ satisfies (1.22). We shall show that when Condition A holds, then the system (4.1) possesses a two-dimensional center manifold at the origin. Moreover, this center manifold contains two monotone orbits which approach 0 from below and above, and toward which the orbits $X_m - p$ and $SX_m - p$, respectively, obtained in Proposition 2.4 converge exponentially fast as $m \rightarrow \infty$. A convexity argument then shows that the existence of one of these orbits forces $B \leq 0$ and the other forces $B \geq 0$, thus $B = 0$ must hold.

The first step in this process is the construction of a smooth center manifold. The following theorem is a discrete-time version of Theorem 4.1 in [20]. For details see [21] in the case where $\mathcal{X}$ is a Hilbert space.

**Theorem 4.1 (Center Manifold Theorem).** Let $\mathcal{X}$ be a Banach space and let $A \in \mathcal{L}(\mathcal{X})$ satisfy the following spectral gap condition: There exists $\alpha > 0$ such that for each $\lambda \in \sigma (A)$ either $|\lambda| = 1$ or $|\log |\lambda|| > \alpha$. Denote by $\mathcal{X}^c$ and $\mathcal{X}^h$ the associated center and hyperbolic subspaces of $\mathcal{X}$, corresponding to spectra with $|\lambda| = 1$ and $|\lambda| \neq 1$, respectively. Assume that $\mathcal{X}^c$ is finite dimensional. Let $g : \mathcal{X} \rightarrow \mathcal{X}$ be a $C^k$-smooth function for some $1 \leq k < \infty$ and satisfy $g(0) = 0$ and $Dg(0) = 0$. Then there exist neighborhoods $\Omega^c \subseteq \mathcal{X}^c$ and $\Omega^h \subseteq \mathcal{X}^h$ of the origin in these subspaces, and a $C^k$ mapping $\psi : \Omega^c \rightarrow \Omega^h$ with $\psi(0) = 0$ and $D\psi(0) = 0$, such that the following properties hold:
• If \( x_n^c \in \Omega^c \) for \( 0 \leq n \leq N + 1 \) satisfies the reduced system

\[
x_{n+1}^c = A^c x_n^c + \pi^c g(x_n^c + \psi(x_n^c))
\]

(4.2)

for \( 0 \leq n \leq N \), and if we let \( x_n = x_n^c + \psi(x_n^c) \), then \( x_n \) satisfies the full system

\[
x_{n+1} = A x_n + g(x_n)
\]

(4.3)

for \( 0 \leq n \leq N \).

• If \( x_n \) satisfies the full system (4.3) and also \( x_n \in \Omega \) for all \( n \in \mathbb{Z} \), then \( \pi^h x_n = \psi(\pi^c x_n) \) and \( x_n^c = \pi^c x_n \) satisfies the reduced system (4.2) for every \( n \in \mathbb{Z} \).

In the above statements, we let \( \pi^c \) and \( \pi^h \) denote the canonical projections with respect to the decomposition \( \mathcal{X} = \mathcal{X}^c \oplus \mathcal{X}^h \), and \( A^c = \pi^c A \) and \( A^h = \pi^h A \) are the corresponding operators on these subspaces. We also denote \( \Omega = \{ x^c + x^h \mid x^c \in \Omega^c \text{ and } x^h \in \Omega^h \} \), which is a neighborhood of the origin in \( \mathcal{X} \).

When Theorem 4.1 holds, we call the set

\[
W^c = \{ x^c + \psi(x^c) \mid x^c \in \Omega^c \} \subseteq \Omega
\]

a local center manifold for the full system (4.3), and the system (4.2) restricted to this set is called the reduced system. We only outline the proof of this result. For more details, see [21, 22, 20].

**Sketch of Proof.** The full evolution equation (4.3) may be written in terms of its center, stable, and unstable parts, where we decompose \( \mathcal{X} = \mathcal{X}^c \oplus \mathcal{X}^h = \mathcal{X}^c \oplus (\mathcal{X}^s \oplus \mathcal{X}^u) \) in this fashion. We generally denote \( x^0 = \pi^0 x \), with \( A^0 = \pi^0 A \) and \( g^0(x) = \pi^0 g(x) \), where \( \pi^0 \) denotes the spectral projection onto \( \mathcal{X}^0 \), with \( \circ \) representing \( c, h, s, \) or \( u \). We thus have

\[
\begin{align*}
x_{n+1}^c &= A^c x_n^c + g^c(x_n), \\
x_{n+1}^s &= A^s x_n^s + g^s(x_n), \\
x_{n+1}^u &= A^u x_n^u + g^u(x_n),
\end{align*}
\]

for the full equation (4.3), and we have that \( x_n = x_n^c + x_n^s + x_n^u \). The corresponding variation of
constants formulae are

\[ x_n^c = (A^c)^n x_0^c + \sum_{j=0}^{n-1} (A^c)^{n-1-j} g^c(x_j), \]

\[ x_n^s = (A^s)^n x_0^s + \sum_{j=0}^{n-1} (A^s)^{n-1-j} g^s(x_j), \]  (4.4)

\[ x_n^u = (A^u)^n x_0^u + \sum_{j=0}^{n-1} (A^u)^{n-1-j} g^u(x_j), \]

where if \( n \leq 0 \) we interpret \( \sum_{j=0}^{n-1} = -\sum_{j=n}^{-1} \) with \( \sum_{j=0}^{-1} \) the empty sum. We begin the proof by restricting attention to the case where the orbit \( \{x_n\}_{n \in \mathbb{Z}} \) is bounded for all \( n \in \mathbb{Z} \). In this case, upon multiplying the second (stable) equation in (4.4) by \( (A^s)^{-n} \) and letting \( n \to -\infty \), and also multiplying the third (unstable) equation in (4.4) by \( (A^u)^{-n} \) and letting \( n \to \infty \), we obtain

\[ x_0^s = \sum_{j=-\infty}^{-1} (A^s)^{-1-j} g^s(x_j), \]  (4.5)

\[ x_0^u = \sum_{j=0}^{\infty} (A^u)^{-1-j} g^u(x_j), \]

and then substituting (4.5) into the second and third equations of (4.4) gives

\[ x_n^s = \sum_{j=-\infty}^{n-1} (A^s)^{n-1-j} g^s(x_j), \]  (4.6)

\[ x_n^u = \sum_{j=n}^{\infty} (A^u)^{n-1-j} g^u(x_j). \]

Combining (4.6) with the first equation in (4.4) thus gives

\[ x_n = (A^c)^n x_0^c + \sum_{j=0}^{n-1} (A^c)^{n-1-j} g^c(x_j) \]

\[ + \sum_{j=-\infty}^{n-1} (A^s)^{n-1-j} g^s(x_j) - \sum_{j=n}^{\infty} (A^u)^{n-1-j} g^u(x_j). \]  (4.7)

We regard (4.7) as a fixed point equation for the trajectory \( \{x_n\}_{n \in \mathbb{Z}} \) with \( x_0^c \) as a parameter. For
each $\zeta > 0$ define the Banach space $Y_\zeta$ of sequences $x = \{x_n\}_{n \in \mathbb{Z}}$ in $X$ by

$$Y_\zeta = \{x : \mathbb{Z} \to X \mid \|x\|_\zeta < \infty\}, \quad \|x\|_\zeta = \sup_{n \in \mathbb{Z}} e^{-\zeta|n|}\|x_n\|_X,$$

with $\| \cdot \|_\zeta$ being the norm in $Y_\zeta$. Also define $G : \mathcal{X}^c \times Y_\zeta \to Y_\zeta$ to be the right hand side of equation (4.7), with arguments $x_0^c \in \mathcal{X}^c$ and $x = \{x_n\}_{n \in \mathbb{Z}} \in Y_\zeta$, with $\alpha$ as in the statement of the theorem. Thus the fixed points of $G(x_0^c, \cdot)$ are solutions of (4.7). It is not hard to show that $G(x_0^c, \cdot)$ is a contraction mapping, so long as the lipschitz constant of $g$ is sufficiently small. Assuming this, denote the unique fixed point of $G(x_0^c, \cdot)$ by $\Psi(x_0^c) \in Y_\alpha$, and let $\psi : \mathcal{X}^c \to \mathcal{X}^h$ be given by $\psi(x_0^c) = \pi^h[\Psi(x_0^c)]$. Observe that $x_n^c = \pi^c[\Psi(x_0^c)_n]$ solves the reduced system (4.2) and that $x_n = \pi^c[\Psi(x_0^c)_n] + \pi^c[\Psi(x_0^c)_n]$ solves the full system (4.3).

The difficult part is proving that $\psi$ is smooth. Since we are using the uniform contraction mapping principle, we obtain that the fixed point $\Psi$ is only as smooth in $x_0^c$ as the uniform contraction mapping $G$ is. The Nemytskii operator associated to $g$ is in general not smooth as a mapping from $Y_\alpha$ to itself. However, it is $C^k$-smooth as a mapping from $Y_\zeta$ to $Y_\alpha$ whenever $k\zeta < \alpha$. Using this fact, one may show with a clever application of the fiber contraction theorem to the map $G$ that $\Psi : \mathcal{X}^c \to Y_\alpha$ is $C^k$-smooth, and thus $\psi : \mathcal{X}^c \to \mathcal{X}^h$ is $C^k$-smooth.

To complete the theorem, it remains only to remove the assumption that the lipschitz constant of $g$ is small. This is done by considering the modified system

$$x_{n+1} = Ax_n + \tilde{g}(x_n)$$

(4.8)

where $\tilde{g}(x) = g(x)\chi(x)$. Here $\chi(x) = \chi_0(\|x\|_\varepsilon)\chi_0(\|x^h\|_\varepsilon)$ where $\chi_0 : [0, \infty) \to \mathbb{R}$ is a smooth cutoff function which is identically 1 on $[0, 1]$ and vanishes identically on $[2, \infty)$. By choosing $\varepsilon$ small enough, we can make the lipschitz constant of $g$ as small as we wish on the region on which $\chi(x)$ is nonzero, and it follows from what we have sketched above that the system (4.8) has a global center manifold. As for smoothness of this manifold, recall that in general Banach spaces need not have smooth norms. However, as we have assumed that $\mathcal{X}^c$ is finite dimensional, we may assume that its norm is smooth. Thus $\chi(x)$ depends smoothly on $x^c$, but in general is only lipschitz in $x^h$. It follows that $\chi$ and thus $G(x_0^c, \cdot)$ is smooth in the region $\|x^h\| < \varepsilon$ where the cutoff function in the hyperbolic direction is constant. One now uses exponential estimates on the map $G$ to show that $\|\Psi(x_0^c)_n\| < \varepsilon$ for all coordinates of the fixed point $\Psi(x_0^c)$ of $G(x_0^c, \cdot)$, whenever $\|x_0^c\| < \varepsilon$. With this and the above remarks about smoothness, it follows that $\psi(x_0^c)$ depends smoothly on $x_0^c$ for $\|x_0^c\| < \varepsilon$. Taking $\Omega^c$ and $\Omega^h$ to be the balls of radius $\varepsilon$ in $\mathcal{X}^c$ and $\mathcal{X}^h$ centered at the origin, the result now follows.
In addition to the existence of a smooth local center manifold, our proof of Theorem 1.1 requires the following shadowing lemma which guarantees that each orbit which stays close to the center manifold approaches an orbit on the center manifold exponentially fast. This is classical, and generally a consequence of the existence of a center-stable foliation. We do not require the full apparatus here so we provide an independent proof for the specific estimate that we need. The proof is similar to the construction of a stable manifold.

**Lemma 4.2 (Shadowing Lemma).** Consider the setting of Theorem 4.1, with \( \alpha > 0 \) as in the statement of that result. Then there exists a neighborhood \( \Omega \subseteq X \) of the origin such that any forward solution \( x = \{x_n\}_{n \geq 0} \subseteq \Omega \) to the full system (4.3) which lies in \( \Omega \) possesses an exponentially close shadow on the center manifold. More precisely, there exists a positive constant \( K \) such that for any such solution to equation (4.3), there exists a sequence \( y^c = \{y^c_n\}_{n \geq 0} \subseteq X^c \) which satisfies the reduced system (4.2) and such that

\[
\|x_n - y^c_n - \psi(y^c_n)\| \leq Ke^{-\alpha n}\|x_0 - x^c_0 - \psi(x^c_0)\|, \quad n \geq 0.
\]

**Proof.** The proof breaks up naturally into two parts. First we show that \( x_n \) approaches the center manifold exponentially fast. Then we show that \( x_n \) differs from a particular orbit on the center manifold by an exponentially decreasing amount. Throughout, we work in a sufficiently small neighborhood \( \Omega \) of the origin in \( X \). In what follows we shall let \( \tilde{\Omega} \) denote the neighborhood which was denoted by \( \Omega \) in the statement of Theorem 4.1, and which contains the center manifold. We shall let \( \Omega \) denote a (possibly) smaller neighborhood \( \Omega \subseteq \tilde{\Omega} \) which will be constructed below and for which the statement of the present lemma is valid. We shall otherwise keep the same notation as in the proof of Theorem 4.1.

We first introduce new coordinates \((x^c, w)\) replacing \((x^c, x^h)\) in a neighborhood of the origin, where \( w \in X^h \) replaces \( x^h \) and is defined by \( w = x^h - \psi(x^c) \), and with the coordinate \( x^c \) unchanged. Thus \( w = 0 \) if and only if \( x \) lies on the center manifold, in this neighborhood, and we have \( x = x^c + \psi(x^c) + w \). The evolution equation for the full system (4.3) written in the new coordinates takes the form

\[
x^c_{n+1} = A^c x^c_n + g^c(x^c_n + \psi(x^c_n) + w_n),
\]

\[
w_{n+1} = A^h w_n + A^h \psi(x^c_n) + g^h(x^c_n + \psi(x^c_n) + w_n) - \psi(A^c x^c_n + g^c(x^c_n + \psi(x^c_n) + w_n)).
\]
It is a consequence of the invariance of the center manifold that \( \psi \) satisfies the functional relation

\[
\psi(A^c u + g^c(u + \psi(u))) = A^h \psi(u) + g^h(u + \psi(u)),
\]

and it follows from this that we may rewrite the system (4.9) as

\[
\begin{align*}
x_{n+1}^c &= A^c x_n^c + \tilde{g}^c(x_n^c, w_n), \\
 w_{n+1} &= A^h w_n + \tilde{g}^h(x_n^c, w_n),
\end{align*}
\]

where \( \tilde{g}^c \) and \( \tilde{g}^h \) are given by

\[
\tilde{g}^c(u, w) = g^c(u + \psi(u) + w),
\]

\[
\tilde{g}^h(u, w) = g^h(u + \psi(u) + w) - g^h(u + \psi(u))
\]

\[
+ \psi(A^c u + g^c(u + \psi(u))) - \psi(A^c u + g^c(u + \psi(u) + w)).
\]

Observe that \( \tilde{g}^h(u, 0) = 0 \) identically, and also that \( D\tilde{g}^h(0, 0) = 0 \) since \( Dg(0) = 0 \) and \( D\psi(0) = 0 \).

Now let \( w^s = \pi^s w \) and \( w^u = \pi^u w \) denote the projections of \( w \) onto the stable and unstable subspaces, and so \( w = w^s + w^u \). Let \( \tilde{g}^s(u, w) = \pi^s \tilde{g}^h(u, w) \) and \( \tilde{g}^u(u, w) = \pi^u \tilde{g}^h(u, w) \), and note that \( \tilde{g}^s(u, 0) = 0 \) and \( \tilde{g}^u(u, 0) = 0 \) identically, and that \( D\tilde{g}^s(0, 0) = 0 \) and \( D\tilde{g}^u(0, 0) = 0 \). Much as in the proof of Theorem 4.1, we may write the variation of constants formulae

\[
\begin{align*}
w_n^s &= (A^s)^n w_0^s + \sum_{j=0}^{n-1} (A^s)^{n-1-j} \tilde{g}^s(x_j^c, w_j), \\
 w_n^u &= -\sum_{j=n}^{\infty} (A^u)^{n-1-j} \tilde{g}^u(x_j^c, w_j),
\end{align*}
\]

although we take a finite sum here for the stable part in contrast to the proof of Theorem 4.1. (We have also omitted the formula for \( x_n^c \) as it will not be needed here.) Adding the two formulae in (4.10) gives

\[
w_n = (A^s)^n w_0^s + \sum_{j=0}^{n-1} (A^s)^{n-1-j} \tilde{g}^s(x_j^c, w_j) - \sum_{j=n}^{\infty} (A^u)^{n-1-j} \tilde{g}^u(x_j^c, w_j),
\]

for every \( n \geq 0 \), and which is valid for any forward orbit \( x = \{x_n\}_{n \geq 0} \) lying in \( \tilde{\Omega} \).

We wish to show that the coordinates \( w_n \) decay exponentially to zero provided the sequence \( x_n \) lies in a sufficiently small neighborhood \( \Omega \) of the origin. Our approach is to regard the coordinates
and $w_0^s$ as known, and to consider equation (4.11) as a fixed point problem for the bounded sequence $w = \{w_n\}_{n \geq 0}$. More precisely, we shall show this sequence is in fact a fixed point both in a space of bounded sequences, and also in a space of exponentially decaying sequences.

To this end, for any $\zeta \geq 0$ define the Banach space $Z_\zeta$ of one-sided sequences in $\mathcal{X}^h$

$$Z_\zeta = \{z : \mathbb{N}_0 \to \mathcal{X}^h \mid \|z\|_\zeta < \infty\}, \quad \|z\|_\zeta = \sup_{n \geq 0} e^{\zeta n} \|z_n\|_\mathcal{X},$$

where $\mathbb{N}_0 = \{0, 1, 2, \ldots\}$. (Contrast the definition of this space of one-sided decaying sequences, with that of $Y_\zeta$ which has two-sided growing sequences. We trust that the same notation $\| \cdot \|_\zeta$ for the two norms will not lead to confusion.) Next, with $\alpha$ as in the statement of the theorem, there exist $\gamma > \alpha$ and $C > 0$ such that

$$\|(A^s)^n\|, \|(A^u)^{-n}\| \leq Ce^{-\gamma n}, \quad n \geq 0. \quad (4.12)$$

Now fix a neighborhood $\Omega \subseteq \tilde{\Omega}$ of the origin and take small enough quantities $\varepsilon$ and $\delta$ such that the following all hold. First,

$$\|w^s\| \leq \frac{\varepsilon}{2C} \text{ whenever } x \in \Omega, \quad (4.13)$$

where as usual $w^s = \pi^s w$ with $w = x^h - \psi(x^c)$. Next,

$$\|D_z\tilde{g}^s(x^c, z)\|, \|D_z\tilde{g}^u(x^c, z)\| \leq \delta \quad (4.14)$$

whenever $x \in \Omega$ and $z \in \mathcal{X}^h$ with $\|z\| \leq \varepsilon$, with $D_z$ denoting the derivative with respect to the second argument. Here $z$ need not be the $w$-coordinate arising from $x$ as above, but rather is an arbitrary point in the closed $\varepsilon$-ball about the origin in $\mathcal{X}^h$. Finally, we require that the inequality (4.17) below with (4.15) should hold both for $\zeta = \alpha$ and for $\zeta = 0$. It is easily seen that all this can be accomplished by first fixing $\delta$, and then $\varepsilon$, and then taking $\Omega$ sufficiently small.

Now let $\{x_n\}_{n \geq 0} \subseteq \Omega$ be as in the statement of the lemma, with $w_n = x_n^h - \psi(x_n^c)$ as usual. Denote the closed $\varepsilon$-ball about the origin in $Z_\zeta$ by

$$B_\zeta(\varepsilon) = \{z = \{z_n\}_{n \geq 0} \in Z_\zeta \mid \|z\|_\zeta \leq \varepsilon\},$$

and define a map $G : B_\zeta(\varepsilon) \to Z_\zeta$ by setting

$$G(z)_n = (A^s)^n w_0^s + \sum_{j=0}^{n-1} (A^s)^{n-1-j} \tilde{g}^s(x_j^c, z_j) - \sum_{j=n}^{\infty} (A^u)^{n-1-j} \tilde{g}^u(x_j^c, z_j)$$
for \( n \geq 0 \). Of course it must be shown that \( G(z) \) actually lies in \( Z_\zeta \). We show this, and will also bound the lipschitz constant of the map \( G \), which will give conditions under which \( G \) is a contraction mapping.

Fix \( \zeta \) satisfying \( 0 \leq \zeta < \gamma \) and take any \( z, \bar{z} \in B_\zeta(\varepsilon) \). Then \( \|z_n - \bar{z}_n\| \leq e^{-\zeta n}\|z - \bar{z}\|_\zeta \), and using (4.12) and (4.14) we have that

\[
\|G(z)_n - G(\bar{z})_n\| \\
\leq C\delta \sum_{j=0}^{n-1} e^{-\gamma (n-1-j)}e^{-\zeta j}\|z - \bar{z}\|_\zeta + C\delta \sum_{j=n}^{\infty} e^{-\gamma (j+1-n)}e^{-\zeta j}\|z - \bar{z}\|_\zeta \\
< \tilde{C}(\zeta)C\delta e^{-\zeta n}\|z - \bar{z}\|_\zeta
\]

after a short calculation, where

\[
\tilde{C}(\zeta) = \frac{e^\zeta}{1 - e^{-(\gamma - \zeta)}} + \frac{e^{-\gamma}}{1 - e^{-(\gamma + \zeta)}}.
\] (4.15)

Thus we have that

\[
\|G(z) - G(\bar{z})\|_\zeta \leq \tilde{C}(\zeta)C\delta\|z - \bar{z}\|_\zeta.
\]

Next note that the sequence \((A^n)^n w_0^\alpha\), which is \( G(0) \), lies in the space \( Z_\zeta \) with the bound

\[
\|G(0)\|_\zeta \leq C\|w_0^\alpha\| \leq \frac{\varepsilon}{2} \quad (4.16)
\]

on its norm, from (4.12) and (4.13). It follows immediately that if

\[
\tilde{C}(\zeta)C\delta \leq \frac{1}{2} \quad (4.17)
\]

holds, then \( G \) is a contraction mapping of \( B_\zeta(\varepsilon) \) into itself, and thus has a fixed point. In fact, we have assumed this to be the case for the choices \( \zeta = 0 \) and \( \zeta = \alpha \). Moreover, we have that \( B_\alpha(\varepsilon) \subseteq B_0(\varepsilon) \) and so the fixed points in these two balls are identical, namely, the bounded sequence \( \{w_n\}_{n \geq 0} \) obtained from the original orbit \( \{x_n\}_{n \geq 0} \) which satisfies (4.11). Thus \( \{w_n\}_{n \geq 0} \) in fact lies in \( B_\alpha(\varepsilon) \). Additionally, as the contraction constant of \( G \) in this ball is bounded by \( \frac{1}{2} \), it follows that \( \|w\|_\alpha \leq 2\|G(0)\|_\alpha \), which with (4.16) yields the bound

\[
\|w_n\| \leq 2C e^{-\alpha n}\|w_0^\alpha\|.
\]

We now show the existence of a shadow orbit \( \{y_n^\alpha\}_{n \geq 0} \), as in the statement of the lemma. As this part of the proof is very similar to the part above, and in particular involves a contraction
mapping in the space \( Z_\alpha \), we only sketch the argument. We write \( u_n = y_n^c - x_n^c \). As \( x_n^c \) satisfies the first equation in (4.9) and we wish \( y_n^c \) to satisfy the reduced equation (4.2), then \( u_n \) must satisfy

\[
    u_{n+1} = A^c u_n + \hat{g}(x_n^c, u_n) + q_n
\]

where

\[
    \hat{g}(x^c, u) = \tilde{g}^c(x^c + u, 0) - \tilde{g}^c(x^c, 0), \quad q_n = \tilde{g}^c(x^n, 0) - \tilde{g}^c(x^n, w_n).
\]

A sufficient condition for (4.18) to hold for \( n \geq 0 \), with \( u_n \) decaying exponentially, is that

\[
    u_n = Q_n - \sum_{j=n}^{\infty} (A^c)^{n-1-j} \hat{g}(x_j^c, u_j)
\]

where

\[
    Q_n = -\sum_{j=n}^{\infty} (A^c)^{n-1-j} q_j.
\]

In particular, one has the (growing) estimate

\[
    \|(A^s)^{-n}\| \leq C e^{\kappa n}, \quad n \geq 0,
\]

where \( \kappa > 0 \) can be taken arbitrarily small, and where \( C = C(\kappa) \). One checks that \( \{q_n\}_{n \geq 0} \) and thus \( \{Q_n\}_{n \geq 0} \) belong to the space \( Z_\alpha \), and also that equation (4.19) possesses a fixed point near the origin in this space. This concludes the sketch of the proof of the existence of a shadow orbit and hence the proof of the lemma.

The existence of a center manifold for our particular system (1.22) follows from the center manifold theorem upon checking that we have a spectral gap at the unit circle. The following lemma establishes the existence of a spectral gap and in addition characterizes the center subspace for a class of difference equations which includes (1.22).

**Lemma 4.3.** Let \( L \in \mathcal{L}(X) \) be an operator for which \( 0 \in \sigma(L) \) is an isolated point of the spectrum, and let \( \pi^0 \in \mathcal{L}(X) \) denote the spectral projection onto the spectral subspace of \( X \) corresponding to this point. Let \( Z = X \times X \) and define \( A \in \mathcal{L}(Z) \) by

\[
    A = \begin{pmatrix}
        2I - L & -I \\
        I & -I
    \end{pmatrix}.
\]
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Then \( 1 \in \sigma(A) \) is an isolated point in the spectrum of \( A \), and the spectral projection \( \Pi \in \mathcal{L}(Z) \) corresponding to this point is given by

\[
\Pi = \begin{pmatrix} \pi^0 & 0 \\ 0 & \pi^0 \end{pmatrix}.
\] (4.20)

Also, if there exists \( \beta_1 > 0 \) such that

\[
\sigma(L) \subseteq \{ \lambda \in \mathbb{C} \mid \text{Re} \lambda < -\beta_1 \} \cup \{0\}
\] (4.21)

then there exists \( \beta_2 > 0 \) such that

\[
\sigma(A) \subseteq \{ \lambda \in \mathbb{C} \mid ||\lambda| - 1| > \beta_2 \} \cup \{1\}.
\] (4.22)

Finally, if the operator \( L \) is Fredholm of index zero and has a one-dimensional generalized kernel spanned by \( v \in X \setminus \{0\} \), that is \( \ker(L) = \{av \mid a \in \mathbb{R} \} \) with \( v \not\in \text{ran}(L) \), then

\[
\text{ran}(\pi^0) = \{av \mid a \in \mathbb{R}\}, \quad \text{ran}(\Pi) = \{\text{col}(av, bv) \mid (a, b) \in \mathbb{R}^2\},
\]

are the above-mentioned spectral subspaces of \( L \) and \( A \), and they have dimension one and two, respectively.

**Proof.** We first show that

\[
\sigma(A) \subseteq \{ \lambda \in \mathbb{C} \setminus \{0\} \mid 2 - \lambda - \lambda^{-1} \in \sigma(L) \}.
\] (4.23)

Suppose that \( \lambda \neq 0 \) is such that \( 2 - \lambda - \lambda^{-1} \not\in \sigma(L) \), and denote \( \Gamma(\lambda) = ((2 - \lambda - \lambda^{-1})I - L)^{-1} \).

We claim that

\[
(\lambda I - A)^{-1} = \begin{pmatrix} -\lambda I & I \\ -I & (2 - \lambda)I - L \end{pmatrix} \begin{pmatrix} \lambda^{-1}\Gamma(\lambda) & 0 \\ 0 & \lambda^{-1}\Gamma(\lambda) \end{pmatrix},
\] (4.24)

and thus \( \lambda \not\in \sigma(A) \). Indeed, this is straightforwardly proved by multiplying the above matrix product by \( \lambda I - A \), to obtain the identity matrix after a brief calculation. We omit the details. Thus (4.23) follows from this, and from the fact that \( 0 \not\in \sigma(A) \), which holds because

\[
A^{-1} = \begin{pmatrix} 0 & I \\ -I & 2I - L \end{pmatrix}.
\]

It now follows from (4.23), and from the easily-checked fact that \( 2 - \lambda - \lambda^{-1} \neq 0 \) whenever \( \lambda \neq 1 \), that if \( \lambda = 1 \) belongs to the spectrum of \( A \) then it is an isolated point of the spectrum.
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It is also easy to establish (4.22) assuming that (4.21) holds. Indeed, with (4.21) holding assume that \( \lambda \in \sigma(A) \setminus \{1\} \). Then \( 2 - \lambda - \lambda^{-1} \in \sigma(L) \setminus \{0\} \) and so \( 2 - \text{Re}(\lambda + \lambda^{-1}) < -\beta_1 \). Writing \( \lambda = |\lambda|e^{i\theta} \), we see that

\[
|\lambda| + |\lambda|^{-1} \geq (|\lambda| + |\lambda|^{-1}) \cos \theta = \text{Re}(\lambda + \lambda^{-1}) > 2 + \beta_1.
\]

Denoting the two positive roots of \( r + r^{-1} = 2 + \beta_1 \) by \( r_\pm \) with \( r_- < 1 < r_+ \), we have that either \( |\lambda| < r_- \) or \( |\lambda| > r_+ \), and thus (4.22) holds with \( \beta_2 = \min\{1 - r_1, r_+ - 1\} \).

We next calculate the spectral projection \( \Pi \) for \( A \) corresponding to the point \( \lambda = 1 \). (At this point we do not yet know that \( 1 \in \sigma(A) \), however, this fact will follow when we show that \( \Pi \neq 0 \).) For sufficiently small \( r \) we have that

\[
\Pi = \frac{1}{2\pi i} \int_{|\lambda| = r} (\lambda I - A)^{-1} d\lambda.
\]

We calculate the above integral for each of the four block entries of the matrix (4.24), but for simplicity we shall only provide the details for one of the entries, as the approach for the others is similar. We take the lower right-hand entry

\[
\Pi_{2,2} = \frac{1}{2\pi i} \int_{|\lambda| = r} ((2 - \lambda)I - L)\lambda^{-1}\Gamma(\lambda) d\lambda
\]

(4.25)

\[
= \frac{1}{2\pi i} \int_{|\nu| = r} (L + (\nu - 1)I)(\nu^2 I + (\nu + 1)L)^{-1} d\nu,
\]

\[
= \frac{1}{2\pi i} \int_{|\nu| = r} (L^j + (\nu - 1)I)(\nu^2 I + (\nu + 1)L^j)^{-1} d\nu
\]

(4.26)

for \( j = 1, 2 \), where \( L^j = \pi^j L \) is regarded as an operator on the spectral subspace \( \pi^j X \subseteq X \), and we separately calculate these contour integrals. Now \( 0 \not\in \sigma(L^1) \), and thus the integrand \( (L^1 + (\nu - 1)I)(\nu^2 I + (\nu + 1)L^1)^{-1} \) in (4.26) is holomorphic in \( \nu \) in a neighborhood of \( \nu = 0 \). Thus the integral vanishes by Cauchy’s theorem, and so \( \pi^1 \Pi_{2,2} = 0 \). On the other hand, for the case \( j = 0 \) we have \( \sigma(L^0) = \{0\} \), and so the integrand is holomorphic for all complex \( \nu \) except \( \nu = 0 \). In this case we may increase the radius \( r \) of the contour arbitrarily, again by Cauchy’s theorem. Upon doing so, and then scaling \( \nu \), we write the integral in the equivalent form

\[
\pi^0 \Pi_{2,2} = \frac{1}{2\pi i} \int_{|\nu| = 1} \nu^{-1}(r\nu)^{-1}L^0 + (1 - (r\nu)^{-1})I(I + ((r\nu)^{-1} + (r\nu)^{-2})L^0)^{-1} d\nu.
\]
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In the limit \( r \to \infty \) we obtain

\[
\pi^0 \Pi_{2,2} = \frac{1}{2\pi i} \int_{|\nu|=1} \nu^{-1} I \, d\nu = I,
\]

which is the identity operator on the space \( \pi^0 X \). It thus follows that \( \Pi_{2,2} = \pi^0 \). The proofs for the remaining three cases are similar, in which one shows that \( \Pi_{1,1} = \pi^0 \) and \( \Pi_{1,2} = \Pi_{2,1} = 0 \). This establishes (4.20).

The final statement of the lemma follows immediately from the fact that with \( L \) having the Fredholm properties described, we have \( X = \ker(L) \oplus \text{ran}(L) \), and so the range of the spectral projection \( \pi^0 \) is the one-dimensional subspace \( \ker(L) \subseteq X \) spanned by \( v \).

In the following proposition we construct a center manifold for the difference equation (4.1) and compute the reduced equations on it. To begin, let us rewrite (4.1) as a system in the product space \( Z = X \times X \) where \( X = \ell^\infty(Z) \), namely

\[
Y_{m+1} = (2I - L)Y_m - W_m + g(Y_m),
\]

\[
W_{m+1} = Y_m,
\]

where \( L = L_p(a_+(0)) \) is the operator in (1.20) and where \( g : X \to X \) is given by

\[
g(Y) = f(p + Y, a_+(0)) - f(p, a_+(0)) - f'(p, a_+(0))Y.
\]

Thus we have the system \( Z_{m+1} = AZ_m + G(Z_m) \) with \( Z \in \mathcal{Z} \), and \( A \in L(\mathcal{Z}) \) and \( G : \mathcal{Z} \to \mathcal{Z} \) given by

\[
Z = \begin{pmatrix} Y \\ W \end{pmatrix}, \quad A = \begin{pmatrix} 2I - L & -I \\ I & 0 \end{pmatrix}, \quad G(Z) = \begin{pmatrix} g(Y) \\ 0 \end{pmatrix}.
\]

The following center manifold reduction holds for this system.

**Proposition 4.4.** Let Condition A hold and take \( v \) as in Proposition 1.4. Then the system (4.27), (4.28) in the space \( \mathcal{Z} \) satisfies the conditions of Theorem 4.1 (the Center Manifold Theorem) with the associated center and hyperbolic subspaces \( \mathcal{Z}^c \) and \( \mathcal{Z}^h \) of \( \mathcal{Z} \) given by

\[
\mathcal{Z}^c = X^c \times X^c, \quad X^c = \{ av \mid a \in \mathbb{R} \},
\]

\[
\mathcal{Z}^h = X^h \times X^h, \quad X^h = \{ x \in X \mid \langle v, x \rangle = 0 \},
\]

and with a center manifold \( W^c \subseteq \mathcal{Z} \) given by

\[
W^c = \{ \text{col}(\eta v + \psi_1(\eta, \omega), \omega v + \psi_2(\eta, \omega)) \mid (\eta, \omega) \in \Omega^c \subseteq \mathbb{R}^2 \}
\]
for smooth functions $\psi_i : \Omega^c \to X^h$ satisfying $\psi_i(0) = 0$ and $D\psi_i(0) = 0$, where $\Omega^c \subseteq \mathbb{R}^2$ is a neighborhood of the origin. The reduced system on $W^c$, in the coordinates $(\eta, \omega) \in \Omega^c$, has the form

$$\eta_{m+1} = 2\eta_m - \omega_m + \gamma(\eta_m, \omega_m),$$

$$\omega_{m+1} = \eta_m,$$

where $\gamma : \Omega^c \to \mathbb{R}$ satisfies

$$\gamma(\eta, \omega) = \langle v, g(\eta v + \psi_1(\eta, \omega)) \rangle = B\eta^2 + o(|\eta|^2 + |\omega|^2),$$

where $B \in \mathbb{R}$ is the quantity (1.17) in Condition B.

**Proof.** Proposition 1.4 implies that the operator $L = L_p(a_+(0))$ satisfies all the conditions of Lemma 4.3, including (4.21), along with the Fredholm condition and statements about its kernel and range, and with the spectral projection $\pi^0 \in \mathcal{L}(X)$ given by $\pi^0 x = \langle v, x \rangle v$. It thus follows by Lemma 4.3 and because $G(0) = 0$ and $DG(0) = 0$, that the conditions of Theorem 4.1 (the Center Manifold Theorem) hold for the system (4.27) with $Z^c$ and $Z^c$ as in (4.29). Thus there exists a center manifold (4.30) with functions $\psi_i$ as stated.

All that remains is to verify the form of the reduced system. We take

$$Z_m = \begin{pmatrix} Y_m \\ W_m \end{pmatrix} = \begin{pmatrix} \eta_m v + \psi_1(\eta_m, \omega_m) \\ \omega_m v + \psi_2(\eta_m, \omega_m) \end{pmatrix}$$

in $W^c$, and similarly with $Z_{m+1}$, in the system (4.27). We then apply the projection II given by (4.20), that is, we take the inner product of each equation with $v$. In doing so we note that $\langle v, \psi_i(\eta, \omega) \rangle = 0$ identically since the range of $\psi_i$ lies in $X^h$, and also that $\langle v, x \rangle = 0$ for every $x \in \text{ran}(L)$, by Proposition 1.4. This directly gives (4.31) with the first equality in (4.32). The second equality in (4.32) follows from the fact that $g(0) = 0$ and $Dg(0) = 0$, and also $\psi_1(0,0) = 0$ and $D\psi_1(0,0) = 0$, which implies that

$$\langle v, g(\eta v + \psi_1(\eta, \omega)) \rangle = \frac{1}{2}\langle v, D^2 g(0)(v,v) \rangle \eta^2 + o(|\eta|^2 + |\omega|^2),$$

where $D^2 g(0)(\cdot, \cdot)$ denotes the usual bilinear form of the second derivative. Continuing, we have

$$\langle v, D^2 g(0)(v,v) \rangle = \langle v, f''(p,a_+(0))(v,v) \rangle = \sum_{n=-\infty}^{\infty} f''(p_n,a_+(0)) v_n^3 = 2B,$$

to give the result as claimed. This completes the proof. \qed
5 The Proof of Theorem 1.1

Theorem 1.1 now follows from a convexity argument applied to the reduced equations. The only remaining preparatory results guarantee that the shadow orbits corresponding to \( X_m - p \) and \( SX_m - p \) are not identically zero.

The following lemma, which is related to an exercise in Coddington and Levinson’s classic text, will allow us to prove that \( X_m \) decays only polynomially fast, hence its shadow orbit on the center manifold whose existence is guaranteed by Lemma 4.2 is not the zero orbit.

Lemma 5.1. Let \( d_n \) for \( n \geq 1 \) be a sequence of real numbers which satisfies

\[
\sum_{n=1}^{\infty} n^3 |d_n| < \infty, \tag{5.1}
\]

and consider the difference equation

\[
x_{n+1} = (2 + d_n)x_n - x_{n-1}. \tag{5.2}
\]

Then given any initial condition \((x_0, x_1) \in \mathbb{R}^2\), there exist quantities \((P, Q) \in \mathbb{R}^2\) such that

\[
x_n = Pn + Q + o(1) \tag{5.3}
\]

as \( n \to \infty \). Conversely, given any \((P, Q) \in \mathbb{R}^2\), there exists a unique initial condition \((x_0, x_1) \in \mathbb{R}^2\) such that \(5.3\) holds. In particular, if \( \lim_{n \to \infty} x_n = 0 \) then \( x_n = 0 \) for every \( n \).

**Proof.** Let \( \{x_n\}_{n \geq 0} \) satisfy \(5.2\) and denote \( u_n = \text{col}(x_{n+1}, x_n) \) for \( n \geq 0 \). Let \( U_n \) be the transition matrix

\[
U_n = U + d_{n+1} \Gamma, \quad U = \begin{pmatrix} 2 & -1 \\ 1 & 0 \end{pmatrix}, \quad \Gamma = \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix},
\]

and so \( u_{n+1} = U_n u_n \). Note here that

\[
U^n = \begin{pmatrix} n+1 & -n \\ n & -n + 1 \end{pmatrix} \tag{5.4}
\]

for every integer \( n \), as is easily proved by induction. Now let \( v_n = U^{-n} u_n \) and observe that \( v_n \) evolves according to the equation

\[
v_{n+1} = (I + R_n) v_n, \quad R_n = d_{n+1} U^{-(n+1)} \Gamma U^n = d_{n+1} \begin{pmatrix} -n(n+1) & n^2 \\ -(n+1)^2 & n(n+1) \end{pmatrix},
\]

36
by a simple calculation. Next, if $n \geq m \geq 0$ let

$$T_{n,m} = (I + R_{n-1})(I + R_{n-2})\cdots(I + R_m)$$

with $T_{n,n} = I$, and so $v_n = T_{n,m}v_m$. Observe that

$$\|T_{n,m}\| \leq \prod_{j=m}^{n-1} (1 + \|R_j\|) \leq \exp \left( \sum_{j=m}^{n-1} \|R_j\| \right),$$

$$\|T_{n,m} - I\| \leq \left( \prod_{j=m}^{n-1} (1 + \|R_j\|) \right) - 1 \leq \exp \left( \sum_{j=m}^{n-1} \|R_j\| \right) - 1.$$  \hfill (5.6)

The first inequality in the second line of (5.6) may require a brief explanation. This inequality is obtained by first expanding the matrix product in (5.5), then subtracting the term $I$, thereby obtaining a polynomial in the matrices $R_j$. Next one takes the norm of this polynomial, and passes the norm across all the terms, obtaining the same polynomial but now in the scalar quantities $\|R_j\|$.

The polynomial so obtained is the second term in the second line of (5.6), as desired.

We have for some $C_1 > 0$ that $\|R_n\| \leq C_1(1 + n^2)|d_{n+1}|$ for every $n \geq 0$, and so from (5.1) and (5.6) there exists $C_2 > 0$ such that $\|T_{n,m}\| \leq C_2$ for every $n \geq m \geq 0$. Further,

$$\|T_{n,0} - T_{m,0}\| = \|(T_{n,m} - I)T_{m,0}\| \leq C_2 \left( \exp \left( \sum_{j=m}^{n-1} \|R_j\| \right) - 1 \right)$$

$$\leq C_2 \left( \exp \left( \sum_{j=m}^{\infty} C_1(1 + j^2)|d_{j+1}| \right) - 1 \right) = r_m$$

with the above equation serving as the definition of the quantity $r_m$. As $\lim_{m \to \infty} r_m = 0$, it follows that $T_{n,0}$ is a Cauchy sequence of matrices, so the limit $T_{\infty,0} = \lim_{n \to \infty} T_{n,0}$ exists. The vectors $v_n$ as well possess a limit

$$v_\infty = \lim_{n \to \infty} v_n = T_{\infty,0}v_0 = T_{\infty,0}u_0.$$  

Let us also note the estimate

$$mr_m \leq mC_3 \sum_{j=m}^{\infty} j^2|d_{j+1}| \leq C_3 \sum_{j=m}^{\infty} j^3|d_j|$$

for some $C_3 > 0$, which follows from the mean-value theorem, and which, with (5.1), implies that $\lim_{m \to \infty} mr_m = 0$. We thus have that

$$u_n = U^n v_n = U^n v_\infty + U^n(v_n - v_\infty),$$
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and as \( \|U^n\| \leq C_4(n+1) \) for some \( C_4 > 0 \), by \( \{5.4\} \), we have that 
\[
\|U^n(v_n - v_\infty)\| \leq C_4(n+1)\|T_{n,0} - T_{\infty,0}\|\|u_0\|
\]
\[
\leq C_4(n+1)r_n\|u_0\| \to 0, \quad \text{as } n \to \infty.
\]
Thus \( u_n = U^n v_\infty + o(1) \), and denoting \( v_\infty = \text{col}(A, B) \) it follows directly from \( \{5.4\} \) that the second coordinate of \( u_n \), which is \( x_n \), has the form
\[
x_n = An - B(n-1) + o(1).
\]
This proves \( \{5.3\} \) with \( P = A - B \) and \( Q = B \).

The converse is proved more or less by following the above steps in reverse. Namely, given \( (P, Q) \in \mathbb{R}^2 \), then let \( v_\infty = \text{col}(A, B) \) where \( A = P + Q \) and \( B = Q \), and let \( u_0 = T_{\infty,0}^{-1}v_\infty \). We note that the matrix \( T_{\infty,0} \) is invertible as \( \det(I + R_j) = 1 \) for every \( j \), and thus \( \det T_{n,m} = 1 \) for every \( n \geq m \geq 0 \), and thus \( \det T_{\infty,0} = 1 \). The required initial condition is thus \( u_0 = \text{col}(x_1, x_0) \), and we see that it is unique.

The final sentence in the statement of the lemma follows in particular from the uniqueness of \( (x_0, x_1) \) for a given \( (P, Q) \). \( \square \)

**Proposition 5.2.** Let \( x_n \) for \( n \geq 0 \) be a sequence of numbers satisfying
\[
x_{n+1} - 2x_n + x_{n-1} = Mx_n^2 + \rho(x_{n-1}, x_n, x_{n+1}), \quad n \geq 1, \quad \{5.7\}
\]
and
\[
x_n \neq 0 \text{ for infinitely many } n, \quad \lim_{n \to \infty} x_n = 0, \quad \{5.8\}
\]
where \( M \neq 0 \) and where the function \( \rho : \mathbb{R}^3 \to \mathbb{R} \) is \( C^2 \) and satisfies
\[
\rho(\beta_-, \beta_0, \beta_+)=o(|\beta_-|^2 + |\beta_0|^2 + |\beta_+|^2) \quad \{5.9\}
\]
at the origin. Then
\[
3Mx_n > Mx_{n-1} > Mx_n > 0 \text{ for all large } n.
\]

**Remark.** We expect that in fact \( \lim_{n \to \infty} \frac{x_n}{x_{n-1}} = 1 \) should hold in the above proposition, although do not need this fact.
Proof. Without loss, we shall assume that $M > 0$, as the case $M < 0$ follows by considering the sequence $-x_n$ in place of $x_n$.

We first show that
$$(x_{n-1}, x_n, x_{n+1}) \neq (0, 0, 0)$$
for all large $n$. \hfill (5.10)

If (5.10) is false, then there are infinitely many $n$ for which $x_{n-1} = x_n = x_{n+1} = 0$ but $x_{n+2} \neq 0$, in light of the first statement in (5.8). For such $n$, equation (5.7) with $n + 1$ replacing $n$ takes the form $x_{n+2} = \rho(0, 0, x_{n+2})$, and so
$$\frac{\rho(0, 0, x_{n+2})}{x_{n+2}} = 1.$$ \hfill (5.11)

However, equation (5.11) cannot hold for infinitely many $n$ in light of (5.9) and the second statement in (5.8). With this contradiction (5.10) is proved.

We next show that for all sufficiently large $n$, the two inequalities
$$x_{n+1} \leq x_n, \quad x_{n-1} \leq x_n,$$
(5.12)
cannot simultaneously hold. Define a function $H_1 : \mathbb{R}^3 \to \mathbb{R}$ by
$$H_1(\beta_+, \beta_0, \beta_-) = \beta_+^2 + \beta_-^2 + M \beta_0^2 + \rho(\beta_0 - \beta_+^2, \beta_0, \beta_0 - \beta_-^2),$$
and note that $H_1$ has a strict local minimum $H_1(0, 0, 0) = 0$ at the origin, by (5.9). Now if $n$ is such that both inequalities in (5.12) hold, let $\beta_{\pm} = (x_n - x_{n\pm 1})^{1/2}$ and observe that equation (5.7) becomes $H_1(\beta_+, x_n, \beta_-) = 0$ for this $n$. If $n$ is large enough this forces $\beta_\pm = x_n = 0$ due to the strict local minimum of $H_1$ and the limit in (5.8), and thus $x_{n-1} = x_n = x_{n+1} = 0$. But this cannot happen for infinitely many $n$ by (5.10). Thus the inequalities (5.12) cannot simultaneously hold for arbitrarily large $n$.

It follows from the failure of (5.12) for all large $n$ that the sequence $x_n$ is eventually monotone. In fact, either
$$x_n > x_{n+1} > 0 \text{ for all large } n,$$
(5.13)
or else
$$x_n < x_{n+1} < 0 \text{ for all large } n.$$ \hfill (5.14)

We wish to prove (5.13), so let us assume to the contrary that (5.14) holds. We claim that
$$x_{n+1} - 2x_n + x_{n-1} < 0$$
for infinitely many $n$. \hfill (5.15)
If (5.15) is false, then we have that \( x_{n+1} - x_n \geq x_n - x_{n-1} > 0 \) for all large \( n \). Thus there exists \( \delta > 0 \) such that \( x_{n+1} - x_n \geq \delta \) for all large \( n \). However, this forces \( x_n \to \infty \) as \( n \to \infty \), which is false. This establishes (5.15).

Still assuming (5.14), for every \( n \) for which the inequality in (5.15) holds let \( \beta_\pm \) and \( \beta_0 \) be such that

\[
\beta_+ = -x_{n+1}, \quad \beta_0 = x_{n+1} - x_n, \quad \beta_-^2 = -x_{n+1} + 2x_n - x_{n-1}.
\]

We have that \( \beta_+ > 0 \) and \( \beta_0 > 0 \), and from equation (5.7) that

\[
0 = \beta_-^2 + M(\beta_0 + \beta_+)^2 + \rho(-\beta_+ - 2\beta_0 - \beta_-^2, -\beta_+ - \beta_0, -\beta_+)
\]

\[
> \beta_-^2 + M\beta_0^2 + M\beta_+^2 + \rho(-\beta_+ - 2\beta_0 - \beta_-^2, -\beta_+ - \beta_0, -\beta_+)
\]

\[
= H_2(\beta_+, \beta_0, \beta_-),
\]

with the above formula serving as the definition of the function \( H_2 : \mathbb{R}^3 \to \mathbb{R} \). The function \( H_2 \) has a strict local minimum \( H_2(0, 0, 0) = 0 \) at the origin by (5.9), and with (5.16) this forces \( \beta_\pm = \beta_0 = 0 \) if \( n \) is sufficiently large. But this contradicts \( \beta_+ > 0 \) as noted above, and so (5.13) is established, as desired.

To complete the proof we must show that \( 3x_n \geq x_{n-1} \) for all large \( n \). Upon dividing equation (5.7) by \( x_n - x_{n-1} \), we have that

\[
-\frac{2x_n}{x_n - x_{n-1}} + 1 < \frac{x_{n+1} - 2x_n}{x_n - x_{n-1}} + 1 = \frac{Mx_n^2 + \rho(x_{n-1}, x_n, x_{n+1})}{x_n - x_{n-1}} \to 0
\]

as \( n \to \infty \), in light of the ordering \( x_{n-1} > x_n > x_{n+1} > 0 \) established above. Thus \( 1 - \frac{2x_n}{x_n - x_{n-1}} < \frac{1}{3} \)

for all large \( n \), to give the result. \( \square \)

It is a consequence of Lemma 5.1 that the orbits \( X_m \) guaranteed by Proposition 2.4 decay to \( p \) as \( m \to \infty \), or to \( S^{-1}p \) as \( m \to -\infty \), at a subexponential rate, as the following result shows.

**Proposition 5.3.** Assume that the inequality (1.13) is an equality at \( \theta_0 = 0 \). Also assume that Condition A holds, with \( p \) as stated there, and let \( X_m \) be the solution to (1.22) guaranteed by Proposition 2.4. Let \( Y_m = X_m - p \). Then

\[
\sum_{m=0}^{\infty} m^2 \|Y_m\| = \infty.
\]

(5.17)

The same conclusion holds if instead we let \( Y_m = SX_m - p \).
Proof. For definiteness we take $Y_m = X_m - p$. Also, we shall denote the coordinates of $Y_m \in \ell^\infty(\mathbb{Z})$ by $Y_m = \{y_{n,m}\}_{n \in \mathbb{Z}}$. Let $v \in \ell^\infty(\mathbb{Z}) \setminus \{0\}$ be as in Proposition 1.4, so of course $v \in \ell^1(\mathbb{Z})$, and let $y_m = \langle v, Y_m \rangle$. From the strict positivity $v_n > 0$ of Proposition 1.4 and the strict ordering (2.11) and the limits (2.10) in Proposition 2.4, it follows that

$$y_m < 0, \quad \lim_{m \to \infty} y_m = 0. \quad (5.18)$$

Also, $Y_m$ satisfies (4.1), so it follows using (1.16) that $y_{m+1}$ satisfies

$$y_{m+1} = (2 + d_m)y_m - y_{m-1}$$

where

$$d_m = \frac{\langle v, f(p + Y_m, a_+(0)) - f(p, a_+(0)) - f'(p, a_+(0))Y_m \rangle}{y_m}.$$ 

Here we have used the fact that

$$\langle v, (S + S^{-1} - 2I)Y_m \rangle = \langle (S + S^{-1} - 2I)v, Y_m \rangle = \langle f'(p, a_+(0))v, Y_m \rangle = \langle v, f'(p, a_+(0))Y_m \rangle.$$ 

We note that the conclusion of Lemma 5.1 fails for the sequence $y_m$, in light of (5.18), and so necessarily

$$\sum_{m=0}^{\infty} m^3|d_m| = \infty. \quad (5.19)$$

By the mean value theorem there are quantities $\varepsilon_{n,m} \in [y_{n,m}, 0]$ such that

\[
f(p_n + y_{n,m}, a_+(0)) - f(p_n, a_+(0)) - f'(p_n, a_+(0))y_{n,m} = f''(p_n + \varepsilon_{n,m}, a_+(0))y_{n,m}^2,
\]

and we note that $p_n + \varepsilon_{n,m} \in [p_n + y_{n,m}, p_n] = [x_{n,m}, p_n] \subseteq [-1, 1]$. Thus

\[
|d_m| = \left| \frac{1}{|y_m|} \sum_{n=-\infty}^{\infty} v_n f''(p_n + \varepsilon_{n,m}, a_+(0))y_{n,m}^2 \right| \leq \frac{K\|Y_m\|}{|y_m|} \sum_{n=-\infty}^{\infty} v_n|y_{n,m}| = K\|Y_m\|, \quad (5.20)
\]

where $K > 0$ is an upper bound for $|f''(u, a_+(0))|$ in the interval $[-1, 1]$. Note in particular, in the final equality in (5.20), that we have used the fact that $v_n > 0$ and $y_{n,m} < 0$. With this, the desired conclusion (5.17) follows from (5.19) and (5.20).
With these rates of convergence established, we may now compare the orbit \( Y_m \) to its shadow on the center manifold.

**Proof of Theorem 1.1.** Suppose that Condition A holds but that the inequality (1.13) is in fact an equality, and so crystallographic pinning does not occur in the direction \( \theta_0 = 0 \). We will show that condition B fails, namely, that \( B = 0 \) for the quantity \( B \) in formula (1.17). Therefore assume to the contrary that \( B \neq 0 \).

With the above assumptions, let \( X_m \) denote the solution of (1.22) guaranteed by Proposition 2.4. We first let \( Y_m = X_m - p \), and so \( Y_m \) satisfies (4.1), equivalently, \( Z_m = \text{col}(Y_m, Y_{m-1}) \) satisfies the system (4.27), (4.28). Note also that \( Y_m \) approaches 0 monotonically from below as \( m \to \infty \).

It is a consequence of Lemma 4.2 (the Shadowing Lemma) and Proposition 4.4 that there exists a sequence \( \{\eta_m\}_{m \geq m_0} \) for some sufficiently large \( m_0 \), such that
\[
\eta_{m+1} - 2\eta_m + \eta_{m-1} = \gamma(\eta_m, \eta_{m-1}) \tag{5.21}
\]
for \( m \geq m_0 + 1 \), and such that
\[
\|V_m\| \leq Ke^{-\alpha m}, \quad V_m = Y_m - \eta_m v - \psi_1(\eta_m, \eta_{m-1}), \tag{5.22}
\]
for some positive constants \( K \) and \( \alpha \), where the above equality serves as the definition of \( V_m \in \ell^\infty(Z) \). Thus the sequence \( \eta_m v + \psi_1(\eta_m, \eta_{m-1}) \) for large \( m \) is the shadow orbit on the center manifold to the given orbit \( Y_m \), with the function \( \psi_1(\eta, \omega) \) as in Proposition 4.4, and where equation (5.21) is simply (4.31) rewritten.

Now Proposition 5.3 implies that we have the divergent sum (5.17). In light of the estimate (5.22), the analogous sum for \( V_m \) converges, so it follows that
\[
\delta_m = \frac{\|V_m\|}{\|Y_m\|} \to 0 \text{ for some subsequence } m = m_j \to \infty,
\]
where the above equality serves to define \( \delta_m \). Note further that there exist arbitrarily large \( m \) such that \( \eta_m \neq 0 \). Thus Proposition 5.2 applies to the sequence \( \eta_m \), using the form (4.32) of the function \( \gamma(\eta, \omega) \) and the fact that \( B \neq 0 \) is assumed, and we thereby conclude that
\[
3B\eta_m > B\eta_{m-1} > B\eta_m > 0 \text{ for all large } m. \tag{5.23}
\]

Dividing the equation in (5.22) by \( \eta_m \) and using the inequalities immediately above gives
\[
\lim_{m \to \infty} \frac{Y_m - V_m}{\eta_m} = v, \tag{5.24}
\]
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with the term arising from \( \psi_1(\eta_m, \eta_{m-1}) \) disappearing in the limit. Further, for terms with \( m = m_j \) in the subsequence we have

\[
\|V_{m_j}\| = \delta_{m_j}\|Y_{m_j}\| \leq \delta_{m_j}\|Y_{m_j} - V_{m_j}\| + \delta_{m_j}\|V_{m_j}\|
\]

and hence

\[
\|V_{m_j}\| \leq \frac{\delta_{m_j}}{1 - \delta_{m_j}}\|Y_{m_j} - V_{m_j}\| \quad (5.25)
\]

and so from (5.24) and (5.25) it follows that

\[
\lim_{j \to \infty} \frac{V_{m_j}}{\eta_{m_j}} = 0, \quad \lim_{j \to \infty} \frac{Y_{m_j}}{\eta_{m_j}} = v. \quad (5.26)
\]

Now let \( y_m = \langle v, Y_m \rangle \). Then taking the inner product with \( v \) in the second limit in (5.26) gives

\[
\lim_{j \to \infty} \eta_{m_j}^{-1}y_{m_j} = 1, \quad \text{hence from (5.23) that}
\]

\[
B y_{m_j} > 0 \text{ for all large } j. \quad (5.27)
\]

Noting that \( X_m \leq p \) with \( X_m \neq p \), hence \( Y_m \leq 0 \) with \( Y_m \neq 0 \), for every \( m \), and because \( v_n > 0 \) for every \( n \), we have that \( y_m < 0 \). Thus with (5.27) we conclude that \( B < 0 \).

We now repeat the above argument but instead taking \( Y_m = SX_m - p \). The only difference occurs at the end, when we note that \( Y_m \geq 0 \) with \( Y_m \neq 0 \), and so \( y_m > 0 \) for every \( m \), which leads to the conclusion that \( B > 0 \). This is a contradiction, and with this the theorem is proved. \( \square \)

6 Genericity: The Proof of Theorem 1.2

The purpose of this section is to prove Theorem 1.2. Recall that we denote the set of normal families of bistable nonlinearities by \( \mathcal{N} \). Given \( f_0 \in \mathcal{N} \), we consider \( f \in \mathcal{N} \) of the form \( f(u, a) = \gamma(u)f_0(u, a) \) where \( \gamma \in C^2_+ \), and we wish to show that Condition B holds for such \( f \), for a residual set of \( \gamma \) in \( C^2_+ \). Below, Propositions 6.3 and 6.4 will establish that the set \( \mathcal{A} \) of \( \gamma \) for which Condition A holds is a residual set. Then Propositions 6.5 and 6.6 will establish that Condition B holds on a residual set of \( \mathcal{A} \), thereby completing the proof of Theorem 1.2.

The basic tool used here is the Abraham Transversality Theorem. If \( Y \subseteq X \) is a closed subspace of a Banach space \( X \), we say \( Y \) is complemented in \( X \) if there exists a closed subspace \( Z \subseteq X \) such that \( X = Y \oplus Z \). Certainly any subspace of either finite dimension or finite codimension is complemented, but subspaces which are not complemented do exist. If \( F : U \to W \) is a smooth map between two Banach manifolds \( U \) and \( W \), and \( M \subseteq W \) is a smooth submanifold of \( W \) (with these
manifolds possibly infinite dimensional), then we say that \( F \) is transverse to \( M \) on a set \( K \subseteq U \) if whenever \( F(x) \in M \) for some \( x \in K \), then \( \mathrm{ran}(DF(x)) + T_{F(x)}M = T_{F(x)}W \) (this sum of subspaces need not be a direct sum), and the space \( \Sigma_x = \{ \overline{x} \in T_xU \mid DF(x)\overline{x} \in T_{F(x)}M \} \) is complemented in \( T_xU \). (For purposes of this definition smooth means \( C^1 \).) If \( F \) is transverse to \( M \) as above, then for some neighborhood \( O \subseteq U \) with \( K \subseteq O \), the set \( N = F^{-1}(M) \cap O \) is a submanifold of \( U \), with \( T_xN = \Sigma_x \) for every \( x \in N \).

We also recall the Smale Density Theorem, which states that if \( F : U \to W \) is a \( C^r \) (for some \( r \geq 1 \)) map between Banach manifolds \( U \) and \( W \), with \( U \) Lindelöf, and if further \( DF(x) \) is a Fredholm operator of index \( j \) for every \( x \in U \), then the set of regular values of \( F \) is a residual subset of \( W \) provided that \( r > j \).

**Theorem 6.1 (Abraham Transversality Theorem).** Let \( F : U \times V \to W \) be a \( C^r \) map, where \( U \), \( V \), and \( W \) are \( C^r \) Banach manifolds. Assume also that \( U \) and \( V \) are Lindelöf spaces (for example, affine subspaces or open subsets of a separable Banach space). Suppose that \( M \subseteq W \) is a \( C^r \) submanifold of \( W \) and that \( F \) is transverse to \( M \) on \( U \times V \). Further suppose that for each \((x, \lambda) \in U \times V \) for which \( F(x, \lambda) \in M \), the map

\[
\pi D_1F(x, \lambda) \in \mathcal{L}(T_xU, T_{F(x, \lambda)}W/T_{F(x, \lambda)}M)
\]

is Fredholm of index \( j \), and that \( r > \max\{j,0\} \), where

\[
\pi \in \mathcal{L}(T_{F(x, \lambda)}W, T_{F(x, \lambda)}W/T_{F(x, \lambda)}M)
\]

is the canonical projection onto the quotient space, and where \( D_1F(x, \lambda) \) denotes the derivative with respect to the first argument \( x \). Let \( F_\lambda : U \to W \) denote the map \( F_\lambda(x) = F(x, \lambda) \) for each \( \lambda \in V \). Then

\[
\{ \lambda \in V \mid F_\lambda \text{ is transverse to } M \text{ on } U \}
\]

is a residual subset of \( V \).

**Sketch of Proof.** The set \( \Gamma = F^{-1}(M) \) is a submanifold of \( U \times V \) with \( T_{(x, \lambda)}\Gamma = \{ (\overline{x}, \overline{\lambda}) \in T_xU \times T_\lambda V \mid \pi DF(x, \lambda)(\overline{x}, \overline{\lambda}) = 0 \} \). Consider the map \( \Pi : \Gamma \to V \) given by \( \Pi(x, \lambda) = \lambda \). Then one shows that \( \lambda \in V \) is a regular value of \( \Pi \) if and only if \( F_\lambda \) is transverse to \( M \) on \( U \). Further, the derivative \( D\Pi(x, \lambda) \in \mathcal{L}(T_{(x, \lambda)}\Gamma, T_\lambda V) \) is Fredholm with index \( j \). By Smale’s density theorem, the set of regular values \( \lambda \) of \( \Pi \) is a residual subset of \( V \). \( \square \)
In what follows we shall let
\[ Q_0 = \{ q \in \ell^\infty(Z) \mid \lim_{n \to \pm\infty} q_n = 0 \}, \]
\[ Q_1 = \{ q \in \ell^\infty(Z) \mid \lim_{n \to \pm\infty} q_n = \pm1 \}, \]
\[ Q_2 = \{ (p, q) \in Q_1 \times Q_1 \mid p \neq S^k q \text{ for every } k \in \mathbb{Z} \}. \]

Note that \( Q_1 \) is a Banach manifold which is Lindelöf, and that \( T_q Q_1 = Q_0 \). The following result implies that in a trivial fashion, \( Q_2 \) is also a Banach manifold which is Lindelöf, and that \( T_{(p, q)} Q_2 = Q_0 \times Q_0 \).

**Lemma 6.2.** The set \( Q_2 \) is an open subset of \( Q_1 \times Q_1 \).

**Proof.** Take a sequence of points \( (p_j, q_j) \in (Q_1 \times Q_1) \setminus Q_2 \) in the complement of \( Q_2 \), where \( p_j = \{ p_j, n \}_{n \in \mathbb{Z}} \) and \( q_j = \{ q_j, n \}_{n \in \mathbb{Z}} \). Assume these converge \( (p_j, q_j) \to (p_0, q_0) \) to some \( (p_0, q_0) \in Q_1 \times Q_1 \).

We must show that \( (p_0, q_0) \notin Q_2 \).

We have that \( p_j = S^{k_j} q_j \) for some sequence of integers \( k_j \), from the definition of \( Q_2 \). By passing to a subsequence, we may assume that either \( k_j = k \in \mathbb{Z} \) is independent of \( j \), or else \( k_j \to \infty \) as \( j \to \infty \), or else \( k_j \to -\infty \) as \( j \to \infty \).

If \( k_j = k \), then clearly \( p_0 = S^k q_0 \), and so \( (p_0, q_0) \notin Q_2 \), as desired. Thus suppose that \( k_j \to \infty \) as \( j \to \infty \). Then for any fixed \( n \) we have
\[
|p_{j, n} - q_{0, n+k_j}| \leq |p_{j, n} - q_{j, n+k_j}| + |q_{j, n+k_j} - q_{0, n+k_j}|
\leq \| p_j - S^{k_j} q_j \| + \| S^{k_j}(q_j - q_0) \| \to 0
\]
as \( j \to \infty \). But also \( p_{j, n} - q_{0, n+k_j} \to p_0, n - 1 \) as \( j \to \infty \) since \( q_0 \in Q_1 \), and so \( p_0, n = 1 \). However, this contradicts the fact that \( p_0 \in Q_1 \).

We omit the case in which \( k_j \to -\infty \), as it is similar to the previous case. With this, the proof is complete.

In what follows we shall let \( D_a \) denote the derivative with respect to the parameter \( a \), with prime \( ' \) denoting the derivative with respect to \( u \) as usual, for the two arguments \((u, a)\) of \( f \).

**Proposition 6.3.** Fix any \( f \in \mathcal{N} \), and define \( G_f : Q_2 \times (-1, 1) \to Q_1 \times Q_1 \) by
\[
G_f(p, q, a) = \begin{pmatrix}
(S + S^{-1} - 2I)p - f(p, a) \\
(S + S^{-1} - 2I)q - f(q, a)
\end{pmatrix}.
\]
Suppose that $G_f$ is transverse to $\{(0,0)\}$ on $Q_2 \times (-1,1)$. Then Condition A holds.

**Proof.** We prove the contrapositive. Suppose that Condition A fails. Then there exists $(p, q) \in Q_2$ such that $G_f(p, q, a_+(0)) = (0, 0)$. It suffices to prove that $G_f$ is not transverse to $\{(0,0)\}$ at the point $(p, q, a_+(0))$, namely, that the derivative $DG_f(p, q, a_+(0))$ is not surjective. We have that

$$DG_f(p, q, a_+(0))((\overline{p}, \overline{q}, \overline{a})) = \begin{pmatrix} L_p \overline{p} - D_a f(p, a_+(0)) \overline{a} \\ L_q \overline{q} - D_a f(q, a_+(0)) \overline{a} \end{pmatrix}$$

(6.1)

where the operators $L_p = L_p(a_+(0))$ and $L_q = L_q(a_+(0))$ are as in (3.1), although here considered as an element of $\mathcal{L}(Q_0)$ rather than $\mathcal{L}(\ell^\infty(\mathbb{Z}))$. By Lemma 3.1 both $L_p$ and $L_q$ are Fredholm with index zero and kernels of dimension either zero or one. It follows from an implicit function theorem argument similar to that used in the proof of Proposition 1.4 that the dimension of the kernel of each of these operators is in fact one, and thus

$$\text{codim ran}(L_p) = \text{codim ran}(L_q) = 1$$

for the codimensions of the ranges in the space $Q_0$. From this and the formula (6.1), it follows immediately that the range of $DG_f(p, q, a_+(0))$ has codimension either one or two. Thus $DG_f(p, q, a_+(0))$ is not surjective, as desired.

Recall now the set $C^2_+$ given by (1.13), which is endowed with the usual $C^2$ topology.

**Proposition 6.4.** Fix any $f_0 \in \mathcal{N}$, and define $\tilde{G}_{f_0} : Q_2 \times (-1,1) \times C^2_+ \to Q_1 \times Q_1$ by

$$\tilde{G}_{f_0}(p, q, a, \gamma) = \begin{pmatrix} (S + S^{-1} - 2I)p - \gamma(p)f_0(p, a) \\ (S + S^{-1} - 2I)q - \gamma(q)f_0(q, a) \end{pmatrix}.$$

Then $\tilde{G}_{f_0}$ is transverse to $\{(0,0)\}$ on $Q_2 \times (-1,1) \times C^2_+$.

**Proof.** Let us denote the dependence of the operator $L_q = L_q(a)$ in (3.1) on the nonlinearity $f$ by

$$L_{f,q} = L_{f,q}(a) = S + S^{-1} - 2I - f'(q, a),$$

(6.2)

for $f \in \mathcal{N}$. Now take any $(p, q, a, \gamma) \in Q_2 \times (-1,1) \times C^2_+$ for which $\tilde{G}_{f_0}(p, q, a, \gamma) = 0$. Denoting $f(u, a) = \gamma(u)f_0(u, a)$, we have that

$$D\tilde{G}_{f_0}(p, q, a, \gamma)((\overline{p}, \overline{q}, \overline{a}, \overline{\gamma})) = \begin{pmatrix} L_{f,p} \overline{p} - D_a f(p, a) \overline{a} - \gamma(p)f_0(p, a) \\ L_{f,q} \overline{q} - D_a f(q, a) \overline{a} - \gamma(q)f_0(q, a) \end{pmatrix}.$$
By Lemma 3.1 both $L_{f,p}$ and $L_{f,q}$ are Fredholm with index zero and kernels of dimension either zero or one, considered here as elements of $\mathcal{L}(Q_0)$. We must prove that the operator $D\tilde{G}_{f_0}(p,q,a,\gamma)$ is surjective. Denote by $v_p$ any nonzero element of the kernel $\ker(L_{f,p})$, if such exists, and similarly with $v_q$ as a nontrivial element of $\ker(L_{f,q})$.

Three cases now arise. In the first case we suppose that both $L_{f,p}$ and $L_{f,q}$ are isomorphisms, and so surjectivity is immediate.

In the second case we assume exactly one of these operators is an isomorphism, say $L_{f,q}$ for definiteness, and so the operator $L_{f,p}$ has a nontrivial kernel element $v_p$. Moreover, the range of $L_{f,p}$ is characterized as

$$\text{ran}(L_{f,p}) = \{ w \in Q_0 \mid \langle v_p, w \rangle = 0 \}$$

by Lemma 3.1. If it is not the case that $D\tilde{G}_{f_0}(p,q,a,\gamma)$ is surjective then the first line in (6.3) is annihilated by $v_p$, for every choice of $(p,a,\gamma)$. In particular, taking $\bar{p} = 0$ and $\bar{a} = 0$, and $\bar{\gamma}$ to be a function for which $\gamma(p_n) = \begin{cases} 0, & n \neq k, \\ 1, & n = k, \end{cases}$ (6.4) for some integer $k$, we have that

$$0 = \langle v_p, \bar{\gamma}(p) f_0(p,a) \rangle = v_{p,k} f_0(p_k,a). \quad (6.5)$$

But $f_0(p_k,a) \neq 0$ for all large $k$, and so (6.5) implies that $v_{p,k} = 0$ for all large $k$. This contradicts Lemma 3.1, which states that $v_{p,k} \neq 0$ for all large $k$.

It remains only to consider the case where neither $L_{f,p}$ nor $L_{f,q}$ are isomorphisms, and so the vectors $v_p$ and $v_q$, respectively, annihilate their ranges of these operators. Then if the derivative $D\tilde{G}_{f_0}(p,q,a,\gamma)$ is not surjective, its range is annihilated by some nontrivial nontrivial combination of $v_p$ and $v_q$. To be precise, there exist constants $\tau_p$ and $\tau_q$, not both zero, such that

$$0 = \tau_p \langle v_p, L_{f,p}\bar{p} - D_\alpha f(p,a)\bar{a} - \bar{\gamma}(p) f_0(p,a) \rangle$$

$$+ \tau_q \langle v_q, L_{f,q}\bar{q} - D_\alpha f(q,a)\bar{a} - \bar{\gamma}(q) f_0(q,a) \rangle$$

for every $(\bar{p},\bar{q},\bar{a},\bar{\gamma})$. Taking $\bar{p} = \bar{q} = 0$ and $\bar{a} = 0$ gives

$$0 = \tau_p \sum_{n=-\infty}^{\infty} v_{p,n} \bar{\gamma}(p_n) f_0(p_n,a) + \tau_q \sum_{n=-\infty}^{\infty} v_{q,n} \bar{\gamma}(q_n) f_0(q_n,a)$$

for every $\bar{\gamma}$. If one of the coefficients $\tau_p$ or $\tau_q$ is zero, say $\tau_q = 0$, then choosing a function $\bar{\gamma}$ as in (6.4) and arguing as before yields a contradiction. Thus assume that both $\tau_p \neq 0$ and $\tau_q \neq 0$.
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If there exist arbitrarily large $k$ for which the point $p_k$ is distinct from all the points $q_j$, that is, $p_k \neq q_j$ for every $j \in \mathbb{Z}$, then we may choose $\gamma$ satisfying (6.4) and additionally satisfying $\gamma(q_j) = 0$ for every $j \in \mathbb{Z}$. This now gives equation (6.5), and so $v_{p,k} = 0$ for such $k$. However, this contradicts Lemma 3.1.

Thus we have that for every sufficiently large integer $k$, there exists an integer $j$ such that $p_k = q_j$. Necessarily $j = j_k$ is uniquely determined from $k$, and $j_k \to \infty$ as $k \to \infty$. Reversing the roles of $p$ and $q$ imply that also, for every sufficiently large integer $j$, there exists an integer $k = k_j$ such that $q_j = p_{k_j}$. It follows immediately that there exists some integer $m$ such that $p_k = q_{k+m}$ for all sufficiently large $k$. As both $p$ and $q$ satisfy the difference equation (1.19), we conclude that $p_k = q_{k+m}$ for every $k \in \mathbb{Z}$, that is, $p = S^m q$. But this contradicts the fact that $(p,q) \in Q_2$, and completes the proof.

In what follows, let us denote

$$\text{Fred}_{1,1} = \{ \Omega \in \mathcal{L}(Q_0) \mid \Omega \text{ is a Fredholm operator of index zero, with } \dim \ker(\Omega) = 1 \}.$$ 

It is known that $\text{Fred}_{1,1}$ is a $C^\infty$ submanifold of $\mathcal{L}(Q_0)$ of codimension one. Moreover, if $\Omega \in \text{Fred}_{1,1}$ then the tangent space of $\text{Fred}_{1,1}$ at this point is given by

$$T_\Omega \text{Fred}_{1,1} = \{ \Omega \mid \Omega v \in \text{ran}(\Omega) \text{ whenever } v \in \ker(\Omega) \}.$$ 

\textbf{Proposition 6.5.} Fix any $f \in \mathcal{N}$, and suppose that Condition A holds for $f$. Define $F_f : Q_1 \times (-1,1) \to Q_1 \times \mathcal{L}(Q_0)$ by

$$F_f(p,a) = \begin{pmatrix} (S + S^{-1} - 2I)p - f(p,a) \\ S + S^{-1} - 2I - f'(p,a) \end{pmatrix}.$$ 

Also define the manifold

$$M = \{ 0 \} \times \text{Fred}_{1,1} \subseteq Q_1 \times \mathcal{L}(Q_0).$$

Then $f$ satisfies Condition B if and only if $F_f$ is transverse to $M$ at the point $(p,a_+(0))$, where $p$ is as in the statement of Condition A.

\textbf{Proof.} In what follows $p$ is as in Condition A, with $L_p = L_p(a_+(0))$, so $L_p \in \text{Fred}_{1,1}$. Also, let $v \in Q_0$ be the kernel element as in the statement of Proposition 1.4. Then one sees immediately
that 
\[ T_{L_p} \text{Fred}_{1,1} = \{ \Omega \in \mathcal{L}(Q_0) \mid \langle v, \Omega v \rangle = 0 \}, \quad L_p = S + S^{-1} - f'(p, a_+(0)). \]

We now compute
\[ DF_f(p, a_+(0))(\bar{p}, \bar{a}) = \begin{pmatrix} L_p \bar{p} - D_a f(p, a_+(0))\bar{a} \\ -f''(p, a_+(0))\bar{p} - D_a f'(p, a_+(0))\bar{a} \end{pmatrix}. \]

Thus \( F_f \) is transverse to \( M \) at \((p, a_+(0))\) if and only if, for every choice of \( w \in Q_0 \) and \( \Omega \in \mathcal{L}(Q_0) \), there exists \((\bar{p}, \bar{a}) \in Q_0 \times \mathbb{R}, \bar{\Omega} \in T_{L_p} \text{Fred}_{1,1}, \) such that
\[ w = L_p \bar{p} - D_a f(p, a_+(0))\bar{a}, \]
\[ \Omega = -f''(p, a_+(0))\bar{p} - D_a f'(p, a_+(0))\bar{a} + \bar{\Omega}. \quad (6.6) \]

Note that the existence of \( \bar{\Omega} \) satisfying the second line in (6.6) is equivalent to the equation
\[ \langle v, \Omega v \rangle + \langle v, f''(p, a_+(0))(\bar{p}, v) \rangle + \langle v, D_a f'(p, a_+(0))(\bar{a}, v) \rangle = 0. \quad (6.7) \]

Further note that we have
\[ \langle v, f''(p, a_+(0))(v, v) \rangle = 2B, \]
where \( B \) is the quantity (1.17) in Condition B.

To prove the lemma, suppose first that Condition B holds, and let \( w \) and \( \Omega \) be given as above. Then the first equation in (6.6) can be solved for some \( \bar{p} \) and \( \bar{a} \) if and only if \( \langle v, w \rangle = -\langle v, D_a f(p, a_+(0))\rangle \bar{a}, \) equivalently,
\[ \bar{a} = -\frac{\langle v, w \rangle}{\langle v, D_a f(p, a_+(0)) \rangle}. \quad (6.8) \]

Here we have used the fact that \( f \) is a normal family, in particular that \( D_a f(u, a) > 0 \) in \((-1, 1) \times (-1, 1), \) and also Proposition 1.4, in particular that \( v_\alpha > 0, \) to conclude that the denominator is nonzero. With this choice of \( \bar{a} \) there exists \( \bar{p} \) satisfying the first equation in (6.6), and moreover, \( \bar{p} \) is uniquely determined up to an additive multiple of \( v. \) Thus fixing a particular choice \( \tilde{p} \) of \( \bar{p}, \) we see that the general form of \( \bar{p} \) is \( \bar{p} = \tilde{p} + \lambda v \) for arbitrary \( \lambda \in \mathbb{R}. \) Thus equation (6.7) takes the form
\[ \langle v, \Omega v \rangle + \langle v, f''(p, a_+(0))(\tilde{p}, v) \rangle + 2\lambda B + \langle v, D_a f'(p, a_+(0))(\bar{a}, v) \rangle = 0 \quad (6.9) \]
with the above choices of \( \bar{p} \) and \( \bar{a}. \) As \( B \neq 0 \) is assumed, there is a unique choice of \( \lambda \) solving this equation, as desired.
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Now assume that Condition B does not hold, and so $B = 0$. Taking $w = 0$ above forces $\bar{a} = 0$, by (6.8), and so necessarily $\bar{p} = \lambda v$ to satisfy the first equation in (6.6). Equation (6.10) takes the form $\langle v, \Omega v \rangle = 0$. However, this equation is not satisfied for every $\Omega$, which implies the transversality condition fails, as claimed.

**Proposition 6.6.** Fix any $f_0 \in N$, and define $\tilde{F}_{f_0} : Q_1 \times (-1, 1) \times C^2_+ \rightarrow Q_1 \times \mathcal{L}(Q_0)$ by

$$
\tilde{F}_{f_0}(p, a, \gamma) = \left( \begin{array}{c}
(S + S^{-1} - 2I)p - \gamma(p)f_0(p, a) \\
S + S^{-1} - 2I - (\gamma(p)f_0(p, a))'
\end{array} \right).
$$

Then $\tilde{F}_{f_0}$ is transverse to $M$ on $Q_1 \times (-1, 1) \times C^2_+$, where $M$ is as in the statement of Proposition 6.5.

**Proof.** As before, let $L_{f,q} = L_{f,q}(a)$ denote the operator (6.2). Then, denoting $f(u, a) = \gamma(u)f_0(u, a)$ in what follows, we compute the derivative

$$
D\tilde{F}_{f_0}(p, a, \gamma)(\bar{p}, \bar{a}, \bar{\gamma}) = \left( \begin{array}{c}
L_{f,p}\bar{p} - \gamma(p)D_a f_0(p, a)\bar{a} - \bar{\gamma}(p)f_0(p, a) \\
-f''(p, a)\bar{p} - D_a f'(p, a)\bar{a} - (\bar{\gamma}(p)f_0(p, a))'
\end{array} \right).
$$

Thus $\tilde{F}_{f_0}$ is transverse to $M$ at a point $(p, a, \gamma)$ for which $\tilde{F}_{f_0}(p, a, \gamma) \in M$ if and only if, for every choice of $w \in Q_0$ and $\Omega \in \mathcal{L}(Q_0)$, there exist $(\bar{p}, \bar{a}, \bar{\gamma}) \in Q_0 \times \mathbb{R} \times C^2[-1, 1]$, such that

$$
\begin{align*}
\langle v, \Omega v \rangle + \langle v, f''(p, a)\bar{p}, v \rangle + \langle v, D_a f'(p, a)(\bar{a}, v) \rangle &+ \langle v, (\bar{\gamma}(p)f_0(p, a)(\bar{a}, v) \rangle = 0,
\end{align*}
$$

(6.10) much as in (6.6) and (6.7). Here $v$ is a nontrivial element of the kernel of $L_{f,p}$, and is is uniquely determined up to scalar multiple (which we fix) as $L_{f,p} = S + S^{-1} - 2I - f'(p, a) \in Fred_{1,1}$. We note that there is no assurance that $v_\eta > 0$ for the coordinates.

Given any such $w$ and $\Omega$, first choose $\bar{a} = 0$. Next, fix $k$ large enough that both $v_k \neq 0$ (which can be done by Lemma 3.1) and $f(p_k, a) \neq 0$, and choose $\bar{\gamma} \in C^2[-1, 1]$ to satisfy

$$
\bar{\gamma}(p_n) = \begin{cases} 
0, & n \neq k, \\
\gamma^0, & n = k,
\end{cases} \quad \bar{\gamma}(p_n) = \begin{cases} 
0, & n \neq k, \\
\gamma^1, & n = k,
\end{cases}
$$

with the quantities $\gamma^0$ and $\gamma^1$ to be chosen shortly. There exists $\bar{p}$ satisfying the first equation in (6.10) if and only if $\langle v, w \rangle = -\langle v, \bar{\gamma}(p)f_0(p, a) \rangle$, or equivalently,

$$
\gamma^0 = -\frac{\langle v, w \rangle}{v_k f_0(p_k, a)}.
$$
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Taking this value for $\gamma^0$, we now fix the choice of $\overline{p}$ as well. In particular, we note that although we have not yet chosen $\gamma^1$, the choice of this quantity will not affect $\overline{p}$ as the first equation in (6.10) does not involve $\gamma'(p)$.

Finally, we make the unique choice of $\gamma^1$ so that the second equation in (6.10) holds, and one sees that the required value is

$$\gamma^1 = -\frac{\langle v, \Omega v \rangle + \langle v, f''(p, a)(\overline{p}, v) \rangle + \frac{v^2}{k^2} \gamma^0 f'_0(p_k, a)}{v_k^2 f_0(p_k, a)}.$$  

With this, the proof is complete.

**Proof of Theorem 1.2.** With $f_0 \in \mathcal{N}$, we apply the Abraham Transversality Theorem to the maps $\tilde{G}_{f_0}$ and $\tilde{F}_{f_0}$ in Propositions 6.4 and 6.6, respectively. What must be checked is that the appropriate operators are Fredholm with the appropriate index. For the map $\tilde{G}_{f_0}$ we consider the derivative $D_{1,2,3}\tilde{G}_{f_0}(p, q, a, \gamma)$ taken with respect to the first three arguments $p$, $q$, and $a$, but not $\gamma$ (as $\gamma$ plays the role of $\lambda$ in the above statement of the Transversality Theorem). As noted in the proof of Proposition 6.4, the operators $L_{f,p}$ and $L_{f,q}$ are Fredholm with index zero, and from this it follows easily, using the formula (6.3), that $D_{1,2,3}\tilde{G}_{f_0}(p, q, a, \gamma)$ is Fredholm of index one. Thus the Transversality Theorem applies as the map $\tilde{G}_{f_0}$ is $C^2$.

For the map $\tilde{F}_{f_0}$ we must follow the derivative $D_{1,2}\tilde{F}_{f_0}(p, a, \gamma)$ taken with respect to $p$ and $a$, with the projection which annihilates the tangent space $T_{L,\overline{p}}\text{Fred}_{1,1}$. This gives the operator

$$\pi D_{1,2}\tilde{F}_{f_0}(p, a, \gamma)(\overline{p}, \overline{\sigma}) = \left( \begin{array}{c} L_{f,p}\overline{p} - \gamma(p)D_0 f_0(p, a)\overline{\sigma} \\ -\langle v, f''(p, a)(\overline{p}, v) \rangle + D_a f'(p, a)(\overline{p}, v) \end{array} \right),$$  

where $v$ is the kernel element of $L_{f,p}$. Again $L_{f,p}$ has index zero, and as the second coordinate in the range of (6.11) is scalar, it follows that the operator (6.11) has Fredholm index zero. Again the Transversality Theorem applies as the map $F_{f_0}$ is $C^1$. It follows directly that for a residual set of $\gamma \in C^2_+$ the maps $G_{\gamma f_0}$ and $F_{\gamma f_0}$ are transverse to $\{(0,0)\}$ and to $M$, respectively, on their domains, and thus that Condition B holds for $\gamma f_0$. With this Theorem 1.2 is proved.

**References**

[1] John Mallet-Paret. Crystallographic pinning: direction dependent pinning in lattice differential equations. Journal of Differential Equations, to appear.

[2] Jonathan Bell. Some threshold results for models of myelinated nerves. *Math. Biosci.*, 54(3-4):181–190, 1981.

51
[3] Thomas Erneux and Grégoire Nicolis. Propagating waves in discrete bistable reaction-diffusion systems. *Phys. D*, 67(1-3):237–244, 1993.

[4] W. J. Firth. Optical memory and spatial chaos. *Phys. Rev. Lett.*, 61(3):329–332, 1988.

[5] John Mallet-Paret. Traveling waves in spatially discrete dynamical systems of diffusive type. In *Dynamical systems*, volume 1822 of *Lecture Notes in Math.*, pages 231–298. Springer, Berlin, 2003.

[6] V. Pérez-Muñuzuri, V. Pérez-Villar, and L. O. Chua. Propagation failure in linear arrays of Chua’s circuits. *Internat. J. Bifur. Chaos Appl. Sci. Engrg.*, 2(2):403–406, 1992.

[7] Jonathan Bell and Chris Cosner. Threshold behavior and propagation for nonlinear differential-difference systems motivated by modeling myelinated axons. *Quart. Appl. Math.*, 42(1):1–14, 1984.

[8] James P. Keener. Propagation and its failure in coupled systems of discrete excitable cells. *SIAM J. Appl. Math.*, 47(3):556–572, 1987.

[9] Peter W. Bates and Adam Chmaj. A discrete convolution model for phase transitions. *Arch. Ration. Mech. Anal.*, 150(4):281–305, 1999.

[10] A. Carpio and L. L. Bonilla. Pulse propagation in discrete systems of coupled excitable cells. *SIAM J. Appl. Math.*, 63(2):619–635 (electronic), 2002.

[11] Gábor Fáth. Propagation failure of traveling waves in a discrete bistable medium. *Phys. D*, 116(1-2):176–190, 1998.

[12] Karsten Matthies and C. E. Wayne. Wave pinning in strips. *Proc. Roy. Soc. Edinburgh Sect. A*, 136(5):971–995, 2006.

[13] H. J. Hupkes and S. M. Verduyn Lunel. Analysis of Newton’s method to compute travelling waves in discrete media. *J. Dynam. Differential Equations*, 17(3):523–572, 2005.

[14] V. Bangert. On minimal laminations of the torus. *Ann. Inst. H. Poincaré Anal. Non Linéaire*, 6(2):95–138, 1989.

[15] Jürgen Moser. Minimal solutions of variational problems on a torus. *Ann. Inst. H. Poincaré Anal. Non Linéaire*, 3(3):229–272, 1986.
[16] Paul H. Rabinowitz and Ed Stredulinsky. On a class of infinite transition solutions for an Allen-Cahn model equation. *Discrete Contin. Dyn. Syst.*, 21(1):319–332, 2008.

[17] Kenneth J. Palmer. Exponential dichotomies and transversal homoclinic points. *J. Differential Equations*, 55(2):225–256, 1984.

[18] Roger D. Nussbaum. Positive operators and elliptic eigenvalue problems. *Math. Z.*, 186(2):247–264, 1984.

[19] Horst R. Thieme. Remarks on resolvent positive operators and their perturbation. *Discrete Contin. Dynam. Systems*, 4(1):73–90, 1998.

[20] A. Vanderbauwhede and G. Iooss. Center manifold theory in infinite dimensions. In *Dynamics reported: expositions in dynamical systems*, volume 1 of *Dynam. Report. Expositions Dynam. Systems (N.S.)*, pages 125–163. Springer, Berlin, 1992.

[21] G. James. Centre manifold reduction for quasilinear discrete systems. *J. Nonlinear Sci.*, 13(1):27–63, 2003.

[22] A. Vanderbauwhede. Centre manifolds, normal forms and elementary bifurcations. In *Dynamics reported, Vol. 2*, volume 2 of *Dynam. Report. Ser. Dynam. Systems Appl.*, pages 89–169. Wiley, Chichester, 1989.