ODD METRICS
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Abstract. We introduce the concept of ODD (‘Orthogonally Degenerating on a Divisor’) Riemannian metrics on real analytic manifolds $M$. These semipositive symmetric 2-tensors may degenerate on a finite collection of submanifolds, while their restrictions to these submanifolds satisfy the inductive compatibility criterion to be an ODD metric again.

In this first in a series of articles on these metrics, we show that they satisfy basic properties that hold for Riemannian metrics. For example, we introduce orthonormal frames, the lowering and raising of indices, ODD volume forms and the Levi-Civita connection. We finally show that an ODD metric induces a metric space structure on $M$ and that at least at general points of the degeneracy locus $D$, ODD vector fields are integrable and ODD geodesics exist and are unique.
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1. Introduction

The concept of Riemannian metrics on manifolds $M$ has seen several generalizations. Apart from the so-called Finsler metrics, which are indeed norms on the tangent space $T_pM$, these are given by 2-tensors with ‘relaxed properties’. The most important ones among them are probably the pseudo- (or semi-)Riemannian and in particular Lorentz metrics, which may be negative-definite in some direction but are everywhere nondegenerate (see e.g. [9, Section 2] for a discussion). Another generalization, the sub-Riemannian or Carnot–Carathéodory metrics are defined only on a subbundle $S \subset TM$, see [12], usually with some compatibility condition ensuring that points can be connected by curves tangent to $S$. All these generalizations have motivations from certain fields, such as physics, control theory, etc..

A motivation from birational geometry: singular Kähler metrics. In the present work, we introduce a new (at least to our knowledge) generalization of Riemannian metrics, which we call ODD metrics. Here, ODD stands for ‘Orthogonally Degenerating on a Divisor’, which stems from the initial motivation.
for defining these metrics: Kähler cone metrics with cone angle $\beta > 2\pi$, called ramifold metrics in \cite{11, Section 1.1}.

Kähler metrics with cone angle $\beta < 2\pi$ along a smooth divisor $D$ are far better understood and in fact important in the proof of the Yau-Tian-Donaldson conjecture as is evident from the titles of the works \cite{1, 2, 3}.

A natural direction in complex birational geometry is to generalize statements about complex manifolds to well-behaved singular varieties, so called klt pairs $(X, \Delta)$. Kähler-Einstein metrics for example generalize to singular Kähler-Einstein metrics introduced in \cite{6}, where also the existence for $c_1(X, \Delta) \leq 0$ was proven. The equivalence of existence to log K-polystability in the case $c_1(X, \Delta) > 0$ and thus the singular version of the Yau-Tian-Donaldson conjecture was recently proven in \cite{10}.

While the existence is thus now settled, the singularities of these metrics are still not fully understood. The approach goes via solving a complex Monge-Ampère equation on a log-resolution $Y \to X$ with a possibly degenerate and singular right hand side along the exceptional divisor. This exceptional divisor is not smooth, but at least has simple normal crossings and the zeros and poles in the MA-equation correspond to cone angles that may be greater than $2\pi$. Thus in contrary to the smooth case, in the singular case one has to deal with intersections of the prime divisors and with cone angles $> 2\pi$. In addition, further singularity may be introduced where the MA-equation degenerates.

Such equations and Kähler metrics arise very naturally on log-resolutions of klt spaces in more general or entirely different settings (cscK and extremal metrics, curvature bounds and fundamental groups, etc.) and thus a better understanding of their behaviour would be very important.

The differential-geometric approach: ODD metrics. In the present work, we initiate the study of metrics with cone angle $\beta > 2\pi$ from the purely differential-geometric side. In order to do so, it makes sense to generalize the notion a little bit to the following (a slightly simplified version of Definition 2.2):

**Definition 1.** Let $M$ be a real analytic manifold of dimension $n$. An ODD metric $g$ on $M$ is an analytic section of $\text{Sym}^2(T^*M)$, such that:

1. $g_p$ is positive semidefinite for all $p \in M$.
2. There is a finite collection $N_1, \ldots, N_m$, $m \in \mathbb{N}$ of closed analytic submanifolds of $M$ of strictly smaller dimension, such that $g_p$ is nondegenerate for $p \in M \setminus \bigcup_j N_j$.
3. For each $N_j$, $1 \leq j \leq m$, the symmetric bilinear form $g^{N_j}_p$ induced by $g_p$ on $T N_j$ is again an ODD Riemannian metric.

A few remarks are in order. First, note that we cannot demand the restrictions $g^{N_j}_p$ to be classical Riemannian since in general, they will at least degenerate at intersections with other $N_i$. Second, Definition 2.2 differs from the above in requiring that the $N_j$ have simple normal crossings. While for example this condition is apparently not needed for an induced metric space structure on $M$, we expect it to become important for statements from advanced Riemannian Geometry. Third, we require analyticity because we will naturally encounter real-meromorphic and algebroid functions. Note that in particular complex manifolds are real-analytic.

**ODD vector fields and forms.** We proceed in Section 2 with the definitions of ODD orthonormal frames, vector fields, forms, raising and lowering of indices, etc. Here, we will give an intuitive account by considering the maybe simplest possible example.
The ODD metric \( g = x^2 \, dx^2 \) on \( M = \mathbb{R} \) degenerates at the origin. For this metric, starting with the frame \( \hat{\partial}_x = \frac{\partial}{\partial x} \), we obtain an ODD orthonormal frame \( E \) just by normalizing \( \hat{\partial}_x \) with respect to \( g \), which yields

\[
E := \frac{\hat{\partial}_x}{|\hat{\partial}_x|_g} = \frac{1}{\sqrt{x^2}} \hat{\partial}_x = \frac{1}{|x|} \hat{\partial}_x.
\]

This is not even a real-meromorphic, but an algebroid vector field. Thus, we define ODD vector fields with respect to \( g \) to be those algebroid vector fields on \( M \) that are of the form \( X = f \, E \) with analytic \( f \). Consequently, ODD one-forms are those that can be written as \( \omega = g \, \varepsilon \) with analytic \( g \) in the ODD conormal frame \( \varepsilon = |x| \, dx \) defined by \( \varepsilon(E) = 1 \). In the standard frame, the raising and lowering of indices are thus given by

\[
f \, \hat{\partial}_x \mapsto x^2 \, f \, dx, \quad g \, dx \mapsto \frac{1}{x^2} g \, \hat{\partial}_x,
\]

for analytic \( f \) and \( g \), and map ODD vector fields to ODD one-forms and vice versa. We can further define higher differential forms, in particular an ODD volume form

\[
dV_g = \varepsilon_1 \wedge \ldots \wedge \varepsilon_n = \sqrt{|\det(g_{ij} \, dx^1 \wedge \ldots \wedge dx^n)}
\]

for an orthonormal coframe \( (\varepsilon_i)_i \), which in our example amounts to \( dV_g = \varepsilon = |x| \, dx \). In particular, we see that compact regular domains will have nonzero volume with respect to this measure. Moreover, we are able to define ODD versions of the gradient, divergence, and Laplacian.

**ODD curves and the ODD distance.** In Section 3, we first define what ODD regular curves should be, namely continuous curves \( \gamma : [a, b] \to M \), such that for some partition \( a < \alpha_1 < \ldots < \beta \), the restrictions \( \gamma|_{(\alpha_j, \alpha_{j+1})} \) are analytic, and

\[
\lim_{t \to \alpha_j} \frac{\dot{\gamma}(t)}{|\gamma(t)|_g} = \lim_{t \to \alpha_j} \frac{\dot{\gamma}(t)}{|\gamma(t)|_g}.
\]

As we show in Example 3.3, an ODD regular curve through the origin in our example case is given by

\[
\gamma : [-1, 1] \to M = \mathbb{R}; \quad t \mapsto \text{sgn}(t) \sqrt{|t|}.
\]

It is easy to see in this one-dimensional example, but indeed true in full generality - see Proposition 3.6 - that there is always a reparametrization of an ODD regular curve which is a classical regular curve. Here it is now straightforward to use ODD regular curves to define an ODD distance function \( d_\theta \) on \( M \) and we can finally prove:

**Theorem 1** (Theorem 3.9). Let \((M, g)\) be a connected ODD Riemannian manifold and \( d_\theta \) its distance function. Then \((M, d_\theta)\) is a metric space and the metric topology associated to \( d_\theta \) is the same as the topology of \( M \) as a manifold.

**Integrability of ODD vector fields and existence of ODD geodesics.** In the last section of the present work, we first define the ODD Levi-Civita connection, Christoffel symbols etc. in analogy to the classical case. In our running example we compute \( \Gamma^1_{11} = \frac{1}{x} \). In particular, \( \nabla_E E = 0 \) but \( \nabla_{\hat{\partial}_x} \hat{\partial}_x = \frac{1}{x} \hat{\partial}_x \) is not even an ODD analytic vector field. We define ODD vector fields along curves, where we have to be careful in the case of curves inside the degeneracy locus. We see that at least a covariant derivative \( D_t \) along an ODD curve always gives a well-defined vector field along the curve.

Then we turn to investigate integrability of ODD vector fields. We first show in Example 4.8, that integral curves through a point \( p \in M \) of an ODD vector field \( X \) may be nonunique. However, we prove the following:

**Theorem 2** (Theorem 4.9). Let \((M, g)\) be an ODD Riemannian manifold and \( p \in M \). Let \( X \) be an ODD vector field. If either
(1) \( p \) is a general point of \( M \), or
(2) \( p \) is a general point of some \( N_j \subseteq \mathcal{D} \), which is maximal in the sense that it is not contained in any other \( N_k \),
then, there exists \( \epsilon > 0 \) and a unique ODD integral curve \( \gamma: (-\epsilon, \epsilon) \to M \) with \( p(0) = p \).

We also conjecture (Conj. 4.10) that the existence of integral curves holds for every \( p \in M \) and even uniqueness holds in the sense that if \( \gamma \) and \( \mu \) are two integral curves through \( p \), then
\[
\lim_{t \to 0} \frac{\dot{\gamma(t)}}{|\gamma(t)|_g} \neq \lim_{t \to 0} \frac{\dot{\mu(t)}}{|\mu(t)|_g}.
\]
Moreover, we sketch a possible proof of this conjecture in the follow-up of Section 4.3. Along very similar lines we can prove the existence of ODD geodesics, i.e. ODD curves with \( D_t \gamma = 0 \), at general points of the degeneracy locus:

**Theorem 3** (Theorem 4.16). Let \((M, g)\) be an ODD Riemannian manifold and \( p \in M \). Let \( v \in T_p M \) be a tangent vector at \( p \). If either
(1) \( p \) is a general point of \( M \), or
(2) \( p \) is a general point of some \( N_j \subseteq \mathcal{D} \), which is maximal in the sense that it is not contained in any other \( N_k \),
then, there exists a unique ODD geodesic \( \gamma \) through \( p \) in direction \( v \).

We finally conjecture (Conj. 4.17) that unique geodesics exist for all points \( p \in M \) and tangent directions \( v \in T_p M \), where we expect a possible proof to look similar to the sketch of the proof of Conjecture 4.10.

**Further directions.** Since the ultimate application of ODD metrics we have in mind is in Kähler geometry of klt spaces, the following directions will be addressed in further works on ODD metrics:

1. Give rigorous proofs of Conjectures 4.10 and 4.17 and develop large parts of classical Riemannian geometry for ODD metrics, as far as e.g. the Bishop-Gromov volume comparison or the Margulis Lemma.
2. Carry over the concept of ODD metrics from manifolds to orbifolds. An envisioned ODD orbifold metric should be given in orbifold charts by ODD Riemannian metrics compatible with each other and the orbifold structure. In particular, the degeneracy locus of the metric and the codimension-one ramification locus of the orbifold can agree, which yields arbitrary cone angles \( \beta \in \mathbb{Q}_{>0} \).
3. Finally, show that solutions to complex Monge-Ampère equations with degenerate and singular right hand side are - maybe at least under additional assumptions - of ODD type.

**2. ODD Riemannian Metrics**

Let \( M \) be a \( C^\infty \) (i.e. real-analytic) manifold. The necessity of analyticity stems from the simple fact that we can define real-meromorphic (and more generally algebroid) functions on \( M \). We note here that if a Riemannian metric \( g \) on a smooth manifold is \( C^\infty \) in every chart, then the manifold is already real-analytic due to the work [4]. Moreover, in the same article it is shown that there exists an atlas for which \( g \) is real-analytic if and only if \( g \) is real analytic in harmonic coordinates.

For an open subset \( U \subseteq M \), we denote by \( C^\infty(U) \) the real-analytic functions \( f: U \to \mathbb{R} \). By \( \mathcal{M}(U) \), we denote the ‘real-meromorphic functions’ - the field of fractions of the domain \( C^\infty(U) \). Finally, by \( \mathcal{A}(U) = \mathcal{M}(U)^{\text{alg}} \), we denote the algebroid functions on \( U \), the algebraic closure of the field of meromorphic functions.
Remark 2.1. An algebroid function may of course be multivalued and some values may be complex. In the following, we will be particularly interested in real branches of algebroid functions. For example, if 
\( U = M = \mathbb{R} \) and \( f \) is a strictly positive analytic function, then as usual, by \( \sqrt{f} \), we mean the positive branch of the algebroid function solving \( T^2 - f \), which is in fact again analytic. Another example is the real absolute value function \( x \mapsto |x| \), which consists of the positive branches of the solution to \( T^2 - x^2 \). Here, since \( x^2 \) is only semipositive, we have a branch point and thus four different continuous solutions \( x, -x, |x|, \) and \(-|x|\), of which only two are analytic.

One can construct algebroid functions in such a way that e.g. \( \sqrt{f} \) and \(-\sqrt{f} \) will be distinct functions, see [5, Sec. 1.1].

We first give the definition of an ODD Riemannian metric, which is a special form of a semipositive tensor.

Definition 2.2. Let \( M \) be a real analytic manifold of dimension \( n \). An ODD Riemannian metric \( g \) on \( M \) is an analytic section of \( \text{Sym}^2(T^*M) \), such that for the induced symmetric bilinear form \( g_p : T_pM \times T_pM \to \mathbb{R} \) defined on each tangent space at \( p \in M \), the following hold:

1. \( g_p \) is positive semidefinite for all \( p \in M \).
2. There is a finite collection \( N_1, \ldots, N_m, m \in \mathbb{N} \) of closed analytic submanifolds of \( M \) of strictly smaller dimension, such that \( g_p \) is nondegenerate for \( p \in M \setminus \bigcup N_j \).
3. For each \( N_j, 1 \leq j \leq m \), the symmetric bilinear form \( g_p^{N_j} \) induced by \( g_p \) on \( TN_j \) is again an ODD Riemannian metric.
4. The collection \( N_1, \ldots, N_m \) is simple normal crossing, i.e., around every point \( m \in M \), there exists a chart \((x^i)_{i=1,\ldots,n} \), such that every \( N_j \) is given by the vanishing of some of the coordinates:
   \[ N_j = \{ x^{i_1} = 0, \ldots, x^{i_m} = 0 \}. \]

We call the pair \((M, g)\) an ODD Riemannian manifold. We denote by \( \mathcal{D} := \bigcup_{j=1}^m N_j \) the degeneracy locus.

Remark 2.3. We note that the above definition has an inductive nature.

If \( M \) is a curve, then the definition boils down to say that \( g \) may degenerate on a finite set of points. In general, we may call a point general (with respect to the ODD metric), if \( g \) is nondegenerate at \( p \), and special, if \( g \) is degenerate at \( p \). Then the set of general points is a dense open submanifold of \( M \), and the set of special points \( \mathcal{D} \) is a finite union of ODD Riemannian manifolds of strictly smaller dimension. We note that, as the following example shows, for \( N_j \neq N_i \) such that the nontrivial intersection \( O_{ij} = N_j \cap N_i \) is a submanifold of \( N_j \) of strictly smaller dimension, it may or may not be contained in the set of special points of \( N_j \).

Example 2.4. Let \( M := \mathbb{R}^3 \) and \( g \) be defined by
\[ g(x, y, z) := dx \odot dx + dy \odot dy + (x^2 + z^2)(y^2 + z^2)dz \odot dz. \]
Then \( g \) is an ODD Riemannian metric. The set of special points is the union of the \( y \)- and the \( x \)-axis. It is clear that on both axes, \( g \) induces a veritable Riemannian metric.

If instead we consider \( h \), defined by
\[ h(x, y, z) := (x^2 + z^2)dx \odot dx + dy \odot dy + (x^2 + z^2)(y^2 + z^2)dz \odot dz, \]
then \( h \) again is an ODD metric with the same set of special points, but now the origin is a special point for the induced ODD metric on the \( x \)-axis, while on the \( y \)-axis, the induced metric is again veritable Riemannian. Note that the dimension of the degenerate subspace of \( TM \) is two along the \( y \)-axis and one along the \( x \)-axis.
2.1. ODD Orthonormal Frames. It is clear that a priori, if for an ODD metric we try to produce an orthonormal frame from an arbitrary one by the Gram-Schmidt orthonormalization process, we will run into trouble as soon as some vector field lies in the degeneracy locus at some $N_j$. At a general point of $N_j^m$ not lying in any other $N_k$, starting with a coordinate frame $(\tilde{\omega}_i = \frac{\partial}{\partial x^i})_{i=1,\ldots,n}$ for slice coordinates $(x^i)_{i=1,\ldots,n}$, we could at least find a frame $(X_i)_{i=1,\ldots,n}$ such that $(X_i|_{N_j})_{i=1,\ldots,m}$ is an orthonormal frame on $N_j$, and $(X_i|_{N_j})_{i=m+1,\ldots,n}$ span the degenerate subspace of $T_pM$ at every point $p \in N_j$.

But as soon as we encounter more special points, the frames produced in this way get less and less meaningful. Indeed, if $\mathfrak{g}$ is totally degenerate at a point $p$, this procedure will leave any input frame around $p$ as it is.

Instead, in order to define orthonormal frames appropriately, we have to consider algebroid vector fields. That is, sections of the sheaf $\mathcal{A}(TM) \cong C^\omega(TM)$, which is a sheaf of $\mathcal{A}(M)$-vector spaces.

Starting with an arbitrary $C^\omega$ local coordinate frame $(\tilde{\omega}_i = \frac{\partial}{\partial x^i})_{i=1,\ldots,n}$ defined on $U \subseteq M$, we can perform the steps in the Gram-Schmidt orthonormalization process as usual, where the $i$-th vector field

$$E_i := \frac{\tilde{\omega}_i - \sum_{j=1}^{i-1} \frac{\partial}{\partial x^j} \tilde{\omega}_i}{\tilde{\omega}_i - \sum_{j=1}^{i-1} \frac{\partial}{\partial x^j} \tilde{\omega}_j}$$

of the resulting orthonormal frame $(E_i)_{i=1,\ldots,n}$ is a well-defined algebroid vector field (compare Remark 2.1), where $\mathfrak{g}_{ij}$ are the matrix coefficients of $\mathfrak{g}$ in the frame $(\tilde{\omega}_i)$. In particular, such a vector field may have poles at $p \in U$, so there might not be an orthonormal basis $(E_1|_p, \ldots, E_n|_p)$ of $T_pM$ in general, but the identities

$$\mathfrak{g}(E_i, E_j) = \delta_{ij}$$

hold in $\Gamma(U, \mathcal{A}(TM))$. This brings us straight to the definition.

**Definition 2.5.** Let $(M, \mathfrak{g})$ be an ODD Riemannian manifold. Then an ODD orthonormal frame w.r.t. $\mathfrak{g}$ on $U \subseteq M$ is a collection $(E_i)_{i=1,\ldots,n}$ of sections of $\mathcal{A}(TU)$, such that

$$\mathfrak{g}(E_i, E_j) = \delta_{ij}$$

holds for all $1 \leq i, j \leq n$.

The above considerations show that an ODD orthonormal frame always exists on any chart $U \subseteq M$. We also note that the condition $\mathfrak{g}(E_i, E_j) = \delta_{ij}$ automatically implies that the only poles of the $E_i$ may lie in the degenerate subspaces of $\mathfrak{g}$ and are of corresponding order.

We may similarly define ODD conormal frames. Expressed in a real-analytic coframe, these of course possess zeros instead of poles. Expressed in an ODD conormal frame, an ODD metric is (as usual) given by the identity matrix. One can check that the following definition does not depend on the chosen ODD orthonormal frames, so it is well-defined:

**Definition 2.6.** Let $(M, \mathfrak{g})$ be an ODD Riemannian manifold and $X (\omega)$ be an algebroid vector field (one-form). We say that $X (\omega)$ is an ODD vector field (one-form), if in any orthonormal frame $(E_i)_i$, (conormal frame $(\varepsilon^i)_i$), the coefficients $X^i (\omega_j)$ are real-analytic functions.

We define analogously arbitrary ODD tensors.

2.2. ODD Musical Isomorphisms and the Gradient. As in the case of ordinary Riemannian metrics, we wish to define the lowering and raising of indices. First we note that we get a well-defined though in general not injective bundle homomorphism $\hat{\mathfrak{g}}: TM \to T^*M$ given by

$$\hat{\mathfrak{g}}(v)(w) := \mathfrak{g}_p(v, w)$$
for all \( p \in M \) and \( v, w \in T_p M \). Thus we may safely define the *lowering of indices* \( X \mapsto X^\flat \) at least for real-analytic vector fields \( X \in C^\infty(TM) \). However, if we extend the domain to algebroid sections of \( TM \), in the image we encounter algebroid one-forms, elements of \( \mathcal{A}(T^*M) \). In a local real-analytic frame over \( U \subseteq M \), the coefficient matrix \( g_{ij} \) is invertible over the field \( \mathcal{A}(U) \subseteq \mathcal{A}(U) \), as follows from the Gram-Schmidt-orthogonalization process. We denote the inverse matrix by \( g^{ij} \) as usual, it has meromorphic entries. Of course, in ODD orthonormal (co-)frames, \( g^{ij} \) will be the identity matrix as well.

Now we can define the *raising of indices* of a one-form \( \omega \) given in a local coframe \( (e^i) \) dual to the frame \( (E_i) \) by \( \omega = \omega_j e^j \) setting
\[
\omega^\flat := g^{ij} \omega_j E_i.
\]
The raising and lowering of indices define inverse isomorphisms between the \( \mathcal{A}(M) \)-vector spaces of algebroid vector fields and one-forms.

As in the classical theory, we use the raising of indices to define the *gradient* of an analytic (or algebroid) function \( f : M \to \mathbb{R} \) by setting
\[
\text{grad } f := (df)^\flat,
\]
which is in a local frame \( (E_i) \) expressed as
\[
\text{grad } f = (g^{ij} E_i f) E_j.
\]
We note that while - again as in the classical theory - in a local ODD orthonormal frame, the components of \( \text{grad } f \) are the same as those of \( df \), when \( df \) vanishes at some point in some real-analytic frame, it may happen that it does not so in an ODD frame, and in particular, it may have a well defined gradient vector field.

We extend the flat and sharp operators to tensors of arbitrary rank as usual. Moreover, we can define an ‘ODD inner product’ for covectors, which as one might guess, instead of being degenerate, will have poles. In terms of one-forms and in a usual local frame, it is given as
\[
\langle \omega, \eta \rangle := (g^{ij} \omega_j \eta_i).
\]
We extend this to an ‘ODD inner product’ for tensors of arbitrary rank.

### 2.3. ODD Volume Forms

We always assume \( M \) to be oriented. We can directly adopt the definition of the ODD volume form associated to an ODD metric.

**Definition 2.7.** Let \((M, g)\) be an ODD Riemannian manifold. There is a unique algebroid \( n \)-form \( dV_g \), the ODD volume form, given by one of the following equivalent properties:

1. In any local ODD orthonormal oriented coframe \((e_i)\), the ODD volume form is given by
\[
dV_g = e_1 \wedge \ldots \wedge e_n.
\]

2. For a local oriented chart \((x^i)\), the ODD volume form is given by
\[
dV_g = \sqrt{\det(g_{ij})} dx_1 \wedge \ldots \wedge dx_n.
\]

Using the ODD volume form, we may define integrals of functions and in particular define the volume of compact regular domains \( D \subseteq M \) by
\[
\text{Vol}(M) := \int_D 1 dV_g.
\]
In particular, we see that since \( dV_g \) vanishes only on a subset of codimension greater or equal to one, no compact regular domain will have volume zero, i.e. computing volumes with \( dV_g \) makes sense.
2.4. Divergence and Laplacian. Similarly to the gradient, we can define the important differential operators divergence and Laplacian. For a vector field $X$ and a $p$-form $\omega$, we denote by $X \hook \omega$ the interior product (or contraction), a $(p-1)$-form given by

$$X \hook \omega(Y_1, \ldots, Y_{p-1}) := \omega(X, Y_1, \ldots, Y_{p-1})$$

for vector fields $Y_j$. So the divergence $\text{div} X$ of a vector field is characterized by the formula

$$d(X \hook dV_g) = (\text{div} X)dV_g,$$

while the Laplacian of a function $f$ is given by

$$\Delta f = \text{div}(\text{grad} f).$$

Local coordinate representations are of the ‘usual form’:

$$\text{div} (X^i \partial_i) = \frac{1}{\sqrt{\det(g_{ik})}} \partial_i (X^i \sqrt{|\det(g_{ik})|}), \quad \Delta f = \frac{1}{\sqrt{\det(g_{ik})}} \partial_i \left( g^{ij} \sqrt{|\det(g_{kl})|} \frac{\partial f}{\partial x^j} \right).$$

3. ODD Riemannian Manifolds as Metric Spaces

An important property of ODD Riemannian metrics is that despite their degeneracy, they still induce a metric on the underlying manifold. We prove this fact in the following.

3.1. Curves and Lengths. In this subsection, we introduce ODD piecewise regular curves and their lengths.

**Definition 3.1.** Let $(M, g)$ be an ODD Riemannian manifold. Let $a, b \in \mathbb{R}$ and $\gamma: [a, b] \to M$ be a continuous curve segment.

1. When $\gamma: (a, b) \to M$ is a real-analytic map, and $|\dot{\gamma}(t)|_g$ is bounded on $(a, b)$, we say that $\gamma$ is a regular curve w.r.t. $g$.
2. When $\gamma: [a, b] \to M$ is an algebroid function and there is a finite partition $a = a_0 < a_1 < \ldots < a_k = b$, such that:
   - $\gamma|_{[a_{j-1}, a_j]}$ is a regular curve w.r.t. $g$,
   - for every $0 < j < k$, we have
     $$\lim_{t \searrow a_j} \frac{\dot{\gamma}(t)}{|\dot{\gamma}(t)|_g} = \lim_{t \nearrow a_j} \frac{\dot{\gamma}(t)}{|\dot{\gamma}(t)|_g},$$
   or equivalently
     $$\lim_{t \searrow a_j} \frac{\dot{\gamma}(t)}{|\dot{\gamma}(t)|_g} = \lim_{t \nearrow a_j} \frac{\dot{\gamma}(t)}{|\dot{\gamma}(t)|_g},$$
   with respect to some local Riemannian metric $g$, then we call $\gamma$ an ODD regular curve w.r.t. $g$.

3. If there is a finite partition $a = a_0 < a_1 < \ldots < a_k = b$, such that $\gamma|_{[a_{j-1}, a_j]}$ is an ODD regular curve for any $1 \leq j \leq k$, then we say that $\gamma$ is an ODD piecewise regular curve.

**Remark 3.2.** One can check that Item (2) is equivalent to saying that for every local ODD orthonormal frame $(E_i)$ on $M$, $\dot{\gamma}(t)$ can be expressed as $\dot{\gamma}(t) = \dot{\gamma}(t) E_i|_{\gamma(t)}$ with analytic local functions on $[a, b]$. This could be interpreted as saying that $\dot{\gamma}$ is a well-defined ODD vector field along $\gamma$ (compare Def. 4.6). The partition in Item (2) obviously comes from the intersections of $\gamma$ with the degeneracy locus $\mathcal{D}$.

Here we maybe see for the first time why in Definition 2.2, it is important to impose Condition (3), namely that $g$ does not degenerate tangentially to the degeneration locus. Otherwise, for any $\gamma$ lying in some $N_i$, where $g$ degenerates tangentially, it would not be possible to express $\dot{\gamma}$ in this way.
Example 3.3. We consider $M := \mathbb{R}$ together with the ODD metric $g := x^2 dx^2$. As an example of an ODD regular curve that is not regular in the classical sense, the curve $\gamma : [-1,1] \to M$ with the two segments

$$\gamma_{[-1,0]} : t \mapsto (-t)^{1/2}, \quad \gamma_{[0,1]} : t \mapsto t^{1/2},$$

is continuous, but not piecewise regular in the classical sense of $[9]$, since $\lim_{t \to 0} \gamma'(t) = \infty$. In fact, we can see that $\gamma$ is an algebroid function solving $\gamma^4 = t^2$. Moreover, computing the norm of the derivative for $t \in [0,1]$ yields

$$|\gamma'(t)|_g = \sqrt{(t^{1/2})^2 \left(\frac{1}{2} t^{-1/2} \right)^2} = \frac{1}{2},$$

while for $t \in [-1,0]$ we get

$$|\gamma'(t)|_g = \sqrt{(-(-t)^{1/2})^2 \left(\frac{1}{2} (-t)^{-1/2} \right)^2} = \frac{1}{2},$$

as well. This yields that $\gamma$ has constant speed with respect to $g$. Now for the (global) orthonormal frame $(E := \frac{\dot{\gamma}}{|\dot{\gamma}|})$, we have

$$\dot{\gamma}(t) = \frac{E(\gamma(t))}{2},$$

so $\dot{\gamma}$ is an ODD vector field by Definition 2.6 and thus $\gamma$ is an ODD regular curve.

Definition 3.4. Let $(M,g)$ be an ODD Riemannian manifold and $\gamma : [a,b] \to M$ be an ODD piecewise regular curve. Then an ODD reparametrization of $\gamma$ is an ODD piecewise regular curve $\tilde{\gamma} = \gamma \circ \phi : [c,d] \to M$, such that

1. $\phi : [c,d] \to [a,b]$ is a homeomorphism,
2. there is a finite partition $c = c_0 < c_1 < \ldots < c_l = d$, such that $\phi|_{[c_{j-1},c_j]}$ is an analytic diffeomorphism on its image.

Example 3.5. For the curve $\gamma$ from Example 3.3, the obvious classically regular parametrization $\hat{\gamma} := id : [-1,1] \to M$ is an ODD reparametrization, since it is of the form $\hat{\gamma} = \gamma \circ \phi$, with

$$\phi|_{[-1,0]} : t \mapsto -t^2, \quad \gamma|_{[0,1]} : t \mapsto t^2,$$

and the restrictions of $\phi$ to the open intervals $(-1,0)$ and $(0,1)$ are analytic diffeomorphisms. However, $\gamma$ can not be a classical reparametrization of $\hat{\gamma}$.

By Definition 3.1, the (piecewise) regular curves from classical Riemannian geometry (see e.g. $[9]$) are in particular ODD (piecewise) regular curves. But ODD curves are more general, since we allow the derivative $\dot{\gamma}$ to diverge at interval boundaries, as long as the g-norm $|\dot{\gamma}(t)|_g$ stays bounded. However, as the following statement shows, there is always a reparametrization (and repartition) of an ODD piecewise regular curve, that is a classical piecewise regular curve.

Proposition 3.6. Let $(M,g)$ be an ODD Riemannian manifold. Let $a,b \in \mathbb{R}$ and $\gamma : [a,b] \to M$ be a continuous curve segment. Then the following hold.

1. If $\gamma$ is an ODD regular curve w.r.t. $g$, there is a reparametrization which is a classical regular curve.
2. If $\gamma$ is an ODD piecewise regular curve w.r.t. $g$, there is a reparametrization which is a classical piecewise regular curve.
Proof. We begin with Item (1). We can assume that $\gamma$ lies in some coordinate chart and that $\dot{\gamma} \neq 0$ on $[a, b]$. For some Riemannian metric $g$ on the coordinate chart, we can solve the following differential equation on every open interval $(a_{j-1}, a_j)$, where $\gamma$ is real analytic.

$$\dot{\phi}_j(t) = \frac{1}{|\dot{\gamma}(t)|_g}$$

The solution $\phi_j$ is analytic, since the right hand side is analytic on $(a, b)$. So $\gamma \circ \phi$ is a reparametrization of $\gamma|_{[a_j, a_{j+1}]}$ with constant speed. Due to Def. 3.1 (2), we have

$$\lim_{t \to a_j} \frac{\dot{\gamma}(t)}{|\dot{\gamma}(t)|_g} = \lim_{t \to a_{j+1}} \frac{\dot{\gamma}(t)}{|\dot{\gamma}(t)|_g},$$

so $\gamma \circ \phi$ is regular on the whole interval $[a, b]$.

For Item (2), let $\gamma$ be an ODD piecewise regular curve. Then there is a finite partition into ODD regular curve segments, so Item (2) follows from Item (1).

The following is now well-defined as in the classical case.

**Definition 3.7.** Let $(M, g)$ be an ODD Riemannian manifold and $\gamma: [a, b] \to M$ be an ODD piecewise regular curve. We define the length of $\gamma$ to be

$$L_g(\gamma) := \int_a^b |\dot{\gamma}(t)|_g dt.$$ 

It is clear that properties of the length function such as additivity and invariance under ODD reparametrization and ODD isometries follow in the same way as in the classical case from the linearity of the integral and the chain rule. Also, it is clear that any ODD piecewise regular curve has a unique forward parametrization by arc length (compare [9, Prop. 2.49]).

### 3.2. The Distance Function

On a connected ODD Riemannian manifold $(M, g)$, by the same arguments as in the classical case, we know that any pair of points $p, q \in M$ can be joined by an ODD piecewise regular curve. We define the ODD Riemannian distance $d_g(p, q) < \infty$ to be the infimum of all lengths of ODD piecewise regular curves joining $p$ and $q$. In the following, we prove that $(M, d_g)$ is a metric space, and the induced topology is the same as the manifold topology of $M$. Here we note that we cannot compare lengths of tangent vectors with respect to $g$ and a classical Riemannian metric $g$ in the sense that there exist positive constants $c$ and $C$ with

$$c|v|_g \leq |v|_g \leq C|v|_g$$

as usual. In particular, we do not have an analogue of [9, Lemma 2.53]. But we can prove an analogue of the crucial [9, Lemma 2.54] with other methods.

**Lemma 3.8.** Let $(M, g)$ be an ODD Riemannian manifold and $d_g$ its distance function. Let $p \in M$. Then there is an open coordinate neighbourhood $p \in U$ and an open $p \in V \subseteq U$ and positive constants $C$ and $D$, such that the following hold:

1. If $q \in V$, then $d_g(p, q) \leq C d_q(p, q)$, where $g$ is the Euclidean metric in $V$.
2. If $q \notin V$, then $d_g(p, q) \geq D$.

**Proof.** We choose a small Euclidean ball $V := B_r(p)$ around $p$ in some coordinate neighbourhood $U$, such that we can assume that the $N_j$ are given by the vanishing of coordinates and $p$ is the origin.
We prove Item (1). Let \( q \in V \). Since \( V \) is compact and \( g \) is semipositive, but may degenerate somewhere in \( V \), we have at least the first inequality from \([9, \text{Lemma 2.53}]\):

\[
|v|_g \leq C|v|_g
\]

for some positive constant \( C \) and all classical tangent vectors \( t \in T_p M \) for all \( p' \in V \). Now let \( \gamma \) be a regular parametrization of the line segment from \( p \) to \( q \). In particular, \( \gamma \) is an ODD regular curve. Thus due to the above inequality, we have

\[
d_\theta(p, q) \leq L_\theta(\gamma) \leq C L_\theta(\gamma) = C d_\theta(p, q)
\]

and Item (a) is proven.

Now in order to prove (b), let \( q \notin V \) and \( \gamma \) be an ODD piecewise regular curve from \( p \) to \( q \). We can safely assume that \( q \in \partial V \) by if necessary replacing it with \( \gamma(\inf(t; \gamma(t) \notin V)) \).

Now let \( K' := \{ x \mid |x_i| \leq \epsilon/2 \forall 1 \leq i \leq n \} \subseteq V \) be a small box around \( p = 0 \) and let \( K_j' := K' \cap \{ x \mid |x_j| \geq \epsilon/4 \} \) for \( j = 1, \ldots, n \). We can assume that \( K \cap \gamma \) is connected and thus \( \gamma \) has a unique leaving point \( \{ s \} = K' \cap \gamma \). In particular, there is \( j \in \{1, \ldots, n\} \), such that the \( j \)-th coordinate of \( s \) is equal to \( \epsilon/2 \). The situation is illustrated in the picture below.

The crucial point is that \( g \) does not degenerate on \( K_j' \) in \( x_j \)-direction and since \( K_j' \) is compact and the entry point of \( \gamma \) in \( K_j' \) has it’s \( j \)-th equal to \( \epsilon/4 \), there exist \( D_j, j = 1, \ldots, n \), such that \( L_\theta(\gamma) \geq D_j \), if the point \( s \) where \( \gamma \) leaves \( K' \) has the \( j \)-th coordinate equal to \( \epsilon/2 \). Taking \( D := \min_{j=1, \ldots, n} D_j \) yields the conclusion.

\[ \square \]

**Theorem 3.9.** Let \((M, g)\) be a connected ODD Riemannian manifold and \( d_\theta \) its distance function. Then \((M, d_\theta)\) is a metric space and the metric topology associated to \( d_\theta \) is the same as the topology of \( M \) as a manifold.

**Proof.** The proof is verbatim to the proof of [9, Theorem 2.55], with [9, Lemma 2.54] replaced by our Lemma 3.8.

\[ \square \]
4. The ODD Levi-Civita Connection, integrability of vector fields and geodesics

4.1. The ODD Levi-Civita Connection. The ODD Levi-Civita connection will be a particular example of a real-meromorphic connection, a notion that we will define first. We note that related notions of meromorphic connections can be found in the literature, cf. [7, Ch. 5].

**Definition 4.1.** Let $M$ be a real-analytic manifold, $E \to M$ an analytic vector bundle, and $\mathcal{A}(TM)$ and $\mathcal{A}(E)$ be the $\mathcal{A}(M)$-vector spaces of algebroid vector fields and algebroid sections of $E$. An algebroid connection in $E$ is a map

$$\nabla: \mathcal{A}(TM) \times \mathcal{A}(E) \to \mathcal{A}(E); \quad (X,Y) \mapsto \nabla_X Y,$$

with the following properties:

1. $\nabla_X Y$ is $\mathcal{A}(M)$-linear in $X$ and $\mathbb{R}$-linear in $Y$.
2. For $f \in \mathcal{A}(M)$, we have

$$\nabla_X (fY) = f\nabla_X Y + (Xf)Y.$$

Similarly to the case of classical Koszul connections, compare [9, Le. 4.1], it is clear that the ‘value’ of $\nabla_X Y$ at some $p \in M$ (either as a vector of $E_p$ or as a certain kind of ‘pole’) depends only on $X$ and $Y$ on small neighbourhoods of $p$. But in contrary to the classical case, if $X$ has a pole at $p$, we can not say that $\nabla_X Y$ depends only on $X$ at $p$. However, for the ODD Levi-Civita connection, this is true in a certain sense, cf. Remark 4.3.

In the following, we will consider connections in the tangent bundle. As usual, in an analytic local frame $(E_i)$, we have the connection coefficients $\Gamma^k_{ij}$ satisfying

$$\nabla_{E_i} E_j = \Gamma^k_{ij} E_k,$$

but here the $\Gamma^k_{ij}$ are algebroid functions. As in the classical case, the connection is completely determined by the $\Gamma^k_{ij}$ locally, as for algebroid vector fields $X := X^i E_i$ and $Y := Y^i E_i$, we get

$$\nabla_X Y = (X(Y^k)X^i Y^j + \Gamma^k_{ij})E_k$$

exactly in the same way as in the proof of [9, Prop. 4.6]. Also in the same way, we have a transformation law for the $\Gamma^k_{ij}$. When $(E_i)$ and $(\tilde{E}_j)$ are two analytic frames on some open $U \subseteq M$, related by $\tilde{E}_i = A^j_i E_j$ for some (analytic!) matrix of functions $A^j_i$, and letting $\Gamma^k_{ij}$ and $\tilde{\Gamma}^k_{ij}$ be the connection coefficients with respect to $(E_i)$ and $(\tilde{E}_j)$ respectively, then

$$\tilde{\Gamma}^k_{ij} = (A^{-1})^k_p A^q_i A^r_j \Gamma^r_{pq} + (A^{-1})^k_p A^q_i E_q (A^r_j).$$

Moreover, as in the classical case, a connection in $TM$ extends to arbitrary tensor fields, compare [9, Prop. 4.15]. So we can define the total covariant derivative of a $(k,l)$-tensor field $F$ to be the $(k,l+1)$-tensor field defined by

$$(\nabla F)(\omega^1, \ldots, \omega^k, Y^1, \ldots, Y^k, X) := (\nabla_X F)(\omega^1, \ldots, \omega^k, Y^1, \ldots, Y^k)$$

for arbitrary 1-forms $\omega^j$ and vector fields $Y^i, X$. Finally, we can define the covariant derivative of vector fields along analytic curves as usual, but we can not guarantee the existence of meaningful geodesics for a general algebroid connection. We have to first define the Levi-Civita connection of an ODD metric, then we can prove the existence of ODD geodesics.

First, when $(M,g)$ is an ODD Riemannian manifold, we call an algebroid connection $\nabla$ an ODD metric connection, if for all $X,Y,Z \in \mathcal{M}(TM)$, it satisfies

$$\nabla_X \langle Y, Z \rangle = \langle \nabla_X Y, Z \rangle + \langle Y, \nabla_X Z \rangle.$$
As in the classical case, this is equivalent to the total covariant derivative of \( g \) being trivial. Moreover, we say that an algebroid connection is \textit{symmetric}, if the torsion tensor

\[
\tau(X, Y) := \nabla_X Y - \nabla_Y X - [X, Y],
\]

where \([X, Y]\) is the Lie bracket of vector fields, vanishes identically on \( M \) for all \( X, Y \in \mathcal{A}(TM) \). As in the classical case, it follows that \( \nabla \) is symmetric, if and only if the connection coefficients in every \textit{coordinate} frame satisfy \( \Gamma^k_{ij} = \Gamma^k_{ji} \).

**Theorem 4.2** (Fundamental Theorem of ODD Riemannian geometry). \textit{Let} \((M, g)\) \textit{be an odd Riemannian manifold. There exists a unique metric and symmetric connection} \( \nabla \) \textit{in} \( TM \). \textit{We call it the ODD Levi-Civita connection of} \( g \).

**Proof.** We follow the lines of the classical proof, first proving uniqueness. We assume that \( \nabla \) is such a metric and symmetric connection in \( TM \) and let \( X, Y, Z \in \mathcal{A}(TM) \). Writing the metric condition with \( X, Y, Z \) in different orders, we get

\[
X \langle Y, Z \rangle = \langle \nabla_X Y, Z \rangle + \langle Y, \nabla_X Z \rangle, \\
Y \langle Z, X \rangle = \langle \nabla_Y Z, X \rangle + \langle Z, \nabla_Y X \rangle, \\
Z \langle X, Y \rangle = \langle \nabla_Z X, Y \rangle + \langle X, \nabla_Z Y \rangle.
\]

Now we apply the symmetric condition to rewrite the last term on the right in every equation and get

\[
X \langle Y, Z \rangle = \langle \nabla_X Y, Z \rangle + \langle Y, \nabla_Z X \rangle + \langle Y, [X, Z] \rangle, \\
Y \langle Z, X \rangle = \langle \nabla_Y Z, X \rangle + \langle Z, \nabla_X Y \rangle + \langle Z, [Y, X] \rangle, \\
Z \langle X, Y \rangle = \langle \nabla_Z X, Y \rangle + \langle X, \nabla_Y Z \rangle + \langle X, [Z, Y] \rangle.
\]

Adding the first two equations, subtracting the third and solving for \( \langle \nabla_X Y, Z \rangle \), we arrive at

\[
\langle \nabla_X Y, Z \rangle = \frac{1}{2} (X \langle Y, Z \rangle + Y \langle Z, X \rangle - Z \langle X, Y \rangle - \langle Y, [X, Z] \rangle - \langle Z, [Y, X] \rangle + \langle X, [Z, Y] \rangle).
\]

The point here is that the right hand side of this equation does not depend on \( \nabla \) and the lowering of indices is an isomorphism (in particular, it is injective). Thus, for another metric and symmetric connection \( \tilde{\nabla} \), the above equation yields

\[
(\tilde{\nabla}_X Y)^g = (\nabla_X Y)^g
\]

and ergo, both connections are identical. Now as in the classical case, in order to prove existence, we use our equation obtained above rewritten in an analytic coordinate chart \((x^i)\). Since the Lie brackets of the coordinate vector fields \( \partial_i \) are zero, we obtain

\[
\langle \nabla_{\partial_i} \partial_j, \partial_l \rangle = \frac{1}{2} (\partial_i \langle \partial_j, \partial_l \rangle + \partial_j \langle \partial_i, \partial_l \rangle - \partial_l \langle \partial_i, \partial_j \rangle).
\]

By the definitions of the \( g_{ij} \) and the \( \Gamma^k_{ij} \), this yields

\[
\Gamma^m_{ij} g_{ml} = \frac{1}{2} (\partial_i g_{jl} + \partial_j g_{li} + \partial_l g_{ij}).
\]

Multiplying with the inverse \( g^{kl} \) and noting that \( g_{ml} g^{kl} = \delta^k_m \), we get the formulae

\[
\Gamma^k_{ij} = \frac{1}{2} g^{kl} (\partial_i g_{jl} + \partial_j g_{li} + \partial_l g_{ij}),
\]

which are meromorphic functions and define an obviously symmetric algebroid connection in the chart. Analogously to the classical case, it can be shown that the connection also is metric. Uniqueness means that all metrics defined locally in this way in the charts agree on the overlapping subsets.

As usual, we cannot assume an ODD orthonormal frame \((E_i)\) to be holonomic. In particular, the Lie brackets \([E_i, E_j]\) will not vanish in general. Thus, in such an ODD orthonormal frame, the formulae for the \(\Gamma^k_{ij}\) are given by

\[
\Gamma^k_{ij} = \frac{1}{2}(c^k_{ij} - c^j_{ik} - c^i_{jk}),
\]

where the \(c^k_{ij}\) are the coefficients in the expansion

\[
[E_i, E_j] = c^k_{ij} E_k
\]
of the Lie bracket.

**Remark 4.3.** For ODD vector fields \(X, Y\) on an ODD Riemannian manifold and a local orthonormal frame \((E_i)\), obviously the value of \(\nabla_X Y\) at \(p \in M\) only depends on the values \(X^i(p)\) of the coefficient functions, where \(X = X^i E_i\). So in a sense, this locality is the same as in the classical case. However, if \(E_i\) has a pole at \(p\), of course this introduces some ‘nonlocality’, which is encoded in the frame itself.

What also carries over from the classical setting directly is the naturality of the Levi-Civita connection: if \((M, g)\) and \((\tilde{M}, \tilde{g})\) are two ODD Riemannian manifolds with associated Levi-Civita connections \(\nabla\) and \(\tilde{\nabla}\) respectively, and \(\varphi: M \to \tilde{M}\) is an isometry - which ultimately means that \(g\) and \(\varphi^* \tilde{g}\) agree on algebroid vector fields \(X, Y \in \mathcal{A}(TM)\) -, then the pullback of \(\tilde{\nabla}\) is equal to \(\nabla\). The proof of [9, Prop. 5.13] applies verbatim.

**Remark 4.4.** From the formulae of the ODD Christoffel symbols \(\Gamma^k_{ij}\), we see that the ODD Levi-Civita connection “adds” zeros and poles only where \(g\) degenerates, which one might already have expected. This is the reason why we are able to define geodesics in a meaningful way, which we will do in the next subsection. However, we remark that the covariant derivatives of ODD vector fields may not be ODD vector fields anymore, as the following example shows.

**Example 4.5.** We consider \(M := \mathbb{R}\) together with the ODD metric \(g := x^2 dx \wedge \nabla^2\) as in Example 3.3. We have seen that \((E = (\hat{e}_x))\) is a global orthonormal frame and in particular equals \(2\hat{\gamma}\) for the ODD regular curve \(\gamma\). In the standard coordinate frame \((\hat{e}_x)\), we compute

\[
\Gamma^1_{11} = \frac{1}{2x^2} \left( \frac{\partial x^2}{\partial x} + \frac{\partial x^2}{\partial x} - \frac{\partial x^2}{\partial x} \right) = \frac{1}{x}. 
\]

So we have

\[
\nabla_{\hat{e}_x} \hat{e}_x = \frac{1}{x} \hat{e}_x, \\
\nabla_E \hat{e}_x = \frac{1}{|x|} \hat{e}_x, \\
\nabla_{\hat{e}_x} E = \frac{1}{|x|} \nabla_{\hat{e}_x} \hat{e}_x + \frac{\partial (|x|)}{\partial x} \hat{e}_x = \frac{1}{|x|} \hat{e}_x - \frac{1}{|x|} \hat{e}_x = 0, \\
\n\nabla_E E = \frac{1}{|x|} \nabla_{\hat{e}_x} E = 0.
\]

In particular, \(\nabla_{\hat{e}_x} \hat{e}_x\) and \(\nabla_E \hat{e}_x\) are algebroid vector fields that are not ODD.
4.2. Covariant Derivatives along Curves. First, we have to define the right notion of vector fields along ODD regular curves. We have already seen an account of this in Definition 3.1.

**Definition 4.6.** Let \( \gamma: I \to M \) be an ODD regular curve in an ODD Riemannian manifold \((M,g)\). Let \((E_i)_{1 \leq i \leq n}\) be a local ODD orthonormal frame. We say that \( E_i \) has no pole along \( \gamma \), if \( E_i |_{\gamma(t)} \) is well-defined for all but finitely many points of \( \gamma(I) \). We denote

\[
J := \{ 1 \leq i \leq n \mid E_i \text{ has no pole along } \gamma \}. 
\]

An algebroid vector field along \( \gamma \) is a map \( V: I \to T_{\gamma(t)}M \) (defined on all but finitely many points of \( I \)), such that there are algebroid functions \( V^i \in \mathcal{A}(I) \) satisfying

\[
V(t) = \sum_{i \in J} V^i(t) E_i |_{\gamma(t)}.
\]

An algebroid vector field \( V \) along \( \gamma \) is called an ODD vector field along \( \gamma \), if the \( V^i \) are analytic functions. We denote the space of ODD vector fields along \( \gamma \) by \( \mathfrak{X}(\gamma) \).

**Remark 4.7.** We remark that if \( \gamma \) lies in some degeneracy locus \( N_i \), there may be classical vector fields along \( \gamma \) orthogonal to \( N_i \), that by the above definition are not ODD vector fields along \( \gamma \) - because they do not lie in the span of \((E_j)_{j \in J}\). However, at least the tangent vector field \( \dot{\gamma} \) is always an ODD vector field along \( \gamma \).

When \( \gamma: I \to M \) is an ODD regular curve, then choosing ODD orthonormal frames \((E_i)_i\) instead of coordinate frames, we can show the existence of a covariant derivative \( D_t \) along \( \gamma \) along the same lines as in the classical case, cf. [9, Thm. 4.24]. Moreover, we see that the values of \( \nabla_v Y \), where \( v \) is some coefficient vector with respect to \((E_i)_i\) at \( p \in M \), only depend on the values of \( Y \) along any ODD regular curve with velocity \( v \) at \( p \), compare [9, Prop. 4.26].

4.3. Integrability of ODD vector fields. In this subsection, we aim to study how a meaningful integrability of ODD vector fields could look like. The first observation is that in general, integral curves of ODD vector fields are not unique, as the following example shows.

**Example 4.8.** We consider \( M := \mathbb{R}^2 \) with the ODD metric

\[
g := (x^2 + y^2)(dx \otimes dx + dy \otimes dy) + 2(y^2 - x^2)dx \otimes dy,
\]

which degenerates along the coordinate axes. An ODD orthonormal frame is given by

\[
E_1 := \frac{1}{\sqrt{x^2 + y^2}} \partial_x, \quad E_2 := \frac{(x^2 - y^2) \partial_x + (x^2 + y^2) \partial_y}{\sqrt{2x^2y^2(x^2 + y^2)}}.
\]

First, we consider the ODD vector field \( E_2 \). The rescaled field

\[
E_2' := 2 \sqrt{\frac{x^2y^2}{x^2 + y^2}} E_2 = \partial_y + \frac{x^2 - y^2}{x^2 + y^2} \partial_x
\]

is defined and nonvanishing away from the origin. In particular, it has well-defined integral curves through all points of the coordinate axes apart from the origin. Since \( E_2' \) is a rescaling of \( E_2 \), reparametrizing these integral curves yields ODD integral curves of \( E_2 \). It remains the origin.

We can check that there is in fact one integral line \( y = ax \) of \( E_2' \) through the origin, since the equation \( a^3 + a^2 - a + 1 \) has one real root. The picture below shows the (normalized) vector field \( E_2' \) together with the integral line \( y = ax \) through the origin in red.
It is easy to check that there are no other integral curves through the origin. So, in the case of $E_2$, we see that ODD integral curves exist and are unique (the same holds for $E_1$, with an easier argument). Now, consider the ODD vector field

$$E_1 + E_2 = \frac{2\sqrt{x^2y^2} + x^2 - y^2}{2\sqrt{x^2y^2(x^2 + y^2)}} \partial_x + \frac{(x^2 + y^2)}{2\sqrt{x^2y^2(x^2 + y^2)}} \partial_y.$$  

The same scaling argument as before provides us with unique ODD integral curves through all points apart from the origin. However, now there are two ODD integral lines $y = ax$ through the origin, with $a$ the two real solutions to

$$2a\sqrt{a^2} + a - a^3 - a^2 - 1 = 0.$$  

In the picture below, the (normalized) ODD vector field $E_1 + E_2$ together with these two lines is depicted. Moreover, all ODD integral curves through points in the area bordered by these two lines go through the origin as well.

Of course, in general the ‘border cases’ will not always be lines.

However, as the following statement shows, integral curves exist and are unique at least at general points of maximal $N_j$ (as of course they do for general points of $M$).
Theorem 4.9 (Integrability of ODD vector fields at general points of maximal components of \( \mathcal{D} \)). Let \((M, g)\) be an ODD Riemannian manifold and \( p \in M \). Let \( X \) be an ODD vector field. If either

1. \( p \) is a general point of \( M \), or
2. \( p \) is a general point of some \( N_j \subseteq \mathcal{D} \), which is maximal in the sense that it is not contained in any other \( N_k \),

then, there exists \( \epsilon > 0 \) and a unique ODD integral curve \( \gamma: (-\epsilon, \epsilon) \to M \) with \( p(0) = p \).

Proof. If \( X \) has a zero at \( p \), the constant curve \( \gamma = p \) does the job, so we can assume that locally around \( p \), \( X \) has no zeros. Moreover, Item (1) follows from the classical Riemannian theory, since \( g \) is Riemannian on a neighbourhood of a general point.

It remains to prove Item (2). We choose a coordinate neighbourhood \((x^i)_i\), centered at \( p = 0 \) with associated coordinate frame \((\hat{c}_i)_i\), such that locally, \( N_j \) and therefore \( \mathcal{D} \) is given by the vanishing of the coordinates \( x_1, \ldots, x_r \), for some \( r \leq n \).

We let \((E_i)_i\) be an ODD orthonormal frame defined on the same neighbourhood of \( p \). Then \( X = X^i E_i \) for some analytic functions \( X^i \) by the definition of an ODD vector field. As in the remark above, we denote by \( E^i_j \) the coefficient of \( \hat{c}_j \) in the expansion of \( E_i \) in the basis \((\hat{c}_j)_j\). In particular, \( E^i_j \) is a continuous algebroid function, such that \((E^i_j)^2\) is meromorphic and has poles only at \( N_j \). More concretely, when \((E_i)_i\) arises from \((\hat{c}_i)_i\) by the Gram-Schmidt orthogonalization process (which we will assume from now on), then we have

\[
E^i_j = \frac{(-1)^{b_{ij} + 1} \hat{c}_i \hat{c}_j}{||\hat{c}_i - \sum_{k=1}^{i-1} \hat{c}_k \hat{c}_k||_g}.
\]

Thus, the existence of an integral curve through \( p \) is equivalent to a local solution of the first order system
\[
\begin{align*}
\dot{x}^i(t) &= X^j(x(t)) E^i_j(x(t)), \\
x^i(0) &= 0.
\end{align*}
\]

We cannot use the Picard-Lindelöf theorem directly to obtain a local solution. Instead, we multiply with an appropriate common denominator \( h(x) \) of the \( X^j(x(t)) E^i_j(x(t)) \), which has zeros along \( N_j \). Now we investigate the modified system
\[
\begin{align*}
\dot{y}^i(t) &= X^j(y(t)) E^i_j(y(t)) h(y(t)), \\
y^i(0) &= 0,
\end{align*}
\]

which has a positive well-defined algebroid right hand side, which means the right hand side is analytic. So by the Picard-Lindelöf theorem, there is an analytic integral curve \( y : I \to M \) with \( y(0) = p \) solving the system.

If \( h(y(t)) \) was constant zero on \( I \), then \( y \) would lie in \( N_j \). But this means that \( X \) would be tangent to \( N_i \) and have a pole along \( y(I) \). But then by the definition of an ODD metric, \( g|_{y(I)}(X, X) \) can not be an analytic function, which is a contradiction.

So we can assume \( f(t) := h(y(t)) \) is not constant equal to zero and has the only zero at zero (by choosing the interval of definition \( I \) small enough). We consider the order one differential equation

\[
\frac{dk}{dt} = \frac{1}{f(k)},
\]

\( k(0) = 0 \).
We see that we can solve the inverse system \( \frac{dx}{dt} = f(k) \) by simple integration. Now the point is that we know that the first derivative \( f(k) \) of the solution \( t(k) \) is semipositive and has its only zero at zero. In particular, \( t(k) \) is strictly monotonic and has a continuous inverse \( k(t) \) around zero with an infinite slope \( \frac{dk}{dt}(0) = \infty \) at zero. Now, we let \( x(t) := y(k(t)) \). With this definition, \( x \) solves our initial first order system, as the following computation shows:

\[
\dot{x}(t) = \frac{dy^i(k(t))}{dt} = \dot{k}(t)y^i(k(t)) = \frac{1}{f(k(t))}X^j(y(k(t)))E^i_j(y(k(t))) = X^j(x(t))E^i_j(x(t)),
\]
\[x(0) = y(k(0)) = y(0) = 0.\]

That is, \( x \) is an ODD integral curve through \( p \) with \( \dot{x}(t) = X \big|_{x(t)} \).

As already mentioned in the introduction, we believe that integral curves exist (though might be non-unique as Example 4.8 shows) also in more special points (i.e. special points that are not general points of maximal \( N_j \)). We also describe in the following conjecture how in a certain sense, still uniqueness holds and we at least give a sketch of how a possible proof should work.

**Conjecture 4.10.** Let \((M, g)\) be an ODD Riemannian manifold, \( p \in M \), and \( X \) an ODD vector field without zeros. There exists \( \epsilon > 0 \) and at least one ODD regular integral curve \( \gamma: (-\epsilon, \epsilon) \to M \) with \( p(0) = p \).

These curves are unique in the following sense: If \( \gamma \) and \( \mu \) are two integral curves through \( p \) and \( \epsilon \) is chosen small enough such that \( \gamma, \mu \) are regular curves away from \( p \), then

\[
\lim_{t \to 0} \frac{\dot{\gamma}(t)}{\gamma(t)} \neq \lim_{t \to 0} \frac{\dot{\mu}(t)}{\mu(t)}.\]

One could paraphrase the last statement by saying that for every classical tangent direction at \( p \), there is at most one integral curve of \( X \) going through \( p \) in that direction. Also note that the limites are well-defined since \( \gamma \) and \( \mu \) are regular ODD integral curves (cf. Definition 3.1 (2)).

**Sketch of Proof of Conjecture 4.10.** As in the proof of Theorem 4.9, we can assume that the existence of an integral curve amounts to a solution of the first order system

\[
\dot{x}(t) = X^j(x(t))E^i_j(x(t)),
\]
\[x^i(0) = 0.\]

If now we multiply by the least common multiple \( h \) of the denominators of the \( X^j(x(t))E^i_j(x(t)) \), then the resulting modified system

\[
\dot{y}(t) = X^j(y(t))E^i_j(y(t))h(y(t)),
\]
\[y^i(0) = 0,
\]
could have a zero at \( p \). This means that integral curves w.r.t. this modified system that have \( p \) in their closure would correspond to ODD integral curves for \( X \) through \( p \). Of course there can be more than one such curve or a priori none. We propose the following strategy:

- To address the existence of curves with \( p \) in their closure, we note that since \( X \) has no zeros, the modified system will have an index zero singularity at \( p \). From this, one should be able to prove that due to continuity reasons there is at least one integral curve with \( p \) in its closure. We also remark that by an appropriate induction on the codimension of \( N_j \) where \( p \) is a general point, one should be able to assume that away from \( N_j \), locally we have integral curves through all points.
To be more precise, taking an appropriate transversal submanifold $N$ through $p$ and a small (maybe appropriately deformed) ball $B_\epsilon(p)$ apart from $p$ in one direction entering $B_\epsilon(p)$ somewhere else. Due to continuity, the set of entry points of these curves must be of the same homotopy type, i.e. have a hole $S$ of codimension $n - 1$. Curves entering ‘through that hole’ will have $p$ in their closure. The picture below illustrates this approach.

- What the above approach can not prove is that:
  (1) reparametrizing these curves with $p$ in their closure yields ODD regular curves $\gamma$, i.e. with
  \[ \lim_{t \to 0} \frac{\dot{\gamma}(t)}{|\dot{\gamma}(t)|_g} = \lim_{t \to 0} \frac{\dot{\gamma}(t)}{|\dot{\gamma}(t)|_g}, \]
  (2) and two different such reparametrized curves $\gamma$ and $\mu$ through $p$ have different tangential directions:
  \[ \lim_{t \to 0} \frac{\dot{\gamma}(t)}{|\dot{\gamma}(t)|_g} \neq \lim_{t \to 0} \frac{\dot{\mu}(t)}{|\dot{\mu}(t)|_g}. \]

To study this, we propose to investigate the behaviour of small perturbations
\[
\dot{y}^i(t) = X^j(y(t))E^j_i(y(t))h(y(t)) + \epsilon,
\]
\[
y^i(0) = 0,
\]
for $\epsilon \searrow 0$. In particular, these pertubated systems have no singularities. Again, choose a small ball $B := B_\epsilon(p)$ around $p$ and let $S$ be the (closed) set of points on the boundary $\partial B$ such that for $s \in S$, $p$ lies in the closure of the integral curve (w.r.t. our initial system) through $s$. Now let again $N$ be an appropriate submanifold through $p$ transversal to the initial system. Denote $P_\epsilon$ the intersection of $N$ with integral curves of $\gamma$ through points in $S$ and $R_\epsilon$ the set of points where integral curves through points in $S$ leave $B$.

For every $\epsilon > 0$ there are bijections $\phi_\epsilon : S \to P_\epsilon$, $\psi_\epsilon : S \to R_\epsilon$, and for every $s \in S$, we have $\lim_{\epsilon \searrow 0} \phi_\epsilon(s) = p$. Now based on the fact that the singularity $p$ arises from a singularity free vector field in the ODD orthonormal frame, it should be possible to show
that for $s \neq s' \in S$ and $\gamma_{s,\epsilon}, \gamma_{s',\epsilon}$ integral curves of the system perturbed by $\epsilon$ starting at $s$ and $s'$ respectively, translated such that $\gamma_{s,\epsilon}(0) = \phi_\epsilon(s)$ and $\gamma_{s',\epsilon}(0) = \phi_\epsilon(s')$, we get

$$\lim_{\epsilon \to 0} \frac{\gamma_s(\epsilon)}{|\gamma_s(\epsilon)|} \neq \lim_{\epsilon \to 0} \frac{\gamma_{s'}(\epsilon)}{|\gamma_{s'}(\epsilon)|},$$

which would yield what we want.

\[ \square \]

**Remark 4.11.** We expect that there will be an ODD version of the Fundamental Theorem on Flows (c.f. [8, Thm. 9.12]) and that on a compact ODD Riemannian manifold, every ODD vector field is complete, i.e. all maximal integral curves are defined on the whole of $\mathbb{R}$ (cf. [8, Le. 9.15, Thm. 9.16]).

**Remark 4.12.** We also remark that when $g$ is flat in the sense that there is an orthonormal coordinate frame around every point, then Theorem 4.9 and Conjecture 4.10 already yield the existence of ODD geodesics.

### 4.4. ODD Geodesics

By the existence of a covariant derivative $D_t$, at least we can define geodesics as in the classical case.

**Definition 4.13.** Let $\gamma: I \to M$ be an ODD regular curve. We say that $\gamma$ is an ODD geodesic, if $D_t \gamma = 0$.

The existence of ODD geodesics, compared to the classical case (see, e.g., [9, Thm. 4.27]), is a harder task, as in the case of integral curves of vector fields. First, for $p \in M$, we should ask ourselves what an appropriate ODD tangential direction for a geodesic would be? By the definition of ODD vector fields (Def. 2.6) and ODD vector fields along curves (Def. 4.6), it should a priori be defined as follows:

**Definition 4.14.** Let $p \in (M, g)$, an ODD Riemannian manifold. Let $(E_i)_i$ be a local orthonormal frame around $p$. An ODD tangential direction at $p$ is a formal sum

$$v := v^i E_i|_p,$$

with $v^i \in \mathbb{R}$ for $1 \leq i \leq n$.

**Remark 4.15.** When $p$ lies in the degeneracy locus of $g$, then an ODD tangential direction may not be a classical tangent vector at $p$. However, we can always assume to be in the following setting: let $(x^i)$ be a coordinate neighbourhood of $p$ and $(\tilde{v}_i)$ be the associated coordinate frame. Let $(E_i)$ be the orthonormal
frame obtained from \((\tilde{\mathbf{e}}_i)\) by the Gram-Schmidt process. Then expanding \(E_i\) in the \(\tilde{\mathbf{e}}_i\) yields \(E_i = E_i^j \tilde{\mathbf{e}}_j\) with algebroid functions \(E_i^j\). This means we can formally write

\[
\mathbf{v} = \mathbf{v}^i E_i |_p = \mathbf{v}^i E_i^j(p) \tilde{\mathbf{e}}_j |_p.
\]

However, as we have seen in Example 4.8, an ODD tangential direction will not provide a unique classical tangential direction, so we cannot expect geodesics in special points to be unique.

When we try to prove the existence of ODD geodesics with this definiton and analogous to the classical case (c.f. [9, Thm. 4.27]), we encounter a second order system of differential equations not only with an algebroid right hand side, but also with algebroid initial conditions given by \(\mathbf{v}\). It is not clear (at least to us) how to tackle such a system.

However, since by definition ODD geodesics are ODD regular curves, we know they have ODD reparametrizations which are classical regular curves due to Proposition 3.6. So modulo reparametrization, it suffices to find geodesics for classical tangential directions. As for vector fields, we only give the definitive statement for general points of maximal \(N_j\), while we formulate it as a conjecture for more special points.

**Theorem 4.16** (Existence of ODD Geodesics at general points of maximal components of \(D\)). Let \((M, \mathbf{g})\) be an ODD Riemannian manifold and \(p \in M\). Let \(\mathbf{v} \in T_pM\) be a tangent vector at \(p\). If either

1. \(p\) is a general point of \(M\), or
2. \(p\) is a general point of some \(N_j \subseteq D\), which is maximal in the sense that it is not contained in any other \(N_k\),

then, there exists a unique ODD geodesic \(\gamma\) through \(p\) in direction \(\mathbf{v}\).

**Proof.** Let \((x^i)_i\) be a coordinate neighbourhood centered at \(p\) with corresponding coordinate frame \((\tilde{\mathbf{e}}_i)_i\). We can assume that the ODD orthormal frame \((E_i)_i\) arises from \((\tilde{\mathbf{e}}_i)_i\) by the Gram-Schmidt process and that \(\mathbf{v} = \mathbf{v}^i E_i |_p\) for some \(\mathbf{v}^i \in \mathbb{R}\).

Let \(\gamma\) be an ODD regular curve through \(p\) with coefficient functions \(x_i(t)\). We let \(\Gamma^k_{ij}\) be the Christoffel symbols in the frame \((\tilde{\mathbf{e}}_i)_i\). Then we compute

\[
D_t \gamma(t) = \ddot{x}^i(t) \tilde{\mathbf{e}}_i |_{\gamma(t)} + \dot{x}^j(t) \nabla_{\dot{\gamma}(t)} \tilde{\mathbf{e}}_j |_{\gamma(t)}
\]

\[
= \ddot{x}^i(t) \tilde{\mathbf{e}}_i |_{\gamma(t)} + \dot{x}^j(t) \dot{x}^k(t) \nabla_{\tilde{\mathbf{e}}_k} \tilde{\mathbf{e}}_j |_{\gamma(t)}
\]

\[
= \ddot{x}^i(t) + \dot{x}^j(t) \dot{x}^k(t) \Gamma^i_{jk}(\gamma(t)) \tilde{\mathbf{e}}_i |_{\gamma(t)}.
\]

So \(\gamma\) is an ODD geodesic through \(p\) in direction \(\mathbf{v}\) if and only if the geodesic equations \(\ddot{x}^i(t) + \dot{x}^j(t) \dot{x}^k(t) \Gamma^i_{jk}(\gamma(t)) = 0\) together with the initial conditions are satisfied for all \(1 \leq i \leq n\). We convert this second order system to a first order system as usual by introducing new variables \(v^i(t)\) and imposing

\[
\dot{x}^i(t) = v^i(t),
\]

\[
\dot{v}^i(t) = -v^j(t) v^k(t) \Gamma^i_{jk}(x^1(t), \ldots, x^n(t)),
\]

together with the initial conditions

\[
x^i(0) = 0,
\]

\[
v^i(0) = v^i.
\]

Now we can proceed as in the proof of Theorem 4.9 by multiplying this system appropriately. □

The general case should read as follows:
Conjecture 4.17 (Existence of ODD Geodesics). Let $(M, g)$ be an ODD Riemannian manifold and $p \in M$ with an ODD orthonormal frame $(E_i)_i$ around $p$. Let $v \in T_p M$ be a tangent vector at $p$. Then, there exists a unique ODD geodesic $\gamma$ through $p$ in direction $v$.

We expect that this could be proven along the same lines as Conjecture 4.10.
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