Scheduling of AGVs in Automated Container Terminal Based on the Deep Deterministic Policy Gradient (DDPG) Using the Convolutional Neural Network (CNN)

Chun Chen, Zhi-Hua Hu* and Lei Wang

Abstract: In order to improve the horizontal transportation efficiency of the terminal Automated Guided Vehicles (AGVs), it is necessary to focus on coordinating the time and space synchronization operation of the loading and unloading of equipment, the transportation of equipment during the operation, and the reduction in the completion time of the task. Traditional scheduling methods limited dynamic response capabilities and were not suitable for handling dynamic terminal operating environments. Therefore, this paper discusses how to use delivery task information and AGVs spatiotemporal information to dynamically schedule AGVs, minimizes the delay time of tasks and AGVs travel time, and proposes a deep reinforcement learning algorithm framework. The framework combines the benefits of real-time response and flexibility of the Convolutional Neural Network (CNN) and the Deep Deterministic Policy Gradient (DDPG) algorithm, and can dynamically adjust AGVs scheduling strategies according to the input spatiotemporal state information. In the framework, firstly, the AGVs scheduling process is defined as a Markov decision process, which analyzes the system’s spatiotemporal state information in detail, introduces assignment heuristic rules, and rewards the reshaping mechanism in order to realize the decoupling of the model and the AGVs dynamic scheduling problem. Then, a multi-channel matrix is built to characterize space-time state information, the CNN is used to generalize and approximate the action value functions of different state information, and the DDPG algorithm is used to achieve the best AGV and container matching in the decision stage. The proposed model and algorithm frame are applied to experiments with different cases. The scheduling performance of the adaptive genetic algorithm and rolling horizon approach is compared. The results show that, compared with a single scheduling rule, the proposed algorithm improves the average performance of task completion time, task delay time, AGVs travel time and task delay rate by 15.63%, 56.16%, 16.36% and 30.22%, respectively; compared with AGA and RHPA, it reduces the tasks completion time by approximately 3.10% and 2.40%. 
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1. Introduction

With the development of the international logistics industry, about 70% of the world’s total trade volume is borne by ocean shipping. Over the past decade, the rapid growth of ship size and the rapid development of automated terminals maximized the throughput of container terminals in order to reduce the turnover time of container ships [1], which posed many new challenges to the planning of automated container terminals, and new methods are urgently needed to improve the service level and efficiency of automated terminals.

The automated terminal is a multi-level logistics operation process, which mainly includes Quay Cranes (QC)s operations, Yard Cranes (YC)s operations and the horizontal transportation of AGVs, in which AGVs are the key equipment connecting QC operations...
and YCs operations, and run through the entire port’s import and export container transshipment operations. The layout of the automated container terminal is shown in Figure 1. AGVs scheduling is one of the main parts of the AGVs control system in the automated terminal, which takes charge of the optimal matches between AGVs and each task in the most efficient way, while the work procedures between AGVs and other equipment are coupled and decisions are interdependent, making the process of logistics operations extremely complex [2]. To improve the throughput of automated terminals, the interaction between AGVs and crane equipment is required, which depends to a large extent on the synergy of equipment resources [3–6], it is necessary to determine the time for the container to be transported from one equipment to another. To be more specific, when AGV and QC process the container delivery, the two should cooperate with each other; if AGV fails to reach the designated delivery location within the scheduling time, QC will not work. Naturally, it delays the completion of a certain task.

At present, the front of the block area of the automated terminal is equipped with a sufficient number of AGV mates as auxiliary equipment for the horizontal transportation of AGVs, helping to reduce the waiting time related to YCs and AGVs, while the seaside QCs are not equipped with auxiliary equipment such as AGV mates. QCs need to consider the delayed delivery time of the task during the loading and unloading of the container task. Since QCs are the bottleneck resource of the automated terminal, it is necessary to fully consider the resource utilization of QCs [7]. In order to realize the autonomous learning and sustainable development capabilities of the AGVs scheduling system in the automated terminal. Considering the task delivery delay time and the AGVs travel time, we combined CNN and DDPG based on the Actor–Critic (AC) framework proposed by Degris T. et al. [8] to build a Deep Convolution Deterministic Policy Gradient AGVs dynamic scheduling (CDA) algorithm framework for AGVs dynamic scheduling problems; experimental cases verify the reliability and effectiveness of the method.

The main contributions of this paper are summarized as follows: (1) the AGVs scheduling problem is defined as a sequence decision-making problem, modeled as a Markov decision-making process, the scheduling system. The scheduling environment dynamically and interactively makes decisions, and then updates the scheduling strategies through the deep reinforcement learning algorithm to realize the autonomous learning of the scheduling system. (2) The complex environment information of the terminal system information is stored in the multi-channel, two-dimensional matrix of the class diagram, and the complex CNN is created by multi-layer convolution, which effectively extracts the key information from the state information, and through this flexible combination ensures that the deep

Figure 1. The layout of the automated container terminal is shown in the figure.
CNN has a sufficient expression ability and generalization ability. (3) The solution to the problem combines convolutional neural networks and reinforcement learning algorithms, and proposes a Deep Convolution Deterministic Policy Gradient AGVs dynamic scheduling (CDA) algorithm framework, which dynamically selects heuristic rules to determine the highest priority container task, and flexibly assigns the task to an AGV. (4) Due to the time difference between the execution of the action and the observation of the impact of the action on the return, a reward reshaping mechanism is proposed to alleviate the excessive instability of the environment caused by the time difference, and adjust the overall impact of the strategy on the scheduling goal.

Most studies use modeling optimization under a strict problem definition; problem definitions and modeling optimization methods are different for different automated terminal scenarios. As a data-driven intelligent control method, DRL breaks through the strict modeling optimization method, which can be applied to all operation scenarios and improve the generalization ability of the method to solve the AGVs scheduling problem. The system information in automated terminal logistics and transportation systems is uncertain and will change over time, and the AGVs scheduling in such dynamic scenarios usually requires fast and efficient algorithms. The rule-based scheduling approach has a low time complexity and the ability to react to dynamic changes rapidly; therefore, it is very suitable for solving scheduling problems in a dynamic environment with a high complexity, as in real production. The combination of the DRL method and rule-based scheduling method has a strong generalization capability, in addition to a strong optimization capability that has theoretical research value. The artificial intelligence approach empowers the logistics transportation system in the automated terminal, automatically acquiring knowledge and skills through computer or intelligent simulation system simulation learning, continuously improving the system performance to achieve a self-improvement of the system. This effectively alleviates the difficult problem of AGVs dynamic scheduling with the participation of multiple logistics equipment. In our computational experiments, on the one hand, we effectively alleviate the spatio-temporal asynchrony problem of the task handover between QCs and AGVs, and greatly reduce the task delay time and task delay rate. On the other hand, through reasonable tasks allocation and effective integration of resources, we improve the operational efficiency of the horizontal transportation of AGVs, which helps to improve the throughput rate of automated terminal. It has some reference significance for the optimization of AGVs dynamic scheduling in a real automated terminal.

The rest of the paper is organized as follows: Section 2 reviews the relevant literature. Section 3 defines the important elements of the Markov decision process and develops the AGVs scheduling model. Section 4 describes the CDA algorithm in detail, including the network structure of the CDA algorithm and the update process. In Section 5, the effectiveness of the algorithm is verified by numerical simulation experiments, and the results of AGA and RHPA are compared with the CDA algorithm under different case experiments.

2. Literature Review

Over the past few decades, many scholars made great contributions to the research and development of port dispatching, including many studies on the dispatching of terminal AGVs. The core of dispatching lies mainly in the problem model and the solution algorithm, both of which are modeled and optimized based on the assumptions determined by the port operating environment. Rashidi H. et al. [9] established an AGVs scheduling model that minimizes the cost flow of automated terminals, and compared and analyzed the extended network simplicity algorithm (NSA+) and the incomplete greedy vehicle search algorithm (GVS). The results show that these two algorithms complement each other in problem-solving effects, and the NSA algorithm can be used to solve large-scale problems. Grunow M. et al. [10] studied the multi-load AGVs scheduling problem, proposed a complex offline heuristic strategy, and used the extended simulation model to evaluate the performance of the scheduling strategy. The simulation results showed that, compared with the online heuristic algorithm, the offline heuristic algorithm greatly improves the...
utilization of terminal AGVs. Taking the weighted sum minimization of the QCs delay time and the AGVs no-load travel distance as the joint optimization goal of AGVs scheduling, Kim K H. et al. [5] established a mixed-integer programming model for AGVs optimal task allocation, and proposed a heuristic algorithm that solves the problem, analyzing and comparing the performance of the heuristic algorithm with other scheduling rules. In a deterministic environment and a random environment, the algorithm achieves the joint optimization goal of terminal AGVs scheduling. Pjevčević D. et al. [11] analyzed in depth the influence of the number of AGVs and their dispatching rules on the process of container unloading at the terminal, established an AGVs simulation model and efficiency evaluation system, and proposed an efficient data envelopment analysis (DEA) for processing the strategic decision-making method, by setting a reasonable number of AGVs and selecting appropriate AGVs dispatching rules, which improved the efficiency of the terminal’s operation in the unloading mode. Skinner B. et al. [12] considered the automated terminal container transportation scheduling problem, established a modified mathematical model, and proposed a two-part chromosome that improved the genetic algorithm to solve the problem. In simulation experiments of different scheduling scenarios, the improved genetic algorithm and the sequential operation scheduling method are evaluated and compared, and the method is applied to the Brisbane container terminal in Australia. The above problem only considers a single planning problem, which is only a partial optimization of the automated terminal. The automated terminal is a whole in which multiple loading and unloading equipment influences and restricts each other, the operation process of the automated terminal needs to be optimized from a global perspective. Iris, Ç. et al. [6] proposed a new flexible ship loading problem (FSLP), which comprehensively considered the management of loading operations and scheduling of transport vehicles. Various modelling enhancements and a mathematical model to obtain a strong lower bound were designed and a heuristic algorithm was used to solve the problem. The results show that the proposed model and heuristic algorithm can effectively generate high-quality solutions, and can greatly save costs. Luo J. et al. [13] considered the integrated problem of AGVs scheduling and container storage allocation in the automated terminal in the mode of loading and unloading, and established a mixed-integer programming model to minimize ship berth time. The effectiveness of the model and evolutionary genetic algorithm is verified through a large number of numerical experiments, and the experimental results show that the method can effectively solve problems of different scales, and provides a good solution for terminal AGVs scheduling and container storage allocation problems. The results show that the improved genetic algorithm can provide effective solutions and improve the overall operating efficiency of the terminal. There is a strong correlation between modeling optimization and problem definition in this particular environment. Different terminal environments have different problem definitions, and the established models are different. The algorithm lacks generalization ability.

In the actual port operation environment, the AGVs scheduling problem usually faces diversified automation equipment and other unexpected working conditions, such as machine failures, network delays, etc., due to the complexity and dynamics of the port environment and system information over time, these make AGVs scheduling easily affected by random disturbances. Therefore, it is necessary to increase the speed of the algorithm solution to meet the requirements of the complex and changeable port environment for processing timeliness. The general the heuristic search algorithm easily falls into the local optimal and the time cost to solve it is high. In order to adapt to the highly dynamic and complex port environment and improve the flexibility of AGVs scheduling, many scholars on AGVs dynamic scheduling problems carried out various studies, most of them put forward the concept of rescheduling. Angeloudis P. et al. [14] proposed A rolling horizon optimization algorithm based on the concept of cost or benefit. The results show that this method can minimize the maximum completion time and improve the efficiency of the terminal AGVs horizontal transportation operation. Klerides E. et al. [15] established a model to minimize the cost of AGVs scheduling and proposed a rolling time
method. Through the analysis of port cases of different scales, the method of rolling time method was verified. The rescheduling strategy of dynamic decision-making according to the different states of the system can make AGVs quickly adapt to a complex and dynamic working environment. Cai B. et al. [16] proposed two rescheduling strategies for the Autonomous Straddle Carriers (ASC) scheduling problem, which take advantage of the cost of autonomous straddle carrier transportation, the cost of waiting time, and the delay of high-priority tasks. The weighted sum of the cost is the optimization goal. The branch-and-bound algorithm with column generation is used to solve the newly arrived task rescheduling strategy and the unexecuted task rescheduling combination strategy; the usage scenario for both strategies is compared through simulation experiments. In addition, some scholars made improvements based on the static AGVs scheduling algorithm and studied a variety of dynamic scheduling algorithms. Xin J. et al. [17] studied the dynamic scheduling problem of the automated collision-free path of terminal AGVs; introduced the concept of hierarchical control architecture to human–computer interaction scheduling and automatic guided vehicle path planning; and proposed a neighborhood variable-search, meta-heuristic algorithm based on hierarchical control structure, which could be applied to simulated static obstacle and dynamic obstacle scheduling scenarios. The results show that the hierarchical control system algorithm ensures the collision-free horizontal transportation of AGV and improves the operation efficiency of the automated terminal. Kim J. et al. [18] proposed a multi-standard AGVs scheduling strategy. At the same time, the QCs delay time minimization and the AGVs empty travel minimization were considered as objective functions. A mixed-integer programming model was established, and solved the above problems step-by-step through the use of a multi-objective evolutionary derivative algorithm, and thus the goal of AGVs dynamic scheduling was achieved. The application of machine learning algorithms to dynamic scheduling problems became a popular topic in the study of combinatorial optimization problems. Machine learning algorithms learn the optimal strategy for scheduling through simulation experiments or real data, so that they can adapt to different job conditions and scheduling environments, and have the ability to resist interference.

In recent years, with the development of Artificial Intelligence, the Internet of Things, Big Data, and other technologies, many scholars have begun to pay attention to how to improve the dynamic response speed of automated terminal scheduling and promote the autonomous learning of the scheduling system to solve the dynamic problems of the automated terminal operating environment. Han B A. et al. [19] pointed out that adaptive scheduling can select the optimal scheduling strategy according to the optimization goal and system status information in the dynamic production environment, and the scheduling strategy can be regarded as a function of system state information to scheduling operation, which reduces the calculation time of the scheduling process and ensures the speed of a dynamic response. In the acquisition of scheduling strategy, some scholars conducted corresponding work. Based on the inventory management model, Briskorn D. et al. [20] converted the AGVs dynamic scheduling problem into a dynamic allocation transportation task problem; the task allocation strategy was obtained with the greedy limited rule heuristic algorithm and the precise algorithm. A large number of comparative experiments shows that the model and algorithm have a robust performance, which can reduce the empty travel time of the AGVs, thereby improving the horizontal transportation efficiency of the automated terminal. Focusing on the dynamic AGVs scheduling problem against the background of the uncertainty of the automated terminal, and to minimize the QCs operating time and the AGVs empty travel distance, Choe R. et al. [21] proposed a paired preference function and an online preference learning algorithm combined with a deep neural network. A large number of simulation experiments verify that the method can dynamically adjust the AGVs scheduling strategy according to the actual operating conditions of the automated terminal. The task of reinforcement learning is to dynamically learn the optimal strategy by observing the rewards of the action feedback after performing a series of actions. To reduce the average waiting time of trucks, Fotuhi F. et al. [22] proposed
an agent-based YCs scheduling model and q-learning algorithm, and the optimal YCs scheduling strategy is learned through a large number of simulation experiments. The experiment further verified the applicability and robustness of the model and q-learning algorithm to the YCs scheduling problem. An increasing number of scholars focused on Deep Reinforcement Learning (DRL) to solve practical problems, Hu H. et al. [23] proposed an adaptive, deep reinforcement learning, hybrid-rule, AGVs dynamic scheduling method to address the dynamics and uncertainties in material handling in flexible workshops. Experiments verified the feasibility and effectiveness of the method. For the dynamic and stochastic nature of order dispatching in ride-sharing platforms, Tang X. et al. [24] proposed an order dispatching solution based on deep reinforcement learning, and verified the effectiveness of the algorithm through large-scale online tests. In addition, the application of DRL to network flow control problems [25], financial market intraday trading [26], subway train dispatching [27], etc. proved the superiority and effectiveness of DRL in solving sequence decision-making.

In summary, for the AGVs dynamic scheduling optimization method in the automated terminal, the main focus is on periodic static dispatch or rescheduling, dynamics are not fully considered. Therefore, these scheduling methods have certain limitations for the complex port environment. The research of a few AGVs dynamic scheduling problems is combined with machine learning algorithms, and the performance and learning efficiency of the algorithms used are limited by the scale of the tasks that are to be solved. In the automated terminal, as of yet, no scholars applied a deep reinforcement learning algorithm to solve the dynamic scheduling problem. The DRL algorithm framework is applied to AGVs dynamic scheduling for the first time in this paper.

3. Mathematical Model
3.1. Problem Description

Horizontal transportation is an important part of the terminal operating system, which is the link connecting QCs and YCs. In order to improve terminal operating efficiency and reduce terminal operating costs, this paper adopts the dual-cycle mode of simultaneous loading and unloading [28], in which the AGVs dynamic scheduling process is divided into the following: the scheduling system assigns the container to AGV, AGV travels to the loading and unloading point at the QC, AGV picks up or unloads the container, transports the container, and the container is then unloaded or picked at the front buffer area of the yard. As an example of import container unloading operations, first, the scheduling system obtains the current information of all containers and the AGVs space-time information, and allocates the container to be executed to the AGV. Then the AGV arrives at the designated QC location for container handover. Finally, the container is transported by the AGV to the block of yard, where the empty AGV can accept the container assignment of the dispatch system again. The dynamic scheduling process of a single AGV is shown in Figure 2. AGV’s operation time at the QC location should be as close as possible to QC’s loading and unloading time, reducing the delay time of container handover. In order to better describe whether there is a delay in the handover process of containers, the earliest possible event time of each container task is set [5]. If the containers fail to be executed by the AGVs before the earliest possible event time, the handover of the container is delayed.
Figure 2. The dynamic scheduling process of a single AGV.

3.2. Notation of the Global Parameters

We introduce the following AGVs scheduling-related model notations as shown in Tables 1 and 2.

Table 1. Parameter notations.

| Parameters | Notations |
|------------|-----------|
| $V$        | Set of AGVs, indexed by $v \in V$. |
| $Q$        | Set of QCs, indexed by $q \in Q$. |
| $Y$        | Set of YCs, indexed by $b \in Y$. |
| $N_q$      | Set of containers for QC $q$, indexed by $i \in N_q$. |
| $N$        | Set of all containers, $N = \bigcup N_q$. |
| $e_l_i$    | The earliest possible event time container $i$. |
| $G$        | Automated terminal horizontal transportation map of path network. |
| $\text{Dis}(.,.)$ | The function of time for each container transported by AGV. |
| $T_m$      | Service time of QC $q$ loading or unloading container $i$. |
| $T_b$      | Service time of YC $b$ loading or unloading container $i$. |
| $T$        | Time interval $T = [0, t_m]$, $t_m$ is the final completion time of the task. |
| $MR$       | Set of heuristic container allocation rule, $MR = \{mr_1, \ldots, mr_{18}\}$. |
| $\Delta$   | Action space. |
| $S$        | State space. |
| $\text{Dim}(.)$ | Representation of the dimensions of the matrix. |
| $lr$       | Learning rate of Actor network and Critic network. |
| $M$        | Capacity of experience replay memory. |
| $BS$       | Batch size. |
| $t_{max}$  | Maximum number of episodes. |
| $C_u$      | Target network parameter update frequency. |
| $l_s$      | Algorithm training step. |
| $\tau$     | Target network parameter soft update coefficient. |
| $\gamma$   | The discount coefficient of accumulate reward. |
| $\beta$    | The scaling factor in the reward function. |
Table 2. Variable notations.

| Variables | Notations |
|-----------|-----------|
| $K$       | Set of scheduling decision stages, indexed by $k \in K$. |
| $s_k$     | State variable represents the environment information in decision stage $k$, $s_k \in S$. |
| $s^1_k$   | The component of the state variable represents the information of containers. |
| $s^2_k$   | The component of the state variable represents the AGV information. |
| $t_k$     | Time of decision stage $k$. |
| $u_{ik}$  | The urgency of container $i$ in the decision stage $k$. |
| $\pi(\Delta|s_k)$ | The decision strategy to determine the probability of each action based on $s_k$. |
| $\Delta_k$ | The action in the decision stage $k$. |
| $s'_{k'}$ | The state variable of next decision stage. |
| $t_{k'}$  | Time of decision stage $k'$, which is also the completion time of the individual container task. |
| $t_{ik}$  | The actual time that container $i$ is handed over between AGV $v$ and QC $q$. |
| $D_{iq}^v$ | The delay time of container $i$ transported by AGV $v$. |
| $C_{ivk}$ | The travel time of container $i$ transported by AGV $v$. |
| $r_k$     | The reward value of the state variable transition from $s_k$ to $s'_{k'}$. |
| $\pi^*$   | The optimal strategy. |
| $D_{av}$  | Average delay time of all containers. |
| $C_{av}$  | Average travel time per container for AGVs transportation. |
| $N_r$     | Number of containers delayed. |

3.3. AGVs Dynamic Scheduling Model

The dynamic scheduling of AGVs in the automated terminal can be described as a staged container–AGV matching problem. The entire container–AGV matching process is discretely partitioned in time, thus transforming the scheduling problem into a finite stochastic dynamic decision process, which is then modeled as a Markov decision process (MDP). The scheduling system interacts intermittently with the environment in all decision stages, and then dynamically assigns the highest priority container to the available AGV for execution until all tasks are completed. Such a complete process is called an episode. At each decision stage $k$, the scheduling system senses the environment state variable $s_k$, the scheduling system makes a corresponding action $\Delta_k$ in response to the interaction state variable $s_k$ based on the policy $\pi(\Delta|s_k)$. At this time, the container and the available AGV achieve a successful matching. After the current container transportation is over, the environment generates a numerical reward $r_k$ as effective feedback for the decision. According to the AGVs scheduling process described above, we define the state variables, action rules, reward functions, and policy definitions.

3.3.1. System State Information

The local and global characteristic information of the system is described by defining state variables as $s_k$ in the decision-making stage $k$. State variables are the key information for the scheduling system to make a decision, and this decision directly affects the efficiency of the entire system. Therefore, extracting system state information is vital in optimizing the entire scheduling process. AGVs scheduling in the automated terminal involves multiple equipment, determining the amount of information involved in the characterization system. Data are obtained through various data collection equipment, and then multiple sources of information are combined to accurately determine the current system state information. This article characterizes the system state information from two perspectives of the sequence information of QCs containers and AGVs information, which are represented by $s^1_k$ and $s^2_k$, respectively, the final state variable of the decision stage is $s_k = [s^1_k, s^2_k]$.

For the QCs containers, sequence information $s^1_k$ is represented by a four-channel matrix, which describes the global features of the environment, storing different categories of feature information in different channels. The dimension of $s^1_k$ can be expressed as $\text{Dim}(s^1_k) = 4 \times |Q| \times \max\{|N_q| | q \in Q\}$, the height and width of each channel are set to...
the number of QCs and the maximum number of tasks of single QC, respectively. Learning lessons from Kim J. et al. [18] in solving the AGVs scheduling problem, we select the characteristic attributes used to describe the state component \( s^1_k \). The details of \( s^1_k \) are as follows:

1. The channel of container types is used to indicate the types of containers. In the dual-cycle mode of loading and unloading, the execution of different types of containers by the AGVs affects the synchronization of the operation of the QCs and the AGVs. For example, when the AGVs transport the importing containers, they directly travel to the QCs to pick up the container, this process only includes the empty travel time of the AGVs. When the AGVs transport and export the container, they first travel to the front of the YCs to pick up container, and then travel to the QCs to unload the container, the process includes two processing stages, so it takes longer for AGVs to reach QCs. The values 0 and 1 are used to denote the import and export boxes, respectively.

2. The channel for container urgency indicates the urgency of each container. In order to ensure the synchronization of the QCs in loading and unloading each container with the AGVs, and to reduce the delay time of containers handover, the urgency of a container can be expressed as the remaining time until the earliest possible event time. Once the container is transported, the urgency of the container is set to 0; otherwise, the urgency of the unexecuted container \( u_{ik} \) can be expressed as:

\[
u_{ik} = e_i - t_k, \quad i \in N, k \in K\]

3. The estimated load travel time channel records the estimated load travel time for each container not transported by the AGV. The load travel time for the AGV to execute the container is estimated using an automated terminal horizontal transportation map of path network \( G \), according to the container loading and unloading location. The estimated load travel time is set to 0 if the container is assigned to the AGV for execution.

4. The completion time channel records the actual time that each container is completed, initialized to an all-0 matrix.

The AGVs scheduling process is driven not only by the containers' information but also the spatio-temporal information of the AGVs themselves. Since the information of the AGVs is constantly changing in time and space, only the local state information of the AGVs can be captured. The AGVs spatio-temporal state information \( s^2_k \) is mapped as a two-dimensional matrix with dimensions \( \text{Dim}(s^2_k) = |V| \times (1 + |Q| + |Y|) \), initialized to 0. The first column of the matrix specifies the working status of the AGV, “0” means the AGV is idle, “1” means the AGV is assigned a container; the remaining columns indicate the travel time from the current position of the AGV to each QC \( q \) position, and to each YC \( b \) position, respectively, and the specific values can be obtained by querying the automated terminal horizontal transportation map of path network \( G \).

3.3.2. Action Space Expression

In the process of AGVS dynamic scheduling, the scheduling system needs to plan a suitable container and assign a suitable AGVS for the container to execute. As ships become larger and the number of containers increases dramatically, it is difficult to accurately determine the containers that need to be transported within the limited decision-making time in dynamic scheduling. The heuristic assignment rule is a scheduling behavior of the system that schedules AGVs to transport containers, speeding up the dynamic response of the scheduling system and determining the order of container assignment in the scheduling process. The principle of validity and sufficiency is followed when determining the assignment rules. Validity is reflected in the influence of assignment rules on the convergence effect of the objective function, where different assignment rules determine the order of containers execution and directly affect the convergence degree of
the objective function. Sufficiency refers to the diversity of the design of assignment rules, which can not only overcome the short-sightedness of a single assignment rule, but can also select appropriate rules based on different state information in different decision-making stages. Based on the above two principles, 18 heuristic assignment rules are designed in this paper with reference to the criterion proposed by Choe R. et al. [21], where rules 7–18 are hybrid assignment rules combined by two single assignment rules. The specific details of the 18 heuristic assignment rules are shown in Table 3.

Table 3. Specific details of the heuristic assignment rules.

| Symbols | Rules | Description |
|---------|-------|-------------|
| mr₁     | LTT   | The container with the longest transport time from origin to destination is assigned to an AGV. |
| mr₂     | STT   | The container with the shortest transport time from origin to destination is assigned to an AGV. |
| mr₃     | GUT   | The container with the greatest urgency is assigned to an AGV. |
| mr₄     | LUT   | The container with the least urgency is assigned to an AGV. |
| mr₅     | LPT   | The container with the longest processing time is assigned to an AGV; the processing time includes the time for loading and unloading the container at QCS and YCS, as well as the transportation time from the origin to the destination of the container. |
| mr₆     | SPT   | The container with the shortest processing time is assigned to an AGV. |
| mr₇     | LQ-LTT | Selecting the QC \( q \) with the most remaining containers, from which the container with the longest transport time is selected. |
| mr₈     | LQ-STT | Selecting the QC \( q \) with the most remaining containers, from which the container with the shortest transport time is selected. |
| mr₉     | SQ-LTT | Selecting the QC \( q \) with the fewest remaining containers, from which the container with the longest transport time is selected. |
| mr₁₀    | SQ-STT | Selecting the QC \( q \) with the fewest remaining containers, from which the container with the shortest transport time is selected. |
| mr₁₁    | LQ-GUT | Selecting the QC \( q \) with the most remaining containers, from which the container with the greatest urgency is assigned to an AGV. |
| mr₁₂    | LQ-LUT | Selecting the QC \( q \) with the most remaining containers, from which the container with the least urgency is assigned to an AGV. |
| mr₁₃    | SQ-GUT | Selecting the QC \( q \) with the fewest remaining containers, from which the container with the greatest urgency is assigned to an AGV. |
| mr₁₄    | SQ-LUT | Selecting the QC \( q \) with the fewest remaining containers, from which the container with the least urgency is assigned to an AGV. |
| mr₁₅    | LQ-LPT | Selecting the QC \( q \) with the most remaining containers, from which the container with the longest processing time is assigned to the AGV. |
| mr₁₆    | LQ-SPT | Selecting the QC \( q \) with the most remaining containers, from which the container with the shortest processing time is assigned to an AGV. |
| mr₁₇    | SQ-LPT | Selecting the QC \( q \) with the fewest remaining containers, from which the container with the longest processing time is assigned to an AGV. |
| mr₁₈    | SQ-SPT | Selecting the QC \( q \) with the fewest remaining containers, from which the container with the shortest processing time is assigned to an AGV. |

The type of AGV determines the AGVs to be assigned to the selected container, and each AGV has a unique ID. In this paper, the action space consists of heuristic assignment rules and types of AGV. The action space can be represented as \( \Delta = \{ (mr, v) | mr \in MR, v \in V \} \).

3.3.3. Reward Design and Reshaping

At each decision stage \( k \), the scheduling system obtains the state variable \( s_k \) and makes a decision \( X^π(s_k) \), and the corresponding container is assigned to the AGV. After the AGV completes the container task, it needs a measurement standard to measure the task completion effect. Therefore, the two optimization goals of minimizing the delay time of the tasks and the travel time of the AGVs are fully considered, and the reward function to calculate the reward value of the feedback is designed, which is then used for action evaluation and strategy optimization. The end of each container task is transported
by AGV, the actual time \( t_{qi} \) that container \( i \) is handed over between AGV \( v \) and QC \( q \), and actual completion time of each container \( t_k \). The concepts of individual container task delay time cost and AGV travel time cost are introduced based on the optimization objectives of task delay time and single AGV travel time, as shown in Equations (2) and (3):

\[
D_{qi}^{vk} = \max\{(t_{qi}^{vk} - e_i), 0\} \\
C_{iok} = t_{i'} - t_k - t_q^i
\]

Generally, a simple numerical summation of the above-defined cost can be used as the reward value of the feedback. However, when the AGV transports a container task, there is a time difference between the start of the task, and the reward is observed at the end of the task. Within this time difference, if there are other tasks that match the AGV, then these will change the successor state information \( s_{i'} \), causing the entire system environment to become excessively unstable. Therefore, the reward reshaping mechanism proposed in this paper calculates the average delay cost \( D_{av} \) for all tasks and the average trip cost \( C_{av} \) for all AGVs for the whole process. A difference factor in the terms \( D_{qi}^{vk} - D_{av} \) and \( C_{ivk} - C_{av} \) between the cost of a single container task is introduced, and the average cost of the entire process, as well as the scaling factor of the difference factor, is proposed to reshape the reward function. The process of reward function reshaping is shown in Formulas (4)–(8):

\[
D_{av} = \frac{1}{K} \sum_{k \in K} D_{qi}^{vk} \\
C_{av} = \frac{1}{K} \sum_{k \in K} C_{ivk} \\
D_{qi}^{vk} = D_{qi}^{vk} + \beta(D_{qi}^{vk} - D_{av}) \\
C_{ivk} = C_{ivk} + \beta(C_{ivk} - C_{av}) \\
r_k = e^{-D_{qi}^{vk}} + e^{-C_{ivk}}
\]

3.3.4. Optimal Scheduling Strategy

The strategy \( \pi(\Delta|s_k) \) is the probability of all actions in the action space under the condition of the state variable \( s_k \) in the decision state \( k \). The scheduling system can select the container task to pair with AGV based on known action probabilities. Associated with the policy \( \pi \) is the action value function \( Q^\pi(s_k, \Delta_k) \) that represents the expected cumulative discount reward after the execution of action \( \Delta_k \) in state variable \( s_k \) using the policy \( \pi \), with the formula shown in (9):

\[
Q^\pi(s_k, \Delta_k) = E_{\pi}\{ \sum_{i=k+1}^K \gamma^{i-k-1}r_i|s_k, \Delta_k}\}
\]

From the action value function of Formula (9), the Bellman equation under the general policy can be written, as shown in Formula (10):

\[
Q^\pi(s_k, \Delta_k) = E_{\pi}\{r_k + \gamma Q^\pi(s_{i'}, \Delta_{i'})|s_k, \Delta_k}\}
\]

The basic idea of RL is to iteratively update the following Bellman equation to learn an optimal strategy \( \pi^* \) to maximize the expected cumulative discount reward. The cumulative reward under the optimal strategy is shown in Formula (11).

\[
Q^{\pi^*}(s_k, \Delta_k) = max\{ \sum_{i=k+1}^K \gamma^{i-k-1}r_i|s_k, \Delta_k}\}
\]
The AGVs dynamic scheduling problem is modeled as MDP. The ultimate goal is to find the optimal scheduling strategy $\pi^*$ to obtain the maximum expected cumulative discount reward.

4. CDA Scheduling Algorithm

In this paper, the DDPG algorithm is used to achieve AGVs dynamic scheduling. In the previous section, we defined the large-scale discrete action space consisting of a combination of heuristic assignment rules and AGVs types. Based on the original DDPG algorithm, the discrete action space reparameterization trick [29] is introduced and the DDPG algorithm is slightly modified, so that the algorithm can better search for the optimal scheduling strategy $\pi^*$ in the discrete action space. This method combines the deterministic policy gradient (DPG) and the deep CNN, which can be robustly learned. The DDPG algorithm is based on the network structure of the DQN algorithm and uses the fixed network technique to design the evaluation network structure and the target network structure to mitigate the instability of the target network update. The DDPG algorithm is based on the AC framework, and both of the above network architectures—two neural network approximators, the Actor network and the Critic network. In the estimation network, the Actor estimation network $\mu(s_k | \theta_\mu)$ is the policy function of the state variable mapping action; the Critic estimation network $Q(s_k, \Delta_k | \theta_Q)$ is the parameterized value function that approximates the $Q(s_k, \Delta_k)$ values of the state variable $s_k$ and the action $\Delta_k$ given by the Actor estimation network, which is then used to evaluate the Actor estimation network the quality of the action $\Delta_k$ and guide the direction of the strategy $\pi$ update [28], where $\theta_\mu$ and $\theta_Q$ are the parameters of the Actor estimation network and the Critic estimation network, respectively. In the estimation network parameter updating process, the Actor target network $\mu(s_k | \theta_\mu')$ temporarily fixes the Actor estimation network parameters; and the Critic target network $Q(s_k, \Delta_k | \theta_Q')$ temporarily fixes the Critic estimation network parameters to improve the stability and convergence of algorithm training, which are structurally consistent with the estimation networks of Actor and Critic, where $\theta_\mu'$ and $\theta_Q'$ are the parameters of the Actor target network and the Critic target network, respectively.

4.1. CDA Algorithm Network Structure

Actor network and Critic network are function approximators, and the design of their network structure is very important for the nonlinear approximate estimation of the value function. Because the state information represents the port scheduling environment from multiple perspectives, the dimensions and distribution of data are different due to different data sources. In this paper, the state variable $s_k$, which represents the system information, consists of component $s_{1_k}$ and component $s_{2_k}$, and the data structures are a 4-channel 2D matrix and a single-channel 2D matrix, respectively. There are differences in the dimensions of the 2D matrix for different components, and it is not possible to fuse each component information directly from the channels. The CNN has a wide range of applications in image classification, image recognition, and video processing, etc. Therefore, this paper uses multi-layer CNN to combine simple patterns into complex patterns when designing the network structure. This flexible combination can extract the data correlation and ensure that the deep CNN has a sufficient expressive ability and generalization. A hierarchical processing idea is introduced to handle the different components, including $s_{1_k}$ and $s_{2_k}$ of state variable $s_k$. Two deep CNN network structures are used to extract the key feature information of each state component, and then the multi-dimensional key features are made one-dimensional to achieve multi-source information fusion. Deep CNN usually consists of three types of layers: convolution layers, pooling layers and fully connected layers, with the convolution and pooling layers being structurally contiguous. In the convolution layers, the local features of the matrix data are extracted by convolution operations. The main role of the pooling layer is to further reduce the number of parameters by subsampling the unimportant features after the convolution operation.
The convolution layers and the pooling layers are equivalent to feature engineering, while fully connected layers are equivalent to feature weighting, which acts as a “classifier” in the whole neural network. The details of the Actor network and Critic network structure are shown in Tables 4 and 5, respectively.

Table 4. Details of the Actor network structure.

| Layers            | Number of Neurons | Activation Functions | Descriptions                                      |
|-------------------|-------------------|----------------------|---------------------------------------------------|
| Input layer 1     | \(4 \times |Q| \times \max\{|N_q|\}\) | None                 | Input of state component \(s^1_k\).               |
| Input layer 2     | \(|V| \times (1 + |Q| + |B|)\) | None                 | Input of state component \(s^2_k\).               |
| Convolution layer 1| 32                | Swish                | Extracting \(s^1_k\) information.                |
| Pooling layer 1   | None              | None                 | Extracting \(s^2_k\) information.                |
| Convolution layer 2| 64                | Swish                | Further extraction of \(s^1_k\) information.       |
| Pooling layer 2   | None              | None                 | Further extraction of \(s^2_k\) information.       |
| Flatten layer 1   | None              | None                 | One-dimensionalization of \(s^1_k\).               |
| Convolution layer 3| 64                | Swish                | Extracting \(s^2_k\) information.                |
| Pooling layer 3   | None              | None                 | Extracting \(s^2_k\) information.                |
| Flatten layer 2   | None              | None                 | One-dimensionalization of \(s^2_k\).               |
| Concatenation layer | None              | None                 | Concatenation of \(s^1_k\) and \(s^2_k\).        |
| Fully connected layer 1 | 100          | Relu                 | None                                              |
| Output layer 1    | \(|V|\)            | Softmax              | Output AGV information.                           |
| Output layer 2    | \(|MR|\)          | Softmax              | Output assignment rule information.               |
| Gumbel-softmax layer | 1              | None                 | Matching of AGV with container.                    |

Table 5. Details of the Critic network structure.

| Layers            | Number of Neurons | Activation Functions | Descriptions                                      |
|-------------------|-------------------|----------------------|---------------------------------------------------|
| Input layer 1     | \(4 \times |Q| \times \max\{|N_q|\}\) | None                 | Input of state component \(s^1_k\).               |
| Input layer 2     | \(|V| \times (1 + |Q| + |B|)\) | None                 | Input of state component \(s^2_k\).               |
| Convolution layer 1| 32                | Swish                | Extracting \(s^1_k\) information.                |
| Pooling layer 1   | None              | None                 | Extracting \(s^2_k\) information.                |
| Convolution layer 2| 64                | Swish                | Further extraction of \(s^1_k\) information.       |
| Pooling layer 2   | None              | None                 | Further extraction of \(s^2_k\) information.       |
| Flatten layer 1   | None              | None                 | One-dimensionalization of \(s^1_k\).               |
| Convolution layer 3| 64                | Swish                | Extracting \(s^2_k\) information.                |
| Pooling layer 3   | None              | None                 | Extracting \(s^2_k\) information.                |
| Flatten layer 2   | None              | None                 | One-dimensionalization of \(s^2_k\).               |
| Concatenation layer 1 | None              | None                 | Concatenation of \(s^1_k\) and \(s^2_k\).        |
| Concatenation layer 2 | None              | None                 | Concatenation of \(s^1_k\) and \(s^2_k\).        |
| Fully connected layer 1 | 100          | Relu                 | None                                              |
| Fully connected layer 2 | 50              | Relu                 | None                                              |
| Output layer      | 1                 | Relu                 | \(Q(s_k, \Delta_k|\theta_Q)\) corresponding to states and actions. |

4.2. Algorithm Update Process

The goal of the CDA algorithm is to optimize the policy \(\pi \rightarrow \pi^*\) of AGVs scheduling by the non-approximated estimation of action value functions through deep neural networks. The algorithm update process contains two sub-processes, which are the scheduling process of AGVs and the training process of the algorithm. The update process of the algorithm is shown in Algorithm 1. The purpose of the AGVs scheduling process is to obtain a tuple of transfer sequences consisting of dynamic state information, action information, and reward information by interacting with the automated terminal environment to provide data support for the training process of the CDA algorithm. The scheduling process of AGVs can be generally described as follows: the scheduling system obtains the state variable \(s_k\) from the scheduling environment of the AGVs. Based on the results of state variable \(s_k\) processing by the Actor estimation network, the scheduling system determines
the assignment rule and AGV with high priority. According to the above assignment rule, AGV is assigned to high-priority container tasks and transports the container to designated handover points (including QCs and YCs); after the implementation of the scheduling program, the scheduling system receives the feedback reward \( r_k \) and obtains the current state variable \( s_k \) and the transfer sequence tuple \([s_k, \Delta_k, r_k, s_k']\) of the interaction between the system is stored in the experience replay memory. The above process corresponds to lines 3–6 of Algorithm 1 and the blue solid arrows in Figure 3.

The training process of the algorithm is performed every fixed time step \( l_s \): samples of \( BS*[s_j, \Delta_j, r_j, s_j'] \) are sampled uniformly and randomly from the experience replay memory, the state variables \( s_j \) and \( s_j' \) are input to the Actor estimation network, and Actor target network, respectively. The actions \( \Delta_j \) and \( \Delta_j' \) are given based on the predicted values of the network. The Critic target network takes the state variable \( s_j' \) and the action \( \Delta_j' \) given by the Actor target network as an input to predict the state action value \( Q(s_j, \Delta_j | \theta'_Q) \) and calculates the state action target value \( Q(s_j, \Delta_j | \theta_Q) \) through Equation (12):

\[
Q(s_j, \Delta_j | \theta'_Q) = \left\{ \begin{array}{ll}
r_j & t_j < t_{\text{max}} \\
\gamma Q(s_j, \Delta_j | \theta'_Q) & t_j \geq t_{\text{max}}
\end{array} \right.
\]

(12)

The loss function \( L(\theta_Q) \) is equal to the mean square error of the action value \( Q(s_j, \Delta_j | \theta_Q) \) predicted by the Critic estimation network and the state action target value \( Q(s_j, \Delta_j | \theta'_Q) \) predicted by the Critic target network.

Figure 3. Overview of the CDA algorithm.
The following equation calculates the strategy gradient $\nabla \phi$ process of updating network parameters in detail; the above processes correspond to the payoff or higher likelihood. The formula for the strategy gradient $\nabla \theta$ parameters clearly in the form of a flowchart.
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Figure 4 illustrates the entire algorithm process more clearly in the form of a flowchart.

\[
L(\theta_{\text{Q}}) = \frac{1}{BS} \sum_{j=1}^{BS} \left( Q(s_j, \Delta_j | \theta'_{\text{Q}}) - Q(s_j, \Delta_j \| \theta_{\text{Q}}) \right)^2
\] (13)

The policy gradient $\nabla J(\theta_{\mu})$ is the gradient of the state action value $(s_j, \Delta_j | \theta_{\mu})$ of the Critic estimation network to action $\Delta_j$, and is used to update the strategy parameters $\theta_{\mu}$ of the Actor estimation network, causing the neural network select the action with the highest payoff or higher likelihood. The formula for the strategy gradient $\nabla J(\theta_{\mu})$ is shown below. The following equation calculates the strategy gradient $\nabla J(\theta_{\mu})$

\[
\nabla J(\theta_{\mu}) = -\frac{1}{BS} \sum_{j=1}^{BS} \left( \nabla_{\Delta_j} Q(s_j, \Delta_j | \theta_{\mu}) \nabla_{\theta_{\mu}} \Delta_j \right)
\] (14)

In order to ensure the stable convergence of the training process, under the condition of meeting the target network parameter update frequency $C_u$, the “soft” target update method is used to update the parameters of the Actor target network and Critic target network. The target network parameters are updated as shown in Equations (15) and (16):

\[
\theta'_{\mu} = \tau \theta_{\mu} + (1 - \tau) \theta'_{\mu} \tag{15}
\]

\[
\theta'_{\text{Q}} = \tau \theta_{\text{Q}} + (1 - \tau) \theta'_{\text{Q}} \tag{16}
\]

Lines 7–16 of Algorithm 1 describe the learning process of the algorithm and the process of updating network parameters in detail; the above processes correspond to the orange dashed arrow in Figure 3. Figure 4 illustrates the entire algorithm process more clearly in the form of a flowchart.

**Algorithm 1.** Solving AGV scheduling based on CDA algorithm.

- **Input:** Hyperparameters $M, BS, \alpha, \beta, \gamma, \tau, \lambda, \text{it}_{\text{max}}, C_u, l_u$, the automated terminal horizontal transportation map of path network $G$, transport time function $D \text{is}(\cdot, \cdot)$
- **Output:** The optimal strategy $\pi^*$ is the optimal Actor estimation network parameter $\theta_{\mu}$

1: Initialize estimated network and target network parameters, including $\theta_{\mu}, \theta_{\text{Q}}, \theta'_{\mu}, \theta'_{\text{Q}}$
2: For episode: $= 1$ to $\text{it}_{\text{max}}$
3: Scheduling system obtains state information from the AGV scheduling terminal environment
4: The Actor estimation network gives the decision action $\Delta_k = \pi_{\theta_{\mu}}(s_k)$ based on the state variable $s_k$
5: After the AGV completes the container transportation, the scheduling system gets the new state variable $s_k$ and reward $r_k$, and determines if the task is completed
6: Store the state transfer sequence $[s_j, \Delta_j, s_j', r_j]$ into the experience replay memory
7: If $l_j$ meets the conditions, start training the network
8: For $j = 1$ to $BS$
9: Sample $[s_j, \Delta_j, s_j', r_j]$ from the experience replay memory, and calculate the state action target value $Q(s_j, \Delta_j \| \theta'_{\text{Q}})$
10: Calculate the mean square error loss function $L(\theta_{\text{Q}})$ and update the Critic estimation network parameters $\theta_{\text{Q}}$ by the gradient descent algorithm
11: Use the backpropagation of the policy gradient $\nabla J(\theta_{\mu})$ to update the Actor target network parameters $\theta_{\mu}$
12: End for
13: End if
14: If the condition of $C_u$ is met
15: Update the parameters $\theta'_{\mu}$ and $\theta'_{\text{Q}}$ using the “soft” target update method
16: End if
17: End for
After the AGV completed the container transportation, the scheduling system gets the new state variable \( s_{\text{new}} \) and the next decision stage is taken as input to the optimal action estimation network. Under the premise that the task is completed, indicated as “0”, and marked with a green filled rectangle; AGV 1 and AGV 3 are idle, indicated as “0”, and marked with a green filled rectangle; AGV 2 is not idle, indicated as “1”, and marked with a red filled rectangle. Then, the state variable \( s_k \) is used as the input to the optimal action estimation network. Under the premise that there are tasks, the idle AGV is specified and the task assignment rule is predicted. In this example, the action is \( \Delta_k = (m_{r_{11}}, AGV \ 2) \). According to the definition of the assignment rule \( m_{r_{11}} \), there are three tasks in the task sequence of QC 3 and the task numbered 3-1 is the most urgent; therefore, AGV 2 considers the task number 3-1 first. Finally, after AGV 2 completes the task numbered 3-1, the delay time and the travel time of the task numbered 3-1 transported by AGV 2 are calculated by Formulas (2) and (3), which are 15 s and 20 s, respectively. The state variable \( s_{\text{new}} \) at the end of the task numbered 3-1 is obtained by a calculation, which is marked by a light-blue rectangular box in the figure. The above task assignment process is repeated until all tasks are executed, and then the reshaping reward \( r_k \) is calculated based on Equations (4)–(8), and the transfer sequence tuple \( [s_k, \Delta_k, r_k, s_{\text{new}}] \) of each decision stage is stored in the experience replay memory for the training of the algorithm; the algorithm training process is shown in the previous section.
Table 6. Detailed description of the parameters of the CDA algorithm.

| QC ID | Task ID | Type | From Location | To Location | Earliest Event Time | Estimated Load Travel Time | Whether to Be Executed | Task Competition Time |
|-------|---------|------|---------------|-------------|---------------------|--------------------------|------------------------|----------------------|
| QC 1  | 1-1     | 1    | B 2           | QC 1        | 70                  | 32                       | Y                      |                      |
|       | 1-2     | 0    | QC 1          | B 1         | 130                 | 20                       | N                      |                      |
|       | 1-3     | 1    | B 3           | QC 1        | 210                 | 44                       | N                      |                      |
| QC 2  | 2-1     | 0    | QC 2          | B 3         | 60                  | 32                       | Y                      | 95                   |
|       | 2-2     | 0    | QC 2          | B 2         | 140                 | 20                       | Y                      |                      |
|       | 2-3     | 1    | B 1           | QC 2        | 200                 | 32                       | N                      |                      |
| QC 3  | 3-1     | 1    | B 2           | QC 3        | 80                  | 32                       | N                      |                      |
|       | 3-2     | 0    | QC 3          | B 1         | 150                 | 44                       | N                      |                      |
|       | 3-3     | 1    | B 3           | QC 3        | 220                 | 20                       | N                      |                      |

Note: Y means the task has been assigned or executed; N means the task has not yet been assigned.

5. Numerical Experiments

This section details the factors affecting the scheduling performance of AGVs. First, the optimal value of the parameter β in Equations (6) and (7) is determined empirically to ensure that the CDA algorithm has a reliable convergence as well as scheduling accuracy. Second, the scheduling results of a single assignment rule and other scheduling algorithms are compared and analyzed in different instances to verify the reliability and validity of the model and algorithm proposed in this paper. Finally, the simulation experiment is carried out under the double-cycle operation mode. The implementation of the AGVs dynamic scheduling simulation experiment consists of two parts: to build a simulation terminal environment for AGVs scheduling, and to implement the CDA algorithm architecture based on the deep framework, Tensorflow. To achieve this, all experiments were conducted on Windows 10, Intel(R) Core(TM) i5-10200H CPU @ 2.40 GHz, 16 GB RAM NVIDIA GeForce GTX 1650 Ti, python2019 Professorial. Each test case result is the average of five results.

5.1. Experimental Parameters Setting

There are complexities and uncertainties in the container handling and transportation environments of the automated terminal. In order to reflect the real automated terminal environment as accurately as possible, some important experimental parameters and constraints are set in this paper, as described below.
(1) The number of container tasks considered in each episode $|N| \in [50, 500]$, where 50–100 containers are considered for the small-scale problem and 100–500 containers for the large-scale problem; the number of QCs on the sea side $|Q| \in [2, 8]$ and the number of YCs on the land side $|Y| \in [4, 10]$; and the number of AGVs $|V| \in [5, 15]$ are considerations of this study.

(2) Studying the adaptability of the scheduling algorithm in dynamic situations by introducing uncertainty in the operation time of QCs and YCs, is a consideration of this study. It is assumed that the operation time of QC, loading containers onto or unloading containers from the AGV obeys uniform distribution $t_{qi} = U(20 – 30) \text{s}$; the time of the AGV loading and unloading containers at YC obeys uniform distribution $t_{bi} = U(15 – 25) \text{s}$.

(3) This experiment takes the port operation values obtained from Xiamen Yuanhai Container Automation Terminal as a reference. The length and width of the horizontal transport area are set to 240 m and 100 m, respectively, and the speed of AGV is 5 m/s [30].

(4) According to the containers and the task sequence arranged before the ship berthing, the earliest possible event time for each container task is set. The earliest possible event interval of the preceding and following tasks in the tasks sequence obeys a normal distribution $N(60, 80)$, e.g., if container $j$ is the successor of container $i$ in the tasks sequence, then the earliest possible event time of container $j$ is $el_j = el_i + N(60, 80)$.

In general, the hyperparameter in the DRL algorithm plays a significant role in the convergence and training effect of the algorithm. However, due to a large number of hyperparameters and the large search space of parameters in the DRL algorithm, it is difficult to find the optimal value. In this paper, we refer to the hyperparameters given by Liu D. et al. [31] and obtain the final CDA algorithm-related parameters through preliminary experiments, as shown in Table 7.

Table 7. Detailed description of the parameters of the CDA algorithm.

| Parameters | Parameter Values | Description of Parameters |
|------------|------------------|--------------------------|
| $lr$       | 0.001            | Learning rate of Actor network and Critic network. |
| $M$        | 10,000           | Experience replay memory capacity. |
| $BS$       | 32               | Batch size. |
| $it_{\text{max}}$ | 1500            | Maximum number of episodes. |
| $Cu$       | 100              | Target network parameter update frequency. |
| $ls$       | 80               | Algorithm training time step. |
| $\tau$     | 0.01             | Target network parameter soft update coefficient. |
| $\gamma$   | 0.9              | The discount coefficient of accumulative reward. |

5.2. Parameter Experiment

In order to alleviate the difficulty of convergence of the CDA algorithm due to the unstable transition of the scheduling environment, the scaling factor of the differential term is introduced in the reward reshaping, and the setting of the scaling factor $\beta$ has an impact on the accuracy and convergence speed of the algorithm solution. To address the above problem, the experimental arithmetic case is designed with the number of containers $|N| = 100$, the number of QCs $|Q| = 4$, the number of YCs $|Y| = 6$, and the number of AGVs $|V| = 20$, and the experiment is carried out with $\beta$ taking values of 0.1, 0.3, 0.5, 0.7, and 0.9. The results are shown in Table 8. Figures 6–8 show the cumulative rewards of the algorithm, the delay time of containers tasks, and the total travel time of the AGVs, respectively. It can be seen that $\beta$ at different values can ensure that the objectives of optimization tend towards the direction of minimization, but values of $\beta$ that are too high or too low lead to the difficulty of the convergence of the algorithm, and an unsuitable value of $\beta$ leads to the unideal objectives after the convergence of the algorithm. Considered comprehensively, the scaling factor $\beta$ in this paper is set to 0.5.
Table 8. Scheduling results of CDA algorithm with different values of $\beta$.

| $\beta$ | Reward | Delay Time of Tasks (s) | Total Travel Time of the AGV (s) |
|---------|--------|-------------------------|--------------------------------|
| 0.1     | 135.57 | 3194                    | 7722                           |
| 0.3     | 135.37 | 3264                    | 7727                           |
| 0.5     | 136.83 | 2848                    | 7585                           |
| 0.7     | 135.91 | 3103                    | 7680                           |
| 0.9     | 135.80 | 3133                    | 7696                           |

Figure 6. CDA algorithm for cumulative discount rewards for different values of $\beta$.

Figure 7. Task delay time of CDA algorithm with different values of $\beta$.

Figure 8. AGV travel time of CDA algorithm with different values of $\beta$.

5.3. Comparison of Experimental Results

In implementing the CDA algorithm proposed in this paper for AGVs dynamic scheduling, the scheduling system assigns tasks to the specified AGVs based on the designed heuristic assignment rules, and the optimal policy learned by this algorithm is the task assignment rules in different states. The results obtained in this way are better than the single rule [19]. It is necessary to compare the scheduling results of the CDA algorithm and the single assignment rule to verify the effectiveness of the model algorithm. In addition to using the proposed task delay time and AGVs travel time as evaluation metrics, the container task delay rate and the tasks completion time are also introduced for...
the comprehensive evaluation of the CDA algorithm and the single assignment rule. The container task delay rate is calculated as follows:

\[ D_r = \frac{N_r}{N} \]  

(17)

Experiments are designed for small-scale container tasks and the number of AGVs in cases 1–10. Tables A1–A4 in Appendix A show the scheduling results for 18 single heuristic rules and the scheduling results of the CDA algorithm on different metrics; the optimal solutions of the CDA algorithm and scheduling rules on different metrics are marked in bold. The experimental results show that the algorithm performs well in all 10 cases. Overall, the CDA algorithm improves the average performance on the metrics of task completion time, the delay time of tasks, total delay time of AGVs, and delay rate of container tasks by 15.63%, 56.16%, 16.36%, and 30.22%, respectively.

The training process of the algorithm in case 8 is shown in Figure 8. As the training proceeds, the cumulative reward quickly converges to a maximum value, as shown in Figure 9a–d, which shows the trends of tasks completion time, tasks delay time, and travel time of the AGVs with the training process, respectively, exactly the opposite of the cumulative reward. Figures A1–A4 in Appendix A clearly show the scheduling results of the CDA algorithm and the single assignment rule in case 8. The CDA algorithm outperforms the single task assignment rule in terms of both tasks completion time and AGVs travel time, while it is slightly inferior to the GUT rule and the LQ-GUT rule in the two metrics of task delay rate and task delay time. Since these two rules always assign the urgent task to AGV for execution first, this will lead to the growth of AGVs travel time, and thus the overall operational efficiency of terminal AGVs scheduling decreases. Comparing Figures A2 and A3 in Appendix A, we can find that CDA is better than the GUT rule in reducing the delay rate of tasks, but slightly inferior to the LQ-GUT rule. In conclusion, improving the overall efficiency of dock-level transportation lies in the fact that the optimal task assignment rules can be selected according to different situations during AGVs scheduling.
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Figure 9. Training process of CDA algorithm on case 8. (a) Convergence of cumulative discount rewards; (b) Convergence of tasks delay time; (c) Convergence effect of AGV travel time; (d) Convergence effect of completion time.
To further verify the superiority of the algorithms in solving large-scale problems, this paper sets up a comparison experiment of different algorithms, including the adaptive genetic algorithm (AGA) [1], which is commonly used for dock scheduling, and the rolling time-domain algorithm (RHPA) [32], which is used for dynamic scheduling. To measure the difference in scheduling results between the CDA algorithm and other algorithms, the GPA value of the maximum completion time is used, and the GAP value of the CDA algorithm and AGA are calculated as shown in Equation (18):

$$GPA_{\text{CDA-AGA}} = \frac{t_{m}^{\text{AGA}} - t_{m}^{\text{CDA}}}{t_{m}^{\text{CDA}}} \times 100\%$$  \hspace{1cm} (18)

where $t_{m}^{\text{CDA}}$, $t_{m}^{\text{AGA}}$ are the maximum completion times of the CDA algorithm and AGA, respectively. For the evaluation criterion of completion time, if the GAP value is positive, it means that the CDA algorithm is superior; otherwise, AGA is superior. Similar to Equation (18), the GAP values of the CDA algorithm and RHPA are calculated as follows:

$$GPA_{\text{CDA-RHPA}} = \frac{t_{m}^{\text{RHPA}} - t_{m}^{\text{CDA}}}{t_{m}^{\text{CDA}}} \times 100\%$$  \hspace{1cm} (19)

In this experiment, three algorithms are used to solve cases 11–30, and the results are shown in Table A5 in Appendix A. From the experimental results, it can be seen that the proposed CDA algorithm can obtain the approximate optimal solutions for different scales of the arithmetic cases. By calculating $GPA_{\text{CDA-AGA}}$ and $GPA_{\text{CDA-RHPA}}$, and plotting the curves of GAP, as shown in Figure 10, both curves have a slow rising trend, and the performance of the CDA algorithm on scheduling problems is close to that of AGA and RHPA when the size of the arithmetic cases is relatively small. As shown in Table A5 in Appendix A, for example, in Case 13, $GPA_{\text{CDA-AGA}}$ is −1.50%, the CDA algorithm has slightly worse scheduling results than AGA in this case; in Case 16 and Case 17, the $GPA_{\text{CDA-RHPA}}$ values are −1.92% and −1.34%, respectively, and RHPA has better results than the CDA algorithm in solving these two cases. The scheduling performance of the CDA algorithm becomes significantly better as the size of the cases increases (the number of container tasks ≥ 300). In conclusion, the CDA algorithm is slightly less capable of solving small-scale problems compared to large-scale problems, since the state space of large-scale problems provides a larger optimization space for the algorithmic network to learn and reduce training errors. Analyzing the results of cases 11–30, it can be seen that the CDA algorithm improves by 3.10% and 2.40% in average performance over AGA and RHPA, respectively.

![Figure 10. The curve of GAP value under different arithmetic cases.](image)

For different numbers of AGVs, the scheduling results of the CDA algorithm are compared with those of RHPA and AGA. The number of pre-considered tasks is set to 300; the number of QCs and the number of YCs are set to 4 and 8, respectively; and the number of AGVs is assigned to 10, 12, 14, 16, 18, and 20, in that order. The results of the above six groups of experiments are shown in Table 9. Figures 11–13 depict the
trends of tasks delay time, AGVs travel time, and tasks completion time, respectively. The following conclusions can be drawn: (1) the travel time of the AGVs maintains almost constant values as the number of AGVs increases; (2) the three algorithms are sensitive to the metric of tasks delay time, and all of them decrease with the number of increasing AGVs; (3) The sensitivity of AGA to this indicator is greater, followed by RHPA, and the sensitivity of the CDA algorithm to this indicator is the least; (4) The sensitivity of the three algorithms to the indicator of the task completion time is similar to the conclusion (2); it reflects the fact that the optimization of task completion times depends to a greater extent on the degree of equipment synergy; (5) In terms of task delay times and completion times, the difference between the CDA algorithm, and AGA and RHPA, is significant when the number of AGVs is small, when the number of AGVs is greater than 16, and the difference between task delay duration and task completion time between the CDA algorithm and other algorithms gradually decreases as the number of AGVs increases, and the overall scheduling performance of the CDA algorithm is significantly better than that of AGA and RHPA.

Table 9. Scheduling results of three algorithms with different number of AGVs.

| Tasks Completion Time (s) | Tasks Delay Time (s) | AGVs Travel Time (s) |
|---------------------------|----------------------|----------------------|
| Tasks Completion Time (s) | Tasks Delay Time (s) | AGVs Travel Time (s) |
| CDA | RHPA | AGA | CDA | RHPA | AGA | CDA | RHPA | AGA |
| 300-10-4-8 | 2273 | 2325 | 2332 | 23,134 | 36,705 | 23,505 | 23,357 | 23,492 | 23,016 |
| 300-12-4-8 | 1960 | 2011 | 1994 | 10,731 | 19,670 | 12,810 | 23,534 | 23,606 | 23,353 |
| 300-14-4-8 | 1679 | 1735 | 1739 | 17,319 | 23,110 | 13,921 | 23,635 | 23,902 | 23,492 |
| 300-16-4-8 | 1527 | 1552 | 1574 | 4620 | 75,215 | 7691 | 23,534 | 23,606 | 23,353 |
| 300-18-4-8 | 1331 | 1352 | 1371 | 4946 | 9494 | 6631 | 22,792 | 22,752 | 23,684 |
| 300-20-4-8 | 1234 | 1232 | 1214 | 5755 | 7466 | 6652 | 22,701 | 22,949 | 23,475 |

Figure 11. Curve of task delay time with the number of AGVs.

Figure 12. Curve of AGVs travel time with the number of AGVs.
Figure 13. Curve of task completion time with the number of AGVs.

6. Conclusions and Future Research Direction

This article discusses how to choose the AGV and container assignment method to improve the synchronization of handling equipment and transportation equipment in the automated terminal, and transforms the dynamic scheduling problem into a sequential decision problem. The scheduling state, represented as a matrix of multiple channels, heuristic assignment rules, and reward functions, is introduced to simplify the complex AGVs dynamic scheduling process. A reinforcement learning algorithm using deep convolutional networks and hybrid heuristic rules is proposed to optimize the mapping space from the state–action space to the optimal policy. The real AGVs horizontal transportation scenario is simulated, and uncertain task loading and unloading time is considered. In order to obtain the optimal hybrid scheduling rules for AGVs in different states, a large number of experimental cases are designed, and, in this paper, the CDA algorithm is trained for these cases. Comparing the scheduling results of the CDA algorithm with each single scheduling rule defined in this paper, and other solution algorithms including AGA and RHPA, the effectiveness and superiority of the proposed algorithm are verified; the scheduling performance of the CDA algorithm improves by 29.59% on average over a single scheduling rule, and this algorithm can reduce the task operation time by about 3.10% and 2.40% in AGA and RHPA, respectively. A sensitivity test on the number of AGVs further demonstrates the performance of the CDA algorithm. The results show that as the number of containers and AGVs increases, the advantages of CDA become more apparent.

In the future research, in addition to the dynamic scheduling of AGVs, the dynamic path planning problem of AGVs can also be studied. Multiple AGVs share a road network in the automated terminal, not only to ensure the shortest path for the AGVs transportation of containers, but also to consider whether the AGV driving trajectory cross or overlap results in AGVs collision, congestion and other conflict issues. If the AGVs path conflict is not handled properly, it will not only prolong the travel time of the AGVs, but also increase the waiting time of QCs or YCs, resulting in a decrease in operational efficiency and a significant increase in the operation cost. Therefore, AGVs dynamic scheduling combined with AGVs dynamic path planning is one of the main directions for future research. At present, the application of the DRL algorithm to AGVs dynamic scheduling and AGVs dynamic path planning requires further research and exploration in the actual automated terminal. In addition to the synchronous operation of QCs and AGVs, the task delivery efficiency between AGVs and YCs also urgently must be resolved. In the future, the coupling constraints between AGVs and YCs can be considered, such as the shortage of AGV mates in the yard area that delays the tasks. In the new U-shape trafficked automated terminal [33]. Both the internal AGVs and the external trucks are delivery tasks directly with the YCs. There is no buffering function in the multiple material handling equipment, and the synchronized operation of AGVs and YCs needs to be considered. Therefore, DRL-based algorithms need to be improved to adapt to the more complex operating environment of the automated terminal.
Appendix A

Table A1. Tasks completion time of CDA algorithm and assignment rules under different cases.

| Cases | LTT | STT | LPT | SPT | GUT | LUT | LQ-LUT | SQ-LUT | SQ-LPT | SQ-SPT | SQ-LTT | SQ-STT | SQ-LTT | SQ-STT | CDA |
|-------|-----|-----|-----|-----|-----|-----|--------|--------|--------|--------|--------|--------|--------|--------|-----|
| 1     | 933 | 917 | 985 | 912 | 956 | 904 | 945    | 958    | 983    | 963    | 937    | 1034   | 991    | 962    | 959    |
| 2     | 609 | 575 | 659 | 627 | 625 | 601 | 592    | 581    | 632    | 638    | 625    | 648    | 565    | 654    | 619    |
| 3     | 938 | 973 | 1020| 959 | 933 | 912 | 939    | 907    | 1014   | 999    | 979    | 1030   | 951    | 941    | 996    |
| 4     | 909 | 919 | 1015| 932 | 978 | 985 | 954    | 984    | 954    | 975    | 919    | 964    | 1008   | 1018   | 826    |
| 5     | 723 | 780 | 782 | 749 | 794 | 737 | 734    | 767    | 773    | 755    | 719    | 761    | 748    | 753    | 733    |
| 6     | 759 | 787 | 844 | 755 | 765 | 776 | 811    | 805    | 772    | 806    | 760    | 773    | 806    | 772    | 768    |
| 7     | 918 | 907 | 1009| 904 | 909 | 936 | 911    | 943    | 950    | 989    | 906    | 957    | 897    | 949    | 910    |
| 8     | 928 | 993 | 1064| 960 | 982 | 935 | 938    | 957    | 984    | 989    | 965    | 994    | 940    | 996    | 974    |
| 9     | 756 | 809 | 868 | 761 | 781 | 774 | 776    | 768    | 760    | 808    | 748    | 792    | 766    | 797    | 750    |
| 10    | 781 | 804 | 884 | 792 | 800 | 785 | 786    | 815    | 823    | 806    | 818   | 822    | 776    | 837    | 818    |

Note: The size $|N| \times |V| \times |Q| \times |B|$ of the cases 1–10 are $50 \times 5 \times 2 \times 4$, $50 \times 8 \times 2 \times 4$, $80 \times 8 \times 2 \times 4$, $80 \times 10 \times 4 \times 6$, $100 \times 10 \times 4 \times 4$, $100 \times 12 \times 4 \times 4$, $100 \times 12 \times 4 \times 6$. 80

Table A2. Tasks delay time of CDA algorithm and assignment rules under different cases.

| Cases | LTT | STT | LPT | SPT | GUT | LUT | LQ-LUT | SQ-LUT | SQ-LPT | SQ-SPT | SQ-LTT | SQ-STT | SQ-LTT | SQ-STT | CDA |
|-------|-----|-----|-----|-----|-----|-----|--------|--------|--------|--------|--------|--------|--------|--------|-----|
| 1     | 4228| 1924| 4809| 3713| 367 | 3585| 6239   | 1423   | 4333   | 2451   | 3417   | 3234   | 4089   | 1861   | 3175  |
| 2     | 902 | 1435| 1472| 188 | 355 | 1450| 2915   | 205    | 1774   | 1526   | 1420   | 1372   | 938    | 1583   | 1109  |
| 3     | 3641| 2839| 4898| 3890| 364 | 4122| 7071   | 145    | 3559   | 3664   | 3177   | 2963   | 3269   | 2768   | 2693  |
| 4     | 7760| 5092| 9244| 6425| 1002| 9376| 12544  | 1669   | 7252   | 5368   | 6334   | 6270   | 7098   | 6170   | 6147  |
| 5     | 3732| 4167| 4623| 4019| 522 | 5998| 7732   | 412    | 5222   | 4211   | 4579   | 3821   | 4260   | 4136   | 4519  |
| 6     | 4779| 5266| 5147| 5954| 725 | 5622| 8823   | 975    | 4983   | 4413   | 4301   | 4275   | 4469   | 5124   | 4225  |
| 7     | 6269| 6158| 8639| 711 | 829 | 9513| 12695  | 918    | 7410   | 6083   | 6338   | 6375   | 6523   | 5643   | 5990  |
| 8     | 6447| 6771| 8114| 6861| 1017| 10016| 12952  | 2810   | 5799   | 5537   | 4891   | 4692   | 7550   | 6570   | 4692  |
| 9     | 4889| 3627| 6896| 4255| 707 | 6973| 9717   | 337    | 4881   | 2650   | 4174   | 4279   | 5274   | 3430   | 4162  |
| 10    | 6316| 3261| 6989| 5772| 587 | 6163| 8672   | 931    | 5640   | 3153   | 5233   | 4931   | 5546   | 3010   | 5319  |

Note: The size $|N| \times |V| \times |Q| \times |B|$ of the cases 1–10 are $50 \times 5 \times 2 \times 4$, $50 \times 8 \times 2 \times 4$, $80 \times 8 \times 2 \times 4$, $80 \times 10 \times 4 \times 6$, $100 \times 10 \times 4 \times 4$, $100 \times 12 \times 4 \times 4$, $100 \times 12 \times 4 \times 6$. 80
Table A3. AGVs travel time of CDA algorithm and assignment rules under different cases.

| Cases | LTT  | STT  | LPT  | SPT  | GUT  | LQ-LUT | SQ-LUT | GUT-LUT | LQ-SPT | SQ-SPT | GUT-SPT | LQ-LTT | SQ-LTT | GUT-LTT | CDA |
|-------|------|------|------|------|------|--------|--------|---------|--------|--------|---------|--------|--------|---------|-----|
| 1     | 4530 | 4379 | 4882 | 4380 | 4595 | 4294   | 4599   | 4637    | 4734   | 4746   | 4624    | 4862   | 4724   | 4565    | 4606|
| 2     | 4483 | 4229 | 4853 | 4460 | 4450 | 4331   | 4616   | 4666    | 4604   | 4752   | 4336    | 4676   | 4604   | 4752    | 4387|
| 3     | 7149 | 7212 | 8030 | 7291 | 7173 | 6991   | 7125   | 7013    | 7673   | 7605   | 7493    | 7833   | 7728   | 7199    | 9013|
| 4     | 7025 | 6994 | 7921 | 7043 | 7077 | 6811   | 7108   | 7101    | 7384   | 7362   | 7330    | 7514   | 7210   | 7381    | 7300|
| 5     | 6919 | 7061 | 7707 | 7033 | 7095 | 6982   | 6984   | 7043    | 7193   | 7097   | 7019    | 7043   | 7099   | 7004    | 7223|
| 6     | 7041 | 7263 | 8064 | 7264 | 7311 | 7148   | 7452   | 7345    | 7350   | 7709   | 7295    | 7358   | 7396   | 7277    | 7352|
| 7     | 8735 | 8685 | 9862 | 8691 | 8807 | 8620   | 8641   | 8953    | 8975   | 9309   | 8929    | 9135   | 8605   | 8933    | 8835|
| 8     | 8999 | 9053 | 10220| 9101 | 9353 | 8988   | 9021   | 9103    | 9525   | 9598   | 9217    | 9147   | 9093   | 9234    | 9323|
| 9     | 8628 | 8724 | 9815 | 8677 | 8809 | 8741   | 8883   | 8722    | 8735   | 8997   | 8645    | 8927   | 8719   | 8671    | 8825|
| 10    | 8888 | 8785 | 9941 | 8823 | 8948 | 8824   | 8811   | 8960    | 9264   | 9835   | 9304    | 9334   | 8899   | 9168    | 9308|

Note: The size $|N| \times |V| \times |Q| \times |B|$ of the cases 1–10 are $50 \times 5 \times 2 \times 4$, $50 \times 8 \times 2 \times 4$, $80 \times 8 \times 2 \times 4$, $80 \times 8 \times 4 \times 4$, $80 \times 10 \times 4 \times 4$, $80 \times 10 \times 4 \times 6$, $100 \times 10 \times 4 \times 4$, $100 \times 10 \times 4 \times 6$, $100 \times 12 \times 4 \times 4$, $100 \times 12 \times 4 \times 6$.

Table A4. Tasks delay rate of CDA algorithm and assignment rules under different cases.

| Cases | LTT  | STT  | LPT  | SPT  | GUT  | LQ-LUT | SQ-LUT | GUT-LUT | LQ-SPT | SQ-SPT | GUT-SPT | LQ-LTT | SQ-LTT | GUT-LTT | CDA |
|-------|------|------|------|------|------|--------|--------|---------|--------|--------|---------|--------|--------|---------|-----|
| 1     | 0.24 | 0.18 | 0.24 | 0.2  | 0.14 | 0.12   | 0.26   | 0.10    | 0.22   | 0.18   | 0.18    | 0.24   | 0.22   | 0.14    | 0.20|
| 2     | 0.12 | 0.14 | 0.16 | 0.10 | 0.10 | 0.10   | 0.20   | 0.06    | 0.16   | 0.16   | 0.14    | 0.14   | 0.14   | 0.14    | 0.14|
| 3     | 0.123| 0.14 | 0.15 | 0.14 | 0.09 | 0.09   | 0.19   | 0.04    | 0.10   | 0.15   | 0.09    | 0.09   | 0.14   | 0.08    | 0.09|
| 4     | 0.29 | 0.21 | 0.24 | 0.28 | 0.28 | 0.21   | 0.34   | 0.13    | 0.26   | 0.25   | 0.26    | 0.30   | 0.24   | 0.24    | 0.25|
| 5     | 0.20 | 0.18 | 0.21 | 0.19 | 0.15 | 0.25   | 0.09   | 0.21    | 0.22   | 0.20   | 0.19    | 0.16   | 0.18   | 0.19    | 0.18|
| 6     | 0.23 | 0.19 | 0.25 | 0.21 | 0.19 | 0.15   | 0.28   | 0.13    | 0.20   | 0.21   | 0.20    | 0.24   | 0.21   | 0.20    | 0.20|
| 7     | 0.22 | 0.18 | 0.22 | 0.19 | 0.22 | 0.19   | 0.15   | 0.27    | 0.21   | 0.20   | 0.22    | 0.25   | 0.17   | 0.20    | 0.19|
| 8     | 0.20 | 0.18 | 0.27 | 0.22 | 0.20 | 0.17   | 0.28   | 0.12    | 0.22   | 0.18   | 0.20    | 0.20   | 0.19   | 0.20    | 0.18|
| 9     | 0.18 | 0.16 | 0.17 | 0.15 | 0.15 | 0.14   | 0.25   | 0.08    | 0.18   | 0.14   | 0.15    | 0.17   | 0.19   | 0.17    | 0.17|
| 10    | 0.22 | 0.14 | 0.20 | 0.20 | 0.15 | 0.13   | 0.24   | 0.09    | 0.20   | 0.14   | 0.20    | 0.18   | 0.20   | 0.18    | 0.20|

Note: The size $|N| \times |V| \times |Q| \times |B|$ of the cases 1–10 are $50 \times 5 \times 2 \times 4$, $50 \times 8 \times 2 \times 4$, $80 \times 8 \times 2 \times 4$, $80 \times 8 \times 4 \times 4$, $80 \times 10 \times 4 \times 4$, $80 \times 10 \times 4 \times 6$, $100 \times 10 \times 4 \times 4$, $100 \times 10 \times 4 \times 6$, $100 \times 12 \times 4 \times 4$, $100 \times 12 \times 4 \times 6$.

Figure A1. Curve of tasks completion time of CDA algorithm and assignment rules under different cases.

Figure A2. Curve of tasks delay time of CDA algorithm and assignment rules under different cases.
Figure A3. Curve of AGVs travel time of CDA algorithm and assignment rules under different cases.

Figure A4. Curve of tasks delay rate of CDA algorithm and assignment rules under different cases.
Table A5. Scheduling results of different algorithms with different cases.

| Cases | N | V | Q | B | AGA RHPA CDA | AGA RHPA CDA | AGA RHPA CDA | AGA RHPA CDA | GPA_{CDA-AGA} (%) | GPA_{CDA-RHPA} (%) |
|-------|---|---|---|---|---------------|---------------|---------------|---------------|-------------------|-------------------|
| 11    | 200-10-4-6 | 1591 | 1618 | 1584 | 7694 | 12,876 | 7604 | 15,871 | 15,433 | 15,513 | 0.1085 | 0.14 | 0.11 | 0.44 | 2.15 |
| 12    | 200-10-4-8 | 1618 | 1645 | 1616 | 10,282 | 12,112 | 8343 | 15,834 | 15,518 | 15,636 | 0.1072 | 0.14 | 0.12 | 0.12 | 1.79 |
| 13    | 200-12-4-6 | 1310 | 1345 | 1330 | 9288 | 11,509 | 8533 | 15,588 | 15,106 | 15,467 | 0.1186 | 0.15 | 0.12 | −1.50 | 1.13 |
| 14    | 200-12-4-8 | 1315 | 1327 | 1305 | 5952 | 12,973 | 8439 | 15,406 | 15,327 | 15,163 | 0.1117 | 0.13 | 0.12 | 0.77 | 1.69 |
| 15    | 300-12-4-8 | 1994 | 2011 | 1960 | 13,921 | 23,110 | 17,319 | 22,567 | 22,873 | 23,070 | 0.1057 | 0.12 | 0.12 | 1.73 | 2.60 |
| 16    | 300-12-6-10 | 2065 | 1991 | 2030 | 28,736 | 29,521 | 32,325 | 24,067 | 24,915 | 23,694 | 0.1886 | 0.16 | 0.18 | 1.72 | −1.92 |
| 17    | 300-12-6-10 | 2062 | 1983 | 2010 | 23,991 | 36,527 | 31,237 | 24,026 | 23,262 | 23,446 | 0.1699 | 0.18 | 0.20 | 2.59 | −1.34 |
| 18    | 300-13-6-8 | 1838 | 1821 | 1803 | 23,171 | 25,389 | 20,073 | 23,424 | 22,654 | 22,548 | 0.1557 | 0.16 | 0.14 | 1.94 | 1.00 |
| 19    | 300-13-6-10 | 1846 | 1890 | 1779 | 29,140 | 32,153 | 20,073 | 23,424 | 22,499 | 22,682 | 0.1683 | 0.19 | 0.17 | 3.77 | 6.24 |
| 20    | 300-13-8-10 | 1828 | 1829 | 1807 | 26,471 | 36,714 | 26,131 | 22,993 | 22,922 | 22,872 | 0.2014 | 0.21 | 0.21 | 1.16 | 1.22 |
| 21    | 400-13-6-8 | 2398 | 2435 | 2320 | 43,908 | 47,248 | 35,032 | 30,865 | 29,290 | 29,538 | 0.1455 | 0.17 | 0.14 | 3.36 | 4.86 |
| 22    | 400-13-6-10 | 2471 | 2459 | 2384 | 37,124 | 52,999 | 47,076 | 30,935 | 31,198 | 31,038 | 0.1501 | 0.18 | 0.17 | 3.65 | 3.13 |
| 23    | 400-13-8-10 | 2374 | 2379 | 2337 | 55,548 | 64,424 | 57,329 | 30,011 | 30,033 | 29,902 | 0.243 | 0.24 | 0.19 | 1.58 | 1.80 |
| 24    | 400-14-6-8 | 2270 | 2224 | 2188 | 27,675 | 42,383 | 27,089 | 31,515 | 30,096 | 29,943 | 0.126 | 0.14 | 0.12 | 3.75 | 1.65 |
| 25    | 400-14-6-10 | 2282 | 2187 | 2083 | 32,490 | 43,594 | 34,507 | 30,617 | 29,822 | 29,820 | 0.1397 | 0.15 | 0.14 | 9.55 | 4.99 |
| 26    | 400-14-8-10 | 2265 | 2228 | 2175 | 58,538 | 48,992 | 44,950 | 31,033 | 30,217 | 29,870 | 0.2191 | 0.18 | 0.21 | 4.13 | 2.44 |
| 27    | 500-14-6-8 | 2817 | 2775 | 2649 | 46,780 | 75,977 | 66,679 | 37,914 | 37,388 | 38,196 | 0.1315 | 0.17 | 0.15 | 6.34 | 4.76 |
| 28    | 500-14-8-10 | 2832 | 2794 | 2708 | 55,802 | 64,888 | 41,159 | 38,436 | 38,102 | 38,247 | 0.1461 | 0.15 | 0.13 | 4.58 | 3.18 |
| 29    | 500-14-8-10 | 2764 | 2705 | 2611 | 68,922 | 94,360 | 73,322 | 37,949 | 36,953 | 37,204 | 0.1852 | 0.2 | 0.2 | 5.86 | 3.60 |
| 30    | 500-15-8-10 | 2722 | 2632 | 2558 | 73,674 | 78,205 | 76,810 | 38,937 | 38,548 | 37,876 | 0.1691 | 0.2 | 0.19 | 6.41 | 2.98 |
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