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Abstract

We investigate the onset and evolution of zonal flows in a growing convective layer when a stably-stratified fluid with a composition gradient is cooled from above. This configuration allows the study of zonal flows for a wide range of values of the Rayleigh number, $Ra$, and aspect ratio of the convection zone within a given simulation. We perform a series of 2D simulations using the Boussinesq approximation, with aspect ratio of the computational domain between 1 and 5, and Prandtl number $Pr = 0.1, 0.5, 1$, and $7$. For simulations with aspect ratio of one we find that zonal flows appear when the aspect ratio of the convective layer is smaller than two, and the evolution of the system depends on the Prandtl number. For $Pr \leq 1$, the fluid experiences bursts of convective transport with negligible convective transport between bursts. The magnitude and frequency of the bursts are smaller at low $Pr$, which suggests that the bursting regime is stronger in a narrow range around $Pr = 1$, as observed in previous studies of thermal convection. For $Pr = 7$, the structure of the flow consists of tilted convective plumes, and the convective transport is sustained at all times. In wider domains, the aspect ratio of the convective zone is always much larger than two and zonal flows do not appear. These results confirm and extend to fluids with stable composition gradients previous findings on thermal convection. The fact that zonal flows can be avoided by using computational domains with large aspect ratios opens up the possibility of 2D studies of convective overshoot, layer formation and transport properties across diffusive interfaces.

I. INTRODUCTION

Large scale horizontal flows (hereafter zonal flows) arise in many geophysical and astrophysical fluids. Some examples include zonal jets in the ocean [1], the atmospheric super-rotation of Venus [2], and zonal jets in giant planets [3]. Although those systems are different in nature, their fluid motions often undergo convection and strong rotation. These features are relevant since their zonal flows might be a consequence of the interaction of convection and rotation [4]. The mechanism of convection driven zonal flows can be understood as follows: shear perturbations resulting from rotation or any other horizontal anisotropy tilt convective motions, generating Reynolds stresses that reinforce the shear perturbations and therefore the amplitude of the horizontal flows. For an illustration, see Fig. 1 in Thompson [2], or Fig. 2 in Busse [3]. This mechanism is called tilting instability and energy is supplied directly from the convective scales to the zonal flow [see, e.g., 5, 6].

In three dimensions, zonal flows have been observed only when anisotropies in the horizontal direction (such as rotation with the rotation axis misaligned with the gravity axis) are present [e.g., 7, 8]. An example is Rayleigh-Benard convection with rapid rotation around a horizontal axis [see Fig. 1b in 8, for an illustration]. Although early experiments of convection in water reported the formation of ‘winds’ and large scale horizontal flows [9, 10], they are explained by convective rolls of large horizontal extent rather than resulting from the tilting instability [11]. Further, zonal flows have not been found in later laboratory experiments nor in three-dimensional numerical simulations of isotropic Rayleigh-Benard convection [8, 11, 12].
Since small shear perturbations can form spontaneously in 2D-simulations of thermal convection, they are often used to study zonal flows and their properties at a much lower computational cost than 3D-simulations with rotation. In particular, 2D thermal convection with free-slip and periodic boundary conditions at large Rayleigh number\(^1\) \((Ra)\) has been used extensively as the canonical model to study zonal flows driven by convection. As pointed out by Goluskin et al. [13], 1) two dimensionality prevents transverse perturbations that can reduce horizontal fluid motions, 2) periodic boundary conditions on the side boundaries do not confine the fluid in the horizontal direction, and 3) free-slip top and bottom boundaries apply no shear stresses to slow down the horizontal flow.

The main result from previous studies is that the nature of the flow and the transport properties depend strongly on the Prandtl number\(^1\) \((Pr)\) [5, 13–16]. In particular, it has been shown that once the convective flow is affected by large-scale horizontal motions at large \(Ra\), for low \(Pr (< 1)\) it undergoes strong oscillations and heat transport occurs in chaotic bursts, whereas for higher \(Pr\) the flow does not burst and vertically-sheared thermal plumes dominate the structure of the flow at all times. In both regimes, once the zonal flow sets in, its net effect is the decrease of the vertical heat transport. Interestingly, bursts and sheared convective plumes have also been found in two-dimensional simulations of fingering convection [e.g., 17–19], and as with zonal flows in thermal convection, they decrease the vertical transport of heat and solute.

The effects discussed above have also raised the question of whether two-dimensional simulations are appropriate to model convection in non-rotating systems or in systems where zonal flows are not expected to occur. In particular, the suppression of the vertical transport by zonal flows might be a problem for studies of turbulent mixing at convective boundaries, and layer formation in double-diffusive convection [where in the latter there is good agreement between 2D simulations and laboratory experiments, see, e.g., 20]. However, recent work by Fitzgerald and Farrell [15] and Wang et al. [8] has shown that for the case of pure thermal convection, zonal flows are not sustained in two-dimensional simulations as long as the computational domain has a large enough aspect ratio.

We report two-dimensional simulations of convection driven by a constant heat flux at the top boundary in a stable fluid with a solute gradient. This configuration is particularly useful to study the onset and evolution of zonal flows. The solute gradient stabilizes the fluid against overturning convection in the whole fluid domain, leaving a convective layer whose thickness (aspect ratio) increases (decreases) with time. This allows the study of convection for a wide range of \(Ra\) and aspect ratio using a smaller grid of simulations. Further, it provides an opportunity to study the transition to sheared convection once the zonal flow arises if they do. It is worth mentioning that a similar flow can be achieved with just a single scalar determining the density, as in the penetrative convection experiments by Deardorff et al. [21], where the fluid was initially stably stratified with temperature and suddenly heated from below. However, our original interest in this setup was in understanding the speed at which convection propagates into a stable layer, as reported in Fuentes and Cumming [22]. Here we use a similar setup to study the onset of zonal flows.

We perform simulations at \(Pr\) ranging from 0.1 to 7 in order to explore the bursting and non-bursting regimes observed in thermal convection. This extends the previous work on the bursting regime of shearing convection to lower \(Pr\). We also perform simulations with fluid domains of different aspect ratio to reveal whether zonal flows and their shear effects appear in domains of large aspect ratio.

The paper is organised as follows. Sect. II presents the model and the numerical code used to perform the simulations. In Sect. III A-III D we study the onset of zonal flows and the bursting and
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1See Sect. II for a definition.
non-bursting regimes in simulations with aspect ratio of one (i.e., \(L = H\)). In Sect. III E we show that strong horizontal flows and their effects vanish when the width of the domain is increased (\(L \geq 2H\)). We conclude in Sect. IV.

II. MODEL AND NUMERICAL METHOD

We study the onset and evolution of zonal flows in a two-dimensional convective layer that grows inward by incorporating fluid from below. These simulations are based on our previous study [22] that was focused on the rate at which the convection zone grows inwards. However, in the previous work we deliberately excluded those simulations that developed shearing convection. In the simulations, we model the fluid under the Boussinesq approximation [23], which is appropriate when the density variations are small respect to the background density (\(\rho/\rho_0 \ll 1\)). The fluid domain is a Cartesian box in two-dimensions (\(x, z\)) of width \(L\) and height \(H\), with periodic boundary conditions in the horizontal direction. The top and bottom boundaries are impermeable and stress-free, with no composition flux through them, no heat flux at the bottom, and a constant heat flux \(F_0\) at the top. Initially, the fluid starts with a uniform temperature and a constant solute gradient \(dS_0/dz = -\delta S_0/H < 0\), such that the solute concentration is two times larger at the bottom compared to the top.

The governing equations are

\[
\nabla \cdot \mathbf{v} = 0, \quad (1)
\]

\[
\frac{\partial T}{\partial t} = - (\mathbf{v} \cdot \nabla) T + \kappa_T \nabla^2 T, \quad (2)
\]

\[
\frac{\partial S}{\partial t} = - (\mathbf{v} \cdot \nabla) S + \kappa_S \nabla^2 S, \quad (3)
\]

\[
\frac{\partial \mathbf{v}}{\partial t} = - (\mathbf{v} \cdot \nabla) \mathbf{v} - \frac{\nabla P}{\rho_0} + \left( \frac{\rho}{\rho_0} \right) \mathbf{g} + \nu \nabla^2 \mathbf{v}, \quad (4)
\]

where \(T, S\) and \(\rho = \rho_0(\beta S - \alpha T)\) are the temperature, solute, and density perturbations, respectively (with \(\rho_0\) the background density, and \(\beta\) and \(\alpha\) the coefficients of solute and thermal contraction-expansion, respectively), \(\mathbf{v} = (u, w)\) is the velocity field (being \(u\) and \(w\) the \(x\) and \(z\) component, respectively), \(P\) is the pressure fluctuation resulting from the fluid motions, \(\mathbf{g}\) is the acceleration due to gravity, and \(k = \rho_0 c_p k_T\) is the thermal conductivity (where \(k_T\) is the thermal diffusivity, and \(c_p\) is the specific heat capacity at constant pressure). The parameter values used in the simulations can be found in Table 1 of [22].

The boundary conditions are

\[
w \bigg|_{z=0, H} = 0, \quad \frac{\partial u}{\partial z} \bigg|_{z=0, H} = 0, \quad \frac{\partial S}{\partial z} \bigg|_{z=0, H} = 0, \quad (5)
\]

\[
\frac{\partial T}{\partial z} \bigg|_{z=0} = 0, \quad \frac{\partial T}{\partial z} \bigg|_{z=H} = -\frac{F_0}{k}. \quad (6)
\]

It is worth clarifying that we choose zero flux boundary conditions for solute to ensure conservation within the box. The inconsistency between the initial solute gradient (uniform across the fluid) and the zero flux boundary conditions for solute does not have a significant effect on our calculations because the running time of the simulations is at most 0.5% of the time that takes for solute to diffuse across the box. Further, although the initial gradient is eroded near the top and
TABLE I. Dimensionless parameters used in the simulations. The first and second columns correspond to the diffusivity ratio and Prandtl number, respectively. The third column contains the input cooling flux at the top boundary, and the last two columns contain the modified Rayleigh numbers for temperature and solute, respectively.

| # |τ  | Pr | \(F_0/F_{\text{crit}}\) |  |  |  |  |  |  |
|---|---|----|-----------------|---|---|---|---|---|---|
| 1 | 0.1 | 0.1 | 5.4 | 4 × 10^{12} | 7.5 × 10^{11} |
| 2 | 0.1 | 0.1 | 10.8 | 8 × 10^{12} | 7.5 × 10^{11} |
| 3 | 0.1 | 0.5 | 5.4 | 8 × 10^{11} | 1.5 × 10^{11} |
| 4 | 0.1 | 0.5 | 10.8 | 1.6 × 10^{12} | 1.5 × 10^{11} |
| 5 | 0.1 | 1 | 5.4 | 4 × 10^{11} | 7.5 × 10^{10} |
| 6 | 0.1 | 1 | 10.8 | 8 × 10^{11} | 7.5 × 10^{10} |
| 7 | 0.1 | 7 | 5.4 | 5.76 × 10^{10} | 1.06 × 10^{10} |
| 8 | 0.1 | 7 | 10.8 | 1.15 × 10^{11} | 1.06 × 10^{10} |

bottom boundaries, it only slightly affects the bottom boundary. The convective motions near the top rapidly mix the initial gradient, making the solute concentration uniform everywhere inside the convection zone (\(\partial S/\partial z = 0\), including the top boundary).

Following Sect. 2 in [22], we non-dimensionalize the variables using as characteristic length and time scales the box height, \(H\), and the thermal diffusion time across the box, \(t_{\text{diff}} = H^2/\kappa_T\). Note that after this choice the velocity scale is \(v_{\text{diff}} = \kappa_T/H\). Further, solute concentration is measured in units of the initial solute contrast across the box, \(\delta S_0\), and the temperature unit is written in terms of the imposed flux as \(F_0H/k\). The resulting dimensionless equations (with the dimensionless variables written with a tilde on the top) are

\[
\nabla \cdot \tilde{\varv} = 0, \quad (7) \\
\frac{\partial \tilde{T}}{\partial \tilde{t}} = - (\tilde{\varv} \cdot \nabla) \tilde{T} + \nabla^2 \tilde{T}, \quad (8) \\
\frac{\partial \tilde{S}}{\partial \tilde{t}} = - (\tilde{\varv} \cdot \nabla) \tilde{S} + \tau \nabla^2 \tilde{S}, \quad (9) \\
\frac{\partial \tilde{\varv}}{\partial \tilde{t}} = - (\tilde{\varv} \cdot \nabla) \tilde{\varv} - \nabla \tilde{P} + \mathcal{R}_T \kappa \left[ \tilde{T} - \left( \frac{F_0}{F_{\text{crit}}} \right)^{-1} \tilde{S} \right] \hat{z} + \kappa \nabla^2 \tilde{\varv}, \quad (10)
\]

where \(F_{\text{crit}} \equiv k(\beta/\alpha)|d\delta S_0/dz|\) is the diffusive heat flux (through the entire box) for which the fluid is marginally stable against convection. The boundary conditions in dimensionless form read

\[
\tilde{\varv} \bigg|_{\tilde{z}=0,1} = 0, \quad \frac{\partial \tilde{u}}{\partial \tilde{z}} \bigg|_{\tilde{z}=0,1} = 0, \quad \frac{\partial \tilde{S}}{\partial \tilde{z}} \bigg|_{\tilde{z}=0,1} = 0, \quad (11) \\
\frac{\partial \tilde{T}}{\partial \tilde{z}} \bigg|_{\tilde{z}=0} = 0, \quad \frac{\partial \tilde{T}}{\partial \tilde{z}} \bigg|_{\tilde{z}=1} = -1. \quad (12)
\]

The dimensionless parameters that control the simulations are \(F_0/F_{\text{crit}}\), the Prandtl number
(Pr), the diffusivity ratio (τ) and a modified Rayleigh number (RT), defined respectively as

$$\frac{F_0}{F_{\text{crit}}} = F_0 \left( k \frac{\beta \delta S_0}{\alpha H} \right)^{-1}, \quad (13)$$

$$Pr = \frac{\nu}{\kappa T}, \quad (14)$$

$$\tau = \frac{\kappa_S}{\kappa_T}, \quad (15)$$

$$RT = \frac{\alpha g H^3}{\kappa_T \nu} \left( \frac{F_0 H}{k} \right), \quad (16)$$

where ν, and κS are the viscous and solute diffusivity, respectively, and g is the magnitude of the acceleration due to gravity. As we note in [22], the product $RT \left( \frac{F_0}{F_{\text{crit}}} \right)^{-1}$ can be re-written as

$$RT \left( \frac{F_0}{F_{\text{crit}}} \right)^{-1} = RS = \frac{\beta g H^3 \delta S_0}{\kappa_T \nu}, \quad (17)$$

which resembles the traditional Rayleigh-number of thermal convection when $\delta S_0 = (\alpha/\beta) \delta T_0$.

Table I provides a list with the numerical values of the dimensionless parameters used in our simulations.

The governing differential equations are solved with the Dedalus spectral code [24] on a Chebyshev (vertical) and Fourier (horizontally-periodic) domain in which the physical grid dimensions are 3/2 the number of modes. Based on a resolution study (Appendix A), we use 1024 modes in each direction. The system is initialized by adding random noise of small amplitude to the temperature perturbation at the top boundary. The interaction of the initial noise and the cooling flux $F_0$ at the top boundary quickly forms a convective layer that grows inwards.

III. ANALYSIS AND RESULTS

A. Development of zonal flow driven by convection

As soon as the heat flux at the top boundary turns on, a thermal boundary layer develops and becomes convective. The recently-formed convective layer is composed of an array of convective plumes that exhibit cellular motions of horizontal size approximately the height of the layer. As the layer increases its thickness, both the aspect ratio of the flow and the number of convective cells within the layer decrease (Fig. 1 a-c). Once the growing convective layer reaches a critical size, convective plumes become tilted respect to the vertical (Fig. 1d).

We compute horizontally-averaged profiles of the horizontal velocity and the Reynolds stresses associated with the tilted plumes ($\bar{u}$ and $\bar{u}\bar{w}$, respectively, where $\bar{\cdot}$ denotes the average over the horizontal direction) at different times during the evolution of the flow. Fig. 2 shows results for the run using $Pr = 0.5$ and $F_0/F_{\text{crit}} = 10.8$. We find that the mean horizontal velocity evolves from being roughly zero to a strong flow that is vertically sheared, directed to the right at the top of the convection zone and to the left at the bottom (Fig. 2 a). Note that the magnitude of the zonal flow near the bottom of the convective layer is much weaker than its value at the top. A possible cause for this is the interaction with the initially motionless fluid below the convection zone which slows down the mean flow near the convective boundary. On the contrary, the top of the convection zone has no stresses and therefore the mean flow there does not slow down. The
FIG. 1. Instantaneous snapshots of the temperature field for the run using $Pr = 0.5$ and $F_0/F_{\text{crit}} = 10.8$. Panels (a)-(c) show snapshots during the early evolution of the convective layer, when the flow is dominated by cellular motions. Panel (d) shows a snapshot when convective plumes become tilted due to advection by horizontal flows. For better visualization we show labels and ticks just in panel (a). All panels share the same color scale.

profiles of the Reynolds stress are consistent with the enhancement of the zonal flow (Fig. 2 b). The stresses exhibit random behaviour during the early evolution of the flow, with magnitudes oscillating between negative and positive values. As the zonal flow develops, the Reynolds stress becomes positive inside the convection zone, with a negative (positive) vertical gradient in the upper (lower) half of the layer. This indicates that positive $x$-momentum is being transported upward.

It is worth mentioning that we do not find any trend regarding the direction of the zonal flow; in some of the simulations it goes to $+x$ ($-x$) at the top (bottom) boundaries of the convection zone, and vice-versa. However, we find for all the cases that once the zonal flow sets in, its direction is never reversed during its evolution.

B. Energy evolution of the zonal flow

In the following we analyze the temporal evolution of the kinetic energy of the flow. We define the volume-averaged horizontal, vertical, and total kinetic energy of the flow as $E_x = \frac{1}{2} \rho_0 \langle u^2 \rangle$, $E_z = \frac{1}{2} \rho_0 \langle w^2 \rangle$, and $E = E_x + E_z$, respectively, where $\langle \cdot \rangle$ denotes the average over the entire domain. Using mixing length theory, we also estimate the kinetic energy associated with convective motions as

$$E_{\text{conv}} \sim \frac{1}{2} \rho_0 u_{\text{conv}}^2 \sim \frac{1}{2} \rho_0 g \alpha \delta T \ell_{\text{mix}}, \quad (18)$$

where $\ell_{\text{mix}}$ is the mixing length, and $\delta T$ is the temperature fluctuation that drives convection. We write the energy flux carried by convective motions as

$$F_{\text{conv}} \sim \rho_0 c_p u_{\text{conv}} \delta T \quad (19)$$
from which we estimate the temperature fluctuation as

$$\delta T \sim \left( \frac{F_{\text{conv}}}{\rho_0 c_p} \right)^{2/3} \left( \frac{1}{ga\ell_{\text{mix}}} \right)^{1/3}.$$  \hspace{1cm} (20)

Combining Eqs. (18) and (20) the kinetic energy associated with convective motions is determined by $F_{\text{conv}}$ and $\ell_{\text{mix}}$

$$E_{\text{conv}} \sim \frac{1}{2} \rho_0 \left( \frac{\alpha g F_{\text{conv}} \ell_{\text{mix}}}{\rho_0 c_p} \right)^{2/3}.$$  \hspace{1cm} (21)

We measure the flux carried by convection from the simulations (see Sect. III D) and use its volume-averaged value as the representative magnitude of $F_{\text{conv}}$. To estimate the mixing length, before the onset of the zonal flow we set $\ell_{\text{mix}} = h$, where $h$ is the size of the convection zone, measured as the distance between the top boundary and the location where the solute concentration varies at most by 5% respect to its value at the top boundary. As we discuss later, once the zonal flow arises, the fluid elements that sink from the top boundary get advected by the flow, reducing the effective mixing length. As a rough estimation, we assume that a fluid element gets dispersed when the change in its horizontal velocity is the same as its vertical velocity. This condition gives $\ell_{\text{mix}} \sim |w/(\partial u/\partial z)|$. To interpolate between the two regimes and for numerical estimations, at each time we compute the mixing-length as $\ell_{\text{mix}} = \min(h, \langle |w/(\partial u/\partial z)| \rangle)$.

Figure 3(a) shows time series of the kinetic energies described above, and of the maximum Reynolds stress in the convection zone. As in Figs. 1 and 2, the results are shown for the run using $Pr = 0.5$ and $F_0/F_{\text{crit}} = 10.8$. We distinguish three phases. First, the horizontal and vertical kinetic
energies track each other until \( t/t_{\text{diff}} \approx 0.007 \). This is expected when the flow pattern is dominated by an array of plumes going down and up, whose horizontal scale is of the same order as the layer depth. Second, from \( t/t_{\text{diff}} \approx 0.007 \) to \( t/t_{\text{diff}} \approx 0.01 \), the horizontal kinetic energy continues to grow but not the vertical. At this point, the flow pattern contains plumes that are tilted from the vertical, and the horizontal flow starts to dominate the total energy. Third, for \( t/t_{\text{diff}} > 0.01 \), the vertical kinetic energy starts to decrease and the horizontal one has a large increase, dominating the total kinetic energy. Note that our analytic estimation of the convective kinetic energy (Eq. 21) is consistent with \( E_z \) (as expected). We observe that during the first two phases the maximum value of the Reynolds stress increases with time, reinforcing the horizontal fluids motions by transporting momentum upwards. Further, we observe that the vertical kinetic energy sets the maximum possible value of the Reynolds stress. This suggests that energy is transferred from the vertical convective motions to the mean zonal flow. The peaks observed for \( t/t_{\text{diff}} > 0.01 \) are the result of quasi-periodic convective bursts and we discuss them in Sect. III D.

The transfer of energy from the convective motions to the mean zonal flow can be determined by decomposing the total energy as

\[
E = E_{\text{zonal}} + E' = \frac{1}{2} \rho_0 \left( \langle u_{\text{zonal}}^2 \rangle + \langle w^2 \rangle \right),
\]

(22)

where we decompose the total velocity into the mean zonal flow and the fluctuations from it

\[
v(x, z, t) = \bar{u}_{\text{zonal}}(z, t) \hat{x} + v'
\]

(23)

Note that \( v' = (u', w') \), \( v = (u, w) \), therefore \( u = \bar{u}_{\text{zonal}} + u' \) and \( w = w' \). Note that under this
Reynolds decomposition, $\bar{u} = \bar{u}_{\text{zonal}}$ and $\bar{u}\bar{w} = \bar{u}'\bar{w}'$. The evolution of the zonal kinetic energy is given by

$$\frac{dE_{\text{zonal}}}{dt} = -\rho_0\mathcal{P}_S - \rho_0\mathcal{D}$$

(24)

where $\mathcal{P}_S$ and $\mathcal{D}$ are the shear production and viscous dissipation rate respectively, defined as

$$\mathcal{P}_S = \left\langle -u'w' \frac{\partial \bar{u}}{\partial z} \right\rangle, \quad \mathcal{D} = \nu \left\langle \left| \frac{\partial \bar{u}}{\partial z} \right|^2 \right\rangle.$$

(25)

Equation (25) shows that shear production from fluctuations increases the zonal kinetic energy, whereas viscosity dissipates the zonal flow. We can infer from Fig. 2 that the shear production is negative inside the convection zone. As a double check, we show in Fig. 3b time series of $\mathcal{P}_S$ and find that it is negative as the zonal flow develops over time, indicating a net transfer of energy from the convective motions to the zonal flow.

We can use mixing length theory to estimate the expected size of $\mathcal{P}_S$. From equations (18) and (19), we expect convective velocities $w' \approx v_{\text{conv}}$ where $v_{\text{conv}}^3 \approx \ell_{\text{mix}} g \alpha F_{\text{conv}} / \rho_0 c_p$, with a mixing length in the zonal flow of $\ell_{\text{mix}} \approx w / (\partial u / \partial z)$. The heat flux in the convection zone is $F_{\text{conv}} \approx (1/2)F_0$, where the factor of 1/2 comes from the fact that the fluid is cooling down at a constant rate everywhere inside the convection zone (as we discuss in Sect. III D). Therefore, we estimate

$$-\rho_0\mathcal{P}_S \sim \eta \rho_0 w^2 \frac{d\bar{u}}{dz} \sim \eta \rho_0 \frac{w^3}{\ell_{\text{mix}}} \approx \frac{1}{2} \eta \left( \frac{g \alpha F_0}{c_p} \right),$$

(26)

where $\eta = \langle u'w' \rangle / \langle w'^2 \rangle$ measures the relative size of the horizontal and vertical velocity fluctuations. The fact that the maximum value of Reynolds stress is comparable to the vertical kinetic
energy in Fig. 3 suggests that $\eta$ is of order unity. In dimensionless form, Eq. (26) reads

$$\frac{d\tilde{E}_{\text{zonal}}}{dt} \approx -\tilde{P}_S \sim \frac{1}{2} \eta Pr R_T,$$

(27)

where we have ignored dissipation effects. Computing the temporal average of $\eta$ over the time span defined between the onset of the zonal flow and the end of the simulations, we find $\eta \approx 0.4$ for the runs with $Pr = 0.5$ and the two fluxes $F_0/F_{\text{crit}} = 5.4$ ($R_T = 8 \times 10^{11}$) and $F_0/F_{\text{crit}} = 10.8$ ($R_T = 1.6 \times 10^{12}$). Using this value of $\eta$ together with $Pr$ and $R_T$ in Eq. (27), we find it agrees within about a factor of two, see Fig. 4. It would be interesting to further investigate the dependence of $\eta$ on $Pr$ and $R_T$ for a wider range of these parameters.

C. Aspect ratio and Rayleigh number of the flow

Fitzgerald and Farrell [15] found that the development of the shear mode in two-dimensional convection depends on the aspect ratio of the convection zone and the magnitude of the Rayleigh-number. In our experiments, we find that zonal flows develop when the aspect ratio of the convection zone lies between 1.2 – 1.7, being smaller at $Pr = 0.1$ (Fig. 5a).

In this problem, convection is driven by the temperature difference across the thermal boundary layer due to the imposed heat flux at the top, and the convective layer grows in time. This means that the Rayleigh number $Ra$ also increases with time and its magnitude depends mostly on the

FIG. 5. Panel (a): Ratio between the width of the domain, $L$, and the thickness of the convective layer, $h$ (i.e., the aspect ratio of the flow within the convective layer) as a function of time. The dashed horizontal lines denote the value of the aspect ratio when the zonal flow sets in. Panel (b): Rayleigh number as a function of time. Once the zonal flow sets in (vertical lines), the magnitude of $Ra$ varies slowly with time (flat region). In both panels, the results are shown for simulations using $F_0/F_{\text{crit}} = 10.8$. Colors and symbols distinguish between simulations at different $Pr$, as shown in the legends. The rest of the simulations behave in a similar way but on different time scales and magnitudes.
thickness of the convective layer. We measure the Rayleigh number of the flow as

\[
Ra = \frac{\alpha g h(t)^3 \Delta T(t)}{\kappa T V}
\]

where \( h(t) \) is the size of the convection zone, and \( \Delta T(t) = T_{CZ}(t) - T(H,t) \), where \( T(H,t) \) is the temperature at the top boundary, and \( T_{CZ}(t) \) is the temperature of the fluid in the convection zone. We find that once the zonal flow sets in, the convective layer stops growing and \( Ra \) saturates at a roughly constant value, \( Ra \sim 10^5, 5 \times 10^6, 10^7, \) and \( 5 \times 10^9 \) for \( Pr = 7, 1, 0.5, \) and 0.1, respectively. To illustrate this behaviour, Fig. 5(b) shows the temporal evolution of \( Ra \) for the cases using \( F_0/F_{crit} = 10.8. \)

D. Zonal flow and its effect on the vertical transport

The stalling of the convective layer growth is explained by the reduced vertical transport of sheared convective plumes. In the absence of strong horizontal flows, kinetic energy in the convective plumes is used to lift and mix fluid from below, increasing the convection zone thickness [20, 22]. However, in the situation considered here the zonal flow disperses the convective plumes and takes energy from them. As a result, the mixing length decreases and the convection zone does not grow anymore. The latter is consistent with the horizontally-averaged profiles of the thermal energy flux considering just the contribution from convective motions, \( F_{H}^{conv} = \rho_0 c_p \bar{wT} \). We observe in Fig. 6 that after the zonal flow arises (\( t/t_{diff} \geq 0.01 \)), the convective heat flux near the interface decreases. Further, the position of the interface only slightly changes with time, meaning that the rate at which the outer convection zone grows becomes smaller. We note how the zonal flow affects the shape of the convective flux profiles at \( t/t_{diff} = 0.012 \), changing from being roughly linear within the outer convection zone (the expected profile not affected by the zonal flow, corresponding to a uniform cooling rate) to a profile with roughly two different cooling rates (large in the top half of the layer, \( z/H \gtrsim 0.8 \), and smaller in the bottom half, \( z/H \lesssim 0.8 \)).

Figure 7 shows the temporal evolution of \( \langle u^2 \rangle^{1/2} \) and \( \langle w^2 \rangle^{1/2} \) for different \( Pr \) using \( F_0/F_{crit} = 5.4. \) We observe that during the early evolution, both rms velocities increase with time having roughly the same magnitude. This is expected since in this stage the convection zone grows and the fluid flow is dominated by cellular motions. However, once the tilting instability begins to operate, \( \langle u^2 \rangle^{1/2} \) increases significantly and \( \langle w^2 \rangle^{1/2} \) suffers a substantial decrease. As we show previously, this behaviour means that a significant fraction of the work done by buoyancy forces is transformed to kinetic energy but enhancing mainly the horizontal fluid motions. Note that for \( Pr \leq 1 \), the time series of the rms velocities exhibit oscillations or bumps, whereas for \( Pr = 7 \) it does not. The difference in the behaviour of the rms velocities distinguishes the bursting and non-bursting regimes of the system.

The bursting and non-bursting regimes have substantial differences in the vertical transport. These differences are more clear when looking into the time series of the heat flux averaged over the whole domain

\[
\langle F_H \rangle = \rho_0 c_p \langle wT \rangle - k \langle dT/dz \rangle ,
\]

where the first and second terms correspond to the flux carried by convective motions and diffusion, respectively. Figure 8 shows time series of the ratio \( \langle F_H \rangle/F_0 \) for all our simulations. We observe for all the cases that as the convection zone grows, the convective contribution to the heat flux increases with time and dominates the magnitude of \( \langle F_H \rangle/F_0 \). Once the zonal flow arises and becomes strong enough to disperse convective plumes and reduce the vertical kinetic energy,
FIG. 6. Horizontally-averaged profiles of the convective flux divided by the imposed heat flux, $\frac{F_{\text{conv}}}{F_0}$. Results are shown at different times for the run using $Pr = 1$ and $F_0/F_{\text{crit}} = 10.8$. The vertical lines set the position of the convective boundary at the times when profiles are shown. Colors distinguish between different times. We recall that for this case, from $t/t_{\text{diff}} \geq 0.01$ the fluid is affected by the zonal flow.

FIG. 7. Panels (a)-(d): Temporal evolution of the horizontal and vertical rms velocity (dark and light colors) for different $Pr$ using $F_0/F_{\text{crit}} = 5.4$. Note that panels do not share the same scale in the time axis. The time series for the cases using $F_0/F_{\text{crit}} = 10.8$ are similar but the instability appears earlier and the magnitude of $\langle u^2 \rangle^{1/2}$ is higher.
FIG. 8. Time series of the averaged heat flux (divided by the imposed flux at the top), \( \langle F_H \rangle / F_0 \) for \( Pr = 0.1, 0.5, 1, \) and 7 (panels a, b, c, and d, respectively). Colors distinguish between \( F_0 / F_{crit} = 5.4 \) (dark) and \( F_0 / F_{crit} = 10.8 \) (light). Note that panels do not share the same scale in the time axis. In all panels the dashed lines corresponds to \( \langle F_H \rangle / F_0 = 0.5 \), i.e., the expected averaged ratio if the whole fluid cools at a constant rate.

FIG. 9. Instantaneous snapshots of the temperature field (normalized to the initial temperature) during a single burst. Results are shown for the run using \( Pr = 0.5 \) and \( F_0 / F_{crit} = 10.8 \). All panels share the same color scale.

\( \langle F_H \rangle / F_0 \) decays. The subsequent evolution of the heat flux is different depending on \( Pr \). For the cases \( Pr \leq 1 \), the vertical transport occur through discrete bursts whose intensity and frequency increase with \( Pr \). Each burst is separated by a quiescent phase in which \( \langle F_H \rangle / F_0 \approx 15 - 20\% \) of its value before the onset of the zonal flow.

Figure 9 shows the different stages of a burst. In the quiescent phase (a), convective plumes are constantly dispersed by the zonal flow. This flow suppresses convective instabilities until it has
FIG. 10. Horizontally-averaged profiles of the ratio between the heat flux and the imposed flux, \( \overline{F_H}/F_0 \). Panel (a) shows the profiles during the quiescent phase, whereas Panel (b) shows the profiles for a particular burst during the active phases. Both panels show results for a typical burst in the simulation \( Pr = 1, F_0/F_{crit} = 10.8 \). Panel (c) shows the profiles during the sheared convection phase observed in all simulations at \( Pr = 7 \). The results are shown for the case \( Pr = 7, F_0/F_{crit} = 5.4 \) at \( t/t_{diff} = 0.065 \). In all panels, the green, blue, and orange lines correspond to the total, advective, and diffusive contribution to the flux, respectively. The dotted line corresponds to the expected profile if the whole fluid cools down at a constant rate, i.e., \( \overline{F_H}/F_0 = z/H \).

decayed sufficiently for convective plumes to appear again (b) and the fluid suddenly overturns (c). The fluid is energized by buoyancy and circulation motions, but once again, kinetic energy is transferred to the zonal flow, convective plumes get dispersed, and a new quiescent phase begins (d).

Note that although \( \langle F_H \rangle/F_0 \) decays during the quiescent phase, its value is not negligible since the averaged heat flux across the box is more than 10% of the imposed heat flux in all the cases. The reason for this can be explained using the flux profiles during the quiescent phase (see Fig. 10a). We observe that near the top boundary (top of the convection zone) there are still convective motions that contribute to heat transport. This is expected since the fluid surrounding the top boundary is constantly cooling down by the imposed flux, thereby it has a permanent energy source to undergo convection. We also observe a smaller contribution to heat transport due to convective motions at the bottom of the outer convective layer \( (z/H \approx 0.4) \) and below it due to secondary convective layers at \( z/H \approx 0.25 \) (Fig. 11a-b). We recall that the flux time series in Fig. 8 take into account the flux averaged over the whole box, however, even if we just consider the average over the outer convective layer, \( \langle F_H \rangle/F_0 \) would be still non-negligible. On the contrary, during the bursting phase as soon as the zonal flow weakens, the much colder fluid at the top sinks catastrophically in the way of a Rayleigh-Taylor plume, increasing significantly the heat flux (Fig. 10b).

Finally, the cases \( Pr = 7 \) are different. We do not observe bursts, and rather than cellular motions, vertically-sheared convective plumes dominate the flow within the convective layer. In those cases, the contribution of the convective flux to the total flux is significant at all times (Fig. 10c). Further, as for the cases \( Pr \leq 1 \), the diffusive and convective flux profiles in Fig. 10c (and also the snapshots in Fig. 11a-b) show that secondary convective layers form in the fluid, being responsible for the subsequent increase in \( \langle F_H \rangle/F_0 \). Since this work is focused on zonal flows and their properties, an analysis of layer formation and its evolution is going to be presented in a future paper. However, shear flows can destabilize fluids to Kelvin-Helmholtz and double
FIG. 11. Instantaneous snapshots of the temperature field for the cases \( Pr = 1, \frac{F_0}{F_{\text{crit}}} = 10.8 \) (panels a and b), and \( Pr = 7, \frac{F_0}{F_{\text{crit}}} = 5.4 \) (panels c and d). The color scale is not the same in all panels. However, in each panel the darkest blue and red colors (the extremes of the color scale) represent the coldest and hottest fluid in the whole box at the given time. The times were chosen to show that secondary layers form and contribute the averaged heat transport (in the quiescent phase for the case of panels a and b, and during the non-bursting regime for the case of panels c and d).

Diffusive instabilities, causing strong mixing and eventually forming multiple convective layers [this mechanism is known as thermohaline shear instability, see, e.g., 25, 26]. Although we did not test whether this mechanism is acting in our experiments, we observe Kelvin-Helmholtz billows near the convective boundary (Fig. 11c) prior to the formation of a second convection zone.
E. Suppression of zonal flows in experiments with large aspect ratio

We have shown that for computational domains with aspect ratio of one (i.e., $L/H = 1$), the zonal flow always appears when the aspect ratio of the convective layer, $L/h$, is smaller than approximately two (Fig. 5a). For illustrative purposes, we show in Fig. 12(a) the effect of increasing the width of the domain on the evolution of the rms velocities for runs using $Pr = 1$ and $F_0/F_{crit} = 5.4$. We find that for $L/H \geq 2$, both the horizontal and vertical rms velocities increase gradually in time unlike the experiments where $L/H = 1$. Further, the curves lie on top of each other irrespective of the value of $L$. Fig. 12(b) shows the effect of increasing the width of the domain on the time series of the averaged heat transport. We find that the bursting regime disappears at large aspect ratio and the system evolves toward a state in which the whole fluid cools at a constant rate with $\langle F_H \rangle/F_0 \approx 0.5$. We perform additional simulations for $Pr = 0.1, 1, 7$, and find the same behaviour. During the whole evolution of the simulations, the growing convective layer has an aspect ratio that is always much larger than two and thereby zonal flows are not expected to arise.

The suppression of the zonal flow has important consequences for the evolution of the flow. First, the vertical transport is always significant and never through quasi-periodic bursts. Second, the spatial structure of the flow is different. Whereas the simulations with aspect ratio of one have flows dominated by sheared convective plumes and bursts, the wider domain simulations exhibit convective cells which persist in time. Third, the convective layer never stops growing and reaches the bottom of the box, mixing the whole fluid.
We studied the onset and evolution of zonal flows when a convective layer propagates into a fluid with a stable composition gradient. We considered different values of the Prandtl number, $Pr = 0.1, 0.5, 1, \text{ and } 7$. Our goal was to provide a novel way to study zonal flows and shear effects since the growing convective layer allows exploration of a wide range of values of the Rayleigh number and aspect ratios. Our results confirm and extend to convection with stable composition gradients at low $Pr$ previous findings in experiments of thermal and fingering convection.

In summary:

1. In simulations where the computational domain has an aspect ratio of one ($L/H = 1$), zonal flows always arise, developing when the aspect ratio of the convective layer is smaller than approximately two. The critical aspect ratio for the onset of zonal flows seems to depend on $Pr$, being smaller at low $Pr$ (Fig 5a).

2. Zonal flows are sustained by Reynolds stresses associated with tilted convective plumes. We find that the maximum magnitude of the stresses is limited by the vertical kinetic energy of the convective motions (Fig. 3a). This result supports the hypothesis that energy is transferred from convective motions to the zonal flow.

3. Once the zonal flow sets in, it disperses convective plumes, reducing the vertical transport. As consequence, the convective layer stops growing. The stalling of the convection zone results in a saturation of the Rayleigh number toward a constant value in time, $Ra \sim 10^8 - 5 \times 10^9$, where the smallest and largest values correspond to the cases using $Pr = 7$, and 0.1, respectively (Fig. 5b).

4. As found in previous numerical simulations of pure thermal convection, the morphology and evolution of the flow depends on the Prandtl number. On the one hand, for $Pr \leq 1$ the flow organizes into discrete bursts in which convective plumes suddenly overturn quasi-periodically, with smaller transport between bursts (Figs. 8a-c, 9, and 10a). On the other hand, for $Pr = 7$ the flow consists of sheared convective plumes instead of bursts, and the convective transport is sustained at all times (Figs. 8d and 10c).

5. The bursting regime is stronger at $Pr = 1$ and weakens for $Pr < 1$ (Fig. 10).

6. We observe the formation of secondary convective layers in all the simulations considered in this work (Fig. 11). The new layers contribute to the averaged heat transport at all times for both the non-bursting and bursting regimes (Fig 10).

7. For wider domains ($L/H \geq 2$), the aspect ratio of the convective layer is always much larger than two and zonal flows never develop during the evolution of the simulations (Figs. 12a-b). The absence of large scale horizontal flow means that the the growth of the convective layer is uninterrupted, and the fluid fully mixes in all the cases considered.

We have shown that zonal flows arise in the time-dependent problem of a convective layer propagating into a stable fluid. Our work differs from previous studies by considering a stable composition gradient and the fact that convection is driven by a constant heat flux at the top boundary rather than a constant temperature contrast across the fluid depth.

We find the onset of the zonal flow when the aspect ratio of the convection zone is smaller than two and $Ra \sim 10^8 - 10^{10}$. These values of $Ra$ are narrower than in previous work. For example,
Goluskin et al. [13] found zonal flows can arise when $Ra \sim 10^{4} - 10^{10}$. A possible explanation could be the fact that in our problem convection occurs just in a portion of the fluid domain and the bottom of the convection zone is not stress-free, meaning that horizontal fluid motions at the bottom of the layer are decreased due to the interaction with the motion-less (stable) fluid below. On the contrary, in Goluskin et al. [13] convection occurs in the whole box, and the stress-free boundaries enhance at all times the horizontal fluid motions, which is favourable for instabilities that give rise to the zonal flow.

Despite the differences mentioned above, the zonal flow and its effects are similar to those reported in previous work. In particular, the transition from the bursting to the non-bursting regime seems to occur at $Pr \approx 1$ no matter how convection is driven in the system of whether the fluid has composition gradients. We did not explore in detail the range of $Pr$ in which the system reaches the bursting regime. However, we find the intensity and frequency of the bursts decreases for $Pr < 1$.

Recent work by Wang et al. [8] explored in detail the influence of the aspect ratio of the domain on the evolution of the zonal flow in thermal convection. By imposing initial conditions consistent with a linear shear-flow, and pure convective rolls, Wang et al. [8] found that the zonal flow only persists or arises when the aspect ratio of the domain is smaller than a certain value depending on $Ra$ and $Pr$. For larger values, simulations initialized with convective cells do not develop sheared-flows, and the ones initialized with zonal flows transition to convective cells. Those results support previous findings by Fitzgerald and Farrell [15], who demonstrated that in fluid domains of large aspect ratio, the tilting instability that enhances zonal flows can be suppressed due to the non-linear interaction of horizontal modes of the velocity field. Our simulations including composition gradients exhibit the same behaviour. We find that zonal flows only appear when the aspect ratio of the convective zone is smaller than two, and that it can be suppressed using wider fluid domains (see Figs. 5 and 12).

The zonal flow and its effects are a problem for two-dimensional studies of convective transport and mixing in fluids where strong shear flows are not expected to appear. For example, layer formation and transport across diffusive interfaces in double-diffusive convection [8, 17]. However, the fact that zonal flows do not appear at large aspect ratio suggests that two-dimensional simulations could still be useful to study convection and related problems involving stable composition gradients (such as convective overshoot). We did not explore different boundary conditions, however, additional simulations with the numerical set-up of Garaud and Brummell [17] but using a much larger aspect ratio would be of great interest in order to see if zonal flows can also be avoided in that situation.
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Appendix A: Resolution study

We performed a convergence study in order to find the optimal resolution for all our simulations. Specifically, we compare the evolution of the thickness of the upper convection zone using 128\(^2\), 256\(^2\), 512\(^2\), and 1024\(^2\) modes (or 192\(^2\), 384\(^2\), 768\(^2\), and 1536\(^2\) grid points, respectively), for the case \(Pr = 1\) and \(F_0/F_{\text{crit}} = 10.8\).

Fig. 13 shows that curves using 512\(^2\) and 1024\(^2\) superpose perfectly (with minor differences of at most 0.7\% until \(t/t_{\text{diff}} \approx 0.01\), suggesting that results converge when using at least 512 modes (768 grid points) in each direction. The differences between the curves with 512 and 1024 modes observed for \(t/t_{\text{diff}} > 0.01\) are due to either the random behavior of the turbulence once the zonal flow sets in and small eddies that are not resolved correctly with 512 modes.

As a double check, in the following we estimate the thickness of the boundary layers. A balance between advection by the interior flow and diffusion across the separating interface gives

\[
\delta_T \sim \kappa_T^{1/2} \left( \frac{H_{\text{conv}}}{v_{\text{conv}}} \right)^{1/2}, \quad \delta_S \sim \sqrt{\tau \delta_T}, \quad (A1)
\]

where \(H_{\text{conv}}\) and \(v_{\text{conv}}\) are the characteristic size and velocity of the convection zone, respectively. From mixing-length theory, the convective velocity is given by

\[
v_{\text{conv}} \sim (H_{\text{conv}} a_{\text{conv}})^{1/2} \sim H_{\text{conv}}^{1/2} (g \alpha \delta T)^{1/2}, \quad (A2)
\]

where \(a_{\text{conv}} = g \alpha \delta T\) is the acceleration due to thermal buoyancy effects (\(\delta T\)). Substituting Eq.
(A2) in (A1), and introducing conveniently the kinematic viscosity \( \nu \), we obtain

\[
\frac{\delta_T}{H_{\text{conv}}} \sim \left( \frac{1}{RaPr} \right)^{1/4},
\]

(A3)

where \( Ra = \alpha g H_{\text{conv}}^3 \frac{\delta T}{\kappa T} \nu \) is the well known Rayleigh number. In the standard problem of thermal convection, the extent of the convection zone is the size of the fluid domain (i.e., \( H_{\text{conv}} = H \)) and convection is driven by a fixed temperature contrast across the fluid depth (i.e., \( \delta T = T_{\text{bottom}} - T_{\text{top}} \)). However, in our setup convection is driven by the temperature contrast across the thermal boundary layer due to the imposed heat flux at the top boundary, and \( H_{\text{conv}} \) grows in time limited by the initial composition gradient, being \( H_{\text{conv}}(t) \leq H \). Therefore \( Ra \) depends on time in our problem. From the simulations, the largest Rayleigh number for the run using \( Pr = 1 \) and \( F_0/F_{\text{crit}} = 10.8 \) is \( Ra \approx 10^9 \), as shown in Fig. 5b. Using \( H_{\text{conv}} \approx H \) we obtain \( \delta T/H \approx 0.004 \) and \( \delta S/H \approx 0.0016 \). If we use 512 modes (768 grid points) in each direction, we resolve \( \delta_T \) and \( \delta_S \) with 3 and 1.2 grid points respectively, whereas if we use 1024 modes (1536 grid points), we resolve them with 6.1 and 2.5 grid points, respectively. Since \( Pr \geq \tau \) in all our simulations, we resolve the viscous boundary layer with more points than the solute boundary layer. We note that the numbers here are just an estimation and we find that 1024 modes are enough to resolve most of the flow structures, finding good agreement with previous work and laboratory experiments of convection in salty water [e.g., 20, 22, 27].
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