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Here we introduce the concept of the twinning field – a driving electromagnetic pulse that induces an identical optical response from two distinct materials. We show that for a large class of pairs of generic many-body systems, a twinning field which renders the systems optically indistinguishable exists. The conditions under which this field exists are derived, and this analysis is supplemented by numerical calculations of twinning fields for both the 1D Fermi-Hubbard model, and tight-binding models of graphene and hexagonal Boron Nitride. The existence of twinning fields may lead to new research directions in non-linear optics, materials science, and quantum technologies.

Introduction:- As our understanding of the physical world has progressed to mastery over it, it has become apparent that the qualities which define a material at equilibrium may be modified under driving. This phenomenon underpins both quantum simulation [1] and Floquet engineering [2–4]. One of the principal goals of quantum control theory [5] is the specification of the driving fields necessary either to steer a system to some desired state [6–11], or fulfill a pre-specified condition on its expectations [12, 13].

Using tracking quantum control [14–21], recent work has demonstrated that almost arbitrary control over the optical response of a large class of solid-state systems can be achieved [2, 22]. One consequence of this is that two specially tailored driving fields will induce an identical response from two distinct systems. Given the essential malleability of quantum systems under driving, one might ask whether it is possible to fulfi the stronger condition of obtaining identical responses using the same driving field on each system. Put differently, do there exist fields for which a pair of systems’ response are indistinguishable?

Consider two distinct systems |ψ1⟩ and |ψ2⟩, with an identical control field impinging on each of them (see Fig. 1). Each system will generate an optical response J(1)(t), and if J(1)(t) = J(2)(t) for all times t, then the driving field is what we term a ‘twinning field’, and the systems are optically indistinguishable.

In the regime of linear response, this may initially appear trivial, as many systems possess extremely similar absorption and emission spectra over a broad range of frequencies (e.g., large organic molecules [24]). Indeed, such is the closeness of these systems’ response that quantum control [25–31] (including tracking control [32]) must be exploited to accurately detect these systems. Of course, similar is not identical, and purely linear response would require identical susceptibilities for identical responses. In general however, materials also have a non-linear component to differentiate them (see, e.g., [33]). In fact many important phenomena – e.g. high harmonic generation [34–36], the workhorse of attosecond physics [37–39] – explicitly rely on optical non-linearities [40].

For this reason, true optical indistinguishability must be considered in the context of the non-linear response that arises in a fully quantum treatment of materials. Some preliminary hints of this indistinguishability have been observed experimentally, specifically in the non-uniqueness of the parametrisation of second-order nonlinear spectra [41]. To date however, a theoretical justification for such results has been lacking. In this manuscript we address this issue and present a framework for achieving driven indistinguishability. The main result is a demonstration that for any pair of generic many-electron systems on a lattice, there always exists a twinning field which will elicit an identical response from each system. Furthermore, the conditions under which this field is unique are established. This framework is then extended by deriving a general twinning field which renders an arbitrary expectation identical between systems. Finally we discuss the physical implications of twinning fields, and their potential utility.

Results:- Here we outline the derivation of the twinning field for 1D systems, while the more general case is discussed in the supplementary material [42] which includes Refs. [3–5]. Here we consider two many-electron systems on a lattice, labeled by k = 1, 2. Each has a potential \( U^{(k)} \) due to electron-electron interactions. Both systems are excited by an identical laser pulse, described under the dipole approximation by the Peierls phase \( \Phi(t) \)
Such systems’ evolution will then be determined by the Hamiltonian (in atomic units) [2, 48]:

$$\dot{H}^{(k)}(t) = -t_0^{(k)} \sum_{j, \sigma} \left( e^{-i\Phi(t)} \hat{\epsilon}_{j, \sigma} \hat{\epsilon}_{j+1, \sigma} + \text{h.c.} \right) + \hat{U}^{(k)},$$

(1)

where $\hat{\epsilon}_{j, \sigma}$ is the fermionic annihilation operator (acting on the appropriate system) for site $j$ and spin $\sigma$, satisfying the anticommutation relation $\{\hat{\epsilon}_{j', \sigma}, \hat{\epsilon}_{j', \sigma'}^\dagger\} = \delta_{\sigma\sigma'} \delta_{jj'}$, while $t_0^{(k)}$ is the hopping parameter describing the kinetic energy of the electrons.

Consider a typical example of an optically driven current. The current operator $\hat{j}^{(k)}$ is defined from a continuity equation for the electron density [2, 22]. Provided all number operators $\hat{n}_{j, \sigma} = \hat{\epsilon}_{j, \sigma}^\dagger \hat{\epsilon}_{j, \sigma}$ commute with $\hat{U}^{(k)}$, each system’s current operator has the form [49]:

$$\hat{j}^{(k)}(t) = -i a^{(k)}_0 \sum_{j, \sigma} \left( e^{-i\Phi(t)} \hat{\epsilon}_{j, \sigma} \hat{\epsilon}_{j+1, \sigma} - \text{h.c.} \right),$$

(2)

where $a^{(k)}_0$ is the lattice constant. It is important to note that the current expectation $J^{(k)}(t) = \langle \psi_k(t) | \hat{j}^{(k)}(t) | \psi_k(t) \rangle$ depends only implicitly on $\hat{U}^{(k)}$ through the evolution of $|\psi_k(t)\rangle$, significantly simplifying expressions.

Having dispensed with this preamble, we come to our main topic of investigation. For two systems $|\psi_1\rangle$ and $|\psi_2\rangle$ with potentials $U^{(1)}$ and $U^{(2)}$, does there exist a twinning field $\Phi_\tau(t)$ such that $J^{(1)}(t) = J^{(2)}(t)$, making the response of one system indistinguishable from the other?

To establish the existence of this field, we first express the nearest-neighbour expectation of each system in a polar form

$$K = \sum_{j, \sigma} \hat{\epsilon}_{j, \sigma}^\dagger \hat{\epsilon}_{j+1, \sigma},$$

(3)

$$K(\psi_k) = \langle \psi_k(t) | K | \psi_k(t) \rangle = R(\psi_k) e^{i\theta(\psi_k)}.$$  

(4)

Note that in both this and later expressions, the argument $\psi_k$ indicates that the expression is a functional of $|\psi_k\rangle \equiv |\psi_k(t)\rangle$. We emphasise that this functional will have a well defined value for any state that has been obtained through evolution under the Hamiltonian given in Eq. (1). Using this, we may express the expectation $J^{(k)}(t)$ directly as

$$J^{(k)}(t) = -i a^{(k)}_0 R(\psi_k) \left( e^{-i\Phi(t)-\theta(\psi_k)} - e^{i\Phi(t)-\theta(\psi_k)} \right)$$

$$= -2i a^{(k)}_0 R(\psi_k) \sin(\Phi(t) - \theta(\psi_k)).$$

(5)

It is straightforward to equate the currents $J^{(1)}(t)$ and $J^{(2)}(t)$ and obtain an expression for the twinning field $\Phi_\tau$ in terms of the expectations of the two systems:

$$\Phi_\tau(t) = \text{arctan} \left( \xi(\psi_1, \psi_2) \right)$$

(6)

$$\xi(\psi_1, \psi_2) = \frac{\lambda R(\psi_1) \sin(\theta(\psi_1)) - R(\psi_2) \sin(\theta(\psi_2))}{\lambda R(\psi_1) \cos(\theta(\psi_1)) - R(\psi_2) \cos(\theta(\psi_2))},$$

(7)

where $\lambda = \frac{a^{(1)}_0 a^{(2)}_0}{a^{(2)}_0 t_0^{(2)}}$. Critically, in this 1D case one is able to obtain a closed form for $\Phi_\tau(t)$, such that the existence of this field can be assessed purely by considering its right hand side. Given both the range and domain of arctan extends over the reals and $\xi(\psi_1, \psi_2)$ is real by definition (and has a definite value for any pair of states), we can immediately conclude that a twinning field between any two systems described by Eq. (1) always exists.

An important caveat to this statement is that the predicted twinning field may be identically zero depending on the initial states of the twinned systems. For example, if we attempt to twin two systems of non-interacting electrons ($U^{(k)} = 0$), then $K$ commutes with the Hamiltonian and $K(\psi_k)$ is constant. If the systems are evolved from their ground state, $\theta(\psi_k) = 0$, and by Eq. (6), $\Phi_\tau(t) = 0$. This scenario is consistent with the impossibility of twinning fields in linear optics, and can be avoided by having at least one of the system pair have a non-zero potential and hence a nonlinear response. Furthermore, while an equation for $\Phi_\tau$ can still be obtained in higher dimensions, in general it will not be of a closed form, and therefore a twinning field is not guaranteed to exist. The additional requirements for a twinning field to exist in this scenario are detailed in the supplementary material [42].

Illustrations:- Here we provide examples of twinning fields for systems described by the Fermi-Hubbard model of strongly interacting electrons. In this case, each system has an onsite potential described by [48, 49]:

$$U^{(k)} = \sum_j \hat{c}_{j, \sigma}^\dagger \hat{c}_{j, \sigma} + \hat{c}_{j, \sigma'}^\dagger \hat{c}_{j, \sigma'}$$

(8)

where $U^{(k)}$ parametrises the energy of the electron-electron repulsion. Systems’ equilibrium properties are determined by the ratio $U^{(k)}/t_0^{(k)}$. Despite the simplicity of the potential, this model is rich in nontrivial behaviour, including topological [50, 51] and superconducting phases in 2D [52, 53]. The Fermi-Hubbard model is computationally challenging and a complete understanding of its dynamics is believed to require a quantum computer [54]. It also exhibits a highly non-linear optical response [49, 55, 56], and therefore provides a suitable platform for numerical calculations of twinning fields.

Here we consider an $L = 10$ site chain with periodic boundary conditions and an average of one electron per site. For the sake of simplicity, in both systems we use the lattice constants $a^{(1)} = a^{(2)} = 4$ Å, with a hopping parameter of $t_0 = 0.02 t_0^{(2)} = 0.52$ eV. To avoid the trivial solution of $\Phi_\tau(t) = 0$, each system (initially in the ground state) is first pumped by a single cycle of a transform-limited field. Specifically, an enveloped sine-wave is used with an amplitude of $E_0 = 10$ MV/cm and frequency $\omega_0 = 32.9$ THz. All calculations were performed using exact diagonalization via the QuSpin Python package [57, 58].
FIG. 2. Top panel: twinning fields and the accompanying optical response for three pairs of systems, following an initial pump pulse. Bottom panel: The current resulting from the optical response for three pairs of systems, following an initial pump pulse. Bottom panel: The current resulting from the optical response for three pairs of systems, following an initial pump pulse.

Figure 2 shows examples of calculated twinning fields and the accompanying responses they generate for several pairs of systems. These pairs are parametrised by $\Delta$, using $U^{(1)} = 0.5t_0$, while $U^{(2)} = U^{(1)} + \Delta$. Applying the twinning field calculated at each time, we find the current in each pair of systems is identical, as expected.

A more concretely physical example is to twin two commonly studied materials - graphene and hexagonal Boron Nitride (hBN). Both of these structures have a bipartite lattice structure, as shown in Fig. 3. Critically, that lattice constant for both systems is almost identical, and can hence be modelled with the identical value $a' = \frac{a_{gr}}{a_{hBN}} = 2.5\text{Å}$ [59, 60]. This is critical for the existence of a twinning field, as in higher dimensions the ability to twin a pair of systems can only be guaranteed when they share the same lattice structure.

Both materials are well modelled by the tight-binding approximation [61], with an onsite potential of the same form as Eq. (8). $t_{0,gr} = t_{0,hBN} = 2.7\text{eV}$, and for the graphene carbon atoms $U_c = 0$, while for hBN $U_B = 3.3\text{eV}$ and $U_N = -1.4\text{eV}$ for Boron and Nitrogen atoms respectively [62, 63]. While it is possible to also include next-to-nearest hopping, the relative strength of this compared to nearest-neighbour hopping is only $\sim 5\%$ [64, 65], and we therefore neglect it for calculational simplicity. Further information on both the precise Hamiltonian describing these systems, and the derived twinning field equations may be found in the supplementary information [42].

Simulations are performed using $L = 12$ sites with periodic boundaries, and the systems are again prepared via the application of a pumping field. In this case, the polarisation of this initial pump is of great consequence, and in order to generate a physically realisable twinning field, it must be aligned with one of the nearest neighbour vectors. Fig. 4 shows an example of this, with the initial pump pulse and subsequent twinning field aligned along the $a_1$ direction.

Discussion:- We have introduced a non-linear optical phenomenon where some pairs of quantum systems have a twinning field which generates an identical response in each individual system. In 1D the necessary conditions for a twinning field to exist are rather general, but in higher dimensions the two systems must possess a high degree of similarity in their lattice structures for the existence of a twinning field to be guaranteed. Conditions for the uniqueness of this field were derived, and numerical calculations provided examples of twinning fields in a Fermi-Hubbard system.

It is instructive to compare optical indistinguishability with the anti-haeceitism [66, 67] of quantum particles.
The latter is responsible for both the Fermi-Dirac and Bose-Einstein distributions \cite{68, 69} (as well as the resolution of Gibbs’ paradox \cite{70, 71}), and is an intrinsic and immutable property of said particles. For this reason it has been commonly assumed that systems governed by distinct Hamiltonians will be distinguishable from each other. Indeed, the effectiveness of spectroscopy is predicated on the notion that a material can be uniquely identified from its spectral response \cite{72}. The existence of twinning fields gives the lie to this assumption however, demonstrating that indistinguishability can arise as an emergent property under driving.

It may be tempting to think of twinning fields purely as an act of deception, where an unscrupulous salesman could use the technique to pass off a cheap and nasty material as something more costly. In fact, the analysis presented here demonstrates that it is a trick requiring highly specific conditions to be repeated, and such a fraud can be defeated by an arbitrary modification to the example driving field. Indeed, even if the twinning field is non-unique, the field up to the point that Lipschitz continuity \cite{42} is violated \emph{will} be unique. Any field that is distinct from this initial trajectory will therefore be \emph{guaranteed to produce a response distinguishing the two systems}. This has the important consequence of ensuring that techniques designed to discriminate between similar systems are well founded \cite{27, 28, 32}.

Of course, the existence of twinning fields forces one to consider both their feasibility and wider utility. While the twinning fields calculated here appear to be rather broadband pulses, the rapid improvement in both intensity and bandwidth of laboratory laser sources \cite{73, 74} – combined with the fact that similarly tailored tracking control fields can be well approximated by a few distinct frequencies \cite{2} – suggests twinning fields may be experimentally realisable with current technology. In fact, deep learning networks have recently been employed to experimentally determine the driving field required to generate a desired response in a material, in a manner that is robust to noise \cite{75}. It is likely that such techniques could be similarly applied for the practical calculation of twinning fields.

One potential application of these fields is to characterise the effect of interactions between systems. Applying the twinning field calculated for a non-interacting pair, it would be possible to identify the additional current generated by each system due to its interaction with the other. Twinning fields may also provide a method for creating alternative realisations of metamaterials \cite{76} when a specific response is required. Given a field and a metamaterial’s nearest-neighbour expectation, Eq. (6) can be used to calculate the properties of a different material producing the same effect. Consequently the search for cheaper alternative components in quantum technologies may be aided by twinning fields.

Naturally, there remain a number of unanswered questions. For instance, a given twinning field relates a pair of systems, but is this pair unique? Put differently, are there triplets, or $n$-tuplets of systems which exhibit optical indistinguishability? In the case of a non-unique twinning field, what are the physical consequences of choosing one solution over another? Such questions may merit further investigation, as understanding these secondary properties provides both challenges and opportunities to illuminate the principles upon which driven systems operate.
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Supplemental Material: Optical Indistinguishability via Twinning Fields

TWINNING FIELD DERIVATION

General Hamiltonian

Here we provide a full derivation for the twinning field, beginning with the continuum, non-relativistic Hamiltonian for a driven electronic system:

\[ \hat{H} = \sum_{\sigma} \int \frac{d^3x}{2} \hat{\psi}^\dagger_\sigma(r) \left[ -\nabla^2 + V(r) + r \cdot E(r, t) \right] \hat{\psi}_\sigma(r) + \sum_{\sigma'} \int \frac{d^3x d^3x'}{2} \hat{\psi}^\dagger_\sigma(r) \hat{\psi}^\dagger_{\sigma'}(r') U_{\sigma\sigma'}(r, r') \hat{\psi}_\sigma(r) \hat{\psi}_{\sigma'}(r') \]  

(S1)

Here the \( \hat{\psi}_\sigma(r) \) are standard fermionic field operators satisfying \( \{ \hat{\psi}^\dagger_\sigma(r'), \hat{\psi}_\sigma(r) \} = \delta_{\sigma\sigma'} \delta(r - r') \). \( V(r) \) is an external potential, while \( U_{\sigma\sigma'}(r, r') \) is the two-body interaction potential, and the system is coupled to the driving electric field via the dipole approximation \( r \cdot E(r, t) \). Note that in principle it is possible to include higher order interactions without materially affecting the derivation, but in the interests of clarity and concision, we do not include these terms. For similar reasons, we specify that the driving field be homogeneous, i.e. \( E(r, t) \equiv E(t) \).

In order to establish a direct relationship between a given expectation and the driving field, the system must be discretised in time or space. Performing a spatial discretisation, we obtain the general form:

\[ \hat{H} = \sum_{rr', \sigma} \hat{c}^\dagger_{rr', \sigma} \hat{c}_{rr', \sigma} + \sum_{rr', \sigma\sigma'} U_{\sigma\sigma'}(r, r') \hat{n}_{rr, \sigma} \hat{n}_{rr', \sigma'} + \sum_{r, \sigma} \hat{n}_{rr, \sigma} r \cdot E(t). \]  

(S2)

In this case one body terms have been collected into (the symmetric function) \( t(r, r') \), and the field operators have been replaced by the lattice annihilation operators \( \{ \hat{c}^\dagger_{rr', \sigma}, \hat{c}_{rr', \sigma} \} = \delta_{\sigma\sigma'} \delta_{rr'} \). Finally we have defined the number operator \( \hat{n}_{rr, \sigma} = \hat{c}^\dagger_{rr, \sigma} \hat{c}_{rr, \sigma} \). To proceed further we perform the following time dependent unitary transformation of the Hamiltonian:

\[ \begin{align*}
\hat{H} &\rightarrow \hat{R}(t) \hat{H} \hat{R}(t)^\dagger - i \frac{\partial \hat{R}(t)}{\partial t} \\
\hat{R}(t) &= e^{i A(t)}, \quad A(t) = \int_{-\infty}^{t} dt' \ E(t'),
\end{align*} \]  

(S3)

from which we obtain:

\[ \hat{H} = \sum_{rr', \sigma} \left( e^{-i(t-r') A(t)} t(r, r') \hat{c}^\dagger_{rr, \sigma} \hat{c}_{rr', \sigma} + \text{h.c.} \right) + \sum_{rr', \sigma\sigma'} U_{\sigma\sigma'}(r, r') \hat{n}_{rr, \sigma} \hat{n}_{rr', \sigma'}. \]  

(S4)

At this point, it is helpful to specify the form of the one-body term \( t(r, r') \). For the sake of simplicity, we take this to be a nearest neighbour interaction, but note it is possible to include additional next-to-nearest neighbour (and even longer range) hopping terms without affecting our ability to derive a closed form for the twinning field. In the systems we consider here, such terms will be small relative to the nearest neighbour hopping, and their presence would further clutter equations already suffering from index overburdening.

If each site has \( M \) neighbours, described by the relative vectors \( \mathbf{a}_j \), then we express the hopping as:

\[ t(r, r') = -t_0 \sum_{j=1}^{M} \delta_{(r-r') \mathbf{a}_j}, \]  

(S6)

which yields the Hamiltonian

\[ \hat{H} = -t_0 \sum_{r, \sigma} \sum_{j} \left( e^{-i \Phi_j(t)} \hat{c}^\dagger_{rr, \sigma} \hat{c}_{(r+\mathbf{a}_j), \sigma} + \text{h.c.} \right) + \hat{\bar{U}}, \]  

(S7)

where we have abbreviated \( \sum_{rr', \sigma\sigma'} U_{\sigma\sigma'}(r, r') \hat{n}_{rr, \sigma} \hat{n}_{rr', \sigma'} = \hat{\bar{U}} \) and defined the Peierls phase \( \Phi_j(t) = \mathbf{a}_j \cdot A(t) \).
General Twinning Field

Having obtained the appropriate form for the Hamiltonian, we now consider how a twinning field might be derived from it. Let us say we have two systems, described by $\hat{H}^{(1)}$ and $\hat{H}^{(2)}$ each driven by the twinning vector potential $A_O(t)$, which is designed such that the expectation of some operator $\hat{O}$ in the two systems satisfies $O^{(1)}(t) = O^{(2)}(t)$. The Hamiltonian for each system will then be given by:

$$\hat{H}^{(k)} = -i t_0^{(k)} \sum_{r^{(k)}, \sigma} \sum_j \left( e^{-i \Phi_j^{(k)}(t)} \hat{c}_j^{\dagger(r^{(k)}), \sigma} \hat{c}_j^{(k)}(r^{(k)} + n_j^{(k)}) \sigma} + \text{h.c.} \right) + \hat{U}^{(k)},$$  \hspace{1cm} (S8)

where $\Phi_j^{(k)} = a_j^{(k)} \cdot A_O(t)$. In order to twin $\hat{O}$, it is necessary to match the derivative of that expectation if the operator itself has no explicit $A_O(t)$ dependence. Given $\frac{dO^{(k)}}{dt} = -i \langle \psi_k | \hat{H}^{(k)}(t), \hat{O}(t) | \psi_k \rangle$, for an expectation to be twinned we require

$$\langle \psi_1 | \left( \hat{H}^{(1)}(t), \hat{O}(t) \right) | \psi_1 \rangle = \langle \psi_2 | \left( \hat{H}^{(2)}(t), \hat{O}(t) \right) | \psi_2 \rangle.$$  \hspace{1cm} (S9)

The conditions under which this equality can be satisfied are best analysed by breaking up the commutator expectations with the following expectations:

$$A_j(\psi_k)e^{\Phi_j^{(k)}(t)} = -i t_0^{(k)} \sum_{r^{(k)}, \sigma} \langle \psi_k | \left[ \hat{c}_j^{\dagger(r^{(k)}), \sigma} \hat{c}_j^{(k)}(r^{(k)} + n_j^{(k)}) \sigma} \right] \hat{O} | \psi_k \rangle,$$  \hspace{1cm} (S10)

$$B^{(k)}(\psi_k) = \langle \psi_k | \left[ \hat{U}^{(k)}, \hat{O} \right] | \psi_k \rangle.$$  \hspace{1cm} (S11)

With some rearrangements, we are able to collect all terms dependent on the driving field, to find a general expression for the twinning field:

$$\sum_j \left[ A_j(\psi_1) \sin \left( \Phi_j^{(1)}(t) - \theta_j(\psi_1) \right) - A_j(\psi_2) \sin \left( \Phi_j^{(2)}(t) - \theta_j(\psi_2) \right) \right] = B^{(2)}(\psi_2) - B^{(1)}(\psi_1).$$  \hspace{1cm} (S12)

Clearly such an equation only implicitly defines the twinning field and as such there is no guarantee that a field exists satisfying Eq. (S12). If however this equation can be reduced to a closed-form expression for the field, then it is possible to assess when a solution exists.

Twinning Field For Current

While the existence of a twinning field for a general observable depends on if Eq. (S12) possesses a solution, there is a particular observable for which twinning fields for a large class of materials can be demonstrated. Specifically, it is the electronic current $J$, which directly determines the system’s optical response. This observable is derivable directly from the continuity for the electron density $\dot{\rho} = \sum_{r, \sigma} \dot{n}_{r\sigma}$. We obtain an expression for this operator by evaluating:

$$\frac{d \dot{n}_{r\sigma}}{dt} = -i \left[ \hat{H}, \dot{n}_{r\sigma} \right] = -i t_0 \left( \sum_{r', j, \sigma'} e^{-i \Phi_j^{(1)}(t)} \left[ \hat{c}_j^{\dagger(r', \sigma')}, \hat{c}_{(r' + a_j) \sigma'} \right], \dot{n}_{r\sigma} \right) - \text{h.c.}.$$  \hspace{1cm} (S13)

Critically, we are able to obtain the second equality due to the fact that the electron-electron interactions captured by $\hat{U}$ depend only on number operators (even if higher order terms are included), and such terms will commute with $\dot{n}_{r\sigma}$. Evaluating the commutator in the final equality, we obtain:

$$\left[ \hat{c}_j^{\dagger(r', \sigma')}, \dot{n}_{r\sigma} \right] = \delta_{\sigma \sigma'} \left( \delta_{r(r' + a_j)} \hat{c}_j^{\dagger(r', \sigma')}, \hat{c}_{(r' + a_j) \sigma} - \delta_{rr'} \hat{c}_j^{\dagger(r', \sigma')} \hat{c}_{(r' + a_j) \sigma'} \right).$$  \hspace{1cm} (S14)

Defining the operator using $(|a_j\rangle = a_j)$

$$\hat{J}_{rj} = -i a_j t_0 \sum_{\sigma} e^{-i \Phi_j^{(1)}(t)} \hat{c}_j^{\dagger(r', \sigma')} \hat{c}_{(r' + a_j) \sigma} - \text{h.c.}$$  \hspace{1cm} (S15)
using this operator, we find that the continuity equation can be expressed as

$$\frac{d\hat{\rho}}{dt} = \sum_j \frac{1}{a_j} \sum_r \left( \hat{J}_{rj} - \hat{J}_{(r-a_j)j} \right).$$

(S16)

The right hand side of this equation can immediately be recognised as a discretised divergence, and hence we can identify the current in the $j$ direction as $\hat{J}_j = \sum_r \hat{J}_{rj}$.

In the case of this observable the expression for the twinning field $(\Phi_{rj}^{(k)}(t) = a_j^{(k)} \cdot A_r(t))$ is significantly simplified. By first expressing the nearest neighbour hopping expectation in a polar form

$$\sum_{r^{(k)},\sigma} \langle \psi_k | \hat{c}_{r^{(k)}\sigma}^\dagger \hat{c}_{(r^{(k)}+a_j^{(k)})\sigma} | \psi_k \rangle = R_j(\psi_k) e^{i\theta_j(\psi_k)}$$

(S17)

The current expectation in the $j$ direction may be given as

$$J_j^{(k)}(t) = \langle \psi_k | \hat{J}_j | \psi_k \rangle = 2a_j^{(k)} t_0 R_j(\psi_k) \sin(\Phi_{rj}^{(k)}(t) - \theta_j(\psi_k)).$$

(S18)

Equating $J_j^{(1)} = J_j^{(2)}$, we obtain

$$a_j^{(1)} t_0 R_j(\psi_1) \sin(\Phi_{rj}^{(1)}(t) - \theta_j(\psi_1)) - a_j^{(2)} t_0 R_j(\psi_2) \sin(\Phi_{rj}^{(2)}(t) - \theta_j(\psi_2)) = 0.$$  

(S19)

Comparing to Eq. (S12), we find two major simplifications that bring us close to a closed form equation for the field. First, the twinning field does not explicitly depend on any expectation of the potential $\hat{U}^{(k)}$ term (although the evolution of the state will depend on this potential). Secondly, the specific form of the current operator means that each component of the current in the two systems can be equated separately, meaning one has an equation for the twinning field in each of the $j$ nearest neighbour directions, rather than a single equation summing over all components.

Unfortunately, it is still not possible to obtain a closed form equation for the twinning field from Eq. (S19). To amend this we make the further assumption that both systems have the same lattice structure, $r^{(1)} = r^{(2)}$ and $a_j^{(1)} = a_j^{(2)}$. In this case $\Phi_{rj}^{(1)}(t) = \Phi_{rj}^{(2)}(t) \equiv \Phi_{rj}(t)$, and Eq. (S19) can be rearranged to express the twinning field directly in terms of the systems’ expectations:

$$\Phi_{rj}(t) = \arctan(\xi_j(\psi_1, \psi_2))$$

(S20)

$$\xi_j(\psi_1, \psi_2) = \frac{\lambda R_j(\psi_1) \sin(\theta_j(\psi_1)) - R_j(\psi_2) \sin(\theta_j(\psi_2))}{\lambda R_j(\psi_1) \cos(\theta_j(\psi_1)) - R_j(\psi_2) \cos(\theta_j(\psi_2))},$$

(S21)

using $\lambda = \frac{t_0^{(1)}}{t_0^{(2)}}$. Note that both $R_j(\psi_k)$ and $\theta_j(\psi_k)$ will have definite values for every valid state $|\psi_k\rangle$ in each system. If this were not the case then the action of the nearest neighbour hopping operator (and therefore the Hamiltonian) on the system would not be well defined. For this reason, $\xi_j(\psi_1, \psi_2)$ will have a definite real value regardless of the states of the system. Given the arctan function maps any real to $(-\pi/2, +\pi/2)$, we conclude that $\Phi_{rj}$ will always have a definite value.

To summarise, while an expression for the twinning field can always be obtained, in general it cannot be ascertained as to whether this equation will possess a solution. If the two systems share an identical lattice structure then it is possible to express the twinning field in a closed form. Under these conditions, the twinning field may be explicitly expressed as a function of well-defined system expectations, and given that the twinning field is a function whose range and domain extends over the entire real line, it is guaranteed to exist regardless of the value of those system expectations. This leads to the perhaps surprising conclusion that ultimately it is the lattice structure of a material, rather than its electronic interactions, that determine if its optical response can be twinned.

### Specification to Hexagonal Bipartite Lattice

Here we outline the notation used for the twinning field for a hexagonal bipartite lattice (shown in figure 3), in order to simulate graphene and hBN. In this case, the bipartite nature of the lattice means that the sum over lattice positions can be indexed directly, where sites belonging to the $A$ and $B$ sublattices are contained in the sets $\mathcal{A}$ and $\mathcal{B}$ respectively. If an onsite potential is used, the Hamiltonian reads:
\[
\hat{H} = -i\alpha \sum_{<i,j>,\sigma} \left( e^{-i\Phi_{ij}(t)} \hat{c}_{i\sigma}^{\dagger} \hat{b}_{j\sigma} + \text{h.c.} \right) + \sum_{i\in A} U_A \hat{n}^A_{i\sigma} \hat{n}^A_{i\sigma} + \sum_{j\in B} U_B \hat{n}^B_{j\tau} \hat{n}^B_{j\tau}
\]

(S22)

here \(\hat{c}\) operators act on the \(A\) sublattice, while \(\hat{b}\) acts on the \(B\) sublattice. Each sublattice possesses a separate onsite potential \(U_A\) and \(U_B\), using \(\hat{n}^{A/B}_{i\sigma}\) as the number operators acting on the appropriate lattice. Finally, each site has three neighbours related by the vectors:

\[
\mathbf{a}_1 = a \begin{bmatrix} 1 \\ 0 \end{bmatrix}, \quad \mathbf{a}_2 = \frac{a}{2} \begin{bmatrix} 1 \\ -\sqrt{3} \end{bmatrix}, \quad \mathbf{a}_3 = \frac{a}{2} \begin{bmatrix} 1 \\ \sqrt{3} \end{bmatrix}.
\]

(S23)

A current in each of these directions can be defined in the same manner as the previous section:

\[
\hat{J}_j = -i\alpha t_0 \sum_{i\in A,\sigma} \left( e^{-i\Phi_{ij}(t)} \hat{c}_{i\sigma}^{\dagger} \hat{b}_{j\sigma} - \text{h.c.} \right).
\]

(S24)

Then, if we once again define the functionals for each separate system,

\[
\sum_{i\in A^{(k)},\sigma} \langle \psi_k | \hat{c}_{i\sigma}^{(k)} \hat{b}_{j\sigma} | \psi_k \rangle = R_j(\psi_k)e^{i\theta_j(\psi_k)},
\]

(S25)

it is possible to apply Eq. (S20) directly.

Even in this case (where each component of a twinning field has a closed form), it is important to remark that in general this does not mean the fields generated are physically realisable. To see this, consider the fact that one has three independent equations for the \(\Phi_{ij}(t)\), but geometrically there are only two independent components. In Cartesian coordinates, the fields in the three lattice directions are given by:

\[
\Phi_{x1}(t) = \Phi_{xx}(t), \quad \Phi_{x2}(t) = \frac{1}{2} \left( \Phi_{xx}(t) + \sqrt{3}\Phi_{xy}(t) \right), \quad \Phi_{x3}(t) = \frac{1}{2} \left( \Phi_{xx}(t) - \sqrt{3}\Phi_{xy} \right).
\]

(S26)

While it is always possible to find a solution for the fields in the lattice directions, there is no guarantee that these will be consistent with the geometric composition of these fields. Fortunately, when the field is polarised along one of the lattice directions (say \(\mathbf{a}_1\)), the symmetry of the system guarantees that currents in the two remaining directions will be equivalent, i.e. \(J_x(t) = J_y(t)\), such that \(J_y(t) = 0\). Furthermore, local current conservation means that in this case \(J_1(t) = J_2(t) + J_3(t)\). Consequently, the total current in the \(x\) direction will be \(J_x(t) = 2J_1(t)\). This means only the component of the twinning field in that direction need be calculated, removing the aforementioned geometric constraints.

**Uniqueness of Twinning Fields**

While a solution for the twinning field may exist, the existence of this solution says nothing about the number of twinning fields that could exist for a given pair of systems – i.e. is a twinning field unique? It is possible to deduce an answer to this question by substituting \(\Phi_{i}(t)\) into the Hamiltonian for each system. In this case we obtain an explicitly nonlinear evolution governed by a ‘twinning Hamiltonian’ for the joint system (here using a 1D example):

\[
\hat{H}_{\tau}^{\text{tot}}(\psi_1, \psi_2) = H_{\tau}^{(1)}(\psi_1, \psi_2) \otimes |1\rangle \otimes \mathbb{1}^{(2)}(\psi_2) + |1\rangle \otimes H_{\tau}^{(2)}(\psi_1, \psi_2)
\]

(S27)

\[
\hat{H}_{\tau}^{(k)}(\psi_1, \psi_2) = \sum_{\sigma,j} \left[ P_{+}^{(k)} \hat{c}_{j\sigma}^{\dagger} \hat{c}_{j+1\sigma} + P_{-}^{(k)} \hat{c}_{j\sigma} \hat{c}_{j+1\sigma}^{\dagger} \right] + \hat{U}^{(k)},
\]

(S28)

\[
P_{+}^{(k)} = -\frac{\mathcal{L}(\psi_1, \psi_2)}{\sqrt{1 + \xi^2(\psi_1, \psi_2)}} (1 + i\xi(\psi_1, \psi_2)).
\]

(S29)

Using this twinning Hamiltonian, we can assess the conditions under which the twinning field is unique. If the evolution generated by the Hamiltonian in Eq. (S27) from a given initial condition has only one solution, it implies there is only one field which satisfies the twinning condition. Applying Lipschitz analysis [S1] to this Hamiltonian, it is possible to prove the following:

*For a finite dimensional system (i.e., when the twinning Hamiltonian \(\hat{H}_{\tau}^{\text{tot}}\) is a finite dimensional matrix), if \(|\Psi\rangle\) solves Eq. (S27) and satisfies the constraints

\[
|R(\psi_1, \psi_2)| > \epsilon_1 > 0,
\]

(S30)

\[
|\text{Re}(\lambda K(\psi_1) - K(\psi_2))| > \epsilon_2 > 0,
\]

(S31)
where $\epsilon_{1/2}$ are any constants, then the twinning field $\Phi_\tau(t)$ is unique.

The first condition [Eq. (S30)] can be straightforwardly interpreted as the requirement that there be some kinetic energy in each system, a natural precondition for observing a current. Some sense can be made of the second condition by noting that evolution under the twinning field implies $\frac{dJ^{(1)}(t)}{dt} = \frac{dJ^{(2)}(t)}{dt}$. Evaluating this derivative, we obtain:

$$\dot{\Phi}_\tau(t) \text{Re} \left( \lambda K(\psi_1) - K(\psi_2) \right) = \text{Re} \left( \left\langle \psi_1(t) \right| \left[ \hat{U}^{(1)}(t), \hat{K} \right] |\psi_1(t)\rangle \right) - \text{Re} \left( \left\langle \psi_2(t) \right| \left[ \hat{U}^{(2)}(t), \hat{K} \right] |\psi_2(t)\rangle \right). \quad (S32)$$

Clearly, when Eq. (S31) is violated, $\dot{\Phi}_\tau$ can take any value while still functioning as a twinning field. This means that in principle, if a twinning field is non-unique, there are an infinite number of solutions. These solutions will however be constrained to follow the same trajectory up to the point where one of Eq. (S30) or Eq. (S31) is violated, and a proliferation of possible trajectories occurs. This non-uniqueness is therefore qualitatively different to that previously observed in control fields for tracking control [S2, S3], where a branch point generates a well-defined number of additional solutions.
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