Simulations of Intracycle Angular Velocity Control for a Cross-Flow Turbine
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Straight-bladed cross-flow turbines are computationally explored for harvesting energy in wind and water currents. One challenge for cross-flow turbines is the transient occurrence of high apparent angles of attack on the blades that reduces efficiency due to flow separation. This paper explores kinematic manipulation of the apparent angle of attack through intracycle control of the angular velocity. Using an unsteady Reynolds-averaged Navier-Stokes (URANS) model at moderate Reynolds numbers, the kinematics and associated flow physics are explored for confined and unconfined configurations. The computations demonstrate an increase in turbine efficiency up to 54%, very closely matching the benefits shown by previous intracycle control experiments. Simulations display the time-evolution of angle of attack and flow velocity relative to the blade, which are modified with sinusoidal angular velocity such that the peak torque generation aligns with the peak angular velocity. With optimal kinematics in a confined flow there is minimal flow separation during peak power generation, however there is a large trailing edge vortex (TEV) shed as the torque decreases. The unconfined configuration has more prominent flow separation and is more susceptible to Reynolds number, resulting in a 41% increase in power generation under the same kinematic conditions as the confined flow.

Nomenclature

\( A \) = projected area of the turbine normal to the flow
\( A_\omega \) = amplitude of sinusoidal variation of \( \omega \)
\( c \) = chord length of the turbine blade
\( C_P \) = power coefficient or conversion efficiency of the turbine
\( \bar{C_P} \) = average power coefficient
\( C_Q \) = normalized value of torque or torque coefficient
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I. Introduction

Cross-flow or vertical-axis turbines convert energy in wind or flowing water to rotational mechanical energy via blades that rotate about an axis perpendicular to the flow. In traditional axial-flow turbines (AFTs) [1, 2], the rotational axis is perfectly aligned with the flow. For cross-flow turbines, the axis of rotation is such that it does not require oncoming flow at a particular orientation. This alleviates the need for yaw control, which is critical for many AFT designs. Straight-bladed cross-flow turbines are also easy to manufacture due to less geometric complexity of the blade, and can potentially be quieter and safer than AFTs due to lower tip speeds. Furthermore, when oriented vertically, cross-flow turbines have the option to house the generator and mechanical components on the ground for harvesting wind energy, or at the water surface for hydrokinetic energy, decreasing maintenance costs.

Fig. 1a demonstrates the kinematics of a cross-flow turbine blade through a portion of its cycle. As the blade rotates in the freestream with an angular velocity, $\omega$, the instantaneous velocity of the blade is shown as $V_\omega$. Lift is generated through the apparent angle of attack, $\alpha_n$, which is the angle the blade encounters with respect to the relative flow velocity, $U_n$. The component of this lift force that is tangential to the blade motion drives the turbine. Turbine performance is characterized as a function of tip speed ratio, defined as the ratio of turbine tip speed to the flow freestream velocity,

$$\lambda(\theta) = \frac{\omega(\theta) R}{U_\infty}, \quad (1)$$

where $R$ is the distance from center of the turbine to the outermost edge of the blade as shown in Fig. 1a. In this paper, $\theta = 0^\circ$ represents the foil position when the velocity vector of the foil is directly opposing the freestream velocity vector. Neglecting induced flow effects and the curvilinear nature of the relative flow, variation in $\alpha_n$ and $U_n^*$ throughout the rotation of a blade is given by

$$\alpha_n(\theta) = -\tan^{-1}\left(\frac{\sin \theta}{\lambda(\theta) + \cos \theta}\right) + \alpha_p(\theta) \quad (2)$$

and

$$U_n^* = \frac{|U_n(\theta)|}{U_\infty} = \sqrt{\lambda(\theta)^2 + 2\lambda(\theta) \cos \theta + 1}. \quad (3)$$
where the sign of $\alpha_n$ is positive when the relative flow velocity is directed outwards from the axis of rotation and negative when it is directed inwards as in Fig. 1a. The torque applied to the turbine by the fluid and the resultant power generated are normalized respectively as the torque coefficient and power coefficient,

$$C_Q(\theta) = \frac{q(\theta)}{\frac{1}{2}\rho U_\infty^2 AR}$$

and

$$C_P(\theta) = \frac{q(\theta)\omega(\theta)}{\frac{1}{2}\rho U_\infty^3 A}$$

where $A = 2R$ for a two-dimensional model. The power coefficient, $C_P$, is the conversion efficiency of the turbine defined by the ratio of the power generated to the power available in the projected area.

Fig. 1b shows the variation of $\alpha_n$ and $U_\infty^*$ during a rotation cycle for two tip speed ratios. Phase-averaged torque generation on a single blade, obtained through URANS simulations (one blade of a two-bladed turbine in confined flow), is also included as an example. The apparent angle of attack undergoes very high variation during the cycle, reaching $-25^\circ$ to $+35^\circ$ for $\lambda = 1.9$ and approximately $\pm 60^\circ$ for $\lambda = 1.1$, which is much higher than the critical angle of attack for flow separation on a stationary foil ($\approx 12^\circ$) [3]. Although the computed angle of attack in Fig. 1b does not account for the effect of induction, the high variation creates flow transitions from attached flow to highly separated flow and vice versa, a phenomenon known as dynamic stall. Uncontrolled dynamic stall produces a drop in the lift-to-drag ratio, decreasing the torque generated. For the example turbine shown in Fig. 1b, the sharp decrease in torque for $\lambda = 1.1$ at $\theta = 80^\circ$ is coincident with the onset of dynamic stall.

Due to the challenges posed by dynamic stall in cross-flow turbines, it has been studied extensively through laboratory experiments in which the evolution of vortices on the blades has been visualized and analyzed. Generation of two pairs of stall vortices at the blade has been observed during rotation [4], and the roll up and formation of a trailing edge vortex has also been analyzed in detail [5]. Dunne & McKeon [6] developed a lower-order model of dynamic stall by performing experiments on a sinusoidally pitching and surging foil, and extrapolated it to a cross-flow turbine to predict the onset and completion of flow separation. Although this captures the variation in relative velocity and angle of attack, the model does not take into account flow curvature, induction, and the Coriolis force which are observed for the rotational motion of a turbine blade. Several computational fluid dynamics (CFD) studies have also been performed [7–18]. The Coriolis effect has been shown to result in the turbine blade capturing a vortex pair at low tip speed ratios after the angle of attack starts decreasing [10]. This negatively affects torque generation and cannot be reproduced by a non-rotational pitching-surgeing blade with an equivalent angle of attack and relative velocity variation.
Wang et al. observed how vortex dynamics plays a role in reduction of power conversion at both low and high tip speed ratios [11]. The effect of blade shape on the dynamic stall process, simulated with a prescribed pitching motion, has shown that a cambered blade (NACA4412) can perform better than a symmetric blade (NACA0012) due to higher lift-to-drag ratio and a slight delay in dynamic stall [17].

In attempts to mitigate dynamic stall, flow control techniques may be used to subdue flow separation on the turbine blades. Passive control solutions such as serrations on the leading edge [19], or a cavity or dimple on the suction surface [20] have been performed, showing moderate improvement by suppressing or delaying flow separation. Active control such as oscillating flaps [21], synthetic jets [22, 23], plasma actuators [24], and boundary layer suction [25] have also been investigated, often yielding more enhancement in power than passive control, but these mechanisms are costly to integrate and maintain.

Dynamic stall can also temporarily generate high lift due to the leading edge vortex (LEV) formed when the boundary layer separates from the foil at moderate \( \alpha_n [26, 28] \). However this benefit is temporary, and there is a loss in lift as the vortex is shed. Thus, careful control of the \( \alpha_n \) profile is an approach to control the LEV and other unsteady flow mechanisms associated with the dynamic stall process.

Equation 2 demonstrates how variation of the angle of attack during circular rotation can be controlled through control of either \( \alpha_p(\theta) \) or \( \lambda(\theta) \). Intracycle variation of the blade pitch angle, \( \alpha_p \), has been previously explored through design and theoretical performance analyses [25-31], experiments [32-33] and simulations [33-36]. Most of these investigations indicate a maximum enhancement in turbine power of at least 25\%, especially for low tip speed ratio values. However, both active and passive pitch control require additional complex mechanisms to be integrated in the design, which drives up turbine cost.

This paper investigates an alternative method proposed by Strom et al. [37] who implemented intracycle variation of the angular velocity, \( \omega \) (and hence, \( \lambda \)) to change the angle of attack and relative flow velocity profiles in Eqs. 2 and 3. Strom et al. performed flume experiments at a Reynolds number of \( Re = c U_\infty / \nu = 3.1 \times 10^4 \) with an optimization process to determine the mean, amplitude, and phase-shift of the sinusoidal variation of \( \omega \). They concluded that controlling \( \alpha_n \) delays the drop in lift-to-drag ratio while the high torque generation phase coincides with high \( \omega \), resulting in up to 53\% increase in average power generation. In actual deployment, the use of this method mandates a real-time control of the intracycle variation of \( \omega \) based on the changes in oncoming flow speed and direction. However, the advantage of not requiring a yaw mechanism is maintained.

Strom et al. further hypothesized that the controlled \( \alpha_n \) and \( U_n^* \) cycles created a sustained leading edge vortex (LEV) that enhanced lift generation on the foil, however this has not yet been confirmed through physical experiments. Experimentally, time-resolved flow visualization is challenging, and although more time-consuming, computational analysis can provide insight into the unsteady fluid mechanics, particularly close to the blade surface.

Thus, the goal of this paper is a computational investigation into the physical mechanisms and vortex dynamics that are affected by altering the intracycle angular velocity. This is performed via unsteady Reynolds-averaged Navier-Stokes (URANS) simulations of straight-bladed cross-flow turbines under similar blockage and Reynolds number conditions as Strom et al. Additionally, simulations are also performed for an unconfined flow configuration with minimal blockage to investigate the effects of confinement, which will vary with deployment setting (e.g., unconfined for a wind deployment). The computational methods are explained in the next section. A mesh sensitivity analysis and comparison with experimental results for validation is included in section III. In section IV, performance results for cross-flow turbines with a sinusoidal variation of \( \omega \) are presented. Experimental findings are compared with the computations and the vortex dynamics are thoroughly explored, including visualization of dynamic stall and vortex-structure interactions.

II. Computational Methods

The computations utilize an incompressible URANS model whose governing equations are

\[
\nabla \cdot \vec{u} = 0
\]

\[
\frac{\partial \vec{u}}{\partial t} + (\vec{u} \cdot \nabla) \vec{u} = -\nabla p + \nu \nabla^2 \vec{u} - \nabla \tau.
\]

These equations are solved using a second-order accurate finite volume, pressure-implicit split-operator (PISO) method [38] implemented in OpenFOAM [39]. The Reynolds stress tensor, \( \tau \), in Eqn. 7 is modeled with the \( k-\omega \) SST equations [40]. The \( k-\omega \) SST model has been used extensively in URANS simulations of cross-flow turbines [14, 34, 56, 41, 44] and is found to be a desirable closure model due to its documented ability of handling separated
flows [45]. However, as with all models, it has been shown to have limitations, including lower fidelity solutions at high angles of attack [9, 46] and in transitional Reynolds numbers [12, 47].

**Fig. 2** Schematic representation of the computational domain. $c$ is the chord length of the foil, as shown in Fig. 1a and $c/R = 0.47$.

The simulation domain contains an inner mesh of radius $4c$ with a sliding interface between this rotating inner region and the intermediate wake-region mesh that remains stationary (Fig. 2). The wake region extends $27c$ downstream of the turbine center, while the outermost region of the domain extends $250c$ downstream and $200c$ upstream of the turbine center. Two different blockage ratios (ratio of projected frontal area of the turbine to total cross-section area of the domain) were investigated. For a domain width of $40c$, the resulting blockage is 10.6% which closely mimics the setup for experiments compared with the simulations [37, 48]. This configuration is referred to as the *confined* configuration. However, the flow is confined only across the turbine width for the two-dimensional computations, whereas it is confined along both turbine width and height in experiments, and hence the comparison of blockage ratios is approximate. Due to the relatively high blockage ratio of the confined configuration, and the resulting increase in power generation [15, 47, 49], the performance of intracycle variation of $\omega$ was also tested with an *unconfined* configuration that has a width of $250c$ corresponding to a blockage ratio of 1.7%. A constant inlet flow velocity is prescribed on the left boundary while a constant pressure value is prescribed at the outlet boundary. A symmetry boundary condition is prescribed at the top and bottom that enforces zero normal flow velocity through the boundaries. A zero-gradient boundary condition is applied to the turbulent kinetic energy at the foil. A wall function is utilized to calculate the specific dissipation for the first layer of mesh cells at the foil, that implements a blending function of its viscous sub-layer and log-law region variations based on distance from the wall [50].

For conditions where the flow separates from the blade, such as for the unconfined configuration, the results are particularly sensitive to the prescribed value of the far-field turbulent kinetic energy, $k$, which is used as a tuning parameter when benchmarking against experimental results. There is no data readily available for unconfined configurations of this particular turbine. Barnsley and Wellicome’s blockage correction [51] has been found to yield good predictions of power generation in unconfined flow from experimental results for confined flow [52]. This correction is applied to the experimental data, and prescribing a far-field value of $k = 1 \times 10^{-5}$ yields a power coefficient within 6.6% of the predicted blockage-corrected value for $\lambda = 1.9$.

The current computational investigation is designed to mimic the experimental setup with the exception that it has no support structures nor center drive shaft. It is comprised of two NACA0018 foils with $c/R = 0.47$, $\alpha_p = 6^\circ$ (leading edge angled outward), and $Re = cU_\infty/\nu = 4.5 \times 10^4$.

For intracycle variation of angular velocity, $\omega$ is made to vary sinusoidally with azimuthal position, given by

$$\omega(\theta) = \overline{\omega} + A_\omega \sin(2\theta + \phi_\omega).$$

(8)

The frequency of $\omega$ variation is twice the rotation rate for a two-blade turbine. The performance results for a cross-flow turbine rotating at constant $\omega$ with $\lambda = 1.9$ are used as the baseline for comparison as the maximum power extraction occurs in this range of tip speed ratio for the confined flow configuration [48]. Hence for the purpose of this investigation, $\overline{\omega}$ is fixed at a value corresponding to $\lambda = 1.9$. The amplitude is set as $A_\omega = 0.63 \overline{\omega}$, close to the optimal value arrived at by Strom et al. [37]. For the computations, a manual optimization process leads to a phase shift of $\phi_\omega = 3.0$ rad for maximum enhancement in power generation. Although the mean and amplitude of sinusoidal variation were optimized for a confined flow by Strom et al., the unconfined simulations are performed with the same parameters. In practice, power needs to be applied externally to accelerate and decelerate the rotor in order to generate a sinusoidal variation of $\omega$. This input power is not incorporated in the power coefficient here as it integrates to zero over each phase period [37, 53].
III. Mesh Sensitivity and Validation with Experiments

Simulations with a constant $\omega$ corresponding to $\lambda = 1.9$ are performed for the mesh-sensitivity analysis. Fig. 1b shows the variation of $\alpha_n$ and $U^*_n$ during a rotation cycle. Before rotation, a fully-developed state is achieved by running the simulation with stationary blades. The rotating simulation is then run for six rotor revolutions. Figure 3 shows the variation of power coefficient for the confined flow within these six complete revolutions. The force and moment values are phase-averaged over the last four half-revolutions to get the mean values once a fully developed state is reached (one phase period equals a half-revolution due to the symmetry of a two-blade turbine).

![Graph showing the variation of $C_p$ with time for different rotor revolutions and phase periods.](image)

Fig. 3 Evolution of power coefficient over six revolutions and twelve phase periods for $\lambda = 1.9$, $Re = 4.5 \times 10^4$. The grey background indicates the developing flow state, and the white background indicates developed flow or steady state over which the power coefficient is averaged.

Table 1 Details of different mesh configurations demonstrating mesh sensitivity for the URANS simulations. The highlighted meshes are selected for the simulations. ($\lambda = 1.9$, $Re = 4.5 \times 10^4$)

| Mesh  | $\Delta y/c$ for first mesh layer | No. of body-fitted layers | No. of cells in the inner mesh | Total no. of cells | Reynolds number | $C_p$   |
|-------|----------------------------------|---------------------------|-------------------------------|--------------------|----------------|--------|
| Confined |                                  |                           |                               |                    |                |        |
| mesh A | 0.001                            | 60                        | 178,077                       | 272,892            | $4.5 \times 10^4$ | 0.454  |
| mesh B | 0.001                            | 60                        | 318,837                       | 400,646            | $4.5 \times 10^4$ | 0.437  |
| mesh C | 0.0005                           | 60                        | 316,017                       | 420,352            | $4.5 \times 10^4$ | 0.441  |
| Experimental data | |                           |                               |                    |                | 0.377  |

| Unconfined |                                  |                           |                               |                    |                |        |
| mesh D     | 0.001                            | 60                        | 223,357                       | 307,300            | $4.5 \times 10^4$ | 0.228  |
| mesh E     | 0.001                            | 60                        | 318,837                       | 427,870            | $4.5 \times 10^4$ | 0.324  |
| mesh E     |                                  |                           |                               |                    | $1 \times 10^5$  | 0.430  |
| mesh F     | 0.001                            | 60                        | 370,409                       | 535,720            | $4.5 \times 10^4$ | 0.346  |
| Experimental data with blockage correction | |                           |                               |                    | $4.5 \times 10^4$ | 0.305  |

Simulations are performed with various mesh configurations and the results are directly compared with experimental data to determine an appropriate computational setup. Results for six mesh configurations are presented in Table 1. Mesh A is shown at different levels of resolution in Fig. 4. The boundary layer region around the foil is resolved with layers of body-fitted structured mesh elements (Fig. 4d) which transition to unstructured elements with gradually decreasing levels of refinement. For all mesh configurations, the number of mesh points along the foil boundary is 523, the wall-normal distance of the first mesh layer, $\Delta y/c$, is given in Table 1, and the mesh points within the boundary layer increase by a growth factor $\leq 1.1$. 

6
Fig. 4  Layers of computational mesh with increasing level of resolution: (a) Immediate surrounding of the inner mesh (wake region). (b) Rotating inner mesh. (c) Mesh around the foil. (d) Body-fitted structured mesh to resolve the boundary layer.

Table 1 tabulates the mean power coefficient for each of these meshes over the last four phase periods. The power coefficient and normalized forces vary minimally between the meshes A, B, and C, hence mesh A is chosen for performing the confined flow simulations. Mesh E is chosen for the unconfined simulations as the power and forces computed don’t vary significantly between mesh E and mesh F. For mesh A and mesh E, the maximum value of $y^+$ for the first mesh layer at the foil, for a stationary foil with $6^\circ$ angle of attack is 1.76 and 1.61 respectively.

The computed power coefficient and force coefficients for the confined flow are shown in Fig. 5 and directly compared with experiments by Snortland et al. [48], which are conducted at similar blockage ratio and Reynolds number to the computations. Streamwise and cross-stream forces are not reported in [48], but acquired simultaneously by the 6-axis load cells mounted at either end of the turbine rotor and included here to augment validation. As the simulations do not include support structures, the torques and forces on the blades were estimated from the experimental data. Specifically, the torques and forces arising from rotating only the center shaft and struts at the same inflow velocity were subtracted from those for the full turbine. This method has been demonstrated to accurately recover blade torque [16, 54]. However, there is some uncertainty in the streamwise force on the support structure owing to the lack of induction and bypass flow in experiments when the blades are not present. The confined flow simulations show good agreement with experiments while over-predicting the peak power coefficient. There are fluctuations present in the experimentally measured forces which are likely associated with mechanical and hydrodynamic resonance of the experimental setup, however the values about which they fluctuate match with the computations.
Fig. 6 (b)(c) Instantaneous flow velocity (vectors) and swirl strength (contours) from experimental data and URANS simulations show the generation of an LEV between $\theta = 90^\circ$ to $\theta = 180^\circ$ for $\lambda = 1.1$, $Re = 4.5 \times 10^4$. Results are also compared to experiments at a lower tip speed ratio. At $\lambda = 1.1$, the blades experience higher angles of attack as seen in Fig. 1b and hence experience a deeper dynamic stall with separated flow over majority of the downstream sweep of the blade, which results in poor power generation. Figure 6a compares the torque and forces for the confined flow computations with the experiments by Snortland et al. [48]. The peak power is over-predicted, along with discrepancies between $\theta = 120^\circ$ to $\theta = 180^\circ$. Figures 6b and 6c directly compare the velocity and swirl strength from the computations with the phase-averaged particle image velocimetry (PIV) data from the experiments. The swirl strength is obtained by an eigenvalue analysis of the velocity gradient tensor [55, 56]. It denotes the amount of local swirling motion of the flow and hence can be used to differentiate vortices from shear layers. The flow field shows the generation of an LEV between $\theta = 90^\circ$ to $\theta = 180^\circ$ due to flow separation on the upstream foil. The apparent angle of attack increases to its maximum value and then rapidly drops to zero during this part of the rotation (Fig. 1b) which generates an LEV that is shed from the foil. This process corresponds to a drop in torque generation. The computed and experimental flow fields match well in terms of location and strength of the LEV, and the surrounding velocity field.

The discrepancy in $C_P$ observed at $\lambda = 1.1$ may be due to the difficulty of simulating highly separated flow using a URANS model. The two-dimensional approximation of the flow field cannot capture the three-dimensional
instabilities inherent to high Reynolds number flows, including those within the boundary layer that affect transition and flow separation phenomena. Results also indicate high sensitivity to the Reynolds number in the regime explored, especially for the unconfined flow. The intrinsic transitional nature of the flow physics, and the varying of relative flow velocity throughout the cycle make this regime computationally challenging. Increasing $Re$ from $4.5 \times 10^4$ to $1 \times 10^5$ for the unconfined configuration at $\lambda = 1.9$ increases the mean $C_P$ from 0.324 to 0.430, as shown in Table I. Due to the experimental conditions, the moderate Reynolds number of $4.5 \times 10^4$ remains the focus of this study.

IV. Intracycle Variation of Angular Velocity

A. Results for confined configuration

A comparison of computational and experimental results for the confined flow configuration is presented in Fig. 7. Data for the baseline cases (constant $\omega$, $\lambda = 1.9$) for the respective investigations are represented by dashed lines and those for the sinusoidal cases are represented by solid lines. Figure 7 presents the kinematics and performance for the experiments, where the sinusoidal variation of $\omega$ (Eqn. 8) was optimized for maximum improvement in power coefficient compared to the baseline case, as discussed earlier in Strom et al. [37]. The experimental optimization was performed for a two blade turbine, but the data for a single blade turbine is presented to isolate the effect on each blade. The variation of power coefficient, $C_P$ (black), is presented in the top frame, demonstrating the increased power generation with sinusoidal $\omega$. The measured phase-averaged torque coefficient, $C_Q$ (blue), is presented in the middle frame along with the tip speed ratio, $\lambda$ (orange), which is directly proportional to the angular velocity ($\lambda(\theta) = \omega(\theta)R/U_\infty$). The corresponding apparent angle of attack, $\alpha_n$ (purple), and normalized relative flow velocity, $U_n^*$ (green), calculated from Eqns. 2 and 3, are shown in the bottom frame.

Similarly, Fig. 7B shows the computational data, where the dashed orange line in the middle frame shows the constant $\lambda = 1.9$ for the baseline case and the solid orange line shows the sinusoidal variation. The sinusoidal variation of angular velocity is prescribed as given by Eqn. 8 with a mean value, $\bar{\omega}$, corresponding to $\lambda = 1.9$, and amplitude, $A_\omega = 0.63 \bar{\omega}$, very close to the optimized parameters in the experiment which has $A_\omega = 0.68 \bar{\omega}$.

There is a strong agreement between experiments and computations for the boost in power generation obtained with sinusoidal $\omega$, with an enhancement of 53% in average $C_P$ for the experiments and 54.5% for the computations.
The mechanism by which power generation is enhanced is that the peak of torque generation (blue lines) is delayed by approximately 30° in terms of azimuthal position, which subsequently aligns with the peak angular velocity (orange lines). In order for these two peak values to align, the sinusoidal kinematics must be optimized by varying the phase with respect to azimuthal position, or $\phi_\omega$, in Eqn. 8. In the experimental data $\phi_\omega = 3.96$ rad and in the computations $\phi_\omega = 3.0$ rad. As the power generated is a product of torque and angular velocity, significantly more power is generated throughout the $\theta = 110^\circ$ to $180^\circ$ portion of the cycle.

The exact location of maximum torque varies slightly between experiment and computation, which causes the above mentioned change in $\phi_\omega$. Directly comparing constant $\omega$ (dashed blue lines) in Fig. 7a and Fig. 7b, the peak torque occurs at $\theta = 90^\circ$ in the experiment and at $\theta = 105^\circ$ in the simulation. Similarly for sinusoidal $\omega$ (solid blue lines), the peak torque is delayed until around $\theta = 120^\circ$ for the experiment and until $\theta = 140^\circ$ for the simulation.

It is important to note that it is the transient behavior of the intracycle kinematics that results in more power generation. During the intracycle control, the mean tip speed ratio is the same as the optimal tip speed ratio for a steady rotation rate. Thus, simply increasing $\omega$ throughout the rotation will result in a reduction of power generation. The variation in $\omega$ enables dramatic changes in the relative flow speed and angle of attack, modifying and likely exploiting the dynamic stall process. In addition, when the sinusoidal variation is tuned properly, the maximum value of $\omega$ occurs at the same phase as the maximum $C_T$ and thus, also enhances performance. Because this is an outcome of the experimental optimization for this rotor geometry and inflow condition, this alignment might not be universal. Strom et al. [37] includes a comparison between $C_P$ for constant speed and intracycle control, hypothesizing reasons for the differences throughout the cycle. Here, we explore the dynamic aspects of the flow field using the augmented data available through simulation.

Figure 8 displays the instantaneous pressure and vorticity fields at different azimuthal positions for the computations, directly contrasting the constant $\omega$ and sinusoidal $\omega$ flow fields. Examining the pressure contours of Fig. 8 demonstrates how the peak torque generation is delayed when compared to constant $\omega$. At $\theta = 64^\circ$, $\alpha_n$ is 15° for constant $\omega$, whereas the sinusoidal $\omega$ has a higher $\alpha_n$ at 29°, but $U_n^*$ is relatively lower (Fig. 7b). The result is a weaker pressure field on the blade for the sinusoidal $\omega$ in Fig. 8a, and as a consequence, less torque generation compared to constant $\omega$ for this portion of the cycle. As the foil progresses to $\theta = 90^\circ$, the relative flow velocity and angle of attack for both the cases are similar yet the torque generation for sinusoidal $\omega$ is still lower than that for constant $\omega$, and is increasing steadily with the increase in relative flow velocity. By the time the foil reaches $\theta = 129^\circ$, the angle of attack for sinusoidal $\omega$ has decreased to around 12°, and the relative flow velocity is at its peak ($U_n^* \approx 2.5$). These changes can be seen in the strong pressure force in Fig. 8a, as the torque generation exceeds that for constant $\omega$. This trend continues until the torque and blade velocity peak around $\theta = 140^\circ$. On the other hand, the angle of attack for constant $\omega$ has risen to $\alpha_n = 26^\circ$ and the relative velocity is much lower than that of the sinusoidal flow ($U_n^* \approx 1.5$), hence the torque generation begins decreasing after reaching its peak around $\theta = 120^\circ$.

Throughout the downstream sweep of the turbine blade ($\theta = 180^\circ$ to $\theta = 360^\circ$), flow velocity encountered by the blade is low as a significant amount of energy has already been extracted from the flow during the upstream sweep of the blade. Hence the pressure field around the blade is substantially weaker than that of the lead blade, and no significant torque is generated (Fig. 7b). This is in contrast to the experiments where a significant amount of negative torque is observed (Fig. 7a) around $\theta = 270^\circ$. The reason for this is unclear since flow field data is not yet available for the experiments with sinusoidal $\omega$.

The vorticity fields in Fig. 8b show that there are no major vortices shed during the upstream phase of the blades for the confined flow configuration. During the downstream phase, a single strong trailing edge vortex (TEV) is formed on the outward side of the blade around $\theta = 225^\circ$ for the sinusoidal $\omega$. In contrast, for constant $\omega$ this TEV is relatively weak and develops fully downstream of the blade as opposed to on the blade itself. The vortex generation can be analyzed in more detail through the local relative velocity of the flow. The nominal values of $\alpha_n$ and $U_n^*$ in Fig. 7 are calculated theoretically (Eqns. 2 and 3), based on freestream velocity of oncoming flow, $U_\infty$. However these values can be significantly different from the actual flow velocities encountered by the blade due to induced flow effects. To explore this, Fig. 9 shows the velocity field from the simulation in a frame of reference rotating with the blade. A strong indication of induction is apparent by comparing the nominal relative flow velocity vector (computed by Eqns. 2 and 3, in red (constant $\omega$) and blue (sinusoidal $\omega$)) with that of the actual flow field. The discrepancy is in both flow direction as well as the velocity magnitude, with reference to the unit vector in the bottom legend. The nominal values of $\alpha_n$ and $U_n^*$ in this section are used to aid the visual representation of the flow field while also noting these differences due to flow induction. Superimposed with the flow vectors are contours of the swirl strength, which depicts the vortex formation on and around the blades.

In the first row of Fig. 9 $\alpha_n$ reaches its peak at 29° for sinusoidal $\omega$ whereas for constant $\omega$, $\alpha_n$ is only 15° and
Fig. 8 Normalized instantaneous pressure and vorticity fields for constant $\omega$ and for sinusoidal variation of $\omega$ from URANS simulations. Blockage ratio = 10.6%, $Re = 4.5 \times 10^4$. 
Fig. 9 Flow velocity vectors in a rotating frame of reference with the nominal relative flow velocity vectors for comparison; red (constant $\omega$) and blue (sinusoidal $\omega$). Superimposed with contours of swirl strength. Blockage ratio $= 10.6\%$, $Re = 4.5 \times 10^4$. 
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gradually increasing (Fig. 7b). At this point in the cycle, $U_\ast^n$ for sinusoidal $\omega$ ($\approx 1.6$) is low compared to that for constant $\omega$ ($\approx 2.5$). Hence for sinusoidal $\omega$, a separation bubble can be seen on the inward side (low pressure side) of the blade. For constant $\omega$, the flow is mostly attached. As the foil reaches $\theta = 90^\circ$, $U_\ast^n$ and $a_n$ for both cases are very similar as reflected in the similar flow fields and separation dynamics in Fig. 9. Despite the similarities, the torque generation for sinusoidal $\omega$ is still lagging behind that of the constant $\omega$. The angle of attack for sinusoidal $\omega$ is decreasing and hence the flow starts reattaching to the inward side of the blade by $\theta = 129^\circ$, however flow separation is observed for constant $\omega$ due to the high $a_n$.

After completing the upstream portion of the revolution, circulation around the blade is shed in the form of a trailing edge vortex (TEV). $\alpha_n$ switches signs around $\theta = 180^\circ$ as the blade velocity is in the same direction as the freestream velocity. This can be observed from the smaller velocity vectors on the outward side of the blade at $\theta = 194^\circ$ in Fig. 9 (top of the blade). However, the flow on the inward side (bottom of the blade in Fig. 9) is highly decelerated due to energy extraction during the upstream phase, and hence has a higher velocity relative to the blade observed by the longer velocity vectors. This sharp difference in relative flow between the inward and outward side of the blade causes a roll-up of fluid around the trailing edge. The circulation around the blade from its lift generation phase generates a vortex around $\theta = 225^\circ$ (Fig. 8b). These spatial and temporal changes in relative velocity are more drastic for the blade with sinusoidal angular velocity as seen in Fig. 9. More circulation is shed in a short span as the torque generation drops from the peak to zero over a span of 40$^\circ$ (Fig. 7b), creating a relatively strong vortex (Fig. 8b). This TEV is shed from the blade as the blade velocity starts increasing again. The blade with constant $\omega$ on the other hand generates less lift during the upstream phase and hence less amount of circulation is released. The torque generation goes from the peak to zero over a longer span of 70$^\circ$ resulting in a relatively weak vortex. For both the cases, the TEV is convected downstream and does not interact with the turbine blades any further (Fig. 8b).

**B. Results for unconfined configuration**

Figure 10 shows the comparison between the torque and power generated from computations for a constant $\omega$ ($\lambda = 1.9$) and sinusoidal $\omega$ for the unconfined configuration (low blockage ratio). The kinematic parameters of sinusoidal variation are the same as for the confined configuration. Using sinusoidal kinematics, an enhancement of 41% is observed for the average power generation as compared to 54.5% for the confined domain.

The peak of $C_Q$ (blue line) gets delayed by a similar azimuthal span as that for the confined configuration as it aligns with the peak of $\omega$ (orange line), but the peak value is lower than that reached in the confined flow. With sinusoidal $\omega$, the mean $C_P$ is 0.46 whereas for the confined configuration it is 0.68. This is consistent with the baseline constant $\omega$

![Fig. 10](image-url)  
Comparison of URANS simulation results for constant $\omega$ with that for sinusoidal variation of $\omega$ show 27% improvement in power generated for an unconfined configuration. Blockage ratio = 1.7%, $Re = 4.5 \times 10^4$. 
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in which the mean $C_P$ is lower than the confined configuration due to less blockage.

The pressure and vorticity fields are presented in Fig. 11. Contrasting Fig. 11 directly with Fig. 8, the blockage effects are readily observed. For incompressible flow, confinement results in higher flow velocity as the flow approaches the blade, and subsequently, sharper pressure gradients around the blade. At lower confinement, the pressure gradients weaken since they extend over a larger region, as seen in Fig. 11. The change in pressure distribution also affects the flow separation characteristics. For the confined configuration, the concentration of a low pressure region at the blade results in suppression or delay of flow separation and thus the blade sustains high torque generation. Even as flow separates at high angles of attack, a separation bubble is formed but the flow quickly reattaches and does not shed leading edge vortices. On the other hand, the unconfined configuration has relatively lower forces on the blade, which is reflected in the torque generation. The pressure field is likely causing a less favorable pressure gradient, leaving the boundary layer more susceptible to flow separation. The separation negatively affects the torque generation since it reduces the component of force in the direction of motion of the blade. Hence as observed in Fig. 10 $C_Q$ does not increase significantly after $\theta = 90^\circ$ for sinusoidal $\omega$ although it reaches its peak at a similar azimuthal position as confined flow.

Coupled to the flow separation is the formation of multiple vortices that are generated at the blade for sinusoidal $\omega$ during its upstream sweep, as shown in Figure 11b. These vortices do interact with the second blade during its downstream sweep in the next rotation of the turbine, but due to low velocities there is no notable effect of the blade-vortex interaction on $C_Q$ and $C_P$ (Fig. 10). While an analysis of detailed flow separation dynamics leading to the generation of multiple vortices is not included in this investigation due to the limitations of two-dimensional URANS modeling explained in section III, the effect of intracycle variation of $\omega$ on the surrounding flow field and torque generation is investigated. Along with the pressure field in Fig. 11a, this is explained through velocities in reference frame of the blade along with the swirl strength, as presented in Fig. 12. For sinusoidal $\omega$ at $\theta = 64^\circ$, when the angle of attack is at its highest ($\alpha = 29^\circ$), the flow field shows a much larger flow separation (Fig. 12) than the confined configuration (Fig. 8), as the boundary layer separates from the leading edge. This subsequently forms a recirculation region shown at $\theta = 90^\circ$ in which the boundary layer rolls up into a coherent leading edge vortex (LEV) by the trailing edge. The vortex is shed from the surface with a counter-rotating TEV also depicted in Fig. 11b. Fig. 11 also shows a stronger low pressure region by the trailing edge due to these vortices that reduces the component of force exerted in the direction of blade velocity. Further along in the cycle, two more vortex pairs are shed as the angle of attack is decreasing and the flow reattaches to the blade (Fig. 12). However the counter-clockwise LEVs are deformed under the influence of the clockwise TEVs and dissipate more rapidly.

Following the sinusoidal kinematics for the downstream sweep, a TEV is generated from $\theta = 180^\circ$ to $\theta = 225^\circ$ after the angle of attack switches sides, releasing the circulation around the blade from its lift generation phase during the upstream sweep. The TEV sheds approximately 10° earlier for the unconfined configuration as compared to the confined configuration due to more flow separation, and it gets convected downstream without interacting any further with the blade.

Examining the relative velocity in Fig. 12 for constant $\omega$, the angle of attack increases gradually and reaches its peak ($\alpha_p = 26^\circ$) at $\theta = 129^\circ$. At this large angle of attack, the flow separates but there is no vortex shedding. After $\theta = 129^\circ$ the angle of attack decreases rapidly, and a streak of vorticity is shed along with a pair of counter-rotating vortices. This phenomenon is similar to the confined flow, but begins around $\theta = 180^\circ$, earlier than confined flow where the vorticity is shed around $\theta = 225^\circ$. The shed vorticity rolls into a vortex, is convected downstream, and is stronger than that of the confined flow due to a higher degree of flow separation. Since there are no vortices generated during the upstream sweep, there are no vortex-blade interactions.

C. Dependence on flow conditions

The results above demonstrated that there is a difference in vortex generation and pressure fields between the confined and unconfined conditions tested. The confined flow configuration was designed to match previous flume experiments, however the unconfined configuration is investigated to rule out phenomena that could be purely associated with blockage.

As predicted, more blockage creates higher forces, more torque, and faster fluid acceleration which suppresses the flow separation. The unconfined flow configuration sees poorer performance than the confined flow in both the constant and sinusoidal kinematics. However, both configurations saw a significant increase in power, 41% for the unconfined flow, and 54.5% for the confined flow.

However it should be noted that the kinematics were identical for both confined and unconfined configurations.
Fig. 11 Normalized instantaneous pressure and vorticity fields for constant $\omega$ and for sinusoidal variation of $\omega$ from URANS simulations. Blockage ratio = 1.7%, $Re = 4.5 \times 10^4$. 
Fig. 12  Flow velocity vectors in a rotating frame of reference with the nominal relative flow velocity vectors for comparison; red (constant $\omega$) and blue (sinusoidal $\omega$). Superimposed with contours of swirl strength. Blockage ratio = 1.7%, $Re = 4.5 \times 10^4$. 
Fig. 13 Comparison of the power coefficient with sinusoidal variation of $\omega$, demonstrating high Reynolds number dependence for the unconfined configuration.

It could be that the optimal parameters for sinusoidal variation of the turbine angular velocity in an unconfined configuration vary from those for the confined configuration. Likewise, $\lambda = 1.9$ may not be the optimum tip speed ratio for the specified turbine in the unconfined flow configuration. Hence, a separate optimization study for the unconfined configuration with a constant and intracycle variation of angular velocity may yield higher performance enhancements.

It has also been shown in the baseline flow (constant $\omega$) in section III that the unconfined flow configuration is sensitive to Reynolds number changes. This is likely explained by the prominent flow separation shown in Fig. 11 which can be further suppressed at higher Reynolds number. Less severe boundary layer separation correlates with higher torque generation. Furthermore, the sensitivity to $Re$ (and thus flow separation) could partially be a consequence of the limitations of two-dimensional URANS modeling in this transitional regime as discussed in section III. The baseline flow in Table 1 demonstrates a 32.7% increase in power coefficient when the Reynolds number is increased from $Re = 4.5 \times 10^4$ to $Re = 1 \times 10^5$. In this regime there is much less separation and the flow fields more closely resemble that of the lower Reynolds number confined flow.

Likewise, when implementing the sinusoidal kinematics at $Re = 1 \times 10^5$, the improvement in efficiency from a constant $\omega$ jumps to 53.5% for the unconfined configuration. This boost in power coefficient is roughly proportional to the 54.5% improvement shown for the confined flow at $Re = 4.5 \times 10^4$. The Reynolds number dependence for sinusoidal kinematics is shown in Fig. 13.

V. Conclusion

A new strategy for improving the efficiency of straight-bladed cross-flow turbines is explored by intracycle variation of its angular velocity. Both a confined configuration with blockage ratio of 10.6% and an unconfined configuration with a low blockage ratio of 1.7% are investigated computationally using a 2D URANS model.

For the confined configuration, a significant average power enhancement of 54.5% is observed for sinusoidally varying angular velocity control compared to a constant rotation rate scheme at the same mean tip speed ratio. The overall power enhancement is very close to the 53% enhancement achieved by Strom et al. [37], and these simulations provide valuable time-resolved flow fields of the on-blade separation and subsequent vortex dynamics. The time-evolution of the flow relative to the blade plays a critical role in the power enhancement, as the angle of attack increases rapidly at the start of the cycle and then decreases gradually while the relative velocity rises and the peak torque generation aligns with the peak of angular velocity. Throughout this process, there is little flow separation except a single, strong trailing edge vortex that is formed after the end of the upstream sweep of the blade.

For the unconfined configuration, the sinusoidal variation in angular velocity increases the average power generation by 41% compared to constant angular velocity control. The lack of confinement results in more flow separation and multiple shed vortices that interact with the blades during their downstream sweep. The intracycle kinematics are the same as for the confined case, however due to the difference in pressure gradients associated with confinement, a separate optimization process may reveal a different set of optimal kinematics for the unconfined configuration. All simulations are performed at a Reynolds number (based on chord and freestream) of $4.5 \times 10^4$ to match those of the constant angular velocity experiments for validation purposes. Further simulations were also conducted at a higher Reynolds number of $1 \times 10^5$ for the unconfined case. In this regime the power increased significantly to a 53.5% improvement, more or less the same as the confined flow.

URANS computations such as those performed here often have limitations when modeling flows with large separation, in addition to those at moderate Reynolds numbers within a transitional regime. The computations, both constant and sinusoidal angular velocity, compare well with experiments using the current model. However more
insight into the flow physics may be obtained with three-dimensional URANS or higher-fidelity large-eddy simulations (LES).

In terms of power generation, our findings depend on factors such as the Reynolds number and the turbine geometry (i.e., the number and cross-section of turbine blades, radius of the turbine, and the preset pitch angle). However, this investigation provides insight into the unsteady flow dynamics and processes by which the mean power is enhanced via sinusoidal, intracycle, angular velocity in a cross-flow turbine. A thorough understanding of these dynamic mechanisms will lead to better modeling and optimization tools for cross-flow turbines under a variety of non-uniform or array configurations.
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