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Abstract

App reviews found in app stores can provide critically valuable information to help software engineers understand user requirements and to design, debug, and evolve software products. Over the last ten years, a vast amount of research has been produced to study what useful information might be found in app reviews, and how to mine and organise such information as efficiently as possible. This paper presents a comprehensive survey of this research, covering 182 papers published between 2012 and 2020. This survey classifies app review analysis not only in terms of mined information and applied data mining techniques but also, and most importantly, in terms of supported software engineering activities. The survey also reports on the quality and results of empirical evaluation of existing techniques and identifies important avenues for further research. This survey can be of interest to researchers and commercial organisations developing app review analysis techniques and to software engineers considering to use app review analysis.
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1 Introduction

App stores have become important platforms for the distribution of software products. In 2020, Google Play Store and Apple Store host over 5 million apps and are widely used for the discovery, purchase and updates of software products (Clement 2020). The emergence of these App Stores have had important effects on software engineering practices, notably by bridging the gap between developers and users, by increasing market transparency and by affecting release management (AlSubaihin et al. 2019). In 2017, Martin et al. (2017) used the term ‘app store analysis’ to denote the emerging research using app store data for software engineering. Their survey identified the richness and diversity of research using App Store data, notably for API analysis, feature analysis, release engineering, security and review analysis (Martin et al. 2017).

This paper focuses on analysing app reviews for software engineering. App reviews are textual feedback associated with a star rating that app users can provide to other App Store users and app developers about their experience of an app (App Store 2021). Most reviews have length up to 675 characters (Pagano and Maalej 2013); and convey information on variety of topics such as feature requests, bug reports or user opinions (Martin et al. 2017; Al-Hawari 2020). Analysing these reviews can benefit a range of software engineering activities. For example, for requirements engineering, analyzing app reviews can help software engineers to elicit new requirements about app features that users desire (Johann et al. 2017; Dąbrowski et al. 2020); for testing, app reviews can help in finding bugs (Maalej and Nabil 2015; Iacob et al. 2016; Shams et al. 2020) and evaluating users’ reactions to released beta versions of their apps (Gao et al. 2019; AlSubaihin et al. 2019); during product evolution, analysing app reviews may help in identifying and prioritizing change requests (Villarroel et al. 2016; Gao et al. 2018b; Gao et al. 2019; Dąbrowski et al. 2020).

In recent years, scholars have been also studying on-line user feedback from other digital sources such as microblogs e.g., Twitter (Guzman et al. 2017), on-line forums e.g., Reddit (Khan et al. 2019), or issue tracking systems e.g., JIRA (Nyamawe et al. 2019). Most research efforts, however, have been focused on analyzing app reviews (Lim et al. 2021). Supposedly, the large number of this data, their availability and their usefulness make app reviews unique and thus the most frequently studied type of on-line user feedback (Lim et al. 2021).

Significant research has been devoted to study what relevant information can be found in app reviews; how the information can be analysed using manual and automatic approaches; and how the information can help software engineers. However, this knowledge is scattered in literature, and consequently there is no clear view on how app review analysis can support software engineering. The previous survey on app store data analysis (Martin et al. 2017) identified app review analysis as one important topic within the broader area of app store analysis but does not present a detailed comprehensive analysis of app review analysis techniques. Other literature reviews focus on specific types of review analysis such as opinion mining (Genc-Nayebi and Abran 2017) and information extraction (Tavakoli et al. 2018; Noei and Lyons 2019) but they do not cover the whole range of research on analysing app reviews. In contrast, this paper provides a systematic literature review of the whole range of research on analysing app reviews from the first paper published in 2012 up to the end of 2020. The paper objectives are to:

- identify and classify the range of app review analysis proposed in the literature;
- identify the range of natural language processing and data mining techniques that support such analysis;
- identify the range of software engineering activities that app review analysis can support;
report the methods and results of the empirical evaluation of app review analysis approaches.

To accomplish these objectives, we have conducted a systematic literature review following a well-defined methodology that identifies, evaluates, and interprets the relevant studies with respect to specific research questions (Kitchenham 2004). After a systematic selection and screening procedure, we ended up with a set of 182 papers, covering the period 2012 to 2020, that were carefully examined to answer the research questions.

The primary contributions of the study are: (i) synthesis of approaches and techniques for mining app reviews, (ii) new knowledge on how software engineering scenarios can be supported by mining app reviews, (iii) a summary of empirical evaluation of review mining approaches, and finally (iv) a study of literature growth patterns, gaps, and directions for future research.

2 Research Method

To conduct our systematic literature review, we followed the methodology proposed by Kitchenham (2004). We first defined research questions and prepared a review protocol, which guided our conduct of the review and the collection of data. We then performed the literature search and selection based on agreed criteria. The selected studies were read thoroughly, and data items as in Table 3 were collected using a data extraction form. Finally, we synthesized the results for reporting.

2.1 Research Questions

The primary aim of the study is to understand how analysing app reviews can support software engineering. Based on the objective, the following research questions have been derived:

- **RQ1:** What are the different types of app review analyses?
- **RQ2:** What techniques are used to realize app review analyses?
- **RQ3:** What software engineering activities are claimed to be supported by analysing app reviews?
- **RQ4:** How are app review analysis approaches empirically evaluated?
- **RQ5:** How well do existing app review analysis approaches support software engineers?

The aim of RQ1 is to identify and classify the different types of app review analysis presented in primary literature; where an app review analysis refers to a task of examining, transforming, or modeling data with the goal of discovering useful information. The aim of RQ2 is to identify the range of techniques used to realize the different types of app review analysis identified in RQ1; where a technique stands for a way for facilitating an app review analysis. The aim of RQ3 is to identify the range of software engineering activities that have been claimed to be supported by analyzing app reviews; where a software engineering activity refers to a task performed along the software development life cycle (Bourque et al. 1999). The aim of RQ4 is to understand how primary studies obtain empirical evidences about effectiveness and the perceived-quality of their review analysis approaches. The aim of RQ5 is to summarize the results of empirical studies about effectiveness and user-perceived quality of different types of app review analysis.
2.2 Literature Search and Selection

We followed a systematic search and selection process to collect relevant literature published between January 2010\(^1\) and December 2020. Figure 1 outlines the process as a PRISMA diagram\(^2\); it illustrates the main steps of the process and their outcomes (the number of publications).\(^3\)

The initial identification of publications was performed using keyword-based search on six major digital libraries: ACM Digital Library, IEEE Xplore Digital Library, Springer Link Online Library, Wiley Online Library and Elsevier Science Direct. We defined two search queries that we applied in both the meta-data and full-text (when available) of the

---

\(^1\)We selected 2010 to be the initial period of our search as the earliest study of app store analysis had been reported that year (Martin et al. 2017).

\(^2\)A description of the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) method can be found in (Moher et al. 2009).

\(^3\)The first author conducted the entire literature search and selection process.
publications. To construct the first query, we looked at the content of several dozen publications analysing reviews for software engineering.4 We identified key terms that these papers share and used the terms to formulate a specific query:

\[
\text{('app review mining' OR 'mining user review' OR 'review mining' OR 'review analysis' OR 'analyzing user review' OR 'analyzing app review') AND ('app store')}
\]

To not omit other relevant papers not covered by this specific query, we formulated a general query based on phrases reflecting key concepts of our research objective:

\[
\text{('app review' OR 'user review' OR 'app store review' OR 'user feedback') AND ('software engineering' OR 'requirement engineering' OR 'software requirement' OR 'software design' OR 'software construction' OR 'software testing' OR 'software maintenance' OR 'software configuration' OR 'software development' OR 'software quality' OR 'software coding') AND ('app store')}
\]

The initial search via digital libraries resulted in 1,656 studies, where 303 of them were duplicated. We screened 1,353 studies obtained through the initial search and selected them in accordance with the inclusion and exclusion criteria (see Table 1). To ensure the reliability of our screening process, the four authors of this paper independently classified a sample of 20 papers5 (each paper was assigned to two authors). We then assessed their inter-rater agreement (Cohen’s Kappa = 0.9) (Viera and Garrett 2005).

Due to the conservative searching, the majority of the studies were found to be unrelated to the scope of the survey. We excluded 1,225 publications that did not meet the inclusion criteria. Subsequently, we complemented our search process with two other strategies to find relevant papers that could have been missed in the initial search. We performed a manual issue-by-issue search of major conference proceedings and journals in software engineering in the period from January 2010 to December 2020. The searched journal and proceedings are listed in Table 2. That step produced another 14 unique publications. Finally, we completed the searching with a snowballing procedure following guidelines proposed by Wohlin (2014). We performed backward snowballing considering all the references from relevant studies found by previous searching strategies. Moreover, we conducted forward snowballing based on the 10 most cited papers. Using snowballing procedure, an additional 40 relevant articles were found to match our inclusion criteria. We used these criteria to screen the papers based on the title, abstract and full-text (if needed). Accordingly, we ended up with 182 articles included in the survey.

2.3 Data Extraction

The first author created a data extraction form to collect detailed contents for each of the selected studies. They used extracted data items to synthesize information from primary studies and answer research questions RQ1-RQ5. Table 3 presents the data items the first author extracted:

---

4We identified papers from previous surveys on app store analysis (Martin et al. 2017).

5We selected this number of studies to satisfy the sample size requirements for Cohen’s Kappa calculation (Bujang and Baharum 2017).
Table 1  Inclusion and exclusion criteria

| No. | Inclusion Criteria                                                                                                                                                                                                                       |
|-----|----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|
| 1   | Primary studies related to software engineering and may have actionable consequences for engineers or researchers                                                                                                                  |
| 2   | Peer-reviewed studies published as conference, journal, or workshops papers or a book chapter                                                                                                                                           |
| 3   | Studies related to the use of app reviews in support to at least one software engineering activity (directly or indirectly) (Bourque et al. 1999)                                                                                       |

| No. | Exclusion Criteria                                                                                                                                                                                                                     |
|-----|----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|
| 1   | Papers not written in English                                                                                                                                                                                                           |
| 2   | Papers analyzing app reviews without the purpose to support software engineering                                                                                                                                                         |
| 3   | Secondary or tertiary studies (e.g., systematic literature reviews, surveys, etc.) technical reports or manuals                                                                                                                           |

- **Title, Author(s), Year, Venue, Citation** (F1-F5) are used to identify the paper and its bibliographic information. For F5, we record the citation count for each paper according to Google Scholar as of the 4th of August 2021.

- **Review Analysis** (F6) records the type of app review analysis (F6.1) (e.g. review classification), mined information (F6.2) (e.g. bug report) and supplementary description (F6.3).

- **Technique** (F7) records what techniques are used to realize the analysis. We recorded the technique type (F7.1) e.g., machine learning and its name (7.2) e.g., Naïve Bayes.

- **Software Engineering Activity** (F8) records the specific software engineering activities (e.g. requirements elicitation) mentioned in the paper as being supported by the proposed app review analysis method. We used widely known taxonomy of software engineering phases and activities to identify and record these items (Bourque et al. 1999).

- **Justification** (F9) records the paper’s explanation for how the app review analysis support the software engineering activities. Some papers do not provide any justification.

Table 2  Selected conference proceedings and journals for manual search

| Venue                                                                 | Abbr.          |
|---------------------------------------------------------------------|----------------|
| International Conference on Software Engineering                    | ICSE           |
| European Software Engineering Conference and Symposium              | ESEC/FSE      |
| on the Foundations of Software Engineering                          |                |
| International Conference on Automated Software Engineering          | ASE            |
| International Conference on Software Maintenance and Evolution      | ICSM/ICSME    |
| Conference on Advanced Information Systems Engineering              | CAISE          |
| International Requirements Engineering Conference                    | RE             |
| IEEE Transactions on Software Engineering                            | TSE            |
| ACM Transactions on Software Engineering and Methodology             | TOSEM          |
| IEEE Software                                                       | IEEE SW       |
| Empirical Software Engineering                                      | EMSE           |
| Information and Software Technology                                 | IST            |
| Requirements Engineering Journal                                    | REJ            |
### Table 3  Data extraction form

| Item ID | Field                          | Use               |
|---------|--------------------------------|-------------------|
| F1      | Title                          | Documentation     |
| F2      | Author(s)                      | Documentation     |
| F3      | Year                           | Documentation     |
| F4      | Venue                          | Documentation     |
| F5      | Citation                       | Documentation     |
| F6      | Review Analysis                | RQ1               |
| F7      | Mining Technique               | RQ2               |
| F8      | Software Engineering Activity  | RQ3               |
| F9      | Justification                  | RQ3               |
| F10     | Evaluation Objective           | RQ4               |
| F11     | Evaluation Procedure           | RQ4               |
| F12     | Evaluation Metrics and Criteria | RQ4              |
| F13     | Evaluation Result              | RQ5               |
| F14     | Annotated Dataset              | RQ4               |
| F15     | Annotation Task                | RQ4               |
| F16     | Number of Annotators           | RQ4               |
| F17     | Quality Measure                | RQ4               |
| F18     | Replication Package            | RQ4               |

- **Evaluation Objective** (F10) records the general objective of the paper’s evaluation section (F10.1) (e.g., quantitative effectiveness, or user-perceived usefulness) and the type of evaluated app review analysis (F10.2).
- **Evaluation Procedure** (F11) records the paper’s evaluation method and detailed evaluation steps.
- **Evaluation Metrics and Criteria** (F12) records the quantitative metrics (e.g., precision and recall) and criteria (e.g., usability) used in the evaluation.
- **Evaluation Result** (F13) records the result of empirical evaluation with respect to the evaluation metrics and criteria.
- **Annotated Dataset** (F14) records information about the datasets used in the study. We stored information about App Store name from which reviews were collected (F14.1) e.g., Google Play, and the number of annotated reviews (F14.2).
- **Annotation Task** (F15) records the task that humans annotators performed when labeling a sample of app reviews e.g., classify reviews by discussed issue types.
- **Number of Annotators** (F16) records number of human annotators labeling app reviews for empirical evaluation.
- **Quality Measure** (F17) are the measures used for assessing reliability of the annotated dataset e.g., Cohen’s Kappa.
- **Replication Package** (F18) records whether a replication package is available. When one is available, we also recorded details about its content such as the availability of an annotated dataset, analysis method implementation, and experiment’s scripts. In addition to the reported information; we contacted the authors of primary studies to check the availability of the replication packages.

The reliability of data extraction was evaluated through inter- and intra- rater agreements (Ide and Pustejovsky 2017). The agreements were measured using percentage
agreement on a recommended sample size (Graham et al. 2012; Bujang and Baharum 2017). To evaluate intra-rater agreement, the first author re-extracted data items from a random sample of 20% of selected papers. An external assessor then validated the extraction results between the first and second rounds; and computed percentage agreement. To evaluate inter-rater agreement, the assessor cross-checked data extraction; the assessor independently extracted data items from a new random sample of 10% of selected papers. The first author and the assessor then compared their results and computed agreement. The intra-rater agreement was at the level of 93% whereas the inter-rater agreement was of 90%, indicating nearly the complete agreement (Ide and Pustejovsky 2017).

2.4 Data Synthesis

Most data in our review are grounded in qualitative research. As found by other researchers, tabulating the data is useful for aggregation, comparison, and synthesis of information (Kitchenham 2004). The data was thus stored in the spreadsheets, manually reviewed, and interpreted to answer research questions. Parts of the extracted data we synthesized using descriptive statistics.

We also used three classification schemas to group collected information on app review analysis (F6), mining techniques (F7) and SE activity (F8). We constructed each schema following the same general procedure based on the content analysis method (Bauer 2007); the first author initially examined all the collected information of a specific data item type; then performed an iterative coding process. During the coding, each information was labeled with one of the categories identified in the literature or inferred from the collected data.

To create the schema of app review analyses, we adopted 5 categories proposed in the previous survey (Martin et al. 2017). As the categories were not exhaustive for the coding; we extended them with 14 additional categories: 7 categories from the taxonomy of mining tasks (Cannataro and Comito 2003), and 7 standard types of text analytics (Miner et al. 2012); we referred to data and text mining areas as they have well defined terminology for text analysis. We then merged semantically-related categories; and removed those unrelated to the domain of app review analysis. The resulting list of 8 categories we then extended by adding the Recommendation category abstracted from the remaining unlabelled data. With 9 categories, the first author performed the final coding. Table 7, in the corresponding result section, presents the nine types of app review analyses.

The classification schema of mining techniques is informed by categories in previous survey on intelligent mining techniques (Tavakoli et al. 2018) and text analytics (Miner et al. 2012; Singh 2021; Software 2021). We first identified 5 categories of mining techniques: 4 categories proposed in the previous survey (Tavakoli et al. 2018); and 1 category identified from text analytics i.e., statistical analysis (Miner et al. 2012; Singh 2021; Software 2021). While coding, we however excluded feature extraction category referring to an instance of general information extraction task rather than a type of technique (Miner et al. 2012); and performed the final coding using the remaining 4 categories. The resulting mining techniques categories can be found in Table 9.

We derived the schema of SE activities based on the terminology from the software engineering body of knowledge (Bourque et al. 1999); we first identified 258 terms related to the main software engineering concepts; and then selected 58 terms describing candidate

---

6The assessor has an engineering background and experience with manual annotation; they has no relationship with this research.
activities for the coding process. While coding, we excluded 44 terms as they did not match any data items; and performed the final coding using the remaining 14 terms (from now SE activities). Table 13 list the the resulting software engineering activities in the corresponding result section.

We validated the coding reliability of each schema using inter- and intra-rater agreement. We measured the reliability using percentage agreement on a recommended sample size (Graham et al. 2012; Bujang and Baharum 2017). To evaluate intra-rater agreement, the first authors re-coded a random sample of 20% of selected papers. The external assessor then checked the coding between the first and second coding. To evaluate inter-rater agreement, both the first author and the assessor coded a new random sample of 10% of the papers. They then cross-checked their results. The percentage intra- and inter-rater agreements were equal or above 90% and 80% for coding each schema, indicating their very good quality (Ide and Pustejovsky 2017); Table 4 provides detail statistics for the reliability evaluation.

The spreadsheets resulting from our data extraction and data grouping can be found in the supplementary material of this survey (Dąbrowski 2021).

### 3 Result Analysis

#### 3.1 Demographics

Figure 2 shows the number of primary studies per year, including breakdown of publication type (Journal, Conference, Workshop, and Book). The publication date of primary studies ranges from 2012 to 2020. We observed that 53% of the primary studies were published in the last 3 years, indicating a growing interest in research on analyzing app reviews to support software engineering.

Figure 3 shows the distribution by venue type: 65% of papers are published in conferences, 23% in journals, 10% in workshops and 2% as book chapters. Table 5 lists the top ten major venues in terms of the number of published papers. The venues include the main conferences and journals in the software engineering community. Table 6 lists twenty most cited papers in the field of app review analysis for software engineering; and summarize their contributions. These studies advanced the field in substantial ways, or introduced influential ideas.

---

7 No study was published in 2010 and 2011.
8 The complete list of venues can be found in supplementary material (Dąbrowski 2021).
3.2 RQ1: App Review Analysis

In this section, we answer RQ1 (what are the different types of app review analysis) based on data extracted in F6 (review analyses). To answer the question, we grouped data items into one of nine general categories, each representing a different review analysis type (F6.1). We performed the grouping following the classification schema we had constructed for this study (see Section 2.4); and categories previously proposed in the context of app store analysis (Martin et al. 2017) as well as data and text mining (Cannataro and Comito 2003; Miner et al. 2012). Here, we focused on an abstract representation, because primary studies sometimes use slightly different terms to refer to the same type of analysis. Table 7 lists the different types of app review analyses and their prevalence in the literature.

3.2.1 Information Extraction

App reviews are unstructured text. Manually extracting relevant information from large volume of reviews is not cost-effective (Vu et al. 2015a). To address the problem, 56 of the primary studies (31%) proposed approaches facilitating information extraction. Formally, information extraction is the task of extracting specific (pre-specified) information from the content of a review; this information may concern app features (Guzman and Maalej 2014; Johann et al. 2017; Dąbrowski et al. 2020), qualities (Groen et al. 2017; Wang et al. 2020b), problem reports and/or new feature requests (e.g., Iacob and Harrison 2013; Wang et al. 2017; Gao et al. 2019; Shams et al. 2020), opinions about favored or unfavored features (e.g., Guzman and Maalej 2014; Gu and Kim 2015; Vu et al. 2015a; Li et al. 2017) as well
as user stories (Guo and Singh 2020). Relevant information can be found at any location in the reviews. For instance, a problematic feature can be discussed in a middle of a sentence (Guzman and Maalej 2014; Williams et al. 2020), or a requested improvement can be expressed anywhere in a review (Gao et al. 2015; Guo and Singh 2020).

### 3.2.2 Classification

Classification consists of assigning predefined categories to reviews or textual snippets (e.g., sentences or phrases). Classification is by far the most common type of app review analysis found in the literature: 58% of publications describe techniques for classifying reviews. Classification can be used to separate informative reviews from those that are uninformative (e.g., Oh et al. 2013; Chen et al. 2014; Di Sorbo et al. 2016; Di Sorbo et al. 2020), spam (Chandy and Gu 2012) or fake (Martens and Maalej 2019b). Informative reviews can

### Table 5  Top ten venues publishing papers on app review analysis between 2010 and 2020

| Venues                                      | No. Studies |
|---------------------------------------------|-------------|
| International Requirements Engineering Conference (RE) | 11          |
| Empirical Software Engineering Journal (EMSE)     | 10          |
| International Working Conference on Requirements Engineering (REFSQ) | 7           |
| International Conference on Software Engineering (ICSE)   | 7           |
| IEEE Software (IEEE Softw)                  | 6           |
| International Symposium on Foundations of Software Engineering (FSE) | 6           |
| International Conference on Automated Software Engineering (ASE) | 6           |
| International Workshop on App Market Analytics (WAMA)    | 5           |
| Intl. Conference on Mobile Software Engineering and Systems (MOBILESof) | 5           |
| Intl. Conference on Evaluation and Assessment in Software Engineering (EASE) | 5           |
Table 6 Twenty most influential papers in the field of app reviews analysis for software engineering, ordered by year of publication

| Reference               | Contribution                                                                 | Citat. |
|-------------------------|------------------------------------------------------------------------------|--------|
| Vasa et al. (2012)      | Preformed the first preliminary analysis of mobile app reviews.                | 123    |
| Carreño and Winbladh (2013) | Proposed an approach extracting requirements from feedback.                  | 329    |
| Fu et al. (2013)        | Proposed WisCom system for analyzing millions of reviews.                     | 415    |
| Iacob and Harrison (2013) | Developed a tool extracting and summarizing user requests.                   | 334    |
| Pagano and Maalej (2013) | Studied the content and the usefulness of app reviews for RE.                 | 514    |
| Chen et al. (2014)      | Developed AR-Miner tool for filtering and prioritizing reviews.               | 480    |
| Guzman and Maalej (2014) | Proposed an approach for feature-based sentiment analysis.                   | 531    |
| Guzman et al. (2015)    | Proposed ensemble methods for app review classification.                      | 101    |
| Khalid et al. (2015)    | Studied user complains in reviews and their impact on ratings.                | 415    |
| Maalej and Nabil (2015) | Benchmarked techniques for automatically classifying reviews.                | 381    |
| Martin et al. (2015)    | Studied the app sampling problem for app store mining.                       | 121    |
| Panichella et al. (2015) | Taxonomy and an approach for identifying users’ intentions.                   | 352    |
| Palomba et al. (2015)   | CRISTALS approach facilitating reviews-to-code traceability.                  | 156    |
| Gu and Kim (2015)       | Developed and evaluated SUR-Miner tool for opinion mining.                    | 110    |
| Vu et al. (2015a)       | MARK framework searching and analyzing user opinions.                        | 140    |
| Di Sorbo et al. (2016)  | SURF tool summarizing users’ needs and topics from reviews.                  | 197    |
| Maalej et al. (2016)    | Large-scale empirical study on classification techniques.                     | 166    |
| Maalej et al. (2016)    | Proposal for utilizing on-line user feedback to support RE.                   | 209    |
| McIlroy et al. (2016)   | Automatically analyzed the types of user issues in reviews.                   | 126    |
| Villarroel et al. (2016) | Automatic approach for release planning by review analysis.                  | 205    |

be subsequently classified to detect user intentions (e.g., Maalej et al. 2016; Zhou et al. 2020) and discussion topics (e.g., Di Sorbo et al. 2017; van Vliet et al. 2020). User intentions include reporting an issue or requesting a new feature (Panichella et al. 2015; Panichella et al. 2016; Srisopha et al. 2020b).

Discussion topics include a variety of concerns such as installation problems, user interface, or price (Mujahid et al. 2017; Ciurumelea et al. 2018; Williams et al. 2020); topics concerning user perception e.g., rating, user experience or praise (Pagano and Maalej 2013;

Table 7 App review analysis types and their prevalence in the literature

| App Review Analysis                  | No. Studies | Percentage |
|--------------------------------------|-------------|------------|
| Information Extraction               | 56          | 31%        |
| Classification                       | 105         | 58%        |
| Clustering                           | 44          | 24%        |
| Search and Information Retrieval     | 24          | 13%        |
| Sentiment Analysis                   | 40          | 22%        |
| Content Analysis                     | 54          | 30%        |
| Recommendation                       | 30          | 16%        |
| Summarization                        | 25          | 14%        |
| Visualization                        | 20          | 11%        |
Li et al. 2020); or topics reporting different types of issues (Khalid 2013; McIlroy et al. 2016; Tao et al. 2020). For instance, review classification has been proposed to detect different types of usability and user experience issues (Bakiu and Guzman 2017; Alqahtani and Orji 2019), quality concerns (Mercado et al. 2016; Wen and Chen 2020) or different types of security and privacy issues (Cen et al. 2014; Tao et al. 2020). Similarly, app store feedback can be classified by their reported requirements type (Yang and Liang 2015; Deocadez et al. 2017a; Lu and Liang 2017; Wang et al. 2018; Wang et al. 2018; Wen and Chen 2020). This could help distinguish reviews reporting functional requirements from those reporting non-functional requirements (Yang and Liang 2015; Deocadez et al. 2017a; Wang et al. 2018; Wang et al. 2020b); distilling non-functional requirements into fine-grained quality categories such as reliability, performance, or efficiency (Lu and Liang 2017; Wang et al. 2018). Another key use of the classification task is rationale mining; it involves detecting types of argumentations and justification users describe in reviews when making certain decisions, e.g. about upgrading, installing, or switching apps (Kurtanović and Maalej 2017; Kurtanovic and Maalej 2018; Kunaefi and Aritsugi 2020).

3.2.3 Clustering

Clustering consists of organizing reviews, sentences, and/or snippets into groups (called a cluster) whose members share some similarity. Members in the same group are more similar (in some sense) to each other than to those in other groups. Unlike classification, clustering does not have predefined categories. Clustering is thus widely used as an exploratory analysis technique to infer topics commonly discussed by users (Pagano and Maalej 2013; Guzman et al. 2014; Guzman and Maalej 2014; Liu et al. 2018) and aggregate reviews containing semantically related information (Chen et al. 2014; Guzman et al. 2015; Palomba et al. 2017; Zhou et al. 2020). Clustering can be used for grouping reviews that request the same feature (Peng et al. 2016; Di Sorbo et al. 2016), report similar problems (Martin et al. 2015; Villarroel et al. 2016; Gao et al. 2018b; Williams et al. 2020), or discuss a similar characteristic of the app (Vu et al. 2016; Chen et al. 2019; Xiao et al. 2020). The generated clusters might help software engineers synthesize information from a group of reviews referring to the same topics rather than examining each review individually (Fu et al. 2013; Gao et al. 2015; Wang et al. 2017; Hadi and Fard 2020).

3.2.4 Search and Information Retrieval

Search and information retrieval concerns finding and tracing reviews (or their textual snippets) that match needed information. The task can be used to find reviews discussing a queried app feature (Vu et al. 2015a; Vu et al. 2015b; Dąbrowski et al. 2019), to obtain the most diverse user opinions in reviews (Guzman et al. 2015), or to trace what features described in the app description are discussed by users (Johann et al. 2017; Li et al. 2018). Information retrieval is also used to establish traceability links between app reviews and other software engineering artefacts (Palomba et al. 2015; Palomba et al. 2018), such as source code (Palomba et al. 2017; Zhou et al. 2020; Shams et al. 2020), stack tracers (Pelloni et al. 2018), issues from tracking systems (Palomba et al. 2015; Noei et al. 2019), and warnings from static analysis tools (Wei et al. 2017) in order to locate problems in source code (Palomba et al. 2017; Ciurumelea et al. 2017; Grano et al. 2018), suggest potential changes (Palomba et al. 2015; Palomba et al. 2017), or to flag errors and bugs in an application under test (Wei et al. 2017). Such traceability links can be also detected between reviews and feedback from other source like Twitter to study if the same issues are discussed
in both digital channels (Yadav and Fard 2020; Yadav et al. 2020; Oehri and Guzman 2020); or between reviews and goals in goal-model to understand the extent to which app satisfies the users’ goals (Liu et al. 2020; Gao et al. 2020).

Table 8 summarizes types of data that have been combined with app reviews using search and information retrieval; indicates the purpose of the analysis; and provides references to primary studies.

### 3.2.5 Sentiment Analysis

Sentiment analysis (also known as opinion mining) refers to the task of interpreting user emotions in app reviews. The task consists in detecting the sentiment polarity (i.e., positive, neutral, or negative) in a full review (Martens and Johann 2017; Martens and Maalej 2019a; Srisopha et al. 2020c), in a sentence (Guzman and Maalej 2014; Panichella et al. 2015; Panichella et al. 2016), or on in a phrase (Gu and Kim 2015; Dąbrowski et al. 2020).

App reviews are a rich source of user opinions (Guzman and Maalej 2014; Malik et al. 2018; Masrury and Alamsyah 2019; Martens and Maalej 2019a; Wen and Chen 2020). Mining these opinions involves identifying user sentiment about discussed topics (Gu and Kim 2015; Dąbrowski et al. 2020), features (Guzman and Maalej 2014; Gunaratnam and Wickramarachchi 2020) or software qualities (Bakiu and Guzman 2017; Masrury and Alamsyah 2019; Franzmann et al. 2020). These opinions can help software engineers understand how users perceive their app (Guzman and Maalej 2014; Gu and Kim 2015; Huebner et al. 2018; Franzmann et al. 2020), discover users’ requirements (Dąbrowski et al. 2019; Dalpiaz and Parente 2019) and preferences (Guzman and Maalej 2014; Bakiu and Guzman 2017; Masrury and Alamsyah 2019; Franzmann et al. 2020).

| Type of Data   | Purpose                                                                                                                                 |
|---------------|-----------------------------------------------------------------------------------------------------------------------------------------|
| App Description | Use features from app descriptions to filter informative reviews (Johann et al. 2017); to discover ‘hot’ features (Johann et al. 2017); to understand users’ preferences (Li et al. 2018); and to identify domain features (Liu et al. 2019). |
| Git Commit     | Detect links between reviews and source code changes to analyze the impact of user feedback on the development process; to keep track on requests that have (not) been implemented (Palomba et al. 2015; Palomba et al. 2018). |
| Goal Model     | Detect links between reviews and goals in goal model; to identify users’ satisfaction w.r.t. these goals; or to recommend new goals that need to be satisfied by the app (Liu et al. 2020; Gao et al. 2020). |
| Issue Report   | Detect links between reviews and issue to understand what reports have (not) be addressed (Palomba et al. 2015; Palomba et al. 2018); to identify issue report duplications; and to prioritize the issues (Noei et al. 2019). |
| Lint Warning   | Recover the links between warnings from static analysis tools and app user reviews to support warning prioritization (Wei et al. 2017). |
| Source Code    | Link reviews to source-code to locate components related to requested changes; to recommend software changes (Palomba et al. 2017; Zhou et al. 2020); to estimate the impact of the changes (Ciurumelea et al. 2017). |
| Stack Trace    | Link reviews to stack trace to integrate user feedback into app testing (Grano et al. 2018); to augment testing report with contextual information that can ease the understanding a failure (Pelloni et al. 2018). |
| Tweet          | Link reviews to user feedback from Twitter (Oehri and Guzman 2020); to integrate the feedback from both channel; and to understand what different issues are discussed by app users (Yadav and Fard 2020; Yadav et al. 2020). |
Malik et al. 2018; Nicolai et al. 2019), and factors influencing sales and downloads of the app (Liang et al. 2015). Not surprisingly, knowing user opinions is an important information need developers seek to satisfy (Buse and Zimmermann 2012; Begel and Zimmermann 2014; Dąbrowski et al. 2020).

3.2.6 Content Analysis

Content analysis studies the presence of given words, themes, or concepts within app reviews.

For example, studies have analysed the relation between user ratings and the vocabulary and length of their reviews (Hoon et al. 2012; Vasa et al. 2012). Studies have shown that users discuss diverse topics in reviews (Pagano and Maalej 2013; Shams et al. 2020), such as app features, qualities (Williams and Mahmoud 2018; Franzmann et al. 2020), requirements (Wang et al. 2018; Wang et al. 2018) or issues (Khalid 2013; Alqahtani and Orji 2019; Kalaichelavan et al. 2020; Williams et al. 2020). For example, using content analysis, researchers analysed recurring types of issues reported by users (McIlroy et al. 2016; Wang et al. 2020a; Shams et al. 2020), their distribution in reviews as well as as relations between app issue type and other information such as price and rating (Iacob et al. 2013b; Hassan et al. 2018) or between issue type and code quality indicators (Di Sorbo et al. 2020).

Interestingly, studies have pointed out that users’ perception for the same apps can vary per country (Srisopha et al. 2019), user gender (Guzman and Paredes Rojas 2019), development framework (Malavolta et al. 2015a), and app store (Ali et al. 2017). Content analysis can be also beneficial for software engineers to understand whether cross-platform apps achieve consistency of users’ perceptions across different app stores (Hu et al. 2018; Hu et al. 2019), or whether hybrid development tools achieve their main purpose: delivering an app that is perceived similarly by users across platforms (Hu et al. 2019). Finally, studying the dialogue between users and developers has shown evidences that the chances of users to update their rating for an app increase as result of developer’s response to reviews (McIlroy et al. 2015; Hassan et al. 2018).

3.2.7 Recommendation

Recommendation task aims to suggest course of action that software engineers should follow. Several mining approaches, for instance (Chen et al. 2014; Villarroel et al. 2016; Scalabrino et al. 2019; Gao et al. 2020), have been proposed to recommend reviews that software engineers should investigate. These approaches typically assign priorities to a group of comments reporting the same bug (Gao et al. 2015; Man et al. 2016; Gao et al. 2018b), requesting the same modification or improvement (Villarroel et al. 2016; Keertipati et al. 2016; Scalabrino et al. 2019; Zhou et al. 2020). Such assigned priorities indicate relative importance of the information that these reviews convey from the users’ perspective. Factors affecting the importance vary from e.g., the number of reviews in these groups (Chen et al. 2014; Zhou et al. 2020), to the influence of this feedback on app download (Tong et al. 2018), and the overall sentiment these comments convey (Licorish et al. 2017; Gunaratnam and Wickramarachchi 2020). In line with this direction, mining approaches have been elaborated to recommend feature refinement plans for the next release (Licorish et al. 2017; Zhang et al. 2019), to highlight static analysis warnings that developers should check (Wei et al. 2017), to recommend test cases triggering bugs (Shams et al. 2020), to indicate mobile devices that should be tested (Khalid et al. 2014), and to suggest reviews that developers should reply (Greenheld et al. 2018; Gao et al. 2019; Srisopha et al. 2020c); the
approaches can analogously recommend responses for these reviews (Greenheld et al. 2018; Gao et al. 2019), stimulating users to upgrade their ratings or to revise feedback to be more positive (McIlroy et al. 2015; Vu et al. 2019).

3.2.8 Summarization

Review summarization aims to provide a concise and precise summary of one or more reviews. Review summarisation can be performed based on common topics, user intentions, and user sentiment for each topic (e.g., Guzman and Maalej 2014; Ciurumelea et al. 2018; Liu et al. 2020). For example, Di Sorbo et al. (2016, 2017) proposed summarizing thousands of app reviews by an interactive report that suggest to software engineers what maintenance tasks need to be performed (e.g., bug fixing or feature enhancement) with respect to specific topics discussed in reviews (e.g., UI improvements). Other review summarization techniques give developers a quick overview about users’ perception specific to core features of their apps (Iacob and Harrison 2013; Guzman and Maalej 2014; Xiao et al. 2020), software qualities (Ciurumelea et al. 2018), and/or main users’ concerns (Iacob et al. 2013a; Iacob et al. 2016; Ciurumelea et al. 2017; Tao et al. 2020). With the addition of statistics e.g., the number of reviews discussing each topic or requesting specific changes, such a summary can help developers to prioritize their work by focusing on the most important modifications (Ciurumelea et al. 2017). In addition, such a summary can be exported to other software management tools e.g., GitHub, JIRA (Iacob et al. 2016) to generate new issue tickets and help in problems resolution (Phetrungnapha and Senivongse 2019).

3.2.9 Visualization

Visualization can aid developers in identifying patterns, trends and outliers, making it easier to interpret information mined from reviews (Guzman et al. 2014; Liu et al. 2020). To communicate information clearly and efficiently, review visualization uses tables, charts, and other graphical representations (Guzman et al. 2014; Maalej et al. 2016), accompanied by numerical data (Maalej et al. 2016; Bakiu and Guzman 2017). For example, Maalej et al. (2016) demonstrated that trend analysis of review type (e.g., bug report, feature request, user experience) over time can be used by software engineers as an overall indicator of how the project’s health. Other studies proposed visualizing dynamics of main themes discussed in reviews to identify emerging issues (Gao et al. 2015; Gao et al. 2015; Gao et al. 2018b; Gao et al. 2019), or to show the issue distribution for an app across different app stores (Man et al. 2016). Simple statistics about these issue (e.g., ‘How many reviews reported specific issues?’) can give an overall idea about the main problems, in particular if compared against other apps (e.g., ‘Do users complain more about security of my app compared to similar apps?’). Similarly, analyzing the evolution of user opinions and bug reports about specific features can help software engineers monitor the health of these features and to prioritize maintenance tasks (Vu et al. 2015a; Vu et al. 2016; Bakiu and Guzman 2017; Shah et al. 2019c). For instance, software engineers can analyse how often negative opinions emerge, for how long these opinions have been reported, and whether their frequency is rising or declining (Vu et al. 2015a; Gu and Kim 2015; Tao et al. 2020). This information could provide developers with evidence of the relative importance of these opinions from a users’ perspective (Bakiu and Guzman 2017; Dąbrowski et al. 2019).
3.3 RQ2: Mining Techniques

App review analyses (see Section 3.2) are realized using different text mining techniques. In this section, we address RQ2 (what techniques are used to realize app review analysis) based on extracted data in F7 (mining technique) that we grouped following the classification schema we had constructed for this study (see Section 2.4). The categories of this schema comes from the survey on intelligent mining techniques and tools (Tavakoli et al. 2018) and text analytics area (Miner et al. 2012; Singh 2021; Software 2021).

In answer to this question, we identified 4 broad categories of mining techniques: content analysis (CA), natural language processing (NLP), machine learning (ML) and statistical analysis (SA). Table 9 lists the techniques and their prevalence in the literature. It can be observed more than a half of studies employed NLP or ML; whereas MA and SA were present in 25% and 29% of the studies. Table 10 reports how many studies used a certain technique to realize a given type of app review analysis. We observe that the NLP or ML are dominant for realizing app review analyses, except for Content Analysis that is mostly performed using MA or SA technique.

A single study frequently used the same type of technique for realizing several app review analyses (e.g., Clustering, Classification)⁹; on the other hand, we also recorded studies frequently combined the techniques together to perform a single app review analysis. Table 11...

⁹No. studies, in the furthest right column, is thus less or equal than the sum of a row.
reports what combinations of techniques were used in the literature and how many studies used each combination for realizing a specific app review analysis.\(^\text{10}\) The results indicates NLP and ML were mostly combined for Classification; MA and SA were used together for Content Analysis; whereas NLP and SA was adopted for Information Extraction. The following sections discuss each type of technique.

### 3.3.1 Manual Analysis

Scholars have shown an interest in manual analysis of app reviews (Kurtanovic and Maalej 2018; van Vliet et al. 2020). The technique is used to facilitate Content Analysis e.g., to understand topics users discuss (Pagano and Maalej 2013; Franzmann et al. 2020; Williams et al. 2020) and to develop a ground truth dataset for training and evaluating mining techniques (Kurtanovic and Maalej 2017; Dąbrowski et al. 2020). Manual analysis typically takes a form of tagging a group of sample reviews with one or more meaningful tags (representing certain concepts). For example, tags might indicate types of user complaint (Khalid et al. 2015; Wang et al. 2020a), feature discussed in reviews (Maalej and Nabil 2015; Dąbrowski et al. 2020), or sentiment users expresses (Sänger et al. 2016). To make replicable and valid inferences upon manual analysis, studies perform it in a systematic manner. Figure 4 illustrates the overall procedure of manual analysis. Scholars first formulate the analysis objective corresponding to the exploration of review content (e.g., understanding types of user complaints) or the development of ground truth (e.g., labelling types of user feedback). They then select the reviews to be analysed, and specify the unit of analysis (e.g., a review or a sentence). Next, one or more humans (called ‘coders’) follow a coding process to systematically annotate the reviews. A coder examines a sample of reviews and tags them with specific concepts. Unless these concepts are known in advance or coders agree about the tagging, the step is iterative; When, for example, new concepts are identified, coders examine once again all the previously tagged reviews and check if they should be also tagged with the new concepts. Such iterations minimize the threat of human error when tagging the reviews. Once all the reviews are tagged, authors either analyse findings or use the dataset to evaluate other mining techniques (Stanik et al. 2019; Williams et al. 2020; Dąbrowski et al. 2020).

Manual analysis is time-consuming and require a vast human effort (Pagano and Maalej 2013; Guzman and Maalej 2014; van Vliet et al. 2020); a pilot study typically proceeds an actual analysis (Sänger et al. 2016; Kurtanovic and Maalej 2017; Dąbrowski et al. 2020); subsequently the actual tagging, focusing on a statistically representative sample of reviews, takes places (Khalid et al. 2015). For example, Guzman and Maalej (2014) involved seven coders who independently tagged 2800 randomly sampled user reviews. For each review,

\(^\text{10}\) A single study could use a certain combination of techniques to facilitate multiple review analyses. The total number, on the right hand side, is thus less than the sum of a row.
Table 10  How often primary studies used certain mining techniques to realise a type of app review analysis

| Technique             | Information Extraction | Classification | Clustering | Search and Info. Retrieval | Sentiment Analysis | Content Analysis | Recommendation | Summarization | Number | Percentage |
|-----------------------|------------------------|----------------|------------|----------------------------|--------------------|-----------------|----------------|---------------|--------|------------|
| Manual Analysis       | 1                      | 11             | 1          | 0                          | 2                  | 37              | 0              | 0             | 45     | 25%        |
| Natural Language Processing | 36                  | 55             | 13         | 24                         | 19                 | 5               | 9              | 10            | 113    | 62%        |
| Machine Learning      | 10                     | 73             | 36         | 2                          | 7                  | 3               | 13             | 2             | 108    | 59%        |
| Statistical Analysis  | 9                      | 2              | 1          | 1                          | 0                  | 23              | 11             | 12            | 53     | 29%        |
Table 11 How often primary studies used certain combination of techniques to realise a type of app review analysis; MA stands for manual analysis; NLP denotes natural language processing; ML marks machine learning; and SA signifies statistical analysis

| Combi. of Techniques | App Review Analysis | Studies |
|----------------------|---------------------|---------|
|                      | Information Extraction | Classification | Clustering | Search and Info. Retrieval | Sentiment Analysis | Content Analysis | Recommendation | Summarization | Number | Percentage |
| MA                   | 1                   | 11       | 1         | 0        | 2                      | 25                  | 0              | 0            | 31     | 17%        |
| NLP                  | 32                  | 15       | 4         | 22       | 13                     | 1                   | 5              | 7            | 67     | 37%        |
| ML                   | 2                   | 32       | 28        | 0        | 1                      | 2                   | 8              | 2            | 62     | 34%        |
| SA                   | 0                   | 0        | 0         | 0        | 0                      | 11                  | 10             | 9            | 30     | 16%        |
| MA + ML              | 0                   | 0        | 0         | 0        | 0                      | 1                   | 0              | 0            | 1      | 1%         |
| MA + NLP             | 0                   | 0        | 0         | 0        | 0                      | 1                   | 0              | 0            | 1      | 1%         |
| MA + SA              | 0                   | 1        | 0         | 0        | 0                      | 9                   | 0              | 0            | 9      | 5%         |
| ML + SA              | 0                   | 0        | 0         | 0        | 0                      | 0                   | 1              | 0            | 2      | 1%         |
| NLP + ML             | 8                   | 39       | 8         | 2        | 6                      | 0                   | 4              | 0            | 53     | 29%        |
| NLP + SA             | 9                   | 0        | 1         | 0        | 0                      | 2                   | 0              | 3            | 15     | 8%         |
| MA + NLP + SA        | 0                   | 0        | 0         | 0        | 0                      | 1                   | 0              | 0            | 1      | 1%         |
| NLP + ML + SA        | 0                   | 1        | 0         | 1        | 0                      | 0                   | 0              | 0            | 2      | 1%         |
two coders independently tagged the type of user feedback, features mentioned in the review and sentiments associated to these features. The study reports that coders spent between 8 and 12.5 hours for coding around 900 reviews.

3.3.2 Natural Language Processing

User-generated content of app reviews takes the form of text (Hoon et al. 2012; Vasa et al. 2012). Such text has plenty of linguistic structure intended for human consumption rather than for computers (Jurafsky and Martin 2009). The content must, therefore, undergo a good amount of natural language processing (NLP) before it can be used (Manning et al. 2008; Jurafsky and Martin 2009). Given this fact, it is not surprising that the majority of primary studies (62% of surveyed papers) adopt NLP techniques to support review analysis (see Section 3.2). At a high level, pre-processing can be simply seen as turning review content into a form that is analysable for a specific mining task (see Section 3.2). There are different ways to pre-process reviews including text normalization, cleaning and augmenting (Manning et al. 2008; Jurafsky and Martin 2009; Panichella et al. 2015; Gao et al. 2020). These pre-processing steps typically involve converting texts into lowercase (Fu et al. 2013; Sänger et al. 2016; Hadi and Fard 2020), breaking up a text into individual sentences (Lu and Liang 2017; Jha and Mahmoud 2017a; Zhou et al. 2020), separating out words i.e., tokenization (Iacob et al. 2016; Palomba et al. 2017; Al-Hawari 2020), spelling correction (Palomba et al. 2017; Grano et al. 2018) as well as turning words into their base forms e.g., stemming or lemmatization (Maalej and Nabil 2015; Lu and Liang 2017; Panichella et al. 2015; Xiao 2019). Of course, not all the review content is meaningful (Guzman and Maalej 2014; Chen et al. 2014; Oehri and Guzman 2020). Some parts are noisy and obstruct text analysis (Palomba et al. 2015; Palomba et al. 2017; Gunaratnam and Wickramarachchi 2020). The content is thus cleaned by removing punctuation (Puspaningrum et al. 2018; Hu et al. 2019), filtering out noisy words like stop words (Johann et al. 2017; Ciurumelea et al. 2017; Gunaratnam and Wickramarachchi 2020), or non-English words (Palomba et al. 2015; Stanik et al. 2019). Such normalized and cleaned text tends to be augmented with additional information based on linguistic analysis e.g., part-of-speech tagging (PoS) (Puspaningrum et al. 2018; Zhang et al. 2019; Gunaratnam and Wickramarachchi 2020) or dependency parsing (Gu and Kim 2015; Liu et al. 2018; Song et al. 2020).

A review can be modelled as a words sequence (Johann et al. 2017), bag-of-words (BoW) (Maalej and Nabil 2015) or in vector space model (VSM) (Vu et al. 2015a) to serve as input for other mining techniques. In particular, primary studies refers to NLP techniques
comparing text similarity (Vu et al. 2015b; Wang et al. 2018), pattern matching (Groen et al. 2017; Johann et al. 2017; Song et al. 2020) and collocations finding (Guzman and Maalej 2014; Li et al. 2018; Dalpiaz and Parente 2019; Xiao et al. 2020).

Text similarity techniques (employed in 21 studies) determine how “close” two textual snippets (e.g., review sentences) are (Manning et al. 2008). These snippets, represented in VSM or BoW, are compared using similarity measure like Cosine similarity (Vu et al. 2015a; Shams et al. 2020), Dice similarity coefficient (Palomba et al. 2015; Zhou et al. 2020) or Jaccard index (Iacob et al. 2016). These techniques support Searching and Information Retrieval e.g., to link reviews with issue reports from issue tracking systems (Noei et al. 2019), Recommendation e.g., to recommend review responses based on old ones that have been posted to similar reviews (Greenheld et al. 2018), Clustering e.g., to group semantically similar user opinions (Vu et al. 2016; Malgaonkar et al. 2020), and Content Analysis e.g., to compare review content (Malavolta et al. 2015a).

Pattern matching techniques (employed in 22 studies) localize parts of review text (or its linguistic analysis) matching hand-crafted patterns. Such patterns can take many forms, such as, regular expressions (Yang and Liang 2015; Groen et al. 2017; Uddin et al. 2020), PoS sequences (Vu et al. 2016; Johann et al. 2017), dependencies between words (Gu and Kim 2015; Peng et al. 2016; Di Sorbo et al. 2017; Srisopha et al. 2020c) or simple keyword matching (Yang and Liang 2015; Maalej et al. 2016; Di Sorbo et al. 2017; Tao et al. 2020). The technique has been adopted in Information Extraction e.g., to extract requirements from reviews (Yang and Liang 2015; Groen et al. 2017), Classification e.g., to classify requirements into functional and non-functional (Yang and Liang 2015) and Summarization e.g., to provide a bug report summary (Groen et al. 2017).

Collocation finding techniques are employed for Information Extraction e.g., to extract features (Guzman and Maalej 2014; Xiao 2019) or issues (Gao et al. 2018b) from reviews. Such collocations are phrases consisting of two or more words, where these words appear side-by-side in a given context more commonly than the word parts appear separately (Jurafsky and Martin 2009). The two most common types of collocation detected in the primary studies are bigrams i.e., two adjacent words (Guzman and Maalej 2014; Dalpiaz and Parente 2019). Co-occurrences may be insufficient as phrases such as ’all the’ may co-occur frequently but are not meaningful. Hence, primary studies explore several methods to filter out the most meaningful collocations, such as Pointwise Mutual Information (PMI) (Gao et al. 2018b; Malgaonkar et al. 2020) and hypothesis testing (Jurafsky and Martin 2009; Guzman and Maalej 2014; Dąbrowski et al. 2020).

3.3.3 Machine Learning

Overall, 108 of 182 primary studies (59%) reported the use of machine learning (ML) techniques to facilitate mining tasks and review analysis. Table 12 reports ten most commonly applied ML techniques. Most of them (i.e., 8 techniques) are supervised, whereas 2 of them are unsupervised (Bishop 2006). The widespread interest in ML techniques may be attributed to the fact that Clustering e.g., to group reviews discussing the same topics (Fu et al. 2013; Srisopha et al. 2020b) and Classification e.g., to categorize user feedback based on user intention (Dhinakaran et al. 2018; Zhou et al. 2020), among the most common review analysis types (see Table 7), are mainly facilitated using ML. When looking at the whole spectrum of review analysis these ML techniques support, we have also recorded their use for Sentiment Analysis e.g., to identify feature-specific sentiment (Gu and Kim 2015), Recommendation e.g., to assign priorities to reviews reporting bugs (Villarroel et al. 2016) and Information Extraction e.g., to identify features (Sänger et al. 2017; Wang et al. 2020b).
Table 12  Distribution of machine learning techniques used in primary studies in the period form 2010 to December 31, 2020

| Type         | Machine Learning Techniques     | No. Studies | Percentage |
|--------------|---------------------------------|-------------|------------|
| Supervised   | Naïve Bayes                     | 43          | 24%        |
|              | Support Vector Machine          | 39          | 21%        |
|              | Decision Tree                   | 31          | 18%        |
|              | Logistic Regression             | 23          | 13%        |
|              | Random Forest                   | 20          | 1%         |
|              | Neural Network                  | 12          | 7%         |
|              | Linear Regression               | 7           | 4%         |
|              | K-Nearest Neighbor              | 4           | 2%         |
| Unsupervised | Latent Dirichlet Allocation     | 36          | 20%        |
|              | K-Means                         | 8           | 4%         |

Scholars experimented with many textual and non-textual review properties\(^{11}\) to make ML techniques work best (Maalej and Nabil 2015; Guzman et al. 2015). Choosing informative and independent properties is a crucial step to make these techniques effective (Bishop 2006; Maalej et al. 2016). Textual properties, for example, concern: text length, tense of text (Kurtanović and Maalej 2017; Kurtanovic and Maalej 2018), importance of words e.g., td-idf (Lu and Liang 2017; Williams et al. 2020), a word sequence e.g., n-gram (Maalej and Nabil 2015; Al-Hawari 2020) as well as linguistic analysis e.g., dependency relationship (Shah et al. 2018). These properties are commonly combined with non-textual properties like user sentiment (Maalej et al. 2016; Srisopha et al. 2020a), review rating (Kurtanović and Maalej 2017) or app category (Gao et al. 2019). We found that primary studies experiment with different properties (Maalej et al. 2016; Kurtanovic and Maalej 2018; Al-Hawari 2020).

3.3.4 Statistical Analysis

Statistical analysis is used in many papers to report research results (Martin et al. 2015; Sänger et al. 2016; Di Sorbo et al. 2020), demonstrate their significance (Vasa et al. 2012; Khalid et al. 2016), and draw conclusions of a large population of reviews by analysing their tiny portion (Pagano and Maalej 2013; Mercado et al. 2016; Wang et al. 2020a). We observed an interest in use of descriptive and inferential techniques for Content Analysis e.g., Vasa et al. (2012), Pagano and Maalej (2013), Mercado et al. (2016), Guzman et al. (2018), and Wang et al. (2020a). Summary statistics, box plots, and cumulative distribution charts help to gain understanding of review characteristics like their vocabulary size (Hoon et al. 2012; Vasa et al. 2012), issue type distribution (McIlroy et al. 2016; Hu et al. 2018; Williams et al. 2020), or topics these reviews convey (Pagano and Maalej 2013; Srisopha and Alfayez 2018). Scholars employ different statistical tests to test check their hypothesis (Khalid et al. 2016; Guzman and Paredes Rojas 2019; Franzmann et al. 2020), to examine relationship between reviews characteristics (Srisopha and Alfayez 2018; Guzman and Paredes Rojas 2019; Di Sorbo et al. 2020), and to study how sampling bias affects the validity of research results (Martin et al. 2015).

\(^{11}\)We refer to a property as a concept denoting a feature in the machine learning domain.
Guzman et al. (2018) and Guzman and Paredes Rojas (2019), for example, conducted an exploratory study investigating 919 reviews from eight countries. They studied how reviews written by male and female users differ in terms of content, sentiment, rating, timing, and length. The authors employed Chi-square (e.g., content) and Mann-Whitney (e.g., rating) non-parametric tests for nominal and ordinal variables respectively (Guzman and Paredes Rojas 2019). Srisopha and Alfayez (2018) studied whether a relationship exists between user satisfaction and the application’s internal quality characteristics. Having employed Pearson correlation coefficient, the authors studied to what extent do warnings reported by static code analysis tools correlate with different types of user feedback and the average user ratings. Similarly, another study employed the Mann-Whitney test to examine if densities of such warnings differ between apps with high and low ratings (Khalid et al. 2016).

3.4 RQ3: Supporting Software Engineering

To answer RQ3 (what software engineering activities might be supported by analysing app reviews), we used data extracted in F8 (software engineering activity) and F9 (justification) as well as the classification schema of SE activities derived from the software engineering body of knowledge (see Section 2.4). Table 13 provides mapping between primary studies and SE activities that the studies claim to support\(^\text{12}\); it also reports the number and the percentage of the studies per each activity. We can observe that primary studies motivated their approaches to support activities across different software engineering phases, including requirements (36%), maintenance (36%), testing (15%) and design (4%); 14 SE activities are supported in total; mostly research effort is focused on requirements elicitation (26%),

\(^{12}\)It is worth noting that some papers fall into more than one category i.e., claim to support more than one activity. In such case, we assigned the study to all the claimed activities.
requirements prioritization (10%), validation by users (11%), problem and modification analysis (23%), and requested modification prioritization (11%). We also recorded that 62 studies (34%) did not specify any SE activity that their approaches support.

To support the SE activities, primary studies used 9 broad types of app review analysis we identified with answer to RQ1 (see Section 3.2). Table 14 shows how often a type of review analysis was used for a SE activity.\(^\text{13}\) It can be observed that each SE activity was supported using multiple analyses; classification was the most commonly used one; this was also the only analysis motivated for all the activities. A further result analysis revealed studies used the analyses in combination to mine useful information and support SE activities; we recorded 53 unique combinations; each composed of 1 to 5 types of analysis with the median of 2. Table 15 lists combinations used at least in 2 primary studies. The following sections provides a thorough synthesis on how mining useful information from app reviews might support SE activities.

### 3.4.1 Requirements

Requirements engineering includes involving system users, obtaining their feedback and agreeing on the purpose of a software to be built (Maalej et al. 2016). It therefore is not surprising that review analysis has received much attention to support requirements engineering activities, including requirements elicitation, requirements classification, requirements prioritization and requirements specification (see Table 13).

**Requirements Elicitation** In app reviews, users give feedback describing their experience with apps, expressing their satisfaction with software products and raising needs for improvements (Pagano and Maalej 2013; AlSubaihin et al. 2019). Software engineers can make use of the reviews to elicit new requirements (AlSubaihin et al. 2019; Dalpiaz and Parente 2019; Dąbrowski et al. 2019; 2020). For instance, they can employ opinion mining approaches to examine reviews talking negatively about app features (Guzman and Maalej 2014; Shah et al. 2016; Li et al. 2018; Shah et al. 2019c; Liu et al. 2019; Dalpiaz and Parente 2019; Dąbrowski et al. 2019; 2020). This can help developers to understand user concerns about problematic features, and potentially help eliciting new requirements (Johann et al. 2017; Dalpiaz and Parente 2019; Dąbrowski et al. 2019; 2020). Additionally, searching and retrieving users reviews that refer to a specific feature they are responsible for will allow them to quickly identify what users have been saying about their feature (Li et al. 2018; Dąbrowski et al. 2019; Liu et al. 2019). In line with this direction, approaches have been proposed to classify reviews by their user intention (e.g., reviewer requesting a new feature) (Iacob et al. 2013a; Maalej and Nabil 2015; Maalej et al. 2016; Villarroel et al. 2016; Scalabrino et al. 2019; Song et al. 2020) and by the type of requirements these reviews formulate (e.g., functional or non-functional) (Yang and Liang 2015; Lu and Liang 2017; Al Kilani et al. 2019; Jha and Mahmoud 2019; Wen and Chen 2020). Such aggregated information can be further summarized and visualized to developers as a report of all the feature requests reported for an app (Iacob et al. 2013a; Iacob et al. 2016; Di Sorbo et al. 2016; Di Sorbo et al. 2017; Ciurumelea et al. 2018; Liu et al. 2020).

**Requirements Classification** User feedback can be classified in a number of dimensions (Bourque et al. 1999). Several studies classified user comments based on types of

---

\(^{13}\)Table excludes papers that did not specify any SE activity; in case of papers supporting multiple SE activities, we assigned their facilitated analyses to all the claimed activities.
| SE Activity         | No. Studies | Percentage | Reference                                                                 |
|---------------------|-------------|------------|---------------------------------------------------------------------------|
| REQUIREMENTS        |             |            |                                                                           |
| Requirements Elicitation | 55         | 30%        | Goul et al. (2012), Iacob and Harrison (2013), Carreño and Winbladh (2013), Oh et al. (2013), Pagano and Maalej (2013), Iacob et al. (2013a), Guzman and Maalej (2014), Sun and Peng (2015), Gao et al. (2015), Maalej and Nabil (2015), Yang and Liang (2015), Maalej et al. (2016), Shah et al. (2016), Iacob et al. (2016), Di Sorbo et al. (2016), Peng et al. (2016), Maalej et al. (2016), Villarroel et al. (2016), Di Sorbo et al. (2017), Johann et al. (2017), Abad et al. (2017), Groen et al. (2017), Zhang et al. (2017), Deocadez et al. (2017b), Lu and Liang (2017), Williams and Mahmoud (2018), Dhinakaran et al. (2018), Ciurumelea et al. (2018), Li et al. (2018), Wang et al. (2018), AlSubaihin et al. (2019), Liu et al. (2019), Chen et al. (2019), Jha and Mahmoud (2019), Dąbrowski et al. (2019), Dalpiaz and Parente (2019), Al Kilani et al. (2019), Scalabrino et al. (2019), Shah et al. (2019c), Dąbrowski et al. (2020), Srissopha et al. (2020b), Song et al. (2020), Uddin et al. (2020), Wen and Chen (2020), Gao et al. (2020), Tizard et al. (2020), van Vliet et al. (2020), Guo and Singh (2020), Li et al. (2020), Hadi and Fard (2020), Wang et al. (2020b), Kunaefi and Aritsugi (2020), Xiao et al. (2020), Liu et al. (2020), and Sharma and Bashir (2020) |
| Requirements Classification | 10         | 5%         | Yang and Liang (2015), Deocadez et al. (2017a), Groen et al. (2017), Lu and Liang (2017), Wang et al. (2018), Wang et al. (2018), Jha and Mahmoud (2019), Wen and Chen (2020), van Vliet et al. (2020), and Wang et al. (2020b) |
| Requirements Prioritization | 19         | 10%        | Hoon et al. (2012), Vasa et al. (2012), Pagano and Maalej (2013), Guzman and Maalej (2014), Guzman et al. (2015), Maalej et al. (2016), Villarroel et al. (2016), Johann et al. (2017), Kurtanovic and Maalej (2017), Groen et al. (2017), Kurtanovic and Maalej (2018), Scalabrino et al. (2019), Shah et al. (2019c), Zhang et al. (2019), AlSubaihin et al. (2019), Dąbrowski et al. (2020), Srissopha et al. (2020b), Oehri and Guzman (2020), and Di Sorbo et al. (2020) |
| Requirements Specification | 6          | 3%         | Pagano and Maalej (2013), Maalej et al. (2016), Maalej et al. (2016), Kurtanovic and Maalej (2017), Kurtanovic and Maalej (2018), and Williams et al. (2020) |
| DESIGN              |             |            |                                                                           |
| Design Rationale Capture | 5          | 3%         | Groen et al. (2017), Kurtanovic and Maalej (2017), Kurtanovic and Maalej (2018), Jha and Mahmoud (2019), and Kunaefi and Aritsugi (2020) |
| User Interface Design | 3          | 2%         | Alqahtani and Orji (2019), Franzmann et al. (2020), and Sharma and Bashir (2020) |
| TESTING             |             |            |                                                                           |
| Validation by Users | 20         | 11%        | Fu et al. (2013), Iacob and Harrison (2013), Iacob et al. (2013a), Iacob et al. (2013b), Guzman et al. (2014), Guzman and Maalej (2014), Maalej and Nabil (2015), Gu and Kim (2015), Man et al. (2016), Maalej et al. (2016), Bakiu and Guzman (2017), Ciurumelea et al. (2018), Liu et al. (2018), Durelli et al. (2018), Shah et al. (2019c), Gao et al. (2019), AlSubaihin et al. (2019), Xiao (2019), Dąbrowski et al. (2020), and Xiao et al. (2020) |
| SE Activity                      | No. Studies | Percentage | Reference                                                                 |
|----------------------------------|-------------|------------|---------------------------------------------------------------------------|
| Test Documentation               | 3           | 2%         | Iacob et al. (2016), Grano et al. (2018), and Pelloni et al. (2018)       |
| Test Design                      | 4           | 2%         | Man et al. (2016), Maalej et al. (2016), Groen et al. (2017), and Shams et al. (2020) |
| Test Prioritization              | 3           | 2%         | Khalid et al. (2014), Khalid et al. (2015), and Man et al. (2016)         |
| MAINTENANCE                      | 66          | 36%        |                                                                           |
| Problem and Modification Analysis| 46          | 25%        | Fu et al. (2013), Khalid (2013), Cen et al. (2014), Guzman et al. (2014), Gomez et al. (2015), Gao et al. (2015), Khalid et al. (2015), Khalid et al. (2015b), Guzman et al. (2015), Palomba et al. (2015), Gao et al. (2015), Panichella et al. (2015), Vu et al. (2016), Di Sorbo et al. (2016), Malik and Shakshuki (2016), Iacob et al. (2016), Johann et al. (2017), Palomba et al. (2017), Wei et al. (2017), Bakiu and Guzman (2017), Licorish et al. (2017), Wang et al. (2017), Decadze et al. (2017b), Pelloni et al. (2018), Palomba et al. (2018), Gao et al. (2018b), Tong et al. (2018), Muñoz et al. (2018), Malik et al. (2018), Dalpiaz and Parente (2019), Phetrungnapha and Senivongse (2019), Gao et al. (2019), Shah et al. (2019c), AlSubaie et al. (2019), Uddin et al. (2020), Wen and Chen (2020), Malgaonkar et al. (2020), Zhou et al. (2020), Wang et al. (2020a), Tizard et al. (2020), Tao et al. (2020), Al-Hawari (2020), Guo and Singh (2020), Li et al. (2020), Hadi and Fard (2020), and Xiao (2019) |
| Requested Modification Prioritization| 18          | 10%        | Khalid (2013), Gu and Kim (2015), Gao et al. (2015), Khalid et al. (2015), Keeritipati et al. (2016), Iacob et al. (2016), Villarroel et al. (2016), Man et al. (2016), Licorish et al. (2017), Wei et al. (2017), Muñoz et al. (2018), Hu et al. (2019), Noei et al. (2019), Noei et al. (2019), Dąbrowski et al. (2019), Scalabrino et al. (2019), Oehri and Guzman (2020), and Di Sorbo et al. (2020) |
| Help Desk                        | 7           | 4%         | McIlroy et al. (2015), Hassan et al. (2018), Greenheld et al. (2018), Gao et al. (2019), Vu et al. (2019), Srisopha et al. (2020c), and Srisopha et al. (2020a) |
| Impact Analysis                  | 5           | 3%         | Palomba et al. (2015), Ciurumulea et al. (2017), Palomba et al. (2017), Palomba et al. (2018), and Zhou et al. (2020) |
| NOT SPECIFIED                    | 62          | 34%        | Chandy and Gu (2012), Ha and Wagner (2013), Hoon et al. (2013), Chen et al. (2014), Martin et al. (2015), Khalid et al. (2015a), Guzman et al. (2015), Vu et al. (2015a), Vu et al. (2015b), Liang et al. (2015), Malavolta et al. (2015a), Malavolta et al. (2015b), Hoon et al. (2016), Sängé et al. (2016), McIlroy et al. (2016), Nagappan and Shihab (2016), Panichella et al. (2016), Mercado et al. (2016), Simmons and Hoon (2016), Khalid et al. (2016), Sänger et al. (2017), Naebye et al. (2017), Grano et al. (2017), Ali et al. (2017), Martens and Johann (2017), Jha and Mahmoud (2017a), Mujahid et al. (2017), Li et al. (2017), Sun et al. (2017), Jha and Mahmoud (2017b), Wang et al. (2017), McIlroy et al. (2017), Naebye et al. (2018), Hu et al. (2018), Srisopha and Alfaiez (2018), Deshpande and Rokne (2018), Puspaningrum et al. (2018), Guzman et al. (2018), Scoceia et al. (2018), Noei et al. (2018), Huebner et al. (2018), Gao et al. (2018a), Mujahid et al. (2018), Jha and Mahmoud (2018), Shah et al. (2018), Hassan et al. (2018), Shah et al. (2019a), Martens and Maalej (2019b), Nicolai et al. (2019), Stanik et al. (2019), Srisopha et al. (2019), Guzman and Paredes Rojas (2019), Masrury and Alamsyah (2019), Martens and Maalej (2019a), Weichbroth and Baj-Rogowska (2019), Shah et al. (2019b), Maalej et al. (2019), Bailey et al. (2019), Yadav and Fard (2020), Yadav et al. (2020), Gunaratnam and Wickramaratchehi (2020), and Kalaiachelman et al. (2020) |
Table 14 How often a type of app review analysis are used to realise a SE activity

| Software Engineering Activity | Studies |
|------------------------------|---------|
|                             | REQUIREMENTS | DESIGN | TESTING | MAINTENANCE | Percentage |
| App Review Analysis          | Information Extraction | 25 | 4 | 6 | 1 | 1 | 0 | 13 | 1 | 3 | 1 | 20 | 5 | 0 | 0 | 56 | 31% |
|                              | Classification | 32 | 9 | 7 | 5 | 4 | 1 | 9 | 2 | 1 | 1 | 27 | 11 | 4 | 3 | 105 | 58% |
|                              | Clustering | 13 | 0 | 4 | 2 | 0 | 0 | 8 | 0 | 0 | 0 | 13 | 7 | 0 | 2 | 44 | 24% |
|                              | Search and Info. Retrieval | 8 | 0 | 1 | 0 | 0 | 0 | 0 | 3 | 1 | 0 | 9 | 5 | 0 | 5 | 24 | 13% |
|                              | Sentiment Analysis | 14 | 1 | 3 | 0 | 0 | 1 | 10 | 0 | 0 | 0 | 12 | 3 | 1 | 0 | 40 | 22% |
|                              | Recommendation | 10 | 2 | 6 | 2 | 1 | 3 | 4 | 0 | 1 | 2 | 8 | 5 | 4 | 0 | 54 | 30% |
|                              | Summarization | 7 | 0 | 3 | 0 | 0 | 2 | 2 | 0 | 2 | 1 | 12 | 8 | 3 | 2 | 30 | 16% |
|                              | Visualization | 14 | 0 | 1 | 0 | 0 | 5 | 2 | 0 | 0 | 9 | 1 | 0 | 3 | 25 | 14% |

requirements the feedback conveys (Yang and Liang 2015; Deocadez et al. 2017a; Lu and Liang 2017; Groen et al. 2017; Wang et al. 2018; Wang et al. 2018; Jha and Mahmoud 2019; Wen and Chen 2020). These works typically classified the feedback into two broad categories: functional requirements (FRs) specifying the behavior of an app, and non-functional requirements (NFRs) describing the constraints and quality characteristics of the app. The

Table 15 How often certain combination of app review analyses are used to realise a SE activity; IE refers to Information Extraction; CL denotes Classification; CU signifies Clustering; CA presents Content Analysis; SA denotes Sentiment Analysis; SIR refers to Search and Information Retrieval; RE presents Recommendation; SU denotes Summarization; and VI signifies Visualization

| Software Engineering Activity | Studies |
|------------------------------|---------|
|                             | REQUIREMENTS | DESIGN | TESTING | MAINTENANCE | Percentage |
| Combinations of App Review Analysis | 9 | 4 | 4 | 2 | 3 | 0 | 1 | 0 | 0 | 0 | 0 | 1 | 1 | 0 | 0 | 18 | 10% |
| CL | 2 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 0 | 0 | 2 | 3 | 1 | 0 | 9 | 5% |
| CU | 1 | 0 | 2 | 0 | 0 | 1 | 1 | 0 | 0 | 2 | 3 | 1 | 1 | 0 | 6 | 3% |
| CA | 2 | 2 | 0 | 0 | 0 | 1 | 1 | 0 | 0 | 0 | 2 | 1 | 0 | 0 | 2 | 1% |
| CL + CA | 2 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 2 | 0 | 0 | 2 | 2 | 1 | 0 | 2 | 1% |
| CL + SU | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 2 | 0 | 0 | 2 | 2 | 1 | 0 | 2 | 1% |
| SIR + SU | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 2 | 0 | 0 | 2 | 2 | 1 | 0 | 2 | 1% |
| CA + RE | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 2 | 0 | 0 | 2 | 2 | 1 | 0 | 2 | 1% |
| IE + CA + SU | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 2 | 0 | 0 | 2 | 2 | 1 | 0 | 2 | 1% |
| IE + CL + CU | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 2 | 0 | 0 | 2 | 2 | 1 | 0 | 2 | 1% |
| CL + SIR + SU | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 2 | 0 | 0 | 2 | 2 | 1 | 0 | 2 | 1% |
| IE + SU | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 2 | 0 | 0 | 2 | 2 | 1 | 0 | 2 | 1% |
| IE + SIR + VI | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 2 | 0 | 0 | 2 | 2 | 1 | 0 | 2 | 1% |
| IE + CL + CU + RE + VI | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 2 | 0 | 0 | 2 | 2 | 1 | 0 | 2 | 1% |
classification at a further level of granularity has been also demonstrated (Lu and Liang 2017; Wang et al. 2018; Jha and Mahmoud 2019; Wen and Chen 2020; van Vliet et al. 2020); User feedback can be classified into the concrete quality characteristics it refers to e.g., defined by ISO 25010 model (ISO/IEC 25010 2011) so that software engineers could analyse candidate requirements more efficiently.

Requirements Prioritization  
Statistics about user opinions and requests can help prioritizing software maintenance and evolution tasks (Pagano and Maalej 2013; Guzman and Maalej 2014; Maalej et al. 2016; Johann et al. 2017; Dąbrowski et al. 2019; 2020). Bugs and missing features that are more commonly reported can be prioritized over those less commonly reported (Villarroel et al. 2016; Kurtanović and Maalej 2017; Kurtanovic and Maalej 2018; Scalabrino et al. 2019; Di Sorbo et al. 2020). Users’ request may not by themselves be sufficient for prioritization (one must also consider costs and the needs of other stakeholders) but can provide valuable evidence-based information to support prioritization (Maalej et al. 2016; Shah et al. 2019c; Oehri and Guzman 2020).

Requirements Specification  
Requirements specification consists in structuring and documenting detailed descriptions of the software required behaviour and quality properties (van Lamsweerde 2009). App reviews can instead serve for generating lightweight partial documentation of user requirements; they conveys information about functional and non-functional requirements, usage scenarios and user experience (Pagano and Maalej 2013; Maalej et al. 2016; Maalej et al. 2016; Kurtanović and Maalej 2017; Kurtanovic and Maalej 2018; Williams et al. 2020). Software engineers can immediately benefit from review mining approaches to facilitate this information in the form of first drafts of software requirements specifications (SRS) or user stories (Pagano and Maalej 2013; Maalej et al. 2016; Maalej et al. 2016). These approaches can for example classify reviews by the type of requests users make (e.g., asking for new functions); summarise reviews referring to the same requests and generate provisional SRS based on the information. Such SRS may list new functions that users require; recap scenarios in which these functions are used; and report statistics indicating relative importance of the requirements e.g., by the number of users requesting the functions (Maalej et al. 2016). Since users often justify their needs and opinions, SRS may also document user rationales serving later for requirements negotiation or design decisions (Kurtanović and Maalej 2017; Kurtanovic and Maalej 2018).

3.4.2 Design  
A few studies motivated app review analysis to assist software design activities: user interface (UI) design (Alqahtani and Orji 2019; Sharma and Bashir 2020; Franzmann et al. 2020) and capturing design rationale (Groen et al. 2017; Kurtanović and Maalej 2017; Kurtanovic and Maalej 2018; Jha and Mahmoud 2019; Kunaei and Aritsugi 2020).  

User Interface Design  
The success of mobile applications depends substantially on user experience (AlSubaihin et al. 2019; Franzmann et al. 2020). For the app to be successful, software engineers should design the interface to match the experience, skills and needs of users (Bourque et al. 1999). Alqahtani and Orji performed the content analysis of user reviews to identify usability issues in mental health apps (Alqahtani and Orji 2019). They manually tagged 1,236 reviews with different types of usability issues for 106 apps from
Apple’s App Store and Google Play. Poor design of user interface was the second most frequently reported issue. It has been found that user-submitted content concerning interface may provide valuable design recommendations on how to improve interface layout, boost readability and easy app navigation. UI/UX designers should therefore take advantage of the feedback. If addressed, it would likely increase user engagement with the apps and reduce the attrition rate (Franzmann et al. 2020).

**Design Rationale Capture**  Design rationale is essential for making the right design decisions and for evaluating architectural alternatives for a software system (Nuseibeh 2001; Burge et al. 2008). A few studies motivated their approaches to capture potential reasons for design decisions (Groen et al. 2017; Kurtanović and Maalej 2017; Kurtanovic and Maalej 2018; Jha and Mahmoud 2019; Kunaefi and Aritsugi 2020). Kurtanović and Maalej devised a grounded theory for gathering user rationale and evaluated different review classification approaches to mine the information from app reviews (Kurtanović and Maalej 2017; Kurtanovic and Maalej 2018). User justifications e.g., on problems they encounter or criteria they chose for app assessment (e.g., reliability or performance) can enrich documentation with new design rationale and guide design decisions. Similarly, user-reported NFR can convey architecturally significant requirements and serve as rationale behind an architecture decision (Nuseibeh 2001; Groen et al. 2017; Kunaefi and Aritsugi 2020). To capture such requirements, app reviews can be classified by quality characteristics users discuss (Nuseibeh 2001; Groen et al. 2017).

### 3.4.3 Testing

App reviews analysis can be used to support various testing activities: validation by users (Iacob et al. 2013a; Iacob et al. 2013b; Iacob and Harrison 2013; Guzman et al. 2014; Guzman and Maalej 2014; Maalej and Nabil 2015; Gu and Kim 2015; Maalej et al. 2016; Bakiu and Guzman 2017; Ciurumelea et al. 2018; Durelli et al. 2018; Liu et al. 2018; Shah et al. 2019c; Gao et al. 2019; AlSubaihin et al. 2019; Dąbrowski et al. 2020; Xiao et al. 2020), test documentation (Iacob et al. 2016; Grano et al. 2018; Pelloni et al. 2018), test design (Man et al. 2016; Maalej et al. 2016; Groen et al. 2017; Shams et al. 2020) and test prioritization (Khalid et al. 2014).

**Validation by Users**  Evaluating a software system with users usually involves expensive usability testing in a laboratory (Iacob et al. 2013a) or acceptance testing performed in a formal manner (IEEE 1990). In the case of mobile apps, software engineers can exploit user feedback to assess user satisfaction (Fu et al. 2013; Iacob et al. 2013a; Iacob et al. 2013b; Gu and Kim 2015; Bakiu and Guzman 2017; Ciurumelea et al. 2018; Dąbrowski et al. 2020) and to identify any glitches with their products (Iacob et al. 2013a; Maalej and Nabil 2015; Gu and Kim 2015; Maalej et al. 2016; Ciurumelea et al. 2018; AlSubaihin et al. 2019; Gao et al. 2019). A recent survey with practitioners has shown that developers release the alpha/beta version of their apps to test the general reaction of users and to discover bugs (AlSubaihin et al. 2019).

In line with the direction, several approaches have been proposed to mine user opinions (Guzman and Maalej 2014; Guzman et al. 2014; Gu and Kim 2015; Bakiu and Guzman 2017; Shah et al. 2019c; Dąbrowski et al. 2020; Xiao et al. 2020) and to generate bug reports (Iacob et al. 2013a; Maalej and Nabil 2015; Maalej et al. 2016; Man et al. 2016; Ciurumelea 2018).
et al. 2018; Liu et al. 2018; Shah et al. 2019c). Opinion mining approaches help to discover the most problematic features and to quantify the number of negative opinions. Knowing what features users praise or hate can give a developer a hint about user acceptance of these features (Bakiu and Guzman 2017; AlSubaihin et al. 2019; Dąbrowski et al. 2020). Assuming core features have been modified, the team may want to know how users react to these features so that they can fix any issues quickly and refine these features. Analogously, identifying and quantifying reported bugs within a given time frame can help a development team during beta testing before official release (Iacob et al. 2013a; Iacob et al. 2013b; Ciurumelea et al. 2018; Gao et al. 2019; Shah et al. 2019c). If the number of reported issues is unusually high, development teams can reschedule the release of a new version in order to refocus on quality management and testing (Maalej and Nabil 2015; Maalej et al. 2016).

Test Documentation Test documentation can be partly supported by analysing app reviews (Iacob et al. 2016; Pelloni et al. 2018; Grano et al. 2018). Iacob et al. developed a tool that produce a summary of bugs reported in reviews with breakdown by app version and features that these bugs refer to (Iacob et al. 2016). Such summary can form the basis for later debugging the app and fixing the problems. User comments can also be integrated into mobile app testing tools (Pelloni et al. 2018; Grano et al. 2018). Originally, the tools generate a report of stack traces leading to an app crash (Pelloni et al. 2018; Grano et al. 2018). Analyzing the information to understand the root of the problems can be often counterintuitive. In such case, user comments can be used as a human readable companion for such report; linked to a related stack trace, user-written description of the problem can instantly guide testers where to look up for the emerged fault (Pelloni et al. 2018; Grano et al. 2018).

Test Design Analysing app reviews can support test case design (Man et al. 2016; Maalej et al. 2016; Groen et al. 2017; Shams et al. 2020). Analysing reported issues can help testers determine the app behavior, features, and functionality to be tested (Man et al. 2016). Reviews may describe particular use of the software in which users encountered an unusual situation (e.g., crashing without informing users of what happened) or inform about the lack of supporting users in finding a workaround (Maalej et al. 2016). Such information may help testers to design test cases capturing exceptions leading to a problem or to exercise new alternative scenarios other those initially considered (Maalej et al. 2016; Groen et al. 2017; Shams et al. 2020). Additionally, identifying negative comments on quality characteristics can help in specifying acceptance criteria an app should hold (Groen et al. 2017). For example, user complaints about performance efficiency can indicate performance criteria for functions that are expected to finish faster or more smoothly (Groen et al. 2017).

Test Prioritization Reviews and their ratings have been found to correlate with a download rank, a key measure of the app’s success (Khalid et al. 2015; Martin et al. 2017). User complaints about specific issues can have a negative impact on rating, and in turn discourage users from downloading apps (Khalid et al. 2015). Therefore, it has been therefore suggested to prioritize issue-related test cases based on frequency and impact of these complaints (Khalid et al. 2015; Man et al. 2016). To address device-specific problems a development team must test their apps on a large number of devices, which is inefficient and costly (Erfani et al. 2013). The problem can be partially ameliorated by selecting devices submitted from reviews having the greatest impact on app ratings (Khalid et al. 2014). The strategy can be particularly useful for the team with limited resources that can only afford
to buy a few devices. Using the strategy, they can determine the optimal set of devices they can buy on which to test their app (Khalid et al. 2014).

3.4.4 Maintenance

In attempt to support software maintenance, review analysis has been proposed for problem and modification analysis, requested modification prioritization, help desk and impact analysis (see Table 13).

**Problem and Modification Analysis** Software engineers strive continuously to satisfy user needs and keep their app product competitive in the market (AlSubaihin et al. 2019). To this end, they can exploit approaches facilitating problem and modification analysis (Fu et al. 2013; Khalid 2013; Cen et al. 2014; Guzman et al. 2014; Gao et al. 2015; Gomez et al. 2015; Panichella et al. 2015; Gao et al. 2015; Palomba et al. 2015; Guzman et al. 2015; Khalid et al. 2015; Khalid et al. 2015b; Malik and Shakshuki 2016; Vu et al. 2016; Di Sorbo et al. 2016; Iacob et al. 2016; Wei et al. 2017;Licorish et al. 2017; Johann et al. 2017; Bakiu and Guzman 2017; Deocadez et al. 2017b; Wang et al. 2017; Palomba et al. 2017; Malik et al. 2018; Gao et al. 2018b; Muñoz et al. 2018; Palomba et al. 2018; Pelloni et al. 2018; Tong et al. 2018; Dalpiaz and Parente 2019; Phetrungnapha and Senivongse 2019; Gao et al. 2019; Shah et al. 2019c; AlSubaihin et al. 2019; Li et al. 2020; Hadi and Fard 2020; Zhou et al. 2020). The approaches detect user requests in app store feedback and classify them as problem reports and modifications requests (Zhou et al. 2020). Fine-grained classification can be carried out too, for example, to detect specific issues like privacy (Khalid 2013; Cen et al. 2014; Tao et al. 2020) or concrete change requests like features enhancement (Palomba et al. 2017; Al-Hawari 2020). Mining such information allows software engineers to determine and analyze user demands in timely and efficient fashion (Gao et al. 2015; Wang et al. 2017; Gao et al. 2018b; Gao et al. 2019; Guo and Singh 2020). By analysing the dynamics of reported problems over time, software engineers can immediately spot when a "hot issue" emerges and link it to a possibly flawed release (Fu et al. 2013; Guzman et al. 2014; Gao et al. 2015; Shah et al. 2019c). Moreover, they can generate a summary of user demands to obtain interim documentation serving as change request/problem report (Iacob et al. 2016; Di Sorbo et al. 2016; Phetrungnapha and Senivongse 2019).

**Requested Modification Prioritization** App developers may receive hundreds or even thousands of reviews requesting modifications and reporting problems (Khalid 2013; Villarroel et al. 2016; Noei et al. 2019). It is therefore not a trivial task for developers to select those requests which should be addressed in the next release (Villarroel et al. 2016). As with requirements, developers can investigate statistics concerning these requests (e.g., how many people requested specific modifications), estimate their impact on perceived app quality (e.g., expressed as user rating) or analyze the how these requests change over time (Gu and Kim 2015; Gao et al. 2015; Khalid et al. 2015; Man et al. 2016; Keertipati et al. 2016; Villarroel et al. 2016; Iacob et al. 2016; Licorish et al. 2017; Wei et al. 2017; Muñoz et al. 2018; Scalabrino et al. 2019; Dąbrowski et al. 2019; Hu et al. 2019; Noei et al. 2019; Noei et al. 2019; Oehri and Guzman 2020). Assuming developers have to decide which change to address first, they could select one with the largest share in the numbers of requests, or the one whose feedback most drives down the most app rating (Gu and Kim 2015; Dąbrowski et al. 2019; Di Sorbo et al. 2020). Similarly, observing a sharp growth in feedback reporting
of a specific problem (e.g., security and privacy), it may suggest that the issue is harmful to users and should be resolved quickly.

**Help Desk**  Help desk typically provides end-users with answers to their questions, resolve their problems or assist in troubleshooting (Bourque et al. 1999). Analogously, app developers can respond to specific user reviews to answer users’ questions, to inform about fixing problems or to thank users for their kind remarks about apps (McIlroy et al. 2015; Hassan et al. 2018; Srisopha et al. 2020a; Srisopha et al. 2020c). Though the task is not traditionally included in the typical responsibilities of software engineers, user support and managing the product reputation on the app store are essential to the app success; they should be viewed as important activities in the software lifecycle. In fact, responding to reviews motivate app users to revise their feedback and ratings to be more positive (McIlroy et al. 2015). Some users even update their feedback to inform developers that the response solved users’ problems or to thank for help (McIlroy et al. 2015; Hassan et al. 2018). Since responding to a large number of reviews can be time-consuming, developers can make use of approaches highlighting reviews that are more likely to require a response Srisopha et al. (2020a) and Srisopha et al. (2020c); and generating automatic replies to these reviews (Greenheld et al. 2018; Hassan et al. 2018; Vu et al. 2019; Gao et al. 2019).

**Impact Analysis** Review mining approaches help developers to discover modification requests posted in reviews; to identify app source code affected by these modifications (Zhou et al. 2020); and to estimate how implementing the modifications may impact users’ satisfaction; (Palomba et al. 2015; Ciurumelea et al. 2017; Palomba et al. 2017; Palomba et al. 2018). The approaches typically cluster feedback requesting the same modifications (Ciurumelea et al. 2017; Palomba et al. 2017; Zhou et al. 2020), then search and retrieve links between review clusters and corresponding source code artefacts referring to the modifications (Palomba et al. 2015; Ciurumelea et al. 2017; Palomba et al. 2017; Palomba et al. 2018; Zhou et al. 2020). Such information can be useful for engineers before an issue of new release as well as afterwards. Software engineers can track which requests have (not) been implemented; monitor the proportion of reviews linked to software changes; and estimate the number of users affected by these changes. After the release has been issued, software engineers can also use the approaches to observe gain/loss in terms of average rating with respect to implemented changes.

### RQ3: Supporting Software Engineering

- Analysing app reviews can support software engineers in requirements, design, testing, and maintenance activities.
- Most primary studies analyse app reviews to support (i) requirements elicitation, (ii) requirements prioritization, (iii) validation by users, (iv) problem and modification analysis, and (v) requested modification prioritization.
- 62 of primary studies (34%) do not describe software engineering use cases of their review mining approaches.
3.5 RQ4: Empirical Evaluation

To answer RQ4 (how are app review analysis approaches empirically evaluated), we used data items: F10 (evaluation objective), F11 (evaluation procedure), F12 (metrics and criteria), F14 (annotated datasets), F15 (annotation task), F16 (number of annotators), F17 (quality measure) and F18 (replication package). We found that 109 primary studies performed empirical evaluation of review mining approaches; 105 studies included evaluation of effectiveness and 23 of user-perceived quality.

3.5.1 Effectiveness Evaluation

A common procedure for effectiveness assessment consists of four steps: (i) formulate an evaluation objective, (ii) create an annotated dataset, (iii) apply the approach on the annotated dataset, and (iv) quantify the effectiveness. The evaluation objective refers to assessing the degree to which an approach can correctly perform a specific mining task or analysis (see Section 3.2). Human judgement is usually required to create the annotated dataset.

Primary studies involved humans performing the task manually on a sample of reviews and annotating the sample with correct solutions. Such annotated dataset (called the “ground truth”) served as a baseline for evaluating the approach and quantifying the outcome.

Most studies provided a detailed description of how each step of their evaluation methods have performed. Hence, we could record additional information:

**Availability of Dataset and Tool** Most studies have not released their annotated datasets nor the tools they evaluated.\(^{14}\) Tables 16 provides an overview of 23 annotated datasets that are publicly available, reporting the reference to the paper, a short description of the dataset and its size in terms of number of reviews, whereas Table 17 presents 16 available tools,\(^{15}\) providing the reference to the paper and a short description of the characteristics of the tool.

**Evaluation Objective** Scholars evaluated the effectiveness of their app review mining approaches in performing: Classification, Clustering, Sentiment Analysis, Information Extraction, Searching and Information Retrieval, Recommendation and Summarization.

**Annotation Procedure** The number of annotators labeling the same review sample (or their fragment) ranged from 1 to 5 with the median of 2 human annotators. Only 26 primary studies (25%) reported how the quality of their annotated datasets has been measured. The three most common metrics for inter-rater agreement evaluation were Cohen’s Kappa (Pustejovsky and Stubbs 2012), Percentage Agreement (Hallgren 2012) and Jaccard index (Manning et al. 2008). Percentage Agreement and Cohen’s Kappa were used to measure the quality of human annotation for Classification, Sentiment Analysis, or Feature Extraction; Jaccard index was used for assessing the human agreement for the task of Searching and Information Retrieval; whereas Fleiss’ Kappa was used to assess the quality of manual Clustering. No study reported how the agreement was measured when annotators performed, Recommendation, or Summarization task.

\(^{14}\)In addition to the reported information in the surveyed literature; we also contacted the authors of 105 primary studies to request replication packages.

\(^{15}\)The references to the tools and the datasets are available in the supplementary material (Dąbrowski 2021)
### Table 16 Publicly-available datasets of annotated reviews

| Ref.                          | Description                                                                 | Size  |
|-------------------------------|-----------------------------------------------------------------------------|-------|
| Chen et al. (2014)            | Indicated whether the content of each review is informative or uninformative.| 12,000|
| Guzman et al. (2015)          | Tagged reviews with topics (e.g., bug report, feature shortcoming, complaint, usage scenario). | 4,500 |
| Gu and Kim (2015)             | Identified type of user request each review convey (e.g., bug report, feature requests). | 2,000 |
| Maalej and Nabil (2015)       | Reviews labeled with a type of user requests (bug report, feature request, rating, user experience). | 4,400 |
| Di Sorbo et al. (2016)        | Reviews labeled with 12 topics (e.g. security) and user intention (e.g., problem discovery). | 3,439 |
| Panichella et al. (2016)      | Reviews labeled with 5 categories useful from maintenance perspective (e.g., problem discovery). | 852   |
| Sänger et al. (2016)          | Identified user opinions (feature and sentiment).                           | 1,760 |
| Ciurumelea et al. (2017)      | Tagged reviews with mobile specific categories (e.g. performance, resources, battery, memory). |       |
| Groen et al. (2017)           | Labeled reviews with software quality requirements (e.g., usability, reliability, portability, compatibility). | 360   |
| Lu and Liang (2017)           | Reviews labeled with functional and non-functional requirements (e.g., usability, performance). | 2,000 |
| Grano et al. (2018)           | Annotated reviews with their topics and a type of issue users reports.      | 6,600 |
| Jha and Mahmoud (2018)        | Annotated a type of user feedback (feature request, bug reports, and others). | 2,930 |
| Nayebi et al. (2018)          | Annotated reviews with a type of a user request (e.g., problem discovery).   | 2,383 |
| Pelloni et al. (2018)         | Reviews labeled with a crash report category.                               | 534   |
| Scoccia et al. (2018)         | Annotated reviews with 10 categories of users’s concern.                   | 1,000 |
| Al Kilani et al. (2019)       | Labeled reviews with 5 categories: bug, new feature, performance, security, usability or sentimental. | 7500  |
| Dąbrowski et al. (2019)       | Reviews annotated with 20 app features.                                    | 200   |
| Jha and Mahmoud (2019)        | Labeled reviews with non-functional requirements user discuss (e.g. usability, dependability). | 6,000 |
| Scalabrino et al. (2019)      | Reviews labeled with feedback category (e.g., bug report, feature request). | 3,000 |
| Shah et al. (2019a)           | Identified features discussed in reviews.                                   | 3,500 |
| Stanik et al. (2019)          | Annotated a type of user feedback (problem reports, inquiries, and irrelevant). | 6,406 |
| Dąbrowski et al. (2020)       | Annotated reviews with 1,521 user opinions i.e., pairs of features and their related users’ perceived sentiment. | 1,000 |
| Guo and Singh (2020)          | Annotated reviews with user stories i.e., action-problem pairs.            | 200   |

**Characteristics of Dataset** Most annotated datasets were created using reviews coming from Google Play and Apple Store (84% in total); the remaining datasets have been created using reviews from Amazon Appstore, Black Berry App World; Huawei Store, Windows Phone Store and 360 Mobile Assistant. On average, an annotated dataset has been prepared using 2,800 reviews collected from a single app store; the reviews were collected for 19
Table 17  Publicly-available app review mining tools

| Ref. | Description |
|------|-------------|
| Di Sorbo et al. (2016) | SURF tool classifies reviews by users’ intention; cluster them then generates their summaries. |
| Panichella et al. (2016) | ARdoc tool classifies reviews with a type of user requests (e.g., feature request, problem discovery, information seeking, information giving and other.) |
| Johann et al. (2017) | SAFE tool extracts features from reviews and match them with features present in app descriptions. |
| Wei et al. (2017) | OASIS tool classifies reviews by reported issue; links them to warnings from static analysis tools; and recommend the priorities of these warnings. |
| Deshpande and Rokne (2018) | The tool classifies reviews by a type of a user request (e.g., problem discovery). |
| Dhinakaran et al. (2018) | The tool classifies reviews based on types of user feedback i.e., feature request, bug report, user experience and rating |
| Scoccia et al. (2018) | The tool classifies app reviews into users’ concerns related to android run-time permission. |
| Shah et al. (2018) | A tool classifying app reviews based on their feedback type (e.g., feature request, problem report). |
| Jha and Mahmoud (2019) | Tool classifies app reviews by non-functional requirements user discuss (e.g. usability, dependability). |
| Pelloni et al. (2018) | BECloMA tool links stack traces from testing tools to user reviews referring to the same crash. |
| Scalabrino et al. (2019) | CLAP tool classifying reviews by their types; clustering them; then recommend their relative-importance. |
| Shah et al. (2019a) | SAFE tool reimplementation facilitating feature extraction from reviews and app descriptions. |
| Shah et al. (2019b) | A reimplementation of a tool facilitating feature extraction using supervised ML technique. |
| Stanik et al. (2019) | A tool classifying reviews by the the type of user feedback (problem reports, inquiries, and irrelevant). |
| Guo and Singh (2020) | CASPER tool for extracting and synthesizing user stories of problems from app reviews. |
| Hadi and Fard (2020) | AOBTM tool discovers coherent and discriminative topics in reviews. |

Apps from 6 app categories. Table 18 provides five-number summary that details descriptive statistics about the datasets.

Effectiveness Quantification  Three most common metrics used for assessing the effectiveness of app review mining approach are precision, recall, and F1-measure (Manning et al. 2008). The metrics were employed for evaluating Classification, Clustering, Information Extraction, Searching and Information retrieval, Sentiment Analysis, Recommendation and Summarization.

A few studies deviate from the common procedure outlined above. The studies evaluated their review mining approaches without annotated datasets:

- Eight studies asked annotators to assess the quality of output produced by their approaches, instead of creating an annotated dataset before applying the mining
Table 18 Five-summary numbers providing descriptive statistics of annotated datasets that primary used to evaluate app review mining approaches

| Characteristics       | Min. | Q1  | Med. | Q3  | Max.  |
|-----------------------|------|-----|------|-----|-------|
| No. App Stores        | 1    | 1   | 1    | 2   | 3     |
| No. Apps              | 1    | 7   | 19   | 185 | 1,430,091 |
| No. App Categories    | 1    | 4   | 6    | 10  | 35    |
| No. App Reviews       | 80   | 1,000 | 2,800| 4,400 | 41,793 |

approach. This was practiced for evaluating Classification (Li et al. 2017), Clustering (Guzman and Maalej 2014; Vu et al. 2015a; Palomba et al. 2017), Information Extraction (Johann et al. 2017; Li et al. 2017), Searching and Information Retrieval (Wei et al. 2017), and Recommendation (Shams et al. 2020).

Seven studies used other software artefacts as an evaluation baseline rather than creating an annotated dataset (Gao et al. 2015; Man et al. 2016; Gao et al. 2018b; Uddin et al. 2020; Srisopha et al. 2020a; Srisopha et al. 2020c; Xiao et al. 2020). To evaluate Recommendation (e.g., determining priorities for reported issues), the studies compared recommended priorities for issues with priorities for the issues reported in user forums or changelogs; to assess the quality of Clustering, the studies benchmarked the output of their approaches with topics from app changelogs; whereas to evaluate their approaches in Recommending reviews that need to be responded, the studies used information of already responded reviews that developers posted in app stores.

3.5.2 User Study

Twenty three studies evaluated their review mining approaches through user studies (Guzman et al. 2014; Chen et al. 2014; Gu and Kim 2015; Guzman et al. 2015; Villarroel et al. 2016; Maalej et al. 2016; Panichella et al. 2016; Di Sorbo et al. 2016; Di Sorbo et al. 2017; Ciurumelea et al. 2017; Palomba et al. 2017; Ciurumelea et al. 2018; Greenheld et al. 2018; Liu et al. 2018; Gao et al. 2018b; Dalpiaz and Parente 2019; Scalabrino et al. 2019; Liu et al. 2019; Zhou et al. 2020; Gao et al. 2020; Tao et al. 2020; Shams et al. 2020; Liu et al. 2020). The objective of these evaluation was to qualitatively assess how the approach and/or their facilitated analysis are perceived by intended users (e.g., software engineers). Such evaluation procedure typically consists of the following steps: (i) define an evaluation subject and assessment criteria, (ii) recruit participants, (iii) instruct participants to perform a task with an approach or a produced analysis, (iv) elicit participant’s opinion of the approach through questionnaire and/or interviews.

We looked in details at how studies perform each of the steps. The extracted data yields the following insights:

Evaluation Subjects User studies evaluated the following types of app review analyses: Clustering, Classification, Sentiment Analysis, Information Extraction, Search and Information Retrieval, Recommendation, Summarization, and Visualization.
**Table 19** Reference mapping of user studies with breakdown of evaluation criterion and app review analysis

| Criterion   | App Review Analysis |
|-------------|----------------------|
| **Accuracy**| Information Extraction (Gao et al. 2018b; Dalpiaz and Parente 2019), Classification (Villarroel et al. 2016; Panichella et al. 2016; Di Sorbo et al. 2016; Scalabrino et al. 2019), Clustering (Palomba et al. 2017; Zhou et al. 2020), Summarization (Di Sorbo et al. 2017). |
| **Efficiency**| Classification (Chen et al. 2014; Ciurumelea et al. 2017; Ciurumelea et al. 2018), Recommendation (Greenheld et al. 2018; Shams et al. 2020), Summarization (Di Sorbo et al. 2016; Di Sorbo et al. 2017; Liu et al. 2019; Tao et al. 2020). |
| **Informativeness**| Classification (Ciurumelea et al. 2017; Liu et al. 2018; Dalpiaz and Parente 2019), Recommendation (Gao et al. 2020) Summarization (Di Sorbo et al. 2016; Di Sorbo et al. 2017; Tao et al. 2020), Visualization (Guzman et al. 2015; Gao et al. 2018b). |
| **Usability**| Recommendation (Greenheld et al. 2018), Summarization (Di Sorbo et al. 2016; Di Sorbo et al. 2017; Dalpiaz and Parente 2019). |
| **Usefulness**| Information Extraction (Guzman et al. 2015; Gao et al. 2018b; Dalpiaz and Parente 2019), Classification (Panichella et al. 2016; Di Sorbo et al. 2016; Maalej et al. 2016; Ciurumelea et al. 2017; Ciurumelea et al. 2018; Liu et al. 2018), Clustering (Palomba et al. 2017), Search and Information Retrieval (Palomba et al. 2017), Sentiment Analysis (Guzman et al. 2015), Recommendation (Villarroel et al. 2016; Scalabrino et al. 2019; Gao et al. 2020; Shams et al. 2020), Summarization (Di Sorbo et al. 2017; Liu et al. 2019; Tao et al. 2020), Visualization (Gu and Kim 2015; Liu et al. 2020). |

**Assessment Criteria** Five evaluation criteria were typically taken into account: 1) Usefulness denoting the quality of being applicable or having practical worth; 2)Accuracy indicating the ability of being correct; 3)Usability signifying the quality of being easy

**Table 20** Reference mapping of user studies with breakdown of the types of participants taking part in the studies

| Sector       | Participant    | Reference                                                                 |
|--------------|----------------|---------------------------------------------------------------------------|
| Academia     | Student        | (Di Sorbo et al. 2017; Ciurumelea et al. 2017; Greenheld et al. 2018; Liu et al. 2018; Gao et al. 2018b; Liu et al. 2019; Tao et al. 2020; Shams et al. 2020; Liu et al. 2020) |
| Researcher   |                | (Chen et al. 2014; Maalej et al. 2016; Di Sorbo et al. 2016; Di Sorbo et al. 2017; Ciurumelea et al. 2018; Liu et al. 2019) |
| Industry     | Architect      | (Maalej et al. 2016)                                                      |
|              | Business Analyst| (Dalpiaz and Parente 2019)                                                |
|              | Developers     | (Guzman et al. 2014; Guzman et al. 2015; Gu and Kim 2015; Panichella et al. 2016; Maalej et al. 2016; Di Sorbo et al. 2016; Palomba et al. 2017; Di Sorbo et al. 2017; Ciurumelea et al. 2017; Liu et al. 2018; Liu et al. 2019; Zhou et al. 2020; Gao et al. 2020; Liu et al. 2020) |
|              | Project Manager| (Maalej et al. 2016; Villarroel et al. 2016; Di Sorbo et al. 2016; Scalabrino et al. 2019) |
|              | Requirement Engineer| (Maalej et al. 2016)                                                      |
|              | Software Engineer| (Di Sorbo et al. 2016; Di Sorbo et al. 2017; Liu et al. 2018; Dalpiaz and Parente 2019) |
|              | Software Tester | (Di Sorbo et al. 2016; Di Sorbo et al. 2017)                                |
to use; 4) Efficiency indicating the capability of producing desired results with little or no human effort; and 5) Informativeness denoting the condition of being informative and instructive. Table 19 provides reference mapping of user studies with a breakdown of evaluation criteria and evaluated subjects.

**Study Participants** The number of participants involved in the study ranges from 1 to 85 with the median of 9 participants. The participants included professionals, scientists and students; Table 20 details the types of participants taking part in user studies and provide references to the corresponding studies.

**Evaluation Procedure** A The participants were instructed to either perform specific task with or without the use of the mining approach being evaluated, to review the outputs produced by the approach, or to simply trial the proposed approach without being given any specific tasks.

---

### RQ4: Empirical Evaluation

- Review mining approaches are evaluated in terms of their effectiveness in performing review analyses and their user-perceived quality.
- To evaluate effectiveness, studies compare outputs of mining approaches with human-generated ones on sample datasets. Most datasets, however, have not been published.
- To assess perceived quality, studies perform user studies with software professionals, scientists and students. Participants are typically tasked to use a mining approach with a certain objective; then assess it based on specific quality criteria e.g., usefulness.

---

### 3.6 RQ5: Empirical Results

We answered RQ5 (how well do existing app review analysis approaches support software engineers) based on data item F13 (evaluation result). The data come from 87 studies reporting results of their empirical evaluations: effectiveness evaluations (83 studies) and user studies (18 studies). We synthesize results of these studies in the subsequent subsections.

#### 3.6.1 Effectiveness Evaluation Results

The methodology that primary studies employed for effectiveness evaluation was too diverse to undertake a meta-analysis or other statistical synthesis methods (Higgins et al. 2019); these studies characterized for example diversity in their treatment (e.g., review mining approach), population (e.g., review dataset) or study design (e.g., annotation procedure). We thus employed ‘summarizing effect estimates’ method (Higgins et al. 2019); Table 21 reports the magnitude and range of effectiveness results that primary studies reported for different review analyses with breakdown of mined information type.16

---

16No effectiveness evaluation was performed w.r.t. content analysis and visualization.
### Table 21  Summary of the results of controlled experiments measuring the effectiveness of app review analysis techniques

| App Review Analysis          | Mined Information   | Results                                                                 |
|------------------------------|---------------------|-------------------------------------------------------------------------|
| Information Extraction       | Features            | Precision range from 21% to 84% (Shah et al. 2019a; Gao et al. 2020) with the median precision of 58% (Guzman and Maalej 2014); recall range from 42% to 77% (Malik et al. 2018; Shah et al. 2019a) with the median recall of 62% (Sänger et al. 2016). |
| User Request                 |                     | Precision range from 85% to 91% (Iacob and Harrison 2013; Iacob et al. 2013a) with the median precision of 91% (Iacob et al. 2016); recall range from 87% to 89% (Iacob and Harrison 2013; Iacob et al. 2013a) with the median recall of 89% (Iacob et al. 2016). |
| NFR                          |                     | Precision at the level of 92% (Groen et al. 2017).                      |
| Classification              | User Request Type   | Precision range from 35% to 94% (Martin et al. 2015; Jha and Mahmoud 2017b) with the median precision of 80% (Song et al. 2020); recall range from 51% to 99% (Jha and Mahmoud 2017b; Puspaningrum et al. 2018) with the median recall of 82% (Peng et al. 2016; Oh et al. 2013). |
| NFR Type                    |                     | Precision range from 63% to 100% (Mercado et al. 2016; Wang et al. 2018) with the median precision of 74% (Yang and Liang 2015; Li and Liang 2017); recall range from 63% to 92% (Yang and Liang 2015; Wang et al. 2018) with the median recall of 79% (Lu and Liang 2017; Jha and Mahmoud 2019). |
| Issue Type                  |                     | Precision range from 66% to 100% (McIlroy et al. 2016; Mercado et al. 2016) with the median precision of 76% (Scoccia et al. 2018); recall range from 65% to 92% (McIlroy et al. 2016; Mercado et al. 2016) with the median recall of 79% (Scoccia et al. 2018). |
| Clustering                  | Similar Reviews     | Accuracy range from 80% to 99% (Phetrungnapha and Senivongse 2019; Noei et al. 2019) with the median accuracy of 83% (Vu et al. 2015a); MojoFM range from 73% to 87% with the median MojoFM of 80% (Villarroel et al. 2016; Scalabrino et al. 2019). |
| Search and Information      | Feature-Specific Review | Precision range from 36% to 83% (Da̧browski et al. 2019; Liu et al. 2019) with the median precision of 70% (Johann et al. 2017); recall range from 26% to 70% (Da̧browski et al. 2019; Liu et al. 2019) with the median recall of 56% (Johann et al. 2017). |
| Retrieval                   | Review-Goal Links   | Precision range from 84% to 85% with the median precision of 85% (Liu et al. 2020; Gao et al. 2020); recall range from 71% to 74% with the median recall of 73% (Liu et al. 2020; Gao et al. 2020). |
|                            | Review-Issue Links  | Precision range from 77% to 79% (Palomba et al. 2015; Noei et al. 2019) with the median precision of 77% (Palomba et al. 2018); recall at the level of 73% (Palomba et al. 2015; Palomba et al. 2018). |
|                            | Review-Code Links   | Precision range from 51% to 82% (Ciurumelea et al. 2017; Grano et al. 2018) with the median precision of 82% (Palomba et al. 2017; Pelloni et al. 2018); recall range from 70% to 79% (Palomba et al. 2017; Ciurumelea et al. 2017) with the median recall of 75% (Pelloni et al. 2018; Grano et al. 2018). |
| Sentiment Analysis          | Feature-Specific    | Precision ranges from 68% to 74% with the median precision of 71%; recall ranges from 64% to 70% with the median of 67% (Bakiu and Guzman 2017; Da̧browski et al. 2020). |
|                            | Review              | Accuracy at the level of 91% (Masrury and Alamsyah 2019).               |
| Recommendation              | User Request Priority | Accuracy range from 72% to 83% with the median accuracy of 78% (Villarroel et al. 2016; Scalabrino et al. 2019); precision range from 60% to 63% with the median precision of 62% (Gao et al. 2015; Gao et al. 2018b). |
|                            | Review Response     | BLEU-4 at the level of 36% (Gao et al. 2019).                           |
| Summarization               | Review Summary      | Recall at the level of 71% (Jha and Mahmoud 2018).                      |
**Information Extraction** The effectiveness of extracting information from reviews depends on the type of mined information. Techniques for extracting features from reviews has the lowest performance: median precision of 58% (Guzman and Maalej 2014) and median recall of 62% (Sänger et al. 2016); and the most diverging results: precision varies from 21% to 84% (Shah et al. 2019; Gao et al. 2020). Techniques for extracting user requests and NFRs from reviews have higher performance with a median precision above 90% (Iacob et al. 2016; Groen et al. 2017) and only small variations between techniques.

**Classification** App reviews can be classified by information types these reviews contain, such as user requests, NFRs and issues. State-of-the-art review classification techniques have a median precision above 81% (Yang and Liang 2015; Lu and Liang 2017; Deshpande and Rokne 2018; Scoccia et al. 2018) and median recall around 83% (Peng et al. 2016; Lu and Liang 2017; Scoccia et al. 2018; Nayebi et al. 2018; Jha and Mahmoud 2019).

**Clustering** Studies have shown the accuracy of clustering semantically related reviews to be 83% (Vu et al. 2015); this result is in line with findings concerning the quality of review clustering, where authors reported MojoFM of 80% (Villarroel et al. 2016; Scalabrino et al. 2019).

**Search and Information Retrieval** Mining approaches showed effectiveness in retrieving reviews to specific information needs; in particular, the results show that tracing information between reviews and issues in ticketing systems and between reviews and source code can be precise: the median precision above 75% (Palomba et al. 2017; Palomba et al. 2018; Pelloni et al. 2018); and complete: median recall above 70% (Palomba et al. 2015; Palomba et al. 2018; Pelloni et al. 2018; Grano et al. 2018); whereas linking reviews to goals in goal-models have been achieved with the median precision of 85%; and the median recall of 73% (Liu et al. 2020; Gao et al. 2020) Similarly, finding reviews related to specific features has been reported with 70% of precision and recall of 56% (Johann et al. 2017). The variability of the results e.g., precision between 36%-80% (Dąbrowski et al. 2019; Liu et al. 2019), however, may lead to inconclusive findings.

**Sentiment Analysis** The overall sentiment of a review can be identified with an accuracy of 91% (Masrury and Alamsyah 2019). Identifying the sentiment of a review with respect to a specific app feature is less effective with the median precision of 71% and the median recall of 67% (Bakiu and Guzman 2017; Dąbrowski et al. 2020).

**Recommendation** Recommending priorities for user requests was reported with medium to high effectiveness: the median accuracy of 78% (Villarroel et al. 2016; Scalabrino et al. 2019) and precision of 62% (Gao et al. 2015; Gao et al. 2018b). Whereas, generating review responses was reported with BLEU-4 greater than 30% (Gao et al. 2019), which reflects human-understandable text.

**Summarization** Mining techniques were recorded to generate a compact description outlining the main themes present in reviews with recall of 71% (Jha and Mahmoud 2018).

---

17The metrics quantifying the quality of generated text on a scale of 0% to 100%.
3.6.2 User Study Results

Twenty three studies evaluated user-perceived quality of review mining approaches. Table 22 provides synthesis of user study results that primary studies reported for different review analyses with breakdown of evaluation criterion.

Information Extraction Extracting information from reviews e.g., issue reports and user opinions is useful for developers (Gao et al. 2018b); it can help to elicit new requirements or prioritize development effort (Guzman et al. 2015; Dalpiaz and Parente 2019). In particular, machine learning techniques are able to identify issues with acceptable accuracy (Gao et al. 2018b); feature extraction methods instead produce too imprecise analyses to be applicable in practice (Dalpiaz and Parente 2019).

Classification Review classification showed their utility for identifying different users’ needs e.g., feature requests, or bug reports (Di Sorbo et al. 2016; Panichella et al. 2016; Maalej et al. 2016; Ciurumelea et al. 2017; Liu et al. 2018; Ciurumelea et al. 2018; Zhou et al. 2020). Such categorized feedback is informative and ease further manual review inspection (Ciurumelea et al. 2017; Liu et al. 2018; Dalpiaz and Parente 2019). Practitioners reported to save up to 75% of their time thanks to the analysis (Chen et al. 2014; Ciurumelea et al. 2017; Ciurumelea et al. 2018); and that their accuracy is sufficient for the practical application (Villarroel et al. 2016; Di Sorbo et al. 2016; Panichella et al. 2016; Scalabrino et al. 2019).

Clustering Review clustering is convenient for grouping feedback conveying similar content; for example, those reporting the same feature request or discussing the same topic (Palomba et al. 2017; Zou et al. 2020). Evaluated approaches can perform the analysis with a high level of precision and completeness (Palomba et al. 2017; Zou et al. 2020).

Searching and Information Retrieval Developers admitted the usefulness linking reviews to the source code components to be changed (Palomba et al. 2017); the task traditionally requires an enormous manual effort and is highly error-prone.

Sentiment Analysis Analyzing user opinions can help to identify problematic features and to prioritize development effort to improve these features (Guzman et al. 2015).

Recommendation Project managers found recommending priorities of user requests useful for release planning (Villarroel et al. 2016; Scalabrino et al. 2019); it can support their decision-making w.r.t. requirements and modifications that users wish to address. Developers perceived an automatic review response system as more usable than the traditional mechanism (Greenheld et al. 2018); recommending reviews that require responding and suggesting responses to the reviews can reduce developers’ workload (Greenheld et al. 2018). Similarly, recommending goals that an app needs to satisfy is informative and may guide this app evolution (Gao et al. 2020); whereas suggesting test cases triggering bugs can be useful for developers to reproduce bug-related user reviews; and save cost on manual bug reproduction (Shams et al. 2020).

Summarization Compact description outlining most important review content is useful for developers in their software engineers activities (Di Sorbo et al. 2017; Liu et al. 2019; Tao
| App Review Analysis         | Criterion     | Results                                                                                                                                 |
|-----------------------------|---------------|-------------------------------------------------------------------------------------------------------------------------------------------|
| Information Extraction      | Accuracy      | Machine learning techniques extracts issues with acceptable accuracy (Gao et al. 2018b); collocation algorithms generate too many false positives for feature extraction (Dalpiaz and Parente 2019). |
|                             | Usefulness    | Extracting issues is useful for app maintenance (Gao et al. 2018b); feature extraction may help to analyze user opinions, and to prioritize development effort (Guzman et al. 2015; Dalpiaz and Parente 2019). |
| Classification              | Accuracy      | Classifying reviews by types of user requests, topics is sufficient for practical use (Paniccella et al. 2016; Villarroel et al. 2016; Di Sorbo et al. 2016; Scalabrino et al. 2019); ML techniques are superior in accuracy to simple NLP (Dalpiaz and Parente 2019). |
|                             | Efficiency    | Classifying reviews automatically (e.g., by user requests) could reduce up to 75% of the time that app developers spend for a manual feedback inspection (Chen et al. 2014; Ciurumelea et al. 2017; Ciurumelea et al. 2018). |
|                             | Informativeness| Grouping feedback by topics is instructive; a group may express shared users’ needs specific to e.g., app features, emerging issues, new requirements (Ciurumelea et al. 2017; Liu et al. 2018; Dalpiaz and Parente 2019). |
|                             | Usefulness    | Classifying reviews is useful for identifying different users’ needs (Di Sorbo et al. 2016; Paniccella et al. 2016; Liu et al. 2018); comprehending reported issues and problematic features (Maalej et al. 2016; Ciurumelea et al. 2017; Ciurumelea et al. 2018; Liu et al. 2018). |
| Clustering                  | Accuracy      | Clustering reviews conveying semantically similar information is performed with high precision and completeness (Palomba et al. 2017; Zhou et al. 2020). |
|                             | Usefulness    | Useful for grouping reviews bearing a similar message e.g. reporting the same issues (Palomba et al. 2017). |
| Search and Information      | Usefulness    | Helpful for linking reviews to source components (e.g., methods, class or field name) (Palomba et al. 2017). |
| Retrieval                   |               |                                                                                                                                 |
| Sentiment Analysis          | Usefulness    | Helpful for detecting user opinions about app features; it can support prioritising development effort to improve these features (Guzman et al. 2015). |
Table 22 (continued)

| App Review Analysis | Criterion | Results |
|---------------------|-----------|---------|
| Recommendation      | Efficiency| Suggesting reviews requiring responses lower app developers’ workload (Greenheld et al. 2018); suggesting test cases triggering bugs can save developers’ effort on manual bug reproduction (Shams et al. 2020). |
|                     | Informativeness| Recommending users’ goals that an app needs to satisfy is informative from the developers’ perspective (Gao et al. 2020). |
|                     | Usability| Automatic review response system shows higher usability compared to the original app store mechanism; survey respondents favored the system (Greenheld et al. 2018). |
|                     | Usefulness| Recommending priority of user requests is useful for release planning (Villarroel et al. 2016; Scalabrino et al. 2019); suggesting goals an app needs to satisfy may support this app evolution (Gao et al. 2020); whereas recommending test cases triggering bugs can help developers to reproduce bug-related user reviews (Shams et al. 2020). |
| Summarization       | Accuracy| Summarizing topics and requests that users post can be made with high accuracy (Di Sorbo et al. 2017). |
|                     | Efficiency| Prevents more than half of the time required for analyzing feedback (Di Sorbo et al. 2016; Di Sorbo et al. 2017; Tao et al. 2020); it helps to immediately understand user opinions, user requests or security issues (Liu et al. 2019; Tao et al. 2020). |
|                     | Informativeness| Listing user requests (e.g., bug reports), topics or security issues through a summary table is informative and expressive for software engineers (Di Sorbo et al. 2016; Di Sorbo et al. 2017; Tao et al. 2020). |
|                     | Usability| Table showing frequently posted user requests, and topics is easy to read (Di Sorbo et al. 2016; Di Sorbo et al. 2017; Dalpiaz and Parente 2019). |
|                     | Usefulness| Summarizing user requests, topics and/or security issues that reviews convey is useful for better understanding users’ needs (Di Sorbo et al. 2017; Liu et al. 2019; Tao et al. 2020). |
| Visualization       | Informativeness| Presenting what topics users discuss and how they change over time can inform about emerging issues (Gao et al. 2018b), or relevant user opinions (Guzman et al. 2014). |
|                     | Usefulness| Showing heat-map of feature-specific sentiments or their trends over time can help developers to identify problematic features (Gu and Kim 2015); and to understand to what extent an app satisfied users’ goals (Liu et al. 2020). |
et al. 2020); in particular, summaries conveying information about frequently discussed topics, user opinions, user requests and security issues. Facilitating this information in a tabular form is easy to read and expressive (Di Sorbo et al. 2016; Di Sorbo et al. 2017; Dalpiaz and Parente 2019). Such summaries are generated with sufficient accuracy to be used in practical scenarios (Di Sorbo et al. 2017; Tao et al. 2020); in fact, developers reported to save up to 50% of their time thanks to the analysis (Di Sorbo et al. 2016; Di Sorbo et al. 2017; Liu et al. 2019; Tao et al. 2020).

**Visualization** Presenting trends of frequently discussed topics can inform developers about urgent issues, ‘hot features’, or popular user opinions (Guzman et al. 2014; Gao et al. 2018b). Heat-map illustrating feature-specific sentiment (i.e., user options) help developers to understand users experience with these features (Gu and Kim 2015); it indicates which features users praise and which are problematic. Visualizing how user opinions change over time aids developers in examining users’ reactions e.g., to newly implemented modifications for these features; and understanding to what extent an app satisfies users’ goals (Liu et al. 2020).

| RQ5: Evaluation Results |
|-------------------------|
| – Mining approaches perform well for 5 broad app review analyses: (1) Classification; (2) Clustering; (3) Searching and Information Retrieval; (4) Recommendation and (5) Summarization. |
| – Software engineers generally consider app review analyses useful. The analyses can ease their SDLC activities; reduce their workload; and support their decision-making. |
| – Software engineers find accuracy of most app review analyses promising for the practical usage; yet the quality of (6) Information Extraction and (7) Sentiment Analysis seem to be insufficient. |

## 4 Discussion

In this section we highlight and discuss some of the findings from our study, summarize literature gaps, pointing to directions for future research.

### 4.1 Mining App Reviews Is a Growing Research Area

Mining app reviews for software engineering is a relatively new research area. The first use of app reviews for software engineering purposes can be dated back to 2012. Nevertheless, the analysis of demographics has revealed that the research area increasingly attracts the attention of scholars. The number of papers published in line with the directions has grown substantially in the last three years. A recent survey in app store analysis found 45 papers relevant to app review analysis published up to 2015 (Martin et al. 2017). Our findings show that the number of published papers in the area has quadrupled by the end of 2020. The most frequent venues where scholars have published their work concern high-quality software engineering conferences and journals (see Table 5). These imply there is not only increasing effort on exploring the research direction, but also suggest contributions of these efforts are relevant from a software engineering perspective; in fact, empirical evidences
(RQ5) demonstrate that software engineers find mining app reviews useful in support of their SDLC activities; mining approaches can reduce their workload; facilitate knowledge that would be difficult to obtain manually. As other work (Martin et al. 2017), we also hypothesize factors leading to the research interest in the field concerns increased popularity of mobile apps, an easy access to user feedback on a scale not seen before as well as a general interest in adopting data mining techniques for mining software repository.

4.2 Software Engineering Goals and Use Cases

App reviews analysis has broad applications in software engineering (RQ3). It can be used to support a variety of activities in requirements, design, testing and maintenance (see Table 6). Researchers however do not always clearly describe the envisioned software engineering use cases for their techniques.

So far, research in this area has been driven mostly by the opportunity to apply ML techniques on app reviews. Most studies (61%) relate their approaches to potential software engineering activities, but the remain vague about details of how they envision the techniques to be used in practice. A greater focus on software engineering goals and use cases would increase the relevance and impacts of app review analysis techniques. This systematic literature review includes a complete inventory of already envisioned software engineering use cases for the various app review analysis technique (RQ3). This inventory can provide the basis for a more detailed investigation of software engineering goals and use cases for app review analysis tools. This investigation will contribute to designing future app review analysis tools that best serves the needs of software engineers.

4.3 Need Of Reference Model For Review Mining Tools

Reference model of stakeholders goals, use cases and system architectures for review mining tools would help structuring research efforts in this area, and communicate how fitting review mining techniques together help to address real stakeholders’ needs. In the future, scholars can elaborate such model by generalizing existing review mining solutions; explaining how different components help to realize intended use cases and satisfy stakeholders’ goals. The model would also help researchers to identify and reuse common components in a typical architecture of review mining tools as well as explain the novelty and contribution of their work within that framework.

4.4 Small Size Of Evaluation Datasets

A great deal of effort has been made to evaluate the effectiveness of data mining techniques (RQ4). Primary studies, however, used evaluation datasets of small size (on average 2,800 reviews). This is a tiny portion of user-submitted feedback in app stores. Popular mobile apps (like WhatsApp or Instagram) can receive more than 5,000 reviews per day, and more than one million reviews in a year (App Annie 2020). This is a significant threat to the validity of their results when trying to generalize them e.g., (Ciurumelea et al. 2017; Deo-cazed et al. 2017a; Dąbrowski et al. 2019). The problem is attributed to the substantial effort of manual review annotation; labeling 900 reviews can take up to 12.5 hours (Guzman and Maalej 2014). As none of the surveyed studies tried to tackle the problem, it opens an avenue for future research. Researchers may experiment with semi-automated data labeling techniques currently exploited to minimize effort for preparing training datasets (Decadez et al. 2017b; Dhinakaran et al. 2018; Miller et al. 2020). Providing the problem was
handled, scholars should still be mindful of a sampling bias when curating dataset (Annis 2005). Techniques to ameliorate the latter problem, however, has been well-studied in a recent study (Martin et al. 2015).

### 4.5 Replication Packages

Most papers did not make available their review mining tools and evaluation datasets (see Table 16 and Table 17). This hinders the replicability of these works as well as new comparative studies. Our survey contains a single replication study and that study reported the challenge in validating results of the original work due the absence of annotated dataset and insufficiently documented evaluation procedure (Shah et al. 2019a). Future studies should provide replication packages, including evaluation datasets, procedures, and approaches so that researchers will be able to validate existing works and confirm reported findings. It will also help in benchmarking approaches and provide a baseline for evaluating new approaches aiming at improving performance of review mining techniques.

### 4.6 Impacts On Software Engineering Practice

It is not yet clear whether app review analysis techniques are already good enough to be useful in practice (RQ5). Identifying what performance the approaches should have to be useful for software engineers is an important open question (Berry 2017; 2018). Essentially, an approach facilitating review analysis should synthesize reviews so that the effort for further manual inspection of the outcomes of that analysis would be negligible or at least manageable. Clearly, the effort would depend on a scenario an approach aims to realize. In addition to evaluating review analysis tools in terms of ML performance metrics (e.g. precision and recall), it will become increasingly important to evaluate them in terms of software engineering concerns: Does it save time? Does it improve the quality of, for example, the requirements elicitation and prioritisation process? etc. Evaluating techniques with respect to software engineering concerns is more difficult but necessary to ensure research efforts are aligned with real stakeholders’ goals. Such evaluation will involve a combination of quantitative and quantitative studies aimed at reducing our current uncertainty about potential impacts of review mining techniques on software engineering activities.

### 4.7 Practitioners’ Requirements For App Review Mining Tools

Numerous tools have been developed in the context of app review analysis research; they satisfy requirements coming mainly from scholars rather than practitioners. We have recorded no research studying what features the tools should facilitate nor what goals they should satisfy. The current research is data-driven rather than goal-driven. The studies apply different types of app review analyses and techniques to mine information from app reviews without explicitly examining the practitioners’ perspective. It is not clear to what extent the tools satisfy the real practitioners’ goals. Though existing user studies provides evidences software practitioners find certain types of analyses valuable e.g., Classification (Palomba et al. 2017), yet more systematic research is necessary in such directions to understand practitioners’ needs. Future research should plan to actively involve practitioners, for example via interview sessions or the analysis of their development practices, to understand why the tools are needed; what SE goal they want to satisfy with the tools; what features the tools should facilitate; and how the tool would be used in the organizational settings. Such knowledge will help to understand the actual use cases scenarios of the tools, and to
identify whether there is misalignment between what state-of-the-art tools offer and what practitioners actually need.

4.8 Verifying the Industrial Needs for App Review Analysis

Most studies motivated their mining approaches to reduce the manual effort for app review analysis. Such rationale seems to be reasonable in the context of popular apps (e.g., WhatsApp or Facebook Messenger) that are frequently commented and receive hundreds or thousands reviews per day. However, an average app receives 22 reviews per day (Pagano and Maalej 2013). It seems therefore legitimate to study the potential impact of the app review analysis research on the app store industry; and to what extent the mining tools would be useful in the industrial settings. Such a study could address this problem from multiple perspectives e.g., what small, medium and large app development organization are interested in app review mining tools? who in the organization would use the tools? is the manual app review analysis ‘the real pain’ of the practitioners? if so, how ‘the pain’ manifests itself? are any tasks obstructed? is the problem generating additional costs? Answering the questions could help to understand who are the actual beneficiaries of the app review analysis research; and what is the size of that market. Not only it would help to scope and justify the future research directions, but it would also provide insights to commercializing this research.

4.9 Pay Attention to Efficiency and Scalability of Mining Tools

Primary studies are mostly focused on evaluating effectiveness and perceived quality of their mining tools. We however recorded no study focused on assessing the efficiency and scalability of their tools; studying the efficiency informs how much time the tools take to produce their outcomes; whereas scalability informs how the time changes when the input of the tools increase. Efficiency and scalability are fundamental qualities of analytics tools (Talia 2019); app review mining tools are no exception. The number of reviews that an app receives can vary from a few to more than thousands. Existing approaches e.g., for feature extraction (Guzman and Maalej 2014) or app review classification (Maalej and Nabil 2015) rely on NLP and ML techniques that may be challenging to scale-up (Analytics India Mag 2020). Future studies, therefore, should take the efficiency and scalability into consideration when developing and evaluating their mining tools to demonstrate the tools can be used in the practical settings.

4.10 The Problem of Training ML Techniques

Machine learning is the most frequent type of techniques used for app review analysis (RQ2). Most of these techniques, however, are supervised one and requires a training dataset consisting of manually annotated reviews. Preparing manually annotated dataset is time-consuming and often error-prone (Guzman and Maalej 2014). More importantly, such annotated dataset might be domain- and time-specific; an annotated reviews of one app might not be re-usable for training a technique for the feedback of the other app; further, the dataset may be prone to data drift - a phenomenon in which the characteristics of app reviews change over the time. In such a case, ML technique must be periodically trained with up-to-date training dataset to maintain their predictive abilities (Explorium 2020). Recent studies thus experimented with active learning (Dhinakaran et al. 2018) and semi-supervised techniques (Deocadez et al. 2017b) to reduce the cost of annotating a large amount of data.
More research is however needed to understand how many reviews should be annotated for preparing a training dataset when the techniques is used in the industrial settings; how often such dataset needs to prepared; and whether or not the practitioners would accept the cost of preparing this dataset.

5 Threats to Validity

One of the main threats to the validity of this systematic literature review is incompleteness. The risk of this threat highly depends on the selected list of keywords forming search queries. To decrease the risk of an incomplete keyword list, we have used an iterative approach to keyword-list construction. We constructed two queries: generic and one specific. The generic query was formed using keywords appearing in the index of terms in sample studies analysing app reviews for SE. Specific query was formed based on a set of keywords representing concepts of our research objective. As in any other literature survey, we are also prone to a publication bias. To mitigate this threat, we complemented a digital library search with other strategies. We conducted an issue-by-issue search of top-level conferences and journals as well as performed a backward and forward snowballing.

To ensure the quality and reliability of our study, we defined a systematic procedure for conducting our survey, including research questions to answer, searching strategies and selection criteria for determining primary studies of interest. We conducted a pilot study to assess the technical issues such as the completeness of the data form and usability issues such as the clarity of procedure instructions. The protocol was reviewed by the panel of researchers in addition to the authors of the study. It was then revised based on their critical feedback. Consequently, the selection of primary studies followed a strict protocol in accordance to well-founded guidelines (Kitchenham 2004; Kitchenham et al. 2004; Ralph et al. 2020).

Another threat to validity we would like to highlight is our subjectivity in screening, data extraction and classification of the studied papers. To mitigate the threat, each step was performed by one coder, who was the first author of this paper. Then, the step was cross-checked by a second coder. Each step was validated on a randomly selected sample of 10% of the selected papers. The percentage inter-coder agreement reached for all the phases was equal or higher than 80%, indicating high agreement between the authors (Ide and Pustejovsky 2017). In addition, the intra-rater agreement was performed. The first author re-coded once again a randomly selected sample of 20% of studied papers. Then an external evaluator, who has no relationship with the research, verified the agreement between the first and the second rounds. The percentage intra-coder agreement was higher than 90%, indicating near complete agreement (Ide and Pustejovsky 2017).

A similar threat concerns whether our taxonomies are reliable enough for analysing and classifying extracted data. To mitigate this threat, we used an iterative content analysis method to continuously develop each taxonomy. New concepts which emerged when studying the papers were introduced into a taxonomy and changes were made respectively. These taxonomies were discussed between all the authors and agreed upon their final form.

6 Related Work

This review is not the first effort synthesizing knowledge from the literature analysing app reviews for SE (Martin et al. 2017; Genc-Nayebi and Abran 2017; Tavakoli et al. 2018; Noei
and Lyons 2019). Our SLR, however, differs substantially from previous studies in scope of the literature surveyed and depth of our analysis. Table 23 shows the differences between our study and previous works in accordance with dimensions we considered for the comparison. We grouped the dimensions into information related to study characteristics and topics surveyed in our study. The characteristics concern study type (i.e., systematic literature review or survey), time period covered and number of papers surveyed. The topics concern: Paper Demographics, App Reviews Analyses (RQ1), Mining Techniques (RQ2), Supporting Software Engineering (RQ3), Empirical Evaluation (RQ4) and Empirical Results (RQ5).

Martin et al. (2017) surveyed literature with the aim to demonstrate a newly emerging research area i.e., app store analysis for software engineering. The scope of their survey is much broader than of our study, as it covers literature analyzing various types of app store data (e.g., API, rank of downloads, or price). Our work has much narrower scope, focussing only on app review analysis, but studies the paper in greater depths in order to answer our five research questions.

Though the related survey also addresses (RQ1), our study is more up-to-date and larger in scale, covering 182 papers. More importantly, most dimensions of our SLR i.e., RQ2-RQ5, are missing in this other study.

Two other studies addressed our RQ2, but partially, as they are narrower in scope (Genc-Nayebi and Abran 2017; Tavakoli et al. 2018). Tavakoli et al. (2018) surveyed the literature in the context of techniques and tools for mining app reviews. Similarly, Genc-Nayebi and Abran (2017) consolidated literature to synthesize information on techniques for opinion mining. Our SLR addresses the dimension more broadly, rather than in context of techniques for a specific review analysis or tool-supported approaches. We have made an effort to consolidate general knowledge on techniques the literature employs for 9 broad types of review analyses. We also provided mapping between different review analyses and techniques facilitating their realization.

Noei and Lyons (2019) summarized 21 papers analysing app reviews from Google Play. The authors provided an overview of each paper, briefly explaining the applications, and mention their limitations. The surveyed papers were selected subjectively, rather than following a systematic searching procedure. In contrast, our study is a SLR rather than a summary. Following a systematic procedure, we selected 182 studies that we carefully read and then synthesized to answer five research questions. The related work marginally covers information for RQ1 and RQ2.

| Dimensions                  | Our Study | Martin (2017) | Genc-Nayebi (2017) | Tavakoli (2018) | Noei (2019) |
|-----------------------------|-----------|---------------|--------------------|-----------------|-------------|
| Study Type                  | SLR       | Survey        | SLR                | SLR             | Survey      |
| Time Period                 | '10-'20   | '00-'15       | '11-'15            | '11-'17         | '12-'19     |
| No. Papers                  | 182       | 45            | 24                 | 34              | 21          |
| Paper Demographics          | ✓         | ✓             | ✓                  | ✓               | ✓           |
| App Review Analyses (RQ1)   | ✓         | ✓             |                    |                 | ✓           |
| Mining Techniques (RQ2)     | ✓         |               | ✓                  | ✓               | ✓           |
| Supporting SE (RQ3)         | ✓         |               |                    |                 |             |
| Empirical Evaluation (RQ4)  | ✓         |               |                    |                 |             |
| Empirical Results (RQ5)     | ✓         |               |                    |                 |             |
In summary, previous studies do not cover our research questions related to software engineering activities (RQ3) and empirical evaluations (RQ4 and RQ5). They partly cover our research questions RQ1 and RQ2 but on a smaller set of papers and in less details.

7 Conclusion

In this paper, we presented a systematic literature review of the research on analysing app reviews for software engineering. Through systematic search, we identified 182 relevant studies that we thoroughly examined to answer our research questions. The findings have revealed a growing interest in the research area. Research on analysing app reviews are published in the main software engineering conferences and journals e.g., ICSE, TSE or EMSE and the number of publications has tripled in the last four years. The research in this area will likely continue to gain importance as a consequence of increased interest in mobile app development.

This systematic literature review structures and organizes the knowledge on the different types of app review analyses as well as data mining techniques used for their realization. With that knowledge, researchers and practitioners can understand what useful information can be found in app reviews, and how app review analysis can be facilitated at abstract and technical levels. More importantly, the literature review provides a new light on why mining app reviews can be useful; the findings identifies 14 software engineering activities that have been the target of previous research on app review analysis. Important future research for app review analysis will involve developing a deeper understanding of the stakeholders’ goals and context for app review analysis tools in order to increase the applicability, relevance and value of these tools.

The findings have revealed that software engineers find mining approaches useful and with promising performance to generate different app review analyses. It however remains unclear to what extent these approaches are already good enough to be used in practice.

It will become increasingly important to evaluate them in terms of software engineering specific concerns: Does it improve the quality of, for example, the requirements elicitation and prioritization process? We also recommend empirical evaluation will continue to improve in scale and reproducibility. Research in this area is currently inconsistent quality in terms of evaluation method and ability for the research to be reproduced. Future studies should share evaluation datasets and mining tools, allowing their experiments to be replicated. They should also pay more attention to the scalability and the efficiency of their mining approaches.

In conclusion, this study helps to communicate knowledge on analyzing app reviews for software engineering purposes. We hope our effort will inspire scholars to advance the research area and assist them in positioning their new works.
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