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Abstract

High-assurance security systems require strong isolation from the untrusted world to protect the security-sensitive or privacy-sensitive data they process. Existing regulations impose that such systems must execute in a trustworthy operating system (OS) to ensure they are not collocated with untrusted software that might negatively impact their availability or security. However, the existing techniques to attest to the OS integrity fall short due to the cuckoo attack. In this paper, we first show a novel defense mechanism against the cuckoo attack, and we formally prove it. Then, we implement it as part of an integrity monitoring and enforcement framework that tests the trustworthiness of the OS from 3.7× to 8.5× faster than the existing integrity monitoring systems. We demonstrate its practicality by protecting the execution of a real-world eHealth application, performing micro and macro-benchmarks, and assessing the security risk.

1 Introduction

High-assurance security systems [27, 23, 48] leverage trusted execution environments (TEEs) [18, 51, 4] because TEEs offer strong integrity and confidentiality guarantees in the face of untrusted privileged software, i.e., firmware, hypervisors, operating system (OS), and administrators. However, applications executing in a TEE cannot exist without the OS, which manages the computing resources and controls applications’ life cycles. Thus, a trustworthy OS is an essential element of each high-assurance security system because it guarantees its safety and security. Otherwise, an untrustworthy OS might run malware that halts the victim application or steals secrets from the TEE via side-channel attacks [79, 87], as depicted in Figure 1. Germany introduced regulations requiring high-assurance security systems in the eHealth domain [27] to execute inside TEE on a trustworthy OS [26]. State-of-the-art mechanisms to attest to the OS’s trustworthiness rely on the trusted platform module (TPM) [76], a secure element storing and certifying integrity measurements of firmware and OS. Unfortunately, the TPM is vulnerable to the cuckoo attack (a.k.a. relay attack) [63, 21] that makes the TPM attestation untrustworthy. We propose a novel defense mechanism against the TPM cuckoo attack, and we implement it as part of the framework responding to the German eHealth systems regulations [26].

The integrity measurement architecture (IMA) [74] and the dynamic root of trust for measurements (DRTM) [70] are state-of-the-art mechanisms providing OS integrity auditing and enforcement. The DRTM securely loads the kernel to the memory, and IMA, which is part of that kernel, ensures that the kernel loads only software whose integrity is certified with a digital signature. Both technologies, when used together, ensure the load-time integrity of the kernel and software loaded to the memory during the OS runtime. Specifically, the DRTM, a hardware technology implemented in the CPU, stops all cores except one, disables interrupts, measures the to-be-loaded kernel, and executes the kernel with the IMA integrity enforcement
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software integrity (and communicates with the TPM to check the computer verifier). In this attack, an adversary certifies the software integrity of the underlying computer using DRTM [28, 46, 16]. However, the TPM remote attestation is prone to the cuckoo attack, which is a security issue for TPM-based systems. Consequently, high-assurance techniques complement each other, allowing for mitigating the cuckoo attack. Hence, the high TPM communication latency (including signature generation) makes the distance bound unfeasible [63, 46], and requires stable measurement conditions in which extraneous OS services are suspended during the TPM communication [24] — impractical assumptions for real-world DCs. Flicker [57] adapts another approach. It exploits DRTM to run an application in isolation from the untrusted OS, allowing it to communicate with the TPM directly. Flicker is insufficient for the targeted systems like [27] because i) it does not attest to the computer location, making the DRTM attestation untrustworthy because of simple hardware attacks [83] and cold-boot attacks [32] and ii) while it permits to split applications in multiple services that run isolated, it does not support systems with moderate throughput and latency requirements. In more detail, DRTM provides isolation in which the entire CPU executes a single service at a time and a single context-switching takes 10-100s of milliseconds [57, 56]. It results in an estimated program execution’s throughput of about 1-10 requests per computer per second when running multiple eHealth services, like [26]. A practical solution requires that hundreds of services are processed in parallel per computer. We require an improvement of at least one order of magnitude in throughput compared to Flicker. Other approaches [19, 20] fall short in the context of the TPM because i) the TPM is a passive device controlled by software that could counterfeit its communication with external devices and ii) they would require human interaction during each computer boot.

The limitations of the existing solutions motivate us to propose a new automatic, practical at the data center-scale defense mechanism that deterministically detects the cuckoo attack and allows for the processing of parallel requests. We demonstrate that despite the differences in their threat models and designs, TEE and TPM-based techniques complement each other, allowing for mitigating the cuckoo attack. Consequently, high-assurance se-

Figure 1: An adversary must run arbitrary software to mount a software side-channel attack that can compromise the confidentiality guarantee of Intel SGX. Colors are consistent across all figures.

The TPM enables auditing of the kernel and software integrity because DRTM and IMA store corresponding integrity measurements in the tamper-proof TPM memory. The TPM then certifies the stored measurements to a verifier accordingly with the TPM remote attestation protocol. However, the TPM remote attestation is prone to the cuckoo attack, which is a security issue for TPM-based systems [28, 46, 16]. In this attack, an adversary certifies the software integrity of the underlying computer using certified measurements of another computer (see Figure 3). A verifier connects to the compromised computer and communicates with the TPM to check the computer software integrity (1). The adversary prevents the verifier from accessing the local TPM by redirecting communication to a remote TPM (2). Consequently, the verifier reads the remote TPM, which attests to an arbitrary, trustworthy state (3), not the state of the compromised computer accessed by the verifier.

The existing defenses against the cuckoo attack have limited application in real-world data centers (DCs). The first approach relies on the time side-channel [24, 69] in which a remote TPM is unmasked by observing increased communication latency. This approach requires calculation of hardware-specific statistics, is prone to false positives because the high TPM communication latency (including signature generation) makes the distance bound unfeasible [63, 46], and requires stable measurement conditions in which extraneous OS services are suspended during the TPM communication [24] — impractical assumptions for real-world DCs. Flicker [57] adapts another approach. It exploits DRTM to run an application in isolation from the untrusted OS, allowing it to communicate with the TPM directly. Flicker is insufficient for the targeted systems like [27] because i) it does not attest to the computer location, making the DRTM attestation untrustworthy because of simple hardware attacks [83] and cold-boot attacks [32] and ii) while it permits to split applications in multiple services that run isolated, it does not support systems with moderate throughput and latency requirements. In more detail, DRTM provides isolation in which the entire CPU executes a single service at a time and a single context-switching takes 10-100s of milliseconds [57, 56]. It results in an estimated program execution’s throughput of about 1-10 requests per computer per second when running multiple eHealth services, like [26]. A practical solution requires that hundreds of services are processed in parallel per computer. We require an improvement of at least one order of magnitude in throughput compared to Flicker. Other approaches [19, 20] fall short in the context of the TPM because i) the TPM is a passive device controlled by software that could counterfeit its communication with external devices and ii) they would require human interaction during each computer boot.

The limitations of the existing solutions motivate us to propose a new automatic, practical at the data center-scale defense mechanism that deterministically detects the cuckoo attack and allows for the processing of parallel requests. We demonstrate that despite the differences in their threat models and designs, TEE and TPM-based techniques complement each other, allowing for mitigating the cuckoo attack. Consequently, high-assurance se-

Figure 2: Integrity measurement architecture (IMA) is part of the kernel. It approves software to execute and provides reporting capacity to verify what software has been executed since the load of the kernel.
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curity systems executing inside TEE can attest to the OS integrity. Our solution builds trust in a remote computer starting from a piece of code executing inside the TEE, and then systematically extend it to the entire OS. First, we leverage TEE to settle a trusted piece of code on an untrusted remote computer. We use it to verify that the computer is in the correct DC and mitigate the cuckoo attack. This allows us to extend trust to the TPM, then to the loaded kernel and its integrity-enforcement mechanism and, finally, to software being executed during the OS runtime.

We implement this approach in an integrity monitoring and enforcement framework called SYNERGÍA, which ensures that high-assurance security applications execute on correctly initialized and integrity-enforced OS located in the expected DC. The high-assurance security systems conform to the TEE threat model, while they gain OS integrity guarantees under a less rigorous threat model typical for TPM-based systems. We perform security risk analysis related to the use of these techniques in §6.

Altogether, we make the following contributions:

1. We designed and implemented an integrity monitoring and enforcement framework called SYNERGÍA that:
   - attests to the OS trustworthiness (§1, §3),
   - defends against the cuckoo attack (§5.1, §5.2),
   - provides a reliable approach to estimate the geolocation of physical servers beyond the simple TPM geo-tagging (§4.3),
   - provides local attestation, allowing decentralization of the monitoring system (§4.1, §4.4),
   - the service itself can be remotely attested (§5.4),
   - verifies the compliance of provisioned resources with a given policy (§4.2, §4.4).

2. We assessed the security risk of SYNERGÍA (§6).

3. We demonstrated SYNERGÍA protecting a real-world application in the eHealth domain (§7.1).

4. We evaluated its security and performance (§7).

5. We provided the formal proof of the protocol detecting the cuckoo attack (§7.4).

Figure 3: The cuckoo attack. The verifier connects to the compromised machine (left) and reads the TPM quote to verify its integrity. The quote is, however, retrieved from the remote TPM attached to a legitimate machine (right). The verifier cannot distinguish if the quote comes from the TPM attached to the local or remote machine.

2 Threat Model

We adopt the threat model of organizations, such as governments, banks, and health, legally bound to protect the security-sensitive data they process. In particular, we assume they execute high-assurance security systems in their own DCs or in the hybrid cloud in which security-critical resources are provisioned on-premises. This implies limited and well-controlled access to DCs, allowing us to assume that an adversary, e.g., a rogue operator, cannot perform physical or hardware attacks. To ensure that a high-assurance security system executes inside the DC, we only presume that dedicated computers, called trusted beacons, are located inside that DC and cannot be physically moved outside (§4.3).

Initially, we only trust the CPU (including its hardware features TEE and DRTM) and a small piece of code (the agent). Using the TEE attestation protocol, we ensure that the legitimate agent executes inside the TEE on a genuine CPU on some computer. Then, we use the agent to verify that the computer is located in the correct DC by measuring the proximity to the trusted beacon via a round-trip time distance-bounding protocol. Once we ensure that the agent runs in the correct DC (no physical or hardware attacks), we use it to establish trust with the local TPM with the help of our protocol formally proved to be resistant to the cuckoo attack (§7.4). At this point, we use the TPM to extend the trust to the kernel and its built-in integrity-enforcement mechanism, IMA. Eventually, we use IMA to expand trust to the software loaded during the OS runtime.

High-assurance security systems executing inside the TEE follow the TEE threat model, i.e., operating sys-
tem, firmware, other software, and system administrator are untrusted. The additional guarantees of the operating system integrity follow the threat model of TPM-based systems, i.e., software whose integrity is enforced at load-time behaves in a trustworthy way also during its execution. The runtime integrity of the process can be enforced using existing techniques, such as control-flow integrity enforcement [43], fuzzing [88], formal proofs [89], memory-safe languages [54], or memory corruption mitigation techniques (position-independent executables, stack-smashing protection, relocation read-only techniques). Please note that many of these techniques are applied nowadays by default during the software packaging process, as in the case of Alpine Linux [2].

We assume a financially or governmentally motivated adversary who might gain root access to selected computers inside a DC by exploiting network or OS misconfigurations, exploiting vulnerabilities in the OS, or using social engineering. Her goal is to extract security-sensitive or privacy-sensitive data, e.g., personal data, credentials, or cryptographic material. She can stop or halt individual computers or processes, but she cannot stop all central monitoring service instances responsible for reporting security incidents. We consider an untrusted network where an adversary can view, inject, drop, and alter messages. She can call the API with any parameters and configure the routing, forcing packages to choose faster or slower routes. Our network model is consistent with the classic Dolev-Yao adversary model [22]. We rely on the soundness of the employed cryptographic primitives used within software and hardware components.

3 Design Decisions

Our objective is to provide a design that: i) enforces that only trusted software is executed on a computer; ii) monitors the remote computer OS to verify compliance to integrity requirements; iii) allows high-assurance security systems to get insights into the OSs integrity.

We start by introducing the existing integrity monitoring systems architecture [36, 35, 37] and adjust it to meet the security guarantees required by high-assurance security systems. Figure 4 shows the integrity monitoring architecture where a central server pulls integrity measurements from computers by communicating with dedicated software, the agent. The agent on each computer collects data from the underlying security and auditing subsystems that measure and enforce the OS integrity. Central servers aggregate the data in databases, verify it against whitelists, and notify the security officer about integrity violations. Such architecture relies on the TPM as a root of trust.

1. Enforce the load-time integrity with secure boot and OS integrity enforcement.

Secure boot [82] is the state-of-the-art technology to enforce that only trusted software boots a computer. It relies on the chain of trust where each component measures the integrity (calculates a cryptographic hash) of the next component and executes it only if the hash matches a corresponding digital signature. The measured boot [75, 77] complements it by storing hashes in the TPM, thus enabling auditing.

The integrity measurement architecture (IMA) [66, 74] extends the functionality of measured boot and secure boot to the OS level. IMA is part of the kernel and verifies all files’ integrity (i.e., executables, configuration files, dynamic libraries) before they are loaded to the memory. In particular, IMA-appraisal [33] enforces that the kernel loads files whose hashes are certified with digital signatures stored in the file system (Figure 2). The application execution is halted until a dynamic library is loaded, and fails if the library fails the integrity check. IMA enables auditing by maintaining an IMA log, a dedicated file storing hashes of all files loaded to the memory since the kernel load. It adds each file to the IMA log and stores a hash over it in the TPM before the file is loaded to the memory. Any tampering of the IMA log is detectable because the IMA log’s integrity hash must match the value stored in the TPM.

2. Enable remote attestation to prove that secure boot and integrity enforcement are enabled.

The TPM remote attestation protocol [78] delivers a technical assurance of the computer’s integrity. The TPM chip digitally signs a report (quote) certifying hashes recorded since the computer boot. The hashes reflect loaded firmware and kernel and prove that integrity enforcement mechanisms are enabled. The verifier can check that the quote has not been manipulated because the TPM signs the quote with a signing key that is embedded in the TPM and linked to the certificate authority (CA) of
the TPM manufacturer. However, the monitoring system cannot merely rely on the TPM attestation because it is vulnerable to the cuckoo attack [63]. It is indistinguishable whether an untrusted OS proves its integrity presenting a quote from a local TPM or impersonates a trustworthy OS presenting a quote from a remote TPM.

3. Detect the cuckoo attack by authenticating the TPM with a secret random number.

The monitoring system must ensure that the quote originated from the local TPM, i.e., the TPM that collected integrity measurements from the software components that booted the OS on the underlying computer. We propose to extend the agent with the functionality of checking that it communicates with the local TPM. The general idea consists of sharing a randomly generated secret $\phi$ with the local TPM to identify it uniquely and then use the secret to authenticate the TPM (Figure 5). The main challenge is generating a secret and sharing it with the local TPM without revealing it to an adversary. The main challenge is how to generate a secret and share it with the local TPM without revealing it to the adversary. Otherwise, the adversary can mount the cuckoo attack by sharing it with a remote TPM.

4. Protect the secret in the TPM by relying on the one-way cryptographic hash function.

The TPM contains dedicated memory registers, called platform configuration registers (PCRs), that have important properties; they cannot be written directly, but they can only be extended with a new value using a cryptographic one-way hash function. The operation can be expressed as: $\text{PCR}_\text{extend}(n, \text{value})$: $\text{pcr}[n] = \text{hash}(\text{pcr}[n]||\text{value})$. We propose to extend the secret $\phi$ on top of the existing measurements stored in the PCR to achieve the following properties: i) an adversary cannot extract the secret from the PCR value after the secret is extended to the PCR because the hash function result is not invertible; ii) an adversary cannot reproduce the PCR value in another TPM without knowing the secret, or finding a collision in the hash function; iii) after extending the TPM with the secret, the secret is no longer needed to identify the TPM because the PCR value extended with the secret is unique.

5. Leverage DRTM technology to provide a trusted and measured environment to access the local TPM.

We must ensure that the secret is shared with the local TPM securely. We do it in a trusted environment established by hardware technologies available in modern CPUs because these technologies also permit verification of the established execution environment’s integrity. Therefore, they allow detecting (post-factum) any secret extraction attempt, including software side-channel attacks, because such attacks require violating the kernel or initramfs integrity.

We propose generating the secret and extending it to PCRs inside the initramfs, because DRTM allows for later verification of the kernel and initramfs integrity. Specifically, the DRTM [70], which is a hardware technology that establishes an isolated execution environment to run code on a potentially untrusted computer, can be used during the boot process (i.e., by `boot` [38]) to provide a measured load of the Linux kernel and initramfs.

The integrity measurements performed by DRTM cannot be forged because the TPM offers a dedicated range of PCRs (dynamic PCRs) that can only be reset or extended when the TPM is in a certain locality [40]; Only the code executed by DRTM can enter such locality. Therefore, the presence of measurements in dynamic PCRs confirms that the DRTM was executed, and the comparison of PCRs with the golden values confirms that the secret was shared with the local TPM because the correct TPM driver was used.

---

The initramfs is a minimalistic root filesystem that provides a user space to perform initialization tasks, like loading device drivers, mounting network file systems, or decrypting a filesystem [64], before the OS is loaded.
6. Leverage Intel SGX to transfer the golden TPM PCR value to the OS runtime securely.

Once the secret is shared with the TPM, we must expose the unique local TPM’s identifier (PCR value extended with the secret) to the agent running in the OS. To do so, we leverage Intel software guard extensions (SGX) [18], a hardware CPU extension that provides confidentiality and integrity guarantees to the code executed in so-called enclaves in the presence of an adversary with root access to the computer. It offers a sealing [3] property that permits storing a secret on an untrusted disk where only the same enclave running on the same CPU can read it. The sealing and its revert operation unsealing use a CPU- and an enclave-specific key to encrypt and sign data in untrusted storage. We propose to communicate with the TPM from the inside of an enclave. First, the enclave executes in the initramfs where it shares a secret with the local TPM and seals the expected value of the TPM PCR to the disk. Then, it executes in the untrusted OS, where it authenticates the TPM using the PCR value unsealed from the disk.

7. Leverage the SGX local and remote attestation to expose integrity measurements to the verifiers.

SGX offers local and remote attestation protocols [41]. While both protocols allow verifying that the expected code runs on a genuine Intel CPU, the SGX local attestation also permits two enclaves to learn that they execute on the same CPU. We rely on this property to permit high-assurance security systems to establish trust with the agent running on the same computer. Like this, high-assurance security systems gain access to integrity measurements of the surrounding OS. Similarly, central monitoring services leverage the SGX remote attestation to establish trust with

Figure 5: Defense against the cuckoo attack. The agent shares with the TPM a randomly generated secret $\phi$, which is used later to authenticate the TPM. PCR is the TPM tamper-resistant memory.
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Figure 6: SYNERGÍA architecture. The agent provides access to integrity measurements certified by the local TPM after mitigating the cuckoo attack. High-assurance security system $\epsilon$ and the monitoring controller query the agent to verify the computer geolocation and operating system integrity.

8. Formally prove the protocol of establishing trust between the agent and the TPM.

We use formal verification techniques to prove that the SYNERGÍA protocol is resilient against the cuckoo attack because functional software testing cannot detect protocol errors since they only appear in the presence of a malicious adversary. We rely on automated security protocol verification approaches [47, 11, 5] because they can provide guarantees of the protocol’s correctness [6, 12, 52]. Specifically, we use SAPIC [47] tool to implement a formal model of the SYNERGÍA protocol, verify its integrity, and prove that it is resilient against the cuckoo attack (§7.4).

4 SYNERGÍA architecture

4.1 High-level Overview

Figure 6 shows a high-level overview of the SYNERGÍA architecture, which consists of five entities. A security officer (1) uses a controller (2) to define security policies describing correct (trusted) OS configurations. The controller communicates with agents (3) running on every computer to check whether high-assurance security systems (4) are executed in a trusted environment defined in security policies. Both the controller (3) and the high-assurance security system executing inside SGX (4) systemically query the agent to check if the operating system integrity conforms to the criteria defined inside a se-
curity policy. Note that the integrity measurements are not aggregated or verified centrally. Instead, agents aggregate them and verify them locally on computers. Agents verify their location using trusted beacons (③), services running in a known geographical location, i.e., specific DCs.

We distinguish between two types of verifiers communicating with agents, local and remote verifiers. A local verifier is a high-assurance security system that requires strong confidentiality guarantees (④). An example of such a service is a key management system [15, 48, 30] that executes inside an SGX enclave to protect integrity and confidentiality against privileged adversaries. The local verifier detects violations of the operating system integrity by communicating with the agent running on the same host.

A remote verifier, e.g., (⑦), is an application running on a different computer than the agent. It aims to verify that the remote computer is located in the specific DC and its OS is in the expected state. Typically, a remote verifier checks the integrity of the distributed system’s deployment, i.e., various services distributed over machines, data centers, and availability zones. The controller has broader knowledge about the network load, machine failures, service migrations, software updates. It helps the security officer to manage the deployment while relying on individual services to react autonomously to integrity violations. The controller might be part of the security information and event management (SIEM) system that correlates system behavior to detect multi-faceted attacks [10].

4.2 Policy

The security officer defines security policies (e.g., Listing 1) to declaratively state what software and dynamic libraries are permitted to run on the computer and what is the proper OS configuration. He creates distinct security policies for each high-assurance security system. For example, a key management system has a different policy than a system processing medical data because they use different dynamic libraries, software, and OS configurations. The monitoring controller reduces the burden of creating policies by allowing defining templates that can be combined to build individual policies with overlapping configurations. For example, services running on the same type of OS share the same template that describes software and configuration specific to that OS.

The agent uses the security policy to verify the OS in-

Listing 1: Policy example

```
1 chain: |-
2       -----BEGIN CERTIFICATE-----
3       # TPM manufacturer certificates
4       -----END CERTIFICATE-----
5 whitelist:
6   -pcrs:
7       # secure boot / measured boot, PCRs 0-9
8       -(id: 0, sha256: ff0c...e3)
9       -(id: 3, sha256: e850...3e)
10      # trusted boot (DRTM) PCRs, 17-19
11      -(id: 18, sha256: f9d0...cb)
12      -(id: 19, sha256: a1e7...00)
13 runtime:
14       certificate: |-
15       -----BEGIN CERTIFICATE-----
16       # IMA uses a certificate to verify signatures
17       -----END CERTIFICATE-----
18 software:
19       -name: agent-0.8.0
20       whitelist:
21       840f...72: /bin/agent
22       -name: AppArmour
23       whitelist:
24       # hash of the executable
25       1e73...f6: /sbin/apparmour
26       # hash of the configuration file
27       c39e...34: /etc/apparmour
28 location:
29       -host: https://datacenter:10000/beacon
30       max_latency: 2 # in milliseconds
31 chain: |-
32       -----BEGIN CERTIFICATE-----
33      # TLS certificate chain of the trusted beacon
34       -----END CERTIFICATE-----
```
trusted beacons. Agents rely on the trusted beacon to achieve a very short round-trip time achievable only by measuring the network communication’s round-trip times. The adversary cannot accelerate network packets enough to achieve a very short round-trip time achievable only between machines in the same local network.

Figure 7: Trusted beacons. Agents rely on the trusted beacon to check that they are located in the expected data center. Only machines located inside the same data centers can achieve very low network latency required to prove their proximity.

Figure 7 shows a high-level view of the trusted beacon proximity verification protocol. The trusted beacon contains the asymmetric keypair with a certificate issued by a trusted authority, e.g., a DC owner. These credentials, known only to the trusted beacon, prove that the DC owner placed the trusted beacon in the DC, and the trusted beacon executes in a trusted environment. The agent establishes trust with the trusted beacon by reading timestamps signed by the trusted beacon. The agent then estimates the network latency by calculating a trimmed mean from the differences between timestamps obtained from pairs of consecutive requests. A trimmed mean allows for tolerating network latency fluctuations because it excludes outliers.

Our design does not restrict what security mechanisms must protect the trusted beacon. In particular, the trusted beacon could be a network-accessible hardware security module (HSM) returning signed timestamps. HSM is a crypto coprocessor offering the highest level of security against software and hardware attacks. It is embedded in a tamper responsive enclosure to actively detect physical and hardware attacks and protect against side-channel attacks. A cheaper but less secure alternative might run a TEE-based application implementing the abovementioned protocol over TLS. Related work [21] demonstrated that the network communication round-trip time between two SGX enclaves located in the same network take in average 264 µs, a latency not achievable from the outside of the data center.

4.4 Policy Verification Protocol

We designed the agent to act as a facade between the verifier and the TPM to enable multiple verifiers to check the OS integrity concurrently. Figure 8 shows how a verifier uses the policy verification protocol to attest to the OS integrity. The agent regularly reads the list of new software loaded by the OS, the quote, and persists it into the cache that reduces the policy verification latency for future requests (1). The local or remote verifier performs the SGX local or remote attestation [41] to verify the agent’s identity and integrity and the CPU genuiness. The local attestation also proves that the agent runs on the same CPU (2). Once the verifier deploys the policy (3), the agent checks that the computer complies with the policy, stores the policy, and returns the corresponding policy_id (4). The verifier uses the policy_id to re-evaluate the policy during future health checks (5).
Figure 8: SYNERGIA policy verification protocol. The agent maintains a separate thread (agent’s cache) to constantly read the platform’s fresh integrity measurements. Verifiers query the agent in parallel to ensure the compliance of the platform to the policy.

5 Implementation

We implemented SYNERGIA on top of the Linux kernel. We use existing integrity enforcement mechanisms built in the Linux kernel, i.e., IMA-appraisal, kernel module signature verification, and AppArmor. We rely on the support for the secure boot built-in the underlying firmware. We developed remote attestation components, i.e., the agent in memory-safe language Rust [54] and the monitoring controller in Python. We implemented the cuckoo attack detection mechanism and the policy verification protocol inside the agent. The monitoring controller allows defining policies, verifying the remote computer system’s integrity, and alerting about integrity violations. We rely on the SCONE framework [7] and the SCONE cross-compiler to run SYNERGIA inside the SGX enclave.

5.1 Computer bootstrap

Figure 9 illustrates the bootstrap of a computer where the agent collects information required to detect the cuckoo attack. Consecutive unified extensible firmware interface (UEFI) components execute in the chain of trust; their integrity measurements are extended in static PCRs (1). UEFI loads the bootloader, which starts the tboot (2). The tboot leverages Intel trusted execution technology (TXT) [29, 39]—which implements DRTM on Intel CPUs—to establish a trusted environment. The tboot measures the integrity of the Linux kernel and initramfs, extends these measurements to dynamic PCRs (3), and executes them (4).

The initramfs has two essential properties; its integrity is reflected in dynamic PCRs, and failures during initramfs execution prevent machine booting. We rely on these properties to verify that the agent completed its execution. We refer to the agent execution inside initramfs as agent initialization (5).

During the agent initialization, the agent requests the TPM to create a new attestation key (AIK), return the TPM’s endorsement key (EK) certificate, and return the quote certifying PCRs (6). The agent performs the activation of credential procedure (8) p. 109-111) to verify that the AIK was created by the TPM, which possesses the private key associated with the EK certificate. The agent then obfuscates static PCRs by extending them with a random number generated inside the SGX enclave (7). To ensure that the obfuscation succeeded and the boot process to continue, the agent reads PCRs again and compares them to the expected pre-computed hashes. After all, the AIK, the EK certificate, the TPM clock (includes computer reboot counter), and PCRs (original and obfuscated) are persisted in the file system in the SGX sealed configuration file (8). The initramfs handles control to the OS (9), after the agent initialization finishes. The OS executes the agent together with startup services. We refer to the agent execution after the OS executes as agent runtime.

5.2 Establish Trust

During the agent runtime, the agent verifies that there was no cuckoo attack during agent initialization and agent runtime by ensuring that the following conditions are fulfilled:

Condition 1: the agent is able to unseal the configuration file (9). Relying on the properties of the SGX unseal, we conclude that the configuration file was created by the agent enclave running the same binary, and both enclaves were executed on the same SGX processor.

Condition 2: a successful match between dynamic PCRs read from the TPM and the golden dynamic PCRs. It proves that during agent initialization, the agent enclave was executed in the trusted environment (Linux kernel,
Figure 9: The platform boot process. To make the cuckoo attack detectable, the agent executes twice. First, in agent initialization, the agent executes in the measured environment where it shares a secret with the TPM. Second, in agent runtime, the agent establishes trust with the local TPM or detects the cuckoo attack.

Initramfs, and correct TPM driver), and it successfully obfuscated the TPM.

Condition 3: a successful match of static PCRs read from the TPM with obfuscated static PCRs read from the configuration file. It proves that the configuration file contains the information gathered earlier from the same TPM.

Condition 4: a successful match of the reboots counter stored in the configuration with the reboots counter value read from the fresh quote proves that the computer did not reboot since the agent initialization.

Finally, considering conditions 1, 2, 3, 4, and what they indicate once fulfilled, we conclude that the quote was issued by the TPM that collected software measurements during the computer bootstrap. §7.4 formally proves this claim.

5.3 Cache Updates

To decrease the policy verification latency, the agent starts a separate thread reading the computer state to validate it against future policy verification requests. The agent recurrently retrieves the quote and verifies that the quote certifies PCRs values read during the agent initialization, and it repeatedly reads new events from the IMA log.

Hashes of all events are stored in the enclave’s memory, together with the number of bytes read ($B$), and the last value of IMA PCR ($D$). To read new events, the agent first retrieves the quote and opens the IMA log file skipping $B$ bytes. It then reads a new event from the file and recalculates the integrity hash by extending $D$ with the event’s hash. This process is repeated for each new event and finishes when the integrity hash is equal to the hash of the IMA PCR retrieved from the quote. If the agent reaches the end of the IMA log and the integrity hash does not match the hash in the IMA PCR, it detects the tampering of the IMA log and the OS is considered compromised.

5.4 Policy Verification

The agent exposes the policy verification functionality via a TLS-protected representational state transfer (REST) application programming interface (API) endpoint to simplify the communication interface between verifiers and agents. It is enough for verifiers to check the agent’s identity by verifying its X.509 certificate presented during a TLS-handshake. Currently, TLS credentials are delivered to the agent via a key management system (KMS) [30] but the verifier can also rely on the SGX remote attestation [41] to ensure the agent’s identity and integrity. As future work, the agent will create a self-signed certificate via sgx-ra-tls [45], thus excluding the KMS from the trusted computing base.

The agent stores a once deployed policy in the in-memory key-value map under a randomly generated key policy_id to permit tenants to verify the same policy again. The agent can be queried with the policy_id to verify that the OS integrity has not changed since the last verification. An adversary cannot change once deployed policy because SGX protects the agent’s memory from tampering, i.e., SGX guarantees integrity, confidentiality, and freshness of data.

6 Security Risk Assessment

SYNERGÍA combines different security techniques to build a framework providing technical assurance that applications execute inside TEE on the trustworthy OS. However, each technique operates under a different threat model, and a careful analysis of existing attacks is required to claim security guarantees.
6.1 Preventing Physical and Hardware Attacks

First of all, the applied techniques usually do not protect against hardware and physical attacks. The TPM is vulnerable to simple hardware attacks on the communication bus with the CPU that allows an adversary to reset the TPM [42], reply to arbitrary measurements [71], including measurements corresponding to the DRTM launch [84]. Similarly, Intel SGX is vulnerable to clock speed and voltage manipulation [59]. Direct memory access attacks [53] or cold-boot attacks [32] can compromise the entire operating system and applications that store data in the main memory in plaintext. To prevent these kinds of attacks, we propose to attest to the physical location of the computer. Regulators require that DCs are access controlled and place computers inside security cages [26]. We argue that these techniques provide enough security to consider physical and hardware attacks inside the trusted data center negligible.

We use the concept of a trusted beacon to verify that the computer is located in the trusted DC. In real-world, the trusted beacon functionality could be provided by a hardware security module [34] or a trusted timestamping authority running on a computer with formally proved software [44, 65]. The only assumption is that trusted beacons must be securely placed inside the DC and then be protected from being moved.

6.2 Establishing Trust with the Agent.

To verify that the computer is indeed located in the expected DC, we must rely on the agent executing on a potentially untrusted computer exposed to physical and hardware attacks. To authenticate the agent and verify that it executes on a genuine Intel SGX CPU, we leverage Intel SGX remote attestation [41]. In the past, researchers managed to extract Intel SGX attestation keys [80, 79] that allowed impersonating a genuine SGX CPU. The available mitigations are: i) relying on on-premise data center attestation mechanism [67], ii) checking for revoked SGX attestation keys, and iii) verifying that the agent runs in the proximity of a trusted device to ensure that it is in the correct data center composed of legitimate SGX machines [21]. In all cases, we must trust the CPU manufacturer, SGX design, cryptographic primitives, and CPU implementation. We consider these assumptions practical because they are common industry practices.

6.3 Establishing Trust with the TPM.

SYNERGÍA relies on TXT, SGX, and TPM to detect the cuckoo attack. Researchers demonstrated that malware placed in the system management mode (SMM) could survive the TXT late launch [85]. To mitigate attacks on SMM, Intel introduced an SMI transfer monitor that constrains the system management interrupt handler mitigating these class of attacks entirely. Other TXT-related and boot vulnerabilities [86] were related to memory vulnerabilities in Intel’s firmware and tboot implementations.

Intel SGX is vulnerable to microarchitectural and side-channel attacks that violate SGX confidentiality guarantees [79]. Intel constantly patches the vulnerabilities with microcode updates or hardware changes. Nonetheless, we do consider these attacks as a real threat because of their severity and the multitude of variants that appear.

These attacks do not impact SYNERGÍA guarantees because they only affect SGX confidentiality and not integrity. The only security-sensitive data that might be used to compromise SYNERGÍA is the secret shared between the agent and the TPM. However, the secret lives only during the agent initialization, where the presence of malware is detected. In more detail, an adversary can extract the secret shared between the agent and the TPM during the agent initialization to mount the cuckoo attack by sharing the secret with an arbitrary TPM. We formally proved (§7.4) that the SYNERGÍA protocol is immune to these kinds of attacks because the agent detects that the secret was leaked once it executes in agent runtime. The agent detects that malware was present during the agent initialization because both initramfs and kernel are measured by DRTM, and their measurements are securely transferred to the agent in agent runtime via SGX sealing. An adversary cannot tamper with the sealed data because only the same enclave running on the same CPU can seal and unseal the data. Thus, the presence of malware and secret leakage are revealed.

6.4 Establishing Trust with the OS.

Because the agent can read the load time integrity of the kernel stored inside the dynamic PCR in the TPM, it can ensure that the computer executes a kernel that was in-
tended to load because even if an adversary boots a malicious kernel, she cannot tamper with PCRs that reflect the malicious kernel load.

An adversary who gains access to the computer by stealing credentials using social engineering or exploiting a misconfiguration cannot run arbitrary software because she does not have the signing key to issue a certificate required by the integrity-enforcement mechanisms (IMA) to authorize the file.

However, an adversary might exploit memory vulnerabilities in the existing code, such as Linux kernel or software executing on the system remotely [14]. This is feasible because most system software is implemented in unsafe memory languages. We assume that the operating system owner relies on an additional security mechanism enumerated in §2 to enforce the runtime process integrity. Typically, the system owner also minimizes the trusted computing base (TCB) by authorizing only crucial software to run on a computer. He does it by digitally signing only trusted software and relying on the IMA-appraisal to enforce it during the OS runtime.

An adversary who gains access to the computer can restart it and disable the security mechanisms or boot the computer into an untrusted state. In §7.2, we estimate the vulnerability window size in which the monitoring controller detects the computer integrity violation.

Another attack vectors are network side-channel attacks, such as NetCAT [49], and rowhammer attacks over the network [73]. In these attacks, an adversary does not have to run malware on the computer but instead sends malicious network packages that modern network cards place directly in the main memory. We assign a low risk to these classes of attacks because i) they are hard to perform in noisy production environment, ii) they are detectable by network traffic monitoring tools and firewalls because they generate high network activity, iii) mitigation techniques exist and can be applied independently [49, 73].

7 Evaluation

We evaluate SYNERGÍA in four-folds. In §7.1, we demonstrate SYNERGÍA protecting a real-world application from the eHealth domain. Then, in §7.2 and §7.3, we evaluate SYNERGÍA’s security and performance, respectively. Finally, in §7.4 we present the formal verification of the cuckoo attack detection protocol.

Testbed. Experiments execute on a rack-based cluster of three Dell PowerEdge R330 servers connected via a 10 Gb Ethernet. Each server is equipped with an Intel Xeon E3-1270 v5 CPU, 64 GiB of RAM, Infineon 9665 TPM 2.0, running Ubuntu 16.04 LTS with kernel Linux kernel v4.4.0-135-generic. The CPUs are on the microcode patch level (0xc6). The enclave page cache (EPC) is configured to reserve 128 MiB of RAM. During all experiments, the agent, the monitoring controller, and the trusted beacon run on different machines.

### 7.1 Protecting a Real-world eHealth Application

We leveraged SYNERGÍA to protect an eHealth application provided to us by a partner who requires protection of his intellectual property (the application’s source code) and the confidentiality of the privacy-sensitive patients’ data. This dataset contains concentrations of 112 metabolites in cerebrospinal fluid samples from patients with bacterial meningitis, viral meningitis/encephalitis, and non-inflamed controls. The application, implemented in Python, uses a machine learning (ML) algorithm to understand pathophysiological networks and mechanisms as well as to identify disease-specific pathways that could serve as targets for host-directed treatments to reduce end-organ damage. We used publicly available SCONE docker images [68] to run the application inside a container executed inside the SGX enclave. We configured the OS to use IMA and run the SYNERGÍA’s agent. On two other machines, we deployed the trusted beacon and the monitoring controller, which was constantly querying the agent Table 1: The execution time of the eHealth application.

| Execution time | native | SCONE | SYNERGÍA |
|----------------|--------|-------|----------|
| Security level |        |       |          |
| - tolerate rogue operator | X | ✓ | ✓ |
| - tolerate untrusted OS | X | ✓ | ✓ |
| - side-channel attacks | X | X | ✓ |
| - data processed in correct geolocation | X | X | ✓ |
to verify the OS integrity.

We measured the execution time of the machine learning algorithm run in three different variants: in *native*, the application executes in the untrusted OS; in *SCONE*, the application executes in the untrusted OS but inside an SGX enclave provided by SCONE; in *SYNERGÍA*, the application executes inside the SGX enclave on an integrity-enforced OS booted with SYNERGÍA. Table 1 shows that the machine learning algorithm’s execution inside the SGX enclave takes 52 sec, which was 1.3× longer than the native execution (41 sec). SYNERGÍA further increased the application execution time by 2%, compared to the SGX enclave execution. This is an acceptable performance overhead, assuming the higher security guarantees offered by SYNERGÍA and the compliance with the privacy regulations required by the EU law.

### 7.2 Security

An adversary cannot violate the computer system’s integrity if all integrity enforcement mechanisms are properly configured and enabled (including mechanisms protecting runtime process integrity §2) because the kernel rejects untrusted files from loading to the memory. However, an adversary can run arbitrary software if she gets enough privileges to boot the computer with disabled enforcement mechanisms. We run a set of micro-benchmarks to estimate the vulnerability window size expressed with Equation (1), during which the integrity violation remains undetected.

$$t_{vw} = t_{rq} + 2 \times (nt_{re} + t_{vp})$$ (1)

$t_{vw}$ is the vulnerability window size, $t_{rq}$ is the time to read a TPM quote, $n$ is the maximum number of events that can be opened within $t_{rq}$, $t_{re}$ is the time to read a single event from the IMA log, $t_{vp}$ is the time required by the agent to verify the policy and by a verifier to send, receive, and process the verification request.

**What is the latency of reading a TPM quote?** Each time the agent reads the IMA log, it reads a fresh TPM quote to verify the IMA log’s integrity. The TPM supports different signing schemes that have a direct impact on the TPM quote read latency. Table 2 shows that TPM issues a quote using hash-based message authentication code (HMAC) in 107 ms, which is 4.9× faster than when using Rivest–Shamir–Adleman (RSA) cryptography and 1.4× faster when using elliptic curve digital signature algorithm (ECDSA). Thus, selecting an HMAC or ECDSA allows validating the IMA log’s integrity faster than when using RSA. We assume usage of the ECDSA when reading a quote, thus $t_{rq}=155$ ms.

**What is the latency of reading integrity measurements?** We measured the latency of reading new measurements from the IMA log to learn how fast the agent can detect the integrity violation. During the first read of the IMA log, the agent reads all measurements collected by IMA during the OS boot, which is typically the biggest chunk of the IMA log that has to be read by the agent at once. The bootstrap of Ubuntu Linux produces approximately 1800 measurements. The agent needs 130 ms to read all events from the IMA log, recalculate the IMA log integrity hash, and compare the hash to the IMA PCR.

After the initial IMA log read, the agent reads only the new IMA measurements since the last IMA log read. The time needed to read the integrity measurements depends on the number of new events measured and added to the IMA log. Table 3 shows that the agent requires 34 μs and 58 μs to retrieve a single ImaNg and ImaSig event, respectively. The ImaNg, a default IMA event format providing the file’s integrity hash. The ImaSig event entry extends the ImaNg format by also including the file’s signature. So, the maximum event read time $t_{re}=58$ μs.

Table 2: The latency of reading the TPM quote generated using different signing schemes. Mean values calculated from 30 experiment executions. $\sigma$ stands for standard deviation.

| Signing scheme               | TPM quote read latency |
|------------------------------|------------------------|
| RSA 2048 with SHA-256        | 521 ms ($\sigma = 4$ ms) |
| ECDSA P256 with SHA-256      | 155 ms ($\sigma = 2$ ms) |
| HMAC with SHA-256            | 107 ms ($\sigma = 3$ ms) |

Table 3: The latency of reading a single event from the IMA log. Mean values calculated from 1200 events readings. $\sigma$ stands for standard deviation.

| Read latency of a single IMA log entry | Time (mean μs) |
|----------------------------------------|----------------|
| ImaNg event                            | 34 μs ($\sigma = 28$ μs) |
| ImaSig event                           | 58 μs ($\sigma = 32$ μs) |
Figure 10: Policy verification throughput. Default policy checks secure boot and trusted boot. Location proximity checks geolocation. Runtime verifies IMA measurements.

How much time does it take to detect the integrity violation? The vulnerability window for the attack consists of the time the agent takes to read a fresh quote, retrieve new events from the IMA log, and process the policy verification request. We assume that when the agent reads a quote ($t_{rq}$), an adversary can cause IMA to open no more than $n=3875$ files (according to our measures, opening a file takes at least 40 µs). The agent would require about $n \times t_{re}=225$ ms to read events, and about $t_{vp}=100$ ms to verify them against the policy, see §7.3. Therefore, using Equation (1), we estimate that the policy verification protocol has a vulnerability window of approximately $t_{vw}=805$ ms.

7.3 Performance

How scalable is SYNERGIA? Can it efficiently verify policies on behalf of multiple verifiers? In our design, the agent is the security-critical component that performs local integrity attestation on behalf of high-assurance security systems, centralized monitoring services, and security officers. To verify the agent’s ability to verify security policies, we measured the policy verification throughput – the time in which the agent responds to the verifier’s request verifying OS integrity. Our experiments compare four variants of the policy content: i) default, the policy contains only the definition of static and dynamic PCRs; ii) location proximity, the default policy content with additional constraints about proximity to trusted beacon; iii) runtime, the default policy content with a whitelist of trusted software; iv) runtime and location proximity, the combination of the runtime and location proximity policies. Figure 10 shows that the agent achieves the maximum throughput of 623 req/sec when verifying a default policy. A similar throughput is achieved for the policy with the location proximity extension. The throughput decreases to 521 req/sec when the agent verifies a security policy containing IMA measurements because of the overhead caused by reading new IMA measurements. An optimal latency of 100 ms is achieved for all policy variants when the throughput < 250 req/sec.

How does SYNERGIA performance compare to the existing monitoring frameworks? We measured the integrity verification latency of the existing integrity monitoring frameworks to check if the presented framework can be considered practical in terms of performance. Specifically, we compared SYNERGIA with Intel open cloud integrity technology (Intel CIT) [37, 36], and IBM TPM attestation client-server (IBM ACS) [35], which is a sample code for a Trusted Computer Group (TCG) attestation application. We measured the total time taken to establish a connection with an agent, retrieve a fresh quote, and compare PCRs with a whitelist. In all experiments, the TPM has been previously commissioned. Table 4 shows that SYNERGIA with the mean latency of 665 ms outperforms Intel CIT by $3.7 \times$ and IBM ACS by $8.5 \times$. SYNERGIA achieves better performance because, during the initialization, it caches AIK, static PCRs, and dynamic PCRs that do not change during the entire agent’s life cycle. The agent verifies that those values did not change by comparing them to the certified values obtained from the quote. Furthermore, unlike others, the agent verifies the integrity of the IMA log and PCRs by recomputing a hash over cached PCRs and IMA log and matching it against the PCRs hash in the quote. It allows the agent to skip the slow process of reading PCRs and, consequently, reduce communication with the TPM to a single recurrent quote read operation.

Table 4: The mean remote attestation latency comparison between different integrity monitoring frameworks. In all systems, the TPM quote was signed with RSA signing scheme. $se$ stands for standard error.

|                      | Remote attestation latency |
|----------------------|---------------------------|
| SYNERGIA             | 665 ms ($se=2$ ms)        |
| Intel CIT            | 2475 ms ($se=5$ ms)       |
| IBM ACS              | 5677 ms ($se=22$ ms)      |
How much time does it take to deploy a single security policy?

Table 5 shows the latency of the policy deployment protocol using different policy extensions. The latency is measured as the total time between establishing a transport layer security (TLS) connection with SYNERGIA, a policy upload, a verification using a fresh quote, and a response retrieval. The default policy's size, containing the whitelist of 13 PCRs and one TPM manufacturer’s CA certificate, is 4.7 kB. Its deployment takes 576 ms. The runtime policy size, containing the whitelist of 1790 files and an IMA signing certificate, is 235 kB (50× the default policy). Its deployment lasts 606 ms, which is only a 1.05× of the default policy deployment latency. The deployment latency of a policy with the location proximity extension depends on the communication latency between SYNERGIA and trusted beacons. The deployment of the policy with one trusted beacon located in the same data center takes 626 ms.

How does SYNERGIA impact the boot time of a computer? We used the systemd-analyze tool to measure the load time of initramfs and userspace in different configuration variants of Ubuntu. Figure 11 shows that the native Ubuntu Linux starts in 19 sec, from which the load of userspace takes 13 sec and the kernel with initramfs remaining 6 sec. tboot executes after the bootloader and before the initramfs, thus not influencing the load time of the OS. The activation of IMA configured to measure all files defined by the TCG group (ima_tcb boot option), increases the boot time to 158 sec, 8.3× of the native. A load of userspace takes 84% of this time, which is caused by the measurement of 1790 files. The boot time could be decreased by reducing the number of services loaded by the OS. SYNERGIA increases the boot time by 58% compared to the Ubuntu Linux with tboot and 8% compared to the Ubuntu Linux with IMA. The increased boot time is mostly caused by the execution of time-consuming TPM operations in initramfs performed by SYNERGIA and IMA.

7.4 Formal Analysis

We propose the PCR obfuscation as a resilience mechanism against the cuckoo attack. To prove this claim, we formally verified the protocol’s integrity without/with obfuscation using the SAPIC tool [47]. SAPIC allows to model security protocols in a variant of applied pi calculus [58] that handles parallel processes with a nonmonotonic global state needed for a security API such as a TPM. The protocol model describes the actions of agents participating in the protocol, the adversary’s specification, and the desired security properties. The adversary and the protocol interact by sending/receiving messages through the network, which changes the system state and creates traces of state transitions. Security properties are modeled as trace properties, checked against traces of the transition system, or as an observational equivalence of two transition systems. While the adversary tries to violate the security properties, she is limited by the constraints of cryptographic primitives. The SAPIC tool uses constraint solving to perform an exhaustive, symbolic search for executions with satisfying traces. Since the correctness of security protocols is an undecidable problem, the tool may not terminate on a given verification problem. If it terminates, it returns either proof that the protocol fulfills the security property or a counterexample representing an attack that violates the stated property.

Model overview. Listing 2 shows a high-level overview model of the protocol. It has three processes: Golden, TPM, and Machine (line 9). The TPM and Machine pro-
processes execute in parallel without limiting the number of instances.

Listing 2: The protocol model without PCR obfuscation
1 /* ||: parallel process, !: replicated process */
2 in(msg), out(msg): send/receive message
3 pk(priv): public key of key priv
4 hash(value): one-way hash function
5 <v1,v2,...>: concatenate values
6 sign(value, key): signs values with key
7 verify(value, key): checks the value's signature
8 senc(value, key): symmetric encryption of value
9 Protocol = Golden; (!TPM || !Machine)
10
11 Golden = // golden hashes are made available to the network
12 new CA_priv;
13 out(CA_pub = pk(CA_priv)); // asymm. key pair
14 new UEFI_golden; out(sign(UEFI_golden, CAPriv));
15 new tboot_signed; out(sign(tboot_signed, CA_priv));
16 new initramfs_golden; out(initramfs_signed); new kernel_golden; out(kernel_signed)
17
18 TPM = // creates new TPM, quote can be acquired
19 new TPM; new AIK_priv;
20 sPCR_extend(TPM, sPCR); dPCR_extend(TPM, dPCR);
21 out(TPM, AIK_pub = pk(AIK_priv)); // public key available
22 !create_TPM_quote // replicated
23
24 create_TPM_quote =
25 in(nonce); // prevents replay attacks
26 <sPCR, dPCR> = inquote, AIK_pub(TPM)); // check the signature
27 quote = sign(<sPCR, dPCR, nonce>, AIKPriv);
28 out(quote, AIK_pub) // signed quote checked with AIK_pub
29
30 Machine = // creates new machine
31 new Machine; new seal_key; // machine's CPU seal key
32 // attach a specific TPM to this specific machine
33 in(TPM_local); // connect to a TPM
34 in(UEFI_signed); verify(UEFI_signed, CA_pub); // trusted
35 sPCR_extend(TPM_local, hash(UEFI_signed)); // static PCR
36 tboot_signed; verify(tboot_signed, CA_pub); // trusted
37 in(initramfs); in(kernel); // might be malicious
38 extend_with = hash(<tboot_signed, initramfs, kernel>)
39 dPCR_extend(TPM_local, extend_with); // dynamic PCR
40 agent_initialization
41
42 agent_initialization = // might be malicious
43 new nonce; out(nonce);
44 // Golden initramfs contains a driver that guarantees communication with the local TPM
45 if initramfs = initramfs_golden then

The Golden process (lines 11-17) constructs a trusted image that complies with the required policy. It makes the image available for other processes and the adversary via the public network. A trusted authority keeps a private key (CA_priv) secure while the public part (CA_pub) is made available to the public network (line 13). The handles of the UEFI and the tboot (UEFI_signed, tboot_signed) are signed with the private key of the trusted authority to mimic that hardware enforces the boot of the correct software only. The handles of all boot components are available to the public network. The TPM process (lines 19-29) models a TPM chip with static (sPCR) and dynamic (dPCR) PCRs. It creates a signed quote using a TPM-specific private key (AIK_priv) repeatedly (lines 25-29).

The Machine process models provisioning of a physical machine (lines 31-64) that has a genuine TPM chip, and a TXT- and SGX-capable CPU. The boot consists of three steps.

Step 1, the Machine process gets handles of the (trusted) signed tboot, the unsigned initramfs, and the unsigned kernel. It extends dynamic PCRs with measurements of the initramfs and kernel (lines 37-40). Due to the locality protection, only processes in this step are allowed to extend dynamic PCRs. Therefore, PCRs of the attached TPM reflect measurements of the loaded execution environment. So far, the adversary has no control over the
requests to the other machine. To do so, she forwards
the attestation request to its environment; however, the
adversary cannot extend PCRs of $TPM_o$ attached to $M_o$ without changing in trimafs and OS, which consequently would change the
machine (lines 37-40).

**Step 2.** Agent initialization executes the already measured and loaded in trimafs (lines 43-54). Through the previously measured TPM driver, it requests to contact the
TM. If the TPM driver is malicious, the adversary might provide an AIK_pub of the remote TPM (line 49) instead of the locally attached one (line 48). Next, agent initialization reads the quote signed with the TPM private key (AIK_priv). The quote is verified using AIK_pub. The AIK public key and PCRs are sealed to the disk using the local CPU’s SGX sealing key (lines 52-53).

**Step 3.** The OS and the TPM driver are untrusted. The OS takes over the control, the TPM driver is loaded, and the agent runtime is executed (lines 56-64). After unsealing from the disk (line 57), agent runtime reads the quote through the untrusted TPM driver. The quote is verified with the unsealed attestation public key (line 60). Finally, agent runtime reports that the execution environment complies with the policy (line 64) if-and-only-if the unsealed PCRs and the quote PCRs both match the golden PCRs values (lines 61-62).

**Security property.** The integrity of the protocol is specified as "if the TPM quote read by agent runtime matches the unsealed information, its execution environment MUST correspond to the matched values". Listing 3 states this property.

SAPIC tool reported a violation to the given property when using the protocol specified in Listing 2. The trace describes that the adversary owns two machines: provisioned ($M_p$) and oracle ($M_o$), connected to $TPM_p$ and $TPM_o$, respectively. $M_p$ runs a malicious in trimafs and OS (sPCR_golden, dPCR_malicious), but uses a genuine hardware (TPM and CPU). The adversary wants to verify it as a trustworthy machine. To do so, she forwards the requests to the other machine $M_o$, which runs a trustworthy environment with tampered software and genuine hardware (sPCR_golden, dPCR_golden). Note that forwarding read requests to $M_o$ does not require a change to its environment; however, the adversary cannot extend PCRs of $TPM_o$ attached to $M_o$ without changing in trimafs and OS, which consequently would change the corresponding dPCR in $TPM_o$. During agent initialization, the malicious in trimafs in $M_p$ forwards the attestation request to $M_o$, which responds with a signed quote from $TPM_o$ that has the PCRs_golden and can be verified using AIK_pub($TPM_o$). PCR values and AIK_pub keys are sealed using seal_key of $M_p$. During agent runtime, $M_p$ unseals the values from the disk and contacts $TPM_o$ through the malicious OS to get the quote. The quote contains PCRs that match both the golden and the sealed PCRs. So, the event (line 64) is triggered with unequal $TPM_sealed$ ($TPM_o$) and $TPM_local$ ($TPM_p$), which indicates the cuckoo attack. The vulnerability exists because TPM attestation does not guarantee that the received credentials (AIK_pub) belong to the attested machine.

**Model extension.** Listing 4 shows the extended model
of the protocol to implement the PCR obfuscation. It required the following changes: i) Generation of a random number (RND) (line 31); ii) PCRs obfuscation: the static PCRs are extended with the RND (lines 49-52); iii) agent initialization seals both the original and obfuscated PCRs (lines 53-55); iv) agent runtime declares a machine trusted if-and-only-if: a) the dynamic PCRs golden, sealed and read from the quote match, b) the obfuscated static PCRs sealed and read from quote match, and c) the original static PCRs golden and sealed match (lines 63-67).

We checked the model extended with the obfuscation (Listing 4) against the integrity property in Listing 3. SAPIC tool terminated and reported that all traces of the protocol preserve the given property. The modification to the model, where the agent initialization enclave shares a secret with the TPM potentially belonging to the attested machine, overcomes the previously described vulnerability.

8 Related work

Like the existing monitoring systems [37, 35], SYNERGÍA relies on the TPM attestation protocol to verify the computer’s integrity. Unlike them, SYNERGÍA is resilient to the cuckoo attack. Existing defenses against this attack have a limited application for high-assurance security systems. Fink et al. proposed a time side-channel approach [24] to detect the cuckoo attack. As confirmed by the authors, it is prone to false positives and requires stable measurement conditions, an impractical assumption in real-world scenarios. Flicker [57] accesses local TPM from the isolated execution environment established by DRTM. However, DRTM does not attest to the computer location which makes its attestation untrustworthy due to simple hardware attacks [83]. Moreover, DRTM permits executing only a single process on the entire CPU at the same time. This impacts application’s throughput because a single context switch to DRTM-established environment takes 10-100s of milliseconds [56]. SYNERGÍA instead first verifies that the computer is in the trusted data center (thus, no hardware attacks are possible) and uses DRTM only once when provisioning the TPM. This approach provides better performance as required by modern applications.

Other solutions for root of trust identification problem require the verifier to solve biometric challenge [20], observing emitted LED signals [72], verifying the device state displayed on the screen [19, 50], using trusted devices to scan bar codes sealed on the device [55], or pressing a special-purpose button for bootstrapping trust during the computer boot [63]. These approaches have limitations because i) the TPM is a passive device controlled by software which, due to lack of trusted I/O paths to external devices, can redirect, reply, or fool the communication, and ii) they require human interaction and thus do not scale for the DC-level.

Recently, Dhar et al. proposed ProximiTEE [21] to deal with the SGX (not TPM) cuckoo attack by attaching a trusted device to the computer and detecting the cuckoo attack during the SGX attestation. This solution can verify that the SGX enclave executes on the computer with the attached trusted device because of the very low communication latency between the enclave and the device. Although, as denoted by Parno [63] this approach cannot be used to detect the TPM cuckoo attack because of the slow speed of the TPM, SYNERGÍA could use ProximiTEE as a trusted beacon implementation to prove that the computer is located in the expected data center.

Other work focuses on tolerating malware in the OS while preventing side-channel attacks on TEEs. There are three approaches to mitigate these attacks: i) static vulnerability detection [31, 61], ii) attack prevention [1, 13, 25], and iii) attack detection [60, 17]. The first one consists of analyzing and modifying source code to detect gadgets [31, 61]. However, finding all gadgets is difficult or impossible because the search narrows to gadgets specific to known attacks. The second approach prevents attacks by hiding access patterns using oblivious execution/access pattern obfuscation, resource isolation [25], or hardware changes [81]. These techniques address only specific attacks [25], require hardware changes [81], or incur large performance overhead [1, 13]. The last approach consists of runtime attack detection [60, 17] by isolating and monitoring resources of instrumented programs. But, it targets selected attacks and assumes some amount of statistical misses. SYNERGÍA aims at preventing such attacks without requiring source code changes or hardware modifications, with low performance overhead but a larger trusted computing base.
9 Conclusion

We responded to regulatory demands that require stronger isolation of high-assurance security systems by running them inside trusted execution environments on top of a trustworthy operating system and in the expected geolocation. We demonstrated that the combination of Intel SGX with TPM-based solutions meets such requirements but requires protection against the cuckoo attack. We proposed a novel deterministic defense mechanism against the cuckoo attack and formally proved it. We implemented a framework that monitors and enforces the integrity as well as geolocation of computers running high-assurance security systems and mitigates the cuckoo attack. Our evaluation and security risk assessment show that the SYNERGÍA is practical.
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