Validity of Harris criterion for two-dimensional quantum spin systems with quenched disorder
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Inspired by the recent results regarding whether the Harris criterion is valid for quantum spin systems, we have simulated a two-dimensional spin-1/2 Heisenberg model on the square lattice with a specific kind of quenched disorder using the quantum Monte Carlo (QMC) calculations. In particular, the considered quenched disorder has a tunable parameter $0 \leq p \leq 1$ which can be considered as a measure of randomness. Interestingly, when the magnitude of $p$ increases from 0 to 0.9, at the associated quantum phase transitions the numerical value of the correlation length exponent $\nu$ grows from a number compatible with the $O(3)$ result 0.7112(5) to a number slightly greater than 1. In other words, by varying $p$, $\nu$ can reach an outcome between 0.7112(5) and 1 (or greater). Furthermore, among the studied values of $p$, all the associated $\nu$ violate the Harris criterion except the one corresponding to $p = 0.9$. Considering the form of the employed disorder here, the above described scenario should remain true for other randomness if it is based on the similar idea as the one used in this study. This is indeed confirmed by our preliminary results stemming from investigating another disorder distribution.

PACS numbers:

Introduction — Studying the effects resulting from disorder has always been one of the major topics in both theoretical and experimental physics [1–15]. This is because the presence of disorder such as impurities may lead to extraordinary properties and phases of materials. In particular, the appearance of these exotic characteristics are due to the mutual influence between the quantum fluctuations and disorder. Understanding the relevance of disorder at quantum phase transitions also continues to attract a lot of attention. This is especially true considering the recent development regarding under what conditions will the celebrated Harris criterion be valid [16–23]. In other words, it is not clearly at all that with what specific features of a disorder distribution will a new universality class emerge at the studied quantum phase transition.

For a phase transition, there are three possible scenarios when disorder is present. Here we will focus on those related to the Harris criterion. The Harris criterion was originally derived for classical systems and its statement is as follows. For a $D$-dimensional classical system with disorder, the correlation length exponent $\nu$ must satisfy the inequality $\nu \geq 2/D$. If the $\nu$ of a clean model does not fulfill this inequality, then when disorder is introduced (into the clean model), a new universality class should obtain so that the described inequality is realized, assuming the phase transition remains well defined. Later the criterion was generalized to more generic situations including certain quantum systems. We would like to emphasize the fact that for a $d$-dimensional quantum system with quenched disorder, since the disorder is employed in the spatial dimension, the dimensionality $D$ appearing in the inequality is $d$, not $d + 1$ despite the quantum system can be mapped to a $d + 1$-dimensional classical system.

While the validity of Harris criterion is beyond doubt for classical models, the case of quantum spin systems is much more complicated. Particularly, at the moment only the outcome related to the two-dimensional ($2d$) spin-1/2 Heisenberg model on a bilayer square lattice with bond dilution satisfies the Harris criterion [19–23]. Other kinds of quenched disorder, including the configurational disorder considered in Ref. [10] as well as the one introduced in Ref. [15], the resulting calculations always indicate the Harris criterion is violated. Furthermore, the obtained values of the correlation length exponent $\nu$ remain the same as that of their clean counterparts. To summarize, whether the celebrated Harris criterion is valid for quantum spin systems is more involved than anticipated.

Inspired by such an indecisive answer regarding the applicability of Harris criterion for quantum spin systems, in this study we have carried out a large scale quantum Monte Carlo (QMC) calculations for a two-dimensional spin-1/2 Heisenberg model on the square lattice, starting from the clean herringbone model and then introducing a specific kind of quenched disorder into the clean system. In particular, the employed randomness distribution has a tunable parameter $p$ (Which can take values from 0 to 1 and can be considered as a measure of randomness) so that one can investigate the impact of this parameter on the effectiveness of Harris criterion for the studied model.

Remarkably, our QMC data indicate that as the magnitude of $p$ increases gradually from 0 to 0.9, the numerical value of $\nu$ grows from its $O(3)$ value 0.7112(5) [24–31] to a result slightly greater than 1. In other words, by varying $p$, the corresponding $\nu$ for the disordered systems studied in this investigation can reach outcomes lie between 0.7112(5) and 1. Moreover, the $\nu$ resulting from the considered values of $p$ all violate the Harris criterion.
except the one related to \( p = 0.9 \). Our preliminary study of another disorder distribution following the similar idea as that introduced above leads to the same conclusion, namely \( \nu \) can take a value between 0.7112(5) and 1 as well. The results demonstrated here indicate that a better understanding of the Harris criterion from a theoretical point of view is on request.

Microscopic models and observables — The Hamiltonian of the studied 2d (clean) herringbone spin-1/2 Heisenberg model on the square lattice is given by

\[
H = \sum_{ij} J_{ij} \vec{S}_i \cdot \vec{S}_j + \sum_{i'j'} J'_{i'j'} \vec{S}_{i'} \cdot \vec{S}_{j'},
\]

where in Eq. (1) \( J_{ij} \) (which is set to 1 for any pair of \((i, j)\) here) and \( J'_{i'j'} \) are the antiferromagnetic couplings (bonds) connecting nearest neighbor spins \((ij)\) and \((i'j')\) located at sites of the considered underlying square lattice, respectively, and \( \vec{S}_i \) is the spin-1/2 operator at site \( i \). The left panel of figure 1 demonstrates the typical clean herringbone models studied in the literature. The quenched disorder introduced into the (clean) system is based on the one employed in Ref. [15]. Specifically, for every bold bond in the left panel of fig. 1 its antiferromagnetic strength \( J' \) takes the value of \( 1 + (g - 1)(1 + p) \) or \( 1 + (g - 1)(1 - p) \) with equal probability. Here \( g > 1 \) and \( 0 \leq p \leq 1 \). As pointed out in Ref. [15], the average and difference of \( J' \) for these two types of bold bonds are given by \( g \) and \( 2p(g - 1) \), respectively. Moreover, \( p \) can be considered as a measure of disorder of the studied system. In our study, several values of \( p \) are chosen and for each of them, the corresponding phase transition is induced by tuning \( g := J' \).

To carry out the proposed investigation, particularly to examine the validity of Harris criterion for the considered disordered model, the observables first Binder ratio \( Q_1 \) and second Binder ratio \( Q_2 \), which are defined by

\[
Q_1 = \frac{\langle m_s^2 \rangle^2}{\langle m_s^4 \rangle},
\]

and

\[
Q_2 = \frac{\langle (m_s^2) \rangle^2}{\langle m_s^4 \rangle},
\]

respectively, are measured in our calculations. The staggered magnetization density \( m_s^z \) on a square lattice with linear box size \( L \) appearing above is given by \( m_s^z = \frac{1}{L^2} \sum_i (-1)^{v_1 + v_2} S_i^z \) with \( S_i^z \) being the third component of the spin-1/2 operator \( \vec{S}_i \) at site \( i \). Observable such as the one associated with spin stiffness \( \rho_s \) has the following finite-size scaling expression close to the critical region [26, 27]

\[
\rho_s L^z = (1 + b_0 L^{-\omega}) f(t L^{1/\nu}),
\]

where \( \nu \) and \( \omega \) are the correlation length and the confluent exponents, respectively, \( z \) is the dynamic critical exponent, \( b_0 \) is some constant, and \( f \) is a smooth function of its argument \( t L^{1/\nu} \). To apply finite-size scaling for observable associated with \( \rho_s \), one firstly needs to determine \( z \). Due to this, \( Q_1 \) and \( Q_2 \) are chosen as the relevant physical quantities for our investigation because their expected finite-size scaling formulas [27]

\[
Q_i = (1 + b_i L^{-\omega}) f_i(t L^{1/\nu}), \quad i \in \{1, 2\}
\]

do not contain the dynamic critical exponent \( z \). Such a strategy, namely using \( Q_1 \) and \( Q_2 \) in our study, dramatically eliminates the computational complexity.

The numerical results — For each of the studied \( p \), to investigate the \( g \) dependence of the correlation length ex-
component $\nu$ associated with it, we have carried out a large-scale QMC simulation using the stochastic series expansion (SSE) algorithm with very efficient operator-loop update $[33, 34]$. Furthermore, to obtain ground state properties in an efficient manner, the $\beta$-doubling scheme described in Ref. [3] is used in our simulations. Several hundred disordered configurations, each with its own random seed, are generated for every considered set of parameters. It is also important to notice that potentially there are two kinds of uncertainties for the used observables, namely the one from Monte Carlo (MC) simulations and the one from disorder averaging. We have carried out many trial simulations and have reached the conclusion that with the MC sweeps employed in this study, the resulting errors of the considered quantities are indeed dominated by the disordered sample-to-sample fluctuation.

As already mentioned in the previous section, we have focused on the observables $Q_1$ and $Q_2$. Several data sets regarding convergence in $\beta$, as well as the final ground states values of $Q_1$ and $Q_2$ are presented in Figs. 2 and 6. More data of $Q_1$ and $Q_2$ are shown in the supplemental material.

The method used for the determination of $\nu$ (and $g_c$ as well) is the Bayesian analysis which is a rigorous mathematical approach. It is demonstrated in Refs. $[36, 37]$ that the critical exponents calculated using the Bayesian analysis agree quantitatively with those determined by the conventional fits using the idea of finite-size scaling. Here we follow the methods outlined in Ref. [38]. Moreover, we have carried out many trial computations and have arrived at the same conclusion as those in Refs. $[36, 57]$, namely the results obtained from the Bayesian analysis and the conventional finite-size scaling fits are consistent with each other quantitatively.

The model considered for the Bayesian analysis is the expected finite-size scaling equations for $Q_1$ and $Q_2$ at a second order phase transition. Specifically, the explicit expression of the model for the Bayesian analysis is given by

$$\frac{1 + a_0 L^{-\nu}}{(1 + a_2 t L^{1/\nu} + a_3 (t L^{1/\nu})^2 + ...)}.$$  \hspace{1cm} (6)

Here $a_i$ for $i = 0, 1, 2, ...$ are some constants and $t = \frac{\omega - 1}{g_c}$. Moreover, this ansatz with up to third, fourth and fifth order in $t L^{1/\nu}$ are employed in the calculations of estimating the desired physical quantities $\nu$ and $g_c$, with the data of $Q_1$ and $Q_2$. Some constraints, such as the range of $g$ considered and the values of $\omega$ obtained, are taken in account in the procedure of analysis as well.

Table I summarizes the final quoted values of $\nu$ and $g_c$ for all the considered $p$. This table is based on the results of each individual $p$ obtained from the Bayesian analysis. Detailed outcomes of some values of $p$ are listed in the supplemental material.

For the clean model, the averaged $g_c$ and $\nu$ are given by 2.4981(2) and 0.703(5), respectively. The calculated $g_c$ is in nice agreement with the known results in the literature.

### Table I: Results of $\nu$ and $g_c$ obtained from the Bayesian analysis (and resampling).

| $P$ | $\nu$     | $g_c$    |
|-----|-----------|----------|
| 0.0 | 0.703(5)  | 2.4981(2)|
| 0.1 | 0.701(5)  | 2.5056(2)|
| 0.2 | 0.724(5)  | 2.5310(3)|
| 0.3 | 0.754(6)  | 2.5734(7)|
| 0.4 | 0.781(7)  | 2.6388(11)|
| 0.5 | 0.816(9)  | 2.7401(7)|
| 0.6 | 0.843(11) | 2.8945(12)|
| 0.9 | 1.04(3)   | 4.828(18)|

FIG. 3: $Q_1$ (top panel, $p = 0$) and $Q_2$ (bottom panel, $p = 0.3$) of various $L$ as functions of $g$ for the considered Herringbone models studied here. The dashed lines are added to guide the eye.
The determined $\nu$ for $p = 0$ is slightly smaller in magnitude than the expected $O(3)$ value 0.7112(5). The largest $L$ used in the simulations conducted here is $L = 48$. As a result, the small deviation between 0.703(5) found here and 0.7112(5) can be easily accounted for by the cubic term introduced in Ref. [35], which will lead to anomalous large finite-size correction.

Table I also implies that $g_c$ grows with $p$. What’s the most remarkable outcome shown in table I is that, as the magnitude of $p$ rises, the corresponding $\nu$ calculated increases in size gradually from that of $p = 0$ as well. Particularly for $p \geq 0.3$ and $p \leq 0.6$, the obtained $\nu$ from Bayesian analysis are all statistically larger than 0.7112(5), but smaller than 1.0. In addition, for $p = 0.9$, the associated $\nu$ is around 1.0 with which the Harris criterion $\nu \geq 2/d$ is satisfied. To summarize, the outcomes of our investigation, as shown in table I indicate that for each employed $p$ such that $0.3 \leq p < 0.9$, the resulting associated correlation length exponent neither stays as the $O(3)$ value $\nu = 0.7112(5)$ nor satisfies the Harris criterion $\nu \geq 2/d = 1$. Moreover, for $p = 0.9$, the Harris criterion is fulfilled. From the considered quantum spin system, we arrive at a scenario regarding the connection between $\nu$ and quenched disorder with a tunable randomness strength not known before in the literature.

It should be pointed out that the $\nu$ determined from $Q_1$ differ from that related to $Q_2$ slightly. We attribute this to corrections not taken into account in the analysis. Despite this, it is without doubt that both $Q_1$ and $Q_2$ will lead to the scenario described above.

Based on the explicit expression of the disorder taken into account here, one expects that the obtained scenario should still be valid for other randomness distributions using the similar idea as the one investigated above. Motivated by this intuitive thought, apart from simulating the disordered system introduced previously, we have considered a quenched disorder for the plaquette model (The right hand side panel of fig. 1). Specifically, each of the bold bonds takes the antiferrogenetic strength of $(1 + K)J_c$ and $(1 - K)J_c$ with probability $P$ and $1 - P$, respectively. Here $0 < P < 1$ and we have used $K = 0.5$. In addition, the $J_c$ appearing above is given by 1.8230 which is the critical point of the clean plaquette model. With such a set up, $P$ is the tunable variable for this model. The resulting $Q_1$ and $Q_2$ of this new model with the new type of quenched disorder are shown in the supplemental material. Moreover, by applying typical fits with the conventional finite-size scaling equations to $Q_1$ and $Q_2$, we arrive at $\nu = 0.79(2)$ (and the critical point $P_c = 0.5520(16)$). This number $\nu = 0.79(2)$ is without doubt statistically different from both 0.7112(5) and 1.

By changing $D$ continuously, it is anticipated that the corresponding $\nu$ will vary in a gradual manner. This is of high similarity to the scenario associated with the Herringerbone model found earlier in this study.

Discussions and Conclusions — According to Ref. [39], based on the procedure of scaling employed in this study, the Harris criterion should be $\nu_{FS} \geq 2/d$, where the subscript FS stands for finite size. In particular, Ref. [39] also demonstrates that the bulk correlation length $\nu$ can be obtained by a modified procedure and may violate the Harris criterion. Considering the facts that most of the outcomes obtained in this study violate $\nu_{FS} \geq 2/d$ and the variation among all the $g_c(p)$ determined here is not small, the observed scenario cannot be easily accounted for by the arguments in Ref. [39]. Results of some studies such as Refs. [10, 40] imply that the values of $\nu$ (or $\nu_{FS}$) calculated do not depend on the disorder strength. The scenario found in this study clearly is different from this and other established ones in the literature.

We would like to re-emphasize the following points. First of all, the $\nu_{FS}$ obtained here for $p \geq 0.3$ all violate the Harris criterion $\nu_{FS} \geq 2/d$ except for $p = 0.9$. Secondly, for any given $p$, the phase transition is due to dimerization, namely two nearest neighboring spins (on the lattice) form a singlet. Hence, theoretically it is anticipated that for two close by values of $p$, say $p = 0.3$ and $p = 0.4$, the calculated results of $\nu$ should be close to each other or even consistent within statistical error. As can be seen from table I, this is not the case. In particular, the difference of the $g_c$ between $p = 0.0$ and $p = 0.3$ is only around 3 percent, yet a new critical exponent $\nu$ emerges for $p = 0.3$. It is interesting as well to notice that while in [10] the $g_c$ of the random plaquette model varies from that of its clean counterpart by four percent, both models have the same $O(3)$ exponent $\nu = 0.7112(5)$. Therefore, closeness the critical point of a disordered system from that of its clean analogue, which may be interpreted as the statement “remains well defined” in the Harris criterion, is not crucial for the appearance of a new universality class.

Interestingly, based on the outcomes found here, it is likely that for the considered model with the designed quenched disorder, the largest value of $\nu$ one can obtain should be around 1.1 to 1.2. This number agrees with the results calculated by simulating quantum spin model on the bilayer lattice with bond dilution [19, 21]. It is plausible that for a disordered spin-1/2 system, whenever the associated $\nu$ fulfills the Harris criterion, its value is in the range of 1 to 1.2.

In conclusion, in order to obtain a theoretical explanation for the exotic scenario observed in this study, a detailed exploration of the relevant theory than what’s been accomplished for the Harris criterion is required.

This study is partially supported by MOST of Taiwan.
In this section, we list the values of $\nu$ and $g_c$ obtained from analysis with various conditions for some of the considered $p$. Specially, we will briefly describe how these outcomes are obtained from the relevant data. The method used in obtaining the corresponding results of $\nu$ and $g_c$ from the data of $Q_1$ and $Q_2$ is the Bayesian analysis. In particular, the initial values of $\nu$ and $g_c$ determined from the analysis are the Maximum a posteriori estimates (Which is defined as the result of having the least value of $\chi^2$/DOF in this study due to the flat prior). In addition, the associated uncertainties are the standard deviations of the resulting probability distributions. For each $p$ and a fixed $L_m$ ($L_m$ is the smallest box size used in the analysis), several examinations are performed using Bayesian method with various range of $g$. Moreover, resampling with respect to these outcomes obtained by considering various range of $g$ are conducted, using the related uncertainties as the Gaussian noises. The $\nu$ and $g_c$ finally presented in the following tables and used to calculate the outcomes of table 1 in the main text, are the means and standard deviations of the results calculated from the resampling procedures described above.

**SUPPLEMENTAL MATERIAL TO “VALIDITY OF HARRIS CRITERION FOR TWO-DIMENSIONAL QUANTUM SPIN SYSTEMS WITH QUENCHED DISORDER”**

Details of the results from Bayesian analysis for the Herringbone model
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TABLE II: Results of $\nu$ and $g_c$ obtained from Bayesian analysis (and resampling) for the clean Herringbone model. The second and third columns are the minimum box size and the order of polynomials in $t L^{1/\nu}$ (including subleading correction) used in the analysis, respectively. The $\nu$ and $g_c$ shown in the 4th (5th) and 6th (7th) columns are determined from $Q_1$ ($Q_2$).

| $P$ | $L_m$ | $t L^{1/\nu}$ | $\nu$ | $g_c$ | $g_c$ |
|-----|-------|----------------|-------|-------|-------|
| 0.0 | 8     | 3              | 0.709(1) | 0.698(1) | 2.4985(1) | 2.4980(1) |
| 0.0 | 8     | 4              | 0.709(1) | 0.699(1) | 2.4985(1) | 2.4980(1) |
| 0.0 | 8     | 5              | 0.709(1) | 0.699(1) | 2.4985(1) | 2.4980(1) |
| 0.0 | 12    | 3              | 0.707(1) | 0.699(1) | 2.4982(1) | 2.4980(1) |
| 0.0 | 12    | 4              | 0.707(1) | 0.699(1) | 2.4982(1) | 2.4980(1) |
| 0.0 | 12    | 5              | 0.707(1) | 0.699(1) | 2.4982(1) | 2.4980(1) |
| 0.0 | 16    | 3              | 0.706(1) | 0.700(1) | 2.4980(1) | 2.4980(1) |
| 0.0 | 16    | 4              | 0.706(1) | 0.700(1) | 2.4980(1) | 2.4980(1) |
| 0.0 | 16    | 5              | 0.707(1) | 0.700(1) | 2.4980(1) | 2.4980(1) |

TABLE III: Results of $\nu$ and $g_c$ obtained from Bayesian analysis (and resampling) for the disordered Herringbone model with $p = 0.2$. The second and third columns are the minimum box size and the order of polynomials in $t L^{1/\nu}$ (including subleading correction) used in the analysis, respectively. The $\nu$ and $g_c$ shown in the 4th (5th) and 6th (7th) columns are determined from $Q_1$ ($Q_2$).

| $P$ | $L_m$ | $t L^{1/\nu}$ | $\nu$ | $g_c$ | $g_c$ |
|-----|-------|----------------|-------|-------|-------|
| 0.2 | 8     | 3              | 0.730(3) | 0.721(3) | 2.5314(3) | 2.5306(2) |
| 0.2 | 8     | 4              | 0.730(3) | 0.721(3) | 2.5314(3) | 2.5306(2) |
| 0.2 | 8     | 5              | 0.730(3) | 0.721(3) | 2.5314(3) | 2.5306(2) |
| 0.2 | 12    | 3              | 0.727(3) | 0.719(3) | 2.5310(4) | 2.5309(3) |
| 0.2 | 12    | 4              | 0.728(3) | 0.719(3) | 2.5311(4) | 2.5310(3) |
| 0.2 | 12    | 5              | 0.728(3) | 0.719(3) | 2.5309(4) | 2.5310(3) |
| 0.2 | 16    | 3              | 0.727(3) | 0.719(3) | 2.5309(4) | 2.5312(4) |
| 0.2 | 16    | 4              | 0.726(3) | 0.718(3) | 2.5309(4) | 2.5311(4) |
| 0.2 | 16    | 5              | 0.727(3) | 0.719(3) | 2.5310(4) | 2.5310(4) |

TABLE IV: Results of $\nu$ and $g_c$ obtained from Bayesian analysis (and resampling) for the disordered Herringbone model with $p = 0.3$. The second and third columns are the minimum box size and the order of polynomials in $t L^{1/\nu}$ (including subleading correction) used in the analysis, respectively. The $\nu$ and $g_c$ shown in the 4th (5th) and 6th (7th) columns are determined from $Q_1$ ($Q_2$).

| $P$ | $L_m$ | $t L^{1/\nu}$ | $\nu$ | $g_c$ | $g_c$ |
|-----|-------|----------------|-------|-------|-------|
| 0.3 | 8     | 3              | 0.757(6) | 0.745(6) | 2.5744(7) | 2.5738(5) |
| 0.3 | 8     | 4              | 0.758(6) | 0.748(6) | 2.5744(7) | 2.5739(5) |
| 0.3 | 8     | 5              | 0.756(6) | 0.745(6) | 2.5741(7) | 2.5737(5) |
| 0.3 | 12    | 3              | 0.759(6) | 0.748(6) | 2.5729(6) | 2.5730(5) |
| 0.3 | 12    | 4              | 0.759(6) | 0.750(6) | 2.5726(5) | 2.5729(5) |
| 0.3 | 12    | 5              | 0.762(6) | 0.751(6) | 2.5725(5) | 2.5727(5) |
| 0.3 | 16    | 3              | 0.760(6) | 0.751(6) | 2.5730(5) | 2.5739(6) |
| 0.3 | 16    | 4              | 0.763(6) | 0.751(6) | 2.5730(5) | 2.5739(6) |
| 0.3 | 16    | 5              | 0.761(6) | 0.752(6) | 2.5726(5) | 2.5739(6) |

TABLE V: Results of $\nu$ and $g_c$ obtained from Bayesian analysis (and resampling) for the disordered Herringbone model with $p = 0.4$. The second and third columns are the minimum box size and the order of polynomials in $t L^{1/\nu}$ (including subleading correction) used in the analysis, respectively. The $\nu$ and $g_c$ shown in the 4th (5th) and 6th (7th) columns are determined from $Q_1$ ($Q_2$).

| $P$ | $L_m$ | $t L^{1/\nu}$ | $\nu$ | $g_c$ | $g_c$ |
|-----|-------|----------------|-------|-------|-------|
| 0.4 | 8     | 3              | 0.787(5) | 0.773(4) | 2.6401(8) | 2.6402(7) |
| 0.4 | 8     | 4              | 0.785(5) | 0.772(5) | 2.6396(8) | 2.6402(7) |
| 0.4 | 8     | 5              | 0.780(5) | 0.767(5) | 2.6403(8) | 2.6404(7) |
| 0.4 | 12    | 3              | 0.790(5) | 0.778(5) | 2.6378(5) | 2.6384(6) |
| 0.4 | 12    | 4              | 0.789(5) | 0.777(5) | 2.6375(5) | 2.6382(5) |
| 0.4 | 12    | 5              | 0.783(5) | 0.773(5) | 2.6379(5) | 2.6385(5) |
| 0.4 | 16    | 3              | 0.791(5) | 0.780(5) | 2.6379(5) | 2.6386(6) |
| 0.4 | 16    | 4              | 0.790(5) | 0.780(5) | 2.6378(6) | 2.6386(6) |
| 0.4 | 16    | 5              | 0.784(5) | 0.778(5) | 2.6382(6) | 2.6388(6) |
| P  | L_{\text{m}} | tL^{1/\nu} | \nu | \nu | g_{c} | g_{c} |
|----|------------|-------------|-----|-----|------|------|
| 0.5 | 8       | 3           | 0.833(7) | 0.816(6) | 2.7397(9) | 2.7403(8) |
| 0.5 | 8       | 4           | 0.824(7) | 0.809(7) | 2.7403(10) | 2.7406(9) |
| 0.5 | 8       | 5           | 0.818(7) | 0.806(7) | 2.7400(10) | 2.7408(9) |
| 0.5 | 12      | 3           | 0.832(7) | 0.815(6) | 2.7393(7) | 2.7405(9) |
| 0.5 | 12      | 4           | 0.818(7) | 0.808(7) | 2.7398(8) | 2.7409(9) |
| 0.5 | 12      | 5           | 0.818(7) | 0.805(7) | 2.7397(8) | 2.7407(9) |
| 0.5 | 16      | 3           | 0.826(8) | 0.811(7) | 2.7389(8) | 2.7406(9) |
| 0.5 | 16      | 4           | 0.817(7) | 0.805(7) | 2.7398(8) | 2.7410(9) |
| 0.5 | 16      | 5           | 0.814(8) | 0.806(7) | 2.7392(8) | 2.7404(9) |

TABLE VI: Results of $\nu$ and $g_{c}$ obtained from Bayesian analysis (and resampling) for the disordered Herringbone model with $p = 0.5$. The second and third columns are the minimum box size and the order of polynomials in $tL^{1/\nu}$ (including subleading correction) used in the analysis, respectively. The $\nu$ and $g_{c}$ shown in the 4th (5th) and 6th (7th) columns are determined from $Q_{1}$ ($Q_{2}$).

| P  | L_{\text{m}} | tL^{1/\nu} | \nu | \nu | g_{c} | g_{c} |
|----|------------|-------------|-----|-----|------|------|
| 0.9 | 8       | 3           | 1.086(9) | 1.039(7) | 4.854(14) | 4.836(14) |
| 0.9 | 8       | 4           | 1.090(10) | 1.045(8) | 4.839(15) | 4.824(13) |
| 0.9 | 8       | 5           | 1.083(10) | 1.043(8) | 4.833(15) | 4.822(14) |
| 0.9 | 12      | 3           | 1.042(9) | 1.021(9) | 4.823(14) | 4.852(17) |
| 0.9 | 12      | 4           | 1.042(9) | 1.021(8) | 4.807(11) | 4.832(16) |
| 0.9 | 12      | 5           | 1.040(9) | 1.021(9) | 4.812(14) | 4.828(17) |
| 0.9 | 16      | 3           | 1.023(10) | 1.013(9) | 4.803(13) | 4.855(17) |
| 0.9 | 16      | 4           | 1.022(9) | 1.011(9) | 4.802(13) | 4.840(17) |
| 0.9 | 16      | 5           | 1.024(10) | 1.010(9) | 4.807(14) | 4.841(19) |

TABLE VII: Results of $\nu$ and $g_{c}$ obtained from Bayesian analysis (and resampling) for the disordered Herringbone model with $p = 0.9$. The second and third columns are the minimum box size and the order of polynomials in $tL^{1/\nu}$ (including subleading correction) used in the analysis, respectively. The $\nu$ and $g_{c}$ shown in the 4th (5th) and 6th (7th) columns are determined from $Q_{1}$ ($Q_{2}$).

**More Data of $Q_{1}$ and $Q_{2}$**

In this section, more data for the disordered Herringbone and plaquette models are presented.
FIG. 5: $Q_1$ (top panel) and $Q_2$ (bottom panel) of various $L$ as functions of $P$ for the considered disordered plaquette model studied here. The dashed lines are added to guide the eye.