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A BSTRACT

Quantile regression, based on check loss, is a widely used inferential paradigm in Econometrics and Statistics. The conditional quantiles provide a robust alternative to classical conditional means, and also allow uncertainty quantification of the predictions, while making very few distributional assumptions. We consider the analogue of check loss in the binary classification setting. We assume that the conditional quantiles are smooth functions that can be learnt by Deep Neural Networks (DNNs). Subsequently, we compute the Lipschitz constant of the proposed loss, and also show that its curvature is bounded, under some regularity conditions. Consequently, recent results on the error rates and DNN architecture complexity become directly applicable.

We quantify the uncertainty of the class probabilities in terms of prediction intervals, and develop individualized confidence scores that can be used to decide whether a prediction is reliable or not at scoring time. By aggregating the confidence scores at the dataset level, we provide two additional metrics, model confidence, and retention rate, to complement the widely used classifier summaries. We also the robustness of the proposed non-parametric binary quantile classification framework are also studied, and we demonstrate how to obtain several univariate summary statistics of the conditional distributions, in particular conditional means, using smoothed conditional quantiles, allowing the use of explanation techniques like Shapley to explain the mean predictions. Finally, we demonstrate an efficient training regime for this loss based on Stochastic Gradient Descent with Lipschitz Adaptive Learning Rates (LALR).

1 Introduction

Deep Learning has seen tremendous success over the last few years in the fields of Computer Vision, Speech and Natural Language processing [26]. As it is making its way into numerous real world applications, focus is shifting from achieving state-of-the-art performance to questions about explainability, robustness, trustworthiness, fairness and training efficiency, among others. Uncertainty Quantification (UQ) is also witnessing a renewed interest within the Deep Learning community. All of the aforementioned aspects need to be tackled in a holistic manner to democratize AI and make AI equitable for all sections of the society at large [1]. In a seminal paper, Parzen provides a foundation for exploratory and confirmatory data analysis using quantiles [36], and later argues for unification of the theory and practice of statistical methods with them [37]. In this work, we take these ideas forward and show how some of the problems mentioned before in the Deep Learning context, can be solved using a quantile-centric approach.

Quantile Regression (QR) generalizes the traditional mean regression to model the relationship between the quantiles of the response to the dependent variables, median regression being the special case [22]. QR inherits many desirable properties of quantiles: they are robust to noise in the response variable, have a clear probabilistic interpretation, and
are equivariant under monotonic transformations. Besides, they also have appealing asymptotic properties under mild assumptions both in the parametric and the non-parametric settings [38, 9]. QR has found many successful applications in Econometrics and Statistics, such as modeling growth curves, extreme events, and in the robust regression context [23, 6, 32, 7]. Its introduction to the Machine Learning community is relatively recent, where [19] showed the relationship between ν–Support Vector Machines and QR, for example. [48] applied QR for modeling aleatoric uncertainty in deep learning via prediction intervals (PIs). Unlike previous works, we study QR in the binary classification setting since: 1) Much of the earlier work on QR can be extended to the deep learning context, with very minimal effort, which is not the case with classification tasks 2) Despite the dominance of classification tasks in the DL space, reliance on the popular but problematic binary cross entropy is still prevalent, and there is a need to find viable alternatives 3) We also want to study several problems together, as mentioned before, with binary classification as a test bed. We hope that, our findings can be extended to multi-class settings in future.

In the rest of this work, first we setup the problem, along with notations, and derive the Binary Quantile Regression (BQR) loss. We derive some properties of the loss function and provide the learning rates under the regularity assumptions. Later, for each of the sub-problems, namely, UQ, Explainability, Robustness, and Adaptive Learning Rates, we provide the necessary background, develop the idea, and provide the results. Finally, we discuss our findings, scope for improvements and new opportunities.

2 Binary Quantile Regression

2.1 Setup and Notations

Definition 2.1. For any real valued random variable Z, with distribution function \( F(z) \), with \( F(z) = P(Z \leq z) \), the quantile function \( Q(\tau) \) is given as \( Q(\tau) = F^{-1}(\tau) = \inf \{ r : F(r) \geq \tau \} \) for any \( 0 < \tau < 1 \).

Assumption 2.1. We collect \( n \) i.i.d samples \( \{x_i, y_i\}_{i=1}^n \), where \( x \in [-1,1]^d \), and is continuously distributed, represents the \( d \)-dimensional input features and \( y \in \{0,1\} \) the class label. For an absolute constant \( M > 0 \), assume \( \| f^* \|_\infty \leq M \)

Assumption 2.2. Assume \( f^* \) lies in the Sobolev ball \( W^{\beta,\infty}([-1,1]^d) \), with smoothness \( \beta \in \mathbb{N}_+ \)

\[
f^*(x) \in W^{\beta,\infty}([-1,1]^d) := \left\{ f : \max_{\alpha,|\alpha| \leq \beta} \sup_{x \in [-1,1]^d}|D^\alpha f| \leq 1 \right\},
\]

where \( \alpha = (\alpha_1, \alpha_2, \ldots, \alpha_d), |\alpha| = \alpha_1 + \alpha_2 + \ldots + \alpha_d \) and \( D^\alpha f \) is the weak derivative.

Assumption 2.3. Let \( f^* \) lie in a class \( F \). For the feedforward network class \( F_{DNN} \), let the approximation error \( \epsilon \) be

\[
\epsilon_{f^*} := \sup_{f^* \in F} \inf_{f \in F_{DNN}} \frac{\| f - f^* \|_\infty}{\| f \|_\infty} \leq 2M
\]

Given the input features \( x \), we aim to learn a classifier that maps the inputs to the class labels. Let \( Q_x(\tau) = f_x(x), \tau \in (0,1) \) be a continuous, smooth, conditional (on \( x \)) quantile learnt by the DNN. We consider an architecture of the form \( Q_x(\tau) = g_x(g_x(x)) \) where \( g_x \) is quantile-specific network and \( g_x \) is a layer shared by all quantiles. [50] showed that, sharing parameters across quantiles generally leads to better statistical efficiency. It is akin to multi-task learning, where each quantile estimation is a task, and our architecture is inspired by this observation.

2.2 Background

[30] considered the median regression for thresholded binary response models of the form \( Z = x\beta + U, Y = I(Z \geq 0) \), where \( Z \) is the latent response, \( \beta \) is a \( d \times 1 \) vector of unknowns, \( U \sim F(.) \) are i.i.d errors from a continuous distribution and \( I(.) \) is an indicator function. Later, in [31], he proved the consistency and asymptotic properties of the Maximum Score Estimator and also noted that it can be extended to model other quantiles as a solution to the optimization problem: arg min \( \sum_{i=1}^n \rho_{\tau}(y_i - I(x\beta \geq 0)) \). Here, \( \rho_{\tau} \) is the check loss or pinball loss, defined as \( \rho_{\tau}(e) = (\tau - I(e < 0))e \) [22]. It is well known that check loss is a generalized version of the Mean Absolute Error (MAE), often used in Robust Regression settings, and that quantiles minimize the check loss. [17, 24] provided efficient estimators by replacing the Indicator function with smooth kernels. [5] considered the Bayesian counterpart by noting that check loss is the kernel of Asymmetric Laplace Density (ALD). Below, we extend this to the non-parametric settings and derive the loss function suitable for DNNs.
2.3 BQR Loss

Let us reconsider thresholded binary response model 

\[ y = I(z \geq 0), \quad z = Q_x(\tau) = f_\tau(x) + \epsilon \]

where \( \epsilon \sim ALD(0, 1, \tau) \) and

\[ ALD(y; \mu, \sigma, \tau) \equiv \tau(1 - \tau)\sigma^{-1}\exp(-\rho_\tau((y - \mu)\sigma^{-1})) \]

It can be shown that,

\[ P(y = 1|f_\tau(x)) = \begin{cases} 
1 - \tau \exp((\tau - 1)f_\tau(x)) & 0 < f_\tau(x) \\
(1 - \tau) \exp(\tau f_\tau(x)) & 0 \geq f_\tau(x)
\end{cases} \]

The empirical loss, under the settings defined earlier, can now be defined as the negative of the log-likeihood function, given as:

\[ L_{BQR}(y; f_\tau(x)) = y_i \log((P(y = 1|f_\tau(x_i))^{-1})) + (1 - y_i) \log((1 - P(y = 1|f_\tau(x_i))^{-1})) \]

It is to be noted that, we can recover logistic and probit models, when the error distributions are logistic and normal distributions, respectively. Next, we analyze the learnability of latent functions. Before we do that, we provide two lemmas. (See Appendix A for Proofs)

Lemma 2.1. The Lipschitz constant of the BQR loss is \( \max(\tau, 1 - \tau) \)

The implications of this important result are manifested in section 6. We set the learning rate accordingly and accomplish significantly faster convergence in binary classification tasks. It may also be useful in studying the robustness of BQR against adversarial attacks [42].

Lemma 2.2. BQR also admits a bound in terms of the curvature of the function \( f^* \). That is

\[ c_1 E((f - f^*)^2) \leq E(L(y, f) - L(y, f^*)) \leq c_2 E((f - f^*)^2) \]

where \( c_1 \) and \( c_2 \) constants, bounded away from 0.

Due to Lemmas 2.1 and 2.2, the BQR loss satisfies Eqn(2.1) of [12]. Consequently, all the results of their paper are directly applicable, under suitable conditions. In particular, we restate their major result, Theorem 2:

Theorem 2.3. Suppose Assumptions 2.1-2.3 hold. Let \( f \) be the deep ReLU network with \( W \) number of parameters. Under BQR, with probability at least \( 1 - e^{-n} \), for large enough \( n \), for some \( C > 0 \),

\[ \|f - f^*\|^2_{L_2(x)} = E((f - f^*)^2) \leq B \]

for \( B = C\left(\frac{W\log(W)}{n}\log n + \frac{\log\log n + r}{n} + \epsilon^2 f^*\right) \)

The above non-asymptotic error bounds can be used to tune and optimize the architectures as a function of the DNN architecture complexity \( W \), sample size \( n \), confidence \( \gamma \) and approximation error \( \epsilon f^* \). Most refreshing, it allows us to look at the DNN as a decompressor: given quantized outputs \( y \), and inputs \( x \), we can train a DNN to decompress the signal \( f(x) \). In Fig. 1, we show the estimated conditional quantiles of the latent response. It is fascinating to see that the original signal is recovered, despite observing only quantized labels at the time of training. In addition, it is worth noting that multiple quantiles are simultaneously estimated. In order to prevent quantile crossing, we add a regularization term,

\[ L_{BQC} = \sum_{i=1}^{n_m} \sum_{p=1}^{m-1} \max(0, Q_{x_1}(\tau_p) - Q_{x_1}(\tau_{p+1}) \]

giving us regularized BQR: \( L_{BQ} = L_{BQR} + \lambda L_{BQC} \). In this work, we find that for most cases a \( \lambda = 1 \) was sufficient to prevent crossing. Next, we quantify how well the latent functions are learnt in terms of coverage, where coverage is an estimate of \( P_{x,y}(x < Q_x(\tau)) \) that should be close to the nominal value \( \tau \).
2.3.1 Coverage in Simulated Datasets

To verify that the quantiles we obtain possess the coverage property, we scale the true latent distribution and the obtained quantiles. The threshold value is first subtracted from the true latent, and the resulting distribution is then normalized to have 0 mean and unit standard deviation. For the quantiles, the mean and standard deviation of the median is obtained, and all the quantiles are normalized using these terms. This normalization step is done solely for comparing against the latent.

We created a collection of datasets as per the distributions listed below, sampling \( X \) from \( U(-1, 1) \) and classified the points as class 0 if \( y_i \leq \mu \). We computed the coverage for the generated quantiles. The datasets used are formulated as follows, with D5 and D6 being variants of the dataset proposed in [2]. The results can be seen in Table 1.

- **D1**: \( y_i = 5 \sin 8x_i + \zeta_i \), where \( \zeta_i \sim N(0, 1) \)
- **D2**: \( y_i = (4x_i)^2/2 + \zeta_i \), where \( \zeta_i \sim N(0, 0.5) \)
- **D3**: \( y_i = \sqrt{(4x_i)^2 + 5} - 2.5 + \zeta_i \), where \( \zeta_i \sim U(-0.3, 0.3) \)
- **D4**: \( y_i = \zeta_i \left\{ \begin{array}{ll} 2x_i \sin(1/2x_i) & x \neq 0 \\ 0 & x = 0 \end{array} \right. \), where \( \zeta_i \sim N(0, 0.5) \)
- **D5**: \( y_i = 2\left((1 - 3x_i + 2(3x_i)^2) \exp\{-0.5(3x_i)^2\} - 1.5\right) + \zeta_i \), where \( \zeta_i \sim N(0, 0.25) \)
- **D6**: \( y_i = 2\left((1 - 3x_i + 2(3x_i)^2) \exp\{-0.5(3x_i)^2\} - 1.5\right) + \zeta_i/4 \), where \( \zeta_i \sim \chi^2(2) \)

2.3.2 Coverage in Real World Datasets

We use regression datasets taken from the UCI Machine Learning Repository [10], and convert them into classification tasks by thresholding the target, and converting it into a binary label. We use two different thresholds, one to simulate
3 Establishing Uncertainty in Classification with Quantiles

[34] studied how Deep Learning models can be fooled easily, despite the high confidence in the predictions. [13, 33, 47] discuss why the widely used class probabilities, estimated with logistic loss, cannot be used as confidence measures, as they can overestimate the confidence, and are not consistent. One way to approach the problem is by Uncertainty Quantification (UQ). [25] proposed Deep Ensembles with a Bayesian justification to report Monte Carlo estimates of prediction variance. [27] posed UQ as a min-max problem, where a single model, instead of an ensemble, is input-distance aware. [48] proposed using Quantiles to report the PIs in the regression setting. It is straightforward to establish PIs using the conditional quantiles even in the binary classification setting since \( P_{x,y}(x < Q_x(\tau)) = \tau \). It follows then that, \([Q_x(0.5\tau), Q_x(1 - 0.5\tau)]\) is a 100(1 – \( \tau \))% PI at \( x \). Any monotonic transformation, such as a
sigmoid function or an Indicator function, can be used produce PIs in the class probabilities space or the label space. Along with measuring the precision, it is sometimes helpful to know when to withhold from a making prediction. Recently, [20] proposed Trustscore based on how close a sample is to a set of high trustworthy samples to that affect.

In addition to reporting the precision (via PIs), we can also measure the confidence via confidence score $\delta$ defined as follows:

**Definition 3.1.** Confidence Score ($\delta$), defined for a sample $x$ as

$$\delta = \inf_{d \in (0,0.5)} \{ d \text{ : s.t } Q_x(0.5 - d) \leq 0 \leq Q_x(0.5 + d) \}$$

The Confidence Score $\delta$ is thus a metric of how close to the decision boundary the latent function for $x$ is. As $\delta$ increases, the likelihood of the point being misclassified reduces, as the quantiles for the latent response move further away from the decision boundary. The relationship between misclassiication rate and confidence can be explicitly stated as follows:

**Theorem 3.1.** An instance with confidence score $\delta$ has a misclassification rate of $0.5 - \delta$.

**Proof.** Let $\mu$ be the median of the latent response $z$, i.e, $\mu = Q_x(0.5)$, and that $\mu \geq 0$. Note that,

$$P(z \leq \mu) = P(z \leq 0) + P(0 < z \leq \mu)$$

By definition $P(z \leq \mu) = 0.5$, $\delta = P(0 < z \leq \mu)$, and $P(z < 0)$ is the misclassification rate. Using same reasoning, we can show that, when $\mu < 0$, the misclassification rate $P(z > 0)$ is $0.5 - \delta$. Hence, the misclassification rate is $0.5 - \delta$.

To verify the relationship between misclassification and confidence, we use the same datasets and thresholds used in our coverage computation tests, and compute the goodness of fit ($R^2$) score of the expected misclassification rate vs $\delta$ curve on the obtained values misclassification rate per delta. The results can be seen in Table 3. In addition, by omitting samples whose $\delta$-score is below a certain threshold, more confident predictions can be obtained, as per the theorem described above. We term this threshold as the *model confidence*. However, it is important to keep in mind that as this tolerance for a certain $\delta$ becomes more rigid, the number of acceptable decisions will also reduce. We define the *retention rate* for a given confidence threshold as the ratio of number of points having a $\delta$-Score less than that confidence score to the samples available for decision. Table 4 shows the retention ($r_r$) and misclassification rates ($m_r$) for some standard binary classification datasets [10, 11, 21, 29].

In addition, we can use the tried and tested classifier metrics, namely AUC, RoC and Precision-Recall curves in order to evaluate the classifier per Confidence Score level. We simply compute the TPR-FPR and Precision-Recall curves for the classifier, only considering points that have a specific confidence level. Figure 2 shows an example of the same. As one can note, the classifier performance improves when low confidence labels are withheld. The per $\delta$-score performance can be evaluated and used as another metric when deciding whether or not a prediction should be rejected.

![Figure 2: Per $\delta$-Score AUC-ROC Curves](image)

---

1 Note: The $R^2$ score for yacht is correct. The value is computed using scikit learn’s `r2_score`, which ranges from $-\infty$ to 1.0.
### Table 3: Misclassification rate per $\delta$-Score in Artificially created classification tasks

| Dataset    | $m_r$ | Rate | $0.1$ | $0.2$ | $0.3$ | $0.4$ | $0.5$ | $R^2$ |
|------------|-------|------|-------|-------|-------|-------|-------|-------|
| Abalone    | 9     | $m_r$ | 0.40  | 0.35  | 0.25  | 0.15  | 0.04  | 0.89  |
|            |       | $r_r$ | 1.00  | 0.84  | 0.68  | 0.52  | 0.33  |       |
| Boston     | 22    | $m_r$ | 0.44  | 0.33  | 0.23  | 0.13  | 0.02  | 0.96  |
|            |       | $r_r$ | 1.00  | 0.96  | 0.91  | 0.86  | 0.74  |       |
| California | 1.8   | $m_r$ | 0.41  | 0.35  | 0.24  | 0.13  | 0.03  | 0.94  |
|            |       | $r_r$ | 1.00  | 0.92  | 0.84  | 0.74  | 0.60  |       |
| Concrete   | 35    | $m_r$ | 0.42  | 0.31  | 0.23  | 0.11  | 0.04  | 0.97  |
|            |       | $r_r$ | 1.00  | 0.94  | 0.87  | 0.79  | 0.66  |       |
| Energy     | 20    | $m_r$ | 0.38  | 0.21  | 0.23  | 0.08  | 0.00  | 0.89  |
|            |       | $r_r$ | 1.00  | 0.99  | 0.99  | 0.99  | 0.97  |       |
| Protein    | 5     | $m_r$ | 0.37  | 0.36  | 0.24  | 0.13  | 0.04  | 0.90  |
|            |       | $r_r$ | 1.00  | 0.88  | 0.76  | 0.61  | 0.40  |       |
| Redshift   | 0.65  | $m_r$ | 0.40  | 0.32  | 0.20  | 0.12  | 0.02  | 0.99  |
|            |       | $r_r$ | 1.00  | 0.96  | 0.92  | 0.87  | 0.78  |       |
| Wine       | 5     | $m_r$ | 0.43  | 0.39  | 0.29  | 0.17  | 0.07  | 0.70  |
|            |       | $r_r$ | 1.00  | 0.87  | 0.74  | 0.57  | 0.33  |       |
| Yacht      | 2     | $m_r$ | 0.13  | 0.10  | 0.03  | 0.00  | 0.00  | -9.6  |
|            |       | $r_r$ | 1.00  | 1.00  | 0.99  | 0.97  | 0.89  |       |
|            | 7.5   | $m_r$ | 0.24  | 0.10  | 0.00  | 0.00  | 0.00  | -1.6  |
|            |       | $r_r$ | 1.00  | 0.99  | 0.98  | 0.94  | 0.86  |       |

### 3.1 Comparison with Trustscore

To compare our $\delta_x$ with TS, we compute both of them for all the samples in a dataset. Following this, we rank the samples based on TS and create 10 equi-distributed bins, one bin per decile. We then compute the average $\delta_x$ and TS of all points in each bin. As per [20], low ranking points are the ones likely to be misclassified. As seen in Table 5, as TS bin decile increases, the average $\delta_x$ score also increases as expected, indicating that our method captures the expected trend.
Table 4: Confidence score based metrics for binary classification datasets

| Dataset                  | Acc. | Metric | 0.1   | 0.2   | 0.3   | 0.4   | 0.5   |
|--------------------------|------|--------|-------|-------|-------|-------|-------|
| Asirra                   | 0.95 | $m_r$  | 0.39  | 0.33  | 0.24  | 0.12  | 0.01  |
|                          |      | $r_r$  | 1.00  | 0.98  | 0.96  | 0.92  | 0.86  |
| Banknote                 | 1.00 | $m_r$  | 0.10  | 0.00  | 0.01  | 0.00  | 0.00  |
|                          |      | $r_r$  | 1.00  | 0.96  | 0.92  | 0.86  | 0.78  |
| Haberman                 | 0.76 | $m_r$  | 0.43  | 0.39  | 0.36  | 0.19  | 0.12  |
|                          |      | $r_r$  | 1.00  | 0.88  | 0.77  | 0.66  | 0.26  |
| Heart Disease            | 0.88 | $m_r$  | 0.46  | 0.36  | 0.23  | 0.12  | 0.04  |
|                          |      | $r_r$  | 1.00  | 0.92  | 0.85  | 0.74  | 0.58  |
| Indian Liver Patient     | 0.75 | $m_r$  | 0.41  | 0.42  | 0.32  | 0.22  | 0.03  |
|                          |      | $r_r$  | 1.00  | 0.87  | 0.58  | 0.42  | 0.32  |
| IMDB                     | 0.92 | $m_r$  | 0.45  | 0.29  | 0.20  | 0.11  | 0.01  |
|                          |      | $r_r$  | 1.00  | 0.98  | 0.97  | 0.95  | 0.91  |
| Ionosphere               | 0.94 | $m_r$  | 0.50  | 0.32  | 0.17  | 0.16  | 0.02  |
|                          |      | $r_r$  | 1.00  | 0.97  | 0.95  | 0.90  | 0.82  |
| Pima Indian Diabetes     | 0.80 | $m_r$  | 0.45  | 0.37  | 0.30  | 0.16  | 0.04  |
|                          |      | $r_r$  | 1.00  | 0.88  | 0.74  | 0.58  | 0.37  |
| Pneumonia X-Ray          | 0.89 | $m_r$  | 0.72  | 0.31  | 0.24  | 0.20  | 0.04  |
|                          |      | $r_r$  | 1.00  | 0.99  | 0.97  | 0.95  | 0.92  |
| Sonar                   | 0.94 | $m_r$  | 0.45  | 0.38  | 0.22  | 0.13  | 0.03  |
|                          |      | $r_r$  | 1.00  | 0.96  | 0.92  | 0.87  | 0.80  |
| Titanic                  | 0.87 | $m_r$  | 0.41  | 0.30  | 0.27  | 0.15  | 0.06  |
|                          |      | $r_r$  | 1.00  | 0.94  | 0.88  | 0.78  | 0.65  |
| Wisconsin Breast Cancer  | 0.97 | $m_r$  | 0.36  | 0.28  | 0.20  | 0.11  | 0.01  |
|                          |      | $r_r$  | 1.00  | 0.99  | 0.97  | 0.95  | 0.91  |

However, note that, the average TS per bin can increase dramatically, as TS is not calibrated and is not intended to be used in isolation, but rather as a relative metric. Further, the real benefit of our approach can be seen in datasets such as Ionosphere, Banknote and Sonar, wherein even the lowest TS bins have very high $\delta_x$ values. This makes perfect sense, as these are easy to classify datasets. However, by construction, TS involves ranking the samples, and as a result, it is possible for some samples with low confidence to get high TS and vice versa, which is undesirable. Unlike TS, $\delta_x$ is well calibrated due to Theorem 3.2, and requires no other models to be run on the top, thanks to the conditional quantiles.

### 4 Robustness to Label Noise

As noted previously in Section 3, BCE can be overconfident or can be fooled easily in the presence of noise. While confidence scores may help detect such spurious cases, is it possible to reduce them in the first place? That brings us to developing robust estimation techniques. It is widely established that Quantiles are a type of robust estimators to noise in the response variable (vertical noise). In the classification setting, [14] showcase the ability of the MAE of the class probabilities being more robust to label noise than Categorical Cross Entropy but note that training under MAE could be slow. In our case, having shown the promise of BQR in UQ, we are interested in seeing whether median class probabilities are robust to label noise. To study this, we use the same networks as before, with one trained on BCE, and the other BQR. For each dataset, we vary the percentage of wrongly labelled samples in the training set, and compare the accuracy of the model on the entire real dataset. The results can be seen in Table 6. At no noise, the BQR based classifier is usually equivalent to, or slightly less accurate than the BCE one, however, as noise increases (20% and above), eventually the BQR classifier begins to outperform the BCE one, but it is to be noted that these noise levels are extremely high when this occurs.
Table 5: Average $\delta_x$-score and Trustscore values per Trustscore bin

| Dataset   | Avg. | 1   | 2   | 3   | 4   | 5   | 6   | 7   | 8   | 9   | 10  |
|-----------|------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| Banknote  | $\delta_x$ | 0.49 | 0.50 | 0.50 | 0.50 | 0.50 | 0.50 | 0.50 | 0.50 | 0.50 | 0.50 |
|           | TS   | 3.69 | 5.61 | 6.95 | 8.22 | 9.50 | 11.12 | 13.01 | 15.69 | 20.08 | 1.79E11 |
| Haberman  | $\delta_x$ | 0.22 | 0.24 | 0.25 | 0.28 | 0.32 | 0.36 | 0.37 | 0.41 | 0.44 | 0.45 |
|           | TS   | 0.60 | 0.94 | 1.13 | 1.39 | 1.71 | 2.20 | 2.83 | 3.73 | 5.45 | 5.3E11 |
| Heart     | $\delta_x$ | 0.35 | 0.40 | 0.45 | 0.45 | 0.46 | 0.47 | 0.47 | 0.49 | 0.49 | 0.49 |
|           | TS   | 0.86 | 1.08 | 1.19 | 1.27 | 1.36 | 1.46 | 1.59 | 1.81 | 2.19 | 2.3E11 |
| ILP       | $\delta_x$ | 0.16 | 0.19 | 0.25 | 0.28 | 0.29 | 0.30 | 0.34 | 0.37 | 0.41 | 0.43 |
|           | TS   | 0.51 | 0.81 | 1.00 | 1.14 | 1.26 | 1.42 | 1.64 | 1.89 | 2.38 | 5.1E11 |
| Iono      | $\delta_x$ | 0.46 | 0.49 | 0.49 | 0.48 | 0.49 | 0.50 | 0.50 | 0.50 | 0.50 | 0.50 |
|           | TS   | 0.91 | 1.05 | 1.13 | 1.37 | 1.77 | 2.34 | 3.11 | 4.64 | 6.46 | 2.5E11 |
| Pima      | $\delta_x$ | 0.23 | 0.26 | 0.30 | 0.37 | 0.38 | 0.40 | 0.41 | 0.45 | 0.47 | 0.48 |
|           | TS   | 0.79 | 0.99 | 1.11 | 1.22 | 1.33 | 1.45 | 1.59 | 1.78 | 2.09 | 3.22 |
| Sonar     | $\delta_x$ | 0.44 | 0.48 | 0.49 | 0.49 | 0.48 | 0.49 | 0.49 | 0.49 | 0.49 | 0.49 |
|           | TS   | 0.94 | 1.06 | 1.12 | 1.20 | 1.30 | 1.39 | 1.50 | 1.63 | 2.03 | 2.54 |
| Titanic   | $\delta_x$ | 0.27 | 0.38 | 0.41 | 0.44 | 0.45 | 0.46 | 0.45 | 0.46 | 0.46 | 0.47 |
|           | TS   | 0.78 | 1.39 | 2.32 | 4.25 | 6.34 | 10.97 | 25.55 | 1.1E9 | 6.3E10 | 8.6E11 |
| WBC       | $\delta_x$ | 0.43 | 0.48 | 0.49 | 0.50 | 0.50 | 0.50 | 0.50 | 0.50 | 0.50 | 0.50 |
|           | TS   | 1.19 | 1.61 | 1.95 | 2.49 | 3.55 | 8.3E10 | 1.6E12 | 1.8E12 | 2.1E12 | 2.4E12 |

Table 6: BCE vs BQR Loss on Label Noise

Table 5: Average $\delta_x$-score and Trustscore values per Trustscore bin

5 Explaining the predictions

A strong criticism of Deep Learning models is that they are black-boxes in nature [40]. A wide variety of techniques that attempt to explain the model predictions in terms of activations, saliency maps, and counter-factuals based on gradient propagation are proposed and are actively being developed [43, 44, 46]. In majority of the cases, the same
techniques can be applied to DNNs fit with BQR as well. There are additional classes of explanations for mean predictions like shapley [28] and LIME [39]. Below, we show, how the conditional quantiles can be used to estimate conditional effects, as well as report conditional means. Recall that \( Q_x(\tau) \) is the conditional quantile at the covariate \( x \), where \( \tau \) is chosen over a set of discrete values \( T \in \{ \tau_0, \tau_1, \ldots, \tau_m, \tau_{m+1} \} \) with \( \tau_0 = 0, \tau_{m+1} = 1 \), and there are \( m \) outputs available from the neural net corresponding to the remaining values of \( \tau \). We can get a smoothed version of the conditional quantiles by:

\[
Q_x^s(\tau)_{\tau \in (0,1)} = \sum_{i=0}^{m} Q_x(\tau_i) \int_{\tau_i}^{\tau_{i+1}} \frac{1}{h} K\left(\frac{\tau - p}{h}\right) dp
\]

where \( K(\cdot) \) is suitable kernel with bandwidth parameter \( h \) [36]. In our examples, we used a Gaussian kernel with bandwidth set to 0.1. Now, one can immediately compute any univariate statistic. In particular, the mean response can be computed as: \( E(f(x)) = \int_{\tau=0}^{1} Q_x^s(\tau) d\tau \). Likewise, \( Var(f(x)) \) can also be computed. In fact, any quantity of interest can be computed simply by post-processing the smoothed full distribution [37].

**Figure 3: Heart Disease Latent vs Max Heart Rate for an Average patient (Interpolated)**

Figure 3 showcases how quantiles can be used to aid in explainable predictions. In these graphs, the average metrics of a patient in the heart disease dataset were computed, and the quantiles were predicted using these average parameters while varying the maximum heart rate from the the minimum recorded value to the maximum, in steps of 1. The figure graphically showcases the region of uncertainty, something which cannot be obtained from conventional binary classifiers as they provide only a single threshold value. Figure 4 showcases the shapely summary statistics of the mean response of the latent on the test data of the heart disease dataset via quantile interpolation.

The smoothed quantiles also show how it is possible obtain more fine grained values of the confidence metric \( \delta \), while keeping the number of prediction quantile outputs manageable.

### 6 Lipschitz Adaptive Learning Rates: BQR Loss

A critical parameter in training DNNs via Stochastic Gradient Descent is the learning rate. One of the early approaches to adapt the learning rate is by recognizing the inverse relationship between the step size of gradient descent update and the Lipschitz constant of the function being optimized [4]. Since the Lipschitz constant is generally unknown apriori, [3, 35] estimate a local approximation during training the feed forward networks. Recently works have derived adaptive Learning Rates by exploiting the gradient properties of Deep ReLU networks [49, 41], and successfully applied them to train models on large datasets [45]. We summarize their results in the following proposition:
**Proposition 6.1.** *In a Deep ReLU network, let constant $k_z$ be the supremum of gradients w.r.t the function, and let $L$ be the Lipschitz constant of the Loss. Then, the adaptive Learning rate $\eta$ is $\eta = (k_z L)^{-1}$, where the weight update rule is: $w_t = w_{t-1} - \eta \nabla L(f(x))$*

This particular choice of LALR, under the assumption that gradients cannot change arbitrarily fast, ensures a convex quadratic upper bound, minimized by the descent step.

To show the efficacy of the Lipschitz constant based adaptive learning rate, we compared the performance of the adaptive learning rate verses fixed learning rates of 0.01 and 0.1, and tested how quickly they were able to reach a specified target accuracy in terms of number of epochs. The results can be found in Table 7. N/A indicates that the classifier was unable to reach the accuracy threshold within 5000 Epochs (500 for IMDB) - if this occurs, the maximum accuracy reached is provided as well. For IMDB, we use an embedding dimension of size 100, and a 2 layer LSTM of dimension 256 which feeds a linear layer.

| Dataset   | Accuracy | $N_{0.01}$ | $N_{0.1}$ | $N_{1/L}$ |
|-----------|----------|------------|-----------|-----------|
| Banknote  | 0.99     | 945        | 104       | 14        |
| Haberman  | 0.80     | N/A (0.775)| 773       | 78        |
| Heart     | 0.85     | 221        | 161       | 4         |
| ILP       | 0.75     | N/A (0.733)| 317       | 28        |
| IMDB      | 0.90     | N/A (0.716)| 106       | 27        |
| Ionosphere| 0.90     | 1841       | 104       | 6         |
| Pima      | 0.80     | 4099       | 417       | 53        |
| Sonar     | 0.97     | 2199       | 320       | 40        |
| Titanic   | 0.87     | 982        | 152       | 17        |
| Winsconsin| 0.97     | 1577       | 101       | 8         |

Table 7: Convergence comparison between the Adaptive and Fixed Learning rates for SGD

For our image datasets, we compared the efficacy of the LALR on various deep architectures. The Resnet [16] implementations are Pytorch’s default Resnet18 and Resnet50 implementations of 18 and 50 layers each, while the Densenet [18] implementation is Pytorch’s Densenet121 architecture consisting of 10 layers, out of which 4 are Dense blocks, for a total of 121 layers. For all models, the optimizer was SGD, and each test was run for 20 epochs. We obtained the best validation accuracy of LR=0.01 and found the number of epochs for the other learning rates to
achieve both a training and validation accuracy equal to or greater than LR=0.01. The results can be seen in Table 8. For all our tests, the LALR based models converged faster, barring Asirra on Densenet.

| Dataset | Arch. | Target Acc. | LR        | $N_E$ | $T_E$ (min) |
|--------|-------|-------------|-----------|-------|-------------|
| Asirra | Resnet18 | 0.76       | Fixed (0.01) | 16  | 2.5         |
|        |        |             | Fixed (0.1)   | 15  | 2.5         |
|        |        |             | Adaptive     | 6   | 4.2         |
|        | Resnet50 | 0.70       | Fixed (0.01) | 20  | 4.7         |
|        |        |             | Fixed (0.1)   | 16  | 4.7         |
|        |        |             | Adaptive     | 5   | 7.0         |
|        | Densenet | 0.86      | Fixed (0.01) | 20  | 4.9         |
|        |        |             | Fixed (0.1)   | 8   | 4.9         |
|        |        |             | Adaptive     | 9   | 12.1        |
| Pneumonia | Resnet18 | 0.83     | Fixed (0.01) | 18  | 1.2         |
|        |        |             | Fixed (0.1)   | 7   | 1.2         |
|        |        |             | Adaptive     | 6   | 2.3         |
|        | Resnet50 | 0.82     | Fixed (0.01) | 20  | 1.9         |
|        |        |             | Fixed (0.1)   | 15  | 1.9         |
|        |        |             | Adaptive     | 9   | 3.2         |
|        | Densenet | 0.81     | Fixed (0.01) | 20  | 1.9         |
|        |        |             | Fixed (0.1)   | 10  | 1.9         |
|        |        |             | Adaptive     | 3   | 3.2         |

Table 8: Adaptive LR performance in Deep Binary Image Classification

7 Conclusion and Scope for Future Work

To summarize, in this work we put forth the Binary Quantile Regression loss function - a loss function to allow DNNs for binary classification to learn the quantiles of the latent function learnt by the network. By estimating these quantiles, we are able to gain additional insight into the uncertainty of the predictions of the network in real time. To further this, we also extend this uncertainty quantification technique to the sample confidence score we term $\delta_x$. We show that $\delta_x$ is an accurate measure to capture uncertainty, that provides a mathematical likelihood of misclassification, as per the function learnt by the model. Following this, we explore how quantiles provide solutions to current open problems in the deep learning space by being more robust to extreme amounts label noise and allowing for standard function explanation techniques to be applied to DNN outputs. Finally, we show how recent advances in adaptive learning rates can be applied to BQR as well.

To conclude, BQR allows us to enhance binary classification networks by providing additional information at prediction times, with no impact on performance. The quantile outputs obtained have a variety of use cases, the most potent of which is the ability to provide the uncertainty metric we describe.

One glaring limitation however, is of course the fact that BQR applies only to binary classification tasks, and cannot be used directly in a multivariate setting. One way of overcoming this drawback is to use a One-vs-all approach, akin to multiclass classification with SVMs. Alternatively, when the classes are ordinal, we can extend the binary thresholded model to include more cut-points. Otherwise, it is not trivial to extend BQR to multi-class setting because there is no unique way to define multivariate quantiles. However, recent research in depth quantiles [8, 15] could allow BQR to be extended in this direction.
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Appendix A  Proofs

Lemma 2.1

Lemma. The Lipschitz constant of the BQR loss is $\max(\tau, 1 - \tau)$

Proof. Recall that, the empirical risk under the BQR loss is:

$$L(y, z) = -(y \log p_z + (1 - y) \log (1 - p_z))$$

where

$$p_z = \begin{cases} 
1 - \tau \exp((\tau - 1)z) & z \geq 0 \\
(1 - \tau) \exp(\tau z) & z < 0 
\end{cases}$$

Let us consider the following cases. Case-1a: $0 < z_1 < z_2, y = 1$

$$|L(1, z_2) - L(1, z_1)| \frac{|z_2 - z_1|}{z_2 - z_1} = \log (1 - \tau e(\tau - 1)z_2) - \log (1 - \tau e(\tau - 1)z_1)$$

The RHS approaches maximum as $z_2, z_1 \to 0$. Taking the limit w.r.t $z_1$ first, we get,

$$\lim_{z_1 \to 0} \frac{|L(1, z_2) - L(1, z_1)|}{|z_2 - z_1|} = \log (1 - \tau e(\tau - 1)z_2) - \log (1 - \tau)$$

and then taking the limit w.r.t $z_2$ later, we get

$$\lim_{z_2, z_1 \to 0} \frac{|L(1, z_2) - L(1, z_1)|}{|z_2 - z_1|} = \tau$$

Therefore,

$$\frac{|L(1, z_2) - L(1, z_1)|}{z_2 - z_1} \leq \tau$$

Case-1b: $0 < z_1 < z_2, y = 0$

$$|L(0, z_2) - L(0, z_1)| \frac{|z_2 - z_1|}{z_2 - z_1} = \log (\tau e^((\tau - 1)z_2)) - \log (\tau e^((\tau - 1)z_1))$$

In this case, the RHS simplifies to,

$$\frac{|L(0, z_2) - L(0, z_1)|}{z_2 - z_1} = \frac{(z_2 - z_1)(1 - \tau)}{z_2 - z_1} = 1 - \tau$$

Therefore,

$$\frac{|L(0, z_2) - L(0, z_1)|}{z_2 - z_1} \leq 1 - \tau$$

Case-2a: $z_1 < 0 < z_2, y = 1$

$$|L(1, z_2) - L(1, z_1)| \frac{|z_2 - z_1|}{z_2 - z_1} = \log (1 - \tau e(\tau - 1)z_2) - \log ((1 - \tau)e^{\tau z_1})$$

The RHS approaches maximum as $z_2, z_1 \to 0$. Taking the limit w.r.t $z_1$ first, we get,

$$\lim_{z_1 \to 0} \frac{|L(1, z_2) - L(1, z_1)|}{|z_2 - z_1|} = \log (1 - \tau e(\tau - 1)z_2) - \log (1 - \tau)$$

and then taking the limit w.r.t $z_2$, we get

$$\lim_{z_2, z_1 \to 0} \frac{|L(1, z_2) - L(1, z_1)|}{|z_2 - z_1|} = \tau$$
Therefore,
\[
\frac{|L(1, z_2) - L(1, z_1)|}{|z_2 - z_1|} \leq \tau
\]

**Case-2b:** \(z_1 < 0 < z_2, y = 0\)

\[
\frac{|L(0, z_2) - L(0, z_1)|}{|z_2 - z_1|} = \frac{\log (\tau e^{(\tau-1)z_2}) - \log (1 - (1 - \tau)e^{\tau z_1})}{z_2 - z_1}
\]

The RHS approaches maximum as \(z_2, z_1 \to 0\). Taking the limit w.r.t \(z_1\) first, we get,

\[
\lim_{z_1 \to 0} \frac{|L(0, z_2) - L(0, z_1)|}{|z_2 - z_1|} = \frac{\log (1 - \tau e^{(\tau-1)z_2}) - \log (\tau)}{z_2}
\]

and then taking the limit w.r.t \(z_2\), we get

\[
\lim_{z_2, z_1 \to 0} \frac{|L(0, z_2) - L(0, z_1)|}{|z_2 - z_1|} = 1 - \tau
\]

Therefore,
\[
\frac{|L(0, z_2) - L(0, z_1)|}{|z_2 - z_1|} \leq 1 - \tau
\]

**Case-3a:** \(z_1 < z_2 < 0, y = 1\)

\[
\frac{|L(1, z_2) - L(1, z_1)|}{|z_2 - z_1|} = \frac{\log ((1 - \tau)e^{\tau z_2}) - \log ((1 - \tau)e^{\tau z_1})}{z_2 - z_1}
\]

The RHS simplifies to,
\[
\frac{|L(1, z_2) - L(1, z_1)|}{|z_2 - z_1|} = \frac{\tau(z_2 - z_1)}{z_2 - z_1}
\]

Therefore,
\[
\frac{|L(0, z_2) - L(0, z_1)|}{|z_2 - z_1|} \leq \tau
\]

**Case-3b:** \(z_1 < z_2 < 0, y = 0\)

\[
\frac{|L(0, z_2) - L(0, z_1)|}{|z_2 - z_1|} = \frac{\log (1 - (1 - \tau)e^{\tau z_2}) - \log (1 - (1 - \tau)e^{\tau z_1})}{z_2 - z_1}
\]

The RHS approaches maximum as \(z_1, z_2 \to 0\). Taking the limit w.r.t \(z_2\) first, we get,

\[
\lim_{z_2 \to 0} \frac{|L(0, z_2) - L(0, z_1)|}{|z_2 - z_1|} = \frac{\log (1 - \tau) - \log (1 - \tau e^{(\tau-1)z_1})}{z_1}
\]

and then taking the limit w.r.t \(z_1\), we get

\[
\lim_{z_1, z_2 \to 0} \frac{|L(0, z_2) - L(0, z_1)|}{|z_2 - z_1|} = 1 - \tau
\]

Therefore,
\[
\frac{|L(0, z_2) - L(0, z_1)|}{|z_2 - z_1|} \leq 1 - \tau
\]

Hence, \(\forall z_1, z_2 \in R, y \in \{0, 1\}\)

\[
\frac{|L(y, z_2) - L(y, z_1)|}{|z_2 - z_1|} \leq \max(1 - \tau, \tau)
\]
Lemma 2.2

Lemma. BQR also admits a bound in terms of the curvature of the function \( f^* \). That is

\[
c_1 E((f - f^*)^2) \leq E(L(y, f) - L(y, f^*)) \leq c_2 E((f - f^*)^2)
\]

where \( c_1 \) and \( c_2 \) constants, bounded away from 0.

Proof. Recall that, the empirical risk under the BQR loss is:

\[
L(y, z) = -(y \log p_z + (1 - y) \log (1 - p_z))
\]

where

\[
p_z = \begin{cases} 1 - \tau \exp((\tau - 1)z) & z > 0 \\ (1 - \tau) \exp(\tau z) & z \leq 0 \end{cases}
\]

Using Taylor series expansion of \( h_a(b) = L(b, y) - L(a, y) \), with \( a = f, b = f^* \), we can write,

\[
h_a(b) = h_a(a) + h_a'(a)(b - a) + \frac{1}{2} h_a''(a)(b - a)^2
\]

We will be looking at \( h_a''(b) \) to determine the bounds for the curvature of the loss function. Let us consider the following cases.

Case-1: \( b \geq 0, a \geq 0 \)

\[
h_a(b) = -(1 - te^{-(1-t)a}) \log \left( 1 - te^{-(1-t)b} \right) - \left( te^{-(1-t)b} \right) \log \left( 1 - te^{-(1-t)b} \right) + g(a)
\]

\[
h_a'(b) = -(1 - te^{-(1-t)a}) \frac{t(1-t)e^{-(1-t)b}}{1 - te^{-(1-t)b}^2} - (te^{-(1-t)a})(1 - t)
\]

\[
h_a''(b) = (1 - te^{-(1-t)a}) \frac{t(1-t)^2e^{-(1-t)b}}{(1 - te^{-(1-t)b})^2}
\]

\( h_a''(b) \) is maximum at \( a = 0, b = 0 \), and minimum at \( a = M, b = M \), therefore

\[
A_1 = h_a''(b) \geq \frac{t(1-t)^2e^{-(1-t)M}}{1 - te^{-(1-t)M}^2}
\]

Case-2: \( b \leq 0, a \leq 0 \)

\[
h_a(b) = -(1 - t)e^{ta} \log \left( (1 - t)e^{tb} \right) - (1 - (1 - t)e^{ta}) \log \left( 1 - (1 - t)e^{tb} \right) + g(a)
\]

\[
h_a'(b) = -(1 - t)e^{ta}(\log((1 - t) + tb) - (1 - (1 - t)e^{ta}) \log(1 - (1 - t)e^{tb}) + g(a)
\]

\[
h_a''(b) = -(1 - t)te^{ta} + t(1-t)(1 - (1 - t)e^{ta}) \frac{e^{tb}}{1 - (1 - t)e^{tb}}
\]

\[
h_a''(b) = t^2(1-t)(1 - (1 - t)e^{ta}) \frac{e^{tb}}{(1 - (1-t)e^{tb})^2}
\]

\( h_a''(b) \) is maximum at \( a = 0, b = 0 \), and minimum at \( a = -M, b = -M \), therefore

\[
A_2 = h_a''(b) \geq \frac{t^2(1-t)e^{-tM}}{1 - (1 - t)e^{-tM}}
\]

\[
h_a''(b) \leq t(1-t)
\]
Case-3: $b \geq 0, a \leq 0$

\[
\begin{align*}
    h_a(b) &= -(1-t)e^{ta} \log \left(1 - te^{-(1-t)b}\right) - (1-(1-t)e^{ta}) \log \left(te^{-(1-t)b}\right) + g(a) \\
    &= -(1-t)e^{ta} - \log \left(1 - te^{-(1-t)b}\right) - (1-(1-t)e^{ta})(\log(t) + -(1-t)b) + g(a)
\end{align*}
\]

\[
\begin{align*}
    h'_a(b) &= -(1-t)^2e^{ta} \frac{e^{-(1-t)b}}{1-te^{-(1-t)b}} + (1-(1-t)e^{ta}(1-t)
\end{align*}
\]

\[
\begin{align*}
    h''_a(b) &= (1-t)^3e^{ta} \frac{e^{-(1-t)b}}{(1-te^{-(1-t)b})^2}
\end{align*}
\]

$h''_a(b)$ is maximum at $a = 0, b = 0$, and minimum at $a = -M, b = M$, therefore

\[
A_3 \equiv h''_a(b) \geq \frac{t(1-t)^3e^{-M}}{(1-te^{-(1-t)M})^2}
\]

\[
A_3 \equiv h''_a(b) \leq t(1-t)
\]

Case-4: $b \leq 0, a \geq 0$

\[
\begin{align*}
    h_a(b) &= -(1-te^{-(1-t)a}) \log \left((1-t)e^{tb}\right) - te^{-(1-t)a} \log \left(1-(1-t)e^{tb}\right) + g(a) \\
    &= -(1-te^{-(1-t)a}) \log \left((1-t)e^{tb}\right) - (1-te^{-(1-t)a})(\log(1-t) + tb)
\end{align*}
\]

\[
\begin{align*}
    h'_a(b) &= -(1-te^{-(1-t)a})t - t^2(1-t)e^{-(1-t)a} \frac{e^{tb}}{1 -(1-t)e^{tb}}
\end{align*}
\]

\[
\begin{align*}
    h''_a(b) &= t^3(1-t)e^{-(1-t)a} \frac{e^{tb}}{(1-(1-t)e^{tb})^2}
\end{align*}
\]

$h''_a(b)$ is maximum at $a = 0, b = 0$, and minimum at $a = M, b = -M$, therefore

\[
A_4 \equiv h''_a(b) \geq \frac{t^3(1-t)e^{-M}}{(1-(1-t)e^{-M})^2}
\]

\[
A_4 \equiv h''_a(b) \leq t(1-t)
\]

Therefore,

\[
\begin{align*}
    c_1 &= 0.5 \min(A_1, A_2, A_3, A_4) \\
    c_2 &= 0.5t(1-t)
\end{align*}
\]

\[\square\]

**Theorem 2.3**

**Theorem.** Suppose Assumptions 2.1-2.3 hold. Let $f$ be the deep ReLU network with $W$ number of parameters. Under BQR, with probability at least $1 - e^{-\gamma}$, for large enough $n$, for some $C > 0$,

\[
\|f - f^*\|_{L^2(x)}^2 = E((f - f^*)^2) \leq B
\]

for $B = C \left( \frac{W \log(W)}{n} \log n + \frac{\log \log n}{n} + e_{\gamma}^2 \right)$

**Proof.** See Theorem 2 of [12] \[\square\]