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Abstract—In clinical trials, a correlate (surrogate) of protection (CoP) endpoint must be properly validated through rigorous sound methods before it may be approved for use. The validation of surrogate in the context of high vaccine efficacy trials, however, poses great challenge due to sparse data; and conventional methods for statistical validation of surrogate are no longer adequate. Although idea of surrogacy was developed in the context of a single trial, the meta-analytic approach, which allows both individual and trial level surrogacy, has become well accepted. However, the meta-analytic joint bivariate full models suffer computational issues. To ease the challenge, aggregate data may be used but it leads to loss of information. In this manuscript the direct application of individual level (instead of aggregate) data in a Bayesian Hierarchical Modelling framework was proposed. The proposed method uses reduced bivariate models with trial specific random effects of treatment on the endpoints and no correlated residuals. Simulated data consist several scenarios, each of which has 5000 participants data, 50 subgroups (used as trials) characterised by size of 100 participants per trial randomised in the ratio 1:1 to vaccinated and unvaccinated treatment groups. The meta-analysis showed improved quality of the CoP compared to literature based on aggregate data. There were no computational issues with the proposed hierarchical model.

Index Terms—Validation, Surrogate, clinical endpoint, Bayesian, Hierarchical Modelling.

I. INTRODUCTION

To evaluate a vaccine’s efficacy, it is generally useful to identify the level of an immune marker above which vaccinees have a defined probability of being protected. It is called the protective threshold, and is used to calculate the protective response rate [1]. During clinical development, if such a protective threshold (otherwise known as correlate of protection) is known, one can then define a level (a titer, a concentration or a fold change) above which the vaccinated subject has responded to the vaccine, that is, the vaccine response threshold, and it’s used to calculate the response rate [1]. However, during clinical development, vaccine correlate of protection is generally unknown [2]. A number of disease areas suffer unmet medical needs; warranting that treatments are approved quickly for the patients and health care providers. Vaccines are mostly given as prophylactics - of which the true clinical endpoint is difficult to measure and clinical development relies largely on immunogenicity endpoints.

When clinical endpoints of primary interest are hard to measure, or unethical, surrogate endpoints may be used in lieu [3]. Surrogate endpoints are useful when they can be measured earlier, more conveniently, or more frequently than the true endpoints [4]. The use of surrogate endpoints in clinical trials is increasing, necessitating the development of sound statistical methods in the validation process [5]. Before a surrogate endpoint can be accepted in place of a true clinical outcome, it must demonstrate sufficient evidence, including evidence from epidemiological studies and clinical trials. Between 2010 and 2012, the United States Food and Drug Administration (US FDA) approved 45 percent of new drugs applications based on various surrogate endpoints. If a surrogate endpoint clearly predicts a beneficial effect through appropriate studies, its use generally allows for more efficient drug development programs [6].

[7] formalized a definition of surrogate endpoints, and outlined how they could be validated, and discussed intrinsic limitations in the surrogate marker validation quest, in the case of a single trial and single surrogate endpoint. His landmark paper became the beginning of the statistical validation of surrogate endpoints. Prentice suggests that surrogate endpoint S should capture any relationship between the treatment Z and the true endpoint T. That is, a test of \( H_0 \) of no effect of treatment on surrogate is equivalent to a test of \( H_0 \) of no effect of treatment on true endpoint [7]. The approach was criticized as too stringent and not straightforward to verify, leading to other proposals [8] [9] and [10]. But now the meta-analysis which allows both individual and trial level surrogacy has become a well accepted method of validation.

A. Meta-analytic Approach

Meta-analysis provides an elegant solution for combining information across related studies to evaluate treatment efficacy. The evaluation of a surrogate endpoint within the meta-analytic setting has been discussed, among others, by [2] [8] [11] [12] and [13]. A first formal Bayesian approach was given by [11] for a case where individual data are not available. [8] extended these ideas using the theory of linear mixed-effects models. In the first stage of their model, they introduced full-fixed effects, and random effects in the second stage. [12] extended it further using generalized estimating equations (GEE) methodology. The authors applied meta-analysis with normally distributed endpoints and proposed a two-stage model for the evaluation of the potential surrogate [13].

A hierarchical framework for assessing immunological correlates of protection in vaccine trials was proposed by
[14], while [15] provided the relationship between the causal-inference and meta-analytic approach. [13] investigated Bayesian evaluation of surrogate endpoints using individual level data with normally distributed true and surrogate endpoints. [16] discussed meta-analytic validation with binary outcomes. They adopted a latent variable approach, with the assumption that the observed binary variables result from dichotomizing an unobserved continuous variable based on certain threshold.

Among the authors, only [2] offered a statistical solution for assessing correlates of protection in vaccine trials. They investigated a true Bernoulli distributed endpoint and a normally distributed surrogate endpoint with aggregated data. Also, they performed separate linear regression of regression of surrogate on treatment and then did a weighted linear regression of the slope of the true endpoint on the slope of the surrogate.

II. Materials and Methods

Data sets which include both true clinical and surrogate outcomes were simulated. Each scenario has a size of 5000 participants consisting 50 subgroups (used as trials) characterised by a size of 100 participants per trial randomised in the ratio 1:1 to vaccinated and unvaccinated treatment groups. Bayesian hierarchical model using Markov Chain Monte Carlo (MCMC) method was applied to each simulated scenario. The model combined non-informative prior (NIP) distributions with simulated data as likelihood to obtain the trial-specific random effects of treatment on the endpoints. That a parameter \( \alpha \) where \( \mu \) is distributed random error terms with mean zero and variance \( \sigma^2_{\mu} \). The random effects \( (m_{Si}, m_{Ti}, a_i, b_i) \) are assumed to be mean-zero normally distributed with covariance matrix

\[
D = \begin{pmatrix}
    d_{SS} & d_{ST} & d_{Sa} & d_{Sb} \\
    d_{dT} & d_{Ta} & d_{Tb} \\
    d_{aa} & d_{ab} \\
    d_{bb}
\end{pmatrix}
\]  

(3)

The surrogate endpoint validation is captured by means of the quantity, the trial-level \( R^2 \). Provided (3) is positive definite, then it follows that,

\[
R^2_{trial} = R^2_{b_i|m_{Si},a_i} = \begin{pmatrix} d_{Sb} \\ d_{ab} \end{pmatrix} D^{-1} \begin{pmatrix} d_{Sb} \\ d_{ab} \end{pmatrix}
\]

(4)

The above generalised model is reduced by kicking out the trial-specific intercept and the error term in (1) and the trial-specific intercept in (2), assuming full mediation, leading to,

\[
S_{ij} = \mu_S + (\alpha + a_i)Z_{ij} + \varepsilon_{Sij}
\]

(5)

\[
\text{logit}(T_{ij}) = \mu_T + (\beta + b_i)Z_{ij}
\]

(6)

where,

\[
\begin{pmatrix} \mu_S \\ \mu_{TL} \end{pmatrix} \sim N \left[ \begin{pmatrix} \alpha_0 + \alpha_1, Z_{ij} \\ \beta_0 + \beta_1, Z_{ij} \end{pmatrix}, \Sigma \right]
\]

(7)

\( \mu_S \) is mean surrogate, \( \mu_{TL} \) is mean logit T and \( \Sigma \) is the variance-covariance matrix between the quantities \( \mu_S \) and \( \mu_{TL} \).

And,

\[
\begin{pmatrix} a_i \\ b_i \end{pmatrix} \sim N \left[ \begin{pmatrix} 0 \\ 0 \end{pmatrix}, D \right], D = \begin{pmatrix} d_{aa} & d_{ab} \\
    d_{ab} & d_{bb} \end{pmatrix}
\]

(8)

The \( R^2 \) for the reduced models becomes,

\[
R^2_{\text{trial}(r)} = R^2_{b_i|a_i} = \frac{d_{ab}^2}{d_{aa}d_{bb}}
\]

(9)

The true clinical endpoint is assumed to follow Bernoulli distribution with parameters \( n_T \) being the number of subjects and \( p_T \) the probability of being protected by vaccination. The fixed treatment effects \( \alpha_0, \alpha_1, \beta_0 \) and \( \beta_1 \), corresponding to the CoP and the vaccination status are normally distributed with mean 0 and variances \( \tau^2_{\alpha 0}, \tau^2_{\alpha 1}, \tau^2_{\beta 0} \) and \( \tau^2_{\beta 1} \) respectively.

At the second level of the hierarchical model, the priors for the fixed effects are specified. For NIP models the following hyper-priors are specified:
\( \theta_T \sim Bern(p_T), \)
\( \alpha_0 \sim N(0, \tau_{\alpha_0}^2), \)
\( \alpha_1 \sim N(0, \tau_{\alpha_1}^2), \)
\( \beta_0 \sim N(0, \tau_{\beta_0}^2), \)
\( \beta_1 \sim N(0, \tau_{\beta_1}^2), \)
\[ \theta_T^{-2} \sim U(0, 100), \]
\[ \tau_{\alpha_0}^{-2} \sim \text{Gamma}(10^{-4}, 10^{-4}), \]
\[ \tau_{\alpha_1}^{-2} \sim \text{Gamma}(10^{-4}, 10^{-4}), \]
\[ \tau_{\beta_0}^{-2} \sim \text{Gamma}(10^{-4}, 10^{-4}), \]
\[ \tau_{\beta_1}^{-2} \sim \text{Gamma}(10^{-4}, 10^{-4}). \]

Next, a prior distribution for the association between the treatment effects of the two endpoints and the random effects are specified. As the hyper-prior distribution for the variance-covariance matrices Eqn. 7 and 8, a Wishart distribution is assumed:
\[ D^{-1} \sim \text{Whishart}(R_D) \]
\[ \sum^{-1} \sim \text{Whishart}(R_S). \] (11)

The trial-level surrogacy is assessed using the posterior means for the coefficients of determination. A good surrogate can be adopted when \( R^2 \) is sufficiently large. However, statistics just one aspect of the many judgments that are considered before a final adoption of a surrogate. Other considerations may include, but not limited to clinical and epidemiological judgments as deemed fit by the experts.

### A. Software

Markov chain simulation is based on drawing values of \( \theta \) from approximate distributions and then correcting those draws to better approximate the target posterior distribution, \( p(\theta | y) \) [17, 18]. The sampling is sequential, with the distribution of sampled draws depending on the last value drawn; hence, the draws for a Markov chain. In the context of probability theory, a Markov chain is an integer-time process, \( \{X_n \geq 0\} \), for which the sample values for each random variable \( X_n, n \geq 1 \), lie in a countable set \( S \) and depends on the past only through the most recent random variable \( X_{n-1} \), [19]. For all positive integers \( n \), and for all choices of \( i, j, k, ..., l \) in \( S \),
\[ Pr\{X_n = j | X_{n-1} = i, X_{n-2} = k, ..., X_0 = l\} = Pr\{X_n = j | X_{n-1} = i\} \] (12)
for all conditioning events \( X_{n-1} = i, X_{n-2} = k, ..., X_0 = l \) of positive probability [19].

Gibbs Sampling is MCMC methods which involves successive sampling from the complete conditional densities. Samples may be drawn from standard densities or non-standard densities [20]. If the full conditionals are non-standard but of a certain mathematical form, then adaptive rejection sampling [21] may be used within the Gibbs sampling for those parameters. In other cases, alternative schemes based on the Metropolis-Hastings algorithm, may be used to sample from non-standard densities [22]. [20] [17] and [18] discussed the working of MCMC algorithms. Modeling was performed using Just Another Gibbs Sampler in R (RIAGS) as an interface to JAGS (JAGS 4.3.0 release July 18 2017). In JAGS there is no flexibility of specifying any one sampling method rather it runs as a black box and chooses the most efficient sampling method among those available.

### III. Data Simulation, Modelling and Results

#### A. Simulation of Data

Data was simulated with a true binary outcome and a continuous surrogate, using the reduced models in Eq.(5) and (6) without random intercepts. Each scenario has sample size \( N=5000 \) and consists of 50 trials and 100 subjects per trial with a 1:1 randomisation to either vaccinated and unvaccinated groups. Our Simulation recreated the same data used in Colleran & Tibaldi (2019) with these parameters: \( \mu_S = 4.009; \)
\( \mu_T = (-2.0, -3.5, -4.0, 4.5, -5.0, -5.6, -7); \)
\( \alpha = 5.458; \)
\( \zeta = (-1.43, -1.45, -1.7591, -3); \)
\( \text{Var}(a_i) = 10; \)
\( \text{Var}(b_i) = 4. \)

The correlation between the treatment random effects is \( \rho = \text{Cor}(a_i, b_i) = \sqrt{0.9} \), with \( R^2 = 0.9 \).

A total of 70 scenarios in R with a range of vaccine efficacy (VE = 0.75, 0.82, 0.95, 0.96, 0.97, 0.98 and 1) were simulated. Vaccine efficacy is expressed as:
\[ VE = \left(1 - \frac{P(T = 1 | Z = 1)}{P(T = 1 | Z = 0)}\right) 100\% \] (13)

where \( P(T = 1 | Z = 1) \) and \( P(T = 1 | Z = 0) \) are the the probabilities of disease among vaccinated and unvaccinated individuals, respectively.

The small subgroups were used as units for the meta-analysis. For VE=95% the simple statistics of the simulated data are shown in Table I and Table II. Table I presents the distribution of participants by trial and treatment group. The summary statistics of the simulated continuous surrogate endpoint is displayed in Table II. And the distribution of diseased participants by trial and treatment group is presented in Table III.

| Trial | Size of Trials | Size of Participants | Vaccine Efficacy | Total Diseased Subjects |
|-------|----------------|----------------------|-----------------|-------------------------|
| 1     | 100            | 50                   | 0.75            | 1613                    |
| 2     | 200            | 100                  | 0.82            | 3226                    |
| 3     | 300            | 150                  | 0.95            | 4839                    |
| 4     | 400            | 200                  | 0.96            | 6452                    |
| 5     | 500            | 250                  | 0.97            | 8065                    |
| 6     | 600            | 300                  | 0.98            | 9678                    |
| 7     | 700            | 350                  | 1               | 11291                   |

Table I shows the size of all the 50 trials used as subunits in the meta-analysis (VE=95%). A total of 5,000 individual data were generated. Each of the 50 different trials has a size of \( n=100 \) with 50 subjects on either vaccinated or unvaccinated groups.

Table II shows the summary statistics of the simulated continuous surrogate endpoint for the 50 trials used as subunits in the meta-analysis (VE=95%). The mean for each trial surrogate, standard deviation as well as minimum and maximum surrogate values are displayed.

From Tables III and IV, \( n_1 = 73 \) and \( n_2 = 1540 \) vaccinated and unvaccinated subjects who also got the disease. It gives a total of 1613 diseased subjects in both treatment groups. Using Eq. (13), it can be shown that VE=95% for these data.
### TABLE I
**Distribution of participants by Trial And Treatment Group**

| Trial | Unvaccinated | Vaccinated | Total |
|-------|--------------|------------|-------|
| 1     | 50           | 50         | 100   |
| 2     | 50           | 50         | 100   |
| 3     | 50           | 50         | 100   |
| 4     | 50           | 50         | 100   |
| 5     | 50           | 50         | 100   |
| 6     | 50           | 50         | 100   |
| 7     | 50           | 50         | 100   |
| 8     | 50           | 50         | 100   |
| 9     | 50           | 50         | 100   |
| 10    | 50           | 50         | 100   |
| 11    | 50           | 50         | 100   |
| 12    | 50           | 50         | 100   |
| 13    | 50           | 50         | 100   |
| 14    | 50           | 50         | 100   |
| 15    | 50           | 50         | 100   |
| 16    | 50           | 50         | 100   |
| 17    | 50           | 50         | 100   |
| 18    | 50           | 50         | 100   |
| 19    | 50           | 50         | 100   |
| 20    | 50           | 50         | 100   |
| 21    | 50           | 50         | 100   |
| 22    | 50           | 50         | 100   |
| 23    | 50           | 50         | 100   |
| 24    | 50           | 50         | 100   |
| 25    | 50           | 50         | 100   |
| 26    | 50           | 50         | 100   |
| 27    | 50           | 50         | 100   |
| 28    | 50           | 50         | 100   |
| 29    | 50           | 50         | 100   |
| 30    | 50           | 50         | 100   |
| 31    | 50           | 50         | 100   |
| 32    | 50           | 50         | 100   |
| 33    | 50           | 50         | 100   |
| 34    | 50           | 50         | 100   |
| 35    | 50           | 50         | 100   |
| 36    | 50           | 50         | 100   |
| 37    | 50           | 50         | 100   |
| 38    | 50           | 50         | 100   |
| 39    | 50           | 50         | 100   |
| 40    | 50           | 50         | 100   |
| 41    | 50           | 50         | 100   |
| 42    | 50           | 50         | 100   |
| 43    | 50           | 50         | 100   |
| 44    | 50           | 50         | 100   |
| 45    | 50           | 50         | 100   |
| 46    | 50           | 50         | 100   |
| 47    | 50           | 50         | 100   |
| 48    | 50           | 50         | 100   |
| 49    | 50           | 50         | 100   |
| 50    | 50           | 50         | 100   |
| Total | 2500         | 2500       | 5000  |

### TABLE II
**Summary statistics of the Simulated Continuous Surrogate Endpoint**

| Trial | N     | Mean | Std Dev | Minimum | Maximum |
|-------|-------|------|---------|---------|---------|
| 1     | 100   | 5.00 | 1.00    | 4.00    | 6.00    |
| 2     | 100   | 4.50 | 1.20    | 3.50    | 5.50    |
| 3     | 100   | 4.00 | 1.50    | 3.00    | 5.00    |
| 4     | 100   | 3.50 | 2.00    | 2.00    | 4.00    |
| 5     | 100   | 3.00 | 2.50    | 1.00    | 4.00    |
| 6     | 100   | 2.50 | 3.00    | 0.50    | 3.50    |
| 7     | 100   | 2.00 | 3.50    | 0.00    | 3.00    |
| 8     | 100   | 1.50 | 4.00    | -1.00   | 2.00    |
| 9     | 100   | 1.00 | 4.50    | -2.00   | 1.00    |
| 10    | 100   | 0.50 | 5.00    | -3.00   | 0.00    |

### TABLE III
**Distribution of Diseased Participants by Trial And Treatment Group**

| Trial | Unvaccinated | Vaccinated | Total |
|-------|--------------|------------|-------|
| 1     | 36           | 0          | 36    |
| 2     | 13           | 0          | 13    |
| 3     | 34           | 0          | 34    |
| 4     | 8            | 4          | 12    |
| 5     | 0            | 20         | 20    |
| 6     | 47           | 0          | 47    |
| 7     | 49           | 0          | 49    |
| 8     | 9            | 3          | 12    |
| 9     | 27           | 2          | 29    |
| 10    | 31           | 0          | 31    |
| 11    | 11           | 1          | 12    |
| 12    | 34           | 1          | 35    |
| 13    | 33           | 0          | 33    |
| 14    | 17           | 0          | 17    |
| 15    | 43           | 0          | 43    |
| 16    | 42           | 0          | 42    |
| 17    | 40           | 0          | 40    |
| 18    | 23           | 0          | 23    |
| 19    | 12           | 2          | 14    |
| 20    | 46           | 0          | 46    |
| 21    | 30           | 1          | 31    |
| 22    | 48           | 0          | 48    |
| 23    | 42           | 0          | 42    |
| 24    | 50           | 0          | 50    |
| 25    | 46           | 1          | 47    |
TABLE IV
DISTRIBUTION OF DISEASED PARTICIPANTS BY TRIAL AND TREATMENT GROUP

| Trial | Treatment | Unvaccinated | Vaccinated | Total |
|-------|-----------|--------------|------------|-------|
| 26    | 35        | 0            | 35         |
| 27    | 47        | 0            | 47         |
| 28    | 24        | 1            | 25         |
| 29    | 32        | 0            | 32         |
| 30    | 1         | 21           | 22         |
| 31    | 42        | 0            | 42         |
| 32    | 46        | 0            | 46         |
| 33    | 36        | 1            | 37         |
| 34    | 34        | 0            | 34         |
| 35    | 18        | 0            | 18         |
| 36    | 49        | 0            | 49         |
| 37    | 7         | 1            | 8          |
| 38    | 50        | 0            | 50         |
| 39    | 25        | 2            | 27         |
| 40    | 47        | 0            | 47         |
| 41    | 36        | 1            | 37         |
| 42    | 7         | 5            | 12         |
| 43    | 31        | 0            | 31         |
| 44    | 39        | 1            | 40         |
| 45    | 22        | 0            | 22         |
| 46    | 31        | 3            | 34         |
| 47    | 38        | 0            | 38         |
| 48    | 14        | 1            | 15         |
| 49    | 48        | 0            | 48         |
| 50    | 10        | 1            | 11         |
| Total | 1540      | 73           | 1613       |

B. Modelling

We specified the reduced models in (5) and (6) without random intercepts as well as the noninformative priors. The simulated data were loaded and prior values specified for MCMC. 1000 samples were used for burn in while 10,000 iterations for inference. The sampler adapts its behaviour to maximize their efficiency after every 1000 iterations. The Trace plots, Figures (1) and (2) reveal the stability and proper mixing of the parameters $R^2$ and variance-covariance matrix across the 3 parallel chains.

C. Results

The coefficient of determination $R^2$ estimated by Bayesian model as a function of VE are presented in Table V. For an empirical comparison the data for VE=75%, 82% and 95% are compared with logistic, Firths and WIP models [19]. Those methods were based on two-stage approach. The results show that the Bayesian model outperform $R^2$ all models with the smallest standard deviations. The comparison shows very strong correlation, $R^2$ value (0.99), between $a_i$ and $b_i$, the trial specific random effects of treatment on the surrogate and the true outcome respectively for the Bayesian model. The correlation between treatment effect on the true outcome ($\beta_i$) and the treatment effect on the surrogate ($\alpha_i$) are observed with an estimated $R^2$ of (0.24, 0.51 and 0.54) for logistic, Firth and Gelman’s WIP models [19], all performing less than the Bayesian model, value =0.99 for vaccine efficacy of 95%. The trend is similar for all vaccine efficacies and the Bayesian $R^2$ show near perfect surrogacy and less biased.

Table V and Figure (3) show an empirical comparison of the hierarchical bayesian approach for VE= 95% with previous
models [2] whose methods were based on two-stage approach. The results show that the Bayesian model outperforms all other models with the least mean square error (MSE) < 0.0001. The comparison shows very strong correlation, $R^2$ value (0.99), between $a_i$ and $b_i$, the trial specific random effects of treatment on the surrogate and the true outcome respectively for the Bayesian model. The correlation between treatment effect on the true outcome ($\hat{\beta}_i$) and the treatment effect on the surrogate ($\hat{r}_i$) are observed with an estimated $R^2 = 0.24, 0.51$ and 0.54 for logistic, Firth and Gelman’s WIP models respectively [2]. For the Bayesian model $R^2 = 0.99$. The trend is similar for all other vaccine efficacy results showing the Bayesian model performing better and with least MSE.

![Fig. 3. Bayesian approach compared to Callegaro & Tibaldi (2019). Panels: (a) Bayesian model using Non Informative Prior (NIP); (b) original data results (logistic results on the dichotomised outcome); (c) Firth logistic results on the dichotomised outcome; (d) Weakly Informative Prior (WIP) logistic results on the dichotomised outcome](image)

IV. DISCUSSIONS

Clinical trials are very expensive and can be lengthy yet the problem of getting treatments to the patient population that need them persists. This is putting pressure on the Pharmaceutical companies who are continuously searching for smarter ways of delivering treatments quicker. One way of achieving an accelerated clinical intervention would be through the use a substitute endpoint that is easier, faster and less expensive to measure in lieu of the clinical endpoint. An intermediate clinical endpoint is called surrogate (correlate) of protection (CoP) in the context of vaccine. The current situation with COVID-19 global epidemic and lock-down is a typical scenario where the use surrogate endpoint would be beneficial. And health authorities are becoming more open to possibilities to discuss innovations that can support accelerated approvals of treatments. For example, between 2010 and 2012, the US Food and Drug Administration (FDA) approved 45 percent of new drugs based on a surrogate endpoint [6].

Before a surrogate endpoint can be accepted in place of a clinical outcome, we need sufficient evidence, including evidence from epidemiological studies and clinical trials. Usually clinical trials are needed to show that the surrogate endpoint can be relied upon to predict, or correlate with, clinical benefit in a context of use [6], [8]. Surrogate endpoints that have undergone extensive testing are called validated surrogate endpoints. Any other short of that will not be accepted by healthy authorities. Validation of surrogate is an exercise with a completed study; and whether the results can be extrapolated to a new study, and to what extent, is always a decision for the clinical team.

A substitute clinical endpoint must be properly validated through rigorous sound methods. The Prentice methods and the meta-analytic are the drivers for statistical validation of surrogate endpoints. High vaccine efficacy trials, however, pose great challenge due to sparse data and conventional methods for statistical validation of surrogate are no longer adequate. Statistical methods tailored towards validating substitute clinical endpoints in high vaccine efficacy trials are not well developed in literature. The Prentice method is suited for validation of single trial and has given way to meta-analysis. And the meta-analytic framework which allows surrogate validation in multiple trials face many computational issues [10]. This report extended the simulation study of [2], through direct application of individual trial data in a meta-analytic framework using Bayesian Hierarchical Modelling paradigm. We applied reduced bivariate model with trial specific random effects of treatment on the endpoints with no correlated residuals.

As clinical data is not readily available, 70 data scenarios with a range of vaccine efficacy (VE = 75% to 100%) were simulated. Each scenario has a size of 5000 participants, randomization in a ratio 1:1 to either vaccinated or unvaccinated groups to 50 trials (n=100), for each trial. It was followed by the application of Bayesian hierarchical models using Markov Chain Monte Carlo (MCMC) simulation with non-informative prior (NIP) distributions. For each MCMC model in RJAGS, 3 parallel chains were requested, and adapting the simulation every 1000 steps, 1000 draws were discarded as burn-in samples, and 10000 draws were used for inference.

V. CONCLUSIONS

A reduced bivariate model with trial specific random effects of treatment on the endpoints with no correlated residuals was applied. The results indicate that the Bayesian model outperforms the other comparators, logistic, Firth and Gelman’s WIP models [2] at every vaccine efficacy. The Bayesian model consistently produced near perfect surrogate $R^2$ with the least mean square error (MSE). And there are no convergence issues if the model is simplified without correlated residuals.
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