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ABSTRACT

Data augmentation methods in combination with deep neural networks have been used extensively in computer vision on classification tasks, achieving great success; however, their use in time series classification is still at an early stage. This is even more so in the field of financial prediction, where data tends to be small, noisy and non-stationary. In this paper we evaluate several augmentation methods applied to stocks datasets using two state-of-the-art deep learning models. The results show that several augmentation methods significantly improve financial performance when used in combination with a trading strategy. For a relatively small dataset (\(\approx 30K\) samples), augmentation methods achieve up to 400\% improvement in risk adjusted return performance; for a larger stock dataset (\(\approx 300K\) samples), results show up to 40\% improvement.

Index Terms— Data augmentation, financial signal processing, stock classification, deep learning

1. INTRODUCTION

Time series classification is an important and challenging problem, that has garnered much attention as time series data is found across a wide range of fields, such as weather prediction, financial markets, medical records, etc. Recently, given the success of deep learning methods in areas such as computer vision and natural language processing, deep neural networks have been increasingly used for time series classification tasks. However, unlike in the case of image or text datasets, (annotated) time series datasets tend to be smaller in series classification tasks. Therefore, in order to be able to leverage the full potential of deep learning methods for time series classification, more labeled data is needed.

A common strategy to address this problem is use of data augmentation techniques to generate new sequences that cover unexplored regions of input space while maintaining correct labels, thus preventing over-fitting and improving model generalization. This practice has been shown to be very effective in other areas, but it is not an established procedure for time series classification. Moreover, most of the methods used are just adaptations of image-based augmentation methods that rely on simple transformations, such as scaling, rotation, adding noise, etc. While a few data augmentation methods have been specifically developed for time series, their effectiveness in the classification of financial time series has not been systematically studied.

Stock classification is a challenging task due to the high volatility and noise from the influence of external factors, such as global economy and investor’s behaviour. An additional challenge is that financial datasets tend to be small; ten years of daily stock prices would include around 2500 samples, which would be insufficient to train even a small neural network (e.g. a single-layer LSTM network with 25 neurons has approximately 2700 parameters). In this work we perform a systematic analysis of multiple individual data augmentation methods on stock classification. To compare the different data augmentation methods, we evaluate them using two state-of-the-art neural network architectures that have been used for financial tasks. As the usual purpose of stock classification tasks is to build portfolios, we compare the results of each method and each architecture by building simple rule-based portfolios and calculating the main financial metrics to assess performance of each portfolio. Finally, we analyse the combination of multiple data augmentation methods, by focusing on the best performing ones.

The contributions of the paper are as follows:

- We provide the first, to the best of our knowledge, thorough evaluation of popular data augmentation methods for time series on the stock classification problem; we perform an in-depth analysis of a number of methods on two state-of-the-art neural network architectures using daily stock returns datasets.
- We evaluate performance using traditional classification metrics. In addition, we build portfolios using a simple rule-based strategy and evaluate performance based on financial metrics.

The remainder of the paper is organized as follows: Section 2 overviews previous work on data augmentation; Section 3 describes the data augmentation methods used in our evaluations; Section 4 describes the experimental setup; Section 5 provides the experimental results; conclusions and future work are presented in Section 6.

2. RELATED WORK

Data augmentation has proven to be an effective approach to reduce over-fitting and improve generalization in neural networks. While there are several methods to reduce over-fitting in neural networks, such as regularization, dropout and transfer learning, data augmentation tackles the issue from the root, i.e., by enriching the information related to the class distributions in the training dataset. Therefore, by assuming that more information can be extracted from
In tasks such as image recognition, data augmentation is a common practice, and may be seen as a way of pre-processing the training set only [9]. For instance Krizhevsky et al. [10] used random cropping, flipping and changing image intensity in AlexNet. Simonyan et al. used scale jittering and flipping [11] on the VGG network. However, such augmentation strategies are not easily extended to time-series data in general, due to the non-i.i.d. property of the measurements forming each time-series. Data augmentation has been applied to domain-specific time-series data encoding information of natural phenomena with great success. Cui et al. [8] use stochastic feature mapping as a label preserving transformation for automatic speech recognition. Um et al. [12] test a series of transformation-based methods (many inspired directly by computer vision) on sensor data for Parkinson’s disease and show that rotations, permutations and time warping of the data, as well as combinations of those methods, improve test accuracy.

To date, little work has been done on studying the effect of data augmentation methods for financial data or developing methods specialized on financial time-series. For regression tasks, Teng et al. [2] use a time-sensitive data augmentation method for stock trend prediction, where data is augmented by corrupting high-frequency patterns of original stock price data as well as preserving low-frequency ones in the frame of wavelet transformation. For stock market index forecasting, Yujin et al. [13] propose ModAugNet, a framework consisting of two modules: an over-fitting prevention LSTM module and a prediction LSTM module.

### 3. TIME SERIES AUGMENTATION

Most cases of time series data augmentation correspond to random transformations in the magnitude and time domain, such as jittering (adding noise), slicing, permutation (rearranging slices) and magnitude warping (smooth element-wise magnitude change). In our analysis, the following methods were used for evaluation, and examples of these transformations are shown in Figure 1.

- **Magnify**: a variation of window slicing proposed by Le Guennec et al. [6]. In window slicing, a window of 90% of the original time series is selected at random. Instead, we randomly slice windows between 40% and 80% of the original time series, but always from the fixed end of the time series (i.e., we slice the beginning of the time series by a random factor). Randomly selecting the starting point of the slicing would make sense in an anomaly detection framework, but not on a trend prediction as is our case. We interpolate the resulting time series to the original size in order to make it comparable to the other augmentation methods.
- **Reverse**: the time series is reversed; hence a time-series of the form \( \{t_1, t_2, \ldots, t_{n-1}, t_n\} \) is transformed to \( \{t_n, t_{n-1}, \ldots, t_2, t_1\} \). This method is inspired by the flipping data augmentation process followed in computer vision.
- **Jittering**: Gaussian noise with a mean \( \mu = 0 \) and standard deviation \( \sigma = 0.01 \) is added to the time series [12].
- **Pool**: Reduces the temporal resolution without changing the length of the time series by averaging a pooling window. We use a window of size 3. This method is inspired by the resizing data augmentation process followed in computer vision.
- **Quantise**: the time series is quantised to a level set \( n \), therefore the difference between the maximum and minimum values of the time series is divided into levels, and the values in the time series are rounded to the nearest level [14]. We used \( n = 25 \).
- **Convolve**: the time series is convolved with a kernel window. The size of the kernel is 7 and the type of window is Hann.
- **Time Warping**: the time intervals between samples are distorted based on a random smooth warping curve by cubic spline with four knots at random magnitudes [12].

**Sub-optimal warped time series generator (SPAWNER)**: SPAWNER [15] creates a time series by averaging two random sub-optimally aligned patterns that belong to the same class. Following Iwana et al. [11], noise is added to the average with \( \sigma = 0.5 \) in order to avoid cases where there is little change.

For the methods Pool, Quantise, Convolve and Time warping we used the code from Arundo [16].

### 4. METHODOLOGY

#### 4.1. Datasets

**Full S&P500 dataset**: The data used in this study consists of the daily returns of all constituent stocks of the S&P500 index, from 1990 to 2018. It comprises 7000 trading days, and approximately 500 stocks per day. We use the data pre-processing scheme from Krauss et al. [17], where the data is divided into splits of 1000 days, with a sliding window of 250 days. Each split overlaps with the previous one by 750 points, and a model is trained in each one, resulting in 25 splits in total. Inside each of the 25 splits, the data is segmented into sequences consisting on 240 time steps \( \{R_t^{s}, \ldots, R_{239}^{s}\} \) for each stock \( s \), with a sliding window of one day, as shown in Figure 2. The first 750 days make up the training set, with the test set consisting of the last 250 days. The training set has approximately 255K samples ((750-240)*500) and the test set has approximately 125K samples. The data is standardised by subtracting the mean of the training set \( \mu_{\text{train}} \) and dividing by the standard deviation \( \sigma_{\text{train}} \), i.e., \( \hat{R}_t^s = \frac{R_t^s - \mu_{\text{train}}}{\sigma_{\text{train}}} \), with \( R_t^s \) the return of stock \( s \) at time \( t \). We define the problem as a binary classification task, where the target variable \( Y_{t+1}^s \) for stock \( s \) and date \( t \) can take to values, 1 if the returns are above the daily median (trend up) and 0 if returns are below the daily median. This leads to a balanced dataset.

![Figure 1: Examples of time-series data augmentation methods on a sine wave. The blue line corresponds to the original time-series and the dotted orange lines correspond to the generated time-series patterns.](https://arundo-tsaug.readthedocs-hosted.com/en/stable/)
In order to have a smaller dataset, we use the 50 stocks dataset:

Fig. 2: Construction of input sequences, segmented in 240 time steps, with a moving window of one day.

50 stocks dataset: In order to have a smaller dataset, we use the same pre-processing scheme but only for the largest 50 stocks on the S&P500 measured by market capitalization, on each data split. This leads to 25500 samples for training and 12500 for testing.

4.2. Augmentation

The training data (750 days) is divided into training and validation with a proportion 80/20. Before splitting the data, all samples are shuffled in order to make sure that all stocks and time steps are randomly assigned to train or validation. Each train set is augmented with 1X the original size.

4.3. Network architectures and training

We used two neural network architectures proposed in previous financial studies, optimizing the cross entropy loss:

**LSTM:** Following Krauss et al. [17], we train a single layer LSTM network with 25 neurons, and a fully connected two-neuron output. We use a learning rate of 0.001, batch size 128 and early stopping with patience 10 with RMSProp as optimizer.

**Temporal Logistic Neural Bag-of-Features (TLo-NBoF):** we adapt the network architecture proposed by Passalis et al. [13] to forecast limit order book data. The original network was used on data samples of 15 time steps and 144 features so we adapt it for our univariate data of 240 time steps. It comprises an 1D-convolution (25 filters, kernel size 81), a TLo-NBoF layer ($N_{K} = 12, N_{F} = 3$), a fully-connected layer (50 neurons) and a fully-connected output layer of 2 neurons. The initial learning rate is set to 0.0005, the learning rate is decreased on plateau of the validation loss, batch size is 256 and the optimizer is Adam.

4.4. Rule-based portfolio strategy and evaluation

In order to evaluate if data augmentation provides an improvement in asset allocation, we propose a simple trading strategy, following the conclusions of Krauss et al. [17]. The trading rule on the full S&P500 dataset is as follows: stocks in both classes are ranked daily by their predicted probability of belonging to that class, we then take the top 10 and bottom 10 stocks and build a long-short portfolio by equally weighting the stocks. Portfolios are analysed after transaction costs of 5 bps per trade.

On the 50-stocks dataset, building a long-short portfolio would not be profitable as it consists of the 50 largest US market cap stocks. So we only build a portfolio by going long on the top 10 stocks [19]. In order to compare our methods with the performance of their stocks universe, we build a benchmark that consists of all 50 stocks weighted by their market cap. All portfolios are built including transaction costs.

We evaluate portfolio performance by calculating the Information ratio (IR), the ratio between excess return (portfolio returns minus benchmark returns) and tracking error (standard deviation of excess returns) [20]. We also calculate the downside information ratio, the ratio between excess return and the downside risk (variability of underperformance below the benchmark), that differentiates harmful volatility from total overall volatility.

5. RESULTS

Tables 1 and 2 present the results obtained for each individual augmentation method and the combination of the most successful individual methods for the small 50 stock dataset using the LSTM and the TLo-NBoF networks. For comparison, we also show the results without augmentation.

We also show classification metrics (accuracy and F1) over the 25 data splits expressed by the mean and standard deviation. In both models, the classification accuracy improvement is very small with respect to no augmentation, and for F1 as well. But we see that both the IR and DIR improve using several augmentation methods. Magnify and time warp methods are consistently good performers, as well as spawner. For the TLo-NBoF, IR increases four times with respect to no augmentation, and for F1 as well. But we see that the combination of two augmentation methods does not always improve performance.

Figures 3 and 4 show the cumulative profit over time (out of sample) of the models trained with different augmentation methods and the baseline (no augmentation). We focus on the most competitive techniques and for comparison, we add the benchmark calculated by the market weighted returns of the 50 constituent stocks. The top plots show the full history while the bottom plots show the last 10 years. Both models perform well over time, and cumulative profits of the models trained with augmentation are higher when compared
Table 3: Performance of the $k = 10$ long-short portfolios after transaction costs for the LSTM model and large dataset.

| Method       | Ann ret | Ann vol | IR  | D. Risk | IDR  | Acc     | F1     |
|--------------|---------|---------|-----|---------|------|---------|--------|
| None         | 0.34±0.18 | 28.45±1.22 | 18.78±1.84 | 51.0±1.0 | 45.1±2.1 |
| Convolve     | 0.32±0.19 | 23.59±1.25 | 17.49±1.86 | 51.1±1.9 | 42.9±2.0 |
| Jitter       | 0.34±0.15 | 25.3±1.36 | 16.69±2.06 | 51.0±1.0 | 50.0±1.0 |
| Magnify      | 0.46±0.56 | 29.41±1.58 | 19.56±2.38 | 51.2±1.9 | 48.5±2.7 |
| Pool         | 0.36±1.18 | 26.16±1.38 | 17.15±2.11 | 51.1±1.9 | 49.4±2.2 |
| Quantize     | 0.29±0.42 | 25.48±1.15 | 20.12±1.77 | 51.0±1.0 | 48.8±2.1 |
| Reverse      | 0.33±0.33 | 26.34±1.25 | 16.9±1.95 | 51.0±1.0 | 47.3±4.1 |
| Time warp    | 0.47±0.47 | 29.26±1.61 | 19.17±2.45 | 51.2±1.9 | 49.8±1.6 |
| Jitter       | 0.38±0.08 | 27.85±1.37 | 18.05±2.11 | 51.1±1.0 | 49.1±2.2 |
| Mag-Jit      | 0.30±0.03 | 27.59±1.09 | 18.62±2.1 | 51.1±1.0 | 49.4±2.0 |
| Mag-TW       | 0.44±0.03 | 27.41±1.61 | 17.66±2.45 | 51.1±1.0 | 49.6±1.4 |
| TW-Pool      | 0.44±0.98 | 26.21±1.72 | 16.82±2.67 | 51.1±1.0 | 49.3±2.0 |
| TW-Jitter    | 0.22±0.47 | 25.94±0.87 | 17.71±2.17 | 51.1±1.0 | 49.3±1.8 |

6. CONCLUSIONS

Data augmentation is a ubiquitous technique to improve generalization in supervised learning. In this work, we have studied the impact of various data augmentation methods for time series on the stock classification problem. We have shown that even with very noisy datasets such as stocks returns, it is beneficial to use data augmentation to improve generalization. Magnify, Time warp and Spawner consistently improve both the Information ratio and downside information ratio on all models and datasets. On the small datasets, augmentation achieves up to four-times (TLo-NBoF) and two-times (LSTM) performance improvement on IR compared to no augmentation. On a larger dataset, as expected, improvement is not that sharp, but still it achieves an increment in IR of up to 40%.

We tested the TLo-NBoF network that has not previously been used on low-freq stock data, and this network shows consistent positive returns over the last ten years of data, therefore, unlike the LSTM architecture, the profit has not been leveraged away.
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