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During inflation, scalar fields, including the Higgs boson, may acquire a nonzero vacuum expectation value, which must later relax to the equilibrium value during reheating. In the presence of the time-dependent condensate, the vacuum state can evolve into a state with a nonzero particle number. We show that, in the presence of lepton number violation in the neutrino sector, the particle production can explain the observed matter-antimatter asymmetry of the universe. We find that this form of leptogenesis is particularly effective when the Higgs condensate decays rapidly and at low reheating temperature. As part of the calculation, we present some exact results for the Bogoliubov transformations for Majorana fermions with a nonzero time-dependent chemical potential, in addition to a time-dependent mass.

I. INTRODUCTION

During the inflationary era, the Higgs field may develop a stochastic distribution of vacuum expectation values (VEVs) due to the flatness of its potential, or it may be trapped in a quasi-stable minimum. In both cases, after inflation the Higgs field relaxes to its vacuum state via a coherent motion. At large VEVs, the Higgs field may be sensitive to physics beyond the Standard Model, and new terms in the Lagrangian, such as those considered in models of spontaneous baryogenesis, can generate an effective potential for baryon and lepton number. These terms couple the time-dependent scalar condensate to the lepton (and baryon) number currents. Consequently, the thermal bath of particles produced by reheating can lower its energy by converting particles into antiparticles, through scattering involving neutrinos, whose Majorana mass violates lepton number. This scenario can explain the observed matter-antimatter asymmetry of the universe; it requires sufficiently fast reheating, which minimizes entropy production. Furthermore, this mechanism favors a low reheating temperature, which minimizes entropy production.

The outline of this paper is as follows: In the next section, we introduce our model, including the Lagrangian, which distinguishes particles from antiparticles. In section III, we introduce the model, including the Lagrangian by integrating out the weakly interacting right-handed neutrino states, and we specialize to the case of a single fermion family. In section IV, we quantize this system and find the Bogoliubov transformation equations which describe particle production. Following this, we define the occupation number of the physical eigenstates and lepton number. Finally, present a numerical analysis of our model, which demonstrates that resulting asymmetry can be sufficiently large to account for the observed matter-antimatter asymmetry.

II. THE LAGRANGIAN

In this section, we introduce the model Lagrangian. We begin with the action in general curved spacetime

\[ S = \int d^4x \sqrt{-g} \mathcal{L} \]
with a Lagrangian

\[ \mathcal{L} = \mathcal{L}_H + \mathcal{L}_\ell + \mathcal{L}_{O_6} + \mathcal{L}_{SM}, \]

(2)

where we use \( \mathcal{L}_H \) to denote the Higgs sector contribution, \( \mathcal{L}_\ell \) to denote the lepton sector contribution, \( \mathcal{L}_{O_6} \) to denote higher dimensional operators which will generate an effective chemical potential for baryon and lepton number, and \( \mathcal{L}_{SM} \) represents the Standard Model contributions that do not appear in \( \mathcal{L}_H \) or \( \mathcal{L}_\ell \). We consider an expanding FLRW spacetime with signature \(+, -, -, -\).

The purely Higgs sector contribution is

\[ \mathcal{L}_H = g^{\mu\nu} \partial_\mu \Phi \partial_\nu \Phi - V_\phi(\Phi, T), \]

(3)

where \( V_\phi(\Phi, T) \) is the Higgs potential, including any relevant loop and finite temperature corrections. We note that, as with the models discussed in \[15\], the potential \( V_\phi(\Phi, T) \) may require higher dimensional operators involving the Higgs field \( \Phi \) (and possibly the inflaton field \( I \)) in order to suppress isocurvature perturbations resulting from variations in the produced baryon density \[13–20\].

The Higgs sector is discussed in more detail in subsections II.A and II.B.

The lepton sector Lagrangian includes the terms

\[ \mathcal{L}_\ell = i \int d^4x \left( \mathcal{L}_{\ell H} \right) \]

where \( \mathcal{L}_{\ell H} \) is the lepton sector Lagrangian, \( \mathcal{L}_{\ell} \) right-handed charged leptons, and \( \mathcal{L}_{O_6} \) right-handed neutrinos, and we implicitly sum over indices and families. The gamma matrices in the FRW metric are related to those in flat space by \( \gamma_\mu = a \gamma_\mu \). We note in Eq. (4) the effect of the spin connection evaluated on the FRW background. This Lagrangian will be discussed further in subsection II.B below.

The third part of the Lagrangian is the higher dimensional operator

\[ \mathcal{L}_{O_6} = -\frac{\Phi^2}{M^2} \partial_\mu j^\mu_{B+L}, \]

(5)

where \( j^\mu_{B+L} \) is the lepton current density. One possibility for generating an operator of this form is to couple the Higgs field \( \Phi \) to the SU(2) \( \times U(1) \) gauge fields \( A \) and \( B \) by

\[ \mathcal{O}_6 = -\frac{\Phi^2}{M^2} \frac{n_\gamma}{32\pi^2} \left( g^{\mu\nu} A_\mu A_\nu - g^{\mu\nu} A_\mu B_\nu \right), \]

(6)

which can be written in the form of using the electroweak anomaly equation \[37\]. This transformation requires the electroweak sphalerons to be in thermal equilibrium, which may not be satisfied here, although the situation is complicated by the time-dependent Higgs VEV. For these reasons, we discuss other ways of generating this operator in Appendix A.

We will discuss the role of this term further in subsection III.C; for now, we note only that in the presence of this term, the Higgs evolution induces a chemical potential that distinguishes particles from antiparticles.

Before we discuss each component separately, we will first rewrite the action using conformal time, such that the metric is \( \dot{\mathcal{L}}_{\ell} \), and thus

\[ \eta = \int_0^t \frac{dt}{a(t)}, \]

(7)

It will be convenient to define the “comoving” fields,

\[ \tilde{\phi} = a\phi \quad \tilde{\psi} = a^{3/2} \psi \]

(8)

such that we can write

\[ S = \int dt \left( \hat{\mathcal{L}}_{\ell H} + \hat{\mathcal{L}}_{\ell} + \hat{\mathcal{L}}_{O_6} + \hat{\mathcal{L}}_{SM} \right) \]

(9)

where

\[ \hat{\mathcal{L}}_{H H} = \partial^\mu \tilde{\phi} \partial_\mu \tilde{\phi} - \frac{\partial^\mu \eta}{a} \tilde{\phi}^2 - V_\phi(\Phi, T), \]

\[ \hat{\mathcal{L}}_{\ell} = i \int d^4x \dot{\mathcal{L}}_{\ell H} \]

\[ \hat{\mathcal{L}}_{O_6} = -\frac{\tilde{\phi}^2}{M^2} \partial_\mu j^\mu_{B+L}, \]

\[ \hat{\mathcal{L}}_{SM} = a^4 \hat{\mathcal{L}}_{SM}. \]

(10)

In the first equation, we have defined a comoving potential \( \hat{V}_\phi = a^4 \bar{V}_\phi \).

In the next subsection, we consider how the Higgs field might acquire a large VEV during inflation, which relaxes to its equilibrium value during reheating. Then we consider how this affects the quadratic terms in the lepton sector; subsequently, we demonstrate that when the Higgs VEV is in motion the \( \mathcal{O}_6 \) operator produces a chemical potential for baryon and lepton number. Finally, we gather together the relevant contributions to the Lagrangian in the final subsection.

A. The Higgs Sector

The Standard Model Higgs boson has the tree-level potential

\[ V_\phi(\Phi) = m^2 \Phi^\dagger \Phi + \lambda(\Phi^\dagger \Phi)^2, \]

(11)

1 Throughout this paper, we will use primes to denote differentiation with respect to conformal time, dots to denote differentiation with respect to physical time, tildes to denote comoving quantities, and hats to denote two-component fields. Where necessary, we will use bars in dummy variables.
where \( \Phi \) is the Higgs SU(2) doublet. The parameters \( m \) and \( \lambda \), although constant at tree-level, are modified by both loop and finite temperature corrections. For the experimentally preferred top quark mass and Higgs boson mass, loop corrections result in a negative running coupling \( \lambda \) at sufficiently large vacuum expectation values (VEVs), with the result that the \( \sqrt{\langle \phi^2 \rangle} = v_{\text{EM}} = 246 \text{ GeV} \) minimum is metastable at zero temperature \([21]\). We note, though, that a stable vacuum is possible within current experimental uncertainties \([21]\), and the stability of the potential is also sensitive to Planck-scale corrections \([22]\).

Therefore, the running quartic coupling produces a shallow potential, and consequently, the Higgs field may develop a large VEV during inflation due to quantum fluctuations \([4]\). Qualitatively, the scalar field in a de Sitter space can develop a large VEV via quantum effects, such as Hawking-Moss instantons \([11, 23]\) or stochastic growth \([2, 24, 25]\). Subsequently, the field would relax to its equilibrium value via a classical motion on the time scale \( \sim (d^2V/d\phi^2)^{-1/2} \), unless Hubble friction delays this relaxation. If \( H_1 \gg \sqrt{d^2V/d\phi^2} \) then quantum jumps occur frequently enough to maintain a large VEV.

Alternatively, the Higgs potential is sensitive to higher-dimensional operators at large vacuum expectation values, which can have the effect of lifting the second minimum, stabilizing the electroweak vacuum. During inflation, the Higgs field may have a stochastic distribution of VEVs similar to that of the inflaton itself in chaotic inflation models. During inflation, sufficiently large VEVs evolve towards the false vacuum from above, and then remain trapped in this false vacuum until destabilized by thermal corrections during reheating. Subsequently, the field rolls to the global minimum, until electroweak symmetry is broken at a significantly later time.

Therefore, it is quite natural to consider scenarios in which the Higgs field has a large vacuum expectation value during inflation, which subsequently relaxes to its equilibrium value. Both of the above scenarios have been explored previously \([5]\). Here, we consider the classical motion of the Higgs field towards equilibrium generically, without specifying the mechanism which generates the initial large vacuum expectation value.

We note that if the field has expectation value

\[
\langle \Phi \rangle = \frac{1}{\sqrt{2}} \begin{pmatrix} v(t) \\ 0 \end{pmatrix},
\]

then the comoving field has expectation value

\[
\langle \tilde{\Phi} \rangle = \frac{1}{\sqrt{2}} \begin{pmatrix} \tilde{v}(\eta) \\ 0 \end{pmatrix} = \frac{1}{\sqrt{2}} \begin{pmatrix} av(\eta) \\ 0 \end{pmatrix}
\]

where we have defined \( \tilde{v} = av \). For completeness, we discuss the equation of motion for \( \tilde{v} \) in the Standard Model, including loop and finite temperature corrections, in Appendix \([\text{B}]\).

B. The Neutrino Sector

Next, we consider the effect of the evolving Higgs VEV on the quadratic terms in \( \hat{\mathcal{L}}_\ell \), given by the second line of equations \((10)\). Including multiple generations, we write this as

\[
\hat{\mathcal{L}}_\ell = i \sum_\alpha \overline{\tilde{L}}_\alpha \partial \tilde{L}_\alpha + i \sum_i \overline{\tilde{N}}_{Ri} \partial \tilde{N}_{Ri} - \sum_{\alpha \beta} y_{\alpha \beta} \overline{\tilde{\Phi}}_a \tilde{\Phi}_a \tilde{\ell}_{R\beta} \\
- \sum_{\alpha j} y_{\alpha j} \epsilon_{ab} \overline{\tilde{L}}_a \tilde{\Phi}_b \tilde{N}_{Rj} - \sum_{ij} \frac{\tilde{M}_{\text{NN}}}{2} (\overline{\tilde{N}}_{Ri})^c \tilde{N}_{Rj} + h.c.,
\]

where \( \tilde{\Phi} \) is the comoving Higgs doublet, \( \tilde{L} \) is the comoving left-handed (\( \nu_L, \ell_L \)) lepton SU\(_L\) doublet of species \( L \), and \( \tilde{N} \) are right-handed Majorana neutrino states. Greek indices label flavors (\( e, \mu, \tau \)), while the Latin indices \( i \) and \( j \) label right-handed neutrinos. The indices \( a \) and \( b \) are SU\(_L\) labels. These are the only renormalizable terms which describe the interactions between the Higgs and lepton doublets, given the gauge symmetries of the Standard Model.

When the comoving Higgs field acquires a vacuum expectation value, this becomes:

\[
\hat{\mathcal{L}}_\ell = i \sum_\alpha \overline{\tilde{L}}_\alpha \partial \tilde{L}_\alpha + i \sum_i \overline{\tilde{N}}_{Ri} \partial \tilde{N}_{Ri} - \sum_{\alpha \beta} y_{\alpha \beta} \overline{\tilde{\Phi}}_a \tilde{\Phi}_a \tilde{\ell}_{R\beta} \\
- \sum_{\alpha j} y_{\alpha j} \epsilon_{ab} \overline{\tilde{L}}_a \tilde{\Phi}_b \tilde{N}_{Rj} - \sum_{ij} \frac{\tilde{M}_{\text{NN}}}{2} (\overline{\tilde{N}}_{Ri})^c \tilde{N}_{Rj} + h.c.,
\]

where the comoving mass is \( \tilde{M} = aM \). The right-handed Majorana neutrinos induce lepton-number violation in interaction involving neutrinos; however, there is no corresponding effect for the charged leptons. Therefore, these terms will not affect our analysis, and so we will absorb them into \( \hat{\mathcal{L}}_{\text{SM}} \). We define the neutrino sector Lagrangian

\[
\hat{\mathcal{L}}_\nu = i \sum_\alpha \overline{\nu}_{La} \partial \nu_{La} + i \sum_i \overline{\tilde{N}}_{Ri} \partial \tilde{N}_{Ri} - \sum_{\alpha i} \tilde{M}_{\text{D}a} \overline{\tilde{N}}_{Ri} \nu_{La} \\
- \frac{1}{2} \sum_{ij} \tilde{M}_{\text{NN}} (\overline{\tilde{N}}_{Ri})^c \tilde{N}_{Rj} + h.c.,
\]

where the comoving Dirac mass is

\[
\tilde{M}_{\text{D}}(\eta) = \frac{y_{\nu}}{\sqrt{2}} \tilde{v}(\eta)^c.
\]

We note that since \( \tilde{v} = av \), this has the expected scaling of a comoving mass.

It will be convenient to use two-component comoving Weyl spinors; we work in the chiral basis, with conventions outlined in Appendix \([\text{C}]\).
We denote the two component spinors with tildes, as in
\[ \tilde{\nu}_L = \left( \tilde{\nu}_L \ 0 \right), \quad \tilde{N}_R = \left( 0 \ \tilde{N}_R \right), \]
\[ \overline{\tilde{\nu}}_L = (\tilde{\nu}_L^\dagger \ 0) \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} = (0 \ \tilde{\nu}_L^\dagger), \]
\[ \overline{\tilde{N}}_R = (0 \ \tilde{N}_R^\dagger) \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} = (\tilde{N}_R^\dagger \ 0). \] (18)

The conjugated comoving fields are
\[ \overline{\tilde{N}}_R = C N_R = (0 \ -i\tilde{N}_R^\dagger \sigma_2), \] (19)
where the charge conjugation operator $C$ is also given in Appendix B.

In terms of these two-component comoving spinors, the neutrino sector Lagrangian can be written as
\[ \mathcal{L}_\nu = i \sum_{\alpha} \tilde{\nu}^\dagger_{\alpha L} \partial^\mu \tilde{\nu}_{\alpha L} + i \sum_{\alpha} \tilde{N}^\dagger_{\alpha R} \sigma^\mu \partial^\mu \tilde{N}_{\alpha R} \]
\[ - \sum_{\alpha i} \left( M_{\alpha i} \tilde{N}_R \tilde{\nu}_{\alpha i L} + \tilde{M}_{\alpha i} \tilde{\nu}_{\alpha L}, \tilde{N}_R \right) \]
\[ - \frac{1}{2} \sum_{ij} \left( iM_{N_{ij}} \tilde{\nu}_{\alpha j L} \tilde{N}_R \sigma_2 \tilde{N}_{\alpha j R} - i \tilde{M}_{N_{ij}} \tilde{N}^\dagger_{\alpha j R} \tilde{N}^\dagger_{\alpha j R} \right), \] (20)
and we note that if we introduce the fields
\[ \tilde{N}^C_R = -i\sigma_2 \tilde{N}^*_R \] (21)
the mass term has the expected Majorana form,
\[ - (\tilde{N}^{C\dagger}_R \tilde{N}_R + \tilde{N}^+_R \tilde{N}^-_R), \] (22)
where we remind our readers that these are comoving fields.

C. The $O_6$ Operator

Next, we turn our attention to the $O_6$ operator introduced in equation (II); we use the lepton and baryonic currents
\[ j_B^\mu = \sum_q \frac{1}{n_c} \bar{q}^\dagger \gamma^\mu q, \quad j_L^\mu = \sum_\ell \ell^\dagger \gamma^\mu \ell, \] (23)
where the sums are over all leptonic fields, including right-handed neutrinos, and baryonic fields respectively. In a general curved spacetime, we assume this becomes
\[ \tilde{\mathcal{L}}_{O_6} = -a^4 g^{\mu\nu} \tilde{\Phi}^2 M^2 \nabla_\mu j^\nu_{BL}, \] (24)
which generally holds if the gravitational anomaly is cancelled by having equal numbers of left- and right-handed neutrinos, as discussed in Appendix A. Next, we integrate by parts moving the derivative onto the Higgs vacuum expectation value. As we are in flat FLRW spacetime, we may replace $\nabla_\mu$ with $\partial_\mu$ to find
\[ \tilde{\mathcal{L}}_{O_6} = -a^4 \partial_\mu \tilde{\Phi}^2 M^2 j^\mu_{BL}. \] (25)
Finally, we want to express this in terms of the comoving fields. We note that the current is
\[ j_{BL} = \tilde{\psi}_L \tilde{\gamma}_\mu \tilde{\psi} = a^{-2} j_{BL}, \] (26)
where we have defined $\tilde{\psi} = \tilde{\psi} \gamma_5$. We here introduce the notation of a prime to denote a derivative with respect to conformal time. This allows us to write
\[ \tilde{\mathcal{L}}_{O_6} = - \frac{\partial_\mu \tilde{\Phi}^2 - 2a^2 \tilde{\Phi}^2 \delta_{0\mu}/a \tilde{\Phi}^2}{M^2} j_{BL}. \] (27)
where
\[ \partial_\mu \tilde{\Phi}^2 = 2a^2 \tilde{\Phi}^2 + a^2 \partial_\mu \tilde{\Phi}^2 \delta_{0\mu} \]
\[ = 2a^2 \tilde{\Phi}^2 \delta_{0\mu} + a^2 \partial_\mu \tilde{\Phi}^2. \] (28)

When $\tilde{\Phi}$ acquires a time-dependent vacuum expectation value $\tilde{\psi}$, this is
\[ \tilde{\mathcal{L}}_{O_6} = - \frac{\partial_\mu \tilde{\psi}^2 - 2a^2 \tilde{\psi}^2 \delta_{0\mu}/a \tilde{\psi}^2}{M^2} j_{BL}. \] (29)
where we emphasize that $\partial_\mu = \partial / \partial \eta$. We define
\[ \tilde{\mu} = \frac{\partial_\mu \tilde{\psi}^2 - 2a^2 \tilde{\psi}^2 / a \tilde{\psi}^2}{2M^2} \] (30)
since this term acts like a chemical potential for $B + L$ charge. We note that in terms of $\tilde{\nu}$ and $M$, this has the expected form
\[ \tilde{\mu} = - \frac{1}{2M^2} \left( \frac{\partial}{\partial \eta} \tilde{\nu}^2 - 2 \frac{da}{d\eta} \tilde{\nu}^2 \right) \]
\[ = \frac{a}{2M^2} \frac{d\nu}{d\eta}. \] (31)
Therefore, we also define
\[ \mu = - \frac{1}{2M^2} \frac{d\nu}{d\eta} \] (32)
such that $\tilde{\mu} = a\mu$. We note that since the Higgs VEV is initially decreasing, $d\nu/d\eta$ is initially negative. The negative sign in $O_6$ was chosen in order to bias the creation of particles over antiparticles.

As mentioned previously, lepton number is violated only in the neutrino sector, and therefore we are interested only in contribution to the current from the neutrinos. Thus the relevant part of the $O_6$ operator is
\[ \tilde{\mathcal{L}}_{O_6} = \tilde{\mu} \sum_{\alpha} \left( (0 \ \tilde{\nu}_{\alpha L}^\dagger) \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} (\tilde{\nu}_{\alpha L}) + (\tilde{\nu}_{\alpha R}^\dagger) \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} (\tilde{\nu}_{\alpha R}) \right) \]
\[ = \tilde{\mu} \sum_{\alpha} \left( (\tilde{\nu}_{\alpha L}^\dagger \tilde{\nu}_{\alpha L} + (\tilde{\nu}_{\alpha R}^\dagger \tilde{\nu}_{\alpha R}) \right). \] (33)
D. Complete Two-Component Neutrino Lagrangian

Using the results of the previous subsections, the complete effective Lagrangian for the comoving two-component neutrino fields is

\[
\mathcal{L} = i \sum_{\alpha} \bar{\nu}_{L\alpha} \gamma^\mu \partial_\mu \nu_{L\alpha} + i \sum_{i} \bar{\tilde{N}}_{Ri} \gamma^\mu \partial_\mu \tilde{N}_{Ri} \\
- \sum_{\alpha i} \left( \bar{M}^{D^\dagger}_{\alpha i} \nu_{L\alpha} + \bar{M}^{L^\dagger}_{\alpha i} \tilde{N}_{Ri} \right) \\
- \frac{1}{2} \left( i\bar{M}_{Nij} \tilde{N}_{Rj}^\dagger \nu_{LR} - i\bar{M}_{Nji} \tilde{N}_{Ri}^\dagger \nu_{LR} \right) \\
+ \tilde{\mu} \sum_{\alpha} \left( \bar{\nu}_{L\alpha} \tilde{N}_{Ri} + \bar{\tilde{N}}_{Ri} \tilde{N}_{Ri} \right),
\]

which will be the basis for our subsequent analysis. This describes a set of left-handed and right-handed neutrinos, with a Dirac mass and a right-handed Majorana mass, and a chemical potential for neutrino number, obtained from [33].

III. THE EFFECTIVE LAGRANGIAN FOR ONE GENERATION OF LEFT-HANDED NEUTRINOS

The Lagrangian in Eq. (34) includes several generations of both left and right-handed neutrinos. It will be convenient to integrate out the heavy right-handed neutrinos\(^2\) and specialize to a single generation, which will be a sufficiently rich model to capture the asymmetry production of interest here.

The comoving right-handed neutrinos obey the equations of motion

\[
0 = i\sigma^\mu \partial_\mu \tilde{N}_{Ri} - \sum_{\alpha} (\tilde{M}_{D\alpha})_{ij} \nu_{L\alpha} + i \sum_{j} (\tilde{M}^{\dagger}_{N})_{ij} \sigma_2 \tilde{N}_{Rj} + \tilde{\mu} \tilde{N}_{Ri}.
\]

In the limit of small \(\tilde{\mu}\) and when the kinetic term is negligible, namely at scales below that of the right-handed Majorana mass eigenvalues, this equation is solved by

\[
\tilde{N}_{Rk} = -i \sum_{\alpha i} (\tilde{M}_{N}^{\dagger -1})_{ki} (\tilde{M}^T_D)_{\alpha \alpha} \sigma_2 \bar{\nu}_{L\alpha}.
\]

which when substituted into the Lagrangian gives

\[
\tilde{\mathcal{L}}_{\text{eff}} = i \sum_{\alpha} \bar{\nu}_{L\alpha} \gamma^\mu \partial_\mu \nu_{L\alpha} - \frac{i}{2} \sum_{\alpha, \beta} \left[ (\tilde{M}^T_D \tilde{M}^{\dagger -1}_{N})_{\alpha \beta} \bar{\nu}_{L\alpha} \sigma_2 \nu_{L\beta} - (\tilde{M}^T_D \tilde{M}^{\dagger -1}_{N})_{\beta \alpha} \bar{\nu}_{L\beta} \sigma_2 \nu_{L\alpha} \right] + \tilde{\mu} \sum_{\alpha} \bar{\nu}_{L\alpha} \nu_{L\alpha}
\]

Doing so induces a Majorana mass for the left-handed neutrinos, of magnitude,

\[
\tilde{M}_L = \tilde{M}^T_D \tilde{M}^{\dagger -1}_{N} \tilde{M}_D.
\]

Thus this Lagrangian may be written (using implicit notation for the sums):

\[
\tilde{\mathcal{L}}_{\text{eff}} = i \bar{\nu}_{L\alpha} \gamma^\mu \partial_\mu \nu_{L\alpha} - \frac{i}{2} \left[ (\tilde{M}_L)_{\alpha \beta} \bar{\nu}_{L\alpha} \sigma_2 \nu_{L\beta} - (\tilde{M}_L)_{\beta \alpha} \bar{\nu}_{L\beta} \sigma_2 \nu_{L\alpha} \right] + \tilde{\mu} \bar{\nu}_{L\alpha} \nu_{L\alpha} + \tilde{\nu}_{L\alpha} \nu_{L\alpha} + \tilde{\mu} (\tilde{M}^T_D \tilde{M}^{\dagger -1}_{N} \tilde{M}^{\dagger -1}_{D})_{\alpha \beta} \bar{\nu}_{L\alpha} \nu_{L\beta},
\]

which has the equations of motion,

\[
0 = i\sigma^\mu \partial_\mu \nu_{L\alpha} + i \sum_{\beta} (\tilde{M}^T_D)_{\alpha \beta} \sigma_2 \nu_{L\beta} + \tilde{\mu} \nu_{L\alpha} + \tilde{\nu}_{L\alpha} + \tilde{\mu} (\tilde{M}^T_D \tilde{M}^{\dagger -1}_{N} \tilde{M}^{\dagger -1}_{D})_{\alpha \beta} \nu_{L\beta},
\]

\^[2] We do emphasize that we integrate out \(\tilde{N}_{R}\), which are not, strictly speaking, identical with the heavy mass eigenstate. This is a good approximation below the scale of the right-handed Ma-
It is beneficial at this point to specialize to the one-generation case, since, as we will show, one generation is enough to obtain a nonvanishing asymmetry in the presence of the $O_6$ operator. We see explicitly that the induced Majorana mass transforms with the form appropriate to a comoving mass,

$$
\tilde{M}_L = \frac{M_B^2}{M_N} = \frac{y^2 v^2}{2M_N}.
$$

Thus we use the effective Lagrangian,

$$
L_{\text{eff}} = \hat{\nu}_L^\dagger \bar{\sigma}^\mu \partial_\mu \hat{\nu}_L - \frac{i\tilde{M}_L}{2} \left[ \hat{\nu}_L^\dagger \sigma_2 \hat{\nu}_L - \hat{\nu}_L \sigma_2 \hat{\nu}_L^\dagger \right] + \tilde{\mu}_{\text{eff}} \hat{\nu}_L^\dagger \hat{\nu}_L,
$$

where

$$
\tilde{\mu}_{\text{eff}} = \hat{\mu} \left( 1 + \frac{M_B^2}{M_N} \right) \approx \hat{\mu},
$$

where $M_B^2/M_N = y^2 v^2/2M_N \ll 1$. We have rotated the field $\nu_L$ to eliminate the phase in $\tilde{M}_L$ which arises from the phase in the Yukawa coupling $y_\nu$. (Note that the Higgs VEV $v$ can be taken to be real at all times.)

## IV. QUANTIZATION AND BOGOLIUBOV TRANSFORMATIONS

Let us now discuss quantization. First, we consider the scenario in which the mass and chemical potential are time-independent; we solve the equations of motion and determine the creation and annihilation operators which diagonalize the Hamiltonian.

Then we include the time-dependence of the mass and chemical potential, which induces a mixing between the positive and negative energy solutions of the field equation. Consequently, even if the Hamiltonian is diagonal at time $t = 0$, at a later time it will be non-diagonal. It may be diagonalized with a time-dependent redefinition of the creation and annihilation operators; the coefficients of this diagonalization are known as the Bogoliubov coefficients, and in the subsequent section, we will relate these coefficients to the occupation number of physical eigenstates and to the lepton number. This follows the procedure of e.g. \cite{26,28}.

We do note that in the multi-generation case, the time-dependent rotation that diagonalizes the mass matrix can introduce novel effects into particle production, as discussed in \cite{28}; however, such features will not be necessary to generate a nonzero lepton number. Therefore we work in the one generation limit, using Eq. (42), where these terms are absent.

### A. Constant Mass and Chemical Potential

The equation of motion for Lagrangian with a single comoving Weyl field, Eq. (12), with constant comoving mass $M_L$ and comoving chemical potential $\tilde{\mu}_L$, is

$$
(i\partial_\mu - i\sigma \cdot \partial) \hat{\nu}_L = -\tilde{M}_L (i\sigma_2) \hat{\nu}_L - \tilde{\mu}_{\text{eff}} \hat{\nu}_L.
$$

or in momentum space,

$$
(i\partial_\mu + h|\tilde{k}|) \hat{\nu}_L = -\tilde{M}_L (i\sigma_2) \hat{\nu}_L^* - \tilde{\mu}_{\text{eff}} \hat{\nu}_L.
$$

For consistency, we will use $\tilde{k}$ for the comoving momentum, and $p$ for the physical momentum. We consider a solution of the form

$$
\hat{\nu}_L = \int \frac{d^3 \tilde{k}}{(2\pi)^3} \sum_{h=\pm 1} \left[ u(h, \tilde{k}) a_{\tilde{k}}^{(h)} \chi^{(h)}(\tilde{k}) e^{i\tilde{k} \cdot x},
$$

where $\chi^{(h)}(\tilde{k})$ is the two-spinor which is an eigenstate of the helicity operator (appropriate to $\tilde{k}$) with eigenvalue $h = \pm 1$. This ansatz, when substituted into the equation of motion, requires

$$
\begin{align*}
(i\partial_\mu + h|\tilde{k}|) u(h, \tilde{k}) &= h\tilde{M}_L u(h, \tilde{k}) - \tilde{\mu}_{\text{eff}} u(h, \tilde{k}) \\
(i\partial_\mu + h|\tilde{k}|) v(h, \tilde{k})^* &= -h\tilde{M}_L v(h, \tilde{k})^* - \tilde{\mu}_{\text{eff}} v(h, \tilde{k}).
\end{align*}
$$

These equations can be decoupled,

$$
(i\partial_\mu + h|\tilde{k}| + \tilde{\mu}_{\text{eff}})(-i\partial_\mu + h|\tilde{k}| + \tilde{\mu}_{\text{eff}}) F = -\tilde{M}_L^2 F
$$

with $F = u, v$, satisfies

$$
\partial_\mu^2 F = \left[ (h|\tilde{k}| + \tilde{\mu}_{\text{eff}})^2 + \tilde{M}_L^2 \right] F.
$$

This has solutions of the form $F = e^{\pm \omega \eta}$, where

$$
\omega \equiv \sqrt{(h|\tilde{k}| + \tilde{\mu}_{\text{eff}})^2 + \tilde{M}_L^2}.
$$

Therefore, we take

$$
\begin{align*}
u(h, \tilde{k}) &= \frac{\alpha}{\sqrt{2}} \sqrt{1 - f e^{-i\omega \eta} + \frac{\beta}{\sqrt{2}} \sqrt{1 + f e^{i\omega \eta}}}, \\
v(h, \tilde{k}) &= \frac{h\alpha}{\sqrt{2}} \sqrt{1 + f e^{-i\omega \eta} - \frac{h\beta}{\sqrt{2}} \sqrt{1 - f e^{i\omega \eta}}},
\end{align*}
$$

where

$$
f = \frac{h|\tilde{k}| + \tilde{\mu}_{\text{eff}}}{\omega},
$$

and $\alpha$ and $\beta$ are constant coefficients. (In the time-dependent case, these will be the Bogoliubov coefficients.) One can verify that these satisfy the first order equations of motion.
The state $\tilde{\nu}_L$ obeys the anticommutation relations

$$\{\tilde{\nu}_L(x), \tilde{\nu}_L^\dagger(y)\} = \delta^{(3)}(x - y),$$
$$\{\tilde{\nu}_L(x), \tilde{\nu}_L(y)\} = 0, \quad \{\tilde{\nu}_L^\dagger(x), \tilde{\nu}_L^\dagger(y)\} = 0.$$

(53)

These follow from the ansatz

$$\left\{ \begin{array}{l} a_k^{(h)}(x), a_{\tilde{q}}^{(h)}(x) \to (2\pi)^3 \delta^{(3)}(k - \tilde{q}) \delta_{h,\tilde{q}}, \\
 a_k^{(h)}(x), a_{\tilde{q}}^{(h)}(x) \to 0, \quad \{a_k^{(h)}(x), a_{\tilde{q}}^{(h)}(x)\} = 0. \end{array} \right.$$  

(54)

along with the normalization condition $|\alpha|^2 + |\beta|^2 = 1$.

Next we proceed to diagonalize the Hamiltonian: the appropriate creation and annihilation operators will not be the $a_k^{(h)}$ and $a_k^{(h)}$ operators themselves, but linear combinations of these operators. Note that even with the $C_6$ operator, the equation of motion ensures $L = 0$; this follows from the fact that the equation of motion is first order. Therefore the Hamiltonian is

$$H = \frac{i}{2} \int d^3x \left( \tilde{\nu}_L^\dagger \partial_0 \tilde{\nu}_L - (\partial_0 \tilde{\nu}_L^\dagger)\tilde{\nu}_L \right).$$

(55)

In terms of the $a$ operators, this Hamiltonian is:

$$H = \frac{1}{2} \int \frac{d^3k}{(2\pi)^3} \sum_k \tilde{\omega} \left[ 2 \left[ |\alpha|^2 - |\beta|^2 \right] a_k^{(h)\dagger} a_k^{(h)} \\
+ 2\alpha^* \beta^* \zeta(\mathbf{k}, h) a_k^{(h)\dagger} a_{kD}^{(h)} + 2h \alpha \beta \zeta(\mathbf{k}, h)^* a_k^{(h)\dagger} a_{kD}^{(h)} \right],$$

(56)

where we have introduced the notation $p_D$ for the four-vector $(E, -\mathbf{k})$. $\zeta(\mathbf{k}, h)$ is a phase factor which arises from the product of the two spinors. For the interested reader, the important steps in this derivation are discussed in Appendix [3]. This can be written as a matrix equation:

$$H = \frac{1}{2} \int \frac{d^3k}{(2\pi)^3} \sum_k \tilde{\omega} \begin{pmatrix} a_k^{(h)\dagger} & a_k^{(h)} \\ a_{kD}^{(h)\dagger} & a_{kD}^{(h)} \end{pmatrix} \begin{pmatrix} |\alpha|^2 - |\beta|^2 & 2h \alpha^* \beta^* \zeta(\mathbf{k}, h) \\
2h \alpha \beta \zeta(\mathbf{k}, h)^* & |\beta|^2 - |\alpha|^2 \end{pmatrix} \begin{pmatrix} a_k^{(h)} \\ a_{kD}^{(h)} \end{pmatrix}.$$  

(57)

We introduce the rotated states:

$$\begin{pmatrix} A_k^{(h)\dagger} \\ A_{kD}^{(h)} \end{pmatrix} = \begin{pmatrix} \alpha^* & h \beta \zeta(\mathbf{k}, h)^* \\
-h \beta^* \zeta(\mathbf{k}, h) & \alpha \end{pmatrix} \begin{pmatrix} a_k^{(h)\dagger} \\ a_{kD}^{(h)} \end{pmatrix}.$$  

(58)

which diagonalizes the Hamiltonian

$$H = \frac{1}{2} \int \frac{d^3k}{(2\pi)^3} \sum_k \tilde{\omega} (A_k^{(h)\dagger} A_k^{(h)} - A_{kD}^{(h)\dagger} A_{kD}^{(h)})$$

$$= \int \frac{d^3k}{(2\pi)^3} \sum_k \tilde{\omega} A_k^{(h)\dagger} A_k^{(h)},$$  

(59)

where we have normal ordered and changed the integration variable to $-\mathbf{p}$ in the second term. We note that since $\hbar^2 = 1$, we can also write the eigenvalues as

$$\tilde{\omega} \equiv \sqrt{(|k| + h\tilde{\mu}_{\text{eff}})^2 + M_L^2},$$

(60)

Additionally, we note that as expected, $\tilde{\omega} = a\omega$, where

$$\omega = \sqrt{(|p| + h\mu_{\text{eff}})^2 + M_P^2},$$

(61)

and $p$ is the physical momentum corresponding to the comoving momentum $\mathbf{k}$.

B. Time-Dependent Mass and Chemical Potential

Now we consider the case in which both the comoving mass and comoving chemical potential evolve in time. We again use an expansion of the comoving Weyl spinor of the form of Eq. (45), and the equation of motion again requires $u$ and $v$ to satisfy equations of the form of Eq. (47), but with time dependent quantities $\tilde{M}_L$ and $\tilde{\mu}_{\text{eff}}$.

We will consider solutions of the form

$$u(h, \tilde{k}) = \frac{\alpha}{\sqrt{2}} \sqrt{1 - f_0^\eta \tilde{\omega} \tilde{d}\tilde{q}^\eta} + \frac{\beta}{\sqrt{2}} \sqrt{1 + f_0^\eta \tilde{d}\tilde{q}^\eta},$$

$$v(h, \tilde{k}) = \frac{h\alpha}{\sqrt{2}} \sqrt{1 - f_0^\eta \tilde{\omega} \tilde{d}\tilde{q}^\eta} - \frac{h\beta}{\sqrt{2}} \sqrt{1 - f_0^\eta \tilde{d}\tilde{q}^\eta}. $$

(62)

As shown in Appendix [B], this leads to the differential equations

$$\frac{d\alpha}{d\tilde{q}^\eta} = -\frac{\beta}{2} \frac{1}{\tilde{\omega}^2} \left[ \tilde{M}_L \frac{d\tilde{\mu}_{\text{eff}}}{d\tilde{q}^\eta} - (h|\tilde{k}| + \tilde{\mu}_{\text{eff}}) \frac{d\tilde{M}_L}{d\tilde{q}^\eta} \right] e^{2i\int_0^\eta \tilde{\omega} \tilde{d}\tilde{q}^\eta},$$

(63)

$$\frac{d\beta}{d\tilde{q}^\eta} = \frac{\alpha}{2} \frac{1}{\tilde{\omega}^2} \left[ \tilde{M}_L \frac{d\tilde{\mu}_{\text{eff}}}{d\tilde{q}^\eta} - (h|\tilde{k}| + \tilde{\mu}_{\text{eff}}) \frac{d\tilde{M}_L}{d\tilde{q}^\eta} \right] e^{-2i\int_0^\eta \tilde{\omega} \tilde{d}\tilde{q}^\eta}. $$

(64)

We take the initial conditions to be $\alpha(\eta = 0) = 1$, $\beta(\eta = 0) = 0$. This is consistent with the normalization condition $|\alpha|^2 + |\beta|^2 = 1$, and at $t = 0$, the $A$ operators align with the $a$ operators, so the Hamiltonian (at this time) is diagonal when expressed in terms of either set. The diagonalization of the Hamiltonian proceeds as in the time-independent case, as discussed in Appendix [B].

The effect of the time-dependent comoving mass $M_L$ and chemical potential $\tilde{\mu}_{\text{eff}}$ is to mix positive and negative frequency modes, as is evident by the fact that $\beta$ will generally be nonzero at later times. From the transformation matrix Eq. (58), the operators that diagonalize the Hamiltonian at later times will generally be nontrivial linear combinations of $a_p^{(h)}$ and $a_p^{(h)}$.

V. PARTICLE NUMBER AND LEPTON NUMBER OPERATORS

Next, we express the expectation values of the occupation number operator (for the physical eigenstates) and the lepton number operator in terms of the Bogoliubov
coefficients $\alpha$ and $\beta$. As the operators $A^{(h)}$ and $A^{(h)\dagger}$ diagonalize the Hamiltonian, these correspond to physical particles. The procedure that we follow is this: we first express $N_h$ and $L_{\text{eff}}$ in terms of these operators and normal order (for a discussion on normal ordering see [29]). We then express the operator in terms of the $a^{(h)}_p$ and $a^{(h)\dagger}_p$ operators using the transformation equations [58]. Then, we take the expectation value with the state $|VAC, 0\rangle$, the vacuum at time $t = 0$.

The total number of physical particles of helicity $h$ is

$$\tilde{N}_h = \int \frac{d^3k}{(2\pi)^3} \langle VAC; 0 | A^{(h)\dagger}_k A^{(h)}_k | VAC; 0 \rangle. \quad (65)$$

This operator is already normal-ordered, so we proceed to write this in terms of the time-independent $a^{(h)}_k$ operators,

$$A^{(h)\dagger}_k A^{(h)}_k = |\beta|^2 a^{(h)}_{kD} a^{(h)\dagger}_{kD} + h\alpha^* \beta^* \zeta(\tilde{k}, h) a^{(h)}_{k\tilde{k}} a^{(h)\dagger}_{k\tilde{k}} + h\alpha \beta \zeta(\tilde{k}, h) a^{(h)\dagger}_{k\tilde{k}} a^{(h)}_{k\tilde{k}} + |\alpha|^2 a^{(h)}_{k\tilde{k}} a^{(h)\dagger}_{k\tilde{k}}. \quad (66)$$

We assume that we are in the state $|VAC, 0\rangle$, the vacuum state at time $t = 0$. Therefore, all operators of the form $a^{(h)}_k$ annihilate the vacuum. Therefore,

$$\langle VAC; 0 | A^{(h)\dagger}_k A^{(h)}_k | VAC; 0 \rangle = |\beta|^2 \langle VAC; 0 | a^{(h)}_{kD} a^{(h)\dagger}_{kD} | VAC; 0 \rangle. \quad (67)$$

This matrix element is

$$\langle VAC; 0 | a^{(h)\dagger}_{k\tilde{k}} a^{(h)}_{k\tilde{k}} | VAC; 0 \rangle = V_{cm}, \quad (68)$$

where $V_{cm}$ stands for the comoving volume (and we have used the usual formal manipulation $(2\pi)^3 \delta(0) = \int d^3x e^{i\hat{k} \cdot \hat{\mu}_L} = V_{cm}$). This gives the expected result

$$\tilde{N}_h = V_{cm} \int \frac{d^3k}{(2\pi)^3} |\beta_{k,h}|^2, \quad (69)$$

where in general, $\beta$ may depend on the momentum and helicity, as we have noted.

Next we consider effective lepton number, which is carried by the neutrinos. This charge is given by

$$\tilde{L}_{\text{eff}} = \int d^3x \bar{\nu}_L \gamma_L. \quad (70)$$

Following the procedure outline above gives us a normal ordered expression

$$\tilde{L}_{\text{eff}} = \int \frac{d^3k}{(2\pi)^3} \sum_h \left[ (-f) A^{(h)\dagger}_k A^{(h)}_k - \frac{\tilde{M}_L}{2\tilde{\omega}} e^{2i \int_0^\infty \omega d\tilde{\eta}} \zeta(\tilde{k}, h) A^{(h)\dagger}_k A^{(h)\dagger}_{k\tilde{k}} - \frac{\tilde{M}_L}{2\tilde{\omega}} e^{-2i \int_0^\infty \omega d\tilde{\eta}} \zeta^*(\tilde{k}, h) A^{(h)}_{k\tilde{k}} A^{(h)}_k \right], \quad (71)$$

where the important steps are described in Appendix [ ] Taking the inner product with the $t = 0$ vacuum gives

$$\langle VAC; 0 | \tilde{L}_{\text{eff}} : | VAC; 0 \rangle = \int \frac{d^3k}{(2\pi)^3} \sum_h \left[ (-f) \langle VAC; 0 | A^{(h)\dagger}_k A^{(h)}_k | VAC; 0 \rangle \right. \left. \frac{-\tilde{M}_L}{2\tilde{\omega}} e^{2i \int_0^\infty \omega d\tilde{\eta}} \zeta \langle VAC; 0 | A^{(h)\dagger}_{k\tilde{k}} A^{(h)}_{k\tilde{k}} | VAC; 0 \rangle - \frac{\tilde{M}_L}{2\tilde{\omega}} e^{-2i \int_0^\infty \omega d\tilde{\eta}} \zeta^* \langle VAC; 0 | A^{(h)}_{k\tilde{k}} A^{(h)\dagger}_k | VAC; 0 \rangle \right] \quad (72)$$

We express these in terms of the $a^{(h)}$ operators, which annihilate the state $|VAC; 0\rangle$; however, now that we have normal ordered we are careful to maintain any Dirac delta functions that arise from using the anticommutation relations. The second and third matrix elements are

$$\langle VAC; 0 | A^{(h)\dagger}_{k\tilde{k}} A^{(h)}_{k\tilde{k}} | VAC; 0 \rangle = h\alpha^* \beta^* \zeta^* V_{cm}, \quad \langle VAC; 0 | A^{(h)}_{k\tilde{k}} A^{(h)\dagger}_k | VAC; 0 \rangle = h\alpha \beta^* \zeta V_{cm} \quad (73)$$

Therefore, the lepton number as a function of time is

$$\langle VAC; 0 | \tilde{L}_{\text{eff}} : | VAC; 0 \rangle = V_{cm} \int \frac{d^3k}{(2\pi)^3} \sum_h \left[ (-f) |\beta|^2 \right. \left. -\frac{\tilde{M}_L}{2\tilde{\omega}} \left( \alpha^* \beta e^{2i \int_0^\infty \omega d\tilde{\eta}} + \alpha \beta^* e^{-2i \int_0^\infty \omega d\tilde{\eta}} \right) \right] \quad (74)$$

where $f = (h|\tilde{k}| + \tilde{\mu}_{\text{eff}})/\tilde{\omega}$. 

VI. ROTATED OPERATORS

At this point, it is convenient to define the rotated operators:

\[ \tilde{\alpha} = \alpha e^{-i \int_0^\eta \zeta d\eta} \]
\[ \tilde{\beta} = \beta e^{i \int_0^\eta \zeta d\eta} \]

which obey the differential equations

\[ \frac{d\tilde{\alpha}}{d\eta} = -c(\eta)\tilde{\beta} - i\tilde{\omega}\tilde{\alpha} \]
\[ \frac{d\tilde{\beta}}{d\eta} = c(\eta)\tilde{\alpha} + i\tilde{\omega}\tilde{\beta}, \]

where

\[ c \equiv \frac{1}{2} \frac{1}{\omega^2} \left[ \dot{M}_L \frac{d\tilde{\mu}_{\text{eff}}}{d\eta} - (h|\tilde{k}| + \tilde{\mu}_{\text{eff}}) \frac{d\dot{M}_L}{d\eta} \right], \]

and we also have the normalization condition \( |\tilde{\alpha}|^2 + |\tilde{\beta}|^2 = 1 \) along with the initial condition \( \tilde{\alpha} = 1 \) and \( \tilde{\beta} = 0 \).

Note that we can rewrite this so that the helicity \( h \) multiplies the chemical potential,

\[ c = \frac{h}{2} \frac{1}{\omega^2} \left[ \dot{M}_L \frac{d\tilde{\mu}_{\text{eff}}}{d\eta} - (|\tilde{k}| + h\tilde{\mu}_{\text{eff}}) \frac{d\dot{M}_L}{d\eta} \right]. \]

In terms of these rotated coefficients, the number densities and lepton number are:

\[ \langle \text{VAC}; 0 \rangle : \hat{N}_h : \text{[VAC]; 0} \rangle = V_{\text{cm}} \int \frac{d^3 \tilde{k}}{(2\pi)^3} |\tilde{\beta}_{k,h}|^2; \]
\[ \langle \text{VAC}; 0 \rangle : \hat{\dot{L}}_{\text{eff}} : \text{[VAC]; 0} \rangle = V_{\text{cm}} \int \frac{d^3 \tilde{k}}{(2\pi)^3} \sum_h \left[ -\frac{|h| |\tilde{k}| + \tilde{\mu}_{\text{eff}}}{\omega} |\tilde{\beta}^2_{k,h} - \frac{\dot{M}_L}{2\omega} h \left( \tilde{\alpha}^*_{k,h} \tilde{\beta}_{k,h} + \tilde{\alpha}_{k,h} \tilde{\beta}^*_{k,h} \right) \right] \]

which has eliminated the fast oscillatory time dependence. The comoving number densities are therefore

\[ \dot{\tilde{n}}_h = \int \frac{d^3 \tilde{k}}{(2\pi)^3} |\tilde{\beta}_{k,h}|^2; \]
\[ \dot{\tilde{n}}_L = \int \frac{d^3 \tilde{k}}{(2\pi)^3} \sum_h \left[ -\frac{|h| |\tilde{k}| + \tilde{\mu}_{\text{eff}}}{\omega} |\tilde{\beta}^2_{k,h} - \frac{\dot{M}_L}{2\omega} h \left( \tilde{\alpha}^*_{k,h} \tilde{\beta}_{k,h} + \tilde{\alpha}_{k,h} \tilde{\beta}^*_{k,h} \right) \right] \]

At late times, the Higgs VEV \( \bar{v} \) approaches zero, and therefore the comoving VEV \( \bar{v} \) also does. Consequently, \( M_L \to 0 \), \( \tilde{\mu}_{\text{eff}} \to 0 \), and \( \tilde{\omega} \to |\tilde{k}| \). Therefore, the limit of the comoving lepton asymmetry is

\[ \lim_{t \to \infty} \tilde{n}_L = \int \frac{d^3 \tilde{k}}{(2\pi)^3} \sum_h (-h)|\tilde{\beta}_{k,h}|^2. \]

As expected, this is the difference in the number of helicity states.

The physical number density and lepton density are

\[ n_h = \frac{1}{a(t)^3} \int \frac{d^3 \tilde{k}}{(2\pi)^3} |\tilde{\beta}_{k,h}|^2, \]
\[ \lim_{t \to \infty} n_L = \frac{1}{a(t)^3} \int \frac{d^3 \tilde{k}}{(2\pi)^3} \sum_h (-h)|\tilde{\beta}_{k,h}|^2. \]

The final lepton asymmetry is given by

\[ \eta_L = \frac{\eta_L}{\lim \frac{t \to \infty} n_L} \left[ \frac{\pi}{2(3)\pi} \right] \left[ \frac{1}{a(t)^3} \int \frac{d^3 \tilde{k}}{(2\pi)^3} \sum_h (-h)|\tilde{\beta}_{k,h}|^2, \right] \]

which should be evaluated at a time after the completion of reheating, so that \( a(t)T(t) \) approaches an asymptotic constant value, but before electroweak sphalerons redistribute the charge between lepton and baryons. Following this, further entropy production results in a final baryonic asymmetry about an order of magnitude smaller than \( \eta_L \).

VII. APPROXIMATIONS AND NUMERICAL ANALYSIS

During the evolution of the Higgs VEV, \( c(\eta) \) (defined in \( (77) \)) is nonzero, which results in \( \tilde{\beta}(\eta) \neq 0 \), signaling particle production. Additionally, since \( c(\eta, h = \pm) \neq c(\eta, h = \mp) \) generically, we expect a nonzero lepton asymmetry. At late times, \( c(\eta) \to 0 \) for both helicity values, resulting in \( \tilde{\beta} \sim \exp(i |\tilde{k}| \eta) \), which gives a nonzero asymptotic value for \( |\tilde{\beta}|^2 \), which is not generically identical for the two helicity values. Therefore, we expect a nonzero asymmetry to survive at late times, after the Higgs VEV (and hence \( M_L \) and \( \mu \)) approaches zero.

Calculating this asymmetry is complicated by the lack of analytic closed form solutions to the differential equations \( (76) \), which must be solved numerically. In this section, we introduce a sequence of useful approximations which simplify this problem significantly; we then present a numerical analysis of the resulting asymmetry. We focus particularly on the range of parameter space in which an asymmetry matching the observed cosmological baryonic abundance is generated.

A. Higgs Oscillations

We first note that it is desirable to have significant damping in the oscillations of the Higgs VEV. This is because the chemical potential \( \tilde{\mu}_{\text{eff}} \sim vv' \) changes sign frequently during the oscillations, and so whether particle or antiparticle production is favored also oscillates. Therefore, a significant damping in the amplitude of the oscillation avoids washout from this alternation.
As we explain below, this allows us to make two simplifications: First, that the asymmetry production occurs on a time scale during which \( a(t) \) is approximately constant, and second, particle production occurs primarily in those comoving momenta least affected by washout.

We noted above that washout is significant unless the Higgs VEV is significantly damped. Consequently, the asymmetry production is dominated by the particle production during the initial relaxation of the Higgs VEV, which may be a fast process, compared to the evolution of the universe. We have mentioned in Sec. [13] that there are several reasons why the Higgs field may have a large vacuum expectation value after inflation. In one scenario, the Higgs VEV grows due to quantum fluctuations within the unmodified Standard Model, or alternatively, the Higgs field may be trapped in a false vacuum during inflation. In the latter example, it is quite natural that the evolution of the Higgs VEV, once it is released from the false vacuum, would occur on time scales \( \tau \ll 1/H \). This is more difficult to arrange in the former scenario, as the condition for the VEV to grow requires \( m_{\text{eff}} \lesssim H_I \), and the time scale of the Higgs VEV evolution is \( \sim 1/m_{\text{eff}} \). Rapid evolution of the Higgs VEV may still be arranged, as both \( m_{\text{eff}} \) and \( H \) are functions of time, although this may be somewhat unnatural.

In the limit that the evolution of the Higgs VEV is rapid compared to the expansion of the universe, we may approximate \( a(t) \approx a(t_S) \) constant, where we define \( t = t_S \) to be the time at which the Higgs VEV begins rolling significantly. The comoving momentum during the epoch of particle production is \( k = a(t_S)p \), and it is convenient to express \( \tilde{\alpha} \) and \( \tilde{\beta} \) as functions of physical time \( t \) instead of conformal time \( \eta \). They obey the differential equations

\[
\frac{d\tilde{\alpha}}{dt} = -C(t)\tilde{\beta} - i\omega \tilde{\alpha},
\]

\[
\frac{d\tilde{\beta}}{dt} = C(t)\tilde{\alpha} + i\omega \tilde{\beta},
\]

with

\[
C(t) = \frac{c(t)}{a(t)} = \frac{h}{2\omega^2} \left[ M_L (H(t)\mu_{\text{eff}} + \mu_{\text{eff}}) \right. \\
\left. - (|p| + h\mu_{\text{eff}})^2 \left( H(t)M_L + M_L \right) \right],
\]

where \( t_E \) is the effective end of particle production. We emphasize that our assumption is that \( a(t) \) is approximately constant while the neutrino asymmetry is produced (for \( t_S \leq t \leq t_E \)), which allows us to use \( |p| \sim a(t_S)|p| \) in the integral of Eq. (83). Once the Higgs VEV relaxes to zero, no further asymmetry is produced; however, the physical volume continues expanding \( \sim a(t)^3 \). This is responsible for the factor of \( a(t)^3 \) in the denominator, which may be large; that is, this equation continues to hold even when \( a(t)/a(t_S) \gg 1 \), provided that \( a(t_E) \sim a(t_S) \).

Next we observe that if \( |\tilde{\beta}|^2 \lesssim 1 \) at all times, we can approximate \( \tilde{\alpha} \approx 1 \) and the relevant differential equation is simply

\[
\tilde{\beta} = \int_0^t C(\tilde{\alpha}) d\tilde{\alpha}.
\]

Sample plots of \( \omega(t)^2 C(t) \) (the factor \( \omega^2 \) cancels the \( 1/\omega^2 \) dependence in Eq. (85)) and \( C(t) \) are shown in Fig. [4]. We note that \( M_L/\mu_{\text{eff}} \lesssim \nu_2 M^2/(\nu_2 - \nu_1) \) and \( y_2/M_N \sim 10^{-20} \text{GeV}^{-1} \) is fixed by the observed neutrino mass differences. Therefore, it is not surprising that for these parameters the typical scale of \( \mu_{\text{eff}} \approx \mu \) is about 12 orders of magnitude larger than the typical scale of \( M_L \). We proceed to describe the qualitative behavior of these plots.

The \( C(t) \) panel (top) has a sequence of sharp peaks for \( h = -1 \), of alternating sign, while these peaks are absent for \( h = +1 \). These are a consequence of the \( 1/\omega^2 \) factor in \( C(t) \). We note that during the initial pass of the Higgs field towards zero, \( \mu(t) \) is positive, and therefore, \( \omega \sim |p| + h\mu \) has a significant cancellation when \( |p| \sim \mu \) for \( h = -1 \), while for \( h = +1 \) these factors always add. Additionally, for \( h = -1 \), \( |p| + h\mu \) changes sign at this peak. As the scale of \( \mu \) is larger than the scale of the left-handed neutrino mass \( M_L \), \( C(t) \) changes sign “within” this peak. This is responsible for the very sharp positive and negative peaks. When evaluating this integral, these peaks cancel to a significant precision.

To understand the behavior better, we consider \( \omega^2 C(t) \), which eliminates the sharp peaks. This plot is shown in the bottom panel of Fig. [4]. We observe that in contrast to the \( C(t) \) plot, the \( h = -1 \) functions generally have smaller magnitudes than their \( h = -1 \) counterparts. This is because \( C(t) \propto |p| + h\mu \), and so the is a partial cancellation that affects \( \omega \) also affects the overall magnitude of \( C(t) \) for \( h = -1 \).

Additionally, for \( h = -1 \), the factors of \( (|p| + h\mu) \) changes sign (since \( \mu \) is negative), which affects the \( M_L \). This factor is responsible for the various sign changes in the bottom plot of Fig. [4] even though the Higgs VEV is decreasing during the entire time shown. We also note that the sharp spikes occur when \( \mu = 0 \), and so, momentarily, these plots are dominated by the \( M_L \) term, which (at this time) happens to be much larger in magnitude.

As a simpler toy model, we consider a Higgs field which
be independent, and furthermore, which may be chosen independently of any parameters describing inflation and reheating. We do note that in the scenario in which the initially large Higgs field VEV is produced via quantum fluctuations, \( v_0 \) will be determined by the scale of inflation, although it will also be affected by any higher dimensional operators that influence the Higgs potential.

We also made these further approximations: First, we assumed \( \Omega \gg \Gamma_H \), such that

\[
M_L \approx \frac{y^2 v_0^2}{4 M_N} e^{-\Gamma_H t} (1 - \cos(2\Omega t)),
\]

\[
M_L \approx -\frac{y^2 v_0^2}{2 M_N} e^{-\Gamma_H t} \sin(2\Omega t),
\]

\[
\mu \approx \frac{v_0^2 \Omega}{2 M^2} e^{-\Gamma_H t} \sin(2\Omega t),
\]

\[
\hat{\mu} \approx \frac{v_0^2 \Omega^2}{M^2} e^{-\Gamma_H t} \cos(2\Omega t).
\]

Although we want significant damping, this is self-consistent, as we must have \( \Omega \gtrsim \Gamma_H \) in order for the Higgs VEV to undergo oscillatory motion.

Next, we observe that the \( \rho \) integral is dominated by momenta \( |p| \sim \mu_{\text{max}} \), where \( \mu_{\text{max}} \) is the maximum of \( |\mu(t)| \). This is because these momentum values suffer the least washout during the subsequent oscillations of the Higgs VEV. Therefore, we approximate

\[
\eta \approx -\frac{\pi}{2 \zeta(3) T(t)^3} \frac{a(t)^3}{a(t)^2} \frac{\mu_{\text{max}}^3}{(2\pi)^3} \sum_h h |\beta_{\mu_{\text{max}}, h}(t_E)|^2.
\]

## B. Low Reheat Temperature

Next we consider the factor of \( a(t)^3 T(t)^3 \) in the denominator of \( \eta \) given by Eq. 92, which is completely determined by the two inflationary parameters, the inflationary scale \( \Lambda_I \) and the decay rate of the inflaton, \( \Gamma_I \), where the Hubble parameter during inflation is

\[
H_I = \sqrt{\frac{8\pi}{3} \frac{\Lambda_I^2}{M_{Pl}}}. 
\]

Since we do not fix a specific model of inflation, we take these to be independent parameters. At late times, \( a(t)/T(t) \) approaches a constant value, which is shown in Figure 2. The asymmetry increases with decreasing \( (aT)^3 \), which corresponds to lower values of \( \Gamma_I \) and \( \Lambda_I \), provided that these can be altered without significantly modifying the evolution of the Higgs VEV. We note that there is a minimum reheating temperature in scenarios in which the Higgs VEV begins in a false minimum which is destabilized by thermal fluctuations.

We can also rewrite this factor in a more convenient form. At late times, the radiation density is approximately

\[
\rho_{\text{rad}} \approx \frac{M_{Pl}^2 \Gamma_I^2}{10\pi} \left( \frac{a(t)}{a(t_e)} \right)^4,
\]
As a numerical example, we used \( v_0 = M = \Omega = 10^{12} \text{ GeV} \) and \( \Gamma_H = 10^{11} \text{ GeV} \), which gives \( \mu_{\text{max}} \approx 4.6 \cdot 10^{11} \text{ GeV} \). A plot of \( C(t) \) is shown in Fig. 3; the above-mentioned spikes are small for these parameters.

\( \tilde{\beta} \) asymptotically approaches 0.0008 (for \( h = -1 \)) and 0.006 (for \( h = -1 \)). We have verified that \( \tilde{\beta} < 0.1 \) at all times, so that our approximation in equation \( 88 \) is reasonable. The resulting asymmetry is

\[ \eta_L \approx \frac{10^{28} \text{GeV}^3 a(t_S)^3}{a(t)^3 T(t)^{10}}. \]  

(96)

We must ensure that the Higgs energy density does not dominate the energy density of the universe, causing additional inflationary expansion, which requires \( \Lambda_I \gtrsim 10^{12} \text{ GeV} \). For the minimum value, the inflationary Hubble parameter is then \( H_I = 2 \times 10^5 \text{ GeV} \). If we take \( \Gamma_I = 10^5 \text{ GeV} \), then at late times \( a(t)T(t) \rightarrow 5 \times 10^{11} \text{ GeV} \), where \( a(t) \) is normalized to 1 at the start of coherent oscillations of the inflaton field. If we take \( a(t_S) \approx 1 \) also, then the resulting lepton asymmetry \( \eta_L \approx 10^{-7} \). (Note that as \( m \sim \Omega \gg H_I \), a realistic implementation of this scenario would likely have the Higgs VEV trapped in a false vacuum.)

This asymmetry will be diluted by a factor of 30 due to further entropy production, and it will be distributed between baryons and leptons by electroweak sphalerons. Therefore final baryonic asymmetry is about one or two orders of magnitude smaller.

In summary, we have shown an explicit numerical example in which the asymmetry generated through neutrino production is more than sufficient to explain the cosmological baryon abundance. We have also seen that production of a large asymmetry requires significant damping of the oscillations of the Higgs VEV, and also favors a low reheat temperature.

**VIII. CONCLUSIONS**

In this work, we have explored particle production during an epoch of post-inflationary Higgs relaxation, with a particular emphasis on the production of a lepton asymmetry, which can be converted into the observed baryonic asymmetry. Unlike in previously considered models \[ 3, \] the asymmetry considered here is produced via the evolution Higgs condensate directly, and does not involve interactions in the plasma produced by inflaton decay. Therefore, these models do not require a fast reheating, and in fact, we have shown a low reheating temperature is desirable.

In particular, we have introduced a specific \( O_6 \) operator which involves only Standard Model fields (although extensions of the Standard Model may be necessary to produce this operator). This operator produces an effective chemical potential for lepton number.

We have solved the equations of motion exactly, including both this operator and a time-dependent Majorana mass. We then used a Bogoliubov transformation to relate the time-dependent creation and annihilation operators to the corresponding operators fixed at the time when the Higgs relaxation began. The resulting Bogoliubov coefficients describe the rate of neutrino production...
during Higgs relaxation. From this, we calculated the resulting lepton asymmetry.

After completing this formal analysis, we performed a numerical analysis, using a simplified model for the Higgs condensate evolution. This emphasized the importance of rapid condensate decay, which suppresses washout due to the oscillating sign of the effective chemical potential, and also the low reheat temperature. We developed an approximation scheme that smooths out the sharp peaks that occur when $|p| \approx \mu(t)$. We finally illustrated a choice of parameters for which the resulting asymmetry is comparable to the observed value.

Our scenario differs significantly from other scenarios of leptogenesis. In particular, the asymmetry can be generated for reheating temperatures well below the right-handed neutrino masses. This paves the way for a supersymmetric generalization of the model in which the problem of gravitino overproduction does not arise. Furthermore, the final asymmetry is not tied to the parameters of the neutrino mass matrix as in thermal leptogenesis, and a successful leptogenesis is possible even for the neutrino masses above 0.2 eV, in which case thermal leptogenesis is stymied by excessive washout [32].
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**Appendix A: The Origin of the $\mathcal{O}_6$ Operator**

In this appendix, we discuss methods of generating the $\mathcal{O}_6$ operator

$$\mathcal{L}_{\mathcal{O}_6} = -\frac{\Phi^2}{M^2} \partial_\mu j_{B+L}^\mu. \quad (A1)$$

In the Standard Model in a flat static spacetime, the ABJ anomaly allows the relation

$$\partial_\mu j_{B+L}^\mu = n_g \left( \frac{g_2^2}{32\pi^2} \epsilon^{\mu\nu\alpha\beta} A_\nu^a A_\alpha^a - \frac{g_1^2}{32\pi^2} \epsilon^{\mu\nu\alpha\beta} B_{\mu\nu} B_{\alpha\beta} \right), \quad (A2)$$

where $A$ and $B$ are that SU$_L$(2) and U$_Y$(1) gauge fields, respectively, and $n_g$ is the number of fermion generations. The substitution of Eq. (A2) into Eq. (A1) is valid when the decay of electroweak sphalerons is fast, as compared to the Hubble parameter. Otherwise, the term involves the Chern-Simons number density, which is not changed by Higgs relaxation unless the phase of the Higgs VEV evolves.

As to coupling these gauge fields to the Higgs field, we note that an effective term of precisely this form can be generated within the Standard Model, using quark loops and the CP-violating phase of the CKM matrix [33 34]. This term is small due to the small Yukawa couplings and small CP-violating phase. However, such a term can also be generated by heavier states with a different source of CP violation. The scale in the denominator may be the temperature, due to thermal loops, or the mass scale of new physics [33 34].

The sphaleron transition rate per unit volume at finite temperature, for constant Higgs VEVs, is

$$\Gamma_{sp} = k a^5 T^4 \exp(-M_W/g_W T), \quad (A3)$$

where the exponential factor accounts for the suppression due to being in the broken phase; it is equivalent to $\exp(-v/2T)$ where $v$ is the Higgs VEV. Electroweak sphalerons are in equilibrium when this is greater than $H^2$, where $H$ is the Hubble parameter. The transition rate in the presence of a quickly evolving Higgs VEV has not been explored, although the rate during the electroweak phase transition from $v = 0$ to $v = 247$ GeV has been analyzed on the lattice, as a function of $v(T)$ [37].

In section [3] we found that the asymmetry is suppressed by a factor of $(a(t)T(t))^2$, which favors a low reheating temperature. This generally corresponds to a slow reheating, while Higgs relaxation frequently occurs on a faster time scale. Therefore, during much of the relaxation period, $v \gtrsim T$ and the sphalerons may not be in thermal equilibrium; the conditions for electroweak sphalerons to be in thermal equilibrium in the presence of a time-dependent background have not been extensively explored.

In each oscillation of the Higgs VEV, there is a brief period as the VEV passes zero during which $v \lesssim T$, during which the above-mentioned suppression is absent. This also corresponds to the time of maximal particle production, which occurs when $\bar{v} = v(t) \approx 0$. However, the time when the maximal asymmetry is produced is slightly offset from this time, as the effective chemical potential $\bar{\mu} \propto \bar{v} v'$ is zero when $\bar{v} = 0$. It seems unlikely that the time scale of sphaleron transitions will be less than the relevant time scale during which $v \lesssim T$, even if the time of maximal asymptotic production is within this period. At the very least, it is difficult to arrange for this to hold.

Therefore we note that, if there is another gauge group which couples chirally to leptons, it will also contribute to the divergence in equation [A2]. (The chiral coupling is necessary due to Furry’s Theorem.) Provided that interactions between the gauge field configurations and fermions are in thermal equilibrium, we find

$$\partial_\mu j_{B+L}^\mu = \text{(EW anomaly)} + \frac{n_g C g_2^2}{32\pi^2} \epsilon^{\alpha\beta\mu\nu} F_{\mu\nu} F_{\alpha\beta}, \quad (A4)$$

where $F$ is the new gauge field and $C$ is a constant determined by the charges of the leptons and baryons under
the new gauge group. Provided that these gauge bosons acquire masses which are not proportional to the Higgs VEV, it is possible for these to be in thermal equilibrium at the relevant temperatures. (There may dynamical symmetry breaking in this sector, via a separate Higgs mechanism, or in the case of a U(1) symmetry, via the St"uckelberg mechanism.) This equation can be rewritten as,

$$n_{g}g^{2}e_{\alpha\beta\mu\nu}F^{\alpha\beta} = \partial_{\mu}j_{B+L-CS}^{\mu},$$

(A5)

where $j_{CS}$ is the current associated with the electroweak Chern-Simons charge density. If the electroweak sphalerons are out of equilibrium, this is conserved, and therefore has no effect on the analysis of sections III-VII (similarly to how the baryonic current has no effect).

Therefore, if the electroweak sphaleron rate is insufficient, we can couple the Higgs boson to a new gauge field combination, $e_{\alpha\beta\mu\nu}F^{\alpha\beta}$, to generate a term similar to [A1]. As in the electroweak case, the coupling of $\Phi_{c}$ to $e_{\alpha\beta\mu\nu}F^{\alpha\beta}$ can be accomplished through either thermal loops or heavy fermions. In the latter case, it is important that the fermions do not acquire masses through the Standard Model Higgs mechanism; otherwise, the Higgs VEV dependence cancels out. Such fermions may have soft masses similar to higgsinos and gauginos in supersymmetric models, or if a different Higgs sector is used to give masses to the F gauge boson, this field may also give masses to the relevant fermions.

The divergence equation [A1] holds only in static, flat spacetime; the situation is more complicated in a curved and/or expanding spacetime. Generically, there may be contributions on the right hand side of the anomaly equation, proportional to the gravitational anomaly [38].

If there are $N_{n_{g}}$ right-handed neutrinos present, then (generalizing the results of [38])

\begin{equation}
\frac{n_{g}g^{2}}{32\pi^{2}}e_{\alpha\beta\mu\nu}F^{\alpha\beta} = \nabla_{\mu}j_{B+L-CS}^{\mu} - \frac{1}{6} \left( R^{\alpha}S_{\alpha} - \frac{1}{2}RS^{\nu} \right),
\end{equation}

(A6)

where $S$ describes the torsion of the spacetime, and $R$ is the usual Ricci scalar. However, if there are the same number of right-handed and left-handed neutrinos then

$$\frac{n_{g}g^{2}}{32\pi^{2}}e_{\alpha\beta\mu\nu}F^{\alpha\beta} = \nabla_{\mu}j_{B+L-CS}^{\mu}$$

(A7)

We consider only the scenario with $N = 1$; that is, there are the same number of right-handed and left-handed neutrinos.

Appendix B: Conformal Higgs Field Equation of Motion

Although we will use a toy model for our numerical analysis, it is beneficial to find the equation of motion for

\begin{equation}
\dot{v}'' - \frac{a''}{a} \dot{v} + \frac{\partial V}{\partial v} = 0,
\end{equation}

(B1)

the comoving VEV $\dot{v}$. From the Lagrangian in section II

$$\frac{d^{2}v}{dt^{2}} + 3H \frac{dv}{dt} + \frac{\partial V}{\partial v} = 0.$$

(B2)

It is necessary to express the potential in terms of comoving fields; as an example, we will do this with the 1-loop Standard Model Higgs potential, including finite temperature corrections. (However, in our numerical analysis, we will make use of a simpler effective potential for the evolution of the Higgs field.) The one-loop, zero temperature potential $V$, times $a^{4}$, can be written

\begin{equation}
\dot{v}'' - \frac{a''}{a} \dot{v} = \frac{1}{2} m_{W}^{2} \dot{v}^{2} + \frac{1}{4} \left[ a^{4} m_{W}^{2} (v) \right]^{2} \left( \ln \left( \frac{m_{W}^{2} (v)}{S^{2}} \right) - \frac{3}{2} \right) + 3a^{4} m_{Z}^{2} (v) \left( \ln \left( \frac{m_{Z}^{2} (v)}{S^{2}} \right) - \frac{3}{2} \right) - 3a^{4} m_{t} (v) \left( \ln \left( \frac{m_{t}^{2} (v)}{S^{2}} \right) - \frac{3}{2} \right),
\end{equation}

(B3)

where $S$ is the renormalization scale and the physical masses for the Higgs boson, Goldstone mode, W bosons, Z boson, and top masses are

$$m_{W}^{2} = \frac{g^{2} v^{2}}{4}, \quad m_{Z}^{2} = \frac{g^{2} + g'^{2} v^{2}}{4}, \quad m_{t} = \frac{y_{t} v}{\sqrt{2}}.$$

(B4)
It is convenient to define a comoving renormalization scale, \( S = a \tilde S \), along with comoving masses

\[
\begin{align*}
\tilde m_W^2 &= a^2 \frac{g^2 v^2}{4} = \frac{g^2 \tilde v^2}{4} \\
\tilde m_Z^2 &= \frac{(g^2 + g'^2) a^2 v^2}{4} = \frac{(g^2 + g'^2) \tilde v^2}{4} \\
\tilde m_t &= a \frac{\tilde y_t v}{\sqrt{2}} = \frac{\tilde y_t \tilde v}{\sqrt{2}} \\
\tilde m^2_{\text{H}} &= a^2 (m_\phi^2 + 2 \lambda \tilde v^2) = \tilde m^2_\phi + 2 \lambda \tilde v^2 \\
\tilde m^2_{\text{L}} &= a^2 (m_\phi^2 + \lambda \tilde v^2) = \tilde m^2_\phi + \lambda \tilde v^2.
\end{align*}
\]

These have the same functional dependence on \( \tilde v \) as the regular masses have on \( v \). Then the one-loop potential can be written:

\[
\begin{align*}
\tilde V^{1-\text{loop}}_\phi &= \frac{1}{2} \tilde m^2 \tilde v^2 + \frac{\lambda}{4} \tilde v^4 + \frac{1}{4 (4 \pi)^2} \left[ \tilde m_H(\tilde v)^4 \right. \\
&\quad \left. + \frac{3}{4} \left( \ln \left( \frac{\tilde m_H(\tilde v)^2}{S^2} \right) - \frac{3}{2} \right) + \frac{3}{4} \left( \ln \left( \frac{\tilde m_G(\tilde v)^2}{S^2} \right) - \frac{3}{2} \right) \right]
+ \frac{3}{2} \tilde m_W(\tilde v)^4 \left( \ln \left( \frac{\tilde m_W(\tilde v)^2}{S^2} \right) \right. \\
&\quad \left. \left. - \frac{5}{6} \right) - 3 \tilde m_t(\tilde v)^4 \left( \ln \left( \frac{\tilde m_t(\tilde v)^2}{S^2} \right) - \frac{3}{2} \right) \right] \\
\tilde V_T(v, T) &= -\frac{a^2 T^2}{2 \pi^2} \left[ 6 a^2 m_W(v)^2 \tilde J_B \left( \frac{m_W(v)}{T} \right) + 3 a^2 m_Z(v)^2 \tilde J_B \left( \frac{m_Z(v)}{T} \right) + 12 a^2 m_t(v)^2 \tilde J_F \left( \frac{m_t(v)}{T} \right) \right]
= -\frac{\tilde T^2}{2 \pi^2} \left[ 6 \tilde m_W(\tilde v)^2 \tilde J_B \left( \frac{\tilde m_W(\tilde v)}{\tilde T} \right) + 3 \tilde m_Z(\tilde v)^2 \tilde J_B \left( \frac{\tilde m_Z(\tilde v)}{\tilde T} \right) + 12 \tilde m_t(\tilde v)^2 \tilde J_F \left( \frac{\tilde m_t(\tilde v)}{\tilde T} \right) \right],
\end{align*}
\]

where

\[
\begin{align*}
\tilde J_B(y) &= \sum_{n=1}^{\infty} \frac{1}{n^2} K_2(ny), \\
\tilde J_F(y) &= \sum_{n=1}^{\infty} \frac{(-1)^{n+1}}{n^2} K_2(ny).
\end{align*}
\]

and we have defined \( \tilde T = aT \). Note the first three terms of Eq. \( \text{(B8)} \) and \( \text{(B9)} \) are fairly good approximation.

The relevant potential for the comoving VEV is then:

\[
\tilde V(\tilde v, \tilde T) = \tilde V^{1-\text{loop}}_\phi(\tilde v) + \tilde V_T(\tilde v, \tilde T).
\]

We note that as in [4], it may be necessary to add further higher dimensional terms to the potential to produce a quasistable vacuum at large VEVs and/or to suppress isocurvature perturbations due to variations in baryon density.

\[\text{Appendix C: Two-Component Spinor Conventions}\]

In the chiral basis, the Dirac \( \gamma \) matrices are

\[
\gamma^0 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \gamma^i = \begin{pmatrix} 0 & \sigma^i \\ -\sigma^i & 0 \end{pmatrix},
\]

and the projection operators are

\[
P_R = \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix}, \quad P_L = \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix}.
\]

I note that

\[
\gamma^0 P_L = \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix}, \quad \gamma^0 P_R = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix},
\]

and the complex conjugation operator is given by

\[
\mathcal{C} = i \gamma^2 \gamma^0 = i \begin{pmatrix} 0 & \sigma_2 \\ -\sigma_2 & 0 \end{pmatrix} \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} = i \begin{pmatrix} \sigma_2 & 0 \\ 0 & -\sigma_2 \end{pmatrix}.
\]

We also use the four-vector of Pauli matrices,

\[
\sigma^\mu = (1, \sigma^i) \quad \bar\sigma^\mu = (1, -\sigma^i)
\]
Appendix D: Diagonalizing the Hamiltonian (Constant Mass and Chemical Potential)

In this appendix, we present the important steps leading from equation (55) to (56), for the interested reader.

The two terms in (55) can be written as

\[ \int d^3 \hat{v}_{\mu} \partial_\mu \hat{v}_L = \int \frac{d^3 k}{(2\pi)^3} \sum_{h, \tilde{h}} \left[ [u(h, \tilde{h})^* \partial_0 u(h, \tilde{h}) \partial_\mu u(h, \tilde{h})]^* - [u(h, \tilde{h})^* \partial_\mu v(h, \tilde{h}) + v(h, \tilde{h})^* \partial_0 v(h, \tilde{h})] a_k^{(h)} \partial_\mu \chi_k^{(h)} + [v(h, \tilde{h})^* \partial_0 v(h, \tilde{h})] a_k^{(h)} \partial_\mu \chi_k^{(h)} \right] \]

where we use the notation \( p_D \) for the four-vector \( (E, -\tilde{k}) \). Similarly,

\[ \int d^3 x (\partial_\mu \hat{v}_L) \hat{v}_L = \int \frac{d^3 \tilde{k}}{(2\pi)^3} \sum_{h, \tilde{h}} \left[ [u(h, \tilde{h})^* \partial_0 u(h, \tilde{h}) \partial_\mu u(h, \tilde{h})]^* - [u(h, \tilde{h})^* \partial_\mu v(h, \tilde{h}) + v(h, \tilde{h})^* \partial_0 v(h, \tilde{h})] a_k^{(h)} \partial_\mu \chi_k^{(h)} + [v(h, \tilde{h})^* \partial_0 v(h, \tilde{h})] a_k^{(h)} \partial_\mu \chi_k^{(h)} \right] \]

To evaluate the products of the spinors, we note that

\[
\begin{align*}
\chi_k^{(h)} & = \delta_{h, \tilde{h}}, \\
\chi_{-k}^{(h)} & = \delta_{-h, \tilde{h}} = \delta_{h, \tilde{h}}, \\
\chi^{(-h)}(-k) & = \zeta(k, h) \chi^{(h)}(k),
\end{align*}
\]

Additionally using the anticommutation relations, we may write the Hamiltonian as

\[
H = \frac{i}{2} \int \frac{d^3 k}{(2\pi)^3} \sum_{h} \left[ [u(h, \tilde{h})^* \partial_0 u(h, \tilde{h}) - u(h, \tilde{h})^* \partial_0 u(h, \tilde{h})]^* + v(h, \tilde{h})^* \partial_0 v(h, \tilde{h}) + v(h, \tilde{h})^* \partial_0 v(h, \tilde{h})] a_k^{(h)} \partial_0 \chi_k^{(h)} \right]
\]

We note that the \( u \)'s and \( v \)'s depend on the momentum only through \( |\tilde{k}| \); therefore, \( u(h, \tilde{k}_D) = u(h, \tilde{k}) \) and \( v(h, \tilde{k}_D) = v(h, \tilde{k}) \). The first combination is

\[
u(h, \tilde{k}) \partial_0 u(h, \tilde{k}) - u(h, \tilde{k}) \partial_0 u(h, \tilde{k})^* + v(h, \tilde{k})^* \partial_0 v(h, \tilde{k}) + v(h, \tilde{k}) \partial_0 v(h, \tilde{k})^* = -2i\tilde{\omega} \left[ |\alpha|^2 - |\beta|^2 \right].
\]

while the other two are related by complex conjugation. One can show

\[
u(h, \tilde{k}_D)^* \partial_0 v(h, \tilde{k}) - v(h, \tilde{k})^* \partial_0 u(h, \tilde{k}_D) = 2i\tilde{\omega} \alpha h^* \beta^*.
\]

Together these give Eq. (56).

Appendix E: Differential Equations for Bogoliubov Coefficients

In this appendix, we present the important steps in deriving the differential equations (64) from the equations of motion. First, we introduce the notation

\[ g_{\pm} = 1 \pm f. \]

The equations of motion require

\[
i \frac{du}{d\eta} + h|\tilde{k}| u + \mu_{eff} u = h\tilde{M}_L v,
\]

\[
i \frac{dv}{d\eta} + h|\tilde{k}| v + \mu_{eff} v^* = -h\tilde{M}_L u^*.\]
Since $\alpha$, $\beta$, and $\tilde{\omega}$ are time-dependent,

\[
\frac{du}{d\eta} = -i\tilde{\omega} \frac{\alpha}{\sqrt{2}} g_+ e^{-i f_0^\eta \tilde{\omega} \tilde{d}\eta} + i\tilde{\omega} \frac{\beta}{\sqrt{2}} g_+ e^{i f_0^\eta \tilde{\omega} \tilde{d}\eta} + \frac{d\alpha}{d\eta} \frac{du}{d\eta} + \frac{d\beta}{d\eta} \frac{du}{d\eta} + \frac{\alpha}{\sqrt{2}} \frac{dg_-}{d\eta} e^{-i f_0^\eta \tilde{\omega} \tilde{d}\eta} + \frac{\beta}{\sqrt{2}} \frac{dg_+}{d\eta} e^{i f_0^\eta \tilde{\omega} \tilde{d}\eta}.
\]  

(E3)

\[
\frac{dv}{d\eta} = -i\tilde{\omega} \frac{h\alpha}{\sqrt{2}} g_+ e^{-i f_0^\eta \tilde{\omega} \tilde{d}\eta} - i\tilde{\omega} \frac{h\beta}{\sqrt{2}} g_- e^{i f_0^\eta \tilde{\omega} \tilde{d}\eta} + \frac{dv}{d\eta} \frac{d\alpha}{d\eta} + \frac{dv}{d\eta} \frac{d\beta}{d\eta} + \frac{h\alpha}{\sqrt{2}} \frac{dg_+}{d\eta} e^{-i f_0^\eta \tilde{\omega} \tilde{d}\eta} - \frac{h\beta}{\sqrt{2}} \frac{dg_-}{d\eta} e^{i f_0^\eta \tilde{\omega} \tilde{d}\eta}.
\]  

(E4)

However, these functions also satisfy

\[
-i\tilde{\omega} \alpha g_- e^{-i f_0^\eta \tilde{\omega} \tilde{d}\eta} + i\tilde{\omega} \beta g_+ e^{i f_0^\eta \tilde{\omega} \tilde{d}\eta} + h|\tilde{k}| u(h, \tilde{k}) + \tilde{\mu}_{\text{eff}} u(h, \tilde{k}) = h\tilde{M}_L v(h, \tilde{k})
\]

\[
-i\tilde{\omega} \frac{h\alpha}{\sqrt{2}} g_+ e^{-i f_0^\eta \tilde{\omega} \tilde{d}\eta} - i\tilde{\omega} \frac{h\beta}{\sqrt{2}} g_- e^{i f_0^\eta \tilde{\omega} \tilde{d}\eta} + h|\tilde{k}| v(h, \tilde{k}) + \tilde{\mu}_{\text{eff}} v(h, \tilde{k})^* = -h\tilde{M}_L u(h, \tilde{k})^*.
\]  

(E5)

which allows us to simplify the above equations of motion to

\[
\frac{1}{\sqrt{2}} \frac{d\alpha}{d\eta} g_- e^{-i f_0^\eta \tilde{\omega} \tilde{d}\eta} + \frac{1}{\sqrt{2}} \frac{d\beta}{d\eta} g_+ e^{i f_0^\eta \tilde{\omega} \tilde{d}\eta} + \frac{\alpha}{\sqrt{2}} \frac{dg_-}{d\eta} e^{-i f_0^\eta \tilde{\omega} \tilde{d}\eta} + \frac{\beta}{\sqrt{2}} \frac{dg_+}{d\eta} e^{i f_0^\eta \tilde{\omega} \tilde{d}\eta} = 0,
\]

\[
\frac{1}{\sqrt{2}} \frac{h\alpha}{d\eta} g_+ e^{-i f_0^\eta \tilde{\omega} \tilde{d}\eta} - \frac{1}{\sqrt{2}} \frac{h\beta}{d\eta} g_- e^{i f_0^\eta \tilde{\omega} \tilde{d}\eta} - \frac{h\alpha}{\sqrt{2}} \frac{dg_+}{d\eta} e^{-i f_0^\eta \tilde{\omega} \tilde{d}\eta} + \frac{h\beta}{\sqrt{2}} \frac{dg_-}{d\eta} e^{i f_0^\eta \tilde{\omega} \tilde{d}\eta} = 0.
\]  

(E6)

We may transform these into equations for the derivatives of $\alpha$ and $\beta$,

\[
\frac{1}{\sqrt{2}} \frac{d\alpha}{d\eta} (g_-^2 + g_+^2) e^{-i f_0^\eta \tilde{\omega} \tilde{d}\eta} = -\sqrt{\frac{\alpha}{2}} \left( g_- \frac{dg_-}{d\eta} + g_+ \frac{dg_+}{d\eta} \right) e^{-i f_0^\eta \tilde{\omega} \tilde{d}\eta} - \frac{\beta}{\sqrt{2}} \left( g_- \frac{dg_-}{d\eta} - g_+ \frac{dg_+}{d\eta} \right) e^{i f_0^\eta \tilde{\omega} \tilde{d}\eta},
\]

(E7)

\[
\frac{1}{\sqrt{2}} \frac{d\beta}{d\eta} (g_-^2 + g_+^2) e^{i f_0^\eta \tilde{\omega} \tilde{d}\eta} = -\sqrt{\frac{\alpha}{2}} \left( g_+ \frac{dg_-}{d\eta} - g_- \frac{dg_+}{d\eta} \right) e^{-i f_0^\eta \tilde{\omega} \tilde{d}\eta} - \frac{\beta}{\sqrt{2}} \left( g_+ \frac{dg_-}{d\eta} + g_- \frac{dg_+}{d\eta} \right) e^{i f_0^\eta \tilde{\omega} \tilde{d}\eta}.
\]  

(E8)

We note that

\[
g_-^2 + g_+^2 = 1 + f + 1 - f = 2.
\]  

(E9)

The remaining combination is

\[
g_- \frac{dg_-}{d\eta} - g_+ \frac{dg_+}{d\eta} = \frac{1}{\sqrt{1 - f^2}} \frac{df}{d\eta}.
\]  

(E11)

Therefore, these equations simplify to

\[
\frac{d\alpha}{d\eta} = -\frac{\beta}{2} \frac{1}{\sqrt{1 - f^2}} \frac{df}{d\eta} e^{2i f_0^\eta \tilde{\omega} \tilde{d}\eta},
\]

\[
\frac{d\beta}{d\eta} = \frac{\alpha}{2} \frac{1}{\sqrt{1 - f^2}} \frac{df}{d\eta} e^{-2i f_0^\eta \tilde{\omega} \tilde{d}\eta}.
\]  

(E12)

and

\[
g_- \frac{dg_-}{d\eta} + g_+ \frac{dg_+}{d\eta} = \frac{1}{2} \left( -\frac{df}{d\eta} + \frac{df}{d\eta} \right) = 0.
\]  

(E10)

Since $f = (h|\tilde{k}| + \tilde{\mu}_{\text{eff}})/\tilde{\omega}$, $\sqrt{1 - f^2} = \tilde{M}_L/\tilde{\omega}$, using the definition of $\tilde{\omega}$ above. Differentiating $f$ gives us

\[
\frac{d\alpha}{d\eta} = -\frac{\beta}{2} \tilde{\omega} \left[ \frac{1}{2} \frac{d\tilde{\mu}_{\text{eff}}}{d\eta} - \frac{h|\tilde{k}| + \tilde{\mu}_{\text{eff}}}{\tilde{\omega}^3} (h|\tilde{k}| + \tilde{\mu}_{\text{eff}}) \frac{d\tilde{\mu}_{\text{eff}}}{d\eta} + \tilde{M}_L \frac{d\tilde{M}_L}{d\eta} \right] e^{2i f_0^\eta \tilde{\omega} \tilde{d}\eta},
\]

\[
\frac{d\beta}{d\eta} = \frac{\alpha}{2} \tilde{\omega} \left[ \frac{1}{2} \frac{d\tilde{\mu}_{\text{eff}}}{d\eta} - \frac{h|\tilde{k}| + \tilde{\mu}_{\text{eff}}}{\tilde{\omega}^3} (h|\tilde{k}| + \tilde{\mu}_{\text{eff}}) \frac{d\tilde{\mu}_{\text{eff}}}{d\eta} + \tilde{M}_L \frac{d\tilde{M}_L}{d\eta} \right] e^{-2i f_0^\eta \tilde{\omega} \tilde{d}\eta}.
\]  

(E13)

\[3\] If $F$ is the antiderivative of $\tilde{\omega}$, then $f_0^\eta \tilde{\omega} \tilde{d}\eta = F(\eta) - F(0)$.
Finally, we can combine the $d\hat{\mu}_{\text{eff}}/d\eta$ terms, using $\hat{\omega}^2 - (h|p| + \hat{\mu}_{\text{eff}})^2 = M_L^2$. This gives Eq. (64), as desired.

Applying equations (E8) in equations (E4) gives

$$\frac{d\eta}{d\eta} = -i\hat{\omega}\sqrt{2}g_e^{-i\int_0^\eta \omega d\eta} + i\hat{\omega}\sqrt{2}g_e^{-i\int_0^\eta \omega d\eta}$$

$$\frac{d\nu}{d\eta} = -i\hat{\omega}h_\alpha\sqrt{2}g_e^{-i\int_0^\eta \omega d\eta} - i\hat{\omega}h_\beta\sqrt{2}g_e^{-i\int_0^\eta \omega d\eta}.$$ (E14) (E15)

which shows that the diagonalization of the Hamiltonian proceeds as in the time-independent case.

\[ L_{\text{eff}} = \int \frac{d^3k}{(2\pi)^3} \sum_k \left[ -f(\alpha)|2| - |\beta|) a_k^{(h)\dagger} a_k^{(h)} + \frac{M_L}{\hat{\omega}} \left( \alpha^2 e^{-2i\int_0^\eta \omega d\eta} + \alpha^2 e^{2i\int_0^\eta \omega d\eta} \right) a_k^{(h)\dagger} a_k^{(h)} 
- \hbar \frac{M_L}{2\hat{\omega}} \left( \alpha^2 e^{-2i\int_0^\eta \omega d\eta} - \beta^2 e^{2i\int_0^\eta \omega d\eta} \right) + f \alpha \hat{\omega} \left[ \zeta(k, h)^* a_k^{(h)\dagger} a_k^{(h)} 
- \hbar \frac{M_L}{2\hat{\omega}} \left( \alpha^2 e^{2i\int_0^\eta \omega d\eta} - \beta^2 e^{-2i\int_0^\eta \omega d\eta} \right) + f \alpha^* \hat{\omega} \right] \zeta(k, h)^* a_k^{(h)\dagger} a_k^{(h)} \right] \] (F1)

where $f$ is $(h|\bar{k} - \hat{\mu}_{\text{eff}})/\hat{\omega}$ as above. Using the transformation equations, we recognize that this is

\[ L_{\text{eff}} = \int \frac{d^3k}{(2\pi)^3} \sum_k \left[ -f A_k^{(h)\dagger} A_k^{(h)} \right] + \Delta L_{\text{eff}}, \] (F3)

where

\[ \Delta L_{\text{eff}} = \int \frac{d^3k}{(2\pi)^3} \sum_k \frac{M_L}{\hat{\omega}} \left( \alpha^2 e^{-2i\int_0^\eta \omega d\eta} + \alpha^2 e^{2i\int_0^\eta \omega d\eta} \right) a_k^{(h)\dagger} a_k^{(h)} 
- \hbar \frac{1}{2} \left( \alpha^2 e^{-2i\int_0^\eta \omega d\eta} - \beta^2 e^{2i\int_0^\eta \omega d\eta} \right) \zeta(k, h)^* a_k^{(h)\dagger} a_k^{(h)} 
- \hbar \frac{1}{2} \left( \alpha^2 e^{2i\int_0^\eta \omega d\eta} - \beta^2 e^{-2i\int_0^\eta \omega d\eta} \right) \zeta(k, h)^* a_k^{(h)\dagger} a_k^{(h)} \right] \] (F4)

Inverting the transformation equations gives

\[ \begin{pmatrix} a_k^{(h)\dagger} \\ a_k^{(h)\dagger} \end{pmatrix} = \begin{pmatrix} \alpha & -h\beta \dot{\zeta}^* \\ h\beta^* \zeta & \alpha^* \end{pmatrix} \begin{pmatrix} A_k^{(h)\dagger} \\ A_k^{(h)\dagger} \end{pmatrix} \] (F5)

Using this, we find

\[ \Delta L_{\text{eff}} = \int \frac{d^3k}{(2\pi)^3} \sum_k \frac{M_L}{\hat{\omega}} \left[ e^{2i\int_0^\eta \omega d\eta} \left( -2|\alpha|^2|\beta|^2 - |\beta|^4 - |\alpha|^4 \right) \zeta A_k^{(h)\dagger} A_k^{(h)} 
+ e^{-2i\int_0^\eta \omega d\eta} \left( -2|\alpha|^2|\beta|^2 - |\beta|^4 - |\alpha|^4 \right) \zeta^* A_k^{(h)\dagger} A_k^{(h)} \right] \] (F6)

We note that $|\alpha|^4 + 2|\alpha|^2|\beta|^2 + |\beta|^4 = (|\alpha|^2 + |\beta|^2)^2 = 1$ by the normalization condition, so this gives

\[ \Delta L_{\text{eff}} = -\int \frac{d^3k}{(2\pi)^3} \sum_k \left[ e^{2i\int_0^\eta \omega d\eta} \zeta A_k^{(h)\dagger} A_k^{(h)} 
+ e^{-2i\int_0^\eta \omega d\eta} \zeta^* A_k^{(h)\dagger} A_k^{(h)} \right]. \] (F7)

Substituting this into Eq. (F3) gives Eq. (F1).
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