Homeostatic Mechanisms in Biological Systems

Pedro P. A. Cardoso de Andrade  
Universidade de São Paulo  
São Paulo, 05508-090, Brazil  
pedrop.and@gmail.com

João L. O. Madeira  
University of Bath  
Bath, BA2 7AY, UK  
jldom20@bath.ac.uk

Fernando Antoneli  
Universidade Federal de São Paulo  
São Paulo, 04039-032, Brazil  
fernando.antoneli@unifesp.br

February 24, 2022

Abstract

In this paper we investigate the homeostatic mechanism in two biologically motivated models: intracellular copper regulation and self immune recognition. The analysis is based on the notions of infinitesimal homeostasis and near-perfect homeostasis. We introduce a theoretical background that makes it possible to consider points of infinitesimal homeostasis that lie at the boundary of the domain of definition of the input-output function. We show that the two models display near-perfect homeostasis. Moreover, we show that, unlike the examples of [M. Reed, J. Best, M. Golubitsky, I. Stewart, and H. F. Nijhout. Analysis of homeostatic mechanisms in biochemical networks. Bull. Math. Biol., 79(11):2534–2557, 2017], the obstruction of occurrence of infinitesimal homeostasis in both of them is caused by the modeling assumptions that force the point of infinitesimal homeostasis to lie at the boundary of domain of definition of the respective input-output functions.
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1 Introduction

A system exhibits homeostasis if on change of an input variable $I$ some observable $x_o(I)$ remains approximately constant. Many researchers have emphasised that homeostasis is an important phenomenon in biology. For example, the extensive work of Nijhout, Reed, Best and collaborators [6,23–26] consider biochemical networks associated with metabolic signalling pathways. Further examples include regulation of cell number and size [19], control of sleep [33], and expression level regulation in housekeeping genes [3].

Consider a dynamical system with input parameter $I$ which varies over an open interval $[I_1, I_2]$. Suppose there is an output variable $x_o$ such that for each $I \in [I_1, I_2]$, the value $x_o(I)$ well-defined. In this situation, it is reasonable to say that the system would exhibit homeostasis if after changing the input variable $I$, the value of the observable $x_o(I)$ remains approximately constant. There are two formulations often considered by researchers: (1) the strict condition of perfect homeostasis, where the observable $x_o(I)$ is required to be constant over a range of external stimuli; (2) the more general condition of near-perfect homeostasis, where the observable $x_o(I)$ is required to be within a narrow interval of values over a range of external stimuli.

Golubitsky and Stewart [8] proposed to employ methods from singularity theory to define the notion of infinitesimal homeostasis. According to this approach, a system exhibits infinitesimal homeostasis if for some input value $I_0$, where $x_o$ is the function that associates to each input parameter $I_0$ a unique value of the observable $x_o$, called input-output function.

Reed et al. [27] analyzed four distinct homeostatic mechanisms: feedforward excitation, feedback product inhibition, the kinetic motif, and the parallel inhibition motif. All of them occur in folate and methionine metabolism. Interestingly, [27] showed that two of the motifs exhibit infinitesimal homeostasis and that although the other two do not, they all exhibit near-perfect homeostasis (see also [11]).

Feedback product inhibition is probably one of the simplest and best known homeostatic mechanisms in biochemistry. In its simplest form, product inhibition means that the product of a biochemical chain inhibits one or more of the enzymes involved in its own synthesis. The differential equations are given by

\begin{align}
\dot{x}_i &= I - g_1(x_i) - f(x_i, x_o) \\
\dot{x}_o &= f(x_i, x_o) - g_0(x_o) - g_2(x_o) \\
\dot{x}_o &= g_0(x_o) - g_3(x_o)
\end{align}

(1.1)

where $f, g_i$ ($i = 0, 1, 2, 3$) are smooth functions.
Typically, the functions $g_i$ are defined on positive semi-axis, are linear and increasing. The function $f$ is defined on the positive orthant and is positive. The actual kinetic formulas for inhibitory function $f(x_i, x_o)$ have been extensively studied and depend on the details of the chemical binding of the substrate to one or more sites on the enzyme. One can impose general constraints on the function $f$ in order to get similar behavior: $\frac{\partial f}{\partial x_i} > 0$ (more substrate, faster reaction) and $\frac{\partial f}{\partial x_o} < 0$ (higher substrate, more inhibition of the reaction).

Under these general conditions, it can be shown (see [11]) that the input-output function $x_o$ of (1.1) is well-defined for all $I > 0$ and

$$\frac{dx_o}{dI} = 0 \iff \frac{\partial f}{\partial x_i} = 0$$

That is, the assumption that $\frac{\partial f}{\partial x_o} > 0$ precludes occurrence of infinitesimal homeostasis. Moreover, it is shown in [27] that near-perfect homeostasis is possible in such systems if one chooses an $f$ for which $\frac{\partial f}{\partial x_i} > 0$ is close to zero – such a choice is consistent with the biochemistry of feedback product inhibition.

The second example of [27] exhibiting near-perfect homeostasis but not infinitesimal homeostasis is the parallel inhibition motif. Again, the conclusion that infinitesimal homeostasis cannot occur in this system, follows from an incompatibility of a biochemical condition, called parallel inhibition hypotheses, and the condition that $\frac{dx_o}{dI} = 0$. Therefore, in both examples the obstruction to the occurrence of infinitesimal homeostasis comes from additional modeling assumptions due to the nature of the phenomena being modeled.

In this paper we consider another type of mechanism that may obstruct the occurrence of infinitesimal homeostasis. Namely, when the point of infinitesimal homeostasis is forced to be at the boundary of the domain of definition of the input-output function $x_o(I)$.

We introduce two biologically motivated models: intracellular copper regulation and self immune recognition. These two models can be represented by four node networks shown in Figure 1. Interestingly, [12] obtain the classification of “homeostasis types” in four-node core networks and the examples we consider here correspond to core equivalence classes 20 and 18 of [12], respectively.

In order to study the homeostatic mechanisms in those examples we first extend some of the theoretical results of [32] to the case where the infinitesimal homeostasis point lies at the boundary. We introduce the notion of asymptotic infinitesimal homeostasis and show that the notion of core networks extend to this new situation.
1.1 Dynamical Formalism for Homeostasis

Golubitsky and Stewart proposed a mathematical method for the study of homeostasis based on dynamical systems theory [8,9] (see the review [10]). In this framework, one consider a system of differential equations

\[ \dot{X} = F(X, \mathcal{I}) \]  

(1.2)

where \( X = (x_1, \cdots, x_k) \in \mathbb{R}^k \) and parameter \( \mathcal{I} \in \mathbb{R} \) represents the external input to the system.

Suppose that \((X^*, \mathcal{I}^*)\) is a linearly stable equilibrium of (1.2). By the implicit function theorem, there is a function \( \tilde{X}(\mathcal{I}) \) defined in a neighborhood of \( \mathcal{I}^* \) such that \( \tilde{X}(\mathcal{I}^*) = X^* \) and \( F(\tilde{X}(\mathcal{I}), \mathcal{I}) \equiv 0 \). The simplest case is when there is a variable, let’s say \( x_k \), whose output is of interest when \( \mathcal{I} \) varies. Define the associated input-output function as \( z(\mathcal{I}) = \tilde{x}_k(\mathcal{I}) \). The input-output function allows one to formulate several definitions that capture the notion of homeostasis (see [2,8,9,21,30]).

Let \( z(\mathcal{I}) \) be the input-output function associated to a system of differential equations (1.2) and the family of equilibria \( \tilde{X}(\mathcal{I}) \). We say that the corresponding system (1.2) exhibits

(a) **Perfect Homeostasis (Adaptation)** on the interval \((\mathcal{I}_1, \mathcal{I}_2)\) if

\[ \frac{dz}{d\mathcal{I}}(\mathcal{I}) = 0 \quad \text{for all } \mathcal{I} \in (\mathcal{I}_1, \mathcal{I}_2) \]  

(1.3)

That is, \( z \) is constant on \((\mathcal{I}_1, \mathcal{I}_2)\).
(b) **Near-perfect Homeostasis (Adaptation)** relative to a set point $I_{sp}$ on the interval $(I_1, I_2)$ if, for a fixed $\delta$,

$$|z(I) - z(I_{sp})| \leq \delta \quad \text{for all } I \in (I_1, I_2) \tag{1.4}$$

That is, $z$ stays within $z(I_{sp}) \pm \delta$ over $(I_1, I_2)$.

(c) **Infinitesimal Homeostasis** at the point $I_c$ on the interval $(I_1, I_2)$ if

$$\frac{dz}{dI}(I_c) = 0 \tag{1.5}$$

That is, $I_c$ is a critical point of $z$.

It is clear that perfect homeostasis implies near-perfect homeostasis, but the converse does not hold. Inspired by Reed et al. [6,22], Golubitsky and Stewart [8,9] introduced the notion of infinitesimal homeostasis that is intermediate between perfect and near-perfect homeostasis. It is obvious that perfect homeostasis implies infinitesimal homeostasis. On the other hand, it follows from Taylor’s theorem that infinitesimal homeostasis implies near-perfect homeostasis in a neighborhood of $I_0$. It is easy to see that the converse to both implications is not generally valid (see [27]). Moreover, the notion of infinitesimal homeostasis allows the tools from singularity theory to bear on the study of homeostasis.

When combined with coupled systems theory [7] the formalism of [8–10] becomes very effective in the analysis of model equations.

An **input-output network** is a network $G$ with a distinguished input node $\iota$, associated to the input parameter $I$, one distinguished output node $o$, and $N$ regulatory nodes $\rho = \{\rho_1, \ldots, \rho_N\}$. The associated network systems of differential equations have the form

$$\begin{align*}
\dot{x}_\iota &= f_\iota(x_\iota, x_\rho, x_o, I) \\
\dot{x}_\rho &= f_\rho(x_\iota, x_\rho, x_o) \\
\dot{x}_o &= f_o(x_\iota, x_\rho, x_o)
\end{align*} \tag{1.6}$$

where $I \in \mathbb{R}$ is an external input parameter and $X = (x_\iota, x_\rho, x_o) \in \mathbb{R} \times \mathbb{R}^N \times \mathbb{R}$ is the vector of state variables associated to the network nodes. We write a vector field associated with the system (1.6) as

$$F(X, I) = (f_\iota(X, I), f_\rho(X), f_o(X))$$

and call it an **admissible vector field** for the network $G$.

Let $f_{j,x_\ell}$ denote the partial derivative of the $j^{th}$ node function $f_j$ with respect to the $\ell^{th}$ node variable $x_\ell$. We make the following assumptions about the vector field $F$ throughout:
(a) The vector field $F$ is smooth and has an asymptotically stable equilibrium at $(X^*, I^*)$. Therefore, by the implicit function theorem, there is a function $\tilde{X}(I)$ defined in a neighborhood of $I^*$ such that $\tilde{X}(I^*) = X^*$ and $F(\tilde{X}(I), I) \equiv 0$.

(b) The partial derivative $f_{j,x_\ell}$ can be non-zero only if the network $G$ has an arrow $\ell \to j$, otherwise $f_{j,x_\ell} \equiv 0$.

(c) Only the input node coordinate function $f_\iota$ depends on the external input parameter $I$ and the partial derivative of $f_{i,I}$ generically satisfies

$$f_{i,I} \neq 0.$$ (1.7)

The mapping $I \mapsto x_\iota(I)$ is called the input-output function of the input-output network $G$ (associated to the family of equilibria $\tilde{X}(I)$).

As noted previously [8,10,27,32], a straightforward application of Cramer’s rule gives a simple formula for determining infinitesimal homeostasis points. Let $J$ be the $(N+2) \times (N+2)$ Jacobian matrix of an admissible vector field $F = (f_\iota, f_\sigma, f_\o)$, that is,

$$J = \begin{pmatrix} f_{i,x_\iota} & f_{i,x_\rho} & f_{i,x_\o} \\ f_{\rho,x_\iota} & f_{\rho,x_\rho} & f_{\rho,x_\o} \\ f_{\o,x_\iota} & f_{\o,x_\rho} & f_{\o,x_\o} \end{pmatrix}$$ (1.8)

The $(N+1) \times (N+1)$ matrix $H$ obtained from $J$ by dropping the last column and the first row is called homeostasis matrix of $G$:

$$H = \begin{pmatrix} f_{\rho,x_\iota} & f_{\rho,x_\rho} \\ f_{\o,x_\iota} & f_{\o,x_\rho} \end{pmatrix}$$ (1.9)

In both eqs. (1.8) and (1.9) partial derivatives $f_{i,x_\j}$ are evaluated at $(\tilde{X}(I), I)$.

**Lemma 1.1.** The input-output function $x_\iota(I)$ of an input-output network $G$ satisfies

$$x'_\iota(I) = -f_{i,I} \frac{\det(H)}{\det(J)}$$ (1.10)

Here, $x'_\iota$ is the derivative of $x_\iota$ with respect to $I$ and $\det(J)$, $\det(H)$ are evaluated at $(\tilde{X}(I), I)$. Hence, $I_0$ is a point of infinitesimal homeostasis if and only if

$$\det(H) = 0$$ (1.11)

at the equilibrium $(\tilde{X}(I_0), I_0)$.

**Proof.** See [10,32].
2 Infinitesimal Homeostasis at a Boundary Point

In this section we extend the theory of \[8,10,32\] to the case where the input-output function satisfies the near-perfect homeostasis condition on an open interval and the infinitesimal homeostasis occurs at a boundary point.

2.1 Asymptotic Infinitesimal Homeostasis

Consider a network \( G \) such that the associated input-output function \( z \) is defined on a semi-infinite interval \( D = (I_0, +\infty) \).

**Theorem 2.1.** Let \( z : D \to \mathbb{R} \) be a smooth function, with \( D = (I_0, +\infty) \). Suppose that \( z \) satisfies the near-perfect homeostasis condition on \( D \): for all \( I \in D, z(I) \in (z(I_{sp}) - \delta, z(I_{sp}) + \delta) \), for some \( I_{sp} \in D \) and fixed \( \delta > 0 \). Then, at least one of the following statements is true:

(i) There exists \( I_c \in D \) such that \( z'(I_c) = 0 \),

(ii) There exists an increasing sequence \( (I_n)_{n \geq 1} \subset D \) satisfying

\[
\lim_{n \to \infty} I_n = +\infty \quad \text{and} \quad \lim_{n \to \infty} z'(I_n) = 0.
\]

In particular, if \( z' \) is a monotonic function, then \( \lim_{I \to +\infty} z'(I) = 0 \).

**Proof.** Suppose there exists \( I_1, I_2 \in D \) such that \( z'(I_1) \cdot z'(I_2) \leq 0 \). If \( z'(I_1) \cdot z'(I_2) = 0 \), then \( z'(I_1) = 0 \) or \( z'(I_2) = 0 \), and thus (i) is true. On the other hand, if \( z'(I_1) \cdot z'(I_2) < 0 \), then \( z'(I_1) > 0 \) and \( z'(I_2) < 0 \) or \( z'(I_1) < 0 \) and \( z'(I_2) > 0 \). In both cases, by the mean value theorem, there exists \( I^* \in (I_1, I_2) \) such that \( z'(I^*) = 0 \), and thus (i) is true.

Now suppose that for all \( I_1, I_2 \in D \), \( z'(I_1) \cdot z'(I_2) > 0 \). This means that \( z'(I) \) is either positive or negative over \( D \). Let us consider the case where \( z'(I) \) is positive over \( D \) (the other case is analogous). Since \( z'(D) \) is bounded \( \inf z'(D) \geq 0 \). Consider the dyadic sequence \( J_n = \sum_{m=0}^{n} 2^m \), for \( n \geq 0 \), and define a family of consecutive disjoint intervals \( (J_n)_{n \geq 1} \) contained in \( D \), of length \( 2^n \), by \( J_n = (I_0 + J_{n-1}, I_0 + J_n) \). Hence, one can write

\[
2^n \inf z'(J_n) = \int_{I_0 + J_n} \inf z'(J_n) \, dI \leq \int_{I_0 + J_{n-1}} z'(I) \, dI \leq 2\delta
\]

and so

\[
\inf z'(J_n) \leq \frac{\delta}{2^{n-1}}
\]
Therefore, there exists $I_n \in J_n$, for $n \geq 1$, such that
\[ 0 < z'(I_n) \leq \inf z'(J_n) + \frac{\delta}{2^n} \leq \frac{2\delta}{2^n}. \] (2.12)

It is clear that $(I_n)_{n \geq 1}$ is an increasing sequence with $\lim_{n \to \infty} I_n = \infty$. By (2.12), we conclude that
\[ \lim_{n \to \infty} z'(I_n) = 0 \]
and therefore $(ii)$ is true. Finally, it is obvious that, if $z'$ is a monotonic function, then $\lim_{I \to \infty} z'(I) = 0$.

**Definition 2.1.** An input-output function $z : D \to \mathbb{R}$, with $D = (I_0, +\infty)$, exhibits **asymptotic infinitesimal homeostasis** if it exhibits near-perfect homeostasis on $D$ and
\[ \lim_{I \to \infty} z'(I) = 0. \]

**Corollary 2.2.** If an input-output function $z : D \to \mathbb{R}$, with $D = (I_0, +\infty)$, exhibits near-perfect homeostasis and is monotonic then it exhibits asymptotic infinitesimal homeostasis.

### 2.2 Core Networks and Asymptotic Infinitesimal Homeostasis

Golubitsky et al. [32] have shown that in order to analyse if an input-output network exhibits infinitesimal homeostasis, it is enough to study an associated **core network**, i.e., a network in which every node is downstream from the input node $\iota$ and upstream from the output node $o$. We will show that this theorem extends to the case of asymptotic infinitesimal homeostasis.

Let $\mathcal{G}$ be an input-output network with input node $\iota$, output node $o$ and regulatory nodes $\rho$. Partition the nodes of $\mathcal{G}$ three types:

- those nodes $\sigma$ that are both upstream from $o$ and downstream from $\iota$,
- those nodes $d$ that are not downstream from $\iota$,
- those nodes $u$ which are downstream from $\iota$, but not upstream from $o$

Figure 2 exhibits this partition of regulatory nodes of $\mathcal{G}$.
The generic system of ODEs associated to the original network $G$ is given by

\begin{alignat}{2}
\dot{x}_i &= f_i(x_i, x_{\sigma}, x_d, x_u, x_o, I) \\
\dot{x}_{\sigma} &= f_{\sigma}(x_i, x_{\sigma}, x_d, x_u, x_o) \\
\dot{x}_d &= f_d(x_i, x_{\sigma}, x_d, x_u, x_o) \\
\dot{x}_u &= f_u(x_i, x_{\sigma}, x_d, x_u, x_o) \\
\dot{x}_o &= f_o(x_i, x_{\sigma}, x_d, x_u, x_o) 
\end{alignat}

(2.13)

The reduced systems of ODEs associated to the core network $G_c$ obtained from (2.13) is given by

\begin{alignat}{2}
\dot{x}_i &= f_i(x_i, x_{\sigma}, x_d, x_o, I) \\
\dot{x}_{\sigma} &= f_{\sigma}(x_i, x_{\sigma}, x_d, x_o) \\
\dot{x}_d &= f_d(x_d) \\
\dot{x}_u &= f_u(x_i, x_{\sigma}, x_d, x_u, x_o) \\
\dot{x}_o &= f_o(x_i, x_{\sigma}, x_d, x_o) 
\end{alignat}

(2.14)

**Theorem 2.3.** Let $x_o(I)$ be the input-output function of the admissible system (2.13) and let $x_c^o(I)$ be the input-output function of the associated core admissible system (2.14). Consider that both functions are defined in the semi-infinite interval $D = (I_0, +\infty)$. Then, the input-output function $x_c^o(I)$ associated to the core subnetwork $G_c$ exhibits asymptotic infinitesimal homeostasis if and only if the input-output function $x_o(I)$ associated to the original network $G$ exhibits asymptotic infinitesimal homeostasis.
Proof. The Jacobian $J$ of the original network is

\[
J = \begin{pmatrix}
  f_{i,x} & f_{i,x_o} & f_{i,x_d} & 0 & f_{i,x_o} \\
  f_{g,x} & f_{g,x_o} & f_{g,x_d} & 0 & f_{g,x_o} \\
  0 & 0 & f_{d,x_d} & 0 & 0 \\
  f_{u,x} & f_{u,x_o} & f_{u,x_u} & f_{u,x_u} & f_{u,x_o} \\
  f_{o,x} & f_{o,x_o} & f_{o,x_d} & 0 & f_{o,x_o}
\end{pmatrix}
\] (2.15)

and the corresponding homeostasis matrix $H$ is

\[
H = \begin{pmatrix}
  f_{g,x} & f_{g,x_o} & f_{g,x_d} & 0 \\
  0 & 0 & f_{d,x_d} & 0 \\
  f_{u,x} & f_{u,x_o} & f_{u,x_u} & f_{u,x_u} \\
  f_{o,x} & f_{o,x_o} & f_{o,x_d} & 0
\end{pmatrix}
\] (2.16)

On the other hand, the Jacobian $J^c$ and the homeostasis matrix $H^c$ of the core network are, respectively:

\[
J^c = \begin{pmatrix}
  f_{i,x} & f_{i,x_o} & f_{i,x_d} & 0 \\
  f_{g,x} & f_{g,x_o} & f_{g,x_d} & 0 \\
  0 & 0 & f_{d,x_d} & 0 \\
  f_{o,x} & f_{o,x_o} & f_{o,x_d} & 0
\end{pmatrix}
\] and \[
H^c = \begin{pmatrix}
  f_{g,x} & f_{g,x_o} \\
  0 & 0 \\
  f_{o,x} & f_{o,x_o}
\end{pmatrix}
\] (2.17)

Then we can compute

\[
\det H = (-1)^k H \det(f_{d,x_d}) \det(f_{u,x_u}) \det H^c
\]
\[
\det J = (-1)^k J \det(f_{d,x_d}) \det(f_{u,x_u}) \det J^c
\] (2.18)

Now, for all $I \in D$, $J$ and $J^c$ must have eigenvalues with negative real part. As the eigenvalues of $f_{d,x_d}$ and of $f_{u,x_u}$ are also eigenvalues of $J$, we conclude that

\[
\det(f_{d,x_d}) \cdot \det(f_{u,x_u}) \neq 0
\] (2.19)

Therefore

\[
\lim_{I \to \infty} \frac{\det H}{\det J} = \lim_{I \to \infty} \frac{(-1)^k H \det(f_{d,x_d}) \det(f_{u,x_u}) \det H^c}{(-1)^k J \det(f_{d,x_d}) \det(f_{u,x_u}) \det J^c} = (-1)^k \lim_{I \to \infty} \frac{\det H^c}{\det J^c}
\] (2.20)

which concludes the proof.

\[\square\]

Remark 2.2. The results of this section were obtained by considering an input-output function $z$ defined on a semi-infinite interval $D = (I_0, +\infty)$. However, it is easy to see that they can be extended to the case where $z$ is defined on any finite open
interval \( D = (I_0, I_*) \), where \( I_* \) is the point of asymptotic infinitesimal homeostasis, namely,
\[
\lim_{I \to I_*} z'(I) = 0.
\]
In any case the point of infinitesimal homeostasis is on the boundary of definition of the input-output function.

3 Self Immune Recognition

3.1 Brief Review of Immune Recognition

The immune system has a paramount role in mammalian physiology: it must combat any strange body and infection, and, at the same time, it must discriminate between which elements belong to the organism and which not in order to avoid autoimmunity, something known in the literature as self and non-self recognition. Although specificity of receptors expressed by immune cells is a major mechanism that explains the capacity of discrimination between self and non-self components, conventional T lymphocytes in tissues may still be erroneously activated leading to autoimmunity and cell injury [1].

Let’s consider here the three main immune cells that are present in tissues: antigen-presenting cells (APCs), responsible for initiating the immune response, conventional T lymphocytes (Tconv), which are the main cells responsible for a specific response against non-self pathogens, and regulatory T lymphocytes (Treg), which suppress Tconv activity [1, 18, 29]. Usually, the immune response starts when APCs take digested antigens and couple them to MHC molecules expressed in APCs surface [18]. This enables the recognition of the antigen by Tconv. When activated, Tconv cells synthesize interleukin-2 (IL2), which stimulates both Tconv and Treg cells. On the other hand, Treg interacts to Tconv, particularly with autoreactive Tconv, suppressing their activity [1, 18].

The importance of Treg cells may be exemplified by the fact that patients with pathogenic variants in \( FOXP3 \) gene leading to Treg cells dysfunction develop an autoimmune syndrome called IPEX (Immune dysregulation, polyendocrinopathy, enteropathy, X-linked syndrome) [4].

3.2 Mathematical Model

In order to evaluate how the concept of infinitesimal homeostasis could be applied in the context of autoimmune activation, we shall adapt a model previously published
by Khailaie et al. [18], that considers a situation where the only existing antigen are self. This version of the model is given by the interplay between four components: APCs, Tconv, IL2 and Treg. Representing the dimensionless concentrations of APCs, Tconv, IL2 and Treg by, respectively, \(x_\tau\), \(x_\sigma\), \(x_\sigma\) and \(x_\iota\), with \(I\) the input parameter, the dynamics is described by the systems of ODEs

\[
\begin{align*}
\dot{x}_\iota &= ax_\iota x_\sigma - bx_\iota + I \\
\dot{x}_\sigma &= cx_\sigma - dx_\sigma (x_o + x_\iota) - ex_\sigma \\
\dot{x}_\tau &= -bx_\tau + f \frac{x_\tau}{x_\tau + g} + hx_\tau x_o + j \\
\dot{x}_o &= ax_\sigma x_o - bx_o - lx_\iota x_o + hx_\tau x_o + j
\end{align*}
\]

(3.21)

where \(a, b, c, d, e, f, g, h, j\) and \(l\) are positive parameters. Considering \(\iota, \sigma, \tau\) and \(o\) as the nodes of a network we obtain the network in Figure 1(B).

### 3.3 Infinitesimal Homeostasis

The model (3.21) can have only two types of homeostasis: structural and null-degradation. The homeostasis matrix \(H\) of the network is

\[
H = \begin{pmatrix}
f_{\iota,\iota} & f_{\iota,\sigma} & 0 & 1 \\
f_{\sigma,\iota} & f_{\sigma,\sigma} & 0 & 0 \\
0 & 0 & f_{\tau,\tau} & 0 \\
f_{o,\iota} & f_{o,\sigma} & f_{o,\tau} & 0
\end{pmatrix}
\]

(3.22)

Thus

\[
\det H = f_{\tau,\tau} (f_{o,\sigma} f_{\sigma,\iota} - f_{o,\iota} f_{\sigma,\sigma})
\]

(3.23)

Let us show that \(\det H \neq 0\) for all \(I \in \mathbb{R}^+\) at any equilibrium point. In fact, considering the ODE in (3.21), in any equilibrium we must have \(x_o \neq 0\) (we may conclude this looking to the equation that defines \(\dot{x}_o\)). Fixing always the initial state as \((0, 0, 0, 0)\), then it is easy to verify that it is plausible to assume that \(x_\tau, x_o, x_\sigma\) and \(x_\iota\) must be non-negative at equilibrium. Now, observe that

\[
\begin{align*}
f_{\sigma,\iota} &= -ex_\sigma \\
f_{\sigma,\sigma} &= -e(x_o + x_\iota) - f \\
f_{o,\iota} &= -lx_o \\
f_{o,\sigma} &= ax_o
\end{align*}
\]

(3.24)
Therefore
\[ f_{o,\sigma} f_{\sigma,i} - f_{o,i} f_{\sigma,\sigma} = ax_o(-ex_{\sigma}) - lx_o[e(x_o + x_i) + f] \]
\[ \Rightarrow f_{o,\sigma} f_{\sigma,i} - f_{o,i} f_{\sigma,\sigma} = -x_o[ae x_{\sigma} + lex_i + lex_o + lf] \]
(3.25)

As for all \( I > 0 \) for which the system admits a linearly stable equilibrium, the equilibrium point \((\tilde{x}_i, \tilde{x}_\sigma, \tilde{x}_\tau, \tilde{x}_o) \in \mathbb{R}_+^4\), we conclude that the system does not present structural homeostasis.

We shall now prove that it does not present null degradation homeostasis neither. Suppose that there is an equilibrium \((\tilde{x}_i, \tilde{x}_\sigma, \tilde{x}_\tau, \tilde{x}_o)\) such that it satisfies
\[ f_{\tau,\tau} = 0 \]
\[ \Rightarrow -b + \frac{fg}{(\tilde{x}_\tau + g)^2} + h\tilde{x}_o = 0 \Rightarrow \tilde{x}_o = \frac{b}{h} - \frac{fg}{h(\tilde{x}_\tau + g)^2} \]  
(3.26)

Applying (3.26) to the fact that it must happen in an equilibrium point
\[ \dot{x}_\tau = 0 \Rightarrow -b\tilde{x}_\tau + f\frac{\tilde{x}_\tau}{\tilde{x}_\tau + g} + h\tilde{x}_\tau + j = 0 \]
\[ \Rightarrow -b\tilde{x}_\tau + f\frac{\tilde{x}_\tau}{\tilde{x}_\tau + g} + h\tilde{x}_\tau\left(\frac{b}{h} - \frac{fg}{h(\tilde{x}_\tau + g)^2}\right) + j = 0 \]
\[ \Rightarrow f\frac{\tilde{x}_\tau}{\tilde{x}_\tau + g} - \frac{fg\tilde{x}_\tau}{(\tilde{x}_\tau + g)^2} + j = 0 \]  
(3.27)
\[ \Rightarrow f\tilde{x}_\tau(\tilde{x}_\tau + g) - f g \tilde{x}_\tau + j(\tilde{x}_\tau + g)^2 = 0 \]
\[ \Rightarrow f\tilde{x}_\tau^2 + j(\tilde{x}_\tau + g)^2 = 0 \]

As the last equality cannot hold, the system does not exhibit null degradation homeostasis in node \( \tau \).

We already know that the system does not exhibit infinitesimal homeostasis for \( I \in \mathbb{R}_+ \). Let us study now what happens when \( I \to +\infty \). For this, we have to write the equilibrium points \((\tilde{x}_i, \tilde{x}_\sigma, \tilde{x}_\tau, \tilde{x}_o)\) as a function of \( I \). First, taking the differential equation for \( \dot{x}_i \) (3.21), we conclude that for \( I > 0, \tilde{x}_i \neq 0 \). Consequently, we conclude that
\[ \dot{x}_i = 0 \Rightarrow a\tilde{x}_i \tilde{x}_\sigma - b\tilde{x}_i + I = 0 \Rightarrow \tilde{x}_\sigma = \frac{b\tilde{x}_i - I}{a\tilde{x}_i} \]  
(3.28)
Applying (3.28) to the dynamics of $\dot{x}_\sigma$, we obtain

$$\dot{x}_\sigma = 0 \Rightarrow cx_o - dx_\sigma(x_o + x_i) - ex_\sigma = 0 \Rightarrow \ddot{x}_o(c - d\ddot{x}_\sigma) = \ddot{x}_\sigma(d\ddot{x}_\sigma + e)$$

$$\Rightarrow \ddot{x}_o = \frac{\ddot{x}_\sigma(d\ddot{x}_\sigma + e)}{c - d\ddot{x}_\sigma} \Rightarrow \ddot{x}_o = \frac{\left(\frac{b\ddot{x}_i - I}{a\ddot{x}_i}\right)(d\ddot{x}_\sigma + e)}{c - d\left(\frac{b\ddot{x}_i - I}{a\ddot{x}_i}\right)}$$

(3.29)

$$\Rightarrow \ddot{x}_o = \frac{(d\ddot{x}_\sigma + e)(b\ddot{x}_i - I)}{ac\ddot{x}_i - d(b\ddot{x}_i - I)}$$

Considering now the dynamics of $\dot{x}_o$:

$$\dot{x}_o = 0 \Rightarrow a\ddot{x}_o - b\ddot{x}_o - l\ddot{x}_i \ddot{x}_o + h\dddot{x}_i \ddot{x}_o + j = 0$$

(3.30)

As mentioned before, $j > 0 \Rightarrow \ddot{x}_o \neq 0$, and so

$$a\ddot{x}_o - b\ddot{x}_o - l\ddot{x}_i \ddot{x}_o + h\dddot{x}_i \ddot{x}_o + j = 0 \Rightarrow \dddot{x}_\tau = \frac{b - a\ddot{x}_o + l\dddot{x}_i}{h} - \frac{j}{h\ddot{x}_o}$$

(3.31)

Notice that, by (3.28), we have

$$b - a\ddot{x}_o = b - a \frac{b\ddot{x}_i - I}{a\ddot{x}_i} = \frac{I}{\ddot{x}_i}$$

(3.32)

And therefore (3.31) is reduced to

$$\dddot{x}_\tau = \frac{I}{h\ddot{x}_i} + \frac{l\dddot{x}_i}{h} - \frac{j}{h\ddot{x}_o}$$

(3.33)

Now, let’s analyse the dynamics of $\dot{x}_\tau$, remembering that $j > 0 \Rightarrow \dddot{x}_\tau \neq 0$:

$$\dot{x}_\tau = 0 \Rightarrow -b\dddot{x}_\tau + f \frac{\dddot{x}_\tau}{\dddot{x}_\tau + g} + h\dddot{x}_i \dddot{x}_o + j = 0$$

$$\Rightarrow \dddot{x}_\tau(-b + h\dddot{x}_o) + f \frac{\dddot{x}_\tau}{\dddot{x}_\tau + g} + j = 0$$

$$\Rightarrow b - h\dddot{x}_o = \frac{f}{\dddot{x}_\tau + g} + \frac{j}{\dddot{x}_\tau}$$

(3.34)

$$\Rightarrow b - h\dddot{x}_o = \frac{(f + j)\dddot{x}_\tau + gj}{\dddot{x}_\tau(\dddot{x}_\tau + g)}$$

$$\Rightarrow \dddot{x}_o = \frac{b}{h} - \frac{(f + j)\dddot{x}_\tau + gj}{h\dddot{x}_i(\dddot{x}_\tau + g)}$$
In order to simplify the computations, let’s suppose \( bg = f + j \). In that case, we obtain, from (3.34):

\[
x_o = \frac{b \ddot{x}_o^2 - jg}{h \ddot{x}_o^2 + gh \ddot{x}_o} \Rightarrow \ddot{x}_o^2(h \ddot{x}_o - b) + gh \ddot{x}_o x_o + gj = 0 \tag{3.35}
\]

Now, applying (3.33) to (3.35), we get:

\[
(h \ddot{x}_o - b) \left( \frac{I}{h \ddot{x}_o} + \frac{l \dddot{x}_o}{h} - \frac{j}{h \dddot{x}_o} \right)^2 + gh \ddot{x}_o \left( \frac{I}{h \dddot{x}_o} + \frac{l \dddot{x}_o}{h} - \frac{j}{h \dddot{x}_o} \right) + gj = 0
\]

(3.36)

Writing \( \ddot{x}_o \) in function of \( I \) and \( \dddot{x}_i \) according to (3.29) in (3.36), we obtain

\[
\left[ \frac{h(d \dddot{x}_i + e)(b \dddot{x}_i - I)}{ac \dddot{x}_i - d(b \dddot{x}_i - I) - b} \right] \left[ \frac{I(d \dddot{x}_i + e)(b \dddot{x}_i - I)}{ac \dddot{x}_i - d(b \dddot{x}_i - I) - j \dddot{x}_i} \right]^2 + gh^2 \frac{(d \dddot{x}_i + e)(b \dddot{x}_i - I)^3}{[ac \dddot{x}_i - d(b \dddot{x}_i - I)]^3} \ddot{x}_i (I + l \dddot{x}_i) = 0
\]

(3.37)
Thus \( \lim_{I \to +\infty} dhI + bac = dhI \). Therefore, when we take the limit \( I \to +\infty \), the polynomial equation described on (3.37) has the same solutions as

\[
[h(b \ddot{x}_i + e \dot{x}_i - e I) - \ddot{x}_i (dhI + bd(b \ddot{x}_i - I))] [I(d \ddot{x}_i + e)(b \ddot{x}_i - I)] + l \dddot{x}_i^2 (d \ddot{x}_i + e)(b \ddot{x}_i - I) - acj \dddot{x}_i^2 + dj \dddot{x}_i (b \ddot{x}_i - I)]^2 + gh^2 (d \ddot{x}_i + e)^3 (b \ddot{x}_i - I)^3 \dddot{x}_i (I + l \dddot{x}_i^2) = 0
\]

Therefore, we got one of the roots of (3.38)

\[
\lim_{I \to +\infty} b \ddot{x}_i - I = 0 \Rightarrow \lim_{I \to +\infty} \ddot{x}_i = +\infty \tag{3.39}
\]

Applying the result of (3.39) to (3.28) and (3.29), we obtain

\[
\lim_{I \to +\infty} \dddot{x}_\sigma = \lim_{I \to +\infty} \frac{b \ddot{x}_i - I}{ac \dddot{x}_i} \Rightarrow \lim_{I \to +\infty} \dddot{x}_\sigma = 0
\]

\[
\lim_{I \to +\infty} \dddot{x}_\sigma = \lim_{I \to +\infty} \frac{(d \ddot{x}_i + e)(b \ddot{x}_i - I)}{ac \dddot{x}_i - d(b \ddot{x}_i - I)} = \lim_{I \to +\infty} \frac{d \ddot{x}_i (b \ddot{x}_i - I)}{ac \dddot{x}_i} \Rightarrow \lim_{I \to +\infty} \dddot{x}_\sigma = 0 \tag{4.40}
\]

Let us determine the value of \( \dddot{x}_\sigma \) at that equilibrium point. First, notice that \( \lim_{I \to +\infty} \dddot{x}_\sigma \neq \pm \infty \). In fact, suppose that \( \lim_{I \to +\infty} \dddot{x}_\sigma = \pm \infty \) and consider the dynamics of \( \dddot{x}_\sigma \)

\[
\lim_{I \to +\infty} \dddot{x}_\sigma = \lim_{I \to +\infty} -b \ddot{x}_\sigma + f \frac{\dddot{x}_\sigma}{\dddot{x}_\sigma + g} + h \ddot{x}_\sigma + j = \lim_{I \to +\infty} \dddot{x}_\sigma (-b + h \ddot{x}_\sigma) + f \frac{\dddot{x}_\sigma}{\dddot{x}_\sigma + g} + j
\]

\[
= \lim_{I \to +\infty} -b \ddot{x}_\sigma + f + j = \lim_{I \to +\infty} -b \ddot{x}_\sigma = \pm \infty \tag{3.41}
\]

which is a contradiction since for all \( I \in \mathbb{R}_+^* \), at equilibrium, we have \( \dddot{x}_\sigma = 0 \).
Therefore, $\tilde{x}_\tau$ must be limited when $I \to +\infty \Rightarrow \lim_{I \to +\infty} \tilde{x}_\tau \tilde{x}_o = 0$. Calling
\[
\lim_{I \to +\infty} \tilde{x}_\tau = \alpha
\]
and analysing again the dynamics of $\dot{x}_\tau$, we get
\[
-b\alpha + \frac{f\alpha}{\alpha + g} + j = 0 \Rightarrow -b\alpha^2 - bg\alpha + f\alpha + j\alpha + gj = 0
\]
\[
\Rightarrow -b\alpha^2 + \alpha(-bg + f + j) + gj = 0
\]
As we hypothesized before that $f + j = bg$, then (3.42) is reduced to
\[
-b\alpha^2 + gj = 0 \Rightarrow \lim_{I \to +\infty} \tilde{x}_\tau = \sqrt{\frac{gj}{b}} \tag{3.43}
\]
Let us now analyse if this equilibrium is linearly stable. For this purpose, we must study the behaviour of the Jacobian $J$ of the system when $I \to +\infty$
\[
\lim_{I \to +\infty} J = \lim_{I \to +\infty}\begin{pmatrix}
\frac{f_{i,\iota}}{f_{i,\iota}} & \frac{f_{i,\sigma}}{f_{i,\sigma}} & 0 & 0 \\
0 & 0 & \frac{f_{\sigma,\iota}}{f_{\sigma,\iota}} & \frac{f_{\sigma,o}}{f_{\sigma,o}} \\
\frac{f_{o,\iota}}{f_{o,\iota}} & \frac{f_{o,\sigma}}{f_{o,\sigma}} & \frac{f_{o,\tau}}{f_{o,\tau}} & \frac{f_{o,\tau}}{f_{o,\tau}}
\end{pmatrix}
\]
\[
= \lim_{I \to +\infty}\begin{pmatrix}
\frac{a\tilde{x}_\sigma - b}{a\tilde{x}_\sigma} & \frac{a\tilde{x}_\iota}{a\tilde{x}_\iota} & 0 & 0 \\
-\frac{d\tilde{x}_\sigma}{d\tilde{x}_\sigma} & -\frac{d(\tilde{x}_o + \tilde{x}_\iota) - e}{d(\tilde{x}_o + \tilde{x}_\iota) - e} & 0 & c - d\tilde{x}_\sigma \\
0 & 0 & -\frac{b}{\tilde{x}_\sigma + g} + h\tilde{x}_o & \frac{h\tilde{x}_\sigma}{h\tilde{x}_o} \\
-l\tilde{x}_o & a\tilde{x}_o & a\tilde{x}_\sigma - b - l\tilde{x}_\iota + h\tilde{x}_\tau
\end{pmatrix}
\tag{3.44}
\]
Applying the limits previously determined, we obtain
\[
\lim_{I \to +\infty} J = \lim_{I \to +\infty}\begin{pmatrix}
\frac{b}{b} & a\tilde{x}_\iota & 0 & 0 \\
0 & -d\tilde{x}_\iota & 0 & c \\
-\frac{b}{gb + j + 2\sqrt{bgj}} & \frac{b}{gb + j + 2\sqrt{bgj}} & 0 & \frac{h}{h}\sqrt{\frac{gj}{b}} \\
0 & 0 & 0 & -l\tilde{x}_\iota
\end{pmatrix}
\tag{3.45}
\]
Therefore, the eigenvalues of $\lim_{I \to +\infty} J$ are $-b$, $-d\tilde{x}_\iota$, $\frac{bf - b^2g - bj - 2b\sqrt{bgj}}{gb + j + 2\sqrt{bgj}}$, and $-l\tilde{x}_\iota$. By hypothesis
\[
f + j = bg \Rightarrow f < bg \Rightarrow bf < b^2g \Rightarrow \frac{bf - b^2g - bj - 2b\sqrt{bgj}}{gb + j + 2\sqrt{bgj}} < 0
\]
(3.46)
We conclude that all the eigenvalues of $\lim_{I \to +\infty} J$ have negative real part, i.e., this equilibrium is linearly stable. Moreover, looking at (3.45), we also conclude that
\[
\lim_{I \to +\infty} \det J = +\infty \tag{3.47}
\]

Let us consider the homeostasis matrix $H$. As shown before
\[
\lim_{I \to +\infty} f_{\tau,\tau} = \frac{bf - b^2g - bj - 2b\sqrt{bgj}}{gb + j + 2\sqrt{bgj}} < 0 \tag{3.48}
\]
i.e., the system does not present asymptotic null-degradation homeostasis. Furthermore, looking to the dynamics of $\dot{x}_o$ and considering that for all $I \in \mathbb{R}^*$, at equilibrium we have $\dot{x}_o = 0$ and so
\[
\lim_{I \to +\infty} \dot{x}_o = 0 \Rightarrow \lim_{I \to +\infty} a\bar{x}_\sigma \bar{x}_o - b\bar{x}_o - l\bar{x}_i \bar{x}_o + h\bar{x}_\tau \bar{x}_o + j = 0 \\
\Rightarrow \lim_{I \to +\infty} -l\bar{x}_i \bar{x}_o + j = 0 \tag{3.49}
\]

Now we may verify that the system does not exhibit asymptotic structural homeostasis. In fact, by (3.48) and (3.49), we get
\[
\lim_{I \to +\infty} f_{o,\sigma} f_{\sigma,\tau} - f_{o,\tau} f_{\sigma,\sigma} = \lim_{I \to +\infty} -\bar{x}_o[ae\bar{x}_\sigma + le\bar{x}_i + le\bar{x}_o + lf] = -ej \neq 0 \tag{3.50}
\]
i.e., the system does not present asymptotic structural homeostasis. Let’s now verify if the system presents asymptotic homeostasis. In fact, by (3.48) and (3.50), we conclude that
\[
\lim_{I \to +\infty} \det H = -ej \left( \frac{bf - b^2g - bj - 2b\sqrt{bgj}}{gb + j + 2\sqrt{bgj}} \right) = ej \left( \frac{b^2g + bj + 2b\sqrt{bgj} - bf}{gb + j + 2\sqrt{bgj}} \right) > 0
\]

Observe that $\lim_{I \to +\infty} \det H$ is a finite positive real number. Applying now (3.47) and the Cramer’s Rule, we conclude that
\[
\lim_{I \to +\infty} \frac{d\bar{x}_o}{d\mathcal{I}}(\mathcal{I}) = \lim_{I \to +\infty} \frac{-\det H}{\det J} = 0 \tag{3.51}
\]

Therefore, despite the fact that the system does not present neither asymptotic null degradation or asymptotic structural homeostasis, it still exhibits asymptotic homeostasis.
4 Intracellular Copper Regulation

4.1 Brief Review of Copper Regulation

Copper is an inorganic element essential to many physiological processes, including neurotransmission, gastrointestinal uptake, lactation, transport to the developing brain and growth. However, its concentration must be tightly regulated, as intracellular copper excess is associated with cellular damage and protein folding disorders [16,20].

In addition to cytosolic copper concentration, copper in the intramitochondrial space must be also strictly regulated, as it is paramount for the function of copper-dependent enzymes, but it may cause oxidative stress in excessive levels [5].

Copper in the external medium enters the cell by CTR1. In the cytosol, copper is rapidly incorporated to glutathione, from where it is ligated to metallochaperones, as ATOX1, CCS and COX17. ATOX1 is associated to the copper secretory pathway, while CCS and COX17 are enrolled in incorporating copper in the mitochondrial enzymes SOD1 and COX [16,20].

The ATOX1 protein takes the cytosolic copper to the Cu-ATPases ATP7A and ATP7B, which use ATP to pump copper ions to vesicles of the trans-Golgi network, where copper will be incorporated in Cu-dependent enzymes and secreted. This is called the secretory pathway and it is responsible for decreasing the cytosolic copper concentration. However, when cytosolic copper levels are low, ATP7A and ATP7B take copper from the trans-Golgi network and give it to ATOX1, leading to an increase on the cytosolic copper concentration [35].

The functions governed by copper homeostasis are primarily executed by the copper-transporting ATPases known as ATP7A and ATP7B. ATP7A is a transmembrane protein located throughout the body, except for the liver, with two essential roles in copper homeostasis: transporting copper across cell membranes in both directions (regulating absorption of copper only in the small intestines, and excreting excessive intracellular copper, in all tissues) aiming therefore at the maintenance of intracellular copper concentrations (both cytosolic and mitochondrial); and participating as a cofactor in the activating mechanisms of copper-dependant enzymes, critical for the structure and function of bone, skin, hair, blood vessels, and the nervous system [28,31]. On the other hand, the ATP7B transmembrane protein is located primarily in liver cells, but also in the brain, and bears similar tasks: regulating intracellular copper concentrations by releasing copper into bile and plasma, and co-activating copper-dependant enzymes in the Golgi apparatus [20,28].

Expanding briefly on the physiological implications of defective copper regulation, anomalies in the ATP7B gene generate a sole disorder known as Wilson disease.
(WD), in which dysfunctional ATP7B proteins implicate WD carriers to accumulate abnormal levels of copper in the liver and in the brain. As a result, clinical features comprise neurological, hepatic, psychiatric and skeletal abnormalities, as well as renal tubular dysfunction and hemolytic anemia. The prognosis in WD is generally favorable given that current therapeutic approaches prevent or attenuate most of the symptoms. Its chronic nature, however, implies that treatment interruption results in potentially fatal liver damage [14].

Differently, variations in the ATP7A gene result in dysfunctional ATP7A proteins that cause three separate illnesses: Menkes disease, a severe early-onset neurodegenerative condition in which carriers usually die by 3 years of age [13]; occipital horn syndrome, a connective disorder with typical skeleton deformations which is also clinically resembling to Menkes disease, while less aggressive in its neurological manifestation [15]; and a recently found distal motor neuropathy, marked by frequent onset at adulthood and with no apparent signs of copper metabolic abnormalities, although still poorly studied [17,34].

Figure 3: Simplified model of intracellular copper regulation. Here, Cu ext: extracellular copper; Cu cyt: cytosolic copper; Cu mit: mitochondrial copper.
4.2 Mathematical Model

A simplified version of the intracellular copper regulation mechanism described above can be obtained by considering the concentration of copper in three environments: extracellular copper (\( \text{Cu}_{\text{ext}} \)), cytosolic copper (\( \text{Cu}_{\text{cyt}} \)), mitochondrial copper (\( \text{Cu}_{\text{mit}} \)). The dynamics of copper concentration on these environments is governed by its interaction with three metallochaperones: ATOX1, CCS and COX17. This interaction dynamics is represented by the diagram of Figure 3.

![Diagram of Figure 3](image)

**Figure 4:** Input-output network for the intracellular copper regulation model. Blue arrows indicate positive stimulus (activation) and red arrows indicate negative stimulus (inhibition). (A) Full network. (B) Core network.

We can abstract this model by the inout-output network shown in Figure 4(A). Here the extracellular copper concentration \( [\text{Cu}_{\text{ext}}] \) is the input node and mitochondrial copper concentration \( [\text{Cu}_{\text{mit}}] \) is the output node. The input parameter \( \mathcal{I} \) represents the abundance of extracellular copper. As observed before, in order to verify that \( [\text{Cu}_{\text{mit}}] \) is homeostatic, it is enough to verify that \( [\text{Cu}_{\text{cyt}}] \) is homeostatic. Hence, we can further simplify the input-output network of Figure 4(A) to its core network shown in Figure 4(B). To facilitate notation, let’s represent the concentrations of \( \text{Cu}_{\text{ext}}, \text{Cu}_{\text{cyt}}, \text{ATOX1} \) and \( \text{Cu}_{\text{TG}} \), respectively, as \( x_i, x_o, x_{\tau} \) and \( x_{\rho} \). Then the dynamical system associated to the network in Figure 4(B) becomes

\[
\begin{align*}
\dot{x}_i &= \mathcal{I} - k_0 x_i \\
\dot{x}_{\tau} &= f k_1 x_o - k_3 x_{\tau} - w_2 \frac{x_{\tau}(x_{\rho} - x_{\tau})}{1 + x_{\tau}} \\
\dot{x}_{\rho} &= g k_3 x_{\tau} + w_2 \frac{x_{\tau}(x_{\rho} - x_{\tau})}{1 + x_{\tau}} - k_4 x_{\rho} \\
\dot{x}_o &= \frac{k_0}{N} x_i - k_1 x_o (1 + w_1 x_o) + k_2 G(x_{\rho})
\end{align*}
\]  

(4.52)
Here, the constants $N, w_1, k_0, k_1, k_2, k_3, k_4$ are positive parameters, $f, g \in (0, 1]$ and $G$ and $H$ are quadratic Hill Functions (for $x \geq 0$):

$$G(x) = \frac{1}{1 + x^2} - 1 \quad \text{and} \quad H(x) = \frac{x}{1 + x} \quad (4.53)$$

Notice that this system is represented by the abstract network shown in Figure 1(A).

### 4.3 Infinitesimal Homeostasis

The jacobian matrix $J$ of (4.52) at an equilibrium point is

$$J = \begin{pmatrix}
    f_{\iota,x_\iota} & 0 & 0 & 0 \\
    0 & f_{\tau,x_\tau} & f_{\tau,x_\rho} & f_{\tau,x_\iota} \\
    0 & f_{\rho,x_\tau} & f_{\rho,x_\rho} & 0 \\
    f_{\iota,x_\iota} & 0 & f_{\rho,x_\tau} & f_{\iota,x_\iota}
\end{pmatrix} \quad (4.54)$$

$$J = \begin{pmatrix}
    -k_0 & 0 & 0 & 0 \\
    0 & -k_3 + \frac{w_2 x_\iota^2 + 2 x_\iota x_\rho - x_\rho}{(1 + x_\tau)^2} & -\frac{w_2 x_\iota}{1 + x_\tau} & f k_1 \\
    0 & g k_3 - \frac{w_2 x_\iota^2 + 2 x_\iota x_\rho - x_\rho}{(1 + x_\tau)^2} & -k_4 + \frac{w_2 x_\iota}{1 + x_\tau} & 0 \\
    k_0 & 0 & k_2 G_{x_\iota}(x_\rho) & -k_1 (1 + 2 w_1 x_\rho)
\end{pmatrix} \quad (4.55)$$

Note that, for $I = 0$, the point $(0, 0, 0, 0)$ is a solution and the jacobian at $(0, 0, 0, 0)$ is (recall that $G'_{x_\rho}(0) = 0$)

$$J = \begin{pmatrix}
    -k_0 & 0 & 0 & 0 \\
    0 & -k_3 & 0 & f k_1 \\
    0 & g k_3 & -k_4 & 0 \\
    k_0 & 0 & 0 & -k_1
\end{pmatrix} \quad (4.56)$$

and so $(0, 0, 0, 0)$ is always stable.

On the other hand, analysing the abstract network shown in Figure 1, we conclude that:

$$\text{det}(H) = \begin{vmatrix}
    f_{\iota,x_\iota} & 0 & 0 & -1 \\
    0 & f_{\tau,x_\tau} & f_{\tau,x_\rho} & 0 \\
    0 & f_{\rho,x_\tau} & f_{\rho,x_\rho} & 0 \\
    f_{\iota,x_\iota} & 0 & f_{\rho,x_\tau} & f_{\iota,x_\iota}
\end{vmatrix} \Rightarrow \text{det}(H) = f_{\iota,x_\iota} \cdot (f_{\tau,x_\tau} f_{\rho,x_\rho} - f_{\tau,x_\rho} f_{\rho,x_\tau})$$

$$\Rightarrow \text{det}(H) = \frac{k_0}{N} \left( k_4 \left( k_3 + \frac{w_2 x_\rho - x_\rho^2 - 2 x_\tau}{(1 + x_\tau)^2} \right) + k_3 w_2 (g - 1) \left( \frac{x_\tau}{1 + x_\tau} \right) \right) \quad (4.57)$$
For $I = 0$ we have that
\[
\det(H) = \frac{k_0 k_3 k_4}{N} \neq 0
\] (4.58)

Moreover, by equation (4.57), the abstract network supports Haldane and Appendage homeostasis. However, regarding the intracellular copper regulation system, by equation (4.57), we have:
\[
f_{o,x_i} = \frac{k_0}{N} \neq 0
\] (4.59)

and therefore if the system exhibits homeostasis, it exhibits appendage homeostasis. In the graph below we show a simulation of this system in XPP which exhibits homeostasis.

![Figure 5: Figure generated by XPP-Auto for the input-output map $x_0$ (y-axis) as function of $I$ (x-axis), named $J$ in the picture. In this case the point of infinitesimal homeostasis is around $I_0 = 4.7$. The red line indicated that the equilibrium is stable and the black line indicates that the equilibrium is unstable; the exchange of stability occurs around $I = 5.2$. The parameter values are: $N = 10$, $f = 0.5$, $g = 0.05$, $w_1 = 1$, $w_2 = 0.5$, $k_0 = 10$, $k_1 = 2$, $k_2 = 1$, $k_3 = 0.5$, $k_4 = 1$.](image)

From a biological perspective, the classification of homeostasis as appendage
homeostasis may provide useful information about the studied system, as we shall see in the following subsections.

4.4 Normal Form of the Input-Output Function

Another important qualitative feature of the system is the normal form of the input-output function around the homeostasis point, i.e., if the system supports chair homeostasis for some choice of parameters or not. This is important because, as noted by Golubitsky et al. [8], simple homeostasis is qualitatively different from chair homeostasis.

The graph shown in Figure 5 suggests that for the simulated set of parameters the system presented simple homeostasis. However, it is important to analytically study this question, as parameters in biological systems are hard to determine and may present great variations among individuals.

We shall than apply the fact that the system exhibits appendage homeostasis to simplify the computation of \( \frac{d^2 \tilde{x}_o}{dI^2} \). Firstly, let’s represent the equilibrium points of the system as \((\tilde{x}_i, \tilde{x}_\tau, \tilde{x}_\rho, \tilde{x}_o)\).

Remember that, according to equation (4.57), the determinant of the homeostasis matrix of the corresponding abstract network is:

\[
\det H = f_{o,x_i} \cdot (f_{\tau,x_\tau} f_{\rho,x_\rho} - f_{\tau,x_\rho} f_{\rho,x_\tau})
\]

Considering that the system exhibits appendage homeostasis, as noted by Golubitsky et al., to determine the normal form of the input-output function around the homeostasis point we may evaluate the derivative of the appendage sub-network as the system presents appendage homeostasis. Denominating \( \det H_1 = f_{\tau,x_\tau} f_{\rho,x_\rho} - f_{\tau,x_\rho} f_{\rho,x_\tau} \), we must evaluate \( \frac{d \det H_1}{dI} \). By the chain rule, we got:

\[
\frac{d \det H_1}{dI} = \frac{\partial \det H_1}{\partial \tilde{x}_c} \cdot \frac{d \tilde{x}_c}{dI} + \frac{\partial \det H_1}{\partial \tilde{x}_\tau} \cdot \frac{d \tilde{x}_\tau}{dI} + \frac{\partial \det H_1}{\partial \tilde{x}_\rho} \cdot \frac{d \tilde{x}_\rho}{dI} + \frac{\partial \det H_1}{\partial \tilde{x}_o} \cdot \frac{d \tilde{x}_o}{dI}
\]

As we are evaluating this at the homeostasis point, then \( \frac{d \tilde{x}_o}{dI} = 0 \). Furthermore, the expression of \( \det H_1 \) does not explicitly depend on \( I \) or \( \tilde{x}_c \). Therefore, we may simplify (4.60), obtaining:

\[
\frac{d \det H_1}{dI} = \frac{\partial \det H_1}{\partial \tilde{x}_\tau} \cdot \frac{d \tilde{x}_\tau}{dI} + \frac{\partial \det H_1}{\partial \tilde{x}_\rho} \cdot \frac{d \tilde{x}_\rho}{dI}
\]

(4.61)
Now we can use the explicit formula for \( \det H_1 \) used in (4.57):

\[
\det H_1 = k_4 \left( k_3 - w_2 \frac{\bar{x}_\tau^2 + 2\bar{x}_\tau - \bar{x}_\rho}{(1 + \bar{x}_\tau)^2} \right) + k_3 w_2 (g - 1) \left( \frac{\bar{x}_\tau}{1 + \bar{x}_\tau} \right)
\]

to compute the partial derivatives:

\[
\frac{\partial \det H_1}{\partial \bar{x}_\tau} = \frac{(g - 1)k_3 w_2}{(1 + \bar{x}_\tau)^2} - \frac{2k_4 w_2 (\bar{x}_\rho + 1)}{(1 + \bar{x}_\tau)^3}
\]

\[
\frac{\partial \det H_1}{\partial \bar{x}_\rho} = \frac{k_4 w_2}{(1 + \bar{x}_\tau)^2}
\]

We must now compute \( \frac{d\bar{x}_\tau}{dI} \) and \( \frac{d\bar{x}_\rho}{dI} \). In order to perform this, we shall use a strategy analogous to the one used to obtain the homeostasis matrix. In fact, remember that, as shown by Golubitsky et al. [8], considering \( J \) as the Jacobian at the homeostasis point and that \( f_{i,I} = 1 \), than the following linear system is satisfied:

\[
J \begin{pmatrix} \frac{d\bar{x}_i}{d\bar{x}_\tau} \\ \frac{d\bar{x}_i}{d\bar{x}_\rho} \\ \frac{d\bar{x}_o}{d\bar{x}_\tau} \\ \frac{d\bar{x}_o}{d\bar{x}_\rho} \end{pmatrix} = \begin{pmatrix} -1 \\ 0 \\ 0 \\ 0 \end{pmatrix}
\]

(4.63)

As the equilibrium must be linearly stable, than \( \det J \neq 0 \), and therefore we may apply Cramer’s rule to compute \( \frac{d\bar{x}_\tau}{dI} \) and \( \frac{d\bar{x}_\rho}{dI} \). Therefore, we can write:

\[
\frac{d\bar{x}_\tau}{dI} = \frac{\det H_\tau}{\det J} \quad \text{and} \quad \frac{d\bar{x}_\rho}{dI} = \frac{\det H_\rho}{\det J}
\]

(4.64)

where

\[
\det H_\tau = \begin{vmatrix} f_{i,x_i} & -1 & 0 & 0 \\ 0 & 0 & f_{\tau,x_\rho} & f_{\tau,x_o} \\ 0 & 0 & f_{\rho,x_\rho} & 0 \\ f_{o,x_i} & 0 & f_{o,x_\rho} & f_{o,x_o} \end{vmatrix} \quad \text{and} \quad \det H_\rho = \begin{vmatrix} f_{i,x_i} & 0 & -1 & 0 \\ 0 & f_{\tau,x_\tau} & 0 & f_{\tau,x_o} \\ 0 & f_{\rho,x_\tau} & 0 & 0 \\ f_{o,x_i} & 0 & 0 & f_{o,x_o} \end{vmatrix}
\]

(4.65)

By (4.65), we conclude that:

\[
\det H_\tau = -f_{o,x_i} f_{\tau,x_\rho} f_{\rho,x_\rho} \quad \text{and} \quad \det H_\rho = f_{o,x_i} f_{\tau,x_\rho} f_{\rho,x_\rho}
\]

(4.66)
Applying (4.64) and (4.66) to (4.61), we obtain:

\[
\frac{d \det H_1}{d \mathcal{I}} = \left[ f_{\rho, x \tau} \frac{\partial \det H_1}{\partial x_\rho} - f_{\rho, x \tau} \frac{\partial \det H_1}{\partial x_\tau} \right] \quad (4.67)
\]

We have already proved that \( \det J \neq 0 \) and \( f_{\rho, x \tau} \neq 0 \). Moreover, as seen above, the feedback loop \( o \rightarrow \rho \rightarrow \tau \rightarrow o \) must be a negative feedback loop, which means that \( f_{\tau, x \rho} \neq 0 \). Therefore, in order to the system present chair homeostasis, we must have:

\[
f_{\rho, x \tau} \frac{\partial \det H_1}{\partial x_\rho} - f_{\rho, x \tau} \frac{\partial \det H_1}{\partial x_\tau} = 0 \quad (4.68)
\]

Remember that, in the studied system we have:

\[
f_{\rho, x \tau} = g_{k_3} - w_2 \frac{\ddot{x}_\tau^2 + 2 \ddot{x}_\tau - \dot{x}_\rho}{(1 + \ddot{x}_\tau)^2} \quad \text{and} \quad f_{\rho, x \tau} = -k_4 + w_2 \frac{\ddot{x}_\tau}{1 + \ddot{x}_\tau} \quad (4.69)
\]

Applying (4.62) and (4.69) to (4.68), we obtain:

\[
\left[ g_{k_3} - w_2 \frac{\ddot{x}_\tau^2 + 2 \ddot{x}_\tau - \dot{x}_\rho}{(1 + \ddot{x}_\tau)^2} \right] \cdot \frac{k_4 w_2}{(1 + \ddot{x}_\tau)^2} + \left( k_4 - w_2 \frac{\ddot{x}_\tau}{1 + \ddot{x}_\tau} \right) \cdot \left[ (g - 1)k_3 w_2 - \frac{2k_4 w_2 (\ddot{x}_\rho + 1)}{(1 + \ddot{x}_\tau)^3} \right] = 0
\]

\[
(2g - 1)k_3 k_4 w_2 \frac{\ddot{x}_\tau^2 + 2 \ddot{x}_\tau - \dot{x}_\rho}{(1 + \ddot{x}_\tau)^2} - k_4 w_2 \frac{\ddot{x}_\tau^2 + 2 \ddot{x}_\tau - \dot{x}_\rho}{(1 + \ddot{x}_\tau)^2} - 2k_4 w_2 (\ddot{x}_\rho + 1) \frac{(g - 1)k_3 w_2}{(1 + \ddot{x}_\tau)^3} + \frac{2k_4 w_2 (\ddot{x}_\rho + 1) \ddot{x}_\tau}{(1 + \ddot{x}_\tau)^4} = 0
\]

\[
(2g - 1)k_3 k_4 w_2 \frac{\ddot{x}_\tau^2 + 2 \ddot{x}_\tau - \dot{x}_\rho}{(1 + \ddot{x}_\tau)^2} - w_2 \frac{(g - 1)k_4 w_2 \ddot{x}_\tau}{(1 + \ddot{x}_\tau)^2} - \frac{k_4 w_2 (\ddot{x}_\tau^2 + 2 \ddot{x}_\tau - \dot{x}_\rho)}{(1 + \ddot{x}_\tau)^2} - k_4 w_2 (\ddot{x}_\rho + 1) \frac{2k_4 w_2 (\ddot{x}_\tau^2 + 2 \ddot{x}_\tau - \dot{x}_\rho)}{(1 + \ddot{x}_\tau)^4} = 0
\]

\[
\Rightarrow \frac{2k_4^2 w_2 (\ddot{x}_\rho + 1)}{(1 + \ddot{x}_\tau)^3} + \frac{2k_4 w_2 (\ddot{x}_\rho + 1) \ddot{x}_\tau}{(1 + \ddot{x}_\tau)^4} = 0
\]

Now remind that the system present appendage homeostasis and by (4.57), we obtain:

\[
det H_1 = 0 \iff \frac{(g - 1)k_3 w_2 \ddot{x}_\tau}{(1 + \ddot{x}_\tau)} - \frac{k_4 w_2 (\ddot{x}_\tau^2 + 2 \ddot{x}_\tau - \dot{x}_\rho)}{(1 + \ddot{x}_\tau)^2} + k_3 k_4 = 0
\]

\[
\iff \frac{(g - 1)k_3 w_2 \ddot{x}_\tau}{(1 + \ddot{x}_\tau)} - \frac{k_4 w_2 (\ddot{x}_\tau^2 + 2 \ddot{x}_\tau - \dot{x}_\rho)}{(1 + \ddot{x}_\tau)^2} = -k_3 k_4
\]
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Applying (4.71) to (4.70), we obtain:

\[
\frac{2gk_3k_4w_2}{(1 + \ddot{x}_\tau)^2} - \frac{2k_4w_2^2(\ddot{x}_\tau^2 + 2\ddot{x}_\tau - \ddot{x}_\rho)}{(1 + \ddot{x}_\tau)^4} - \frac{2k_4w_2(\ddot{x}_\rho + 1)}{(1 + \ddot{x}_\tau)^3} + \frac{2k_4w_2^2(\ddot{x}_\rho + 1)\ddot{x}_\tau}{(1 + \ddot{x}_\tau)^4} = 0
\]

\[
\Rightarrow \quad \frac{2k_4w_2}{(1 + \ddot{x}_\tau)^2} \left[ gk_3 - \frac{w_2(\ddot{x}_\tau^2 + 2\ddot{x}_\tau - \ddot{x}_\rho)}{(1 + \ddot{x}_\tau)^2} \right] + \frac{2k_4w_2(1 + \ddot{x}_\rho)}{(1 + \ddot{x}_\tau)^3} \left[ -k_4 + \frac{w_2\ddot{x}_\tau}{(1 + \ddot{x}_\tau)} \right] = 0
\] (4.72)

Applying now (4.69) to (4.72):

\[
\frac{2k_4w_2}{(1 + \ddot{x}_\tau)^2}f_{\rho,x\tau} + \frac{2k_4w_2(1 + \ddot{x}_\rho)}{(1 + \ddot{x}_\tau)^3}f_{\rho,x\rho} = 0 \Rightarrow \frac{2k_4w_2}{(1 + \ddot{x}_\tau)^3} \left[ (1 + \ddot{x}_\tau)f_{\rho,x\tau} + (1 + \ddot{x}_\rho)f_{\rho,x\rho} \right] = 0
\] (4.73)

Analysing equation (4.73), it is easy to see that \(\frac{2k_4w_2}{(1 + \ddot{x}_\tau)^3} \neq 0\), and therefore in order to the system exhibit chair homeostasis, we must have:

\[
(1 + \ddot{x}_\tau)f_{\rho,x\tau} + (1 + \ddot{x}_\rho)f_{\rho,x\rho} = 0
\] (4.74)

As we are analysing the system in its point of appendage homeostasis, this means that the following equations must be simultaneously satisfied:

\[
(1 + \ddot{x}_\tau)f_{\rho,x\tau} + (1 + \ddot{x}_\rho)f_{\rho,x\rho} = 0
\]
\[-f_{\tau,x\rho}f_{\rho,x\tau} + f_{\tau,x\tau}f_{\rho,x\rho} = 0
\] (4.75)

If we analyse these equations as an homogeneous linear system in variables \(f_{\rho,x\tau}\) and \(f_{\rho,x\rho}\) and remembering that \(f_{\rho,x\tau} \neq 0\) as \(\rho \rightarrow \tau \rightarrow o\) is a negative feedback loop, then we conclude that

\[
\begin{vmatrix}
(1 + \ddot{x}_\tau) & (1 + \ddot{x}_\rho) \\
-f_{\tau,x\rho} & f_{\tau,x\tau}
\end{vmatrix} = 0 \Rightarrow (1 + \ddot{x}_\tau)f_{\tau,x\tau} + (1 + \ddot{x}_\rho)f_{\tau,x\rho} = 0
\] (4.76)

Remember that in the studied system we have:

\[
f_{\tau,x\tau} = -k_3 + w_2\frac{\ddot{x}_\tau^2 + 2\ddot{x}_\tau - \ddot{x}_\rho}{(1 + \ddot{x}_\tau)^2} \quad \text{and} \quad f_{\tau,x\rho} = -w_2\frac{\ddot{x}_\tau}{(1 + \ddot{x}_\tau)}
\] (4.77)

We may substitute (4.77) in (4.76), obtaining:
\[(1 + \tilde{x}_r)f_{\tau,x_r} + (1 + \tilde{x}_\rho)f_{\rho,x_\rho} = 0\]
\[(\text{equivalent to})\]
\[-k_3(1 + \tilde{x}_r) + w_2 \frac{\tilde{x}_r^2 + 2\tilde{x}_r - \tilde{x}_\rho}{(1 + \tilde{x}_r)} - w_2 \frac{\tilde{x}_r(1 + \tilde{x}_\rho)}{(1 + \tilde{x}_r)} = 0 \quad (4.78)\]
\[(\text{equivalent to})\]
\[w_2 \frac{\tilde{x}_r^2 + 2\tilde{x}_r - \tilde{x}_\rho}{(1 + \tilde{x}_r)} - w_2 \frac{\tilde{x}_r(1 + \tilde{x}_\rho)}{(1 + \tilde{x}_r)} = k_3(1 + \tilde{x}_r)\]

Applying now (4.69) to (4.74), we got:

\[(1 + \tilde{x}_r)f_{\rho,x_r} + (1 + \tilde{x}_\rho)f_{\rho,x_\rho} = 0\]
\[(\text{equivalent to})\]
\[gk_3(1 + \tilde{x}_r) - \left[ w_2 \frac{\tilde{x}_r^2 + 2\tilde{x}_r - \tilde{x}_\rho}{(1 + \tilde{x}_r)} - w_2 \frac{\tilde{x}_r(1 + \tilde{x}_\rho)}{(1 + \tilde{x}_r)} \right] - k_4(1 + \tilde{x}_\rho) = 0 \quad (4.79)\]

Finally, we can apply (4.78) to (4.79) in order to get:

\[gk_3(1 + \tilde{x}_r) - k_3(1 + \tilde{x}_r) - k_4(1 + \tilde{x}_\rho) = 0 \iff (g - 1)k_3(1 + \tilde{x}_r) - k_4(1 + \tilde{x}_\rho) = 0 \quad (4.80)\]

From the model, it is reasonable to consider \(1 + \tilde{x}_\rho > 0\) and \(1 + \tilde{x}_r > 0\) and therefore, as \(0 < g \leq 1\), than (4.80) is a contradiction, which implies that a point of appendage homeostasis of the system is a point of simple homeostasis.
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