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ABSTRACT

Financial frauds cause billions of losses annually and yet it lacks efficient approaches in detecting frauds considering user profile and their behaviors simultaneously in social network. A social network forms a graph structure whilst Graph neural networks (GNN), a promising research domain in Deep Learning, can seamlessly process non-Euclidean graph data. In financial fraud detection, the modus operandi of criminals can be identified by analyzing user profile and their behaviors such as transaction, loaning etc. as well as their social connectivity. Currently, most GNNs are incapable of selecting important neighbors since the neighbors’ edge attributes (i.e., behaviors) are ignored. In this paper, we propose a novel behavior information aggregation network (BIAN) to combine the user behaviors with other user features. Different from its close “relatives” such as Graph Attention Networks (GAT) and Graph Transformer Networks (GTN), it aggregates neighbors based on neighboring edge attribute distribution, namely, user behaviors in financial social network. The experimental results on a real-world large-scale financial social network dataset, DGraph, show that BIAN obtains the 10.2% gain in AUROC comparing with the State-Of-The-Art models.
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1. INTRODUCTION

Financial frauds have become a major social problem in the past decades and cause billions of losses worldwide every year. Moreover, criminals have diversified their modus operandi via mobile phone, making counterfeit identities, or even anonymous bitcoin transaction. Demand of anomaly detection is driven by regulatory organizations and better credibility of financial enterprises and institutions.

The precaution and supervision of financial institutions are mostly rule-based [1] by supervising initial user profile or thresholding the amount or frequency of transaction in practice. Though most such systems may have high throughput, strictly follows certain regulatory rules and good interpretability for domain experts, it tends to generate high false positive rate and have low generalizability in detecting criminals at the very beginning especially with camouflage.

Deep learning-based approaches [2] [3] [4] have shown its advantages in many general-purpose tasks such as image processing, natural language processing, speech recognition. Recently, AI-based method also tackles realistic social problems including prediction of protein-structure [5], material property [6], battery life expectancy [7]. Graph neural networks (GNN) [8] [9] [10] flourish since 2016 and been widely adopted in risk management [11].

In financial fraud detection task, frauds are always the minority, leading to a highly imbalanced and partially labeled sample distribution. GNN [8] was originally designed and specialized for semi-supervised tasks. GNN eases the problem of hazardous data problem to some extent by information propagated by neighbors. However, criminals tend to be adversarial and disguise their profile. It drives us utilizing other information such as user behaviors. To our best knowledge, we are the first work learn causality or relative-ness between edges, aggregate edge representation in line with node attribute via ETNConv layer and use it for relevant node selection and weighting. In financial fraud detection task, frauds are always the minority, leading to a highly imbalanced and partially labeled sample distribution. GNN [8] was originally designed and specialized for semi-supervised tasks. The essence of GNN [8] is propagating information of neighboring nodes and learning target nodes representation by compensating missing information from those in proximity. It eases the problem of fraudulent user detection to some extent, especially for the criminal groups with subtle social connections. However, user profile could be disguised, as criminals tend to be adversarial. However, the behaviors of users can reflect their purpose and intention to some extent. Hence, we intend to better utilize behavior information such as action, temporal information on edges for weighting relevant neighboring nodes for the downstream node classification task. Most current GNNs focus on nodes’ attributes with edge information left unused or rather implicit by propagating node and edge information back and forth [12], in this
paper, we propose to weight neighboring nodes with similar behaviors.

Our main contributions are summarized as follow:

- We proposed a framework, BIAN, which boost node aggregation process by learning inter-edge causality/relativeness induced edge representation and used a novel edge-to-node convolutional (ETNConv) layer to aggregate edge representation in line with target nodes.

- We provided the theoretical proof of association between combining TGAT & Fourier series encoding scheme and cross-correlation of two time series signals.

- We have conducted extensive experiments on a real large-scale financial social networks dataset, DGraph, and outperformed other state-of-the-Art (SOTA) models by up to 10.2% measuring in AUROC.

The result of the paper will be unfolded as follows. In Section 2, we introduce other relevant works in the literature. In Section 3, we provide an overview of our proposed method. In Section 4, We will elaborate the experiment details on the real-world financial social network dataset, DGraph. Lastly, we conclude our work and state the possible future directions in section 5.

2. RELATED WORKS

Graph-based anomaly detection. Many works [13] [14] have proposed graph-based solution on anomaly detection problem, since the graph data is ubiquitous and GCNs [15, 16] have shown its superiority in many tasks. As GNNs are not originally designed for anomaly detection, researchers extended and redesigned their models from vanilla GCN. AMNet [13] designed low- and high-frequency kernels in filtering anomalous signal and learn the importance of two sets of kernels adaptively. CARE-GNN [14] developed a neighboring node selector module based on reinforcement learning and propagate camouflaged fraudsters information selectively. However, their works consider node attribute as input only.

Temporal representation learning. There are three regimes of temporal representation learning. The first category is by temporal information conditioned random walk sampler [15] and learn node representation in the Skip-Gram [16] fashion. The second category is based on signal spectrum encoding, i.e. Fourier series expansion. Time2vec [17] decomposes time signal into a set of frequency basis. The last class is learning graph-based representation incorporating signal spectrum encoding [18]. Specifically, authors focused on time-span for invariant temporal representation with respect to specific timestamp [19]. Our work has been greatly inspired by their work and we provided theoretical analysis of its association to cross-correlation.

Edge-To-Node aggregation. We then researched several edge-to-node aggregation methods. Hypergraph Conv [20] is a graph convolutional layer, which propagate nodes’ feature to hyperedges and subsequently propagate from hyperedge to nodes back. Similarly, a dual message passing mechanism [12] was proposed by learning node-to-edge and edge-to-node representation alternatively. However, they used edge only as an intermediate vector without considering edge-to-edge relevance.

Edge-enhanced GCNs. The most natural way of incorporating edge information in GCNs is by using it as weights on adjacency matrix. EGNN [21] developed attention-based and convolution-based EGN layer upon doubly stochastic normalized edge representation, which normalizes edge attributes feature-wise and node-wise. The attentive score is the product of the raw edge feature and attended node feature. Similarly, ECC [22] and GTEA [23] have incorporated edge feature as attention score in a similar way, but on dynamic graph. ECC used a multi-layer perceptron (MLP) [24] or attention in edge feature aggregation, while GTEA proposed to use sequential model or a novel sparsity-induced attention in the edge aggregation step. The structure of our work is very similar to GTEA, however, we used a novel Edge-To-Node convolutional layer in edge aggregation stage and our edge aggregation are not just between edges with its source and target nodes, but also adjacent edges with at least one common connected node.

3. METHOD

3.1. Preliminaries

In this work, we are mainly focusing on edge attributed graph. Edges are attributed by timestamp, edge type, etc. Formally, we can define the edge attributed graph as $G = (V, E, X_V, T_E)$. Specifically, $V = \{v_i \mid 0 \leq i \leq n\}$ and $E \in \{e_j = (u, v) : 0 \leq j \leq m \land u, v \in V\}$. The adjacency matrix $A$ is a $n \times n$ matrix where $a_{ij} = 1$ if $e_{ij} \in E$ and 0 otherwise. Each node $v_i$ are associated with $i_{th}$- row of node attribute $X_V \in R^{n \times d_v}$ where $n$ is the node cardinality and $d_v$ is the node attribute dimension. Likewise, each edge $e_j$ are associated with $j_{th}$- row of edge attribute $T_E \in R^{m \times d_e}$ where $m$ is the edge cardinality and $d_e$ is the edge attribute dimension. Temporal edge attributed graph $G_T$ is when timestamp is included in the edge attribute.

Incidence matrix $H \in \{0,1\}^{n \times m}$ can be analogous to ad-
3.2. Overall Structure

The overall structure of our proposed model consists of 3 components: neighboring edge representation learning, edge-to-node convolutional layer and fusion of edge representation. Figure 1 illustrates the overall structure of our model.

3.3. Neighboring Edge Representation Learning

Neighboring edge representation learning module is aiming for capturing most important edge information surrounding target nodes. We followed the neighboring sampling scheme [9] and train GCNs on mini-batched subgraphs to avoid exceeding memory limitation on large graph. In light of learning relative edge importance, we convert mini-batched subgraph \( \mathcal{G}_s \) to edge-dominated line graph representation \( L_{\mathcal{G}_s} = L(\mathcal{G}_S) \) to construct an edge-oriented data representation to learn better inter-edge information. Line graph can be denoted as in eq (2).

\[
\mathcal{L}(\mathcal{G}) = (\mathcal{V}', \mathcal{E}'), \quad \mathcal{V}' = \mathcal{E}', \quad \mathcal{E}' = \{(e_1, e_2) : e_1 \cap e_2 \neq \emptyset\}
\]

Next, we aim to learn edge representation via inter-edge relevance.

3.3.1. Non-Temporal Edge Attribute Learning

We adopted the graph attention network (GAT) [10] in encoding edge representation and the formulation of GAT is shown in eq(3),

\[
h_i^{l+1} = \sigma(\sum_{j \in N_i} \beta_{ij} h_j^{(l)}), \quad \beta_{ij} = \frac{\exp(e_{ij})}{\sum_{k \in N_i} \exp(e_{ik})}
\]

where edge attention coefficients \( e_{ij} \) denoting the importance of source node \( v_j \) with respect to target node \( v_i \). Attn is a shared attentional mechanism which maps from \( R^{F_x} \times R^{F_y} \) to a comparable attention score \( \beta_{ij} \in R \). \( W_q \in R^{d \times F'} \), \( W_k \in R^{d \times F'} \) and \( W_v \in R^{F_x \times F'} \) are learnable parameters.

3.3.2. Temporal Edge Attribute Learning

For temporal edge attribute learning, we followed the work from [19] which combined TGAT and Time2vec temporal encoding. Analogously, TGAT is formulated in eq (4) with an extra \( M_{t_i't_j'} \) term.

\[
h_i^{t(t+1)} = \sigma(\sum_{j \in N_i} \beta_{ij} W_e h_j^{(t)}), \quad \beta_{ij} = \frac{\exp(e_{ij} + M_{t_i't_j'})}{\sum_{k \in N_i} \exp(e_{ik} + M_{t_i't_k'})}
\]

\[
e_{ij} = \frac{\text{Attn}(QK^T)}{\sqrt{d}}, \quad Q = W_q \varphi(t_i'), \quad K = W_k \varphi(t_j')
\]

The temporal encoding scheme [16] [18] is defined as a series of sinusoidal basis:

\[
t \rightarrow \varphi_d(t) := \sqrt{\frac{1}{d}} \cos(w_1 t), \sin(w_1 t), ..., \cos(w_d t), \sin(w_d t)]
\]

In Appendix A, we illustrated detailed proof of the association of cross-correlation with non-orthogonal frequency basis evaluated at \( \tau = t_i' - t_j' \) with edge attention coefficients \( e_{ij} \). The cross-correlation function measures the similarity of two signals as the displacement of one with respect to the other and can reflect the causality of two behaviors in the time domain to some extent. In Appendix A, we illustrated detailed proof.

3.3.3. Time-Conditioned Edge Attribute Learning

We then explored time-conditioned attribute learning, where we kept TGAT as the encoder with temporal order constraint term \( M_{t_i't_j'} \), but uses projected edge attribute to calculate attention score \( \beta_{ij} \). Intentionally, the model can learn the edge relative importance under temporal order constraint.

We can apply different GCN variants to further encode multi-hop edge representation and get edge representation \( Z_e \).
3.4. ETNConv Layer

Aiming to complete the fraudulent node classification, we propose a novel Edge-To-Node convolutional layer to propagate message from edge to node and obtain the edge-aggregated node representation \( Z_{e\text{-}merged} \). The ETNConv Layer is defined as follows,

\[
Z_{e\text{-}merged} = \sigma(D_n^{-1}HZ_eW)
\]

where, \( D_n = \sum_{e=1}^{M} H_{ie} \)

3.5. Fusion of Edge Representation

Lastly, we need to merge original node attribute and edge-aggregated node representation. We could simply concatenate these two sets of representation or merge them by attention. The concatenated embedding is defined as,

\[
Z_{final} = \text{Concat}(Z_{e\text{-}merged}, Z_n)
\]

Or merge them by self-attention if one of the embedding is more dominant than the other.

\[
Z_{final} = \text{Attn}(Z_{e\text{-}merged}, Z_n) \quad \text{Or} \quad Z_{final} = \text{Attn}(Z_n, Z_{e\text{-}merged})
\]

where,

\[
\text{Attn}(Q, K) = \text{Softmax}\left(\frac{QK^T}{\sqrt{d}}\right)K
\]

4. EXPERIMENTS

In this section, we introduce the real-world dataset, DGraph, for elaborating the effectiveness and efficacy of the proposed model BIAN. Since we are making use of edge information and the relativity between edges, we need attributes and timestamp associated with edge, and graph large in scale and authentic. The DGraph is the only compatible and publicly available dataset fulfills our requirement. We aim to answer the following research questions:

1) RQ1: How does the model perform comparing with other SOTA models in detecting fraudulent users?
2) RQ2: How does each module contributes to the performance gain?

4.1. Dataset

DGraph dataset [25] is a large scale financial social network dataset published by Finvolution Group with 3,700,550 nodes and 4,300,999 directed edges. There are 4 types of nodes, normal, anomaly and 2 types of background nodes. Anomaly nodes are users on their platform who overuse at least once, normal nodes are users who always pay on time and background nodes are those who registered and never borrow. The graph is highly sparse with average degree of 2.16 and they specifically introduced 2 types of background nodes to boost the connectivity between normal and abnormal nodes. The dataset is also highly imbalanced with anomaly ratio at 1.26%. There are 17 desensitized node attributes based on user id, basic user profile, telephone number and emergency contacts. Each edge is associated with timestamp in 821 days window and belonging to 1 out of 11 types exclusively.

4.2. Experiment Setup

We compared our proposed model with 4 classes of SOTA models on DGraph. Baseline-Methods include MLP [24], GCN [8], GraphSage [9], GraphSage-NeighSampler [9], GAT-NeighSampler [10], GATv2-NeighSampler [26], SIGN [27]. Baseline models are mainly models that utilize nodes intrinsic features and its neighbors only.

GCN based Anomaly Detection Methods. AMNet [13] is specifically designed for anomaly detection task, which learn predesigned low- and high- frequency kernels adaptively. However, their frequency kernels are applied on node attributes only.

Temporal GCN Methods. TGN [17] pretrains node attributes on dynamic graph and learn relative node importance in time domain. Again, it does not consider edge information. The TGN on the leaderboard reimplemented without pretraining process and replacing temporal convolution layer with graph transformer layer [28] named as TGN-no-mem in Table 1.

Edge-enhanced Methods. GEARSage [29] is the best model on the leaderboard, which feature engineered extra node attributes and also encoded edge timestamp, edge direction, edge type. Nevertheless, they just concatenated edge feature to node and made them propagate by GraphSAGE layer altogether.

Implementation Details: All our experiments are implemented based on PyG and PyTorch package and trained on a machine with single 32G Tesla V100S GPU. All GNNs models are kept in 2 layers. Neighbor sampler from PyG samples from 2-hop neighboring nodes with 10 maximum neighbors in each layer. Accordingly, we set the number of GAT layer in node and edge branch to 2. We used Glorot initialization and Adam Optimizer for all models. All our results are repeated at least 3 times and report AUROC on
4.3. Result

4.3.1. Comparison with SOTA Models on DGraph (RQ1)

First, we found the result from baseline models together with AMNet are all around 75%, which use node attribute only. The highest AUC is from GATv2-NeighborSampler at 76.47%. Next, we examined the results from TGN-no-mem (with temporal information included) and GEARSage (with both temporal and edge type information included) with +3.34% and +8.13% improvement comparing with that of GATv2-NeighborSampler. It justified that temporal and edge-type features contribute to this particular task. We tested timestamp and edge attribute separately and obtained up to 18.3% and 10.2% improvement with respect to GATv2-NeighborSampler. Moreover, we proposed a novel ETNConv Layer to aggregate learnt edge information aligning with node. We evaluated our model in learning these features.

We tested BIAN using timestamp, edge type and time-conditioned edge type encoding, which all had close performance. Therefore, our proposed model has shown level of generalizability on different types of edge attributes. From our experiments, we observed little fluctuation under different model size and small standard deviation in all settings, which verified the robustness of our model.

4.3.2. Ablation Study (RQ2)

Table 1. Model Comparison on DGraph Dataset

| Model                  | Hidden size@16 | Experimented Test AUROC | Hidden size@32 | Experimented Test AUROC | Hidden size@64 | Experimented Test AUROC | Hidden size@128 | Experimented Test AUROC |
|-----------------------|----------------|-------------------------|----------------|-------------------------|----------------|-------------------------|-----------------|-------------------------|
| BIAN                  |                |                         |                |                         |                |                         |                 |                         |
| BIAN w/o Edge Attr.  | 93.5±0.0008    | 94.5±0.0008             | 94.3±0.0008    | 94.2±0.0008             | 94.1±0.0008    | 94.0±0.0008             | 94.0±0.0008     | 94.0±0.0008             |
| BIAN w/time Cond. Edge Attr. | 94.5±0.0008 | 94.7±0.0008 | 94.7±0.0008 | 94.7±0.0008 | 94.7±0.0008 | 94.7±0.0008 | 94.7±0.0008 | 94.7±0.0008 |

Table 2. Ablation Study of BIAN

We then conducted an ablation study to evaluate the efficacy of each module. Firstly, we found similar performance under different frequency initialization. As \( W_Q \) and \( W_K \) are learnable parameters, they can converge to the optimal setting by training.

Next, we removed second layer of GAT/TGAT in the neighboring edge representation stage. We observed a -1.79% drop. Since the receptive field in line graph is larger than that in original graph. Hence, higher-order connectivity produced marginal gain in this case.

We then compared attention and concatenation in the fusion step, where there is a 18.46% gap. In this sense, edge-aggregated node representation \( Z_{emerged} \) can boost neighboring node selection with similar behavior. The temporal or edge representation could potentially adjust the importance of neighboring nodes and guide message propagation when the graph is high in non-homophily.

5. CONCLUSION

In this work, we proposed a behavior information aggregation network, BIAN, for fraudulent user detection in financial social network. BIAN learn embedding based on node and edge attribute encoded in separate branch. We structured the edge branch capable of learning the relativeness between edges by using GAT/TGAT on edge dominated line graph to incorporate causality between user behaviors in social network. Furthermore, we proposed a novel ETNConv Layer to aggregate learnt edge information aligning with node. We evaluated our method on a real-world large-scale financial social network, DGraph and outperformed current SOTA methods. The complexity in calculating edge feature is proportional to \( E^2 \). We will explore better way of calculating relative edge representation in the future.

A. APPENDIX

Lemma: The unnormalized attention score \( \tilde{e}_{ij} = QK^T \) in TGAT with temporal encoding is equivalent to cross-correlation with non-orthogonal frequency basis evaluated at \( \tau = t_i - t_j \).

Proof. The cross-correlation formula in discrete form is shown in eq(11).

\[
R(\tau) = R(t_i - t_j) = \sum_{m = -\infty}^{\infty} x[m]y[m + \tau] \tag{11}
\]

Since it is only a timestamp on the edge, indicating a Dirac function with respect to timestamp \( t \), eq (1) is non-zero when \( m = t_j \) and 0 elsewhere.

\[
R(t_i - t_j) = x[t_i]y[t_j] \tag{12}
\]
Then, we can expand it by Fourier series, we can obtain eq (13).

\[
R(t_i - t_j) = \sum_{n=0}^{d} a_n \cos(w_n t_i) + b_n \cos(w_n t_j) \\
+ \sum_{n=0}^{d} c_n \cos(w_n t_i) + d_n \cos(w_n t_j)
\]

(13)
given \( W_Q := [a_1, b_1, ..., a_n, b_n] \) and \( W_K := [c_1, d_1, ..., c_n, d_n] \). As \( W_Q \) and \( W_K \) are learnable parameters and the frequency projection weights \( W_f := [w_1, ..., w_n] \) from the temporal encoding scheme can be optimized to some non-orthogonal sets.

6. REFERENCES

[1] Laurie Butgereit, “Anti money laundering: Rule-based methods to identify funnel accounts,” in 2021 Conference on Information Communications Technology and Society (ICTAS). IEEE, 2021, pp. 21–26.

[2] Alex Krizhevsky, Ilya Sutskever, and Geoffrey E Hinton, “Imagenet classification with deep convolutional neural networks,” Communications of the ACM, vol. 60, no. 6, pp. 84–90, 2017.

[3] Ilya Sutskever, Oriol Vinyals, and Quoc V Le, “Sequence to sequence learning with neural networks,” Advances in neural information processing systems, vol. 27, 2014.

[4] Jan K Chorowski, Dzmitry Bahdanau, Dmitriy Serdyuk, Kyunghyun Cho, and Yoshua Bengio, “Attention-based models for speech recognition,” Advances in neural information processing systems, vol. 28, 2015.

[5] John Jumper, Richard Evans, Alexander Pritzel, Tim Green, Michael Figurnov, Olaf Ronneberger, Kathryn Tunyasuvunakool, Russ Bates, Augustin Žídek, Anna Potapenko, et al., “Highly accurate protein structure prediction with alphafold,” Nature, vol. 596, no. 7873, pp. 583–589, 2021.

[6] Tian Xie and Jeffrey C Grossman, “Crystal graph convolutional neural networks for an accurate and interpretable prediction of material properties,” Physical review letters, vol. 120, no. 14, pp. 145301, 2018.

[7] Yixin Yang, “A machine-learning prediction method of lithium-ion battery life based on charge process for different applications,” Applied Energy, vol. 292, pp. 116897, 2021.

[8] Thomas N Kipf and Max Welling, “Semi-supervised classification with graph convolutional networks,” arXiv preprint arXiv:1609.02907, 2016.

[9] Will Hamilton, Zhitao Ying, and Jure Leskovec, “Inductive representation learning on large graphs,” Advances in neural information processing systems, vol. 30, 2017.

[10] Petar Veličković, Guillem Cucurull, Arantxa Casanova, Adriana Romero, Pietro Lio, and Yoshua Bengio, “Graph attention networks,” arXiv preprint arXiv:1710.10903, 2017.

[11] Lian Yu, Ning Zhang, and Weiping Wen, “Abnormal transaction detection based on graph networks,” in 2021 IEEE 45th Annual Computers, Software, and Applications Conference (COMPSAC). IEEE, 2021, pp. 312–317.

[12] Xin Liu and Yangqiu Song, “Graph convolutional networks with dual message passing for subgraph isomorphism counting and matching,” in Proceedings of the AAAI Conference on Artificial Intelligence, 2022, vol. 36, pp. 7594–7602.

[13] Ziwei Chai, Siqi You, Yang Yang, Shiliang Pu, Jiarong Xu, Haoyang Cai, and Weihao Jiang, “Can abnormality be detected by graph neural networks?”,

[14] Yingtong Dou, Zhiwei Liu, Li Sun, Yutong Deng, Hao Peng, and Philip S Yu, “Enhancing graph neural network-based fraud detectors against camouflaged fraudsters,” in Proceedings of the 29th ACM International Conference on Information & Knowledge Management, 2020, pp. 315–324.

[15] John Boaz Lee, Giang Nguyen, Ryan A Rossi, Nesreen K Ahmed, Eunyee Koh, and Sungchul Kim, “Temporal network representation learning,” arXiv preprint arXiv:1904.06449, 2019.

[16] Tomas Mikolov, Ilya Sutskever, Kai Chen, Greg S Corrado, and Jeff Dean, “Distributed representations of words and phrases and their compositionality,” Advances in neural information processing systems, vol. 26, 2013.

[17] Seyed Mehran Kazemi, Rishab Goel, Eghbali, et al., “Time2vec: Learning a vector representation of time,” arXiv preprint arXiv:1907.05321, 2019.

[18] Da Xu, Chuanwei Ruan, Evren Kørpeoglu, Sushant Kumar, and Kannan Acham, “Inductive representation learning on temporal graphs,” arXiv preprint arXiv:2002.07962, 2020.
[19] Aravind Sankar, Yanhong Wu, Liang Gou, Wei Zhang, and Hao Yang, “Dynamic graph representation learning via self-attention networks,” *arXiv preprint arXiv:1812.09430*, 2018.

[20] Song Bai, Feihu Zhang, and Philip HS Torr, “Hypergraph convolution and hypergraph attention,” *Pattern Recognition*, vol. 110, pp. 107637, 2021.

[21] Liyu Gong and Qiang Cheng, “Exploiting edge features for graph neural networks,” in *Proceedings of the IEEE/CVF conference on computer vision and pattern recognition*, 2019, pp. 9211–9219.

[22] Martin Simonovsky and Nikos Komodakis, “Dynamic edge-conditioned filters in convolutional neural networks on graphs,” in *Proceedings of the IEEE conference on computer vision and pattern recognition*, 2017, pp. 3693–3702.

[23] Yiming Li, Siyue Xie, Xiaxin Liu, Qiu Fang Ying, Lau, et al., “Temporal graph representation learning for detecting anomalies in e-payment systems,” in *2021 International Conference on Data Mining Workshops (ICDMW)*. IEEE, 2021, pp. 983–990.

[24] Hind Taud and JF Mas, “Multilayer perceptron (mlp),” in *Geomatic approaches for modeling land change scenarios*, pp. 451–455. Springer, 2018.

[25] Xuanwen Huang, Yang Yang, Yang Wang, Chunping Wang, Zhisheng Zhang, Jiarong Xu, and Lei Chen, “Dgraph: A large-scale financial dataset for graph anomaly detection,” in *Thirty-sixth Conference on Neural Information Processing Systems Datasets and Benchmarks Track*, 2022.

[26] Shaked Brody, Uri Alon, and Eran Yahav, “How attentive are graph attention networks?,” *arXiv preprint arXiv:2105.14491*, 2021.

[27] Emanuele Rossi, Fabrizio Frasca, Ben Chamberlain, Davide Eynard, Michael Bronstein, and Federico Monti, “Sign: Scalable inception graph neural networks,” *arXiv preprint arXiv:2004.11198*, vol. 7, pp. 15, 2020.

[28] Yunsheng Shi, Zhengjie Huang, Shikun Feng, Hui Zhong, Wenjin Wang, and Yu Sun, “Masked label prediction: Unified message passing model for semi-supervised classification,” *arXiv preprint arXiv:2009.03509*, 2020.

[29] “Gearsage,” https://github.com/storyandwine/GEARSage-DGraphFin, 2022.