The advantages of the railways as a mean of transport are indisputable. Contrary to road transport, trains do not pollute the air to such a large extent, they relieve the roads by reducing traffic jams, and they are a safer and cheaper mean of transport than road vehicles [8]. Especially at longer distances - over 300 km - freight rail transport is cheaper than road transport. In Poland, but also in the European Union, which is very dependent on oil imports from third countries, one more fact speaks in favour of railways. Trains are powered by electricity [6], which may be mostly or even fully produced on the basis of domestic energy resources - coal or renewable energy sources [14]. This cannot be said about motor fuels because there is still a long way to market dominance of cars with electric or hydrogen propulsion [12]. New solutions for energy saving and monitoring are used in the railway infrastructure as well as in the trains themselves [35, 36].
The effect is that in many countries the share of railways in the transport market has gradually decreased. Even Germany, one of the most pro-ecological and pro-railway countries in the world, could not cope with it. In Poland, the share of railways in the transport of goods decreased at first and remained at the same level within the last decade (18–19%) and only recently it has started to increase. Against this background, Poland is still conspicuous being one of the EU leaders in terms of the share of railways in freight transport. In our country, it amounts to 25.6 percent. However, it must not be forgotten that in 2005 it was 37% and, unfortunately, it continues to decline while the share of road transport is growing. For several years, the amount of goods transported by rail in Poland has been fluctuating and, basically, has not increased [4]. In 2017, this amount was 240 million tonnes, i.e. as much as, for instance, in 2009, but much less than in the years 2004–2008, when it reached 280–290 million tonnes per year, and then, for the following years, it would be maintained again at a much lower level (220–250 million tons per year) [41].

It is also worth mentioning that in the years 1990–2015, the railway in Poland experienced an evident collapse: its transport decreased by almost 40 percent during this time. An important reason for this is the excessive transport rates, as well as the too slow average speed of freight trains in Poland and major timetable setbacks [33]. This is due to the condition of the railway infrastructure and numerous railway investments are currently underway. Satellite navigation can also be used to manage rail transport [39]. This can contribute to increasing the reliability of rail services [37]. Several countries from Eastern Europe have plans to develop their regional and international rail networks [43, 40]. These include Poland [41], Slovakia [21], the Czech Republic [38] and Hungary [43].

If the condition of the railway infrastructure improves in the future, the high rates for track use will remain [28]. In Poland, a model has been adopted that the costs of maintaining the railway infrastructure are to be covered by the carriers who use it and pay for it. It’s a healthy model, however, the problem is that in order for more carriers to transport goods by rail instead of roads, incentives and facilitations are needed [5]. For example, after 1989, many sidings in Poland were liquidated, due to which trains could go directly to production plants [41].

Thus, a government program with incentives to restart these sidings and build new ones would be effective. In the case of resumption of operation of railway sidings it is necessary to determine the optimal organization of wagon transport [23]. The quality of the organization and technology of wagon transportation largely determines the attractiveness of rail freight.

The railway has very good development prospects, as many Polish and foreign research institutions conduct research on computer-aided development of railway infrastructure [11] and diagnostics of existing railway connections [17, 18] with the use of unmanned aerial vehicles [10]. More and more innovative solutions are being implemented on the railways, which increase its attractiveness [20, 34]. Innovative rail networks and innovative means of rail transport are being developed [42]. Increasing the safety of rail transport is a very important area of research [30]. It also covers cybersecurity [26].

The issue of the optimal organization of wagon transport has been sufficiently and widely described in many works [7, 21]. The system analysis of this task, the complexity of its solution and the shortcomings of the existing methodologies are presented in [16].

It should be noted that all virtual solutions to this task are heuristic and do not provide optimality. Among the existing methods of selecting the optimal wagon transport organization, the absolute calculation method deserves special attention, as it played a key role in the development of the theory and practice of wagon flow organization. This method presents a diagram of a complete review of possible solution and allows to determine the optimal solution while limiting the number of processing stations to 10.

The paper [16] presents the computer-oriented approach in the search for the optimal plan of wagon flow organization for a large railway network. However, it should be noted that in the existing methods of determining the optimal wagon transportation plan, there are no real limitations resulting from the number of station tracks and the processing capacity of the stations themselves. This leads to the necessity of adjusting the existing plans, which is an extremely difficult task due to its combinatorial nature.

In [15], the application of a mathematical model using linear programming with mixed integers was considered to solve the problem of vehicle route planning [27]. The model aims to
establish distribution routes from the distribution center to each customer in order to reduce the transport costs associated with these routes. The study took into account the use of a fleet of different capacity in the distribution network, which has the specific characteristics of a star network and which must meet various efficiency criteria [19], such as meeting the requirements of each customer, vehicle load capacity, work schedule, and sustainable usage of resources [24]. The idea is to find the right amount of equipment to meet the demand, and, thus, improve the level of customer service, optimize the use of human and economic resources in the area of distribution, and the maximum use of vehicle capacity [29]. A mathematical model for a case study of linear MILP programming with mixed integers was presented as well as a corresponding numerical study.

The article [1] presents the issue of Railway Rescheduling Problem (RRP) as the problem of finding a new train timetable after one or several events by minimizing a certain measure of this effect, e.g. total delay. In order to model this problem, two complementary formulations have been proposed: Mixed Integer Programming (MIP) and constrained programming (CP). Due to the impossibility of solving real instances with standard solvers, several solution methods have been proposed: rescheduling the shift to the right; local search method based on MIP; Statistical Analysis of Propagation of Incidents (SAPI); and the CP approach.

The article [13] describes and develops a mathematical model of the distribution of empty wagons for loading at a railway junction. This model takes into account the requirements of wagon owners in terms of the use of their wagons, the level of operation of the railway stations of the transport node and the possibility of adding groups of empty wagons to interchange [31], cleaning and industrial trains running on a tight schedule. The developed model and software package were implemented in the IT system of the industrial railway of the large metallurgical company OJSC «Magnitogorsk Metallurgical Works», which supports up to two thousand wagons belonging to different owners. This model made it possible to reduce the workload of dispatching operations planning the distribution of empty wagons for loading and to reduce the total time spent by wagons in the company’s railway system.

Typically, models of wagonload freight transport plans are deterministic ones. The deterministic models require precise information on what values all the parameters of a task will take in a future period for which the optimal railroad blocking (train formation) plan is being developed.

A statistical deterministic model has limited application because the execution of rail transport activities may differ from previously adopted assumptions. Moreover, models of optimal wagon flow management with exact parameter values may turn out to be highly “approximate”, because very often the data are not the parameters themselves but sets of possible parameter values [32]. For this reason, it is more practical to look for optimal decisions by assigning possible values rather than specific numbers to parameters. The topic of wagon flow management under relative uncertainty has barely been explored in the literature on wagonload freight transport planning [25].

In this present study, a branch-and-bound algorithm was used to search for an optimal railroad blocking plan, with parameters given as interval values and simultaneous minimization of the objective function.

**MATHEMATICAL MODEL OF THE PROBLEM**

It was assumed that the daily flows of wagons

$$P_{ij} (i, j = 1 \div n$$

where \(i = \text{departure station}, j = \text{arrival station} \) are given by an fuzzy interval type (L–R) in some (non-empty) space \(u\). This type of interval is a parametric representation of a fuzzy interval with an upper semi-continuous membership function, and it is a combination of two types of function \(R' \rightarrow [0, 1]\), marked with the letters L and R. L is an upper semi-continuous decreasing function, which satisfies the following conditions:

$$L(0) = 1 \text{, and also } \forall u > 0, L(u) < 1 \forall u < 1, L(u) > 0, L = 0 \text{ or } L(u) > 0,\forall u \text{ and } \lim_{L(+\infty)} = 0$$

An L-function (or an R-function) that satisfies these conditions is called a form function. The membership function of a fuzzy interval \(M\) can be represented by two functions, \(L\) and \(R\), and four parameters: \((\overline{m}, \underline{m}) \in \mathbb{R}^2\) – kernel of fuzzy interval (Fig. 1 and 2) and \(\alpha, \beta \geq 0\) – left and right fuzziness coefficients, given by:


\[
\mu_p(u) = \begin{cases} 
L \left( \frac{m-u}{\alpha} \right) & \text{if } u \leq m \\
1 & \text{if } m \leq u \leq m \\
R \left( \frac{u-m}{\beta} \right) & \text{if } u \geq m
\end{cases}
\]

It is convenient to divide wagon flows into two classes depending on their size. A first class consists of small flows, including null flows, i.e., \( P_i \neq 0 \). A second class encompasses large flows, i.e., \( P_i = 0 \). Thus, a wagon flow \( P_i \) can be represented as an (L–R) fuzzy interval of the following type: \( P_i = (m, \bar{m}, \alpha, \beta)_{LR} \). The functions L and R are of the form \( L(\frac{m-u}{\alpha}) = 1 - (1-h) \left( \frac{m-u}{\alpha} \right) \) if \( 0 \leq u \leq m \), where \( h \) is the degree of likelihood that a given wagon flow \( N_{ij} = 0 \); \( 0 \leq h \leq 1 \); \( R \left( \frac{u-\bar{m}}{\beta} \right) = 1 - \left( \frac{u-\bar{m}}{\beta} \right) \) if \( u \geq \bar{m} \). Fuzzy first and second-class wagon flows are shown in Figures 1 and 2.

For the first class of wagons it is assumed that \( h = 0 \). Let the shortest route between two vertices of graph G be denoted by \( M_{ij} \).

In this study, wagon flow size is expressed as an interval to take account of real-life instability of and fluctuations in railroad freight volumes. Wagon-hour savings for one wagon moved from station \( i \) through station \( j \) without processing is also shown as an (L – R) fuzzy interval with a kernel of most feasible values for a given station \( t_{ij} = (t_\bar{m}, t_\alpha, t_\beta)_{LR} \). It is also assumed that \( t_\bar{m} = 0 \), i.e., \( t_{ij} \) is a real number belonging to R. Then \( t_\bar{m} = (0, 0, 0, 0)_{LR} \), \( \forall L, R \).

Wagon-hour accumulation (cm)\(_i\) related to assembling, on station \( i \), a train serving one origin-destination (OD) pair and travelling towards station \( j \) is also given by an (L – R) fuzzy interval. It is known that \( (cm)_i = (cm)_j \), where \((i, j) – \text{first arc of route } M_{ij} \).

Savings \( T_{ij} \) associated with the movement of one wagon without processing, when the OD pair \((i, j) \) is singled out (branched off):

\[
T_{ij} = \sum_{L \neq j} L \in M_{ij} t_{ij};
\]

here, the sum applies to all stations located on the shortest route \( M_{ij} \) between stations \( i \) and \( j \), and is calculated as a sum of fuzzy numbers.

A sum of two (L–R) fuzzy intervals \( M = (m, \bar{m}, \alpha, \beta)_{LR} \) and \( N = (n, \bar{n}, \gamma, \delta)_{LR} \) is of the following form \([1, 3, 4, 5] \): \( M + N = (m + n, \bar{m} + \bar{n}, \alpha + \gamma, \beta + \delta)_{LR} \). Given this, savings \( T_{ij} \) associated with the movement of one wagon, without processing, when the OD pair \((i, j) \) is branched off, also constitute an (L–R) fuzzy interval. Assuming that each wagon \( P_i \) flow should be processed as fast as possible, we obtain total processing wagon-hours \( \sum_{L \neq j} P_i t_{ij}^L \), where \( t_{ij}^L \) is the length of the shortest route \( M_{ij} \) between stations \( i \) and \( j \) in the graph of processing operations N and is given by \( t_{ij}^L = \sum_{L \in M_{ij}} t_{ij} \). Also note that the operation of multiplication in sum \( \sum_{L \neq j} P_i t_{ij}^L \) involves fuzzy numbers \((P_i \text{ and } t_{ij}^L – \text{fuzzy intervals}) \). According to \([1, 3, 4, 5] \), multiplication of

---

**Figure 1.** A fuzzy wagon flow that can take a zero value

**Figure 2.** A fuzzy wagon flow that does not take a zero value
\((L - R)\) fuzzy intervals \(M = (\underline{m}, \overline{m}, \alpha, \beta)_{LR}\) and \(N = (\underline{n}, \overline{n}, \gamma, \delta)_{LR}\) takes the following form:

\[
N \cdot N = (\min(\underline{m}, \underline{n}), \max(\overline{m}, \overline{n}), \min(\overline{m} - \alpha, \overline{n} - \gamma) - \min(\underline{m} + \beta, \underline{n} + \delta) - \min(\overline{m} - \alpha, \overline{n} - \gamma) + \max(\underline{m} + \beta, \underline{n} + \delta))_{LR}.
\]

The objective function \(F(n_{ij})\) describing the wagon-hours of accumulation and processing of wagons has the following form:

\[
F(n_{ij}) = \sum (cm)_{ij}n_{ij} + P_{ij}t_{ij}^{\infty}(n_{ij}) \rightarrow \min
\]

where:

\[
n_{ij} = \begin{cases} 1 & \text{if OD pair } (i,j) \text{ exists} \\ 0 & \text{otherwise} \end{cases}
\]

Function (1) will be used later on in this paper to solve a discrete programming problem using the branch-and-bound method. The estimate of the objective function (1) is:

\[
\lambda_{i}^{k} = \lambda(G_{S}^{k}) = \sum_{LJ} (cm)_{LJ}n_{LJ}(N_{S(k)}^{k}) + \sum_{P_{ij}} P_{ij}t_{ij}^{\infty}(N_{S(k)}^{k} \cup R_{S(k)}^{k})
\]

where: \(G_{S}^{k}\) is one of the subsets created in the k-th branching step, \(N_{S(k)}^{k}\) is a set of OD pairs included in the optimal plan in the k-th step of branching, and \(\overline{N}_{S(k)}^{k}\) is a set of OD pairs analysed in the k-th step of branching.

Set \(N_{S(k)}^{k}\) is the set of necessary OD pairs in the k-th step of branching. Set \(\overline{N}_{S(k)}^{k}\) includes any OD pair that does not belong to \(N_{S(k)}^{k}\) and meets the following condition:

\[
F\left(N_{S(k)}^{k} \cup (i,j)\right) > F(N_{S(k)}^{k}) \tag{3}
\]

where: \(\triangleright\) is a preference symbol.

Each estimate of the objective function (1) is an \((L - R)\) fuzzy interval. The estimates are compared in the following way: in accordance with the possibility theory, fuzzy intervals \(M\) and \(N\) are compared using indices of possibility and necessity of fuzzy events. To find those indices, the possibility and necessity of fuzzy events are determined \((N, +\infty)\) and \((N, +\infty)\) for the distribution function \(\mu_{N}\).

This gives us four dominance indices:

1. \(B_{M}((N, +\infty)) = B(\overline{X} \geq Y) = \sup \min_{u} (\mu_{M}(u), \sup_{v \leq u}(\mu_{N}(v)) = \sup_{u \geq v} \min (\mu_{M}(u), \mu_{N}(v)) \tag{4}\)

- possibility that interval \(M\) is not smaller than \(N_{i}\)

2. \(B_{M}((N, +\infty)) = B(\overline{X} > Y) = \sup \min_{u} (\mu_{M}(u), \inf_{v > u}(1 - \mu_{N}(v))) = \sup \inf_{u \geq v} \min (\mu_{M}(u), \mu_{N}(v)) \tag{5}\)

- possibility that interval \(M\) is larger than \(N_{i}\)

3. \(H_{M}((N, +\infty)) = H(\overline{X} \geq Y) = \inf \max_{u} (1 - \mu_{M}(u), \inf_{v \leq u}(\mu_{N}(v))) = \inf \sup \max_{u \leq v} (1 - \mu_{M}(u), \mu_{N}(v)) \tag{6}\)

- necessity that interval \(M\) is not smaller than \(N_{i}\)

4. \(H_{M}((N, +\infty)) = H(\overline{X} > Y) = \inf \max_{u} (1 - \mu_{M}(u), \inf_{v \leq u}(1 - \mu_{N}(v))) = 1 - \sup \min_{u \leq v}(\mu_{M}(u), \mu_{N}(v)) \tag{7}\)

- necessity possibility that interval \(M\) is larger than \(N_{i}\)

\(B\) are possibility measures, and \(H\) are necessity measures [4]. In the case of \((L - R)\) fuzzy intervals, determining the four indices (4–7) leads to finding the points of intersection of their membership functions. For instance, if \(M = (\underline{m}, \overline{m}, \alpha, \beta)_{LR}\) and \(N = (\underline{n}, \overline{n}, \gamma, \delta)_{LR}\), then expressions (4–7) take the following form:

\[
B(\overline{X} \geq Y) = \max(0, \min(1, 1 + (\overline{m} - \underline{n})/(\beta + \gamma))) \tag{8}\)

- dominance possibility

\[
H(\overline{X} \geq Y) = \max(0, \min(1, (\overline{m} + \overline{n} + \gamma)/(\alpha + \beta))) \tag{9}\)

- dominance necessity

\[
B(\overline{X} > Y) = \max(0, \min(1, (\overline{m} + \overline{n} + \beta)/(\beta + \delta))) \tag{10}\)

- strict dominance possibility

\[
H(\overline{X} > Y) = \max(0, \min(1, (\overline{m} + \overline{n} + \beta)/(\alpha + \delta))) \tag{11}\)

- strict dominance necessity

It is easy to notice that formulas (8–11) are not true when the sum of fuzziness coefficients is 0, i.e. when \(M\) and \(N\) are regular closed intervals. In that case, the zero fuzziness coefficients should be replaced with positive coefficients belonging to interval \((0, 1)\) so that the membership functions intersect at a point whose \(Y\)-coordinate lies outside interval \([0, 1]\). Moreover, the following operations are true: if \(\overline{m} = \underline{n}, \beta + \gamma = 0,\) then, to calculate \(B(\overline{X} \geq Y),\) coefficients \(\beta, \gamma\) can be replaced with any positive number;
if \( m = \overline{n} \), \( \alpha + \delta = 0 \), then, to calculate \( H(X > \overline{Y}) \), coefficients \( \alpha, \beta \) can be replaced with any positive number;

if \( m = n \), \( \alpha + \gamma = 0 \), then \( H(X \geq Y) = 0 \);

if \( m = \overline{n} \), \( \beta + \delta = 0 \), then \( B(\overline{X} > \overline{Y}) = 0 \).

**Example [2]**

Determine an optimal railroad blocking plan under relative uncertainty for a railway network region shown in Figure 3. Fuzzy wagon-hours of accumulation \( cm_j = (980, 1020, 5, 5) \), where \( i, j = 1, 6 \). Fuzzy wagon flows are shown in Table 1. The savings of wagon-hours for wagons moved without processing have the following fuzzy values:

\[
t_{21} = (3, 5, 1, 1); \quad t_{32} = (2, 4, 1, 1);
\]

\[
t_{43} = 2, 4, 1, 1; \quad t_{54} = 3, 5, 1, 1.\]

Each vertex of the solution tree (Fig. 4) features a set of OD pairs \( \overline{N}(k) \) in the top line, and estimate values in the bottom line \( \lambda^k_{ij} = \lambda(G^k) \). The numbers on the arcs denote the OD pairs that have been added to the set of optimal OD pairs. Moreover, Figure 4 shows the order of vertices that leads to the optimal solution.

**Step zero.** In this step, the set of singled out OD pairs contains only those that make up point-to-point routes (direct OD pairs). To determine the set of OD pairs \( \overline{N}_1 \) that satisfy condition (3), we compare the value of the objective function defined in the set of direct OD pairs \( N_i \) with the values of the objective function for sets \( N_i \cup (i, j) \), where OD pairs \((i, j)\) originate from a set of indirect wagon flows \( \{P_j\} \). We calculate the value of the objective function for set \( N_i \):

\[
F(N_i) = \sum_{i,j} (cm)_{ij}n_{ij} + p_{ij}t_{ij}^5 = (4900, 5100, 25, 25) + (5452, 11484, 2333, 2973) = (10352, 16352, 2958, 2998)
\]

Then, we created all possible sets of type \( B(\overline{X} \geq Y) \) and determine the values of the objective function for them. The results of these calculations are shown in Table 2.

The data in Table 2 demonstrate that at step zero, all OD pairs satisfy the necessary condition. The dominance indices show that:

- at index values higher than 0.5, interval X is significantly larger than interval Y;
- at H-index values \( H(X \geq Y) > 0.3 \) and B-index values \( B(X > Y) > 0.7 \), interval X is significantly larger than interval Y.

Index values \( H(X > \overline{Y}) = 0 \) and \( B(\overline{X} \geq Y) = 1 \) mean that intervals X and Y partly or fully overlap. Formulated in this way, vertex 1 of Fig. 4 contains the following OD pairs \((1, 3), (1, 4), (1, 5), (1, 6), (2, 4), (2, 5), (2, 6), (3, 5), (3, 6), (4, 6)\). The lower bound of the objective function for vertex 1 is estimated as follows:

\[
\lambda_1 = \lambda(G_1) = \sum_{i,j} (cm)_{ij}n_{ij} (N_1) + \sum_{i,j} p_{ij}t_{ij}^5 (N_1 \cup \overline{N}_1) = (4900, 5100, 25, 25).
\]

**Step one.** We define the possible sets containing OD pairs included in vertex 1 and OD pairs sequentially added to them, from among the OD pairs belonging to vertex 1. Through branching,
We define the possible sets containing OD pairs included in vertex 1 and OD pairs sequentially

\[ \sum_{i,j} \geq \sum_{i,j} \geq Y > 6480 - N_{14479} + (Y Y 0 2958 \text{ index values 102} > 25 \text{ Y Y} 5100 P 0). \]

The estimat

\[ 2264 (16352 - P + \sum = 25 > 2973 \text{ Value of objective function and dominance indices for vertex 2, } \]

Table 3. Value of objective function and dominance indices for vertex 2

| (i,j) | Values \( F(N_1 \cup (i,j)) \) | Dominance indices |
|-------|--------------------------------|------------------|
|       |                               | \( B(X \geq Y) \) | \( H(X \geq Y) \) | \( B(X > Y) \) | \( H(X > Y) \) |
| (1,3) | (9727, 141479, 1790, 2264)    | 1                | 0.582            | 0.969          | 0              |
| (1,4) | (9557, 13959, 1626, 2094)     | 1                | 0.608            | 1              | 0              |
| (1,5) | (9372, 13444, 1495, 1931)     | 1                | 0.642            | 1              | 0              |
| (1,6) | (9432, 13824, 1591, 2049)     | 1                | 0.672            | 1              | 0              |
| (2,4) | (9906, 14216, 1627, 2041)     | 1                | 0.520            | 1              | 0              |
| (2,5) | (9860, 14148, 1605, 2029)     | 1                | 0.529            | 1              | 0              |
| (2,6) | (9512, 13704, 1567, 2039)     | 1                | 0.613            | 1              | 0              |
| (3,5) | (10270, 15168, 1814, 2304)    | 1                | 0.454            | 0.832          | 0              |
| (3,6) | (9307, 13509, 1525, 1994)     | 1                | 0.662            | 1              | 0              |
| (4,6) | (9973, 15069, 1888, 2430)     | 1                | 0.534            | 0.831          | 0              |

Table 2. Value of objective function and dominance indices for vertex 1

| (i,j) | Values \( F(N_1 \cup (i,j)) \) | Dominance indices |
|-------|--------------------------------|------------------|
|       |                               | \( B(X \geq Y) \) | \( H(X \geq Y) \) | \( B(X > Y) \) | \( H(X > Y) \) |
| (1,3) | (9727, 141479, 1790, 2264)    | 1                | 0.582            | 0.969          | 0              |
| (1,4) | (9557, 13959, 1626, 2094)     | 1                | 0.608            | 1              | 0              |
| (1,5) | (9372, 13444, 1495, 1931)     | 1                | 0.642            | 1              | 0              |
| (1,6) | (9432, 13824, 1591, 2049)     | 1                | 0.672            | 1              | 0              |
| (2,4) | (9906, 14216, 1627, 2041)     | 1                | 0.520            | 1              | 0              |
| (2,5) | (9860, 14148, 1605, 2029)     | 1                | 0.529            | 1              | 0              |
| (2,6) | (9512, 13704, 1567, 2039)     | 1                | 0.613            | 1              | 0              |
| (3,5) | (10270, 15168, 1814, 2304)    | 1                | 0.454            | 0.832          | 0              |
| (3,6) | (9307, 13509, 1525, 1994)     | 1                | 0.662            | 1              | 0              |
| (4,6) | (9973, 15069, 1888, 2430)     | 1                | 0.534            | 0.831          | 0              |

Figure 4. Solution tree
we obtain vertices 2–11 of the solution tree (Fig. 4). We define the sets of OD pairs for each vertex:

**Vertex 2**

The value of the objective function for the set of OD pairs included in \( N_2 \) in vertex 2 is:

\[
F(N_2) = \sum_{i,j} (cm)_{ij} n_{ij} + P_i t_i^2 = (9727, 14479, 1790, 2264)
\]

where: \( N_2 = N_1 \cup \{1,3\} \).

When building the set of OD pairs \( \tilde{N}_2 \), we check whether the OD pairs of set \( \tilde{N}_1 \), not included in set \( N_2 \), satisfy the optimality condition (3). To this end, we create all possible sets of type \( \lambda > \lambda_{13} \) and determine the values of the objective function for them. Table 3 shows the results of these calculations for vertex 2.

It follows from Table 3 that the OD pair (2,6) does not satisfy the necessary condition, and so set \( N_2 \) contains the following OD pairs \( (1,4), (1,5), (1,6), (2,4), (2,5), (2,6), (3,5), (3,6), (4,6) \).

The estimate value is:

\[
\lambda_2 = \lambda(G_2) = \sum_{i,j} (cm)_{ij} n_{ij} (N_2) + \sum_{i,j} P_{ij} t_{ij}^2 (N_2 \cup \tilde{N}_2) = (6020, 6480, 102, 130)
\]

The calculations for vertex 3–13 are made in an analogous manner.

**Step k-1**

We select a vertex to be branched. Because vertex 2 has the lowest estimate value, it is branched, as a result of which we obtain vertex 12 by adding the OD pair (2,4) to set \( N_2 \).

**Step k**

We select a next vertex to be branched. Vertex 13 has the lowest lower bound estimate of the objective function and also has an empty set of OD pairs. Given all this, the optimal railroad blocking plan consists of the following direct OD pairs \( N = \{(1,3), (2,4), (3,6)\} \), and the value of the objective function is \( F = (9086, 11016, 663, 853) \) wagon-hours.

**CONCLUSIONS**

In a general case, wagon flows can be managed in an environment of approximate initial data. These data do not have specific values, but can be classified into certain confidence intervals.

In this paper, was presented a model for planning wagonload freight transport in which the numbers of wagons, wagon-hour savings and wagon-hours of accumulation were given by \((L – R)\) fuzzy intervals. The fuzzy objective function optimization algorithm developed in this study is based on the branch-and-bound method, with bound estimates also presented as \((L – R)\) fuzzy intervals. The estimates are compared, and the smallest estimate is chosen using four “possibility/necessity of fuzzy event” indices. In the case of \((L – R)\) fuzzy intervals, these indices are determined by finding the points of intersection of their membership functions.

In real-life practice, the algorithm proposed in this paper is particularly useful for solving large-scale problems. Calculations can be done taking into account poorly formalized maintenance factors by using dialogue at the elimination stage.

Importantly, the algorithm allows to evaluate the optimality of solutions obtained using any other method of planning wagonload freight transport.
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