ACTIVE CONTOUR AND LEVEL SET USING SEGMENTATION IN MEDICAL IMAGES
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Abstract—Image processing is a method to perform some methods on the image to get enhanced image and get some useful information from the image. Segmentation of the image refers to extraction of important information from the specific region of the image. There are two methods used for segmentation of the image i.e. Level set function and active contour method. The level set function is used to define the outline of the object and active contour is boundary based segmentation of different medical image. Active contour is used in CT images, MRI and cardiac images and different regions of human body.
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I. INTRODUCTION

The basic idea is to start with initial boundary shapes represented in a form of closed curves, i.e. contours, and iteratively modify them by applying shrink/expansion operations according to the constraints of the image. Those shrink/expansion operations, called contour evolution, are performed by the minimization of an energy function like traditional region-based segmentation methods. Snake id perhaps the classical model, if you are segmenting a unique object from an initial contour, it's generally faster especially for a single objects. If you have multiple objects and don't really know where, level sets will be more efficient, since they usually care less about the initialization, and they can split automatically to detect more than one connected component. Active contours, or snakes, are computer-generated curves that move within images to find object boundaries (note that the 3D version is often known as deformable models or active surfaces in the literature). They are often used in computer vision and image analysis to detect and locate objects, and to describe their shape. For example, a snake might be used to automatically find a manufactured part on an assembly line; one might be used to find the outline of an organ in a medical image.

II. METHOD

A. Level set function

The level set function is a way to represent a known outline of an object by setting the pixels inside the outline to positive values, the pixels on the outside to negative values and the pixels around the outline to 0. Thus the zero level of the level set function is where the outline is found. Level set is also a contour model based on curve evolution.

Level-set methods

Level-set methods provide a very effective framework for numerical explanation of curves and surfaces and therefore are widely appropriate in many areas including computational fluid dynamics problems as well as image processing and computer vision applications. The principal idea behind level-set methods is to avoid explicit parametric representation of geometrical objects such as curves or surfaces, and instead represent these objects implicitly in terms of a function defined on a fixed computational grid. Contrary to explicit contour representations, level-set methods are also successful in capturing topological changes of objects. For example, level-set can easily handle splitting of a connected region into two or more disjoint parts.

Curves and surfaces can be described implicitly as the zero level-sets of some sufficiently smooth function \( \phi \):

\[
C = \{ x \in \Omega : \phi(x) = 0 \}
\]  (1)

Here \( x \) denotes a point in a region \( \Omega \).

Level-sets for segmentation

Proposed algorithm, which has since been widely used for different image segmentation tasks including medical images. It is a special case of the Mumford–Shah optimal partition and approximation problem designed for binary images. However, it also gives very good results in case of gray-scale and vector-valued (e.g., RGB) images. Next, we briefly review the method. Suppose we are given a domain \( \Omega \) divided by a contour \( \Gamma = \{ \phi(x) = 0 \} \) into two (possibly unconnected) subregions \( \Omega_{in} = \{ \phi(x) > 0 \} \) and \( \Omega_{out} = \{ \phi(x) < 0 \} \). The function \( \phi \) is a level-set function defining the segmenting contour. Let \( I(x) \) be an image defined on the region \( \Omega \). The method relies on the minimization of an intensity-based energy functional given by:

\[
E(\phi, c_1, c_2) = |\Gamma| + \int_{\Omega_{in}} |I(x) - c_1|^2 dx + \int_{\Omega_{out}} |I(x) - c_2|^2 dx,
\]
where $|Γ|$ is a length of the segmenting contour, and $c_1$ and $c_2$ denote average intensities inside and outside of the segmenting contour $Γ$, respectively, in the following way:

$$c_1 = \frac{1}{|Ω_{\text{in}}|} \int_{Ω_{\text{in}}} I(x) \, dx, c_2 = \frac{1}{|Ω_{\text{out}}|} \int_{Ω_{\text{out}}} I(x) \, dx,$$

Hence, the functional $E$ given in (2) penalizes local discrepancy from the average intensity in the segmented regions. Using the gradient flow method, the regularized minimization problem can be turned into an evolutionary partial differential equation (PDE) on the function $ϕ$.

The Chan–Vese algorithm is robust with respect to noise and as such it can be applied to medical images containing inevitable acquisition artefacts. Additionally, it can successfully segment images without large intensity gradients, i.e., without sharp edges. It is worth noting that the Chan–Vese algorithm can be extended to vector-valued images and to finding several disjoint regions at the same time.

III. ACTIVE CONTOUR MODEL

An active contour model (using level sets) is the optimisation technique used to find an unknown outline based on an initial contour and iterative procedures to optimise the zero level until the outline is found. Active contours and active surfaces are means of model driven segmentation. Their use enforces closed and smooth boundaries for each segment irrespective of the image content. The contour is defined in the $(x, y)$ plane of an image as a parametric curve. Contour is said to possess an energy ($E_{\text{snake}}$) which is defined as the sum of the three energy terms. The energy terms are defined cleverly in a way such that the final position of the contour will have a minimum energy ($E_{\text{min}}$). Therefore our problem of detecting objects reduces to an energy minimization problem. ACM models treat segmentation as an energy minimization problem where the energy of an active spline/contour is minimized by PDEs-based methods toward the objects’ boundaries. In classic ACMs, detecting objects’ boundaries is by image gradients. However, this has one main drawback that it remain at a local minimum. Therefore, it cannot get adequate segmentation results. In the past two decades, a number of ACMs have been proposed, such as active contour without edge (ACWE) model and fast global minimization-based active contour model (FGM-ACM) proposed by Bresson et al. The ACWE model can be prepared as the following energy minimization problem:

$$\min_{Ω_c, c_1, c_2} \left\{ E_{1\text{ACWE}}(Ω_c, c_1, c_2, λ) \right\} = \frac{\text{Length}(C)}{L_0} + λ \int_{Ω} (c_1 - f(x))^2 \, dx + λ \int_{Ω/Ω_c} (c_2 - f(x))^2 \, dx,$$

where $ds$ is the Euclidean element of length, the first term of Eq.(3) is the length of the curve $C$, and $f$ is the image to be segmented, $Ω_c$ is a closed subset of the image $f$ domain $Ω$. The mean value of $f$ outside and inside are denoted as $c_1$ and $c_2$, respectively. $λ$ is an arbitrary fixed parameter ($λ > 0$) to controls the balance between regularization process and $c_1$, $c_2$. The energy $E_{1\text{ACWE}}$ can improve because it naturally adds more constraints including the contour length than DC and CE loss function. In order to solve the segmentation formulation, Heaviside function of level set method and PDEs were introduced to decrease the energy $E_{1\text{ACWE}}$. $E_{1\text{ACWE}}$ can be rewritten as follows:

$$E_{2\text{ACWE}}(Ω_c, c_1, c_2, λ) = \int_{Ω} |∇H_ε(ϕ)| \, dx + λ \int_{Ω} H_ε(ϕ)(c_1 - f(x))^2 \, dx + λ \int_{Ω/Ω_c} H_ε(-ϕ)(c_2 - f(x))^2 \, dx,$$

where $H_ε$ is a smooth approximation of the Heaviside function. And the gradient descent method minimizing of $E_{2\text{ACWE}}$ is defined as:

$$\partial_ϕ \phi = H'_ε(ϕ) \left\{ \text{div} \left( \frac{∇ϕ}{|∇ϕ|} \right) - λr_1(x, c_1, c_2) \right\}$$

where $r_1(x, c_1, c_2) = (c_1 - f(x))^2 - (c_2 - f(x))^2$ shown in Eq below. However, PDEs-based solutions including ACWE need to be solved on each individual image, which is time consuming. While they can give very good results, this makes ACWE less suitable for application in clinical settings where fast results, often as short as a few seconds, are needed. In order to achieve global minimization fast and stable, a EACWE based on total variation energy $TV$ was proposed [3] which is defined as in Eq.(6):
where \( u \) is a characteristic function \( 1_{\Omega_c} \). \( TV_g(u) \) is total variation energy. Eq above can also be written as:

\[
E_{ACWE}^4(u, c_1, c_2, \lambda) = TV_g(u) + \lambda \int_{\Omega} r_1(x, c_1, c_2) u dx
\]

where, \( u \) is a characteristic function valued between 0 and 1. \( E_{ACWE}^4 \) Eq above provides a global minimum for ACWE model. Moreover, due to the limitation of the previous version of ACWE model based on Heaviside function and PDEs based solutions, it provides a fast and non-stationary solution while \( u \) is restricted from 0 and 1. And also, this minimization problem of ACWE to carry out segmentation task is able to apply into the deep learning field as it is constrained and some parameters can be fixed due to supervised learning and some parameters can be treated as trainable parameters to evaluate this minimization equation in an end-to-end learning fashion.

IV. RESULTS

Active Contour Function:

In the current section, the test images are segmented based on their intensities alone. The first example here is the image of Zebra, which is considered to be relatively difficult to segment due to the multimodality of the pdf related to the object class. The segmentation results obtained for this image are shown in Fig, the four subplots of which depict the initial, two intermediate and the final shape of the active contour, respectively. The corresponding empirical densities of the object and background classes are shown in the lower row of subplots in Fig. We note that the initial position of the contour was chosen to be such that the number of data samples in both segmentation classes were equal. One can see that the algorithm results in a useful segmentation, which well agrees with the true shape of Zebra. It should be noted, however, that the final segmentation ascribes a portion of the shadow near Zebra’s hoofs to the object class. It is because that the intensity levels of the shadow are very close to those of the stripes on Zebra’s skin. In this case, the intensity information is insufficient to achieve the ideal result.

Level Set Function:

This model is based on the presumption that the intensity in each region can be approximated by a piecewise smooth function, therefore, it can handle some images with intensity Inhomogeneity. However, this model has a very expensive computational cost which limits its application in practice. So to overcome this paper proposed a new local region-based level set model in a vibrational level set formulation for image segmentation. Difficulties in practical applications arise due to the presence of noise, complex background, low intensity contrast with weak edges and intensity Inhomogeneity. This model, a data term with a local region-based function is introduced to stop the contours at edges. Then, the data term is incorporated into a vibrational level set framework with a length term to smooth the contour and a distance regularization term to maintain the evolution of contour stable. The initial contour with this model can be served as a constant function which is convenient and efficient. Results obtained on synthetic and medical images show good performance in handling with images with intensity Inhomogeneity and noise. The result of this method is as shown below.

V. CONCLUSION

The main conclusion from this work is that there is no ideal segmentation method. Both parametric and geometric active contours are driven by forces extracted from the image itself, what makes them extremely dependent on the image quality, that is, lowly noised, fair definition of the structures’ edges and absence of local minima. Even if one is able to overcome these problems, there are still further difficulties, like the initialization problem for example, which has a strong impact.
on the correct contour’s convergence. This type of problem may result into the procedure to be repeated until the result obtained is good enough for the user.
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