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Abstract

The biological properties of proteins are uniquely determined by their structure and dynamics. A protein in solution populates a structural ensemble of metastable configurations around the global fold. From overall rotation to local fluctuations, the dynamics of proteins can cover several orders of magnitude in time scales. We propose a simulation-free coarse-grained approach which utilizes knowledge of the important metastable folded states of the protein to predict the protein dynamics. This approach is based upon the Langevin Equation for Protein Dynamics (LE4PD), a Langevin formalism in the coordinates of the protein backbone. The linear modes of this Langevin formalism organize the fluctuations of the protein, so that more extended dynamical cooperativity relates to increasing energy barriers to mode diffusion. The accuracy of the LE4PD is verified by analyzing the predicted dynamics across a set of seven different proteins for which both relaxation data and NMR solution structures are available. Using experimental NMR conformers as the input structural ensembles, LE4PD predicts quantitatively accurate results, with correlation coefficient $\rho = .93$ to NMR backbone relaxation measurements for the seven proteins. The NMR solution structure derived ensemble and predicted dynamical relaxation is compared with molecular dynamics simulation-derived structural ensembles and LE4PD predictions, and are consistent in the timescale of the simulations. The use of the experimental NMR conformers frees the approach from computationally demanding simulations.
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I. INTRODUCTION

The evolved amino acid sequence of a native protein encodes its folded structure and inherent dynamical properties in aqueous solution. The latter determines the dynamics of specific residues in a protein primary sequence, which are active participants in the pathways of the biological function. Biologically active segments are often mobile and adaptable to assume a proper configuration when binding to a reaction partner. The multiple configurational states that an active segment may populate are not randomly selected: configurations with minimal energy are connected by energy barriers, and as such are thermally activated, enabling emerging regions of high mobility, which can behave like “switches” along the binding pathway.

Different experiments and computational models exist to probe the dynamical processes of proteins, spanning the femtosecond regime of bond and angle vibrational modes to the millisecond and longer time regimes of folding and enzymatic kinetics. Important information in the picosecond to tens of nanosecond regime can be collected through NMR relaxation experiments, such as $T_1$, $T_2$ and NOE, however their interpretation is model dependent. Atomistic Molecular Dynamic (MD) simulations can provide a realistic dynamical model, but for most proteins of interest sufficient sampling to obtain converged dynamical correlations is prohibitively costly, and a theoretical approach is needed.

The theory we present here is the Langevin Equation for Protein Dynamics (LE4PD), which provides a coarse-grained but still physically realistic representation of biological macromolecules at the lengthscale of a single amino acid and larger. The LE4PD theory describes the amino acid dynamics quantitatively, as the theory contains information about the extent of the intramolecular energy barriers, specific amino acid friction coefficient, semiflexibility, degree of hydrophobicity, as well as hydrodynamics. The LE4PD accurately predicts the sequence-dependent dynamics starting from the ensemble of metastable structural configurations around the folded state measured by NMR, or from MD simulations.

The LE4PD model is unique in that it is a minimal dynamical model which projects the local and global diffusive dynamics of proteins from the protein structural ensemble with no adjustable parameters. This is possible because it is a coarse-grained yet microscopic model whose parameters are set directly from the microscopic physical system. This is in contrast to most methods constructed to model protein dynamics which rely upon site-specific ad-
justable parameters, such as the model-free formalism of Lipari and Szabo.\textsuperscript{4} Other methods attempt to define the internal diffusion of proteins as fractional Brownian processes,\textsuperscript{5} which is a more accurate description of the general nature of the internal motion of proteins but is not predictive in nature. Nodet, Abergel, and Bodenhausen have modeled the dynamics of proteins as a coupled network of rotators under the assumption of a single conformational minima and small displacements.\textsuperscript{6} This approach, which attempts to predict fluctuations and dynamics from a single protein structure, is not directly comparable to the LE4PD model we present here, where we model the dynamics and take the structural ensemble from experiment or by sampling an underlying atomistic model via MD simulation. Like other elastic network models\textsuperscript{7–11} the coupled rotator model is capable of capturing the local variation in flexibility along the protein chain with no site-specific adjustable parameters, but because it begins from an empirical network description it requires a large amount of parameterization and specification of an overall rotational diffusion time $\tau_0$, a scaling factor $k_0$, a cut-off distance $R_c$, and a characteristic internal diffusion time $t_D$. The model is explicitly limited to small displacements around a single conformational minima, and relaxation times centered upon a short characteristic internal diffusion time of $\sim 300 \text{ps}$. In contrast, the LE4PD model is capable of simultaneously describing the global rotational diffusion, as well as local motion spanning the picosecond to many nanosecond and microsecond regimes. In particular, the long-time, highly correlated, large-amplitude dynamical motion of proteins is of great biological interest.

Input to the LE4PD is an ensemble of structural configurations, which has to be representative of the distribution of folded states of the protein. While proteins sample a very large $3N$-dimensional configurational space, with $N$ the number of independent sites comprising the protein, at the bottom of the funnel-like energy landscape the conformational diversity is much smaller.\textsuperscript{12–14} A common paradigm is that the important internal fluctuations of a folded protein span a limited number of specific structures,\textsuperscript{15, 16} and these can be well sampled experimentally by NMR.\textsuperscript{17} If that is the case, NMR conformer ensembles should provide a structural ensemble consistent with well-sampled MD simulations, and the LE4PD coupled with structural NMR should provide predictions of the protein dynamics without need of performing lengthy computer simulations. In practice, NMR solution structures encode a structural diversity that is due to a combination of thermal fluctuations and a possible lack of complete experimental information. The LE4PD method provides the ability...
to test the capability of an input structural ensemble to produce experimentally determined dynamical measurements such as site-specific NMR relaxation.

The diffusive mode solution of the LE4PD organizes the configurational landscape, defining fluctuations on a set of well-defined length and timescales encompassing the relative motion between neighboring $\alpha$-carbons to the global rotations of the structure as a whole.\[18, 19\] In the diffusive mode description the LE4PD identifies the regions of local flexibility and cooperative motion of the residues inside a protein. As an example we project the MD trajectory onto the diffusive modes of the HIV protease monomer, and obtain a free energy landscape barrier height distribution which scales with mode cooperativity. Using the scaling form for this barrier height distribution, which appears to be a general feature of protein dynamics, leads to accurate dynamical timescales in the simulation-free conformer-based LE4PD model.

Mode-based descriptions are extremely useful in computational approaches to protein dynamics.\[20, 21\] Analysis of the free energy landscape in covariance modes have been used to describe the folding of small proteins.\[22\] The covariance matrix of the spatial functions of the nuclear spin interactions from MD simulation have been used to calculate NMR relaxation, as fit to the trajectory correlation times and experimental values.\[23\] The characteristic difference between the LE4PD approach and these other approaches is that we study the modes of an appropriate equation of motion, and as such are associated directly with the timescale and pathway of a quasi-independent structural relaxation process. Other mode-based approaches are based upon studying the abstract covariance modes of a set of variables, and as such any time-dependence in these modes comes purely from a fit to the simulation trajectory.

The dynamical predictions of the LE4PD model starting from an ensemble of structures generated from experimentally determined NMR conformers are compared with a second ensemble of structures generated in the course of an MD simulation in the timescale of 50 – 150 nanoseconds. To validate the accuracy of the theoretical predictions of the dynamics using the LE4PD approach we test its predictions against experimental data of NMR relaxation for seven different proteins and 1876 site-specific NMR relaxation measurements. Using either the MD generated or NMR solution structure ensembles we obtain quantitatively self-consistent predictions, with similar overall correlation of $\rho_{MD} = .95$ and $\rho_{NMR} = .93$. We find that, in general, the MD-generated ensembles provide through the LE4PD a closer
agreement with experimental data than the LE4PD informed by NMR ensembles, with 17% lower relative error.

II. THEORETICAL APPROACH: THE LANGEVIN EQUATION FOR PROTEIN DYNAMICS

In the LE4PD equation the dynamics of the protein is described as a diffusive motion across the configurational landscape, consistent with an optimized Rouse-Zimm theory of the dynamics of macromolecules in solution. Proteins are anisotropic in shape and have a hydrophobic core which is only partially exposed to solvent, with this effect depending on the position of each amino acid in the protein. The LE4PD includes both rotational anisotropy and the hydrophobic core, which are features characteristic of biological macromolecules but are uncommon in synthetic polymers in solution. Local energy barriers in the interior of the protein are important to properly define its dynamics and are explicitly taken into account in the LE4PD method.

The Langevin equation formalism is derived starting from the Liouville equation for the conservation of probability density in the phase space of the full atomistic system of the protein and solvent, and using projection operators to obtain an equation of motion for the chosen sites. Here the chosen coarse-grained sites are the $\alpha$-carbon of each amino acid in the protein primary sequence. To obtain a linear Langevin equation, we take the coordinates tracing the backbone configuration of the protein to be complete of the relevant slow configurational degrees of freedom, and neglect system memory. Inertial terms may be discarded as a protein in aqueous solution is safely in the overdamped limit. The intramolecular distribution around the folded state is assumed to be Gaussian, and the parameters in the distribution are directly obtained from the starting configurational ensemble. The coarse-grained LE4PD represents the balance of viscous dissipation with the entropic restoring force and a random Brownian force due to the random collisions of the coarse-grained protein with the fast-moving projected atoms belonging to solvent, ions, and the protein. The time evolution of the coordinate of the coarse-grained site $i$ is well-described by the following equation

$$\zeta \frac{\partial \vec{R}_i(t)}{\partial t} = -\frac{3k_B T}{l^2} \sum_{j,k} H_{ij} A_{jk} \vec{R}_k(t) + \vec{F}_i(t),$$

(1)
where $k_B$ is the Boltzmann constant, $T$ is the temperature, $l^2$ is the squared bond distance, and $\overline{\zeta}$ is the average monomer friction coefficient, defined as $\overline{\zeta} = N^{-1} \sum_{i=1}^{N} \zeta_i$, with $\zeta_i$ the friction of the monomer $i$. $\vec{F}_i(t)$ is a delta-correlated random force due to projecting the system dynamics onto the coarse-grained sites, where fluctuation-dissipation requires $\langle F_{i\alpha}(t) F_{j\beta}(t') \rangle = 2k_B T \zeta_i \delta(t - t') \delta_{ij} \delta_{\alpha,\beta}$ where $\alpha, \beta$ are cartesian indices. Eq. 1 is the well-known Rouse-Zimm equation for the dynamics of polymers in solution.\cite{25, 30}

To obtain an effective linear description we assume a well-folded state where site-site correlations are Gaussian in nature. The structural force matrix $A$ defines the effective mean-force potential, $V(\{\vec{R}\}) = \frac{3k_B T}{2l^2} \sum_{i,j=1}^{N} A_{ij} \vec{R}_i \cdot \vec{R}_j$, which has been successfully adopted in theories of protein folding to describe the final state of the folding process.\cite{31} The $A$ matrix is calculated as

$$A = M^T \begin{pmatrix} 0 & 0 \\ 0 & U \end{pmatrix} M,$$

where $M$ is the matrix that defines the center of gyration and the connectivity between sites, $\sum_j M_{ij} \vec{R}_j = \vec{l}_i$. In a protein the $\alpha$-carbons are connected linearly, so that for $i > 1$ the matrix is defined as $M_{i,i-1} = -1$ and $M_{i,i} = 1$, with $i = 2, ..., N$, while $M_{1,i} = 1/N$ for the first row, and $M_{i,j} = 0$ otherwise. The $U$ matrix is the bond correlation matrix with $(U^{-1})_{ij} = \frac{\langle l_i l_j \rangle}{\langle l_i \rangle \langle l_j \rangle}$.

The matrix $H$ is the hydrodynamic interaction matrix, which describes the interaction between protein sites occurring through the liquid, represented as a continuum medium. While it is standard to utilize hydrodynamical models to obtain the translational and rotational dynamics of proteins,\cite{32} the contribution of hydrodynamical effects to protein internal motion is generally neglected. While this may be justified for very localized motion, in general the non-local hydrodynamic coupling alters the timescale and nature of the large-amplitude highly correlated internal motion and cannot be neglected.\cite{19, 33} To maintain an effective linear description, the hydrodynamic interaction must be preaveraged. While the derivation of the hydrodynamic interaction utilizes the Oseen tensor following the general Rouse-Zimm treatment of polymer chains in dilute solution,\cite{25} other methods such as the Rotne-Prager interaction tensor reduce to the same form upon preaveraging over the equilibrium ensemble.\cite{34} The elements in the matrix of the hydrodynamic interaction are defined as

$$H_{ij} = \frac{\overline{\zeta}}{\zeta_i} \delta_{ij} + (1 - \delta_{ij}) \rho_w \langle \frac{1}{r_{ij}} \rangle.$$

(3)
where $\tau^w = N^{-1} \sum_{i=1}^{N} r_i^w$ is the average hydrodynamic radius which is defined below. This is a perturbative hydrodynamic interaction accounting for the nature of the amino acid primary structure as a heteropolymer made up of building blocks of different chemical types, propagating through the aqueous solvent but screened in the dense hydrophobic core. The site-specific friction parameters, $\zeta_i$, are obtained by calculating the solvent-exposed surface area, and calculating the total friction of the $i_{th}$ site via a simple extension of Stoke’s law as

$$\zeta_i = 6\pi (\eta_w r_i^w + \eta_p r_i^p) .$$

(4)

Here $\eta_w$ and $r^w$ denote, respectively, the viscosity of water and the radius of a spherical bead of identical surface area as the solvent-exposed surface area of the residue, the hydrodynamic radius,[18], while $r^p$ denotes the hydrodynamic radius related to the surface not exposed to the solvent. The internal viscosity is $\eta_p$, which we approximated in our previous work to be related to the water viscosity rescaled by the local energy-barrier scale $\sim k_B T$.[19, 35] The largest possible value of $\tau^w$ that maintains a positive definite solution of the matrix diagonalization is adopted to avoid the well-known issue with the preaveraging of the hydrodynamic interaction in dense systems.[36] For example, in the application of the model to HIV protease, the calculated $\tau^w = 2.28\AA$ is very close to the adopted value of $\tau^w = 2.23\AA$, which avoids negative eigenvalues.

Because we focus only on the bond orientational dynamics and not translation, in the interest of a simpler notation we separate out the zeroth order translational mode from the internal dynamics. Following the same notation introduced for the orientational dynamics of star polymers,[37] we define $a$ as the $M$ matrix after suppressing the first row used to define the center of mass, and define $L = aH a^T$. The orientational Langevin equation governing the bond dynamics is

$$\frac{\partial \vec{l}_i(t)}{\partial t} = -\sigma \sum_{j,k} L_{ij} U_{jk} \vec{l}_k(t) + \vec{v}_i(t) ,$$

(5)

with $i, j = 1, ..., N - 1$, and where $\sigma = 3k_B T/(l^2 \zeta)$, and $\vec{v}_i(t)$ is the random delta-correlated bond velocity.

Eq. 5 represents a set of $N - 1$ first-order coupled differential equations, which are solved by finding the matrix of eigenvectors $Q$ which diagonalizes the product of matrices $LU$. In these diffusive modes we have $N - 1$ uncoupled linear equations where each mode is just a sum over the original bond vector basis $\vec{\zeta}_a(t) = \sum_i Q_{ai}^{-1} \vec{l}_i(t)$). We define $\lambda_a$ to be the eigenvalues
of $LU$ with $\sum_{i,j,k} Q_{ai}^{-1} L_{ij} U_{jk} Q_{kb} = \delta_{ab}\lambda_a$, ordered from smallest to largest $\lambda$. Like the set of bond vectors $\vec{l}_i(t)$ the set of coordinates $\vec{\xi}_a(t)$ defines the instantaneous conformation of the macromolecule. While the $L$ and $U$ matrices are individually symmetric, the $LU$ matrix is not necessarily symmetric, making the $U$ matrix only approximately diagonal in the $LU$ eigenvector basis. The mean squared mode length is then $\langle \xi_a^2 \rangle \equiv \mu_a$ not exactly the eigenvalues of the bond correlation matrix alone, but defined by the sum $\sum_{i,j} Q_{ai}^{-1} U_{ij}^{-1} Q_{aj}^{-1} \equiv \frac{1}{\mu_a}$. The diffusive mode basis spans the same space as the bond vector basis with near linearity: $\langle \vec{\xi}_a \cdot \vec{\xi}_b \rangle \approx \delta_{ab} l^2 / \mu_a$.

The first three global modes of the LE4PD describe the rotations of the folded structure as the rotational diffusion tensor. For proteins which have an arbitrary folded structure, the full rotational diffusion equation of an anisotropic 3-dimensional body must be solved. This alters the relaxation of the three global modes describing the rotational relaxation in the inertial lab frame.[19, 38]

To account for the affect of the local energy barriers on the internal dynamics, the friction becomes mode dependent by assuming thermal activation over the mode-dependent energy barrier $\langle E^+_a \rangle$

$$\zeta \rightarrow \zeta \exp[\langle E^+_a \rangle / (k_B T)],$$

leading to the slowing of the mode timescale $\tau_a = \frac{\mu_a}{3k_B T \lambda_a}$ by $\tau_a \rightarrow \tau_a \exp[\langle E^+_a \rangle / (k_B T)]$. The energy barriers in the modes $\langle E^+_a \rangle$ can be calculated directly from an MD simulation trajectory when available, and are found to be related to the mode cooperativity, as discussed in section IV.

This simple dynamical renormalization provides an average correction to the dynamics of the Langevin Equation, which approximately accounts for the local barrier crossing, and is in agreement with free energy landscape theories suggesting activated dynamics.[12, 13]

As a first approximation, the depth of the minimum free-energy well in the mode serves as the relevant barrier to transport.

A. Local Dynamics

To provide a further assessment of the accuracy of the LE4PD for the local dynamics we compare its theoretical predictions with experimental data of NMR $T_1$, $T_2$, and NOE
relaxation. The physical quantities of interest for this test are the bond autocorrelation function and the second order Legendre polynomial of the time dependent bond orientation.

For each bond $i$ along the backbone of the protein, the bond autocorrelation function is defined in the formalism of the Langevin equation as

$$M_{1,i}(t) = \frac{\langle \vec{l}_i(t) \cdot \vec{l}_i(0) \rangle}{\langle \vec{l}_i^2 \rangle} = \sum_{a=1}^{N-1} A_{ia} \exp\left[-t/\tau_a\right],$$

with $A_{ia} = \frac{Q^2_a}{\mu_a}$ and $\tau_a$ the correlation time for the $a$th mode.

Another quantity of interest is the second order Legendre polynomial of the time dependent bond orientation function $P_2(t) = \frac{3}{2} \langle \cos^2[\theta(t)] \rangle - \frac{1}{2}$ which can be related to the first order bond autocorrelation by

$$P_{2,i}(t) = 1 - 3\left(x^2 - \frac{2}{\pi}x^3(1 - \frac{2}{\pi} \arctan x)\right),$$

which is a function of $M_{1,i}(t)$ as $x = \frac{[1-M_{1,i}(t)^2]^{\frac{1}{2}}}{M_{1,i}(t)}$.

This expression relies on assuming a Gaussian form for the joint probabilities in normal mode coordinates.[26] For dipolar relaxation, the Fourier transform of $P_{2,i}(t)$ defines the spectral density from which spin-lattice ($T_1$) and spin-spin ($T_2$) relaxation times, and nuclear Overhauser effect (NOE) can be calculated and compared with NMR measurements.[19]

### III. STRUCTURAL ENSEMBLES OF PROTEINS

The LE4PD model predicts the dynamics of the protein using the structural ensemble as input. By generating a structural ensemble through relatively short time ($\sim 10$ ns) MD simulations, the needed input for the LE4PD was evaluated leading to accurate predictions for the global and site-specific dynamics of Ubiquitin[19] and the signal transduction protein CheY.[18] The accuracy of the simulations, however, depends upon the accuracy of the force-field used, and sampling the full configurational space can become computationally expensive depending upon the size of the protein and the extent of configurational rearrangements.

#### A. Building statistical ensembles from metastable configurations

We take as an ansatz that the configurational space of a folded protein is spanned by limited number of conformational states, and that these conformational states are known a
priori. As an alternative procedure to performing MD simulations we assume as starting
configurational ensembles the conformers that were measured experimentally by NMR. The
extent to which NMR solution structure conformers represent important metastable states
of the protein, as opposed to uncertainty due to incomplete experimental information, is
controversial and varies between different NMR structures. It is certainly clear that NMR
structural ensembles do encode some measure of the conformational variability of the protein,
as NMR structural ensembles have been shown to correlate highly with structural ensembles
generated by MD simulation, and have been used to gain valuable insight into protein
flexibility in computational studies of ligand binding. In our model we investigate the
assumption that all conformers represent metastable protein configurations which contribute
equally to the full ensemble, and use the resulting dynamical predictions to evaluate the
ability of the input structural ensemble to span the experimentally observed dynamics.

Fluctuations around the local conformational states are imposed by applying a Gaussian
Network Model (GNM). While many elastic network models of varying complexity are in
routine use, the differences in the predicted local flexibilities are usually small and affect only
the short-time dynamics in the picosecond regime. The GNM builds a harmonic network of
interactions around each residue based on a distance cutoff criteria, and solves the resulting
site-site fluctuations as a linear matrix equation. GNM models have been shown to reproduce
well crystalline state fluctuations measured as Debye-Waller Temperature factors (B-factors)
and thus are a good representation of the short-time fluctuations while they require minimal
computational effort. Once combined with the LE4PD the theory provides a realistic and
computationally inexpensive prediction of the dynamics of proteins on a wide range of time
scales, from the local fluctuations to the large, concerted, conformational transitions.

From the GNM we define the bond correlation matrix locally around the αth conformer
$U_{α,ij}$. The GNM defines the pairwise fluctuations $\langle \Delta R_i \cdot \Delta R_j \rangle = \frac{3k_BT}{\gamma} \Gamma^{-1}_{ij}$ where $\Gamma$ is the
Kirchoff adjacency matrix defined using a cutoff radius of 7.0Å and $\gamma$ is the harmonic
interaction strength. We found that in general a value of $\gamma = 0.06 \frac{kcal}{mol\cdotÅ^2}$ is needed to match
the short-time 1 – 10 ps orientational fluctuations of the protein from the MD simulation.

An interaction strength of $\sim 1 \frac{kcal}{mol\cdotÅ^2}$ is typically used with the GNM to predict crystal-
lographic B-factors; this order of magnitude difference in interaction strength may be due
to the local anharmonic softening of the orientational potential energy surface due to the
aqueous solvent. The boundary water layer of hydrated proteins in aqueous solution is
highly mobile in the picosecond regime\cite{43}; the constant shifting of the protein-water hydrogen bonds may lead to enhanced orientational fluctuations which are completely local in nature. This effect is absent in the crystalline state, where the hydration water is much more static.

Recognizing that in the body-fixed reference frame $\vec{l}_i(t) - \langle \vec{l}_i \rangle = [\vec{R}_{i+1}(t) - \vec{R}_i(t)] - [\langle \vec{R}_{i+1} \rangle - \langle \vec{R}_i \rangle]$ we can determine the local bond correlation matrix around each conformer as

$$
(U)^{-1}_{\alpha,ij} = \frac{1}{\langle |\vec{l}_i| \rangle \langle |\vec{l}_j| \rangle} \left[ \langle \vec{l}_i \rangle \cdot \langle \vec{l}_j \rangle + \frac{3k_B T}{\gamma} \right] 
\left[ \Gamma_{ij}^{-1} + \Gamma_{i+1,j+1}^{-1} - \Gamma_{i,j+1}^{-1} - \Gamma_{i+1,j}^{-1} \right].
$$

The total $U$ matrix is then simply the average $U_{jk} = \frac{1}{N_c} \sum_{\alpha=1}^{N_c} U_{\alpha,jk}$ with $N_c$ the number of conformers in the NMR structural ensemble. Similarly, the hydrodynamic matrix $\mathbf{H}$, the site friction coefficient $\zeta_i$, and all other input quantities to the LE4PD, are calculated separately for each conformer and then the statistical average is taken over all the conformers. This is an extremely simplistic picture of the structural ensemble of a protein; however the dynamics predicted by this structural ensemble generated by the set of NMR conformers is consistent in many ways with the much more detailed ensemble generated through the sophisticated process of explicit solvent MD simulation. The set of NMR conformers provides us an ensemble of important metastable structural minima in the free energy landscape; and the GNM provides fluctuations around these minima. Molecular anisotropy, rotational diffusion, hydrodynamic interactions, and local energy barriers are included through the LE4PD.

### B. Building statistical ensembles from Molecular Dynamics simulations

Because both the determination of NMR conformers and the experimental measurements of NMR relaxation are affected by errors, we performed as a further test MD simulations of the same systems to evaluate the quality of agreement of the LE4PD starting from the NMR and the MD conformers. Simulations were performed in explicit solvent using the spc/e water model. We utilized the AMBER99SB-ILDN\cite{44} atomic force field for proteins and the GROMACS\cite{45,46,47,48} molecular dynamics engine was utilized on the TRESTLES supercomputer at San Diego.\cite{49} All system conditions, e.g. temperature and salt concentration, were set to reproduce the experimental conditions. The systems were solvated and energy minimized, and then underwent a 500 ps tempering and equilibration routine including pressure
coupling. The production simulations were performed in the canonical ensemble, using a velocity rescaling thermostat. [50]

For the PR95 protease monomer, simulations were performed starting from each of the twenty conformers in the NMR structure, resulting in a set of twenty production ensembles used as input to the LE4PD, with averages taken over all twenty results. The same set of production trajectories for Ubiquitin were used from our previous work. [19] For the remaining five proteins, the first conformer was chosen as the starting structure, and only one simulation was performed for each protein. Each simulation had 50 ns of production. For each trajectory the root mean square deviation (RMSD) was calculated and statistics were only collected in the equilibrated sections of the trajectory. The trajectories were also required to contain only reversible transitions, as monitored by the RMSD. The simulation time effectively used in the LE4PD for each trajectory ranged from 10 to 30 ns. The simulations performed and the protein databank structures used are summarized in Table I.

| Protein  | MD Sim. | Starting Struct. | Temp. | NMR + GNM |
|----------|---------|------------------|-------|-----------|
| Protease | 20 x 50 ns | 1Q9P (1-20) | 293K | 1Q9P (1-20) |
| 1GF2R   | 160 ns   | 2M6T (1) | 273K | 2M6T (1-20) |
| N-TIMP-1| 50 ns    | 1D2B (1) | 293K | 1D2B (1-30) |
| S836    | 50 ns    | 2JUA (1) | 298K | 2JUA (1-20) |
| CPB1    | 50 ns    | 1MX7 (1) | 298K | 1MX7 (1-22) |
| KAPP    | 50 ns    | 1MZK (1) | 298K | 1MZK (1-30) |
| Ubiquitin | 10 x 10ns | 1UBQ (1) | 300K | 1XQQ (1-128) |

The configurational ensembles that emerge from the NMR ensembles and from the MD simulations are reported in Figure I. For all but the Ubiquitin protein, the starting configuration was from the NMR structure, yet the equilibrated simulation conformations do not exactly resemble this initial structure. Overall, however, the global fold is fully preserved, and the conformational differences are specific in nature. This indicates the NMR structures were not necessarily in an exact free energy minimum of the AMBER force-field model, though this does not indicate whether the MD equilibrated protein structures are necessarily more accurate. For all but the s836 protein, the structural variation in the NMR ensembles is slightly larger than the MD simulation. This is primarily true in the intrinsi-
FIG. 1: Average configuration from the MD simulation ensemble (red) and from the NMR structural ensemble (blue), with the thickness of the ribbon accurate to the local orientational distribution.

Physically disordered regions of the protein, such as the C-terminal and N-terminal tails. This may be because the limited simulation times do not fully sample the configurational space. A study over a test set of 140 proteins found high correlation between the fluctuations of NMR ensembles and MD simulations, and found that the increased sampling allowed by using a coarse-grained protein model led to even higher correlation between simulations and NMR ensembles.[40] What does agree quite remarkably are the locations of enhanced flexibility and the timescales of the motion, which can be seen in Figures 5 and 6, showing the calculated NMR relaxation times from the ensembles.

To evaluate the consistency between the dynamics generated using the MD ensembles as input, and the NMR conformer ensembles, we compare the full decay of the $P_{2,i}$ correlation function of the $i$th $C_\alpha-C_\alpha$ segment in the HIV protease protein, with the data from simulations (see Figure 2). While there are many differences between the analytical predictions from the NMR ensemble and the MD ensemble, and differences especially at short times, overall Figure 2 shows that the agreement is quite good as the LE4PD, from both ensembles, can model quite accurately the site-specific internal and rotational dynamics of the protein.
IV. DYNAMICAL BARRIERS AND COOPERATIVITY

Analysis of the collective fluctuations obtained from simulations of proteins [51] has shown that the dynamics around the minima of energy is well described by small fluctuations inside metastable states at low local energy and by the crossings between them. By reverting the LE4PD equation to its mode form, the structural representations of these important metastable minima can be identified as a function of mode number. We investigate the nature of the free energy surface of a protein around its folded ground state.

Each diffusive mode obtained from the diagonalization of Eq. 5 is a vector defined by the linear combination of the bond vectors weighted by the eigenvectors of the product of matrices $L U$, as $\vec{\xi}_a(t) = \sum_i Q^{-1}_{ai} \vec{l}_i(t)$. In polar coordinates the vector is represented as $\vec{\xi}_a(t) = \{|\vec{\xi}_a(t)|, \theta_a(t), \phi_a(t)\}$. The most relevant changes in the diffusive mode free energy occur as the angles, expressed in the spherical coordinates, span the configurational space. For any diffusive mode $a$, the free energy surface is defined as a function of the spherical coordinate angles $\theta_a$ and $\phi_a$ as $F(\theta_a, \phi_a) = -k_B T \log \{P(\theta_a, \phi_a)\}$, with $P(\theta_a, \phi_a)$ the probability of finding the diffusive mode vector having the given value of the solid angle. Given that we are interested in the explicit representation of the structure at the minima of interest, all structures from the simulation ensemble which pertain to a particular $\theta, \phi$ orientation, which is a relatively deep minima in the mode free energy, are extracted and averaged.

FIG. 2: $P_{2,i}(t)$ time correlation function 3 different sites along the protein sequence of the HIV protease monomer PR95, calculated directly from the conformer simulations (solid line), from the LE4PD theory with the conformer simulations as input (dashed line), and from the LE4PD with the NMR conformer ensemble as input (dashed-dotted line).
By calculating the average structure at each minima we obtain the structural ensemble of metastable states spanning each internal mode of fluctuation for the protein. As a representative example, the free energy landscape in the LE4PD modes from the MD simulation of the HIV protease monomeric construct is presented in Figure 3. The ensemble of structural minima on the mode free energy surfaces generated from MD simulations, and the structural ensembles directly measured by NMR experiments, are compared as well. The full configurational landscape for each mode is generated from the combination of twenty well-equilibrated independent simulation trajectories. Each trajectory starts from a different experimental NMR conformer and runs to 50 ns of simulation time. Superimposed to the full configurational landscape from simulations, the twenty starting configurations measured experimentally by NMR are reported as red stars. The combination of the trajectories creates a complex free energy landscape, which is only partially spanned by the NMR conformers. The starting NMR configurations are often close to energy minima (reported as green triangles), but they do not exactly correspond to them. Nor they are fully representative of all the minima that define the configurational landscape obtained from the simulation trajectories.

FIG. 3: Internal mode \( a = 11 \) free energy surface of the HIV protease (\( a = 4 \) is the first internal mode) on the left. Projections of the NMR conformer structures, labeled by conformer index, are plotted with red stars, and the simulation minima from which structures were calculated are marked on the free energy surface with green triangles. Structural minima from simulation modes \( a = 4 - 20 \) are on the bottom right, and the set of NMR conformers on the top right.
The fluctuations in each mode appear to be spanned by a handful of metastable minima. As the mode index increases the fluctuations progress from collective in nature to more local. The typical energy barrier in each mode, \( a \), is evaluated from the simulation as the Median Absolute Deviation \[^{[52]}\] from the global minimum \( E_{gs} \), that is \( E^\dagger_a = \text{median}_{(\theta, \phi)}(E_a(\theta, \phi) - E_{gs,a}) \). The depth of these minima, or the barriers between them, are largest for the low mode numbers corresponding to the most collective, large-amplitude fluctuations. Figure 4 shows that the energy barriers \( E^\dagger_a \) as observed in the simulation trajectory can be well described as scaling with the mode index, a measure of the mode cooperativity, over a large range of the protein fluctuations. The observer scaling with mode number follows \( E^\dagger_a \propto (a - 3)^{-5} \), where the first three rotational modes have been separated out. At a local enough length scale, where the specific chemical nature of the amino acid is most important, the energy barriers are no longer described by this expression.

The observed scaling law is consistent with the hierarchical nature of the protein free energy landscape. Each mode describes dynamics involving a number of bonds in the protein, which need to move collectively in a cooperative fashion. At short times the bonds fluctuate independently, while large-amplitude correlated fluctuations occur when all the bonds transition collectively.\[^{[53]}\] The equilibrium probability for the \( Z \) gating bonds to independently transition away from the "correct" orientation with energy preference \( E \) is \( P(Z) \propto \exp(-\frac{ZE}{k_B T}) \). In a transition state perspective this can be interpreted as a free energy barrier which scales proportionally with the number of bonds cooperatively rearranging. This model is similar to the Adam-Gibbs theory of the glass transition,\[^{[54, 55]}\] relating the complex hierarchical nature of the free energy landscape the protein in solution to a structured glassy fluid.\[^{[13, 56]}\] The observed scaling form is included in the simulation-free LE4PD approach, which adopts the set of NMR conformers as the input structural ensemble.

V. PREDICTIONS OF NMR RELAXATION ARE COMPARED TO EXPERIMENTS

Theoretical predictions for \( P_{2,i}(t) = \frac{1}{2}(3 \cos^2 \theta_i(t) - 1) \) are obtained from \( M_{1,i}(t) \) using Eq. \[^{[8]}\] and are used to calculate \( T_1 \) and \( T_2 \) relaxation times, and NOE, which are measured experimentally. 15N NMR backbone relaxation experiments are very sensitive to the site-specific dynamics in the picosecond to the nanosecond regimes.\[^{[57]}\] To test the LE4PD
FIG. 4: The free energy barrier to diffusion in the modes $E_\alpha^+ \propto (a - 3)^{-0.50}$

approach using the NMR solution structures to generate the structural ensemble, we con-
structed dynamical models for seven proteins for which NMR relaxation data and NMR
solution structures were available. These proteins were N-TIMP-1 (1D2B) \cite{58}, a de Novo α-
helix bundle protein s836 (2JUA) \cite{59}, Cellular retinol-binding protein I CPB1 (1MX7) \cite{60},
Kinase-associated protein phosphatase KAPP (1MZK) \cite{61, 62}, Insulin Growth Factor 2 Re-
ceptor IFG2R domain 11 (2M6T) \cite{63}, Ubiquitin (1UBQ) \cite{64, 65}, and HIV Protease monomer
(1Q9P) \cite{66, 67}

The input parameters to the LE4PD equation change from protein to protein: the struc-
tural parameters such as bond length, monomer friction, hydrodynamic radius, and the
pairwise bond correlations are determined from the structural ensemble, while the ther-
modynamic parameters such as solvent viscosity, and temperature, are defined by the ex-
perimental conditions. The viscosity was set to account for temperature dependence and
content of deuterated water. \cite{68} Parameters such as the protein internal viscosity $\eta_p$, the
proportionality constant between cooperativity and energy barriers, and the characteristic
FIG. 5: $T_1$, $T_2$, and NOE relaxation times (see Table 1) for seven different proteins.

Comparison between experimental (black) and theoretical values from LE4PD theory from MD generated ensembles (red).

Parameters needed to calculate the NMR relaxation times, such as the chemical shift or $\langle 1/r^3_{NN} \rangle$, were assumed to be identical for all proteins in this study and identical to those used in our previous work. [19]

Figure 5 and 6 displays the calculations of $T_1$, $T_2$ and NOE relaxation times as they are directly predicted by the LE4PD approach and the NMR experimental data. NMR experimental data of relaxation times are not used at all in any point to optimize the theoretical calculations, so these are independent theoretical predictions. The comparison between theory and experiments is performed for each amino acid in the protein and reported as a function of the protein primary sequence. Also reported are the experimental uncertainties for the NMR data of each protein.
FIG. 6: $T_1$, $T_2$, and NOE relaxation times (see Table 1) for seven different proteins. Comparison between experimental (black) and theoretical values from LE4PD theory from ensembles generated from NMR conformers (blue).
TABLE II: Correlation of the LE4PD with Experimental Data of NMR Relaxation

| Protein            | $\rho_{\text{total}}$ | $\rho_{T1}$ | $\rho_{T2}$ | $\rho_{\text{NOE}}$ | Rel. Err. |
|--------------------|------------------------|--------------|--------------|----------------------|-----------|
| Combined (MD)      | .95                    | .88          | .73          | .70                  | 20.8%     |
| Combined (NMR)     | .93                    | .83          | .58          | .69                  | 24.9%     |
| HIV Protease (MD)  | .92                    | .73          | .91          | .91                  | 32.9%     |
| HIV Protease (NMR)| .83                    | .65          | .90          | .77                  | 42.6%     |
| Ubiquitin (MD)     | .98                    | .96          | .94          | .97                  | 7.0%      |
| Ubiquitin (NMR)    | .97                    | .96          | .94          | .99                  | 7.2%      |
| N-TIMP-1 (MD)      | .92                    | -.10         | .50          | .82                  | 20.1%     |
| N-TIMP-1 (NMR)     | .96                    | -.18         | .57          | .62                  | 22.2%     |
| s836 (MD)          | .97                    | .03          | .48          | .57                  | 20.6%     |
| s836 (NMR)         | .93                    | .18          | .13          | .33                  | 34.2%     |
| KAPP (MD)          | .96                    | .02          | .60          | .60                  | 20.1%     |
| KAPP (NMR)         | .91                    | -.12         | .59          | .46                  | 24.6%     |
| CPB1 (MD)          | .98                    | .03          | .06          | .16                  | 9.5%      |
| CPB1 (NMR)         | .96                    | .03          | .14          | .28                  | 10.0%     |
| IGF2R (MD)         | .97                    | -.06         | .84          | .80                  | 24.6%     |
| IGF2R (NMR)        | .95                    | .34          | .15          | .67                  | 25.7%     |

The correlation and errors of the model, using both the MD and NMR solution structures as ensembles, are shown in Table 2. Over this set of 1876 measurements the overall correlation to the experimental values was similar for both the dynamical models constructed from NMR conformer ensembles or the MD ensembles, but with 17% lower relative error for the MD derived ensembles than the NMR conformer ensembles. Figures 5 and 6, and Table 2, in general show that MD simulations have the most detailed agreement along the primary sequence. The correlation to NOE and $T_1$ are similar, but higher $T_2$ correlation for the MD ensembles. Over the seven proteins, the quality of the experimental measurements varies greatly; for example, in the measured relaxation for the s836 protein the experimental values themselves come with $\sim 30\%$ error, so that the low correlation of the theory with the experimental data is expected. For the CPB1 protein the experimental measurements in most loop and termini regions were unavailable; this is where the largest variability in the dynamics occurs and where it is possible to develop strong correlation. In general, the NOE
FIG. 7: Correlation between experimental and calculated values from MD ensembles and NMR ensembles for a set of 7 different proteins. $T_1$ measurements in black, $T_2$ measurements in red, and NOE measurements in green, for Ubiquitin (circles), N-TIMP-1 (squares), s386 (diamonds), CPB1 (downward triangles), KAPP (upward triangles), IGFR2 (x), and HIV protease monomer (star).

measurements display the largest site-specific variability along the protein sequence and the highest correlation between theory and experiment for each individual protein. A scatter plot of the calculated and experimental data is shown in Figure 7. The agreement between theoretical predictions and measured NMR is supporting the quality of the predictions of the LE4PD approach.

Because the accuracy of a given NMR solution structure ensemble to represent the conformational diversity of the protein is unknown, the dynamical model built using the LE4PD approach may be useful to evaluate the quality of an available structural ensemble. We apply the method to 9 different NMR structural ensembles of the Ubiquitin protein, PDB codes 1XQQ,[69] 2KOX,[70] 2LJ5,[71] 2NR2,[72] 1D3Z,[73] 1G6J,[74] 2KLG,[75] 2MJB,[76] and 2K39.[17] The comparison to the calculated NMR backbone relaxation in table III shows that all the ensembles capture the primary $T_1$, $T_2$, and NOE baselines and the enhanced flexibility of the tail region. Ensembles 1XQQ and 2NR2 have the highest correlation and lowest relative error; when the unstructured C-tail is not considered in the calculation of the correlation coefficients, it can be seen that the 1XQQ, 2NR2, 2KOX, 2LJ5 and 2K39 ensemble separate as capturing the structural variability of both the C-tail and the more structured portion of the protein, see column 2 of table III. The primary contribution to this correlation
comes from the structural variability at the loop containing lysine 6 and 11, important poly-
ubiquitination linkage sites involved in cell-cycle control and DNA repair. The structural
ensemble generated by molecular dynamics simulation starting from the 1UBQ crystal
structure, with results reported in our previous paper, is perhaps slightly more accu-
rate overall, but only by a very small amount due to considering the correlation without
contributions from the C-tail.

In generating the 1XQQ ensemble the NMR-derived $S_2$ order parameters from the model-
free analysis of Lipari and Szabo were used as an additional set of restraints in the gen-
eration of the ensemble. It is not surprising then that this leads to an accurate dynamical
model. We have shown previously that the site-specific variability in model-free derived
$S_2$ order parameters correlates strongly with our results, despite differences in the na-
ture of the predicted internal dynamics. This illustrates the complementary utility of the
LE4PD approach, which provides a highly detailed model and additional insight beyond
that available when performing only a model-free analysis of NMR backbone relaxation.

The Ubiquitin ensemble 2K39 was constructed to represent the protein fluctuations in
only the long-time regime beyond the global correlation time. As such this ensemble is
not as accurate overall, and the dynamical model leads to high error and in particular
a poor representation of the C-tail dynamics. However, we do see a separation in the
mode timescales, with a slow internal process emerging on the order of $\sim 400\text{ns}$ and with
$\rho_{\text{NOE},(\text{res}1-71)} = .71$, suggesting that this ensemble has captured fluctuations in the difficult
to access time regime between the global correlation time and the millisecond time regime of
conformational exchange. The authors showed that this ensemble spanned the set of known
bound Ubiquitin conformations, suggesting that there are configurational fluctuations of the
Ubiquitin protein in the many nanosecond regime beyond the global correlation time which
are relevant for the recognition of binding partners.

VI. CONCLUSIONS

The LE4PD approach was tested across a set of seven different proteins with overall con-
sistent results for both the MD generated ensembles and the NMR conformer ensembles,
with an overall correlation to the 1876 relaxation measurements of $\rho > .93$. Calculations
using 9 different available NMR structural ensembles for the ubiquitin protein show that
TABLE III: Correlation of the LE4PD with Experimental Data of NMR Relaxation for Ubiquitin

| NMR Conformer | $\rho_{NOE}$ (1-71) | $\rho_{NOE}$ (all res.) | $\rho_{T2}$ | $\rho_{T1}$ | Rel. Error |
|---------------|---------------------|-------------------------|-------------|-------------|------------|
| MD Sim.       | .71                 | .96                     | .94         | .97         | 7.0%       |
| 1XQQ          | .66                 | .99                     | .94         | .96         | 7.2%       |
| 2NR2          | .52                 | .98                     | .94         | .95         | 7.3%       |
| 2LJ5          | .56                 | .93                     | -.33        | .97         | 7.7%       |
| 2K0X          | .61                 | .94                     | .80         | .88         | 8.2%       |
| 1D3Z          | .02                 | .88                     | .80         | .94         | 8.2%       |
| 2K39          | .70                 | .88                     | -.63        | .93         | 11.0%      |
| 2MJB          | -.01                | .96                     | .96         | .92         | 11.2%      |
| 1G6J          | .02                 | .92                     | .94         | .92         | 11.5%      |
| 2KLG          | -.05                | .86                     | .92         | .73         | 14.9%      |

results are strongly dependent upon the quality of the input structural ensemble and experimental data, and suggest that this approach may be used as a tool to evaluate the quality of a structural ensemble to represent the important protein fluctuations around the ground folded state.

The consistent results between the MD generated ensembles and the NMR ensembles suggest that protein configurational space around the folded state can be defined by a small set of important metastable minima. However, when determining the dynamics of transitions between these minima, the hierarchical nature of the protein free energy landscape needs to be taken into account. The mode approach of the LE4PD allows one to conveniently separate contributions to the dynamics depending on the timescales involved. The LE4PD prediction of the existence of a barrier height distribution for the dynamics of folded proteins is consistent with the physics of glass-forming systems.

Building a dynamical model from NMR conformer structures using the LE4PD requires only a few seconds to a few minutes on a single processor with a standard desktop computer, with the computational time depending on the size of the protein and on the number of conformers in the NMR solution structure. While explicit solvent atomistic classical MD simulations are well-developed and can be quite accurate, achieving MD simulations with
converged dynamics on the same timescale would require on the order of 10,000 – 100,000 hours of processor time or more. The LE4PD is not a replacement for MD simulation as a computational method to predict the fluctuations and dynamics of proteins, but it is a useful tool to quickly provide a prediction of the dynamics given an input structural ensemble.

Even though the simulation-free LE4PD requires minimal computation it is site-specific, informed of intramolecular energy barriers, hydrodynamics, and long-range correlated motion. It is a sophisticated model of protein dynamics and because of its accuracy in predicting the dynamics, with no input from the dynamical data, LE4PD is a valuable and computationally convenient model to investigate barrier-crossing processes on the suite of timescales defining the fluctuations of proteins.
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