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Abstract
We prove existence and uniqueness results of positive viscosity solutions of fully nonlinear
degenerate elliptic equations with power-like zero order perturbations in bounded domains.
The principal part of such equations is either $\mathcal{P}_-^k(D^2u)$ or $\mathcal{P}_+^k(D^2u)$, some sort of “truncated
Laplacians”, given respectively by the smallest and the largest partial sum of $k$ eigenvalues
of the Hessian matrix. New phenomena with respect to the semilinear case occur. Moreover,
for $\mathcal{P}_-^k$, we explicitly find the critical exponent $p$ of the power nonlinearity that separates
the existence and nonexistence range of nontrivial solutions with zero Dirichlet boundary
condition.
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1 Introduction and main results
The aim of this paper is to investigate the existence and uniqueness of nontrivial solutions of some
nonproper fully nonlinear very degenerate elliptic equations of second order. More specifically we
are interested in nonnegative solutions of

$$\mathcal{P}_-^k(D^2u(x)) + u^p(x) = 0 \text{ in } \Omega$$

(1)
or of

$$\mathcal{P}_+^k(D^2u(x)) + u^p(x) = 0 \text{ in } \Omega,$$

subject to the Dirichlet boundary condition $u = 0$ on $\partial \Omega$. From now on $\Omega$ will be a bounded
domain of $\mathbb{R}^N$, $N \geq 2$ and $p > 0$. In (1)-(2) the operators $\mathcal{P}_-^\pm$ are defined for $C^2$-functions by the
partial sums

$$\mathcal{P}_-^k(D^2u) = \sum_{i=1}^k \lambda_i(D^2u) \quad \text{and} \quad \mathcal{P}_+^k(D^2u) = \sum_{i=N-k+1}^N \lambda_i(D^2u)$$

(3)
of the ordered eigenvalues $\lambda_1(D^2u) \leq \ldots \leq \lambda_N(D^2u)$ of the Hessian matrix $D^2u$. They reduce to
the standard Laplacian $\Delta$ if $k = N$. If $u$ is merely a continuous function the previous definitions
have to be understood in the weak viscosity sense, see e.g. [8, 14, 25].

The interest for such operators originated in geometric framework since the works of Sha [30] [31] and Wu [33], dealing with compact Riemannian manifolds which are $k$-convex, i.e. if the
partial sum of the principal curvature functions

$$\lambda_1 + \ldots + \lambda_k$$

1 Dip. di Matematica “G. Castelnuovo”, Sapienza Università di Roma, P.le Aldo Moro 2, I00185 Roma, Italy
galise@mat.uniroma1.it
is positive. More recent results in $k$-convex geometry can be found in Harvey and Lawson [24].

The operators $\mathcal{P}^\pm_k$ also arise in the papers of Ambrosio and Soner [1], where the authors developed a level set approach for the mean curvature evolution of surfaces with arbitrary co-dimension, as well as in Oberman and Silvestre [27] concerning the underlying Dirichlet problem satisfied by the convex envelope of a prescribed boundary function. In the PDE context, we wish to mention the works of Caffarelli, Li and Nirenberg [9, 10] which deal with maximum principle and symmetry type results for singular solutions, and of Harvey and Lawson [23] about existence and uniqueness of solutions of more general pure second order equations of the form $F(D^2u) = 0$. Further developments can be found in [11, 13, 22, 2, 20]. In the recent paper [4], the case $p = 1$ is considered, leading to the eigenvalue problem for $\mathcal{P}^\pm_k$. There the authors extend the notion of generalized principal eigenvalue to such operators, in the spirit of the acclaimed work of Berestycki-Nirenberg-Varadhan [3], shedding light on some very unusual phenomena due to the high degeneracy of $\mathcal{P}^\pm_k$.

For instance, the failure of the strong minimum principle for $\mathcal{P}^\pm_k$ leading to the eigenvalue problem for the Laplacian. In this context, the assumption $u \geq 0$ in (1) is far to be equivalent to $u > 0$.

Let us consider the Dirichlet problem

\[
\begin{cases}
    u > 0, & \mathcal{P}^\pm_k (D^2u) + up = 0 \quad \text{in } \Omega \\
    u = 0 & \text{on } \partial \Omega.
\end{cases}
\]

(4)

The main result of this paper is the following

**Theorem 1.1.** Let $\Omega$ be a bounded domain of $\mathbb{R}^N$ and let $k < N$ be a positive integer.

(1) If $p \geq 1$ then there are no subsolutions of (4).

(2) If $p \in (0, 1)$ and $\Omega \in \mathcal{C}_R$, then there exists a unique solution $U \in C(\Omega)$ of (4).

Moreover for every $x_0 \in \partial \Omega$ and any $q < \frac{1}{1-p}$ one has

\[
\lim_{x \to x_0} \frac{U(x) - U(x_0)}{|x - x_0|^q} = 0.
\]

(5)

The conclusions of Theorem 1.1 are rather unusual and some comments are in order.

The value $p = 1$ sharply characterizes the range of $p$ for the existence and nonexistence of positive (sub)solutions of (4), so playing the role of “critical exponent” for $\mathcal{P}^\pm_k$, at least in the class $\mathcal{C}_R$ of uniformly convex domains, see Definition 2.2.

It is quite surprising that the critical character of $p = 1$ is exactly the same both for solutions and for subsolutions. Moreover it does not depend on $k < N$. This striking feature has also a dual counterpart in $\mathbb{R}^N$: $p = 1$ is a threshold for the existence of positive (super)solutions of (4) in the whole $\mathbb{R}^N$, as proved in [5].

Furthermore it appears there is no relationship between the standard Sobolev critical exponent $p^* = \frac{N+2}{N-2}$ of the Laplacian $\Delta = \^\pm$ and that of $\mathcal{P}^\pm_k$.

A further effect of the strong degeneracy of $\mathcal{P}^\pm_k$ is expressed by (5) as a sort of “anti-Hopf lemma”. This is a consequence of the fact that $\mathcal{P}^\pm_k$ is a first order operator,

\[
\mathcal{P}^\pm_k (D^2u) = k \frac{u'(r)}{r},
\]

when acting on convex and radially decreasing functions $u = u(|x|)$, namely $u'(r) \leq 0$, $u''(r) \geq 0$.

In view of Theorem 1.1 it seems natural to analyze the asymptotic profile for $p \to 1$ of the solution $U = U_p$ of (4). Using only comparison arguments, we shall prove that

\[
M_p := \|U_p\|_{L^\infty(\Omega)} \to 0 \quad \text{for } p \to 1
\]

and, if $\Omega$ is the unit ball centered at the origin, that the rescaled functions

\[
\tilde{U}_p(x) = \frac{1}{M_p} U_p \left( M_p^{\frac{1}{p-1}} x \right)
\]
converge, as $p \to 1$, to a radial solution of the “limit equation”

$$P_k^{-}(D^2u) + u = 0 \quad \text{in } \mathbb{R}^N.$$ 

This result continues to hold for small perturbations of the domain $\Omega$, as showed in the Proposition 3.5. We emphasize that such proof is performed without employing a priori estimates and compactness arguments, as for the Laplacian, see [21], but only using the explicit expression of $U_p$ in the unit ball and the comparison principle.

Consider now the problem

$$\begin{cases}
P_k^+(D^2u) + u^p = 0 & \text{in } \Omega \\
u = 0 & \text{on } \partial \Omega.
\end{cases} \tag{6}$$

Here we don’t need to assume $u > 0$, since the strong minimum principle applies to every solution of $P_k^+(D^2u) \leq 0$, see [4]. We obtain the following

**Theorem 1.2.** Let $\Omega \in \mathcal{C}_R$ and let $k < N$ be a positive integer.

1. If $p \in (0, 1)$ then there exists a unique positive solution $V \in C(\Omega)$ of (6). Moreover $V > U$ in $\Omega$, where $U$ is the solution of (4) provided by Theorem 1.1.

2. If $k = 1$ and $p$ is any number larger than 1, then (6) admits a solution.

The situation seems to be reversed with respect to the result concerning $P_k^-$ in the superlinear case, since at least for $k = 1$ and $\Omega \in \mathcal{C}_R$ there are nontrivial solutions for any $p > 1$. In particular there are no “critical values” of $p$. In order to explain such phenomena and describe how the proofs of Theorems 1.1-1.2 are carried out, let us make a comparison with the semilinear case $k = N$ and with the fully nonlinear uniformly elliptic counterpart.

In the first case, both (1)-(2) reduce to well known Lane-Emden equation

$$\Delta u + u^p = 0 \quad \text{in } \Omega, \quad u = 0 \quad \text{on } \partial \Omega. \tag{7}$$

Since the problem (7) is in divergence form, then the existence issue of positive solutions relies on the minimization, in the Sobolev space $H_0^1(\Omega)$, of the associated energy functional

$$E(u) = \frac{1}{2} \int_\Omega |Du|^2 \, dx - \frac{1}{p+1} \int_\Omega |u|^{p+1} \, dx.$$ 

Hence variational methods provide the existence of positive solutions if $p < p^* = \frac{N+2}{N-2}$. The bound on the exponent $p$ is related to the lack of compactness of the embedding $H_0^1(\Omega) \hookrightarrow L^{p^*+1}(\Omega)$. Moreover the classical Pohozaev’s identity implies that such restriction on $p$ is necessary if $\Omega$ is star shaped. Of course, the operators $P_{k,\pm}$ do not fit in the variational setting.

Another approach in establishing existence results is based on a priori estimates joined with topological degree arguments, as in [16] (see also the survey paper [20] and the references therein). This approach has been successfully applied in the fully nonlinear framework by Quaas and Sirakov [29] (see also [17], [28]). There the authors consider the Pucci’s extremal operators $M_{\lambda,\Lambda}^{+}$, the prototypes of fully nonlinear uniformly elliptic operators, and they obtain a priori bounds by means of the blow-up technique à la Gidas-Spruck [21]. The success of these arguments rests first on the uniform ellipticity (regularity theory), then on nonexistence results of Liouville type, which force the exponent $p$ to be “subcritical”. The explicit expressions of the critical exponents for entire supersolutions of $M_{\lambda,\Lambda}^{+}(D^2u) + u^p = 0$ are known, see [15], and they reduce to the standard one $\frac{N}{\lambda-1}$ when $\lambda = \Lambda = 1$, i.e. when the Pucci’s operators coincide with the Laplacian. A larger range of $p$ for the existence of radial solutions was obtained by Felmer-Quaas [18], but in this case the explicit expressions for the critical exponents in terms of $\lambda, \Lambda, N$ are not known. If $\Omega$ is an annulus, then the existence of classical solutions of $F(x, D^2u) + u^p = 0$ in $\Omega$, where $F$ is a radially invariant uniformly elliptic operator, was obtained in [19] for any $p > 1$. 
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In the case of $\mathcal{P}_k^\pm$, the main obstruction in applying such arguments relies on the lack of compactness results in $C(\overline{\Omega})$, whenever a priori estimates are available. If $k < N$ then the only known results concern the case $k = 1$ and they are consequences of Hölder regularity estimates, see [1, 27]. For this reason we have avoided, as far as possible, the necessity of using compactness in proving our existence results. In the sublinear case, $p \in (0, 1)$, for both $\mathcal{P}_k^\pm$ and any $k$ (not only $k = 1$), we use a suitable change of variable, which goes back to [6] and converts (1)-(2) in proper equations for which the Perron’s method can be applied. Such approach has been already used in the fully nonlinear setting in [12], but there the uniformly ellipticity (ABP estimates, Harnack inequality etc.) is strongly used to get existence of solutions and, as mentioned before, such tools fail for $\mathcal{P}_k^\pm$.

On the other hand the implementation of the Perron’s method relies on the existence of barrier functions. To this aim one typically makes use of the uniformly ellipticity. The lack of uniformly ellipticity of $\mathcal{P}_k^\pm$ is offset by a convexity assumption on $\Omega$, say $\Omega \in C_R$ in the sense of Definition 2.2. The convexity of $\Omega$ seems to be a natural assumption for the well-posedness of the Dirichlet problem, see [1, 23].

In the superlinear case, $p > 1$, the operators $\mathcal{P}_k^-$ and $\mathcal{P}_k^+$ produce totally different results. Such striking features have been already investigated in [5] for entire solutions. For $\mathcal{P}_k^-$ the critical exponent that separates the existence and nonexistence range of positive (super)solutions is 1 for any $k$ and any dimension $N$, while $\mathcal{P}_k^+$ acts similarly to the Laplacian in the $k$-dimensional space. Indeed for $k = 1, 2$ there are no entire positive supersolutions of $\mathcal{P}_k^+(D^2 u) + u^p = 0$ for any $p$, while for $k > 2$ the nonexistence result holds if, and only if, $p \leq \frac{k}{k-2}$. Moreover for $p \in \left(\frac{k}{k-2}, \frac{N}{N-2}\right)$ there are no radial positive classical solutions, while such solutions exist when $p \geq \frac{k}{k-2}$. We observe that, differently from the Laplacian, the failure of the strong maximum principle and the lack of symmetry results for $\mathcal{P}_k^+$ does not allow to conclude that $\frac{k}{k-2}$ is the critical exponent for solutions. In particular the existence issue of nonradial solutions of $\mathcal{P}_k^+(D^2 u) + u^p = 0$ in $\mathbb{R}^N$ is an open problem.

Another remarkable difference between $\mathcal{P}_k^-$ and $\mathcal{P}_k^+$ occurs at the eigenvalues level (see [4]): in any bounded domain $\Omega$, the operator $\mathcal{P}_k^-$ does not admit positive eigenfunctions, since $\mathcal{P}_k^-(D^2 \cdot) + \mu$ satisfies the maximum principle for any $\mu > 0$. On the contrary the generalized principal eigenvalue à la Berestycki-Nirenberg-Varadhan for $\mathcal{P}_k^+$, i.e. sup $\left\{ \mu > 0 \right\} \exists \nu > 0$ s.t. $\mathcal{P}_k^+(D^2 \nu) + \mu \nu \leq 0$ in $\Omega$, is finite and it corresponds (at least for $k = 1$) to a positive eigenfunction.

The proof of statement (2) of Theorem 1.2 is based on a fixed point theorem and Leray-Schauder degree theory for compact operators. We follow the approach used by Quaas-Sirakov [29] in the case of Pucci’s extremal uniformly elliptic operators. Such argument relies on compactness and this explain the reason for assuming $k = 1$. There are no restriction on the exponent $p$ if $k = 1$, since in this case the are no critical exponents both in $\mathbb{R}^N$ and in the halfspace $\partial \mathbb{R}^N_+$, as showed in [5]. We stress that if the compactness of solutions is extended to $k > 1$, then automatically the previous theorem would extend to these values of $k$ for $p$ below a corresponding critical exponent.

We conclude the Introduction by pointing out that the lack of information concerning the critical exponent for $\mathcal{P}_k^+$ and the uniqueness of solutions of the corresponding equations, does not allow us to perform the asymptotic analysis as done in the case of $\mathcal{P}_k^-$. The paper is organized as follows: in Section 2 we recall some useful fact about the operators $\mathcal{P}_k^\pm$ and prove a comparison principle between subsolutions and (positive) supersolutions in the sublinear case $p \in (0, 1)$; Section 3 is devoted to the proof of Theorem 1.1 and to the asymptotic profile of the solution $U_p$ when $p \to 1$; Theorem 1.2 is proved in Section 4; in the last section we deal with a larger class of degenerate operators giving some extension of the previous results.

2 Preliminaries

We consider the linear space $S^N$ of real symmetric matrices of order $N$, $N \geq 2$, endowed with the usual partial order: $X \leq Y$ in $S^N$ means that $\langle X \zeta, \zeta \rangle \leq \langle Y \zeta, \zeta \rangle$ for any $\zeta \in \mathbb{R}^N$, where $\langle \cdot, \cdot \rangle$
is the Euclidean inner product. Hereafter the eigenvalues of any $X \in S^N$ will be arranged in nondecreasing order:  
$$\lambda_1(N) \leq \ldots \leq \lambda_N(X).$$

The norm of $X \in S^N$ is $\|X\| = \sup_{i=1,\ldots,N} \{|\lambda_i(X)|\}$, while $\text{Tr}(X)$ stands for the trace of $X$.

For $\zeta \in \mathbb{R}^N$ the tensor product $X = \zeta \otimes \zeta$ is the symmetric matrix whose $i, j$-entry is $X_{ij} = \zeta_i \zeta_j$. In this case $\lambda_1(X) = 0$, with multiplicity (at least) $N - 1$ and eigenspace orthogonal to $\zeta$, while $\lambda_N(X) = |\zeta|^2$ which is simple (if $\zeta \neq 0$) and eigenspace spanned by $\zeta$.

The operators $P_k^\pm : S^N \to \mathbb{R}$ are defined by
$$P_k^-(X) = \lambda_1(X) + \ldots + \lambda_k(X) \quad \text{and} \quad P_k^+(X) = -(P_k^-(-X)).$$

It is easy to see that both $P_k^-$ and $P_k^+$ are positively homogeneous operators of degree one, i.e $P_k^+(tX) = tP_k^+(X)$ for $t > 0$, and $P_k^-(X) \leq P_k^+(X)$ for any $X \in S^N$.

Their (degenerate) ellipticity is expressed by the following monotonicity property:
$$X \leq Y \quad \text{in} \quad S^N \quad \Rightarrow \quad P_k^\pm(X) \leq P_k^\pm(Y). \quad (8)$$

Condition (8) follows from Courant’s min-max representation formula for eigenvalues
$$\lambda_i(X) = \min_{\dim V = i} \max_{\zeta \in V \setminus \{0\}} \frac{(X\zeta,\zeta)}{|\zeta|^2} \quad \text{for} \quad i = 1, \ldots, N,$$

which tells in particular that $\lambda_i(X)$ depends monotonically on $X$.

On the other hand, the strong notion of uniformly ellipticity, i.e.
$$P_k^+(X) - P_k^-(Y) \geq \lambda \text{Tr}(X - Y) \quad \text{for some} \quad \lambda > 0 \quad (9)$$

if $X \geq Y$, fails to be true. Actually it holds if, and only if, $k = N$. When $k < N$ the degenerate traits of the operators $P_k^\pm$ appear, for instance in the lack of strict ellipticity along any fixed direction $\zeta \in \mathbb{R}^N$:
$$\min_{X \in S^N} (P_k^\pm(X + \zeta \otimes \zeta) - P_k^\pm(X)) = 0. \quad (10)$$

Some properties concerning $P_k^\pm$, such as sub/superadditivity or continuity in the matrix argument, can be easily deduced from the equivalent characterization of such operators as infimum and supremum of linear mappings acting on $S^N$ (see [9, Lemma 8.1]):
$$P_k^-(X) = \inf \left\{ \sum_{i=1}^k \langle X\zeta_i, \zeta_i \rangle \mid \zeta_i \in \mathbb{R}^N \text{ and } \langle \zeta_i, \zeta_j \rangle = \delta_{ij} \text{ for } i, j = 1, \ldots, k \right\} \quad (11)$$
and
$$P_k^+(X) = \sup \left\{ \sum_{i=1}^k \langle X\zeta_i, \zeta_i \rangle \mid \zeta_i \in \mathbb{R}^N \text{ and } \langle \zeta_i, \zeta_j \rangle = \delta_{ij} \text{ for } i, j = 1, \ldots, k \right\}. \quad (12)$$

In particular we deduce from (11), (12) that $P_k^-$ is concave and $P_k^+$ is convex in $S^N$. Moreover the following inequalities are satisfied: for any $X, Y \in S^N$
$$P_k^-(X - Y) \leq P_k^+(X) - P_k^-(Y) \leq P_k^+(X - Y) \quad (13)$$
and
$$|P_k^\pm(X) - P_k^\pm(Y)| \leq k \|X - Y\|. \quad (14)$$

Let us look now at the solvability of the Dirichlet boundary value problem for $P_k^\pm$ in a bounded domain $\Omega$. Recall that, unless otherwise specified, by a solution (resp. subsolution, supersolution) we mean continuous viscosity solution (resp. upper semicontinuous viscosity subsolution, lower semicontinuous viscosity supersolution).

The only ellipticity condition (8) is sufficient to get a weak form of the maximum principle, hence the uniqueness of solutions. The following maximum principle is a particular case of [20, Proposition 4.1].
Proposition 2.1. Let \( u \in USC(\Omega) \) be a subsolution of
\[
P^+_k(D^2u) = f(x) \quad \text{in } \Omega,
\]
with \( f \in C(\Omega) \). Then
\[
sup_{\Omega} u \leq \limsup_{x \to \partial \Omega} u(x) + C \| f^- \|_{L^\infty(\Omega)}
\]
where \( C \) is a constant depending only on \( k \) and \( \text{diam } \Omega \).

We focus on the existence issue. It is well known that the existence of solutions of elliptic operators, satisfying boundary conditions of Dirichlet type, is connected to the existence of barrier functions, which in turn depends on geometric properties of the boundary. In the case of \( P^\pm_k \), the barriers construction can be performed (see [4, Section 2]) in the case of uniformly convex domains:

Definition 2.2. \( \Omega \in \mathcal{C}_R \) if, and only if, there exists \( R > 0 \) and a subset \( Y \) of \( \mathbb{R}^N \), depending on \( \Omega \), such that
\[
\Omega = \bigcap_{y \in Y} B_R(y).
\]

From the above definition it follows that for any \( x \in \partial \Omega \) there exists \( y \in Y \), \( y = y(x) \) and not necessarily unique, such that \( B_R(y) \supseteq \Omega \) and \( x \in \partial B_R(y) \). See also [24, Chapter 14, Section 2].

We emphasize that, in general, the boundary of a domain \( \Omega \in \mathcal{C}_R \) is not a smooth surface, e.g. the intersection of a finite number of balls.

In this context (see [4, Proposition 5.1]):

Proposition 2.3. Let \( \Omega \in \mathcal{C}_R \). If \( f \in C(\Omega) \) is bounded, then the problems
\[
\begin{cases}
P^\pm_k(D^2u) = f(x) & \text{in } \Omega \\
u = 0 & \text{on } \partial \Omega
\end{cases}
\]
have unique solutions.

We conclude this section by showing a comparison principle type result for
\[
P^\pm_k(D^2u) + u^p = 0 \quad \text{in } \Omega
\]
in the sublinear case \( p \in (0,1) \). Here \( \Omega \) is an arbitrary bounded domain of \( \mathbb{R}^N \). As already stated in the Introduction, the strong degeneracy of \( P^\pm_k \) is reflected on the validity of the maximum/minimum principles which are affected by lower order perturbations in the equations and they could be fail without further restrictions. As a matter of fact for any \( x_0 \in \Omega \) and \( r \) small enough, let us consider the function
\[
u(x) = \begin{cases}
\left[ \frac{1-\rho}{2r} (r^2 - |x-x_0|^2) \right]^{\frac{1}{p}} & \text{if } x \in B_r(x_0) \\
0 & \text{if } x \in \Omega \setminus B_r(x_0).
\end{cases}
\]

It provides a nontrivial example of solution (see the proof of Theorem 1.2 in [5]) of
\[
P^+_k(D^2u) + u^p = 0 \quad \text{in } \Omega, \quad u = 0 \quad \text{on } \partial \Omega.
\]

Hence the uniqueness of solutions with prescribed boundary data is violated. On the other hand if we restrict to the class of positive supersolutions, so excluding the functions compactly supported in \( \Omega \) as [19], then the comparison between sub and supersolutions of [18] holds true. The proof is carried out by the change of variable \( U(x) = \frac{1}{1-p} u^{1-p}(x) \), which goes back to [9]. We notice that the only properties of \( P^\pm_k \) we shall use in the proof of comparison are the ellipticity and 1-homogeneity. For this reason and for notation simplicity we shall detail the computations in the case of \( P^-_k \), with obvious changes if \( P^+_k \) is considered.

We first prove the following
Lemma 2.4. If \( u \in USC(\Omega) \) is a nonnegative subsolution (\( u \in LSC(\Omega) \) supersolution) of (11) and \( p \in (0,1) \), then the function \( U \) defined by \( U(x) = \frac{1}{1-p}u^{1-p}(x) \) is a nonnegative subsolution (supersolution) in \( \Omega \) of
\[
P_k^- \left( UD^2U + \frac{p}{1-p}DU \otimes DU \right) + U = 0. \tag{20}
\]

Proof. We treat the subsolution case, the other one being similar. Let \( \phi \in C^2(\Omega) \) be a test function touching \( U \) from above at \( x_0 \in \Omega \), i.e.
\[
\max_{x \in B_{\delta}(x_0)} (U(x) - \phi(x)) = U(x_0) - \phi(x_0) = 0.
\]
If \( U(x_0) = 0 \), then \( x_0 \) is a local minimum point for \( \phi \). Hence \( D\phi(x_0) = 0 \) and
\[
P_k^- \left( \phi(x_0)D^2\phi(x_0) + \frac{p}{1-p}D\phi(x_0) \otimes D\phi(x_0) \right) + \phi(x_0) = 0.
\]
Otherwise \( U(x_0) > 0 \) and the function \( \psi(x) = (1-p)^{-\frac{1}{1-p}}\phi^{\frac{1}{1-p}}(x) \) touches \( u \) from above at \( x_0 \). Since \( u(x_0) > 0 \) then \( \psi \) is \( C^2 \) in a neighborhood of \( x_0 \) (notice that if \( p \geq \frac{1}{2} \), then \( \psi \) is \( C^2 \) even in the case \( u(x_0) = 0 \)). A straightforward computation yields
\[
D^2\psi(x_0) = (1-p)^{\frac{\alpha}{1-p}}\phi^{\frac{\alpha}{1-p}-1}(x_0) \left( \phi(x_0)D^2\phi(x_0) + \frac{p}{1-p}D\phi(x_0) \otimes D\phi(x_0) \right)
\]
and, since \( u \) is a subsolution of (11), one has
\[
0 \leq \psi^p(x_0) + P_k^- (D^2\psi(x_0)) = (1-p)^{\frac{\alpha}{1-p}}\phi^{\frac{\alpha}{1-p}-1}(x_0) \left[ P_k^- \left( \phi(x_0)D^2\phi(x_0) + \frac{p}{1-p}D\phi(x_0) \otimes D\phi(x_0) \right) + \phi(x_0) \right].
\]
Hence the conclusion follows from the fact that \( \phi(x_0) > 0 \). \( \square \)

Theorem 2.5 (Comparison principle). Let \( u \in USC(\Omega) \) and \( v \in LSC(\Omega) \) be respectively a sub and supersolution of (11) and let \( p \in (0,1) \). If \( u \leq v \) on \( \partial \Omega \) and \( v \) is strictly positive in \( \Omega \), then \( u \leq v \) in \( \Omega \).

Proof. By contradiction we suppose that \( \Omega^+ = \{ x \in \Omega : (u-v)(x) > 0 \} \neq \emptyset \). Then for \( \varepsilon > 0 \) fixed and small enough, we have that \( \max_{\Omega}(U-V_\varepsilon) > 0 \), where
\[
U(x) = \frac{1}{1-p}u^{1-p}(x) \quad \text{and} \quad V_\varepsilon(x) = (1+\varepsilon)V(x) = \frac{1+\varepsilon}{1-p}v^{1-p}(x)
\]
are respectively a nonnegative subsolution of (20) and a positive supersolution of
\[
P_k^- \left( D^2V_\varepsilon + \frac{p}{1-p}DV_\varepsilon \otimes DV_\varepsilon \right) + 1 \leq -\varepsilon. \tag{21}
\]
Doubling the variables, see [14], Section 3], we consider for \( \alpha > 0 \)
\[
\max_{\Omega \times \Omega} \left( U(x) - V_\varepsilon(y) - \frac{\alpha}{2}(x-y)^2 \right) = U(x_\alpha) - V_\varepsilon(y_\alpha) - \frac{\alpha}{2}|x_\alpha - y_\alpha|^2 \geq \max_{\Omega}(U(x) - V_\varepsilon(x)) > 0, \tag{22}
\]
with \( (x_\alpha, y_\alpha) \in \Omega \times \Omega \) for \( \alpha \) large. In view of [14], Theorem 3.2 there exists \( X_\alpha, Y_\alpha \in S^N \) such that \( X_\alpha \leq Y_\alpha \) and
\[
(\alpha(x_\alpha - y_\alpha), X_\alpha) \in J^2_{\Omega} U(x_\alpha), \quad (\alpha(x_\alpha - y_\alpha), Y_\alpha) \in J^2_{\Omega} V_\varepsilon(y_\alpha).
\]
Using (20), (24) and the fact that \( U(x_\alpha) > V_\xi(y_\alpha) \) as a consequence of (22) we get
\[
0 \leq P_k^- \left( X_\alpha + \frac{p}{1-p} \frac{\alpha(x_\alpha - y_\alpha) \otimes \alpha(x_\alpha - y_\alpha)}{U(x_\alpha)} \right) + 1 \\
\leq P_k^- \left( Y_\alpha + \frac{p}{1-p} \frac{\alpha(x_\alpha - y_\alpha) \otimes \alpha(x_\alpha - y_\alpha)}{V_\xi(y_\alpha)} \right) + 1 \leq -\varepsilon,
\]
a contradiction.

\[\text{Remark 2.6.}\] We stress that Lemma 2.4 and Theorem 2.5 can be restated for any degenerate elliptic operator \( F = F(X) \), which is continuous and positively homogeneous of degree one.

### 3 Positive solutions of \( P_k^- (D^2 u) + u^p = 0 \)

The comparison principle, Theorem 2.5, provides the following a priori estimates.

**Proposition 3.1.** Let \( u \in USC(\Omega) \) be a subsolution of
\[
\begin{align*}
P_k^- (D^2 u) + u^p &= 0 & \text{in } \Omega \\
u &= 0 & \text{on } \partial \Omega
\end{align*}
\]
in a bounded domain \( \Omega \) such that \( \Omega \subset B_R \). If \( p \in (0,1) \) then
\[
\sup_{\Omega} u \leq \left( \frac{R^2}{2k} (1-p) \right)^{\frac{1}{p'}}.
\]

If \( p \geq 1 \) then \( u \equiv 0 \).

**Remark 3.2.** A further remarkable difference between the uniformly elliptic case \( k = N \) and the degenerate one \( k < N \), is the presence of \( (1-p)\frac{1}{p'} \) in the estimate (24). Such estimate shows that, for \( p \) close to 1, all possible subsolutions of (22) are very small. This surprising feature trivially fails for the Laplacian. Indeed it is sufficient to consider the ball \( B_r \) of radius \( r \) such that the principal eigenvalue of \( \Delta \) is \( \lambda_k^+ (B_r) = 1 \). Then consider the normalized positive eigenfunction \( \phi \), in such a way \( \Delta \phi + \phi^p \geq \Delta \phi + \phi = 0 \) for any \( p \in (0,1) \) and \( \phi = 0 \) on \( \partial B_r \), but on the other hand \( \sup_{B_r} \phi \equiv 1 \).

**Proof of Proposition 3.1** Let \( p \in (0,1) \). Since the function \( v(x) = [\frac{1-p}{2p} (R^2 - |x|^2)]^{\frac{1}{p'}} \) is a positive supersolution of \( P_k^- (D^2 v) + v^p = 0 \) in \( \Omega \), in fact a classical solution, and \( u \leq v \) on \( \partial \Omega \), then Theorem 2.5 yields \( u \leq v \) in \( \Omega \). In particular
\[
\sup_{\Omega} u \leq \left( \frac{R^2}{2k} (1-p) \right)^{\frac{1}{p'}}.
\]

Consider now the case \( p \geq 1 \) and assume by contradiction that \( u \) is a nontrivial subsolution of (23). In particular \( M = \sup_{\Omega} u \neq 0 \). Then the function \( v(x) = \frac{1}{M} u \left( M^{\frac{1}{1-q}} x \right) \) is well defined in \( \Omega = M^{\frac{1}{1-q}} \Omega \) and it is a subsolution of (23) in \( \Omega \). Since \( \sup_{\bar{\Omega}} v = 1 \), then for any for any \( q < 1 \)
\[
P_k^- (D^2 v) + v^q(x) \geq P_k^- (D^2 v) + v^p(x) \geq 0 & \text{ in } \bar{\Omega}.
\]

By estimate (24)
\[
\sup_{\bar{\Omega}} v \leq \left( C(1-q) \right)^{\frac{1}{p'}}
\]
where \( C \) is now a constant depending on \( k, \Omega, M \) and \( p \). Sending \( q \to 1 \) in (25) we get \( v \equiv 0 \). This is in contradiction to \( \sup_{\Omega} v = 1 \). \( \blacksquare \)
Proposition 3.3. Let us consider the Dirichlet problem \( (23) \) in the sublinear case \( p \in (0, 1) \). Then:

i) there exists a positive subsolution \( u \in \text{Lip}(\Omega) \). In particular \( u = 0 \) on \( \partial \Omega \);

ii) if \( \Omega \in C_{R_1} \), then there exists a positive supersolution \( \overline{v} \in \text{Lip}(\Omega) \) such that \( \overline{v} = 0 \) on \( \partial \Omega \) and \( \overline{z} \geq u \) in \( \Omega \).

Proof. For any \( z \in \Omega \), let \( \delta_z = \text{dist}(z, \partial \Omega) \) be the distance function to the boundary of \( \Omega \) and let \( \underline{v}_z \) be the function defined by

\[
\underline{v}_z(x) = \begin{cases} 
\frac{1-p}{2k}(\delta_z^2 - |x - z|^2)^{\frac{1}{1+p}} & \text{if } x \in B_{\delta_z}(z) \\
0 & \text{if } x \in \Omega \setminus B_{\delta_z}(z).
\end{cases}
\]

By construction \( \underline{v}_z \in C^1(\Omega) \), it is a solution of \( (23) \) and \( \underline{v}_z \equiv 0 \) on \( \partial \Omega \). The gradient of \( \underline{v}_z \) can be bounded independently of \( z \in \Omega \), say

\[
\|D \underline{v}_z\|_{L^\infty(\Omega)} \leq C := \left( \frac{1-p}{1+p} \right)^{\frac{1}{1+p}} \frac{R^{1+p}}{k}
\]

where \( R \) is a positive constant such that \( \Omega \subseteq B_R \). Hence the family \( \{\underline{v}_z\}_{z \in \Omega} \) is equi-Lipschitz in \( \Omega \) and its supremum \( \underline{u}(x) = \sup_{z \in \Omega} \underline{v}_z(x) \) is in turn Lipschitz continuous: for any \( x_1, x_2 \in \Omega \)

\[
|\underline{u}(x_1) - \underline{u}(x_2)| \leq \sup_{z \in \Omega} |\underline{v}_z(x_1) - \underline{v}_z(x_2)| \leq C|x_1 - x_2|.
\]

From [14, Lemma 4.2], \( \underline{u} \) is a subsolution of the equation in \( (23) \). Moreover for any \( z \in \Omega \)

\[
\underline{u}(z) \geq \underline{v}_z(z) = \left( \frac{1-p}{2k} \delta_z^2 \right)^{\frac{1}{1+p}},
\]

so the function \( \underline{u} \) is positive in \( \Omega \). On the boundary, if \( x_0 \in \partial \Omega \), then \( \underline{u}_z(x_0) = 0 \) for any \( z \in \Omega \), hence \( \underline{u}(x_0) = 0 \). This concludes part i).

For ii) we assume that \( \Omega = \bigcap_{y \in Y} B_R(y) \) where \( Y \subseteq \mathbb{R}^N \). For any \( y \in Y \) we consider the positive solution of \( (23) \) in the ball \( B_R(y) \), i.e. \( v_y(x) = \left( \frac{1-p}{2k}(R^2 - |x - y|^2) \right)^{\frac{1}{1+p}} \). Note that such solution is unique by comparison principle, Theorem \( 24 \). As in part i), the infimum envelope \( \overline{v}(x) = \inf_{y \in Y} v_y(x) \) defines a globally Lipschitz continuous function in \( \Omega \) which is a supersolution of the equation in \( (23) \). Moreover if \( x_0 \in \partial \Omega \), then there exists at least one \( y = y(x_0) \in Y \) such that \( x_0 \in \partial B_R(y) \). So \( \overline{u}(x_0) \leq v_y(x_0) = 0 \) and \( \overline{u} \) vanishes on the boundary \( \partial \Omega \). Now we claim that \( \overline{u} \geq \underline{u} \). We cannot directly invoke Theorem \( 24 \) since \( \overline{u} \), which is by definition the infimum of positive function, is a priori only nonnegative in \( \Omega \). Fix \( x_0 \in \Omega \). Firstly note that

\[
\underline{u}(x_0) = \sup \{ \underline{v}_z(x_0) : z \in \Omega \text{ and } x_0 \in B_{\delta_z}(z) \}
\]

since \( \underline{v}_z(x_0) = 0 \) if \( x_0 \notin B_{\delta_z}(z) \). Now for any \( y \in Y \) and \( x_0 \in B_{\delta_z}(z) \subseteq Y \subseteq B_R(y) \) one has

\[
||x_0 - y||^2 - |x_0 - z|^2 = ((|x_0 - y| + |x_0 - z|) |x_0 - y| - |x_0 - z|)
\leq (R + \delta_z) |y - z|
\leq (R + \delta_z)(R - \delta_z) = R^2 - \delta_z^2.
\]

This implies that \( \delta_z^2 - |x_0 - z|^2 \leq R^2 - |x_0 - y|^2 \), hence

\[
\underline{v}_z(x_0) \leq v_y(x_0).
\]

Since the previous inequality holds true for any \( y \in Y \) and any \( z \in \Omega \) such that \( x_0 \in B_{\delta_z}(z) \), we conclude by using \( 26 \). \( \square \)
We are in position to prove Theorem 1.1.

Proof of Theorem 1.1 The nonexistence of positive subsolutions in the superlinear case $p \geq 1$ is a consequence of Proposition 3.4. Let us assume $p \in (0, 1)$. In view Proposition 3.3, the function

$$U(x) = \sup_{u \in S} u(x)$$

where

$$S = \{ u \in USC(\Omega) : u \text{ is a subsolution of } (1) \text{ and } \underline{u} \leq u \leq \overline{u} \text{ in } \Omega \}$$

is well defined in $\Omega$. Since $\underline{u} > 0$, the comparison principle, Theorem 2.5, applies within $S$. Then the Perron’s method \cite[Theorem 4.1]{14} guarantees that $U$ is the desired solution. For (5) fix any $x_0 \in \partial \Omega$ and choose $y_0 \in Y$, depending on $x_0$, such that $x_0 \in \partial B_R(y_0)$. Using the definition of $\overline{u}$, i.e. $\overline{u}(x) = \inf_{y \in Y} v_y(x)$, one has

$$\frac{U(x) - U(x_0)}{|x - x_0|^q} \leq \frac{\overline{u}(x)}{|x - x_0|^q} \leq \frac{v_{y_0}(x)}{|x - x_0|^q} \leq \left( (1 - p) \frac{R}{k} \right)^{\frac{1}{1-p}} |x - x_0|^\frac{1}{1-p} - q$$

and the conclusion follows.

For any $p \in (0, 1)$ let us denote by $U_p$ the unique solution of (1) provided by Theorem 1.1. We are interested in the asymptotic behaviour, as $p \to 1$, of the rescaled functions

$$\hat{U}_p(x) = \frac{1}{M_p} U_p \left( \frac{1}{M_p} x \right) \quad x \in \Omega_p \equiv M_p^{-\frac{1}{2}} \Omega.$$ (27)

Here $M_p = \max_{\Omega_p} U_p$, so that max $\hat{U}_p = 1$.

In the case $\Omega \equiv B_1(0)$, the unit ball centered at the origin, we are going to show that $\hat{U}_p$ converges locally uniformly to $\hat{U}_1(x) := \exp(-\frac{|x|^2}{2k})$ which is a classical solution of the limit equation

$$\mathcal{P}_k^- (D^2 u) + u = 0 \quad \text{in } \mathbb{R}^N.$$ (28)

At this stage it is worth to point out that $\hat{U}_1$ is the unique solution of (28), up to translation and rescaling, within the class of $C^2$-radial functions. This fact is a consequence of the following lemma, see also \cite{5} for further properties concerning entire solutions of $\mathcal{P}_k^+ (D^2 u) + u^p = 0$.

Lemma 3.4. Let $f \in C^1([0, +\infty))$ be a nonnegative function such that $f'(t) \geq 0$ for any $t \geq 0$. If $u = u(r)$, $r = |x|$, is a nonnegative $C^2$-solution of $\mathcal{P}_k^- (D^2 u) + f(u) = 0$ in $\mathbb{R}^N$, then

$$k \frac{u'(r)}{r} + f(u(r)) = 0 \quad \forall r > 0.$$ (29)

Proof. We claim that

$$\frac{u'(r)}{r} \leq u''(r) \quad \forall r > 0.$$ (30)

From (30) we immediately obtain (29) using the definition of $\mathcal{P}_k^-$. In order to prove (30) let us assume by contradiction that there exists $r_0 > 0$ such that the function

$$v(r) = \begin{cases} \frac{u'(r)}{r} - u''(r) & \text{if } r > 0 \\ 0 & \text{if } r = 0 \end{cases}$$

is positive at $r_0$. Let $r = \inf \{ \rho \in (0, r_0) : v > 0 \text{ in } (\rho, r_0) \}$. By continuity the function $v$ is positive on the interval $(\underline{r}, r_0)$ and $v(\underline{r}) = 0$. Moreover in $(\underline{r}, r_0)$, the equation $\mathcal{P}_k^- (D^2 u) + f(u) = 0$ can be written as

$$v(r) = k \frac{u'(r)}{r} + f(u(r)).$$
Differentiating the equation above:

\[ v'(r) = k \frac{u''(r)}{r} - k \frac{u'(r)}{r^2} + f'(u(r))u'(r) \leq -k \frac{v}{r}, \quad r \in (r, r_0). \]

In the last inequality we have used the assumption \( f' \geq 0 \) and the fact that \( u' \leq 0 \), which is a direct consequence of the inequality \( P_{r_k}(D^2 u) \leq 0 \). Hence \( (r^k v)' \leq 0 \) in \((r, r_0)\) and \( r_0^k v(r_0) \leq r^k v(x) = 0 \). This contradicts the definition of \( r_0 \).

Now we can go back to the asymptotic analysis of (27) in the case \( \Omega = B_1 \). This is a very simple computation since we know the explicit expression of \( U_p \), namely

\[ U_p(x) = \left[ \frac{1 - p}{2k} (1 - |x|^2) \right]^{\frac{1}{1-p}}. \]

So \( M_p = U_p(0) = \left( \frac{1 - p}{2k} \right)^{\frac{1}{1-p}} \) and \( \Omega_p = B_{\sqrt{\frac{1}{1-p}}} (0) \). When \( p \to 1 \), then \( \Omega_p \to \mathbb{R}^N \) and

\[ \lim_{p \to 1} \tilde{U}_p(x) = \lim_{p \to 1} \left( 1 - \frac{|x|^2}{2k}(1 - p) \right)^{\frac{1}{1-p}} = \exp\left( -\frac{|x|^2}{2k} \right), \tag{31} \]

the limit being uniform in compact sets of \( \mathbb{R}^N \).

A similar result continues to hold for domains \( \Omega_p \) which are, in some sense, small perturbations of \( B_{\sqrt{\frac{1}{1-p}}} (0) \). This is precised in the following proposition.

**Proposition 3.5.** Let \( \{\Omega_p\}_{p \in (0,1)} \) be a family of convex domains belonging to \( \mathcal{C}_R \), with \( R = R(p) \) and \( Y = Y(p) \). Denote by \( U_p \) be the corresponding solutions of (3) in \( \Omega_p \). Let us assume that there exist \( \bar{x}_p, \hat{x}_p \in \mathbb{R}^N \) and \( \rho_p, \hat{\rho}_p > 0 \) such that

\[ B_{\sqrt{\frac{1}{1-p}}} - \rho_p (\bar{x}_p) \subseteq \Omega_p \subseteq B_{\sqrt{\frac{1}{1-p}}} + \hat{\rho}_p (\hat{x}_p). \]

If

\[ |\bar{x}_p| + |\hat{x}_p| \to 0 \quad \text{and} \quad \rho_p + \hat{\rho}_p \to 0 \quad \text{as} \quad p \to 1, \tag{32} \]

then \( \lim_{p \to 1} \tilde{U}_p(x) = \exp\left( -\frac{|x|^2}{2k} \right) \) locally uniformly in \( \mathbb{R}^N \).

**Proof.** Let

\[ u_p(x) = \left[ \frac{1 - p}{2k} \left( \left( \sqrt{\frac{2k}{1 - p}} - \rho_p \right)^2 - |x - \bar{x}_p|^2 \right) \right]^{\frac{1}{1-p}} = 1 + \frac{1 - p}{2k} \left( \rho_p^2 - |\bar{x}_p|^2 + 2 \langle x, \bar{x}_p \rangle - |x|^2 \right) - 2 \rho_p \sqrt{\frac{1 - p}{2k}} \]

and

\[ v_p(x) = \left[ \frac{1 - p}{2k} \left( \left( \sqrt{\frac{2k}{1 - p}} + \rho_p \right)^2 - |x - \hat{x}_p|^2 \right) \right]^{\frac{1}{1-p}} = 1 + \frac{1 - p}{2k} \left( \rho_p^2 - |\hat{x}_p|^2 + 2 \langle x, \hat{x}_p \rangle - |x|^2 \right) + 2 \rho_p \sqrt{\frac{1 - p}{2k}} \]
be the solutions of (33) in $B \sqrt{\frac{1}{\tau_{p}}}(\bar{x}_{p})$ and $B \sqrt{\frac{1}{\tau_{p}}}(\tilde{x}_{p})$ respectively. Fix a compact subset $K$ of $\mathbb{R}^{N}$. Since $B \sqrt{\frac{1}{\tau_{p}}}(\bar{x}_{p})$ tends to $\mathbb{R}^{N}$, then for $p$ close to 1 the comparison principle, Theorem 2.5 yields
\[ u_{p}(x) \leq U_{p}(x) \leq v_{p}(x) \quad x \in K. \]
Using the assumption (32), it is easy to check that both $u_{p}$ and $v_{p}$ converge to $\tilde{U}_{1}(x) = \exp(-\frac{|x|^{2}}{2\rho})$ uniformly in $K$, from which the conclusion follows.

\[ \square \]

4 Positive solutions of $\mathcal{P}_{k}^{+}(D^{2}u) + u^{p} = 0$

We deal with the existence of positive solutions of
\[
\begin{cases}
\mathcal{P}_{k}^{+}(D^{2}u) + u^{p} = 0 & \text{in } \Omega \\
u = 0 & \text{on } \partial \Omega. 
\end{cases}
\]
(33)

As a consequence of the strong minimum principle (see [4, Remark 2.6]), every supersolution $u$ of (33) satisfies: either $u \equiv 0$ or $u > 0$ in $\Omega$, independently of $p$.

First we consider the sublinear case $p \in \mathcal{S}$.

Proof of Theorem 1.2-(1). Using the assumption (32), it is easy to check that both $\mathcal{P}_{k}^{+}(D^{2}u)$ is nonnegative and satisfies in the viscosity sense (see [20, Lemma 3.1])
\[ 0 = V^{p}(x) - U^{p}(x) + \mathcal{P}_{k}^{+}(D^{2}V(x)) - \mathcal{P}_{k}^{+}(D^{2}U(x)) \geq \mathcal{P}_{k}^{+}(D^{2}(V - U)(x)) \quad x \in \Omega. \]

Let $\Omega = \bigcap_{y \in Y} B_{R}(y)$ and consider for any $y \in Y$ the function $v_{y}$ defined by
\[ v_{y}(x) = \tau(R^{2} - |x - y|^{2}) \quad x \in \overline{\Omega}, \]
where $\tau = \left(\frac{R^{2p}}{2k}\right)^{\frac{1}{p}}$. Since $D^{2}v_{y}(x) = -2\tau I$, where $I \in \mathcal{S}^{N}$ is the identity matrix, then for any $x \in \Omega$ we obtain
\[ \mathcal{P}_{k}^{+}(D^{2}v_{y}(x)) + v_{y}^{p}(x) = -2k\tau + \tau^{p}(R^{2} - |x - y|^{2})^{p} \leq \tau^{p}(R^{2p} - 2k^{1-p}) = 0. \]
Moreover
\[ \sup_{y \in Y} \|Dv_{y}\|_{L_{\infty}(\overline{\Omega})} \leq 2\tau R. \]

As in the proof of Proposition 3.3(ii), the function $\overline{\tau}(x) = \inf_{y \in Y} v_{y}(x) \in \text{Lip}(\overline{\Omega})$ is a supersolution of (33) such that $\overline{\tau} \equiv 0$ on $\partial \Omega$. As far as the positivity of $\overline{\tau}$ is concerned, fix $x_{0} \in \Omega$ and let $\delta_{x_{0}} = \text{dist}(x_{0}, \partial \Omega)$. Since $B_{\delta_{x_{0}}}(x_{0}) \subseteq B_{R}(y)$ for any $y \in Y$, then $|y - x_{0}| \leq R - \delta_{x_{0}}$ and
\[ v_{y}(x_{0}) = \tau(R + |x_{0} - y|)(R - |x_{0} - y|) \geq \tau R\delta_{x_{0}}. \]

Taking the infimum over $y \in Y$ we get $\overline{\tau}(x_{0}) \geq \tau R\delta_{x_{0}}$.

In view of comparison principle, Theorem 2.5 and Remark 2.6 we obtain the inequality $U \leq \overline{\tau}$ in $\overline{\Omega}$. Hence the Perron’s solution
\[ V(x) = \sup \{ u(x) : u \text{ is a subsolution of (33) and } U \leq u \leq \overline{\tau} \text{ in } \overline{\Omega} \} \]
provides the unique positive solution of (33).

Since $U \leq V$ in $\Omega$ by definition, then the difference $V - U$ is nonnegative and satisfies in the viscosity sense (see [20, Lemma 3.1])
\[ 0 = V^{p}(x) - U^{p}(x) + \mathcal{P}_{k}^{+}(D^{2}V(x)) - \mathcal{P}_{k}^{+}(D^{2}U(x)) \geq \mathcal{P}_{k}^{+}(D^{2}(V - U)(x)) \quad x \in \Omega. \]
By the strong minimum principle either $U \equiv V$ or $U < V$. We argue by contradiction by assuming that $U \equiv V$. Take $z_0 \in \Omega$ and let $x_0 \in \partial \Omega$ such that $\delta_{z_0} = \text{dist}(z_0, \partial \Omega) = |x_0 - z_0|$. Since we are assuming that $U$ is also a positive solution of \( P_k \), then we can use the Hopf boundary lemma (which holds true for supersolution of $P_k$, see \cite{4}). Hence if $\nu = \frac{x_0 - z_0}{|x_0 - z_0|}$ denotes the outer normal to the ball $B_{\delta_{z_0}}(z_0)$ at $x_0$, then

$$\liminf_{t \to 0^+} \frac{U(x_0 - t\nu) - U(x_0)}{t} > 0.$$ 

But this is in contradiction with \( \delta \) and this shows that $U < V$ in $\Omega$.

Henceforth we shall assume $p > 1$. In this case, the proof of the existence of a positive solution of \( \alpha \) consists in the application of the degree theory for compact operators in cones, combined with appropriate a priori bounds. We shall use in particular the following fixed point theorem.

**Theorem 4.1** \cite{16, Proposition 2.1 and Remark 2.1}. Let $\mathcal{C}$ be a cone in the Banach space $(\mathcal{X}, \|\cdot\|)$ and $\Phi : \mathcal{C} \to \mathcal{C}$ a compact map such that $\Phi(0) = 0$. Assume that there exist a compact map $F : \overline{B_R} \times [0, \infty) \to \mathcal{C}$, where $B_R = \{x \in \mathcal{X} \mid \|x\| < R\}$, and numbers $0 < r < R$, $T > 0$ such that

(i) $x \neq t\Phi(x)$ for $0 \leq t \leq 1$ and $\|x\| = r$;

(ii) $F(x, 0) = \Phi(x)$ and $F(x, t) \neq x$ for $\|x\| = R$ and $0 \leq t < \infty$;

(iii) $F(x, t) = x$ has no solution $x \in \overline{B_R}$ for $t \geq T$.

Then $\Phi$ has a fixed point $x \in \mathcal{C}$ such that $r < \|x\| < R$.

In our case let $\mathcal{C}$ be the closed cone in the Banach space $\mathcal{X} = C(\overline{\Omega})$, defined by

$$\mathcal{C} = \{v \in C(\overline{\Omega}) \mid v \geq 0 \text{ in } \overline{\Omega} \text{ and } v = 0 \text{ on } \partial \Omega\}.$$ 

We consider the map $\Phi_k : \mathcal{C} \to \mathcal{C}$, where for $v \in \mathcal{C}$, $u(x) = \Phi_k(v)(x)$ is the unique solution of

$$\begin{cases}
\mathcal{L}_k^+(D^2u) + v^p = 0 & \text{in } \Omega \\
u \cdot D u = 0 & \text{on } \partial \Omega. 
\end{cases} \quad (34)$$

The existence issue of a positive solution of \( \alpha \) is equivalent to find a fixed point of $\Phi_k$.

Using Propositions \( 24 \) and \( 26 \), the map $\Phi_k$ is well defined and such that $\Phi_k(0) = 0$. Moreover if $v_n \to v$ in $\mathcal{C}$ and $u_n = \Phi_k(v_n)$, then

$$\begin{cases}
\mathcal{L}_k^+(D^2[u_n - u]) \geq -|v_n^p(x) - v^p(x)| & \text{in } \Omega \\
u_n - u = 0 & \text{on } \partial \Omega.
\end{cases}$$

Using the estimate \( 14 \), we obtain

$$\|\Phi_k(v_n) - \Phi_k(v)\|_{L^\infty(\overline{\Omega})} \leq C \|v_n^p - v^p\|_{L^\infty(\overline{\Omega})},$$

from which the continuity of $\Phi_k$ follows.

In order to have the compactness of $\Phi_k$ we shall assume from now on that $k = 1$. Setting $\Phi_1 = \Phi$, in view of \( 4 \) Proposition 3.1, $\Phi$ maps bounded subsets of $\mathcal{C}$ in bounded subsets of $\text{Lip}(\overline{\Omega})$, which are precompact in $\mathcal{C}$ by Ascoli theorem.

Now we define $F(v, t)$, for any $v \in \mathcal{C}$ and any $t \geq 0$, as the unique solution $u(x)$ of

$$\begin{cases}
\mathcal{L}_1^+(D^2u) + (v + t)^p = 0 & \text{in } \Omega \\
u u = 0 & \text{on } \partial \Omega. 
\end{cases} \quad (35)$$

By the same argument as before, $F$ is a compact operator in $\mathcal{C} \times [0, \infty)$. Moreover by the definition, $F(\cdot, 0) \equiv \Phi(\cdot)$.

We conclude the proof of Theorem \( 12 \).
Theorem 4.2. Let \( \Omega \in C_R \) and let \( p > 1 \). Then there exists a positive solution of

\[
\begin{aligned}
P_1^+(D^2 u) + u^p &= 0 \quad \text{in } \Omega \\
u &= 0 \quad \text{on } \partial \Omega.
\end{aligned}
\]  \hspace{1cm} (36)

Proof. We are going to prove that the assumptions of Theorem 4.1 are satisfied. We start by (i). For this let us consider the positive first eigenvalue \( \mu_1^+ \) of \( P_1^+ \) associated to a positive eigenfunction, defined by

\[
\mu_1^+ = \sup \{ \mu > 0 | \exists v \in LSC(\Omega), v > 0 \text{ and } P_1^+(D^2 v) + \mu v \leq 0 \text{ in } \Omega \}.
\]  \hspace{1cm} (37)

It gives a threshold for the validity of the maximum principle (see [4]), i.e. for any \( \mu < \mu_1^+ \)

\[
P_1^+(D^2 u) + \mu u \geq 0 \quad \text{in } \Omega, \quad u \leq 0 \text{ on } \partial \Omega \quad \implies \quad u \leq 0 \quad \text{in } \Omega.
\]  \hspace{1cm} (38)

We show that there exists \( r > 0 \) small enough such that there are no positive subsolutions of

\[
\begin{aligned}
P_1^+(D^2 v) + tv^p &= 0 \quad \text{in } \Omega \\
v &= 0 \quad \text{on } \partial \Omega,
\end{aligned}
\]

\( t \in [0,1] \), with \( \|v\|_{L^\infty(\Omega)} \leq r \). This in particular implies that the equation \( v = t \Phi(v) \) does not admit positive solutions \( v \) with \( \|v\|_{L^\infty(\Omega)} = r \), i.e. condition (i). We argue by contradiction by assuming that there exists a sequence \( t_n \in [0, 1] \) and a sequence of positive function \( v_n \in USC(\Omega) \)

such that \( \|v_n\|_{L^\infty(\Omega)} \to 0 \) and

\[
P_1^+(D^2 v_n) + t_n v_n^p \geq 0 \quad \text{in } \Omega, \quad v_n = 0 \quad \text{on } \partial \Omega.
\]

For \( \varepsilon < \mu_1^+ \), we can pick \( n \) large enough so that \( v_n > 0 \) in \( \Omega \) and

\[
0 \leq P_1^+(D^2 v_n) + t_n v_n^p \leq P_1^+(D^2 v_n) + t_n \|v_n\|_{L^\infty(\Omega)}^{p-1} v_n \leq P_1^+(D^2 v_n) + \varepsilon v_n,
\]

but this contradicts (38).

Now we focus on condition (iii). Let \( T \) be such that \( T > \left( \mu_1^+ \right)^{\frac{1}{p-1}} \). If, for some \( t \geq T \), \( v \) would a nonnegative supersolution of \( P_1^+(D^2 v) + (v + t)^p = 0 \), then

\[
P_1^+(D^2(v + t)) + T^{p-1}(v + t) \leq P_1^+(D^2 v) + (v + t)^p \leq 0
\]

and this contradicts the definition (37) of \( \mu_1^+ \). This means that for every nonnegative supersolution of \( P_1^+(D^2 v) + (v + t)^p = 0 \) in \( \Omega \), then \( 0 \leq t < T \). This in particular implies (iii) and condition (ii) for \( t \geq T \).

It remains to show condition (ii) for \( t \in (0, T) \). This will be accomplished by showing that for \( R \) large enough, then all possible positive solutions of

\[
\begin{aligned}
P_1^+(D^2 u) + (u + t)^p &= 0 \quad \text{in } \Omega \\
u &= 0 \quad \text{on } \partial \Omega,
\end{aligned}
\]

with \( 0 \leq t < T \), satisfy the a priori bound \( \|u\|_{L^\infty(\Omega)} < R \). If this is not the case, then there exists \( \{(u_n, t_n)\} \subset C \times (0, T) \)

such that

\[
P_1^+(D^2 u_n) + (u_n + t_n)^p = 0 \quad \text{in } \Omega \quad \text{and} \quad \|u_n\|_{L^\infty(\Omega)} \to \infty.
\]

Set \( M_n = \max_{\Omega} u_n = u_n(x_n), \ x_n \in \Omega \) and

\[
\tilde{u}_n(x) = \frac{1}{M_n} u_n \left( x_n + M_n^{\frac{1-p}{p}} x \right) \quad x \in \Omega_n \equiv M_n^{\frac{p-1}{q}} (\Omega \setminus \{x_n\}).
\]
By scaling invariance, \( \tilde{u}_n \) is a solution of

\[
\mathcal{P}^+_1(D^2\tilde{u}_n) = -\left(\tilde{u}_n + \frac{t_n}{M_n}\right)^p \quad \text{in} \quad \Omega_n, \tag{39}
\]

with right hand side uniformly bounded in \( L^\infty \). It is standard to see that \( \Omega_n \) tends as \( n \to \infty \) to \( \mathbb{R}^N \) or to the half spaces \( \partial \mathbb{R}^+_N \) (up to a orthogonal transformation). Using the regularity result of \([4, \text{Proposition 3.1}]\) and a diagonal argument, there exists a subsequence of \( \tilde{u}_n \), still denoted by \( \tilde{u}_n \), converging locally uniformly to a function \( U \). Passing to the limit into the equation (39) we get that \( U \) is a solution of

\[
\mathcal{P}^+_1(D^2U) + U^p = 0 \quad \text{in} \quad \mathbb{R}^N
\]

or of

\[
\begin{cases}
\mathcal{P}^+_1(D^2U) + U^p = 0 & \text{in} \quad \mathbb{R}^N \\
U = 0 & \text{on} \quad \partial \mathbb{R}^+_N.
\end{cases}
\]

On the other hand the Liouville type results \([5, \text{Theorems 1.1, 1.3, 1.5}]\) imply in both cases that \( U \equiv 0 \), but this is in contradiction to \( \|U\|_{L^\infty} = 1 \).

5 Some generalization

In this section we deal with the class of one homogeneous elliptic operators for which \( \mathcal{P}^-_k \) and \( \mathcal{P}^+_k \) are respectively the minimal and maximal ones, with the aim to extend the existence results in the sublinear case to this larger class of operators. We shall also give some generalization in the superlinear case.

Therefore we consider the boundary value problem

\[
\begin{cases}
u > 0, & F(D^2u) + a(x)u^p = 0 \quad \text{in} \quad \Omega \\
u = 0 & \text{on} \quad \partial \Omega
\end{cases} \tag{40}
\]

under the following assumptions:

(H1) \( F : \mathbb{S}^N \to \mathbb{R} \) is a continuous degenerate elliptic operator, positively homogeneous of degree 1 such that

\[
\mathcal{P}^-_k(X) \leq F(X) \leq \mathcal{P}^+_k(X) \quad \forall X, Y \in \mathbb{S}^N
\]

for some \( k \in [1, N] \);

(H2) \( a \in C(\Omega) \) is bounded between two positive constants.

Examples of \( F \)

1. Convex combinations of eigenvalues:

\[
F(X) = \sum_{i=1}^{N} \alpha_i \lambda_i(X) \quad \text{with} \quad \sum_{i=1}^{N} \alpha_i = 1 \quad \text{and} \quad \alpha_i \geq 0
\]

satisfy (H1) with \( k = 1 \). As particular cases:

i) \( \alpha_i = \frac{1}{N} \quad \forall i = 1, \ldots, N \implies F(D^2u) = \frac{1}{N} \Delta u; \)

ii) \( \alpha_i = 1, \alpha_j = 0 \quad \text{for} \quad j \neq i \implies F(D^2u) = \lambda_i(D^2u). \)

2. \( k \)-sums of eigenvalues (not necessarily consecutive eigenvalues):

\[
F(X) = \sum_{i=1}^{k} \lambda_{j_i}(X) \tag{42}
\]
where \(1 \leq j_1 < \ldots < j_k \leq N\) are integer numbers.

Note that the extremal operators \(P_k^-\) and \(P_k^+\) correspond to \(j_i = i\) and \(j_i = N - k + i\) respectively. If \(k = N - 1\), then (42) can be written as

\[
F(X) = \text{Tr}(X) - \lambda_i(X)
\]

for a certain \(i \in \{1, \ldots, N\}\), so that \(F(D^2u)\) is some sort or "quasi-Laplacian".

3. Sup/inf operators:

\[
F(X) = \sup \alpha F_\alpha(X), \quad F(X) = \inf \alpha F_\alpha(X)
\]

where \(\{F_\alpha\}_\alpha\) is a one-parameter family of elliptic operators satisfying (41). More general one could consider families of operators depending on two or more parameters. Just to give an explicit example, consider

\[
F(X) = \max \{\lambda_1(X) + \lambda_4(X), \lambda_2(X) + \lambda_3(X)\} \quad X \in S^4,
\]

which fulfill the assumption (H1) with \(k = 2\).

**Theorem 5.1.** Let \(\Omega \in C_\mathbb{R}\) and assume (H1)-(H2). If \(p \in (0, 1)\) then there exist a unique solution of (40).

**Sketch of the proof.** Let \(U\) and \(V\) be respectively the functions obtained in Theorems 1.1-1.2. By the assumption (H2)

\[
0 < \underline{a} := \inf_{x \in \Omega} a(x) \leq \overline{a} := \sup_{x \in \Omega} a(x) < \infty.
\]

Hence, using (11), we get that \(u(x) = \underline{a}^{\frac{1}{1-p}} U\) and \(v(x) = \overline{a}^{\frac{1}{1-p}} V\) are respectively positive sub and supersolution of

\[
F(D^2u) + a(x)u^p = 0 \quad \text{in} \ \Omega
\]

which are null on \(\partial \Omega\). Since the comparison principle also applies for (40) (see Remark 2.6 and use the continuity of \(a(x)\)), then the existence of the unique positive solution is a consequence of Perron’s method.

**Remark 5.2.** In the particular case \(F(X) = \frac{\text{Tr}(X)}{N}\) and \(a(x) = \frac{1}{N}\), then the previous theorem provides the existence and uniqueness of a unique positive viscosity solution of \(\Delta u + u^p = 0\). A variational approach for such problem (with more general zero order terms) has been addressed in Brezis-Oswald [7].

One of the crucial difference between \(P_k^-\) and \(P_k^+\) is expressed by the reversed Hopf property (5) of Theorem 1.1. It relies on the fact that, for

\[
v(x) = \left[ \frac{1 - p}{2k} (R^2 - |x - x_0|^2) \right]^{\frac{1}{1-p}} \quad x_0 \in \partial \Omega,
\]

the largest eigenvalue \(\lambda_N(D^2v)\) of the Hessian is neglected by the operator \(P_k^-\) by definition, conversely it appears in the expression of \(P_k^+(D^2v)\). This implies that \(v\) is a solution of \(P_k^-(D^2v) + v^p = 0\) in \(\Omega\), while it is not for \(P_k^+\).

In this spirit, using a comparison argument, it is easy to see that the unique positive solution \(u\) of (40) still satisfies

\[
\lim_{x \to x_0} \frac{u(x) - u(x_0)}{|x - x_0|^q} = 0 \quad \text{for} \ q < \frac{1}{1 - p}
\]

provided the function \(v\) (multiplied by a positive constant depending on \(F\) and \(a(x)\)) is a solution of the inequality

\[
F(D^2v) + a(x)v^p \leq 0 \quad \text{in} \ \Omega.
\]

See Remark 5.4 below for some examples.
We now consider $p \geq 1$. As showed in the Section 3, the nonexistence of subsolutions of \( \mathcal{P}^{-}_{k} \) in the case $F \equiv P_{-k}$ is a consequence of the a priori bound (24). An alternative way to prove this fact is the following: first observe that for any nonnegative subsolution of $P_{-k}(D^{2}u) + a(x)u^{p} = 0$ one has 
\[ P_{-k}(D^{2}u) + \|au^{p-1}\|_{L^{\infty}(\Omega)} u \geq 0 \quad \text{in} \ \Omega; \]
then in [4 Proposition 4.3] it has been proved that 
\[ \sup \{ \mu > 0 \mid \exists v \in \text{LSC}(\Omega), v > 0 \quad \text{and} \quad P_{-k}(D^{2}v) + \mu v \leq 0 \quad \text{in} \ \Omega \} = \infty. \]
This implies that for any $\mu \in \mathbb{R}$ the operator $P_{-k}(D^{2}) + \mu \cdot$ satisfies the maximum principle ([4, Theorem 4.1]), hence 
\[ u \leq 0 \quad \text{on} \ \partial \Omega \quad \implies \quad u \equiv 0 \quad \text{in} \ \overline{\Omega}. \]

More in general

**Proposition 5.3.** Let $\Omega$ be a bounded domain and assume (H1)-(H2). If 
\[ \sup \{ \mu > 0 \mid \exists v \in \text{LSC}(\Omega), v > 0 \quad \text{and} \quad F(D^{2}v) + \mu v \leq 0 \quad \text{in} \ \Omega \} = \infty \quad (44) \]
then there are no subsolutions of \( \mathcal{P}^{-}_{1} \).

**Remark 5.4.** Conditions (43)-(44) are satisfied, for instance, by the convex combinations of Example 1 in the case $\alpha_{N} = 0$, or by the partial $k$-sums of Example 2 provided $j_{k} \leq N - 1$. For (44) it is sufficient to consider $v(x) = (R^{2} - |x|^{2})^{\gamma}$, $\gamma > 1$, as in the case of $P_{-k}$, see [4 Proposition 4.3].

Finally we point out that the proof of Theorem 4.2 strongly depends on the precise structure of $\mathcal{P}^{+}_{k}$, in particular on the compactness of the map $\Phi$ defined in (34). The lack of regularity results for $\mathcal{P}^{+}_{k}$, $k > 1$, seems to be a real obstruction in the existence issue of nontrivial solutions, a fortiori for more general nonlinearities $F$ satisfying (H1) and which are not covered by Proposition 5.3.
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