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Abstract. In our earlier paper [9], it is proved that a homogeneous rigid, traction or impedance condition on one or two intersecting line segments together with a certain zero point-value condition implies that the solution to the Lamé system must be identically zero, which is referred to as the generalized Holmgren principle (GHP). The GHP enables us to solve a longstanding inverse scattering problem of determining a polygonal elastic obstacle of general impedance type by at most a few far-field measurements. In this paper, we include all the possible physical boundary conditions from linear elasticity into the GHP study with additionally the soft-clamped, simply-supported as well as the associated impedance-type conditions. We derive a comprehensive and complete characterisation of the GHP associated with all of the aforementioned physical conditions. As significant applications, we establish novel unique identifiability results by at most a few scattering measurements not only for the inverse elastic obstacle problem but also for the inverse elastic diffraction grating problem within polygonal geometry in the most general physical scenario. We follow the general strategy from [9] in establishing the results. However, we develop technically new ingredients to tackle the more general and challenging physical and mathematical setups. It is particularly worth noting that in [9], the impedance parameters were assumed to be constant whereas in this work they can be variable functions.
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1. Introduction

This paper is continuation of our earlier paper [9] on a novel unique continuation principle for the Lamé operator and its applications to several challenging inverse elastic problems. We begin by briefly introducing the background and motivation of our study and referring to [9] for more related discussions.

Let $\Omega \subset \mathbb{R}^2$ be a bounded open set. $u = (u_\ell)_{\ell=1}^2 \in L^2(\Omega)^2$ is said to be a (generalised) Lamé eigenfunction if

$$\begin{align*}
- \mathcal{L}(u) = \kappa u & \quad \text{in} \quad \Omega, \quad \kappa \in \mathbb{R}_+,
\end{align*}$$

where

$$\mathcal{L}(u) := \mu \Delta u + (\lambda + \mu) \nabla (\nabla \cdot u)$$

and $\mathcal{L}$ is known as the Lamé operator that arises in the theory of linear elasticity. Here $\lambda, \mu$ are the Lamé constants satisfying the following strong convexity condition

$$\mu > 0 \quad \text{and} \quad \lambda + \mu > 0.$$  

(1.3)

In (1.1), it is noted that we do not assume any boundary condition on $\partial \Omega$ for $u$ since we shall be mainly concerned with a local property of $u$. (1.1) arises in the study of the time-harmonic elastic wave scattering with $u$ and $\omega := \sqrt{\kappa}$ respectively signifying the elastic displacement field and the angular frequency. We next present six trace operators
associated with \( u \) in (1.1) that arise in different physical scenarios in the theory of linear elasticity. To that end, we let \( \Gamma_h \in \Omega \) be a closed connected line segment, where \( h \in \mathbb{R}_+ \) signifies the length of the line segment. Let

\[
\nu = (\nu_1, \nu_2)^\top \quad \text{and} \quad \tau = (-\nu_2, \nu_1)^\top
\]

respectively, signify the unit normal and tangential vectors to \( \Gamma_h \). The traction \( T_\nu \mathbf{u} \) on \( \Gamma_h \) is defined by

\[
T_\nu \mathbf{u} = 2\mu \partial_\nu \mathbf{u} + \lambda \nu (\nabla \cdot \mathbf{u}) + \mu \tau (\partial_2 u_1 - \partial_1 u_2),
\]

where

\[
\nabla \mathbf{u} := \begin{bmatrix} \partial_1 u_1 & \partial_2 u_1 \\ \partial_1 u_2 & \partial_2 u_2 \end{bmatrix}, \quad \partial_\nu \mathbf{u} := \nabla \mathbf{u} \cdot \nu, \quad \partial_j u_i := \partial u_i / \partial x_j.
\]

Set

\[
B_1(\mathbf{u}) = T_\nu \mathbf{u}|_{\Gamma_h}, \quad B_2(\mathbf{u}) = \mathbf{u}|_{\Gamma_h},
\]

\[
B_3(\mathbf{u})|_{\Gamma_h} = \left( \begin{array}{c} \nu \cdot \mathbf{u} \\ \tau \cdot T_\nu \mathbf{u} \end{array} \right), \quad B_4(\mathbf{u})|_{\Gamma_h} = \left( \begin{array}{c} \tau \cdot \mathbf{u} \\ \nu \cdot T_\nu \mathbf{u} \end{array} \right),
\]

\[
B_5(\mathbf{u}) = B_1(\mathbf{u}) + \eta B_2(\mathbf{u}), \quad B_6(\mathbf{u}) = B_3(\mathbf{u}) + \eta B_4(\mathbf{u}),
\]

where \( \eta \in L^\infty(\Gamma_h) \) and \( \eta \equiv 0. \) Physically, the condition \( B_j(\mathbf{u}) = 0, j = 1, \ldots, 6, \) corresponds, respectively, to the case that \( \Gamma_h \) is a traction-free, rigid, soft-clamped, simply-supported, impedance or generalized-impedance line segment.

It is noted that \( u \) is real-analytic in \( \Omega \) since \( L \) is an elliptic PDO with constant coefficients. The classical Holmgren’s uniqueness principle (HUP) states that if any two different conditions from \( B_j(\mathbf{u}) = 0, 1 \leq j \leq 4, \) are satisfied on \( \Gamma_h, \) then \( \mathbf{u} \equiv 0 \) in \( \Omega; \) see [9] for more relevant background discussion on this aspect. In [9], we show that under ultra weaker conditions in two scenarios, the Holmgren principle still holds, which is referred to as the generalized Holmgren principle (GHP). In the first scenario, it is proved that if only one homogeneous condition is fulfilled on \( \Gamma_h \) plus a certain zero point-value condition, say \( \tau^\top \nabla u|_{x=x_0} \nu = 0 \) for any fixed \( x_0 \in \Gamma_h \) in the case that \( \Gamma_h \) is rigid, then one must have \( \mathbf{u} \equiv 0 \) in \( \Omega. \) That is, one of the two homogeneous conditions on \( \Gamma_h \) in the Holmgren principle can be replaced by a point-value condition. In the other scenario, two intersecting line segments \( \Gamma^+_h \) and \( \Gamma^-_h \) are involved. It is proved that if two homogeneous conditions are respectively fulfilled on \( \Gamma^+_h \) (the two homogeneous conditions can be the same to or different from each other), then one generically has \( \mathbf{u} \equiv 0. \) It is noted that in the degenerate case where the two line segments are collinear and the two homogeneous conditions are different, the GHP is reduced to the standard Holmgren principle. However, in [9], only \( B_1, B_2 \) and \( B_5 \) were considered. In this paper, we shall include all the boundary traces from (1.6)–(1.8) into the GHP study, and derive a comprehensive and complete characterisation of the GHP associated with all the possible physical situations. In addition, there are two more extensions that are worthy of noting: first, in [9], the impedance parameter \( \eta \) is always assumed to be constant, and in this paper, it can be a variable function; second, in [9], a certain geometric restriction was required on the intersecting angle in the case of two intersecting line segments, and in this paper, we completely relax such a restriction. In principle, we follow the general strategy from [9] in establishing the new GHP results. However, we develop technically new ingredients to tackle the more general and challenging physical and mathematical setups.

It is remarked that the HUP holds in a more general geometric setup where the line segment \( \Gamma_h \) can be relaxed to be an analytic curve. Indeed, it is a special case of the more general Unique Continuation Principle (UCP) for elliptic PDOs. But the HUP requires the analyticity of the solution, which is also the case in our study. This is the main
reason that we require $\Gamma_h$ located inside the domain $\Omega$, and refer to the new uniqueness principle as the GHP. We believe the GHP generically does not hold if $\Gamma_h$ is curved. On the other hand, our study should be able to be extended to the higher dimensional case. But as shall be seen that even for the two-dimensional case associated with flat lines, the study involves highly technical and lengthy arguments. Hence, we defer the aforementioned extensions and generalisations to our future study.

The GHP is strongly motivated by our study of a longstanding geometrical problem in the inverse scattering theory. It is concerned with the unique determination of the geometrical shape of an obstacle by minimal/optimal or at least formally-determined scattering measurements, which constitutes an open problem in the literature. In recent years, global uniqueness results with formally-determined scattering data have been achieved in determining polygonal/polyhedral obstacles of the soft-clamped or simply-supported type [10,15]. The mathematical machinery therein is mainly based on certain reflection and path arguments that are of a global nature. The GHP enables us to develop a completely local argument in resolving the unique determination problem for polygonal obstacles of the traction-free, rigid or impedance type [9]. In this paper, using the newly established results for the GHP, we can prove the global uniqueness in determining the shape of a general polygonal obstacle as well as its boundary impedance (if there is any) by formally-determined data (indeed at most a few scattering measurements) in the most general physical scenario. We are aware that in the non-polygonal/polyhedral setting with formally-determined scattering data, only local uniqueness/stability results were derived in the literature for rigid or traction-free obstacles, where one needs to a-priori know that the possible obstacles cannot deviate too much [11,17]. In addition to the inverse elastic obstacle problem, we also consider the inverse elastic diffraction grating problem of determining unbounded polygonal structures and establish several novel unique identifiability results by at most a few scattering measurements.

The rest of the paper is organized as follows. In Section 2, we present an overview and summary of the GHP results for the convenience of the readers. Sections 3 and 4 are respectively devoted to the GHP in the presence of a single homogeneous line segment and two homogeneous line segments. In Section 5, we present the unique identifiability results for the inverse elastic obstacle problem and the inverse diffraction grating problem.

2. Overview and summary of the GHP results

In order to have a complete and comprehensive study, the derivation of the GHP results in this paper is lengthy and technically involved. In order ease the reading of the audience, we provide a brief summary of the GHP results in this section. We first fix several notations as well as the geometric setup in our study.

**Definition 2.1.** Suppose that $\psi(r)$ is a complex-valued function for $r \in \Sigma := [0, r_0]$, where $r_0 \in \mathbb{R}_+$. $\psi$ is said to belong to the class $\mathcal{A}(\Sigma)$ if it allows an absolutely convergent series representation as follows

$$\psi(r) = a_0 + \sum_{j=1}^{\infty} a_j r^j,$$

where $a_0 \in \mathbb{C}\setminus\{0\}$ and $a_j \in \mathbb{C}$.

**Definition 2.2.** Let $\Gamma_h \Subset \Omega$ be a closed line segment and $\eta(x)$, $x \in \Gamma_h$, be a complex-valued function. For a given $x_0 \in \Gamma_h$, we treat $\eta(x)$ as a function in terms of the distance away from $x_0$ along the line, namely $r := |x - x_0|$. $\eta$ is said to belong to the class $\mathcal{A}(\Gamma_h)$ if for any $x \in \Gamma_h$, there exists a small neighborhood of $x_0$ on the line segment, say $\Sigma_{\epsilon(x_0)} = [0, \epsilon(x_0)]$ such that $\eta \in \mathcal{A}(\Sigma_{\epsilon(x_0)})$. 

Throughout the rest of the paper, we always assume that the impedance parameters in (1.8) belong to the class $\eta \in \mathcal{A}(\Gamma_h)$. In fact, one can easily verify that if $\eta$ is analytic on $\Gamma_h$ and nonvanishing at any point, then it belongs to $\mathcal{A}(\Gamma_h)$. Nevertheless, we give the explicit definition for clarity and in particular, we shall frequently make use of the series form (2.1) in our subsequent arguments. The GHP that we shall establish is a local property, and we shall mainly prove that $u$ is identically vanishing in a sufficiently small neighbourhood around a point on $\Gamma_h$. Hence, without loss of generality, we can simply assume that the series expansion (2.1) holds on the whole line segment if $\eta \in \mathcal{A}(\Gamma_h)$. Moreover, in order to ease the exposition, we shall not distinguish between a line and a line segment in what follows, which should be clear from the context.

**Definition 2.3.** Recall the rigid, traction-free, soft-clamped, simply-supported, impedance and generalized-impedance lines introduced after (1.6)–(1.8). Set $R_{\Omega}^\varkappa$, $T_{\Omega}^\varkappa$, $I_{\Omega}^\varkappa$, $G_{\Omega}^\varkappa$, $F_{\Omega}^\varkappa$ and $\mathcal{H}_{\Omega}^\varkappa$ to respectively denote the sets of rigid, traction-free, impedance, soft-clamped, simply-supported and generalized-impedance lines in $\Omega$ of $u$.

**Definition 2.4.** Recall that the unit normal vector $\nu$ and the tangential vector $\tau$ to $\Gamma_h$ are defined in (1.4). Define

$$
S (R_{\Omega}^\varkappa) := \{ \Gamma_h \in R_{\Omega}^\varkappa \mid \exists x_0 \in \Gamma_h \text{ such that } \tau^\top \nabla u |_{x=x_0} \nu = 0 \},
$$

$$
S (T_{\Omega}^\varkappa) := \{ \Gamma_h \in T_{\Omega}^\varkappa \mid \exists x_0 \in \Gamma_h \text{ such that } u(x_0) = 0, \tau^\top \nabla u |_{x=x_0} \nu = 0 \},
$$

$$
S (I_{\Omega}^\varkappa) := \{ \Gamma_h \in I_{\Omega}^\varkappa \mid \exists x_0 \in \Gamma_h \text{ such that } u(x_0) = 0, \tau^\top \nabla u |_{x=x_0} \nu = 0 \},
$$

$$
S (G_{\Omega}^\varkappa) := \{ \Gamma_h \in G_{\Omega}^\varkappa \mid \exists x_0 \in \Gamma_h \text{ such that } \nu^\top \nabla u |_{x=x_0} \nu = 0 \},
$$

$$
S (F_{\Omega}^\varkappa) := \{ \Gamma_h \in F_{\Omega}^\varkappa \mid \exists x_0 \in \Gamma_h \text{ such that } \tau^\top \nabla u |_{x=x_0} \nu = 0 \}.
$$

They are referred to as the singular sets of $R_{\Omega}^\varkappa$, $T_{\Omega}^\varkappa$, $I_{\Omega}^\varkappa$, $G_{\Omega}^\varkappa$, $F_{\Omega}^\varkappa$, respectively.

**Remark 2.1.** Taking $S (R_{\Omega}^\varkappa)$ as an example, the presence of a singular rigid line $\Gamma_h \in S (R_{\Omega}^\varkappa)$ means that the homogeneous condition $u|_{\Gamma_h} = 0$ and the point-value condition $\tau^\top \nabla u |_{x=x_0} \nu = 0$ are fulfilled for the line $\Gamma_h$ and a given point $x_0 \in \Gamma_h$. It is proved in [9] that the presence of a singular rigid line implies that $u \equiv 0$ in $\Omega$. In what follows, we shall show that the presence of any other singular lines also ensures $u \equiv 0$ in $\Omega$. It is pointed out that we shall also introduce the singular set of the generalised-impedance lines in what follows, namely $S(\mathcal{H}_{\Omega}^\varkappa)$. But its definition involves the Fourier coefficients of $u$, which we would need to introduce first.
We next introduce the geometric setup of our study. Let two line segments respectively be defined by (see Fig. 1 for a schematic illustration):

\begin{align}
\Gamma^+_h &= \{ x \in \mathbb{R}^2 \mid x = r \cdot (\cos \varphi_0, \sin \varphi_0)^\top, \quad 0 \leq r \leq h, \quad 0 < \varphi_0 \leq 2\pi \}, \\
\Gamma^-_h &= \{ x \in \mathbb{R}^2 \mid x = r \cdot (1,0)^\top, \quad 0 \leq r \leq h \}, \quad h \in \mathbb{R}_+.
\end{align}

Clearly, the intersecting angle between \(\Gamma^+_h\) and \(\Gamma^-_h\) is

\[\angle(\Gamma^+_h, \Gamma^-_h) = \varphi_0, \quad 0 < \varphi_0 \leq 2\pi.\]  

(2.4)

We should emphasize that if the intersection of \(\Gamma^+_h\) and \(\Gamma^-_h\) degenerates, i.e., \(\varphi_0 = \pi\) or \(\varphi_0 = 2\pi\), then \(\Gamma^+_h\) and \(\Gamma^-_h\) are actually lying on the same line. In this degenerate case, we let \(\Gamma_h\) denote the line, which corresponds to the case with a single line in our subsequent study. Moreover, \(\Gamma^\pm_h\) shall be the homogeneous lines in Definition 2.3 or the singular lines in Definition 2.4. Since the PDO \(L\) defined in (1.1) is invariant under rigid motions, for any two of such lines that are intersecting in \(\Omega\) (or one line in the degenerate case), we can always have two lines as introduced in (2.3) after a straightforward coordinate transformation such that the homogeneous conditions in Definitions 2.3 and 2.4 are still satisfied on \(\Gamma^\pm_h\). Furthermore, we assume that \(h \in \mathbb{R}_+\) is sufficiently small such that \(\Gamma^\pm_h\) are contained entirely in \(\Omega\). If \(\Gamma^\pm_h\) are impedance or generalized-impedance lines, we assume that the impedance parameters on \(\Gamma^\pm_h\) are respectively \(\eta_1\) and \(\eta_2\), where \(\eta_1 \in \mathcal{A}(\Gamma^+_h)\) and \(\eta_2 \in \mathcal{A}(\Gamma^-_h)\). As also noted before that \(u\) is analytic in \(\Omega\), it is sufficient for us to consider the case that \(0 < \varphi_0 \leq \pi\). In fact, if \(\pi < \varphi_0 \leq 2\pi\), we see that \(\Gamma^+_h\) belongs to the half-plane of \(x_2 < 0\) (see Fig. 1). Let \(\tilde{\Gamma}^+_h\) be the extended line segment of length \(h\) in the half-plane of \(x_2 > 0\). By the analytic continuation, we know that \(\tilde{\Gamma}^+_h\) is of the same type of \(\Gamma^+_h\), namely \(u\) satisfies the same homogeneous condition on \(\tilde{\Gamma}^+_h\) as that on \(\Gamma^+_h\). Hence, instead of studying the intersection of \(\Gamma^+_h\) and \(\Gamma^-_h\), one can study the intersection of \(\tilde{\Gamma}^+_h\) and \(\Gamma^-_h\). Clearly, \(\angle(\tilde{\Gamma}^+_h, \Gamma^-_h) \in (0,\pi]\).

With the above geometric setup, our argument shall be mainly confined in a neighborhood of the origin, namely \(x_0 = 0\). We shall heavily rely on the Fourier expansion in terms of the radial wave functions of the solution \(u\) to (1.1) around the origin, which we also fix in the following to facilitate our subsequent use. Most of the results can be conveniently found in [9] that are summarized from [8, 18]. To that end, throughout the rest of the paper, we set

\[k_p = \sqrt{\frac{\kappa}{\lambda + 2\mu}} \quad \text{and} \quad k_s = \sqrt{\frac{\kappa}{\mu}},\]

which are known as the compressional and shear wave numbers, respectively.

**Lemma 2.1.** [9, Lemma 2.3] Let \(J_m(t)\) be the first-kind Bessel function of the order \(m \in \mathbb{N} \cup \{0\}\) and \(x = r(\cos \varphi, \sin \varphi)^\top \in \mathbb{R}^2\). Let \(u(x)\) be a Lamé eigenfunction of (1.1). The radial wave expression of \(u(x)\) to (1.1) at the origin can be written as

\[
u(x) = \sum_{m=0}^{\infty} \left\{ \frac{k_p}{2} a_m e^{im\varphi} \left\{ J_{m-1}(k_p r) e^{-i\varphi} e_1 - J_{m+1}(k_p r) e^{i\varphi} e_2 \right\} + i \frac{k_s}{2} b_m e^{im\varphi} \left\{ J_{m-1}(k_s r) e^{-i\varphi} e_1 + J_{m+1}(k_s r) e^{i\varphi} e_2 \right\} \right\},
\]

(2.6)

where and also throughout the rest of the paper, \(e_1 := (1, \text{i})^\top\) and \(e_2 := (1, -\text{i})^\top\).
Remark 2.2. In view of (2.6), we have

\[
\begin{align*}
  u_1(x) &= \sum_{m=0}^{\infty} \left[ \frac{k_p}{2} a_m \left( e^{i(m-1)\varphi} J_{m-1}(k_p r) - e^{i(m+1)\varphi} J_{m+1}(k_p r) \right) \\
  &\quad + \frac{ik_s}{2} b_m \left( e^{i(m-1)\varphi} J_{m-1}(k_s r) + e^{i(m+1)\varphi} J_{m+1}(k_s r) \right) \right], \\
  u_2(x) &= \sum_{m=0}^{\infty} \left[ \frac{ik_p}{2} a_m \left( e^{i(m-1)\varphi} J_{m-1}(k_p r) + e^{i(m+1)\varphi} J_{m+1}(k_p r) \right) \\
  &\quad + \frac{k_s}{2} b_m \left( -e^{i(m-1)\varphi} J_{m-1}(k_s r) + e^{i(m+1)\varphi} J_{m+1}(k_s r) \right) \right].
\end{align*}
\] (2.7)

By the analyticity of \( u \) in the interior domain of \( \Omega \) and strong continuation principle, we have the following proposition.

Proposition 2.1. Suppose \( 0 \in \Omega \) and \( u \) has the expansion (2.6) around the origin such that \( a_m = b_m = 0 \) for \( \forall m \in \mathbb{N} \cup \{0\} \). Then

\[
u \equiv 0 \text{ in } \Omega.
\]

The corresponding Fourier representation of the boundary traction operator \( T_{\nu}u \big|_{\Gamma_h^+} \) defined in (1.5) can be found in the following lemma.

Lemma 2.2. [9, Lemma 2.4] Let \( u(x) \) be a Lamé eigenfunction to (1.1) with the Fourier expansion (2.6) and \( \Gamma_h^+ \) is defined in (2.3). Then \( T_{\nu}u \big|_{\Gamma_h^+} \) possesses the following radial wave expansion at the origin

\[
T_{\nu}u \big|_{\Gamma_h^+} = \sum_{m=0}^{\infty} \left\{ \frac{ik_p^2}{2} a_m \left[ e^{i(m-1)\varphi_0} \mu J_{m-2}(k_p r) e_1 + e^{i(m-1)\varphi_0} (\lambda + \mu) J_m(k_p r) e_1 \right.ight.
\]

\[
\left. \left. - e^{i(m+1)\varphi_0} \mu J_{m+2}(k_p r) e_2 - e^{i(m+1)\varphi_0} (\lambda + \mu) J_m(k_p r) e_2 \right]\right\} \\
- \frac{k_s^2}{2} b_m \left[ e^{i(m-1)\varphi_0} \mu J_{m-2}(k_s r) e_1 - e^{i(m+1)\varphi_0} \mu J_{m+2}(k_s r) e_2 \right].
\] (2.9)

Similarly, the radial wave expansion of \( T_{\nu}u \big|_{\Gamma_h^-} \) at the origin is given by

\[
T_{\nu}u \big|_{\Gamma_h^-} = \sum_{m=0}^{\infty} \left\{ \frac{-ik_p^2}{2} a_m \mu J_{m-2}(k_p r) e_1 - \frac{ik_p^2}{2} a_m (\lambda + \mu) J_m(k_p r) e_1 \right.
\]

\[
+ \frac{k_s^2}{2} b_m \mu J_{m-2}(k_s r) e_1 + \frac{ik_p^2}{2} a_m (\lambda + \mu) J_m(k_p r) e_2 \\
+ \frac{ik_p^2}{2} a_m \mu J_{m+2}(k_p r) e_2 + \frac{k_s^2}{2} b_m \mu J_{m+2}(k_s r) e_2 \right\}. \quad (2.10)
\]

The explicit Fourier expansions of \( B_3(u) \) and \( B_4(u) \) defined in (1.7) are given in the following lemma.

Lemma 2.3. Let the unit normal vector \( \nu \) and the tangential vector \( \tau \) to \( \Gamma_h \) are defined in (1.4). Suppose that \( u(x) \) is a Lamé eigenfunction of (1.1), \( B_3(u) \) and \( B_4(u) \) are defined
in (1.7). We have the Fourier expansions of $B_3(u)$ as

$$B_3(u)\big|_{\Gamma^-} = \sum_{m=0}^{\infty} \left\{ \left[ -\frac{ik_p}{2}a_m(J_{m-1}(kp) + J_{m+1}(kp)) \right] + \frac{k^2_s}{2}b_m(J_{m-1}(ks) + J_{m+1}(ks)) \right\} \hat{e}_1 + \left[ \frac{ik^2_p}{2}a_m(-J_{m-2}(kp)) \right] \mu \hat{e}_2 \right\},$$

(2.11)

$$B_3(u)\big|_{\Gamma^+} = \sum_{m=0}^{\infty} e^{im\varphi_0} \left\{ \left[ \frac{k_p}{2}a_m(J_{m-1}(kp) + J_{m+1}(kp)) \right] + \frac{k^2_s}{2}b_m(-J_{m+2}(ks)) \right\} \hat{e}_1 + \left[ \frac{k^2_p}{2}a_m(-J_{m+2}(kp)) \right] \mu \hat{e}_2 \right\},$$

(2.12)

where and also throughout the rest of the paper, $\hat{e}_1 := (0, 1)^T$ and $\hat{e}_2 := (1, 0)^T$. Furthermore, it holds that

$$B_4(u)\big|_{\Gamma^-} = \sum_{m=0}^{\infty} \left\{ \left[ \frac{k_p}{2}a_m(J_{m-1}(kp) - J_{m+1}(kp)) \right] + \frac{k_s^2}{2}b_m(J_{m-1}(ks) + J_{m+1}(ks)) \right\} \hat{e}_1 + \left[ \frac{k^2_p}{2}a_m(-J_{m+1}(kp)) \right] \mu \hat{e}_2 \right\},$$

(2.13)

$$B_4(u)\big|_{\Gamma^+} = \sum_{m=0}^{\infty} e^{im\varphi_0} \left\{ \left[ \frac{k_p}{2}a_m(-J_{m-1}(kp) + J_{m+1}(kp)) \right] - \frac{k^2_s}{2}b_m(J_{m+1}(ks) - J_{m-1}(ks)) \right\} \hat{e}_1 + \left[ \frac{k^2_p}{2}a_m(-J_{m+1}(kp)) \right] \mu \hat{e}_2 \right\},$$

(2.14)

**Proof.** On $\Gamma^\pm$, we have $\nu = (-\sin \varphi_0, \cos \varphi_0)^T$ and $\tau = (-\cos \varphi_0, -\sin \varphi_0)^T$. By virtue of (1.7), (2.6) and (2.9), as well as noting

$$\nu \cdot e_1 = i e^{i\varphi_0}, \quad \nu \cdot e_2 = -i e^{-i\varphi_0}, \quad \tau \cdot e_1 = -e^{i\varphi_0}, \quad \tau \cdot e_2 = e^{-i\varphi_0},$$

and by direct calculations, we can obtain (2.12) and (2.14). Similarly, one can derive (2.11) and (2.13).

**Lemma 2.4.** [5] Suppose that for $0 < h \ll 1$ and $t \in (0, h)$,

$$\sum_{n=0}^{\infty} \alpha_n J_n(t) = 0,$$
where \( J_n(t) \) is the \( n \)-th Bessel function of the first kind. Then
\[
\alpha_n = 0, \quad n = 0, 1, 2, \ldots
\]

We are now in a position to present the summary of the main GHP results. Henceforth, if \( \Gamma^+_h \) is an impedance line or a generalized-impedance line associated with the parameter \( \eta_1 \), according to Definition 2.2, we assume that \( \eta_1 \) is given by the following absolutely convergent series at \( 0 \in \Gamma^+_h \):
\[
\eta_1 = \eta_1 + \sum_{j=1}^{\infty} \eta_{1,j} r^j, \tag{2.15}
\]
where \( \eta_1 \in \mathbb{C} \setminus \{0\} \), \( \eta_{1,j} \in \mathbb{C} \) and \( r \in [0, h] \). Similarly, when \( \Gamma^-_h \) is an impedance line or a generalized-impedance line associated with the parameter \( \eta_2 \), we suppose that \( \eta_2 \) is given by the following absolutely convergent series at \( 0 \in \Gamma^-_h \):
\[
\eta_2 = \eta_2 + \sum_{j=1}^{\infty} \eta_{2,j} r^j, \tag{2.16}
\]
where \( \eta_2 \in \mathbb{C} \setminus \{0\} \), \( \eta_{2,j} \in \mathbb{C} \) and \( r \in [0, h] \).

We first present four theorems on the GHP where only \( B_1, B_2 \) and \( B_3 \) are involved. They are actually extended from our paper [9], where the boundary impedance parameters were always assumed to be constant, but in this paper, they can be variable functions as introduced in Definition 2.2.

**Theorem 2.1.** Let \( u \in L^2(\Omega)^2 \) be a solution to (1.1). If there exists a singular impedance line \( \Gamma_h \subset \Omega \) of \( u \) with an impedance parameter \( \eta \in \mathcal{A}(\Gamma_h) \), then \( u = 0 \).

**Theorem 2.2.** Let \( u \in L^2(\Omega)^2 \) be a solution to (1.1). If there exist two intersecting lines \( \Gamma^+_h \) of \( u \) such that \( \Gamma^-_h \) is a rigid line and \( \Gamma^+_h \) is an impedance line with the intersecting angle \( \angle(\Gamma^+_h, \Gamma^-_h) = \varphi_0 \neq \pi \), where the associated impedance parameter satisfies (2.15), then \( u = 0 \).

**Theorem 2.3.** Let \( u \in L^2(\Omega)^2 \) be a solution to (1.1). Suppose there exist two intersecting lines \( \Gamma^+_h \) of \( u \) such that \( \Gamma^-_h \) is a traction-free line and \( \Gamma^+_h \) is an impedance line associated with an impedance parameter \( \eta_2 \) satisfying (2.15), with the property that \( \angle(\Gamma^+_h, \Gamma^-_h) = \varphi_0 \neq \pi \) and \( u \) vanishes at the intersecting point, namely \( u(0) = 0 \), then \( u = 0 \).

**Theorem 2.4.** Let \( u \in L^2(\Omega)^2 \) be a solution to (1.1). Suppose there exist two impedance lines \( \Gamma^+_h \) of \( u \) such that \( \angle(\Gamma^+_h, \Gamma^-_h) = \varphi_0 \neq \pi \) satisfying that
\[
\eta_1 e^{-i\varphi_0} + \eta_2 \neq 0 \tag{2.17}
\]
is fulfilled and \( u \) vanishes at the intersecting point, i.e. \( u(0) = 0 \), then \( u = 0 \). Here, \( T_n u + \eta_1 u = 0 \) on \( \Gamma^+_h \), \( T_n u + \eta_2 u = 0 \) on \( \Gamma^-_h \) with \( \eta_1 \in \mathcal{A}(\Gamma^+_h) \) and \( \eta_2 \in \mathcal{A}(\Gamma^-_h) \).

In addition to those from Theorems 2.1–2.4, there are two more results from [9] stating that the existence of a singular rigid or traction-free line also ensures \( u = 0 \). Two remarks are in order. First, as mentioned earlier, those theorems are extended and generalised from our earlier paper [9]. The proofs of these theorems in such as a generalised situation can be done by following the new strategies developed in this paper for the more general cases together with the arguments from [9]. In order to save the space of the paper, we shall skip the corresponding proofs. Second, as can be seen from Theorems 2.1–2.4, if there are two line segments involved, we always assume that they are not collinear. Indeed, as discussed earlier, in the degenerate case where the two lines are collinear, the corresponding study is either reduced to the single line case or the standard HUP. This remark also applies to our subsequent study for the other cases.
By including the additional boundary trace conditions $\mathcal{B}_3, \mathcal{B}_4$ and $\mathcal{B}_6$ into the study, we can establish the GHP results in a similar flavour to Theorems 2.1–2.4. We summarize the corresponding findings in Table 1, where the first column lists the presence of one or two homogeneous line segments, the second column lists the required additional conditions and the third column is the GHP conclusions.

| Assumptions | Conclusions |
|-------------|-------------|
| $\Gamma_h \in \mathcal{S}(\mathcal{R}_h^\pm)$ | $u \equiv 0$ |
| $\Gamma_h \in \mathcal{S}(\mathcal{F}_h^\pm)$ | $u \equiv 0$ |
| $\Gamma_h \in \mathcal{S}(\mathcal{C}_h^\pm)$ | $u \equiv 0$ |
| $\Gamma_h \in \mathcal{S}(\mathcal{G}_h^\pm)$ | $u \equiv 0$ |

$\Gamma_h^+ \in \mathcal{H}_h^\pm$

$$
\nu \cdot \nabla u|_{x=0} = \frac{\tau}{b_0} \nabla u|_{x=0} = 0; \\
b_0 = b_1 = b_2 = 0; \\
\eta_1 \neq \pm i \text{ and } \pm \sqrt{(\lambda + 3\mu)(\lambda + \mu) - \mu} \neq x + 2\mu \\
u_1 \neq \frac{i}{\lambda + \mu(1 + e^{2i\varphi_0})}.
$$

$\mathcal{R}_h^\pm, \mathcal{F}_h^\pm, \mathcal{C}_h^\pm, \mathcal{G}_h^\pm, \mathcal{H}_h^\pm$

$\angle(\Gamma_h^+, \Gamma_h^-) \neq \pi$

$\angle(\Gamma_h^-, \Gamma_h^+) = \varphi_0 \neq \pi, u(0) = 0$

$\angle(\Gamma_h^+, \Gamma_h^-) \neq \pi$

$\eta_1 e^{i\varphi_0} + \eta_2 \neq 0$

$\angle(\Gamma_h^+, \Gamma_h^-) \neq \pi$

$\angle(\Gamma_h^-, \Gamma_h^+) \neq \pi$

$\angle(\Gamma_h^+, \Gamma_h^-) \neq \pi$

$\angle(\Gamma_h^-, \Gamma_h^+) \neq \pi$

$\angle(\Gamma_h^+, \Gamma_h^-) \neq \pi$

$\angle(\Gamma_h^+, \Gamma_h^-) \neq \pi$

$\angle(\Gamma_h^+, \Gamma_h^-) \neq \pi$

$\angle(\Gamma_h^+, \Gamma_h^-) \neq \pi$

$\angle(\Gamma_h^+, \Gamma_h^-) \neq \pi$

$\angle(\Gamma_h^+, \Gamma_h^-) \neq \pi$

$\angle(\Gamma_h^+, \Gamma_h^-) \neq \pi$

$\angle(\Gamma_h^+, \Gamma_h^-) \neq \pi$

$\angle(\Gamma_h^+, \Gamma_h^-) \neq \pi$

$\angle(\Gamma_h^+, \Gamma_h^-) \neq \pi$

$\angle(\Gamma_h^+, \Gamma_h^-) \neq \pi$

$\angle(\Gamma_h^+, \Gamma_h^-) \neq \pi$

$\angle(\Gamma_h^+, \Gamma_h^-) \neq \pi$

$\angle(\Gamma_h^+, \Gamma_h^-) \neq \pi$ for $\forall m \in \mathbb{N}$

Table 1

3. GHP with the presence of a single singular line

In this section, we prove that if $\Omega$ contains a singular soft-clamped, simply-supported or general-impedance line $\Gamma_h$ as introduced in Definition 2.4 of a generic Lamé eigenfunction $u$ to (1.1), then $u$ is identically zero. According to our discussion made at the beginning of Section 2, we can assume that the point $x_0$ involved in Definition 2.4 is the origin, namely $x_0 = 0$. It is clear that the unit normal vectors $\nu$ to $\Gamma_h^+$ as defined in (2.3) is $\pm(\sin \varphi_0, \cos \varphi_0)^T$. In this paper, we choose $\nu = (\pm \sin \varphi_0, \cos \varphi_0)^T$. In such a case,
the following conditions involved in Definition 2.4
\[ \nu^\top \nabla u|_{x=x_0} = 0, \; \tau^\top \nabla u|_{x=x_0} = 0 \]

turn out to be
\[ \nu^\top \nabla u|_{x=0} = 0, \; \tau^\top \nabla u|_{x=0} = 0, \]  
(3.1)

where \( \nu = (-\sin \varphi_0, \cos \varphi_0)^\top \) and \( \tau = (-\cos \varphi_0, -\sin \varphi_0)^\top \).

Similar to Definition 2.4, we introduce the singular generalized-impedance line of \( u \) in the following definition.

**Definition 3.1.** Let \( 0 \in \Gamma_h \) be a generalized-impedance line of \( u \) defined in Definition 2.3, where \( u \) has the Fourier expansion (2.6) at the origin \( 0 \) with the coefficients \( a_\ell \) and \( b_\ell, \ell \in \mathbb{N} \cup \{0\} \). If the Fourier coefficients satisfy
\[ b_0 = b_1 = b_2 = 0, \]  
(3.2)

and
\[ \nu^\top \nabla u|_{x=0} = \tau^\top \nabla u|_{x=0} = 0, \]  
(3.3)

we call \( \Gamma_h \) a singular generalized-impedance line of \( u \). The set of the singular generalized-impedance line is denoted by \( S(\mathcal{H}_h^0) \).

In the following lemma, we characterize the algebraic relationship between the Fourier coefficients of (2.6) from (3.1), whose proof is postponed to the Appendix.

**Lemma 3.1.** Let \( u \) be a Lamé eigenfunction of (1.1), where \( u \) has the expansion (2.6) around the origin. Consider the condition (3.1) on \( \Gamma_h^+ \) with \( \nu = (-\sin \varphi_0, \cos \varphi_0)^\top \) and \( \tau = (-\cos \varphi_0, -\sin \varphi_0)^\top \). Then
\[ \nu^\top \nabla u|_{x=0} = 0 \quad \text{implies} \quad 2k_p^2a_0 + e^{2i\varphi_0}(k_p^2a_2 + ik_x^2b_2) = 0, \]  
(3.4a)

\[ \tau^\top \nabla u|_{x=0} = 0 \quad \text{implies} \quad 2ik_x^2b_0 + e^{2i\varphi_0}(k_p^2a_2 + ik_x^2b_2) = 0. \]  
(3.4b)

**3.1. The case with a singular soft-clamped line.**

**Lemma 3.2.** Let \( u \) be a Lamé eigenfunction of (1.1), where \( u \) has the expansion (2.6) around the origin. Suppose that \( \Gamma_h^+ \) defined in (2.3) such that \( \Gamma_h^+ \in \mathcal{G}_h^0 \). Then we have
\[ ik_p a_1 - k_x b_1 = 0, \quad ik_x^2 a_2 - k_x^2 b_2 = 0, \]  
(3.5)

and
\[ 2k_p^2 b_0 + e^{2i\varphi_0}(ik_x^2 a_2 - k_x^2 b_2) = 0, \quad ik_x^3 a_1 - k_x^3 b_1 - e^{2i\varphi_0}(ik_p^3 a_3 - k_p^3 b_3) = 0. \]  
(3.6)

Moreover, it holds that
\[ b_0 = a_1 = b_1 = 0. \]  
(3.7)

Furthermore, suppose that
\[ a_\ell = b_\ell = 0 \]  
(3.8)

where \( \ell = 0, \ldots, m - 1 \) and \( m \in \mathbb{N} \) with \( m \geq 3 \), then
\[ a_\ell = b_\ell = 0, \quad \forall \ell \in \mathbb{N} \cup \{0\}. \]  
(3.9)

**Proof.** Since \( \Gamma_h^+ \) is a soft-clamped line of \( u \), by virtue of (2.12), we have
\[ 0 = \sum_{m=0}^{\infty} e^{im\varphi_0} \left\{ \frac{ik_p^2}{2} a_m(J_{m-1}(k_p r) + J_{m+1}(k_p r)) \right. \]
\[ + \frac{k_x}{2} b_m(-J_{m-1}(k_x r) + J_{m+1}(k_x r)) \hat{e}_1 + \left[ \frac{ik_p^2}{2} a_m(-J_{m-2}(k_p r) + J_{m+2}(k_p r)) \right. \]
\[ + \frac{k_x^2}{2} b_m(J_{m-2}(k_x r) + J_{m+2}(k_x r)) \mu \hat{e}_2 \}, \quad 0 \leq r \leq h, \]  
(3.10)
where and also throughout the rest of the paper, \( \hat{e}_1 = (0, 1)^\top \), \( \hat{e}_2 = (1, 0)^\top \). Noting \( J_m(t) = (-1)^m J_m(t) \) (cf. [1]), we obtain that
\[
J_m(k_p r) = -J_m(k_p r), \quad J_m(k_s r) = -J_m(k_s r), \quad m = 1, 2. \tag{3.11}
\]

Using Lemma 2.4 and (3.11), comparing the coefficient of the term \( r^0 \) in both sides of (3.10), it holds that
\[
(ik_p a_1 - k_s b_1) \hat{e}_1 + (-ik_p^2 a_2 + k_s^2 b_2) \mu e^{i\varphi_0} \hat{e}_2 = 0.
\]

Since \( \hat{e}_1 \) and \( \hat{e}_2 \) are linear independent, we obtain (3.5). Similarly, from Lemma 2.4, we compare the coefficient of the term \( r^1 \) in both sides of (3.10), then it holds that
\[
[2k_p^2 b_0 + (ik_p^2 a_2 - k_s^2 b_2) e^{2i\varphi_0}] \hat{e}_1 + [(ik_p^3 a_1 - k_s^3 b_1) - (ik_p^3 a_1 - k_s^3 b_1) \mu e^{2i\varphi_0}] \mu e^{i\varphi_0} \hat{e}_2 = 0.
\]

Since \( \hat{e}_1 \) and \( \hat{e}_2 \) are linear independent, we readily obtain (3.6).

It can be seen that \( b_0 = 0 \) by utilizing the second equation of (3.5) and the first equation of (3.6).

Next we compare the coefficient of the term \( r^2 \) in both sides of (3.10) and can conclude that
\[
[(ik_p^3 a_1 + 3k_s^3 b_1) + (ik_p^3 a_3 - k_s^3 b_3) e^{2i\varphi_0}] \hat{e}_1 + [(2ik_p^4 a_2 - 2k_s^4 b_2) - (ik_p^4 a_4 - k_s^4 b_4) e^{2i\varphi_0}] \mu e^{i\varphi_0} \hat{e}_2 = 0.
\]

Since \( \hat{e}_1 \) and \( \hat{e}_2 \) are linear independent, we obtain
\[
\begin{cases}
    ik_p^3 a_1 + 3k_s^3 b_1 + (ik_p^3 a_3 - k_s^3 b_3) e^{2i\varphi_0} = 0, \\
    2ik_p^4 a_2 - 2k_s^4 b_2 - (ik_p^4 a_4 - k_s^4 b_4) e^{2i\varphi_0} = 0.
\end{cases} \tag{3.12}
\]

Substituting the second equation of (3.6) into the first equation of (3.12), one has
\[
\begin{align*}
    ik_p^3 a_1 + k_s^3 b_1 &= 0, \\
    ik_p^3 a_1 - k_s^3 b_1 &= 0. \tag{3.13}
\end{align*}
\]

By the first equation of (3.5) and (3.13), it yields that
\[
\begin{align*}
    ik_p a_1 - k_s b_1 &= 0, \\
    ik_p^3 a_1 - k_s^3 b_1 &= 0. \tag{3.14}
\end{align*}
\]

Since the determinant of the coefficient matrix of (3.14) is
\[
\begin{vmatrix}
    ik_p^3 & -k_s^3 \\
    ik_p & -k_s
\end{vmatrix} = ik_p k_s (k_p^2 - k_s^2) \neq 0,
\]
we can readily prove (3.7).

Now we suppose that (3.8) holds. Substituting (3.8) into (3.10), it yields that
\[
0 = \sum_{m=\ell}^{\infty} c_i e^{i m \varphi_0} \left\{ \left[ \frac{ik_p}{2} a_m (J_{m-1}(k_p r) + J_{m+1}(k_p r)) \right. \right.
\]
\[
+ \frac{k_s}{2} b_m (J_{m-1}(k_s r) + J_{m+1}(k_s r)) \left. \right] \hat{e}_1 + \left[ \frac{ik_p^2}{2} a_m (J_{m-2}(k_p r) + J_{m+2}(k_p r)) \right.
\]
\[
+ \frac{k_s^2}{2} b_m (J_{m-2}(k_s r) + J_{m+2}(k_s r)) \left. \right] \mu \hat{e}_2 \right\}, \quad 0 \leq r \leq h.
\tag{3.15}
\]

The lowest order of the power with respect to \( r \) in the right hand of (3.15) is \( m - 1 \). Comparing the coefficients of the terms \( r^{m-1} \) in both sides of (3.15), it holds that
\[
(ik_p^m a_m - k_s^m b_m) \hat{e}_1 + (-ik_p^{m+1} a_{m+1} + k_s^{m+1} b_{m+1}) e^{i\varphi_0} \hat{e}_2 = 0.
\]

Since \( \hat{e}_1 \) and \( \hat{e}_2 \) are linearly independent, we obtain that
\[
\begin{align*}
    ik_p^m a_m - k_s^m b_m &= 0, \\
    ik_p^{m+1} a_{m+1} - k_s^{m+1} b_{m+1} &= 0. \tag{3.16}
\end{align*}
\]
Comparing the coefficients of the terms \( r^m \) in both sides of (3.15), it holds that
\[
(ik_p^{m+1}a_{m+1} - k_s^{m+1}b_{m+1})e^{i\varphi_0} \hat{e}_1 + (imk_p^{m+2}a_m - mk^{m+2}b_m - (ik_p^{m+2}a_{m+2} - k_s^{m+2}b_{m+2})e^{2i\varphi_0}) \mu \hat{e}_2 = 0,
\]
which further gives that
\[
\begin{cases}
  ik_p^{m+1}a_{m+1} - k_s^{m+1}b_{m+1} = 0, \\
  imk_p^{m+2}a_m - mk^{m+2}b_m - (ik_p^{m+2}a_{m+2} - k_s^{m+2}b_{m+2})e^{2i\varphi_0} = 0.
\end{cases}
\]
(3.17)

Again comparing the coefficient of the term \( r^{m+1} \) in both sides of (3.15), then it holds that
\[
\begin{align*}
  &(-imk_p^{m+2}a_m + (m + 2)k_s^{m+2}b_m + (ik_p^{m+2}a_{m+2} - k_s^{m+2}b_{m+2})e^{2i\varphi_0}) \hat{e}_1 \\
  &+ (i(m + 1)k_p^{m+3}a_{m+1} - (m + 1)mk^{m+3}b_{m+1} - (ik_p^{m+3}a_{m+3} - k_s^{m+3}b_{m+3})e^{2i\varphi_0}) \mu e^{i\varphi_0} \hat{e}_2 \\
  &= 0.
\end{align*}
\]
(3.18)

Combining the second equation of (3.17) with the first equation of (3.18), it can be derived that
\[
b_m = 0.
\]
(3.19)

Substituting (3.19) into the first equation of (3.16), we can obtain
\[
a_m = 0.
\]
(3.20)

Repeating the above procedure for (3.19) and (3.20) step by step, we can prove that \( a_{\ell} = b_{\ell} = 0 \) for \( \ell = m + 1, \ldots \).

\[\square\]

**Theorem 3.1.** Let \( u \in L^2(\Omega)^2 \) be a solution to (1.1). If there exists a singular soft-clamped line \( \Gamma_h \subset \Omega \) corresponding to \( u \), then \( u \equiv 0 \).

**Proof.** Suppose that there exists a singular soft-clamped line \( \Gamma_h \) of \( u \) as described at the beginning of this section. Therefore we have \( \nu^T \nabla u|_{x=0} = 0 \), which implies that (3.4a) holds.

Since \( \Gamma_h \) is a soft-clamped line, from Lemma 3.2 we know that
\[
a_1 = b_1 = 0,
\]
(3.21)
and (3.5) and (3.6) hold. In view of the second equation of (3.5) and (3.4a), one has
\[
  ik_p^2a_2 - k_s^2b_2 = 0, \quad 2ik_p^2a_0 + k_p^2a_2 + ik_s^2b_2 = 0,
\]
(3.22)
which implies
\[
a_0 = 0.
\]
(3.23)

Substituting (3.23) into the first equation of (3.6), it yields that \( ik_p^2a_2 - k_s^2b_2 = 0 \), which can be further substituted into the second equation of (3.5) for deriving \( b_0 = 0 \).

Since we have proved that \( a_{\ell} = b_{\ell} = 0 \) for \( \ell = 0, 1 \), the lowest order with respect to the power of \( r \) in (3.10) is 2. Using Lemma 2.4, comparing the coefficients of the terms \( r^2 \) in both sides of (3.10), one can show that
\[
  (ik_p^3a_3 - k_s^3b_3)e^{i\varphi_0}\hat{e}_1 + (2ik_p^4a_2 - 2k_s^4b_2 + (-ik_p^4a_4 + k_s^4b_4)e^{2i\varphi_0}) \mu \hat{e}_2 = 0.
\]

Since \( \hat{e}_1 \) and \( \hat{e}_2 \) are linearly independent, we obtain
\[
  ik_p^3a_3 - k_s^3b_3 = 0, \quad 2ik_p^4a_2 - 2k_s^4b_2 - (ik_p^4a_4 - k_s^4b_4)e^{2i\varphi_0} = 0.
\]
(3.24)
Similarly, from Lemma 2.4, we compare the coefficients of the terms \( r^3 \) in both sides of (3.10), and can conclude that
\[
\begin{align*}
(-2ik_p^4a_2 + 4k_s^4b_2 + (ik_p^4a_4 - k_s^4b_4)e^{2i\varphi_0})\hat{e}_1 \\
+ (3ik_p^5a_3 - 3k_s^5b_3 - (ik_p^5a_5 - k_s^5b_5)e^{2i\varphi_0})\mu e^{i\varphi_0}\hat{e}_2 &= 0.
\end{align*}
\]

Since \( \hat{e}_1 \) and \( \hat{e}_2 \) are linearly independent, we obtain that
\[
\begin{align*}
-2ik_p^4a_2 + 4k_s^4b_2 + (ik_p^4a_4 - k_s^4b_4)e^{2i\varphi_0} &= 0, \\
3ik_p^5a_3 - 3k_s^5b_3 - (ik_p^5a_5 - k_s^5b_5)e^{2i\varphi_0} &= 0.
\end{align*}
\] (3.25)

Substituting the second equation of (3.24) into the first equation of (3.25), one can show that
\[
b_2 = 0.
\] (3.26)

Substituting (3.26) into the second equation of (3.5), we can obtain \( a_2 = 0 \).

By now we have proved \( a_\ell = b_\ell = 0 \) for \( \ell = 0, 1, 2 \). According to Lemma 3.2, we know that (3.9) holds. Therefore, from Proposition 2.1, we readily have that \( u \equiv 0 \) in \( \Omega \).

The proof is complete. \( \square \)

3.2. The case with a singular simply-supported line.

**Lemma 3.3.** Let \( u \) be a Lamé eigenfunction of (1.1), where \( u \) has the expansion (2.6) around the origin. Suppose that \( \Gamma_h^+ \) is defined in (2.3) such that \( \Gamma_h^+ \in \mathcal{F}_h \). Then we have
\[
\begin{align*}
2(\lambda + \mu)k_p^2a_0 + (k_p^2a_2 + ik_s^2b_2)\mu e^{2i\varphi_0} &= 0, \\
k_p^2a_1 + ik_s^2b_1 &= 0,
\end{align*}
\] (3.27)

and
\[
\begin{align*}
2k_p^2a_0 - (k_p^2a_2 + ik_s^2b_2)e^{2i\varphi_0} &= 0, \\
-(2\lambda + \mu)k_p^3a_1 + ik_s^3b_1\mu - (k_p^3a_3 + ik_s^3b_3)\mu e^{2i\varphi_0} &= 0.
\end{align*}
\] (3.28)

Moreover, it holds that
\[
a_0 = 0.
\] (3.29)

Furthermore, suppose that
\[
a_\ell = b_\ell = 0,
\] (3.30)

where \( \ell = 0, \ldots, m - 1 \) and \( m \in \mathbb{N} \) with \( m \geq 3 \), then
\[
a_\ell = b_\ell = 0, \quad \forall \ell \in \mathbb{N} \cup \{0\}.
\]

**Proof.** Since \( \Gamma_h^+ \) is a simply-supported line of \( u \), we have from (2.14) that
\[
0 = \sum_{m=0}^{\infty} e^{im\varphi_0} \left\{ \frac{k_p}{2}a_m(-J_{m-1}(k_p r) + J_{m+1}(k_p r)) \\
- \frac{ik_s}{2}b_m(J_{m-1}(k_s r) + J_{m+1}(k_s r)) \right\}\hat{e}_1
\]
\[
+ \left\{ \frac{-k_p^2}{2}a_m(J_{m-2}(k_p r) + 2(\lambda + \mu)J_{m}(k_p r) + J_{m+2}(k_p r))\mu \\
- \frac{ik_s^2}{2}b_m(J_{m-2}(k_s r) - J_{m+2}(k_s r))\mu \right\}\hat{e}_2, \quad 0 \leq r \leq h,
\] (3.31)

where \( \hat{e}_1 = (0, 1)^\top, \hat{e}_2 = (1, 0)^\top \). Using Lemma 2.4 and (3.11), and comparing the coefficients of the terms \( r^0 \) in both sides of (3.31), we have that
\[
(k_p a_1 + ik_s b_1)e^{i\varphi_0}\hat{e}_1 + \left[ 2(\lambda + \mu)k_p^2a_0 + (k_p^2a_2 + ik_s^2b_2)\mu e^{2i\varphi_0} \right] \hat{e}_2 = 0,
\]
Since $\hat{e}_1$ and $\hat{e}_2$ are linearly independent, we obtain (3.27). Similarly, from Lemma 2.4, we compare the coefficients of the terms $r^1$ in both sides of (3.31), and derive that
\[
\left[ 2k_p^2a_0 - (k_p^2a_2 + ik_s^2b_2)e^{2i\varphi_0} \right] \hat{e}_1 + \left[ -(2\lambda + \mu)k_p^3a_1 + ik_s^3b_1 - (k_s^3a_3 + ik_s^3b_3)e^{2i\varphi_0} \right] e^{i\varphi_0} \hat{e}_2 = 0.
\]

Since $\hat{e}_1$ and $\hat{e}_2$ are linearly independent, one obtains (3.28).

Multiplying $\mu$ on both sides of (3.28), then adding it to (3.27), by (1.3), one can directly obtain (3.29).

Next we assume that (3.30) is valid. Substituting (3.30) into (3.31), it yields that
\[
0 = \sum_{m=\ell}^{\infty} e^{im\varphi_0} \left\{ \left[ \frac{k_p}{2}a_m(-J_{m-1}(k_p r) + J_{m+1}(k_p r)) \right. \right.
\]
\[
- \frac{ik_s}{2}b_m(J_{m-1}(k_s r) + J_{m+1}(k_s r)) \left. \right] \hat{e}_1
\]
\[
+ \left[ -\frac{k_p^2}{2}a_m(J_{m-2}(k_p r)\mu + 2(\lambda + \mu)J_m(k_p r) + J_{m+2}(k_p r)\mu) \right.
\]
\[
- \frac{ik_s^2}{2}b_m(J_{m-2}(k_s r) - J_{m+2}(k_s r))\mu \right] \hat{e}_2 \}, \quad 0 \leq r \leq h.
\]

The lowest order of the power with respect to $r$ in the right hand of (3.32) is $m = 1$. Comparing the coefficients of the terms $r^{m-1}$ in both sides of (3.32), it holds that
\[
-(k_p^m a_m + ik_s^m b_m)\hat{e}_1 - (k_p^{m+1} a_{m+1} + ik_s^{m+1} b_{m+1})\mu e^{i\varphi_0} \hat{e}_2 = 0,
\]
which readily gives that
\[
k_p^m a_m + ik_s^m b_m = 0, \quad k_p^{m+1} a_{m+1} + ik_s^{m+1} b_{m+1} = 0. \quad \text{(3.33)}
\]

Comparing the coefficients of the terms $r^m$ in both sides of (3.32), it holds that
\[
-(k_p^{m+1} a_{m+1} + ik_s^{m+1} b_{m+1})e^{i\varphi_0} \hat{e}_1 + ((m - 2)\mu - 2\lambda)k_p^{m+2} a_m
\]
\[
+ imk_s^{m+2} b_m - (k_p^{m+2} a_{m+2} + ik_s^{m+2} b_{m+2})\mu e^{2i\varphi_0} \hat{e}_2 = 0.
\]

Therefore we have
\[
\left\{ \begin{array}{l}
k_p^{m+1} a_{m+1} + ik_s^{m+1} b_{m+1} = 0, \\
((m - 2)\mu - 2\lambda)k_p^{m+2} a_m + imk_s^{m+2} b_m - (k_p^{m+2} a_{m+2} + ik_s^{m+2} b_{m+2})\mu e^{2i\varphi_0} = 0,
\end{array} \right. \quad \text{(3.34)}
\]
by using the fact that $\hat{e}_1$ and $\hat{e}_2$ are linearly independent. Finally comparing the coefficients of the terms $r^{m+1}$ in both sides of (3.32), it holds that
\[
((m + 2)k_p^{m+2} a_m + imk_s^{m+2} b_m - (k_p^{m+2} a_{m+2} + ik_s^{m+2} b_{m+2})e^{2i\varphi_0}) \hat{e}_1
\]
\[
+ (((m - 1)\mu - 2\lambda)k_p^{m+3} a_{m+1} + i(m + 1)\mu k_s^{m+3} b_{m+1})e^{3i\varphi_0}
\]
\[
- (k_p^{m+3} a_{m+3} + ik_s^{m+3} b_{m+3})e^{3i\varphi_0} \mu) \hat{e}_2 = 0,
\]
which further yields that
\[
\left\{ \begin{array}{l}
(m + 2)k_p^{m+2} a_m + imk_s^{m+2} b_m - (k_p^{m+2} a_{m+2} + ik_s^{m+2} b_{m+2})e^{2i\varphi_0} = 0, \\
((m - 1)\mu - 2\lambda)k_p^{m+3} a_{m+1} + i(m + 1)\mu k_s^{m+3} b_{m+1}
\end{array} \right. \quad \text{(3.35)}
\]
\[
- (k_p^{m+3} a_{m+3} + ik_s^{m+3} b_{m+3})e^{2i\varphi_0} \mu = 0.
\]

We multiply the first equation of (3.35) by $\mu$ and subtract it from the second equation of (3.34), which readily gives that
\[
2(\lambda + 2\mu)a_m = 0.
\]
Therefore one has

\[ a_m = 0 \]  \hspace{1cm} (3.36)

by noting (1.3). Substituting (3.36) into the first equation of (3.33), we can obtain

\[ b_m = 0. \]  \hspace{1cm} (3.37)

Repeating the above procedure for deriving (3.36) and (3.37), we can prove that

\[ a_\ell = b_\ell = 0 \quad \text{for} \quad \ell = m+1, \ldots. \]

The proof is complete. \( \square \)

**Theorem 3.2.** Let \( u \in L^2(\Omega)^2 \) be a solution to (1.1). If there exists a singular simply-supported line \( \Gamma_h \subset \Omega \) corresponding to \( u \), then \( u = 0 \).

**Proof.** Suppose that there exits a singular soft-clamped line \( \Gamma_h \) of \( u \) as described at the beginning of this section. Therefore we have \( \tau^\top \nabla u|_{x=0} = 0 \), which implies that (3.4b) holds.

According to Lemma 3.3, (3.27) and (3.28) hold since \( \Gamma_h \) is a soft-clamped line of \( u \). Substituting the first equation of (3.27) into the first equation of (3.28), we have

\[ a_0 = 0. \]  \hspace{1cm} (3.38)

Substituting (3.38) into (3.28) yields that

\[ k_p^2 a_2 + i k_s^2 b_2 = 0. \]  \hspace{1cm} (3.39)

Substituting (3.39) into (3.4b), we have

\[ b_0 = 0. \]  \hspace{1cm} (3.40)

Using Lemma 2.4, (3.38) and (3.40), and comparing the coefficients of the terms \( r^2 \) in both sides of (3.31), it holds that

\[ (3k_p^3 a_1 + ik_s^3 b_1 - (k_p^3 a_3 + ik_s^3 b_3)e^{2i\varphi_0})\hat{e}_1 + ((-2\lambda_k^4 a_2 + 2\mu k_s^4 b_2) - (k_p^4 a_4 + ik_s^4 b_4)e^{2i\varphi_0})\hat{e}_2 = 0. \]

Since \( \hat{e}_1 \) and \( \hat{e}_2 \) are linearly independent, we obtain

\[
\begin{cases}
3k_p^3 a_1 + ik_s^3 b_1 - (k_p^3 a_3 + ik_s^3 b_3)e^{2i\varphi_0} = 0, \\
-2\lambda_k^4 a_2 + 2\mu k_s^4 b_2 - (k_p^4 a_4 + ik_s^4 b_4)e^{2i\varphi_0} = 0.
\end{cases}
\]  \hspace{1cm} (3.41)

By multiplying the first equation of (3.41) with \( \mu \) and subtracting it from the second equation of (3.28), one can show that

\[ a_1 = 0. \]  \hspace{1cm} (3.42)

Substituting (3.42) into the second equation of (3.27), we can obtain

\[ b_1 = 0. \]  \hspace{1cm} (3.43)

By now we have proved \( a_\ell = b_\ell = 0 \) for \( \ell = 0, 1 \). Similarly, from Lemma 2.4, we compare the coefficients of the terms \( r^3 \) in both sides of (3.31), and can conclude that

\[ (4k_p^4 a_2 + 2ik_s^4 b_2 - (k_p^3 a_4 + ik_s^4 b_4)e^{2i\varphi_0})\hat{e}_1 + (((\mu - 2\lambda)k_p^5 a_3 + 3i\mu k_s^5 b_3) - (k_p^5 a_5 + ik_s^5 b_5)e^{2i\varphi_0})\hat{e}_2 = 0. \]

Since \( \hat{e}_1 \) and \( \hat{e}_2 \) are linearly independent, we obtain that

\[
\begin{cases}
4k_p^4 a_2 + 2ik_s^4 b_2 - (k_p^3 a_4 + ik_s^4 b_4)e^{2i\varphi_0} = 0, \\
(\mu - 2\lambda)k_p^5 a_3 + 3i\mu k_s^5 b_3 - (k_p^5 a_5 + ik_s^5 b_5)e^{2i\varphi_0} = 0.
\end{cases}
\]  \hspace{1cm} (3.44)

Multiplying the first equation of (3.44) by \( \mu \) and subtracting it from the second equation of (3.41), it yields that

\[ a_2 = 0. \]  \hspace{1cm} (3.45)
Substituting (3.45), (3.38) into the first equation of (3.28), we can obtain
\begin{equation}
    b_2 = 0.
\end{equation}

Since \( a_\ell = b_\ell = 0 \) for \( \ell = 0, 1, 2 \), according to Lemma 3.2, we have that \( a_\ell = b_\ell = 0, \forall \ell \in \mathbb{N} \cup \{0\} \). Therefore, from Proposition 2.1, we know that \( \mathbf{u} \equiv \mathbf{0} \) in \( \Omega \).

The proof is complete. \( \square \)

3.3. The case with a singular generalized-impedance line. In this subsection, we shall establish the GHP for the presence of a singular generalize impedance line. Before that, we need several auxiliary lemmas. Using (3.4a) and (3.4b), we can directly obtain that

**Lemma 3.4.** Suppose that (3.3) holds, then we have
\begin{equation}
    ik_p^2 a_0 + k_s^2 b_0 = 0.
\end{equation}

**Lemma 3.5.** Let \( \mathbf{u} \) be a Lamé eigenfunction of (1.1), where \( \mathbf{u} \) has the expansion (2.6) around the origin. Suppose that \( \Gamma_h^+ \) is defined in (2.3) such that \( \Gamma_h^+ \in \mathcal{H}^\kappa_{\Omega} \) with the generalized-impedance parameter \( \eta_1 \) satisfying (2.15). Then we have
\begin{equation}
    \begin{cases}
        (1 + i\eta_1)(ik_p a_1 - k_s b_1) = 0, \\
        2\eta_1(\lambda + \mu)k_p^2 a_0 + (1 - i\eta_1)(ik_p^2 a_2 - k_s^2 b_2)\mu e^{2i\varphi_0} = 0,
    \end{cases}
\end{equation}

and
\begin{equation}
    \begin{cases}
        2k_p^2 b_0 + e^{2i\varphi_0}(1 + i\eta_1)(ik_p^2 a_2 - k_s^2 b_2) = 0, \\
        (i\mu - 2\lambda\eta_1 - \mu\eta_1)k_p^3 a_1 + \mu(i\eta_1 - 1)k_s^2 b_1 - \mu e^{2i\varphi_0}(1 - i\eta_1)(ik_p^3 a_3 - k_s^3 b_3) = 0.
    \end{cases}
\end{equation}

**Proof.** Since \( \Gamma_h^+ \) is a generalized-impedance line of \( \mathbf{u} \), using (2.12) and (2.14), we have
\begin{equation}
    \begin{aligned}
        0 &= \sum_{m=0}^{\infty} e^{im\varphi_0} \left\{ \left[ \frac{ik_p}{2} a_m(J_{m-1}(k_pr) + J_{m+1}(k_pr)) \right] \hat{e}_1 + \left[ \frac{k_p^2}{2} a_m(-J_{m-2}(k_pr) + J_{m+2}(k_pr)) \right] \hat{e}_2 \right. \\
        &\quad+ \left[ \frac{k_s}{2} \right] b_m(J_{m-1}(k_sr) + J_{m+1}(k_sr)) \hat{e}_1 + \left[ \frac{k_s^2}{2} \right] b_m(J_{m-2}(k_sr) + J_{m+2}(k_sr)) \hat{e}_2 \right\} \\
        &\quad+ \eta_1 \left\{ \left[ \frac{k_p}{2} a_m(-J_{m-1}(k_pr) + J_{m+1}(k_pr)) \right] - \frac{k_s}{2} b_m(J_{m-1}(k_sr) + J_{m+1}(k_sr)) \right\} \hat{e}_1 \\
        &\quad+ \left[ -\frac{k_s}{2} a_m(J_{m-2}(k_pr) + J_{m+2}(k_pr)) \right] + 2(\lambda + \mu)J_m(k_pr) + J_{m+2}(k_pr) \right\} \hat{e}_2 \right\}, \quad 0 \leq r \leq h,
    \end{aligned}
\end{equation}

where \( \hat{e}_1 = (0, 1)^T \), \( \hat{e}_2 = (1, 0)^T \). Using Lemma 2.4, (3.11) and (2.15), and comparing the coefficient of the term \( r^0 \) in both sides of (3.50), we see that
\begin{align*}
    & [(i - \eta_1)k_p a_1 - (1 + i\eta_1)k_s b_1] e^{i\varphi_0} \hat{e}_1 \\
    & - 2\eta(\lambda + \mu)k_p^2 a_0 + [(i + \eta_1)k_p^2 a_2 - (1 - i\eta_1)k_s^2 b_2] \mu e^{2i\varphi_0} \hat{e}_2 = 0,
\end{align*}

which readily gives (3.48).
Using Lemma 2.4 and (3.11), and comparing the coefficient of the term \( r^1 \) in both sides of (3.50), together with (2.15), we can show that

\[
[2k_p^2 a_0 + e^{2i\varphi_0} (1 + i\eta)(ik_p^2 a_2 - k_s^2 b_2)] \hat{e}_1 + \\
[(i\mu - 2\lambda\eta - \mu\eta)k_p^3 a_1 + \mu(i\eta - 1)k_s^3 b_1] e^{i\varphi_0} - \mu e^{3i\varphi_0} (1 - i\eta)(ik_p^3 a^3 - k_s^3 b_1)] \hat{e}_2 = 0.
\]

Since \( \hat{e}_1 \) and \( \hat{e}_2 \) are linearly independent, we readily obtain (3.49).

The proof is complete.

\( \square \)

**Lemma 3.6.** Let \( \lambda, \mu \) be the Lamé constants satisfying the strong convexity condition \((1.3)\). Suppose that \( k_p \) and \( k_s \) are the compressional and shear wave numbers defined in (2.5) respectively. If

\[
\eta \neq \pm \sqrt{(\lambda + 3\mu)(\lambda + \mu) - \mu i},
\]

then for \( \forall m \in \mathbb{N} \cup \{0\} \) and \( \forall \varphi_0 \in (0, \pi) \)

\[
D_m = \begin{vmatrix}
-ik_p^m & -k_s^m & 0 \\
im\mu - 2\lambda\eta - 2\mu\eta & \mu(i\eta - 1)k_s^m & (1 + i\eta)e^{2i\varphi_0} \\
(m\eta + 2\mu - i\eta)k_p^m & (m + 2 + im\eta)k_s^m & m\mu(i\eta - 1)k_p^m
\end{vmatrix} \neq 0.
\]

**Proof.** By directly calculations, it can be verified that

\[
D_m = -2e^{2i\varphi_0} k_p^m k_s^m \left[ i(\lambda + 2\mu) k_p^m \eta^2 + (\lambda k_p^m - \mu k_s^m) \eta - i\mu k_s^m \right].
\]

Substituting (2.5) into (3.51), we obtain that

\[
D_m = -2e^{2i\varphi_0} k_p^m k_s^m \left[ \eta^2 + \left( \frac{\lambda}{\lambda + 2\mu} - 1 \right) \eta - i \right].
\]

It can be prove that

\[
\eta_{\text{root}} = \frac{\pm \sqrt{(\lambda + 3\mu)(\lambda + \mu) - \mu i}}{\lambda + 2\mu},
\]

are roots of \( \eta^2 + \left( \frac{\lambda}{\lambda + 2\mu} - 1 \right) \eta - i \).

The proof is complete.

\( \square \)

**Theorem 3.3.** Let \( u \in L^2(\Omega)^2 \) be a solution to (1.1). If there exits a singular generalized-impedance line \( \Gamma_h \subset \Omega \) of \( u \) associated with the parameter \( \eta_1 \) satisfying

\[
\eta_1 \neq \pm i \text{ and } \frac{\pm \sqrt{(\lambda + 3\mu)(\lambda + \mu) - \mu i}}{\lambda + 2\mu},
\]

where \( \eta_1 \) is the constant part of \( \eta_1 \) defined in (2.15), then \( u \equiv 0 \).

**Proof.** Suppose that there exits a singular generalized-impedance line \( \Gamma_h = \Gamma_h^+ \) of \( u \) as described at the beginning of this section. From Lemma 3.5, we know (3.48) holds.

Since \( \Gamma_h^+ \in \mathcal{S}(\mathcal{H}_\Omega^1) \), we know that (3.2) and (3.3) hold. Therefore (3.47) holds according to Lemma 3.4. By virtue of (3.2), substituting \( b_0 = 0 \) into (3.47), we obtain

\[
a_0 = 0.
\]

Substituting \( b_1 = b_2 = 0 \) and (3.54) into (3.48), under the assumption \( \eta_1 \neq \pm i \), we obtain

\[
a_1 = a_2 = 0.
\]

By now we have proved that \( a_\ell = 0 \) for \( \ell = 0, 1, 2 \) under the assumptions \( \Gamma_h^+ \in \mathcal{S}(\mathcal{H}_\Omega^1) \) and \( \eta_1 \neq \pm i \). In the following we prove \( a_\ell = b_\ell = 0 \) for \( \forall m \in \mathbb{N}\setminus\{1, 2\} \) by induction.
Suppose that
\[ a_\ell = b_\ell = 0, \quad \ell = 0, \ldots, m - 1, \quad (3.55) \]
where \( m \geq 3 \) is a natural number. Substituting (3.55) into (3.50), one can show that
\[
0 = \sum_{m=\ell}^{\infty} e^{im\varphi} \left\{ \left[ \frac{ik_p}{2} a_m(J_{m-1}(k_pr) + J_{m+1}(k_pr)) \right.ight.
\]
\[
+ \frac{k_s}{2} b_m(-J_{m-1}(k_s r) + J_{m+1}(k_s r)) \left. \right] \hat{e}_1 + \left[ \frac{ik_p}{2} a_m(-J_{m-2}(k_pr) + J_{m+2}(k_pr)) \right.
\]
\[
+ \frac{k_s}{2} b_m(J_{m-2}(k_s r) + J_{m+2}(k_s r)) \left. \right] \mu \hat{e}_2 \}
\]
\[
+ \eta_1 \left\{ \left[ \frac{k_p}{2} a_m(-J_{m-1}(k_pr) + J_{m+1}(k_pr)) \right. \right.
\]
\[
- \frac{i k_p}{2} a_m(J_{m-2}(k_pr) + J_{m+2}(k_pr)) \left. \right] \hat{e}_1 
\]
\[
+ \left[ -\frac{k_s}{2} b_m(J_{m-2}(k_s r) + J_{m+2}(k_s r)) \right. \right.
\]
\[
- \frac{i k_p}{2} b_m(J_{m-1}(k_s r) + J_{m+1}(k_s r)) \left. \right] \hat{e}_2 \right\}, \quad 0 \leq r \leq h. \quad (3.56) \]

The lowest order of the power with respect to \( r \) in the right hand side of (3.56) is \( m - 1 \). Comparing the coefficients of the terms \( r^{m-1} \) in both sides of (3.56), together with the use of (2.15), one can directly verify that
\[
(i \eta_1 + 1)(ik_p^m a_m - k_s^m b_m) = 0, \quad (i \eta_1 - 1)(ik_p^{m+1} a_{m+1} - k_s^{m+1} b_{m+1}) = 0. \quad (3.57) \]

Similarly, comparing the coefficients of the terms \( r^m \) in both sides of (3.56) and in view of (2.15), we obtain that
\[
\begin{cases}
(i \eta_1 + 1)(ik_p^{m+1} a_{m+1} - k_s^{m+1} b_{m+1}) = 0, \\
(i \mu m - m \mu \eta_1 - 2 \lambda \eta_1 - 2 \mu \eta_1)k_p^{m+2} a_m + m \mu (i \eta_1 - 1) k_s^{m+2} b_m \\
+ \mu (i \eta_1 - 1)(ik_p^{m+2} a_m - k_s^{m+2} b_m) e^{2i\varphi_0} = 0. 
\end{cases} \quad (3.58) \]

Finally comparing the coefficients of the terms \( r^{m+1} \) in both sides of (3.56), together with the use of (2.15), we obtain that
\[
\begin{cases}
(m \eta_1 + 2 \eta_1 - im) k_p^{m+2} a_m + (m + 2 + im \eta_1) k_s^{m+2} b_m \\
+ (1 + im \eta_1)[ik_p^{m+2} a_m - k_s^{m+2} b_m] e^{2i\varphi_0} = 0, \\
((m \mu - \mu - 2 \lambda) \eta_1 + i(m + 1) \mu) k_p^{m+3} a_{m+1} + (m + 1) \mu (i \eta_1 - 1) k_s^{m+3} b_{m+1} \\
+ \mu (i \eta_1 - 1)(ik_p^{m+3} a_{m+3} - k_s^{m+3} b_{m+3}) e^{2i\varphi_0} = 0. 
\end{cases} \quad (3.59) \]

From (3.57), (3.58), (3.59), we have
\[
\begin{bmatrix}
\frac{ik_p^m}{(m \eta_1 + 2 \eta_1 - im) k_p^{m+2} a_m + (m + 2 + im \eta_1) k_s^{m+2} b_m} \\
\frac{ik_p^m}{(m \mu - \mu - 2 \lambda) \eta_1 + i(m + 1) \mu) k_p^{m+3} a_{m+1} + (m + 1) \mu (i \eta_1 - 1) k_s^{m+3} b_{m+1}} \\
\frac{0}{(1 + im \eta_1)[ik_p^{m+2} a_m - k_s^{m+2} b_m] e^{2i\varphi_0}} \\
\frac{-k_s^m}{(m \mu m - m \mu \eta_1 - 2 \lambda \eta_1 - 2 \mu \eta_1)k_p^{m+2} a_m} \\
\frac{-k_s^m}{m \mu (i \eta_1 - 1) k_s^{m+2} b_m} \quad \mu (i \eta_1 - 1) e^{2i\varphi_0} \\
\frac{0}{(m + 2 + im \eta_1) k_s^{m+2}} \\
\frac{0}{(1 + im \eta_1) e^{2i\varphi_0}} \\
\end{bmatrix}
\times
\begin{bmatrix}
\frac{a_m}{b_m} \\
\frac{c_{m+2}}{c_{m+2}} \\
\end{bmatrix}
= 0.
\]
where \( c_{m+2} = ik_m a_{m+2} - k_+ b_{m+2} \). By Lemma 3.6, along with the use of (3.53), one has \( a_m = b_m = 0 \). Using the above induction procedure, we can prove that \( a_m = b_m = 0 \) for \( m \in \mathbb{N} \cup \{0\} \).

The proof is complete. \( \Box \)

4. GHP WITH THE NON-DEGENERATE INTERSECTION OF TWO HOMOGENEOUS LINES

In this section, microlocal singularities of the Lamé eigenfunction \( u \) can be established when two homogeneous lines introduced in Definition 2.3 intersect with each other under the generic non-degenerate case. Microlocal singularities prevent the occurrence of such intersections unless the Lamé eigenfunction \( u \) is identically vanishing. As discussed in the beginning of Section 2, we assume throughout this section that the aforementioned two homogeneous lines are given by \( \Gamma_h^\pm \) in (2.3) with the intersecting angle \( \varphi_0 \in (0, \pi) \).

In the following three lemmas, we review some related results from [9] for the rigid, traction-free and impedance lines of \( u \), which shall be needed in our subsequent analysis.

Lemma 4.1. [9, Lemma 3.1] Let \( u \) be a generalized Lamé eigenfunction to (1.1) with the radial wave expansion given in (2.6) around the origin. Suppose there exists \( \Gamma_h^\pm \in \mathcal{R}_\Omega^\pm \). Then one has

\[
k_p a_1 + ik_s b_1 = 0, \quad k_p^3 a_1 - ik_s^3 b_1 = 0, \quad (4.1)
\]

and

\[
k_p^2 a_0 + ik_s^2 b_0 - k_p^2 a_2 - ik_s^2 b_2 = 0, \quad k_p^2 a_0 - ik_s^2 b_0 = 0. \quad (4.2)
\]

Furthermore, suppose that

\[
a_\ell = b_\ell = 0, \quad (4.3)
\]

where \( \ell = 0, \ldots, m - 1 \) and \( m \in \mathbb{N} \) with \( m \geq 2 \), then

\[
a_\ell = b_\ell = 0, \quad \forall \ell \in \mathbb{N} \cup \{0\}. \quad (4.4)
\]

Lemma 4.2. [9, Lemma 3.3] Let \( u \) be a Lamé eigenfunction to (1.1) with the radial wave expansion (2.6) around the origin. Suppose that \( \Gamma_h^\pm \in \mathcal{T}_\Omega^\pm \). Then we have

\[
kp^2 a_2 - k_s^2 b_2 = 0, \quad a_0 = 0, \quad (4.5)
\]

and

\[
k_p^3 b_1 + ik_s^3 a_3 - k_p^3 b_3 = 0, \quad a_1 = 0. \quad (4.6)
\]

Furthermore, suppose that \( a_\ell = b_\ell = 0 \) for \( \ell = 0, 1 \), then

\[
a_\ell = b_\ell = 0, \quad \forall \ell \in \mathbb{N} \cup \{0\}. \quad (4.7)
\]

Assume that \( \Gamma_h^\pm \) is an impedance line of \( u \) associated with the impedance parameter \( \eta_2 \) belonging to the class \( \mathcal{A}(\Gamma_h^\pm) \). By virtue of (2.16), the following lemma can be directly obtained by modifying the corresponding proof of [9, Lemma 3.4]. The proof of this lemma is omitted.

Lemma 4.3. Let \( u \) be a solution to (1.1) with the radial wave expansion (2.6) around the origin. Suppose that there is an impedance line \( \Gamma_h^\pm \) of \( u \) with an impedance parameter \( \eta_2 \) satisfying (2.16). Then we have

\[
\eta_2 k_p a_1 + ik_2 k_s a_1 - ik_p^2 a_2 + k_p^3 a_3 = 0, \quad a_0 = 0, \quad (4.8)
\]

and

\[
- k_s^3 b_1 + \eta_2 k_p^2 a_2 + ik_2 k_s^2 b_2 + ik_s^3 a_3 - k_s^3 b_3 = 0, \quad a_1 = 0. \quad (4.9)
\]

Furthermore, if \( a_\ell = b_\ell = 0 \) for \( \ell = 0, 1 \), then

\[
a_\ell = b_\ell = 0, \quad \forall \ell \in \mathbb{N} \cup \{0\}. \quad (4.10)
\]
If there are two intersecting traction-free lines of \( \mathbf{u} \) under certain generic conditions, it was proved that \( \mathbf{u} \equiv \mathbf{0} \) in \( \Omega \). In fact, we have

**Theorem 4.1.** [9, Theorem 4.2] Let \( \mathbf{u} \in L^2(\Omega)^2 \) be a solution to (1.1). Suppose there exist two intersecting lines \( \Gamma_h^\pm \) of \( \mathbf{u} \) such that \( \Gamma_h^\pm \) are two traction-free lines with the intersecting angle \( \angle(\Gamma_h^+, \Gamma_h^-) = \varphi_0 \neq \pi \), if \( \mathbf{u}(\mathbf{0}) = \mathbf{0} \) and

\[
\varphi_0 \in (0, \varphi_{\text{root}}),
\]

where \( \varphi_{\text{root}} \) is the unique root of

\[
g(\varphi) := \frac{4}{3} \cdot \frac{\varphi}{\cos^3(\varphi/2)} - 1, \quad \varphi \in (0, \pi),
\]

then \( \mathbf{u} \equiv \mathbf{0} \).

In Theorem 4.2 in what follows, we shall show that the assumption (4.10) in Theorem 4.1 can be removed. In the proof of Theorem 4.2, we need the complex geometrical optics solution \( \mathbf{v}(\mathbf{x}) \) introduced in [3] to establish the integral equality. In the following we first introduce the geometrical setup.

Let \( B_h \) be the central disk of radius \( h \in \mathbb{R}_+ \). Let \( \Gamma^\pm \) signify the infinite extension of \( \Gamma_h^\pm \) in the half-space \( x_2 \geq 0 \), where \( \Gamma_h^\pm \) are defined in (2.3). Consider the open sector

\[
\mathcal{K} = \{ \mathbf{x} = (x_1, x_2) \in \mathbb{R}^2 \mid \mathbf{x} \neq \mathbf{0}, \quad 0 < \arg(x_1 + ix_2) < \varphi_0 \}, \quad i := \sqrt{-1},
\]

which is formed by the two half-lines \( \Gamma^- \) and \( \Gamma^+ \). In the sequel, we set

\[
S_h = \mathcal{K} \cap B_h.
\]

Next we set

\[
\mathbf{v}(\mathbf{x}) = \begin{pmatrix} \exp(-s\sqrt{r}\exp(i\varphi/2)) \\
 i \cdot \exp(-s\sqrt{r}\exp(i\varphi/2)) \end{pmatrix} := \begin{pmatrix} v_1(\mathbf{x}) \\
v_2(\mathbf{x}) \end{pmatrix} = v_1(\mathbf{x})\mathbf{e}_1,
\]

where \( \mathbf{x} = r \cdot (\cos \varphi, \sin \varphi) \), \( s \in \mathbb{R}_+ \), \( -\pi < \varphi \leq \pi \) and \( \mathbf{e}_1 = (1, i)^T \). \( \mathbf{v} \) is known as the Complex Geometrical Optics (CGO) solution for the Lamé operator and was first introduced in [3]. In the following we set

\[
\delta_\mathcal{K} = \min_{\mathbf{x} \in \mathcal{K}} \cos(\varphi/2).
\]

It can be seen that \( \delta_\mathcal{K} \) is a positive constant depending \( \mathcal{K} \).

We first derive the following three critical lemmas.

**Lemma 4.4.** Let \( a \in \mathbb{C} \) and \( \Re(a) > 0 \). For any given positive numbers \( \alpha \) and \( \varepsilon \) satisfying \( \varepsilon < e \), if \( \Re(a) \geq \frac{2\alpha}{\varepsilon} \), one has

\[
\left| \int_{\varepsilon}^{+\infty} r^\alpha e^{-ar} dr \right| \leq \frac{2}{\Re(a)} e^{-\varepsilon \Re(a)/2}.
\]

**Proof.** Let \( g(r) = \frac{\ln r}{r} \) where \( r \in [\varepsilon, +\infty) \). \( g(r) \) increases monotonically in the interval \( [\varepsilon, e] \) and decreases monotonically in the interval \( [e, +\infty] \). One has

\[
\max_{r \in (\varepsilon, +\infty)} g(r) = \max_{r \in (\varepsilon, +\infty)} \frac{\ln r}{r} = \frac{1}{e}.
\]

Since \( \frac{2\alpha}{\varepsilon} \leq \Re(a) \), we have \( 2\alpha \frac{\ln r}{r} \leq \Re(a), \forall r \in [\varepsilon, +\infty] \). Therefore

\[
r^\alpha \leq e^{\Re(a)/2},
\]

which can then be used to obtain that

\[
\left| \int_{\varepsilon}^{+\infty} r^\alpha e^{-ar} dr \right| \leq \int_{\varepsilon}^{+\infty} e^{-\frac{1}{2} \Re(a)r} dr = \frac{2}{\Re(a)} e^{-\varepsilon \Re(a)/2}.
\]


The proof is complete. □

**Lemma 4.5.** For any given positive numbers \( \alpha \) and \( h \) satisfying \( h < e, \varphi \in (0, \varphi_0) \) with \( \varphi_0 \in (0, \pi) \), if
\[
s \geq \frac{2\alpha}{e\delta_K},
\]
where \( \delta_K \) is defined in (4.15), we have
\[
\int_0^h r^\alpha e^{-s\sqrt{T\alpha^2}} r \frac{1}{r^2} dr = \frac{2\Gamma(2\alpha + 2)}{(se^{\sqrt{T\alpha^2}})^{2\alpha + 2}} + O(e^{-\frac{\sqrt{T\alpha^2}}{\delta_K}})
\]
as \( s \to +\infty \).

**Proof.** By using the change of variable \( r = t^2 \), we have
\[
\int_0^h r^\alpha e^{-s\sqrt{T\alpha^2}} dr = 2 \int_0^{\sqrt{h}} t^{2\alpha + 1} e^{-s\sqrt{T\alpha^2}} dt
\]
\[
= 2 \left( \frac{\Gamma(2\alpha + 2)}{(se^{\sqrt{T\alpha^2}})^{2\alpha + 2}} - \int_{\sqrt{h}}^{+\infty} t^{2\alpha + 1} e^{-s\sqrt{T\alpha^2}} dt \right),
\]
where in the last equality we use the Laplace transform. Due to (4.15), from (4.16), it can be verified that \( s \Re(e^{\phi/2}) > 2\alpha/e \). From Lemma 4.4, we have
\[
\left| \int_{\sqrt{h}}^{+\infty} t^{2\alpha + 1} e^{-s\sqrt{T\alpha^2}} dt \right| \leq \frac{2}{s \cos \frac{\sqrt{T\alpha^2}}{2}} e^{-\frac{\sqrt{T\alpha^2}}{2} \cos \frac{\phi}{2}} \leq \frac{2}{s \delta_K} e^{-\frac{\sqrt{T\alpha^2}}{2}}
\]
by using (4.15). It is easy to see that (4.19) is exponentially decaying as \( s \to +\infty \).

Therefore, we obtain (4.17).

The proof is complete. □

**Lemma 4.6.** [9, Lemma 2.12] Let \( u \) and \( v \) be respectively given by (2.6) and (4.14). Then the following expansion
\[
u = e^{-s\sqrt{T\alpha^2}} \sum_{m=0}^{\infty} e^{i(m+1)\varphi} \left[ -k_p a_m J_{m+1}(k_pr) + i k_s b_{m+1} J_{m+1}(k_s r) \right]
\]
converges uniformly in \( S_{2h} := K \cap B_{2h} \), where \( K \) is defined in (4.12).

**Theorem 4.2.** Let \( u \in L^2(\Omega)^2 \) be a solution to (1.1). Suppose there exit two intersecting lines \( \Gamma^\pm_h \) of \( u \) such that \( \Gamma^\pm_h \) are two traction-free lines with the intersecting angle \( \angle(\Gamma^+_h, \Gamma^-_h) = \varphi_0 \neq \pi \), if \( u(0) = 0 \), then \( u \equiv 0 \).

**Proof.** By virtue of [9, Lemma 2.17], the following integral identity holds
\[
I_3 = I_1^+ + I_1^- + I_2,
\]
where
\[
I_1^\pm = \int_{\Gamma^\pm_h} [(T_\nu u) \cdot v - (T_\nu v) \cdot u] d\sigma, \quad I_2 = \int_{\Lambda_h} [(T_\nu u) \cdot v - (T_\nu v) \cdot u] d\sigma,
\]
\[
I_3 = -k \int_{S_h} u \cdot v dx.
\]
Furthermore, it holds that
\[
|I_2| \leq C_{K,B_h,\alpha,\lambda} \|u\|_{H^2(K \cap B_h)} (1 + s) e^{-\delta_K \sqrt{T\alpha^2}},
\]
which is exponentially decays as \( s \to +\infty \). Here \( \delta_K \) is a positive constant defined in (4.15).
By virtue of [9, Eq. (4.18)], it was derived that

$$I_1^+ + I_1^- = -90\mu(1 - e^{-2i\varphi_0})k_a b_0 s^{-6} - r_{I_1^-}^2 - r_{I_1^+}^2, \quad (4.24)$$

where

$$r_{I_1^+}^2 = -is\mu e^{i\varphi_0/2} \int_0^h e^{s\sqrt{\zeta}(\varphi_0)} R_{2,\Gamma_h^+}^2 dr, \quad r_{I_1^-}^2 = is\mu \int_0^h e^{-s\sqrt{\zeta}} R_{2,\Gamma_h^-}^2 dr. \quad (4.25)$$

Here

$$R_{2,\Gamma_h^+} = r^2 \left\{ a_0 e^{i\varphi_0} \sum_{k=2}^{\infty} \frac{(-1)^k k_p 2k+2}{2^{2k+1}k!(k+1)!} r^{2k-3} \right. \right.$$ \left. + \sum_{m=1}^{2} \sum_{k=1}^{\infty} a_m e^{i(m+1)\varphi_0} \frac{(-1)^k k_p 2k+m+2}{2^{2k+m+1}k!(k+m+1)!} r^{2k+m-3} \right. \right.$$

$$\left. + \sum_{m=3}^{\infty} \sum_{k=0}^{\infty} a_m e^{i(m+1)\varphi_0} \frac{(-1)^k k_p 2k+m+2}{2^{2k+m+1}k!(k+m+1)!} r^{2k+m-3} + ib_0 e^{i\varphi_0} \sum_{k=2}^{\infty} \frac{(-1)^k k_p 2k+2}{2^{2k+1}k!(k+1)!} r^{2k-3} \right. \right.$$ \left. + \sum_{m=1}^{\infty} \sum_{k=1}^{\infty} b_m e^{i(m+1)\varphi_0} \frac{(-1)^k k_p 2k+m+2}{2^{2k+m+1}k!(k+m+1)!} r^{2k+m-3} \right\},$$

and

$$R_{2,\Gamma_h^-} = r^2 \left\{ a_0 \sum_{k=2}^{\infty} \frac{(-1)^k k_p 2k+2}{2^{2k+1}k!(k+1)!} r^{2k-3} + \sum_{m=1}^{2} \sum_{k=1}^{\infty} a_m \frac{(-1)^k k_p 2k+m+2}{2^{2k+m+1}k!(k+m+1)!} r^{2k+m-3} \right. \right.$$ \left. + \sum_{m=3}^{\infty} \sum_{k=0}^{\infty} a_m \frac{(-1)^k k_p 2k+m+2}{2^{2k+m+1}k!(k+m+1)!} r^{2k+m-3} + ib_0 \sum_{k=2}^{\infty} \frac{(-1)^k k_p 2k+2}{2^{2k+1}k!(k+1)!} r^{2k-3} \right. \right.$$ \left. + \sum_{m=1}^{\infty} \sum_{k=1}^{\infty} b_m \frac{(-1)^k k_p 2k+m+2}{2^{2k+m+1}k!(k+m+1)!} r^{2k+m-3} \right\},$$

By virtue of [9, Eq. (4.19)], one can verify that

$$|r_{I_1^+}^2| \leq S_3 \cdot O(s^{-8}), \quad |r_{I_1^-}^2| \leq S_3 \cdot O(s^{-8}), \quad (4.26)$$
as $s \to +\infty$, where

\[
S_3 = |a_0| \sum_{k=2}^{\infty} \frac{k_{2k-2}^2}{2^{2k-1} k! (k + 1)!} h^{2k-3} + |b_0| \sum_{k=2}^{\infty} \frac{k_{2k-2}^2}{2^{2k-1} k! (k + 1)!} h^{2k-3} \\
+ 2 \sum_{m=1}^{\infty} \sum_{k=1}^{\infty} |a_m| \frac{k_{2m+2}}{2^{2m+1} k! (k + m + 1)!} h^{2k-3} \\
+ 2 \sum_{m=1}^{\infty} \sum_{k=1}^{\infty} |b_m| \frac{k_{2m+2}}{2^{2m+1} k! (k + m + 1)!} h^{2k-3} \\
+ \sum_{m=1}^{\infty} |a_m| \frac{(-1)^k k_{2k+2}}{2^{2k+1} k! (k + m + 1)!} h^{2k+3} \\
+ ib_m \sum_{k=0}^{\infty} \frac{(-1)^k k_{2m+2}}{2^{2m+1} k! (k + m + 1)!} h^{2k+3}.
\]

Since $\Gamma_h$ is a traction-free line of $u$, by (4.4), we have $a_0 = 0$. Hence substituting (4.20) into $I_3$, one can derive that

\[
I_3 = -\kappa \int_0^h \int_0^{\varphi_0} e^{-s \sqrt{\varphi}} \frac{r^2 dr d\varphi}{\varphi} \left[ -K_p a_m J_{m+1} (K_p r) + i K_s b_m J_{m+1} (K_s r) \right]
\]

\[
= -\frac{i}{2} \kappa b_0 k_s^2 \int_0^{\varphi_0} \left( e^{i \varphi} \int_0^h e^{-s \sqrt{\varphi}} r^2 dr \right) d\varphi - I_{3,1},
\]

(4.27)

where

\[
I_{3,1} = ib_0 \kappa \sum_{k=1}^{\infty} (-1)^k k_{2k+2} \int_0^h \frac{r^2 e^{-s \sqrt{\varphi}} \frac{dr}{\varphi}}{2^{2k+1} k! (k + m + 1)!} \int_0^{\varphi_0} e^{i \varphi} d\varphi
\]

\[+
\kappa \sum_{m=1}^{\infty} \sum_{k=0}^{\infty} \frac{(-1)^k (-K_p a_m + i K_s b_m)}{2^{2k+m+1} k! (k + m + 1)!}
\]

\[
\times \int_0^h r^{2k+m+2} e^{-s \sqrt{\varphi}} \frac{dr}{\varphi} \int_0^{\varphi_0} e^{i (m+1) \varphi} d\varphi.
\]

(4.28)

Assume that

\[
s \geq \frac{8}{e \delta K}, \quad 0 < h < e,
\]

(4.29)

from (4.17), we can deduce that

\[
|I_{3,1}| \leq |b_0| \kappa \sum_{k=1}^{\infty} \frac{k_{2k+2}^2 h^{2k+2}}{2^{2k+1} k! (k + 1)!} \int_0^{\varphi_0} \frac{\Gamma(10)}{(se^{\frac{1}{2}})^{10}} e^{i \varphi} d\varphi + \mathcal{O}(e^{-\frac{s \sqrt{\delta h K}}{2}})
\]

\[+
\kappa \sum_{m=1}^{\infty} \sum_{k=0}^{\infty} \frac{-K_p a_m + i K_s b_m}{2^{2k+m} k! (k + m + 1)!}
\]

\[
\int_0^{\varphi_0} \frac{\Gamma(8)}{(se^{\frac{1}{2}})^{8}} e^{i (m+1) \varphi} d\varphi + \mathcal{O}(e^{-\frac{s \sqrt{\delta h K}}{2}}).
\]

(4.30)

In view of (4.30), we can claim that as $s \to +\infty$

\[
|I_{3,1}| = \mathcal{O}(s^{-8}).
\]

(4.31)
Similarly, under (4.29), by virtue of (4.17), one has
\[-\frac{1}{2}\kappa b_0 k_s^2 \int_0^{\varphi_0} \left( e^{i\varphi} \int_0^h e^{-s\sqrt{\tau}e^{i\varphi} r^2} r^2 dr \right) d\varphi = 60\kappa b_0 k_s^2 s^{-6}(e^{-2i\varphi_0} - 1) + O(e^{-\sqrt{\tau}k_s^2} s^{-8}). \tag{4.32}\]
Substituting (4.31), (4.32) into (4.27), we can obtain that
\[I_3 = 60\kappa b_0 k_s^2 s^{-6}(e^{-2i\varphi_0} - 1) + O(e^{-\sqrt{\tau}k_s^2 s^{-8}}), \tag{4.33}\]
as \(s \to +\infty\).
Substituting (4.24) and (4.33) into (4.21), multiplying \(s^6\) on both sides of the resulting (4.21), by virtue of (4.23) and (4.26), we can deduce that
\[60\kappa b_0 k_s^2(e^{-2i\varphi_0} - 1) + 90\mu(1 - e^{-2i\varphi_0})k_s^4 b_0 = 0 \tag{4.34}\]
by letting \(s \to +\infty\). From (4.34), it yields that
\[(e^{-2i\varphi_0} - 1)k_s^4 b_0(2\kappa - 3\mu k_s^2) = 0.\]
Since \(k_s = \sqrt{\mu/\kappa}\) and \(\kappa \in \mathbb{R}_+\), it is readily known that \(b_0 = 0\).

The remaining proof is the same as that of [9, Theorem 4.2] and we skip it.

The proof is complete. \(\Box\)

In Theorems 4.3-4.9 in what follows, we shall consider the microlocal singularities of \(u\) for two intersecting homogeneous lines of \(u\) introduced in Definition 2.3.

4.1. The case that \(\Gamma_h^+\) is a soft-clamped line.

**Theorem 4.3.** Let \(u \in L^2(\Omega)^2\) be a solution to (1.1). If there exist two intersecting lines \(\Gamma_h^+\) and \(\Gamma_h^-\) of \(u\) such that \(\Gamma_h^-\) is a rigid line and \(\Gamma_h^+\) is a soft-clamped line with the intersecting angle \(\angle(\Gamma_h^+, \Gamma_h^-) = \varphi_0 \neq \pi\), then \(u \equiv 0\).

**Proof.** Since \(\Gamma_h^- \in \mathcal{T}_{\Omega}^\ell\) and \(\Gamma_h^+ \in \mathcal{G}_{\Omega}^\ell\), according to Lemmas 3.2 and 4.1, and combining the first equation of (3.5) with the second equation of (3.6), we have
\[ik_p a_1 - k_s b_1 = 0, \quad ik_p^3 a_1 - k_s^3 b_1 = 0,\]
which can be used to prove that \(a_1 = b_1 = 0\) by noting
\[\begin{vmatrix} ik_p & -k_s \\ ik_p^3 & -k_s^3 \end{vmatrix} = ik_p k_s (k_p^2 - k_s^2) \neq 0.\]

Similarly, combining the second equation of (3.5) with the first equation of (3.6), it yields that
\[ik_p a_2 - k_s^2 b_2 = 0, \quad 2k_s^2 b_0 + (ik_p a_2 - k_s^2 b_2) e^{2i\varphi_0} = 0,\]
which further gives \(b_0 = 0\). Substituting \(b_0 = 0\) into the second equation of (4.2), it is easy to see \(a_0 = 0\).

Since we have proved that \(a_\ell = b_\ell = 0\) for \(\ell = 0, 1\), by virtue of Lemma 4.1, we have \(a_\ell = b_\ell = 0, \forall \ell \in \mathbb{N} \cup \{0\}\). According to Proposition 2.1, one has \(u \equiv 0\) in \(\Omega\). \(\Box\)

**Theorem 4.4.** Let \(u \in L^2(\Omega)^2\) be a solution to (1.1). If there exist two intersecting lines \(\Gamma_h^+\) of \(u\) such that \(\Gamma_h^-\) is a traction-free line and \(\Gamma_h^+\) is a soft-clamped line with the intersecting angle \(\angle(\Gamma_h^+, \Gamma_h^-) = \varphi_0 \neq \pi\), then \(u \equiv 0\).

**Proof.** Since \(\Gamma_h^+ \in \mathcal{G}_{\Omega}^\ell\), from Lemma 3.2, we have \(b_0 = 0\). Since \(\Gamma_h^- \in \mathcal{T}_{\Omega}^\ell\) and \(\Gamma_h^+ \in \mathcal{G}_{\Omega}^\ell\), from Lemmas 3.2 and 4.2, one can show that \(b_1 = 0\) by using the first equation of (3.5) and the second equation of (4.5). Therefore, by virtue of the second equations of (4.4) and (4.5), we have shown that \(a_\ell = b_\ell = 0\) for \(\ell = 0, 1\). According to Lemma 4.2 and Proposition 2.1, the conclusion of the theorem can be readily obtained. \(\Box\)
Theorem 4.5. Let \( u \in L^2(\Omega)^2 \) be a solution to (1.1). If there exist two intersecting lines \( \Gamma_h^+ \) of \( u \) such that \( \Gamma_h^- \) is an impedance line and \( \Gamma_h^+ \) is a soft-clamped line with the intersecting angle \( \angle(\Gamma_h^+, \Gamma_h^-) = \varphi_0 \neq \pi \), then \( u \equiv 0 \).

Proof. Due to \( \Gamma_h^- \in \mathcal{T}^b_\Omega \) and \( \Gamma_h^+ \in \mathcal{G}^b_\Omega \), from Lemmas 3.2 and 4.3, we have \( b_1 = 0 \) by substituting the second equation of (4.8) into the first equation of (3.5). Similarly, since \( \Gamma_h^+ \in \mathcal{G}^b_\Omega \), from Lemma 3.2, we have \( b_0 = 0 \). By virtue of the second equations of (4.7) and (4.8), we have \( a_\ell = b_\ell \) for \( \ell = 0, 1 \). According to Lemma 4.3 and Proposition 2.1, the conclusion of the theorem can be readily obtained. \( \square \)

4.2. The case that \( \Gamma_h^+ \) is a simply-supported line.

Theorem 4.6. Let \( u \in L^2(\Omega)^2 \) be a solution to (1.1). If there exist two intersecting lines \( \Gamma_h^\pm \) of \( u \) such that \( \Gamma_h^- \) is a rigid line and \( \Gamma_h^+ \) is a simply-supported line with the intersecting angle \( \angle(\Gamma_h^+, \Gamma_h^-) = \varphi_0 \neq \pi \), then \( u \equiv 0 \).

Proof. Since \( \Gamma_h^+ \) is a simply-supported line, from Lemma 4.1, combining the first equation of (3.27) with the first equation of (3.28), we know that

\[
a_0 = 0. \tag{4.35}
\]

Since \( \Gamma_h^+ \) is a simply-supported line, from Lemma 4.1, substituting (4.35) into the second equation of (4.2), we obtain \( b_0 = 0 \).

Again using the fact that \( \Gamma_h^+ \in \mathcal{F}^\kappa_\Omega \) and \( \Gamma_h^- \in \mathcal{R}^\kappa_\Omega \), combining the second equation of (3.28) in Lemma 4.1 with the first equation of (3.41) in Lemma 3.3, we obtain that

\[
a_1 = 0. \tag{4.36}
\]

Substituting (4.36) into the second equation of (3.27), we obtain \( b_1 = 0 \).

By now we have shown \( a_\ell = b_\ell = 0 \) for \( \ell = 0, 1 \). According to Lemma 4.1 and Proposition 2.1, the conclusion of the theorem can be readily obtained. \( \square \)

Theorem 4.7. Let \( u \in L^2(\Omega)^2 \) be a solution to (1.1). If there exist two intersecting lines \( \Gamma_h^\pm \) of \( u \) such that \( \Gamma_h^- \) is a traction-free line and \( \Gamma_h^+ \) is a simply-supported line with the intersecting angle \( \angle(\Gamma_h^+, \Gamma_h^-) = \varphi_0 \neq \pi \), then \( u \equiv 0 \).

Proof. Since \( \Gamma_h^- \in \mathcal{T}^\kappa_\Omega \) and \( \Gamma_h^+ \in \mathcal{F}^\kappa_\Omega \), from Lemma 3.3 and 4.2, we have \( b_1 = 0 \) by substituting the second equation of (4.5) into the second equation of (3.27). Similarly, since \( \Gamma_h^- \in \mathcal{T}^\kappa_\Omega \), from Lemma 3.4 and 4.2, we have \( b_0 = 0 \) by substituting the second equation of (4.4) into the (3.47). By virtue of the second equations of (4.4) and (4.5), we have \( a_\ell = b_\ell \) for \( \ell = 0, 1 \). According to Lemma 4.2 and Proposition 2.1, the conclusion of the theorem can be readily obtained. \( \square \)

Theorem 4.8. Let \( u \in L^2(\Omega)^2 \) be a solution to (1.1). If there exist two intersecting lines \( \Gamma_h^\pm \) of \( u \) such that \( \Gamma_h^- \) is an impedance line and \( \Gamma_h^+ \) is a simply-supported line with the intersecting angle \( \angle(\Gamma_h^+, \Gamma_h^-) = \varphi_0 \neq \pi \), then \( u \equiv 0 \).

Proof. Since \( \Gamma_h^- \in \mathcal{T}^\kappa_\Omega \) and \( \Gamma_h^+ \in \mathcal{F}^\kappa_\Omega \), from Lemma 3.3 and 4.3, we have \( b_1 = 0 \) by substituting the second equation of (4.8) into the second equation of (3.27). Similarly, since \( \Gamma_h^- \in \mathcal{T}^\kappa_\Omega \), from Lemma 3.4 and 4.3, we have \( b_0 = 0 \) by substituting the second equation of (4.7) into the (3.47). By virtue of the second equations of (4.7) and (4.8), we have \( a_\ell = b_\ell \) for \( \ell = 0, 1 \). According to Lemma 4.3 and Proposition 2.1, the conclusion of the theorem can be readily obtained. \( \square \)

The following lemma considers the case that \( \Gamma_h^- \) is a soft-clamped line of \( u \), which shall be needed in the proofs of Theorems 4.9 and 4.13 in what follows.
Lemma 4.7. Let \( u \) be a Lamé eigenfunction to (1.1), where \( u \) has the Fourier expansion (2.6) at the origin. Consider \( \Gamma_h^- \) defined in (2.3) such that \( \Gamma_h^- \subset G_h^\circ \). Then we have the following equations:

\[
\begin{align*}
&ik_p a_1 - k_s b_1 = 0, \quad ik_p^2 a_2 - k_s^2 b_2 = 0, \quad (4.37a) \\
&2k_s^2 b_0 + (ik_p^2 a_2 - k_s^2 b_2) = 0, \quad ik_p a_1 - k_s b_1 - (ik_p^3 a_3 - k_s^3 b_3) = 0, \quad (4.37b) \\
&ik_p^3 a_1 + 3k_p^3 b_1 + (ik_p^3 a_3 - k_s^3 b_3) = 0, \quad 2ik_p^4 a_2 - 2k_s^4 b_2 - (ik_p^4 a_4 - k_s^4 b_4) = 0, \quad (4.37c)
\end{align*}
\]

and

\[
\begin{align*}
&\left\{ -2ik_p^4 a_2 + 4k_s^4 b_2 + (ik_p^4 a_4 - k_s^4 b_4) = 0, \\
&3ik_p^5 a_3 - 3k_s^5 b_3 - (ik_p^5 a_5 - k_s^5 b_5) = 0. \quad (4.38)
\end{align*}
\]

Moreover, it holds that

\[
b_0 = a_1 = b_1 = a_2 = b_2 = 0. \quad (4.39)
\]

Proof. Since \( \Gamma_h^- \subset G_h^\circ \), using (2.11), we have

\[
0 = \sum_{m=0}^{\infty} \left\{ \left[ -\frac{ik_p}{2} a_m(J_{m-1}(k_p r) + J_{m+1}(k_p r)) \\
+ \frac{k_s}{2} p_m(J_{m-1}(k_s r) - J_{m+1}(k_s r)) \right] \hat{e}_1 + \left[ \frac{ik_p^2}{2} a_m(-J_{m-2}(k_p r)) \\
+ J_{m+2}(k_p r) + \frac{k_s^2}{2} p_m(J_{m-2}(k_s r) + J_{m+2}(k_s r)) \right] \mu \hat{e}_2 \right\},
\]

By Lemma 2.4, comparing the coefficients of \( r^0, r^1, r^2 \) and \( r^3 \) on both sides of (4.40), one can obtain (4.37a), (4.37b), (4.37c) and (4.38), respectively. (4.39) can be derived by using (4.37a), (4.37b), (4.37c) and (4.38).

By virtue of (4.39) in Lemma 4.7 and (3.29) in Lemma 3.3, for two intersecting soft-clamped and simply-supported lines, one can readily have

Theorem 4.9. Let \( u \in L^2(\Omega)^2 \) be a solution to (1.1). If there exist two intersecting lines \( \Gamma_h^- \) of \( u \) such that \( \Gamma_h^- \) is a soft-clamped line and \( \Gamma_h^+ \) is a simply-supported line, where the intersecting angle \( \angle(\Gamma_h^+, \Gamma_h^-) = \varphi_0 \neq \pi \), then \( u \equiv 0 \).

4.3. The case that \( \Gamma_h^+ \) is a generalized-impedance line.

Theorem 4.10. Let \( u \in L^2(\Omega)^2 \) be a solution to (1.1) and have the Fourier expansion (2.6). Suppose that there exist two intersecting lines \( \Gamma_h^\pm \) of \( u \) such that \( \Gamma_h^- \) is a rigid line and \( \Gamma_h^+ \) is a generalized-impedance line with the intersecting angle \( \angle(\Gamma_h^+, \Gamma_h^-) = \varphi_0 \neq \pi \), where the associated impedance parameter \( \eta_1 \) to \( \Gamma_h^+ \) satisfies (2.15). If either

\[
\eta_1 \neq -\frac{ie^{2i\varphi_0}}{\lambda + \mu(1 + e^{2i\varphi_0})} \quad (4.41)
\]

where \( \eta_1 \) is the constant part of \( \eta_1 \) in (2.15), or

\[
a_0 = 0, \quad \eta_1 \neq 1, \quad (4.42)
\]

then \( u \equiv 0 \).

Proof. Since \( \Gamma_h^- \subset R_h^\circ \), from (4.1) of Lemma 4.1, we can prove that \( a_1 = b_1 = 0 \) by noting

\[
\begin{vmatrix} k_p & ik_s \\ k_p^3 & -ik_s^3 \end{vmatrix} = -ik_p k_s (k_p^2 + k_s^2) \neq 0.
\]
Due to that $\Gamma_h^- \in R_{\Omega}$ and $\Gamma_h^+ \in H_{\Omega}$, from Lemmas 3.1 and 4.2, combining the second equation of (3.48) with the first equation of (4.2), we have
\[
\begin{cases}
k_p^2 a_0 + ik_p^2 b_0 - k_s^2 a_2 - ik_s^2 b_2 = 0, \\
2\eta_1(\lambda + \mu)k_p^2 a_0 + (1 - i\eta_1)(ik_p^2 a_2 - k_s^2 b_2)\mu e^{2i\varphi_0} = 0.
\end{cases}
(4.43)
\]
Multiplying $i(1 - i\eta_1)\mu e^{2i\varphi_0}$ on both sides of the first equation of (4.43), then adding it to the second one of (4.43), one has
\[
(2\eta_1(\lambda + \mu) + i(1 - i\eta_1)\mu e^{2i\varphi_0})k_p^2 a_0 - (1 - i\eta_1)\mu e^{2i\varphi_0} k_s^2 b_0 = 0.
(4.44)
\]
If (4.41) is fulfilled, combining (4.44) with the second equation of (4.2), one can prove that $a_0 = b_0 = 0$ by using the fact that
\[
\begin{pmatrix}
2\eta_1(\lambda + \mu) + i(1 - i\eta_1)\mu e^{2i\varphi_0} \\
-1 - i\eta_1\mu e^{2i\varphi_0}
\end{pmatrix}
\begin{pmatrix}
k_p^2 \\
k_s^2
\end{pmatrix}
= -2i k_p^2 k_s^2 [(\lambda + \mu(1 + e^{2i\varphi_0}))\eta_1 + i\mu e^{2i\varphi_0}] \neq 0.
\]
Considering the case (4.42), from (4.43), it can be directly shown that $b_0 = 0$.

For two separate cases (4.41) and (4.42), by now we have shown $a_\ell = b_\ell = 0$ for $\ell = 0, 1$. According to Lemma 4.1 and Proposition 2.1, the conclusion of the theorem can be readily obtained.

**Theorem 4.11.** Let $u \in L^2(\Omega)^2$ be a solution to (1.1). If there exist two intersecting lines $\Gamma_h^\pm$ of $u$ such that $\Gamma_h^-$ is a traction-free line and $\Gamma_h^+$ is a generalized-impedance line with the intersecting angle $\angle(\Gamma_h^+, \Gamma_h^-) = \varphi_0 \neq \pi$, where the associated impedance parameter $\eta_1$ to $\Gamma_h^+$ has the expansion (2.15) and satisfies $\eta_1 \neq 1$, then $u \equiv 0$.

**Proof.** Since $\Gamma_h^- \in T_{\Omega}$ and $\Gamma_h^+ \in H_{\Omega}$, from Lemma 3.4 and 4.2, we have $b_0 = 0$ by substituting the second equation of (4.4) into (3.47). Similarly, since $\Gamma_h^- \in T_{\Omega}$ and $\Gamma_h^+ \in H_{\Omega}$, from Lemma 4.2, we have $b_1 = 0$ by substituting the second equation of (4.5) into the first equation of (3.48). By virtue of the second equations of (4.4) and (4.5), we have $a_\ell = b_\ell$ for $\ell = 0, 1$. The proof can be readily concluded by using Lemma 4.2 and Proposition 2.1.

**Theorem 4.12.** Let $u \in L^2(\Omega)^2$ be a solution to (1.1). If there exist two intersecting lines $\Gamma_h^\pm$ of $u$ such that $\Gamma_h^-$ is an impedance line associated with the parameter $\eta_1$ satisfying (2.15) and $\Gamma_h^+$ is a generalized-impedance line associated with the parameter $\eta_2$ satisfying (2.16), where the intersecting angle $\angle(\Gamma_h^+, \Gamma_h^-) = \varphi_0 \neq \pi$, $\eta_2 \neq 1$, then $u \equiv 0$.

**Proof.** Since $\Gamma_h^- \in T_{\Omega}$, using Lemma 4.3, one has $a_0 = a_1 = 0$. Due to $\Gamma_h^+ \in H_{\Omega}$, from Lemma 3.5, under the assumption $\eta_2 \neq 1$, we have $b_1 = 0$ by substituting $a_1 = 0$ into (3.48). Similarly, substituting $a_0 = 0$ into (3.48) in Lemma 3.5, under the assumption $\eta_2 \neq 1$, we have
\[
2k_p^2 a_2 - k_s^2 b_2 = 0.
(4.45)
\]
Substituting (4.45) and $a_1 = 0$ into (4.7) in Lemma 4.3, by using the assumption $\eta_1 \neq 0$, we have $b_1 = 0$. Therefore we obtain that $a_\ell = b_\ell$ for $\ell = 0, 1$. According to Lemma 4.3, the proof can be readily concluded.

By virtue of (4.39) in Lemma 4.7 and the second equation of (3.48) in Lemma 3.5, for two intersecting soft-clamped and generalized-impedance lines, one can readily to have

**Theorem 4.13.** Let $u \in L^2(\Omega)^2$ be a solution to (1.1). If there exist two intersecting lines $\Gamma_h^\pm$ of $u$ such that $\Gamma_h^-$ is a soft-clamped line and $\Gamma_h^+$ is a generalized-impedance line, where the intersecting angle $\angle(\Gamma_h^+, \Gamma_h^-) = \varphi_0 \neq \pi$, then $u \equiv 0$. 
In Theorem 4.14 we shall consider two intersecting generalized-impedance lines. Before that, we need the following two lemmas.

Lemma 4.8. Suppose that $\Gamma_h^-$ is a generalized-impedance line of $u$ associated with the impedance parameter $\eta_2$ satisfying (2.16). Then we have
\[
\left\{ \begin{array}{l}
(1 + \text{i}\eta_2)(ik_p a_1 - k_s b_1) = 0, \\
2\eta_2(\lambda + \mu)k_p^2 a_0 + (1 - \text{i}\eta_2)(ik_p^2 a_2 - k_s^2 b_2)\mu = 0,
\end{array} \right. \tag{4.46}
\]
and
\[
\left\{ \begin{array}{l}
2k_s^2 b_0 + (1 + \text{i}\eta_2)(ik_p^2 a_2 - k_s^2 b_2) = 0, \\
(\text{i}\mu - 2\lambda\eta_2 - \mu\eta_2)k_p^2 a_1 + \mu(\eta_2 - 1)k_s^3 b_1 - \mu(1 - \text{i}\eta_2)(ik_p^3 a_3 - k_s^3 b_3) = 0.
\end{array} \right. \tag{4.47}
\]

Proof. Since $\Gamma_h^-$ is a generalized-impedance line of $u$, using (2.11) and (2.13), we have
\[
0 = \sum_{m=0}^{\infty} \left\{ \begin{array}{l}
-\frac{ik_p}{2}a_m(J_{m-1}(k_p r) + J_{m+1}(k_p r)) \\
+ \frac{k_s}{2}b_m(J_{m-1}(k_s r) - J_{m+1}(k_s r)) \hat{e}_1 + \frac{ik_p^2}{2}a_m(-J_{m-2}(k_p r) + J_{m+2}(k_p r)) \\
+ \frac{k_s^2}{2}b_m(J_{m-2}(k_s r) + J_{m+2}(k_s r)) \mu \hat{e}_2 \\
\eta_2 \left\{ \begin{array}{l}
\frac{k_p}{2}a_m(J_{m-1}(k_p r) - J_{m+1}(k_p r)) + \frac{ik_s}{2}b_m(J_{m-1}(k_s r) + J_{m+1}(k_s r)) \hat{e}_1 \\
- \frac{k_p^2}{2}a_m(J_{m-2}(k_p r)\mu + 2(\lambda + \mu)J_m(k_p r) + J_{m+2}(k_p r)\mu) \\
- \frac{ik_s^2}{2}b_m(J_{m-2}(k_s r) - J_{m+2}(k_s r))\mu \hat{e}_2 \end{array} \right\}, \quad 0 \leq r \leq h,
\right. \tag{4.48}
\]
where $\hat{e}_1 = (0,1)^\top$, $\hat{e}_2 = (1,0)^\top$. Using Lemma 2.4 and (3.11), by comparing the coefficients of the terms $r^0$ in both sides of (4.48) and by using (2.16), it holds that
\[
[(\text{i} - \eta_2)k_p a_1 - (1 + \text{i}\eta_2)k_s b_1] \hat{e}_1 \\
- [2\eta_2(\lambda + \mu)k_p^2 a_0 + (\text{i}\eta_2)k_p^2 a_2 - (1 - \text{i}\eta_2)k_s^2 b_2] \mu \hat{e}_2 = 0.
\]
Since $\hat{e}_1$ and $\hat{e}_2$ are linearly independent, we can obtain (4.46). Similarly, by comparing the coefficients of the terms $r^1$ in both sides of (4.48) and by using (2.16), we can deduce (4.47).

Lemma 4.9. Let $k_p$ and $k_s$ be defined in (2.5), where $\kappa \in \mathbb{R}_+$ is the eigenvalue to (1.1). For any $m \in \mathbb{N}$ and Lamé constants $\lambda$, $\mu$ satisfying (1.3), if $\eta \in \mathbb{C}$ is a constant such that
\[
\eta \neq -\frac{\text{i}m}{m + 2}, \tag{4.49}
\]
then
\[
D_m = \begin{vmatrix}
\text{i}k_p^m & k_s^m \\
(\text{i}\kappa - \text{i}2\lambda\eta + (m - 2)\kappa\eta) k_p^m & m\kappa(\text{i}\kappa - \text{i}2\lambda\eta + (m - 2)\kappa\eta) k_s^m
\end{vmatrix} \neq 0.
\]

Proof. By direct calculations, it yields that
\[
D_m = k_p^m k_s^m(-\text{i}m\kappa k_s^2 - 2\lambda k_p^2 + (m - 2)\mu k_s^2)\eta + \text{i}m\kappa(k_p^2 - k_s^2)
\]
\[
= -\frac{k_p^m k_s^m(\lambda + \mu)\kappa}{\lambda + 2\mu} \left[(m + 2)\eta + \text{i}m\right],
\]
where we use (2.5). Since \( \eta \) satisfies (4.49), it is easy to see that \( D_m \neq 0 \).

**Theorem 4.14.** Let \( u \in L^2(\Omega)^2 \) be a solution to (1.1). Suppose that there exist two intersecting lines \( \Gamma_0^+ \) of \( u \) such that \( \Gamma_0^- \) is a generalized-impedance line and \( \Gamma_0^+ \) is a generalized-impedance line with the intersecting angle

\[
\angle(\Gamma_0^+, \Gamma_0^-) = \varphi_0 \neq \pi.
\]

The associated generalized-impedance parameter \( \eta_1 \) to \( \Gamma_0^+ \) and \( \eta_2 \) to \( \Gamma_0^- \) have the expansions (2.15) and (2.16) respectively, where \( \eta_\ell (\ell = 1, 2) \) are the constant parts of \( \eta_\ell \).\( \eta_1 = \eta = \eta \) satisfying

\[
\eta_1 = \eta_2 = \eta \text{ and } \eta \neq \pm i, -\frac{im}{m+2}.
\]

Then \( u \equiv 0 \).

**Proof.** Since \( \Gamma_0^+ \) are generalized-impedance lines and (4.51), multiplying \( e^{2i\varphi_0} \) on both sides of the second equation of (4.46) in Lemma 4.8, then subtracting the second equation of (3.48) in Lemma 3.5, we have

\[
2\eta(\lambda + \mu)(e^{2i\varphi_0} - 1)k_p^2a_0 = 0,
\]

which can be used to obtain that \( a_0 = 0 \) by using (1.3), (4.50) and (4.51).

Multiplying \( e^{2i\varphi_0} \) on both sides of the first equation of (4.47) in Lemma 4.8, then subtracting the the first equation of (3.49) in Lemma 3.5, we have

\[
2(e^{2i\varphi_0} - 1)k_s^2b_0 = 0,
\]

which can be used to obtain that \( b_0 = 0 \) under the condition (4.50). Substituting \( b_0 = 0 \) into (4.47), using (4.51), one has

\[
i k_p^2a_2 - k_s^2b_2 = 0.
\]

Similarly, multiplying \( e^{2i\varphi_0} \) on both sides of the second equation of (4.47), and then subtracting the second equation of (3.49), one can obtain that

\[
[(i\mu - 2\lambda \eta - \mu \eta)k_p^3a_1 + \mu(i\eta - 1)k_s^3b_1](e^{2i\varphi_0} - 1) = 0,
\]

Combining the first equation of (4.46) with (4.54), we have

\[
\begin{cases}
  ik_p a_1 - k_s b_1 = 0, \\
  (i\mu - 2\lambda \eta - \mu \eta)k_p^3a_1 + \mu(i\eta - 1)k_s^3b_1 = 0,
\end{cases}
\]

which can be used to prove that \( a_1 = b_1 = 0 \) by noting

\[
D_1 = \begin{vmatrix}
  ik_p & -k_s \\
  (i\mu - 2\lambda \eta - \mu \eta)k_p^3 & \mu(i\eta - 1)k_s^3
\end{vmatrix} \neq 0,
\]

where we use Lemma 4.9 for the case \( m = 1 \) under the condition (4.51).

Using Lemma 2.4 and (3.11), comparing the coefficient of the term \( r^2 \) in both sides of (3.50), and by virtue of (2.15), one can show that

\[
\begin{aligned}
&\left[ e^{2i\varphi_0}(1 + i\eta)(ik_p^3a_3 - k_s^3b_3) \right] \hat{e}_1 + \\
&\left[ (2i\mu - \lambda \eta)k_p^4a_2 + 2\mu(i\eta - 1)k_s^4b_2 \right] e^{i\varphi_0} - \mu e^{3i\varphi_0}(1 - i\eta)(ik_p^4a_4 - k_s^4b_4) \right] \hat{e}_2 \\
&= 0.
\end{aligned}
\]

Since \( \hat{e}_1 \) and \( \hat{e}_2 \) are linearly independent, we obtain that

\[
\begin{cases}
  e^{2i\varphi_0}(1 + i\eta)(ik_p^3a_3 - k_s^3b_3) = 0, \\
  (2i\mu - \lambda \eta)k_p^4a_2 + 2\mu(i\eta - 1)k_s^4b_2 - \mu e^{2i\varphi_0}(1 - i\eta)(ik_p^4a_4 - k_s^4b_4) = 0.
\end{cases}
\]

(4.55)
Similarly, comparing the coefficients of the terms \( r^2 \) in both sides of (4.48) and by virtue of (2.16), we can deduce that

\[
\begin{align*}
(1 + \eta)(ik_p^2 a_3 - k_s^2 b_3) &= 0, \\
2(\mu - \lambda \eta)k_p^4 a_2 + 2\mu(\eta - 1)k_s^4 b_2 - \mu(1 - \eta)(ik_p^4 a^4 - k_s^4 b_4) &= 0.
\end{align*}
\]  

(4.56)

Multiplying \( e^{2i\phi_0} \) on both sides of the second equation of (4.56), then subtracting the second equation of (4.55), we have

\[
[2(i\mu - \lambda \eta)k_p^4 a_2 + 2\mu(\eta - 1)k_s^4 b_2](e^{2i\phi_0} - 1) = 0.
\]

(4.57)

Combining (4.53) with (4.57), we have

\[
0 = ik_p^2 a_2 - k_s^2 b_2, \quad 2(i\mu - \lambda \eta)k_p^4 a_2 + 2\mu(\eta - 1)k_s^4 b_2 = 0,
\]

which can be used to prove that \( a_2 = b_2 = 0 \) by noting

\[
D_2 = \begin{vmatrix} \frac{ik_p^2}{\mu(1 - \eta)} & -k_s^2 \\ (\mu - \lambda \eta)k_p^4 & \mu(\eta - 1)k_s^4 \end{vmatrix} \neq 0,
\]

where we use Lemma 4.9 for the case \( m = 2 \) under the condition (4.51).

By mathematical induction, we first assume that \( a_2 = b_\ell = 0 \), where \( \ell = 0, \ldots, m - 1 \) and \( m \in \mathbb{N} \) with \( m \geq 3 \). Using Lemma 2.4 and (3.11), comparing the coefficients of the terms \( r^{m-1} \) in both sides of (3.50) and by virtue of (2.15), one can deduce that

\[
\begin{align*}
(1 + \eta)(ik_p^m a_m - k_s^m b_m) &= 0, \\
\mu(1 - \eta)(ik_p^{m+1} a_{m+1} - k_s^{m+1} b_{m+1}) &= 0.
\end{align*}
\]

(4.58)

Using Lemma 2.4 and (3.11), comparing the coefficients of the terms \( r^m \) in both sides of (3.50) and by virtue of (2.15), one can show that

\[
\begin{align*}
\left[ e^{2i\phi_0}(1 + \eta)(ik_p^{m+1} a_{m+1} - k_s^{m+1} b_{m+1}) \right] \hat{e}_1 + \\
\left[ (im\mu - 2\lambda \eta + (m - 2)\mu \eta)k_p^{m+2} a_m + m\mu(\eta - 1)k_s^{m+2} b_m \right] e^{i\phi_0} \\
- \mu e^{2i\phi_0}(1 - \eta)(ik_p^{m+2} a_m - k_s^{m+2} b_m) \hat{e}_2 &= 0.
\end{align*}
\]

Since \( \hat{e}_1 \) and \( \hat{e}_2 \) are linearly independent, we obtain that

\[
\begin{align*}
(1 + \eta)(ik_p^{m+1} a_{m+1} - k_s^{m+1} b_{m+1}) &= 0, \\
(\im \mu - 2\lambda \eta + (m - 2)\mu \eta)k_p^{m+2} a_m + m\mu(\eta - 1)k_s^{m+2} b_m &= 0, \\
- \mu(1 - \eta)(ik_p^{m+2} a_m - k_s^{m+2} b_m) &= 0.
\end{align*}
\]

(4.59)

Similarly, by comparing the coefficients of the terms \( r^m \) in both sides of (4.48) together with the use of (2.16), we can deduce that

\[
\begin{align*}
(1 + \eta)(ik_p^{m+1} a_{m+1} - k_s^{m+1} b_{m+1}) &= 0, \\
(\im \mu - 2\lambda \eta + (m - 2)\mu \eta)k_p^{m+2} a_m + m\mu(\eta - 1)k_s^{m+2} b_m &= 0, \\
- \mu(1 - \eta)(ik_p^{m+2} a_m - k_s^{m+2} b_m) &= 0.
\end{align*}
\]

(4.60)

Multiplying \( e^{2i\phi_0} \) on both sides of the second equation of (4.60), then subtracting the second equation of (4.59), we have

\[
([im\mu - 2\lambda \eta + (m - 2)\mu \eta]k_p^{m+2} a_m + m\mu(\eta - 1)k_s^{m+2} b_m)(e^{2i\phi_0} - 1) = 0.
\]

(4.61)

Combining the first equation of (4.58) with (4.61), we have

\[
\begin{align*}
& \{ ik_p^m a_m - k_s^m b_m = 0, \\
& (im\mu - 2\lambda \eta + (m - 2)\mu \eta)k_p^{m+2} a_m + m\mu(\eta - 1)k_s^{m+2} b_m = 0,
\end{align*}
\]

(4.62)
which can be used to prove that \(a_m = b_m = 0\) by noting
\[
D_m = \begin{vmatrix}
 ik_p^m & -k_s^m \\
(\imath m \mu - 2 \lambda \eta + (m - 2) \mu \eta) k_p^{m+2} & m \mu (\eta - 1) k_s^{m+2}
\end{vmatrix} \neq 0,
\]
where we use Lemma 4.9 under the condition (4.51).

According to Proposition 2.1, the proof is complete.

Remark 4.1. The assumption (4.51) in Theorem 4.14 can be replaced by
\[
\eta_1 = \eta_2 = \eta \text{ and } \Im(\eta) \in \mathbb{R}_{+} \setminus \{1\},
\]
which shall be adopted in studying the inverse elastic obstacle and diffractive grating problems.

The following theorem deals with the case that a generalized-impedance line intersects a simply-supported line.

**Theorem 4.15.** Let \(u \in L^2(\Omega)^2\) be a solution to (1.1). If there exist two intersecting lines \(\Gamma_h^+\) of \(u\) such that \(\Gamma_h^-\) is a generalized-impedance line and \(\Gamma_h^+\) is a simply-supported line, where the intersecting angle \(\angle(\Gamma_h^+, \Gamma_h^-) = \varphi_0 \neq \pi\), then \(u \equiv 0\).

**Proof.** Since \(\Gamma_h^+\) is a simply-supported line, from Lemma 3.3, we have \(a_0 = 0\). Substituting \(a_0 = 0\) into the first equation of (3.27), one has
\[
k_p^2 a_0 + ik_s b_0 = 0.
\]
(4.63)
Since \(\Gamma_h^-\) is a generalized-impedance line, substituting (4.63) into the first equation of (4.47) in Lemma 4.8, it is easy to see that \(b_0 = 0\). Adopting the same argument in the proof of Theorem 3.2, we can show that \(a_\ell = b_\ell = 0\) for \(\forall \ell \in \mathbb{N}\). Finally, the proof can be concluded by using Proposition 2.1. □

5. **Unique identifiability for inverse elastic obstacle problems**

In this section, the theoretical findings in the previous sections can be used to study the unique identifiability for the inverse elastic obstacle and diffractive grating problems. The inverse problems are concerned with recovering the geometrical shapes/profiles of certain unknown objects by using the elastic wave probing data. The inverse elastic obstacle and diffractive grating problems arise from industrial applications of practical importance.

5.1. **Unique recovery for the inverse elastic obstacle problem.** Consider a bounded Lipschitz domain \(\Omega \subset \mathbb{R}^2\) such that \(\mathbb{R}^2 \setminus \Omega\) is connected. In what follows, we let \(d \in S^1\) denote the incident direction, \(d^\perp \in S^1\) be orthogonal to \(d\), \(k_p\) and \(k_s\) be compressional and shear wave numbers defined in (2.5). Consider an incident elastic wave field \(u^i\), which is a time-harmonic elastic plane wave of the form
\[
u^i := u^i(x; k_p, k_s, d) = \alpha_p d e^{ik_p x - \imath \omega t} + \alpha_s d^\perp e^{ik_s x - \imath \omega t}, \quad \alpha_p, \alpha_s \in \mathbb{C}, \quad |\alpha_p| + |\alpha_s| \neq 0.
\]
(5.1)
Physically speaking, \(u^i\) is the detecting wave field and \(\Omega\) denotes an impenetrable obstacle which interrupts the propagation of the incident wave and generates the corresponding scattered wave field \(u^{sc}\). Using the Helmholtz decomposition, we can decompose the scattered field \(u^{sc}\) in \(\mathbb{R}^2 \setminus \Omega\) into the sum of the compressional part \(u^{sc}_p\) and the shear part \(u^{sc}_s\) as follows
\[
u^{sc} = u^{sc}_p + u^{sc}_s, \quad u^{sc}_p = \frac{1}{k_p^2} \nabla \left( \nabla \cdot u^{sc} \right), \quad u^{sc}_s = \frac{1}{k_s^2} \text{curl} \text{curl} u^{sc},
\]
(5.2)
where
\[
\text{curl} u = \partial_1 u_2 - \partial_2 u_1, \quad \text{curl} u = (\partial_2 u, -\partial_1 u)^\top.
\]
Let $\omega = \sqrt{\kappa}$ be the angular frequency, where $\kappa$ is the Lamé eigenvalue of (1.1). Define $u := u^i + u^{sc}$ to be the total wave field, then the forward scattering problem of this process can be described by the following system,

$$
\begin{align*}
\mathcal{L}u + \omega^2 u &= 0 \quad \text{in} \quad \mathbb{R}^2 \setminus \Omega, \\
u = u^i + u^{sc} &\quad \text{in} \quad \mathbb{R}^2, \\
\mathcal{B}(u) &= 0 \quad \text{on} \quad \partial \Omega, \\
\lim_{r \to \infty} r^{\frac{1}{2}} \left( \frac{\partial u^T_\beta}{\partial r} - ik_\beta u^T_\beta \right) &= 0, \quad \beta = p, s,
\end{align*}
$$

where the last equation is the Kupradze radiation condition that holds uniformly in $\hat{x} := x/|x| \in S^1$. The boundary condition $\mathcal{B}(u)$ on $\partial \Omega$ could be either of the following six conditions:

1. the first kind (Dirichlet) condition ($\Omega$ is a rigid obstacle):
   $$\mathcal{B}(u) := \mathcal{B}_2(u) = u;$$
2. the second kind (Neumann) condition ($\Omega$ is a traction-free obstacle):
   $$\mathcal{B}(u) := \mathcal{B}_1(u) = T_\nu u;$$
3. the impedance condition ($\Omega$ is an impedance obstacle): $\mathcal{B}(u) = T_\nu u + \eta u$, $\eta \in \mathcal{A}$, $\Re(\eta) \geq 0$ and $\Im(\eta) > 0$;
4. the third kind boundary condition ($\Omega$ is an soft-clamped obstacle):
   $$\mathcal{B}(u) := \mathcal{B}_3(u) = \left( \begin{array}{c} \nu \cdot u \\ \tau \cdot T_\nu u \end{array} \right);$$
5. the forth kind boundary condition ($\Omega$ is a simply-supported obstacle):
   $$\mathcal{B}(u) := \mathcal{B}_4(u) = \left( \begin{array}{c} \tau \cdot u \\ \nu \cdot T_\nu u \end{array} \right);$$
6. the generalized-impedance kind boundary condition ($\Omega$ is a generalized impedance obstacle):
   $$\mathcal{B}(u) = \left( \begin{array}{c} \nu \cdot u \\ \tau \cdot T_\nu u \end{array} \right) + \eta \left( \begin{array}{c} \tau \cdot u \\ \nu \cdot T_\nu u \end{array} \right), \quad \eta \in \mathcal{A}, \quad \Re(\eta) \geq 0 \text{ and } \Im(\eta) > 0,$$

where $\nu$ denotes the exterior unit normal vector to $\partial \Omega$, $\tau = \nu^\perp$ and the boundary traction operator $T_\nu$ is defined in (1.5).

In this paper, we always assume the well posedness of the elastic system (5.3) associated with either of the six kinds of boundary conditions is fulfilled, which means that there exits a unique solution $u \in H^1_\text{loc}(\mathbb{R}^2 \setminus \Omega)$ to (5.3). We refer to [10, 13, 14] for the related results when the boundary condition in (5.3) is the third or forth kind boundary, while the corresponding well posedness result for the first kind boundary can be found in [12]. It is known that the compressional and shear parts $u^{sc}_\beta$ ($\beta = p, s$) of a radiating solution $u^{sc}$ to the elastic system (5.3) possess the following asymptotic expansions

$$
\begin{align*}
u^{sc}_p(x; k_p, k_s, d) &= \frac{e^{ik_p r}}{\sqrt{r}} \left\{ u^{\infty}_p(\hat{x}; d)\hat{x} + O \left( \frac{1}{r} \right) \right\} \\
u^{sc}_s(x; k_p, k_s, d) &= \frac{e^{ik_s r}}{\sqrt{r}} \left\{ u^{\infty}_s(\hat{x}; d)\hat{x}^\perp + O \left( \frac{1}{r} \right) \right\}
\end{align*}
$$

(5.9)
where $\eta$ is the impedance parameter that can take different (complex) values. In order to generalize Holmgren’s uniqueness principle to Lamé’s operator and applications.

\[ u^\infty(x; k_p, k_s, d) = \frac{\epsilon^{k_p k_s}}{\sqrt{r}} u^\infty_p(\hat{x}; d)\hat{x} + \frac{\epsilon^{k_p k_s}}{\sqrt{r}} u^\infty_s(\hat{x}; d)\hat{x}^\perp + O\left(\frac{1}{r^{3/2}}\right) \quad \text{as} \quad r \to \infty \]

The far-field pattern $u^\infty$ of $u^\text{sc}$ is defined as

\[ u^\infty_p(\hat{x}; d) := u^\infty_p(\hat{x}; d)\hat{x} + u^\infty_s(\hat{x}; d)\hat{x}^\perp \]

Obviously, the compressional and shear parts of the far-field are uniquely determined by $u^\infty$ as follows:

\[ u^\infty_p(\hat{x}; d) = u^\infty(\hat{x}; d) \cdot \hat{x} \quad u^\infty_s(\hat{x}, d) = u^\infty(\hat{x}; d) \cdot \hat{x}^\perp \]

The inverse elastic scattering problem corresponding to (5.3) concerns the determination of the scatterer $\Omega$ (and $\eta$ as well in the impedance case) by knowledge of the far-field pattern $u^\infty_p(\hat{x}, d, k)$, where $\beta = t, p$ or $s$. We introduce the operator $F$ which sends the obstacle to the corresponding far-field pattern and is defined by the forward scattering system (5.3), the aforementioned inverse problem can be formulated as

\[ F(\Omega, \eta) = u^\infty_p(\hat{x}; d), \quad \beta = t, p, \text{ or } s. \quad (5.10) \]

Next, we show that by using the generalized Holmgren’s uniqueness principle, we can establish two novel unique identifiability results for (5.10) in determining an obstacle without knowing its a priori physical property as well as its possible surface impedance by at most six far-field patterns, namely $u^\infty_p(\hat{x})$ corresponding to six distinct $d$'s.

**Definition 5.1.** Let $Q \subset \mathbb{R}^2$ be a polygon in $\mathbb{R}^2$ such that

\[ \partial Q = \bigcup_{j=1}^{\ell} \Gamma_j, \quad (5.11) \]

where each $\Gamma_j$ is an edge of $\partial Q$. $Q$ is said to be a generalized elastic obstacle associated with (5.3) if there exists a Lipschitz dissection of $\Gamma_j$, $1 \leq j \leq \ell$,

\[ \Gamma_j = \bigcup_{i=1}^{\ell} \Gamma_i^j \]

such that

\[ \mathcal{B}_i(u) = 0 \quad \text{on} \quad \Gamma_i^j, \quad i = 1, 2, 3, 4, \]

\[ \mathcal{B}_1(u) + \eta \mathcal{B}_2(u) = 0 \quad \text{on} \quad \Gamma_3^j, \quad \mathcal{B}_3(u) + \eta \mathcal{B}_4(u) = 0 \quad \text{on} \quad \Gamma_6^j, \]

where $\eta \in A$ with $\Im(\eta) \geq 0$, $\mathcal{B}_1(u)$, $\mathcal{B}_2(u)$, $\mathcal{B}_3(u)$ and $\mathcal{B}_4(u)$ are defined in (5.4), (5.5), (5.6) and (5.7), respectively.

It is emphasized that in (5.12), either $\Gamma_1^j$, $\Gamma_2^j$, $\Gamma_3^j$, $\Gamma_4^j$, $\Gamma_5^j$ or $\Gamma_6^j$ could be an empty set, and hence a generalized-impedance obstacle could be purely a rigid obstacle, a traction-free obstacle, an impedance obstacle, a soft-clamped obstacle, a simply-supported obstacle, a generalized elastic obstacle or a mixed type. Moreover, one each edge of the polygonal obstacle, the impedance parameter can take different (complex) values. In order to simply notations, for $i \in \{1, 3\}$ we formally write $\mathcal{B}_i(u) + \eta \mathcal{B}_{i+1}(u)$ with $\eta \equiv \infty$ to signify $\mathcal{B}_{i+1}(u) = 0$. In doing so, (5.12) can be unified as $\mathcal{B}_i(u) + \eta \mathcal{B}_{i+1}(u) = 0$ on $\partial \Omega$ with

\[ \eta = 0 \cdot \chi_{\Omega \cup \bigcup_{j=1}^{\ell} \Gamma_1^j} + 0 \cdot \chi_{\Omega \cup \bigcup_{j=1}^{\ell} \Gamma_1^3} + \infty \cdot \chi_{\Omega \cup \bigcup_{j=1}^{\ell} \Gamma_1^2} + \infty \cdot \chi_{\Omega \cup \bigcup_{j=1}^{\ell} \Gamma_1^4} + \sum_{j=1}^{\ell} \eta_j \cdot \chi_{\Gamma_1^j} \]

\[ + \sum_{j=1}^{\ell} \eta_j \cdot \chi_{\Gamma_1^6} \quad (\eta_j \in A) \quad (5.13) \]
and \( i \in \{1, 3\} \). We write \((Q, \eta)\) to denote a generalized polygonal impedance obstacle as describe above with \( \eta \in L^\infty(\partial Q) \cup \{\infty\} \). In what follows, \((\Omega, \eta)\) is said to be an admissible complex obstacle if
\[
(\Omega, \eta) = \bigcup_{j=1}^p (\Omega_j, \eta_j),
\]
where each \((\Omega_j, \eta_j)\) is a generalized polygonal impedance obstacle such that \(\Omega_j, j = 1, 2, \ldots, p\) are pairwise disjoint and
\[
\eta = \sum_{j=1}^p \eta_j \chi_{\Omega_j}, \quad \eta_j \in L^\infty(\partial \Omega_j) \cup \{\infty\},
\]
the constant part \(\eta_j\) of the variable function \(\eta_j \in A\) is not equal to \(\pm i\) and
\[
\pm i \text{ and } \frac{\pm \sqrt{(\lambda + 3\mu)(\lambda + \mu) - \mu i}}{\lambda + 2\mu}.
\]

The following auxiliary lemma states the linear independence of the set of total wave fields \(\{u(x; k_p, k_s, d_\ell)\}, \ell = 1, \ldots, n\} \) associated with the incident wave (5.1), where \(d_\ell\) are pairwise distinct.

**Lemma 5.1.** [9, Lemma 5.1] Let \(d_\ell \in \mathbb{S}^1, \ell = 1, \ldots, n\), be \(n\) vectors which are distinct from each other. Suppose that \(\Omega\) is a bounded Lipschitz domain and \(\mathbb{R}^2 \setminus \Omega\) is connected. Let the incident elastic wave field \(u^i(x; k_p, k_s, d_\ell)\) be defined in (5.1). Furthermore, suppose that the total elastic wave field \(u(x; k_p, k_s, d_\ell)\) associated with \(u^i(x; k_p, k_s, d_\ell)\) satisfies (5.3). Then the following set of functions is linearly independent:
\[
\{u(x; k_p, k_s, d_\ell); x \in D, \ \ell = 1, 2, \ldots, n\},
\]
where \(D \subset \mathbb{R}^2 \setminus \overline{\Omega}\) is an open set.

**Theorem 5.1.** Let \((\Omega, \eta)\) and \((\tilde{\Omega}, \tilde{\eta})\) be two admissible complex obstacles. Let \(\omega \in \mathbb{R}_+\) be fixed and \(d_\ell, \ell = 1, \ldots, 8\) be eight distinct incident directions from \(\mathbb{S}^1\). Let \(u^\infty_{\beta}\) and \(\tilde{u}^\infty_{\beta}\) be, respectively, the far-field patterns associated with \((\Omega, \eta)\) and \((\tilde{\Omega}, \tilde{\eta})\), where \(\beta = t, p,\) or \(s\). If
\[
u^\infty_{\beta}(x; d_\ell) = \tilde{u}^\infty_{\beta}(x; d_\ell), \quad x \in \mathbb{S}^1, \ell = 1, \ldots, 8,
\]
then one has that
\[
\Omega = \tilde{\Omega} \quad \text{and} \quad \eta = \tilde{\eta}.
\]

**Proof.** By an absurdity argument, we first prove that if (5.16) holds, one must have that \(\Omega = \tilde{\Omega}\). Suppose that \(\Omega\) and \(\tilde{\Omega}\) are two different admissible complex obstacles such that \(\Omega \neq \tilde{\Omega}\) and (5.16) holds. Let \(G\) denote the unbounded connected component of \(\mathbb{R}^2 \setminus (\Omega \cup \tilde{\Omega})\). Then by a similar topological argument to that in [16], one can show that there exists a line segment \(\Gamma_h \subset \partial G \setminus \partial \Omega\) or \(\Gamma_h \subset \partial G \setminus \partial \tilde{\Omega}\). Without loss of generality, we assume the former case.

Let \(u\) and \(\tilde{u}\) respectively denote the total wave fields to (5.3) associated with \((\Omega, \eta)\) and \((\tilde{\Omega}, \tilde{\eta})\). By (5.16) and the Rellich theorem (cf. [7]), we know that
\[
u(x; k_p, k_s, d_\ell) = \tilde{u}(x; k_p, k_s, d_\ell), \quad x \in G, \ \ell = 1, \ldots, 8.
\]

By using (5.18) as well as the generalized-impedance boundary condition on \(\partial \tilde{\Omega}\), we readily have
\[
\mathcal{R}_i(u) + \tilde{\eta}\mathcal{R}_{i+1}(u) = \mathcal{R}_i(\tilde{u}) + \tilde{\eta}\mathcal{R}_{i+1}(\tilde{u}) = 0 \quad \text{on} \quad \Gamma_h \text{ for } i \in \{1, 3\}.
\]
Consider a fixed point \(x_0 \in \Gamma_h\). There exists a sufficient small positive number \(\varepsilon \in \mathbb{R}_+\) such that \(B_{2\varepsilon}(x_0) \in G\), where \(B_{2\varepsilon}(x_0)\) is a disk centered at \(x_0\) with the radius \(2\varepsilon\).
Without loss of generality, we may assume that $x_0$ is the origin. Let $\Gamma_\varepsilon = B_\varepsilon(0) \cap \Gamma_h$, where $B_\varepsilon(0)$ is a disk centered at $x_0$ with the radius $\varepsilon$. It is also noted that

$$-\mathcal{L} u = \omega^2 u \text{ in } B_{2\varepsilon}(0).$$

Therefore due to (2.6) one knows that $u(x; k_p, k_s, d_\ell)$ has the Fourier expansion around the origin as follows

$$u(x; k_p, k_s, d_\ell) = \sum_{m=0}^{\infty} \left\{ \frac{k_p}{2} a_{\ell,m} e^{i m \varphi} \left\{ J_{m-1}(k_p r) e^{-i \varphi} e_1 - J_{m+1}(k_p r) e^{i \varphi} e_2 \right\} + \frac{ik_s}{2} b_{\ell,m} e^{i m \varphi} \left\{ J_{m-1}(k_s r) e^{-i \varphi} e_1 + J_{m+1}(k_s r) e^{i \varphi} e_2 \right\} \right\}. \quad (5.20)$$

Recall that the unit normal vector $\nu$ and the tangential vector $\tau$ to $\Gamma_h$ are defined in (1.4), respectively. Due to the linear dependence of eight $\mathbb{C}^7$-vectors, it is easy to see that there exist eight complex constants $a_\ell$ such that

$$\sum_{\ell=1}^{8} \alpha_\ell \begin{bmatrix} u(0; k_p, k_s, d_\ell) \\ \nu^T \nabla u|_{x=0} \\ \tau^T \nabla u|_{x=0} \end{bmatrix} = 0,$$

where $b_{\ell,m}$ is given in (5.20), $m = 0, 1, 2$. Moreover, there exits at least one $\alpha_\ell$ is not zero. Let

$$u(x; k_p, k_s) = \sum_{\ell=1}^{8} \alpha_\ell u(x; k_p, k_s, d_\ell)$$

$$= \sum_{m=0}^{\infty} \left\{ \frac{k_p}{2} a_m e^{i m \varphi} \left\{ J_{m-1}(k_p r) e^{-i \varphi} e_1 - J_{m+1}(k_p r) e^{i \varphi} e_2 \right\} + \frac{ik_s}{2} b_m e^{i m \varphi} \left\{ J_{m-1}(k_s r) e^{-i \varphi} e_1 + J_{m+1}(k_s r) e^{i \varphi} e_2 \right\} \right\}. \quad (5.21)$$

where

$$a_m = \sum_{\ell=1}^{8} \alpha_\ell a_{\ell,m}, \quad b_m = \sum_{\ell=1}^{8} \alpha_\ell b_{\ell,m}, \quad \forall m \in \mathbb{N} \cup \{0\}.$$

Then we have

$$u(0; k_p, k_s, d_\ell) = 0 \text{ and } \nu^T \nabla u|_{x=0} = \tau^T \nabla u|_{x=0} = b_m = 0, m = 0, 1, 2. \quad (5.22)$$

Next we distinguish two separate cases. The first case is that $u(x; k_p, k_s) \equiv 0$, $\forall x \in G$. In view of (5.21), since $\alpha_\ell$ are not all zero and $d_\ell$ are distinct, we readily have a contradiction by Lemma 5.1. For the second case, we suppose that $u(x; k_p, k_s) \not\equiv 0$. In view of (5.19) and (5.22), recalling Definitions 2.4 and 3.1, we know that $\Gamma_\varepsilon$ is a singular line of $u$, which implies that $\Gamma_\varepsilon$ could be a singular rigid, or singular traction-free, or singular impedance, or singular soft-clamped, or singular simply-supported or singular generalized-impedence line of $u$ in Definition 2.4 and 3.1. Therefore, by the generalized Holmgren’s principle (cf. [9, Theorems 3.1 and 3.2], Theorems 2.1, 3.1, 3.2 and 3.3), we obtain that

$$u \equiv 0 \text{ in } B_{2\varepsilon}(0), \quad (5.23)$$

which is obviously a contradiction.
Next, we prove that by knowing $\Omega = \tilde{\Omega}$, one must have that $\eta \equiv \tilde{\eta}$. Assume contrarily that $\eta \neq \tilde{\eta}$. We consider two separated cases. The first case is that the involved boundary condition of $u$ given by

$$B_1(u) + \eta B_2(u) = B_1(u) + \tilde{\eta} B_2(u) = 0 \text{ on } \Sigma \subset \partial \Omega = \partial \tilde{\Omega},$$

where $B_1(u)$ and $B_2(u)$ are defined in (5.4) and (5.5), respectively. One can easily show that there exists an open subset $\Sigma$ of $\partial \Omega = \partial \tilde{\Omega}$ such that

$$u = T_\nu u = 0 \text{ on } \Sigma.$$  \hspace{1cm} (5.24)

The second case is that the involved boundary condition of $u$ given by

$$B_3(u) + \eta B_4(u) = B_3(u) + \tilde{\eta} B_4(u) = 0 \text{ on } \Sigma \subset \partial \Omega = \partial \tilde{\Omega},$$

where $B_3(u)$ and $B_4(u)$ are defined in (5.6) and (5.7), respectively. Since $\eta \neq \tilde{\eta}$, one can readily have

$$B_3(u) = B_4(u) = 0.$$  \hspace{1cm} \text{(5.6) and (5.7)}

By (5.6) and (5.7), it is obvious that

$$\nu \cdot u = \tau \cdot u = \nu \cdot T_\nu u = \tau \cdot T_\nu u = 0 \text{ on } \Sigma.$$  \hspace{1cm} \text{(5.24)}

Since $\nu \perp \tau$, $\nu \in \mathbb{R}^2$, $\tau \in \mathbb{R}^2$, by distinguishing the real and imaginary parts of $u$ and $T_\nu u$, one can know that (5.24) holds.

Therefore for these two cases by the classical Holmgren’s principle, we know that $u \equiv 0$ in $\mathbb{R}^2 \backslash \Omega$, which readily yields a contradiction.

The proof is complete. \hspace{1cm} \Box

Remark 5.1. The shape of an admissible complex obstacle and its physical properties (in the case that $\eta = 0$ or $\eta = \infty$) can be determined by at most eight far-field patterns. Furthermore, if it is of generalized-impedance type or impedance type, one can determine the surface generalized-impedance parameter as well. In Table 2, we summarize the unique identifiability result for a pure polygonal rigid obstacle, a pure polygonal traction-free obstacle, a pure polygonal impedance obstacle, a pure polygonal soft-clamped obstacle, a pure polygonal simply-supported obstacle and a pure polygonal generalized-impedance obstacle by analyzing the assumptions’ quantities in Definitions 2.4 and 3.1.

| Types of the elastic obstacle                        | The number of distinct incident directions needed for the unique identifiability |
|------------------------------------------------------|----------------------------------------------------------------------------------|
| a pure polygonal rigid obstacle                      | 2                                                                               |
| a pure polygonal traction-free obstacle              | 4                                                                               |
| a pure polygonal impedance obstacle                  | 4                                                                               |
| a pure polygonal soft-clamped obstacle               | 2                                                                               |
| a pure polygonal simply-supported obstacle           | 2                                                                               |
| a pure polygonal generalized-impedance obstacle      | 6                                                                               |

Table 2
Finally, we show that if fewer far-field patterns are used, one can establish a local uniqueness result in determining a generic class of admissible complex obstacles. In [9, Theorem 5.2], the corresponding local uniqueness result are considered by imposing a certain condition on the degree of an admissible complex obstacle; please refer to the detailed discussions in [9, Theorem 5.2].

To that end, we first introduce an admissible complex obstacle with the class $\mathcal{C}$. Let $\Omega$ be defined in (5.14) that consists of finitely many pairwise disjoint polygons. Let $\Gamma, \Gamma' \subset \partial \Omega$ be two adjacent edges of $\partial \Omega$. Moreover, we let $\zeta$ and $\zeta'$ respectively signify the values of $\eta$ on $\Gamma$ and $\Gamma'$ around the vertex formed by those two edges. It is noted that $\zeta$ and $\zeta'$ may be $0, \infty$ or a variable function belonging to the class $\mathcal{A}$ introduced in Definition 3.1. If $\zeta \in \mathcal{A}$, according to Definition 3.1, $\zeta$ is given by the following absolutely convergent series at the intersecting point $\Gamma \cap \Gamma'$:

$$\zeta = \zeta + \sum_{j=1}^{\infty} \zeta_{1,j} r^j,$$

where $\zeta \in \mathbb{C}\setminus\{0\}$, $\zeta_{1,j} \in \mathbb{C}$ and $r \in [0, h]$. Similarly, if $\zeta' \in \mathcal{A}$, $\zeta'$ is given by the following absolutely convergent series at the intersecting point $\Gamma \cap \Gamma'$:

$$\zeta' = \zeta' + \sum_{j=1}^{\infty} \zeta_{2,j} r^j,$$

where $\zeta' \in \mathbb{C}\setminus\{0\}$, $\zeta_{2,j} \in \mathbb{C}$ and $r \in [0, h]$.

An admissible complex obstacle $(\Omega, \eta)$ is said to belong to the class $\mathcal{C}$ if

$$\Im(\zeta) \in \mathbb{R}_+ \setminus \{1\}, \quad \Im(\zeta') \in \mathbb{R}_+ \setminus \{1\},$$

where $\zeta$ and $\zeta'$ are defined in (5.25) and (5.26) respectively, and

$$\zeta = \zeta'$$

if both $\zeta$ and $\zeta'$ are variable functions given by (5.25) and (5.26),

for all two adjacent edges $\Gamma, \Gamma'$ of $\partial \Omega$.

**Theorem 5.2.** Let $(\Omega, \eta)$ and $(\hat{\Omega}, \hat{\eta})$ be two admissible complex obstacles from the class $\mathcal{C}$ as described above. Let $\omega \in \mathbb{R}_+$ be fixed and $d_{\ell}$, $\ell = 1, \ldots, 5$ be five distinct incident directions from $S^1$. Let $G$ denote the unbounded connected component of $\mathbb{R}^2 \setminus (\Omega \cup \hat{\Omega})$. Let $u_{\beta}^\infty$ and $\tilde{u}_{\beta}^\infty$ be, respectively, the far-field patterns associated with $(\Omega, \eta)$ and $(\hat{\Omega}, \hat{\eta})$, where $\beta = t, p,$ or $s$. If

$$u_{\beta}^\infty(\tilde{x}, d_{\ell}) = \tilde{u}_{\beta}^\infty(\tilde{x}, d_{\ell}), \quad \tilde{x} \in S^1, \ell = 1, \ldots, 5,$$

then one has that

$$\left(\partial \Omega \setminus \overline{\Omega} \right) \cup \left(\partial \hat{\Omega} \setminus \overline{\hat{\Omega}} \right)$$

cannot have a corner on $\partial G$.

**Proof.** We prove the theorem by contradiction. Assume (5.29) holds but $\left(\partial \Omega \setminus \overline{\Omega} \right) \cup \left(\partial \hat{\Omega} \setminus \overline{\hat{\Omega}} \right)$ has a corner $x_c$ on $\partial G$. Clearly, $x_c$ is either a vertex of $\Omega$ or a vertex of $\hat{\Omega}$. Without loss of generality, we assume the latter case. Let $h \in \mathbb{R}_+$ be sufficiently small such that $B_h(x_c) \subseteq \mathbb{R}^2 \setminus \overline{\Omega}$. Moreover, since $x_c$ is a vertex of $\hat{\Omega}$, we can assume that

$$B_h(x_c) \cap \partial \hat{\Omega} = \Gamma_h^\pm,$$

where $\Gamma_h^\pm$ are the two line segments lying on the two edges of $\hat{\Omega}$ that intersect at $x_c$. Furthermore, on $\Gamma_h^\pm$ the boundary conditions are given by (5.12).
By (5.29) and the Rellich theorem (cf. [7]), we know that
\[ \mathbf{u}(x; k_p, k_s, d_\ell) = \mathbf{\bar{u}}(x; k_p, k_s, d_\ell), \quad x \in \mathbf{G}, \ell = 1, \ldots, 5. \] (5.31)

It is clear that \( \Gamma_h^\perp \subset \partial \mathbf{G}. \) Hence, by using (5.18) as well as the generalized boundary condition (5.12) on \( \partial \Omega \), we readily have
\[ \mathcal{B}_i(\mathbf{u}) + \mathbf{\bar{\eta}} \mathcal{B}_{i+1}(\mathbf{u}) = \mathcal{B}_i(\mathbf{\bar{u}}) + \mathbf{\bar{\eta}} \mathcal{B}_{i+1}(\mathbf{\bar{u}}) = \mathbf{0} \quad \text{on} \quad \Gamma_h^\perp \quad \text{for} \quad i \in \{1, 3\}. \] (5.32)

It is also noted that in \( B_h(x_c), -\mathbf{L} \mathbf{u} = \omega^2 \mathbf{u} \).
Due to the linear dependence of five \( \mathbb{C}^2 \)-vectors, we see that there exits five complex constants \( \alpha_\ell \) such that
\[ \sum_{\ell=1}^{5} \alpha_\ell \mathbf{u}(x_c; k_p, k_s, d_\ell) = \mathbf{0}, \]
where there exits at least one \( \alpha_\ell \) is not zero. Set \( \mathbf{u}(x; k_p, k_s) = \sum_{\ell=1}^{5} \alpha_\ell \mathbf{u}(x; k_p, k_s, d_\ell). \)
Then we know that
\[ \mathbf{u}(x_c; k_p, k_s) = \mathbf{0}. \] (5.33)

Similar to the proof of Theorem 5.2, we consider the following two cases. The first one is
\[ \mathbf{u}(x; k_p, k_s) \equiv \mathbf{0}, \quad \forall \mathbf{x} \in \mathbf{G}. \] Since there exits at one \( \alpha_\ell \) such that \( \alpha_\ell \neq 0 \) and \( d_\ell \) are distinct, from Lemma 5.1, we can arrive at a contradiction. The other case is that \( \mathbf{u}(x; k_p, k_s) \equiv \mathbf{0}. \)
By (5.27) and (5.28), as well as the generalized Holmgren’s principle in [9, Theorems 4.1, 4.3], Theorems 2.2–2.4, Theorems 4.1–4.15, one can show that
\[ \mathbf{u} \equiv \mathbf{0} \quad \text{in} \quad \mathbf{G}, \]
which yields a contradiction again.

The proof is complete. \( \square \)

5.2. Unique recovery for the inverse elastic diffraction grating problem. In this subsection, we consider the unique recovery for the inverse elastic diffraction grating problem. First we give a brief review of the basic mathematical model for this inverse problem. Let the profile of a diffraction grating be described by the curve
\[ \Lambda_f = \{(x_1, x_2) \in \mathbb{R}^2; \ x_2 = f(x_1)\}, \] (5.34)
where \( f \) is a periodic Lipschitz function with period \( 2\pi \).
Let \( \Omega_f = \{\mathbf{x} \in \mathbb{R}^2; x_2 > f(x_1), x_1 \in \mathbb{R}\} \)
be filled with an elastic material whose mass density is equal to one. Suppose further that the incident wave is given by the pressure wave
\[ \mathbf{u}_i^\ell(x; k_p, d) = d e^{i k_p d \mathbf{x}}, \quad d = (\sin \theta, -\cos \theta)^T, \quad \theta \in \left(-\frac{\pi}{2}, \frac{\pi}{2}\right), \] (5.35)
or the shear wave
\[ \mathbf{u}_s^\ell(x; k_s, d) = d_s e^{i k_s d \mathbf{x}}, \quad d_s = (\cos \theta, \sin \theta)^T, \quad \theta \in \left(-\frac{\pi}{2}, \frac{\pi}{2}\right), \] (5.36)
propagating to \( \Lambda_f \) from the top, where \( k_p \) and \( k_s \) are defined in (2.5). Then the total wave field satisfies the following Navier system:
\[ \mathbf{L} \mathbf{u} + \omega^2 \mathbf{u} = \mathbf{0} \quad \text{in} \quad \Omega_f; \quad \mathbf{B}(\mathbf{u})|_{\Lambda_f} = \mathbf{0} \quad \text{on} \quad \Lambda_f, \] (5.37)
with the generalized-impedance boundary condition
\[ \mathbf{B}(\mathbf{u}) = \mathcal{B}_1(\mathbf{u}) + \mathbf{\eta} \mathcal{B}_{i+1}(\mathbf{u}) = \mathbf{0} \quad \text{on} \quad \Lambda_f \quad \text{for} \quad i \in \{1, 3\} \] (5.38)
where \( \mathbf{\eta} \) can be \( \infty, 0 \), or \( \mathbf{\eta} \in \mathcal{A} \) with \( \Im(\mathbf{\eta}) \geq 0 \), and \( \mathcal{B}_1(\mathbf{u}), \mathcal{B}_2(\mathbf{u}), \mathcal{B}_3(\mathbf{u}) \) and \( \mathcal{B}_4(\mathbf{u}) \) are defined in (5.4), (5.5), (5.6) and (5.7), respectively.
In what follows, we shall mainly consider the incident pressure wave (5.35). To achieve the uniqueness of (5.37), the total wave field \( u \) should be \( \alpha \)-quasiperiodic in the \( x_1 \)-direction, with \( \alpha = k_p \sin \theta \) for the incident pressure wave (5.35), which means that

\[
\mathbf{u}(x_1 + 2\pi, x_2) = e^{2i\alpha \pi} \cdot \mathbf{u}(x_1, x_2),
\]

and the scattered field \( u^s \) satisfies the Rayleigh expansion (cf. [2, 6]):

\[
\mathbf{u}^s(x; \omega, \mathbf{d}) = \sum_{n \in \mathbb{Z}} u_{p,n} e^{i\xi_{p,n}(\theta) \cdot x} + \sum_{n \in \mathbb{Z}} u_{s,n} e^{i\xi_{s,n}(\theta) \cdot x} \begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix} \xi_{s,n}(\theta) \tag{5.39}
\]

for \( x_2 > \max_{x_1 \in [0,2\pi]} f(x_1) \), where \( u_{p,n}, u_{s,n} \in \mathbb{C}(n \in \mathbb{Z}) \) are called the Rayleigh coefficient of \( u^s \), and

\[
\xi_{p,n}(\theta) = (\alpha_n(\theta), \beta_{p,n}(\theta))^T, \quad \alpha_n(\theta) = n + \alpha, \\
\beta_{p,n}(\theta) = \begin{cases} \sqrt{k_p^2 - \alpha_n^2(\theta)}, & |\alpha_n(\theta)| \leq k_p \\
i \sqrt{\alpha_n^2(\theta) - k_p^2}, & |\alpha_n(\theta)| > k_p \end{cases}, \\
\xi_{s,n}(\theta) = (\alpha_n(\theta), \beta_{s,n}(\theta))^T, \\
\beta_{s,n}(\theta) = \begin{cases} \sqrt{k_s^2 - \alpha_n^2(\theta)}, & |\alpha_n(\theta)| \leq k_s \\
i \sqrt{\alpha_n^2(\theta) - k_s^2}, & |\alpha_n(\theta)| > k_s \end{cases} \tag{5.40}
\]

The existence and uniqueness of the \( \alpha \)-quasiperiodic solution to (5.37) for the first kind (Dirichlet) condition boundary condition can be found in [2]. In our subsequent study, we assume the well-posedness of the forward scattering problem and focus on the study of the inverse grating problem.

Introduce a measurement boundary as

\[
\Gamma_b := \{(x_1, b) \in \mathbb{R}^2; \ 0 \leq x_1 \leq 2\pi, \ b > \max_{x_1 \in [0,2\pi]} |f(x_1)| \}.
\]

The inverse diffraction grating problem is to determine \( (\Lambda_f, \eta) \) from the knowledge of \( \mathbf{u}(x|\Gamma_b; \omega, \mathbf{d}) \), and can be formulated as the operator equation:

\[
\mathcal{F}(\Lambda_f, \eta) = \mathbf{u}(x; k_p, \mathbf{d}), \quad x \in \Gamma_b, \tag{5.41}
\]

where \( \mathcal{F} \) is defined by the forward diffraction scattering system, and is nonlinear.

The unique recovery result on the inverse elastic diffraction grating problem with the first kind boundary condition under a priori information about the height of the grating profile by a finite number of incident plane waves can be found in [6]. But the unique identifiability is still open for the impedance or general impedance cases, which we shall resolve in the rest of the paper. In doing so, we introduce the following admissible polygonal gratings associated with the inverse elastic diffraction grating problem.

**Definition 5.2.** Let \( (\Lambda_f, \eta) \) be a periodic grating as described in (5.34) with the generalized-impedance boundary condition (5.38). Suppose that \( \Lambda_f \) restricted to the interval \([0,2\pi]\) consists of finitely many line segments \( \Gamma_j \ (j = 1, \ldots, \ell) \), and \( \Lambda_f \) is not a straight line parallel to the \( x_1 \)-axis. \( (\Lambda_f, \eta) \) is said to be an admissible polygonal grating associated with (5.41) if there exists a Lipschitz dissection of \( \Gamma_j \), \( 1 \leq j \leq \ell \),

\[
\Gamma_j = \bigcup_{i=1}^6 \Gamma_{ij}^j,
\]
such that (5.12) is fulfilled, where the variable function \( \eta \) in (5.12) satisfies \( \eta \in \mathcal{A} \) with \( \Im(\eta) \geq 0 \), and the constant part of the variable function \( \eta \in \mathcal{A} \) is not equal to

\[
\pm i \frac{\pm \sqrt{(\lambda + 3\mu)(\lambda + \mu)} - \mu i}{\lambda + 2\mu}.
\]

We should emphasize that in (5.12), either \( \Gamma^i_1, \Gamma^i_2, \Gamma^i_3, \Gamma^i_4, \Gamma^i_5 \) or \( \Gamma^i_6 \) could be an empty set.

Next, we establish our uniqueness result in determining an admissible polygonal grating by at most eight incident waves. We first present a useful lemma.

**Lemma 5.2.** [5, Lemma 8.1] Let \( \xi \in \mathbb{R}^2, \ell = 1, \ldots, n \) be \( n \) vectors which are distinct from each other, \( D \) be an open set in \( \mathbb{R}^2 \). Then all the functions in the following set are linearly independent:

\[
\{ e^{i\xi \cdot \mathbf{x}}; \mathbf{x} \in D, \ell = 1, 2, \ldots, n \}
\]

**Theorem 5.3.** Let \( (\Lambda_f, \eta) \) and \( (\Lambda_f, \tilde{\eta}) \) be two admissible polygonal gratings. Let \( \omega \in \mathbb{R}_+ \) be fixed and \( \mathbf{d}_\ell, \ell = 1, \ldots, 8 \) be eight distinct incident directions from \( S^1 \), with

\[
\mathbf{d}_\ell = (\sin \theta_\ell, -\cos \theta_\ell)\top, \quad \theta_\ell \in \left(-\frac{\pi}{2}, \frac{\pi}{2}\right).
\]

Let \( \mathbf{u}(\mathbf{x}; \omega, \mathbf{d}_\ell) \) and \( \tilde{\mathbf{u}}(\mathbf{x}; \omega, \mathbf{d}_\ell) \) denote the total fields associated with \( (\Lambda_f, \eta) \) and \( (\Lambda_f, \tilde{\eta}) \) respectively and let \( \Gamma_b \) be a measurement boundary given by

\[
\Gamma_b := \left\{ (x_1, b) \in \mathbb{R}^2; 0 \leq x_1 \leq 2\pi, b > \max \left\{ \max_{x_1 \in [0, 2\pi]} |f(x_1)|, \max_{x_1 \in [0, 2\pi]} |\tilde{f}(x_1)| \right\} \right\},
\]

If it holds that

\[
\mathbf{u}(\mathbf{x}; \omega, \mathbf{d}_\ell) = \tilde{\mathbf{u}}(\mathbf{x}; \omega, \mathbf{d}_\ell), \quad \ell = 1, \ldots, 8, \quad \mathbf{x} = (x_1, b) \in \Gamma_b,
\]

then

\( \Lambda_f = \Lambda_f \) and \( \eta = \tilde{\eta} \).

**Proof.** The proof follows from a similar argument to that for Theorem 5.1, and we only sketch the necessary modifications in this new setup. By contradiction and without loss of generality, we assume that there exists a line segment \( \Gamma_b \) of \( \Lambda_f \) which lies on \( \partial G \setminus \Lambda_f \), where \( G \) be the unbounded connected component of \( \Omega_f \cap \Omega_{\tilde{f}} \).

First, by the well-posedness of the diffraction grating problem (5.37)-(5.39) as well as the unique continuation, we show that \( \mathbf{u}(\mathbf{x}; \omega, \mathbf{d}_\ell) = \tilde{\mathbf{u}}(\mathbf{x}; \omega, \mathbf{d}_\ell) \) for \( \mathbf{x} \in G \). In fact, by introducing \( \mathbf{w}(\mathbf{x}; \omega, \mathbf{d}_\ell) := \mathbf{u}(\mathbf{x}; \omega, \mathbf{d}_\ell) - \tilde{\mathbf{u}}(\mathbf{x}; \omega, \mathbf{d}_\ell), \ell = 1, \ldots, 8 \), we see from (5.42) that \( \mathbf{w} \) fulfills

\[
\mathcal{L}\mathbf{w} + \omega^2 \mathbf{w} = 0 \text{ in } U; \quad \mathbf{w} = 0 \text{ on } \Gamma_b \text{ and } \mathbf{w} \text{ satisfies the Rayleigh expansion (5.39),}
\]

where \( U := G \cap \{ \mathbf{x} \in \mathbb{R}^2; x_2 > b, x_1 \in \mathbb{R} \} \) with \( \partial U = \Gamma_b \). Hence, by the uniqueness of the solution to the diffraction grating problem, we readily know \( \mathbf{w} = 0 \) in \( U \). On the other hand, since \( \mathbf{u}(\mathbf{x}; \omega, \mathbf{d}_\ell) \) and \( \tilde{\mathbf{u}}(\mathbf{x}; \omega, \mathbf{d}_\ell) \) are analytic in \( G \), we know \( \mathbf{w}(\mathbf{x}; \omega, \mathbf{d}_\ell) = 0 \) in \( G \) by means of the analytic continuation, that is, \( \mathbf{u}(\mathbf{x}; \omega, \mathbf{d}_\ell) = \tilde{\mathbf{u}}(\mathbf{x}; \omega, \mathbf{d}_\ell) \) for \( \mathbf{x} \in G \).

Next, using a similar argument to the proof of Theorem 5.1, we can prove that

\[
\sum_{\ell=1}^{8} \alpha_\ell \mathbf{u}(\mathbf{x}; \omega, \mathbf{d}_\ell) = 0 \text{ for } x_2 > \max_{x_1 \in [0, 2\pi]} f(x_1),
\]

(5.43)
where \( \alpha_\ell \) are nonzero complex constant, \( \ell = 1, \ldots, 8 \). Next, when \( x_2 > \max_{x_1 \in [0, 2\pi]} |f(x_1)| \), \( u(x; \omega, \mathbf{d}_\ell) \) has the Rayleigh expansion (cf. [2]):

\[
\mathbf{u}(x; \omega, \mathbf{d}_\ell) = \mathbf{d}_\ell e^{ik_\ell x} + \sum_{n \in \mathbb{Z}} u_{p,n}(\theta_\ell) e^{i\xi_{p,n}(\theta_\ell) x} \xi_{p,n}(\theta_\ell)  
\]

\[
+ \sum_{n \in \mathbb{Z}} u_{s,n}(\theta_\ell) e^{i\xi_{s,n}(\theta_\ell) x} \begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix} \xi_{s,n}(\theta_\ell)  
\]

for \( x_2 > \max_{x_1 \in [0, 2\pi]} |f(x_1)| \), where \( \xi_{n}(\theta_\ell) \), \( \alpha_n(\theta_\ell) \), \( \beta_{p,n}(\theta_\ell) \) and \( \beta_{s,n}(\theta_\ell) \) are defined in (5.40). Using the definition of \( \alpha_0(\theta_\ell) \) and \( \beta_0(\theta_\ell) \) in (5.40), we can readily show that

\[
k_{p}\mathbf{d}_\ell = (\alpha_0(\theta_\ell), -\beta_0(\theta_\ell))^T.  
\]

Substituting (5.44) into (5.43), it holds that

\[
0 = \sum_{\ell=1}^{8} \alpha_\ell \mathbf{d}_\ell e^{ik_\ell x} + \sum_{n \in \mathbb{Z}} \sum_{\ell=1}^{8} \alpha_\ell u_{p,n}(\theta_\ell) e^{i\xi_{p,n}(\theta_\ell) x} \xi_{p,n}(\theta_\ell)  
\]

\[
+ \sum_{n \in \mathbb{Z}} \sum_{\ell=1}^{8} \alpha_\ell u_{s,n}(\theta_\ell) e^{i\xi_{s,n}(\theta_\ell) x} \begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix} \xi_{s,n}(\theta_\ell) \quad \text{for} \quad x_2 > \max_{x_1 \in [0, 2\pi]} |f(x_1)|,  
\]

where \( u_{p,n}(\theta_\ell) \), \( u_{s,n}(\theta_\ell) \in \mathbb{C}(n \in \mathbb{Z}) \) are the Rayleigh coefficients of \( \mathbf{u}^*(x; \omega, \mathbf{d}_\ell) \) associated with the incident wave \( \mathbf{d}_\ell e^{ik_\ell x} \). In (5.46), taking inner product with \( \hat{e}_2 \), then letting \( x_2 = lx_1 \) \( (l > 0) \), one has

\[
S_1(x_1, lx_1) = S_2(x_1, lx_1), \quad \forall x_1 \in \mathbb{R}_+,  
\]

where

\[
S_1(x_1, lx_1) = \sum_{\ell=1}^{8} \alpha_\ell \cos(\theta_\ell) e^{ik_\ell (1, l)x_1} - \sum_{|\alpha_n(\theta_\ell)| \leq k} \sum_{\ell=1}^{8} \alpha_\ell u_{p,n}(\theta_\ell) e^{i\xi_{p,n}(\theta_\ell) (1, l)x_1} \beta_{p,n}(\theta_\ell)  
\]

\[
+ \sum_{|\alpha_n(\theta_\ell)| \leq k} \sum_{\ell=1}^{8} \alpha_\ell u_{s,n}(\theta_\ell) e^{i\xi_{s,n}(\theta_\ell) (1, l)x_1} \alpha_{n}(\theta_\ell),  
\]

\[
S_2(x_1, lx_1) = \sum_{|\alpha_n(\theta_\ell)| > k} \sum_{\ell=1}^{8} \alpha_\ell u_{p,n}(\theta_\ell) e^{i\xi_{p,n}(\theta_\ell) (1, l)x_1} \beta_{p,n}(\theta_\ell)  
\]

\[
- \sum_{|\alpha_n(\theta_\ell)| > k} \sum_{\ell=1}^{8} \alpha_\ell u_{s,n}(\theta_\ell) e^{i\xi_{s,n}(\theta_\ell) (1, l)x_1} \alpha_{n}(\theta_\ell).  
\]

Noting that \( S_1(x_1, lx_1) \) is an almost periodic function on \( \mathbb{R}_+ \) and \( S_2(x_1, lx_1) \) is exponentially decaying functions as \( x_1 \to +\infty \), from [4, (d) in Page 493] we can prove that

\[
\max_{x_1 \in \mathbb{R}_+} |S_1(x_1, lx_1)| = \lim_{x_1 \to +\infty} \sup \{|S_1(x_1, lx_1)| = \lim_{x_1 \to +\infty} \sup \{|S_2(x_1, lx_1)| \leq \varepsilon  
\]

for any \( \varepsilon \in \mathbb{R}_+ \). Therefore it yields that

\[
S_1(x_1, lx_1) \equiv 0, \quad \forall x_1 \in \mathbb{R}_+.  
\]

Clearly, any two vectors of the set

\[
\bigcup_{\ell=1}^{8} \{k_{p}\mathbf{d}_\ell\} \bigcup_{\ell=1}^{8} \{\xi_{p,n}(\theta_\ell) \mid n \in \mathbb{Z}\} \bigcup_{\ell=1}^{8} \{\xi_{s,n}(\theta_\ell) \mid n \in \mathbb{Z}\}  
\]

are distinct since \( |\theta_\ell| < \pi/2 \) and (5.45).
Using Lemma 5.2 and (5.47), we can see \( \alpha_\ell = 0 \) for \( \ell = 1, \ldots, 8 \) by noting \( \cos \theta_\ell \in \mathbb{R}_+ \), which is a contradiction to the fact there exits an index \( \ell_0 \in \{1, \ldots, 8\} \) such that \( \alpha_{\ell_0} \neq 0 \).

Similar to Theorem 5.2, we can establish a local uniqueness result in determining a generic class of admissible polygonal grating by using fewer scattering measurements, which we choose not to discuss the details in this paper.
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**Appendix**

**Proof of Lemma 3.1.** We first prove (3.4a). Using (2.7) and (2.8), it is directly shown that

\[
\frac{\partial u_1}{\partial r} = \sum_{m=0}^{\infty} \left\{ \frac{k_p^2}{4} a_m \left\{ e^{i(m-1)\varphi} J_{m-2}(k_pr) - \left[ e^{i(m-1)\varphi} + e^{i(m+1)\varphi} \right] J_m(k_pr) \right\} + \frac{ik_r^2}{4} b_m \left\{ e^{i(m-1)\varphi} J_{m-2}(k_sr) - \left[ e^{i(m-1)\varphi} - e^{i(m+1)\varphi} \right] J_m(k_sr) \right\} \right. \\
+ \left. \frac{k_p^2}{4} a_m e^{i(m+1)\varphi} J_{m+2}(k_pr) - \frac{ik_r^2}{4} b_m e^{i(m+1)\varphi} J_{m+2}(k_sr) \right\},
\]

and

\[
\frac{\partial u_2}{\partial r} = \sum_{m=0}^{\infty} \left\{ \frac{i k_p^2}{4} a_m \left\{ e^{i(m-1)\varphi} J_{m-2}(k_pr) - \left[ e^{i(m-1)\varphi} - e^{i(m+1)\varphi} \right] J_m(k_pr) \right\} + \frac{ik_r^2}{4} b_m \left\{ e^{i(m-1)\varphi} J_{m-2}(k_sr) + \left[ e^{i(m-1)\varphi} + e^{i(m+1)\varphi} \right] J_m(k_sr) \right\} \right. \\
- \left. \frac{i k_p^2}{4} a_m e^{i(m+1)\varphi} J_{m+2}(k_pr) - \frac{k_r^2}{4} b_m e^{i(m+1)\varphi} J_{m+2}(k_sr) \right\}.
\]

\[
\frac{\partial u_2}{\partial \varphi} = \sum_{m=0}^{\infty} \left\{ -\frac{(m-1)}{2} k_r^2 e^{i(m-1)\varphi} J_{m-1}(k_pr) a_m - \frac{(m+1)}{2} k_r^2 e^{i(m+1)\varphi} J_{m+1}(k_pr) a_m \right. \\
- \left. \frac{i (m-1)}{2} k_p e^{i(m-1)\varphi} J_{m-1}(k_sr) b_m + \frac{i (m+1)}{2} k_p e^{i(m+1)\varphi} J_{m+1}(k_sr) b_m \right\},
\]

(5.49)

For \( i = 1, 2 \), one has

\[
\frac{\partial u_i}{\partial x_1} = \cos \varphi \cdot \frac{\partial u_i}{\partial r} - \frac{\sin \varphi}{r} \cdot \frac{\partial u_i}{\partial \varphi}, \quad \frac{\partial u_i}{\partial x_2} = \sin \varphi \cdot \frac{\partial u_i}{\partial r} + \frac{\cos \varphi}{r} \cdot \frac{\partial u_i}{\partial \varphi}.
\]

(5.50)
Combining (5.48), (5.49) with (5.50), after tedious but straightforward calculations, one can obtain that

\[ \partial_1 u_1 \cdot (-\sin \varphi_0) + \partial_1 u_2 \cdot (\cos \varphi_0) \]

\[ = \sum_{m=0}^{\infty} \left\{ \cos \varphi \left[ \frac{i k_p^2}{4} a_m e^{i(m+1)\varphi} J_m - 2(k_p r) e^{i\varphi_0} - \frac{i k_p^2}{4} a_m J_m(k_p r) e^{i(m-1)\varphi} (e^{i\varphi_0} - e^{2i\varphi} e^{-i\varphi_0}) \right. \\
 \left. - \frac{i k_p^2}{4} a_m e^{i(m+1)\varphi} J_m + 2(k_p r) e^{-i\varphi_0} - \frac{k_r^2}{4} b_m e^{i(m-1)\varphi} J_m - 2(k_r r) e^{i\varphi_0} \right. \\
 \left. + \frac{k_r^2}{4} b_m J_m(k_r r) e^{-i(1)\varphi_0} (e^{i\varphi_0} + e^{2i\varphi} e^{-i\varphi_0} - \frac{k_r^2}{4} b_m J_m + 2(k_r r) e^{i(m+1)\varphi} e^{-i\varphi_0} \right. \\
 \left. + \sin \varphi \left[ \frac{(m-1)k_p^2}{2} a_m e^{i(m-1)\varphi} J_m - 1(k_p r) e^{i\varphi_0} \right. \\
 \left. + \frac{(m-1)k_p^2}{2} a_m e^{i(m+1)\varphi} J_{m+1}(k_p r) e^{i\varphi_0} + \frac{i(m-1)k_r^2}{2} b_m e^{i(m-1)\varphi} J_{m-1}(k_r r) e^{i\varphi_0} \\
 \left. \left. - \frac{i(m+1)k_r^2}{2} b_m e^{i(m+1)\varphi} J_{m+1}(k_r r) e^{-i\varphi_0} \right] \right\}, \]

\[ \partial_2 u_1 \cdot (-\sin \varphi_0) + \partial_2 u_2 \cdot (\cos \varphi_0) \]

\[ = \sum_{m=0}^{\infty} \left\{ \sin \varphi \left[ \frac{i k_p^2}{4} a_m e^{i(m-1)\varphi} J_m - 2(k_p r) e^{i\varphi_0} - \frac{i k_p^2}{4} a_m J_m(k_p r) e^{i(m-1)\varphi} (e^{i\varphi_0} - e^{2i\varphi} e^{-i\varphi_0}) \right. \\
 \left. - \frac{i k_p^2}{4} a_m e^{i(m+1)\varphi} J_m + 2(k_p r) e^{-i\varphi_0} - \frac{k_r^2}{4} b_m e^{i(m-1)\varphi} J_m - 2(k_r r) e^{i\varphi_0} \right. \\
 \left. + \frac{k_r^2}{4} b_m J_m(k_r r) e^{-i(1)\varphi_0} (e^{i\varphi_0} + e^{2i\varphi} e^{-i\varphi_0} - \frac{k_r^2}{4} b_m J_m + 2(k_r r) e^{i(m+1)\varphi} e^{-i\varphi_0} \right. \\
 \left. + \cos \varphi \left[ \frac{-(m-1)k_p^2}{2} a_m e^{i(m-1)\varphi} J_m - 1(k_p r) e^{i\varphi_0} \\
 \left. + \frac{(m-1)k_p^2}{2} a_m e^{i(m+1)\varphi} J_{m+1}(k_p r) e^{i\varphi_0} + \frac{i(m-1)k_r^2}{2} b_m e^{i(m-1)\varphi} J_{m-1}(k_r r) e^{i\varphi_0} \\
 \left. \left. + \frac{i(m+1)k_r^2}{2} b_m e^{i(m+1)\varphi} J_{m+1}(k_r r) e^{-i\varphi_0} \right] \right\}, \]

and

\[ \partial_1 u_1 \cdot (-\cos \varphi_0) + \partial_1 u_2 \cdot (-\sin \varphi_0) \]

\[ = \sum_{m=0}^{\infty} \left\{ \cos \varphi \left[ -\frac{k_p^2}{4} a_m e^{i(m-1)\varphi} J_m - 2(k_p r) e^{i\varphi_0} + \frac{k_p^2}{4} a_m J_m(k_p r) e^{i(m-1)\varphi} (e^{i\varphi_0} + e^{2i\varphi} e^{-i\varphi_0}) \right. \\
 \left. - \frac{k_p^2}{4} a_m e^{i(m+1)\varphi} J_m + 2(k_p r) e^{i\varphi_0} - \frac{i k_p^2}{4} a_m J_m(k_p r) e^{i(m-1)\varphi} (e^{i\varphi_0} - e^{2i\varphi} e^{-i\varphi_0}) \right. \\
 \left. + \frac{k_r^2}{4} b_m J_m(k_r r) e^{i(m-1)\varphi} (e^{i\varphi_0} - e^{2i\varphi} e^{-i\varphi_0} + \frac{i k_r^2}{4} b_m J_m + 2(k_r r) e^{i(m+1)\varphi} e^{-i\varphi_0} \right. \\
 \left. + \sin \varphi \left[ \frac{(m-1)k_p^2}{2} a_m e^{i(m-1)\varphi} J_m - 1(k_p r) e^{i\varphi_0} \\
 \left. - \frac{i(m+1)k_p^2}{2} a_m e^{i(m+1)\varphi} J_{m+1}(k_p r) e^{i\varphi_0} + \frac{m-1)k_r^2}{2} b_m e^{i(m-1)\varphi} J_{m-1}(k_r r) e^{i\varphi_0} \\
 \left. \left. - \frac{(m+1)k_r^2}{2} b_m e^{i(m+1)\varphi} J_{m+1}(k_r r) e^{-i\varphi_0} \right] \right\}, \]
\[ \partial_2 u_1 \cdot (-\cos \varphi_0) + \partial_2 u_2 \cdot (-\sin \varphi_0) \]
\[ = \sum_{m=0}^{\infty} \left\{ \sin \varphi \left[ -\frac{k_p^2}{4} a_m e^{i(m-1)\varphi} J_{m-2}(k_p r) e^{i\varphi_0} + \frac{k_p^2}{4} a_m J_m(k_p r) e^{i(m-1)\varphi} (e^{2i\varphi} e^{-i\varphi_0}) \right. \right. \]
\[ - \frac{k_p^2}{4} a_m e^{i(m+1)\varphi} J_{m+2}(k_p r) e^{-i\varphi_0} - \frac{i k_s^2}{4} b_m e^{i(m-1)\varphi} J_{m-2}(k_s r) e^{i\varphi_0} \]
\[ + \frac{i k_s^2}{4} b_m J_m(k_s r) e^{-i(m-1)\varphi} (e^{2i\varphi} e^{-i\varphi_0}) + \frac{i k_s^2}{4} b_m e^{i(m+1)\varphi} J_{m+2}(k_s r) e^{-i\varphi_0} \}
\[ + \cos \varphi \left[ \right. \right. \]
\[ \frac{2}{r} \left. \left. \right. \right. \]
\[ = \sum_{m=0}^{\infty} \left\{ \frac{i k_p^2}{4} a_m e^{i(m-2)\varphi} J_{m-2}(k_p r) e^{i\varphi_0} + \frac{k_p^2}{2} a_m e^{i m \varphi} J_m(k_p r) \sin \varphi_0 \right. \]
\[ - \frac{i k_p^2}{4} a_m e^{i(m+2)\varphi} J_{m+2}(k_p r) e^{-i\varphi_0} - \frac{k_p^2}{4} b_m e^{i(m-2)\varphi} J_{m-2}(k_s r) e^{i\varphi_0} \]
\[ - \frac{k_p^2}{2} b_m e^{i m \varphi} J_m(k_s r) \cos \varphi_0 - \frac{k_s^2}{4} b_m e^{i(m+2)\varphi} J_{m+2}(k_s r) e^{-i\varphi_0} \}
\[ \partial_2 u_2 \cdot (-\sin \varphi_0) + \partial_2 u_1 \cdot (\cos \varphi_0) \]
\[ = \sum_{m=0}^{\infty} \left\{ \frac{k_p^2}{4} a_m e^{i(m-2)\varphi} J_{m-2}(k_p r) e^{i\varphi_0} - \frac{k_p^2}{2} a_m e^{i m \varphi} J_m(k_p r) \cos \varphi_0 \right. \]
\[ - \frac{k_p^2}{4} a_m e^{i(m+2)\varphi} J_{m+2}(k_p r) e^{-i\varphi_0} - \frac{i k_s^2}{4} b_m e^{i(m-2)\varphi} J_{m-2}(k_s r) e^{i\varphi_0} \]
\[ - \frac{k_s^2}{2} b_m e^{i m \varphi} J_m(k_s r) \sin \varphi_0 + \frac{i k_s^2}{4} b_m e^{i(m+2)\varphi} J_{m+2}(k_s r) e^{-i\varphi_0} \}
\]
Furthermore, we have
\[ \partial_1 u_1 \cdot (-\sin \varphi_0) + \partial_1 u_2 \cdot (\cos \varphi_0) \]
\[ = \sum_{m=0}^{\infty} \left\{ \frac{k_p^2}{4} a_m e^{i(m-2)\varphi} J_{m-2}(k_p r) e^{i\varphi_0} + \frac{k_p^2}{2} a_m e^{i m \varphi} J_m(k_p r) \sin \varphi_0 \right. \]
\[ - \frac{k_p^2}{4} a_m e^{i(m+2)\varphi} J_{m+2}(k_p r) e^{-i\varphi_0} - \frac{k_p^2}{2} b_m e^{i(m-2)\varphi} J_{m-2}(k_s r) e^{i\varphi_0} \]
\[ - \frac{k_s^2}{2} b_m e^{i m \varphi} J_m(k_s r) \cos \varphi_0 - \frac{k_s^2}{4} b_m e^{i(m+2)\varphi} J_{m+2}(k_s r) e^{-i\varphi_0} \}
\[ \partial_1 u_2 \cdot (-\sin \varphi_0) + \partial_2 u_2 \cdot (\cos \varphi_0) \]
\[ = \sum_{m=0}^{\infty} \left\{ - \frac{k_p^2}{4} a_m e^{i(m-2)\varphi} J_{m-2}(k_p r) e^{i\varphi_0} - \frac{k_p^2}{2} a_m e^{i m \varphi} J_m(k_p r) \cos \varphi_0 \right. \]
\[ - \frac{k_p^2}{4} a_m e^{i(m+2)\varphi} J_{m+2}(k_p r) e^{-i\varphi_0} - \frac{i k_s^2}{4} b_m e^{i(m-2)\varphi} J_{m-2}(k_s r) e^{i\varphi_0} \]
\[ - \frac{k_s^2}{2} b_m e^{i m \varphi} J_m(k_s r) \sin \varphi_0 + \frac{i k_s^2}{4} b_m e^{i(m+2)\varphi} J_{m+2}(k_s r) e^{-i\varphi_0} \}
\]
According to (5.51), we can obtain that
\[ - \sin \varphi_0 (-\sin \varphi_0 \cdot \partial_1 u_1 + \cos \varphi_0 \cdot \partial_1 u_2) + \cos \varphi_0 (-\sin \varphi_0 \cdot \partial_2 u_1 + \cos \varphi_0 \cdot \partial_2 u_2) \]
\[ = \sum_{m=0}^{\infty} \left\{ \sin (\varphi_0 - \varphi) \left[ -\frac{i k_p^2}{4} a_m e^{i(m-1)\varphi} J_{m-2}(k_p r) e^{i\varphi_0} \right. \right. \]
\[ + \frac{i k_p^2}{4} a_m J_m(k_p r) e^{i(m-1)\varphi} (e^{2i\varphi} e^{-i\varphi_0}) + \frac{i k_s^2}{4} a_m e^{i(m+1)\varphi} J_{m+2}(k_p r) e^{-i\varphi_0} \]
\[ + \frac{k_s^2}{4} b_m e^{i(m-1)\varphi} J_{m-2}(k_s r) e^{i\varphi_0} - \frac{k_s^2}{4} b_m J_m(k_s r) e^{i\varphi_0} (e^{2i\varphi} e^{-i\varphi_0}) \]
\[ + \frac{k_s^2}{4} b_m J_m(k_s r) e^{-i\varphi_0} \left. \right] \right. \]
\[ + \cos (\varphi_0 - \varphi) \left[ \right. \right. \]
\[ = \sum_{m=0}^{\infty} \left\{ \frac{(m+1) k_p}{2} a_m e^{i(m+1)\varphi} J_{m+1}(k_p r) e^{-i\varphi_0} - \frac{i (m-1) k_s}{2} b_m e^{i(m-1)\varphi} J_{m-1}(k_s r) e^{i\varphi_0} \right. \]
\[ + \frac{(m+1) k_p}{2} a_m e^{i(m+1)\varphi} J_{m+1}(k_p r) e^{-i\varphi_0} - \frac{i (m-1) k_s}{2} b_m e^{i(m-1)\varphi} J_{m-1}(k_s r) e^{i\varphi_0} \]
Comparing the coefficients of \( \nu \) on both sides of (5.56), we can obtain (3.4a). According to (5.52), we can obtain that

\[
- \sin \varphi_0 (\cos \varphi_0 \cdot \partial_1 u_1 + \sin \varphi_0 \cdot \partial_1 u_2) + \cos \varphi_0 (\cos \varphi_0 \cdot \partial_2 u_1 + \sin \varphi_0 \cdot \partial_2 u_2).
\]

(5.55)

Substituting (5.54) into (5.55), letting \( \varphi = \varphi_0 \), according to the assumption in (3.4a), we can deduce that

\[
0 = \frac{1}{r} \sum_{m=0}^{\infty} \left\{ -\frac{(m-1)k_p}{2} a_m e^{im\varphi_0} J_{m-1}(k_pr) - \frac{(m+1)k_p}{2} a_m e^{im\varphi_0} J_{m+1}(k_pr) \right. \\
- \frac{i(m-1)k_s}{2} b_m e^{im\varphi_0} J_{m-1}(k_s r) + \frac{i(m+1)k_s}{2} b_m e^{im\varphi_0} J_{m+1}(k_s r) \left. \right\}
\]

(5.56)

where we use the property (cf. [1])

\[
J_m (t) = \frac{t (J_{m-1} (t) + J_{m+1} (t))}{2m}.
\]

(5.57)

Comparing the coefficients of \( \varphi^0 \) on both sides of (5.56), we can obtain (3.4a).

Next we shall prove (3.4b). According to (5.52), we can obtain that

\[
- \sin \varphi_0 (\cos \varphi_0 \cdot \partial_1 u_1 - \sin \varphi_0 \cdot \partial_1 u_2) + \cos \varphi_0 (\cos \varphi_0 \cdot \partial_2 u_1 - \sin \varphi_0 \cdot \partial_2 u_2)
\]

\[
= \sum_{m=0}^{\infty} \left\{ \sin (\varphi_0 - \varphi) \left[ \frac{k_p^2}{4} a_m e^{i(m-1)\varphi} J_{m-2}(k_pr) e^{i\varphi_0} \right. \\
- \frac{k^2 p}{4} a_m J_m(k_pr) e^{i(m-1)\varphi} (e^{i\varphi_0} + e^{2i\varphi} e^{-i\varphi_0}) + \frac{k^2 p}{4} a_m e^{i(m+1)\varphi} J_{m+2}(k_pr) e^{-i\varphi_0} \right. \\
+ \frac{ik^2 p}{4} b_m e^{i(m-1)\varphi} J_{m-2}(k_s r) e^{i\varphi_0} - \frac{ik^2 p}{4} b_m J_m(k_s r) e^{i(m-1)\varphi} (e^{i\varphi_0} - e^{2i\varphi} e^{-i\varphi_0}) \right. \\
- \frac{ik^2 p}{4} b_m J_{m+2}(k_s r) e^{i(m+1)\varphi} J_{m-2}(k_s r) e^{-i\varphi_0} \\
+ \frac{1}{r} \left. \left[ -\frac{(m-1)k_p}{2} a_m e^{i(m-1)\varphi} J_{m-1}(k_pr) e^{i\varphi_0} \right. \\
+ \frac{i(m+1)k_p}{2} a_m e^{i(m+1)\varphi} J_{m+1}(k_pr) e^{-i\varphi_0} + \frac{(m-1)k_s}{2} b_m e^{i(m-1)\varphi} J_{m-1}(k_s r) e^{i\varphi_0} \right. \\
+ \frac{(m+1)k_s}{2} b_m e^{i(m+1)\varphi} J_{m+1}(k_s r) e^{-i\varphi_0} \right\}.
\]

(5.58)
One can readily deduce that
\[
\tau^T \nabla \mathbf{u}|_{x \in \Gamma^+_n} = \left( \begin{array}{c} \tau_1 \\ \tau_2 \end{array} \right) \left( \begin{array}{cc} \partial_1 u_1 & \partial_2 u_1 \\ \partial_1 u_2 & \partial_2 u_2 \end{array} \right) \left( \begin{array}{c} \nu_1 \\ \nu_2 \end{array} \right)
\]
\[
= - \sin \varphi_0 (- \cos \varphi_0 \cdot \partial_1 u_1 - \sin \varphi_0 \cdot \partial_1 u_2) + \cos \varphi_0 (- \cos \varphi_0 \cdot \partial_2 u_1 - \sin \varphi_0 \cdot \partial_2 u_2).
\]
Substituting (5.58) into (5.59), letting \( \varphi = \varphi_0 \), from (5.57), according to the assumption in (3.4b), it yields that
\[
0 = \frac{1}{r} \sum_{m=0}^\infty \left\{ -\frac{i(m-1)k_p}{2} a_m e^{im\varphi_0} J_{m-1}(k_pr) + \frac{i(m+1)k_p}{2} a_m e^{im\varphi_0} J_{m+1}(k_pr) \\
+ \frac{(m-1)k_s}{2} b_m e^{im\varphi_0} J_{m-1}(k_s r) + \frac{(m+1)k_s}{2} b_m e^{im\varphi_0} J_{m+1}(k_s r) \right\}
\]
\[
= \sum_{m=0}^\infty \left\{ -\frac{ik_p^2}{4} a_m e^{im\varphi_0} J_{m-2}(k_pr) + \frac{ik_p^2}{4} a_m e^{im\varphi_0} J_{m+2}(k_pr) \\
+ \frac{k_s^2}{4} b_m e^{im\varphi_0} J_{m-2}(k_s r) + \frac{k_s^2}{4} b_m e^{im\varphi_0} J_{m+2}(k_s r) \right\}.
\]
Comparing the coefficients of \( r^0 \) on both sides of (5.60), we can obtain (3.4b).

References

[1] M. Abramowitz and I. A. Stegun, Handbook of mathematical functions: with formulas, graphs, and mathematical tables, Vol. 55, Courier Corporation, 1964.
[2] T. Arens, The scattering of plane elastic waves by a one-dimensional periodic surface, Math. Meth. Appl. Sci., 22 (1999), 55–72.
[3] E. Blästen and Y.-H. Lin, Radiating and non-radiating sources in elasticity, Inverse Problems, 35 (2019) 015005.
[4] A. Böttcher, B. Silbermann and A.Y. Karlovich, Analysis of Toeplitz Operators, 2nd Edition, Springer-Verlag, Berlin, 2006.
[5] X. Cao, H. Diao, H. Liu and J. Zou, On nodal and generalized singular structures of Laplacian eigenfunctions and applications to inverse scattering problems, J. Math. Pures Appl., 143 (2020), 116–161.
[6] A. Charalambopoulos, D. Gintides and K. Kiriaki, On the uniqueness of the inverse elastic scattering problem for periodic structures, Inverse Problems, 17 (2001), 1923–1935.
[7] D. Colton and R. Kress, Inverse Acoustic and Electromagnetic Scattering Theory, 3rd Edition, Springer-Verlag, Berlin, 2013.
[8] G. Dassios and Z. Rigou, Elastic Herglotz functions, SIAM J. Appl. Math., 55 (1995), 1345–1361.
[9] H. Diao, H. Liu and L. Wang, On generalized Holmgren’s principle to the Lamé operator with applications to inverse elastic problems, Calc. Var. Partial Differential Equations, 59 (2020), no. 5, Paper No. 179.
[10] J. Elschner and M. Yamamoto, Uniqueness in inverse elastic scattering with finitely many incident waves, Inverse Problems, 26 (2010), 045005.
[11] D. Gintides and L. Midrinos, Inverse scattering problem for a rigid scatterer or a cavity in elastodynamics, Z. Angew. Math. Mech., 91 (2011), 276–287.
[12] P. Hähner P and G. C. Hsiao, Uniqueness theorems in inverse obstacle scattering of elastic waves Inverse Problem, 9 (1993), 525–534.
[13] V. D. Kupradze, Three-dimensional Problems of the Mathematical Theory of Elasticity and Thermoelasticity, Amsterdam, North-Holland, 1979.
[14] J. Lai, H. Liu, J. Xiao and Y. Xu, The decoupling of elastic waves from a weak formulation perspective, East Asian Journal on Applied Mathematics, 9 (2019), no. 2, 241–251.
[15] H. Liu and J. Xiao, Decoupling elastic waves and its applications, J. Differential Equations, 265 (2017), no. 8, 4442–4480.
[16] H. Liu and J. Zou, *Uniqueness in an inverse acoustic obstacle scattering problem for both sound-hard and sound-soft polyhedral scatterers*, Inverse Problems, 22 (2006), 515–524.

[17] L. Rondi, E. Sincich and M. Sini, *Stable determination of a rigid scatterer in elastodynamics*, arXiv:2007.06864

[18] V. Sevroglou and G. Pelekanos, *Two-dimensional elastic Herglotz functions and their application in inverse scattering*, Journal of Elasticity, 68 (2002), 123–144.

School of Mathematics and Statistics, Northeast Normal University, Changchun, Jilin 130024, China.

*Email address*: hadiao@nenu.edu.cn

Department of Mathematics, City University of Hong Kong, Kowloon, Hong Kong SAR, China.

*Email address*: hongyu.liuip@gmail.com; hongyliu@cityu.edu.hk

School of Mathematics and Statistics, Northeast Normal University, Changchun, Jilin 130024, China.

*Email address*: 1322771004@qq.com