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Usually, in order to investigate the evolution of a theory, one may find the critical points of the system and then perform perturbations around these critical points to see whether they are stable or not. This local method is very useful when the initial values of the dynamical variables are not far away from the critical points. Essentially, the nonlinear effects are totally neglected in such kind of approach. Therefore, one can not tell whether the dynamical system will evolve to the stable critical points or not when the initial values of the variables do not close enough to these critical points. Furthermore, when there are two or more stable critical points in the system, local analysis can not provide the informations that which one the system will finally evolve to. In this paper, we have further developed the nullcline method to study the bifurcation phenomenon and global dynamical behaviour of the $f(T)$ theory. We overcome the shortcoming of local analysis. And it is very clear to see the evolution of the system under any initial conditions.
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I. INTRODUCTION

As we known, the cosmological equations seem to be so complex due to the existence of a large number of variables, and it is almost impossible to write down explicit solutions of nonlinear systems. Usually, one can use the technique of local dynamical analysis to determine the behavior of solutions near equilibrium or critical points [1]. The local method has been used to analyze many systems, such as the cosmological models, see Ref. [2–9]. In such kind of analysis, an equilibrium is said to be stable if nearby solutions stay nearby for future time. Thus, for a given initial condition, the solution will or will not evolve to these stable critical points depending on the distance between the initial point and the critical point. Furthermore, one can often find that there are more than one stable critical points in a given system. By using the local analysis, it is easily to see that the system will finally evolve to one of these critical points as long as the initial values are near this critical point. But for an arbitrary initial condition, local method can not be able to tell which stable point the system will evolve to. Therefore, only when the global behavior of dynamics system is fully understood, the fate of the universe have definitive decision.

One of the most useful tools for analyzing nonlinear systems of differential equations are the nullclines, especially for planar systems. Also, there are usually some parameters in the systems. The behavior of the system will be different when these parameters take different values, and we call this kind of phenomena bifurcation. In [10], we have developed a global method based on nullclines to analyze the global behavior of dynamical systems and also the bifurcation phenomena. In this paper, we will further develop this method and use it to study the bifurcation phenomenon and global dynamical behavior of the $f(T)$ theory.

The $f(T)$ theory is a kind of modified gravity theory proposed by extending the action of teleparallel gravity [11–13] in analogy to $f(R)$ theory. In the teleparallel gravity theory, one defines the so-called Weitzenb¨ock connection on a curvature-free manifold in stead of the Levi-Civita connection in general relativity. As a result, the space-time has only torsion. In fact, this kind of description is equivalent to that of general relativity. It has been demonstrate that $f(T)$ theory can not only explain the present cosmic acceleration without dark energy [14–16], but also provide an alternative candidate to inflation [17, 18]. Observation constants on the $f(T)$ theory have been made in Ref. [19–23]. New types of $f(T)$ theories have been proposed in Refs. [24–27]. Background and perturbations analysis has been made in Refs. [28, 29]. Local analysis on $f(T)$ models with different variables and forms are performed in Refs. [30]. For recent progress and reviews on $f(T)$ theory, see Refs. [31, 32].

This paper is organized as follows. In next section, we will briefly review of the $f(T)$ theory; in Sec III we shall
perform the global analysis to the \( f(T) \) model, in particular to the power law model and the logarithmic model, including the nullcline, bifurcation and phase portrait analysis. In Sec. IV, we will discuss the cosmological consequence of the \( f(T) \) theory. In the final section, we will draw our conclusions and give some discussions.

II. BRIEFLY REVIEW OF THE \( f(T) \) THEORY

The action of \( f(T) \) theory reads

\[
S = \frac{1}{16\pi G} \int d^4x|\epsilon| \left[ T + f(T) \right] + \int d^4x|\epsilon| \mathcal{L}_m, 
\]

(1)

where \( T \) is the torsion scalar, \( |\epsilon| = \det(e^A_\mu) = \sqrt{-g} \) and \( \mathcal{L}_m \) is the matter Lagrangian. Here \( e^A_\mu(x) \) are the components of the vierbein vector field \( e_A \) in the coordinate basis \( e_A \equiv e^\mu_\mu \partial_\mu \). Note that in the teleparallel gravity, the dynamical variable is the vierbein field \( e_A(x^\mu) \). Consider the following metric

\[
ds^2 = g_{\mu\nu} dx^\mu dx^\nu = \eta_{\alpha\beta} \theta^A \theta^B,
\]

(2)

where \( g_{\mu\nu} \) being the metric of space-time, the Minkowski’s metric \( \eta_{AB} = \text{diag}(-1, 1, 1, 1) \), the tetrads \( \theta^A = e^A_\mu dx^\mu \) and their inverse \( e^A_\mu \) the tetrads basis \( dx^\mu = e^\mu_\nu \theta^A \). Then, the basis satisfy the relations

\[
e^A_\mu e^\nu_\alpha = \delta^\nu_\mu, \quad e^A_\mu e^\mu_B = \delta^A_B,
\]

(3)

where \( A, B \) are indices running over \( 0, 1, 2, 3 \) for the tangent space of the manifold and \( \mu, \nu \) are coordinate indices on the manifold, also running over \( 0, 1, 2, 3 \). Thus, the vierbein field is related with the space-time metric by

\[
g_{\mu\nu} = \eta_{AB} e^A_\mu e^B_\nu,
\]

(4)

and the root of the metric determinant is given by \( |\epsilon| = \sqrt{-g} = \det(e^A_\mu) \).

In the teleparallel gravity theory, we use the standard Weitzenböck’s connection defined as

\[
\Gamma^\alpha_{\mu\nu} = e^A_\alpha \partial_\nu e^A_\mu - e^A_\mu \partial_\nu e^A_\alpha = 0.
\]

(5)

And the covariant derivative \( D_\mu \) satisfies the equation

\[
D_\mu e^A_\nu = \partial_\mu e^A_\nu - \Gamma^\alpha_{\mu\nu} e^A_\alpha = 0.
\]

(6)

Then the components of the torsion and contortion tensors are given by

\[
T^\alpha_{\mu\nu} = \Gamma^\alpha_{\nu\mu} - \Gamma^\alpha_{\mu\nu} = e^A_\alpha \left( \partial_\nu e^A_\mu - \partial_\mu e^A_\nu \right),
\]

(7)

\[
K^\mu\nu^\alpha = -\frac{1}{2} \left( T^\mu\nu^\alpha - T^\nu\mu^\alpha - T^\alpha_{\mu\nu} \right).
\]

(8)

By introducing another tensor

\[
S^\mu\nu^\alpha = \frac{1}{2} \left( K^\mu\nu^\alpha + \delta^\mu_\alpha T^\nu^\beta_{\beta} - \delta^\nu_\alpha T^\beta^\mu_{\beta} \right),
\]

(9)

we can define the torsion scalar as

\[
T = T^\alpha_{\mu\nu} S^\mu\nu^\alpha.
\]

(10)

After applying the action principle with respect to the vierbein field, we obtain the equation of motion as

\[
e^A_\beta S^\mu\alpha_{\beta} (\partial_\alpha T) f_{TT} + \left[ |\epsilon|^{-1} \partial_\alpha (|\epsilon| e^A_\rho S^\mu\rho^\alpha) + e^A_\beta T^\nu^\rho_{\nu\beta} S^\mu\rho^\nu_{\sigma} \right] (1 + f_T) + \frac{1}{4} e^A_\mu f = 4\pi G e^A_\beta T^\mu_{\beta},
\]

(11)

where the subscript \( T \) denotes derivatives with respect to \( T \). For simplicity, we assume a flat Friedmann-Robertson-Walker metric,

\[
ds^2 = -dt^2 + a(t)^2 (dx^i)^2,
\]

(12)
with scale factor $a(t)$. So we have $e^A_a = \text{diag}(1, a, a, a)$ and the torsion scalar $T = -6H^2$, where $H = \dot{a}/a$ is the Hubble parameter. The modified Friedmann equations then read

$$H^2 = \frac{1}{3}(\rho_m + \rho_r) - \frac{f}{6} - 2H^2 f_T,$$

(13)

$$\left(H^2\right)' = \frac{2p + 6H^2 + f + 12H^2 f_T}{24H^2 f_T - 2 - 2f_T},$$

(14)

where the prime denotes the derivative with respect to $\ln a$ and $p = \rho_r/3$. Here and after, we use the units $8\pi G = 1$.

The energy conservation equations for the radiation and matter are as follows

$$\rho_r' + 4\rho_r = 0,$$

(15)

$$\rho_m' + 3\rho_m = 0.$$

(16)

One can also define an effective dark energy with the energy density

$$\rho_e = \frac{1}{2}(-f + 2T f_T),$$

(17)

and equation of state

$$w_e = -1 + \frac{T' f_T + 2T f_{TT}}{3 T f/T - 2f_T},$$

(18)

which can be derived from the conservation law.

III. GLOBAL ANALYSIS: NULLCLINE, BIFURCATION AND PHASE PORTRAIT

In this section, we shall use the qualitative technique of nullcline for analyzing the global behavior of nonlinear system and study the bifurcation phenomena in the dynamical systems. First we introduce the following dimensionless variables

$$x = \frac{\rho_e}{3H^2}, \quad y = \Omega_m = \frac{\rho_m}{3H^2}, \quad z = \Omega_r = \frac{\rho_r}{3H^2}$$

(19)

and then the dynamical equations of the nonlinear system could be rewritten as follows

$$x' = \left( f_T - \frac{f}{T} - 2T f_{TT} \right) \frac{T'}{T},$$

(20)

$$y' = -y \left( 3 + \frac{T'}{T} \right),$$

(21)

where we have used the Friedmann equation $x + y + z = 1$ and here

$$\frac{T'}{T} = \frac{\left(H^2\right)'}{H^2} = -\frac{4 - 4x - y}{2T f_{TT} + f_T + 1}.$$  

(22)

Once the function $f(T)$ is specified, it is possible to express $T$ as function of $x$ by using the definition of $x$, then one can analysis the dynamical system (20) and (21) more detail. In this paper, we will focus on two of the most popular forms of the function $f$: one is the power law model, the other is the logarithmic model.

A. Power law model

First we will consider the pow law model with the function $f$ as follows [16]

$$f(T) = \alpha(-T)^n,$$

(23)
Therefore, we will focus on the case of \( n \) as \( \ln a \) and \( n \) while the in the future when \( \ln a \rightarrow \pm \infty \), because at this point \( x \) the singularity is the direction of the vector field or the flow of solutions will change when they cross the line \( x = 1/n \). However, \( (1/n, 4 - 4/n) \) is still a ‘critical’ point since \( x' \) and \( y' \) are divergent on the line \( x = 1/n \) except \( (1/n, 4 - 4/n) \). The line \( x = 1/n \) played a crucial geometric role, which determined the direction of the trajectories as \( \ln a \rightarrow \pm \infty \). A trajectory starting on this line stays on it forever when \( y > 4 - 4/n \) and \( n > 1 \) or when \( y < 4 - 4/n \) and \( n < 1 \). In fact, these semi-lines are globally attracting. Furthermore, this system has a singularity at \( x = 1/n \), which does not affect the continuity of the solution curves because the limit of \( dy/dx \) does exist. The only effect of the singularity is the direction of the vector field or the flow of solutions will change when they cross the line \( x = 1/n \). One can blow up the singularity at \( x = 1/n \) by introducing a new variable \( s \) via the rule \( d\ln a/ds = (nx - 1)^2 \). And then, the system becomes

\[
\dot{x} = (n - 1)(4 - 4x - y)(nx - 1)x, \tag{34}
\]

\[
\dot{y} = -(1 + 3n - 4)x - y(nx - 1), \tag{35}
\]

where the dot indicates differentiation with respect to \( s \). The solution curves of the new system \((34)\) and \((35)\) including their directions remain the same as system \((27)\) and \((28)\), but they are parameterized differently. Further more, for the new system we have

\[
\dot{y} = -(y - 1)y, \quad \text{on} \quad x = 0, \tag{36}
\]

\[
\dot{y} = -3y \left(1 - n + \frac{n}{4y}\right)^2, \quad \text{on} \quad x = (4 - y)/4. \tag{37}
\]
and also
\[
\begin{align*}
\dot{x} &= -4n(n-1)(x-1)\left(\frac{x-1}{n}\right)x, \quad \text{on } y = 0, \\
\dot{x} &= -3(n-1)(nx-1)^2x, \quad \text{on } y = 1 + (3n-4)x. 
\end{align*}
\]

(38) \hspace{1cm} (39)

Obviously, the dynamical behavior of the system is depending on the parameter \(n\), which means different values of \(n\) will determine different evolution behaviors of the system. This is the so-called bifurcation phenomena. Although the system we studied here is planar and one can see the bifurcation phenomena clearly after plotting the phase portrait with different values of \(n\), we can still catch the main properties of the bifurcations on different nullclines.

On the \(x\)-nullcline \(x = 0\), the evolution of \(y\) is not depending on \(n\), while on the \(y\)-nullcline \(y = 0\), the evolution of \(x\) is indeed depending on \(n\) and then the bifurcation happens when \(n\) changes from \(n < 1\) to \(n > 1\) or the inverse. We have plot the bifurcation diagram in Fig.1 in which the arrow denotes the time direction or the flow of the solutions. Equivalently, it also denotes the vector direction, i.e. \((\dot{x}, \dot{y})\), of the system.

![Fig. 1: The bifurcation diagram on the nullcline \(y = 0\) for the power law model.](image)

Actually, the nullclines could tell us the behaviors of the system not only near the critical points but also at the points far away. As we mentioned before, the evolution of \(y\) is independent of \(n\) on \(x = 0\), therefore, the vector field is tangent to the \(y\)-axis, and the solutions tend away from \((0, 0)\) and tend to \((0, 1)\) along the \(y\)-axis. However, the vector field is not tangent to the second \(x\)-nullcline, i.e. \(x = (4 - y)/4\). One can see that the vector on this nullcline points south when \(y > 0\) and north when \(y < 0\). This will be hold in the case of \(n < 1\). On the other side, the evolution of \(x\) on the \(y\)-nullclines is depending on \(n\). We plot the phase portraits of the system with the parameter \(n = 2, 1/2, 0, -2\) in Fig.2 in which one can clearly see the bifurcation phenomenon and global behavior of the \(f(T)\) theory with power law form. We also give some discussions in each cases as follows.

1. Case: \(n > 1\)

In this case, the solutions tend to \((1, 0)\) and \((0, 0)\) and tend away from \(x = 1/n\) along the line \(y = 0\). The vector field on the nullcline \(y = 1 + (3n-4)x\) points east when \(x < 0\) and west when \(x > 0\), see Fig.2 (left top). From this figure, one can clearly see that there are two sinks at \((0, 1), (1, 0)\) and one saddle point at \((0, 0)\).

On the other side, from Eqs. (27) and (28), the curves in the phase portrait always satisfies the following equation
\[
\frac{dy}{dx} = \left(\frac{dx}{dy}\right)^{-1} = -\frac{1 + (3n-4)x - y|y}{(n-1)(4-4x-y)x},
\]

(40)

and
\[
\begin{align*}
\frac{d^2y}{dx^2} &= \frac{ny(1-x-y)}{(n-1)^2x^2(4-4x-y)^3(y-y_+)(y-y_-)}, \\
\frac{d^2x}{dy^2} &= \frac{n(n-1)x(1-x-y)}{y^2(1+(3n-4)x-y)^3(y-y_+)(y-y_-)},
\end{align*}
\]

(41) \hspace{1cm} (42)
where
\[ y_\pm = 2 \left[ 2(1 - x) \pm \sqrt{3n} \left| x - \frac{1}{n} \right| \right]. \] (43)

In the limit of \( x \to 1/n + \delta \), we have
\[ \frac{dy}{dx} = \left( \frac{dx}{dy} \right)^{-1} = -\frac{n}{n-1} \left[ 1 - \frac{3n\delta}{y - (4 - 4/n - 4\delta)} \right] \frac{y}{1 + n\delta}. \] (44)

and
\[ y_\pm = 4 - \frac{4}{n} - 4\delta \pm 2\sqrt{3n|\delta|}. \] (45)

Furthermore, when \( y = 4 - 4/n - 4\delta \), \( dy/dx \to \infty \) or \( dx/dy \to 0 \), we get
\[ \frac{d^2x}{dy^2} = \frac{(n-1)(1+n\delta)}{12n\delta} \approx \frac{1}{12n\delta}, \] (46)

with \( |\delta| \ll |1/n| \). Thus, the curves of solutions that passed the point \((1/n + \delta, 4 - 4/n - 4\delta)\) will be concave right \((\delta > 0)\) or left \((\delta < 0)\), which means they will never hit the line \( x = 1/n \), and finally flow to the point \((1,0)\) when \( \delta > 0 \) and to the point \((0,1)\) when \( \delta < 0 \). Also, we have \( dy/dx = 0 \) when \( y \to 4 - 4/n + (3n-4)\delta \), and
\[ \frac{d^2y}{dx^2} = \frac{(3n-4)(4n-4 + (3n-4)n\delta)}{3n(n-1)\delta(1+n\delta)} \approx \frac{4}{3n\delta}(3n-4). \] (47)

Thus, the curves of solutions that passed the point \((1/n + \delta, 4 - 4/n + (3n-4)\delta)\) will be concave up when \( \delta > 0 \) and \( n > 4/3 \) (or \( \delta < 0 \) and \( n < 4/3 \)), which means they will hit the line \( x = 1/n \) and never flow to the point \((1,0)\) (or flow to the point \((0,1)\)), while the curves will be concave down when \( \delta > 0 \) and \( n < 4/3 \) (or \( \delta < 0 \) and \( n > 4/3 \)), which means they will flow to the point \((1,0)\) (or flow to the point \((0,1)\) or \((0,0)\)), see Fig.2 (left top). By taking the limit of \( \delta \to 0 \), we can get the following results: for the solutions with the initial condition \( x_i < 1/n \) will finally flow to the sink point \((0,1)\) or the saddle point \((0,0)\), while for the solutions with initial conditions \((x_i > 1/n, y_i < 4 - 4/n)\) will finally flow to the sink point \((1,0)\), and the solutions with \((x_i > 1/n, y_i \gg 4 - 4/n)\) will finally hit the line \( x = 1/n \) instead of the three equilibrium points.

2. Case: \( 0 < n < 1 \)

In this case, the vertical line \( x = 1/n \) will move to the right side of \( x = 1 \). Then, the solutions tend to \((1,0)\) and tend away from \((0,0)\) and \( x = 1/n \) along the line \( y = 0 \). The vector field on the nullcline \( y = 1 + (3n-4)x \) points west when \( x < 0 \) and east when \( x > 0 \), see Fig.2 (right top).

With the initial condition \( 0 < x_i < 1/n \), the solutions will eventually flow to the sink point \((1,0)\), while with the initial condition \( x_i < 0 \) or \( x_i > 1/n \), the solutions will not flow to any equilibrium points. Considering the physical conditions \( y, z > 0 \) and the constraint \( x + y + z = 1 \), we know that \( x < 1 \), but \( x \) could be negative in the early universe, because it is only an effective energy density of dark energy. So, one should be very careful to choose the condition \( x_i > 0 \) in order to get the final state at point \((1,0)\) with dark energy dominated. Furthermore, here we only consider the classical evolution, so even if \( x_i > 0 \), it could evolve to \( x < 0 \) by the quantum effect.

3. Case: \( n = 0 \)

This is a limit case of \( 0 < n < 1 \), and the vertical line \( x = 1/n \) disappears or it moves to infinity when \( n \ll 1 \). Then once \( x_i > 0 \), the system will eventually move to the sink point \((1,0)\), see Fig.2 (left bottom).

4. Case: \( n < 0 \)

In the case of \( n < 0 \), the vertical line \( x = 1/n \) will move to the left side of \( x = 0 \). Then, the solutions tend to \((1,0)\) and \( x = 1/n \) and tend away from \((0,0)\) along the line \( y = 0 \). Then once \( x_i > 0 \), the system will eventually move to the sink point \((1,0)\), see Fig.2 (right bottom).
FIG. 2: The phase portraits of the power law model with \( n = 2.0 \) (left top), \( 0.5 \) (right top), 0 (left bottom) and \( -2.0 \) (right bottom), respectively. The equilibrium point at \((1, 0)\) is always a sink point (red), that at \((0, 0)\) is a source \( (n < 1) \) point (blue) or a saddle \( (n > 1) \) point (purple), and that at \((0, 1)\) is a sink \( (n > 1) \) point (red) or a saddle \( (n < 1) \) point (purple). The vertical dotted line (orange) denotes \( x = 1/n \). The arrow denotes the direction of the vector field \( (\dot{x}, \dot{y}) \) or equivalently the flow of the solutions.

In summary, we have shown that in the case of \( n \neq 0 \), there is always a vertical line \( x = 1/n \) that changes the direction of the vector field or the flow of the solutions. If a real physical system requires the direction of flow of the solutions should not be changed until they flow to the equilibrium points, then there are only two cases satisfy this condition: one is \( n = 0 \) corresponding to \( \Lambda \)CMD model, the other is \( |n| \ll 1 \) corresponding to a variable \( f(T) \) model with small running of the equation of state \[16\].

B. Logarithmic model

In this section, we will consider the logarithmic model with the function \( f \) as follows \[24\]

\[
f(T) = \alpha T^\beta \ln T,
\] (48)
where $\alpha$ and $\beta$ are dimensionless parameters. When $\alpha = 0$, it reduces to the $\Lambda$CDM model, and then we will consider the case $\alpha \neq 0$ in the following. In this model, the energy density (17) and $x$ are given by

$$\rho_e = \alpha T^\beta \left[ (\beta - \frac{1}{2}) \ln T + 1 \right], \quad (49)$$

$$x = -\alpha T^{\beta-1} \left[ 2\beta - 1 \right] \ln T + 2, \quad (50)$$

and the evolution of $T$ can be simplified as

$$\frac{T'}{T} = -\frac{4 - 4x - y}{\alpha T^{\beta-1} [\beta (2\beta - 1) \ln T + 4\beta - 1] + 1}, \quad (51)$$

In the cases of $\beta = 1/2$ and $\beta = 1$ which we are most interested, we can express the above equation in terms of $x, y$ to get the plane systems. So, in the following, we will focus on these two cases.

1. Case: $\beta = 1/2$

In this case, $x = -2\alpha T^{-1/2}$, and Eq. (51) is simplified to

$$\frac{T'}{T} = \frac{4 - 4x - y}{\alpha T^{-1/2} + 1} = \frac{4 - 4x - y}{x - 2}, \quad (52)$$

Then, the dynamical equations (49) and (50) are given by

$$\dot{x} = -(4 - 4x - y)x(x - 2), \quad (53)$$

$$\dot{y} = -(2 - 5x - 2y)y(x - 2). \quad (54)$$

Obviously, the system is independent of parameters, so there is no bifurcation phenomenon in the case of $\beta = 1/2$. Here, we have also blown up the singularity at $x = 2$ by introducing a new variable $s$ via the rule $d\ln a/ds = (x - 2)^2$, and the dot indicates differentiation with respect to $s$. For the original system, the $x$-nullclines are given by

$$x = 0, \quad 4x + y = 4, \quad (55)$$

while the $y$-nullclines are given by

$$y = 0, \quad 5x + 2y = 2. \quad (56)$$

Thus, the equilibrium points determined by the intersections of $x$- and $y$-nullclines are

$$(0, 0), \quad (0, 1), \quad (1, 0). \quad (57)$$

It should be noticed that the $x$- and $y$-nullclines also meet at $(2, -4)$, but it is not a equilibrium point of the system, because at this point $x' \to 8$ and $y' \to -20$. For the system (53) and (54), we have

$$\dot{y} = -4(y - 1)y, \quad \text{on} \quad x = 0, \quad (58)$$

$$\dot{y} = -\frac{3}{16} y^2, \quad \text{on} \quad x = (4 - y)/4. \quad (59)$$

So the solutions tend away from $(0, 0)$ and tend to $(0, 1)$ along the $y$-axis. On the other side, we also have

$$\dot{x} = 4x(x - 1)(x - 2), \quad \text{on} \quad y = 0, \quad (60)$$

$$\dot{x} = \frac{3}{2} x^2, \quad \text{on} \quad y = 1 - \frac{5}{2} x. \quad (61)$$

So the solutions tend to $(1, 0)$ and tend away from $(0, 0)$ and $x = 2$ along the $x$-axis. Actually, this system (53) and (54) are just the same as that in the power law model with $n = 0.5$ up to some constants. For completeness, we also plot the phase portrait for the model in Fig. 3.
FIG. 3: The phase portrait of the logarithmic model with $\beta = 1/2$. The equilibrium point at $(1, 0)$ is a sink point (red), that at $(0, 0)$ is a source point (blue), and that at $(0, 1)$ is a saddle point (purple). The vertical dotted line (orange) denotes $x = 2$. The arrow denotes the direction of the vector field $(\dot{x}, \dot{y})$ or equivalently the flow of the solutions.

2. Case: $\beta = 1$

In this case, $x = -\alpha(\ln T + 2)$, and Eq. (51) is simplified to

$$T' = \frac{4 - 4x - y}{\alpha(\ln T + 3) + 1} = \frac{4 - 4x - y}{x - (1 + \alpha)}.$$  \hfill (62)

Thus, the dynamical equations (20) and (21) become

$$\dot{x} = -\alpha(4 - 4x - y)(x - 1 - \alpha), \quad \hfill (63)$$
$$\dot{y} = -y(1 - 3\alpha - x - y)(x - 1 - \alpha). \quad \hfill (64)$$

where we have also blown up the singularity at $x = 2$ by introducing a new variable $s$ via the rule $d\ln a / ds = (x - 1 - \alpha)^2$, and the dot indicates differentiation with respect to $s$. For the original system, the $x$-nullclines are given by

$$4x + y = 4,$$  \hfill (65)

while the $y$-nullclines are given by

$$y = 0, \quad x + y = 1 - 3\alpha.$$  \hfill (66)

Thus, the only equilibrium point determined by the intersections of $x$- and $y$-nullclines is $(1, 0)$. It should be noticed that the $x$- and $y$-nullclines also meet at $(1 + \alpha, -4\alpha)$, but it is not a equilibrium point of the system, because at this point $x' \to 4\alpha \neq 0$ and $y' \to -4\alpha \neq 0$. For the system (63) and (64), we have

$$\dot{y} = -\frac{3}{16}y(y + 4\alpha)^2, \quad \text{on} \quad x = (4 - y)/4$$  \hfill (67)

and

$$\dot{x} = 4\alpha(x - 1)(x - 1 - \alpha), \quad \text{on} \quad y = 0, \quad \hfill (68)$$
$$\dot{x} = 3\alpha(x - 1 - \alpha)^2, \quad \text{on} \quad y = 1 - x - 3\alpha. \quad \hfill (69)$$

Obviously, the dynamical behavior of the system is depending on the parameter $\alpha$, and there is indeed a bifurcation phenomenon in the case of $\beta = 1$. Again, we can still catch the main properties of the bifurcations on different nullclines.
On the $y$-nullcline $y = 0$, the evolution of $x$ is depending on $\alpha$ and then the bifurcation happens when $\alpha$ changes from positive to negative or the inverse. We have plot the bifurcation diagram in Fig.4 in which the arrow denotes the time direction or the flow of the solutions. Equivalently, it also denotes the vector direction, i.e. $(\dot{x}, \dot{y})$, of the system. We also plot the phase portraits of the system with the parameter $\alpha = \pm 1/2$ in Fig.5, in which one can clearly see the bifurcation phenomenon and global behavior of the $f(T)$ theory with logarithmic form. Clearly, in the case of $\alpha > 0$ (or $\alpha < 0$), the system will eventually evolve to the state $(0, 1)$ as long as the initial values of $x < 1 + \alpha$ ($x > 1 + \alpha$), otherwise, it will never flow to any fix points.

**FIG. 4**: The bifurcation diagram on the nullcline $y = 0$ for the logarithmic model with $\beta = 1$.

**FIG. 5**: The phase portraits of the logarithmic model with $\alpha = 0.5$ (left) and $-0.5$ (right), respectively. The equilibrium point at $(1, 0)$ is always a sink point (red). The vertical dotted line (orange) denotes $x = 1 + \alpha$. The arrow denotes the direction of the vector field $(\dot{x}, \dot{y})$ or equivalently the flow of the solutions.

**IV. COSMOLOGICAL CONSEQUENCE OF $f(T)$ THEORY**

As we have seen in the previous section, the critical point $(1, 0)$ is a sink in all the cases, then the cosmological system will eventually evolve to this state as long as some initial conditions discussed before are satisfied. In fact, for
an arbitrary function $f(T)$, $(1, 0)$ is always a critical point, see Eqs. (20), (21) and (51). This critical point corresponds to the state that the effective dark energy component dominates the universe. If the decay of the matter and radiation is so fast that the gravity has not become to general relativity, the universe will definitely go to this state, or the cosmological system will finally be in the point $(1, 0)$. This is just the case in our two models.

Now let’s see how the effective equation of state evolution in our models. For the power law model, the equation of state (18) becomes

$$w_e = -1 - \frac{1}{3} \frac{(4 - 4x - y)n}{nx - 1},$$

(70)

and we also have

$$w'_e = -\frac{1 + w}{nx - 1} \left[4(n - 1)x - y - 3(n - 1)x(1 + w_e)\right] - \frac{ny}{nx - 1}.$$  

(71)

Thus, we have $(w_e, w'_e) = (-1, 0), (-1 + 4n/3, 0)$ and $(-1 + n, 0)$ at the points $(1, 0), (0, 0)$ and $(0, 1)$. While for the logarithmic model the equation of state becomes

$$w_e = -1 - \frac{4 - 4x - y}{3(x - 2)}, \quad \text{when } \beta = \frac{1}{2},$$

(72)

$$w_e = -1 - \frac{4 - 4x - y}{3x - (1 + \alpha)} \left(1 - \frac{\alpha}{x}\right), \quad \text{when } \beta = 1,$$

(73)

and also

$$w'_e = \frac{1 + w_e}{x - 2} \left[4x + 2y - 3(1 + w_e)x\right] - \frac{y}{x - 2}, \quad \text{when } \beta = \frac{1}{2}.$$  

(74)

$$w'_e = \frac{1 + w_e}{x - (1 + \alpha)} \left(1 - \frac{\alpha}{x}\right)^{-1} \left[(4a + y) \left(1 - \frac{\alpha}{x}\right) - 3(1 + w_e)\right]$$

$$+ \frac{1}{3} \left[\frac{\alpha(4 - 4x - y)}{x(x - (1 + \alpha))}\right]^2 - \frac{y}{x - (1 + \alpha)} \left(1 - \frac{\alpha}{x}\right), \quad \text{when } \beta = 1.$$  

(75)

Thus, we have $(w_e, w'_e) = (-1, 0), (-1/3, 0)$ and $(-1/2, 0)$ at the points $(1, 0), (0, 0)$ and $(0, 1)$ for $\beta = 1/2$, while $(w_e, w'_e) = (-1, 0)$ at $(1, 0)$ for $\beta = 1$. Actually, from Eq. (18), one can see that $w_e = -1$ at point $(1, 0)$ no matter what forms $f(T)$ will take.

V. CONCLUSIONS

In conclusion, we have studied the global behavior of the $f(T)$ theory by using the nullcline method. In particular we focus on the power law model and the logarithmic model. We have found not only the equilibrium points of the system but also the initial conditions under which the system will eventually flow to the sink point. Furthermore, we find there are often bifurcation phenomena in these systems, namely the dynamical behavior of system depends on the values of parameter. It should be also noticed that we have blown up the singularity, say, $x = 1/n$ by introducing a new variable. For example, in the power law model, we have defined $d\ln a/ds = (nx - 1)^2$. Thus, when $x = 0$, $d\ln a/ds = 0$, which means we could have a bounce solution, namely, when the expanding universe evolution to the sate of $x = 1/n$, $H = 0$ and then it will contract. Before ending this letter, we would like to emphasis that the qualitative technique of nullcline we developed in this paper is very powerful and could be used in any nonlinear dynamical system, especially in the planar system, so it deserves further studying.

It should be also noticed that the physical allowed regions of $y, z$ is $y, z \geq 0$, see Eq. (18). So, from the Friedmann equation $x + y + z = 1$, we have $x \leq 1$. By definition, $x$ is only an effective energy density of dark energy, see Eqs. (17) and (19), so $x$ could be negative. Therefore, the physical upper limit of $y, z$ can not be easily determined. According to these reasons, and also to make our analysis complete, we consider larger varying regions of these variables in this paper. The bifurcation analysis studied in this paper is only to help us to know how the system evolutes differently under different regions of the model parameters. Once these parameters are determined, e.g. by cosmological observations, one can clearly know the evolution behaviour of the system from the bifurcation analysis. For instance, it may be the right top figure in Fig 2. And there is no sense to talk about the bifurcation phenomena when the parameters are fixed.
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