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In brief
Regression models of continuous data are widely used machine learning techniques in science and engineering. Properly defined, appropriately chosen error metrics are necessary for understanding and improving these models and for using their results to support decision making. This work analytically derives the bias-variance decomposition (BVD) of absolute error and compares it with the commonly used squared-error BVD. The results encourage the profession to transition from habitually using squared errors to adopting absolute errors and highlight the strengths of BVD for studying data-driven models.
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SUMMARY

Bias-variance decomposition (BVD) is a powerful tool for understanding and improving data-driven models. It reveals sources of estimation errors. Existing literature has defined BVD for squared error but not absolute error, while absolute error is the more natural error metric and has shown advantages over squared error in many scientific fields. Here, I analytically derive the absolute-error BVD, empirically investigate its behaviors, and compare that with other error metrics. Different error metrics offer distinctly different perspectives. I find the commonly believed bias/variance trade-off under squared error is often absent under absolute error, and ensembles—a never hurt technique under squared error—could harm performance under absolute error. Compared with squared error, absolute-error BVD better promotes model traits reducing estimation residuals and better illustrates relative importance of different error sources. As data scientists pay increasing attention to uncertainty issues, the technique introduced here can be a useful addition to a data-driven modeller’s toolset.

INTRODUCTION

Model evaluation and error assessment provide necessary information for using data-driven modeling results as a basis for real-world decision making. Most existing model evaluation methods and metrics focus on describing model performance (e.g., the commonly used root mean square error [RMSE] describes how much estimation error is present), while more useful for the analyst are methods that could inform model improvement efforts, e.g., revealing what model characteristics contribute how much estimation error. The bias-variance decomposition (BVD) is a tool of this kind for diagnosing data-driven models.

The BVD attributions the expected estimation error of a modeling method at every data point to three model characteristics: bias, variance, and noise (precise mathematical definitions are provided in the analytical results). These three model characteristics are independent from each other, and so are their contributions to the expected estimation error, which are defined as...
bias effect, variance effect, and noise effect. The distinctions between “characteristics” and “effects” are important: for example, “variance” (a characteristic quantity) measures the sensitivity of a model to training data, and “variance effect” (an effect quantity) is the amount of estimation error caused by this sensitivity. Because the three model “characteristics” are independent from each other and respond to different model alteration techniques, the expected estimation error is the sum of the three “effect” quantities, and understanding how much each source contributes to expected estimation error can effectively inform model improvement efforts.

The relationship between the three model characteristics and their effects is a function of how error is defined. BVD was initially developed for squared error (i.e., error is the squared value of the difference between observation and estimation), where BVD model characteristics and their effects equate, and expected error is simply the sum of bias, variance, and noise. Due to its mathematical tractability, squared error is the most popular error metric in today’s model evaluation and error assessment practices. Meanwhile, squared-error BVD’s conceptual simplicity and explanatory power inspired the development of a generalized BVD definition, which was then applied to the popular classification error metric—zero-one error (i.e., error is one if misclassified and zero if correctly classified). Because of the intrinsic mathematical differences between zero-one and squared errors, the BVD model characteristics and effects exhibit more complex relations under zero-one error. Nonetheless, by revealing how BVD model characteristics cast their effects on estimation error, zero-one-error BVD has proven a powerful tool for diagnosing data-driven classification models.

In many scientific fields that utilize data-driven models of continuous response variables (i.e., regressions, broadly defined), absolute error (i.e., error is the absolute value of the difference between observation and estimation) is the most natural error metric. For example, it is more intuitive to interpret a population growth model’s performance, if error is measured as the magnitude of over- or under-estimation in the unit of people rather than people-squared. For another example, climate modelers have reported advantages of using absolute error over squared error in assessing climate model performance. Data-driven modeling efforts in these fields can benefit from absolute-error BVD analyses.

However, few attempts have been made at defining BVD for absolute error. On the one hand, analytically deriving absolute-error BVD is a challenging task, due to absolute error’s lack of many convenient mathematical properties of squared error. On the other hand, although methodologists understand the significance of contrasting absolute versus squared errors, domain scientists might be inclined to use readily available tools from existing software, which may reinforce the prevalent convention of using squared error in places where absolute error is more appropriate. James proposed an absolute-error BVD definition. Although he conceptually emphasized the importance of distinguishing “characteristics” and “effects,” the proposed definition treats the two sets of quantities independently, which contradicts the concept that effects arise from characteristics. Under this definition, some empirical correlation is often found between corresponding characteristic and effect, but the nature of the relation is arbitrary. The definition also adds false dependency among bias, variance, and noise effects, and does not guarantee unique solutions.

Here, I derive the analytical solution of absolute-error BVD, by applying the widely accepted generalized definitions of BVD characteristics (bias, variance, noise) to the mathematical definition of absolute error. The resulting absolute-error BVD definition is unique, and naturally maintains the independence among bias, variance, and noise effects. The relationships between the three BVD model characteristics and their respective effects naturally arise from the analytical deduction. I then apply this absolute-error BVD to an example data point, to illustrate, at the individual data point level, how absolute-error and squared-error BVD compare. I also systematically test the empirical behaviors of the absolute-error BVD for evaluating regression modeling methods, using 11 benchmark datasets from the University of California Irvine (UCI) Machine Learning Repository. I examined a number of regression modeling methods: k-nearest neighbor induction, support vector machine (SVM) regression with linear kernel (SVM-linear), SVM regression with Gaussian kernel (SVM-Gauss), regression tree, and bagging using regression trees (for understanding absolute-error BVD’s reaction to ensembles). I used Weka 3’s standard implementation for all algorithms and varied the model complexity control parameter for each regression modeling method to investigate how absolute-error BVD components react to changes in model complexity.

Below, in the analytical results, I present the statistical underpinning of the analytically derived absolute-error BVD along with the example data point analysis, and in the empirical results key findings of the empirical experiments, while detailed descriptions of the experiments and model-by-model results are in the supplemental experimental procedures. Considering that squared error is likely the most familiar error metric to many readers, I contrast the absolute-error results with corresponding squared-error BVD analyses as a point of reference for interpretations.

This absolute-error BVD definition has been applied to diagnose and improve a real-world geospatial model of satellite image processing for mapping urban land development. The in-depth case study highlighted the method’s usefulness generalizable to other data-driven modeling applications. The BVD acknowledges that model estimation errors at different data points could follow different probability distributions (Figure 1B), in contrast to the typical aggregate error assessment that assumes model estimation errors at all data points follow the same probability distribution and only analyzes aggregate error metrics (Figure 1A). When conducted for every data point, BVD can reveal the relative importance of different error sources in different parts of the study area, and the analyst can effectively improve model performance by applying different methods (targeting bias or variance) to different parts of the study area. Altogether, data-driven modelers who are interested in understanding where estimation errors come from, how the error composition varies across the feature space, and how to efficiently design model improvement strategies, would likely find this absolute-error BVD a useful addition to their toolset.

### Analytical results

#### Generalized BVD definition

Below, I introduce our notations through a brief summary of the widely accepted generalized BVD definition:

In modeling, analysts aim to estimate the response variable $Y$ using the predictor (vector) $X$, with a model (also known as
function, or machine) \( f \) constructed by a learning algorithm (also known as modeling method) using a collection of observed \((X, Y)\) pairs, i.e., a training set \((x_1, y_1), \ldots, (x_n, y_0)\), so that the model estimation \( \hat{Y} = f(X) \) approximates the observed response \( Y \). The estimated \( \hat{Y} \) may be referred to as fitted values for training data points, and predicted values for test data points (i.e., data that are used to evaluate the model and are independent from training). While the BVD can be applied to both fitted and predicted values in the same way, below we focus on data points used for model evaluation and refer to values of \( \hat{Y} \) as predictions. Here, upper-cased symbols denote random variables, and lower-cased symbols denote individual values of a random variable; bold symbols denote vectors of variables (if uppercase) or values (if lowercase), and non-bold symbols denote individual variables or values.

An error definition (also known as loss function) \( L(Y, \hat{Y}) \) measures the cost of predicting \( \hat{Y} \) when the observation is \( Y \). Commonly used loss functions include squared error \( L_{sq}(Y, \hat{Y}) = (Y - \hat{Y})^2 \) and absolute error \( L_{abs}(Y, \hat{Y}) = |Y - \hat{Y}| \) for regressions, and zero-one error for classifications: \( L_{01}(Y, \hat{Y}) = 0 \) if \( Y = \hat{Y} \), and \( L_{01}(Y, \hat{Y}) = 1 \) otherwise.

The generalized BVD framework applies to any loss function whose expectation is computable. It attributes the expected error of a modeling method at a data point \( x \) with respect to a set \( D \) of varying training sets and the probability distribution of the observed response \( Y \) conditional on \( x \), i.e., \( E_D(Y|L(Y, \hat{Y})) \), to three independent sources—bias, variance, and noise. Since BVD addresses individual data points, all terms defined below are conditioned on the event \( \{X = x\} \). To simplify, this conditional clause will not be written out, but readers should assume it is always in effect unless otherwise noted.

The generalized BVD is defined using optimal prediction and main prediction. The optimal prediction \( y_0 \) of a data point \( x \) is the central tendency of the probability distribution of all the observed values of \( Y \) for that \( x \), i.e., \( y_0 = \text{argmin}_{Y \in D} E[L(Y, y_0)] \). It is the best possible guess of \( Y \) given \( x \). The main prediction \( \hat{y}_m \) of a data point \( x \) is the central tendency of the probability distribution of all the predictions generated for \( x \) by various models constructed using different training sets in \( D \), i.e., \( \hat{y}_m = \text{argmin}_{\hat{Y} \in D} E[L(\hat{Y}, \hat{y}_m)] \). It is the prediction that minimizes the expected deviation of \( \hat{Y} \) from \( \hat{y}_m \) with respect to the probability distribution of predictions made for \( x \), \( y_0 \), and \( \hat{y}_m \) are both central tendency measures (Figure 3), while the meaning of “central” depends on what loss function is used, e.g., the main prediction of \( x \) under squared error is the mean of all predictions for \( x \); under absolute error, it is the median; and under zero-one error, the mode.

The bias of a modeling method at a data point \( x \) is the difference between \( x \)’s optimal prediction and main prediction, \( B = L(y_0, \hat{y}_m) \). Bias captures the systematic difference between the optimal model and the model at hand (Figure 2). Bias effect, \( BE \), is the amount of estimation error caused by this difference. Bias often arises when the model’s assumptions do not match with the observed patterns in data. For example (Figure 3A), if the observations of two random variables show that \( Y \) is quadratic to \( X \) but the analyst chose to model the data with a linear regression, the misassumption of linearity will make the resulting model systematically under-estimates at the high and the low ends of the range of \( X \) and over-estimate at the mid-range of \( X \). Such systematic effect would be attributed to bias.

The variance of a modeling method at a data point \( x \) is the expected deviation of a model prediction from the main prediction with respect to all training sets in \( D \), \( V = E_D[L(\hat{y}_m, \hat{Y})] \). Variance is independent of the observed response, and captures the sensitivity of a modeling method to small variations in training data (Figure 2). Variance effect, \( VE \), is the amount of estimation error caused by this sensitivity. Variance arises when different models result from different yet all adequate training sets used to train the same modeling method. For example, in Figure 3B, 1,000 linear regression models (each shown as a gray line) were, respectively, trained using 1,000 independently sampled training sets about the same phenomenon. The variation across all the gray lines is the variance of the modeling method (i.e., linear regression here).

Noise is the variability of \( Y \) given \( x \), \( N = E_L[L(Y, y_0)] \) (Figure 2). Noise is independent of the modeling method, and arises from the observational setup, where different values of \( Y \) can be observed for the same \( x \) (Figure 3C). Noise effect, \( NE \), captures the collective impact of all the factors that may influence the observed response but are not included in the model. Noise (effect) is unavoidable and usually unattainable, and hence is often assumed to be zero or simply ignored in practical applications.

Applying these definitions to squared error, one can deduce for a data point \( x \) that \( E_D[L_{sq}(Y, \hat{Y})] = BE + VE + NE = B + V + N \), where \( B = (y_0 - \hat{y}_m)^2 \), \( V = E_D[(\hat{y}_m - \hat{Y})^2] \), and \( N = E_D[(Y - y_0)^2] \). Under squared error, BVD “characteristics” and “effects” equate. Squared-error BVD has been well studied for...
explaining and improving model performance. To reduce squared-error variance, ensemble methods have proven effective and never hurt performance. To reduce bias calls for the structure of the model to better fit the nature of the problem. There is a trade-off between squared-error bias and variance that prevents effective concurrent reduction of both error components (i.e., the bias/variance trade-off). To overcome this challenge, specialized models with innate assumptions that reflect accurate a priori knowledge about the problem being modeled are recommended over non-parametric models.

Applying the generalized BVD definitions to zero-one error, one can deduce for a data point \( x \) that \( \text{EO}_Y[Y|L(x, \hat{Y})] = BE + VE + NE \). Under zero-one error, \( BE = B \), but parts of \( V \) and \( N \) reduce rather than increase expected error, because certain types of variations can shift already biased classifications into correct categories. As a result, ensembles, which reduce all variations with no regard to their effects, can transform poorly performing classification models into worse ones. Also, zero-one error bias and variance do not always show trade-off.

Altogether, zero-one error is considered more forgiving than squared error, as not all BVD characteristics increase expected zero-one error.

**Analytical derivation of absolute-error BVD**

Because bias, variance, and noise are independent of each other, so are their effects. That is, \( \text{EO}_Y[L(Y, \hat{Y})] = BE + VE + NE \) always hold, but how the effects relate to the characteristics (i.e., \( B, V, \) and \( N \)) vary for different loss functions.

**Proposition 1.** Applying the generalized definition of BVD characteristics to absolute error, one will have \( L_{abs}(Y, \hat{Y}) = |Y - \hat{Y}| \), bias \( B = |Y_0 - \hat{Y}_m| \), variance \( V = \text{EO}_Y[|Y - \hat{Y}_m|] \), and noise \( N = \text{EO}_Y[|Y - y_0|] \). Then, expected absolute error at a given data point \( x \) is the sum of bias effect \( BE \), variance effect \( VE \), and noise effect \( NE \), i.e., \( \text{EO}_Y[L_{abs}(Y, \hat{Y})] = BE + VE + NE \), with

\[
BE = (PD_Y(s_{biasEff} = 1) - PD_{\hat{Y}}(s_{biasEff} = -1)B
\]

where the sign coefficient of bias effect \( s_{biasEff} = -1 \) if \( Y \geq \hat{Y} \) and \( y_0 < \hat{y}_m \) or \( Y < \hat{Y} \) and \( y_0 > \hat{y}_m \), and \( s_{biasEff}=1 \) otherwise.

\[
NE = N - 2PD_{\hat{Y}}[L_{abs}(Y, y_0)] = s_{noiseEff} = -1 \text{ if } (Y \geq \hat{Y} \text{ and } \hat{Y} > y_m) \text{ or } (Y < \hat{Y} \text{ and } \hat{Y} < y_m)
\]

and \( s_{noiseEff}=1 \) otherwise;

\[
VE = V - 2PD_{\hat{Y}}[L_{abs}(Y, \hat{Y}_m)] = s_{varEff} = -1 \text{ if } (\hat{Y} \geq Y \text{ and } \hat{Y} > y_m) \text{ or } (\hat{Y} < Y \text{ and } \hat{Y} < y_m)
\]

and \( s_{varEff}=1 \) otherwise.

**Proof.** To decompose \( \text{EO}_Y[L_{abs}(Y, \hat{Y})] \), let us first look at the quantity \( L_{abs}(y_0, \hat{Y}) = |y_0 - \hat{Y}| \). Taking \( y_0 - \hat{Y} \) out of the absolute-value operator results in two possible cases:

\[
L_{abs}(y_0, \hat{Y}) = \begin{cases} 
0 \text{ if } \hat{Y} \leq y_0 \text{ or } (Y \geq \hat{Y} \text{ and } Y < y_0), \text{ and } s_{noiseEff}=1 \text{ otherwise;}
\end{cases}
\]

For case (1):

\[
L_{abs}(y_0, \hat{Y}) = y_0 - \hat{Y}
\]

\[
= \begin{cases}
|y_0 - \hat{Y}_m| + |\hat{Y}_m - \hat{Y}| = L_{abs}(y_0, \hat{Y}_m) + L_{abs}(\hat{Y}_m, \hat{Y}),
\end{cases}
\]

\[
= \begin{cases}
L_{abs}(y_0, \hat{Y}_m) - L_{abs}(\hat{Y}_m, \hat{Y}), \text{ for case (1)}
\end{cases}
\]

The condition \( y_0 < \hat{y}_m \) and \( \hat{Y} > \hat{y}_m \) contradicts with the condition of case (1) \( Y \leq y_0 \), so will never occur.

For case (2):

\[
L_{abs}(y_0, \hat{Y}) = -\left( -y_0 + \hat{Y} \right)
\]

\[
= \begin{cases}
-y_0 - \hat{Y}_m + \hat{Y}_m - \hat{Y} = -L_{abs}(y_0, \hat{Y}_m) + L_{abs}(\hat{Y}_m, \hat{Y}),
\end{cases}
\]

\[
= \begin{cases}
L_{abs}(y_0, \hat{Y}_m) - L_{abs}(\hat{Y}_m, \hat{Y}), \text{ for case (2)}
\end{cases}
\]

The condition \( y_0 > \hat{y}_m \) and \( \hat{Y} < \hat{y}_m \) contradicts with the condition of case (2) \( Y > y_0 \), so will never occur.

In summary, \( L_{abs}(y_0, \hat{Y}) = c_1L_{abs}(y_0, \hat{Y}_m) + c_2L_{abs}(\hat{Y}_m, \hat{Y}) \), where \( c_1 = -1 \) if \( (\hat{Y} \geq y_0) \text{ and } y_0 < \hat{y}_m \text{ or } (Y < \hat{Y} \text{ and } y_0 > \hat{y}_m) \), and \( c_2 = -1 \) if \( (\hat{Y} < y_0 \text{ and } y_0 < \hat{y}_m) \text{ or } (Y > y_0 \text{ and } y_0 > \hat{y}_m) \).
Figure 3. Example sources of bias, variance, and noise
Example sources of (A) bias, (B) variance, and (C) noise. The three figure panels (A), (B), and (C) are not related, and each is a figurative example of how the corresponding BVD error component might arise: (A) when the observed data points (small circles) show that \( Y \) is quadratic to \( X \) (dashed line) but the analyst fits the relation with a linear model (solid line), the systematic under-estimation at the high and the low ends of the range of \( X \) and the over-estimation at the mid-range of \( X \) contribute to bias (effect); (B) the black line shows the true relation between \( Y \) and \( X \), while 1,000 linear regression models (each shown as a gray line) were, respectively, trained using 1,000 independently sampled training datasets, and the variation across the gray lines is the variance of the modeling method (i.e., linear regression here); (C) a histogram of the different \( Y \) values observed for the same \( x \), and the variation of the distribution is the noise at the data point \( x \).

and \( c_1 = 1 \) otherwise; \( c_2 = -1 \) if \( \tilde{Y} \leq y_o \) and \( \tilde{Y} > y_m \) or \( \tilde{Y} > y_o \)
and \( \tilde{Y} < y_m \).\( and \( c_2 = 1 \) otherwise.

Similarly, \( L_{abs}(Y, \tilde{Y}) = c_{01}L_{abs}(Y, y_o) + c_{02}L_{abs}(y_o, \tilde{Y}) \), where \( c_{01} = -1 \) if \( Y \geq \tilde{Y} \) and \( Y < y_o \) or \( \tilde{Y} > y_o \), and \( \tilde{Y} < y_o \) and \( c_{02} = -1 \) if \( Y \geq \tilde{Y} \) and \( Y > y_o \) or \( \tilde{Y} < y_o \) and \( \tilde{Y} > y_o \), and \( c_{02} = 1 \) otherwise.

Combining these two equations, we have \( L_{abs}(Y, \tilde{Y}) = c_{01}L_{abs}(Y, y_o) + c_{02}L_{abs}(y_o, \tilde{Y}) + c_{10}L_{abs}(\tilde{Y}, y_m) + c_{11}L_{abs}(\tilde{Y}, y_m) \), where \( s_{noiseEff} = -1 \) if \( (Y \geq \tilde{Y} \text{ and } Y < y_o) \) or \( (Y \leq \tilde{Y} \text{ and } Y > y_o) \), and \( s_{biasEff} = 1 \) otherwise; \( s_{biasEff} = -1 \) if \( (Y \geq \tilde{Y} \text{ and } Y < y_o) \) or \( (Y < \tilde{Y} \text{ and } Y > y_m) \), and \( s_{biasEff} = 1 \) otherwise; \( s_{varEff} = -1 \) if \( (Y \geq \tilde{Y} \text{ and } Y > y_m) \) or \( (Y < \tilde{Y} \text{ and } Y < y_m) \), and \( s_{varEff} = 1 \) otherwise.

Clearly, \( s_{noiseEff}, s_{biasEff}, \) and \( s_{varEff} \) are all functions of \( Y \) and \( \tilde{Y} \).

Let us now analyze the expectation of \( L_{abs}(Y, \tilde{Y}) \) with respect to the probability distribution of observed \( Y \) given \( x \) and the training sets in \( D \). We then have the following linear decomposition:

\[
E_{D,Y}[L_{abs}(Y, \tilde{Y})] = E_{D,Y}[s_{noiseEff}L_{abs}(Y, y_o) + s_{biasEff}L_{abs}(y_o, \tilde{Y}) + s_{varEff}L_{abs}(\tilde{Y}, y_m)]
\]

The first term of the above equation describes the overall effect of noise:

\[
E_{D,Y}[s_{noiseEff}L_{abs}(Y, y_o)] = E_{D,Y}[L_{abs}(Y, y_o)s_{noiseEff} = 1] - E_{D,Y}[L_{abs}(Y, y_o)s_{noiseEff} = -1] = P_{D,Y}(s_{noiseEff} = 1)
\]

And \( E_{D,Y}(L_{abs}(Y, y_o)s_{noiseEff} = -1) = P_{D,Y}(s_{noiseEff} = -1) \) and \( E_{D,Y}(L_{abs}(Y, y_o)s_{noiseEff} = -1) = P_{D,Y}(s_{noiseEff} = -1) \).

The second term describes the overall effect of bias:

\[
E_{D,Y}[s_{biasEff}L_{abs}(y_o, \tilde{Y})] = E_{D,Y}[s_{biasEff}L_{abs}(y_o, \tilde{Y})] = P_{D,Y}(s_{biasEff} = 1)
\]

The third term describes the overall effect of variance:

\[
E_{D,Y}[s_{varEff}L_{abs}(\tilde{Y}, y_m)] = E_{D,Y}[L_{abs}(\tilde{Y}, y_m)s_{varEff} = 1] - E_{D,Y}[L_{abs}(\tilde{Y}, y_m)s_{varEff} = -1] = P_{D,Y}(s_{varEff} = 1)
\]

Hence, \( E_{D,Y}[L_{abs}(Y, \tilde{Y})] = BE + VE + NE \), and Proposition 1 is proven. □

**Meanings of absolute-error BVD**

In this decomposition, bias, variance, and noise effects each has a subtractive term, and increasing the magnitude of these terms reduces rather than increases expected error, in contrast to squared-error BVD, where all characteristic terms increase expected error.

To reduce absolute-error bias effect, one can (1) reduce \( B \) and/or (2) increase the occurrence of \( s_{biasEff} = -1 \). Since \( s_{biasEff} = -1 \) when \( (Y \geq \tilde{Y} \text{ and } y_o < y_m) \) or \( (Y < \tilde{Y} \text{ and } y_o > y_m) \), it occurs more frequently when \( B \) is small (Figure 4A). That is, as absolute-error bias decreases, the fraction of bias that increases estimation error also becomes smaller (due to the increased occurrence of \( s_{biasEff} = -1 \)). Hence, reducing model bias is double rewarded under absolute error comparing to squared error.

For variance-related terms under absolute error, both \( V \) and \( VE \) can be defined using \( E_{D,Y}[L(\tilde{Y}, y_o)s_{varEff} = 1]P_{D,Y} \)
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Figure 4. Different penalization patterns of absolute and squared errors

Penalization patterns of (A) absolute error and (B) squared error: red areas increase expected error, and blue areas reduce expected error.

\[
(s_{\text{varEff}} = 1) \text{ and } E_D Y (\hat{y}_m, \hat{y}) = -1 | P_D Y (s_{\text{varEff}} = -1).
\]

If we name the former “positive variance” (i.e., the amount of variance that increases expected error) and the latter “negative variance” (i.e., the amount of variance that reduces expected error), then \( V = V_{\text{pos}} + V_{\text{reg}} \) and \( V = V_{\text{pos}} - V_{\text{reg}} \). Since “variance” captures the total amount of variation, it is the sum of the amounts of both types of variances, while for “variance effect,” the two types of variances each carry a sign (+/-) representing their respective effects on expected error. To reduce absolute-error variance effect, one can (1) increase \( V_{\text{reg}} \) and/or (2) decrease \( V_{\text{pos}} \). In Figure 4A, this means to increase the blue area and decrease the red area. In contrast, optimizing squared error calls for minimizing all deviations (Figure 4B). It is known that absolute error penalizes model variation less harshly than squared error, while our BVD-based comparison illustrates exactly what types of model variations are viewed differently by the two loss functions.

Noise-related terms can be interpreted in similar ways to variance-related ones. Under absolute error, certain variations of \( Y \) (i.e., the blue area in Figure 4A) reduce expected error, making absolute error more forgiving of observational noise than squared error.

Altogether, absolute and squared errors can lead to different conclusions about the same modeling practice in model evaluation, optimization, and selection. For example, if a modeling technique reduces the blue variance in Figure 4A, it will be viewed as rewarding by squared-error-based evaluation but harmful by absolute-error-based evaluation. This perceptual difference can further result in different choices in model selection.

In comparison, absolute error favors low-bias models and squared error low-variance ones. As a result, absolute-error-based model selections are more likely to choose sophisticated models over simple ones, because sophisticated models tend to show lower bias, although higher variance. Meanwhile, if absolute error is the natural error metric for a specific application, using squared error for reasons like mathematical tractability or convenience is problematic, especially when evaluating sophisticated models.

The differences between the penalization patterns of the two loss functions contribute to their different behaviors in many statistical analyses. For example, in ridge regressions, squared-error-based penalty shrinks all coefficients in a relatively balanced fashion which keeps the variation among coefficients low, whereas, in lasso regressions, absolute-error-based penalty would reduce some coefficients to zero while maintaining (and sometimes increasing) others, which is analogous to reducing the red variance and preserving the blue variance in Figure 4A.

**Absolute-error versus squared-error BVD for an example data point**

Although normality is not required for BVD analyses, the example data point’s observations and predictions (provided as Data S1) happen to be close to normal: roughly, observations \( \sim N(1, 0.25) \) and predictions \( \sim N(0, 1) \) (Figure 5). Two patterns emerged from applying BVD to this data point (functions and example codes provided as Data S2) (Table 1): (1) magnitudes of squared-error BVD components are larger than magnitudes of corresponding absolute-error BVD components. Not only squared error is measured in a higher dimension than absolute error, but also squared error amplifies outliers. As a result, even the square roots of squared error components are naturally larger than their absolute-error counterparts. (2) Absolute error better illustrates the relative importance of different BVD error sources than squared error. For the example data point, absolute error shows that the variance effect is about 75% of the bias effect, while squared error weighs the two effects similarly. This is because absolute error recognizes that negative variance reduces expected error, and squared error deems all variance harmful. Hence, absolute-error BVD is more effective at aiding the identification of dominant BVD error sources.
Similar conclusions are found with the empirical experiments (more details below) and an in-depth case study in geospatial modeling. When a model’s estimation error is primarily bias in some part of the study area and primarily variance in another part, the analyst can effectively improve model performance by applying different methods (targeting bias or variance) to different parts of the study area. When subdividing the feature space, additional training data might be needed to guarantee all models for different zones of the feature space can be properly trained. When available training data are not sufficient to support the divide-and-conquer strategy, the BVD insight can help inform users of the modeling results about where and when the model’s performance is trustworthy for different decision making tasks (e.g., those are sensitive to model bias versus variance).

Empirical results
In the empirical experiments, I followed the convention to assume 0 noise, because it is unattainable for the UCI datasets. The results hence consist of only bias- and variance-related components. To enable direct comparison across datasets and loss functions despite their different units, I standardized average error estimates at the dataset level. The standardized error estimates are dimensionless percentages, and the differences between various error estimates is in the unit of “percentage point” (pp).

Model complexity under absolute error: Bias/variance trade-off may not show
Although the bias/variance trade-off has been widely discussed using squared error, in our experiments, the trade-off was often absent for absolute error. This is consistent with findings of empirical works done for zero-one error\textsuperscript{1,3}, which reported erratic absence of the trade-off for empirical classification models. Together, the results suggest that the bias/variance trade-off may not be as prevalent as previous literature believed. It also gives hope to the fact that, perhaps in some practical settings, concurrently reducing bias and variance effects is possible.

In our experiments, the negative term of variance was unresponsive to complexity parameter tuning, indicating that existing modeling techniques are unable to maneuver this term. Since increasing the magnitudes of negative-effect terms can reduce expected error, new methods that treat positive and negative variances separately are needed to better minimize absolute error.

|                  | B effect | V effect | N effect | V effect | B effect | N effect |
|------------------|----------|----------|----------|----------|----------|----------|
| Absolute error   | 0.62     | 0.47     | 0.12     | 0.75     | 0.19     |          |
| Squared error    | 0.95     | 0.96     | 0.26     | 1.01     | 0.27     |          |
| Square root of   | 0.98     | 0.98     | 0.51     | 1.00     | 0.52     |          |

Absolute and squared errors cannot be used as proxies of each other when evaluating regression models: in our experiments, standardized squared-error estimates of modeling errors and performance adjustments were almost always larger than standardized absolute-error estimates, and sometimes by substantial amounts (up to 21 pp); for some BVD components, squared-error estimates do not resemble absolute-error estimates at all (e.g., for variance effects). The two loss functions can give different impressions about the same model or model alterations (targeting bias or variance) to different parts of the study area. When subdividing the feature space, additional training data might be needed to guarantee all models for different zones of the feature space can be properly trained. When available training data are not sufficient to support the divide-and-conquer strategy, the BVD insight can help inform users of the modeling results about where and when the model’s performance is trustworthy for different decision making tasks (e.g., those are sensitive to model bias versus variance).

### Ensembles under absolute error: Might harm model performance
Our results show that ensembles reduce the magnitudes of all variances regardless of their effects on estimation accuracy. As a result, performance gain of ensembles reported by standardized absolute error is usually smaller than standardized squared error, because, under absolute error, the benefits of reducing positive variance is partly offset by (1) the also reduced negative variance and (2) the increased ratio of bias effect to bias. Altogether, under absolute error, applying ensembles to highly biased models may increase expected modeling error, in contrast to under squared error, where ensembles never hurt model performance. Similar conclusions have been found for zero-one error\textsuperscript{6} also due to its negative variance terms.

#### Absolute error versus squared error: Distinctly different perspectives
Absolute and squared errors cannot be used as proxies of each other when evaluating regression models: in our experiments, standardized squared-error estimates of modeling errors and performance adjustments were almost always larger than standardized absolute-error estimates, and sometimes by substantial amounts (up to 21 pp); for some BVD components, squared-error estimates do not resemble absolute-error estimates at all (e.g., for variance effects). The two loss functions can give different impressions about the same model or model alterations (targeting bias or variance) to different parts of the study area. When subdividing the feature space, additional training data might be needed to guarantee all models for different zones of the feature space can be properly trained. When available training data are not sufficient to support the divide-and-conquer strategy, the BVD insight can help inform users of the modeling results about where and when the model’s performance is trustworthy for different decision making tasks (e.g., those are sensitive to model bias versus variance).

#### Effects versus characteristics: Important to distinguish
The numerical differences between absolute-error effects and characteristics are notable in the empirical experiments, which reiterates the importance of distinguishing the two sets of quantities. Furthermore, the precise relationship between model characteristics and their effects, revealed by the analytically derived BVD, is useful for designing model alterations that can effectively achieve desired performance change.

In the experiments, using characteristics in place of effects (for loss functions other than squared error) showed similar consequences to using squared error in place of other loss functions, i.e., (1) overestimating the relative importance of variance effect and (2) adding ambiguity for identifying the dominant source of estimation error.

### Conclusions
This research developed the first analytically derived absolute-error BVD, examined its empirical behaviors, and compared them with those of other loss functions. Generally, absolute error...
is more useful for reducing estimation residuals, and squared error is better at reducing model instability. Our results show that different loss functions can have very different penalization patterns, and hence reward different model traits and respond to different model improvement strategies. Existing commonly used model improvement techniques, such as ensembles and complexity parameter tuning, were based on the characteristic-effect relationships found for squared error, which do not hold for other loss functions. As a result, applying ensembles to highly biased models under absolute error can harm expected estimation accuracy, and the widely believed bias/variance trade-off is often absent in empirical experiments under absolute error. To effectively minimize loss functions other than squared error, new methods that consider the characteristic-effect relationships under other loss functions are needed, and the analytically derived BVD provides a precise probe into such relationships. While new modeling techniques are being developed, one workaround exists, that is, to divide the feature space into zones dominated by different error sources (bias, variance, or noise) and treat the zones separately with different model alterations. For this strategy, absolute-error BVD provides clearer contrast among different error sources than squared error. It therefore may better help data-driven modelers identify dominant error sources as they vary across the feature space, and efficiently design model improvement strategies for regression models of continuous data.
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1. Detailed empirical experiment design

As of December 2020, UCI machine learning repository has 129 datasets self-identified as potentially appropriate for regression analyses. However, many are not suitable for this experiment, e.g. if they have discrete responses. For the 11 selected datasets, Table S1 outlines how they were prepared for the empirical experiments.

| Name                        | Attribute Types         | # Instances | # Attributes | Response Variable | Preprocessing                                      |
|-----------------------------|-------------------------|-------------|--------------|-------------------|----------------------------------------------------|
| Auto MPG                    | Categorical, Real       | 398         | 8            | mpg               | Removed the attribute “car name”                   |
| Automobile                  | Categorical, Integer, Real | 205 in the dataset, 164 used in this experiment | 26 | normalized losses | Removed 41 examples that miss the response values |
| Breast cancer WI (prognostic) | Real                   | 198 in the dataset, 47 used in this experiment | 34 | time to recur (in the “wpbc” subset) | Removed 151 non-recurrent examples                 |
| Communities & crime         | Real                    | 1994        | 128          | number of violent crimes per 100K people |                                                     |
| Computer hardware           | Integer                 | 209         | 9            | published relative performance | Removed non-predictive attributes and the estimated response |
| Concrete compressive strength | Real                   | 1030        | 9            | concrete compressive strength |                                                     |
| Concrete slump test         | Real                    | 103         | 10           | slump(cm)         |                                                     |
| Forest fires                 | Real                    | 517         | 13           | area              |                                                     |
| Housing                     | Categorical, Integer, Real | 506         | 14           | median value of owner-occupied homes in $1000's |                                                     |
| Parkinsons telemetry         | Integer, Real           | 5875        | 22           | total_UPDRS       | Predictors are the last 16 attributes, from “Jitter(%)” to “PPE” |
| Servo                       | Categorical, Integer    | 167         | 4            | rise time         |                                                     |

Table S1: Regression datasets from UC-Irvine Machine Learning Repository used in this study.

On each dataset, I examined a suite of learning algorithms while varying the appropriate complexity control parameter for each algorithm: \( k = 1, 3, 6, 9, 15, 21 \) for KNN, \( C \) (the coefficient of the penalty term in SVM fitting) = \( 10^i \) and \( i = -5, -3, -1, 0, 1, 3, 5 \), tree depth = \( 1, 3, 6, 9, 15, 21 \) for regression tree (some datasets have shorter series, because shallow trees can fully fit them and will not grow deeper), and the number of iterations = \( 5, 10, 20, 30, 100 \) for bagging.
To estimate the BVD error components, I randomly divided each dataset into training data (two thirds of the data points) and test data (one third of the data points). For each dataset, I generated 100 different training sets by bootstrapping the training data. These 100 training sets were considered as a sample of D. For every model specification listed above (e.g. KNN with k = 1), one model was trained using each training set. Altogether, for every model specification we have 100 estimations for each test data point. They were then used to estimate the error components of that data point, using the functions provided as Supplemental Information “BVD_functions_&_example.R”. Since we assumed 0 noise, when estimating the error components, the random variable Y was fixed at the observed value y for any given data point x, and subsequently, \( y = y_o \) for all estimations.

The averaged error components on the test dataset were calculated and then standardized: The absolute-loss error components were divided by the range of the response variable; the squared-loss error components first underwent the square root operation and then was divided by the response range. In the end, all fractions were multiplied by 100.

2. Detailed experiment results on absolute-loss BVD’s response to model complexity

Absolute-loss BVD showed diversity in response to model complexity for different datasets and different model types. Figure S1 presents one sample for each model type, and model complexity increases as k decreases for KNN, as the penalty coefficient C increases for SVM-linear and SVM-Gauss, and as tree depth increases for regression tree. These graphs do not imply that the trends shown here are the most representative, but they illustrate some variability observed. Below I detail how absolute-loss BVD components reacted to changes in the complexity of different models. If not specified, the trends are described as the model complexity increases.

For KNN (Figure S1(a)), the model complexity increases as k decreases. If the bias/variance tradeoff holds, bias would decrease and variance would increase. In the experiment, only 6 out of 11 datasets roughly showed this trend for KNN. The absolute-loss bias and bias effect of 8 out of 11 datasets did not show a consistent descending pattern; the absolute-loss variance and variance effect of all 11 datasets showed a general rising trend often with small inconsistencies. For most datasets, the difference between bias and bias effect increased, and the difference between variance and variance effect stayed roughly the same. The positive variance generally increased, while the negative variance usually did not change as much. But in rare cases, both types of variances changed substantially into opposite directions.

For SVM-linear (Figure S1(b)), model complexity increases as the penalty coefficient C increases. Nine out of 11 datasets did not display the bias/variance tradeoff: For most datasets, the bias-related components did decrease, but the variance-related components showed minimal change. This makes sense – SVM utilizes only support vectors, so is less prone to high variance. Like KNN, the difference between bias and bias effect increased, although the magnitude of change was very small. Similarly, the positive variance usually arose at a steeper rate than the negative variance. Unlike what was seen with KNN, the difference between variance and variance effect increased by small magnitudes at times.

SVM-Gauss (Figure S1(c)) exhibited broad similarity to SVM-linear; however, there were three noticeable differences: 1. The variance-related components often arose somewhat; 2. The difference between bias and bias effect increased by more substantial magnitudes; 3. The difference between variance and variance effect often increased more noticeably.

For regression tree (Figure S1(d)), model complexity increases as the tree grows deeper. Eight out the 11 datasets showed the bias/variance tradeoff with small inconsistencies, and a number of them showed more changes in bias than in variance. For most datasets, the difference between bias and bias effect increased, and the difference between variance and variance effect did not change much. Positive variance often rose, while negative variance stayed roughly the same, thus the two show different trends.
| Absolute Loss          | Squared Loss          |
|------------------------|-----------------------|
| **(a) KNN <Breast Cancer WI>** | **(b) SVM-linear <Auto MPG>** |
| ![Graph](image1.png)   | ![Graph](image2.png)   |
| ![Graph](image3.png)   | ![Graph](image4.png)   |
| **(c) SVM-Gauss <Housing>** | **(d) Regression Tree < Concrete Compressive Strength>** |
| ![Graph](image5.png)   | ![Graph](image6.png)   |

Figure S1: Sample experiment results: standardized absolute-loss and squared-loss error components (unit: percentage point) in reaction to model complexity.