Abstract

The problem of robust utility maximization in an incomplete market with volatility uncertainty is considered, in the sense that the volatility of the market is only assumed to lie between two given bounds. The set of all possible models (probability measures) considered here is non-dominated. We propose studying this problem in the framework of second order backward stochastic differential equations (2BSDEs for short) with quadratic growth generators. We show for exponential, power and logarithmic utilities that the value function of the problem can be written as the initial value of a particular 2BSDE and prove existence of an optimal strategy. Finally several examples which shed more light on the problem and its links with the classical utility maximization one are provided. In particular, we show that in some cases, the upper bound of the volatility interval plays a central role, exactly as in the option pricing problem with uncertain volatility models of [2].
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1 Introduction

One of the most prominent problems of mathematical finance literature is the so-called problem of utility maximization. It is a problem of optimal investment faced by an economic agent who has the opportunity to invest in a financial market consisting of a riskless asset and (for simplicity) one risky asset. Given a fixed investment horizon $T$, the aim of the agent is to find an optimal allocation between the two assets, so as to maximize his "welfare" at time $T$. Following the seminal work of Von Neumann and Morgenstern [35], where they assumed that the preference of the agent could be represented by a utility function $U$ and a given probability measure $P$ reflecting his views, the now classical formulation of the problem consists in solving the optimization

$$V(x) := \sup_{\pi \in A} \mathbb{E}^P \left[ U(X_T^{x,\pi} - \xi) \right],$$

where $A$ is the set of admissible strategies $\pi$ for the agent, $X_T^{x,\pi}$ is his wealth at time $T$ with initial capital $x$ and a trading strategy $\pi$, and $\xi$ is a terminal liability.

In the sixties, Merton [21] was the first to study and solve this problem in the particular case where the risky asset follows a Black-Scholes model, where there are no restrictions on the admissible strategies (that is to say in a complete market), where the utility function is of power type and where the liability is equal to 0. The proof relies on classical techniques of stochastic control theory, since he manages to solve the Hamilton-Jacobi-Bellman PDE associated with the problem explicitly, and he then uses a verification argument. The problem in complete markets but with general utility functions was only solved in the eighties by Pliska [27], using techniques from convex duality. Following these papers, a large trend of literature tried to weaken their assumptions, and notably the completeness hypothesis on the market, which was too restrictive and unrealistic from the point of view of applications. One possible direction of generalization is to impose constraints on the strategies of the investor. Following the first works of Cvitanić and Karatzas [8] and Zariphopoulou [36], where once more convex duality techniques were used, the beginning of the 21st century saw the emergence of a link between this optimal investment problem and the theory of backward stochastic differential equations (BSDEs for short). These objects were first introduced by Bismut [3] in the linear case, then generalized by Pardoux and Peng [23] to Lipschitz generators. On a filtered probability space $(\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{0 \leq t \leq T}, \mathbb{P})$ generated by a $\mathbb{R}^d$-valued Brownian motion $B$, a solution to a BSDE consists of a pair of progressively measurable processes $(Y, Z)$ such that

$$Y_t = \xi + \int_t^T f_s(Y_s, Z_s)ds - \int_t^T Z_s dB_s, \ t \in [0, T], \ \mathbb{P} - a.s.$$

where $f$ (also called the driver) is a progressively measurable function and $\xi$ is a $\mathcal{F}_T$-measurable random variable.

Then, El Karoui and Rouge [13] considered the problem of indifference pricing with an exponential utility function (which is linked to the optimal investment problem) in the case where the strategies are constrained to stay in a given closed and convex set. They proved that the value function of the problem was related to the initial value of a BSDE with a driver of quadratic growth in the $Z$ part. Building upon these results, Hu, Imkeller and Müller [19] generalized the
approach to the case of logarithmic and power utilities with strategies constrained in a closed set.

Another direction of generalization of the original Merton problem is related to the question of model uncertainty. Indeed, in all the above formulations, a probability measure $P$ is fixed. It means that the investor knows the "historical" probability $P$ that describes the dynamics of the state process. In reality, the investor may have some uncertainty on this probability, which means that there can be several objective probability measures to consider. The problem then becomes a robust utility maximization and can be written as follows

$$V^\xi(x) := \sup_{\pi \in \mathcal{A}} \inf_{Q \in \mathcal{P}} \mathbb{E}_Q [U(X_T^x,\pi - \xi)],$$

where $\mathcal{P}$ is the set of all considered possible probability measures.

In this case, the properties of the set $\mathcal{P}$ become crucial in order to solve the problem. The first results in the literature were limited to dominated sets. A set $\mathcal{P}$ is said to be dominated if every probability measure $P \in \mathcal{P}$ is absolutely continuous with respect to some reference probability measure in $\mathcal{P}$. For instance, this is the case when considering drift uncertainty. In this framework, the problem was introduced by Gilboa and Schmeidler \[16\]. Anderson, Hansen and Sargent \[1\] and Hansen et al. \[18\] then introduced and discussed the basic problem of robust utility maximization, penalized by a relative entropy term of the model uncertainty $Q \in \mathcal{P}$ with respect to a given reference probability measure $P_0$. Inspired by these latter works, Bordigoni, Matoussi and Schweizer \[6\] solved the robust problem (the minimization part) in a more general semimartingale framework by using stochastic control techniques and proved that the solution was related to a quadratic semimartingale BSDE. Among others, results in the robust maximization problem were also obtained by Gundel \[17\], Schied and Wu \[28\] or Skiadas \[29\] in the case of continuous filtrations. The overall approach relies essentially on convex duality ideas.

The situation becomes more intricate when the set $\mathcal{P}$ is no longer dominated, which happens when introducing volatility uncertainty, in the sense that the volatility process is only assumed to lie between two given bounds. Although the problem of option pricing under volatility uncertainty has been solved for a long time (see \[2\] and \[20\] for instance), the problem of utility maximization was not addressed until recently by Denis and Kervarec \[10\] (see also \[32\] where it is analyzed under the framework of stochastic games and Hamilton-Jacobi-Bellman-Isaacs equations). In this article, they first establish a duality theory for robust utility maximization and then show that there is a least favorable probability measure and an optimal strategy. However, their utility function $U$ is supposed to be bounded and to satisfy Inada conditions. Recently, in \[14\], Epstein and Ji formulate a model of utility in a continuous-time framework that captures the decision-maker’s concern with ambiguity or model uncertainty, even though they do not study the maximization problem of robust utility \emph{per se}. More recently, Tevzadze et al. \[34\] studied a related robust utility maximization problem for exponential and power utility functions (and also for mean-square error criteria). We will compare our results and theirs in Section 7 (see Remark \[7.2\]).

The intuition at the core of our work is that, exactly as the problem of utility maximization
under constraints was linked to BSDEs with quadratic growth, the problem of robust utility
maximization under volatility uncertainty should be linked to some kind of backward equations. 
In fact, the right objects to consider in that case are the so-called second-order BSDEs (2BSDEs
for short) which were introduced for the first time by Cheredito, Soner, Touzi and Victoir [7].
However, they were not able to provide a complete theory of existence and uniqueness. Hence, a
reformulation was proposed by Soner, Touzi and Zhang [30], who provided a wellposedness theory
for 2BSDEs under uniform Lipschitz conditions similar to those of Pardoux and Peng. Their
key idea was to reinforce the condition that the 2BSDE must hold \( \mathbb{P} \)-a.s. for every probability
measure \( \mathbb{P} \) in a non-dominated class of mutually singular measures (see Section 2 for precise
definitions). The theory being very recent, the literature remains rather limited. However,
we refer the interested reader to Possamaï [25] and Possamaï and Zhou [26] who respectively
extended these wellposedness results to generators with linear and quadratic growth. In our
main result, we show that in incomplete markets with volatility uncertainty, the solution of
the robust utility maximization problem (for exponential, logarithmic and power utilities) is
related to the initial value of a particular 2BSDE with quadratic growth, as suggested by the
intuition. We also emphasize a specificity in our approach when it comes to the sets of admissible
strategies considered. Usually, when dealing with this type of problems (see for instance [13]
and [19]), an exponential uniform integrability assumption is made on the trading strategies. Our
approach relies instead on integrability assumptions of BMO type on the trading strategies. The
mathematical justifications are detailed in Remarks 4.1 and 4.3. However, there is also a financial
interpretation. Indeed, as explained in [15] which adopts the same type of BMO framework, this
assumption corresponds to a situation where the market price of risk is assumed to be BMO.
Exactly as in the case of a bounded market price of risk, it implies that the minimum martingale
measure is a true probability measure, and therefore that the market is without arbitrage, in the
sense of No Free Lunch with Vanishing Risk.

The rest of the paper is organized as follows: in Section 2, we recall the 2BSDEs framework and
some useful results. Inspired by [13] and [19], in Sections 3, 4, 5 and 6 we solve the problem for
robust exponential utility, robust power utility and robust logarithmic utility, which, unlike in
[10], are not bounded. Finally, in Section 7 we give some examples where we can explicitly solve
the robust utility maximization problems by finding the solution of the associated 2BSDEs, and
we provide some insights and comparisons with the classical dynamic programming approach
adopted in the seminal work of Merton [21].

2 Preliminaries

We will start by recalling some notations and notions related to the theory of 2BSDEs, which
are the main tool in our approach to the robust utility maximization problem.

2.1 Probability spaces

Let \( \Omega := \{ \omega \in C([0,T])^d, \omega(0) = 0 \} \) be the canonical space, \( B \) the canonical process, and \( \mathbb{F} = (\mathcal{F}_t)_{0 \leq t \leq T} \) the filtration generated by \( B \). We will also make use of the right-limit \( \mathbb{F}^+ = (\mathcal{F}_{t+})_{0 \leq t \leq T} \).
of \( \mathbb{F} \). Let \( \mathbb{P}_0 \) be the Wiener measure. As recalled in \[30\], we can construct the quadratic variation of \( B \) and its density \( \hat{a} \) pathwise.

Let \( \mathcal{P}_W \) denote the set of all local martingale measures \( \mathbb{P} \) such that \( \mathbb{P} - a.s. \) for \( t \in [0,T] \)

\[
\langle B \rangle_t \text{ is absolutely continuous with respect to } t \text{ and } \hat{a} \text{ takes values in } S_d^{>0}, \tag{2.1}
\]

where \( S_d^{>0} \) denotes the space of all \( d \times d \) real valued positive definite matrices. As in \[30\], we concentrate on the subclass \( \mathcal{P}_S \subset \mathcal{P}_W \) consisting of all probability measures

\[
\mathbb{P}^\alpha := \mathbb{P}_0 \circ (X^\alpha)^{-1} \text{ where } X^\alpha_t := \int_0^t \alpha^{1/2}_s d\mathcal{B}_s, \ t \in [0,T], \mathbb{P}_0 - a.s., \tag{2.2}
\]

for some \( \mathbb{F} \)-progressively measurable process \( \alpha \) in \( S_d^{>0} \) with \( \int_0^T |\alpha_t| dt < +\infty, \mathbb{P}_0 - a.s. \) Notice that \( \alpha_s^{1/2} \) is just the square-root of the positive definite matrix \( \alpha_s \).

Finally, we fix \( \underline{a}, \overline{a} \in S_d^{>0} \) such that \( \underline{a} \leq \overline{a} \) (for the usual order on positive definite matrices, i.e. \( (\overline{a} - \underline{a}) \in S_d^{>0} \)) and we define the class

\[
\mathcal{P}_H := \{ \mathbb{P} \in \mathcal{P}_S \text{ s.t. } \underline{a} \leq \hat{a}_t \leq \overline{a}, dt \times \mathbb{P} - a.e. \}
\]

which is a particular case of Definition 2.6 in \[30\], the main differences in our case being that the two bounds on \( \hat{a} \) are independent of the probability measures and that \( \hat{F}^0 \) (introduced and defined below in Section 2.3) is bounded. Throughout the paper it is assumed that \( \mathcal{P}_H \) is not empty.

For every \( (t, \mathbb{P}) \in [0,T] \times \mathcal{P}_H \), we also define the class of probability measures which coincide with \( \mathbb{P} \) up to \( t^+ \)

\[
\mathcal{P}_H(t^+, \mathbb{P}) := \{ \mathbb{P}' \in \mathcal{P}_H, \mathbb{P}' = \mathbb{P} \text{ on } \mathcal{F}_{t^+} \}.
\]

**Definition 2.1.** We say that a property holds \( \mathcal{P}_H \)-quasi-surely (\( \mathcal{P}_H \)-q.s. for short) if it holds \( \mathbb{P} \)-a.s. for all \( \mathbb{P} \in \mathcal{P}_H \).

**Remark 2.1.** The filtration \( \mathbb{F}^+ \) is right-continuous but not complete under each \( \mathbb{P} \in \mathcal{P}_H \). Moreover, it is not possible to complete the filtration for each \( \mathbb{P} \) since the measures are singular. It is of course a major drawback since many results of the general theory of processes rely on the fact that the underlying filtrations satisfy the usual hypotheses of right-continuity and completeness. However, this problem was solved in Lemma 2.4 of \[31\], which implies that for every \( \mathbb{P} \in \mathcal{P}_H \), we can always consider a version of our processes which is progressively measurable for the completion of \( \mathbb{F}^+ \) under \( \mathbb{P} \).

### 2.2 Spaces and Norms

We now recall from Possamaï and Zhou \[26\] the spaces and norms which will be needed for the formulation of the quadratic second order BSDEs.
\( L^\infty_H \) is the space of random variables which are bounded quasi-surely endowed with the norm
\[
\|\xi\|_{L^\infty_H} := \sup_{P \in \mathcal{P}_H} \|\xi\|_{L^\infty(P)}.
\]

For \( p \geq 1 \), \( \mathbb{H}^p_H \) denotes the space of all \( \mathbb{F}^+ \)-progressively measurable \( \mathbb{R}^d \)-valued processes \( Z \) with
\[
\|Z\|^{p}_{\mathbb{H}^p_H} := \sup_{P \in \mathcal{P}_H} \mathbb{E}^P \left[ \left( \int_0^T |a_t^{1/2} Z_t|^2 dt \right)^{\frac{p}{2}} \right] < +\infty.
\]

\( \text{BMO}(\mathcal{P}_H) \) denotes the space of all \( \mathbb{F}^+ \)-progressively measurable \( \mathbb{R}^d \)-valued processes \( Z \) with
\[
\|Z\|_{\text{BMO}(\mathcal{P}_H)} := \sup_{P \in \mathcal{P}_H} \left\| \int_0^\cdot Z_s dB_s \right\|_{\text{BMO}(\mathbb{P})},
\]
where \( \|\cdot\|_{\text{BMO}(\mathbb{P})} \) is the usual BMO(\( \mathbb{P} \)) norm under \( \mathbb{P} \), that is to say
\[
\left\| \int_0^\cdot Z_s dB_s \right\|_{\text{BMO}(\mathbb{P})}^2 := \left( \text{ess sup}_{T_0,T} \mathbb{E}^P_{\tau} \left[ \int_{\tau}^T |a_t Z_t|^2 dt \right] \right)^{\frac{1}{2}} < +\infty,
\]
where \( T_{0,T} \) denotes the stopping times with value in \( [0,T] \). We abuse notation and say that \( \int_0^\cdot Z_s dB_s \) is a \( \text{BMO}(\mathcal{P}_H) \) martingale if \( Z \in \text{BMO}(\mathcal{P}_H) \).

\( \mathcal{D}_{H}^\infty \) denotes the space of all \( \mathbb{F}^+ \)-progressively measurable \( \mathbb{R} \)-valued processes \( Y \) with
\[
\|Y\|_{\mathcal{D}_{H}^\infty} := \sup_{0 \leq t \leq T} \|Y_t\|_{L^\infty_H} < +\infty.
\]

We also recall the following space which is important in the formulation of Lipschitz 2BSDEs in [30]. For any \( \kappa \in (1,2] \), \( \mathbb{L}^{2,\kappa}_H \) is the space of random variables \( \xi \) such that
\[
\|\xi\|^{2,\kappa}_{\mathbb{L}^{2,\kappa}_H} := \sup_{P \in \mathcal{P}_H} \mathbb{E}^P \left[ \text{ess sup}_{0 \leq t \leq T} \text{ess sup}_{P' \in \mathcal{P}_H(t',P)} \left( \mathbb{E}^P_{t'} \|\xi\|_{\kappa}^\kappa \right)^{\frac{2}{\kappa}} \right] < +\infty.
\]

Finally, we denote by \( \text{UC}_b(\Omega) \) the collection of all bounded and uniformly continuous maps \( \xi : \Omega \to \mathbb{R} \) with respect to the \( \|\cdot\|_\infty \)-norm, and we let
\[
\mathcal{L}^\infty_H := \text{the closure of } \text{UC}_b(\Omega) \text{ under the norm } \|\cdot\|_{L^\infty_H},
\]
and
\[
\mathcal{L}^{2,\kappa}_H := \text{the closure of } \text{UC}_b(\Omega) \text{ under the norm } \|\cdot\|_{\mathbb{L}^{2,\kappa}_H}.
\]

2.3 The quadratic generator

We consider a map \( H_t(\omega, z, \gamma) : [0, T] \times \Omega \times \mathbb{R}^d \times D_H \to \mathbb{R} \), where \( D_H \subset \mathbb{R}^{d \times d} \) is a given subset containing 0.
Define the corresponding conjugate of $H$ w.r.t. $\gamma$ by
\[
F_t(\omega, z, a) := \sup_{\gamma \in D_H} \left\{ \frac{1}{2} \text{Tr}(a\gamma) - H_t(\omega, z, \gamma) \right\} \quad \text{for} \ a \in S_d^{>0}
\]
\[
\hat{F}_t(z) := F_t(\omega, z, \hat{a}_t) \quad \text{and} \quad \hat{F}_t^0 := \hat{F}_t(0).
\]
We denote by $D_{F_t(z)}$ the domain of $F$ in $a$ for a fixed $(t, \omega, z)$. As in [26], the generator $F$ is supposed to verify either

**Assumption 2.1.**

(i) The domain $D_{F_t(z)} = D_{F_t}$ is independent of $(\omega, z)$.

(ii) For fixed $(z, a)$, $F$ is $\mathbb{F}$-progressively measurable.

(iii) $F$ is uniformly continuous in $\omega$ for the $|| \cdot ||_\infty$ norm.

(iv) $F$ is continuous in $z$ and has the following growth property. There exists $(\alpha, \gamma) \in \mathbb{R}_+ \times \mathbb{R}_+/\{0\}$ such that
\[
|F_t(\omega, z, a)| \leq \alpha + \frac{\gamma}{2} |a^{1/2}z|^2, \text{ for all } (t, z, \omega, a).
\]

(v) $F$ is $C^2$ in $z$, and there are constants $r$ and $\theta$ such that for all $(t, \omega, z, a),$
\[
|D_z F_t(\omega, z, a)| \leq r + \theta |a^{1/2}z|, \quad |D^2_{zz} F_t(\omega, y, z, a)| \leq \theta.
\]
or

**Assumption 2.2.** Let points (i) through (iv) of Assumption 2.1 hold, and

(v) $\exists \mu > 0$ and a progressively measurable process $\phi \in \mathcal{BMO}^{\mathcal{P}_H}$ such that for all $(t, z, z', \omega, a),$
\[
|F_t(\omega, z, a) - F_t(\omega, z', a) - \phi_t a^{1/2}(z - z')| \leq \mu a^{1/2} |z - z'| \left( |a^{1/2}z| + |a^{1/2}z'| \right).\]

**Remark 2.2.** Notice that Assumption 2.1(iv) implies that $\text{ess sup}_{0 \leq t \leq T} |\hat{F}_t^0| \in \mathbb{L}_H^\infty$.

### 2.4 Quadratic 2BSDE

In the sequel we will have to deal with the following type of 2BSDEs
\[
Y_t = \xi - \int_t^T \hat{F}_s(Z_s)ds - \int_t^T Z_sdB_s + K_T - K_t, \quad 0 \leq t \leq T, \quad \mathcal{P}_H - \text{q.s.} \tag{2.3}
\]

**Definition 2.2.** Given $\xi \in \mathcal{L}_H^\infty$, we say $(Y, Z) \in \mathcal{D}_H^\infty \times \mathbb{H}_H^2$ is a solution to the 2BSDE (2.3) if

- $Y_T = \xi$, $\mathcal{P}_H - \text{q.s.}$
- For each $\mathbb{P} \in \mathcal{P}_H$, the process $K_\mathbb{P}$ defined below has nondecreasing paths, $\mathbb{P}$-a.s.
\[
K_t^\mathbb{P} := Y_0 - Y_t + \int_0^t \hat{F}_s(Z_s)ds + \int_0^t Z_sdB_s, \quad 0 \leq t \leq T, \quad \mathbb{P} - \text{a.s.} \tag{2.4}
\]
The family of processes \( \{ K^P, P \in \mathcal{P}_H \} \) defined in (2.4) satisfies the following minimum condition
\[
K^P_t = \text{ess inf}_{P' \in \mathcal{P}_H(t^+, P)} E^P_t [K^P_{T}], \quad \mathbb{P} - \text{a.s., for all } P \in \mathcal{P}_H, t \in [0, T].
\] (2.5)

Moreover, if the family \( \{ K^P, P \in \mathcal{P}_H \} \) can be aggregated into a universal process \( K \), that is to say that for all \( t \in [0, T] \)
\[
K_t = K^P_t, \quad \mathbb{P} - \text{a.s., } \forall P \in \mathcal{P}_H,
\]
then we call \((Y, Z, K)\) a solution of the 2BSDE (2.3).

Here one of the results proved in [26] is recalled (see Theorems 3.1 and 4.1)

**Theorem 2.1.** Let \( \xi \in L^\infty_H \). Under Assumption 2.1 or Assumption 2.2 with the addition that the norm of \( \xi \) and the \( L^\infty_H \)-norm of \( \text{ess sup}_{0 \leq t \leq T} |\widehat{F}_t| \) are small enough, there is a unique solution \((Y, Z) \in D^\infty_H \times H^2_H \) of the 2BSDE (2.3). Moreover we have for all \( t \in [0, T] \) and every \( P \in \mathcal{P}_H \)
\[
Y_t = \text{ess sup}_{0 \leq t \leq T} y^P_{t}, \quad \mathbb{P} - \text{a.s.},
\] (2.6)
where \( y^P \) is the solution under \( P' \) of the BSDE with generator \( \widehat{F} \) and terminal condition \( \xi \).

**Remark 2.3.** Assumption 2.2 is weaker than Assumption 2.1, but is sufficient to have existence of the quadratic 2BSDE defined above only if the norms of the terminal condition \( \xi \) and \( \widehat{F}^0 \) are small enough. Notice that since, for power and logarithmic utilities, the terminal condition will be equal to 0, we only have a restriction on the norm of \( \widehat{F}^0 \) in these cases. We also emphasize that these restrictions are in no way necessary to obtain existence, but are artifacts of the type of proofs used in [26] to obtain existence of a 2BSDE with quadratic growth. Indeed, the proof relies at some point on the fact that solutions of standard BSDEs can be obtained through Picard iterations. Notice that this property was already needed in [30]. However, with a generator of quadratic growth, such a property was shown by Tevzadze [33] only if Assumption 2.1(v) holds (see Proposition 2), or if the terminal condition and \( \widehat{F}^0 \) are small enough and if Assumption 2.2(v) holds (see Proposition 1). We conjecture that existence of solutions of 2BSDEs with quadratic growth should hold under less restrictive assumptions similar to those in [4] (for instance \( \xi \) would not need to be bounded and the generator would only need to be of quadratic growth), but this is left for future research.

**Remark 2.4.** The representation (2.6) gives some insight into 2BSDEs. Since \( Y \) can be written as a supremum of solution of BSDEs, we can interpret the increasing processes \( K^P \) as the instruments allowing \( Y \) to remain above the corresponding \( y^P \). It is similar to reflected BSDEs with a lower obstacle. Moreover, the minimum condition (2.5) tells us that this is done in a minimal way, making it the counterpart of the Skorokhod condition in our context.
3 Robust utility maximization

We will now present the main problem of the paper and introduce a financial market with volatility uncertainty. The financial market consists of one bond with zero interest rate and \( d \) stocks. The price process is given by

\[
dS_t = \text{diag}[S_t] \left( b_t dt + dB_t \right), \quad \mathcal{P}_H - q.s.,
\]

where \( b \) is an \( \mathbb{R}^d \)-valued uniformly bounded stochastic process which is uniformly continuous in \( \omega \) for the \( \| \cdot \|_\infty \) norm.

**Remark 3.1.** The volatility is implicitly embedded in the model. Indeed, under each \( \mathbb{P} \in \mathcal{P}_H \), we have \( dB_t \equiv \hat{a}^{1/2}_t dW^P_t \) where \( W^P \) is a Brownian motion under \( \mathbb{P} \). Therefore, \( \hat{a}^{1/2} \) plays the role of volatility under each \( \mathbb{P} \) and thus makes it possible to model the volatility uncertainty. We also note that we make the uniform continuity assumption for \( b \) to ensure that the generators of the 2BSDEs obtained later satisfy Assumptions 2.1 or 2.2.

We then denote \( \pi = (\pi_t)_{0 \leq t \leq T} \) a trading strategy, which is a \( d \)-dimensional \( \mathbb{F}^+ \)-progressively measurable process, supposed to take its value in some closed set \( A \). We refer to Definitions 4.1, 5.1 and 6.1 in the following sections for precise definitions of the set of admissible strategies \( A \) for the three utility functions studied.

The process \( \pi^i_t \) describes the amount of money invested in stock \( i \) at time \( t \), with \( 1 \leq i \leq d \). The number of shares is \( \frac{\pi^i_t}{S^i_t} \). So the liquidation value of a trading strategy \( \pi \) with positive initial capital \( x \) is given by the following wealth process

\[
X^\pi_t = x + \int_0^t \pi_s (dB_s + b_s ds), \quad 0 \leq t \leq T, \quad \mathcal{P}_H - q.s.
\]

Since zero interest rate was assumed, the amount of money in the bank \( \pi^0 \) does not appear in the wealth process \( X \).

The problem of the investor in this financial market is to maximize the expected utility under model uncertainty of his terminal wealth \( X^\pi_T - \xi \), where \( \xi \) is a liability, that is to say a \( \mathcal{F}_T \)-measurable random variable. This liability could represent the value of any option or contract maturing at time \( T \). It will always be assumed that \( \xi \in \mathcal{L}^\infty_H \).

Denote by \( U \) the utility function of the investor. The value function \( V \) of the maximization problem therefore becomes

\[
V^\xi(x) := \sup_{\pi \in A} \inf_{Q \in \mathcal{P}_H} \mathbb{E}^Q[U(X^\pi_T - \xi)]. \tag{3.1}
\]

In the case where \( \mathcal{P}_H \) contains only one probability measure, the problem reduces to the classical utility maximization problem.

**Remark 3.2.** Due to the construction of 2BSDEs, we must have \( \xi \in \mathcal{L}^\infty_H \). It is easy to see that \( \xi \) can be constant, deterministic or in the form of \( g(B_T) \) where \( g \) is a Lipschitz bounded function,
such as a Put or a Call spread payoff function. However, it can be noted that vanilla options payoffs with underlying $S$ may not be in $L^\infty_H$. Indeed, we have in the one-dimensional framework
\[
S_T = S_0 \exp \left( \int_0^T b_t dt - \frac{1}{2} \langle B \rangle_T + B_T \right), \quad \mathbb{P}_H - q.s.
\]
Since the quadratic variation of the canonical process can be written as follows
\[
\lim_{n \to +\infty} \sum_{i \leq 2^n t} \left( B_{i+1}^\omega - B_i^\omega \right)^2,
\]
it is not too difficult to see that $S$ can be approximated by a sequence of random variables in $\text{UC}_b(\Omega)$. Besides, this sequence converges in $L^2_H$. However, we cannot be sure that it also converges in $L^\infty_H$, which is the space of interest here.

Of course, in the uncertain volatility framework, it seems to be a major drawback. Nevertheless, to deal with these options, it is sufficient to redo the whole 2BSDE construction from scratch but taking the exponential of the Brownian motion under the Wiener measure as the canonical process instead of the Brownian motion itself. It would amount to restrict ourselves to the subset $\mathcal{P}_H^+$ of $\mathcal{P}_H$, containing only those $\mathbb{P} \in \mathcal{P}_H$ such that the canonical process is a positive continuous local martingale under $\mathbb{P}$.

To find the value function $V^\xi$ and an optimal trading strategy $\pi^*$, we follow the ideas of the general martingale optimality principle approach as in [13] and [19], but adapt it here to a nonlinear framework. Note that $\mathcal{A}$ is the admissibility set of the strategies $\pi$.

Let $\{R^\pi_t\}_{\pi \in \mathcal{A}}$ be a family of processes which satisfy the following properties

Properties 3.1. (i) $R^\pi_T = U(X^\pi_T - \xi)$ for all $\pi \in \mathcal{A}$.

(ii) $R^\pi_0 = R_0$ is constant for all $\pi \in \mathcal{A}$.

(iii) We have
\[
R^\pi_t \geq \text{ess inf}_{\mathbb{P} \in \mathcal{P}_H(t^+,\mathbb{P})} \mathbb{E}^{\mathbb{P}^\xi}_t [R^\pi_T], \quad \forall \pi \in \mathcal{A}
\]
\[
R^\pi_{t}^* = \text{ess inf}_{\mathbb{P} \in \mathcal{P}_H(t^+,\mathbb{P})} \mathbb{E}^{\mathbb{P}^\xi}_t [R^\pi_{T}^*] \text{ for some } \pi^* \in \mathcal{A}, \quad \mathbb{P} - a.s. \text{ for all } \mathbb{P} \in \mathcal{P}_H.
\]

Then it follows that
\[
\inf_{\mathbb{P} \in \mathcal{P}_H} \mathbb{E}^\mathbb{P}[U(X^\pi_T - \xi)] \leq R_0 = \inf_{\mathbb{P} \in \mathcal{P}_H} \mathbb{E}^\mathbb{P}[U(X^\pi_{T}^* - \xi)] = V^\xi(x).
\]

In the following sections we will follow the ideas of Hu, Imkeller and Müller [19] to construct such a family for our three utility functions $U$. 

10
4 Robust exponential utility

In this section, the exponential utility function which is defined as

\[ U(x) = -\exp(-\beta x), \ x \in \mathbb{R} \text{ for } \beta > 0, \]

will be considered. In this context, the set of admissible trading strategies is defined as follows:

**Definition 4.1.** Let \( A \) be a closed set in \( \mathbb{R}^d \). The set of admissible trading strategies \( A \) consists of all \( d \)-dimensional progressively measurable processes, \( \pi = (\pi_t)_{0 \leq t \leq T} \) satisfying

\[ \pi \in \text{BMO}(\mathcal{P}_H) \text{ and } \pi_t \in A, \ dt \otimes \mathcal{P}_H - \text{a.e.} \]

**Remark 4.1.** Many authors have shed light on the natural link between BMO class, exponential uniformly integrable class and BSDEs with quadratic growth. See [4], [5] and [19] among others. In the standard utility maximization problem studied in [19], their trading strategies satisfy a uniform integrability assumption on the family \( (\exp(X^\pi_\tau))_{\tau} \). Since the optimal strategy is a BMO martingale, it is easy to see that the utility maximization problem can also be solved if the uniform integrability assumption is replaced by a BMO assumption. However, at the end of the day, those two assumptions are deeply linked, as shown in the context of quadratic semimartingales in [4]. Nonetheless, in our framework, as explained below in Remark 4.3, it is necessary to generalize the BMO martingale assumption instead of the uniform integrability assumption. Moreover, as recalled in the Introduction, from a financial point of view these admissibility sets are related to absence of arbitrage in the market considered.

4.1 Characterization of the value function and existence of optimal strategies

The investor wants to solve the maximization problem

\[ V^\xi(x) := \sup_{\pi \in A} \inf_{Q \in \mathcal{P}_H} \mathbb{E}^Q \left[ \exp(X_T^\pi - \xi) \right]. \tag{4.1} \]

In order to construct a process \( R^\pi_t \) which satisfies the Properties 3.1, we set

\[ R^\pi_t = -\exp(-\beta(X_t^\pi - Y_t)), \ t \in [0, T], \ \pi \in A, \]

where \((Y, Z) \in \mathbb{D}^\infty_H \times \mathbb{H}^2_H\) is the unique solution of a 2BSDE with a generator \( \tilde{F} \) to be determined

\[ Y_t = \xi - \int_t^T Z_s dB_s - \int_t^T \tilde{F}(s, Z_s) ds + K_T^P - K_T^P, \ \mathbb{P} - \text{a.s., } \forall \mathbb{P} \in \mathcal{P}_H. \]

**Remark 4.2.** From Theorem 3.1 of [26], we have the following representation

\[ Y_t = \text{ess sup}_{\mathbb{P} \in \mathcal{P}_H(t^+, \mathbb{P})} y^P_t. \]

Therefore, in general \( Y_0 \) is only \( \mathcal{F}_{0^+} \)-measurable and therefore not a constant. But by Proposition 4.2 of [26], we know that the process \( Y \) is actually \( \mathbb{F} \)-measurable (it is true when the terminal
condition is in $\text{UC}_b(\Omega)$ and by passing to the limit when the terminal condition is in $L^\infty_H$). This and the above representation easily imply that

$$Y_0 = \text{ess sup}_P y_0 = \sup_{P' \in \mathcal{P}_H} y_0' .$$

The Blumenthal Zero-One law then ensures that $Y_0$ is a constant.

Let us now define for all $a \in S^>_0$ such that $a \leq a \leq \overline{a}$ the set $A_a$ by

$$A_a := \{ a^{1/2} A, b \in A \} .$$

For any $a \in [\underline{a}, \overline{a}]$, the set $A_a$ is still closed. Moreover, since $A \neq \emptyset$ we have

$$\min \{|r|, r \in A_a\} \leq k, \quad (4.2)$$

for some constant $k$ independent of $a$. We can now state the main result of this section

**Theorem 4.1.** Assume that $\xi \in L^\infty_H$ and either that $\|\xi\|_{L^\infty_H} + \sup_{0 \leq t \leq T} \|b_t\|_{L^\infty_H}$ is small and that $0 \in A$, or that the set $A$ is $C^2$ (in the sense that its border is a $C^2$ Jordan arc). Then, the value function of the optimization problem (4.1) is given by

$$V^\xi(x) = -\exp (-\beta (x - Y_0)) ,$$

where $Y_0$ is defined as the initial value of the unique solution $(Y, Z) \in D^\infty_H \times H^2_H$ to the following 2BSDE

$$Y_t = \xi - \int_t^T Z_s dB_s - \int_t^T \hat{F}_s(Z_s) ds + K^p_T - K^p_t, \quad \mathbb{P} - \text{a.s.}, \quad \forall P \in \mathcal{P}_H. \quad (4.3)$$

The generator is defined as follows

$$\hat{F}_t(\omega, z) := F_t(\omega, z, \hat{a}_t), \quad (4.4)$$

where for all $t \in [0, T]$, $z \in \mathbb{R}^d$ and $a \in S^>_0$

$$F_t(\omega, z, a) = -\frac{\beta}{2} \text{dist}^2 \left( a^{1/2} z + \frac{1}{\beta} \theta_t(\omega), A_a \right) + z' a^{1/2} \theta_t(\omega) + \frac{1}{2\beta} |\theta_t(\omega)|^2 ,$$

where $\theta_t(\omega) := a^{-\frac{1}{2}} b_t(\omega)$ and for all $x \in \mathbb{R}^d$ and $E \subset \mathbb{R}^d$, $\text{dist}(x, E)$ is the distance from $x$ to $E$. Moreover, there is an optimal trading strategy $\pi^*$ satisfying

$$a_t^{1/2} \pi_t^* \in \Pi_{A_{\hat{a}_t}} \left( a_t^{1/2} Z_t + \frac{1}{\beta} \hat{\theta}_t \right), \quad t \in [0, T], \quad \mathbb{P}_H - \text{q.s.}, \quad (4.5)$$

with $\hat{\theta}_t := a_t^{-1/2} b_t$.

**Proof.** The proof is divided into 5 steps. First, it is shown that the 2BSDE with the generator defined in (4.4) has indeed a unique solution. Then, we prove a multiplicative decomposition for
the process $R^\pi$ and some BMO integrability results on the process $Z$ and the optimal strategy $\pi^\ast$. Using these results, we are then able to show that (iii) of Properties 3.1 holds.

**Step 1:** We show first that the 2BSDE (4.3) has a unique solution. We need to verify that the generator $\hat{F}$ satisfies the conditions of Assumption 2.2 or 2.1.

First of all, $F$ defined above is a convex function of $a$, and thus for any $t \in [0,T]$, $F$ can be written as the Fenchel transform of a function

$$H_t(\omega, z, \gamma) := \sup_{a \in D_F} \left\{ \frac{1}{2} \text{Tr}(a\gamma) - F_t(\omega, z, a) \right\}$$

for $\gamma \in \mathbb{R}^{d \times d}$.

That $F$ satisfies the first two conditions of either Assumption 2.2 or 2.1 is obvious. For Assumptions 2.2(iii) and 2.1(iii), the assumption of boundedness and uniform continuity in $\omega$ on $b$ implies that $b^2$ is uniformly continuous in $\omega$. Since $b$ and $b^2$ are the only non-deterministic terms in $F$, then $F$ is also uniformly continuous in $\omega$.

Then, since the distance function to a closed set is considered, we know that it is attained for some element of $\mathbb{R}^d$. Besides, as recalled earlier in (4.2), there is a constant $k \geq 0$ such that

$$\min \{ |d|, d \in A_{\theta_t} \} \leq k,$$

for all $P \in \mathcal{P}_H$.

Then we get, for all $z \in \mathbb{R}^d$, $t \in [0,T],$

$$\text{dist}^2 \left( \frac{1}{2} \Phi^1_{\theta_t} z + \frac{1}{\beta} \theta_t, A_{\theta_t} \right) \leq 2 \left| \frac{1}{2} \Phi^1_{\theta_t} z \right|^2 + 2 \left( \frac{1}{\beta} |\theta_t| + k \right)^2.$$

Thus, we obtain from the boundedness of $\hat{F}$

$$\left| \hat{F}_t(z) \right| \leq c_0 + c_1 \left| \frac{1}{2} \Phi^1_{\theta_t} z \right|^2,$$

that is to say that Assumptions 2.2(iv) and 2.1(iv) are satisfied.

Finally, Assumption 2.2(v) is clear from the Lipschitz property of the distance function, and Assumption 2.1(v) is also clear from the regularity assumption on the border of $A$.

The terminal condition $\xi$ is in $\mathcal{L}_H^\infty$ and we have proved that the generator $\hat{F}$ satisfies Assumption 2.2 or Assumption 2.1. Moreover, by definition of $F$, it is clear that if $b$ has a small $L^\infty_H$-norm and if $0 \in A$, then $\hat{F}^0$ also has a small $L^\infty_H$-norm. Indeed, we have

$$\hat{F}^0_t = \frac{\beta}{2} \text{dist} \left( \frac{1}{\beta} \theta_t, A_{\theta_t} \right) + \frac{1}{2\beta} |\theta_t|^2,$$

which tends to 0 as $b_t$ and thus $\theta_t$ goes to 0 (it is clear for the second term on the right-hand side, and for the first, continuity of the distance function and the fact $0 \in A$ ensure the result).

Therefore Theorem 2.1 states that the 2BSDE (4.3) has a unique solution in $\mathbb{D}_H^\infty \times \mathbb{H}_H^2$.

**Step 2:** We first decompose $R^\pi$ as the product of a process $M^\pi$ and a non-increasing process $N^\pi$ which is constant for some $\pi^\ast \in \mathcal{A}$.
Define for all $\mathbb{P} \in \mathcal{P}_H$ any for any $t \in [0, T]$

$$M_t^\pi = e^{-\beta(x - Y_0)} \exp \left( - \int_0^t \beta(\pi_s - Z_s) dB_s - \frac{1}{2} \int_0^t \beta^2 \left| \hat{a}_s^{1/2}(\pi_s - Z_s) \right|^2 ds - \beta K_t^\pi \right), \ \mathbb{P} - a.s.$$ 

We can then write for all $t \in [0, T]$

$$R_t^\pi = M_t^\pi N_t^\pi,$$

with

$$N_t^\pi = -\exp \left( \int_0^t v(s, \pi_s, Z_s) ds \right),$$

and

$$v(t, \pi, z) = -\beta \pi b_t + \beta \hat{F}_t(z) + \frac{1}{2} \beta^2 \left| \hat{a}_t^{1/2}(\pi - z) \right|^2.$$ 

Clearly, for every $t \in [0, T], v(t, \pi_t, Z_t)$ can be rewritten in the following form

$$\frac{1}{\beta} v(t, \pi_t, Z_t) = \frac{\beta}{2} \left| \hat{a}_t^{1/2}\pi_t \right|^2 - \beta \pi_t \hat{a}_t^{1/2} \left( \hat{a}_t^{1/2}Z_t + \frac{1}{\beta} \theta_t \right) + \frac{\beta}{2} \left| \hat{a}_t^{1/2}Z_t \right|^2 + \hat{F}_t(Z_t)$$

$$= \frac{\beta}{2} \left| \hat{a}_t^{1/2}\pi_t - \left( \hat{a}_t^{1/2}Z_t + \frac{1}{\beta} \theta_t \right) \right|^2 - Z_t \pi_t \hat{a}_t^{1/2}\theta_t + \frac{1}{2} \beta \left| \theta_t \right|^2 + \hat{F}_t(Z_t).$$

By a classical measurable selection theorem (see [11] or Lemma 3.1 in [12]), we can define a progressively measurable process $\pi^*$ satisfying (15). Then, it follows from the definition of $\hat{F}$ that $\mathcal{P}_H$ - q.s.

- $v(t, \pi_t, Z_t) \geq 0$ for all $\pi \in \mathcal{A}, t \in [0, t].$
- $v(t, \pi^*_t, Z_t) = 0, t \in [0, T],$

which implies that the process $N^\pi$ is always non-increasing for all $\pi$ and is equal to $-1$ for $\pi^*$.

**Step 3:** In this step, we show that the processes

$$\int_0^\cdot Z_s dB_s, \ \int_0^\cdot \pi^*_s dB_s,$$

are $\mathbb{BMO}(\mathcal{P}_H)$ martingales.

First of all, by Lemma 2.1 in [20], we know that $\int_0^\cdot Z_s dB_s$ is a $\mathbb{BMO}(\mathcal{P}_H)$ martingale. By the triangle inequality and the definition of $\pi^*$ together with (4.2), we have for all $t \in [0, T]$

$$\left| \hat{a}_t^{1/2}\pi_t^{*} \right| \leq \left| \hat{a}_t^{1/2}Z_t + \frac{1}{\beta} \hat{\theta}_t \right| + \left| \hat{a}_t^{1/2}\pi_t - \left( \hat{a}_t^{1/2}Z_t + \frac{1}{\beta} \hat{\theta}_t \right) \right|$$

$$\leq 2 \left| \hat{a}_t^{1/2}Z_t \right| + \frac{2}{\beta} \left| \hat{\theta}_t \right| + k \leq 2 \left| \hat{a}_t^{1/2}Z_t \right| + k_1,$$

where $k_1$ is a bound on $\hat{\theta}$. Then, for every probability $\mathbb{P} \in \mathcal{P}_H$ and every stopping time $\tau \leq T$,

$$\mathbb{E}_\tau^\mathbb{P} \left[ \int_\tau^T \left| \hat{a}_t^{1/2}\pi_t^* \right|^2 dt \right] \leq \mathbb{E}_\tau^\mathbb{P} \left[ \int_\tau^T 8 \left| \hat{a}_t^{1/2}Z_t \right|^2 dt + 2Tk_1^2 \right].$$
and therefore
\[ \| \pi^* \|^2_{BMO(\mathcal{P}_H)} \leq 8 \| Z \|^2_{BMO(\mathcal{P}_H)} + 2Tk_1^2, \]
which implies the $BMO(\mathcal{P}_H)$ martingale property of $\int_0^t \pi_s^* dB_s$ as desired.

**Step 4:** We then prove that $\pi^* \in \mathcal{A}$ and $R^\pi := -M^\pi^*$ satisfies (iii) of Properties 3.1, that is to say for all $t \in [0, T]$
\[ \text{ess sup}_P \mathbb{E}^P \left[ M_t^\pi^* \right] = M_t^\pi^*, \ P - a.s., \ \forall P \in \mathcal{P}_H. \]

For a fixed $P' \in \mathcal{P}_H(t^+, P)$, we denote
\[ L_t := \int_0^t \beta(\pi_s^* - Z_s) dB_s + \frac{1}{2} \int_0^t \beta^2 \left[ \gamma_s^{1/2}(\pi_s^* - Z_s) \right]^2 ds + \beta K_t^{P'}, \ 0 \leq t \leq T, \]
then with Itô's formula, we obtain for every $t \in [0, T]$, thanks to the $BMO(\mathcal{P}_H)$ property proved in Step 3
\[ \mathbb{E}^P \left[ M_t^\pi^* \right] - M_t^\pi^* = -\beta \mathbb{E}^P \left[ \int_t^T M_s^\pi^* dK_s^{P'} \right] + \mathbb{E}^P \left[ \sum_{t \leq s \leq T} e^{-L_s} - e^{-L_s} + e^{-L_s} (L_s - L_{s-}) \right], \quad (4.6) \]

First, we prove
\[ \text{ess inf}_P \mathbb{E}^P \left[ \int_t^T M_s^\pi^* dK_s^{P'} \right] = 0, \ t \in [0, T], \ P - a.s. \]

For every $t$ and every $P' \in \mathcal{P}_H(t^+, P)$, we have
\[ 0 \leq \mathbb{E}^P \left[ \int_t^T M_s^\pi^* dK_s^{P'} \right] \leq \mathbb{E}^P \left[ \left( \sup_{0 \leq s \leq T} M_s^\pi^* \right) (K_T^{P'} - K_t^{P'}) \right]. \]

Besides, since $K^{P'}$ is non-decreasing, we obtain for all $s \geq t$
\[ M_s^\pi^* \leq e^{-\beta(x - Y_0)} \mathcal{E} \left( \beta \int_0^s (Z_u - \pi_u^*) dB_u \right). \]

Then, again thanks to Step 3, we know that
\[ (Z_s - \pi_s^*) \in BMO(\mathcal{P}_H), \]
and thus the exponential martingale above is a uniformly integrable martingale for all $\mathbb{P}$ and is in $L^r_{H}$ for some $r > 1$ (see Lemma 2.2 in [20]). Thus, by Hölder inequality, we have for all $t \in [0, T]$
\[ \mathbb{E}^P \left[ \int_t^T M_s^\pi^* dK_s^{P'} \right] \leq e^{\beta(Y_0 - x)} \mathbb{E}^P \left[ \sup_{0 \leq s \leq T} \mathcal{E} \left( \beta \int_0^s (Z_u - \pi_u^*) dB_u \right) \right]^{\frac{q}{2}} \mathbb{E}^P \left[ (K_T^{P'} - K_t^{P'})^q \right]^{\frac{1}{q}}. \]
With Doob’s maximal inequality, we have for every $t \in [0, T]$
\[
\mathbb{E}^P_t \left[ \sup_{0 \leq s \leq T} \mathbb{E}^P \left( \beta \int_0^s (Z_u - \pi^*_u) \, dB_u \right) \right]^{1/r} \leq C \mathbb{E}^P_t \left[ \mathbb{E}^P \left( \beta \int_0^T (Z_u - \pi^*_u) \, dB_u \right) \right]^{1/r} < +\infty,
\]
where $C$ is an universal constant which can change value from line to line.

Then by the Cauchy-Schwarz inequality, we get for $0 \leq t \leq T$
\[
\mathbb{E}^P_t \left[ \left( K_T^P - K_t^P \right)^q \right]^{1/q} \leq C \left( \mathbb{E}^P_t \left[ \left( K_T^P - K_t^P \right)^2 \right] \right)^{1/2q} \left( \mathbb{E}^P_t \left[ \left( K_T^P - K_t^P \right)^{2q-1} \right] \right)^{1/(2q)}
\]
\[
\leq C \left( \left( K_T^P - K_t^P \right)^{2q-1} \right)^{1/(2q)} \left( \mathbb{E}^P_t \left[ \left( K_T^P - K_t^P \right)^2 \right] \right)^{1/2q},
\]

Arguing as in the proof of Theorem 3.1 in [24] we know that
\[
\left( \left( K_T^P - K_t^P \right)^{2q-1} \right)^{1/(2q)} < +\infty, \quad 0 \leq t \leq T.
\]

Hence, we obtain for $0 \leq t \leq T$
\[
0 \leq \text{ess inf}_{P' \in \mathcal{P}(t^+, P)} \mathbb{E}^P_{t'} \left[ \int_t^T M_s^{\pi^*} \, dK_s^{P'} \right] \leq C \text{ess inf}_{P' \in \mathcal{P}(t^+, P)} \left( \mathbb{E}^P_{t'} \left[ \left( K_T^P - K_t^P \right)^2 \right] \right)^{1/2} = 0,
\]

which means
\[
\text{ess inf}_{P' \in \mathcal{P}(t^+, P)} \mathbb{E}^P_{t'} \left[ \int_t^T M_s^{\pi^*} \, dK_s^{P'} \right] = 0, \quad 0 \leq t \leq T, \ P - a.s.
\]

Finally, we have for every $t \in [0, T]$
\[
\text{ess inf}_{P' \in \mathcal{P}(t^+, P)} \mathbb{E}^P_{t'} \left[ \int_t^T M_s^{\pi^*} \, dK_s^{P'} \right] - \sum_{t \leq s \leq T} \exp(-\beta L_s) - \exp(-\beta L_{s-}) + \beta \exp(-\beta L_{s-})(L_s - L_{s-}) \]
\[
\leq 0, \quad P - a.s.,
\]

because the function $x \rightarrow \exp(-x)$ is convex and the jumps of $L$ are positive. Hence, using (4.6), we have for every $t \in [0, T]$
\[
\text{ess sup}_{P' \in \mathcal{P}(t^+, P)} \mathbb{E}^P_{t'} \left[ M_T^{\pi^*} - M_t^{\pi^*} \right] \geq 0, \quad P - a.s.
\]

But by definition $M^{\pi^*}$ is the product of a martingale and a positive non-increasing process and is therefore a supermartingale. It implies that for every $t \in [0, T]$
\[
\text{ess sup}_{P' \in \mathcal{P}(t^+, P)} \mathbb{E}^P_{t'} \left[ M_T^{\pi^*} - M_t^{\pi^*} \right] = 0, \quad P - a.s.
\]
Finally, $\pi^*$ is an admissible strategy, $R^{\pi^*}$ satisfies (iii) of Properties 3.1 and

$$R_0^{\pi^*} = \inf_{P \in \mathcal{P}_H} \mathbb{E}^P \left[ -\exp \left( -\beta \left( x + \int_0^T \pi^*_s (dB_s + \theta_s ds) - \xi \right) \right) \right]$$

$$= -\exp \left( -\beta \left( x - Y_0 \right) \right).$$

**Step 5:** Next we will show that for all $\pi \in \mathcal{A}$, $R^{\pi}$ satisfies (iii) of Properties 3.1, that is, for every $t \in [0, T]$

$$\text{ess inf}_{P' \in \mathcal{P}_H(t^+, P)} \mathbb{E}^{P'}_{t} \left[ -\exp \left( -\beta (X^\pi_t - \xi) \right) \right] \leq R^\pi_t, \ \mathbb{P} - a.s.$$  

Since $\pi \in \mathcal{A}$, the process

$$\int_0^t (Z_s - \pi_s) dB_s,$$

is a $\mathbb{BMO}(\mathcal{P}_H)$ martingale. Then the process

$$G^\pi = \exp \left( -\beta (x - Y_0) \right) \mathcal{E} \left( -\beta \int_0^t (\pi_s - Z_s) dB_s \right),$$

is a uniformly integrable martingale under each $\mathbb{P} \in \mathcal{P}_H$.

As in the previous steps, we write $R^\pi$ as $R^\pi = M^\pi N^\pi$, where $N^\pi$ is a negative non-increasing process. We then have for $0 \leq s \leq t \leq T$

$$\text{ess inf}_{P' \in \mathcal{P}_H(s^+, P)} \mathbb{E}^{P'}_{s} \left[ M^\pi_t \right] \leq \text{ess inf}_{P' \in \mathcal{P}_H(s^+, P)} \mathbb{E}^{P'}_{s} \left[ M^\pi_s N^\pi_t \right]$$

$$\leq \text{ess sup}_{P' \in \mathcal{P}_H(s^+, P)} \mathbb{E}^{P'}_{s} \left[ M^\pi_t N^\pi_s \right], \ \mathbb{P} - a.s.$$  

because $N^\pi$ is negative. By the same arguments as in Step 3 for $M^{\pi^*}$, we have for $0 \leq s \leq t \leq T$

$$\text{ess sup}_{P' \in \mathcal{P}_H(s^+, P)} \mathbb{E}^{P'}_{s} \left[ M^\pi_t \right] = M^\pi_s, \ \mathbb{P} - a.s.$$  

Therefore the following inequality holds for $0 \leq s \leq t \leq T$

$$\text{ess inf}_{P' \in \mathcal{P}_H(s^+, P)} \mathbb{E}^{P'}_{s} \left[ R^\pi_t \right] \leq R^\pi_s, \ \mathbb{P} - a.s.$$  

which ends the proof.  

**Remark 4.3.** Here, it can be seen why it is essential in this context to have strong integrability assumptions on the trading strategies. Indeed, in the proof of the above property for $M^{\pi^*}$, the fact that the stochastic integral

$$\int_0^T \pi^*_s dB_s,$$

is a $\mathbb{BMO}(\mathcal{P}_H)$ martingale allowed us to control the moments of its stochastic exponential, which in turn allowed us to deduce from the minimal property for $K^P$ a similar minimal property for

$$\int_0^T M^\pi_s dK^P_s.$$
This term is new when compared with the context of [19]. To deal with it, the $\text{BMO}(\mathcal{P}_H)$ property has to be imposed. Note however that since the optimal strategy already has that property, we do not lose much by restricting the strategies.

**Remark 4.4.** We note that the approach still works when there are no constraints on trading strategies. In this case, the 2BSDE related to the maximization problem has a uniformly Lipschitz generator, and we are in the context of complete markets. Then, the theory developed in [30] for Lipschitz 2BSDEs can also be used.

### 4.2 A min-max property

By comparing the value function of our robust utility maximization problem and the one presented in [19] for standard utility maximization problem, we are able to obtain a min-max property similar to that obtained by Denis and Kervarec in [10]. We observe that we were only able to prove this property after having solved the initial problem, unlike in the approach of [10].

**Theorem 4.2.** Under the previous assumptions on the probability measures set $\mathcal{P}_H$ and the admissible strategies set $\mathcal{A}$, the following min-max property holds.

$$
\sup_{\pi \in \mathcal{A}} \inf_{\mathbb{P} \in \mathcal{P}_H} \mathbb{E}^{\mathbb{P}}[R_T^\pi] = \inf_{\mathbb{P} \in \mathcal{P}_H} \sup_{\pi \in \mathcal{A}} \mathbb{E}^{\mathbb{P}}[R_T^\pi],
$$

where $\mathcal{A}^\mathbb{P}$ is the set consisting of trading strategies $\pi$ which are in $\mathcal{A}$ and such that the process $\int_0^T \pi_s dB_s$ is a $\text{BMO}(\mathbb{P})$ martingale.

**Proof.** First note that we have

$$
D := \sup_{\pi \in \mathcal{A}} \inf_{\mathbb{P} \in \mathcal{P}_H} \mathbb{E}^{\mathbb{P}}[R_T^\pi] \leq \inf_{\mathbb{P} \in \mathcal{P}_H} \sup_{\pi \in \mathcal{A}} \mathbb{E}^{\mathbb{P}}[R_T^\pi] \leq \inf_{\mathbb{P} \in \mathcal{P}_H} \sup_{\pi \in \mathcal{A}^\mathbb{P}} \mathbb{E}^{\mathbb{P}}[R_T^\pi] =: C.
$$

Indeed, the first inequality is obvious and the second one follows from the fact that for all $\mathbb{P}$, $\mathcal{A} \subset \mathcal{A}^\mathbb{P}$.

That $C \leq D$ remains to be proved. By the previous sections, we know that

$$
D = -\exp\left(-\beta(x - Y_0)\right).
$$

Moreover, we know from [26] that we have a representation for $Y_0$,

$$
Y_0 = \sup_{\mathbb{P} \in \mathcal{P}_H} y_0^\mathbb{P},
$$

where $y_0^\mathbb{P}$ is the solution of the standard BSDE with the same generator $\hat{F}$. On the other hand, it can be observed from [19] that

$$
C = \inf_{\mathbb{P} \in \mathcal{P}_H} \left[-\exp\left(-\beta\left(x - y_0^\mathbb{P}\right)\right)\right],
$$

implying that $C = D$. \qed
4.3 Indifference pricing via robust utility maximization

It has been shown in [13] that in a market model with constraints on the portfolios, if the indifference price for a claim $\Phi$ is defined as the smallest number $p$ such that

$$\sup_\pi \mathbb{E} \left[ -\exp \left( -\beta \left( X^{x+p,\pi} - \Phi \right) \right) \right] \geq \sup_\pi \mathbb{E} \left[ -\exp \left( -\beta X^{x,\pi} \right) \right],$$

where $X^{x,\pi}$ is the wealth associated with the portfolio $\pi$ and initial value $x$, then this problem turns into the resolution of a BSDE with quadratic growth generator.

In this framework of uncertain volatility, the problem of indifference pricing of a contingent claim $\Phi$ boils down to solving the following equation in $p$

$$V^0(x) = V^\Phi(x + p).$$

Thanks to our results, we know that if $\Phi \in \mathcal{L}^\infty_H$ then the two sides of the above equality can be calculated by solving 2BSDEs. Price $p$ can therefore be calculated as soon as the 2BSDEs can be solved (explicitly or numerically). Two examples are provided in Section 7.

5 Robust power utility

In this section, we will consider the power utility function

$$U(x) = -\frac{1}{\gamma} x^{-\gamma}, \quad x > 0, \quad \gamma > 0.$$ 

Here a different notion of trading strategy will be used: $\rho = (\rho^i)_{i=1,\ldots,d}$ denotes the proportion of wealth invested in stock $i$. The number of shares of stock $i$ is given by $\frac{\rho^i_s X^\rho_s}{S^i_s}$.

Then the wealth process is defined as

$$X^\rho_t = x + \int_0^t \sum_{i=1}^d \frac{X^\rho_s}{S^i_s} \rho^i_s dS^i_s = x + \int_0^t X^\rho_s \rho_s \left( dB_s + b_s ds \right), \quad \mathcal{P}_H \text{ - q.s.}$$

and the initial capital $x$ is positive.

In the present setting, the set of admissible strategies is defined as follows

**Definition 5.1.** Let $A$ be a closed set in $\mathbb{R}^d$. The set of admissible trading strategies $A$ consists of all $\mathbb{R}^d$-valued progressively measurable processes $\rho = (\rho_t)_{0\leq t\leq T}$ satisfying

$$\rho \in \text{BMO}(\mathcal{P}_H) \text{ and } \rho \in A, \quad dt \otimes \mathcal{P}_H \text{ - a.e.}$$

The wealth process $X^\rho$ can be written as

$$X^\rho_t = x \mathcal{E} \left( \int_0^t \rho_s (dB_s + b_s ds) \right), \quad t \in [0,T], \quad \mathcal{P}_H \text{ - q.s.}$$
Then for every \( \rho \in \mathcal{A} \), the wealth process \( X^\rho \) is a local \( \mathbb{P} \)-martingale bounded from below, hence, a \( \mathbb{P} \)-supermartingale, for all \( \mathbb{P} \in \mathcal{P}_H \).

We suppose that there is no liability (\( \xi = 0 \)). Then the investor faces the maximization problem

\[
V(x) = \sup_{\rho \in \mathcal{A}} \inf_{\mathbb{P} \in \mathcal{P}_H} \mathbb{E}_{\mathbb{P}}^x [U(X_T^\rho)] .
\]  

(5.2)

In order to find the value function and an optimal strategy, we follow the method outlined in the previous Section for the exponential utility. Therefore, we have to construct a stochastic process \( R^\rho \) with terminal value

\[
R_T^\rho = U \left( x + \int_0^T X_s^\rho \frac{dB_s}{S_s} \right) ,
\]

and which satisfies Properties 3.1. Then the value function will be given by \( V(x) = R_0 \).

Applying the utility function to the wealth process yields

\[
- \frac{1}{\gamma} (X_t^\rho)^{-\gamma} = - \frac{1}{\gamma} x^{-\gamma} \exp \left( - \int_0^t \gamma \rho_s dB_s - \int_0^t \gamma \rho_s b_s ds + \frac{1}{2} \int_0^t \gamma |\hat{a}_s^{1/2} \rho_s|^2 ds \right) .
\]  

(5.3)

This equation suggests the following choice

\[
R_t^\rho = - \frac{1}{\gamma} x^{-\gamma} \exp \left( - \int_0^t \gamma \rho_s dB_s - \int_0^t \gamma \rho_s b_s ds + \frac{1}{2} \int_0^t \gamma |\hat{a}_s^{1/2} \rho_s|^2 ds + Y_t \right) ,
\]

where \( (Y, Z) \in \mathbb{D}^\infty_H \times \mathbb{H}^2_H \) is the unique solution of the following 2BSDE

\[
Y_t = 0 - \int_t^T Z_s dB_s - \int_t^T \hat{F}_s(Z_s) ds + K_T - K_t, \ t \in [0, T], \ P_H - \text{q.s.}
\]  

(5.4)

In order to get (iii) of Properties 3.1 for \( R^\rho \), we have to construct \( \hat{F}_t(z) \) such that, for \( t \in [0, T] \)

\[
\gamma \rho_t b_t - \frac{1}{2} \gamma |\hat{a}_t^{1/2} \rho_t|^2 - \hat{F}_t(Z_t) \leq - \frac{1}{2} |\hat{a}_t^{1/2} (\gamma \rho_t - Z_t)|^2 \text{ for all } \rho \in \mathcal{A},
\]  

(5.5)

with equality for some \( \rho^* \in \mathcal{A} \). It is equivalent to

\[
\hat{F}_t(Z_t) \geq - \frac{1}{2} \gamma (1 + \gamma) \left| a_t^{1/2} \rho_t - \frac{1}{1 + \gamma} \left( -\hat{a}_t^{1/2} Z_t + \hat{\theta}_t \right) \right|^2 - \frac{1}{2} \gamma \frac{|\hat{a}_t^{1/2} Z_t + \hat{\theta}_t|^2}{1 + \gamma} + \frac{1}{2} |\hat{a}_t^{1/2} Z_t|^2 ,
\]

with \( \hat{\theta}_t := \hat{a}_t^{-1/2} b_t \).

Hence, the appropriate choice for \( \hat{F} \) is

\[
\hat{F}_t(z) = - \frac{\gamma (1 + \gamma)}{2} \text{dist}^2 \left( -\hat{a}_t^{1/2} z + \hat{\theta}_t, A_{\hat{a}_t} \right) + \gamma \frac{|\hat{a}_t^{1/2} Z_t + \hat{\theta}_t|^2}{2(1 + \gamma)} + \frac{1}{2} |\hat{a}_t^{1/2} Z_t|^2 ,
\]  

(5.6)

and a candidate for the optimal strategy must satisfy

\[
\hat{a}_t^{1/2} \rho_t^* \in \Pi_{A_{\hat{a}_t}} \left( \frac{1}{1 + \gamma} \left( -\hat{a}_t^{1/2} Z_t + \hat{\theta}_t \right) \right), \ t \in [0, T].
\]

The above results are summarised in the following Theorem.
Theorem 5.1. Assume either that the drift $b$ verifies that $\sup_{0 \leq t \leq T} \|b_t\|_{L^\infty} \leq 0$, or that the set $A$ contains $0$, or that the set $A$ is $C^2$ (in the sense that its border is a $C^2$ Jordan arc). Then, the value function of the optimization problem (5.2) is given by

$$V(x) = \frac{1}{\gamma} x^{-\gamma} \exp(Y_0) \quad \text{for } x > 0,$$

where $Y_0$ is defined as the initial value of the unique solution $(Y, Z) \in \mathbb{D}_H^\infty \times \mathbb{H}_H^2$ of the quadratic 2BSDE

$$Y_t = 0 - \int_t^T Z_s dB_s - \int_t^T \hat{F}_s(Z_s) ds + K_T - K_t, \quad t \in [0, T], \quad P_H - q.s., \quad (5.7)$$

where $\hat{F}$ is given by (5.6).

Moreover, there is an optimal trading strategy $\rho^* \in A$ with the property

$$\hat{a}_t^{1/2} \rho_t^* \in \Pi_{A, t} \left( \frac{1}{1 + \gamma} \left( -\hat{a}_t^{1/2} Z_t + \hat{\theta}_t \right) \right), \quad t \in [0, T], \quad (5.8)$$

with $\hat{\theta}_t := \hat{a}_t^{-1/2} b_t$.

Proof. The proof is very similar to the case of robust exponential utility. First it can be shown with the same arguments, that the generator $\hat{F}$ satisfies the conditions of Assumption 2.1 or Assumption 2.2. Hence there exists a unique solution to the 2BSDE (5.7).

Let then $\rho^*$ denote the progressively measurable process, constructed with a measurable selection theorem, which realizes the distance in the definition of $\hat{F}$. The same arguments as in the case of robust exponential utility show that $\rho^* \in A$.

Then with the choice made for $\hat{F}$, we have the following multiplicative decomposition

$$R_t^\rho = \frac{1}{\gamma} x^{-\gamma} \mathcal{E} \left( -\int_0^t (\gamma \rho_s - Z_s) dB_s \right) e^{-\gamma K_t^\rho} \exp \left( -\int_0^t v_s ds \right),$$

where

$$v_t = \gamma \rho_t b_t - \frac{1}{2} \gamma \left| \hat{a}_t^{1/2} \rho_t \right|^2 - \hat{F}_t(Z_t) + \frac{1}{2} \left| \hat{a}_t^{1/2} (\gamma \rho_t - Z_t) \right|^2 \leq 0, \quad dt \otimes P - a.e.$$

Then since the stochastic integral $\int_0^t (\rho_s - Z_s) dB_s$ is a $\mathbb{BMO}(P_H)$ martingale, the stochastic exponential above is a uniformly integrable martingale. By exactly the same arguments as before, we have

$$\text{ess inf}_{P' \in \mathcal{P}(s, T)} \mathbb{E}_{s}^{P'} \left[ R_t^\rho \right] \leq R_s^\rho, \quad s \leq t, \quad P - a.s.,$$

with equality for $\rho^*$.

Hence, the terminal value $R_T^\rho$ is the utility of the terminal wealth of the trading strategy $\rho$. Consequently,

$$\inf_{P \in \mathcal{P}_H} \mathbb{E}^P \left[ U(X_T^\rho) \right] \leq R_0 = \frac{1}{\gamma} x^{-\gamma} \exp(Y_0) \quad \text{for all } \rho \in A.$$

Remark 5.1. Of course, the min-max property of Theorem 4.2 still holds.
6 Robust logarithmic utility

In this section, we consider the logarithmic utility function

\[ U(x) = \log(x), \ x > 0. \]

Here we use the same notion of trading strategies as in the power utility case, \( \rho = (\rho^i)_{i=1,\ldots,d} \) denotes the part of the wealth invested in stock \( i \). The number of shares of stock \( i \) is given by \( \frac{\rho^i X_t}{S^i_t} \). The wealth process is defined as

\[ X^\rho_t = x + \int_0^t \sum_{i=1}^d \frac{X^\rho_i}{S^i_s} dS^i_s = x + \int_0^t X^\rho_s (dB_s + b_s ds), \ \mathcal{P}_H - q.s. \tag{6.1} \]

and the initial capital \( x \) is positive.

The wealth process \( X^\rho \) can be written as

\[ X^\rho_t = x \mathbb{E} \left( \int_0^t \rho_s (dB_s + b_s ds) \right), \ t \in [0,T], \ \mathcal{P}_H - q.s. \]

In this case, the set of admissible strategies is defined as follows.

**Definition 6.1.** Let \( A \) be a closed set in \( \mathbb{R}^d \). The set of admissible trading strategies \( A \) consists of all \( \mathbb{R}^d \)-valued progressively measurable processes \( \rho \) satisfying

\[ \sup_{P \in \mathcal{P}_H} \mathbb{E} \left[ \int_0^T |\hat{a}_t^{1/2} \rho_t|^2 dt \right] < \infty, \]

and \( \rho \in A, dt \otimes d\mathbb{P} - a.s., \forall \mathbb{P} \in \mathcal{P}_H. \)

For the logarithmic utility, we assume the agent has no liability at time \( T \) (\( \xi = 0 \)). Then the optimization problem is given by

\[ V(x) = \sup_{\rho \in A} \inf_{P \in \mathcal{P}_H} \mathbb{E}^P [\log(X_T^\rho)] = \log(x) + \sup_{\rho \in A} \inf_{P \in \mathcal{P}_H} \mathbb{E}^P \left[ \int_0^T \rho_s dB_s + \int_0^T (\rho_s b_s - \frac{1}{2} \hat{a}_s^{1/2} \rho_s^2) ds \right]. \tag{6.2} \]

We have the following theorem.

**Theorem 6.1.** Assume either that the drift \( b \) verifies that \( \sup_{0 \leq t \leq T} ||b_t||_{L^\infty} \) is small and that the set \( A \) contains \( 0 \), or that the set \( A \) is \( C^2 \) (in the sense that its border is a \( C^2 \) Jordan arc). Then, the value function of the optimization problem (6.2) is given by

\[ V(x) = \log(x) - Y_0 \quad \text{for } x > 0, \]

where \( Y_0 \) is defined as the initial value of the unique solution \( (Y,Z) \in \mathbb{D}_H^\infty \times \mathbb{H}_2^H \) of the quadratic 2BSDE

\[ Y_t = 0 - \int_t^T Z_s dB_s - \int_t^T \tilde{F}_s ds + K^P_T - K_T^P, \ t \in [0,T], \ \mathbb{P} - a.s., \forall \mathbb{P} \in \mathcal{P}_H. \tag{6.3} \]
The generator is defined by
\[ \hat{F}_s = -\frac{1}{2} \text{dist}^2(\hat{\theta}_s, A_{\hat{a}_s}) + \frac{1}{2} |\hat{\theta}_s|^2, \]
where \( \hat{\theta}_t := \hat{a}_t^{-1/2} b_t \). Moreover, there exists an optimal trading strategy \( \rho^* \in A \) with the property
\[ \hat{a}_t^{1/2} \rho_t^* \in \Pi_{A_{\hat{a}_t}}(\hat{\theta}_t). \]

**Proof.** The proof is very similar to the case of exponential and power utility. First we show that there is an unique solution to the 2BSDE (6.3). We then write, for \( t \in [0, T] \)
\[ R_t^\rho = M_t^\rho + N_t^\rho, \]
where
\[ M_t^\rho = \log(x) - Y_0 + \int_0^t (\rho_s - Z_s) dB_s + K^P_t, \]
\[ N_t^\rho = \int_0^t \left( -\frac{1}{2} |\hat{a}_s^{1/2} \rho_s - \hat{\theta}_s|^2 + \frac{1}{2} |\hat{\theta}_s|^2 - \hat{F}_s \right) ds. \]
Then, we similarly prove that \( \rho^* \), which can be constructed by means of a classical measurable selection argument, is in \( A \). Note in particular that \( \rho^* \) only depends on \( \hat{\theta}, \hat{a}^{1/2} \) and the closed set \( A \) describing the constraints on the trading strategies.

Next, due to Definition 6.1, the stochastic integral in \( R^\rho \) is a martingale under each \( P \) for all \( \rho \in A \). Moreover, \( \hat{F} \) is chosen to make the process \( N^\rho \) non-increasing for all \( \rho \) and a constant for \( \rho^* \). Thus, the minimum condition of \( K^P \) implies that \( R^\rho \) satisfies (iii) of Properties 3.1.

Furthermore, the initial value \( Y_0 \) of the simple 2BSDE (6.3) satisfies
\[ Y_0 = -\sup_{P \in \mathcal{P}_H} \mathbb{E}^P \left[ \int_0^T \hat{F}_s ds \right]. \]
Hence,
\[ V(x) = R_0^\rho(x) = \log(x) + \sup_{P \in \mathcal{P}_H} \mathbb{E}^P \left[ \int_0^T \hat{F}_s ds \right]. \]
\[ \square \]

**Remark 6.1.** Of course, the min-max property of Theorem 4.2 still holds. Moreover, it is an easy exercise to show that the 2BSDE has a unique solution in this case given by
\[ Y_t = \esssup_{P' \in \mathcal{P}_{H(t^+, P)}} \mathbb{E}^{P'} \left[ \int_t^T \frac{1}{2} \left( \text{dist}^2(\theta_s, A_{\hat{a}_s}) - |\theta_s|^2 \right) ds \right], \quad P - a.s., \text{ for all } P \in \mathcal{P}_H. \]
7 Examples

In general, it is difficult to solve BSDEs and 2BSDEs explicitly. In this section, some examples with an explicit solution will be given. In particular, we show how the optimal probability measure is chosen. In all our examples, we will work in dimension one, \( d = 1 \).

First, robust exponential utility is dealt with. We consider the case where there are no constraints on trading strategies, that is \( A = \mathbb{R} \). Then the associated 2BSDE has a generator which is linear in \( z \). In the first example, we consider a deterministic terminal liability \( \xi \) and show that our result can be compared with the one obtained by solving the HJB equation in the standard Merton’s approach, working with the probability measure associated with the constant process \( \pi \). In the second example, we show that with a random payoff \( \xi = -B_T^2 \), where \( B \) is the canonical process, we end up with an optimal probability measure which is not of Bang-Bang type (Bang-Bang type means that, under this probability measure, the density of the quadratic variation \( \tilde{a} \) takes only the two extreme values, \( a \) and \( \overline{a} \)). We emphasize that this example does not have real financial significance, but nonetheless shows that one cannot expect the optimal probability measure to depend only on the two bounds for the volatility unlike with option pricing in the uncertain volatility model.

7.1 Example 1: Deterministic payoff

In this example, we suppose that \( b \) is a constant in \( \mathbb{R} \). From Theorem 4.1, we know that the value function of the robust maximization problem is given by

\[
V^\xi(x) = -\exp(-\beta(x - Y_0)),
\]

where \( Y \) is the solution of a 2BSDE with quadratic generator. When there are no constraints, the 2BSDE can be written as follows

\[
Y_t = \xi - \int_t^T Z_s dB_s - \int_t^T \tilde{F}_s(Z_s) ds + K_T^P - K_t^P, \quad \mathbb{P} - a.s., \quad \forall \mathbb{P} \in \mathcal{P}_H.
\]

and the generator is given by

\[
\tilde{F}_t(z) := F_t(\omega, z, \tilde{a}) = bz + \frac{b^2}{2\beta a}.
\]

Then the corresponding BSDEs can be solved explicitly with the same generator under each \( \mathbb{P} \). Let

\[
M_t = e^{-\int_0^t b^2 \tilde{a}^{-1}_s ds - \int_0^t b \tilde{a}^{-1}_s dB_s}.
\]

By applying Itô’s formula to \( y_t^\mathbb{P} M_t \), we have

\[
y_0^\mathbb{P} = \mathbb{E}^\mathbb{P}\left[ \xi M_T - \frac{b^2}{2\beta} \int_0^T \tilde{a}^{-1}_s M_s ds \right].
\]

Since \( a \leq \tilde{a} \leq \overline{a} \), we derive that

\[
y_0^\mathbb{P} \leq \xi - \frac{1}{2\beta \overline{a}} T.
\]
Therefore, by the representation of $Y$, we have

$$Y_0 \leq \xi - \frac{1}{2\beta} \frac{b^2}{\alpha} T.$$  

Moreover, under the specific probability measure $\mathbb{P}^\pi \in \mathcal{P}_H$, we have

$$y_0^\pi = \xi - \frac{1}{2\beta} \frac{b^2}{\alpha} T.$$  

It implies that $Y_0 = y_0^\pi$, which means that the robust utility maximization problem is degenerated and is equivalent to a standard utility maximization problem under the probability measure $\mathbb{P}^\pi$. This result is discussed in more details in Example 7.3 below.

### 7.2 Example 2: Non-deterministic payoff

In this subsection, we consider a non-deterministic payoff $\xi = -B_T^2$. As in the first example, there are no constraints on trading strategies. Then, the 2BSDE has a linear generator. We can verify that $-B_T^2$ can be written as the limit under the norm $\|\cdot\|_{L^2_H}$ of a sequence which is in $UC_b(\Omega)$, and thus is in $L^2_H$, which is the terminal condition set for 2BSDEs with Lipschitz generator (these sets are defined in Section 2.2). Here, we suppose that $b$ is a deterministic continuous function of time $t$.

By the same method as in the previous example, let

$$M_t = e^{-\int_0^t b_s^2 \hat{a}_s^{-1} ds - \int_0^t b_s \hat{a}_s^{-1} dB_s},$$

then we obtain

$$y_0^P = \mathbb{E}^P \left[ -M_T B_T^2 - \int_0^T b_s^2 \hat{a}_s^{-1} M_s ds \right].$$

By applying Itô’s formula to $M_t B_t$, we have

$$dM_t B_t = M_t dB_t + B_t dM_t - b_t M_t dt.$$  

Since $b$ is deterministic, by taking expectation under $\mathbb{P}$ and localizing if necessary, we obtain

$$\mathbb{E}^P [M_T B_T] = \mathbb{E}^P \left[ - \int_0^T b_t M_t dt \right] = - \int_0^T b_t dt.$$  

Again, by applying Itô’s formula to $-M_t B_t^2$, we have

$$-dM_t B_t^2 = -2M_t B_t dB_t - B_t^2 dM_t - \hat{a}_t M_t dt + 2b_t M_t B_t dt.$$  

Therefore $y_0^P$ can be rewritten as

$$y_0^P = \mathbb{E}^P \left[ \int_0^T -M_t \left( \hat{a}_t + \frac{b_t^2}{2\beta \hat{a}_t} \right) dt \right] - \int_0^T 2b_t \left( \int_0^t b_s ds \right) dt.$$  

By analysing the map $g : x \in \mathbb{R}^+ \mapsto x - \frac{b^2}{2\alpha x}$, we know that $g'(x) = 1 - \frac{b^2}{2\beta x}$, implying that $g$ is non-decreasing when $x^2 \geq \frac{b^2}{2\beta}$.  
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Let it now be assumed that $b$ is a deterministic positive continuous and non-decreasing function of time $t$ such that
\[
\frac{b_0^2}{2\beta} \leq \alpha^2 \leq \frac{b_T^2}{2\beta}.
\]
Let $\xi$ be such that $\frac{b_\xi^2}{2\beta} = a$ and $\tau$ be such that $\frac{b_\tau^2}{2\beta} = \bar{a}$, and define
\[
a_t^* := a_0 1_{0 \leq t < \xi} + \frac{b_t}{\sqrt{2\beta}} 1_{\xi \leq t < \tau} + \bar{a} 1_{\tau \leq t \leq T}, \quad 0 \leq t \leq T,
\]
then as in Example 7.1, we can show that $P^\alpha$ is an optimal probability measure, which is not of Bang-Bang type.

7.3 Example 3: Merton’s approach for robust power utility

Here, we deal with robust power utility. As in Example 7.1, we suppose that $b$ is a constant in $\mathbb{R}$ and $\xi = 0$. First, we consider the case where $A = \mathbb{R}$. From Theorem 5.1, $\hat{F}_t(z)$ can be rewritten as
\[
\hat{F}_t(z) = \gamma \left| \frac{-a_1^{1/2} z + b a_1^{-1/2}}{2(1 + \gamma)} \right|^2 + \frac{1}{2} \left| a_1^{1/2} z \right|^2,
\]
which is quadratic and linear in $z$.

Then the corresponding BSDEs can be solved explicitly under each probability measure $P$. We use an exponential transformation and let
\[
\alpha := 1 + \frac{\gamma}{1 + \gamma}, \quad y^\alpha := e^{-\alpha y^\alpha}, \quad z^\alpha := e^{-\alpha z^\alpha}.
\]
By applying Itô’s formula, we know that $(y^\alpha, z^\alpha)$ is the solution of the following linear BSDE
\[
d y^\alpha_t = -\alpha y^\alpha_t \left[ \frac{\gamma}{2(1 + \gamma)} \left( b^2 a_t^{-1} - 2 b z^\alpha_t \right) dt + z_t^\alpha dB_t \right],
\]
with the terminal condition $y^\alpha_T = 1$.

For $t \in [0, T]$, let
\[
\lambda_t := \frac{\alpha \gamma}{2(1 + \gamma)} b^2 a_t^{-1}, \quad \eta_t := -\frac{\gamma}{2(1 + \gamma)} 2 b a_t^{-1/2}, \quad M_t := e^{\int_0^t \lambda_s - \frac{\eta_s^2}{2} ds + \int_0^t \eta_s dB_s}.
\]
By applying Itô’s formula to $y^\alpha_t M_t$, we obtain
\[
y^\alpha_t = \mathbb{E}_t^\alpha \left[ M_T / M_t \right], \quad \text{so} \quad y_0^\alpha = -\frac{1}{\alpha} \ln \left( \mathbb{E}_0^\alpha \left[ M_T \right] \right).
\]
Since $a \leq \hat{a} \leq \bar{a}$, we derive that
\[
y_0^\alpha \leq -\frac{\gamma}{2(1 + \gamma)} \frac{b^2}{\bar{a}} T.
\]
Thus by the representation of \( Y \), we have
\[
Y_0 \leq -\frac{\gamma}{2(1 + \gamma)} \frac{b^2}{\bar{\sigma}} T.
\]
Moreover, under the specific probability measure \( \mathbb{P}^\pi \in \mathcal{P}_H \), we have
\[
y_0^\pi = -\frac{\gamma}{2(1 + \gamma)} \frac{b^2}{\bar{\sigma}} T.
\]
It implies that \( Y_0 = y_0^\pi \). Thus, the value of the robust power utility maximization problem is
\[
V(x) = \frac{1}{\gamma} x^{-\gamma} \exp(Y_0).
\]
As in Example 7.1, the robust utility maximization problem degenerates, and becomes a standard utility maximization problem under the probability measure \( \mathbb{P} \). In order to shed more light on this somehow surprising result, we first recall the HJB equation obtained by Merton [21] in the standard utility maximization problem
\[
-\frac{\partial v}{\partial t} - \sup_{\delta \in A} \inf_{\alpha \in [a, 0]} \left[ \mathcal{L}^{\delta, \alpha} v(t, x) \right] = 0,
\]
together with the terminal condition
\[
v(T, x) = U(x) := -\frac{x^{-\gamma}}{\gamma}, \; x \in \mathbb{R}_+, \; \gamma > 0,
\]
where
\[
\mathcal{L}^{\delta, \alpha} v(t, x) = x\delta b \frac{\partial v}{\partial x} + \frac{1}{2} x^2 \delta^2 \alpha \frac{\partial^2 v}{\partial x^2},
\]
with a constant volatility \( \alpha^{1/2} \).

It turns out that, when \( A = \mathbb{R} \), the value function is given by
\[
v(t, x) = \exp \left( \frac{b^2}{2\alpha} \frac{-\gamma}{(1 + \gamma)} (T - t) \right) U(x), \; (t, x) \in [0, T] \times \mathbb{R}_+.
\]
Let \( \alpha = \bar{\alpha} \), we have \( v(0, x) = V(x) \), which is the result given by our 2BSDE method. Intuitively and formally speaking (in the case of controls taking values in compact sets, it has actually been proved under other technical conditions in [32] that the solution to the stochastic game we consider is indeed a viscosity solution of the equation below, see also Remark 7.2), the HJB equation for the robust maximization problem should then be
\[
-\frac{\partial v}{\partial t} - \sup_{\delta \in A} \inf_{\alpha \in [a, 0]} \left[ \mathcal{L}^{\delta, \alpha} v(t, x) \right] = 0,
\]
together with the terminal condition \( v(T, x) = U(x), \; x \in \mathbb{R}_+ \).

Note that the value function obtained from our 2BSDE approach solves the above PDE, confirming the intuition that it is the correct PDE to consider in this context. Now assume that \( A = \mathbb{R} \). If the second derivative of \( v \) is positive, then the term
\[
\sup_{\delta \in A} \inf_{\alpha \in [a, 0]} \left[ \mathcal{L}^{\delta, \alpha} v(t, x) \right],
\]
becomes infinite, so the above PDE has no meaning. It implies that \( v \) should be concave. Then \( \overline{a} \) is the minimizer. It explains why the robust utility maximization problem degenerates in the case \( A = \mathbb{R} \). From a financial point of view, this is the same type of result as in the problem of superreplication of an option with convex payoff under volatility uncertainty. Then, similarly to the so-called robustness of the Black-Scholes formula, this leads to the fact that the probability measure with the highest volatility corresponds to the worst-case for the investor. However, it is clear that when, for instance, we impose no short-sale and no large sales constraints (that is to say \( A \) is a segment), the problem should not degenerate and the optimal probability measure switches between the two bounds \( a \) and \( \overline{a} \).

Finally, notice that using the language of \( G \)-expectation introduced by Peng in [24], if we let

\[
G(\Gamma) = \frac{1}{2} \sup_{\alpha \leq \alpha \leq \overline{\pi}} \alpha \Gamma = \frac{1}{2} \left( \overline{\pi} (\Gamma)^+ - \gamma (\Gamma)^- \right),
\]

then the above PDE can be rewritten as follows

\[
-\frac{\partial v}{\partial t} + \inf_{\delta \in A} \L^{\gamma, \overline{\pi}} v(t, x) = 0,
\]

where

\[
L^{\gamma, \overline{\pi}} v(t, x) = x^2 \delta^2 G \left( -\frac{\partial^2 v}{\partial x^2} \right).
\]

Then, our PDE plays the same role for Merton’s PDE as the Black-Scholes-Barenblatt PDE plays for the usual Black-Scholes PDE, by replacing the second order derivative terms by their non-linear versions.

**Remark 7.1.** It could be interesting to consider more general constraints for the volatility process. For instance, we may hope to consider cases where \( a \) can become 0 and \( \overline{a} \) can become \(+\infty\). From the point of view of existence and uniqueness of the 2BSDEs with quadratic growth considered here, all the results still hold, since there is no uniform bound on \( \hat{\gamma} \) for the set of probability measures considered in [26] (see Definition 2.2). However, the boundedness assumption is crucial to retain the BMO integrability of the optimal strategy and thus also crucial for our proofs. We think that without it, the problem could still be solved but by now using the dynamic programming and PDE approach that we mentioned. However, delicate problems would arise in the sense that on the one hand, if \( a = 0 \), then the PDE will become degenerate and one should then have to consider solutions in the viscosity sense, and on the other hand, if \( \overline{a} = +\infty \), the PDE will have to be understood in the sense of boundary layers.

Another possible generalization would be to consider time-dependent or stochastic uncertainty sets for the volatility. It would be possible if we were able to weaken Assumption [22] (i), which was already crucial in the proofs of existence and uniqueness in [30]. One first step in this direction has been taken by Nutz in [22] where he defines a notion of \( G \)-expectation (which roughly corresponds to a 2BSDE with a generator equal to 0) with a stochastic domain of volatility uncertainty.
Remark 7.2. In [34], a similar problem of robust utility maximization is considered. They consider a financial market consisting of a riskless asset, a risky asset with unknown drift and volatility and a nontradable asset with known coefficients. Their aim is to solve the robust utility maximization problem without terminal liability and without constraints for exponential and power utilities, by means of the dynamic programming approach already used in [32]. They managed to show that the value function of their problem solves a PDE similar to (7.1), and also that (see Proposition 2.2) the optimal probability measure was of Bang-Bang type, thus confirming our intuition in their particular framework. Besides, they give some semi-explicit characterization of the optimal strategies and of the optimal probability measures. From a technical point of view, the main difference between our two approaches, beyond the methodology used, is that their set of generalized controls (that is to say their set of probability measures) is compact for the weak topology, because it corresponds to the larger set $\mathcal{P}_W$ defined in Section 2. It is also the framework adopted in [17]. However, as shown in [9] for instance, our smaller set $\mathcal{P}_H$ is only relatively compact for the weak topology. Nonetheless, working with this smaller set has no effect from the point of view of applications, and more importantly makes it possible to obtain results which are not attainable by their PDE methods, for instance with non-Markovian terminal liability $\xi$ and also when the set of trading strategies is constrained in an arbitrary closed set.
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