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Abstract

This paper deals with the solution of Maxwell’s equations to model the electromagnetic fields in the case of a layered earth. The integrals involved in the solution are approximated by means of a novel approach based on the splitting of the reflection term. The inverse problem, consisting in the computation of the unknown underground conductivity distribution from a set of modeled magnetic field components, is also considered. Two optimization algorithms are applied, based on line- and global-search methods, and a new minimization approach is presented. Several EM surveys from the ground surface are simulated, considering the horizontal coplanar (HCP) and perpendicular (PRP) magnetic dipolar configurations. The numerical experiments, carried out for the study of river-levees integrity, allowed to estimate the errors associated to these kind of investigations, and confirm the reliability of the technique.

1 Introduction

The aim of electromagnetic (EM) sounding methods in geophysics is to obtain information about the subsoil conductivity distribution, by recorded measurements of the EM field components. One technique consists in placing magnetic dipoles above the surface, composed of a transmitter coil and different couples of adjacent receiver coils. The receiver couples (i.e. dual coils) are placed at different distances (offsets) from the transmitter coil. The most common dipole geometry consists of transmitter and receiver loops that can be horizontal coplanar (HCP configuration) and perpendicular (PRP configuration). Among the available instruments, the DUALEM (DUAL-geometry Electro-Magnetic; http://www.dualem.com) system is often used. The receiver couples are placed at 2, 4, 6 and 8 m from the transmitter coil, and typical source-receiver geometries are the horizontal coplanar (HCP configuration) and perpendicular (PRP configuration).
configuration) coils. The electromagnetic induction effect, encoded in the first-order linear differential Maxwell equations, produces eddy alternating currents in the soil which on their turn, induce response EM fields, that can be used to determine the conductivity profile of the ground.

For simplicity, the local subsurface structures below the DUALEM instrument can be assumed composed by horizontal and homogeneous layers. Under this assumption, general integral solutions of Maxwell equations (i.e., the EM fields) for vertical and horizontal magnetic dipoles, can be derived (see [29]) and represented as Hankel transforms of order \( l \), as follows:

\[
F(r, p) = \int_0^\infty f(\lambda, p) J_l(\lambda r) d\lambda,
\]

where \( r \) is the offset and \( J_l \) is the Bessel function of the first kind of order \( l \). The function \( f(\lambda, p) \) contains the vector \( p \) characterizing the subsurface model parameters, i.e. the conductivity and the thickness of each layer. As for the Bessel functions we refer here to [30] for an overview. In the case of conductivities of geological materials, only the imaginary part of the complex function \( F(r, p) \) is considered. Indeed, while the instruments (e.g., the DUALEM) used for experimental surveys collect both in-phase and quadrature measurements of the magnetic field components, the former become important only over highly conductive materials, and are particularly effective for locating confined conductors, such as metal bodies, or boulders of graphite or sulfide.

By a mathematical point of view, in general, the function \( F(r, p) \) is not analytically computable and therefore it is necessary to employ a numerical scheme. Anyway, the slowly decay of the oscillations determined by the Bessel function makes the problem very difficult to handle, because traditional quadrature rules typically fail to converge. In order to numerically evaluate these kind of integrals, in 1971 Ghosh [10] introduced the digital filtering algorithm for the direct interpretation of geoelectrical resistivity soundings measurements. This method is essentially a standard quadrature rule, but the main difference is that the weights are computed by solving a linear equation obtained by imposing the rule to be correct on a set of training functions (not polynomials) for which the corresponding integral (1) is known (e.g., [15]).

In general, considering the change of variables \( r = e^x \) and \( \lambda = e^{-y} \), equation (1) becomes

\[
e^x F(e^x, p) = \int_{-\infty}^{\infty} f(e^{-y}, p) J_l(e^{x-y}) dy,
\]

and can be rewritten as the convolution

\[
\tilde{F}(x, p) = \int_{-\infty}^{+\infty} \tilde{f}(y, p) \tilde{J}_l(x - y) dy = \int_{-\infty}^{+\infty} \tilde{f}(x - y, p) \tilde{J}_l(y) dy,
\]

where \( \tilde{F}(x, p) = e^x F(e^x, p) \), \( \tilde{f}(y, p) = f(e^{-y}, p) \) and \( \tilde{J}_l(x - y) = J_l(e^{x-y}) \). Then, given a set of training functions \( \{ f_k \}_{k=-N,...,N} \), the method consists in setting \( 2N + 1 \) grid points \( \lambda_j = e^{-3j} \), \( j = -N, ..., N \), and then prescribes to solve with
respect to the filter coefficients $w_j$, $j = -N, ..., N$, the linear system

\[ \tilde{F}_k(x, p) = \sum_{j=-N}^{N} \tilde{f}_k(x - y, p)w_j, \quad k = -N, ..., N. \]  

(2)

Finally, the resulting $2N+1$-points digital linear filter approximation of equation (1) is

\[ F(r, p) \approx \frac{1}{r} \sum_{j=-N}^{N} f\left(\frac{\lambda_j}{r}, p\right)w_j. \]  

(3)

Later, this algorithm has been reconsidered by many authors (see e.g. [3, 18, 21, 2, 15, 27, 14, 31]) to handle specific EM problems involving integrals of type (1), and improvements to the determination of filter coefficients have been developed (see [7, 22]). In particular, Koefoed and Dirks [9] proposed a Wiener-Hopf least-squares method, while Kong [22] uses the GMRES, to solve the linear system (2).

In this work we consider a different approach that is much simpler and reliable for integrals of type (1). Indeed, in this framework the function $f(\lambda, p)$ can be decomposed as $f_1(\lambda, p) + f_2(\lambda, p)$ in which $f_1(\lambda, p)$ is such that $F_1(r, p)$ is known exactly, and the oscillating function $f_2(\lambda, p)$ decays exponentially. For realistic sets of parameters, the oscillations are quite rapidly damped and the corresponding integral $F_2(r, p)$ can be accurately computed by a classical quadrature rule on finite intervals. We remark that the frequency of the oscillations increases with $r$, so that the integration of $F(r, p)$ becomes more difficult. In this view the splitting allows to reduce the sensitivity with respect to $r$. The idea of splitting the integral in two parts has originally been introduced in [17] where, however, the second integral is still approximated as in (3) by digital filtering, without exploiting the fast decay of the oscillations.

In order to reconstruct realistic subsurface structures from EM measurements, a tomographic approach is needed. A typical inversion approach consists in an iterative procedure involving the computation of the EM response of a layered model (forward modelling) and the solution of the inverse problem. The algorithm attempts to minimize the mismatch between the measured data and the predicted data, by updating the model parameters at each iteration. Having at disposal a reliable method for evaluating (1), here we also consider the inverse problem of computing the model parameters (i.e., conductivity and thickness of the layers) from a set of measured field values at different offsets.

To this purpose we employ two optimization algorithms based on the BFGS line-search method ([11, 8, 15, 26]) and on the Simulated Annealing (SA) global-search technique ([19, 11]). In order to reduce as much as possible the number of integral evaluations, we also derive an analytic approximation of these integrals that can be used in the initial iterations of the tomographic procedure, to have a first estimate of the solution.

This paper is organized as follows. In Section 2 we define the integral formulations of the EM fields. Section 3 deals with the numerical approach used for the computation of the integrals. In Section 4 we derive useful approximations in the case of a layered earth. In Section 5 we introduce the inverse problem and
propose an optimization algorithm to reconstruct the underground conductivity distribution. Finally, in Section 6 we present some realistic examples of river levees conductivity models, and report the numerical results in the case of a 3-layered subsoil.

2 Definition of the forward model

Consider a layered underground model as in Figure 1, where $\sigma_j$ and $h_j$, $j = 1, ..., N$, represent conductivity and thickness of the $j$-th layer, respectively. The deeper layer is assumed to have infinite thickness. Let $f$ and $m$ be the transmitter’s frequency and the magnetic moment, $\mu$ the magnetic permeability of vacuum and $r$ the offset. The angular frequency is $\omega = 2\pi f$. In order to derive the mathematical formulation of the fields, it is convenient to introduce a cylindrical polar coordinate system $(\rho, \phi, z)$, with the longitudinal axis downward directed, such that the ground plane coincides with the plane $z = 0$, the transmitter is located at the origin and the receiver is placed along the polar axis.

Let us consider the DUALEM instrument, for which the dipole geometry consists of a transmitter loop (T) and many dual receiver loops (Rz, R$\rho$) that are horizontal co-planar (HCP configuration) and perpendicular (PRP configuration). Figure 1 represents an example of dual-coil configuration inside the DUALEM, where the offset is 2 m and 2.1 m between T and the first couple of receivers Rz, R$\rho$, respectively. Other couples of receivers are located at 4, 6 and 8 m offset. In this setting, the theoretical components of the magnetic field at...
the receiver location on the surface are given by (see [29] and [17])

\[
H_z^{(N)} = \frac{m}{4\pi} \int_0^\infty (1 + R_0(\lambda))\lambda^2 J_0(\lambda r) d\lambda, \quad (4)
\]

\[
H_\rho^{(N)} = \frac{m}{4\pi} \int_0^\infty (1 - R_0(\lambda))\lambda^2 J_1(\lambda r) d\lambda, \quad (5)
\]

for HCP and PRP configurations, respectively. In the above formulas, \(R_0(\lambda)\) is the reflection term, recursively defined by

\[
R_0(\lambda) = \frac{R_1(\lambda) + \Psi_1(\lambda)}{R_1(\lambda)\Psi_1(\lambda) + 1},
\]

\[
R_j(\lambda) = \frac{R_{j+1}(\lambda) + \Psi_{j+1}(\lambda)}{R_{j+1}(\lambda)\Psi_{j+1}(\lambda) + 1} e^{-2u_j(\lambda)h_j}, \quad j = 1, \ldots, N - 1,
\]

\[
R_N(\lambda) = 0,
\]

where

\[
\Psi_j(\lambda) = \frac{u_{j-1}(\lambda) - u_j(\lambda)}{u_{j-1}(\lambda) + u_j(\lambda)}, \quad j = 1, \ldots, N,
\]

in which \(u_0(\lambda) = \lambda\) and \(u_j(\lambda) = \sqrt{\lambda^2 - k_j^2}, \quad k_j = \sqrt{-i\omega\mu\sigma_j}\), for \(j = 1, \ldots, N\).

In order to avoid redundancies and to reduce the length of some formulas, in the sequel we simply write \(R_j, \Psi_j, u_j\), in place of \(R_j(\lambda), \Psi_j(\lambda), u_j(\lambda)\).

We observe that if \(N = 1\), representing the situation of homogeneous earth, then \(R_1 = 0, R_0 = \Psi_1, \) and the integrals (4) e (5) can be exactly evaluated. Indeed, in [29] it is shown that in this situation

\[
H_z^{(1)} = \frac{m}{2\pi} \frac{\partial}{\partial r} \left( r \int_0^\infty \frac{\lambda^2}{\lambda + u_1} J_1(\lambda r) d\lambda \right)
\]

\[
= m \frac{\partial}{\partial r} \left( -i \frac{\partial}{\partial r} \int_0^\infty \frac{\lambda}{\lambda + u_1} J_0(\lambda r) d\lambda \right)
\]

\[
= m \frac{\partial}{\partial r} \left( -i \frac{\partial}{\partial r} \int_0^\infty \frac{\lambda(\lambda - u_1)}{\lambda^2 - u_1^2} J_0(\lambda r) d\lambda \right)
\]

\[
= \frac{m}{2\pi r k_f^2} \frac{\partial}{\partial r} \left( -i \frac{\partial}{\partial r} \left( \int_0^\infty \lambda^2 J_0(\lambda r) d\lambda - \int_0^\infty \lambda u_1 J_0(\lambda r) d\lambda \right) \right),
\]

\[
H_\rho^{(1)} = \frac{m}{4\pi} \frac{\partial}{\partial r} \int_0^\infty \frac{\lambda - u_1}{\lambda + u_1} \lambda J_0(\lambda r) d\lambda
\]

\[
= m \frac{\partial}{\partial r} \int_0^\infty \frac{\lambda - u_1}{\lambda + u_1} \lambda J_0(\lambda r) d\lambda
\]

\[
= m k_f^2 \frac{\partial}{\partial r} \int_0^\infty \frac{\lambda}{(\lambda + u_1)^2} J_0(\lambda r) d\lambda.
\]

An analytical expression for the above integrals can be achieved by using [13]
to obtain

\[
H_z^{(1)} = \frac{m}{2\pi k_1^2 r_5} \left[ 9 - (9 + 9i k_1 r - 4k_1^3 r^2 - ik_1^3 r^3)e^{-ik_1 r} \right],
\]

\[
H_\rho^{(1)} = -\frac{mk_1^2}{4\pi r} \left[ I_1 \left( \frac{ik_1 r}{2} \right) K_1 \left( \frac{ik_1 r}{2} \right) - I_2 \left( \frac{ik_1 r}{2} \right) K_2 \left( \frac{ik_1 r}{2} \right) \right],
\]

where \( I_1 \) and \( K_1 \) are the modified Bessel functions of order 1, of the first and second type respectively.

Defining, for \( l = 0, 1 \)

\[
g_l(\lambda) = (R_0 - \Psi_1) \lambda^2 J_l(\lambda r),
\]

\[
g_1(\lambda) = [1 + (-1)^l \Psi_1] \lambda^2 J_1(\lambda r),
\]

we can write (see (4), (5))

\[
(1 + R_0)\lambda^2 J_0(\lambda r) = g_0(\lambda) + q_0(\lambda),
\]

\[
(1 - R_0)\lambda^2 J_1(\lambda r) = g_1(\lambda) - g_1(\lambda).
\]

Since \( g_l(\lambda) \) represents the integrand function in the case \( N = 1 \) \( (R_1 = 0 \) and hence \( g_l(\lambda) = 0 \)), we have that

\[
\frac{m}{4\pi} \int_0^{\infty} g_0(\lambda) d\lambda = H_z^{(1)},
\]

\[
\frac{m}{4\pi} \int_0^{\infty} g_1(\lambda) d\lambda = H_\rho^{(1)},
\]

and therefore

\[
H_z^{(N)} = \frac{m}{4\pi} \int_0^{\infty} g_0(\lambda) d\lambda + H_z^{(1)},
\]

\[
H_\rho^{(N)} = -\frac{m}{4\pi} \int_0^{\infty} g_1(\lambda) d\lambda + H_\rho^{(1)}.
\]

3 Numerical computation of the fields

Our strategy for the computation of \( H_z^{(N)} \) and \( H_\rho^{(N)} \) in the general case of \( N \) layers is based on the observation that the functions \( g_l(\lambda), l = 0, 1 \), exponentially decay with respect to \( \lambda \). To prove this behavior, some preliminary results are necessary.

Lemma 1 It holds

\[
R_0 - \Psi_1 = R_1 \left( 1 + O \left( \frac{1}{\lambda^2} \right) \right), \quad \text{as} \ \lambda \to +\infty.
\]
**Proof.** Using the definitions of $R_0$ and $\Psi_1$ we have

$$R_0 - \Psi_1 = \frac{4R_1 u_1}{R_1 k_1^2 + (\lambda + u_1)^2} \lambda. \quad (11)$$

Since

$$u_1 = \lambda \sqrt{1 - \frac{k_1^2}{\lambda^2}} = \lambda \left(1 - \frac{k_1^2}{2\lambda^2} + O\left(\frac{1}{\lambda^2}\right)\right),$$

as $\lambda \to +\infty$, we can write

$$R_0 - \Psi_1 = \frac{4R_1 u_1 \lambda}{R_1 k_1^2 + (\lambda + u_1)^2} = \frac{4R_1 \lambda^2 \left(1 - \frac{k_1^2}{2\lambda^2} + O\left(\frac{1}{\lambda^2}\right)\right)}{R_1 k_1^2 + \lambda^2 \left(2 - \frac{k_1^2}{2\lambda^2} + O\left(\frac{1}{\lambda^2}\right)\right)^2}
= R_1 \left(1 + O\left(\frac{1}{\lambda^2}\right)\right).$$

**Lemma 2** The function $R_1$ can be written in the following form

$$R_1 = \sum_{k=1}^{N-1} \delta_k(\lambda) \exp(-\gamma_k \lambda), \quad (12)$$

where

$$\gamma_k = \sum_{i=1}^{k} c_i > 0, \quad k = 1, \ldots, N-1,$$

$$c_i = 2h_i \sqrt{1 + \frac{i\omega \mu \sigma_i}{\lambda^2}}, \quad i = 1, \ldots, N-1. \quad (13)$$

**Proof.** In order to demonstrate (12), starting from $j = 1$, by induction we show that

$$R_{N-j} = \sum_{k=1}^{j} \delta_k^{(N-j)} \exp(-\gamma_{N+k-(j+1)} - \gamma_{N-(j+1)}) \lambda), \quad for \ j = 1, \ldots, N-1,$$

in which $\gamma_0 = 0$. We first observe that

$$2u_i h_i = 2h_i \sqrt{\lambda^2 + i\omega \mu \sigma_i} = 2h_i \sqrt{1 + \frac{i\omega \mu \sigma_i}{\lambda^2}} \lambda = c_i \lambda.$$

Let $j = 1$. By (11) and defining

$$\delta_1^{(N-1)} = \Psi_N = \frac{\sqrt{\lambda^2 - k_{N-1}^2 - \sqrt{\lambda^2 - k_N^2}}}{\sqrt{\lambda^2 - k_{N-1}^2 + \sqrt{\lambda^2 - k_N^2}}},$$

(15)
we have that (14) is correct for \( j = 1 \) because \( R_N = 0 \). Assuming that (14) is also correct for a given \( j < N - 1 \), by (6)

\[
R_{N-j} = \frac{R_{N-j+1}}{R_{N-j+1}^j e^{-c_{N-j+1}}}
\]

(16)

\[
= \sum_{k=1}^{j+1} \delta_k^{(j+1)} \exp(-\left(\gamma N + k - (j+2) - \gamma N - (j+2)\right)\lambda),
\]

in which we have defined

\[
\delta_k^{(j+1)} = \frac{\Psi_{N-j}}{R_{N-j}^j \Psi_{N-j} + 1},
\]

(17)

Finally, setting \( \delta_j = \delta_1^{(1)} \), \( j = 1, \ldots, N - 1 \), we obtain the result. \( \blacksquare \)

**Lemma 3** For \( \lambda \to +\infty \),

\[
R_1 = \sum_{k=1}^{N-1} \frac{k^2_{k+1} - k^2_k}{4\lambda^2} \left(1 + O\left(\frac{1}{\lambda^2}\right)\right) \exp(-\gamma_1 \lambda).
\]

(18)

**Proof.** Starting from \( j = 1 \), by induction we show that

\[
R_{N-j} = \sum_{k=1}^{j} \frac{k^2_{N+k-j} - k^2_{N+k-j+1}}{4\lambda^2} \left(1 + O\left(\frac{1}{\lambda^2}\right)\right) \exp(-\left(\gamma N + k - (j+1) - \gamma N - (j+1)\right)\lambda),
\]

(19)

for \( j = 1, \ldots, N - 1 \). We observe that, for \( i = 1, \ldots, N \)

\[
\Psi_i = \sqrt{\frac{\lambda^2 - k^2_{i-1}}{\lambda^2 - k^2_{i-1} + \sqrt{\lambda^2 - k^2_i}}} = \sqrt{\frac{k^2_i - k^2_{i-1}}{\lambda^2 - k^2_{i-1} + \sqrt{\lambda^2 - k^2_i}}}
\]

\[
\quad = \sqrt{\frac{k^2_i - k^2_{i-1}}{4\lambda^4 \left(1 + O\left(\frac{1}{\lambda^2}\right)\right)}} = \frac{k^2_i - k^2_{i-1}}{4\lambda^2} \left(1 + O\left(\frac{1}{\lambda^2}\right)\right).
\]

By (14) with \( j = 1 \) and (15), we have that

\[
R_{N-1} = \delta_1^{(N-1)} \exp(-\left(\gamma N - 1 - \gamma N - 2\right)\lambda)
\]

\[
= \frac{k^2_{N} - k^2_{N-1}}{4\lambda^2} \left(1 + O\left(\frac{1}{\lambda^2}\right)\right) \exp(-\left(\gamma N - 1 - \gamma N - 2\right)\lambda).
\]
Therefore, (19) holds true for \( j = 1 \). Assuming that (19) is also correct for a given \( j < N - 1 \), by (16) we have

\[
R_{N-(j+1)} = \sum_{k=1}^{j+1} \delta_k^{(N-(j+1))} \exp(-\gamma_{N+k-(j+2)} - \gamma_{N-(j+2)})\lambda),
\]

where by (17) and using the induction hypothesis on \( R_{N-j} \)

\[
\delta_k^{(N-(j+1))} = \frac{\Psi_{N-j}}{R_{N-j}} \Psi_{N-j} + 1
\]

\[
= \frac{k_{N-j}^2 - k_{N-j-1}^2}{4\lambda^2} \left( 1 + O\left(\frac{1}{\lambda^2}\right) \right)
\]

\[
= \frac{k_{N-j}^2 - k_{N-j-1}^2}{4\lambda^2} \left( 1 + O\left(\frac{1}{\lambda^2}\right) \right)
\]

\[
\delta_k^{(N-(j+1))} = \frac{\delta_{k-1}^{(N-j)}}{R_{N-j}} \Psi_{N-j} + 1
\]

\[
= \frac{k_{N+k-(j+1)}^2 - k_{N+k-(j+2)}^2}{4\lambda^2} \left( 1 + O\left(\frac{1}{\lambda^2}\right) \right)
\]

\[
= \frac{k_{N+k-(j+1)}^2 - k_{N+k-(j+2)}^2}{4\lambda^2} \left( 1 + O\left(\frac{1}{\lambda^2}\right) \right), \quad k = 2, \ldots, j + 1.
\]

Using the above Lemmas we can prove the following result, which finally expresses the asymptotic behavior of \( R_1 \), and hence of \( R_0 - \Psi_1 \) by Lemma [1].

**Proposition 1** For \( \lambda \to +\infty \),

\[
R_1 = \sum_{k=1}^{N-1} \frac{k_{k+1}^2 - k_k^2}{4\lambda^2} \exp(-\tilde{\gamma}_k \lambda) \left( 1 + O\left(\frac{1}{\lambda^2}\right) \right),
\]

where \( \tilde{\gamma}_k = 2 \sum_{i=1}^{k} h_i \).

**Proof.** First of all, by (13) we have

\[
\gamma_k = \sum_{i=1}^{k} c_i = \sum_{i=1}^{k} h_i \left( 1 + O\left(\frac{1}{\lambda^2}\right) \right) = \tilde{\gamma}_k \left( 1 + O\left(\frac{1}{\lambda^2}\right) \right), \quad \text{for } k = 1, \ldots, N-1.
\]

Therefore

\[
\exp(-\gamma_k \lambda) = \exp\left(-\tilde{\gamma}_k \lambda \left( 1 + O\left(\frac{1}{\lambda^2}\right) \right) \right)
\]

\[
= \exp(-\tilde{\gamma}_k \lambda) \left( 1 + O\left(\frac{1}{\lambda}\right) \right),
\]

where
where the last equality comes from
\[
\exp\left(-\tilde{\gamma}_k \mathcal{O}\left(\frac{1}{\lambda}\right)\right) = 1 + \mathcal{O}\left(\frac{1}{\lambda}\right).
\]
The result then follows straightly from Lemma 3.

By Lemma 1 and Proposition 1, we have that the functions \( g_l \), which are the integrand functions in (9) and (10), can be written as
\[
g_l = (R_0 - \Psi_1)\lambda^2 J_l(\lambda r)
= \sum_{k=1}^{N-1} \frac{k^2_{k+1} - k^2_k}{4} \exp(-\tilde{\gamma}_k \lambda) J_l(\lambda r) \left(1 + \mathcal{O}\left(\frac{1}{\lambda}\right)\right),
\]
(22)
so that the oscillations due to the Bessel functions are rapidly damped.

Just to provide an example, in Figure 2 we plot the imaginary part of \( g_1(\lambda) \) and \( q_1(\lambda) \) for a given model. It is clear that the oscillations are only retained by the term \( q_1(\lambda) \).

This situation holds true in general and therefore, for suitable positive scalars \( s_l \), \( l = 0, 1 \), we can consider the following approximations
\[
H^{(N)}_z \approx \frac{m}{4\pi} \int_0^{s_0} g_0(\lambda) d\lambda + H^{(1)}_z, \\
H^{(N)}_\rho \approx -\frac{m}{4\pi} \int_0^{s_1} g_1(\lambda) d\lambda + H^{(1)}_\rho,
\]
(23) (24)
in which we neglect the tail of the integrals.

Theoretically, the truncation error can be bounded as follows.

**Proposition 2** For \( l = 0, 1 \) there exists a constant \( c \) such that, for \( s_l \) large enough,
\[
\left| \int_{s_l}^{\infty} g_l(\lambda) d\lambda \right| \leq c \sqrt{\frac{1}{8\pi^r}} \sum_{k=1}^{N-1} |k^2_{k+1} - k^2_k|^{-\tilde{\gamma}_k} e^{-\tilde{\gamma}_k s_l} s_l^{-\frac{1}{2}}.
\]
(25)
In order to prove Proposition 2 we need the following lemma.

**Lemma 4** For \( u \to +\infty \),
\[
\int_u^\infty e^{-x} x^{-\nu} dx = u^{-\nu} e^{-u} \left(1 + \mathcal{O}\left(\frac{1}{u}\right)\right).
\]

**Proof.** By using [13] pag.318 and [1] pag.505-504 respectively, we have that
\[
\int_u^\infty e^{-x} x^{-\nu} dx = u^{\frac{-\nu}{x}} e^{-\frac{u}{x}} U_{\frac{\nu}{x}} \left(\frac{u}{x}\right)
= u^{1-\nu} e^{-u} U(1 - \nu, u)
= u^{-\nu} e^{-u} \left(1 + \mathcal{O}\left(\frac{1}{u}\right)\right),
\]
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Figure 2: (a) The imaginary part of the function $q_1(\lambda)$ and (b) the imaginary part of the function $g_1(\lambda)$, in the case of a 3-layered underground model with $r = 2$ m, $f = 10$ kHz, $m = 1$ A/m$^2$, $\sigma_1 = 33$ mS/m, $\sigma_2 = 20$ mS/m, $\sigma_3 = 100$ mS/m, $h_1 = 2.5$ m, $h_2 = 0.5$ m.

where $\mathcal{W}$ is the Whittaker function and $\mathcal{U}$ is the Kummer’s confluent hypergeometric function.

Now we can prove Proposition 2.

**Proof.** By (22) for $l = 0, 1$, we have

$$
\left| \int_{s_j}^{\infty} g_l(\lambda) d\lambda \right| \lesssim \sum_{k=1}^{N-1} \frac{|k^2_{k+1} - k^2_k|}{4} \int_{s_j}^{\infty} e^{-\gamma_k \lambda} |J_l(\lambda r)| d\lambda
$$

Using the relation (see [1, pag.364])

$$
J_l(t) = \sqrt{\frac{2}{\pi t}} \left[ \cos \left( t - \frac{1}{2} \frac{1}{\pi} - \frac{1}{4} \right) + O \left( \frac{1}{t} \right) \right], \quad \text{for } t \to +\infty,
$$
\[
\begin{array}{ccc}
\int_0^{s_0} g_0(\lambda)d\lambda & \int_0^{s_1} g_1(\lambda)d\lambda \\
\hline
0.5 & -0.0871 \cdot 10^{-3} & 0.2797 \cdot 10^{-3} \\
1.0 & -0.1279 \cdot 10^{-3} & 0.3279 \cdot 10^{-3} \\
1.5 & -0.1316 \cdot 10^{-3} & 0.3283 \cdot 10^{-3} \\
2.0 & -0.1317 \cdot 10^{-3} & 0.3281 \cdot 10^{-3} \\
2.5 & -0.1317 \cdot 10^{-3} & 0.3280 \cdot 10^{-3} \\
3.0 & -0.1317 \cdot 10^{-3} & 0.3280 \cdot 10^{-3} \\
3.5 & -0.1317 \cdot 10^{-3} & 0.3280 \cdot 10^{-3} \\
4.0 & -0.1317 \cdot 10^{-3} & 0.3280 \cdot 10^{-3} \\
\end{array}
\]

Table 1: Results of the Gauss-Kronrod quadrature for different values of \(s_l\) with \(r = 2\) m and \(f = 10\ kHz\), in the case of a subsurface model composed by 3 layers: \(\sigma_1 = 333\ mS/m\), \(\sigma_2 = 20\ mS/m\), \(\sigma_3 = 100\ mS/m\), \(h_1 = 2.5\ m\), \(h_2 = 0.5\ m\).

In practice, \(s_l\) can be taken relatively small to obtain reliable results by a traditional quadrature formula on finite intervals, e.g., \(s_l = 2/3\), for \(l = 0, 1, 2\). Table 1 shows, for example, the results obtained with \(r = 2\) m and \(f = 10\ kHz\), in the case of a subsurface model composed by 3 layers: \(\sigma_1 = 333\ mS/m\), \(\sigma_2 = 20\ mS/m\), \(\sigma_3 = 100\ mS/m\), \(h_1 = 2.5\ m\), \(h_2 = 0.5\ m\). In Table 1, as well as in the sequel of this work, for the integral evaluation we have used the Gauss-Kronrod quadrature technique [25], with relative error tolerance equal to \(10^{-8}\). By adopting the above model, we also compared the fields \(H_z^{(3)}\) and \(H_\rho^{(3)}\), computed from the integral formulations (23) and (24), with the results of the digital filtering algorithm provided by Singh and Mogi [27]. Using 300 points, \(s_0 = s_1 = 3\), and a tolerance equal to \(10^{-9}\) for the integral evaluations, the two curves differ by less than \(10^{-8}\). Using more points the error further decreases, but with higher computational costs.
4 Approximation of the fields

In this section, working with $N = 2$ and $N = 3$, we derive useful analytical approximations for $H_z^{(N)}$ and $H_\rho^{(N)}$, expressed by equations (9) and (10). While these approximations can be used in general to have an idea of the main features of the fields, our basic aim is to use them for the inversion problem. First, from (11) we have that

$$g_l(\lambda) = \frac{4R_1u_1}{R_1k_1^2 + (\lambda + u_1)^2} \lambda^3 J_l(\lambda r), \quad l = 0, 1.$$  

Before going on, we observe that for $0 \leq i, j, \ell \leq N$

$$(u_i - u_j)e^{-2u_i h_\ell} = \frac{k_i^2 - k_j^2}{\sqrt{\lambda^2 - k_i^2} + \sqrt{\lambda^2 - k_j^2}} e^{-2\sqrt{\lambda^2 - k_i^2} h_\ell}$$

$$\approx \mathcal{O}\left(\frac{e^{-2\lambda h_\ell}}{\lambda}\right) \text{ for } \lambda \to \infty \quad (26)$$

and the same holds for $(\lambda - u_j)e^{-2u_i h_\ell}$. Actually, this asymptotic behavior is observed already for $\lambda$ relatively small, because also the quantities $k_i$ are very small. In order to derive approximations of $H_z^{(N)}$ and $H_\rho^{(N)}$, in what follows, whenever possible we neglect the terms involving these factors.

4.1 The case $N = 2$

For $N = 2$ we have

$$R_2 = 0, \quad R_3 = \Psi_2 e^{-2u_1 h_1} = \frac{u_1 - u_2}{u_1 + u_2} e^{-2u_1 h_1},$$

and therefore

$$\frac{4R_1u_1}{R_1k_1^2 + (\lambda + u_1)^2} = \frac{4u_1(u_1 - u_2)}{(\lambda^2 - u_1^2)(u_1 - u_2)e^{-2u_1 h_1} + (\lambda + u_1)^2(u_1 + u_2)} e^{-2u_1 h_1}.$$  

By (26) we can consider the approximation

$$(\lambda^2 - u_1^2)(u_1 - u_2)e^{-2u_1 h_1} \approx 0.$$  

Moreover, using the first order approximation

$$u_1 = \sqrt{\lambda^2 + i\omega \mu \sigma_1} = \lambda \sqrt{1 + \frac{i\omega \mu \sigma_1}{\lambda^2}} \approx \lambda \left(1 + \frac{i\omega \mu \sigma_1}{2\lambda^2}\right), \quad (27)$$

we obtain

$$\frac{4R_1u_1}{R_1k_1^2 + (\lambda + u_1)^2} \approx \frac{4u_1(u_1 - u_2)}{(\lambda + u_1)^2(u_1 + u_2)} e^{-2u_1 h_1} \quad (28)$$

$$= \frac{4u_1(u_1 - u_2)^2(\lambda - u_1)^2}{(\lambda^2 - u_1^2)(u_1^2 - u_2^2)} e^{-2u_1 h_1} \quad (29)$$

$$\approx \frac{i\omega \mu (\sigma_1 - \sigma_2)}{4\lambda^3} \left(1 + \frac{i\omega \mu \sigma_1}{2\lambda^2}\right) e^{-2u_1 h_1}. \quad (30)$$
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At this point, we use the non standard approximation
\[ u_1 = \sqrt{\lambda^2 + i \omega \mu \sigma_1} \approx \lambda + \sqrt{i \omega \mu \sigma_1}. \] (31)

The main reason for this choice is that the standard (27) leads to final approximation that does not allow to simplify the integrals with the existing formulas. Anyway the approximation (31) is partially justified by observing that
\[ \frac{u_1}{\lambda + \sqrt{i \omega \mu \sigma_1}} \to 1, \quad \text{for } \lambda \to 0 \text{ and } \lambda \to +\infty. \]

Now, since
\[ \lambda + \sqrt{i \omega \mu \sigma_1} = \lambda + \frac{\sqrt{2}}{2} \sqrt{\omega \mu \sigma_1} + i \frac{\sqrt{2}}{2} \sqrt{\omega \mu \sigma_1}, \]
we obtain
\[ e^{-2u_1h_1} \approx e^{-2\lambda h_1}e^{-2h_1 \sqrt{2\omega \mu \sigma_1}} \approx e^{-2\lambda h_1 - h_1 \sqrt{2\omega \mu \sigma_1}}. \]

Using the above approximation in (30) we have
\[ \Im \left( \int_0^\infty \frac{4R_1u_1}{R_1k_1^2 + (\lambda + u_1)^2} \lambda^3 J_0(\lambda r) d\lambda \right) \approx \frac{\omega \mu (\sigma_1 - \sigma_2) e^{-2\lambda h_1 - h_1 \sqrt{2\omega \mu \sigma_1}}}{4 \lambda^3}. \]

where the symbol \( \Im \) indicates the imaginary part. Moreover, by the general formula (see [13], p. 707)
\[ \int_0^\infty e^{-\alpha x} J_\nu(\beta x) dx = \frac{\beta^{-\nu}[\sqrt{\alpha^2 + \beta^2} - \alpha]^\nu}{\sqrt{\alpha^2 + \beta^2}}, \quad \Re(\nu) > -1, \Re(\alpha \pm i \beta) > 0, \]
where the symbol \( \Re \) indicates the real part. We finally obtain, for the integral in equation (9), the following approximation:
\[ \Im \left( \int_0^\infty \frac{4R_1u_1}{R_1k_1^2 + (\lambda + u_1)^2} \lambda^3 J_0(\lambda r) d\lambda \right) \approx \frac{\omega \mu (\sigma_1 - \sigma_2) e^{-2\lambda h_1 - h_1 \sqrt{2\omega \mu \sigma_1}}}{4 \sqrt{4h_1^2 + r^2}}. \]

Using the same arguments for \( H_\rho^{(2)} \), the integral in equation (10) can be approximated as
\[ \Im \left( \int_0^\infty \frac{-4R_1u_1}{R_1k_1^2 + (\lambda + u_1)^2} \lambda^3 J_1(\lambda r) d\lambda \right) \approx \frac{-\omega \mu (\sigma_1 - \sigma_2) e^{-h_1 \sqrt{2\omega \mu \sigma_1}}}{4} \int_0^\infty e^{-2\lambda h_1} J_1(\lambda r) d\lambda \]
\[ = \frac{-\omega \mu (\sigma_1 - \sigma_2) e^{-h_1 \sqrt{2\omega \mu \sigma_1}}(\sqrt{4h_1^2 + r^2} - 2h_1)}{4r \sqrt{4h_1^2 + r^2}}. \]
Finally, 
\[ \Im(H^{(2)}_z) \approx \frac{m}{4\pi} \left( \frac{\omega\mu(\sigma_1 - \sigma_2)e^{-h_1\sqrt{2}\mu\sigma_1}}{4\sqrt{4h_1^2 + r^2}} \right) + \Im(H^{(1)}_z) \]

and
\[ \Im(H^{(2)}_\rho) \approx -\frac{m}{4\pi} \left( \frac{\omega\mu(\sigma_1 - \sigma_2)e^{-h_1\sqrt{2}\mu\sigma_1}(\sqrt{4h_1^2 + r^2} - 2h_1)}{4r\sqrt{4h_1^2 + r^2}} \right) + \Im(H^{(1)}_\rho) . \]

4.2 The case \( N = 3 \)

For \( N = 3 \) we have

\[
R_3 = 0, \\
R_2 = \Psi_3 e^{-2u_2 h_2} = \frac{u_2 - u_3}{u_2 + u_3}, \\
R_1 = \frac{u_2 - u_3}{u_2 + u_3} e^{-2u_2 h_2} - \frac{u_1 - u_2}{u_1 + u_2} e^{-u_1 h_1} \\
= (u_1 + u_2)(u_2 - u_3)e^{-2u_2 h_2} + (u_1 - u_2)(u_2 + u_3)e^{-u_1 h_1} \\
\approx (u_1 + u_2)(u_2 - u_3)e^{-2u_2 h_2} + (u_1 - u_2)(u_2 + u_3)e^{-u_1 h_1},
\]

where, as before, we have used (26). We obtain

\[
\frac{4R_1 u_1}{R_1 k_1^2 + (\lambda + u_1)^2} = 4u_1 \left( (u_1 + u_2)(u_2 - u_3)e^{-2(u_1 h_1 + u_2 h_2)} + (u_1 - u_2)(u_2 + u_3)e^{-2u_2 h_2} \right) \times \\
\left[ (u_1 + u_2)(u_2 - u_3)(\lambda^2 - u_1^2) e^{-2(u_1 h_1 + u_2 h_2)} + (u_1 - u_2)(u_2 + u_3)(\lambda^2 - u_1^2) e^{-2u_2 h_2} \right] \\
+ (\lambda + u_1)^2 (u_1 - u_2)(u_2 - u_3)e^{-2u_2 h_2} + (\lambda + u_1)^2 (u_1 + u_2)(u_2 + u_3) \right]^{-1} \\
\approx 4u_1 \left( (u_1 + u_2)(u_2 - u_3)e^{-2(u_1 h_1 + u_2 h_2)} + (u_1 - u_2)(u_2 + u_3)e^{-2u_2 h_2} \right) \\
\times \left( \lambda + u_1 \right)^2 (u_1 + u_2)(u_2 + u_3) \\
= \frac{4u_1 (u_2 - u_3)e^{-2(u_1 h_1 + u_2 h_2)} + 4u_1 (u_1 - u_2)e^{-2u_1 h_1}}{(\lambda + u_1)^2 (u_2 + u_3)}, \tag{32}
\]

where the approximation (32) arises again from (26). We observe that the two terms of (33) are very similar and, in particular, the second one corresponds to (25) for \( N = 2 \). Therefore, using the approximations (27) and (31) for \( u_1, u_2 \) and \( u_3 \), we obtain

\[
\Im \left( \int_0^\infty \frac{4R_1 u_1}{R_1 k_1^2 + (\lambda + u_1)^2} \lambda^2 J_0(\lambda r) d\lambda \right) \approx \\
\omega \mu e^{-h_1\sqrt{2}\mu\sigma_1} \left( \frac{(\sigma_2 - \sigma_3)e^{-h_2\sqrt{2}\mu\sigma_2}}{\sqrt{4(h_1 + h_2)^2 + r^2}} + \frac{\sigma_1 - \sigma_2}{\sqrt{4h_1^2 + r^2}} \right). 
\]
the effect of noise on the measurements. By defining different norms, and eventually a regularization term can be included to reduce it.

It is known that other kinds of minimizations are possible, that is, by using a

\[ \Im \left( J_1(\lambda r) \right) \approx -\frac{4R_1 u_1}{R_1 k_f^2 + (\lambda + u_1)^2} \lambda^2 J_1(\lambda r) d\lambda \]

Finally,

\[ \Im(H_z^{(3)}) \approx -\frac{m \omega \mu e^{-h_1 \sqrt{2\mu_\rho \sigma_i}}}{4\pi} \left( \frac{\sigma_2 - \sigma_3}{\sqrt{4(h_1 + h_2)^2 + r^2}} + \frac{\sigma_1 - \sigma_2}{\sqrt{4h_1^2 + r^2}} \right) + \Im(H_z^{(1)}) \]

and

\[ \Im(H_\rho^{(3)}) \approx -\frac{m \omega \mu e^{-h_1 \sqrt{2\mu_\rho \sigma_i}}}{4\pi} \left( \frac{\sigma_2 - \sigma_3}{\sqrt{4(h_1 + h_2)^2 + r^2}} + \frac{\sigma_1 - \sigma_2}{\sqrt{4h_1^2 + r^2}} \right) + \Im(H_\rho^{(1)}) \]

5 The inverse problem

Let \( p = (\sigma_1, ..., \sigma_N, h_1, ..., h_{N-1}) \in \mathbb{R}^{2N-1} \) be the vector of underground parameters. The components of the magnetic field at the surface are functions of these parameters and the offset \( r \), thus \( H_z^{(N)}(p, r) \) and \( H_\rho^{(N)}(p, r) \).

Given a vector of observations \( d = (d_{z,1}, ..., d_{z,k}, d_{\rho,1}, ..., d_{\rho,k})^T \), corresponding to distances \( r_1, ..., r_k \) (\( 2k > 2N-1 \)), the inverse problem can be formulated as

\[ \min_p \sum_{i=1}^k \left\{ \Im(H_z^{(N)}(p, r_i)) - d_{z,i} \right\}^2 + \left\{ \Im(H_\rho^{(N)}(p, r_i)) - d_{\rho,i} \right\}^2 \].

It is known that other kinds of minimizations are possible, that is, by using a different norm, and eventually a regularization term can be included to reduce the effect of noise on the measurements. By defining \( \mathcal{H} : \mathbb{R}^{2N-1} \rightarrow \mathbb{R}^{2k} \) as

\[ \mathcal{H}(p) = (\Im(H_z^{(N)}(p, r_1)), ..., \Im(H_z^{(N)}(p, r_k)), \Im(H_\rho^{(N)}(p, r_1)), ..., \Im(H_\rho^{(N)}(p, r_k)))^T \]

the problem \( \ref{prob} \) can be rewritten in the compact form

\[ \min_p \| \mathcal{H}(p) - d \|^2 \].
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Due to the complexity of the function $\mathcal{H}(p)$, whose computation requires the evaluation of integrals, it is necessary to employ a derivative free minimization algorithms based, for example, on a BFGS line-search method ([4, 8, 12, 26]) and on the SA global-search technique ([19, 11]). However, these methods are very demanding in terms of computational resources and elaboration time. By using the approximations given in the previous section, below we present a more efficient algorithm to solve (38) in the nontrivial case of $N = 3$.

Let $p = (\sigma_1, \sigma_2, \sigma_3, h_1, h_2) \in \mathbb{R}^5$ be the vector of the underground parameters and consider the fields $H^{(3)}_z = H_z$ and $H^{(3)}_\rho = H_\rho$, defined by equations (9) and (10). From the previous section, $\Im(H_z)$ and $\Im(H_\rho)$ can be approximated using equations (34) and (35) at different offsets $r_1, \ldots, r_k$. We indicate these approximations as $L_z$ and $L_\rho$.

Suppose a real underground model be characterized by the parameters vector $p^* = (\sigma_1^*, \sigma_2^*, \sigma_3^*, h_1^*, h_2^*) \in \mathbb{R}^5$. The observations vector $d$ is computed using the integral formulations (23) and (24), being numerical simulations the best representation of realistic EM surveys. Given an initial guess $p_0$ of $p^*$, we search for a certain $\bar{p} \in \mathbb{R}^5$ such that

$$\bar{p} = (\bar{\sigma}_1, \bar{\sigma}_2, \bar{\sigma}_3, \bar{h}_1, \bar{h}_2) = \arg \min_p \| H(p) - d \|^2,$$

(39)

where $\bar{H} : \mathbb{R}^5 \to \mathbb{R}^{2k}$ is defined as

$$\bar{H}(p) = (L_z(p, r_1), \ldots, L_z(p, r_k), L_\rho(p, r_1), \ldots, L_\rho(p, r_k))^T.$$

At this point we use $\bar{p}$ as initial guess for a second minimization procedure with the integral formulations (23) and (24) instead of the analytical approximations (34) and (35). Therefore, we look for $\hat{p} \in \mathbb{R}^5$ such that

$$\hat{p} = (\hat{\sigma}_1, \hat{\sigma}_2, \hat{\sigma}_3, \hat{h}_1, \hat{h}_2) = \arg \min_p \| \hat{H}(p) - d \|^2,$$

(40)

where $\hat{H} : \mathbb{R}^5 \to \mathbb{R}^{2k}$ is defined by (37). Finally, the approximate solution of the inverse problem is given by the vector $\hat{p} \in \mathbb{R}^5$.

The above procedure can be summarized by the following algorithm.

**Algorithm 1** Given $p_0 \in \mathbb{R}^5$ and $d \in \mathbb{R}^{2k},$

1. solve the problem (39) to find $\bar{p}$,

2. solve the problem (40), with $\bar{p}$ as initial guess, to find $\hat{p}$.

Since $\bar{H}(p) \approx H(p)$ is a good approximation (see the examples in the following section), the double step minimization allows to considerably reduce the computational cost because $\bar{H}$ does not require the evaluation of integrals.
Table 2: Material electrical conductivity

| Material          | σ (S/m) |
|-------------------|---------|
| Clay              | 0.2     |
| Sand/Silt grains  | 0.01    |
| Tap water         | 0.1     |
| Air               | 0.0001  |

6 Examples

In this section we present the results obtained by implementing the Algorithm using the BFGS optimization solver. We compare these results with the solutions provided by the SA optimization solver. The examples aim to simulate an EM acquisition on river levees using the DUALEM system (https://dualem.com), for which the offsets are \( r_1 = 2 \, m \), \( r_2 = 4 \, m \), \( r_3 = 6 \, m \) and \( r_4 = 8 \, m \), and the frequency is about \( f = 10 \, kHz \).

6.1 Conductivity models of river levees

Regarding the choice of the underground models, we considered a specific application related to the internal composition of river levees, which may collapse due to the condition of the soils that form the embankments. Particularly, the presence of gravel lenses inside the embankment body constitutes a critical factor for the structural levee stability. Therefore, the subsoil models are composed by three layers, representing a highly porous gravel level embedded in sediments composed by clay and silty sands. Two (extreme) cases are considered: the first case (Models 1 and 3) represents a dry levee (summer conditions) and the second case (Models 2 and 4) represents a wet levee (winter conditions). Moreover, different layer thicknesses are taken into account. The layer conductivities are computed with the complex refractive index model (CRIM), described in A and the material properties shown in Table 2 and Table 3. The computed values in Table 3 represent typical conductivities of shallow sediments, frequently measured on river embankments (e.g., [32, 9]).

6.2 Results of the EM modelling and inversion

First of all, we compared the fields \( H_z^{(N)} \) and \( H_p^{(N)} \) computed adopting the numerical Gauss-Kronrod quadrature technique, the analytical approximation and the numerical digital filtering algorithm provided by Singh and Mogi [27]. Figure 3 shows the imaginary part of (23) and (24), with \( N = 3 \), and their analytical approximations (34) and (35), for both Model 1 and Model 2.

The two components of the magnetic field correspond to the HCP and PRP coil configurations, respectively. The values computed using the numerical
Table 3: Petrophysical properties of the river levees models used in the numerical forward simulations.

digital filter approach are shown as well. This plot confirms the very good concordance of the two numerical representations, whose difference was previously estimated by less than $10^{-8}$. Moreover, the curves show that the analytical approximation is better for the PRP configuration.

To solve the minimization problems (39) and (40), we used the quasi-Newton method BFGS, with step tolerance and termination tolerance in the order of the machine precision. We applied the Algorithm 1 to the observations vector $d$ obtained from the models defined in Table 3 and calculated the relative percentage error between the solution $\hat{p}$ and the real underground model parameters $p^\star$.

We also applied the SA global-search technique to directly solve the minimization problem (40), i.e., without using the analytical approximations (34) and (35). In fact, this kind of technique do not benefit from the two-step procedure described in the previous section and schematized in Algorithm 1 because the final result does not depend on the initial model.

The observation data vector $d$ is generated by

$$d = H(p^\star) + \eta,$$

where $\eta$ is a random white noise vector such that the Noise-to-Signal Ratio (NSR) is $\epsilon = \frac{\|\eta\|}{\|d\|}$. We consider two values of percentage NSR, $\epsilon = 0.1\%, 0.5\%$. These values are compatible with the results of laboratory test, showing that environmental RMS noise levels, in terms of apparent conductivity measurements at 8 m offset, are typically less than 1 mS/m (see https://dualem.com). The solution errors were averaged over 20 simulations for each model, in order
to have an estimate of the parameters expectation values.

For the SA optimization method, the initial temperature is $10^6$, the temperature reduction factor is 0.1 and the error tolerance for termination is $10^{-9}$, without noise. By adding the random noise to the data, the error tolerance was increased to $10^{-6}$. The lower and upper bounds are fixed, on the basis of observations of river levees carried out with other direct and indirect methods, to the following values: $3 \text{ mS/m}$ and $1 \text{ S/m}$ for the conductivity, and to $0.1 \text{ m}$ and $4 \text{ m}$ for the thickness.

The results of the simulations are shown in Tables 4-5-6, where we report the mean relative error over 20 experiments for each model in order to reduce the random dependence on the data. The optimization solvers always converge for all the simulations. The errors are mainly due to the presence of a large number of local minima in the objective function. The simulations without random noise (Table 4) show the best results, with the maximum average error around 5%. Then, as expected, the errors increase with increasing $NSR$, reaching an average maximum error of $\approx 35\%$ for $NSR = 0.5$ (Table 6). The conductivity and thickness of the intermediate layer are affected by the larger errors. The results of SA show very low errors on the top and bottom layers, while the errors related to the BFGS method are more homogeneously distributed on the three layers. Moreover, thinner layers show larger errors.

Overall, the performance of the two methods are very similar in terms of accuracy (see average errors at the bottom of Tables 4-5-6). In the absence of noise, the SA technique provides slightly lower errors than BFGS, while in pres-
| Model | Conductivity Error (SA) (%) | Conductivity Error (BFGS) (%) | Thickness Error (SA) (%) | Thickness Error (BFGS) (%) |
|-------|---------------------------|-----------------------------|--------------------------|---------------------------|
| Model 1 | 0.0 | 0.1 | 0.0 | 0.0 |
|       | 11.5 | 1.86 | 5.4 | 5.4 |
|       | 0.02 | 0.1 |      |      |
| Model 2 | 0.0 | 0.1 | 0.2 |      |
|       | 3.38 | 4.51 | 2.0 | 1.1 |
|       | 0.01 | 0.1 |      |      |
| Model 3 | 0.0 | 0.7 | 1.0 |      |
|       | 8.71 | 7.1 | 53.0 | 23.8 |
|       | 1.26 | 1.8 |      |      |
| Model 4 | 0.0 | 0.0 | 0.3 |      |
|       | 6.66 | 15.9 | 1.7 | 6.2 |
|       | 0.45 | 0.5 |      |      |

Table 4: Results of the EM inversions using the SA and BFGS methods. The NSR is $\epsilon = 0$.

ence of noise we observe the opposite behavior. However, it is very important to note that the Algorithm [1] with the BFGS optimization solver is more than 10 times faster than SA, requiring less than 1 s for a single inversion on a common laptop.

7 Conclusions

The numerical and analytical estimation of the electric and magnetic fields is at the basis of the modeling and inversion algorithms commonly used in induction EM methods. Here we present a novel methodology for the computation of the integrals involved in the solution of the Maxwell equations, based on the splitting of the reflection term. In this context, a classical quadrature rule on finite intervals can be applied. On the other hand, this approach also allows an analytical approximation of the integrals, that can be used to speed-up the solution of the inverse problems.

We have estimated the validity of our approach for the specific case of the DUALEM (DUAL-geometry Electro-Magnetic) system, but the physics is not restricted to these type of instruments. The specific examples consider the study of river-levees integrity, which is a very important environmental problem.
| Model     | Mean relative error (SA) Conductivity (%) | Mean relative error (SA) Thickness (%) | Mean relative error (BFGS) Conductivity (%) | Mean relative error (BFGS) Thickness (%) |
|-----------|------------------------------------------|--------------------------------------|---------------------------------------------|-----------------------------------------|
| Model 1   | 0.34                                     | 2.0                                  | 16.3                                        | 11.2                                    |
|           | 24.7                                     | 33.4                                 | 24.2                                        | 5.5                                     |
|           | 1.90                                     |                                      | 9.2                                         |                                         |
| Model 2   | 0.53                                     | 5.95                                 | 8.3                                         | 9.5                                     |
|           | 22.1                                     | 19.7                                 | 7.6                                         | 14.8                                    |
|           | 4.16                                     |                                      | 2.6                                         |                                         |
| Model 3   | 0.09                                     | 0.87                                 | 9.4                                         | 7.5                                     |
|           | 19.0                                     | 19.2                                 | 15.2                                        | 21.0                                    |
|           | 5.38                                     |                                      | 3.4                                         |                                         |
| Model 4   | 0.09                                     | 4.81                                 | 5.2                                         | 4.0                                     |
|           | 23.1                                     | 20.2                                 | 1.8                                         | 7.0                                     |
|           | 8.9                                      |                                      | 6.2                                         |                                         |
| Average   | 9.19                                     | 13.3                                 | 9.12                                        | 10.0                                    |

Table 5: Results of the EM inversions using the SA and BFGS methods. The NSR is $\epsilon = 0.1\%$. 
| Model  | Mean relative error $(SA)$ | Mean relative error $(BFGS)$ |
|--------|-----------------------------|-----------------------------|
|        | Conductivity (%) | Thickness (%) | Conductivity (%) | Thickness (%) |
| Model 1 | 1.0 | 9.56 | 21.0 | 16.2 |
|         | 32.1 | 34.9 | 35.2 | 4.5 |
|         | 8.66 |      | 12.6 |      |
| Model 2 | 0.43 | 8.23 | 11.0 | 13.2 |
|         | 27.4 | 30.1 | 21.5 | 20.7 |
|         | 5.19 |      | 4.5  |      |
| Model 3 | 0.37 | 5.01 | 16.7 | 12.3 |
|         | 24.3 | 31.7 | 29.1 | 19.2 |
|         | 13.7 |      | 4.8  |      |
| Model 4 | 0.37 | 12.4 | 15.7 | 11.6 |
|         | 32.2 | 24.4 | 13.7 | 8.5  |
|         | 12.6 |      | 18.4 |      |
| Average error | 13.2 | 19.5 | 17.02 | 13.28 |

Table 6: Results of the EM inversions using the SA and BFGS methods. The NSR is $\epsilon = 0.5\%$. 
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in Italy, due to the high hydrological risks.

A numerical algorithm based on the Gauss-Kronrod technique is used to compute the components of the EM field at low frequency in a stratified medium. The results are in good agreement with those of the commonly used digital filtering method. Moreover, the analytical approximation match well with the numerical solution both for resistive and conductive environments.

Two optimization algorithms are applied for the solution of the inverse problem, the line-search BFGS method, enhanced by the analytical approximation, and the global-search Simulated Annealing technique. The numerical experiments confirm the reliability of these techniques. Furthermore, while the two methods show similar performances in terms of solution accuracy, the former is more than 10 times faster than the latter. This asset of the enhanced BFGS method enables its application to the inversion of large datasets.

Although it is specific for the case of river levees, this analysis has a general validity, and allows to overcome the limits of common methods based on the modelling of apparent conductivity in the low induction number (LIN) approximation.

A Electrical conductivity

The subsoil conductivities are computed with the complex refractive index model (CRIM). The CRIM model for a shaly sandstone with negligible permittivity and partially saturated with gas, can be expressed as

$$\sigma = [(1-\phi)(1-C)\sigma_q^\gamma + (1-\phi)C\sigma_c^\gamma + \phi S_w \sigma_w^\gamma + \phi(1-S_w)\sigma_a^\gamma]^{1/\gamma}, \quad \gamma = 1/2 \quad (41)$$

where $\sigma_q$, $\sigma_c$, $\sigma_w$ and $\sigma_a$ are the sand-grain (quartz), clay, water and air conductivities, $C$ is the clay content, $\phi$ is the porosity and $S_w$ is the water saturation. If $\gamma$ is a free parameter, the equation is termed Lichtnecker-Rother formula. It is based on the ray approximation. The travel time in each medium is inversely proportional to the electromagnetic velocity, which in turn is inversely proportional to the square root of the complex dielectric constant. At low frequencies, displacement currents can be neglected and equation (41) is obtained. For zero clay content, and neglecting $\sigma_q$ and $\sigma_c$, equation (41) is exactly Archie’s law [16].
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