Statistical t-test assessment on performance of power system stabilizer for oscillation damping
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ABSTRACT

The statistical operation is necessary to validate the analytical procedure since the most important common operation is the comparison of result data to quantify accuracy and precision. In this paper, a statistical process is proposed to ensure the impact of power system stabilizers (PSSs) in 202-bus, 40-machine MEPE test system. The eigenvalue analysis is utilized for detecting the lowest damping modes and evaluating the damping ratio of system oscillation, and these modes are applied as input for statistical analysis. A t-test analysis was performed on the difference of damping performance by proposed designed PSS, tuned PSS, and without PSS to support the hypothesis. The t-test results validated that the MEPE test system with designed PSS is most applicable for the improvement of oscillation damping in the power system.
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1. INTRODUCTION

Statistics is widely used in the research study. In recent years, the application of the statistical test in research activities has increased dramatically in every science [1]. Therefore, this paper presents the use of a statistical tool that evaluates the power system stabilizer (PSS) impacts on the power system. Today, most plants in the interconnected system are realized by AVR and PSS combination [2]. The development of a control system including PSS is necessary to eliminate the power system oscillation to keep stability [3]. Therefore, the PSSs are installed for assisting the automatic voltage regulator (AVR) of generating station in the Myanmar national grid test system (MEPE test system) to damp out oscillation and stability of the existing network [4]. Moreover, PSS parameters are needed to be designed to get the desired oscillation damping [5]. When activating the optimal designed PSSs on the excitation system of some of the dominant generating units get the higher damping in system oscillation [6]. For the appropriate design and to check the robustness of PSS, it is essential to analyze from a statistical point of view to confirm or validate the parameters.

The main goal of this paper is to confirm the differences between these PSS performances that give the better damping oscillation of the MEPE network using statistical hypothesis testing. Test of statistical hypothesis to evaluate two sets of data are well appropriate and determine are different or not, even the sets have significant standard deviations different [7]. The t-test, one of the hypothesis tests has been used in this research. The p-value and t-value are calculated. The results indicate the best possibilities for the application of designed PSSs in oscillation damping.
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The rest of the paper is organized as follows; section 2 presents an overview of the application t-test in research work, section 3 briefly explains the concepts of hypothesis testing. The data analysis for the proposed statistical t-test on the damping rate of different type PSS is discussed in section 4 while the probability results of t-test for using PSSs are discussed in section 5. Finally, conclusions are given in section 6.

2. STATISTICAL t-TEST IN RESEARCH STUDY

Common statistical tests are applied to evaluate method comparison. As a statistical approach, the student's t-test is often employed to analyze whether the mean value of the normal distribution data from an independent sample is consistent with or departs significantly from the null hypothesis [8].

2.1. Student t-test

The t distribution is similar to the standard normal distribution in that it is bell-shaped, symmetric about the mean, the mean, median, and mode are equal to 0 and are located at the center of the distribution, and that the curve never touches the x-axis. The difference with the standard normal distribution is that the variance is greater than 1. The t distribution is a family of curves based on the degrees of freedom, which is a number related to sample size. When using the t-test to compare two means, it must be determined what are the samples dependent or independent. To test the means difference, independent t-test is employed. The formula of t-test [9] is (1).

\[
t = \frac{\bar{X} - \bar{Y}}{\sqrt{\frac{S_x^2}{n_x} + \frac{S_y^2}{n_y}}}
\]  

(1)

where, the freedom degree is equal to the smaller of \(n_x - 1\) and \(n_y - 1\), \(\bar{X} - \bar{Y}\) is the observed difference between means of sample and the expected value, \(\mu_1 - \mu_2\) is equal to zero when no difference in population means. In (1), \(n_x\) and \(n_y\) are the number of samples on each of the data sets X and Y. \(\bar{X}, \bar{Y}, S_x^2\) and \(S_y^2\) are the sample means and sample variances of sets X and Y, respectively. They are calculated as (2), (3), (4), and (5).

\[
\bar{X} = \frac{\sum_{i=1}^{n_x} X_i}{n_x}
\]  

(2)

\[
\bar{Y} = \frac{\sum_{i=1}^{n_y} Y_i}{n_y}
\]  

(3)

\[
S_x^2 = \frac{\sum_{i=1}^{n_x}(X_i - \bar{X})^2}{n_x - 1}
\]  

(4)

\[
S_y^2 = \frac{\sum_{i=1}^{n_y}(Y_i - \bar{Y})^2}{n_y - 1}
\]  

(5)

In statistics, the Pearson correlation coefficient, \(r\) is needed to calculate. This coefficient is the covariance of the two variables divided by the product of their standard deviations and it is obtained as (6).

\[
r_{xy} = \frac{\sum_{i=1}^{n}(X_i - \bar{X})(Y_i - \bar{Y})}{\sqrt{\sum_{i=1}^{n}(X_i - \bar{X})^2 \sum_{i=1}^{n}(Y_i - \bar{Y})^2}}
\]  

(6)

where, \(n\) is the sample size of data and \(X_i, Y_i\) are the individual sample data. The correlation coefficient ranges from –1 to 1 [10]. The values of \(r\) close to –1 or 1 indicate a strong linear relationship between two samples.

2.2. Confident interval and probability in statistics

The confidence level reflects the percent of confidence that the true mean difference, \(\mu_D\) is between the confidence interval limits. Typical confidence levels are 90%, 95%, and 99%, with 95% being the most common. It is desired to construct a \(100(1-\alpha)\) percent confidence interval for \(\mu_D\). In which, \(\alpha\) is the significance level used in the hypothesis tests. A value of 0.05 is most commonly used, but 0.1, 0.025, 0.01.
and other values are sometimes used. Typical values range from 0.001 to 0.20. The p-value is the probability that the test statistic will take a value at least as extreme as the observed value, assuming that the null hypothesis is true. If the p-value is less than the prescribed \( \alpha \), in this case, \( \alpha = 0.05 \), the null hypothesis is rejected [9].

3. HYPOTHESIS TESTING

A hypothesis test is a statistical way to reject (or to accept) a research hypothesis within a certain degree of confidence. It provides a way of quickly assessing the strength of evidence for a difference between two outcomes [11]. Pair sample is commonly used in case-control studies and is often used in experiments where two observations of before and after condition are used to compare. In this paper, the two-sample t-test is applied since the goal is to validate whether the condition that the damping rate of designed PSS is significantly different from the damping measurements of conventional tuned PSS.

The null hypothesis assumes that the true mean difference between the paired samples is zero. Conversely, the alternative hypothesis assumes that the true mean difference between the paired samples is not equal to zero. The paired sample t-test hypotheses are formally defined [12] as:
- The null hypothesis \( (H_0) \) assumes that the true mean difference, \( \mu_d \), is equal to zero, and
- The alternative hypothesis \( (H_1) \) assumes that \( \mu_d \) is not equal to zero.

3.1. Paired sample t-test

When the samples are dependent, a paired sample t-test for dependent means is used. This test employs the difference in values of the matched pairs [13]. Firstly, it is required to find the differences in the values of the sample pairs of data and it is denoted by (7).

\[
D = \bar{X} - \bar{Y}
\]

(7)

After calculating \( D \), the sum of the difference scores \( (\Sigma D) \), the sum of the squared difference scores \( (\Sigma D^2) \), and the mean difference score \( \bar{D} \) and the standard deviation of the difference scores \( s_D \) are calculated, respectively. The standard deviation \( s_D \) of the samples is defined by (8) and (9).

\[
s_D = \sqrt{\frac{SS_D}{n-1}}
\]

(8)

where,

\[
SS_D = \sum_{i=1}^{n} D_i^2 - \frac{\left( \sum_{i=1}^{n} D_i \right)^2}{n}
\]

(9)

The test value \( t \) formula is shown in (10) with the degree freedom \( (n-1) \).

\[
t = \frac{\bar{D} - \mu_d}{s_D / \sqrt{n}}
\]

(10)

Finally, it is required to evaluate the t-obtained value based on alpha \( (\alpha) = 0.05 \) and to compute the probability of the mean differences of the samples under the null hypothesis, \( \mu_d = 0 \).

3.2. t-test procedure and result interpretation

The procedure for a paired sample t-test consists of four steps. The first one is calculating the sample mean and the sample standard deviation. And then, the test statistic is tabulated. Finally, the probability \( (p) \) of observing the test statistic under the null hypothesis is carried out. This value is obtained by comparing \( t \) to a t-distribution with \( (n-1) \) degrees of freedom. This process can be done by statistical software for more accurate results. When interpreting the results of a paired sample t-test, statistical significance is determined by looking at the p-value. The lower the p-value, the lower the probability of obtaining a result like the one that was observed if the null hypothesis was true [9]. Therefore, to perform the t-test, the damping ratios of the power system with PSSs are used as the sample data of t-test. These data are analyzed in the following section.
4. DETECTION AND ANALYSIS OF OSCILLATION MODES

In this section, the previous research [4, 6] observation is utilized to confirm these results by applying t-test. In [4, 6], a practical model of the MEPE test system was used to validate the performance of PSS for damping oscillation. The total power generation is 3040 MW and 1120 MVAr while the total real power demands of the system are 2727 MW in the MEPE test system. The overall system information is provided in [4]. The stability analysis of the MEPE test system with and without PSSs are observed and analyzed using free and open-source software PSAT [14]. Based on the results of [4, 6], three cases: MEPE test system without PSS, with tuned PSS and with designed PSS are considered and these results are used as two sample inputs for t-test.

For the case study, the small-signal analysis routine of PSAT [14] was used for detecting the low-frequency oscillation modes. The complex eigenvalues ($\lambda = \sigma \pm j\omega$) occur in conjugate pairs and the nonzero eigenvalues, ($\pm j\omega$) define the electromechanical modes. The damping ratio is a good measure for damping [15]. The damping coefficient ($\zeta_i$) and oscillation frequency ($f_i$) of the $i^{th}$ eigenvalue are [16] defined as (11) and (12).

$$\xi_i = \frac{-\sigma_i}{\sqrt{\sigma_i^2 + \omega_i^2}} \quad (11)$$

$$f = \frac{\omega_i}{2\pi} \quad (12)$$

In the power system, electromechanical oscillations with damping ratios greater than 0.03 are considered as a reasonable level [17]. A damping ratio between 5% to 10% is acceptable for secure system operation; however, the 10% value is recommended for interconnected systems [18]. The current trend is to require the damping ratio to be higher than 0.05 for all modes overall operating conditions [6].

4.1. Damping influences of PSS in MEPE test system

In the MEPE test system, there are 40 generators and the numbers of state variables for the dynamic model depend on the type of generations. This paper briefly explains the eigenvalues result and the detailed theory and results are presented in [4, 6]. Through the dynamic analysis pane of PSAT [19], the plots of eigenvalues of the MEPE test system without and with PSS are illustrated in Figure 1 and Figure 2 respectively.

![Figure 1. Eigenvalue analysis of MEPE test system](image)

The eigenvalues indicate the system stability and how close the system is to become unstable. It also shows what frequencies and oscillation modes exist in the system [20]. According to the result of Figure 1, the critical modes with their oscillation frequency, damping ratio, and nature of the modes of MEPE test system have been achieved based on (11) and (12). From these results, three of these low-frequency modes present a damping ratio lower than 3% and the modes with less than 5% are presented in prior research [4].
To improve the damping, PSS is installed on the dominant generator and the resultant eigenvalues of the MEPE test system with PSSs are displayed in Figure 2. The positive eigenvalues (redpoint) in Figure 1 are shifted to the left that can be seen in Figure 2. After installing the PSS, all eigenvalues are negative and damping ratios are higher than that of without installing condition.

4.2. Investigation the damping ratio after installing designed PSS

To achieve the best damping ($\zeta > 0.05$), the PSS parameter is designed based on the GEP method and this designed PSS is installed on dominant generators that are most influenced in oscillation [6]. The eigenvalues result of the MEPE test system with designed PSS is represented in Figure 3. This section points out the result only and the detailed design procedure and results are illustrated in [6].

From the result of Figure 3, the damping ratios of all low-frequency modes are greater than 5% except Mode 15 that are denoted by oscillation frequency of eigenvalues result. The damping ratio of the MEPE test system is compared before PSS installation, after placing manual tuned PSS, and after installing the designed PSS. According to the eigenvalues results, the damping ratios and associated generators of low frequency modes are pointed out. There are 20 machines out of 40 that are sensitively influenced on damping and the relative damping ratios of three conditions are compared in Figure 4.
It can be observed from Figure 4 that the damping ratio of G4 and G6 are negative before installing PSS. Therefore, the damping ratio of the MEPE test system is increased after installing PSS when compared to the negative damping (G4 and G6) before installing PSS. Besides, the damping rates of the MEPE test system with design PSS are significantly uppermost in all conditions, and all damping ratios are reached to stability region with the values of greater than 5 % except G15. The overall damping ratio of the MEPE test system is significantly improved when installing the PSS designed based on the GEP method. In the next section, a statistical hypothesis test is used to prove the effect of designed PSS.

5. **STATISTICAL t-TEST FOR LOW-FREQUENCY OSCILLATION DAMPING**

To evaluate the effectiveness of PSS, the statistical t-test is applied in this section. To prove with a t-test, two samples (or treatments) are required. The data input for the t-test is damping ratios of the test system because it is needed to assess the impacts of PSS and to make the decision that PSS is more effective. As presented in section 4, the damping ratios of the respective situation are organized as the input parameters of the statistical t-test. In Table 1, damping ratios of three cases (without PSS, with PSS, and with designed PSS) with the same modes are planned. Theses damping ratios are used as the input parameters for statistical t-test.

| Sr. No. | Mode No. | Without PSS | With PSS | With designed PSS |
|---------|----------|-------------|----------|------------------|
| 1       | 1        | −12.62 %    | 22.29 %  | 12.22 %          |
| 2       | 2        | −5.99 %     | 22.27 %  | 22.59 %          |
| 3       | 3        | 5.06 %      | 3.54 %   | 22.25 %          |
| 4       | 5        | 0.08 %      | 17.97 %  | 18.90 %          |
| 5       | 6        | 8.81 %      | 12.81 %  | 20.29 %          |
| 6       | 7        | 17.18 %     | 4.08 %   | 19.19 %          |
| 7       | 8        | 5.50 %      | 18.15 %  | 22.65 %          |
| 8       | 10       | 6.35 %      | 7.65 %   | 25.43 %          |
| 9       | 11       | 19.07 %     | 20.29 %  | 20.45 %          |
| 10      | 12       | −3.28 %     | 11.15 %  | 8.01 %           |
| 11      | 13       | 2.87 %      | 6.04 %   | 20.43 %          |
| 12      | 16       | −9.98 %     | 3.35 %   | 4.56 %           |
| 13      | 17       | 3.13 %      | 16.91 %  | 17.11 %          |
| 14      | 18       | 4.26 %      | 4.37 %   | 5.69 %           |
| 15      | 19       | 2.64 %      | 4.93 %   | 6.78 %           |
| 16      | 20       | 7.36 %      | 7.95 %   | 9.46 %           |
| 17      | 21       | 3.12 %      | 0.51 %   | 11.05 %          |
| 18      | 23       | 57.30 %     | 95.80 %  | 95.87 %          |
| 19      | 25       | 97.11 %     | 90.84 %  | 91.23 %          |
| 20      | 28       | 80.93 %     | 98.59 %  | 98.83 %          |
| 21      | 29       | 97.88 %     | 88.63 %  | 98.83 %          |

The problem desires a 5 % level of significance which equates to a 95 % level of certainty. Therefore, the significance level α=0.05 is established for 95 % confidence interval and the degrees of
freedom (df) is (n-1). As presented in section 3.2, required t-test parameters are calculated and the results including the value of \( t \) and \( p \) are reported in the table.

For evaluating the effectiveness of PSS for power system oscillation damping, a suitable null hypothesis would be that there is no difference in the damping ratio between the two conditions.

Let the null hypothesis: \( H_0 = \mu_2 - \mu_1 = 0 \).

Let the alternative hypothesis: \( H_1 = \mu_2 - \mu_1 > 0 \).

5.1. Without PSS versus with PSS

Firstly, the damping effects of without PSS and with PSS are evaluated using t-test in this section. With the providing of eigenvalue analysis, the damping of two scenarios namely: Without PSS and with PSS at same modes are selected as two data set inputs for t-test. This test decides that

"Is there a specific difference between with and without PSS or not?"

where, \( \mu_1 \) and \( \mu_2 \) are the mean values of the damping ratio of without and with PSS respectively. The output parameters of the statistical t-test are shown in Table 2.

**Table 2. Output parameters of statistical t-test for case I**

| t-Test: Paired Two Sample for Means | Without PSS | With PSS |
|-------------------------------------|------------|----------|
| Mean                                | 0.219968182| 0.298354545|
| Variance                            | 0.13753418 | 0.133094775|
| Observations                        | 21         | 21       |
| Pearson Correlation                 | 0.932254673|          |
| Hypothesized Mean Difference        | 0          |          |
| df                                  | 20         |          |
| t Stat                              | -2.712834823|        |
| P(T<=t) one-tail                    | 0.00651669 |          |
| t Critical one-tail                 | 1.720742903|          |
| P(T<=t) two-tail                    | 0.01303338 |          |
| t Critical two-tail                 | 2.079613845|          |

It can be seen from the result that the means are significantly different since the p-value is extremely low. The means for the damping ratio are significantly different at \( p=0.00651669 \). Therefore, it can be practically assured that the mean of with PSS is greater than those of the test system without PSS. The result decides to reject the null hypothesis. It can be depicted that the results of the MEPE test system with PSS is more suitable than that of without PSS.

5.2. Without PSS versus with designed PSS

The two data set inputs for t-test are the damping ratio of case II: Without PSS and with designed PSS. This test decides that

"Is there a specific difference between without PSS and with designed PSS or not?"

The null hypothesis and alternative hypothesis are defined as the earlier section. Where, \( \mu_1 \) and \( \mu_2 \) are the mean damping ratio of without PSS and with designed PSS. The results of the statistical t-test are exposed in Table 3.

**Table 3. Output parameters of statistical t-test for case II**

| t-Test: Paired Two Sample for Means | Without PSS | With Designed PSS |
|-------------------------------------|------------|-------------------|
| Mean                                | 0.184180952| 0.3030288762      |
| Variance                            | 0.114826124| 0.108729923       |
| Observations                        | 21         | 21                |
| Pearson Correlation                 | 0.948643384|                  |
| Hypothesized Mean Difference        | 0          |                   |
| df                                  | 20         |                   |
| t Stat                              | -5.374946208|                |
| P(T<=t) one-tail                    | 0.0000146048|               |
| t Critical one-tail                 | 1.724718243|                  |
| P(T<=t) two-tail                    | 0.0000292096|                |
| t Critical two-tail                 | 2.085963447|                  |
Among the variables that appear in the results table, depending on the research purpose, the p-value is the most important. Since the value of $\alpha$ is set at 0.05 and the p-value (0.0000146048) is expressively less than 0.05, it can be said that there is a statistically significant difference. Also, the mean of two data sets is different, the null hypothesis is rejected. Therefore, the second case (with designed PSS) is more effective for system damping.

5.3. With PSS versus with designed PSS

In this section, the MEPE test system with PSS and designed PSS are assessed with a statistical test to determine whether the PSS is more effective. These data inputs are demonstrated in Table 1. To decide the specific differences between the two PSS, the hypothesis question is that

"Is there a specific difference between with PSS and designed PSS or not?"

where, $\mu_1$ and $\mu_2$ are the mean damping ratio of case III: Test system with PSS and with designed PSS.

The t-test results are in the Table 4. From the results, the p-value of both one tail (0.006059454), and two tail (0.012118907) are less than 0.05 of the desired confidence intervals. The means are significantly different because the probability is low. The mean of the first situation (with PSS) is less than that of the second situation (with designed PSS). Therefore, the decision is the power to reject the null hypothesis. It can be concluded from the test results that the designed PSS is more effective than that of tuned PSS.

Table 4. Output parameters of statistical t-test for case III

| t-Test: Paired two sample for means | With PSS | With Designed PSS |
|------------------------------------|----------|-------------------|
| Mean                               | 0.265771429 | 0.310288762 |
| Variance                           | 0.115225179 | 0.108729923 |
| Observations                       | 21        | 21                |
| Pearson Correlation                | 0.975988219 |                 |
| Hypothesized Mean Difference       | 0         |                   |
| df                                 | 20        |                   |
| $t$ Stat                           | -2.758447129 |                 |
| $P(T<=t)$ one-tail                 | 0.006059454 |                 |
| $t$ Critical one-tail              | 1.724718243 |                 |
| $P(T<=t)$ two-tail                 | 0.012118907 |                 |
| $t$ Critical two-tail              | 2.085963447 |                 |

5.4. Overall discussion on statistical t-test

The parametric test called t-test is used for conducting statistically significant tests in the testing hypotheses. The t value will be positive if the first mean is larger than the second and negative if it is smaller. In this test, it is needed to take 0.05 as the appropriate level of significance while conducting the t-test. The level of significance refers to the minimum probability that there will be a false rejection of the null hypothesis. If the calculated p value is less than 0.05, the conclusion is that, statistically, the mean difference between the paired observations is significantly different. The probability results are expressed in Figure 5.
The results from Figure 5 show that the p value is significantly low and especially p values are about three in five hundred for Figure 5(a) and(c) and the probability of about seven in five hundred thousand. It can be said that the null hypothesis gets rejected and the MEPE test system with designed PSS is most applicable for the improvement of oscillation damping in the power system in all statistical t-tests.

6. CONCLUSION

In this paper, a statistical t-test is applied to monitor and assess the different performances of PSS and to certify the effectiveness of designed PSS. To improve the stability and to achieve better damping oscillation, manual tuned PSS and designed PSS are equipped on the generator of the MEPE test system is presented. Eigenvalues analysis is provided to demonstrate the damping ratio and low-frequency modes of the associated generator. PSS based design methodology is provided to improve the oscillatory stability. This paper has proposed the statistical test to assess the damping rate of PSS for power system oscillation. The concept of hypothesis has been explained as the difference in the application of tuned PSS and designed PSS. The null hypothesis, \( H_0 \) was that there is no significant difference in damping ratio means with the use of designed PSS. The t-test result showed that there is a significant difference in means of damping ratios with the application of designed PSS and is encouraged to be accepted by applying designed PSS. Based on the probability value of statistical t-test analysis, the designed PSS achieved the targeted stability margins and enhances the damping of low-frequency modes significantly at a 95 percent confidence interval.
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