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Abstract
This paper considers a multiple stopping time problem for a Markov chain observed in noise, where a decision maker chooses at most $L$ stopping times to maximize a cumulative objective. We formulate the problem as a Partially Observed Markov Decision Process (POMDP) and derive structural results for the optimal multiple stopping policy. The main results are as follows: i) The optimal multiple stopping policy is shown to be characterized by threshold curves $\Gamma_l$, for $l = 1, \ldots, L$, in the unit simplex of Bayesian Posteriors. ii) The stopping sets $S_l$ (defined by the threshold curves $\Gamma_l$) are shown to exhibit the following nested structure $S_l \subset S_{l+1}$. iii) The optimal cumulative reward is shown to be monotone with respect to the copositive ordering of the transition matrix. iv) A stochastic gradient algorithm is provided for estimating linear threshold policies by exploiting the structural results. These linear threshold policies approximate the threshold curves $\Gamma_l$, and share the monotone structure of the optimal multiple stopping policy. As an illustrative example, we apply the multiple stopping framework to interactively schedule advertisements in live online social media. It is shown that advertisement scheduling using multiple stopping performs significantly better than currently used methods.
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1 Introduction

Classical optimal stopping time problem is concerned with choosing a single time to take a stop action by observing a sequence of random variables in order to maximize a reward function. It has applications in numerous fields ranging from hypothesis testing [1,2], parameter estimation [2], machine replacement [3,4], multi-armed bandits and quickest change detection [5,6,7]. The optimal multiple stopping time problem generalizes the classical single stopping problem; the objective is to stop $L$-times to maximize the cumulative reward.

In this paper, motivated by the problem of interactive advertisement (ad) scheduling in personalized live social media, we consider a multiple stopping time problem in a partially observed Markov chain. Figure 1 shows the schematic setup of the ad scheduling problem considered in this paper. The broadcaster (decision maker) in Figure 1 wishes to schedule at most $L$ ads to maximize the cumulative advertisement revenue.

Main results and Organization

The multiple stopping time problem considered in this paper is a non-trivial generalization of the single stopping time problem, in that applying the single stopping policy multiple times doesn’t yield the maximum possible cumulative reward; see Section 5 for a numerical example. Section 2 formulates the stochastic control problem faced by the decision maker (Broadcaster in Figure 1) as a multiple stopping time partially observed Markov decision process (POMDP): the POMDP formulation is natural in the context of a partially observed multi-state Markov chain with multiple actions ($L$ stops, continue). It is well known that for a POMDP, the computation of the optimal policy is PSPACE-complete [8]. Hence, we provide structural results on the optimal multiple stopping policy. The structural results are obtained by imposing sufficient conditions on the model - the main
tools used are submodularity and stochastic dominance on the belief space of posterior distributions.

This paper has the following main results:

1. **Optimality of threshold policies**: Section 3.3 provides the main structural result of the paper. Specifically, Theorem 1 asserts that the optimal policy is characterized by up to \( L \) threshold curves, \( \Gamma_l \) on the unit simplex of Bayesian posteriors (belief states). To prove this result we use the monotone likelihood ratio (MLR) stochastic order since it is preserved under conditional expectations. However, determining the optimal policy is non-trivial since the policy can only be characterized on a partially ordered set (more generally, a lattice) within the unit simplex. We modify the MLR stochastic order to operate on line segments within the unit simplex of posterior distributions. Such line segments form chains (totally ordered subsets of a partially ordered set) and permit us to prove that the optimal decision policy has a threshold structure. In addition, similar to [9], we show that the stopping sets (set of belief states at which the decision maker stops) have a nested structure.

2. **Monotonicity of cumulative reward with transition matrix**: Section 3.4 characterizes how the cumulative reward changes with respect to copositive ordering of the transition matrix. Specifically, Theorem 2 asserts that the optimal cumulative reward is monotone with respect to the copositive ordering of the transition matrix. The result can be used to implement reduced complexity posterior calculations for Markov chains with large dimension state space.

3. **Optimal Linear Threshold and their Estimation**: For the threshold curves \( \Gamma_l, l = 1, \ldots, L \), Theorem 3 and Theorem 4 give necessary and sufficient conditions for the optimal linear hyperplane approximation (linear threshold policies) that preserves the structure of the optimal multiple stopping policy. Section 4 presents a simulation based stochastic gradient algorithm (Algorithm 1) to compute the optimal linear threshold policies. The advantage of the simulation based algorithm is that it is very easy to implement and is computationally efficient.

4. **Application to Interactive Advertising in live social media**: To illustrate the usefulness of the structural results for the multiple stopping time problem, we consider the application of interactive advertisement scheduling in personalized live social media. The problem of optimal scheduling of ads has been studied in the context of advertising in television; see [10], [11] and the references therein. However, scheduling ads on live online social media is different from scheduling ads on television in two significant ways [12]: i) real-time measurement of viewer engagement (comments and likes on the content). ii) revenue is based on viewer engagement with the ads rather than a pre-negotiated contract.

In Section 5, we use a real dataset from Periscope, a popular personalized live streaming application owned by Twitter, to optimally schedule multiple ads \((L > 1)\) in a sequential manner so as to maximize the advertising revenue. The numerical results show that the policy obtained through the multiple stopping framework outperforms conventional scheduling techniques.

**Context and Related Literature**

The problem of optimal multiple stopping has been well studied in the literature. In the classic \( L \)-secretary problem [13], independent and identically (i.i.d) observations are presented sequentially to the decision maker and the objective is to select \( L \) observations so as to maximize the sum of reward (a function of observation). The classical setting with i.i.d observations have been extended to consider variety of scenarios such as the observation times arising out of Poisson process [14], observations with a joint distribution and possibly depending on the stopping times in [15] and for random horizon in [16]. However, very few works consider optimal multiple stopping over a partially observed Markov chain. The closest work is due to Nakai [9] who considers optimal \( L \)-stopping over a finite horizon of length \( N \) in a partially observed Markov chain. In [9], properties of the value function and the nested property of the stopping regions is derived. The major weakness of [9] is the absence of an algorithm to compute the optimal policy utilizing the structural results. In addition, for many practical appli-
cations such as the interactive advertisement scheduling problem considered in this paper, the length of the horizon is not known apriori. Hence, this paper considers the multiple stopping problem over an infinite horizon, derives additional structural results compared to [9] and provides a stochastic gradient algorithm to compute optimal approximation policies satisfying the structural results.

The optimal multiple stopping time problem can be contrasted to the recent work on sequential sampling with "causality constraints". [17] considers the case where a decision maker is limited to a finite number of observations (sampling constraints) and must adaptively decide the observation strategy so as to perform quickest detection on a data stream. The extension to the case where the sampling constraints are replenished randomly is considered in [18]. In the multiple stopping time problem, considered in this paper, there is no constraint on the observations and the objective is to stop at most \( L \) times to maximize the cumulative reward.

The optimal multiple stopping time problem, considered in this paper, is similar to the sequential scheduling problem with uncertainty [19] and the optimal search problem considered in the literature. [20] and [21] consider the problem of finding the optimal launch times for a firm under strategic consumers and competition from other firms to maximize profit. However, in this paper, we deal with sequential scheduling in a partially observed case. [22] consider an optimal search problem where the searcher receives imperfect information on a (static) target location and decides optimally to search or interdict by solving a classical optimal stopping problem (\( L = 1 \)). However, the multiple-stopping problem considered in this paper is equivalent to a search problem where the underlying process is evolving (Markovian) and the searcher needs to optimally stop \( L > 1 \) times to achieve a specific objective.

Apart from interactive advertising, there are several other applications of the multiple stopping problem considered in this paper: American options with multiple exercise times [23], L-commodities problem [14], investment decision making [24], to name a few.

2 Sequential multiple stopping and Stochastic dynamic programming

In this section, we formulate the optimal multiple stopping time problem as a POMDP. In Section 2.3, we present a solution to the POMDP using stochastic dynamic programming. This sets the stage for Section 3 where we analyze the structure of the optimal policy.

2.1 Optimal Multiple Stopping: POMDP Formulation

Consider a discrete time Markov chain \( X_t \) with state-space \( S = \{1, 2, \ldots, S\} \). Here, \( t = 0, 1, \ldots \) denote discrete time. The decision maker receives a noisy observation \( Y_t \) of the state \( X_t \) at each time \( t \). The decision maker wishes to stop at most \( L \) times over an infinite horizon. The positive integer \( L \), is chosen a priori \(^5\). At each time the decision maker either stops or continues, and obtains a reward that depends on the current state of the Markov chain. The objective of the decision maker is to opportunistically select the best time instants to stop so as to maximize the cumulative reward. This problem of stopping at most \( L \) times sequentially so as to maximize the cumulative reward corresponds to a multiple stopping time problem with \( L \)-stops.

The multiple stopping time problem consists of the following components:

1. State Dynamics: The Markov chain has transition matrix \( P \) and initial probability vector \( \pi_0 \); so

\[
P(i, j) = P(X_{t+1} = j | X_t = i), \quad \pi_0(i) = P(X_0 = i). \quad (1)
\]

2. Observations: At each time instant \( t \), the decision maker receives noisy observation \( Y_t \) of the state \( X_t \). Denote, the conditional probability of receiving observation \( j \in Y \) (\( Y_t = j \)) in state \( i \) (\( X_t = i \)) by \( B(i, j) \). Then,

\[
B(i, j) = P(Y_t = j | X_t = i) \quad \forall i \in S, j \in Y. \quad (2)
\]

3. Actions: At each time instant \( t \), the decision maker chooses an action \( a_t \in A = \{1 \text{ (Stop)} , 2 \text{ (Continue)} \} \) to either stop or to continue.

4. Reward: Choosing the stop action at time \( t \), when there are \( l \) additional stops remaining, the decision maker accrues a reward \(^6\) \( r_t(X_t, a = 1) \), where \( X_t \) is the state of the Markov chain at time \( t \). Similarly, if the decision maker chooses to continue, it will accrue \( r_t(X_t, a = 2) \).

5. Scheduling Policy: The history available to the decision maker at time \( t \) is

\[
Z_t = \{ \pi_0, u_0, Y_1, \ldots, u_{t-1}, Y_t \}.
\]

\(^5\) The number of stops is a design parameter available to the decision maker. In this paper, we do not consider the problem of choosing the optimal number of stops.

\(^6\) In the interactive advertisement scheduling application, the reward is indexed by the number of stops remaining to denote the varying ad revenue from the different ads placed during a session.
The scheduling policy \( \mu_i \), at each time \( t \), maps \( Z_t \) to action \( u_t \) i.e. the action chosen at time \( t \) is \( u_t = \mu_i(Z_t) \).

Let \( \mathcal{U} \) denote the set of admissible policies. **Objective:**

For \( l \in \{1, 2, \ldots, L\} \), let \( \tau_l \) denote the stopping time when there are \( l \) stops remaining, i.e.

\[
\tau_l = \inf \{ t : t > \tau_{l+1}, u_t = 1 \}, \text{ with } \tau_{L+1} = 0. \quad (3)
\]

For policy \( \mu \) and initial belief \( \pi_0 \), the cumulative reward is:

\[
J_\mu(\pi_0) = \mathbb{E}_\mu \left\{ \sum_{t=0}^{\tau_{L-1}} \rho^t r_L(X_t, 2) + \rho^{\tau_l} r_L(X_{\tau_l}, 1) + \sum_{t=\tau_l+1}^{\infty} \rho^t r_0(0, 2) \mid \pi_0 \right\},
\]

where the expectation is over the state dynamics and the observation distribution. In (4), \( \rho \in [0, 1] \) denotes a user-defined economic discount factor. Choosing \( \rho < 1 \) de-emphasizes the effect of decisions taken at later time instants on the cumulative reward.

The decision maker aims to compute the optimal strategy \( \mu^* \) to maximize (4), i.e.

\[
\mu^* = \arg \max_{\mu \in \mathcal{U}} J_\mu(\pi_0). \quad (5)
\]

**Remark 1** The above formulation is an instance of a special type of POMDP called the stopping time POMDP. This is seen as follows: the objective in (4) can be expressed as an infinite horizon criteria by augmenting a fictitious absorbing state-0 that has zero reward, i.e. \( r_0(0, u) = 0 \) \( u \in \mathcal{A} \). When \( L \) stop actions are taken, the system transitions to state 0 and remains there indefinitely. Then (4) is equivalent to the following discounted infinite horizon criteria:

\[
J_\mu(\pi_0) = \mathbb{E}_\mu \left\{ \sum_{t=0}^{\tau_{L-1}} \rho^t r_L(X_t, 2) + \rho^{\tau_l} r_L(X_{\tau_l}, 1) + \sum_{t=\tau_l+1}^{\infty} \rho^t r_0(0, 2) \mid \pi_0 \right\},
\]

where the last summation is zero.

**Remark 2 (Finite horizon constraint)** This paper considers the problem of at most \( L \) stops with no constraints on the stopping times. Our results also hold straightforwardly for the case where \( L \) stops need to be made within a pre-specified finite time horizon. Then, the optimal policy will be non-stationary and the structural results presented in subsequent sections apply at each time instant.

### 2.2 Belief State Formulation of the Objective

As is customary for partially observed control problems, we reformulate the dynamics and cumulative objective in terms of the belief state. Let \( \Pi \) denote the belief space of \( S \)-dimensional probability vectors. The belief space is the unit \( S - 1 \) dimensional simplex:

\[
\Pi = \left\{ \pi : 0 \leq \pi(i) \leq 1, \sum_{i=1}^{S} \pi(i) = 1 \right\}. \quad (6)
\]

The belief state at time \( t \), denoted by \( \pi_t \in \Pi \), is the posterior probability of \( X_t \) given the history \( Z_t \). The belief state is a sufficient statistic of \( Z_t \) [25], and evolves according to the following Hidden Markov Bayesian filter update [8]:

\[
\pi_{t+1} = T(\pi_t, Y_{t+1}), \quad \text{where}
\]

\[
T(\pi, y) = \frac{B y P \pi}{\sigma(\pi, y)}, \quad \sigma(\pi, y) = 1_S B y P \pi, \quad (7)
\]

\[
B_y = \text{diag} (B(1, y), \ldots, B(S, y)).
\]

Here \( 1_S \) represents the \( S \)-dimensional vectors of ones.

Using the smoothing property of conditional expectations, the objective in (4) can be reformulated in terms of belief state as:

\[
J_\mu(\pi_0) = \mathbb{E}_\mu \left\{ \sum_{t=0}^{\tau_{L-1}} \rho^t r_{2,L} \pi_t + \rho^{\tau_l} r_{1,L} \pi_{\tau_l} + \sum_{t=\tau_l+1}^{\infty} \rho^t r_{2,0} \pi_t \mid \pi_0 \right\}, \quad (8)
\]

where \( r_{u,l} = [r_l(1, u), \ldots, r_l(S, u)]' \). For the stopping time problem (8), there exists a stationary optimal policy [25]. Since the belief state is a sufficient statistic of
computing the optimal stationary policy \( \mu^* : \Pi \times [L] \rightarrow \mathcal{A} \), where \([L] = \{1, 2, \ldots, L\}\), as a function of belief and number of stops remaining to maximize (8).

2.3 Stochastic Dynamic Programming

Computing the optimal policy \( \mu^* \) to maximize (5) or equivalently (8) involves solving multiple stopping Bellman’s dynamic programming equation [25]:

\[
\begin{align*}
\mu^*(\pi, l) &= \arg \max_{u \in \mathcal{A}} Q(\pi, l, u), \\
V(\pi, l) &= \max_{u \in \mathcal{A}} Q(\pi, l, u), \quad \text{(9)}
\end{align*}
\]

\[
Q(\pi, l, 1) = r_{1, l}^{*} \pi + \rho \sum_{y \in \mathcal{Y}} V(T(\pi, y), l - 1) \sigma(\pi, y),
\]

\[
Q(\pi, l, 2) = r_{2, l}^{*} \pi + \rho \sum_{y \in \mathcal{Y}} V(T(\pi, y), l) \sigma(\pi, y).
\]

**Discussion:** In (9), \( V(\pi, l) \) denotes the optimal value function at belief \( \pi \) when \( l \) stops are remaining, and is the expected accumulated reward induced by the optimal policy \( \mu^* \). The optimal value function is the fixed point solution of the set of Bellman equations in (9). The fixed point solution can be obtained using the value iteration algorithm (see Appendix B). \( Q(\pi, l, u) \) is the expected accumulated reward starting at belief \( \pi \) when \( l \) stops remaining, and taking action \( u \) and then using the optimal policy \( \mu^* \). The Bellman equations can be explained as follows: When a stop action \( (u = 1) \) is taken, the decision maker obtains an instantaneous reward \( r_{1, l}^{*} \pi \) and the number of stops remaining reduce by 1. When the continue action is taken \( (u = 2) \), the decision maker obtains an instantaneous reward of \( r_{2, l}^{*} \pi \), and the number of stops remaining is unaffected. The belief evolves according to (7). The second term in the summation compiles the expected future reward where the expectations is with respect to the observation distribution.

Since the state-space \( \Pi \) is a continuum, Bellman’s equation (9) or the value iteration algorithm in Appendix B does not translate into a practical solution methodology as \( V(\pi, l) \) needs to be evaluated at each \( \pi \in \Pi \). This, in turn, renders the computation of the optimal policy \( \mu^*(\pi, l) \) intractable.\(^8\)

---

3 Optimal Multiple Stopping: Structural results

In this section, we derive structural results for the optimal policy (9) of the multiple stopping time problem. In Section 3.3, we show that under reasonable conditions on the POMDP parameters, the optimal policy is a monotone policy. In addition, in Section 3.4, we show the monotone property of the cumulative reward.

3.1 Definitions

Define the stopping set \( S^l \) (the set of belief states where stop is the optimal action), when \( l \) stops are remaining as:

\[
S^l = \{ \pi : \mu^*(\pi, l) = 1 \}.
\]

Correspondingly, the continue set (the set of belief states where continue is the optimal action) is defined as

\[
C^l = \{ \pi : \mu^*(\pi, l) = 2 \}.
\]

Let \( W(\pi, l) \) be defined as

\[
W(\pi, l) = V(\pi, l) - V(\pi, l - 1).
\]

The stopping and continue sets in terms of \( W \) defined in (12) is as follows:

\[
S^l = \{ \pi | \rho |^{\pi} \geq \rho \sum_{y} W(\pi, y, l) \sigma(\pi, y) \},
\]

\[
C^l = \{ \pi | \rho |^{\pi} < \rho \sum_{y} W(\pi, y, l) \sigma(\pi, y) \}.
\]

where, \( r_{1, l} = r_{1, l} - r_{2, l} \).

**Remark 3** For notational convenience, in this paper, without loss of generality, assume \( r_{1, l} = r_{1} \) and \( r_{2, l} = 0 \). So, the decision maker accrues no reward for the continue action. Similarly, we consider \( r_1 = r_2 = \cdots = r_L = r \), i.e., the rewards are not dependent on \( l \). It should be noted however that the structural results continue to hold for the case where the instantaneous rewards \( r_{1} \) are dependent on \( l \).

In general, the stopping and continue sets can be arbitrary partitions of the simplex \( \Pi \). However, in Section 3.3, we give sufficient conditions on the model so that these sets can be characterized by threshold curves. The question of computing the optimal policy, then, reduces to estimating the threshold curves.

It is worth pointing out that in the classical stopping POMDPs in [8] with a single stop action, the stopping and continue sets are characterized in terms of convex value function. The key difficulty of the multiple stopping problem, considered in this paper, is that \( W \) being the difference of two convex value functions does not share the convex properties of the value function.
3.2 Assumptions

The main result below, namely, Theorem 1, requires the following assumptions on the reward vector, \( r \), the transition matrix, \( P \) and the observation distribution, \( B \).

(A1) \( P \) is totally positive of order 2 (TP2), i.e. all second order minors are non-negative (see Definition 4 in Appendix A.1).

(A2) \( B \) is TP2.

(A3) The vector, \( \bar{r} = (I - \rho P)r \), has decreasing elements, i.e. \( \bar{r}(1) \geq \cdots \geq \bar{r}(S) \).

Discussion of Assumptions:

When \( S = 2 \), (A1) is valid when \( P(1, 1) \geq P(2, 1) \). When \( S > 2 \), consider the tridiagonal transition matrix\(^9\) with \( P(i, j) = 0, i \neq j \) and \( i < j \). \( (A1) \) is valid if \( P(i, i)P(i + 1, i + 1) \geq P(i + 1, i)P(i, i + 1) \).

(A2) holds for numerous examples. Examples include binomial, Poisson, geometric, Gaussian, exponential, etc. Table 1.1\(^10\) and Table 1.2\(^11\) in [27] contains a detailed list. In the numerical results in Section 5, we use the Poisson distribution where \( B(i, j) = \frac{g_i^j \exp(-g_i)}{j!} \), where \( g_i \) is the mean of the Poisson distribution. (A2) is satisfied if \( g_i \) decreases monotonically with \( i \). For a continuous observation distribution such as Gaussian whose mean is dependent on the state of the Markov chain (variance is fixed), (A2) is satisfied when the mean monotonically decreases with \( i \).

(A3) is a joint condition on the reward vector and the transition matrix. Proposition 1, below, shows that (A3) and (A1) jointly imply that the reward vector \( r \) has decreasing elements. When \( S = 2 \), it can be verified that \( r \) having decreasing elements is sufficient for \( (I - \rho P)r \) to have decreasing elements. For \( S > 2 \), (A3) is a stronger condition than having the elements of \( r \) decreasing.

(A3) is easy to interpret when \( P \) has additional structure. For example, consider a slowly varying Markov chain with \( P = I + \epsilon Q \), where \( Q(i, j) > 0, i \neq j \), \( \sum_j Q(i, j) = 0 \), and \( \epsilon > 0 \). Here \( \frac{1}{\epsilon} > \max_i \sum_j |Q(i, j)| \) for \( P \) to be a valid transition matrix. Then (A3) is equivalent to \( r \) having decreasing elements. Such slowly varying matrices arise in a lot of applications like manufacturing systems, internet packet transmission and wireless communication (see Section 1.3 in [28]). Also, the user interest in online social media typically evolves slowly [29].

\( \text{The reward vector } r \text{ captures the preference of the decision maker - the highest reward is accrued in State 1. } \)

**Proposition 1** If \( P \) is TP2 and \( (I - \rho P)r \) has decreasing elements, then \( r \) has decreasing elements.

The proof of Proposition 1 is in Appendix D.1.

3.3 Main Result: Optimality of Threshold policies

The main result below (Theorem 1) states that the optimal policy is monotone with respect to the belief state \( \pi \). However, for a monotone policy to be well defined, we need to first define the ordering between two belief states. For \( S = 2 \), the belief \( \pi = [1 - \pi(2) \pi(2)] \) can be completely ordered with respect to \( \pi(2) \in [0, 1] \). However, for \( S > 2 \), comparing belief states requires using stochastic orders which are partial orders. We will use the monotone likelihood ratio (MLR) (see Def. 1 in Appendix A.1); it is ideal for partially observed control problems since it is preserved under conditional expectation (Bayesian update).

Under reasonable conditions, Theorem 1 asserts that the optimal policy \( \mu^*(\pi) \) is monotonically decreasing in \( \pi \) with respect to the MLR order. However, despite this monotonicity, determining the optimal policy is nontrivial since the policy can only be characterized on a partially ordered set. The main innovation in Theorem 1 is to modify the MLR stochastic order to operate on lines \( \mathcal{L}(e_1, \bar{\pi}) \) and \( \mathcal{L}(e_S, \bar{\pi}) \) (see Appendix A) within the belief space. Such line segments form chains (totally ordered subsets of a partially ordered set) and permit us to prove that the optimal decision policy has a threshold structure.

Fig. 2. Visual illustration of Theorem 1. Each of the stopping sets \( S^l \) is characterized by a threshold curve \( \Gamma_l \). Each of the threshold curve \( \Gamma_l \) intersects the line \( \mathcal{L}(e_1, \bar{\pi}) \) at most once.

**Theorem 1** Assume (A1), (A2) and (A3). Then,

\( \text{A There exists an optimal policy } \mu^*(\pi, l) \text{ that is decreasing on lines } \mathcal{L}(e_1, \bar{\pi}), \text{ and } \mathcal{L}(e_S, \bar{\pi}) \text{ in the belief space } \Pi \text{ for each } l. \)

---

\(^9\) The transition matrices computed on real dataset in Section 5 follow a tridiagonal structure; refer to (24).

\(^10\) The following continuous distribution satisfy (A2): Exponential, Normal, Gamma, Weibull, Lognormal, Beta. Apart from numerous discrete probability mass functions, the following discrete distribution satisfy (A2): Poisson, Binomial, Geometric.
There exists an optimal switching curve \( \Gamma_l \), for each \( l \), that partitions the belief space \( \Pi \) into two individually connected sets \( S^l \) and \( C^l \), such that the optimal policy is

\[
\mu^*(\pi, l) = \begin{cases} 
1 & \text{if } \pi \in S^l \\
2 & \text{if } \pi \in C^l 
\end{cases}
\]

(14)

The proof of Theorem 1 is given in Appendix C.4.

Discussion: Theorem 1A asserts that the optimal policy is monotonically decreasing on the line \( \mathcal{L}(e_1, \bar{\pi}) \), as shown in Figure 2. Hence, on each line \( \mathcal{L}(e_1, \bar{\pi}) \) there exists a threshold above (in MLR sense) which it is optimal to Stop and below which it is optimal to Continue. Theorem 1B asserts, for each \( l \), the stopping and continue sets are connected. Hence, there exists a threshold curve, \( \Gamma_l \), as shown in Figure 2, obtained by joining the thresholds, from Theorem 1A, on each of the line \( \mathcal{L}(e_1, \bar{\pi}) \). Theorem 1C proves the nested structure of the stopping sets: The stopping set when \( l-1 \) stops are remaining is a subset of the stopping set when there are \( l \) stops remaining.

In addition, Proposition 2, below, shows that the stopping set enclosed by the threshold curve is a union of convex sets and hence, the threshold curve is continuous and differentiable almost everywhere.

**Proposition 2** The stopping set \( S^l \) is a finite union of convex sets.

The proof of Proposition 2 is in Appendix D.2.

### 3.4 Main Result 2: Monotonicity of cumulative reward with transition matrix

Large transition matrices, common in real world applications, require large number of numerical computations to keep track of the belief dynamics in (7). Knowledge of the belief state is crucial to implement the optimal policy using a scheduler. One approach to deal with the computational bottleneck is to select a suitable transition matrix “close” to the true transition matrix such that the computation of the belief update is cheaper. It was shown in [30] that convex optimization techniques can be used to compute reduced rank matrices that bound (in terms of copositive ordering- Definition 6 in Appendix) the true transition matrix \( \bar{P} \) from above and below, i.e. \( P \preceq \bar{P} \preceq \bar{P} \). Computing the belief state in (7) requires \( \mathcal{O}(S^2) \) computations, which could be expensive for large dimensional state space. The computational cost is reduced by using low rank (rank \( R \) ) transition matrices \( (P \) and \( \bar{P} \) ) which requires only \( \mathcal{O}(RS) \) numerical operations. This leads us to the following question: How does the optimal cumulative reward of a multiple stopping time problem vary with transition matrix \( P \)? The main result below shows that if the transition matrices are partially ordered with respect to the copositive ordering so that \( P \succeq \bar{P} \) then \( J_{\mu^*}(P) \geq J_{\mu^*}(\bar{P}) \).

**Theorem 2** Consider two multiple stopping time problems with transition matrices \( P \) and \( \bar{P} \), respectively, where \( P \succeq \bar{P} \) with respect to copositive ordering (Definition 6 in Appendix). If (A1) to (A3) hold, then the optimal cumulative rewards satisfy

\[
J_{\mu^*}(P) \geq J_{\mu^*}(\bar{P}).
\]

The proof of Theorem 2 is in Appendix C.5.1; see also [8, Theorem 14.8.1].

Discussion: Theorem 2 asserts that larger transition matrix (with respect to the copositive order) always results in a larger optimal reward. This is useful in obtaining bounds on the achievable rewards in applications like interactive advertisement scheduling, where the interest dynamics change slowly over time. Also, the performance loss from using a low rank transition matrix for interest dynamics - to reduce the complexity of the real time scheduler - can be characterized.

Summary: This section derived the structural results of the optimal multiple stopping problem. The main structural result is in Theorem 1. Theorem 1 generalizes the results in [9]. In addition to the nested property in [9], Theorem 1 characterizes the optimal policy by up to \( L \) threshold curves. Additionally, Theorem 2 established the monotonicity of the optimal cumulative reward with respect to the copositive ordering of the transition matrix.

### 4 Stochastic Gradient Algorithm for estimating optimal linear threshold policies

In light of Theorem 1, computing the optimal policy reduces to estimating \( L \)-threshold curves in the unit simplex (belief space), one for each of the \( L \)-stops. The threshold curves can be approximated by any of the standard basis functions. In this paper, we will restrict the approximation to linear threshold policies, i.e. policies of the form given in (15). However, any such approximation needs to capture the essence of Theorem 1, i.e. the optimal policy is MLR decreasing on lines, connected and satisfy the nested property. We call such linear threshold policies (that captures the essence of Theorem 1) as the optimal linear threshold policies.

\[\text{In general, the optimal policy is not unique. The theorem asserts that there exists a version of the optimal policy that is monotone.}\]
Section 4.1 derives necessary and sufficient conditions to characterize such linear threshold policies. Algorithm 1 in Section 4.2 is a simulation based algorithm to compute the optimal linear threshold policies. The simulation based algorithm is computationally efficient (see comments at end of Section 4.2).

4.1 Structure of optimal linear threshold policies for multiple stopping

We define a linear parametrized policy on the belief space \( \Pi \) as follows. Let \( \theta_i \in \mathbb{R}^{S-1} \) denote the parameters of linear hyperplane. Then, linear threshold policies as a function of the belief \( \pi \) and the number of stops remaining \( l \), are defined as

\[
\mu_\theta(\pi, l) = \begin{cases} 
1 & \text{if } \begin{bmatrix} 0 & 1 \end{bmatrix} \begin{bmatrix} \pi^T \end{bmatrix} \leq 0 \\
2 & \text{otherwise}
\end{cases} \tag{15}
\]

The linear policy \( \mu_\theta(\pi, l) \) is indexed by \( \theta \) to show the explicit dependence of the parameters on the policy. In (15), \( \theta = (\theta_1, \theta_2, \ldots, \theta_L) \in \mathbb{R}^{L \times (S-1)} \) is the concatenation of the \( \theta_i \) vectors, one for each of the \( L \)-stops.

Discussion: We will briefly discuss (15): Given a general linear policy of the form \( \alpha \pi \leq \beta \), the specific form in (15) is obtained using i) the sum constraint on the belief \( \pi \), i.e. \( \sum_{i=1}^{S} \pi(i) = 1 \), ii) Scale invariance: For any positive constant \( c \), \( \alpha' \pi \leq \beta' \) \( \Rightarrow \alpha \pi \leq c \beta \). Also, notice that the dimension of both \( \begin{bmatrix} 0 & 1 \end{bmatrix} \theta_i \) and \( \begin{bmatrix} \pi^T \end{bmatrix} \) is \( S+1 \), since \( \theta_i \in \mathbb{R}^{S-1} \) and \( \pi \in \mathbb{R}^S \).

In Theorem 1A, it was established that the optimal multiple stopping policy is MLR decreasing on specific lines within the belief space, i.e. for \( \pi_1 \geq \pi_2, r(\pi_1, l) \leq r(\pi_2, l); i = 1, S \). Theorem 3 gives necessary and sufficient conditions on the coefficient vector \( \theta_i \) such that \( \pi_1 \geq \pi_2, \mu_\theta(\pi_1, l) \leq \mu_\theta(\pi_2, l); i = 1, S \).

**Theorem 3** A necessary and sufficient condition for the linear threshold policies \( \mu_\theta(\pi, l) \) to be

1. MLR decreasing on line \( L(e_1) \), i.e. \( \theta_1(S-1) \geq 0 \) and \( \theta_1(i) \geq 0, i \leq S-2 \).
2. MLR decreasing on line \( L(e_S) \), i.e. \( \theta_1(S-1) \geq 0, \theta_1(S-2) \geq 1 \) and \( \theta_1(i) \leq \theta_1(S-2), i < S-2 \).

The proof of Theorem 3 is in Appendix C.6. In Theorem 3, \( \theta_1(i) \) denotes the \( i \)th element of the \( S-1 \) dimensional vector \( \theta_1 \).

**Discussion:** As a consequence of Theorem 3, the constraints on the parameters \( \theta \) ensure that only MLR decreasing linear threshold policies are considered: the necessity and sufficiency imply that non-monotone policies are not considered, and monotone policies are not left out.

In Theorem 1B it was established that the optimal stopping sets are connected, which is satisfied trivially since we approximate the threshold curve using a linear hyperplane. Theorem 4 below provides sufficient conditions such that the parametrized linear threshold curves satisfy the nested property established in Theorem 1C. A proof is provided in Appendix C.7.

**Theorem 4** A sufficient condition for the linear threshold policies in (15) to satisfy the nested structure in Theorem 1C is given by

\[
\begin{align*}
\theta_{i-1}(S-1) &\leq \theta_i(S-1) \\
\theta_{i-1}(i) &\geq \theta_i(i) \quad i < S-1, 
\end{align*}
\]

for each \( l \).

4.2 Simulation-based stochastic gradient algorithm for estimating linear threshold policies

We now estimate the optimal threshold policies using a simulation based stochastic gradient algorithm using Algorithm 1. The algorithm is designed so that the estimated policies satisfy the conditions in Theorem 3 and Theorem 4.

The optimal policy of a multiple stopping time problem maximizes the expected cumulative reward \( J_\mu \) in (4). In Algorithm 1, we approximate \( J_\mu \) over a finite time horizon \( (N) \) \( ^{12} \); as \( J_N \) which is computed as:

\[
J_N(\theta) = \mathbb{E}_{\mu_\theta} \left\{ \sum_{i=1}^{L} \rho^{\tau_i} \pi^T \pi_i \mid \tau_i \leq N; \forall \right\} \tag{17}
\]

\( J_N \) is an asymptotic estimate of \( J_\mu \) as \( N \) tends to infinity. In (17), we have made explicit the dependence of the parameter vector on the discounted reward and with an abuse of notation, have suppressed the dependence on the policy \( \mu \).

Algorithm 1, is a stochastic gradient algorithm that generates a sequence of estimates \( \theta_n \), that converges to a local maximum. It requires the computation of the gradient: \( \nabla_\theta J_N(\cdot) \). Evaluating the gradient in closed form is intractable due to the non-linear dependence of \( J_N(\theta) \) on \( \theta \). We can estimate \( \nabla_\theta J_N(\cdot) \) using a simulation based

\( ^{12} \) For the optimal policy \( \mu^* \), a horizon of length \( N \) and the discount factor of \( \rho \), \( |J_\mu^* - J_N| \leq \frac{\beta}{1-\rho} \max_{x,u} |r(x,u)| \) [8, Theorem 7.6.3]. Hence, given an error tolerance \( \epsilon \), the horizon can be calculated as \( N > \frac{\log \left( \frac{(1-\rho)\epsilon}{\max_{x,u} |r(x,u)|} \right)}{\log \rho} \).
gradient estimator. There are several such simulation based gradient estimators available in the literature including infinitesimal perturbation analysis, weak derivatives and likelihood ratio (score function) methods [31]. In this paper, for simplicity, we use the SPSA algorithm [32], which estimates the gradient using a finite difference method.

To make use of the SPSA algorithm, we convert the constrained optimization problem in \( \theta \) (constraints imposed by Theorem 3 and Theorem 4) into an unconstrained problem using spherical co-ordinates as follows:

\[
\theta^\phi_t(i) = \begin{cases} 
\phi^2_i (S-1) \prod_{l=t}^{S-2} \sin^2(\phi_l (S-1)) & i = S-1 \\
1 + \phi^2_i (S-2) \prod_{l=t}^{S-2} \sin^2(\phi_l (S-2)) & i = S-2 \\
\theta_i (S-2) \prod_{l=t}^{S-2} \sin^2(\phi_l (i)) & i < S-2.
\end{cases}
\]

It can be verified that the parametrization, \( \theta^\phi \), satisfies the conditions in Theorem 3 and Theorem 4. For example, consider \( i = S-1 \), then the product term involving \( \sin(\cdot) \) ensures that \( \theta_{i-1}(S-1) \leq \theta_i (S-1) \) (the first part of Theorem 4).

**Algorithm 1** Stochastic Gradient Algorithm for Optimal Multiple Stopping

**Require:** POMDP parameters satisfy (A1), (A2), (A3).
1: Choose initial parameters \( \phi_0 \) and initial linear threshold policies \( \mu_{\theta_0} \) using (15).
2: for iterations \( n = 0, 1, 2, \ldots \) do
3: Evaluate \( J_N(\theta^\phi_{n+1}\mu_{\omega_n}) \) and \( J_N(\theta^\phi_{n} - c_n \omega_n) \) using (17).
4: SPSA: Gradient estimate \( \hat{\nabla}_\phi J_N(\theta^\phi_n) \) using (19).
5: Update the parameter vector \( \phi_n \) to \( \phi_{n+1} \) using (20).
6: end for.

Following [32], the gradient estimate using SPSA is obtained by picking a random direction \( \omega_n \), at each iteration \( n \). The estimate of the gradient is then given by

\[
\hat{\nabla}_\phi J_N(\theta^\phi_n) = \frac{J_N(\theta^\phi_{n+1}\mu_{\omega_n}) - J_N(\theta^\phi_{n} - c_n \omega_n)}{2c_n} \omega_n, \tag{19}
\]

where,

\[
\omega_n(i) = \begin{cases} 
-1 & \text{with probability } 0.5 \\
+1 & \text{with probability } 0.5.
\end{cases}
\]

The two \( J_N(\cdot) \) terms in the numerator of (19) is estimated using the finite time horizon approximation (17). A more detailed description of the finite time horizon approximation in given in Algorithm 2 in Appendix E. Using the gradient estimate in (19), the parameter update is as follows [32]:

\[
\phi_{n+1} = \phi_n + a_n \hat{\nabla}_\phi J_N(\theta^\phi_n). \tag{20}
\]

The parameters \( a_n \) and \( c_n \) are typically chosen as follows [32]:

\[
a_n = \varepsilon (n + 1 + \varsigma)^{-\kappa} \quad 0.5 < \kappa \leq 1, \text{ and } \varepsilon, \varsigma > 0 \\
c_n = \mu (n + 1)^{-\nu} \quad 0.5 < \nu \leq 1 \quad \mu > 0
\]

The decreasing step size stochastic gradient algorithm, Algorithm 1, converges to a local optimum with probability one. There are several methods available in the literature that can be used for stopping criteria in Step 2 of Algorithm 1 [32]. In this paper, we used the following criteria: (i) Small gradient: \( \|\hat{\nabla}_\phi J_N(\theta^\phi_n)\|_2 \leq \epsilon \). (ii) Max Iteration: Iterations are stopped when a maximum number is reached. We use 1000 as the maximum number of iterations in our simulations.

At each iteration of Algorithm 1, evaluating the gradient estimate in (19) requires two POMDP simulations. However, this is independent of the number of states, the number of observations or the number of stops.

**Summary:** We have used a stochastic gradient algorithm to estimate the optimal linear threshold policies for the multiple stopping time problem. Instead of linear threshold policies, one could also use piecewise linear or other basis function approximations; providing that the resulting parameterized policy is still MLR decreasing (i.e. the characterization similar to Theorem 3 holds).

5 Numerical Examples: Interactive advertising in Live Social Media

This section has three parts. In Section 5.1, we illustrate the main result of the paper using numerical examples. Second, using a Periscope dataset, we study how the multiple stopping problem can be used to schedule advertisements in live social media. We show numerically that the linear threshold scheduling policies (derived in Sec. 4) outperforms conventional techniques for scheduling ads in live social media. Finally, we illustrate the performance of the linear threshold policies for a large size POMDP (25 states) by comparing with the popular SARSOP algorithm.

5.1 Synthetic Data

This section has four parts. First, we visually illustrate the optimal multiple stopping policy, using numerical examples, for \( S = 3 \). The objective is to illustrate how the assumptions in Sec. 3.2 affect the optimal multiple stopping time policy. The optimal policy can be obtained by solving the dynamic programming equations

\[
\text{For } S = 3, \text{ the unit simplex is an equilateral triangle.}
\]
in (9) and can be computed approximately by discretizing the belief space. The belief space $\Pi$, for all examples below, was uniformly quantized into 100 states, using the finite grid approximation method in [33]. Second, we illustrate how the optimal accumulated rewards varies with the number of stops. For Example 1, below, it is easy to see that the accumulated reward increase with $L$. Third, we benchmark the performance of linear threshold policies (obtained using Algorithm 1) against optimal multiple stopping policy. Finally, we illustrate the advantage of structural results for designing approximation algorithm by comparing the performance of the linear threshold policies in Sec. 4 against the popular softmax parametrization, which are not constrained to satisfy the structural results.

**Example 1:** POMDP parameters: Consider a Markov chain with 3-states with the transition matrix $P$ and the reward vector specified in (22). The observation distribution is given by $B(i,j) = \frac{1}{2} \exp(-i)$, i.e. the observation distribution is Poisson with state dependent mean vector $g$ given in (22). It is easily verified that the transition matrix, the observation distribution and the reward vector satisfy the conditions (A1) to (A3).

$$P = \begin{bmatrix} 0.2 & 0.1 & 0.7 \\ 0.1 & 0.1 & 0.8 \\ 0 & 0.1 & 0.9 \end{bmatrix}, g = \begin{bmatrix} 12 & 7 & 2 \end{bmatrix}, r = \begin{bmatrix} 9 & 3 & 1 \end{bmatrix} \quad (22)$$

We choose $L = 5$, i.e. the decision maker wishes to stop at most 5 times.

Figure 3 shows the stopping sets $S^5$ and $S^4$. It is evident from Figure 3 that the optimal policy is monotone on lines, stopping sets are connected and satisfy the nested property; thereby illustrating Theorem 1.

**Example 2:** Consider the same parameters as in Example 1, except reward $r = \begin{bmatrix} 1 & 2 & 1 \end{bmatrix}$ which violates (A3). Figure 4 shows the optimal multiple stopping policy in terms of the stopping sets. As can be seen from Figure 4 that the optimal policy does not satisfy the monotone property (Theorem 1A). However, the nested property continues to hold.

**Example 3:** Consider the same parameters as in Example 1, except $L = 2$ and $r_1 = \begin{bmatrix} 9 & 3 & 1 \end{bmatrix}$ and $r_2 = \begin{bmatrix} 3 & 9 & 1 \end{bmatrix}$. Assumption (A3) is violated for $l = 2$. Figure 5 shows the optimal multiple stopping policy in terms of the stopping sets. As can be seen from Figure 5 that the optimal policy does not satisfy the monotone property or the nested property.

Thus, the conditions (A1) to (A3) of Theorem 1 are useful in the sense that when they are violated, there are examples where the optimal policy does not have the monotone or nested property.

**Optimal accumulated reward against $L$:** Consider Example 1 with POMDP parameters in (22). At each stop, we accumulate a reward. It is easy to see that as the number of stops increase, the reward accrued will also increase. Table 1 illustrates that this is indeed the case. The values in Table 1 were obtained by solving the dynamic programming equations in (9) for various values of $L$ ranging from 1–5.

**Table 1**

| $L$ | Cumulative reward |
|-----|--------------------|
|     | (Normalized w.r.t $L = 1$) |
| 1   | 1.0000             |
| 2   | 1.6617             |
| 3   | 2.1154             |
| 4   | 2.4586             |
| 5   | 2.7519             |

**Performance of linear threshold policies:** In order to benchmark the performance of optimal linear threshold policies (that satisfy the constraints in Theorem 3 and Theorem 4), we ran Algorithm 1 for Example 1 (parameters in (22)). The performance was compared based on the expected cumulative reward between the optimal policy and the linear threshold policies for 1000 independent runs. The following parameters were chosen for the SPSA algorithm $\mu = 2$, $\nu = 0.2$, $\varsigma = 0.5$, $\kappa = 0.602$ and $\varepsilon = 0.1667$; these values are as suggested in [32]. It was observed that there is a 12% drop in performance of the linear threshold policies compared to the optimal multiple stopping policy.

**Advantage of parametrization satisfying structural results:** Here, we illustrate the advantage of parametrization of the policy to satisfy the structural results in Theorem 1. The softmax function is a popular parametrization for decision-making and is widely used in artificial neural networks [34] and reinforcement learning [35]. Consider the following softmax parametrization of the policy

$$\Pr(\mu(\pi, l) = u) = \frac{\exp\left(\frac{1}{2} \theta_{l,u} \right)}{\sum_{u=1}^{2} \exp\left(\frac{1}{2} \theta_{l,u} \right)} \pi. \quad (23)$$
In (23), \( \Pr(\mu(\pi, l) = u) \) denotes the probability of taking action \( u \) (either ‘Stop’ or ‘Continue’) as a function of belief \( \pi \) and number of stops remaining \( l \). The parameters in (23) \( \theta_{l,u} \in \mathbb{R}^{S-1}; l = 1, \cdots, L \) \( u = 1, 2 \) are indexed by number of stops remaining and the actions. Compared to linear threshold policies in (15), the policies in (23) are not restricted to satisfy the structural results in Theorem 1. Algorithm 3 in Appendix E summarizes the computation of the finite time horizon approximation with the softmax parametrization in (23).

Comparing the expected cumulative reward, we find that the optimal policy and the linear threshold policies outperform the softmax parametrization (Algorithm 3 in Appendix E) by 40% and 30%, respectively. Hence, this illustrates the advantage of taking into account the structure of the optimal policy while designing algorithms for computing an approximation policy.

5.2 Real dataset: Interactive ad scheduling on Periscope using viewer engagement

We now formulate the problem of interactive ad scheduling on live online social media as a multiple stopping problem and illustrate the performance of linear threshold policies using a Periscope dataset\(^{15}\). Periscope is a popular live personalized video streaming application where a broadcaster interacts with the viewers via live videos. Each such interaction lasts between 10 – 20 minutes and consists of: (i) A broadcaster who starts a live video using a handheld device. (ii) Video viewers who engage with the live video through comments and likes.

A strong motivation to consider the problem of interactive ad scheduling in live online videos stems from the fact that ads are currently scheduled using passive techniques; periodic [37], and manual methods; and yet advertisement revenues are significant for social media companies\(^{16}\). The technique of interactive scheduling, where viewer engagement is utilized to schedule ads, has not been addressed in the literature. It will be seen in this section that interactive scheduling of ads has significant performance improvements over the existing passive methods.

**Dataset:** The dataset in [36] contains details of all public broadcasts on the Periscope application from May 15, 2015 to August 20, 2015. The dataset consists of timestamped events: time instants at which the live video started/ended; time instants at which viewers join; and, time instants at which the viewers engage using likes and comments. In this paper, we consider viewer engagement through likes, since comments are restricted to the first 100 viewers in the Periscope application.

**Ad scheduling Model**

Here we briefly describe how the model in Section 2 can be adapted to the problem of interactive ad scheduling in live video streaming; see Figure 1 for the schematic setup.

1. **Interest Dynamics:** In live online social media, it is well known that the viewer engagement is correlated with the interest of the content being streamed or broadcast. Markov models have been used to model interest in online games [38], web [39] and in online social networks [40]. We therefore model the interest in live video as a Markov chain, \( X_t \), where the different states denote the level of interest in the live content. The states are ordered in the decreasing order of interest.

\(^{15}\) We use the dataset in [36], which can be downloaded from http://sandlab.cs.ucsb.edu/periscope/. In [36], the authors deal with the performance of Periscope application in terms of delay and scalability.

\(^{16}\) The revenue of Twitch which deals with live video gaming, play through of video games, and e-sport competitions, is around 3.8 billion for the year 2015, out of which 77% of the revenue was generated from advertisements.
Homogeneous Assumption: Periscope utilizes the Twitter network to link broadcasters with the viewers and hence shares many of the properties of the Twitter social network. Different sessions of a broadcaster, therefore, tend to follow similar statistics due to the effects of social selection and peer influence [41]. It was shown in [42] that live sessions on live online gaming platforms can be viewed as communities and communities in online social media have similar information consumption patterns [43]. We therefore model the interest dynamics as a time homogeneous Markov chain having a transition matrix $P$.

2. Engagement Dynamics: The interest in the video, $X_t$, cannot be measured directly by the broadcaster and has to be inferred from the viewer engagement, denoted by $Y_t$. Since the viewer engagement measures the number of likes in a given time interval, we model it using a Markov modulated Poisson distribution. Denote the rate of the Poisson observation process when the interest is in state $i$ by $g_i$. The observation probability in (2) can be obtained using $B(i,j) = \frac{g_j}{g_i} \exp(\frac{-g_j}{g_i})$. 3. Broadcaster Revenue: The ad revenue in online social media depends on the click rate (the probability that the ad will be clicked). In a recent research, Adobe Research\(^{17}\) concluded that video viewers are more likely to engage with an ad if they are interested in the content of the video that the ad is inserted into. The reward vector in Section 2.1 should capture the positive correlation that exists between interest in the videos and the click rate [44]. Since the information regarding the click rate and actual number of viewers are not available in the dataset, we choose the reward vector $r$ to be a vector of decreasing elements, each being proportional to the reward in that state, such that (A3) is satisfied.

4. Broadcaster operation: The broadcaster wishes to schedule at most $L$ ads at instants when the interest is high. Here, we choose\(^{18}\) the number of stops $L = 5$. At each discrete time, after receiving the observation $Y_t$, the broadcaster either stops and schedules an ad or continues with the live stream; see Figure 1. The ad scheduling model that we consider in this paper assumes that the interest in the content does not change with scheduling ads. This is a simplified model when the live video content is paused to allow for advertisements, as in Twitch. However, the model captures the in-video overlay ads that are popular in YouTube Live. In video overlay ads, the advertisement is shown in a portion of the screen (typically below). Here, it is safe to assume that the interest is not affected by ad-scheduling.

5. Broadcaster objective: The objective of the broadcaster is given by (4). It aims to schedule ads when the content is interesting, so as to elicit maximum number of clicks, thereby maximizing the expected revenue. In personalized live streaming applications like Periscope, the discount factor in (4) captures the "impatience" of live broadcaster in scheduling ads.

The above model and formulation correspond to a multiple stopping problem with $L$ stops, as discussed in Section 2. In the next section, we describe how to estimate the model parameters from the data (viewer engagement $Y_t$) for computing the linear threshold policies using Algorithm 1 in Section 4.

Estimation of parameters: The live video sessions in Periscope have a range of $10 - 20$ minutes [36]. The viewer engagement information consists of a time series of likes obtained by sampling the timestamped likes at a 2-second interval. Sampling at a 2-second interval, each session provides 1000 data points. The model parameters $P$ and $B$ are computed using maximum likelihood estimation. Since the interest dynamics are time homogeneous, we utilize data from multiple sessions to estimate the parameters $P$ and $B$. The model was validated using the QQ-plot (see Figure 6) of normal pseudo-residuals [45, Section 6.1]. The estimated value of the transition matrix $P$ and the state dependent mean $g$ of a popular live session are given as:

$$P = \begin{bmatrix}
0.733 & 0.266 & 0.000 & 0.000 \\
0.081 & 0.718 & 0.201 & 0.000 \\
0.000 & 0.214 & 0.670 & 0.116 \\
0.000 & 0.000 & 0.222 & 0.778
\end{bmatrix}, \quad (24)$$

$$g = [38 \ 21 \ 10 \ 1].$$

The model order dimension was estimated using the penalized likelihood criterion; specifically Table 2 shows the model order selection using the Bayesian information criterion (BIC). The likelihood values in Table 2 were obtained using an Expectation-Maximization (EM) algorithm [45]. In Table 2 that $S = 4$ has the lowest BIC value.

The reward vector was chosen as $r = [4 \ 3 \ 2 \ 1]$, and satisfies (A3) for $\rho \in [0, 1]$.

5.2.1 Multiple ad scheduling: Performance results

We now compare the linear threshold scheduling policies (obtained from Algorithm 1) with two existing schemes:

\(^{17}\)https://gigaom.com/2012/04/16/adobe-ad-research/

\(^{18}\)Most of the popular Periscope sessions last $15 - 30$ mins. Broadcast television usually average 13.5 mins per hour of advertisement or approximately one ad every 5 mins. Hence, we choose the number of advertisements $L = 5$. 

12
Table 2
BIC model order selection for the popular live session. The maximum likelihood estimated parameters are given in (24). The BIC criteria was run for $S$ varying from $2 − 12$ (only values for $2 − 6$ are shown below). It can be seen that $S = 4$ has the lowest BIC value.

| $S$ | $-\log(L)$ | BIC = $-2\log(L) + n \log(N)$ |
|-----|-------------|-------------------------------|
| 2   | -4707.254   | 9535.053                      |
| 3   | -4190.652   | 8601.122                      |
| 4   | -3969.955   | **8287.364**                  |
| 5   | -3951.155   | 8405.764                      |
| 6   | -3887.453   | 8462.725                      |

- $L$ denotes the likelihood value.
- $n$ denotes the number of parameters: $n = S^2 + S - 1$.
- $N$ denotes the number of observations. Here, $N = 10^4$.

Fig. 6. The maximum likelihood estimated parameters are given in (24). The QQ-plot is used for validating the goodness of fit. The linearity of the points suggest that the estimated parameters in (24) are a good fit.

1) Periodic: Here, the broadcaster stops periodically to advertise. Twitch¹⁹, for example, uses periodic ad scheduling [37]. Periodic advertisement scheduling is also widely used for pre-recorded videos on social media platforms like YouTube.

2) Heuristic: Here, the broadcaster solves a classical single stopping problem at each stop. The scheduler re-initializes and solves for $L = 1$ in Section 2 at each stop.

Performance Results: It was seen that the optimal linear threshold policies outperforms conventional periodic scheduling by 25% and the heuristic scheduling by 10%. The periodic scheme performs poorly because it does not take into account the viewer engagement or the interest in the content while scheduling ads. The multiple stopping policy, in comparison to the heuristic scheme, takes into account the fact that $L$-ads need to be scheduled and hence, is optimal.

5.3 Large state space models & Comparison with SARSOP

To illustrate the application on large state space models, we present a numerical example using synthetic data.

POMDP parameters: We consider a Markov chain with 25 states. The transition matrix and observation distributions are generated as discussed in [30]. In order for the transition matrix $P$ satisfy the TP2 assumption in (A1), we use the following approach: First construct a 5-state transition matrix $A = \exp(Qt)$, where $Q$ is a tridiagonal generator matrix (off-diagonal entries are non-negative and row sums to 0) and $t > 0$. Since Kronecker product preserves TP2 structure, we let $P = A \otimes A$. The observation distribution $B$, containing 25 observations satisfying (A2) is similarly generated. The reward vector is chosen as follows: $r = [25, 24, \cdots, 1]$. The number of stops is $L = 5$.

Because of the large state space dimension, computing the optimal policy using dynamic programming is intractable. We compare linear threshold policies (obtained through Algorithm 1), the heuristic policy and periodic policy (described in the Section 5.2), in terms of the expected cumulative reward by each of the policy. Also, we compare the linear threshold policy against the state-of-the-art solver for POMDP: SARSOP (an approximate POMDP planning algorithm) [46].

Table 3 shows the normalized cumulative reward by each of the policies. The expected reward was calculated using 1000 independent Monte Carlo simulations. From Table 3 we observe the following:

1) The linear threshold policy and heuristic policy outperforms periodic scheduling by a factor of 2.
2) The linear threshold policy outperforms the heuristic policy by 12%.
3) The linear threshold policy has a performance drop of 9% compared to the solution obtained using SARSOP. This can be attributed to the linear hyperplane approximation to the threshold curve compared to the SARSOP solution where the number of linear segments is exponential in the number of states and observations.

Although the linear threshold policies have a slight performance drop compared to SARSOP, it has two significant advantages:

1) The policy (the linear threshold vectors corresponding to each stop) is easy to implement ²⁰.

¹⁹ Twitch is a video platform that focuses primarily on video gaming. In 2015, Twitch had more than 1.5 million broadcasters and 100 million visitors per month.

²⁰ The SARSOP policy has approximately $4e4$ linear segments.
(2) Computing the linear threshold approximation is computationally cheaper compared to SARSOP algorithm. It can be noted from Table 3 that Algorithm 1 is computationally cheaper by a factor of 10.

| Algorithm        | Cumulative Reward | #Computations |
|------------------|-------------------|---------------|
| SARSOP           | 1                 | 18e12         |
| Linear Threshold | 0.91              | 1.25e11       |
| Heuristic        | 0.79              | 1.25e11       |
| Periodic         | 0.35              | 0             |

Table 3 Comparison of the expected cumulative reward (Normalized w.r.t SARSOP) and number of computations by various algorithms. The linear threshold policies have a performance drop of 9% compared to the solution obtained using SARSOP and outperforms the heuristic policy by 12%. SARSOP solution computed using a 2.5 GHz CPU running for 2 hours. The calculation assumes a floating point operation every CPU cycle. Algorithm 1, for obtaining linear threshold policies, was run with finite horizon $N = 1000$.

For the multiple stopping problem, Table 3 shows that linear threshold policies that exploit the structure of the optimal policy perform nearly as well as the optimal policy computed via a general purpose approximate POMDP solver, with a magnitude lower computational cost.

6 Conclusion

We presented four main results regarding the multiple stopping time problem.

(i) The optimal policy was shown to be monotone with respect to a specialized monotone likelihood ratio order on lines (under reasonable conditions). Therefore the optimal policy was characterized by multiple threshold curves on the belief space and the optimal stopping sets satisfied a nested property (Theorem 1).

(ii) The cumulative reward was shown to be monotone with respect to the copositive ordering of the transition matrix (Theorem 2).

(iii) Necessary and sufficient conditions were given for linear threshold policies to satisfy the MLR increasing condition for the optimal policy (Theorem 3 and Theorem 4). We then gave a stochastic gradient algorithm (Algorithm 1) to estimate the linear threshold policies.

(iv) Finally, the linear scheduling policy was illustrated on a real data set involving interactive advertising in live social media videos.

Extension of the current work could involve developing upper and lower myopic bounds to the optimal policy as in [47], optimizing the ad length, and constraints on ad placement in the advertisement scheduling problem.

Appendix A  Preliminaries and Definitions

Theorem 1 require concepts in stochastic dominance [48] and submodularity [49].

A.1 First-order and MLR stochastic dominance

In order to compare belief states, we will use the monotone likelihood ratio (MLR) stochastic ordering and a specialized version of the MLR order restricted to lines in the simplex. The MLR stochastic order is useful since it is preserved under conditional expectations.

Definition 1 (MLR ordering) Let $\pi_1, \pi_2 \in \Pi$ be two belief state vectors. Then, $\pi_1$ is greater than $\pi_2$ with respect to Monotone Likelihood Ratio (MLR) ordering—denoted as $\pi_1 \succeq_{MLR} \pi_2$, if

$$\pi_1(j)\pi_2(i) \leq \pi_2(j)\pi_1(i), \quad i < j, \quad i, j \in \{1, \ldots, S\} \quad (A.1)$$

Definition 2 (First order stochastic dominance)

Let $\pi_1, \pi_2 \in \Pi$ be two belief state vectors. Then, $\pi_1$ is greater than $\pi_2$ with respect to first-order stochastic dominance—denoted as $\pi_1 \succeq_s \pi_2$, if

$$\sum_{i=1}^{S} \pi_1(i) \leq \sum_{i=1}^{S} \pi_2(i) \quad \forall j \in \{1, 2, \cdots, S\} \quad (A.2)$$

Result [8]:

i) $\pi_1, \pi_2 \in \Pi$. Then, $\pi_1 \succeq_{MLR} \pi_2$ implies $\pi_1 \succeq_s \pi_2$.

ii) $\pi_1 \succeq_s \pi_2$ if and only if for any increasing function $\phi(\cdot)$, $\mathbb{E}_{\pi_1}\{\phi(x)\} \geq \mathbb{E}_{\pi_2}\{\phi(x)\}$.

For state-space dimension $S = 2$, MLR is a complete order and coincides with first-order stochastic dominance. For state-space dimension $S > 2$ MLR is a partial order i.e. $[\Pi, \succeq_{MLR}]$ is a partially ordered set\(^{21}\) since it is not always possible to order any two belief states. However, on line segments in the simplex defined below, MLR is a total ordering.

Define the sub simplex $H_i; i = 1, S$ as:

$$H_i = \{ \bar{\pi} : \bar{\pi} \in \Pi \text{ and } \bar{\pi}(i) = 0 \} \quad (A.3)$$

Figure 2 illustrates $H_1$ for $S = 3$. Consider two types of lines, $L(e_i, \bar{\pi}) : i = 1, S$, where $e_i$ is the unit indicator vector with 1 in the $i$ position and 0 elsewhere, as follows:

\[^{21}\text{A partially ordered set is a set } X \text{ on which there is a binary relation } \preceq \text{ that is reflexive, antisymmetric, and transitive.}\]
For any \( \pi \in \mathcal{H}_i \), construct the line \( \mathcal{L}(e_i, \pi) \) that connects \( \pi \) to \( e_i \) as below:

\[ \mathcal{L}(e_i, \pi) = \{ \pi \in \Pi : \pi = (1 - \gamma) \tilde{\pi} + \gamma e_1, 0 \leq \gamma \leq 1 \}, \pi \in \mathcal{H}_1 \]

(A.4)

With an abuse of notation, we denote \( \mathcal{L}(e_i, \pi) \) by \( \mathcal{L}(e_i) \).

Figure 2 illustrates the definition of \( \mathcal{L}(e_i) \).

**Definition 3 (MLR ordering on lines)** \( \pi_1 \) is greater than \( \pi_2 \) with respect to MLR ordering on the lines \( \mathcal{L}(e_i) \), denoted as \( \pi_1 \geq_{\mathcal{L}} \pi_2 \), if \( \pi_1, \pi_2 \in \mathcal{L}(e_i) \), for some \( \pi \in \mathcal{H}_i \) and \( \pi_1 \geq_r \pi_2 \).

**Remark 4 ([8])** For \( i = 1, S, \pi_1 \geq_{\mathcal{L}} \pi_2 \) is equivalent to \( \pi_j = \varepsilon_j e_i + (1 - \varepsilon_j) \tilde{\pi} \), for some \( \tilde{\pi} \in \mathcal{H}_i \) and \( \varepsilon_j \geq \varepsilon_2 \).

**Discussion:** The MLR ordering on lines is a complete order, i.e. it forms a chain, i.e. all elements \( \pi_1, \pi_2 \in \mathcal{L}(e_i) \) are comparable, i.e. either \( \pi_1 \geq_{\mathcal{L}} \pi_2 \) or \( \pi_2 \geq_{\mathcal{L}} \pi_1 \). To see why this is the case, if \( \pi_1 \geq_{\mathcal{L}} \pi_2 \), then from the definition of MLR dominance, the element wise ratio \( \frac{\pi_1}{\pi_2} \) should be decreasing in \( i \). It is easy to see that

\[
\frac{\pi_1}{\pi_2}(i) = \begin{cases} \varepsilon_1 & i = 1 \\ \frac{1 - \varepsilon_2}{1 - \varepsilon_1} & i \neq 1 \end{cases}.
\]

(A.5)

Hence, if \( \varepsilon_1 \geq \varepsilon_2 \) then \( \pi_1 \geq_{\mathcal{L}} \pi_2 \). Hence, the MLR ordering of probability vectors \( \pi_1 \) and \( \pi_2 \) reduces to the scalar ordering of \( \varepsilon_1 \) and \( \varepsilon_2 \), which is fully ordered. Similar argument holds when \( \pi_1, \pi_2 \in \mathcal{L}(e_S, \tilde{\pi}) \). The intuition for why it only works for \( \mathcal{L}(e_1, \tilde{\pi}) \) and \( \mathcal{L}(e_S, \tilde{\pi}) \) is that the trick only works when \( \frac{\pi_1}{\pi_2} \) is at either end, i.e. either when \( i = 1 \) or \( i = S \). The complete order on \( \mathcal{L}(e_i, \tilde{\pi}) ; i = 1, S \) allows us to give a threshold characterization of the optimal policy on the belief space.

**Definition 4 (TP2)** A stochastic matrix, \( A \) is Totally Positive of order 2 (TP2), if all the second order minors are non-negative i.e. the determinants

\[
\begin{vmatrix} a_{i_1,j_2} & a_{i_1,j_2} \\ a_{i_2,j_1} & a_{i_2,j_2} \end{vmatrix} \geq 0, \forall i_2 \geq i_1, j_2 \geq j_1
\]

(A.6)

Equivalently, for any row index \( i \), \( A_{i,j} / A_{i+1,j} \) is increasing in \( j \). For a continuous distribution, let \( A(i) \) denote the probability density while the Markov chain is in state \( i \). Then \( A \) being TP2 is equivalent to \( \frac{A_{i}(x)}{A_{i}(y)} \) being a non-decreasing function of \( x \).

An important consequence of assumption (A1) and (A2) is the following theorem, which state that the filter \( T(\pi,y) \) in (7) preserves MLR dominance.

**Theorem 5 ([8])** If the transition matrix, \( P \), and the observation matrix, \( B \), satisfies the condition in (A1) and (A2), then

- For \( \pi_1 \geq_r \pi_2 \), the filter satisfies \( T(\pi_1, \cdot) \geq_r T(\pi_2, \cdot) \).
- For \( \pi_1 \geq_r \pi_2 \), \( \sigma(\pi_1, \cdot) \geq_s \sigma(\pi_2, \cdot) \).

To prove the structural result, we show that the \( Q(\pi, l, u) \) in (9) is submodular on the lines \( \mathcal{L}(e_i) ; i = 1, S \) with respect to the MLR order \( \geq_{\mathcal{L}} \).

**Definition 5 (Submodular function)** A function \( f : \mathcal{L}(e_i) \times \{1, 2\} \rightarrow \mathbb{R} \) is submodular if:

\[
f(\pi, u) - f(\pi, \bar{u}) \leq f(\pi, u) - f(\pi, \tilde{u}); u \geq \bar{u}, \pi \geq_{\mathcal{L}} \tilde{\pi} \quad \text{(A.7)}
\]

**Theorem 6 ([49])** If \( f(\pi, u) \) is submodular, then there exists a \( u^*(\pi) = \text{arg max } u \in U f(\pi, u) \) that is decreasing in \( \pi \).

**Appendix B Value Iteration**

The value iteration algorithm is a successive approximation approach for solving Bellman’s equation (9). However, in this paper, we use the value iteration algorithm in a mathematical induction proof; and not as a numerical method. For iterations \( k = 0, 1, \ldots \),

\[
V_{k+1}(\pi, l) = \max_{u \in \{1, 2\}} Q_{k+1}(\pi, l, u), \quad \text{(B.1)}
\]

\[
\mu_{k+1}(\pi, l) = \max_{u \in \{1, 2\}} Q_{k+1}(\pi, l, u), \quad \text{(B.2)}
\]

where

\[
Q_{k+1}(\pi, l, 1) = r(\pi) + \rho \sum_y V_k(T(\pi, y), l - 1)\sigma(\pi, y), \quad \text{(B.3)}
\]

\[
Q_{k+1}(\pi, l, 2) = \rho \sum_y V_k(T(\pi, y), l)\sigma(\pi, y), \quad \text{(B.4)}
\]

with \( V_0(\pi, l) \) initialized arbitrarily. Define \( W_k(\pi, l) \) as

\[
W_k(\pi, l) = V_k(\pi, l) - V_k(\pi, l - 1). \quad \text{(B.5)}
\]

The stopping and continue sets (at each iteration \( k \)) when \( l \) stops are remaining is defined as follows:

\[
S'_k = \{ \pi | r(\pi) \geq \rho \sum_y W_k(T(\pi, y), l)\sigma(\pi, y) \},
\]

\[
C'_k = \{ \pi | r(\pi) < \rho \sum_y W_k(T(\pi, y), l)\sigma(\pi, y) \}. \quad \text{(B.6)}
\]

The optimal stationary policy \( \mu^*(\pi, l) \) is given by

\[
\mu^*(\pi, l) = \lim_{k \to \infty} \mu_k(\pi, l). \quad \text{(B.7)}
\]
Recall from (B.3),
\[ Q_k(\pi, l, 1) = r^* + \rho \sum_y V_{k-1}(T(\pi, y), l - 1)\sigma(\pi, y), \]

Using Theorem 5 and the induction hypothesis, the term \( \sum_y V_{k-1}(T(\pi, y), l - 1)\sigma(\pi, y) \) is MLR increasing in \( \pi \). From Assumption (A3), \( r^* \pi \) is MLR increasing in \( \pi \). The proof for \( Q_k(\pi, l, 2) \) MLR increasing in \( \pi \) is similar and is omitted. Hence, \( V_k(\pi, l) \) is MLR increasing in \( \pi \).

C.2 Proof of Theorem 8

The proof follows by induction. Recall from (B.10), we have
\[
W_k(\pi, l - 1) = \sum_y W_{k-1}(T(\pi, y), l - 1)\sigma(\pi, y)I_{C_k^{l-1}}(\pi) + \sum_y W_{k-1}(T(\pi, y), l - 2)\sigma(\pi, y)I_{S_{k}^{l-2}(\pi)} + \sum_y W_{k-1}(T(\pi, y), l - 1)\sigma(\pi, y)I_{C_k^{l-2} \cap S_{k}^{l-1}(\pi)} + \sum_y W_{k-1}(T(\pi, y), l - 1)\sigma(\pi, y)I_{S_{k}^{l-2}(\pi)}
\]

Hence, we compare \( W_k(\pi, l) \) and \( W_k(\pi, l - 1) \) in the following 4 regions:

a.) \( S_{k}^{l-2} : W_k(\pi, l) - W_k(\pi, l - 1) = \sum_y (W_{k-1}(T(\pi, y), l - 1) - W_{k-1}(T(\pi, y), l - 2))\sigma(\pi, y) \),

which is non-negative by the induction assumption.

b.) \( C_{k}^{l-2} \cap S_{k}^{l-1} : W_k(\pi, l) - W_k(\pi, l - 1) = \sum_y W_{k-1}(T(\pi, y), l - 1)\sigma(\pi, y) - r^* \pi, \)

which is non-negative since \( \pi \in S_{k}^{l-1} \).

c.) \( C_{k}^{l-1} \cap S_{k}^{l} : W_k(\pi, l) - W_k(\pi, l - 1) = r^* \pi - \sum_y W_{k-1}(T(\pi, y), l - 1)\sigma(\pi, y), \)

which is non-negative since \( \pi \in C_{k}^{l-1} \).

d.) \( C_{k}^{l} : W_k(\pi, l) - W_k(\pi, l - 1) = \sum_y (W_{k-1}(T(\pi, y), l) - W_{k-1}(T(\pi, y), l - 1))\sigma(\pi, y), \)

which is non-negative by the induction assumption.

C.3 Proof of Theorem 9

If \( \pi \in S_{k}^{l-1} \), then \( r^* \pi \geq \sum_y W_{k-1}(T(\pi, y), l - 1)\sigma(\pi, y) \).

By Theorem 8, \( r^* \pi \geq \sum_y W_{k-1}(T(\pi, y), l)\sigma(\pi, y) \). Hence \( \pi \in S_{k}^{l} \).
C.4 Proof of Theorem 1

Existence of optimal policy: In order to show the existence of a threshold policy of $\mathcal{L}(e_1)$, we need to show that $Q_{k+1}(\pi, l, 2) - Q_{k+1}(\pi, l, 1)$ is submodular in $\pi \in \mathcal{L}(e_1)$. Since,

$$Q_{k+1}(\pi, l, 2) - Q_{k+1}(\pi, l, 1) = \rho \sum_y W_k(T(\pi, y), l) \sigma(\pi, y) r' \pi \in \pi.$$  \hspace{1cm} (C.4)

We need to show that $\rho \sum_y W_k(T(\pi, y), l) \sigma(\pi, y) - r' \pi$ is MLR decreasing in $\pi$.

$$\rho \sum_y W_k(T(\pi, y), l) \sigma(\pi, y) - r' \pi$$  \hspace{1cm} (C.2)

We prove using induction that $\bar{W}_k(\pi, l) - r' \pi$ is submodular in $\pi$. A suitable choice of the initial conditions is given below:

$$V_0(\pi, l) = r' \left( \sum_{j=0}^{l-1} r^j P^j \right)' \pi.$$  \hspace{1cm} (C.7)

The intuition behind the initial conditions in (C.7) is that the value function, $V_0(\pi, l)$ gives the expected total reward if we stop $l$ times successively starting at belief $\pi$.

Next, we show that $\bar{W}_k(\pi, l)$ is MLR decreasing in $\pi$, if $\bar{W}_{k-1}(\pi, l)$ is MLR decreasing in $\pi$. For $\pi_1 \geq \pi_2$, consider the following cases: (a) $\pi_1, \pi_2 \in S_k$, (b) $\pi_1 \in S_k, \pi_2 \in C_k \cap S_k$, (c) $\pi_1, \pi_2 \in C_k \cap S_k$, (d) $\pi_1 \in S_k \cap S_k, \pi_2 \in S_k, (f) \pi_1 \in S_k, \pi_2 \in S_k$. For cases (a), (c), (e), $\bar{W}_k(\pi_1, l) \leq \bar{W}_k(\pi_2, l)$ by the induction assumption. For case (b) $\bar{W}_k(\pi_1, l) \leq \bar{W}_k(\pi_2, l)$, since $\pi_1 \in S_k$. Case (d) is similar to case (b). For case (f),

$$\bar{W}_k(\pi_1, l) - \bar{W}_k(\pi_2, l) \leq \left( \sum_y (\rho W_{k-1}(T(\pi_1, y), l-1) \sigma(\pi_1, y)) - r'(I - \rho P) \pi \right)$$  \hspace{1cm} (C.3)

The term $-r'(I - \rho P) \pi$ in (C.3) is MLR decreasing in $\pi$ due to our assumption. Hence, to show that $\rho \sum_y W_k(T(\pi, y), l) \sigma(\pi, y) - r' \pi$ is MLR decreasing in $\pi$ it is sufficient to show that $W_k(\pi, l) - r' \pi$ is MLR decreasing in $\pi$. Define,

$$\bar{W}_k(\pi, l) \triangleq W_k(\pi, l) - r' \pi$$  \hspace{1cm} (C.4)

Now, $\bar{W}_k(\pi, l) = \left( \sum_y \rho \left( (\bar{W}_{k-1}(T(\pi, y), l) + r' T(\pi, y)) - r' \pi \right) \sigma(\pi, y) \right) T(\pi, l) + \left( \sum_y \rho \left( (\bar{W}_{k-1}(T(\pi, y), l-1) + r' T(\pi, y)) - r' \pi \right) \sigma(\pi, y) \right) T(\pi, l) \sigma(\pi, y) - r'(I - \rho P) \pi \sigma(\pi, y)$$  \hspace{1cm} (C.5)

Characterization of the switching curve $\Gamma$: For each $\bar{\pi} \in H$ construct the line segment $\mathcal{L}(e_1, \bar{\pi})$. The line segment can be described as $(1 - \epsilon) \bar{\pi} + \epsilon e_1$. On the line segment $\mathcal{L}(e_1, \bar{\pi})$ all the belief states are MLR orderable. Since $\mu^*(\pi, l)$ is monotone decreasing in $\pi$, for each $l$, we pick the largest $\epsilon$ such that $\mu^*(\pi, l) = 1$. The belief state, $\pi^{\ast, \ast}$, is the threshold belief state, where $\epsilon^* = \inf \{ \epsilon \in [0, 1] : \mu^*(\pi^{\ast, \ast}) = 1 \}$. Denote by $\Gamma(\bar{\pi}) = \pi^{\ast, \ast}$. The above construction implies that there is a unique threshold $\Gamma(\bar{\pi})$ on $\mathcal{L}(e_1, \bar{\pi})$. The entire simplex can be covered by considering all pairs of lines $\mathcal{L}(e_1, \bar{\pi})$, for $\bar{\pi} \in H_1$, i.e.

$$\Pi = \cup_{\bar{\pi} \in H} \mathcal{L}(e_1, \bar{\pi}).$$

Combining, all points yield a unique threshold curve in $\Pi$ given by $\Gamma = \cup_{\bar{\pi} \in H_1} \Gamma(\bar{\pi})$.

Connectedness of $S^d$: Since $e_1 \in S^d$ for all $l$, call $S^d_1$, the subset of $S^d$ that contains $e_1 \in S^d$. Suppose $S^d_1$ was the subset that was disconnected from $S^d_2$. Since every point on $\Pi$ lies on the line segment $\mathcal{L}(e_1, \bar{\pi})$, for some $\bar{\pi}$, there exists a line segment starting from $e_1 \in S^d_1$ that would leave the set $S^d_1$, pass through the set where action 2 is optimal and then intersect set $S^d_2$, where action 1 is optimal. But, this violates the requirement that the policy $\mu^*(\pi, l)$ is monotone on $\mathcal{L}(e_1, \bar{\pi})$. Hence, $S^d_1$ and $S^d_2$ are connected.
**Connectedness of** $C_i$: Assume $e_S \in C_i$, otherwise $C_i$ is empty and there is nothing to prove. Call the set that contains $e_S$ as $C_{i_0}$. Suppose $C_{i_0} \subseteq C_i$ is disconnected from $C_{i_0}$. Since every point in $\Pi$ lies on the line segment $L(e_S, \overline{\pi})$, for some $\overline{\pi}$, there exists a line starting from $e_S \in C_{i_0}$ would lead set $C_{i_0}$, pass through the set where action 1 is optimal and then intersect the set $C_{i_0}$ (where action 2 is optimal). But this violates the monotone property of $\mu^*(\pi, l)$.

**Nested structure:** The proof is straightforward from Theorem 9.

### C.5 Copositive ordering and Proof of Theorem 2

**Definition 6 (Copositive ordering)** Given two $S \times S$ transition matrices $P$ and $Q$, we say that

$$P \preceq Q$$

if the sequence of $S \times S$ matrices $\Gamma_j^j; j = 1, \cdots, S - 1$ are:

$$\pi^T \Gamma_j^j \pi \geq 0, \quad \pi \in \Pi, \quad \text{for each } j,$$

where each element of $\Gamma_j^j$ is given by:

$$\Gamma_m,n^j = \frac{1}{2} (\gamma_m,n^j + \gamma_n,m^j),$$

and

$$\gamma_m,n^j = P_{m,j}Q_{n,j+1} - P_{m,j+1}Q_{n,j}.$$  

A consequence of copositive ordering is the following theorem

**Theorem 10 ([8, Theorem 10.6.1])** Suppose transition matrices $\overline{P}$ and $\tilde{P}$ are constructed such that $\overline{P} \preceq P \preceq \tilde{P}$. Then for any observation $y$ and belief $\pi \in \Pi$, the filtering update $T(\pi, y; P)$ \textsuperscript{22} in (7) satisfies

$$T(\pi, y; P) \leq_r T(\pi, y; \overline{P}) \leq_r T(\pi, y; \tilde{P}).$$

#### C.5.1 Proof of Theorem 2

We prove that dominance of the transition matrix (in terms of copositive ordering) $P \succeq \overline{P}$ results in dominance of the rewards, i.e. $V(\pi, l; P) \geq V(\pi, l; \overline{P})$. The proof follows by induction. For $n = 0$, $V_n(\pi, l; P) \geq V_n(\pi, l; \overline{P})$ by suitable initialization of the value iteration algorithm. Next, to prove the inductive step assume $V_n(\pi, l; P) \geq V_n(\pi, l; \overline{P})$. By the induction hypothesis and Theorem 10,

$$V_n(\pi, l; P) \geq V_n(T(\pi, y; P), l; P) \geq V_n(T(\pi, y; \overline{P}), l; P) \geq V_n(\pi, l; \overline{P}).$$

\textsuperscript{22} The notation $T(\cdot; P)$ makes explicit the transition matrix used in the filter update.

By Theorem 7 under assumptions (A1) to (A3), $V_n(\pi; P)$ and $V_n(\pi; \overline{P})$ are MLR increasing in $\pi$. Hence,

$$V_n(T(\pi, y; P), l; P) \geq V_n(T(\pi, y; \overline{P}), l; P) \quad (C.9)$$

Combining (C.8) and (C.9) gives $V_n(T(\pi, y; P), l; P) \geq V_n(T(\pi, y; \overline{P}), l; P).$

Under Assumption (A1) to (A2) and Theorem 5 we have $T(\pi, y; P)$ is MLR increasing in $y$. Hence, $V_n(T(\pi, y; P), l; P)$ is MLR increasing in $y$. Under Assumption (A1) to (A2), since $T(\pi, y; P) \geq \gamma T(\pi, y; P)$ implies $\sigma(\pi, y; P) \geq_\gamma \sigma(\pi, y; \overline{P})$ we have,

$$r' \pi + \rho \sum_{y} V_n(T(\pi, y; P), l - 1) \sigma(\pi, y; P) \geq r' \pi + \rho \sum_{y} V_n(T(\pi, y; \overline{P}), l - 1) \sigma(\pi, y; \overline{P})$$

and

$$\rho \sum_{y} V_n(T(\pi, y; P), l) \sigma(\pi, y; P) \geq \rho \sum_{y} V_n(T(\pi, y; \overline{P}), l) \sigma(\pi, y; \overline{P})$$

Maximizing both sides of equation (C.10) and (C.11) gives $V_{n+1}(T(\pi, y; P), l; P) \geq V_{n+1}(T(\pi, y; \overline{P}), l; P)$, finishing the induction step. Theorem 2 follows by substituting $l = L$ in $V(\pi, l; P) \geq V(\pi, l; \overline{P}).$

### C.6 Proof of Theorem 3

The proof of Theorem 3 is similar to the proof of Theorem 12.4.1 in [8]. Recall, that the linear threshold policies are given by:

$$\mu_\theta(\pi, l) = \begin{cases} 1 & \text{if } [0 \ 1 \ \theta_l] \begin{bmatrix} \pi \\ -1 \end{bmatrix} \leq 0 \\ 2 & \text{else} \end{cases}.$$  

For any number of stops remaining, $e_1$ (the belief that the state is 1) belongs to the stopping set, $S^\prime$, which gives the first condition $\theta_l(S - 1) \geq 0$.

Consider $\pi_1 \geq \lambda_1 \pi_2$. Then $\pi_1 = \varepsilon_1 e_1 + (1 - \varepsilon_1) \pi$ and $\pi_2 = \varepsilon_2 e_1 + (1 - \varepsilon_2) \pi$, for some $\pi \in \mathcal{H}$ and $\varepsilon_1 \geq \varepsilon_2$ \textsuperscript{23}. For the linear policy to the MLR decreasing on lines, $\mu_\theta(\pi_1, l) \leq \mu_\theta(\pi_2, l)$. Hence,

$$[0 \ 1 \ \theta_l] \begin{bmatrix} \pi_1 \\ -1 \end{bmatrix} \leq [0 \ 1 \ \theta_l] \begin{bmatrix} \pi_2 \\ -1 \end{bmatrix},$$

\textsuperscript{23} Refer to Remark 4.
where $\Gamma$ is a finite set due to the finite stopping time property. For $l = 2$, the dynamic programming equation in (9) can be written as:

$$V(\pi, 2) = \max_{\gamma \in \Gamma} \left\{ r' \pi + \max_{y \in Y} \gamma' P' \pi, \rho \sum_{y \in Y} V(T(\pi, y), 2) \sigma(\pi, y) \right\}.$$ 

For each $\gamma \in \Gamma$, the stopping set is convex; see the proof of Theorem 12.2.1 in [8]. Hence, the stopping set for $l = 2$ is a union of convex sets. Similar argument holds for any value of $l$.

### Appendix E Finite Horizon Approximation Algorithms

Algorithm 2 details the steps to compute the finite time horizon approximation in (17) for the linear threshold policies. Algorithm 2 takes as input the POMDP parameters, policy (in terms of the parameter $\theta$) and the number of stops. It computes the accumulated reward using the input policy by running a POMDP simulation of at most $N$ time points.

**Algorithm 2** Finite Horizon Approximation Algorithm for linear threshold policies

**Require:** Finite time approximation parameter $N$, policy parameter $\theta$, number of stops $L$, initial belief $\pi_0$, discount factor $\rho$, reward vector $r$.

1: $l \leftarrow L$, $J \leftarrow 0$.
2: for iterations $n = 1, 2, \cdots, N$: do 
3: \hspace{1em} while $l \neq 0$ do
4: \hspace{2em} Obtain observation $Y_n$ and update belief $\pi_n$ according to (7).
5: \hspace{2em} if $a_n = 1$ then
6: \hspace{3em} $J \leftarrow J + \rho^n \pi_n r$
7: \hspace{2em} end if
8: \hspace{2em} $l \leftarrow l - 1$
9: \hspace{1em} end while
10: end for
11: end for
12: return $J$.

Algorithm 3 summarizes the computation of the finite time horizon approximation with the softmax parametrization of the policy in (23). The key difference of Algorithm 3 with Algorithm 2 is in Steps 5-7. In Steps 5-7 of Algorithm 3 the softmax policy in (23) replaces the linear threshold policies in Step 5 of Algorithm 2.
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Algorithm 3 Finite Horizon Approximation Algorithm: Using softmax parametrization

Require: Finite time approximation parameter $N$, policy parameter $\theta_{t,u}$, number of stops $L$, initial belief $\pi_0$, discount factor $\rho$, reward vector $r$.

1: $l \gets L$, $J \gets 0$,
2: for iterations $n = 1, 2, \cdots N$ do
3: \hspace{1em} while $l \neq 0$ do
4: \hspace{2em} Obtain observation $Y_n$ and update belief $\pi_n$ according to (7).
5: \hspace{2em} actionprob $= \left[ \exp \left( \left[ 0 \theta_{t,1} \right] \pi \right) \exp \left( \left[ 0 \theta_{t,2} \right] \pi \right) \right]$
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