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Abstract—Polarimetric imaging has been applied in a growing number of applications in robotic vision (ex. underwater navigation, glare removal, de-hazing, object classification, and depth estimation). One can find on the market RGB Polarization cameras that can capture both color and polarimetric state of the light in a single snapshot. Due to the sensor’s characteristic dispersion, and the use of lenses, it is crucial to calibrate these types of cameras so as to obtain correct polarization measurements. The calibration methods that have been developed so far are either not adapted to this type of cameras, or they require complex equipment and time consuming experiments in strict setups. In this paper, we propose a new method to overcome the need for complex optical systems to efficiently calibrate these cameras. We show that the proposed calibration method has several advantages such as that any user can easily calibrate the camera using a uniform, linearly polarized light source without any a priori knowledge of its polarization state, and with a limited number of acquisitions. We will make our calibration code publicly available.

Index Terms—Calibration and Identification, Polarization, Polarimetric Cameras, Degree of Polarization, Multi-Modality.

I. INTRODUCTION

In recent years, polarization has started to have more interest in the robotics and computer vision fields [1], [35], [9], [2], [6], [10], [14], [15], [20], [22], [25], [29], [31], [32], [37], [38], [39]. The polarization state of the light is modeled by the Stokes vector with four components that represent the total incoming light intensity and the amount of light that is linearly and circularly polarized. Several types of sensors can be used to measure the polarization state of the light. Among them, the division of focal plane (DoFP) is the most popular and the most suitable for real-time applications since it can measure all the required information to compute the first three Stokes parameters in a single snapshot. It is composed of super-pixels, that are groups of 2 x 2 pixels, over which are four directional polarizers at an angle of 0°, 45°, 90°, and 135°. Sony released a DoFP sensor in 2018, the Polarsens IMX250MYR, that can also measure color information. It is basically an array of four colored super-pixels arranged following a Bayer pattern as represented in Fig. 1 (b).

Fig. 1. Effect of the calibration for measuring the angle of polarization in a real urban scene. (a) Input color image of the scene captured with the RGB polarization camera. (b) The four colored super-pixels of the adopted camera (Sony Polarsens IMX250MYR), arranged following the Bayer pattern with polarizer orientations of 0°, 45°, 90°, and 135°. (c) Angle of linear polarization image measured with the uncalibrated sensor. (d) Angle of linear polarization image after calibrating the camera with our method. Please notice the differences between (c) and (d), where the angle of polarization of the sky, the building’s roof and front wall in the background were wrongly measured. Without calibration, most of these regions have the same angle of polarization (identified by the same “red” color).

In the Sony Polarsens sensor, the micro-grid polarizers are formed and placed under the layer of micro-lenses used to correctly focus the incoming light onto the pixel, contrary to conventional polarization sensors where it is above the micro-lenses. In this way, the cross-talking effect due to large angle of incidence rays is considerably reduced. Nevertheless, the polarization state determined from the measurement of the light intensities is still inaccurate, as one can notice in the measured angle of polarization of the real urban scene shown in Fig. 1. This is because of the sensor characteristics dispersion due to manufacturing imperfections and to the presence of the lens in front of the camera. The purpose of calibration is to individually correct the outputs of the pixels so that they will all have the same value when the sensor is illuminated with a uniform incident light. Several works attempted to address this calibration problem [4], [12], [23], but the complex experiments for generating the calibration data are time consuming, and require strict experimental setups. In this paper, we describe a practical method to calibrate cameras based on DoFP RGB polarization sensors. It requires only a few samples of a uniform and linearly polarized (ULP) light with moderate values in all of the three RGB channels. The different samples are obtained either by rotating the camera in front of a ULP light source, or by turning a linear polarization filter placed between the camera and an unpolarized

light source. Our method will be compared with the well-established super-pixel algorithm, and we show that, although the experimental setup is simpler, our method exhibits similar accuracy. The images of degree of polarization, and angle of polarization will be shown before and after the calibration, concluding that the calibrated pixel’s response is the same over all the sensor area when they are illuminated with a ULP light.

II. RELATED WORK

Diverse calibration methods have been developed and reported in the literature to correct polarization measurements. However, they are either not suitable for a camera based on an RGB polarization sensor or they require complex equipment, making it hard to replicate the experiments. For example, the method developed by Schechner [26] considers a conventional camera with a polarizer filter in front of it. In this setup, all the pixels share the same polarization filter and thus, to solve the calibration problem, only a few polarized points in a generic scene are needed. This is not the case for a DoFP sensor where each polarization analyzer is composed of four different pixels with polarizers oriented in four different directions. The method by Wang et al. [36] uses an LCD screen to achieve both, polarimetric and geometric calibration of a camera mounted with a polarization filter. Nevertheless, this method cannot be used in our case, because to illuminate all the pixels with the LCD screen, the sensor to the LCD distance must be so short that the pixel pattern of the screen is captured by the camera. Thus, the light cannot be considered uniform. Regarding calibration algorithms dedicated to DoFP sensors, Hagen et al. [12] proposed a method that requires a few samples only, but the angle of polarization of those samples must be known accurately. Chen [4] introduced a calibration approach that has several constraints in the experiment setup: the light source is expected to come from an integrating sphere, and a band-pass filter is added to estimate the missing pixel through a Fourier-based approach. Moreover, a motorized rotative polarization filter is used, and all the light parameters should be known beforehand. Powell and Gruiev [23] calibrate monochrome DoFP polarimeters, by two approaches: the single and super-pixel algorithm. The drawback of their method is that the calibration set up is too elaborated to be replicated, since the light information should be known beforehand. In this paper, a calibration procedure for RGB polarization cameras is presented with the following contributions:

- A simple and practical pipeline to calibrate ready-to-use polarimetric cameras with a lens, in a single step.
- A method that does not require any prior knowledge of the polarization state of the calibration light samples. This information is estimated using only a few samples of a ULP light with moderate values for each of the three RGB channels.
- We demonstrate the effectiveness of the algorithm by showing that only five light samples are enough to calibrate the camera with a good accuracy.

III. PIXEL MODEL

In this section, the pixel model is briefly described using the Stokes vector and Mueller calculus [27], [8]. The Stokes vector is a convenient way of representing the polarization state of the light. It is composed of four components \( \mathbf{S} = [S_0, S_1, S_2, S_3] \) where \( S_0 \) is the total intensity of the incident light, \( S_1 \) the amount of linearly polarized light in the horizontal and vertical directions, \( S_2 \) the amount of linearly polarized light in the \( \pm 45^\circ \) directions, and \( S_3 \) the amount of circularly polarized light.

The calibration method that we have developed are for cameras that are based on DoFP type sensors. These sensors can measure only the linear polarization parameters of the light. So, only linearly polarized light sources or samples will be used to calibrate them. Hence, only the first three components of the Stokes vector are considered. In terms of these three components, the degree of linear polarization (DoLP) and the angle of linear polarization (AoLP), denoted by \( \rho \) and \( \alpha \), respectively, are defined as follows:

\[
\rho = \frac{\sqrt{S_1^2 + S_2^2}}{S_0}; \quad \alpha = \frac{1}{2} \arctan \left( \frac{S_2}{S_1} \right). \tag{1}
\]

Conversely, representing the Stokes vector components in terms of \( \rho \) and \( \alpha \) defined in Eq. (1) yields:

\[
\mathbf{S} = \begin{bmatrix} S_0 \\ S_1 \\ S_2 \end{bmatrix} = \begin{bmatrix} S_0 \\ S_0 \rho \cos(2\alpha) \\ S_0 \rho \sin(2\alpha) \end{bmatrix}. \tag{2}
\]

Now, let us consider a linearly polarized light that passes through an optical element composed of a pixel of the sensor (with its micro-lens and its micro-polarizer oriented at \( \theta^\circ \)), and the lens of the camera to calibrate. The relationship between the Stokes vector of the input light denoted by \( \mathbf{S} = [S_0, S_1, S_2]^T \) and the Stokes vector of the output light denoted by \( \mathbf{O}_{\text{out}} = [O_{0\theta}, O_{1\theta}, O_{2\theta}]^T \), is given by:

\[
\begin{bmatrix} O_{0\theta} \\ O_{1\theta} \\ O_{2\theta} \end{bmatrix} = \mathbf{M}_u \begin{bmatrix} S_0 \\ S_1 \\ S_2 \end{bmatrix}, \tag{3}
\]

where \( \mathbf{M}_u \) is the Mueller matrix that models all the components in the optical element, i.e., the camera pixel and the lens.

In the output Stokes vector, only the first component \( O_{0\theta} \), that corresponds to the intensity of the light, can be measured by the photosensor device in the pixel. Its expression in terms of the elements of the Mueller matrix \( \mathbf{M}_u \) [8] is equal to:

\[
O_{0\theta} = \frac{1}{2} \left[ q + r \left( q - r \cos(2\theta) \right) \left( q - r \sin(2\theta) \right) \right] S_0, \tag{4}
\]

where \( q \) and \( r \) are, respectively, the major and minor light transmittance of the linear polarizer, and \( \theta \) the orientation of the micro-filter placed over the pixel [7].
be the pixel gain, and $P = \frac{(q-r)}{(q+r)}$ a coefficient that represents the non-ideality of the filter. Eq. (4) can be rewritten as:

$$I_\theta = \left[ \frac{T}{P} \ T \cos (2\theta) \ T \sin (2\theta) \right] S + d_\theta.$$  

(5)

In this equation, $d_\theta$ is set equal to zero since the dark current can be neglected as it will be shown in the experiment section. So, a pixel with a micro-polarizer at an angle of $\theta^\circ$ will be modelled by the following equation:

$$I_\theta = \left[ \frac{T}{P} \ T \cos (2\theta) \ T \sin (2\theta) \right] S.$$  

(6)

where $(T, P, \theta)$ are the pixel parameters. For the super-pixel, as shown in Fig. 1 (b), the measured intensities by the four directional pixels in the $0^\circ$, $45^\circ$, $90^\circ$, $135^\circ$ directions can be stacked to give the following equation:

$$\begin{bmatrix} I_0 \\ I_{45} \\ I_{90} \\ I_{135} \end{bmatrix} = A \begin{bmatrix} S_0 \\ S_1 \\ S_2 \end{bmatrix},$$  

(7)

where $A$ is the super-pixel matrix, defined as

$$A = \begin{bmatrix} T_0/P_0 & T_0 \cos (2\theta_0) & T_0 \sin (2\theta_0) \\ T_{45}/P_{45} & T_{45} \cos (2\theta_{45}) & T_{45} \sin (2\theta_{45}) \\ T_{90}/P_{90} & T_{90} \cos (2\theta_{90}) & T_{90} \sin (2\theta_{90}) \\ T_{135}/P_{135} & T_{135} \cos (2\theta_{135}) & T_{135} \sin (2\theta_{135}) \end{bmatrix}.$$  

(8)

In Eq. (8), $(T_i, P_i, \theta_i)$ are the parameters of the pixel with micro-filter orientation $i = \{0^\circ, 45^\circ, 90^\circ, 135^\circ\}$. From Mueller calculus theory, ideally, $T_i = 0.5$ and $P_i = 1$ for all $i = \{0^\circ, 45^\circ, 90^\circ, 135^\circ\}$, and $\theta_{0^\circ} = 0^\circ$, $\theta_{45^\circ} = 45^\circ$, $\theta_{90^\circ} = 90^\circ$, and $\theta_{135^\circ} = 135^\circ$ for the four pixels of the super-pixel. However, in a real camera with a lens, the true values will deviate from the ideal case. The purpose of our calibration method is to estimate the true value of these parameters for each sensor’s super-pixel.

IV. CALIBRATION METHOD

An overview of the pipeline of the proposed method is sketched in Fig. 2. It is grounded on the super-pixel calibration method detailed in [11], [23], which is a well-established method in the literature. The originality of our calibration algorithm is that no information about the input light polarization state is required. Instead, we propose to estimate them and use the estimated polarization state in the calibration method. In Sec. IV-A, the super-pixel calibration method is detailed, in which the input light polarization parameters are required. Then, in Sec. IV-B and Sec. IV-C, we present methods to estimate these light parameters.

A. Description of the method

Calibrating a polarimetric camera consists in determining the super-pixel matrix $A$ of Eq. (8) by solving Eq. (7) for all the super-pixels. To be able to solve this equation that has $4 \cdot 3 = 12$ unknowns in the matrix $A$, at least three calibration light samples must be acquired by the camera. Considering the general case where $N$ calibration samples are acquired with $N \geq 3$, the left hand side intensities vector of Eq. (7) becomes a $4 \times N$ matrix, and the Stokes vector becomes a matrix of size $3 \times N$. The matricial equation to solve is, thus, defined as:

$$I = AS,$$  

(9)

where $I$ is the intensity matrix of the $N$ calibration light samples, $A$ is the super-pixel matrix, and $S$ is the Stokes vectors matrix of the $N$ calibration light samples. Consequently, using a least-squares approach, the matrix $A$ is equal to:

$$A = IS^+, $$  

(10)

where $S^+$ is the pseudo-inverse of $S$. Eq. (10) constitutes the super-pixel calibration equation, and it can be solved for $A$ if the polarization states of the $N$ input calibration light samples are known. These states corresponds to the $N$ columns of the matrix:

$$S = \begin{bmatrix} S_{01} \\ \vdots \\ S_{0N} \\ S_{10} \rho_1 \cos (2\alpha_1) \\ \vdots \\ S_{1N} \rho_N \cos (2\alpha_N) \\ S_{20} \sin (2\alpha_1) \\ \vdots \\ S_{2N} \rho_N \sin (2\alpha_N) \end{bmatrix},$$  

(11)

where $S_{0n}$ is the intensity of the $n^{th}$ calibration light sample, $\rho_n$ is its degree of linear polarization (DoLP), and $\alpha_n$ is its angle of linear polarization (AoLP), for $n = 1, \ldots, N$. These parameters can be obtained with high accuracy but at the expense of a complex laboratory set-up and time consuming experiments. In the following sections, we will show how to estimate them using a uniform linearly polarized (ULP) light that has moderate values in each of the three RGB channels.

For creating this type of light, two configurations are possible, for which the proposed calibration algorithm is valid: i) a linearly polarized light emitting device is fixed, and the camera is rotated to obtain samples at different angles of linear polarization, or ii) a rotative linear polarization filter is placed between a fixed camera and a fixed unpolarized light source. Due to equipment availability, the second configuration is used for the experiments in this paper.

B. Input light angle of polarization estimation

In this section, we describe how to estimate the angles of linear polarization of the $N$ calibration light samples represented by $\alpha_n$ with $n = 1, \ldots, N$ in Eq. (11). For the visible light wavelengths, the polarization angle measured by a single super-pixel can be considered independent of the
color. Furthermore, if the camera is illuminated by a ULP light, all the super-pixels should theoretically observe the same polarization angle. However, this is not the case for a real camera, in general. Due to parameters dispersion, there is not a single pixel in the sensor that can provide an accurate measurement of this angle. Nonetheless, if the mean of the distribution of the AoLP errors is zero, then the mean of all the estimations should be close to the true value.

To compute this mean AoLP, we select a certain number of pixels that are negligibly affected by several undesired effects such as vignetting due to the lens and the apertures, and polarization state errors due to light rays of large angle of incidence. These pixels are those that are found in the central region and that receive light rays pertaining to a small solid angle or Angular Field Of View (AFOV). The relationship between the AFOV, the length \( h \) in mm of a square Region Of Interest (ROI) and the focal length \( f \) of the lens in mm is given by

\[
AFOV = 2 \arctan \left( \frac{h}{2f} \right). \tag{12}
\]

Let \( p \) be the size of a super-pixel in mm and \( AFOV_{\text{max}} \) the maximum angular field of view. Eq. (12) can be rearranged to obtain an upper limit for the maximum size of the central region denoted by \( N_{sp} \).

\[
N_{sp} \leq \left( \frac{h}{p} \right) = \left[ \frac{2f}{p} \tan \left( \frac{AFOV_{\text{max}}}{2} \right) \right]. \tag{13}
\]

Therefore, any small region of size \( N_{sp} \times N_{sp} \) super-pixels around the center that satisfies Eq. (13) for an acceptable angular field of view of about \( 1^\circ \) to \( 2^\circ \) can be considered for estimating the AoLP of the \( n \)th light sample using contiguous \( 2 \times 2 \) pixels with the same color filter. The measurements will comply with Eq. (7), in which:

- \( \hat{\mathbf{1}} = \left[ I_{10}^j, I_{145}^j, I_{190}^j, I_{135}^j \right]^T \) is the intensity vector of the \( j \)th super-pixel,
- \( \hat{\mathbf{S}} \approx \hat{\mathbf{S}}_{n}^{j} = \left[ S_{n0}^{j}, S_{n1}^{j}, S_{n2}^{j} \right]^T \) is the Stokes vector of the incoming light sample measured by the \( j \)th super-pixel,
- \( \{T_i^j, P_i^j, \theta_i^j\} \) are the parameters of a pixel that belongs to the super-pixel \( j \), and with a micro-polarizer oriented at an angle of \( i \) degrees.

For the central pixels, negligible influence of the lens and small sensor artifacts are assumed. Then, the ideal values of \( T_i^j = 0.5, P_i^j = 1 \) for all \( i = \{0^\circ, 45^\circ, 90^\circ, 135^\circ\} \) and \( \theta = \{0^\circ, 45^\circ, 90^\circ, 135^\circ\} \) can be adopted as a good approximation. Consequently, the matrix \( \mathbf{A} \) is completely known, and with its pseudo-inverse, the Stokes vector of the \( n \)th light sample, \( \hat{\mathbf{S}}_{n}^{j} \) can be obtained by:

\[
\hat{\mathbf{S}}_{n}^{j} = \left[ \hat{S}_{n0}^{j}, \hat{S}_{n1}^{j}, \hat{S}_{n2}^{j} \right]^T = \mathbf{A}^+ \mathbf{I}. \tag{14}
\]

The AoLP \( \alpha_j \) measured by the super-pixel \( j \) is then given by:

\[
\alpha_j = \frac{1}{2} \arctan \left( \frac{S_{n2}^{j}}{S_{n1}^{j}} \right). \tag{15}
\]

This operation is repeated for all the \( K = N_{sp} \times N_{sp} \) super-pixels in the central region. Due to the periodicity of the AoLP, the average of the \( K \) angles might conduct to wrong results. Thus, their circular average is computed instead according to Eq. (16). This yields the angle \( \alpha_n \), which is an estimation of the AoLP of the \( n \)th light sample denoted by \( \alpha_n \) with \( n = 1, ..., N \) in Eq. (11).

\[
\begin{align*}
\sin (2\alpha_n) &= \frac{1}{K} \sum_{j=1}^{K} \sin (2\alpha_j) \\
\cos (2\alpha_n) &= \frac{1}{K} \sum_{j=1}^{K} \cos (2\alpha_j) \tag{16} \\
\alpha_n &= \frac{1}{2} \arctan (\sin (2\alpha_n) / \cos (2\alpha_n))
\end{align*}
\]

C. Light samples intensity and DoLP estimation

We will now describe how to estimate the light intensities and the DoLP of the \( N \) calibration light samples defined in the matrix \( \mathbf{S} \) of Eq. (11).

For the same reasons as explained in Sec. IV-B, a \( N_{sp} \times N_{sp} \) super-pixels region around the center of the sensor is considered for all the light samples that will have the same intensity and the same DoLP. Only the AoLP will be different by selecting a different orientation of the rotative filter for each sample. Thus, in Eq. (11), \( S_{0i} = ... = S_{0N} = S_0 \) and \( \rho_1 = ... = \rho_N = \rho \). Consequently, the Stokes matrix of the \( N \) calibration light samples \( \mathbf{S} \) can be split into two matrices: a \( 3 \times 3 \) matrix \( \mathbf{L} \) that only depends on \( (S_0, \rho) \), and a \( 3 \times N \) matrix \( \mathbf{G} \) that only depends on the angles of linear polarization \( \alpha_n \) estimated in Sec. IV-B, such that \( \mathbf{S} = \mathbf{L} \mathbf{G} \):

\[
\mathbf{S} = \begin{bmatrix} S_0 & 0 & 0 \\ 0 & S_0 \rho & 0 \\ 0 & 0 & S_0 \rho \end{bmatrix} \begin{bmatrix} 1 & \ldots & 1 \\ \cos (2\alpha_1) & \ldots & \cos (2\alpha_N) \\ \sin (2\alpha_1) & \ldots & \sin (2\alpha_N) \end{bmatrix} \tag{17}
\]

Combining Eq. (9), which is the super-pixel calibration equation, and Eq. (17), yields:

\[
\mathbf{I G}^+ = \mathbf{A L}, \tag{18}
\]

where \( \mathbf{I} \) is the \( 4 \times N \) matrix of the measured intensities. For the super-pixel \( j \), each row \( i \) of the result \( \mathbf{I G}^+ \) can be expressed as:

\[
(\mathbf{I G}^+)_i^j = \begin{bmatrix} X_i^j & Y_i^j & Z_i^j \end{bmatrix}, \tag{19}
\]

where \( X_i^j = \frac{T_i \hat{S}_{0i}^j}{T_i^j}, Y_i^j = T_i \hat{S}_{0i}^j \rho_i^j \cos (2\theta_i^j), \) and \( Z_i^j = T_i \hat{S}_{0i}^j \rho_i^j \sin (2\theta_i^j) \). If the camera is considered ideal for the central pixels, as in the previous section, each of the four rows of \( \mathbf{IG}^+ \) allows to calculate a pair \( (\hat{S}_{0i}^j, \rho_i^j) \) as follows:

\[
\hat{S}_{0i}^j = 2X_i^j \rho_i^j = \sqrt{Y_i^{12} + Z_i^{12}} / X_i^j. \tag{20}
\]

Repeating this procedure for the \( K \) super-pixels and the \( N \) samples will yield two sets of \( R = N_{sp} \times N_{sp} \times 4 \) intensities and DoLP: \{ \( S_1, S_2, ..., S_R \) \} and \{ \( \rho^1, \rho^2, ..., \rho^R \) \}. From these two sets, the light parameters, \( S_0 \) and \( \rho \), can be estimated by extracting either the maximum (highly sensitive to noise and outliers), the average (affected by lens vignetting and outliers) or the median (affected only by lens vignetting) value. Because
of its robustness to outliers, the median value has been chosen and implemented for the experiments.

It is important to note that a color camera is used. To be free from the requirement of using a white light, the detected intensities and DoLP have to be classified per color channel, without mixing them. The color channel to which a super-pixel belongs to is given by its position $j$.

At this point, an estimation of the light intensity $\hat{S}_0$, the degree of linear polarization $\hat{\rho}$ per color channel, and the angle of polarization $\hat{\alpha}_n$ at the $n^{th}$ position of the linear filter has been obtained. Therefore, the Stokes matrix can be built, as in Eq. (21),

$$
\hat{S} = \begin{bmatrix}
\hat{S}_0 & 0 & 0 \\
0 & \hat{S}_0\hat{\rho} & 0 \\
0 & 0 & \hat{S}_0\hat{\rho}
\end{bmatrix}
\begin{bmatrix}
1 & \ldots & 1 \\
\cos(\hat{\alpha}_1) & \ldots & \cos(\hat{\alpha}_N) \\
\sin(\hat{\alpha}_1) & \ldots & \sin(\hat{\alpha}_N)
\end{bmatrix}.
$$

(21)

and its pseudo-inverse $\hat{S}^+$ computed and used in Eq. (10) to calculate the $j^{th}$ super-pixel matrix that we will denote here by $A_j$. It follows that, from $A_j$, each row allows to compute the parameters $(T_i, P_i, \theta_i)$ for each of the four pixels that compose the $j^{th}$ super-pixel.

V. Experiments

Our experimental setup is composed of a Basler acA2440-75uePOL camera with a Sony Polarsens IMX250MYR sensor of pixel size equal to 3.45 $\mu$m or super-pixel size equal to 6.9 $\mu$m, and a Fuji-film HF16XA-5M - F1.6/16mm lens. To compute an initial estimation of the AoLP and DoLP required by our calibration method, we have chosen a central region of $50 \times 50$ super-pixels determined according to Eq. (13). This region corresponds to incident light rays with a maximum angle of incidence of 0.625° that is relatively small and will give a good initial estimation of the AoLP and DoLP.

The developed algorithm runs on a computer with Intel Core i7-10850H @ 2.7 GHz and 32 GB of RAM. The OS is Ubuntu 18.04 LTS 64 bits. The program runs in 7 seconds for 7 samples, and 8 seconds for 73 samples approximately. The experimental set-up model is shown in Fig. 3. The uniform, unpolarized light source device is a Schott Fostec DCR III fiber optic illuminator, with a Schott ColdVision back light A08927. A 50mm linear glass polarizing filter is used (Edmund Optics Inc #56-329), mounted on a metric polarizer mount (Edmund Optics Inc #43-787). The linear polarizer filter is rotated by hand. Each position of the filter corresponds to a light sample, and for each sample ten acquisitions of the light are done and averaged to reduce the effects of the noise in the parameters estimation. The acquisitions are done in a dark room to reduce the influence of the environment. Furthermore, the recommendations given in [17] have been followed. Particularly, the lens has been correctly focused at the light source, and the f-number has been set higher than 2.8 for all the experiments. Finally, we have acquired several images with the camera in total darkness and verified that, with a 12-bit pixel count and an exposure time of 1s, the dark current can effectively be neglected as reported in [17].

The first experiment that we have done is to verify the quality of the estimated AoLP with the camera. To do so, different light samples with different AoLP have been used. The AoLP values are set by turning the polarization filter in front of the light source by steps of 5°, in the range [0°, 175°]. Thirty-six images of the source light samples are acquired with the camera, and from them the AoLP are calculated and compared to the true reference values given by the position of the polarization filter. For better visualization, only the deviations from the reference values are represented in Fig. 4. In case the estimated AoLP values are the same as the reference values, an horizontal line at zero degree is obtained. However, in our case, the AoLP error curve exhibits a sine-like shape that is due to errors in the parameters of the camera. Indeed, it can be proven that a small error in the parameters of the camera due to imperfections will induce, in first order approximations, four error terms in the expression of the estimated AoLP. These error terms are functions of the sine and cosine of the true AoLP and they appear in the expressions of the computed Stokes components $S_1$ and $S_2$. Because of these additional components, and that the ratio of these two Stokes components is proportional to the tangent of the AoLP (Eq. (1)), the error curve follows a sine and cosine rule. The detailed demonstration of this effect can be found in the supplementary material [24] (it is not included in the main paper since it is an auxiliary result of this work, and also due to space constraints). Nonetheless, by considering pixels around the center, and averaging several samples, the estimation error is reduced, such that the RMSE is 0.3316°, and the maximum error is ±0.65° in all the range. Hence, the experiment confirms that the camera can be used to provide reliable measurements of the AoLP of the ULP light. Additionally, it avoids the requirement of aligning the rotative
filter and the camera, since the measurements are already in the camera’s coordinate frame.

The next step is to evaluate the accuracy of the calculated intensities, AoLP and DoLP with the uncalibrated and the calibrated camera with N number of calibration light samples. Prior to the test, a database has been created with all the images of the required calibration light samples. These samples have the same intensity and DoLP, but different AoLP in the range of $[0^\circ, 180^\circ]$. For the test, N sample images are randomly selected from the database and used to compute the pixel parameters. Once the camera is calibrated, the intensity, DoLP and AoLP of a test image are calculated. The mean and standard deviation of the test light parameters are calculated over all the sensor area. This test is repeated several times for each value of $N = 3, ..., 36$. For each run of the algorithm, a new set of $N$ random calibration images is chosen to calibrate the camera. The GT values of the test image are: $S_0 = 1437$, $\rho = 0.97$, and $\alpha = 43^\circ$. For space reasons, only the results for the red channel are shown in Fig. 5. Those for the other channels can be found in the supplementary material [24].

As shown in Fig. 5, when five or more calibration light samples are used, the standard deviation is considerably reduced with respect to the case when only three samples are used, and when $N \geq 10$, the values are stabilized. More precisely, for $N \geq 10$, $S_0 = 1437.134 \pm 9.25$, $\rho = 0.98 \pm 0.005$ and $\alpha = 43.099 \pm 0.2^\circ$. The same test image has been used with the uncalibrated camera, and the obtained parameters were: $S_0 = 1336.327 \pm 61.731$, $\rho = 0.9776 \pm 0.006$, and $\alpha = 43.024 \pm 0.48^\circ$. This experiment also corroborates that the camera calibrated with our algorithm reduces the disparity between values over the sensor area with respect to the uncalibrated camera.

To confirm the validity of our method with respect to other algorithms, the calibration results have been compared with the super-pixel (SP) method described in [11], [23]. Tab. I summarizes the comparison results. The AoLP used for the SP method has been measured from the rotative filter, while for our method they have been estimated. The difference between the mean values of the intensity and the DoLP is expected, since each method uses a different reference during calibration. However, the most important results are the standard deviations that reflect how similar the measurements of the ULP light are after the correction over the entire sensor area. One can notice that the results obtained by both approaches have similar accuracy. However, our method has the advantage of being experimentally simple: it does not require any specific devices to measure the light polarization state. Additionally, the time required to take the samples is reduced for the user since he only needs to randomly turn the polarizer a few times. Also, the measurements of the orientation from the rotative filter are not required since the algorithm will estimate them automatically.

| Method                | $S_0$  | AoLP       | DoLP       |
|-----------------------|--------|------------|------------|
| Uncalibrated          | 3399.2 | 59.983 [0.215] | 0.9863 [0.0041] |
| SP method             | 3402.4 | 60.035 [0.128] | 1.005 [0.004] |
| Our method            | 3298.0 | 59.701 [0.128] | 0.985 [0.004] |

**TABLE I**

Comparing with the super-pixel (SP) method [11]. Content of each cell: mean value [standard deviation].

Finally, the effect of calibration on an image of a ULP light is presented in Fig. 6. For space reasons, only the results for the red channel are shown. The results for the other channels are available in [24]. In this figure, the images (a) and (b) corresponds to AoLP image, before and after calibration, and the images (c) and (d) are the corresponding images of the DoLP. These images are the measurements of the camera when it is illuminated by a ULP light. For the uncalibrated case, the values of the AoLP and the DoLP are in the intervals $[0.9465, 1.0]$, and $[41.099^\circ, 44.879^\circ]$, respectively. For the calibrated camera the corresponding values are in the intervals $[0.9741, 1.0]$, and $[41.934^\circ, 43.824^\circ]$, respectively. What is important to note in these images is not the color but the variations in the colors. Since, these images represent the values of the measured AoLP and DoLP, by the individual pixels of the camera, they should respectively be the same, i.e. all the pixels of the same image should have the same color, due to the fact that the observed light is uniform and linearly polarized. However, this is not the case. The variations in the color represent the measurement errors by the individual pixels. One can note that the color is more uniform (and therefore, there is less errors) for the calibrated camera than for the uncalibrated camera.

Additionally, these images show that, for the uncalibrated images, both polarization parameters present changes in the borders with respect to the center of the image. This is a consequence of the lens vignetting. Indeed, the variation of the polarization state of the incoming light depends on the point of incidence of the light at the lens surface. As one can see in Fig. 6, the uncalibrated measurements have strong variations in the four corners of the images, and in the center they are mostly constant. This effect is equivalent to having a Mueller matrix applied to the input light, where this matrix is different at each lens point. The proposed algorithm accounts for this alteration of the polarization state in the pixel model, by modulating the polarizers parameters $P_i$ and $\theta_i$, to fit the measurements with a flat-field response. $T_i$ has no effect over these parameters since it is a factor of all the three Stokes parameters, thus it is cancelled when computing the DoLP and the AoLP. However, $T_i$ corrects the vignetting effect over the intensity image, which has not been included here due to space restrictions, but it can be found in the supplementary material [24].

**Ablation study.** To test the influence of each module, several scenarios have been evaluated and summarized in Tab. II. The first row of this table, SC1, corresponds to the results when using the uncalibrated camera. Then, in SC2, the AoLP estimator has been used and the DoLP and intensity of the input light have been fixed to 0.8 and 2000, respectively. As shown in the table, this modification changes the corresponding mean value measured in the entire image, but their standard deviation (SD) is not modified. The advantage of having a module that estimates these parameters is that an early saturation of the measured value is avoided. Then, in SC3, the AoLP estimator is disabled, and these values have been measured from the filter ruler. In this case, the AoLP after calibration presents a slightly smaller SD than when using the estimator, due to the small error in the measurements of this.
parameter. Nonetheless, this has as trade off a large experiment time, and the requirement of a rotative mount with a ruler. In SC4, a similar experiment to SC3 is done, but a fixed shift is introduced in the AoLP measurements. From Tab. II it can be seen that this affects the mean value of the measured AoLP, but the SD remains low. This is normal, since the AoLP is relative to the measurement system. Finally, our entire pipeline is tested in SC5, in which a small SD is obtained in all the variables, and additionally, the mean values are close to the GT values. Therefore, using a simple calibration set-up as ours can provide not only accuracy, but also precision in the measurements given by the camera.

**Applications.** The proposed calibration can be applied to improve different applications such as shape-from-polarization and monocular depth estimation. Particularly, surface reconstruction from polarization applications are often affected by discontinuities in the estimated surfaces due to the accumulated error in the normal’s integration. Notably, these errors are linked to the error in the estimation of the AoLP and the DoLP (due to the pixel’s parameters dispersion), which are reduced by the proposed calibration approach.

An example of robotics application is given in Fig. 7, in which a parabolic shaped piece surface is retrieved by using the SfP technique explained in [30]. In this image, the highlighted error is due to the error in the normal’s vector field integration. This accumulated error makes that the point where the end of the surface meets the beginning will not match, producing the discontinuity shown. This reconstruction error is reduced when using the calibrated camera (highlighted area). Although a detailed analysis of applications are out of the scope of this paper, we are providing some reconstruction results with two recent 3D shape estimation approaches in the supplementary material.

**VI. Conclusions**

A calibration algorithm for RGB micro-grid polarization cameras has been presented. The developed framework is flexible to be extended to any amount of light samples. We show that with a minimal set-up, and without any knowledge about the source light polarization state, the calibration problem can be solved by using the light parameters estimators included in this work. Five image samples is the minimum requirement to highly increase the camera estimation accuracy. The calibration light samples must be uniform and linearly polarized, at different AoLP. Since each color channel is considered independently from the others, the light source is not restricted to be white, but it should have a certain value in each color frequency. All the results in this paper have been validated with experiments, showing that the algorithm performance is competitive to recent calibration techniques.
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SUPPLEMENTARY MATERIAL

This is the supplementary material of our RAL 2022 submission entitled “A practical calibration method for RGB micro-grid polarimetric cameras”. This document includes additional demonstrations and experiments that might be of interest to the readers.

APPENDIX A: SINE-LIKE SHAPE OF THE AoLP ESTIMATOR ERROR

In this appendix, we demonstrate why the error of the AoLP estimator has a sine-like shape. This demonstration is auxiliary to the submitted paper and the explanation was not included in the main paper due to space restrictions. The shape shown in Fig. 8 is a plot of the error in the circular average of the angle of linear polarization. The estimated angle is calculated from the intensity measurements of a 50 × 50 region around the center of the sensor with a 16mm lens. For each AoLP, ten images of a uniform, linearly polarized light are captured and averaged to reduce the influence of the noise in the estimations.

VII. DEMONSTRATION

When a pixel and its polarization filter are not ideal, the relationship between the Stokes vector and its measured intensity is given by Eq. (6) in the main paper:

\[
I_i = T_i \left[ \frac{1}{P_i} \begin{bmatrix} \cos (2\theta_i) & \sin (2\theta_i) \end{bmatrix} \right] \begin{bmatrix} S_0 \\ S_1 \\ S_2 \end{bmatrix}, \tag{22}
\]

where \(I_i\) is the measured pixel intensity, \(T_i\) is the pixel gain, \(P_i\) is a factor that models the non-ideality of the pixel micro-filter, and \(\theta_i\) is the micro-filter orientation, for \(i = \{0^\circ, 45^\circ, 90^\circ, 135^\circ\}\).

To demonstrate the error equation in the estimated AoLP, we compute the error in the measured Stokes components when the pixels are considered ideal.

\[
\begin{align*}
\hat{S}_1 &= I_0 - I_{90} \\
\hat{S}_2 &= I_{45} - I_{135}
\end{align*}
\tag{23}

Considering the pixel model of Eq. (22), and assuming that the micro-filter with orientation \(i\) has an error \(\Delta \theta_i\) with respect to its ideal orientation, we obtain:

\[
\begin{align*}
\hat{S}_1 &= T_0 \left[ \frac{1}{P_0} \begin{bmatrix} \cos (2\theta_i) & \sin (2\theta_i) \end{bmatrix} \right] - \\
&= T_0 \left[ \frac{1}{P_0} \begin{bmatrix} \cos (\pi + 2\Delta \theta_i) & \sin (\pi + 2\Delta \theta_i) \end{bmatrix} \right] \begin{bmatrix} S_0 \\ S_1 \\ S_2 \end{bmatrix}
\end{align*}
\tag{24}
\]

Using the sine and cosine properties, and grouping terms gives:

\[
\hat{S}_1 = \left[ \begin{array}{ccc} A & B & C \\ \end{array} \right] \begin{bmatrix} S_0 \\ S_1 \\ S_2 \end{bmatrix}, \tag{25}
\]

with

\[
A = \frac{T_0}{P_0} - \frac{T_{90}}{P_{90}}
\]

\[
B = T_0 \cos (2\Delta \theta_i) + T_{90} \cos (2\Delta \theta_{90})
\]

\[
C = T_0 \sin (2\Delta \theta_i) + T_{90} \sin (2\Delta \theta_{90})
\]

Since the angle error can be considered close to zero, then the corresponding Taylor expansions up to order two can be used to replace the sine and cosine functions. Moreover, by doing the matricial multiplication we obtain:

\[
\hat{S}_1 = AS_0 + \left[ T_0 + T_{90} - 2T_0 \Delta \theta_i - 2T_{90} \Delta \theta_{90} \right] S_1 + [2T_0 \Delta \theta_i + 2T_{90} \Delta \theta_{90}] S_2.
\tag{26}
\]

If the angle errors are between \([-10^\circ, 10^\circ]\), the corresponding range in radians is \([-0.1745, 0.1745]\). Thus, if we square this range, we obtain a range of values \([0, 0.03]\). The orientation errors due to manufacturing problems have values less than \(10^\circ\), therefore, the second order variables can be ignored, i.e.:

\[
\hat{S}_1 = AS_0 + G' S_1 + K_1 S_2.
\tag{27}
\]

with:

\[
G' = T_0 + T_{90}
\]

\[
K_1 = 2T_0 \Delta \theta_i + 2T_{90} \Delta \theta_{90}.
\]

Similarly, \(\hat{S}_2\) can be obtained as a function of the Stokes components.

\[
\hat{S}_2 = DS_0 - K_2 S_1 + G'' S_2.
\tag{28}
\]

where:

\[
D = \frac{T_{45}}{P_{45}} - \frac{T_{135}}{P_{135}}
\]

\[
G'' = T_{45} + T_{135}
\]

\[
K_2 = 2T_{45} \Delta \theta_{45} + 2T_{135} \Delta \theta_{135}.
\]
It follows that the estimated AoLP \( \hat{\alpha} \) is equal to:

\[
\hat{\alpha} = \frac{1}{2} \arctan \left( \frac{S_2}{S_1} \right) = \frac{1}{2} \arctan \left( \frac{DS_0 - K_2 S_1 + G'' S_2}{AS_0 + G' S_1 + K_1 S_2} \right) \tag{29}
\]

Remembering that \( S_1 = S_0 \rho \cos(2\alpha) \), and \( S_2 = S_0 \rho \sin(2\alpha) \), where \( \rho \) is the degree of linear polarization, and \( \alpha \) is the angle of linear polarization of the incoming light, Eq. (29) becomes:

\[
\hat{\alpha} = \frac{1}{2} \arctan \left( \frac{D - K_2 \rho \cos(2\alpha) + G'' \rho \sin(2\alpha)}{A + G' \rho \cos(2\alpha) + K_1 \rho \sin(2\alpha)} \right) \tag{30}
\]

This equation converges to the true AoLP \( \alpha \) if the pixels and the filters are ideal, i.e., \( P_i = 1 \), \( T_i = 0.5 \), and \( \Delta \theta_i = 0 \), for \( i = \{0, 45, 90, 135\} \). In a real case, slight deviations from these values will appear. The sources of these deviations are the manufacturing process of the sensor, and the lens added to the camera. As mentioned in the main paper, considering a small region around the center of the sensor reduces the deviations caused by the lens.

Analyzing this equation, it is possible to conclude that:

- The deviations in the pixel parameters will make the other Stokes parameters to influence the AoLP measurement.
- The deviations in the orientations of the micro-polarizers, denoted by \( \Delta \theta_i \), for \( i = \{0, 45, 90, 135\} \) will introduce an error based on the value of the complementary Stokes parameter (for the measurement of \( S_1 \), a deviation in the orientation of the micro-polarizers will introduce an error based on the value of \( S_2 \), and an error based on \( S_1 \) in the measurement of \( S_2 \)).
- For measurements of the same light at different AoLP, the deviations in the non-ideality factor \( P_i \) and the gain \( T_i \) will produce a constant shift in both, numerator and denominator, of Eq. (30).
- The values of \( K_1 \) and \( K_2 \) should be close to zero, and this can happen in two situations: either the pixel parameters are almost ideal and therefore the orientation errors are almost zero, or the pixels orientation error are almost the same, but in opposite directions. The second case can be understood by looking at the definitions of these variables. For instance, \( K_1 = 2T_0 \Delta \theta_0 + 2T_{90} \Delta \theta_{90} \), where \( T_0 \) and \( T_{90} \) are positive numbers, and in general, they are close to 0.5. Therefore, if \( \Delta \theta_0 \approx -\Delta \theta_{90} \), then \( K_1 \) will have a very tiny value. Similarly, \( K_2 \) will be almost zero when \( \Delta \theta_{45} \approx -\Delta \theta_{135} \). Finally, it can be seen that the errors in the orientations can be compensated if they are in opposite directions.

In all the cases, the errors will produce sine-like functions, since they will change the ratio of the sine to the cosine functions. Nevertheless, the effect of each parameter to the final shape of the error is different. The error in the orientations can change only the minimum and maximum values in the estimation error function, and the factors \( T_i \) and \( P_i \) can create sine shaped error functions and additionally change the position of its extreme values.

To test this formula, the error function has been computed for two set of samples from two different lenses. The samples to which the functions are fitted have been captured using the RGB polarization camera with the following lenses:

- Lens 1: Fuji-film HF16XA-5M - F1.6/16mm
- Lens 2: Fuji-film HF8XA-5M - F1.6/8mm

Lens 1 is the one used in the experiments in the main paper. Additionally, both lenses have been correctly focused on the light source used, and their F-number have been set to 3, which is higher than 2.8. This configuration has been chosen to comply with the recommendations given by [17].

To run this experiment, the AoLP estimator as described in the main paper has been implemented. Then, with a uniform unpolarized light source and a rotative linear polarization filter, a linearly polarized light is generated. The position of the filter is changed progressively in the range \([0^\circ, 180^\circ]\), with a step of 5°. The reference angle of linear polarization of each sample has been measured from the rotative mount of the linear filter. Additionally, the AoLP is estimated with the implemented algorithm for each of these samples. Finally, the error between the reference value and the estimation is computed and plotted in Figs. 9 and 10.

By using a least-squares optimizer, the pixel parameters have been found for each set of samples taken with these lenses, and the results are shown in Tab. III. For creating this data, the degree of linear polarization was supposed to be \( \rho = 0.97 \).

As shown in Figs. 9 and 10, taking the measurements of the AoLP from the center pixels and doing their circular average, produces an estimation of the true AoLP with a maximum
Fig. 11. Monocular disparity application example (hotter colors indicate larger disparity, i.e., smaller depth values). (a) Original color image. (b) Total intensity image. (c) Disparity computed with the uncalibrated intensities. (d) Disparities computed with the calibrated intensities.

| Lens model | Parameter | $i = \{0, 45, 90, 135\}$ |
|------------|-----------|--------------------------|
| $T_i$      | Lens 1    | [0.53, 0.48, 0.49, 0.51] |
|           | Lens 2    | [0.525, 0.542, 0.548, 0.499] |
| $P_i$      | Lens 1    | [1.04, 0.88, 0.97, 0.95] |
|           | Lens 2    | [1.009, 0.992, 1.067, 0.922] |
| $\Delta\theta_i$ | Lens 1    | [1.47, -1.07, -1.32, 1.54] |
|           | Lens 2    | [0.109, 0.114, -0.192, 0.092] |

TABLE III
Parameters obtained by non-linear optimization for Eq. (30).

error of $0.65^\circ$. This upper limit is valid for both lenses.

Tab. III shows all the pixel parameters obtained by least-squares optimization of Eq. (30) with the real data. From this table it is possible to confirm that the effective pixel values are not far away from the ideal ones. Particularly, the maximum orientation error is $\Delta\theta_0 = 1.47^\circ$. Nonetheless, as explained in the previous section, this error is compensated by the complementary pixel orientation which is, in this case, $\Delta\theta_{90} = -1.32^\circ$. Additionally, the values exposed in this table show that the two lenses influence the pixel parameters. Indeed, the figures have similar shapes, but the corresponding maximum values are not the same, and they are located at different positions. This is because the corresponding pixel parameters have changed for each case. It is important to highlight that the estimation error in the AoLP is limited, and small (less than $0.65^\circ$), confirming that the initial assumption of taking central pixels produces good estimates.

APPENDIX B: APPLICATIONS TESTED WITH AND WITHOUT CALIBRATION

Since it is important to show the benefits of calibrating the RGB polarization camera in practical robot perception tasks, we have selected two testing algorithms for 3D geometry estimation. One for indoor and more suitable for small scale objects (shape-from-polarization), and one data-driven depth estimation approach from polarization images adapted to outdoor scenes. These algorithms are:

- “Linear depth estimation from an uncalibrated, monocular polarization image”, ECCV, 2016 [30]: This paper proposes a shape-from-polarization algorithm with a linearization method for depth estimation, without any knowledge of the position of the light source. It is a geometric model-based approach, i.e., it does not use machine learning training phase for arriving to the results. We used the publicly available implementation in MatLab from the authors.
- “P2D: a self-supervised method for depth estimation from polarimetry”, ICPR 2020 [3]: This paper proposes a deep learning method for monocular disparity estimation, using monochrome polarization images. This network has been implemented considering the features given by the polarization state of the light. The code (in Python and PyTorch) and pre-trained model weights have been kindly provided by the authors of the paper upon our request.

The first experiment was the 3D reconstruction of a metallic, polished, parabolic object. This object has been placed at the interior of a dome, that provides a uniform, unpolarized, red light. The image has been captured with the camera
that contains the Sony Polarsens sensor IMX250MYR, and a lens Fujinon HF8XA-5M. The object has been captured 1000 times, and the images have been averaged to reduce the influence of the noise. The camera has been calibrated, and then the intensities in the average image have been corrected with it. The reconstructed surfaces with and without calibration are shown in Fig. 12.

![Fig. 12. 3D reconstruction application result. (a) Original piece - front view. (b) Original piece - top view. (c) 3D reconstruction top view of the piece with the uncalibrated camera. (d) 3D reconstruction top view of the piece with the calibrated camera.](image)

The areas of interest in this figure are highlighted with a green rectangle in the corresponding images. The corresponding images with the camera uncalibrated and calibrated are shown in the columns (c) and (d). In the reconstruction plots, we can notice two discontinuities. Since the surface is the result of an integration, the error in the normal’s estimation will produce that the closing points, i.e., the region where the end joins the beginning of the surface, will not match. The error in the normal vectors is linked to the error in the estimation of AoLP and the DoLP (due to the pixel’s parameters dispersion). These reconstruction artifacts have been reduced after calibration, with only one discontinuity in the surface with a reduced amplitude. It is important to mention that the same input images have been used for the two reconstructed surfaces. The uncalibrated reconstruction is done by using the raw image from the camera (after average), and the calibrated surface is obtained after correcting the measurements of the raw image. The second application corresponds to a monocular disparity estimation technique using a deep neural network. The results before and after calibration are shown in Fig. 11. Again, some areas of interest are highlighted in yellow. Since the network was trained with monochrome polarization images, the total intensity per polarization channel have been computed and given to the network to produce the estimation.

In this case, we can notice that after calibration the roof region is improved. In the uncalibrated scenario, the network predicts a disparity that ascends towards the sky, and when the image is calibrated, the disparity of this region evolves following the border of the roof. There are two considerations that might explain this behavior: i) The sky is polarized, so the features given by it are very distinctive from the building. ii) Neural networks base their predictions per pixel considering its value and the ones of the neighbors pixels. An uncalibrated setup will estimate wrong polarization parameters due to the dispersion in the pixel parameters and due to the lens. Particularly, as explained in the paper, the lens will produce a change in the polarization state depending on the point of incidence of the light at the lens surface. This change will create a gradient in the values different to the one present in the real scene. By doing the calibration, we reduce the lens effect, and therefore making the depth estimation between objects closer to the one in the real-scene.