A distributed storage method for real-time database System design
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Abstract. With the rapid development of network technology, the amount of data generated by real-time system is increasing exponentially. Business applications are putting forward more and more high demand on the management and real-time requirement. As the traditional stand-alone RTDB technology has met the needs with difficulty, the distributed thinking is introduced into the RTDB field, mainly studied from the Data distribution mode, Data redundancy backup, Data consistency and other aspects, Propose a design of data distributed storage in real-time data system. This design can provide technical support for current RTDB scalability and reliability.

1. Introduction

Database technology was born in the late 20th century. Its theory and technology development is extremely rapid, and its application is becoming more and more widespread. An important branch of database technology is RTDB. RTDB is a database built by real-time data models. RTDB technology is a product of the combination of real-time system and database technology [1].

The specialization and productization of real-time databases in data communication, data storage, data retrieval, data access, data processing, and data display provide convenient and stable data support for the construction of analytical applications based on large-capacity real-time historical data. It enables the application system to make full use of valuable production real-time historical data from a higher and deeper level. With the rapid development of network technology, the amount of data generated by real-time systems has grown exponentially, and business applications have imposed increasingly higher requirements on the management of real-time data and the real-time nature of applications. The existing stand-alone RTDB technology has great limitations both in theory and in practical applications, and can no longer fully meet current needs.

At present, the use of RTDB in the industry still based on single-core centralized deployment [2]. The introduction of distributed computing and storage technology ideas [3] can well solve these bottlenecks encountered by stand-alone real-time databases. However, how to design a distributed RTDB to meet the transaction application processing timeliness and transaction throughput requirements is a difficult point. This paper designs a distributed RTDB management system by studying some key technologies of distributed RTDB (data distribution, data consistency, data redistribution), which can provide technical support for the development of RTDB applications.
2. Overview

2.1. Overall Architecture Design

Distributed RTDB deployment architecture shown in Figure 1:

In the deployment architecture, the management nodes is the administrator of the entire distributed RTDB and mainly stores system metadata information, including key information such as the data distribution mode, the status of each node, and the consistency status of the active and standby nodes.

Scheduling nodes belong to the distributed access layer. Unified interface enables applications to access the distributed RTDB as a complete logical entity. In addition, the scheduling node also belongs to the distributed location layer, which is the distributor and collector of data. It is mainly responsible for data distribution, collection of query results, and task scheduling. When a distributed node queries and accesses data on multiple nodes, concurrent access processing enables parallel processing of multiple data requests on multiple storage nodes, thereby enabling efficient distributed data access.

Data nodes belong to the distributed storage layer. Each data node runs and manages a database instance. The data node is responsible for the actual storage of the entire database system data, receives data from the scheduling node, executes the decomposed query task, and the execution result is returned to the application program through the scheduling node. The number of data nodes is limited only by the hard conditions such as Ethernet bandwidth and the physical conditions of the equipment room. Each data node only stores data belonging to the corresponding partition and is logically equivalent. The active and standby data nodes implement data redundancy between nodes.

Figure 1. Distributed RTDB system deployment architecture.

2.2. Metadata table

The RTDB can be simply understood as consisting of two parts: tag point information database and value database [4], as shown in picture 2:
The tag point information base contains a table of basic information of the survey points, with the tag point tag (point_name) as a key, and a record containing basic configuration information of a tag point such as a tag point description, a compression algorithm. The user can query the basic information of the tag point from this tag point information base. The value database contains real-time value cache and historical data storage. Each record reflects the time stamp, value, and quality of real-time data generated by a tag point. Users can query real-time data values from the value database. Therefore, the two main dimensions of the RTDB are the tag points and the data time. If you need to distribute all the data of the RTDB to multiple nodes, you should start from these two dimensions.

Metadata storage: The tag-point table is stored as a metadata table on the scheduling node, and each scheduling node has a complete tag-point information. Multiple scheduling nodes are mutually backed up. The management node controls the status of the scheduling nodes and uses the synchronization thread to perform abnormal recovery.

2.3. Data flow
Data access data flow is shown in Figure 3. The data is sent from the application server or client to the scheduling node. The scheduling node sends the data to different master data nodes according to the distribution rules, And master data node forwards the data to backup node during the storage process.

The data query data flow is as shown in Figure 4. The query request and query conditions are sent from the application server or client to the scheduling node. The scheduling node uses the tag points and time ranges involved in the query conditions. Through the distribution rules, filter the relevant data nodes, split and re-organize multiple sub-queries to allocate to multiple data nodes, multiple data nodes process queries in parallel, complete the results and return the results to the scheduling node. The scheduling node waits for all allocated children. After the query returns the result, it will do the aggregation process and feedback the result to the application server or client.
This involves the allocation of primary and secondary nodes. Each sub-query can only be sent to a data master or backup node, unless the query exception will continue to be sent from the scheduling node to another node to do the query (at the same time to report the node status to the management node). The scheduling node can select the distribution node by determining the busyness of the active and standby nodes, and the data node periodically reports the current active state and the busyness level to the management node. The scheduling node also periodically synchronizes all data node
statuses from the management node. The busyness metric [5] can be conveniently measured from the average CPU usage, average network usage, current disk usage, and current memory usage.

3. Data Distribution Design

3.1. Distribution rules
When designing distribution rules, it is necessary to take into account the relevance of the tag point data (if it is possible to place part of the query operations directly within the data node, it is obviously more important than to concentrate the calculation data after transferring the data to the scheduling node), but also to consider the efficiency of parallel processing of distributed architecture.

We can distribute a batch of label points and data of a time period in the same data node. It can be considered by a custom HASH function. The hash function is similar to the following format:

\[
\text{slice}_\text{id} = (w_1 \times (\text{Hash}\_\text{str}(\text{point}\_\text{name})/b_1)+w_2 \times (\text{day}\_\text{time}(\text{time})/b_2)) \mod \text{Hash}\_\text{Bucket}
\]

Where \text{slice}_\text{id} is the last function to determine the allocated fragment number, it obtains a set of \text{Hash}\_\text{Bucket} from the function calculation result. \text{Hash}\_\text{str}(\text{point}\_\text{name}) and \text{day}\_\text{time}(\text{time}) are a quantized function of the label point name and time period, respectively. Taking into account the relevance of data within the label point or time area, design b1 and b2 control the degree of data dispersion within the label point or within an adjacent time period. \text{w}_1 and \text{w}_2 are coefficients, or they are called unnormalized weights. For example, if \text{w}_2 is set to 0 in extreme cases, the data is completely distributed according to the label points. The data at all times of each label point is stored in the same data fragment or its backup fragment. Similarly, if \text{w}_1 is set to 0, it means that the data is distributed according to the time period. The data of all the label points in each time period is stored in the same data fragment or its backup fragment.

Considering the actual operation of the system, the nodes may have adjustment changes. If the \text{Hash}\_\text{Bucket} is set as the initial number of nodes and each \text{slice}_\text{id} corresponds to a node, the node changes will cause the \text{Hash}\_\text{Bucket} to change, and then the whole data will be redistributed and all the data of the system will be involved. The file, because it needs to use the new hash function to calculate the corresponding data node for each data value, this method can only improve the redistribution efficiency by increasing the parallelism of the hash operation and data transmission.

Learning from the consistent HASH algorithm [6] can effectively solve this problem. The management node stores an array (fragment mapping table) of size \text{Hash}\_\text{Bucket}. Each element stores the data node where the index of the corresponding element is located. The mapping relationship can be manually assigned or automatically assigned by mode of node\_num (number of data nodes).

Figure 5 shows how the data is distributed to different nodes according to the distribution rules. The distribution rules include custom HASH functions and fragmentation mapping tables. Label points and data can be distributed to the HASH function and fragmentation mapping table. Different data nodes, distribution rules need to be determined before the label point is written, and once the distribution rules are determined, they will not change until the data node changes need to be redistributed, and only the fragmentation mapping table can be changed.
Data distribution rules

If the distribution rule is not set in advance before the entire distributed RTDB system starts, the fragmentation mapping table is automatically generated according to the number of data nodes after startup. Before accessing tag points and data, HASH function related parameters still need to be set through the management client. The distribution rules are directly transferred to the management node for storage. The scheduling node needs to obtain the distribution rule from the management node before distributing the label point and data. After the scheduling node acquires the distribution rule for the first time, it will be stored in memory. It is not necessary to reacquire the allocation rule every time the data is allocated. If the data node changes during system expansion or shrinking, and the distribution rule needs to be modified, the scheduling node needs to be restarted. Initialize and get the distribution rules.

3.2. Data Redistribution Design

As the total amount of data changes, it may be necessary to consider the expansion or reduction of data nodes. The change of data nodes must consider the data equalization and data redistribution.

Data fragment movement during data node expansion.
The previously designed real-time library system uses the fragmentation mapping table and the way the hash distribution is distributed in two layers. The redistribution strategy can be designed so that the hash function does not change and only changes the fragmentation mapping table. For example, a new mapping table is automatically generated according to the new number of nodes, and the scheduling node compares the difference between the old and new fragmentation mapping tables to set the corresponding fragment movement path of each data node and allocates it to each data node. Fragmented directory for data migration. In this way, the sharding is the minimum moving unit, no data decompression and hash operations are needed, and the CPU operation, disk IO, and network IO overhead are greatly reduced.

A more efficient approach is to divide the data evenly across the entire database system. Figure 6 is a process of capacity expansion. Part of the data nodes whose total amount of data is greater than the average amount of data is fragmented to less than the average amount of data. Move so that the total amount of data that needs to be moved in the data redistribution is minimized.

4. Stand-alone RTDB storage design

The RTDB storage design follows the existing single-machine RTDB design as much as possible. That is, designing a single database instance which can be performed as an independent entity or as a data node in a distributed architecture. So a single data node needs to include all modules of RTDB: network transceiver module, cache module, data processing module, storage module (including index).

The data storage module is mainly considered here. The data cache module and the data processing module are all built up on this module. The network transceiver module is only related to the designed communication protocol and is relatively independent of the data logic.

![Figure 7. Single data node basic storage structure.](image)

Data storage is managed according to fragmentation. As shown in FIG. 7, each slice_id corresponds to a file directory. If running as a separate database instance, the instance contains all fragmentation numbers. If it is a node in a distributed architecture, the instance contains a partial fragmentation in the fragmentation mapping table. Each fragment file directory stores data blocks according to the time difference data file group, and the file group and the time period correspond one by one. Each file group and fragment directory stores a version number. Each time you write and modify the updated version number, the query does not update the version number [7].

From the point of view of the entire distributed system, the data node is the most basic storage and calculation unit in the system. From the perspective of data integrity, the internal data file group of the data node is the smallest granular self-descriptive storage unit, and is also the most basic self-recovery and synchronization unit.
5. **Data redundancy backup and consistency processing**

One of the difficulties in distributed databases is how to deal with the consistency of stored data, including metadata and data synchronization and exception handling.

5.1. **Management node data consistency**

The management node generally needs to configure multiple nodes to ensure high availability. It mainly stores key configuration such as distribution rules and small granular information such as the status of each active and standby node. It is suitable for implementation based on similar architectures such as corosync or zookeeper, ensuring the information is in an orderly and consistent manner. For this type of scenario, there are currently a wide range of application practices, for example [8].

5.2. **Metadata consistency of scheduling nodes**

Besides synchronize the node states to the memory from the management node, the scheduling node mainly stores the metadata information of tag points. The addition, deletion, and modification of label points are executed in a transactional manner, and the atomicity and strong consistency of a single operation need to be guaranteed. That is, each scheduling node operates needs to be ensure successful synchronization to all other normal scheduling nodes. Otherwise, we need to either set abnormal status to the node that fails to synchronize so that we can do a synchronization recover later, or perform the undo operation on the successfully executed node. In addition, subsequent operations must wait for all synchronous operations of the pre-operation to complete.

The metadata information of scheduling node is divided into blocks, and all operations have strong consistency, so the normal node should be exactly the same for each block and block sequence. The management node regularly detect abnormal scheduling nodes and do synchronous recover operations.

5.3. **Data redundancy backup and consistency**

Mirror mechanism is used to ensure the high availability of the cluster. The design needs to satisfy real-time and fault-tolerance. For the consistency of the master and mirror data nodes, the strongest consistency is the simplest approach. However, CAP theory [9] tells us that consensus, availability, and partitioning cannot be satisfy both, and weak consistency has its scope of application, especially in scenarios where high real-time requirements and low requirements for timely consistency are required.

The status of the master and mirror data nodes is monitored by management node. The scheduling node obtains the status of the active and standby data nodes through the management node, which can assign write nodes and query nodes. At the same time, the status of the data nodes during real-time task processing is also fed back to the management node in time. We have mentioned The data flow of writing and query earlier. when writing, Data is directly written to master node by the scheduling node. The automatic transfer of data from master node to the mirror node does not guarantee the strong consistency, which only ensures Final consistency. When querying, the mirror node and the master node shares the query pressure. The scheduling node dispatches the query task according to the load.

5.4. **Data exception handling**

If an exception occurs in the main library node, the standby node is assigned to be upgraded to the master node by the management node. After the abnormal node recovers, it will continue to operate as a backup node. The management node starts the consistency detection when an abnormal data node is detected. The two-layer version number detection and file level synchronization can minimize the impact of the recovery operation on real-time processing performance, and the recovery efficiency is high. The specific detection and recovery mode is: By analyzing the inconsistencies between the version numbers of the primary and secondary data nodes and the version number of the file group within the fragment, determine the indexes and data file blocks that need to be synchronized and synchronize the data. That is, the replacement operation is directly performed on the file groups of different version numbers, and the data flow is transmitted through the underlying TCP.
In order not to affect the real-time performance of the entire system, the online synchronization mode is used for the exception recovery. That is, the data does not affect the normal reading and writing during the synchronization process. The following strategy is adopted: The modification records generated by the master node in the data synchronization process are recorded in the master data node in Log mode. After the synchronization is completed, the Log and the update data are parsed. The data modification in the parsing process is still added to the end of the Log until all Log parsing is completed. The management node sets the status of the active and standby data nodes to Normal.

6. Conclusion
Since the performance, reliability, scalability and other requirements of RTDB are getting higher and higher in the industrial field, this paper proposes a data distributed storage design in real-time data systems by combining distributed technologies and RTDB technologies. At the same time, a set of solutions for data redundancy, data redistribution and data consistency are given. Provide technical support for breaking the bottleneck of current RTDB technology.
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