Spatial Simulation Modeling of Settlement Distribution Driven by Random Forest: Consideration of Landscape Visibility
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Abstract: Settlement models help to understand the social–ecological functioning of landscape and associated land use and land cover change. One of the issues of settlement modeling is that models are typically used to explore the relationship between settlement locations and associated influential factors (e.g., slope and aspect). However, few studies in settlement modeling adopted landscape visibility analysis. Landscape visibility provides useful information for understanding human decision-making associated with the establishment of settlements. In the past years, machine learning algorithms have demonstrated their capabilities in improving the performance of the settlement modeling and particularly capturing the nonlinear relationship between settlement locations and their drivers. However, simulation models using machine learning algorithms in settlement modeling are still not well studied. Moreover, overfitting issues and optimization of model parameters are major challenges for most machine learning algorithms. Therefore, in this study, we sought to pursue two research objectives. First, we aimed to evaluate the contribution of viewsheds and landscape visibility to the simulation modeling of settlement locations. The second objective is to examine the performance of the machine learning algorithm-based simulation models for settlement location studies. Our study region is located in the metropolitan area of Oyo Empire, Nigeria, West Africa, ca. AD 1570–1830, and its pre-Imperial antecedents, ca. AD 1360–1570. We developed an event-driven spatial simulation model enabled by random forest algorithm to represent dynamics in settlement systems in our study region. Experimental results demonstrate that viewsheds and landscape visibility may offer more insights into unveiling the underlying mechanism that drives settlement locations. Random forest algorithm, as a machine learning algorithm, provide solid support for establishing the relationship between settlement occurrences and their drivers.
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1. Introduction

Land change models are computational approaches that help the investigation of underlying mechanisms of land use and land cover changes to (better) understand a land system of interest. Land change simulation models, as noted by Veldkamp and Fresco [1], “need to integrate different spatial scales and their specific drivers, and should be able to simulate land use/cover changes in...
response to changes their biophysical and economic/human drivers [2]” (p. 231). These biophysical factors include, but are not limited to, soils, geomorphological, and climate; human factors are exemplified by Gross Domestic Product (GDP) and population [1,3]. A number of land change models have been developed from different disciplines, such as economics, geography, and archaeology [4–6].

The topic of land change models in archaeology continues to generate a great deal of interest, especially with modern computers and computational tools that have been made available [7,8]. Land change models provide opportunities for archaeologists to develop a (better) spatial understanding of historical phenomena and their underlying mechanisms. On the other hand, information on how different settlement and land use practices unfolded over time in land change models can be used to guide fieldwork design [9]. In other words, simulation outcome from the land change model is appropriate for designing archaeological survey strategies for locating and studying the settlement patterns of interest. Therefore, land change simulation models provide useful information and decision support that may enable or facilitate new discoveries in archaeological studies. Yet, there are two issues that have been inadequately investigated for land change modeling within the context of archaeology.

The first issue lies in the consideration of landscape visibility in exploring the relationship between the locations of settlement and their driving factors. These driving factors usually reflect characteristics of the environment and human decision-making for the choice of settlement location. Two types of factors drive settlement locations: biophysical drivers (e.g., elevation, slope, and precipitation), and human drivers (e.g., distance to center city, population size). A number of settlement models adopted topographic features as the driving factors, such as elevation, slope, and aspect [10,11]. Distance to water resources and vegetation types also function as driving factors of settlement locations [12,13]. While the importance of these drivers has been well identified in previous studies [10–13], the consideration of landscape visibility in driving settlement locations is insufficient. Landscape visibility analysis is of essence in guiding human decision-making of settlement location (e.g., for safety and amenity). Landscape visibility analysis (e.g., viewshed analysis) can be seen as an extension of standard biophysical drivers, which is used to investigate global- and local-level characteristics of the landscape within the range of human perception [14]. For example, archaeologists used viewshed analysis to explore intervisibility within settlements [15–17]. Thus, landscape visibility analysis provides useful information for understanding underlying mechanisms of settlement locations. However, landscape visibility and associated analysis have been given inadequate attention [18,19], particularly for land change modeling within the context of archaeological studies.

Representation of nonlinearity in complex settlement systems is the second issue. Nonlinearity is a typical property of complex settlement systems [6,20,21]. With the development of computers and techniques, more and more studies adopted cutting-edge approaches to capture nonlinearity in complex settlement systems. Machine learning algorithms are an example of these cutting-edge approaches [22–27]. Machine learning algorithms allow us to draw an inference of nonlinear relationships between settlement locations and their drivers. However, some machine learning algorithms (e.g., artificial neural networks) often involve a number of model parameters that need to be calibrated but are difficult to optimize [28]. Meanwhile, overfitting is a common problem in data-driven modeling. How to handle the overfitting issue is still a challenge. Ensemble learning techniques, represented by random forest algorithm [29], have been receiving highlighted interest because they hold great potential in overcoming the overfitting issue. The general idea of an ensemble learning technique is to train multiple models and combine their results into a single output that has better performance on average. For an ensemble learning technique, different models are created for examining the same problem under multiple hypotheses, and a number of combining methods available, such as maximum voting [30–32]. Some studies suggested that machine learning algorithms involving ensemble learning techniques can achieve better performance [31,33]. However, a gap between the advancement of machine learning algorithms and how to use these algorithms for real-world applications exists and needs to be filled.
The purpose of this study is thus to address the above two issues by focusing on the following research questions: (1) How should landscape visibility analysis be used in examining the underlying mechanisms of settlement locations, and what is the contribution? and (2) how can land change modeling within the context of archaeological studies benefit from random forest algorithm. We construct a simulation model that integrates random forest algorithm, a representative ensemble machine learning approach, and landscape visibility analysis to study the development of settlement systems. This simulation model is an application of land change modeling in the field of archaeology, and it could be used to design a field survey strategy and draws inferences about human–environment interactions across the landscape. Specifically, we use random forest algorithm to explore the nonlinear relationship between drivers (with the consideration of landscape visibility) and settlement locations during two historical periods—the Stonemarker and Imperial periods in the Western Lower Niger area of Nigeria, West Africa. The remainder of this paper is organized as follows. Section 2 discusses relevant literature and background. Section 3 presents the study area, the dataset related to this study, and design of our simulation model. Section 4 details the experimental design and results. Section 5 presents the discussion. Section 6 summarizes the findings of this study and identifies future work.

2. Literature Review

2.1. Landscape Visibility Analysis

Viewsheds are a component of the landscape that is driven by human–environment interactions. Viewshed analysis is based on “line-of-sight” calculation to determine visible regions on the landscape with respect to a location [14]. The results of viewshed analysis are commonly referred to as viewsheds. Typically, viewsheds are computed by using Geographic Information System (GIS) tools. However, the results of viewshed analysis may vary between different software platforms (contingent on the viewshed algorithms used in these platforms), depending on edge effects (in particular for cumulative viewshed), the quality of terrain data, and the pattern of vegetation. The latter is of particular importance in archaeological studies [34].

Viewshed analysis provides a useful tool in understanding the underlying mechanisms of settlement locations [16,35]. In 1980s, Higuchi and Terry [36] and Antrop [37] showed that intervisibility between settlements and visible areas of territory from the settlements are of importance in studying spatially explicit settlement patterns. Higuchi and Terry defined the “Higuchi Viewshed”, which allows us to investigates the way that we perceive “here” and “there” based on the concept of distance. For “Higuchi Viewshed”, a specific viewshed consists of three visibility zones in terms of the distance: near, middle, and far [36,38,39]. A number of archaeological studies adopted the idea of the “Higuchi Viewshed”, such as Rua et al. [40], Heyns and Van Vuuren [41], and Brughmans et al. [42].

In the past years, researchers have begun to explore ways that viewshed analysis can be integrated into other analyses [16,42,43]. These new viewshed-based methods can enrich and extend current viewshed analysis [17,44]. Moreover, these methods may provide additional information for understanding the locations of settlements [45]. For example, Nutsford et al. developed the “Vertical Visibility Index” (VVI) that calculates vertical degrees of visibility based on standard viewshed analysis results. Their results demonstrated that VVI is of help for improving standard viewshed analysis and provide a better representation of landscape visibility [38]. Meanwhile, some researchers mentioned that quantitative approaches based on viewsheds could be used to evaluate the characteristics of the landscape [46], particularly for settlement study [16,47,48]. Benedikt suggested using spatial characteristics of visibility patterns for describing landscapes [49]. Visibility graph is another example of quantitative approaches as proposed by Turner et al. [50] and O’Sullivan and Turner [51].
Besides, viewshed fragmentation analysis is an extension of standard viewshed analysis. As Gillings mentioned, viewshed fragmentation analysis supports both global and local views [17]. However, in archaeological studies and settlement studies, less attention is paid to viewshed fragmentation analysis. Derivation of landscape metrics and further analysis of these metrics can be used in fragmentation analysis. Landscape metrics are indices that measure the composition and configuration of a landscape within a given area, thus allowing for exploring quantitatively the spatial features of the landscape [52]. However, the applications of landscape metrics in viewshed fragmentation analysis are not sufficient in settlement studies and landscape archaeology. Thus, it is necessary to apply landscape metrics in viewshed fragmentation analysis.

2.2. Random Forest Algorithm

Considering nonlinearity in settlement systems [6,53,54], we use random forest algorithm in our study to capture possible nonlinear relationships between occurrence probabilities and their driving factors. Random forest algorithm, as one of the ensemble machine learning algorithms, has been extensively applied in scientific studies to support, for example, image classification, gene expression classification, and detection and prediction of disease [30,55,56]. Random forest algorithm holds great promise for complex problem-solving through the use of the bagging principle, random sampling of features, and evaluation of feature importance [29]. Additionally, random forest algorithm can overcome overfitting issues because of the ensemble and bootstrapping schemes [29,57,58]. In general, the benefits of random forest algorithm compared with other machine learning algorithms include less proneness to overfitting issues, less pre-defined hyperparameters (to be discussed later), and less computational requirements [59]. However, the application of random forest algorithm has not yet been well utilized in settlement modeling.

Random forest algorithm is a tree-based ensemble learning algorithm that is well tailored to solving classification and regression problems [29]. Random forest algorithm uses bagging predictors as the fundamental mechanism, proposed by Breiman [57]. Bagging is implemented by using a bootstrap sampling strategy, which lies in the resampling a dataset [57]. Two sources of randomness are built in the random forest algorithm: bagging and random input features. Each tree is independently built using bagging, and each node randomly samples a subset of features, instead of all features, to build the tree [29,58].

Generally, the algorithm of random forests consists of a collection of trees that are generated from the datasets (see Figure 1). Each tree contributes a unit vote to predicted class (or prediction) [29,60]. At each tree, the algorithm randomly resamples a training dataset using a bootstrap method (usually this training dataset is called in-bag samples) and selects one dataset or a combination of datasets to build a tree. A series of approaches exist for evaluating the performance of each tree in random forest algorithm, such as Gini and entropy for classification problems [61], and Mean Squared Error (MSE) and Mean Absolute Error (MAE) for regression problems [62]. Out-Of-Bag (OOB) rate is a commonly used index in random forest algorithm to evaluate the testing accuracy of each tree. In random forest algorithm, the OOB rate is calculated using out-of-bag samples (i.e., the samples are dependent with the in-bag samples) as the testing dataset. A higher OOB rate corresponds to a better result.

2.3. Hyperparameter Analysis

In this study, we use a hyperparameter analysis approach to find the suitable hyperparameters of the random forest algorithm for our case study. Hyperparameters are parameters that need to be user-defined or pre-defined before we train a model. For example, the number of trees in a forest is a hyperparameter of random forest algorithm. The choice of hyperparameters can significantly affect the performance of a machine learning algorithm [63,64]. Several studies used machine learning algorithms in different disciplines (e.g., ecology, archaeology, and geography), where trial-and-error and expert opinions are the commonly used methods to identify the appropriate hyperparameters [28]. While the search process of finding the appropriate hyperparameter is a
time-consuming task, some search methods can handle the time-consuming issue, such as grid search and random search [63,65]. In grid search, we need to set up a grid of hyperparameter values and every combination of hyperparameters at each grid point is used to train a model. Random search selects random combinations of hyperparameters from the search space.

![Figure 1](image.png)

**Figure 1.** Structure of a random forest algorithm (M: the number of datasets used in a study; N: total number of records of the input; Z: number of records of the subset that is less than or equal to N; V, X, and G are the numbers of datasets used in the tree, and each of them is less than or equal to M; in-bag sample is the training sample in the tree (two thirds of the records of the subset), whereas out-bag sample is the testing sample (one third of the records of the subset)).

There are only two hyperparameters in the random forest algorithm: the number of trees in a forest (ntree), and the number of variables randomly sampled as candidates at each split (mtry). The influence and importance of these two hyperparameters have been discussed in the literature [66,67]. In general, the algorithm is more robust with a larger number of trees in the forest. Meanwhile, some studies suggested that mtry has a small effect on the model performance of random forest algorithm [59,66]. However, due to the characteristics of different datasets and models, suggestions from the literature might not be suitable for our model. Moreover, the number of trees in a forest has a direct influence on computing time.

It has been suggested by Breiman [29] that the default parameter setting is to be tried first and then half and twice of the default value for mtry. For the classification problem, the default value of mtry is (Equation (1)):

\[
\text{mtry} = \sqrt{\text{# variables used in the model}}
\]  

(1)

For the regression problem, the default value of mtry is (Equation (2)):

\[
\text{mtry} = \frac{\text{#variables used in the model}}{3}
\]

(2)

For the number of trees in the forest (ntree), a large number of trees render the model more stable and better estimate the importance of variables, but it is more computationally demanding (in need of more computer memory and running time).
3. Materials and Methods

3.1. Study Area

Our study area is the metropolitan area of the Oyo Empire, crosscutting modern-day Nigeria and the Benin Republic in West Africa in ca. AD 1570–1830 (Figure 2). The Oyo Empire was a trading empire, and the economy was driven mostly by trade, agriculture, and craft and commodity manufacturing, especially cotton textile and iron [68,69]. By contrast, the Stonemarkers (a group of people who lived in the study area between ca. AD 1360 and 1570) pursued a subsistence economy that was likely based on agriculture and pastoralism. The area of our study region is 437.18 km$^2$. In this area, we have identified towns as big as 6.2 km in circumference and 2 km in diameter, which are located within a 20 km radius of Oyo-Ile (the imperial capital)—the capital, 8 × 10 km in size [70].

![Figure 2. Study area in this study.](image)

Part of the case study area is located in Old Oyo National Park across northern Oyo State and southern Kwara State in Nigeria. The Old Oyo National Park lies between latitude 8°15′ and 9° N and longitude 3°45′ and 4°30′ E, covering a total land area of 2512 km$^2$ and sharing boundaries with 11 local government areas. Many settlements surround the park, such as Saki, Iseyin, and Igboho [71].

3.2. Materials

In this study, the Digital Elevation Models (DEM) data that delineate the terrain were taken from the Shuttle Radar Topography Mission (SRTM, https://www2.jpl.nasa.gov/srtm). The spatial resolution of DEM is 1-arc second, or about 30 m (depending on the location on the globe). Figure 2 shows the map of DEM.

Extraction of hydrologic characteristics (e.g., channel network) relies on the principle that an area surrounded by higher elevation values tends to become a sink or channel. However, the topographically derived channel networks do not equal to active streams, since these networks are generated from elevation data instead of real-world observations. Because of lacking stream information in our study area, we assumed the derived channel network is a reasonable representation of active streams. To derive topographic characteristics (e.g., aspect), the elevation value of each foci cell was compared with its neighbors. Thus, the driving factors were derived from DEM, including the location of streams, stream order (stream order is used to measure the size of streams. First-order streams refer to the
smallest tributaries with no upstream flow; higher orders correspond to larger tributaries), aspect, slope, and viewsheds (see Table 1). After deriving these factors, all distance-based variables (i.e., proximity variables) were calculated using Euclidean distance. The settlement dataset was digitized based on Google Earth Imagery via visual inspection (we overlaid a 1 km by 1 km lattice on our study area to guide the digitization); the total number of settlements is 362.

Based on the economic features of the pre-imperial and imperial periods, we adopted six driving factors in this study. Figure 3 shows the maps of these factors. Slope represents the steepness at each cell of a surface. The lower the value is, the flatter the terrain. Aspect shows the direction of slope. We expected that slope and aspect play important roles in determining the location of settlements in the study area, because the dominant economic activities in the region were agriculture [69,72]. Regions facing towards south receive more sunlight, thus suitable for agricultural production. Meanwhile, water resource is also expected to be a crucial factor that drives the settlement locations. Viewsheds is used to explore the intervisibility between locations and implications for defense and security as well as territorial control and competitions for natural resources.

Figure 3. Selected driving factors used in this study.

Figure 3. Selected driving factors used in this study.
Table 1. Datasets used in this study. SRTM: Shuttle Radar Topography Mission; DEM: Digital Elevation Models.

| Datasets                  | Unit       | Description                          | Source                           |
|---------------------------|------------|--------------------------------------|----------------------------------|
| DEM                       | Meter      | elevation                            | SRTM                             |
| Slope                     |            | slope                                | Derived from DEM                 |
| Aspect                    | Decimal degree | aspect                           | Derived from DEM                 |
| Stream                    | Meter      | distance to the nearest stream       | Derived from DEM                 |
| Stream (order > 2)        | Meter      | distance to the nearest stream with higher order (order > 2) | Derived from DEM |
| Viewshed                  |            | number of visible settlements         | Derived from DEM                 |
| Settlements (including different types, such as towns, villages, and hamlets) | 1 = settlement, 0 = non-settlement | whether the place is a settlement | Digitized from Google Earth |

3.3. Methods

Simulation models in archaeology have been well studied in the literature [46,73,74]. A suite of simulation models has been developed to support the modeling of settlement occurrence as discrete events. In these simulation models, the occurrence of a settlement is a discrete event controlled by a sequence of events and drivers at a particular time [75]. There are many ways to formulate a discrete-event simulation model (for detailed information see [75]), one of which is to represent how objects and conditions modify the state of the system. Each event occurs at a particular time and triggers a change of the state of the system. The state of the system is also modified by conditions characterized by the driving factors used in the model.

Figure 4 shows the framework of our simulation model, which includes three modules. The first module focuses on landscape visibility analysis. The second module estimates probabilities of the occurrence of settlements using random forest algorithm. Meanwhile, a sub-module, hyperparameter analysis, is added to the estimation of probability-of-occurrence. Hyperparameter analysis helps find the appropriate parameter setting of random forests, which improves the model performance. The spatial allocation module is the third module, and it determines whether a location changes its current state from non-settlement to settlement.

In this study, we involved an extended terrain dataset (30 km of buffer analysis applied here) in order to eliminate the edge effect. To obtain the cumulative viewshed, the number of visible cells for each potential settlement was calculated from all viewpoints on a given terrain dataset, and then they were added together [14]. Further, we used three landscape metrics to measure the spatial characteristics of viewsheds in this study, including perimeter-area fractal dimension (PAFRAC), the number of patches (NP), and aggregation index (AI). PAFRAC was used to examine the shape complexity of the visibility patterns—it approaches 1 for patterns with a simple shape (e.g., a square) and 2 for patterns with a complex shape (e.g., a highly convoluted shape). NP measures the levels of fragmentation. That is, given a specific area, a larger value of NP means the visibility pattern in this area is more fragmented. AI represents levels of aggregation. The larger the value of AI, the more aggregated the pattern is. All the three metrics were calculated at class level. More detailed descriptions of these metrics are provided in McGarigal and Marks [76].

The first step of the framework in this study was to build a transition model to determine whether a non-settlement cell transited to a settlement cell, which is based on random forest algorithm. The transition model is calculated using observed settlements and non-settlement sites (non-settlement sites are randomly selected from the study area). This transition model establishes the relationship between the occurrence of a settlement unit (as a discrete event) and their driving factors. Then, we evaluated the settlement occurrence to generate a spatial map of occurrence probability. In this study, we first generated the initial probability-of-occurrence map as the reference map \((t = 0)\). Then, the candidate pool of potential settlements was generated based on the initial probability-of-occurrence map. The candidate pool was determined by ranking the sites in the reference map based on their probabilities. In other words, the candidates are at the top of the ranking of the
occurrence probability; for example, the first N sites from the ranking will be assigned to our candidate pool at time $t$.

![Diagram of the simulation model](image)

**Figure 4.** Framework of the simulation model in this study ($t$ is the current simulated year; $T$ is the last simulated year).

The quantity of new settlements in each simulated time was randomly generated within a range (e.g., 50–300; the range was suggested based on expert opinion). After generating the number of new settlements, we randomly selected a potential site from the candidate pool, and compared the occurrence probability of this site against a random number between 0 and 1 (following a uniform distribution). If the occurrence probability of the site was greater than the random number, the site remained in the pool. Otherwise, it was removed from the candidate pool. All surviving sites were considered as the new settlements at time $t + 1$. Then, those simulated settlements acted as the existing settlements at time $t + 1$ to update the map of probability-of-occurrence for time $t + 2$. The candidate pool was then updated accordingly. This process was repeated until the last simulated time.

### 3.4. Implementation

All driving factors were derived using the Spatial Analyst toolbox by ArcGIS 10.4 [https://desktop.arcgis.com/en/arcmap/10.4/tools/spatial-analyst-toolbox/an-overview-of-the-spatial-analyst-toolbox.htm](https://desktop.arcgis.com/en/arcmap/10.4/tools/spatial-analyst-toolbox/an-overview-of-the-spatial-analyst-toolbox.htm). Then, we used Fragstats (version 4.2) [77] to compute landscape metrics for landscape visibility results [https://www.umass.edu/landeco/research/fragstats/fragstats.html](https://www.umass.edu/landeco/research/fragstats/fragstats.html). The proposed simulation model was developed using the Python programming language, particularly the scikit-learn library [https://scikit-learn.org/stable/index.html](https://scikit-learn.org/stable/index.html). Although the random forest algorithm is not computationally intensive [59], the random forest algorithm often must be run many times to eliminate the impact of stochasticity. Thus, we involved a parallel computing approach.
to accelerate the computation. Specifically, we conducted our experiments on the Copperhead computing cluster (Linux-based cluster) in the University Research Computing at the University of North Carolina at Charlotte (https://urc.uncc.edu). This cluster has 96 computing nodes and 2060 computing cores. The computing nodes that we used in this study have 3.2 GHz of clock rate and 8 GB of memory.

4. Results

4.1. Experimental Design

As discussed, in this study, we designed an experiment to examine the capability of the random forest-driven spatial simulation model. Specifically, we focused on examining the impact of incorporating landscape visibility on settlement location. Our experiment included three treatments. In treatment 1, we only used biophysical factors, including slope, aspect, distance to the nearest streams, and distance to the nearest streams with high order (order > 2). In treatment 2 we added the results of viewshed analysis into the simulation model. Apart from the driving factors used in treatment 2, treatment 3 included the results of viewshed fragmentation analysis (three landscape metrics). Table 2 shows the details of our experiments. We used six simulation periods to investigate the spatial patterns of settlement occurrences: (1) T1, over the next five years; (2) T2, over the next ten years; (3) T3, over the next 15 years; (4) T4, over the next 20 years; (5) T5, over the next 25 years; and (6) T6, over the next 30 years.

Table 2. Design of the experiment in this study.

| Treatment ID | Driving Factors |
|--------------|-----------------|
| M1           | Slope, aspect, distance to the nearest stream, distance to the nearest stream with higher order (order > 2) |
| M2           | Slope, aspect, distance to the nearest stream, distance to the nearest stream with higher order (order > 2), viewsheds |
| M3           | Slope, aspect, distance to the nearest stream, distance to the nearest stream with higher order (order > 2), viewsheds, landscape metrics |

To avoid multicollinearity among driving factors, Variance Inflation Factors (VIFs) were calculated, and correlated driving factors were eliminated one by one. That is, we removed the driving factors with high VIF (VIF > 10) one by one [78]. The final models were generated using the following six factors: (1) slope (noted as $x_1$), (2) aspect (noted as $x_2$), (3) distance to the nearest stream (noted as $x_3$), (4) distance to the nearest stream with higher order (order > 2; noted as $x_4$), (5) viewsheds (noted as $x_5$), and (6) PAFRAC (landscape metrics; noted as $x_6$).

For each of the three treatments, we ran the random forest algorithm 100 times. Specifically, we used 100 computing cores to run the random forest algorithm. The total parallel computing time for each treatment (100 runs) was around 140 min based on 100 CPUs. The derivation of viewsheds and landscape metrics is computationally intensive (the parallel computing time is around 150 h with 190 CPUs). For more details, please refer to Zheng et al. [79].

4.2. Results of Hyperparameter Analysis

A grid search method was adopted in this study to find the optimal parameter settings of the random forest algorithm. The selection range of $mtry$ was from 1 to 6 based on Breiman’s suggestion [29]. The $ntree$ ranged from 100 to 5000 with an increment of 500.

Results (Figure 5) from the grid search indicate that the highest OOB error rate (75.8%) was estimated by the combination of an $mtry$ value of 4 with an $ntree$ value of 400. The lowest OOB error rate (71.1%) occurred when $mtry$ was 6 and $ntree$ was 900. Consequently, an $mtry$ value of 4 with
an $ntree$ value of 400 were selected as the parameter settings to train the random forest algorithm to simulate the settlement locations in our case study.

![Figure 5](image-url)

**Figure 5.** Results of hyperparameter analysis of random forest algorithm (OOB: Out-Of-Bag; $mtry$: the number of variables randomly sampled as candidates at each split; $ntree$: number of trees in the forest).

### 4.3. Evaluating the Goodness-of-Fit of the Random Forest Algorithm

In order to evaluate the goodness-of-fit for each treatment, an independent testing dataset (20%; 273 records) was used. In this study, Receiver Operating Characteristics (ROC) curve and the Area Under ROC curve (AUC) values were applied to quantify the performance of our simulation model. The ROC curve is an effective tool for examining the performance for binary classifier systems [80,81]. The ROC curve is a graphical plot that shows the relationship between the true positive rate and false positive rate. The AUC value provides an inference of the robustness of a model. Generally, an AUC for a completely random model is 0.5, and it is 1 for perfect fitting. From Figure 6, we found that the AUC value for treatment M1 was around 0.54, which was slightly better than the completely random model, whereas AUC values for treatment M2 and M3 were 0.667 and 0.691, respectively. All of these AUC values are statistically significant at the 95% confidence interval. Both treatments M2 and M3 had a better fitting performance than treatment M1, and treatment M3 was well explained by the selected driving factors. The AUC statistic summarizes the strength of the overall diagnostic accuracy, and the treatment M3 was the best among the three treatments. Because treatment M3 had the highest goodness of fit among the three treatments, we used the random forest algorithm trained in treatment M3 to drive our final simulation model.

Meanwhile, another quantitative index was used in the random forest algorithm, which is the importance of variables. The importance of a variable is estimated by permuting all variables in the out-of-bag samples. The importance of variables allows us to identify the contributions of each variable in the model [58,59]. In other words, the importance of variables refers to how much a given model relies on this variable to make an accurate prediction. A large value means that the variable has a large contribution to the model. As shown in Figure 7, the distance to the nearest stream with higher order (order > 2) has the most contribution to explaining the likelihood of settlement occurrence in our study region among all treatments, followed by viewsheds and distance to the nearest stream. PAFRAC then made more contributions than slope and aspect. Furthermore, distance to (potential) water resources is
the most important component in our settlement model, which is linked to the landscape functioning of our study area (agriculture is one of the economic sources).

Figure 6. Receiver Operating Characteristics (ROC) curves and Area Under ROC (AUC) values for the simulation model based on the testing dataset (M1–3 are treatment IDs, see Table 2 for detail).

Figure 7. The importance of variables in the random forest model (x1: slope; x2: aspect; x3: distance to the nearest stream; x4: distance to the nearest stream with higher order (order > 2); x5: viewsheds; x6: perimeter-area fractal dimension (PAFRAC)).

4.4. Results of Simulated Settlements

Figure 8 shows the maps of probability-of-occurrence of settlements in our study region. A slight difference can be observed between the reference map and the simulated map. The higher probabilities of settlements concentrate in the lower right corner and the middle of the study area in both cases. Furthermore, locations of higher probabilities were distributed along streams. This finding is a reflection of the results of the importance of variables: the distance to the (potential) water resources has the highest contribution to explaining the occurrence likelihood of settlements in our study region (also see Figure 2). In other words, from the simulation results, access to water resources plays an important role in the settlement development in our study area.

Figure 9 shows the spatial patterns of settlements (including observed and simulated) in our experiment. The lower part of the study region is where the capital of the Oyo Empire is located (preserved region), which explains the existence of few observed contemporary settlements in this area. However, the spatial patterns of the simulated settlements present a different result compared with observed settlements. From a visual inspection, the spatial characteristics of simulated settlements have two patterns: (1) in the north and middle of the study region, simulated settlements exhibit a more dispersed pattern than in lower region; and (2) an aggregated pattern of simulated settlements was observed in the lower region.
finding is a reflection of the results of the importance of variables: the distance to the (potential) water resources has the highest contribution to explaining the occurrence likelihood of settlements in our study region (also see Figure 2). In other words, from the simulation results, access to water resources plays an important role in the settlement development in our study area.

Figure 8. Probability-of-occurrence maps of settlements (T0, current time; T6, over next 30 years).

Figure 9 shows the spatial patterns of settlements (including observed and simulated) in our experiment. The lower part of the study region is where the capital of the Oyo Empire is located (preserved region), which explains the existence of few observed contemporary settlements in this area. However, the spatial patterns of the simulated settlements present a different result compared with observed settlements. From a visual inspection, the spatial characteristics of simulated settlements have two patterns: (1) in the north and middle of the study region, simulated settlements exhibit a more dispersed pattern than in lower region; and (2) an aggregated pattern of simulated settlements was observed in the lower region.

5. Discussion

An intensive archaeological survey was undertaken in a small segment of the landscape covered in the simulated study. We wanted to test whether the simulated model is suitable for predicting the settlement pattern of both the pre-Imperial and Imperial periods, or one of them or none. Our survey revealed that the settlement location strategy during the pre-Imperial period, ca. 1360–1570,
was different from that of the Imperial period. In the former, settlements were very small and comprised mainly of single house structures and hamlets of 4–7 houses. These pre-imperial settlements (Stonemarker period) are widely dispersed across the landscape. They have been found along the stream channels and at the base and valleys of the granitic hills that are common in the study area (see Figure 9). The archaeological evidence shows that people who lived in these pre-Imperial settlements belonged to the same cultural tradition [72]. They lived in dispersed houses and hamlets, built stone monuments (possibly communal ceremonial centers), and adorned their homes with flatly-laid potsherd pavements. The material culture is minimal, comprising only of small-size pots, querns, and domestic knives. Based on their cultural tradition and natural conditions, we suspect that Stonemarker people may have pursued an agro-pastoral economy, relying more on animal husbandry than farming [69,72]. This would explain the dispersed settlement pattern. Sometimes, we found their settlements near old stream channels or at locations that overlook the valleys. Some of these valleys would have retained water in the past. In other instances, these communities occupied the base of granitic hills farther from any noticeable water sources.

Moving to the Oyo imperial period, the Oyo horsemen and archers recorded swift military victory across a vast territory of the Lower Niger, in the area between present-day southwest Nigeria and eastern Benin Republic, between 1560 and 1570. They consolidated their military conquest by establishing their capital on the very land on which the Stonemarkers had lived for more than 200 years. The settlement pattern of the Imperial Oyo period was very different from the pre-Imperial Stonemarker period. It was characterized by dense urban and village settlements, burnished black and gray wares, and a much more diverse range of artifacts that indicate a very robust market-based economy based on craft specialization, long-distance trade, and agriculture [68,69]. Our archaeological survey in the study region showed that by 1650, what was once a landscape of dispersed small settlements had become one of the largest and densest metropolitan areas in West Africa, comprised of the capital city of $8 \times 10$ km and a suburb of several densely-populated towns stretching as far as 20 km from the capital. What is striking in this new settlement configuration is that large towns clustered around the base of granitic hills. Surrounding them, in distances of one to seven kilometers, was a satellite of small towns and villages. Some of them specialized in one craft or the other, especially iron-smelting and textile production, while the majority were predominated by farmers. Small settlements such as hamlets and single houses nearly disappeared from the landscape during the Imperial period. There is evidence that levees were built along some of the water channels and drainages were enlarged to divert rainwater from some of the hills to the artificial ponds that were built in the capital city and the adjoining towns. The hills and their slope and aspect, rather than the stream channels, became the overriding factor for settlement location. Our archaeological survey also showed that the summits of these hills were occupied. Defensive walls were built from the lowland up to the summit of some of these granitic hills. The residential structures and artifacts on these hilltop sites show that the inselbergs formed an integral part of the settlement system. Historical sources indicate that contingents of soldiers were sent to the hilltops in rotations to conduct surveillance of the surrounding areas, to watch for intruders and monitor movements of people in and out of the towns and the imperial city.

In the northern part of the study area there is a mismatch between the observed and simulated settlement patterns (Figure 9). One of the reasons is that simulation models are abstractions of the real world, and we cannot avoid assumptions in the simulation models. For instance, in this study, we assumed that the environmental conditions during both the pre-imperial Stonemarker and imperial Oyo periods in ca. 1360–1830 were similar to current conditions. Another reason is that a settlement location is not only determined by the driving factors used in this study, but other factors may also have an influence. For example, regulations can affect settlement locations. For example, the settlement location during the imperial period was significantly influenced by centralized policy decisions. Besides the limitations of the simulation models, there are some limitations of viewshed analysis. For instance, visibility patterns are affected by many aspects, including the quality of terrain datasets, sunlight, the height of the observer, and the radius (i.e., how far can the human eye see).
6. Conclusions

In this study, we proposed a spatial simulation framework that integrates a discrete-event simulation model with random forest algorithm for the study of settlement systems in ancient Oyo, Nigeria. The simulation model in this study introduces the use of viewsheds and spatial metrics of landscape visibility to facilitate the modeling of settlement locations in the study region. Although viewsheds are a valuable property considered in human decision-making of settlement location, consideration of landscape visibility from viewsheds is inadequate in the literature, particularly for land change modeling within the context of archaeological studies. Our experiment demonstrated that viewsheds and landscape metrics of visibility can be of great help in explaining the allocation of settlements driven by human decision-making, which often takes into account, for example, safety or amenity. The use of viewsheds and associated spatial characteristics should be considered in settlement modeling, especially as advanced computing resources become available.

Random forest algorithm, as a machine learning algorithm, provide solid support for establishing the relationship between settlement occurrences and their drivers. This relationship is often nonlinear in complex settlement systems. Hyperparameter analysis helps us determine the appropriate parameters of the random forest algorithm. Results of importance of variables showed that the results of viewshed fragmentation analysis influence the simulated settlement locations in a way comparable to the traditional drivers, such as slope and aspect.

Results in this study provide new insights into studying the settlement locations in the metropolis of the Oyo Empire. Based on our preliminary survey results, the simulated model is appropriate for simulating the pre-Imperial settlement pattern. By contrast, the model is not ideal for predicting the settlement pattern of the Imperial period, during which sociopolitical organization was hierarchical and institutions of social inequality were very well-entrenched. The political elite of the empire played a major role in determining where people lived and who lived where. One of the strategies of maintaining power was to rearrange the demography of the region in ways that served the optimal interest of the political elite. Therefore, settlement location decision was no longer taken at the household level but at the central government level. Not surprisingly, the Imperial-period settlement pattern emphasized security and optimal land use strategies for supporting the population density of the Imperial period. Simulation models give us a tool that can be used to develop a long-term perspective on the ways we view and understand settlement locations. However, due to regulations, social inequality, and types of economic development that are different during the process of social development, the simulation model should consider these changes when developing a long-term perspective.

Future work will focus on collecting more data to evaluate the simulated model, such as land use datasets. Meanwhile, we will incorporate spatially explicit characteristics from the model level. In other words, we will examine how random forest algorithm incorporates spatial characteristics (e.g., neighborhood information within a specific distance). Moreover, settlement systems are complex adaptive systems [7,54]. We will integrate an agent-based model to the modeling framework proposed in this study, because agent-based models allow us to further explore the complexity of human–environment interaction in our study system by taking into account individual-level decision-making.
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