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Abstract

The goal of this work is to efficiently identify visually similar patterns in images, e.g. identifying an artwork detail copied between an engraving and an oil painting, or recognizing parts a night-time photograph visible in its daytime counterpart. Lack of training data is a key challenge for this co-segmentation task. We present a simple yet surprisingly effective approach to overcome this difficulty: we generate synthetic training pairs by selecting segments in an image and copy-pasting them into another image. We then learn to predict the repeated region masks. We find that it is crucial to predict the correspondences as an auxiliary task and to use Poisson blending and style transfer on the training pairs to generalize on real data.

We analyse results with two deep architectures relevant to our joint image analysis task: a transformer-based architecture and Sparse Nc-Net, a recent network designed to predict coarse correspondences using 4D convolutions. We show our approach provides clear improvements for artwork details retrieval on the Brueghel dataset and achieves competitive performance on two place recognition benchmarks, Tokyo247 and Pits30K. We also demonstrate the potential of our approach for unsupervised image collection analysis by introducing a spectral graph clustering approach to object discovery and demonstrating it on the object discovery dataset of [49] and the Brueghel dataset. Our code and data are available at http://imagine.enpc.fr/~shenx/SegSwap/.

1. Introduction

Identifying repeated patterns lies at the very heart of the computer vision problem, and is a key component of Intelligence itself. Yet, in practice, our best methods for performing such a fundamental task often leave a lot to be desired. While we now have good methods for discovering exact pattern matches (used extensively to find copyright infringe-

ments), as well as approximate matches of salient objects (see object discovery and co-segmentation approaches in Section 2), detecting visually similar details within a larger visual context remains surprisingly difficult.

Spotting the repetition of visual detail has several applications. Identifying copied details in artworks allows art historians to discover influences, find provenance, and establish authorship [54]. Finding repeated details can
boost performances in visual localisation for place recognition [20]. Reliable pair-wise image co-segmentation and correspondence identification could also enable object discovery in image collections [11].

In this paper, we show it is possible to learn to detect repeated visual patterns – jointly predicting co-segmentation and correspondences – without any human-label. Instead, we generate synthetic correspondence pairs via automatic data augmentation. More precisely, we use a “segment swapping” approach, where we blend image segments in a random background using Poisson blending and apply style transfer to the resulting image to obtain challenging training image pairs (Figure 1a). On the generated image pairs, we have access to the ground-truth matchability masks as well as the correspondences which we use as supervisions for training a network (Figure 1b). We consider using both annotated object segments and unsupervised segments for this data generation process. We obtain unsupervised segments by applying the Bilateral Solver [5] to the recent unsupervised object detection LOST [56], based on the self-supervised DINO [7] features, which we show significantly improves performance on unsupervised saliency detection benchmarks. Experimental results show that using unsupervised segments produces slightly lower but comparable results compared to using COCO [36] instance segments.

We experimented with two architectures which we adapt to predict co-segmentation and correspondences in image pairs: the recent Sparse Nc-Net [46] architecture, designed for predicting image coarse correspondences, and an architecture based on Transformers [66] which we refer to as cross-image transformer. We analyze the effectiveness of our data generation process, architectures and training strategy on two types of tasks. First, we perform retrieval tasks using the predicted pair-wise co-segmentation masks and correspondences. We show clear performance improvement for artwork details retrieval on the Brueghel [54] dataset and results comparable to state of the art for visual localization on two challenging place recognition benchmarks, Tokyo247 [61] and Pitts30K [62]. This last result is especially impressive, since these benchmarks are very competitive, and many dedicated methods leveraging geo-referenced images or real correspondences for supervision have been proposed. On the contrary, our approach is generic and relies solely on our synthetic “segment swapping” training. Second, we make use of the predicted masks and correspondences to build a candidate correspondence graph and introduce an approach to perform discovery in image collections with spectral clustering [32, 40]. We demonstrate results on par with state-of-the-art on the standard co-segmentation dataset of [49] and show qualitative results on the challenging Brueghel [54] dataset. Our code and data are available at http://imagine.enpc.fr/~shenx/SegSwap/.

2. Related work

Learning correspondences between different images. SIFT-Flow [37] was an early method that aligns visually distinct scenes by incorporating visual features, such as SIFT, into optical flow-style approaches. More recently, many deep learning based approaches have been developed to predict correspondences from correlations of input features [39, 45, 53, 63–65]. Of particular interest, architectures based on attention mechanisms and Transformers [66] have been introduced to predict image correspondences. SuperGlue [50] is an attention-based graph neural network for key-point matching. Closer to this work, COTR [26] is an sequence-to-sequence transformer architecture that takes an image and 2D coordinates of a query points as inputs to predict correspondences. Finally, LoFTR [58] adopts a coarse-to-fine approach to matching with a transformer encoder. As opposed to our work, these transformer-based methods are trained on a large dataset with ground-truth poses and depth while we only train on a synthetic dataset. Additionally, our model is only composed of an encoder. More importantly, it outputs an accurate mask of the common regions along with the correspondences.

Learning correspondences without annotated data. There is a large body of work that use synthetic images [15] or images with synthetic deformations [39, 45, 52, 63] to learn correspondences without real annotated training data.
However, these approaches do not try to identify the matchable regions, which is essential to discover visual details. Some other approaches train directly on real images using proxy signals for correspondences, such as photometric or cycle consistency [24, 53, 64, 65, 72, 76]. Again, they focus on the quality of the correspondences and are not designed to predict matchable regions in vastly different images. On the contrary, the core of our approach is to discover these similar regions. This makes our approach particularly suited for retrieval tasks. We are also inspired by related data augmentation techniques, specifically, the CopyPaste augmentation used by [18] for instance segmentation and the stylised-ImageNet augmentation used in [17] to increase shape bias in neural networks.

3. Co-segmentation by segment swapping

In Section 3.1, we introduce our “segment swapping” data generation process (Figure 2). We then present in Section 3.2 the two architectures we use (Figure 3). We discuss our loss and training strategy in Section 3.3.

3.1. Training data generation by segment swapping

Training pairs generation We generate training pairs using images from the MS COCO dataset [36]. We first sample a source image, from which we extract one or two segments (as explained below). We then build the target image by applying geometric transformations to the segments and blending them into a random background image using Poisson blending [42]. The geometric transformations include rotation, translation, scaling, and thin-plate spline (TPS). A style augmentation is then performed on both the source and target images using an AdaIN [23] model trained on the Brueghel dataset [54]. An example of training pair can be seen in Figure 2 and we provide more examples of training samples in the supplementary material [2].

Segments definition The simplest way to define segments for our data generation process is to use annotated object segments. For our experiments, we used the instance annotations from COCO [36]. We compare this approach to a completely unsupervised segment extraction, which we defined using the following strategy: (1) given an image, we employ LOST [56] to obtain an object segmentation, which is irregular and coarse on the boundary; (2) we refine the object segmentation using the Bilateral Solver [5].

We quantitatively validate our unsupervised segments on unsupervised saliency detection benchmarks in Section 5.2. More details about the unsupervised procedure and example of unsupervised segments and the associated image pairs are available in the supplementary material [2].
3.2. Architectures

Our networks take as input a source image $I_s$ and a target image $I_t$, from which features maps $F_s$ and $F_t$ of spatial dimension $W \times H$ are extracted by a feature extraction backbone network. These feature maps are then processed either by our cross-image transformer or our modified sparse Nc-Net [46] architecture to predict both the masks of the repeated objects in the source and target images, $M_s^t \in [0,1]^{W \times H}$ and $M_t^s \in [0,1]^{W \times H}$ respectively, and the correspondences both from source to target $C^{s \rightarrow t}$ and target to source $C^{t \rightarrow s}$. $C^{s \rightarrow t}$ and $C^{t \rightarrow s}$ are represented as matrices of size $W \times H \times 2$. To simplify notation, we sometime use the masks as continuous 2D functions, which in practice is done by performing bilinear interpolation.

Cross-image transformer We built an architecture based on the classic transformer encoder [66] which alternates multi-headed attention and fully connected feed-forward networks (FFN) blocks. The FFN blocks contain two layers with a ReLU non-linearity. Similar to [50], we use two types of attention layers: one is the standard self-attention (SA) layer, the other one is a cross-attention (CA) layer where the attention is only computed between features from different images. We include the same 2D positional encoding as DeTR [6] on top of the feature map before SA. Our transformer alternates these two types of attention layers as shown in Figure 3, with a total of five attention and FFN blocks. Each attention layer has 2 heads and the dimension of the features is 256. Our last layer is followed by a sigmoid and has three outputs, that we interpret as masks and correspondences for each image. We provide an ablation study of this architecture in the supplementary material [2].

Sparse Nc-Net Nc-Net [46] is designed to learn coarse correspondences under weak supervision. It takes as input the correlations between $F_s$ and $F_t^t$, seen as a 4D volume of affinities $A_{input} \in \mathbb{R}^{W \times H \times W \times H}$, and processes them with 4D convolutions. The final 4D convolution predicts affinities $A_{pred}^s \in \mathbb{R}^{W \times H \times W \times H}$, on which softmax functions are applied in dimensions corresponding to source and target giving $A_{pred}^s(i,j,k,l) = \frac{\exp(A_{pred}^s(i,j,k,l))}{\sum_{i,j,k,l} \exp(A_{pred}^s(i,j,k,l))}$ and $A_{pred}^t(i,j,k,l) = \frac{\exp(A_{pred}^t(i,j,k,l))}{\sum_{i,j,k,l} \exp(A_{pred}^t(i,j,k,l))}$. We use the maxima of these affinities as source and target masks, i.e., $M_s^t(i,j) = \max_{k,l} A_{pred}^s(i,j,k,l)$ and $M_t^s(k,l) = \max_{i,j} A_{pred}^t(i,j,k,l)$. Correspondences are obtained with soft-argmax:

$$C^{s \rightarrow t}(i,j) = \frac{k}{W} A_{pred}^s(i,j,k,l) \sum_j \frac{l}{H} A_{pred}^t(i,j,k,l)$$

$$C^{t \rightarrow s}(k,l) = \frac{i}{W} A_{pred}^t(i,j,k,l) \sum_i \frac{j}{H} A_{pred}^s(i,j,k,l)$$

Since 4D convolutions are computational heavy, we instead use sparse 4D convolutions with the same architecture as Sparse Nc-Net [46].

3.3. Loss and training

On our synthetic training data we have access to the ground truth masks $M_{gt}^s$ and $M_{gt}^t$ and ground truth correspondences $C_{gt}^{s \rightarrow t}$ and $C_{gt}^{t \rightarrow s}$ on the source and target images. Our loss is the sum of two symmetric terms for source and target, for simplicity we write only the source loss $L_s$. It includes a cross-entropy ($CE$) loss on the predicted mask $L_m$, and the transported mask $L_{tn}$, as well as a regression loss $L_{corr}$ on the correspondences:

$$L_s = CE(M_{gt}^s, M^s) + CE(M_{gt}^t, M^t(C^{s \rightarrow t}))$$

$$+ \eta \frac{1}{\sum_{i,j} M_{gt}^s(i,j)} \sum_{i,j} M_{gt}^s(i,j) ||C^{s \rightarrow t}(i,j) - C_{gt}^{s \rightarrow t}(i,j)||$$

where $i$ and $j$ correspond to the feature coordinates, $\eta$ is a scalar hyper-parameter, and $CE(M_{gt}, M) = \frac{1}{W \times H} \sum_{i,j} M(i,j) \log(M(i,j)) + (1 - M(i,j)) \log(1 - M(i,j)))$. Note that this loss is computed both for positive pairs (source and target pairs generated by segment swapping) and negative pairs (sampled from two different pairs, without repeated objects) for which $M_{gt}^s = M_{gt}^t = 0$ and by convention $L_{corr} = 0$.

Implementation details We implement our approach using the Pytorch library. We use as backbone features the conv4 features of a ResNet-50 [21] trained on ImageNet [13] with MOCO-v2 [9]. We freeze the backbone during the training, as learning backbone features leads to overfitting in the synthetic training set. For all the experiments, we optimise the loss defined in Equation 2 with $\eta = 8$ and use the Adam optimiser [30] with momentum terms $\beta_1 = 0.5$ and $\beta_2 = 0.999$. At each iteration, we sample 5 positive and 15 negative pairs. For the transformer architecture, after training 200k iterations with learning rate 2e-4, we train with hard negative pairs and learning rate 1e-5 for 5k iterations. Hard negatives are obtained by sampling a pool of $N_{pool} = 500$ images from different synthetic pairs, computing predicted masks for all the pairs of images in the pool, and keeping those with mask prediction higher than a threshold $\tau = 0.04$ in a hard negative pair pool for $K_{hard} = 1000$ iterations of training. For Sparse Nc-Net [46] training 200k iterations with learning rate 2e-4 without hard negative mining leads to the best performance. The entire trainings of the transformer and Sparse Nc-Net [46] take approximately 30 hours and 15 hours respectively on a single GPU Tesla-V100-16GB.
4. Application to Image Retrieval

In this section, we show how our model can be used for retrieval tasks. We first explain how we use it to compute an image similarity score in Section 4.1. We then present experimental results in Section 4.2, including art detail retrieval on the Brueghel dataset [54], place recognition on Pitts30k [62] and Tokyo 24/7 [61], validation of our unsupervised segments and ablation study. More visual results and ablation studies are in the supplementary material [2].

4.1. Score between a pair of images

We propose the following score $S$ to measure the similarity between a pair of images based on predicted correspondences and masks. $S$ is the sum of weighted local features similarities, where our predicted correspondences are used to associate features and the weight $M_{\text{joint}}^{\text{source}}(i, j)$ is the product of the source and transported target mask:

$$S(I^s, I^t) = \sum_{i,j} M_{\text{joint}}^{\text{source}}(i, j) \cos(F^s(i, j), F^t(C^s \rightarrow t(i, j)))$$

Ablations in supplementary material [2] show that the mask term is the key part of this score and that the feature similarity term provides an additional small boost.

4.2. Experiments

Qualitative results on our different datasets can be seen in Figure 4. The predicted masks, shown with transparency, are able to capture repeated regions even in challenging cases, such as large difference of scale, viewpoints, lighting conditions and depiction styles. More visual results are provided in the supplementary material [2].

**Art detail retrieval** We evaluate our approach on the Brueghel dataset [1, 54] in Table 1. Our score allows us to directly retrieve images from a selected query detail.
Miner [54], we crop a 320 × 320 patch around the predicted regions and use ArtMiner [54] as a post-processing to obtain the bounding box prediction. The correspondences are more accurate for the cross-image transformer which achieves much better results for detection. We also observe that, in this benchmark, the performances with unsupervised segments are close to the ones using COCO [36] instance annotations, which suggests that our approach does not depend on human annotations. Note that the best performance of ArtMiner is obtained with a discovery score which is expensive to compute and involves multi-scale feature matching and RANSAC. Our approach is thus simpler, faster and more effective.

Place recognition In Table 2 we compare our approach to state of the art for place recognition on the Pitts30k [62] and Tokyo 24/7 [61] datasets. The descriptions of the datasets are in the supplementary material [2]. We follow the standard evaluation protocol [4, 16, 19, 51, 61, 62]. The query image is correctly localized if one of the top N retrieved database images is within d = 25 meters from the ground truth TUM coordinate of the query. The recall is then reported for N = 1, 5, 10. For Tokyo 24/7 we follow [16, 61] and perform spatial non-maximal suppression on ranked database images before evaluation. To enable fast evaluation, we follow PatchVlad [20] and evaluate our score on the top-100 images ranked by NetVLAD [3] features. Although our approach is not specifically designed for place recognition, it achieves performances comparable to Patch-NetVLAD [20] without RANSAC. Note that the competing approaches either employ specific supervisions or more complicated process such as RANSAC, while our approach is trained only with our synthetic segment swapping data. Note that on this task where retrieving discriminative repeated regions is sufficient and correspondence accuracy is not critical, the Nc-Net architecture preforms better. Similar to the Brueghel results, leveraging COCO [36] annotated segments leads to superior performance. Training with unsupervised segments still leads to competitive results using the NC-Net. However, it gives clearly worst results using the transformer architecture on Tokyo 24/7.

Validation of our unsupervised segments We evaluate our unsupervised segments for unsupervised saliency detection on three standard datasets ECSSD [55], DUTS [71] and DUT-OMRON [74]. The description of the datasets are provided in the supplementary material [2]. The results are shown in Table 4. Adding Bilateral Solver [5] largely improve the performance over LOST [56] and achieves a significant boost on all the datasets compared to state-of-the-art approaches. We hope that this simple method can serve as a strong baseline for unsupervised saliency detection. Qualitative results are in the supplementary material [2].

Ablation study An ablation study of our approach using the cross-image transformer architecture and COCO [36] annotated segments is shown in Table 3 on the Brueghel [1, 54] and Tokyo24/7 [61] datasets. We notice that: (i) Poisson blending [42] and style transfer [23] are both critical; (ii) the three terms of the loss are necessary for good performance. Removing any of these elements results in very strong performance loss. More analysis on the importance of learning correspondences, the similarity score and the architectures are provided in the supplementary material [2].

5. Application to Object Discovery and Co-segmentation

In this section, we introduce an approach to use our predicted masks and correspondences for object discovery. We first explain how we designed a correspondences graph on which it is possible to perform spectral analysis in Section 5.1. We then present experimental results on the dataset...
Table 3. Ablation study. We report retrieval mAP on Brueghel [1,54] and R@1 on Tokyo 24/7 [61] with our cross-image transformer using COCO segments [36].

| Method                      | Airplane | Car | Horse | Avg |
|-----------------------------|----------|-----|-------|-----|
| Ours + Segments             | 0.925    | 0.65 | 0.916 | 0.68 |
| Ours + COCO Segments [36]   | 0.941    | 0.66 | 0.928 | 0.60 |
| transformer                 | 0.902    | 0.60 | 0.916 | 0.58 |
| Nc-Net                      | 0.746    | 0.25 | 0.836 | 0.38 |
| Ours + COCO Segments [36]   | 0.941    | 0.67 | 0.928 | 0.70 |
| transformer                 | 0.902    | 0.36 | 0.916 | 0.60 |
| Nc-Net                      | 0.655    | 0.23 | 0.837 | 0.43 |

Table 4. Unsupervised saliency detection on ECSSD [55], DUTS [71] and DUT-OMRON [74].

of [49] for co-segmentation and Brueghel [1,54] for discovery in Section 5.2.

5.1. Correspondences graph and clustering

In the spirit of [32], we see object discovery as a graph clustering problem, where the vertices $V$ of the graph $G = (V, E)$ are correspondences between images and the weights of the edges encode consistency between the correspondences. Let us consider a set of $N$ images $(I_1, ..., I_N)$. For every pair of images our network predicts correspondences that we add to the set of vertices $V$ if the associated mask value is higher than a threshold. Each vertex $v_i = (s_i, t_i, x_i^s, x_i^t, m_i)$ in the graph is thus associated to a predicted correspondence and defined by the indices $s_i$ and $t_i$ of the images it connects, the associated coordinates $x_i^s$ and $x_i^t$ and the predicted mask value $m_i$. We use the masks values and cycle consistency between the correspondences to define the weights of the edges between the different vertices. More precisely, we only connect correspondences which have exactly one image in common. For example, let’s assume that we have two vertices $v_i$ and $v_j$ such that $s_i = s_j = s$ and $t_i \neq t_j$. We use our network to predict correspondence fields $C_{t_i \rightarrow t_j}$ and $C_{t_j \rightarrow t_i}$ and we define the weight $\epsilon_{i,j}$ of the edge between $v_i$ and $v_j$ as:

$$
\epsilon_{i,j} = \frac{1}{2} m_i m_j \exp \left(- \frac{\|x_i^s - x_i^t\|^2}{\sigma} \right) \exp \left(- \frac{\|x_i^t - C_{t_j \rightarrow t_i}(x_i^t)\|^2}{\sigma} \right) + \exp \left(- \frac{\|x_i^s - C_{t_i \rightarrow t_j}(x_i^s)\|^2}{\sigma} \right)
$$

(4)

where $\sigma$ is a scalar hyper-parameter. The edges are defined similarly in the cases $s_i = t_j$, $t_i = s_j$ and $t_i = t_j$. More details about the way we define the graph and in particular strategies to limit the number of vertices are given in the supplementary material [2].

Given the correspondence graph, we use the spectral decomposition of its adjacency matrix [32,40] either to obtain clusters of correspondences for object discovery, or a foreground potential for co-segmentation. For discovery we first compute $N_{eig}$ principal eigenvectors then performing K-means with $K_{cluster}$ clusters. For co-segmentation, we directly use the first eigenvector to define a foreground potential. Note that because we only consider in the graph correspondences with mask values higher than a threshold, the full graph is extremely sparse that the eigen-decomposition can be efficiently computed.

5.2. Experiments

Object co-segmentation on the dataset of [49] We build the correspondences graph using for each image only the correspondences in the five most similar images according to the retrieval score of Equation 3. We then use the principal-eigen-vector of the correspondence graph to define a seed for GrabCut [47]. More precisely, for every image we associate to each position the sum of the eigen-vector values for the correspondences at this position. Note that GrabCut [47] is crucial to achieve good performance on this dataset, and is widely used by competing approaches such as [11,22,25,43,49]. More details about the GrabCut [47] can be found in the supplementary material [2]. We follow the standard evaluation protocol [11,49] and report pixel-level precision $P$ and the Jaccard index $J$ on three subsets: Airplane, Car, Horse. The precision $P$ measures pixel accuracy. The Jaccard index $J$ is the IoU between the segmented object and ground truth object. Quantitative results are presented in Table 5 and qualitative results in Figure 5a. Our cross-image transformer obtains performance comparable to the state of the art unsupervised approaches. Again, the performances using annotated COCO [36] segments and unsupervised segments are close, which demonstrates that
the success of our approach does not come from implicitly leveraging annotated object segmentations. Sparse Nc-Net performances are clearly worse for this task. This can be understood by looking at qualitative results: the segmentation masks predicted by Nc-Net tend to be more localized in discriminative regions.

Discovery on Brueghel dataset [1, 54] To compute correspondences and build our correspondence graph, we first resize all images to $640 \times 640$, as many repeated details in Brueghel [1, 54] are small. We also remove duplicate images and images with similar borders, easily detected with our algorithm, to focus on more interesting repeated details. Again, we only include in the graph the correspondences from the five most similar images according to the retrieval score to limit the size of the graph and we perform K-means for $K_{\text{cluster}} = 500$ clusters with $N_{\text{eig}} = 100$ principal eigen vectors. Figure 5b presents some interesting clusters that are not covered by ArtMiner [54]. More results and details are in the supplementary material [2].

**Limitation** The current version of our approach is not scalable to large datasets, as our approach needs to compare pairs of images for retrieval and the dimensions of the graph is quadratic on number of images.

6. Conclusion

In this work, we presented a “segment swapping” approach to generate pairs of images with repeated patterns from which we show it is possible to train networks to predict co-segmentation. We evaluated two architectures, a cross-image transformer we introduced and a modified Sparse Nc-Net [46]. We also compared using annotated segments in COCO [36] and segments extracted in a completely unsupervised way, which shows that our approach is not reliant on COCO [36] object annotations. We demonstrated the interest and generality of the trained co-segmentation networks by showing competitive or better performance compared to specialized baseline on a wide range of datasets and tasks, including art detail retrieval, place recognition and object discovery.
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