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Abstract

In this short note, we discuss the use of arithmetic averages for the evaluation of viscous coefficients such as temperature and velocity components at a face as required in a cell-centered finite-volume viscous discretization on unstructured grids, and show that second-order accuracy can be achieved even when the arithmetic average is not linearly-exact second-order reconstruction at a face center (e.g., the face center is not located exactly halfway between two adjacent cell centroids) as typical in unstructured grids. Unlike inviscid discretizations, where the solution has to be reconstructed in a linearly exact manner to the face center for second-order accuracy, the viscous discretization does not require the linear exactness for computing viscous coefficients at a face. There are two requirements for second-order accuracy, and the arithmetic average satisfies both of them. Second-order accuracy is numerically demonstrated for a simple one-dimensional nonlinear diffusion problem and for a three-dimensional viscous problem based on methods of manufactured solutions.

1 Introduction

We focus on unstructured tetrahedral grids and discretize the steady compressible Navier-Stokes (NS) equations by a second-order cell-centered finite-volume discretization, where the residual at a cell \( j \) is given by

\[
\text{Res}_j = \sum_{k \in \{k_j\}} \Phi_{jk} |n_{jk}|, \tag{1}
\]

where \( \{k_j\} \) is a set of neighbor cells, \( |n_{jk}| \) is the area of the face between the cell \( j \) and a neighbor \( k \), \( \Phi_{jk} \) is a numerical flux defined by \( \Phi_{jk} = \Phi_{jk}^{\text{inv}} + \Phi_{jk}^{\text{vis}} \), approximating the physical NS flux projected along \( \hat{n}_{jk} = n_{jk}/|n_{jk}| \), \( \Phi_{jk}^{\text{inv}} \) and \( \Phi_{jk}^{\text{vis}} \) denote the inviscid and viscous numerical fluxes, respectively. The numerical fluxes are computed at the centroid \( x_c \) of each triangular face using the primitive variables \( w = (\rho, \mathbf{v}, T) \), where \( \rho \) is the density, \( \mathbf{v} = (u, v, w) \) is the velocity vector, and \( T \) is the temperature. The inviscid flux is computed using a Riemann solver and the left and right states, \( w_L \) and \( w_R \), linearly reconstructed from the cell centroids \( x_j \) and \( x_k \), respectively: e.g., by the Roe flux [1],

\[
\Phi_{jk}^{\text{inv}} = \Phi_{jk}^{\text{Roe}}(w_L, w_R), \tag{2}
\]

where

\[
w_L = w_j + \nabla w_j \cdot (x_c - x_j), \quad w_R = w_k + \nabla w_k \cdot (x_c - x_k), \tag{3}
\]

and the gradients, \( \nabla w_j \) and \( \nabla w_k \), are computed by a linear least-squares method. The resulting inviscid discretization is second-order accurate because the one-point flux quadrature is linearly exact over a triangular face. Here, our focus is on the viscous discretization represented by a general framework of evaluating the physical viscous flux with a face gradient \( \nabla w_f \) and face values \( \mathbf{v}_f \) and \( T_f \):

\[
\Phi_{jk}^{\text{vis}} = f_n^{\text{vis}}(w_j, w_k, \nabla w_f), \quad f_n^{\text{vis}} = (0, -\tau_n, -\tau_n \mathbf{v}_f + q_n), \tag{4}
\]
where \( \mathbf{T}^{vis}_n \) is the physical viscous flux projected along \( \mathbf{n}_{jk} \) with zero, \( -\mathbf{n} \cdot \mathbf{u}_f + q_n \) for the continuity, momentum, and energy equations, respectively, and 

\[
q_n = -\frac{\mu_f}{P_r(\gamma - 1)} \nabla T \cdot \mathbf{n}_{jk}, \quad \mathbf{n} = -\mu_f \left[ \frac{2}{3} tr(\nabla \mathbf{v}) \mathbf{I} + \nabla \mathbf{v} + (\nabla \mathbf{v})^t \right] \mathbf{n}_{jk}, \quad \mu_f = \frac{M_\infty}{Re_\infty} \left( 1 + C/T_\infty \right) T_f^{3/2}. \tag{5}
\]

Here, \( tr() \) denotes the trace, the superscript \( t \) indicates the transpose, \( \mathbf{I} \) is the \( 3 \times 3 \) identity matrix, \( M_\infty \) is a free stream Mach number, \( Re_\infty \) is a free stream Reynolds number, \( T_\infty \) is a dimensional free stream temperature, and \( C = 110.5 \text{ [K]} \) is the Sutherland constant. All the quantities are assumed to have been nondimensionalized by their free-stream values except that the velocity and the pressure are scaled by the free-stream speed of sound and the free-stream dynamic pressure, respectively, which has led to 

\[
\frac{\rho T}{\gamma} \quad \text{and} \quad \frac{\rho}{\gamma} C/T, \quad \text{respectively,}
\]

where \( C_\infty \) is a free stream Reynolds number, \( \nu_\infty \) is a free stream dynamic viscosity, and \( \gamma = 1.4 \). It is also assumed that the temperature, and 

\[
C_\infty \text{ is a free stream Reynolds number,} \quad \nu_\infty \text{ is a free stream dynamic viscosity,} \quad \gamma = 1.4 \text{.}
\]

\[
\nabla \mathbf{w} = \frac{1}{2} \left[ \nabla^{LSQ} \mathbf{w}_j + \nabla^{LSQ} \mathbf{w}_k \right] + \frac{\alpha}{| \mathbf{x}_k - \mathbf{x}_j | \cdot \mathbf{n}_{jk}} (\mathbf{w}_R - \mathbf{w}_L) \mathbf{n}_{jk}, \quad \alpha = 4/3. \tag{6}
\]

To complete the viscous discretization, we need to define the face quantities: \( T_f \) and \( \mathbf{v}_f \); this is the main focus of this short note. Since reconstructed solutions are available at the face center, we may evaluate them as 

\[
T_f = \frac{T_L + T_R}{2}, \quad \mathbf{v}_f = \frac{\mathbf{v}_L + \mathbf{v}_R}{2}. \tag{7}
\]

These formulas are linearly exact on arbitrary tetrahedral grids and achieve second-order accuracy. However, in many practical cell-centered computational fluid dynamics (CFD) codes (e.g., those presented in Refs. [4, 5, 6] although not explicitly mentioned), these quantities are evaluated with the arithmetic average of the cell values: 

\[
T_f = \frac{T_j + T_k}{2}, \quad \mathbf{v}_f = \frac{\mathbf{v}_j + \mathbf{v}_k}{2}. \tag{8}
\]

This reconstruction is not linearly exact if the face center is not located halfway between the two adjacent cell centroids, but it can be more robust since the face temperature is guaranteed to be positive as long as the cell values of the temperature are positive, for example. The point of this short note is that the arithmetic average is actually sufficient for achieving second-order accuracy in the viscous discretization even if the reconstruction is not linearly exact.

### 2 Two Requirements for Second-Order Accuracy

The first and primary requirement for second-order accuracy in a finite-volume viscous discretization is that the gradients be computed by an algorithm that is exact for linear functions on irregular grids [7], or in other words, that the viscous flux at a face be first-order accurate on irregular grids. This requirement is typically met by the use of a linear least-squares method for computing gradients at cells. The reconstruction of a face quantity used in the viscosity coefficients however, does not have to be linearly exact but just have to be first-order accurate because first-order errors are already committed in the gradients that the viscosity coefficients multiply. For example, for the arithmetic average, we find 

\[
\frac{T_j + T_k}{2} = \frac{T(x_c) + (x_c - x_j) \cdot \nabla T(x_c) + T(x_c) + (x_c - x_k) \cdot \nabla T(x_c)}{2} + O(h^2)
\]

\[
= T(x_c) + \left( x_c - \frac{x_j + x_k}{2} \right) \cdot \nabla T(x_c) + O(h^2)
\]

\[
= T(x_c) + O(h), \tag{9}
\]

on unstructured grids where \( x_c \neq \frac{x_j + x_k}{2} \). Then, the viscous stresses are the product of the face viscosity evaluated with the face temperature and the velocity gradients, and thus they are first-order accurate overall. Therefore, a first-order accurate reconstruction is sufficient (if not linearly exact) for achieving second-order accuracy.
accuracy in the viscous discretization on general unstructured tetrahedral grids. The same is true for other
types of grids if applied with a linearly exact flux quadrature (e.g., split a quadrilateral face into two triangles
and apply the one-point quadrature). The argument equally applies to the face velocity \( \nu_j \) at a face required
in the energy equation.

For practical purposes, the first-order accurate reconstruction is necessary, but not sufficient. The fol-
lowing one-sided evaluation

\[
T_j = T_j',
\]

is also first-order accurate but does not lead to second-order accuracy. The additional requirement is that the
reconstruction has to become linearly exact on regular grids. This requirement excludes reconstructions that
are biased to one side. In the next section, we will present numerical results to demonstrate second-order
accuracy with the arithmetic average and first-order accuracy with one-sided evaluation reconstructions.

3 Results

3.1 Nonlinear Diffusion in One Dimension

We consider a nonlinear diffusion problem in \( x \in [0,1] \):

\[
-\partial_x (\nu \partial_x u) = f(x), \quad \nu = u^2, \quad f(x) = -\partial_x (\nu \partial_x u_e),
\]

where the exact solution \( u_e \) is given by

\[
u_e = \exp(2x).
\]

We solve this problem on eight levels of irregularly-spaced grids with \( n = 7, 11, 15, 19, 23, 31, 47, \) and
63 cells (see Figure 1(a)) by a cell-centered finite-volume method. The discrete residuals are given, for
\( j = 1, 2, 3, \ldots, n, \)

\[
\text{Res}_j = \phi_{j+1/2} - \phi_{j-1/2} - f(x_j)h_j,
\]

where \( x_j \) denotes the cell center coordinate of the cell \( j \), \( h_j \) is the cell volume, and the numerical flux is given
by

\[
\phi_{j+1/2} = \nu_{j+1/2}(u_x)_{j+1/2}; \quad (u_x)_{j+1/2} = \frac{1}{2}[(u_x)_j + (u_x)_{j+1}] + \frac{\alpha}{2(x_{j+1} - x_j)}(u_R - u_L),
\]

\[
u_L = u_j + (u_x)_j(x_f - x_j), \quad u_R = u_{j+1} + (u_x)_{j+1}(x_f - x_{j+1}),
\]

\[
(u_x)_j = \frac{u_{j+1} - u_{j-1}}{x_{j+1} - x_{j-1}}, \quad (u_x)_{j+1} = \frac{u_{j+2} - u_j}{x_{j+2} - x_j},
\]

with \( \alpha = 4/3 \) \([3]\), where \( x_f = x_{j+1/2} \) denotes the face location. For simplicity, we specify the exact solution
in the cells adjacent to the boundaries:

\[
u_1 = u_e(x_1), \quad \nu_n = u_e(x_n), \quad \text{Res}_1 = 0, \quad \text{Res}_n = 0.
\]

The system of discrete equations is solved by an implicit defect-correction solver until the residual is reduced
by eight orders of magnitude from the initial value in the \( L_1 \) norm.

To investigate the impact of the reconstruction of the face quantities on solution accuracy, we evaluate
the viscosity at a face in five different ways:

\[
\nu_{j+1/2} = \frac{u_L^2 + u_R^2}{2}, \quad \nu_{j+1/2} = \frac{(x_f - x_j)^{-1}u_j^2 + (x_f - x_{j+1})^{-1}u_{j+1}^2}{(x_f - x_j)^{-1} + (x_f - x_{j+1})^{-1}}, \quad \nu_{j+1/2} = \frac{u_{j+1/2}^2}{2}, \quad \nu_{j+1/2} = u_j^2, \quad \nu_{j+1/2} = u_{j+1}^2.
\]
second-order accuracy is achieved with \( \nu_{j+1/2} = \frac{u_j^2 + u_{j+1}^2}{2} \), the inverse-distance weighting, and the arithmetic average \( \nu_{j+1/2} = \frac{u_j^2 + u_{j+1}^2}{2} \). On the other hand, the accuracy order is deteriorated to first-order with the two one-sided viscosity evaluations: \( \nu_{j+1/2} = u_j^2 \) and \( \nu_{j+1/2} = u_{j+1}^2 \). To illustrate this accuracy deterioration problem, we performed computations with regular grids of the same sizes and with the following weighted average:

\[
\nu_{j+1/2} = \omega u_j^2 + (1 - \omega) u_{j+1}^2,
\]

which reduces to \( \nu_{j+1/2} = \frac{u_j^2 + u_{j+1}^2}{2} \) at \( \omega = 1/2 \) and to \( \nu_{j+1/2} = u_j^2 \) at \( \omega = 1 \). The grid convergence plots are shown in Figure 1(c). Second-order accuracy is achieved only with \( \omega = 1/2 \), and all others lead to first-order accuracy, which was expected because the weighted average is linearly exact on these regular grids only at \( \omega = 1/2 \). These results support the two requirements discussed earlier: (1) a diffusive flux is at least first-order accurate and (2) the face reconstruction is linearly exact on regular grids.

![Grids and convergence of discretization errors for the one-dimensional problem: (a) symbols indicate node/face locations (a cell center is defined as the midpoint of two consecutive nodes), (b) error convergence for five different viscosity evaluations, (c) error convergence for a weighted-averaged viscosity with varying weight \( \omega \).](image)

(a) Three grids from the coarsest one. (b) Irregular grids. (c) Regular grids.

Figure 1: Grids and convergence of discretization errors for the one-dimensional problem: (a) symbols indicate node/face locations (a cell center is defined as the midpoint of two consecutive nodes), (b) error convergence for five different viscosity evaluations, (c) error convergence for a weighted-averaged viscosity with varying weight \( \omega \).

### 3.2 Viscous Problem in Three Dimensions

In this section, we verify second-order accuracy with the arithmetic average and inverse-distance reconstructions for the compressible NS system in three dimensions by using the method of manufactured solutions. We introduce a vector of forcing terms such that the exact solution is given by

\[
w = (\rho, \mathbf{v}, T) = (1.0, 0.3, 0.2, 0.1, 1.0) + (1, 1, 1, 1, 1) \psi(x, y, z),
\]

where \( \psi(x, y, z) = 0.1 \exp(0.5(x + y + z)) \). The NS system is discretized in a cube domain \((x, y, z) = [0, 0.5] \times [0, 0.5] \times [0, 0.5] \times \) by the cell-centered finite-volume discretization with a point evaluation of the forcing term vector and three different face reconstruction methods: Equation (7), Equation (8), and the inverse-distance weighted reconstruction,

\[
T_f = \frac{\mathbf{x}_f - \mathbf{x}_j}{|\mathbf{x}_f - \mathbf{x}_j|^{-1}} T_j + \frac{\mathbf{x}_f - \mathbf{x}_k}{|\mathbf{x}_f - \mathbf{x}_k|^{-1}} T_k.
\]

A family of six grids with 2058, 7986, 20250, 73002, and 178746 cells has been generated. Grids are all tetrahedral and irregular, and each grid has been generated independently. The coarsest grid is shown in Figure 2(a). For simplicity, as in the one-dimensional case, we specify the exact solution in the cells adjacent to the boundary. To study the impact of the viscous discretization, we set \( M_\infty = 0.1 \) and \( Re_\infty = 0.1 \) with \( T_\infty = 300[K] \). The nonlinear discrete equations are solved by an implicit defect-correction solver until the residual is reduced by five orders of magnitude in the \( L_1 \) norm.
The discretization error convergence plots are shown in Figure 2(b) for the density (results are similar for other primitive variables and therefore not shown). Clearly, all the face reconstruction methods achieve second-order accuracy. Actual errors are different but very similar: e.g., for the finest grid, the $L_1$ norm of the discretization error is $6.70945e-05$ for $T_f = (T_L + T_R)/2$, $6.70906e-06$ for $T_f = (T_j + T_k)/2$, and $6.70911e-06$ for the inverse-distance weighted reconstruction (22).

![Figure 2: Grids and results for the three-dimensional problem: (a) the coarsest grid (all the boundaries are flat), (b) error convergence results for the density.](image)

### 4 Conclusions

We have discussed the use of the arithmetic average for the face quantities in the viscous flux within a cell-centered finite-volume viscous discretization for unstructured grids, and have shown that the arithmetic average is sufficient for achieving second-order accuracy in the viscous discretization even if the face center is not located at halfway between two adjacent cells. The study suggests two requirements for the evaluation of face quantities for the viscous flux: (1) the viscous flux is first-order accurate, and (2) the face reconstruction is linearly exact on regular grids. Numerical results have been presented to illustrate the importance of these requirements.

This short note is prepared for providing an explanation for second-order accuracy that is achieved with the arithmetically-averaged face quantities in the viscous flux on unstructured grids. Many practical unstructured-grid CFD codes have already been using the arithmetic average [4, 5, 6], and it will continue to be used with confidence as it maintains second-order accuracy.
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