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Abstract

Objectives: This research presents multi-text classification from the news text dataset. The main purpose of this work is to classify multi-text for Urdu and Roman language using Natural Language processing and Machine Learning classification models. Methods/Statistical analysis: In this research, online news data has been collected through beautiful soup web scraping tool. In order to analyze the model accuracy news data is divided into six categories which has been composed from various online newspaper platforms. The main news corpus data consists of 10500 news in Urdu and Roman Urdu language including, Accidental, Education, Entertainment, International, Sports and Weather news have been primarily focused in the proposed research study. Furthermore, preprocessing is performed on text corpus using Natural Language Processing technique; for example, data cleaning, data balancing, and stop word removal. For feature extraction count vector, TF-IDF and Chi2 are employed as word filtering. For multi-text classification the Machine Learning classification schemes have been implemented namely, Naive Bayes Classifier, Logistic Regression, Random Forest Classifier, Linear SVC, and K-Neighbors Classifier. After comparative analysis results showed that Linear Support Vector Classifier provided 96% accuracy among other tested methods.

Findings: Multi-Text classification of Urdu Roman language having different writing styles, word structure, irregularities, grammar, and combined corpus is a challenging task. For this purpose, we implemented different Machine Learning algorithms with Natural Language preprocessing technique which provided optimal results in classification of multi-text news data.
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1 Introduction

The Multli-Text classification of Urdu language through combination of Urdu and Roman Urdu text is being considered one of the most challenging task in text classification. As Urdu is one of the famous and national languages of Pakistan which is spoken...
and written in major part of the country regions. Other countries whose literature also relates with Urdu are India, Bangladesh, Afghanistan, and to a further extend few other countries in globe. The growing use of internet has made easier to access information and share in different communication platforms. Similarly, in business communication understanding different type of text data is important in order to rate, suggest, and review the consumer products. For example various news, articles, stories, blogs and reviews text content typically organized by topics and different products tagged by categories and users can be classified on the basis on how they talk about particular brand or product on online web based platforms. However, the majority of text classification blogs and tutorials on the internet can be found in the form of binary text classification whose common example include email classification such as email spam filtering (spam vs. ham), sentiment analysis (positive vs. negative) respectively. The Research has also identified the problem with two Roman Urdu words have same spelling but lexically they are different from each other such as common and mango spelled aam in Roman Urdu, but for quality training of model words need to maintain consistency in its use throughout the process. For the analysis of textual data category, the most common and useful approach which plays an important role in the field of NLP like opinion mining, sentiment analysis, tweets, reviews, spam detection, email filtering is the common example of text categorization.

Increasing demand of information and rapid growth of online social platforms has given more importance to text classification for the purpose of text data management and arrangement.

The frequent news text information circulating on different websites consist variety of text data categories such as sports, entertainment, education, politics and more. Due to the huge amount of news data there is need to categorize the news classes quickly and automatically instead of some manual operations. Nowadays social media and internet is even contributing more like an explosion of text data with variety of types and categories like Urdu, English, Roman Urdu, Arabic, and Chinese etc. Similarly, that has become more challenging for researchers, business holders, other private and Government agencies to deal with such data for decision-making, authentication and information extraction for that textual data. For the purpose to make automation system for this textual data three major topics are mainly focused like feature engineering, selection of features and various machine learning algorithms. Bag-of-Word technique is considered as more widely used approach in feature engineering.

1.1 Literature review

Lately field of text mining is gaining more importance due to availability of different data types by multiple sources in the form of unstructured and semi structured information. The prime purpose of text mining is to enable user to extract information from different sources and then perform various operations like information retrieval, classification techniques which range from (supervised, unsupervised and semi supervised), Data mining, Natural Language processing and in combination with machine learning approaches for automatic classification. It also explores patterns from different data types from the documents.

Previously a lot of work has been performed on different languages but less focus is given to Urdu language by research community. Acquiring data from various sources like online blogs then for the purpose of collected text data classification different well-known classification algorithms of machine learning such as Decision Trees, Support Vector Machine, K-Nearest Neighbor etc are used. Tests through comparison analysis brought a final conclusion that K-NN is performing well than Decision tree and Support Vector Machine with the perspective of accuracy-value, precision and recall. Same Research paper has cited another research work which identified that other five main well-known classification algorithms were applied on Urdu Language data, that corpus contained 21769 documents related to news of seven different categories Culture, Business, Health, Entertainment, Sports. After applying various NLP preprocessing on it 93400 features are extracted from the corpus to apply machine learning algorithms up to 94% precision and recall using majority voting.

In text classification was performed through stop words removal, feature selection, Bag-of-word, and TF-IDF. The dataset was used to test results using different machine learning methods. However, experiments revealed that most researchers used TF-IDF as method for feature selection. Moreover, Logistic regression and Naïve Bayes Classifier were potential text classification models. In other paper Febby Api Wenando in suggested machine learning algorithms including support vector machine, multinomial naive Bayes, and decision tree in order to classify Indonesian news articles. Where it showed that support vector machine algorithm provides higher accuracy with 93% F1 score. Similarly, Gurvinder Singh et al. performed sentiment analysis for positive and negative news. Here, Multivariate Bernoulli Naïve Bayes Classification and Multinomial Naïve Bayes Classification schemes were implemented for text categorization.

2 Proposed Methodology

In this section we have described the flow of our proposed work. Firstly data corpuses of Urdu and Roman Urdu Text have been collected from different sources. After that NLP preprocessing techniques are applied on text data for feature extraction
and selection. Finally, multiple ML classification algorithms have been implemented. The Figure 1 depicts the flow of working mechanism.

![Figure 1. Process diagram](link)

### 2.1 Data preparation

In first step we collected dataset of Urdu and Roman Urdu text data from various online platforms with the help of beautiful soup web scraping tool. The compiled data was in the form of raw data or an unstructured data so to process that text data through machine learning algorithm we need to have its structured format for any decision-making or its classification. The corpus data contains 10500 different text news of both Urdu and Roman and text data has been prepared for next steps in order to perform the text classification. The target categories of classification from the corpus are Accidental, Education, Entertainment, International, Sports and Weather news respectively.

**2.1.1 Data imbalanced**

The data imbalanced distribution problem is frequently observed in the field of data science. The problem with the imbalanced data is that the data of one class significantly has higher frequency than the other class resulting in less data points. This problem directly affects the performance of majority of ML/DL classification algorithms because they are not efficient to handle data imbalance issue. As a result they are being inclined towards the classes with majority data points. Figure 2 depicts the imbalanced data distribution.

The literature review reveals that many normal classification algorithms like Logistic Regression and Decision Trees etc are not much efficient to handle imbalanced distribution of classes. This leads to a heavy bias towards the classes with larger data points, while classes with less data points are being considered as noise, and they are mostly ignored. Hence, the outcomes of classes with minority data points have a higher misclassification rate as compared to the majority classes. Consequently, when it comes to the performance evaluation the accuracy metric is not that much relevant if the model is trained on imbalanced data. However, there are some methods to handle the data imbalance issue and these are described below.
2.1.2 Handling imbalanced data
The collection of actual data while dealing with corpus is always better approach rather than generation of artificial data via sampling the existing data points.

2.1.3 Removing duplicate data
One way to handle the higher frequency is to remove the duplication of data from the dataset meaning that there might be similar data points as repeating multiple times in your dataset. For example “Where is the order” and “Where is my order” has the same semantic meaning. Removing such repeated text content will help to reduce the duplicate message which will help to reduce the volume of majority class.

2.1.4 SMOTE (Synthetic Minority Over-sampling Technique)
In order to balance the text data classes in our dataset, we have implemented SMOTE (Synthetic Minority Over-sampling Technique) to fix the problem of imbalanced data. Where data is being balanced through oversampling minority class data points and undersampling the majority class instances.

2.1.5 Undersampling
It is the process to delete the data points from the majority class on random basis until both classes are balanced with equal data points. There is more probability to lose the information which ultimately cause to poor model training.

2.1.6 Oversampling
It is the process to duplicate the data points of minority class randomly. The problem with this approach is that it might lead to over fitting problem with inaccurate predictions results on the test data.

More importantly, SMOTE approach effectively forces the decision region of the minority class to become more general. It produces synthetic data points by taking each minority class sample and it introduces the synthetic examples along the line segments joining any/all of the k minority class nearest neighbors as it can seen in the Figure 3.

After performing experiments on our dataset using SMOTE technique, we obtained the result in the form of balanced data as shown in the Figure 4. It has been reported from various research work that this technique is not reliable choice for text data because the numerical form of vectors which are produced from the text data are often in high dimension. While in most cases SMOTE seems beneficial with low-dimensional data, it does not attenuate the bias towards the classification in the majority class for most classifiers when data are high-dimensional.

Fig 2. Imbalanced text data
2.1.7 Stop word removal
The text data words which are not as much useful for information extraction and decision making like conjunctions, pronouns, articles and prepositions are considered Non-semantic words are usually described as stop words. In NLP preprocessing steps these words are removed from text data features because they have very minimum or no contribution in information sharing about the text sentence sentiments. Stop words in Urdu like ًًًًًً،ًًًًًً،ًًًًًً،etc and In Roman Urdu, stop words can be pronouns like 'hum,' 'mein,' 'tum,' etc., these cause confusion in text classification process. After applying the stop words removal on text data we make sure there are no stop words in the feature vector. The testing result for stop word removal can be observed in Figure 5.

2.1.8 Feature extraction
One of the important preprocessing steps in machine learning problem is feature extraction. In order to facilitate learning this approach builds the feature vector from textual data. A feature vector is simply an n-dimensional vector representation of the dataset with attributes it can be in different format like binary, categorical and numerical.

Term Frequency Inverse Document Frequency (TF-IDF) is a numeric statistical form whose main job is to highlight that how important a word is in a corpus or data collection. The decision is made on the basis of values, higher the TF-IDF words values the stronger relationship in the document. Furthermore, it has been analyzed that the combination of bag-of-words and
TF-IDF can perform better either TF-IDF or bag-of-words. We have considered TF-IDF in as feature extraction technique in order to get the advantages like it is easy to compute, provides some basic metric to extract the most descriptive terms in the document and similarity can be calculated easily between two documents.

The major problem observed while working with language is that the classifiers and learning algorithms cannot work on raw data directly. To deal with this problem we need to have some feature extraction techniques which convert text data into matrix (or vector) of features. Therefore, during the preprocessing step, the texts are converted to a more manageable representation. The Bag-of-Words and TF-IDF are the two most common approaches used for extracting features from text data. We have used TF-IDF as feature extraction technique in this research study. Rellying only on preprocessing techniques on text is no good approach but feature extraction has significant contribution in the result improvements. The conducted research studies prove that they have extracted features from the corpus successfully. They preferred to choose different features in combination of different text features. Starting from simple features then moved to their eight features set. It was concluded that these set of eight features have been used in text sentiment analysis for English language.

Specifically, for each term in our dataset, we calculate a measure called Term Frequency, Inverse Document Frequency, abbreviated to tf-idf. We have used sklearn.feature_extraction.text.TfidfVectorizer library to calculate a tf-idf vector here is our lab experiment along with few other related terms as defined below for the process of feature extraction in this research.

- **sublinear_df**: It is set to True to use a logarithmic form for frequency.
- **min_df**: It is the minimum numbers of documents a word must be present in to be kept.
- **Norm**: It is set to l2; to ensure all our feature vectors have a euclidian norm of 1.
- **ngram_range**: It is set to (1, 2) to indicate that we want to consider both unigrams and bigrams.
- **stop_words**: It is set to ”preprocessing variable (Which holds all the necessary stopwords for Urdu and Roman Urdu Language)” to remove all common pronouns (”a”, ”the”, etc) to reduce the number of noisy features.

### 2.1.9 Feature selection

The feature selection is an important step in data preprocessing in NLP and same when we are dealing with text data classification. One of research survey on opinion mining elaborated that a model that extracted data from Chinese opinion corpus namely (NTCIR6) used Chi-Square for the purpose of feature extraction from customer reviews. The attributes and work tokens if they are significant in number affects the model in terms of time and efficiency in the case of text classification, so for said purpose feature size reduction is important. This approach contributes in two ways to decrease the vocabulary size and to reduce the noise features that leads to decline classification errors. For the subject purposes WEKA filters have better performances. There are three main reasons due to which we need to consider the feature selection approaches: 1. Curse of dimensionality overfitting, 2. Occam's Razor and 3. Garbage in Garbage out respectively. Then most common approaches used in feature selection are defined below:

#### 2.1.10 Filter based

Filter method is used for the selection of a good subset of the original features set. In filter based approach we specify a metric based on that filter features. The common methods used in Filter approach are the Chi-square/Correlation.
2.1.11 **Wrapper-based**
The Wrapper based method considers the selection of set of features as a search problem; Recursive Feature Elimination (RFE) is commonly used in Wrapper based approach.

2.1.12 **Embedded**
There are different algorithms used by embedded method those algorithms have built-in feature selection methods. For example RF and Lasso have their own feature selection methods. Figure 6 shows the test experimental results of this research in which Chi-square is implemented as feature selection method.

![Figure 6. Feature selection (chi square)](image)

3 **ML Classification Algorithms**

In this research different classification algorithms have been implemented for news text classification and these are explained as below:

3.1 **K-NN Algorithm**
The implemented K-NN algorithm in this research study provides 53% accuracy compared to our multi-text classification model. The K-NN model as regression works on the basis of average values of all k and that is counted as property value for object and when it works for classification purpose it gives a class membership as output.

K-NN is considered as kind of instance learning or lazy learning based method because it doesn't work until the whole classification is completed. Furthermore, in this method the neighbors who are nearest have more weight on average value than the far ones. Two approaches made for its neighbors selection one either from object property or from K-NN classification value\(^{(16)}\).

3.2 **Naive bayes classifier**

It is a very common method used for text classification known as Naïve Bayes. It belongs to the category of supervised learning algorithms. NB working principle on data is that it should be in distributed form of multiple features. It has been also analyzed...
that NB classifier makes assumptions independently. The concept of independent assumptions in NB is that it does not consider the features order which means every feature is independent they don't affect each other when it comes on classification task. One of the advantages of this method is that it performs well in classification even when we have less amount of training data. So in conclusion it works well in this case we have independent features but its performance decrease when the features dependency increased on each other. It also has been analyzed that it possesses good speed and accuracy when used on large databases. The accuracy we got from NB in this research study for multi-text classification is significantly high, that is 92%.

3.3 Random Forest

It works on the classification and regression of data. It builds a decision tree at training side. It places classes and mean prediction for regression and classification from each individual tree respectively. It is named random because the classification made by Random Forest is on the basis of random selection of data point/samples from the training data and features are selected randomly during the process of induction. The way it makes prediction for classification is on the basis of majority votes and for regression averaging result is considered. It is more powerful to noise and has good performance improvement in comparison with single tree classifier like C4.5\(^17\). It is third text classification algorithm in this research study. It makes different decision trees via the selection of random data samples from the training data using random subspace and tree bagging techniques. In this method different trees are generated via random samples and expecting the classification decision from each tree of the random forest. Once all of the trees assembled in the forest, the labeled data get pass through the trees. Here come the proximities, the proximity of two events get increased by one if both events lie on the same leaf node. In the end, proximities get normalized with the total number of trees in the forest. The accuracy result of Random Forest Algorithm is poor that is 54% in this model of classification.

3.4 Linear SVC

It is the text classification approach we have used in this research study which is frequently used for effective categorization, news filtering, personalization, and information routing is Linear SVM classifier. In SVM the data samples or features scattered in the form of 2D space and observe the closest point that is called support vector. The features are treated as vectors in space, once closest point is found then draw a line connecting them. We have already made a line that separates these two points as far as possible, and the SVM says the best separated line is, that bisects the two points and is perpendicular to the line that connects them. We are making some connection between documents and classes by connecting them as well as separating them to the particular distance. Whenever a document appears, we map it to a point and check the point on the other end of the separating line, to predict its class. According to research a State-of-the-art classification accuracy can be achieved by applying a linear Support Vector Machine (SVM) to a ‘bag-of-words’ representation of the text, where each unique word in the training corpus becomes a separate feature\(^18\). Applying this model we got 96% accuracy which is the highest amongst all the classification algorithms.

3.5 Logistic regression

Logistic Regression is used for classification problems and also called linear Regression. It works on the basis of probability for its predictive analysis. The most common function used by Logistic Regression is sigmoid function and considered as one of the complex algorithms. According to this research study Linear Regression performed well on text classification with accuracy of 93% which ranks second from all other classification algorithms.

4 Results and Discussion

In this section various machine learning classifiers have been discussed which are selected training for classification of text data. Most common supervised learning classifiers which have implemented in this research are: Naive Bayes Classifier, Logistic Regression, Random Forest Classifier, Linear SVC, and K-Neighbors. Table 1 shows the accuracy results of each classifier which are obtained through text classification from corpus. It is worthwhile to mention that SVM classifier attained highest accuracy which is 96% amongst rest of tested algorithms. The K-NN has the lowest accuracy from all classifiers. Similarly, the Logistic Regression has proven better in results as comparison with other classification algorithms. When subject ML models were trained on both categories of Urdu and Roman Urdu text data then each algorithm was tested with perspective of its results via lab experiments on the text data of multi-categories Roman and Urdu is shown in the Figure 7 which describes the text data prediction results of various Machine Learning algorithms. Most of the models predicted well during the test on multi-text data in order to analysis efficiency and accuracy of each classification models we have plotted their accuracy results. The

https://www.indjst.org/
tested accuracy benchmark results of classification algorithms have been shown in Figure 8. However, Figure 9 shows generated confusion matrix which provides actual and predicted outcomes in order to judge the accuracy of model.

| Sl.no | ML Classification Algorithms       | Accuracy  |
|-------|-----------------------------------|-----------|
| 1     | K-Nearest Neighbor (K-NN)         | 53.27%    |
| 2     | Linear SVC                        | 96.1%     |
| 3     | Logistic Regression               | 93.43 %   |
| 4     | Naive Bayes Classifier            | 92.42 %   |
| 5     | Random Forest Classifier          | 54.48 %   |
5 Conclusion

In this work different text classification algorithms were implemented for multi-text classification including Naive Bayes Classifier, Logistic Regression, Random Forest Classifier, Linear SVC, and K-Neighbors Classifier. Prior to Multi-Text classification various NLP preprocessing techniques were applied namely, data cleaning, feature extraction, and feature selection. However, obtained results showed that Linear SVC and Logistic Regression classifiers provided 96% and 93% accuracy compared to other tested classifiers on similar dataset for multi-text classification of Urdu language.

Future work

In future, we plan to extend our work by taking more categories of news text data of Urdu Roman Language as to verify existing algorithms accuracies.
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