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Abstract

We extend the nonconforming Trefftz virtual element method introduced in [28] to the case of the fluid-fluid interface problem, that is, a Helmholtz problem with piecewise constant wave number. With respect to the original approach, we address two additional issues: firstly, we define the coupling of local approximation spaces with piecewise constant wave numbers; secondly, we enrich such local spaces with special functions capturing the physical behaviour of the solution to the target problem. As these two issues are directly related to an increase of the number of degrees of freedom, we use a reduction strategy inspired by [29], which allows to mitigate the growth of the dimension of the approximation space when considering h- and p-refinements. This renders the new method highly competitive in comparison to other Trefftz and quasi-Trefftz technologies tailored for the Helmholtz problem with piecewise constant wave number. A wide range of numerical experiments, including the p-version with quasi-uniform meshes and the hp-version with isotropic and anisotropic mesh refinements, is presented.
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1 Introduction

Efficient methods for the approximation of solutions to high frequency wave propagation problems have received an increasing attention over the last two decades. Starting from the ultra weak variational formulation of Cessenat and Després [12], many wave based methods for the Helmholtz problem have been introduced and analyzed, see [18] for an overview of the topic. Such methods are in general based on trial and test spaces consisting of piecewise (discontinuous) plane waves.

In the framework of the virtual element method (VEM) [5,6], which can be seen an extension of the finite element method (FEM) to polytopal meshes and as the ultimate evolution of the mimetic finite differences [8,24], an $H^1$-conforming method for the Helmholtz problem was introduced in [30]. Such a method, known as the plane wave VEM, is based on local approximation spaces containing plane waves that are eventually patched continuously with the aid of a partition of unity, in the spirit of the pioneering work of Melenk and Babuška [4].

More recently, a novel nonconforming Trefftz-VEM for the Helmholtz problem was developed in [28] as an extension of the harmonic VEM [13,27] for the Laplace problem. The two main features of this method are (i) that it is Trefftz (i.e., local spaces consist of functions belonging to the kernel of the target differential operator) and (ii) that it falls within the nonconforming virtual element framework, see e.g. [2,3,11,15]. Although in the basic construction of the method more degrees of freedom than e.g. in the plane wave discontinuous Galerkin method [16] are needed, a modification of a strategy introduced in [29] allows to significantly reduce the dimension of the approximation space as well as the condition number of the resulting final system; this renders the nonconforming Trefftz-VEM approach highly competitive in comparison with other Trefftz technologies. Roughly speaking, the main idea of this strategy is that, whenever two basis functions are generating “almost” the same space, one of the two can be kicked out from the set of basis functions, yet not jeopardizing the approximation properties of the space.
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The methods described so far have been tailored for the simplest Helmholtz problem, that is, for problems with constant wave number; the case of variable wave number is more challenging and intriguing. The instance of analytic wave number was faced in a number of works, for instance by Imbert-Gérard and collaborators in [20–23], where the so-called generalized plane waves were introduced; the idea behind that approach is to employ approximation spaces that are globally discontinuous and locally spanned by combinations of exponential functions applied to complex polynomials. It is worthwhile to notice that this method is quasi-Trefftz only (that is, when applying the Helmholtz operator to the basis functions, one gets a quantity which is converging to zero as the mesh size decreases and the dimension of the local space increases) and that it generalizes the discontinuous enrichment method [51], which addresses the simpler case of linear wave number. Another quasi-Trefftz method for smooth wave numbers is provided in a work of Betcke and Phillips in [10]; there, the basis functions are modulated plane waves, i.e., products of plane waves with polynomials.

On the other hand, the instance of piecewise constant wave numbers gives raise to the fluid-fluid interface problem, which models the transmission of a wave between two fluids with different refraction indices; such model is in fact the one tackled in the present paper. We mention that the plane wave discontinuous Galerkin method and the discontinuous enrichment method have been successfully applied to this problem, see [25] and [32], respectively. In those two approaches, Bessel functions were employed in addition to plane waves, and other special functions (namely evanescent waves) were added to capture the physical behaviour of the solution at the interface between the two fluids.

In this paper,

1. we extend the nonconforming Trefftz-VEM of [28,29] to the case of piecewise constant wave numbers, and

2. following what was done in [25,32], we also include proper special functions in the approximation spaces to capture the behaviour of the physical solution.

We will see that both issues elegantly fit within the nonconforming Trefftz-VEM framework. Further, by employing the removing technique introduced in [29], an extremely robust numerical performance is obtained.

The method we are going to present is characterized by local spaces containing plane (and possibly evanescent) waves, plus additional functions implicitly defined as solutions to local Helmholtz problems with impedance boundary conditions in proper 1D plane and evanescent wave spaces. These local spaces are eventually coupled in a nonconforming fashion à la Crouzeix-Raviart (in the sense that the jumps across the interface between elements have zero moments up to a certain order). The fact that the functions in the approximation space are unknown in closed form entails that, in order to implement the method, one can not use the continuous sesquilinear form; rather, discrete counterparts based on projections onto (plane and evanescent) wave spaces and stabilizing sesquilinear forms are employed.

The outline of the paper is as follows. Section 2 is devoted to the description of the model problem, whereas Section 3 provides the notation for plane wave and evanescent wave spaces, as well as for nonconforming Sobolev spaces. The method, including the definition of the local and the global spaces, of a set of degrees of freedom, of suitable projections onto wave spaces, and of suitable stabilizations, is the topic of Section 4. In Section 5, we briefly discuss the implementation details of the method and we present a number of numerical experiments. In particular, we study the performance of the $h$- and of $p$-versions, whenever the meshes are conforming with respect to the interface between the two fluids (i.e., the wave number is piecewise constant over the polygonal decomposition); the rate of convergence is algebraic and exponential in terms of $h$ and $p$ in the former and in the latter case, respectively. Another interesting set of experiments is focused on testing the robustness of the method, whenever some elements are cut by the interface; on such elements, in fact, the solution to the fluid-fluid problem has typically a very low Sobolev regularity, and therefore the convergence of the $h$- and of $p$-versions is poor. Consequently, the $hp$-version with geometric isotropic and anisotropic mesh refinements is employed, leading to algebraic and exponential convergence in terms of proper roots of the number of degrees of freedom in the former and in the latter case, respectively. Some conclusions are stated in Section 6. It is important to
highlight that in the implementation of the method, quadrature formulas are needed only for the approximation of the terms involving the boundary data.

We stress that, although the present paper is aimed at the approximation of the Helmholtz problem with piecewise constant wave number solely, the setting of the nonconforming Trefftz-VEM can be applied in other situations. For instance, one could extend the method to the case of analytic wave number, dovetailing the nonconforming VEM technology with the tools stemming from the theory of generalized plane waves. A possible advantage of employing a variant of the approach presented herein, in lieu of the discontinuous Galerkin one [23], is that the orthogonalization-and-filtering technique inspired by [29] could lead to an improved convergence rate in terms of the number of degrees of freedom and to an improved conditioning of the final system.

As a final comment, we stress that another appealing feature of the nonconforming setting is that the extension to the 3D case is much more straightforward than in the $H^{1}$-conforming setting; see [27, Section 3.7] for a description of such an extension in the case where the target differential operator is the Laplacian.

**Notation.** Throughout the paper, we will employ the standard notation for Sobolev spaces, norms, seminorms and inner products, see e.g. [1]. More precisely, given a domain $D \subset \mathbb{R}^{2}$, we denote by $H^{s}(D)$ the Sobolev space of functions with square integrable weak derivatives up to order $s$, for some nonnegative integer $s$, over $D$, and the corresponding seminorms and norms by $\| \cdot \|_{s,D}$ and $\| \cdot \|_{s,D}$, respectively. Sobolev spaces of noninteger order can be defined by interpolation theory. If the domain $D$ is also bounded, $H^{1/2}(\partial D)$ denotes the space of the traces of $H^{1}(D)$ functions and $H^{-1/2}(\partial D)$ denotes its dual space. Further, $(\cdot, \cdot)_{0,D}$ is the usual $L^{2}$ inner product over $D$. Lastly, we denote by $\mathbb{N}_{0}$ the set of all natural numbers including 0, and by $\mathbb{N}_{\geq r}$, for some $r > 0$, the set of all natural numbers larger than or equal to $r$.

2 The fluid-fluid interface problem

Given a polygonal domain $\Omega \subset \mathbb{R}^{2}$, a piecewise (real-valued) constant wave number $\kappa \in L^{\infty}(\Omega)$, and $g \in H^{-1/2}(\partial \Omega)$, we aim to approximate the solution to the problem

$$\begin{cases}
-\Delta u - \kappa^{2} u = 0 & \text{in } \Omega \\
\nabla u \cdot \mathbf{n}_\Omega + i\kappa u = g & \text{on } \partial \Omega,
\end{cases}$$

(1)

where $\mathbf{n}_\Omega$ denotes the unit normal vector on $\partial \Omega$ pointing outside $\Omega$ and $i$ is the imaginary unit.

The corresponding weak formulation to problem (1) reads

$$\begin{cases}
\text{find } u \in V := H^{1}(\Omega) \text{ such that } \\
b(u, v) = (g, v) \quad \forall v \in V,
\end{cases}$$

(2)

where the sesquilinear form $b(\cdot, \cdot)$ is given by

$$b(u, v) := a(u, v) + i(\kappa u, v)_{0, \partial \Omega}$$

(3)

with

$$a(u, v) := \int_{\Omega} \nabla u \cdot \nabla v \, dx - \int_{\Omega} \kappa u v \, dx,$$

(4)

and the right-hand side is defined as

$$\langle g, v \rangle := \int_{\partial \Omega} g \overline{v} \, ds.$$  

(5)

The well-posedness of the problem (2) can be proven as in e.g. [17, Theorem 2.4].

For the sake of simplicity, we will assume in the following that the domain $\Omega = (-1, 1)^{2}$ is split into two parts $\Omega_{1} := (-1, 1) \times (-1, 0)$ and $\Omega_{2} := (-1, 1) \times (0, 1)$, and that the wave number $\kappa$ is piecewise constant over $\Omega_{1}$ and $\Omega_{2}$; more precisely, we set $k_{i} := \kappa_{\Omega_{i}} = n_{i}k$, $i = 1, 2$, where $k \in \mathbb{R}$, and $n_{1}, n_{2} \in \mathbb{R}$ with $n_{1} > n_{2}$ are the so-called refraction indices, respectively. The more general
situation with multiple refraction indices and subdomains is a straightforward modification of the case with two subdomains.

Denoting by $\Gamma := \partial \Omega_1 \cap \partial \Omega_2$ the interface between the two subdomains with fixed unit normal vector $\mathbf{n}_\Gamma$, problem (1) can be reformulated as the transmission problem

$$\begin{cases}
\Delta u_i - k_i^2 u_i = 0 & \text{in } \Omega_i, \quad i = 1, 2 \\
\nabla u_i \cdot \mathbf{n}_{\Omega_i} + ik_i u_i = g & \text{on } \partial \Omega_i \setminus \Gamma, \quad i = 1, 2 \\
u_1 = u_2 & \text{on } \Gamma \\
\nabla u_1 \cdot \mathbf{n}_\Gamma = \nabla u_2 \cdot \mathbf{n}_\Gamma & \text{on } \Gamma.
\end{cases}$$

This model goes under the name of fluid-fluid interface problem. From a physical standpoint, it describes the propagation of waves through a domain split into two subdomains containing different fluids (e.g. water-air). Typically, some reflection/transmission phenomenon occurs at the interface $\Gamma$. For instance, assuming that there is an incoming traveling plane wave in $\Omega_1$ with incident angle $\theta_{\text{inc}}$ formed by the direction of the incoming wave with the interface $\Gamma$, the model describes the propagation of such wave from $\Omega_1$ to $\Omega_2$. Depending on the angle $\theta_{\text{inc}}$, a different behaviour may occur in $\Omega_1$ and $\Omega_2$.

In order to describe the two possible outcomes, we introduce the so-called critical angle

$$\theta_{\text{crit}} := \cos^{-1} \left( \frac{n_2}{n_1} \right).$$

If $\theta_{\text{inc}} \geq \theta_{\text{crit}}$, the incoming wave is partially refracted at $\Gamma$ with angle $\theta_R$ (having the same measure as $\theta_{\text{inc}}$) and transmitted in the subdomain $\Omega_2$ with transmission angle $\theta_T$, which is computed by means of Snell’s law

$$n_1 \cos(\theta_{\text{inc}}) = n_2 \cos(\theta_T).$$

Otherwise, if $\theta_{\text{inc}} < \theta_{\text{crit}}$, the incoming wave is totally refracted (with angle $\theta_R$, having again the same measure as $\theta_{\text{inc}}$); however, in the subdomain $\Omega_2$ some evanescent modes, exponentially decaying in terms of the distance from the interface $\Gamma$, appear. This phenomenon is known in the literature as total internal reflection. In Figure 1, the two different situations depending on the choice of $\theta_{\text{inc}}$ are depicted.

A couple of explicit solutions to the problem (2) in the transmission and the total internal reflection cases are described in Sections 5.2.1 and 5.2.2, respectively.
3 Plane waves, evanescent waves, and nonconforming Sobolev spaces

In this section, we first define the spaces of plane waves and evanescent waves over elements and edges, and, subsequently, we construct a class of nonconforming Sobolev spaces.

We will introduce two types of local spaces, namely plane wave based spaces over the elements in \( \Omega_1 \) and spaces based on both plane waves and evanescent waves over the elements contained in \( \Omega_2 \). The choice for the latter spaces is inspired by \[25,32\], where evanescent waves were added as special functions to the standard plane wave and Bessel spaces, respectively, to capture the evanescent modes occurring in specific situations described in Section 2. We anticipate that variants of such spaces are possible and will be discussed in Section 5.

First, we fix some notation. Given \( \mathcal{T}_n^1 \) and \( \mathcal{T}_n^2 \) two decompositions into polygons of \( \Omega_1 \) and \( \Omega_2 \), respectively, then \( \mathcal{T}_n := \mathcal{T}_n^1 \cup \mathcal{T}_n^2 \) is a decomposition of \( \Omega \) into polygons. Further, for all \( K \in \mathcal{T}_n \), we denote by \( x_K \) its barycenter, by \( h_K := \text{diam}(K) \) its diameter, and by \( h := \max_{K \in \mathcal{T}_n} h_K \) the mesh size of \( \mathcal{T}_n \).

Moreover, we write \( \mathcal{E}_n^{1,1} \) and \( \mathcal{E}_n^{1,B} \) for the sets of interior edges in \( \mathcal{T}_n^1 \), and boundary edges in \( \mathcal{T}_n^1 \) not belonging to \( \Gamma \), respectively. Similarly, we introduce the sets \( \mathcal{E}_n^{2,1} \) and \( \mathcal{E}_n^{2,B} \) for \( \mathcal{T}_n^2 \). The symbol \( \mathcal{E}_n^1 \) denotes the set of edges of \( \mathcal{T}_n \) on \( \Gamma \). Further, we define \( \mathcal{E}_n := \mathcal{E}_n^{1,1} \cup \mathcal{E}_n^{2,1} \) and \( \mathcal{E}_n^B := \mathcal{E}_n^{1,B} \cup \mathcal{E}_n^{2,B} \). Finally, \( h_e \) denotes the length of a given edge \( e \in \mathcal{E}_n \), with \( \mathcal{E}_n \) denoting the set of all edges of \( \mathcal{T}_n \), and \( n_K \) is the number of edges of a given polygon \( K \in \mathcal{T}_n \).

Having this, we introduce the local plane wave spaces over the elements in \( \mathcal{T}_n^1 \). To this purpose, given \( K \in \mathcal{T}_n^1 \), let \( (d^K_p)_{p=1}^{\hat{p}_K}, \hat{p}_K = 2q_K + 1, q_K \in \mathbb{N} \), be a bunch of equidistributed normalized directions. Then, denoting by

\[
 w^{(1),K}_\ell(x) := e^{ik_{\ell}d^K_p(x-x_K)} \quad \forall \ell = 1, \ldots, \hat{p}_K, \quad \forall x \in K, \tag{8}
\]

the plane wave traveling along the directions \( d^K_p \) with wave number \( k_{\ell} \), we define the space of plane waves over \( K \) as

\[
 \mathbb{P}_{p,K}^{(1)}(K) := \text{span}\left\{ w^{(1),K}_\ell \mid \ell = 1, \ldots, \hat{p}_K \right\}. \tag{9}
\]

Note that we allow here for elementwise different numbers of plane waves; this notation is particularly suitable for developing the \( hp \)-version of the method, see Section 5.2.3.3.

Analogously, for all \( K \in \mathcal{T}_n^2 \), we define the bulk plane wave space \( \mathbb{P}_{p,K}^{(2)}(K) \) as the span of the plane waves \( w^{(2),K}_\ell \), which are defined in the same way as \( w^{(1),K}_\ell \) in (8), but with wave number \( k_2 \) instead of \( k_1 \).

Following \[25,32\], we introduce a set of \( \tilde{p}_K = 2\tilde{q}_K, \tilde{q}_K \in \mathbb{N}_0 \), evanescent waves, for all \( K \in \mathcal{T}_n^2 \). To this purpose, we first consider the set of equidistributed angles

\[
 \theta_{\tilde{\ell}}^{\text{EW}} = \frac{\tilde{\ell}}{\tilde{q}_K + 1} \theta_{\text{crit}} \quad \forall \tilde{\ell} = 1, \ldots, \tilde{q}_K, \tag{7}
\]

where we recall that the critical angle \( \theta_{\text{crit}} \) is computed as in (7). Then, the evanescent waves over \( K \) are defined as

\[
 w^{\text{EW},K}_j(x) := e^{i\tilde{\ell}d^K_{\tilde{\ell}}(x-x_K)} \quad \forall j = 1, \ldots, \tilde{q}_K, \quad \forall x \in K, \tag{10}
\]

where \( k \) is the real number with \( k_1 = n_1 k \) and \( k_2 = n_2 k \), and \( d^K_{\tilde{\ell}} \in \mathbb{R} \times \mathbb{C} \) is given by

\[
 \tilde{d}^{K}_{\tilde{\ell}} := \begin{cases} 
 -n_1 \cos \left( \frac{\theta_{\text{EW}}}{2} \right), i \sqrt{n_1^2 \cos^2 \left( \frac{\theta_{\text{EW}}}{2} \right) - n_2^2} & \text{if } j \text{ odd} \\
 n_1 \cos \left( \frac{\theta_{\text{EW}}}{2} \right), i \sqrt{n_1^2 \cos^2 \left( \frac{\theta_{\text{EW}}}{2} \right) - n_2^2} & \text{if } j \text{ even}. 
\end{cases} \tag{11}
\]
Remark 1. Note that the assumption of having sets of equidistributed directions and angles in the construction of the plane and evanescent wave spaces, respectively, is made for the sake of simplicity and could be relaxed in principle, without jeopardizing the approximation properties of the space of interest.

As one can notice from (10) and (11), the structure of an evanescent wave is similar to that of a plane wave; the difference is that the direction vector is complex-valued in the former case, whereas it is real-valued in the latter. As discussed and numerically proven in [25, 32], the evanescent waves are better suited than plane waves to capture the exponential decay of the evanescent modes appearing in the fluid-fluid interface problem for specific incident angles $\theta_{\text{inc}}$, and therefore they could be added to the approximation space associated with the domain $\Omega_2$ to improve the performance of the method.

We point out that the evanescent waves given by (10) satisfy the homogeneous Helmholtz problem in $\Omega_2$. In Figure 2, we plot the real and imaginary part of the evanescent wave with parameters $k = 5, n_1 = 2$ and $n_2 = 1$ (critical angle $\theta_{\text{crit}} = 60^\circ$), and $x_K = (0, 0)$.

![Figure 2: Real and imaginary parts of the first evanescent wave for $k = 5, n_1 = 2, n_2 = 1$, and $x_K = (0, 0)$](image)

Finally, we define the space of evanescent waves over $K \in \mathcal{N}_2$

$$\mathcal{W}_{pK}(K) := \text{span}\left\{ w_{EV,K}^j | j = 1, \ldots, \tilde{p}_K \right\},$$

and the space of plane waves and evanescent waves

$$\mathcal{W}_{pK}(K) := \mathcal{W}_{pK}^{(1)}(K) \cup \mathcal{W}_{pK}^{(2)}(K).$$

(12)

In the following, we shall also need spaces of traces of plane waves and evanescent waves over edges. For all edges $e \in \mathcal{E}_n$, we set

$$\mathcal{W}_{pK}(e) := \begin{cases} \mathcal{W}_{pK}^{(1)}(K)|_e, & \text{if } e \in \mathcal{E}_n^{1,B} \cap \mathcal{E}_K^1 \\ \mathcal{W}_{pK}^{(1)}(K^-)|_e \cup \mathcal{W}_{pK}^{(2)}(K^+)|_e, & \text{if } e \in \mathcal{E}_n^{1,I} \cap \mathcal{E}_K^1 \cap \mathcal{E}_K^2 \text{ with } K^- \neq K^+ \\ \mathcal{W}_{pK}^{(2)}(K^-)|_e \cup \mathcal{W}_{pK}^{(2)}(K^+)|_e, & \text{if } e \in \mathcal{E}_n^{2,B} \cap \mathcal{E}_K^2 \end{cases}$$

(13)

denoting by $p_e$ the dimension of the space $\mathcal{W}_{pK}(e)$.

In words, we consider spaces of traces of plane waves with wave number $k_1$ on all edges in $\mathcal{E}_n^{1,I} \cup \mathcal{E}_n^{1,B}$, spaces of traces of plane waves with wave number $k_2$ and evanescent waves on all
edges in $\mathcal{E}^2_n \cup \mathcal{E}^2_B$, and, at the interface $\Gamma$, we consider traces of plane waves with the two different wave numbers $k_1$ and $k_2$ and evanescent waves. The definition [13] will be instrumental to build suitable nonconforming Sobolev spaces.

Remark 2. Whilst the dimensions of the bulk plane wave spaces $\mathbb{P}^{(1)}_{p^k}(K)$ and $\mathbb{P}^{(2)}_{p^{K+\hat{p}^K}}(K)$ are given by $p^k$ and $p^{K+\hat{p}^K}$, respectively, those of the spaces $\mathbb{P}^{(2)}_{p_K}(e)$ are in general smaller than or equal to the sum of the dimensions of the bulk spaces of the adjacent polygons. In fact, the restriction of two different plane waves onto a given edge could generate a 1D space only. On the other hand, whenever the restrictions of two plane waves with different directions and wave numbers on a given edge are “close”, numerical instabilities may occur. In order to avoid this situation, we will employ the edgewise orthogonalization-and-filtering process introduced in [29], see Section 5.1.

Next, we define the broken Sobolev space of order $s \in \mathbb{N}$, subordinated to a polygonal decomposition $\mathcal{T}_n$: $$ H^s(\mathcal{T}_n) := \{ v \in L^2(\Omega) \mid v|_K \in H^s(K) \forall K \in \mathcal{T}_n \}, $$ with the seminorms and weighted norms

$$ |v|^2_{s,\mathcal{T}_n} := \sum_{K \in \mathcal{T}_n} |v|^2_{s,K}; \quad \|v\|_{s,K,K'} := \sum_{K \in \mathcal{T}_n} \|v\|^2_{s,k,K} = \sum_{K \in \mathcal{T}_n} \sum_{j=0}^s k^{2(s-j)}|v|^2_{j,K}. $$

In order to introduce the global nonconforming Sobolev space, we need some additional notation. Given $e \in \mathcal{E}_n^I$ with adjacent elements $K^+$ and $K^-$, we set $\mathbf{n}_{K^\pm}$ the two outer unit normal vectors with respect to $\partial K^\pm$. Further, we define the vector-valued jump of $v \in H^1(\mathcal{T}_n)$ across the edge $e$ as

$$ [v]_e := v|_{K^+} + \mathbf{n}_{K^+} + v|_{K} - \mathbf{n}_{K^-}. $$

We will use the notation $[v]$ instead of $[v]_e$ when no confusion occurs.

The global nonconforming Sobolev space with edgewise order of nonconformity $p_e$ is built as follows. Given $N_j$ the cardinality of $\mathcal{E}_n^j$, $j = 1, 2$, we consider the vectors $\mathbf{p}^{(1)} \in [N_{\geq 1}]^{N_1}$, $\mathbf{p}^{(2)} \in [N_{\geq 1}]^{N_2}$, and $\mathbf{p} \in [N_0]^{N_g}$, representing the distribution of the dimensions of the bulk plane wave spaces over the elements in $\mathcal{T}_n^j$, and of the bulk plane wave spaces and of the evanescent wave spaces over the elements in $\mathcal{T}_n^2$, respectively. To the set of edges $\mathcal{E}_n$, we associate a vector $\mathbf{p}_{\mathcal{E}_n} \in \mathbb{N}^{\text{ord}(\mathcal{E}_n)}$, whose $j$-th entry represents the dimension of the space $\mathbb{P}^{(2)}_{p_K}(e)$ defined in [13] on the $j$-th global edge $e$.

Eventually, we define the global nonconforming Sobolev space associated with the vector $\mathbf{p}_{\mathcal{E}_n}$:

$$ H^{1,nc}_{\mathbf{p}_{\mathcal{E}_n}}(\mathcal{T}_n) := \left\{ v \in H^1(\mathcal{T}_n) \mid \int_E [v] \cdot \mathbf{n} \, w \, ds = 0 \quad \forall w \in \mathbb{P}^{(2)}_{p_K}(e), \forall e \in \mathcal{E}_n^j \right\}. $$

We highlight that by using this construction, nonconforming Sobolev spaces can be straightforwardly generalized to the case of piecewise constant $\mathbf{f}$ on more than two subdomains.

4 A nonconforming Trefftz virtual element method for the fluid-fluid interface problem

In this section, we introduce a nonconforming Trefftz-VEM for the approximation of the fluid-fluid interface problem [2] based on plane waves and evanescent waves. Such a method differs from the original one in [28,29] by the two following features:

- the wave number is piecewise (and not globally) constant;
- special functions, i.e., evanescent waves, are locally added to the approximation spaces to capture the physical behaviour of the evanescent modes possibly appearing in $\Omega_2$ in proximity of the interface $\Gamma$.
We will see that these two features elegantly fit within the nonconforming VEM setting of [27,29].

The method we design has the following structure:

\[
\begin{cases}
\text{find } u_h \in V_h \text{ such that} \\
b_h(u_h, v_h) = F_h(v_h) \quad \forall v_h \in V_h,
\end{cases}
\]

where \(V_h\) is a finite dimensional space, \(b_h(\cdot, \cdot) : [V_h]^2 \to \mathbb{C}\) is a computable sesquilinear form mimicking its continuous counterpart \(b(\cdot, \cdot)\) defined in [3], and \(F_h(\cdot) : V_h \to \mathbb{C}\) is a computable functional mimicking its continuous counterpart \((g, \cdot)\) in [3].

The remainder of the section is organized as follows. In Section 4.1, we introduce the local and global nonconforming Trefftz virtual element spaces, together with a set of unisolvent degrees of freedom. Next, in Section 4.2, we introduce a couple of local (bulk and edge) projectors from local virtual space, as described below.

**Remark 3.** Note that the assumption on \(\ell_K\) in Lemma 4.1 actually results in a condition on the size of the product \(h_K\ell_K\), see [28]. More precisely, for \(h_K\) sufficiently small, \(\ell_K\) is not a Dirichlet-Laplace eigenvalue on \(K\).

### 4.1 Local Trefftz virtual element spaces and global nonconforming spaces

Our aim here is to introduce local Trefftz-VE spaces tailored for the fluid-fluid interface problem (2), and subsequently to patch them into a global space in a nonconforming fashion.

To this purpose, given \(K \in \mathcal{T}_h\), we set the local space

\[
V_h(K) := \{ v_h \in H^1(K) \mid \Delta v_h + \ell^2 v_h = 0 \text{ in } K, (\nabla v_h \cdot \mathbf{n}_K + i \ell v_h)|_e \in \overline{p_{\mathcal{W} e_{\alpha}}(e)} \forall e \in \partial K \},
\]

where we recall that the edge spaces \(\overline{p_{\mathcal{W} e_{\alpha}}(e)}\) are defined in [13].

We point out that, for every element \(K \in \mathcal{T}_h\), the space \(V_h(K)\) contains \(p_{\mathcal{W} K}^{(1)}(K)\), the space of \(p_{\mathcal{W} K} = 2q_K + 1\) plane waves with wave number \(k_1\) defined in [3]; besides, it contains additional functions that are not known in closed form (whence the name *virtual*) and that are locally Trefftz with impedance traces in the space \(\overline{p_{\mathcal{W} e_{\alpha}}(e)}\), for all edges \(e \in \partial K\).

On the other hand, the local spaces over the elements \(K \in \mathcal{T}_2\) are designed in such a way that they contain \(p_{\mathcal{W} K}^{(2)}\), the space of \(p_{\mathcal{W} K} = 2q_K + 1\) plane waves with wave number \(k_2\) and \(p_{\mathcal{W} K} = 2q_K\) evanescent waves defined in [12], again, there are additional functions unknown in closed form inside (which however have impedance traces in the space of traces of plane and evanescent waves). Such additional functions will be instrumental for building nonconforming global spaces, as described below.

Henceforth, we call \(q_K\) the *effective degree* of the method on the elements \(K \in \mathcal{T}_1\), and \(q_K + \tilde{q}_K\) the *effective degree* of the method on the elements \(K \in \mathcal{T}_2\).

Given \(K \in \mathcal{T}_h\) and the associated local Trefftz-VE space \(V_h(K)\), we consider the following set of linear functionals on \(V_h(K)\). For all \(e \in \partial K\),

\[
dof_{e, \alpha}(v_h) := \frac{1}{h_e} \int_{e} v_h w_{\alpha} ds \quad \forall \alpha = 1, \ldots, p_e,
\]

where \(\{w_{\alpha}\}_{\alpha = 1}^{p_e} \) is any basis for the space \(\overline{p_{\mathcal{W} e_{\alpha}}(e)}\). This set of functionals is a set of unisolvent degrees of freedom, as stated in the following result.

**Lemma 4.1.** Given \(K \in \mathcal{T}_h\), let us assume that \(\ell_K\) is not a Dirichlet-Laplace eigenvalue on \(K\). Then, the set of functionals defined in (17) is a unisolvent set of degrees of freedom for the space \(V_h(K)\).

**Proof.** The proof follows the lines of that of [28, Lemma 3.1] and is therefore omitted here. \(\square\)
Having this, we introduce the set of local canonical basis functions \{\varphi_{\tilde{e},\tilde{\alpha}}\}_{\tilde{e},\tilde{\alpha}} by duality:
\[
dof_{e,\alpha}(\varphi_{\tilde{e},\tilde{\alpha}}) := \delta_{e,\tilde{e}}\delta_{\alpha,\tilde{\alpha}}, \quad \forall e, \tilde{e} \in \mathcal{E}_n, \forall \alpha = 1, \ldots, p_e, \forall \tilde{\alpha} = 1, \ldots, p_{\tilde{e}},
\]
where \(\delta_{\cdot,\cdot}\) here denotes the standard Kronecker delta.

The choice of the degrees of freedom in (17) together with the definition of the spaces \(\mathbb{P}_p^\Sigma(e)\) in (13) allows for the construction of the global nonconforming Trefftz virtual element space
\[
V_h := \{v_h \in H^1_{\text{ne}}(\mathcal{T}_h) \mid v_h|_K \in V_h(K) \forall K \in \mathcal{T}_h\},
\]
where we recall that the nonconforming Sobolev space \(H^1_{\text{ne}}(\mathcal{T}_h)\) is defined in (14).

Moreover, the global set of the degrees of freedom is built by a nonconforming coupling (à la Crouzeix-Raviart) of the local counterparts (17), see [28].

### 4.2 Local projectors

In this section, we introduce a couple of local projectors which will be instrumental for the design of the method [15].

First of all, for all \(K \in \mathcal{T}_h\), we define the local operator \(\Pi^{(1)}_{p_e} : V_h(K) \to \mathbb{P}_p^\Sigma(K)\) by
\[
a^K(\Pi^{(1)}_{p_e} v_h, w^{(1)}_h) = a^K(v_h, w^{(1)}_h) \quad \forall v_h \in V_h(K), \forall w^{(1)}_h \in \mathbb{P}_p^\Sigma(K).
\]
Such operator is computable by means of the degrees of freedom (17). In fact, an integration by parts yields
\[
a^K(v_h, w^{(1)}_h) = \int_{\partial K} v_h \nabla w^{(1)}_h \cdot n_K \, ds,
\]
which is computable since \((\nabla w^{(1)}_h \cdot n_K)_{|e} \in \mathbb{P}_p^\Sigma(e)\) for all \(e \in \mathcal{E}_K\).

Besides, \(\Pi^{(1)}_{p_e}\) is well-defined under the assumption that the size of the element \(K\) is sufficiently small, see [28] Proposition 3.2 for more details.

For all \(K \in \mathcal{T}_h\), we also introduce the local projector \(\Pi^{(2)}_{p_e,\tilde{p}_K} : V_h(K) \to \mathbb{P}_p^\Sigma(K)\) which is defined analogously to \(\Pi^{(1)}_{p_e}\) in (19) with the only difference that the space \(\mathbb{P}_p^\Sigma(K)\) is replaced by \(\mathbb{P}_p^\Sigma(p_K,\tilde{p}_K)(K)\). The well-posedness of \(\Pi^{(2)}_{p_e,\tilde{p}_K}\) is provided by the invertibility of the matrix \(G^{(2)}_{j,\ell} : \mathbb{C}^{(p_K+\tilde{p}_K) \times (p_K+\tilde{p}_K)}\) defined by
\[
G^{(2)}_{j,\ell} :=
\begin{bmatrix}
    a^K(v^{(2)}_j, w^{(2)}_{\ell,K}), & \text{if } j, \ell \leq p_K \\
    a^K(v^{(2)}_j, w^{(2)}_{\ell-p_K,K}), & \text{if } j \leq p_K, \ell > p_K \\
    a^K(v^{(2)}_j, w^{(2)}_{\ell-p_K,K}), & \text{if } j > p_K, \ell \leq p_K \\
    a^K(v^{(2)}_j, w^{(2)}_{\ell-p_K,K}), & \text{if } j, \ell > p_K
\end{bmatrix}
\]
for all \(j, \ell = 1, \ldots, p_K + \tilde{p}_K\).

By investigating the behaviour of the minimal (absolute) eigenvalue of \(G^{(2)}_{j,\ell}\) in terms of the wave number \(k_2\) on the reference element \(K := (0, 1)^2\), one can observe that such a minimal eigenvalue becomes very small when \(k_2^2\) is close to a Neumann-Laplace eigenvalue \(\nu_{m,n} := \pi^2(m^2 + n^2), m, n \in \mathbb{N}_0\), on \(K\), see Figure 3. This indicates that, assuming \(k_2^2\) to be separated from the Neumann-Laplace eigenvalues, the local projector \(\Pi^{(2)}_{p_e,\tilde{p}_K}\) is well-defined.

The third operator we introduce is the boundary edge \(L^2\) projector \(\Pi^{(0)}_{p_e} : V_h(K)|_e \to \mathbb{P}_p^\Sigma(e)\), which is defined for all edges \(e \in \mathcal{E}_h^B\) by
\[
(\Pi^{(0)}_{p_e} v_h, w^e)_0 = (v_h, w^e)_0, \quad \forall v_h \in V_h(K)|_e, \forall w^e \in \mathbb{P}_p^\Sigma(e).
\]
Such a projector is directly computable starting from the local degrees of freedom in (17); moreover, it is well-defined owing to the coercivity of the edge \(L^2\) norm.
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Figure 3: Minimal (absolute) eigenvalues of the matrix $G^{(2),K}$ in \([20]\) in terms of the wave number $k_2$ with $n_1 = 2$ and $n_2 = 1$. The effective plane and evanescent wave degrees are denoted by $q_2$ and $\tilde{q}_2$, respectively.

### 4.3 Discrete sesquilinear forms and right-hand side

Here, we specify the discrete sesquilinear form $b_h(\cdot, \cdot)$ and the discrete right-hand side $F_h(\cdot)$ characterizing the method \([15]\).

To begin with, we underline that the continuous counterparts $b(\cdot, \cdot)$ and $\langle g, \cdot \rangle$ in \([3]\) and \([5]\), respectively, are in general not explicitly computable when applied to functions in $V_h$ defined in \([18]\), since the functions in the global nonconforming Trefftz-VE space are not known in closed form.

Therefore, we proceed following the standard VEM gospel \([5]\). First, we introduce, for all $K \in T_n$, local stabilizing sesquilinear forms $S^K(\cdot, \cdot)$ : $[\ker(\Pi^K)]^2 \to \mathbb{C}$, where $\Pi^K$ is either $\Pi^{(1),K}_{p,R}$ or $\Pi^{(2),K}_{p,R}$, depending on whether $K \in T_1$ or $K \in T_2$, such sesquilinear forms are referred to as stabilizations and they have to be computable employing only the degrees of freedom of the local space $V_h(K)$, see \([17]\).

Depending on the choice of the stabilizations $S^K(\cdot, \cdot)$, we propose a family of discrete sesquilinear forms $b_h(\cdot, \cdot)$ characterizing method \([15]\):

\[
b_h(u_h, v_h) := \sum_{K \in \mathcal{T}_n} a^K_h(u_h|_K, v_h|_K) + ic^K_h(\partial \Omega)(u_h, v_h) \quad \forall u_h, v_h \in V_h,
\]

where, for all $K \in \mathcal{T}_n$,

\[
a^K_h(u_h, v_h) := a^K(\Pi^K u_h, \Pi^K v_h) + S^K((I - \Pi^K)u_h, (I - \Pi^K)v_h) \quad \forall u_h, v_h \in V_h(K),
\]

with $\Pi^K = \Pi^{(1),K}_{p,R}$ for all $K \in \mathcal{T}_1$ and $\Pi^K = \Pi^{(2),K}_{p,R}$ for all $K \in \mathcal{T}_2$, and where

\[
c^K_h(\partial \Omega)(u_h, v_h) := \sum_{e \in \mathcal{E}_e} (\ell \Pi^0_{p,e}(u_h|_e), \Pi^0_{p,e}(v_h|_e))_{0,e} \quad \forall u_h, v_h \in V_h.
\]

A discussion on the requirements that the stabilizations $S^K(\cdot, \cdot)$ have to satisfy in order to entail well-posedness and error estimates of the method \([15]\) is the object of \([28, \text{Theorem 4.4}]\). An explicit choice for the stabilization $S^K(\cdot, \cdot)$ is provided in \([25]\).

The discrete right-hand side is defined as

\[
F_h(v_h) := \sum_{e \in \mathcal{E}_e} (g, \Pi^0_{p,e}(v_h|_e))_{0,e} \quad \forall v_h \in V_h.
\]

Note that the right-hand side is approximated by employing 1D quadrature formulas. In fact, this is the only occurrence where quadrature formulas are needed.
5 Details on the implementation and numerical results

In this section, we first discuss some details of the implementation of method (15) in Section 5.1, and then, we present numerical experiments for a series of different test cases in Section 5.2.

5.1 Implementation aspects

The implementation of the method is performed analogously to the case of constant \( k \), see [29]. However, for the sake of clarity and completeness, we will give a few details below. It is of great importance to underline that the implementation of the method follows the lines of that of standard nonconforming FEM (and VEM); in particular, local matrices are computed and eventually patched into a global one.

Orthogonalization-and-filtering process. First of all, we highlight that (cf. Remark 2) for all edges \( e \in \mathcal{E}_n \) we will not directly use the traces of plane waves and evanescent waves defined in (8) and (10), respectively, as basis functions for the spaces \( \tilde{PW}_{p,e}(e) \). In fact, by doing that, we would bump into numerical instabilities due to the high condition numbers of the local \( L^2 \) edge mass matrices related to these basis functions, see [29]. Instead, we will use the numerical recipe based on an orthogonalization-and-filtering process proposed in [29, Algorithm 2], which allows (i) to automatically filter out redundancies in the edge basis functions, depending on the choice of a filtering parameter, and (ii) to reduce the number of degrees of freedom needed for the convergence of the method, as discussed in [29, Section 5.3]; see Algorithm 1.

Algorithm 1

Let \( \sigma > 0 \) be a given “filtering” tolerance. For all the edges \( e \in \mathcal{E}_n \):

1. Assemble the real-valued, symmetric, and possibly singular matrix \( G^e_0 \in \mathbb{R}^{\rho_e \times \rho_e} \) given by

\[
(G^e_0)_{j,\ell} = (\nu^e_{j \ell}, \nu^e_{j \ell})_{0,e} \quad \forall j, \ell = 1, \ldots, \rho_e,
\]

where \( \nu^e_{j \ell} \) are the traces of all the basis functions belonging to the edge space \( \tilde{PW}_{p,e}(e) \) defined in (13). Let \( \rho_e \) be their number.

2. Compute the eigendecomposition:

\[
G^e_0 Q^e = Q^e \Lambda^e,
\]

where \( Q^e \in \mathbb{R}^{\rho_e \times \rho_e} \) is a matrix whose columns are right-eigenvectors, and \( \Lambda^e \in \mathbb{R}^{\rho_e \times \rho_e} \) is a diagonal matrix containing the corresponding eigenvalues.

3. Determine the eigenvalues with (absolute) value smaller than the tolerance \( \sigma \) and remove the columns of \( Q^e \) corresponding to these eigenvalues. Denote the number of remaining columns of \( Q^e \) by \( \hat{\rho}_e \). The remaining columns of \( Q^e \) are relabeled by 1, \ldots, \( \hat{\rho}_e \).

4. Define the new \( L^2(e) \) orthogonal edge functions \( \tilde{w}^e_{\ell} \), \( \ell = 1, \ldots, \hat{\rho}_e \), in terms of the old ones \( \nu^e_{r} \), \( r = 1, \ldots, \rho_e \), as

\[
\tilde{w}^e_{\ell} := \sum_{r=1}^{\rho_e} Q^e_{r,\ell} \nu^e_{r}.
\]

Importantly, the above-mentioned strategy naturally dovetails with the supplement of special functions to the standard plane wave spaces and the use of plane wave spaces with varying degree from element to element. The traces of the corresponding functions are simply added edgewise first, as they are needed for the construction of the method (this leads to an increase of the number of degrees of freedom); afterwards, the relevant information is extracted using Algorithm 1 and the number of degrees of freedom is reduced significantly. In all the forthcoming numerical
experiments, the tolerance $\sigma$ will be set to $10^{-13}$. The effect of the choice of $\sigma$ on the performance of the method was investigated in [29], in the case of constant $\tau$.

Henceforth, we use the convention that the local degrees of freedom and canonical basis functions associated to the orthogonalized basis functions $\hat{w}_\ell^p$ will be hooded by a hat.

**Global and local matrices.** As usual in the standard nonconforming FEM and VEM philosophy, the global system of linear equations is assembled in terms of the local elementwise contributions. Setting $\hat{p}_K := \sum_{e \in \partial K} \hat{p}_e$ and recalling that $n_K$ denotes the number of edges of $K$, we define the following matrices, see [6, 29]:

- for all $K \in \mathcal{F}^1_n$:
  - $G^{(1),K} \in \mathbb{C}^{h^K \times h^K}$ with $G^{(1),K}_{j,\ell} := a^K(\hat{w}_j^{(1),K}, \hat{w}_\ell^{(1),K})$, for all $j, \ell = 1, \ldots, p^K$;
  - $D^{(1),K} \in \mathbb{C}^{\hat{p}_K \times p^K}$ with $D^{(1),K}_{r,j} := \text{dofr}_{r,j}(\hat{w}_j^{(1),K})$, for all $r = 1, \ldots, n_K$, $j = 1, \ldots, \hat{p}_e$,
  - $B^{(1),K} \in \mathbb{C}^{p^K \times \hat{p}_K}$ with $B^{(1),K}_{j,s,\ell} := a^K(\hat{\phi}_s, \hat{w}_j^{(1),K})$, for all $j = 1, \ldots, p^K$, $s = 1, \ldots, n_K$, and $\ell = 1, \ldots, \hat{p}_e$;

- for all $K \in \mathcal{F}^2_n$:
  - $G^{(2),K} \in \mathbb{C}^{(p^K + \hat{p}^K) \times (p^K + \hat{p}^K)}$ as in [20];
  - $D^{(2),K} \in \mathbb{C}^{\hat{p}_K \times (p^K + \hat{p}^K)}$ with
    \[
    D^{(2),K}_{(r,j),\ell} := \begin{cases} 
    \hat{\omega}_{r,j}(\hat{w}_\ell^{(2),K}), & \text{if } \ell \leq p^K \\
    \hat{\omega}_{r,j}(w_{\ell-p^K}^{(2),K}), & \text{if } \ell > p^K,
    \end{cases}
    \]
    for all $r = 1, \ldots, n_K$ and $j = 1, \ldots, \hat{p}_e$;
  - $B^{(2),K} \in \mathbb{C}^{(p^K + \hat{p}^K) \times \hat{p}_K}$ with
    \[
    B^{(2),K}_{j,(s,\ell)} := \begin{cases} 
    a^K(\hat{\phi}_s, \hat{w}_j^{(2),K}), & \text{if } j \leq p^K \\
    a^K(\hat{\phi}_s, w_{j-p^K}^{EV,K}), & \text{if } j > p^K,
    \end{cases}
    \]
    for all $s = 1, \ldots, n_K$, and $\ell = 1, \ldots, \hat{p}_e$.

Having this, following [29], the matrix representation $A^{(1),K}$ of $a_h^K(\cdot, \cdot)$ is given, for all $K \in \mathcal{F}^1_n$, by

\[
A^{(1),K} := \Pi^{(1),K} G^{(1),K} \Pi^{(1),K} + (I^{(1),K} - \Pi^{(1),K})^T S^{(1),K} (I^{(1),K} - \Pi^{(1),K}),
\]

where $I^{(1),K} \in \mathbb{C}^{\hat{p}_K \times \hat{p}_K}$ is the identity matrix, $S^{(1),K}$ is the matrix representation of the stabilizing sesquilinear form $S^K(\cdot, \cdot)$, and

\[
\Pi^{(1),K} := (G^{(1),K})^{-1} B^{(1),K} \in \mathbb{C}^{p^K \times \hat{p}_K}, \quad \Pi^{(1),K} := D^{(1),K} G^{(1),K} \Pi^{(1),K} \in \mathbb{C}^{\hat{p}_K \times \hat{p}_K}.
\]

The matrix $A^{(2),K}$ related to $a_h^K(\cdot, \cdot)$ for $K \in \mathcal{F}^2_n$ is computed analogously.

Regarding the Robin part, given $e \in \partial_B$, the local matrix representation $R^e$ of $(\Pi^{0,e}_p, \Pi^{0,e}_s)_0,e$ is

\[
R^e := B^{T}_0 G^{T}_0 \Pi^{T}_0 B^{e}_0,
\]

where $G^{e}_0$ and $B^{e}_0 \in \mathbb{C}^{\hat{p}_e \times \hat{p}_e}$ are given by $(G^{e}_0)_{j,\ell} := (\hat{\omega}_j^e, \hat{\omega}_\ell^e)_0,e$ and $(B^{e}_0)_{j,\ell} := (\hat{\phi}_e, \hat{w}_j^e)_0,e = h_e \delta_{j,\ell}$, for all $j, \ell = 1, \ldots, \hat{p}_e$.

The right-hand side $F^e_h(v_h)$ is computed by expressing $\Pi^{0,e}_p (v_h|_e)$ in terms of the orthogonalized basis functions $\hat{w}_\ell^e$ and using numerical integration. Note that this is the only occurrence, where numerical quadratures rules are needed. All the other quantities can indeed be computed exactly using the degrees of freedom, see [29].
5.2 Numerical experiments

In this section, we employ the method [15] to approximate the solution to [2] in three different test cases, using the notation of Section [2]

- **test case 1**: given an incoming traveling plane wave with \( \theta_{inc} \geq \theta_{crit} \), this wave is partially reflected at the interface \( \Gamma \) and a plane wave is transmitted in the subdomain \( \Omega_2 \);
- **test case 2**: given an incoming traveling plane wave with \( \theta_{inc} < \theta_{crit} \), the wave is completely reflected and evanescent modes appear in \( \Omega_2 \);
- **test case 3**: we consider the same situation as in **test case 1**, but employing here meshes with elements that are cut by the interface \( \Gamma \).

Note that for all the test cases, the exact solution is known in closed form. In fact, assuming that \( u_{inc} \) is an incoming traveling plane wave with angle \( \theta_{inc} \) and wave number \( k_1 \), i.e.,

\[
\begin{align*}
   u_{inc}(x) &:= \exp(ik_1d \cdot x),
   d := (\cos(\theta_{inc}), \sin(\theta_{inc})),
\end{align*}
\]

the solution to the global problem [2] is given by

\[
   u := \begin{cases} 
   u_{inc} + u_R & \text{in } \Omega_1 \\
   u_T & \text{in } \Omega_2.
\end{cases} 
\] (22)

The reflected and the transmitted waves, respectively, can be expressed as

\[
   u_R(x,y) := R \exp(ik_1d \cdot (x,-y)),
   u_T(x,y) := T \exp(ik_2(K_1x + K_2y)),
\] (23)

where the coefficients \( R, T, K_1 \) and \( K_2 \) are computed by employing the transmission conditions in [6]:

\[
   K_1 := k_1/k_2 \cos(\theta_{inc}),
   K_2 := \sqrt{1 - k_1^2/k_2^2 \cos^2(\theta_{inc})},
   R := \frac{k_1 \sin(\theta_{inc}) - k_2 K_2}{k_1 \sin(\theta_{inc}) + k_2 K_2},
   T := 1 + R.
\]

Since an explicit representation of the numerical solution \( u_h \) is not available in closed form inside each element, it is not possible to compute the (exact) \( H^1 \) and \( L^2 \) discretization errors directly. Instead, as usually done in VEM, we compute the approximate relative errors

\[
   \frac{\|u - \Pi_h u\|_{1,k,\mathcal{F}_n}}{\|u\|_{1,k,\Omega}},
   \frac{\|u - \Pi_h u\|_{0,\mathcal{F}_n}}{\|u\|_{0,\Omega}},
\] (24)

where \( \Pi_K(v_h) = \Pi_{p^K}(v_h) \) for all \( v_h \in V_h(K) \), for all \( K \in \mathcal{T}_h^1 \), and \( \Pi_K(v_h) = \Pi_{p^K,v}(v_h) \) for all \( v_h \in V_h(K) \), for all \( K \in \mathcal{T}_h^2 \), are the local projectors defined in [19].

As stabilization \( S^K(\cdot,\cdot) \) in [21], we employ

\[
   S^K(u_h, v_h) = \sum_{s=1}^{n_p} \sum_{l=1}^{\tilde{e}_s} a^K(\Pi \varphi_{s,l}, \Pi \varphi_{s,l})_{\text{dof}_{s,l}}(u_h)_{\text{dof}_{s,l}}(v_h),
\] (25)

where \( \Pi^K \) is either \( \Pi_{p^K}^{(1)} \) or \( \Pi_{p^K,v}^{(2)} \), depending on \( K \). Such a stabilization was introduced and discussed in [28][29] and can be seen as a generalization of the *diagonal recipe* stabilization in [7][14][26].

5.2.1 Test case 1 (incoming plane wave with \( \theta_{inc} > \theta_{crit} \))

We first consider the test case of an incoming plane wave with incident angle \( \theta_{inc} > \theta_{crit} \). In this case, reflection and transmission of plane waves take place.

As refraction indices, we pick \( n_1 = 2 \) and \( n_2 = 1 \). Accordingly with [7], the critical angle is \( \theta_{crit} = 60^\circ \). We consider \( \theta_{inc} = 75^\circ \) and \( k = 7 \), i.e., local wave numbers \( k_1 = 14 \) and \( k_2 = 7 \). The exact solution is given in [22] and its real part is depicted in Figure [4]
We study the \( h \)- and \( p \)-versions of the method for the problem \((6)\), where the impedance datum \( g \) is computed accordingly with the exact analytical solution. Inside each subdomains \( \Omega_1 \) and \( \Omega_2 \) only plane waves with the same set of equidistributed directions are employed. In the following, we will always write \( q_1 \), \( q_2 \) and \( \tilde{q}_2 \) when the effective plane/evanescent wave degrees do not vary elementwise within each subdomain.

For the \( h \)-version, we study the behaviour of the error curves for different values of \( q_1 \) and \( q_2 \), namely \( q_1 = q_2 = 4 \), \( q_1 = q_2 = 6 \), and \( q_1 = 12 \) with \( q_2 = 6 \). Recall that the numbers of plane waves in \( \Omega_1 \) and \( \Omega_2 \), respectively, are given by \( p_1 = 2q_1 + 1 \) and \( p_2 = 2q_2 + 1 \). Since no evanescent modes are expected to appear in \( \Omega_2 \) and the transmitted solution is a plane wave, we do not add evanescent waves to the local spaces, i.e., we take \( \tilde{q}_2 = 0 \). We employ sequences of standard regular Cartesian meshes and Voronoi meshes (reflected across the \( x \)- and the \( y \)-axes), see Figure 5. The results are depicted in Figure 6.

We observe algebraic convergence in terms of the minimal effective degree \( \min \{ q_1, q_2 \} \). The rates for the \( H^1 \) and \( L^2 \) errors are approximatively given by \( \min \{ q_1, q_2 \} \) and \( \min \{ q_1, q_2 \} + 1 \), respectively. Further, when using the Voronoi meshes, the curves are not as straight as in the Cartesian case. This can be explained by the presence of very small edges and of elements with different sizes.

Next, we investigate the \( p \)-version of the method. To this end, we fix a regular Cartesian mesh and the Voronoi mesh in Figure 5 with 64 elements. We vary the effective degrees \( q_1 \) and \( q_2 \), and study the behaviour for the cases \( q_1 = q_2 \) and \( q_1 = 2q_2 \). The error plots are displayed in Figure 7.

We observe exponential convergence with respect to the effective degree \( q_2 \), where the slope of the error curves is basically the same for \( q_1 = q_2 \) and \( q_1 = 2q_2 \), but the accuracy is a few orders higher in the latter case. The behaviour depicted in Figure 7 (right) is instead a consequence of the
orthogonalization-and-filtering process in Algorithm 1. In fact, when increasing \( p \), the growth of the number of degrees of freedom slows down; this results in a convergence rate which is effectively more than exponential. Interestingly, in the last \( p \)-refinements, the error seems to tend to zero even without an increase of the number of degrees of freedom.

It is worth to underline that the exponential convergence of the \( p \)-version is expected from the fact that we have considered so far meshes that are conforming with respect to the interface \( \Gamma \) and that the exact solution is piecewise analytic on the two subdomains \( \Omega_1 \) and \( \Omega_2 \).

In Section 5.2.3, we will investigate the performance of the method employing meshes that are nonconforming with respect to \( \Gamma \).

5.2.2 Test case 2 (incoming plane wave with \( \theta_{\text{inc}} < \theta_{\text{crit}} \))

Here, we fix the incident angle of the incoming wave \( \theta_{\text{inc}} < \theta_{\text{crit}} \). This leads to total reflection of the plane wave at the interface \( \Gamma \); evanescent modes occur in \( \Omega_2 \). Since the evanescent modes are characterized by an exponential decay, the method could benefit from adding special functions which decay exponentially as well, that is, evanescent waves. To this purpose, inspired by [25,32], we compare the method when only plane waves are used in \( \Omega_2 \) with the case when also evanescent
waves in $\Omega_2$ are added. Similarly as above, we investigate the $h$- and $p$-versions.

We pick $k = 7$, $n_1 = 2$ and $n_2 = 1$, as before, and the incoming angle $\theta_{\text{inc}} = 50^\circ$. The real part of the corresponding exact solution computed as in (22) is plotted in Figure 8.

![Figure 8: Real part of the exact solution given by (22) with $k = 7$, $n_1 = 2$, $n_2 = 1$, and $\theta_{\text{inc}} = 50^\circ$. Left: surface plot. Right: contour plot, where the black line indicates the interface $\Gamma$.](image)

For the $h$-version, we assume once again that the effective plane/evanescent wave degree is the same for all elements within a subdomain. In $\Omega_1$, we take $q_1 = 12$ (namely, 25 plane waves), whereas in $\Omega_2$ we consider

- $q_2 = 6$ and $\tilde{q}_2 = 0$, i.e., 13 plane waves and 0 evanescent waves;
- $q_2 = 5$ and $\tilde{q}_2 = 1$, i.e., 11 plane waves and 2 evanescent waves;
- $q_2 = 4$ and $\tilde{q}_2 = 2$, i.e., 9 plane waves and 4 evanescent waves;
- $q_2 = 0$ and $\tilde{q}_2 = 6$, i.e., 0 plane waves and 12 evanescent waves.

Note that we do not choose $q_1 = q_2 + \tilde{q}_2$ on purpose, since in this case the discretization error in $\Omega_1$ dominates that in $\Omega_2$ due to the higher local wave number. For this reason, we picked $q_1$ equal to the double of $q_2 + \tilde{q}_2$.

We employ the same meshes as for the $h$-version in test case 1. The results are plotted in Figure 9. As already indicated in [25, Section 4], by adding evanescent waves to the local spaces, the order of convergence of the method is not changed, but the accuracy is improved by a multiplicative factor. We also underline that the convergence deteriorates when the error becomes sufficiently small (typically around $10^{-8}$). This effect can be traced back to the ill-conditioning haunting the wave based methods and which can not be totally removed by Algorithm 1.

Regarding the $p$-version, we fix, as before, the Voronoi mesh in Figure 5 with 64 elements. This time we assume that $q_1 = 2(q_2 + \tilde{q}_2)$. We consider

- $\tilde{q}_2 = 0$ and increase $q_2$;
- $\tilde{q}_2 = 1$ and increase $q_2$;
- $\tilde{q}_2 = 2$ and increase $q_2$;
- $q_2 = 0$ and increase $\tilde{q}_2$.

The error plots are shown in Figure 10. Similar results are obtained when using a regular Cartesian mesh with 64 elements; for this reason, we omit them. As before, we observe exponential convergence in terms of the sum of the effective degrees $q_2 + \tilde{q}_2$, where the accuracy of the method is again improved when evanescent waves are contained in the approximation spaces in $\Omega_2$. The best performance is achieved when only evanescent waves are used in $\Omega_2$. 
Figure 9: $h$-version of the method for $u$ in (22) with $k = 7$, $n_1 = 2$, $n_2 = 1$, $q_1 = 12$, and $\theta_{inc} = 50^\circ$ on a sequence of regular Cartesian meshes (left) and a sequence of Voronoi meshes as in Figure 5 (right). The relative errors are computed accordingly with (24).

Figure 10: $p$-version (effective degrees $q_1$, $q_2$ and $\tilde{q}_2$ with $q_1 = 2(q_2 + \tilde{q}_2)$) of the method for $u$ in (22) with $k = 7$, $n_1 = 2$, $n_2 = 1$, and $\theta_{inc} = 50^\circ$ on the Voronoi mesh with 64 elements in Figure 5. The relative errors are computed accordingly with (24). Left: relative bulk errors against $q_2 + \tilde{q}_2$. Right: relative bulk errors against the number of degrees of freedom.

5.2.3 Test case 3 (nonconforming meshes and the $hp$-version)

So far, we have employed sequences of meshes that are conforming with respect to the interface $\Gamma$, that is, every $K$ in $\mathcal{T}_n$ is contained either in $\Omega_1$ or in $\Omega_2$. The advantage of this choice is that since the explicit solution (22) is piecewise analytic, the $h$- and the $p$-versions of the method have optimal order of convergence. In particular, the $p$-version results in exponential convergence as highlighted in Figures 7 and 10. Such an exponential convergence is however in terms of the number and not in terms of the square root of the number of degrees of freedom. This is due to the Trefftz nature of the method.

We want to investigate now how the method can be tuned to address the case where some elements of the mesh are cut by the interface $\Gamma$. This situation can be of interest in the following situations:

- the interface $\Gamma$ is curvilinear and one does not want to resort to curvilinear VEM [9]; in this case, some polygonal elements necessarily cut $\Gamma$;
- assuming that the parameter $\ell$ is subject to uncertainty, e.g. it is piecewise constant over subdomains with stochastic boundaries, one could proceed by reduced basis techniques starting from a very coarse mesh, and then, perform adaptive mesh and space refinements.
The first issue that has to be faced is the definition of the local spaces over the elements $K$ in $\mathcal{T}_n$ such that $K^o \cap \Gamma \neq \emptyset$. Since on such elements, the wave number $t$ takes two different values, namely $k_1$ and $k_2$, we propose to fix the local spaces $V_h(K)$ defined as in (16), with wave number either given by the maximum between $k_1$ and $k_2$ (i.e., $k_1$), or the average of $k_1$ and $k_2$. In both cases, the resulting method (15) is not Treffz anymore.

For the forthcoming numerical tests, we focus on simplicity on the exact solution to test case 1, i.e., when the incident angle is larger than the critical angle. Furthermore, we do not employ evanescent waves and only considers here the case where the average of the wave number is chosen in the elements abutting $\Gamma$. Note that, slightly worse results are obtained when taking the maximum between the two wave numbers.

Another issue to cope with is that, since the solution is analytic over the two subdomains $\Omega_1$ and $\Omega_2$, but not over the complete domain $\Omega$, the standard $h$- and $p$-versions of the method may not converge or converge suboptimally when employing nonconforming meshes.

In order to overcome such a problem, we will employ $hp$-refinements, that is, we will construct virtual element spaces based on polygonal meshes that are graded geometrically towards the interface $\Gamma$ and have local effective degrees possibly varying from element to element. In particular, we will resort to both isotropic and anisotropic mesh refinements.

The remainder of this section is organized as follows. In Sections 5.2.3.1 and 5.2.3.2, we describe the construction of virtual element spaces with elementwise variable effective degree on geometrically graded meshes employing isotropic and anisotropic mesh refinements, respectively. Next, in Section 5.2.3.3 we present numerical experiments, where we compare the $h$- and the $hp$-versions (with isotropic mesh refinements) of the method. Finally, a comparison between $hp$-isotropic and anisotropic mesh refinements is discussed in Section 5.2.3.4.

5.2.3.1 $hp$-virtual element spaces on isotropic geometrically refined meshes. The scope of the present section is to introduce geometric isotropic mesh refinements towards the interface $\Gamma$ and the associated $hp$-virtual element spaces.

First, we define the concept of layers of a mesh $\mathcal{T}_n$. To this purpose, we assume that a mesh $\mathcal{T}_n$ consists of $n + 1$ layers. The 0-th layer $L^0_n$ is the set of all polygons abutting the interface $\Gamma$, whereas the other layers are defined by induction as

$$L^\ell_n := \{ K_1 \in \mathcal{T}_n \mid \overline{K_1} \cap \overline{K_2} \neq \emptyset \text{ for some } K_2 \in L^{\ell - 1}_n, K_1 \not\subset \cup_{j=0}^{\ell - 1} L^n_j \} \quad \forall \ell = 1, \ldots, n.$$

We say that \{ $\mathcal{T}_n$ \}_n is a sequence of isotropic geometrically graded meshes (i) if $\mathcal{T}_{n+1}$ is obtained by starting from $\mathcal{T}_n$ and refining only the elements in the layer $L^n_0$, and (ii) if there exists a grading parameter $\sigma \in (0, 1)$ such that

$$h_K \approx \sigma^{n-\ell} \quad \text{if } K \in L^\ell_n. \quad (26)$$

In words, such isotropic geometrically graded meshes are characterized by small elements abutting the interface and elements enlarging geometrically when the distance from $\Gamma$ increases. We assume that all the elements have bounded aspect ratio.

Next, we define $hp$-virtual element spaces over such meshes and we introduce two types of distributions of the effective degrees. To this end, we first define the dimension of plane and by $\mathcal{I}$ denotes the distribution of the effective degrees. To this end, we first define the dimension of plane and by $\mathcal{I}$

$$\mathcal{I} := \{ \text{max}(p_1, p_2) \mid \text{if } e \in \mathcal{E}_1^\ell \text{ and } e \subset \partial K_i \cap \partial K_j \} \quad \forall \ell = 1, \ldots, \text{card}(\mathcal{E}_n).$$

In the numerical experiments, we will employ, for some positive parameter $\mu$, both a uniform (increasing) distribution of the degrees of freedom

$$p_j = [\mu(n + 1)] \quad \forall j = 1, \ldots, \text{card}(\mathcal{T}_n), \quad (27)$$

as well as a graded one:

$$p_j = [\mu(\ell + 1)] \quad \text{if } K_j \in L^n_{\ell} \quad \forall j = 1, \ldots, \text{card}(\mathcal{T}_n). \quad (28)$$
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In (27) and (28), $\lceil \cdot \rceil$ denotes the ceiling function. The latter approach is based on effective degrees growing together with the layer index. In fact, the singularity is approximated with the aid of small elements, whereas, the analytic part is approximated on large elements with high effective degrees.

In Figure 11, we depict the first two meshes $T_1$ and $T_2$ (including the graded distribution (28) of the effective degrees with $\mu = 1$) of a sequence of isotropic geometrically graded meshes with grading parameter $\sigma$ in (26) given by $1/3$.

![Figure 11: First two meshes $T_1$ and $T_2$ (including the graded distribution (28) of the effective degrees, with $\mu = 1$) of a sequence of isotropic geometrically graded meshes. The grading parameter $\sigma$ in (26) is $1/3$. The dashed red line denotes the interface $\Gamma$.](image)

5.2.3.2 $hp$-virtual element spaces on anisotropic geometrically refined meshes. The scope of the present section is to describe anisotropic geometric mesh refinements towards the interface $\Gamma$ and the associated $hp$-virtual element spaces.

The concept of layers of $T_n$ is the same as in Section 5.2.3.1 and is therefore omitted here. The difference from isotropic geometric mesh refinements is that, given $K \in T_n$, and $h_{K,1}$ and $h_{K,2}$ the lengths of the edges of the rectangle of minimal perimeter bounding $K$ with edges parallel to $\Gamma$ and its normal direction, respectively, we say that $\{T_n\}$ is a sequence of anisotropic geometric mesh refinements if $T_{n+1}$ is obtained starting from $T_n$ and refining only the elements in the layer $L^0_\ell$, and if there exists a grading parameter $\sigma \in (0,1)$ such that

$$h_{K,2} \approx \sigma^{n-\ell} \quad \text{if} \quad K \in L^0_\ell, \quad h_{K,1} \approx 1 \quad \forall K \in T_n. \quad (29)$$

In words, we consider very thin elements in proximity of the interface $\Gamma$ and larger elements elsewhere.

The reason why we also employ anisotropic mesh refinements is that the solution is singular only in the normal direction to $\Gamma$ and not along the tangential one. Thus, roughly speaking, it suffices to refine the mesh along the normal direction to $\Gamma$. Numerically, this results in a more effective approach for approximating edge singularities. In fact, in the finite element framework, one gets exponential convergence in terms of the cubic root of the degrees of freedom (in the Trefftz setting, the cubic root becomes the square root, see e.g. [13, 19, 27, 29]), whereas, with isotropic mesh refinements, one only obtains an algebraic rate of convergence.

Note that, for anisotropic meshes, we only employ the uniform distribution of the degrees of freedom (27). The graded approach (28) would not suffice for approximating the tangential part of the solution (here, the elements have too long edges and therefore the method would not converge properly with very few degrees of freedom).

In Figure 12, we depict the first two meshes $T_1$ and $T_2$ (including the uniform distribution of the effective degrees (27)) of a sequence of anisotropic geometrically graded meshes with grading parameter $\sigma$ in (26) given by $1/3$. 
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5.2.3.3 Nonconforming meshes: comparison of the $h$- and the $hp$-isotropic versions.

In this section, we compare the $h$-version of the method on sequences of uniform Cartesian meshes that are nonconforming with respect to the interface $\Gamma$ employing $p = 15$ plane wave directions, and the $hp$-version of the method with isotropic geometrically graded mesh as in Figure 12, endowed with both the uniform and the graded distribution of the effective degrees in (27) and (28), respectively. In both cases, we pick $\mu = 1, 2,$ and $3$.

The results are displayed in Figure 13, where we compare the number of degrees of freedom with the computable relative $H^1$ and $L^2$ errors in (24).

From Figure 13 we deduce that the $h$-version converges poorly, due to the low Sobolev regularity of the solution. The $hp$-version, on the other hand, performs much better. In particular, the choice of employing a graded distribution of the degrees of freedom seems to be the most effective. It has to be underlined that in order to achieve the convergence regime, the parameter $\mu$ in (27) and (28)
has to be picked sufficiently large, e.g. \( \mu = 2 \).

5.2.3.4 Nonconforming meshes: comparison of the \( hp \)-isotropic and anisotropic versions. In this section, we compare the behaviour of the method for the case of \( hp \)-isotropic and anisotropic mesh refinements, using the meshes depicted in Figures 11 and 12 respectively. In particular, whereas in the isotropic case we only use the graded distribution (28) (since we know from Section 5.2.3.3 that the uniform distribution (27) works slightly worse), in the anisotropic case we employ a uniform distribution of the effective degrees (27). In both cases, we employ \( \mu = 2 \) and 3.

The results are presented in Figure 14, where we compare the computable relative \( H^1 \) and \( L^2 \) errors in (24) in terms of the square root of the number of degrees of freedom.

From Figure 14, it is clear that employing anisotropic meshes leads to much better results. Whilst exponential convergence in terms of the square root of the number of degrees of freedom is obtained for anisotropic meshes, the rate of convergence is only algebraic in the case of isotropic meshes.

So far, we have employed the average of the two wave numbers as an “artificial” wave number on the elements abutting the interface \( \Gamma \). In Figure 15 we present some numerical results for the \( hp \)-version of the method when also taking the maximum between the two of them. We consider anisotropic mesh refinements and the uniform distribution of the effective degrees (27), with \( \mu = 2 \) and 3.

From Figure 15 we deduce that the choice for the “artificial” wave number is not particularly influencing the method, although the performance, when picking the average, seems to be slightly better.

6 Conclusions

We have extended the nonconforming Trefftz virtual element method of [28,29] for the approximation of solutions to Helmholtz boundary value problems to the case of piecewise constant wave numbers, modelling fluid-fluid interface problems. Moreover, we discussed the enrichment of the
local approximation spaces with special functions, capturing the physical behaviour of the solution to the target problem.

Owing to the nonconforming setting of the method, and more precisely to the edgewise definition of the basis functions, this can be done in a natural fashion by simply supplementing the edge spaces with the corresponding traces of the functions. Although this procedure results in a large number of degrees of freedom, an orthogonalization-and-filtering process as introduced in [29] can be applied to eliminate “plonastic” basis functions and mitigate the strong ill-conditioning, eventually leading to an extremely robust performance of the method.

This is verified in a number of numerical experiments, including investigations on $h$, $p$, and $hp$-refinements. In particular, whereas the $h$- and the $p$-versions of the method converge optimally when employing meshes which are conforming with respect to the interface $\Gamma$, this is not the case anymore when some elements of the mesh are cut by $\Gamma$: due to the low global Sobolev regularity of the solution to the fluid-fluid interface problem, the convergence rate is very poor. Therefore, we resorted to the $hp$-version of the method using geometrically graded meshes in both an isotropic and an anisotropic fashion, recovering algebraic and exponential convergence in terms of the number of degrees of freedom in the former and latter cases, respectively.

Lastly, we highlight that, although the method presented herein has been described for 2D problems only, it can be generalized to the 3D case, as discussed in [27, Section 3.7] for the nonconforming harmonic VEM, with a minor effort.
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