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Abstract

Due to their robustness to degraded capturing conditions, radars are widely used for environment perception, which is a critical task in applications like autonomous vehicles. More specifically, Ultra-Wide Band (UWB) radars are particularly efficient for short range settings as they carry rich information on the environment. Recent UWB-based systems rely on Machine Learning (ML) to exploit the rich signature of these sensors. However, ML classifiers are susceptible to adversarial examples, which are created from raw data to fool the classifier such that it assigns the input to the wrong class. These attacks represent a serious threat to systems integrity, especially for safety-critical applications. Several adversarial attacks have been developed during the recent years targeting different application domains such as computer vision, speech recognition, healthcare, etc. While these works highlighted the vulnerability of ML systems to adversarial noise, few of the underlying attack scenarios are practical in real-life.

In this work, we present a new adversarial attack on UWB radars in which an adversary injects adversarial radio noise in the wireless channel to cause an obstacle recognition failure. First, based on signals collected in real-life environment, we show that conventional attacks fail to generate robust noise under realistic conditions. We propose a-RNA, i.e., Adversarial Radio Noise Attack to overcome these issues. Specifically, a-RNA generates an adversarial noise that is efficient without synchronization between the input signal and the noise. Moreover, a-RNA generated noise is, by-design, robust against pre-processing countermeasures such as filtering-based defenses. Moreover, in addition to the undetectability objective by limiting the noise magnitude budget, a-RNA is also efficient in the presence of sophisticated defenses in the spectral domain by introducing a frequency budget.

We believe this work should alert about potentially critical implementations of adversarial attacks on radar systems that should be taken seriously.

1 Introduction

Intelligent Transportation Systems (ITS) and robotics drove tremendous effort in both industry and research community that led to promising ML-driven environment perception and scene understanding solutions. One of the major challenges in building high-performance environment perception for ITS is designing robust obstacle detection/recognition systems. Why Radars? – While cameras are the by-default sensors for this task, they are generally limited under poor/degraded capturing conditions such as fog, rain, etc [19]. Therefore, other complementary modalities such as radar technologies have been proposed in enhanced environment perception [15, 19]. In fact, since radars use electromagnetic waves, they are not impacted by lighting or weather conditions and challenges. Why UWB Radars? – Most radar systems are used to detect the existence, location, and trajectory of objects by analyzing the electromagnetic waves reflected by the environment. However, Ultra-Wide Band (UWB) radars have even higher utility and are particularly efficient for short range settings as they carry richer information on the environment. In fact, UWB radars deliver high-resolution signals that can be exploited to not only detect, but also recognize obstacles. This radar technology transmits very short electromagnetic pulses with low energy in the order of nanoseconds. These initial pulses are received as reflected echo signals with distortions that are directly impacted by the obstacle physical properties, and thereby represent the object signature. In fact, this signature contains information that go beyond the distance and the velocity; it is shaped by the object material, geometry and size [20]. Due to these interesting properties, recent deep learning techniques were applied to exploiting UWB data and achieved promising environment perception results [11, 18, 19].

In spite of Deep Neural Networks (DNNs) outstanding performance, they are shown to be vulnerable to adversarial noise [6–8, 16]. Computer vision is the mainstream application that caught the attention of the community from adversarial machine learning perspective [3, 6, 16]. However,
the vulnerability of ML in other application domains has also been explored. For example, several papers have explored adversarial attacks on automatic speech/speaker recognition [1, 5, 25], Lidar [32] or electrocardiograms [9]. While some of the state-of-the-art work is practical in real-world conditions [1, 14, 25, 30, 31], most of the works require very specific settings to be applicable.

Electromagnetic waves propagate in a broadcasted manner within a wireless channel that may contain a variety of radio signals. This allows a malicious actor to inject noise in the receiver side by propagating a specific adversarial noise using a rogue emitter. This makes the ML-based radio applications, a potential target for adversarial attacks that are practical under real-world conditions [4]. Radar systems are widely used in security-sensitive and safety critical applications, and are also vulnerable to adversarial attacks. More specifically, short range devices such as UWB radar technologies represent a highly practical attack setting because of the possibility of line-of-sight transmission conditions. Few papers in the literature target radar systems [10, 23]. Authors in [10] consider X-band spotlight mode radar which is utilized for hundreds of kilometers range and not practical for injecting adversarial noise due to the channel complexity. [23] targets short-range Frequency-modulated continuous-wave (FMCW) radars and is the closest paper to our work. However, FMCW radars give only velocity and range information, while UWB delivers a complete signature of the obstacle. An more detailed overview on the related work could be found in Section 11.

To our knowledge, this is the first work that proposes adversarial attacks on UWB radar systems. We propose a systematic pipeline to generate robust physical adversarial examples against real-world UWB-based object detectors. Robustness is achieved in three ways:

(i) **Shift Robustness.** This refers to the robustness against de-synchronization. In fact, while adversarial patches location is not highly influential in some computer vision cases, we surprisingly found that even a minor shift between the initial signal and the adversarial noise crafted with state-of-the-art methods results in a low to no efficiency of the attack. Therefore, we included an aggregation of random noise locations within the noise generation to craft shift-resistant adversarial patches.

(ii) **Spectral Domain Robustness.** We noticed that the generated shift-resistant adversarial noise has a wide spectral signature; the generated noise contains frequency components that are beyond the expected range of an UWB radar echo. This results in a direct vulnerability against signal pre-processing defenses. To bypass these countermeasures, we clip the generated adversarial noise iteratively along with the noise magnitude budget, to keep the noise in a defined frequency range, and thereby generating shift and filtering-resistant noise.

(iii) **Undetectability.** In addition to the magnitude budget and the frequency clipping, we also consider a limit on the noise application time, i.e., the size in time-domain of the generated noise. The motivation are behind exploring this property is that a shorter noise in time has lower risks to be observable, and hence detectable. Moreover, even with being in the same frequency domain of the victim device, adversarial noise could be detected by spectrum sensing. Shorter adversarial noise injection periods lead to lower magnitude in the spectral domain, and hence higher chances to be undetected.

The paper will explore each of these three perspectives to illustrate their strengths and limitations before presenting our final solution.

**Contributions.** In summary, the contributions of this paper are as follows:

- We present a-RNA, the first attack leveraging unique characteristics of Ultra-Wide Band radar signals to inject real-world adversarial noise in a radar-based environment perception system.
- While in simulation, the state-of-the-art attacks show high efficiency, we show that they fail under realistic conditions. First, baseline attacks are neutralized with a slight timing shift, i.e., de-synchronization between the noise and the signal. Moreover, these attacks generate noise outside the spectral range expected from the reflected echos, and can be easily defended against by pre-processing countermeasures.
- Our approach generates adversarial noise that is: (i) input-agnostic to be practical in real-time, (ii) robust to incidence delay, i.e., to de-synchronized settings, and (iii) filtering-robust by tailoring adversarial noise that is in the same spectral signature of the raw signal. Therefore, a-RNA represents a practical threat to UWB-based environment perception systems.
- To further anticipate adaptive defender that uses spectrum sensing to detect a potential adversarial noise, we include a additional constraint on the noise generation mechanism on the time domain patch sizes and show that these adversarial patches are hard to detect because of their low magnitude spectral components.
- We also analyze the robustness of our attack in the presence of adversarially trained networks. While adversarial training reduces the attack efficiency, we show that further measures need to be taken to preserve UWB radar systems integrity.
- We open-source our codes and collected data for the community to encourage further investigations of this direction.

---

1 omitted for blind review
2 Background

Ultra-wideband (UWB) is a short-range radio communication technology that allows fast and stable data transmission. UWB is generally the technology of choice for localization of moving assets in complex and space-sensitive locations due to its precision, reliability and rich information.

The UWB transmitter emits a narrow pulse at a target’s direction, and the reflected signal is detected by the UWB receiver. When a UWB pulse encounters a boundary between two types of medium with different dielectric properties during propagation, a portion of the incident electromagnetic energy is reflected back to the original medium with a reflection angle \( \theta \), (zero reflection angle if the incident wave path is parallel to the normal line), while the other portion propagates through the next medium. The extremely short pulses (usually in order of few nanoseconds) provide a very wide bandwidth, which has numerous advantages, including high throughput, co overtance, jamming resistance, lower power, and coexistence with existing radio services [28, 36]. UWB not only has the potential to transmit a rich data over a short distance while using very low power, but it can also pass through physical objects that tend to reflect signals with narrow bandwidth.

UWB radar technology is also employed in the automotive field [19, 34] owing to the richness of information it provides, and its robustness to degraded capturing conditions. The preeminent characteristic of such technology consists in the deformation of the emitted pulse. This distortion depends on the obstacles characteristics, thereby it is labeled as the object signature. This signature is affected by the shape, material and size of the object. For example, the signature of a metallic object has a higher amplitude than that of a pedestrian. Consequently, the use of such technology remains promising for detecting objects at short range. The data acquired from the UWB radar can be represented in two forms: a one-dimensional (1D) signal, which is the reflected echo, and a two-dimensional (2D) data that can be a 2D feature map or a converted image.

Figure 1 shows samples of UWB radar signals with corresponding images for illustration purposes.

3 Threat Model

3.1 Attack scenario

An adversary wants to remotely compromise an UWB-based environment perception system such as an autonomous vehicle by causing an obstacle detection failure. To do so, the adversary corrupts the reflected radar signal by injecting carefully crafted adversarial radio noise in the channel.

Physical setting. We assume the adversary can be in the surrounding environment of the victim device. We assume that an adversary cannot physically touch the victim’s devices, alter the device settings, or install malware apps.

**Attacker knowledge.** We assume the adversary has access to the model, i.e., a white-box setting. Therefore, the attacker is aware of the victim classifier’s parameters and architecture. This information is used by the attacker to construct adversarial examples. However, at inference time, the adversaries have no access to the victim device functional parameters. They have no prior knowledge on when the system starts to send/receive the UWB signals.

**Attack equipment.** We assume that the adversaries possess wireless equipment such as a USRP and a directional antenna that allows them to broadcast random signal in the channel and specifically in the direction of the victim device.

Figure 2 gives an overview on our threat model in the context of environment perception setting for Intelligent Transportation Systems. An embedded UWB radar is used for obstacle detection/recognition in an autonomous vehicle. The radar signals are fed to a CNN which classifies the obstacles based on received signatures. A malicious actor injects adversarial noise in the channel to compromise the receiver side using a rogue emitter.

3.2 Problem definition

An adversary, using information learnt about the structure of the classifier, tries to craft perturbations added to the input to cause incorrect classification. For illustration, given an original input \( x \) and a target classification model \( C(\cdot) \), the problem of generating an adversarial example \( x^* \) can be formulated as a constrained optimization [35]:

\[
x^* = \arg \min_{x} \mathcal{D}(x, x^*), \quad \text{s.t. } C(x^*) = l^*, \ l \neq l^*
\]  

(1)

Where \( \mathcal{D} \) is a distance metric used to quantify similarity between two inputs (images/signals) and the goal of the optimization is to minimize the added noise, typically to avoid detection of the adversarial perturbations. \( l \) and \( l^* \) are the two labels of \( x \) and \( x^* \), respectively: \( x^* \) is considered as an adversarial example if and only if the label of the two inputs are different (\( C(x) \neq C(x^*) \)) and the added noise is bounded (\( \mathcal{D}(x, x^*) < \varepsilon \) where \( \varepsilon \geq 0 \)).

4 Experimental Setup

4.1 Data Collection

We collected UWB radar signals in real-world conditions, i.e., an outdoor environment within a University campus in which we have a variety of classes and scenarios. The radar considered in the dataset is an UWB radar developed by the UMAIN Inc company [33] named HST-D3 with an efficient range of 6 – 10 meters and a frequency range in 3 – 4 GHz. The waveform of the generated pulse by the UWB radar is the...
Figure 1: Illustration of different radar signatures of different classes (with the corresponding scenes).

Figure 2: Illustration of the threat model.
4.2 UWB-based System for Obstacle Detection

Deep learning methods have shown great potential in solving complex problems due to their ability to automatically learn features through multiple levels of abstraction, which frees the designer from the dependence on hand-engineered features. Particularly, Convolutional Neural Networks (CNNs) are very efficient in projecting raw information to learnt features’ space, which represents the input space of a classifier. More specifically, 1D-CNNs can be used to extract local 1D patches (subsequences) from uni-dimensional data samples. For obstacle recognition based on UWB signals, we consider a 1D-CNN based on 3 convolutional layers with filters of size $3 \times 1$ and 2 fully connected layers. LeakyReLU, a variant of the linear rectifier function (ReLU) is used as activation function. The detailed architecture hyper-parameters are presented in Table 2.

Table 2: Architecture of the 1D-CNN.

| Layer type   | Unit | Output shape | # of Parameters |
|--------------|------|--------------|-----------------|
| Conv1D (LReLU) | (16,3) | (16, 658) | 64              |
| Maxpool      | (2)   | (16, 329) | 0               |
| Conv1D (LReLU) | (32,3) | (32, 327) | 1,568           |
| Maxpool      | (2)   | (32, 163) | 0               |
| Conv1D (LReLU) | (64,3) | (64, 161) | 6,208           |
| Maxpool      | (2)   | (64, 80)  | 0               |
| Flatten      | -     | -           | 5,120           |
| Linear (LReLU) | 16    | -           | 81,936          |
| Linear       | 5     | -           | 85              |
| **Total parameters** | | | **89,861** |

Training and validation samples are split in 7:3 way which gives 800 training examples and 294 test examples. We use a learning rate of $1 \times 10^{-4}$ and a batch size of 4 for the training. The Adam optimizer ($\beta_1 = 0.9$ and $\beta_2 = 0.999$) was used with the negative log likelihood loss function. In Table 3, we present the results of classification accuracy of the model after training for 100 epochs.

Table 3: 1D-CNN classification accuracy.

| Classification Accuracy | 99.31% |

Once we have a system with high utility, in the next sections we evaluate the vulnerability of such system to adversarial noise under realistic conditions.

5 Baseline Adversarial Attack on UWB systems

In this section we proceed to a preliminary analysis of UWB-based environment perception systems vulnerability to state-of-the-art adversarial attacks. For this reason, we consider two situations:

(i) Input-specific adversarial attacks, where the adversarial noise is generated to target a specific sample.

(ii) Universal noise that tries to alter the model output regardless of the specific sample.

We first present the attack generation methods, then show their corresponding results, and discuss their limits.

5.1 Input-Specific attacks

In this section, we build a baseline input-specific attack, where we use two state-of-the-art white-box methods, i.e., Fast Gradient Sign Method and Projected gradient descent attacks to
generate adversarial examples against the UWB-based system.

Fast Gradient Sign Method (FGSM): FGSM [6] is a single-step, gradient-based, attack. An adversarial example is generated by performing a one step gradient update along the direction of the sign of gradient at each element of the signal as follows:

\[ x' = x + \epsilon \text{sign}(\nabla_x J_\theta(x, y)) \]  

(2)

Where \( \nabla J(\cdot) \) computes the gradient of the loss function \( J \) and \( \theta \) is the set of model parameters. The \( \text{sign}(\cdot) \) denotes the sign function and \( \epsilon \) is the perturbation magnitude.

Projected gradient descent (PGD): PGD [16] is a stronger iterative method where the adversarial example is generated as follows:

\[ x^{t+1} = P_{S_t}(x^t + \alpha \cdot \text{sign}(\nabla_x L_\theta(x^t, y))) \]  

(3)

Where \( P_{S_t}(\cdot) \) is a projection operator projecting the input into the feasible region \( S_t \) and \( \alpha \) is the added noise at each iteration. PGD tries to find the perturbation that maximizes the loss of a model on a particular input while keeping the size of the perturbation smaller than a specified amount.

### 5.2 Input-Agnostic attacks

We also consider the universal adversarial perturbations (UAP) [21]. UAP has been initially proposed against computer vision systems; it generates an input-agnostic adversarial patch after optimizing over a given dataset. Let \( x \in \mathbb{R}^d \) be an input of dimension \( d \) that follows a distribution \( \mu(x \sim \mu) \). The main objective of a UAP is to fool a target model \( C(\cdot) \) on almost all inputs sampled from \( \mu \). This problem can be formulated as finding a vector \( \delta \) such that:

\[ C(x + \delta) \neq C(x), \text{ for } \text{"most" } x \sim \mu \]  

(4)

Where \( \delta \) represents the adversarial patch and must satisfy the following two constrains:

- \( ||\delta||_p \leq \xi \)
- \( P_{x \sim \mu}(C(x + \delta) \neq C(x)) \geq 1 - \rho \)

The parameter \( \xi \) controls the magnitude of the perturbation vector \( \delta \), and \( \rho \) quantifies the desired fooling rate for all images sampled from the distribution \( \mu \).

### 5.3 Results

We use \( \ell_\infty \)-norm as a distance metric of the noise generation. The attack success rate (defined as 1 - Classification Accuracy) represents the proportion of total perturbed signals for which the adversarial noise forces the model to output a wrong label. Table 4 and Table 5 show the success rate of the input-specific and the UAP, respectively. As expected, these methods adapted to the UWB signals are able to generate effective adversarial examples. In the next section we discuss to which extent these results hold under realistic conditions.

#### Table 4: Attack success rate of baseline attacks.

| Attack         | Epsilon |
|----------------|---------|
| PGD            | 0.001   | 50% | 0.002 | 87% | 0.005 | 96% | 0.007 | 98% | 0.01  | 98% |
| FGSM           |         |     |       |       |       |       |       |       |       |     |
| UAP FGSM-based | 0.01    | 57% | 0.02  | 60% | 0.03  | 70% | 0.04  | 82% | 0.05  | 92% |

#### Table 5: Attack success rate of UAP.

| Attack         | Epsilon |
|----------------|---------|
| UAP PGD-based  | 0.01    | 57% | 0.02  | 60% | 0.03  | 70% | 0.04  | 82% | 0.05  | 92% |
| UAP FGSM-based |         |     |       |     |       |     |       |     |       |     |

### 5.4 Limits

While the previous results show the vulnerability of UWB-based ML systems to adversarial attacks, the attack assumptions do not take into account the specificity of the application, nor the real-life conditions. First, the input-specific attacks are not practical unless they are generated on-the-fly. Moreover, the adversarial noise has been applied under a perfect synchronization with the input samples, which is not practical in real-world scenarios.

In this section, we investigate the impact of desynchronization on adversarial attacks success rate. We apply random time shifts to the noise incidence, which correspond to the delays in the adversarial noise incidence at receiver side. The results are depicted in Figure 4; we notice a huge drop in attacks effectiveness. In fact, the baseline attacks with small noise magnitudes are totally neutralized if not synchronized with the input. For instance, we noticed a drop from 87% to 1% for a noise magnitude \( \epsilon = 0.002 \) and for higher noise budget constraints, we notice a drop of at least 61% in success rate.

The same trend has been shown by UAP as shown in Figure 5; we notice considerably lower attack success rates. With a noise budget equal to 0.05 the attack is 36% less efficient. These attacks require perfect synchronization in order to be effective which is not practical since usually it’s extremely hard for the attacker to predict the exact time the system starts to receive the signal.
6 Shift Resistant Patch (SRP)

In this section, we propose Shift Resistant Patch (SRP), an adversarial adversarial patch generation methods that overcomes desynchronization with the target sample.

6.1 Approach

As previously shown, a slight timing shift that desynchronizes the adversarial noise with the input neutralizes the attack. To overcome this limitation, we propose to generate adversarial noise that can efficiently fool the classifier regardless of the noise incidence delay. For this reason, we include the noise incidence time within the optimization problem. Specifically, we iteratively update the adversarial noise by aggregating its impact over different incidence times.

Our main objective is to fool a victim model \( C(\cdot) \) on almost all the input signals from a distribution \( \mu \) in \( \mathbb{R}^d \) whenever the adversarial noise incidence time within the victim signal. This problem can be formulated as finding a vector \( \delta \) such that:

\[
C(x + \text{shift}(\delta, k)) \neq C(x), \text{ for most } x \sim \mu \\
\text{s.t. } \|\delta\|_p \leq \varepsilon
\]  \hspace{1cm} (5)

Where the parameter \( \varepsilon \) controls the magnitude of the noise vector \( \delta \) and \( \text{shift}(\cdot) \) is a function that quantifies the adversarial patch signal \( \delta \), relatively with regard to a target signal \( x \) given a time incidence \( k \in [0,d] \). Given an adversarial patch \( \delta = \{\delta_j\}_{j \in \mathbb{N}} \), that is repeatedly broadcasted in a continuous loop within the channel, the function \( \text{shift}(\cdot) \) could be expressed as:

\[
\text{shift}(\delta, k) = \begin{cases} 
\delta(d - k + j) & \text{if } j \in [0,k] \\
\delta(j - k) & \text{else}
\end{cases}
\]  \hspace{1cm} (6)

In Algorithm 1, we iterate across the data in the batch \( X \) gradually updating the adversarial patch. For each input example we generate the corresponding adversarial noise using \( \text{attack}(\cdot) \) function for a randomly chosen locations \( k \). The function \( \text{attack}(\cdot) \) is detailed in Algorithm 2; it is a gradient-based attack that performs \( m \) steps along the direction of the sign of gradient at each element of the signal in a way that maximizes the loss of a model. Therefore, to update the patch every iteration, we use \( \nabla_{x + \text{shift}(\delta,k)}(\cdot) \) instead of using \( \nabla_{x + \delta}(\cdot) \). If the generated adversarial example \( x_i^{\text{adv}} \) fools the model, we undo the shifting and rearrange the adversarial noise back to
While the proposed attack addresses the synchronization limit, the threat model assumes a baseline victim device without any countermeasures. However, one of the straightforward protections of such systems is to pre-process the input to filter out undesired signals from non-relevant frequency ranges.

6.3.1 Impact of a pre-processing defense

In this section, we consider a system that is comprehensively pre-processing the input signal. The defender defines its target frequency range based on the expected echoes from the environment. We evaluate the efficiency of SRP under this setting for different noise magnitudes.

The frequency spectrum is obtained using the Fast Fourier Transform (FFT), which is defined by

$$F(k) = \sum_{n=0}^{N-1} f(n) e^{-i \frac{2\pi}{N} nk}$$

(7)

Where $N$ is the length of the spectral signature and $f$ is the original time domain signal.

For each window, an FFT generates a frequency domain representation of the signal referred to as magnitude spectrum. The magnitude spectrum details each frequency and the corresponding intensity that make up a signal.

The Inverse Fast Fourier Transform (IFFT) converts frequency domain signal to time domain signal and is expressed as follows

$$f(n) = \frac{1}{N} \sum_{n=0}^{N-1} F(k) e^{i \frac{2\pi}{N} nk}$$

(8)

Where $F(k)$ is the frequency domain magnitudes and $f(n)$ is the recovered time domain samples.

We first explore the power spectral density of the raw data to identify the frequency range that represents the region of interest. Specifically, we identify the average minimum and maximum frequencies in the range $[f_{max}, f_{min}]$ that contain 95% of the

![Figure 6: Attack success rate of proposed SRP compared to UAP.](image)

the original form (before performing the shift). This noise is aggregated to the current instance of the patch and then projected on the $L_p$ norm ball of size $\varepsilon$.

6.2 Results

In this section, we evaluate SRP under random noise incidence delays. We generate adversarial noise using Algorithm 1, and evaluate the attack success rate for different noise magnitudes. The evaluation is performed comparatively with UAP under random incidence time of the adversarial noise.

As shown in Figure 6, SRP is able to recover the adversarial attack effectiveness. For instance SRP has 30% higher success rate than UAP for a noise budget equal to 0.05.

6.3 Limits

While the proposed attack addresses the synchronization limit, the threat model assumes a baseline victim device without

![Algorithm 1 Shift Resistant Patch (SRP).](image)

![Algorithm 2 attack function.](image)
total spectral power. Accordingly, we propose to use a pass-band filter corresponding to this frequency range, and make sure that there is no baseline accuracy drop is noticed under this pre-processing.

Algorithm 3 gives an overview on the pre-processing procedure. We first transfer the signal to the spectral domain using the FFT. Then we apply a low-pass filter using $f_{\text{min}}$ as a cut-off frequency, followed by a high-pass using $f_{\text{max}}$ as cut-off. To finish, we recover the time domain signal using the IFFT. The resulting procedure represents a clipping operation in the spectral domain that we will use later in Section 7 for an adaptive attack.

Figures 7 and 8 illustrate the frequency spectrum of the UAP and SRP-generated adversarial noise compared to the raw signal. Since the generation process of SRP has no restriction on the frequency, we notice a wide spectral signature, i.e., the generated noise contains frequency components that are beyond the expected range of an original raw signal which makes it vulnerable to filtering-based defenses.

Figures 7 and 8 also show the impact of the filter on the time domain signal for UAP and SRP-generated noise. While the filtered noise signals are significantly changed, we confirm this by studying their adversarial impact post-filtering.

Algorithm 3 \textit{filter}: Pass-band Filter.

1: \textbf{Input}: time domain signal: $x$, Min Frequency: $f_{\text{min}}$, Max Frequency: $f_{\text{max}}$
2: \textbf{Output}: \textit{filtered}_x
3: Initialize \textit{filtered}_x $\leftarrow$ 0
4: $X \leftarrow \text{FFT}(x)$
5: $X \leftarrow \text{LowPass}(X, f_{\text{min}})$
6: $X \leftarrow \text{HighPass}(X, f_{\text{max}})$
7: \textit{filtered}_x $\leftarrow \text{IFFT}(X)$

Figure 9 presents the attack success rate of UAP and SRP. As a matter of fact, the filter significantly degrades the performance of both attack methods. For UAP, we notice a drop of 34\% for a noise budget of 0.05, while SRP-generated noise (Algorithm 1) is 20\% less effective when limiting the fre-
quency range.

The next section proposes an adaptive attack to this defense mechanism.

7 Shift & Filtering Resistant Patch (SFR)

In this section we propose SFR (Shift & Filtering Resistant Patch) to generate adversarial noise that is robust against incidence delay and additionally adaptive to filtering defense.

7.1 Approach

The objective of SFR is to generate adversarial noise in a specific frequency range which corresponds to the expected range of the radar echoes. Consequently, the defender will not be able to cut-off the impact of the injected noise unless with a loss of utility. For this reason, SFR not only clips the noise magnitude in the time domain to fit a noise budget, but also adds a new constraint on the noise generation in the spectral domain. In fact, SFR also projects the noise in a subset of the frequency domain to restrain its spectral components. The problem can therefore be formulated as follows:

\[ C(x + shift(\delta, k)) \neq C(x), \text{ for most } x \sim \mu \text{ s.t.} \]
\[ ||\delta||_p \leq \epsilon \]
\[ FFT(\delta) \in [f_{\text{min}}, f_{\text{max}}] \]

Algorithm 4 details the noise generation mechanism. In SFR, we include the filtering step within the adversarial noise generation procedure. For each iteration, after updating the noise using \( \text{attack}(.) \) function, we project the noise back to the target spectral domain using the pass-band \( \text{filter} \) defined previously. Therefore, we only retain noise samples with the same frequency range as the raw signal, these samples are then aggregated to the current patch instance.

7.2 Results

Figure 10 gives an illustration of the filtering impact on a SFR-generated noise both in the frequency and time domains. In contrast with the previous results, the illustration shows that SFR-generated noise is not substantially impacted by the filter.

Figure 11 shows the attack success rate of SFR for different noise budgets comparatively with the baseline UAP. The results show that SFR can efficiently bypass a defender that uses a filtering stage. For instance, SFR success rate reaches 84% for 0.05 noise budget while being input-agnostic and incidence delay-resistant, while UAP shows limited efficiency.

7.3 Limits

While SFR jointly addresses the robustness to incidence time and to filtering defense, its construction opens a new weakness that can be used to detect the adversarial noise. In fact, while generating adversarial noise in the same frequency range of the victim signal bypasses any filter-based pre-processing, it makes the adversarial noise broadcasting detectable by spectrum sensing techniques. In fact, cognitive radars can use different techniques such as energy detection to check for the channel availability. While a baseline noise has a wide spectrum and hence a more sparse spectral power distribution, SFR concentrates the spectral components in a relatively...
narrow band, which makes it detectable by spectrum sensing. The next section presents the a-RNA, which keeps all the previous characteristics of SFR while attempting to evade spectrum sensing.

8 Adversarial Radio Noise Attack (a-RNA)

In this section, we propose a-RNA which is an attack that satisfies the robustness to the previously detailed challenges, i.e., noise incidence delay and filtering, while overcoming SFR limits.

8.1 Approach

The weakness of SFR is being potentially observable in the spectral domain through idle spectrum sensing. The direct reason of this observability consists of the constrained optimization approach that forces the spectral components in a specific range, i.e., the victim operating range. However, the magnitude of the adversarial noise spectral components depend also on the time window for which the noise is broadcasted. For this reason, we propose to add a new constraint on the noise generation in order to limit the magnitude of the frequency components. Specifically, we introduce a time domain window budget that limits the size of the adversarial noise. Therefore, a-RNA attempts to generate an adversarial patch with smaller size rather than using a full size patch to evade detection. The problem can be formulated as follows:

\[ C(x + \text{shift}(\delta, k)) \neq C(x), \text{ for most } x \sim \mu \text{ s.t.} \]
\[ \|\delta\|_p \leq \varepsilon \]
\[ \text{FFT}(\delta) \in [f_{\text{min}}, f_{\text{max}}] \]
\[ \text{size}(\delta) \leq \sigma \]

Where \( \varepsilon \) controls the magnitude of the noise vector \( \delta \) and \( \text{shift}(\cdot) \) is a function expressed by Equation 6 that quantifies the adversarial patch signal \( \delta \), relatively with regard to a target signal \( x \) given a time incidence \( k \in [0, d] \). The noise \( \delta \) has frequency components constrained in a range defined by \( f_{\text{min}} \) and \( f_{\text{max}} \). The new constraint on \( \delta \) is \( \sigma \) which represents the budget in terms of noise size in time domain.

Algorithm 6 details the noise generation procedure to solve the optimization problem in Equation 10. In this algorithm we introduce a temporal mask that extracts a signal that includes \( \delta \) with a position \( k \) relative to the input signal \( x \). The signal is padded with trailing zeros to equal the size of the original raw signal. Therefore, the noise is active in a time window of size \( s \leq \sigma \) and null elsewhere.

The function \( \text{mask}(\cdot) \) could be expressed as:

\[ \text{mask}(\delta, k) = \begin{cases} \delta(j - k) & \text{if } j \in [k, k + s] \\ 0 & \text{else} \end{cases} \]

Therefore, \( \text{mask}(\cdot) \) function jointly implements the time shift and the size constraint on the noise. This signal is added
Algorithm 5 Adversarial Radio Noise Attack (a-RNA).

1: **Input:** Data points: $X$, classifier: $C$, noise magnitude: $\varepsilon$, number of iterations: $N$, patch size: $s$, raw signal size: $d$.  
2: **Output:** $\delta$ trained patch.  
3: 
4: Initialize $\delta \leftarrow 0$  
5: while $\text{iter} < N$ do  
6:     for each data point $x_i \in X$ do  
7:         if $C(x_i + \text{mask}(\delta, k)) = C(x_i)$ then  
8:             Select a random location $k$  
9:             $x_i^{\text{adv}} \leftarrow \text{attack}(C, x_i + \text{mask}(\delta, k), y_i, \varepsilon, \alpha)$  
10:         end if  
11:         if $C(x_i^{\text{adv}}) = C(x_i)$ then  
12:             $\Delta \delta \leftarrow (x_i^{\text{adv}} - x_i)[k : k + s]$  
13:             $\delta \leftarrow \delta + \Delta \delta$,  
14:             $\delta \leftarrow \text{filter}(\delta, f_{\min}, f_{\max})$  
15:         end if  
16:     end for  
17:     $\text{iter} + = 1$  
18: end while  
19: **function** mask$(\delta, k)$  
20:     if $k <= d - s$ then  
21:         Mask = Padding$(\delta, (k, d - (k + s)), (0, 0))$  
22:     else  
23:         Mask = Append$(\text{zeros}(k), \delta[0 : d - k])$  
24:     end if  
25: **end function**

Algorithm 6 attack function.

1: **Input:** a classifier $C$ with loss $J$, noise budget $\varepsilon$, step size $\alpha$, $x$ input image, $y$ label, $m$ number of iterations, $k$ random position, $s$ noise size.  
2: **Output:** $x^{\text{adv}}$  
3: Initialize $x^{\text{adv}} \leftarrow 0$  
4: for $i = 0...m - 1$ do  
5:     $x_{i+1}^{\text{adv}} = \text{Clip}(x_i + \alpha \text{sign}(\nabla x_i J_0(C(x_i^{\text{adv}}), y)) \times \text{mask}(\text{ones}(s), k))$  
6: end for

8.2 Results

In this section, we evaluate a-RNA from different perspectives:

**Impact of patch size on magnitude spectrum.** We first investigate the impact of the patch size budget on the magnitude spectrum, which directly implies its detectability using spectrum sensing. The magnitude indicates the strength of the frequency components relative to other components. In Table 6, we report the average magnitude of the frequency spectrum of each generated patch. We use a-RNA to generate patches with a noise constraint equal to 0.03. Notice that for a size budget of 600 (full size), the attack corresponds to SFR case.

Adversarial noises with shorter injection periods have lower magnitudes in the spectral domain, and hence lower chances to be detected. A patch with a size $s = 400$ has a $2\times$ higher magnitude than a patch with a size $s = 100$. A short patch with a size of 50 samples has around $4\times$ lower average magnitude and $7\times$ lower maximum magnitude than a SFR patch.

**Impact of Patch size on attack efficiency.** We vary the patch size $s$ from 30 to 600 and investigate its impact on model accuracy. We use algorithm 5 to train the patches. For each test sample, only one patch is diffused at a random time with different noise magnitude ($\epsilon$). We notice that the bigger the size of the patch, the more powerful the patch (see Figure 12).

**Impact of random noise** In this section we compare our proposed technique a-RNA to injecting random white noise in the wireless channel to cause miss-classification of obstacles. We use patches of Gaussian white noise with the same magnitude and with different sizes varying from 50 to 600. We use two noise magnitude constraints 0.02 and 0.05 for both a-RNA and random white noise. As for the white noise, we use a normal distribution and we vary the mean and the standard deviation to reach the desired noise magnitude. As shown in Figure 13, our technique is more efficient than injecting random noise. For instance, for a patch size equal to 600 and for a noise budget equal to 0.02, a-RNA insures more than 54% attack success rate, however, under the same constraints, the random noise is 17% of the times is successful.
As expected, AT decreases the effectiveness of the attack for small noise sizes. We show that AT can be evaded with such setting. Previously) broadcast the adversarial patches; results in Figure 15 show that adversarial training for larger epsilons lead to model utility drop. Notice that adversarial training for high noise magnitudes may come at a baseline accuracy cost and is practically bypassed for larger epsilons. In undefended models in the case of one random localized patch. We tested our method on adversarially-trained models and generated with a-RNA on adversarially-trained models and evaluated the impact of patches on the classification accuracy on clean input samples. We train a model robust to adversarial examples [17].

We used the PGD algorithm [16] to solve the inner maximization problem. We set the noise magnitude (epsilon) equal to 0.002 with a step size of 0.0005 with a number of iterations equal to 20. We train the model for 500 epochs to reach 99% classification accuracy on clean input samples.

In the next section we will study this specific case by integrating the channel communication context as reactive jamming [22, 24, 29]. In future work, we will study this specific case by integrating the channel model in the noise generation method.

We believe this work should alert about the potential vulnerabilities of such systems to adversarial attacks in real-world settings, especially for critical applications. We hope these results would encourage the community to further investigate this direction.

In Figure 14, we report the difference in impact of patches generated with a-RNA on adversarially-trained models and undefended models in the case of one random localized patch. As expected, AT decreases the effectiveness of the attack for low adversarial noise magnitude, and is practically bypassed for larger epsilons. Notice that adversarial training for high noise magnitudes may come at a baseline accuracy cost and lead to model utility drop.

To further explore the AT limits, we repeatedly (continuously) broadcast the adversarial patches; results in Figure 15 show that AT can be evaded with such setting.

Table 6: Magnitude of signals in the spectral domain for different noise sizes (epsilon = 0.03).

| Patch size | 30   | 50   | 100  | 200  | 300  | 400  | 500  | 600  |
|------------|------|------|------|------|------|------|------|------|
| Average Magnitude | 0.0555 | 0.0665 | 0.1186 | 0.1368 | 0.1854 | 0.2085 | 0.2343 | 0.2615 |
| Max Magnitude   | 0.4352 | 0.4596 | 0.8011 | 1.1412 | 1.6528 | 2.3231 | 2.8343 | 3.6812 |

Figure 13: Attack success rate of a-RNA compared to random white noise.

9 Adversarial Training

In this section, we evaluate a-RNA in the case of an adversarially trained network. Adversarial training (AT) [17] is a state-of-the-art defense strategy against adversarial attacks. It can be formulated as follows [17]:

\[
\min_{\theta} \mathbb{E}_{(x,y) \sim D} \left[ \max_{\delta \in B(x, \epsilon)} L_{ce}(\theta, x + \delta, y) \right] \tag{11}
\]

Where \( \theta \) indicates the parameters of the classifier, \( L_{ce} \) is the cross-entropy loss, \( (x, y) \sim D \) represents the training data sampled from a distribution \( D \) and \( B(x, \epsilon) \) is the allowed perturbation set. The interpretation of this is that the inner maximization problem is finding the worst-case samples for the given model, and the outer minimization problem is to train a model robust to adversarial examples [17].

We used the PGD algorithm [16] to solve the inner maximization problem. We set the noise magnitude (epsilon) equal to 0.002 with a step size of 0.0005 with a number of iterations equal to 20. We train the model for 500 epochs to reach 99% classification accuracy on clean input samples.

In Figure 14, we report the difference in impact of patches generated with a-RNA on adversarially-trained models and undefended models in the case of one random localized patch. As expected, AT decreases the effectiveness of the attack for low adversarial noise magnitude, and is practically bypassed for larger epsilons. Notice that adversarial training for high noise magnitudes may come at a baseline accuracy cost and lead to model utility drop.

In the next section we provide a discussion of our work and point out possible perspectives.

10 Discussion

This paper presents an adversarial attack against UWB-based ML systems for environment perceptions. This is the first work that shows a practical attack against such systems, which are used in several safety-critical applications. We investigate the attack from different perspectives and assumptions. We comprehensively consider real-world constraints such as random incidence time, and different defender models going from basic pre-processing to sophisticated cognitive radio defenders and an adversarially trained model. The proposed approach generates adversarial patches that are: (i) applicable under real-time constraints since they are input-agnostic, (ii) robust to time incidence delay, (iii) robust to filtering techniques, and (iv) can be undetectable even under a defender that deploys both filtering and spectrum sensing. Notice that there is a straightforward solution to avoid spectrum sensing: it consists of a cognitive adversarial noise emission by which the attacker broadcasts the adversarial noise exclusively when the victim device is active. This is known in other wireless communication contexts as reactive jamming [22, 24, 29]. In this work, we do not consider this method and focus our effort on the noise generation itself.

The assumption of this work is a line-of-sight (LoS) communication channel between the adversary and the victim device. While we tested under different distances (with LoS) and the attack remains efficient as far as the noise magnitude is increased to compensate the path loss, the attack is not successful in no-line-of-sight (No-LoS) settings. In future work, we will study this specific case by integrating the channel model in the noise generation method.

We believe this work should alert about the potential vulnerabilities of such systems to adversarial attacks in real-world settings, especially for critical applications. We hope these results would encourage the community to further investigate this direction.

11 Related Work

Computer vision is the mainstream application that caught the attention of the community from adversarial machine learning perspective [3, 6, 16]. However, the vulnerability of ML in other application domains has also been explored. For
example, several papers have explored adversarial attacks on Lidar sensors [32] or electrocardiograms [9]. Some of the literature on automatic speech/speaker recognition have been designed under practical real-world assumptions [1, 14, 25, 30, 31]. Yet, most of the works require very specific settings to be applicable.

Several application of wireless communication use ML. These radio applications represent a potential target for adversarial attacks that are practical under real-world conditions. Recent work proposed crafting adversarial attacks against ML-based wireless systems. However, most of the existing works [2, 12, 13, 26, 27] use a input-specific perturbation to attack the target wireless model and do not provide the key properties for a practical attack, i.e., robustness against realistic conditions and active defenses. A recent paper presented an attack against DNN-based wireless communication system [4]. This paper is the closest to our work and considers three applications: autoencoder communication, modulation recognition and channel estimation. While the authors presented an input-agnostic noise and discuss its robustness to potential defense techniques, the application case prevents the attack from being implementable in real life, and this is mainly due to the complex propagation channel of the adversarial noise itself.

Among wireless applications, radars are used for environment perception, and similar to other ML-based applications, they are vulnerable to adversarial examples. More specifically, short range systems such as some radar technologies represent a highly practical attack setting because of the possibility of line-of-sight transmission conditions. Few papers in the literature target these systems [10, 23]. Authors in [10] consider X-band spotlight mode radar which is utilized for hundreds of kilometers range and not practical for injecting adversarial noise due to the channel complexity. [23] targets short-range Frequency-modulated continuous-wave (FMCW) radars and is the closest paper to our work. However, FMCW radars give only velocity and range information, while UWB delivers a complete signature of the obstacle.

In this work, we propose an input-agnostic, undetectable, and robust adversarial attack against ML-based UWB radar systems. We design tailored universal patches to perform the attack and discuss their efficiency from practical perspectives. The short range aspect of the UWB radars represent a practical case due to the simple channel model.

## 12 Conclusion

We present a new adversarial radio noise attack (a-RNA) on UWB radars to generate a noise robust by design against realistic conditions and adaptive against defensive countermeasures. To our knowledge, this is the first approach to generate such practical attacks against DNN-based UWB systems. We believe a-RNA should alert the community about the feasibility of real-world attacks against radar systems.
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