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Abstract
The revenue forecast for 2022 for worldwide AI software is $62.5 billion (an increment of 21.3\% compared to 2021); by 2030, recent market research estimates that AI will represent $13 trillion in value creation. Therefore, a framework for disruptive AI/ML Innovation (AMI) has never been more prominent. This framework enables C-suite executive leaders to define a business plan and manage a set of technological dependencies for building AI/ML Solutions.

The business plan of this framework provides components and background information to define strategy and analyze cost; furthermore, the business plan represents the fundamentals of AMI and AI/ML Solutions. Therefore, the framework provides a menu for managing and investing in AI/ML.

Finally, this framework is constructed with an interdisciplinary and holistic view of AMI and builds on advances in business strategy in harmony with technological progress for AI/ML. This framework incorporates an organization's value chains, supply chain, and ecosystem strategies.
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INTRODUCTION

Current business impact of AI/ML  One of the main drivers of interest in AI/ML is to supplement humans on important tasks within an organization [1, 2, 3, 4, 5], e.g., conversational AI chatbots [6], language translation [7], materials discovery [8], pharmaceutical -and biomedicine research [9, 10, 11, 12], breast cancer classification [13, 14], protein structure prediction and protein engineering [15, 16], etc. Recent developments have illustrated that AI/ML outperforms humans, e.g., playing Go [17], designing floorplans for microchips [18], tumor classification for precision medicine [19], AI-generated art [20], etc. Despite the progress in AI/ML, there are still major limitations [21, 22], i.e., the dependency on data, a lack of emotional intelligence, the known challenges related to AI safety, the limitations related to data privacy and AI regulations, etc. One of the main reasons to define this framework is the potential lack of business gains from AI-related investments [23]; recently, a global study showed that only 10% of the organizations see a financial benefit from investing in AI [24]. The disruptive nature and the dependency on a set of technologies of AI/ML Innovation (AMI) imposes challenges on the entire organization.

AI/ML Product  More recently, a vital abstraction, an AI/ML Product (see Figure 1), helps the overall management of work; it allows us to separate the algorithm development. Therefore, the AI/ML Product is the algorithmic solution that can be re-used and evaluated across multiple use cases. Therefore, we can concentrate on the core computational innovation and define a product portfolio for AI/ML.

Experimental design  An essential concept for performing effective AI/ML Product development is the experimental design encapsulating the training and testing of the AI/ML Product. This experimental design is critical during the development cycle. Practical experimentation enables researchers to save time and cost during AI/ML Product development [25]. An experimental design represents three main steps (see Figure 1): (1) data: in order to perform practical experimentation and training of the algorithm, the quality of the data is fundamental (often referred to as garbage-in garbage-out) [26], (2) AI/ML Product: the algorithm learns the optimal parameters during training, and (3) insight: the prediction that enables the business practitioners to make better decisions and evaluated by performance metrics. This experimental design can evolve into the AI/ML Benchmark of the corresponding AI/ML Product. This AI/ML Benchmark will evaluate the performance of an AI/ML Product during a deployment with the customer and compare its performance before and after AI/ML Product improvements. Finally, these AI/ML Benchmarks facilitate further innovation by AI/ML practitioners within an organization.

Software solution architecture  The experimental design often depends on the software solution architecture in an organization. This architecture will contain two generic sets of technologies: (1) DataOps [27, 28], and (2) MLOps [29, 30]. DataOps is a set of technologies that support data governance, data verification, data ingestion, data storage, data catalogs, data preprocessing, etc. DataOps can additionally cover procedures and protocols to guarantee data updates, data quality, backup procedures, continuous delivery, etc. MLOps is a set of practices and technologies that support machine learning and deep learning for AI/ML Product development and deployment, i.e., feature store, feature selection, model verification, etc. The deployment of an AI/ML Product reproduces the experimental design with additional requirements related to the quality assurance of the produced insight. The development of these DataOps and MLOps solutions follow the Agile methodology [25, 31]. Since the solution architectures for MLOps are getting more established, there is a trend to build reusable elements with so-called design patterns [32]. Similarly, the concept of design patterns improved the software architectures of object-oriented implementations [33]. Additionally, best practices of DevOps in an organization should enable continuous integration and continuous delivery (CI/CD),
including MLOps and DataOps capabilities.

![Diagram](image)

**FIGURE 1** The experimental design during AI/ML Product development

## 2 | INNOVATION

Managing innovation Innovation management needs to address three main levels: (1) the strategic level, (2) the process and pipeline level, and (3) the project level. Innovation is the main activity of an organization for creating economic value in the market [34]. Innovation is not only about ideas and inventions; concretely, innovation defines a solution addressing a need of customers in the market. Innovation needs to define business opportunities connecting organizational and business strategy from the C-level leadership with embracing culture for ambiguity and delivery. Implementing a process of innovation can be very uncertain; we need to translate an idea or invention into a market opportunity and a business plan to generate revenue. Generally, there are three main stages during an innovation process: (1) the generation of ideas, (2) the development of ideas, and (3) the evaluation and selection of most promising ideas [35]. Innovation initiatives and projects should reflect in the business model. A business model defines all parts of commercialization that create value for the customers and the organization [36, 37]. A business model consists of 9 building blocks [36]: (1) partners, (2) activities, (3) resources, (4) value proposition, (5) customer relationship, (6) channels, (7) customers, (8) cost structures, and (9) revenue streams (see Figure 3). Generating a business model is dependent on the four levels of innovation: (1) *incremental innovation* results in gradual improvement to existing products and technologies [38, 39], (2) *sustaining innovation* results in incremental changes of a product or adding small features for satisfying existing customers [40], (3) *radical innovation* results in product development for new markets with new technologies for the creation of novel capabilities [41, 42], and (4) *disruptive innovation* results in fundamental novel products or services based upon novel technologies with business model innovation [43]. It is important to note that disruptive innovation will result in a business model with much more hypotheses rather than facts [44]. Often, disruptive innovation happens in startups entering a market with emergent technology that is not on incumbents’ radar. Innovation can occur in different forms: (1) innovation as something new, (2) innovation as a conduit to change, (3) innovation as a process, (4) innovation as a value driver, and (5) innovation as invention [34].

Innovation frameworks The three horizons framework often reviews innovation [45]. Typically, each horizon characterizes two dimensions: (1) the level of novelty of the market and its customers related to a business model and (2) the novelty of the technology or solution. In horizon 1, innovation initiatives in mature businesses are performed in
a well-known market with well-understood technology by the organization. The organization can execute an existing business model. The business plan formulates a roadmap of activities between 0 and 18 months, i.e., extend features on an existing product, improve supply chain efficiency, change pricing, etc. Many organizations spend 50-70% of their total innovation budget on horizon 1. This innovation often occurs in a permanent organization designed to execute a repeatable and scalable process. In horizon 2, the innovation initiatives in fast-growing businesses operate in a new market and technology for the organization. Often the business model needs to be extended, i.e., adding a channel, targeting a different customer segment with the same product, developing a new product for an existing channel and customer segment, etc. The business plan covers a period between 12 and 36 months, and it represents 20-30% of the total innovation budget. In horizon 3, an innovation initiative in an emergent business is performed in a new to the world market with new technology. The organization is searching for a new business model. The business plan for a horizon 3 initiative formulated a period between 36 and 72 months. Many organizations define an innovation portfolio instead of single innovation initiatives to mitigate the high risk and the long-term return-of-innovation. Often, this innovation happens in a temporary organization designed to search for a repeatable and scalable process. This framework helps to evaluate the risk of innovation. Typically, most organizations try to avoid horizon 3 because of the associated uncertainty.
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**FIGURE 2** The three horizons framework for AI/ML Innovation (AMI).

**AI/ML Innovation (AMI)** Since AMI has multiple dependencies, we propose to decouple the AI/ML Product development from the AI/ML Solution. Therefore, we introduce a second three horizons framework related to the AI/ML Product. Each horizon for a product represents two dimensions: (1) the **predictive capability** resulted in the AI/ML Product and (2) the **algorithmic concepts** applied in the AI/ML Product. In horizon 1, the capability performs predictions with existing algorithm concepts. Now, we need to execute the experimental design to evaluate the performance of the AI/ML Product. The outcome of the performance evaluation should represent the likelihood of success of the innovation initiative; this success is mainly dependent on the data quality (50-70%; 0-6 months). In horizon 2, the capability and/or the algorithmic concept needs an extension in order to be able to apply the AI/ML Product. Poten-
tially, a horizon 1 innovation can lead to a horizon 2 innovation if the experimental design indicates shortcomings of the AI/ML Products. A horizon 2 effort can demand an extension of the experimental design to evaluate a novel predictive capacity (20-30%; 6-24 months). In horizon 3, a new AI/ML Product is developed; this development requires novel algorithmic concepts.

In practice, AMI innovation requires adjustments in the business model and incorporates novel technologies. The process of innovation is challenging. Managing innovation with new AI initiatives is important to improve the chances of a successful outcome. Innovation based upon a combination of existing technologies could overcome the lack of the current maturity of AI-related technologies and standards [46]. Traditionally, innovation is often studied in the context of an entering firm or startup disrupting the market with emergent technology. This market has an incumbent leader [38, 47]. More recently, as technological solutions become more and more complex, many incumbent organizations are more focused on internal innovation. More organizations introduce incubators or organize hackathons or datathons to stimulate innovative initiatives. Therefore, a framework channeling disruptive AMI initiatives will still incorporate and build on existing innovation frameworks and strategies. Recently, the lean methodology introduced a guide to the difference between a startup and incumbent organization [37]. This methodology focuses on a startup, and it is composed of 3 main parts: (1) a business model canvas to define the hypotheses important for defining the future business model [36], (2) customer development by designing a set of experiments for answering the hypotheses from the business model canvas in order to define the value proposition for your customers, and (3) agile engineering for incrementally and iteratively delivering a minimal viable product [48].

![FIGURE 3](image_url)  The business model canvas for AI/ML Innovation (AMI) initiative.
ORGANIZATIONAL STRATEGY

Data team In order to enable AI/ML capabilities, the organizational strategy is crucial to define clear roles and responsibilities [49]. This section will address the organizational strategy for the data team; this team will not be responsible for any engineering activities outside of the experimental design and the deployment of an AI/ML Product (see Figure 4). Here, we will propose the internal organization for a data team. Further research suggests an organizational strategy based upon three parts [50]: (1) an internal innovation and product development, (2) an external spin-out, or (3) a merge and acquisition for incorporating key capabilities into the AI/ML Product portfolio. Additionally, innovation efforts can be centralized, decentralized, or a hybrid approach [51]. AI/ML requires internal innovation and AI/ML Product development. An AI/ML capability can be purchased; often, such an AI/ML firm’s primary value resides in their workforce. Therefore, a strategy must be defined for adaptation of this AI/ML acquisition. Alternatively, a novel AI/ML capability can become a central part of an organization and could fulfill a central need for customers. Finally, an organization can decide to build an external spin-out. Generally, the nature of AMI will focus on a centralized team concentrating on building internal capabilities.

Let us start with the analytic functions of the data team. Potentially, there are four different functions that need to be covered (see Figure 4): (1) business intelligence (BI), (2) AI/ML Ecosystem, (3) AI/ML Product, and (4) AI/ML Innovation (AMI). The BI function provides dashboards. These dashboards report the summary statistics derived from data important for the business. BI encapsulates two important types of technology: (1) persistent data storage and (2) a dashboard. Depending on the organization’s data maturity, it can be beneficial to start with a BI initiative instead of an AMI initiative. These BI capabilities provide a good starting point for future extension with predictive analytics based upon AI/ML.

AI/ML Ecosystem function The AI/ML Ecosystem function supports the digital transformation related to AI/ML. This digital transformation could impact the supply chain, the value chain, the platform, and the ecosystem business practices. It is a crucial function to keep track of the disruptive nature of the AI/ML Products with corresponding use cases. Identifying potential bottlenecks, the request for proposals (RFP) for new use cases for AI/ML Products, community management, etc., in the ecosystem are essential topics to manage.

AI/ML Innovation (AMI) function The AMI function is responsible for new AI/ML Product development. This AI/ML Product development embodies radical -and disruptive innovation. The data team, the AMI function, the product management function, an executive sponsor, a customer, etc., can initiate a new AI/ML Product development. It is a crucial priority to enable the team with the appropriate tools for practical experimentation. The experimental design and its implementation are crucial for finding the dominant design of the AI/ML Product.

AI/ML Product function The AI/ML Product function is responsible for adopting new AI/ML Products into the platform-based ecosystem. Additionally, the AI/ML Product team performs incremental -and sustaining innovation, i.e., maintaining the AI/ML Product for deployment by validation and verification procedures, extending the support of the AI/ML Product across the set of hosting environments, integrating the AI/ML Product into platforms, performing small AI/ML Product development efforts, and circling back on new AMI initiatives related to existing AI/ML Products.

MLOps and DataOps Furthermore, the data team needs sufficient resources to support DataOps and MLOps functions. DataOps contains design, project management, product management, solutions architecture, data and backend engineering, data governance, and platform engineering talent. Similarly, MLOps contains design, project manage-
ment, product management, solutions architecture, ML engineering, and MLOps framework engineering talent. The DataOps and MLOps functions can be overlooked or not explicitly assigned to the data team. It is crucial to budget for DataOps and MLOps to establish a data culture in an organization. Some of these DataOps and MLOps solutions will be part of a platform. Such a platform can leverage an organization’s on-premise, cloud, or hybrid infrastructure. Furthermore, these DataOps and MLOps capabilities will allow for collaboration between AI/ML practitioners.

Finally, the leadership of these four functions is crucial. BI, AI/ML Ecosystem, AI/ML Product, and AMI functions need to establish a collaborative environment. Also, the leadership of the data team and C-level leadership need to establish a foundational understanding of the AI/ML discipline. Introducing a dedicated C-level leadership role for AI/ML and data might be beneficial. This organizational strategy might need to evolve as an organization increases its focus on AMI. Nevertheless, all the corresponding functions in an organization will need to be defined to increase the chance of a successful outcome. Additionally, the Engineering -and Data team needs to align on the resources, deliverables, roadmap, etc., in order to support business goals. The C-level leadership should review this alignment (see figure 4).

**FIGURE 4** The organigram of the Data -and Engineering teams related to the AI/ML organization strategy.
4 | STRATEGY AND PLANNING FOR AI/ML INNOVATION (AMI)

The C-level leadership of an organization needs to find a balance between exploitation of existing capabilities related to the core business, i.e., products and services, and exploration of future capabilities related to new business opportunities [52, 53]. The co-existence of exploitation and exploration is a cornerstone for organizational ambidexterity [54]. Exploitation is accomplished by incremental -and sustaining innovation and innovation as a process. The goal of this exploitation is to illustrate operational efficiency. Alternatively, exploration results in radical -and disruptive innovation and innovation as something new and innovation as invention [55]. The goal of the exploration is to enter new markets or disrupt existing markets. There are two main approaches to achieve an ambidextrous organization: (1) structural ambidexterity: exploitation and exploration are separated in the organigram and (2) contextual ambidexterity: each employee balances their time between exploitation and exploration. Since AMI demands high levels of expertise, structural ambidexterity is often preferred (see Figure 4).

Competitive advantage with Porter’s five forces A business strategy focuses on achieving a competitive advantage. Porter’s five competitive forces define the attractiveness of an industry: (1) the threat of new entrants, (2) the bargaining power of buyers, (3) the bargaining of suppliers, (4) the threat of substitute products and services, and (5) the rivalry among existing competitors [56]. In the last decades, the business world has transformed due to globalization; consequently, the hyper-competitive business environment of the 21st-century demands for reviewing Porter’s five forces [57, 58]. More recently, additional forces proposed in the literature: the competitor’s level of innovativeness, exposure to globalization, the threat of digitalization, and industry exposure to de-regulation activities, data-driven -and IT-enabled solutions, radical innovation at speed and scale, hyper-effective use if assets, climate resiliency and environmental stewardship, social engagement, etc. Therefore, competitive advantage is embedded into a framework for disruptive AMI.

Funding In order to support innovation sustainably, it is vital to secure funding to support the gradual maturity of innovative tracks of work. This funding can come from internal -or external entities. The process of maturing innovative work can be long and labor-intensive. Therefore, funding is crucial for maturing early-stage developments that show promising performance. This funding can come from the exploitation of existing products and services. Therefore, it is essential to forecast the profits and secure competitiveness of the existing products [54].

As for other technologies, the exact characteristics of exploiting existing AI/ML Products and exploring novel AMI initiatives occurs. However, the AI/ML field has a subtle difference: AMI is a given. Moreover, since AI/ML is a rapidly changing research field, new AI/ML Products or significant AI/ML products extensions are expected. This evolution enables new computational frameworks and hardware that galvanizes the speed of novel algorithm development. Consequently, changes in DataOps and MLOps solutions are happening. The leadership of an organization should manage the disruption related to innovation in the organization. Today, the leadership tries to understand and manage the great resignation of talent. Illustratively, high levels of innovation are reported as the third highest driver for attrition [59].

Uncertainty Unconsciously, we might be following the black swan theory [60]. Since the outcome of the innovation is uncertain, it would be safe to invest in experimentation tools for evaluating the performance of AMI initiatives. Subject matter experts and AI/ML experts might have a strong intuition for the likelihood of success for a novel algorithm. Nevertheless, the higher the levels of innovation deal with a higher risk but higher potential reward (see the green area in Figure 5). Therefore, guiding risks, redefining success throughout the AMI journey, building generic
building blocks across initiatives, defining exit strategies, etc., are essential for maturing AMI within an organization. Patience for the few successes is an essential mindset for AI/ML practitioners and leaders and the C-level leadership.

Defining in which new AMI initiatives to invest in is rather complex [61]. There might be multiple solutions, various dependencies, implications for sustainable growth, etc., that decision-makers need to consider. Generally, it is essential to merge a shared strategic vision related to the value chain, supply chain, and ecosystem with disruptive external trends in the market, developing a balanced portfolio and delivering added value to customers. Since innovation is the process of generating economic value after the invention, in the following sections, we will review the AMI journey and a tool for defining its maturity: technology readiness levels [34].

5 | AI/ML INNOVATION (AMI) JOURNEY

The journey for an AMI initiative can help understand the transition from ideation to AI/ML Product. Defining a format and a forum for bottom-up and cross-functional intent reviews is a cornerstone to define which new AI/ML Product to build. Establishing a regular cadence of participants across the organization might be an excellent procedure to stimulate novel AI/ML Product development proposals. These proposals should align with the business plan of the organization (see figure 8).

The technology evolution is often visualized as an S-curve [62, 63]. The S-curve framework illustrates the rate of progress in performance during technology development. There are three main stages during technology develop-
ment (see figure 6): (1) the emergent stage represents the experimentation during early-stage development of new technology, (2) the growth stage represents the establishment of a dominant design, and (3) the maturity stage represents the operational efficiency of the new technology. The S-curve applied as a forecasting tool should be critically assessed \[47, 64\]. During the growth stage, the new technology is better understood and easier to use, its rate of progress increases. During the emergent and maturity stage, the rate of progress is relatively low and costly.

A tool to measure the maturity of technology is called technology readiness levels (TRLs; see Figure 6). The TRLs defined by NASA \[65\] and European Union \[66\] contain nine levels. In the following section, the first four levels will be redefined to capture AI/ML Product development progress. Also, these TRLs could introduce standards for AI/ML Products, i.e., coding and data standards, documentation availability, business communications, etc. As the technology improves in maturity, standardization of the AMI journey could help further maturity. During the emergent stage, this standardization could delay experimentation.

**FIGURE 6** The technological evolution of an AI/ML Innovation (AMI) initiative.

5.1 | Technology readiness levels (TRLs)

This section will review the four technology readiness levels (TRLs) during AI/ML Product development. This AMI journey will result in a technology transfer to the AI/ML Product team. The maturity stage (TRL5 until TRL 9) will be out-of-scope of this manuscript. The maturity stage will be performed by the data team’s AI/ML Product function.
Review current solutions  The first TRL is called review current solutions. This level identifies a set of existing algorithms that would be good candidates to predict an insight or perform a computational task necessary for the AI/ML Product. The selected algorithms can be an older baseline solution previously used for the task or a novel published solution. We need to reproduce the most relevant results of these algorithms. It is important to note that we need to verify if the invention, i.e., the intellectual property (IP), software license, etc., is compliant with the IP policy of the organization.

Define experimental design for comparing innovative solutions  The second TRL is called define experimental design for comparing innovative solutions. This level uses the experimental design for evaluating the performance of baseline, published, and novel solutions for a computational task performed by an algorithm. This performance evaluation is frequently performed for publicly available data; these data resources are used in the corresponding literature. The implementation of the experimental design and the corresponding critical assessment of the performance of the algorithms will close the second TRL. A scientific publication can be submitted if the proposed solutions are novel enough.

Use case translation  The third level is called use case translation. This level uses the algorithms developed during TRL 2. Each algorithm is benchmarked against their real-world or proprietary data. A critical assessment of these algorithms against this data will provide insight into the translated performance by executing the experimental design. This experimental design will evolve into an AI/ML benchmark, including validating and verifying the AI/ML solution with customers and end-users. Finally, a DataOps -and MLOps architecture is defined to enable reuse of the AI/ML Benchmark for future deployment and use cases. TRL 3 is closed by implementing the AI/ML Product prototype: the DataOps and MLOps capabilities, the AI/ML algorithms, and the AI/ML Benchmark.

Prototype validation  The fourth level is called prototype validation. Before reaching TRL 4, the AI/ML Product prototype will be applied for several use cases. The goal is to reach a dominant design for the AI/ML Product. TRL 4 is reached when the AI/ML Product has shown consistent performance across many use cases. Finally, the DataOps and MLOps architecture requirements are fully defined.

5.2  Commercial ideas

Generating and evaluating commercial ideas is an important responsibility of C-level leadership. Therefore, scanning and learning new technologies in the market is key for making sound decisions. Consequently, C-level executives need to make "build versus buy" decisions in order to achieve business goals [67]. The leadership must estimate the investment for building an AI/ML solution related to a business use case, i.e., the preparation of the underlying data for the AI/ML solution, the evaluation of the optimal parameters for AI/ML Product for this use case, hosting the insights of the AI/ML solution to the business, maintaining the quality of the insights of the AI/ML solution over time, etc. Additionally, there will be a need to do some degree of buying. More and more commercial solutions for DataOps and MLOps dependencies of an AI/ML solution. Furthermore, buying an AI/ML solution can lead to a merge and acquisition of another firm, define an alliance with another firm, invest in a spin-out, etc. AI/ML or data is not part of the core technology portfolio in some organizations. Therefore, a data strategy should identify crucial data assets and the corresponding commercial ideas for applying AI/ML in the organization [68]. Additionally, this data strategy prioritizes efforts for organizing, governing, analyzing, and deploying an organization’s information assets [69, 49]. All C-suite executives play an instrumental role in making progress in the strategy related to data management.
The C-level leadership should attempt to orchestrate a holistic product portfolio vision with adequate attention for AI/ML and data. Additionally, AI/ML and data have made massive progress in importance for many organizations [70]. However, despite the progress, the funding for AI/ML and data in an organization might be challenging. Therefore, the C-level leadership and the AI/ML leadership should define processes for generating new ideas and identifying commercial ideas that need AI/ML and data solutions.

One area for leveraging AI/ML and data is right at the core of the business strategy and the corresponding corporate scaling [71, 72, 73, 74]. Any form of expansion, i.e., geographic, vertical, horizontal, etc., could be better informed by data-driven decisions. Researching demand for new efforts of expansion could inform decision-makers with additional information [72]. More generally, AI/ML and data can complement the current business practices with computational methods for advising organizations about mergers and acquisitions, new products and services, customer targeting, finance, etc. AI/ML and data could also result in better business development processes [2].

Environmental, social, and governance (ESG) factors

More recently, many investors evaluate organizations based upon additional criteria related to sustainability [75]. A general way to encapsulate the sustainability of an organization is by reviewing environmental, social, and governance (ESG) factors. An environmental factor is related to climate change, resource depletion, pollution, etc. The social factor represents the organization’s position related to modern slavery, child labor, diversity and inclusion, etc. In an organization, a governance factor describes the prevention of excessive executive pay, a fair tax strategy, the ethical considerations related to avoiding bribery and corruption, etc. There are two domains AI/ML can contribute to ESG: (1) the organization could define measurable metrics and use analytics in order to monitor the progress on ESG [76] and (2) the organization could measure the ESG footprint related to AI/ML [77]. Furthermore, ESG starts to be critical criteria for evaluating novel technologies [78, 79]. The innovation management in an organization can be improved through AI [80]. During the innovation process, AI can help the generation of ideas and the development of ideas (see section 1). More generally, the automation of business processes can be accomplished by process mining and robotic process automation (RPA) methodologies [81, 82]. This level of automation is possible by collecting information in a digitized organization. Additionally, generative design has shown examples of effective product customization [83].

5.3 | Entry strategies

An important aspect of AI/ML Product development relates to the definition of an entry strategy. The AMI might want to concentrate on collaborations with internal- or external incumbents related to the supply chain, value chain, and ecosystem strategy. During the early stages of the AI/ML Product development, it can be beneficial to collaborate across the organization to enable early adoption by future users, adaptation into an ecosystem platform, and avoid duplication. Entry strategies should include funding-exit decisions [84].

Red-and blue ocean strategy

There are two distinct entry strategies for a novel AI/ML Product: (1) red ocean strategy: an existing market space or (2) blue ocean strategy: a new market space [85]. In organizations with a more mature AI/ML function, new AI/ML Products proposed by members of the organization (the Board for Innovation; see section 6.1) might be variants, improvements, or complements of existing AI/ML Products. Therefore, the AI/ML teams have strong expertise in AI/ML for a specific market and the future application of the AI/ML Products. Consequently, they will often define a red ocean strategy. Alternatively, in organizations with a less mature AI/ML function, novel AI/ML Products development could be more greenfield and should be approached differently. More effort on user research, customer acquisition, organizing training and learning of product team members, targeted hiring, etc., are
crucial for future success. Therefore, these organizations will often focus on a blue ocean strategy [86].

Disruptive -and cooperation strategy  In some cases, a novel AI/ML Product may need a disruptive strategy; this strategy often emphasizes complementary capabilities to existing AI/ML products. Regularly, a new AI/ML Product can outperform existing AI/ML Products; therefore, the emergent AI/ML Product disrupts the existing AI/ML Product market. Therefore, appropriate actions should be taken to accomplish a seamless transition. A framework for entry strategies proposes two approaches [87]: (1) the organization should operate in the product market with manufacturing, marketing, and distributing innovative products or (2) the organization defines a cooperation strategy by defining a market of ideas with commercializing an innovative product through licensing its rights. This framework is mainly instrumental for positioning innovation in new technologies. Furthermore, an organization can collaborate with universities to develop innovations for novel AI/ML Products.

Transaction cost  In recent decades, much research has focused on defining the transaction cost, also called the cost of doing business [88, 89]. The estimation of the transaction cost is still one of the most active research areas in modern economic science. Potential drivers of transaction cost are, i.e., cost of administrative barriers overcoming, information search costs, negotiation costs, costs of measurement, costs of specification and property rights protection, costs of opportunism, and lobbying costs [90]. Defining software licensing costs, developing generic AI/ML Products, prioritizing less complex AI/ML Product development, etc., can lower transaction costs. The transaction cost related to switching MLOps and DataOps dependent technologies could be essential to consider. Additionally to the transaction cost, the production cost related to deploying future AI/ML Products can be informative for defining the entry strategy.

6  |  STRATEGIC ADAPTATION AND RENEWAL

Generally, the adaptation of new technology represents the trade-off between the sustainability of existing technologies and the disruption originated from emergent technologies [43]. Therefore, the evaluation of the impact of emerging technology on an organization's business model and assets are on the radar of many technology leaders. Additionally, many research reports on the adjustment costs related to the adaptation of emergent technologies [91, 92, 93]. Estimating the adjustment cost for adapting AI/ML helps prioritize and identify future AMI initiatives. Potentially, AI/ML adaptation impacts an organization heterogeneously; since it can represent multiple scenarios of the Innovator’s Dilemma [94]. Defining an adaptation strategy for an organization will be instrumental for the future adoption of AI/ML Products and services. This strategy should guarantee that different business units, teams, functions, etc., of an organization, are prepared to embed AI/ML into their business practices -and processes. Furthermore, this adaptation strategy should define an IP strategy assessing the product ownership and the intellectual -and data property [95].

Value innovation  Often, the disruption related to emergent technologies focuses on the response of an incumbent organization for the competitors providing a better substitute in the market. In AMI, this disruption is the default; therefore, the response to disruptive innovation is a phenomenon that all organization members should embrace. Therefore, it is essential to stimulate an innovative culture in an organization [96, 97]. In management literature, the disruption by emergent technologies is categorized by two types of threats [98]: (1) threats among the existing set of competitors, i.e., internal dysfunction and competitive rivalry and (2) threats outside of the existing competitors, i.e.,
substitute products and complementary products. Additionally, the conventional strategy and strategic frameworks for disruptive innovation focus on achieving competitive advantage [56, 94]. Alternatively, the framework based upon value innovation promises higher growth by focusing on superior value for the customers and their offerings in the market [99, 100]. However, focusing only on outperforming competitors could result in organizations neglecting their customers’ most essential needs for products and services.

This manuscript suggests that defining a business strategy for disruptive innovation based upon competitive advantage has limitations for AI/ML. A framework for AI/ML disruptive innovation is composed of components vital for the digital transformation of the supply chain, value chain, and ecosystem. In the following sections, we discuss the AI/ML disruptive innovation: (1) internal business practice (value chain) and (2) external third parties and customers (supply chain, platform, and ecosystem).

6.1 Internal business practice

Board on innovation The C-level leadership might want to build a Board for Innovation within the firm [101, 102, 103, 104]. Too often, innovation is initiated by demand for help. Potentially, this can lead to a lack of vision and strategy even if the AI/ML leaders proposed a vision and a strategy. Its execution can be interrupted by a demand to overcome critical liabilities and a lack of competencies within an organization. Additionally, some research suggests that an independent board of directors can lead to more effective innovation [103]. Therefore, a dedicated Board for Innovation can provide a centralized entity in an organization focused on managing the tension to stimulate thinking, ideas, and innovation. If there is no Board of Innovation, the C-level leadership should organize and identify a replacement. One of the Board of Innovation goals is to define an innovation portfolio. Defining this portfolio could be accomplished by organizing an innovation tournament [105]. This tournament intends to initiate a broad set of potential innovation initiatives. The Board of Innovation should define the criteria for selecting the most promising initiatives for an innovation portfolio [106].

Employee network A crucial part of an organization is the network of employees [107]. Enabling employees to search for other employees in the organization enables potential collaborations and a better understanding of reporting structures. In addition, the creative disciplines often are fragmented across different teams; therefore, networks are a great tool to map out practitioners of these disciplines.

Activity system map An activity system map [108, 109] of your organization is a visualization tool that connects the value proposition of an organization with the activities within your organization. Consequently, activity system maps allow analyzing the competitive advantage of an organization [110]. Furthermore, an activity system map provides the focus areas for building an ecosystem [111].

Competitive strategy cost Competitive advantage can impact two types of cost: (1) the cost for the customer (cost optimization) and (2) the cost of the values created by an organization (cost reduction). In the context of the internal business practice for AMI, it is crucial to concentrate on areas that can improve cost reduction. Many organizations have core functions, i.e., human resources, project management, product management, software engineering, finance, marketing, sales, etc. Each of these functions could profit from AMI initiatives. A Board of Innovation, or its replacement, could guide the process of prioritization, funding, and alignment with the organization’s leadership. It is essential to synchronize these innovation efforts with the business model, the strategic plan, and cost analysis of the organization [71].
6.2 | External 3rd parties and customers

Marketing strategy  External third parties and customers are a continuation of the internal business practice. The framework for disruptive AMI would also need to focus on the pricing optimization of the AI/ML Product for the customer. Furthermore, defining the next-generation features of a product should incorporate the role of a new AI/ML Product. Now, the organization can implement the marketing of a new AI/ML Product. Therefore, a marketing strategy is fundamental for building a brand. Also, searching for prospects and defining customer segments of the product portfolio is essential [112]. Additionally, digital marketing can support the marketing strategy [113, 114, 115]. Innovation and its related marketing are also crucial in the race for global AI/ML talent. Since talent in AI/ML is sparse and often clustered, it is crucial to illustrate the impact of AI/ML in a company.

A shared vocabulary for AI/ML helps an organization develop a business plan. More recent research introduced the term AI Factory [116] as a catalog of AI/ML Products. However, reviewing customer-facing AI/ML initiatives is essential to provide a precise vocabulary for better communication with the supply chain, platform, and ecosystem actors.

Similarly, with the internal business practice, the prioritization by a Board of Innovation would centralize the AMI initiatives related to external third parties and customers. In addition, this would guarantee that expert knowledge is incorporated by the decision-making [104].

Customer adoption  An important aspect for new AI/ML Product development is customer adoption [117]. There are two main drivers for customer adoption: (1) the prediction provided by the AI/ML algorithm to the customer with satisfactory performance (insight in figure 1) and (2) the thrust that the customer has in the predictive capabilities of the AI/ML algorithm. The AI/ML Product -and AI/ML Ecosystem functions implementing the AI/ML solution should closely monitor insight performance, and the business intelligence teams will analyze cannibalization, customer retention, etc. AI/ML safety and explainability can differ depending on the marketplace, i.e., health care, multimedia, aviation, etc., and the use case.

In order to overcome barriers for AI/ML Product adoption, the user of the insights provided by the AI/ML Product needs sufficient training and education in order to reduce the fear of job loss and dependence on non-humans [117]. Furthermore, early customer involvement can inform AI/ML practitioners in an organization about user-centric goals. During the early stages of the AMI journey (TRL ≤ 2), customer feedback can provide instrumental input to learn and fail fast. Incorporating regular customer feedback by the Agile methodology will construct the correct AI/ML solution.

6.3 | Data privacy and AI regulation

Data privacy and AI regulation will gain importance in the next decade. As AI/ML is gaining importance, its data privacy and AI regulation will evolve. Unfortunately, regulation is often behind the technology. Currently, this regulation shows significant geographic differences. Therefore, it is crucial to define a scalable compliance and cybersecurity process related to the ingested data in the ecosystem.

Data privacy  Data privacy is an essential topic for C-suite leadership. Data privacy regulates how data is collected, stored, shared, and deleted [118]. Therefore, a data privacy policy that users, who share their data, can agree upon is an important cornerstone. Additionally, C-suite leadership should define the core principles and the code of ethics for
| Strategy type          | Description                                                                                                                                 |
|-----------------------|----------------------------------------------------------------------------------------------------------------------------------------------|
| Organization strategy | The long-term strategic actions implemented by an organization, i.e., mission -and vision statements, business -and functional objectives, resource management, scope, and core competence of the organization (see section 3). |
| Competitive strategy  | The traditional business strategy aims the achieve long-term sustainable competitive advantage (see section 4).                                |
| Value innovation      | This strategy focuses on value creation for customers and the market; its purpose is achieving higher sustainable growth compared to competitive strategy (see section 6). |
| Data strategy         | The data strategy defines the data management of an organization, i.e., data assets and the corresponding commercial ideas for applying AI/ML, the priorities for organizing, governing, analyzing, and deploying an organization's information assets (see section 5.2). |
| Entry strategy        | The entry strategy defines the optimal path for new product development adoption in an organization. Consequently, this entry strategy should also cover novel AI/ML Product developments (see section 5.3). |
| Red -and blue ocean strategy | These entry strategies are distinct based upon the market for novel product development; a red ocean strategy focuses on an existing market space, and a blue ocean strategy focuses on a new market space (see section 5.3). |
| Disruptive strategy   | The strategy focused on the replacement of established technology by emergent technologies (see section 5.3).                                 |
| Cooperation strategy  | This entry strategy focuses on the collaboration between organizations; often, it is called the market of ideas. As a result of this, the incumbent supports the idea for novel product development (see section 5.3). |
| Adaptation strategy   | This strategy focuses on the adaptation of novel technologies and products in an organization (see section 6).                                  |
| Marketing strategy    | This strategy focuses on the marketing of the product portfolio and the brand of an organization (see section 6.2).                              |

**TABLE 1** The strategic plan of an organization.
using technology in an organization. Furthermore, implementing privacy-by-design for better-standardized solution architectures improves automation during software development, and security [119].

Section 230 of the CDA In 1996, section 230 of the Communications Decency Act (CDA) attempts to protect freedom of expression and innovation of the internet. It states: "No provider or user of an interactive computer service shall be treated as the publisher or speaker of any information provided by another information content provider". Section 230 protects internet service providers (ISPs) and a range of cloud services providers (CSPs) from being responsible for the content they provide [120]. In recent years, misinformation, disinformation, harassment, hate speech, etc., have put section 230 of the CDA under pressure. Publishers of video -and audio content and social media platforms receive more requests to moderate their content. Some of these publishers have attempted to filter content. The lack of an independent regulatory framework resulted in public debate and demand by these private companies for more guidance for this moderating role for filtering content.

Furthermore, internet users have become increasingly aware of the importance of their data and their personally identifiable information (PII). The recent pandemic has also increased the use of social media and video communication platforms to stay connected during lockdowns. In addition, many organizations allow to work from home, more frequently used eCommerce, new contact tracing services to manage the spread of COVID-19, etc., have resulted in the increased focus on data privacy and security.

GDPR In 2018, the European Union introduced the General Data Protection Regulation (GDPR). The GDPR balances personal data protection and data processing needed for innovation [121]. In GDPR article 4, personal data is defined as: "any information relating to an identified or identifiable natural person ('data subject'); a natural person can be identified, directly or indirectly, in particular by reference to an identifier such as a name, an identification number, location data, an online identifier or to one or more factors specific to the physical, physiological, genetic, mental, economic, cultural or social identity of that natural person." The GDPR is an integral part of human rights and privacy laws in the EU and is applicable for any organization that provides goods or services in the EU. Every resident in the EU has the right to access, the right to rectification, restrict processing, portability, and the right to object concerning their personal information. The GDPR impacts the way organizations need to perform data governance and system design. An initial step in data governance is to ensure all business activities are mapped with PII data: corresponding data flows, data owners, compliance reviewers, and stakeholders.

Traditionally in the US, organizations have more autonomy in handling PII data. Potentially, there are a set of federal laws regulating different types of data, i.e., Health Insurance Portability and Accountability Act (HIPAA), Fair Credit Reporting Act (FCRA), Family Educational Rights and Privacy Act (FERPA), Gramm-Leach-Bliley Act (GLBA), Electronic Communications Privacy Act (ECPA), Children’s Online Privacy Protection Rule (COPPA), Video Privacy Protection Act (VPPA), and Federal Trade Commission Act (FTC Act). Additionally, the antitrust law is gaining attention for the digital economy [122]. Significantly, the dominance of Google, Apple, Facebook (Meta), Amazon, and Microsoft (GAFAM) stock raises concern from governments about customer protection from predatory business practices and ensuring fair competition. Furthermore, different states in the US started to regulate data privacy, i.e., California Consumer Privacy Act (CCPA) and California Privacy Rights Act (CPRA), Virginia’s Consumer Data Protection Act (CDPA), Colorado Privacy Act, etc. Data privacy laws are a collection of federal -and state laws. Therefore, an organization must seek appropriate legal advice for the implementation of corresponding security solutions [123].

1 47 U.S.C. section 230: https://www.law.cornell.edu/uscode/text/47/230
AI regulation In 2017, China introduced a new strategy: ‘New Generation Artificial Intelligence Development Plan’ after Lee Sedol lost an exhibition Go game against Google’s AI algorithm AlphaGo by four games to one watched by over 280 million [124]. In 2018, the European Commission published an AI strategy: ‘lead the way in developing and using AI for good and for all’. In 2019, the US AI strategy called: ‘accelerate the nation’s leadership in AI’. Many other countries published AI strategies in recent years. More recently, many regulators and authorities have started to realize that there is ‘no such thing as a free lunch’ [125]. The benefits of AI/ML can be significant; nevertheless, the legal and ethical implications of using AI safely and trustworthy are equally important. Consequently, the focus on AI strategy has shifted into AI regulation [126].

Often, there are four modalities for introducing regulation related to new technology [127]: (1) the law, (2) the society, (3) the market, (4) the architecture or design of technological applications. Authorities need to balance the protective role and the enabling role of regulation. Furthermore, these modalities and the balance between the protective -and enabling role of regulation interplay requires a holistic review.

In 2021, the European Commission (EC) developed a proposal for an AI regulation called the Artificial Intelligence Act. The protective role of this legislation addresses manipulative conduct, indiscriminate surveillance, and large-scale social scoring. In the meantime, China has developed a large-scale credit score system including AI/ML technology [128]. Many governments are critically assessing such large-scale scoring AI/ML scoring systems. Not only if it is legal, but defining trustworthy AI or responsible AI. How can we define ethics and robustness? First, an AI regulation needs to answer demands for more transparency. Therefore, explainability and interpretability of the AI systems, standardization for AI/ML system vendors, privacy and non-discrimination metrics, etc., are essential to regulate the social impact of an AI system. Also, in the US, there is an Algorithm Accountability Act in 2019 and the Algorithmic Justice and Online Platform Transparency Act in 2021 that would require organizations to make impact statements. This impact statement mandates that organizations report details about their AI systems related to their risks and how to mitigate these risks. The impact statement must be completed before the AI system is deployed, and the statement might need to be made public and available for regulators and audits. This regulation in the US is not yet fully adopted.

7 | DIGITAL TRANSFORMATION

Ecosystem Traditionally, supply chains and value chains define an organization’s business activities. However, these business goals are redefined to date to accomplish digital transformation. Additionally, one of the essential concepts of digital transformation is an ecosystem [129, 130]. An ecosystem is a term that originates from ecology [131]. The interaction of species with their biotope has been studied extensively by ecologists; the climate change crisis has reignited interest in ecological ecosystems [132]. There are four main types of interactions in these ecological communities [133]: (1) mutualism: 2 species benefit, (2) commensalism: one species benefits and the impact for the other species is neutral, (3) competition: each species affected negatively, and (4) predation: one species benefits and the other species is affected negatively. Since the increased complexity of products and the sustainable growth of organizations effectively incorporating ecosystems in their business strategy, much attention in the management literature goes to business ecosystems [134, 135]. A business ecosystem seeks sustainable growth by mutualism.

Multiple S-curves During a digital transformation effort, leadership needs to decide on technologies for different components and architectures; consequently, each of these technologies represents an S-curve. Therefore, an AL/ML solution will be a composition of multiple S-curves [136]. Additionally, a solution for digital transformation will need to adopt new emergent technologies over time. The expected disruption from emergent AI/ML Products for supply
chains, value chains, and ecosystems are reviewed in the following sections.

7.1 | Value chain and supply chain

Value chain  The value chains concentrate on the differentiators related to market positioning within an organization and the cost reduction efforts for improving effectiveness. The main driver for value chains within an organization is internal activities. The monetization business model for data is an area of current research [137]. Defining the return-of-investment for the data efforts is vital to enable AMI. The AMI initiatives related to these value chain activities should be part of the business practice aspect of the AMI disruption framework (see section 6.1).

Supply chain  The supply chains manage the network of suppliers, organizations, and distributors to deliver products and services to the customer. Therefore, the supply chain activities can benefit from AMI. One of the promises of the Industry 4.0 standard is to collect data related to the manufacturing activities of an organization. Furthermore, the analytics constructed from these data resources will also increase the quality of the supply chain [138]. The AMI initiatives related to these supply chain activities should be part of the external third party and customer aspect of the AMI disruption framework (see section 6.2).
7.2 | Ecosystem

The ecosystems concentrate on external partnerships and business models for creating more value for the product portfolio. As a result, these ecosystems can suffer from bottlenecks. For example, for AI-related activities, the DataOps and MLOps capabilities of the underlying platform could be a bottleneck for experimentation during AMI initiatives and deployment of AI/ML Products. Therefore, it is essential to review positive and negative interactions with the ecosystem to concentrate on optimal cases for new developments.

Platform | The AI/ML industry segment that designs, develops, implements, and deploys AI/ML Products requires a platform and a set of base AI/ML Products to attract users. The platform could be monetized separately from the AI/ML Products use cases. An open-or federated platform should also allow third parties to run complementary AI/ML Products. This self-servicing model avoids some of the challenges related to the development of these complementary AI/ML Products [134].

The cost of a platform-based ecosystem can be an essential enabler for optimizing its value. Often, an ecosystem rewards high-value users with a lower price. Additionally, high-value users with high subsidization costs should get a low subsidy. In order to sustain an ecosystem, the business model should guarantee the return-of-investment. Depending on the market, different models have been proposed [139].

In today’s business activities, an ecosystem can incorporate multiple platforms. However, multiple platforms in combination with a lack of standardization for data ingestion and AI/ML Product deployments can result in additional bottlenecks for achieving the optimal potential of the ecosystem [140].

8 | FUTURE APPLICATION OF THE FRAMEWORK

Web 3.0 | The future of AI/ML solutions depends on technological advances. The era of hyper-connected internet-of-things (IoT), higher levels of decentralization, expanding the use of cryptography, virtual reality, more personalization, the introduction of 5G, etc., are prominent trends that introduce a transition into the next generation of the internet: Web 3.0. Many components of this framework will remain applicable. Nevertheless, the DataOps and MLOps solutions combined with the AI/ML Products could change dramatically. Therefore, new domains as Edge AI [141], federated learning [142], and decentralized AI [143] are expected to become more prominent. In the following sections, some of the most disruptive technologies: edge computing and blockchain, will be introduced to illustrate that this framework for disruptive AMI remains relevant.

8.1 | Edge computing

Purpose of the edge | Edge computing aims to bring data processing at or as near as possible to the source of data generation [144]. One of the main drivers of this computing paradigm is to effectively handle the increasing amount of data that is generated on the internet [145]; therefore, the edge will have a broad impact across ISPs, CSPs, etc. The main benefits of the edge are low latency, higher security, better resource management with a positive impact on ESG factors, etc.

Current business applications | Edge computing is applied in multiple domains. Illustratively, manufacturers transitioning into Industry 4.0 include multi-year business strategies, including the edge. Some prominent applications are electric vehicles, smart cities, energy utility technologies, commercial unmanned aerial vehicles (UAVs), healthcare
FIGURE 8 Overview of the AI/ML Innovation (AMI) framework.

smart devices, etc. Therefore, the business plan, AMI initiative, and AI/ML Solutions enable new business opportunities.

Risk assessment Many organizations enable microservices architectures, scaled platforms, incorporating cloud-based infrastructures, etc. It can be very disruptive to include the edge-cloud. Furthermore, multiple architectural decisions need to be made for using the edge. Some of these architectures still include security concerns.
8.2 Blockchain

Purpose of blockchain The aim of blockchain, or distributed ledger technology (DLT), is to automate transactions by computing a consensus that a transaction is valid [146]. The authorization of transactions performed by a network of independent users, implemented by a consensus protocol, instead of a third party, i.e., government, bank, etc. Blockchain was designed as a reaction to the Global Financial Crisis in 2008 to prevent excessive financial risk. Each transaction is cryptographically signed and verified by all mining nodes; all mining nodes record chained blocks representing all transactions, the so-called distributed ledger. Currently, a blockchain categorizes into (1) public: everyone can join the blockchain, (2) private: only authorized users can join, (3) consensus or federated: only authorized and pre-selected users can join, and (4) blockchain as a service (BaaS): cloud service providers are providing blockchain-related services [146, 147]. This computational paradigm is often used for cryptocurrencies, i.e., Bitcoin, Ether, etc. Currently, one of the most critical advances in blockchain innovation is to use of so-called smart contracts or decentralized applications (dApps). Smart contracts are programs that govern transactions; often, smart contracts are implemented on the Ethereum blockchain programmed in the Solidity [148]. Additionally, smart contracts are emerging into a novel blockchain-enabled peer-to-peer financial system. Finally, non-fungible tokens (NFT) are digital assets often in the form of multimedia, i.e., images, videos, music, etc.; mainly available on the Ethereum blockchain [149, 150].

Current business applications Blockchain is applied in a variety of domains. Since the introduction of cryptocurrencies, finance has been going through different innovation initiatives related to blockchain. In finance, blockchains are often called decentralized payment systems (DPS). Nevertheless, most online payment systems are not providing the option to pay with a cryptocurrency. Often, eCommerce does not use DSPs because of the high volatility of the value of a cryptocurrency [151]. An effort to overcome this volatility is by introducing Stablecoins. Furthermore, decentralized finance (DeFi) attempts to provide digitally financial primitives, i.e., trading, lending, derivatives, asset management, insurance, etc., programmed with smart contracts. Alternatively, healthcare data management and personalized medicine applications could benefit from blockchain technology, i.e., patients’ electronic health records (EHR), medical equipment supply chain, etc. Additionally, the Health Insurance Portability and Accountability Act of 1996 (HIPAA) enforces regulatory requirements for high standards for authentication and record sharing requirements; these requirements could be implemented with DLT. Another domain of innovation related to DLT is supply chain management. As digital transformation seeks cost reduction opportunities and impacts more efficient production, supply chain optimization is often identified as an opportunity. In the last decade, the supply chain network of an organization and its suppliers has increased in complexity [152]. Therefore, risk management and information gathering of the supply chain have become more critical in order to identify bottlenecks. Consequently, DLT has become an emergent technology for the supply chain [147]. Finally, blockchain is also used in other domains, i.e., distributed data storage [153], agriculture [154], and many more. Therefore, blockchain and DLT have evolved a lot in recent years. Therefore, the business plan, AMI initiatives, and AI/ML Solutions must be reviewed in detail to support these business opportunities.

Risk assessment Blockchains have great potential to be a key technology for the future internet. Nevertheless, there is a general risk. This technology was designed with the intent to overcome risk and improve security. Unfortunately, blockchain has introduced another set of security risks [155], i.e., 50% attack on the consensus protocol, distributed denial of service (DDOS), private key attacks, sybil attacks, eclipse attacks, liveness attacks, double spending attack, etc. Additionally, smart contract software development could benefit from security coding standards and more mature design patterns to avoid vulnerabilities. Furthermore, blockchain solutions could suffer from energy consumption that
could hurt the ESG factors in an organization [156, 157]. If blockchain became a mainstream technology, it would have a problematic impact in our environment [158, 159]. The loss of a private key will result in the loss of assets on the blockchain. The scalability and the number of transactions on a blockchain could be limiting factors for some applications. Similar to data privacy and AI/ML regulation, DLT and blockchain regulation for cryptocurrencies and DeFi could change the landscape of this technology. Also, NFTs have security vulnerabilities. Zero-knowledge proofs (ZKP) is a cryptographic handshake that verifies specific information by disclosing it within the DLT; therefore, it could improve the security of many different blockchain applications.

9 | CONCLUSION

Three parts of the framework  A framework for disruptive AMI includes three main parts: (1) a business plan, (2) the AMI, and (3) the AI/ML solution. A business plan specifies the strategic plan and the cost analysis. The strategic plan needs to review the strategies applied for the organization (see table 1). The cost analysis will review the transaction cost, the adjustment cost, the customer’s costs, and the cost for generating value. Finally, the business plan should emphasize the AMI and the AI/ML solution required to achieve the business goals.

Impact of the framework  The AMI of an organization will need to review the journey for achieving the required performance for a novel AI/ML Product for improving a business process. Therefore, it is essential to define how the AI/ML solution will fit into an organization’s value chain, supply chain, platform, and ecosystem. The value chain would define the internal function with the organization, i.e., the core technology that generates business value, human resources, product -and project management, finance, cyber security, etc. The supply chain should identify bottlenecks in the supplier and customer network. Additionally, the platform incorporates tools based upon MLOps and DataOps capabilities that support collaboration related to the AMI initiatives and deployment of existing AI/ML solutions. Finally, the organization’s ecosystem will make the AI/ML Factory available to a community of users and partners. For this community to be effective and efficient, standardization for data and self-service procedures should be established.

Execution of the framework  This framework can be developed gradually. Since AI/ML will disrupt an organization’s business processes and practices, it will require the entire organization to evolve. This adaptation strategy of an organization to define the human and AI integration will be instrumental for the fourth industrial revolution. The primary purpose of this manuscript is to extend the current business administration frameworks for innovation for AI/ML.
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