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Abstract—In 1998, Zhang and Yeung found the first unconditional non-Shannon-type information inequality. Recently, Dougherty, Freiling and Zeger gave six new unconditional non-Shannon-type information inequalities. This work generalizes their work and provides a method to systematically derive non-Shannon-type information inequalities. An application of this method reveals new 4-variable non-Shannon-type information inequalities.

I. INTRODUCTION

Let \( n \) be a positive integer, \( N \) the set \( \{1, 2, \cdots, n\} \), and \( \mathcal{P}(N) \) its power set. Let \( \xi = (\xi_i)_{i \in N} \) be an \( n \)-dimension discrete random vector. Let \( \xi_I = (\xi_i)_{i \in I} \), \( \forall I \subseteq N \). For convenience, let \( \xi_\emptyset \) be a random variable taking a fixed value with probability 1. The entropy function \( H_\xi \) of \( \xi = (\xi_i)_{i \in N} \) maps sets \( I \subseteq N \) to the Shannon entropies \( H(\xi_I) \), which take value on \([0, +\infty)\). An entropy function which takes finite values can be considered as a vector in the Euclidean space \( \mathbb{R}^{\mathcal{P}(N)} \). Let \( H^\text{ent}_{\xi} \) be the set of all such entropy functions. Therefore \( H^\text{ent}_{\xi} \) can be viewed as a region in \( \mathbb{R}^{\mathcal{P}(N)} \). It is known that the closure of \( H^\text{ent}_{\xi} \), \( cl(H^\text{ent}_{\xi}) \), is a convex cone [1]. A real function \( f \) on \( \mathbb{R}^{\mathcal{P}(N)} \) is an information inequality if and only if \( f(x) \geq 0 \) for all \( x \in H^\text{ent}_{\xi} \).

By Shannon-type information inequalities, entropy function has the following properties: \( H_\xi \) is normalized, \( H_\xi(\emptyset) = 0 \); nondecreasing, \( H_\xi(I) \leq H_\xi(J) \) for \( I \subseteq J \subseteq N \); submodular, \( H_\xi(I) + H_\xi(J) \geq H_\xi(I \cup J) + H_\xi(I \cap J) \) for \( I, J \subseteq N \). Let \( H_N \) be the set of vectors in space \( \mathbb{R}^{\mathcal{P}(N)} \) satisfying the above three properties. Clearly, \( H_N \) is a polyhedral cone.

Obviously, \( H^\text{ent}_{\xi} \subseteq H_N \). It is known that \( H^\text{ent}_2 = H_2, cl(H^\text{ent}_3) = H_3, \) and \( cl(H^\text{ent}_N) \neq H_N \) for \( n \geq 4 \) [1, 2]. Therefore, \( H_N \) is an outer bound of \( cl(H^\text{ent}_N) \). In this work, all outer bound \( H^\text{ent}_{\xi} \) referred will be taken for polyhedral cone.

Since Shannon-type information inequalities can not fully characterize \( cl(H^\text{ent}_N) \), there must exist non-Shannon-type information inequalities. First unconditional linear non-Shannon-type information inequality was found in [2]. More of these non-Shannon-type information inequalities appeared in [3]–[6]. Very recently, Matúš [17] derived an infinite sequence of new 4-variable and 5-variable linear information inequalities, and used them to show that \( cl(H^\text{ent}_N) \) is not a polyhedral cone, for all \( n \geq 4 \). That is to say, \( cl(H^\text{ent}_N) \) can not be fully characterized by a finite number of linear information inequalities.

In the process of deriving non-Shannon-type information inequalities in [2] and [5], the authors used similar methods. This work generalizes their concept and method, then brings forward a method to systematically derive non-Shannon-type information inequalities. In particular, using this method, we find new 4-variable unconditional linear non-Shannon-type information inequalities.

II. POLYHEDRAL CONE AND ITS PROJECTION

In this section, we first briefly review the definition and properties of polyhedral cone, then turn to the projection of polyhedral cone.

A polyhedral cone \( P \) in Euclidean space \( \mathbb{R}^n \) can be represented in two ways: by the intersection of a finite number of closed half-spaces (an \( H \)-representation),

\[
P = \{ x \in \mathbb{R}^n \mid Ax \geq 0 \}, \quad A \in \mathbb{R}^{r \times n};
\]
or by the nonnegative linear combination of a finite set of extreme rays (a \( V \)-representation),

\[
P = \{ x \in \mathbb{R}^n \mid x = Ry, y \in \mathbb{R}^s, y \geq 0 \}, \quad R \in \mathbb{R}^{n \times s}.
\]

Minkowski-Weyl Theorem states that these two representations are equivalent [10].

In this work, a polyhedral cone is viewed as a region in Euclidean space as well as the finite set of linear inequalities representing the closed half-spaces defining the region. In this view, polyhedral cone \( H_N \) can be considered as the region in space \( \mathbb{R}^{\mathcal{P}(N)} \) as well as a set of facet-defining Shannon-type information inequalities, namely, elemental forms of Shannon's information measures [8].

A projection of a region \( P \) in \( \mathbb{R}^n = \mathbb{R}^{n_1} \times \mathbb{R}^{n_2} \) onto its subspace \( \mathbb{R}^{n_1} \) is

\[
\pi_{x_1}(P) = \left\{ x_1 \in \mathbb{R}^{n_1} \mid \exists x_2 \text{ such that } x = \left( \begin{array}{c} x_1 \\ x_2 \end{array} \right) \in P \right\}.
\]
That is to say, \( \pi_{x_1} \) is a projection determined by its range \( \mathbb{R}^{n_1} \) and null space \( \mathbb{R}^{n_2} \). And \( \pi_{x_1}(P) \) is the set of all the vectors \( \pi_{x_1}(x), x \in P \).

The projection of a polyhedral cone is still a polyhedral cone. In its V-representation, projection of \( P \) onto \( \mathbb{R}^{n_1} \) is simply

\[
\pi_{x_1}(P) = \{ x_1 \in \mathbb{R}^{n_1} \mid x_1 = R_1 y, y \in \mathbb{R}^r, y \geq 0 \},
\]

where \( R_1 \in \mathbb{R}^{n_1 \times s}, R_2 \in \mathbb{R}^{n_2 \times s}, \begin{pmatrix} R_1 \\ R_2 \end{pmatrix} = R \). The projection of a polyhedral cone in its H-representation is more difficult. We will detail it later in Section IV.

Now we discuss some results relating a polyhedral cone with the half-spaces and vertexes of its projection.

A homogeneous linear inequality \( ax \geq 0 \) can be inferred from a system of homogeneous linear inequalities \( Ax \geq 0 \) if and only if the result of the linear programming problem

\[
\begin{align*}
\text{minimize} & \quad ax \\
\text{subject to} & \quad Ax \geq 0
\end{align*}
\]

is greater than or equal to 0, if and only if there exists a vector \( y \geq 0 \) so that \( y^T A = a \). The latter equivalence is in fact the well-known Farkas Lemma. Linear programming can be used either to verify the former linear optimization problem or to find a non-negative solution of the latter linear equations.

A set of homogeneous linear inequalities is called independent, if none of its inequalities can be inferred from other inequalities in the set.

**Lemma 1.** A linear inequality \( ax_1 \geq 0 \) can be inferred from the projection of a set of linear inequalities \( A_1 x_1 + A_2 x_2 \geq B \) if and only if it can be directly inferred from \( A_1 x_1 + A_2 x_2 \geq 0 \).

The lemma results from Projection Lemma used in block elimination algorithm [12], which is proved using Farkas Lemma.

**Lemma 2.** A vertex \( x_1 \) is in the projection of a set of linear inequalities \( A_1 x_1 + A_2 x_2 \geq B \) if and only if the result of the linear programming problem

\[
\begin{align*}
\text{maximize} & \quad (B - A_1 x_1)^T y \\
\text{subject to} & \quad A_2^T y = 0, \\
& \quad y \geq 0
\end{align*}
\]

is less than or equal to 0.

The equivalence can be readily proved by Farkas Lemma.

Owing to the above two lemmas, with the knowledge of the extreme rays and linear inequalities of a polyhedral cone \( P_1 \), one can verify whether it is the projection of polyhedral cone \( P \), without actually computing the projection.

### III. Theoretical Background

In this section, we present the theoretical background of the work.

In \( 2^n \)-dimension Euclidean space \( \mathbb{R}^{P(N)} \), a vector is written as \( x^{P(N)} = (x_1)_{i \in P(N)} \). In the discussion of linear information inequality, \( x_0 \) is fixed to be 0.

**A. Projection of \( H_N \) and \( H^\text{ent}_N \)**

**Definition 1.** A projection of a region \( P \) in \( \mathbb{R}^{P(N)} \) onto its subspace \( \mathbb{R}^{P(M)} \) is \( \pi_{x^{P(M)}}(P) \), where \( M = \{1, 2, \cdots, m\}, m < n \).

This is the same as the concept of restriction in [6], [17].

**Proposition 1.** \( \pi_{x^{P(M)}}(H^\text{ent}_N) = H^\text{ent}_M. \ pi_{x^{P(M)}}(cl(H^\text{ent}_N)) = cl(H^\text{ent}_M). \)

The proposition can be easily proved by truncating an \( n \)-dimension discrete random vector.

**Proposition 2.** \( \pi_{x^{P(M)}}(H_N) = H_M \).

### B. Procedure for Derivation of Non-Shannon-Type Information Inequalities

Following, we state the procedure for systematically deriving non-Shannon-type information inequalities. Below, we restrict consideration to random vectors whose entropy functions take finite values.

Say, we want to find \( m \)-variable information inequalities. For any \( m \)-dimension random vector \( \xi \), we construct a corresponding \( n \)-dimension \( (n > m) \) random vector \( \zeta = (\xi_i)_{i \in N} \), so that the marginal distribution of its first \( m \) random variables, namely, the probability distribution of \( \zeta_M \), equals that of \( \xi \). Let \( \Delta_N \) in \( \mathbb{R}^{P(N)} \) be the set of entropy functions of all these \( n \)-dimension discrete random vectors. Observing the above construction and recalling the definition of projection, it follows that \( \pi_{x^{P(M)}}(\Delta_N) = H^\text{ent}_M \). Therefore, if we can to some extent characterize \( \Delta_N \), thus its projection \( \pi_{x^{P(M)}}(\Delta_N) \), we can finally arrive at an outer bound of \( H^\text{ent}_M \). Obviously, \( H^\text{ent}_M \) is a trivial outer bound of \( \Delta_N \). Since \( \pi_{x^{P(M)}}(H_N) = H_M \), it provides no new information about \( H^\text{ent}_M \). However, for properly designed \( \zeta \), some better outer bound of \( \Delta_N \) can be reached.

In the latter part of the section, we focus on the technique used in [5] to construct the \( n \)-dimension random vector \( \zeta \) and the outer bound of \( \Delta_N \).

We restate a lemma in [9, Lemma 14.8].

**Lemma 3.** Given an \( n \)-dimension random vector \( \xi = (\xi_i)_{i \in N} \), there exists a random variable \( \xi_{n+1} \), such that:

1. The joint probability distribution of \( (\xi_{n+1}, \xi_I) \) equals that of \( (\xi, \xi_I) \).
2. Markov chain \( \xi_{\{k\} \cup J} \rightarrow \xi_I \rightarrow \xi_{n+1} \) holds, where \( \{k\}, I, J \) are disjoint subsets of \( N \).

In [5], random variable \( \xi_{n+1} \) is called a \( \xi_J \)-copy of \( \xi_k \) over \( \xi_I \).

Therefore, with \( \xi_{n+1} = \zeta = (\xi_1, \cdots, \xi_n, \xi_{n+1}) \) is an \( n + 1 \)-dimension random vector. And

\[
H_\zeta((n+1) \cup I_1) = H_\zeta((k \cup I_1), I_1 \subseteq I_1, \)
\]

for all \( \zeta \).
For constructing an \( n \)-dimension random vector from \( m \)-dimension random vector \( \zeta \), we start with \( \zeta \), then add auxiliary random variables \( \xi_{m+1}, \ldots, \xi_n \) according to Lemma 3, choosing parameters \( k, l, j \) every time. The process ends with an \( n \)-dimension random vector \( \zeta = (\xi_1, \ldots, \xi_m, \xi_{m+1}, \ldots, \xi_n) \). Besides all \( n \)-variable Shannon-type information inequalities, depending on the parameters chosen, the entropy function of \( \zeta \) also satisfies the above two kinds of equalities. Let \( C_N \) denote the set of all these additional linear equalities. The region of the entropy functions of all \( \zeta, \Delta_N \), is outer bounded by the polyhedral cone \( H_N \cap C_N \). Recalling that \( H_M = \pi_{\pi(M)}(\Delta_N) \), it follows that \( H_M \subseteq \pi_{\pi(M)}(H_N) \subseteq \pi_{\pi(M)}(H_N \cap C_N) \). The projection of \( H_N \cap C_N \) can be explicitly calculated. If \( \pi_{\pi(M)}(H_N \cap C_N) \) is strictly smaller than \( H_M \), we then have a better characterization of \( H_M^{\text{ent}} \). In other words, some of the facet-defining linear equalities of \( \pi_{\pi(M)}(H_N \cap C_N) \) must be \( m \)-variable non-Shannon-type information inequalities.

In the above procedure, alternatively, we could use any known outer bound \( H_N^{\text{outer}} \) instead of \( H_N \). That is to say, we calculate the projection of \( H_N^{\text{outer}} \cap C_N \) instead. This means using known linear non-Shannon-type information inequalities in the derivation of new non-Shannon-type information inequalities.

We delay the application of above procedure to Section IV.

### IV. Projection Algorithm

Although projection of a polyhedral cone in its \( V \)-representation is simply the projection of all its extreme rays, in this work, we prefer the \( H \)-representation, partly because we are interested in linear information inequalities, and partly because the \( V \)-representation of an outer bound might be exponentially more complex than its \( H \)-representation.

In order to derive non-Shannon-type information inequalities using the theory and method mentioned in Section III, we must actually calculate the projection of a polyhedral cone. However, even for deriving \( 4 \)-variable non-Shannon-type information inequalities by projecting the polyhedral cone outer bounding the entropy functions of all corresponding \( 6 \)-dimension random vectors, it requires calculating the projection of a \( 6 \)-dimension polyhedral cone consisting of hundreds of linear inequalities onto a \( 2^4 \)-dimension space. Moreover, there is no explicit complexity results known for polyhedron projection [12].

Classical projection methods such as Fourier-Motzkin elimination and block elimination are too computationally inefficient to project high dimension polyhedron [11], [12]. And the degeneracy of the polyhedral cone may render other projection algorithms, such as ESP [15], inefficient.

We turn to convex hull method (CHM) proposed in [13]. It works directly in the projection space. The flowchart of CHM is depicted in Fig. 1. For projecting a polyhedral cone \( P \) in \( \mathbb{R}^n \) onto \( \mathbb{R}^m \), the algorithm incrementally constructs a polyhedral cone \( P_1 \) in \( \mathbb{R}^m \) while maintaining its double description pair \( (A_1 \ A_2), R_1 \). The output is \( \pi_{\pi_1}(P) = P_1 \), represented by double description pair \( (A_2 \ R_1) \).

The convex hull algorithm used in the CHM can be implemented using any incremental algorithm. We adopt Fourier-Motzkin elimination (the dual of double description method [14]), since it appears to deal well with degeneracy [16].

We can take advantage of the incremental nature of CHM to further reduce its computational complexity. Let \( H_M^{\text{inner}} \) be an inner bound of \( \pi_{\pi(M)}(H_M^{\text{ent}}) \). Then the extreme rays of \( H_M^{\text{inner}} \) in \( H_M^{\text{ent}} \) must be the extreme rays of \( \pi_{\pi(M)}(H_N^{\text{ent}} \cap C_N) \). If the polyhedral cone generated by these extreme rays is full dimensional (except on axis \( x_6 \)), we can then skip the initialization and immediately start CHM from this approximation. This method can be used for projection onto \( \mathbb{R}^P(1, 2, 3, 4) \), since the inner bound of \( \pi_{\pi}(H_4^{\text{ent}}) \) is known [2], [7].

#### V. New 4-variable Non-Shannon-Type Information Inequalities

In this section, we focus on \( 4 \)-variable non-Shannon-type information inequalities. They are of theoretical importance,
meanwhile, low dimension polyhedral cones are more computationally tractable. In the following, we discuss two different approaches for calculating new non-Shannon-type information inequalities using the procedure introduced in Section III-B. Then the results are used to help derive an infinite sequence of 4-variable non-Shannon-type information inequalities.

A. Projection by Adding More Random Variables

First we add the 5th and 6th random variables, as what is shown in the proof of [5, Theorem III.1]. For any probability distribution of 4-dimension random vector $\xi$, by Lemma 3, let $\xi_6$ be a $\xi_4$-copy of $\xi_3$ over $\xi(2,3,4,5)$. Let $\xi_5$ be a $\xi_2$-copy of $\xi_3$ over $\xi(1,2,4,5)$. This results in a 6-dimension random vector $\xi = (\xi_1, \cdots, \xi_6)$. The corresponding polyhedral cone $C_6$ has 18 equalities. $\pi_{\mathcal{P}(2,3,4,5)}(H_6 \cap C_6)$ is a polyhedral cone defined by 35 linear information inequalities, which reveals Zhang-Yeung inequality and the third and fifth Dougherty-Freiling-Zeger inequalities.

We use more than 6 random variables. For instance, let $\xi$ be a $\xi_4$-copy of $\xi_2$ over $\xi(1,3,4,5)$. And $\xi = (\xi_1, \cdots, \xi_7)$. The corresponding polyhedral cone $C_7$ has 19 more equalities. The resulting projection $\pi_{\mathcal{P}(1,2,3,4)}(H_7 \cap C_7)$ is a polyhedral cone defined by 56 linear information inequalities, which reveals 13 independent non-Shannon-type information inequalities unknown before. Due to space limitations we just list several of them.

$$\begin{align*}
-56H(\xi_1) - 4H(\xi_2) - 19H(\xi_3) \\
+45H(\xi_1,2) + 67H(\xi_1,3) + 22H(\xi_2,3) \\
+23H(\xi_1,4) - 8H(\xi_2,4) + 9H(\xi_3,4) \\
-55H(\xi_1,2,3) - 24H(\xi_1,3,4) \geq 0,
\end{align*}$$

$$\begin{align*}
-34H(\xi_1) - 2H(\xi_2) - 11H(\xi_3) - H(\xi_4) \\
+27H(\xi_1,2) + 40H(\xi_1,3) + 12H(\xi_2,3) \\
+15H(\xi_1,4) - 5H(\xi_2,4) + 7H(\xi_3,4) \\
-32H(\xi_1,2,3) - 16H(\xi_1,3,4) \geq 0,
\end{align*}$$

$$\begin{align*}
-28H(\xi_1) - H(\xi_2) - 10H(\xi_3) - 2H(\xi_4) \\
+22H(\xi_1,2) + 34H(\xi_1,3) + 11H(\xi_2,3) \\
+13H(\xi_1,4) - 4H(\xi_2,4) + 6H(\xi_3,4) \\
-28H(\xi_1,2,3) - 13H(\xi_1,3,4) \geq 0.
\end{align*}$$

The novelty and independence of these information inequalities can be verified by finding an extreme ray which does not satisfy one of the inequalities, but satisfies all 4-variable Shanon-type information inequalities together with all substituted forms of Zhang-Yeung inequality, Dougherty-Freiling-Zeger inequalities, Matu inequalities, and the rest of these inequalities. The verification can be done by linear programming.

Nevertheless, without calculation (projection or verification), we do not know beforehand how these auxiliary random variables would affect the resulting projection. This hinders us from systematically designing the random vector $\xi$.

B. Projection Using Improved Outer Bound

Alternatively, we choose not to add that many auxiliary random variables, but to use an outer bound strictly smaller than $H_N$. Let $\xi_5$ be a $\xi_4$-copy of $\xi_3$ over $\xi(1,2,3,4)$. During process in Section V-A, it is already known that $\pi_{\mathcal{P}(1,2,3,4)}(H_5 \cap C_5)$ only reveals Zhang-Yeung non-Shannon-type information inequality,

$$\begin{align*}
-2H(\xi_1) - 2H(\xi_2) - H(\xi_3) \\
+3H(\xi_1,2) + 3H(\xi_1,3) + 3H(\xi_2,3) \\
+H(\xi_1,4) + H(\xi_2,4) - H(\xi_3,4) \\
-4H(\xi_1,2,3) - H(\xi_1,2,4) \geq 0.
\end{align*}$$

An outer bound $H_4^{\text{outer}(1)}$ is constructed from $H_4$ and Zhang-Yeung inequality.

Through substitution, an outer bound $H_5^{\text{outer}(1)}$ can be constructed from $H_4^{\text{outer}(1)}$. We repeat the procedure, but project $H_5^{\text{outer}(1)} \cap C_5$ rather than $H_5 \cap C_5$. The resulting projection $\pi_{\mathcal{P}(1,2,3,4)}(H_6^{\text{outer}(1)} \cap C_6)$ is a polyhedral cone defined by 55 linear information inequalities, 6 of which are independent information inequalities that can not be inferred from $H_4^{\text{outer}(1)}$. Among them, the following is unknown before,

$$\begin{align*}
-10H(\xi_1) - 10H(\xi_2) - H(\xi_3) \\
+17H(\xi_1,2) + 10H(\xi_1,3) + 10H(\xi_2,3) \\
+4H(\xi_1,4) + 4H(\xi_2,4) - 3H(\xi_3,4) \\
-16H(\xi_1,2,3) - 5H(\xi_1,2,4) \geq 0.
\end{align*}$$

Outer bound $H_4^{\text{outer}(2)}$ is constructed from $H_4^{\text{outer}(1)}$ together with these new information inequalities.

It can be observed that the above procedure is indeed a function which maps $H_4$ to $H_4^{\text{outer}(1)}$, and subsequently $H_4^{\text{outer}(1)}$ to $H_4^{\text{outer}(2)}$.

C. Infinite Sequence of 4-variable Non-Shannon-Type Information Inequalities

Though the projection algorithm will only reveal finite number of non-Shannon-type linear information inequalities, the information acquired from the results may still help shed some light on the infinite sequence of linear information inequalities.

Once a new $m$-variable linear information inequality is derived by projecting some $H_N^{\text{outer}} \cap C_N$, it can be written as a nonnegative linear combination of those $n$-variable information inequalities and additional equalities, as discussed in Section III. This nonnegative linear combination can be viewed as an explicit proof of this newly derived information inequality.

It can be observed that Zhang-Yeung information inequality \[1\] and information inequality \[2\] bear some similarity. Moreover, the explicit proofs corresponding to the two information inequalities share a similar structure. Therefore, with several more iterations and some guesswork, we derive the following
equalities. It is easy to see that type information inequalities and all substituted forms of For example, it can be shown that the procedure described in Section III-B applying Lemma 3.

the intersection of all projections i.e. the subspace consisting of all vectors with and the requirement that no term in the resulting inequality inequality in [3], the application of the inference rule is. A rigorous proof can be easily obtained through mathematical induction.

When \( s = 1 \), information inequality (3) corresponds to a Shannon-type information inequality. For \( s = 2 \) and 3, it is Zhang-Yeung inequality and information inequality (2), respectively.

VI. DISCUSSION AND FUTURE WORK

The concept and usage of projection is not limited to the theory and application mentioned above. The notion of inference rule in [3] and inner adhesivity in [17] and their methods for deriving non-Shannon-type information inequalities can also be regarded as a practice of projection. For example, in the proof of the 5-variable non-Shannon-type information inequality in [3], the application of the inference rule is equivalently the following set of additional equalities,

\[
\begin{align*}
x_{\{3,4,5\}} + x_{\{3,4\}} &- x_{\{3,4,5\}} - x_{\{3,4\}} = 0, \\
J &\subseteq \{1, 2\}, J \neq \emptyset,
\end{align*}
\]

and the requirement that no term in the resulting inequality has any of \( \{1, 2\} \) together with \( \{5\} \) specifies the range of the projection, i.e. the subspace consisting of all vectors with \( x_{J \cup J \cup \{5\}} = 0, I \subseteq \{3, 4\}, J \subseteq \{1, 2\}, J \neq \emptyset \).

The procedure used in Section IV can be generalized and its limit property is to be investigated. Let \( H_{M|N}^{\text{outer}} \) denote the intersection of all projections \( \pi_{x^{(M)}} (H_N \cap C_N) \) derived using the procedure described in Section III-B applying Lemma 3. For example, it can be shown that \( H_{M|N}^{\text{outer}} \) is in fact the region enclosed by all 4-variable Shannon-type information inequalities and all substituted forms of Zhang-Yeung inequality, and that \( H_{4|6}^{\text{outer}} \) is the region enclosed by all 4-variable Shannon-type information inequalities and all substituted forms of Zhang-Yeung inequality and Dougherty-Freiling-Zeger inequalities. It is easy to see that \( H_{M|N}^{\text{outer}} \subseteq H_{M|N}' \), for

\[
n > n'. \therefore \ \text{define } H_{M|N}^{\text{outer}} = \bigcap_{n \geq m} H_{M|N}^{\text{outer}}. \And obviously \ H_{M|N}^{\text{outer}} \supseteq H_{M|N}^{\text{ent}}. \If the critical issue is whether \ H_{M|N}^{\text{outer}} = c\left( H_M^{\text{ent}} \right). \If the above equation holds, then this work presents an explicit characterization of \( c(H_M) \), and we are capable of calculating and approximating it. Otherwise, the problem is whether there exist other methods of adding random variables and other kinds of additional inequalities that can be used as \( C_N \), so that after a similar process the newly obtained \( H_{M|N}^{\text{outer}} \) would coincide with \( c(H_M^{\text{ent}}) \).

Similarly, the procedure described in Section [V-B] can be generalized. Let \( \sigma \) be a function defined on the set of polyhedral cones in \( \mathbb{R}^P(M) \), which maps an outer bound \( H_M^{\text{outer}} \) to the intersection of all projections \( \pi_{x^{(P)}} (H_M^{\text{outer}} \cap C_N) \), for fixed \( n \). Clearly, \( \sigma^{k+1}(H_M) \subseteq \sigma^k(H_M) \), and \( \sigma^k(H_M) \supseteq H_M^{\text{ent}} \). Then, the problem is whether \( \sigma^{k+1}(H_M) \) is strictly smaller than \( \sigma^k(H_M) \), and whether \( \lim_{k \to \infty} \sigma^k(H_M) = c(H_M^{\text{ent}}) \). These call for further investigation.
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