On the electron scattering on the one-dimensional complexes: the vertex amplitudes method
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Abstract. The problem of electron scattering on the one-dimensional complexes is considered. We propose a novel theoretical approach to solution of the transport problem for a quantum graph. In the frame of the developed approach the solution of the transport problem is equivalent to the solution of a linear system of equations for the vertex amplitudes $\Psi$. All major properties, such as transmission and reflection amplitudes, wave function on the graph, probability current, are expressed in terms of one $\Gamma$-matrix that determines the transport through the graph. The transmission resonances are analyzed in detail and comparative analysis with known results is carried out.
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1 Introduction

Impressive progress in the development, manufacturing and understanding of various nanostructures is observed in recent times \cite{1,2,3,4,5,6,7,8,9,10}. This makes scientists not only to formulate the new theoretical problems and to reconsider the existing ones but also to look for the new approaches to the solution of these problems. That "new" approaches usually have their own history.

The classical example is the dynamics of the electron in a graph (one-dimensional complex \cite{11}). This problem has more than seventy years history and was introduced into physics in connection with calculation of the properties of conjugated organic molecules \cite{12,13,14,15,16,17}, but then gradually lost its relevance to the quantum chemistry. Nevertheless, the model of electron in a graph stimulated the emergence of the new field in the mathematics related to the investigation of the spectrum of self-adjoint operators in compact and noncompact graphs \cite{18,19,20,21,22,23}. In recent years the renewed interest in this area involved significant redevelopment and enhancement of the existing theory \cite{24,25,26}.

The quantum mechanics in the graph demonstrates many interesting peculiarities. One of them is the spectrum of the Schrödinger operator. To find it one should construct its self-adjoint extension which is not unique \cite{19}. This is most commonly done in way that was first proposed by Griffith \cite{27}. The classical counterpart of the Griffith's extension is the well known Kirchhoff rules for current conservation in each node supplemented with the wave function continuity condition resulting from the quantum mechanics ideology. The spectrum of this self-adjoint extension is discrete on compact graph \cite{22,28}.

The more interesting property of the spectrum is the existence of the discrete eigenenergies embedded in the continuum (in what follows, it is abbreviated as BIC). The possibility of such states was shown in the prominent paper of Wigner and von Neumann \cite{29} and the method to construct them was proposed. Later, it was improved by Stillinger and Herrick \cite{30}. The central idea of this approach consists in such a choice of the potential that the continuum wave function becomes integrable. In the same work of Stillinger and Herrick the BIC were predicted in the semiconductor superlattices. In 1992 it was confirmed in the experiment on the IR irradiation of the Al\textsubscript{0.48}In\textsubscript{0.52}As/Ga\textsubscript{0.47}In\textsubscript{0.53}As superlattice \cite{31}.

The discrete spectrum superimposed on the continuum in quantum graph was considered in details in a number of papers \cite{24,32,33}. Such states in the graph behave quite similarly to the ordinary (in the presence of potential) BIC. This fact encouraged Bulgakov \textit{et al.} \cite{32} to use the term BIC in the case of graph. In the works of Texier \cite{24,33} the presence of the discrete eigenvalues for positive energies on the graph is more carefully interpreted as decoupling of the compact part of the graph from the external leads.

The considered phenomena can be interpreted in the formalism of the de Broglie waves dynamics \cite{31}. However the results of Xia \cite{31} are rather cumbersome to analyze and to make any generalizations.
In connection with the above the aim of the presented work consists in the development of the successive mathematical technique based on the scattering theory to solve the following problems: wave function of the electron in the one-dimensional complexes (graph-like structures), energy spectrum, transmission and reflection amplitudes, Green’s function and response to the external electromagnetic field. These objects are treated in the frame of the single technique in contrast to the current papers in this field that use the different mathematical methods. In addition, the developing approach gives the results with clear physical meaning. Moreover, using the proposed technique allows not only to explain the some fascinating effects [24, 31, 32], but also to formulate the conditions of their occurrence.

This paper is organized as follows. In section 2 we briefly consider the basics of electron transmission through the quantum graphs; we give the general considerations and equations for electron moving on the quantum graph. The main mathematical formalism of the developed method and its application to the electron transmission through the potential with finite support is described in section 3. In section 4 we apply the proposed formalism to the problem of electron transmission through symmetric and asymmetric (with and without Aharonov-Bohm flux) quantum ring. In section 5 the obtained results are summarized. The application of the vertex amplitudes method to the classical quantum mechanics problem of electron scattering by the potential with finite support is presented in Appendix A. In Appendix B the problem of electron scattering by the potential with finite support is described in section 3.

2 Preliminaries

Most of the problems of one-dimensional quantum mechanics can be formulated in the language of quantum graphs. Moreover, the solution of these problems in the frame of the graphs formalism could be more efficient and “elegant” in comparison with the traditional methods of quantum mechanics. One of such problems is the electron scattering on the system of connected quantum wells (the detailed analysis is carried out in Appendix A). A simple and clear example which demonstrates the use of the graphs formalism is the problem of electron scattering by the one-dimensional quantum well (see fig. 1).
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Fig. 1. The one-dimensional scattering on the potential well (barrier) as a problem on the graph. Wavy line represents the potential well (barrier). $\Psi_1$ and $\Psi_2$ are the values of the electron wave function at the graph’s vertices, $\gamma_1$, $\gamma_2$ and $\gamma_3$ are the graph’s edges. The coefficients ($a_i$, $b_i$), $i = 1, 2, 3$ are the coefficients of the wave function: $\psi_i(x) = a_i e^{ikx} + b_i e^{-ikx}$.

The wave functions of the electron in the $in, out$-edges are:

$$\psi_{in} = a_{in} \exp(i k x) + b_{in} \exp(-i k x),$$  \hspace{1cm} (1)

$$\psi_{out} = a_{out} \exp(i k x) + b_{out} \exp(-i k x).$$  \hspace{1cm} (2)
where \( k \) is the electron wave-number. As it follows from (1) and (2) the elastic scattering takes place. This assumption is not necessary and does not influence on the generality of the proposed method, but facilitates further mathematics. The physical meaning of the coefficients \( a_{in}, b_{in}, a_{out}, b_{out} \) depends on the considered problem (see tab. I).

Table 1. Coefficients of the wave functions for different “scattering problems” ("sc.pr.").

| “Left sc. pr.” | First Jost’s solution |
|----------------|---------------------|
| \( a_{in}(k) = 1 \) | \( a_{in}(k) = M_{11} \) |
| \( b_{in}(k) = r(k) \) | \( b_{in}(k) = M_{21} \) |
| \( a_{out}(k) = t(k) \) | \( a_{out}(k) = 1 \), |
| \( b_{out}(k) = 0 \) | \( b_{out}(k) = 0 \) |

| Second Jost’s solution | “Right sc. pr.” |
|-----------------------|----------------|
| \( a_{in}(k) = 0 \) | \( a_{in}(k) = 0 \) |
| \( b_{in}(k) = 1 \) | \( b_{in}(k) = r(k) \) |
| \( a_{out}(k) = -M_{12} \) | \( a_{out}(k) = t(k) \) |
| \( b_{out}(k) = M_{11} \) | \( b_{out}(k) = 1 \) |

In table I \( M \) represents the transfer matrix [38,39] and \( r(k), t(k) \) are the reflection and transmission amplitudes respectively. [38,39] The explicit form of \( M \) is discussed below.

In each edges \( \gamma_n \) of length \( l_{\gamma_n} \) the proper coordinates are used \( \xi_{\gamma_n} \in [0, L_{\gamma_n}] \). In the \( in, out \)-edges coordinates are defined in a different way: \( \xi_{in} \in (-\infty, 0), \xi_{out} \in (0, \infty) \). These coordinates are just a natural parameter in differential geometry [40]. The electron wave function \( \Psi \) in the graph is represented by a set of components \( \psi_{\gamma_n}(\xi_{\gamma_n}), n = 1, 2, \ldots, M \), where \( M \) is the number of edges in graph. Each element \( \psi_{\gamma_n}(\xi_{\gamma_n}) \) of the set is governed by the Schrödinger equation:

\[
H_{\gamma_n} \psi_{\gamma_n}(\xi_{\gamma_n}) = \varepsilon_{\gamma_n} \psi_{\gamma_n}(\xi_{\gamma_n}),
\]

\[
H_{\gamma_n} = \left[ \frac{-\hbar^2}{2m_{\gamma_n}} \frac{d}{d\xi_{\gamma_n}} \left( \frac{1}{m_{\gamma_n}} \frac{d}{d\xi_{\gamma_n}} \right) + V_{\gamma_n}(\xi_{\gamma_n}) \right],
\]

\[
D(H_{\gamma_n}) = \{ \psi_{\gamma_n} : \psi_{\gamma_n} \in C_0^\infty[\xi_{\gamma_n}] \},
\]

where \( m_{\gamma_n} \) is an effective mass of the electron in the edge \( \gamma_n \), \( V_{\gamma_n} \) is the real and locally measurable potential placed on the edge \( \gamma_n \). The operators \( H_{\gamma_n} \) are the symmetric operators with the defect indexes (2,2) [22]. It is known [41,42], that there exists a self-adjoint extension \( H_G \) of operator

\[
\tilde{H}_G = \sum_{\gamma_n=1}^M \bigoplus H_{\gamma_n},
\]

where \( M \) is a number of edges in the graph \( G \). The self-adjoint extension \( H_G \) can be constructed by imposing additional boundary conditions on the wave functions \( \psi_{\gamma_n} \) [41,42], namely:

1. the standard continuity conditions at vertices \( \xi_{v_n} \):

\[
\psi_{\gamma_n}(\xi_{v_n}) = \ldots = \psi_{\gamma_n}(\xi_{v_n}) = \Psi_{v_n},
\]

where \( N \) is a number of edges intersected at vertex \( v_n \), \( \xi_{v_n} \) is the value of local coordinate \( \xi_{\gamma_n} \) in vertex \( v_n \), and \( \Psi_{v_n} \equiv \Psi(\xi_{v_n}) \);

2. the restriction on the sum of derivatives of the wave functions at vertex \( v_n \):

\[
\sum_{j=1}^N \varepsilon_j \int \frac{1}{m_{\gamma_n}} \frac{d\psi_{\gamma_n}}{d\xi_{\gamma_n}} \bigg|_{\xi_{\gamma_n} = \xi_{v_n}} = 0,
\]

where

\[
\varepsilon_j = \begin{cases} -1, & \text{for the edges terminating at vertex } v_n, \\ 1, & \text{for the edges emanating from vertex } v_n \end{cases}
\]

and the index \( j \) numerates the edges which are incoming at vertex \( v_n \) or outgoing from it.

Let us note that the boundary conditions (5) are similar to the well known Kirchhoff rules [26,43].

In what follows, we work with the self-adjoint operator \( \tilde{H}_G \) only and the tilde is omitted for simplicity.

Now, we consider the edge \( \gamma_n \) with a potential that is localized somewhere on this edge. The wave function \( \psi_{\gamma_n} \) can be determined by the following pairs of coefficients: \( (a_{\gamma_n}, b_{\gamma_n}) \) and \( (c_{\gamma_n}, d_{\gamma_n}) \). They have the following meaning: the wave function in every edge outside the potential can be taken in the form a exp(ikx) + b exp(−ikx), thereby, the pair \( (a_{\gamma_n}, b_{\gamma_n}) \) are the coefficients of \( \psi_{\gamma_n} \) before the potential and the pair \( (c_{\gamma_n}, d_{\gamma_n}) \) are the coefficients of \( \psi_{\gamma_n} \) beyond the potential.

It should be noted that the wave functions in the edge is not necessary to be a linear combination of the plane waves \( \exp(\pm ikx) \). If there any potential on the edge that nowhere turns into zero then the wave function is a linear combination of two appropriate solutions of Schrödinger equation. Such potentials, (e.g. \( V(x) = -V_0 \text{sech}^2\gamma x \)) were used for description of the aromatic molecules in the frame of the “graph model” (when the aromatic molecule can be treated as a graph) [44].

### 3 Main formalism

Let us consider the left scattering problem. Thus, according to table II the \( in, out \)-wave functions are:

\[
\psi_{in} = \exp(ikx) + r(k) \exp(-ikx),
\]

\[
\psi_{out} = t(k) \exp(ikx).
\]

An application of the conditions (4), (5) leads to the system of linear algebraic equations for the vertex amplitudes \( \Psi = (\Psi_{in} \equiv \Psi_1, \Psi_2, \ldots, \Psi_{out} \equiv \Psi_M)^T \). This system contains the coefficients of functions \( \psi_{\gamma_n} \). Hence to solve the obtained system for \( \Psi \) it is needed to express \( a_{\gamma_n}, b_{\gamma_n}, \)
The obtained form of the wave function \( \text{(13)} \) still correct for a general graph without potential on the edges and is used in a number of works \([24, 26, 45]\).

The wave function \( \text{(13)} \) creates the current \( j_{\gamma_n} \) in the edge \( \gamma_n \):

\[
j_{\gamma_n} = k|\Psi_n||\Psi_{n+1}| \sin(\arg \Psi_n - \arg \Psi_{n+1}) \csc kl_{\gamma_n},
\]

\[
\csc kl_{\gamma_n} \equiv \frac{1}{\sin kl_{\gamma_n}}.
\]

As it can be seen from \( \text{(14)} \) the current on edge is determined by the relation between arguments of the wave function \( \Psi \) at the appropriate vertices. This situation is similar to the Josephson current \( [46] \), and, more general, to the interference of the currents in the graph. It follows from \( \text{(14)} \) that current turns into zero when one of the absolute values is zero or if \( \arg \Psi_n - \arg \Psi_{n+1} = \pi, n \in \mathbb{Z} \).

Below we demonstrate the application of the proposed method on some well known quantum graphs.

\section*{4 Scattering by the quantum ring}

In this section we consider the well known example of quantum ring \([32, 34, 47]\) (see eq. \( \text{(3)} \)). This model plays the same role in quantum transport as the harmonic oscillator in quantum mechanics. There are plenty of articles examined the transport properties of the quantum ring. The quantum ring is widely used (or proposed to be used) in different fields, namely spintronics \([48, 49, 50]\), near-field optics \([51]\), optics of nanostructures \([52]\), Aharonov-Bohm interferometry \([53, 54]\) etc.

![Fig. 3. The scheme of scattering by the quantum ring.](image)

The obtained form of the wave function \( \text{(13)} \) still correct for a general graph without potential on the edges and is used in a number of works \([24, 26, 45]\).
An application of the condition (15) at each vertex yields:

at vertex $v_1$:

$$-1 - r(k) + \sum_{n=1}^{2} \left[ (\Gamma_{11}^{(1,\gamma_n)} - \Gamma_{21}^{(1,\gamma_n)}) \Psi_1 + (\Gamma_{12}^{(1,\gamma_n)} - \Gamma_{22}^{(1,\gamma_n)}) \Psi_2 \right] = 0,$$

at vertex $v_2$:

$$-t(k) + \sum_{n=1}^{2} \left\{ \Gamma_{11}^{(2,\gamma_n)} \exp(ikl_{\gamma_n}) - \Gamma_{21}^{(2,\gamma_n)} \exp(-ikl_{\gamma_n}) \right\} \Psi_1 + \left\{ \Gamma_{12}^{(2,\gamma_n)} \exp(ikl_{\gamma_n}) - \Gamma_{22}^{(2,\gamma_n)} \exp(-ikl_{\gamma_n}) \right\} \Psi_2 = 0.$$

Equations (15) and (16) represent the system of linear equations for the unknown vector of vertex amplitudes $\Psi = (\Psi_1, \Psi_2)^T$:

$$\Gamma \Psi = F, \quad \Gamma = \mathbf{I} + \Gamma_t,$$

(17)

where

$$(\Gamma_t)_{11} = \sum_{n=1}^{2} (\Gamma_{11}^{(1,\gamma_n)} - \Gamma_{21}^{(1,\gamma_n)}),$$

$$(\Gamma_t)_{12} = \sum_{n=1}^{2} (\Gamma_{12}^{(1,\gamma_n)} - \Gamma_{22}^{(1,\gamma_n)}),$$

$$(\Gamma_t)_{21} = \sum_{n=1}^{2} \Gamma_{12}^{(2,\gamma_n)} \exp(ikl_{\gamma_n}) + \Gamma_{21}^{(2,\gamma_n)} \exp(-ikl_{\gamma_n}),$$

$$(\Gamma_t)_{22} = \sum_{n=1}^{2} \Gamma_{12}^{(2,\gamma_n)} \exp(ikl_{\gamma_n}) + \Gamma_{22}^{(2,\gamma_n)} \exp(-ikl_{\gamma_n}),$$

$$\mathbf{I} = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \quad \mathbf{F} = \begin{pmatrix} 2 \\ 0 \end{pmatrix}.$$  

The solution of (17) is:

$$\Psi = (\mathbf{I} + \Gamma_t)^{-1} \mathbf{F}, \quad \begin{pmatrix} \Psi_1 \\ \Psi_2 \end{pmatrix} = \frac{2}{\text{det}\Gamma} \left( \begin{array}{cc} \Gamma_{22} \\ -\Gamma_{21} \end{array} \right).$$  

(18)

Finally, according to (19), one obtains for transmission and reflection amplitudes:

$$t(k) = -\frac{\Gamma_{21}}{\text{det}\Gamma}, \quad r(k) = \frac{\Gamma_{22}}{\text{det}\Gamma} - 1.$$  

(19)

Note, that the vector $\Psi$ can never be zero. The physical meaning of this fact is that simultaneous decoupling of the ring from the both external leads is not possible. This fact follows from the current conservation law.

Equation (17) is the main equation of the vertex amplitudes method. Once we construct the $\Gamma$-matrix the further analysis of the problem can be completely conducted by means of its elements. The transmission and reflection amplitudes, wave function of electron, probability current density, Green’s function (not presented in this paper) are all expressed through the $\Gamma$-matrix elements.

The mathematical base of the method can be formulated as follows: the vertex amplitudes method reduces the Schrödinger equation for the quantum graph to the system of linear algebraic equation (see eq. (17)) for the unknown vector of vertex amplitudes $\Psi = \{\Psi_1, \ldots, \Psi_n\}$.

### 4.1 Symmetric quantum ring

Let us begin with the most simple case corresponding to the symmetric ring (ring with equal arm lengths) with absence of any potentials on the edges. It suggests that $M$ is identity matrix $\mathbf{I}$:

$$M_{11} = M_{22} = 1, M_{12} = M_{21} = 0, \zeta = \exp(-ikl).$$  

(20)

Since $M$ is identity matrix then $\Gamma^{(1,\gamma_n)} = \Gamma^{(2,\gamma_n)}$. Moreover, when the edges of the ring are identical the matrices $\Gamma^{(1,\gamma_n)}$ and $\Gamma^{(2,\gamma_n)}$ are identical too.

Thus, the elements of $\Gamma$-matrix for the ring with two equal arms of length $l$ take the following form:

$$\Gamma_{11} = 1 + 2 \left( \Gamma_{11}^{(1,\gamma_n)} - \Gamma_{21}^{(1,\gamma_n)} \right),$$

$$\Gamma_{12} = 2 \left( \Gamma_{12}^{(1,\gamma_n)} - \Gamma_{22}^{(1,\gamma_n)} \right),$$

$$\Gamma_{21} = 2 \left[ \Gamma_{11}^{(1,\gamma_n)} \exp(ikl) - \Gamma_{21}^{(1,\gamma_n)} \exp(-ikl) \right],$$

$$\Gamma_{22} = 2 \left[ \Gamma_{12}^{(1,\gamma_n)} \exp(ikl) - \Gamma_{22}^{(1,\gamma_n)} \exp(-ikl) \right] - 1.$$  

(21)

Recalling the definition of $\Gamma^{(1,\gamma_n)}$ matrix (10) gives the explicit form of the differences in (21):

$$\Gamma_{11}^{(1,\gamma_n)} - \Gamma_{21}^{(1,\gamma_n)} = i \cot kl_{\gamma_n},$$

$$\Gamma_{12}^{(1,\gamma_n)} - \Gamma_{22}^{(1,\gamma_n)} = -i \csc kl_{\gamma_n},$$

$$\Gamma_{11}^{(1,\gamma_n)} \exp(ikl_{\gamma_n}) - \Gamma_{21}^{(1,\gamma_n)} \exp(-ikl_{\gamma_n}) = i \csc kl_{\gamma_n},$$

$$\Gamma_{12}^{(1,\gamma_n)} \exp(ikl_{\gamma_n}) - \Gamma_{22}^{(1,\gamma_n)} \exp(-ikl_{\gamma_n}) = -i \cot kl_{\gamma_n}.$$  

(22)

Therefore, the $\Gamma$-matrix for quantum ring with equal arms of length $l$ has the form:

$$\Gamma = \begin{pmatrix} 1 + 2i \cot kl & -2i \csc kl \\ 2i \csc kl & -1 - 2i \cot kl \end{pmatrix}.$$  

(23)
Using (19) and (23), we obtain the following useful for analysis expressions for the transmission and reflection amplitudes:

\[
t(k) = \frac{4i}{5\sin(kl) + 4i\cos(kl)}, \quad (24)
\]

\[
r(k) = -\frac{3}{5 + 4i\cot(kl)}. \quad (25)
\]

As it can be seen from (24), \(t(k)\) never turns into zero.

It is easy to see that values \(k_n = \pi n/l, n = 1, 2, \ldots\) correspond to the zeroes of reflection amplitude.

### 4.2 Asymmetric quantum ring

The situation dramatically changes if one takes the ring with different arm lengths (asymmetric ring). In this case the \(\Gamma\)-matrix takes form:

\[
\begin{align*}
\Gamma_{11} &= 1 + i\cot kl_{y1} + i\cot kl_{y2}, \\
\Gamma_{12} &= -i\csc kl_{y1} - i\csc kl_{y2}, \\
\Gamma_{21} &= i\csc kl_{y1} + i\csc kl_{y2}, \\
\Gamma_{22} &= -1 - i\cot kl_{y1} - i\cot kl_{y2}.
\end{align*} \quad (26)
\]

As before, the transmission and reflection amplitudes are defined by (19) and it is easy to show that:

\[
t(k) = i(\sin kl_{y1} + \sin kl_{y2}) \times \left[ \frac{2}{3} \sin kl_{y1} \sin kl_{y2} + \\
+ i\sin(kl_{y1} + kl_{y2}) - \cos kl_{y1} \cos kl_{y2} + 1 \right]^{-1}, \quad (27)
\]

\[
r(k) = \left\{ [\sin kl_{y1} \sin kl_{y2} + i\sin(kl_{y1} + kl_{y2})] \times \\
\times \left[ \frac{2}{3} \sin kl_{y1} \sin kl_{y2} + i\sin(kl_{y1} + kl_{y2}) - \\
- \cos kl_{y1} \cos kl_{y2} + 1 \right]^{-1} \right\} - 1. \quad (28)
\]

In the quantum ring transport experiments the question of resonance transmission has a fundamental aspect. By resonance transmission is meant not only the lossless passing of electron (transmission coefficient is equal to one) but also the total absence of transmission when transmission coefficient is equal to zero. The perfect transmission \(t(k) = 1\) is observed for electron energies equal to the eigenvalues of the compact graph, in our case it is the closed ring with different arm lengths.

From (27) it follows that \(t(k)\) becomes zero if

\[
kl_{y2} - kl_{y1} = 2\pi n, n = 1, 2, \ldots, \quad (29)
\]

\[
kl_{y2} - kl_{y1} = (2n + 1)\pi, n = 0, \pm 1, \pm 2, \ldots. \quad (30)
\]

These conditions are the same as obtained by Xia [34].

The problem of the quantum ring under consideration contains the two type of parameters: energetic parameters represented by the wave number \(k\) and geometric parameters represented by the arm lengths \(l_{y1}, l_{y2}\). Therefore, there are two ways to investigate the transport through the ring. In short, we could fix the arms lengths varying only the wave number and vice versa. In both cases condition (29) gives the narrow (even of zero width) resonances of \(t(k)\) while condition (30) corresponds to the more smooth resonances with finite width. The first resonance will be referred to below as the first type resonance (FTR), the second one – as the second type resonance (STR).

Let us first consider the energy dependence of the transmission amplitude (see fig. 4). Transmission coefficient
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**Fig. 4.** Different type of the transmission resonances. The transport through the ring can be significantly different for commensurate (dashed line, \(l_{y1} = 1\ nm, l_{y2} = 2\ nm\)) and incommensurate (solid line, \(l_{y1} = 1\ nm, l_{y2} = 2.1\ nm\)) arm lengths. The diamonds correspond to the condition (29), while the black points to condition (30).
The parameter $\Omega$ in the denominator of this expansion determine the width of the resonance. One can easily obtain that for commensurate lengths ($l_{\gamma_2} = 1$ nm, $l_{\gamma_1} = 2$ nm) this term is equal to zero and amplitude $t(k)$ is equal to one. In opposite case of the incommensurate lengths (namely, $l_{\gamma_2} = 1$ nm, $l_{\gamma_1} = 2.1$ nm) the parameter $\Omega$ is nonzero and in fig. [4] we see the narrow resonance. Figure [3] illustrates that the resonances width grows with increasing of $k$. In fact, the resonance width changes periodically upon varying the $l_{\gamma_1}$ (see fig. 5). The reduction of the transmission coefficient, similar to presented in fig. [5] was revealed by Wu and Mahler [56] in studies of Aharonov-Bohm effect in metals and semiconductors. The STR position are marked by the black points in fig. [4]. The dependence of the

$$ t(k) \approx \frac{i\Delta y \cos x}{\Delta y \left( \frac{i}{4} \sin 2x + i \right) - \frac{1}{2} \sin^2 x}, \quad \Delta y = y - 2\pi; $$

$$ t(k) \approx \frac{i\Delta y \cos x}{\Delta y \left( \frac{i}{4} \sin 2x - i \cos 2x \right) + \left( \frac{1}{2} \cos^2 x - \frac{i}{4} \cos 2x - i \sin 2x \right)}, \quad \Delta y = y - x + \pi, $$

where $x \equiv kl_{\gamma_1}$, $y \equiv kl_{\gamma_2}$. The main difference of two expansions (32) consists in behavior at the vicinity of the points $x = n\pi$, $n = 1, 2, \ldots$. It can be obtained directly from (32) that the limits $\Delta y \to 0$ and $x \to n\pi$ do not commute in the first case:

$$ \lim_{x \to n\pi} \lim_{\Delta y \to 0} \{t(k), r(k)\} = \{0, 1\}, $$

$$ \lim_{\Delta y \to 0} \lim_{x \to n\pi} \{t(k), r(k)\} = \{(-1)^n, 0\}, $$

and commute in the second. This non-commutativity is even more sharply manifested for coefficients of the wave function ($a_1, b_1$), ($a_2, b_2$)

$$ \lim_{x \to n\pi} \lim_{\Delta y \to 0} a_1 = \text{const}, $$

$$ \lim_{\Delta y \to 0} \lim_{x \to n\pi} a_1 = i\infty. $$

Bulgakov et al. [32] associate such a behavior of the transmission amplitude and the wave function in the ring with the hand-easy-to-read form of the

$$ t(k) \approx \frac{i\Delta y \cos x}{\Delta y \sin 2x + i \cos x}, \quad \Delta y = y - 2\pi; $$

$$ t(k) \approx \frac{i\Delta y \cos x}{\Delta y \sin 2x - i \cos x}, \quad \Delta y = y - x + \pi, $$

where $x \equiv kl_{\gamma_1}$, $y \equiv kl_{\gamma_2}$. The main difference of two expansions (32) consists in behavior at the vicinity of the points $x = n\pi$, $n = 1, 2, \ldots$. It can be obtained directly from (32) that the limits $\Delta y \to 0$ and $x \to n\pi$ do not commute in the first case:

$$ \lim_{x \to n\pi} \lim_{\Delta y \to 0} \{t(k), r(k)\} = \{0, 1\}, $$

$$ \lim_{\Delta y \to 0} \lim_{x \to n\pi} \{t(k), r(k)\} = \{(-1)^n, 0\}, $$

and commute in the second. This non-commutativity is even more sharply manifested for coefficients of the wave function ($a_1, b_1$), ($a_2, b_2$)

$$ \lim_{x \to n\pi} \lim_{\Delta y \to 0} a_1 = \text{const}, $$

$$ \lim_{\Delta y \to 0} \lim_{x \to n\pi} a_1 = i\infty. $$

Bulgakov et al. [32] associate such a behavior of the transmission amplitude and the wave function in the ring with

and [3] One can see that they are significantly smoother compared with the FTR. There width is always finite for a finite values of $k$.

Now, let us consider the “geometric” resonances conditioned by the dependence of the transmission amplitude on the ring lengths. The wave number of electron is fixed in this case. As it was noted above there are two different type of resonances (see fig. [6]). The forms of resonances resemble the ones considered above (see fig. [4]). Nevertheless, there is important distinction between these two cases. Expanding the numerator and denominator of $t(k)$ defined in (27) in powers of $kl_{\gamma_2}$ up to the first-order terms near two points $kl_{\gamma_2} = 2\pi - kl_{\gamma_1}$ and $kl_{\gamma_2} = \pi + kl_{\gamma_1}$ we

$$ t(k) \approx \frac{i\Delta y \cos x}{\Delta y \left( \frac{i}{4} \sin 2x + i \right) - \frac{1}{2} \sin^2 x}, \quad \Delta y = y - 2\pi; $$

$$ t(k) \approx \frac{i\Delta y \cos x}{\Delta y \left( \frac{i}{4} \sin 2x - i \cos 2x \right) + \left( \frac{1}{2} \cos^2 x - \frac{i}{4} \cos 2x - i \sin 2x \right)}, \quad \Delta y = y - x + \pi, $$

where $x \equiv kl_{\gamma_1}$, $y \equiv kl_{\gamma_2}$. The main difference of two expansions (32) consists in behavior at the vicinity of the points $x = n\pi$, $n = 1, 2, \ldots$. It can be obtained directly from (32) that the limits $\Delta y \to 0$ and $x \to n\pi$ do not commute in the first case:

$$ \lim_{x \to n\pi} \lim_{\Delta y \to 0} \{t(k), r(k)\} = \{0, 1\}, $$

$$ \lim_{\Delta y \to 0} \lim_{x \to n\pi} \{t(k), r(k)\} = \{(-1)^n, 0\}, $$

and commute in the second. This non-commutativity is even more sharply manifested for coefficients of the wave function ($a_1, b_1$), ($a_2, b_2$)

$$ \lim_{x \to n\pi} \lim_{\Delta y \to 0} a_1 = \text{const}, $$

$$ \lim_{\Delta y \to 0} \lim_{x \to n\pi} a_1 = i\infty. $$

Bulgakov et al. [32] associate such a behavior of the transmission amplitude and the wave function in the ring with
the existence of the bounded states in continuum. In details it is discussed below.

The noncommutative properties of the wave function coefficients and transmission amplitude can be understood using the $\Gamma$-matrix \[34\]. On the one hand, if $kl_{\gamma_2} = 2\pi n - kl_{\gamma_1}$ then $\Gamma_1 \equiv 0$, on the other hand $kl_{\gamma_1} = \pi n$ are the points of singularity of all elements of $\Gamma_r$. This fact shed light to non-commutativity of the two aforementioned limits \[34\].

While $kl_{\gamma_2} = 2\pi n - kl_{\gamma_1}$ make the $\Gamma_1$ be zero matrix, the values $kl_{\gamma_2} = \pi n + kl_{\gamma_1}$ keep diagonal elements nonzero. The diagonal elements in this case, $\pm 2i \cot kl_{\gamma_1}$, determine the phase of the reflection amplitude, namely $\varphi \equiv \arg[r(k) + 1]$: \[35\]

$$\tan \varphi = -2 \cot kl_{\gamma_1}. \quad (35)$$

It can be useful to note that at the same time $\varphi$ is the phase of the wave function at vertex $v1$ according to \[10\].

4.3 Asymmetric Aharonov-Bohm ring

The problem becomes more complicated if at the center of the ring there is an infinitely thin solenoid carrying finite magnetic flux. At the same time it is a standard situation in the quantum transport \[52\].

Let us consider the asymmetric quantum ring with different arms of length $l_{\gamma_1}$ and $l_{\gamma_2}$ penetrated by the magnetic flux $\Phi$. From the mathematical point of view it is picewise-smooth contour. Thus, it can be parameterized by the two natural parameters, namely, $\xi_{\gamma_1}$ and $\xi_{\gamma_2}$. We choose the “solenoid” in such a way that the vector potential $\mathbf{A}$ has only tangent to the contour component (see fig. 1).

![Fig. 7. The quantum loop with arms of arbitrary form coupled to the two leads. The loop is penetrated by the Aharonov-Bohm flux. One can see that directions of tangential component of the vector potential $\mathbf{A}$ and vector $d\mathbf{r}_{\gamma_n}$ are opposite on the upper and lower arms.](image)

The Stokes’ theorem gives \[36\]

$$\oint \mathbf{A} \, d\mathbf{l} = \Phi. \quad (36)$$

According to our choice of the vector potential \[37\]

$$\oint \mathbf{A} \, d\mathbf{l} = A_{l_{\gamma_1}} l_{\gamma_1} + A_{l_{\gamma_2}} l_{\gamma_2}. \quad (37)$$

If one takes $A_{l_{\gamma_1}} = A_{l_{\gamma_2}} = A$, then \[38\]

$$A = \frac{\Phi}{l_{\gamma_2} + l_{\gamma_1}}. \quad (38)$$

Thus, the magnetic flux modifies the phase of the wave function in the ring while the $in, out$-wave functions are still the same:

$$\psi_{in} = \exp(ikx) + r(k) \exp(-ikx),$$

$$\psi_{out} = t(k) \exp(ikx),$$

$$\psi_{\gamma_1} = a_{\gamma_1} \exp(ik^-x) + b_{\gamma_1} \exp(-ik^+x),$$

$$\psi_{\gamma_2} = a_{\gamma_2} \exp(ik^+x) + b_{\gamma_2} \exp(-ik^-x),$$

where $k^- = k - \alpha$, $k^+ = k + \alpha$, $\alpha = \Phi/(\Phi_0L)$, $\Phi$ is the magnetic flux through the loop section area, $\Phi_0 = 2\pi \hbar c$ and $L = l_{\gamma_1} + l_{\gamma_2}$.

Applying the developed in previous sections method, one obtains the following expressions for the elements of matrices $\Gamma^{(1;\gamma_1)}$ and $\Gamma^{(1;\gamma_2)}$:

$$\Gamma_{11}^{(1;\gamma_1)} = \frac{\exp(-ik^+l_{\gamma_1})}{\exp(-ik^+l_{\gamma_1}) - \exp(ik^-l_{\gamma_1})},$$

$$\Gamma_{12}^{(1;\gamma_1)} = \frac{-1}{\exp(-ik^+l_{\gamma_1}) - \exp(ik^-l_{\gamma_1})},$$

$$\Gamma_{21}^{(1;\gamma_1)} = \frac{-\exp(ik^+l_{\gamma_1})}{\exp(-ik^+l_{\gamma_1}) - \exp(ik^-l_{\gamma_1})},$$

$$\Gamma_{22}^{(1;\gamma_1)} = \frac{1}{\exp(-ik^+l_{\gamma_1}) - \exp(ik^-l_{\gamma_1})},$$

$$\Gamma_{11}^{(1;\gamma_2)} = \frac{\exp(-ik^-l_{\gamma_2})}{\exp(-ik^-l_{\gamma_2}) - \exp(ik^+l_{\gamma_2})},$$

$$\Gamma_{12}^{(1;\gamma_2)} = \frac{-1}{\exp(-ik^-l_{\gamma_2}) - \exp(ik^+l_{\gamma_2})},$$

$$\Gamma_{21}^{(1;\gamma_2)} = \frac{-\exp(ik^-l_{\gamma_2})}{\exp(-ik^-l_{\gamma_2}) - \exp(ik^+l_{\gamma_2})},$$

$$\Gamma_{22}^{(1;\gamma_2)} = \frac{1}{\exp(-ik^-l_{\gamma_2}) - \exp(ik^+l_{\gamma_2})},$$

and $\Gamma$

$$\Gamma_{11} = 1 + i \cot kl_{\gamma_1} + i \cot kl_{\gamma_2},$$

$$\Gamma_{12} = -i \exp(i\alpha l_{\gamma_1}) \csc kl_{\gamma_1} - i \exp(-i\alpha l_{\gamma_2}) \csc kl_{\gamma_2},$$

$$\Gamma_{21} = i \exp(-i\alpha l_{\gamma_1}) \csc kl_{\gamma_1} + i \exp(i\alpha l_{\gamma_2}) \csc kl_{\gamma_2},$$

$$\Gamma_{22} = -1 - i \cot kl_{\gamma_1} - i \cot kl_{\gamma_2}. \quad (38)$$

Note that the same matrix was used by Texier and Büttiker in studies of the quantum ring with the Aharonov-Bohm flux \[53\].
From (18), (36) we obtain the transmission amplitude for the ring with different arms \( l_{\gamma_1}, l_{\gamma_2} \) penetrated by the magnetic flux \( \Phi \):
\[
t(k) = \frac{2\exp(i\alpha_l) \sin kl_{\gamma_2} + \exp(-i\alpha_l) \sin kl_{\gamma_1}}{\sin kl_{\gamma_1} \sin kl_{\gamma_2} \det \Gamma}.
\] (39)

Comparing this with (27), we understand that the presence of the new parameter \( \alpha \) modifies the conditions of the transmission amplitude zeros (29). One can see from (38) that \( \alpha \) keeps the same points of \( \Gamma \)-matrix singularity but changes condition (29). Straightforward calculation shows that if \( kl_{\gamma_2} + kl_{\gamma_1} = 2\pi \) then
\[
\Gamma_{21} = \csc kl_{\gamma_2} \exp(-i\alpha_l) \left[ 1 - \exp \left( i\frac{\Phi}{\Phi_0} \right) \right].
\] (40)

The condition \( \Gamma_{21} = 0 \) gives \( \Phi/\Phi_0 = 2\pi n \) or \( \alpha L = 2\pi n \), where \( n = 0, \pm 1, \pm 2, \ldots \). Thus, to observe the FTR the two simultaneous conditions is needed to take place:
1. \( kl_{\gamma_2} + kl_{\gamma_1} = 2\pi n, n = 1, 2, \ldots \);
2. \( \alpha L = 2\pi m, m = 0, \pm 1, \pm 2, \ldots \).

It can be directly verified that in the case of symmetric rings these conditions and ones obtained by Bulgakov et al. appears to be the same.

The noncommutative properties of the transmission amplitude emerge upon calculation the limits \( \Delta k \to 0 \) and \( \Delta \alpha \to 0 \). For the ring with equal arms it was done by Bulgakov et al. Figure 8 illustrates this noncommutative behavior of transmission amplitude.

One feature needs to be recognized. When one takes \( \alpha L = 2\pi m, m = 0, \pm 1, \pm 2, \ldots \) the value of the transmission amplitude differs from ones with \( \alpha L = 0 \), but transmission coefficient is the same. From the other hand, the values of the parameter \( \alpha \neq 2\pi m \) can lead to the change of the resonance type or appearance of new resonances (see fig. 9).

### 4.4 Scattering by the cascade of quantum rings

Let us consider the quantum transport in the cascade of quantum rings. It is well known that convenient method to work with one-dimensional quantum cascades is the transfer matrix method [36,37]. Transfer matrix of the linear chain of \( N \) quantum rings and transmission amplitude of this cascade are calculated as:
\[
M^\text{tot} = M_1 \ldots M_N,
\]
\[
t(k) = [M^\text{tot}_{11}]^{-1},
\] (41)
where \( M_1, \ldots, M_N \) are the transfer matrices of intermediate rings, \( M^\text{tot} \) is the transfer matrix of the chain and \( t(k) \) is the transmission amplitude of the chain.

Using expressions for transmission and reflection amplitudes, wave function on the graph, probability current, then are expressed in terms of one \( \Gamma \)-matrix that determines the transport through the graph.

In fig. 9 the transmission coefficient for the different chains of quantum rings as a function of the electron wave number is presented.

### 5 Conclusion

In this paper, we have demonstrated the successive analytical approach to the solution of the transport problem for a quantum graph. Within the framework of the developed approach the solution of the transport problem is equivalent to the solution of a linear system of equations for the vertex amplitudes \( \Psi \). All major properties, such as transmission and reflection amplitudes, wave function on the graph, probability current, then are expressed in terms of one \( \Gamma \)-matrix which determines the transport through the graph.

The simplicity and convenience of the proposed method were illustrated on the example of quantum ring on the different assumptions. The compact part of the graph under consideration has the two-terminal structure. However, the possibility of the expansion of the vertex amplitudes method on the many-terminal systems is obvious. This will result only in the increasing of the size of the \( \Gamma \)-matrix.

The carried out analysis revealed the two kind of resonances upon transport through the ring. The most interesting is the first one. The nonuniform behavior of the transmission amplitude (see 36), features of the resonance
Fig. 9. The illustration of the induced by the Aharonov-Bohm flux change of the resonance type and appearance of new resonances. The black squares correspond to the condition (29), the black points correspond to the condition (30). Dashed line presents the transmission coefficient for $l_{\gamma_1} = 1 \text{ nm}$, $l_{\gamma_2} = 2 \text{ nm}$, $\alpha = 0$, solid line – $l_{\gamma_1} = 1 \text{ nm}$, $l_{\gamma_2} = 2 \text{ nm}$, $\alpha = 3$. Thereby, the Aharonov-Bohm conditions induce the FTR even for commensurate arm lengths.

width, the specific structure of the resonance in the complex energy plane (not presented here) make the FTR very similar to the BIC considered by Pursey and Webber [57]. In this paper we intentionally avoided the use of term BIC for the quantum ring. From our point of view, the direct analogy with the results of von Neuman and Wigner [29], Pursey and Webber [57] is not correct in the case of the quantum ring without any potentials. One of the central idea of von Neuman and Wigner was in special choice of the potential the electron is subjected to. This choice leads to the integrability of the continuum wave function. The relationship between the properties of the wave function and potential is crucial in the definition of the BIC. For the quantum ring we observe the emergence of the FTR (in both cases of rings with and without Aharonov-Bohm flux) in the absence of any potential.

The transmission resonances for the quantum graphs and, in particular, for the quantum ring, were studied in a number of works [53,58,59,60]. Upon studying the resonance line-shape features it was established these resonances are the Fano resonances. The Fano resonances appear when the coupling between the discrete spectrum and continuum takes place. Most often, the discrete spectrum originates from the transverse quantization. However, even in a more simple quasi-one-dimensional model the Fano resonances emerge [58]. In this case, they come from the coupling of quasi-bound states of the compact part of the graph and continuum of the external leads. This in turn gives rise to the peculiarities of the the resonance structure in the complex energy plane [58]. The classical analog of this phenomena are the Helmholtz resonances [61]. The ring play the role of the resonator connected to the waveguides. The quasi-bound states can leak out from the ring, that is the coupling is done by the contacts.

Let us notice that the theoretical framework developing during research of quantum graph is interesting for a field that are, at first glance, far from the considered problem. These are neurobiology and cellular biology. The first reason follows from the usability of the graph to establish the relationships between the different parts of complex system. The modular constitution of biological systems becoming more and more convenient [62]. Thus, the action potentials characteristic of nerve and muscle cells have been reconstituted by transplanting ion channels and pumps from such cells into non-excitable cells [63]. Thereby, the properties of single modules and molecular connections between them are similar to electrical circuits (with the Kirchhoff rules) and quantum graphs (with the principles of quantum mechanics).

The second reason concerned with the existence of biological systems that are the natural graphs. For example, it is neural networks in brain [64,65,66]. The fundamental properties of neural networks strongly depend on its topology and coupling conditions at the nodes. Note, that the same is typical for the quantum graphs.
A Scattering by the potential with finite support

By way of illustration of the vertex amplitudes method, let us consider a well known problem of electron scattering on the one-dimensional potential with finite support (see fig. 11). Below, we derive some general expressions for transmission and reflection amplitudes using the vertex amplitudes approach. It must be pointed out that the obtained expressions are valid for the potentials with arbitrary profiles (not only for the square barriers, wells etc.). Let us consider the left scattering problem in the finite quasi-one-dimensional lead with real potential $V(x) \in C^\infty$. In fact, these requirements are more stringent than those actually needed for the validity of the results reported below. Following the graph ideology we treat this system as a graph consisting of three edges $\gamma_1$, $\gamma_2$, $\gamma_3$ and two vertices $v_1$, $v_2$. The local coordinates $\xi_{\gamma_1} \in (-\infty, \xi_{\gamma_1}^{(1)})$, $\xi_{\gamma_2} \in [\xi_{\gamma_2}^{(1)}, \xi_{\gamma_2}^{(2)})$ and $\xi_{\gamma_3} \in [\xi_{\gamma_3}^{(2)}, +\infty)$ are defined in their respective edges. Let potential $V(x)$ to be located on the edge $\gamma_2$. For simplicity, we assume that the electron’s effective mass $m_{\gamma_2}$ to be equal to the mass of the free electron. According to the scattering theory ideology the wave functions in the edges $\gamma_1$, $\gamma_3$ are taken in the form (6).

According to theory of differential equations [67], there are two linearly independent solutions $u(x)$ and $v(x)$ of the Schrödinger equation in the edge $\gamma_2$. Thus, the wave function $\psi_{\gamma_2}$ can be chosen as a linear combination of functions $u$ and $v$, namely:

$$\psi_{\gamma_2}(\xi_{\gamma_2}) = au(\xi_{\gamma_2}) + bv(\xi_{\gamma_2}).$$

(42)

Let us express the coefficients $(a, b)$ of the $\psi_{\gamma_2}$ in terms of $\Psi_1$ and $\Psi_2$, where $\Psi_1$ and $\Psi_2$ are the values of the electron wave function at the vertices $v_1$ and $v_2$ respectively. To do this, we use the obvious relations:

$$au(\xi_{\gamma_2}^{(2)}) + bv(\xi_{\gamma_2}^{(2)}) = \Psi_1,$$

$$au(\xi_{\gamma_2}^{(1)}) + bv(\xi_{\gamma_2}^{(1)}) = \Psi_2.$$ 

(43)

Solving this system one obtains:

$$\begin{pmatrix} a \\ b \end{pmatrix} = \frac{1}{v(\xi_{\gamma_2}^{(2)})v(\xi_{\gamma_2}^{(2)}) - u(\xi_{\gamma_2}^{(2)})v(\xi_{\gamma_2}^{(2)})} \times \begin{pmatrix} v(\xi_{\gamma_2}^{(2)}) & -v(\xi_{\gamma_2}^{(1)}) \\ -u(\xi_{\gamma_2}^{(2)}) & u(\xi_{\gamma_2}^{(1)}) \end{pmatrix} \begin{pmatrix} \Psi_1 \\ \Psi_2 \end{pmatrix}.$$ 

(44)

Applying the hermiticity conditions (43) to the wave function at vertices $v_1$, $v_2$ one obtains the two equations:

$$ik \exp(i \kappa_{\xi_{\gamma_2}^{(1)}}(1 - r(k)) - au'(\xi_{\gamma_2}^{(2)}) + bv'(\xi_{\gamma_2}^{(2)})) = 0,$$

$$-ik t(k) \exp(i \kappa_{\xi_{\gamma_2}^{(3)}}) + [au'(\xi_{\gamma_2}^{(2)}) + bv'(\xi_{\gamma_2}^{(2)})] = 0,$$

(45)

(46)

where a prime denotes differentiation with respect to appropriate local coordinate. Using the continuity conditions (33) in vertices and (41) we obtain the system of two linear equations for unknown vector of vertex amplitudes $\Psi = (\Psi_1, \Psi_2)^T$ that can be written in the matrix form:

$$\Gamma \Psi = F,$$

(47)

where

$$\Gamma_{11} = u'(\xi_{\gamma_2}^{(2)})v(\xi_{\gamma_2}^{(2)}) - u(\xi_{\gamma_2}^{(2)})v'(\xi_{\gamma_2}^{(2)}) + ik \tilde{\Delta},$$

$$\Gamma_{12} = u(\xi_{\gamma_2}^{(2)})v'(\xi_{\gamma_2}^{(2)}) - u'(\xi_{\gamma_2}^{(2)})v(\xi_{\gamma_2}^{(2)}),$$

$$\Gamma_{21} = v'(\xi_{\gamma_2}^{(2)})u(\xi_{\gamma_2}^{(2)}) - u'(\xi_{\gamma_2}^{(2)})v(\xi_{\gamma_2}^{(2)}),$$

$$\Gamma_{22} = u'(\xi_{\gamma_2}^{(2)})v(\xi_{\gamma_2}^{(2)}) - u(\xi_{\gamma_2}^{(2)})v'(\xi_{\gamma_2}^{(2)}) + ik \tilde{\Delta},$$

$$F = \begin{pmatrix} 2ik \tilde{\Delta} \exp(i \kappa_{\xi_{\gamma_2}^{(1)}}) \\ 0 \end{pmatrix},$$

$$\tilde{\Delta} = u(\xi_{\gamma_2}^{(2)})v'(\xi_{\gamma_2}^{(2)}) - u'(\xi_{\gamma_2}^{(2)})v(\xi_{\gamma_2}^{(2)}).$$

(48)

The solution of (47) is:

$$\Psi = (ik \tilde{\Delta} \mathbf{I} + \Gamma)^{-1} F,$$

$$\begin{pmatrix} \Psi_1 \\ \Psi_2 \end{pmatrix} = \frac{2ik \exp(i \kappa_{\xi_{\gamma_2}^{(1)}}) \tilde{\Delta}}{\det \Gamma} \begin{pmatrix} \Gamma_{22} \\ -\Gamma_{21} \end{pmatrix}.$$ 

(49)

The transmission and reflection amplitudes are easily calculated according to (12):

$$t(k) = \Psi_2 \exp(-ik \xi_{\gamma_2}^{(3)}),$$

$$r(k) = \left[ \Psi_1 - \exp(-ik \xi_{\gamma_2}^{(1)}) \right] \exp(ik \xi_{\gamma_2}^{(1)}).$$

(50)

Substitution of (48) into (49) gives:

$$t(k) = \frac{2ik (\nu_2 - \mu_2) \exp(-ik (\xi_{\gamma_2}^{(3)} - \xi_{\gamma_2}^{(1)}))}{u_2 \nu_2 - k (\mu_1 + ik) - \frac{v_1}{v_2} (\nu_1 - ik) (\mu_2 + ik)},$$

where

$$(u_{1,2} ; v_{1,2}) \equiv \left( u(\xi_{\gamma_{1,2}}^{(2)}); v(\xi_{\gamma_{1,2}}^{(2)}) \right),$$

$$(\mu_{1,2} ; \nu_{1,2}) \equiv \left( \frac{u'(\xi)}{u(\xi)} \right)_{\xi = \xi_{\gamma_{1,2}}^{(2)}} \left( \frac{v'(\xi)}{v(\xi)} \right)_{\xi = \xi_{\gamma_{1,2}}^{(2)}}.$$
The expression for the reflection amplitude can be obtained in analogous manner, namely:

\[ r(k) = \frac{u_2 v_1 (\mu_2 - ik)(\nu_1 - ik)}{u_1 v_2 (\nu_2 - ik)(\mu_1 + ik) - u_2 v_1 (\nu_1 + ik)(\mu_2 - ik)} \times \exp \left( 2ik\xi_{v_1}^{(1)} \right). \]

\[ \text{(51)} \]

The transfer-matrix of potential \( V(x) \) could be written down according to \[ 9 \].

It is significant to point out that the \( \Gamma \)-matrix carries information about discrete spectrum of potential \( V(x) \). Using the standard method \[ 33 \], or directly from the properties of the transmission amplitude \[ 39 \] it follows:

\[ \frac{\det \Gamma(k)}{\Delta(k)} \bigg|_{k=i\kappa_n} = 0, \]

\[ \text{(52)} \]

\( \kappa_n = 2m|E_n|/\hbar^2 \), \( E_n \) is the energy of the \( n \)-th bound state of the electron in potential \( V(x) \). To explain it, let us note that the denominator of expression \[ 50 \] is equal to \( \det \Gamma/\Delta(k) \). Therefore, the solutions of \[ 52 \] correspond to the poles of the transmission amplitude \[ 51 \].

Thus, the proposed technique allows to resolve the scattering problem in terms of two linearly independent solutions of the Schrödinger equation for potential \( V(x) \) and to calculate the binding energies of this potential.

### B Scattering by the system of parallel quantum wells

The problem of electron scattering on the system of \( n \) connected in parallel quantum wells (see fig. \[ 12 \]) can be easily solved using the vertex amplitudes method. To do this one need to construct the \( \Gamma \)-matrix of the system. In the considered case the elements of \( \Gamma \)-matrix have the following form:

\[ \Gamma_{11} = 1 + \sum_{s=1}^{n} \Gamma_{11}^{(1,\gamma_s)} - \Gamma_{21}^{(1,\gamma_s)}, \]

\[ \Gamma_{12} = \sum_{s=1}^{n} \Gamma_{12}^{(1,\gamma_s)} - \Gamma_{22}^{(1,\gamma_s)}, \]

\[ \Gamma_{21} = \sum_{s=1}^{n} \Gamma_{21}^{(2,\gamma_s)} \exp(\gamma sl_{\gamma_s}) + \Gamma_{21}^{(2,\gamma_s)} \exp(-\gamma sl_{\gamma_s}), \]

\[ \Gamma_{22} = \sum_{s=1}^{n} \Gamma_{22}^{(2,\gamma_s)} \exp(\gamma sl_{\gamma_s}) + \Gamma_{22}^{(2,\gamma_s)} \exp(-\gamma sl_{\gamma_s}). \]

Here \( q_s = \sqrt{k^2-V_s} \), \( V_s = 2mU_s/\hbar^2 \) and \( U_s \) is the well’s depth on the edge \( s \). Let us transform to dimensionless variables by taking \( 1 \) nm as length’s unit. As one can see, the above \( \Gamma \)-matrix coincides with the \( \Gamma \)-matrix of the quantum ring up to the replacement of \( q \) by \( k \). If all wells have a similar depth \( U_0 \) and width \( l \), then the expression for \( \Gamma \)-matrix can be significantly simplified. Using \[ 52 \], one obtain:

\[ \Gamma = \begin{pmatrix} 1 + \frac{iq}{k} \cot ql & -\frac{iq}{k} \csc ql \\ \frac{iq}{k} \csc ql & 1 - \frac{iq}{k} \cot ql \end{pmatrix}, \]  

\[ \text{(53)} \]

where \( q = \sqrt{k^2-V_0} \). The transmission and reflection amplitudes can be found using equations \[ 19 \]. Namely, for the transmission amplitude we get:

\[ t_n(k) = \frac{2inqk}{(k^2+n^2q^2) \sin ql + 2inqk \cos ql}, \]  

\[ \text{(54)} \]

As it should be, at \( n = 1 \) this expression turns into the standard expression for the scattering amplitude for the one-dimensional single quantum well. Using \[ 54 \] we can analyze the dependence of the energy spectrum and transmission coefficient of such a system on the number of connected quantum wells.

At first, let us consider the transmission probability. From fig. \[ 13 \] it follows, for the connected in parallel quantum wells the characteristic oscillations of the transmission coefficient take place. These oscillations are resulted from quantum interference effects in analogous to the above considered quantum rings. It is also seen that in the region of energy far enough from the well’s bottom, \( \kappa \gg \sqrt{V_0} \), the period of oscillations does not depend on the number of wells. Indeed, the elementary calculations show that in this case the transmission coefficient becomes unity at \( k = \pi s/l \), \( s = 1, 2, \ldots \) and minimal at \( k = (2s+1)\pi/l \), \( s = 0, 1, 2, \ldots \). The minimum value \( T_{\text{min}} \) is approximately determined by the following expression:

\[ T_{\text{min}} \approx \frac{4n^2}{1 + 4n^2 + n^2}. \]
Fig. 13. Transmission coefficient vs. wave number of electron $k$. Solid line corresponds to the single well, dashed line corresponds to the two wells, dashed-dotted line corresponds to the twenty wells. All quantum wells have the same depth and width, namely $U_0 = -0.5 \text{ eV}$ and $l = 1 \text{ nm}$. The single quantum well with of such depth and width possesses one bound state with energy equal to $-0.04 \text{ eV}$.

This expression shows that with increase of the number of parallel quantum wells the resonances of the transmission coefficient become "narrower" and values of transmission coefficient between resonances become closer to zero.

Using (54) we can analyze the energy spectrum of the system under consideration. To do this, recall that energies of bound states correspond to the simple poles of the transmission amplitude [38,39]. In order to determine the bound states energies construct the analytic continuation of the transmission amplitude $t(i\kappa)$. The bound states are placed in the half-line $\text{Im} \kappa > 0$. In fig. 14 the maxima of the logarithm of the transmission coefficient square correspond to the bound states of the system of $n$ connected in parallel quantum wells. With increase of the number of the quantum number the bound state energy increases and tends to a limiting value $\kappa = \sqrt{-V_0}$, fig. 15.

It is interesting to note that if one change the number of connected in parallel identical quantum wells the new bound states in the system will not appear.

Fig. 14. The logarithm of the transmission coefficient as the function of the number of identical parallel quantum wells. Addition of the new quantum well leads to the shift of the bound state energy position closer to a limiting value $\kappa = \sqrt{-V_0}$. Solid line corresponds to single well, dashed line corresponds to three wells, dashed-dotted line corresponds to ten wells. The single well parameters are $U_0 = -0.5 \text{ eV}$ and $l = 1 \text{ nm}$.

Fig. 15. The dependence of the bound state energy in a system of parallel coupled quantum wells on the number of wells $n$. The dashed horizontal line shows the limiting value $\kappa = \sqrt{-V_0}$. The parameters of wells are $U_0 = -0.5 \text{ eV}$ and $l = 1 \text{ nm}$. The parameters of the wells are chosen so that each of them contains the one bound state only with energy equal to $-0.04 \text{ eV}$. Points in the vertical axis indicate the value of $\kappa$ for the bound state in single isolated quantum well (lower point) and the value of $\kappa = \sqrt{-V_0}$ (upper point).
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