Stability of the microcanonical ensemble in Euclidean Quantum Gravity
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Abstract: This work resolves a longstanding tension between the physically-expected stability of the microcanonical ensemble for gravitating systems and the fact that the known negative mode of the asymptotically flat Schwarzschild black hole decays too rapidly at infinity to affect the ADM energy boundary term at infinity. The key to our study is that we fix an appropriate off-shell notion of energy, which we obtain by constructing the microcanonical partition function as an integral transform of the canonical partition function. After applying the rule-of-thumb for Wick rotations from our recent companion paper to deal with the conformal mode problem of Euclidean gravity, we find a positive definite action for linear perturbations about any Euclidean Schwarzschild (-AdS) black hole. Most of our work is done in a cavity with reflecting boundary conditions, but the cavity wall can be removed by taking an appropriate limit.
1 Introduction

The study of black hole thermodynamics via Euclidean path integrals dates from the seminal work [1] of Gibbons and Hawking in the 1970’s. The associated technology for studying the canonical ensemble and analyzing stability is by now well-developed [1–10] and has been applied to a vast range of systems and partition functions (see e.g. [11–15] for recent examples).

In contrast, Euclidean path integral treatments of the microcanonical ensemble have received relatively little attention. References discussing “microcanonical” path integrals and their saddle-points include [14, 16–18], but these references differ among themselves in their choices of boundary condition and/or partition function to compute. Furthermore, the only reference we have found addressing stability of saddle points for microcanonical path integrals in Einstein-Hilbert gravity is [3], which appears to claim that Euclidean Schwarzschild with zero cosmological constant is an unstable saddle in a reflecting cavity of any size. Since Schwarzschild is known to be a local maximum of
bifurcation-surface area under fixed-energy on-shell perturbations,\(^1\) such a result would be in strong tension with the interpretation of black holes as thermodynamic systems with entropy \(S_{BH} = \frac{A}{4G}\).

In fact, the tension goes rather deeper. While the Euclidean asymptotically flat Schwarzschild black hole is a saddle for the the canonical-ensemble path integral, in that context it has a negative mode that vanishes rapidly at infinity. As a result, the negative mode does not affect the boundary term that computes the asymptotically-flat ADM energy, and fixing this boundary term cannot remove the negative mode. For fixed black hole mass \(M\), the negative mode should thus again persist in a large enough cavity or in an asymptotically AdS space of sufficiently large AdS scale \(\ell\). Though we have not found explicit discussion of this point in published works, we believe it to be the reason for the dearth of literature on microcanonical stability in gravitational systems.

We resolve this apparent contradiction below by following the approach to microcanonical gravitational path integrals described in [14] (see also related comments in [18]). This approach builds on the success of the standard path integral for the canonical partition function

\[
Z(\beta) = \int \mathcal{D}g_{R,\beta} e^{-I[g]} \tag{1.1}
\]

in a cavity of radius \(R\). In particular, it does so by defining the microcanonical partition function \(Z_{\text{micro}}(E)\) as an integral of \(Z(\beta)\) over an appropriate contour \(\Gamma\) in the complex \(\beta\)-plane; i.e.

\[
Z_{\text{micro}}(E) = \int_\Gamma d\beta \ F_E(\beta) \ Z(\beta) = \int_\Gamma d\beta \int \mathcal{D}g_{R,\beta} \ F_E(\beta) e^{-I[g]} . \tag{1.2}
\]

Here \(F_E(\beta)\) is a weighting function and \(\mathcal{D}g_{R,\beta}\) denotes an appropriate measure on the space of metrics with boundary \(S^n \times S^1\) in which the \(S^n\) has radius \(R\) and the \(S^1\) has proper length\(^2\) \(\beta\). As described in [14], with an appropriate \(F_E(\beta)\) classical solutions

---

\(^1\) For zero cosmological constant this local maximum follows in particular from the classic analyses [19, 20] of dynamical stability of Schwarzschild and the fact [21] that such stability is equivalent positivity of the canonical 2nd order energy \(\mathcal{E} = \delta^2 M - \frac{\kappa}{8\pi G} \delta^2 A - \sum A \Omega A \delta^2 J_A\) with respect to perturbations that preserve the energy at first order (since the canonical energy turns out to depend only on the first-order part of the perturbation and since Schwarzschild has \(\Omega_A = 0\)).

\(^2\) Since we will generally work in a finite cavity, it is natural to parameterize the size of the \(S^1\) using proper distance and to parameterize the size of the \(S^n\) using the area-radius. It is straightforward to rescale by an appropriate function of \(R\) in order to, for example, instead use a notion of distance defined by a boundary metric in some conformal frame when taking the \(R \to \infty\) limit in asymptotically AdS spacetimes.
with energy $E$ will provide saddle points for the path integral (1.2). The details of $\Gamma$ and $F_E(\beta)$ will be specified below.

The starting point for the current work is the observation that one can perform the integral over $\beta$ in (1.2) before evaluating the integral over $g_{\beta,R}$. The result is a microcanonical path integral that fixes a certain off-shell notion of gravitational energy which includes non-trivial contributions from degrees of freedom that violate the gravitational constraints. As a result, our energy is not just a boundary term at the cavity wall. The details of this notion of energy depend on which aspects of the metric are held fixed when integrating over $\beta$, but for a simple choice and for static fluctuations it becomes essentially the standard off-shell Hamiltonian associated with translations along the bulk Killing field. In addition, for linear static fluctuations about AdS-Schwarzschild it becomes equivalent to $1/4G$ times the area $A$ of the extremal surface at the Euclidean horizon.

We analyze this choice in detail and, using the rule-of-thumb from [22] for Wick rotations to deal with the conformal mode problem of the Euclidean path integral, we find the microcanonical Euclidean action at quadratic order to be positive definite. Thus, as expected, all Euclidean (AdS) Schwarzschild black holes provides stable saddles for our microcanonical path integral. This provides an important check on the admittedly-formal reasoning we use to derive our microcanonical path integral.

We begin by describing the general construction of our microcanonical path integral in section 2. This involves specifying the details of the various ingredients that compose (1.2), performing the integral over $\beta$, and determining the appropriate off-shell notion of energy that becomes fixed. As stated above, with simple choices and for static linearized fluctuations about AdS-Schwarzschild saddles this off-shell energy becomes the area of the extremal surface at the Euclidean horizon, though we also discuss 2nd order contributions.

We then describe the strategy to be used to investigate saddles of the resulting path integral in section 3. The actual analysis of stability then begins in section 4, which considers Euclidean AdS$_d$-Schwarzschild black holes in a cavity for $d = 4, 5$ and describes details of their perturbations. Stability results are presented in section 5. As indicated above, the numerical results show these solutions to define stable saddles of our microcanonical path integral. The case of vanishing cosmological constant is included as a natural limit. We conclude with a summary and discussion of open questions in section 6.
2 Microcanonical path integrals and their fluctuations

Let us consider the canonical path integral (1.1) computing the partition function $Z(\beta)$ for a gravitating system with Euclidean boundary $S^n \times S^1$. We take the $S^1$ (which we think of as Euclidean time) to have proper length $\beta$ and we take the sphere $S^n$ to have area-radius $R$. Thus we choose to work in a finite cavity. This choice plays little role in the present section, and indeed it is trivial to take $R \rightarrow \infty$. While it is far from clear that the finite $R$ setting can define a consistent theory at the microscopic level (see e.g. [23–25]), we make this choice here for consistency with later sections where the finite cavity provides a useful infrared (IR) regulator for numerical calculations. In particular, it renders the spectrum of appropriate differential operators discrete.

As mentioned in the introduction, we will follow the approach to the microcanonical path integral described in [14]. To explain the idea, recall that one expects the canonical path integral (1.1) to in some sense compute a statistical sum

$$z = \sum_E e^{-\beta E},$$

where the sum is over all energy levels $E$ of the gravitational system. Analytically continuing $\beta \rightarrow \beta + iT$ with $\beta, T$ real, choosing an arbitrary reference value $\beta_0$, and introducing the weighting function $f_{E_0}(T)$, we may consider the integral

$$z_{\text{micro}}(E_0) := e^{\beta_0 E_0} \int dT z(\beta_0 + iT) f_{E_0}(T) = \sum_E e^{-\beta_0 (E_0 - E)} \tilde{f}_{E_0}(E).$$

(2.1)

Note that this is of much the same form as (1.2) with $f_{E_0}(T) = F_{E_0}(\beta_0 + iT)$ and $\Gamma$ given for all $E$ by the contour $\text{Re } \beta = \beta_0$. We see that the result is a microcanonical statistical model associated with the Fourier-transformed weighting function $\tilde{f}_{E_0}(E)$ (where we have made an appropriate choice of normalization for the Fourier transform). It is then natural to choose $\tilde{f}_{E_0}(E)$ to be real and to be concentrated in a small window $\Delta E$ near $E_0$, in which case we find

$$z_{\text{micro}}(E_0) \approx \sum_{E \in \Delta E} (1) = \text{number of states with } E \in \Delta E.$$

(2.2)

We may thus make the analogous definition for our gravitational path integral, taking the contour $\Gamma$ to be independent of $E$ and to run parallel to the imaginary $\beta$ axis with $\text{Re } \beta = \beta_0$ fixed. In particular, we define

$$Z_{\text{micro}}(E_0) = e^{\beta_0 E_0} \int_{T \in \mathbb{R}} dT \int Dg_{R,\beta_0+iT} f_{E_0}(T) e^{-I[g]}.$$

(2.3)

Ref. [14] took $\tilde{f}_{E_0}$ to be a Gaussian centered at $E_0$ and studied the limit where the width $\sigma$ of this Gaussian was small. We will do the same here, choosing

$$f_{E_0}(T) = e^{-iE_0 T} e^{-\sigma^2 T^2/2G} = e^{-iE_0 T/G} e^{-\sigma^2 T^2/2G},$$

(2.4)
where we take $E_0 = e_0/G$ with $e_0$ and $\sigma^2$ independent of the Newton constant $G$ so that all dependence on $G$ is explicit on the right-hand side of (2.4). In the limit of strictly-vanishing $\sigma$ this construction is equivalent to performing an inverse Laplace transform of the canonical partition function $Z(\beta)$. Saddle points for the resulting path integral were discussed in [14].

We wish to extend the discussion of [14] to consider off-shell fluctuations about such saddles. One approach would be to perform all integrals simultaneously using the saddle-point approximation and to study fluctuations that allow changes in both $T$ and $g_{R,\beta_0+iT}$. Recall, however, that has been useful in the past to formulate the stability problem in terms of a Sturm-Liouville-type eigenvalue problem. In particular, this is the setting required to apply the rule-of-thumb from [22] to specify a contour of integration for the path integral. However, this will not be the case if we study all fluctuations together as the $T$ variable adds a degree of freedom, effectively removing one of the two boundary conditions that one would expect. We will thus perform the integral over $T$ before integrating over metrics with fixed $T$. This allows us to write the result as a path integral over metrics which, in the limit $\sigma \to 0$ and for time-independent metrics, can be described as having fixed value of a off-shell energy that we call $H$. The stability problem can then be formulated in a more familiar way.

In order to implement the above procedure, we must first introduce an additional structure on the space of metrics that defines what is meant by ‘metrics with fixed $T$’. This is done in section 2.1 below. We also henceforth restrict consideration to time-independent metrics. In particular, though we will continue to use the same notation $\mathcal{D}g_{R,\beta}$ for the functional integral, this symbol should henceforth be understood to be a measure on the space of time-independent metrics. We hope to provide a more complete treatment in future work by using the Hamiltonian formalism. Section 2.2 will then describe properties of the saddles and fluctuations about saddles in the microcanonical ensemble that will finally allow us to formulate microcanonical stability as a Sturm-Liouville-type problem in section 3.

2.1 The microcanonical the gravitational Path Integral

As noted above, our approach requires us to introduce a new structure on the space of (time-independent) metrics in order to define what is meant by ‘metrics with fixed $T$’. Specifically, let us consider the space $\mathfrak{M}_R$ of (time-independent) metrics which induce boundary metrics $S^1 \times S^{d-2}$ on the cavity walls. We take this to be a metric product so that the $S^1$ is orthogonal to the $S^{d-2}$ and the latter is a round sphere. The subscript $R$ indicates the radius of the $S^{d-2}$ but the proper length of the $S^1$ factor is not constrained.
Figure 1: An illustration of how we organize the space of bulk metrics $\mathfrak{S}_R$. The horizontal surfaces are codimension-1 slices of constant $\beta$. The red lines are 1-dimensional surfaces that define a notion of what it means to keep ‘the rest of the metric’ constant while changing $\beta$, and can thus be said to define additional coordinates on the space of all metrics. We may in particular proceed by choosing a reference value $\hat{\beta}$ and lifting any coordinates $\Psi^{(1)}_{\hat{\beta}}$, $\Psi^{(2)}_{\hat{\beta}}$ on the corresponding horizontal surface to the full space by taking them to be constant along the red lines. We use $\Psi^{(2)}_{\hat{\beta}}[g]$ to denote the result of inverting this procedure by taking a general metric $g$ and ‘projecting’ it along the red lines into the horizontal surface at $\hat{\beta}$.

One expects the physics to be independent of how we divide the integral over metrics into an integral over $T$ and integrals over ‘metrics with constant $T$’. At least on the surface, changing this choice just corresponds to performing the required integrals in a different order. However, we note that the microcanonical path integral (2.3) integrates over a contour on which metrics cannot be real, and that specifying precisely what is meant by allowing the period $\beta = \beta_0 + iT$ to be complex ‘without deforming the contour for the other variables of integration variables’ requires us to make some such choice. Thus the expectation that predictions of the ensemble will not depend on this choice relies on assuming that the contour can be deformed without changing the partition function. While this seems entirely plausible, we will not investigate it further in this work. Instead, we simply make a particular choice below and leave further exploration of this issue for the future.

Our choice will be specified by using a set of coordinates $\tau, x^i$ with $\tau$ singled out as describing (Euclidean) time. For all spacetimes we take $\tau$ to be periodic with period
2\pi. For simplicity, we will in fact choose coordinates so that the induced metric on the cavity wall takes the form

$$ds^2 = -\frac{\beta^2}{4\pi^2}d\tau^2 + R^2d\Omega^2_{d-2}, \quad (2.5)$$

where \(d\Omega^2_{d-2}\) is the line element on a round \(S^{d-2}\) sphere with unit radius. We also define \(x^i = (r, \Omega)\) for an appropriate set of angles \(\Omega\) on \(S^{d-2}\), and such that the cavity wall lies at \(r = R\). Moreover, the \(\beta\) appearing in Eq. (2.5), which we will call the period of the \(S^1\), is independent of \(x^i, \tau\). Furthermore, there will be some codimension-2 surface \(\gamma\) at which the \(\tau\) circle shrinks to zero size. It is natural to think of \(\gamma\) as being a Euclidean black hole horizon.

Given a (time-independent) metric \(\hat{g} \in \mathfrak{G}_R\) with length \(\hat{\beta}\) for the \(S^1\) factor at the cavity wall, we will define the metric \(\Psi_{\beta}[\hat{g}]\) via the scaling:

$$\begin{align*}
(\Psi_{\beta}[\hat{g}])_{\tau\tau}(x^i) &= \left(\frac{\beta}{\hat{\beta}}\right)^2 \hat{g}_{\tau\tau}(x^i), \\
(\Psi_{\beta}[\hat{g}])_{\tau i}(x^i) &= \frac{\beta}{\hat{\beta}} \hat{g}_{\tau i}(x^i), \\
(\Psi_{\beta}[\hat{g}])_{ij}(x^i) &= \hat{g}_{ij}(x^i). \quad (2.6)
\end{align*}$$

Note that since the period of \(\tau\) remains \(2\pi\) instead of becoming \(2\pi\hat{\beta}/\beta\), (2.6) does not describe a spacetime diffeomorphism associated with rescaling \(\tau\). As a result, the map \(\Psi_{\beta}\) can change the local spacetime geometry at the surface \(\gamma\) where the \(\tau\) circle shrinks to zero size. Indeed, when \(g\) is smooth the metric \(\Psi_{\beta}[\hat{g}]\) will have a conical singularity at \(\gamma\) for all \(\beta \neq \hat{\beta}\). We will thus explicitly include metrics with such conical singularities\(^3\) in the space of metrics \(\mathfrak{G}_R\), though as usual, we will not attempt to specify in detail the space of metrics over which the path integral will be performed. We simply imagine that \(\mathfrak{G}_R\) can be constructed as an appropriate completion of the space of smooth metrics, so that properties of the singular members of \(\mathfrak{G}_R\) can be derived by taking limits of results for the smooth case\(^4\). This is natural for the above conical geometries, and also for geometries that may involve conical singularities on other codimension-2 surfaces.

\(^3\) We tentatively define conical singularities at \(\gamma\) as those singularities generated by applying \(\Psi_{\beta}\) to smooth metrics \(\hat{g}\) for all values of \(\hat{\beta}\). It is an interesting question whether this is really the most appropriate notion of such a definition, or whether one might wish to instead impose a definition along the lines of the appendices in [26]. The current work is sufficiently formal that we will not concern ourselves with this issue further, though it would be good to address this in the future.

\(^4\) In particular, while it is traditional to search for negative modes around saddles for the canonical ensemble by studying smooth fluctuations, treating conical singularities as limits of smooth metrics means that allowing this conical singularity to fluctuate can add nothing new.
Nevertheless, the idea that metrics in the domain of integration are smooth is a convenient and familiar fiction. In order to preserve this fiction to the greatest extent possible, we now define another projection \( \Psi \) on \( \mathcal{G} \) which removes conical singularities at \( \gamma \). In particular, if \( \hat{g} \in \mathcal{G} \) has a conical singularity on \( \gamma \), we define \( \Psi[\hat{g}] = \Psi_{\beta}[\hat{g}] \) for the particular value of \( \beta \) that removes the conical singularity at \( \gamma \). As described in footnote 3, we have defined conical singularities to be those for which there is one (and only one) value of \( \beta \) that achieves this goal. We will assume that we can neglect any other singularities of metrics \( g \in \mathcal{G} \) in the same way that classic treatments of stability in the canonical ensemble [1, 2, 4] focus on smooth off-shell perturbations and describe more singular perturbations by taking limits.

Below, we use \( \mathcal{G} \) to denote the image \( \Psi[\mathcal{G}] \), which we assume is just the subspace of \( \mathcal{G} \) where there is no conical singularity on \( \gamma \). We similarly use \( \mathcal{G} \) to denote an appropriate set of coordinates on \( \tilde{\mathcal{G}} \). Our microcanonical partition function (2.3) can thus be written

\[
Z_{\text{micro}}(E) = e^{\beta_0 E} \int_{T \in \mathbb{R}} dT \int_{\hat{g} \in \mathcal{G}} \mathcal{D}\tilde{\mathcal{G}} \mu(\tilde{\mathcal{G}}, T) f_E(T) e^{-I[\Psi_{\beta_0 + iT}]} \tag{2.7}
\]

where \( \mu(\tilde{\mathcal{G}}, T) \) is the Jacobian associated with the change of coordinates on \( \mathcal{G} \) from \( (\beta, \mathcal{G}, \beta) \) to \( (\beta, \tilde{\mathcal{G}}) \). So long as this Jacobian is non-singular it can be ignored in the semiclassical limit studied here. We will thus simply set \( \mu = 1 \) in all formulae below.

We are now ready to perform the integral over \( T \) in (2.3). The key point is that our restriction to time-independent metrics implies the action \( I[\Psi_{\beta}(\tilde{g})] \) to be linear in \( \beta \). Indeed, in \( \tau, x^i \) coordinates the action can be written as a sum of a \( \beta \)-independent boundary term at \( \gamma \) and an integral over \( \tau, x^i \) (where we take the latter to include the appropriate boundary terms at the cavity wall). Both terms are invariant under diffeomorphisms of \( \tau, x^i \). But the transformation (2.6) differs from a diffeomorphism by failing to rescale \( \tau \) itself, and in particular by leaving the period of \( \tau \) fixed. As a result, the integral over \( \tau \) is in fact proportional to \( \beta = \beta_0 + iT \) at fixed \( \tilde{g} \). We thus write

\[
I[\Psi_{\beta}(\tilde{g})] = -\frac{A(\tilde{g})}{4G} + \beta H[\tilde{g}] \tag{2.8}
\]

\footnote{This is admittedly somewhat dangerous as deriving the covariant path integral from the Hamiltonian formalism suggests that the dependence of the measure on \( \beta \) will in fact be highly singular at \( \beta = 0 \). A better approach is to follow a Hamiltonian analysis, which in particular gives full control over the measure. This will be explored in a subsequent paper. Here we will simply use the above very formal analysis to motivate our proposal for the microcanonical path integral, and for a stability criterion for its saddles, which we then test in section 5.}
For Einstein-Hilbert gravity with minimally-coupled matter, the appropriate $A(\gamma)$ at $\gamma$ is well-known to be just the area of $\gamma$; see e.g [27]. In more general theories of gravity it will be a corresponding geometric entropy term, but for simplicity we continue to denote it by $A(\gamma)$.

While we have simply defined $H[\gamma]$ as the coefficient of $\beta$ in (2.8), we will refer to this quantity as the off-shell Euclidean Hamiltonian (or as just the Hamiltonian when there is no possibility of confusion). This terminology is natural since, if we happen to evaluate $\delta_\beta I|_{\gamma}$ on-shell, then stationarity of $I$ guarantees that all bulk contributions will vanish. Using either a boundary stress tensor or a Hamilton-Jacobi definition of energy, the result then reduces to the usual on-shell Hamiltonian (as defined by the whatever boundary terms we may have chosen to use in defining $I$). Due to our restriction to time-independent metrics, this $H$ is time-independent even off-shell.

Furthermore, by comparing with the Hamiltonian form of the gravitational action (see e.g. [27]) and noting that the usual symplectic term $\pi^{ij}h_{ij}$ vanishes due to time-independence of the metric, we see that the bulk terms in $H[\gamma]$ are precisely the usual (Euclidean) Hamiltonian and momentum constraints for $g = \Psi_\beta \tilde{g}$ multiplied by corresponding (Euclidean) lapse and shift and integrated over the spacetime. Note that the Euclidean lapse is complex when our $T$ is real. Corresponding statements will also be true for more complicated theories with higher derivative corrections.

In the approximation where we neglect dependence of $\mu$ on $T$, it is now straightforward to perform the $T$-integral in (2.7). The integral simply enacts a fourier transform:

$$ Z_{\text{micro}}(E) \approx e^{\beta_0 E} \int_{\tilde{g} \in \mathcal{G}_R} D\tilde{g}_R \tilde{f}_E(H[\tilde{g}]) e^{A(\tilde{g})/4G}, $$

In the limit $\sigma^2 \to 0$, up to normalization the effect of the factor $\tilde{f}_E(H)$ is simply to restrict the domain of integration metrics $\tilde{g} \in \mathcal{G}_R$ which also satisfy $H[\tilde{g}] = E$. This is the microcanonical path integral whose stability we will study in section 5, where we will find agreement with physical expectations.

In summary, with our restriction to time-independent metrics and modulo footnote 5, performing the integral over $T$ and taking $\sigma^2 \to 0$ gives a microcanonical path integral that integrates over metrics $\tilde{g} \in \mathcal{G}_R$ with $H[\tilde{g}] = E$. Much as one might naively expect, this is an integral over smooth metrics (or at least those without conical singularities at $\gamma$ since $\tilde{g} \in \mathcal{G}_R$) with fixed (off-shell) energy, but where the period of the $S^1$ is allowed to fluctuate. Furthermore, since the integral over $T$ was precisely the Fourier transform of a Gaussian, fluctuations in $T$ about the saddle-point are clearly stable.

We now wish to evaluate the remaining integrals using the saddle-point approximation. For Einstein-Hilbert gravity the Euclidean (AdS)-Schwarzschild solutions all give saddles, and we will see in section 5 that with cosmological constant $\Lambda \leq 0$ these
saddles are all stable at quadratic order. However, before embarking on explicit computations, we first provide a few further results in section 2.2 that will allow us to recast the analysis of perturbative stability as a standard search for negative modes in a Sturm-Liouville-type problem in section 3.

2.2 The microcanonical action: Saddles and fluctuations

From (2.9), we can identify $\frac{\dot{A}}{4}G \{q \}$ as the microcanonical action for time-independent metrics. We wish to study saddle points that make $\frac{\dot{A}}{4}G \{q \}$ stationary under variations $\delta \tilde{g}$ that preserve the constraint $H[\tilde{g}] = E$, or in other words for which $\delta H = 0$. This makes it easy to relate such saddles to stationary points $\tilde{g}_s$ of the canonical ensemble variational problem defined by varying $I[\tilde{g}] = -\frac{A}{4G} + \tilde{\beta}H[\tilde{g}]$ at fixed $\tilde{\beta}$. Indeed, under a general variation of $\delta \tilde{g}$ within $\tilde{G}_R$ about a time-independent background $\tilde{g}_s$, for any constant $E$ we have the variation

$$\delta(I - \tilde{\beta}E) = -\delta A/4G + (H[\tilde{g}_s] - E)\delta \tilde{\beta} + \tilde{\beta}\delta H.$$  \hspace{1cm} (2.10)

Note that the constant $E$ has so far been taken to be arbitrary and need not be related in any way to $\tilde{g}_s$ or $\delta \tilde{g}$.

To see the implications of (2.10), note that if $\tilde{g}_s$ is a saddle for the canonical ensemble variational problem with period $\tilde{\beta}_s$, then the left-hand-side must be proportional to $\delta \tilde{\beta}$. But the area $A$ and energy $H$ are both manifestly independent of $\tilde{\beta}$ when $\Psi_{\tilde{\beta}}[\tilde{g}]$ is held fixed for any $\tilde{\beta}$. Thus from the right-hand-side we see that the result is proportional to $H[\tilde{g}_s] - E$, and in particular that it vanishes if we choose $E = H[\tilde{g}_s]$. The remaining terms on the right-hand-side must therefore cancel among themselves, giving us an off-shell version of the first law of black hole mechanics$^6$,

$$\delta A/4G = \tilde{\beta}_s \delta H,$$  \hspace{1cm} (2.11)

where (2.11) is valid for first-order fluctuations $\tilde{g}$ about a classical solution $\tilde{g}_s$. In particular, we see that the microcanonical action $A/4G$ is stationary at $g_s$ under variations that preserve $H$. Thus the saddles for the canonical and microcanonical problems coincide.

We would now like to understand fixed-$H$ variations at quadratic order. Since the constraint $\delta H = 0$ is non-trivial to impose, we will study it order-by-order in

$^6$ The derivation of (2.11) made critical use of the fact that $g_s$ has a Euclidean ‘time-translation’ symmetry whose orbits shrink to zero size at the Euclidean horizon. For rotating black holes with angular velocity $\Omega_H$, this would be true for the horizon-generating Killing field $\chi = \partial_t + \Omega_H \partial_\phi$. So, as a result of the extra $(-)$ sign in the conventional definition of energy, in that context the quantity we call $H$ would be better thought of as $H - \Omega_H J$. 
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perturbation theory about $g_*$. The argument above shows that, at first order in $\delta \tilde{g}$, we may in fact replace it by the simpler constraint $\delta A = 0$.

Let us thus suppose that $\delta \tilde{g} = \delta \tilde{g}_1 + \delta \tilde{g}_2 + \ldots$ with $\delta \tilde{g}_k$ of order $(\delta \tilde{g}_1)^k$ and with $\delta \tilde{g}_1$ chosen to preserve $H$ at linear order; i.e.,

$$\delta_1 H := H[\tilde{g} + \delta \tilde{g}_1] - H[\tilde{g}] = O(\delta \tilde{g}_1)^2. \quad (2.12)$$

Furthermore, because the area $A$ of the surface $\gamma$ is a relatively simple function of the metric, let us in fact choose $\delta \tilde{g}_1$ to preserve $A$ exactly:

$$A[g_* + \delta \tilde{g}_1] = A[g_*]. \quad (2.13)$$

Note that the choice (2.13) is consistent with (2.12) due to (2.11).

We now expand

$$\delta H = \int \frac{\delta H}{\delta \tilde{g}} \delta \tilde{g}_1 + \frac{1}{2} \int \int' \frac{\delta^2 H}{\delta \tilde{g} \delta \tilde{g}} \delta \tilde{g}_1 \delta \tilde{g}_1 + O(\delta \tilde{g}_1^3), \quad (2.14)$$

where we have suppressed all indices and we have written $\delta \tilde{g}_1, \delta \tilde{g}_2$ for the variations of $\tilde{g}$ at $x$ and $x'$. The symbol $\int'$ denotes an integral over $x'$. Here all functional derivatives are evaluated at the background solution $\tilde{g}_*$.

In the notation of (2.14), the condition (2.13) takes the form

$$\int \frac{\delta H}{\delta g} \delta g_1 = 0. \quad (2.15)$$

To obtain $\delta H = O(\delta \tilde{g}_1^3)$ we must therefore have

$$\int \frac{\delta H}{\delta \tilde{g}} \delta \tilde{g}_2 = -\frac{1}{2} \int \int' \frac{\delta^2 H}{\delta \tilde{g} \delta \tilde{g}} \delta \tilde{g}_1 \delta \tilde{g}_1 + O(\delta \tilde{g}_1^3). \quad (2.16)$$

We now wish to evaluate $A(\tilde{g}_* + \delta \tilde{g}) - A(g_*)$ to second order in $\delta_1 g$. Using (2.13) and the fact that $\delta \tilde{g}_2 = O(\delta \tilde{g}_1^3)$ we find

$$A(\tilde{g}_* + \delta \tilde{g}_1 + \delta \tilde{g}_2) - A(g_*) = A(\tilde{g}_* + \delta \tilde{g}_1 + \delta \tilde{g}_2) - A(g_* + \delta \tilde{g}_1)$$

$$= \int \frac{\delta A}{\delta g}|_{g_* + \delta \tilde{g}_1} \delta \tilde{g}_2 + O[(\delta \tilde{g}_2)^2]$$

$$= \int \frac{\delta A}{\delta g}|_{g_*} \delta \tilde{g}_2 + O[(\delta \tilde{g}_1)^3]. \quad (2.17)$$

In the final step we have used the fact that $\frac{\delta A}{\delta g}|_{g_*}$ differs from $\frac{\delta A}{\delta g}|_{(g_* + \delta \tilde{g}_1)}$ by a term of order $\delta \tilde{g}_1$, which when multiplied by $\delta \tilde{g}_2$ then gives a term of order $(\delta \tilde{g}_1)^3$. 

\[ -11 - \]
Now, by (2.11) we may replace the functional derivatives of $A$ in the last line with $4G\tilde{\beta}_* \times$ the functional derivatives of $H$. We thus find

$$-rac{\delta A}{4G} = -\tilde{\beta}_* \int \delta H |_{\tilde{g}_*} \delta \tilde{g}_2 + O[(\delta \tilde{g}_2)^3],$$

$$= + \frac{\tilde{\beta}_*}{2} \int \int' \frac{\delta^2 H}{\delta \tilde{g}' \delta \tilde{g}} \delta \tilde{g}_1 \delta \tilde{g}_1 + O[(\delta \tilde{g}_1)^3], \quad (2.18)$$

where the last equality uses (2.17).

In particular since $\tilde{\beta}_* > 0$, for fluctuations that preserve $H$ we see that the microcanonical action $-A/4G$ is postive definite at second order precisely when fluctuations that preserve $A$ give a positive definite quadratic term in $H$. That is to say, microcanonical saddles are stable if and only if they describe a local minimum of the energy at fixed $A[\gamma]$. Since we expect $\frac{A[\gamma]}{4G}$ to play the role of entropy, this is a physically sensible conclusion.

In our analysis below, it will be useful to further relate (2.18) to the usual Euclidean action $I$ of the canonical ensemble. This is straightforward, since for fluctuations $\delta_1 \tilde{g}$ that preserve $A$ we have

$$\int \int' \frac{\delta^2 I}{\delta \tilde{g}' \delta \tilde{g}} \delta_1 \tilde{g} \delta_1 \tilde{g}' = \tilde{\beta}_* \int \int' \frac{\delta^2 H}{\delta \tilde{g}' \delta \tilde{g}} \delta_1 \tilde{g} \delta_1 \tilde{g}'$$

$$+ \int \int' \frac{\delta H}{\delta \tilde{g}} \frac{\delta \beta}{\delta \tilde{g}} \delta_1 \tilde{g} \delta_1 \tilde{g}'$$

$$+ \int \int' \frac{\delta \tilde{\beta}}{\delta \tilde{g}} \frac{\delta H}{\delta \tilde{g}} \delta_1 \tilde{g} \delta_1 \tilde{g}'$$

$$+ H \int \int' \frac{\delta^2 \tilde{\beta}}{\delta \tilde{g}' \delta \tilde{g}} \delta_1 \tilde{g} \delta_1 \tilde{g}'. \quad (2.19)$$

Note that the middle two terms vanish when evaluated on $\tilde{g}_*$ due to (2.11). As a result, if we parametrize the metric in such a way that $\beta$ is linear in our coordinates $\tilde{g}$, then positivity of the second order term in $-A/4G$ under fluctuations that preserve $H$ is also equivalent to positivity of the 2nd order term in $I$ under fluctuations that preserve $A$. As we describe in section 3, this leads to a natural Sturm-Liouville-type problem.

### 3 Formulation of the stability problem

The strategy we will follow in studying stability of our microcanonical saddles will be essentially identical to that used for the canonical ensemble in [22]. We review this
approach briefly below. Since the purpose of this section is to make contact with our later explicit calculations, we now change notation to again parallel traditional choices made in analyzing the existence of such negative modes. In particular, in this section we will write all indices explicitly and drop the over quantities associated with smooth metrics.

From a conceptual point of view, the most important issue to discuss is to fix a contour of integration for the path integral. After all, given a saddle in the complex plane, at least locally one can always find a steepest descent contour along which fluctuations about the saddle would be stable. On the other hand, one can similarly always find a steepest ascent contour along which fluctuations about the same saddle would be unstable. So an investigation of stability can have meaning only if we first fix the contour of integration.

Recall that a purely-real Euclidean contour is not viable (see e.g. [28]). Due to the conformal factor problem, such a choice would imply that all saddles are badly unstable. A traditional choice has been to Wick-rotate pure-trace modes [28] or some direct analogue [8] (perhaps found by following the approach of [6]) while preserving the reality of the Euclidean transverse-traceless modes. See also [29–31] in the cosmological context. But our microcanonical boundary conditions require us to fix the area of the Euclidean horizon, which will turn out to couple the pure-trace and transverse-traceless modes. It is thus impossible to Wick-rotate the former without also Wick-rotating the latter.

This, however, is precisely the same issue that arises in the study of the canonical ensemble in a finite cavity [22]. We may thus use the rule-of-thumb described in that work to fix the contour of integration. Though we refer the reader to the original reference for details, the end result is determined by the spectrum of an operator \( \mathcal{L} \) defined by first choosing an inner product on the space of perturbations \( h_{ab} \) and then combining this metric with second functional derivatives of the action. In particular, suppose we have an action \( \hat{\mathcal{I}} \) (the reason for the check (\( \check{} \)) will be explained shortly). Suppose also that \( \hat{\mathcal{I}} \) is a quadratic function of independent and unconstrained\(^7\) real field variables \( Q^I \) that is stationary at \( Q^I = 0 \). If we also choose a real inner product

\[
(Q, Q') = \sum_{IJ} Q^I Q'^I g_{IJ}, \tag{3.1}
\]

on the space of unconstrained variations \( Q^I \), the relevant operator \( \mathcal{L} \) is defined by

\[
\mathcal{L}^I_j = \sum_K G^{IK} \hat{S}_{KJ}. \tag{3.2}
\]

\(^7\) In particular, the \( Q^I \) represent the parts of the fields that remain free after imposing any boundary conditions. The boundary conditions are then incorporated into the definition of \( \hat{\mathcal{I}} \) as in [22].
so that the action is the expectation value of $L$ in (3.1). In this general discussion the label $I$ may take either continuous values (as in the problem we wish to study) or discrete values (as in the numerical approximations that we will use in practice). In the latter case $\Sigma_f, \Sigma_{IJ}$ represents the appropriate integral and $IJ$ denotes functional derivatives.

The operator $L$ is always self adjoint with respect to the inner product (3.1). It is assumed to be diagonalizeable, though, since the inner product we choose will not be positive definite, the spectrum of $L$ is generally complex. After the Wick rotation, a mode with eigenvalue $\lambda$ is stable if and only if $\text{Re} \lambda > 0$.

As in [22], we use the DeWitt $\hat{1}$ inner product. In the continuum (and reverting to more standard continuum notation) this is given by (and reverting to more standard continuum notation)

\[
(h, h') = \frac{1}{32\pi G} \int_M d^d x \sqrt{g} h_{ab} \hat{G}^{cd} h_{ab}', \tag{3.3}
\]

with

\[
\hat{G}^{cd} = \frac{1}{2} \left( \hat{g}^{ac} \hat{g}^{bd} + \hat{g}^{ad} \hat{g}^{bc} - \hat{g}^{ab} \hat{g}^{cd} \right). \tag{3.4}
\]

The $-1$ in the subscript on DeWitt $\hat{1}$ refers to the coefficient of the final term in (3.4). Due to this choice, $L$ will again be just the familiar Lichnerowicz operator in the bulk, though it will be equipped with new boundary conditions and, in addition, the operator itself will now contain an additional boundary term at the cavity wall.

To explain this point in detail, we expand a general metric $g_{ab}$ near a saddle $\hat{g}_{ab}$ as

\[
g_{ab} = \hat{g}_{ab} + \varepsilon \, \bar{h}_{ab}, \tag{3.5}
\]

where $\varepsilon$ is a bookkeeping parameter that we take to be infinitesimally small. As above, let $I$ denote the Euclidean Einstein-Hilbert action with a Gibbons-Hawking-York term at the cavity wall. To second order in $\varepsilon$, this action may be written [7]

\[
I^{(2)} = \frac{\varepsilon^2}{32\pi G} \int_M d^d x \sqrt{\hat{g}} \, \bar{h}_{ab} \hat{G}^{cd} \left[ (\hat{\Delta}_L h)_{cd} + 2 \hat{\nabla}_c \hat{\nabla}_d \bar{h}_{ab} \right] + \delta I^{(2)} \tag{3.6a}
\]

where

\[
\bar{h}_{ab} = h_{ab} - \frac{\hat{g}_{ab}}{2} \hat{h}, \tag{3.6b}
\]

\[
(\hat{\Delta}_L h)_{ab} = -\hat{\nabla}_p \hat{\nabla}^p h_{ab} - 2 \hat{R}_{abcd} h^{cd}, \tag{3.6c}
\]

\[
\hat{G}^{ab} = \frac{1}{2} \left( \hat{g}^{ac} \hat{g}^{bd} + \hat{g}^{ad} \hat{g}^{bc} - \hat{g}^{ab} \hat{g}^{cd} \right). \tag{3.6d}
\]

Here $\delta I^{(2)}$ is a boundary term at the cavity wall whose detailed form can be found in the appendix A.
Now, if one imposes boundary conditions appropriate to the canonical ensemble, the boundary term $\delta I_p^{(2)}$ vanishes. It is possible that we might achieve a similar result in the microcanonical case by working directly with the microcanonical action. But to make contact with familiar technology, we instead use the strategy described at the end of section 2.2 that involves working with $I$, but also implementing appropriate microcanonical boundary conditions.

Recall that these boundary conditions enforce two conditions at the Euclidean horizon: lack of a conical singularity and preservation of the horizon area. In fact, for static modes with zero angular momentum these are the only boundary conditions required to be enforced\(^8\). In particular, for such modes there are no boundary conditions at the cavity wall. As a result, the boundary conditions are of little use in simplifying $\delta I_p^{(2)}$. This boundary term turns out to be both complicated and subtle.

We find it useful to deal with such subtleties by working directly with a discretized version of the system and then numerically investigating the continuum limit. This is in accord with the general strategy described in section 2.2 of [22]. After discretizing the action and expressing the result in terms of fields not constrained by boundary conditions, it is straightforward to take derivatives of the action and then to define $\mathbb{L}$ via (3.2). This contrasts with the traditional approach of [2–4, 7, 9, 10, 32–34] which used the continuum action to define a continuum differential operator, after which the boundary conditions could be used to define an appropriate discretization of this operator.

The one remaining issue to be discussed involves the diffeomorphism gauge symmetries. The main point here is that each such symmetry gives rise to zero-eigenvalue eigenvectors of $\mathbb{L}$, making the spectrum of $\mathbb{L}$ highly degenerate. This is technically troublesome, so we will take steps to remove this degeneracy.

Here, again, we follow the treatment of [22] and we refer the reader to that reference for details (see in particular its appendix A). In essence, we will impose the de Donder gauge condition

$$\nabla^a h_{ab} - \frac{1}{2} \nabla_b h = 0.$$  \hspace{1cm} (3.7)

For static spherically-symmetric perturbations about Euclidean AdS-Schwarzschild, the time-component of the de Donder gauge condition is straightforward to implement. Indeed, doing so corresponds merely to setting the $\tau r$ component of the metric perturbation to zero, where $r$ is the usual area-radius and $\tau$ is a standard Killing time coordinate on AdS-Schwarzschild. However, it is non-trivial to impose the remaining

---

\(^8\) Though, in dealing with the gauge symmetries, we will shortly choose to impose both the de Donder gauge condition and its derivative there as well.
radial component. While it can also be solved, inserting the solution into the action leads to a higher-derivative action that is more complicated to study.

As a result, we will not solve the radial component of the de Donder condition explicitly (though it will be convenient to impose both the condition and its derivative precisely at the cavity wall as an extra boundary condition). Instead, we will call the quadratic gravitational action $I$ (with no check (′)) and we will define a new action

$$\tilde{I}(Q) = I(Q) + \sum_{IJ} \kappa_{IJ} Q^I Q^J$$

(3.8)

to be used in our numerics by adding the additional quadratic term $\sum_{IJ} \kappa_{IJ} Q^I Q^J$ that breaks gauge invariance$^9$ but which has no effect on modes that satisfy the de Donder condition. That is to say, we require $\sum_{I} \kappa_{IJ} Q^I = 0$ when $Q^I$ satisfies the de Donder condition. As in [22], we choose this additional term to precisely cancel the $2\tilde{\nabla}_c \tilde{\nabla}^c \tilde{\nabla}_d \tilde{h}_{dp}$ term in (3.6a). As a result, in the bulk the resulting $\tilde{L}$ will just be the usual Lichnerowicz operator, or a discretized version thereof, though it is now supplemented by novel boundary terms and boundary conditions. As explained in [22], the properties of the de Donder gauge then imply that the eigenmodes of $\tilde{L}$ will sort themselves nicely into modes satisfying the de Donder condition and modes that are pure gauge. With these details in hand, we are now ready to analyze our gravitational system.

4 The Euclidean Schwarzschild-AdS black hole and perturbations thereof

In this work we will focus on studying the stability properties of the Euclidean Schwarzschild black hole, whose line element can be written as

$$ds^2 = f(r) d\tau^2 + \frac{dr^2}{f(r)} + r^2 d\Omega_{d-2}^2,$$

(4.1a)

where recall that $d\Omega_{d-2}^2$ is the line element on a round $S^{d-2}$ sphere with unit radius,

$$f(r) = \frac{r^2}{\ell^2} + 1 - \left(\frac{r^+}{r}\right)^{d-3} \left(\frac{r_+^2}{\ell^2} + 1\right)$$

(4.1b)

$^9$ Simple discretizations of an action generally break exact gauge invariance in any case. But when it results from discretization, this gives only a tiny splitting between the eigenvalues of $\tilde{L}$ associated with would-be gauge degrees of freedom, and in particular this splitting disappears when the discretization scale is taken to zero so that the continuum limit is restored. We find it useful create a larger splitting by adding by hand an additional term that breaks gauge invariance and whose effects do not vanish in the continuum limit.
\( \ell \) is the AdS radius and \( r = r_+ \) is the location of the black hole horizon, so that \( f(r_+) = 0 \).

We shall be interested in metric perturbations that preserve the spherical background symmetry. Since the microcanonical path integral of section 2 was constructed from the canonical path integral by performing only a single extra integral over the zero angular-momentum mode described by \( T \), perturbations that carry momentum on the \( S^{d-2} \) sphere will satisfy the same boundary conditions as for the canonical ensemble. Furthermore, in the infinite cavity limit, adding angular momentum has been shown in [35] to increase the eigenvalues of the Lichnerowicz operator. We will assume that the corresponding result continues to hold in the presence of a finite-radius spherical wall and reserve a careful check of this assumption for future work.

Since the background metric is spherically symmetric, we can use the background symmetry to decompose metric perturbations into tensor, vector and scalar derived perturbations. These are metric perturbations built from tensor, vector and scalar harmonics, respectively. Since tensor and vector harmonics necessarily carry momentum, they are excluded using our previous argument. We are thus left with a spherically symmetric scalar perturbation. Imposing the \( \tau \) component of the de Donder condition (3.7) sets the \( \tau r \) component of the perturbation to zero, leaving us with

\[
\delta ds^2 = a(r)f(r)d\tau^2 + \frac{b(r)}{f(r)}dr^2 + c(r)r^2d\Omega_{d-2}^2.
\]  

(4.2)

The perturbed line element is then a function of three unknown functions of \( r \): \( \{a, b, c\} \).

At this point we introduce a spherical cavity at the coordinate location \( r = r_0 \). At the walls of this cavity we demand that the sphere sphere radius is not changing, but leave the period \( \beta \) free to vary.

Evaluated on the perturbed line element (4.2), the modified second order action defined at the end of section 2.2 reads [22]

\[
I^{(2)} = \frac{\varepsilon^2 \Omega_{d-2}}{64\pi G} \left\{ \int_{r_+}^{r_0} dr \, r^{d-2}q^\dagger \left[ \frac{1}{r^{d-2}} \mathbf{P} \cdot \frac{d}{dr} \left( f_r^{d-2} \mathbf{d}q \right) + \mathbf{V} \cdot \mathbf{q} \right] + 2(d-2)r_0^{d-3} \left[a(r_0) + b(r_0) - r_0c'(r_0)\right] \right\},
\]  

(4.3)

where \( \Omega_{d-2} \) is the volume of the metric on a unit radius round \( (d-2) \)-sphere, \( \mathbf{q} = \{a(r), b(r), c(r)\} \), the operation \( \cdot \) denotes the standard Cartesian inner product in Euclidean space defined by the Kronecker delta metric \( \delta_{\hat{i}, \hat{j}} \), and \( \mathbf{P} \) and \( \mathbf{V} \) are symmetric matrices with the following independent components

\[
\mathbf{P}_{11} = \mathbf{P}_{22} = -1, \quad \mathbf{P}_{12} = 1, \quad \mathbf{P}_{13} = \mathbf{P}_{23} = d-2, \quad \text{and} \quad \mathbf{P}_{33} = (d-4)(d-2),
\]  

(4.4)
and

\[
\begin{align*}
V_{11} &= -\frac{(d-2)f'(r)}{r} + \frac{f'(r)^2}{f(r)} - f''(r), \\
V_{12} &= -\frac{(d-2)f'(r)}{r} - \frac{f'(r)^2}{f(r)} + f''(r), \\
V_{13} &= \frac{(d-3)(d-2)}{r^2} - \frac{(d-3)(d-2)f(r)}{r^2} - \frac{(d-4)(d-2)f'(r)}{2r} - \frac{1}{2}(d-2)f''(r), \\
V_{22} &= \frac{4(d-2)f(r)}{r^2} - \frac{(d-2)f'(r)}{r^2} + \frac{f'(r)^2}{f(r)} - f''(r), \\
V_{23} &= \frac{(d-3)(d-2)}{r^2} - \frac{(d-2)(d+1)f(r)}{r^2} - \frac{(d-4)(d-2)f'(r)}{2r} - \frac{1}{2}(d-2)f''(r), \\
V_{33} &= \frac{2(d-4)(d-3)(d-2)}{r^2} - \frac{2(d-5)(d-2)^2f(r)}{r^2} - \frac{2(d-2)^2f'(r)}{r}. \\
\end{align*}
\]  

(4.5)

Because our problem has reduced co-homogeneity, the microcanonical boundary conditions are trivial to state. At the horizon we require

\[
c(r_+) = 0, 
\]

(4.6)

while \(a\) and \(b\) should be smooth at \(r_+\). At first it might appear that our are insufficient at \(r = r_+\). In fact, this is far from true. In particular, because \(r = r_+\) is a regular singular point, smoothness of \(a, b\) and \(c\) at the horizon alone is enough to provide Robin boundary conditions for both \(b\) and \(c\) and to enforce \(a(r_+) = b(r_+)\). It might then appear that further imposing the condition \(c(r_+) = 0\) would lead to too many boundary conditions. However, at \(r = r_0\) we only require that \(c(r_0) = 0\), while allowing \(a(r_0)\) (which effectively controls \(\beta\)) to be arbitrary.

As a result, we see that we in fact have five boundary conditions. This is not yet enough boundary conditions to make our problem well-posed. Perhaps more explicitly, this is not yet enough boundary conditions to allow us to define a consistent second-order differencing scheme that gives rise to a well-defined discretized version of the action. We also see that it would be natural to expect an extra boundary condition at \(r_0\). To proceed, we simply impose the de Donder gauge condition (3.7) at the cavity wall, which then provides a Robin-type boundary condition for \(b'(r_0)\). We thus have precisely six boundary conditions in total, which is the correct number to define a discretized version of a second-order action for three fields.

We can of course also use the boundary conditions to define a discretized version \(G^{IJ}\) of the DeWitt \(-1\) metric. However, this \(G^{IJ}\) turns out to be degenerate. This differs from the situation with canonical boundary conditions discussed in [22]. The issue appears to be related to additional gauge transformations that are allowed in the
microcanonical context, as we find that this degeneracy can be removed by imposing an additional piece of the de Donder condition (3.7). Namely, we impose the derivative of (3.7) at the cavity wall:

$$\left( \nabla^b \nabla^a h_{ab} - \frac{1}{2} \nabla^2 h \right) \big|_{r=r_0} = 0.$$  

(4.7)

This condition can then be incorporated into the definition of the actions $\hat{\mathcal{I}}$ and $\mathcal{I}$ as well.

5 Results

We now report the results of our numerical investigations. The action defined by combining the discussion of section 2.2 with the boundary conditions of section 4 may be discretized using the method described in [22]. Combining this with the analogously discretized DeWitt metric defines an operator $\mathbb{L}$ via (3.2). Since the system has already been discretized, this $\mathbb{L}$ is just a large matrix whose eigenvalues and eigenvectors can be studied using standard numerical methods [36].

As in [22], to decrease the clutter, we define the dimensionless quantities

$$\bar{\lambda} \equiv \lambda r_+^2, \quad y_0 \equiv \frac{r_0}{r_+}, \quad \text{and} \quad y_+ \equiv \frac{r_+}{\ell}.$$  

(5.1)

The limit of zero cosmological constant is obtained by setting $y_+ \to 0$.

Fig. 2 displays results for the lowest lying eigenmode (i.e., the mode with smallest $\text{Re} \ \lambda$) as a function of $y_0$ and $y_+$ for $d = 4$ (left panel) and $d = 5$ (right panel). This mode turns out to be real and positive. This shows that the Euclidean Schwarzschild-AdS black hole is stable in the microcanonical ensemble, as expected. In addition to what is shown in the figure, with $y_+ = 0$ we extended our results to $y_0 \sim 40$ and found the lowest mode to always remain real.

The positive eigenvalue indicates that the mode displayed in Fig. 2 is stable after making the Wick rotation proposed in [22]. But, as an aside, it is interesting to ask if this particular mode is one of the ones to be Wick-rotated, or if it is to be left along the real Euclidean axis. The answer to that question is determined by studying the norm of the mode under (3.1), as for real modes the rule-of-thumb from [22] rotates only those with negative norm. It turns out that our lowest-lying mode has positive norm, and thus that it defines a stable perturbation even before any Wick rotation. To show this, we note that any metric perturbation can be decomposed as a sum of a traceless component $\tilde{h}_{ab}$ and a pure trace part $\phi$:

$$h_{ab} = \tilde{h}_{ab} + \frac{1}{d} g_{ab} \phi.$$  

(5.2)
Figure 2: The lowest lying eigenmode with microcanonical boundary conditions as a function of \( y_0 \) and \( y_+ \). On the left panel we have \( d = 4 \), while on the right panel we take \( d = 5 \). To aid visualisation we also plot the plane \( \tilde{\lambda} = 0 \) in red. This mode turns out to be purely real and, most importantly, it has positive eigenvalue.

The metric \( \hat{G} \) is such that \( \hat{h}_{ab} \) and \( \hat{g}_{ab} h \) are orthogonal to each other. That is to say

\[
\hat{h}_{ab} \hat{G}^{abcd} \hat{g}_{cd} = 0. \tag{5.3}
\]

This, in turn, implies that the norm under \( \hat{G} \) may be written in the form

\[
\|h\|^2 \equiv \frac{1}{32\pi G} \frac{d^d x}{d} \sqrt{g} \ h_{ab} \hat{G}^{abcd} h_{cd}
= \frac{1}{32\pi G} \left( \int_M d^d x \sqrt{\hat{g}} \ \hat{h}_{ab} \ \hat{h}_{ab} - \int_M d^d x \sqrt{\hat{g}} \ \phi^2 \right)
\equiv \|\tilde{h}\|^2_\infty - \|\phi\|^2_\infty, \tag{5.4a}
\]

where we have defined

\[
\|\tilde{h}\|^2_\infty \equiv \frac{1}{32\pi G} \int_M d^d x \sqrt{\hat{g}} \ \hat{h}_{ab} \ \tilde{h}_{ab} > 0 \tag{5.4b}
\]

and

\[
\|\phi\|^2_\infty \equiv \frac{1}{32\pi G} \frac{d - 2}{2d} \int_M d^d x \sqrt{\hat{g}} \ \phi^2 > 0. \tag{5.4c}
\]

It thus follows that positivity of \( \|h\|^2 \) is equivalent to positivity of

\[
\eta \equiv 1 - \frac{\|\phi\|^2_\infty}{\|\tilde{h}\|^2_\infty}. \tag{5.5}
\]
In Fig. 3 we plot $\eta$ as a function of $y_0$ and $y_+$ and find that it is positive. This confirms that the lowest lying mode has positive norm under $\tilde{G}$. When combined with the positive eigenvalue found above, it also shows that the mode defines a stable perturbation even before Wick-rotating the contour of integration. This completes the aside mentioned above.

**Figure 3:** The quantity $\eta$ computed for the lowest lying eigenmode with microcanonical boundary conditions as a function of $y_0$ and $y_+$. On the left panel we have $d = 4$, while on the right panel we take $d = 5$. In both cases the results indicate that the mode has positive norm. As a result, the rule-of-thumb from [22] does not Wick-rotate either mode. And since we saw above that they have positive eigenvalues, both modes also define stable directions of the original action before any Wick-rotation.

We now attempt to give a more comprehensive survey of the overtones. For concreteness, we take $y_+ = 0$, but we find similar results for $y_+ \neq 0$. In general, the eigenvalues $\lambda$ are complex, just as with canonical boundary conditions [22]. However, for the canonical boundary conditions discussed in [22], at any given $y_0, y_+$ only a small number of the eigenvalues were $\lambda$ complex. In contrast, when considering microcanonical boundary conditions, at least when the cavity is large enough we find almost all eigenvalues to be complex. In Fig. 4 we plot the first twenty overtones in $d = 4$ as a function of $y_0 \in (1, 10)$ for $y_+ = 0$. The bottom row shows magnified versions of small regions from the figures in the top row. The left column shows the real part of the eigenvalue and the right column shows the corresponding imaginary part. Just as for canonical boundary conditions, we see that a negative and positive norm modes can merge to form a complex mode. Due to the approach described in section 2.2, some
Figure 4: The real part (left column) and the imaginary part (right column) of the excited modes as a function of \( y_0 \) for \( y_+ = 0 \). The figures in the bottom row show magnified versions of small regions from the figures in the top row. All plots are for \( d = 4 \). The colour coding is as follows: green triangles are non-gauge modes with complex eigenvalues; blue diamonds are non-gauge modes with negative norm under \( \hat{\mathcal{H}} \); red squares are non-gauge modes with positive norm under \( \hat{\mathcal{H}} \) and the black disks are pure gauge modes. Each green triangle has a two-fold degeneracy since complex modes come in conjugate pairs.

fraction of the modes shown in figure 4 are pure gauge. Modes are classified as gauge vs. non-gauge by comparing the modified action \( S^{(2)} \) to the original action \( S^{(2)} \), with vanishing of the latter (to numerical precision) indicating a gauge-mode while for non-gauge modes the values agree. As a consistency check, we also verify that the non-gauge modes are precisely those that satisfy the de Donder gauge condition as expected.

We have checked that the rule of thumb presented in [22] remains well-defined even when the positive and negative norm modes merge. In particular, using the normalisation and phase conventions of [22] for the complex modes, we find that the
Figure 5: The real part (left column) and the imaginary part (right column) of the excited modes as a function of $y_0$ for $y_+ = 0$. The bottom row is a zoom of the top row and all plots have $d = 5$. The colour coding is as follows: green triangles are non-gauge modes with complex eigenvalues; blue diamonds are non-gauge modes with negative norm under $\hat{\mathcal{J}}$; red squares are non-gauge modes with positive norm under $\hat{\mathcal{J}}$ and the black disks are pure gauge modes. Each green triangle has a two-fold degeneracy since complex modes come in conjugate pairs.

The imaginary part of any complex modes becomes precisely the negative norm mode after the merger. Similarly, the real part of any complex mode becomes the corresponding positive norm mode after the merger. A similar structure can be seen in Fig. 5 which displays analogous results for $d = 5$.

Let us now generalize the discussion to $y_+ > 0$ (i.e., to $\Lambda < 0$). Corresponding results for the overtones in this case are shown in Fig. 6. There we plot the imaginary (left column) and real (right columns) of the first excited complex mode for $d = 4$ (top row) and $d = 5$ (bottom row). Unlike the case for the canonical boundary conditions
Figure 6: The absolute value of the imaginary part (left column) and the real part (right column) of the first complex excited mode in a region of $y_0$ and $y_+$ where the mode is complex. Note that the scales are very different in the left and right figures. The top row has $d = 4$, while the bottom row has $d = 5$. The green horizontal plane on the left column sits at $\lambda = 0$ and is drawn solely to aid visualization.

studied in [22], we now find that the size of the interval in $y_0$ where a given mode is complex now has only a weak dependence on $y_+$. In particular, we find large regions of parameter space where complex modes exist even for very large black holes (as large as $y_+ = 10$).

6 Discussion & Conclusions

The above work introduced a microcanonical path integral for gravitational systems that fixes a certain off-shell notion of energy. The formulation was motivated by following [14] in writing the microcanonical partition function as an integral over the inverse
temperature $\beta$ of the canonical partition, and then performing this $\beta$ integral before path-integrating over ‘the rest of the spacetime metric’. This procedure is not unique, but depends on what aspects of the metric are held fixed during the $\beta$-integration.

We simplify the problem by considering only metrics that preserve a $U(1)$ Euclidean time-translation symmetry that fixed a locus we may call the Euclidean horizon. In that context, for a natural choice of what it means to ‘fix the rest of the metric’, we obtain a microcanonical path integral that specifies the value of a certain off-shell notion of the Hamiltonian that we call $H$. This $H$ is defined by including terms that would be called constraints in the canonical formalism, multiplied by appropriate notions of lapse and shift. With this choice, and using the Wick-rotation specified by the rule-of-thumb from [22], we find no microcanonical negative modes in perturbation theory about any Schwarzschild-AdS$_d$ black holes inside a cavity of any radius in pure Einstein-Hilbert asymptotically-AdS$_d$ gravity with $\Lambda \leq 0$ for either $d = 4$ or $d = 5$. In particular, including the constraint terms resolves the tension mentioned in the introduction that the negative mode in the asymptotically-flat canonical ensemble falls off too quickly to contribute to the usual ADM energy. We presume the corresponding solutions to give stable microcanonical saddles in other dimensions as well. While we worked with vacuum gravity, the general arguments did not depend on the detailed form of the action, so it is straightforward to extend the present formalism to include couplings to matter fields.

There are, however, a number of directions that remain to be explored. First, one would like to study more interesting ensembles, such as those associated with rotating black holes. This will be the subject of future work, where we anticipate finding that their study is facilitated by using the Hamiltonian form of the path integral. Indeed, as indicated in footnote 5, the Hamiltonian formalism will also give better control over issues related to the path integral measure. We also expect the Hamiltonian formalism to allow the inclusion of modes that break the Euclidean time-translation symmetry, in which case we expect the corresponding method to fix a time-averaged notion of off-shell energy.

This then raises the question of studying negative modes in the Hamiltonian framework, where off-shell modes can involve fluctuations of canonical momenta that are not determined by time-derivatives of the spatial metric. To our knowledge, this problem has not yet been studied in the literature.

Another important open question involves the choice of what it means to integrate over $\beta$ while holding the rest of the spacetime metric fixed. Here we studied a particular simple and perhaps natural such definition. One would expect the physics to be independent of such choices, but verifying this should be a high priority.

We should also mention that there are cases where we do expect negative modes
in the microcanonical path integral. In particular, we expect these to occur whenever the background solution is classically unstable. One such example occurs when we consider embedding the Euclidean Schwarzschild-AdS$_5$ in IIB supergravity with AdS$_5 \times S^5$ asymptotics via the standard Freud-Rubin compactifications [37]. At small energies the usual Schwarzschild-AdS$_5$ black hole becomes dynamically unstable [4, 38–45] to the Gregory-Laflamme instability [46]. The endpoint of this instability has been argued to be a ten-dimensional localised black hole, which has been constructed in [44] and also admits a regular Euclidean section.

This onset of the above instability signals the existence of a zero-mode for the associated Euclidean section. Fixing the energy thus defines a mode that gives a zero-eigenvalue in the matrix of 2nd derivatives of the horizon area. We expect this eigenvalue to become negative after the onset of the instability.\(^\text{10}\) However, to study this phenomenon in detail, one must resort to analysing fluctuations of the Euclidean Schwarzschild-AdS$_5 \times S^5$ in type IIB supergravity. This is a formidable task that we leave for future endeavours.

Finally, while the results of our Euclidean analysis seem quite satisfactory, as usual in Euclidean gravity it remains to better understand the proper treatment of the conformal mode. In particular, while the rule of thumb proposed in section 3 seems likely to generalize to a wide array of systems, it makes use of both the de Donder gauge and the interpretation of $\hat{G}$ as a metric on the space of perturbations. Yet there is no clear reason why either of these structures should be physically preferred. One should thus investigate further the extent to which the results depend on these choices or, even better, to find a first-principles derivation of the correct recipe. In accord with previous suggestions from [5, 47–54], we expect the Lorentz-signature path integral to provide a useful starting point for such an analysis since, as an oscillatory integral, it should be well-defined in a distribution sense without any Wick rotation. Allowed deformations of the contour of integration for this path integral might then be used to define the correct Euclidean prescription. We hope to at least partially address this issue in future work.
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\section{General form for $\delta I^{(2)}_\partial$}

We start with the Einstein-Hilbert action with the Gibbons-Hawking-York term for a spacetime $(M, g)$:

$$I = -\frac{1}{16\pi G} \int_M d^d x \sqrt{g} (R - 2\Lambda) - \frac{1}{8\pi G} \int_{\partial M} d^{d-1} x \sqrt{\gamma} K, \quad (A.1)$$

with $K$ computed using an outward pointing unit normal $n$, and $\gamma$ the induced metric on $\partial M$.

Upon variation we find

$$\delta I = \frac{1}{16\pi G} \int_M d^d x \sqrt{g} E^{ab} h_{ab} + \frac{1}{16\pi G} \int_{\partial M} d^{d-1} x \sqrt{\gamma} T_{\mu\nu} \alpha_{\mu\nu}, \quad (A.2)$$

where Greek indices run over the boundary $\partial M$, the object $T_{\mu\nu}$ is the Brown-York stress energy tensor given by

$$T_{\mu\nu} = K_{\mu\nu} - K \gamma_{\mu\nu}, \quad (A.3)$$

and we have defined

$$E^{ab} \equiv R^{ab} - \frac{1}{2} R g^{ab} + \Lambda g_{ab}, \quad h_{ab} \equiv \delta g_{ab} \quad \text{and} \quad \alpha_{\mu\nu} = \delta \gamma_{\mu\nu}. \quad (A.4)$$

To find the second order variation we need to take an additional functional derivative to find

$$\delta^2 I = \frac{1}{32\pi G} \int_M d^d x \sqrt{g} E^{ab} h_{ab} h - \frac{1}{8\pi G} \int_M d^d x \sqrt{g} E^a_c h^{cb} h_{ab}$$

$$+ \frac{1}{16\pi G} \int_M d^d x \sqrt{g} \delta E_{ab} h^{ab}$$

$$+ \frac{1}{32\pi G} \int_{\partial M} d^{d-1} x \sqrt{\gamma} T^{\mu\nu} \alpha_{\mu\nu} \alpha - \frac{1}{8\pi G} \int_{\partial M} d^{d-1} x \sqrt{\gamma} T_{\mu\rho} \alpha^{\rho\nu} \alpha_{\mu\nu}$$

$$+ \frac{1}{16\pi G} \int_{\partial M} d^{d-1} x \sqrt{\gamma} \delta T_{\mu\nu} \alpha^{\mu\nu}. \quad (A.5)$$

The third term relates to the Lichnerowicz operator

$$\delta E_{ab} = \frac{1}{2} S_{ab}^{\, cd} \left[ (\Delta_L h)_{cd} + 2 \nabla_{(c} \nabla^{p} h_{b)p} \right]. \quad (A.6)$$

If we focus on backgrounds that satisfy the equations of motion $E_{ab} = 0$, the last three terms in Eq. (A.5) provide all the boundary terms to include in our calculation.
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