Formulation of a novel HRV classification model as a surrogate fraudulence detection schema
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Abstract

Lie detection has been studied since a few decades ago, usually for the purpose of producing a scheme to assist in the investigation of identifying the culprit from a list of suspects. Heart Rate Variability (HRV) may be used as a method in lie detection due to its versatility and suitability. However, since its analysis is not instantaneous, a new experiment is described in this paper to overcome the problem. Additionally, a preliminary HRV classification model is designed to further enhance the classification model which is able to distinguish the lie from the truth for up to 80%.
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INTRODUCTION

A lie is an intentionally false statement to a person or group made by another person or group who knows it is not wholly the truth (Freitas, 2013). Lies can be told for various reasons, and with various amounts of success. One of the factors that determine its success is by how well the person who was told the lie can detect the cue. Therefore, this leads to a conclusion that lying is accompanied by specific perceptible physiological or behavioral alterations, which the very cues are derived from. Such most daily example is a mother tells her child, "Look at me," in order to assure he is telling the truth, because she believes that lying is associated with averting the gaze (Bateson, 1972). Other idiosyncratic behavioral manifestations may be recognized by those close to an individual when he purposefully decides to lie. These may include signs of tension, agitation, respiratory changes, a catch in one's voice, blanching, blushing, etc. However, the same method of lie detection could not be applied as easily to strangers in public. Investigators do not know criminals well enough to detect the slight behavioral alterations the criminals, and interviewers only barely know the interviewees by the brief resumes attached. In the past decades, researches had been done to convert those recognizable signs into more representative qualitative parameters. The progress improved when various biomedical measuring techniques are found. Several methods had been used in the attempt to detect deception including measurement of skin conductance, blood pressure, and respiratory rate as in polygraph test. Heart Rate Variability (HRV) is a commonly used classification model due to its related parameters. It is the physiological phenomenon of variation in the time interval between heartbeats. It is measured by the variation in the beat-to-beat interval or can be measured by heart murmurs which measures the spectral characteristic such as the amplitude and timing (Shaikh et al., 2012, Sh-Hussain et al., 2012). Previous studies have shown that it is directly affected by the Autonomic Nervous System (ANS). The sympathetic branch of ANS also called ‘flight or fight’ branch deals with stress and manifests itself in changes in HRV.

This paper describes the works to develop an alternative lie detection scheme using HRV classification model. A lie detection experiment is designed to quantify and qualify the linear parametric (time and frequency domain) analysis differences in both ‘deception’ and ‘truthful’ situation. Finally, the results from the analysis are tabulated for future algorithm development that helps to create the most accurate results in detecting deception.

POLYGRAPH MECHANISM

Polygraph technique has been widely used by police, governmental agencies, and industry to detect deception. However, to date there is still no specific physiological response has ever been identified that is unique to lying (Rosenfield, 1995). On the contrary, the kinds of behavioral and physiological responses associated with deception are also characteristic of arousal, anxiety, and stress to name a few. Therefore, most experiment carried out could not fully distinguish the changes were either made by solely the deceptive intent itself only, or a mixture with accompanying emotions.

In the polygraph technique, the detection of deception depends upon a comparison of the subject's responses to two or more stimuli matched in their presumed ability to arouse the subject. Some of these stimuli may or may not associated with deception. If the individual's responses to these basically similar stimuli are considerably different in the case of those stimuli about which deception is suspected, a
diagnosis of lying is made. The procedure rests on a number of assumptions, which include an adequate matching of stimuli, as well as differential response on one or more of the parameters being measured (Orne et al., 1972).

A simple version of such test is the card test which is used both in certain field applications and in laboratory studies. A subject is asked to select and remember one of six cards. As the facilitator name each of the cards, he is required to answer "No" each time, thereby "lyzing" about the card he actually did select. Therefore, the comparison of the physiological response to each of the stimuli will show that the greatest response is evoked by the card selected. The process of selecting the card, then, differentially alters the individual’s physiological response to it. However, the simple procedure will not guarantee the greatest physiological response is associated with a selected card. On the contrary, situations varying the consequences of deception, the kind of response required of the subject, his antecedent experience, the kind of parameters being tested, etc., will dramatically affect the incidence with which a selected card will evoke a differentially greater physiological response (Orne et al., 1972). This is one of the factors that make laboratory studies questionable when applied to real situation.

The Cognitive Load hypothesis states that lying requires more cognitive resources compared to truth-telling and decreases the respiratory sinus arrhythmia (RSA). The extra cognitive load is due to the fact that the deceptive person is engaging in additional tasks – such as inferring what others are thinking, “keeping their story straight,” monitoring and controlling their behavior – in order to avoid creating the fact that the deceptive person is engaging in additional tasks – such as inferring what others are thinking, “keeping their story straight,” monitoring and controlling their behavior – in order to avoid creating the impression that they are lying (Aikins et al., 2010). Thus, by increasing task complexity (e.g., asking a participant to tell the story in reverse order, requiring simultaneous performance on multiple tasks) deceptive individuals should be more detectable (Vrij et al., 2006). HRV has been associated with information-processing ability. The suppression of HRV is hypothesis to indicate an increased capacity for sustained attention (Porges et al., 2008). Furthermore, healthy non-anxious individuals demonstrate reductions in HRV during neuropsychological tests of attention, executive function, and working memory (Middleton et al., 1999; Hansen et al., 2003). When combined with the Cognitive Load hypothesis, lying should produce a lower HRV value theoretically.

Heart rate (HR), like many physiological set points such as blood pressure and temperature, is not a static parameter, but rather changes within a range in reaction to bodily demands. Healthy cardiovascular systems are ready to quickly detect and respond to changing needs placed upon the system in order to restore homeostasis and permit directed activities.

Frequency domain analysis is often more popular than time domain analysis when it comes to interpreting HRV data. The spectral peak in a low frequency band (LF, 0.01–0.15 Hz) is thought to be influenced by both parasympathetic and sympathetic activity, while the peak in a high frequency band (HF, 0.15–0.40 Hz) is influenced solely by parasympathetic activity (Malik et al., 1996). Parasympathetic and sympathetic activity are not necessarily reciprocal or antagonistic and cannot be inferred from heart rate changes alone (Paton et al., 2005). For example, tachycardia may be produced by either increased sympathetic activity, decreased parasympathetic activity, both, or even peripheral chemo reflexes (Napadow et al., 2008). The parameters used in frequency domain analysis of HRV are the normalized components, power spectral density of HF and LF, as well as LF/HF ratio. Meanwhile for time domain analysis, the standard deviation of NN intervals (SDNN) of the mean of the squares of the successive differences between adjacent NNs (RMSSD) are the common parameters.

Welch periodogram

Practical computations of the discrete Fourier Transform (DFT) use the fast Fourier Transform (FFT) for speed advantages. The periodogram, extension of the DFT, is a basic method of estimating power spectral density of a time series. Refer to Eq. (1).

\[
P(f) = \frac{1}{N} \sum_{n=0}^{N-1} x(n) e^{-i2\pi fn} \quad k = 0, 1, ..., L - 1
\]

By incorporating a weighted windowing function \(w(n)\), such as Hamming and Hanning, to the input series, spectral leakage of the periodogram could be reduced. Data near the edges of the time series are given less weight compared to data nearer the center. Thus, the modified periodogram is described in Eq. (2).

Finally, in order to further reduce the variance of the periodogram estimation, the Welch method separates the data series into overlapping segments. The Welch method applies a weighting window to reduce spectral leakage, but weighting is applied to each segment. Finally, an averaged PSD is calculated using all segments. Power spectral density by the Welch periodogram is given by where \(P_M(f)\) is the \(m\)th modified periodogram from the data series. Refer to Eq. (2).

\[
P_M(f) = \frac{1}{M} \sum_{j=0}^{M-1} x(n)w(n)e^{-i2\pi fn} \quad i = 0, 1, ..., L - 1
\]

where

\[
U = 1/M \sum_{j=0}^{M-1} w^2(n)
\]

Burg periodogram

Autoregressive spectral estimation methods differ from non-parametric methods as they attempt to model the data instead of estimating the PSD directly. Several modeling methods exist for AR spectrum estimation, but the Burg method is the most common in HRV (Issartel et al., 2006). The power spectrum of a \(p^{th}\) order autoregressive process is given in Eq. (3).

\[
P_{\text{Burg}}(f) = \frac{p}{f} \left( \frac{e_p}{1 + \sum_{k=1}^{p} a_p(k)e^{-2\pi k f}} \right)^2
\]

where \(e_p\) is the total least square error, \(f\) is the sample rate, and \(a_p\) are the Burg AR model parameters (Carvalho et al., 2003). Meanwhile, Thong et al. (2004) suggests that a model order of \(p=16–20\) is a sound choice for HRV in human IBI resampled at 2–4 Hz.

RESEARCH METHODOLOGY

A total of 10 participants (5 females, 5 males) were recruited to participate in the study. The number of males and females is the same so that there is no inequality or biased factor. It is undeniable that factors such as emotion, stress, and health conditions can affect the heart rate variability lie detector experiment results. To minimize the factors, all subjects chosen are generally happy, stress-free, and healthy before they undergo the lie detector experiment. The recruitment was voluntary without any form of reward or compensation. The study took place in a closed lab in School of Biomedical Engineering and Health Sciences, Universiti Teknologi Malaysia. PowerLab 16/35 and Octal Bio Amp were used for data acquisition in this study. For the software, LabChart Pro 7 was used with “ECG and Volume Pulse Setting” as the settings file. A set of three disposable ECG electrodes was also used on each subject, primed respectively by abrasive gel and alcohol swabs to reduce skin resistance and remove dead skin cells.

Many previous studies have been focusing on lie detection in the field of interrogating to identify criminal from a list of suspects. One of the most recent examples is by Staunton et al. (2011). The method used was playing a situational role, such as letting the participants to involve in a mock crime, followed by interrogating the participants with Guilty Knowledge Test. The weakness in this type of study was the participants do not have the psychology of true criminals and therefore any act of lie is more discernable than the real situation. Besides that, situational role participative method has been reported to leave participants feeling unrelated, and thus has lower motivation for telling lie. Furthermore, the questions asked in such methods only required simple yes and no as a response. Therefore, it was unsuitable for HRV measurement which requires short-term analysis to last for minimum two minutes.
Therefore, this study suggests another way of conducting lie detection. The method is inspired by a common lie which almost everybody can tell. When complimenting on other people looks, one tends to tell lie depending on the familiarity of the speaker with the listener; the more unfamiliar is the listener to the speaker, to a greater extend a lie is told. The motivation of the lie is undoubtedly to make the listener feel good, so that it assists further possible social interactions between the listener and the speaker. This motivation had been adapted in this study.

In order to play up the situation, four photos of celebrities (Hang Mioku, Jocelyn Wildenstein, Grichka Bogdanoff, and Pete Burns) with extreme facial surgical failure were selected for the study. Although only one out of the four celebrities will be discussed, by providing the chance for participants to choose, this not only equal to acknowledging the different sense of beauty in every participant, but also formed an unconscious acknowledgement of the participants towards the deformity of the celebrities they had chosen. Since the participants are from both sexes, the celebrities chosen are two males and two females. The photos were shown to the participants through a PowerPoint presentation. All of the subjects were asked whether they knew these four celebrities and none of subjects were familiar with them.

The participants were briefed upon the purpose of the study and what they were expected to do in the experiment. Each of them was asked to sit comfortably on a chair facing a laptop. Then, the ECP electrodes were attached to both wrists and the right ankle. Before the experiment started, the signal obtained in the LabChart software was checked.

There were three stages in the experiment. The participants were required to choose one of the ugliest celebrities (they were not told that the photos were celebrities) in the first stage. After that, the comparison photo of the chosen celebrity before and after the plastic surgery was shown. A brief background of the chosen celebrity was revealed to the participants, focusing on the reasons that caused the celebrity to undergo plastic surgery. Then, the participants were encouraged to discuss on the facial features of the celebrity. This is the second stage of the experiment, where the purpose was to obtain the signal when the participants were being truthful, while conditioning their mind by strengthening their perception towards the ugliness of the celebrities after the plastic surgery. The third stage was to force the participants to lie. The participants were told to compliment the facial features of the celebrities.

RESULTS AND DISCUSSION

Table 1 shows the 10-subjects results summary of the HRV experiment as categorized per time domain, frequency domain, and time-frequency domain analyses. A total of 5 parameters were adopted for comparison between the truth and deception portion, which were SDNN, RMSSD and pNN50 for the time domain, and LF to HF ratio for both frequency and time-frequency domain analyses. All results were generated using a modified HRVAS MATLAB program originally written by John T. Ramshur.

| Session | Subject | Gender | SDNN (ms) | RMSSD (ms) | pNN50 (%) | LFHF (Welch) | LFHF (Burg) |
|---------|---------|--------|-----------|------------|-----------|--------------|------------|
| Truth   | 1       | F      | 103       | 133.9      | 21.6      | 2.43         | inf        |
|         | 2       | F      | 40.6      | 43.3       | 20.2      | 0.46         | 1          |
|         | 3       | F      | 70.3      | 37.3       | 15        | 2.55         | 3          |
|         | 4       | F      | 40.5      | 16.6       | 0.7       | 2.47         | 3          |
|         | 5       | F      | 71.7      | 90         | 4.3       | 0.92         | 1          |
|         | 6       | M      | 52.5      | 62.6       | 15.1      | 2.89         | inf        |
|         | 7       | M      | 114.7     | 72         | 26.5      | 1.03         | inf        |
|         | 8       | M      | 191.5     | 227        | 32.6      | 1.61         | 3          |
|         | 9       | M      | 41.3      | 28         | 7.7       | 4.59         | 3          |
|         | 10      | M      | 193       | 114.7      | 61.3      | 1.12         | 0.3        |
| Deception| 1      | F      | 94.9      | 150.1      | 24.4      | 0.34         | 0.5        |
|         | 2       | F      | 51        | 53.5       | 20.9      | 0.49         | 0.2        |
|         | 3       | F      | 80.1      | 47.4       | 18.9      | 2.26         | 6          |
|         | 4       | F      | 50.6      | 60         | 2         | 0.5          | 1          |
|         | 5       | F      | 36.7      | 22.7       | 1.9       | 7.32         | inf        |
|         | 6       | M      | 86.6      | 104.5      | 19.4      | 0.69         | 1          |
|         | 7       | M      | 196       | 130        | 47.3      | 0.94         | inf        |
|         | 8       | M      | 190.9     | 279.6      | 47.4      | 0.46         | 0          |
|         | 9       | M      | 29.1      | 28.8       | 4.5       | 2.84         | 1          |
|         | 10      | M      | 115       | 102.7      | 54.3      | 2.35         | 3          |

Table 1: HRV experiment results summary.

Heart Rate Variability (HRV)
SDNN: Standard deviation of the NN (R-R) intervals
RMSSD: Root mean square of successsive differences
pNN50: The proportion of NN50 divided by the total number of NN (R-R) intervals

Except for the LF to HF ratio of the time-frequency domain analyses which contains infinities, the box plots showing the means and the data spread per selected parameter were obtained. For gender relevance of the HRV experiment, the male and female results were separately plotted together with the overall population results. See Figures 1–4 below. Based on the data, specifically the averages of the five selected parameters in both truth and deception sessions, a classification tree had been created as shown in Figure 5. As it can be seen, the classification tree is initially separated by gender because of two time-domain parameters – SDNN and RMSSD. As part of the design, equal weights had been given for each of the five HRV analyses parameters used. This is reflected by a score of 1 for every satisfied condition.
Figure 1a shows female data below overall data and Figure 1b shows male data.

Figure 2a shows female data below overall data and Figure 2b shows male data.

Figure 3a shows female data below overall data and Figure 3b shows male data.

Figure 4a shows female data below overall data and Figure 4b shows male data.

Fig. 1 SDNN data for truth (SDNN-T) and deception (SDNN_D) sessions. Figure 1a shows female data below overall data and Figure 1b shows male data.

Fig. 2 RMSSD data for truth (RMSSD-T) and deception (RMSSD_D) sessions. Figure 2(a) shows female data below overall data and Figure 2(b) shows male data.

Fig. 3 pNN50 data for truth (pNN50-T) and deception (pNN50-D) sessions. Figure 3(a) shows female data below overall data and Figure 3(b) shows male data.

Fig. 4 Frequency domain LF to HF ratio for truth (LFHF-F(Welch)-T) and deception (LFHF-D(Welch)-D) sessions. Figure 4a shows female data below overall data and Figure 4b shows male data.
Using the classification tree as a reference, a scoring table (Table 2) is subsequently produced. From here, it can be seen that 8 out of 10 (80%) subjects had a score of 3 or above which this study has designed to be the threshold for discriminating between telling the truth and deception. In terms of gender, the classification tree has an absolute discrimination performance of 80% (4/5) for male and 80% (4/5) for female for a combined performance of 80%. Classification accuracy was 80% due to physiological nature of the heart characteristic of people who lie. It is usually normal for human to show anxiety and nervousness when they lie. The remaining 20% of the misclassification is due to several factors. One of the factor is the subject is unusually calm in answering the questions. Other than that, the subject is used to and good at lying to people while feeling no guilt and nervousness. To improve the misclassification of data, more unexpected set of questions should be asked. In this way, the liars do not have the inconsistencies and time to react to the unexpected questions. Another measure included on the table are the points obtained per subject and per gender group. This gives rise to the percentage of conditions satisfied over the maximum possible conditions that can be met. As a group, it shows that males and females have the same weighted performance discrimination. However, the total amount of HRV scores obtained by males are 19 while the females are 16. A higher HRV scores means that stress or accumulated stress can be tolerated with a stronger ability. Males have higher HRV scores than females show that males are better at lying. The male subjects can control their heart beat rate in a more controlled rate than the female subjects.

The classification technique used in the HRV classification model presented in this study was initiated by inspecting key single HRV analyzes parameters, followed by building a classification tree based on each parameter results. SDNN, RMSSD, and pNN50 were selected as they represent short term time domain analyses while LF to HF spectral power ratios were used for both frequency (Welch) and time-frequency (Burg) domain analyses. Power spectral ratio change had been shown to detect physiological and temporary physical and psychological stress conditions in several studies (Orsila et al., 2008). The use of a classification tree itself in conjunction with HRV analyses as a classification technique is not new. Melillo et al, (2014) developed an automatic coronary heart failure severity assessment system based on long-term HRV analyses. It likewise makes use of intelligible if-then rules using linear and non-linear parameters (Melillo et al., 2014).

As mentioned, the classification tree model was designed based on inspection of the parameter measurements. The classification conditions were based on comparing truth and deception sessions from which the maximum number of subjects will obtain the highest possible score. It does not depend on what related previous studies show otherwise. For example, Delaney and Brodie (2000) had shown that psychological stress decreases HF and increases LF and therefore increases LF to HF ratio. This is not in alignment with the classification tree presented here where the LF to HF ratio condition was designed such that a lower LF to HF ratio during deception session gets a score. Similarly, a work by Ramaekers et al. (1998) emphasized that a higher expression of negative emotions is related to higher vagal tone. This meant that a low RMSSD value indicates high stress. The classification tree here adopts this finding for male subjects only.

The objective of this study however is to set a classification tree conditions based on actual measurements. To improve confidence in the viability of the classification model used, it is expected that more subjects should be tested. The more accurate performance measure can then be obtained by using an established classification tree and testing it against other subjects and other testing conditions. The division according to gender at the beginning of the regression tree is supported by Sato et al. (2004). Although in their research it is noted that the difference between male and female subjects is at their sympathetic dominance which is more represented by LF/HF ratio, nevertheless, it also promises a potential of difference in time-domain parameter such as SDNN.

The accuracy of the HRV classification model developed might have been affected by several other factors. One of the factors is the change in breathing pattern. Changes in respiration reflect the changes mediated by the baroreceptor reflex as the breathing pattern changes (Rainville et al., 2006). Besides, emotion might have some effect on the

Fig. 5 HRV analyses classification tree for lie detection.
result as well. McCraty et al. (1995) suggested that positive emotion will induce a shift to higher frequency ranges.

In addition, the personalities and characteristic of the subjects is also one of the factors that lower the accuracy of the HRV classification model. For example, panicikers have higher heart rates with least HRV, which indicates low levels of cardiac vagal tone (Friedman et al. 1998). This creates anxiety, which is accompanied by somatic manifestations that suggest marked changes in autonomic nervous system (ANS) activity, such as rapid heart rate, shortness of breath, and sweating. These symptoms are then viewed as a sign of sympathetic (SNS) activation, which affects the interpretation of result. In order to improve the classification model, it is suggested in future research that electrode attachment should be located at torso instead of limbs. This is because it is observed that the participants tend to move especially when telling lie.

### Table 2 Score table produced after applying the classification tree on the HRV analysis data.

| Subj | Sex | SDNN | RMSSD | pNNx | F-LFHD (Freg) | F-LFHD (T-Freg) | Total | Total per gender | % of score of 3 and above per total(gender) |
|------|-----|------|-------|------|---------------|----------------|-------|-----------------|------------------------------------------|
| 1    | F   | 0    | 0     | 1    | 1             | 1              | 3     |                 |                                          |
| 2    | F   | 1    | 1     | 1    | 0             | 1              | 4     |                 |                                          |
| 3    | F   | 1    | 1     | 1    | 1             | 0              | 2     |                 |                                          |
| 4    | F   | 1    | 1     | 1    | 1             | 1              | 5     | 16             | 80                                       |
| 5    | F   | 0    | 0     | 0    | 0             | 0              | 0     |                 |                                          |
| 6    | M   | 1    | 1     | 1    | 1             | 1              | 5     |                 |                                          |
| 7    | M   | 1    | 1     | 1    | 1             | 0              | 4     |                 |                                          |
| 8    | M   | 1    | 1     | 1    | 1             | 1              | 5     | 19             | 80                                       |
| 9    | M   | 1    | 1     | 0    | 1             | 1              | 3     |                 |                                          |
| 10   | M   | 1    | 0     | 0    | 0             | 1              | 1     |                 |                                          |
| Total|     |      |       |      |               |                | 35    |                 |                                          |

Furthermore, more subjects would be needed in future research to assist in the improvement of the classification suggested in this study. By having more subjects, more groups of participants with certain specific characteristics could be identified. A better average value of the data can be determined if larger sample size is used and errors can be avoided from testing a small number of possible atypical samples. Larger sample sizes provide more data despite more time commitments. The average value of a quality among tested samples can be determined in larger sample sizes. In other words, a larger sample size can have a precise mean. The outliers can be easily pinpointed. The margin of error will decrease when the sample size increases. In this study, the only group identified was based on gender, which is not adequate for extensive public investigation. Furthermore, future research should be accompanied with additional subjects for the sole purpose of testing the classification model generated. However, the optimum number of subjects for this kind of investigation should be from 5 to 25 according to Creswell (1998). Morse (1994) suggests that at least six subjects must participate in the study. It is because for experimental study under the category of phenomenological studies which is used to describe how human beings experience a certain phenomenon. This is to verify that the classification model can be used to detect deception outside of the pool of participants who contributed to the development of the classification model.

**CONCLUSION**

A HRV lie detection model was developed in this study. In order to cater for the requirements of HRV of needing a minimum of 2 minutes for data acquisition, a new method of conducting the experiment was also designed. This was followed by analyzing the parameters and determining the key parameters which could help to identify truth and lie condition of the subjects. The classification tree produced was able to achieve a preliminary accuracy of 80%. By improving the data acquisition method and increasing the number of participants used for building the classification, further increase in accuracy will be highly expected.
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