Low-energy cluster vibrations in \(N = Z\) nuclei
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Significant transition strength in light \(\alpha\)-conjugate nuclei at low energy, typically below 10 MeV, has been observed in many experiments. In this work the isoscalar low-energy response of \(N=Z\) nuclei is explored using the Finite Amplitude Method (FAM) based on the microscopic framework of nuclear energy density functionals. Depending on the multipolarity of the excitation and the equilibrium deformation of a particular isotope, the low-energy strength functions display prominent peaks that can be attributed to vibration of cluster structures: \(\alpha + {}^3\text{He} + {}^{12}\text{C}\) in \(\text{Ne}\), \(\alpha + {}^5\text{Be} + {}^{12}\text{C}\) in \(\text{Ne}\), \(\alpha + {}^5\text{Be} + {}^{12}\text{C}\) in \(\text{Ne}\), \(\alpha + {}^7\text{Be} + {}^{12}\text{C}\) in \(\text{Ne}\), etc. Such cluster excitations are favored in light nuclei with large deformation.

I. INTRODUCTION

A number of experiments have observed a significant increase of the E0 strength at excitation energies below the giant monopole resonance in relatively light nuclei \(^{16}\text{O}\) \(^{18}\text{Ne}\) \(^{20}\text{Ne}\) \(^{22}\text{Ne}\). Theoretical studies using, e.g., the cluster model \(^{16}\text{O}\) \(^{18}\text{Ne}\) \(^{20}\text{Ne}\), or the Antisymmetrized Molecular Dynamics (generally combined with Generator Coordinate Method (GCM)) \(^{16}–^{20}\), consistently interpret these observations as excitations of cluster structures. Cluster excitations can also occur with higher multipoles \(^{3,21–24}\). For instance, a low-energy E1 excitation has been associated with a reflection-asymmetric vibration of an \(\alpha\) cluster against the \(^{16}\text{O}\) core in \(^{20}\text{Ne}\) \(^{22}\text{Ne}\), with a strength that is enhanced in comparison to similar excitations contributing in the E0 and E2 response.

Valuable information about the structure of a nucleus can be obtained by analyzing how the system responds to an external perturbation with a given multipolarity (see, for instance, \(^{25,26}\)). A useful theoretical framework for such studies is provided by the Random-Phase Approximation (RPA), and the Quasiparticle-RPA (QRPA) which extends the former to superfluid systems. (Q)RPA calculations on top of reference mean-field states computed using Energy Density Functionals (EDFs), have demonstrated the capacity to describe excitation modes ranging from tens of keV to tens of MeV \(^{27,28}\). The method has also been extended to charge-exchange modes \(^{29,31}\). There are many ways to derive the QRPA equations, e.g. by linearizing the Hartree-Fock-Bogoliubov (HFB) equations and then solving an eigenvalue problem \(^{32}\). A major issue in QRPA calculations are the dimensions of the matrix system which can become very large, especially when the HFB reference state is allowed to spontaneously break the symmetries of the nuclear Hamiltonian.

Several methods have been developed to circumvent these numerical difficulties \(^{33,36}\), here in particular we focus on the Finite Amplitude Method (FAM) \(^{37}\). It is also based on the linearization of the Hartree-Fock (HF) equations but avoids the solution of a matrix eigenvalue problem. The FAM has been extended to superfluid systems (QFAM) \(^{38}\) for Skyrme interactions and relativistic functionals \(^{39,40}\). The Skyrme-based FAM has been applied to photoabsorption cross sections \(^{41}\), higher multipole excitation modes \(^{42}\), giant dipole resonances in heavy nuclei \(^{44}\), and \(\beta^-\) decay studies \(^{43}\).

The present study is based on the relativistic QFAM \(^{40}\). Relativistic EDFs have successfully been used to describe both liquid- and cluster-like nuclear properties \(^{45,46,48,48}\), starting from nucleonic degrees of freedom. Recently the multi-reference implementation of the GCM based on relativistic EDFs has been employed in the analysis of spectroscopic properties (energies of excited states, elastic and inelastic form factors) of nuclei with cluster structures \(^{49,50}\). A QFAM approach based on relativistic EDFs is hence expected to provide an alternative consistent and microscopic description of cluster vibrations in nuclei.

In this work we perform a systematic calculation of isoscalar multipole (\(\lambda = 0, 1, 2, 3\)) strength in \(\alpha\)-conjugate nuclei from \(^{12}\text{C}\) to \(^{56}\text{Ni}\), and analyze the low-energy structure of the strength functions. The calculations are based on the DD-PC1 parametrization \(^{51}\) and involve an expansion of the equations of motion in an axially-deformed harmonic oscillator basis. The first nucleus to be analyzed is \(^{20}\text{Ne}\) whose large equilibrium deformation favors clusterization, and hence cluster vibration modes are expected to occur at low energy \(^{16}\). We will show that the lowest modes correspond to reflection-symmetric \(2\alpha + {}^{12}\text{C}\) and reflection-asymmetric \(\alpha + {}^{16}\text{O}\) configurations oscillating around the axially-symmetric deformed equilibrium. The study of \(^{20}\text{Ne}\) is extended to other \(\alpha\)-conjugate nuclei, and the evolution of the strength function is analyzed when the quadrupole moment of the mean-field reference state is varied from oblate to prolate deformations.

The QFAM formalism is briefly introduced in Sec. II. Section III explores the multipole (\(\lambda = 0, 1, 2, 3\)) response of \(^{20}\text{Ne}\), as well as the role played by quadrupole deformation in the appearance of cluster vibration modes. In Sec. IV we extend the study of isoscalar monopole vibrations to three other \(\alpha\)-conjugate nuclei that display
pronounced cluster vibrations: $^{24}\text{Mg}$, $^{28}\text{Si}$ and $^{32}\text{S}$. Section V contains a brief summary and conclusions.

II. THEORETICAL FRAMEWORK

Our implementation of the QFAM follows closely the one described in Refs. [51] [52]. The QFAM equations read:

\begin{align}
(E_{\mu} + E_{\nu} - \omega)X_{\mu\nu}(\omega) + \delta H_{\mu\nu}^{20}(\omega) &= -E_{\mu\nu}^{20}, \quad (1) \\
(E_{\mu} + E_{\nu} + \omega)Y_{\mu\nu}(\omega) + \delta H_{\mu\nu}^{02}(\omega) &= -E_{\mu\nu}^{02}, \quad (2)
\end{align}

where the matrices $F^{20}$ and $F^{02}$ are calculated from the external harmonic perturbation field:

\[ F(t) = \eta \left( F(\omega)e^{-i\omega t} + F^\dagger(\omega)e^{+i\omega t} \right), \quad (3) \]

classified by the small real parameter $\eta$. $X_{\mu\nu}(\omega)$ and $Y_{\mu\nu}(\omega)$ denote the QFAM amplitudes at given excitation energy $\omega$, while $\delta H_{\mu\nu}^{20}(\omega)$ and $\delta H_{\mu\nu}^{02}(\omega)$ describe the response of the atomic nucleus to the external perturbation. The time-dependent density matrix and pairing tensor read:

\begin{align}
\rho(t) &= V^*V^T + \eta \left( \delta \rho(\omega)e^{-i\omega t} + \delta^\dagger \rho(\omega)e^{+i\omega t} \right), \quad (4) \\
\kappa(t) &= V^*U^T + \eta \left( \delta \kappa^+(\omega)e^{-i\omega t} + \delta^\dagger \kappa^-(\omega)e^{+i\omega t} \right), \quad (5)
\end{align}

where

\begin{align}
\delta \rho(\omega) &= U^*X(\omega)V^T + V^*Y^T(\omega)U^\dagger, \quad (6) \\
\delta \kappa^+(\omega) &= U^*X(\omega)U^T + V^*Y^T(\omega)V^\dagger, \quad (7) \\
\delta \kappa^-(\omega) &= V^*X^\dagger(\omega)V^\dagger + U^*Y^\dagger(\omega)U^\dagger. \quad (8)
\end{align}

The transition strength at each particular energy is calculated from the expression:

\[ S(f, \omega) = -\frac{1}{\pi} \text{ImTr} \left[ F^\dagger \delta \rho(\omega) \right], \quad (9) \]

where $\delta \rho(\omega)$ denotes the induced density matrix, and $f_{kl}$ are the matrix elements of the operator $F(\omega)$ in configuration space.

To prevent that the QFAM solutions diverge in the vicinity of a QRPA state, a small imaginary part is added to the energy $\omega \to \omega + i\gamma$. This corresponds to folding the QRPA strength function with a Lorentzian of width $\Gamma = 2\gamma$ [53]. The electric isoscalar multipole operator is defined as

\[ f^{IS}_{JK} = \sum_{i=1}^{A} f_{JK}(r_i), \quad (10) \]

with $f_{JK}(r) = r^JY_{JK}(\theta, \phi)$. For the monopole mode the operator reads $f^{00}(r) = r^2$, while for the isoscalar dipole excitation $f^{11}(r) = r^3Y_{11}(\theta, \phi)$. Since for an even-even axially symmetric nucleus the operators $f_{JK}$ and $f_{J-K}$ produce identical strength functions, in the code we employ the operator $f^{IS}_{JK} = (f_{JK} + (-1)^K f_{J-K})/\sqrt{2 + 2\delta_{K0}}$ and assume $K \geq 0$.

The DIRQFAM solver is based on the relativistic Hartree-Bogoliubov model with the particle-hole channel parametrized by the DD-PC1 energy density functional [54], while the particle-particle channel is determined by a pairing force separable in momentum space [55] [56]: $\langle k|V^S_0|k' \rangle = -Gp(k)p(k')$. By assuming a simple Gaussian ansatz $p(k) = e^{-\pi^2 k^2}$, the two parameters $G$ and $a$ were adjusted to reproduce the density dependence of the pairing gap at the Fermi surface in nuclear matter obtained by the Gogny DIS interaction [57]. The current implementation of the DIRQFAM solver employs an expansion of the Dirac spinors in terms of eigenfunctions of an axially symmetric harmonic oscillator potential. Further details on the QFAM solver DIRQFAM can be found in Ref. [58].

III. ISOASCALAR VIBRATIONS IN $^{20}\text{Ne}$

We begin our analysis with the isotope $^{20}\text{Ne}$. The left panel of Fig. 1 displays the prolate deformed ($\beta_2 \approx 0.5$) ground-state intrinsic density of $^{20}\text{Ne}$ obtained obtained with the DD-PC1 parametrization. The density exhibits cluster structures at the outer ends of the symmetry axis with density peaks $\approx 0.2 \text{fm}^{-3}$, and an oblate deformed core, reminiscent of a quasimolecular $\alpha-^{12}\text{C}$-$\alpha$ structure. The spatial localization and cluster formation in atomic nuclei can also be quantified by using the localization function $C_{\tau\tau}(r)$, defined in Ref. [61] for the nuclear case. A value of the localization measure close to 0.5 signals that nucleons are delocalized, while a value close to one corresponds to a localized alpha-like structure at point $\vec{r}$ in an even-even $N = Z$ nucleus. The localization function for $^{20}\text{Ne}$ is plotted in the right panel of Fig. 1 and consistently confirms the alpha-like nature of the localized structures appearing in the density.

The isoscalar strength function of the monopole operator $\sum_{i=1}^{A} r_i^2$ for $^{20}\text{Ne}$ is analyzed using the QFAM. The calculation has been performed in the harmonic oscillator basis with $N_{sh}^{(f)} = 10, 12, 14, 16$ and 18 major oscillator shells for the upper component, and $N_{max}^{(g)} = N_{sh}^{(f)} + 1$ for the lower component of the Dirac spinor (see Ref. [62]). In the following discussion the number of shells $N_{sh}$ corresponds to the number of major harmonic oscillator shells used in the expansion of the upper component of the Dirac spinor, i.e., $N_{sh} = N_{sh}^{(f)}$. In Fig. 2 we compare the strength functions of the isoscalar monopole operator for $^{20}\text{Ne}$, calculated with $N_{sh} =$10, 12, 14, 16 and 18. The low-energy part of the strength function is fully converged even for relatively small values of the $N_{sh}$. However, for higher energies, the strength function dis-
plays a pronounced dependence on the dimension of the harmonic oscillator basis, essentially because these excitations involve states in the continuum. Therefore, the high-energy part of the strength function is strongly affected by the details of single-particle configurations. We note, however, that the centroids of the strength distribution in the high energy region are much less sensitive to the basis dimension, as shown in Tab. I. Since this study is focused on the properties of low-lying states, all subsequent calculations are performed by expanding the large component of the Dirac spinors in $N_{sh}^{(j)} = 14$ major oscillator shells.

$$N_{sh}, E_{low} \text{ (MeV)}, E_{high} \text{ (MeV)}$$

| $N_{sh}$ | $E_{low}$ | $E_{high}$ |
|--------|----------|-----------|
| 10     | 18.4     | 27.0      |
| 12     | 18.1     | 27.0      |
| 14     | 18.1     | 27.3      |
| 16     | 18.0     | 27.6      |
| 18     | 18.1     | 28.0      |

TABLE I: Centroids of the monopole strength function (see Fig. 2) defined as the ratio of moments $m_1/m_0$. The moments of the strength function are $m_k = \int E^k S(E)dE$. The $E_{low}$ and $E_{high}$ centroids are calculated in the energy intervals $10 \text{ MeV} \leq E \leq 22.5 \text{ MeV}$ and $22.5 \text{ MeV} < E \leq 35 \text{ MeV}$, respectively.

Fig. 2 displays the strength functions for the QFAM response to the isoscalar monopole (panel (a)), isoscalar dipole (panel (b)), isoscalar quadrupole (panel (c)) and isoscalar octupole (panel (d)) operator. In addition to the $K = 0$ components, for the multipoles $\lambda = 1, 2, 3$ we also plot the contributions of the higher-$K$ projections separately, as well as the total strengths. For the quadrupole $K = 1^+$ strength distribution one notices the appearance of the spurious state related to the breaking of rotational symmetry, and also the ordering of the $K = 0^+, K = 1^+$, and $K = 2^+$ peaks in the high energy region above $15 \text{ MeV}$ is consistent with the prolate deformed ground state of $^{20}\text{Ne}$. Although all strength distributions exhibit pronounced fragmentation in the $E \geq 10 \text{ MeV}$ region, a sizeable portion of strength is located at $E \approx 7 \text{ MeV}$. We have verified that for all multipoles these low-energy peaks are stable with respect to the number of oscillator shells used in the basis expansion.

The nature of the low-energy excitations can be analyzed by considering the corresponding transitions densities. The time-dependent density reads

$$\rho(r,t) = \rho_{gs}(r,z) + 2\eta \Re \left[ e^{-i\omega t} \delta\rho(\omega, r,z) \right] \cos(\omega t)$$

(11)

where $\rho_{gs}(r,z)$ denotes the ground-state density and $\delta\rho(\omega, r,z)$ is the transition density at a given excitation energy $\omega$. We note that for the $K = 0$ modes the time-dependent densities are axially symmetric $\delta\rho(r) = \delta\rho(r_z)$, hence it is sufficient to study their behaviour in the $xz$ plane. Figures 4 and 5 display the snapshots of the time-dependent density in the $xz$ plane for the low-energy modes induced by monopole and octupole ($K = 0$ component) perturbations. Time increases from the top to the bottom, with the time step $\Delta t = 2\pi/4$. The parameter $\eta$ defined by Eq. (11) equals 0.05 for the monopole and 0.005 for the octupole perturbation, respectively. The large value of the intrinsic equilibrium deformation of $^{20}\text{Ne}$ leads to cluster formation already in its ground state, and one finds that clusters oscillate against the core for both modes shown in Figs. 4 and 5. Furthermore, two different types of vibrations are observed: i) the two $\alpha$ clusters oscillate against the $^{12}\text{C}$ core for the $J = 0$ reflection-symmetric mode, ii) an oscillation of the $\alpha$ cluster against the $^{16}\text{O}$ core for the $J = 3$ reflection-asymmetric mode.

The two-dimensional intrinsic transition densities $\delta\rho_{\alpha}(\mathbf{r})$ can be projected onto good angular momentum
to yield the transition densities in the laboratory frame of reference. For a particular value of the angular momentum $J \geq K$, the two dimensional projected transition density can be approximated using its radial part by

$$\delta \rho_{tr}^J(r) = \delta \rho_{tr}^J(r) Y_{JK}(\Omega),$$

with the radial part defined as

$$\delta \rho_{tr}^J(r) = \int d\Omega \delta \rho_{tr}(r,z) Y_{JK}^*(\Omega).$$

Fig. 6 compares the radial parts of the angular-momentum-projected transition densities $\delta \rho_{tr}^1(r)$, $\delta \rho_{tr}^2(r)$ and $\delta \rho_{tr}^4(r)$ that correspond the the low-energy peak of the isoscalar monopole response in $^{20}$Ne. The real and imaginary parts of the transition density are displayed in the left and right panels, respectively. For the real parts we note the characteristic node of the transition density close to the position of the rms radius. The radial parts of the angular-momentum-projected transition densities $\delta \rho_{tr}^1(r)$, $\delta \rho_{tr}^3(r)$ and $\delta \rho_{tr}^5(r)$ that correspond the the low-energy peak of the isoscalar octupole response are shown in Fig. 7. In contrast to the volume monopole mode, the isoscalar octupole transition densities exhibit the predominantly surface nature of the octupole mode.

It is instructive to decompose the excitation modes in terms of 2-quasiparticle (2-qp) contributions [65]. This can be achieved by using the contour integration procedure introduced in Ref. [64]. The individual QRPA amplitudes corresponding to the excitation mode $i$ are...
2-qp excitation can be considered in the context of spontaneous breaking of rotational symmetry which captures in an economic way non-trivial correlations as the source of collective behavior of the nucleus. This spontaneous breaking of rotational symmetry leads to the appearance of new excitation modes commonly referred to as a density wave \[ \Theta. \] Density waves are related to the variation of the modulus of the order parameter of the broken symmetry.

Large deformations favor the formation of clusters \[ \text{[59, 60]} \] and the previous discussion also suggests that there is a close link between cluster vibrational modes and nuclear deformation. The evolution of the low-energy cluster modes with deformation can be studied in more detail by performing a deformation-constrained calculation. In Fig. \[ \text{[9]} \] we display the isoscalar monopole strength in \( ^{20}\text{Ne} \) for several values of the axial quadrupole constraint, from \( \beta_2 = 0.275 \) to \( \beta_2 = 0.625 \). The dashed curve (\( \beta_2 = 0.525 \)) corresponds to the strength distribution built on top of the mean-field equilibrium deformation. Significant strength in the region \( \hbar \omega \approx 5 - 7 \text{ MeV} \) begins to appear at \( \beta_2 \sim 0.2 \) and, with increasing deformation, the fragmented strength evolves towards a single peak at slightly higher energy.

The appearance of cluster oscillations can be related to the structure of single-nucleon levels in the canonical basis. In the upper panel of Fig. \[ \text{[10]} \] we display the two largest neutron 2-qp contributions to the low-lying cluster vibration mode at the energy corresponding to a given constrained deformation (see also caption to Fig. \[ \text{[8]} \]). The lower panels show the evolution of the single-particle energies and occupation probabilities in the canonical basis. As the deformation increases the 1d\[5/2\] spherical shell splits into three levels: 1/2\( ^+ \), 3/2\( ^+ \) and 5/2\( ^+ \). In partic-
FIG. 9: (Color online) The low-energy isoscalar monopole strength distribution in $^{20}$Ne isotope. The QFAM response is calculated for several constrained values of the axial quadrupole deformation $\beta_2$, and the dashed curve corresponds to the equilibrium deformation $\beta_2 = 0.525$.

In particular, the occupation probability for the $1/2^+$ level increases with deformation thus enabling hole-particle excitations to the $1/2^+$ states originating from the spherical $2s_{1/2}$ and $1d_{3/2}$ shells. We note that the occupation of the $1/2^+$ level based on the $1d_{5/2}$ spherical shell is, of course, also responsible for the formation of clusters in the ground state of $^{20}$Ne. As shown in Fig. 10 the lowest deformation for which the low-energy monopole excitation is obtained is $\beta \approx 0.2$, which coincides with the intersection of the $1/2^+[200]$ level and the Fermi level. A further increase of deformation between $\beta_2 = 0.4$ and $\beta_2 = 0.5$ leads to a rearrangement of the contribution of the levels $1/2^+[010]$ and $1/2^+[101]$ to the QFAM transition strength. The contribution of these levels to the total strength increases from 25% to more than 40%. The oscillations with constrained deformation are illustrated in Fig. 11 where we display the snapshots of the total density oscillations at energy $\hbar \omega$ and constrained deformation $\beta_2$ caused by a monopole perturbation. At larger deformations the cluster structure is, of course, more pronounced. The oscillation frequency increases because the energy splitting of the single-particle levels increases with deformation.

The very low-energy excitation at $\hbar \omega \approx 2$ MeV (see Fig. 3) can also be understood from the $1d_{5/2}$ splitting. It turns out that this excitation can be attributed to a pure pairing effect due to the partial filling of the $1/2^+[200]$ and $3/2^+[101]$ levels. They are competing between $\beta_2 = 0$ and $\beta_2 = 0.5$, at which deformation the $1/2^+[200]$ becomes fully occupied. Between these deformations, and because these levels are very close to the Fermi energy, pairing excitations can occur, depending on the pairing gap as well as the quasiparticle energies.

FIG. 10: (Color online) Evolution of the leading neutron 2qp contributions to the low-energy monopole mode with constrained deformation (upper panel). The lower panel shows the evolution of the single-particle energies (left) and occupation number (right) in the canonical basis with deformation. The vertical black lines denote the transitions that correspond to the principal 2-qp contribution shown in the upper panel. The thick black curve denotes the Fermi level.

FIG. 11: (Color online) Snapshots of $^{20}$Ne total density monopole oscillations at energy $\hbar \omega$ and constrained initial deformation $\beta_2$. The time flows from the top to the bottom and a full period is shown.

IV. ISOSCALAR MONOPOLE RESPONSE OF $N = Z$ NUCLEI

In this section we extend the analysis of low-lying isoscalar monopole QFAM response to $^{24}$Mg, $^{28}$Si and $^{32}$S. Figure 12 displays the corresponding isoscalar
monopole strength functions for several values of the axial quadrupole constraint $\beta_2$. One notices the appearance of the low-energy and large prolate deformation peak of the strength distribution for all isotopes shown in Fig. 12 similar to the results obtained for $^{20}\text{Ne}$ in the previous section. We have also performed corresponding calculations for other light and medium-heavy $N = Z$ nuclei, from $^{12}\text{C}$ to $^{56}\text{Ni}$. The appearance of low-energy strength is much less pronounced for isotopes in the vicinity of doubly closed-shells.

FIG. 12: (Color online) Low-energy isoscalar monopole strength distribution in $N = Z$ nuclei: $^{24}\text{Mg}$, $^{28}\text{Si}$ and $^{32}\text{S}$. The QFAM response is calculated for several values of constrained axial quadrupole deformation $\beta_2$, and the dashed curves correspond to the equilibrium deformation for each nucleus.

The structure of the strength distributions can be analyzed by considering the principal 2-qp contributions, displayed in Fig. 13. We have selected several low-energy excitations for analysis by considering the principal 2-qp contributions, in a first step we have performed a deformation-constrained QFAM calculation for the $^{24}\text{Mg}$ isotope. In $^{24}\text{Mg}$ we obtain two peaks, one at $\sim 7$ MeV and a second one at $\sim 10$ MeV, that have already been observed in experiment [60]. Similar to the case of $^{20}\text{Ne}$, the lower state in $^{24}\text{Mg}$ (first column of Fig. 13) is mainly determined by the transition between the $1/2^+$ states originating from the $1d_{5/2}$ spherical shell (hole-like) and $2s_{1/2}$ spherical shell (particle-like). The addition of two neutron and two protons leads to the appearance of the second mode at excitation energy $h\omega = 10.03$ MeV (second column of Fig. 13). This excitation, corresponding to the oscillations of two large clusters ($^{12}\text{C} + ^{12}\text{C}$), is determined by the transition between the $3/2^+$ states originating from the $1d_{5/2}$ spherical shell (hole-like) and $1d_{3/2}$ spherical

shell (particle-like). While for $^{20}\text{Ne}$ the $3/2^+[101]$ state was not occupied, two more particles in $^{24}\text{Mg}$ start filling the $3/2^+[101]$ state with the occupation probability approaching 1 for $\beta_2 \approx 0.7$. Hence, the mechanism that drives the low-energy excitations in $^{24}\text{Mg}$ isotope is generally the same as for $^{20}\text{Ne}$. The splitting of the spherical $1d_{5/2}$ and $1d_{3/2}$ levels with deformation allows now for two transitions, one between $\Omega^\pi = 1/2^+$ states, and another between $\Omega^\pi = 3/2^+$ states. Similar arguments apply to other low-energy excitations shown in Fig. 13.

FIG. 13: (Color online) Upper panel: leading neutron 2-qp contributions to the low-energy monopole modes in $^{24}\text{Mg}$, $^{28}\text{Si}$ and $^{32}\text{S}$ isotopes (for detailed description see the caption to Fig. 10). Lower panel: snapshots of the corresponding density oscillations (see the caption to Fig. 11).

V. SUMMARY AND CONCLUSION

A systematic analysis of low-lying multipole response in deformed $N = Z$ nuclei has been performed using the quasiparticle finite amplitude method based on relativistic nuclear energy density functionals. It has been shown that the low-energy modes correspond to cluster vibrations for all considered isoscalar multipole operators. In particular, in $^{20}\text{Ne}$ the monopole and quadrupole operators induce oscillations of two $\alpha$-clusters around the $^{12}\text{C}$ core, while the dipole and octupole operators induce vibrations of an $\alpha$-cluster with respect to the $^{16}\text{O}$ core.

To analyze the effect of deformation on the low-lying strength distribution, in a first step we have performed a deformation-constrained QFAM calculation for the monopole response in $^{20}\text{Ne}$. The appearance of cluster oscillations is closely related to the structure of single-nucleon levels in the canonical basis and, in particular, to the splitting of the $1d_{5/2}$ spherical shell. The monopole response is governed predominantly by the transition from the $1/2^+$ state originating from the spherical $1d_{5/2}$ shell to the $1/2^+$ state that correspond to the spherical $2s_{1/2}$ shell. We have also extended the analysis of the low-lying isoscalar monopole QFAM response for light and medium-heavy $N = Z$ nuclei, from $^{12}\text{C}$ to $^{56}\text{Ni}$. It has been found that the low-energy peaks of the
monopole strength distribution are more pronounced in deformed isotopes far from closed shells. The results are illustrated by three isotopes with clearly visible cluster vibration low-energy modes: \textsuperscript{24}Mg, \textsuperscript{28}Si and \textsuperscript{32}S. Similar to the \textsuperscript{20}Ne case, the low-energy excitations in these isotopes are dominated by single 2-qp excitations. A study of higher-multipole QFAM response in light and medium-heavy $N=Z$ nuclei is in preparation.
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