Modulation of probe signal in coherent phonon detection revisited: Analytical and first-principles computational analyses
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Modulation of probe signal in pump-probe measurements of coherent phonons in dielectrics, with and without spectral resolution, are investigated theoretically taking diamond as an example. Analytical investigation as well as first-principles calculations based on time-dependent density functional theory is utilized to clarify the mechanism of the modulation of the probe signals. Boundary and bulk effects are investigated systematically, putting emphasis on the phase relation between the modulation and the atomic motion of the coherent phonon. They are summarized as follows: Modulation by the boundary effect is in phase with the coherent phonon amplitude, while that by the bulk effect shows \( \pi/2 \) phase difference. Strong frequency dependence appears in the modulation by the bulk effect, while no frequency dependence by the boundary effect. First-principles calculations support the reliability of the analytical result.

PACS numbers: xxxxxxx

I. INTRODUCTION

Coherent phonon generation is commonly observed when an intense and ultrashort light pulse irradiates on a surface of a bulk material. It is usually measured using a pump-probe method in the following way. A strong pump pulse generates the vibrational motion of atoms in the medium that has a coherence in space and time. A weak probe pulse is then used to detect the coherent phonon through a measurement of the modulation of the optical response induced by the atomic displacements. Mechanisms for the generation of coherent phonons in simple crystalline solids have been extensively discussed since the middle of ‘80 in both theoretical and experimental perspectives.

Recent researches have been extending to further manipulations by, for example, using multi-pump pulses to control the phonon amplitude, using stronger pulses to give rise a large amplitude oscillation that may possibly realize a photoinduced phase transition. Investigations have also been extended to systems other than bulk materials such as graphene and two-dimensional materials, and solids composed of biological molecules.

In this paper, we devote ourselves to theoretical investigations of the probe stage of pump-probe measurements of coherent phonons in transparent materials. For the generation of coherent phonons in transparent materials, an impulsive stimulated Raman scattering (ISRS) mechanism has been widely accepted. In this mechanism, the pump pulse brings virtual electronic excitations in the medium during the irradiation that causes the impulsive force acting on atoms. In the probe stage, modulations of the reflectivity or the transmittivity are usually measured and analyzed using a simple and intuitive formula,

\[
\frac{\Delta R}{R} \propto \frac{\partial R}{\partial n} \frac{\partial n}{\partial Q} Q(t),
\]

(1)

where \( n \) is the index of refraction and \( Q \) is the phonon amplitude. It can be derived assuming that the modulation takes place at the surface of the medium. Using this formula, the modulation is proportional to the phonon amplitude. We call this mechanism of the modulation the boundary effect below. In the probe state, the significance of the bulk effect has also been discussed immediately after the observation of the coherent phonon generation by the ISRS mechanism. It has been pointed out that it shows a phase shift of \( \pi/2 \) with respect to the phonon oscillation, that is, the modulation is maximum when the phonon amplitude is zero. However, the bulk effect has not been observed much since the effect is suppressed by phase mismatch in practical systems.

In measurements of modulations of the probe signal, spectrally resolved signals have also been reported. In these measurements, it has been reported that the measured spectra show a phase difference of \( \pi \) between Stokes and anti-Stokes frequency components that correspond to above and below the central frequency of the probe pulse, respectively. In Ref. [3], it was clearly discussed that the phase difference can be explained as the bulk effect mentioned above. In the works afterwards, however, the bulk effect was not discussed. In Ref. [10], instead, it has been argued that the quadratic dispersion of the Raman tensor is responsible for the modulation. At present, we consider that it is important to organize the effects that appear in the probe stage of coherent phonon measurements, the boundary and the bulk effects and signals with and without spectral resolution.

In this paper, we will investigate the modulation of the probe signal employing two approaches. We first discuss an analytic treatment that has been developed previously. Starting with a propagation equation that describes the probe process of the coherent phonon, an approximate analytic solution is constructed. Using the solution, analytic formula for the modulation of the reflection and transmission rates are constructed, separating the boundary and the bulk effects, with and without
II. ANALYTICAL CONSIDERATION

A. Setup of the system

We consider a pump-probe measurement of coherent phonon generation in diamond and focus on the probe stage. We set the coordinate system such that [100] direction of the cubic diamond crystal structure coincides with the z-axis. The surface of the diamond locates at the x = 0 plane, a medium in x > 0 and a vacuum in x < 0 regions. We set [010] direction parallel to y-axis, and [001] to z-axis.

The coherent phonon is assumed to be generated by a pump pulse in the ISRS mechanism as described below. The pump pulse is linearly polarized in [011] direction, and propagates along the [100] direction. The duration of the pulse is much shorter than the period of the phonon. We express the atomic displacement at the position x as

$$\Delta R^\pm \propto \pm (Q(x, t), 0, 0),$$

where the sign ± indicates that there are two possible directions of the atomic displacements in the optical phonon. The phonon displacement Q(x, t) is given by

$$Q(x, t) = \theta(x) q \left( t - \frac{n}{c} x \right),$$

where the step function \( \theta(x) \) is introduced to indicate the spatial region of the medium. The function q(t) describes the phonon amplitude at the surface x = 0. We assume a sinusoidal form,

$$q(t) = q_0 \sin(\Omega t),$$

with the phonon amplitude \( q_0 \) and the frequency of the optical phonon \( \Omega \). We ignore the damping of the coherent phonon for simplicity.

The coherent phonon induces anisotropy in the refractive index of the diamond in which the optical axes are given by [011] and [011] directions. The anisotropy is measured in time domain using the probe pulse whose duration is much shorter than the period of the phonon. As the probe process, we consider the electro-optic(eo) sampling method that has often been used to detect the signal of the coherent phonons. In the method, the probe pulse is linearly polarized along the [010] direction that is 45° to the polarization direction of the pump pulse ( [011] direction). The Raman scattering wave polarized in [001] direction is then induced by the interaction between the incident probe pulse and the coherent phonon. The probe signal is then decomposed into the parallel ([011]) and the perpendicular ([011]) components with respect to the direction of the pump polarization. The difference in the modulations that are recorded in the two components provides the information on the coherent phonon.

We investigate the modulation of the probe signal classifying into four cases: for reflection and transmission signals with and without spectral resolution. For the reflected and the transmitted probe pulses, we introduce the frequency-resolved fluences, \( F^{(r)}_{|| \perp}(\omega; \delta) \), and \( F^{(t)}_{|| \perp}(\omega; \delta) \), respectively, where \( ||, \perp \) indicate parallel and perpendicular components, \( \omega \) is the frequency of the probe pulse and \( \delta \) specifies the delay time between the pump and the probe pulses. The reflected and transmitted intensities in the absence of the coherent phonon are denoted as \( F^{(r)}_0(\omega) \) and \( F^{(t)}_0(\omega) \), respectively. The subscript 0 is used also for other quantities to denote the absence of the coherent phonon.

The spectrally-resolved modulation of the reflectance is defined by

$$\frac{\Delta R^{|| \perp}(\omega; \delta)}{R_0(\omega)} = \frac{\Delta F^{(r)}_{|| \perp}(\omega; \delta)}{F^{(r)}_0(\omega)}$$

(5)
where $\Delta R_{||\perp}$ and $\Delta F_{||\perp}$ indicate the difference from those without the coherent phonon, that is, $\Delta R_{||\perp} = R_{||\perp} - R_0$ and $\Delta F_{||\perp} = F_{||\perp} - F_0$. We also introduce a modulation without spectral resolution,

$$\frac{\Delta R_{||\perp}(\delta)}{R_0} = \int d\omega F_{||\perp}^{(r)}(\omega; \delta) / \int d\omega F_{0}^{(r)}(\omega).$$

The signal of the co-sampling is then given by

$$\Delta R_{co}(\delta) / R_0 = (\Delta R_{\perp}(\delta) - \Delta R_{||}(\delta)) / R_0.$$  (7)

We introduce similar quantities for the transmission.

**B. Propagation equation**

In order to describe the modulation of the probe pulse, we start from the one-dimensional equation for light propagation,

$$\left( \frac{\partial^2}{\partial x^2} - \frac{1}{c^2} \frac{\partial^2}{\partial t^2} \right) E(x, t) = \theta(x) \frac{4\pi}{c^2} P(x, t)$$

where $E(x, t)$ and $P(x, t)$ are the electric field of the probe pulse and the induced polarization at position $x$ and at time $t$. The step function $\theta(x)$ indicates that the medium is in $x > 0$ region. For the polarization, we assume a linear and instantaneous relation to the electric field as follows,

$$\left( \begin{array}{c} P_x \\ P_y \\ P_z \end{array} \right) = \chi \left( \begin{array}{c} E_x \\ E_y \\ E_z \end{array} \right) + \frac{\partial \chi_{yz}}{\partial Q} \left( \begin{array}{ccc} 0 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{array} \right) \left( \begin{array}{c} E_x \\ E_y \\ E_z \end{array} \right),$$

where $\chi$ is the linear isotropic susceptibility at the equilibrium atomic configuration, and $\partial \chi_{yz} / \partial Q$ is the coefficient of the Raman tensor. We denote $\partial \chi_{yz} / \partial Q$ below to simplify the formula. We ignore any retardation effects in the analyses in the following development. It is equivalent to ignoring the frequency-dependence of $\chi$ and $\chi_R$ in the frequency representation.

Equation (8) can be decoupled by introducing parallel and perpendicular components of the electric field,

$$E_{||\perp} = \frac{1}{\sqrt{2}} (E_y \pm E_z),$$

The propagation equations for the $E_{||}$ and $E_{\perp}$ are given by,

$$\frac{\partial^2}{\partial x^2} E_{||\perp} - \frac{n(x)}{c^2} \frac{\partial^2}{\partial t^2} E_{||\perp} = \pm \frac{4\pi \chi_R}{c^2} \frac{\partial^2}{\partial t^2} [QE_{||\perp}],$$

where the positive sign (+) for $E_{||}$ and the negative sign (−) for $E_{\perp}$ in the right hand side. The index of refraction $n(x)$ is given by

$$n(x) = \left\{ \begin{array}{ll} 1 & (x < 0) \\ n & (x > 0) \end{array} \right.$$  (12)

where $n$ is given by $n = \sqrt{1 + 4\pi \chi}$. In the following, we treat the modulation of the susceptibility caused by the coherent phonon, the right hand side of Eq. (11), as a perturbation. First we construct the unperturbed solution ignoring the right hand side of Eq. (11). We express the time profile of the incident electric field as $e^{(i)}(t)$ which is a pulsed field centered at $t = 0$. The unperturbed solution which we denote as $E_0(x, t)$ is given as follows,

$$E_0(x, t) = \left\{ \begin{array}{ll} e^{(i)}((t-\delta - \frac{x}{v}) - \frac{n-1}{n+1} e^{(i)}((t-\delta + \frac{x}{v})) & (x < 0) \\ \frac{2}{n-1} e^{(i)}((t-\delta - \frac{x}{v} c)) & (x > 0) \end{array} \right.$$  (13)

where the center of the incident pulse, $e^{(i)}((t-\delta - x/c)$, is set to arrive at the surface $x = 0$ at time $t = \delta$.

We denote the electric field including the perturbed field generated by the coherent phonon as

$$E_{||\perp}(x, t) = E_0(x, t) + \delta E_{||\perp}(x, t).$$

The perturbed fields, $\delta E_{||\perp}(x, t)$, satisfy

$$\frac{\partial^2}{\partial x^2} \delta E_{||\perp} - \frac{n(x)}{c^2} \frac{\partial^2}{\partial t^2} \delta E_{||\perp} = \pm \frac{4\pi \chi_R}{c^2} \frac{\partial^2}{\partial t^2} [QE_0].$$

As is easily verified, the solution of this equation is given by

$$\delta E_{||\perp}(x, t) = \left\{ \begin{array}{ll} + \frac{4\pi \chi_R}{n(n+1)} q(t + \frac{x}{v}) e^{(i)}((t + \frac{x}{v} - \delta) & (x < 0) \\ + \frac{4\pi \chi_R}{n(n+1)} \left[ 1 + \frac{(n+1)x}{c^2 v} \right] q(t - \frac{x}{v}) e^{(i)}((t - \frac{x}{v} - \delta)) & (x > 0) \end{array} \right.$$  (16)

We note that the transmitted wave includes the stimulated Raman wave whose amplitude increases linearly with the propagation distance $x$.

**C. Modulation effects**

We evaluate the modulation of the reflectivity in the vacuum region, $x < 0$, and the modulation of the transmittivity in the medium region, $x > 0$. To evaluate the fluence of the pulse, we utilize the Poynting vector $S(x, t)$ that is given in terms of the electric and the magnetic fields by

$$S(x, t) = \frac{c}{4\pi} E(x, t) H(x, t).$$

The fluence of the pulsed light is given as the time integral of the Poynting vector,

$$F(x) = \int dt S(x, t).$$

To analyze the frequency component of the fluence, we introduce the spectral decomposition of the fluence as

$$F(x) = \int_0^\infty d\omega F(x, \omega).$$
\[ F(x, \omega) = \frac{c}{4\pi^2} \text{Re} [E(x, \omega) H^*(x, \omega)], \tag{20} \]

where \( E(x, \omega) \) and \( H(x, \omega) \) are the Fourier transforms of \( E(x, t) \) and \( H(x, t) \), respectively.

We first consider the reflectivity and transmittivity in the absence of the coherent phonon and confirm that we obtain well-known results. The fluences for the incident, reflected, and transmitted waves that are resolved in frequency, \( F_0^{(i)}(\omega) \), \( F_0^{(r)}(\omega) \), \( F_0^{(t)}(\omega) \), respectively, are given by

\[ F_0^{(i)}(\omega) = \frac{c}{4\pi^2} |e^{(i)}(\omega)|^2, \tag{21} \]
\[ F_0^{(r)}(\omega) = \frac{c}{4\pi^2} \left( \frac{n-1}{n+1} \right)^2 |e^{(i)}(\omega)|^2, \tag{22} \]
\[ F_0^{(t)}(\omega) = \frac{c}{4\pi^2} \frac{4n}{(n+1)^2} |e^{(i)}(\omega)|^2, \tag{23} \]

where \( e^{(i)}(\omega) \) is the Fourier transformation of the incident pulse \( e^{(i)}(t) \). The sign of \( F_0^{(r)}(\omega) \) is defined as positive for the backward direction from the material region. The frequency-resolved reflectivity and transmittivity are obtained as

\[ R_0(\omega) = \frac{F_0^{(r)}(\omega)}{F_0^{(i)}(\omega)} = \left( \frac{n-1}{n+1} \right)^2, \tag{24} \]
\[ T_0(\omega) = \frac{F_0^{(t)}(\omega)}{F_0^{(i)}(\omega)} = \frac{4n}{(n+1)^2}. \tag{25} \]

We note that the reflectivity and transmittivity show no frequency dependence if we ignore the frequency dependence in the index of refraction.

We next move to the perturbative contributions generated by the coherent phonon. We calculate them by Eq. (20) using the electric field of Eq. (16) and corresponding magnetic field. The modulation in the fluence of reflected wave is calculated as

\[ \delta F^{(r)}_{0,\perp}(\omega) = \pm \frac{c \chi_R}{\pi n(n+1)^3} q_0 \text{Im} W(\omega, \delta), \tag{26} \]

where \( W(\omega, \delta) \) is introduced by

\[ W(\omega, \delta) = e^{(i)\ast}(\omega) \left\{ e^{i\Omega t} e^{(i)}(\omega + \Omega) - e^{-i\Omega t} e^{(i)}(\omega - \Omega) \right\}. \tag{27} \]

From this result, the modulation of the frequency-resolved reflectivity is calculated as

\[ \Delta R_{0,\perp}(\omega, \delta) \approx \pm \frac{4\pi \chi_R q_0}{n(n^2 - 1)} |e^{(i)}(\omega)|^2 \left[ \frac{\text{Im} W(\omega, \delta)}{n^2(n+1)} \right]. \tag{28} \]

The modulation of the reflectivity without the frequency resolution is given by

\[ \frac{\Delta R_{0}(\delta)}{R_0} = \pm \frac{4\pi \chi_R (n-1)}{n(n^2 - 1)} \frac{\text{Im} W(\omega, \delta)}{n(n+1)} \right] |e^{(i)}(\omega)|^2 \left[ \frac{\text{Im} W(\omega, \delta)}{n^2(n+1)} \right]. \tag{29} \]

Assuming that the probe pulse is much shorter than the period of the coherent phonon, \( 2\pi/\Omega \), the equation is approximated to simpler form,

\[ \frac{\Delta R_{0}(\delta)}{R_0} \approx \pm \frac{8\pi \chi_R q_0}{n(n^2 - 1)} \sin(\Omega \delta). \tag{30} \]

We note that the modulation is in phase with the phonon amplitude and that this expression coincides with an intuitive expression of Eq. (1) assuming the instantaneous modulation of the susceptibility given by \( \chi(t) = \chi + \chi_R q(t) \) at the surface,

\[ \frac{\Delta R_{0}(\delta)}{R_0} = \pm \frac{1}{R_0} \frac{\partial R}{\partial \delta} q_0 \sin(\Omega \delta). \tag{31} \]

The signals of the eo-sampling defined by Eq. (7) are then written by

\[ \frac{\Delta R_{0}(\delta)}{R_0} = \frac{8\pi \chi_R q_0}{n(n^2 - 1)} |e^{(i)}(\omega)|^2 \left( 2\pi R_0 \right) \frac{\text{Im} W(\omega, \delta)}{n(n+1)^3} q_0 \text{Im} W(\omega, \delta), \tag{32} \]
\[ \frac{\Delta R_{0}(\delta)}{R_0} = -\frac{16\pi \chi_R}{n(n^2 - 1)} \frac{\text{Im} W(\omega, \delta)}{n(n+1)^3} q_0 \text{Im} W(\omega, \delta) \right] \frac{\partial R}{\partial \delta} q_0 \sin(\Omega \delta). \tag{33} \]

For the transmittivity, there appear two terms in the modulation of the fluence,

\[ \delta T^{(t)}_{0,\perp}(\omega) = \pm \frac{c \chi_R}{\pi n(n+1)^3} q_0 \text{Im} W(\omega, \delta) \left[ \frac{nW(\omega, \delta) + W^*(\omega, \delta)}{cn} \right]. \tag{34} \]

The first term is generated at the surface \( x = 0 \) and the second term originates from the stimulated Raman wave which is proportional to the propagation length \( x \). We call the former the boundary contribution and the latter the bulk contribution. The modulation with the frequency resolution is given by

\[ \Delta T^{(t)}_{0,\perp}(\omega, \delta) = \pm \frac{8\pi \chi_R q_0}{n^2(n+1)^3} \left[ \frac{\text{Im} W(\omega, \delta) + W^*(\omega, \delta)}{\text{Im} |e^{(i)}(\omega)|^2} \right] \frac{\partial R}{\partial \delta} q_0 \sin(\Omega \delta). \tag{35} \]

Using Eq. (19), the modulation without the frequency resolution is given by

\[ \Delta T^{(t)}_{0,\perp}(\omega) = \pm \frac{2\pi \chi_R (n-1)}{n(n^2 - 1)} \int q(t + \delta)(e^{(i)}(t))^2 dt \frac{\partial R}{\partial \delta} q_0 \sin(\Omega \delta) \right] \frac{\partial R}{\partial \delta} q_0 \sin(\Omega \delta). \tag{36} \]

and a simpler expression is obtained by using the short pulse limit approximation as

\[ \Delta T^{(t)}_{0,\perp}(\omega) \approx \pm \frac{2\pi \chi_R (n-1)}{n(n^2 + 1)} \frac{\partial R}{\partial \delta} q_0 \sin(\Omega \delta) \right] \frac{2\pi \chi_R x q_0}{cn} \cos(\Omega \delta). \tag{37} \]
From Eqs. (37) and (38), the first sine function terms that originate from the surface come from the phonon amplitude \( q(t + \delta) \). It causes in-phase modulation on the time delay as that in the reflection. The second cosine function terms that originate from the stimulated Raman effects are due to the phonon velocity \( \frac{\partial q}{\partial t} (t + \delta) \) which induces the \( \pi/2 \) phase shifted modulation. This expression of the first term again coincides with an intuitive expression of Eq. (14) assuming the instantaneous modulation of the susceptibility \( \chi(t) = \chi_R g(t) \) at the surface,

\[
\frac{\Delta T_{eo}^B(\omega, \delta)}{T_0(\omega)} \simeq \frac{1}{T_0} \frac{\partial T}{\partial n_{\parallel, \perp}} \frac{\partial n_{\parallel, \perp}}{\partial Q} q_0 \sin(\Omega \delta), \tag{39}
\]

where the superscript \( B \) indicates that this originates from the boundary effect.

From Eqs. (39), (37) and (38), the transmission change in the co-sampling are written by

\[
\frac{\Delta T_{eo}(\omega, \delta)}{T_0(\omega)} = -4\pi \chi_R \omega \Omega q_0 \Re \{W(\omega, \delta)\} \frac{\cos(\Omega \delta)}{cn} \\
+ \frac{2\pi \chi_R q_0}{n^2(n + 1)} \frac{\Im [nW(\omega, \delta) + W^*(\omega, \delta)]}{|\{e^{i(\omega)}\}|^2} \tag{40}
\]

\[
\frac{\Delta T_{eo}(\delta)}{T_0} = \frac{4\pi \chi_R(n - 1)}{n^2(n + 1)} \int dt q(t + \delta) \left( e^{i(\omega)(t)} \right)^2 dt \\
+ \frac{4\pi \chi_R \Omega}{cn} \int dt \frac{\partial}{\partial \Omega} \left( e^{i(\omega)(t)} \right)^2 dt \tag{41}
\]

\[
\simeq 4\pi \chi_R(n - 1) q_0 \sin(\Omega \delta) \\
+ \frac{4\pi \chi_R \Omega q_0}{cn} \cos(\Omega \delta). \tag{42}
\]

To simplify the result for the frequency-resolved modulation, we introduce an assumption that \( e^{i(\omega)} \) is a real-valued function except for a multiplicative complex number. For example, for a symmetric function, \( e^{i(\omega)} = e^{i(\omega)(-t)} \), we have real-valued \( e^{i(\omega)} \). For an anti-symmetric function, \( e^{i(\omega)} = -e^{i(\omega)(-t)} \), \( e^{i(\omega)} \) is a pure imaginary function. Under the assumption and expressing \( e^{i(\omega)} \) removing the complex phase, we have

\[
W(\omega, \delta) = \cos(\Omega \delta) e^{i(\omega)} \left\{ e^{i(\omega + \Omega)} - e^{i(\omega - \Omega)} \right\} \\
+ i \sin(\Omega \delta) e^{i(\omega)} \left\{ e^{i(\omega + \Omega)} + e^{i(\omega - \Omega)} \right\}. \tag{43}
\]

We may further introduce an expansion with respect to \( \Omega \) that is justified when the probe pulse is much shorter than the period of the coherent phonon. Then \( W(\omega, \delta) \) is approximated as

\[
W(\omega, \delta) \simeq \cos(\Omega \delta) \Omega \frac{d}{d\omega} \left( e^{i(\omega)} \right)^2 + i \sin(\Omega \delta) \left( e^{i(\omega)} \right)^2. \tag{44}
\]

Using this approximation, we get the following simplified expressions for the spectrally-resolved modulations,

\[
\frac{\Delta R_{eo}(\omega, \delta)}{R_0(\omega)} \simeq -\frac{8\pi \chi_R q_0}{n(n^2 - 1)} \sin(\Omega \delta), \tag{45}
\]

We note that the terms originated from the boundary, the modulation of the reflection and the second term of the modulation of the transmission, are independent of the frequency in the first order approximation, while the term originated from the stimulated Raman wave causes the frequency-dependent modulation.

We here mention relation of our results with previous works. The bulk effect as well as the boundary effect was discussed by Merlin and collaborators. Corresponding expressions to Eqs. (38) and (39) were presented there. In particular, the appearance of the frequency dependence as well as the phase change between the bulk and the boundary effects have been stressed. In the present derivation, we provide a unified and detailed explanation of the formula with a precise expression for the amplitude of the modulation, which was not presented in Ref. [10]. In Ref. [10], it was argued that the frequency-dependent modulation cannot be described without introducing a frequency-dependence in the Raman tensor. This conclusion contradicts with the present result: the frequency-dependent modulation can be explained if we include the bulk effect.

III. FIRST-PRINCIPLES SIMULATION BASED ON TIME-DEPENDENT DENSITY FUNCTIONAL THEORY

In the previous section, we used several assumptions and approximations to derive the analytical formula. For example, we ignored the frequency dependence of the Raman tensor as well as the dielectric function. We also took a lowest order perturbation theory. Harmonic motion is assumed for the phonon motion. In this section, we present a complimentary computational approach based on first-principles time-dependent density functional theory. We develop a multiscale formalism that allows...
description of the pump-probe measurement of coherent phonons without any empirical parameters related to materials. A formalism and numerical method are written in this section and calculated results will be presented and compared with analytical results in the next section.

A. Multiscale Simulation method

Here we briefly explain our multiscale simulation method. A full explanation has been given in our previous publication. Calculations have been carried out using SALMON, an open-source software developed in our group.

Our simulation describes the pump-probe measurement of the coherent phonon generation faithfully mimicking the setup of the problem. We show the scheme of our simulation in Fig. 1. For an incident pulse propagating along the x axis, we utilize two coordinate systems: The light propagation is described using a one-dimensional coordinate X, which we call the macroscopic coordinate. Microscopic three-dimensional coordinates r is used to describe the dynamics of electrons and ions.

The light electromagnetic field is expressed by using a vector potential $\mathbf{A}(t)$. It satisfies the Maxwell equation in the macroscopic scale,

$$\left[\frac{1}{c^2} \frac{\partial^2}{\partial t^2} - \frac{\partial^2}{\partial X^2}\right] \mathbf{A}(t) = \frac{4\pi}{c} \mathbf{J}_X(t), \quad (47)$$

where $\mathbf{J}_X(t)$ is the electric current density at the point X.

In solving Eq. (47), we discretize the coordinate X using a uniform grid. At each macroscopic grid point X, we consider a microscopic dynamics of electrons and ions. In our multiscale description, each microscopic dynamics is assumed to be regarded as infinitely periodic. Since the wavelength of the pulsed light is much longer than the typical spatial scale of the microscopic dynamics, we assume a dipole approximation where electrons and ions move under a spatially-uniform electric field,

$$E_X(t) = -(1/c) \frac{\partial \mathbf{A}_X(t)}{\partial t}.$$  \hspace{1cm} (48)

Then we may apply the Bloch theorem in the microscopic dynamics: The electron motion at macroscopic position X is described using Bloch orbitals $u_{\alpha,n,k}(r,t)$ specified by the macroscopic position X, band index n, and the crystalline momentum k. Ionic motion is described by the coordinates of ions in the unit cell, $\mathbf{R}_{\alpha,X}(t)$, where the index $\alpha$ distinguishes different ions in the unit cell.

The Bloch orbitals satisfy the TDKS equation,

$$i \hbar \frac{\partial}{\partial t} u_{\alpha,n,k}(r,t) = \left\{ \frac{1}{2m} \left( -i\hbar \nabla_r + \hbar k + \frac{e}{c} \mathbf{A}_X(t) \right)^2 - e\phi_X(r,t) + \frac{\delta E_{XC}[n_{e,X}]}{\delta n_{e,X}} + \hat{v}_{\text{ionic},X}(r,t) \right\} u_{\alpha,n,k}(r,t) \quad (49)$$

where $n_{e,X}$ is the electron density given by $n_{e,X}(r,t) = \sum_{n,k} |u_{n,k,X}(r,t)|^2$. $\phi_X(r,t)$ and $E_{XC}[n_{e,X}]$ are the Hartree potential and the exchange-correlation energy, respectively. $\hat{v}_{\text{ionic},X}(r,t)$ is the electron-ion potential for which we use norm-conserving pseudopotential. The ionic potential $\hat{v}_{\text{ionic},X}$ depends on the ionic coordinates $\{ \mathbf{R}_{\alpha,X}(t) \}$ as parameters.

To describe the dynamics of ions, we use a so-called Ehrenfest method, where the ionic motion is described by the Newtonian equation,

$$M_{\alpha} \frac{d^2 \mathbf{R}_{\alpha,X}}{dt^2} = -e Z_{\alpha} \frac{d \mathbf{A}_X}{dt} - \frac{\partial}{\partial \mathbf{R}_{\alpha,X}} \int dr |\nabla_{\text{ionic},X} \phi(\mathbf{r})| \quad (50)$$

where $M_{\alpha}$ is the mass of the $\alpha$-th ion, $n_{\text{ionic},X}$ is the charge density of ions given by $n_{\text{ionic},X}(r,t) = \sum_{\alpha} Z_{\alpha} \delta (r - \mathbf{R}_{\alpha,X}(t))$, with $Z_{\alpha}$ the charge number of the $\alpha$-th ion.

The electronic current density at point X, $\mathbf{J}_X(t)$, consists of electronic and ionic contributions,

$$\mathbf{J}_X(t) = \mathbf{J}_{e,X}(t) + \mathbf{J}_{\text{ionic},X}(t). \quad (50)$$

The electronic component $\mathbf{J}_{e,X}(t)$ is expressed in terms of the Bloch orbitals $u_{n,k,X}(r,t)$, and the ionic component $\mathbf{J}_{\text{ionic},X}(t)$ is given by the velocity of the ion, $(d/dr) \mathbf{R}_{\alpha,X}(t)$.

We solve Eqs. (47) - (50) simultaneously to obtain the whole dynamics at once. The initial condition is so prepared that the electronic state at each macroscopic point X is set to the ground state solution of the static density functional theory, the ionic positions are set to their equilibrium positions in the electronic ground state, and the vector potential of the incident pump- and probe-pulsed light is prepared in the vacuum region in front of the film.

We note that the light propagation equation Eq. (8) can be identified with Eq. (47) if we make several assumptions and approximations. If we make several assumptions and approximations. They includes: We need to assume that the amplitude of the ionic motion is sufficiently small. The amplitude of the incident pulsed light needs to be sufficiently small so that any nonlinear optical effects other than the Raman process can be ignorable. We also need to assume that there is no retardation effects in the electronic response that are equivalent to ignoring the frequency dependence of the susceptibilities. We will compare the first-principles calculations and the analytic formula to assess the validity of the approximations that are required to derive the analytic formula in the previous section.

B. Computational Details

We carry out the simulation in the setting of the e-sampling. As the time profiles of the incident pump and probe pulses, we choose cosine-squared shaped envelope
given as

$$A_{\text{pump}}(t) = A_{\text{pump}} \cos^2 \left( \frac{\pi t}{T} \right) \cos(\omega_0 t) e_{011}$$ (51)$$

$$A_{\text{probe}}(t) = A_{\text{probe}} \cos^2 \left( \frac{\pi t}{T} \right) \cos(\omega_0 t) e_{010}$$ (52)

\((-T/2 < t < T/2)\)

where \(e_{011} = e_{yz} = (e_y + e_z) / \sqrt{2}\) and \(e_{010} = e_y\) are the spatial unit vectors of the polarization direction of the pump and probe pulses, respectively. The incident probe pulse is given as \(A_{\text{probe}}(t - \delta)\) with the pump-probe delay time \(\delta\). The delay time is chosen to be 83.0, 89.5 and 96.0 fs. The average frequency \(\omega_0\) of the pump and the probe pulses are chosen to be a common value, \(\hbar\omega_0 = 1.55\text{eV}\). The pulse duration of \(T = 18\text{fs}\) is used for all pulses. This amounts to the pulse duration of 7 fs in FWHM. It is much shorter than the period of the optical pump. This amounts to the pulse duration of 7 fs in FWHM. It is much shorter than the period of the optical pulse in the medium of thickness 10 \(\mu\text{m}\). The average frequency \(\omega_0\) and the probe pulses are chosen to be a common value, \(\hbar\omega_0 = 1.55\text{eV}\). The pulse duration of \(T = 18\text{fs}\) is used for all pulses. This amounts to the pulse duration of 7 fs in FWHM. It is much shorter than the period of the optical pulse in the medium of thickness 10 \(\mu\text{m}\). The average frequency \(\omega_0\) and the pulse durations are set to \(2 \times 10^{12} \text{W/cm}^2\) and \(1 \times 10^{10} \text{W/cm}^2\), respectively. At these intensities, nonlinear electronic excitations across the bandgap is not significant.

In practical calculations, we carry out calculations of the pump and the probe processes separately. In the pump stage, we calculate the propagation of the pump pulse in the spatial region of 0 \(\times 10\text{μm}\) and the duration of 80 fs. At the final time, the pump pulse stays in the spatial region of 6 \(\mu\text{m} < X < 10 \mu\text{m}\). In the probe stage, we prepare a diamond medium in the spatial region of 0 \(\mu\text{m} < X < 6 \mu\text{m}\). In this spatial region, the initial ionic motions are prepared from the coherent phonon obtained in the pump stage calculation.

The calculation system and parameters are the same as those of Ref 52. The macroscopic coordinate \(X\) is discretized using the spacing of 15 nm. In the microscopic calculation, adiabatic local density approximation is used for the exchange-correlation potential. The unit cell consisting of eight carbon atoms in the cubic cell with the side length of 3.567 \(\text{Å}\) is used. The Bloch orbitals are expressed using \(16^3\) uniform spatial grids in the unit cell and \(12^3\) of \(k\)-points in the Brillouin zone. All of the equations of motion are integrated with a common time step of 0.02 fs.

### IV. Calculated Results

The purpose of this section is to compare the results between the analytical description developed in Sec. 3 and the first-principles simulation described in Sec. 3. Although analytical treatments provide formula that are useful to understand mechanisms of probe process, several assumptions and approximations are used in the derivation including the perturbative expansion and the ignorance of the frequency-dependence of the response. Contrarily, the first-principles calculation does not require these assumption and approximation. Therefore, the comparison between two approaches will be useful to assess the validity of the analytical approach, and to clarify the significance of the effects that are not included in the analytical approach.

When we make numerical evaluation of Eqs. 28, 30, and 38, we use the following values for the parameters that are chosen to fit the first-principles TDDFT calculation: \(n = 2.25, \Omega = 2\pi / (25.47\text{[fs]}), q_0 = 0.95 \times 10^{-4}\text{[Å]}, \) and \(\chi_R = 11.6 \text{[Å}^{-1}\text{]}\). The values of \(q_0\) and \(\chi_R\) are so determined that the generation of the coherent phonon is described consistently by solving Eq. \(\Box\) numerically in the presence of the pump pulse.

#### A. Generation of coherent phonon by pump pulse

In the analytical approach, we simply assumed a sinusoidal time profile of the coherent phonon that propagates with the group velocity of the pump pulse in the medium. We first compare the time profile of the coherent phonon calculated by our multiscale simulation with the assumed one. Figure 2 shows a comparison. In panel (a), the electric field and the atomic displacement are shown at two times, \(t = 10\text{fs}\) when the pulse just arrived the surface and \(t = 50\text{fs}\) when the pulse propagates at about \(X = 5 \mu\text{m}\). In panel (b), the atomic displacement at \(X = 2 \mu\text{m}\) is shown as a function of time. The calculated displacement shown by solid curve is well fitted by a sinusoidal function that is shown by dashed curve. To compare the phonon period and the pulse duration, the time profile of the incident pulse is shown by red solid curve. The first-principles calculation includes various nonlinear, non-perturbative, and frequency-dependent effects. For example, the pump pulse may excite electrons by multiphoton excitation pro-
cesses that may cause decrease of the coherent phonon amplitude as the pump pulse propagates. Anharmonicity in the atomic motion may also affect the time-dependence of the phonon amplitude. However, the comparison indicates that the simple ISRS mechanism describes accurately the production stage of the coherent phonon in the present setting of the multiscale calculation.

B. Modulation in transmission

We move to the probe process. We first consider the modulation on the transmission. In the first-principles calculation, we analyze the transmitted wave that appears in the vacuum region right to the back surface. There may appear delayed transmitted waves that experience internal reflections inside the medium. Since we stop our calculation when the end of the first transmitted wave passes through the back surface, however, we do not take into account these waves of multiple reflections at the surfaces.

We first show shapes of the transmitted waves. Fig. 3(a) and (b) show the transmitted electric field for two different pump-probe time delay, \( \delta = 83.0 \) fs and 89.5 fs, respectively. In the former case of \( \delta = 83.0 \) fs, the probe pulse arrives at the surface of the diamond when the phonon amplitude is the maximum. In the latter case of \( \delta = 89.5 \) fs, the probe pulse arrives at the surface when the phonon amplitude shows the node.

In our first principles calculation, we employ the probe pulse with the polarization in \( y \)-direction. During the propagation, the stimulated Raman wave grows linearly with the propagation length and appears as the \( z \)-component of the field. In the notation of Sec. II, the \( z \)-component of the electric field \( E_z(x,t) \) is equal to \( \sqrt{2} \delta E_0(x,t) \). As is shown in Eq. (16), the transmitted wave is composed of two terms, the boundary term that is created at the surface of the medium and the bulk term that is linearly proportional to the propagation distance. The relative significance of the two terms depends on the duration of the probe pulse, phonon frequency, and propagation distance. In the present setting with the propagation distance of 6 \( \mu \)m, the bulk contribution is much more dominant than the boundary contribution. Therefore, we expect the form,

\[
E_z(x,t) \propto x \frac{d}{dt} \left[ q \left( t - \frac{nx}{c} \right) e^{i\omega t} \left( t - \frac{nx}{c} - \delta \right) \right].
\]  

The pulse shapes in Fig. 3(a) and (b) indeed show the expected behavior. In the case of \( \delta = 83.0 \) fs, the envelope shape of the stimulated Raman wave is similar to that of the transmitted probe pulse. There is a phase shift of \( \pi/2 \) between the incident \( E_y(t) \) and the stimulated Raman \( E_z(t) \) waves. This is understood as follows: Since the duration of the probe pulse is shorter than the period of the phonon, the product \( q(t)e^{i\omega t} \) is mostly proportional to \( e^{i\omega t} \). The time derivative causes the phase shift of \( \pi/2 \). In the case of \( \delta = 89.5 \) fs the shape of the stimulated Raman wave is very different from the probe pulse. This is because the probe pulse propagates with the nodal point of the phonon so that the product \( q(t)e^{i\omega t} \) behaves approximately as \( q(t)e^{i\omega t} \propto t e^{i\omega t} \). This explains the nodal behavior in the Raman wave at \( \delta = 89.5 \) fs.

In panels (c) and (d) of Fig. 3, frequency-resolved intensities are shown for \( E_y(t) \) and \( E_z(t) \). At \( \delta = 83.0 \) fs, the spectrum of the Raman waves shows somewhat a wider distribution and is slightly shifted to the higher frequency. At \( \delta = 89.5 \) fs, the spectrum of the Raman wave shows a double-peak structure. This originates from the extra node in the time domain.

In Fig. 3(a), transmission changes without frequency resolution in the first-principles calculation are shown by dots for three different pump-probe delay time, \( \delta = 83.0, 89.5, \) and 96.0 fs. The delay time \( \delta = 96.0 \) fs corresponds to the arrival of the probe pulse at the maximum of the phonon amplitude, as in \( \delta = 83.0 \) fs. The modulation is large at \( \delta = 89.5 \) fs and very small at \( \delta = 83.0 \) fs and 96.0 fs. This is reasonable according to Eq. (37) since the phonon velocity is maximum at \( \delta = 89.5 \) fs at the nodal point. The modulation of the transmission signal calculated by the first-principles calculation coincides accurately with the analytic formula of Eq. (35) that shows a cosine-like dependence. For the plots of the analytical calculations, since we consider the transmitted wave that appears in the right vacuum region, we multiply a factor of 2 for the term of the boundary effect to take into account the transmission through two boundaries.

We thus find a satisfactory coincidence between results of the analytic theory and those by the first-principles calculation. This fact indicates that the analysis based on the model presented in Sec. III is sufficient to describe the modulation of the transmission signal. Namely, the modulation in the present case that is dominated by the
stimulated Raman wave can be accurately described using the classical model of the light propagation with harmonic oscillator approximation for the phonon motion, first-order expansion in the light intensity, and ignorance of dispersion effects in both the diagonal dielectric function and the off-diagonal Raman tensor. The modulation is caused mainly by the stimulated Raman wave in the present case.

In panels (b) and (c) of Fig. 4, modulations at the anti-Stokes and Stokes frequencies, $\omega_0 \pm \Omega$ are shown as a function of the pump-probe delay time, $\delta$. The first-principles and the analytical calculations show again excellent agreement. It is noted that the signal shows a striking phase difference between two components at anti-Stokes and Stokes frequencies.

To investigate the frequency-dependent modulation in detail, frequency-resolved modulation of the transmission is shown in Fig. 4(d) and (e) for three cases of delayed time, $\delta = 83.0$, 89.5, and 96.0 fs at which the signals are plotted in (a) - (c). As seen in panel (d), the modulation is maximum at $\delta = 89.5$ fs when the probe pulse moves with the nodal point of the coherent phonon. It also shows a phase change across approximately the central frequency of the probe pulse, 1.55 eV. The modulation is rather small at the delay times of $\delta = 83.0$ and 96.0 fs. These findings are consistent with the first term of Eq. (46) that shows the differential of the spectrum of the incident pulse.

In panel (e), the modulation divided by the frequency-resolved transmission is shown. This is the quantity often analyzed in experimental analyses. Here three lines are shown for each pump-probe delay time. Solid thick lines show the first-principles calculation, solid thin lines show analytical results using Eq. (36), and thin dashed lines show approximate analytical results using Eq. (46). The signal is again strong at $\delta = 89.5$ fs, The modulation shows a nodal structure around the average frequency of the pulse and becomes larger as the frequency apart from the average frequency. The first-principles calculation coincides accurately with the analytic formula of Eq. (36). The simplified analytic formula of Eq. (46) somewhat deviates from others. The difference is not very significant. At $\delta = 83.0$ and 96.0 fs, the signal is small for all frequencies. As the frequency comes apart from the central frequency of the probe pulse, the signal becomes larger. However, the signal showing divergent behavior at frequencies around 1.1 eV and 2.0 eV will not be physically significant since the component of the probe pulse in those frequency region is extremely small.

Looking at the panel (e) in detail, the signal at $\delta = 96.0$ fs shows a negative (positive) modulation at low (high) frequency region in both first-principles and analytic results. However, at $\delta = 83.0$ fs, though the analytic formula suggests opposite behavior while the first-principles calculation shows positive modulation in both side. We do not have an explanation for this observation.

C. Modulation in reflection

We next consider the modulation in the reflectivity. In the first-principles calculation, the reflected wave in the vacuum region left to the surface is composed of that by the direct reflection at the front surface ($X = 0 \mu m$) and that by the reflection at the back surface ($X = 6 \mu m$)}
FIG. 5. (1) Reflection change $(\Delta R_{eo}(\delta)/R_0)$ and the frequency components at (b) anti-Stokes and (c) Stokes positions $(\Delta R_{eo}(\omega_0 \pm \Omega, \delta)/R_0,$ respectively) as a function of delay time $\delta$ obtained by the simulation (the filled blue circles) and the analytical calculations of Eqs. (32) and (33) (but $R_0$ is used instead of $R_0(\omega))$ (the red lines). The insets in (a) show the probe pulses (the red lines) and atomic displacement (the green lines) as a function of $t$ at $X=0 \, \mu$m in the simulation for each $\delta$. Spectrally resolved reflection change as a function of $\omega$: (d) $\Delta R_{eo}(\omega, \delta)/R_0$ obtained by the simulation and (e) $\Delta R_{eo}(\omega, \delta)/R_0(\omega)$ by simulations and analytical calculations (Eqs. (32) and (33)).

$\mu$m) after the propagation inside the medium. The latter component includes stimulated Raman wave while the former does not. In the first-principles calculation, the former reflected wave contains extremely weak $\hat{z}$-component, while the latter reflected wave accompanying substantial $\hat{z}$-component that comes from the stimulated Raman wave. We first discuss the contribution of the former process without the propagation inside the medium.

The reflection change is shown in Fig. 5(a) by dots for three different pump-probe delay time of $\delta = 83.0$, 89.5, and 96.0 fs. The modulation in the reflection calculated by the first-principles calculation coincides accurately with the analytics formula of Eq. (30) that shows a sine-like dependence. In panels (b) and (c), the frequency-dependent modulation at $\omega_0 \pm \Omega$ is shown. They shows a similar sine-like behavior and are again well reproduced by the analytic formula. Therefore, the validity of the analytic formula is confirmed with high accuracy for the reflected wave.

In panels (d) and (e), we show modulation of the reflectivity in frequency domain. The frequency-resolved modulation divided by the reflectivity with/without frequency resolution is shown in the panel (e)/(d), respectively. As seen in (d), the modulation has a similar frequency dependence with the frequency-resolved flux of the incident wave. The frequency-resolved reflectivity shown in (e) indicates that the frequency-dependence of the modulation is rather weak. In the frequency region far apart from the central frequency, the modulation becomes larger. However, the incident flux does not have much component in such frequency region. We find a good agreement among three curves, the first-principles calculation, the analytic formula of Eq. (32), and the simplified analytic formula of Eq. (33). The agreement indicates that the analytic formula are sufficiently accurate to describe the modulation in the reflectivity.

D. Reflection at the back surface

We next examine the modulation in the reflection including the reflected wave caused by the back-surface. In Fig. 6(a), we show a time profile of the reflection waves reflected from the front surface and from the back surface of the medium in the first-principles calculation. The $\hat{z}$-component of the field is very small in the first wave from the front surface, while that of the second wave from the back side is much larger because of the amplification of the Raman wave during the propagation. The reflection change $\Delta R_{eo}(\delta)/R_0$ is shown in Fig. 6(b) for three pump-probe delay times, $\delta=83.0$, 89.5, and 96.0 fs. It can be well fit by a cosine-like function. This can be understood as follows: In the case of the transmission, the bulk effect caused by the stimulated Raman wave is dominated as seen in Fig. 4(a). In the present case, the second reflected wave includes the similar Raman wave component as seen in the panel (a). The modulation in the reflection is dominated by the bulk effect, if we include the second reflected wave at the back surface.

Fig. 6(c) shows the spectrally resolved signals calculated by using the first and second reflection waves. A strong oscillation structure is observed in the frequency domain for three cases of the time delay. The oscillation structure is due to the interference between the first and the second waves: The Fourier transformed
electric field of the reflection wave can be given as
\[ \tilde{E}_1(\omega) + \tilde{E}_2(\omega)e^{i\omega(t_2-t_1)}, \]
where \( \tilde{E}_1 \) and \( \tilde{E}_2 \) are of the first and the second reflection waves, respectively, and \( t_1 \) and \( t_2 \) is the arrival time of the first and second waves, respectively. The power spectrum is written as
\[ I(\omega) = |\tilde{E}_1(\omega)|^2 + |\tilde{E}_2(\omega)|^2 + 2Re\left[\tilde{E}_1^*(\omega)\tilde{E}_2(\omega)e^{i\omega(t_2-t_1)}\right]. \]
It indicates that the oscillation frequency is inversely proportional to the difference of the two reflected waves, \( t_2 - t_1 \), which is proportional to the thickness of the sample. The present calculation assumes a sample of 6 \( \mu \)m thickness. The oscillation will not be observed if a much thicker sample is utilized.

If we average the signals of Fig. 6(c) over rapidly oscillating structure, we obtain a very small signal for \( \delta=83.0 \) and 96.0 fs, and a strong signal remains for \( \delta=89.5 \) fs. The averaged feature is very close to the transmission shown in Fig. 6(d). Namely, the signal is caused mainly by the Raman wave that is included in the second wave of Fig. 6(a) and that is quite similar to that in the transmitted wave.

V. SUMMARY

We have presented a comprehensive theoretical analysis on the probe stage of pump-probe measurements of coherent phonon generation in dielectrics. We take a diamond as a typical case and assume the impulsive stimulated Raman scattering mechanism for the generation process.

We have developed analytical and computational approaches. In analytical description, we revisited the work developed in Ref. [5] by Merlin and developed comprehensive formula. We start with a standard description of light propagation coupled with a phonon motion through the Raman tensor. We summarize formula for the modulation on the reflection and transmission of the probe pulse using a perturbative solution for the probe pulse. The modulation in the transmission is caused by two distinct mechanisms: the boundary and the bulk effects. The bulk effect is caused by the stimulated Raman wave that is amplified as the probe pulse propagates in the medium. The modulation in the reflection is caused by the boundary effect. However, if we consider the reflection at the back surface, the bulk effect also contribute in the reflection.

The modulation is investigated for frequency-resolved and -integrated signals. The boundary and the bulk effects contribute to the modulation in qualitatively different way. The bulk effect produces strong frequency dependence in the modulation, whereas the boundary effect produces very weak frequency dependence. The bulk effect causes strong modulation in the probe signal when the probe pulse moves with the nodal point of the phonon. It causes a phase shift of \( \pi/2 \) between the phonon amplitude and the probe signal. Contrarily, the boundary effect causes a modulation that is proportional to the amplitude of the phonon. The modulation of the probe pulse is in phase with the coherent phonon.

The derivation of the analytic formula is based on several assumptions and approximations. To confirm the validity of the analytic formula, we performed first-principles calculations based on time-dependent density functional theory. In our multiscale formalism, coupled dynamics of mesoscopic light propagation and microscopic electronic and ionic motions are described simultaneously without any empirical parameters.

By comparing results between the analytical theory and the first-principles calculation, we confirmed the validity and the reliability of the analytical formula. We thus consider that our analytic formula provides a reliable basis for the experimental analysis of frequency-resolved modulation in the pump-probe measurement of coherent phonon in transparent dielectrics.
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