Genetic variance estimation with imputed variants finds negligible missing heritability for human height and body mass index
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We propose a method (GREML-LDMS) to estimate heritability for human complex traits in unrelated individuals using whole-genome sequencing data. We demonstrate using simulations based on whole-genome sequencing data that ~97% and ~68% of variation at common and rare variants, respectively, can be captured by imputation. Using the GREML-LDMS method, we estimate from 44,126 unrelated individuals that all ~17 million imputed variants explain 56% (standard error (s.e.) = 2.3%) of variance for height and 27% (s.e. = 2.5%) of variance for body mass index (BMI), and we find evidence that height- and BMI-associated variants have been under natural selection. Considering the imperfect tagging of imputation and potential overestimation of heritability from previous family-based studies, heritability is likely to be 60–70% for height and 30–40% for BMI. Therefore, the missing heritability is small for both traits. For further discovery of genes associated with complex traits, a study design with SNP arrays followed by imputation is more cost-effective than whole-genome sequencing at current prices.

Genome-wide association studies (GWAS) have identified thousands of genetic variants associated with hundreds of human complex traits and diseases1. However, genome-wide significant SNPs often explain only a small proportion of the heritability estimated from family-based studies, in the so-called ‘missing heritability’ problem2. Recent studies have shown that the total variance explained by all common SNPs is still less than that expected from family-based studies, and there has not been a consensus explanation for the missing heritability problem2. There are three major hypotheses. The first hypothesis is that missing heritability is largely due to rare variants of large effect, which are neither on the currently available commercial SNP arrays nor well tagged by the SNPs on the arrays. Here we define rare variants as variants with a minor allele frequency (MAF) of ≤0.01. To genotype rare variants with reasonably high accuracy, whole-genome sequencing with sufficiently high coverage in a large sample is required. The second hypothesis is that the majority of heritability is attributable to common variants (MAF >0.01) of small effect, such that many variants are not detected at the level of genome-wide significance; most of these common variants are either well tagged by genotyped SNPs through linkage disequilibrium (LD) or can be imputed with reasonably high accuracy from whole-genome sequencing reference panels. If the second hypothesis is true, increasing sample size will be more important than extending variant coverage for continued progress in genetic association studies. The third hypothesis is that heritability estimates from family-based studies are biased upward, as a result, for instance, of shared environmental effects. Therefore, quantifying the relative contributions of rare and common variants to trait variation is critical to inform the design of future experiments and to disentangle the genetic architecture of complex traits and diseases. In this study, we seek to quantify the proportion of variation at common and rare sequence variants that can be captured by SNP array genotyping followed by imputation, and we subsequently estimate the proportion of phenotypic variance for the model complex traits height and BMI that can be explained by all imputed variants.

RESULTS
Unbiased estimate of heritability using whole-genome sequence data

Let \( h^2_{WGS} \) denote the narrow-sense heritability \((h^2)\) for a complex trait captured by the sequence variants from whole-genome sequencing and \( h^2_{KGP} \) denote the heritability captured by all variants from
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imputing the SNP array data to the 1000 Genomes Project reference panels\(^1\), where \(h_{WGS}^2 > h_{1KG}^2\) because of the loss of tagging due to imperfect imputation. We previously developed the single-component GREML analysis (GREML-SC) method (based on a single genetic relationship matrix, or GRM) as implemented in GCTA\(^1\) to estimate the proportion of variance explained by all common SNPs in a GWAS sample of unrelated individuals\(^1\). To quantify the amount of variation at sequence variants that could be captured by 1000 Genomes Project imputation, we first needed to investigate whether this approach could provide an unbiased estimate of heritability using whole-genome sequencing data. We performed extensive simulations based on a whole-genome sequencing data set from the UK10K project\(^1\) (UK10K-WGS), which comprised 17.6 million genetic variants (excluding singlets and doubletons) in 3,642 unrelated individuals after quality controls (Online Methods). The simulation results showed that, if causal variants were a random subset of all sequence variants (52.7% rare), the GREML-SC estimate of \(h_{WGS}^2\) using all variants (including the causal variants) was unbiased (Fig. 1), consistent with our theoretical derivation (Supplementary Note). By ‘unbiased’, we mean that the mean estimate of \(h_{WGS}^2\) from 200 simulation replicates was not significantly different from the \(h^2\) parameter used for simulation. We could also expect from the theoretical derivation that, if causal variants had a different MAF spectrum than the variants used in the analysis, the GREML-SC estimate of \(h_{WGS}^2\) would be biased. This was demonstrated using simulations (Online Methods): if we randomly sampled disproportionately rare (or common) variants as causal variants, the estimate of \(h_{WGS}^2\) was biased downward (or upward) (Fig. 1). This problem has been discussed previously\(^1\) and can be solved by MAF-stratified GREML (GREML-MS) analysis\(^1\) (Online Methods). We show by simulations that the estimate of \(h_{WGS}^2\) from GREML-MS was unbiased, irrespective of the MAF spectrum of the causal variants (Fig. 1).

We know from the theoretical derivation (Supplementary Note) that GREML-SC is biased if causal variants have a different LD property than the variants used in the analysis. A difference in LD can be caused by a difference in the MAF spectrum, which can be corrected for using the GREML-MS approach, as shown above. However, GREML-MS is unable to correct for the region-specific LD heterogeneity across the genome (Supplementary Fig. 1). That is, if causal variants tend to be enriched in genomic regions with higher or lower LD than average, the estimate of \(h_{WGS}^2\) from either GREML-SC or GREML-MS will be biased. We confirmed this using simulations where, if all causal variants were sampled from the variants at DNase I–hypersensitive sites (DHSs) (Online Methods), which have systematically lower LD than average\(^1\), the GREML-MS estimate of \(h_{WGS}^2\) was biased downward (Fig. 1). Methods have been developed to adjust for LD heterogeneity, for example, the LDAK approach\(^1\), which gives each variant a weight according to the LD \(r^2\) value between the variant and all other variants in the region, and the LD residual (LDres) approach\(^1\), which uses the residuals from a linear regression of each variant on a set of LD-pruned variants in the region. However, the LDAK adjustment resulted in a substantial overestimation of \(h_{WGS}^2\), regardless of whether the variants were stratified by MAF (Fig. 1). This is because the LDAK adjustment created a strong negative correlation between the weights and MAFs of the variants (Supplementary Fig. 2), such that rare variants, which tend to have lower LD with surrounding variants, received too much weight. We also observed small biases using LDres and MAF-stratified LDres (LDres-MS) (Fig. 1). We propose a method (Online Methods), termed LD- and MAF-stratified GREML (GREML-LDMS), which uses a sliding window approach to fit the region-specific LD heterogeneity across the genome (Fig. 2). We demonstrate by analyzing simulated data, under four different simulation scenarios, that the GREML-LDMS estimates of \(h_{WGS}^2\) are unbiased, regardless of the MAF and LD properties of causal variants (Fig. 1) and the number of LD and MAF groups (Supplementary Fig. 3). The heritability parameter used in all the simulations above was 0.8. We show that all the conclusions hold irrespective of the size of the heritability parameter used for simulation (Supplementary Table 1).

**Variation at whole-genome sequence variants captured by 1000 Genomes Project imputation**

We have quantified above the (un)biased nature of GREML methods in estimating \(h_{WGS}^2\) under different simulation scenarios. In practice, however, there have not been whole-genome sequencing data available with a sample size that is sufficiently large to estimate \(h_{WGS}^2\) with useful precision. However, there are a large number of GWAS samples available that have been imputed to the 1000 Genomes Project reference panels. We therefore addressed the question of how much variation at sequence variants could be captured by imputing GWAS genotype data to the 1000 Genomes Project reference panels. From UK10K-WGS data, we extracted the genotypes of variants represented on the Illumina CoreExome array and then imputed the genotype data to the 1000 Genomes Project reference panels (Online Methods). We used the GREML-MS approach (seven genetic components) to estimate the variance explained by the 1000 Genomes Project–imputed variants (\(h_{1KGP}^2\)) for the simulated phenotype (1,000 causal variants randomly sampled from all sequence variants) (Online Methods). We know from the simulation results presented above that, under this scenario (that is, where causal variants are sampled completely at random), all three GREML methods—GREML-SC, GREML-MS and GREML-LDMS—are unbiased. We chose to use GREML-MS because it is able to provide estimates of variance explained for variants in different MAF groups with standard errors smaller than those from GREML-LDMS (Supplementary Table 1). The results showed that the proportion of variation at variants from whole-genome sequencing captured by 1000 Genomes Project imputation decreased with more stringent thresholds for imputation accuracy (the INFO metric
from IMPUTE2) used for variant filtering and that all the 1000 Genomes Project–imputed variants (without filtering of variants for IMPUTE-INFO score) captured ~96% and ~73% of variation at common and rare whole-genome sequencing variants, respectively (Fig. 3a). We then repeated the imputation on the basis of four other types of SNP arrays, namely the Affymetrix 6.0, Affymetrix Axiom, Illumina OmniExpress and Illumina Omni2.5 platforms. The results were remarkably consistent irrespective of the types of SNP arrays used for baseline genotyping (Fig. 3b). On average, across the five different SNP arrays used for baseline genotyping, ~97% and ~72% of variation at common and rare sequence variants could be captured by 1000 Genomes Project–imputed variants, respectively. Surprisingly, despite the Illumina Omni2.5 array having ~933,000 and ~1.2 million more variants, respectively, than the OmniExpress and CoreExome arrays used for imputation (Supplementary Table 2), the proportions of variation at sequence variants captured by 1000 Genomes Project–imputed variants based on these three types of SNP arrays were almost identical (Fig. 3b). We further performed simulations under 4 scenarios (Online Methods) and analyzed the simulated data using the GREML-LDMS approach (28 genetic components). The results (Supplementary Fig. 4) show that the proportion of variation at sequence variance captured by 1000 Genomes Project imputation is almost independent of genetic architecture. On average, across SNP arrays and simulation scenarios, ~97% of variation at common variants and ~68% of variation at rare variants could be captured by 1000 Genomes Project imputation.

Figure 2 Fitting region-specific LD heterogeneity in the genome using a sliding window approach. Shown are the results for chromosome 22 using the UK10K-WGS data set as an example. The LD score of each variant is defined as the sum of the LD r^2 values for the target variant and all variants (including the target variant) within the 20-Mb region centered on the target variant. In GREML-LDMS analysis, the region-specific LD heterogeneity is fitted by segments with an average length of 100 kb (blue dots) using a sliding window approach (Online Methods).

Quantifying the missing heritability for height and BMI
We next applied the GREML-LDMS approach to estimate the proportion of phenotypic variance explained by the 1000 Genomes Project–imputed variants (ht^2\text{KGP}) for height and BMI. We combined data from 7 GWAS cohorts (Online Methods), comprising ~17 million 1000 Genomes Project–imputed variants on 44,126 unrelated individuals after quality control. Results from GREML-LDMS analyses (Online Methods) showed that all 1000 Genomes Project–imputed variants explained 55.5% (s.e. = 2.3%) of phenotypic variance for height and 27.4% (s.e. = 2.5%) of phenotypic variance for BMI, with common variants explaining 47.6% (s.e. = 1.2%) and 25.0% (s.e. = 1.2%) of the variance, respectively (Supplementary Fig. 5 and Supplementary Table 3). The results also showed that 1000 Genomes Project–based imputation captured a significant amount of genetic variation at rare variants for height, with ht^2\text{KGP} = 8.4% (s.e. = 1.9%, P = 6.1 \times 10^{-8}) for variants with 0.001 < MAF ≤ 0.01 and, for BMI, with ht^2\text{KGP} = 3.8% (s.e. = 1.8%, P = 0.032) for variants with 2.5 \times 10^{-5} < MAF ≤ 0.001 (Supplementary Table 3). The (co)variance matrices of the estimates of variance components from GREML-LDMS are illustrated in Supplementary Figure 6. We also performed the analyses using GREML-MS. The results were similar, with ht^2\text{KGP} = 7.9% (s.e. = 1.7%, P = 2.6 \times 10^{-6}) for variants with 0.001 < MAF ≤ 0.01 for height and ht^2\text{KGP} = 4.1% (s.e. = 1.6%, P = 0.011) for variants with 2.5 \times 10^{-5} < MAF ≤ 0.001 for BMI (Supplementary Fig. 7).

Figure 3 Proportion of variation at sequence variants captured by 1000 Genomes Project imputation in the UK10K-WGS data set. The results are the averages from 200 simulations (Online Methods). (a) Estimates of the proportion of phenotypic variance explained by 1000 Genomes Project–imputed variants in different MAF groups from GREML-MS. The 1000 Genomes Project imputation was based on variants on the Illumina CoreExome array extracted from UK10K-WGS data. Columns in purple represent the variance explained by the causal variants. The four other columns represent the estimates using 1000 Genomes Project–imputed variants filtered at three thresholds for imputation accuracy (IMPUTE-INFO score) or not filtered. Error bars, s.e.m. Without filtering variants for IMPUTE-INFO score (columns in orange), the sum of the estimates was 96.2% for common variants and 73.4% for rare variants. (b) Estimates of the proportion of variation at sequence variants captured by 1000 Genomes Project imputation (the estimate of the phenotypic variance explained by the 1000 Genomes Project–imputed variants summed over the MAF groups divided by the variance explained by the causal variants) based on the different types of SNP genotyping arrays. Common variants, MAF > 0.01; rare variants, 0.01 ≥ MAF > 0.0003.
Figure 4  Evidence for height- and BMI-associated genetic variants being under natural selection. (a,b) Results from GREML-LDMS analyses (Online Methods). (a) Estimate of the cumulative contribution of variants with MAF ≤ θ to the genetic variance, that is, \( \sigma_b^2(MAF \leq \theta) / \sigma_c^2(MAF \leq 0.5) \). The dotted line represents the expectation under a neutral evolutionary model. (b) Estimates of \( n_{KGP} \) for variants in each MAF group. Error bars, standard error of the estimates. (c) Results from genome-wide association analyses in the combined data set (Online Methods). \( b_m \) is defined as the effect size of the minor allele of a variant. Variants are stratified into 100 MAF bins (100 quartiles of the MAF distribution). Plotted is the mean of \( b_m \) against \( \log_{10} \) (mean MAF) in each bin. The correlation between mean \( b_m \) and \( \log_{10} \) (mean MAF) is 0.77 (\( P = 1.0 \times 10^{-6} \)) for height and −0.39 (\( P = 8.0 \times 10^{-6} \)) for BMI. (d) Results from the latest GIANT Consortium meta-analyses for height \(^5\) and BMI \(^2\) (see URLs) for common SNPs (MAF > 0.01). There are ~2.5 million SNPs stratified into 20 MAF bins. The correlation between mean \( b_m \) and \( \log_{10} \) (mean MAF) is 0.89 (\( P_{\text{permutation}} < 1.0 \times 10^{-6} \)) for height and −0.87 (\( P_{\text{permutation}} < 1.0 \times 10^{-6} \)) for BMI. The mean \( b_m \) seems smaller in c than in d because of the smaller MAF range of each bin and larger number of variants in each bin in c in comparison to d.

Under a model of neutral evolution, most variants segregating in the population are rare, whereas most genetic variation underlying traits is due to common variants \(^{18}\). The neutral evolutionary model predicts that the cumulative contribution of variants with MAF ≤ θ to the total genetic variance is linearly proportional to θ, where \( \theta \) is a MAF threshold. However, our observed results for height strongly deviated from this model (Fig. 4a), suggesting that height-associated variants have been under natural selection. Such deviation would be even stronger with whole-genome sequencing data because variation at rare sequence variants is less well captured by 1000 Genomes Project imputation than at that common variants (Fig. 3 and Supplementary Fig. 4). The deviation from the neutral evolutionary model was smaller for BMI, and the standard error of the estimate of cumulative contribution (see the Supplementary Note for the method used to calculate standard error) was much larger for BMI than for height. Equivalently, the neutral evolutionary model also predicts that variance explained is uniformly distributed as a function of MAF \(^{18}\), such that the variance explained by variants with MAF ≤ 0.1 equals that of variants with MAF > 0.4. However, we observed that, although the variance explained per variant (defined as \( \frac{\sigma_b^2}{\sigma_c^2} \), with \( m \) being the number of variants) for rare variants was much smaller than that for common variants for both height and BMI (Supplementary Fig. 8), the variants with MAF ≤ 0.1 in total explained a significantly larger proportion of variance than those with MAF > 0.4 (21.0% versus 8.8%, \( P_{\text{difference}} = 9.2 \times 10^{-7} \)) for height (Fig. 4b and Supplementary Table 3), consistent with height-associated variants being under selection. The difference was much smaller (7.4% versus 5.4%) and not significant (\( P_{\text{difference}} = 0.45 \)) for BMI. These results were not driven by population stratification (Supplementary Fig. 9 and Supplementary Note).

Theoretical studies on variation in complex traits based on models of natural selection suggest that rare variants only explain a substantial amount of variance under strong assumptions about the relationship between effect size and selection strength \(^{19–21}\). We performed genome-wide association analyses for height and BMI in the combined data set (Online Methods) and found that the minor alleles of variants with lower MAF tended to have stronger and negative effects on height and stronger but positive effects on BMI (Fig. 4c). The correlation between minor allele effect and MAF was highly significant for both height (\( P < 1.0 \times 10^{-6} \)) and BMI (\( P = 8.0 \times 10^{-6} \)) and was even stronger for both traits in the data from the latest GIANT Consortium meta-analyses \(^5,22\) (Fig. 4d); these correlations were not driven by population stratification (Supplementary Fig. 10). All these results suggest that height- and BMI-associated variants have been under selection. These results are consistent with the hypothesis that new mutations that decrease height or increase obesity tend to be

Figure 5  Single-variant tagging of sequence variants by 1000 Genomes Project–imputed variants. Single-variant tagging is defined as the squared correlation (\( r_{\text{max}}^2 \)) between a sequence variant and the best tagging variant from 1000 Genomes Project imputation within the 2-Mb region centered on the variant. Shown are the average \( r_{\text{max}} \) values of variants in MAF bins for 10,000 sequence variants randomly sampled from UK10K-WGS data. The 1000 Genomes Project imputation analyses are based on variants on the Illumina OmniExpress (red) and Illumina CoreExome (blue) arrays extracted from UK10K-WGS data (see the Online Methods for details about the imputation analyses based on UK10K-WGS data). (a) Rare variants. (b) Common variants.
deleterious to fitness and are hence kept at low frequencies in the population by purifying selection.

**DISCUSSION**

We have shown using simulations based on whole-genome sequencing data that the GREML-SC estimate of heritability is unbiased if causal variants are a random subset of the sequence variants used in the analysis, that GREML-MS is unbiased if there is no region-specific LD heterogeneity and that GREML-LDMS is unbiased regardless of the MAF and LD properties of causal variants (Fig. 1). Although we describe the methods for quantitative traits, they can also be applied to case-control studies by analyzing data on the observed disease status scale (0 or 1) and interpreting estimates on an underlying liability scale by a linear transformation. As suggested in previous studies, more stringent quality controls than those used in GWAS are required to apply the GREML approaches in case-control data. Because GREML-LDMS fits a large number of components (for example, we fitted 28 genetic components in the analyses of height and BMI data), the sampling variance of \( \hat{h}^2_{\text{KGP}} \) is much larger than that from GREML-SC.

We quantified empirically that the standard error of \( \hat{h}^2_{\text{KGP}} \) from GREML-LDMS was approximately \( 927/n \) (Supplementary Fig. 11), inversely proportional to the sample size \( n \) and independent of \( \hat{h}^2 \). For a GREML-LDMS analysis using either whole-genome sequencing data or combined imputed and whole-genome sequencing data, a sample of at least 18,540 unrelated individuals is therefore required to obtain s.e. <0.05. We have further demonstrated that the GREML-LDMS approach is robust to the model assumption about the relationship between effect size and MAF (Supplementary Figs. 12 and 13, and Supplementary Note).

Using the GREML-LDMS approach, we estimated that all the 1000 Genomes Project–imputed variants explained 56% (s.e. = 2.3%) and 27% (s.e. = 2.5%) of phenotypic variance for height and BMI, respectively. These estimates are still lower than the frequently quoted estimates of narrow-sense heritability \( (\hat{h}^2) \) for height (80%) and BMI (40–60%) from family and twin studies. Therefore, it seems that heritability is still ‘missing’. There are two possible explanations for the remaining missing heritability. The first is that there are a large number of extremely rare causal variants, not polymorphic in the 1000 Genomes Project–imputed data or removed by imputation quality control. For example, there were >40 million and >45 million variants in the 1000 Genomes Project10 and UK10K13 databases, respectively, whereas 17 million imputed variants were used in the GREML analyses for height and BMI. Complex DNA variations such as copy number variations are also not well represented by current sequencing methods. The second explanation is that heritability is overestimated in family studies, owing to effects from factors such as common environment and assortative mating that are not properly modeled. Results from a previous study show that the phenotypic correlation for height between distant relatives (for example, cousins) is overestimated in family studies, owing to effects from factors such as common environment and assortative mating that are not properly modeled.

From a recent study that used extended genealogy in a large sample \( n = 38,167 \) provided very precise estimates of the heritability for height \( (\hat{h}^2 = 0.69, \text{s.e.} = 0.016) \) and BMI \( (\hat{h}^2 = 0.42, \text{s.e.} = 0.018) \). These estimates can be regarded as the upper limits of heritability for height and BMI because shared environmental effects were not explicitly fitted in the model and these estimates could therefore still be inflated to some extent. The estimates from a within-family analysis that was free of confounding from shared environmental effects are highly consistent with heritability being 0.69 (s.e. = 0.14) for height and 0.42 (s.e. = 0.17) for BMI, but the standard errors are too large to draw strong inferences. There has also been evidence suggesting that a population-based heritability estimate is likely to be lower than that from pedigrees. If we extrapolate from the GREML-LDMS estimates (Supplementary Table 3) by taking into account the imperfect tagging of 1000 Genomes Project imputation (on average, across five different types of SNP arrays and four simulation scenarios, ~97% and ~68% of variation at common and rare variants is captured by 1000 Genomes Project imputation, respectively; Supplementary Fig. 4), the adjusted estimate of heritability would be 0.61 (s.e. = 0.045) for height and 0.29 (s.e. = 0.47) for BMI (see the Supplementary Note for the adjustment method). These estimates can be regarded as the lower limits of narrow-sense heritability for height and BMI. Our results suggest that heritability is likely between 0.6 and 0.7 for height and between 0.3 and 0.4 for BMI. Therefore, there is little missing heritability for these traits. These results also suggest that there is little room for the other possible sources of missing heritability (Supplementary Note).

We know from the simulations (Fig. 1 and Supplementary Table 1) that the GREML-SC and GREML-MS methods can be biased depending on the MAF and LD properties of causal variants. For completion of the analysis, we also performed GREML-SC and GREML-MS in the combined GWAS data set using 1000 Genomes Project–imputed variants. The GREML-SC estimate of \( \hat{h}^2 \) was 0.78 (s.e. = 0.017) for height and 0.40 (s.e. = 0.018) for BMI, with the estimates larger than those from GREML-LDMS for both traits. This is because the proportion of loss of tagging in 1000 Genomes Project imputation for rare variants is larger than that for common variants (Fig. 3), analogous to the situation where common variants explain a disproportionately higher proportion of the variance (simulation scenario II in the Online Methods), resulting in an overestimation of \( \hat{h}^2_{\text{WGS}} \) (Fig. 1 and Supplementary Table 1). This is an important caveat. If we were to draw inferences on the basis of these results, we would conclude that all the heritability for height and BMI has been captured by 1000 Genomes Project imputation, which is obviously not true. The GREML-MS estimate of \( \hat{h}^2_{\text{KGP}} \) was 0.523 (s.e. = 0.021) for height and 0.261 (s.e. = 0.022) for BMI, and these estimates were not very dissimilar from those from GREML-LDMS, especially for BMI. Therefore, it is more important to correct for differences in the MAF spectrum than for LD heterogeneity (Supplementary Fig. 14 and Supplementary Note). There are also other scenarios under which the GREML methods can be misused and thus may lead to wrong conclusions, for example, in the whole-genome sequencing study by Morrison et al. (Supplementary Note).

More generally, we have shown by simulations that, for variants with MAF >0.0003 in the UK10K–WGS data set, 96% and 73% of variation at common and rare whole-genome sequencing variants, respectively, can be captured by 1000 Genomes Project imputation, using Illumina CoreExome arrays for baseline genotyping (Fig. 3). These percentages of variation need to be interpreted as multivariant tagging, analogous to the multiple correlation squared \( \left( r^2_{\text{mult}} \right) \) between a sequence variant and all the 1000 Genomes Project–imputed variants in the region, which are not comparable to the single variant–based imputation accuracy (variation at a sequence variant tagged by a single imputed variant) quantified in previous studies. In GWAS, analysis is usually performed on the basis of a single-variant model. The statistical power of a single-variant analysis using imputed data depends on the squared correlation between a causal variant and its best-tagging imputed variant \( \left( r^2_{\text{max}} \right) \). We show that, on average, 81% (s.e.m. = 0.4%) and 25% (s.e.m. = 0.4%) of variation at common and rare whole-genome sequencing variants, respectively, can be captured by the best-tagging variants from
1000 Genomes Project imputation based on Illumina CoreExome arrays (Fig. 5). These results are comparable with the single-variant imputation accuracy quantified previously. The single-variant tagging is slightly stronger for 1000 Genomes Project imputation based on Illumina OmniExpress arrays, which is 88% (s.e.m. = 0.3%) for common variants and 29% (s.e.m. = 0.4%) for rare variants. These results suggest that, for GWAS analyses using 1000 Genomes Project–imputed data, there is great potential to gain power using a multivariant or haplotype-based association analysis approach, for rare variants in particular. Therefore, with the increasingly large amount of summary-level data from large-scale meta-analyses of 1000 Genomes Project–imputed GWAS data that are becoming available, there is a great demand to develop powerful and efficient methods for multivariant or haplotype-based association analysis using summary data, which take into account both common and rare variants.

With advances in genome sequencing technologies, it is now possible to sequence a human genome at high depth for $1,000, which, however, is still much more expensive than using a SNP array (for example, the Illumina CoreExome array). Given a fixed budget for genotyping and assuming that the genotyping cost using SNP arrays (for example, $50 per sample) is 20 times less than that for whole-genome sequencing (for example, $1,000 per sample), on average, 1000 Genomes Project imputation is currently at least 13 times more powerful than whole-genome sequencing using a multivariant association analysis approach (Supplementary Fig. 15). For a single variant–based association analysis, 1000 Genomes Project imputation is still at least 13 and 4 times more powerful than whole-genome sequencing in detecting common and rare variant associations, respectively. These results suggest that SNP array–based genotyping followed by imputation is now and in the near future will continue to be a more cost-effective strategy than whole-genome sequencing for GWAS of complex traits and diseases, even for rare variant associations. Nevertheless, the analyses above compared the average power for variants in a certain MAF range. There are a number of sequence variants (~10% rare and ~1% common) that are almost not tagged by any imputed variant individually (single-variant tagging $n_x^{\text{tag}} < 0.05) in 1000 Genomes Project imputation based on the Illumina CoreExome array (Supplementary Fig. 16). For association analysis of such variants and those with extremely low frequency or unique to specific populations, high-coverage whole-genome sequencing or a haplotype-based method will be a more efficient strategy. In contrast, it has been suggested that extremely low-coverage whole-genome sequencing followed by imputation can be even more cost-effective than SNP array–based imputation for common variants, an interesting strategy that is worth being further investigated for its performance on rare variants.

With the latest imputation reference panel of large sample size ($n = 31,000); Haplotype Reference Consortium, personal communication—and very large GWAS cohorts genotyped on the same type of SNP arrays (for example, the UK Biobank has genotyped >400,000 individuals using Affymetrix Axiom arrays) that are soon becoming available, we can expect a great improvement in imputation accuracy for rare variants. For complex traits and diseases that have a genetic architecture similar to that of height (enrichment of height-associated variants with MAF <0.1), we can expect to see a wave of discovery of trait- or disease-associated low-MAF variants in the near future, without the need for large-scale whole-genome sequencing.

URLs: GCTA-GREML-LDMS. http://cnsgenomics.com/software/gcta/greml_ldms.html; DNase I–hypersensitive site (DHS) annotation, http://hgdownload.cse.ucsc.edu/goldenPath/hg19/encodeDCC/wgEncodeRegDnaseClustered/; LD scores and GWAS summary data from the combined data set, http://cnsgenomics.com/software/data/ yang_et_al_2015_ng.html; GIANT height and BMI summary data, http://www.broadinstitute.org/collaboration/giant/index.php/GIANT_consortium_data_files.
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ONLINE METHODS

Simulating phenotypes based on whole-genome sequencing data. We used whole-genome sequencing data from the UK10K project for simulations. The data set comprises 3,781 individuals from the TwinsUK and ALSpac cohorts and 45.5 million genetic variants called from whole-genome sequencing after quality control. Informed consent was obtained from all the subjects. Details on the cohorts, sequencing, variant calling and quality control have been provided elsewhere. We performed additional quality control steps on the data, excluding SNPs with missingness >0.05, Hardy-Weinberg equilibrium test P value < 10^{-6} or minor allele count (MAC) < 3 (equivalent to MAF < 0.0003) using PLINK. We also excluded individuals with genotyping missingness rate >0.05 and one of each pair of individuals with estimated genetic relatedness >0.05 using variants on HapMap phase 3 reference panels (HapMap 3) after quality control. We retained 3,642 unrelated individuals and 17.6 million variants (see Supplementary Fig. 17 for the MAF distribution of the variants). We call this data set UK10K-WGS throughout the manuscript. We randomly sampled m variants from UK10K-WGS as causal variants. We generated the phenotype using the model \( y = Kx + \epsilon \), where \( g = \sum_{i} m_{i}w_{i}q_{i} \) for analysis using SNP array data, for variants in the \( r^{th} \) causal variant (coded as 0, 1 or 2) and \( q_{i} \) being the frequency of the coded allele; \( u_{i} \) is the effect size per standardized genotype and \( e \) is the residual. This model assumes no-per allele effect sizes for variants with lower MAFs. We generated a \( x \) from N(0, 1) and then generated the residual \( e \) from N(0, var(\( G \))/(1 - \( \rho^{2} \)). We sampled the causal variants under four scenarios; scenario I (random), 1000 causal variants randomly sampled from all the sequence variants (52.7% rare); scenario II (more common), 1,000 random and 500 additional common (MAF > 0.01) causal variants; scenario III (rarer), 1,000 random and 500 additional rare (MAF < 0.01) causal variants; and scenario IV (rarer and DHS), 1,000 random and 500 additional rare causal variants all sampled from the variants in DHSs (see URLs). In the UK10K-WGS data, the mean LD score for variants in DHSs (59.3) was lower than that for variants not in DHSs (80.3), consistent with results from previous studies for common SNPs, which the LD score for a variant was defined as the sum of the LD \( r^{2} \) values between the target variant and all the variants (including the target variant itself) within the 20-Mb region centered on the variant (LD \( r^{2} \) threshold = 0.01). Given a simulated heritability of 0.8, the proportion of variance by the causal variants (stratified by MAF) in each of the four scenarios is presented in Supplementary Figure 18. We repeated the simulations 200 times with the causal variants resampled in each replicate. We analyzed the simulated data using the GREML methods. We also performed the analyses using LDAKv3.0 (options: minmb = 1 × 10^{-6}, minvar = 1 × 10^{-6} and maxrev = 4 × 10^{10}) and LDres as implemented in EIGENSTRATv6.0.1 (options: ldpsolimit = 5 × 10^{10} and numoutlier = 0).

Quantifying the proportion of genetic variation captured by imputation.

We extracted genotype data for the variants on the Illumina CoreExome array from the UK10K-WGS data set and imputed the genotype data to the 1000 Genomes Project reference panels using IMPUTE2 (ref. 38). This was to mimic a GWAS where the subjects were genotyped using a SNP array followed by 1000 Genomes Project imputation. We repeated the analysis for four other types of commonly used SNP arrays—Affymetrix 6.0, Affymetrix Axion, Illumina OmniExpress and Illumina Omni2.5 arrays. The numbers of variants used in the 1000 Genomes Project imputation analyses for the five types of arrays are listed in Supplementary Table 2. We converted the dosage scores (\( x_{\text{dosage}} \)) from imputation to hard genotype calls (\( x \)), that is, \( x = 0 \) if \( x_{\text{dosage}} < 0.5 \), \( x = 2 \) if \( x_{\text{dosage}} > 1.5 \) and \( x = 1 \) otherwise, and removed imputed variants with a Hardy-Weinberg equilibrium P value < 10^{-6} or MAC < 3 (equivalent to MAF < 2.5 × 10^{-5}). We further removed variants with imputation accuracy (the metric INFO from IMPUTE2 output) below a specified threshold. We chose a range of IMPUTE-INFO threshold values (from 0 to 0.9 at intervals of 0.1) to investigate the loss of tagging by removing variants with lower imputation accuracy. We then used the MAF-stratified GREML analysis to estimate the proportion of variance in the simulated phenotype (on the basis of the UK10K-WGS data under scenario I) that could be explained by the 1000 Genomes Project–imputed variants for the five types of SNP arrays with the imputed variants filtered using ten IMPUTE-INFO thresholds. This analysis was to quantify the proportion of genetic variation that could be captured by SNP array–based genotyping followed by 1000 Genomes Project imputation when causal variants are a random sample of the whole-genome sequencing variants.

GREML-MS and GREML-LDMS approaches. We have shown by theoretical derivation (Supplementary Note) that GREML-SC estimates of \( h^{2} \) are biased if causal variants have a different MAF spectrum than the variants used in analysis. This problem can be solved by MAF-stratified GREML (GREML-MS)42, in which the variants are stratified into groups by MAF and the GRMs computed from the variants in each of these MAF groups are fitted jointly in a multicomponent GREML analysis31. For a quantitative trait, the model of a multicomponent GREML analysis can be written as:

\[
y = Kc + \sum_{i}^{r} g_{i} + \epsilon \quad (1)
\]

where \( y \) is a vector of phenotypes, \( c \) is a vector of the effects of the fixed covariates (for example, the first ten eigenvectors) with the corresponding coefficient matrix \( K \), \( g_{i} \) is a vector of the genetic values of the individuals attributed to the variants in the \( r^{th} \) group where \( g_{i} \sim N(0, A_{i}G_{i}) \), \( A_{i} = (A_{ij}(g)) \) is the GRM between individuals at the variants in the \( r^{th} \) group and \( T \) is the number of groups (variance components), and \( \epsilon \) is a vector of residuals with \( \epsilon \sim N(0, I\sigma_{\epsilon}^{2}) \). The variance-covariance matrix of the phenotypes is \( \text{var}(y) = \Sigma_{i}^{T} A_{i} \sigma_{g_{i}}^{2} + \sigma_{\epsilon}^{2} I \). For variants in the \( r^{th} \) group, the genetic relationship between individuals \( i \) and \( j \) is calculated as in ref. 12:

\[
a_{ij} = \frac{1}{m_{i} \sum_{k} m_{k}(x_{ik} - 2p_{k})(x_{jk} - 2p_{k})}{2p_{k}(1 - p_{k})} \quad (2)
\]

where \( m_{i} \) is the number of variants, \( x \) is the genotype variable coded as 0, 1 or 2, and \( p \) is the frequency of the coded allele. The variance components (\( \sigma_{g_{i}}^{2} \) and \( \sigma_{\epsilon}^{2} \)) can be estimated using the restricted maximum likelihood (REML) approach39,38. The variance explained by the variants in each group is defined as \( h_{r}^{2} = \sigma_{g_{r}}^{2}/(\Sigma_{r} \sigma_{g_{r}}^{2} + \sigma_{\epsilon}^{2}) \) and the variance explained by all the variants is defined as \( h^{2} = \Sigma_{r} \sigma_{g_{r}}^{2}/(\Sigma_{i} \sigma_{g_{i}}^{2} + \sigma_{\epsilon}^{2}) \). Without loss of generality, we use the subscript \( v \) to represent a set of variants used in the analysis, with \( h_{v}^{2} = h_{v}^{2}_{\text{SNP}} \) for analysis using SNP array data, \( h_{v}^{2} = h_{v}^{2}_{\text{WGS}} \) for analysis using whole-genome sequencing data and \( h_{v}^{2} = h_{v}^{2}_{\text{1KGP}} \) for analysis using 1000 Genomes Project–imputed data. The standard errors of the estimates of \( h_{v}^{2} \) and \( h^{2} \) can be calculated by the delta method using sampling of the (co)variances of the estimates. The multicompontent GREML approach has been applied previously to partition genetic variance into the contributions from variants on 22 chromosomes, variants in 5 MAF groups42 or variants classified by functional annotation using common SNPs. For whole-genome sequencing or imputed data from whole-genome sequencing panels, there are a large number of rare variants; we therefore stratified the variants into seven MAF groups, namely MAF \( \leq 0.1 \), MAF \( > 0.1 \), MAF \( \leq 0.01 \), MAF \( > 0.01 \), MAF \( > 0.001 \), MAF \( > 0.0001 \) and MAF \( > 0.00001 \). The GREML-MS approach corrects for the difference in MAF spectrum between causal variants and the variants used in the analysis. However, it does not take into account the region-specific heterogeneity in LD (Supplementary Fig. 1). If causal variants tend to be enriched in genomic regions with lower or higher LD than average, the GREML-MS estimate will still be biased (Fig. 1 and Supplementary Table 1). We propose a method called LD- and MAF-stratified multicomponent GREML (GREML-LDMS). We first calculated the LD score for each SNP in the data set used for analysis, where the LD score of a variant is defined as the sum of the LD \( r^{2} \) scores between the variant and all the variants (including the variant itself) within the 20-Mb region centered on the variant. We ignored LD \( r^{2} \) values < 0.01 to avoid chance correlations between SNPs that were not in LD. We used a sliding window approach to fit the region-specific LD heterogeneity by a large number of segments (Fig. 2). There were 2m variants in each segment and an overlap of \( m \) variants between two adjacent segments, where \( m \) is the average number of variants per 100 kb of a chromosome; that is, \( m = 100 \times m/L \), with \( m \) being the total number of variants on a chromosome and \( L \) being the length of the chromosome in kilobases. We calculated the mean LD score of the variants in each segment and took the average of the mean LD scores of two adjacent segments for overlapped regions. Consequently, this process partitioned the genome into
a large number of segments ($m$, variants in each segment with an average length of 100 kb) with different mean LD scores to fit the region-specific LD heterogeneity across the genome (Fig. 2). We then stratified the segments into four groups by their mean LD scores corresponding to the first, second, third and fourth quartiles of the mean LD score distribution. We further stratified the variants in each of the 4 LD-stratified groups into 7 MAF groups as described for the GREML-MS analysis, resulting in 28 groups in total. The number of variants in each group is shown in Supplementary Figure 4c. All the methods described above have been implemented in GCTA11. For the analysis of real data, we performed the GREML-LDMS analysis with 28 variant components to investigate the variance explained as a function of MAF and LD. We have performed simulations to demonstrate the unbiased nature of the GREML-LDMS method in the analysis of different genetic architectures (Fig. 1, Supplementary Fig. 12 and Supplementary Table 1) and different numbers of MAF and LD groups (Supplementary Fig. 3).

Analysis of GWAS data for height and BMI. We accessed GWAS data from seven cohorts—ARIC (dbGaP, phs000090), NHS (dbGaP, phs000091), HPFS (dbGaP, phs000091), TwinGene, HRS (dbGaP, phs000428), EGCUT and LifeLines. A summary description of the sample sizes, genotyping platforms and quality control criteria for the genotype data is listed in Supplementary Table 4. Informed consent was obtained from all subjects. The genotype data for each cohort after quality control were imputed to the 1000 Genomes Project using IMPUTE2, and the imputed dosage data were converted to hard genotype calls using the method described above. We combined the imputed data for all the cohorts and excluded SNPs with a Hardy-Weinberg equilibrium $P$ value $<1 \times 10^{-6}$ or MAC $<3$. We did not filter variants for IMPUTE-INFO because our simulation results showed that removing variants using an IMPUTE-INFO threshold reduced tagging (Fig. 3). To avoid including close relatives in the sample, we estimated the genetic relatedness for pairs of individuals in the combined data set using $–1.2$ million common variants on the HapMap 3 panel and removed one of each pair of individuals with estimated genetic relatedness $>0.05$. We retained 44,126 unrelated individuals and 17,007,473 variants in the combined data set for further analysis. We performed principal-component analyses in the combined data set (i) using $–1.2$ million common variants on the HapMap 3 panel and (ii) using all $–17$ million variants. All the samples are of European descent, as demonstrated by the principal-component plot (Supplementary Fig. 19).

In each sex group for each cohort, height phenotypes 5 s.d. and BMI phenotypes 7 s.d. away from the mean were not included in the analyses. The height and BMI phenotypes were adjusted for age and standardized to 2 scores in each sex group in each cohort, removing mean and variance difference between the sexes and between the cohorts. We then estimated the proportion of phenotypic variance that could be explained by all the imputed variants in the combined data set using the GREML-LDMS and GREML-MS approaches with GCTA11. We present the main results from GREML analyses with the first 10 principal components computed from $–1.2$ million common variants on the HapMap 3 panel as fixed covariates and also show the results with principal components estimated from all $–17$ million variants.

To investigate the relationship between minor allele effect ($b_m$) and MAF, we performed genome-wide association analyses for height and BMI in the combined data set. The first ten principal components computed from HapMap 3 variants were fitted as covariates in the association analyses. Variants were stratified into 100 MAF bins (100 quartiles) with ~17,000 variants in each bin. We define $b_m$ as the effect size of the minor allele of a variant. We further defined $\hat{u}_m = b_m \sqrt{E(1 - \rho)}$, with $\rho$ being the MAF, which is interpreted as the effect size per standardized genotype of a variant. We calculated the means for $b_m$, $\hat{u}_m$ and MAF in each bin and then calculated the correlation between mean $b_m$ (or mean $\hat{u}_m$) and log_{10} (mean MAF) across bins. Because the MAF bins were not independent, we assessed the statistical significance of the correlation by comparing the observed value to the empirical distribution from 1 million resampling sets under the null hypothesis by randomly sampling the same number of variants for each MAF bin. In addition, we also performed the analyses above using $–2.5$ million common SNPs from the GIANT meta-analyses for height and BMI. For the GIANT data, we stratified the variants into 20 MAF bins because of the smaller MAF range and smaller number of variants.
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