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Abstract

A short-term wind power prediction method is proposed in this paper with experimental results obtained from a wind farm located in Northeast China. In order to improve the accuracy of the prediction method using a traditional back-propagation (BP) neural network algorithm, the improved grey wolf optimization (IGWO) algorithm has been adopted to optimize its parameters. The performance of the proposed method has been evaluated by experiments. First, the features of the wind farm are described to show the fundamental information of the experiments. A single turbine with rated power of 1500 kW and power generation coefficient of 2.74 in the wind farm was introduced to show the technical details of the turbines. Original wind power data of the whole farm were preprocessed by using the quartile method to remove the abnormal data points. Then, the retained wind power data were predicted and analysed by using the proposed IGWO–BP algorithm. Analysis of the results proves the practicability and efficiency of the prediction model. Results show that the average accuracy of prediction is ~11% greater than the traditional BP method. In this way, the proposed wind power prediction method can be adopted to improve the accuracy of prediction and to ensure the effective utilization of wind energy.
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Introduction

In recent years, wind energy has become the world’s fastest-growing sustainable energy source due to its economic viability, convenience and high efficiency. The demand for wind energy is increasing worldwide [1–3]. However, due to the intermittent and uncontrollable nature of wind, it is essential to predict accurately the wind speed for operation efficiency, management and system protection. Accurate prediction of wind power can not only be significant for the wind farm and the power supply system, but also allows a balance between maximizing reliability and minimizing operating costs [4–6].

The two main categories of wind power prediction approaches are the physical method and the statistical method, depending on their prediction models. On the one hand, the physical method of wind power prediction is finally realized by the wind-speed power curve that is obtained by calculations involving meteorology, latitude, altitude, terrain and other key factors of the wind farm. On the other hand, the statistical method of wind...
which is less complicated than the physical method [7–10]. In this way, the statistical method is more suitable for short-term wind power prediction than the physical method.

A back-propagation (BP) neural network as a classic neural network is significant in the power prediction field due to its advantages including strong parallel processing ability, autonomous learning ability and non-linear fitting ability [11–13]. However, a BP neural network also has some drawbacks. One of the drawbacks is that it is easy to fall into local minimization [14–16]. In order to improve its performance, an improved grey wolf optimization (IGWO) algorithm, which is one sort of swarm intelligence algorithm, has been adopted to optimize the parameters in this paper. The proposed IGWO–BP method is able to improve the convergence precision of the algorithm. Experiments were carried out to evaluate the performance of the proposed method. Results demonstrated the effectiveness and efficiency of the model [17–19].

In summary, a short-term wind power prediction method with the IGWO–BP model is proposed in this paper in order to promote the prediction performance. The method is adopted to optimize the BP neural network in several steps. First, the parameters of the neural network are optimized by using the global optimization ability of the grey wolf algorithm. Then, the prediction model of the neural network is established and the network training is completed. Finally, the short-term wind power prediction is completed by using the measured data. In addition, experiments based on the wind power data, which were obtained from a wind farm in Northern China, were carried out to evaluate the performance of the established model. By comparing with the traditional BP neural network model, the IGWO–BP model proposed in this paper has a better prediction effect.

1 Prediction model

1.1 BP neural network algorithm

The BP neural network is one of the most widely used and applied algorithms (Fig. 1). Because of its good self-learning ability, generalization ability and fault tolerance, the BP neural network has been widely used in the field of power load forecasting. The structure of BP neural network is shown in Fig. 1. At the same time, wind power forecasting is an important part of power load forecasting. In structure, the BP neural network is generally divided into three layers: input layer, hidden layer and output layer. Because the BP network is a feedforward neural network, its signal propagates forward and error propagates backward. The BP network has the advantages of simple structure, easy operation and strong non-linear fitting ability. But it is easy to find only a local optimal solution and has a slow convergence speed.

![Fig. 1: BP neural network topology.](https://academic.oup.com/ce/article/6/2/1053/6542949)

1.2 Basic grey wolf algorithm

Due to the above shortcomings of the BP neural network algorithm, the grey wolf algorithm, as a global optimization algorithm, has been adopted to improve the network structure by finding better thresholds and weights of the BP algorithm. The grey wolf algorithm is a new algorithm, appearing in recent years. It establishes a mathematical model and obtains the optimal solution by simulating the hunting process of wolves [6, 10, 20].

In this paper, the grey wolf algorithm, which is based on a social animal in nature with an extremely strict hierarchy, has been adopted to improve the BP algorithm in order to speed up the convergence speed and wind power prediction accuracy. Based on its hierarchy, wolves are divided into four levels, which are \( \alpha, \beta, \delta \) and \( \omega \). Wolf \( \alpha \) is the leader and Wolf \( \beta \) is the deputy leader. Wolf \( \delta \) is the subordinate wolf and Wolf \( \omega \) is the ordinary wolf. The corresponding mathematical models of the four wolves are the best solution, the second-best solution, the third-best solution and the rest of the solutions to be selected from. This algorithm can be described in the following three aspects including search and surround, kill prey and attack target. A schematic diagram of the grey wolf algorithm is shown in Fig. 2.

![Fig. 2: Schematic diagram of the grey wolf algorithm.](https://academic.oup.com/ce/article/6/2/1053/6542949)

**1.2.1 Search and surround**

In this stage, wolves act together to search for the target. They approach the target step by step until they find the final target. Then the most suitable wolves for \( \alpha, \beta \) and \( \delta \) can be determined. Their locations are updated by the following Equations (1)–(4):

\[
\vec{D} = \left| \vec{X}_P(t) - \vec{X}(t) \right| \tag{1}
\]

\[
\vec{X}(t + 1) = \vec{X}_P(t) - \vec{A} \cdot \vec{D} \tag{2}
\]

\[
\vec{A} = 2a\vec{r} - \vec{C} \tag{3}
\]

\[
\vec{C} = 2\vec{r} \tag{4}
\]

In the above equations, \( \vec{A} \) and \( \vec{C} \) are coefficient vectors, \( \vec{D} \) is the distance between the individual wolf and the target, \( t \) is the number of iterations, \( \vec{X} \) is the grey wolf position and \( \vec{X}_P \) is the target prey location. Then, the algorithm leads to the next stage.

**1.2.2 Kill prey**

In this stage, Wolves \( \alpha, \beta \) and \( \delta \), which are determined by Equations (1)–(4), spread position information to Wolf \( \omega \) and the other wolves; their positions are also updated. In the following equations, \( \vec{X}_a, \vec{X}_b \) and \( \vec{X}_s \) represent the positions of Wolves \( \alpha, \beta \) and \( \delta \), respectively. \( \vec{D}_a, \vec{D}_b \) and \( \vec{D}_s \) represent the distances between the other individuals and Wolves \( \alpha, \beta \) and \( \delta \). Then, the algorithm moves to the final stage.

\[
\vec{D}_a = \left| \vec{C}_a\vec{X}_a - \vec{X} \right| \tag{5}
\]

\[
\vec{D}_b = \left| \vec{C}_b\vec{X}_b - \vec{X} \right| \tag{6}
\]


1.2.3 Attack target

In this stage, the optimal position of the target can be determined by the positions of Wolves α, β, and δ, and the searching area has been gradually reduced in this process. When the random variable A is greater >1, the searching approach is a global search. On the contrary, when A is <1, the wolves start to attack the target by local optimization search.

1.3 Improved method and model establishment

1.3.1 Improvement method

Although the standard grey wolf algorithm has good optimization ability with the continuous iterative process, the balance between its development ability and exploration ability can be problematic. This is due to the reason that the balance of the two capabilities is only determined by the parameter A. In the iterating process, the development capability will be greatly enhanced and the exploration capability will be continuously weakened. It causes slow optimization speed of the algorithm and the potential to obtain local optimal solutions.

In order to overcome the above drawbacks, a method is proposed to optimize its convergence factor. In the standard grey wolf algorithm, the convergence factor decreases linearly. However, this method ignores the relationship between global search and local search. In the actual hunting process, it is necessary to search a large range by means of fast search at the beginning. Then, as it is getting closer and closer to the target, it is necessary to reduce the step size and carry out optimized search to avoid missing extreme points. Therefore, a sigmoid function has been selected which is fast before the decline period and slow after the decline period. This function is adopted to improve the calculation formula of the convergence factor:

$$D_a = |c_2x - \bar{x}|$$  \(7\)

$$\bar{x}_1 = x_1(t) - \bar{A}_1 \cdot D_a$$  \(8\)

$$\bar{x}_2 = x_1(t) - \bar{A}_2 \cdot D_a$$  \(9\)

$$\bar{x}_3 = x_1(t) - \bar{A}_3 \cdot D_a$$  \(10\)

$$\bar{x}(t+1) = \frac{\bar{x}_1 + \bar{x}_2 + \bar{x}_3}{3}$$  \(11\)

1.3.2 Establishment of the IGWO–BP wind power prediction model

The BP neural network algorithm is easy to use for local optimal solutions due to its convergence performance. However, this will cause errors that cannot be neglected in wind power prediction results. The grey wolf algorithm has the ability to accelerate the convergence speed of the model. Meanwhile, it improves the prediction accuracy of the model. Therefore, on the one hand, the weight and threshold of the neural network are used as the location information of the wolf group. On the other hand, the optimization ability of the grey wolf algorithm is applied to obtain the optimal weight and threshold of the neural network. In this way, the neural network can be optimized in order to find the global optimal solution and complete the wind power prediction.

The prediction model was established by several steps. First, the wind power data were divided into a training set and a test set according to the ratio of 7:3. The quartile method was used to preprocess the data and the training set was applied as the input of the prediction model to train the model. Then, the parameters of the prediction model were initialized. The training times, learning rate and other parameters were set accordingly. Next, the maximum number of iterations and population value of the grey wolf algorithm were set. The network model was constructed according to the above parameters and then the model was trained with the training set data. The average error of the output value was taken as the individual fitness value. The locations of targets and wolves were updated according to Equations (1)–(4). Meanwhile, the individual position was updated and the individual fitness values Equations (5)–(11) were calculated. The local and global optimal solutions were compared to obtain the optimized prediction. Finally, it was necessary to determine whether the in-

Fig. 2: Schematic diagram of grey wolf algorithm.
individual meets the termination conditions. The optimal weight and threshold could be output if requirements were satisfied, and the optimal parameters were adopted to construct the IGWO–BP wind power prediction model.

2 Experiments

2.1 Wind farm information
Northeast China is one of the regions with abundant wind resources in China. The wind farms in Northeast China have been built in areas with abundant wind energy resources, relative flat terrain and small population density. The annual average wind speed can reach 6–8 m/s in these wind farms [21–23].

In this paper, the cooperative wind farm is located in the eastern part of Inner Mongolia, where the annual average wind speed can reach 7 m/s and even more. It is a typical wind farm in this area and part of the wind farm is shown in Fig. 4. As can be seen in the photo, the vegetation in the site is sparse. The terrain with desert grassland is quite flat and is suitable for building wind farms. The current capacity of the wind farm is 300 MW. The types of wind turbines in this site are FD77-1500 and FD119-3000. This wind farm covers an area of 88 km², with an average altitude of ~230 m. Its longitude and latitude are 121.324 E and 43.604 N.

The annual average wind speed of the wind farm is ~7.69 m/s and the annual equivalent full load hours is ~2154 hours.

2.2 Power characteristic of a single turbine
The power characteristic of a single turbine, which is FD77-1500, is described in this section. According to the datasheet provided by its manufacturing company, the minimum cut-in and maximum cut-out wind speeds are 3 and 25 m/s, respectively. Its rated power is 1500 kW at a rated wind speed of 12 m/s. Meanwhile, the calculation formula of the power generation coefficient is:

$$K_G = \frac{\text{Swept area}}{\text{Rated power}}$$

The sweeping area of the FD77-1500 fan is 4656.63 m² and the rated power is 1500 kW. Therefore, the power generation coefficient $K_G$ of the FD77-1500 fan is 2.7356. This coefficient is able to meet the requirements in this wind farm. Besides, there are also some key advantages of this turbine including high efficiency, ability for avoiding overload and good braking performance.

The measured wind power versus the wind-speed curve of this turbine is shown in Fig. 5. Due to the fluctuation of the actual wind speed, the fan starts when the wind speed is close to 3 m/s. As can be seen from Fig. 5, when the wind speed is 2.8 m/s, the wind turbine starts to operate and to generate electricity. When the wind speed reaches 12 m/s, the power of the wind turbine tends to be stable and the rated power is reached at 1500 kW.

The wind speed and wind power were measured by the sensors in the turbine. According to the datasheet of the turbine, the measurement scope of wind speed of the sensor is from 0.5 to 50 m/s. Compared to the datasheet, the measured curve in Fig. 5 is quite close to the curve in the datasheet. The measured data have been adopted and processed in the following sections in order to evaluate the performance of the proposed wind power prediction model in this paper.

2.3 Data preprocessing
Data preprocessing is an important step before building the prediction model. With this process, the prediction accuracy and performance of the model can be improved by removing abnormal data. In the actual production, abnormal data can be obtained for
many reasons such as electromagnetic interference, wind fluctuation, sensor error or failure of various parts of the turbine.

The abnormal data can be divided into three types according to their characteristics as shown in Fig. 6, which contains the overall original collected data. First, the abnormal data of Type A are those that suddenly attain maximum value. They are not following the trend of the wind speed. Second, the distributed data with random values that are separated from the main curve can be catalogued as Type B abnormal data. Third, those data with a minimum value are Type C abnormal data.

In order to improve the performance of the model, data preprocessing has been carried out in this paper. It can be seen that the number of anomalous data points is lower than the original number of data points, and the anomalous data can be handled by the quartile method. This algorithm divides data into four parts according to their order from small to large. Each part accounts for 25% of all data points. The four parts contain three key data values, namely lower quartile Q1, median Q2 and upper quartile Q3. In this paper, raw data of wind power are represented as X = (x₁, x₂, …, xₙ) in the time series, where x₁ < x₂. In this equation, n represents the total amount of data and m is one piece of data. Then, all of the raw data can be divided into four equal parts by using the three key data points Q1, Q2 and Q3 in the quartile. The median Q2 in the wind power data series X is calculated as follows:

\[ \text{Median Q2} = \frac{x_{\frac{m}{2}} + x_{\frac{m}{2} + 1}}{2} \]  

The first and third quartiles of the wind power data series X are calculated as follows:

When n = 2k, k = 1, 2, …, the calculation is as follows:

\[
\begin{align*}
Q_1 &= 0.75x_{k+1} + 0.25x_{k+2} \\
Q_2 &= 0.25x_{2k+2} + 0.75x_{2k+3}
\end{align*}
\]

When n = 4k + 1, k = 0, 1, 2, …, the calculation is as follows:

\[
\begin{align*}
Q_1 &= 0.75x_{k+1} + 0.25x_k \\
Q_2 &= 0.25x_{2k+2} + 0.75x_{2k+1}
\end{align*}
\]

After the lower quartile Q1 and the upper quartile Q3 are obtained through the above calculation, the interquartile range IQR is solved by:

\[ IQR = Q_3 - Q_1 \]  

According to the equations above and references, IQR is used to determine the internal limit scale of wind power data series X [24]:

\[ F_1, F_2 = [Q_1 - \mu_1IQR, Q_3 + \mu_2IQR] \]  

Generally, if the coefficient \( \mu_1 = \mu_2 = 1.5 \) is outside the internal limit of \( F_1, F_2 \), then the data point can be determined as abnormal data and removed. Otherwise, it is normal data and can be adopted for wind power model prediction. The preprocessed result is shown in Fig. 7. It can be seen that the abnormal data are basically eliminated and the rest of the data points can be adopted to represent the wind power in the following section.

### 2.4 Short-term wind power prediction

The experimental data were measured by the sensors installed in the turbines. The sampling time was 15 minutes and the total experimental time was 3 days. The wind speed of the turbines was measured and the average wind speed in the wind farm during the 3 days can be calculated for further analysis. Although the measurement scope of the sensors is from 0.5 to 50 m/s, most of the measured wind speeds were in the range of 1–16 m/s.
Then, the wind-speed data of the wind farm were programmed and analysed by using MATLAB 2020. The model parameters were then set accordingly, including the BP neural network training times set to 100, accuracy set to 0.0001, learning rate set to 0.01, input layer set to three nodes, hidden layer set to seven nodes and output layer set to one node. The number in the grey wolf population was set to 50. The maximum number of iterations and training were set to 50 and 1000, respectively. The initial search space was set to [–0.5,0.5].

The results of prediction using the BP neural network model alone are shown in Fig. 8. It can be seen that some of the predicted values are quite different from the actual values because the BP neural network is trapped in the local optimum. In this way, the prediction cannot be performed accurately.

The results of prediction using the IGWO–BP model are shown in Fig. 9. By comparing with Fig. 8, it can be seen that the accuracy of the prediction has been enhanced. This is due to the reason that the situation of falling into the local optimal solution has been improved. In this way, the predicted value tends to approach the measured value.

Meanwhile, the experiment of error comparison between the two algorithms was carried out and the result is shown in Fig. 10. Based on the experiment, it can be seen that the BP network optimization parameters obtained using the grey wolf algorithm can effectively improve the accuracy of the prediction model by avoiding the situation of falling into the local optimum.

In order to evaluate the performance of the proposed IGWO–BP model and the traditional BP model, the short-term wind power prediction evaluation index was established by using the wind power prediction management method of the National Energy
The daily average prediction accuracy $r_1$ can be expressed as:

$$ r_1 = 1 - \sqrt{\frac{1}{144} \sum_{k=1}^{144} \left( \frac{y_k - \bar{y}_k}{\text{Cap}} \right) \times 100 \%} \times 100 \% \quad (19) $$

In this equation, Cap represents the wind power capacity, $y_k$ represents the actual power in $k$ time periods, and $\bar{y}_k$ represents the predicted power in $k$ time periods.

Meanwhile, $r_2$ of the qualified rate of the daily average predicted power can be expressed as:

$$ r_2 = \frac{1}{144} \sum_{k=1}^{144} B_k^i \times 100 \% \quad (20) $$

In this equation, the value of $B_k^i$ can be obtained by using:

$$ \left[ 1 - \frac{|y_k - \bar{y}_k|}{\text{Cap}} \right] \times 100 \% \geq 75 \% \quad (21) $$

where $B_k^i$ is 1. Otherwise, its value is equal to 0.

The comparison results of the evaluation indexes of the two prediction models for the predicted power of the wind farm are shown in Fig. 9 and Fig. 10.
shown in Table 1. It can be seen that the accuracy rate can be optimized from 0.72 to 0.83 and the qualified rate is also increased from 0.73 to 0.85. The overall enhanced performance between the proposed IGWO–BP method and traditional BP method is ~11%.

Therefore, it can be summarized that the improved IGWO–BP model can effectively improve the prediction accuracy of wind power generation. With the proposed IGWO–BP method, the parameters of the BP network can be optimized. The model error and signal mutation can be reduced. The general enhanced performance rate is ~11% and the output results are able to approach the measured values, suggesting the effectiveness and enhanced performance of the proposed method compared with the traditional BP model method.

3 Conclusion

In the research of short-term wind power prediction of wind farms, in order to overcome the shortcomings of the traditional BP network, such as poor generalization ability and slow convergence speed, this paper establishes a short-term wind power prediction model based on IGWO–BP by using the improved grey wolf algorithm to optimize the network structure of the BP algorithm. By introducing the actual wind data of a wind farm in Northeast China as an experimental example, the experimental results show that, compared with the traditional BP network model, IGWO–BP has a faster convergence speed and stronger generalization ability, and effectively improves the prediction accuracy of wind power. By comparing the evaluation indexes, the accuracy is improved by 11% and the qualified rate is improved by 12%, indicating that the IGWO–BP prediction model has certain engineering application value.
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