Abstract

Fighting the ongoing COVID-19 infodemic has been declared as one of the most important focus areas by the World Health Organization since the onset of the COVID-19 pandemic. While the information that is consumed and disseminated consists of promoting fake cures, rumors, and conspiracy theories to spreading xenophobia and panic, at the same time there is information (e.g., containing advice, promoting cure) that can help different stakeholders such as policy-makers. Social media platforms enable the infodemic and there has been an effort to curate the content on such platforms, analyze and debunk them. While a majority of the research efforts consider one or two aspects (e.g., detecting factuality) of such information, in this study we focus on a multifaceted approach, including an API, and a demo system, which we made freely and publicly available. We believe that this will facilitate researchers and different stakeholders. A screencast of the API services and demo is available at https://youtu.be/zhbcSvxEK Mk.

1 Introduction

Since the emergence of the COVID-19 pandemic, there has been a rise in the spread of medical and political disinformation, which resulted in the first global infodemic. Such information goes viral on social media and has been misleading to a large population. Alongside, there has also been information (e.g., containing advice, discussing action taken, and suggesting actions) that could be helpful for different stakeholders. The interplay between such diverse sets of information is unprecedented and requires a holistic approach that can facilitate journalists, fact-checkers, policymakers, social media platforms, and society. Figure 1 shows some examples of the tweets that highlights how social media users discuss topics related to COVID-19 such as spreading panic, joke, and contains advice that can be useful for policy-makers. Addressing such multi-faceted aspects requires following a holistic approach. There have been efforts to address such multi-faceted aspects in terms of developing annotation guidelines and datasets in multiple languages (Alam et al., 2021a; Song et al., 2021).

Figure 1: Examples of tweets that contain panic, joke, and advice.
gap, in this paper, we describe COVID-19 Infodemic system – API services (Figure 3), and a demo (Figure 4), which can assist both technical and non-technical end users. Such services will be helpful to understand whether the information is correct, harmful, calling for action to be taken by relevant authorities, etc. Our motivation to develop such API services also came from the interest of policymakers, such as the Ministry of Public Health of a country. Note that our developed APIs have already been used in the in-house data analysis pipeline and by an external website. To this end, our contributions include:

- Publicly accessible APIs, which address multiple aspects of COVID-19 related disinformation, formulated into seven questions and are in four different languages: Arabic, Bulgarian, Dutch, and English.

- A demo system, which shows individual classified labels, and aggregated statistics over time.

The rest of the paper is organized as follows: Section 2 offers a brief overview of previous work. Section 3 provides a detail of the system. Section 4 discusses possible use cases. Finally, Section 5 concludes and points to possible directions for future work.

2 Related Work

There has been a large body of research on fighting the COVID-19 infodemic. Relevant notable work includes studying credibility (Cinelli et al., 2020; Pulido et al., 2020; Zhou et al., 2020), racial prejudices and fear (Medford et al., 2020; Vidgen et al., 2020), situational information, e.g., caution and advice (Li et al., 2020), as well as on detecting mentions and stance with respect to known misconceptions (Hossain et al., 2020).

Li et al. (2020) analyzed the Sina Weibo microblogging platform to study different situational information types, e.g., “caution and advice”, “donations of money, goods, or services”, “help seeking”, “counter-rumor”, etc. Cinelli et al. (2020) reported media bias and rumor amplification patterns for COVID-19 using five different social media platforms. Medford et al. (2020) analyzed COVID-19 related tweets to understand different content types such as emotional, racially prejudiced, xenophobic or content that causes fear. Other recent work includes identifying low-credibility information using data from social media (Yang et al., 2020), detecting prejudice (Vidgen et al., 2020), finding challenges related to data, tools, and ethical issues (Ding et al., 2020), analyzing the spread of COVID-19 misinformation in relation to culture, society, and politics (Leng et al., 2021), detecting the spread of misleading information and the credibility of users who propagate it (Mourad et al., 2020), identifying positive influencers to propagate information (Pastor-Escuredo and Tarazona, 2020), analyzing the users who spread misinformation and the propagation of misinformation (Shahi et al., 2021), analyzing psychometric aspects in relation to the COVID-19 infodemic (Aggrawal et al., 2021), developing a multilingual COVID-19 Instagram dataset (Zarei et al., 2020), and de-
Figure 3: COVID-19 infodemic API services and data processing pipeline for the demo. The arrows indicate the information flow.

tecting disinformation campaigns (Vargas et al., 2020). Saakyan et al. (2021) developed a fact extraction and verification dataset consisting of 4,086 claims about the COVID-19 pandemic, collected from Reddit.

The above research has focused on addressing one or more aspects of the infodemic (e.g., factuality). The work by Song et al. (2021) addresses several aspects of COVID-19 related disinformation, where they collected false and misleading claims about COVID-19 from IFCN Poynter and annotated them as, public authority, community spread and impact, medical advice, self-treatments, and virus effects, prominent actors, conspiracies, virus transmission, virus origins and properties, public reaction, and vaccines, medical treatments, and tests. The authors also developed models and APIs for public access. 3

There has also been work with promising systems, which facilitate users for further analysis of COVID-19 related information such as the work of Zhu et al. (2021), Poynter,4 fake news debunker by InVID & WeVerify,5 and google fact-check explorer.6

Unlike these efforts, our system can support multiple aspects, and we were inspired from prior work where a multi-question annotation schema has been proposed, each of which with 2–10 labels (Alam et al., 2021b), and also developed a dataset covering four languages about COVID-19 tweets following the same annotation schema (Alam et al., 2021a).

3 System Overview

Our goal is to provide ready-to-use API services that can be easily integrated into existing systems. We also offer a web demo service to test the system online. Figure 3 shows the architecture of the COVID-19 infodemic API services and demo pipeline, which consists of several components, such as classification models with seven questions discussed in section 3.1.1, API services module, and a demo module. API endpoints serve API post/get requests. The demo pipeline module consists of several parts: data processing module, which collects, filter, classify and store the tweets in the Elasticsearch database, the visualization module enables to take input (i.e., keywords, dates) (see Section 3.3) from the user and query the Elasticsearch database to visualize the aggregated output. We describe each of them in detail below.

3.1 Classification Models

3.1.1 Data

For this study, we used the COVID-19 Disinfo dataset discussed in (Alam et al., 2021a). The dataset consists of annotated tweets in four languages (Arabic, Bulgarian, Dutch, and English), which were originally collected from Twitter using a set of COVID-19 and COVID-19-vaccine related keywords, and different time frames: from January 2020 till March 2021. The annotation of the dataset consists of seven questions as described below:

1. **Verifiable factual claim**: Does the tweet contain a verifiable factual claim? It consists of

---

3https://github.com/GateNLP/CANTM
4https://www.poynter.org/ifcn-covid-19-misinformation/
5https://www.invid-project.eu/tools-and-services/invid-verification-plugin/
6https://toolbox.google.com/factcheck/explorer
two labels: (i) yes, (ii) no.

2. **False information:** To what extent does the tweet appear to contain false information? It has five labels: (i) NO, definitely contains no false information, (ii) NO, probably contains no false information, (iii) Not sure, (iv) YES, probably contains false information, (v) YES, definitely contains false information.

3. **Interest to the general public:** Will the tweet’s claim have an impact on or be of interest to the general public? It also has five labels: (i) NO, definitely not of interest, (ii) NO, probably not of interest, (iii) Not sure, (iv) YES, probably of interest, (v) YES, definitely of interest.

4. **Harmfulness:** To what extent does the tweet appear to be harmful to society, person(s), company(s) or product(s)? Five labels for this question include: (i) NO, definitely not harmful, (ii) NO, probably not harmful, (iii) Not sure, (iv) YES, probably harmful, (v) YES, definitely harmful.

5. **Need for Verification:** Do you think that a professional fact-checker should verify the claim in the tweet? It also consists of five labels: (i) NO, no need to check, (ii) NO, too trivial to check, (iii) YES, not urgent, (iv) YES, very urgent, (v) Not sure.

6. **Harmful to society:** Is the tweet harmful to society and why? It consists of eight labels: (i) NO, not harmful, (ii) NO, joke or sarcasm, (iii) Not sure, (iv) YES, panic, (v) YES, xenophobic, racist, prejudices, or hate-speech, (vi) YES, bad cure, (vii) YES, rumor, or conspiracy, (viii) YES, other

7. **Requires attention:** Do you think that this tweet should get the attention of policy makers of government entities? It consists of eight labels: (i) No, not interesting, (ii) not sure, (iii) Yes, asks question, (iv) Yes, blame authorities, (v) Yes, calls for action, (vi) Yes, classified as in harmful task, (vii) Yes, contains advice, (viii) Yes, discusses action taken, (ix) Yes, discusses cure, and (x) Yes, other.

The annotated dataset consists of a total of 4,966, 3,697, 2,665, and 4,542 tweets for Arabic, Bulgarian, Dutch, and English, respectively. Table 1 shows the distribution of the class labels for all languages.

3.1.2 Data Preparation

To train the models, we generated a stratified split (Sechidis et al., 2011) of the data into 70%/10%/20% for training/development/testing, respectively. We then preprocess the data, which includes removal of hash-symbols and non-alphanumeric symbols, case folding, URL replacement with a URL tag, and username replacement with a user tag.

3.1.3 Models

We train SVM classifiers, where we optimized the hyper-parameters using the development sets. Our choice of SVM models for deployment was due to their computational simplicity. Alam et al. (2021a) described transformer-based models where reported results were comparatively higher than SVM models. We could not deploy such models due to their expensive hardware requirements, which we plan to include in a future deployment.

The annotation schema and the dataset have been designed in a way that they can easily be converted into binary labels. Hence, we also mapped the fine-grained labels to binary labels. In addition to training the models in multiclass settings, we also trained the models in the binary setting.

3.1.4 Results

Table 2 shows the performance of the classifiers for all languages: both in binary and in multiclass settings. We report the performance in terms of weighted average, which takes into account class imbalance issue. All results are higher than the majority baseline, except for a few cases where the class label distribution is very skewed (e.g., for Bulgarian, Q7 with binary labels). The results in the binary settings are higher than in multiclass settings, which is a typical scenario for the classification models. Note the multiclass nature of the tasks and the skewed class distribution for Q2 to Q7 (Alam et al., 2021a), has an impact on the classification performance.

3.2 API Services

The API services provide the functionality to process and classify language-specific tweets by specifying the desired language as shown in Figure 2. The post call of the API service takes a tweet text, language (i.e., Arabic, Bulgarian, Dutch, or
Table 1: Number of annotated tweets per language and per question.

| Question                          | Cl.  | Arabic | Bulgarian | Dutch | English |
|-----------------------------------|------|--------|-----------|-------|---------|
| Q1: Verifiable factual claim      | 2    | 4,966  | 3,697     | 2,665 | 4,542   |
| Q2: False information             | 5    | 3,439  | 2,567     | 1,253 | 2,891   |
| Q3: Interest to the general public| 5    | 3,439  | 2,567     | 1,253 | 2,891   |
| Q4: Harmfulness                   | 5    | 3,439  | 2,567     | 1,253 | 2,891   |
| Q5: Need for verification         | 5    | 3,439  | 2,567     | 1,247 | 2,891   |
| Q6: Harmful to society            | 8    | 4,966  | 3,697     | 2,665 | 4,542   |
| Q7: Requires attention            | 10   | 4,966  | 3,697     | 2,665 | 4,542   |

Table 2: Performance of our models for COVID-19 infodemic. Here, # Cl. shows the number of classes for the corresponding question.

| Question                          | Cl.  | Arabic | Bulgarian | Dutch | English |
|-----------------------------------|------|--------|-----------|-------|---------|
| Q1: Verifiable factual claim      | 2    | 56.8   | 80.5      | 58.3  | 77.2    | 64.6   | 48.7   | 68.5   |
| Q2: False information             | 2    | 68.3   | 80.4      | 75.0  | 90.5    | 64.9   | 76.6   | 91.6   |
| Q3: Interest to the general public| 2    | 49.2   | 96.3      | 96.5  | 62.3    | 70.8   | 96.3   | 96.1   |
| Q4: Harmfulness                   | 2    | 67.2   | 84.1      | 86.8  | 63.9    | 72.4   | 66.7   | 79.3   |
| Q5: Need for verification         | 2    | 46.8   | 60.9      | 70.5  | 44.4    | 63.2   | 67.7   | 77.8   |
| Q6: Harmful to society            | 2    | 72.5   | 84.5      | 83.2  | 83.5    | 84.7   | 86.4   | 86.7   |
| Q7: Requires attention            | 2    | 57.7   | 73.0      | 80.1  | 79.5    | 65.6   | 76.3   | 78.3   | 83.4   |

| Question                          | Cl.  | Arabic | Bulgarian | Dutch | English |
|-----------------------------------|------|--------|-----------|-------|---------|
| Q2: False information             | 5    | 62.9   | 80.5      | 77.3  | 79.0    | 36.5   | 64.6   | 67.9   | 68.5   |
| Q3: Interest to the general public| 5    | 44.4   | 80.4      | 72.1  | 76.4    | 30.2   | 41.7   | 78.9   | 69.6   |
| Q4: Harmfulness                   | 5    | 28.1   | 56.7      | 58.8  | 64.1    | 21.0   | 49.1   | 19.9   | 82.8   |
| Q5: Need for verification         | 5    | 41.2   | 46.6      | 36.0  | 56.0    | 18.4   | 43.7   | 46.8   | 48.2   |
| Q6: Harmful to society            | 8    | 68.7   | 49.8      | 76.6  | 76.9    | 74.4   | 41.1   | 84.0   | 57.6   |
| Q7: Requires attention            | 10   | 13.8   | 78.2      | 80.1  | 79.0    | 65.4   | 76.3   | 78.1   | 84.9   |

English), and task (i.e., binary or multiclass) as parameters and returns a key with a success message. Then the get call of the API service takes the key and language as parameters and returns the results, which consists of label and probability for each question. In addition, we also provide a label dictionary for each question, which consists of the label and probability for each class. This can facilitate users to further post-process on the labels and the probability scores if needed. The API services are publicly available and can be tested on https://app.swaggerhub.com/apis/yifan2019/Tanbih/0.8.0 under post/get_covid19disformation, as also depicted in Figure 2. We also provide relevant API client scripts publicly to facilitate users.7

3.3 Online Demo

The demo interface has two parts: tweet classifier and tweet analytics as shown in Figure 4. An option to select a language enables to direct the demo to process language-specific content.

In the Tweet Classifier part, a text area allows the user to input text, and the classify tweet option allows to show classified results as a summary and individual plots to visualize the class-specific probabilities.

The purpose of Tweet Analytics part, as shown in Figure 4b, is to visualize aggregated statistics over time to understand whether certain phenomena increasing or decreasing. For example, whether tweets with jokes and/or rumors increase or decrease over time? Nakov et al. (2021) highlighted that in two different time periods (February’2020 – August’2020 vs. November’2020 – January’2021), there were many jokes, rarely rumors, and many

7https://github.com/firojalam/covid19-infodemic-demo
tweets with factually true claims, which is analyzed based on tweets posted in Qatar.

For the Tweet Analytics demo, we collected tweets since February 2020 using COVID-19 related keywords. Our data collection consists of tweets in four different languages as mentioned earlier. The dataset processing module, as shown in Figure 3, filter tweets with different criteria such as (i) tokenize tweets and check if number of token is less than five, (ii) detect language using language detection tool.\(^8\)\(^9\) Moreover, we also extract full text instead of truncated text that appears in the text field of the Twitter JSON object. The dataset processing module then uses API services to classify tweets and to store them in the Elasticsearch database, which provides text search functionality in addition to other search criteria and its capability to deal with a large dataset. Finally, the visualization module deals with user query, i.e., search string, dates to visualize the aggregated statistics, as shown in Figure 4b. The analytics part visualize the day-wise statistics for each question.

4 Discussion

The API services can be used in different application scenarios. For example, analyzing tweets with trending topics, which might be specific to any event. Finding content that can spread panic or rumor, or blames authorities are of most interest to policymakers as it can help them to make actionable decision. Another use case could be to detect tweets as early as possible that can spread panic, rumors, or false claims, so that they can be debunked.

5 Conclusion and Future Work

We have presented a system to fight the global COVID-19 infodemic. We provide API services, which support four different languages, for the community and non-technical end-users. The API services are freely available and support both binary and fine-grained classification. In addition, we provide an online demo to test the system online.

In the future, we plan to include transformer-based models as part of the API services and improve the analytics part to support country-specific information. Such functionality would be more useful to a large number of user types: practitioners, professional fact-checker, journalists, social media platforms, and policymakers.

Ethics Statement

We collected the dataset using the Twitter API\(^10\) with keywords that only use terms related to COVID-19, without other biases. We followed the terms of use outlined by Twitter.\(^11\) Specifically,
we only downloaded public tweets.

The API services can be used to analyse social media content, which could be of interest to practitioners, professional fact-checker, journalists, social media platforms, and policymakers. The output of the services can be used to alleviate the burden for social media moderators, but human supervision would be required for more intricate cases and in order to ensure that the system does not cause harm.

Our API services can help fight the COVID-19 infodemic, and they could support analysis and decision making for the public good. However, the output of the services can also be misused by malicious actors. Therefore, we ask the potential users to be aware of potential misuse.
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