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**ABSTRACT**

We consider the distributed stochastic optimization problem where \( n \) agents want to minimize a global function given by the sum of agents’ local functions and focus on the heterogeneous setting when agents’ local functions are defined over non-i.i.d. datasets. We study the Local SGD method, where agents perform a number of local stochastic gradient steps and occasionally communicate with a central node to improve their local optimization tasks. We analyze the effect of local steps on the convergence rate and the communication complexity of Local SGD. In particular, instead of assuming a fixed number of local steps across all communication rounds, we allow the number of local steps during the \( i \)-th communication round, \( H_i \), to be different and arbitrary numbers. Our main contribution is to characterize the convergence rate of Local SGD as a function of \( \{H_i\}_{i=1}^R \) under various settings of strongly convex, convex, and nonconvex local functions, where \( R \) is the total number of communication rounds. Based on this characterization, we provide sufficient conditions on the sequence \( \{H_i\}_{i=1}^R \) such that Local SGD can achieve linear speedup with respect to the number of workers. Furthermore, we propose a new communication strategy with increasing local steps superior to existing communication strategies for strongly convex local functions. On the other hand, for convex and nonconvex local functions, we argue that fixed local steps are the best communication strategy for Local SGD and recover state-of-the-art convergence rate results. Finally, we justify our theoretical results through extensive numerical experiments.
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1. Introduction

Stochastic Gradient Descent (SGD) is one of the most commonly used algorithms for parameter optimization of machine learning models. SGD tries to minimize a function \( f \) by iteratively updating parameters as: \( x^{t+1} = x^t - \eta_t \hat{g}^t \), where \( \hat{g}^t \) is a stochastic gradient of \( f \) at \( x^t \) and \( \eta_t \) is the learning rate. However, given the massive scale of many modern ML models and datasets, and taking into account data ownership, privacy, fault tolerance, and scalability, distributed training approaches have recently emerged as a suitable alternative over centralized ones, e.g., parameter server \cite{1}, federated learning \cite{7,13,21,26}, decentralized stochastic gradient descent \cite{2,12,16,31}, decentralized momentum SGD \cite{36}, decentralized ADAM \cite{22}, among others \cite{3,18,32}.
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A naive distributed generalization of SGD consists of having multiple agents computing stochastic gradients distributedly, with a central node or fusion center, where local gradients are aggregated and sent back to the agents at every iteration. However, communicating at each iteration induces a large communication overhead, where at each iteration of the algorithm, all agents need to send their gradients to the central node. Then the central node needs to send the agents the aggregated information. Local SGD (also known as Federated Averaging) presents a suitable solution to the problem [11, 19, 20, 29, 33, 38]. Specifically, in Local SGD, each agent independently runs SGD locally for a number of steps and then aggregates by a central node from time to time only. The main advantage of Local SGD is that multiple local updates would likely move the model parameters much faster to the optimal solution in each communication round, thus effectively reducing the communication overhead at the cost of more local computations.

On the other hand, it remains a delicate problem to choose the number of local steps during each communication round in Local SGD, as too few local steps would result in poor communication efficiency, while too many local steps would lead to slow convergence or even non-convergence of the algorithm. The problem is further complicated by the various scenarios the algorithm is facing, including different types of local objective functions, i.e., strongly convex, general convex or nonconvex functions, as well as whether all agents have the same objective function (the homogeneous case) [9, 28, 30] or different objective functions (the heterogeneous case) [5, 8, 10, 25, 35]. In this paper we focus on the more general heterogeneous case and study strongly convex, general convex and nonconvex local functions respectively.

1.1. Related Work

For the case of homogeneous local functions, i.e., when all agents have the same objective function, it was shown in [9, 30] that using $\mathcal{O}(n \log(T))$ communication rounds, one can achieve convergence rate $\mathcal{O}(\frac{1}{nT})$ for Local SGD with strongly convex functions, where $n$ is the number of agents and $T$ is the number of iterations (or local gradient steps).

A number of recent works have focused on the convergence analysis of Local SGD in heterogeneous setting [5, 8, 10, 25, 35]. It is shown that $\mathcal{O}(\frac{1}{n^2})$ is both a lower and upper bound for the convergence rate of Local SGD for strongly convex objective functions [8, 25]. Moreover, it is known that $\mathcal{O}(\frac{1}{\sqrt{nT}})$ is both a lower and upper bound for the convergence rate of Local SGD for general convex and nonconvex objective functions [10, 35]. These two convergence rates are often referred to as linear speedup with respect to the number of agents $N$ for strongly convex and convex/nonconvex objective functions, respectively. The name linear speedup comes from the implication that with $N$ agents, the algorithm converges $N$ times faster than with just 1 agent [25]. Furthermore, for general convex and nonconvex local functions it is shown that Local SGD can achieve linear speedup with $\mathcal{O}(n^{\frac{1}{2}}T^{\frac{1}{2}})$ communication rounds [8, 10]. For strongly convex local functions, the results in [11] implies that Local SGD can achieve linear speedup with $\mathcal{O}(\sqrt{nT})$ communication rounds without the bounded gradient assumption; [25] showed that linear speedup can be achieved with $\mathcal{O}(\sqrt{nT})$ communication rounds, however, their analysis requires the bounded gradient assumption, which is unrealistic in certain cases (see, e.g. [10]).

On the other hand, while most of the works mentioned above assume a fixed number of local steps across all communication rounds, several recent works have proposed
different communication strategies for Local SGD to reduce communication costs further. Specifically, in the homogeneous setting, [34] proposed an adaptive communication strategy that gradually increases communication frequency for training neural networks. [6] analyzed loss functions that satisfy the Polyak-Łojasiewicz condition and proposed decreasing communication frequency. Recently, [27] proposed a linearly increasing number of local steps for strongly convex objective functions and theoretically showed its better communication efficiency. This result has been further generalized in [23] to the network settings. In the heterogeneous setting, [17] proposed decreasing communication frequency such that a number of fully synchronized SGD steps are performed, followed by Local SGD with a fixed number of local steps. On the contrary, [15] proposed increasing communication frequency such that the number of local steps decreases exponentially until it reaches unit local steps.

1.2. Contributions and Organization

In this paper, we study the role of local steps in Local SGD in a heterogeneous setting. In particular, we allow the number of local steps during the $i$-th communication round, $H_i$, to be different integer numbers, and characterize the convergence rate of Local SGD with respect to the sequence $\{H_i\}_{i=1}^{R}$, where $R$ is the total number of communication rounds. Such a characterization enables us to study the convergence rate of Local SGD for any general communication pattern. We summarize our contributions as follows:

- We characterize the convergence rate of Local SGD explicitly as a function of $\{H_i\}_{i=1}^{R}$ under various settings of strongly convex, convex, and nonconvex local functions.
- We provide sufficient conditions on the sequence $\{H_i\}_{i=1}^{R}$ such that Local SGD can achieve linear speedup with respect to the number of agents, i.e., $O(\frac{1}{nT})$ convergence rate for strongly convex local functions and $O(\frac{1}{\sqrt{nT}})$ convergence rate for general convex or nonconvex local functions, that covers broad classes of communication strategies.
- For strongly convex local functions, we propose a new communication strategy for the Local SGD with an increasing number of local steps and show it can achieve linear speedup convergence rate with $O(\sqrt{nT})$ communication rounds without any assumption on the boundedness of the gradients. To our knowledge, this is the first result of the linear speedup of Local SGD with $O(\sqrt{nT})$ communication rounds that do not require the bounded gradient assumption. We also validate the superiority of the communication strategy through numerical experiments.
- Based on our convergence rate characterization, we argue that using fixed local steps is the best communication strategy for Local SGD in the case of convex and nonconvex local functions. Our results imply that Local SGD can achieve a linear speedup convergence rate with $O(n^{2}T^{\frac{1}{4}})$ communication rounds, which matches the best-known results in this setting [8, 10]. Moreover, we show through numerical experiments that this bound on the number of communication rounds to achieve linear speedup is almost tight.

The paper is organized as follows. Section 2 describes the problem statement. Section 3 states our main results for the case of strongly convex and convex objective functions. Section 3.3 extends our convergence rate analysis to the case of nonconvex functions. Simulation results are given in Section 4, followed by conclusions and future directions in Section 5. For ease of presentation, all the proof details are deferred to the supplementary
2. Problem Formulation

We consider the distributed stochastic optimization problem with a set of $[n] = \{1, \ldots, n\}$ agents, where each agent $i \in [n]$ holds a local objective function $f_i : \mathbb{R}^d \to \mathbb{R}$ that can be expressed in a stochastic form

$$f_i(x) = \mathbb{E}_{\xi_i \sim D_i} F_i(x, \xi_i). \quad (1)$$

Here, $x \in \mathbb{R}^d$ is the optimization variable, and $D_i$ denotes the distribution of random variable $\xi_i$ over the parameter sample space $\Omega_i$ for agent $i$. The agents’ goal is to minimize the global objective function $f : \mathbb{R}^d \to \mathbb{R}$ given by the average sum of all the local functions or, equivalently, solve the following unconstrained optimization problem

$$f^* := \min_{x \in \mathbb{R}^d} \{ f(x) = \frac{1}{n} \sum_{i=1}^{n} f_i(x) \}, \quad (2)$$

by performing local gradient steps and occasionally communicating with a central node to leverage the samples obtained by the other agents.

We assume throughout the paper that $f(x)$ is bounded below by $f^*$ (i.e., a global minimum exists), $f_i(x, \xi_i)$ is $L$-smooth for every $i \in [n]$, and $\nabla F_i(x, \xi_i)$ is an unbiased stochastic gradient of $f_i(x)$, which by now are standard assumptions in the context of federated learning \cite{FedAvg, FedProx}. Moreover, for some of our results, we will require functions $f_i$ to be $\mu$-strongly convex with respect to the parameter $x$ as defined next.

**Assumption 1.** We say $f_i : \mathbb{R}^d \to \mathbb{R}$ is $\mu$-(strongly) convex for some $\mu \geq 0$ if for all $x, y \in \mathbb{R}^d$, we have

$$f_i(x) - f_i(y) + \frac{\mu}{2} \|x - y\|^2 \leq \langle \nabla f_i(x), x - y \rangle.$$  

If $\mu = 0$, then $f_i$ is convex but not strongly-convex.

Next, as in \cite{FedProx}, we consider the following definition, which allows us to measure the heterogeneity among local functions.

**Definition 1.** Assume \eqref{eq:single_opt} admits a unique optimal solution $x^* = \arg \min f(x)$. We define

$$\tilde{\sigma}^2 = \frac{1}{n} \sum_{i=1}^{n} \mathbb{E}_{\xi_i} \| \nabla F_i(x^*, \xi_i) \|^2.$$  

It follows that for all non-degenerate sampling distribution $D_i$, $\tilde{\sigma}^2$ is well-defined and finite and serves as a natural measure of variance in local methods. However, for nonconvex objective functions where a unique $x^*$ may not exist, as in \cite{FedAvg}, we consider the following assumption of bounded gradient dissimilarity.

**Assumption 2.** (bounded gradient dissimilarity) We say that the local functions $f_i$ satisfy $(G, B)$-bounded gradient dissimilarity (or for short $(G, B)$-BGD) if there exist
Algorithm 1 Local SGD

1: Input $x_i^{(0)} = x^{(0)}$ for $i \in [n]$, total number of iterations $T$, the step-size sequence 
   $\{\eta_t\}_{t=0}^{T-1}$, the set of communication time instances $I = \{\tau_i\}_{i=0}^R$.

2: for $t = 0, \ldots, T - 1$ do
   3:   for $i = 1, \ldots, n$ do
      4:      Sample $\xi_i^{(t)}$, compute $g_t^i = \nabla F_i(x_i^{(t)}, \xi_i^{(t)})$
      5:      if $t+1 \in I$ then
         6:         $x_i^{(t+1)} = \frac{1}{n} \sum_{j=1}^n (x_j^{(t)} - \eta_t g_j^i)$
      7:      else
         8:         $x_i^{(t+1)} = x_i^{(t)} - \eta_t g_i^t$
      9:      end if
   10:   end for
   11: end for

Finally, we consider the following definition of communication intervals in the Local SGD.

Definition 2. Given communication time instances $I = \{\tau_i\}_{i=1}^R$, we let $H_i = \tau_i - \tau_{i-1}$
be the length of the $i$-th communication interval, i.e., the number of local steps between
the $(i-1)$-th and $i$-th communications. Moreover, for any time instance $t \in [\tau_i, \tau_{i+1})$, we
define $k(t) = i$. In other words, $k(t)$ is the index such that $\tau_{k(t)} \leq t < \tau_{k(t)+1}$.

Our main objective in this work is to characterize the convergence rate of Algorithm 1
with respect to the sequence of the local steps $\{H_i\}_{i=1}^R$ as defined above, when applied
to the optimization problem (2).
3. Convergence Results for Local SGD

In this section, we state our main result for the case of strongly convex and convex functions. To that end, let \( \bar{x}(t) \) and \( \bar{g}(t) \) be the average of agents’ iterates and the average of their stochastic gradients at time \( t \), respectively, i.e.,

\[
\bar{x}(t) = \frac{1}{n} \sum_{i=1}^{n} x_i(t), \quad \bar{g}(t) = \frac{1}{n} \sum_{i=1}^{n} \nabla F_i(x_i(t), \xi_i(t)).
\]

Moreover, define the following parameters

\[
\begin{align*}
    r_t &= \mathbb{E} \| \bar{x}(t) - x^* \|^2, \\
    V_t &= \frac{1}{n} \mathbb{E} \sum_{i=1}^{n} \| x_i(t) - \bar{x}(t) \|^2, \\
    e_t &= \mathbb{E} [f(\bar{x}(t))] - f(x^*),
\end{align*}
\]

which represent the expected distance of the averaged iterates at time \( t \) to the optimum solution, the expected consensus error among agents at time \( t \), and the expected optimality gap at time \( t \).

3.1. Convergence Result for Strongly Convex Functions

**Theorem 1.** Let Assumption 1 hold with \( \mu > 0 \). Then, the sequence generated by Algorithm 1 with stepsize \( \eta_t = \frac{2}{\mu(\beta + t)} \), and any sequence of communication intervals \( \{H_i\}_{i=1}^{R} \) and parameter \( \beta \) such that

\[
H_i \leq \frac{\mu(\beta + \sum_{j=1}^{i-1} H_j)}{12L} \quad \forall i,
\]

has the following property:

\[
r_T \leq \frac{(\beta - 1)^2}{T^2} r_0 + \frac{12\bar{\sigma}^2}{n\mu^2 T^2} + \frac{144L\bar{\sigma}^2}{\mu^3 T^2} \sum_{i=1}^{R} \frac{H_i^3}{\sum_{j=1}^{i-1} H_j + \beta}.
\]

where \( L \) is the smoothness constant, \( R \) is the number of communication rounds, and \( \beta \) is a constant that can be tuned by the Local SGD algorithm to balance the first and third term in (3).

An immediate corollary of Theorem 1 is the set of sufficient conditions on the sequence \( \{H_i\}_{i=1}^{R} \) that leads to linear speedup in the convergence of Algorithm 1.

**Corollary 1.** Assume that \( T \geq N \). Let the sequence of local steps \( \{H_i\}_{i=1}^{R} \) have the following properties:

\[
(1) \quad H_i \leq \frac{\mu(\beta + \sum_{j=1}^{i-1} H_j)}{12L}, \quad \forall i \\
(2) \quad \sum_{i=1}^{R} H_i = T \\
(3) \quad \sum_{i=1}^{R} \frac{H_i^3}{\sum_{j=1}^{i-1} H_j + \beta} = O\left(\frac{T}{n}\right).
\]

Then, the sequence generated by in Algorithm 1 has the following property \( r_T = O\left(\frac{1}{nT}\right) \).
Next, we analyze two special communication strategies, one with a fixed number of local steps and the other with an increasing number of local steps.

**Example 1.** Consider the case when number of local steps is fixed, i.e., \( H_i = \frac{T}{R}, \forall i \). In order to achieve linear speedup, condition 3) in Corollary 1 is equivalent to \( T \sum_{i=1}^{R} \frac{1}{i} = O(T \frac{1}{n}), \) which can be translated into the number of communication rounds \( R = O(\sqrt{nT \text{ polylog}(nT)}) \). This matches the result given in [11].

**Example 2.** Consider the communication strategy with increasing number of local steps \( H_i = \lceil a \cdot s \rceil, \forall i \), for some parameter \( a > 0 \) and \( s > 0 \). To achieve linear speedup, one can choose \( a = O(\frac{1}{n \cdot L \cdot \sqrt{\ln \frac{T}{n}}}) \), in which case the number of communication rounds becomes \( R = O(\sqrt{nT}) \). This would satisfy both conditions 2) and 3) in Corollary 1, and we can choose \( \beta = a \cdot s \cdot \frac{24L}{\mu} + 1 \) in order to satisfy condition 1). Therefore, using Corollary 1, following this communication strategy, Local SGD can achieve linear speedup convergence rate with \( O(\sqrt{nT}) \) communication rounds.

**Remark 1.** The communication strategy with an increasing number of local steps as in Example 2 exhibits better communication efficiency than a fixed number of local steps. To the best of our knowledge, this is the first result for the linear speedup of Local SGD with \( O(\sqrt{nT}) \) communication rounds that do not require any assumption on the boundedness of the gradients.

### 3.2. Convergence Result for Convex Functions

In this part, we relax the assumption of strong convexity on the local function to merely convex functions and analyze the convergence rate of Algorithm 1 in terms of the number of local steps.

**Theorem 2.** Let Assumption 1 be satisfied with \( \mu = 0 \) and set a stepsize as \( \eta_t = c \sqrt{\frac{T}{n}}, \forall c > 0 \). Moreover, set the communication intervals to satisfy \( H_i \leq \frac{1}{7L \cdot \sqrt{n}}, \forall i \). Thus, the iterates generated by Algorithm 1 have the following property:

\[
\frac{1}{T} \sum_{t=0}^{T-1} e_t \leq \frac{2r_0 + 6c^2 \sigma^2}{c \sqrt{\frac{T}{n}}} + \frac{24L \sigma^2 c^2 n}{T^2} \sum_{i=1}^{R} H_i^3. \tag{4}
\]

An immediate corollary of Theorem 2 is a sufficient condition on the sequence \( \{H_i\}_{i=1}^{R} \) that leads to linear speedup in the convergence of Algorithm 1.

**Corollary 2.** Assume that \( T \geq N^3 \). In order to achieve Linear Speedup, \( \frac{1}{T} \sum_{t=0}^{T-1} e_t = O(\frac{1}{\sqrt{nT}}) \), it is enough to select the local steps sequence \( \{H_i\}_{i=1}^{R} \) such that

\[
(1) H_i \leq \frac{1}{7L \cdot \sqrt{n}} = \frac{\sqrt{T}}{7Lc \sqrt{n}}, \forall i \quad , \quad (2) \sum_{i=1}^{R} H_i = T \quad , \quad (3) \sum_{i=1}^{R} H_i^3 = O\left(\frac{T^2}{n^2}\right). \]

**Remark 2.** A closer look at the bound (4) reveals that in order to minimize the error bound of Local SGD, the sequence \( \{H_i\}_{i=1}^{R} \) should minimize \( \sum_{i=1}^{R} H_i^3 \) subject to

\[\text{Proof in Appendix A.5}\]
\[
\sum_{i=1}^{R} H_i = T. \] This leads to the communication strategy of a fixed number of local steps, i.e., \( H_i = \frac{T}{R} \). Therefore, for convex local functions, the fixed number of local steps seems to be the best communication strategy for Local SGD. Moreover, from Corollary 3, we immediately get that in order to achieve linear speedup, the number of communication rounds should be \( R = \mathcal{O}((nT)^{3/4}) \), which matches the best-known results in this setting [10].

### 3.3. Convergence Result for Non-Convex Functions

In this section, we focus on the class of nonconvex local functions. However, we need to impose the additional \((G,B)\)-BGD assumption to analyze the convergence rate versus communication complexity trade-off. To state our main result, let us define

\[
h_t = \|\nabla f(\bar{x}^{(t)})\|^2,
\]

which is the gradient norm of the average iterates in the Local SGD. Then, we have the following theorem.

**Theorem 3.** Let Assumption 2 hold, fix a stepsize \( \eta_t = c\sqrt{\frac{T}{n}} \), \( \forall c > 0 \), and set a sequence of communication intervals that satisfy \( H_i \leq \frac{1}{7LB\eta} = \frac{\sqrt{T}}{7LBc\sqrt{n}}, \forall i \). Then, the sequence generated by Algorithm 1 has the following property:

\[
\frac{1}{T} \sum_{t=0}^{T-1} h_t \leq \frac{8c_0 + 4c^2\sigma^2}{c\sqrt{nT}} + \frac{48L^2(\sigma^2 + G^2)c^2n}{T^2} \sum_{i=1}^{R} H_i^3.
\]

(5)

As a corollary of Theorem 2, we obtain the following set of sufficient conditions on the sequence \( \{H_i\}_{i=1}^{R} \) that leads to linear speedup in the convergence of Algorithm 1.

**Corollary 3.** Assume that \( T \geq N^3 \). In order to achieve Linear Speedup, \( \frac{1}{T} \sum_{t=0}^{T-1} h_t = \mathcal{O}(\frac{1}{\sqrt{nT}}) \), it is enough to select the local steps sequence \( \{H_i\}_{i=1}^{R} \) such that

\[
(1) H_i \leq \frac{1}{TLB\eta} = \frac{\sqrt{T}}{T LBc\sqrt{n}}, \forall i, (2) \sum_{i=1}^{R} H_i = T, (3) \sum_{i=1}^{R} H_i^3 = \mathcal{O}(\frac{T^2}{n^2}).
\]

**Remark 3.** By taking a closer look at the bound (5), it is easy to see that in order to minimize the error bound of Local SGD, the local steps sequence \( \{H_i\}_{i=1}^{R} \) should minimize \( \sum_{i=1}^{R} H_i^3 \) subject to \( \sum_{i=1}^{R} H_i = T \). This leads to the communication strategy of a fixed number of local steps, i.e., \( H_i = \frac{T}{R} \). Therefore, for nonconvex local functions, we conclude that a fixed number of local steps is the best communication strategy for Local SGD. Moreover, from Corollary 3, we immediately get that in order to achieve linear speedup, the number of communication rounds should be \( R = \mathcal{O}((nT)^{3/4}) \), which matches the best-known results in this setting [8].

### 4. Numerical Results

This section shows the results for two sets of experiments on the MNIST dataset [14] to validate our theoretical findings. We focus on strongly-convex loss functions for the first
4.1. Logistic Regression Model for MNIST

In this set of experiments, we distribute the MNIST dataset to \( n = 20 \) agents and apply Local SGD to train a multinomial logistic regression model with \( l_2 \) regularization. We first sort the data by digit label, then divide the dataset into 100 shards and assign each of 20 agents 5 shards. Each agent will have examples of approximately five digits, reflecting moderately heterogeneous data sets.

We evaluate different communication strategies (i.e., various numbers of local steps when following communication strategy with a fixed number of local steps as in Example 1 and \( a = 10, s = 0.2 \) when following communication strategy with an increasing number of local steps as in Example 2) the corresponding communication rounds and iterations needed for the model to reach a 91.5\% accuracy on the MNIST test dataset. The simulation results are averaged over 5 independent runs of the experiments and are shown in Figure 1, and Figure 2.

For the set of hyperparameters, we use a training batch size of 8, \( l_2 \) regularization parameter \( \mu = 0.001 \), \( \beta = 1000 \) and set stepsize at iteration \( t \) to be \( \eta_t = \eta_0 \left( \frac{\beta}{t + \beta^2} \right) \), where the initial stepsize \( \eta_0 \) is chosen based on a grid search of resolution \( 10^{-3} \).

Figure 1 shows the details of the runs of the experiment. Figure 2 shows the summary of the runs. For example, the upper left yellow dot in Figure 2 corresponds to the average of 5 runs of Local SGD with constant \( H_i = 1 \), showing that with constant \( H_i = 1 \) it took the algorithm an average of \( \sim 305 \) communication rounds as well as total iterations to reach 91.5\% accuracy.

Communication-Computation Trade-Off: In general, we can observe a communication-computation trade-off such that with more local computation (corresponding to a larger number of iterations \( T \)), less communication is needed (corresponding to a smaller number of communication rounds \( R \)) for the model to reach a certain accuracy.
Figure 2.: Logistic regression for MNIST. Summary of the number of communication rounds and iterations needed for the model to reach a 91.5% accuracy on the MNIST test dataset for different communication strategies. Yellow dots: fixed number of local steps as in Example 1. Red dot: increasing number of local steps as in Example 2 with \( a = 10, s = 0.2 \). Simulation results averaged over 5 runs of the experiment.

**Better Communication Efficiency with Increasing Number of Local Steps:**

As we can see from Figure 2, the red dot lies to the bottom left of the yellow line, which shows that the communication strategy of an increasing number of local steps is indeed more communication efficient than a fixed number of local steps, thus validating our claim in Remark 1.

### 4.2. Neural Network for MNIST

In this set of experiments, we distribute the MNIST dataset to \( n \) agents and apply Local SGD to train a fully-connected neural network (2NN) with 2-hidden layers with 50 units each using ReLu activations (42310 total parameters). We first sort the data by digit label, then divide the dataset into \( n \) shards and assign each of \( n \) agents 1 shard. Each agent will have examples of approximately one digit, reflecting the most heterogeneous data sets.

We evaluate the speedup effect of the number of agents \( n \) for different communication strategies. In particular, we set a fixed number of \( T = 20000 \) iterations and run Local SGD for \( T \) iterations with different communication strategies, a different number of agents \( n \), and a different number of communication rounds \( R \). After that, a speedup factor is derived by dividing the expected error of a single worker SGD at the final iterate \( T \) by the expected error of Local SGD with different communication strategies and a different number of agents \( n \) at the final iterate \( T \). We plot the speedup curve in Figure 3. In the case of linear speedup, we should expect the dashed black line on the graph, corresponding to speedup \( \sqrt{n} \).

We use a training batch size of 1 and choose stepsize \( \eta \) based on a grid search of resolution \( 10^{-3} \). The simulation results are averaged over 5 independent runs of the experiments.

**Better Performance with Fixed Number of Local Steps:** We can observe from Figure 3 that Local SGD with fixed number of local steps significantly outperforms its increasing or decreasing number of local steps counterparts in both settings of

---

2 We have deliberately chosen to train a small neural network to avoid getting an overparameterized model, in which case the convergence rate of Local SGD would be different.
Figure 3.: Speedup curve for Local SGD with different communication strategies. Fixed: fixed number of local steps subject to a total of $R = \frac{1}{5} T n^{\frac{3}{2}}$ or $R = \frac{1}{5} T n^{\frac{3}{2}} n^{1/2}$ communication rounds. Increasing: $H_i \propto i^2$ subject to a total of $R = \frac{1}{5} T n^{\frac{3}{2}}$ or $R = \frac{1}{5} T n^{\frac{3}{2}} n^{1/2}$ communication rounds. Decreasing: $H_i \propto (R - i)^2$ subject to a total of $R = \frac{1}{5} T n^{\frac{3}{2}}$ or $R = \frac{1}{5} T n^{\frac{3}{2}} n^{1/2}$ communication rounds. The dashed black line corresponds to speedup $= \sqrt{n}$.

$R = \frac{1}{5} T n^{\frac{3}{2}}$ (corresponding to sufficient communication) and $R = \frac{1}{5} T n^{\frac{3}{2}} n^{1/2}$ (corresponding to insufficient communication). This validates our claim in Remark 3 that a fixed number of local steps is the best communication strategy for Local SGD for nonconvex local functions.

**Almost Tight Bound for $R = \mathcal{O}((nT)^{3/4})$ to Achieve Linear Speedup:** Another observation from Figure 3 is that while setting $R = \mathcal{O}((nT)^{3/4})$ and following a communication strategy of a fixed number of local steps, Local SGD successfully achieved linear speedup, as expected, decreasing $R$ by a factor of $n^{3/4}$ fails for Local SGD to achieve linear speedup, even with the best communication strategy of a fixed number of local steps. This suggests that the bound of $R = \mathcal{O}((nT)^{3/4})$ to achieve linear speedup is close to tight.

5. Conclusions

In this paper, we analyzed the role of local steps in Local SGD in the heterogeneous data setting. We characterized the convergence rate of Local SGD as a function of the sequence of the local steps $\{H_i\}_{i=1}^R$ under various settings of strongly convex, convex, and nonconvex local functions. Based on this characterization, we gave sufficient conditions on the sequence $\{H_i\}_{i=1}^R$ that covers broad classes of communication strategies such that Local SGD can achieve linear speedup. Furthermore, for strongly convex local functions, we proposed a new communication strategy with increasing local steps that enjoy better performance than the vanilla fixed local steps communication strategy theoretically and in numerical experiments. We argued that fixed local steps are the best communication strategy for Local SGD and recover state-of-the-art convergence rate results for convex and nonconvex local functions. Such an argument is validated by numerical experiments, which showed that the results are almost tight.

As a future research direction, one can consider analyzing the role of local steps in other federated optimization methods, e.g., SCAFFOLD [8], FedAC [37]. Moreover,
generalizing our work to directed networks in which agents communicate with their neighbors rather than a central node is another interesting research problem, e.g. for Stochastic Gradient Push algorithm [1]. Also, we only considered the role of local steps in Local SGD with full agent participation; generalizing it to the partial participation setting is yet another interesting problem.
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Appendix A. Appendix I: Omitted Proofs

A.1. Proof of Theorem 1

In order to prove Theorem 1, we first establish the following two lemmas. The first lemma allows us to establish a descent property for the distance of iterates from the optimal point, while the second lemma bounds the consensus error among the agents. The proofs of these lemmas are given in Appendix A.4.

**Lemma 1** (Decent Lemma). Let Assumption 1 hold. Then,

\[ r_{t+1} \leq (1 - \mu \eta_t) r_t - \eta_t e_t + \frac{3 \sigma^2}{n} \eta_t^2 + 2 L \eta_t V_t. \]

**Lemma 2** (Consensus Error Lemma). Let Assumption 1 hold. Then,

\[ V_t \leq H_{k(t)+1} \sum_{j=\tau_k(t)}^{t-1} \eta_j^2 (12 L e_j + 6 \sigma^2). \]

where \( k(t) \) is the index such that \( \tau_k(t) \leq t < \tau_{k(t)+1} \).

Using Lemma 1 and Lemma 2, we can now prove Theorem 1.

**Proof of Theorem 1.** For \( \eta_t = \frac{2}{\mu (t+\beta)} \), it is easy to see that \((t + \beta)^2 (1 - \mu \eta_t) = (t + \beta)(t + \beta - 2) \leq (t + \beta - 1)^2 \). Thus, if we multiply both sides of the expression in Lemma 1 by \((t + \beta)^2\), we can write

\[
(t + \beta)^2 r_{t+1} \leq (t + \beta - 1)^2 r_t - (t + \beta)^2 \eta_t e_t + (t + \beta)^2 \frac{3 \sigma^2}{n} \eta_t^2 + (t + \beta)^2 2 L \eta_t V_t \\
= (t + \beta - 1)^2 r_t - \frac{2(t + \beta)}{\mu} e_t + \frac{12 \sigma^2}{n \mu^2} + \frac{4 L (t + \beta)}{\mu} V_t.
\]

Summing this relation over \( t = 0, \ldots, T - 1 \), we get

\[
(T + \beta - 1)^2 r_T \leq (\beta - 1)^2 r_0 - \sum_{t=0}^{T-1} \frac{2(t + \beta)}{\mu} e_t + \frac{12 \sigma^2 T}{n \mu^2} + \frac{4 L (t + \beta)}{\mu} \sum_{t=0}^{T-1} r_t V_t. \tag{A1}
\]

Next, we use Lemma 2 to bound the last term \( \sum_{t=0}^{T-1} (t + \beta) V_t \) in the above expression (A1). We have

\[
\sum_{t=0}^{T-1} (t + \beta) V_t \leq \sum_{t=0}^{T-1} (t + \beta) H_{k(t)+1} \sum_{j=\tau_k(t)}^{t-1} \eta_j^2 (12 L e_j + 6 \sigma^2) \\
= \sum_{j=0}^{T-2} \eta_j^2 (12 L e_j + 6 \sigma^2) \sum_{t=j+1}^{\tau_{k(j)+1}-1} (t + \beta) H_{k(t)+1} \\
= \sum_{j=0}^{T-2} \eta_j^2 (12 L e_j + 6 \sigma^2) H_{k(j)+1} \sum_{t=j+1}^{\tau_{k(j)+1}-1} (t + \beta). \tag{A2}
\]
where the last equality holds because \( k(t) = k(j) \) for any \( t \in [j+1, \tau(k(j)) - 1] \). Moreover, using the assumption on the communication intervals, we have

\[
\tau_{k(j)+1} - \tau_{k(j)} = H_{k(j)+1} \leq \beta + \sum_{\ell=1}^{k(j)} H_{\ell} = \beta + \tau_{k(j)},
\]

which implies \( \tau_{k(j)+1} \leq \beta + 2\tau_{k(j)} \). Using this relation together with \( \tau_{k(j)} \leq j < \tau_{k(j)+1} \), we can write

\[
\frac{\tau_{k(j)+1} - 1}{t=j+1} \sum (t + \beta) \leq \left( \frac{\tau_{k(j)+1} - \tau_{k(j)}}{2} \right) \leq \frac{3}{2} H_{k(j)+1}(j + \beta).
\]

Substituting this relation into (A2), we get

\[
\sum_{t=0}^{T-1} (t + \beta) \leq \sum_{j=0}^{T-2} \eta_j^2 (18Le_j + 9\bar{\sigma}^2)(j + \beta) H_{k(j)+1}^2
\]

\[
= \sum_{t=0}^{T-2} \left( \frac{72L}{\mu^2} e_t + \frac{36\bar{\sigma}^2}{\mu^2} \right) H_{k(t)+1}^2 t + \beta.
\]

where in the second equality we have used \( \eta_t = \frac{2}{\mu(\beta + t)} \) and relabeled the index \( j \) by \( t \).

Finally, if we substitute the above relation into (A1), we obtain

\[
(T+\beta-1)^2 r_T - (\beta - 1)^2 r_0 \leq \frac{12\bar{\sigma}^2 T}{n\mu^2} + \sum_{t=0}^{T-1} \left( \frac{288L^2}{\mu^3} e_t + \frac{2(t + \beta)}{\mu} \right) e_t + \frac{144L\bar{\sigma}^2}{\mu^3} \sum_{t=0}^{T-2} H_{k(t)+1}^2 t + \beta.
\]

Now, using the condition on the length of communication intervals in the theorem statement, we know that

\[
H_{k(t)+1} \leq \frac{\mu(\beta + \sum_{j=1}^{k(t)} H_j)}{12L} = \frac{\mu(\beta + \tau_{k(t)})}{12L} \leq \frac{\mu(\beta + t)}{12L}.
\]
Substituting this bound in (A3) we obtain

\[
(T + \beta - 1)^2 r_T - (\beta - 1)^2 r_0 \leq \frac{12 \sigma^2 T}{n \mu^2} + \frac{144 L \sigma^2}{\mu^3} \sum_{t=0}^{T-2} \frac{H^2_{k(t)+1}}{t + \beta}
\]

\[
= \frac{12 \sigma^2 T}{n \mu^2} + \frac{144 L \sigma^2}{\mu^3} \sum_{i=1}^{R} \sum_{t=\tau_{i-1}}^{\tau_i-1} \frac{H^2_{k(t)+1}}{t + \beta}
\]

\[
\leq \frac{12 \sigma^2 T}{n \mu^2} + \frac{144 L \sigma^2}{\mu^3} \sum_{i=1}^{R} \frac{H^3_i}{\tau_{i-1} + \beta}
\]

\[
= \frac{12 \sigma^2 T}{n \mu^2} + \frac{144 L \sigma^2}{\mu^3} \sum_{i=1}^{R} \sum_{j=1}^{\tau_i-1} H^3_i + \beta,
\]

where the second equality holds because for any \( t \in [\tau_{i-1}, \tau_i) \), we have \( k(t) + 1 = i \). Dividing both sides by \( T^2 \), we obtain the desired bound.

\[\Box\]

### A.2. Proof of Theorem 2

**Proof.** Let us set \( \eta_t = \eta, \forall t \), for some parameter \( \eta \) to be determined later. Substituting \( \mu = 0 \) in Lemma 1 and summing over \( t = 0, \ldots, T - 1 \), we get

\[
\eta T \sum_{t=0}^{T-1} e_t \leq r_0 - r_T + \frac{3 \sigma^2 \eta T}{n} + 2 L \eta \sum_{t=0}^{T-1} V_t. \tag{A4}
\]

Next, we use Lemma 2 to bound \( \sum_{t=0}^{T-1} V_t \). We have,

\[
\sum_{t=0}^{T-1} V_t \leq \sum_{t=0}^{T-1} H_{k(t)+1} + \sum_{j=\tau_{k(t)}}^{\tau_{k(t)+1}-1} \eta^2 (12 L e_j + 6 \sigma^2)
\]

\[
\leq 12 L \eta^2 \sum_{j=0}^{T-2} \sum_{t=j+1}^{\tau_{k(t)+1}-1} H_{k(t)+1} + \sigma^2 \eta^2 \sum_{t=0}^{T-1} H_{k(t)+1} (t - \tau_{k(t)})
\]

\[
\leq 12 L \eta^2 \sum_{j=0}^{T-2} e_j H^2_{k(j)+1} + \sigma^2 \eta^2 \sum_{t=0}^{T-1} H^2_{k(t)+1}
\]

\[
\leq \frac{1}{4 L} \sum_{t=0}^{T-1} e_t + \sigma^2 \eta^2 \sum_{i=0}^{R} H^3_i, \tag{A5}
\]

where in the third inequality we have used the fact that \( k(t) = k(j) \) for any \( t \in [j + 1, \tau_{k(j)+1} - 1] \), and \( t - \tau_{k(t)} \leq H_{k(t)+1} \), and in the last inequality we have used \( H_i \leq \frac{1}{4 L \eta}, \forall i \). Now, we can write

\[
\frac{1}{2} \sum_{t=0}^{T-1} e_t \leq \frac{r_0 - r_T}{\eta} + \frac{3 \sigma^2 \eta T}{n} + 12 L \sigma^2 \eta^2 \sum_{i=0}^{R} H^3_i.
\]
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Dividing both sides of the above inequality by $T$ and using the choice of $\eta = c\sqrt{\frac{c}{nT}}$, we obtain

$$\frac{1}{T} \sum_{t=0}^{T-1} e_t \leq \frac{2r_0 + 6c^2\sigma^2}{c\sqrt{nT}} + \frac{24L\sigma^2c^2n}{T^2} \sum_{i=1}^{R} H_i^3.$$  

\[\square\]

A.3. **Proof of Theorem 3**

To prove Theorem 3, we first establish an analogous descent lemma and consensus error lemma for the case of nonconvex local functions. The proofs of these lemmas are given in Appendix A.4.

**Lemma 3** (Decent Lemma, Non-Convex). Assume that $\nabla F_i(x, \xi_i)$ is an unbiased stochastic gradient of $f_i(x)$ with variance bounded by $\sigma^2$. We have

$$e_{t+1} \leq e_t - \frac{\eta_t}{4} h_t + \frac{L\sigma^2}{2n} \eta_t^2 + L^2 \eta_t V_t.$$  

**Lemma 4** (Consensus Error Lemma, Non-Convex). Let Assumption 2 hold. Moreover, assume that $\nabla F_i(x, \xi_i)$ is an unbiased stochastic gradient of $f_i(x)$ with variance bounded by $\sigma^2$. For any $t$, define $k(t)$ be the index such that $\tau_{k(t)+1} \leq t < \tau_{k(t)+1}$. We have

$$V_t \leq H_{k(t)+1} \sum_{j=\tau_{k(t)}}^{t-1} 6\eta^2_j (B^2 h_j + \sigma^2 + G^2).$$  

**Proof of Theorem 3**. Let us choose $\eta_t = \eta$, for some $\eta$ to be specified later. By summing Lemma 3 over $t = 0, \ldots, T - 1$, we get

$$\frac{\eta}{4} \sum_{t=0}^{T-1} h_t \leq e_0 - e_T + \frac{L\sigma^2}{2n} \eta T^2 + L^2 \eta \sum_{t=0}^{T-1} V_t. \quad \text{(A6)}$$  

Next, we use Lemma 4 to bound $\sum_{t=0}^{T-1} V_t$. Using the same idea as in deriving expression (A5) in the proof of Theorem 2, we can get

$$\sum_{t=0}^{T-1} V_t \leq \sum_{t=0}^{T-1} H_{k(t)+1} \sum_{j=\tau_{k(t)}}^{t-1} 6\eta^2_j (B^2 h_j + \sigma^2 + G^2)$$

$$\leq 6B^2\eta^2 \sum_{j=0}^{T-2} e_j \sum_{t=\tau_{k(t)}}^{\tau_{k(t+1)-1}} H_{k(t)+1} + 6(\sigma^2 + G^2) \eta^2 \sum_{t=0}^{T-1} H_{k(t)+1}(t - \tau_{k(t)})$$

$$\leq 6B^2\eta^2 \sum_{j=0}^{T-2} e_j H_{k(j)+1}^2 + 6(\sigma^2 + G^2) \eta^2 \sum_{t=0}^{T-1} H_{k(t)+1}^2$$

$$\leq \frac{1}{8L^2} \sum_{t=0}^{T-2} h_t + 6(\sigma^2 + G^2) \eta^2 \sum_{i=0}^{R} H_i^3,$$
where in the last inequality we have used $H_i \leq \frac{1}{7HL_i}, \forall i$. Now, we can write
\[
\frac{1}{8} \sum_{t=0}^{T-1} h_t \leq \frac{c_0 - c_T}{\eta} + \frac{L\sigma^2 \eta T}{2n} + 6L^2(\sigma^2 + G^2)\eta^2 R H_i^3.
\]
Substituting $\eta_t = c\sqrt{T}$ into the above inequality and dividing both sides by $T$ we get the desired bound. □

A.4. Proof of Lemmas

Proof of Lemma 11. Consider the filtration $\{F^t\}_{t=1}^{\infty}$ adapted to the history of random variables $\{\xi_i^{(t)}\}$, i.e.,
\[
F^t = \{\xi_i^{(k)} | i \in [n], 0 \leq k \leq t - 1\},
\]
and note that $g_{t_i}^{t-1} = \nabla F_i(x_i^{t-1}, \xi_i^{(t-1)})$ and $x_i^t$ are $F^t$-measurable, but $g_{t_i}^t$ is not. Using the definition of $r_t = \mathbb{E}[\|\tilde{x}^{(t)} - x^*\|^2]$ and $g^{(t)} = \frac{1}{n} \sum_{i=1}^n g_i^t$, we have
\[
r_{t+1} = \mathbb{E}[\|\tilde{x}^{(t+1)} - x^*\|^2]
= \mathbb{E}[\|\tilde{x}^{(t)} - \eta g^{(t)} - x^*\|^2]
= \mathbb{E}[\|\tilde{x}^{(t)} - x^* - \frac{\eta}{n} \sum_{i=1}^n \nabla f_i(x_i^t) - \frac{\eta}{n} \sum_{i=1}^n (g^{(t)} - \nabla f_i(x_i^t))\|^2]
= \mathbb{E}[\|\tilde{x}^{(t)} - x^* - \frac{\eta}{n} \sum_{i=1}^n \nabla f_i(x_i^t)\|^2] \eta T \mathbb{E}[\|\frac{1}{n} \sum_{i=1}^n (g^{(t)} - \nabla f_i(x_i^t))\|^2]
\]
where the last term is obtained by first conditioning on $F^t$ and then taking expectation with respect to $F^t$. However, the last inner product in the above expression is zero, we have $\mathbb{E}[g_i^t | F^t] = \nabla f_i(x_i^t), \forall i$, and thus $\mathbb{E}[\sum_{i=1}^n (g^{(t)} - \nabla f_i(x_i^t)) | F^t] = 0$. Therefore, we have
\[
r_{t+1} = \mathbb{E}[\|\tilde{x}^{(t)} - x^* - \frac{\eta}{n} \sum_{i=1}^n \nabla f_i(x_i^t)\|^2] + \eta T \mathbb{E}[\|\frac{1}{n} \sum_{i=1}^n (g^{(t)} - \nabla f_i(x_i^t))\|^2]. \tag{A7}
\]
We can bound the second term in equation (A7) using [11] Proposition 5] as the following:
\[
\mathbb{E}[\|\frac{1}{n} \sum_{i=1}^n (g^{(t)} - \nabla f_i(x_i^t))\|^2] \leq \frac{3L^2}{n^2} \sum_{i=1}^n \mathbb{E}[\|x_i - \bar{x}\|^2] + \frac{6L}{n} (\mathbb{E}[f(\bar{x})] - f(x^*)) + \frac{3\sigma^2}{n}
= \frac{3L^2}{n^2} \text{Var}_t + \frac{6L}{n} \epsilon_t + \frac{3\sigma^2}{n}.
\]

\[18\]
In order to bound the first term in (A7), we can write

$$
\mathbb{E}\|\mathbf{x}(t) - \mathbf{x}^* - \frac{n \eta}{n} \sum_{i=1}^{n} \nabla f_i(\mathbf{x}_i^t)\|^2
$$

$$
= \mathbb{E}\|\mathbf{x}(t) - \mathbf{x}^*\|^2 + \frac{n \eta^2}{n^2} \mathbb{E}\|\sum_{i=1}^{n} \nabla f_i(\mathbf{x}_i^t)\|^2 - \frac{2n \eta}{n} \mathbb{E}(\mathbf{x}(t) - \mathbf{x}^*, \sum_{i=1}^{n} \nabla f_i(\mathbf{x}_i^t)).
$$

(A8)

To bound \( \mathbb{E}\|\sum_{i=1}^{n} \nabla f_i(\mathbf{x}_i^t)\|^2 \) in (A8), we can write

$$
\mathbb{E}\|\sum_{i=1}^{n} \nabla f_i(\mathbf{x}_i^t)\|^2 \leq 2\mathbb{E}\|\sum_{i=1}^{n} \nabla f_i(\mathbf{x}^t) - \sum_{i=1}^{n} \nabla f_i(\bar{\mathbf{x}}^t)\|^2 + 2\mathbb{E}\|\sum_{i=1}^{n} \nabla f_i(\bar{\mathbf{x}}^t) - \sum_{i=1}^{n} \nabla f_i(\mathbf{x}_i^t)\|^2
$$

$$
\leq 2n\eta \mathbb{E}\|\nabla f_i(\mathbf{x}_i^t) - \nabla f_i(\mathbf{x}^t)\|^2 + 2n\eta \mathbb{E}\|\nabla f_i(\bar{\mathbf{x}}^t) - \nabla f_i(\mathbf{x}_i^t)\|^2
$$

$$
\leq 2nL^2 \mathbb{E}\sum_{i=1}^{n} \|\mathbf{x}_i^t - \mathbf{x}(t)\|^2 + 4n^2L(\mathbb{E}f(\mathbf{x}(t)) - f(\mathbf{x}^*))
$$

$$
= 2n^2L^2 V_t + 4n^2Le_t,
$$

where in the last inequality, we have used Lemma [8]. To bound \( \mathbb{E}(\mathbf{x}(t) - \mathbf{x}^*, \sum_{i=1}^{n} \nabla f_i(\mathbf{x}_i^t)) \) in (A8), we have

$$
\mathbb{E}(\mathbf{x}(t) - \mathbf{x}^*, \sum_{i=1}^{n} \nabla f_i(\mathbf{x}_i^t))
$$

$$
= \sum_{i=1}^{n} \mathbb{E}(\mathbf{x}(t) - \mathbf{x}^*, \nabla f_i(\mathbf{x}_i^t))
$$

$$
= \sum_{i=1}^{n} \mathbb{E}(\mathbf{x}(t) - \mathbf{x}_i^t, \nabla f_i(\mathbf{x}_i^t)) + \sum_{i=1}^{n} \mathbb{E}(\mathbf{x}_i^t - \mathbf{x}^*, \nabla f_i(\mathbf{x}_i^t))
$$

$$
\geq \sum_{i=1}^{n} \mathbb{E}[f_i(\mathbf{x}(t)) - f_i(\mathbf{x}_i^t) - \frac{L}{2}\|\mathbf{x}(t) - \mathbf{x}_i^t\|^2] + \sum_{i=1}^{n} \mathbb{E}[f_i(\mathbf{x}_i^t) - f_i(\mathbf{x}^*) + \frac{\mu}{2} \|\mathbf{x}_i^t - \mathbf{x}^*\|^2]
$$

$$
= \sum_{i=1}^{n} \mathbb{E}[f_i(\mathbf{x}(t)) - f_i(\mathbf{x}^*)] + \frac{\mu n}{2} \mathbb{E}\|\mathbf{x}(t) - \mathbf{x}^*\|^2 - \left(\frac{L - \mu}{2}\right) \sum_{i=1}^{n} \mathbb{E}\|\mathbf{x}_i^t - \mathbf{x}(t)\|^2
$$

$$
= ne_t + \frac{\mu}{2} n r_t - \left(\frac{L - \mu}{2}\right)n V_t,
$$

where the first inequality follows from the strong convexity assumption and Lemma [8]. Moreover, in the last equality, we used Lemma [7]. Finally, if we put the above bounds
where the first inequality uses Lemma 8, and the last equality holds because 
\[\eta_t \leq \frac{1}{10L}.\]

In order to prove the consensus error lemma (Lemma 2), we first state and prove
the following auxiliary lemma, which bounds the expected sum of the gradient norms
across all agents.

**Lemma 5.** For strongly convex \(L\)-smooth local functions, we have
\[
\frac{1}{n} \sum_{i=1}^{n} \mathbb{E} \|\nabla F_i(x_i^{(t)}, \xi_i^{(t)})\|^2 \leq 3L^2V_t + 6Le_t + 3\sigma^2.
\]

**Proof.** Starting from the left-hand side, we can write
\[
\frac{1}{n} \sum_{i=1}^{n} \mathbb{E} \|\nabla F_i(x_i^{(t)}, \xi_i^{(t)})\|^2
\]
\[
= \frac{1}{n} \sum_{i=1}^{n} \mathbb{E} \|\nabla F_i(x_i^{(t)}, \xi_i^{(t)}) - \nabla F_i(\bar{x}^{(t)}, \xi_i^{(t)}) + \nabla F_i(\bar{x}^{(t)}, \xi_i^{(t)}) - \nabla F_i(x^*, \xi_i^{(t)}) + \nabla F_i(x^*, \xi_i^{(t)}) - \nabla F_i(x^*, \xi_i^{(t)})\|^2
\]
\[
\leq \frac{3}{n} \sum_{i=1}^{n} \mathbb{E} \|\nabla F_i(\bar{x}^{(t)}, \xi_i^{(t)}) - \nabla F_i(x^*, \xi_i^{(t)})\|^2 + \frac{3}{n} \sum_{i=1}^{n} \mathbb{E} \|\nabla F_i(x_i^{(t)}, \xi_i^{(t)}) - \nabla F_i(x_i^{(t)}, \xi_i^{(t)})\|^2 + 3\sigma^2
\]
\[
\leq \frac{3}{n} \sum_{i=1}^{n} \mathbb{E} \|\nabla F_i(\bar{x}^{(t)}, \xi_i^{(t)}) - \nabla F_i(x^*, \xi_i^{(t)})\|^2 + 3L^2V_t + 3\sigma^2,
\]
(A9)

where the first inequality uses Definition 1 and the second inequality uses \(L\)-smooth assumption. We have
\[
\sum_{i=1}^{n} \mathbb{E} \|\nabla F_i(\bar{x}^{(t)}, \xi_i^{(t)}) - \nabla F_i(x^*, \xi_i^{(t)})\|^2
\]
\[
\leq 2L \sum_{i=1}^{n} \mathbb{E} [F_i(\bar{x}^{(t)}, \xi_i^{(t)}) - F_i(x^*, \xi_i^{(t)})] - 2L \sum_{i=1}^{n} \mathbb{E} (\nabla F_i(x^*, \xi_i^{(t)}), \bar{x}^{(t)} - x^*)
\]
\[
= 2L \sum_{i=1}^{n} \mathbb{E} [f_i(\bar{x}^{(t)}) - f_i(x^*)] - 2L \sum_{i=1}^{n} \mathbb{E} (\nabla f_i(x^*), \bar{x}^{(t)} - x^*)
\]
\[
= 2nL \mathbb{E} [f(\bar{x}^{(t)}) - f(x^*) - \langle \nabla f(x^*), \bar{x}^{(t)} - x^* \rangle]
\]
\[
= 2nL \mathbb{E} [f(\bar{x}^{(t)}) - f(x^*)] = 2nLe_t,
\]
where the first inequality uses Lemma 8 and the last equality holds because \(x^*\) is the
global minimum of $f$, and hence $\nabla f(x^*) = 0$. Substituting the above relation into (A9) completes the proof.

**Proof of Lemma 2.** As $\tau_{k(t)} \leq t < \tau_{k(t)+1}$, agents do not communicate during the time interval $(\tau_{k(t)}, t]$ and only perform local gradient steps. Thus, we have

$$x_i^{(t)} = x_i^{(\tau_{k(t)})} - \sum_{j=\tau_{k(t)}}^{t-1} \eta_j \nabla F_j(x_i^{(j)}, \xi_i^{(j)}).$$

Moreover, at the communication time $\tau_{k(t)}$, all the agents update their local vectors to the same average vector received from the center node. Therefore, $\bar{x}^{\tau_{k(t)}} = x_i^{(\tau_{k(t)})}, \forall i$, and we have

$$\bar{x}^{t} = \bar{x}^{\tau_{k(t)}} - \sum_{j=\tau_{k(t)}}^{t-1} \eta_j \mathbf{g}^{(j)} = x_i^{(\tau_{k(t)})} - \sum_{j=\tau_{k(t)}}^{t-1} \eta_j \mathbf{g}^{(j)}.$$ 

If we substitute the above relations into $V_i$, we get

$$nV_i = \mathbb{E} \sum_{i=1}^{n} \|x_i^{(t)} - \bar{x}^{t}\|^2$$

$$= \sum_{i=1}^{n} \mathbb{E} \| \sum_{j=\tau_{k(t)}}^{t-1} \eta_j \nabla F_i(x_i^{(j)}, \xi_i^{(j)}) - \sum_{j=\tau_{k(t)}}^{t-1} \eta_j \mathbf{g}^{(j)} \|^2$$

$$\leq \sum_{i=1}^{n} \mathbb{E} \| \sum_{j=\tau_{k(t)}}^{t-1} \eta_j \nabla F_i(x_i^{(j)}, \xi_i^{(j)}) \|^2$$

$$\leq (t - \tau_{k(t)}) \sum_{i=1}^{n} \sum_{j=\tau_{k(t)}}^{t-1} \eta_j^2 \mathbb{E} \| \nabla F_i(x_i^{(j)}, \xi_i^{(j)}) \|^2$$

$$\leq n(t - \tau_{k(t)}) \sum_{j=\tau_{k(t)}}^{t-1} \eta_j^2 (3L^2V_j + 6Le_j + 3\bar{\sigma}^2)$$

$$\leq nH_{k(t)+1} \sum_{j=\tau_{k(t)}}^{t-1} \eta_j^2 (3L^2V_j + 6Le_j + 3\bar{\sigma}^2).$$

where the first inequality uses Lemma 7 and the third inequality follows from Lemma 5. Moreover, by our choice of step-size $\eta_j \leq \frac{1}{3LH_{k(t)+1}}, \forall j \geq \tau_{k(t)}$. Thus, for any time instance in the interval $[\tau_{k(t)}, \tau_{k(t)+1})$, we have shown that

$$V_i \leq \frac{1}{3H_{k(t)+1}} \sum_{j=\tau_{k(t)}}^{t-1} V_j + H_{k(t)+1} \sum_{j=\tau_{k(t)}}^{t-1} \eta_j^2 (6Le_j + 3\bar{\sigma}^2).$$
By recursively unrolling $V_j, j = \tau_k(t), \ldots, t - 1$, and noting that $V_{\tau_k(t)} = 0$, we obtain

$$V_t \leq \frac{1}{3H_k(t)+1} V_{t-1} + \frac{1}{3H_k(t)+1} \sum_{j=\tau_k(t)}^{t-2} V_j + H_k(t)+1 \sum_{j=\tau_k(t)}^{t-1} \eta_j^2 (6L\epsilon_j + 3\bar{\sigma}^2)$$

$$\leq \left(\frac{1}{3H_k(t)+1}\right)^2 + \frac{1}{3H_k(t)+1} \sum_{j=\tau_k(t)}^{t-2} V_j + (1 + \frac{1}{3H_k(t)+1}) H_k(t)+1 \sum_{j=\tau_k(t)}^{t-1} \eta_j^2 (6L\epsilon_j + 3\bar{\sigma}^2) \leq \cdots$$

$$\leq (1 + \frac{1}{3H_k(t)+1})^{t-\tau_k(t)} H_k(t)+1 \sum_{j=\tau_k(t)}^{t-1} \eta_j^2 (6L\epsilon_j + 3\bar{\sigma}^2)$$

$$\leq (1 + \frac{1}{3H_k(t)+1})^{H_k(t)+1} H_k(t)+1 \sum_{j=\tau_k(t)}^{t-1} \eta_j^2 (6L\epsilon_j + 3\bar{\sigma}^2).$$

Finally, by replacing $(1 + \frac{1}{3H_k(t)+1})^{H_k(t)+1} \leq 2$ into the above relation we obtain the desired bound. \hfill \Box

**Proof of Lemma** [3] Using Taylor expansion and the $L$-smoothness assumption, we can write

$$e_{t+1} = \mathbb{E} f(\bar{x}^{(t+1)}) - f(x^*)$$

$$= \mathbb{E} f(\bar{x}^{(t)} - \eta \bar{g}^{(t)}) - f(x^*)$$

$$\leq (\mathbb{E} f(\bar{x}^{(t)}) - f(x^*)) + \frac{L}{2} \eta_t^2 \mathbb{E} \|\bar{g}^{(t)}\|^2 - \eta_t \mathbb{E} \langle \nabla f(\bar{x}^{(t)}), \bar{g}^{(t)} \rangle, \quad (A10)$$

where we recall that $\bar{g}^{(t)} = \frac{1}{n} \sum_{i=1}^n \nabla F_i(x_i^{(t)}, \xi_i^{(t)})$. Next, we bound the second and third
Thus, using the bounded noise Assumption 2, we get
\[
\mathbb{E}\langle \nabla f(\bar{x}^{(t)}), g^{(t)} \rangle \\
= \mathbb{E}\langle \nabla f(\bar{x}^{(t)}), \frac{1}{n} \sum_{i=1}^{n} \nabla F_i(x_i^{(t)}, \xi_i^{(t)}) \rangle \\
= \mathbb{E}[\mathbb{E}_{\xi^{(t)}}[\langle \nabla f(\bar{x}^{(t)}), \frac{1}{n} \sum_{i=1}^{n} \nabla F_i(x_i^{(t)}, \xi_i^{(t)}) \rangle | \mathcal{F}^t]] \\
= \mathbb{E}[\langle \nabla f(\bar{x}^{(t)}), \frac{1}{n} \sum_{i=1}^{n} \nabla F_i(x_i^{(t)}, \xi_i^{(t)}) \rangle | \mathcal{F}^t]] \\
= \mathbb{E}\langle \nabla f(\bar{x}^{(t)}), \frac{1}{n} \sum_{i=1}^{n} \nabla f_i(x_i^{(t)}) \rangle \\
= \mathbb{E}\langle \nabla f(\bar{x}^{(t)}), \frac{1}{n} \sum_{i=1}^{n} (\nabla f_i(x_i^{(t)}) - \nabla f_i(\bar{x}^{(t)})) + \mathbb{E}\|\nabla f(\bar{x}^{(t)})\|^2 \\
\geq \frac{1}{2} \mathbb{E}\|\nabla f(\bar{x}^{(t)})\|^2 - \frac{1}{2n} \sum_{i=1}^{n} \mathbb{E}\|\nabla f_i(x_i^{(t)}) - \nabla f_i(\bar{x}^{(t)})\|^2 \\
\geq \frac{1}{2} \mathbb{E}\|\nabla f(\bar{x}^{(t)})\|^2 - \frac{L^2}{2n} \sum_{i=1}^{n} \mathbb{E}\|\bar{x}^{(t)} - x_i^{(t)}\|^2 \\
= \frac{1}{2} h_t - \frac{L^2}{2} V_t, \quad (A11)
\]
where the last inequality is by $L$-smoothness assumption. To bound the second term in (A10), we have
\[
\mathbb{E}\|g^{(t)}\|^2 = \mathbb{E}\|\frac{1}{n} \sum_{i=1}^{n} \nabla F_i(x_i^{(t)}, \xi_i^{(t)})\|^2 \\
= \mathbb{E}\|\frac{1}{n} \sum_{i=1}^{n} (\nabla F_i(x_i^{(t)}, \xi_i^{(t)}) - \nabla f_i(x_i^{(t)}))\|^2 + \mathbb{E}\|\frac{1}{n} \sum_{i=1}^{n} \nabla f_i(x_i^{(t)})\|^2 \\
= \frac{1}{n^2} \sum_{i=1}^{n} \mathbb{E}\|\nabla F_i(x_i^{(t)}, \xi_i^{(t)}) - \nabla f_i(x_i^{(t)})\|^2 + \mathbb{E}\|\frac{1}{n} \sum_{i=1}^{n} (\nabla f_i(x_i^{(t)}) - \nabla f_i(\bar{x}^{(t)})) + \nabla f(\bar{x}^{(t)})\|^2. \\
\]
Thus, using the bounded noise Assumption 2 we get
\[
\mathbb{E}\|\bar{g}^{(t)}\|^2 \leq \frac{\sigma^2}{n} + 2\mathbb{E}\|\nabla f(\bar{x}^{(t)})\|^2 + \frac{2}{n} \sum_{i=1}^{n} \mathbb{E}\|\nabla f_i(x_i^{(t)}) - \nabla f_i(\bar{x}^{(t)})\|^2 \\
\leq \frac{\sigma^2}{n} + 2\mathbb{E}\|\nabla f(\bar{x}^{(t)})\|^2 + \frac{2L^2}{n} \sum_{i=1}^{n} \mathbb{E}\|\bar{x}^{(t)} - x_i^{(t)}\|^2 \\
= \frac{\sigma^2}{n} + 2h_t + 2L^2 V_t, \quad (A12)
\]
where the second inequality holds by the $L$-smooth assumption. Finally, by substitut-
ing (A11) and (A12) into (A10), we obtain
\[ e_{t+1} \leq e_t - \eta_t \left( \frac{1}{2} h_t - \frac{L^2}{2} V_t \right) + \frac{Ln^2}{2} \left( \frac{\sigma^2}{n} + 2h_t + 2L^2 V_t \right) \]
\[ \leq e_t - \frac{\eta_t}{4} h_t + \frac{L\sigma^2}{2n} \eta_t + L^2 \eta_t V_t, \]
where the last inequality holds because \( \eta_t \leq \frac{1}{4L} \).

We first establish the following technical lemma to prove the consensus descent lemma for the nonconvex functions.

**Lemma 6.** Let Assumptions 2 hold. Then,
\[ \frac{1}{n} \sum_{i=1}^{n} E \| \nabla F_i(x_i^{(t)}, \xi_i^{(t)}) \|^2 \leq 3(L^2 V_t + B^2 h_t + \sigma^2 + G^2). \]

**Proof.** We can write,
\[ \frac{1}{n} \sum_{i=1}^{n} E \| \nabla F_i(x_i^{(t)}, \xi_i^{(t)}) \|^2 \\
= \frac{1}{n} \sum_{i=1}^{n} E \| \nabla F_i(x_i^{(t)}, \xi_i^{(t)}) - \nabla f_i(x_i^{(t)}) + \nabla f_i(x_i^{(t)}) - \nabla f_i(\bar{x}^{(t)}) + \nabla f_i(\bar{x}^{(t)}) \|^2 \\
\leq \frac{3}{n} \sum_{i=1}^{n} E \| \nabla F_i(x_i^{(t)}, \xi_i^{(t)}) - \nabla f_i(x_i^{(t)}) \|^2 + \frac{3}{n} \sum_{i=1}^{n} E \| \nabla f_i(x_i^{(t)}) - \nabla f_i(\bar{x}^{(t)}) \|^2 + \frac{3}{n} \sum_{i=1}^{n} E \| \nabla f_i(\bar{x}^{(t)}) \|^2 \\
\leq 3\sigma^2 + 3L^2 V_t + 3(G^2 + B^2 h_t). \]
where the last inequality is obtained using the \( L \)-smoothness assumption and Assumption 2.

**Proof of Lemma 4.** By following the same steps as in the proof of Lemma 2 we can write
\[ nV_t = E \sum_{i=1}^{n} \| x_i^{(t)} - \bar{x}^{t} \|^2 \\
\leq (t - \tau_{k(t)}) \sum_{i=1}^{n} \sum_{j=\tau_{k(t)}}^{t-1} \eta_{j}^2 E \| \nabla F_i(x_{i}^{(j)}, \xi_{i}^{(j)}) \|^2 \\
\leq n(t - \tau_{k(t)}) \sum_{j=\tau_{k(t)}}^{t-1} 3\eta_{j}^2 \left( L^2 V_j + B^2 h_j + \sigma^2 + G^2 \right) \\
\leq nH_{k(t)+1} \sum_{j=\tau_{k(t)}}^{t-1} 3\eta_{j}^2 \left( L^2 V_j + B^2 h_j + \sigma^2 + G^2 \right) \\
\leq nH_{k(t)+1} \sum_{j=\tau_{k(t)}}^{t-1} 3\eta_{j}^2 \left( L^2 V_j + B^2 h_j + \sigma^2 + G^2 \right), \]
where in the second inequality, we have used Lemma 6. Since by the choice of step size we may assume \( \eta_j \leq \frac{1}{3LH_{k(t)+1}} \), for any time instance in the time interval \([\tau_k(t), \tau_{k(t)+1})\), we have shown that

\[
V_t \leq \frac{1}{3H_{k(t)+1}} \sum_{j=\tau_k(t)}^{t-1} V_j + H_{k(t)+1} \sum_{j=\tau_k(t)}^{t-1} 3\eta_j^2 (B^2 h_j + \sigma^2 + G^2).
\]

Finally, if we recursively unroll \( V_j, j = \tau_k(t), \ldots, t - 1 \) as in the proof of Lemma 2, we obtain

\[
V_t \leq (1 + \frac{1}{3H_{k(t)+1}})^{H_{k(t)+1} \times H_{k(t)+1}} \sum_{j=\tau_k(t)}^{t-1} 3\eta_j^2 (B^2 h_j + \sigma^2 + G^2)
\]

\[
\leq H_{k(t)+1} \sum_{j=\tau_k(t)}^{t-1} 6\eta_j^2 (B^2 h_j + \sigma^2 + G^2).
\]

Lemma 7. Let \( \bar{x} = \frac{1}{n} \sum_{i=1}^{n} x_i \). Then, for any \( x' \in \mathbb{R}^d \), \( \sum_{i=1}^{n} ||x_i - x'||^2 = \sum_{i=1}^{n} ||x_i - \bar{x}||^2 + n||x - x'||^2 \). In particular, \( \sum_{i=1}^{n} ||x_i - \bar{x}||^2 \leq \sum_{i=1}^{n} ||x_i||^2 \).

**Proof.** We have,

\[
\sum_{i=1}^{n} ||x_i - x'||^2 = \sum_{i=1}^{n} ||x_i - \bar{x} + \bar{x} - x'||^2
\]

\[
= \sum_{i=1}^{n} ||x_i - \bar{x}||^2 + n||\bar{x} - x'||^2 - \sum_{i=1}^{n} \langle x_i - \bar{x}, \bar{x} - x' \rangle
\]

\[
= \sum_{i=1}^{n} ||x_i - \bar{x}||^2 + n||\bar{x} - x'||^2.
\]

The second inequality holds by choosing \( x' = 0 \). \( \square \)

Lemma 8. Let \( f \) be a L-smooth convex function. Then, for any \( x, y \in \mathbb{R}^d \), we have

\[
f(x) - f(y) + \frac{L}{2} ||x - y||^2 \geq \langle \nabla f(x), x - y \rangle,
\]

\[
||\nabla f(x) - \nabla f(y)||^2 \leq 2L(f(y) - f(x) - \langle \nabla f(x), y - x \rangle).
\]

**Proof.** The first inequality is an immediate consequence of the L-smoothness property. To show the second inequality, let us define \( z = y - \frac{1}{L}(\nabla f(y) - \nabla f(x)) \). Then,

\[
f(z) \geq f(x) + \langle \nabla f(x), z - x \rangle,
\]

\[
f(z) \leq f(y) + \langle \nabla f(y), z - y \rangle + \frac{L}{2} ||y - z||^2.
\]
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Therefore,
\[
\begin{align*}
f(x) + \left\langle \nabla f(x), y - \frac{1}{L}(\nabla f(y) - \nabla f(x)) - x \right\rangle \\
\leq f(y) - \left\langle \nabla f(y), \frac{1}{L}(\nabla f(y) - \nabla f(x)) \right\rangle \\
+ \frac{1}{2L}\|\nabla f(y) - \nabla f(x)\|^2.
\end{align*}
\]

Rearranging the terms completes the proof. \hfill \Box

A.5. Choice of $\beta$ in Example 2

Here we prove that in Example 2, we can choose $\beta = a\left\lceil \frac{24L}{\mu} \right\rceil \cdot \frac{12L}{\mu} + 1$ in order to satisfy condition 1) in Corollary 1, i.e. $H_i \leq \frac{\mu(\beta + \sum_{j=1}^{i-1} H_j)}{12L}$, $\forall i$. Since $a = O(n^{-\frac{31}{2}} T^{-\frac{1}{2}})$, the overall convergence rate is still $O(\frac{1}{nT})$.

**Proof.** Let $k = \left\lceil \frac{24L}{\mu} \right\rceil$, then $\beta \geq H_k \cdot \frac{12L}{\mu} + 1$. For all $i \leq k$, we have

\[
H_i \leq H_k < \frac{\mu\beta}{12L} < \frac{\mu(\beta + \sum_{j=1}^{i-1} H_j)}{12L}.
\]

For all $k \leq i \leq T$, we would prove by induction that $a \cdot i^s \leq \frac{\mu(\beta + \sum_{j=1}^{i-1} H_j)}{12L}$, thus concluding the proof.

In fact, for the base case $i = k$, we have

\[
a \cdot \left\lceil \frac{24L}{\mu} \right\rceil^s < \frac{\mu\beta}{12L} < \frac{\mu(\beta + \sum_{j=1}^{k-1} H_j)}{12L}.
\]

For inductive step, assume for some $k \leq i \leq T$, we have $a \cdot i^s \leq \frac{\mu(\beta + \sum_{j=1}^{k-1} H_j)}{12L}$, then

\[
a \cdot (i + 1)^s \leq \frac{\mu(\beta + \sum_{j=1}^{i} H_j)}{12L} \\
\iff a \cdot (i + 1)^s - a \cdot i^s \leq \frac{\mu H_i}{12L} \\
\iff a \cdot (i + 1)^s - a \cdot i^s \leq \frac{\mu a \cdot i^s}{24L} \\
\iff \left(\frac{i + 1}{i}\right)^s \leq \frac{\mu}{24L} + 1 \\
\iff i \geq \frac{1}{\left(\frac{\mu}{24L} + 1\right)^{\frac{1}{s}} - 1} \\
\iff i \geq \frac{1}{\frac{\mu}{12L \cdot s} - 1} \\
\iff i \geq \left\lceil \frac{24L}{\mu} \right\rceil = k.
\]
By induction we conclude that for all $k \leq i \leq T$, we also have $H_i \leq a \cdot i^8 \leq \frac{\mu(\beta + \sum_{j=2}^{i-1} H_j)}{12L}$. $\square$