A virtual element method for isotropic hyperelasticity

D. van Huyssteen\textsuperscript{a,*}, B. D. Reddy\textsuperscript{b}

\textsuperscript{a}Department of Mechanical Engineering and Centre for Research in Computational and Applied Mechanics, University of Cape Town, Rondebosch, 7701, South Africa
\textsuperscript{b}Department of Mathematics and Applied Mathematics and Centre for Research in Computational and Applied Mechanics, University of Cape Town, Rondebosch, 7701, South Africa

Abstract

This work considers the application of the virtual element method to plane hyperelasticity problems with a novel approach to the selection of stabilization parameters. The method is applied to a range of numerical examples and well known strain energy functions, including neo-Hookean, Mooney-Rivlin and Ogden material models. For each of the strain energy functions the performance of the method under varying degrees of compressibility, including near-incompressibility, is investigated. Through these examples the convergence behaviour of the virtual element method is demonstrated. Furthermore, the method is found to be robust and locking free for a variety of element geometries, including elements with a high degree of concavity.
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1. Introduction

The virtual element method (VEM) is a recent extension of the well established finite element method for approximating solutions to problems posed as systems of partial differential equations, or in their variational form [1, 2]. Several adaptations of the finite element method have been developed to overcome specific challenges. Mixed methods allow all variables of interest to be approximated explicitly and have been used successfully for problems involving near-incompressibility, and those in which the geometry is characterised by a small length scale, characteristics that, for low-order finite elements, lead to volumetric and shear locking respectively [3, 4]. Another development is the discontinuous Galerkin (DG) method in which interelement continuity is abandoned, allowing for greater flexibility with regard to meshing [5]. Additionally, when designed appropriately, the DG method is stable and uniformly convergent in the case of near-incompressibility for low-order approximations [6–8].

In contrast to the finite element method, in which elements are typically triangular and quadrilateral in 2D or tetrahedral and hexahedral in 3D, the virtual element method permits arbitrary polygonal or polyhedral elements in 2D and 3D respectively. The inherent flexibility of virtual element meshes lends the method to problems involving complex geometries and adaptive meshing.

The virtual element method has been applied to a growing range of problems in solid mechanics, including isotropic [9] and anisotropic [10] linear elasticity as well as their non-linear counterparts [11, 13]. The method has also been applied to problems involving viscoelasticity and shape memory alloys in [14], and to plasticity [14–16], coupled thermo-elasticity [17] and thermo-plasticity [18]. Further applications include scalar damage models [19] as well as brittle [20] and ductile [21] fracture models.

To date the bulk of the literature focuses on low-order virtual elements; however, there is increasing interest in higher order serendipity-like virtual element methods [22–25].
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The virtual element method may be characterised by the splitting of the field describing the variable of interest \( \phi \) into a consistent part, computed via a projection operator \( \Pi(\phi) \), and an error-like part defined by the difference between the field and its projection \( \phi - \Pi(\phi) \). Use of only the consistent term would result in a rank deficient stiffness matrix, thus necessitating the introduction of a stabilization term. In the linear case the stabilization term can be easily computed from a sum \([26–28]\) or product \([9, 10]\) of nodal values multiplied by a scalar stabilization parameter representative of the material’s constitution. Additionally, it was shown computationally in \([10]\) for the case of transversely isotropic materials that, the stabilization parameter can be chosen in such a way that a low-order virtual element method is locking free in the case of near-incompressibility.

In the non-linear case it is also possible to base the stabilization term on a sum of nodal values. This method was successfully implemented in \([11]\), with the stabilization parameter computed from the fourth-order elasticity tensor, for problems with small load steps. The small load steps are necessary as the stabilization parameter is computed from the deformation of the previous load step. This method is, however, inefficient as a result of the constraint on load step size.

A popular approach to computing the stabilization term involves defining a stabilization strain energy function \( \Psi \) \([12]\) and approximating the difference \( \Psi(\phi) - \Psi(\Pi(\phi)) \) by \( \hat{\Psi}(\phi) - \hat{\Psi}(\Pi(\phi)) \), in which the integration of \( \hat{\Psi}(\phi) \) is performed using a quadrature rule over sub-elements. It is clear then that if the material strain energy function \( \Psi(\Pi(\phi)) \) is the same as the stabilization strain energy function the method would reduce to an inscribed mesh of the sub-elements. To this end, modified Lamé parameters are typically used for the stabilization strain energy function with these parameters typically computed in one of two ways. The first method involves the assumption of a compressible Poisson’s ratio, which prevents locking, and computation of a scalar value that is a function of the geometry of the virtual element. Specifically, the convex hull of the element is required. This value of Poisson’s ratio and the geometry factor are then used to compute the modified Lamé parameters; see for example \([13, 15, 16]\). For the second method the modified Lamé parameters are computed by multiplying the standard parameters by a chosen scalar value \( \gamma \) in the range \((0, 1]\), for which \( \gamma = 1 \) results in the degenerate case of inscribed sub-elements \([20, 25]\).

To the best of the authors’ knowledge only neo-Hookean models have been used to describe the material behaviour and the stabilization strain energy in works dealing with non-linear elasticity.

In this work we present an alternative approach to stabilization that utilizes a different geometry factor and the introduction of an incompressibility factor to scale the Lamé parameter \( \mu \). Additionally, the method uses a truncated Taylor expansion of the volumetric Lamé parameter \( \lambda \), and does not require the assumption of a compressible Poisson’s ratio. We investigate the effect of compressibility, determined by Poisson’s ratio, on the proposed stabilization, the effect of element geometry, including highly concave elements; as well as non star-shaped elements.

We also extend earlier investigations by considering a range of well known strain energy functions. The structure of the rest of this work is as follows. Section 2 sets out the kinematics and constitutive relations governing hyperelasticity and the associated variational form. The details of the virtual element method and the proposed stabilization methodology are presented in Section 3 and the set of numerical results are presented in Section 4. The work concludes with a summary of results.

### 2. Governing equations of hyperelasticity

Consider an elastic body occupying a plane, polygonal bounded domain \( \Omega \subset \mathbb{R}^2 \) with boundary \( \partial \Omega \) in its undeformed configuration. The boundary comprises a non-trivial Dirichlet part \( \Gamma_D \) and a Neumann part \( \Gamma_N \) such that \( \Gamma_D \cap \Gamma_N = \emptyset \) and \( \Gamma_D \cup \Gamma_N = \partial \Omega \). The body undergoes a motion \( \varphi \), see Figure 1, such that the current position of a point \( x \), initially at \( X \), is given by

\[
\begin{align*}
x &= \varphi(X, t) \\
&= X + u(X, t) ,
\end{align*}
\]
where $\mathbf{u}$ is the displacement. We denote by $\mathbf{F}$ the deformation gradient defined by

$$\mathbf{F} = \text{Grad} \varphi = 1 + \text{Grad} \mathbf{u},$$

(2)

where $\text{Grad} (\mathbf{\cdot})_{ij} = \nabla (\mathbf{\cdot}) = \frac{\partial}{\partial \mathbf{X}_j} (\mathbf{\cdot})_i$. For equilibrium we require

$$- \text{Div} \mathbf{P} = \mathbf{f},$$

(3)

where $\mathbf{f}$ denotes the body force, $\mathbf{P}$ the first Piola-Kirchhoff stress and $\text{Div} (\mathbf{\cdot}) = \nabla \cdot (\mathbf{\cdot}) = \frac{\partial}{\partial \mathbf{X}_i} (\mathbf{\cdot})_i \cdot e_i$. The Dirichlet and Neumann boundary conditions are given by

$$\mathbf{u} = \bar{\mathbf{u}} \quad \text{on } \Gamma_D,$$

$$\mathbf{P} \mathbf{N} = \mathbf{t} \quad \text{on } \Gamma_N,$$

(4, 5)

where $\bar{\mathbf{u}}$ denotes a prescribed displacement, $\mathbf{t}$ a surface traction, and $\mathbf{N}$ the outward unit normal vector. We denote by $\Psi(\varphi)$ a strain energy function from which the first Piola-Kirchhoff stress can be found from

$$\mathbf{P} = \frac{\partial \Psi}{\partial \mathbf{F}}.$$

(6)

The strain energy functions considered in this work are functions of the invariants of the right Cauchy-Green tensor defined by

$$\mathbf{C} = \mathbf{F}^T \mathbf{F},$$

(7)

and the principal stretches $\lambda_i$, which are the eigenvalues of the stretch tensor $\mathbf{U} = \mathbf{C}^{1/2}$. The invariants of $\mathbf{C}$ are given by

$$I_C = \text{tr} \mathbf{C} \quad \text{or} \quad I_C = \lambda_1^2 + \lambda_2^2 + \lambda_3^2,$$

$$II_C = \frac{1}{2} \left[ (\text{tr} \mathbf{C})^2 - \text{tr} \mathbf{C}^2 \right] \quad \text{or} \quad II_C = \lambda_1^3 \lambda_2^2 + \lambda_2^3 \lambda_3^2 + \lambda_3^3 \lambda_1^2$$

and

$$III_C = \text{det} \mathbf{C} \quad \text{or} \quad III_C = \lambda_1^2 \lambda_2^2 \lambda_3^2.$$

(8, 9, 10)
We note that the case $\lambda_3 = 1$ corresponds to the condition of plane strain. Additionally, the invariants of the isochoric part of the right Cauchy-Green tensor $C = (\det C)^{-1/3}$ are required, and are given by

$$T_C = \text{tr } C \text{ or } T_C = \bar{\lambda}_1^2 + \bar{\lambda}_2^2 + \bar{\lambda}_3^2,$$

$$\Pi_C = \frac{1}{2} \left[ (\text{tr } C)^2 - \text{tr } C^2 \right] \text{ or } \Pi_C = \bar{\lambda}_1^2 \bar{\lambda}_2^2 + \bar{\lambda}_2^2 \bar{\lambda}_3^2 + \bar{\lambda}_3^2 \bar{\lambda}_1^2 \text{ and}$$

$$\Pi_C = \det C \text{ or } \Pi_C = \bar{\lambda}_1^2 \bar{\lambda}_2^2 \bar{\lambda}_3^2,$$

where $\bar{\lambda}_i$ denotes the isochoric part of the $i^{th}$ principal stretch. Finally, we denote by $J$ the Jacobian of the deformation gradient, so that

$$J = \det F.$$

The variational boundary value problem is then one of solving for the displacement by minimizing the total potential energy

$$U(u, \nabla u) = \int_\Omega [\Psi(\nabla u) - f \cdot u] \ d\Omega - \int_{\Gamma_N} t \cdot u \ d\Gamma.$$

3. The virtual element method

The domain $\Omega$ is partitioned into a mesh of elements comprising non-overlapping arbitrary polygons $E$ with $\bar{\Omega} = \Omega$. A sample polygonal element is shown in Figure 2. We denote by $e_i$ the edge connecting vertices $V_i$ and $V_{i+1}$ with $i = 1, \ldots, n_v$, where $n_v$ is the total number of vertices of element $E$.

![Figure 2: Example polygonal element](image)

We construct a conforming approximation in a space $V^h \subset V$. The space $V^h$ comprises functions that are continuous on $\Omega$, piecewise linear on $\partial \Omega$, and with $\Delta v$ vanishing on $E$:

$$V^h = \{ v^h \in V \mid v^h \in [C(\Omega)]^2, \Delta v = 0 \text{ on } E, v^h|_e \in P_1(e) \},$$

where $\Delta v$ denotes the Laplacian operator, with $\Delta v = \nabla \cdot \nabla v$. Here and henceforth $P_k(X)$ denotes the space of polynomials of degree $\leq k$ on the set $X \subset \mathbb{R}^d$ ($d = 1, 2$). We assign degrees of freedom to the nodes, which are located at the element vertices, and write, for each element,

$$v^h|_E = \xi d$$

in which $\xi$ denotes a matrix of virtual basis functions, and $d$ is the $2n_v \times 1$ vector of degrees of freedom. All computations are carried out on the edges $e$ of elements, and it is convenient to write

$$v^h|_{\partial E} = N d,$$

where $N$ denotes the matrix of standard Lagrangian linear basis functions. Thus the basis functions $\xi$ are not explicitly known, and not required to be known; their traces on the boundary are however required and
are simple Lagrangian functions.
We will require the projection \( \Pi : V_h|_E \to P_0(E) \), defined on \( E \) by
\[
|E|\Pi v_h = \int_E \Pi v_h \, dx = \int_E \text{Grad} v_h \, dx.
\]
Thus \( \Pi \) is the \( L^2 \)-orthogonal projection onto constants of the gradient of \( v_h \) on an element \( E \). From (18), and given that \( \Pi v_h \) is constant we have, in component form,
\[
(\Pi v_h)_{ij} = \frac{1}{|E|} \int_E (v_h)_{i,j} \, dx
= \frac{1}{|E|} \int_{\partial E} (v_h)_i N_j \, ds
= \frac{1}{|E|} \sum_{e \in \partial E} \int_e N_A d_A^{E} N_j \, ds.
\]
Here \( d_A^{E} \) denotes the degrees of freedom associated with element \( E \), summation is implied over all repeated indices, and we have used integration by parts and the representation (18). The integrals in (20) are readily evaluated as the edge basis functions are known. Thus the projection \( \Pi v_h \) is available as a function of the degrees of freedom.

To construct the virtual element formulation we start by writing
\[
U(u) = \sum_{E=1}^{n_{el}} U^E(u),
\]
where \( n_{el} \) is the total number of elements and \( U^E(u) \) denotes the contribution of element \( E \) to the potential energy \( U(u) \) and is defined by
\[
U^E(u) = U^E_\Psi(\nabla u) - U^E_f(u) - U^E_t(u),
\]
where \( U^E_\Psi(\nabla u) \) denotes the internal work and \( U^E_f(u) \) and \( U^E_t(u) \) denote external work contributions from body \( f \) and \( t \) traction forces respectively. The body force contribution is defined by
\[
U^E_f(u) = \int_E \mathbf{f} \cdot \mathbf{u}_h \, d\Omega,
\]
where, as the displacement \( \mathbf{u}_h \) on the interior of an element is implicit, the body force term must be approximated in some way. A simple option is to approximate \( f \) as constant at the element level. The traction contribution is defined by
\[
U^E_t(u) = \int_{\Gamma_N} \mathbf{t} \cdot \mathbf{u}_h \, d\Gamma,
\]
and is computed in the standard way. To compute the internal work contribution we begin by expressing the strain energy in terms of the projection as
\[
\Psi(\nabla u) = \Psi(\Pi u) + \hat{\Psi}(\nabla u) - \hat{\Psi}(\Pi u),
\]
which we approximate by
\[
\Psi(\nabla u) \approx \Psi(\Pi u) + \hat{\Psi}(\nabla u) - \hat{\Psi}(\Pi u),
\]
where \( \hat{\Psi} \) denotes a modified stabilization strain energy potential defined in the next section. The internal work is then split into a consistency term and a stabilization term
\[
U^E_\Psi(\nabla u) = U^E_c + U^E_{stab}.
\]
with

\[ U_E^c = \int_E \Psi(\Pi u_h) \, d\Omega, \]  

which can be computed exactly, and

\[ U_E^{stab} = \int_E \hat{\Psi}(u_h - \Pi u_h) \, d\Omega, \]  

which must be approximated. As \( u_h \) is only explicitly known on the boundary of an element we choose to perform the integral (29) over a set of triangular subdomains [12]. Figure 3 shows a possible decomposition of an element into \( n_{\text{sub}} \) triangular subdomains.

![Sample decomposed element](image)

Figure 3: Sample decomposed element

The computation of (29) then becomes

\[ U_{\text{stab}}^E \approx \sum_{i=1}^{n_{\text{sub}}} \int_{E_i^{\text{sub}}} \left[ \hat{\Psi}(\nabla u_h|_{E_i^{\text{sub}}}) - \hat{\Psi}(\Pi u_h|_E) \right] \, d\Omega, \]  

in which the gradient of \( u_h|_{E_i^{\text{sub}}} \) is assumed to be constant and can be calculated trivially, see [29]. All derivations of the potential energy required for the computation of the residual vector \( R_E \) and tangent matrix \( K_E \) for element \( E \) are performed using the symbolic tool ACEGEN, see [30]. For the consistency term we use the relations

\[ R^c_E = \frac{\partial U_c(\Pi u_h|_E)}{\partial d_E} \quad \text{and} \quad K^c_E = \frac{\partial R^c_E(d_E)}{\partial d_E}, \]  

and for the stabilization term

\[ R^{stab}_E = \frac{\partial U^{stab}(d_E)}{\partial d_E} \quad \text{and} \quad K^{stab}_E = \frac{\partial R^{stab}_E(d_E)}{\partial d_E}, \]  

with the total residual vector and tangent matrix given by

\[ R_E = R^c_E + R^{stab}_E \quad \text{and} \quad K_E = K^c_E + K^{stab}_E. \]  

### 3.1. Stabilization

We propose a stabilization strain energy function based on a neo-Hookean form, that is,

\[ \hat{\Psi} = \hat{\mu} \left( I_C - 3 - 2 \ln(J) \right) + \frac{\hat{\lambda}}{2} (J - 1)^2, \]  

(34)
where \( \hat{\mu} \) and \( \hat{\lambda} \) denote modified Lamé parameters. The \( \hat{\lambda} \) term is modified such that it closely matches the behaviour of \( \lambda \) while remaining bounded on \( \nu \in (-1, 0.5) \). To this end we employ a fifth-order Taylor expansion of \( \lambda \). It is the boundedness of \( T_5(\lambda) \) that is exploited to prevent volumetric locking of the VEM in the nearly-incompressible limit \( \nu \to 0.5 \).

In this work we choose to express material parameters in terms of the familiar engineering constants Young’s modulus \( E_y \) and Poisson’s ratio \( \nu \) with
\[
\lambda = \frac{E_y \nu}{(1 + \nu)(1 - 2\nu)} \quad \text{and} \quad \mu = \frac{E_y}{2(1 + \nu)}.
\] (35)

The \( n \)-th order Taylor expansion of \( \lambda \) about \( \nu_0 \) is given by
\[
T_n(\lambda) = \lambda(\nu_0) + \sum_{i=1}^n \frac{\partial^i \lambda}{\partial \nu^i} \Bigg|_{\nu_0} \frac{(\nu - \nu_0)^i}{i!}.
\] (36)

For simplicity we choose to expand about \( \nu_0 = 0 \), which corresponds to a Maclaurian series.

The choice of \( \nu_0 = 0 \) is well suited to problems with \( \nu \in (-0.5, 0.5) \) and prevents locking of the VEM in the incompressible limit. As \( T_5(\lambda) \) is approximately an odd function about \( \nu_0 \) the opposing limit \( \nu \to -1 \) is treated more severely, with \( |T_5(\lambda)|_{\nu=-1}/|T_5(\lambda)|_{\nu=0.5} \approx 5 \), this can cause ‘over stabilization’ which manifests as comparatively poor convergence behaviour for coarse meshes. We therefore expect less accurate approximations for \( \nu \leq 0 \). This, however, is considered acceptable as the vast majority of engineering applications consider values of \( \nu \geq 0 \). For the most general case one could rather choose \( \nu_0 = -0.25 \). Alternatively, a lower-order Taylor expansion could be used.

Figure 4 shows a plot of the Lamé parameter \( \lambda \) and \( T_5(\lambda) \) vs Poisson’s ratio on a logarithmically scaled \( y \)-axis. We note the boundedness of the Taylor expansion and conversely the divergence of the Lamé parameter for limiting values of Poisson’s ratio.

![Figure 4: Lamé parameter \( \lambda \) and \( T_5(\lambda) \) vs Poisson’s ratio](image)

The \( \hat{\mu} \) term is scaled by a geometric factor \( \beta \), where \( \beta = \sqrt{AR} \) with \( AR \) the aspect ratio of the element, and an (optional) incompressibility factor \( \alpha \). To compute the aspect ratio we make use of a minimal area ellipse enclosing the element. An example of such an ellipse is shown in light grey in Figure 5. The centroid of the ellipse is denoted by \( X_c^e \) and \( R_i \) and \( R_o \) denote the inner and outer radii of the ellipse which are defined by the minor and major radii respectively. The aspect ratio is then computed by \( AR = R_o/R_i \).

The incompressibility factor \( \alpha \) is intended to increase the stabilization energy for nearly-incompressible materials and is based on \( T_5(\lambda) \). However, it is normalised by the Young’s modulus such that \( \alpha = T_5(\lambda)/E_y \).

The modified \( \hat{\mu} \) parameter is computed from
\[
\hat{\mu} = \beta(1 + \alpha \beta)\mu.
\] (37)

The merit of the \( \alpha \)-term is most evident in cases involving complex element geometries and severe deformations and can be set to 0 for simpler problems. This statement is expanded on in Section 4.
We note that it is possible to compute effective values of the Young’s modulus and Poisson’s ratio from the linearization of any isotropic material model, making the proposed stabilization strain energy widely applicable.

4. Numerical Results

In this section we present three sample problems, each of which is solved using a different material model, to demonstrate the behaviour of the VEM and the proposed stabilization strain energy function. For each problem we consider the convergence of the displacement at a chosen point, as well as an $H^1$-like error defined by

$$
||\tilde{u} - u_h||_1 = \left[ \int_{\Omega} \left[ ||\tilde{u} - u_h||^2 + ||\nabla \tilde{u} - \nabla u_h||^2 \right] \, d\Omega \right]^{0.5}
$$

$$
\approx \left[ \sum_{i=1}^{n_{el}} \frac{|E_i|}{n_{e}^c} \sum_{j=1}^{n_v} \left( (\tilde{u}(X_j) - u^i_h(X_j)) \cdot (\tilde{u}(X_j) - u^i_h(X_j)) \right) \right]^{0.5} + \left( \nabla \tilde{u}(X_j) - \Pi u^i_h(X_j) \right) : \left( \nabla \tilde{u}(X_j) - \Pi u^i_h(X_j) \right) \right]^{0.5}.
$$

In (38) $\tilde{u}$ denotes a reference solution generated from a mesh of $2^8 \times 2^8$ biquadratic Q2 finite elements, and $u^i_h(X_j)$ denotes the displacement field of element $E_i$ evaluated at vertex $X_j$. Further, $\nabla \tilde{u}$ denotes the gradient of the reference solution and $\Pi u^i_h$ the gradient of $u^i_h$ computed via the projection operator.

We consider a variety of mesh types with varying degrees of irregularity and concavity; these are depicted in Figure 6. Figure 6(a) shows a distorted 8-noded quadrilateral mesh, denoted by DQ2S. Figure 6(b) shows a mesh comprising convex sun and concave star elements, denoted by S&S. Figure 6(c) shows an adapted S&S mesh in which the sun elements are made from two interlocking elements; this is denoted by IS&S. Finally, Figure 6(d) depicts a classical Voronoi mesh, denoted by VRN. In addition to the meshes shown we consider a structured quadrilateral mesh, denoted by SQ1, and we include the standard Q2 finite element as a reference formulation. For SQ1, DQ2S, VRN and Q2 meshes the number of elements in a mesh is given by $n_{el} = 2^{2N}$, where $N$ denotes mesh refinement level, while for S&S and IS&S meshes the number of sun elements is given by $n_{el} = 2^{2N}$. The meshes depicted in Figure 6 correspond to $N = 3$. In the examples that follow $\alpha = T_5(\lambda)/E_y$ unless otherwise stated.
Figure 6: Examples of the various mesh types considered; (a) distorted 8-noded quadrilateral, (b) sun and star, (c) interlocking sun and star, and (d) Voronoi meshes for $N = 3$.

**Simple shear.** This problem consists of a unit square domain, fully constrained along the bottom, subjected to a uniformly distributed horizontal load $q_s = 5 \frac{N}{m}$ along the top, as shown in Figure 7(a). For this problem we consider a neo-Hookean material model with the strain energy function

$$\Psi_{NH} = \frac{\mu}{2} (I_C - 3 - 2 \ln(J)) + \frac{\lambda}{2} (\ln(J))^2.$$  \hspace{1cm} (39)

We choose a value of Young’s modulus of $E_y = 200$ Pa. Figure 7(b) shows the deformed configuration of the simple shear problem with a distorted quadrilateral DQ2S mesh for $N = 4$ and a value of Poisson’s ratio of $\nu = 0.3$.

Figure 7: Simple shear test (a) problem geometry and (b) sample deformed configuration for a neo-Hookean material model with $N = 4$ and $\nu = 0.3$ for a DQ2S mesh.

Figure 8(a) shows a graph of the horizontal displacement of the upper right hand corner of the body vs mesh refinement level with a Poisson’s ratio of $\nu = 0.3$. We note smooth monotonic convergence of all formulations and mesh types. Figure 8(b) shows a plot of $H_1$ error vs mean element diameter $\bar{h}$ on a loglog scale for the simple shear problem, with DQ2S meshes, for a variety of choices of Poisson’s ratio. We note, for most choices of Poisson’s ratio, a near-optimal convergence rate with a gradient of approximately 1. However, for $\nu = -0.95$ the coarse mesh convergence behaviour is non-optimal; this is likely due to the ‘over-stabilization’ discussed in Section 3.1.

Figure 8: (a) Graph of horizontal displacement vs mesh refinement level with Poisson’s ratio $\nu = 0.3$ and (b) plot of $H_1$ error vs mean element diameter $\bar{h}$ on a loglog scale for the simple shear problem with DQ2S meshes.
Figure 8: Simple shear test (a) tip deflection vs mesh refinement for $\nu = 0.3$ and (b) loglog $H_1$ error vs mean element diameter $\bar{h}$ with DQ2S meshes, for a neo-Hookean material model.

*Cook’s Membrane.* This problem consists of a uniformly tapered panel, fully constrained on its left edge, subject to a uniformly distributed load $q_c$ with a total magnitude $Q_c = 10 \text{ N}$ on its right edge, as depicted in Figure 9(a). For this problem we consider a Mooney-Rivlin material model with the strain energy function

$$\Psi_{MR} = C_{10}(I_C - 3) + C_{01}(I_{I_C} - 3) + \frac{\kappa}{2} \ln(J)^2.$$  \hspace{1cm} (40)

Comparison with Hooke’s law yields the relations

$$\kappa = \frac{E_y}{3(1-2\nu)} \quad \text{and} \quad \mu = 2(C_{10} + C_{01}),$$ \hspace{1cm} (41)

where, for simplicity, we set $C_{10} = rC_{01}$ and choose $r = 4$. We choose a value of Young’s modulus of $E_y = 200 \text{ Pa}$. Figure 9(b) shows the deformed configuration of Cook’s membrane problem with an interlocking sun and star IS&S mesh for $N = 3$ with a Poisson’s ratio of $\nu = 0.49995$. 
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Figure 9: Cook’s membrane problem (a) geometry and (b) sample deformed configuration for a Mooney-Rivlin material model with $N = 3$ and $\nu = 0.49995$ for an IS&S mesh.

Figure 10(a) shows the vertical displacement of the upper right hand corner of the body vs mesh refinement level with a Poisson’s ratio of $\nu = 0.49995$. We again note smooth monotonic convergence of all formulations and mesh types. Furthermore, we note that the VEM formulation is locking free in the near-incompressible limit. The SQ1 and VRN meshes show poorer accuracy than the other mesh types as they have significantly fewer degrees of freedom per element. Figure 10(b) is similar to Figure 10(a), however, we set $\alpha = 0$ which ‘turns off’ the incompressibility factor. This softens the stabilization parameters and we note improved accuracy from all VEM formulations. The SQ1 and VRN meshes, however, still exhibit lower accuracy than the other mesh types.

Figure 10: Cook’s membrane problem tip deflection vs mesh refinement for $\nu = 0.49995$ (a) with, and (b) without the incompressibility factor for a Mooney-Rivlin material model.
Figure 11(a) shows a plot of $H_1$ error vs mean element diameter $\bar{h}$ on a loglog scale for Cook’s membrane problem with IS&S meshes for a variety of choices of Poisson’s ratio. Again, Figure 11(b) is similar to Figure 11(a), however, we set $\alpha = 0$. For the case $\alpha = T_5(\lambda)/E_y$, Figure 11(a), we again note suboptimal coarse mesh convergence behaviour for $\nu = -0.95$. For the case $\alpha = 0$ this behaviour is significantly improved. However, the fine mesh convergence behaviour for $\nu = 0.3$ and $\nu = 0.49995$ is less uniform than that in Figure 11(a). Interestingly, we observe a greater than expected order of accuracy with a convergence rate of approximately 1.5.

![Figure 11: Cook’s membrane problem loglog $H_1$ error vs mean element diameter with IS&S meshes, for a Mooney-Rivlin material model.](image)

**Punch problem.** This problem consists of a rectangular body, vertically constrained along the bottom and horizontally constrained along the left and top faces, subjected to a uniformly distributed load $q_p = 200 \text{ N/m}$ along half of the top edge, as depicted in Figure 12(a). For this problem we consider an Ogden material model \[31\] with the strain energy function

$$
\Psi_{\text{Ogden}} = \sum_{i=1}^{n} \frac{\mu_i}{\alpha_i} \left( \bar{\lambda}_1^{\alpha_i} + \bar{\lambda}_2^{\alpha_i} + \bar{\lambda}_3^{\alpha_i} - 3 \right) + \frac{\kappa}{2} (J - 1)^2, \tag{42}
$$

expressed in terms of the isochoric components of the principal stretches, see \[11\]-\[13\], subject to the relation

$$
\mu = \sum_{i=1}^{n} \frac{\alpha_i \mu_i}{2}. \tag{43}
$$

We consider a three term Ogden model and choose

$$
\alpha_1 = 1.3 \quad \text{and} \quad \alpha_2 = 5 \quad \text{and} \quad \alpha_3 = -2, \tag{44}
$$

and, for simplicity, define the ratios

$$
\mu_1 = 0.77\mu \quad \text{and} \quad \mu_2 = 0.1\mu \quad \text{and} \quad \mu_3 = -0.25\mu. \tag{45}
$$

We choose a value of Young’s modulus of $E_y = 200 \text{ Pa}$. Figure 12(b) shows the deformed configuration of the punch problem with an S&S mesh for $N = 4$ and a Poisson’s ratio of $\nu = 0.3$. 

![Figure 12: Deformed configuration of the punch problem with an S&S mesh for $N = 4$ and a Poisson’s ratio of $\nu = 0.3$.](image)
Figure 12: Punch problem (a) geometry and (b) sample deformed configuration for an Ogden material model with $N = 4$ and $\nu = 0.3$ for an S&S mesh.

Figure 13(a) shows the vertical displacement of the upper left hand corner of the body vs mesh refinement level with a Poisson’s ratio of $\nu = 0.3$. For S&S and VRN meshes the displacement is initially erratic, due to the nature of the boundary conditions and the coarse meshes, but for $N \geq 3$ the convergence of all formulations is smooth and monotonic, with good accuracy observed for meshes with $N \geq 5$. Figure 13(b) shows a plot of $\mathcal{H}_1$ error vs mean element diameter $\bar{h}$ on a loglog scale for the punch problem with S&S meshes for a variety of choices of Poisson’s ratio. We note for all choices of Poisson’s ratio a near-optimal convergence rate with a gradient of approximately 1, with no suboptimal behaviour for coarse meshes with $\nu = -0.95$.

For all results thus far the loads have been chosen somewhat conservatively to ensure convergent solutions for all choices of Poisson’s ratio. To demonstrate the ability of the VEM to undergo severe deformation we present in Figure 14 the deformed configuration of the punch problem with $q_p = 1000 \text{ N m}$ and $\nu = 0.3$. In Figure 14(a) we consider a neo-Hookean material model with an IS&S mesh and $N = 3$, while in 14(b) we consider a Mooney-Rivlin material model and a VRN mesh with $N = 4$. The nature of the deformation is as expected, with the concave and interlocking elements showing robust behaviour under large deformations.

In the results presented thus far the merit of the incompressibility term $\alpha$ has not been explicit. In Figure 15 we present the deformed configuration of the punch problem for the Ogden material model with $q_p = 1000 \text{ N m}$.
Figure 14: Deformed configuration of the punch problem with \( q_p = 1000 \ \frac{N}{m} \) and \( \nu = 0.3 \) for (a) a neo-Hookean material model with an IS&S mesh and \( N = 3 \), and (b) a Mooney-Rivlin material model with a VRN mesh and \( N = 4 \).

and \( \nu = 0.49995 \) for two cases. In Figure 15(a) we set \( \alpha = 0 \), ‘switching off’ the incompressibility factor, and in Figure 15(b) the \( \alpha \)-term is as described in Section 3.1. In Figure 15(a) we note spurious, hourglass-like, deformation in the region of the applied load. The inclusion of the incompressibility factor, in Figure 15(b), provides additional stabilization energy eliminating the spurious deformation and produces a more feasible deformation. Additionally, we again note that the VEM is locking free in the case of near-incompressibility.

Figure 15: Deformed configuration of the punch problem for an Ogden material with \( q_p = 1000 \ \frac{N}{m} \) and \( \nu = 0.49995 \) for a DQ2S mesh with \( N = 4 \) for (a) \( \alpha = 0 \) and (b) \( \alpha = T_3(\lambda)/E_0 \).

5. Concluding Remarks

In this work we have formulated and implemented a virtual element method suitable for general use for plane isotropic hyperelasticity problems with a novel approach to the scaling of the Lamé parameters in the stabilization term. A variety of strain energy functions were investigated; for each of these, varying degrees of compressibility, including near-incompressibility, were considered under a range of different boundary conditions and loading types to test shear, bending and compression dominated deformations.

The virtual element method is found to be locking free in the case of near-incompressibility without any modification to the formulation. The locking-free behaviour is increasingly reported in the literature and is consistent with that observed in \cite{10,12,25}, to name a few. The convergence behaviour of the virtual element method in an \( H_1 \)-like norm is largely as expected, exhibiting near-optimal convergence rates. However, it was observed in the case of Cook’s membrane problem that the virtual element method demonstrated unexpectedly high accuracy with a convergence rate higher than that observed for other numerical tests. Furthermore, with the inclusion of an incompressibility term in the stabilization, the virtual element method is found to be robust under severe deformations even with complex element geometries including concave as well as interlocking elements.

Future work involves the extension of the presented stabilization methodology to anisotropic materials. It would be of interest to investigate the effects of lower order Taylor expansions of the \( \lambda \) term, as well as
different choices of $\nu_0$ in the stabilization term. Of equal interest would be the extension of the work presented here to include higher order elements as well as problems in three dimensions. Additionally, formulation of a stabilization methodology not requiring small load steps or decomposition of a virtual element into triangles would represent a significant advancement to the virtual element method for non-linear problems.
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