Introduction.—Recently, there has been significant progress in experimental realizations of quantum computers [1–3] and quantum simulators [4]. This progress further motivates the need for characterization and validation of quantum devices, which is crucial for their precise control and operation. Resources required for complete characterization of a quantum state or a quantum process, known as quantum tomography, scales exponentially with the system size [5]. Specifically, learning the Hamiltonian of a quantum system is one of the extensively studied directions in the field of quantum characterization [5, 6]. There are different approaches to address this problem more efficiently: linear inversion based tomographic methods and compressed sensing [7–10], maximum likelihood optimization or Bayesian methods [11–16], system identification algorithms [17–20], and techniques that exploit physical knowledge about the system to design model specific measurements to learn the Hamiltonian parameters [21–25]. In addition to the above techniques, machine learning methods have been used to characterize quantum states and quantum processes [26–28].

Moreover, in noisy intermediate-scale quantum devices, control is limited, and it is not possible to prepare and measure many different configurations as required in many Hamiltonian estimation techniques. Current approaches make use of time-traces of observables with a few easy-to-prepare initial states to estimate parameters of a model Hamiltonian by optimizing a cost function that quantifies how well a model’s predictions agree with the observed measurement outcomes [15]. Unfortunately, this fitting procedure requires a classical simulation of the quantum dynamics that is inherently difficult. Therefore, it is interesting to investigate whether machine learning tools can help with accelerating this process. Here, we use a machine learning technique known as meta-learning (also named as learning to learn) [29], to design an algorithm that learns how to more efficiently optimize the cost function. This is achieved through training the meta-optimizer by solving samples of the optimization problem of interest.

Remarkably, we find that the meta-optimizer algorithm (Fig. 1) performs better than the other optimizers we considered (Fig. 2). Specifically, it achieves the lowest mean loss (0.006), a 6-fold decrease compared to the next best optimizer (0.040), over 300 test instances. Equivalently, the meta-optimizer achieves the same loss as the next best optimizer with fewer number of iterations (16 versus 100). Moreover, the spread of the test loss values characterized by the standard deviation is an order of magnitude smaller for the meta-optimizer (0.099) compared to L-BFGS (1.080). As the data is highly skewed, we consider more detailed statistics later in this Letter. An important feature of our meta-optimizer is its flexibility in the number of input variables. We show that the algorithm successfully generalizes to both larger systems within the same class of models but with more parameters (Fig. 3), and to different classes of models (Fig. 4). We also demonstrate that the meta-optimizer is robust against noise in all cases (Fig. 5).

System.—We consider the task of inferring the Hamiltonian of the system from time traces of some observables in the experiment. Specifically, we model the system’s Hamiltonian with $H(\theta) = \sum_i \theta_i P_i$, where $\theta$ is a vector that contains the parameters of the model $\theta_i$’s, and $P_i$’s are operators in the system’s Hilbert space. Note that in general, any Hamiltonian for a system of qubits can be written in this form if $P_i$’s form a complete basis of operators in that Hilbert space, e.g., the Pauli basis. However, this set can be much more restricted due to
geometric considerations and physical constraints on the nature of the couplings. The system is first prepared in different initial states \( \{ \rho_i \} \). Then, the system evolves and the expectation value of a set of observables \( \{ O_i \} \) is measured at different times for each initial state, that is \( y_{i,j}(t) = \text{tr}(\rho_j(t)O_i) \). We then minimize the least-square loss

\[
 f(\theta) = \sum_{i,j,t} (y_{i,j}(t) - \tilde{y}_{i,j}(t; \theta))^2,
\]

where \( \tilde{y}_{i,j}(t; \theta) = \text{tr}\{ \exp[-iH(\theta)t]\rho_j(0) \exp[iH(\theta)t]O_i \} \) is our model’s prediction for \( y_{i,j}(t) \). The resulting optimum, \( \theta = \text{argmin}_\theta f(\theta) \), is our estimate for the parameters of the model \[30\].

Obviously, solving such an optimization problem is complicated, and we may not be able to find global minima under general circumstances. However, we focus on the case of tuning parameters, and assume that we have a close guess of the value of the parameters. For example, in an ion-trap experiment \[31\] based on independently-measured sideband frequencies, one has a good estimate of the coupling strengths in the effective Ising Hamiltonian that governs the system. We should also note that a similar gradient-based optimization approach to Hamiltonian estimation has been previously considered in Ref. \[15\] by measuring the system’s response to a control Hamiltonian. In contrast, we consider the response of the system to multiple initial states, which might be simpler in an experiment.

**Meta-learning.**—In the machine learning context, learned representations and features often result in a better performance than what can be obtained with hand-designed representations and features \[32\]. Still, optimization algorithms themselves are mostly designed by hand. However, an optimization algorithm’s design can be formulated as a learning problem, so-called meta-learned optimization. It has been shown that meta-learned optimization outperforms generic hand-designed competitors in many tasks \[29\]. The application of this concept to the quantum domain has been recently considered in the context of the variational quantum algorithms \[33, 34\].

To understand the concept of meta-learning, it is worth comparing it to the conventional optimization algorithms. For example, consider gradient descent based optimizers for a differentiable cost function \( f \). The parameters \( \theta \) are updated in each optimization step \( k \) via

\[
 \theta^{(k+1)} = \theta^{(k)} - \alpha_k \nabla f(\theta^{(k)}),
\]

where \( \alpha_k \) is the learning rate at step \( k \). In the meta-learning approach, however, the idea is to replace the hand-designed update rules with a learned update rule, \( g_k \), parameterized by \( \phi \), such that

\[
 \theta^{(k+1)} = \theta^{(k)} + g_k(\nabla f(\theta^{(k)}), \phi).
\]

We explicitly used the subscript \( k \) in \( g_k \), to indicate that the update rule can depend on the optimization step \( k \). We follow Ref. \[29\]’s approach and model the updates as the output of a recurrent neural network (RNN). The step dependence of the updates are implemented through the dynamically updated hidden state of the RNN, \( h_k \). Therefore, \( g_k \) is explicitly given by

\[
 g_k = m(\nabla f(\theta^{(k)}), h_k, \phi),
\]

where \( m \) is the recurrent neural network function—referred to as the meta-optimizer—and \( \phi \) encodes the trainable parameters of the RNN. Specifically, we use a Long Short-Term Memory (LSTM) neural network, which is highly effective in processing sequential data. Compared to common RNNs, LSTM have the ability to forget and add new information as time runs, which solves the vanishing gradient problem encountered in training other RNNs \[30, 35\].

The performance of the optimizer is quantified with the expected loss, \( E[f(\theta)] \), over a distribution of functions \( f \). To train the meta-optimizer we can directly optimize the expected loss. However, it has been shown \[29\] that for the purpose of training the meta-optimizer, it is advantageous to instead minimize

\[
 \mathcal{L}(\phi) = E_f \left[ \sum_{k=1}^{T} f(\theta^{(k)}) \right],
\]

that is the expected loss over optimization trajectories with the total of \( T \) steps.

As noted earlier, to tune and characterize the Hamiltonian parameters of a quantum system, one approach is to minimize Eq. (1) given estimates of \( y_{i,j}(t) \) obtained from the experiment. Such an optimization-based approach for estimating Hamiltonian parameters fits nicely in the meta-learning framework. Hence, we take advantage of automatic differentiation techniques that allows us to readily calculate \( \nabla \phi \mathcal{L} \) and train a meta-optimizer for Hamiltonian learning.
Setup.—The meta-optimizer $m$ is first trained on a system described by the nearest-neighbor Ising model. We then study the trained model’s generalizability under various circumstances, such as systems with more spins, different Hamiltonians, and larger noise in the input.

The training data is generated by numerically evaluating the quench dynamics in the nearest-neighbor transverse field Ising model (TFIM) with the Hamiltonian

$$H = \sum_{i} J_i X_i X_{i+1} + \sum_{i} B_i Z_i,$$

consisting of $N = 4$ qubits with periodic boundary conditions. We use the convention $\theta = \{J_1, \ldots, J_N, B_1, \ldots, B_N\}$. We consider two easy to prepare initial states $\rho_j(t=0)$ with $j \in \{X, Z\}$, corresponding to the state with all qubits aligned along either $X$ or $Z$ directions, respectively [30]. The training time series data $y_{i,j}(t)$ are the probabilities of detecting the system in the initial state $\rho_j(0)$ in the $i$th computational basis state $|i\rangle$ at different times $t$. We model experimental and statistical errors by adding noise to the input data. The added noise is drawn from a normal distribution with mean zero and variance $\sigma^2$. Moreover, to be consistent with the laws of physics, we constrain the obtained noisy data such that $0 \leq y_{i,j}(t) \leq 1$.

To train the meta-optimizer neural network, we approximate the expectation value in the loss function (3) to the state with all qubits aligned along either $X$ or $Z$ directions, respectively [30]. The training time series is then iterated many times with different realizations of the Hamiltonian (4). From a single random realization of the Hamiltonian, we sample corresponds to a realization of the Hamiltonian. This process is then iterated many times with different realizations of the Hamiltonian (4). The initial value of the $\theta$ at the beginning of each epoch, $\theta^{(0)}$, reflects our prior knowledge about the problem. We choose $\theta^{(0)} \sim \mathcal{N}(\theta^*, \sigma_{\theta}^2 I)$, where $\mathcal{N}(\mu, \Sigma)$ is the multivariate normal distribution with mean $\mu$ and covariance matrix $\Sigma$, and $\theta^*$ is the true value of the parameters of the Hamiltonian in that epoch. Throughout the paper, we set $\sigma_{\theta} = 0.1$, and the overall energy scale to 1. During training we consider $\sigma = 0.001$, 50 equally spaced times $t \in [0, 10]$, elements of $\theta$ drawn identically at random from the uniform distribution $U(1, 2)$. We train the meta-optimizer over $10^4$ epochs, with $T = 100$ steps in each epoch. We assess the performance of the meta-optimizer every 100 epochs and at the end choose the best performing model.

Results.—After initial training, we first test the meta-optimizer on the same class of Hamiltonian with the same number of qubits, but with newly sampled parameters. We compare the average values of the optimizee objective function $f$ (given by Eq. (1)) versus the number of optimization steps (called iterations) $k$ obtained from our meta-optimizer and other well-known algorithms. The results, shown in Fig. 2, indicate that in most cases, the meta-optimizer outperforms derivative-free Nelder-Mead method [36], and first-order optimization methods, such as Adam [37] and SGD [32] with fine-tuned learning rate [30]. It also performs better on average than L-BFGS [38], a second-order optimization method; however, the advantage, in this case, is less clear. To better understand the performance of our LSTM optimizer, we consider the statistics of the final value of the objective function $f$, in addition to its average over optimization steps. We observe that while the meta-optimizer is less likely to get stuck in local minima, which leads to a lower average cost, L-BFGS attains a similar final value in cases that it does not get stuck, see histograms in Fig. 2(a). We also show how a smaller value of the objective function translates to a better estimate of the Hamiltonian parameters in Fig. 2(b).

The flexibility of the input dimension [30] of the meta-optimizer allows us to assess its ability to generalize to models that are different than the one used in the training. We examine how the information learned from the four-spin Ising Hamiltonian transfers to more complicated situations. We first test the generalizability of the meta-optimizer on the nearest-neighbor Ising model with more spins, see Fig. 3. We observe that the comparative advantage of LSTM persists for $N = 6$, however its performance deteriorates for $N = 7$ and is comparable to Adam optimizer with fine-tuned learning rate. Moreover, we now study the generalizability of the meta-optimizer to different classes of models with the same number of qubits as the training. We consider the all-to-all Ising
model,

$$H = \sum_{i,j}^N J_{i,j} X_i X_j + \sum_i^N B_i Z_i,$$

and the XY model,

$$H = \sum_{i}^N J_{x}^i X_i X_{i+1} + J_{y}^i Y_i Y_{i+1} + \sum_i^N Z_i.$$  

Compared to the TFIM, in addition to different quench dynamics, these models also have more Hamiltonian parameters for a fixed system size. In Fig. 4, we see that LSTM still outperforms SGD and Adam in the mean. The performance of all of the optimizers is degraded compared with TFIM, resulting from an enhanced probability of getting stuck in local minima. Therefore, we turn to box plots (Fig. 4) to better compare the optimizer’s performance in the presence of highly skewed data. We observe that boxes, which indicate the 75th and 25th percentiles are close for Adam, L-BFGS, and LSTM, however, the mean of L-BFGS is much larger than the other two because of the mentioned outliers. Note that in these plots, the whiskers show the range of the values.

Lastly, we study the robustness of the meta-optimizer against increased noise in all cases considered previously. In Fig. 5 we show results for $\sigma = 0.003$ being three times greater than training and testing studying up to now. For all cases (except the slightly worsened performance in the all-to-all Ising model) the LSTM is still the best performing optimizer and the results are qualitatively the same as those with smaller noise in Figs. 2, 3, and 4.

**Discussion.**—The trained meta-optimizer in this work improves the classical processing resources required for calibrating experiments. Specifically, it reduces the amount of time needed to run expensive classical calculations to evaluate the cost function and its derivatives compared to other first-order optimization methods. The optimizer is also flexible and generalizes to various models. We believe that our approach is most useful when the meta-optimizer is embedded in the daily calibration routine of an experiment, and is trained and tested on the same Hamiltonian model in the presence of considerable measurement noise.

While we have shown that our method performs well on systems larger than what it is trained on, it is ultimately limited by the classical simulability of the system of interest. In both of the training and testing stages, we used exact diagonalization to evaluate the exact derivatives of the cost function. To push the limits of the applicability of our method, it is possible to train on smaller systems where exact diagonalization and automatic differentiation are available, and use efficient numerical simulation techniques such as those based on Matrix Product

FIG. 3. **Generalizability to larger systems:** We test a model trained on $N = 4$ qubits with the TFIM Hamiltonian (4) on larger systems with the same Hamiltonian and (a) 6 and (b) 7 qubits. The right side of each panel shows the spread of the final loss $f$ for different optimization schemes, with the number in parenthesis indicating the corresponding standard deviations. All other parameters are the same as those in Fig. 2.

 FIG. 4. **Generalizability to other models:** The model trained on 4-qubit TFIM is tested on (a) all-to-all Ising and (b) XY model. All other parameters are the same as those in Fig. 2. The panels show the statistics of the final $f$ values. We see better results for the XY model than for all-to-all due to the similar connectivity of the XY model and the TFIM.

FIG. 5. **Generalizability to larger noise:** We study ten times larger stochastic noise $\sigma = 0.003$ than for training and previous testing. (a) TFIM with $N = 4$, (b) TFIM for $N = 6$, (c) all-to-all Ising model with $N = 4$, and (d) XY model for $N = 4$.
States (MPS) and Operators (MPO) \cite{39} combined with numerical estimations of the derivatives during the test time. Another possibility is to replace the classical simulation in the test time with a well-calibrated quantum system \cite{12} and use the output time series to estimate the gradient of the cost function numerically.

Moreover, in this work, we focused on a gradient-based technique for estimating the Hamiltonian parameters of a physical system. It is also possible to use derivative-free methods, such as Bayesian optimization for the same task \cite{16}. Meta-learning can again be used in this context to develop task-specific optimizers \cite{33, 40}. In this approach, it is only necessary to have gradient information during the training. Therefore, in the Hamiltonian estimation problem, it is possible to train the meta-optimizer on a small system where gradient information is readily available, and test on larger systems. The cost function, which still needs to be provided at every step in the test time, can again be evaluated using another quantum system or MPS based methods. Additionally, it might be advantageous to consider alternative meta-learning techniques to the LSTM-based approach \cite{41, 42} in the context of Hamiltonian learning.

Finally, while we studied parameter estimation in a Hamiltonian system, it is also possible to use the techniques developed here to study open quantum systems and Lindblad learning. In this case, automatic differentiation conveniently provides a gradient of the cost function with respect to the Lindblad parameters as shown in Ref. \cite{15}, which is the main ingredient for training the meta-optimizer.
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Supplemental material

In this supplement, we present technical details. For details of our LSTM construction and the effect of the size of the LSTM on the results see Sections S.I and S.V. In Sec. S.II, we discuss choosing the appropriate learning rate for the Adam and SGD optimizers. In Sec. S.III, we present a discussion on using a different loss function. In sec. S.IV, we present a discussion on the effect of the choice of initial states on the optimization.

S.I. LSTM DETAILS

We build the meta-optimizer in our work using the coordinate-wise LSTM construction from Ref. [29]. As noted in the main text, the incremental update of variable $\theta$ is given by $g_k$, where $g_k$ is explicitly given by $[g_k, h_{k+1}] = m(\nabla f(\theta^{(k)}), h_k, \phi)$. Here, $m$ is modeled by an LSTM. The coordinate-wise construction essentially means that each component $\theta_i$ has its own hidden state, but the weights of the network are shared between all the variables. Specifically, let $m'((\nabla f^{(k)})_i, h_{k,i}, \phi)$ denote an LSTM that act on a single coordinate $\theta_i$, where we used $\nabla f^{(k)}$ to shorten the notation of $\nabla f(\theta^{(k)})$. Therefore, $\theta_i^{(k+1)} = \theta_i^{(k)} + g_k,i$, where $[g_k,i, h_{k+1,i}] = m'((\nabla f^{(k)})_i, h_{k,i}, \phi)$. We then construct the full LSTM by concatenating the LSTMs and their hidden states for each coordinate to get $g_k = [g_{k,1}, \ldots, g_{k,n}]$ and $h_k = [h_{k,1}, \ldots, h_{k,n}]$, where $n$ is the number of coordinates. This construction provides flexibility in input dimension, and is also invariant to the ordering of the variables [29]. To simplify the training, we also assume that at each step $\nabla f(\theta^{(k)})$ is obtained externally, and is independent of the parameters $\phi$ of $m$.

S.II. DIFFERENT LEARNING RATES FOR ADAM AND SGD

In this section, we show results for Adam and SGD with different learning rate (see Fig. S1). Based on these results we choose the optimal learning rate $\eta$ which is used for the comparison with L-BFGS, Nelder-Mead, and LSTM in the main text.

![Fig. S1](image_url)

FIG. S1. Results for transverse field Ising model with stochastic noise $\sigma = 0.001$. The loss function $f$ versus the number of iterations for different optimizers and different learning rates for (a) $N = 4$ and (b) $N = 6$. We see that optimal learning rates are: $\eta_{\text{Adam}} = 0.03$ and $\eta_{\text{SGD}} = 0.001$ for $N = 4$ and $\eta_{\text{Adam}} = 0.03$ and $\eta_{\text{SGD}} = 0.003$ for $N = 6$. The shaded region is the 95% confidence interval obtained by bootstrapping (resampling).

S.III. KULLBACK-LEIBLER DIVERGENCE AS A COST FUNCTION

The observations we considered in this work, $y_{ij}(t)$, form a probability distribution over the basis states populations indexed by $i$ for a fixed $j$ and $t$. In this case, we can also use the Kullback-Leibler divergence to characterize the distance between the observed and model distributions and get

$$f_{\text{KL}}(\theta) = \sum_{j,t} D_{\text{KL}}[y_{ij}(t)||\tilde{y}_{ij}(t; \theta)],$$

(S1)
where we used the notation $y_{i,j}(t)$ to indicate the discrete population distribution over all $i$s at a fixed realization $j$ and time $t$, and $D_{KL}[P||Q] = \sum_i P_i \log(P_i/Q_i)$. The test results (Fig. S2) show qualitatively similar behavior to what we saw when using the squared loss: The performance of the LSTM for $N = 4$ is superior to other optimizers, and the advantage shrinks when a $N = 6$ system is considered.

![Graph](image1)

**FIG. S2.** Results for transverse field Ising model with stochastic noise $\sigma = 0.001$. The loss function proportional to the Kullback-Leibler divergence versus the number of iterations for different optimizer for $N = 4$ and $N = 6$, see (a) and (b), respectively.

**S.IV. DIFFERENT INITIAL STATES**

In the main text, we study results based on two easy to prepare initial states $\rho_j(t = 0)$ with $j \in \{X, Z\}$, corresponding to the state with all qubits aligned along either $X$ or $Z$ directions. In Fig. S3 we show the results for the training and testing based on initials state $\rho_X(t = 0)$ and $\rho_Z(t = 0)$, see Fig. S3(a) and (b), respectively. We see that for testing with the same system size, LSTM outperforms the other methods in the same sense that it did in Fig. (2) in the main text.

![Graph](image2)

**FIG. S3.** Results for transverse field Ising model with stochastic noise $\sigma = 0.001$ and $N = 4$. (a) in $X$ direction, (b) in $Z$ direction.
S.V. DIFFERENT NUMBER OF HIDDEN NEURONS

The internal structure of the meta-optimizer can be changed. The LSTM cell is characterized by, e.g., the number of hidden neurons, $N_h$. All the results presented in this paper are for $N_h = 20$, following Ref. [29]. In Fig. S4(a) and (b), we show results for training and testing with $N_h = 10$ and $N_h = 30$, respectively. We do not observe any qualitative difference between the two cases.

FIG. S4. Results for transverse field Ising model with stochastic noise $\sigma = 0.001$, $N = 4$, with $N_h = 10$ and $N_h = 30$, see (a) and (b), respectively.