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ABSTRACT. We investigate the stochastic heat equation driven by space-time white noise defined on an abstract Hilbert space, assuming that the drift and diffusion coefficients are both merely Hölder continuous. Random field SPDEs are covered as special examples. We give the first proof that there exists a unique in law mild solution when the diffusion coefficient is \( \beta \)-Hölder continuous for \( \beta > \frac{3}{4} \) and uniformly non-degenerate, and that the drift is locally Hölder continuous. Meanwhile, assuming the existence of a suitable Lyapunov function for the SPDE, we prove that the solution converges exponentially fast to the unique invariant measure with respect to a typical Wasserstein distance. Our technique generalizes when the SPDE has a Burgers type non-linearity \((-A) \theta F(X_t)\) for any \( \theta \in (0, 1) \), where \( F \) is \( \theta + \epsilon \)-Hölder continuous and has linear growth. For \( \theta \in \left( \frac{1}{2}, 1 \right) \) this result is new even in the case of additive noise.

1. INTRODUCTION

In the past thirty years, there have been significant developments in the field of stochastic partial differential equations. Two classical notions of solutions, including vector field solutions [4] and solutions as evolution equations defined on Hilbert spaces [8], are used predominantly in the literature, while the new solution theory of regularity structures [10] gained much success in solving singular SPDEs.

In most of these solution theories, it is assumed that either the noise is an additive noise, or the coefficient in front of the noise is locally Lipschitz continuous in the argument \( X_t \). Not much is done concerning the following SPDE defined on a separable Hilbert space

\[
dX_t = \Delta X_t dt + b(X_t)dt + \sigma(X_t)dW_t
\]

when the diffusion coefficient \( \sigma \) is not locally Lipschitz continuous in its argument \( X_t \). In this paper we outline a comprehensive study of such SPDEs in an abstract framework, covering a wide variety of models that were previously intractable.

This problem is interesting because it illustrates the crucial difference between finite and infinite dimensional analysis. For finite dimensional SDEs, elliptic PDE techniques (see for example [17] and the references therein), or the simple trick of representing the solution as a time-changed Brownian motion [28], can easily solve such problems of a non-Lipschitz, non-degenerate diffusion coefficient. When the diffusion coefficient is degenerate, one should mention Yamada and Watanabe’s 1/2-Hölder continuity result [29]. In infinite dimensions, the story is quite different as most of the finite-dimensional techniques are no longer available. A notable progress is made by Mytnik and Perkins [21] who study 1-d vector field stochastic heat equation with Lipschitz drift and \( \frac{3}{4} + \epsilon \)-Hölder noise coefficient.
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generalizing the result of [29] to infinite dimensions. See also [20], [6] for related non-uniqueness results. In this paper we take an abstract perspective to study Hilbert space valued SPDEs.

In this paper we adopt the following notion of solutions:

**Definition 1.1.** Consider a separable Hilbert space $H$ and a densely defined operator $A$ on $H$. Let $S(t)$ denote the semigroup on $H$ generated by $A$. Consider the following evolution equation on $H$ (the conditions on $b$ and $\sigma$ will be specified explicitly in the sequel),

$$dX_t = AX_t dt + b(t, X_t) dt + \sigma(t, X_t) dW_t, \quad X_0 = x \in H.$$  

A weak mild solution to this equation consists of a sequence $(\Omega, \mathcal{F}, (\mathcal{F}_t), \mathbb{P}, W, X)$, where $(\Omega, \mathcal{F}, (\mathcal{F}_t), \mathbb{P})$ is a filtered probability space defining a cylindrical Wiener process $W$ on $H$ adapted to $\mathcal{F}_1$, and $(X_t)_{t\geq 0}$ is an $H$-valued, $\mathcal{F}_1$-adapted continuous process that satisfies, $\mathbb{P}$-a.s., the following for any $t > 0$:

$$X_t = S(t)x + \int_0^t S(t-s)b(s, X_s) ds + \int_0^t S(t-s)\sigma(s, X_s) dW_s. \quad (1.2)$$

More generally, for the following SPDE of Burgers type, where $\vartheta \in (0, 1)$,

$$dX_t = AX_t dt + b(t, X_t) dt + (-A)^{\vartheta} F(t, X_t) dt + \sigma(t, X_t) dW_t, \quad X_0 = x \in H,$$

a weak mild solution consists of a sequence $(\Omega, \mathcal{F}, (\mathcal{F}_t), \mathbb{P}, W, X)$, where

$$X_t = S(t)x + \int_0^t S(t-s)b(s, X_s) ds + \int_0^t (-A)^{\vartheta} S(t-s) F(s, X_s) ds + \int_0^t S(t-s)\sigma(s, X_s) dW_s. \quad (1.3)$$

The reader will be aware that we consider probabilistic weak solutions rather than probabilistic strong, or pathwise, solutions to these SPDEs. This is in particular due to the infinite dimensional setting we are interested in in this paper. For strong solutions of Hilbert space valued SPDEs with irregular drift, one should mention the case of a Hölder continuous drift considered in [7], and the case of a merely bounded measurable drift considered in [24] and [23] where strong solutions are only proved for some initial conditions but not for all. These works heavily exploit the Gaussian structure of white noise, and do not seem to easily generalize to multiplicative noise setting. For these reasons, the solution theory of Hilbert space SPDEs with multiplicative Hölder continuous noise coefficient seems completely open, and even weak well-posedness is beyond reach by most existing techniques. In this paper we fill this gap and build a brand new solution theory to these SPDEs.

Although only weak well-posedness is considered in this paper, our solution theory is remarkably robust. We do not impose any structural conditions on the coefficient beyond their Hölder continuity, so they cover vector field solutions in any dimension. We can consider the solution with an additional Burgers type non-linearity, and we can study all the long-term behaviours of these SPDEs by proving their exponential convergence to the unique invariant measure under a Lyapunov condition, even though the coefficients of the SPDEs are not Lipschitz continuous. Finally, the technique generalizes to stochastic wave equation as well, see the parallel work [16].

Now we state the main results of this paper.
1.1. **Well-posedness of stochastic heat equation with Hölder coefficients.** We begin with the well-posedness results.

Throughout the paper we will use the notation $| \cdot |$ to represent a norm, and unless specified specifically, the norm is with respect to the Hilbert space $H$ on which the evolution equation is defined. In section 1.4 however, we will also use this notation for the absolute value on $\mathbb{R}$ and for the Euclidean norm on $\mathbb{R}^r$ - this will not cause any confusion as the meaning should be absolutely clear from the context.

**Theorem 1.2.** Consider the evolution equation

$$dX_t = AX_t dt + b(t, X_t) dt + \sigma(t, X_t) dW_t, \quad X_0 = x \in H$$

(1.4)

on a Hilbert space $H$, where $W$ is a cylindrical Wiener process on $H$. Assume that

$\textbf{H}_1$ The densely defined operator $A : D(A) \subset H \to H$ is diagonalizable on $H$, with eigenvectors $\{e_n\}_{n \geq 1}$ forming an orthonormal basis in $H$, such that the eigenvalues

$$Ae_n = -\lambda_n e_n, \quad \lambda_n > 0,$$

satisfy that $\lambda_n \geq c > 0$ for some constant $c > 0$. Moreover assume $\lambda_n$ satisfies the following summability condition: there exists some $\eta_0 \in (0, 1)$ such that for each $\eta \in (0, \eta_0)$,

$$\sum_{n \geq 1} \frac{1}{\lambda_n^{1-\eta}} < \infty. \quad (1.5)$$

Further, we assume there exists a Banach space $H_0 \subset H$ with continuous embedding, that $\{e_n\}_n \subset H_0$, and that there exists some $M > 0$ such that

$$\sup_n |e_n|_{H_0} \leq M < \infty. \quad (1.6)$$

In the following we use the notation $\mathcal{L}(H_0, H)$ to denote the space of continuous linear mappings from $H_0$ to $H$.

$\textbf{H}_2$ The drift coefficient $b(t, x) : [0, \infty) \times H \to H$ is measurable and satisfies, for some $\alpha \in (0, 1]$ and $M > 0$,

$$|b(t, x) - b(t, y)| \leq M |x - y|^\alpha, \quad |x - y| \leq 1, \quad t > 0. \quad (1.7)$$

$\textbf{H}_3$ The diffusion coefficient $\sigma(t, x) : [0, \infty) \times H \to \mathcal{L}(H_0, H)$ is measurable and satisfies: for some $\beta \in (1 - \frac{\alpha}{2}, 1)$ and some $M > 0$, we have

$$|\sigma(t, x) - \sigma(t, y)|_{\mathcal{L}(H_0, H)} \leq M |x - y|^\beta, \quad |x - y| \leq 1, \quad t > 0. \quad (1.8)$$

In particular, for the Laplacian operator on $[0, 1]$ with Dirichlet boundary condition, one can take $\eta_0 = \frac{1}{2}$, and $\sigma$ needs to be $\frac{3}{2} + \epsilon$-Hölder continuous in $x$.

We further assume that $\sigma$ is self-adjoint: for any $t > 0$ and $x \in H$,

$$\langle \sigma(t, x)e_j, e_k \rangle = \langle e_j, \sigma(t, x)e_k \rangle. \quad j, k \in \mathbb{N}_+. \quad (1.9)$$

$\textbf{H}_4$ For each $t > 0$, $x \in H$ we can find a Banach space $\widetilde{H}_0(t, x) \subset H$ with the induced norm such that $H_0 \subset \widetilde{H}_0(t, x) \subset H$ and there is an extension of $\sigma(t, x)$ so that $\sigma(t, x) \in \mathcal{L}(\widetilde{H}_0(t, x), H)$ such that, given any $x \in H$, $\sigma(t, x)$ has a right inverse $\sigma^{-1}(t, x)$ on $H$:

$$\sigma(t, x)\sigma^{-1}(t, x)u = u \quad \text{for any} \quad u \in H,$$

and that $\sigma^{-1}(t, x)H \subset \widetilde{H}_0(t, x)$. Moreover, we assume the following boundedness condition is satisfied: there exists some $C > 0$ independent of $t$ such that

$$\sup_{x \in H} |\sigma^{-1}(t, x)|_{\mathcal{L}(H, H)} < C < \infty. \quad (1.10)$$
The coefficients $b$ and $\sigma$ satisfy the linear growth assumption: for some $M > 0$,
\[ |b(t, x)| \leq M(1 + |x|), \quad |\sigma(t, x)|_{\mathcal{L}(H_0, H)} \leq M(1 + |x|), \quad x \in H. \quad (1.11) \]

Then there exists a unique weak mild solution to (1.4).

We briefly discuss how our abstract definition of stochastic PDEs covers the random field SPDEs introduced in the literature. Consider the 1d stochastic heat equation defined on a bounded domain $[0, 1]$ and Dirichlet boundary condition. Then we take $H = L^2([0, 1]; \mathbb{R})$ and $A = \Delta$ is the Laplace operator with Dirichlet boundary conditions. The eigenvalues are $-k^2\pi^2, k \in \mathbb{N}_+$ and $H_1$ is satisfied with $\eta_0 = \frac{1}{2}$. The eigenvectors are the sine and cosine functions, so we can take $H_0$ to be the Banach space $\mathcal{C}([0, 1]; \mathbb{R})$ of bounded continuous functions, which embed continuously into $H$. The assumption (1.6) is trivially satisfied by the sine and cosine functions. Note however that assumption $H_1$ excludes stochastic heat equation in dimensions two or higher when the solution is merely distribution valued, and that no $\eta_0 \in (0, 1)$ can be found to satisfy assumption $H_1$. On the other hand, if we take $A = -\Delta^2$ where $\Delta$ is the Laplacian on a compact domain in $\mathbb{R}^d, d \leq 3$ with smooth boundary and Dirichlet boundary condition, then assumption $H_1$ can still be satisfied with some choice of $\eta_0$, so that $H_1$ does cover some interesting SPDEs in dimensions two and higher.

Then we discuss how assumptions $H_2$ to $H_5$ are satisfied by random field solutions. Consider a random field SPDE on $[0, 1] \subset \mathbb{R},$
\[ \frac{\partial u}{\partial t}(t, x) = \Delta u(t, x) + B(t, x, u(t, x)) + g(t, x, u(t, x))dW(t, x), \quad u(0, x) = u_0(x). \]
Assuming that $B$ is $\alpha$-Hölder continuous in its third argument uniform in $t, x$, then defining for every $x \in H$ and $z \in [0, 1], b(t, x)(z) := B(t, z, x(z))$, we can check that $b(t, x)$ satisfies $H_2$ with the same $\alpha$. Assuming that $g$ is $\beta$-Hölder continuous in its third argument uniformly in $t$ and $x$, then defining for every $x \in H$, $u \in H$ and $z \in [0, 1], \sigma(t, x)u(z) = g(t, z, x(z))u(z)$, we can check that $H_3$ is satisfied with the same $\beta > 0$, and the self-adjointness condition follows readily from our definition.

Then we verify assumption $H_4$: if we assume that $|g(t, x, u)| > \epsilon$ for some $\epsilon > 0$ and all $t, x, u$, then we define $\sigma^{-1} : [0, \infty) \times H \to \mathcal{L}(H, H)$ through
\[ \sigma^{-1}(t, x)u(z) = \frac{1}{g(t, z, x(z))}u(z), \quad z \in [0, 1] \]
for any $x, u \in H$. Then one readily verifies (see below) that after a slight extension of $\sigma$ to be an element of $\mathcal{L}(\widetilde{H}_0(t, x), H)$ for some $H_0 \subset \widetilde{H}_0(t, x)$, then we have $\sigma(t, x)\sigma^{-1}(t, x)u = u$ for any $u \in H$, any $t > 0, x \in H$. Our assumption on $g$ guarantees that $\sigma^{-1}(t, x) \in \mathcal{L}(H, H)$ and $\sigma^{-1}(t, x)H \subset \widetilde{H}_0(t, x)$ for each $t > 0, x \in H$.

We clarify how the subspace $\widetilde{H}_0(t, x)$ is chosen: in the current vector field case, if $g$ is uniformly bounded in all its arguments, then we may as well choose $\widetilde{H}_0(t, x) = H$ because in this case multiplication by $g(t, x, u(t, x))$ maps $L^2([0, 1]; \mathbb{R})$ to $L^2([0, 1]; \mathbb{R})$. However, if $g$ is not a bounded function in $u$, then multiplication by $g$ is not well-defined from $L^2([0, 1]; \mathbb{R})$ to $L^2([0, 1]; \mathbb{R})$. In this case we need to choose
\[ \widetilde{H}_0(t, x) := \{ \frac{1}{g(t, z, x(z))}v(z), v \in L^2([0, 1]; \mathbb{R}), z \in [0, 1] \}. \]
Since $|g| \geq \epsilon, \widetilde{H}_0(t, x) \subset H$ with the induced norm. To see that $H_0 \subset \widetilde{H}_0(t, x)$, we simply observe that $g(t, \cdot, x(\cdot))H_0 \subset H$. This justifies assumption $H_4$. 

\textbf{H5} The coefficients $b$ and $\sigma$ satisfy the linear growth assumption: for some $M > 0$,
To justify \( H_5 \), assuming that \( B \) and \( g \) have linear growth in its third argument uniformly in \( t \) and \( x \), then the claim for \( b \) is immediate from definition of \( L^2 \) norm. The claim for \( \sigma \) can be shown as follows: via this specific choice of \( H_0 \) and \( H \), the \( L(H_0, H) \) norm of \( \sigma \) can be identified with the \( L^2([0, 1]; \mathbb{R}) \)-norm of \( g(t, z, u(z)) \) for \( z \in [0, 1] \). Observe that the assumptions \( H_3, H_4 \) do not require \( g \) to be bounded: \( g \) may have a linear growth in its third argument. Meanwhile, other SPDEs that are not in this random field form can be considered as well. For example, one may assume that \( g \) depends only on the \( L^2 \) norm of \( u \). The well-posedness of these SPDEs are new in the literature if we only assume Hölder dependence.

The main novelty of this paper is the Hölder regularity assumption on the noise coefficient, i.e. treatment of assumptions \( H_3 \) and \( H_4 \) for Hilbert space valued SPDEs. Note that such results are well-known for finite dimensional SDEs via parabolic PDE techniques or the simple trick of representing the solution as a time-changed Brownian motion, but in infinite-dimensional setting none of these techniques are applicable. For earlier results see [21] and [1]. If one is interested in 1-d vector field SPDEs, then the result of Mytnik in infinite-dimensional setting none of these techniques are applicable. For earlier results or the simple trick of representing the solution as a time-changed Brownian motion, but that such results are well-known for finite dimensional SDEs via parabolic PDE techniques efficient, i.e. treatment of assumptions \( H_3, H_4 \) do not require \( g \) to be bounded: \( g \) may have a linear growth in its third argument. Meanwhile, other SPDEs that are not in this random field form can be shown as follows: via this specific choice of \( L^2 \) norm of \( g(t, z, u(z)) \) for \( z \in [0, 1] \). Observe that the assumptions \( H_3, H_4 \) do not require \( g \) to be bounded: \( g \) may have a linear growth in its third argument. Meanwhile, other SPDEs that are not in this random field form can be shown as follows: via this specific choice of \( L^2 \) norm of \( g(t, z, u(z)) \) for \( z \in [0, 1] \). Observe that the assumptions \( H_3, H_4 \) do not require \( g \) to be bounded: \( g \) may have a linear growth in its third argument.

The main novelty of this paper is the Hölder regularity assumption on the noise coefficient, i.e. treatment of assumptions \( H_3 \) and \( H_4 \) for Hilbert space valued SPDEs. Note that such results are well-known for finite dimensional SDEs via parabolic PDE techniques or the simple trick of representing the solution as a time-changed Brownian motion, but in infinite-dimensional setting none of these techniques are applicable. For earlier results see [21] and [1]. If one is interested in 1-d vector field SPDEs, then the result of Mytnik and Perkins [21] shows that whenever the diffusion coefficient is \( \frac{3}{2} + \epsilon \)-Hölder continuous and the drift is Lipschitz, then there is a unique strong solution. Our main result has the same \( \frac{2}{3} \) threshold as [21], yet there are a number of differences: on the one hand we need the diffusion coefficient \( \sigma \) to be non-degenerate where [21] does not, and we only construct probabilistic weak solutions rather than strong, but on the other hand our construction is valid for vector field SPDEs in any dimension without supposing the coefficient is in a separable form, and far more general SPDEs can be covered by our assumptions beyond vector field case, yet [21] is essentially one-dimensional. We believe that the two solution theories are complementary to each other and has their own strength. In particular, we will derive properties of long term behaviors of solutions and also solve SPDEs with a Burgers type non-linearity as well as non-Lipschitz diffusion coefficient.

After the first version of this paper was posted online, the author further generalized the technique of this paper to second order systems: the stochastic wave equation with non-degenerate Hölder diffusion coefficient [16]. The author investigated the well-posedness issue, and proved the convergence of a damped stochastic wave equation to the stochastic heat equation introduced in this paper as the damping parameter tends to 0.

1.2. Well-posedness with Burgers type non-linearity. Now we show that we can go further to the case where we have a drift of Burgers type \((-A)^{1/2}F(t, X_t)\).

**Theorem 1.3.** Consider the following evolution equation where \( \vartheta \in (0, 1) \)

\[
dX_t = AX_t dt + b(t, X_t) dt + (-A)^{\vartheta}F(t, X_t) dt + \sigma(t, X_t) dW_t, \quad X_0 = x \in H
\]

on a Hilbert space \( H \), where \( W \) is a space-time white noise on \( H \).

Assume that the operator \( A \) satisfies \( H_1 \), the drift \( b \) satisfies \( H_2 \), the diffusion coefficient \( \sigma \) satisfies \( H_3, H_4 \) and \( H_5 \). Moreover, assume that

**\( H_6 \).** The map \( F(t, x) : [0, \infty) \times H \to H \) is measurable and satisfies the following condition: for some \( \zeta \in (\vartheta, 1] \) and \( M > 0 \),

\[
|F(t, x) - F(t, y)| \leq M|x - y|^\zeta, \quad |x - y| \leq 1, \quad t > 0,
\]

and that

\[
|F(t, x)| \leq M(1 + |x|), \quad x \in H, \quad t > 0.
\]

Then there exists a unique weak mild solution to (1.12).
Remark 1.4. In the additive noise case \( \sigma = \mathbb{I}_d \) and \( b = 0 \), existence of a unique weak mild solution was proven in [23] in the critical case \( \vartheta = \frac{1}{2} \) for all \( \zeta \in (0, 1] \) via an optimal regularity result for the Kolmogorov equation. Our method can deal with diffusion coefficients that are merely Hölder continuous, yet we restrict ourselves to the more regular regime \( \zeta \in (\frac{1}{2}, 1] \).

The method of [23] however does not go beyond \( \vartheta = \frac{1}{2} \), and the whole range \( \vartheta \in (\frac{1}{2}, 1) \) is left open. see for example [26], Remark 4. To our best knowledge, the result of Theorem 1.3 is new even for additive noise whenever \( \vartheta \in (\frac{1}{2}, 1) \). In [26], Remark 4 the author predicts that there exists some \( \theta \)-Hölder \( (\theta > 0) \) function \( F \) such that weak uniqueness no longer holds. Our theorem 1.3 does not contradict such predictions, as we only prove weak uniqueness whenever \( \theta > \vartheta \). The other range \( \vartheta \in (0, \vartheta) \) is not covered here.

We also note that [23] made the assumption that \( b \) and \( F \) are locally Hölder continuous functions, which means they are Hölder continuous on each ball, whereas we make a global Hölder continuity assumption (1.13). While this may set a limit to the generality of our results, we believe that our techniques can also be generalized to locally Hölder continuous coefficients via a proper truncation argument. We do not pursue this generalization so as to keep this paper at a reasonable length.

Typical examples of SPDEs that fall within (1.12) are Burgers type equations\(^1\)
\[
du(t, \xi) = \frac{\partial^2}{\partial \xi^2} u(t, \xi) dt + \frac{\partial}{\partial \xi} h(u(t, \xi)) dt + \sigma(u(t, \xi)) dW_t(\xi), u(0, \xi) = u_0(\xi), \quad \xi \in (0, 2\pi),
\]
and the Cahn-Hilliard equations with stochastic forcing
\[
du(t, \xi) = -\nabla^2 u(t, \xi) dt + \nabla h(u(t, \xi)) dt + \sigma(u(t, \xi)) dW_t(\xi), u(0, \xi) = u_0(\xi) \quad \text{on } G,
\]
given some open, regular bounded set \( G \subset \mathbb{R}^d, d = 1, 2, 3 \).

1.3. Long-time behaviour of solutions. Now we investigate the long time behavior of the solutions we just constructed.

Assuming that the coefficients \( b, \sigma \) and \( F \) do not depend on time. Then it is easy to check that the solutions to the SPDE (1.12) and (1.11) define a time homogeneous Markov process on \( H \) and satisfy the Feller property. This can be seen from approximating the SPDE by another SPDE with Lipschitz coefficients, and the Markov and Feller property follow from taking the approximation limit.

Assume further the existence of a Lyapunov function, we can show existence and uniqueness of the invariant measure and the existence of a spectral gap.

Theorem 1.5. Assume the assumptions of Theorem 1.4 are satisfied, and coefficients \( b, \sigma \) do not depend on time. Denote by \( \mathbb{E}_x \) the law of the solution \( (X_t)_{t \geq 0} \) to (1.4) with \( X_0 = x \), and denote by \( (\mathcal{P}_t)_{t \geq 0} \) the Markov semigroup generated by \( X_t \) on the Hilbert space \( H \).

Assume that the following Lyapunov condition holds: for some \( t_0 > 0 \),
\[
\mathbb{E}_x V(X_{t_0}) - V(x) \leq -cV(x) + C_V, \quad x \in H, \tag{1.17}
\]
here \( V : H \to [1, +\infty) \) is a continuous Lyapunov function, the constants \( c \in (0, 1) \) and \( C_V \in \mathbb{R} \) are fixed and independent of \( x \). Assume further that \( V(x) \to \infty \) as \( |x| \to \infty \).

---

\(^1\)Let \( A \) be the Laplacian on \((0, 2\pi)\). Setting \( F = \frac{\partial}{\partial \xi} (\xi - A)^{-1/2} h \) in (1.10) transforms (1.12) to this equation, and a direct computation shows that \( \frac{\partial}{\partial \xi} (\xi - A)^{-1/2} \) is a bounded operator on \( L^2((0, 2\pi)) \). See [22], Remark 4.3 and Example 4.4 for related computations.
Then there exists a unique invariant measure \( \pi \) for the Markov process \( (X_t)_{t \geq 0} \). Moreover, we have the following exponential convergence result:

For any positive \( \gamma \in (0,1] \) we set

\[
d_\gamma(x,y) := |x - y|^\gamma \wedge 1.
\]

Meanwhile, for any two Borel probability measures \( \mu, \nu \) on \( H \), we also write \( d_\gamma(\mu, \nu) \) the Wasserstein distance between the measures \( \mu, \nu \) with respect to the distance \( d_\gamma \). Then for any \( \gamma \in (0,1] \) and \( \epsilon > 0 \) there exists \( \xi > 0, C > 0 \) such that

\[
d_\gamma(\Law(X_t^\xi), \pi) \leq Ce^{-\xi t}V^{1-\epsilon}(x), \quad t > 0,
\]

where \( X_t^x \) denotes the solution \( X_t \) with initial data \( x \in H \).

This result generalizes as well for Burgers type SPDEs. We prove the following:

**Theorem 1.6.** Assume that all the assumptions of Theorem 1.5 are satisfied, and that all the coefficients \( b, \sigma, F \) do not depend on time. Then the conclusion of Theorem 1.5 is true for \( (X_t^x) \), the solution to the Burgers SPDE (1.12). That is, given a suitable Lyapunov function satisfying (1.17), we can deduce the exponential convergence rate (1.18).

**Remark 1.7.** We give examples for the claimed Lyapunov condition (1.17).

Consider the most typical example

\[
dx_t = AX_tdt + b(X_t)dt + \sigma(X_t)dW_t,
\]

where \( b \) and \( \sigma \) are both bounded, and \( A, b, \sigma \) satisfy assumptions \( H_1 \) to \( H_5 \). The existence of a Lyapunov functional can be verified by taking \( V(x) := |x| + 1, x \in H \). See Appendix C for a proof.

For Burgers type SPDEs, one may also consider

\[
dx_t = AX_tdt + (-A)^0F(X_t)dt + \sigma(X_t)dW_t,
\]

where \( F \) and \( \sigma \) are bounded, and \( A, F, \sigma \) satisfy assumptions \( H_1 \) to \( H_6 \). Then \( V(x) := |x| + 1 \) can again be chosen as a Lyapunov function. The proof is deferred to Appendix C.

### 1.4. A Banach space example.

The aforementioned setting, i.e. SPDEs on an abstract Hilbert space, excludes some important SPDE examples such as the stochastic reaction-diffusion equation with an interaction term of polynomial growth. The reaction term cannot be regarded as a map from \( L^2(0,1) \) to itself. In this subsection we extend our framework to such an example. Consider the following \( \mathbb{R}^r \)-valued SPDE

\[
\begin{cases}
\frac{\partial u_i}{\partial t}(t, \xi) = \frac{\partial^2 u_i}{\partial x_i^2}(t, \xi) + f_i(t, \xi, \bar{u}(t, \xi)) + g_i(t, \xi, \bar{u}(t, \xi)) dW_i(t, \xi), & t \geq 0, \xi \in (0,1),

u_i(0, \xi) = x_i(\xi), & \xi \in (0,1), \quad u_i(t, \xi) = 0, \quad t > 0, \xi \in \{0,1\}
\end{cases}
\]

where \( W_i(t, \xi), i = 1, \ldots, r \) are 1-d space-time white noises on \( L^2([0,1]; \mathbb{R}) \) and \( x_i(\xi) \in C([0,1]; \mathbb{R}) \) for each \( i \). We use the notation \( \bar{u}(t, \xi) \) to denote the vector \( \bar{u}(t, \xi) = (u_1(t, \xi), u_2(t, \xi), \ldots, u_r(t, \xi)) \).

We use the following notation to put this SPDE in our previous framework: we set \( H = L^2([0,1]; \mathbb{R}^r) \), set \( H_0 = C([0,1]; \mathbb{R}^r) \), set \( A = (\frac{\partial^2}{\partial x_1^2}, \ldots, \frac{\partial^2}{\partial x_r^2}) \) the vector of Laplacian, set \( S \) the semigroup generated by \( A \), set \( X(t) \in H \) to be the solution \( \bar{u}(t) \), set \( F(t, X_t) \) to be the drift vector \( (f_i(t, \xi, \bar{u}(t, \xi)))_{i=1}^r \), and set \( G(t, X_t) \) to be the diagonal matrix with
diagonal terms $g_i(t, \xi, \bar{u}(t, \xi))$ and regard this matrix as an element of $\mathcal{L}(H_0, H)$. Then a solution to this SPDE can be written in the mild form
\[
X_t = S(t)x + \int_0^t S(t-s)F(s, X_s)ds + \int_0^t S(t-s)G(s, X_s)dW_s,
\]
where $x \in H_0$ denotes the initial condition. Then we prove the following uniqueness and continuity result. Note that the functions $f_i, g_i$ are real-valued, so in the following statement the symbol $|f_i(t, \xi, \sigma)|, |g_i(t, \xi, \sigma)|$ simply takes the absolute value of real numbers $f$ and $g$. Also, for $\mathbb{R}^r$-valued vectors $\sigma$, we use the notation $|\sigma|$ to represent its Euclidean norm in $\mathbb{R}^r$. Thus what the symbol $|\cdot|$ means will be very clear from the context.

**Theorem 1.8.** Assume the coefficients $f_i: [0, \infty) \times [0, 1] \times \mathbb{R}^r \to \mathbb{R}, g_i: [0, \infty) \times [0, 1] \times \mathbb{R}^r \to \mathbb{R}$ satisfy the following assumptions:

1. **(Non-degeneracy)** There exists $0 < C_1 < C_2$ such that for any $t > 0, \xi \in (0, 1)$, $\sigma \in \mathbb{R}^r$ and $i = 1, \cdots, r$ we have
   \[
   C_1 \leq |g_i(t, \xi, \sigma)| \leq C_2. \tag{1.22}
   \]

2. **(Hölder regularity for $g_i$)** There exists some $\beta > \frac{3}{4}$ and $M > 0$ such that
   \[
   \sup_{t > 0, \xi \in (0, 1), i \in [r]} |g_i(t, \xi, \sigma) - g_i(t, \xi, \sigma')| \leq M|\sigma - \sigma'|^{\beta}, \quad \sigma, \sigma' \in \mathbb{R}^r, \tag{1.23}
   \]

3. **(Separating the drift)** The drift $f_i(t, \xi, \sigma)$ can be decomposed into two terms:
   \[
   f_i(t, \xi, \sigma) = h_i(t, \xi, \sigma) + k_i(t, \xi, \sigma[i]), \quad \sigma \in \mathbb{R}^r, \tag{1.24}
   \]
   where $\sigma[i]$ is the $i$-th component of $\sigma$.

4. **(Local Hölder regularity for $h_i, k_i$)** We can find some $\alpha \in (0, 1)$ such that, for each $n \in \mathbb{N}_+$ we can find $M_n > 0$ such that
   \[
   \sup_{t > 0, \xi \in (0, 1), i \in [r]} |h_i(t, \xi, \sigma) - h_i(t, \xi, \sigma')| \leq M_n|\sigma - \sigma'|^{\alpha}, \tag{1.25}
   \]
   \[
   \sup_{t > 0, \xi \in (0, 1), i \in [r]} |k_i(t, \xi, \sigma[i]) - k_i(t, \xi, \sigma'[i])| \leq M_n|\sigma - \sigma'|^{\alpha}, \tag{1.26}
   \]
   for any $\sigma, \sigma' \in \mathbb{R}^r$ with $|\sigma| \leq n, |\sigma'| \leq n$.

5. **(Linear growth for $h_i$)** We assume that there exists some finite $C_3 > 0$ such that
   \[
   \sup_{t > 0, \xi \in (0, 1), i \in [r]} |h_i(t, \xi, \sigma)| \leq C_3(1 + |\sigma|), \quad \sigma \in \mathbb{R}^r. \tag{1.27}
   \]

6. **(Polynomial growth for $k_i$)** For some $C_4 > 0$ and $m \geq 1$ we have
   \[
   \sup_{t > 0, \xi \in (0, 1), i \in [r]} |k_i(t, \xi, \sigma[i])| \leq C_4(1 + |\sigma|^m), \quad \sigma \in \mathbb{R}^r \tag{1.28}
   \]

7. **(Dissipative condition for $k_i$)** For some finite $C_5 > 0$ we have for each $i = 1, \cdots, r$, any $\xi \in (0, 1)$ and any $\sigma, \rho \in \mathbb{R}^r$,
   \[
   k_i(t, \xi, \sigma[i]) - k_i(t, \xi, \rho[i]) = \lambda_i(t, \xi, \sigma, \rho)(\sigma[i] - \rho[i]) \tag{1.29}
   \]
   where
   \[
   \sup_{t, \xi, \sigma, \rho, i} \lambda_i(t, \xi, \sigma, \rho) < C_5 < \infty. \tag{1.30}
   \]
Then there exists a unique weak-mild solution to the SPDE (1.20). (It will be proved that almost surely the solution \((\xi \mapsto \tilde{u}(t, \xi), \xi \in (0, 1)) \in H_0\), and thus \((f_j(t, \xi, \tilde{u}(t, \xi)))_{1 \leq j \leq r}\) is also well-defined and, as a function of \(\xi\), lies in \(H_0 \subset H\).) Moreover, we prove the following continuity result of solutions with respect to the norm \(H_0\): we can define a Wasserstein distance \(d\) on the Borel probability space of \(H_0\) such that, for any initial condition \(x, y \in H_0\) denote by \(X^x_t, X^y_t\) the solution to the SPDE with initial value \(x, y\) respectively. Then as \(x \to y\) in \(H_0\), the law of solution \(X^x_t\) converges to \(X^y_t\) with respect to the Wasserstein distance \(d\):

\[
d(\text{Law}(X^x_t), \text{Law}(X^y_t)) \to 0, \quad |x - y|_{H_0} \to 0. \tag{1.29}
\]

Note that \(d\) is defined with respect to a distance on \(H_0\) rather than \(H\).

The dissipative condition (7) means that, when \(\sigma[i]\) is positive and large, then \(k_i(t, \xi, \sigma[i])\) can increase at most linearly in \(\sigma[i]\) but can decrease polynomially fast in \(\sigma[i]\), so that the solution will not blow up in finite time. The long-term behavior of this SPDE can be analyzed via techniques in this paper, but we prefer to leave it for a further investigation to keep this paper short.

1.5. Plan of the paper. The method of this paper is inspired by a generalized coupling technique introduced by Kulik and Scheutzow in [19], yet working in this true infinite dimensional setting requires creative new ideas. First, Itô’s formula is not readily applicable to these SPDEs with space-time white noise, thus when we derive a contraction estimate we need very special care to use the stochastic factorization lemma efficiently. The results proved in Section 2.1.3 can be regarded as a maximal inequality of Ornstein-Uhlenbeck semigroups in infinite dimensions, and is thus of independent interest. Second, in infinite dimensions we need particular effort to approximate a continuous map by a Lipschitz one, and to guarantee that the solution stays in some compact subset within finite time horizon. Third, in infinite dimensions the verification of Lyapunov condition is not as easy as before, again due to lack of Itô’s formula. We address all these technical issues with particular care throughout the whole paper.

The paper is organized as follows. In Section 2 we prove all the well-posedness results for Hilbert space valued SPDEs. In Section 3 we prove results concerning long-time behaviour of solutions. In Section 4 we consider the reaction-diffusion equation with polynomial non-linearity. In the appendix we prove some technical lemmas. The proof in Section 2 is self-contained, yet for the proof in Section 3 we will apply some ergodic theoretical results from [15]. In section 4 we prove Theorem 1.8 where some analytical estimates from [5] will be used.

2. Well-posedness of weak mild solutions

2.1. Preliminaries. In this subsection we list a number of preparatory results that will be used in the proof.

2.1.1. Approximation by Lipschitz functions. In this paper we work abstractly with mappings on a Hilbert space that are not Lipschitz, and we will frequently need to approximate such mappings by Lipschitz mappings. The following Proposition from Alex Ravsky [27] would be very useful:

**Proposition 2.1.** Consider a separable Hilbert space \(V\), a normed space \(V'\) and a continuous mapping \(f : V \to V'\). Then there exists a sequence \(\{f_n\}\) that are bounded Lipschitz maps \(f_n : V \to V'\) such that \(f_n\) converges uniformly to \(f\) on each compact subset of \(V\).
We give a very brief sketch of the construction, and refer the details to the reference \[27\]. We may simply consider \( V = \ell^2 \). Let \( p_n : \ell^2 \to \mathbb{R}^n \) be an orthogonal projection. We define the mapping from \( \mathbb{R}^n \) to \( V' \) and compose with \( p_n \). Then we discretize \( \mathbb{R}^n \) into cubes along the coordinate axes, such that each cube has side length \( \frac{1}{n} \). We define the approximation map to be equal to \( f \) on the vertices of these cubes, and define the value of the approximation function inside the cube via linear interpolation with its values on the cube vertices. The approximating map converges to \( f \) on compacts as we send \( n \) to infinity.

For any given \( t > 0 \), we may apply this Proposition to \( \sigma(t, x) : H \to \mathcal{L}(H_0, H) \) where \( H \) is separable Hilbert space and \( \mathcal{L}(H_0, H) \) is a normed Banach space. By checking the details of construction, one can show that the approximating sequences are also measurable in \( t \).

An important observation is in place: if \( f \) has some nice continuity properties, then \( f_n \) would also have such properties at least for two points not sufficiently close. Say if \( f \) is \( \beta \)-Hölder continuous with Hölder coefficient \( C_\beta \), then \( f_n \) satisfies \( |f_n(x) - f_n(y)| \leq 2C_\beta|x - y|^\beta \) for any \( |x - y| \gg \frac{1}{n} \). This is easy to check from the explicit construction procedure given above: since \( |x - y| \) is much larger than the side length of the cube used for construction, \( f_n(x) - f_n(y) \) is essentially subtracting the values of \( f \) on the vertices of the cube containing \( x \), and on the vertices of the cube containing \( y \). When \( n \) is large this is essentially \( f(x) - f(y) \) thanks to the continuity of \( f \). Meanwhile, when we make the choice \( f = \sigma(t, x) \) and \( \sigma \) satisfies the non-degeneracy condition \( H_4 \), then \( f_n \) also satisfies the non-degeneracy condition \( H_4 \) when \( n \) is large: this is because \( f_n \) is a weighted sum of \( f \) on \( n \) grid points. We also use the fact that if an operator \( R \) on \( H \) has a small operator norm, then \( \text{Id}_H + R \) admits a right inverse on \( H \). More precisely, assume that we can find \( g \) such that \( fg = \text{Id}_H \), then \( f_n g = \text{Id}_H + R \) with \( |R|_{\mathcal{L}(H, H)} \) arbitrarily small. Then we find some \( h \) so that \( (\text{Id}_H + R)h = \text{Id}_H \) and \( f_n(g h) = \text{Id}_H \), as desired.

Thanks to these constructions, in the following we will assume that \( b(t, x) \) and \( \sigma(t, x) \) can be approximated by some sequences \( b^0, \sigma^n \) that are Lipschitz continuous and also satisfy assumptions \( H_2, H_3, H_4 \) with uniform in \( n \) numerical constants for any fixed \( x, y \in H \). (That is, the Hölder constant is uniform for the approximating sequence, whereas the Lipschitz constant may explode.)

2.1.2. Staying in a compact subset. Given such an approximation lemma, we also need a result that shows, for any \( T > 0 \), with probability tending to one, the solution of the stochastic heat equation lies in a compact subset \( K \) throughout \([0, T]\). Such a lemma follows from the compactness of the semigroup \( S(t) \).

**Proposition 2.2.** Fix \( T > 0 \) and consider the stochastic evolution equation (1.4) satisfying the assumptions of Theorem 1.2. For any \( \epsilon > 0 \), we can find a compact subset \( K \subset H \) such that \( \mathbb{P}(\theta_K \leq T) < \epsilon \), where \( \theta_K := \inf\{ t \geq 0 : X_t \notin K \} \). The same is true for the SPDE (1.12) with Burgers type non-linearity.

The proof of this Proposition is deferred to Appendix A and B.

2.1.3. The maximal inequality estimate. We begin with a deviation estimate for stochastic integrals in the white noise case. This result is fundamental for all the other proofs of this paper. In the following we will consider an adapted process \( \Phi \in L^\infty([0, T]; \mathcal{L}(H_0, H)) \) and its stochastic integral. For this purpose we introduce the following notation: for any \( T > 0 \),

\[
\| \Phi \|_T := \sup_{0 \leq t \leq T} |\Phi(t)|_{\mathcal{L}(H_0, H)}.
\] (2.1)
Throughout the paper we will need a maximal inequality estimate for the process

$$\Gamma(t) := \int_0^t S(t-s)e^{-\lambda(t-s)}\Phi(s)dW_s,$$

and we aim to show that $|\Gamma(t)|$ is uniformly small when $\lambda$ is very large. If we were in a finite dimension setting we could use Itô’s formula for any such derivations. Unfortunately, Itô’s formula is not available now. We use instead the stochastic factorization lemma from [8], which says: for any $\alpha > 0$:

$$\Gamma(t) = \frac{\sin(\alpha \pi)}{\pi} \int_0^t (t-s)^{\alpha-1}S(t-s)e^{-\lambda(t-s)}Z(s)ds,$$

(2.2)

where

$$Z(t) = \int_0^t (t-s)^{-\alpha}S(t-s)e^{-\lambda(t-s)}\Phi(s)dW_s.$$

(2.3)

The first step is to estimate $Z(t)$.

**Proposition 2.3.** Consider the stochastic integral of an adapted process $\Phi$

$$Z(t) := \int_0^t (t-s)^{-\alpha}S(t-s)e^{-\lambda(t-s)}\Phi(s)dW_s,$$

where the semigroup $S(t)$ is generated by an operator $A$ satisfying $H_1$ and $\lambda > 0$ is some fixed constant. Then for each $\eta \in (0, \eta_0)$, we can choose some $\alpha > 0$ small enough (only depending on $\eta$) such that we have the following estimate: for any $p \geq 2$,

$$E[|Z(t)|^p] \leq C_{\eta,p,\alpha,T} \|\Phi\|_p^p \lambda^{-\eta p}$$

for any $t \in [0, T].$  

(2.4)

The constant $C_{\eta,p,\alpha,T} < \infty$ depends on $\eta, p, \alpha$ and $T$.

**Proof.** We write $S^\lambda$ the semigroup generated by $-A - \lambda I$, so that

$$Z(t) = \int_0^t S^\lambda(t-s)\Phi(s)dW_s.$$

By the BDG inequality,

$$E[|Z(t)|^p] \leq C E \left( \sum_{j=1}^\infty \int_0^t (t-s)^{-2\alpha} |S^\lambda(t-s)\Phi(s)e_j|^2_H ds \right)^{p/2}.$$

(2.5)

We estimate the right hand side via:

$$\Lambda^\lambda_\alpha(t) := \sum_{j=1}^\infty \int_0^t (t-s)^{-2\alpha} |S^\lambda(t-s)\Phi(s)e_j|^2_H ds$$

$$= \sum_{k=1}^\infty \sum_{j=1}^\infty \int_0^t (t-s)^{-2\alpha} \langle S^\lambda(t-s)\Phi(s)e_j, e_k \rangle^2_H ds$$

$$= \sum_{k=1}^\infty \sum_{j=1}^\infty \int_0^t (t-s)^{-2\alpha} \langle \Phi(s)e_j, S^\lambda(t-s)e_k \rangle^2_H ds$$
Since
\[ \langle S^\lambda(t)^* e_k, e_j \rangle_H = \langle S^\lambda(t) e_j, e_k \rangle_H = \begin{cases} e^{-(\lambda_j + \lambda)t} & j = k \\ 0 & j \neq k, \end{cases} \]
we further simplify \( \Lambda_\alpha^\lambda(t) \) as
\[
\Lambda_\alpha^\lambda(t) = \sum_{k=1}^{\infty} \sum_{j=1}^{\infty} \int_0^t (t-s)^{-2\alpha} e^{-2(\lambda_k + \lambda)(t-s)} \langle \Phi(s) e_j, e_k \rangle_H^2 ds.
\]

By self-adjointness of \( \Phi \), noting \( e_k \in H_0 \) with \( |e_k|_{H_0} \leq M \),
\[
\sum_{j=1}^{\infty} \langle \Phi(s) e_j, e_k \rangle_H^2 = \sum_{j=1}^{\infty} \langle \Phi(s) e_k, e_j \rangle_H^2 = |\Phi(s) e_k|_H^2 \leq M|\Phi(s)|_{L^2(H_0, H)}^2.
\]
Thus we upper \( \Lambda_\alpha^\lambda(t) \) through
\[
\Lambda_\alpha^\lambda(t) \leq \int_0^t (t-s)^{-2\alpha} \|\Phi(s)\|_H^2 \left( \sum_{k=1}^{\infty} e^{-2(\lambda_k + \lambda)(t-s)} \right) ds. \tag{2.6}
\]

In the following we find effective upper bounds for
\[
\sum_{k=1}^{\infty} e^{-2(\lambda_k + \lambda)(t-s)}
\]
For any \( \eta \in (0, 1) \), by Young’s inequality we may find \( c_\eta > 0 \) such that
\[
\lambda_k + \lambda \geq c_\eta \lambda_k^{1-\eta} \lambda^\eta. \tag{2.7}
\]
For any \( r < 1 \) we can find positive constants \( c_r, c_{r, \eta} \) such that, by using (2.7) in the second inequality,
\[
e^{-2(\lambda_k + \lambda)t} \leq c_r \left( \frac{1}{(\lambda_k + \lambda)t} \right)^r \leq c_{r, \eta} \frac{1}{\lambda_k^{(1-\eta)r}} e^{-\eta \lambda t} \tag{2.8}
\]
Since
\[
\int_0^t s^{-2\alpha - r} ds < \infty \tag{2.9}
\]
by choosing \( \alpha > 0 \) sufficiently small followed by choosing \( r < 1 \) sufficiently close to 1, one can ensure that \( \sum_{k=1}^{\infty} \frac{1}{\lambda_k^{1-\eta} \lambda^\eta} < \infty \) for \( r \) sufficiently close to 1, and then \( r \eta \), the exponent of \( \lambda^{-1} \), can achieve any value in \((0, \eta_0)\) by our choice. Thus we write \( \eta \) in place of \( r \eta \) for the given \( \eta \in (0, 1) \), and derive the estimate
\[
\sum_{k=1}^{\infty} e^{-2(\lambda_k + \lambda)t} \leq c_\eta \lambda^{-\eta} \frac{1}{t^r} \tag{2.10}
\]
where \( c_\eta \) implicitly depends on \( r \) but is independent of \( t \). Note that in the above procedure, \( r \) depends only on \( \eta \), and thus the admissible choice of \( \alpha \) only depends on \( \eta \) as well.

This produces the desired \( \lambda^\eta \) factor in the upper bound of \( \Lambda_\alpha^\lambda \), and the integral with respect to \( t \) is finite thanks to (2.9). This finishes the proof with a constant \( c_{\eta, p, \alpha, T} \).

\[ \square \]

Now we turn back to the original process \( \Gamma(t) \).
Theorem 2.4. Recall the process \( \Gamma(t) \) defined as
\[
\Gamma(t) = \int_0^t \mathcal{S}(t - s)e^{-\lambda(t-s)}\Phi(s)dW_s.
\]
Then for any \( \eta \in (0, \eta_0) \) we can find a \( p_* > 0 \) depending only on \( \eta \) such that, for any \( p \geq p_* \), we can find \( c_{\eta,p,T} > 0 \) such that for any \( \lambda > 0 \),
\[
\mathbb{E} \sup_{t \in [0,T]} |\Gamma(t)|^p \leq c_{\eta,p,T} \lambda^{-\frac{np}{2}} \mathbb{E}\|\Phi\|_T^p. \tag{2.11}
\]
The constant \( c_{\eta,p,T} \) depends on \( \eta \), \( p \) and \( T \).

More generally, for any stopping time \( \tau \) we can estimate
\[
\mathbb{E} \sup_{t \in [0,T \wedge \tau]} |\Gamma(t)|^p \leq c_{\eta,p,T} \lambda^{-\frac{np}{2}} \mathbb{E}\|\Phi\|_{T \wedge \tau}^p. \tag{2.12}
\]

Proof. By the stochastic factorization formula (2.2), we have, for some \( \alpha > 0 \) (determined in Proposition 2.3 by \( \eta \)), the first equality of the following:
\[
\mathbb{E} \sup_{t \in [0,T]} |\Gamma(t)|^p = \mathbb{E} \sup_{t \in [0,T]} \left| \int_0^t (t - s)^{\alpha - 1} \mathcal{S}^\lambda(t - s)Z(s)ds \right|^p
\]
\[
\leq C_{\eta,p,T} \left( \int_0^T s^{(\alpha-1)p/(p-1)} \|\mathcal{S}^\lambda(s)\|^{p/(p-1)} ds \right)^{p-1} \mathbb{E} \int_0^T |Z(s)|^p ds
\]
\[
\leq C_{\eta,p,T} \lambda^{-\frac{np}{2}} \mathbb{E}\|\Phi\|_T^p,
\]
where in the second inequality we choose \( p > \frac{1}{\alpha} \) sufficiently large, use the boundedness of \( \|\mathcal{S}^\lambda(s)\| \) and apply H"older’s inequality. The last inequality follows from Proposition 2.3. This completes the proof.

To prove the stopping time version, we may replace \( \Phi(s) \) by \( \Phi(s)1_{s \leq \tau} \) in the definition of \( \Gamma(t) \) without changing the value of \( \Gamma(t) \) for \( t \leq T \wedge \tau \), and do the same computation.

\[ \square \]

2.1.4. The Girsanov transform part. Finally we provide an estimate that follows from Girsanov transform, which is an analogue of Proposition 3.2 of [19] in the SPDE setting.

Proposition 2.5. Consider \( X_t \) that solves the SPDE (1.4) under the assumption of Theorem 1.2, and consider another SPDE
\[
dY_t = AY_t dt + b(t, Y_t) dt + \lambda \phi_t dt + \sigma(t, Y_t) dW_t, \quad Y_0 = x \in H, \tag{2.14}
\]
where \( \phi_t \geq 0 \) is an \( \mathcal{H} \)-valued adapted process. We assume that \( b \) and \( \sigma \) are Lipschitz continuous, so that (2.14) has a unique strong solution. Assume that \( \sup_{0 \leq t \leq T} |\phi_t| \leq |\phi|_\infty < \infty \) almost surely for some finite constant \( |\phi|_\infty \). Then for any \( T > 0 \) we may find a constant \( C \) such that
\[
d_{TV}(\text{Law}(X|_{[0,T]}), \text{Law}(Y|_{[0,T]})) \leq CT^{1/2}\lambda |\phi|_\infty,
\]
where \( d_{TV} \) is the total variation distance on the Borel probability space on \( \mathcal{C}([0,T]; H) \).

Proof. By Pinsker’s inequality, we have
\[
d_{TV}(\text{Law}(X|_{[0,T]}), \text{Law}(Y|_{[0,T]})) \leq \sqrt{2H_{\text{rel}}(\text{Law}(X|_{[0,T]}) \mid \text{Law}(Y|_{[0,T]}))},
\]
where \( H_{\text{rel}}(\cdot \mid \cdot) \) denotes the relative entropy on path space \( \mathcal{C}([0,T]; H) \).
Since $\sigma$ is non-degenerate, the law of $X|_{[0,T]}$ can be obtained from $Y|_{[0,T]}$ via Girsanov transform (a version of Girsanov transform for cylindrical processes can be bound in [3], Chapter 10):

$$(W_t)_{0 \leq t \leq T} \mapsto (W_t - \sigma(t, Y_t)^{-1}\lambda \phi_t)_{0 \leq t \leq T}.$$  

Since $\sigma^{-1}\lambda \phi_t$ is bounded almost surely by $C\lambda |\phi|_\infty$, where $C$ is the upper bound in Hypothesis $H_4$, the claim follows from a direct computation of relative entropy. \hfill $\Box$

2.2. Proof of Theorem 1.2

Proof. Existence of a weak mild solution is well-known, see for example [9], Theorem 2, and a generalized version of the existence result will be proved in Appendix B. We now prove uniqueness of weak mild solution.

As discussed in Section 2.2.1, we find a sequence of Lipschitz mappings $b^n, \sigma^n$ approximating $b$ and $\sigma$ on compacts, and by the discussion at the end of that subsection, we may assume $b^n, \sigma^n$ also satisfy assumptions $H_2, H_3, H_4$ with the same numerical constant.

For any initial value $x \in H$, consider the following three SPDEs

$$dX_t = AX_t dt + b(t, X_t)dt + \sigma(t, X_t)dW_t, \quad X_0 = x,$$

which is the SPDE we wish to prove uniqueness in law. As we have not shown the solution is unique in law, we temporarily select one candidate solution and fix it in the sequel. Therefore, we assume the selected weak solution to this SPDE lives on some probability space $(\Omega, \mathcal{F}, (\mathcal{F}_t), W)$. On the same probability space where $X_t$ lives, we solve the following SPDE

$$dX^n_t = AX^n_t dt + b^n(t, X^n_t)dt + \sigma^n(t, X^n_t)dW_t, \quad X^n_0 = x,$$

which has a strong solution thanks to the Lipschitz continuity of $b^n$ and $\sigma^n$. The aim of proof is to show that the law of $X^n_t$ converges to the law of $X_t$, so that, given the law of $X^n_t$ is uniquely defined, any candidate solution to $X_t$ should have the same law, i.e. weak uniqueness holds. Also, on this probability space we solve the following SPDE

$$d\tilde{X}_t^n = A\tilde{X}_t^n dt + b^n(t, \tilde{X}_t^n)dt + \lambda(X_t - \tilde{X}_t^n)dt + \sigma^n(t, \tilde{X}_t^n)dW_t, \quad \tilde{X}_0^n = x.$$  

This SPDE has a strong solution on this probability space thanks to Lipschitz continuity of $b^n$ and $\sigma^n$.

Before going into details we briefly outline the two-step proof strategy. To show $X^n_t$ converges to $X_t$ in distribution, we first establish a contracting estimate of $X_t$ towards $\tilde{X}_t^n$ via choosing $\lambda$ sufficiently large. Then we show that $X^n_t$ is sufficiently close to $\tilde{X}_t^n$ in total variation distance, using an appropriate definition of the stopping time $\tau$ and non-degeneracy of $\sigma^n$. The proof completes as a combination of these two bounds.

Given a compact subset $K \subset H$ with $x \in K$ obtained via Proposition 2.2, denote by

$$\Delta^n_K := \sup_{t > 0} \sup_{y \in K} \{ |b^n(t, y) - b(t, y)| + |\sigma^n(t, y) - \sigma(t, y)|_{L(H_0, H)} \}$$

and set $\tau^n_K := \inf\{ t \geq 0 : |X_t - \tilde{X}_t^n| \geq 2\Delta^n_K \}$. Also denote by $\theta_K := \inf\{ t \geq 0 : X_t \notin K \}$. We set

$$\tau = \tau^n_K \wedge \theta_K$$

and

$$\lambda = (\Delta^n_K)^{-1}$$

for some value of $\gamma > 0$ to be fixed later. Thanks to Proposition 2.2 we have $\mathbb{P}(\theta_K \leq T) \leq \epsilon$. We stress that the stopping time $\tau$ is uniquely defined once the law of $X_t$ is determined.
Step 1: Contraction estimate. For $0 \leq t \leq \tau$, assume for simplicity that $\Delta_n^\alpha \in [0, 1)$, we may compute via triangle inequality that for some $n$-independent constant $C > 0$,

$$|b(t, X_t) - b^n(t, \tilde{X}_t^n)| \leq M(2\Delta_n^\alpha + \Delta_n^\beta) \leq C(\Delta_n^\alpha), \quad t \leq \tau$$

and

$$|\sigma(t, X_t) - \sigma^n(t, \tilde{X}_t^n)| \leq M(2\Delta_n^\alpha + \Delta_n^\beta) \leq C(\Delta_n^\alpha), \quad t \leq \tau,$$

where $M$ is the constant appearing in Assumptions $H_2$ and $H_3$.

A direct computation yields that, for any $0 \leq t \leq \tau$,

$$|X_t - \tilde{X}_t^n| \leq e^{-\lambda t} \int_0^t S(t - s) e^s |b(s, X_s) - b^n(s, \tilde{X}_s^n)| ds + e^{-\lambda t} \int_0^t S(t - s) e^s |\sigma(s, X_s) - \sigma^n(s, \tilde{X}_s^n)| dW_s.$$

Applying the stopping time version of Theorem 2.4, note that we choose $\lambda = (\Delta_n^\alpha)^{-1}$, we obtain that for each $\eta \in (0, \eta_0)$ and sufficiently large $m \in \mathbb{N}_+$, we may find a constant $C = C_{\eta, m, T}$ satisfying

$$\mathbb{P}( \sup_{t \in [0, \tau]} |X_t - \tilde{X}_t^n| > C(\Delta_n^\alpha)^{1+\alpha-\gamma} + C(\Delta_n^\alpha)^{\frac{1-\gamma}{2} + \beta} R) \leq \frac{C}{R^m}, \quad R > 0. \quad (2.15)$$

By our assumption $\alpha \in (0, 1]$ and $\beta \in (1 - \frac{m}{2}, 1]$, we can find $\eta \in (0, \eta_0)$ sufficiently close to $\eta_0$ and $\gamma \in (0, 1)$ sufficiently close to 0, such that the following holds at the same time:

$$\left\{ \begin{array}{l}
\gamma \in (0, \alpha) \\
\frac{1-\gamma}{2} + \beta > 1.
\end{array} \right. \quad (2.16)$$

Consequently, the powers of $\Delta_n^\alpha$ in the bracket of (2.15) are all larger than one. We fix from now on the choice of $\gamma$ and $\eta$, as well as the constant $C_m = C_{\eta, m}$.

Now we choose $\chi \in (0, \frac{1-\alpha}{2} + \beta - 1)$ and set $R := (\Delta_n^\alpha)^{-\chi}$ in the estimate (2.15). Denote by $\Omega_\nu := \{ \sup_{t \in [0, \tau]} |X_t - \tilde{X}_t^n| > C(\Delta_n^\alpha)^{1+\alpha-\gamma} + C(\Delta_n^\alpha)^{\frac{1-\gamma}{2} + \beta-\chi} \}$.

Upon choosing $\Delta_n^\alpha$ sufficiently small, we deduce that $|X_t - \tilde{X}_t^n| \leq \Delta_n^\alpha$ for all $t \leq \tau$ on $\Omega \setminus \Omega_\nu$. Since the processes have continuous trajectories, we deduce that we indeed have $\theta_K \land T \leq \tau^n_K$ on $\Omega \setminus \Omega_\nu$. From this we conclude that, for any $\kappa > 0$,

$$\mathbb{P}( \sup_{t \in [0, \omega \setminus \theta_K]} |X_t - \tilde{X}_t^n| > \kappa ) \to 0, \quad n \to \infty. \quad (2.17)$$

The previous computations also imply that $\mathbb{P}(\Omega_\nu) \to 0$, so that

$$\mathbb{P}(\tau^n_K < \theta_K \land T) \to 0, \quad n \to \infty. \quad (2.18)$$

Step 2: Girsanov transform estimate. We define one more auxiliary process for convenience: consider the following SPDE

$$d\tilde{X}_t^n = A\tilde{X}_t^n dt + b^n(t, \tilde{X}_t^n)dt + \lambda(X_t - \tilde{X}_t^n)1_{t \leq \tau} dt + \sigma^n(t, \tilde{X}_t^n)dW_t, \quad \tilde{X}_0^n = x.$$
Since we have determined the process $X_t$ and the stopping time $\tau^0_K$ is uniquely defined, and that the coefficients $b^n, \sigma^n$ are Lipschitz, the SPDE $\tilde{X}_t^n$ has a unique strong solution on this probability space. Moreover we have $\tilde{X}_t^n = X^n_t$ whenever $t \leq \tau$.

Now we apply Proposition 2.5 for the process $X_t^n$ perturbed by $\lambda(X_t - \tilde{X}_t^n)1_{t \leq \tau}$ (the SPDE solved by $\tilde{X}_t^n$ has Lipschitz coefficients, fulfilling the requirement of Proposition 2.5) and deduce that, for any $T > 0$ we can find a constant $C$ (uniform in $n$) such that

$$d_{TV}(\text{Law}(X^n|[0,T]), \text{Law}(\tilde{X}_t^n|[0,T])) \leq C T^{1/2}(\Delta^a)^{\gamma}. \tag{2.19}$$

We use the fact that $\lambda|X_t - \tilde{X}_t^n| = \lambda|X_t - \tilde{X}_t^n| \leq 2\lambda \Delta^a$ whenever $t \leq \tau$.

**Step 3: Combining all the above estimates.** To prove uniqueness in law of the solution $X_t$, it suffices to show that, for any bounded continuous function $E$ on $C([0,T];H)$, we have

$$E[E(X|[0,T])] - E[E(X^n|[0,T])] \to 0, \quad n \to \infty, \tag{2.20}$$

Indeed, since $b^n$ and $\sigma^n$ are Lipschitz for each $n$, the SPDE solved by $X^n$ has a unique strong solution, and $\text{Law}(X^n|[0,T])$ is uniquely determined. If (2.20) were established, then it would imply that

$$E[E(X|[0,T])]$$

is uniquely defined for any continuous test function $E$ and any candidate solution $X$, so the law of $X|[0,T]$ is unique. Since $T$ is arbitrary, this shows the uniqueness in law of $X$.

To prove (2.20), first note that (2.19) implies, in the limit $\Delta^a \to 0$,

$$E[E(\tilde{X}_t^n|[0,T])] - E[E(X^n|[0,T])] \to 0, \quad n \to \infty.$$

Moreover, since $P(\theta_K \leq T)$ can be taken arbitrarily small thanks to Proposition 2.2 and we have (2.18), we deduce that

$$|E[E(\tilde{X}_t^n|[0,T])] - E[E(X^n|[0,T])]| \leq 2 \sup_x |E(x)| \times P(\tau < T),$$

which can be made arbitrarily small by setting $K$ large and setting $n \to \infty$, using (2.18).

Note also that (2.17) implies $\tilde{X}_n|[0,T]$ converges to $X|[0,T]$ in probability, on $\{\theta_K \geq T\}$. Therefore

$$\limsup_{n \to \infty} \left| E[E(\tilde{X}_t^n|[0,T])] - E[E(X|[0,T])| \right| \leq 2 \sup_x |E(x)| P(\theta_K \leq T), \quad n \to \infty.$$

Combining the aforementioned three estimates, we have

$$\limsup_{n \to \infty} \left| E[E(X^n|[0,T])] - E[E(X|[0,T])] \right| \leq 4 \sup_x |E(x)| P(\theta_K \leq T).$$

The right hand side can be set arbitrarily small thanks to Proposition 2.2. This completes the proof of (2.20), and weak uniqueness follows.

2.3. **Proof of Theorem 1.3.** In this section we prove Theorem 1.3 where there is an additional $(-A)^\theta F(t, X_t)$ term.

We need a simple estimate:

$$\|(-A)^\theta S(t)\|_{op} = \sup_{k \geq 1} e^{-\lambda_k t} \lambda_k^\theta \leq \frac{d^\theta}{t^\theta}, \tag{2.21}$$
where

\[ d_\theta := \sup_{r>0} e^{-r_\theta r} < \infty. \]

Moreover, for any \( \lambda > 0 \) we have

\[
\int_0^t e^{-\lambda(t-s)} \|(-A)^{\theta} S(t-s)\|_{op} ds \leq d_\theta \int_0^t e^{-\lambda s} \frac{1}{s^\theta} ds \\
\leq d_\theta \lambda^{\theta-1} \int_0^\infty e^{-t \frac{d_\theta \lambda^{\theta-1}}{t}} dt \leq C_{\theta} \lambda^{\theta-1}
\]

for some universal constant \( C_{\theta} > 0 \) that only depends on \( \theta \in (0, 1) \).

We now begin to prove the well-posedness result, Theorem 1.3.

**Proof.** For existence of a weak mild solution, we generalize the existence part of Theorem 1 of [26] to cover multiplicative noise. Proof of weak existence is given in Appendix [3] We now focus on showing the weak solution is unique in law. We follow closely the proof of Theorem [1.2]. Consider approximations \( b^n, \sigma^n \) and \( F^n \) that are Lipschitz continuous and satisfy \( H_2, H_3, H_5 \) and \( H_6 \) with constants that are uniform in \( n \), and such that \( b^n, \sigma^n \) and \( F^n \) converges uniformly to \( b, \sigma \) and \( F \) on any compact subset of \( H \). We select a weak solution to the following SPDE that lives on some probability space \((\Omega, \mathbb{P}, \mathcal{F})\),

\[
dX_t = AX_t dt + b(t, X_t) dt + (-A)^{1/2} F(t, X_t) dt + \sigma(t, X_t) dW_t, \quad X_0 = x,
\]

and on the same probability space we solve the following two SPDEs thanks to Lipschitz continuity of various coefficients, given the adapted process \( X_t \):

\[
dX^n_t = AX^n_t dt + b^n(t, X^n_t) dt + (-A)^{1/2} F^n(t, X^n_t) dt + \sigma^n(t, X^n_t) dW_t, \quad X^n_0 = x,
\]

\[
d\tilde{X}^n_t = A\tilde{X}^n_t dt + b^n(t, \tilde{X}^n_t) dt + (-A)^{1/2} F^n(t, \tilde{X}^n_t) dt + \sigma^n(t, \tilde{X}^n_t) dW_t, \quad \tilde{X}^n_0 = x.
\]

Given a compact subset \( K \subset H \) with \( x \in K \) constructed via Proposition [2.2], denote by \( \Delta^n_K := \sup_{t>0} \sup_{y \in K} \{ |b^n(t, y) - b(t, y)| + |\sigma^n(t, y) - \sigma(t, y)| \}_{\mathcal{L}(H_0, H)} + |F^n(t, y) - F(t, y)| \}, \)

and set \( \tau^n_K := \inf\{ t \geq 0 : |X_t - \tilde{X}^n_t| \geq 2\Delta^n_K \} \). Also denote by \( \theta_K := \inf\{ t \geq 0 : X_t \notin K \} \). We set

\[
\tau = \tau^n_K \land \theta_K
\]

and

\[
\lambda = (\Delta^n_K)^{\gamma-1}
\]

for some value of \( \gamma > 0 \) to be fixed later.

**Step 1. Contraction estimate.** For \( 0 \leq t \leq \tau \), assume for simplicity that \( \Delta^n_K \in [0, 1) \), we may compute via triangle inequality that for some \( n \)-independent constant \( C > 0 \),

\[
|b(t, X_t) - b^n(t, \tilde{X}^n_t)| \leq M(2\Delta^n_K)^{\alpha} + \Delta^n_K \leq C(\Delta^n_K)^{\alpha}, \quad t \leq \tau
\]

\[
|\sigma(t, X_t) - \sigma^n(t, \tilde{X}^n_t)| \leq M(2\Delta^n_K)^{\beta} + \Delta^n_K \leq C(\Delta^n_K)^{\beta}, \quad t \leq \tau,
\]

and

\[
|F(t, X_t) - F^n(t, \tilde{X}^n_t)| \leq M(2\Delta^n_K)^{\gamma} + \Delta^n_K \leq C(\Delta^n_K)^{\gamma}, \quad t \leq \tau,
\]

where \( M \) is the constant appearing in Assumptions \( H_2, H_3, H_6 \).
A direct computation yields that, for any \( t \leq \tau \),
\[
|X_t - X^n_t| \leq e^{-\lambda t} \left| \int_0^t S(t-s)e^{\lambda s}[b(s, X_s) - b^n(s, X^n_s)]ds \right|
\]
\[
+ e^{-\lambda t} \int_0^t S(t-s)e^{\lambda s}[\sigma(s, X_s) - \sigma^n(s, X^n_s)]dW_s
\]
\[
+ \int_0^t e^{-\lambda(t-s)}S(t-s)(-A)^{1/2}[F(s, X_s) - F^n(s, X^n_s)]ds.
\]

Now arguing as in (2.15), using the auxiliary estimate (2.22), note that we choose \( \lambda := (\Delta^*_K)^{-1} \), we deduce that for each \( \eta \in (0, \eta_0) \) and each sufficiently large \( m \in \mathbb{N}_+ \), we may find a constant \( C = C_{\eta,m} \) satisfying, for any \( R > 0 \),
\[
\mathbb{P}( \sup_{t \in [0, \tau]} |X_t - X^n_t| > C(\Delta^*_K)^{1+\alpha-\gamma} + C(\Delta^*_K)^{(1-\gamma)(1-\vartheta)+\zeta} + C(\Delta^*_K)^{1+\alpha-\gamma+\beta} R ) \leq \frac{C}{R^m}, \quad R \geq 2. \tag{2.23}
\]

By our assumption \( \alpha \in (0, 1], \beta \in (1 - \frac{2\alpha}{\eta}, 1] \) and \( \zeta \in (\vartheta, 1] \), we can find \( \eta \in (0, \eta_0) \) sufficiently close to \( \eta_0 \) and \( \gamma \in (0, 1) \) sufficiently close to 0, such that the following holds at the same time:
\[
\begin{cases} 
\gamma \in (0, \alpha), \\
(1-\gamma)(1-\vartheta) + \zeta > 1, \\
1-\gamma \eta + \beta > 1.
\end{cases} \tag{2.24}
\]

Then we choose \( \chi \in (0, \frac{1-\gamma \eta + \beta - 1}{2}) \) and set \( R := (\Delta^*_K)^{-\chi} \) in the estimate (2.23). A simple computation shows that the powers of \( \Delta^*_K \) in the bracket of (2.23) are all larger than one.

Denote by
\[
\Omega_\nu := \{ \sup_{t \in [0, \tau]} |X_t - X^n_t| > C(\Delta^*_K)^{1+\alpha-\gamma} + C(\Delta^*_K)^{(1-\gamma)(1-\vartheta)+\zeta} + C(\Delta^*_K)^{1+\alpha-\gamma+\beta} \}.
\]

Upon choosing \( \Delta^*_K \) sufficiently small, we deduce that \( |X_t - X^n_t| \leq \Delta^*_K \) for all \( t \leq \tau \) on \( \Omega \setminus \Omega_\nu \). Since the processes have continuous trajectories, we deduce that we indeed have
\[
\theta_K \wedge T \leq \tau^n_K
\]
on \( \Omega \setminus \Omega_\nu \). From this we conclude that, for any \( \kappa > 0 \),
\[
\mathbb{P}( \sup_{t \in [0, T \wedge \theta_K]} |X_t - X^n_t| > \kappa ) \to 0, \quad n \to \infty. \tag{2.25}
\]

The previous computations also imply that \( \mathbb{P}(\Omega_\nu) \to 0 \), so that
\[
\mathbb{P}(\tau^n_K < \theta_K \wedge T) \to 0, \quad n \to \infty. \tag{2.26}
\]

**Step 2. Girsanov estimate.** Consider another auxiliary SPDE
\[
d\tilde{X}^n = A\tilde{X}^n dt + b^n(t, \tilde{X}^n)dt + (-A)^{1/2}F^n(t, \tilde{X}^n)dt + \lambda(X_t - \tilde{X}^n_t)dt 1_{t \leq \tau} + \sigma^n(t, \tilde{X}^n_t)dW_t, \quad \tilde{X}^n_0 = x.
\]

This SPDE has a unique strong solution thanks to the fact that \( \tau \) is uniquely defined and all the coefficients are Lipschitz continuous.

Arguing as in (2.19), we deduce that for any \( T > 0 \) we can find a constant \( C \) (uniform in \( n \)) such that
\[
d_{TV}(\text{Law}(X^n|_{[0,T]}), \text{Law}(\tilde{X}^n|_{[0,T]})) \leq CT^{1/2}(\Delta^*_K)^\gamma. \tag{2.27}
\]
Step 3. Combining existing bounds. The remaining proof of weak uniqueness follows from the same argument as those in the proof of Theorem 1.2. We only need to combine (2.25), (2.27) and the fact that $\tilde{X}_n^t = \tilde{X}_{t_n}$ whenever $t \leq \tau$, and $\mathbb{P}(\tau \leq T)$ can be made arbitrarily small by setting $n \to \infty$ and $K$ arbitrarily large thanks to (2.26). □

3. LONG TIME BEHAVIOUR

3.1. Choice of a metric and contracting properties. In this subsection we give a proof to the following theorem that does not rely on the assumed Lyapunov condition. This choice of metric is inspired by [19].

We consider the distance function
\[ d_{N,\gamma}(x, y) := (N|x - y|^\gamma) \land 1, \quad N \geq 1, \gamma \in [0, 1]. \]
The constant $\gamma > 0$ and $N > 0$ will be chosen in a problem specific way, and is different in every other applications.

Before stating the theorem, we warn the reader that the distance $d_{N,\gamma}$ is not globally comparable to the usual distance on $H$, and in the next result we will choose $N$ and $\gamma$ such that the dynamics is contracting at a specific time $t$ with respect to $d_{N,\gamma}$: this result alone does not say anything about the long time behavior of solutions. Indeed it is easy to construct solutions moving away from a fixed region in long time, yet for a specific time $t$ and specific choice of $N, \gamma$ the following contraction claim still holds.

**Theorem 3.1.** Assume that all the assumptions of Theorem 1.2 are satisfied, and that $b$ and $\sigma$ do not depend on time. For each $x \in H$ denote by $(X_t^x)_{t \geq 0}$ the solution to (3.3) with initial value $x$. Then for any $D > 0$ and fixed $t > 0$ we may find some $\gamma \in (0, 1)$, some positive integer $N$, and some $\theta \in (0, 1)$ depending on $t$ such that
\[ d_{N,\gamma}(\text{Law}(X_t^x), \text{Law}(X_t^y)) \leq \theta d_{N,\gamma}(x, y), \quad \text{given } |x| \leq D, |y| \leq D. \] (3.1)
and
\[ d_{N,\gamma}(\text{Law}(X_t^x), \text{Law}(X_t^y)) \leq \theta d_{N,\gamma}(x, y), \quad \text{given } d_{N,\gamma}(x, y) < 1. \] (3.2)
(warning again: these estimates hold only at time $t$, and may not hold on any longer time period).

This theorem is remarkable as we have not assumed any contracting assumptions on the dynamics $X_t$. It is crucial to see that it is indeed the non-degeneracy of noise that leads to such estimates. If we have a deterministic PDE with more than one invariant measure, the claim of this theorem is false. In the proof we will couple $X_t^x$ to another process with a linear contraction, and control that process and $X_t^y$ via a total variation estimate. The fact that the latter estimate is in terms of total variation distance rather than Wasserstein distance is the central part of the argument, with which we can set $N$ to be very large in the distance $d_{N,\gamma}$, and quantitatively kill the contribution from total variation part. Such a total variation estimate, of course, relies on non-degeneracy of the noise.

The rest of the subsection is devoted to the proof of Theorem 3.1.

3.1.1. Setting up the coupling. Fix two initial values $x, y \in H$. To couple the two processes
\[ dX_t = AX_t dt + b(X_t) dt + \sigma(X_t) dW_t, \quad X_0 = x \] (3.3)
and
\[ dY_t = AY_t dt + b(Y_t) dt + \sigma(Y_t) dW_t, \quad Y_0 = y, \] (3.4)
we introduce a constant $\lambda > 0$ and a stopping time $\tau$ whose value will be determined later, and we consider an auxiliary control process

$$d\tilde{Y}_t = A\tilde{Y}_t dt + b(\tilde{Y}_t) dt + \lambda(X_t - \tilde{Y}_t) dt_{1_{t \leq \tau}} + \sigma(\tilde{Y}_t) dW_t, \quad \tilde{Y}_0 = y. \quad (3.5)$$

Strictly speaking, we also need to approximate $b$ and $\sigma$ by Lipschitz mappings as detailed in Section 2.1.1, but we omit this auxiliary approximation procedure as it is exactly the same in the previous proofs of weak uniqueness. Moreover, since weak uniqueness has been proved, the law of $\tilde{Y}_t$ does not depend on the stopping time $\tau$ whenever $t \leq \tau$, because the law of $\tilde{Y}_t$ arises as the limit of SPDEs with Lipschitz coefficients, whose distribution is fixed irrespective of the stopping time $\tau$.

We set

$$\tau = \tau_{x,y} := \inf\{t \geq 0 : |X_t - \tilde{Y}_t| \geq 2|x-y|\},$$

and set $\lambda := |x-y|^{\gamma-1}$ for some $\gamma \in (0,1)$ to be determined later.

It follows from Proposition 2.5 that for any $T > 0$ we can find $C$ such that

$$d_{TV}(\text{Law}(Y\{0,T\}), \text{Law}(\tilde{Y}\{0,T\})) \leq CT^{1/2}|x-y|^\gamma. \quad (3.6)$$

Writing (3.3) and (3.4) in mild formulations, we have, for any $t \leq \tau$,

$$|X_t - \tilde{Y}_t| \leq e^{-\lambda t}|x-y| + e^{-\lambda t}\left|\int_0^t S(t-s)e^{\lambda s}(b(X_s) - b(\tilde{Y}_s)) ds\right| + e^{-\lambda t}\left|\int_0^t S(t-s)e^{\lambda s}(\sigma(X_s) - \sigma(\tilde{Y}_s)) dW_s\right|. \quad (3.7)$$

Using the Hölder continuity $H_2$ and $H_3$ of $b$ and $\sigma$, definition of the stopping time $\tau$ and Theorem 2.4, we obtain the following deviation estimate: for each $\eta \in (0,\frac{1}{3})$, we have that for any sufficiently large $m \in \mathbb{N}_+$ we may find some fixed constant $M = M_{m,\eta} > 0$ such that

$$\mathbb{P}\left(\sup_{0 \leq t \leq \tau \wedge T} (|X_t - \tilde{Y}_t| - e^{-\lambda t}|x-y|) \geq M\lambda^{-1}|x-y|^\alpha + M\lambda^{-\frac{1}{2}\eta}|x-y|^\beta R \right) \leq \frac{M}{R^m}, \quad R > 0. \quad (3.8)$$

Recall we made the choice $\lambda = |x-y|^{\gamma-1}$. We may find $\gamma > 0$ sufficiently small and $\eta \in (0,\eta_0)$ sufficiently close to $\eta_0$ such that

$$\begin{cases} \gamma \in (0,\alpha) \\ \frac{1-\gamma}{2} + \beta > 1. \end{cases} \quad (3.9)$$

holds, as it did in (2.16).

Then we find some

$$0 < \chi < \min(\alpha - \gamma, \beta + 1 - \frac{\gamma}{2} \eta - 1) \quad (3.10)$$

and choose furthermore

$$R = |x-y|^{-\chi}$$

to obtain

$$\mathbb{P}\left(\sup_{0 \leq t \leq \tau \wedge T} (|X_t - \tilde{Y}_t| - e^{-|x-y|^{\gamma-1}t}|x-y|) \geq M_m|x-y|^{1+\gamma}\chi \right) \leq M_m|x-y|^{2\gamma\chi}. \quad (3.11)$$

Denote by

$$\Omega_{\nu} := \left\{ \sup_{0 \leq t \leq \tau \wedge T} |X_t - \tilde{Y}_t| - e^{-|x-y|^{\gamma-1}t}|x-y| \geq M_n|x-y|^{1+\gamma}\right\},$$
then by choosing $|x - y|$ small enough, on the complementary set $\Omega \setminus \Omega_\nu$ one must have $\sup_{0 \leq t \leq \tau} |X_t - Y_t| \leq 2|x - y|$. Thus by continuity of the trajectories we must have

$$\tau = \tau_{x,y} \geq T \quad (3.12)$$

on $\Omega \setminus \Omega_\nu$, so we can deduce that

$$\mathbb{P}(\sup_{0 \leq t \leq T} (|X_t - \tilde{Y}_t| - e^{-|x-y|^{1+\gamma}t}|x - y|) \geq M_m|x - y|^{1+\gamma}) \leq M_m|x - y|^{2m\chi}. \quad (3.13)$$

Now we make a choice of $m \in \mathbb{N}_+$ such that

$$m\chi \geq \gamma; \quad (3.14)$$

and fix the choice of the constant $M := M_m$ in the rest of the argument.

Since

$$e^{-\nu^{\gamma-1}T} + M\nu^\chi \to 0 \quad \text{as} \ \nu \to 0,$$

we will choose some sufficiently small $\nu_0 > 0$ and assume that $|x - y| \leq \nu_0$ to obtain, as a consequence of (3.13), (3.12) and (3.14):

$$\mathbb{P}(|X_T - \tilde{Y}_T| \geq \frac{1}{2}|x - y|) \leq M|x - y|^{2\gamma}. \quad (3.15)$$

Since probability is upper bounded by 1, we restate the above estimate as

$$\mathbb{P}(|X_T - \tilde{Y}_T| \geq \frac{1}{2}|x - y|) \leq M|x - y|^{2\gamma} \land 1. \quad (3.16)$$

We can also derive the following estimate which will be useful later:

$$\mathbb{P}(\sup_{0 \leq t \leq T} |X_t - \tilde{Y}_t| \geq 2|x - y|) \leq M|x - y|^{2\gamma} \land 1. \quad (3.17)$$

3.1.2. The case of close enough initial values. In this section we consider initial values $x, y \in H$ that are close in the sense that

$$d_{N,\gamma}(x, y) < 1.$$

We combine (3.16) with the control (3.6) to deduce a contraction estimate for $|X_t - Y_t|$ under the distance $d_{N,r}$. The proof is very similar to Proposition 5.1 of [19].

Recall that we have derived (3.16) assuming $x$ and $y$ are close enough: for some $\nu_0 > 0$ sufficiently small, $|x - y| \leq \nu_0$. Thus we choose $N$ large enough such that $d_{N,\gamma}(x, y) = 1$ for any pair $(x, y)$ with $|x - y| \geq \nu_0$. We will work under this assumption throughout the proof without further mentioning.

For any two initial values $x, y \in H$, consider the SPDEs $X_t$ (3.3), $Y_t$ (3.4), as well as the control process $\tilde{Y}_t$ (3.5).

Consider a coupling $(\xi_1, \xi_2)$ where $\xi_1$ has law $X_t$, $\xi_2$ has law $\tilde{Y}_t$ and that $(X_t, \tilde{Y}_t)$ satisfy the contraction estimate (3.16) with $t = T$.

Consider another coupling $(\xi_2, \xi_3)$ where $\xi_2$ has law $\tilde{Y}_t$ and $\xi_3$ has law $Y_t$, and such that by (3.6),

$$\mathbb{P}(\xi_2 \neq \xi_3) \leq d_{TV}(\text{Law}(Y|[0,T])); \text{Law}(\tilde{Y}|[0,T])) \leq CT^{1/2}|x - y|^\gamma.$$  

\footnote{once we have fixed a value of $\gamma > 0$}
We may now form a coupling \((\xi_1, \xi_3)\) of \((X_t, Y_t)\), possibly on a different probability space, via the coupling \((\xi_1, \xi_2)\) and \((\xi_2, \xi_3)\) and obtain the following estimate:

\[
\mathbb{E}d_{N, \gamma}(\xi_1, \xi_3) \leq \mathbb{E}d_{N, \gamma}(\xi_1, \xi_2) + \mathbb{P}(\xi_2 \neq \xi_3)
\]

\[
\leq \mathbb{E}d_{N, \gamma}(\xi_1, \xi_2)1_{\{|\xi_1 - \xi_2| \leq \frac{1}{2}|x-y|\}} + \mathbb{P}(|\xi_1 - \xi_2| \geq \frac{1}{2}|x-y|) + \mathbb{P}(\xi_2 \neq \xi_3).
\]

Since we assume that

\[d_{N, \gamma}(x, y) = N|x-y|^\gamma < 1,\]

and therefore \(N2^{-\gamma}|x-y|^\gamma < 1\), we combine the various estimates to deduce that

\[
\mathbb{E}d_{N, \gamma}(\xi_1, \xi_3) \leq N2^{-\gamma}|x-y|^\gamma + M|x-y|^{2\gamma} + C|x-y|^\gamma
\]

\[
\leq d_{N, \gamma}(x, y) \left(2^{-\gamma} + \frac{M|x-y|^{2\gamma} + C}{N|x-y|^\gamma}\right). \tag{3.18}
\]

Note that \(\sup_{s \geq 0} \frac{M s^{2\gamma} \lambda_1}{s^\gamma} < \infty\). Therefore, upon choosing \(N\) large enough, we may find some \(\theta_1 \in (2^{-\gamma}, 1)\) such that, for some given \(N_0\) depending on \(\gamma\) and \(\theta_1\), we have

\[
\mathbb{E}d_{N, \gamma}(\xi_1, \xi_3) \leq \theta_1 d_{N, \gamma}(x, y), \quad \text{for all } N \geq N_0, \quad \text{all } d_{N, \gamma}(x, y) < 1. \tag{3.19}
\]

(From these computations, one can see why we really need a total variation distance bound between \(\xi_2, \xi_3\), rather than merely a Wasserstein distance type bound, to guarantee that we can take \(\theta_1 \in (0, 1)\). The total variation bound gives a coupling such that they are identical with high probability. Therefore we are free to modify the distance on \(H\) by setting \(N\) large, so that the contribution from this total variation part would be rather small. If the distance bound between \(\xi_2, \xi_3\) were again of Wasserstein type, then setting \(N\) large in the distance will make \(d(\xi_1, \xi_2)\) and \(d(\xi_2, \xi_3)\) grow at equal rate and thus we cannot get rid of the second term effectively. We stress again that such a total variation estimate originates from non-degeneracy of the noise, which is the only important part needed in this proof.)

By definition of the Wasserstein distance,

\[
d_{N, \gamma}(\text{Law}(X_t), \text{Law}(Y_t)) \leq \mathbb{E}d_{N, \gamma}(\xi_1, \xi_2),
\]

so we conclude that

\[
d_{N, \gamma}(\text{Law}(X_t), \text{Law}(Y_t)) \leq \theta_1 d_{N, \gamma}(x, y), \quad N \geq N_0, \quad d_{N, \gamma}(x, y) < 1. \tag{3.20}
\]

Note that the choice of \(N\) and \(\gamma\) depend on the final time \(t > 0\).

To unify notations in this paper, we rewrite this estimate as

\[
d_{N, \gamma}(\text{Law}(X^x_t), \text{Law}(X^y_t)) \leq \theta_1 d_{N, \gamma}(x, y), \quad N \geq N_0, \quad d_{N, \gamma}(x, y) < 1. \tag{3.21}
\]

One could also derive in the same way from (3.17) the following estimate

\[
\sup_{0 \leq s \leq t} d_{N, \gamma}(\text{Law}(X^x_s), \text{Law}(X^y_s)) \leq 3d_{N, \gamma}(x, y), \quad N \geq N_0, \quad d_{N, \gamma}(x, y) < 1. \tag{3.22}
\]

3.1.3. The case of distant initial values. We finally derive the estimate for initial values \(x, y\) such that \(d_{N, \gamma}(x, y) = 1\), but that for some fixed \(R > 0\), \(|x| \leq R\) and \(|y| \leq R\).

We begin with a lemma that describes the possibility of visiting bounded subsets of \(H\), which is similar to Proposition 5.2 of [19] and to the proof of various estimates here.

**Lemma 3.2.** For each \(x \in H\) and \(\lambda > 0\), denote by \(X_t^{\lambda, x}\) the solution to the SPDE

\[
dX_t = AX_t dt - \lambda X_t dt + b(X_t)dt + \sigma(X_t)dW_t, \quad X_0 = x,
\]

where \(b\) and \(\sigma\) satisfy the assumptions \(H_1\) to \(H_5\).
Then for any $D > 0$ and $\delta > 0$, there exists $\lambda$ sufficiently large (depending only on $D$, $\delta$, and the constants in assumption $H_1$ to $H_5$) such that\[\inf_{|x| \leq D} \mathbb{P}(|X_t^\lambda,x| \leq \delta) \geq \frac{1}{2}.\]

**Proof.** Consider the stopping time $\tau_D := \inf\{t \geq 0 : |X_t^\lambda,x| \geq 2D\}$. By the linear growth property $H_5$, we may find some $M > 0$ such that
\[|b(X_t^\lambda,x)| \leq M(1 + D), \quad |\sigma(X_t^\lambda,x)|_{\mathcal{L}(H_0,H)} \leq M(1 + D)\]
whenever $t \leq \tau_D$. Arguing with the mild formulation and estimating each term explicitly, using also Theorem 2.2 with $\eta = \frac{M}{\lambda}$, we claim that
\[\mathbb{P}\left(\sup_{s \in [0,t \wedge \tau_D]} \{|X_s^\lambda,x| - e^{-\lambda s}|x|\} \geq \lambda^{-1}M(1 + D) + \lambda^{-\frac{M}{2}}M(1 + D)R\right) \leq \frac{C}{R^2}, \quad R \geq 2.\]
Choosing $R = \frac{M}{\lambda}$ for $\lambda$ large, we see that
\[\mathbb{P}\left(\sup_{s \in [0,t \wedge \tau_D]} \{|X_s^\lambda,x| - e^{-\lambda s}|x|\} \geq \lambda^{-1}M(1 + D) + \lambda^{-\frac{M}{2}}M(1 + D)\right) \leq C\lambda^{-\frac{M}{2}}. \quad (3.23)\]
Arguing as in the previous proofs, we see that when $\lambda$ is sufficiently large, in the complement of the event in (3.23) one must have $\tau_D \geq t$. Now if we choose $\lambda$ sufficiently large, we can ensure that $\mathbb{P}(|X_t^\lambda,x| \leq \delta) \geq \frac{1}{2}$, uniformly over the initial value $|x| \leq D$. This completes the proof. \qed

In the following we fix this choice of $\lambda > 0$. Via direct moment estimates, we may find
\[C_1(\lambda) := \sup_{|x| \leq D} \mathbb{E}[\sup_{s \in [0,t]} |X_s^\lambda,x|^2] < \infty.\]

By arguing via Girsanov transform, we compute the relative entropy between solutions $X^x$ and $X^\lambda,x$ as follows:
\[\sup_{|x| \leq D} H_{\text{rel}}(\text{Law}(X^\lambda,x|[0,t]) | \text{Law}(X^x|[0,t])) \leq \frac{\lambda t}{2} C_1(\lambda) \sup_{x \in H} |\sigma(x)^{-1}| := C_2 < \infty, \quad (3.24)\]
where $H_{\text{rel}}$ denotes the relative entropy on path space $C([0,T];H)$.

We will use a powerful formula on relative entropy (see [19], Appendix A or [3], Appendix A): for two probability measures $\mu$ and $\nu$ on a common measure space $(X,B)$, and for any set $A \in B$, we have for each $N \in \mathbb{N}_+$
\[\nu(A) \geq \frac{1}{N} \mu(A) - \frac{H_{\text{rel}}(\mu | \nu) + \log 2}{N \log N}.\]

In our case we consider $A := \left\{ \omega \in C([0,t];H) : |\omega_t| \leq \delta \right\}$, $\nu = \text{Law}(X^x|[0,t])$ and $\mu = \text{Law}(X^\lambda,x|[0,t])$. Combining Lemma 3.2 and estimate (3.24), we deduce that
\[\inf_{|x| \leq D} \mathbb{P}(|X_t^x| \leq \delta) \geq \frac{1}{2N} - \frac{C_2 + \log 2}{N \log N}.\]
Now we choose $N = \exp(4C_2 + 4 \log 2)$ and deduce that
\[\inf_{|x| \leq D} \mathbb{P}(|X_t^x| \leq \delta) \geq \frac{1}{L(D,\delta)}, \quad (3.25)\]
where \( L(D, \delta) := 4 \exp(4C_2 + 4 \log 2) \) is a constant that only depends on \( D, \delta, t \) and the constants in hypothesis \( H_1 - H_5 \).

3.1.4. Concluding the proof of Theorem 3.1

Proof. Consider two initial values \( x, y \in H \) such that \( |x| \leq D, |y| \leq D \) and \( d_{N, \gamma}(x, y) = 1 \), where the values of \( N \) and \( \gamma \) have been fixed in Section 3.1.2.

Consider the solutions \( X_t^x \) and \( X_t^y \). If
\[
|X_t^x| \leq \frac{1}{2^{1+1/\gamma} N^{1/\gamma}} \quad \text{and} \quad |X_t^y| \leq \frac{1}{2^{1+1/\gamma} N^{1/\gamma}}.
\]
then \( d_{N, \gamma}(X_t^x, X_t^y) \leq \frac{1}{2} \). Otherwise we upper bound \( d_{N, \gamma}(X_t^x, X_t^y) \) by 1. Using an independent coupling of \( X_t^x \) and \( X_t^y \), we compute that
\[
d_{N, \gamma}(\text{Law}(X_t^x), \text{Law}(X_t^y)) \leq d_{N, \gamma}(X_t^x, X_t^y)
\]
\[
\leq 1 - \frac{1}{2} \left( \inf_{|x| \leq D} \mathbb{P}(|X_t^x| \leq \frac{1}{2^{1+1/\gamma} N^{1/\gamma}}) \right)^2 < 1.
\]
Take \( \theta \) to be the maximum of the constant \( \theta_1 \) in (3.21) and the constant in the right hand side of (3.26), we conclude that
\[
d_{N, \gamma}(\text{Law}(X_t), \text{Law}(Y_t)) \leq \theta d_{N, \gamma}(x, y), \quad |x| \leq D, |y| \leq D.
\]
This finishes the proof. \( \square \)

3.2. Lyapunov function and exponential ergodicity.

3.2.1. Existence and uniqueness of invariant measure. We will need to use some abstract ergodic results from [15], and is also related to [13], [12], [11] and [14]. We begin with some notations from [15]. We say a function \( d \) on \( H \times H \to [0, 1] \) is distance-like if it is symmetric, lower-semicontinuous and such that \( d(x, y) = 0 \) implies \( x = y \). We extend \( d \) to a positive function \( \mathcal{M}_1(H) \times \mathcal{M}_1(H) \to \mathbb{R}_+ \), with \( \mathcal{M}_1(H) \) the set of all Borel probability measures on \( H \), by
\[
d(\mu, \nu) = \inf_{\pi \in \mathcal{C}(\mu, \nu)} \int_{H \times H} d(x, y) \pi(dx, dy),
\]
where \( \mathcal{C}(\mu, \nu) \) consists of all the couplings of \( \mu \) and \( \nu \). This is exactly the 1-Wasserstein distance when \( d \) is a metric on \( H \).

Given a Markov operator \( \mathcal{P} \) on \( H \), we let \( \mathcal{P}(x, \cdot) \) denote the transition probability distribution of \( \mathcal{P} \) from the initial value \( x \in H \). Recall that for a Markov operator \( \mathcal{P} \) on a measurable space \( H \), we say a set \( A \subset H \) is \( d \)-small if for some some \( \epsilon > 0 \),
\[
d(\mathcal{P}(x, \cdot), \mathcal{P}(y, \cdot)) \leq 1 - \epsilon
\]
for any \( x, y \in A \). Now we are in the position to prove Theorem 1.5 We first show that there exists at most one invariant measure.

Proof. Let \( \mathcal{P}_t \) denote the Markov semigroup generated by \( (X_t) \). We check all the assumptions in Theorem 4.8 of [15] are satisfied. Fix some \( t > 0 \) and set \( D := \sup\{|x| : x \in H, V(x) \leq 4K_V| \) \footnote{The supremum \( D \) is finite thanks to the assumption \( V(x) \to \infty \) as \( |x| \to \infty \).} in the setting of Theorem 1.5 Then we may find a choice of \( N \) and \( \gamma \) such that the distance function \( d_{N, \gamma} \) satisfies
- \( \mathcal{P}_t \) is contracting in the sense (3.2) for initial values \( x, y \in H \) with \( d_{N, \gamma}(x, y) < 1 \).
- The sub-level set \( \{ x \in H : V(x) \leq 4K_V \} \) is \( d \)-small for \( \mathcal{P}_t \).
Indeed, the first claim is fulfilled by (3.2) and the second claim is fulfilled by (3.1).

Then by Theorem 4.8 of [15], \( P_t \) can have at most one invariant measure, and if we define \( \tilde{d}(x, y) = \sqrt{d_{N, \gamma}(x, y)(1 + V(x) + V(y))} \), there exists \( t_\ast > 0 \) such that

\[
\tilde{d}(P_{t_\ast} \mu, P_t \nu) \leq \frac{1}{2} \tilde{d}(\mu, \nu)
\]

for any probability measures \( \mu, \nu \in \mathcal{M}_1(H) \).

By the elementary inequality

\[
1 \land |x - y|^{\gamma} \leq 1 \land N|x - y|^{\gamma} \leq N(1 \land |x - y|^{\gamma}),
\]

we may choose a larger \( t_\ast \) and redefine \( \tilde{d}(x, y) = \sqrt{(1 \land |x - y|^{\gamma})(1 + V(x) + V(y))} \) so that we still have

\[
\tilde{d}(P_{t_\ast} \mu, P_t \nu) \leq \frac{1}{2} \tilde{d}(\mu, \nu). \tag{3.29}
\]

The last step is to prove there exists an invariant measure \( \pi \) for \( P \). Fix a probability measure \( \mu \in \mathcal{M}_1(H) \) such that \( \int V d\mu < \infty \). Applying (3.29) iteratively, we get

\[
\tilde{d}(P_{(n+1)t_\ast} \mu, P_{nt_\ast} \mu) \leq \frac{1}{2^n} \tilde{d}(P_{t_\ast} \mu, \mu).
\]

Since \( \tilde{d} \) dominates \( d_0 := 1 \land |x - y| \), and the latter is a complete metric on \( H \), we deduce that the Wasserstein distance associated with \( \tilde{d} \) defines a complete metric for probability measures on \( H \) that integrates \( V \). Thus there exists a probability measure \( \mu_\infty \) such that \( \tilde{d}(P_{nt_\ast} \mu, \mu_\infty) \) converges to 0 as \( n \to \infty \). One readily checks that \( \tilde{d}(P_{t_\ast} \mu_\infty, \mu_\infty) = 0 \), so that \( \mu_\infty \) is invariant for \( P_{t_\ast} \).

Finally, define

\[
\mu_\ast(A) = \frac{1}{t_\ast} \int_0^{t_\ast} (P_s \mu_\infty)(A) ds
\]

for each measurable \( A \subset H \). One sees that \( P_t \mu_\ast = \mu_\ast \) for any \( t > 0 \). \( \square \)

### 3.2.2. Convergence rate: finishing proof of Theorem 1.5

As the idea of proof is similar to Theorem 2.4 of [2] and Theorem 2.3 of [19], we only give a sketch of its main ideas.

**Proof.** First consider the discrete-time Markov chain \((X_{tn})_{n \in \mathbb{N}_+}\). Set \( t = t_0 \) in Theorem 3.1, we can fix a choice of the distance \( d = d_{N, \gamma} \), \( N \in \mathbb{N}_+ \), \( \gamma \in (0, 1) \) such that the sub-level set \( V^{-1}(0, 4C_V) \) is \( d \)-small. We take \( p = \epsilon^{-1} \) and \( q = (1 - \epsilon)^{-1} \), and define \( d_{M, \gamma, p}(x, y) = d_{N, \gamma}(x, y)^{1/p} \). Now applying Theorem 2.1 of [2] or Theorem 4.5.2 of [18], we deduce the existence of an invariant measure \( \pi \) and that, for some \( c, C > 0 \),

\[
d_{N, \gamma, p}(\text{Law}(X_{tn_0}^x), \pi) \leq \frac{C}{(e^{c t_0})^{1-\epsilon}(V(x))^{1-\epsilon}}, \quad n \in \mathbb{N}_+. \tag{3.30}
\]

Moreover, using (3.22) and that the distance \( d_{N, \gamma} \) is upper bounded by 1, we further conclude that for all \( x, y \in H \),

\[
d_{N, \gamma}(\text{Law}(X_t^x, X_t^y)) \leq 4d_{N, \gamma}(x, y), \quad 0 \leq t \leq t_0. \tag{3.31}
\]

Combining the Markov property, (3.30) and (3.31), using also

\[
d_{N, \gamma}(x, y) \leq d_{N, \gamma, p}(x, y),
\]

we deduce that for some \( \xi > 0 \),

\[
d_{N, \gamma}(\text{Law}(X_t^x), \pi) \leq \frac{C}{(e^{\xi t})^{1-\epsilon}(V(x))^{1-\epsilon}}, \quad \text{for all } x \in H, t \geq 0.
\]
We complete the proof noting that
\[ d_{\gamma}(x, y) \leq d_{\gamma}(x, y) \leq d_{N, \gamma}(x, y) \]
for any \( 0 < \gamma \leq \gamma' \leq 1 \) and \( N \in \mathbb{N}_+ \).

\[
\inf_{|x| \leq D} \mathbb{P}(|X_t^x| \leq \delta) \geq \frac{1}{L(D, \delta)}. \tag{3.32}
\]

Then use an independent coupling, we deduce as in (3.26) that
\[
d_{N, \gamma}(\text{Law}(X_t^x), \text{Law}(X_t^y)) \leq d_{N, \gamma}(X_t^x, X_t^y) \leq 1 - \frac{1}{2} \left( \inf_{|x| \leq D} \mathbb{P}(|X_t^x| \leq \frac{1}{2^{1+1/\gamma}N^{1/\gamma}}) \right)^2 < 1. \tag{3.33}
\]
for any \((x, y) \in H \times H\) with \(|x| \leq D\) and \(|y| \leq D\).

For the generalized coupling, fix two initial values \(x, y \in H\). Consider the processes
\[
dX_t = AX_t dt + b(X_t) dt + (-A)^{1/2} F(X_t) dt + \sigma(X_t) dW_t, \quad X_0 = x, \tag{3.34}
dY_t = AY_t dt + b(Y_t) dt + (-A)^{1/2} F(Y_t) dt + \sigma(Y_t) dW_t, \quad Y_0 = y, \tag{3.35}
\]
where we set
\[ \tau = \tau_{x, y} := \inf\{t \geq 0 : |X_t - Y_t| \geq 2|x - y|\}, \]
and set \(\lambda := |x - y|^{\gamma - 1}\) for some \(\gamma \in (0, 1)\) to be determined later. Consider also
\[
dY_t = AY_t dt + b(Y_t) dt + (-A)^{1/2} F(Y_t) dt + \lambda(X_t - Y_t) dt \leq \tau + \sigma(Y_t) dW_t, \quad \tilde{Y}_0 = y. \tag{3.36}
\]

Since weak uniqueness has been proved, the law of \(\tilde{Y}_t\) does not depend on the stopping time \(\tau\) whenever \(t \leq \tau\), because the law of \(\tilde{Y}_t\) arises as the limit of SPDEs with Lipschitz coefficients, whose distribution is fixed irrespective of the stopping time \(\tau\).

Then arguing as in (3.6), we deduce that for any \(T > 0\) we can find \(C\) such that
\[
d_{TV}(\text{Law}(Y|_{[0, T]}), \text{Law}(\tilde{Y}|_{[0, T]})) \leq CT^{1/2} |x - y|^{\gamma}. \tag{3.37}
\]

Then through the mild formulation of \(X_t\) and \(Y_t\) as in (3.7), using the Hölder continuity \(H_2, H_3\) and \(H_6\) of \(b, \sigma\) and \(F\), the definition of the stopping time \(\tau\) and Theorem 2.4, we obtain as in (3.8) the following deviation estimate: for each sufficiently large \(m \in \mathbb{N}_+\) and \(\eta \in (0, 1/2)\), we may find some fixed constant \(M = M_{m, \eta} > 0\) such that for any \(R > 0\),
\[
\mathbb{P}(\sup_{0 \leq t \leq \tau \wedge T} |X_t - Y_t| - e^{-\lambda t}|x - y| \geq M(\lambda^{-1}|x - y|^\alpha + \lambda^{-\frac{1}{2}}|x - y|^\zeta + \lambda^{-\frac{1}{2}}\eta|x - y|^\beta R) \leq \frac{M}{R^m}, \tag{3.38}
\]
where we also used the auxiliary estimate (2.22). Recall our choice \(\lambda = |x - y|^{\gamma - 1}\). We now choose \(\gamma > 0\) sufficiently small such that (2.23) is satisfied.

Then we find some \(0 < \chi < \min(\alpha - \gamma, 1/2, \eta - 1, \zeta + 1/2 - 1)\) and set furthermore
\[ R = |x - y|^{-\chi}. \]

Arguing as in (3.13) and (3.16), we conclude that
\[
\mathbb{P}(|X_T - \tilde{Y}_T| \geq \frac{1}{2} |x - y|) \leq M|x - y|^{2\gamma} \wedge 1. \tag{3.39}
\]
Having worked out this short-time estimate, we can construct the distance \(d_{N, \gamma}\) as desired. Arguing as in (3.18), we obtain as in (3.21) that for a choice of \(N_0\) and \(\gamma\) depending on \(t\),

\[
d_{N, \gamma}(\text{Law}(X^x_t), \text{Law}(Y^x_t)) \leq \theta_1 d_{N, \gamma}(x, y), \quad N \geq N_0, \quad d_{N, \gamma}(x, y) < 1. \tag{3.40}
\]

This completes the proof of Theorem 3.1 in the setting of a Burgers type non-linearity, and the whole proof of Theorem 1.6 now finishes.

4. Banach space example: reaction diffusion equations

In this section we follow some analytic arguments in [3]. For any \(p > 0\) denote by \(|\cdot|_p\) the norm of \(L^p([0, 1]; \mathbb{R}^r)\). For \(\epsilon > 0\) define a norm \(|\cdot|_{\epsilon, p}\) and the Sobolev space \(W^{\epsilon, p}([0, 1]; \mathbb{R}^r)\) via

\[
|x|_{\epsilon, p} := |x|_p + \sum_{i=1}^r \int_{[0, 1]^2} \frac{|x_i(\xi) - x_i(\eta)|^p}{|\xi - \eta|^{p+1}} d\xi d\eta.
\]

We have the following estimates:

\[
|S(t)x|_{\epsilon, p} \leq C(t \wedge 1)^{-\frac{\epsilon}{2}} |x|_p, \quad x \in L^p([0, 1]; \mathbb{R}^r). \tag{4.1}
\]

Throughout this section, \(H_0\) denotes the Banach space \(C([0, 1]; \mathbb{R}^r)\), which is the \(r\)-fold direct sum of \(C([0, 1]; \mathbb{R})\) with the norm

\[
|x|_{H_0} := \left( \sum_{i=1}^r \|x_i\|_{C([0, 1]; \mathbb{R})}^2 \right)^{\frac{1}{2}}.
\]

We prove the following analogue of Theorem 2.4 where we replace the Hilbert space \(H\) by the Banach subspace \(H_0\). This reduction is crucial for handling interaction term of polynomial growth. The \(\lambda = 0\) case of the following theorem is covered in [3], Theorem 4.2.

**Theorem 4.1.** Fix any \(\eta \in (0, \frac{1}{2})\) and recall the notion

\[
\Gamma(t) = \int_0^t S(t-s)e^{-\lambda(t-s)}\Phi(s)dW_s.
\]

Consider any \(H_0\)-valued adapted process \(\Phi\). Then there exists a sufficiently large constant \(p_*\) such that for any \(p > p_*\), we have

\[
\mathbb{E} \sup_{0 \leq t \leq T} |\Gamma(t)|^p_{H_0} \leq c_{\eta, p, T} \lambda^{-\frac{2p}{p - 1}} \mathbb{E} \sup_{0 \leq t \leq T} |\Phi(t)|^p_{H_0}. \tag{4.2}
\]

(Note: since the interval \((0, 1)\) is compact, any \(H_0\)-valued process \(\Phi\) can be identified as a \(L(H_0, H)\)-valued process \(\tilde{\Phi}\) defined by \(u \in H_0 \mapsto \tilde{\Phi} \cdot u \in H\) in such a way that for some universal constant \(C > 0\), \(\tilde{\Phi}|_{L(H_0, H)} \leq C|\Phi|_{H_0}\).)

**Proof.** We will be sketchy in the proof as the proof is a combination of Theorem 2.4 and [3], Theorem 4.2. By the Sobolev estimate (4.1) and the stochastic factorization lemma (2.2), we deduce that for \(\alpha > 1/p\) and \(\epsilon < 2(\alpha - 1/p)\), using Hölder’s inequality:

\[
\mathbb{E} \sup_{0 \leq t \leq T} |\Gamma(t)|^p_{\epsilon, p} \leq C_{\alpha} \int_0^T ((T - r) \wedge 1)^{\alpha - \frac{\epsilon}{2} - 1} |Z(r)|_p dr

\leq C_{\alpha} \left( \int_0^T (r \wedge 1)^{\frac{p}{p-1}(\alpha - 2\epsilon - 1)} dr \right)^{\frac{p-1}{p}} \mathbb{E} \sup_{0 \leq t \leq T} |Z(t)|^p_{L^p([0, T] \times [0, 1], \mathbb{R}^r)}, \tag{4.3}
\]

\[
\text{with } C_{\alpha} \text{ depending on } \alpha. \]
where
\[ Z(t) = \int_0^t (t-s)^{-\alpha} S^\lambda(t-s) \Phi(s) dW_s. \] (4.4)

For any sufficiently small \( \alpha_s \), we can find \( p_s \) such that when \( p \geq p_s \) we have \( \alpha_s > \frac{3}{2p} \). This is useful for Sobolev embedding: when \( \epsilon > 1/p \) we have \( \Gamma(t) \in C([0,T]; \mathbb{R}^r) \). Now we bound \( Z(t)_{L^p([0,T]\times[0,1];\mathbb{R})} \). In this case we have, by BDG inequality, that for any \( \xi \in (0,1) \),
\[
E|Z(r)(\xi)|^p \leq C E \left( \int_0^r (r-r')^{-2\alpha_s} \sum_{k=1}^{\infty} |S^\lambda(r-r')\Phi(r')e_k(\xi)|^2 dr' \right)^{\frac{p}{2}}
\]
\[
\leq C E \left( \int_0^r (r-r')^{-2\alpha_s} e^{-2\lambda(r-r')} \sum_{k=1}^{\infty} |S(r-r')\Phi(r')e_k(\xi)|^2 dr' \right)^{\frac{p}{2}},
\]
\[
\leq C E \left( \int_0^r (r-r')^{-2\alpha_s+\frac{1}{2}} e^{-2\lambda(r-r')} \sup_{s \leq r'} |\Phi(s)|_{H_0} dr' \right)^{\frac{p}{2}}
\]
where for the last inequality we have skipped many computations: these computations correspond to intermediate steps in the proof of [5], Theorem 4.2, and we take \( \zeta = 1 \) and \( d = 1 \) in that proof. Applying the elementary inequality
\[ e^{-2\lambda(r-r')} \leq \frac{C_\tau}{\lambda^r(r-r')^r} \]
and choosing \( \tau \) sufficiently small such that \( 2\alpha_s + \frac{1}{2} + \tau < 1 \) so the integral is finite, we get the desired \( \lambda^{\frac{2p}{2p-2}} \) leading term for any \( \eta \in (0, \frac{1}{2}) \). The rest of the proof shall be completed following the steps in [5], Theorem 4.2.

We will also use the following estimate from [5], Lemma 5.4.

**Lemma 4.2.** Under the assumptions of Theorem 1.8, assuming moreover that \( f_i \) and \( g_i \) are locally Lipschitz continuous, then for any \( T > 0 \) and \( p \geq 1 \) we have the estimate
\[
E \left( \sup_{0 \leq t \leq T} |X_t|_{H_0} \right)^p \leq C(T)(1 + |x|_{H_0})^p,
\]
where the constant \( C(T) \) depends on the constant \( C_5 \) in the dissipative estimate, \( C_4 \) in the polynomial growth estimate, but is independent of the Hölder or Lipschitz regularity coefficient of \( f_i \) and \( g_i \).

Our assumptions in Theorem 1.8 in particular (6) and (7), guarantee that the map \( F \) satisfies the conditions outlined in (5.3), (5.4) and (5.5) of [5] so we can directly use that result. We omit the proof of the lemma and refer to [5], Lemma 5.4 instead.

As a corollary of this estimate, we deduce that any solution to the SPDE will not blow up in finite time. For the given \( T > 0 \), we have \( \mathbb{P}(\tau_\infty \leq T) = 0 \), where \( \tau_\infty \) is the blowup time
\[ \tau_\infty := \inf\{ t \geq 0 : \sup_{\xi \in [0,1], t \in [t]} |u_i(t, \xi)| = \infty \}. \]
Moreover, for any initial value \( x \in H_0 \), denote by \( \tau_\infty^x \), the blowup time of the solution with initial value \( x \), then we assume that for any \( M > 0 \), we have uniformly
\[ \mathbb{P}(\inf_{|x|_{H_0} \leq M} \tau_\infty^x \leq T) = 0. \]
Applying Theorem 4.1, choosing

\[ F \text{ stays in a compact subset where the non-linearity non-degeneracy condition on noise is also verified by assumption. By assumption,} \]

\[ \text{Before the stopping time} \]

\[ \tau \]

\[ \text{By definition of blowup and the norm of} \]

\[ H \]

\[ \text{for some} \]

\[ \lambda > 0 \] to be determined. Now we define two sequences of stopping times: (note the norm is the norm on the Banach space \( H_0 \))

\[ \tau_1 := \inf\{ t \geq 0 : |X_t - \tilde{X}_t^n|_{H_0} \geq 2 \Delta_n \}, \quad \tau_2 := \inf\{ t \geq 0 : |X_t|_{H_0} \geq m \}. \] (4.9)

By definition of blowup and the norm of \( H_0 \), one sees that

\[ \lim_{m \to \infty} \mathbb{P}(\tau_2 \leq T) = 0. \] (4.10)

Now we set

\[ \tau_{n,m} := T \wedge \tau_1 \wedge \tau_2. \]

**Step 1: Linear contraction estimate.** Before the stopping time \( \tau_2 \wedge T \), the process \( X_t \) stays in a compact subset where the non-linearity \( F \) has a finite Hölder constant \( M_m \). The non-degeneracy condition on noise is also verified by assumption. By assumption, \( F \) and \( F^n \) are both locally Hölder continuous with continuity constant \( M_n \), so one can bound

\[ |F(t, X_t) - F^n(t, \tilde{X}_t^n)| \leq M_m(2\Delta_n)^\alpha + \Delta_n, \quad t \leq \tau_{n,m}. \]

Now we work as in the proof of Theorem 1.2 using Theorem 4.1 instead of Theorem 2.3. Applying Theorem 4.1, choosing \( \lambda = (\Delta_k^n)^{\gamma - 1} \), we obtain that for each \( \eta \in (0, \eta_0) \) and \( m' \in \mathbb{N}_+ \), we may find a constant \( C_m = C_{m, \eta, m', T} \) such that

\[ \mathbb{P}\left( \sup_{t \in [0, \tau_{n,m}]} |X_t - \tilde{X}_t^n|_{H_0} > C_m(\Delta_n)^{1 + \alpha - \gamma} + C_m(\Delta_n)^{1 - \delta m + \beta R} \right) \leq C_m \frac{C_m}{R^{m'}}, \quad R > 0. \] (4.11)

(We stress that the constant \( C_m \) depends on \( m \) because \( f_i \) is only locally Hölder continuous, so that the Hölder constant depends on how large the solution grows, thus depends on \( \tau_2 \).

In the following proof we will first send \( n \) to infinity, and then send \( m \) to infinity), so that
by choosing $R = (\Delta_n)^{-x}$ (with the choice of $\gamma, \eta, \chi \in (0, \frac{1-\xi}{2}\eta + \beta - 1]$ as in (2.10) we can guarantee that for some $\chi_1', \chi_2' > 0$, we have

$$P\left( \sup_{t \in [0, \tau_{n,m}]} |X_t - \tilde{X}_t^n|_{H_0} > C_m (\Delta_n)^{1+\chi_1'} \right) \leq C_m (\Delta_n)^{\chi_2'}, \quad (4.12)$$

so that, given that $\Delta_n$ is sufficiently small for $n$ large, on the complement of the event stated in (4.11), one must have $\tau_{n,m} = T \wedge \tau_{m}^2$, that is,

$$P\left( \sup_{t \in [0, T \wedge \tau_{m}^2]} |X_t - \tilde{X}_t^n|_{H_0} > C_m (\Delta_n)^{1+\chi_1'} \right) \leq C_m (\Delta_n)^{\chi_2'}. \quad (4.13)$$

Since $H_0$ embeds continuously into $H$, this immediately implies a bound on

$$\sup_{t \in [0, T \wedge \tau_{m}^2]} |X_t - \tilde{X}_t^n|_H.$$ 

The above reasoning also suggests that for each $m$,

$$P(\tau_1^n \geq T \wedge \tau_{m}^2) \to 0, \quad n \to \infty. \quad (4.14)$$

**Step 2: Estimates via Girsanov transform.** Consider an additional auxiliary SPDE defined via

$$d\tilde{X}_t^n = A\tilde{X}_t^n dt + F^n(t, \tilde{X}_t^n) dt + \lambda(\tilde{X}_t - \tilde{X}_t^n) 1_{t \leq \tau_{n,m}} dt + G^n(t, \tilde{X}_t^n) dW_t, \tilde{X}_0^n = x. \quad (4.15)$$

The solution to this SPDE is unique in the strong sense as the coefficients are all Lipschitz continuous.

Now we apply Girsanov transform, and by continuous embedding of $H_0$ into $H$ once more, we see that

$$dtv(\text{Law}(X^n|_{[0,T]}), \text{Law}(\tilde{X}_t^n|_{[0,T]})) \leq C T^{1/2}(\Delta_n)^{\gamma}. \quad (4.16)$$

**Step 3: Concluding proof of weak uniqueness.** Following the remaining steps in the proof of Theorem 4.2 one can show that for any real-valued bounded continuous function $E$ on $C([0, T]; H)$, we have

$$\lim_{n \to \infty} \sup_x |E(X^n|_{[0,T]}) - E(\tilde{X}_t^n|_{[0,T]})| \leq C \sup_x |E(x)| \|P(\tau_1^n \leq T) \to 0, \quad m \to \infty,$$

completes the proof of weak uniqueness.

More precisely, we need to combine the following three individual estimates: bounding

$$|E[E(X^n|_{[0,T]})] - E[E(X^n|_{[0,T]})]|$$

via (4.13) and (4.10); bounding

$$|E[E(X^n|_{[0,T]})] - E[E(\tilde{X}_t^n|_{[0,T]})]|$$

via (4.16); and finally bounding

$$|E[E(\tilde{X}_t^n|_{[0,T]})] - E[E(\tilde{X}_t^n|_{[0,T]})]|$$

via (4.14).

**Step 4: Weak existence.** To prove weak existence, one shall consider solutions $X^n, X^m$ driven by Lipschitz coefficients $F^n, F^m$ approximating $F$ in the above sense. By Lemma 4.2 and another estimate on the time increment of $X^n(t)$, applying Arzela-Ascoli, it is not hard to check the sequence $(X^n|_{[0,T]})_{n \geq 1}$ is tight on $C([0, T]; H_0)$. By Skorokhod embedding theorem and continuity of coefficients, taking a further limit leads to a weak mild solution to the SPDE with coefficients $F, G$. (For another approach, one may apply
the coupling technique as in the previous steps to show that the law of \((X^n_{\lfloor 0,T \rfloor})_{n \geq 1}\) forms a \(\mathcal{C}([0,T];H)\) and we upgrade this convergence to converging in \(\mathcal{C}([0,T];H_0)\): this is the case because the contraction estimate is measured in \(H_0\), giving a distance estimate of \(\xi_1, \xi_2\) in \(H_0\); and the total variation estimate can be turned into a coupling of two variables \(\xi_2, \xi_3\) with high probability they are identical—see the next few paragraphs of this proof for what \(\xi_1, \xi_2, \xi_3\) means. Thus now we have a coupling \(\xi_1, \xi_3\) with a measurement of closeness using only the distance \(H_0\) instead of \(H\). As a result we have the sequence converging in law in \(\mathcal{C}([0,T];H_0)\).

**Step 5: Continuity estimates.** Now we prove the continuity estimate, which is similar to the procedure in Section 3.1. Having proved the solutions are unique in law, we skip the approximation procedures in the following argument and simply work with the equations themselves.

Fix two initial values \(x, y \in H\). To couple the two processes

\[
\begin{align*}
dX_t &= AX_t dt + F(t, X_t) dt + G(t, X_t) dW_t, \quad X_0 = x \quad (4.17)
dY_t &= AY_t dt + F(t, Y_t) dt + G(t, Y_t) dW_t, \quad Y_0 = y, \quad (4.18)
\end{align*}
\]

we introduce a constant \(\lambda > 0\) and a stopping time \(\tau\) whose value will be determined later, and we consider an auxiliary control process

\[
\begin{align*}
d\tilde{Y}_t &= A\tilde{Y}_t dt + F(t, \tilde{Y}_t) dt + \lambda (X_t - \tilde{Y}_t) dt 1_{t \leq \tau} + G(t, \tilde{Y}_t) dW_t, \quad \tilde{Y}_0 = y. \quad (4.19)
\end{align*}
\]

Note that since the weak uniqueness of \(\tilde{Y}_t\) is proven, the solution \(\tilde{Y}_t\) does not depend on the stopping time \(\tau\) whenever \(t \leq \tau\).

We set

\[
\tau_{x,y} := \inf\{t \geq 0 : |X_t - \tilde{Y}_t|_{H_0} \geq 2|x - y|_{H_0}\},
\]

and set \(\tau = \tau_{x,y} \wedge T \wedge \tau_m^2\). Then we set \(\lambda := |x - y|_{H_0}^{\gamma - 1}\) for some \(\gamma \in (0,1)\) to be determined later.

It follows from Proposition 2.5, continuous embedding and the definition of \(\tau\) that for any \(T > 0\) we can find \(C\) such that

\[
d_{TV}(\text{Law}(Y_{\lfloor 0,T \rfloor}), \text{Law}(\tilde{Y}_{\lfloor 0,T \rfloor})) \leq CT^{1/2}|x - y|_{H_0}^\gamma. \quad (4.20)
\]

Writing (3.3) and (3.4) in mild formulations, using the Hölder continuity of \(F\) and \(G\) we obtain the following deviation estimate thanks to Theorem 4.1 for each \(\eta \in (0, \frac{1}{2})\), we have that for each sufficiently large \(m' \in \mathbb{N}_+\), we may find some fixed constant \(M = M_{m', \eta} > 0\) such that

\[
P\left(\sup_{0 \leq t \leq T \wedge \tau} |X_t - \tilde{Y}_t|_{H_0} e^{-\lambda t} |x - y|_{H_0} \geq M \lambda^{-1} |x - y|_{H_0}^\alpha + M \lambda^{-\frac{\eta}{2}} |x - y|_{H_0}^\beta R \right) \leq \frac{M}{R^{m'}} , \quad R > 0. \quad (4.21)
\]

By a suitable choice of \(\lambda = |x - y|_{H_0}^{\gamma - 1}, R = |x - y|_{H_0}^{\gamma \chi}\), where the constants \(\gamma, \eta, \chi\) satisfy (3.9), (3.10), we finally obtain, for some \(\chi_1 > 0, \chi_2 > 0,\)

\[
P\left(\sup_{0 \leq t \leq T \wedge \tau} |X_t - \tilde{Y}_t|_{H_0} e^{-|x - y|_{H_0}^{\gamma - 1} t} |x - y|_{H_0} \geq C_m |x - y|_{H_0}^{1 + \chi_1}ight) \leq C_m |x - y|_{H_0}^{\chi_2}, \quad (4.22)
\]

where the constant \(C_m\) depends on \(m\) again through the local Hölder constant of \(f_t\). As all the exponents of \(|x - y|\) in the left display are larger than one, by sample path continuity
we deduce that on the complement of the event stated in the LHS of the last equation, one must have $\tau_{x,y} \geq T$, so that

$$
P \left( \sup_{0 \leq t \leq \tau_m \wedge T} (|X_t - \tilde{Y}_t|_{H_0} - e^{-|x-y|^\gamma t}|x-y|_{H_0}) \geq C_m |x-y|^{1+\gamma}_{H_0} \right) \leq C_m |x-y|^{2}_{H_0}. \quad (4.23)
$$

Define a distance $d$ on $H_0$ as follows:

$$
d(x,y) := 1 \wedge |x-y|_{H_0}, \quad x,y \in H.
$$

Now we consider a coupling $(\xi_1, \xi_2)$ where $\xi_1$ has law $X_t$, $\xi_2$ has law $\tilde{Y}_t$ such that the estimate (1.22) is satisfied. Consider another coupling $(\xi_2, \xi_3)$ where $\xi_2$ has law $\tilde{Y}_t$ and $\xi_3$ has law $Y_t$, and such that by (1.20),

$$
P(\xi_2 \neq \xi_3) \leq d_{TV}(\text{Law}(Y|_{[0,T]}); \text{Law}(\tilde{Y}|_{[0,T]})) \leq C T^{1/2} |x-y|^{\gamma}_{H_0}.
$$

We may now form a coupling $(\xi_1, \xi_3)$ of $(X_t, Y_t)$, possibly on a different probability space, via the coupling $(\xi_1, \xi_2)$ and $(\xi_2, \xi_3)$ and obtain the following estimate (where we use $d$ to denote the Wasserstein distance defined by the distance function $d$, as in (3.28)):

$$
\mathbb{E}d(\xi_1, \xi_3) \leq \mathbb{E}d(\xi_1, \xi_2) + P(\xi_2 \neq \xi_3)
$$

$$
\leq \mathbb{E} \left[ d(\xi_1, \xi_2) 1_{\{1, -\xi_2|_{H_0} \leq \frac{1}{2}|x-y|_{H_0}, \tau_m^2 \geq T \}} \right]
$$

$$
\quad + \mathbb{P}(|\xi_1 - \xi_2|_{H_0} \geq \frac{1}{2}|x-y|_{H_0}, \tau_m^2 \geq T)
$$

$$
\quad + \mathbb{P}(\xi_2 \neq \xi_3) + \mathbb{P}(\tau_m^2 \leq T).
$$

(When we bound the distance between $\xi_1$ and $\xi_2$, we separate the consideration in two cases: either $\tau_m^2 \geq T$ and we apply (1.23), or $\tau_m^2 \leq T$ and we use the trivial fact that $\text{d}$ is upper bounded by one.)

The right hand side of (4.24) converges to 0 as we set $|x-y|_{H_0} \to 0$ and set $m \to \infty$. By definition of Wasserstein distance, we deduce that

$$
d(\text{Law}(X_t^x), \text{Law}(X_t^y)) \to 0, \quad |x-y|_{H_0} \to 0.
$$

This completes the proof of continuity in law with respect to the norm of $H_0$. \hfill \square

**Appendix A. Compactness of stochastic PDEs**

In the appendix we again assume that $A$ satisfies assumption $H_1$. The following proposition will be quite useful (see for example Proposition 8.4 of [8]):

**Proposition A.1.** If $S(t), t > 0$, are compact operators and $0 < \frac{1}{p} < \eta \leq 1$, then the operator $G_{\eta}$

$$
G_{\eta}f(t) = \int_0^t (t-s)^{\eta-1} S(t-s)f(s)ds, \quad f \in L^p([0,T];H), t \in [0,T]
$$

(A.1)

is compact from $L^p([0,T];H)$ into $C([0,T];H)$.

The proof consists in verifying that for each $t \in [0,T]$, the set $\{G_{\eta}f(t) : |f|_p \leq 1\}$ is relatively compact in $H$, and that $G_{\eta}f(t), t \in [0,T]$ is uniformly continuous in $t$ with respect to the operator norm, i.e. $|G_{\eta}f(t) - G_{\eta}f(s)| \leq \epsilon$ if $|f|_p \leq 1, |t-s| \leq \delta$. As the concept of a set being relatively compact is equivalent to it being totally bounded, we may first find a finite subset $\mathcal{A} \subset [0,T]$ and a relatively compact subset $K_{\mathcal{A}}$ of $H$ such that the unit ball
of $L^p$ maps to $K_\mathbb{A}$ under $G_\eta f(t)$ for each $t \in \mathbb{A}$. Then we use the continuity of $G_\eta f(t)$ in operator norm to find a relatively compact subset $K \subset H$ such that $G_\eta f(t)$ maps the unit ball of $L^p$ into $K$, for all $t \in [0,T]$.  

The operator $G_\eta$ is quite useful because of the following factorization formula: for any adapted process $\phi \in L^p(\Omega \times [0,T]; \mathcal{L}(H_0,H))$,  

\[
\int_0^t S(t-s)\phi(s)dW_s = \frac{\sin \pi \eta}{\pi} G_\eta Y(t), \tag{A.2}
\]

where  

\[
Y(t) = \int_0^t (t-s)^{-\eta} S(t-s)\phi(s)dW_s. \tag{A.3}
\]

Before we proceed, we note that the solution to the SPDE (1.4) can be represented as  

\[
X_t = S(t)x + G_1 b(t) + \frac{\sin \pi \eta}{\pi} G_\eta \sigma(t), \tag{A.4}
\]

with $b(t) = b(t,X_t)$ and $\sigma(t) = \int_0^t (t-s)^{-\eta} S(t-s)\sigma(s,X_s)dW_s$.  

Under the linear growth assumption $H_5$ and the semigroup assumption $H_1$, one can find a constant $C_T > 0$ such that  

\[
\sup_{t \in [0,T]} \mathbb{E}[|X_t|^p] \leq C_T (1 + |x|^p), \tag{A.5}
\]

where $X$ is a solution to (1.4) and $p \geq 2$. The proof can be found for example in Theorem 7.5 of [8]. More precisely, we need to find Lipschitz approximations of the coefficients $b$ and $\sigma$, but as the resulting estimate is independent of the Lipschitz constant, we simply drop that approximation.  

Now we can use (A.5) to estimate $b(t)$ and $\sigma(t)$. Via Young’s inequality and BDG inequality,  

\[
\int_0^T \mathbb{E}[|\sigma(s)|^p]ds \leq C_p \int_0^T \left( \int_0^s (s-r)^{-2\eta} |S(s-r)\sigma(X_r)|^2 dr \right)^{p/2} ds, \tag{A.6}
\]

which is further bounded, using assumption $H_1$, estimate (A.5) and the linear growth assumption $H_5$, by $C(1+|x|^p)$ where $C$ is some fixed constant. The estimate for $\int_0^T \mathbb{E}[|b(s)|^p]ds$ is similar.  

For any $0 < p^{-1} < \delta \leq 1$ define  

\[
\Lambda(R,\delta) := \{ \omega \in C([0,T];H) : \omega = G_\delta u, \int_0^T |u(s)|^p ds < R \}. \tag{A.7}
\]

Denote also by  

\[
\Xi(R) := \{ \omega \in C([0,T];H) : \omega(t) = S(t)x + w_1(t) + w_2(t), w_1 \in \Lambda(R,1), w_2 \in \Lambda(R,\eta) \}.
\]

Then $\Xi(R)$ is relatively compact in $C([0,T];H)$ for any $R > 0$, thanks to Proposition A.1.  

Moreover, $\mathbb{P}(X_{[0,T]} \notin \Xi(R))$ converges to 0 as $R \to \infty$, thanks to the boundedness of $\mathbb{E}[|\sigma(\cdot)|_{L^p([0,T];H)}]$ and $\mathbb{E}[|b(\cdot)|_{L^p([0,T];H)}]$, see (A.6).  

Now we can prove Proposition 2.2.  

**Proof.** We deal with the case without the Burgers non-linearity $(-A)^{1/2}F$, and the case with such non-linearity is in the next Appendix. For each $t \in [0,T]$ denote by $\Xi(R)_t$ the projection of $\Xi(R)$ onto the subspace $\{t\} \times H$, and identify $\{t\} \times H$ with $H$. Set $K := \cup_{t \in [0,T]} \Xi(R)_t$. By the argument after the statement of Proposition A.1 the set $K$ is
relatively compact in $H$ for any $R > 0$. It suffices to take $R$ sufficiently large to guarantee $\mathbb{P}(\theta_K \leq T) < \epsilon$. \qed

Appendix B. Existence of weak mild solutions

We again assume the semigroup satisfies assumption $H_1$.

We first quote the following compactness result (see [26], Proposition 11).

**Proposition B.1.** Given $p > 2$. The operator $Q : L^p([0, T]; H) \rightarrow C([0, T]; H)$

$$Qf(t) := \int_0^t (-A)^{1/2} S(t-s)f(s)ds, \quad f \in L^p([0, T]; H), t \in [0, T]$$

is compact.

Now we prove the existence of weak mild solutions needed in Theorem 1.3. The proof is a generalization of the argument in [26], Section 4, so we only give a sketch.

**Proof.** Denote by $\pi_m$ the orthogonal projection of $H$ onto the subspace spanned by the first $m$ eigenvalues $\epsilon_1, \cdots, \epsilon_m$. We write $A_m = A \circ \pi_m$. Using the weak existence result in [9] (with straightforward generalization to time dependent coefficients), for each $m$ we can construct weak mild solutions to the SPDE

$$dX^m_t = AX^m_t dt + b(t, X^m_t)dt + (-A_m)^{1/2} F(t, X^m_t)dt + \sigma(t, X^m_t)dW_t. \quad (B.1)$$

We can prove that for some $p > 2$,

$$\sup_{m \geq 1} \sup_{t \in [0, T]} \mathbb{E}|X^m_t|^p = C_p < \infty. \quad (B.2)$$

To obtain (B.2) we need to control

$$\left| \int_0^t S(t-s)(-A_m)^{1/2} F(s, X^m_s)ds \right|^p_H$$

via a Gronwall argument, which is done in Section 4 of [26]. We also need to control

$$\left| \int_0^t S(t-s)\sigma(s, X^m_s)dW_s \right|^p_H$$

via a Gronwall argument, which can be found in chapter 8 of [8] (utilizing the mapping $G_\eta$ defined in (A.1), Young’s inequality and the assumption $H_1$ on the semigroup $S(t)$.)

Now denote by $F_m := \pi_m \circ F$, we learn from (B.2) and the linear growth property of $F$ that for any $T > 0$,

$$\sup_{m \geq 1} \mathbb{E} \int_0^T |F_m(t, X^m_t)|^p_H dt < \infty. \quad (B.3)$$

In the spirit of the decomposition (A.4), we observe that the solution $X^m_t$ to (B.1) can be reformulated as

$$X^m_t = S(t)x + G_1 b(X^m_t)(t) + \frac{\sin \frac{\pi \eta}{\pi}}{\pi} G_\eta \sigma(X^m_t)(t) + QF^m(X^m_t)(t),$$

where $G_1$ and $G_\eta$ are defined in Appendix A. By $G_1 b(\cdot, X^m_t)(t)$ we mean that we consider the function $f : s \mapsto b(s, X^m_s)$, then compute $G_1(f)$, and evaluate the resulting function at time $t$. The same interpretation applies to $QF^m(\cdot, X^m_t)(t)$. The case of $G_\eta \sigma(\cdot, X^m_t)(t)$ is slightly different, where we consider the function $f : s \mapsto (t-s)^{-\eta} S(t-s)\sigma(s, X^m_s)dW_s.$
Now for any $R > 0$ define
$$
Q(R) := \{ \omega \in C([0, T]; H) : \omega = Qu, \int_0^T |u(s)|^p ds < R \},
$$
and define
$$
\Xi(R) := \{ \omega \in C([0, T]; H) : \omega(t) = S(t)x + w_1(t) + w_2(t) + w_3(t), w_1 \in \Lambda(R, 1), w_2 \in \Lambda(R, \eta), w_3 \in Q(R) \},
$$
where $\Lambda(R, 1)$ and $\Lambda(R, \eta)$ are defined in (A.7). \[\square\]

By Proposition [A.1] and [B.1], $\Xi(R)$ is compact in $C([0, T]; H)$ for any $R > 0$. By the uniform moment estimate (B.3) and the corresponding one for $b(t, X^m_t)$ and $\sigma(t, X^m_t)$, we deduce that $P((X^m_0)_{0 \leq t \leq T} \notin \Xi(R)) \to 0$ as $R \to \infty$, uniformly over $m \geq 1$. By the Prokhorov theorem the laws of $(X^m_0)_{0 \leq t \leq T}$ are tight in $C([0, T]; H)$.

The next step is to use Skorokhod representation theorem to enlarge the probability space and take the limit of the tight sequence, using continuity of the coefficients and martingale representation theorem. The argument can be found in Section 2 of [9], so we omit the details.

**Appendix C. Verification of the Lyapunov condition**

In this appendix we prove that $V(x) := |x| + 1$ can serve as a Lyapunov function for the SPDEs we consider, as claimed in Remark 1.7.

**Proof.** Since $A$ is a negative operator with largest eigenvalue $-\lambda_1 < 0$, necessarily we have $\|S(t)\|_{\text{op}} \leq e^{-\lambda_1 t}$. Writing the SPDE in its mild formulation as follows:

$$
X_t = S(t)x + \int_0^t S(t-s)b(X_s)ds + \int_0^t S(t-s)(-A)^{\theta}F(X_s)ds + \int_0^t S(t-s)\sigma(X_s)dW_s. \tag{C.1}
$$

For the first term, we use $|S(t)x| \leq e^{-\lambda_1 t}|x|$. For the remaining three terms in the second line, we use the boundedness of $b$, $F$ and $\sigma$, boundedness of the semigroup $S(t)$, as well as estimate (2.21) or (2.22), to deduce that they are all bounded in expectation uniformly for all $t \in [0, T]$. This verifies the claimed Lyapunov condition (1.17). \[\square\]
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\[\footnote{For $\sigma(X^m_t)$ we need (uniform in $m$) $L^p$-estimates for the function $f^m : s \mapsto (t-s)^{-\eta}S(t-s)\sigma(X^m_s)dW_s$, which can be obtained via the infinite dimensional Burkholder inequality, the semigroup assumption $H_1$ and the linear growth property of $\sigma$.} \]
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