ON INVERTIBLE NONNEGATIVE HAMILTONIAN OPERATOR MATRICES
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Abstract. Some new characterizations of nonnegative Hamiltonian operator matrices are given. Several necessary and sufficient conditions for an unbounded nonnegative Hamiltonian operator to be invertible are obtained, so that the main results in the previously published papers are corollaries of the new theorems. Most of all we want to stress the method of proof. It is based on the connections between Pauli operator matrices and nonnegative Hamiltonian matrices.

1. Introduction

A Hamiltonian operator matrix is a block operator matrix

\[ H = \begin{pmatrix}
A & B \\
C & -A^* \\
\end{pmatrix} \tag{1.1}
\]

acting on the product space \( X \times X \) of some complex Hilbert space \( X \) with closed densely defined operators \( A, B, C \) such that \( B, C \) are self-adjoint and \( H \) is densely defined \([2]\). If, in addition, \( B \) and \( C \) are nonnegative, then \( H \) is said to be a nonnegative Hamiltonian operator matrix \([17]\).

There are a number of very interesting ways that Hamiltonian operator matrices can arise. We mention a few. First, many linear boundary value problems in mathematical physics can be written as the Hamiltonian equation \( \dot{u} = Hu + f \) where \( H \) is a Hamiltonian operator matrix, so that the solvability of the original boundary value problem is reduced to spectral properties of the operator \( H \), see e.g. \([3, 15]\) for ordinary differential equations, \([7, 22, 33]\) for partial differential equations, and \([20, 32, 34, 35]\) for applications of Hamiltonian operators in elasticity. Second, Hamiltonian operator matrices also arise in theory of optimal control. It is well known that the solutions \( U \) of the Riccati equation

\[ A^* U + UA + UBU - C = 0 \]

are in one-to-one correspondence with graph subspaces that are invariant under the operator matrix \( H \) given by \((1.1)\), where \( A, B, C \) are unbounded linear operators and \( B, C \) are nonnegative, see e.g. \([27, 31]\) and the references therein. There have been a lot of papers on spectral properties of Hamiltonian operator matrices, see e.g. \([1, 5, 6, 16, 17, 18, 19, 23, 24, 25, 29]\). There are many papers \([8, 17, 29]\) devoted to the invertibility of a nonnegative Hamiltonian operator matrix since
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it is sometimes important in the investigation of Hamiltonian equations \cite{17} and, moreover, for an invertible Hamiltonian operator matrix $H$ we have $JH = (JH)^*$ where $J = \begin{pmatrix} 0 & I \\ -I & 0 \end{pmatrix}$ is the unit symplectic operator matrix \cite[p. 11]{32}, so that the spectral theorems hold \cite{11}. Invertible Hamiltonian operator matrices also play an important role in spectral theory of periodic waves for infinite-dimensional Hamiltonian systems, see e.g. \cite{12} and references therein.

The purpose of this paper is to establish some necessary and sufficient conditions for a nonnegative Hamiltonian operator matrix to be invertible. Let us list and comment on some main results that are previously published. Kurina \cite{17} obtained the following fundamental theorem.

**Theorem 1.1.** \cite{17} Let $H$ be a nonnegative Hamiltonian operator matrix given by
\begin{align} 
(1.1) 
\end{align}
with bounded off-diagonal entries $B$ and $C$ such that $0 \in \rho(A) \cup (\rho(B) \cap \rho(C))$. Then $0 \in \rho(H)$.

Note that a Hamiltonian operator matrix $H$ with bounded off-diagonal entries satisfies $JH = (JH)^*$.

Denisov \cite{8} extended the case $0 \in \rho(B) \cap \rho(C)$ of Kurina’s to nonnegative Hamiltonian operator matrices with unbounded off-diagonal entries.

**Theorem 1.2.** \cite[Theorem 2]{8} Let $H$ be a nonnegative Hamiltonian operator matrix given by
\begin{align} 
(1.1) 
\end{align}
such that $0 \in \rho(B) \cap \rho(C)$. If $iH$ is maximal $\sigma_1$-dissipative where $\sigma_1 = \begin{pmatrix} 0 & I \\ I & 0 \end{pmatrix}$, then $0 \in \rho(H)$.

Note that “$iH$ is maximal $\sigma_1$-dissipative” can be replaced by “$JH = (JH)^*$” in the statement of Theorem 1.2, see Proposition 4.3 in Section 4.

Wu and Alatancang \cite{29} extended the main result of Kurina’s to nonnegative Hamiltonian operator matrices with unbounded off-diagonal entries.

**Theorem 1.3.** \cite[Theorem 3.1, Proposition 3.3]{29} Let $H$ be a nonnegative Hamiltonian operator matrix given by
\begin{align} 
(1.1) 
\end{align}
with $D(H) = D(A) \times D(A^*)$ such that $0 \in \rho(A) \cup (\rho(B) \cap \rho(C))$. If $JH = (JH)^*$, then $0 \in \rho(H)$.

We point out that there is a gap in the proof of \cite[Theorem 3.1]{29} for the equality $JH = (JH)^*$, so that Theorem 3.1 or Proposition 3.3 in \cite{29} holds under an additional hypothesis that $JH = (JH)^*$.

Wu and Alatancang \cite{29} also obtained the following theorem.

**Theorem 1.4.** \cite[Theorem 3.2]{29} Let $H$ be a nonnegative Hamiltonian operator given by
\begin{align} 
(1.1) 
\end{align}
with $D(H) = D(C) \times D(B)$ such that $0 \in \rho(A)$. If the operators $A(C-\lambda)^{-1}, A^*(B-\lambda)^{-1}$ are compact for some negative number $\lambda$, then $0 \in \rho(H)$.

We conclude that all the theorems listed above are corollaries of the new theorems in Section 3. To do this, we shall give some new characterizations of nonnegative Hamiltonian operator matrices in Section 4.

2. Preliminaries

Throughout the remainder of this paper $X, Y$ will denote complex Hilbert spaces.

**Definition 2.1.** \cite[p. 3]{9} Let $T : D(T) \subset X \to X$ be a linear operator. $T$ is said to be invertible if it has an everywhere defined bounded inverse.
Obviously, an invertible linear operator is closed and, moreover, if \( H \) is closed, then \( H \) is invertible if and only if \( 0 \in \rho(H) \).

**Definition 2.2.** ([11, p. 28, p. 41]) Let \( T : \mathcal{D}(T) \subset X \to Y \) be a linear operator. \( T \) is said to be bounded from below if there exists a positive number \( \delta \) such that \( \|Tx\| \geq \delta \|x\| \) for all \( x \in \mathcal{D}(T) \). If \( X = Y \), the approximate point spectrum of \( T \) is defined as

\[
\sigma_{\text{app}}(T) := \{ \lambda \in \mathbb{C} \mid (T - \lambda) \text{ is not bounded from below} \}.
\]

The following two lemmas will play a role in the proofs of some theorems in the next section.

**Lemma 2.1.** Let \( H = \begin{pmatrix} A & B \\ C & -A^* \end{pmatrix} \) be a nonnegative Hamiltonian operator matrix on \( X \times X \). Then \( H \) is bounded from below if one of the following holds:

1. \( 0 \in \rho(B) \cap \rho(C) \),
2. \( \mathcal{D}(H) = \mathcal{D}(A) \times \mathcal{D}(A^*) \) and \( 0 \in \rho(A) \).

**Proof.** The first assertion follows from \( \text{Im}(\sigma_1(iH)x, x) = (Cx_1, x_1) + (Bx_2, x_2) \) for all \( x = (x_1, x_2)^t \in \mathcal{D}(H) \), see the proof of [8, Theorem 2]. For the second assertion see the proof of [20, Theorem 3.1] or [27, Lemma 4.5].

**Lemma 2.2.** ([13, Corollary 1]) Let \( T \) be a closed densely defined linear operator on a Hilbert space. Suppose \( S \) is a \( T \)-bounded operator such that \( S^* \) is \( T^* \)-bounded, with both relative bounds \( < 1 \). Then \( S + T \) is closed and \( (S + T)^* = S^* + T^* \).

Finally, we give two definitions that are important to Theorem 3.1 in Section 3.

**Definition 2.3.** ([4, Section 2.2]) Let \( J : X \to X \) be an unitary self-adjoint linear operator. A linear operator \( T \) is said to be \( J \)-dissipative if \( \text{Im}(JTx, x) \geq 0 \) for all \( x \in \mathcal{D}(T) \), and to be maximal \( J \)-dissipative if it is \( J \)-dissipative and coincides with any \( J \)-dissipative extension of it.

**Definition 2.4.** Let \( J : X \to X \) be a linear operator such that \( J \) or \( iJ \) is unitary self-adjoint. A densely defined linear operator \( T \) is said to be \( J \)-symmetric if \( JT \subset (JT)^* \), and to be \( J \)-self-adjoint if \( JT = (JT)^* \).

Obviously,

\[
JT \subset (JT)^* \iff JTJ \subset T^* \iff T \subset JT^*J, \quad JT = (JT)^* \iff JTJ = T^* \iff T = JT^*J.
\]

### 3. MAIN RESULTS

In this section \( H = \begin{pmatrix} A & B \\ C & -A^* \end{pmatrix} \) will denote a nonnegative Hamiltonian operator matrix on \( X \times X \), and moreover, \( J := \begin{pmatrix} 0 & I \\ -I & 0 \end{pmatrix}, \sigma_1 := \begin{pmatrix} 0 & I \\ I & 0 \end{pmatrix} \).

First we give the following necessary and sufficient conditions for \( H \) to be invertible; the proof will be given in Section 4.

**Theorem 3.1.** The following statements are equivalent:

1. \( H \) is invertible,
2. \( \mathcal{R}(H) = X \times X \),
3. \( H \) is \( J \)-self-adjoint and bounded from below,
(4) $H$ is $J$-self-adjoint with closed range and
\[ \mathcal{N}(A) \cap \mathcal{N}(C) = \mathcal{N}(B) \cap \mathcal{N}(A^*) = \{0\}, \]

(5) $iH$ is maximal $\sigma_1$-dissipative and bounded from below,

(6) $iH$ is maximal $\sigma_1$-dissipative with closed range and
\[ \mathcal{N}(A) \cap \mathcal{N}(C) = \mathcal{N}(B) \cap \mathcal{N}(A^*) = \{0\}. \]

Remark 3.1. We see from Lemma 2.1 that Theorem 1.1, Theorem 1.2, and Theorem 1.3 are corollaries of Theorem 3.1.

Remark 3.2. The statements (1), (2), (3) of Theorem 3.1 are equivalent for general Hamiltonian operators (not necessarily nonnegative).

Remark 3.3. The assumption about nonnegativity of the Hamiltonian operator matrix is essential for the statement (4), (5), (6), see Proposition 4.1, Proposition 4.5 in Section 4 and Example 3.1 below.

Remark 3.4. By Proposition 4.4 in Section 4, "$H$ is $J$-self-adjoint" ("$iH$ is maximal $\sigma_1$-dissipative", respectively) can be replaced by "$R(H + \sigma_1) = X \times X".

Corollary 3.1. Suppose $H$ is $J$-self-adjoint. Then $i\mathbb{R} \subset \rho(H)$ if one of the following statements holds:

1. $0 \in \rho(B) \cap \rho(C),$
2. $\mathcal{D}(H) = \mathcal{D}(A) \times \mathcal{D}(A^*)$ and $i\mathbb{R} \subset \rho(A)$.

Proof. For each $\lambda \in \mathbb{R}$,
\[ H - i\lambda = \begin{pmatrix} A - i\lambda & B \\ C & -(A - i\lambda)^* \end{pmatrix} \]

is a nonnegative Hamiltonian operator matrix with the property $J(H - i\lambda) = (J(H - i\lambda))^*$. Thus, by Theorem 3.1 and Lemma 2.1 $i\lambda \in \rho(H)$. 

Since conditions for $H$ to be invertible given by its entry operators $A, B, C$ are much more useful than those given by $H$ itself, the rest of this section is devoted to the former. We shall consider the two cases that $\mathcal{D}(H) = \mathcal{D}(A) \times \mathcal{D}(A^*)$ and $\mathcal{D}(H) = \mathcal{D}(C) \times \mathcal{D}(B)$.

First we consider the case $\mathcal{D}(H) = \mathcal{D}(A) \times \mathcal{D}(A^*)$. The following is an improvement of Theorem 1.1.

Theorem 3.2. Assume both $B$ and $C$ are bounded. Then $H$ is invertible if and only if both $\begin{pmatrix} A \\ C \end{pmatrix}$ and $\begin{pmatrix} B \\ -A^* \end{pmatrix}$ are bounded from below. In particular, if $A, B, \text{ and } C$ are $n \times n$ matrices such that $B$ and $C$ are nonnegative Hermitian matrices, then $H$ is invertible if and only if rank $(A^* \text{ } C) = \text{ rank } (B - A) = n$.

Proof. Obviously $H$ is $J$-self-adjoint. By Theorem 3.1 it is sufficient to show $H$ is bounded from below if and only if both $\begin{pmatrix} A \\ C \end{pmatrix}$ and $\begin{pmatrix} B \\ -A^* \end{pmatrix}$ are bounded from below. The only if part is trivial. We start to prove the if part. If $H$ were not bounded from below, then there exist $x^{(n)} = (x_1^{(n)} \text{ } x_2^{(n)})^t \in \mathcal{D}(A) \times \mathcal{D}(A^*)$, $\|x^{(n)}\| = 1, n = 1, 2, \ldots$, such that $Hx^{(n)} \to 0$, i.e.,
\[ \begin{align*}
A x_1^{(n)} + B x_2^{(n)} & \to 0, \\
C x_1^{(n)} - A^* x_2^{(n)} & \to 0,
\end{align*} \]
and so
\[(Ax_1(n), x_2(n)) + (Bx_2(n), x_2(n)) \to 0,
\]
\[(x_1(n), Cx_1(n)) - (x_1(n), A^*x_2(n)) \to 0,
\]
consequently
\[(x_1(n), Cx_1(n)) + (Bx_2(n), x_2(n)) \to 0.
\]
Since \(B, C\) are nonnegative self-adjoint operator, we get
\[(x_1(n), Cx_1(n)) \to 0, (Bx_2(n), x_2(n)) \to 0,
\]
i.e.,
\[(3.2) \quad C^\frac{1}{2}x_1(n) \to 0, B^\frac{1}{2}x_2(n) \to 0.
\]
But \(B^\frac{1}{2}, C^\frac{1}{2}\) are bounded since \(B, C\) are bounded, and therefore
\[C^\frac{1}{2}x_1(n) \to 0, B^\frac{1}{2}x_2(n) \to 0.
\]
By \([3,1]\),
\[A^\frac{1}{2}x_1(n) \to 0, C^\frac{1}{2}x_1(n) \to 0, B^\frac{1}{2}x_2(n) \to 0, -A^*x_2(n) \to 0,
\]
i.e.,
\[(3.3) \quad \begin{pmatrix} A & C \\ C & -A^* \end{pmatrix} x_1(n) \to 0, \begin{pmatrix} B & 0 \\ 0 & A^* \end{pmatrix} x_2(n) \to 0.
\]
On the other hand, by the assumption there exists a positive number \(\delta\) such that
\[
\| A \begin{pmatrix} x_1(n) \\ x_2(n) \end{pmatrix} \|_2^2 + \| B \begin{pmatrix} 0 \\ x_2(n) \end{pmatrix} \|_2^2 \geq \delta (\| x_1(n) \|_2^2 + \| x_2(n) \|_2^2) = \delta,
\]
this contradicts \([3,3]\). Hence \(H\) is bounded from below.

**Remark 3.5.** The assertion of Theorem 3.2 does not hold for nonnegative Hamiltonian operators with unbounded off-diagonal entries, see Example 3.2.

**Remark 3.6.** The assumption about nonnegativity of the Hamiltonian operator matrix is essential, see Example 3.1 below.

We extend Theorem 1.1 to the following case.

**Proposition 3.1.** Suppose that \(C\) is \(A\)-bounded and \(B\) is \(A^*\)-bounded with both relative bounds less than 1, and that \(0 \in \rho(A) \cup (\rho(B) \cap \rho(C))\). Then \(H\) is invertible.

**Proof.** It is sufficient to show \(H\) is \(J\)-self-adjoint and bounded from below. Since \(C\) is \(A\)-bounded and \(B\) is \(A^*\)-bounded with both relative bounds less than 1, one see easily from Lemma 2.2 that \(JH = (JH)^*\) (see also [30]). Moreover, \(H\) is bounded from below by Lemma 2.1.

We also extend Theorem 1.1 to another case.

**Theorem 3.3.** Suppose that \(D(H) = D(A) \times D(A^*)\), and that \(\rho(A) \neq \emptyset\). If \(0 \in \rho(A) \cup (\rho(B) \cap \rho(C))\), then the following statements are equivalent:

1. \(H\) is invertible,
2. \(A^* + \lambda + C(A - \lambda)^{-1}B = (A + \lambda + B(A^* - \lambda)^{-1}C)^*\) for some (and hence for all) \(\lambda \in \rho(A)\),
3. \(A + \lambda + B(A^* - \lambda)^{-1}C = (A^* + \lambda + C(A - \lambda)^{-1}B)^*\) for some (and hence for all) \(\lambda \in \rho(A)\).
Proof. By Lemma 2.1, we need to show that each one of the last two statements is equivalent to \( JH = (JH)^* \), but this follows from [2, Theorem 3.1].

There are three corollaries follow from Theorem 3.3 and the corresponding corollaries of [2, Theorem 3.1].

**Corollary 3.2.** Suppose that \( \mathcal{D}(H) = \mathcal{D}(A) \times \mathcal{D}(A^*) \), and that \( \rho(A) \neq \emptyset \). If \( \exists H = \mathcal{D}(A) \times \mathcal{D}(A^*) \), then \( H \) is invertible if one of the following holds:

1. \( C \) is \( A \)-bounded with relative bound 0,
2. \( B \) is \( A^* \)-bounded with relative bound 0.

**Corollary 3.3.** Suppose that \( \mathcal{D}(H) = \mathcal{D}(A) \times \mathcal{D}(A^*) \), and that \( A \) or \( -A \) is maximal accretive. If \( \exists H = \mathcal{D}(A) \times \mathcal{D}(A^*) \), then \( H \) is invertible if one of the following holds:

1. \( C \) is \( A \)-bounded with relative bound 0 and \( B \) is \( A^* \)-bounded with relative bound 0.
2. \( C \) is \( A \)-bounded with relative bound 0 and \( B \) is \( A^* \)-bounded with relative bound 0.

**Corollary 3.4.** Suppose that \( \mathcal{D}(H) = \mathcal{D}(A) \times \mathcal{D}(A^*) \), and that \( A \) is self-adjoint. If \( \exists H = \mathcal{D}(A) \times \mathcal{D}(A^*) \), then \( H \) is invertible if one of the following holds:

1. \( C \) is \( A \)-bounded with relative bound 0 and \( B \) is \( A^* \)-bounded with relative bound 0.
2. \( C \) is \( A \)-bounded with relative bound 0 and \( B \) is \( A^* \)-bounded with relative bound 0.

In the following two theorems, we connect invertibility of \( H \) to Fredholmness of its entry operators.

**Theorem 3.4.** \( H \) is invertible if

1. \( \rho(A) \cap i\mathbb{R} \neq \emptyset \) and \( (A - i\lambda)^{-1} \) is a compact operator for some \( i\lambda \in \rho(A) \cap i\mathbb{R} \),
2. \( T \) is \( A \)-compact and \( B \) is \( A^* \)-compact,
3. \( N(A) \cap N(C) = N(B) \cap N(A^*) = \{0\} \).

**Proof.** It is sufficient to show \( H \) is a \( J \)-self-adjoint operator with closed range. We see from (2) that \( C \) is \( A \)-bounded and \( B \) is \( A^* \)-bounded with both relative bounds 0, so that \( JH = (JH)^* \). Next we prove \( H \) has a closed range. Writing

\[
H = \begin{pmatrix}
A - i\lambda & 0 \\
0 & -A^* - i\lambda
\end{pmatrix} + \begin{pmatrix}
i\lambda & B \\
C & i\lambda
\end{pmatrix} =: T_\lambda + S_\lambda.
\]

It follows from the first two assumptions that \( S_\lambda \) is \( T_\lambda \)-compact since

\[
S_\lambda T_\lambda^{-1} = \begin{pmatrix}
i\lambda(A - i\lambda)^{-1} & -B(A^* + i\lambda)^{-1} \\
(C(A - i\lambda)^{-1} & -i\lambda((A - i\lambda)^{-1})^*
\end{pmatrix}
\]

is a compact operator, so that \( H \) is Fredholm since \( T_\lambda \) is Fredholm (see [13, Theorem IV 5.26]). Hence \( H \) has a closed range.

**Theorem 3.5.** \( H \) is invertible if

1. \( A \) is Fredholm,
2. \( C \) is \( A \)-compact and \( B \) is \( A^* \)-compact,
3. \( N(A) \cap N(C) = N(B) \cap N(A^*) = \{0\} \).
Proof. We need to show $H$ has a closed range. Writing
\[
H = \begin{pmatrix} A & 0 \\ 0 & -A^* \end{pmatrix} + \begin{pmatrix} 0 & B \\ C & 0 \end{pmatrix} =: T + S.
\]
Then, $T$ is Fredholm by (1) and $S$ is $T$-compact by (2). Thus, $H$ is Fredholm (see [14, Theorem IV 5.26]), so that it has a closed range.

Now we consider the case $\mathcal{D}(H) = \mathcal{D}(C) \times \mathcal{D}(B)$. The following is an analogue of Theorem 3.3.

**Theorem 3.6.** Suppose that $\mathcal{D}(H) = \mathcal{D}(C) \times \mathcal{D}(B)$, and that $0 \in \rho(B) \cap \rho(C)$. Then the following statements are equivalent:

1. $H$ is invertible,
2. $C + \lambda + A^*(B - \lambda)^{-1}A = (C + \lambda + A^*(B - \lambda)^{-1}A)^*$ for some (and hence for all) $\lambda \in \rho(B)$,
3. $B + \lambda + A(C - \lambda)^{-1}A^* = (B + \lambda + A(C - \lambda)^{-1}A^*)^*$ for some (and hence for all) $\lambda \in \rho(C)$.

**Proof.** By Lemma 2.1, we need to show that each one of the last two statements is equivalent to $JH = (JH)^*$, but this follows from [2, Theorem 3.2].

The following corollary follows from Theorem 3.6 and the corresponding corollary of [2, Theorem 3.2].

**Corollary 3.5.** Suppose that $\mathcal{D}(H) = \mathcal{D}(C) \times \mathcal{D}(B)$, and that $0 \in \rho(B) \cap \rho(C)$. Then $H$ is invertible if one of the following holds:

1. $A$ is $C$-bounded with relative bound $< 1$ and $A^*$ is $B$-bounded with relative bound $\leq 1$,
2. $A$ is $C$-bounded with relative bound $\leq 1$ and $A^*$ is $B$-bounded with relative bound $< 1$.

**Remark 3.7.** “$0 \in \rho(B) \cap \rho(C)$” in the statement of Theorem 3.6 (Corollary 3.5, respectively) cannot be replaced by “$0 \in \rho(A) \cup (\rho(B) \cap \rho(C))$”, see Example 3.2.

The following analogues of Theorem 3.4 and Theorem 3.5 are proved in completely analogous ways.

**Theorem 3.7.** $H$ is invertible if

1. $(B - \lambda)^{-1}, (C - \lambda)^{-1}$ are compact operators for some $\lambda \in \rho(B) \cap \rho(C)$,
2. $A$ is $C$-compact and $A^*$ is $B$-compact,
3. $\mathcal{N}(A) \cap \mathcal{N}(C) = \mathcal{N}(B) \cap \mathcal{N}(A^*) = \{0\}$.

**Remark 3.8.** Theorem 1.4 is a corollary of Theorem 3.7 since the assumptions of the former imply those of the latter.

**Theorem 3.8.** $H$ is invertible if

1. $B, C$ are Fredholm,
2. $A$ is $C$-compact and $A^*$ is $B$-compact,
3. $\mathcal{N}(A) \cap \mathcal{N}(C) = \mathcal{N}(B) \cap \mathcal{N}(A^*) = \{0\}$.

The following simple example shows that the assumption about nonnegativity of the Hamiltonian operator matrix is essential for the main results in this section, e.g., Theorem 3.1 and Theorem 3.2.
Example 3.1. Consider the $2 \times 2$ Hamiltonian matrix

$$H = \begin{pmatrix} 1 & 1 \\ -1 & -1 \end{pmatrix}$$

on the Hilbert space $\mathbb{C} \times \mathbb{C}$. Obviously, $H$ is $J$-self-adjoint with closed range and

$$\mathcal{N}(A) \cap \mathcal{N}(C) = \mathcal{N}(B) \cap \mathcal{N}(A^*) = \{0\}.$$

Moreover, $\begin{pmatrix} A \\ C \end{pmatrix}$, $\begin{pmatrix} B \\ -A^* \end{pmatrix}$ are bounded from below. But $0 \in \sigma(H)$ since $\det H = 0$.

The following example indicates that the assumptions of many theorems cannot be relaxed, see Remark 3.5 and Remark 3.7. See also [8] for another example.

Example 3.2. Let $C$ be an unbounded self-adjoint operator on $X$ such that $(C - \gamma)$ is nonnegative for some positive number $\gamma$. Noting that $0 \in \rho(C)$ and $0 \in \sigma_c(C^{-1})$.

For the nonnegative Hamiltonian operator matrix

$$H := \begin{pmatrix} I & C^{-1} \\ C & -I \end{pmatrix},$$

we have

1. $JH = (JH)^*$,
2. $0 \in \sigma_{app}(H)$ or, equivalently, $H$ is not bounded from below.

In fact, the first assertion obviously holds since the diagonal entries of $H$ are bounded. To prove the second assertion, we see from $\mathcal{R}(I|_{D(C)} \cdot C^{-1}) \subset D(C)$ that $\mathcal{R}(H) \neq X \times X$, and so by Theorem 3.1 we conclude that $H$ is not bounded from below.

The following is an application to theory of elasticity. For the definitions and properties of differential operators not given here, see [21, 28].

Example 3.3. Consider the rectangular thin plate bending problem with two opposite edges simply supported. The governing equation in terms of displacement is

$$D\left(\frac{\partial^2 w}{\partial x^2} + \frac{\partial^2 w}{\partial y^2}\right)^2 w = 0, \text{ for } 0 < x < h \text{ and } 0 < y < 1,$$

where $D > 0$ is a constant, the boundary conditions for simply supported edges are

$$w = 0, \frac{\partial^2 w}{\partial y^2} = 0, \text{ for } y = 0 \text{ or } y = 1,$$

and the boundary conditions for the other two edges are

$$w, \frac{\partial w}{\partial y} = \text{ given functions, for } x = 0 \text{ or } x = h,$$

see [32, Section 8.1]. To obtain the analytical solution of the above boundary value problem, the key step is rewriting (3.3) and (3.4) into an operator equation, see [34, 35]. Specifically, we introduce the rotation $\theta$, the Lagrange parametric function $q$, and the moment $m$ as follows [35].

$$\theta := \frac{\partial w}{\partial x}, q := D\left(\frac{\partial^3 w}{\partial x^2} + \frac{\partial^3 w}{\partial x \partial y^2}\right), m := -D\left(\frac{\partial \theta}{\partial x} + \frac{\partial^2 w}{\partial y^2}\right).$$
Then (3.4) and (3.5) becomes

\[
\begin{pmatrix}
\frac{\partial}{\partial x} & w \\
\theta & q \\
m & m
\end{pmatrix}
= \begin{pmatrix}
0 & 1 & 0 & 0 \\
-\frac{\partial^2}{\partial y^2} & 0 & 0 & -\frac{1}{\sqrt{2}} \\
0 & 0 & 0 & -\frac{1}{\sqrt{2}} \\
0 & 0 & -1 & 0
\end{pmatrix}
\begin{pmatrix}
w \\
\theta \\
q \\
m
\end{pmatrix},
\]
\[w = m = 0 \text{ for } y = 0 \text{ or } y = 1.\]

Next we write (3.7) as an operator equation in a Hilbert space. Let

\[
\mathcal{D}(T) := \{f \in L^2(0, 1) \mid f, f' \in AC[0, 1], f'' \in L^2(0, 1), f(0) = f(1) = 0\},
\]
\[Tf := -f'' \text{ for } f \in \mathcal{D}(T).\]

Then \(T\) is a self-adjoint linear operator on the Hilbert space \(L^2(0, 1)\) such that \((T - \pi^2)\) is nonnegative. Let

\[
A := \begin{pmatrix} 0 & I \\ T & 0 \end{pmatrix}, B := \begin{pmatrix} 0 & 0 \\ 0 & -\frac{D}{2}I \end{pmatrix}.
\]

Then (3.7) becomes \(\dot{u} = Hu\), where

\[
H := \begin{pmatrix} A & B \\ 0 & -A^* \end{pmatrix}
\]

and \(u := (w \theta q m)^t\), so that the spectral properties of the operator \(H\) are essential for us to get the analytical solution of the boundary value problem (3.4), (3.5), and (3.6). We claim that \(i\mathbb{R} \subset \rho(H)\). It is sufficient to show \(i\mathbb{R} \subset \rho(-H)\). Obviously, \(H\) is a \(J\)-self-adjoint Hamiltonian operator matrix on the Hilbert space \((L^2(0, 1))^2 \times (L^2(0, 1))^2\). Note that \(-H\) is a nonnegative Hamiltonian operator matrix, by Corollary (3.1) it is sufficient to show \(i\mathbb{R} \subset \rho(-A)\) or, equivalently, \(i\mathbb{R} \subset \rho(A)\). Let \(\lambda \in \mathbb{R}\). It follows from

\[
A^2 = \begin{pmatrix} T & 0 \\ 0 & T \end{pmatrix}
\]

that \(-\lambda^2 \in \rho(A^2)\), so that \((A - i\lambda)\) is a bijective since

\[
A^2 + \lambda^2 = (A - i\lambda)(A + i\lambda) = (A + i\lambda)(A - i\lambda).
\]

Hence \(i\lambda \in \rho(A)\).

4. PROOF OF THEOREM 3.1

We define Pauli operator matrices \([26, p. 3]\) on \(X \times X\) as follows.

\[
\sigma_0 := \begin{pmatrix} I & 0 \\ 0 & I \end{pmatrix}, \quad \sigma_1 := \begin{pmatrix} 0 & I \\ I & 0 \end{pmatrix}, \quad \sigma_2 := \begin{pmatrix} 0 & -iI \\ iI & 0 \end{pmatrix}, \quad \sigma_3 := \begin{pmatrix} I & 0 \\ 0 & -I \end{pmatrix}.
\]

The Pauli operator matrices have the following properties.

\[
J = i\sigma_2,
\]
\[
\sigma_k^* = \sigma_k^{-1} = \sigma_k, k = 0, 1, 2, 3,
\]
\[
\sigma_1 \sigma_2 = i\sigma_3, \sigma_2 \sigma_3 = i\sigma_1, \sigma_3 \sigma_1 = i\sigma_2, \sigma_3 \sigma_2 = -i\sigma_1.
\]

Throughout of this section,

\[
H := \begin{pmatrix} A & B \\ C & -A^* \end{pmatrix}
\]
will denote a Hamiltonian operator matrix.

**Proposition 4.1.** $H$ is nonnegative if and only if $\sigma_k(i\epsilon_1 H)\sigma_k^*$ is $\sigma_1$-dissipative for some $k = 0, 1, 2, 3$, where

$$\epsilon_{1k} := \begin{cases} 1, & \text{if } \sigma_1 \sigma_k = \sigma_k \sigma_1, \\ -1, & \text{if } \sigma_1 \sigma_k = -\sigma_k \sigma_1. \end{cases}$$

**Proof.** The assertions are immediate from

$$\text{Im}(\sigma_1(iH)x, x) = (Cx_1, x_1) + (Bx_2, x_2)$$

and

$$\text{Im}(\sigma_1 \sigma_3(-iH)\sigma_3^* x, x) \text{ for } x = (x_1, x_2)^t \in \mathcal{D}(H),$$

$$\text{Im}(\sigma_1 \sigma_1(iH)\sigma_1^* x, x) = (C x_2, x_2) + (B x_1, x_1)$$

and

$$\text{Im}(\sigma_1 \sigma_2(-iH)\sigma_2^* x, x) \text{ for } x = (x_2, x_1)^t \in \mathcal{D}(H).$$

\[ \square \]

**Remark 4.1.** It seems that the case $k = 0$ of Proposition 4.1 was first proved by Denisov \[8\] Theorem 2, see also \[27\] Lemma 4.8.

**Proposition 4.2.** $\sigma_k(iH)\sigma_k^*$ is $\sigma_2$-symmetric for $k = 0, 1, 2, 3$.

**Proof.** One readily checks that $(\sigma_2(iH)x, x) = (x, \sigma_2(iH)x)$ for all $x \in \mathcal{D}(H)$, this proved the case $k = 0$ and other cases follow from this. \[\square\]

**Remark 4.2.** The case $k = 0$ of Proposition 4.2 is well-known.

**Lemma 4.1.** The following assertions hold.

1. Every $\mathcal{J}$-dissipative operator can be extended into a maximal one.
2. If $T$ is a maximal $\mathcal{J}$-dissipative operator with a dense domain, then $T$ is closed.
3. A densely defined operator $T$ is maximal $\mathcal{J}$-dissipative if and only if $-T^c$ is maximal $\mathcal{J}$-dissipative, where $T^c = JT^* \mathcal{J}$ is the $\mathcal{J}$-adjoint of the operator $T$.

**Proof.** See \[3\] Section 2.2. \[\square\]

**Proposition 4.3.** Let $H$ be a nonnegative Hamiltonian operator matrix. Then $iH$ is maximal $\sigma_1$-dissipative if and only if $iH$ is $\sigma_2$-self-adjoint or, equivalently, $H$ is $J$-self-adjoint.

**Proof.** Assume $iH$ is maximal $\sigma_1$-dissipative. Then $-(iH)^c$ is $\sigma_1$-dissipative by Lemma 4.1 and so $\sigma_3(iH)^c\sigma_3$ is $\sigma_1$-dissipative by Proposition 4.1. Noting that $iH \subset \sigma_2(iH)^*\sigma_2$ by Proposition 4.2 and that $(iH)^* = \sigma_1(iH)^c\sigma_1$, we have $iH \subset \sigma_3(iH)^c\sigma_3$, and therefore $iH = \sigma_3(iH)^c\sigma_3$ since $iH$ is maximal $\sigma_1$-dissipative. Hence $iH = \sigma_2(iH)^*\sigma_2$. Conversely, if $iH = \sigma_2(iH)^*\sigma_2$, then $iH = \sigma_3(iH)^c\sigma_3$, and so $-(iH)^c = -\sigma_3(iH)^c\sigma_3$ is $\sigma_1$-dissipative by Proposition 4.1. Let $G$ be a maximal $\sigma_1$-dissipative extension of $iH$. We get $-G^c \subset -(iH)^c$ since $iH \subset G$. But $G^c$ is maximal $\sigma_1$-dissipative by Lemma 4.1 and so $-G^c = -(iH)^c$. Thus $G = iH$ since $G$ is closed by Lemma 4.1 \[\square\]

**Proposition 4.4.** Let $H$ be a nonnegative Hamiltonian operator matrix. Then $H$ is $J$-self-adjoint if and only if $\mathcal{R}(H + \sigma_1) = X \times X$. 
Proof. By Lemma 2.2 in [4, Section 2.2], \(iH\) is maximal \(\sigma_1\)-dissipative if and only if 
\[ R(\sigma_1(iH) + i) = X \times X \] or, equivalently, 
\[ R(H + \sigma_1) = X \times X. \] Thus, the assertion follows from Proposition 4.3. 

**Proposition 4.5.** Let \(H\) be a nonnegative Hamiltonian operator matrix. Then 
\[ N(H) = (N(A) \cap N(C)) \times (N(B) \cap N(A^*)) \] 

Proof. Let \(x = (x_1 \ x_2)^t \in N(H)\). Then 
\[
\begin{align*}
Ax_1 + Bx_2 &= 0, \\
Cx_1 - A^*x_2 &= 0,
\end{align*}
\]
and so 
\[
\begin{align*}
(Ax_1, x_2) + (Bx_2, x_2) &= 0, \\
(x_1, Cx_1) - (x_1, A^*x_2) &= 0,
\end{align*}
\]
so that \((Ax_1, x_2) + (Bx_2, x_2) = 0\). Thus \(Cx_1 = 0, Bx_2 = 0\) since both \(B\) and \(C\) are nonnegative self-adjoint operators. Consequently \(Ax_1 = 0, A^*x_2 = 0\) by (1.1), and therefore \(x \in (N(A) \cap N(C)) \times (N(B) \cap N(A^*))\). Hence 
\[ N(H) \subset (N(A) \cap N(C)) \times (N(B) \cap N(A^*)). \] 
The reverse inclusion is obvious. 

**Proof of Theorem 3.1.** If \(R(H) = X \times X\), then \(R(JH) = X \times X\), and so \(JH\) is a self-adjoint operator with \(0 \in \rho(JH)\). Thus (1), (2), and (3) are equivalent. By Proposition 4.3 (3) is equivalent to (5), and (4) is equivalent to (6). Finally, a closed operator is bounded from below if and only if it is injective and has a closed range (see Theorem I.3.7 and Lemma IV.1.1 in [10]), and therefore (3) is equivalent to (4) by Proposition 4.5. 
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