VELOCITY-VORTICITY-PRESSURE FORMULATION FOR THE OSEEN PROBLEM WITH VARIABLE VISCOACITY
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Abstract. We propose and analyse an augmented mixed finite element method for the Oseen equations written in terms of velocity, vorticity, and pressure with non-constant viscosity and homogeneous Dirichlet boundary condition for the velocity. The weak formulation includes least-squares terms arising from the constitutive equation and from the incompressibility condition, and we show that it satisfies the hypotheses of the Babuška-Brezzi theory. Repeating the arguments of the continuous analysis, the stability and solvability of the discrete problem are established. The method is suited for any Stokes inf-sup stable finite element pair for velocity and pressure, while for vorticity any generic discrete space (of arbitrary order) can be used. A priori and a posteriori error estimates are derived using two specific families of discrete subspaces. Finally, we provide a set of numerical tests illustrating the behaviour of the scheme, verifying the theoretical convergence rates, and showing the performance of the adaptive algorithm guided by residual a posteriori error estimation.
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1. Introduction. Using vorticity as additional field in the formulation of incompressible flow equations can be advantageous in a number of applicative problems [47]. Starting from the seminal works [25, 26] that focused on Stokes equations and where vorticity was sought in $H(\text{curl}, \Omega)$, several different problems including Brinkman, Navier-Stokes, and related flow problems written in terms of vorticity have been studied from the viewpoint of numerical analysis of finite volume and mixed finite element methods exhibiting diverse properties and specific features. Some of these contributions include [3, 2, 4, 7, 23, 12, 45, 46].

The starting point is the Oseen equations in the case of variable viscosity, and written in terms of velocity $u$ and pressure $p$, as follows (see [35]):

$$
\begin{align*}
\sigma u - 2\text{div}(\nu\varepsilon(u)) + (\beta \cdot \nabla)u + \nabla p &= f \quad \text{in } \Omega, \\
\text{div } u &= 0 \quad \text{in } \Omega, \\
\nu &= 0 \quad \text{on } \Gamma, \\
(p, 1)_{0, \Omega} &= 0,
\end{align*}
$$

where $\sigma > 0$ is inversely proportional to the time-step, $f \in L^2(\Omega)^d$ is a force density, $\beta \in H^1(\Omega)^d$ is the convecting velocity field (not necessarily divergence-free), and $\nu \in W^{1, \infty}(\Omega)$ is the kinematic viscosity of the fluid, satisfying

$$
0 < \nu_0 \leq \nu \leq \nu_1.
$$

Such a set of equations will appear, for instance, in the linearisation of non-Newtonian flow problems, as well as in applications where viscosity may depend on temperature, concentration or volume...
fractions, or other fields where the fluid flow patterns depend on marked spatial distributions of viscosity [37, 41, 42, 44]. The specific literature related to the analysis of numerical schemes for the Oseen equations in terms of vorticity includes the non-conforming exponentially accurate least-squares spectral method proposed in [40], least-squares methods proposed in [48] for Oseen and Navier-Stokes equations with velocity boundary conditions, the family of vorticity-based first-order Oseen-type systems studied in [21], the enhanced accuracy formulation in terms of velocity-vorticity-helicity investigated in [11], and the recent mixed (exactly divergence-free) and DG discretisations for Oseen’s problem in velocity-vorticity-pressure form given in [5]. However, in most of these references, the derivation of the variational formulations depends on the viscosity being constant. This is attributed to the fact that the usual vorticity-based weak formulation results from exploiting the following identity
\[
\text{curl}(\text{curl} \ v) = - \Delta v + \nabla (\text{div} \ v),
\] (1.3)
applied to the viscous term. However for a more general friction term of the form \(-\text{div}(\nu \varepsilon(u))\), where \(\varepsilon(u)\) is the strain rate tensor, the decomposition gives other additional terms that do not permit the direct recasting of the coupled system as done in the cited references above.

Extensions to cover the case of variable viscosity do exist in the literature. For instance, [27] addresses the well-posedness of the vorticity–velocity formulation of the Stokes problem with varying density and viscosity, and the equivalence of the vorticity–velocity and velocity–pressure formulations in appropriate functional spaces is proved. More recently, in [6] we have taken a different approach and employed an augmented vorticity-velocity-pressure formulation for Brinkman equations with variable viscosity. Here we extend that analysis to the generalised Oseen equations with variable viscosity, and address in particular how to deal with the additional challenges posed by the presence of the convective term that did not appear in the Brinkman momentum equation.

We will employ the so-called augmented formulations (also known as Galerkin least-squares methods), which can be regarded as a stabilisation technique where some terms are added to the variational formulation. Augmented finite elements have been considered in several works with applications in fluid mechanics (see, e.g., [8, 9, 13, 20, 17, 18, 34, 43] and the references therein). These methods enjoy appealing advantages as those described in length in, e.g., [14, 16], and reformulations of the set of equations following this approach are also of great importance in the design of block preconditioners (see [10, 31] for an application in Oseen and Navier-Stokes equations in primal form, [30] for stress-velocity-pressure formulations for non-Newtonian flows, or [19, 29] for stress-displacement-pressure mixed formulations for hyperelasticity). In the particular context of our mixed formulation for Oseen equations, the augmentation assists us in deriving the Babuška-Brezzi property of ellipticity on the kernel needed for the top-left diagonal block.

The formulation that we employ is non-symmetric, and the augmentation terms appear from least-squares contributions associated with the constitutive equation and the incompressibility constraint. The mixed variational formulation is shown to be well-posed under a condition on the viscosity bounds (a generalisation of the usual condition needed in Oseen equations, (cf. Theorem 2.4 and Remark 2.6). Then we establish the well-posedness of the discrete problem for generic inf-sup stable finite elements (for velocity and pressure) in combination with a generic space for vorticity approximation. We obtain error estimates for two stable families of finite elements. We also derive a reliable and efficient residual-based a posteriori error estimator for the mixed problem, which can be fully computed locally. In summary, the advantages of the proposed method are the possibility to obtain directly the vorticity field with optimal accuracy and without the need of postprocessing; moreover, different from many existing finite element methods with vorticity field as unknown, the present contribution supports variable viscosity and no-slip boundary condition in a natural way.

The contents of the paper have been structured as follows. Functional spaces and recurrent notation is collected in the remainder of this section. Section 2 presents the governing equations in terms of velocity, vorticity and pressure; we state an augmented formulation, and we perform the solvability analysis invoking the Babuška–Brezzi theory. The finite element discretisation is introduced in Section 3, where we also derive the stability analysis and optimal error estimates for two families of stable elements. In Section 4, we develop the a posteriori error analysis. Several numerical tests illustrating the convergence of the proposed method under different scenarios are
reported in Section 5.

**Preliminaries.** Let \( \Omega \) be a bounded domain of \( \mathbb{R}^d, d = 2, 3 \), with Lipschitz boundary \( \Gamma = \partial \Omega \). For any \( s \geq 0 \), the notation \( \| \cdot \|_{s, \Omega} \) stands for the norm of the Hilbertian Sobolev spaces \( H^s(\Omega) \) or \( H^s(\mathbb{R}^d) \), with the usual convention \( H^0(\Omega) := L^2(\Omega) \).

Moreover, \( c \) and \( C \), with or without subscripts, tildes, or hats, will represent a generic constant independent of the mesh parameter \( h \), assuming different values in different occurrences. In addition, for any vector field \( \mathbf{v} = (v_i)_{i=1}^3 \) and any scalar field \( q \) we recall the notation:

\[
\text{div} \mathbf{v} = \sum_{i=1}^3 \partial_i v_i, \quad \text{curl} \mathbf{v} = \left( \frac{\partial_2 v_3 - \partial_3 v_2}{\partial_1 v_3 - \partial_3 v_1}, \frac{\partial_1 v_2 - \partial_2 v_1}{\partial_1 v_3 - \partial_3 v_1}, \frac{\partial_1 v_1 - \partial_2 v_1}{\partial_1 v_3 - \partial_3 v_1} \right), \quad \nabla q = \left( \frac{\partial_1 q}{\partial_1}, \frac{\partial_2 q}{\partial_2}, \frac{\partial_3 q}{\partial_3} \right),
\]

whereas for dimension \( d = 2 \), the curl of a vector \( \mathbf{v} \) and a scalar \( q \) are scalar function \( \partial_1 v_2 - \partial_2 v_1 \) and the vector \( \text{curl} q = (\partial_2 q, \partial_1 q)^T \), respectively.

Recall that, according to [35, Theorem 2.11], for a generic domain \( \Omega \subseteq \mathbb{R}^3 \), the relevant integration by parts formula corresponds to

\[
\int_{\Omega} \text{curl} \omega \cdot \mathbf{v} = \int_{\Omega} \omega \cdot \text{curl} \mathbf{v} + \langle \omega \times \mathbf{n}, \mathbf{v} \rangle_{\Gamma},
\]

which in 2D reads as

\[
\int_{\Omega} \text{curl} \omega \cdot \mathbf{v} = \int_{\Omega} \omega \text{curl} \mathbf{v} - \langle \mathbf{v} \cdot \mathbf{t}, \omega \rangle_{\Gamma}. \tag{1.4}
\]

### 2. Vorticity-based formulation.

With the aim of proposing a vorticity-based formulation for (1.1), we consider the following identities

\[
-2 \text{div}(\nu \varepsilon(\mathbf{u})) = -2 \nu \text{div}(\varepsilon(\mathbf{u})) - 2 \varepsilon(\mathbf{u}) \nabla \nu = -\nu \Delta \mathbf{u} - 2 \varepsilon(\mathbf{u}) \nabla \nu
\]

\[
= \nu \text{curl}(\text{curl} \mathbf{u}) - \nu \nabla(\text{div} \mathbf{u}) - 2 \varepsilon(\mathbf{u}) \nabla \nu.
\]

Therefore, problem (1.1) rewrites as

\[
\sigma \mathbf{u} + \nu \text{curl} \omega - 2 \varepsilon(\mathbf{u}) \nabla \nu + (\beta \cdot \nabla) \mathbf{u} + \nabla p = f \quad \text{in} \ \Omega, \tag{2.5a}
\]

\[
\omega - \text{curl} \mathbf{u} = 0 \quad \text{in} \ \Omega, \tag{2.5b}
\]

\[
\text{div} \mathbf{u} = 0 \quad \text{in} \ \Omega, \tag{2.5c}
\]

\[
\mathbf{u} = 0 \quad \text{on} \ \Gamma, \tag{2.5d}
\]

\[
(p, 1)_{0, \Omega} = 0, \tag{2.5e}
\]

where we have considered the definition of the vorticity and have applied the incompressibility condition. The equations state, respectively, the momentum conservation, the constitutive relation, the mass balance, the no-slip boundary condition, and the pressure closure condition.

#### 2.1. Variational formulation for the Oseen equations with non-constant viscosity.

In this section, we propose a mixed variational formulation of system (2.5a)-(2.5e). First, we endow the space \( H^1_0(\Omega)^d \) with the following norm:

\[
\| \mathbf{v} \|_{L^2, \Omega}^2 := \| \mathbf{v} \|_{0, \Omega}^2 + \| \text{curl} \mathbf{v} \|_{0, \Omega}^2 + \| \text{div} \mathbf{v} \|_{0, \Omega}^2,
\]

and note that for \( H^1_0(\Omega)^d \) the above norm is equivalent to the usual norm. In particular, we have that there exists a positive constant \( C_{pf} \) such that:

\[
\| \mathbf{v} \|_{L^2, \Omega}^2 \leq C_{pf}(\| \text{curl} \mathbf{v} \|_{0, \Omega}^2 + \| \text{div} \mathbf{v} \|_{0, \Omega}^2) \quad \forall \mathbf{v} \in H^1_0(\Omega)^d,
\]

where the above inequality is a consequence of the identity

\[
\| \nabla \mathbf{v} \|_{0, \Omega}^2 = \| \text{curl} \mathbf{v} \|_{0, \Omega}^2 + \| \text{div} \mathbf{v} \|_{0, \Omega}^2. \tag{2.6}
\]
which follows from (1.3) and the Poincaré inequality. Moreover, in order to establish a weak formulation for (2.5), we will use the following identity:

\[ \text{curl}(\phi v) = \nabla \phi \times v + \phi \text{curl } v, \quad (2.7) \]

valid for any vector field \( v \) and any scalar field \( \phi \).

After testing each equation of (2.5a)-(2.5d) against adequate functions, using (2.7), and imposing the boundary conditions, we end up with the following system:

\[
\int_\Omega (\sigma u + (\beta \cdot \nabla) u) \cdot v - 2 \int_\Omega \epsilon(u) \nabla \nu \cdot v + \int_\Omega \nu \omega \cdot \text{curl } v + \int_\Omega \omega \cdot (\nabla \nu \times v) - \int_\Omega p \text{ div } v = \int_\Omega f \cdot v, \\
\int_\Omega \nu \theta \cdot \text{curl } u - \int_\Omega \nu \omega \cdot \theta = 0, \\
- \int_\Omega q \text{ div } u = 0, 
\]

for all \((v, \theta, q) \in H^1_0(\Omega)^d \times L^2(\Omega)^{d(d-1)/2} \times L^2_0(\Omega)\), where \( L^2_0(\Omega) := \{ q \in L^2(\Omega) : (q,1)_{\Omega,\Omega} = 0 \} \).

Contrary to what is usually found in the standard velocity-pressure mixed formulation, the ellipticity on the kernel condition for the Babuška-Brezzi theory is not straightforward in the above mixed formulation. Here is where the augmentation contributes to simplify the analysis. We introduce the following residual terms arising from equations (2.5b) and (2.5c):

\[
\kappa_1 \int_\Omega (\text{curl } u - \omega) \cdot \text{curl } v = 0, \quad \kappa_2 \int_\Omega \text{div } u \text{ div } v = 0 \quad \forall v \in H^1_0(\Omega)^d, 
\]

where \( \kappa_1 \) and \( \kappa_2 \) are positive parameters to be specified later on.

In this way, we propose the following augmented variational formulation for (2.5):

**Find** \((u, \omega, p) \in (H^1_0(\Omega)^d \times L^2(\Omega)^{d(d-1)/2} \times L^2_0(\Omega))** such that

\[
A((u, \omega), (v, \theta)) + B((v, \theta), p) = F(v, \theta) \quad \forall (v, \theta) \in H^1_0(\Omega)^d \times L^2(\Omega)^{d(d-1)/2},
\]

\[
B((u, \omega), q) = 0 \quad \forall q \in L^2_0(\Omega),
\]

where the bilinear forms and the linear functional are defined by

\[
A((u, \omega), (v, \theta)) := \int_\Omega (\sigma u + (\beta \cdot \nabla) u) \cdot v - \int_\Omega \epsilon(u) \nabla \nu \cdot v + \int_\Omega \nu \omega \cdot \text{curl } v + \int_\Omega \nu \omega \cdot \text{curl } u - \int_\Omega \nu \theta \cdot \text{curl } u \\
+ \kappa_1 \int_\Omega \text{curl } u \cdot \text{curl } v + \kappa_2 \int_\Omega \text{div } u \text{ div } u - \kappa_1 \int_\Omega \omega \cdot \text{curl } v - \frac{2}{3} \int_\Omega \epsilon(u) \nabla \nu \cdot v + \int_\Omega \omega \cdot (\nabla \nu \times v),
\]

\[
B((v, \theta), q) := -\int_\Omega q \text{ div } v, 
\]

\[
F(v, \theta) := \int_\Omega f \cdot v,
\]

for all \((u, \omega), (v, \theta) \in H^1_0(\Omega)^d \times L^2(\Omega)^{d(d-1)/2}, \) and \( q \in L^2_0(\Omega) \).

As we will address in full detail in the next section, the augmented mixed formulation will permit us to analyse the problem directly under the classical Babuška-Brezzi theory [16].

**2.2. Well-posedness analysis.** In this section, we will address the well-posedness of the proposed weak formulation (2.8).

In our analysis, we will need to invoke the following inequality, which is a consequence of the Sobolev embedding \( H^1(\Omega) \hookrightarrow L^4(\Omega) \)

\[
\left| \int_\Omega \text{ div } \beta (u \cdot v) \right| \leq \tilde{C} \| \text{ div } \beta \|_{1,\Omega} \| u \|_{1,\Omega} \| v \|_{1,\Omega}. \quad (2.10)
\]
We will also make use of the following identity (cf. [35, Lemma 2.2])

\[
\int_\Omega [(\beta \cdot \nabla) u] \cdot v + \int_\Omega [(\beta \cdot \nabla) v] \cdot u = - \int_\Omega \text{div} \beta (u \cdot v). \tag{2.11}
\]

The continuity of the bilinear forms and the linear functional (cf. (2.9a)-(2.9c)), will be a consequence of the following lemma, whose proof follows standard arguments in combination with (1.2).

**Lemma 2.1.** The following estimates hold

\[
\begin{align*}
\sigma \int_\Omega u \cdot v &\leq \sigma \|u\|_{0,\Omega} \|v\|_{0,\Omega}, \\
\int_\Omega v \omega \cdot \theta &\leq \nu_l \|\omega\|_{0,\Omega} \|\theta\|_{0,\Omega}, \\
\int_\Omega \nu \theta \cdot \text{curl} v &\leq \nu_l \|\theta\|_{0,\Omega} \|v\|_{1,\Omega}, \\
\int_\Omega \varepsilon(u) \nabla \nu \cdot v &\leq \|\nabla \nu\|_{\infty,\Omega} \|\varepsilon(u)\|_{0,\Omega} \|v\|_{0,\Omega}, \\
\int_\Omega \theta \cdot (\nabla \nu \times v) &\leq 2\|\nabla \nu\|_{\infty,\Omega} \|v\|_{0,\Omega} \|\theta\|_{0,\Omega}, \\
|F(v, \theta)| &\leq \|F\|_{0,\Omega} \|v\|_{0,\Omega}.
\end{align*}
\]

As a consequence of the above lemma, there exist constants \(C_1, C_2, C_3 > 0\) such that

\[
\begin{align*}
|A((u, \omega), (v, \theta))| &\leq C_1 \|v\|_{0,\Omega} \|\theta\|_{0,\Omega}, \\
|B((v, \theta), q)| &\leq C_2 \|v\|_{0,\Omega} \|q\|_{0,\Omega}, \\
|F(v, \theta)| &\leq C_3 \|v\|_{0,\Omega} \|\theta\|_{0,\Omega},
\end{align*}
\]

with the product space norm defined as

\[
\|(v, \theta)\|^2 := \|v\|^2_{1,\Omega} + \|\theta\|^2_{0,\Omega}.
\]

The following lemma states the ellipticity of the bilinear form \(A(\cdot, \cdot)\).

**Lemma 2.2.** Assume that

\[
\sigma > \frac{9}{2} \|\nabla \nu\|_{\infty,\Omega}^2 \quad \text{and} \quad \hat{C} \|\text{div} \beta\|_{0,\Omega} < \min \left\{ \sigma - \frac{9}{2} \|\nabla \nu\|_{\infty,\Omega}^2, \frac{\nu_0}{12} \right\}. \tag{2.12}
\]

Then, if we choose \(\kappa_1 = \frac{2}{3} \nu_0\) and \(\kappa_2 > \frac{\nu_0}{3}\), there exists a constant \(\alpha > 0\) such that

\[
A((v, \theta), (v, \theta)) \geq \alpha \|(v, \theta)\|^2 \quad \forall (v, \theta) \in H_0^1(\Omega)^d \times L^2(\Omega)^d \times L_{\Omega}^{d(d-1)/2}.
\]

**Proof.** Let \((v, \theta) \in H_0^1(\Omega)^d \times L^2(\Omega)^d \times L_{\Omega}^{d(d-1)/2}\). As a consequence of Lemma 2.1, we have that

\[
\begin{align*}
\left| 2 \int_\Omega \varepsilon(v) \nabla \nu \cdot v \right| &\leq 2\|\nabla \nu\|_{\infty,\Omega} \left( \frac{\nu_0}{12} \|\nabla \nu\|_{\infty,\Omega} \|\nabla v\|_{0,\Omega}^2 + \frac{3\|\nabla \nu\|_{\infty,\Omega} \|v\|_{0,\Omega}^2}{\nu_0} \right) \\
&= \frac{\nu_0}{6} (\|\text{curl} v\|^2_{0,\Omega} + \|\text{div} v\|^2_{0,\Omega}) + \frac{6\|\nabla \nu\|_{\infty,\Omega} \|v\|_{0,\Omega}}{\nu_0} \|\text{curl} v\|^2_{0,\Omega}, \tag{2.13}
\end{align*}
\]

where we have used (2.6). Moreover, using that \(\|(\nabla \nu \times v)\|_{0,\Omega} \leq 2\|\nabla \nu\|_{\infty,\Omega} \|v\|_{0,\Omega}\), we get

\[
\begin{align*}
\left| \int_\Omega \theta \cdot (\nabla \nu \times v) \right| &\leq 2\|\nabla \nu\|_{\infty,\Omega} \left( \frac{\nu_0}{6} \|\nabla \nu\|_{\infty,\Omega} \|\theta\|_{0,\Omega}^2 + \frac{3\|\nabla \nu\|_{\infty,\Omega} \|v\|_{0,\Omega}^2}{2\nu_0} \right) \\
&= \frac{\nu_0}{3} \|\theta\|^2_{0,\Omega} + \frac{3\|\nabla \nu\|_{\infty,\Omega} \|v\|_{0,\Omega}^2}{\nu_0} \|\text{curl} v\|^2_{0,\Omega}, \\
\left| \kappa_1 \int_\Omega \theta \cdot \text{curl} v \right| &\leq \kappa_1 \left( \frac{\nu_0}{3\kappa_1} \|\theta\|^2_{0,\Omega} + \frac{3\kappa_1}{4\nu_0} \|\text{curl} v\|^2_{0,\Omega} \right).
\end{align*}
\]
Thus, using the Cauchy-Schwarz inequality, (2.13)-(2.14), (2.11) and (2.10), we obtain
\begin{align}
A((v, \theta), (v, \theta)) \geq & \sigma ||v||^2_{0, \Omega} + \frac{\nu_0}{3} ||v||^2_{0, \Omega} + \frac{3\kappa_2}{4\nu_0} ||\text{curl } v||^2_{0, \Omega} + \frac{\nu_0^2}{6} (\|\text{curl } v\|_{0, \Omega}^2 + \|\text{div } v\|_{0, \Omega}^2)
- \kappa_1 \int_\Omega \theta \cdot \text{curl } v - 2 \int_\Omega \varepsilon(v) \nabla \theta \cdot v + \int_\Omega \nu ||\theta||^2 + \kappa_1 \|\text{curl } v\|_{0, \Omega}^2 + \kappa_2 \|\text{div } v\|_{0, \Omega}^2
- \frac{\nu_0}{3} ||\theta||_{0, \Omega}^2 - \frac{3\kappa_2}{4\nu_0} ||\text{curl } v||_{0, \Omega}^2 - \frac{\nu_0}{6} (\|\text{curl } v\|_{0, \Omega}^2 + \|\text{div } v\|_{0, \Omega}^2)
= \frac{\nu_0}{3} ||\theta||_{0, \Omega}^2 + \left( \frac{\nu_0}{6} - \tilde{C} \|\text{div } \beta\|_{0, \Omega} \right) \|\text{curl } v||_{0, \Omega}^2
+ \left( \kappa_2 - \frac{\nu_0}{6} - \tilde{C} \|\text{div } \beta\|_{0, \Omega} \right) \|\text{div } v||_{0, \Omega}^2
+ \left( \sigma - \frac{9\|\nabla v\|_{0, \Omega}^2}{\nu_0} - \tilde{C} \|\text{div } \beta\|_{0, \Omega} \right) \|v||_{0, \Omega}^2.
\end{align}

Now, using assumption (2.12), we have
\[ A((v, \theta), (v, \theta)) \geq \alpha \|v\|_0^2, \]

where
\[ \alpha := \min \left\{ \frac{\nu_0}{3}, \frac{\nu_0}{6} - \tilde{C} \|\text{div } \beta\|_{0, \Omega}, \kappa_2 - \frac{\nu_0}{6} - \tilde{C} \|\text{div } \beta\|_{0, \Omega}, \sigma - \frac{9\|\nabla v\|_{0, \Omega}^2}{\nu_0} - \tilde{C} \|\text{div } \beta\|_{0, \Omega} \right\}, \]
which is clearly positive according to (2.12) and the assumptions on \( \kappa_1 \) and \( \kappa_2 \).

Now we recall the following result related to the inf-sup condition: There exists \( C > 0 \), depending only on \( \Omega \), such that (cf. [33])
\[ \sup_{0 \neq w \in H_0^1(\Omega)^d} \frac{\left| \int_\Omega q \text{div } v \right|}{\|v\|_{0, \Omega}} \geq C \|q\|_{0, \Omega} \quad \forall q \in L_0^2(\Omega). \]

As a consequence, we immediately have the following lemma.

**Lemma 2.3.** There exists \( \gamma > 0 \), independent of \( \nu \), such that
\[ \sup_{0 \neq (v, \theta) \in H_0^1(\Omega)^d \times L^2(\Omega)^{d(d-1)/2}} \frac{|B((v, \theta), q)|}{\|B((v, \theta), q)\|} \geq \gamma \|q\|_{0, \Omega} \quad \forall q \in L_0^2(\Omega). \]

We state the well-posedness of problem (2.8) in the next theorem.

**Theorem 2.4.** Assume that the hypotheses of Lemma 2.2 hold true. Then, there exists a unique solution \((u, \omega, p) \in (H_0^1(\Omega)^d \times L^2(\Omega)^{d(d-1)/2}) \times L_0^2(\Omega)\) to problem (2.8). Moreover, there exists \( C > 0 \) such that
\[ \|u\|_0 + \|p\|_{0, \Omega} \leq C \|f\|_{0, \Omega}. \]

**Proof.** The proof follows from Lemmas 2.2 and 2.3, and a direct consequence of the Babuška-Brezzi Theorem ([16, Theorem II.1.1]). \( \Box \)

**Remark 2.5.** The unique solution of problem (2.8) also solves (2.5a)-(2.5e). The equivalence follows essentially from applying integration by parts backwardly in (2.8) and using suitable test functions. This is employed in Section 4 to prove the efficiency of the a posteriori error estimator.
Remark 2.6. If the convective velocity \( \beta \in H^1(\Omega)^d \) is solenoidal (i.e., \( \text{div}\beta = 0 \) in \( \Omega \)), then problem (2.8) is well-posed after choosing \( \kappa_1 = \frac{1}{2}\kappa_0, \kappa_2 > \frac{1}{3} \), and assuming

\[
\sigma \kappa_0 > 9\|\nabla \nu\|_{L^\infty(\Omega)}^2.
\]

(2.15)

3. Numerical discretisation. Let \( \{T_h(\Omega)\}_{h>0} \) be a shape-regular family of partitions of the polygonal/polyhedral region \( \Omega \), by triangles/tetrahedrons \( T \) of diameter \( h_T \), with the meshsize defined as \( h := \max\{h_T : T \in T_h(\Omega)\} \). In what follows, given an integer \( k \geq 0 \) and a subset \( S \) of \( \mathbb{R}^d \), \( P_k(S) \) denotes the space of polynomial functions defined on \( S \) and being of degree \( \leq k \).

Now, we consider generic finite dimensional subspaces \( V_h \subseteq H_0^1(\Omega)^d \), \( W_h \subseteq L^2(\Omega)^{d(d-1)/2} \) and \( Q_h \subseteq L^2_0(\Omega) \) such that the following discrete inf-sup holds

\[
\sup_{0 \neq (v_h, \theta_h) \in V_h \times W_h} \frac{|B((v_h, \theta_h), q_h)|}{\|v_h\| \cdot \|\theta_h\|} \geq \gamma_0 \|q_h\|_{0, \Omega} \quad \forall q_h \in Q_h,
\]

(3.16)

where \( \gamma_0 > 0 \) is independent of \( h \).

In this way, the above inf-sup condition can be obtained if \((V_h, Q_h)\) is an inf-sup stable pair for the classical Stokes problem. Moreover, the discrete space \( W_h \subseteq L^2(\Omega)^{d(d-1)/2} \) for the vorticity can be taken as continuous or discontinuous polynomial space. Here we will consider both options.

Now, we are in a position to introduce the finite element scheme related to problem (2.8): Find \(((u_h, \omega_h), p_h) \in (V_h \times W_h) \times Q_h\) such that

\[
A((u_h, \omega_h), (v_h, \theta_h)) + B((v_h, \theta_h), p_h) = F(v_h, \theta_h) \quad \forall (v_h, \theta_h) \in V_h \times W_h,
\]

\[
B((u_h, \omega_h), q_h) = 0 \quad \forall q_h \in Q_h.
\]

(3.17)

The next step is to establish the unique solvability and convergence of the discrete problem (3.17).

Theorem 3.1. Assume that the hypotheses of Lemma 2.2 hold true. Let \( V_h \subseteq H_0^1(\Omega)^d \), \( W_h \subseteq L^2(\Omega)^{d(d-1)/2} \) and \( Q_h \subseteq L^2_0(\Omega) \) satisfy (3.16). Then, there exists a unique \(((u_h, \omega_h), p_h) \in (V_h \times W_h) \times Q_h\) solution to (3.17). Moreover, there exist \( \tilde{C}_1, \tilde{C}_2 > 0 \), independent of \( h \), such that

\[
\| (u_h, \omega_h) \| + \| p_h \|_{0, \Omega} \leq \tilde{C}_1 \| f \|_{0, \Omega},
\]

and

\[
\| (u, \omega) - (u_h, \omega_h) \| + \| p - p_h \|_{0, \Omega} \leq \tilde{C}_2 \inf_{(u_h, \omega_h, q_h) \in V_h \times W_h \times Q_h} \| (u - u_h) \|_{1, \Omega} + \| \omega - \omega_h \|_{0, \Omega} + \| p - q_h \|_{0, \Omega},
\]

(3.18)

where \(((u, \omega), p) \in (H_0^1(\Omega)^d \times L^2(\Omega)^{d(d-1)/2} \times L^2_0(\Omega))\) is the unique solution of (2.8).

3.1. Discrete subspaces and error estimates. In this section, we will define explicit families of finite element subspaces yielding the unique solvability of the discrete scheme (3.17). In addition, we derive the corresponding rate of convergence for each family.

3.1.1. Taylor-Hood-\(P_k\). We start by introducing a family based on Taylor-Hood [36] finite elements for velocity and pressure, and continuous or discontinuous piecewise polynomial spaces for vorticity. More precisely, for any \( k \geq 1 \), we consider:

\[
V_h := \{v_h \in C(\bar{\Omega})^d : v_h|_K \in P_{k+1}(K)^d \quad \forall K \in T_h \} \cap \overset{\cup}{H}_0^1(\Omega)^d,
\]

\[
Q_h := \{q_h \in C(\bar{\Omega}) : q_h|_K \in P_k(K) \quad \forall K \in T_h \} \cap L^2_0(\Omega),
\]

\[
W^1_h := \{\theta_h \in C(\bar{\Omega})^{d(d-1)/2} : \theta_h|_K \in P_k(K)^{d(d-1)/2} \quad \forall K \in T_h \},
\]

\[
W^2_h := \{\theta_h \in L^2(\Omega)^{d(d-1)/2} : \theta_h|_K \in P_k(K)^{d(d-1)/2} \quad \forall K \in T_h \}.
\]

(3.19)

It is well known that \((V_h, Q_h)\) satisfies the inf-sup condition (3.16) [15]. In addition, we will consider continuous \((W^1_h)\) and discontinuous \((W^2_h)\) polynomial approximations for vorticity.
Now, we recall the approximation properties of the spaces specified in (3.19). Assume that $u \in H^{1+s}(\Omega)^d$, $p \in H^s(\Omega)$ and $\omega \in H^s(\Omega)^{d(d-1)/2}$, for some $s \in (1/2, k+1]$. Then there exists $C > 0$, independent of $h$, such that

$$\inf_{v_h \in V_h} \| u - v_h \|_{0,\Omega} \leq Ch^s \| u \|_{H^{1+s}(\Omega)^d},$$  

(3.20a)

$$\inf_{q_h \in Q_h} \| p - q_h \|_{0,\Omega} \leq Ch^s \| p \|_{H^s(\Omega)},$$  

(3.20b)

$$\inf_{\theta_h \in W_h^1} \| \omega - \theta_h \|_{0,\Omega} \leq Ch^s \| \omega \|_{H^s(\Omega)^{d(d-1)/2}},$$  

(3.20c)

$$\inf_{\theta_h \in W_h^2} \| \omega - \theta_h \|_{0,\Omega} \leq Ch^s \| \omega \|_{H^s(\Omega)^{d(d-1)/2}}.$$  

(3.20d)

The following theorem provides the rate of convergence of the augmented mixed scheme (3.17).

**Theorem 3.2.** Let $k \geq 1$ be an integer, and let $V_h, Q_h, W_h$, $i = 1, 2$ be specified by (3.19). Let $(u, \omega, p) \in H^{1+s}(\Omega)^d \times L^2(\Omega)^{d(d-1)/2} \times L^2(\Omega)^s$ and $(u_h, \omega_h, p_h) \in V_h \times W_h \times Q_h$ be the unique solutions to the continuous and discrete problems (2.8) and (3.17), respectively. Assume that $u \in H^{1+s}(\Omega)^d$, $\omega \in H^s(\Omega)^{d(d-1)/2}$ and $p \in H^s(\Omega)$, for some $s \in (1/2, k+1]$. Then, there exists $\hat{C} > 0$, independent of $h$, such that

$$\| (u, \omega) - (u_h, \omega_h) \| + \| p - p_h \|_{0,\Omega} \leq \hat{C}h^s (\| u \|_{H^{1+s}(\Omega)^d} + \| \omega \|_{H^s(\Omega)^{d(d-1)/2}} + \| p \|_{H^s(\Omega)}).$$

**Proof.** The proof follows from (3.18) and the approximation properties (3.20a)-(3.20d). \(\square\)

**3.1.2. MINI-element-P_k.** The second finite element family uses the so-called MINI-element for velocity and pressure, and continuous or discontinuous piecewise polynomials for vorticity. Let us introduce the following spaces (see [16, Sections 8.6 and 8.7], for further details):

$$\mathbf{U}_h := \{ v_h \in C(\Omega)^d : v_h|_{K} \in P_k(\Omega)^d \quad \forall K \in T_h \},$$

$$\mathbb{B}(b_K \nabla H_h) := \{ v_{hh} \in H^1(\Omega)^d : v_{hh}|_{K} = b_K \nabla (q_h)|_{K} \text{ for some } q_h \in H_h \},$$

where $b_K$ is the standard (cubic or quartic) bubble function $\lambda_1 \cdots \lambda_{d+1} \in P_{d+1}(K)$, and let us define the following finite element subspaces:

$$Q_h := \{ q_h \in C(\Omega)^d : q_h|_{K} \in P_k(\Omega) \quad \forall K \in T_h \} \cap L^2(\Omega),$$

$$V_h := \mathbf{U}_h \oplus \mathbb{B}(b_K \nabla Q_h) \cap H^1_0(\Omega),$$

(3.21)

$$W_h^1 := \{ \theta_h \in C(\Omega)^{d(d-1)/2} : \theta_h|_{K} \in P_k(\Omega)^{d(d-1)/2} \quad \forall K \in T_h \},$$

$$W_h^2 := \{ \theta_h \in L^2(\Omega)^{d(d-1)/2} : \theta_h|_{K} \in P_k(\Omega)^{d(d-1)/2} \quad \forall K \in T_h \}.$$

The rate of convergence of our augmented mixed finite element scheme considering the above discrete spaces (3.21) is as follows.

**Theorem 3.3.** Let $k \geq 1$ be an integer, and let $V_h, Q_h$ and $W_h^i$, $i = 1, 2$ be given by (3.21). Let $(u, \omega, p) \in H^1(\Omega)^d \times L^2(\Omega)^{d(d-1)/2} \times L^2(\Omega)^s$ and $(u_h, \omega_h, p_h) \in V_h \times W_h^1 \times Q_h$ be the unique solutions to the continuous and discrete problems (2.8) and (3.17), respectively. Assume that $u \in H^{1+s}(\Omega)^d$, $\omega \in H^s(\Omega)^{d(d-1)/2}$ and $p \in H^s(\Omega)$, for some $s \in (1/2, k)$. Then, there exists $\hat{C} > 0$, independent of $h$, such that

$$\| (u, \omega) - (u_h, \omega_h) \| + \| p - p_h \|_{0,\Omega} \leq \hat{C}h^s (\| u \|_{H^{1+s}(\Omega)^d} + \| \omega \|_{H^s(\Omega)^{d(d-1)/2}} + \| p \|_{H^s(\Omega)}).$$

**4. A posteriori error estimator.** In this section, we propose a residual-based a posteriori error estimator and prove its reliability and efficiency. The analysis restricts to the two-dimensional case and using continuous finite element approximations for vorticity. Nevertheless, the extension to 3D and to discontinuous vorticity follows straightforwardly.

For each $T \in T_h$ we let $\mathcal{E}(T)$ be the set of edges of $T$, and we denote by $\mathcal{E}_h$ the set of all edges in $T_h$, that is

$$\mathcal{E}_h = \mathcal{E}(\Omega) \cup \mathcal{E}(\Gamma),$$
where $E_h(\Omega) := \{ e \in E_h : e \subset \Omega \}$, and $E_h(\Gamma) := \{ e \in E_h : e \subset \Gamma \}$. In what follows, $h_e$ stands for the diameter of a given edge $e \in E_h$. $n_e = (n_1, n_2)$ is a unit normal vector of $e$. Now, let $q \in L^2(\Omega)$ such that $|q|_T \in C(T)$ for each $T \in T_h$, then given $e \in E_h(\Omega)$, we denote by $[q]$ the jump of $q$ across $e$, that is $[q] := (q|_{T_1})_e - (q|_{T_2})_e$, where $T_1$ and $T_2$ are the triangles of $T_h$ sharing the edge $e$. Moreover, let $v \in L^2(\Omega)^2$ such that $v|_T \in C(T)^2$ for each $T \in T_h$. Then, given $e \in E_h(\Omega)$, we denote by $[v \cdot n]$ the tangential jump of $v$ across $e$, that is, $[v \cdot n] := ((v|_T)_e - (v|_{T'})_e) \cdot n_e$, where $T'$ and $T''$ are the triangles of $T_h$ sharing the edge $e$.

Next, let $k \geq 1$ be an integer, and let $V_h, Q_h$ and $W_h^k$ be given as in (3.19) or (3.21). Let $(u, \omega, p) \in H_0^1(\Omega)^2 \times L^2(\Omega) \times L^2(\Omega)$ and $(u_h, \omega_h, p_h) \in V_h \times W_h^k \times Q_h$ be the unique solutions to the continuous and discrete problems (2.8) and (3.17), respectively. We introduce for each $T \in T_h$ the local a posteriori error indicator and its global counterpart as

$$
\Theta^2 := h^2_T \left\| f - \sigma u_h - \nu \nabla \omega_h - (\beta \cdot \nabla) u_h + 2\varepsilon(u_h) \nabla \nu - \nabla p_h \right\|^2_{0,T} + \| \omega_h - \text{curl} u_h \|^2_{0,T} + \| \text{div} u_h \|^2_{0,T}, \quad \Theta^2 := \sum_{T \in T_h} \Theta^2_T.
$$

(4.22)

Let us now establish reliability and efficiency of (4.22).

**4.1. Reliability.** We begin by recalling that the continuous dependence result given in Theorem 2.4 is equivalent to the global inf-sup condition for the continuous formulation (2.8). Then, applying this estimate to the error $(u - u_h, \omega - \omega_h, p - p_h)$, we obtain

$$
\| (u, \omega) - (u_h, \omega_h) \| + \| p - p_h \|_{0,\Omega} \leq C_{glob} \sup_{(\nu,\theta,q) \in \mathcal{R}(v,\theta,q)} \frac{\| \mathcal{R}(v,\theta,q) \|}{\| (v,\theta,q) \|},
$$

(4.23)

where the residual functional $\mathcal{R}$ is defined by

$$
\mathcal{R}(v, \theta, q) = A((u - u_h, \omega - \omega_h), (v, \theta)) + B((v, \theta), p - p_h) + B((u - u_h, \omega - \omega_h), q),
$$

(4.24)

for all $(v, \theta, q) \in H_0^1(\Omega)^2 \times L^2(\Omega) \times L^2(\Omega)$.

Some technical results are provided beforehand. Let us first recall the Clément-type interpolation operator $\mathcal{I}_h : H_0^1(\Omega) \to Y_h$, where $Y_h := \{ v_h \in C(\Omega) \cap H_0^1(\Omega) : v_h|_T \in P_1(T), \forall T \in T_h \}$. This operator satisfies the following local approximation properties (cf. [22]).

**Lemma 4.1.** There exist positive constants $C_1$ and $C_2$ such that for all $v \in H_0^1(\Omega)$ there hold

$$
\| v - \mathcal{I}_h v \|_{0,T} \leq C_1 h_T |v|_{1,w_T} \quad \forall T \in T_h,
$$

(4.25a)

$$
\| v - \mathcal{I}_h v \|_{0,e} \leq C_2 h_e^{1/2} |v|_{1,w_e} \quad \forall e \in E_h(\Omega),
$$

(4.25b)

where $w_T := \bigcup \{ T' \in T_h : T' \cap T \neq \emptyset \}$ and $w_e := \bigcup \{ T' \in T_h : T' \cap e \neq \emptyset \}$.

The main result of this section is stated as follows.

**Theorem 4.2.** There exists a positive constant $C_{rel}$, independent of $h$, such that

$$
\| (u, \omega) - (u_h, \omega_h) \| + \| p - p_h \|_{0,\Omega} \leq C_{rel} \Theta.
$$

(4.26)

**Proof.** From (4.24) and the continuous problem (2.8), we have that

$$
\mathcal{R}(v, \theta, q) = \int_\Omega f \cdot v - A((u_h, \omega_h), (v, \theta)) + B((v, \theta), p_h) + B((u_h, \omega_h), q)
$$

$$
= \int_\Omega (f - \sigma u_h - (\beta \cdot \nabla) u_h + 2\varepsilon(u_h) \nabla \nu) \cdot v - \int_\Omega \nu (\omega_h - \text{curl} u_h) \theta
$$

$$
- \kappa_1 \int_\Omega (\text{curl} u_h - \omega_h) \text{curl} v - \kappa_2 \int_\Omega \text{div} u_h \text{div} v
$$

$$
- \left( \int_\Omega \nu \omega_h \text{curl} v + \int_\Omega \omega_h (\nabla \nu \times v) \right) + \int_\Omega p_h \text{div} v + \int_\Omega q \text{div} u_h.
$$

Using the identity \( \text{curl}(\nu v) = \nabla \nu \times v + \nu \text{curl} v \) and integration by parts on the above residual (cf. (1.4)), we obtain

\[
\mathcal{R}(v, \theta, q) = \int_\Omega (f - \sigma u_h - (\beta \cdot \nabla)u_h + 2\varepsilon(u_h)\nabla \nu) \cdot v - \int_\Omega \nu(\omega_h - \text{curl} u_h)\theta - \kappa_1 \int_\Omega (\text{curl} u_h - \omega_h) \text{curl} v - \kappa_2 \int_\Omega \text{div} u_h \text{div} v + \int_\Omega q \text{div} u_h \\
- \sum_{T \in T_h} \left( \int_T (f - \sigma u_h - \nu \text{curl} \omega_h - (\beta \cdot \nabla)u_h + 2\varepsilon(u_h)\nabla \nu - \nabla p_h) \cdot (v - v_h) \right) \\
+ \int_\Omega \nu(\omega_h - \text{curl} u_h)\theta - \kappa_1 \int_\Omega (\text{curl} u_h - \omega_h) \text{curl} (v - v_h) \\
- \kappa_2 \int_\Omega \text{div} u_h \text{div}(v - v_h) + \int_\Omega (q - q_h) \text{div} u_h.
\]

where we have used the fact that \( \omega_h \) and \( p_h \) are piecewise continuous functions. Hence, since from (4.24) we have \( \mathcal{R}(v_h, \theta_h, q_h) = 0 \), we obtain

\[
\mathcal{R}(v, \theta, q) = \mathcal{R}(v - v_h, \theta - \theta_h, q - q_h) \\
= \sum_{T \in T_h} \int_T (f - \sigma u_h - \nu \text{curl} \omega_h - (\beta \cdot \nabla)u_h + 2\varepsilon(u_h)\nabla \nu - \nabla p_h) \cdot (v - v_h) \\
- \int_\Omega \nu(\omega_h - \text{curl} u_h)(\theta - \theta_h) - \kappa_1 \int_\Omega (\text{curl} u_h - \omega_h) \text{curl}(v - v_h) \\
- \kappa_2 \int_\Omega \text{div} u_h \text{div}(v - v_h) + \int_\Omega (q - q_h) \text{div} u_h.
\]

Thus, it suffices to take \( v_h := \mathcal{I}_h(v) \) (cf. Lemma 4.1), and \( \theta_h := \Pi(\theta) \) and \( q_h := \Pi(q) \) with \( \Pi \) being the \( L^2 \)-projection onto piecewise constants. And then, using the Cauchy-Schwarz inequality, triangle inequality, properties for \( \mathcal{I}_h \) by Lemma 4.1 and [28, Lemma 1.127], and approximation properties for \( \Pi \), we obtain

\[
\mathcal{R}(v, \theta, q) \leq C_1 \sum_{T \in T_h} h_T \| f - \sigma u_h - \nu \text{curl} \omega_h - (\beta \cdot \nabla)u_h + 2\varepsilon(u_h)\nabla \nu - \nabla p_h \|_{0,T} \| v \|_{1,T} \\
+ \sum_{T \in T_h} (\nu + \kappa_1) \| \omega_h - \text{curl} u_h \|_{0,T} (C_3 \| \theta \|_{0,T} + \| v - v_h \|_{1,T}) \\
+ \sum_{T \in T_h} (\kappa_2 + 1) \| \text{div} u_h \|_{0,T} (\| v - v_h \|_{1,T} + C_4 \| q \|_{0,T}) \\
\leq \tilde{C}_1 \left( \sum_{T \in T_h} h_T^2 \| f - \sigma u_h - \nu \text{curl} \omega_h - (\beta \cdot \nabla)u_h + 2\varepsilon(u_h)\nabla \nu - \nabla p_h \|_{0,T}^2 \right)^{1/2} \| v \|_{1,T} \\
+ \tilde{C}_2 \left( \sum_{T \in T_h} \| \omega_h - \text{curl} u_h \|_{0,T}^2 \right)^{1/2} (\| \theta \|_{0,T} + \| v \|_{1,T}) \\
+ \tilde{C}_3 \left( \sum_{T \in T_h} \| \text{div} u_h \|_{0,T}^2 \right)^{1/2} (\| v \|_{1,T} + \| q \|_{0,T}).
\]

And the proof of (4.26) follows from (4.23) and the above estimate. \( \square \)

### 4.2. Efficiency

This subsection deals with the efficiency of the \textit{a posteriori} error estimator. For simplicity, we will assume that the given convective velocity \( \beta \) and the viscosity \( \nu \) are polynomial functions both of degree \( s \). The general case can be proved by repeating the same arguments and requiring an additional regularity for the data.
A major role in the proof of efficiency is played by element and edge bubbles (locally supported non-negative functions), whose definition we recall in what follows. For $T \in T_h(\Omega)$ and $e \in \mathcal{E}(T)$, let $\psi_T$ and $\psi_e$, respectively, be the interior and edge bubble functions defined as in, e.g., [1]. Let $\psi_T \in \mathbb{P}_3(T)$ with $\text{supp}(\psi_T) \subset T$, $\psi_T = 0$ on $\partial T$ and $0 \leq \psi_T \leq 1$ in $T$. Moreover, let $\psi_e|_T \in \mathbb{P}_2(T)$ with $\text{supp}(\psi_e) \subset \Omega_e := \{ T' \in T_h(\Omega) : e \in \mathcal{E}(T') \}$. $\psi_e = 0$ on $\partial T \setminus e$, and $0 \leq \psi_e \leq 1$ in $\Omega_e$. Again, we recall an extension operator $E : C^0(e) \mapsto C^0(T)$ that satisfies $E(q) \in \mathbb{P}_k(T)$ and $E(q)|_e = q$ for all $q \in \mathbb{P}_k(e)$ and for all $k \in \mathbb{N} \cup \{0\}$.

We now summarise the properties of $\psi_T$, $\psi_e$ and $E$ in the following lemma (see [1, 49]).

**Lemma 4.3.** The following properties hold:

i) For $T \in T_h$ and for $v \in \mathbb{P}_k(T)$, there is a positive constant $C_1$ such that

$$C_1^{-1} \|v\|^2_{0,T} \leq \int_T \psi_T v^2 \, dx \leq C_1 \|v\|^2_{0,T},$$

ii) For $e \in \mathcal{E}_h$ and $v \in \mathbb{P}_k(e)$, there exists a positive constant, say $C_1$, such that

$$C_1^{-1} \|v\|^2_{0,e} \leq \int_e \psi_e v^2 \, ds \leq C_1 \|v\|^2_{0,e}.$$

iii) For $T \in T_h$, $e \in \mathcal{E}(T)$ and for $v \in \mathbb{P}_k(e)$, there is a positive constant, again say $C_1$, such that

$$\|\psi_e^{1/2} E(v)\|^2_{0,T} \leq C_1 h_e \|v\|^2_{0,e}.$$

The following classical result which states an inverse estimate will also be used.

**Lemma 4.4.** Let $k, l, m \in \mathbb{N} \cup \{0\}$ such that $l \leq m$. Then, there exists $\tilde{C} > 0$, depending only on $k, l, m$ and the shape regularity of the triangulations, such that for each triangle $T$ there holds

$$|q|_{l,m,T} \leq \tilde{C} h_T^{l-m} |q|_{l,T} \quad \forall q \in \mathbb{P}_k(T).$$

In order to prove the efficiency of the a posteriori error estimator, we will bound each term defining $\Theta_T$ in terms of local errors.

**Theorem 4.5.** There is a positive constant $C_{\text{eff}}$, independent of $h$, such that

$$C_{\text{eff}} \Theta \leq \|(u, \omega) - (u_h, \omega_h)\| + \|p - p_h\|_{0,\Omega} + \text{h.o.t.},$$

where h.o.t. denotes higher-order terms.

**Proof.** Using that $\omega = \text{curl} \ u = 0$ and $\text{div} \ u = 0$ in $\Omega$ (see (2.5b) and (2.5c), respectively), we immediately have that

$$\|\omega_h - \text{curl} \ u_h\|_{0,T} + \|\text{div} \ u_h\|_{0,T} \leq \|\text{curl}(u - u_h)\|_{0,T} + \|\text{div}(u - u_h)\|_{0,T} + |\omega - \omega_h|_{0,T}.$$

On the other hand, with the help of the $L^2(T)^2$-orthogonal projection $P^\ell_T$ onto $\mathbb{P}_T(T)^2$, for $\ell \geq (s + k + 1)$, with respect to the weighted $L^2$-inner product $(\psi_T f, g)_{0,T}$, for $f, g \in L^2(T)^2$, it now follows that

$$\|f - \sigma u_h - \nu \text{curl} \omega_h - (\beta \cdot \nabla) u_h + 2\varepsilon(u_h) \nabla \nu - \nabla p_h\|^2_{0,T}$$

$$= \|f - P^\ell_T(f) + P^\ell_T(f) - \sigma u_h - \nu \text{curl} \omega_h - (\beta \cdot \nabla) u_h + 2\varepsilon(u_h) \nabla \nu - \nabla p_h\|^2_{0,T}$$

$$\leq \|f - P^\ell_T(f)\|^2_{0,T} + \|P^\ell_T(f) - \sigma u_h - \nu \text{curl} \omega_h - (\beta \cdot \nabla) u_h + 2\varepsilon(u_h) \nabla \nu - \nabla p_h\|^2_{0,T}$$

$$= \|f - P^\ell_T(f)\|^2_{0,T} + \|P^\ell_T(f - \sigma u_h - \nu \text{curl} \omega_h - (\beta \cdot \nabla) u_h + 2\varepsilon(u_h) \nabla \nu - \nabla p_h)\|^2_{0,T}.$$

For the second term on the right-hand side, an application of Lemma 4.3 shows that

$$\|P^\ell_T(f - \sigma u_h - \nu \text{curl} \omega_h - (\beta \cdot \nabla) u_h + 2\varepsilon(u_h) \nabla \nu - \nabla p_h)\|^2_{0,T}$$

$$\leq \|\psi_T P^\ell_T(f - \sigma u_h - \nu \text{curl} \omega_h - (\beta \cdot \nabla) u_h + 2\varepsilon(u_h) \nabla \nu - \nabla p_h)\|^2_{0,T}$$

$$= \int_T \psi_T \|P^\ell_T(f - \sigma u_h - \nu \text{curl} \omega_h - (\beta \cdot \nabla) u_h + 2\varepsilon(u_h) \nabla \nu - \nabla p_h)\|^2_{0,T}.$$
where we have used the fact that $\mathcal{P}_T^2$ is the $L^2(T)^2$-orthogonal projection. Thus, from the above inequality, and (2.5a) (cf. Remark 2.5), we can deduce that

\[
\|\mathcal{P}_T^2(f - \sigma u_h - \nu \text{curl} \omega_h - (\beta \cdot \nabla) u_h + 2\varepsilon(u_h)\nabla \nu - \nabla p_h)\|^2_{0,T} \\
\leq \int_T \psi_T \mathcal{P}_T^2(f - \sigma u_h - \nu \text{curl} \omega_h - (\beta \cdot \nabla) u_h + 2\varepsilon(u_h)\nabla \nu - \nabla p_h) \\
\quad \times (\sigma(u - u_h) + \nu \text{curl}(\omega - \omega_h) + (\beta \cdot \nabla)(u - u_h) - 2\varepsilon(u - u_h)\nabla \nu + \nabla(p - p_h)).
\]

Next, using that the viscosity is a polynomial function, the bound follows by integration by parts on the terms $\text{curl}(\omega - \omega_h)$ and $\nabla(p - p_h)$, Cauchy-Schwarz inequality and an inverse inequality (cf. Lemma 4.4). We end the proof by observing that the required efficiency bound follows straightforwardly from the estimates above, and after assuming additional regularity for $f$.

5. Numerical results. In this section, we present some numerical experiments carried out with the schemes proposed and analysed in Section 3. We also present two numerical examples in $\mathbb{R}^2$, confirming the reliability and efficiency of the a posteriori error estimator $\Theta$ derived in Section 4, and showing the behaviour of the associated adaptive algorithm. The solution of all linear systems is carried out with the multifrontal massively parallel sparse direct solver MUMPS.

We construct a series of uniformly successively refined triangular meshes for $\Omega$ and compute individual errors

\[
e(u) = \|u - u_h\|_{1,\Omega}, \quad e(\omega) = \|\omega - \omega_h\|_{0,\Omega}, \quad e(p) = \|p - p_h\|_{0,\Omega},
\]

and convergence rates

\[
r(u) = \frac{\log(e(u)/\hat{e}(u))}{\log(h/\hat{h})}, \quad r(\omega) = \frac{\log(e(\omega)/\hat{e}(\omega))}{\log(h/\hat{h})}, \quad r(p) = \frac{\log(e(p)/\hat{e}(p))}{\log(h/\hat{h})},
\]

where $e, \hat{e}$ denote errors generated on two consecutive meshes of sizes $h, \hat{h}$, respectively.

5.1. Example 1: Convergence test using manufactured solutions. The first test consists of approximating closed-form solutions on a two-dimensional domain $\Omega = (0,1)^2$. We construct the forcing term $f$ so that the exact solution to (2.5a)-(2.5c) is given by the following smooth functions

\[
p(x,y) := \left((x - \frac{1}{2})^3 y^2 + (1 - x)^3\left(y - \frac{1}{2}\right)^3\right),
\]
\[
u(x,y) := \text{curl}(1000x^2(1 - x)^3y^3(1 - y)^2), \quad \omega(x,y) := \text{curl} u,
\]

which satisfy the incompressibility constraint as well as the boundary conditions. In addition, we take $\beta = u$, and two specifications for the variable viscosity are considered,

\[
\nu_a(x,y) = \nu_0 + (\nu_1 - \nu_0)xy, \quad \nu_b(x,y) = \nu_0 + (\nu_1 - \nu_0)e^{\exp(-10^{13}((x - 0.5)^2 + (y - 0.5)^2)),}
\]

with $\nu_0 = 0.001$, $\nu_1 = 1$, and taking $\kappa_1 = \frac{2}{5}\nu_0$, $\kappa_2 = \frac{7}{2}$ and $\sigma = 100$. The error history of the method introduced in Section 3.1.1 with discontinuous finite elements for vorticity $(W^0_k)$ for $k = 1$ and for the two different viscosity functions is collected in Tables 5.1 and 5.2, respectively. These values indicate optimal accuracy $O(h^2)$ for $k = 1$, and for $\nu_a$ and $\nu_b$, according to Theorem 3.2.

5.2. Example 2: Convergence in 3D. The aim of this numerical test is to assess the accuracy of the method in the 3D case. With this end, we consider the domain $\Omega = (0,1)^3$ and take $f$ so that the exact solution is given by

\[
p(x,y,z) := 1 - x^2 - y^2 - z^2, \quad \varphi(x,y,z) := x^2(1 - x)^2y^2(1 - y)^2z^2(1 - z)^2,
\]
\[
u(x,y,z) := \text{curl} \varphi, \quad \omega(x,y,z) := \text{curl} u,
\]
and we consider $\beta = \mathbf{u}$, and $\nu_c(x,y,z) = \nu_0 + (\nu_1 - \nu_0)x^2y^2z^2$. The remaining constants are $\nu_0 = 0.1$, $\nu_1 = 1$, $\kappa_1 = \frac{2}{3}\nu_0$, $\kappa_2 = \frac{\nu_0}{2}$, and $\sigma = 1000$. We observe that the hypothesis of Lemma 2.2 are satisfied. Additionally, we employ finite elements with $k = 1$, that is, $V_h$ approximating the velocity, and piecewise linear and continuous elements for vorticity and pressure.

In Table 5.3, we summarise the convergence history for a sequence of uniform meshes. For velocity we observe the $O(h)$ convergence predicted by Theorem 3.3, whereas the approximation of vorticity and pressure seem to be superconvergent. Figure 5.1 displays velocity and vorticity streamlines as well as the approximate pressure distribution.

**5.3. Example 3: A posteriori error estimates and adaptive mesh refinement.** In this numerical test, we test the efficiency of the a posteriori error estimator (4.22) and applying mesh refinement according to the local value of the indicator. In this case, the convergence rates are obtained by replacing the expression $\log(h/\hat{h})$ appearing in the computation of (5.27) by $-\frac{1}{2}\log(N/N)$,
where $N$ and $\tilde{N}$ denote the corresponding degrees of freedom of each triangulation.

Now, we recall the definition of the so-called effectivity index as the ratio between the total error and the global error estimator, i.e.,

$$\varepsilon(u, \omega, p) := \left\{ \|e(u)\|^2 + \|e(\omega)\|^2 + \|e(p)\|^2 \right\}^{1/2}, \quad \varepsilon(\Theta) := \frac{\varepsilon(u, \omega, p)}{\Theta}.$$

We will employ the family of finite elements introduced in Section 3.1.1 for $k = 1$, namely piecewise quadratic and continuous elements for velocity and piecewise linear and continuous elements for vorticity and pressure fields.

The computational domain is the nonconvex L-shaped domain $\Omega = (-1,1)^2 \setminus (0,1)^2$, where problem (2.5a)-(2.5c) admits the following exact solution

$$p(x, y) := \frac{1 - x^2 - y^2}{(x - 0.025)^2 + (y - 0.025)^2} - 12.742942014/3,$$

$$\varphi(x, y) = x^2(1 - x)^2 y^2(1 - y)^2 \exp(-50((x - 0.025)^2 + (y - 0.025)^2)), \quad u = \text{curl} \varphi, \quad \omega = \text{curl} u,$$

which satisfy the incompressibility constraint as well as the boundary conditions. Convective velocity, viscosity, and other parameters are taken as

$$\beta = u, \quad \nu_d(x, y) = \nu_0 + \frac{721}{16} (\nu_1 - \nu_0) x^2 (1 - x) y^2 (1 - y), \quad \nu_0 = 0.1, \quad \nu_1 = 1,$$

$$\nu_v(x, y) = \nu_0 + (\nu_1 - \nu_0) \exp(-10^{-2} ((x - 0.5)^2 + (y - 0.5)^2)), \quad \kappa_1 = \frac{2}{3} \nu_0, \quad \kappa_2 = \frac{\nu_0}{2}, \quad \sigma = 10.$$

Pressure is singular near the reentrant corner of the domain and so we expect hindered convergence of the approximations when a uniform (or quasi-uniform) mesh refinement is applied. In contrast, if we apply the following adaptive mesh refinement procedure from [49]:

1) Start with a coarse mesh $T_h$.
2) Solve the discrete problem (3.17) for the current mesh $T_h$.
3) Compute $\Theta_T := \Theta$ for each triangle $T \in T_h$. 

| $h$ | $\|u - u_h\|_{1,\Omega}$ | $r(u)$ | $\|\omega - \omega_h\|_{0,\Omega}$ | $r(\omega)$ | $\|p - p_h\|_{0,\Omega}$ | $r(p)$ |
|-----|-----------------------|-------|-----------------------|-------|-----------------------|-------|
| 0.866 | 0.01021 | - | 0.00299 | - | 0.04732 | - |
| 0.433 | 0.00858 | 0.3 | 0.00125 | 1.3 | 0.01399 | 1.8 |
| 0.288 | 0.00665 | 0.6 | 0.00067 | 1.5 | 0.00572 | 2.2 |
| 0.216 | 0.00513 | 0.9 | 0.00043 | 1.5 | 0.00290 | 2.4 |
| 0.173 | 0.00398 | 1.1 | 0.00030 | 1.5 | 0.00171 | 2.4 |
| 0.144 | 0.00313 | 1.3 | 0.00023 | 1.5 | 0.00112 | 2.3 |
| 0.123 | 0.00251 | 1.3 | 0.00018 | 1.5 | 0.00079 | 2.2 |

Table 5.3

Example 2: experimental convergence using homogeneous Dirichlet boundary conditions on a 3D domain $\Omega$ and using the viscosity function $\nu_c$. 

![Fig. 5.2. Example 3: Snapshots of four grids, $T^1_h$, $T^2_h$, $T^3_h$, $T^4_h$, adaptively refined according to the a posteriori error indicator defined in (4.22).](image-url)
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\[ N \| u - u_h \|_{1,\Omega} \quad r(u) \quad \| \omega - \omega_h \|_{0,\Omega} \quad r(\omega) \quad \| p - p_h \|_{0,\Omega} \quad r(p) \quad \text{eff}(\Theta) \]

| N  | \| u - u_h \|_{1,\Omega} | r(u) | \| \omega - \omega_h \|_{0,\Omega} | r(\omega) | \| p - p_h \|_{0,\Omega} | r(p) | \text{eff}(\Theta) |
|----|------------------------|-----|------------------------|-----|------------------------|-----|------------------------|
| 661| 49.68                 | -   | 8.821                  | -   | 6.685                  | -   | 1.133                  |
| 999| 32.37                 | 2.07| 5.069                  | 2.68| 3.985                  | 2.50| 1.157                  |
| 1241| 15.46                | 6.81| 2.104                  | 8.10| 1.846                  | 7.09| 1.144                  |
| 1881| 9.058                | 2.57| 1.396                  | 1.97| 1.057                  | 2.68| 1.098                  |
| 2103| 7.178                | 4.17| 0.907                  | 7.72| 0.828                  | 4.36| 1.135                  |
| 2621| 5.645                | 2.18| 0.754                  | 1.67| 0.655                  | 2.12| 1.120                  |
| 3851| 3.647                | 2.27| 0.454                  | 2.63| 0.418                  | 2.33| 1.168                  |
| 4267| 3.243                | 2.29| 0.401                  | 2.46| 0.365                  | 2.61| 1.156                  |
| 5271| 2.687                | 1.77| 0.298                  | 2.76| 0.294                  | 2.03| 1.143                  |
| 7819| 1.754                | 2.16| 0.194                  | 2.18| 0.191                  | 2.22| 1.155                  |

Table 5.4
Example 3: Convergence history and effectivity indexes for the method introduced in Section 3.1.1, computed on a sequence of adaptively refined triangulations of the L-shaped domain and using viscosity \( \nu_d \).

\[ N \| u - u_h \|_{1,\Omega} \quad r(u) \quad \| \omega - \omega_h \|_{0,\Omega} \quad r(\omega) \quad \| p - p_h \|_{0,\Omega} \quad r(p) \quad \text{eff}(\Theta) \]

| N  | \| u - u_h \|_{1,\Omega} | r(u) | \| \omega - \omega_h \|_{0,\Omega} | r(\omega) | \| p - p_h \|_{0,\Omega} | r(p) | \text{eff}(\Theta) |
|----|------------------------|-----|------------------------|-----|------------------------|-----|------------------------|
| 661| 49.73                 | -   | 8.842                  | -   | 6.681                  | -   | 1.132                  |
| 999| 32.39                 | 2.07| 5.081                  | 2.68| 3.980                  | 2.50| 1.155                  |
| 1241| 15.50                | 6.79| 2.122                  | 8.05| 1.838                  | 7.12| 1.138                  |
| 1881| 9.087                | 2.56| 1.401                  | 2.46| 0.365                  | 2.61| 1.085                  |
| 2103| 7.213                | 4.14| 0.914                  | 7.65| 0.806                  | 4.55| 1.114                  |
| 2589| 5.683                | 2.29| 0.759                  | 1.78| 0.633                  | 2.32| 1.112                  |
| 3771| 3.734                | 2.23| 0.461                  | 2.64| 0.406                  | 2.35| 1.113                  |
| 5161| 2.674                | 2.12| 0.307                  | 2.58| 0.287                  | 2.20| 1.108                  |
| 6867| 1.946                | 2.22| 0.207                  | 2.77| 0.205                  | 2.36| 1.116                  |
| 9887| 1.346                | 2.02| 0.128                  | 2.60| 0.138                  | 2.16| 1.119                  |

Table 5.5
Example 3: Convergence history and effectivity indexes for the method introduced in Section 3.1.1, computed on a sequence of adaptively refined triangulations of the L-shaped domain and using viscosity \( \nu_e \).

4) Check the stopping criterion and decide whether to finish or go to next step.
5) Use blue-green refinement on those \( T' \in T_h \) whose indicator \( \Theta_{T'} \) satisfies
\[ \Theta_{T'} \geq \frac{1}{2} \max_{T \in T_h} \{ \Theta_T : T \in T_h \} \]

6) Define resulting meshes as current meshes \( T_h \) and \( T_h \), and go to step 2,
we expect a recovering of the optimal convergence rates. In fact, this can be observed from the bottom rows of Tables 5.4 and 5.5, for both \( \nu_d \) and \( \nu_e \), respectively. Moreover, the efficiency indexes are around 1 for both viscosities. The resulting meshes after a few adaptation steps are reported in Figure 5.2, showing the expected refinement near the reentrant corner.

5.4. Example 4: Steady blood flow in aortic arch. We finalise the set of examples with a simple simulation of pseudo-stationary blood flow in an aorta. The patient-specific geometry \([38, 39]\) has one inlet (a segment that connects with the pre-aortic root coming from the aortic valve in the heart) and four outlets (the left common carotid artery, the left subclavian artery, the innominate artery, and the larger descending aorta). On the inlet we impose a Poiseuille profile of magnitude 4, on the vessel walls we set no-slip conditions, and on the remaining boundaries we set zero normal stresses (more physiologically relevant boundary conditions can be considered following, e.g., \([24, 32]\)). The initial unstructured mesh has 46352 tetrahedral elements. The synthetic variable viscosity field is a smooth exponential function \( \nu = \nu_0 + (\nu_1 - \nu_0) \exp(-10^3[(x - 0.1)^6 + y - 0.5)^6 + (z - 0.5)^6]) \) with \( \nu_0 = 10^{-3}, \nu_1 = 10 \) that entails an average Reynolds number of approximately 60 (computed using the inlet diameter and maximal inlet velocity), while the convecting velocity is computed as the solution of a preliminary Stokes problem (on the initial coarse mesh), and we prescribe \( \sigma = 1000 \) and \( f = \sigma \beta \). Then we compute numerical solutions of the Oseen problem.
Example 4: Simulation of stationary blood flow in an aortic arch. Approximately velocity, vorticity, and pressure (top panels), and samples of adaptive mesh after one, two and three refinement steps, and visualising a cut focusing on the boundaries (bottom row).

and apply four steps of adaptive mesh refinement using a 3D version of the estimator (4.22) and the algorithm described in the previous example. The results are portrayed in Figure 5.3, plotting pressure distribution, velocity streamlines, vorticity, and a sample of the resulting adaptive mesh which shows more refinement near the boundaries of the descending aorta. For this test we have used a conforming approximation of vorticity.
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