Estimation of Number of Levels of Scaling the Principal Components in Denoising EEG Signals
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Electroencephalogram (EEG) is basically a standard method for investigating the brain’s electrical action in diverse psychological and pathological states. Investigation of Electroencephalogram (EEG) signal is a tough task due to the occurrence of different artifacts such as Ocular Artifacts (OA) and Electromyogram. By and large EEG signals falls in the range of DC to 60 Hz and amplitude of 1-5 µv. Ocular artifacts do have the similar statistical properties of EEG signals, often interfere with EEG signal, thereby making the analysis of EEG signals more complex[1]. In this research paper, Principal Component Analysis is employed in denoising the EEG signals. This paper explains up to what level the scaling of principal components have to be done. This paper explains the number of levels of scaling the principal components to get the high quality EEG signal. The work has been carried out on different data sets and later estimated the SNR.
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from the data and has found applications in a wide range of disciplines\textsuperscript{12}. PCA was introduced by Pearson in 1901\textsuperscript{13} and developed by Hotelling \textsuperscript{14} in the year 1933.

In this research paper, up to how many levels the principal components have to be scaled for obtaining the better denoised EEG signal is elaborated using MSPCA and WAVELETS\textsuperscript{15} and later estimated the SNR.

**METHODOLOGY**

**Principal component analysis**

Principal Component Analysis (PCA) can be applied to EEG data that contains a large number of measured variables to develop into a smaller number of artificial variables called principal components(\textsc{pc}). Obtaining a smaller number of variables from a large number of measured variables is to reduce the redundancy in the measured variables. Here, redundancy means some of the variables in the measured data are correlated with one another, because they are measuring the same construct. The main idea of PCA is to reduce the dimensionality of the data set, as the data set consists of a large number of interrelated variables, and trying to retain as much as possible variation present in the data set.

These principal components are uncorrelated, orthogonal, and ordered in such a way that the first few components retain most variation present in all of the original variables. PCA is performed by eigen value decomposition of data covariance matrix. This is usually done after mean centering the data for each attribute.

If the variables in a data set are already uncorrelated, PCA is of no value. In addition to being uncorrelated, the principal components are orthogonal and are ordered in terms of the variability they represent. That is, the first principal component represents, for a single dimension (i.e., variable), the greatest amount of variability in the original data set. Each succeeding orthogonal component accounts for as much of the remaining variability as possible.

In other words, Principal component analysis (PCA) is a multivariate data analysis procedure that transforms a set of ‘n’ correlated variables, \(X = (x_1, x_2, \ldots, x_n)\), into a set of uncorrelated variables called principal components \((\textsc{pc}_1, \textsc{pc}_2, \ldots, \textsc{pc}_n)\). The first principal component accounts for most of the variability in the data, while each of the succeeding components in turn account for the highest amount of the remaining variability. Each principal component is a linear combination of the

| Level No | Principal Components Vector At Each Level (Eigen Vectors) | PC Variances (Eigen Values) |
|----------|----------------------------------------------------------|-----------------------------|
| 1        | -0.71426 0.69987 0.18818 | 0.18818 0.14141             |
| 2        | 0.69987 0.71426 0.14141 | 0.14141 0.18818             |
| 3        | 0.94965 -0.31328 0.23541 | 0.23541 0.14141             |
| 4        | -0.03374 0.99943 0.79591 | 0.79591 0.18818             |
| 5        | -1.0332 0.55813 0.17906 | 0.17906 0.14141             |
| 6        | 0.33820 -0.94107 4.19395 | 4.19395 0.18818             |
| 7        | 0.94107 0.33820 1.61476 | 1.61476 0.14141             |
| 8        | -0.46860 0.88341 8.69436 | 8.69436 0.18818             |
| 9        | -1.352 6.47539 11.8306  | 11.8306 0.18818             |
| 10       | 0.04964 -0.99877 11.3113  | 11.3113 0.18818             |
| 11       | 0.99877 0.04964 2.59938  | 2.59938 0.18818             |
| 12       | 0.93849 -0.34529 136.827 | 136.827 0.18818             |
| 13       | 0.34529 0.93849 11.8306  | 11.8306 0.18818             |
| 14       | -0.32884 0 1.12188       | 1.12188 0.18818             |
| 15       | -0.94439 0 0.21859       | 0.21859 0.18818             |
variables, X. The $i^{th}$ principal component can thus be expressed as

$$y_i = e_i^T X$$ \hspace{1cm} \text{(1)}$$

where,

$e_i$ is the eigenvector of the covariance matrix (R) of X ($e_i^T$ is the transpose of $e_i$).

The variance of the $i^{th}$ principal component is given by

$$\text{Var}(Y_i) = e_i^T R$$ \hspace{1cm} \text{(2)}$$

where

$$e = \lambda_i; \hspace{1cm} i = 1, 2, \ldots n$$

$\lambda_i$ is the $i^{th}$ eigenvalue.

PCA makes one stringent but powerful assumption, linearity. This assumption simplifies the problem by restricting the number of variables from the measured data. Hence PCA is used to re-express the data, which is a linear combination of

![Fig. 1(a). Original and Artifact Removed EEG Signal of Data Set 1 using First Scale PCA](image-url)
original basis and which is explained here in terms of linear algebra.

Consider an original data set $X$, which is an $m \times n$ matrix, where $m$ corresponds to the number of measurement types and $n$ is the number of samples. The main goal is to find an orthonormal matrix $P$ in $Y=PX$ such that $C_Y=1/n(YY^T)$ is a diagonal matrix. The matrix $P$ transforms $X$ into $Y$. The rows of orthonormal matrix $P$ represent principal components of original data set $X$.

**First level PCA**

Two data sets, namely, EEG data set 1 ($X_1$)
Table 2. Principal Components and Principal Component Variances Vectors Obtained After Second Scale PCA and Wavelet Denoising

| Level No | Principal Components Vector At Each Level (Eigen Vector) | PC Variances (Eigen value) |
|----------|----------------------------------------------------------|----------------------------|
| 1        | -1.4117, -0.6638, 0.17755                                 | 0.17755                    |
| 2        | -1.353, 0.18846, -0.74792, 0.14424                         | 0.14424                    |
| 3        | 0.88226, 0.47075, -0.88226, 0.17321                        | 0.17321                    |
| 4        | 0.99936, 0.03589, 0.73933, 0.43569                         | 0.43569                    |
| 5        | 0.45131, 0.59237, 0.04131, 4.01686                         | 4.01686                    |
| 6        | 0.89237, 0.45131, 0.99936, 1.39216                         | 1.39216                    |
| 7        | 0.78691, 0.61707, 0.59907, 0.915681                        | 0.915681                   |
| 8        | 0.58069, 0.04293, 0.04293, 0.127604                        | 0.127604                   |

Fig. 2(a). Original and Artifact Removed EEG Signal of data set1 with MSPCA
and EEG data set2(X2), each of size 1x1000, were collected from physionet.org website. These two data sets were down sampled by a factor of 2. This reduces the size of each data set to 1x500. Each data set is normalized using the following formula: 
$$X=(X-\text{mean}(X))/\text{std}(X)$$
where, mean(X) is mean of X and std(X) is standard deviation of X.

The mean of each data set is calculated using the following formula:
$$\bar{X} = \frac{\sum_{i=1}^{n} X_i}{n}$$
Where, n corresponds to number of samples in the data set X.

The variance of each data set is calculated using the following formula:
$$\sigma^2 = \frac{\sum_{i=1}^{n} (X_i - \bar{X})^2}{n-1}$$

After obtaining the normalized data sets, a noise signal (EOG signal collected from physionet.org website), whose variance is of 0.4 and of length 500, is added to the two data sets. This results in two noisy data sets. These two noisy data sets are of size 1x500 are converted into a column vector.

$$X=[X_1; X_2].$$

The size of the column vector will be equal to 500x2. This column vector is treated as noisy EEG signal. For each column of data matrix wavelet decomposition is done to a level of 6 using

![Fig. 2 (b). Original and Artifact Removed EEG Signal of data set2 with MSPCA](image-url)
sym8 wavelet. The wavelet decomposition gives approximate and detailed coefficients of noisy EEG signal. At each level of wavelet decomposition, i.e., on approximations and as well as details in wavelet domain, corresponding covariance matrices are computed. For each covariance matrix, PCA is performed. After performing the PCA on each covariance matrix, at each level, the most significant Principal Components (PC’S) are selected. Here the selection of Principal Components is done using the Kaiser’s rule. This rule retains the Principal Components that are associated with the Eigen values greater the mean of all Eigen values\(^7\).

The Principal Components at each level of decomposition and corresponding Principal Component variances vectors are provided in the Table 1.

Principal Components (1.12188 and 0.21859) corresponding to level 8 are the number of retained principal components for final PCA after wavelet reconstruction.

From level 8, it is observed that the original data in two dimensional spaces is reduced to one dimension and shown below for ready reference.

**LEVEL 8**

| First score PC | Second PC score |
|----------------|-----------------|
| -0.32884       | 0               |
| -0.94439       | 0               |

First score PC Second PC score

Using these principal components one can reconstruct the denoised version of the input matrix X. The denoised versions of the input matrix X i.e., EEG data set1 and EEG data set2 are shown in the Fig. 1 (a) and Fig. 1(b) respectively.

The quality of column reconstructions is estimated by the relative mean square error are 22.1904933458124% and 73.9497428008459%, not closer to 100%.

Since the quality of column reconstructions after first level PCA are not closer to 100%, hence the level of scaling principal components is taken to next level\(^8\). Hence retaining of principal components will be decided based on the quality of reconstruction of columns which is measured by relative mean square error.

### Second level PCA

The simplified input matrix X, which was obtained from the first scale of PCA, is again decomposed to a level of 6 using sym8 wavelet. Now the wavelet coefficients obtained after the wavelet decomposition are thresholded using Heursure thresholding. For these wavelet coefficients PCA is performed and selected the significant principal components. Using these principal components one can reconstruct the much more denoised input matrix X. The quality of reconstruction of the columns estimated after the second time processing of the input matrix x are close to 100% and are 99.9981% and 99.9991%.

The principal components and Principal Component variances vectors of the two data sets obtained after second scale PCA and wavelet denoising are shown in the Table 2.

Principal Components (1.27604 and 0.28103) corresponding to level 8 are the number

---

**Table 3. Comparison of SNR of Denoised EEG Signal Obtained using MSPCA and Different Wavelets**

| Wavelet family/Threshold type | SNR (dB) |
|------------------------------|----------|
| 1) B. Krishna Kumar Analysis of EEG Signals Using Multi-ScalePrincipal Component Analysis 2) B. K. Kumar and K. V. S. V. R. Prasad, “Performance comparison of IST and multi scale principal component analysis in the EEG signal processing,” 2017 International Conference on Computing Methodologies and Communication (ICCMC) Proposed method | Sym8 (soft) Haar (soft) dB10 (soft) Proposed method Proposed method Proposed method | 34.95 24.52 20.29 25.10 28.89 37.43 35.36 35.16 |
| Proposed method | MSPCA ( for DATA SETS -1 AND 2) MSPCA( for DATA SETS-2 AND 3) MSPCA( for DATA SETS -4 AND 5 ) |
of retained principal components for final PCA after wavelet reconstruction.

From level 8, it is observed that the original data in two dimensional spaces is reduced to one dimension and shown below for ready reference.

**LEVEL 8**

| First PC score | Second PC score |
|----------------|-----------------|
| 0.58069        | 0.81412         |

On comparing Table 1 and Table 2, the final PC’s in the level 8 are improved after second time PCA using wavelet denoising. Using the selected principal components one can reconstruct noise free EEG signals back. The waveforms of Denoised EEG signal constructed after second scale PCA are shown in Fig 2(a) and 2(b).

**RESULTS**

The results obtained after performing MSPCA on different data sets were tabulated in Table 3 and also compared with the previous results.

**CONCLUSION**

The MSPCA is providing better SNR as the Relative Mean Square Error (RMSE) of the columns is closure to 100%. Hence, it is important to check the Relative Mean Square Error (RMSE) of the columns before reconstructing the Denoised EEG signal and estimating the SNR.
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