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Estimation of the Fe and Cu Contents of the Surface Water in the Ebinur Lake Basin Based on LIBS and a Machine Learning Algorithm
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Abstract: Traditional technology for detecting heavy metals in water is time consuming and difficult and thus is not suitable for quantitative detection of large samples. Laser-induced breakdown spectroscopy (LIBS) can identify multi-state (such as solid, liquid, and gas) substances simultaneously, rapidly and remotely. In this study, water samples were collected from the Ebinur Lake Basin. The water samples were subjected to LIBS to extract the characteristic peaks of iron (Fe) and copper (Cu). Most of the quantitative analysis of LIBS rarely models and estimates the heavy metal contents in natural environments and cannot quickly determine the heavy metals in field water samples. This study creatively uses the Fe and Cu contents in water samples and the characteristics of their spectral curves in LIBS for regression modelling analysis and estimates their contents in an unknown water body by using LIBS technology and a machine learning algorithm, thus improving the detection rate. The results are as follows: (1) The Cu content of the Ebinur Lake Basin is generally higher than the Fe content, the highest Fe and Cu contents found within the basin are in the Ebinur Lake watershed, and the lowest are in the Jing River. (2) A number of peaks from each sample were found of the LIBS curve. The characteristic analysis lines of Fe and Cu were finally determined according to the intensities of the Fe and Cu characteristic lines, transition probabilities and high signal-to-background ratio (S/B). Their wavelengths were 396.3 and 324.7 nm, respectively. (3) The relative percent deviation (RPD) of the Fe content back-propagation (BP) network estimation model is 0.23, and the prediction ability is poor, so it is impossible to accurately predict the Fe content of samples. In the estimation model of BP network of Cu, the coefficient of determination (R2) is 0.8, the root mean squared error (RMSE) is 0.1, and the RPD is 1.79. This result indicates that the BP estimation model of Cu content has good accuracy and strong predictive ability and can accurately predict the Cu content in a sample. In summary, estimation based on LIBS improved the accuracy and efficiency of Fe and Cu content detection in water and provided new ideas and methods for the accurate estimation of Fe and Cu contents in water.
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1. Introduction

Arid and semi-arid areas together constitute almost one-third of the world’s land area and half of China’s. Lakes in these areas are important inland ecosystems, as they function as vital water sources for local economic development and provide services ranging from food and drinking water to transportation and recreation [1,2]. With the rapid development of the oasis economy in recent years, climate change and human activities such as salinization, shrinkage of lakes, and serious pollution of heavy metals have threatened the hydrological environment and water quality of inland river basins in arid areas [3]. Owing to rapid development in economy and industry, heavy metal pollution is becoming more serious and has become one of the most important environmental problems in China. Therefore, the environmental pollution caused by heavy metals has aroused widespread concern [4].

To reduce environmental pollution and mitigate the resulting degradation of soil and water resources [5], heavy metal concentrations should be determined accurately. Various techniques have been established to detect heavy metal ions (HMIs), including inductively coupled plasma mass spectrometry (ICP-MS) [6], inductively coupled plasma optical emission spectrometry (ICP-OES) [7], inductively coupled plasma atomic emission spectrometry (ICP-AES) [8], flameless atomic absorption spectrophotometry (FAAS) [9] and atomic absorption spectroscopy (AAS) [10]. These are all highly sensitive and selective techniques, however, they require relatively expensive instruments, the application of complex operational procedures, and long detection times. Heavy metal pollution of oasis freshwater resources in arid areas has always been a highly important environmental problem worldwide. How to scientifically detect heavy metal content has become a research hotspot for relevant government departments, academics and environmentalists [11].

Laser-induced breakdown spectroscopy (LIBS) can test multi-state (such as solid, liquid and gas) substances simultaneously, rapidly and remotely [12,13]. The detected LIBS spectrum contains information about the constituents and the relative contents of the experimentally measured sample [14]. The types of elements in the sample can be identified by the wavelengths of the characteristic spectral lines, and the contents of these elements can be analysed by the relative intensities of the characteristic spectral lines [15]. Many scholars have used LIBS to conduct a large number of qualitative and quantitative water environmental pollution detection studies. Noll et al. (2001) used LIBS technology to detect the content of Ni in liquid steel and quickly monitor the quality of steel during the production process [16]. Schmidt et al. (2002) found that elemental analysis of solutions can be achieved by concentrating and immobilizing the metal ions into a commercially available ion exchange polymer membrane, followed by LIBS [17]. Gondal et al. (2007) used LIBS technology to detect more than a dozen kinds of harmful metals, such as lead, chromium, and zinc, in wastewater from dye factories [18]. Hussain et al. (2008) used LIBS technology to detect the plasma spectrum and analyse the contents of many toxic heavy metals in the wastewater from a dairy plant [19]. Järvinen et al. (2014) detected the heavy metal elements Ni, Pb and Zn in aqueous solution and created an online monitoring system by using LIBS for industrial wastewater [20]. Bhatt et al. (2017) utilized LIBS technology to quantitatively detect the heavy metal contents of europium and ytterbium in groundwater solutions [21]. The results of these studies have demonstrated that LIBS studies are more inclined to qualitatively and quantitatively analyse heavy metal elements in untested water, and inversion of the concentration of metal elements for untested water is rarely carried out.

Therefore, the purposes of this study are to: (1) use AAS to detect and analyse the contents of Fe and Cu in water samples from the Ebinur Lake Basin; (2) determine the characteristic peaks of Fe and Cu in the LIBS spectral curve; (3) use K-means clustering analysis and a back-propagation (BP) neural network and other machine learning algorithms to creatively conduct regression modelling analysis between measured values of Fe and Cu contents in water samples and the characteristic peaks of Fe and Cu in the LIBS spectral curve; and (4) improve the accuracy and efficiency of Fe and Cu content detection and provide a new method for accurately estimating and determining the Fe and Cu contents in the field.
2. Materials and Methods

2.1. Study Area

The Ebinur Lake Basin is located in the northwest arid area in Xinjiang Uygur Autonomous Region, and it ranges from 44°54' to 45°08' N and 82°35' to 83°10' E (Figure 1) [22]. Ebinur Lake is a national desert natural ecological protection area and the lowest depression and saltwater-collecting centre in western of Junggar Basin [23]. The Bortala River, Jing River, and Kuitun River run into Ebinur Lake from the west, south, and east, respectively, and are the main sources of lake water [24]. The surface of the lake is elliptical, with an area of 650 km². The average water depth is 2–3 m, and the lake surface is 189 m above sea level. The average annual temperature is 7.36 °C, the average annual precipitation is 100~200 mm, and the annual average evaporation is 1500~2000 mm [25]. The Ebinur Lake Basin is characterized by a lack of rainfall and dramatic temperature changes, which are typical of the arid continental climate of the north temperate zone [26].

![Figure 1](image_url)

2.2. Sample Collection and Laboratory Analysis

Water samples were collected from upstream to downstream at intervals of 4 km on Jing River and Bortala River, as well as in the artificially accessible areas around the Ebinur Lake district; these were taken On October 12 to October 19, 2017; then, a total of 31 water samples were collected and information on the latitude and longitude coordinates, terrain, geomorphology, and characteristics of the ecological environment were accurately recorded of each water sample. Finally, eight water samples were taken from the Bortala River, ten water samples were taken from the Jinghe River, and thirteen water samples were collected around the Ebinur Lake area. The water was sealed in a 1 L PVC bottle and stored at a low temperature.
Atomic absorption spectrometry has the advantages of low detection limit, high accuracy and little interference, reagent and resource saving and simple operation [27]. In order to establish an estimation model of Fe and Cu content in unknown water by using the characteristic peak of Fe and Cu in LIBS spectral curves. Therefore, after the samples were brought back to the laboratory, the contents of Fe and Cu in the water samples were determined using a TAS-990 atomic absorption spectrophotometer.

2.3. LIBS Experiment Device and Data Acquisition

LIBS is a typical atomic emission spectrum, and its working principle is shown in Figure 2. The system mainly consists of a power supply, laser, spectrometer, computer, delay pulse generator, ancillary equipment, and other components [28].

![Figure 2. Schematic diagram of LIBS experimental device.](image-url)

The general auxiliary devices mainly included reflected mirrors, lenses, optical fibres, and liquid jet systems. In this paper, the Nd: YAG laser (Brilliant B) that is produced by the French company QUANTEL was used as the laser light source; its output wavelength is 532 nm, laser fluency is 6.0 mJ/cm², pulse width is 5 ns. The Shamrock 500i spectrometer is produced by the British company ANDOR and is used to collect spectral information. The wavelength response range is 180–850 nm, and the optical resolution is approximately 0.04 nm. The water sample undergoes circulated flow in the fluidic system to prevent liquid splashing. The liquid fluidic system consists of a peristaltic pump, experimental stand, glass tube, and beaker [29]. The peristaltic pump is used to ensure the circulating flow of the liquid and regulate the jet velocity of the liquid. The liquid fluidic system is fixed on the experimental platform, and the laser beam is focused on the water column by changing the position of the filter [30].

When a laser pulse beam is produced, the laser is focused on the flowing water column in the fluidic system through mirrors and lenses. Under strong pulse energy, some materials from the water sample are instantly vaporized and form plasma-containing electrons, ions, and atoms through the process of re-excitation [31]. The light emitted by plasma is focused on the optical fibre through a lens or collection device. Then, the light is transmitted to the spectrometer, detected by the detector, and converted to an electrical signal [32]. In addition, the delay pulse generated by the delay controller is used to control the time of plasma spectral signal acquisition. Thus, bremsstrahlung produced by the measured object during the initial stage of plasma formation is avoided, and the best spectral information is obtained [33].
2.4. LIBS Data Preprocessing

The original LIBS spectral signal contains a large amount of information that is unrelated to the sample composition, such as instrument noise, background and matrix interference [34], and this information causes serious baseline drift and a poor signal-to-noise ratio of the LIBS spectrum (Figure 3). Therefore, to improve the detection accuracy of the LIBS spectrum, the original data need to be preprocessed to reduce errors that are caused by improper operation or parameter setting errors during the test process after obtaining the LIBS spectral information from the water sample. In this paper, the pre-processing data from LIBS mainly includes abnormal value elimination, mean processing, baseline removal, and wavelet analysis [35].

2.4.1. Baseline Correction Principle and Method

Due to the existence of blackbody radiation, bremsstrahlung radiation, load radiation and some molecular radiation, there are higher continuous background interference and baseline drift, which has a serious impact on the accurate extraction of characteristic spectral lines. Therefore, it is necessary to deduct the background spectral intensity to achieve baseline correction. In the LIBS quantitative analysis technique, baseline correction is an essential part of the LIBS data preprocessing. Baseline calibration is used to calibrate the peak position and peak intensity of the characteristic elements. At present, quite a few researchers mainly use polynomial fitting method to implement baseline correction of LIBS spectral curve. The implementation of baseline correction is shown in the following [36,37].

(1) First, the range of the LIBS band is divided into \(N\) groups, \(W\) is the wavelength range of the spectral data and \(Q\) is the number of data points for each group after they are equally distributed:

\[
Q = \frac{W}{N} \quad (1)
\]

Second, the data in \(N\) group are processed separately, and the minimum spectral intensity of each group is selected as the eigenvalue:

\[
\min\{A(a_i)\}_{j = 1, 2, 3 \ldots n} \quad (2)
\]
(2) The eigenvalue point in each set of data is connected, and spline interpolation is used to fit a curve to obtain the baseline function \( f_{\text{baseline}} \). The difference between the original spectral data \( \text{spec}_{\text{org}} \) and the baseline data \( f_{\text{baseline}} \) is the corrected spectral data \( \text{spec}_{\text{correct}} \):

\[
\text{spec}_{\text{correct}} = \text{spec}_{\text{org}} - f_{\text{baseline}}
\]  

(3)

2.4.2. Wavelet Transform Principle and Method

There are many kinds of signal denoising methods, such as Kalman filter method, Wiener filter method, subtraction method, and so on. Because the wavelet transform algorithm has the advantages of good time-frequency localization, base selection flexibility and de-correlation, it can be used to distinguish high-frequency signals from noise components.

In mathematics, a wavelet series is a representation of a square-integrable function by a certain generated orthonormal series [38]. A wavelet is a wavelet-based or wavelet-generating function \( \Psi(t) \) that satisfies the condition and generates a family of functions \( \Psi_{a,b}(t) \) through scaling and translation [39]:

\[
\Psi_{a,b}(t) = \frac{1}{\sqrt{|a|}} \Psi \left( \frac{t - b}{a} \right), a, b \in \mathbb{R}, a \neq 0
\]  

(4)

Among them, \( a \) is the scale factor that is used to control scaling; \( b \) is the translation factor that is used to control translation; and \( \Psi_{a,b}(t) \) is the wavelet function of \( \Psi(t) \) after translation and expansion:

\[
\text{WT}_x(a, b) = (x(t), \Psi_{a,b}(t)) = \frac{1}{\sqrt{|a|}} \int_{-\infty}^{+\infty} x(t) \Psi_{a,b}(t) dt
\]  

(5)

The essence of WT is to project the signal \( x(t) \) onto the wavelet \( \Psi_{a,b}(t) \), which is the inner product of \( x(t) \) and \( \Psi_{a,b}(t) \), and obtain the wavelet coefficients, which are easy to address. The wavelet coefficients are processed according to the need of analysis, and the processed wavelet coefficients are then inverse transformed to obtain the processed signals. In practical applications, discrete wavelet transformation is usually used, and its discrete wavelet is defined as:

\[
a = a_0^n, b = na_0^n b_0, (m, n \in \mathbb{Z}, a_0 \neq 0)
\]  

(6)

The above formula can be converted into:

\[
\Psi_{m,n}(t) = \int_{-\infty}^{+\infty} x(t) a_0^{-m} \phi(a_0^{-m} t - nb_0) dt
\]  

(7)

For \( k \) discrete spectral data points \( (x_1, x_2, \ldots, x_k) \) with equal wavelength intervals, its discrete dyadic wavelet transform is:

\[
\text{WT}_x(m, n) = \left( x_i, 2^{-m/2} \phi(2^{-m} t_i - n) \right) = \sum_{i=1}^{k} \phi(2^{-m} t_i - n) x_i
\]  

(8)

The above formula shows that WT is actually a projection of a discrete signal on a wavelet basis function. Different \( m \) and \( n \) values represent different resolutions (scales) and time domains (translations), respectively. The wavelet function is generated through different \( m \) and \( n \) values to adjust the different local time domains and resolutions [40].

2.5. BP Neural Network Model

Machine learning is a method used to devise complex models and algorithms that lend themselves to learn from and make predictions on data. Machine learning algorithms mainly include decision tree
learning, association rule learning, artificial neural networks, deep learning, support vector machines, genetic algorithms, Bayesian networks etc. Among them, a BP network is an effective learning method for multilayer neural networks [41]. BP network has self-learning, self-organization, self-adaptation, strong fault-tolerant, distributed storage, parallel processing of information and powerful nonlinear approximation abilities [42]. By constantly adjusting the network weight value, the final output of the network is as close as possible to the expected output, so it can achieve the purpose of training [43,44]. When the input sample has large error or individual error, it has little effect on the input and output rule of the network. In addition, the accuracy of the estimation model can be easily affected by the anomaly of the individual data when the amount of data in the modeling set is small. Therefore, the BP neural network algorithm is used to establish an estimation model of Fe and Cu content.

From the structure diagram of the neural network model shown in Figure 4, it can be seen that a multilayer neural network usually consists of L-layer neurons. The first layer is called the input layer, the last layer (the Lth layer) is called the output layer, and the other layers are called the hidden layers (the first layer to the \(L-1\) layer). The input vector is defined as [45,46]:

\[
\vec{\chi} = \{\chi_1, \chi_2, \ldots, \chi_i, \ldots, \chi_m\}, i = 1, 2, 3, \ldots, m
\] (9)

The output vector is defined as:

\[
\vec{y} = \{y_1, y_2, \ldots, y_k, \ldots, y_n\}, k = 1, 2, 3, \ldots, n
\] (10)

The output of each neuron in the first hidden layer is:

\[
h^{(l)}_j = \left[ h^{(l)}_1, h^{(l)}_2, \ldots, h^{(l)}_j, \ldots, h^{(l)}_{sl} \right], j = 1, 2, \ldots, sl
\] (11)

where \(sl\) is the number of neurons in the first layer.

\(net_i^{(l)}\) is defined as the connection weight between the \(j\)-th neuron in the \(L-1\) layer and the \(i\)-th neuron in the \(L\)-th layer, and \(b_i^{(l)}\) is defined as the offset of the \(i\)-th neuron in the \(L\)-th layer:

\[
h_i^{(l)} = f\left(net_i^{(l)}\right)
\] (12)

\[
net_i^{(l)} = \sum_{j=1}^{sl-1} w_{ij}^{(l)} h_j^{(l-1)} + b_i^{(l)}
\] (13)

where \(net_i^{(l)}\) is the input of the \(i\)-th neuron of the \(L\)-th layer, and \(f()\) is the activation function of the neuron.

Suppose we have \(m\) training samples\([(x(1),y(1)), (x(2),y(2)), \ldots, (x(m),y(m))]\) \([(x(1),y(1)), (x(2),y(2)), \ldots, (x(m),y(m))]\), where \(d(i)\) is the expected output corresponding to the input \(x(i)\). For a given \(m\) training sample, the error function is defined as:

\[
E = \frac{1}{m} \sum_{i=1}^{m} E(i)
\] (14)

where \(E(i)\) is the training error for a single sample:

\[
E(i) = \frac{1}{2} \sum_{k=1}^{n} (d_k(i) - y_k(i))^2
\] (15)

Therefore, the combination of Equations (14) and (15):

\[
E = \frac{1}{2m} \sum_{i=1}^{m} \sum_{k=1}^{n} (d_k(i) - y_k(i))^2
\] (16)
The BP algorithm updates the weights and biases at each iteration in the following way:

\[
w^{(l)}_{ij} = w^{(l)}_{ij} - \alpha \frac{\partial E}{\partial W^{(l)}_{ij}}
\]

\[
b^{(l)}_{i} = b^{(l)}_{i} - \alpha \frac{\partial E}{\partial b^{(l)}_{i}}
\]

where \(\alpha\) is the learning rate, and its range is \((0, 1)\). The key to a BP algorithm is how to solve the partial derivative of \(w^{(l)}_{ij}\) and \(b^{(l)}_{i}\). For a single training sample, the process to calculate the weight of the partial derivative of the output layer is as follows:

\[
\frac{\partial E(i)}{\partial w^{(L)}_{kj}} = \frac{\partial}{\partial w^{(L)}_{kj}} \left( \frac{1}{2} \sum_{k=1}^{n} (d_{k}(i) - y_{k}(i))^2 \right) = -(d_{k}(i) - y_{k}(i)) f'(\chi) \bigg|_{\chi = \text{net}_{L}^{(l)}}^{h_{L}^{(L-1)}}
\]

\[
\frac{\partial E(i)}{\partial b^{(L)}_{k}} = -(d_{k}(i) - y_{k}(i)) f'(\chi) \bigg|_{\chi = \text{net}_{k}^{(l)}}
\]

Figure 4. Schematic diagram of a BP neural network.

2.6. K-Means Clustering Method

Cluster analysis or clustering is the task of grouping a set of objects in such a way that objects in the same group are more similar to each other than to those in other groups [47]. Cluster analysis can be achieved by various algorithms that differ significantly in their understanding of what constitutes a cluster and how to efficiently find them. Popular notions of clusters include groups with small distances between cluster members, dense areas of the data space, intervals or particular statistical distributions. Clustering can therefore be formulated as a multi-objective optimization problem [48].

K-means clustering is a method of vector quantization, originally from signal processing, that is popular for cluster analysis in data mining. k-means clustering aims to partition n observations into k clusters in which each observation belongs to the cluster with the nearest mean, serving as a prototype of the cluster [49].

Given a set of observations \(\{x_1, x_2, \ldots, x_n\}\), where each observation is a d-dimensional real vector, k-means clustering aims to partition the n observations into k clusters in which each observation belongs to the cluster with the nearest mean, serving as a prototype of the cluster [49].

Given a set of observations \(\{x_1, x_2, \ldots, x_n\}\), where each observation is a d-dimensional real vector, k-means clustering aims to partition the n observations into k clusters in which each observation belongs to the cluster with the nearest mean, serving as a prototype of the cluster [49].

\[
\arg \min_{S} \sum_{i=1}^{k} \sum_{x \in S_i} \|x - \mu_i\|^2 = \arg \min_{S} \sum_{i=1}^{k} |S_i| \text{Var} S_i
\]
where $\mu_i$ is the mean of points in $S_i$. This is equivalent to minimizing the pairwise squared deviations of points in the same cluster:

$$\arg\min_{\mu_i} \sum_{i=1}^{k} \frac{1}{|S_i|} \sum_{x,y \in S_i} \|x - y\|^2$$

(22)

The equivalence can be deduced from identity:

$$\sum_{x \in S_i} \|x - \mu_i\|^2 = \sum_{x \neq y \in S_i} (x - \mu_i)(\mu_i - y)$$

(23)

Because the total variance is constant, this is also equivalent to maximizing the sum of squared deviations between points in different clusters, which follows easily from the law of total variance.

In this paper, the purpose of cluster analysis is to classify the study samples according to the different characteristics of the objects. The samples are gradually aggregated by the similarity of their attributes, and the highest similarities are first aggregated together. Finally, the sample is divided into a modeling set and a validation set by comprehensive features to reduce the impact of artificial random selection on the sample data.

2.7. Model Accuracy Test Method

The accuracy of the model is comprehensively used to measure the estimated ability of a model, the higher accuracy it is, the better in stability and the higher in verification accuracy; the prediction ability is also stronger. The modelling accuracy and estimation ability are mainly evaluated by the following parameters:

(1) Coefficient of determination ($R^2$)

$R^2$ is mainly used to evaluate the fitting degree of a regression model to a real model to measure the accuracy and stability of the model. The formula is as follows:

$$R^2 = \left( \frac{\sum_{i=1}^{n} (X_i - \bar{X})(Y_i - \bar{Y})}{\sqrt{\sum_{i=1}^{n} (X_i - \bar{X})^2} \sqrt{\sum_{i=1}^{n} (Y_i - \bar{Y})^2}} \right)^2$$

(24)

In the formula, $X_i$ is the predicted value, $\bar{X}$ is the average of the predicted values, $Y_i$ is the measured value, $\bar{Y}$ is the average of the measured values, and $n$ is the number of samples. The value range of $R^2$ is $0 \leq R^2 \leq 1$, and if the value of $R^2$ is closer to 1, it indicates that the fitting degree of the model to the data is better.

(2) Root mean square error (RMSE)

RMSE is the result of the root mean square of error of the sum of the predicted and measured values and is mainly used to evaluate the inversion capability of the model. The RMSE of the model sample is used to evaluate the modelling capability, and the RMSE of the prediction sample is used to evaluate the predictive ability. The formula is as follows:

$$RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (X_i - Y_i)^2}$$

(25)

In the formula, $X_i$ is the predicted value, $Y_i$ is the measured value, and $n$ is the number of samples. The smaller the RMSE is, the higher the precision of the model and the stronger the inversion ability.
(3) Standard deviation (SD)

As the representative of random error, the SD is the statistical mean of the random error of the absolute value, which reflects the degree of dispersion among individuals in the group. The greater the SD of the sample, the greater the fluctuation of the sample data. The formula is as follows:

$$SD = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (x_i - \mu)^2}$$  \hspace{1cm} (26)

In the formula, \(Xi\) is the random sample value, \(\mu\) is the arithmetic average of the total sample value, and \(N\) is the total number of samples.

(4) Relative percent deviation (RPD)

The value obtained by dividing the SD from RMSE is the RPD, which is used to evaluate the accuracy of the model verification. The formula is as follows:

$$RPD = \frac{SD}{RMSE}$$  \hspace{1cm} (27)

The larger the RPD, the higher the accuracy of the model. When \(RPD > 2\), it indicates that the model has excellent predictive ability; when \(1.4 < RPD < 2\), it indicates that the model can roughly estimate the sample; and when \(RPD < 1.4\), it indicates that the model cannot accurately predict the sample [50].

3. Results and Analysis

3.1. Statistical Analysis of Fe and Cu Contents

After water quality was determined, the data would be recorded, and a box plot of Fe and Cu contents would also be established, as shown in Figure 5. From the box plot of the contents of Fe and Cu, it can be found that the content of Cu in the Ebinur Lake Basin is higher than that of Fe in general. The average contents of Fe and Cu were highest in the Ebinur Lake, and the contents of Fe and Cu were lowest in the Jing River. The box plot of the content of Fe indicates that there are great differences in Fe content among different sampling points in the Jing River; the difference of Fe content at different sampling points in Ebinur Lake is small. The box plot of the content of Cu indicates that the content of Cu in the Jing River is relatively low, and the difference of Cu content at different sampling points is small. There are great differences in Cu content among different sampling points in the Bortala River, and the average value of the Cu content is the largest in Ebinur Lake.

![Figure 5. Box plots of (a) Fe and (b) Cu contents.](image-url)
When establishing Fe and Cu content prediction models and testing the precision, it is often necessary to divide the measured samples into a modelling set and verification set. The modelling and verification sets are usually randomly selected from the sample data without considering the differences between the samples, which often leads to poor representativeness. In addition, the random selection of sample data may be influenced by humans, which can eventually change the accuracy of the model verification, seriously affect the reliability of the prediction results, and limit the applicability of the model [51]. According to the different characteristics of the objects, cluster analysis classifies the samples of study. The samples are gradually aggregated by the degrees of similarity of their properties, and the highest degree of similarity is aggregated together first. Finally, the samples are divided into several varieties by the comprehensive characteristics, and the entire process of the cluster analysis is completed. In this experiment, hierarchical cluster analysis was carried out according to the measured Fe and Cu contents, which were based on 31 water samples, as shown in Figure 6. On the basis of systematic clustering results, the K-means clustering method is applied for the final clustering analysis, and the sample data are classified into modelling and validation sets through the classification results.

![System cluster pedigree chart: (a) Fe; (b) Cu.](image)

According to the results of the hierarchical cluster analysis of Fe and Cu contents, the K-means clustering analysis of Fe content was divided into four categories, and the maximum number of iterations was ten. The K-means clustering analysis of the Cu content is divided into three categories, and the maximum number of iterations was ten. In each sample, the distances between the contents of Fe and Cu and the cluster centre are obtained; the results are shown in Table 1.

In the establishment and verification of the Fe and Cu content estimation model, the original measured data are usually divided into a modelling set and a verification set according to the ratio of 3:1. Through the classification results in the above table, the points with smaller cluster distances are selected as the verification set in each category to better reflect the water quality characteristics in each category. Therefore, the selection of the verification set is more general and applicable, which makes verification of the precision of the estimation model more scientific.

In the K-means clustering table of Fe, it can be found that in the first type of sample, the cluster distances of points #2, #15, #25, and #30 are smaller; in the second type of sample, the cluster distance of point #8 is smaller; in the third type of sample, the cluster distances of points #12 and #21 are smaller; and in the fourth type of sample, the cluster distance of point #17 is smaller. Therefore, these eight samples (#2, #15, #25, #30, #8, #12, #21 and #17) are selected as the verification set for the Fe estimation model. Similarly, eight samples (#15, #19, #25, #28, #3, #10, #13 and #22) are finally selected as the verification set for the Cu content estimation model in the K-means clustering table of
Cu. The statistical characteristics of the modelling and the verification sets of the Fe and Cu content estimation models are shown in Table 2.

### Table 1. The distance from Fe and Cu contents in each sample to the cluster centre.

| Ion Species | Sample No. | Clustering Category | Cluster Distance | Sample No. | Clustering Category | Cluster Distance | Sample No. | Clustering Category | Cluster Distance |
|-------------|------------|---------------------|------------------|------------|---------------------|------------------|------------|---------------------|------------------|
| Fe          | #1         | 1                   | 0.00143          | #29        | 1                   | 0.00857         | #11        | 3                   | 0.00625          |
|             | #2         | 1                   | 0.00143          | #30        | 1                   | 0.00143         | #12        | 3                   | 0.00375          |
|             | #15        | 1                   | 0.00143          | #31        | 1                   | 0.00857         | #14        | 3                   | 0.00375          |
|             | #18        | 1                   | 0.01143          | #3         | 2                   | 0.004           | #21        | 3                   | 0.00375          |
|             | #19        | 1                   | 0.00857          | #5         | 2                   | 0.006           | #26        | 3                   | 0.00375          |
|             | #20        | 1                   | 0.01143          | #7         | 2                   | 0.006           | #28        | 3                   | 0.00375          |
|             | #22        | 1                   | 0.01143          | #8         | 2                   | 0.004           | #4         | 4                   | 0.0025           |
|             | #23        | 1                   | 0.00143          | #13        | 2                   | 0.004           | #6         | 4                   | 0.0075           |
|             | #24        | 1                   | 0.00857          | #9         | 3                   | 0.00625         | #16        | 4                   | 0.0025           |
|             | #25        | 1                   | 0.00143          | #10        | 3                   | 0.00625         | #17        | 4                   | 0.0025           |
|             | #27        | 1                   | 0.00857          |            |                     |                 |            |                     |                  |
| Cu          | #1         | 1                   | 0.04538          | #30        | 1                   | 0.04462         | #10        | 2                   | 0.01385          |
|             | #15        | 1                   | 0.02462          | #31        | 1                   | 0.05462         | #11        | 2                   | 0.02385          |
|             | #17        | 1                   | 0.04538          | #2         | 2                   | 0.03385         | #12        | 2                   | 0.06615          |
|             | #18        | 1                   | 0.07462          | #3         | 2                   | 0.02385         | #13        | 2                   | 0.01385          |
|             | #19        | 1                   | 0.03538          | #4         | 2                   | 0.05615         | #26        | 2                   | 0.02615          |
|             | #20        | 1                   | 0.07538          | #5         | 2                   | 0.04385         | #14        | 3                   | 0.062            |
|             | #21        | 1                   | 0.08462          | #6         | 2                   | 0.05385         | #16        | 3                   | 0.058            |
|             | #24        | 1                   | 0.06538          | #7         | 2                   | 0.06615         | #22        | 3                   | 0.002            |
|             | #25        | 1                   | 0.00462          | #8         | 2                   | 0.04615         | #23        | 3                   | 0.018            |
|             | #27        | 1                   | 0.02538          | #9         | 2                   | 0.05385         | #29        | 3                   | 0.012            |
|             | #28        | 1                   | 0.00462          |            |                     |                 |            |                     |                  |

The bold sample numbers with the underline are selected as the verification set for estimation model.

### Table 2. Data statistics of the Fe and Cu content estimation models.

| Ion Species | Model     | Sample Size | Minimum (mg/L) | Maximum (mg/L) | Mean (mg/L) | Standard Deviation | Variance/% |
|-------------|-----------|-------------|----------------|----------------|-------------|--------------------|------------|
| Fe          | Estimation| 23          | 0.01           | 0.09           | 0.05        | 0.02               | 47.16      |
|             | Verification | 8          | 0.02           | 0.08           | 0.05        | 0.02               | 34.9       |
| Cu          | Estimation| 23          | 0.01           | 0.48           | 0.22        | 0.16               | 71.97      |
|             | Verification | 8          | 0.04           | 0.42           | 0.24        | 0.17               | 71.52      |

### 3.2. LIBS Spectral Characteristics of Water Samples

This paper first queried the Atomic Spectra Database (ASD) of the National Institute of Standards and Technology (NIST) and the standard curve of the Kurucz database. By comparing the wavelength of the peaks of LIBS curve with that of the corresponding elements in the database, it can be preliminarily judged that the characteristic spectral peaks of O and H elements are 777 nm and 656 nm respectively, as shown in Table 3. In addition, since the water samples to be tested and the air mainly contain O and H elements, the peak values of the characteristic bands of O and H elements are very large in the LIBS curve. Therefore the LIBS spectral intensity is extremely high at the 777 nm and 656 nm bands, which reduces the relative spectral intensities of the other bands. In this paper, the Nd: YAG laser (Brilliant B) was used as the laser light source; its output wavelength is 532 nm, pulse width is 5 ns. In the initial stage of plasma produced by the interaction of laser pulse with water, the spectrum radiated by the transition from free electrons to free states and from free states to bound states in the plasma. In the spectrum, the response is that there is a continuous background radiation at 532 nm and with a large noise [52]. Through the original three-dimensional (3D) LIBS spectrum of the water samples in Figure 3, it can be found that the noise interference is smaller in the range of the 300–500 nm band, the intensity of LIBS spectrum is obviously enhanced, and the background interference is larger in the range of the 500–800 nm band. In addition, by comparing the Atomic Spectra Database (ASD)
of the National Institute of Standards and Technology (NIST), the characteristic peaks of Fe and Cu are mainly concentrated at 300–500 nm. To sum up, after pretreatment, the LIBS spectral intensity of the 300–500 nm band was selected as the research object, and the LIBS spectral curves of each sample were obtained.

Table 3. The characteristic peaks of the main element.

| Elements | Wavelength (nm) | Transition | Rel. Int. |
|----------|----------------|------------|-----------|
| OI       | 777.2          | 2s22p3(4s)3p | 2s22p3(4s)3s | 870 |
| H        | 656.3          | 3p 2P1/2     | 2s 2S1/2   | 500000 |
| FeI      | 308.2          | 3d6(5F2)4s4p(3P0) | 3d7(4F)4s | 1 |
| FeI      | 341.1          | 3d6(5G)4s4p(3P0) | 3d7(5G)4s | 1550 |
| FeI      | 396.3          | 3d6(5D)4s(6D)4d | 3d6(5D)4s4p(3P0) | 5500 |
| FeI      | 460.2          | 3d7(4F)4p     | 3d7(4F)4s  | 760  |
| CuI      | 324.7          | 3d104p       | 3d104s    | 10000r |
| CuI      | 327.4          | 3d104p       | 3d104s    | 10000r |

The measured values of the Fe and Cu contents in each water sample shows that the contents of Fe and Cu are lowest in water sample #16. In order to find out whether the LIBS detection limits and characteristic spectral lines of Fe and Cu can be detected by LIBS technique in all samples, this paper firstly carries out experimental operation on No. 16 water sample with the lowest concentration of Fe and Cu in all water samples, and tries to explore the characteristic peaks of Fe and Cu in LIBS spectral curve, as shown in Figure 7. From the results of Figure 7, it can be found that a plurality of characteristic bands of Fe and Cu can be detected in the LIBS spectral curve in the 300–500 nm range. Then all the water samples were subjected to LIBS experiments in turn and the characteristic spectral curves of each water sample were recorded in detail, which provided the data foundation for the later quantitative analysis.

During the quantitative analysis of the actual samples, it is necessary to identify the elements corresponding to the peaks of the spectral curve, which are the basis of the quantitative analysis. To obtain a higher signal-to-background ratio (S/B), the characteristic peaks are usually selected from...
a band with a higher peak value and no obvious interference spectra in the vicinity to improve the recognition rate of the characteristic peaks of the element. Therefore, the selection is the prerequisite to obtaining the information of the element type and the mass fraction in the sample. This paper queries the Atomic Spectra Database (ASD) of the National Institute of Standards and Technology (NIST); comprehensively considers factors such as the structure, intensity, excitation potential, and transition probability of each spectral line; and tries to determine the characteristic peaks of the elements to be tested with less interference from overlapping peaks. The characteristic peaks of Fe and Cu are found in the range of the 300–500 nm bands, as shown in Table 3.

Considering the peak strength of Fe and Cu and the transition probability in each water sample, the characteristic peaks of Fe and Cu are finally determined as wavelengths of 396.3 nm and 324.7 nm, respectively. Figure 8 shows an enlarged view of the characteristic peaks of Fe and Cu in water sample #16. It can be seen that the structure is clear and almost undisturbed by the overlapping peaks. This peak can be used as the independent variable of the quantitative inversion model of Fe and Cu content to explore and improve the precision of the new method for estimating the water quality index.

Figure 8. Magnification of characteristic peaks of (a) Fe and (b) Cu.

### 3.3. Establishment and Accuracy Test of the Estimation Model

In the data analysis of LIBS, the intensity information of characteristic band of the sample to be measured is used to determine the content of its constituent elements by quantitative analysis method. The line intensity of characteristic band is directly proportional to the content of elements in the sample [53]. In practice, there are many characteristic spectral lines corresponding to the elements in the LIBS spectral curve. Affected by the drift of the center of the spectral line and the broadening
of the spectral line, the peak area of the analysis of the characteristic spectral line may not be able to express its true intensity. In order to improve the accuracy of LIBS quantitative analysis, the intensity of the laser-induced plasma emission lines (i.e., the peak height of the lines) and the concentration of the corresponding elements were fitted to estimate the concentration of heavy metals in the water samples.

Using programming analysis in MATLAB 2014a software (The MathWorks, Natick, MA, USA), the characteristic peak strength of Fe at the 396.3 nm band in the LIBS spectral curve of each water sample is taken as the input variable. The Fe content of the 23 water samples in the modeling set is then measured as the output variable, and a BP neural estimation model is established for Fe content. In the same way, the characteristic peak strength of Cu at the 324.7 nm band is taken as the input variable, and the Cu content of each water sample is measured as the output variables to establish a BP neural network estimation model for Cu content. The results are shown in Table 4.

Table 4. The results of Fe and Cu content estimation models.

| Estimation Model of Elements | R²  | RMSE | SD  | RPD |
|-----------------------------|-----|------|-----|-----|
| Fe                          | 0.89| 0.82 | 6.51| 7.93|
| Cu                          | 0.82| 0.40 | 8.28| 20.48|

In the BP neural network, the hidden layer selects the logsig-moid type function, and the output layer selects the pureline type linear neuron so that the output of the entire network can be taken as an arbitrary value. The training function selects the trainlm to forward train the network by the Levenberg-Marquardt rule. The maximum number of model iterations is 1000, the allowable error is 0.001, the smoothing factor is 0.1, the penalty factor is 0.001, the initial learning rate is 0.5, and the maximum learning frequency is 5000 times. If the learning frequency is greater than 5000 times and the limit of the learning error is still not reached, then the model needs to start running again.

From the results in Table 4, it is found that the R² of the Fe content estimation model is 0.89, the RMSE is 0.82, and the RPD is 7.93, and the R² of the Cu content estimation model is 0.82, the RMSE is 0.4, and the RPD is 20.48. Overall, the RMSE of the Cu content estimation model is smaller than that of the Fe content estimation model; the RPD of the Cu content estimation model is much higher than that of the Fe content estimation model. This result shows that the Cu content estimation model based on the BP neural network has high precision and excellent prediction ability.

To further verify the accuracy of the estimation model of Fe and Cu contents, a regression model inspection diagram between the predictive value of the model estimates and the measured values of Fe and Cu contents needs to be established, as shown in Figure 9. In the graph, the dotted line represents the 1:1 standard reference line and the solid line represents the linear fitting line. In the accuracy inspection chart of the estimation model of Fe content, the R² is 0.77, the RMSE is 0.08, and the overall accuracy is better. However, the RPD is 0.23 and less than 1.4; it indicates that this model has poor predictive power and cannot accurately predict the samples.

In the accuracy inspection chart of the estimation model for Cu content, the R² is 0.8, the RMSE is 0.1, the 1:1 standard reference line is close to the linear fit line of the sample point, and the deviation is small. In addition, the RPD is 1.79 and more than 1.4, which indicates that the BP neural network estimation model of Cu content has good accuracy and strong predictive ability, and it can accurately predict the Cu content in the sample.
4. Discussion

4.1. The Innovation of Fe and Cu Content Estimation

To improve the repeatability and accuracy of the LIBS quantitative analysis, some scholars have combined LIBS technology with chemical measurement methods [54]. Through these studies, it can be found that most of the quantitative analysis of LIBS rarely models and estimates the heavy metal contents in the natural environments and cannot quickly invert the heavy metals in the field water samples.

This research creatively uses the contents of Fe and Cu in water samples, which are measured by an atomic absorption spectrophotometer, and the characteristic curves of Fe and Cu in LIBS for regression modelling are analysed to give Fe and Cu content estimation models. Therefore, the contents of Fe and Cu in an unknown water body can be estimated by using LIBS technology, and the rate of water quality detection can be improved.

4.2. The Shortages of LIBS Data Acquisition and Processing

There are still some problems and difficulties in the LIBS experiment and post-processing operations that need further study. In arid areas, the contents of heavy metals in inland lakes are relatively low, and they are categorized as trace elements [55]. The intensities of element characteristic lines in the LIBS of the water are weak and cannot be easily measured. When excitation radiation generates the characteristic spectrum, there is a relatively strong and continuous background. At the same time, the spectral lines in LIBS are affected by the combined effects of various broadening mechanisms, resulting in a poor resolution of the elemental spectrum [56]. The use of conventional quantitative methods to detect the contents of heavy metals in water may cause large measurement errors. In addition, fluctuations in the experimental system parameters (lens-to-sample [57], detection angle [58], laser pulse energy [59], gas composition and pressure [60]) might result in changes in the instability of the LIBS signal. The problem with instability in LIBS data can be solved to a certain extent by the average of multi-pulsed LIBS data, but how to improve the stability of the spectral signal is still a problem in quantitative detection.

4.3. The Applicability of the Estimation Model

BP neural networks have strong predictive functions, which help weaken the influence of the matrix effect [61]. Sirven et al. (2014) contrasted the traditional quantitative analysis method, the PLSR method, with a BP neural network combined with LIBS technology to detect the content of Cr in soil [62]. The results showed that the BP neural network estimated model is more accurate. Therefore, the BP neural network estimation model of heavy metal content, which is based on LIBS technology, has important application value and prospects. In addition, there is currently little research on
inversion of the contents of heavy metals in water samples from semi-arid areas using the LIBS technique. Therefore, this study can provide some reference for detecting the contents of heavy metals in water samples by the LIBS technique.

The ecological environment of the Ebinur Lake wetland reserve is extremely fragile. The heavy metal content in the Ebinur Lake area can be used as one of ecological environmental evaluation factors. The Fe and Cu content is a typical water contaminated heavy metal, reflecting the heavy metal content in the Ebinur Lake basin at a certain level. It is of great significance to monitor environmental pollution and for that reason Ebinur Lake was chosen as the research area to measure the content of Fe and Cu. However, this research is limited to a study in the Ebinur Lake Basin in an arid/semi-arid area. The precision of Fe and Cu content estimation models based on LIBS spectral characteristic peaks needs further research and demonstration. In addition, the Fe and Cu content estimation models are not universal, and the application and promotion in other regions still need further exploration.

5. Conclusions

This study creatively uses the Fe and Cu contents in water samples and the characteristics of their spectral curves in LIBS for regression modelling analysis through a K-means cluster analysis, a BP neural network and other machine learning algorithms. And estimates the Fe and Cu contents using models with the goal of being able to estimate their contents in an unknown water body by using LIBS technology, thus improving the detection rate. This study found the following:

(1) The content of Cu in the Ebinur Lake Basin is higher than that of Fe in general. The average contents of Fe and Cu were highest in Ebinur Lake, and the contents of Fe and Cu were lowest in the Jing River.

(2) A number of peaks were found from the LIBS curve. The characteristic analysis lines of Fe and Cu were finally determined according to factors such as intensities of the characteristic lines for Fe and Cu, transition probability and high S/B. Their wavelengths were 396.3 and 324.7 nm, respectively.

(3) The RPD of the Fe content BP neural network estimation model is 0.23, and the prediction ability is poor; thus, it is impossible to accurately predict the Fe contents of a sample. In the BP neural network estimation model of Cu content, the R² is 0.8, the RMSE is 0.1 and the RPD is 1.79. This result indicates that the BP neural network estimation model of Cu content has good accuracy and strong predictive ability and can accurately predict the Cu content in the sample.

The research underlines that the proposed method improves the accuracy and efficiency of quantitative measures of Cu and Fe in water by LIBS, but the method results are not comparable with those of other classical LIBS data processing methods, which are calibration curve and calibration free, therefore, it is necessary to perform further comparative research explorations in the future.

**Author Contributions:** Conceptualization, F.Z. and X.Z.; Methodology, F.Z. and X.Z.; Software, X.Z.; Validation, X.Z.; Formal Analysis, X.Z. and S.Z.; Investigation, X.Z., S.Z. and A.Y.; Resources, F.Z.; Data Curation, X.Z. and S.Z.; Writing-Original Draft Preparation, X.Z. and PS.; Writing-Review & Editing, X.Z., H.-T.K. and A.Y.; Visualization, X.Z. and S.Z.; Supervision, F.Z.; Project Administration, F.Z.; Funding Acquisition, F.Z.

**Funding:** This research was carried out with financial support provided by the National Natural Science Foundation of China (Xinjiang Local Outstanding Young Talent Cultivation) (Grant No. U1503302), the Scientific and Technological Talent Training Programme of Xinjiang Uygur Autonomous Region (Grant No. QN2016Q0041), and the Tianshan Talent Project of Xinjiang Uygur Autonomous Region (400070010209).

**Acknowledgments:** The authors wish to thank the reviewers for providing helpful suggestions to improve this manuscript.

**Conflicts of Interest:** The authors declare no conflict of interest.
References

1. Guo, M.; Wu, W.; Zhou, X.; Chen, Y.; Li, J. Investigation of the dramatic changes in lake level of the Bosten lake in Northwestern China. Theor. Climatol. 2015, 119, 341–351. [CrossRef]

2. Xiao, J.; Jin, Z.; Wang, J.; Zhang, F. Major ion chemistry, weathering process and water quality of natural waters in the Bosten Lake catchment in an extreme arid region, NW China. Environ. Earth Sci. 2015, 73, 3697–3708. [CrossRef]

3. Zhang, Q.; Xu, H.; Li, Y.; Fan, Z.; Zhang, P.; Yu, P.; Ling, H. Oasis evolution and water resource utilization of a typical area in the inland river basin of an arid area: A case study of the Manas River valley. Environ. Earth Sci. 2012, 66, 683–692. [CrossRef]

4. Cui, B.; Zhang, Q.; Zhang, K.; Liu, X.; Zhang, H. Analyzing trophic transfer of heavy metals for food webs in the newly-formed wetlands of the Yellow River Delta, China. Environ. Pollut. 2011, 159, 1297–1306. [CrossRef] [PubMed]

5. Duodu, G.O.; Goonetilleke, A.; Ayoko, G.A. Comparison of pollution indices for the assessment of heavy metal in Brisbane River sediment. Environ. Pollut. 2016, 219, 1077–1091. [CrossRef] [PubMed]

6. Koelmel, J.; Amarasiriwardena, D. Imaging of metal bioaccumulation in Hay-scented fern (Dennstaedtia punctilobula) rhizomes growing on contaminated soils by laser ablation ICP-MS. Environ. Pollut. 2012, 168, 62–70. [CrossRef] [PubMed]

7. Massadeh, A.M.; Alomary, A.A.; Mir, S.; Momani, F.A.; Haddad, H.I.; Hadad, Y.A. Analysis of Zn, Cd, As, Cu, Pb, and Fe in snails as bioindicators and soil samples near road by ICP-OES. Environ. Sci. Pollut. Res. 2016, 23, 13424–13431. [CrossRef] [PubMed]

8. Rao, K.S.; Balaji, T.; Rao, T.P.; Babu, Y.; Naidu, G.R.K. Determination of iron, cobalt, nickel, manganese, zinc, copper, cadmium and lead in human hair by inductively coupled plasma-atomic emission spectrometry. Spectroc. Acta Pt. B-Atom. Spectr. 2002, 57, 1333–1338.

9. Dasa¸s, T.; Saçmacı, Ş.; Çankaya, N.; Soykan, C. A new synthesis, characterization and application chelating resin for determination of some trace metals in honey samples by FAAS. Food Chem. 2016, 203, 283–291. [CrossRef] [PubMed]

10. Siraj, K.; Kitte, S.A. Analysis of copper, zinc and lead using atomic absorption spectrophotometer in ground water of Jimma town of Southwestern Ethiopia. Int. J. Chem. Anal. Sci. 2013, 4, 201–204. [CrossRef]

11. Turdi, M.; Abuduwaili, J.; Jiang, F.Q. Distribution characteristics of soil heavy metal content in northern slope of Tianshan Mountains and its source explanation. Chin. J. Eco-Agric. 2013, 21, 883–890.

12. O’Neil, M.; Niemiec, N.A.; Demko, A.R.; Petersen, E.L.; Kulatilaka, W.D. Laser induced breakdown spectroscopy based detection of metal particles released into the air during combustion of solid propellants. Appl. Optics 2018, 57, 1910–1917. [CrossRef] [PubMed]

13. Ji, G.; Ye, P.; Shi, Y.; Yuan, L.; Chen, X.; Yuan, M.; Zhu, D.; Chen, X.; Hu, X. Laser-Induced Breakdown Spectroscopy for Rapid Discrimination of Heavy-Metal-Contaminated Seafood Tegillarca granosa. Sensors 2017, 17, 2655. [CrossRef] [PubMed]

14. Noda, M.; Deguchi, Y.; Iwasaki, S.; Yoshikawa, N. Detection of carbon content in a high-temperature and high-pressure environment using laser-induced breakdown spectroscopy. Spectroc. Acta Pt. B-Atom. Spectr. 2002, 57, 701–709. [CrossRef]

15. Barbini, R.; Colao, F.; Lazic, V.; Fantoni, R.; Palucci, A.; Angelone, M. On board LIBS analysis of marine sediments collected during the XVI Italian campaign in Antarctica. Spectroc. Acta Pt. B-Atom. Spectr. 2002, 57, 1203–1218. [CrossRef]

16. Noll, R.; Bette, H.; Brysch, A.; Kraushaar, M.; Mönch, I.; Peter, L.; Sturm, V. Laser-induced breakdown spectrometry—applications for production control and quality assurance in the steel industry. Spectroc. Acta Pt. B-Atom. Spectr. 2001, 56, 637–649. [CrossRef]

17. Schmidt, N.E.; Goode, S.R. Analysis of aqueous solutions by laser-induced breakdown spectroscopy of ion exchange membranes. Appl. Spectrosc. 2002, 56, 370–374. [CrossRef]

18. Gondal, M.A.; Hussain, T. Determination of poisonous metals in wastewater collected from paint manufacturing plant using laser-induced breakdown spectroscopy. Talanta 2007, 71, 73–80. [CrossRef] [PubMed]

19. Hussain, T.; Gondal, M.A. Detection of toxic metals in waste water from dairy products plant using laser induced breakdown spectroscopy. Bull. Environ. Contam. Toxicol. 2008, 80, 561. [CrossRef] [PubMed]
20. Järvinen, S.T.; Saari, S.; Keskinen, J.; Toivonen, J. Detection of Ni, Pb and Zn in water using electrodynamic single-particle levitation and laser-induced breakdown spectroscopy. Spectrochim. Acta Pt. B-Atom. Spectr. 2014, 99, 9–14.

21. Bhatt, C.R.; Jain, J.C.; Goueguel, C.L.; McIntyre, D.L.; Singh, J.P. Measurement of Eu and Yb in aqueous solutions by underwater laser induced breakdown spectroscopy. Spectrochim. Acta Pt. B-Atom. Spectr. 2017, 137, 8–12. [CrossRef]

22. Jia, R.; Zhou, J.; Zhou, Y.; Li, Q.; Gao, Y. A Vulnerability Evaluation of the Phreatic Water in the Plain Area of the Junggar Basin, Xinjiang Based on the VDEAL Model. Sustainability 2014, 6, 8604–8617. [CrossRef]

23. Hwang, S.J.; Moon, S.K.; Kim, S.E.; Kim, J.H.; Choi, S.W. Production of uniform emulsion droplets using a simple fluidic device with a peristaltic pump. Macromol. Res. 2014, 22, 557–561. [CrossRef]

24. Liu, X.L.; Li, J.G.; Li, X.; Wang, Q.L.; Zhang, L.F.; Liao, W.L. Digital drainage network model of ebinur lake basin of bortala mongol autonomous prefecture based on DEM data. Appl. Mech. Mater. 2014, 522, 1161–1165. [CrossRef]

25. Wang, X.; Zhang, F.; Ghulam, A.; Trumbo, A.L.; Yang, J.; Ren, Y.; Jing, Y. Evaluation and estimation of surface water quality in an arid region based on EEM-PARAFAC and 3D fluorescence spectral index: A case study of the Ebinur Lake Watershed, China. Catena 2017, 155, 62–74. [CrossRef]

26. Wang, X.; Zhang, F.; Ding, J. Evaluation of water quality based on a machine learning algorithm and water quality index for the Ebinur Lake watershed. Sci. Rep. 2017, 7, 12858. [CrossRef] [PubMed]

27. Peng, X.L.; Li, Z.H.; Qiang, D.Z. Determination of cadmium content in the food paper and plastic packaging materials with wet digestion-flame atomic absorption spectrometry. In Proceedings of the 2012 International Conference on Biobase Material Science and Engineering, Changsha, China, 21–23 October 2012.

28. Salle, B.; Lacour, J.L.; Mauchien, P.; Fichet, P.; Maurice, S.; Manhes, G. Comparative study of different methodologies for quantitative rock analysis by laser-induced breakdown spectroscopy in a simulated Martian atmosphere. Spectrochim. Acta Pt. B-Atom. Spectr. 2006, 61, 301–313.

29. Hwang, S.J.; Moon, S.K.; Kim, S.E.; Kim, J.H.; Choi, S.W. Production of uniform emulsion droplets using a simple fluidic device with a peristaltic pump. Macromol. Res. 2014, 22, 557–561. [CrossRef]

30. Nge, P.N.; Rogers, C.I.; Woolley, A.T. Advances in microfluidic materials, functions, integration, and applications. Chem. Rev. 2013, 113, 2550–2583. [CrossRef] [PubMed]

31. Martin, M.Z.; Mayes, M.A.; Heal, K.R.; Brice, D.J.; Nullscherger, S.D. Investigation of laser-induced breakdown spectroscopy and multivariate analysis for differentiating inorganic and organic C in a variety of soils. Spectrochim. Acta Pt. B-Atom. Spectr. 2013, 87, 100–107. [CrossRef]

32. Radziemski, L.; Cremers, D. A brief history of laser-induced breakdown spectroscopy: From the concept of atoms to LIBS 2012. Acta Pt. B-Atom. Spectr. 2013, 87, 3–10. [CrossRef]

33. Caridi, F. Laser-induced breakdown spectroscopy: Theory and applications, edited by Sergio Musazzi and Umberto Perini. Contemp. Phys. 2017, 58, 273. [CrossRef]

34. Mccammon, D.; Almy, R.; Apodaca, E.; Bergmannstiet, W.; Cui, W.; Deiker, S.; Morgenthaler, J.P. A high spectral resolution observation of the soft x-ray diffuse background with thermal detectors. Astrophys. J. 2002, 576, 188. [CrossRef]

35. Sobron, P.; Wang, A.; Sobron, F. Extraction of compositional and hydration information of sulfates from laser-induced plasma spectra recorded under Mars atmospheric conditions—Implications for ChemCam investigations on Curiosity rover. Spectrochim. Acta Pt. B-Atom. Spectr. 2012, 68, 1–16. [CrossRef]

36. Ke, K.E.; Yong, L.; Can-Can, Y.I. Improvement of convex optimization baseline correction in laser-induced breakdown spectral quantitative analysis. Spectrosc. Spectr. Anal. 2018, 38, 2256–2261.

37. Zhang, B.; Sun, L.X.; Yu, H.B. An improving method for background correction in laser induced breakdown spectroscopy. Appl. Mech. Mater. 2015, 751, 86–91. [CrossRef]

38. Mallat, S.G. A theory for multiresolution signal decomposition: The wavelet representation. IEEE Trans. Pattern Anal. Mach. Intell. 1989, 11, 674–693. [CrossRef]

39. Gilles, J. Empirical wavelet transform. IEEE Trans. Signal Process. 2013, 61, 3999–4010. [CrossRef]

40. Aballe, A.; Bethencourt, M.; Botana, F.J.; Marcos, M. Using wavelets transform in the analysis of electrochemical noise data. Electrochim. Acta 1999, 44, 4805–4816. [CrossRef]

41. Lu, C.; Shi, B.; Chen, L. Hybrid BP-GA for multilayer feedforward neural networks. IEEE Int. Conference Electron. Circuit Syst. 2000, 2, 958–961.
42. Cheng, C.G.; Yu, P. Recognition of MIR data of semen armeniacae amarum and semen persicae using discrete wavelet transformation and bp-artificial neural network. *Spectroscopy* 2012, 27, 253–264. [CrossRef]

43. Taormina, R.; Chau, K.W.; Sivakumar, B. Neural network river forecasting through baseflow separation and binary-coded swarm optimization. *J. Hydrol.* 2015, 529, 1788–1797. [CrossRef]

44. Wu, C.; Chau, K.W. Rainfall–runoff modeling using artificial neural network coupled with singular spectrum analysis. *J. Hydrol.* 2011, 399, 394–409. [CrossRef]

45. Pan, H.; Wang, X.Y.; Chen, Q.; Huang, S.L. Application of BP neural network based on genetic algorithm. *Comput. Appl.* 2005, 25, 2777–2779.

46. Li, Z.; Zhang, J. Application of the combination of genetic algorithm and artificial neural network on crop yield estimation in Jilin Province. *Acta Ecologica Sinica* 2001, 21, 716–720.

47. Verma, M.; Srivastava, M.; Chack, N.; Diswar, A.K.; Gupta, N. A comparative study of various clustering algorithms in data mining. *Int. J. Comput. Sci. Mob. Comput.* 2014, 3, 1379–1384.

48. Jain, A.K.; Maheswari, S. Survey of recent clustering techniques in data mining. *Int. J. Comput. Sci. Manag. Res.* 2012, 3, 72–78.

49. Berkhin, P. *A Survey of Clustering Data Mining Techniques*. Grouping Multidimensional Data; Springer: Berlin/Heidelberg, Germany, 2006; pp. 43–71, ISBN 978-3-540-28349-2.

50. Rozakamanarivo, R.H.; Grinand, C. Utilisation of organic carbon stocks in eucalyptus plantations of the central highlands of Madagascar: A multiple regression approach. *Geoderma* 2011, 162, 335–346. [CrossRef]

51. Dernoncourt, D.; Hanczar, B.; Zucker, J.D. Stability of ensemble feature selection on high-dimension and low-sample size data: Influence of the aggregation method. In *Proceedings of the International Conference on Pattern Recognition Applications and Methods*, Angers, France, 6–8 March 2014.

52. Agranat, M.B.; Andreev, N.E.; Ashitkov, S.I.; Ve˘ısman, M.E.; Levashov, P.R.; Ovchinnikov, A.V.; Sitnikov, D.S.; Fortov, V.E.; Khishchenko, K.V. Determination of the transport and optical properties of a nonideal solid-density plasma produced by femtosecond laser pulses. *JETP Lett.* 2007, 85, 271–276. [CrossRef]

53. Durgesh, K.T.; Rohit, K.; Devendra, K.C.; Awadhesh, K.R.; Dane, B. Laser-induced breakdown spectroscopy for the study of the pattern of silicon deposition in leaves of saccharum species. *Instrum. Sci. Tech.* 2011, 39, 510–521.

54. Senesi, G.S.; Dell’Aglio, M.; Gaudioso, R.; Giacomo, A.D.; Zaccoone, C.; Pascale, O.D. Heavy metal concentrations in soils as determined by laser-induced breakdown spectroscopy (ibs), with special emphasis on chromium. *Environ. Res.* 2009, 109, 413–420. [CrossRef] [PubMed]

55. Guan, Q.; Wang, L.; Wang, L.; Pan, B.; Zhao, S.; Zheng, Y. Analysis of trace elements (heavy metal based) in the surface soils of a desert–loess transitional zone in the south of the tengger desert. *Environ. Earth Sci.* 2014, 72, 3015–3023. [CrossRef]

56. Kurniawan, K.H.; Lie, T.J.; Suliyanti, M.M.; Hedwig, R.; Pardee, M.; Kurniawan, D.P.; Kagawa, K. Quantitative analysis of deuterium using laser-induced plasma at low pressure of helium. *Anal. Chem.* 2014, 78, 5768–5773. [CrossRef] [PubMed]

57. Bassiotis, I.; Diamantopoulou, A.; Giannoudakos, S.; Roubani-Kalantzopoulou, F.; Kompitsas, M. Effects of experimental parameters in quantitative analysis of steel alloy by laser-induced breakdown spectroscopy. *Spectroc. Acta Pt. B-Atom. Spectr.* 2001, 56, 671–683. [CrossRef]

58. Geertsen, C.; Lacour, J.L.; Mauchien, P.; Pierrard, L. Laser-induced breakdown spectroscopy of composite samples: Comparison of advanced chemometrics methods. *Anal. Chem.* 2006, 78, 1462–1469. [CrossRef] [PubMed]

© 2018 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).