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Abstract

Online forums and social media platforms provide noisy but valuable data everyday. In this paper, we propose a novel end-to-end neural network based user embedding system, Author2Vec. The model incorporates sentence representations generated by BERT (Bidirectional Encoder Representations from Transformers) (Devlin et al., 2018) with a novel unsupervised pre-training objective, authorship classification, to produce better user embedding that encodes useful user-intrinsic properties. This user embedding system was pre-trained on post data of 10k Reddit users and was analyzed and evaluated on two user classification benchmarks: depression detection and personality classification, in which the model proved to outperform traditional count-based and prediction-based methods. We substantiate that Author2Vec successfully encoded useful user attributes and the generated user embedding performs well in downstream classification tasks without further finetuning.

1 Introduction

With the rising popularity of various social media, there is also a rising need for understanding social media users. In recent years, natural language processing (NLP) has gained increasing popularity and is now widely used in many natural language understanding tasks. Capable language models, such as BERT and XLNet (Yang et al., 2019), have been developed recently. These new technologies can enable the analysis of additional features of social media users from the user-generated textual data.

Much work have shown that NLP technologies can be used to understand the demography of social media (Xu et al., 2012), political leaning (Kosinski et al., 2013; Pennacchiotti and Popescu, 2011; Schwartz et al., 2013), emotions (Ofoghi et al., 2016), personality and sexual orientation (Kosinski et al., 2013) of the users.

In terms of mental status of social media users, Mitchell et al. (2015) showed that linguistic traits are predictive of schizophrenia, while Preotă-Pietro et al. (2015) investigated the link between personality types, social media behavior, and psychological disorders, such as depression and Post Traumatic Stress Disorder (PTSD). They suggest that certain personality traits are correlated to mental illnesses.

User profiling has become one of the hottest research topics in social media analysis, and has been applied to various domains, such as discovering potential business customers and generating intelligent marketing reports for different brands (Li et al., 2019). Latent user characteristics such as brand preferences (Pennacchiotti and Popescu, 2011) are also of great importance for marketing.

Given the interest in understanding social media users, we investigated how recent NLP developments could be used to facilitate social media user analysis. We aimed at creating an end-to-end user embedding system to generate effective and discriminative embedding for social media users themselves. We expected that even without further finetuning or feature engineering on user post corpora for specific classification tasks, our pre-trained framework could still showcase a good performance in classification for unseen users and their posts.

The main contributions of this paper are:
1. We proposes an end-to-end framework for user embedding generation, which was built upon the sentences embedding generated by a BERT model.
2. We evaluate our generated user embedding on several existing social media user benchmarks and compared the classification ability of our user embedding with that of other baseline models.
2 Related Work

2.1 Social media user modelling and attribute classification

Much work has been done to model the behaviors of social media users. Most of the existing user modelling methods build profiles for each user based on their tweets or posts by extracting key words (Chen et al., 2010), entities (Abel et al., 2011), categories (Michelson and Macskassy, 2010) or latent topics (Hong and Davison, 2010). Xu et al. (2012) incorporated three factors into modelling social media users: breaking news happening at that moment, posts published by their friends recently and their intrinsic interests. However, their examination focused more on the posting behaviors of social media users rather than general author attributes.

In terms of attribute classification, previous research has mostly focused on feature engineering (Mueller and Stumme, 2016; Alowibdi et al., 2013; Sloan et al., 2015). However, feature engineering generally requires a lot of manual labor to design and extract task-specific features. Moreover, to achieve the ideal performance, different features are extracted for different attributes, which may limit the scalability of learned classification models (Li et al., 2019). Many of these studies were based on traditional machine learning classifiers (Rahimi et al., 2015; Sesa-Nogueras et al., 2016; Volkova et al., 2015). However, recently some neural network methods were also adopted to construct a large framework combining different features. For example, Li et al. (2019) proposed a complex neural network with an attention mechanism to incorporate a text-based embedding and a network embedding characterising the social engagement of the users.

2.2 Text-based user embedding

The purpose of a text-based user embedding is to map a sequence of social media posts by the same author into a vector representation which captures the linguistic or higher-level features expressed in the text. There are many practical methods for encoding the users, which will be explored in the following sections.

2.2.1 Count-based methods

Latent Dirichlet Allocation (LDA) (Blei et al., 2003) is a popular generative graphical model for embedding generation (Schwartz et al., 2013; Hu et al., 2016). Latent Semantic Analysis / Indexing (LSA/LSI) (Deerwester et al., 1990) using Singular Value Decomposition (SVD) and Principle Component Analysis (PCA) has also been used (Kosinski et al., 2013). These are Bag-of-Words models which characterise the topic composition of the posts.

2.2.2 Prediction-based methods

Word2Vec (Mikolov et al., 2013), as well as Global Vectors for Word Representation (GloVe) (Pennington et al., 2014) and other variants, are popular neural network-based models for extracting dense vector representation of words. They have been used in many NLP applications including generating user embedding, where all the word vectors are aggregated by methods such as averaging (Benton et al., 2016; Ding et al., 2017). Its extension, Doc2Vec (Le and Mikolov, 2014), can generate dense low dimensional vectors for a document while the Paragraph Vector Model (Le and Mikolov, 2014) is an alternative choice for researchers (Song and Lee, 2017; Yu et al., 2016). There are two typical methods for learning a user embedding from such vector representations: either concatenating all the posts from the same user (User-D2V), or simply deriving a user embedding from all the post vectors from the same person using some pooling methods (Post-D2V).

Furthermore, Recurrent Neural Network (RNN) models such as Long Short-Term Memory (LSTM) (Hochreiter and Schmidhuber, 1997) were also used to capture temporal information, for example, the posting order of user posts (Zhang et al., 2018).

2.3 Social media depression detection

Pirina and Çöltekin (2018) proposed a promising way to prepare and collect data for a social media user depression classification task. They evaluated the classification task using several different configurations of linear Support Vector Machines (SVMs) with bag-of-n-grams (BON) (Bespalov et al., 2011) features.

2.4 Social media personality classification

The Myers Briggs Type Indicator (MBTI) (Myers et al., 1998) is a personality type system that groups personalities into 16 distinct types across 4 axes, shown in Table 1.

Gjurković and Šnajder (2018) introduced a new, large-scale dataset MBTI9k. They carefully
scraped around 9,700 Reddit users and labeled their MBTI personality types. To classify the users’ personality, they utilised and engineered many different features such as user activity and posting behavior features, type-token ratio, and LIWC features (Pennebaker et al., 2015).

3 Author2Vec User Embedding System

In this section, we described the pipeline we followed to build the Author2Vec model for Reddit users, as was shown in Figure 1.

3.1 Data collection and preprocessing

We scraped 340,000 active users’ posts (users who had posted more than 20 posts) from several subreddits \(^1\) using the Pushshift Reddit API (https://github.com/pushshift/api). We randomly picked 10,000 as our experimental users in this section. For each selected user, we would scrape their most recent 500 posts as the input to our system.

A pre-trained BERT model (the Base Uncased 12-layer, 768-hidden, 12-heads, 110M parameters model) was used to extract post representations. Each post was tokenized using the BERT Byte-Pair Encoding tokenizer, and was ruled out if it:

1. contained a large portion of non-textual or meaningless data, for example repetitive letters or a single picture/video link, or
2. contained fewer than 20 tokens.

The posts were then fed into the BERT pipeline powered by bert-as-service (Xiao, 2018). For each post, 12 layers of 512 (time dimension) \(\times\) 768 (feature dimension) embedding were generated. Each post was tokenized using the BERT Byte-Pair Encoding tokenizer, and was ruled out if it:

- contained a large portion of non-textual or meaningless data, for example repetitive letters or a single picture/video link, or
- contained fewer than 20 tokens.

After pre-processing, we gained a list of 3072-dimension embedding vectors to represent each author, which would be fed into the Author2Vec system as input.

3.2 Authorship classification pre-training

To obtain a text-based end-to-end embedding model that can extract a good encoding of an author based on their posts, we propose a novel unsupervised pre-training objective, authorship prediction.

During pre-training, a MLP classifier would be attached to the embedding model to allow classification. Each training sample contained a subset of the posts of a randomly-picked author. The model was trained to predict the author of the posts.

After pre-training stage, the MLP classifier could be removed to obtain the target embedding model.

3.3 Model Architecture

Overall, our embedding model comprises of a 512 units Bidirectional Gated Recurrent Unit (GRU) (Cho et al., 2014) that converted a variable number of post embedding of the same author to a fixed-length vector, followed by a 768 units linearly activated K-Sparse encoding layer (Makhzani and Frey, 2013) that could learn to give sparse encoding of the an author. During the pre-training stage, a MLP of 256 units ReLU-activated hidden layers would be attached to the K-Sparse encoding layer to classify a number of different authors. During the inference stage, the K-Sparse outputs would be used directly to give user embedding. The GRU mentioned here is a gating mechanism in a recurrent neural network, which allows the use of fewer parameters and leads to faster convergence (Chung et al., 2014). Making GRU Bidirectional wrapper allows information to flow along both directions, which should further boost performance.

The K-sparse encoding layer aforementioned is a layer which allows only the \(k\) most significant values to pass while the other insignificant values will be set to zero. This mechanism could yield more semantic features and act as a good regularization against overfitting. In our model, the sparsity level \(k\) was set to 32 during pre-training stage and 64 during inference stage.

3.4 Baseline LSI Author2Vec

We used the traditional count-based method Latent Semantic Indexing (LSI) as our baseline post

---

\(^1\)e.g. r/depression, r/relationship_advice, r/offmychest, r/IAmA, r/needadvice, r/thu, r/confessions, r/confession, r/TrueOffMyChest, r/confidence, r/socialanxiety, r/Anxiety, r/socialskills, r/happy
Figure 1: Three Stages of Proposed Author2Vec System: 1) Convert user’s posts to post embedding. 2) pre-train Author2Vec on authorship classification. 3) Apply user embedding to downstream tasks.

Gensim (https://radimrehurek.com/gensim) was used to implement LSI. After removing tokens that were contained in fewer than 10 posts or in more than 30% of all posts, term frequency-inverse document frequency (TF-IDF) (Salton and Buckley, 1988) was applied on each post before LSI to boost performance. Finally a vector of length 500 was calculated for each post. We then used the same pipeline as BERT-based Author2Vec pre-training to build an LSI-based Author2Vec model for comparison.

To make the comparison fair, we used the same preprocessing method for both the LSI-based system and the BERT-based system.

3.5 Evaluation

To evaluate and compare the performance in “authorship” classification, we trained a smaller version of the Author2Vec model for both LSI post embedding and BERT post embedding on a subset of users. We picked 3000 Reddit users who had more than 80 valid posts. For each user, 40 of their posts were used to generate test data, and the rest were used to generate training data. We fixed the training and testing partitions which means the training posts and the testing posts were the same in each system. Note that the test data here was purely for evaluation purpose. During actual pre-training of Author2Vec, to fully utilize the available data, all posts would be used to train the model and test data would be absent.

As was shown in Table 2, even though the LSI model obtained a higher performance on the training set, it overfitted significantly on the test set. On the other hand, the BERT representation achieved 10% higher top-5 and top-1 accuracy on the test set, which demonstrated that the BERT based Author2Vec representation could encode more distinguishing features of a large number of users and is more suitable for our purpose.

Table 2: Accuracy and top-5 accuracy of training and test set for different models (best performance in bold)

| Model  | Partition | Accuracy | Top-5 acc. |
|--------|-----------|----------|------------|
| LSI_500| training  | 95.73    | 99.89      |
| BERT_3072 | training | 95.14    | 99.43      |
| LSI_500| test      | 65.43    | 81.47      |
| BERT_3072 | test    | 74.22    | 91.21      |
4 Preliminary Embedding Evaluation

To gain a preliminary understanding of user embedding generated by Author2Vec, we visualized and then quantitatively evaluated the 768-dimension sparse embedding via a simple task: gender classification.

In this and all the following sections, the Author2Vec model was pre-trained on 10,522 different Reddit users, using the proposed preprocessing methods and the embedding system described in Section 3.

4.1 Dataset

“Gender statistics of /r/RateMe” (https://www.kaggle.com/nikkou/gender-statistics-of-rrateme) was a database that collected and parsed the posts on “RateMe” subreddit where people posted their age, gender together with their selfies, welcoming ratings from other social media users. The labels included but are not limited to gender and age parsed from the posts. The dataset contained around 295,000 posts and there were 4,991 active authors who had more than 20 posts in their accounts. Their recent posts (up to 500 posts) were collected and pre-processed as we mentioned in Section 3.1. After removing the authors with unknown gender (failed to parse), 4802 authors remained in our database, among which there were 4073 males and 729 females. Note that these authors do not overlap with the users in pre-training stage.

4.2 Visualisation

Using the pre-trained Author2Vec model, the embedding sequence of the posts of each author (dimension: number of posts × 3072) were transformed into a user embedding vector (dimension: 1 × 786).

t-Stochastic Neighbor Embedding (t-SNE) (Maaten and Hinton, 2008) is a convenient tool for automated dimension reduction and visualisation. It transfers the data similarity into probability and then projects the data onto a lower dimension space. We plotted the user embedding onto a 2-D graph using t-SNE, demonstrating the ability of our embedding to distinguish between different genders. As was shown in Figure 3, the red points (females) formed three clear clusters. This gave the intuition that the user embedding generated by our pre-trained Author2Vec successfully encoded some intrinsic properties of unseen users, in this case, gender information.

4.3 Validation

In order to validate the intuition given by the visualisation step and evaluate the ability of generalisation on gender classification, we fed the user embedding of each user into an MLP with one ReLU activated 256-dense hidden layer to predict gender of unseen Reddit users. A 10-fold cross validation was performed during evaluation. To evaluate the performance of our model under extreme conditions, we also tried reversed 10-fold: train our model with only one fold and test it on all the remaining nine folds of data. To correctly reflect the classification performance on an unbalanced dataset (male-female ratio of 5.59), the average value and standard deviation of the weighted F1-score of each cross validation were reported.

The results of 10-fold and 10-fold-reverse cross validation were shown in Table 3. In reverse 10-fold, even with very little training data (480 users), the MLP classification result based on Author2Vec user embedding gave a weighted F1-score of as high as 0.897. This result demonstrated that the pre-trained embedding model could give very robust and discriminative author embedding even on unseen users.

Figure 3: Visualisation of user embedding labelled with gender (blue for male and red for female)

5 Benchmark Evaluation

To further explore the potential of our user embedding system, we evaluated our system on two Reddit-based user classification benchmarks: Depression Detection and MBTI Personality Classification. For each benchmark, we built several
Table 3: 10-fold and 10-fold reverse cross validation results of gender classification

|                | F1-score |        |        |        |
|----------------|----------|--------|--------|--------|
|                | Min.     | Max.   | Avg.   | Std.   |
| 10-fold        | 0.907    | 0.948  | 0.933  | 0.010  |
| 10-fold reverse | 0.887    | 0.910  | 0.897  | 0.007  |

5.1 Baseline embedding model

Overall, we designed three baseline methods to generate user embedding: LSI, LDA and Word2Vec methods.

1. LSI and LDA: For each user, we concatenated all their posts into one large document, and applied LSI or LDA on this document to generate a proxy embedding for the user. This embedding was then used for downstream classification. We implemented embedding dimensions of both 300 and 500 for both methods.

2. Word2Vec: We took the average of all word vectors of all the words in all the posts of each user and use this vector as a proxy embedding for the user. We used the Facebook FastText (https://fasttext.cc/) pre-trained Word2Vec model: crawl-300d-2M, which is a model with 2 million word vectors trained on Common Crawl (600B tokens).

The baseline implementations were different for each benchmark and are introduced in more detail in their respective benchmark sections.

5.2 Depression detection

In this benchmark, we tried to predict whether a user was depressed or not based on their recent posts.

5.2.1 Dataset

Pirina and Çöltekin (2018) suggested that careful selection of the depression data source was important for not obtaining illusionary results for depression classification tasks. Therefore, the following steps were conducted in order to obtain an accurate dataset:

1. We scraped 4,500 authors who had posted in the “r/depression” subreddit, and then collected all of their posts.

2. We manually labelled 3,000 depressed authors according to their posts under the “r/depression” subreddit. Two researchers filtered the data and the inter-rater reliability was ensured by dropping all the authors without achieved consensus.

3. In order to prevent models from learning to attend to depression-related keywords instead of learning the semantics or style of users’ posts to detect depression, we removed all the posts that directly mentioned depression related expressions such as ”depression”, ”depressed” and ”anxiety” and all the posts under depression related subreddits such as ”r/Depression”, ”r/AskDoc” and ”r/mentalhealth”.

4. We collected 3,000 non-depressed authors from the most popular non-depression-related subreddits 2 who did not post any depression-related posts.

Finally, we obtained a dataset of 3,000 depressed authors and 3,000 non-depressed authors without any overlap with pre-training data. The labels were generally convincing given our careful selection process.

5.2.2 Baseline

We implemented all three baseline methods described in Section 5.1 ("LSI", “LDA”, “Word2Vec”). For LSI and LDA models, we implemented versions that were only trained on the 10k user dataset in Section 3 and versions that were trained directly on this 6k user depression dataset. Those models pre-trained on the 10k dataset were denoted with a prefix ”Pre-trained-”.

5.2.3 Visualisation

Figure 4: Visualisation of user embedding labelled with depression (blue for non-depression and red for depression)

2e.g. “r/funny”, “r/gaming”, “r/science” and “r/AskReddit”
We used the visualization method mentioned in Section 4.3 to visualize the embedding generated for depression dataset users. Figure 4 showed a clear polarization of depressed and non-depressed author embedding, which implied that pre-trained Author2Vec successfully captured depression-related intrinsic user attributes.

5.2.4 Evaluation

We performed 5-fold cross validation on both Author2Vec and other baseline user embedding with a logistic regression model. In addition, an MLP with two ReLU activated hidden layers was used to further improve the performance of Author2Vec. The results were shown in Table 4.

Among all the baseline models, LSI_300 gave the highest F1-score of 68%. However, the proposed Author2Vec embedding outperformed all the baseline embedding by at least 2% and the performance was further improved to 72% by a tuned MLP network. The result suggested that Author2Vec could encode other useful information that cannot be fully captured by count-based methods.

5.3 Personality type classification

5.3.1 Dataset

Gjurković and Šnajder (2018) introduced MBTI9k, a Reddit author dataset with convincing MBTI personality type labels (e.g. “INTP”, explained in Table 1). They carefully decided the labels based on users’ flair history (a small banner associated with its author). They also put in manual efforts to collect more authors of less popular MBTI types (ESFJ and ESTJ). The authors with non-unique MBTI type flairs were also ruled out. To avoid models making personality classifications by memorizing keywords, they removed all comments under 122 subreddits that revolved around MBTI-related topics and also those with MBTI-related content.

Due to their careful data selection and label filtering, we chose to evaluate our user embedding on this MBTI9k dataset. However, to keep the consistency of our experiment and maximise the potential of our proposed model which was pre-trained on author posts only, we used only author posts instead of using both posts and comments. We also ruled out less active authors who had fewer than 10 posts under their accounts. The filtered MBTI9k type distribution is shown in Table 5.

5.3.2 Baseline

In this benchmark, we used “Pre-trained-TF-IDF-LSI”, “Pre-trained-LDA” and “Word2Vec” as our baseline embedding model.

5.3.3 Evaluation

Because some of the less popular MBTI types (e.g. ESTJ and ISFJ) had only a small number of authors, we chose to perform binary classification on each axis of MBTI types. We reported F1-score instead of accuracy in order to better characterise the model performance on unbalanced dataset.

As was shown in Table 6, the proposed Author2Vec model outperformed all the other baseline models. It did especially well in E/I and S/N classification. Figure 5 showed the confusion matrix of the whole 16-type classification. The result

| Model                        | Avg.   | Std.   |
|------------------------------|--------|--------|
| LR Pre-trained-TF-IDF-LSI_300| 0.682  | 0.012  |
| LR Pre-trained-TF-IDF-LSI_500| 0.679  | 0.009  |
| LR TF-IDF-LSI_300            | 0.683  | 0.009  |
| LR TF-IDF-LSI_500            | 0.681  | 0.009  |
| LR Pre-trained-LDA_300       | 0.659  | 0.011  |
| LR Pre-trained-LDA_500       | 0.667  | 0.015  |
| LR LDA_300                   | 0.661  | 0.008  |
| LR LDA_500                   | 0.669  | 0.015  |
| LR Word2Vec_300              | 0.653  | 0.010  |

| Proposed Model               |        |        |
|------------------------------|--------|--------|
| LR Author2Vec_768            | 0.702  | 0.015  |
| MLP Author2Vec_768           | **0.720** | 0.015  |

Table 4: Comparison of the baseline and proposed user embedding for depression classification task (best results in bold). [LR denotes logistic regression, MLP denotes multilayer perceptron.]

| type  | number | type  | number |
|-------|--------|-------|--------|
| ISFJ  | 6      | ESFJ  | 6      |
| ISTJ  | 14     | ESTJ  | 8      |
| ISFP  | 19     | ESFP  | 11     |
| ISTP  | 197    | ESTP  | 101    |
| INFJ  | 34     | ENFJ  | 14     |
| INTJ  | 97     | ENTJ  | 41     |
| INFP  | 214    | ENFP  | 175    |
| INTP  | 2801   | ENTP  | 1361   |

Table 5: MBTI type distribution after filtering
Table 6: Comparison of the baseline and proposed user embedding for MBTI type classification task (best results in bold) [LR denotes logistic regression.]

| Model                     | E/I  | S/N  | T/F  | J/P  |
|---------------------------|------|------|------|------|
| LR Word2Vec_300           | 0.548| 0.593| 0.610| 0.504|
| LR TF-IDF-LSI_300         | 0.613| 0.692| 0.672| 0.607|
| LR LDA_300                | 0.566| 0.651| 0.658| 0.554|
| LR TF-IDF-LSI_500         | 0.611| 0.698| 0.676| 0.606|
| LR LDA_500                | 0.606| 0.639| 0.648| 0.574|
| Proposed Model LR Author2Vec_768 | **0.690** | **0.766** | **0.681** | **0.610** |

Figure 5: Heatmap of the confusion matrix

for each type was normalized by the frequency of the type presented in our dataset to achieve better visualization.

6 Conclusion

We introduce a new user embedding framework, Author2Vec, based on BERT, which was pre-trained on an novel unsupervised objective: “Authorship” classification. Due to the abundance of the authorship training data on social media, this method provides a good basis for effectively utilizing user generated data to produce good user embedding that incorporates users’ intrinsic attributes.

After pre-training Author2Vec on 10k randomly selected users, we performed a preliminary analysis by evaluating it on a simple gender classification task. The clear clusters shown in visualization and the classification F1-score of 93.3% suggested that the Author2Vec embedding successfully encodes features of social media users.

We carried out experiments on two personality related benchmarks to further evaluate our user embedding model: depression detection and MBTI personality classification. User data in both datasets were carefully selected and filtered from Reddit forum. In both benchmarks, pre-trained Author2Vec embedding outperformed all the baseline embedding methods including LSI, LDA, and Word2Vec. This demonstrates that pre-trained Author2Vec is able to capture non-trivial intrinsic user features that can not be captured by traditional count-based and prediction-based methods.

7 Future Work

More work is required to utilise the proposed user embedding system. The content on social media platforms is noisy. This makes the data collection, data labelling and data analysis more difficult and tedious. Due to the difficulty in building reliable datasets, we currently only evaluated our embedding system on two benchmarks. However, more benchmarks are needed to further evaluate Author2Vec’s ability to encode users’ intrinsic properties.

Furthermore, the interpretation of the embedding representation remains shrouded. More work is required to investigate the underlying meaning of the user embedding.

We expect our Author2Vec to work well in social-media user related tasks without fine-tuning the entire embedding model on unseen documents. However, experiments using a large corpus might be required as in this paper we pre-trained our model using data only from approximately 10,000 authors on Reddit. Data from other social media platforms could also be tested in our framework to examine the generalizability of our Author2Vec embedding framework.
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