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The fluctuation conductivity of a moderately clean type II superconductor with strong Pauli paramagnetic pair breaking (PPB) is studied by focusing on the quantum regime at low temperatures and in high magnetic fields. First, it is pointed out that, as the PPB effect becomes stronger, the quantum superconducting fluctuation generally enhances so that the renormalized Aslamasov-Larkin (AL) fluctuation conductivity tends to vanish upon cooling above the irreversibility line. Furthermore, by examining other [the DOS and the Maki-Thompson (MT)] terms of the fluctuation conductivity, the field dependence of the resulting total conductivity is found to depend significantly on the type of the vortex lattice (or, glass) ordered state at low temperatures where the strong PPB plays important roles. By comparing the present results on the fluctuation conductivity with insulating and negative magnetoresistance behaviors seen upon entering a PPB-induced novel SC phase of iron selenide (FeSe), it is argued that the vortex matter states of the superconducting order parameter in the second lowest (n = 1) Landau level are realized in FeSe in the parallel field configuration in high fields and at low temperatures.
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I. INTRODUCTION

Conventionally, the electrical conductivity is a reasonable measure of the effects of the critical fluctuation of the superconducting (SC) order parameter [1]. In particular, the resistive broadening [2–5] above a vortex lattice melting field is the most remarkable transport phenomenon in a fluctuating type II superconductor under an applied magnetic field. So far this behavior measuring the width of the vortex liquid regime [6,7] has been studied in detail in the relatively clean superconductors [8,9] in low fields and dirty materials in a broad field range including the low temperature regime [10]. In contrast, the fluctuation effect associated with the vortex state has been rarely discussed [11] in a situation where a strong paramagnetic pair-breaking (PPB) effect is remarkably seen.

Recently, a novel high field SC (HFSC) phase has been detected at low temperatures in the iron-based superconductor FeSe in a field parallel (H ⊥ c) [12,13] and perpendicular (H ∥ c) [14] to the basal plane of the material, and these HFSC phases are believed at present to belong to the category of Fulde-Ferrell-Larkin-Ovchinnikov (FFLO) states [15,16] based on the anomalously high value of the ratio ŒΔŒ/ŒE_FŒ in this material, where ŒΔŒ (E_F) is a typical value of the SC energy gap (Fermi energy) [17]. Although both of the PPB strength (the so-called Maki parameter [18]) and the fluctuation strength (the so-called Ginzburg number [1]) become larger with increasing ŒΔŒ/ŒE_FŒ, a large ŒΔŒ/ŒE_FŒ in most of, e.g., heavy-fermion materials known so far did not lead to an enhanced fluctuation due to a large density of states (DOS) N(0) in the normal state which reduces the Ginzburg number.

Among the features on the field vs temperature (H-T) phase diagram of FeSe, the most remarkable ones are the diminished vortex liquid regime [13] above the HFSC phase and the resistive behavior [12] in H ⊥ c. There, the resistivity under a current J parallel to the field H (H ∥ J) shows both an insulating behavior in the temperature (T) dependence and negative magnetoresistance in the field (H) dependence [12].

The origin of this strange T and H dependencies is believed to consist in the SC fluctuation effect because they are not seen at higher temperatures and in higher fields far above the irreversibility line and the estimated H_{c2} line. It will be interesting to see whether this resistive behavior is related to the HFSC phase or not. In fact, the insulating SC fluctuation behavior has also appeared in other clean 3D materials [19] where no behavior suggestive of strong PPB is seen, while the negative magnetoresistance behavior in the quantum fluctuation regime of a superconductor showing strong PPB effects, to the best of our knowledge, has never been reported so far.

In this paper the fluctuation conductivity in an anisotropic three-dimensional type II superconductor with a moderately strong PPB effect is studied by focusing on the low T and high H region. First, we point out that the friction coefficient of the dissipative SC fluctuation remarkably diminishes as the PPB effect is stronger, implying an enhancement of the quantum SC fluctuation due to PPB. This qualitatively explains the insulating T dependence [20,21] of the resistivity curve seen in FeSe [12]. On the other hand, the remarkable negative magnetoresistance [12] in the fluctuation regime is found to be directly connected with the identity of the PPB-induced HFSC phase. One example of possible phase diagrams is shown in Fig. 1, where the temperature and the magnetic field are normalized by the zero field SC transition temperature \( T_c \) and \( T_c dH_{c2}/dT \) at \( T = T_c \), respectively. It will be seen that the low T portion of the \( H_{c2}(T) \) curve is determined by the second lowest (n = 1) Landau level (LL) mode of the SC...
order parameter. It implies that, in the case with moderately strong PPB, the SC ordered state at the low $T$ and high $H$ corner should be the vortex lattice, or the corresponding vortex glass, of the SC order parameter in the $n = 1$ LL [22–24]. By comparing the fluctuation conductivity in the $n = 1$ LL vortex liquid regime with that in the situation where the HFSC phase is a vortex lattice in the lowest ($n = 0$) LL and an anisotropic $n = 1$ LL vortex solid [22–23] which is believed to be the HFSC phase in FeSe in $H \perp c$. We stress that all of the solid lines in this figure are just sketches of real phase transition lines. Further details are explained in Sec. IV.

FIG. 1. Schematic high field phase diagrams of a type II superconductor with moderately strong PPB and strong fluctuation, where $h = H/[T_{c0}dH_c2(T = T_{c0})/dT]$, and $t = T/T_{c0}$. The blue dashed curve with square symbols denotes the mean field $H_c2$ curve of the SC order parameter modes in the lowest ($n = 0$) LL, while the red dashed curve with circle symbols is the corresponding one of the second lowest ($n = 1$) LL modes. The remaining two dashed curves are the first order $H_c2$-transition line (blue) and the FFLO transition line (black) for the $n = 0$ LL modes in the mean field approximation. In the present situation with the SC fluctuation, all of these four dashed curves are crossover lines, and the real phase transition lines consist of the solid lines. The blue and red solid lines are the vortex glass (VG) transition lines defined in $n = 0$ and $n = 1$ LLs, respectively, while the black solid line expresses a structural first order transition line between the ordinary triangular pinned vortex solid (or, the vortex glass) in the $n = 0$ LL and an anisotropic $n = 1$ LL vortex solid [22–23] which is believed to be the HFSC phase in FeSe in $H \perp c$. We stress that all of the solid lines in this figure are just sketches of real phase transition lines. Further details are explained in Sec. IV.

are discussed based on two different scenarios in Sec. IV, and the summary and our conclusion associated with the data in FeSe are mentioned in Sec. V. Some details on our theoretical analysis are explained in Appendixes.

II. GINZBURG-LANDAU FLUCTUATION CONDUCTIVITY

We start from the weak-coupling BCS Hamiltonian

$$\mathcal{H} = \sum_{\sigma = \pm 1} \int d^3r \psi_{\sigma}^\dagger \left( \frac{\hbar^2}{2m} \left( -i\nabla + \frac{\pi}{\phi_0} \mathbf{A} \right)^2 - \Delta \right) \psi_{\sigma}(\mathbf{r}) - |g| \sum_q \Psi^\dagger(q) \Psi(q),$$

(1)

where $\phi_0 = \pi \hbar/|e|$ is the flux quantum, $I$ is the Zeeman energy, $|g|$ is the attractive interaction strength, and

$$\Psi(q) = \frac{1}{2} \sum_p \sum_{\sigma = \pm 1} \sigma \psi_p c_{-p+q/2, -\sigma} c_{p+q/2, \sigma}$$

(2)

is the pair-field operator expressed by a spin-singlet pair function $w_p$ and $c_{p, \sigma}$ which is the Fourier transform of the electron operator $\psi_{\sigma}(\mathbf{r})$. Note that, in the mean field approximation of superconductivity, the SC order parameter field $\Delta(q)$ is the ensemble average of $\Psi(q)$, and, when the Cooper-pairs have a finite momentum, it is expressed by a nonvanishing $q$.

Hereafter we assume a situation with no SC long range order. Then, $\Delta(q)$ expresses the fluctuation of the SC order parameter. The total conductivity $\sigma_{zz}$ for a current parallel to the $z$ axis is given in the DC limit in terms of the current-current response function $Q_{zz}$ by

$$Q_{zz}(\Omega) = -\sigma_{zz} |\Omega|,$$

(3)

where

$$Q_{zz}(\Omega) = \frac{1}{V T} \int \langle j_z(k = 0, \Omega) j_z(k = 0, -\Omega) \rangle n.$$  

(4)

In Eq. (4), $j_z$ denotes the current density operator, the bracket $\langle \cdot \rangle_n$ denotes the statistical average with respect to the electron field, while $\langle \cdot \rangle_\Delta$ implies the ensemble average with respect to the fluctuation (boson) field $\Delta_\omega(q)$, where $\Omega$ and $\omega$ are the bosonic Matsubara frequencies. Using the free energy $F$ for the model (1), Eq. (4) can be formally written as

$$Q_{zz} = -\frac{1}{V} \frac{\delta^2 F}{\delta A_\omega \delta A_\omega} \bigg|_{\delta A_\omega = 0},$$

(5)

where a disturbance $\delta A_\omega$ was added to the vector potential $\mathbf{A}$ in Eq. (1). By dividing $F$ into the normal free energy and its fluctuation contribution, the total conductivity $\sigma_{zz}$ consists of the normal conductivity $\sigma_{NZZ}|_{\omega = 0}$ to be given later [see Eq. (29)] and the corresponding fluctuation conductivity $\sigma_{zz}|_{\omega = 0}$. As is presented in Fig. 2, the three contributions [Figs. 2(b), 2(d), and 2(e)] are derived from Fig. 2(a) expressing the Gaussian (free) fluctuation free energy based on Eq. (5).

In this section we focus hereafter on the AL term drawn in Fig. 2(b) with Fig. 2(c) expressing the current vertex. In the DC limit, the resulting conductivity $\sigma_{zz}^{(AL)}$ takes the form

$$\sigma_{zz}^{(AL)} = \frac{1}{|\Omega|} Q_{zz}^{(AL)}(\Omega),$$

(6)
where

\[ Q_{zz}^{(AL)}(\Omega) = \frac{1}{VT} \langle (j_z(\Omega))_{cl} (j_z(-\Omega))_{cl} \rangle, \]

and \( j_z(\Omega) = j_z(k = 0, \Omega) \). Equation (7) represents the diagram Fig. 2(b). By using the quasiclassical treatment on the orbital contribution of the magnetic field, the averaged current vertex, i.e., Fig. 2(c), in the expression (7) takes the form

\[ \langle j_z(\Omega) \rangle_{cl} = -\hbar v_F \frac{\pi}{\phi_0} T \sum_{\epsilon} \sum_{\omega} \sum_{\sigma} \int d\epsilon_p N(0) \]

\[ \times \left( w_p^2 \rho_d \int d^3r \Delta^\ast_{\omega}(r) G_{\omega-\epsilon,-\sigma}(p) \right) \]

\[ \times G_{\epsilon,\sigma}(-p - \Pi) \frac{1}{\rho} \Delta_{\omega+\Omega}(r), \]

where \( \Pi = -i \nabla + (2\pi/\phi_0)A(r) \),

\[ G_{\epsilon,\sigma}(p + \Pi) = \frac{1}{i\epsilon[1 + (2\pi/\phi_0)^{-1}] - \epsilon_p - v_p \cdot \Pi - \sigma} \]

is the normal electron’s Green’s function, \( v_p \) is the magnitude of the Fermi velocity, and \( t \) are the group velocity and the lifetime of a normal quasiparticle, respectively, and \( \langle \rangle_b \) denotes the angle average over the Fermi surface.

\[ S_{GL} = N(0) \int d^3r \left[ \sum_n \left[ T^{-1} \sum_{\omega} \Delta^\ast_{n,\omega}(\eta_n)\eta_n(0) + a_n(0) + g_n(\Pi)\Delta_{n,\omega} \right] \right] + \beta \int_0^{T^{-1}} d\tau |\Delta(\tau)|^4 \]

The \( \Omega \) dependence of the response function \( Q_{zz}^{(AL)} \) has two origins. One is the \( \Omega \) dependence carried by the fluctuation field \( \Delta_{n,\omega} \), and the other is that carried by the normal electrons in the current vertices Eq. (9). In contrast to the 2D case in \( T \to 0 \) limit [25], the latter contribution is nondivergent when the transition field is approached, and, in \( T \to 0 \) limit, leads merely to a finite value in the present 3D case which is, in the clean limit, much smaller than the corresponding limiting values of the DOS and MT terms [1] to be discussed in Sec. III. Then we may neglect the \( \omega \) and \( \Omega \) dependencies in the current vertices, and, as a consequence of the gauge invariance, the resulting expression of \( \sigma_{zz}^{(AL)} \) becomes equivalent to the fluctuation conductivity following from the corresponding Ginzburg-Landau (GL) free energy. To see this in an applied field parallel to the \( z \) axis, the order parameter \( \Delta \) will be decomposed into the LLs in the form

\[ \Delta_{n,\omega}(r) = \sum_{k,q} C_{n,k,q,\omega} u_{n,k}(x, y)e^{i\eta}, \]

where \( u_{n,k} \) is a normalized eigenfunction of the \( n \)-th LL, and \( k \) is a wave number measuring the LL degeneracy. Using the formula, \( D^{-2} = \int_0^\infty d\rho \rho \exp(-D\rho) \) in the expression appearing after the \( \epsilon_p \) integral in Eq. (9) and the relation

\[ \int d^3r \Delta^\ast_{n,\omega}(r) e^{-i\rho\beta} N(0) \sum_{n,q} \left( \frac{\delta}{\partial q} g_n(q) \right) \]

\[ \times (1 - \delta_{n,1}\mu^2)^{1/2} \]

\[ \delta_{n,1}\mu^2 \]

\[ \Delta_{n,\omega}(r) = \sum_{k,q} C_{n,k,q,\omega} \rho_{\omega}(\Pi) \]

\[ \times \sum_{k,\omega} C_{n,k,q,\omega} C_{n,k,q,\omega+\Omega}, \]

(see Appendix A), Eq. (9) is found to be rewritten in the form

\[ \langle j_z(\Omega) \rangle_{cl} = \frac{2\pi}{\phi_0} N(0) \sum_{n,q} \left( \frac{\delta}{\partial q} g_n(q) \right) \]

\[ \times \sum_{k,\omega} C_{n,k,q,\omega} C_{n,k,q,\omega+\Omega}, \]

where \( \mu \) is given in terms of the velocity \( v_p = (v_x, v_y, v_z) \) by

\[ \mu = \frac{1}{\sqrt{2}\tau_H} \frac{v_x + iv_y}{T_c} \]

\[ r_H = \sqrt{2\phi_0/(2\pi H)}, \]

and \( g_n(\Pi) \) is the gradient operator of the resulting Ginzburg-Landau (GL) action.

\[ C_n = \frac{\zeta_0^4}{4!} \int_0^\infty d\rho \rho^4 f(\rho) \]

\[ \times \left[ v_x^2 |w_p|^2 e^{-|\mu|^2/2} (1 - \delta_{n,1}\mu^2)^2 \right] \rho, \]

\[ f(\rho) = 2\pi T \cos(2\pi T\rho/T_c) \sinh(2\pi T\rho/T_c) \exp(-\frac{\rho}{\tau T_c}), \]
where \( \xi_0 = v_F/(2\pi T_0) \). As is well known, in low fields or at high temperatures, \( b_n \) is positive, while \( c_n \) tends to be negative. In such cases, the \( q^2 \) term in the fluctuation propagator is conventionally neglected. In contrast, at lower temperatures and in higher fields so that the PPB effect becomes stronger, the coefficients \( b_n \) and \( c_n \) tend to change their sign (see Fig. 5 in Sec. IV).

In Eq. (14) the mode-coupling (last) term was phenomenologically introduced. Furthermore, here and below, the units \( k_B = 1 \) and \( \hbar = 1 \) are used. Then, in the Gaussian approximation, the nth LL fluctuation propagator is given by

\[
D_n(q, \omega) = \frac{\langle |C_{n,k,q,\omega}|^2 \rangle_n}{N(\omega)[\eta_n|\omega| + r_n + g_n(q)]} \tag{18}
\]

which is \( k \) independent due to the LL degeneracy.

In the Gaussian approximation, the fluctuation is unnormalized, and the mass parameter \( r_n \) in Eq. (18) becomes \( a_0(0) \) defined in Eq. (14) which vanishes as the \( H_{c2}(T) \) line is approached. In fact, the \( n = 0 \) \((n = 1)\) curve in Fig. 1 is the line on which \( a_0(0) = 0 \) \([a_1(0) = 0]\). However, \( r_n \) remains nonvanishing even in lower fields once the fluctuation is renormalized by taking account of the mode-coupling terms. Further details on how to renormalize a given nth LL fluctuation will be mentioned in Sec. IV.

Hereafter our discussion will be continued by focusing on the cases with moderately strong PPB. In this case, on cooling along the \( H_{c2}(T) \) curve, \( c_n \) becomes positive at an intermediate temperature, while the coefficient \( b_n \) of the \( q^2 \) term depends on the LL indices [11]: The coefficient \( b_n \) becomes negative at lower temperatures, and, hence, \( \Delta_n = 0(r) \) tends to form a spatial modulation [15,16] parallel to the applied magnetic field \( H \). In contrast, \( b_1 \) remains positive even at lower temperatures, indicating that the \( n = 1 \) LL vortex state may not be accompanied by a spatial modulation parallel to \( H \). This difference in the sign between \( b_0 \) and \( b_1 \) plays an important role in discussing the resistivity data in FeSe [12] later (see Sec. IV).

The microscopic expression on the friction coefficient of the nth LL fluctuation is given by

\[
\eta_n = \frac{1}{T_0} \int_0^\infty d\omega \rho f(\rho) \langle |w_p|^2 (1 - \delta_{n,1}|\mu|^2 \rho^2) e^{-|\mu|^2 \rho^2/2} \rangle_b. \tag{19}
\]

To see the PPB effect on this quantity, the 2D case under \( H \) perpendicular to the 2D plane will be considered. In this case, \(|\mu|^2 \) is independent of the momentum \( p \) on the Fermi surface, and, in \( T \to 0 \) limit, \( \rho f(\rho) \) approaches \( \cos(2I \rho/T_0) \). Then, we easily obtain

\[
\eta_n|T=0 = \sqrt{\pi} \frac{r_n}{v_F} \exp \left\{ - \frac{4}{\frac{r_n I}{v_F}} \right\} \times \left\{ 1 + \delta_{n,1} \frac{8}{\left( \frac{r_n I}{v_F} \right)^2 - 1} \right\}. \tag{20}
\]

In the absence of PPB, i.e., in \( I \to 0 \) limit, Eq. (20) reduces to the corresponding result in 2D clean limit (see Eqs. (24) and (25) in Ref. [25]). The crucial feature in Eq. (20) is the exponential reduction factor due to finite PPB. It implies an enhancement of the quantum fluctuation effect due to PPB.

It is easily performed to obtain \( \sigma_{zz}^{(AL)} \) by substituting Eq. (12) into Eq. (7). Arranging the \( \omega \) summation and performing the \( q \) integral, the AL term of \( \sigma_{zz}^{(AL)} \) is found to become

\[
\sigma_{zz}^{(AL)} = \sum_{n=0}^{\infty} \sigma_{zz}^{(AL,n)} = -\frac{2\pi v_F}{R_Q} \frac{H}{\phi_0} \sum_{n=0}^{\infty} \frac{\eta_n T}{\omega} \sum_\omega \frac{\partial}{\partial \eta_n(\omega)} \left[ \frac{b_n + 6\sqrt{c_n} r_n(\omega)}{2\sqrt{r_n(\omega)}} \frac{\delta_{n,1}}{b_n + 2\sqrt{r_n(\omega) c_n}} \right] - \frac{2}{\sqrt{r_n + \sqrt{r_n(\omega)}}} \left( b_n - 2\sqrt{c_n} r_n(\omega) \right) \sqrt{b_n + 2\sqrt{r_n(\omega) c_n}} + b_n c_n \left( \sqrt{r_n + \sqrt{r_n(\omega)}} \right), \tag{21}
\]

where \( r_n(\omega) = r_n + \eta_n|\omega| \), and \( R_Q = 2\pi \hbar/(2e)^2 \) is the resistance quantum 6.45 kΩ. The factor \( H/\phi_0 \) is a result of the \( k \) summation, i.e., the LL degeneracy [see Eq. (10)]. In the case with a positive \( b_n \) and a negative \( c_n \), it is conventionally assumed that \( c_n = 0 \). In this case, the corresponding GL result of the thermal fluctuation conductivity \([1,4,5,8]\)

\[
\sigma_{zz}^{(c)} = \frac{T v_F}{8 R_Q^{2/3}} \sum_{n=0}^{\infty} \frac{\eta_n \sqrt{r_n}}{r_n^{3/2}}. \tag{22}
\]

is obtained as the \( \omega = 0 \) term of Eq. (21). On the other hand, Eq. (21) is found by changing the \( \omega \) summation to the \( \omega \) integral, to approach zero in \( T \to 0 \) limit and hence, leads to an increase, i.e., insulating behavior, of the resistivity [10,19–21]. This quantum behavior is enhanced in the present case with strong PPB due to the above-mentioned reduction of the friction coefficient \( \eta_n \).

Next, we turn to the vortex-glass (VG) fluctuation term \( \sigma_{zz}^{(VG)} \) which becomes divergent as the VG transition curve \( H_{BG}(T) \) to be identified with the experimental irreversibility line [12] is approached from above. In Ref. [13] the broadened transition line of the vortex lattice melting has been determined over a wide temperature range through the heat capacity measurement in each of \( H \parallel c \) and \( H \perp c \) cases. However, in the low temperature regime of our interest where the melting line in \( H \perp c \) apparently merges with the \( H_{c2}(T) \) line [13], no clear data identifying the position of the melting line has been found possibly due to an effective enhancement of the vortex pinning strength at such lower temperatures. This fact implying a continuous vanishing of the resistivity there...
Fig. 3. One example of the diagrams expressing $\sigma_{zz}^{(V)}$. A thick dashed line denotes a square average of the pinning potential $U(r)$, a rectangle at the center denotes a VG fluctuation propagator, and the triangular vertices at the left and right edges are defined by Fig. 2(c).

[12] justifies our description of the SC transition based on the vortex-glass scaling [6].

The term $\sigma_{zz}^{(V)}$ describing the vanishing of the resistivity in the vortex states is expected to diverge like

$$\sigma_{zz}^{(V)} \sim \Delta_p^3 T \left( \frac{H_{VG}}{H - H_{VG}} \right)^{-1}$$

(23)

with $z \simeq 4$ in the 3D case [6,26]. Derivation of this scaling within the $n = 0$ LL fluctuation theory was performed in Refs. [10,27] by focusing on $\mathbf{H} \perp \mathbf{J}$ case. It is straightforward to extend the previous analysis to the present $\mathbf{H} \parallel \mathbf{J}$ case. The outline of its derivation is described in Appendix B.

To obtain $\sigma_{zz}^{(V)}$, an additional pinning potential term

$$\delta S_{GL} = \int_0^T d\tau \int d^3r \, U(r) |\Delta(r, \tau)|^2$$

(24)

needs to be added to the GL action (14), where the static pinning potential $U(r)$ has zero mean and is assumed to obey a Gaussian ensemble, i.e., $U(r)U(s) = \Delta p \delta^3(r - s)$. Within the conventional impurity scattering model, the pinning strength $\Delta_p$ is typically of the order of $(E_F)^{-2}$ [28,29].

As a typical term describing $\sigma_{zz}^{(V)}$ which becomes divergent according to the scaling behavior (23), let us examine Fig. 3 in which the rectangle expresses the VG fluctuation propagator to be denoted as $\chi_{VG}(k; \omega_1, \omega_2)$ below (see Appendix B). By assuming only a single LL to be associated with the VG ordering and applying the formulation [27] for describing the VG scaling (23) to the present case, the contribution $\sigma_{zz}^{(V)}$ to the DC conductivity corresponding to Fig. 3 becomes

$$\sigma_{zz}^{(V)} = -\frac{\partial}{\partial \Omega} \left( \frac{2\pi^2 \xi_0^2}{\phi_0} \Delta_p \right)^2 \int k_1 \int k_2 \int q_1 \int q_2 (q_1 + q_3)D_n(q_1)D_n(q_1 + q_3)D_n(q_2)(q_2 + q_3)$$

$$\times \sum_\omega \chi_{VG}(k; \omega, \omega + \Omega),$$

(25)

where inessential numerical factors are assumed to be absorbed into the pinning strength $\Delta_p$, and the frequency dependence was assumed to be dominated by those in the VG fluctuation propagator $\chi_{VG}$. As a concrete expression of $\chi_{VG}$ which is the Fourier transform of the VG correlation function, the expression derived in Ref. [30]

$$\chi_{VG}(k; \omega_1, \omega_2) = \frac{2 \Delta_p \xi_{VG}^2}{2 + \xi_{VG}^2 k^2 + \frac{4 \xi_{VG}^2}{\hbar^2} |\omega_1| + |\omega_2|}$$

(26)

will be used here, where $\xi_{VG}^2 = 1/|1 - \frac{H}{H_{VG}}(T)|$. Noting that, by arranging the $\omega$-summation in Eq. (25), we have

$$T \sum_\omega [\chi_{VG}(k; \omega, \omega) - \chi_{VG}(k; 0, 0)] = \left[ -\frac{1}{2\pi} \chi_{VG}(k; 0, 0) + \frac{2 \xi_{VG}^2}{\Delta_p \hbar} T \sum_\omega [\chi_{VG}(k; \omega, 0) - \chi_{VG}(k; 0, \omega)] \right]$$

(27)

up to $O(\Omega)$, $\sigma_{zz}^{(V)}$ is expressed, after the analytic continuation, by

$$\sigma_{zz}^{(V)} = \frac{\Delta_p^3}{R_0 \xi_0} \int dk \int k^2 [-\frac{1}{1 + k^2} + \int_{-\infty}^{\infty} d\epsilon \coth \left( \frac{\epsilon}{4\hbar T \xi_{VG}} \right) \frac{1 + k^2}{(1 + k^2)^2 + \epsilon^2}]^2.$$
reflecting the Fermi surface anisotropy. Our treatment on this anisotropy effect will be explained in Sec. IV.

III. FLUCTUATION CORRECTION TO NORMAL CONDUCTIVITY

Other terms of the fluctuation conductivity and related diagrams derived from them will be examined below. The DOS term, Fig. 2(d), corresponds to the self-energy correction to the familiar Drude conductivity \( \sigma_N \),

\[
\sigma_N = \frac{k_F}{3\pi R^2} \tau, \tag{29}
\]

where \( k_F \) is the Fermi wave number. The response function \( Q^{(\text{DOS})}_{zz}(0) \) corresponding to Fig. 2(d) is given by

\[
Q^{(\text{DOS})}_{zz}(0) = \left( \frac{2}{|\Omega|} \right) \sum_{\sigma} \int d\varepsilon_p |N(0)\varepsilon_p|^2 \int d^3r (\Delta^0_{\omega}(r)G_{\varepsilon,\sigma}(p)G_{\varepsilon,\sigma}(p)G_{\omega,-\sigma}(-p)\Delta_{\omega}(r))_B. \tag{30}
\]

As well as in the derivation of \( \sigma_N \) [32], the main contribution, proportional to \( \tau \), of Eq. (30) is obtained from the frequency region \( \varepsilon(\varepsilon + \Omega) < 0 \). The remaining contributions from the \( \varepsilon(\varepsilon + \Omega) > 0 \) region are of the same order as the neglected term in \( Q^{(\text{DOS})}_{zz} \) and hence, need not be considered. Then, Eq. (30) is straightforwardly rewritten in the form

\[
Q^{(\text{DOS})}_{zz}(0) = \frac{2\pi^2 |\Omega| \tau}{2(1 + |\Omega|\tau)} \sum_{\omega,n \geq 0,q} N(0)D_n(q,\omega) \left[ \frac{\tau T_{0,\omega}}{1 + |\Omega|\tau} \int d\rho \rho f(\rho) \int |w_p|^2 \left( \frac{v_0}{T_{0,\omega}} \right)^2 \left( 1 - \delta_n \right) |\rho|^2 e^{-|\rho|^2/2} \right] + B_n, \tag{31}
\]

where the corresponding DC conductivity \( \sigma^{(\text{DOS})}_{zz}(0) \) is given by \(-2Q^{(\text{DOS})}_{zz}(0)/|\Omega|\). However, the first term of Eq. (31) precisely cancels with one half of the corresponding MT term with \( \varepsilon(\varepsilon + \Omega) < 0 \) given by Fig. 2(e). Here, just as in \( Q^{(\text{DOS})}_{zz}(0) \), the contribution with \( \varepsilon(\varepsilon + \Omega) > 0 \) was neglected in the present case where a large \( \tau \) is assumed. Then, the DC conductivity resulting from the sum of Fig. 2(e) and the two diagrams corresponding to Fig. 2(d) is expressed as

\[
\Delta(\sigma_N)_{zz}(0) = \frac{\tau \varepsilon_0}{R_0 \tau \sum_{\omega,n} b_n - T \sqrt{n(\omega)[b_n + 2\sqrt{\varepsilon_n(\omega)}]}}, \tag{32}
\]

The formal divergence in the \( \omega \) summation will be properly cut off in performing the numerical calculation (see Sec. IV).

Other diagrams derived from Figs. 2(d) and 2(e) are sketched in Fig. 4. In Figs. 4(a) to 4(e), where the lifetime \( \tau \) is due to the elastic impurity scattering, a thin dashed line denotes an averaged impurity line. On the other hand, in Fig. 4(f) the origin of a finite \( 1/\tau \) is the electron-electron scattering, and the rectangle expressing an interaction vertex takes the place of the impurity scattering. Among those additional diagrams, Figs. 4(a) and 4(b) vanish in the spin-singlet paired cases of our interest, because the current vertex is odd with respect to the relative momentum \( p \), while the pairing vertex \( w_p \) is even in \( p \). Below, let us discuss the roles of other diagrams in Fig. 4 separately for the two cases:

A. Interaction vertex

It is well known that, even in the clean limit, the quasiparticle’s lifetime \( \tau \) occurs from the repulsive interaction between the quasiparticles [32]. In general, \( \tau \) is given as the sum of the two relaxation rates due to the impurity scattering and the mutual interaction, in the form

\[
\frac{1}{\tau} = \frac{1}{\tau_{\text{imp}}} + \frac{1}{\tau_{\text{int}}}. \tag{33}
\]

When the impurity scattering is negligibly weak, any vertex correction to the pairing interaction can be regarded as having been already incorporated in determining the pairing function. Then, the diagrams in Figs. 2(d), 2(e), and 4(f) have only to be considered as the fluctuation correction to the normal conductivity. However, Fig. 4(f) corresponding to Fig. 4(c) in case B to be discussed below does not contribute to the conductivity because, as discussed in a different context [33], the top section in Fig. 4(f) composed of three Green’s functions

FIG. 4. Diagrams derived from Figs. 2(d) and 2(e). A thin dashed line carrying the factor \( 1/[2\pi N(0)\tau] \) and connecting two electron Green’s functions denotes a square-averaged impurity potential, and the rectangle in (f) denotes a vertex expressing a mutual interaction between the electrons.
with the Matsubara frequency $\varepsilon_1$ is odd with respect to $\varepsilon_1$ and hence, vanishes after taking the frequency summations.

Therefore, as far as the quasiparticle lifetime is primarily determined by an interaction effect, the correction term to the normal conductivity is given by Eq. (32).

### B. Impurity scattering vertex

Next, we assume that the interaction effect on the quasiparticle lifetime is negligibly small. Then, a single dashed line in Fig. 4, representing a correlator of the impurity potential, carries no finite Matsubara frequency, and the leading term of Fig. 4(c) is given by a form in which the last term of Eq. (31) is dressed. Then, Eq. (32) is replaced by

$$\Delta(\sigma_{\text{N}})_{zz} = \frac{\tau \delta_0}{R_0^2 r_H^2} \sum_{\omega, n} \frac{-T}{\sqrt{\lambda_n}([h_n + 2 \sqrt{c_n} r_n(\omega)])} (34)$$

with

$$\delta h_n = \frac{1}{21 T_0^2} \int_0^\infty d\rho \rho^2 f(\rho)\left[|v_\rho|^2 - (\langle v_\rho \rangle)^2\right] \times |u_\rho|^2 e^{-|\mu|^2 \rho^2 / 2} \left(1 - \delta_{n, 1} |\mu|^2 \rho^2 \right) \rho, (35)$$

which is the sum of Fig. 2(e) and the doubles of Figs. 2(d) and 4(c). Here $v_\rho$ ($j = x, y, z$) denotes the $j$ component of $\mathbf{v}_p$. Therefore, in the $s$-wave pairing case where $u_\rho = 1$, the expression (35) vanishes in 2D-like systems with $H$ perpendicular to the plane, where $|\mu|^2$ is independent of the unit vector $\mathbf{p}$, and in any system under a low enough magnetic field where $|\mu|^2$ dependencies carrying the nonlocal orbital effects of the magnetic field are negligible. In the $s$-wave impure case, we also need to take account of another diagrams Figs. 4(d) and 4(e) with the correction due to the impurity scattering to the pairing vertex. Keeping the contribution from the vertex correction of $O((\alpha T_0)^{-1})$, it is found that the contribution of the sum of the six diagrams corresponding to Figs. 4(d) and 4(e) to $(\sigma_{\text{N}})_{zz}$ is given by

$$\Delta(\sigma_{\text{N}})_{zz} = \frac{\tau \delta_0}{R_0^2 r_H^2} \sum_{\omega, n} \frac{T(h_n)p}{\sqrt{\lambda_n}([h_n + 2 \sqrt{c_n} r_n(\omega)])} (36)$$

where

$$\langle h_n \rangle_p = \frac{1}{T^2 c_0 \delta_0} \int_0^\infty d\rho \int_0^\infty d\rho' (\rho + \rho') f(\rho, \rho') \times \langle v_\rho^2 ((1 - \delta_{n, 1} |\rho | \mu + \rho' | \mu |^2) e^{-|\mu|^2 \rho^2 / 2} \rangle \rho', (37)$$

where $\mu' \equiv \sqrt{\rho v_p / (2r_H T_0)}$, and

$$f(\rho, \rho') = 2 \int_0^{T_0} \sin(2I \rho / T_0) \sin(2I \rho' / T_0) e^{-\rho / (T_0)}.$$

Equation (38) implies that Eq. (36) vanishes in the absence of PPB.

### IV. NUMERICAL RESULTS

To compare numerical data following from the theoretical expressions in the preceding sections with experimental data, one needs to specify electronic details which are reflected in the Fermi velocity $v_F$ as well as the values of the dimensionless parameters $T_0 / T_F$ and $\tau T_0$. As a model on the Fermi surface, we use here a single band model and follow Ref. [36] in which the dispersion relation of the normal quasiparticle in a quasi-two-dimensional system

$$\epsilon_p = \frac{1}{2m} (p_x^2 + p_y^2) [1 - \cos(p_n d)] (39)$$

has been used, where $|p_n d| < \pi$, $d$ denotes the interlayer spacing, $p_x^2 + p_y^2$, and the out-of-plane direction (i.e., $c$ axis) was chosen to be the y axis. In this case, the anisotropy between the in-plane coherence length and the out-of-plane one is given by

$$\gamma = \frac{2}{p_n d} \sqrt{1 - \frac{1}{J}}. (40)$$

and the group velocity $v_j = \partial \epsilon_p / \partial p_j$ is parametrized by $v_F = 2 \pi \delta_0 T_0 / J$, and $p_n d$.

Equation (39) is a typical model of the dispersion relation of the normal quasiparticle in a quasi-two-dimensional layered superconductor. It is known that, in the case where the layer structure is important, the SC order parameter is not diagonalized in terms of the LL-basis functions in a field parallel to the layers [37], and the numerical results of this model coupled weakly to other LLs with even (odd) $n$. As a condition justifying the neglect of the discrete layer structure and a crystalline anisotropy in describing the vortex states in the parallel field configuration, the relation

$$\gamma < 1.3 \frac{k^2}{d^2} \alpha_M (41)$$

has been pointed out in Ref. [36]. Here $\alpha_M$ is the Maki parameter [18] $\sqrt{2} H_{\text{mb}}(0) / H_0(0)$, which is the measure of the strength of PPB. Then, the Zeeman energy $I$ is given by $1.62 \alpha_M / T_0$, where $H = 2 \pi \delta_0^2 / |\phi_0| = \delta_0 / r_H^2$. That is, if Eq. (41) is satisfied, the discrete layer structure is unimportant so that the layered superconductor may be described by the corresponding anisotropic 3D GL model, which is obtained
by replacing the gauge-invariant gradient $\Pi_j$ in Eq. (14) by the following isorotized one $\tilde{\Pi}_j$, where

$$\tilde{\Pi}_t = \gamma^{1/2} \Pi_t,$$

$$\tilde{\Pi}_y = \gamma^{-1/2} \Pi_y,$$  

while $v_p \cdot \Pi = \tilde{v}_p \cdot \tilde{\Pi}$ is kept. Consistently, the complex velocity $\mu$ in Eqs. (11), (16), (19), (31), (35), and (37) needs to be replaced by

$$\tilde{\mu} = \frac{i\gamma^{-1/2} v_y + \gamma^{1/2} v_y}{\sqrt{2 T_0 e^\omega}}.$$  

Below we focus on numerical results obtained based on the theoretical formulation in Secs. II and III and in terms of the parameter values satisfying the relation (41). Therefore, when the temperature $T$ is normalized by the zero field SC transition temperature $T_0$ defined microscopically, we only need below the dimensionless parameters $\gamma$, $\alpha_M$, $\tilde{J}$, $T_0/\xi_F$, $\tau T_0$, and the pinning strength $\Delta_p$. In the present quasi-two-dimensional case under a parallel field [36], the bare mass $m_0(0)$ in the GL action (14) is expressed as

$$a_n(0) = \ln \left( \frac{T}{T_0} \right) + \int_0^\infty d\rho \left[ \frac{2 \pi}{T_0 \sinh(2 \pi \rho T/T_0)} \right]
-f(\rho) \left[ |w_p|^2 (1 - \delta_{n,1}) |\tilde{\mu}|^2 \rho^2 \right] \exp \left( -\left( |\tilde{\mu}|^2 \rho^2 \right) / \rho \right]$$  

for $n = 0$ and 1. Hereafter we choose $w_p = \sqrt{2} (\tilde{\mu}_x^2 - \tilde{\mu}_y^2)$ by imagining that, in a model pairing function of FeSe [35], the $d$-wave pairing component dominates over the $s_\pm$-wave component.

One might wonder if the present isorotized model can cover description of the case with a more complicated crystal structure in which each diagonalized order parameter mode is represented not by a single LL but by a linear combinations of the LLs. In particular, in the case with no inversion symmetry of the material, even a coupling between an even LL and an odd one occurs in the diagonalized modes of the SC order parameter. As shown previously [28,34], however, a sharp structural transition between one vortex lattice dominated by even LLs and another one dominated by odd LLs occurs even in such cases. In the familiar cases with inversion symmetry, e.g., with tetragonal crystal symmetry, a sharp transition between a state consisting only of the even LLs and dominated by the $n = 0$ LL and another one consisting only of the odd LLs and dominated by the $n = 1$ LL is expected to certainly occur in high fields in systems with moderately strong PPB.

According to Ref. [12], the quantity we focus on in the following two scenarios is the field dependence of the normalized DC resistance under a current parallel to the field

$$R = \frac{\sigma_N}{\sigma_N + (\sigma_l)_c},$$  

where $(\sigma_l)_c$ is the sum of the relevant contributions to the fluctuation conductivity. The parameters $\tau T_0$ and $T_0/\xi_F$ determine the relative magnitudes between those contributions in the fluctuation conductivity.

To perform the fluctuation renormalization without making the procedures more complicated, the Hartree approximation [4,5,39] will be used for simplicity. Then, the renormalized mass $m_n$ of the nth LL fluctuation defined in Eq. (18) is determined self-consistently by

$$m_n = a_n(0) + 2(2n + 1) \sqrt{2} Gi h b_n \frac{T}{T_0} \sum_\omega \frac{1}{\sqrt{\omega_n(\omega)}}.$$  

Here the $q^4$ term in the GL action was neglected by assuming the coefficient $b_n$ of the corresponding $q^4$ term to be positive.

In Eq. (46) the Ginzburg number

$$Gi = \frac{1}{32 \pi^2} \left( \frac{\beta T_0}{N(0) \xi_0^2} \right)^2$$  

will be taken to be the value $6.1 \times 10^{-4}$ in the literature [40].

For the convenience of the numerical analysis, we rewrite the self-energy term of Eq. (46) according to the standard analytic continuation procedure [32] as

$$\sum_\omega \frac{T}{\sqrt{\omega_n(\omega)}} = \frac{1}{\eta_n} \int_0^\infty \frac{d\epsilon}{\sqrt{2 \pi}} \coth \left( \frac{\epsilon}{2 \eta_n T} \right) \frac{\epsilon}{\sqrt{\epsilon^2 + \epsilon^2 (\epsilon + \epsilon^2)}}.$$  

The cutoff $\epsilon_c$ of the $\epsilon$ integral will be set to a constant of order unity. The same replacement needs to be performed in Eq. (32) with $c_0 = 0$ if focusing on the $n = 1$ LL fluctuation.

A. $T_0^{-1} \ll \tau_{\text{int}} \ll \tau_{\text{imp}}$

First, let us discuss numerical results obtained in the case where the impurity scattering effects are negligible so that the quasiparticle lifetime $\tau$ is nearly equal to $\tau_{\text{int}}$. In this case we can set

$$(\sigma_l)_c = (\sigma_l)_{c,z} + (\sigma_l)_{c,y} + (\sigma_l)_{c,z}.$$  

In performing our numerical study in this case, we have chosen the parameter values $\tilde{J} = 0.816$, $\gamma = 1.05$, and $\tau T_0 = 200$ in addition to the large Maki parameter $\alpha_M = 3.9$ and the large pinning strength $\Delta_p = 0.6$. The mean field $H_{1/2}$ curves, defined as $m_0(0) = 0$ [22–24,41], for the $n = 0$ and $n = 1$ LL modes following from these parameter values are shown in Fig. 1. Due to the large $\alpha_M$ value, the $n = 1$ LL $H_{1/2}$ curve lies at higher fields in $t < 0.2$, suggesting that the $n = 1$ LL fluctuation is more dominant there. Accordingly, the HFSC phase lying in lower fields is expected to be a $n = 1$ LL vortex solid. Experimentally, the field-induced transition, on the black solid line in Fig. 1, between the HFSC and the ordinary $n = 0$ LL vortex lattice in lower fields, is discontinuous consistently with our identification between the HFSC phase and the $n = 1$ LL state.
in the non-SC region above the vortex-glass transition line which can be identified with the experimental irreversibility line [12] or the melting line [13]. As pointed out previously [11], when a FFLO region expected within the mean field approximation is situated within the vortex liquid regime in the fluctuating real system, such a FFLO state is not realized as a phase-coherent SC phase.

In Fig. 5 the temperature dependencies of the coefficients of the gradient terms at $H = H_{c2}(0)$, obtained in terms of the same set of the parameter values as in Fig. 1, are shown. The fact that the coefficient $b_0$ is negative in the temperature range of Fig. 5 implies that the FFLO modulation parallel to $H$ may develop in the same temperature range within the mean field theory. On the other hand, it implies based on Eq. (32) that the $n = 0$ LL term in $\Delta(\sigma_N)_{zz}\vert_0$ is positive so that the negative magnetoresistance behavior [12] can never occur in any situation where the SC fluctuation is dominated by the $n = 0$ LL one. In contrast, the corresponding coefficient $b_1$ is positive at such temperatures. Thus, the $n = 1$ LL term in Eq. (32) is negative and becomes the origin of the remarkable negative magnetoresistance [12].

Then, using Eqs. (45) and (46) and based on the procedures explained above, we have obtained resistivity curves using $T_{c0}/E_F = 0.312$ which are presented in Fig. 6. For simplicity, $H_{c0}(T) = H_{c2}(0)(1 - t/2.8)$ was assumed in obtaining the resistivity curves numerically. Based on the understanding on Fig. 1 mentioned above, let us focus hereafter on the fluctuation regime above the VG transition line in $T < 0.15T_{c0}$ by neglecting the $n = 0$ LL fluctuation. That is, just the $n = 1$ contributions will be kept in Eqs. (21) and (32) as well as in Eq. (28). Then, the sign of the correction (32) to the normal conductivity is negative and leads to negative magnetoresistance. It should be noted that this negative contribution to the conductivity is due to the $n = 1$ LL fluctuation and is different in nature from that seen in the 2D dirty limit [10,25] in the quantum regime, because the latter is a feature of the $n = 0$ LL fluctuation.

The results in Fig. 6 clearly show the two main features on the resistive transition in superconductors with strong PPB effects in the quantum regime we have emphasized in the preceding sections. First of all, the resistance increases on cooling over a wide field range except in the vicinity of $H_{c2}(0)$, reflecting $\sigma_{zz}^{(AL)}$ and $\sigma_N^{(VG)}$ reducing upon cooling due to the quantum SC fluctuation. In Fig. 6 the quantum fluctuation behavior of $\sigma_{zz}^{(AL)}$ was enhanced by the large $\alpha_M$ (i.e., strong PPB). We also note that the pinning strength $\Delta_p = 0.6$ used in Fig. 6 is too large compared with the fluctuation strength. In fact, the resistance sufficiently decreases in higher fields than $H_{c1}$ there, and the feature in Fig. 6 that the insulating behavior is remarkably seen is also a consequence of the large value of $\Delta_p$ determining the magnitude of $\sigma_{zz}^{(VG)}$. In any case, the details of the resistive curves in such low temperatures and high fields are quite sensitive to the functional form of $H_{c2}(T)$ at low $T$ which, in turn, is sensitive to the electronic Hamiltonian and the band structures.

Next, the negative fluctuation conductivity correction (32) is found to create negative magnetoresistance at lower temperatures like $T = 0.01T_{c0}$ and in the field range where the insulating behavior is seen.

One might feel strange by looking at the high field behavior of the curves at higher temperatures, $t = 0.1$ and 0.15, which lie beyond the normal resistance even in higher fields than the fluctuation regime. This is a consequence of our neglect of the $n = 0$ LL fluctuation. As Fig. 5 shows, the negative sign of $b_0$ at lower temperatures implies that the $n = 0$ LL contribution to $\Delta(\sigma_N)_{zz}\vert_0$ is positive, and hence, if the crossover from the $n = 0$ LL regime to the $n = 1$ LL regime is properly described, the resistance values at $t = 0.1$ and 0.15 would be suppressed below the normal resistance value.

**B. $T_{c0}\tau_0 \ll \tau_{imp} \ll \tau_{flut}$**

In turn we focus on the case in which the quasiparticle lifetime $\tau$ originates mainly from the impurity scattering event. In this case, regarding the correction term to the normal
conductivity, Eq. (34) should be used so that the total conductivity

$$\sigma_{zz} = \sigma_{zz}^{AL} + \sigma_{zz}^{VG} + \Delta(\sigma_N)_{zz}$$  \hspace{1cm} (50)$$

needs to be used to obtain the resistivity.

To obtain the coefficients in the GL action in this case, we have used the following set of the parameter values, $J = 0.94$, $\gamma = 1.05$, $\tau T_o = 50$, and $\alpha_M = 3.0$. The PPB effect has been slightly reduced compared with that in case A, as can be seen from the smaller values of $\tau T_o$ and $\alpha_M$. Nevertheless, the $n = 1$ LL modes dominate over the $n = 0$ LL ones, like in Fig. 1, at least in $t < 0.1$. The resulting temperature dependencies of the coefficients appearing in Eqs. (32) and (34) are shown in Fig. 7. Since the coefficient $b_1$ remains positive in the low temperature range of our interest, Eq. (46) with $n = 1$ can be used for the fluctuation renormalization.

To examine the resistivity curves in a current parallel to the field [12] in terms of Eqs. (45) and (50), we have used the parameter values $\Delta \sigma = 0.02$ and $T_o/E_F = 0.712$ together with the relation $H_{c2}(T) = H_{c2}(0)(1 - t/1.8)$ and the parameter values used for Fig. 7. The small $\Delta \sigma$ value indicates that the weight of $\sigma_{zz}^{VG}$ in Eq. (50), and thus the quantum fluctuation contribution to $\sigma_{zz}$, is reduced in this case. Furthermore, to make negative magnetoresistance arising from the positive $\delta b_1$ (see Fig. 7) visible, we have assumed here an unusually large $T_o/E_F$ value.

In case A we have noted that the $n = 0$ LL fluctuation does not lead to the negative magnetoresistance of the type seen in FeSe below 1 K [12] due to the negative sign of $b_0$. Similarly, even in this case, the fact that $\delta b_0$ remains negative as well as $b_0$ in the temperature range of our interest clarifies based on the expression (34) that the $n = 0$ LL fluctuation cannot become the origin of negative magnetoresistance at the low temperatures. This conclusion is not changed even in the case with a much lower value of the Maki parameter $\alpha_M$ where $b_0$ at lowest temperatures remains positive, because $\delta b_0$ generally increases upon warming, and consequently, it would be more difficult to find, as in the experimental data [14], the situation with positive magnetoresistance at higher temperatures.

The resulting resistivity curves obtained in terms of the above-mentioned parameter values in the present case B are shown in Fig. 8. Taking account of the fact that the temperature region in which the $n = 1$ LL vortex lattice is stable is narrower in this case, just the resistivity curves at the lowest three temperatures are presented. The insulating behavior and the negative magnetoresistance are clearly visible in $H_{c2}(0) < H < 1.04H_{c2}(0)$. In addition, the negative sign of $\delta b_0$ in Fig. 7 indicates that some disappearance of the negative magnetoresistance at intermediate temperatures [12] would be realized by including the $n = 0$ LL fluctuations in our numerical calculations. The inclusion of the $n = 0$ LL modes should be performed consistently with our future study on the crossover between the two LL fluctuations and the transition between the HFSC phase, i.e., the $n = 1$ LL vortex lattice, and the ordinary $n = 0$ LL triangular vortex lattice.

V. SUMMARY AND DISCUSSION

In the present work the fluctuation conductivity in a superconductor with moderately strong PPB has been examined by focusing on the low temperature and high field region, and the obtained results have been discussed in relation to the strange resistivity behavior seen in the fluctuation regime of FeSe in a field parallel to the basal plane. It has been argued that the sign of the sum of the DOS and MT contributions to the fluctuation conductivity is the origin of the remarkable negative magnetoresistance in FeSe at low temperatures in a current parallel to the field [12]. Based on this observation, the novel high field SC phase of FeSe in a field parallel to the basal plane has been argued to be a pinned vortex lattice described by the SC order parameter in the $n = 1$ Landau level (LL) and not the familiar FFLO vortex lattice with a modulation parallel to the field which is described by the order parameter in the $n = 0$ LL. Furthermore, an enhancement of the quantum
fluctuation due to PPB has been pointed out and identified as the origin of the insulating behavior of the resistivity, which is another feature seen in FeSe in the fluctuation regime [12].

Realization of a higher LL vortex state in FeSe is, broadly speaking, due to relatively strong PPB in the parallel field configuration. In the perpendicular field configuration (\( H \parallel c \)), on the other hand, a different HFSC phase was argued to be present in FeSe [14] and has been recently identified as a \( n = 0 \) LL vortex lattice with a spatial modulation parallel to the field [42]. In fact, the \( \alpha_M \) value in \( H \parallel c \) case has been estimated to be below 1.0 which is much smaller than those used in the present work.

As already mentioned, the \( d \)-wave pairing has been assumed in obtaining Figs. 6 and 8. In contrast, in the conventional \( s \)-wave pairing, the negative magnetoresistance in the fluctuation regime does not seem to occur. In addition, we note that an unexpectedly large \( T_c/ \Delta_0 \) value seems to be necessary to obtain such a sizable negative magnetoresistance theoretically. It suggests that the superconductivity in FeSe cannot be described fully within the BCS framework [17], and, in addition, that the present simplest model based on a single-band weak-coupling BCS Hamiltonian is insufficient for description. The corresponding analysis based on a two-band model [35,43] appropriate for describing FeSe is needed and will be left for our future work.
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APPENDIX A

Derivation of Eq. (11) will be presented in this Appendix. Since we have shown in Eq. (42) how to rewrite the expressions in the isotropic case into the corresponding ones in the anisotropic case under the condition (41), we focus below on the expressions in the isotropic case.

In obtaining Eq. (11), the dependencies on \( q \) and the frequencies are trivially understood, and the order parameter in the \( n \)th LL will be expressed, in place of Eq. (10), as \( \Delta_n(x, y) \) under the gauge \( A = -Hy\hat{x} \). Then, the annihilation operator \( \hat{a} \) satisfying the commutation relation \( \hat{a}\hat{a}^\dagger - \hat{a}^\dagger\hat{a} = 1 \) will be chosen as

\[
\hat{a} = \frac{\mu}{\sqrt{2}}(\Pi_x - i\Pi_y). \tag{A1}
\]

Here let us introduce the coherent state for the LLs

\[
\Delta^{(\sigma)}(x, y) \equiv e^{-|\sigma|^2/2} e^{-\sigma\hat{a}} e^{-\sigma^*\hat{a}^\dagger} \Delta_0(x, y). \tag{A2}
\]

Using the formula

\[
e^{A+B} = e^A e^{B} e^{-C/2} \tag{A3}
\]

with a constant \( C = \hat{A}\hat{B} - \hat{B}\hat{A} \), Eq. (A2) is rewritten as

\[
\Delta^{(\sigma)}(x, y) = e^{(\sigma^2 - |\sigma|^2)/2} \Delta_0(x, y + \sqrt{2}\sigma). \tag{A4}
\]

where \( \sigma \) is a complex constant. On the other hand, using the formula (A3) twice, one can verify the relation

\[
\exp(i\hat{v}\hat{A} - \hat{v}^*\hat{a}) \Delta^{(\sigma)}(x, y) = \exp\left(\frac{\sigma}{2}(v - v^*)\right) \Delta^{(\sigma + v)}(x, y), \tag{A5}
\]

where \( \sigma \) is a real constant, and \( v \) is a complex constant. Noting that \( i\rho(v \cdot \Pi)/T_0 = \rho(\mu \hat{a}^\dagger - \mu^* \hat{a}) \) where \( \mu \) is given by Eq. (13) and using the relations (A4) and (A5), we have the following relation:

\[
\exp\left(\frac{i\rho \cdot \Pi}{T_0}\right) \Delta_0(x, y) = \exp\left(\frac{\rho^2(\mu^2 - |\mu|^2)}{2}\right) \Delta_0(x, y + \sqrt{2}\mu x), \tag{A6}
\]

Then, as the \( O(\sigma^2) \) \((n = 0, 1)\) contributions of the above expression, we obtain

\[
\exp\left(\frac{i\rho \cdot \Pi}{T_0}\right) \Delta_0(x, y) = \exp\left(\frac{\rho^2(\mu^2 - |\mu|^2)}{2}\right) \Delta_0(x, y + \sqrt{2}\mu x), \tag{A7}
\]

FIG. 9. (a) Diagram expressing \( \sigma_x^{(AL)} + \sigma_z^{(VG)} \) prior to the pinning potential average. A cross symbol denotes a pinning potential. (b) Diagram correcting \( \sigma_x^{(AL)} \) arising from (a) after the pinning potential average. (c) and (d) Diagonals associated with \( \sigma_z^{(VG)} \) arising from (a) after the pinning potential average. (e) Diagram on the VG fluctuation propagator expressed within the ladder approximation. The thick dashed lines in (b), (d), and (e) denote the pinning potential line carrying the strength \( \Delta_p \).
Finally, by performing the spatial integrals for the above two expressions multiplied by $\Delta^3_0(x,y)$ from the left, one obtains Eq. (11).

APPENDIX B

In this Appendix the formulation [27] leading to identifying Fig. 3 as the diagram describing the VG scaling behavior is briefly explained. Based on the GL action (14) with Eq. (24), the AL fluctuation conductivity defined prior to the pinning potential average can be regarded as being of the form of Fig. 9(a), where the cross symbols denote the pinning potential $U(r)$. After the pinning potential average, Fig. 9(a) results in Figs. 9(b), 9(c), 9(d), and 3. Here Fig. 9(b) can be regarded as one part of the diagram expressing $\sigma_{zz}^{(AL)}$, while other three diagrams can lead to a different temperature dependence in the conductivity through the VG fluctuation propagator sketched in Fig. 9(e). Clearly Fig. 9(c) vanishes. However, Fig. 9(d) is found to lead to a divergent contribution, proportional to $T^{\frac{3}{2}} \Delta^{\frac{3}{2}}_{P\phi \psi \psi \psi V G}$, to the conductivity at finite temperatures. On the other hand, as is shown in Sec. II, Fig. 3 leads to a more divergent contribution proportional to $T^{\frac{1}{2}} \Delta^{\frac{1}{2}}_{P\phi \psi V G}$. Although the former may become dominant for a weaker pinning strength far from the VG criticality, we have chosen only the latter, which is of a higher order in $\Delta_P$ but is more divergent on approaching the VG criticality, in performing the numerical calculations leading to Figs. 6 and 8.
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