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ABSTRACT
Spanning tree of a network or a graph is a subgraph connecting all the nodes with the minimum number of edges. Spanning tree retains the connectivity of a network and possibly other structural properties, and is one of the simplest techniques for network simplification or sampling, and for revealing its backbone or skeleton. The Prim’s algorithm and the Kruskal’s algorithm are well known algorithms for computing a spanning tree of a weighted network. In this paper, we study the performance of these algorithms on unweighted networks, and compare them to different priority-first search algorithms. We show that the distances between the nodes and the diameter of a network are best preserved by an algorithm based on the breadth-first search node traversal. The algorithm computes a spanning tree with properties of a balanced tree and a power-law node degree distribution. We support our results by experiments on synthetic graphs and more than a thousand real networks, and demonstrate different practical applications of computed spanning trees. We conclude that, if a spanning tree is supposed to retain the distances between the nodes or the diameter of an unweighted network, then the breadth-first search algorithm should be the preferred choice.
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INTRODUCTION
Networks or graphs have become a popular tool for analysing complex real-world systems (Newman, 2018). Examples include predicting the spread of contagious viruses (Tizzoni et al., 2012), study of the interactome of species (Zitnik et al., 2019), understanding the structure of science (Fortunato et al., 2018) and outreach of social connections online (Backstrom et al., 2012). The sizes of today’s networks are often in millions of nodes and edges, with the largest networks being the WWW with more than a trillion web pages and human brain with close to a hundred of billions of neurons. In result, the size of real networks can make many practical applications computationally very demanding.

Techniques to alleviate this issue include network simplification or sampling (Leskovec and Faloutsos, 2006; Hamann et al., 2016; Blagus et al., 2017), and revealing the so-called network backbone or skeleton (Grady et al., 2012; Coscia and Neffke, 2017; Šubelj, 2018). These approaches try to reduce the size of a network in a way that the network still retains many of its structural properties. One of the most straightforward ways to simplify a network is to compute its spanning tree (Bollobás, 1998; Newman, 2018), which is a subgraph connecting all the nodes of a network with the minimum number of edges. A spanning tree retains the connectivity of a network and possibly other structural properties. In the case of weighted networks, one usually aims to compute the minimum spanning tree, which is a subgraph connecting all the nodes with the minimum overall weight of the edges. In the case of unweighted networks, any spanning tree is in fact a “minimum” spanning tree.

The Prim’s algorithm and the Kruskal’s algorithm are well known algorithms for computing a minimum spanning tree of a weighted network (Bollobás, 1998; Newman, 2018). Although developed primarily for weighted networks, the algorithms can be readily applied to unweighted networks. However, the performance of these algorithms has not yet been properly explored for unweighted networks. In this
paper, we apply the algorithms to more than a thousand real networks and compare them to different priority-first search algorithms. We show that the structure of unweighted networks is best preserved by an algorithm using the breadth-first search node traversal. In particular, spanning trees computed with the breadth-first search algorithm well retain the distances between the nodes of the network and exhibit power-law node degree distribution, which may be desirable in practical applications such as network visualization.

The rest of the paper is structured as follows. In the following section, we first describe different algorithms for computing a spanning tree of a network. Next, we analyze the structure of spanning trees of synthetic graphs and, afterwards, the structure of spanning trees of real networks. Finally, we demonstrate practical applications of spanning trees of networks. We conclude the paper with suggestions for future research.

COMPUTATION OF SPANNING TREES

Let a network be represented by an undirected connected graph $G = (V, E)$, where $V$ denotes the set of nodes of $G$ and $E$ denotes the set of edges of $G$. (Where necessary to make explicit that these sets represent graph $G$, we write $V_G$ and $E_G$.) The number of nodes equals $n = |V|$ and the number of edges equals $m = |E|$. We denote the average node degree as $\langle k \rangle = 2m/n$. Furthermore, let $d_{ij}$ be the distance between the nodes $i, j \in V$, defined as the number of edges in the shortest paths between the nodes $i$ and $j$. Since the graph is undirected and connected, $d_{ij} = d_{ji}$ and $d_{ij} < \infty$. Therefore, the average distance between the nodes equals $\langle d \rangle = \frac{2}{m-1} \sum_{i<j} d_{ij}$ and the maximum distance or diameter equals $d_{\text{max}} = \max_{i<j} d_{ij}$. To measure the variability of the distances between the nodes, we also define the coefficient of variation as $c_d = \sigma_d / \langle d \rangle$, where $\sigma_d$ is the standard deviation of the distances.

Below we describe different algorithms for computing a spanning tree of an undirected connected graph. In the case of a disconnected graph consisting of more than one connected component, the algorithms should be applied to each of the connected components separately. For a more extensive discussion of the algorithms, reader is referred to classical graph theory literature (Bollobás, 1998) or network science literature (Barabási, 2016; Newman, 2018).

Prim’s algorithm

The Prim’s algorithm for computing a spanning tree $T$ of an undirected connected graph $G$ operates as follows (see Algorithm 1). First, the algorithm selects a random seed node $i \in V_G$ from graph $G$ and adds it to an empty tree $T$ (lines 2, 3). The node $i$ serves as a starting point for computing the spanning tree $T$. Then, on each step of the algorithm (lines 4-8), a random edge $\{i, j\} \in E_G$ from graph $G$ is selected that leads from a node $i \in V_T$ already in the tree $T$ to a node $j \notin V_T$ not yet in the tree $T$ (line 5). Both node $j$ and edge $\{i, j\}$ are added to the tree $T$ (lines 6, 7). Finally, when there is no further node $i \in V_G$ in graph $G$.
Algorithm 1 Prim’s algorithm

Require: undirected graph $G$
Ensure: spanning tree $T$

1: $T \leftarrow$ empty graph
2: $i \leftarrow \text{RANDOM}(i \in V_G)$
3: add node $i$ to $V_T$
4: while $\exists i \in V_G : i \notin V_T$ do
5: \hspace{1em} $\{i, j\} \leftarrow \text{RANDOM}((i, j) \in E_G : i \in V_T \land j \notin V_T)$
6: \hspace{1em} add node $j$ to $V_T$
7: \hspace{1em} add edge $\{i, j\}$ to $E_T$
8: end while
9: return $T$

$G$ such that node $i \notin V_T$ is not already in the tree $T$, the algorithm stops (line 4). At this point, the tree $T$ is a spanning tree of graph $G$ (line 9).

The Prim’s algorithm is non-deterministic and can compute different spanning trees. The actual spanning tree depends on random selection of the seed node (line 2 of Algorithm 1), and on random selection of the edges to expand the tree (line 5). The latter is nontrivial and most efficiently implemented by rejection sampling over an array list of edges to non-visited nodes. For simplicity, we do not make these computations explicit in Algorithm 1.

Assume that the graph is represented with an adjacency list. In the case of weighted graphs, the time complexity of the Prim’s algorithm implemented with a Fibonacci heap is $O(m + n \log n)$. For unweighted graphs which we consider here, the heap can be replaced by a simple array list, which reduces the time complexity to $O(m)$. As an example, the left graph in Figure 1 shows a spanning tree computed with the Prim’s algorithm.

Kruskal’s algorithm

The Kruskal’s algorithm is conceptually different from the Prim’s algorithm. Instead of starting with a tree consisting of a seed node and then expanding it, the algorithm starts with a forest of trees, each consisting of a single node. The trees are then incrementally merged into larger trees by adding edges between them until only one tree remains. At this point the algorithm stops and the remaining tree is a spanning tree of a graph.

The Kruskal’s algorithm is non-deterministic and the actual spanning tree depends on random selection of the edges to merge the trees on each step. The time complexity of the algorithm using a disjoint-set data structure is $O(m \log n)$, for either weighted or unweighted graphs. As an example, the middle graph in Figure 1 shows a spanning tree computed with the Kruskal’s algorithm.

Breadth-first search

The breadth-first search node traversal is very similar to the Prim’s algorithm. The main difference is in how the edges to non-visited nodes are processed. In contrast to the Prim’s algorithm, where only one such edge is processed on each step, the breadth-first search processes all edges from a selected node to non-visited nodes in a single step.

The breadth-first search algorithm for computing a spanning tree $T$ of an undirected connected graph $G$ operates as follows (see Algorithm 2). In contrast to before, we make all computations in Algorithm 2 explicit. First, the algorithm selects a random seed node $i \in V_G$ from graph $G$ and adds it to an empty tree $T$ (lines 3, 4). The node $i$ is also added to an empty queue $Q \subseteq V_T$ for further processing. Then, on each step of the algorithm (lines 5-11), a node $i \in Q$ is removed from the beginning of the queue $Q$ (line 6) and all edges that lead from node $i \in V_T$ already in the tree $T$ to nodes $j \notin V_T$ not yet in the tree $T$ are processed (lines 7-10). All nodes $j$ and edges $\{i, j\}$ are added to the tree $T$ (lines 8, 9), while nodes $j$ are also added to the queue $Q$ for further processing. Finally, when there is no further node $i \in Q$ in the queue $Q$, the algorithm stops (line 5). At this point the tree $T$ is a spanning tree of graph $G$ (line 12).

The breadth-first search algorithm is again non-deterministic, while the actual spanning tree depends on random selection of the seed node (line 3 of Algorithm 2) and on the exact order in which the edges to expand the tree are processed (line 7). The time complexity of the algorithm using a queue of non-processed nodes is $O(n \log n)$, for either weighted or unweighted graphs. As an example, the right graph
We, therefore, here focus on other graph properties. In particular, we study the average distance with an increasing number of nodes $n$.

The time complexity of the depth-first search algorithm is again $O(Q)$. The algorithm operates on a first-in first-out basis, while a stack operates on a last-in first-out basis (line 6, 8).

**Depth-first search**

For completeness, we also describe the depth-first search node traversal. While the breadth-first search algorithm processes nodes of a graph using a level order traversal, the depth-first search algorithm uses a preorder traversal. This means that the only change required to the breadth-first search algorithm is to replace the queue of non-processed nodes $Q$ with a stack (line 2 in Algorithm 2). This is because the queue $Q$ operates on a first-in first-out basis, while a stack operates on a last-in first-out basis (lines 6, 8). The time complexity of the depth-first search algorithm is again $O(m)$.

**SPANNING TREES OF SYNTHETIC GRAPHS**

Consider an Erdős-Rényi random graph \cite{erdos1959evolution} with $n$ nodes and the probability of an edge between each pair of nodes $p = \langle k \rangle/(n-1)$, where $\langle k \rangle$ is the expected node degree. A spanning tree of any connected graph with $n$ nodes consists of $n$ nodes and $n-1$ edges with the average node degree $\langle k \rangle = 2 - 2/n$. Since it is a tree, the average clustering coefficient equals $\langle C \rangle = 0$ \cite{watts1998collective}. We, therefore, here focus on other graph properties. In particular, we study the average distance between the nodes $\langle d \rangle$ and the diameter $d_{\text{max}}$. A theoretical estimate for the diameter $d_{\text{max}}$ of a random graph equals $\log n / \log \langle k \rangle$ \cite{newman2018random}, which is $d_{\text{max}} = 2.40$ for $n = 250$ and $\langle k \rangle = 10$. Due to the sensitivity of the diameter $d_{\text{max}}$ for relatively small $n$ and $\langle k \rangle$, this turns out to be a better estimate of the average distance between the nodes $\langle d \rangle$. Indeed, the empirical estimates for the considered random graph are $\langle d \rangle \approx 2.64$ and $d_{\text{max}} \approx 4.39$.

Figure 1 shows particular realizations of spanning trees of a random graph with the above parameters computed with the Prim’s algorithm, the Kruskal’s algorithm and the breadth-first search algorithm. The diameter $d_{\text{max}}$ of the spanning trees equals 14, 17 and 6, respectively. While the diameters of the spanning trees computed with Prim’s algorithm and the Kruskal’s algorithm are much higher than in the random graph, the diameter of the spanning tree computed with the breadth-first search algorithm is very close to the diameter of the random graph. These observations are closely related to the question whether the computed spanning trees are balanced \cite{knuth2011art}.

The average distance $\langle d \rangle$ and the diameter $d_{\text{max}}$ of a balanced tree are in $O(\log n)$ for any practical definition of balance \cite{knuth2011art}. However, in the case of a random tree, both values are almost certainly in $O(\sqrt{n})$ \cite{renyi1967random, meir1970asymptotic}. Since these results only talk about the scaling, they can not be directly employed to measure whether a particular spanning tree is balanced or not, and to what extent. To the best of our knowledge, no such approach exists. One can, however, study the scaling of the average distance $\langle d \rangle$ and the diameter $d_{\text{max}}$ of spanning trees of graphs with an increasing number of nodes $n$ and try to empirically estimate whether the values scale as $O(\log n)$ or worse. Note that only in the case of the former the spanning trees can possibly retain short distances between the nodes in random graphs and also real small-world networks \cite{watts1998collective}.

Besides Erdős-Rényi random graphs \cite{erdos1959evolution}, we also analyse triangular lattices and Barabási-Albert scale-free graphs \cite{barabasi1999emergence}. We vary the number of nodes $n$, while

---

**Algorithm 2** Breadth-first search

Require: undirected graph $G$

Ensure: spanning tree $T$

1: $T \leftarrow$ empty graph
2: $Q \leftarrow$ empty queue
3: $i \leftarrow$ RANDOM($i \in V_T$)
4: add node $i$ to $V_T$ and $Q$
5: while $\exists i \in Q$ do
6: $i \leftarrow$ remove node from $Q$
7: for $(i,j) \in E_G : j \notin V_T$ do
8: add node $j$ to $V_T$ and $Q$
9: add edge $(i,j)$ to $E_T$
10: end for
11: end while
12: return $T$

---

in Figure 1 shows a spanning tree computed with the breadth-first search algorithm.
Figure 2. The average distance $\langle d \rangle$ and the diameter $d_{\text{max}}$ of triangular lattices (left), random graphs (middle) and scale-free graphs (right), and their spanning trees computed with different algorithms (legend). The plots show estimates over 100 realizations, while the shaded areas span between theoretical estimates for random graphs $O(\log n)$ and two-dimensional lattices $O(\sqrt{n})$, and are consistent between the plots.

we keep the average node degree fixed to $\langle k \rangle = 10$. Figure 2 shows the scaling of the average distance $\langle d \rangle$ and the diameter $d_{\text{max}}$ for selected synthetic graphs and their spanning trees computed with different algorithms.

We first consider triangular lattices, as these results serve as a baseline for further analyses. The average distance $\langle d \rangle$ and the diameter $d_{\text{max}}$ of any two-dimensional lattice scale as $O(\sqrt{n})$ [Newman, 2018]. This can be observed as a straight line with slope 0.5 on double-logarithmic plots in the left column of Figure 2. Notice also that all the spanning trees computed with different algorithms show similar scaling $O(\sqrt{n})$.

Next, we consider Erdös-Rényi random graphs [Erdős and Rényi, 1959] shown in the middle column of Figure 2. The average distance $\langle d \rangle$ and the diameter $d_{\text{max}}$ of random graphs, and also small-world networks [Watts and Strogatz, 1998], scale as $O(\log n)$ [Newman, 2018]. This can be observed as a straight line on semi-logarithmic plots in Figure 2, whereas any upward concave function would imply scaling faster than $O(\log n)$. Notice that the spanning trees computed with the breadth-first search algorithm best retain the distances in random graphs, while both the average distance $\langle d \rangle$ and the diameter $d_{\text{max}}$ appear to scale as $O(\log^2 n)$, at least for moderate number of nodes $n \leq 10^4$. In contrast, the distances between the nodes of the spanning trees computed with the Kruskal’s algorithm scale faster than $O(\log n)$ (see also Figure 3 and discussion below).

Last, we consider Barabási-Albert scale-free graphs [Barabási and Albert, 1999] shown in the right column of Figure 2. The average distance $\langle d \rangle$ and the diameter $d_{\text{max}}$ of scale-free graphs scale as $O(\log n / \log \log n)$ [Cohen and Havlin, 2003], while such graphs are usually called ultra small-world [Barabási, 2016]. Note that $O(\log n / \log \log n)$ is indistinguishable from $O(\log n)$ for $n \leq 10^4$, thus this scaling can again be observed as a straight line on semi-logarithmic plots in Figure 2. The spanning trees computed with both the breadth-first search algorithm and the Kruskal’s algorithm well retain the distances between the nodes of scale-free graphs and appear as $O(\log n)$. On the other hand, the distances between the nodes of the spanning trees computed with the Prim’s algorithm can be more than five times larger than the distances in scale-free graphs, e.g., $\langle d \rangle = 15.42$ and $d_{\text{max}} = 36.6$ compared to 3.51 and 5.64 for graphs with $n = 6561$ nodes.

Above observations are confirmed in Figure 3, where we show the coefficient of variation of the distances between the nodes $c_d$. This is a standard measure of dispersion of a probability distribution, while the distributions with $c < 1$ are considered low-variance distributions and those with $c > 1$ are high-variance distributions. Note that the distributions of the distances between the nodes of random and scale-free graphs, and real small-world networks, are low-variance with $c_d \ll 1$ (Watts and Strogatz, 2018).
As one can see in Figure 3, all distributions of the distances in the spanning trees computed with different algorithms are low-variance $c_d \ll 1$. The distributions for spanning trees computed with the Kruskal’s algorithm are high-variance $c_d \gg 1$ for random graphs with $n > 100$, while the results for the Prim’s algorithm are inconclusive $c_d \approx 1$.

In summary, if a spanning tree is supposed to retain the distances between the nodes of a graph, then the breadth-first search algorithm should be the preferred choice, at least for random and scale-free graphs. In the following section, we consider also real networks.

### SPANNING TREES OF REAL NETWORKS

Table 1 shows statistics of collections of over a thousand real networks analyzed in the paper. These represent citations between the papers published in the Physical Review E journal (American Physical Society, 2015), paper collaborations between the authors extracted from the SICRIS database (Institute of Information Science, 2010), protein interactions of different species collected from the BioGRID repository (Stark et al., 2006), Biological General Repository for Interaction Datasets (2016), interactions between the users at the stack exchange web site MathOverflow (Paranjape et al., 2017), Leskovec and Krevl (2014), Facebook friendships between the students at different US universities (Traud et al., 2012), Rossi and Ahmed (2015) and links between autonomous systems extracted by the Oregon Route Views project (Leskovec et al., 2005, Leskovec and Krevl, 2014). Some collections represent temporal networks that grow through time (e.g., paper citations and author collaborations), while other represent similar networks of different size (e.g., protein interactions and online friendships). All networks were reduced to a simple graph of their largest connected component.

| Networks               | $N$   | $n$             | $m$       | $\langle k \rangle$ | $\langle d \rangle$ |
|------------------------|-------|-----------------|-----------|----------------------|---------------------|
| Paper citations        | 46    | [3, 37, 511]    | [2, 135, 260] | 1.5, 7.2             | 1.33, 21.79        |
| Author collaborations   | 25    | [18, 1,735]     | [42, 6,710] | 4.1, 7.7             | 1.85, 8.75         |
| Protein interactions   | 40    | [5, 19, 961]    | [4, 238, 886] | 1.6, 83.1            | 1.47, 6.06         |
| User interactions      | 75    | [2, 20, 969]    | [1, 86, 137] | 1.0, 10.1            | 1.00, 3.80         |
| Online friendships     | 97    | [76, 2, 435]    | [16, 651, 1590, 651] | 39.1, 116.2 | 2.24, 3.21         |
| Autonomous systems     | 733   | [103, 6, 474]   | [239, 12, 572] | 3.4, 4.7             | 2.65, 3.98         |

Figure 4 shows the average distance between the nodes $\langle d \rangle$ of real networks and their spanning trees, where we have used semi-logarithmic axes as in Figure 2. First, we consider the networks. As expected for small-world networks (Watts and Strogatz, 1998), the average distance $\langle d \rangle$ increases with the number of nodes $n$ and appears to scale no faster than $\Theta(\log n)$ in all network collections but two. In the case of temporal networks representing paper citations and author collaborations in the first two plots of Figure 4, the average distance $\langle d \rangle$ actually starts to decrease when the number of nodes exceeds $n \approx 500$. This is a consequence of network densification known as shrinking diameter (Leskovec et al., 2005). Figure 8 shows also the diameter $d_{\text{max}}$ of real networks, where the interpretation is exactly the same.
Next, we consider spanning trees of these networks computed with different algorithms. Consistent with the results for synthetic graphs, the spanning trees computed with the breadth-first search algorithm best preserve the average distance between the nodes \( \langle d \rangle \) in all network collections but two. In the case of networks representing user interactions and autonomous systems in the bottom row of Figure 4, the Kruskal’s algorithm performs similarly well. Furthermore, in non-temporal networks that are not subject to densification law (Leskovec et al., 2005), the average distance \( \langle d \rangle \) of the spanning trees computed with the breadth-first search algorithm, and also other algorithms, appears to scale no faster than \( O(\log n) \). In other networks, the scaling of the average distance \( \langle d \rangle \) closely follows the scaling for real networks. Again, Figure 8 shows also the diameter \( d_{\text{max}} \) of spanning trees, where the interpretation is exactly the same.

Above observations are confirmed in Figure 5, where we show the coefficient of variation of the distances between the nodes \( c_d \). Notice that all distributions of the distances in real networks and spanning trees computed with the breadth-first search algorithm are low-variance with \( c_d < 1 \), as long as the networks are large enough \( n \geq 10^4 \). In contrast, this holds neither for the Kruskal’s algorithm nor the Prim’s algorithm where even \( c_d \gg 1 \) for some network collections (see the first and the last plot of Figure 5). It is further interesting that the node degree distribution \( p_k \) of the spanning trees computed with the breadth-first search algorithm often follows a power-law \( p_k \sim k^{-\gamma} \) (Clauset et al., 2009), regardless of whether the network is scale-free or not (Barabási and Albert, 1999; Broido and Clauset, 2019) (see Figure 9 and discussion alongside).

To summarize, we again conclude that, if a spanning tree should retain the average distance between the nodes \( \langle d \rangle \) and the diameter \( d_{\text{max}} \) of a network, then the breadth-first search algorithm should be used. Whether preserving the distances is actually desired or favorable depends on a particular application, which we consider in the following section.

**APPLICATIONS OF SPANNING TREES**

A spanning tree can be seen as a technique for revealing a network backbone or skeleton (Coscia and Neffke, 2017; Šubelj, 2018), with applications in network visualization and link prediction. Furthermore, a spanning is one of the simplest approaches for network simplification or sampling (Leskovec and Faloutsos, 2006; Blagus et al., 2017). Any computation that can be well approximated from a spanning tree of a network, without the need of applying the algorithms to the entire network, can provide computational benefits. In particular, many applications on networks require super-linear \( O(m \log n) \) or even quadratic algorithms \( O(mn) \), where \( n \) and \( m \) are the number of nodes and edges. These include community detection algorithms (Fortunato and Hric, 2016) and revealing node importance or similarity (Newman, 2018). In contrast, the computation of a spanning tree with the breadth-first search algorithm has linear time complexity, making it an efficient choice for many applications.
complexity $O(m)$ and thus does not contribute to the overall time complexity.

In this section, we consider two applications of spanning trees, where it is desired to preserve the distances between the nodes of a network.

Node importance

Revealing the importance of nodes in a network is a classical application of network science with different use cases. There exist many node measures or indices (Schoch and Brandes, 2016), known as measures of node position or centrality in the social networks analysis literature (Freeman, 1977, 1979). The measure based on the distances between the nodes is called closeness centrality, which measures the extent to which the node appears to be in the “center” of a network. The closeness centrality of a node $i \in V$ of graph $G(V,E)$ is defined as $\frac{1}{n-1} \sum_{j \neq i} d^{-1}_{ij}$ (Freeman, 1979), where $n = |V|$ is the number of nodes and $d_{ij}$ is the distance between the nodes $i, j \in V$. The time complexity of computing closeness centrality of all nodes in a network is $O(nm)$ and no more efficient algorithm exists (Knuth, 2011).

Figure 5 shows the Pearson correlation coefficient between node closeness centrality in real networks and their spanning trees computed with the breadth-first search algorithm, the Kruskal’s algorithm and the Prim’s algorithm. The coefficients for the breadth-first search algorithm are shown in the center of the heatmaps in the left column of Figure 5. These correlations are all $\geq 0.70$, which means strong linear correlation. On the other hand, the correlation coefficients for the spanning trees computed with the Kruskal’s algorithm in the middle column of Figure 5 and the Prim’s algorithm in the right column are $\leq 0.61$ and $\leq 0.37$, respectively. Therefore, consistent with the previous results, the breadth-first search algorithm best preserves the distances between the nodes of real networks, even on the level of individual nodes.

For comparison, Figure 6 also shows the Pearson correlation coefficient for node degree centrality and betweenness centrality (Freeman, 1977). The latter measures the extent to which a node appears to serve as a “bridge” in a network and is defined as the fraction of the shortest paths between all pairs of nodes that go through a node. The time complexity of computing betweenness centrality of all nodes in a network is again $O(nm)$ and no more efficient algorithm exists (Brandes, 2001).

Network visualization

Besides providing computational benefits, a network simplification technique such as a spanning tree can be useful in network visualization. Any visualization with a wiring diagram or some other approach is limited in the size of a network it can represent and in the structural characteristics of a network it can reveal (Ma and Muelder, 2013; Gibson et al., 2013). Classical algorithms for computing a layout of a network include spring embedding or force-directed algorithms (Eades, 1984; Fruchterman and Reingold, 1991) and algorithms that embed the nodes in an Euclidean plane thus their Euclidean distance matches
A spanning tree is one of the most straightforward ways to network simplification or sampling, and with the breadth-first search algorithm. The wiring diagram illustrates how authors from the same discipline cluster in certain regions and how authors from different disciplines collaborate. In contrast, the visualization of the entire network is much more involved (Adai et al., 2004), while it provides limited insight into the patterns of author collaboration. Since there exists no objective measure of the quality of a network visualization, we refrain from providing any further subjective interpretation.

CONCLUSIONS

A spanning tree is one of the most straightforward ways to network simplification or sampling, and for revealing its backbone or skeleton (Blagus et al., 2017; Coscia and Neffke, 2017). Well known algorithms for computing a spanning tree of a weighted network are the Prim’s algorithm and the Kruskal’s algorithm (Bollobás, 1998; Newman, 2018). However, when applied to unweighted networks, these algorithms do not necessarily capture the structure of a network such as short distances between the nodes and small network diameter (Watts and Strogatz, 1998). On the other hand, an algorithm based on the breadth-first search node traversal well retains the distances between the nodes in synthetic graphs and real networks. As we demonstrate, this can provide computational benefits and is also important in practical applications like network visualization. Thus, if a spanning tree of an unweighted network is supposed to retain the distances between the nodes, then the breadth-first search algorithm should be preferred to other algorithms considered here.
Figure 7. Spanning tree of the SICRIS author collaboration network computed with the breadth-first search algorithm. The sizes of the nodes are proportional to their degrees, while the colors represent primary author disciplines consisting of natural sciences (red), engineering (green), medical sciences (blue) and other. The layout was computed with the Large Graph Layout algorithm [Adai et al., 2004].

In the language of the theory of computation, the breadth-first search algorithm computes a spanning tree with properties of a balanced tree [Knuth, 2011]. Due to the lack of a formal definition of some sort of approximate balance that would already imply short distances between the nodes, our results here are merely empirical. In future research, we plan to develop such a definition that could support the results also analytically.
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DIAMETER AND DEGREE DISTRIBUTION
Figure 8 shows the diameter $d_{\text{max}}$ of real networks and their spanning trees computed with the Prim’s algorithm, the Kruskal’s algorithm and the breadth-first search algorithm. The interpretation of these results is the same as for the average distance $\langle d \rangle$ in Figure 4 and therefore omitted here.

Figure 9 shows the node degree distribution $p_k$ of the largest networks in Table 1 and their spanning trees computed with the breadth-first search algorithm. Under the goodness-of-fit test at $p$-value = 0.1 [Clauset et al., 2009], a power-law $p_k \sim k^{-\gamma}$ is a plausible fit of the degree distribution $p_k$ for the protein interactions and autonomous systems networks in the right column of Figure 9. On the other hand, the degree distribution $p_k$ of the spanning trees follows a power-law in all cases but the online friendships network. The maximum likelihood estimates of the power-law exponents $\gamma$ are shown with solid lines in Figure 9.
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