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Abstract—Automated airway segmentation is a prerequisite for pre-operative diagnosis and intra-operative navigation for pulmonary intervention. Due to the small size and scattered spatial distribution of peripheral bronchi, this is hampered by severe class imbalance between foreground and background regions, which makes it challenging for CNN-based methods to parse distal small airways. In this paper, we demonstrate that this problem is arisen by gradient erosion and dilation of the neighborhood voxels. During back-propagation, if the ratio of the foreground gradient to background gradient is small while the class imbalance is local, the foreground gradients can be eroded by their neighborhoods. This process cumulatively increases the noise information included in the gradient flow from top layers to the bottom ones, limiting the learning of small structures in CNNs. To alleviate this problem, we use group supervision and the corresponding WingsNet to provide complementary gradient flows to enhance the training of shallow layers. To further address the intra-class imbalance between large and small airways, we design a General Union loss function which obviates the impact of airway size by distance-based weights and adaptively tunes the gradient ratio based on the learning process. Extensive experiments on public datasets demonstrate that the proposed method can predict the airway structures with higher accuracy and better morphological completeness.

Index Terms—Airway segmentation, class imbalance, gradient erosion and dilation, group supervision, General Union loss

I. INTRODUCTION

Airway segmentation from computed tomography (CT) scans is used in a wide range of diagnostic and intervention procedures for lung diseases. As manual annotation is laborious, time-consuming and requires extensive clinical and image interpretation experience, automatic airway segmentation can reduce the manual efforts and accelerate the reconstruction of pulmonary structures. In recent years, deep learning methods have been widely used in medical image analysis. As for automatic airway segmentation, many existing efforts [6], [17], [20], [29], [35], [36] adopt convolutional neural networks (CNNs) to learn robust and discriminative features. The major challenge in this task is to accurately reconstruct complete airway tree branches, which needs a high sensitivity of distal small airways. Due to the small size and scattered spatial distribution of peripheral bronchi, the segmentation accuracy is degraded by severe class imbalance. In this paper, we demonstrate the intrinsic impact of class imbalance on the training of CNNs and propose method to deal with this problem.

For airway segmentation, the first kind of class imbalance is that the number of airway voxels is far fewer than that of background, which is denoted by inter-class imbalance in this paper. As shown in Fig. 1, if we ignore the influence of inter-class imbalance in a segmentation pipeline, the performance will be limited by misdetections and breakages of small airway branches. By assigning larger weights to the airway voxels in the loss function, more complete branches can be detected. However, their diameters can be larger than the ground truth since a part of airway wall is misclassified as lumen. We demonstrate that this phenomenon in airway segmentation can be interpreted as the gradient erosion and dilation of the neighborhood, which is directly caused by the inter-class imbalance. As shown in Fig. 2, if the magnitude of the gradients to small airway points is not much larger than those of the background points, their gradients may be eroded...
by the surrounding background gradients via convolutional kernels. Moreover, this process is cumulative and the sign of gradients can be changed during backpropagation. As a result, the shallow layers do not learn to recognize these peripheral bronchi. After assigning larger weights to these points, the large gradients will inversely affect their background neighborhoods, leading to the dilation issue. In this case, the network tends to classify the surrounding background voxels as foreground. Such dilation may cause leakages especially at bifurcations. In contrast, the voxels in thick branches have more foreground neighbors, which protect them from erosion. Actually, the gradient erosion and dilation caused by inter-class imbalance is an inherent property of CNNs, while it can be mitigated by supervision that enhances the training of shallow layers.

Another kind of class imbalance is intra-class imbalance, which refers to the relative total volume difference of trachea, main bronchi, lobar bronchi and distal segmental bronchi. Large airways account for the majority of the total volume, and for data-driven algorithms, such imbalanced distribution affects the segmentation performance of peripheral bronchi. In this paper, we use Dice Loss [18] as an example to analyze the intra-class imbalance in segmentation. The Dice loss is defined as follows:

\[
D = 1 - \frac{2 \times \sum_{i=1}^{N} p_i g_i}{\sum_{i=1}^{N} p_i + \sum_{i=1}^{N} g_i},
\]

where \( N \) is the total number of voxels, \( p_i \) is the prediction of each voxel and \( g_i \) is the corresponding ground truth. In this loss, the same gradients are given to all foreground or background locations (\( \frac{\partial D}{\partial p_i} = \frac{\partial D}{\partial g_i} \) if \( g_i = g_j \)).

For further analysis with regard to the gradient erosion and dilation, we calculate the ratio of the foreground gradient \( \frac{\partial D}{\partial p_i} \) to the background gradient \( \frac{\partial D}{\partial p_b} \):

\[
r_{Dice} = \frac{\frac{\partial D}{\partial p_f}}{\frac{\partial D}{\partial p_b}} = \frac{2}{1 - D} - 1.
\]

This proportion is in inverse ratio to the Dice similarity coefficient (DSC). During training, if an input patch includes both small and large airways, the total DSC is high as the large airways are not seriously influenced by the inter-class imbalance. This leads to small \( r_{Dice} \) which aggravates the gradient erosion, thus affecting the learning of small airways. To deal with this problem, the design of loss function plays a vital role.

In this paper, we address the inter-class and intra-class imbalance from the aspects of supervision manner and loss function respectively. As a major reason for gradient erosion and dilation is the successive stack of convolutional layers, in previous works, deep supervision [30] adds more decoding paths after several middle layers. These supplementary supervisions provide complemental gradients for the bottom part of the network. However, within each encode-decode path, the defective information is still cumulated. To reduce this negative impact, we develop a new supervision flow named group supervision which directly transforms complemental gradients to each convolutional block (ConvBlock). In group supervision, the ConvBlocks are divided into different groups with respective loss functions. Feature pyramid is built within each group and delivers nearly original gradients to all the members. WingsNet is built by integrating the group supervision with an UNet [7] structure to learn the detailed representations of small targets under severe inter-class imbalance. For intra-class imbalance, it is necessary to modify the gradients of different airway voxels. On the one hand, the segmentation of thick branches does not need a large gradient ratio, which is the key to learn the representations of peripheral bronchi. On the other hand, some branches are close to the vessels or lesions, making it harder to be detected. To this end, we propose a General Union loss that assigns distance-based weights to different airway voxels and further increases the gradient ratios of the hard-to-segment regions.

The main contributions of this work are as follows:

1) Gradient erosion and dilation are first introduced to elucidate the influence of class imbalance when adopting CNNs in segmentation. Extensive experiments on two public datasets demonstrate the efficacy of our method.

2) A novel supervision flow is developed to enhance the training of shallow layers under severe inter-class imbalance. WingsNet is built by combing the proposed group supervision with an encode-decode structure.

3) General Union loss is proposed to deal with the intra-class imbalance via distance-based weights and element-wise focus on the hard-to-segment regions.

II. RELATED WORK

A. Airway Segmentation

Thus far, many methods have been proposed for airway segmentation. In 2009, fifteen algorithms (ten fully automatic and five semi-automatic) were compared in a segmentation...
challenge (EXACT’09 [16]). Conventional methods such as region growing [19], template matching [4] and gradient vector flow [3] are adopted and thick tubular structures (trachea, principle bronchi, etc.) can be well detected in these works. However, due to the lack of semantic features, the blurred or broken airway walls limit their performance in terms of peripheral bronchi.

In recent years, deep learning methods are widely used in this task [6], [17], [20], [29], [35], [36]. Some papers directly use 3D segmentation neural networks to get the final segmentation results. Juarez et al. [14] adopt 3D UNet as their segmentation network while Qin et al. [20] propose AirwayNet which emphasizes the connectivity of voxels. Deep neural networks are also cooperated with conventional methods. Jin et al. [12] first train a 3D fully convolutional network (FCN) followed by a graph-based refinement. Zhao et al. [36] separately train their 3D and 2D networks, then perform linear programming to combine these results. Besides, CNNs are integrated in a tracking framework. Yun et al. [35] use 2.5D CNN to classify the candidates generated based on the segmentation masks in the previous iteration. Meng et al. [17] track the airways along the centerlines and adopt 3D UNet to extract the airways in the volume of interest. However, the class imbalance which plays a vital role in accurate distal bronchi segmentation has not been thoroughly discussed. In this paper, we especially focus on this problem and propose the corresponding solutions.

B. Class Imbalance in Image Segmentation

The approaches to mitigate the class imbalance in segmentation can be divided into two categories, the sampling strategies and the cost-sensitive learning techniques. In 3D image segmentation, the widely used two-stage framework consisting of a localization phase and a refinement stage can be seen as an over-sampling method for the minority class. Wang et al. [32] propose a sampling policy, named Relaxed Upper Confident Bound to deal with the trade-off between exploitation and exploration in multi-organ segmentation. In the cost-sensitive learning techniques, Tversky loss [24] and Generalized Dice loss [27] can be used to boost the sensitivity of under-represented class. Besides, focal Dice loss [31], focal Tversky loss [1] and exponential logarithmic loss [33] achieve a patch-wise focus function by changing the root of the union-based losses (Dice loss, Tversky loss, etc.). Moreover, prior knowledge in a certain task is also integrated into the loss function design [29]. To deal with the intra-class imbalance between large and small airways, in this paper, we incorporate the airway-tree prior knowledge as well as the element-wise focal function which assigns larger gradients to the hard-to-segment voxels.

III. METHODS

A. Overview

Our framework is effective and robust for airway segmentation. During training, the input patches are sampled from the CT scans via a hard skeleton sampling strategy. The proposed WingsNet is built with group supervision and trained by Root Tversky loss and General Union loss. During testing, the trained WingsNet takes small patches as input by a sliding window manner. The following sections provide a detailed explanation of the group supervision, WingsNet and General Union loss.

B. Group Supervision

Under severe class imbalance, the stack of convolutional layers (ConvLayers) is a major reason for the gradient erosion and dilation problem. However, it is ineffective to deal with this by reducing the depth of the network, since this also weakens the representative ability of the model. Instead, as this problem mainly affects the training of shallow layers, we can take measures to reduce the noisy information included in the gradients when arriving these parts. In this paper, we propose a novel supervision manner named group supervision with its corresponding network architecture called WingsNet to achieve this purpose.

In previous works, Deep supervision [30] generates extra encode-decode paths while within each path, the stack of layers still leads to the gradient erosion and dilation. Deeply supervised nets [15] impose loss functions on each ConvBlock, but such dense supervision may have side effect on the learning of hierarchical representations if the shallow and middle layers are also forced to generate a segmentation only based on their own features. To provide complementary gradients to each block while preserving the hierarchical representations, we propose to separate the ConvBlocks into different group while supervising each of them. Fig. 3 demonstrates an example of group supervision. Twenty one ConvBlocks are divided into 4 groups in a cross manner. Within each group, the prediction is made based on a feature pyramid which is a concatenation of the features from their member blocks. To build this pyramid, each block has an additional path consisting of a $1 \times 1 \times 1$ ConvLayer followed by an up-sampling operation. It should be noticed that the $f_{i,j}$ learns from the $j^{th}$ ConvLayer does not contribute to gradient erosion and dilation, thus the gradients from this path can help the middle layers to learn the representation of small structures. More generally, the number of groups is variable according to the network property. And the partition of groups is also not fixed while it is important to keep a hierarchical representation within each group. Different kinds of group supervision manners are compared in our experiment. Finally, for the $i^{th}$ group, the binary segmentation can be obtained by

$$P_i = \text{Sigmoid}(\text{Conv1}(\text{Cat}(f_{i,1}, f_{i,2}, ..., f_{i,n}))),$$  

where ‘Conv1’ denotes $1 \times 1 \times 1$ convolution, ‘Cat’ means concatenation, $f_{i,j}$ denotes the features from the $j^{th}$ block and $n$ is the total number of blocks in this group.

To adopt the proposed group supervision in airway segmentation, we build the WingsNet with similar architecture as shown in Fig. 3. The only difference is that in WingsNet, there are only two groups, where the ConvBlocks belonging to encoding path (ConvBlock 1-12) are divided into one group and the decoding path (ConvBlock 13-18) forms another. For the $i^{th}$ ConvBlock, its outputs to the next block $f_{b,i}$ and the
Fig. 3. This figure illustrates an example of group supervision, in which the ConvBlocks are divided into four groups according to the color of triangles. In each ConvBlock, there are two output paths, one to the next block and another to the group feature pyramid. The second path consists of a 1 \times 1 ConvLayer ('Conv1') and an upsampling layer. Supervisions are imposed on each group.

The group feature pyramid \( f_{g,i} \) are obtained by

\[
\begin{align*}
    f_{0,i}^0 &= \text{ReLU}(IN(Conv3(f_{b,i-1}))), \\
    f_{1,i}^1 &= \text{Sigmoid}(Conv1(f_{0,i})) \odot f_{0,i}, \\
    f_{b,i} &= \text{Sigmoid}(Conv1(f_{1,i})) \odot f_{1,i}, \\
    f_{g,i} &= \text{Upsample}(Conv1(f_{b,i})),
\end{align*}
\]

where \( f_{b,i-1} \) is output of the previous block, \( f_{0,i}^0 \) and \( f_{1,i}^1 \) are intermediate results, 'IN' is instance normalization, \( \odot \) is Hadamard product, and 'Conv3' means 3 \times 3 \times 3 convolution. As the inter-class imbalance problem stems from the large number of background points, it can be mitigated via adaptively suppressing the background locations during training. We achieved this by spatial attention module [23], which generates a soft mask applied on \( f_{0,i} \). Moreover, we cascade two modules to generate the attention map in a coarse-to-fine manner. But limited by the capacity of GPU memory, the first three and last two ConvBlocks only include the one-stage original spatial attention module. In addition, we adopt SpatialDropout [28] before the last 1 \times 1 convolution within each group for regularization.

### C. General Union Loss

In medical imaging, union-based losses such as Dice loss and Tversky loss [24] are widely used to address the class imbalance problem. As shown in [21], Dice loss can adaptively change the gradient ratio according to the segmentation performance, resulting in an increased sensitivity for the minority class. However, due to the intra-class imbalance, the network trained by Dice loss may not learn to detect the distal bronchi. To improve the airway tree length detected, we can impose a lower bound to the gradient ratio, preventing the gradient erosion problem. This can be achieved by weighted Dice loss and Tversky loss.

For weighted Dice loss,

\[
D_w = 1 - \frac{2 \times \sum_{i=1}^{N} w_ip_i g_i}{\sum_{i=1}^{N} w_i (p_i + g_i)},
\]

similar to Dice loss, the same gradients are given to all foreground or background voxels \( \frac{\partial D_w}{\partial p_i} = \frac{\partial D_w}{\partial g_i} \) if \( g_i = f_i \). Its gradient ratio is

\[
\left| \frac{\partial D_w}{\partial p_i} \right| = \frac{w_f}{w_b} \frac{2}{1 - D_w} - 1 \geq \frac{w_f}{w_b},
\]

where \( w_f \) and \( w_b \) are the weights for foreground and background respectively. From [24], we can find three properties of weighted Dice loss. First, its gradient ratio can be adaptively changed due to \( \frac{2}{1 - D_w} - 1 \). Second, this change is amplified by the factor \( \frac{w_f}{w_b} \). Third, the gradient ratio has a lower bound of \( \frac{w_f}{w_b} \). These properties make it effective to improve the segmentation of under-represented class by tuning the weights \( w_f \) and \( w_b \). The same properties can be found in Tversky loss [24],

\[
T = 1 - \frac{\sum_{i=1}^{N} p_i g_i}{\sum_{i=1}^{N} (\alpha p_i + \beta g_i)},
\]

where \( \alpha + \beta = 1 \). And its gradient ratio is

\[
\left| \frac{\partial T}{\partial p_i} \right| = \frac{1}{\alpha (1 - T)} - 1 \geq \frac{\beta}{\alpha}.
\]

By tuning the hyper-parameter \( \alpha \), Tversky loss also can achieve a high sensitivity for peripheral small airways.

Despite the merits of these losses, they do not address the intra-class imbalance problem. The cost for a high tree length detected is the significant dilation problem, because the same large gradients are assigned to all foreground points. Actually, we do not need to increase the gradients to the easy-to-segment parts such as the large airways, while more attention should be paid to the hard-to-segment areas to improve the connectivity of the predicted bronchi. To this end, we propose a Root Tversky loss which combines the voxel-level focal function into Tversky loss, and a General Union loss is further generated by adding the distance-based weights.

Root Tversky loss achieves the element-wise focal function by changing the root of the predictions in the numerator of

\[
\sum_{i=1}^{N} w_i (p_i + g_i)\]
Tversky loss,
\[
T_r = 1 - \frac{\sum_{i=1}^{N} p_i^{\gamma} g_i^{\beta}}{\alpha \sum_{i=1}^{N} p_i + \beta \sum_{i=1}^{N} g_i},
\]
where \(0 < r < 1\) and \(\alpha + \beta = 1\). It is differentiated in term of \(p_j\), and the gradient is
\[
\frac{\partial T_r}{\partial p_j} = -r g_j p_j^{\gamma-1} \alpha \sum_{i=1}^{N} p_i + \beta \sum_{i=1}^{N} g_i - \alpha \sum_{i=1}^{N} p_i g_i \frac{1}{\alpha} \frac{1}{1 - T_r} - 1 \geq \frac{r}{\alpha} - 1,
\]
As \(r - 1 < 0\), we replace \(p_j^{\gamma-1}\) by \((p_i + \epsilon)^{\gamma-1}\) where \(\epsilon\) is a small positive number. The same gradients are given to all background voxels while \(p_j^{\gamma-1}\) controls the gradients given to foreground locations. Since \(0 < r < 1\), much larger gradient is given to the foreground voxel with small \(p_j\). Its gradient ratio is
\[
\left| \frac{\partial T_r}{\partial p_j} \right| = \left| \frac{\partial T_r}{\partial p_j} \right| \frac{1}{\alpha} \left( \frac{1}{1 - T_r} - 1 \right) - \frac{\alpha}{\alpha} \frac{1}{r} - 1 - \frac{\alpha}{\alpha}.
\]
where \(p_{f,j}\) is the prediction of a foreground voxel \(j\). Comparing \([28] \) and \([31]\), the main difference between Tversky loss and Root Tversky loss is that the amplification factor \(\alpha\) in Tversky loss is replaced by \(\alpha p_j^{\gamma-1}\). In this new factor, the \(p_j^{\gamma-1}\) item achieves the voxel-wise focal function for the hard-to-segment points, while for the easy-to-segment airway voxels, this factor is near \(\frac{\alpha}{\alpha}\), resulting in smaller gradient ratio and alleviating the dilation problem.

As the intra-class imbalance is caused by the large number of thick airway voxels, we can manually decrease the weights for most large airway points. In this paper, we achieve this by assigning the weights for each voxel according to their distance to the centerlines,
\[
w_i = \begin{cases} 1 - m \left( \frac{d_i}{d_{\text{max}}} \right)^{r_d}, & g_i = 1 \\ 1, & g_i = 0 \end{cases}
\]
where \(d_i\) is the shortest distance from the current location to the centerline, \(d_{\text{max}}\) is the maximum \(d_i\) in one case and \(r_d\) controls the pattern of decay. By adding this weight to Eq. \([31]\), the loss function is in the following form:
\[
U = 1 - \frac{\sum_{i=1}^{N} w_i p_i^{\gamma} g_i}{\sum_{i=1}^{N} w_i (\alpha p_i + \beta g_i)}.
\]
To reduce the number of hyper-parameters, we set \(m = \frac{1 - \alpha}{\alpha}\) in \(w_i\). Its gradient with regard to \(p_j\) is
\[
\frac{\partial U}{\partial p_j} = -w_j r g_j p_j^{\gamma-1} \sum_{i=1}^{N} w_i (\alpha p_i + \beta g_i) - w_j \alpha \sum_{i=1}^{N} w_i p_i g_i \frac{1}{\alpha} \frac{1}{1 - T_r} - 1 - \frac{\alpha}{\alpha}.
\]
And the gradient ratio of this loss is
\[
\left| \frac{\partial U}{\partial p_j} \right| = w_{f,j} \left[ \frac{r g_j p_j^{\gamma-1}}{\alpha} \frac{1}{1 - T_r} - 1 \right] \geq (1 - m) \left( \frac{r}{\alpha} - 1 \right).
\]
It is seen that the distance-based weight \(w_i\) is directly applied on the gradient ratio of each point. Besides, since the weights of most large airway voxels are decreased, small airways play a more important role in the item \(\frac{1}{1 - T_r}\). In other words, the adaptive changing of gradient ratio depends more on the sensitivity of peripheral bronchi. By adopting this distance-based weight, the dilation issue around the large airways can be resolved while keeping a high tree length detected.

IV. EXPERIMENTS AND RESULTS

A. Dataset

We evaluated our method in two public datasets. The EXACT’09 [16] challenge provided a training set and a test set each with 20 CT scans, while no annotation is publicly available. The Binary Airway Segmentation Dataset [21] included 90 CT scans (70 from LIDC [2] and 20 from the training set of the EXACT’09). The pixel spacing varied from 0.5 to 0.82 mm, and the slice thickness ranged from 0.5 to 1.0 mm. For the Binary Airway Segmentation Dataset, we randomly split the 90 scans into training set, validation set and test set with 50, 20, and 20 samples respectively. For the EXACT’09 dataset, we trained our model on the training set with the corresponding annotations from the Binary Airway Segmentation Dataset, and submitted our results on the test set for evaluation. During preprocessing, the pixel values were clamped to \([-1000, 600]\) HU, before rescaled to \([0, 255]\). We also masked the background voxels outside the chest with maximal intensity.

B. Implementation Details

During training, we sampled 16 patches with a size of \([128, 128, 128]\) from each image in each epoch via a hard skeleton sampling strategy. The network was first trained by Dice loss and the false negatives were selected as the hard-to-segment regions. In hard skeleton sampling, we randomly selected a skeleton point belonging to those regions, and generated a patch containing it. Finally, we set a threshold \(p_s = 0.5\) to determine online for random sampling or hard sample mining during training. SGD optimizer with a momentum of 0.9 and a weight decay of 0.0001 was chosen. We further adopted a multi-stage training strategy to boost the tree length detected. A high-sensitive segmentation was obtained in the first phase, then the network was fine-tuned to gradually increase the precision. In the first stage, the network was trained by 100 epochs. The initial learning rate was 0.01, and it was divided by 10 in the 60th and 90th epoch. During the second stage, the network was further trained by 30 epochs. The initial learning rate was 0.01, and it was divided by 10 in the 15th and 25th epoch. Besides, We performed random rotation between \([-15^\circ, 15^\circ]\) with trilinear interpolation for data augmentation. In trilinear interpolation, a threshold was used to convert the float image into binary mask. Since a large threshold (0.9) could narrow down the annotation and provide a little leeway for the dilation, they were 0.8 and 0.9 in the first and second stages. The hyperparameters were tuned in the validation set of the Binary Airway Segmentation Dataset and experiments for each hyper-parameter are shown in the supplemental material. During the first stage, we chose \(r_t = 0.7\), \(\alpha = 0.1\), \(r_d = 0.5\) and \(\epsilon = 0.0001\) in general union loss, while in the second stage, we reset \(\alpha = 0.2\).
We adopt four evaluation metrics including tree length detected rate [8], branch detected rate [8], DSC and precision. Table I illustrates the quantitative results in the EXACT’09 dataset. Among the participants of this challenge, the best branch detected (76.5%) as well as length detected (73.3%) rates were achieved by Feuerstein et al. [8]. They adopt a tracking framework to generate the volume of interest (VOI), and a sharpening filter is used to enhance the edges of airways, followed by a region growing method to extract the branches. A main challenge in such method is the blurry airways walls, which cause the leakages and result in a relatively low precision of 84.4%. In the following works on this dataset, Inoue et al. [10] utilize Hessian analysis [25] to generate the candidates, and train an AdaBoost [26] classifier to reduce the false positives before obtaining the airway tree by minimum spanning tree [9] and 3D Graph Cuts [5]. Compared with this method, we achieve the comparable branch detected (80.5% vs. 79.6%) and tree length detected (79.0% vs. 79.9%) with a higher precision (94.2% vs. 88.1%). Xu et al. [34] combine a hybrid multi-scale fuzzy connectedness segmentation algorithm with two tubular structure enhancement techniques to extract the airway tree while Yun et al. [35] train a 2.5D CNN for bronchi segmentation. In comparison, we achieve higher sensitivity. Fig. 4 demonstrates three cases with the lowest precision in our segmentation results. It is seen that most false positives belong to unannotated distal bronchi while no significant clumping leakage is observed.

Table II compares our results with other CNN-based methods on the Binary Airway Segmentation dataset. Qin et al. [20] develop AirwayNet which predicts the connectivity of airways voxels. The prediction of connectivity improves the precision but the sensitivity is still limited since it does not explicitly mitigate the gradient erosion problem. Wang et al. [29] train their spatial fully connected network with radial distance loss, which places higher weights to the centerlines while reducing the weights of airway voxels far away from the centerlines, alleviating the intra-class imbalance and resulting in higher length detected (86.25%). Juarez et al. [14] train a 3D U-Net with Dice loss and weighted binary cross entropy (wBCE) loss. The wBCE loss gives higher weights to the airway voxels, increasing the sensitivity. They also design a UNet-GNN architecture [13] by replacing the two convolutional layers in the deepest level of the 3D U-Net by a Graph Neural Network module. In our experiment, we found that the GNN layers failed in several cases, resulting in much higher standard deviation (21.1%) than other methods. Jin et al. [12] train a 3D U-Net with wBCE loss for coarse segmentation followed by graph-based refinement. The refinement contributes to both the length detected and precision. Compared with these methods, our approach can improve the tree length detected more than 6% only with a little decrease in precision. Some examples are visualized in Fig. 5 demonstrating the relative merit of the method proposed.

A. Ablation Study

To compare different network architectures, we calculated the DSC within five airway diameter intervals. Deep supervision is inserted into all the baselines [18], [22], [23], [37] while spatial attention is adopted by ‘UNet+PE’ [22] and ‘UNet+SE’ [23]. As shown in Fig. 6 all the networks can achieve a high DSC for the thick airways. However, in the test set of Binary Airway Segmentation dataset, the branches with a diameter larger than 4mm only account for 14% of the total number. The remaining 76% of branches belong to the small airways whereas the segmentation performance drops significantly for this class. The result of our WingsNet is 2.5% higher than the baselines in the interval between 0 and 2mm, demonstrating the efficacy of group supervision for peripheral bronchi segmentation. We also compared five loss functions in the same manner and the results are shown in Fig. 7. Compared with General Union loss, Root Tversky loss does not explicitly decrease the weights of large airways, leading to a dilated segmentation and a decreased DSC for the branches with a diameter between 2mm and 8mm. In contrast, without the voxel-wise focal function, Prior Tversky loss has a lower DSC.
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Fig. 5. The segmentation results of the proposed methods and the baseline. For each combination, the left figure is the segmentation result, while the right figure illustrates the false positives in green and the false negatives in red. With a same length detected of 95%, the dilation problem in the baseline is more serious. When we fixed the DSC to 93%, in the results of VNet, false negatives appear in the surface of airways as well as many distal bronchi. In contrast, the number of false negatives is much smaller in the results of WingsNet.

Fig. 6. The segmentation results of five networks within different airway diameter intervals. The round pictures give examples for the corresponding diameter and the percentage of branches within each interval is also labeled.

in terms of the distal small airways. The combination of Dice loss and wBCE loss can achieve a comparable performance for the peripheral bronchi. But meanwhile, the DSC is decreased for the other branches due to the dilation problem.

We further compare different supervision methods under the scenario of a high tree length detected rate. As shown in Fig. 8 adopting deep supervision can improve the length detected rate from 92.8% to 95% while keeping a comparable precision. However, supervising each ConvBlock leads to a 1.2% decrease in length detected. By dividing the blocks into two groups, with a same length detected of 95%, the precision is increased by 2.8%. When the supervision on encoding path is removed, the length detected drops about 1.4%. Besides, if all the blocks are divided into one group, the performance is even worse than deep supervision. In contrast, adding the group number to four does not affect the segmentation results significantly. Moreover, for the four groups, we separated them via a successive manner as well as a cross manner. However, no significant difference is observed in the experiment. By these comparisons, it is shown that the segmentation of small structures benefits from the supplemental gradients while it is important to keep a hierarchical representation within each group.

VI. DISCUSSION

A. False Positives

The main drawback of our method is the decline in precision. Compared with some approaches, although the tree length detected improves about 6%, the decrease in precision is also more than 2%. In our segmentation results, the False Positives (FPs) can be divided into three categories and Fig. 9 illustrates six regions including FPs with their original CT images. As shown in sub-figures (a) (b) (d) (e), the largest number of FPs appear in the indistinct borders between airway lumen and airway walls. During the annotation process, observers refined the coarse segmentation obtained by region
B. False Negatives

We illustrate the false negatives of the failure case with shortest length detected in Fig. 10. Generally, there are two kinds of FNs. The first category can be seen in the indistinct borders between airway lumen and walls. These blurry regions are caused by the limited resolution of CT scans and the growing method. To reduce the leakages, we set the region growing particularly sensitive to these indistinct regions. As a result, such blurry areas were not delineated in the trachea and large bronchi. Moreover, manual annotation could not be perfect for such complicated tree structure and some indistinct regions were annotated to keep the connectivity. During training, these points were emphasized by the focal loss and their patterns were learned by the network. As for the second class of FPs, a small number of the distal small airways with indistinct airway walls were not annotated by the observers, while some of them were detected by our method. The third class is composed of the leakages especially at the bifurcations where the intensities are between airway lumen and walls, as shown in sub-figure (e). In general, the dilation issue in the final segmentation is not as significant as that in the first stage, while the first class of FPs do not affect the clinical use.

FNs in these areas do not affect the clinical use. The second class is composed of the undetected branches. As shown in the sub-figures, a common feature of these undetected bronchi is that the intensity distribution of their airway walls is inhomogeneous. In other words, a fraction of the walls are of high intensity while other parts are relatively blurry. These FNs can lead to the breakages, and after extracting the largest connected domain, the rest of a branch is discarded. The network failed to recognize these parts since such pattern was much common in the background. But this also reflects that the network does not learn sufficient long-range features for the connectivity of thin bronchi.

VII. Conclusion

In this paper, we focus on both the inter and intra-class imbalance problems which limit the efficacy of CNNs for distal airway segmentation. With increasing emphasis on early detection and endobronchial intervention, the requirement for complete airway reconstruction at the resolution limit is becoming increasingly important clinically. There is thus far no effective techniques that can address such needs. To deal with inter-class imbalance between foreground and background, we propose the gradient erosion and dilation problem and design a group supervision manner to enhance the training of network.
To resolve the intra-class imbalance between large and small airways, we propose a General Union loss that obviates the impact of airway size by distance-based weights and tunes the gradient ratios of each airway voxel based on the learning process. The proposed method helps to detect more peripheral bronchi, leading to a viable clinical tool for small airway reconstruction and navigation.
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A. Loss Functions

In this section, we provide more detailed analysis about the loss functions used in this paper.

The Dice loss [18] is defined as follows:

$$ D = 1 - \frac{2 \times \sum_{i=1}^{N} p_i g_i}{\sum_{i=1}^{N} p_i + \sum_{i=1}^{N} g_i}, $$

where $N$ is the total number of voxels, $p_i$ is the prediction of each voxel and $g_i$ is the corresponding ground truth. It is differentiated in terms of $p_j$, and the gradient is

$$ \frac{\partial D}{\partial p_j} = -2 \left[ g_j \left( \frac{\sum_{i=1}^{N} p_i + \sum_{i=1}^{N} g_i}{\left( \sum_{i=1}^{N} p_i + \sum_{i=1}^{N} g_i \right)^2} \right) - \frac{\sum_{i=1}^{N} p_i g_i}{\sum_{i=1}^{N} g_i} \right]. $$

(20)

It can be seen that the same gradients are given to all foreground or background locations ($\frac{\partial D}{\partial p_j} = \frac{\partial D}{\partial p_j}$ if $g_i = g_j$). For further analysis with regard to the gradient erosion and dilation, we calculate the ratio of the foreground gradient to background gradient $\frac{\partial D}{\partial p_j}$:

$$ r_{\text{Dice}} = \frac{\left| \frac{\partial D}{\partial p_f} / \frac{\partial D}{\partial p_b} \right|}{\left| \frac{\partial D}{\partial p_f} / \frac{\partial D}{\partial p_b} \right|} = \frac{\sum_i (p_i + g_i) - \sum_i p_i g_i}{\sum_i p_i g_i} = \frac{2}{1 - D} - 1. $$

(21)

This proportion is in inverse ratio to the Dice similarity coefficient (DSC). During training, if an input patch includes both small and large airways, the total DSC is high as the large airways are not seriously influenced by the inter-class imbalance. This leads to small $r_{\text{Dice}}$ which aggravates the gradient erosion, thus affecting the learning of small airways. To improve the airway tree length detected, we can impose a lower bound to the gradient ratio, preventing the gradient erosion problem. This can be achieved by weighted Dice loss and Tversky loss [24].

For weighted Dice loss,

$$ D_w = 1 - \frac{2 \times \sum_{i=1}^{N} w_i p_i g_i}{\sum_{i=1}^{N} w_i (p_i + g_i)}, $$

it is differentiated in terms of $p_j$, and the gradient is

$$ \frac{\partial D_w}{\partial p_j} = -2 w_j g_j \left[ \sum_i w_i (p_i + g_i) - w_j \sum_i w_i p_i g_i \right] / \left( \sum_i w_i (p_i + g_i) \right)^2. $$

(23)

Similar to Dice loss, the same gradients are given to all foreground or background voxels ($\frac{\partial D_w}{\partial p_j} = \frac{\partial D_w}{\partial p_j}$ if $g_i = g_j$). Its gradient ratio is

$$ \left| \frac{\partial D_w}{\partial p_f} / \frac{\partial D_w}{\partial p_b} \right| = \frac{w_f}{w_b} \frac{\sum_i w_i (p_i + g_i) - w_f \sum_i w_i p_i g_i}{w_f \sum_i w_i p_i g_i} = \frac{w_f}{w_b} \frac{2}{1 - D_w} - 1 \geq \frac{w_f}{w_b}, $$

(24)

where $w_f$ and $w_b$ are the weights for foreground and background respectively. From Eq. (24), we can find three properties of weighted Dice loss. First, its gradient ratio can be adaptively changed due to the item $\frac{w_f}{w_b} - 1$. Second, this change is amplified by the factor $\frac{w_f}{w_b}$. Third, the gradient ratio has a lower bound of $\frac{w_f}{w_b}$. These properties make it effective to improve the segmentation by tuning the weights $w_f$ and $w_b$.

The same properties can be found in Tversky loss,

$$ T = 1 - \frac{\sum_{i=1}^{N} p_i g_i + \alpha \sum_{i=1}^{N} (1 - p_i) (1 - g_i)}{\sum_{i=1}^{N} (\alpha p_i + \beta g_i)}, $$

where $\alpha + \beta = 1$, so it can be rewritten as

$$ T = 1 - \frac{\sum_{i=1}^{N} p_i g_i}{\sum_{i=1}^{\alpha p_i + \beta g_i}}. $$

(26)

Its gradient can be calculated by

$$ \frac{\partial T}{\partial p_j} = - g_j \frac{\sum_{i=1}^{N} (\alpha p_i + \beta g_i)}{\left( \sum_{i=1}^{N} (\alpha p_i + \beta g_i) \right)^2} - \alpha \sum_i p_i g_i, $$

(27)

and the gradient ratio is

$$ \left| \frac{\partial T}{\partial p_f} / \frac{\partial T}{\partial p_b} \right| = \frac{\sum_{i=1}^{N} (\alpha p_i + \beta g_i) - \alpha \sum_i p_i g_i}{\alpha \sum_i p_i g_i} = \frac{1}{\alpha} \left( 1 - T \right) - 1 \geq \frac{\beta}{\alpha}. $$

(28)

By tuning the importance of false positives and false negatives in the denominator, Tversky loss also can achieve a high sensitivity for peripheral small airways.

Despite the merits of these losses, they do not address the intra-class imbalance problem. The cost for a high tree length detected is the significant dilution problem, because the same large gradients are assigned to all foreground points. Actually, we do not need to increase the gradients to the easy-to-segment parts such as the large airways, while more attention should be paid to the hard-to-segmentation areas to improve the connectivity of the predicted bronchi. To this end, we propose a Root Tversky loss which combines the voxel-level focal function into Tversky loss, and a General Union loss is further generated by adding the distance-based weights.

Root Tversky loss achieves the element-wise focal function by changing the root of the predictions in the numerator of Tversky loss,

$$ T_r = 1 - \frac{\sum_{i=1}^{N} p_i g_i}{\alpha \sum_i p_i + \beta \sum_i g_i}, $$

where $0 < r < 1$ and $\alpha + \beta = 1$. It is differentiated in term of $p_j$, and the gradient is

$$ \frac{\partial T_r}{\partial p_j} = - g_j \frac{p_j^{r-1} (\alpha \sum_i p_i + \beta \sum_i g_i) - \alpha \sum_i p_i g_i}{(\alpha \sum_i p_i + \beta \sum_i g_i)^2}. $$

(30)

As $r - 1 < 0$, we replace $p_j^{r-1}$ by $(p_i + \epsilon e)^{r-1}$ where $\epsilon$ is a small positive number. The same gradients are given to all background voxels while $p_j^{r-1}$ controls the gradients given to foreground locations. Since $0 < r < 1$, much larger gradient is given to the foreground voxel with small $p_j$. Its gradient ratio is

$$ \left| \frac{\partial T_r}{\partial p_f} / \frac{\partial T_r}{\partial p_b} \right| = \frac{\alpha \sum_i p_i + \beta \sum_i g_i - \alpha \sum_i p_i g_i}{\alpha \sum_i p_i g_i}, $$

(31)
where \( p_{f,j} \) is the prediction of a foreground voxel \( j \). Comparing Eq. (28) and (31), the main difference between Tversky loss and Root Tversky loss is that the amplification factor \( \frac{1}{\alpha} \) in Tversky loss is replaced by \( \frac{r\alpha p_{f,j} - 1}{\alpha} \). In this new factor, the \( p_{f,j} \) item achieves the voxel-wise focal function for the hard-to-segment points, while for the easy-to-segmentation airway voxels, this factor is near \( \frac{1}{\alpha} \), resulting in smaller gradient ratio and alleviating the dilation problem.

As the intra-class imbalance is caused by the large number of thick airway voxels, we can manually decrease the weights for most large airway points. In this paper, we achieve this by assigning the weights for each voxel according to their distance to the centerlines,

\[
w_i = \begin{cases} 1 - m \left( \frac{d_i}{d_{\text{max}}} \right)^{r_d}, & g_i = 1 \\ 1, & g_i = 0 \end{cases}
\]

(32)

where \( d_i \) is the shortest distance from the current location to the centerline, \( d_{\text{max}} \) is the maximum \( d_i \) in one case and \( r_d \) controls the pattern of decay. By adding this weight to Eq. (31), the loss function is in the following form:

\[
U = 1 - \sum_{i=1}^{N} w_i p_i g_i = 1 - \sum_{i=1}^{N} w_i (\alpha p_i + \beta g_i).
\]

(33)

To reduce the number of hyper-parameters, we set \( m = \frac{1 - \alpha}{\alpha} \) in \( w_i \). Its gradient with regard to \( p_j \) is

\[
\frac{\partial U}{\partial p_j} = w_j r g_j p_j^{r-1} \sum_{i=1}^{N} w_i (\alpha p_i + \beta g_i) - \sum_{i=1}^{N} w_i p_i g_i.
\]

(34)

And the gradient ratio of this loss is

\[
\frac{\partial U}{\partial p_f} = \frac{\partial U}{\partial p_f} = \frac{w_{f,j} r p_{f,j}^{r-1} \sum_{i=1}^{N} w_i (\alpha p_i + \beta g_i) - \sum_{i=1}^{N} w_i p_i g_i}{\alpha \sum_{i=1}^{N} w_i p_i g_i} = \frac{w_{f,j} p_{f,j}^{r-1} \left( \frac{1}{\alpha} - \frac{1}{1 - U} \right)}{1 - m \left( \frac{1}{\alpha} - 1 \right)} \geq (1 - m) \left( \frac{r}{\alpha} - 1 \right).
\]

(35)

It is seen that the distance-based weight \( w_i \) is directly applied on the gradient ratio of each point. Besides, since the weights of most large airway voxels are decreased, small airways play a more important role in the item \( \frac{1}{1 - U} \). In other words, the adaptive changing of gradient ratio depends more on the sensitivity of peripheral bronchi. By adopting this distance-based weight, the dilation issue around the large airways can be resolved while keeping a high tree length detected.

**B. Hyper-parameters**

Actually, our method includes some hyper-parameters, and the selection of these parameters is a time-consuming project. To provide a clear illustration of their impacts, in this section, we set experiments on the Binary Airway Segmentation dataset to analyze each of them. We demonstrate the performance in two training stages. In the first stage, the network is forced to achieve a high tree length detected, while in the second stage, the model is fine-tuned to increase the precision of segmentation. In this following experiments, the network was trained by General Union loss in the first stage, while Root Tversky loss was used in the second stage.

**C. \( \tau_l \) in GUL/RTL**

![Fig. 11](image)

\( \tau_l \) is the root of the prediction in the numerator of GUL/RTL, which controls the extent of the focal function. It also impacts the gradient ratio and a small \( \tau_l \) can alleviate the dilation issue.

The hyper-parameter \( \tau_l \) in GUL or RTL is the root of the predictions in the numerator, which controls the extent of the element-wise focal function. Loss function with smaller \( \tau_l \) focuses more on the failure locations. Moreover, smaller \( \tau_l \) leads to a smaller amplification factor of the gradient ratio. Therefore, as shown in Fig. 11, the precision drops as \( \tau_l \) rises. Besides, the excessive focus on the failure points is not beneficial to detect more small airways. In both stages, the length detected of the results of \( \tau_l = 0.5 \) is slightly worse than the results of \( \tau_l = 1.0 \). In contrast, a moderate focal effect helps the network learn better representations for peripheral bronchi.

**D. \( r_d \) in GUL**

The hyper-parameter \( r_d \) in GUL controls the speed of the distance-based weight decay of airway voxels. In this experiment, we evaluated three decay modes as shown in Fig. 12. \( r_d = 0.5 \), \( r_d = 1.0 \) and \( r_d = 2.0 \). When \( r_d = 0.5 \), the weight decreases fast around the centerline. A linear decay is achieved by \( r_d = 1.0 \) and \( r_d = 2.0 \) can keep a high weight around the centerline. In the first stage, all the modes can yield a high length detected while \( r_d = 0.5 \) performs better than others for the gradient dilation problem. In the second stage, paying more attention to the centerlines can improve the length detected. Therefore, we chose \( r = 0.5 \) in other experiments.

**E. \( \alpha_e \) and \( \alpha_d \)**

In WingsNet, two loss functions are imposed on the encoding group and decoding group respectively. To evaluate different combinations of the hyper-parameters \( \alpha_e \) and \( \alpha_d \) in these two loss functions, we fix one parameter while varying another one in both stages. As shown in Fig. 13, since we use the predictions of the decoding group as the final results, the trade-off between sensitivity and specificity is mainly controlled by \( \alpha_d \). Smaller \( \alpha_d \) results in a higher amplification factor of the gradient ratio, alleviating the gradient erosion and improving the length detected. In contrast, the impact of \( \alpha_e \) is
Fig. 12. $r_d$ is the root of the relative distance in GUL, which decides the speed of the distance-based weight decay of airway voxels.

When performing SpatialDropout, a hyper-parameter $p_d$ is set to control the probability of each channel to be dropped. As shown in Fig. 14, a suitable $p_d$ helps the network to learn robust features for the distal small airways, improving the length detected. However, when $p_d$ is greater than 0.5, both the length detected and precision drop as $p_d$ increases. In this case, the prediction only relies on several layers, which is a little like the deeply supervised nets, limiting the learning of hierarchical representations. When choosing this hyper-parameter, $p_s = 0.3$ achieves the best length detected in the second stage in both the validation set and test set. Besides, our method performs stably within the interval of $[0.3, 0.5]$. Thus, we selected $p_d = 0.3$ in other experiments.

G. Threshold in Data Augmentation

In data augmentation, the threshold of interpolation directly affects the thickness of small airway annotations after random rotation. A large threshold slightly decreases the length detected while improving the precision.

H. $p_s$ in Data Sampling

During training, a probability $p_s$ is set to perform hard skeleton sampling or random sampling. As shown in Fig. 16, in the first stage, adopting hard skeleton sampling can improve the length detected about 1%, and this margin is more
Fig. 16. During training, a probability $p_s$ is set to perform hard skeleton sampling or random sampling. Adopting hard skeleton sampling can boost the length detected while the overuse inversely affects the performance.

significant (about 2%) in the second stage. It is also seen that a pretty high $p_s$ leads to the decrease in both length detected and precision. In this case, the model over-fits to these difficult regions, affecting the generalization capability. Therefore, we selected $p_s = 0.5$ in other experiments.