ON THE TENSOR NUCLEAR NORM AND THE TOTAL VARIATION REGULARIZATION FOR IMAGE AND VIDEO COMPLETION
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Abstract. In the present paper we propose two new algorithms of tensor completion for three-order tensors. The proposed methods consist in minimizing the average rank of the underlying tensor using its approximate function namely the tensor nuclear norm and then the recovered data will be obtained by using the total variation regularization technique. We will adopt the Alternating Direction Method of Multipliers (ADM), using the tensor T-product, to solve the main optimization problems associated to the two algorithms. In the last section, we present some numerical experiments and comparisons with the most known image completion methods.
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1. Introduction. Tensors become an important notion that treat the high dimensional data and it plays an important role in a wide range of real-world applications. In this work, we will be interested in the problem of tensor completion, with the aim of estimating the missing values from an observed data, e.g., inpainting color images [3, 10, 19, 27], hyperspectral image recovery [11, 17, 14, 28], magnetic resonance image recovery [32, 16], and higher order web site link analysis [2].

The main idea behind the completion problem is to find a low-rank data containing the main information of the original data. For matrices, the problem of completion is mathematically formulated as follows

\[
\min_A \text{rank}(A) \\
\text{s.t } P_\Omega(A) = P_\Omega(M),
\]

where \( A \in \mathbb{R}^{n_1 \times n_2} \) is the underlying matrix, \( M \in \mathbb{R}^{n_1 \times n_2} \) is the observed matrix, \( \Omega \) is the set of known pixels and \( P_\Omega \) is the projection operator onto \( \Omega \). This optimization problem is not easy to solve because of the non-convexity of the rank function. For that reason, Fazel [6], and Kurucz [13] proposed to solve the problem \( (1.1) \) by using the convex surrogate of the rank and the SVD decomposition. In [9], Candes and Recht proved theoretically that under certain conditions, the following optimization problem

\[
\min_A \| A \|_* \\
\text{s.t } P_\Omega(A) = P_\Omega(M)
\]

recovers well the data, where \( \| A \|_* \) is the nuclear norm of \( A \) which will be defined later.

Since tensors are the generalization of matrices, the problem of tensor completion can be formulated as follows

\[
\min_A \text{rank}(A) \\
\text{s.t } P_\Omega(A) = P_\Omega(M)
\]
where $\mathcal{A}$ is the underlying tensor of order 3, $\mathcal{M}$ is the observed tensor, $\Omega$ is the set of the known data and $\mathcal{P}_\Omega$ is the projection operator defined by

$$
\mathcal{P}_\Omega(\mathcal{A})_{i,j,k} = \begin{cases} 
\mathcal{A}_{i,j,k}, & (i,j,k) \in \Omega \\
0, & \text{otherwise}.
\end{cases}
$$

As stated in [22], the optimization problem (1.3) is N-P hard and then one should study the tensor version of the problem (1.2) and this is the main subject of the present work. The new tensor-rank optimisation problem will be solved using the tensor T-product which is based on the Fast Fourier Transform (FFT). Notice that the notion of tensor rank is complicated as compared to the matrix rank and many tensor rank definitions and procedures such as Tucker-rank [4], CP-rank [4], TT-rank [29] and the tensor tubal rank [7], have been introduced the last years; see also [15, 25, 5, 20].

The outline of this paper is as follows: In Section 2 we give some notations and preliminaries that will be used in the paper. Section 3 is devoted to the development of our proposed tensor completion approaches. We will show how to use the tensor nuclear norm in combination with the TV regularisation procedure to derive the new completion algorithms. In the two approaches, we will use the well known tensor T-product. Some numerical experiments with comparisons to the most well known methods are presented in Section 5, showing the effectiveness of the presented approaches.

### 2. Notations and preliminaries

In this paper we denote tensors by calligraphic letters, e.g., $\mathcal{A}$. Matrices are denoted by capital letters, e.g., $A$ and vectors are denoted by lower case letters, e.g., $a$.

Let $\mathcal{A} \in \mathbb{R}^{n_1 \times n_2 \times n_3}$ be an 3-order tensor. We define its Frobenius-norm by

$$
\|\mathcal{A}\|_F = \sqrt{\sum_{i_1=1}^{n_1} \sum_{i_2=1}^{n_2} \sum_{i_3=1}^{n_3} a_{i_1,i_2,i_3}^2}.
$$

The inner product between the two tensors $\mathcal{A}$ and $\mathcal{B}$ in $\mathbb{R}^{n_1 \times n_2 \times n_3}$ is given by

$$
\langle \mathcal{A}, \mathcal{B} \rangle = \sum_{i_1=1}^{n_1} \sum_{i_2=1}^{n_2} \sum_{i_3=1}^{n_3} a_{i_1,i_2,i_3} b_{i_1,i_2,i_3}.
$$

Let $\mathcal{A} \in \mathbb{R}^{n_1 \times n_2 \times n_3}$, then the $i^{th}$ frontal slice of the tensor $\mathcal{A}$ is the matrix $\mathcal{A}(\cdot, \cdot, i)$ and will be denoted by $\mathcal{A}^{(i)}$. For two matrices $A \in \mathbb{R}^{n \times m}$ and $B \in \mathbb{R}^{p \times q}$, the Kronecker product is the $np \times mq$ matrix given as

$$
A \otimes B = [a_{ij}B]_{i=1:n; j=1:m} \in \mathbb{R}^{np \times mq}.
$$

### 2.1. The discrete Fourier transform

Let $v \in \mathbb{R}^n$, we denote its Discrete Fourier Transform (DFT) by $\hat{v}$ and it is defined by

$$
\hat{v} = F_n v
$$

where $F_n$ denotes the DFT matrix and it is defined by

$$
F_n = \begin{pmatrix}
1 & 1 & 1 & \ldots & 1 & 1 \\
1 & \omega & \omega^2 & \ldots & \omega^{n-2} & \omega^{n-1} \\
\vdots & \vdots & \omega & \ldots & \omega^{n-3} & \omega^{n-2} \\
1 & \omega^{n-1} & \omega^{2(n-1)} & \ldots & \omega^{(n-2)(n-1)} & \omega^{(n-1)^2}
\end{pmatrix} \in \mathbb{R}^{n \times n} \quad (2.1)
$$
notice that $\frac{F_n}{\sqrt{n}}$ is a unitary matrix, i.e.,

$$F_n^*F_n = F_nF_n^* = nI_n.$$  

The Fast Fourier Transform (FFT) allows us to compute the matrix-vector $F_nv$ in a very economical way. It computes this product with a cost of $O(n \log n)$ instead of $O(n^2)$ and it is represented in Matlab by the command $\text{fft}$ and its inverse by $\text{ifft}$: $\hat{v} = \text{fft}(v)$ and $v = \text{ifft}(\hat{v})$.

The circulant matrix associated to the vector $v$ is given as

$$\text{circ}(v) = \begin{pmatrix} v_1 & v_n & v_{n-1} & \cdots & v_2 \\ v_2 & v_1 & v_n & \cdots & v_3 \\ \vdots & \vdots & \ddots & \ddots & \vdots \\ v_n & v_{n-1} & \cdots & v_2 & v_1 \end{pmatrix} \in \mathbb{R}^{n \times n}$$

which it can be diagonalized by using the DFT and we get

$$F_n \text{circ}(v) F_n^{-1} = \text{diag}(\hat{v})$$

with $\text{diag}(\hat{v})$ denotes the diagonal matrix, where the $i^{th}$ element of its diagonal is $\hat{v}_i$.

**Lemma 1.** \cite{31} Given a real vector $v \in \mathbb{R}^n$, the associated $\hat{v} = F_nv$ satisfies

$$\hat{v}_1 \in \mathbb{R} \text{ and } \text{conj}(\hat{v}_i) = \hat{v}_{n-i+2}, \quad i = 2, \ldots, \left\lfloor \frac{n+1}{2} \right\rfloor. \quad (2.2)$$

Conversely, for any given complex $\hat{v} \in \mathbb{C}^n$ satisfying (2.2), there exists a real circulant matrix $\text{circ}(v)$ such that \eqref{eq:3.1} holds.

Let $A \in \mathbb{R}^{n_1 \times n_2 \times n_3}$ be a 3-order tensor, we denote its DFT along each tubes $\hat{A} \in \mathbb{C}^{n_1 \times n_2 \times n_3}$. This operation can be done in Matlab by using the following command

$$\hat{A} = \text{fft}(A, [], 3).$$

Conversely, we can obtain $A$ from $\hat{A}$ using the Matlab command

$$A = \text{ifft}(\hat{A}, [], 3).$$

Thanks to Lemma \ref{lem:1}, we have

$$\hat{A}^{(1)} \in \mathbb{R}^{n_1 \times n_2} \text{ and } \text{conj} \left( \hat{A}^{(i)} \right) = \hat{A}^{(n_3-i+2)} \text{ for } i = 2, \ldots, \left\lfloor \frac{n_3+1}{2} \right\rfloor. \quad (2.3)$$

We have also

$$\|A\|_F = \frac{1}{\sqrt{n_3}} \left\| \hat{A} \right\|_F \text{ and } \langle A, B \rangle = \frac{1}{n_3} \left\langle \hat{A}, \hat{B} \right\rangle. \quad (2.3)$$

We define the block diagonal matrix associated to the tensor $A \in \mathbb{R}^{n_1 \times n_2 \times n_3}$ as follows

$$\text{bdiag}(A) = \begin{pmatrix} A^{(1)} \\ A^{(2)} \\ \vdots \\ A^{(n_3)} \end{pmatrix} \quad (2.4)$$
also, we define its block circulant matrix by

\[
\text{bcirc}(A) = \begin{pmatrix}
A(1) & A(n_3) & \cdots & A(2) \\
A(2) & A(1) & & A(3) \\
\vdots & \ddots & \ddots & \vdots \\
A(n_3) & A(n_3-1) & \cdots & A(1)
\end{pmatrix}
\] (2.5)

As \(\text{bcirc}(A)\) is a block circulant matrix, it can be block diagonalized using the DFT \([8]\). Then we get

\[
(F_{n_3} \otimes I_{n_1}) \text{bcirc}(A) (F_{n_3}^* \otimes I_{n_2}) = \text{bdiag}(\hat{A}).
\] (2.6)

### 2.2. The tensor T-product

Let \(A \in \mathbb{R}^{n_1 \times n_2 \times n_3}\) a third-order tensor, we define the following operators

\[
\text{unfold}(A) = [A^{(1)}, A^{(2)}, \ldots, A^{(n_3)}]^T, \quad \text{fold}(\text{unfold}(A)) = A.
\]

**Definition 1. T-product [26]**

Let \(A \in \mathbb{R}^{n_1 \times n_2 \times n_3}\) and \(B \in \mathbb{R}^{n_1 \times n_2 \times n_3}\), we define the t-product between \(A\) and \(B\) by

\[
A \ast B = \text{fold}(\text{bcirc}(A) \text{unfold}(B)).
\] (2.7)

We notice that from (2.6), we can compute the T-product between two tensors \(A\) and \(B\) of appropriate sizes using the following property

\[
D = A \ast B \iff \text{bdiag}(\hat{D}) = \text{bdiag}(\hat{A})\text{bdiag}(\hat{B}).
\]

The following algorithm summarises the different steps for the T-product

**Algorithm 1** The T-product via the FFT.

1. **Inputs:** \(A \in \mathbb{R}^{n_1 \times n_2 \times n_3}\) and \(B \in \mathbb{R}^{n_1 \times n_2 \times n_3}\)
2. **Output:** \(C = A \ast B \in \mathbb{R}^{n_1 \times n_2 \times n_3}\)
3. Compute \(\hat{A} = \text{fft}(A, [], 3)\) and \(\hat{B} = \text{fft}(B, [], 3)\)
4. for \(i = 1\) to \(\left\lfloor \frac{n_3 + 1}{2} \right\rfloor\) do
5. \(\hat{C}(::, i) = \hat{A}(::, i)\hat{B}(::, i)\)
6. end for
7. for \(i = \left\lfloor \frac{n_3 + 1}{2} \right\rfloor + 1\) to \(n_3\) do
8. \(\hat{C}(::, i) = \text{conj} \left( \hat{C}(::, n_3 + 2 - i) \right)\)
9. end for
10. \(\hat{C}(::, i) = \hat{A}(::, i)\hat{B}(::, i)\)
11. \(C = \text{ifft}(\hat{C}, [], 3)\)

Using Algorithm 1, the cost of computing the T-product of \(A \in \mathbb{R}^{n_1 \times n_2 \times n_3}\) and \(B \in \mathbb{R}^{n_1 \times n_2 \times n_3}\) is \(O \left( \frac{n_1 n_2 n_3}{2} \right)\) instead of \(O(n^2 n_1 n_2 n_3)\) if we use directly the relation (2.7).
The tensor SVD. In the sequel, we need the following definitions.

Definitions 1.

- Conjugate transpose: The conjugate transpose of a tensor $A \in \mathbb{C}^{n_1 \times n_2 \times n_3}$ is the tensor $A^* \in \mathbb{C}^{n_2 \times n_1 \times n_3}$ obtained by conjugate transposing each of its frontal slices and then reversing the order of transposed frontal slices 2 through $n$.
- Identity tensor: The identity tensor $I \in \mathbb{R}^{l \times l \times n}$ is the tensor with its first frontal slice being the $l \times l$ identity matrix, and other frontal slices being all zeros.
- F-diagonal tensor: A tensor is called f-diagonal if each of its frontal slices is a diagonal matrix.
- Orthogonal tensor: A tensor $Q \in \mathbb{R}^{l \times l \times n}$ is orthogonal if it satisfies $Q^* Q = Q Q^* = I$.

The Singular Value Decomposition (SVD) for matrices, was generalized to the tensor case using the T-product [26] as is stated in the following theorem.

Theorem 2. Let $A \in \mathbb{R}^{n_1 \times n_2 \times n_3}$ real valued tensor, then $A$ can be factored as

$$A = U^* S^T V$$

with $U \in \mathbb{R}^{n_1 \times n_1 \times n_3}$ and $V \in \mathbb{R}^{n_2 \times n_2 \times n_3}$ are orthogonal tensors, and $S \in \mathbb{R}^{n_1 \times n_2 \times n_3}$ is an f-diagonal tensor.

The process called T-SVD of decomposing a 3-order tensor via the tensor T-product is summarized in the following algorithm.

**Algorithm 2 T-SVD**

1. **Impute** $A \in \mathbb{R}^{n_1 \times n_2 \times n_3}$
2. **Output:** t-SVD components $U$, $S$ and $V$
3. $\hat{A} = \text{fft}(A, [], 3)$
4. for $i = 1$ to $\left\lfloor \frac{n_3 + 1}{2} \right\rfloor$
5. $\hat{U}(::, i, \hat{S}(::, i), \hat{V}(::, i)) = \text{SVD}(\hat{A}(::, i))$
6. end for
7. for $i = \left\lfloor \frac{n_3 + 1}{2} \right\rfloor + 1$ to $n_3$
8. $\hat{U}(::, i) = \text{conj}(\hat{U}(::, n_3 + 2 - i))$
9. $\hat{S}(::, i) = \text{conj}(\hat{S}(::, n_3 + 2 - i))$
10. $\hat{V}(::, i) = \text{conj}(\hat{V}(::, n_3 + 2 - i))$
11. end for
12. $U = \text{ifft}(\hat{U}, [], 3)$, $S = \text{ifft}(\hat{S}, [], 3)$ and $V = \text{ifft}(\hat{V}, [], 3)$

Next, we recall the definitions of the tensor tubal rank [12] and the tensor average rank [12] that will be used in this paper.

**Definition 3.** For $A \in \mathbb{R}^{n_1 \times n_2 \times n_3}$, the tensor tubal rank, denoted as $\text{rank}_t(A)$, is the number of nonzero singular tubes of $S$, where $S$ is from the t-SVD of $A = U^* S^T V^*$. We can write

$$\text{rank}_t(A) = \text{card}\{i/ S(i, i, :) \neq 0\}.$$ (2.8)
**Definition 4.** For $A \in \mathbb{R}^{n_1 \times n_2 \times n_3}$, the tensor average rank, denoted as $\text{rank}_a(A)$, is defined as

$$\text{rank}_a(A) = \frac{1}{n_3} \text{rank}(\text{bcirc}(A)). \quad (2.9)$$

**2.4. The tensor nuclear norm.** We first recall the matrix nuclear norm. Let $A \in \mathbb{R}^{n \times m}$ be a matrix, then the nuclear norm denoted by $\|A\|_*$, is defined as the dual norm of the matrix spectral norm, i.e.

$$\|A\|_* = \arg \min_{\|B\| \leq 1} |\langle A, B \rangle| \quad (2.10)$$

where $\|B\|$ denotes the matrix spectral norm. We notice that we also have

$$\|A\|_* = \sum_{i=1}^{r} \sigma_i \quad (2.11)$$

where $\{\sigma_i\}_{i=1}^{r}$ are the singular values of $A$ and $r$ is the rank of $A$.

**Definition 5.** Let $A \in \mathbb{R}^{n_1 \times n_2 \times n_3}$ be a 3-order tensor. Then the tensor spectral norm of $A$ is defined as

$$\|A\| = \|\text{bcirc}(A)\| \quad (2.12)$$

Also, from (2.4) and (2.5), we get

$$\|A\| = \left\| \text{diag}(\hat{A}) \right\|_*. \quad (2.13)$$

The tensor nuclear norm is an extension of the matrix nuclear norm to tensors and is defined in the following definition

**Definition 6.** Let $A \in \mathbb{R}^{n_1 \times n_2 \times n_3}$ be a three mode-tensor. The tensor nuclear norm of $A$ is defined as follows

$$\|A\|_* = \arg \min_{\|B\| \leq 1} |\langle A, B \rangle| \quad (2.14)$$

Using (2.3) and (2.14), we get the following relations

$$\|A\|_* = \frac{1}{n_3} \|\text{bcirc}(A)\|_* = \frac{1}{n_3} \left\| \text{diag}(\hat{A}) \right\|_* \quad (2.15)$$

and

$$\|A\|_* = \sum_{i=1}^{r} S(i, i, 1) \quad (2.16)$$

where $r$ is the tubal rank of $A$, and $S$ is given from the T-SVD of $A$.

**Theorem 7.**\cite{12}

On the set \{ $A \in \mathbb{R}^{n_1 \times n_2 \times n_3} / \|A\| \leq 1$ \} the convex envelope of the average rank of $A$ is its tensor nuclear norm $\|A\|_*$. 
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2.5. Tensor singular value thresholding. In this subsection, we first recall the Tensor singular value thresholding [12] and give an algorithm summarizing the whole process that will be used later.

**Definition 8.** Let \( A \in \mathbb{R}^{n_1 \times n_2 \times n_3} \) be a tensor and consider its tensor SVD decomposition as

\[
A = U \ast S \ast V^T.
\]

The tensor singular value thresholding of \( A \) with a given parameter \( \tau \) is defined by

\[
D_{\tau}(A) = U \ast S_{\tau} \ast V^T
\]

(2.17)

where \( S_{\tau} = \text{ifft}(\max(\hat{S} - \tau, 0), [\cdot], 3) \).

**Theorem 9.** [12] For any \( \tau > 0 \) and \( A \in \mathbb{R}^{n_1 \times n_2 \times n_3} \), the tensor singular value thresholding (2.17) is connected to the nuclear norm via the following relation

\[
D_{\tau}(A) = \arg \min_{X \in \mathbb{R}^{n_1 \times n_2 \times n_3}} \tau \| X \|_* + \| A - X \|_F^2.
\]

(2.18)

The tensor singular value thresholding process is summarized in the following algorithm

**Algorithm 3 Tensor singular value thresholding algorithm**

1. **Impute** \( A \in \mathbb{R}^{n_1 \times n_2 \times n_3} \)
2. **Output:** \( D_{\tau}(A) \)
3. \( \hat{A} = \text{fft}(A, [\cdot], 3) \)
4. **for** \( i = 1 \) to \( \left\lfloor \frac{n_3 + 1}{2} \right\rfloor \) **do**
5. \( [\hat{U}(\cdot;\cdot;i), \hat{S}(\cdot;\cdot;i), \hat{V}(\cdot;\cdot;i)] = \text{SV}(\hat{A}(\cdot;\cdot;i)) \)
6. \( \hat{S}_{(i)} = (\hat{S}(i) - \tau)_+ \)
7. \( D_{\tau}(\hat{A})^{(i)} = \hat{U}(\cdot;\cdot;i)\hat{S}(\cdot;\cdot;i)\hat{V}(\cdot;\cdot;i) \)
8. **end for**
9. **for** \( i = \left\lfloor \frac{n_3 + 1}{2} \right\rfloor + 1 \) to \( n_3 \) **do**
10. \( D_{\tau}(\hat{A})^{(i)} = D_{\tau}(\hat{A})^{(n_3+2-i)} \)
11. **end for**
12. \( D_{\tau}(A) = \text{ifft}(D_{\tau}(\hat{A}), [\cdot], 3) \),

3. The proposed methods. Our proposed approaches are based on the minimization of the average rank of a three-order tensor \( A \in \mathbb{R}^{n_1 \times n_2 \times n_3} \). The problem can be formulated as follows

\[
\min_{A} \text{rank}_A(A)
\]

s.t. \( \mathcal{P}_\Omega(A) = \mathcal{P}_\Omega(M) \).

(3.1)

where \( A \in \mathbb{R}^{n_1 \times n_2 \times n_3} \) is the underlying tensor, \( M \in \mathbb{R}^{n_1 \times n_2 \times n_3} \) is the observed tensor and \( \Omega \) is the set of the known pixels. As stated in [11] and thanks to Theorem 7 we
can replace the problem (3.1) by the following one
\[
\min_{\mathcal{A}} \| \mathcal{A} \|_* \\
\text{s.t. } \mathcal{P}_\Omega(\mathcal{A}) = \mathcal{P}_\Omega(\mathcal{M})
\]  
where \( \| \cdot \|_* \) is the tensor nuclear norm defined above. It is known that in real world, the problem (3.2) can be very ill-conditioned and one needs regularisation techniques such as the \((TV)\)-regularisation which we will consider in the present paper. As in the matrix case, other regularization procedures are also possible.

3.1. Tensor completion using the tensor nuclear norm and the first-order total variation. For our first approach, we consider the TV-regularized problem
\[
\min_{\mathcal{A}} \| \mathcal{A} \|_* + \lambda TV_1(\mathcal{A}) \\
\text{s.t. } \mathcal{P}_\Omega(\mathcal{A}) = \mathcal{P}_\Omega(\mathcal{M})
\]
where \( \lambda \) is a regularization parameter, and
\[
TV_1(\mathcal{A}) = \left[ TV_1(\mathcal{A}^{(1)}) | TV_1(\mathcal{A}^{(2)}) | ... | TV_1(\mathcal{A}^{(n)}) \right] \in \mathbb{R}^{n_1 \times n_2 \times n_3},
\]
with
\[
TV_1(\mathcal{A}^{(n)}) = \sum_{i=1}^{n_1} \sum_{j=1}^{n_2} \sqrt{(D_1 A^{(n)})_{i,j}^2 + (D_2 A^{(n)})_{i,j}^2}, \quad n \in \{1, 2, ... , n_3\}
\]
and \( D_1 \) and \( D_2 \) are the derivative operators in the first and the second direction, respectively, with
\[
D_1^{(n)} A^{(n)} = A^{(n)} C_1^{n_2}, \quad D_2^{(n)} A^{(n)} = C_2^{n_1} A^{(n)}
\]
where \( C_1^{n_2} \) and \( C_2^{n_1} \) are the matrices defined as
\[
C_1 = \begin{pmatrix}
-1 & 0 & 0 & ... & 0 & 1 \\
1 & -1 & 0 & ... & 0 & 0 \\
0 & 1 & -1 & 0 & ... & : \\
: & ... & ... & ... & ... & : \\
0 & 0 & 0 & ... & 1 & -1
\end{pmatrix} \in \mathbb{R}^{m \times m}, \quad C_2 = \begin{pmatrix}
-1 & 1 & 0 & ... & 0 & 0 \\
0 & -1 & 1 & ... & 0 & 0 \\
0 & 0 & -1 & 1 & ... & : \\
: & ... & ... & ... & ... & : \\
1 & 0 & 0 & 0 & ... & 1
\end{pmatrix} \in \mathbb{R}^{p \times p}.
\]
To solve the constrained optimization problem (3.3), we have to go through the following intermediate optimization problem
\[
\min_{\mathcal{A}, \mathcal{Z}, \mathcal{Y}} \left[ \| \mathcal{Z} \|_* + \lambda \sum_{n=1}^{n_3} \sum_{i=1}^{n_2} \sum_{j=1}^{n_1} \left\| \mathcal{Y}_{i,j}^{(n)} \right\|_2 \right] \\
\text{s.t. } \mathcal{P}_\Omega(\mathcal{A}) = \mathcal{P}_\Omega(\mathcal{M}), \quad \mathcal{Z} = \mathcal{A}, \quad \mathcal{Y}_1 = D_1^{(1)} \mathcal{A} \quad \text{and} \quad \mathcal{Y}_2 = D_2^{(2)} \mathcal{A}
\]
with \( \mathcal{Y}_{i,j}^{(n)} = \left[ (\mathcal{Y}_1)^{(n)}_{i,j}, (\mathcal{Y}_2)^{(n)}_{i,j} \right] \) for \( n \in \{1, 2, ... , n_3\}, \quad i \in \{1, 2, ... , n_1\} \quad \text{and} \quad j \in \{1, 2, ... , n_2\}, \quad D_1^{(n)} \mathcal{X} = \left[ D_1 A^{(1)} | D_1 A^{(2)} | ... | D_1 A^{(n)} \right] \quad \text{and} \quad D_2^{(n)} \mathcal{X} = \left[ D_2 A^{(1)} | D_2 A^{(2)} | ... | D_2 A^{(n)} \right].
\]
The constrained optimization problem \([3.4]\) can be written as

\[
\min_{A, Z, W} [F(Z) + G(W)]
\]

\[
\text{s.t. } \mathcal{P}_\Omega(A) = \mathcal{P}_\Omega(M), \ Z = A, \ W = \mathcal{D}_1A
\]

where

\[
F(Z) = \|Z\|_*, \ G(W) = \lambda \sum_{n=1}^{n_3} \sum_{j=1}^{n_2} \sum_{i=1}^{n_1} \|Y_{ij}^{(n)}\|_2, \mathcal{D}_1 = \begin{pmatrix} D_1^1 \\ D_1^2 \end{pmatrix} \text{ and } W = \begin{pmatrix} W_1 \\ W_2 \end{pmatrix} = \begin{pmatrix} \bar{Y}_1 \\ \bar{Y}_2 \end{pmatrix} \in \mathbb{R}^{2n_1 \times n_2 \times n_3}.
\]

To solve the regularized optimisation problem \([3.5]\), we can use the well known ADM method [21, 33]. The augmented Lagrangian associated to the problem \([3.5]\) is given by

\[
L(A, Z, W, Q, B) = F(Z) + G(W) + (A - Z, Q) + \frac{\beta_1}{2} \|A - Z\|_F^2 + (\mathcal{D}_1A - W, B) + \frac{\beta_2}{2} \|\mathcal{D}_1A - W\|_F^2 \tag{3.6}
\]

with \(Q \in \mathbb{R}^{n_1 \times n_2 \times n_3}, B = \begin{pmatrix} B_1 \\ B_2 \end{pmatrix} \in \mathbb{R}^{2n_1 \times n_2 \times n_3} \) are the Lagrangian multipliers and \(\beta_1, \beta_2 > 0\) are the penalty parameters. Therefore ADM leads to the following sub-problems

\[
\left( A^k, Z^k, W^k \right) = \arg \min_{A, Z, W} L(A, Z, W, Q^k, B^k), \tag{3.7}
\]

\[
Q^{k+1} = Q^k + \beta_1 (A^k - Z^k), \tag{3.8}
\]

\[
B^{k+1} = B^k + \beta_2 (\mathcal{D}_1A^k - W^k). \tag{3.9}
\]

Let us see now how to solve each of those sub-problems.

- **Solving the \(A\)-problem**: From \([3.7]\) for a given \(Z, W\), we compute the approximation \(A^k\) by solving for \(A\) the minimization problem

\[
A^k = \arg \min_A \frac{\beta_1}{2} \left\| A - Z + \frac{Q^k}{\beta_1} \right\|_F^2 + \frac{\beta_2}{2} \left\| \mathcal{D}_1A - W + \frac{B^k}{\beta_2} \right\|_F^2
\]

Then, the optimal value \(A^k\) satisfies the following equation

\[
\beta_1 A^k + \beta_2 (\mathcal{D}_1^1)^T \mathcal{D}_1^1 A^k + \beta_2 (\mathcal{D}_1^2)^T \mathcal{D}_1^2 A^k = \mathcal{R} \tag{3.10}
\]

with \(\mathcal{R} = \beta_1 Z - Q^k + \beta_2 (\mathcal{D}_1^1)^T W_1 - (\mathcal{D}_1^1)^T B_1^k + \beta_2 (\mathcal{D}_1^2)^T W_2 - (\mathcal{D}_1^2)^T B_2^k\).

To solve the tensor equation \([3.10]\), we can transform it to a matrix equation by considering the frontal slices of the tensor \(A^k\). Then, for \(n \in \{1, 2, ..., n_3\}\), the matrix \((A^k)^{(n)}\) satisfies the following matrix equation

\[
\beta_1 (A^k)^{(n)} + \beta_2 (D_1^1)^T D_1^1 (A^k)^{(n)} + \beta_2 (D_1^2)^T D_1^2 (A^k)^{(n)} = \mathcal{R}^{(n)} \tag{3.11}
\]
which can be also written as
\[ \beta_1 (A^k)^{(n)} + \beta_2 (A^k)^{(n)} (C_{n_2}^1)^T C_{n_2}^1 + \beta_2 (C_{n_1}^2)^T C_{n_1}^2 (A^k)^{(n)} = R^{(n)} \] (3.12)

Since \( C_{n_1}^2 \) and \( C_{n_2}^1 \) are circulant matrices, they are diagonalizable using the discrete Fourier transformation, i.e., there exist \( \Lambda_1 \) and \( \Lambda_2 \) diagonal matrices such that

\[ C_{n_1}^2 = F_{n_1}^* \Lambda_1 F_{n_1}, \quad C_{n_2}^1 = F_{n_2}^* \Lambda_2 F_{n_2} \]

where \( F_{n_1} \) and \( F_{n_2} \) are the respectively the matrices representing the discrete Fourier transformation of size \( n_1 \times n_1 \) and \( n_2 \times n_2 \), then

\[ (C_{n_1}^2)^T C_{n_1}^2 = F_{n_1}^* \Lambda_1^2 F_{n_1}, \quad (C_{n_2}^1)^T C_{n_2}^1 = F_{n_2}^* \Lambda_2^2 F_{n_2} \]

By referring to [25], we can rewrite (3.12), for each \( n \in \{1, 2, ..., n_3\} \), as

\[ (F_{n_2}^* \otimes F_{n_1}^*) (\beta_1 I \otimes I + \beta_2 \Lambda_2^2 \otimes I + \beta_2 I \otimes \Lambda_2^2) (F_{n_2} \otimes F_{n_1}) \text{vec} \left( (A^k)^{(n)} \right) = \text{vec} \left( R^{(n)} \right) \]

and since \( \beta_1 I \otimes I + \beta_2 \Lambda_2^2 \otimes I + \beta_2 I \otimes \Lambda_2^2 \) is an invertible matrix we get that

\[ \text{vec} \left( (A^k)^{(n)} \right) = (F_{n_2}^* \otimes F_{n_1}^*) (\beta_1 I \otimes I + \beta_2 \Lambda_2^2 \otimes I + \beta_2 I \otimes \Lambda_2^2)^{-1} (F_{n_2} \otimes F_{n_1}) \text{vec}(R^{(n)}) \] (3.13)

As the parameters \( \beta_1 \) and \( \beta_2 \) are strictly positive numbers, this shows that for each \( n \in \{1, 2, ..., n_3\} \), the equation (3.12) has a unique solution.

- **Solving the \( Z \)-problem**: Given \( X \) and \( W \), the value of \( Z^k \) satisfies the following optimization problem

\[ Z^k = \arg \min_Z F(Z) + \frac{\beta_1}{2} \left\| Z - A - \frac{Q^k}{\beta_1} \right\|_F^2. \]

\[ = \arg \min_Z \|Z\|_F + \frac{\beta_1}{2} \left\| Z - A - \frac{Q^k}{\beta_1} \right\|_F^2. \]

Then, from the result of Theorem [9] we get

\[ Z^k = D_{\tau} \left( A + \frac{Q^k}{\beta_1} \right) \] (3.14)

with \( \tau = \frac{1}{\beta_1} \).

- **Solving the \( W \)-problem**: For a given \( X \) and \( Z \), \( W^k \) is obtained by solving the following sub-problems: for \( n \in \{1, 2, ..., n_3\} \) the \( n^{th} \) sub-problem is given by

\[ (W^k)^{(n)} = \arg \min_{W^{(n)}} \lambda \sum_{j=1}^{n_2} \sum_{i=1}^{n_1} \| Y_{i,j}^{(n)} \|_2^2 + \frac{\beta_2}{2} \left\| Y_1^{(n)} - D_1 A^{(n)} - \frac{(B_1^k)^{(n)}}{\beta_2} \right\|_F^2 \]

\[ + \frac{\beta_2}{2} \left\| Y_2^{(n)} - D_2 A^{(n)} - \frac{(B_2^k)^{(n)}}{\beta_2} \right\|_F^2. \]
which is equivalent to solve the following \(Y\)-problem

\[
(Y^k)_{i,j} = \arg \min_{Y_{i,j}} \lambda \|Y_{i,j}\|_2^2 + \frac{\beta_2}{2} \left[ \left( (Y_1^{(n)})_{i,j} - (D_1^1A^{(n)})_{i,j} \right)^2 + \frac{(B_1^k)_{i,j}}{\beta_2} \right] \\
+ \frac{\beta_2}{2} \left[ \left( (Y_2^{(n)})_{i,j} - (D_2^1A^{(n)})_{i,j} \right)^2 + \frac{(B_2^k)_{i,j}}{\beta_2} \right].
\]

By using the 2-D shrinkage formula, we will get, for \(1 \leq i \leq n_1\) and \(1 \leq j \leq n_2\), the following expression

\[
(Y^k)_{i,j}^{(n)} = \max \left\{ \|S_{i,j}^{(n)}\|_2^2 - \frac{\lambda}{\beta_2}, 0 \right\} S_{i,j}^{(n)}
\]

where

\[
S_{i,j}^{(n)} = \left\{ (D_1^1A^{(n)})_{i,j} + \frac{(B_1^k)_{i,j}}{\beta_2}, (D_2^1A^{(n)})_{i,j} + \frac{(B_2^k)_{i,j}}{\beta_2} \right\}
\]

and we set

\[
0 \left( \frac{0}{0} \right) = 0.
\]

The tensor completion procedure using the tensor nuclear norm and first order total variation (TNN-TV\(_1\)) is summarized in Algorithm 4.

Algorithm 4 Tensor completion using the tensor nuclear norm and the first order total variation (TNN-TV\(_1\)).

1: Initialize \(Z, W, Q, B, \lambda, \beta_1\) and \(\beta_2\).
2: while not converged do
3: Update \(A^k\) from (3.13);
4: Update \(Z^k\) from (3.14);
5: Update \(W^k\) from (3.15);
6: Update \(Q^{k+1}\) from (3.8);
7: Update \(B^{k+1}\) from (3.9);
8: end while

3.2. Tensor completion using tensor nuclear norm and the second order total variation. In this part we apply the total variation with the second order derivative. Then second proposed model is formulated as

\[
\min_{\mathcal{A}} \|\mathcal{A}\|_* + \lambda \text{TV}_2(\mathcal{A})
\]

\[
s.t \quad \mathcal{P}_\Omega(\mathcal{A}) = \mathcal{P}_\Omega(\mathcal{M})
\]

where \(\mathcal{A}, \mathcal{M}\) \(\|\|_*\) and \(\Omega\) play the same role as in the first model (3.3). The expression of \(\text{TV}_2\) is given by

\[
\text{TV}_2(\mathcal{A}) = \left[ \text{TV}_2(\mathcal{A}^{(1)}) | \text{TV}_2(\mathcal{A}^{(2)}) | ... | \text{TV}_2(\mathcal{A}^{(n_3)}) \right] \in \mathbb{R}^{n_1 \times n_2 \times n_3}
\]

where

\[
\text{TV}_2(\mathcal{A}^{(n)}) = \sum_{i=1}^{n_1} \sum_{j=1}^{n_2} \sqrt{(D_{1}^{2}A^{(n)})_{i,j}^2 + (D_{2}^{2}A^{(n)})_{i,j}^2}
\]
for each \( n \in \{1, 2, ..., n_3\} \). The matrices \( D^1_2 \) and \( D^2_2 \) are the second derivative operators in the first and in the second direction, respectively, satisfying for \( n \in \{1, 2, ..., n_3\} \)

\[
D^1_2 A^{(n)} = A^{(n)} C_{n_2} \quad \text{and} \quad D^2_2 A^{(n)} = C_n A^{(n)}
\]

with

\[
C_i = \frac{1}{2} \begin{pmatrix}
-2 & 1 & 0 & 0 & \cdots & 1 \\
1 & -2 & 1 & 0 & \cdots & 0 \\
0 & \ddots & \ddots & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & \ddots & \ddots & \vdots \\
0 & \cdots & \cdots & 1 & -2 & 1 \\
1 & \cdots & \cdots & 0 & 1 & -2
\end{pmatrix} \in \mathbb{R}^{i \times i}, \ i = n_1, n_2.
\]

The optimization problem (3.10) is equivalent to the following one

\[
\min_{\mathcal{A}, \mathcal{Z}, \mathcal{Y}} \left[ \|\mathcal{Z}\|_* + \lambda \sum_{n=1}^{n_3} \sum_{j=1}^{n_2} \sum_{i=1}^{n_1} \|\mathcal{Y}^{(n)}_{i,j}\|_2^2 \right]
\]

s.t. \( \mathcal{P}_\Omega (\mathcal{A}) = \mathcal{P}_\Omega (\mathcal{M}), \ \mathcal{Z} = \mathcal{A}, \ \mathcal{Y}_1 = D^1_2 \mathcal{A} \) and \( \mathcal{Y}_2 = D^2_2 \mathcal{A} \) \hspace{1cm} (3.17)

with \( \mathcal{Y}^{(n)}_{i,j} = \left[ (\mathcal{Y}_1)^{(n)}_{i,j}, (\mathcal{Y}_2)^{(n)}_{i,j} \right] \) for \( n \in \{1, 2, ..., n_3\}, i \in \{1, 2, ..., n_1\} \) and \( j \in \{1, 2, ..., n_2\} \). \( D^1_2 \mathcal{A} = [D^1_2 \mathcal{A}^{(1)} | D^1_2 \mathcal{A}^{(2)} | ... | D^1_2 \mathcal{A}^{(n_3)}] \) and \( D^2_2 \mathcal{A} = [D^2_2 \mathcal{A}^{(1)} | D^2_2 \mathcal{A}^{(2)} | ... | D^2_2 \mathcal{A}^{(n_3)}] \).

The constrained optimization problem (3.17) is transformed to the following one

\[
\arg\min_{\mathcal{A}, \mathcal{Z}, \mathcal{W}} [F(\mathcal{Z}) + G(\mathcal{W})]
\]

s.t. \( \mathcal{P}_\Omega (\mathcal{A}) = \mathcal{P}_\Omega (\mathcal{M}), \ \mathcal{A} = \mathcal{Z}, \ D_2 \mathcal{A} = \mathcal{W} \) \hspace{1cm} (3.18)

where \( F(\mathcal{Z}) = \|\mathcal{Z}\|_*, \ G(\mathcal{W}) = \lambda \sum_{n=1}^{n_3} \sum_{j=1}^{n_2} \sum_{i=1}^{n_1} \|\mathcal{Y}^{(n)}_{i,j}\|_2^2, \ D_2 = \frac{D^2_2}{2} \) and \( \mathcal{W} = \left( \mathcal{W}_1 \mathcal{W}_2 \right) = \left( \mathcal{Y}_1 \mathcal{Y}_2 \right) \).

We observe that (3.18) is similar to (3.3). Thus, we can use the same procedure of solving (3.3) to solve (3.18). The augmented Lagrangian associated to the optimization problem (3.18) is given by

\[
L(\mathcal{A}, \mathcal{Z}, \mathcal{W}, \mathcal{Q}, \mathcal{B}) = F(\mathcal{Z}) + G(\mathcal{W}) + \langle \mathcal{A} - \mathcal{Z}, \mathcal{Q} \rangle + \frac{\beta_1}{2} \|\mathcal{A} - \mathcal{Z}\|_F^2
\]

\[
+ \langle \mathcal{D}_2 \mathcal{A} - \mathcal{W}, \mathcal{B} \rangle + \frac{\beta_2}{2} \|\mathcal{D}_2 \mathcal{A} - \mathcal{W}\|_F^2 \quad (3.19)
\]

Therefore, using ADM, we have to solve the following sub-problems

\[
(A^k, Z^k, W^k) = \arg\min_{\mathcal{A}, \mathcal{Z}, \mathcal{W}} L(\mathcal{A}, \mathcal{Z}, \mathcal{W}, Q^k, B) \quad (3.20)
\]

\[
Q^{k+1} = Q^k + \beta_1 (A^k - Z^k) \quad (3.21)
\]

\[
B^{k+1} = B^k + \beta_2 (D_2 A^k - W^k) \quad (3.22)
\]

Let us see now how to solve each of those sub-problems.
• **The A-problem:** For fixed \( Z \) and \( W \), each frontal slice of the approximation \( A^k \) satisfies the Sylvester matrix equation

\[
\beta_1 \left( A^k \right)^{(n)} + \beta_2 \left( D_1^2 \right)^T D_2^2 \left( A^k \right)^{(n)} + \beta_2 \left( D_2^2 \right)^T D_2^2 \left( A^k \right)^{(n)} = \mathcal{R}^{(n)} \tag{3.23}
\]

where \( \mathcal{R} = \beta_1 Z - Q^k + \beta_2 \left( D_1^2 \right)^T W_1 - \left( D_2^2 \right)^T B_2^k + \beta_2 \left( D_2^2 \right)^T W_2 - \left( D_2^2 \right)^T B_2^k \), which can be written as

\[
\beta_1 \left( A^k \right)^{(n)} + \beta_2 \left( A^k \right)^{(n)} C_{n_2}^T C_{n_2} + \beta_2 C_{n_1}^T C_{n_1} \left( A^k \right)^{(n)} = \mathcal{R}^{(n)}.
\]

Using the same idea as for [3.12], each frontal slice of \( A^k \) satisfies

\[
\text{vect} \left( \left( A^k \right)^{(n)} \right) = \left( F_{n_2} \otimes F_{n_1}^* \right) \left( \beta_1 I \otimes I + \beta_2 \Lambda_2^2 \otimes I + \beta_2 I \otimes \Lambda_1^2 \right)^{-1} \left( F_{n_2} \otimes F_{n_1} \right) \text{vect}(\mathcal{R}^{(n)})
\]

(3.24)

with

\[
\Lambda_1 = F_{n_1} C_{n_1}^* F_{n_1}^* \quad \text{and} \quad \Lambda_2 = F_{n_2} C_{n_2}^* F_{n_2}^*,
\]

where \( F_{n_i} \) is the Fourier matrix of size \( n_i \times n_i \) for \( i = 1, 2 \).

• **The Z-problem:** For \( \tau = \frac{1}{\beta_1} \) and for a given \( A \) and \( W \) we get

\[
Z^k = D_\tau \left( A + \frac{Q^k}{\beta_1} \right).
\]

(3.25)

• **The W-problem:** By applying 2D shrinkage formula on each frontal slice of \( Y \) for a given \( A \) and \( Z \), we get

\[
\left( Y^k \right)_{i,j}^{(n)} = \max \left\{ \left\| S_{i,j}^{(n)} \right\|_2 - \frac{\lambda}{\beta_2} 0 \right\} \frac{S_{i,j}^{(n)}}{\left\| S_{i,j}^{(n)} \right\|_2}
\]

(3.26)

where

\[
S_{i,j}^{(n)} = \left\{ \left( D_1^2 A \right)_{i,j}^{(n)} + \frac{\left( B_1^k \right)_{i,j}^{(n)}}{\beta_2}, \left( D_2^2 A \right)_{i,j}^{(n)} + \frac{\left( B_2^k \right)_{i,j}^{(n)}}{\beta_2} \right\} \text{ with } 0 \left( \begin{array}{c} 0 \\ 0 \end{array} \right) = 0.
\]

The different steps of the tensor completion using the tensor nuclear norm and total variation (TNN-TV\(_2\)) is summarized in the following algorithm.

**Algorithm 5** Tensor completion using the tensor nuclear norm and the second order total variation (TNN-TV\(_2\)).

1. **Initialize** \( Z, W, Q, B, \lambda, \beta_1 \) and \( \beta_2 \).
2. **while** not converged **do**
3. **Update** \( A^k \) from (3.24);
4. **Update** \( Z^k \) from (3.25);
5. **Update** \( W^k \) from (3.26);
6. **Update** \( Q^{k+1} \) from (3.21);
7. **Update** \( B^{k+1} \) from (3.22);
8. **end while**

Now we discuss the complexity of the two algorithms TNN-TV\(_1\) and TNN-TV\(_2\). As we used the fast Fourier transform, the cost of computing the \( A \)-sub-problem is \( O(n_3 n_1 n_2 \log(n_1 n_2)) \). The cost of computing \( Z \) in (3.14) and (3.25) is \( O\left(\frac{n_3}{2}(2n_1^2 n_2 + n_1 n_2^2)\right) \). Computing \( W \) in (3.15) and (3.26) requires \( O(n_1 n_2 n_3) \) arithmetic operations.
4. Convergence analysis. In this section we study the convergence of the proposed approaches. As the two methods are similar, we will give theoretical results only for sequences obtained by Algorithm 4. Notice first that the functions $F$ and $G$ defined earlier are closed, proper and convex. Then, thanks to [15,39], the optimization problem (3.5) is solvable, i.e., there exist $Z^*$ and $W^*$ not necessarily unique that (3.5).

Let us define the space $E = R^{n_1 \times n_2 \times n_3} \times R^{n_1 \times n_2 \times n_3} \times R^{2n_1 \times n_2 \times n_3} \times R^{n_1 \times n_2 \times n_3} \times R^{n_2 \times n_1 \times n_3}$ which is closed and nonempty. We first recall the following theorem.

**Theorem 10.** $A^*$ is a solution of (3.3) if and only if there exist $(Z^*, W^*) \in \mathbb{R}^{n_1 \times n_2 \times n_3} \times \mathbb{R}^{2n_1 \times n_2 \times n_3}$ and $(Q^*, B^*) \in \mathbb{R}^{n_1 \times n_2 \times n_3} \times \mathbb{R}^{2n_1 \times n_2 \times n_3}$ such that $(A^*, Z^*, W^*, Q^*, B^*) \in E$ is a saddle point of $L$, i.e.

$$L(A^*, Z^*, W^*, Q, B) \leq L(A^*, Z^*, W^*, Q^*, B^*) \leq L(A, Z, W, Q^*, B^*)$$

$$\forall (A, Z, W, Q, B) \in E.$$ (4.1)

The next theorem gives some convergence results on the sequences obtained from Algorithm 4.

**Theorem 11.** Assume that $(A^*, Z^*, W^*, Q^*, B^*)$ is a saddle point of $L$. The sequence $(A^k, Z^k, W^k, Q^k, B^k)$ generated by Algorithm 4 satisfies:

1. $\lim_{k \to +\infty} F(Z^k) + G(W^k) = F(Z^*) + G(W^*)$.
2. $\lim_{k \to +\infty} \|A^k - Z^k\| = 0$.
3. $\lim_{k \to +\infty} \|D_1 A^k - W^k\| = 0$.

**Proof.** From the first inequality of (4.1) we get

$$\langle A^k - Z^*, Q \rangle + \langle D_1 A^k - W^*, B \rangle \leq \langle A^k - Z^*, Q^* \rangle + \langle D_1 A^k - W^*, B^* \rangle \quad \forall (Q, W)$$

which gives

$$\begin{align*}
A^* &= Z^* \\
D_1 A^* &= W^*.
\end{align*}$$ (4.2)

Let us define the following quantities

$$\tilde{A}^k = \tilde{A}^k - A^*, \quad \tilde{Z}^k = Z^k - Z^*, \quad \tilde{W}^k = W^k - W^*, \quad \tilde{Q}^k = Q^k - Q^*, \quad \tilde{B}^k = B^k - B^*.$$ 

The main idea of the proof is to show that the sequence $(\beta_2 \|\tilde{Q}^k\|_F^2 + \beta_1 \|\tilde{B}^k\|_F^2)_{k \geq 0}$ is decreasing. Notice that

$$\tilde{Q}^{k+1} = \tilde{Q}^k - \beta_1 (\tilde{A}^k - \tilde{Y}^k), \quad \tilde{W}^{k+1} = \tilde{W}^k - \beta_2 (D_1 \tilde{A}^k - \tilde{B}^k).$$

We have

$$\left(\|\tilde{Q}^k\|_F^2 + \|\tilde{B}^k\|_F^2\right) - \left(\|\tilde{Q}^{k+1}\|_F^2 + \|\tilde{B}^{k+1}\|_F^2\right) = -2\beta_1 \langle \tilde{Q}^k, \tilde{A}^k - \tilde{Y}^k \rangle - 2\beta_1 \langle \tilde{B}^k, D_1 \tilde{A}^k - \tilde{W}^k \rangle$$

$$- \beta_1 \|\tilde{A}^k - \tilde{Y}^k\|_F^2 - \beta_2 \|D_1 \tilde{A}^k - \tilde{W}^k\|_F^2.$$ (4.3)

From the second inequality of (4.1) we obtain the following inequalities for $(A, Z, W) = (A^k, Z^k, W^k)$

$$\langle A^k - Z^*, Q^* \rangle + \langle D_1 A^k - W^*, B^* \rangle + \beta_1 \langle A^k - Z^*, A^k - A^* \rangle + \beta_2 \langle D_1 A^k - W^*, D_1 (A^k - A^*) \rangle \geq 0$$
\[ F(Z^k) - F(Z^*) + \langle A^* - Z^k, Q^k \rangle + \beta_1 \langle A^* - Z^k, Y^* - Y^k \rangle \geq 0. \]

\[ G(W^k) - F(W^*) + \langle D_1 A^* - W^k, B^k \rangle + \beta_2 \langle D_1 A^* - W^k, W^* - W^k \rangle \geq 0. \]

Using (4.17), we get for \((A, Z, W) = (A^k, Z^k, W^k)\) that

\[ \langle A^* - Z^k, Q^k \rangle + \langle D_1 A^* - W^k, B^k \rangle + \frac{\beta_1}{2} \langle A^* - Z^k, Z^* - Z^k \rangle + \beta_2 \langle D_1 A^* - W^k, W^* - W^k \rangle \geq 0 \]

\[ F(Z^*) - F(Z^k) + \langle A^k - Y^k, Q^k \rangle + \beta_1 \langle A^k - Y^k, A^k - A^* \rangle \geq 0. \]

\[ G(W^*) - G(W^k) + \langle D_1 A^k - W^k, B^k \rangle + \beta_2 \langle D_1 A^k - W^k, D_1 (A^k - A^*) \rangle \geq 0. \]

By regrouping terms we get

\[ - \langle Q^k, A^k - \bar{Y}^k \rangle - \langle B^k, D_1 A^k - \bar{W}^k \rangle \geq \beta_1 \| \bar{A}^k - \bar{Y}^k \|^2_F + \beta_2 \| D_1 A^k - \bar{W}^k \|^2_F \]

then

\[ \left( \beta_2 \| Q^k \|^2_F + \beta_1 \| B^k \|^2_F \right) - \left( \beta_2 \| Q^{k+1} \|^2_F + \beta_1 \| B^{k+1} \|^2_F \right) \geq \beta_1^2 \beta_2 \| \bar{A}^k - \bar{Y}^k \|^2_F + \beta_2^2 \beta_1 \| D_1 A^k - \bar{W}^k \|^2_F. \]

Thus, the sequence \( \left( \beta_2 \| Q^k \|^2_F + \beta_1 \| B^k \|^2_F \right)_{k \geq 0} \) is decreasing, which gives

\[ \sum_{k=0}^{+\infty} \left( \beta_2^2 \beta_1 \| \bar{A}^k - \bar{Y}^k \|^2_F + \beta_2^2 \beta_1 \| D_1 A^k - \bar{W}^k \|^2_F \right) \leq \beta_2 \| Q^0 \|^2_F + \beta_1 \| \bar{W}^0 \|^2_F. \]

Therefore

\[
\begin{cases}
(Q^k)_{k \geq 0} \text{ and } (B^k)_{k \geq 0} \text{ are bounded} \\
\lim_{k \to +\infty} \| A^k - Z^k \| = 0. \\
\lim_{k \to +\infty} \| D_1 A^k - W^k \| = 0.
\end{cases}
\]

In addition, by using again the second inequality of (4.17) for \((A, Z, W) = (A^k, Z^k, W^k)\) we obtain

\[ F(Z^*) + G(W^*) \leq F(Z^k) + G(W^k) + \langle A^k - Z^k, Q^k \rangle + \frac{\beta_1}{2} \| A^k - Z^k \|^2_F \]

\[ + \langle D_1 A^k - W^k, B^k \rangle + \frac{\beta_2}{2} \| D_1 A^k - W^k \|^2_F, \]

and

\[ F(Z^*) + G(W^*) \geq F(Z^k) + G(W^k) + \langle A^k - Z^k, Q^k \rangle + \frac{\beta_1}{2} \| A^k - Z^k \|^2_F \]

\[ + \langle D_1 A^k - W^k, B^k \rangle + \frac{\beta_2}{2} \| D_1 A^k - W^k \|^2_F. \]

Hence

\[ \limsup_{k \to +\infty} F(Z^k) + G(W^k) \leq F(A^*) + G(W^*) \leq \liminf_{k \to +\infty} F(Z^k) + G(W^k). \]
5. Numerical experiments. In this section, we give some numerical tests to show the performance of our proposed algorithms TNN-TV\textsubscript{1} and TNN-TV\textsubscript{2} and compare them with the results obtained by other known algorithms for image and video completion, such as TNN\textsuperscript{11}, SiLRTC-TT\textsuperscript{5} and MF-TV\textsuperscript{25}. The quality of the recovered images is measured by computing the relative squared error (RSE), and the peak signal-to-noise-ratio (PSNR), defined by

\[
RSE = \frac{\|A_{ori} - A\|_F^2}{\|A\|_F^2},
\]

and

\[
PSNR = 10 \log_{10} \frac{\text{Max}_A^2}{\|A - A_{ori}\|_F^2},
\]

where \(A_{ori}\) is the original tensor, \(A\) is the recovered tensor and \(\text{Max}_A\) is the maximum pixel value of \(A\). The convergence stopping criterion is defined by computing the relative error of \(A\) between two successive iterations as follows

\[
\frac{\|A^{k+1} - A^k\|_F^2}{\|A^k\|_F^2} \leq 10^{-4}. \tag{5.1}
\]

In all the experiments we used fixed values of regularization and penalty parameters. For the algorithm TNN-TV\textsubscript{1} we used \(\lambda = 0.1\), \(\beta_1 = 0.01\) and \(\beta_2 = 0.0001\), and for the algorithm TNN-TV\textsubscript{2} we set \(\lambda = 1\), \(\beta_1 = 0.01\) and \(\beta_2 = 0.0001\).

5.1. Images. For this example, we used color images of size 256 \(\times\) 256 \(\times\) 3. In Figure 5.1, we reported the obtained visual results of TNN, SiLRTC-TT, MF-TV, TNN-TV\textsubscript{1} and TNN-TV\textsubscript{2}, with \(SR = 0.1\), where \(SR\) represents the percentage of the data remained in the image. In Table 5.1 we compared the efficiency of our two algorithms with TNN, SiLRTC-TT and MF-TV by comparing the values of RSE and PSNR.
From Figure 5.1 and Table 5.1, we can see the efficiency of our algorithms as compared to the others for different images. We remark also that TV$_2$ gives better results than TV$_1$.

In Table 5.2 we reported the execution times needed to achieve the convergence criterion for each method. As can be seen from this table, the results obtained by TV$_1$ and TV$_2$ are faster as compared to the ones obtained by the other three methods.
Table 5.1: The values of RSE and PSNR for TNN, SiLRTC-TT, MF-TV, TNN-TV\textsubscript{1} and TNN-TV\textsubscript{2} with the images "Lena", "Barbara", "airplane" and "house" using $SR = 0.1, 0.2$.

Table 5.2: The cpu times required for TNN, TNN-TV\textsubscript{1}, TNN-TV\textsubscript{2}, MF-TV and SiLRTC-TT for $SR = 0.2, 0.3$ using the "Lena" image.

5.2. Videos. In this part we test the performance of our algorithms on some videos. In our example, we used the video of "Suzie" of size $128 \times 128 \times 150$, and we compared the obtained results with those of TNN, SiLRTC-TT and MF-TV. In Figure 5.2 we gave the recovered results of one frame for $SR = 0.1$ for the first line and $SR = 0.05$ for the second one.
Figure 5.2: The results of the algorithms TNN, SiLRTC-TT, MF-TV, TNN-TV₁ and TNN-TV₂ for a frame of the video "Suzie" with \( SR = 0.1 \) for the first line and \( SR = 0.05 \) for the second line.

Figure 5.3: The values of RSE by the algorithms SiLRTC-TT, TNN, MF-TV, TNN-TV₁ and TNN-TV₂ for each frame of the video of "Suzie" for \( SR = 0.1 \) and \( SR = 0.05 \) from the left to the right.

In Figure 5.3 we plotted the values of RSE for each frame obtained by TNN, SiLRTC-TT, MF-TV, TNN-TV₁ and TNN-TV₂. As can be seen from this figure, TNN-TV₁ and TNN-TV₂ return the best results.

5.3. MRI. In this subsection we test our methods on the MRI data of the front direction. In this example, we used a video of MRI of front direction of size \( 181 \times 217 \times 150 \). In Figure 5.4 we showed two recovered frames of this video for \( SR = 0.1 \).
Figure 5.4: The results of the algorithms TNN, MF-TV, TNN-TV$_1$ and TNN-TV$_2$ for the video of the front direction with $SR = 0.1$.

Figure 5.5: The values of RSE for each frame for the video MRI of the front direction by the algorithms TNN, MF-T V, TNN-TV$_1$ and TNN-TV$_2$.

In Figure 5.5 we plotted the values of RSE for each frame of the video MRI obtained with TNN, MF-TV, TNN-TV$_1$ and TNN-TV$_2$. As one can see from this figure, TNN-TV$_2$ returns the best result.

6. Conclusion. In this paper we proposed two methods for image completion by combining the tensor nuclear norm and the total variation regularization approaches. We showed how to compute the different tensor sequences obtained from different optimisation problems and gave some convergence theoretical results. The numerical experiments show that our two approaches are efficient and very competitive as compared to other recent completion methods.
REFERENCES

[1] S. Aeron, G. Ely, N. Hoa, M. Kilmer, Z. Zhang, Novel methods for multilinear data completion and denoising based on tensor-SVD, Proceedings of the IEEE conference on computer vision and pattern recognition, (2014) 3842–3849.
[2] B. W. Bader, J. P. Joseph, T. G. Kolda, Higher-order web link analysis using multilinear algebra, Fifth IEEE International Conference on Data Mining (ICDM’05), (2005) 8–pp.
[3] C. Ballester, M. Bertalmio, V. Caselles, G. Sapiro, Image inpainting, Proceedings of the 27th annual conference on Computer graphics and interactive techniques, (2000) 417–424.
[4] B. W. Bader, T. Kolda, Tensor decompositions and applications, SIAM review, 51 (3) (2009) 455–500.
[5] J. A. Bengua, M. N. Do, H. N. Phien, H. D. Tuan, Efficient tensor completion for color image and video recovery: Low-rank tensor train, IEEE Transactions on Image Processing, 26 (5) (2017) 2466–2479.
[6] S. P. Boyd, M. Fazel, H. Hindi, A rank minimization heuristic with application to minimum order system approximation, Proceedings of the 2001 American Control Conference.(Cat. No. 01CH37148). 6 (2001) 4734–4739.
[7] K. Braman, N. Hao, R. C. Hoover, M. E. Kilmer, Third-order tensors as operators on matrices: A theoretical and computational framework with applications in imaging, SIAM Journal on Matrix Analysis and Applications, 34 (1) (2013) 148–172.
[8] K. Braman, N. Hao, R. C. Hoover, M. E. Kilmer, Facial recognition using tensor-tensor decompositions, SIAM Journal on Imaging Sciences, 6 (1) (2013) 437–463.
[9] E. J. Candès, B. Recht, Exact low-rank matrix completion via convex optimization, 2008 46th Annual Allerton Conference on Communication, Control, and Computing, (2008) 806–812.
[10] S. H. Chan, K. B. Gibson, P. E. Gill, R. Khoshabeh, T. Q. Nguyen, An augmented Lagrangian method for total variation video restoration, IEEE Transactions on Image Processing, 20 (11) (2011) 3097–3111.
[11] Y. Chen, T. -Z. Huang, X. -L. Zhao, Destriping of multispectral remote sensing image using low-rank tensor decomposition, IEEE Journal of Selected Topics in Applied Earth Observations and Remote Sensing, 11 (12) (2018) 4950–4967.
[12] Y. Chen, J. Feng, H. Lin, W. Liu, C. Lu, S. Yan, Tensor robust principal component analysis with a new tensor nuclear norm, IEEE transactions on pattern analysis and machine intelligence, 42 (4) (2019) 925–938.
[13] K. Csálovány, A. A. Benczúr, M. Kurucs, Methods for large scale SVD with missing values, Proceedings of KDD cup and workshop, 12 (2007) 31–38.
[14] L. -J. Deng, T. -Z. Huang, T. -Y. Ji, T. -X. Jiang, X. -L. Zhao, Matrix factorization for low-rank tensor completion using framelet prior, Information Sciences, 436 (2018) 403–417.
[15] M. Ding, T. -Z. Huang, T. -Y. Ji, J. -H. Yang, X. -L. Zhao, Low-rank tensor completion using matrix factorization based on tensor train rank and total variation, Journal of Scientific Computing, 81 (2) (2019) 941–964.
[16] W. Dong, Y. Fu, 3D magnetic resonance image denoising using low-rank tensor approximation, Neurocomputing, 195 (2016) 30–39.
[17] M. El Guide, A. El Ichi, K. Jbilou and R. Sadaka, Tensor Krylov subspace methods via the T-product for color image processing, arXiv preprint arXiv:2006.07133.
[18] F. Facchinei, J. -S. Pang, Finite-dimensional variational inequalities and complementarity problems, Springer Science & Business Media, (2007).
[19] Q. Fan, S. Gao, A mixture of nuclear norm and matrix factorization for tensor completion, Journal of Scientific Computing, 75 (1) (2018) 43–64.
[20] R. Hao, Z. Su, Y. Xu, W. Yin, Parallel matrix factorization for low-rank tensor completion, arXiv preprint arXiv:1312.1274 (2013).
[21] M. R. Hestenes, Multiplier and gradient methods, Journal of optimization theory and applications, 4 (5) (1969) 303–329.
[22] C. J. Hillar, L. -H. Lim, Most tensor problems are NP-hard, Journal of the ACM (JACM), 60 (6) (2013) 1–39.
[23] T. Z. Huang, T. -Y. Ji, T. H. Ma, J. -H. Yang, X. -L. Zhao, Low-rank tensor train for tensor robust principal component analysis, Applied Mathematics and Computation, 367 (2020) 124783.
[24] T. -Z. Huang, T. -Y. Ji, T. -X. Jiang, T. -H. Ma, 35X. -L. Zhao, Y. -B. Zheng, Low-rank tensor completion via smooth matrix factorization, Applied Mathematical Modelling, 70 (2019) 677–695.
[25] T. -Y. Ji, T. -Z. Huang, G. Liu, T. -H. Ma, X. -L. Zhao, Tensor completion using total variation and low-rank matrix factorization, Information Sciences, 326 (2016) 243–257.
[26] M. E. Kilmer, C. D. Carla, Factorization strategies for third-order tensors, Linear Algebra and its Applications, 435 (3) (2011) 641–658.
[27] N. Komodakis, Image completion using global optimization, 2006 IEEE Computer Society Conference on Computer Vision and Pattern Recognition (CVPR’06), 1 (2006) 442–452.
[28] F. Li, M. K. Ng, R. J. Robert, Coupled segmentation and denoising/deblurring models for hyperspectral material identification, Numerical Linear Algebra with Applications, 19 (1) (2012) 153–173.
[29] I. V. Oseledets, Tensor-train decomposition, SIAM Journal on Scientific Computing, 33, (5) (2011) 2295–2317.
[30] R. T. Rockafellar, Convex analysis, Princeton university press, 28 (1970).
[31] H. Rojo, O, Rojo, Some results on symmetric circulant matrices and on symmetric centrosymmetric matrices, Linear algebra and its applications, 391 (2004) 211–233.
[32] R. Rolant, M. S. Manikandan, V. N. Varghees, Adaptive MRI image denoising using total-variation and local noise estimation, IEEE-International Conference On Advances In Engineering, Science And Management (ICAESM-2012), (2012) 506–511.
[33] M. J. Powell, A method for nonlinear constraints in minimization problems, Optimization, (1969) 283–298.
[34] X. -C. Tai, C. Wu, J. Zhang, Augmented Lagrangian method for total variation restoration with non-quadratic fidelity, Inverse Problems & Imaging, 5 (1) (2011) 237.