Dielectronic recombination strengths and plasma rate coefficients of multiply charged ions
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ABSTRACT

Context. Dielectronic recombination (DR) has been known as the dominant electron-ion recombination process in different astrophysical and laboratory plasmas, and that it determines the level population and ionization balance over a range of temperatures. Apart from a fundamental interest into the details of this process, DR plasma rate coefficients are frequently applied to estimate plasma densities and temperatures, but have been found to be notoriously difficult to calculate as they require good knowledge of the ionic resonances, which are embedded into the continuum of the next higher charges states.

Aims. In this paper we explain and demonstrate how DR resonance strengths and plasma rate coefficients can be readily computed within the framework of the Jena Atomic Calculator (JAC). In contrast to other available codes, the JAC toolbox supports a much simpler handling and control of different approximations, shell structures and temperature regions, for which doubly excited resonances need to be taken into account.

Methods. A multi-configuration Dirac–Hartree–Fock expansion of all atomic states is generated and applied in order to compute the transition rates (radiative and nonradiative) that contribute to the DR process. For the plasma rate coefficients, moreover, a cascade model has been developed that automatically determines and incorporates all doubly excited configurations of interest for the given plasma temperatures.

Results. To demonstrate the quite flexible use of JAC, we discuss and compare the DR of initially fluorine-like Ni	extsuperscript{19}+ ions with previous measurements and computations. Since it is based on Dirac’s equation, the JAC toolbox is suitable for most ions across the periodic table.
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1. Introduction

Since the early work by Burgess (1964) and others, the important role of dielectronic recombination (DR) in understanding the dynamics of plasma has been widely known, from low-temperature laboratory plasma and fusion and solar plasma to observations of various astrophysical objects and environments. This electron-ion recombination process determines not only the level population and ionization balance within a plasma, but also its radiative energy loss at different frequencies. In many experiments the DR is often characterized in terms of the position and strength of its individual resonances; however, the DR rate coefficient has been utilized to estimate the plasma density and temperature, and hence the temporal evolution of different plasma environments.

While a few very accurate measurements of DR spectra are known for selected ions (e.g., Schippers et al. 2001; Kieslich et al. 2003; Schuch et al. 2005; Bernhardt et al. 2016), more often than not detailed ab initio calculations are required in order to describe the resonances and plasma rate coefficients for a wide range of ions across the periodic table. Especially, and perhaps apart from few-electron ions with rather simple shell structures, the low-lying DR resonances and strengths are still a challenge for current atomic theory. Here we explain and demonstrate how these resonances and plasma rate coefficients can be readily computed within the framework of the Jena Atomic Calculator (Fritzsche 2019). This toolbox supports not only relativistic atomic structure calculations, but also a good number of atomic processes, as well as most atoms and ions across the periodic table. With the present extension of this toolbox we help compute DR resonance strengths and rate coefficients for as-yet-unexplored ions with quite arbitrary shell structures. Moreover, this extension facilitates the combined treatment of DR studies with other processes, such as the radiative recombination or electron-impact processes, and may hence support larger astrophysical surveys and simulations (Evrard et al. 2002; Ferland et al. 2013; Huang et al. 2018; Mendoza et al. 2021).

This work is organized as follows. In Sect. 2, we recall the dielectronic recombination process, along with some basic notations and formulas for the DR resonance strength and rate coefficient. In Sect. 3, emphasis is placed upon the implementation of this process within the framework of JAC. Apart from a brief overview of the JAC toolbox (Fritzsche 2019), here we outline two strategies for simulating the DR spectra and rate coefficients. In Sect. 4, we compare the results obtained with the present version of JAC to previous measurements and computations.

1 See https://github.com/OpenJAC/JAC.jl (accessed: 10.09.2021).
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coefficients for ions with complex shell structure. These strategies make use of a correlated representation of all low-lying DR resonances in Sect. 3.2 and an approximate treatment of the relevant resonances in terms of cascade computations in Sect. 3.3. The latter strategy, in particular, enables the user to deal with a much larger range of plasma temperatures and associated inner-shell excitation. Section 4 then demonstrates the simple use of these tools for calculating the DR resonance strength and plasma rate coefficients for fluorine-like Ni$^{19+}$ ions. A comparison is made with previous measurements (Wang et al. 2019) and computations (Gu 2008; Mao et al. 2017), and generally shows good agreement. The simple and flexible use of the JAC toolbox will therefore support the astrophysical community to expand their studies toward other ions and simulations.

2. Dielectronic recombination of multiply charged ions

2.1. Resonance strength and cross sections

The DR of an atomic ion in charge state $q^+$ is described by the two-step process $A^{q^{+}+} + e^{-} \rightarrow A^{(q+1)^{+}+} + \hbar \omega$, in which an electron is first captured resonantly from the continuum in order to form a doubly excited ion of the next lower charge state, and which subsequently stabilizes under photon emission. For an $N$-electron target ion in the initial level $\alpha_i\ell_i$ the resonant electron capture then leads to the $[(N + 1)-$electron] resonance level $\alpha_d\ell_d$ embedded within the continuum of the initial ion, and often with two or more excited electrons. In the second step of the DR process the excited ion in level $\alpha_d\ell_d$ then either decays radiatively by photon emission to some final level $\alpha_f\ell_f$ below of the ionization threshold of the ion, or it returns by auto-ionization back to its initial charge stage well before the radiative stabilization occurs. In this notation of the initial, resonance, and final levels, $i \equiv J'$ here refers to the total angular momentum and parity of the levels and $\alpha$ to all further quantum numbers that are needed for a unique specification of the atomic fine-structure of the ions.

For a single narrow and non-overlapping DR resonance, the cross section $\sigma^{\text{DR}}(E \approx E_d; i \rightarrow d)$ is nonzero just near the resonance energy $E \approx E_d$ of the intermediate level $d$, and can then be expressed as convolution of the resonance strength $S(E_d; i \rightarrow d)$ and a normalized (either Lorentzian or Gaussian) line-shape function $L(E; d)$, with $\int dE L(E; d) = 1$. Moreover, if the radiative stabilization results in a well-defined level $\alpha_f\ell_f$, the DR process is characterized by the partial resonance strength (Dubau & Volonte 1980; Griffin 1989)

$$S(i \rightarrow d \rightarrow f) \equiv \int_{-\infty}^{\infty} dE \sigma^{\text{DR}}(E)$$

$$= \frac{2\pi^2 \hbar}{k_d^2} \frac{A_d(i \rightarrow d) A_f(d \rightarrow f)}{\Gamma_d}$$

$$= \frac{\pi^2 \hbar}{k_d^2} \frac{(2J_d + 1)}{(2J_i + 1)} \frac{A_d(i \rightarrow d) A_f(d \rightarrow f)}{\Gamma_d},$$

which can be solely expressed in terms of the Auger and radiative rates of the resonance level $d$ as well as its half-widths $\Gamma_d$. In expression (1), furthermore, $k_d$ is the wave number of the incident electron to form $d$, $A_d(i \rightarrow d)$ the Auger rate, which describes the electron capture from the initial level $\alpha_i\ell_i$ into the doubly excited resonance level $\alpha_d\ell_d$ due to the principle of kinetic balance, and $A_f(d \rightarrow f)$ the rate for the radiative stabilization into the state $\alpha_f\ell_f$. In the DR spectra, the resonance strength $S(i \rightarrow d \rightarrow f)$ refers to the area under the energy-dependent differential DR cross sections and is typically given in units of $[\text{cm}^2 \text{eV}^{-1}]$.

Often, as at storage rings, the radiative stabilization of the ions due to the formation of the final level $\alpha_f\ell_f$ is not observed explicitly and, hence, the individual radiative rates $A_f(d \rightarrow f)$ in the partial resonance strength (Eq. (1)) need to be replaced by the total radiative rate $A_f(d \rightarrow f) = \sum_i A_i(d \rightarrow f)$ of the doubly excited resonance $\alpha_d\ell_d$. This gives rise to the total resonance strength

$$S(i \rightarrow d) = \sum_f S(i \rightarrow d \rightarrow f)$$

which is appropriate, especially if the energy-dependent DR cross section has a Lorentzian profile

$$\sigma^{\text{DR}}(E \approx E_d) = \frac{S(i \rightarrow d)}{\pi} \frac{\Gamma/2}{(E_d - E)^2 + \Gamma^2/4}$$

or some similar distribution around the resonance energy $E \approx E_d$ as well as a natural width less than or comparable to the energy spread of the incident electron beam. In general, this condition is well fulfilled for most $\Delta n \geq 1$ resonances (i.e., with an excitation of one of the bound electrons from shell $n_1 \rightarrow n_f$, and for which the total widths are small in most cases), but the same condition has also been utilized for $\Delta n = 0$ lines if the shape of the individual resonances is not considered in detail.

The partial $S(i \rightarrow d \rightarrow f)$ and total resonance strengths $S(i \rightarrow d)$ are central to the simulation of all dielectronic recombination spectra and processes. They help trace these simulations back to the computation of Auger decay rates $A_d(d \rightarrow i')$ of the intermediate resonance $\alpha_d\ell_d$ to levels $\alpha_i\ell_i'$ of the initial charge state as well as the Einstein $A_i(d \rightarrow f')$ coefficients to levels above and below the ionization threshold. All these rates can be readily calculated within the JAC toolbox. Owing to the energy dependence $S(i \rightarrow d) \propto 1/\epsilon_{Q} \propto 1/k_d^2$ on the energy of the free incident electrons, however, the resonance strength increases quite rapidly toward the threshold of such a dielectronic recombination, and makes this process particularly sensitive to low kinetic energies of the incoming electrons.

Close to the threshold, however, the isolated-resonance approach is formally no longer valid and should then be replaced by some unified treatment of the DR and radiative recombination (RR) since the transition amplitude of both processes diverge for $\epsilon_1 \rightarrow 0$ (Alber et al. 1984; Nahar et al. 1994). For heavy ions in particular, the interference of DR and RR may result in an asymmetric Fano profile (Knapp et al. 1995; Pindzola et al. 1995; Schippers et al. 2004; Tu et al. 2016). Such a unified treatment usually requires a more advanced mathematical machinery, but does not seriously affect the DR spectra at finite electron energies or in plasma. At electron-beam ion traps, in addition, the radiative stabilization often appears to be angular and polarization dependent, and then requires modifying the formula above for the resonance strength. Both of these refined treatments are beyond the scope of the present work, but could be incorporated into the JAC toolbox if the need should arise.
2.2. Temperature-dependent plasma rate coefficients

In a plasma, the electron-ion recombination is temperature-dependent owing to the Maxwellian distribution of the free electrons that are captured by the ions. For a single ion per unit volume in the initial level \( i = (\alpha_i, \epsilon_i) \), the DR plasma rate coefficient

\[
\alpha^{(\text{DR})}(T_e; i) = \frac{4}{(k_B T_e)^{3/2} \sqrt{2 \pi m}} \int_0^\infty dE E \sigma^{(\text{DR})}(E; i \rightarrow \{d\})
\times \exp \left( -\frac{E}{k_B T_e} \right) \left[ \frac{cm^3}{s} \right]
\]

describes the explicit rate to recombine at plasma temperature \( T_e \) due to its dielectronic recombination with a Maxwellian-distributed electron. Since for delta-like DR resonances, the total DR cross section is \( \sigma^{(\text{DR})}(E; i \rightarrow \{d\}) = \sum_d S(i \rightarrow d) \delta(E - \epsilon_d) = \sum_d S(i \rightarrow d) \delta(E - E_d + E_i) \), the plasma rate coefficient

\[
\alpha^{(\text{DR})}(T_e; i \rightarrow d) = \sum_d \alpha^{(\text{DR})}(T_e; i \rightarrow d)
\]

\[
\alpha^{(\text{DR})}(T_e; i \rightarrow d) = \frac{4}{(k_B T_e)^{3/2} \sqrt{2 \pi m}} (E_d - E_i)
\times S(i \rightarrow d) \exp \left( -\frac{E_d - E_i}{k_B T_e} \right) \left[ \frac{cm^3}{s} \right]
\]

can be expressed as a sum over partial DR rate coefficients \( \alpha^{(\text{DR})}(T_e; i \rightarrow d) \), as associated with the electron capture into the resonance level \( \alpha_{d\delta} \). Here \( \epsilon_d = E_d - E_i \) is the kinetic energy of the initially free electron that help form the resonance. Although the summation over \( d \) formally runs over all valences and inner-shell excited resonances of the \([N + 1]-\text{electron}\) recombin ion, it can be readily truncated due to the temperature-dependent factor \( \exp \left( -\frac{E_d - E_i}{k_B T_e} \right) \) for high-enough electron energies \( \epsilon_d \) (Chen 1986).

It is this form of the DR plasma rate coefficient that has been utilized in most computations in order to estimate the rate for the dielectronic recombination of ions in plasma. Although the DR plasma rate coefficient here refers to the low-density limit, this approximation remains valid for most astrophysical plasma as well. Moreover, the Auger rates \( A_i(d \rightarrow i) \) are often much larger than the Einstein coefficients \( A_i(d \rightarrow f) \), which then simplifies the computations of the rates to \( A_i(d \rightarrow f) A_i(d \rightarrow i) \Gamma_d \approx A_i(d \rightarrow f) \).

Most RR and DR plasma rate coefficients of multiply charged ions are based on (more or less detailed) computations. Although good progress has been made during the past decades, the accurate prediction of DR resonance positions still remains a challenge for atomic theory because of their sensitivity to correlations between the ionic core and because of the excited and captured electrons. Often, the accuracy of calculated DR resonances are better for the \( \Delta n = 0 \) core excitation as they are less affected by correlations (Fritzsche 2002; Schmidt et al. 2007). In practice, however, even rather small or medium-sized uncertainties in the low-energy DR resonances can lead to quite large discrepancies in the theoretically predicted plasma rate coefficients (Schippers et al. 2004). This emphasizes and calls for the need for alternative implementations of these rate coefficients and for accurate experimental DR rate coefficients in order to extract useful data for astrophysically relevant ions.

3. Tools and implementation

3.1. Brief overview of JAC

As seen in the last section, accurate calculations of the level structure and decay rates are crucial for predicting the DR resonance spectra and plasma rate coefficients for multiply charged ions. For medium and heavy elements, moreover, a relativistic description of the electronic structure is required to reproduce the experimentally observed resonances and level splitting. Hence we make use of and expand the JAC toolbox to perform all the necessary computations and to establish a relativistic code for such DR studies.

The general design of JAC has been described elsewhere (Fritzsche 2019; Fritzsche 2020), and the code can readily be downloaded from the web. This toolbox facilitates atomic structure calculations of different kinds and complexities, and it can be applied without much prior knowledge of the implementation. A primary goal with JAC was to develop a general and easy-to-use toolbox for the atomic physics community that integrates different atomic processes within a single computational framework, and hence ensures good self-consistency of the generated data. For many standard computations, JAC provides a simple interface that is equally accessible for working spectroscopists, theoreticians, and code developers; see Fig. 1 for a short overview of the various features of JAC. This toolbox is based on Julia, a new programming language for scientific computing\(^2\), which includes a number of modern attributes, such as dynamic types, optional type annotations, type-specializing, just-in-time compilation of code, dynamic code loading, and garbage collection (Bezanson et al. 2018).

Apart from relativistic calculations of the electronic structure and properties of free atoms and ions, the recent focus of JAC has been on simulations of a large number of atomic processes and cascades in order to analyze atomic behavior within different environments. Here, a central term within the JAC toolbox refers to a function called Atomic.Computation that enables the user to perform atomic calculations with minor input (see also Fig. 3). These Atomic.Computations are based on explicitly specified electron configurations and can provide

\(^2\) See https://docs.julialang.org/ (accessed: 10.01.2021).
level energies, the representation of atomic state functions, or selected level properties. They also help evaluate the transition amplitudes and rates for several excitation and auto-ionization processes. In this work, we explain and discuss how this toolbox has been expanded to also support computations of DR spectra and plasma rate coefficients. This especially includes the computation and simulation of dielectronic capture cascades, a crucial stepping stone for computing DR rate coefficients over a wide range of temperatures.

The JAC toolbox is entirely built upon the concept of many-electron transition amplitudes, and makes use of them internally in order to implement the energy shifts, rates, and cross sections for a large number of processes. These transition amplitudes generally combine two atomic bound states of the same or two different charge states, and often also include free electrons from the continuum. They also readily help to express the Auger and radiative rates from the last subsection, and hence to implement the DR resonance strength and plasma rate coefficients. The consequent use of these many-electron amplitudes in the setup of the code distinguishes JAC from most other atomic structure codes that are often based on prior decomposition of these amplitudes into various coefficients and radial integrals, well before any implementation or coding is done. The explicit use of these amplitudes has been found useful also for implementing approximate atomic Green functions (Fritzsche & Surzhykov 2021) as well as a number of atomic cascades (Fritzsche et al. 2021), such as the step-wise decay following inner-shell excitation or the creation of holes by photoexcitation or photoionization; they will enable us also to treat interference phenomena in the future. In this work, we here expand this concept to the formation and stabilization of doubly excited levels and, hence, to the computation of DR plasma rate coefficients for quite general open-shell structures.

3.2. Computation of DR strength and spectra

As outlined above, the partial resonance strength $S(i \rightarrow d \rightarrow f)$ in (1) is the key for calculating all DR spectra and rate coefficients. In the isolated-resonance approximation and by applying the principle of detailed balance (Pindzola et al. 1992), this resonance strength is determined by the Auger rate $A_i(d \rightarrow i)$ to the ground level $a_i$, the Einstein coefficient $A_i(d \rightarrow f)$ to the final level $a_f$, and the widths of the resonance, $\Gamma_d = \hbar \sum_{i'} A_i(d \rightarrow i') + \sum_{f'} A_i(d \rightarrow f')$. In atomic structure theory, these rates are readily traced back to the many-electron amplitudes of the electron–photon and electron–electron interaction, respectively. Since these amplitudes are the building blocks of JAC, they can be easily accessed for further data processing. However, a reasonably accurate representation of all atomic levels with $E \leq E_d$ is required in order to represent a single partial strength, not to mention the summation over all resonances for the calculation of the rate coefficients. The representation of the resonance levels, along with all the associated approximations, make the main differences between the various implementations available and usually require special care.

Two strategies are followed in this work in order to implement and simulate the partial resonance strength within the JAC toolbox, and to ensure self-consistency of all generated data. These strategies refer to (i) the explicit and well-correlated representation of all atomic levels and (ii) the implementation of a cascade scheme, which includes fewer correlations in the representation of the atomic levels, but supports a much greater flexibility in dealing with high-$n$ and inner-shell excitation of the ions. Both strategies in principle give rise to the DR resonance strength and plasma rate coefficients, though at rather different costs and with different applications in mind. As typical for the JAC toolbox, each of these strategies is built upon a few explicitly designed data structures that help keep the computations feasible.

To describe and deal with the electronic structure of atoms and ions with complex shell structures, JAC is built upon a large number of well-designed data structures. These data structures define the central objects for the transfer of data within the program and its communication with the user. For the correlated computation of the DR resonance strengths, for example, the module Dielectric provides a number of data structures that are specific to the computation of DR spectra and properties. Two such central data structures are a Dielectric.Pathway to deal with the information about any individual dieлектronic-capture and stabilization path $i \rightarrow d \rightarrow f$ as well as a Dielectric.Resonance to comprise the data about the resonance level $a_d$ for the capture $i \rightarrow d$, which starts from level $a_i$. Figure 2 shows the internal definition of these two data structures, though not all the details are explained here. However, as is easily seen from the two last fields of a Pathway, the computation of the Auger and radiative transition amplitudes are just obtained from the corresponding modules AutoIonization and PhotoEmission, respectively.

For DR resonances reasonably close to the threshold, for instance, the resonance strengths and rate coefficients can be calculated by means of the Atomic.Computation mentioned above if the proper settings are provided by the user. This is analogous to the calculation of most other processes within the JAC toolbox. The lower panel of Fig. 1 displays the internal definition of the Dielectric.Settings, which facilitates the detailed control of the computations. Apart from the multipoles and gauges, which are to be considered for the radiative stabilization, these settings enable the user to select individual pathways, to shift the electron and photon energies by a constant amount, and to provide a minimum photon energy, below which all rates are neglected from the computations. The transition operator for the auto-ionization is the Coulomb operator by default, though relativistic corrections due to the Breit interaction can, in principle, be taken into account, and has attracted previous attention for multiple and highly charged ions (Fritzsche et al. 1991, Zimmermann et al. 1997; Zakowicz et al. 2004; Nakamura et al. 2008, Bernhardt et al. 2011).

Most useful calculations of DR spectra critically depend on the simple control and handling of all the radiative and nonradiative decay branches of the resonantly excited ion. In particular, the number of relevant radiative transitions often grows rapidly since the intermediate resonances $a_d$ lie within the continuum of the next higher charge state, e.g., above an infinite number of levels from the bound part of the spectrum. Moreover, the need for an efficient computation of the Einstein coefficients $A_i(d \rightarrow f)$ for all excited ionic levels arises in all those DR studies in which single-electron excitation occurs in high-$n$ shells. This situation especially applies if either resonances with high-$n$ electrons are considered or if a large number of excited levels of the $(N + 1)$-electron ion occur just below the threshold. In many of these cases, however, it is sufficient to just deal with the $\Delta n = 0$ radiative transitions of the electron that is bound stronger to the ionic core. Apart from the large overlap of the radial orbital functions for deeply bound electrons, this ‘propensity rule’ can also be explained by the scaling $A_i \propto (E_d - E_f)^3$ of the Einstein coefficients with the third power of the transition
energies, and which is largest for electrons in low-\(n\) shells. For the same reason, it is usually enough to include only a subset of low-lying final levels \(\alpha_{J}\) in order to estimate a reasonable DR strength or branching fraction. All these arguments can be taken into account for both the fully correlated and the cascade computations within JAC, though at different levels of control. Once a dielectronic recombination computation has been specified in terms of an Atomic.Computation above, it can be readily carried out by typing\(^3\)

\[\text{perform(comp::Atomic.Computation)}\]

as for all other properties and processes within the JAC toolbox. An example of such a computation is discussed in Sect. 4.1. In JAC, both the partial \(S(i \rightarrow d \rightarrow f)\) and total resonance strengths \(S(i \rightarrow d)\) are then calculated and tabulated by default for all selected pathways from the initial-, intermediate-, and final-state configurations of the DR process, while further properties are only printed if proper control flags were set earlier.

### 3.3. Dielectronic recombination cascades. Simulation of plasma rate coefficients

Correlated calculations of DR resonance strengths and rate coefficients are, more often than not, restricted to just the low-lying part of the spectrum near the threshold as they prompt the user to specify explicitly all the configurations that contribute to the representation of the level structure. This quickly becomes cumbersome for resonances with electrons in high-\(n\) shells or if plasma rate coefficients need to be calculated, in which case a dielectronic capture cascade is a useful alternative. Such a cascade starts from the capture of an electron into various \(nf\) shells, and then models the subsequent electron and photon emission as a step-wise decay of the ion toward its ground configuration. The calculation of other cascade schemes has already been part of the JAC toolbox and has been explained in detail elsewhere.

---

\(^3\) J\(U\)LIA comes with a full-featured interactive and command-line REPL (read-eval-print loop) that is built into the executable of the language.

---

This page contains the code for defining data structures related to dielectronic recombination. The structures are used to specify pathways, resonance strengths, and other relevant properties.

```julia
struct Dielectronic.Pathway ...
  + initialLevel :: Level ... initial fine-structure level.
  + intermediateLevel :: Level ... intermediate fine-structure level.
  + finalLevel :: Level ... final fine-structure level.
  + electronEnergy :: Float64 ... energy of the (incoming & captured) electron.
  + photonEnergy :: Float64 ... energy of the (emitted) photon.
  + captureRate :: Float64 ... rate for the electron capture (inverse Auger rate).
  + photonRate :: EmProperty ... rate for the photon emission.
  + reducedStrength :: EmProperty ... reduced resonance strength \(S(i \rightarrow d \rightarrow f) \Gamma_d\) that does not require the knowledge of \(\Gamma_d\) for this pathway.
  + captureChannels :: Array(AutoIonization.Channel, i) ... List of \(i \rightarrow d\) dielectronic (Auger) capture channels.
  + photonChannels :: Array(PhotoEmission.Channel, i) ... List of \(d \rightarrow f\) radiative stabilization channels.
```

```julia
struct Dielectronic.Resonance ...
  + initialLevel :: Level ... initial fine structure level \(i\).
  + intermediateLevel :: Level ... intermediate fine structure level \(d\).
  + resonanceEnergy :: Float64 ... excitation energy of the resonance w.r.t. the initial level.
  + resonanceStrength :: EmProperty ... strength of this resonance due to the stabilization into any of the allowed final levels.
  + captureRate :: Float64 ... capture (Auger) rate to form the intermediate resonance, starting from the initial level.
  + augerRate :: Float64 ... total (Auger) rate for an autoionization of the intermediate resonance.
  + photonRate :: EmProperty ... total photon rate for a photon emission, i.e., for the radiative stabilization of the resonance.
```

```julia
struct Dielectronic.Settings ...
  + multipoles :: Array(EmMultipoles) ... Multipoles of the radiation field to be included.
  + gauges :: Array(UseGauge) ... Gauges to be applied into the computations.
  + calcRateAlpha :: Bool ... True, if DR plasma rate coeff. are to be calculated.
  + printBefore :: Bool ... True, if all energies and pathways are to be printed before they are computed explicitly.
  + pathwaySelection :: PathwaySelection ... Specifies the selected levels/pathways, if any.
  + electronEnergyShift :: Float64 ... An empirical energy shift for all electron energies (i.e., from the initial to the resonance levels).
  + photonEnergyShift :: Float64 ... An empirical energy shift for all photon energies (i.e., from the resonance to the final levels).
  + minimumPhotonEnergy :: Float64 ... minimum energy for which photon transitions are considered in the stabilization of the ions.
  + temperatures :: Array(Float64, i) ... Electron temperatures [K] for the rate coefficients.
  + augerOperator :: AbstractEeInteraction ... Auger operator that is to be used for evaluating all Auger amplitudes.
```

---

**Fig. 2.** Internal definition of the data structures Dielectronic.Pathway (upper panel) to select and specify a pathway \(i \rightarrow d \rightarrow f\) for the capture and subsequent stabilization as well as Dielectronic.Resonance (middle panel) to deal with individual resonances. Moreover, the data structure Dielectronic.Settings (lower panel) enables the user to control the physical model, size, and a few semi-empirical adaptations of the DR computations.
(Fritzsche et al. 2021). Here, we therefore restrict ourselves to a few central features of such dielectronic cascade computations and just discuss how the DR plasma rate coefficients can be readily extracted from these computations.

To model the initial excitation and capture of electrons, together with the subsequent electron and photon emission of all doubly excited levels, JAC clearly distinguishes between so-called cascade computations and cascade simulations. While a cascade computation generates all the necessary (i.e., radiative and nonradiative) transition data (e.g., amplitudes, rates), the subsequent simulation serves to combine these data and to extract the desired information. Usually, the prior cascade computations cause the major effort as they require a proper representation of all the atomic levels involved. To this end, moreover, a hierarchy of cascade approaches has been defined within the JAC toolbox in order to keep the computations overall feasible. These approaches mainly differ by the quantum-mechanical representation of the level structures, and thus enables the user to control the extent to which inter-electronic correlations are taken into account. The representation of the atomic levels is based on different classes of electron excitation with regard to a set of reference configurations as well as a multi-configuration Dirac–Hartree–Fock expansion of the associated fine-structure levels. In these cascade computations, however, no attempt is internally made in order to decide that all relevant data are indeed computed nor that all computed data are relevant for the subsequent simulations. The control of these cascade computations therefore requires some insight of the user into the DR process that cannot be fully formalized in advance. In Sect. 4.2, we show how such cascade computations can be performed for initially fluorine-like Ni^{19+} ions, along with the succeeding cascade simulations.

While the cascade computations are performed independently of the data to be derived about the recombination of the atoms or ions, the subsequent cascade simulations are done for one or a few well-defined properties, and often in close contact with the observations and/or experiment. For plasma rate coefficients, for instance, the temperature dependence mainly arises from different combinations of the partial resonance strengths and can be easily estimated, if a sufficiently large number of doubly excited levels are included before in the cascade computations. These cascade simulations are much faster than the prior computations, and often quite similar simulations are performed repeatedly for different temperatures, initial levels, and others, though based on the same transition data.

3.4. Requirements for the calculation of plasma rate coefficients

Reasonably accurate predictions of DR plasma rate coefficients remain a challenge for atomic theory. Serious difficulties often arise from (i) the proper representation of all levels involved; (ii) the crucial, though not obvious, role of different resonances for certain plasma temperature; and (iii) the quite large number of resonances that may contribute to the plasma rate coefficient. For ions of medium and heavy elements, moreover, (iv) the relevance of the auto-ionizing and radiative transitions can no longer be derived from just term- or configuration-averaged transition rates, but typically requires more detailed treatment of all fine-structure transitions. These difficulties have made accurate calculations almost an art, even for ions with otherwise simple shell structures. With the present expansion of the JAC toolbox, we aim to overcome these difficulties and to account for the DR in plasma, from simple estimates to more sophisticated computations of the DR plasma rate coefficients.

In the DR resonance strength in Eq. (1), the nonradiative capture is described by first-order perturbation theory. Therefore, the standard plasma rate coefficients, as discussed in this work, are first of all suitable for low-density plasma. This simple parameterization of the ion-electron recombination will need to be modified if additional external (micro-)fields occur, or if the ions are also collisionally excited in a plasma (Krylstedt et al. 1990; Kaur et al. 2018).

In dynamic plasma, moreover, the ions may also recombine from meta-stable states, and this requires incorporating long-lived levels into the modeling. In such a dynamic plasma, both the electron temperature $T_e$ and density $n_e$ may indeed change within the lifetime of the meta-stable levels of the plasma ions. Furthermore, ions in these meta-stable levels will not always decay down to their ground level, but can be collisionally excited and/or ionized before. Obviously, all these finite-density effects will make a detailed treatment of the plasma dynamics not only much more sophisticated, but will require a flexible toolbox, such as JAC for its modeling.

To support such studies and forthcoming observations in astrophysics and plasma diagnostics, current requirements include the following (see Badnell et al. 2003):

(i) the computation of rate coefficients for different stable and meta-stable initial levels;

(ii) partial rate coefficients for certain groups of final levels, if the recombined ions not all return to their ionic ground-state level;

(iii) information on the Auger rates to all levels $i'$, into which the recombined ion can re-autoionize after the electron capture.

In practice, however, and more importantly for these requirements, is a fast and reliable access to the DR resonance strengths and plasma rate coefficients for several, if not many, ions across the periodic table.

4. Dielectronic recombination of fluorine-like Ni^{19+} ions

The dielectronic recombination and plasma rate coefficients of fluorine-like Ni^{19+} ions due to $\Delta n = 0$ core excitation have attracted recurrent interest in the literature. For instance, the radiative emission from these ions has been identified by different space-based observatories, such as the Solar and Heliospheric Observer (SOHO, NASA; Del Zanna & Mason 2018) or the XMM-Newton (ESA; Steenbrugge et al. 2003) space missions. A detailed understanding of the associated DR spectra is therefore crucial also for deducing the charge-state distributions within different plasma environments (Beiersdorfer 2003).

For initially fluorine-like Ni^{19+} ions, the low-lying $\Delta n = 0$ DR can be summarized as (Wang et al. 2019)

$$\text{Ni}^{19+} \rightarrow \text{Ni}^{18+}[2s^25p^6^2P_{1/2}] + e^-$$

$$\Rightarrow \begin{cases} \text{Ni}^{18+}[2s^25p^5^2P_{1/2} \ (17.8486 \text{eV})] (17 \ell + 18 \ell + \ldots) \\ \text{Ni}^{18+}[2s2p^6^3S_{1/2} \ (149.054 \text{eV})] (6 \ell + 7 \ell + \ldots) \end{cases} \Rightarrow \ldots \Rightarrow \text{Ni}^{18+}[2s^25p^6^1S_0] + \gamma's$$

For these ions, and by applying a merged-beam technique at the cooler storage ring (CSRm) in Lanzhou, Wang et al. (2019) measured with high precision the DR spectrum and resonance strengths for free-electron energies in the range 0–160 eV (i.e., for all the $\Delta n = 0$ excitation of the fluorine-like core). From the individual resonance strengths the DR plasma rate
coefficients were then derived for temperatures between $10^3$–$10^5$ K and compared with simulations and data from the literature. These temperatures comprise the formation of Ni$^{19+}$ ions in both photoionized and collisionally ionized plasma. In practice, therefore, the DR of fluorine-like Ni$^{19+}$ ions provides a good testbed for the implementation and computations in this work.

4.1. DR resonance energies and strength

The position and strength of the low-lying resonances are known to be very sensitive to electron-electron correlations, and hence require a quite detailed representation of all atomic levels known to be very sensitive to electron-electron correlations, and as described in Sect. 3.2 above. We focus here on the 2$s^2$2$p^6$ (6$s + 6$p + 6$d + ... + 7$d) levels and their stabilization via the dominant 2$s^2$2$p^6$ $n\ell\to$ 2$s^2$2$p^6$ $n\ell$ radiative transitions of the ion core, leaving the 6$f$ or 7$\ell$ electrons as a spectator.

These calls can all be made line-wise to immediately see and check the consistency of the given specifications. Here, we do not display all the output explicitly. However, the lists of initial-, intermediate-, and final-state levels decide the number of correlations within the computations, and also that all major decay channels are indeed taken into account. These lists of configurations are then provided to the Atomic.Computation, along with the nuclear model (Z = 28) and the proper settings to calculate DR strength and rates. In Fig. 3, we restrict the stabilization to just electric-dipole (E1) transitions and request a shift of all electron energies by $-2.7$ eV in order to reproduce the measured low-lying resonances. In addition, we only consider the DR resonance strengths for the 1$s^2$2$s^2$2$p^5$2$P_{3/2}$ ground level by selecting all pathways (i,n,f) that starts from level $i = 1$, and where $n = f$ = 0 refer to all available levels of the intermediate and final-state multiplets. Further settings can be specified, but need not be discussed here (lower panel of Fig. 2). Once the computations are performed, the partial and total resonance strengths are printed by default for all selected pathways. On request (calcRateAlpha=true), moreover, the plasma rate coefficients can be calculated for all intermediate resonances, but are usually of limited value because of the missing intermediate levels at sufficiently high electron energies for such correlated computations.

The computations in Fig. 3 refer to model A in Table 1, which displays the DR resonance energies $E_i$ and total strengths $S(i \to d)$ for the low-lying 2$s^2$2$p^6$ $S_{1/2}$ (6$f$ + 7$\ell$) resonances. Quite similar computations have also been performed in model B, but by including the orbital angular momenta $\ell \leq i$ as well as the radiative stabilization into the 2$s^2$2$p^6$ (6$f$ + 7$\ell$) + 2$s^2$2$p^6$ (3$f$ + 4$\ell$), $\ell \leq i$, $\ell' \leq f$ configurations in addition to those from model A. Apart from further high-lying excitation, model B therefore represents a quite well-correlated computation. These computations include the configuration mixing among all levels that can be formed with the capture and decay shells (i.e., the intoShells and toShells in the example in Fig. 3). In practice, however, the number of configurations (and
levels) increases very rapidly and makes further restrictions necessary, especially if two or more open shells already occur in the ionic core. The incorporation of further correlations may then require the distinction of different symmetry blocks $J^p$ in the treatment of the intermediate- and final-state multiplets, as well as a properly adopted combination of the underlying amplitudes and rates, a feature that has not yet been implemented in JAC.

4.2. Plasma rate coefficients for fluorine-like Ni\(^{19+}\) ions

Dielectronic recombination plasma rate coefficients are required in order to interpret observations in astrophysics and plasma diagnostics. Usually, a temperature-dependent Maxwellian distribution is assumed for the free electrons in the plasma, and this requires including all resonances up to 5–10 times the mean free-electron energy in the plasma to not accidentally omit relevant contributions from high-lying resonances. For most plasma temperatures, this demand rapidly requests large-scale calculations, and often the incorporation of both valence and inner-shell (core) excitations into the list of doubly excited levels.

For these high-lying resonances, a correlated treatment of the DR resonance strengths and plasma rate coefficients appear neither feasible nor desirable for most applications. Apart from the sheer size of the computations, the understanding and interpretation of individual contributions gets quickly lost as the representation of the intermediate resonances is distributed among too many configurations. A cascade-type computation is suggested for calculating plasma rate coefficients, in which the nonradiative and radiative transition rates are first compiled among all relevant configurations, and these rates are combined afterward in order to derive (or simulate) the rate coefficients in a subsequent step. In such a cascade model the relevant configurations are treated independently or are combined to moderate groups of configurations by using physical insight into the strong-mixing configurations. Various quite simple rules can be established internally to generate the valence and inner-shell (core) configurations. For example, the energetically allowed shells of the captured electron can be easily estimated for any number of core excitation, if constructed with regard to the reference configuration. Such a cascade model is analogous to the treatment of other cascade schemes in the JAC toolbox, and directly leads us to a dielectronic cascade scheme. As outlined above, this approach also suggests clearly distinguishing between the cascade computations to generate all the necessary transition data and the subsequent simulations for extracting the desired rate coefficients.

For fluorine-like Ni\(^{19+}\) ions, our example above, Fig. 4 displays the input for the necessary Cascade.Computation (upper panel) and the Cascade.Simulation (lower panel). As before, we first need to specify the allowed shells for the excitation of the ionic core (fromShells, toShells), for the capture of the initially free electrons (intoShells), and for their radiative stabilization (decayShells). From these shell lists all the possible configurations are generated automatically and their mean energies compared with regard to a maximum excitation energy of the resonances that is to be considered. In Fig. 4, we include all the resonances up to 10.0 hartree as well as single excitations of core electrons with regard to the initial reference configuration. A more detailed explanation of all input parameters can be obtained from: Cascade.DielectronicCaptureScheme.

The cascade computations can be further controlled by choosing a proper cascade approach, which is currently based on single configurations (Cascade.AverageSCA). In this approach, each single configuration forms an individual multiplet block for which orbitals are generated independently by using a Dirac–Fock–Slater potential. The configuration mixing is included for each block, based on the Dirac-Coulomb Hamiltonian, $H^{(DC)}$, and all requested multipoles are considered for the stabilization. The detailed design and interplay in JAC of the currently available cascade schemes and approaches have been explained recently (Fritzsche et al. 2021), and further approaches will likely be considered in the future. While the present cascade computations just take ~1 h at a standard desktop, the complexity of such calculations increases very rapidly, if high levels are treated independently or are combined to moderate groups.

Table 1. DR resonance energies $E_d$ and strength $S_d$ for the low-lying 2s2p\(^6\)2s1/2 (6d + 7f) resonances.

| Resonance config. level | This work $E_d$ (eV) | Exp.\(^{(a)}\) | Calc.\(^{(b)}\) | Model A | Model B | Exp.\(^{(a)}\) | Calc.\(^{(b)}\) |
|------------------------|---------------------|--------------|--------------|---------|---------|--------------|--------------|
| 2s2p\(^6\)6s $J = 1$  | 1.012               | 0.086        | 0.1282       | 663.1   | 798.7   | 1077.8 ± 6.4 | 635.5 |
| 2s2p\(^6\)6s $J = 0$  | 1.014               | 0.7472       | 33.9         | 35.5    | Blend   | 54.5         |
| 2s2p\(^6\)6p1/2 $J = 2$ | 4.108               | 4.388        | 4.409        | 51.6    | 56.7    | 36.9 ± 3.6   | 30.4         |
| 2s2p\(^6\)6p3/2 $J = 2$ | 4.818               | 4.750        | 4.831        | 19.7    | 19.8    | 19.3 ± 6.8   | 26.3         |
| 2s2p\(^6\)6p3/2 $J = 1$ | 5.007               | 4.931        | 5.007        | 43.3    | 46.8    | 78.0 ± 5.0   | 38.6         |
| 2s2p\(^6\)6d3/2       | 9.663               | 9.714        | 15.7         | 15.8    | Blend   | 29.1         |
| 2s2p\(^6\)6d3/2 $J = 3$ | 9.747               | 9.792        | 13.7         | 13.7    | Blend   | 25.4         |
| Blend $J = 2$          | 9.750               | 9.724        | 29.4         | 29.5    | 58.0 ± 3.4 | 54.5         |
| 2s2p\(^6\)6d3/2 $J = 2$ | 10.23               | 10.19        | 10.25        | 19.4    | 19.4    | 20.9 ± 2.6   | 17.1         |
| 2s2p\(^6\)6f           | 12.21               | 12.30        | –            | 73.6    | Blend   | 105.5        |
| 2s2p\(^6\)6f (6g + 6h) | 12.45               | 12.55        | –            | 118.5   | 178.8 ± 2.8 | 162         |
| 2s2p\(^6\)7s           | 41.37               | 41.49        | 41.12        | 1.7     | 1.9     | 0.7 ± 1.1    | 1.2          |
| 2s2p\(^6\)7p           | 44.75               | 44.16        | 44.90        | 10.8    | 11.5    | 6.2 ± 1.0    | 3.6          |
| 2s2p\(^6\)7d           | 47.10               | 47.30        | 47.08        | 8.1     | 7.4     | 10.5 ± 1.1   | 7.2          |
| 2s2p\(^6\)7f ($\ell \geq d$) | 48.72               | 48.91        | 48.69        | –       | 59.3    | 42.5 ± 16    | 35.3         |

Notes. Results from this work in two different, though still rather simple models, are compared with previous measurements and calculations. See text for further explanations. \(^{(a)}\)Wang et al. (2019). \(^{(b)}\)From Wang et al. (2019); calculations performed with the FAC code (Gu 2008).
electron temperatures (which may cause double-valence and inner-shell excitation) or ions with a complex shell structure need to be considered. Further work is likely required in order to accelerate, and perhaps parallelize, these computations, while the given description and implementation of the cascade computations can be applied rather generally.

For the subsequent cascade simulations in the lower panel of Fig. 4, we specify DrRateCoefficients(…) as the property of interest here along with the initial level number of the ground level, an energy shift of all resonances with regard to the ground configuration, and the temperatures of the plasma. These simulations are fast when compared with the corresponding computations, and simply return the plasma rate coefficients for the given temperatures (and transition data). Of course, analogous simulations could be performed for other temperatures of the plasma or for deriving the photon intensity distribution that arises from the radiative stabilization. However, care has to be taken that all relevant transition data (levels, energies, rates) are indeed available from the prior computations.

Figure 5 displays the plasma rate coefficients for the chlorine-like Ni$^{19+}$ ions. Obviously, our quite simple cascade simulations agree reasonably well with previous studies in the temperature region $T = 10^4 - 5 \times 10^6$ K, while some larger discrepancies occur for $T \leq 10^4$ K and at high temperatures. At low temperatures, the plasma rate coefficient is strongly affected by the correct position of the low-lying resonances, and these are less accurate in cascade computations, despite an overall shift of all resonance energies. At high plasma temperatures, $T \geq 5 \times 10^6$ K, a large number of high-lying resonances become important, and then likely require including double-valence and core-shell excitation from 2s, as in the work by Zatsarinny et al. (2006). Despite the present limitations, however, the simplicity and straightforward use of such dielectronic cascade computations and simulations may indeed facilitate studies toward the DR of other ions or temperature regions.

Apart from the total DR plasma rate coefficients in Fig. 5, quite different dependencies have been analyzed in the literature in order to explore the relevant contributions to these rate coefficients. Such dependencies include, for example, the contribution to $\alpha^{(3)}(T_e; i, n)$ for an ion, initially in level $i = \alpha_i \delta_i$, but for just one series of the doubly excited configurations, such as 2s$^2$2p$^6$ nl or 2s$^2$2p$^5$ nl, and as a function of the valence shell $n$. Here it is possible to either fix the temperature $T_e$ and display curves for different partial waves $\kappa = \kappa(\ell)$ or to sum over $\kappa$ and display curves for different temperatures. Moreover, curves for different temperatures can be displayed quite readily for a group of selected intermediate levels or configurations in order to distinguish the contribution due to the capture into different high-$n$ shells. Finally, comparison of the total DR plasma rate coefficients can be made for different classes of inner-shell excitation. Although none of these features has yet been implemented into the JAC toolbox, this can be done quite readily if the need arises from the user’s side.

**Fig. 4.** Input to the JAC toolbox for the cascade computation (upper panel) and simulation (lower panel) of DR plasma rate coefficients for fluorine-like Ni$^{19+}$ ions. Here, rate coefficients are calculated for plasma temperatures $T_e \leq 10^4$ K, and by including 2s $\rightarrow$ 2s, 2p valence-shell excitation with electron capture into high-$n \ell$ shells ($n = 6, 20, \ell \leq h$) and by including the radiative stabilization into 2f, 3f, and 4f ($\ell \leq f$) shells.

**Fig. 5.** Plasma rate coefficients for initially fluorine-like Ni$^{19+}$ ions. The present computations (blue line) are compared with experimental data (red line; Wang et al. 2019) and with previous computations from the same work (red line), and from Gu (2003; violet line) and Zatsarinny et al. (2006, brown line). See text for further discussion.
5. Conclusions

Based on the JAC toolbox, in this paper we explained and discussed how the DR of multiply charged ions can be computed quite readily. Emphasis was placed on the partial or total strength of resonances near the threshold and on estimating the plasma rate coefficients over a wide range of temperatures. In particular, two strategies were implemented in JAC in order to support (i) an explicit and well-correlated representation of the low-lying resonances and (ii) a dielectronic cascade approach. This latter approach takes into account fewer electron-electron correlations, but allows a greater flexibility in selecting and dealing with high-$n$ and/or inner-shell excitation of ions.

In addition to the DR, the JAC toolbox was developed from the start for atoms and ions with arbitrary shell structures. As an example, we discussed and computed the DR of initially fluorine-like Ni$^{19+}$ ions, along with previous measurements and computations. Based on Dirac’s equation, the JAC toolbox is suitable for most atoms and ions from the periodic table in order to compute energy shifts, rates, and cross sections for a good number of atomic processes and experimental scenarios (Deprince et al. 2019, 2020). This makes JAC an excellent tool for analyzing and estimating different atomic processes as they occur in the design and realization of measurements. Moreover, this toolbox also helps analyze atomic line energies and decay rates under different plasma environments (Deprince et al. 2019, 2020). Finally, the present extension of JAC will facilitate a combined, and perhaps unified, treatment of DR studies with other processes, such as the radiative recombination or electron-impact processes, and hence may support larger surveys and improved astrophysical simulations in the future.
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