ABSTRACT
Every day, a massive amount of text, audio, and video data is published on websites all over the world. This valuable data can be used to gauge global trends and public perceptions. Companies are showcasing their preferred advertisements to consumers based on their online behavioral trends. Carefully analyzing this raw data to uncover useful patterns is indeed a challenging task, even more so for a resource-constrained language such as Urdu. A unique Urdu language-based multimodal dataset containing 1372 expressions has been presented in this paper as a first step to address the challenge to reveal useful patterns. Secondly, we have also presented a novel framework for multimodal sentiment analysis (MSA) that incorporates acoustic, visual, and textual responses to detect context-aware sentiments. Furthermore, we have used both decision-level and feature-level fusion methods to improve sentiment polarity prediction. The experimental results demonstrated that integration of multimodal features improves the polarity detection capability of the proposed algorithm from 84.32% (with unimodal features) to 95.35% (with multimodal features).
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I. INTRODUCTION
The advent of social media platforms has facilitated the spreading of knowledge and opinions on a variety of global issues. People use the internet to exchange information, opinions, and feelings about products, events, services, and political issues. Social media communication platforms such as Twitter, Instagram, YouTube, and Facebook enable people to discuss a wide range of subjects, issues, and challenges and make them express themselves in a variety of ways, such as through text, images, and videos. This abundance of freely available information has resulted in the development of intelligent sentiment analysis tools to assist firms, institutions, and businesses in making more informed decisions [1]. Our proposed algorithm serves a variety of purposes, that has been described in detail in the next sections.

To date, the majority of research has concentrated on sentiment analysis (SA) of textual data in the English language. However, with the advent of social media, people are increasingly inclined to express their sentiments through other means as well, including images, videos, and audio in their native languages. There is, therefore, a need to apply SA to other languages as well to avoid overlooking critical information that might be presented in alternate languages and modalities.

Urdu is Pakistan’s official national language and is spoken in South Asia more frequently [38]. There is a wealth of content available in Urdu on the internet, which is posted in a variety of formats, including text, audio, and visual. Many native Urdu speakers prefer to express themselves in Urdu. Our primary motivation for conducting this research is to ascertain the polarity of people’s opinions which is expressed in the Urdu language on various online platforms regarding several topics.

There have been few research studies on conducting sentiment analysis of the URDU language using multimodal...
data. This is due to the lack of interest on the part of Urdu language revival authorities and a scarcity of linguistic resources. Numerous studies have concentrated on text-based SA [37], in which data is gathered solely from written text. This text could be a Facebook status update or a comment, a Twitter tweet, or a film review. Using words only to regulate a person’s emotion may result in ineffective consequences, as the context has a significant impact on the meaning; for example, sarcastic and other forms of mocking languages are difficult to determine.

We have explored the effects of the multimodal Sentiment Analysis (MSA) framework for Urdu language sentiment analysis, as described in [2], [3] and illustrated in Fig. 1.

To determine the divergence of a particular video segment, the model makes use of extracted visual, audio, and textual features from the video. The video is transcribed to text in this model, and then the audio characteristics are extracted using openSMILE. Additionally, visual features are extracted. Finally, all extracted features are combined to determine the segment’s complete polarity. Furthermore, we have included a dataset for Urdu MSA that has been used to conduct the experimentation for this study and can be used by other researchers for future research.

This article’s overall contribution can be summarized as follows:

- A novel application of the SA framework to extract the unimodal as well as the multimodal features through a convolutional neural network (CNN) and long short-term memory (LSTM) for the Urdu language.
- Development of a multimodal Urdu language dataset collected from YouTube, comprising people’s opinions in the Urdu language. The dataset is analyzed and annotated for SA implementation.
- Employment of the proposed multimodal framework for determining sentiment polarity from Urdu videos available online, and a comparison with the test-based SA approach.
- Presentation of some important experimental results to ensure a contextually integrated set of the visual, audio, verbal, and text data utilized for SA.

The rest of this paper is organized as follows: Section II presents the literature review. Section III describes the methodology and the proposed framework for Urdu MSA. Section IV discusses the dataset that we have collected for our experimentation. Section V describes the experimental results. Finally, Section VI concludes this paper and also suggests topics for future work in the area.

II. LITERATURE REVIEW

This section addresses recent researches in the automated SA domain that have been conducted by a variety of researchers. The research reveals that considerable work has already been done in the domain of SA using a variety of methods, including context-aware multimodal solutions for a variety of languages. Caon et al. [6] presented a framework for the sharing of multimodal emotions for both humans-to-computer and computer-to-human interactions in different social media networks, respectively. Both inputs and outputs for the multimodal context of their framework were divided into a smart environment for providing an effective way of communication and a more natural experience for the interaction. For improving the quality of the feedback, the authors have used context information. They have also implemented an evaluation scenario and conducted an observational study during interactions with the participants in the experiment. Dashtipour et al. [1] have presented a multimodal framework specifically for the SA of the Persian language that concurrently explores audio, visual, and textual features for a more accurate determination of the expressed multimodal sentiment. The experimental results of their research show that if the multimodal features are contextually integrated, then it can result in better performance (up to an accuracy level of 91.39%) as compared to the features that are extracted by a unimodal (having an accuracy value of up to 89.24%). Chauhan et al. [7] have devised a multimodal emotions analysis model based on the recurrent neural network (RNN). This model also learns the interaction within different participating models by using an auto-encoder algorithm-based mechanism. Mukhtar et al. [8] presented an Urdu language-oriented SA model that tests three different algorithms, namely, the decision tree (DT), the k-nearest neighbor (KNN), and the support vector machine (SVM). The outputs of all these algorithms have been compared and improvements in their results have been achieved using various processes such as the stopping word removal and the feature extraction. Mukhtar et al. [9] used various SA techniques and carried out SA of Urdu blogs from several fields, such as the lexicon-based approach and the supervised ML approach. In the Lexicon-based approach, they have used the Urdu sentiment lexicon as well as an efficient analyzer for Urdu sentiments. The best accuracy achieved was 67.02% using KNN as the most appropriate classifier. Mehmood et al. [10] proposed a novel approach that they call encoding based on transliteration for Roman Hindi or Urdu text normalization (as TERUN). The TERUN model consists of three inter-associated modules, namely, an encoder based on transliteration, a module for filtration, and a ranker for the hash codes. The encoder can generate all the hash codes that are possible for one word in Roman Hindi or Urdu. The second
module then filters out the irrelevant and unnecessary codes from the generated hash codes, and the last module finally ranks the hash-codes that are filtered out and finalized based on their applicability. The extracted results show a better efficiency than the phonetic algorithms that were well-known and widely used. Ghulam et al. [11] presented a long-short time memory model (LSTM) for the analysis of sentiments from Roman Urdu text. Their presented framework achieves an accuracy level of 0.95 and an F1 score of 0.94, respectively. Mahmood et al. [12] proposed a deep learning model for extracting the emotions and behavior of people, as expressed in the Roman Urdu language. For their experiments, they have used a dataset consisting of 10,021 sentences from 566 online threads belonging to different genres including Sports, Software, Food & Recipes, Drama, and Politics. The study shows that the recurrent CNN model provides an accuracy of 0.652, outperforming the accuracy level of the baseline models for binary classification. The proposed model also achieves an accuracy of 0.572 for tertiary classification. Furthermore, Q. Rajput [13] presented a framework for semantic annotation that can annotate documents written in the Urdu language. The proposed model used field-oriented ideology and context keywords rather than natural language processing-based techniques. The dataset was derived from the online ads that were published in digital Urdu newspapers. Rosas et al. [14] introduce a model that combined visual, audio, and text features to identify sentiments from online videos. Their results proved that the joint usage of text, audio, and visual features can indeed enhance the accuracy levels which is a huge advantage over the single modality-based models. The authors have also tested the portability of their proposed multimodal technique and run assessments on another dataset containing English language videos. Poria et al. [15] presented a comparative study focusing mainly on using audio, visual, and text features for multimodal SA along with an extensive number of studies for multiple types of fusion techniques. A detailed analysis of the improvement in the performance using multimodal analysis in comparison to the techniques with single modality analysis was also given. Nawaz et al. [16] developed a framework for the automated generation of extractive summaries. In their developed framework, approaches based on local and global weights were used for the Urdu language. For sentence weighting, as a baseline, the vector space model (VSM) was adapted. The experiments show the approaches based on LW provide better results for an extractive summary generation where the F-scores for the sentence weighting and weighted term-frequency methods were about 80% and 76%, respectively. Gan et al. [17] proposed an architecture for a scalable multi-channel dilated joint CNN and a bidirectional long short-term memory (BLSTM) model with an attention technique for analyzing the sentiment capability of Chinese texts. Farha et al. [18] tested the use of transformer-based language models for the SA of Arabic. They have shown a performance improvement. The best model has achieved F-scores of 0.69, 0.76, and 0.92 on the datasets including SemEval, ASTD, and ArSAS. Smetanin et al. [19] fine-tuned the multilingual bidirectional encoder representations from Transformers (BERT) known at the RuBERT and obtained two versions of the multilingual universal sentence encoder. They reported promising results on seven different datasets of sentiments in the Russian language. Kumar et al. [20] proposed a hybrid, multimodal deep learning model to predict sentiments. The accuracy of the proposed model was approximately 91%. The SA technique for social media analysis was suggested by Aloufi et al. [21], who extracted a positive outcome from the users’ real-time opinions. Bhuiyan et al. [22] presented an SA model based on natural language processing (NLP) for the user’s feedback. They demonstrated the success of their approach by conducting a data-driven experiment examining the accuracy of identifying relevant, popular, and high-quality videos through a study of users’ comments. Krishna et al. [23] proposed some machine-learning techniques based on the SA of YouTube comments related to popular topics. The results showed how the trends in user’s sentiments are closely related to the real-world events that are being associated with the respective keywords. Syed et al. [24] presented an approach for SA based on the identification and the extraction of the SentiUnits from a given text, using shallow parsing. The proposed model achieved an accuracy level of around 72% on one product and 78% on another, respectively. Li et al. [25] proposed a cognitive brain limbic system (HALCB) based on the hierarchical attention-BiLSTM model. While compared to several baseline approaches, the authors achieved a 15% increase in accuracy when using tri-modalities.

Arao et al. [26] proposed a method for recognizing emotions and sentiments that integrated hyperbolic space in neural network models. They added a hyperbolic output layer to existing state-of-the-art models and found that it has the potential to improve the modal’s prediction accuracy. Vashishtha et al. [27] developed a supervised fuzzy rule-based system for multimodal sentiment classification. Their proposed technique achieved a level of accuracy of approximately 82.5 percent. Zhang et al. [28] proposed a quantum-based and LSTM-based model for the MSA. They conducted experiments on two datasets for their research: MELD and IEMOCAP. Li et al. [29] introduced a method for MSA that utilized a multi-perspective fusion network. They researched CMU-MOSI, MOSEI, and YouTube public datasets and found that their method improved accuracy by 2.9 percent. Agarwal et al. [30] proposed a model for MSA based on deep learning. They conducted research using a variety of RNN variants, including GRNN, LRNN, GLRNN, and UGRNN. Their proposed method achieved an accuracy of 78.05 percent when used with a multimodal dataset. Yao et al. [31] developed a technique for classifying multimodal sentiments based on transformer modal architecture and transfer learning. Furthermore, they introduced their dataset, termed MORSE for MSA. Hussien et al. [32] conducted a comparison of the various MSA techniques proposed by various researchers. They concluded that while MSA has a lot of work in the English language, it nevertheless lagged
in other languages. Ullah et al. [33] conducted a similar comparative analysis of recently presented MSA approaches. Portes et al. [34] introduced the 3D Residual Network in Embedded Systems MSA technique. They conducted experiments on the MOSI dataset and obtained an F1 score of 80%. Ali et al. [35] proposed a sentiment classification approach based on ontology and latent dirichlet allocation. They developed their model using the web ontology language and the Java programming language. By constructing adaptive trees, Rahmani et al. [36] proposed an LSTM-based model. Their research demonstrates that the hierarchical clustering technique that they have presented, is a superior method for grouping users within the constructed adaptive tree.

Although numerous researches, using data from publicly available internet sources, are being undertaken in the SA field, there is, nevertheless, still a lack in the research of URDU for SA. This article, therefore, proposes a method for extracting features from the Urdu videos that are based on the deep learning paradigms of CNN and LSTM. We have introduced a unique Urdu language dataset from YouTube. Along with this unimodal and multimodal technique, both early and late fusions have been used together to discover the sentiment polarity of the Urdu language for the first time.

III. METHODOLOGY
In this section, the methodology of our proposed framework for multimodal URSA has been discussed. In our model, for URSA, the first step is the contextual extraction of the textual, audio, and visual features from the dataset using different extraction approaches. Next, the effective extracted features have been passed to the model for identification of inclusive polarity of input video dataset for the final prediction. The proposed multimodal URSA framework is Fig. 2.

Our proposed model uses the characteristics of all three modalities as sample input for the experiment, namely: text, audio, and video. These were first contextualized using a variety of tools and techniques such as BLSTM, OPENSMILE, and 3D-CNN, which will be discussed in the next sections. The input dataset was divided into three parts: 60% for training the model, 25% for testing, and 25% for validation. All four models, LSTM, CNN, LR, and SVM, were trained using 50% of the dataset, then verified, and lastly evaluated using 25% of the dataset’s test set. When the experimental results of various classifiers were compared, it was found out that the BLSTM combined with dependency-based rules achieved a higher level of accuracy than the other classification approaches. Thus, this approach was therefore chosen for textual feature extraction. Detailed analysis and results for these experiments were not included in this paper due to space and time constraints. The primary objective of our proposed work was to identify more resilient techniques for feature extraction from Urdu multimodal data and to apply fusion to predict opinion polarity. For this reason, we did not include any details related to the comparison of different textual/audio/video extraction techniques available. The architecture of BLSTM for textual feature extraction is depicted in Fig. 3.

The simplest implementation of BLSTM was proposed, specifically the one which had a two stacked BLSTM containing 128 and 64 cells, a dropout of the probability of 0.2, and 155 dense layers having two neurons and a softmax activation. The output of the last BLSTM was concatenated and passed to a fully connected layer having 128 neurons (ReLU activation) and 2 neurons (Softmax activation), respectively. With time, this complete network learned the expressions of a statement passed to it as an input. A deep learning model was used for the classification of the unclassified Urdu statements, focusing on the sentences that were not able to be categorized using rules based on the dependency. Each Urdu statement from the dataset was then transformed into a 300-dimensional vector using the fastText tool and the concatenation of word embedding was then passed to the deep learning classifiers for classification. For comparison of the results obtained from the deep learning classifier, the statements were also converted into a so-called ‘bag-of-words’ and passed to logistic regression (LR) and an SVM. Moreover, the transcribed videos were also converted into 300 dimensions’ word embedding, which was then passed to the CNN and the LSTM for classification.

The dataset used for this experiment was divided into three parts: 50% for training the model, 25% for testing, and 25% for validation. All four models, LSTM, CNN, LR, and SVM, were trained using 50% of the dataset, then verified, and lastly evaluated using 25% of the dataset’s test set. When the experimental results of various classifiers were compared, it was found out that the BLSTM combined with dependency-based rules achieved a higher level of accuracy than the other classification approaches. Thus, this approach was therefore chosen for textual feature extraction. Detailed analysis and results for these experiments were not included in this paper due to space and time constraints. The primary objective of our proposed work was to identify more resilient techniques for feature extraction from Urdu multimodal data and to apply fusion to predict opinion polarity. For this reason, we did not include any details related to the comparison of different textual/audio/video extraction techniques available. The architecture of BLSTM for textual feature extraction is depicted in Fig. 3.

A. FEATURE EXTRACTION
1) TEXT DATA
As stated before, we have used a deep learning model to extract the features for enabling prediction from the text input. The contextual extraction of features from the textual input data was performed using a layered BLSTM model. Each expression was a mix of pre-trained 300-dimensional fastText word embeddings. Next, each expression was condensed into a 30-word window. The converted parameters were then put into a BLSTM model with experimentally determined parameters.

2) AUDIO DATA
Several recent studies have indicated that openSMILE is quite an effective software to extract the audio features and that...
it produces some very good results. It is capable of automatically extracting the low-level descriptors from the audio recordings, even including a beat histogram, Mel frequency cepstral coefficients, a spectral centroid, a spectral flux, a beat histogram, and a beat sum. openSMILE was used in our experimentation to extract the features such as the low-level descriptors and statistical information associated with them. Moreover, some additional features such as the amplitude, arithmetic, and quadratic means, standard deviation, flatness, skewness, kurtosis, and quartiles were also extracted using openSMILE. The total number of audio features in a single sentence was 6373. These features were extracted at a rate of 40 samples per second. The normalization of speakers was accomplished by using z-standardization.

In addition to the above, the extracted features from the audio dataset were then used to analyze the sentiments employing autistic cues. The retrieved features include the following audio sub-features:

- Prosody includes loudness, intensity, and pitch that elaborates the speech signal as far as amplitude and frequency are concerned.
- The energy depicts the human loudness perception.
- Voice probabilities reveal unvoiced and voiced energies in audio.
- Spectral features use nonlinear frequency for audio stimulation.
- Cepstral features focus on the differences in the spectrum features that are measured using frequencies.

A multilayer perceptron framework (Fig. 4) was used to predict opinion polarity based on audio cues extracted from the dataset using openSMILE. Detail of the MLP architecture can be found in Table 1 below.

### 3) VIDEO DATA
Expressions are critical in identifying the emotions being communicated. More precisely, these are facial expressions, in conjunction with visual cues, that assist the effective identification of sentiments. Thus, visual characteristics play a critical part in multimodal SA. In our study, we employed a ‘facial action coding system’ to describe the facial expressions. Typically, facial expressions are classified into many active components. However, we have extracted the visual features using a 3D CNN (three-dimensional convolutional neural network) in our proposed approach. This 3D-CNN was initiated by contextually exploring both the spatial and temporal patterns to precisely determine the Spatio-temporal relationship between a subjective and an objective expression. In our experiments, we have obtained the best results by employing a 3D CNN design with nine layers, as illustrated in Fig. 5 below. The retrieved features include not only the estimated smile and the head pose but also the facial motion units. The architecture is shown in detail in Table 2.

#### 3.1 EARLY FUSION
As illustrated in Fig. 6, we began the process by extracting textual, audio, and video features using BLSTM, openSMILE, and 3D-CNN, respectively. Following this, we combined the extracted features from each input channel into a single medium before passing them to the classifiers. At this stage, low-level features from each modality were integrated, which typically resulted in increased accuracy. Early fusion captures the true spirit of this multimodal
data, improves the framework’s performance, and produces superior results by combining all the features extracted and using different extractors, resulting in a single representation. In simple terms, when numerous tri-modalities are classified at various levels, the overall prediction accuracy of the modal is improved. Thus, to improve accuracy, the unimodal features were retrieved first and then fed independently to the classifiers for feature-level classification. Finally, by connecting these classifiers, we could bring all of our efforts together.

### C. LATE FUSION

According to some experts, combining the classification results of individual modalities at the decision level can help to improve classification results. In late fusion, the data of each modality data is fed to the classifier for prediction, rather than merging it all at once. Finally, these predictions are combined to form a single decision vector. The individual strength of each uni-modality is the main focus of late/decision level fusions. Due to the absence of the representation problem, late fusion is easier to perform than early fusion.

For each modality, as shown in Fig. 7 below, the extracted features were classified independently. The final decision was made by combining features that have been pre-trained and were of a high level. For the predicted output, the classification results of individual modalities were combined. For the concatenation of classifiers, this late-fusion method has the advantage of requiring no “unsampling.” Our multimodal prediction results were good as a result of the integration of different classifiers at different levels.

As a result of both early and late fusions, we obtained promising results. This concatenation of both levels of fusion gives us an early and late fusion advantage, which improved our modal’s accuracy and efficiency.

### IV. DATASET

Details of the dataset that we have used to conduct this research are given and discussed in this section.

#### A. OVERVIEW OF URDU LANGUAGE

Urdu is the national language of Pakistan, but it is also widely spoken in Bangladesh and India. It is a synthesis of the Persian and Arabic alphabets. Urdu alphabets contain between 39 and 40 letters. In the late 1980s, Pakistan’s national daily Jung pioneered the use of computer-assisted Urdu composition (Nastaliq). Since then, more digital material in Urdu has been created. A sizable collection of free Urdu texts, graphics, and videos is now available online [4]. However, due to the scarcity of digital resources for Urdu such as sentiment lexicons, machine-readable corpus, the work of Urdu language analysis remains extremely difficult. More specific challenges to be found in the Urdu language namely, inconsistencies in case markers, and vocabulary, as well as irregularity in syntax. Furthermore, few resources are available in Urdu; hence, to date, little has been researched, recognized, and recorded about the Urdu language [5].

#### B. URDU MULTIMODAL DATASET

We accumulated 44 review/opinion videos (22 male/22 female Urdu speakers) from YouTube. The search for videos was based on the following keywords “book reviews in Urdu by male/man/men/boy(s),” “book reviews in Urdu by female/woman/women/girl(s),” “movie reviews in Urdu,” and “cosmetic reviews in Urdu by female/woman/women/girl(s)” as well as on generic statement such as “reviews in Urdu.” Furthermore, we also filtered and selected videos that satisfied the following criteria:

- The speaker should face the camera and speak clearly.
- Face visibility should be clear.
- There must be no background voices or noise.
- There is one speaker with a clear background.

### TABLE 2. The 3d-CNN architecture for visual feature extraction.

| Layer | Type            | Neuron             |
|-------|-----------------|--------------------|
| 1     | 3D CNN          | 16 x 2 x x x      |
| 2     | 3D CNN          | 32 x 2 x x x      |
| 3     | 3D Max Pooling  | 64 x 1 x 2 x 2    |
| 4     | 3D CNN          | 2 x 2 x 2         |
| 5     | 3D Max Pooling  | 64 x 2 x 2 x 2    |
| 6     | 3D CNN          | 2 x 2 x 2         |
| 7     | 3D Max Pooling  | 2 x 2 x 2         |
| 8     | Fully Connected | 5000 x 1 x 2 x 2  |
| 9     | Fully Connected | 500                |
| 10    | Fully Connected | 2                  |
The video parts that had additional scenes, such as photo cover books or movie trailers, were ignored.

The final set included speakers within the 20–40-year age range and with videos that had an average length of 3 to 8 minutes. A sample snapshot of speakers from the selected Urdu videos is shown below in Fig. 8.

**C. VIDEO SEGMENTATION AND TRANSCRIPTION**

We excluded the part of the videos where the speakers used any English sentences. We manually selected expression of opinion utterances from each video, ensuring the start and the end of the utterance were being recorded as well. The segments were created based on the pause signs/symbols of the Urdu language such as بیا, ایک, etc., or due to a pause by the speaker. Furthermore, the segment was then transcribed by an expert Urdu native speaker. The final transcription set contained a total of 1372 utterances (670 male/702 female). The transcription was then appraised by two Urdu language native speakers. The distribution of the video utterances with their various types in the videos is shown below in Table 3.

**D. SEGMENT ANNOTATION**

Urdu language experts and native speakers annotated the utterances for their polarity as negative (−1), positive (+1), or neutral sentences (0). Agreement between all annotators was 94%, with any further disagreement being resolved through discussion. The polarity was assigned keeping in view the visual, acoustic, and textual features. Gestures such as a smile, a frown, a head nod, or a headshake were annotated manually to study the relationship between words and gestures. The gestures and utterances were manually recorded together for their polarity. On average, 10 to 20 utterances were extracted per video, with each utterance having its corresponding video and audio segmentation, respectively. In Table 4, some examples of the utterance sentences are shown.

Three experts received the dataset and verified the correctness of the utterance categories to be subjective or objective as well as verifying their polarity. The agreement for gesture categorization reached 94%. This was carried out by marking the utterances used together with these particular gestures. Expert coders manually annotated each utterance with the gesture information. The average agreement of the gestures was 92.23%.

Due to this and other linguistic characteristics of Urdu as well as a highly opinionated web environment, we decided to collect Urdu language datasets and apply the SA framework to predict polarity using those datasets.

**V. EXPERIMENTAL RESULTS**

We applied the abovementioned methodology to predict the polarity of utterance from the Urdu multimodal dataset drawn from YouTube videos. The features were extracted contextually from the textual, audio, and video modalities. The results of applying this methodology to the unimodal dataset are given in Tables 5, 6, and 8 below.

From the tabular results above, it is evident that the audio-based features are capable of distinguishing between positive and negative utterances when compared to other modalities. This can be due to the selection of words and the tone of the speaker as well as other factors that make words more distinguishable. Furthermore, a negative utterance has a finer precision and recall value than a positive utterance.
TABLE 6. Classification results for text dataset sentiment analysis.

|        | Precision | Recall | F-Measure | Accuracy |
|--------|-----------|--------|-----------|----------|
| Positive | 0.90      | 0.89   | 0.90      |          |
| Negative | 0.86      | 0.85   | 0.86      |          |
| Average  | 0.88      | 0.87   | 0.88      | 84.32%   |

TABLE 7. Classification results for video dataset sentiment analysis.

|        | Precision | Recall | F-Measure | Accuracy |
|--------|-----------|--------|-----------|----------|
| Positive | 0.75      | 0.74   | 0.75      |          |
| Negative | 0.83      | 0.82   | 0.83      |          |
| Average  | 0.79      | 0.78   | 0.79      | 80.62%   |

TABLE 8. Classification of the utterance with decision level fusion.

| Modality | Precision | Recall | F-Measure | Accuracy |
|----------|-----------|--------|-----------|----------|
| A+V      | 0.76      | 0.75   | 0.76      | 80.2%    |
| Positive | 0.82      | 0.83   | 0.82      |          |
| Average  | 0.79      | 0.78   | 0.79      |          |
| V+T      | 0.88      | 0.87   | 0.88      | 92.46%   |
| Positive | 0.90      | 0.90   | 0.90      |          |
| Average  | 0.89      | 0.89   | 0.89      |          |
| A+T      | 0.85      | 0.84   | 0.85      | 89.58%   |
| Positive | 0.92      | 0.91   | 0.92      |          |
| Average  | 0.88      | 0.89   | 0.88      |          |
| A+V+T    | 0.90      | 0.89   | 0.90      | 93.32%   |
| Positive | 0.93      | 0.92   | 0.93      |          |
| Average  | 0.92      | 0.91   | 0.92      |          |
| T-Only   | 0.88      | 0.87   | 0.88      | 84.32%   |
| A-Only   | 0.82      | 0.81   | 0.82      | 89.43%   |
| V-Only   | 0.79      | 0.78   | 0.79      | 80.62%   |

In the case of the text-based features, the precision and the recall, as well as the F-measures, are much better, when considering the positive sentences, but the accuracy is sharper for visual features. Likewise, for the visual features, the negative utterances have more precision and recall values; compared to the negative features.

Table 8 shows that the text, vocal, and visual features provide a better prediction of the polarity of utterance when considered individually. This is because the sentiments, utterance, speaker’s tone, and facial expressions are correlated when uttering a negative or positive sentence [24]. A+T (audio and textual) fusion is better than other fusions. The accuracy achieved by joining three features is much greater than when other features are involved. Furthermore, higher precision and recall values are achieved in the case of A+T for positive features than for negative ones. Similarly, even better accuracy and recall values have been reported when combining V+T (video and textual) or A+V (audio and video) for positive features.

The results generated using the feature level fusion methodology are shown in Table 9. The fusion at the feature level is more precise than the unimodal features. Fig. 9 presents the accuracy achieved by the unimodal SA for text, audio, and video modalities, while Fig. 10 depicts the performance accuracy results from early and late fusion approaches. Overall, the precision and recall of positive utterances are higher for negative utterances.

As discussed in Section II, different researchers adopt a variety of methods for various languages. In Table 10, we compare a few of the existing models for Urdu MSA. Our proposed method outperforms all other Urdu SA analysis algorithms currently available. Section 2 describes these methods in greater detail.

DISCUSSION

We have created an Urdu multimodal dataset, by collecting the review/opinion videos of male and female speakers...
We extracted the textual, audio, and video segments and derived relevant features from the videos. We then applied the proposed methodology on the unimodal as well as on the multimodal datasets and computed the prediction accuracy of the proposed framework in terms of accuracy, precision, recall, and F-measure. Experimental results showed that the proposed model improves the fusion both at the feature level and the decision level. We achieved a 91.23% accuracy in decision fusion and 95.35% for feature fusion.

VI. CONCLUSION AND FUTURE WORK

This paper presents a multimodal SA framework for the Urdu language, which detects the polarity of the sentences extracted from the videos. The videos were analyzed for visual, acoustic, and textual features. Unimodal and multimodal datasets were used in the experiments, and the videos themselves were used as data sources. Various topics and opinions were discussed in the videos. We also tried combining the modalities at the feature and decision levels. According to our results, feature and decision level integration improved the prediction performance.

Furthermore, the fact that Urdu is a resource-constrained language did not preclude us from conducting a useful analysis of the Urdu language using cutting-edge algorithms. Deep learning techniques that are used for feature extraction can also be used to extract useful features from a set of data, enabling a more accurate discovery of hidden patterns.

While deep learning algorithms are typically applied to large datasets, there are still numerous research studies in which the collection of large amounts of data is impossible due to time or other constraints. Researchers have proposed a variety of workarounds for this bottleneck, as they will frequently have only somewhat limited data to solve a problem in practice. In that case, experiments such as those described in the references [1]–[3] and [14] continue to be conducted and published. However, alternatives, such as the use of synthesized data or pre-trained networks, have been suggested by researchers, and we intend to investigate them in the future.

One disadvantage of using a small number of observations is that it increases the likelihood of overfitting and producing inaccurate results. To some extent, we addressed this issue by combining early and late predictions to produce a more realistic outcome prediction. We now intend to expand our dataset to conduct future experiments.

In the future, we plan to accomplish the following goals. Our proposed deep learning modal can improve MSA results by adding different types of videos and data to the existing dataset. There are also other deep learning models that can be used on the dataset to see which one is the most accurate and gives the best performance. MSA in Urdu was a major focus of this paper, but other languages will be explored in the future. Unimodal datasets will be integrated using a variety of fusion techniques.
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