Small glitches and other rotational irregularities of the Vela pulsar
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ABSTRACT

Context. Glitches are sudden increases in the rotation rate ν of neutron stars, which are thought to be driven by the neutron superfluid inside the star. The Vela pulsar presents a comparatively high rate of glitches, with 21 events reported since observations began in 1968. These are amongst the largest known glitches (17 of them have sizes Δν/ν ≥ 10⁻⁶) and exhibit very similar characteristics. This similarity, combined with the regularity with which large glitches occur, has turned Vela into an archetype of this type of glitching behaviour. The properties of its smallest glitches, on the other hand, are not clearly established.

Aims. We explore the population of small-amplitude, rapid rotational changes in the Vela pulsar and determine the rate of occurrence and sizes of its smallest glitches. This will help advance our understanding of the actual distribution of glitch sizes and inter-glitch waiting times in this pulsar, which has implications for theoretical models of the glitch mechanism.

Methods. High-cadence observations of the Vela pulsar were taken between 1981 and 2005 at the Mount Pleasant Radio Observatory. An automated systematic search was carried out that investigated whether a significant change of spin frequency ν and/or the spin-down rate ˙ν takes place at any given time.

Results. We find two glitches that have not been reported before, with respective sizes Δν/ν of (5.55 ± 0.03) × 10⁻⁹ and (38 ± 4) × 10⁻⁹. The latter is followed by an exponential-like recovery with a characteristic timescale of 31 d. In addition to these two glitch events, our study reveals numerous events of all possible signatures (i.e. combinations of Δν and ˙ν signs), all of them small with |Δν/ν| < 10⁻⁶, which contribute to the Vela timing noise.

Conclusions. The Vela pulsar presents an under-abundance of small glitches compared to many other glitching pulsars, which appears genuine and not a result of observational biases. In addition to typical glitches, the smooth spin-down of the pulsar is also affected by an almost continuous activity that can be partially characterised by small step-like changes in ν, ˙ν, or both. Simulations indicate that a continuous wandering of the rotational phase, following a red spectrum, could mimic such step-like changes in the timing residuals.
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1. Introduction

Neutron stars, often observed as pulsars, typically display a very stable rotation. In isolation, their rotational evolution is rather smooth, decelerating at a slow rate due to energy losses. Nonetheless, various dynamical processes affect this evolution, especially so in young neutron stars. The observed effects appear either as wandering of the rotational phase around the predictions of a simple rotational model (timing noise, see e.g., Hobbs et al. 2010; Parthasarathy et al. 2019) or as sudden accelerations of the rotation, called glitches (Δν > 0, where ν is the spin frequency of the star, see e.g., Espinoza et al. 2011). Some glitches, often the largest ones, are accompanied by a step-like increase in the spin-down rate (Δν < 0), which then evolves towards pre-glitch values in a slow (tens to hundreds of days) process known as the glitch recovery (Shemar & Lyne 1996; Yu et al. 2013). It is unclear whether the two rotational phenomena have a similar origin or if different mechanisms are at play. The current consensus is that glitches are caused by an internal neutron superfluid component (Anderson & Itoh 1975; Haskell & Melatos 2015), but the origin of the timing noise is less clear and a variety of processes are still being considered (e.g., magnetoospheric fluctuations or superfluid turbulence; Kramer et al. 2006; Melatos & Warszawski 2009; Lyne et al. 2010; Melatos & Link 2014).

We review 2.5 decades of timing observations of the Vela pulsar with the aim of characterising its rotational irregularities. This first article focuses on data features for which the distinction between timing noise and small glitches becomes less clear.

The Vela pulsar is a young and nearby neutron star associated with the Vela supernova remnant (≥10 kyr old; Aschenbach et al. 1995; Tsuruta et al. 2009; Sushch & Hnatyk 2014). It is the brightest radio pulsar in the southern sky, and its rotation (ν ≈ 11.2 Hz) has been extensively monitored since it was discovered in 1968 (Large et al. 1968). Vela is the first pulsar that was found to glitch (Radhakrishnan & Manchester 1969; Reichley & Downs 1969), and when a new glitch was detected two and a half years later, it became clear that its glitches are particularly large and frequent. The typical size of the spin frequency increase at the moment of a glitch, Δν, is about 20 µHz. This is at the high end of the overall glitch size distribution, all pulsars considered, which extends from ~10⁻⁴ to nearly 100 µHz (Ashton et al. 2017; Fuentes et al. 2017). Moreover, these large glitches interrupt the rotation of Vela every ~3 yr, a rather high rate compared to most pulsars, which exhibit fewer than one such event every 10 years (Espinoza et al. 2011).

Observations of large glitches provide constraints to models of the internal structure of neutron stars and to the interaction between the crust and the internal neutron superfluid (e.g.,
much smaller amplitudes (\(\Delta\nu\)) can be missed or be indistinguishable from timing noise when the cadence of the observations is not high enough or when the timing sensitivity is low (Espinoza et al. 2014; Shannon et al. 2016). By exploring the population of small-size irregularities, we can improve our understanding of both glitches and timing noise, and investigate whether they are connected. A study like this was carried out for the Crab pulsar and concluded that events with a typical glitch signature appear mostly beyond a certain \(\Delta\nu\) size, whilst a separate, larger population of timing noise-like events emerges at smaller scales (Espinoza et al. 2014). Such a cutoff can have implications on glitch models and on the glitch trigger mechanism (Haskell et al. 2016; Akbal & Alpar 2018).

Although the Vela pulsar has been extensively observed for more than four decades by several radio observatories (e.g., Dodson et al. 2007; Buchner 2013), there is no record of thorough searches aiming at generating complete catalogues of glitches in a given period of time. Perhaps the most relevant analysis in this respect is the detailed study by Cordes et al. (1988), who tried to identify all glitches between November 1968 and March 1983. They identified two types of events: micro- and macro-glitches, the latter corresponding to what we call glitches today: a positive step in frequency (\(\Delta\nu\)) or have focussed on resolving large glitches in time with very high cadence observations (Flanagan 1990; Dodson et al. 2002; Palfreyman et al. 2018).

In the following we present a systematic search for small glitches using daily observations of the Vela pulsar. We design the search algorithm in a way that it is also sensitive to other types of events, such as changes in spin-down rate only, or other possible combinations of (\(\Delta\nu\), \(\Delta\dot{\nu}\)) signs. Hence our results constitute a broad characterisation of the small rotational irregularities seen in the Vela pulsar. We present two previously unreported glitches of medium and small size, and detail the population of timing-noise events discovered.

### 2. Observations

For this study, we analysed radio observations of the Vela pulsar that were carried out at the University of Tasmania’s Mount Pleasant Radio Observatory (Hobart, Australia) with a 14 metre dish for up to \(~17\) hours a day between October 1981 and October 2005 (Dodson et al. 2002, 2007).

The full dataset spans 24 years, but there are three long periods without data (of 3.6, 1.6, and 1.9 yr) that divide the dataset into four sections. However, based on the observing frequencies and cadence of the observations, we can combine the last two sections and operate over three main datasets. The three datasets roughly correspond to data taken during the 1980s, 1990s, and 2000s (Table 1; Fig. 1). When the three longest gaps without data are removed, about 16.9 years of almost continuous observations remain, which include seven large glitches and their recoveries. The longest uninterrupted period of observations is the dataset from the 1990s, which lasted 7.7 years.

#### 2.1. Pulse times of arrival

To track the rotational evolution of the pulsar (by measuring the spin frequency \(\nu\) and its time derivatives, a process we hereafter call just ‘timing’), we used pulse times of arrival (TOAs), each derived from two-minute-long observations (see Dodson et al. 2002, for details). The observations were designed so that the rotation of the Vela pulsar would be monitored continuously while the source was well above the horizon. Consequently, the dataset is further divided into daily blocks of TOAs covering about 0.7 days each, and separated by approximately 7 h with no TOAs, with the exception of data from the 1980s, where daily coverage was on average much lower, around 0.1 d.

The highest available density of TOAs is in the dataset from the 1990s, which reaches up to more than 1000 TOAs per day (combining two observing frequencies, see below). A similar density of TOAs is available in the dataset from the 2000s, though observations at 635 MHz are sometimes not continuous, but separated by 4–6 min. Additionally, between MJD \(\sim 51\,300\) and \(~52\,000\) (2000’s dataset), the observations often cover only \(~60\%\) of each day (14.4 h).

#### 2.2. Observing frequencies and dispersion measure

The availability of TOAs at different observing frequencies changes between datasets. During the 1980s, only observations at 635 MHz were taken, but simultaneous observations at 954 MHz started in March 1986 (about two months before the end of the dataset from the 1980s). During the 1990s, simultaneous observations at 635, 950, and 1390 MHz were carried out over almost the entire interval. From MJD 49467 on, the 950 MHz observations were replaced by 990 MHz observations, which continued throughout the dataset from the 2000s (Table 1). We used only data taken at the two lower frequencies (below 1000 MHz), for reasons that we explain in the next section.
Precise daily measurements of the dispersion measure (DM, e.g., Lorimer & Kramer 2005) are possible because hundreds of TOAs measured at two different frequencies each day are available. The DM values that we obtained agree with the decreasing trend determined by Hamilton et al. (1985). Our results show also that the decreasing trend was momentarily interrupted at least twice by mild increases that lasted 1–2 yr (Fig. 1). The decreasing trend finally ceased by 2002-2003, when a new mild increase is observed. From then on, the DM seems to have stabilised just below 68 pc cm$^{-3}$. This is consistent with some Parkes observations reported by Petroff et al. (2013, see their Fig. 2), who measured a positive DM slope after MJD 54 000, beyond the end of our data. The segmented line in the DM plot in Fig. 1 is an extrapolation backwards from that trend. We fit for the DM in all our analyses, with the exception of the data from the 1980s, for which we used the DM value and time-derivative measured by Hamilton et al. (1985).

3. Pulsar timing

We used the position and proper motion measured by Dodson et al. (2003, based on very long baseline interferometry (VLBI) observations), and fit for DM every time that data at multiple observing frequencies are available. Phase-connected timing solutions for subsets of data spanning hundreds of days were generated, and their parameters were used as initial values for all the analyses described below. The rotational model we used is a standard truncated Taylor series that describes the pulse phase,

$$\phi(t) = \phi_0 + \nu(t - t_0) + \frac{\dot{\nu}}{2}(t - t_0)^2 + \frac{\ddot{\nu}}{6}(t - t_0)^3 + \cdots,$$  \hspace{1cm} (1)

where $t_0$ is a reference time typically chosen at the centre of the subset of data. Whenever possible, we aimed at generating timing solutions with a constant $\dot{\nu}$, that is, using only two frequency derivatives. However, recoveries following large glitches induce rapid changes of the rotational parameters, with $\dot{\nu}$ evolving exponentially for some post-glitch period. For the intervals immediately after glitches, we therefore fit three frequency derivatives (up to $\ddot{\nu}$), which is sufficient to describe the data if subsets of observations are kept short.

3.1. Data selection

In rare occasions there are blocks of TOAs that do not phase-align with the surrounding data, but instead require a step in phase $\phi$ to be included. These phase steps affect both the 650 and 950 MHz data (or both 650 and 990 MHz in the 2000s) simultaneously, hence we believe such effects could have been caused by short-term problems with the observatory systems or temporary changes of the fiducial point of the pulse templates, for instance. In most cases it was possible to align the misaligned data by fitting for a phase jump just before the start of a particular block of data together with a phase jump of opposite sign right at its end. The TOAs for which this was not straightforward to do were removed from further analyses.

We avoided using the plethora of 1390 MHz observations available in the datasets from the 1990s and 2000s for the timing analyses because they are not phase aligned with the lower frequency observations. This misalignment is not solved by fitting for DM and would require modifying the phases of the 1390 MHz TOAs. The misalignment is not constant with time. Instead, the 1390 MHz TOAs are seen to phase drift with respect to the lower frequency TOAs over the course of each day. This effect cannot be simply accounted for by a constant phase jump. Such drifts might have been produced by the intrinsic evolution of the linear polarisation angle across the phase of the pulse, in combination with the fact that the receiver could only detect one linear polarisation and the feed rotates with respect to the source during the day. Correcting for this effect in data taken decades ago is complex, therefore we neglected observations at 1390 MHz and worked only with TOAs measured at 635 and 950 (or 990) MHz, which are free from such misalignments. Furthermore, the daily root mean square (RMS) of the phase residuals relative to a simple slow-down timing model (Eq. (1)) is larger at 1390 MHz because the signal-to-noise ratio is lower, which might degrade the precision of the glitch searches.
3.2. Daily effective times of arrival

For the type of analysis we wished to perform, we chose to reduce the 635 and 990–950 MHz TOAs to a single-TOA-per-day dataset. There are multiple benefits of doing so: it averages out any undetected daily phase drifts such as those affecting the 1390 MHz data (see above); the generated dataset has a rather constant TOA cadence, which facilitates determining glitch detectability limits, and greatly reduces the computing time during the searches. We note that due to the relatively large RMS of the high-cadence TOAs (with respect to a simple model, see below), the sensitivity of the glitch search is not negatively affected by the use of the less dense daily effective TOAs. This process restricts the timescales we can probe in the timing analysis, but minuscule, short-lived (≤3 d) transient irregularities are beyond the scope of this study.

For better precision, we decided to use TOAs generated only for the days that are well covered by the observations. To this end, only daily blocks of minimum 850 TOAs (which translates into over 60% daily coverage) were used to produce this secondary dataset. This limit works well for the dataset from the 1990s, but the data cadence in the 2000s is lower. To include blocks with the same minimum daily coverage, we therefore reduced the minimum to 300 TOAs per day. For the dataset from the 1980s, less restrictive conditions were used, and we required a minimum of 4 TOAs. These conditions automatically separate blocks of ~17 h, thereby excluding cases in which the observations do not cover a good fraction of the day or are not dense enough.

Each selected TOA block was fitted to a timing model (Eq. (1)) with one frequency derivative, using the timing package TEMPO2 (Hobbs et al. 2006; Edwards et al. 2006). The effects of a varying ν over this short time (~1 d) can be safely neglected, therefore we omitted the second frequency derivative from the fit. Typical weighted RMS \( \sigma_x \) values of these fits are in the range 50–70 µs for the data from the 1990s and 2000s, but they can reach up to 150 µs for the data from the 1980s (attributable to a less stable observatory clock used in those days). These dispersions are larger than the typical TOA uncertainty (of 20–30 µs, see Table 1). We note that our RMS values are consistent with the daily fits reported by Palfreyman et al. (2016), who obtained daily RMS values of about 50 µs (they used a larger telescope and arguably a more sensitive observing system). Single-pulse timing of the Vela pulsar offers phase residuals with larger RMS of about 0.3 ms over 0.5 h (Palfreyman et al. 2018). The timing precision is increased when very short segments of data are combined, which averages out the effects of single-pulse shape variations and jitter.

The standard output of TEMPO2 includes the parameters TZRMD, TZRFRQ, and TZRCSITE, which define a TOA that has zero residuals relative to the rotational model adjusted at the time (regardless of what parameters were varied). While the last two parameters are the observing frequency and site, respectively, the former (TZRMD) is an ideal pulse time of arrival, as determined by the best-fit timing model. It is calculated as the time of arrival of the first TOA after the centre of the fitted time interval, but with its residual set to zero (i.e. corrected accordingly to the best-fit model). The TZRMD values of the selected blocks of TOAs are used as our effective TOAs and constitute the secondary dataset used for the glitch search described below.

Error bars for the TZR TOAs were defined as the RMS of the timing residuals of the block of TOAs that was used to define TZRMD. Several collections of residuals corresponding to daily blocks were inspected, and it was verified that the residuals are distributed normally. The RMS values are generally about two to three times higher than the typical 2-min TOA error bars. It is possible that the assigned error bars overestimate the TZR TOA uncertainty. However, we kept the use of RMS because the effect of these error bars on the results of this investigation is essentially negligible.

4. Method

To search for possible rotational irregularities, we followed a procedure similar to the one presented in Espinoza et al. (2014). We started by assuming that a change in rotational parameters ν and/or ˙ν occurred after every single TOA. Then, a simple model reflecting this change was fitted to the data. The model has only two parameters: a step change in frequency ∆ν, and a step change in spin-down rate ∆ ˙ν. If the fit to the glitch model is considered acceptable, then an irregularity may have occurred, and the event is flagged as a candidate.

The algorithm works as follows: First, 20 days of data are selected and a fit for a rotational model like Eq. (1) is performed using TEMPO2. We call this set of data the first set. The ˙ν term in Eq. (1) is included because in 20 d the contribution of this term to the phase residuals can be significant: roughly between 9 and 90 ms for ˙ν ∼ 0.1–1 × 10^{-21} Hz s^{-2} (which is a typical value between glitches; e.g., Cordes et al. 1988; Espinoza et al. 2017). Next, a second set of data is defined with all the TOAs in a window of N_d days starting at the first TOA after the end of the first set. We tried both N_d = 10 and 20 d. The residuals of these TOAs relative to the best-fit model for the first set are calculated. If a glitch occurred between the two sets, then the residuals of the second set should behave according to

\[ \Delta \phi_g(t) = -\Delta \nu (t - t_g) - \Delta \dot{\nu} \frac{(t - t_g)^2}{2}, \quad (t > t_g), \]

where \( t_g \) is the time of the glitch, which we take as the last TOA of the first set. We fit this function to the residuals of the second set, and in addition, we also separately fit a linear version, with ∆ν = 0, as well as a version with ∆ ˙ν = 0. The fit that returns the smallest reduced χ² is selected as the best representation of the second set. When the best model has been established, further checks are performed to assess whether a timing irregularity might be present between the two sets, and the candidate event is either stored or discarded. The search then continues by moving the start of the first set one TOA forward, defining the new datasets, and repeating the process.

To decide whether a significant change in rotational parameters occurred, thus a candidate event should be flagged, certain criteria should be met. First, phase continuity must be preserved between the solutions for the first and second set\(^2\). We required the phases \( \phi(t) \) returned by each model to nearly meet within a certain time range that we defined for our purposes as the interval between the last TOA of the first set and first TOA of the second set. We did not impose an exact matching of the predicted phases in order to account for the uncertainty of the event epoch, and because we should allow for some low-level noise as well.

---

1 The weighted RMS of a collection of \( N \) values \( x_i \) with errors \( \delta x_i \) is calculated as \( \sigma_x = \sqrt{\sum_i (x_i/\delta x_i)^2 / \sum_i \delta x_i^{-2}} \)

2 We note here that in general, and depending on TOA coverage, phase continuity can be lost when a large glitch occurs; such large events are easily identified in the residuals and are not the target of our search.
The maximum allowed difference in phase was taken to be $2\sigma_\phi$, where $\sigma_\phi$ is the RMS of the phase residuals of the first set.

Secondly, the examined subsets should not be separated by a long period without any TOAs. We set the maximum allowed separation at 6 days. This cutoff is by no means unique and was decided empirically, but varying it within a reasonable range has negligible effect on the results for this particular (dense) dataset that we examine here.

Cases in which the amplitude at the extremum of the quadratic function (Eq. (2)), or equivalently, the amplitude of the linear function after $N_d$ days, was lower than $2.5\sigma_\phi$ were not considered. Moreover, when the selected second model was quadratic, its extremum should not occur at a time before the start of the second set.

The quality of the fits was also used to decide whether the candidate event should be flagged. To assess the fits, we used the RMS of both sets of data. RMS values are preferred over $\chi^2$ because the error bars of the TZR TOAs could be overestimated (see above), which could produce particularly low $\chi^2$ values that would not serve as an indicator for goodness of fit (almost all fits give $\chi^2$ values lower than 0.5 and distributed around 0.1). About 80% of the fits for the first set of data have residuals with dispersions RMS$_{v1}$ in the range $0.04 \times 10^{-3} \leq$ RMS$_{v1} \leq 0.2 \times 10^{-3}$ cycles, 10% have $0.2 \times 10^{-3} \leq$ RMS$_{v1} \leq 0.3 \times 10^{-3}$ cycles, and the remaining 10% have $0.3 \times 10^{-3} \leq$ RMS$_{v1} \leq 1.0 \times 10^{-3}$ cycles. With the aim of being somewhat permissive in terms of accepting candidates, we chose to set a maximum residuals dispersion of $\sigma_{v,\text{max}} = 0.3 \times 10^{-3}$ cycles ($\sim 0.03$ ms in Vela) to separate acceptable from unacceptable fits. For the second set, the residuals present a similar distribution of RMS$_w$ values.

The final restriction to select candidates was that the fit to the second set must give residuals that satisfy RMS$_{v2} \leq 3 \times$ RMS$_{v1}$. This last criterion makes assessment of a candidate dependent on the level of noise present in the first set. We expect that if the fit is particularly good or noisy, then the second fit should be similar. The factor of 3.0 is to relax this restriction and accept as candidates even those events in which the behaviour perhaps only remotely approaches that of a glitch or the selected model. For example, the condition allows the detection of relatively large glitches that may be followed by a small exponential recovery that might cause the data to deviate from the simple model in Eq. (2).

5. Results

To begin with, we focused on events with either a glitch-like signature, with $\Delta v > 0$ and $\Delta v \geq 0$, or anti-glitch like, which we defined as $\Delta v < 0$ and $\Delta v \geq 0$. This includes events with $\Delta v = 0$. Other types of features, including changes in spin-down rate alone, are discussed in the next section.

Following the procedure outlined in Sect. 4, we first selected $N_d = 10$ d as the length of the second set. This resulted in the selection of 151 glitch candidates (GCs) and 159 anti-glitch candidates (AGCs). Because the process moves at just one TOA at a time, these events include groups of candidates that are very close in time, which could correspond to multiple detections of a single event (Espinoza et al. 2014). Conversely, some of these cases might correspond to two or more independent events that occurred in quick succession. Unfortunately, it is not always possible to distinguish between the two scenarios, and thus we proceeded with the assumption that all candidates whose $t_d$ times differ by three or fewer days correspond to the same event. Of these, we only kept the candidate that offered the best fit to the data, that is, the solution that leads to the smallest residual dispersion measured as $\sqrt{\text{RMS}^2_{v1} + \text{RMS}^2_{v2}}$. In most cases, potential multiple detections consist of only a pair of candidates, whilst the maximum numbers of events grouped together was 9, which covered nearly 10 d in total. When the duplicates were removed, 83 GCs and 66 AGCs remained.

Events with an undetectable $\Delta v$ represent an important fraction: 51 GCs and 38 AGCs. That is, 61% and 58% of the candidates, respectively. The $\Delta v$ and $\Delta v^*$ measured steps for all candidates are plotted in Fig. 2, where for plotting purposes we assigned an artificial $|\Delta v|$ value of about $0.01 \times 10^{-15}$ Hz s$^{-1}$ for the candidates in which this quantity could not be measured.

We repeated the analysis for $N_d = 20$ d. This led to fewer candidates: 50 GCs and 45 AGCs (after multiple detections were removed). One possible cause for this is that the longer time of the second set implies higher chances that noise or new glitch-like events affect the data (see the above selection criteria). In this case, however, the fraction of candidates with undetected $\Delta v$ steps is smaller: 30% of all GCs and 33% of all AGCs. This is likely explained by the fact that longer second sets allow a better determination of $\Delta v$. These candidates distribute in the $\Delta v$-$\Delta v^*$ space in the the same way as the candidates for $N_d = 10$ d.

For completion, in Fig. 2 we also include the large glitches (already known) that occurred in the time intervals for which we have data. All of them have $\Delta v > 1$ µHz and are followed by exponential-like recoveries. Because of their size and strong exponential signature, we did not attempt to redetect the largest glitches with the detector. For consistency with the other plotted
data, however, we display glitch parameter magnitudes measured with the same method as for the GCs, that is, by using 20 d to calculate a base rotational model and then modelling the phase residuals of the following $N_t$ days of data with Eq. (2). The only difference is that for the known glitches we used $N_t = 20$ d, because for the large glitch near MJD 46257 there are insufficient TOAs during the first 10 d. The same measurements are also used in Figs. 3 and 9. Therefore we note that the glitch parameters presented in Fig. 2 are not optimally calculated and should not be used for theoretical glitch studies; nonetheless, the differences of our $\Delta \nu$ values with the published results are lower than 4%.

5.1. Search sensitivity

Variations in the search algorithm or the criteria (Sect. 4) used to select candidates do not produce substantially different results. By this we mean that qualitatively, the results remain the same, with very similar distributions in magnitudes. Nonetheless, for each individual event, small changes in the measurement procedure such as the inclusion of a third frequency derivative in the timing model or a different length of the fitted intervals would produce slightly different results.

We see no obvious trends in terms of the distribution of candidates in the $\Delta \phi - \Delta \nu$ space when $\sigma_{\phi}^\text{max}$ is made smaller. Similarly, when the factor 3.0 in the condition $\text{RMS}_{\Delta \nu} < 3 \times \text{RMS}_{\Delta \phi}$ is reduced, the number of candidates decreases, as expected, but without a clear general pattern. However, one important effect is that half of the previously known (large) glitches in the analysed data would not be selected if this factor were smaller than 3.0. This is likely because larger events involve exponential-like recoveries and step-like changes $\Delta \nu$, which are not included in the model, thereby making the residuals larger. On the other hand, if the factor 3.0 is made very large, the increase in the number of candidates is marginal, the distribution of $|\Delta \nu|$ values for all candidates remains very similar, and there are no additional candidates with sizes larger than 0.02 $\mu$Hz.

The indicative detection limits defined by the straight lines in Fig. 2 follow the formulae in Espinoza et al. (2014). Events with parameters in the areas above them cannot typically be detected. One of the lines is determined by the cadence of the observations, and we used 1 d as a representative number. The other limit depends on the accuracy of the rotational model calculated for the first set of data. To select valid candidates, the condition $\text{RMS}_{\Delta \phi} < \sigma_{\phi}^\text{max}$ was used (see above), hence we used this value to illustrate our detection capabilities. The top left and top middle panels in Fig. 8 show some examples of the GCs and AGCs with the lowest $\Delta \nu$ values, which are close to the limit of what the automated method detects as significant. The main effect on detectability is given by the dispersion of the timing residuals and not by the one-day cadence. Thus, while it is highly possible that a large number of events above and to the left of the detection lines were not discovered, the strong reduction in number of candidates with sizes above $-0.01 \mu$Hz seems to be intrinsic to the pulsar. Examples of phase residuals for GCs and a AGCs are presented in Fig. 8 (see also Figs. 5 and 7). Features with $\Delta \nu \sim 0.01 \mu$Hz or larger clearly leave signatures stronger than the typical noise. Hence, if there were more of these events, they would have been detected either by eye or by the automated method, or by both (as is the case for the two largest GCs, see below). We infer that there is little activity above $\Delta \nu \sim 0.01 \mu$Hz and below $\sim 0 \mu$Hz in the form of anti-glitches and noise-like features (no events detected), whilst less than one-third of the known Vela glitches have $\Delta \nu$ in this range.

5.2. Size distributions of GCs and AGCs

Histograms of GCs and AGCs sizes are presented in Fig. 3. We tried to fit both size distributions with four different models: log-normal, Weibull, Gaussian, and power-law distributions. The log-normal distribution is favoured among them, for which a Kolmogorov-Smirnov (KS) test returns $p_{\text{KS}}$ values 0.02 and 0.98 for GCs and AGCs, respectively. The low $p_{\text{KS}}$ for AGCs arises because of the two largest candidates, which are clearly seen in the histogram as outliers at sizes $\Delta \nu \sim 0.07$ and $-0.4 \mu$Hz. When this pair is excluded, then $p_{\text{KS}}$ for a log-normal distribution rises to 0.44. It is worth mentioning that the true shape of the lower end of the distributions is poorly constrained, therefore any modelling of GCs and AGCs distributions is only approximate.

As discussed in the following, the largest of the GCs is most likely a typical glitch. This is supported by its large size (closer to those of the known glitches) and by the fact that it is followed by an exponential recovery. This new glitch has not been reported before, and we present more details about it below. On the other hand, the nature of the second largest GC is less clear. It could be either a very small glitch or a particularly large noise event, although its signature is characteristically glitch-like. Using the best-fit log-normal distribution for GCs (excluding the two largest events), we can calculate the probability for events of its size ($\Delta \nu = 0.0621 \pm 0.0003 \mu$Hz, Table 2), which is found to be $10^{-6}$. This favours the interpretation of this event as a typical glitch, which does not belong to the same population as the other GCs.

A KS test of the $|\Delta \nu|$ values for GCs and AGCs indicates a probability of only 27.6% that both samples were drawn from the same distribution. The probability is further reduced to 16.5% when the two largest GCs are removed. For the $|\Delta \nu|$ values the KS probability is $\leq 7 \times 10^{-2}$ in both cases.

5.3. Previously unreported glitches

The detector found only two events with $\Delta \nu > 0.02 \mu$Hz. The same two events immediately stood out during visual inspections of the timing residuals. Based on the analysis above and the properties described below, we conclude that these are standard
glitches that have not been reported before. To properly describe them, we performed additional analyses around their epoch.

The TOAs were modelled with a rotational model that is a combination of the function defined in Eq. (1) for the TOAs prior to the glitch, and a glitch model for the data after the glitch,

\[ \Phi(t) = \phi(t) + \Phi_g(t)H(t - t_g), \]

where \( H \) is the Heaviside step function and

\[ \Phi_g(t) = \Delta\phi + \Delta\nu_p(t - t_g) + \Delta\dot{\nu}_p \frac{(t - t_g)^2}{2} + \Delta\ddot{\nu}_p \frac{(t - t_g)^3}{6} - \tau_d\Delta\nu_{p0} e^{-|t - t_g|/\tau_d}. \]

This glitch model includes persistent steps in the spin frequency and its first two derivatives, as well as an exponential post-glitch recovery. The changes at the glitch epoch are \( \Delta\nu = \Delta\nu_p + \Delta\nu_d, \Delta\dot{\nu} = \Delta\dot{\nu}_p - \Delta\nu_d/\tau_d, \) and \( \Delta\ddot{\nu} = \Delta\ddot{\nu}_p + \Delta\nu_d/\tau_d^2. \) The parameter \( \Delta\phi \) is a phase step at the glitch that accounts for our ignorance of the exact glitch epoch \( t_g \). which was initially set at the centre of the gap between the pre-glitch and post-glitch TOAs. The third frequency derivative was set to zero in these analyses.

### 5.3.1. New very small glitch in 1991

The presence of this glitch is hard to miss because of its clear, sharp feature, which is indicative of a discontinuity in the spin rate that stands out in the phase residuals for over 200 d around its epoch. It occurred near MJD 48550, that is, 93 days after the large glitch in 1991.

To characterise the event, we gathered all TOAs in a 20 d radius around MJD 48550, and fit \( \Phi \) to the data. We preliminarily set \( \Delta\nu_p = 0, \Delta\nu_d = 0. \) All the varied parameters are detected well and are consistent with the output of the automatic search. Then we considered other factors that could affect this measurement and then determined the glitch epoch more precisely.

The DM around the time of the glitch behaves erratically (Fig. 1), and in particular it increases rapidly by nearly 0.02 pc cm\(^{-3}\) through the glitch (Fig. 4). Several changes like this can be observed in a 300 d window centred on the glitch, hence we reject a connection between the DM change and the glitch itself. In order to reduce the (small) effects that the DM variations could have on the glitch measurement, we used TEMPO2 to model the DM evolution in a 40 d window centred on the glitch. For this we used the high-cadence original TOAs at 635 and 950 MHz because they can offer a precise DM determination. The rotational model was the same as above, and the DM model was a third-order polynomial around \( t_0 \) (Fig. 4), whose coefficients can be found in Table 2. We note that while the model fails to precisely describe the behaviour, it offers residuals that are small enough (\(<0.005 \text{ pc cm}^{-3}\)) to not affect the glitch measurement significantly. The DM model was then kept fixed during the fits described below.

To determine the glitch epoch, we performed multiple fits for \( \Delta\phi, \Delta\nu_p, \) and \( \Delta\dot{\nu}_p \), varying the glitch epoch between the TOAs

![Fig. 4. Rotational behaviour and DM evolution over 80 d around the new small glitch at MJD 48530.37. Top: frequency residuals relative to a quadratic model adjusted to \( \nu \) data from 20 d before and up to the glitch epoch (interval marked by vertical dotted lines). The \( \nu \) values come from fits to TOAs in a moving window 3 d long that moves by 1 d each stride. Middle: spin-down rate. \( \nu \) values come from fits to TOAs in a moving window of length 10 d and that moves 1 d with each stride. Windows that contained the glitch epoch were not considered, hence the gap in the plots. Bottom: daily values of the dispersion measure and the model we used to describe its variation for the 40 d around the glitch.](image-url)
before and after the glitch, and using a short time step (10^{-3} d). The glitch epoch was chosen as the time when Δφ is minimised, and its uncertainty was taken as the range of time over which the error of Δφ is larger than its value. The results of a final fit to the daily TOAs of all parameters (with the exception of Δφ, which was now set to 0.0), using this glitch epoch and the DM model determined above, are listed in Table 2 and the post-fit phase residuals in Fig. 5.

We searched for a possible change in ν at the glitch, but found no strong evidence for it. When 40 rather than 20 d around the glitch are used, it is possible to marginally measure Δν. However, this might be due to a background of ν fluctuations that populate the data at almost all times (e.g., middle panel in Fig. 4; see also Fig. 10), or due to the underlying evolution of ν caused by the relaxation of the large glitch 93 days before. Thus, it is not possible to attribute the change to the glitch with certainty. There is no clear evidence for an exponential-like recovery (i.e. Δν = 0) either.

5.3.2. New small glitch in 1999 with detectable relaxation

This glitch occurred near MJD 51425, that is, 134 days before the large glitch in 2000. As a first step, we used 40 d of data centred on this epoch to fit only for Δφ, Δν_p, and Δν_p. The results obtained are consistent with the output of the automatic search. An interesting property of this glitch is that there is an exponential-like recovery after the event. This recovery is seen clearly in the spin-down rate evolution shown in Figs. 1 and 6 and in the middle panel of Fig. 7, where large phase residuals after the glitch remain when the recovery is not included in the model. We modelled this recovery with a single exponential function (Eq. (4)).

To fit for the post-glitch relaxation, a longer dataset is needed in order to allow determining the exponential parameters. Additionally, the longer time interval is necessary to precisely measure pre-glitch ν and attempt to detect its change after the glitch. Such changes are often observed in the presence of recoveries (e.g., Cordes et al. 1988). The investigated interval lies between MJD 51358 (about 67 d before the glitch) and MJD 51556 (131 d after the glitch). We avoided using more data before the glitch to prevent the need for a third frequency derivative in the pre-glitch timing model, and we cannot add more data after the event because the recovery is interrupted by the 2000 glitch.

By studying the evolution of ν and ˙ν in the same time window, we preliminarily infer that the main timescale of the recovery is close to 30 d. The DM varies across this time, and we used a linear function to model its behaviour, which gives residuals smaller than 0.005 pc cm^{-3} in general (Fig. 6). The rotational model (with τ_d = 30 d) in combination with the linear DM model were fitted to the high-cadence TOAs at 635 and 950 MHz. This DM model was then kept fixed during the next fits.

The daily TOAs were then used to explore different timescales for the recovery. Values between 10 and 50 d (in steps of 5 d) were tested, and we find that 30 d offers the smallest residuals. A more detailed exploration around this value shows that τ_d = 31 ± 1 d. The error bar comes from the fact that smaller variations produce negligible differences in the residuals RMS_w.
Finally, we used the same process as described above (for the other new glitch) to determine the glitch epoch, with the difference that \( \Delta \nu_p \) and \( \Delta \nu_d \) were also varied. The final best-fit parameters for this glitch are listed in Table 3, and the phase residuals are shown in Fig. 7.

6. Timing noise

The detections presented above correspond to irregularities in the rotation rate that could be modelled as changes \( \Delta \nu \) accompanied by changes \( \Delta \nu \) of the opposite sign, or zero. However, during the searches, we also identified events with sign combinations of \( \Delta \nu \) and \( \Delta \nu \) that did not correspond to either glitches or anti-glitches, that is, \( \Delta \nu > 0 \) together with \( \Delta \nu > 0 \), or \( \Delta \nu < 0 \) together with \( \Delta \nu < 0 \). We also flagged events for which the best-fit involved only a change \( \Delta \nu \) (i.e. \( \Delta \nu = 0 \)). It is difficult to confuse the signature of any of these events with glitches. For example, spin-down-dominated changes produce gradual changes of the slope in the phase residual, rather than cuspy features with rapid changes in slope. Furthermore, events with changes \( (\Delta \nu, \Delta \nu) \) of equal sign produce residual curves whose slopes increase permanently (becoming either more negative or more positive), as opposed to glitches and anti-glitches (see Fig. 8). We found 34 events with positive \( (\Delta \nu, \Delta \nu) \) changes, 47 events with negative changes, and 67 events in which only \( \Delta \nu \) was detected. Examples of their time series together with some GCs and AGCs are shown in Fig. 10.

All irregularities selected via the automated searches are shown in Fig. 9. We present all possible combinations of signs for \( \Delta \nu \) and \( \Delta \nu \), including GCs and AGCs. The cases that are best fit with a step change in only one parameter, either \( \nu \) or \( \dot{\nu} \), are also included in the graph (with small artificial fixed values for the null parameter). Most events occupy a specific region in the \( \Delta \nu \)-\( \Delta \nu \) space. For GCs and AGCs we plot the detection limit due to dispersion of the timing residuals \( \sigma_{max}^D \) as explained in the previous sections. For the other events (quadrants I and III) we used the condition \( \phi(t = 20 d) > \sigma_{max}^D \).

Our results agree with the sizes of microglitches discussed in Cordes et al. (1988). The results of these authors, like ours, demonstrate that the rotation of the Vela pulsar is interrupted by large glitches approximately every \( \sim 3 \) yr, whilst the rotation between glitches is affected only by low-level but frequent variations in \( \nu \) and \( \dot{\nu} \). Examples of this behaviour are shown in Fig. 10, where the evolution of \( \nu \) and \( \dot{\nu} \) over 1000 d is shown in detail. In general, the background rotational activity is dominated by changes in spin-down rate with amplitudes of about a few \( 10^{-15} \) Hz s\(^{-1} \), although larger fluctuations do sometimes occur.

We used a simple approach to explore whether simulated data with red timing noise contain features that resemble GCs, AGCs, or other events such as those identified by our method. Part of the timing noise can be quantified by characterising the spectral properties of the timing residuals using power-law models (e.g., Hobbs et al. 2010; Shannon et al. 2016; Parthasarathy et al. 2019). We used the autoSpectralFit plugin for TEMPO2 to

| Parameter           | Value                      |
|---------------------|----------------------------|
| Time range (MJD)    | 51358.18–51555.65          |
| Epoch \( t_0 \) (MJD)| 51361.00                  |
| \( \nu \) (Hz)      | 11.1948811980(1)           |
| \( \dot{\nu} \) (10\(^{-15} \) Hz s\(^{-1} \)) | -15573.8(1)              |
| \( \dot{\nu} \) (10\(^{-21} \) Hz s\(^{-2} \)) | 1.88(3)                 |
| \( \Delta \nu \) (\( \mu \)Hz) | 0.251(3)                |
| \( \Delta \nu \) (10\(^{-15} \) Hz s\(^{-1} \)) | 8(1)                    |
| \( \Delta \nu \) (10\(^{-21} \) Hz s\(^{-2} \)) | -2.6(1)                 |
| \( \Delta \nu \) (\( \mu \)Hz) | 0.174(3)                |
| \( \tau_d \) (d)   | 31(1)                     |
| RMS, \( \mu \)s    | 25.3                      |
| Number of TOAs      | 132                       |

**Notes.** 1-\( \sigma \) error bars are in parentheses and represent the uncertainty of the last quoted digit. The DM is modelled with the linear function \( \text{DM}(t) = \text{DM}_0 + \text{DM}_1(t - t_0) \).
measure the spectral properties of Vela residuals of several sections of the daily TOAs.

The power spectra are modelled with a function of the form

\[ P(f) = \frac{A}{1 + (f/f_0)^\alpha/2}, \]

where \( f \) is the frequency, \( f_0 \) is set to the inverse of the observing time span, \( \alpha \) is the spectral index, and \( A \) is the amplitude. The last two parameters were obtained from a fit to the power spectrum of the real data. We then used the simRedNoise plugin to simulate data with the exact same cadence, time span, and spectral properties. Only inter-glitch sections of data starting at least \( \sim 100 \) d post-glitch that span hundreds of days without long TOA gaps were analysed. The spectral parameters we obtained vary between the analysed data sets. Those that best reproduce the observations, in terms of residuals RMS for several time windows and the shape of the residuals features, are those that involve less power at high frequencies (in general, power-law indices \( \alpha > 3 \)). Our choice of parameters to represent the typical inter-glitch residuals of Vela was \( \alpha = 4.5 \), \( f_0 = 0.4 \), and \( A = 9.5 \times 10^{-20} \) yr\(^3\). We present this only as a basic first demonstration, and it is by no means an attempt to model the timing noise in Vela.

Three long series (\( \leq 10 \) yr) of approximately daily TOAs with these spectral properties were simulated using the fake and simRedNoise Tempo2 plugins. The simulations use the typical \( \nu \), \( \dot{\nu} \), and \( \ddot{\nu} \) value bar values of Vela. The simulated datasets were explored for small rotational step-like changes using the same automated method as we used to analyse the Vela data, and the same selection criteria. Several timing events can be modelled by steps \( \Delta \nu \) and/or \( \Delta \dot{\nu} \) of all signs, which appear with a similar frequency as those detected in the real data. The step sizes of the candidates are in the same range as those found for Vela data (\( |\Delta \nu| \leq 0.01 \) \( \mu \)Hz), and the only difference is that the events in the simulations sometimes involve \( \Delta \dot{\nu} \) steps much larger than those observed in the real data.

From this simple exercise, we conclude that the rotation of a Vela-like pulsar affected by noise as simulated here, sampled by daily TOAs, could contain occasional step-like changes \( \Delta \nu \) and/or \( \Delta \dot{\nu} \). However, a more careful and in-depth study is necessary to model timing noise and draw conclusions with regard to its nature in the Vela pulsar. While this result suggests that the continuous wandering of the rotational phase of a pulsar can mimic step-like rotational changes in timing observations, it does not rule out the existence of such discrete events in the rotation of Vela.

7. Discussion

We used nearly continuous observations of the Vela pulsar between 1981 and 2005, which amount to a total of 16.9 years of timing data (four periods lack observations). Our analysis complements and significantly extends that of Cordes et al. (1988), which covered the glitch activity of Vela from shortly after its discovery up to the recovery of the large glitch at MJD 45192, which is approximately 1.5 year after the start of our dataset. The two studies combined reveal the deviations from a simple rotational model in the course of 37 years, from November 1968 to October 2005.

We have identified small rotational features with amplitudes \( 2 \times 10^{-4} \leq |\Delta \nu| \leq 10^{-2} \) \( \mu \)Hz and \( 0.4 \leq |\Delta \dot{\nu}| \leq 27 \times 10^{-15} \) Hz s\(^{-1}\) of unknown nature, which contribute to the timing noise of the pulsar. Cordes et al. (1988) described the same phenomenon, and although they used a different approach to characterise these irregularities, their results agree with those presented here. Even though it cannot be excluded that some of these features are of
the same origin as the large glitches, there does not appear to be a continuum of typical glitches from the large ($\Delta \nu > 10 \mu$Hz) glitches down to the small-scale events ($\Delta \nu < 10^{-3} \mu$Hz; see Fig. 3). Moreover, the noise-like irregularities are often gradual and more resemble a torque-driven process such as described in Lyne et al. (2010). Figure 10 shows that a change in spin-down rate sometimes clearly precedes the changes in rotation rate. Even though we used discrete steps to describe and quantify part of the timing noise, the underlying phenomenon is perhaps not just a mere composition of individual events. Instead, we might be detecting the sharpest changes of a process that in general involves gradual deviations of the parameters. We reserve a more refined analysis of timing noise in the Vela pulsar, including variability on longer timescales, for a separate study.

When the entire pulsar population is considered, the overall distribution of glitch sizes appears bimodal. While the majority distribute broadly from very small sizes up to 1–10 $\mu$Hz, the large glitches are narrowly clustered around $\Delta \nu \approx 20 \mu$Hz (Yu et al. 2013; Konar & Arjunwadkar 2014; Ashton et al. 2017; Fuentes et al. 2017). The glitches of the Vela pulsar belong mostly to this narrow second peak, and we have shown here that the deficit of smaller glitches is not an artefact of data limitations or observational analyses.

A few other pulsars exhibit mostly large glitches, with varying rates of occurrence. Some examples are PSRs B1757–24, B1800–21, and B1823–13 (Espinoza et al. 2011, 2017). Not all young pulsars behave like this, however. Others display a majority of small glitches, with the occasional larger event (e.g., Shaw et al. 2018, for the Crab pulsar), showing power-law size distributions and highly irregular waiting times between events (e.g., PSRs J0631+1036 and B1737–30; Howitt et al. 2018; Fuentes et al. 2019). This difference in pulsar glitching behaviour constitutes one of the main open questions in glitch physics (Melatos et al. 2008; Haskell 2016). It is a reasonable speculation that perhaps a different mechanism operates for small and large glitches, or that they are driven from a separate superfluid reservoir altogether (Haskell et al. 2018).

Twenty-three glitches are known for Vela (including the two new glitches presented here$^4$). Of these, 17 occurred in the 37

---

$^4$ Glitch sizes and epochs were taken from the Jodrell Bank glitch catalogue: http://www.jb.man.ac.uk/pulsar/glitches.html, except for the two new glitches found in this work.
The above limit of 1 \( \mu \)Hz was chosen somewhat arbitrarily, but it is worth noting that only two glitches with sizes between 1 and 10 \( \mu \)Hz are reported (in all 37 + 13 yr of Vela monitoring). These two events occurred very close to each other, only 32 d apart, and their added sizes amount to 11.6 \( \mu \)Hz (e.g., Buchner & Flanagan 2011).

The Vela distribution of glitch sizes (\( \Delta \nu \)) is usually described by a Gaussian function (Melatos et al. 2008; Howitt et al. 2018; Fuentes et al. 2019). For the 17-glitches sample, a KS test returns a modest probability that their sizes follow a normal distribution (\( p_{KS} = 0.60 \)). We confirmed that a variety of other probability distribution functions (PDFs) led to worse results. For a subset of only the largest glitches (\( \Delta \nu > 1 \mu \)Hz), the fit to a Gaussian only slightly improves, with the new \( p_{KS} = 0.75 \). Using the best-fit parameters for a Gaussian PDF, we calculate that the probability of drawing a glitch with a size equal to the second largest GC (\( \Delta \nu = 0.0621 \pm 0.0003 \mu \)Hz, Table 2), which we believe is in fact a glitch, is \( 2 \times 10^{-6} \) when all 17 glitches are considered, or \( 7 \times 10^{-7} \) when the smallest events are excluded. This is low, but still one to two orders of magnitude larger than the probability that this event belongs to the GC best-fit log-normal distribution.

The occurrence rate of small glitches (\( \Delta \nu < 1 \mu \)Hz) is very low in the Vela pulsar. The two small events detected in 16.9 yr lead to an occurrence rate of small glitches of about 0.1 yr\(^{-1} \) (one every 8.5 years). This is consistent with the rate implied by the results of (Cordes et al. 1988, one small glitch in 14 yr). According to this rate, the possibility that a small glitch is missed in any of the three gaps within the data examined in this work is marginal (an expected 0.8 glitches in the accumulated 7.1 yr of the three gaps). On the other hand, the rate of large glitches (\( \Delta \nu > 1 \mu \)Hz) is much higher: 0.4 yr\(^{-1} \) (i.e. one every 2.6 yr).

This shows that the occurrence rate of small glitches (\( \Delta \nu < 1 \mu \)Hz) is very low in the Vela pulsar. The two small events detected in 16.9 yr lead to an occurrence rate of small glitches of about 0.1 yr\(^{-1} \) (one every 8.5 years). This is consistent with the rate implied by the results of (Cordes et al. 1988, one small glitch in 14 yr). According to this rate, the possibility that a small glitch is missed in any of the three gaps within the data examined in this work is marginal (an expected 0.8 glitches in the accumulated 7.1 yr of the three gaps). On the other hand, the rate of large glitches (\( \Delta \nu > 1 \mu \)Hz) is much higher: 0.4 yr\(^{-1} \) (i.e. one every 2.6 yr).

The Vela distribution of glitch sizes (\( \Delta \nu \)) is usually described by a Gaussian function (Melatos et al. 2008; Howitt et al. 2018; Fuentes et al. 2019). For the 17-glitches sample, a KS test returns a modest probability that their sizes follow a normal distribution (\( p_{KS} = 0.60 \)). We confirmed that a variety of other probability distribution functions (PDFs) led to worse results. For a subset of only the largest glitches (\( \Delta \nu > 1 \mu \)Hz), the fit to a Gaussian only slightly improves, with the new \( p_{KS} = 0.75 \). Using the best-fit parameters for a Gaussian PDF, we calculate that the probability of drawing a glitch with a size equal to the second largest GC (\( \Delta \nu = 0.0621 \pm 0.0003 \mu \)Hz, Table 2), which we believe is in fact a glitch, is \( 2 \times 10^{-6} \) when all 17 glitches are considered, or \( 7 \times 10^{-7} \) when the smallest events are excluded. This is low, but still one to two orders of magnitude larger than the probability that this event belongs to the GC best-fit log-normal distribution.

Fig. 10. Examples of micro-irregularities in the rotational behaviour of the Vela pulsar and the events selected by the searches. Top: frequency residuals relative to a cubic model. Middle: two plots in the centre show the sizes \( \Delta \nu \) (top) and \( \Delta \nu \) (bottom) of the GCs and AGCs (with filled and open circles, respectively, at the end of the bars) and of the other detected irregularities. Bottom: frequency derivative residuals relative to a linear model. The \( \nu \) and \( \dot{\nu} \) datasets were obtained from fits to TOAs in a moving window 8 d long that moves by 1 d at each stride. The length of the horizontal line in the top panel is 8 d long.
In addition to their size and the occurrence rate, another property differs between small and large Vela glitches: the latter appear somewhat quasi-periodically (Melatos et al. 2008; Fuentes et al. 2019; Carlin & Melatos 2019), with an average separation of about 1000 d (and a standard deviation ~300 d), whilst small glitches seem to occur randomly. Lastly, another possible separating factor between small and large glitches is the linear correlation between the size of a glitch and the time to the next one. This correlation has so far been observed with high significance only for the X-ray pulsar PSR J0537−6910 (Spearman’s rank correlation coefficient \( r_s = 0.95 \); e.g., Marshall et al. 2004; Antonopoulou et al. 2018). The question now is whether glitch size and time-to-the-next-glitch are correlated in the Vela pulsar.

To try to answer this question, we examined only the time period for which the glitch sample is probably complete, and therefore we can be more certain for the inferred inter-glitch waiting times. With this sample (17 glitches in 37 years) we did not find evidence for a correlation \( (r_s = 0.19 \) and probability \( p_r = 0.47 \)). However, Fuentes et al. (2019) found that the correlation in PSR J0537−6910 is tighter when the smaller events (6 out of a total of 45 glitches) are not considered, and that a linear fit passes closer to the origin when only the larger events are kept. The authors also found some indication in some other pulsars that the correlation improves when only large events are considered (e.g. PSR J2025+6449 with \( r_s > 0.75 \); see also Melatos et al. 2018). For Vela, using all known glitches at the time, the authors showed that when the smallest ones (<2\( \mu \)Hz) are excluded, a weak correlation emerges. Using the same cut-off as Fuentes et al. (2019) and all Vela glitches in the literature, we verified a weak correlation, with \( r_s = 0.6 \) \( (p_r = 0.009 \). In the time range MJD 40280-53193 (where probably no glitches have been missed), and with a less strict cut-off, at 0.4\( \mu \)Hz, the correlation further improves with \( r_s = 0.7 \) and \( p_r = 0.004 \). This cut-off allows the new glitch, which showed clear relaxation, but leaves out the smallest of the new glitches. This provides further support to the idea that larger (typical?) glitches of the Vela pulsar form a different population from smaller events and obey a size-waiting time correlation as in PSR J0537−6910, albeit weaker. Whilst we acknowledge that parts of this discussion might be speculative and of low statistical weight, they offer a direction for future explorations of the nature of different glitching behaviour in neutron stars.

8. Conclusions

We demonstrated that there is a real deficit of small glitches (\( \Delta \nu \approx 1 \mu \)Hz) in the Vela pulsar, both in comparison to its numerous large glitches and to the frequency of small glitches seen in other pulsars such as the Crab. The rate of small glitches in the Vela pulsar is four times lower than that of large glitches. While the sizes of the large glitches can be described by a Gaussian distribution, it is unclear whether the small glitches belong to the same distribution or to a different component. In addition to the glitches, there is a noise-like component that involves events that can be modelled by sudden changes (\( \Delta \nu \), \( \Delta \nu \)) of all signs and that involves small frequency changes \( (|\Delta \nu| < 0.02 \mu \)Hz).