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ABSTRACT
Static and dynamic binary analysis techniques are actively used to reverse engineer software’s behavior and to detect its vulnerabilities, even when only the binary code is available for analysis. To avoid analysis errors due to misreading op-codes for a wrong CPU architecture, these analysis tools must precisely identify the Instruction Set Architecture (ISA) of the object code under analysis. The variety of CPU architectures that modern security and reverse engineering tools must support is ever increasing due to massive proliferation of IoT devices and the diversity of firmware and malware targeting those devices. Recent studies concluded that falsely identifying the binary code’s ISA caused alone about 10% of failures of IoT firmware analysis. The state of the art approaches detecting ISA for executable object code look promising, and their results demonstrate effectiveness and high-performance. However, they lack the support of publicly available datasets and toolsets, which makes the evaluation, comparison, and improvement of those techniques, datasets, and machine learning models quite challenging (if not impossible). This paper bridges multiple gaps in the field of automated and precise identification of architecture and endianness of binary files and object code. We develop from scratch the toolset and datasets that are lacking in this research space. As such, we contribute a comprehensive collection of open data, open source, and open API web-services. We also attempt experiment reconstruction and cross-validation of effectiveness, efficiency, and results of the state of the art methods. When training and testing classifiers using solely code-sections from executable binary files, all our classifiers performed equally well achieving over 98% accuracy. The results are consistent and comparable with the current state of the art, hence supports the general validity of the algorithms, features, and approaches suggested in those works.
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1 INTRODUCTION
Reverse engineering and analysis of binary code has a wide spectrum of applications [24, 35, 39], ranging from vulnerability research [4, 9, 10, 34, 43] to binary patching and translation [37], and from digital forensics [8] to anti-malware and Intrusion Detection Systems (IDS) [25, 41]. For such applications, various static and dynamic analysis techniques and tools are constantly being researched, developed, and improved [3, 6, 15, 24, 30, 38, 42].

Regardless of their end goal, one of the important steps in these techniques is to correctly identify the Instruction Set Architecture (ISA) of the op-codes within the binary code. Some techniques can perform the analysis using architecture-independent or cross-architecture methods [16, 17, 32]. However, many of those techniques still require the exact knowledge of the binary code’s ISA. For example, recent studies concluded that falsely identifying the binary code’s ISA caused about 10% of failures of IoT/embedded firmware analysis [9, 10].

Sometimes the CPU architecture is available in the executable format’s header sections, for example in ELF file format [29]. However, this information is not guaranteed to be universally available for analysis. There are multiple reasons for this and we will detail a few of them. The advances in Internet of Things (IoT) technologies bring to the game an extreme variety of hardware and software, in particular new CPU architectures, new OSs or OS-like systems [27]. Many of those devices are resource-constrained and the binary code comes without sophisticated headers and OS abstraction layers. At the same time, the digital forensics and the IDSs sometimes may have access only to a fraction of the code, e.g., from an exploit (shell-code), malware trace, or a memory dump. For example, many shell-codes are exactly this – a quite short, formatless and headerless sequence of CPU op-codes for a target system (i.e., a combination of hardware, operating-system, and abstraction layers) that performs a presumably malicious action on behalf of the attacker [18, 33]. In such cases, though possible in theory, it is quite unlikely that the full code including the headers specifying CPU...
ISA will be available for analysis. Finally, even in the traditional computing world of (e.g., x86/x86_64), there are situations where the hosts contain object code for CPU architectures other than the one of the host itself. Examples include firmware for network cards [2, 13, 14], various management co-processors [26], and device drivers [5, 20] for USB [28, 40] and other embedded devices that contain own specialized processors and provide specific services (e.g., encryption, data codecs) that are implemented as peripheral firmware [11, 23]. Even worse, more often than not the object code for such peripheral firmware is stored using less traditional or non-standard file formats and headers (if any), or embedded inside the device drivers themselves resulting in mixed architectures code streams. Currently, several state of the art works try to address the challenge of accurately identifying the CPU ISA for executable object code sequences [8, 12]. Their approaches look promising as the results demonstrate effectiveness and high-performance. However, they lack the support of publicly available datasets and toolsets, which makes the evaluation, comparison, and improvement of those techniques, datasets, and machine learning models quite challenging (if not impossible). With this paper, we bridge multiple gaps in the field of automated and precise identification of architecture and endianness of binary files and object code. We develop from scratch the toolset and datasets that are lacking in this research space. To this end, we release a comprehensive collection of open data, open source, and open API web-services. We attempt experiment reconstruction and cross-validation of effectiveness, efficiency, and results of the state of the art methods [8, 12], as well as propose and experimentally validate new approaches to the main classification challenge where we obtain consistently comparable, and in some scenarios better, results. The results we obtain in our extensive set of experiments are consistent and comparable with prior art, hence supports the general validity and soundness of both existing and newly proposed algorithms, features, and approaches.

1.1 Contributions
In this paper, we present the following contributions:

- First and foremost contribution is that we implement and release as open source the code and toolset necessary to reconstruct and re-run the experiments from this paper as well as from the state of the art works of Clemens [8] and De Nicolao et al. [12]. To our knowledge, it is the first such toolset to be publicly released.
- Second and equally important contribution is that we release as open data the machine learning models and data necessary to both validate our results and expand further the datasets and the research field. To our knowledge, it’s both the first and the largest such dataset to be publicly released.
- We release both the toolset and dataset as open source and open data, which are accessible at: https://github.com/kairis/isadetect and http://urn.fi/urn:nbn:fi:att:3ab499c2-7867-4b16-9aef-c57140e623b

1.2 Organization
The rest of this paper is organized as follows. We detail our methodology, experimental setups and datasets in Section 2. We provide a detailed analysis of results in Section 3. Finally, we discuss future work and conclude with Section 4.

2 DATASETS AND EXPERIMENTAL SETUP
2.1 Datasets
We started with the dataset acquisition challenge. Despite the existence of several state of the art works, unfortunately neither their datasets nor the toolsets are publicly available.\(^1\) To overcome this limitation we had to develop a complete toolset and pipeline that are able to optimally download a dataset that is both large and representative enough. We release our data acquisition toolset as open source. The pipeline used to acquire our dataset is depicted in Figure 1. We chose the Debian Linux repositories for several reasons. First, it is a long established and trusted project, therefore a good source of software packages and related data. Second, it is bootstrapped from the same tools and sources to build the Linux kernel and userspace software packages for a very diverse set of CPU and ABI architectures. The downloaded and pre-processed dataset can be summarized as follows: about 1600 ISO/Jigdo files taking up around 1843 GB; approximately 79000 DEB package files taking up about 36 GB; around 96256 ELF files taking up about 27 GB; about 105000 ELF code sections taking up approximately 17 GB. A detailed breakdown of our datasets is in Table 2.

| Type        | Approx. × of files in dataset | Approx. total size |
|-------------|-------------------------------|-------------------|
| iso files   | ~1600                         | ~1843 GB          |
| deb files   | ~79000                        | ~36 GB            |
| ELF files   | 96256                         | ~27 GB            |
| ELF code sections | 105000                     | ~17 GB            |

\(^1\) A post-processed dataset from Clemens [8] was generously provided by the author privately on request – that dataset however is not yet publicly available.

Figure 1: ISAdetect general workflow of the toolset.

Table 1: ISAdetect dataset summary.
We then continued with the experiment reconstruction and cross-validation of the state of the art. For training and testing our machine learning classifiers, we used the following complete feature-set which consists of 293 features as follows. The first 256 features are mapped to "Byte Frequency Distribution (BFD)" (used by Clemens [8]). The next 4 features map to "4 endianness signatures" (used by Clemens [8]). The following 31 features are mapped to function epilog and function prolog signatures for amd64, arm, armel, mips32, powerpc, powerpc64, s390x, x86 (developed by angr framework [36] and also used by De Nicolao et al. [12]). The final 2 features map to "powerpspec signatures" that were developed specifically for this paper. To this end, we extract the mentioned features from the code sections of the ELF binaries in the sample-sets (column Sample-sets size in experiment in Table 2). We then save the extracted features into a CSV file ready for input to and processing by machine learning frameworks.

In order to replicate and validate the approach of Clemens [8], we used the Weka framework along with exact list and settings of architectures and features used by the authors. We also used only the list of architectures and features used by the authors.

### Table 2: ISAdetect dataset details (per architecture).

| Architecture | Binaries in samples set | Wordsize | Endianness | # of samples in dataset | Size of samples in dataset (GB) |
|--------------|-------------------------|----------|------------|-------------------------|---------------------------------|
| alpha        | 3000                    | 64       | Little     | 9791                    | 1.46                            |
| arm64        | 2994                    | 64       | Little     | 4516                    | 1.01                            |
| armel        | 2994                    | 32       | Little     | 3036                    | 0.76                            |
| armhf        | 2994                    | 32       | Little     | 3995                    | 0.62                            |
| hppa         | 1000                    | 32       | Big        | 4830                    | 1.44                            |
| i386         | 2994                    | 32       | Little     | 5169                    | 0.96                            |
| ia64         | 3000                    | 64       | Little     | 4994                    | 2.64                            |
| m68k         | 3000                    | 32       | Big        | 4480                    | 1.15                            |
| mips         | 2997                    | 32       | Big        | 3655                    | 0.90                            |
| mipselv64    | 2984                    | 64       | Little     | 4350                    | 1.98                            |
| mipsel       | 2994                    | 32       | Little     | 3773                    | 0.91                            |
| powerpcpe    | 2110                    | 32       | Big        | 5031                    | 1.22                            |
| powerpcpe+64 | 2552                    | 64       | Big        | 2833                    | 1.68                            |
| ppc64        | 2997                    | 64       | Little     | 5023                    | 0.91                            |
| riscv64      | 3000                    | 64       | Little     | 4440                    | 1.15                            |
| sh            | 3000                    | 32       | Little     | 5144                    | 0.58                            |
| sh4           | 3000                    | 64       | Big        | 5144                    | 0.93                            |
| s390x        | 2997                    | 32       | Big        | 5970                    | 1.28                            |
| sparc         | 2997                    | 32       | Big        | 4998                    | 0.54                            |
| sparc64       | 2878                    | 64       | Big        | 5276                    | 1.55                            |
| s32          | 3000                    | 32       | Little     | 4176                    | 1.51                            |
| Total        | 67285                   |          |            | 96526                   | 27.41 GB                        |

In order to replicate and validate the approach of De Nicolao et al. [12], we used scikit-learn [31]. The authors used only logistic regression (LR) classifier to which they added L1 regularization as compared to Clemens [8]. In addition, we used Keras [7] (a high-level API for neural networks) in order to see if the framework used has any effect on the classification accuracy. We also used only the machine learning classifiers and features used by the authors.

### 3 RESULTS AND ANALYSIS

#### 3.1 Training/testing with code-only sections

First, we compare the performance of multiple classifiers trained on code-only sections, when classifying code-only input. For this we use 10-fold cross validation and the features extracted from code-only sections of the test binaries. Also, we evaluate the effect of various feature-sets on classification performance by calculating performance measures with the "all features" set, "BFD-only" features-set, and "BFD+endianness" features-set. We then cross-validate the results by Clemens [8] and compare them to our results.

Using Weka framework we trained and tested multiple different classifiers using different feature-sets. BFD corresponds to using only byte frequency distribution, while BFD+endianness adds the architecture endianness signatures introduced by Clemens [8]. The complete data set includes the new architectures as well as the new signatures for powerpcpe. The performance metrics are weighted averages, i.e., sum of the metric through all the classes, weighted by the number of instances in the specific architecture class. The results are also compared to the results presented by [8], and can be observed in Table 3. We marked with asterisk (*) the results that we obtained using different parameters than those in [8].

As can be seen in Table 3, the results are inline with the ones presented by Clemens [8], even though we constructed and used our own datasets. We have also run our approach on the original Clemens dataset where we exceeded by at least 1.4% Clemens’ results on their own dataset (see column "% on Clemens dataset"). In our experiments, the complete data set (with added architectures and all features considered) increased the accuracy of all classifiers (in some cases by up to 7%) when compared to the results of Clemens [8]. This could be due to a combination of larger dataset, more balanced sets for each CPU architecture class, and the use of only binaries with code sections larger than 4000 bytes.

#### 3.1.1 Effect of test sample code size on classification performance

Next, we study if the sample size has an effect on the classification performance. For this, we test the classifiers against a test set of code sections with increasingly varying size, as also performed by both Clemens [8] and De Nicolao et al. [12]. If the performance of such classifiers is good enough with only small fragments of the binary code, those classifiers could be used in environments where only a part of the executables code is available. For example, small (128 bytes or less) code size fragments could be encountered in digital forensics when only a portion of the executable code is successfully extracted from an exploited smartphone or IoT device.

For this test, the code fragments were taken from code-only sections using random sampling in order to avoid any bias that could come from using only code from the beginning of code sections [8]. We present the results of this test in Figure 2.

---

*Signatures are being contributed back to open-source projects such as angr, binwalk.

—
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Table 3: ISAdetect classifiers’ performance with different feature-sets (except *, same parameters as in Clemens [8]).

| Classifier (Weka all) | Precision | Recall | AUC | F1 measure | Accuracy All features (293) (ISAdetect) | Accuracy All features (293) (ISAdetect) | Accuracy All features (293) (ISAdetect) | Accuracy BFD=endianness (ISAdetect) | Accuracy BFD=endianness (Clemens [8]) | Accuracy BFD=endianness (Clemens [8]) |
|-----------------------|-----------|--------|-----|------------|----------------------------------------|----------------------------------------|----------------------------------------|----------------------------------------|----------------------------------------|----------------------------------------|
| 1-NN                  | 0.993     | 0.991  | 0.991| 0.993      | 0.983                                  | 0.985                                  | 0.950                                  | 0.918                                  | 0.927                                  | 0.905                                  |
| SVM                   | 0.999     | 0.998  | 0.998| 0.999      | 0.993                                  | 0.983                                  | 0.954                                  | 0.950                                  | 0.949                                  | 0.902                                  |
| Random tree           | 0.956     | 0.966  | 0.982| 0.966      | 0.965                                  | 0.906                                  | 0.953                                  | 0.929                                  | 0.899                                  | 0.878                                  |
| Random forest         | 0.996     | 0.996  | 0.999| 0.996      | 0.996                                  | 0.999                                  | 0.992                                  | 0.964                                  | 0.904                                  | 0.904                                  |
| Naive Bayes           | 0.991     | 0.991  | 0.999| 0.991      | 0.990                                  | 0.989                                  | 0.990                                  | 0.958                                  | 0.932                                  | 0.925                                  |
| BayesNet              | 0.992     | 0.992  | 1.000| 0.992      | 0.991                                  | 0.959                                  | 0.994                                  | 0.922                                  | 0.917                                  | 0.895                                  |
| SVM (SMO)             | 0.997     | 0.997  | 1.000| 0.997      | 0.997                                  | 0.996                                  | 0.997                                  | 0.983                                  | 0.931                                  | 0.927                                  |
| Logistic regression   | 0.989     | 0.988  | 0.998| 0.989      | 0.988                                  | 0.990                                  | 0.997                                  | 0.979                                  | 0.919                                  | 0.930                                  |
| Neural net            | 0.995*    | 0.994* | 1.000*| 0.994*     | 0.994*                                 | 0.992                                  | 0.919                                  | 0.979                                  | 0.940                                  | 0.940                                  |

Figure 2: Impact of the test sample size on accuracy.

SVM performed the best with almost 50% accuracy even with the smallest sample size of 8 bytes. Also, SVM along with 3 nearest neighbors achieved 90% accuracy at 128 bytes. Logistic regression implemented in scikit-learn and Keras were very close performance-wise, both implementations achieving 90% accuracy at 256 bytes. Surprisingly, logistic regression implemented in Weka under-performed and required 2048 bytes to reach 90% accuracy. When cross-validating and comparing the result, the classifiers that performed the best in our varying sample size experiments also performed well in the experiments by Clemens [8]. However, in our experiment not all the classifiers achieved 90% accuracy at 4000 bytes as experienced by Clemens [8], as Decision Tree and Random Tree achieved accuracies of only 85%, and 75%, respectively.

3.1.2 Effect of different frameworks on performance of logistic regression. From all the different classifiers available, De Nicolao et al. [12] used only logistic regression, and used scikit-learn as their machine learning framework of choice. Logistic regression has a couple of parameters that affect the classification performance. The authors used grid search to identify the best value for C, which stands for inverse of regularization strength and found the value of 10000 to give the best results in their case. Since the dataset itself affects the result, we ran grid search for the scikit-learn model developed based on our dataset. The C values of 10000, 1000, 10, 1, 0.1 were tested and we found that for our case the value of 100 gave the best results. Similarly, for the Keras model, we found for C the value of 0.0000001 to provide the best accuracy. Table 4 presents our results for logistic regression using 10-fold cross-validation on code-only sections when tested in all different frameworks. With this experiment, for example, we found that for the same dataset, the logistic regression implemented in scikit-learn and Keras provided better results (F1=0.998) when compared to Weka (F1=0.989).

Table 4: Logistic Regression (LR) 10-fold cross validation performance in different machine learning frameworks.

| Classifier          | Precision | Recall | AUC | F1 measure | Accuracy |
|---------------------|-----------|--------|-----|------------|----------|
| Weka                | 0.989     | 0.999  | 0.999| 0.998      | 0.989    |
| scikit-learn        | 0.998     | 0.998  | 0.998| 0.998      | 0.996    |
| Keras               | 0.998     | 0.998  | 0.998| 0.998      | 0.996    |

3.2 Training with code-only sections and testing with complete binaries

We also explored (Table 5) how well the classifiers perform when given the task to classify a complete binary (i.e., containing headers, and code and data sections). In fact, De Nicolao et al. [12] used only logistic regression, and scikit-learn as their machine learning framework of choice. Logistic regression has a couple of parameters that affect the classification performance. The authors used grid search to identify the best value for C, which stands for inverse of regularization strength and found the value of 10000 to give the best results in their case. Since the dataset itself affects the result, we ran grid search for the scikit-learn model.

4 CONCLUSION

In this paper we bridge multiple gaps in the field of automated and precise identification of architecture and endianness of binary files and object code. For this, we developed from scratch the toolset and datasets that are lacking in this research space. As a result, we contribute a comprehensive collection of open data, open source, and
Table 5: ISAdetect classifiers’ performance – trained on code-only sections, tested on complete binaries.

| Classifier (Wha default) | Precision | Recall | AUC | F1-measure | Accuracy |
|--------------------------|-----------|--------|-----|------------|----------|
| t-NN                     | 0.871     | 0.742  | 0.867 | 0.772      | 0.741    |
| t-NC                     | 0.870     | 0.749  | 0.892 | 0.773      | 0.740    |
| Decision Tree            | 0.845     | 0.717  | 0.865 | 0.733      | 0.716    |
| Random Tree              | 0.679     | 0.613  | 0.798 | 0.619      | 0.613    |
| Random Forest            | 0.912     | 0.902  | 0.990 | 0.902      | 0.903    |
| Naive Bayes              | 0.867     | 0.400  | 0.727 | 0.419      | 0.420    |
| Bayes Net                | 0.866     | 0.844  | 0.987 | 0.840      | 0.844    |
| SVR/SMO                  | 0.865     | 0.733  | 0.971 | 0.766      | 0.752    |
| LR (Logistic Regression) | 0.875     | 0.718  | 0.978 | 0.728      | 0.718    |
| LR (random-forest)       | 0.913     | 0.780  | 0.780 | 0.794      | 0.579    |
| LR (Keras)               | 0.924     | 0.851  | 0.851 | 0.839      | 0.676    |
| Neural Net               | 0.941     | 0.452  | 0.875 | 0.515      | 0.451    |

De Nicolao et al. [12] (avg.) 0.996 0.996 0.998 0.996 N/A

open API web-services. We performed experiment reconstruction and cross-validation of the effectiveness, efficiency, and results of the state of the art methods by Clemens [8], De Nicolo et al. [12]. When training and testing classifiers using solely code-sections from compiled binary files (e.g., ELF, PE32, MACH), all our classifiers performed equally well achieving over 98% accuracy. Our results are follow and support the the state of art, and in some cases we outperformed previous works by up to 7%. In summary, our work provides an independent confirmation of the general validity and soundness of both existing and newly proposed algorithms, features, and approaches. In addition, we developed a toolset for dataset generation, feature extraction and classification.
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