Emergent spacetimes from Hermitian and non-Hermitian quantum dynamics
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We show that quantum dynamics of any systems with \textit{SU}(1,1) symmetry give rise to emergent Anti-de Sitter spacetimes in 2+1 dimensions (AdS\textsubscript{2+1}). Using the continuous circuit depth, a quantum evolution is mapped to a trajectory in AdS\textsubscript{2+1}. Whereas the time measured in laboratories becomes either the proper time or the proper distance, quench dynamics follow geodesics of AdS\textsubscript{2+1}. Such a geometric approach provides a unified interpretation of a wide range of prototypical phenomena that appear disconnected. For instance, the light cone of AdS\textsubscript{2+1} underlies expansions of unitary fermions released from harmonic traps, the onsite of parametric amplifications, and the exceptional points that represent the PT symmetry breaking in non-Hermitian systems. Our work provides a transparent means to optimize quantum controls by exploiting shortest paths in the emergent spacetimes. It also allows experimentalists to engineer emergent spacetimes and induce tunnelings between different AdS\textsubscript{2+1}.

Studies have shown that spacetimes could arise as emergent phenomena in quantum systems. In certain strongly coupled systems, the underlying gauge theory has a gravitational counterpart with an extra dimension \cite{1–8}. It has also been found that circuit depth, a fundamental concept in quantum computation that represents the number of steps to reach a target state, can be visualized using certain geometries, leading to synthetic spacetimes in quantum dynamics \cite{9–14}. These emergent spacetimes provide physicists a new means to connect condensed matter physics and quantum information to high energy physics.

To derive an emergent spacetime metric from quantum dynamics, a continuous version of circuit depth could be used \cite{9–14}. Consider quantum gates that are produced from a collection of unitary operators generated by \{\textit{K}\textsubscript{i}\}, a generic gate can be expressed as \textit{e}^{-\textit{i} \sum \textit{Y}\textsubscript{i} \textit{K}\textsubscript{i}}, where \textit{Y}\textsubscript{i} are real numbers. A sequence of gates turns a reference state \textit{R} prepared at the initial time \textit{τ} = 0 into a target state at time \textit{τ}, \[ |T\rangle = U|R\rangle, \] where \( U = \text{Te}^{-\textit{i} \int_0^\textit{τ} d\textit{τ}' \sum \textit{ξ} (\textit{τ}') \textit{K}\textsubscript{i} / \hbar } \) is the propagator and \textit{T} is the time-ordering operator. In a single gate operated in a time interval between \textit{τ}' and \textit{τ}' + \textit{d}\textit{τ}', \( \textit{Y}\textsubscript{i} = \textit{ξ} (\textit{τ}') \textit{d}\textit{τ}' / \hbar \), where \textit{ξ} is the \textit{i}th component of a field coupled to \textit{K}\textsubscript{i}. The line element in the geometry is written as \cite{9}

\[ ds = F[\textit{Y}\textsubscript{i} (\textit{τ}')], \] \hspace{1cm} (1)

where \( F[\textit{Y}\textsubscript{i}] \) is a chosen function based on certain physical considerations. For instance, if \( F[\textit{Y}\textsubscript{i}] = \sum \textit{Y}\textsubscript{i} \), \( S = \int ds \) amounts to the total number of steps of all operations produced by independent \textit{K}\textsubscript{i} to reach the target state. A variety of other functions were considered in the literature \cite{9, 11, 14, 15}.

Here, we consider generators of the \textit{SU}(1,1) group,

\[ [\textit{K}\textsubscript{0}, \textit{K}\textsubscript{1}] = i\textit{K}\textsubscript{2}, [\textit{K}\textsubscript{1}, \textit{K}\textsubscript{2}] = -i\textit{K}\textsubscript{0}, [\textit{K}\textsubscript{2}, \textit{K}\textsubscript{0}] = i\textit{K}\textsubscript{1}, \] \hspace{1cm} (2)

which are fundamental ingredients in holographic tensor networks, determining how quantum entanglement is developed with changing the length scales \cite{6, 7}. They also produce Hamiltonians of a wide range of quantum systems with \textit{SU}(1,1) symmetry, \[ \textit{H} (\textit{τ}) = \sum \textit{ξ} (\textit{τ}) \textit{K}\textsubscript{i}, \] where \textit{ξ} are real \cite{16–20}. Table I shows a few examples in few-body and many-body systems, which correspond to different representations of the \textit{SU}(1,1) group.

We summarize our main results as follows. Our scheme unifies a wide range of prototypical topics in quantum physics, including but not limited to one mode squeezing, two mode squeezing, Efimov states, scale-invariant quantum systems, and spins in complex magnetic fields. Despite that these topics were studied in distinct content, we show that they are governed by the same underlying spacetimes, an AdS\textsubscript{2+1}. In particular, the exceptional point in non-Hermitian quantum systems and the parametric amplification in Hermitian quantum systems are different sides of the same coin, being the light cone of AdS\textsubscript{2+1}. Our results provide experimentalists an efficient means to reach any desired target states with the least time by using the geodesics in the geometry. Furthermore, our work allows experimentalists to bypass constraints from Einstein equation and create intriguing synthetic spacetimes in laboratories.

We consider

\[ F[\textit{Y}\textsubscript{i}] = \sqrt{-\textit{Y}_0^2 + \textit{Y}_1^2 + \textit{Y}_2^2 / 2}, \] \hspace{1cm} (3)

which is motivated by the following observations. Consider a Hamiltonian \( \textit{H} (\textit{τ}) = \sum \textit{ξ} (\textit{τ}) \textit{K}\textsubscript{i} \), the instantaneous eigenenergies are written as ±(m + \textit{k})\sqrt{\textit{ξ}_0^2 - \textit{ξ}_1^2 - \textit{ξ}_2^2}, where \textit{m} is an integer, \textit{k} is the Bargmann index. The strength of the field coupled to \{\textit{K}\textsubscript{i}\} is thus \textit{ξ} = \sqrt{\textit{ξ}_0^2 - \textit{ξ}_1^2 - \textit{ξ}_2^2}, as analogous to the strength of a magnetic field coupled to a spin in the \textit{su}(2) case. The equally spaced instantaneous eigenenergies thus set a natural time scale \sim \hbar / \textit{ξ}. While it certainly takes less time to reach a target state by applying
a larger external field, there are always constraints on the largest possible external fields accessible in realistic experiments. As such, it is desired to consider the shortest possible time at a constant $\xi$. The line element,

$$ ds = \sqrt{-\xi_0^2 + \xi_1^2 + \xi_2^2 d\tau^2} / (2\hbar) $$

(4)

is equivalent to the experimental time $d\tau$ once the field strength $\xi$ is fixed. We thus directly correlate the experimental time to circuit depth and obtain the shortest possible time to achieve the target state using the information provided by the metric of the emergent spacetime. $F$ defined in Eq.(3) can be either real or imaginary, corresponding to whether it is spacelike or timelike in the emergent spacetime.

We use a parameterization of the propagator $U$ [21],

$$ U = e^{-iK_0(\varphi - \psi)} e^{-2iK_1\eta} e^{-iK_0(\varphi + \psi)}, $$

(5)

where $\eta$, $\psi$, and $\varphi$ are functions of $\tau$. Since $ih \frac{dU}{d\tau} U^{-1} = \sum_{\xi=0}^2 \xi_i K_i$, we obtain $\xi_i = \text{Tr}[ih \frac{dU}{d\tau} U^{-1} K_i^\dagger]$, with Cartan-Killing inner product $\text{Tr}(K_i K_j^\dagger) = \delta_{ij}$ [22]. Substituting Eq.(5) to the right-hand side of this expression, $\xi_i$ is expressed as a function of $\eta$, $\psi$, and $\varphi$, $d\eta/d\tau$, $d\psi/d\tau$, $d\varphi/d\tau$. The line element in Eq.(4) is then expressed in terms of $\eta$, $\psi$, $\varphi$ and $d\eta$, $d\psi$, $d\varphi$.

$$ ds^2 = d\eta^2 - \cosh^2(\eta) d\varphi^2 + \sinh^2(\eta) d\psi^2. $$

(6)

Eq.6 describes a curved spacetime with a constant negative curvature, known as the Anti-de Sitter (AdS) spacetime in (2+1) dimensions. We emphasize that this spacetime turns out to be quantum dynamics with time-independent $\xi = 0, 1, 2$. Tracing back Eq.(5) to the right-hand side of this expression, $\xi_i$ is expressed as a function of $\eta$, $\psi$, and $\varphi$, $d\eta/d\tau$, $d\psi/d\tau$, $d\varphi/d\tau$. The line element in Eq.(4) is then expressed in terms of $\eta$, $\psi$, $\varphi$ and $d\eta$, $d\psi$, $d\varphi$.

$$ ds^2 = -\left(1 + \rho^2\right)^2 d\varphi^2 + \frac{4}{(1 - \rho^2)^2} \left(d\rho^2 + \rho^2 d\psi^2\right), $$

(7)

and brings the boundary $\eta = \infty$ to $\rho = 1$ as shown in Fig. 1. Starting from a reference state, which is placed at the origin, any quantum evolution governed by a Hamiltonian $H = \sum_{\xi=0}^2 \xi_i K_i$ is mapped to a trajectory ($\eta(\tau)$, $\varphi(\tau)$, $\psi(\tau)$) in this AdS$_{2+1}$. When $\varphi$ is constant, $ds^2 = d\eta^2 + \sinh^2(\eta)d\psi^2$, AdS$_{2+1}$ reduces to a Poincaré disk, recovering the geometry we previously obtained about geometrizing $SU(1,1)/U(1)$ [17]. Whereas we have been focusing on isotropic and homogeneous $F$, our results can be generalized to anisotropic or non-uniform $F$ that may produce even more intriguing spacetimes (Supplemental Materials).

If $\xi = 0$, from Eq.(4), we see that this gives rise to $ds = 0$, i.e., the light cone in AdS$_{2+1}$. Using Eq.(6), the explicit expression of the light cone can be obtained from $d\eta^2 = \cosh^2(\eta) d\varphi^2 - \sinh^2(\eta) d\psi^2$. The light cone centered at the origin is written as

$$ \varphi \pm \arctan(\sinh(\eta)) = 0. $$

(8)

When $\xi^2 < 0$ ($\xi^2 > 0$), the quantum evolution is mapped to a trajectory in the spacelike (timelike) regime.

Being the local extreme of the proper time or the proper distance, geodesics distinguish themselves from other trajectories. Counterparts of geodesics in AdS$_{2+1}$ turn out to be quantum dynamics with time-independent $\xi = 0, 1, 2$, $\text{Tr}\left[i \frac{dU}{d\tau} \left(U^{-1} K_i^\dagger\right)^{\dagger}\right] = 0$. Applying the parameterization of $U$ in Eq. 5, we obtain

$$ \frac{d^2\varphi}{d\tau^2} = -2 \text{tanh}(\eta) \frac{d\varphi}{d\tau} \frac{d\eta}{d\tau}, $$

$$ \frac{d^2\eta}{d\tau^2} = -\sinh(\eta) \cosh(\eta) \left[ \left(\frac{d\varphi}{d\tau}\right)^2 - \left(\frac{d\psi}{d\tau}\right)^2 \right], $$

$$ \frac{d^2\psi}{d\tau^2} = -2 \text{coth}(\eta) \frac{d\psi}{d\tau} \frac{d\eta}{d\tau}. $$

(9)

These are geodesic equations in AdS$_{2+1}$ (Supplemental Materials).

Whereas our results can be applied to any systems with $SU(1,1)$ symmetry, in the simplest representation using a single particle, $K_0$ ($K_1$) is the Hamiltonian in a harmonic (inverted harmonic) trap and $K_2$ is the scaling operator. More interesting representations arise in Efimov states in three-body problems and interacting many-body systems. For instance, the Hamiltonian of unitary fermions in a 3D harmonic trap is written as

$$ H = \sum_i \left( -\frac{\hbar^2}{2M} \nabla_i^2 + \frac{1}{2} M \omega^2(\tau) r_i^2 \right) + \sum_{i<j} U(\vec{r}_i - \vec{r}_j), $$

(10)

where $U(\vec{r})$ is the interaction giving rise to a divergent scattering length. Without loss of generality, we have considered a time-dependent trapping frequency. Using the fourth row of Table I, we see that

$$ H = \hbar \omega(\tau) \left[ (\delta + \delta^{-1}) K_0 - (\delta - \delta^{-1}) K_1 \right], $$

(11)
where $\delta(\tau) = \frac{M(\tau)\omega(\tau)}{M(0)\omega(0)}$. $\omega_0 = \omega(0)$ sets the time scale of the system. We have defined the SU(1,1) generators using the Hamiltonian at $\tau = 0$. The mass $M$ is fixed for unitary fermions in 3D harmonic traps, but can, in general, be tuned as a function of time. For instance, the effective mass at band bottom in an optical lattice could be tuned through a time-dependent trapping potential [20]. Since $\xi_0 = h\omega(\delta^{-1} + \delta)$, $\xi_1 = h\omega(\delta^{-1} - \delta)$, when $\omega(\tau) = 0$, $\xi_0 = \xi_1$, and $\xi = 0$. Turning off the harmonic trap, the free expansion of unitary fermions thus corresponds to light propagating on the light cone of AdS$_{2+1}$. If the system is initially prepared at the many-body ground state in a harmonic trap of a frequency $\omega_0$, the trajectory in AdS$_{2+1}$ is written as $(\eta(\tau), \varphi(\tau), \psi(\tau)) = (\arcsin(\omega_0\tau/2), \arctan(\omega_0\tau/2), 0)$. Correspondingly, $\langle K_0(\tau) \rangle = (1 + \omega_0^2\tau^2/2)/\langle K_0 \rangle(0)$, $\langle K_1(\tau) \rangle = -\omega_0^2\tau^2/2/\langle K_0 \rangle(0)$. The radius of the fermion cloud is then written as $(\eta^2(\tau)/\eta^2(0)) = 1 + \omega_0^2\tau^2$.

Similarly, dynamics in a confining (repelling) potential with a positive (negative) $\omega^2$ is mapped to trajectories in the timelike (spacetime) regime. The repelling potential, i.e., an inverted harmonic trap, has been used to explore scrambling and quantum chaos [24, 25]. Meanwhile, unitary fermions is only one example of scale-invariant many-body systems. Other examples include 2D fermions and bosons with contact interactions, Calogero-Sutherland gases with $1/r^2$ interaction [26–30]. The same conclusions also apply to these systems.

Two-mode and one-mode squeezing in quantum optics provide alternative representations of SU(1,1) group, as shown in Table I [31]. Bose-Einstein condensates with time-dependent interactions, spinor condensates with time-dependent quadratic Zeeman splitting, and fast rotating gases in the lowest Landau levels also allow experimentalists to access two-mode squeezing [32–36]. In all these systems, parametric amplifications, which are also referred to as dynamical instability [37–41], may occur when $\xi^2 < 0$. As such, the light cone in the emergent AdS$_{2+1}$ underlies the onset of parametric amplification. The dynamically stable (unstable) regime then corresponds to the timelike (spacelike) regime. Similar conclusions hold in Floquet deformed conformal field theory, where the non-heating (heating) phase corresponds to the timelike (spacelike) regime [42–44].

Among all representations of SU(1,1) group, it is worth mentioning the non-Hermitian one, as shown by the last row of Table I. Since the angular momentum operators $S_{i=0,1,2}$ satisfy $[S_i, S_j] = i\epsilon_{ijk}S_k$, where $\epsilon_{ijk}$ is the Levi-Civita symbol, it is clear that $K_{1,2} = iS_{1,2}$ and $K_0 = S_0$ transfer the su(2) algebra to the su(1,1) algebra. In other words, the Hamiltonian of a spin subject to a complex magnetic field, $\vec{B} = \{B_0, B_1, B_2\}$, can be written as $H(\tau) = \sum_{i=0}^2 B_i(\tau)S_i$, where $B_0 = B_1 = 0 \in \mathbb{R}$ and $B_{1,2} = i\xi_{1,2} \in \mathbb{I}$. Such a Hamiltonian plays a fundamental role in non-Hermitian physics. A profound result is the existence of an exceptional point denoted by $\sum_{i=0}^2 B_i^2 = 0$. Such an exceptional point signifies the $PT$ transition across which the energy spectrum becomes complex. It has also been widely implemented in quantum sensing [45–53].

A unique feature of the exceptional point is that eigenstates coalesce, making it problematic to apply the conventional method of expanding the time-dependent wavefunction using eigenstates. Here, dynamics at the exceptional point are dual to light propagating on the light cone of AdS$_{2+1}$. For instance, starting from the ground state of a Hamiltonian $H = B_0S_0$, where $B_0 \in \mathbb{R}$, a quantum quench by suddenly turning on $B_1 = iB_0$, $H = B_0(S_0 + iS_1)$ accesses dynamics on the light cone. Similarly, the $PT$ symmetry broken/unbroken phase is mapped to spacelike (timelike) regime in AdS$_{2+1}$. Though circuit depth and complexity are often used in unitary evolutions of Hermitian systems, the intrinsic relation between SU(1,1) and SU(2) tells us they can also be implemented in non-Hermitian systems.

In addition to providing a new theoretical perspective to equate quantum dynamics and geometry, the emergent AdS$_{2+1}$ offers experimentalists a unique means to manipulate quantum dynamics. In quantum controls, a primary question is how to fast access a target state [54]. Since our geometric approach has transformed time spent in laboratories to length in AdS$_{2+1}$, the shortest path in such a spacetime directly unfolds the optimal choice with the least time. Though a geodesic in AdS$_{2+1}$ is a local extreme, since AdS$_{2+1}$ is a pseudo-Riemannian manifold, the shortest length turns out to be zero. This can be easily seen from Fig. 1, which shows the shortest path corresponding to a particular two-step evolution. In the first step, starting from the initial state at the ori-

| One mode squeezing | Two mode squeezing | Ezhelov states | Scale-invariant quantum states |
|-------------------|-------------------|---------------|-------------------------------|
| $K_0$             | $K_1$             | $K_2$         | $S_0$                        |
| $(2\alpha^2 a + 1)/4$ | $(\alpha' + a')/4$ | $(\alpha'' - a'')(4\beta)$ | $iS_1$                      |
| $(a b' + ab)/2$    | $(-\beta R^2 - (1/4 + \beta^2)/R^2)/4$ | $(\alpha'' - a'')/4$ | $iS_2$                      |
| $\xi$             | $\xi$             | $\xi$         | $\xi$                        |
| $\xi$             | $\xi$             | $\xi$         | $\xi$                        |

TABLE I. Generators of su(1,1) algebra in some Hermitian and non-Hermitian systems. $a, b$ ($a'(1), b'(1)$) are bosonic annihilation (creation) operators. $R$ is the hyper-radius. $s_0$ is the three-body parameter. $R$ and $\vec{r}$ has the unit of harmonic length $l_0 = \sqrt{\hbar/(M(0)\omega(0))}$. $U$ has unit $\omega(0)$. The two-body interaction satisfies $U(\lambda R) = -U(\vec{r})$ for any $\lambda$. $S_{i=0,1,2}$ are angular momentum operators.
FIG. 2. (a) $S(\delta, \tau_1)$ for trajectories deformed from the shortest path $OPR$. $(\tau_1 = T_1 \delta, \delta = 0)$ corresponds to $OPR$ with a vanishing $S$. Representing results of a particular class of deformed trajectories, $T_1 = 1/\omega_0$, $T_2 = 2/\omega_0$ are used. (b) $PR_1$ and $PR_2$ are the shortest paths from a given initial state at $P$ to a spiral that corresponds to states with different $\varphi$. It takes longer time along any other path such as $PR'$ to access the same $\eta$ and $\varphi - \psi$.

In $O$, the Hamiltonian is chosen as $\hbar \omega_0 (K_0 + K_1)$ and the propagator $U_{OP} = e^{-i(K_0 + K_1) \omega_0 T_1}$ produces a trajectory on the light cone of $O$. The length of OP is thus zero. After reaching a particular point $P$, the Hamiltonian is quenched to $\hbar \omega_0 (K_0 - K_1)$ and the propagator $U_{RP} = e^{-i(K_0 - K_1) \omega_0 T_2}$ in the second step connecting $P$ and $R$ falls on the light cone of $P$. As such, the length in the second step also vanishes. The total length of the shortest trajectory produced by the propagator $U_{rar} = U_{RP} U_{OP}$ is hence zero.

We also consider a deviation of the first step, i.e., $H_1(\delta) = \hbar \omega_0 [(\delta^{-1} - \delta) K_0 + (\delta^{-1} + \delta) K_1]$ for $0 < \tau < \tau_1$. We note that $e^{-iH_1(\delta) \tau/n}$ becomes $U_{OP}$ as $\delta \rightarrow 0$ while keeping $\tau_1 = T_1 \delta$. To reach the target state, the Hamiltonian in the second step is changed to $H_2 = \xi_0 K_0 + \xi_1 K_1 + \xi_2 K_2$ correspondingly for $\tau_1 < \tau < \tau_1 + \tau_2$. To be explicit, $H_2 = -\frac{1}{\tau_2} \log (U_{rar} e^{iH_1(\delta) \tau/n})$. The total proper length $S(\delta, \tau_1) = S_1 + S_2$ can be evaluated (Supplemental Materials). Results depicted in Fig. 2 clearly show that the proper length increases when $\delta \neq 0$ and $\tau_1 \neq T_1 \delta$. We therefore conclude that, for any fixed field strength $\xi$, one can adjust its direction such that the trajectory approaches the shortest path $OPR$ shown in Fig. 1 so as to minimize the time to access the target state at $R$.

Each point $(\eta, \psi, \varphi)$ in an $AdS_{2+1}$ can be uniquely assigned with a wavefunction. For instance, when considering two-mode squeezing, choosing the vacuum as the origin, $(\eta, \psi, \varphi)$ is mapped to the $SU(1,1)$ coherent state [17]

$$|\eta, \varphi, \psi; n_0\rangle = e^{-i(\varphi + \psi)} \cosh^{-1}(n_0) \sum_{n=0}^{\infty} (-i \tanh(\eta) e^{-i(\varphi - \psi)})^n |n\rangle$$

(12)

where $|n\rangle$ denotes a Fock state with $n$ particles in each bosonic mode, $\varphi$ corresponds to the overall phase, $\eta$ determines the average particle number $\bar{n} = 2 \sinh^2(\eta)$, and $\varphi - \psi$ gives rise to the relative phase between different Fock states. Whereas both $\eta$ and $\varphi - \psi$ can be measured in experiments, the overall phase $\varphi$ is more tricky.

Whereas the change of $\varphi$ is measurable, for instance, by coupling the system to an external quantum spin-valve [55–57], it is useful to consider platforms in which states with different $\varphi$ cannot be distinguished in experiments. States with the same $\eta$ and $\varphi - \psi$ but different $\varphi$ correspond to a spiral in $AdS_{2+1}$, as shown in Fig. 2b. When experimentalists could only access $\eta$ and $\varphi - \psi$, it is desirable to seek the shortest time to transport an initial state $P$ to this spiral. Since the spiral and the light cone of $P$ have two intersection points $R_1$ and $R_2$, based on the previous discussions, it takes least time to reach $R_1$ and $R_2$ by using quench dynamics represented by the arrow $PR_1$ or $PR_2$ that lies on the light cone of $P$. If one chooses a different quench dynamics such as $PR'$ that corresponds to a constant $\varphi$, it takes a longer time to reach the spiral and access the same observables $\eta$ and $\varphi - \psi$. Whereas we focus on the generic case with arbitrary initial and final states, it would be interesting to implement our scheme to dynamical phase transitions, where the initial and final states belong to different quantum phases [58], for instance, one in the dynamically stable regime and the other in the unstable regime.

Similar to the conservation of the angular momentum in $SU(2)$, the eigenvalue of the Casimir operator, $C = K_0^2 - K_1^2 - K_2^2$, in $SU(1,1)$ is also conserved. Each $AdS_{2+1}$ emergent from quantum dynamics is characterized by a unique $C$. If we view an $AdS_{2+1}$ as a universe, trajectories corresponding to quantum dynamics induced by $K_{0,1,2}$ are always confined in the same universe. This can be demonstrated using the two-mode squeezing. Any state in a single $AdS_{2+1}$ can be written as

$$|\eta, \varphi, \psi; n_0\rangle = e^{-i(\varphi + \psi)} \cosh^{-1}(n_0) \sum_{n=0}^{\infty} \left(\frac{n + n_0}{n}\right) (-i \tanh(\eta) e^{-i(\varphi - \psi)})^n |n, n + n_0\rangle,$$

(13)

where $n_0$, the difference in the occupation numbers of these two modes, is a quantum number associated with $C$, and relates to the Bargmann index by $n_0 = 2k - 1$. As particles are always created in pairs, one in mode $a$ and the other in mode $b$, $k$ is conserved in quantum dynamics induced by any $H(\tau) = \sum_{i=0,1,2} \xi_i(\tau) K_i$ and

FIG. 3. A schematic of tunnelings between $AdS_{2+1}$ spacetimes.
the trajectory is confined within a single AdS$_{2+1}$. 

Once we add an addition operator $L$ outside the $su(1,1)$ algebra to the Hamiltonian, $SU(1,1)$ symmetry is broken and $k$ is no longer conserved. This enlarges the Hilbert space that is relevant in quantum dynamics. The quantum system is allowed to move along a trajectory passing through different AdS$_{2+1}$. For instance, we consider $L = (a^2b - b^2a)/(2i)$ and the propagators parameterized by $U = e^{-ik_0(\varphi - \psi)}e^{-2ik\eta_1}e^{-il\theta}$. Let the field coupled to $L$ be $B(\tau)$, such that $Y_3 = B(\tau)d\tau/h$, we choose a simple $F = \sqrt{-Y_2^3 + Y_1^2 + Y_2^2 + 4Y_2^2/2}$, and the metric is written as

$$ds^2 = dy^2 - \cosh^2(\eta)d\varphi^2 + \sinh^2(\eta)d\psi^2 + \cosh^2(2\eta)d\theta^2.$$ \hspace{1cm} (14)

Adding $L$ thus has created a higher dimensional spacetime. Whereas a fixed $\theta$ corresponds to a single AdS$_{2+1}$, moving along the $\theta$ direction amounts to tunnelings between different AdS$_{2+1}$ spacetimes. In quantum dynamics, such tunnelings provide a geometric description of the couplings between quantum states with different $C$ and Bargmann index, for instance, different $n_0$ in two-mode squeezing.

In this manuscript, we have used the $SU(1,1)$ group to demonstrate the methodology. Our protocol can be directly applied to any other groups. The Lie algebra underlying the symmetry group allows us to immediately work out the geometry [9–15]. The metric tensor then directly applied to any other groups. The Lie algebra underlying the symmetry group allows us to immediately work out the geometry [9–15]. The metric tensor then allows experimentalists to access a target state within times, which may be difficult to access in gravity, by manipulating quantum dynamics. We hope that our work will stimulate more interest in deep connections between quantum dynamics and geometry.
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Squashed or stretched AdS, AdS black hole and soliton

In the main text, we have been focusing on an isotropic and homogeneous definition of proper length $F$, which corresponds to a constant field strength $\xi = \sqrt{\xi_0^2 - \xi_1^2 - \xi_2^2}$. In certain systems, it might be easier or more difficult to implement some gates than others. It is thus desirable to consider anisotropic definition of proper length, which is also known as anisotropic cost functions [1]. To this end, we first consider a generalized form of the anisotropic cost function $\tilde{F} = \sqrt{-\lambda Y_0^2 + Y_1^2 + Y_2^2}/2$, where $\lambda \neq 1$. Similar to the SU(2) case where such deformation leads to a Berger sphere [1, 2], we obtain a squashed or stretched AdS$_{2+1}$ spacetime along timelike directions,

$$ds^2 = d\eta^2 + \sin^2(\eta)d\psi^2 - \cosh^2(\eta)d\varphi^2 + (1 - \lambda)(\sinh^2(\eta)d\psi + \cosh^2(\eta)d\varphi)^2.$$  \hspace{1cm} (S1)

In addition, it is of interest to explore a non-constant field strength that often leads to exotic physics. For instance, in the SU(2) case, a magnetic field that varies over a sphere gives rise to 't Hooft-Polyakov monopole [3, 4]. Here, a non-constant field and the corresponding inhomogeneous cost function produces intriguing spacetime metrics. We emphasize that, in addition to theoretical interest, it is an important question to consider inhomogeneous cost function, as it may become easier or harder to apply certain gates when the system evolves to a different state [1]. For instance, in a driven BEC, all three components, $\xi = 0, 1, 2$, depend on the condensate density. Whereas the condensate density can be well approximated by a constant at small times, at large times, the occupation at excited states becomes significant such that the condensate density, as well as the field strength $\xi$, cannot be treated as a constant anymore.

As an example, we consider an inhomogeneous cost function, $\tilde{F} = f^{1/2}(\eta, \psi, \varphi)\sqrt{-Y_0^2 + Y_1^2 + Y_2^2}/2$, which corresponds to an isotropic but non-uniform field strength in the parameter space. Using the same method as presented in the main text, we obtain the following metric

$$ds^2 = f(\eta, \psi, \varphi)\left(d\eta^2 - \cosh(\eta)^2d\varphi^2 + \sinh(\eta)^2d\psi^2\right).$$ \hspace{1cm} (S2)

Manipulating $f(\eta, \psi, \varphi)$ provides us with different spacetimes. For instance, when $f(\eta, \psi, \varphi) = (\rho/\zeta_H)^2\sinh^{-2}(\rho/\zeta_H)$, where $\rho(\eta, \psi, \varphi) = (\cosh(\eta)\cos(\varphi) - \sinh(\eta)\sin(\psi))^{-1}$, the spacetime has an event horizon located at $\zeta_H$. This can be seen from a coordinate transformation into the horospheric coordinates, defined as

$$\rho = \frac{1}{\cosh(\eta)\cos(\varphi) - \sinh(\eta)\sin(\psi)}, \quad x = \frac{\sinh(\eta)\cos(\psi)}{\cosh(\eta)\cos(\varphi) - \sinh(\eta)\sin(\psi)}, \quad t = \frac{\cosh(\eta)\sin(\varphi)}{\cosh(\eta)\cos(\varphi) - \sinh(\eta)\sin(\psi)}.$$ \hspace{1cm} (S3)

and the resulted metric reads

$$ds^2 = (1/\zeta_H)^2\sinh^{-2}(\rho/\zeta_H)(-dt^2 + dx^2 + d\rho^2).$$ \hspace{1cm} (S4)

We further consider a coordinate transformation of $\rho$, $z/\zeta_H = \tanh(\rho/\zeta_H)$, such that

$$ds^2 = -\left(\frac{1}{\zeta_H^2} - \frac{1}{\zeta_H^2}\right)dt^2 + \frac{1}{\zeta_H^2(1 - \zeta_H^2/\zeta_H^2)}dz^2 + \left(\frac{1}{\zeta_H^2} - \frac{1}{\zeta_H^2}\right)dx^2.$$ \hspace{1cm} (S5)

$\rho \in (0, \infty)$ is mapped to $z \in (0, \zeta_H)$. When $z = \zeta_H$, the speed of light vanishes as a characteristic feature of event horizon. This metric is related to that of BTZ black hole [5],

$$ds^2 = -\left(\frac{1}{\zeta_H^2} - \frac{1}{\zeta_H^2}\right)dt^2 + \frac{1}{\zeta_H^2(1 - \zeta_H^2/\zeta_H^2)}dz^2 + \frac{1}{\zeta_H^2}dx^2.$$ \hspace{1cm} (S6)

It is apparent that Eq.(S5) and Eq.(S6) become identical when $dx = 0$, i.e., for any fixed $x$. Eq.(S5) is also related to the AdS$_{2+1}$ soliton metric [6],

$$ds^2 = -\frac{1}{\zeta_H^2}dt^2 + \frac{1}{\zeta_H^2(1 - \zeta_H^2/\zeta_H^2)}dz^2 + \left(\frac{1}{\zeta_H^2} - \frac{1}{\zeta_H^2}\right)dx^2.$$ \hspace{1cm} (S7)

Eq.(S7) and Eq.(S5) coincide when $dt = 0$. 




Geodesic equations in $\text{AdS}_{2+1}$ spacetime

The geodesic equation for a metric tensor $g = g_{\mu\nu} dx^\mu dx^\nu$ is written as [7]

$$\frac{d^2 x^\mu}{ds^2} = -\Gamma^\mu_{\nu\lambda} \frac{dx^\nu}{ds} \frac{dx^\lambda}{ds}, \quad (S8)$$

where $\Gamma^\nu_{\mu\lambda}$ are Christoffel symbols. For the metric of $\text{AdS}_{2+1}$ spacetime in coordinate shown in Eq.(6) of the main text, non-vanishing Christoffel symbols read

$$\Gamma^\varphi_{\eta\varphi} = \tanh(\eta), \quad \Gamma^\eta_{\varphi\varphi} = \sinh(\eta) \cosh(\eta), \quad \Gamma^\psi_{\psi\psi} = -\sinh(\eta) \cosh(\eta), \quad \Gamma^\varphi_{\psi\psi} = \coth(\eta). \quad (S9)$$

The geodesic equations are written as

$$\frac{d^2 \varphi}{ds^2} = -2 \tanh(\eta) \frac{d\varphi}{ds} \frac{d\eta}{ds}, \quad (S10)$$

Since $\xi$ is a constant for quench dynamics, we can replace $s$ by $\tau$ in Eq. (S10). Therefore, Eq. (9) of the main text is recovered.

Deviation from the shortest path

We consider a path $OP'R$ where $P'$ is no longer on the light cone. When $P'$ is in the timelike regime, the Hamiltonian is written as

$$H_1 = [(\delta + \delta^{-1}) K_0 - (\delta - \delta^{-1}) K_1] h\omega_0, \quad 0 < \tau < \tau_1,$$

$$H_2 = \frac{i\hbar}{\tau_2} \log(e^{-i(K_0 - K_1)\omega_0 T_2} e^{-i(K_0 + K_1)\omega_0 T_1} e^{iH_1 \tau_1 / \hbar}), \quad \tau_1 < \tau < \tau_2. \quad (S11)$$

For any given $\delta$ and $\tau_1$, an appropriate $H_2$ defined in the above equation can be chosen such that the same target state at $R$ can be accessed at a certain time $\tau_2$. When $\delta$ decreases down to zero, the field strength remains constant. Choosing an appropriate $\tau_1$, $P'$ approaches $P$ and we recover the shortest path in the limit where $\delta \rightarrow 0$.

To compute the proper length $S$, or equivalently, the time spent to reach $R$ from $O$, as a function of $\delta$ and $\tau_1$, the simplest means is to implement the representation using spin-1/2 in a complex magnetic field, as shown in the last row of Table I in the main text. For instance, the propagator along the shortest path can be written as $U_{OP'R} = e^{-i\sigma_+ \omega_0 T_2} e^{-i\sigma_- \omega_0 T_1}$, corresponding to dynamics at the exceptional points in non-Hermitian physics and the trajectory on the light cones in $\text{AdS}_{2+1}$, where $\sigma_\pm = (\sigma_x \pm i\sigma_y)/2$. For generic $\delta$ and $\tau_1$, the analytical expression for the proper length reads

$$S(\delta, \tau_1) / i = \omega_0 \tau_1 + \left| \frac{1}{2i} \log \left( \frac{f(\delta, \tau_1) - \sqrt{f(\delta, \tau_1)^2 - \delta^2}}{f(\delta, \tau_1) + \sqrt{f(\delta, \tau_1)^2 - \delta^2}} \right) \right|, \quad (S12)$$

where $f(\delta, \tau_1) = [(2 - \omega_0^2 T_1 T_2) \delta \cos(\omega_0 \tau_1) + \omega_0 (T_2 + \delta^2 T_1) \sin(\omega_0 \tau_1)] / 2$. When $\delta \neq 0$, $S$ is finite. When $\delta$ decreases down to zero and an appropriate $\tau_1 = T_1 \delta$ is chosen, $S$ approaches zero, as we can see from Eq. (S12) $\lim_{\delta \rightarrow 0} S(\delta, \tau_1 \delta) / i = \lim_{\delta \rightarrow 0} (\omega_0 T_1 + \sqrt{\omega_0^2 T_1^2 T_2^2 / 3}) / \delta + O(\delta^3) = 0$. This is expected as the trajectory approaches the shortest path $OP$.

We also consider that $P'$ falls in the spacelike regime. The Hamiltonian is written as

$$H_1 = [-(\delta - \delta^{-1}) K_0 + (\delta + \delta^{-1}) K_1] h\omega_0, \quad 0 < \tau < \tau_1,$$

$$H_2 = \frac{i\hbar}{\tau_2} \log(e^{-i(K_0 - K_1)\omega_0 T_2} e^{-i(K_0 + K_1)\omega_0 T_1} e^{iH_1 \tau_1 / \hbar}), \quad \tau_1 < \tau < \tau_2. \quad (S13)$$

Its proper length can be obtained by analytically continuing $\delta$ and $\tau_1$ in Eq. S12 to the complex domain,

$$S(i\delta, i\tau_1) = \omega_0 \tau_1 + \left| \frac{1}{2} \log \left( \frac{f(i\delta, i\tau_1) - \sqrt{f(i\delta, i\tau_1)^2 + \delta^2}}{f(i\delta, i\tau_1) + \sqrt{f(i\delta, i\tau_1)^2 + \delta^2}} \right) \right|, \quad (S14)$$
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