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Abstract

Codon usage can provide insights into the nature of the genes in a genome. Genes that are “native” to a genome (have not been recently acquired by horizontal transfer) range in codon usage from a low-bias “typical” usage to a more biased “high-expression” usage characteristic of genes encoding abundant proteins. Genes that differ from these native codon usages are candidates for foreign genes that have been recently acquired by horizontal gene transfer. In this study, we present a method for characterizing the codon usages of native genes—both typical and highly expressed—within a genome. Each gene is evaluated relative to a half line (or axis) in a 59D space of codon usage. The axis begins at the modal codon usage, the usage that matches the largest number of genes in the genome, and it passes through a point representing the codon usage of a set of genes with expression-related bias. A gene whose codon usage matches (does not significantly differ from) a point on this axis is a candidate native gene, and the location of its projection onto the axis provides a general estimate of its expression level. A gene that differs significantly from all points on the axis is a candidate foreign gene. This automated approach offers significant improvements over existing methods. We illustrate this by analyzing the genomes of Pseudomonas aeruginosa PA01 and Bacillus anthracis A0248, which can be difficult to analyze with commonly used methods due to their biased base compositions. Finally, we use this approach to measure the proportion of candidate foreign genes in 923 bacterial and archaeal genomes. The organisms with the most homogeneous genomes (containing the fewest candidate foreign genes) are mostly endosymbionts and parasites, though with exceptions that include Pelagibacter ubique and Beutenbergia cavernae. The organisms with the most heterogeneous genomes (containing the most candidate foreign genes) include members of the genera Bacteroides, Corynebacterium, Desulfoaltera, Neisseria, Xylella, and Thermobaculum.
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Introduction

Most genomes are heterogeneous in codon usage due to the presence of highly expressed genes (encoding abundant protein products) and/or foreign genes (acquired by the genome via horizontal gene transfer) (e.g., Grantham et al. 1981; Médigue et al. 1991). The native genes of a genome span a continuum of codon usages ranging from that of weakly biased “typical” genes (e.g., Grantham, Gautier, and Gouy 1980; Grantham, Gautier, Gouy, Mercier, et al. 1980) to that of highly biased “high-expression” genes (e.g., Post et al. 1979; Grantham et al. 1981; Ikemura 1981a, 1981b; Médigue et al. 1991). This expression-related bias is a characteristic of most genomes, and many methods of codon usage analysis have been devised to characterize genes based on their adherence to this trend (e.g., Bennetzen and Hall 1982; Gribskov et al. 1984; McLachlan et al. 1984; Sharp and Li 1987).

The codon adaptation index (CAI) (Sharp and Li 1987) is the most commonly used method for characterizing the codon usages of genes in a genome. In the CAI, the codon usage of each gene is compared with an “optimal” codon usage, which is inferred from a hand-selected high-expression gene set. The more closely the codon usage of a gene matches this optimal codon usage profile, the higher its CAI value. The appeal of the method is that it is straightforward, and it provides a ranking of genes from those that have the most bias (look most highly expressed) to those that have the least. However, because this characterization is 1D, the method has limited ability to distinguish native genes with low CAI values from foreign genes.

Karlin and Mrázek (2000) devised a method that circumvents this problem. They define the typical codon usage of a genome as the average codon usage of its genes. They also define three categories of high-expression codon usage based on the average usages for each of three sets of genes that include ribosomal proteins, transcriptional and translation processing proteins, and chaperones. If a gene is sufficiently similar to the genome-wide average and sufficiently different from the high-expression usages, then it is called a typical gene. If it is sufficiently similar to two of the three categories of high-expression genes and sufficiently different from the average of the genome, then it...
is called a high-expression gene. All other genes are considered to be foreign. Despite its clear advantage in distinguishing typical and foreign genes, the Karlin and Mrázek method is far less used than the CAI for at least two reasons. First, it provides only a binary estimate of the expression level: low or high. Second, for each genome, the user must identify the genes belonging to each of the three high-expression gene sets prior to the analysis.

In a previous study, we defined the modal codon usage of a genome as the codon usage that matches (is not significantly different from) the largest number of genes (Davis and Olsen 2010). In this study, we describe a method for integrating this with the codon usages of more highly expressed genes. The method defines “native” codon usage as a continuum of potential codon usages that starts at the modal codon usage of the genome and extends through (and beyond) the modal codon usage of a set of (candidate) highly expressed genes. Unlike current methods, the identification of candidate highly expressed genes in a new genome is fully automated and does not rely on genome annotations. The subsequent characterization of each individual gene in the genome is based on whether it is statistically similar to any native codon usage and, if so, which level of expression best matches its codon usage. We describe the method using the well-characterized genome of Escherichia coli K-12 and then apply the analysis to Pseudomonas aeruginosa PAO1 and Bacillus anthracis A0248 to demonstrate its effectiveness in genomes with biased base compositions.

Native Codon Usage

We use the term native codon usage to describe the typical and high-expression codon usages of a genome. These genes range from low to high levels of expression-linked bias. In our 59-dimensional space of codon usage frequencies, we represent native codon usage as a half line beginning at the modal codon usage of the genome (f1) and extending through a point representing a high-expression codon usage (f2). In a parametric representation of this line, which is related to that of Kloster and Tang (2008), we specify the expected codon usage frequencies f(x) as a function of “expression level” x (0 ≤ x ≤ 1) that sets the frequency of codon i in the expected usage (equation 1) and extends through a point representing a high-expression codon usage (equation 2). In a parametric representation of this line, which is related to that of Kloster and Tang (2008), we specify the expected codon usage frequencies f(x) as a function of “expression level” x (0 ≤ x ≤ 1) that sets the frequency of codon i in the expected usage (equation 1) and extends through a point representing a high-expression codon usage (equation 2). In a parametric representation of this line, which is related to that of Kloster and Tang (2008), we specify the expected codon usage frequencies f(x) as a function of “expression level” x (0 ≤ x ≤ 1) that sets the frequency of codon i in the expected usage (equation 1) and extends through a point representing a high-expression codon usage (equation 2). In a parametric representation of this line, which is related to that of Kloster and Tang (2008), we specify the expected codon usage frequencies f(x) as a function of “expression level” x (0 ≤ x ≤ 1) that sets the frequency of codon i in the expected usage (equation 1) and extends through a point representing a high-expression codon usage (equation 2). In a parametric representation of this line, which is related to that of Kloster and Tang (2008), we specify the expected codon usage frequencies f(x) as a function of “expression level” x (0 ≤ x ≤ 1) that sets the frequency of codon i in the expected usage (equation 1) and extends through a point representing a high-expression codon usage (equation 2). In a parametric representation of this line, which is related to that of Kloster and Tang (2008), we specify the expected codon usage frequencies f(x) as a function of “expression level” x (0 ≤ x ≤ 1) that sets the frequency of codon i in the expected usage (equation 1) and extends through a point representing a high-expression codon usage (equation 2).
expected codon frequencies \( f(x) \) from which the gene differs least significantly. Although the mathematical domain of \( x \) includes negative values, we define native codon usages as the values of \( f(x) \) for \( x \geq 0 \). Thus, if the optimal value of \( x \) is negative, the value is reset to 0, and the match to the codon usage frequencies is reevaluated. The genes that do not differ significantly (\( P \geq 0.1 \) or other \( P \) value, when appropriate) from their best matching point on the line are classified as matching native codon usage.

Projecting Highly Expressed Proteins to a New Genome

For a given reference genome (or set of diverse reference genomes), all the "high-expression" protein sequences are included in a perl module (our default organisms for this are *E. coli* K-12 substr. MG1655 and *Methanococcus maripaludis* S2). The module also includes a list of the identifiers of proteins considered to be highly expressed (see Results). Given the coding sequences of a new genome, we seek the orthologs of the reference highly expressed proteins in two steps. First, Tblastn is used to find the best matching gene of each highly expressed protein in the new genome (Altschul et al. 1997). Then, each of these best matches is used as a BlastX query against the full protein set of the reference genome (Altschul et al. 1997). Those cases in which the best match is the same as the original query are bidirectional best hits and likely orthologs. By default, the following constraints are applied to the basic local alignment search tool matches: \( E \) value \( \leq 10^{-5} \), coverage of query and subject sequences \( \geq 70\% \), fraction sequence identity \( \geq 20\% \), and fraction positive-scoring aligned residues \( \geq 30\% \). Because the first search includes only the highly expressed proteins in the reference genome(s), all the resulting bidirectional best hits are candidate highly expressed genes in the new genome. Although bidirectional best hits are an imperfect tool for identifying orthologous genes, the combination of this criterion with \( E \) value, sequence coverage, and sequence similarity tests results in a very clean set of candidate genes (certainly more precise than that defined by annotations). When the analysis is carried out on DNA sequences that do not represent a genome or are a very small fraction of a genome, there will be few if any bidirectional best hits, and the analysis terminates without estimating high-expression codon usage (below).

Inferring High-Expression Codon Usage from Candidate Highly Expressed Genes

Because the goal is to improve the discrimination between the modal usage of the genome and the high-expression codon usage, before calculating the modal codon usage of the candidate highly expressed genes, we identify and remove genes whose codon usage matches (is not significantly different from, \( P \geq 0.1 \)) the modal codon usage of the genome. For the same reason that we use the modal codon usage (rather than the average codon usage) to characterize the typical genes in a genome (\( f_0 \) above), we use the modal codon usage of the candidate highly expressed genes to minimize sensitivity to the outlying genes in estimating high-expression codon usage (\( f_1 \) above). This approach ensures that even if the candidate high-expression gene set is imperfect, there will be minimal influence on the outcome. With these values, we can classify all genes based on their similarity to native codon usage (i.e., native gene vs. foreign gene) and their \( x \) position (expression level) along the axis from typical to high expression.

Iterative Refinement of Candidate Highly Expressed Genes

Because the estimation of high-expression codon usage is based on a (potentially small) fraction of the genes that are highly expressed in a given genome, we are interested in the behavior of iterative approaches to refining the estimate. In outline, we find the modal codon usage of the candidate high-expression genes (above) at a relaxed \( E \) value (\( P \geq 0.05 \)). The idea is that if the original estimate of high-expression genes is slightly in error, the new estimate may draw in genes that had been previously missed. This new set of genes is then filtered for those whose \( x \) value is \( \geq 0.5 \). That is, we screen for genes that are closer to the current high-expression estimate than to the modal codon usage of the genome. Finally, the list of candidate genes is limited to 10% of the total number of genes in the genome being evaluated, sorted from highest to lowest value of \( x \). These last two filters are both based on the value of \( x \) (the first on the absolute value, and the latter on the relative rank), so in any given case, only one of them can be limiting. The resulting set becomes the new candidate highly expressed genes for the next estimate of high-expression codon usage.

This approach works well for most genomes, but if a genome has little or no expression-related codon bias, then the candidate highly expressed genes will also match to the overall genomic (modal) codon usage. Given the candidate highly expressed genes from a genome, three situations are distinguished and handled differently. First, if there are <20 candidate highly expressed genes, the analysis terminates without an estimate of high-expression codon usage. Generally, this only occurs when the data being analyzed are not a complete archaeal or bacterial genome. Second, when the candidate highly expressed genes are compared with the modal codon usage, if \( \geq 20\% \) of them differ significantly from the genome modal usage and the number of these differing genes is \( \geq 20 \), then the high-expression codon usage estimate is the modal usage of the candidates that differ from the genome mode. Finally, if <20% of the candidates (or <20 genes) differ significantly from the mode, it is concluded that there is little or no high-expression bias, so the modal codon usage of all candidates is reported as the high-expression usage, and the analysis terminates.

If the number of original high-expression candidate genes declines between iterations by more than 20%, the iteration is cancelled, and the original high-expression mode is used to define the axis. Here, the rationale is that
the high-expression genes were either too weakly biased or their numbers were too small to prevent the axis from drifting away from the genes with expression-related codon usage. These iterations end after a specified number of cycles (the default is 2).

Factorial Correspondence Analysis
Factorial correspondence analysis (FCA) of the codon usages of all the genes in a genome was analyzed using the CODONW program (Pedersen 1999). In all illustrations, the projection shown is that defined by the first two axes.

Software Options
The software that was developed in this study has several user-defined options. For example, it is possible to seed the search for high-expression genes by using a user-defined high-expression gene set. It is also possible to dictate the chi-square $P$-value cutoff for genes matching (or not matching) the axis. As noted above, it is also possible to limit the precision with which long genes must match an expected codon usage by modifying the calculation of the chi-square $P$ value for genes longer than a user-defined threshold (see also Davis and Olsen 2010). Additional options are described in the readme files of the distribution (supplementary material, Supplementary Material online).

Software Availability
Our method for assessing the native codon usage of a genome is implemented in the program native_codon_usage. This and other programs used to perform this work are written in perl and C. Several of the analysis steps utilize multiple processors, if available. They have been tested on PPC and i386 Macintosh computers, under OS X 10.4 and 10.5, but should work in any Unix environment. They require that the formatdb and blastall (Altschul et al. 1997) programs be installed. The versions of our programs that were current at the time of submission are deposited as supplemental information on the journal World Wide Web site, and current versions are available through links at http://www.life.illinois.edu/gary/programs.html (Supplementary Material online).

Results and Discussion

Our Concept of Native Codon Usage and the Algorithm for Finding It
We have previously described our concept of modal codon usage as the codon usage that represents that largest number of genes in a genome (Davis and Olsen 2010). In many genomes, genes for abundant proteins (high-expression genes) have a distinct codon usage. In practice, there is a continuum of genes with codon usages ranging from typical to the most highly expressed. We model this by a half line (or axis) in a 59-dimensional codon usage space (Materials and Methods). The line begins at the modal codon usage, and it extends through the codon usage of a set of highly expressed genes. Due to the mathematical properties of codon usage, we use a parametric representation of the line, similar to that of Kloster and Tang (2008) (Materials and Methods), so the line is not straight. Thus, we define a function $f(x)$ whose value is the expected codon usage at position $x$ along the axis. The function is defined so that $x = 0$ at the beginning of the half line [thus, $f(0)$ is the modal codon usage] and $x = 1$ at the codon usage of the set of highly expressed genes.

Given this framework, for each gene, we ask which position along the axis (at which value of $x$, constrained to $x \geq 0$) does the expected codon usage best match (least significantly differ from) the codon usage of the gene. If the gene is not significantly different from the codon usage at that $x$ value, we say it matches the native codon usage, and the value of $x$ provides a measure of how much it looks like a highly expressed gene. If the gene is significantly different from all codon usages along the axis, then it is a candidate for a foreign gene.

In general, the procedure we use for inferring the native codon usages of a genome can be summarized as follows: 1) find the modal codon usage of the genes in the genome; 2) identify a set of candidate highly expressed genes by finding the bidirectional best hits to highly expressed proteins from one or more reference genomes; 3) remove from the candidate high-expression genes, those that are too similar to the genome mode, and find the modal usage of the remaining genes; 4) terminate if a stopping condition has been reached; and 5) otherwise, produce a new set of candidate highly expressed genes and go back to step 3. Calculation of the modal codon usage has been described previously (Davis and Olsen 2010). The identification and refinement of candidate highly expressed genes are covered in more detail in the following sections.

Defining a Set of Highly Expressed Genes in E. coli K-12
Our overall strategy for analyzing a new genome includes the projection (by bidirectional best hits) of highly expressed genes from a reference genome to the new genome. Because it is so well characterized, we started with E. coli as the default reference. The ribosomal protein genes provide good examples of high-expression codon usage in E. coli and are among the genes most commonly used for representing high expression in current methodologies (e.g., Sharp and Li 1987; Karlin and Mrázek 2000). However, ribosomal proteins tend to be small (hence, they provide a noisy sample of codon usage) and are limited in number. In table 1, we consider several alternative gene sets for representing the codon usage of highly expressed genes. In each case, we use the gene set to provide an estimate of a high-expression codon usage and use this along with the genomic modal codon usage to define a native codon usage axis. In each case, we report the total number of genes matching the corresponding axis (limited to $x \geq 0$). The number of matching genes ranges from 2,402 to 2,565. Encouragingly, 2,306 of the matching genes are common to all
Table 1. Iterative Development of a High-Expression Gene Set in E. coli K-12.

| Iterations | Number of genes | Matching genes | Genes in any set (union) | Genes in at least three of five sets | Genes in all sets (intersection) |
|-----------|-----------------|---------------|--------------------------|-------------------------------------|---------------------------------|
| 1         | 55              | 2,402         | 2,655                    | 2,479                               | 2,306                           |
| 2         | 55              | 2,476         | 2,658                    | 2,562                               | 2,479                           |
| 3         | 27              | 2,512         | 2,639                    | 2,584                               | 2,477                           |
|           | 22              | 2,565         |                         | 2,599                               | 2,533                           |
|           | 1               | 2,436         | 2,597                    |                                     | 2,600                           |

Comparison of matching gene sets:
- Genes in any set (union): 658, 499, 469, 444
- Genes in at least three of five sets: 394, 416, 414, 417
- Genes in all sets (intersection): 225, 327, 362, 381

Comparison of 415 matching genes with highest x value:
- Genes in any set (union): 2,306, 2,479, 2,533, 2,584
- Genes in at least three of five sets: 2,477, 2,586, 2,599
- Genes in all sets (intersection): 2,306, 2,477, 2,533, 2,586

*a* Genes matching the axis that intersects the mode of the genome and the original high-expression codon usage from the first column. Genes that do not match the mode and have negative x values are excluded.

*b* Genes used to define optimal codons in CAI analysis (Sharp and Li 1986).

*c* Generated by combining the native genes in each column.

*d* Top 10% of the genes in the genome (415 genes) with highest x values for each column.

We were interested in exploring strategies that might converge upon a common estimate, in spite of the diverse starting points. The basic strategy was an iterative refinement procedure. The idea was to generate a new set of candidate high-expression genes that are close to the current axis and then take the modal codon usage of these. We first selected the set of genes that match the axis at a reduced stringency, \( P \geq 0.05 \) (rather than our usual \( P \geq 0.1 \)). This allows us to gather additional highly expressed genes that we may have missed in our previous estimate. We then reduced this to the 415 genes (10% of the genome) with the highest x values. We use the modal codon usage of this set as our new representation of highly expressed genes, thereby reorienting our native codon usage axis. In the case of the E. coli genome, this increases the number of matching genes and makes the matching gene sets more uniform between alternative starting points. After three iterations, the native gene sets are nearly identical—between 2,588 and 2,600 genes match the native set in each case, and 2,563 of these genes are held in common in all five sets (table 1, last column). After the third iteration, 381 (of 415) of the highest expression genes are shared among all five sets. These results suggest that in an organism with a large amount of expression-linked codon bias, our approach to refining the estimate of high-expression codon bias is robust.

This analysis indicates that that ~2,600 E. coli K-12 genes (63% of the genes in the genome) have a native codon usage, and ~1,549 genes (37% of the genes in the genome) have a foreign codon usage. These data closely correspond with recent large-scale comparative analyses of E. coli genomes that estimate the core E. coli genome size to be approximately 2,200–2,900 genes (Fukiya et al. 2004; Chen et al. 2006; Rasko et al. 2008). The net result of this analysis is shown in figure 1. The figure displays all the genes in the E. coli K-12 genome separated by their positions on the first two axes of a FCA plot of relative codon usage (Materials and Methods). Each gene that matches the native codon usage axis is assigned a color of the visible spectrum according to the position at which it projects on the native codon usage axis, from violet (\( x = 0 \)) to red (\( x > 1 \)). Genes that do not match the native codon usage are colored light gray. The figure clearly distinguishes the major features previously noted in similar analyses of E. coli codon usage (Médigue et al. 1991; Badger 1999): a “rabbit’s head” shape with the head representing typical native genes (green through violet), an ear composed primarily of highly expressed genes (orange and red), and an ear composed of foreign genes (gray). For each gene, the axis position and \( P \) value of its match to the axis are reported in supplementary table S1 (Supplementary Material online).

Characterizing Native Codon Usage in Other Organisms

The above results indicate that we have a robust and relatively impartial method for selecting a native gene set in E. coli and assessing the expected expression level. We want to expand this analysis to study other genomes. The first step, using modal codon usage to represent the typical genes, is straightforward. The second step, picking candidate genes to represent high-expression codon usage, is more subtle. Previous studies have done so on the basis of annotation (e.g., Sharp and Li 1987; Karlin and Mrázek 2000). This relies upon having a list of protein names.
process converges on a common set of genes in spite of age is sufficiently distinct from that of other genes that the recognize those genomes in which the high-expression us-
mate of high-expression codon usage. To do this, we must we explored the utility of iterative refinement of the esti-
merence for all bacterial genomes that we have tested. We
not shown). Our default reference "genome" is a concate-
erence for all archaeal genomes that we have tested (data
analyzing these genes for codon usage. We bypass all the
annotation-based steps. Instead, we use sequence similarity
searches (bidirectional best hits) between the high-expres-
sion genes of a reference genome(s) and the genome of
searches (bidirectional best hits) between the high-expres-
sion orthologs is used as our initial estimate of high-
expression genes in a genome (Carbone et al. 2003; Puigbo
example of this effect comes from studies of P. aeruginosa,
which has a genomic G + C content of 66% (Gupta and
Grocock and Sharp (2002) observed that P. aeruginosa genes separate on the first axis of the corre-
spondence analysis plot by G + C content and on the sec-
ond axis by expression bias. In figure 2A, we see that the P. aeruginosa genes with E. coli orthologs are distributed
along the second axis and that second axis position is well
related with the position of the corresponding E. coli
gene axis position, as reflected in gene colors (e.g., red genes
group with red, orange with orange, etc.). This is true even
though the high-expression codons differ between E. coli
and P. aeruginosa.

Next, we calculate the P. aeruginosa native codon usage
axis by finding the modal codon usage of the genome, find-
ing the mode of the genes that are orthologous to the E. coli
highly expressed genes, and iteratively refining the high-
expression estimate. After two iterations, very little change
is observed in the number of genes matching the axis. Over-
all, 4,178 genes (75% of the genes in the genome) match the
native codon usage axis and 1,388 genes (25% of the genes
in the genome) do not. Data on each gene are presented in
supplementary table S2 (Supplementary Material online).
Unlike our results with E. coli, the number of candidate na-
tive genes is smaller than the reported core genome of P. aeruginosa genes, which is said to be 85–90% of the genes
in the genome (Nelson et al. 2002; Lee et al. 2006). However,
it is difficult to correlate data from comparative studies
with this type of codon usage analysis because the diver-
gence between (and hence diversity of) the strains of a spe-
cies is not consistent across taxa. The results of this analysis

![FCA plot of E. coli K-12.](image-url)
are shown on a correspondence analysis plot by coloring the genes that match the axis by their axis position and showing those that do not match the axis in gray (fig. 2B). A continuum of genes is observed, and very few low G\textsubscript{+}C genes in the extreme right end of the first axis of the FCA plot match the native codon usage axis. The most highly expressed genes appear in a hook-shaped pattern—a consequence of the nonlinear response in codon usages and the projection used in FCA. As expected, we are able to accommodate the high G\textsubscript{+}C content of P. aeruginosa that has confounded CAI-based methods (e.g., Sharp and Li 1987; Carbone et al. 2003).

As a final example, we apply our analysis to B. anthracis A0248. Bacillus anthracis has an A\textsubscript{+}T-rich genome (65% A\textsubscript{+}T), and has relatively little codon usage variation between genes (as exhibited by its amorphous correspondence analysis pattern). Most of the genes that are orthologs between B. anthracis and our E. coli reference genome are classified as highly expressed genes in E. coli (red through yellow plot symbols in fig. 3A), and most

---

**Fig. 2.** FCA plot of P. aeruginosa PAO1. (A) Genes that are orthologous to those in E. coli K-12 are colored based upon E. coli axis position (x value) from figure 1. The nonorthologous genes are colored gray. (B) Genes are colored according to P. aeruginosa axis position (x value) based on the colors of the visible spectrum, with red genes having the highest expression-related codon usage bias and violet genes having the least. Genes that differ significantly from all points on the native codon usage axis (likely to be foreign) are colored gray. In both panels, gray genes are drawn behind the colored genes. Genes in the right portion of the first axis have low G\textsubscript{+}C contents (see also Grocock and Sharp 2002).

---

**Fig. 3.** FCA plot of B. anthracis A0248. (A) Genes that are orthologous to those in E. coli K-12 are colored based upon E. coli axis position (x value) from figure 1. (B) Genes are colored based upon B. anthracis axis position (x value) based on the colors of the visible spectrum, with red genes having the highest expression-related codon usage bias and violet genes having the least. Genes that differ significantly from all points on the native codon usage axis (likely to be foreign) are colored gray. In both panels, gray genes are drawn behind the colored genes. Each gene’s position along the first axis of the plot also roughly corresponds with its G\textsubscript{+}C content (from left to right: low G\textsubscript{+}C to high G\textsubscript{+}C).
of these are clearly displaced to the right relative to the major codon usage cluster. Thus, we see the broad phylogenetic conservation of our candidate highly expressed genes and that presumably because they retain the property of being highly expressed, most remain distinctive in codon usage even though the codons usages responsible for the distinction are wildly different in *E. coli* and *B. anthracis*.

As in the *P. aeruginosa* example, we next calculate the *B. anthracis* native codon usage axis and compare each gene with that axis (supplementary table S3, Supplementary Material online). In figure 3B, we show each gene colored by its position along the expression axis or in gray for those that do not match the axis. Overall, 3,788 (72%) of the (candidate native) genes in the genome match the axis, meaning that 1,409 (28%) of the (candidate foreign) genes in the figure do not. These are colored gray. Several of the genes that fail to match are obviously native genes (supplementary table S3, Supplementary Material online). With the *P*-value threshold of 0.1, we expect a 10% false negative rate, but this still leaves about 20% of the genes in the genome as nonnative. However, unlike the FCA plots of *E. coli* and *P. aeruginosa*, there is no obvious clustering of foreign genes in the FCA plot for *B. anthracis*. As with *P. aeruginosa*, it is difficult to correlate the number of candidate native genes from this analysis with the number of core *B. anthracis* genes. However, this small fraction of candidate foreign genes observed in *B. anthracis* is consistent with pan-genome studies of *B. anthracis* and its relatives (Tettelin et al. 2005; Nelson et al. 2010) in which a relatively small number of novel genes were discovered with each newly sequenced strain. Even though *B. anthracis* has a biased base composition and its foreign genes do not share a distinct codon usage, this method is effective for characterizing the genes in this genome.

**Genomes With Very Little Expression-Related Codon Usage Bias**

The method presented accurately detects and characterizes the native (typical and high expression) codon usages in genomes with sufficient expression-related bias. However, some genomes, particularly those of endosymbionts and parasites, are nearly uniform in codon usage (e.g., Andersson and Sharp 1996; Wernegreen and Moran 1999; Herbeck et al. 2003; Rispe et al. 2004; Banerjee and Ghosh 2006). We have assessed the relative magnitude of expression-related bias for 923 “effectively complete” bacterial and archaeal genomes from the SEED database (Overbeek et al. 2005) by computing the distance (Davis and Olsen 2010) between the modal codon usage of the genome and that of the candidate high-expression gene set. In all cases, the high-expression set was more distant from the genome modal usage than was the average distance to randomly chosen gene sets (equal in size to the high-expression set). For 881 of the 923 genomes (>95%), the distance to the high-expression gene mode was greater than that of the random set by ≥2 standard deviations of the sampling variation.

Although this suggests that nearly all genomes have significant expression-related codon bias (see also Kloster and Tang 2008), the magnitude is often too small to reliably assess the status of individual genes; that is, there is a large overlap in the codons usages of the more highly expressed genes and the typical genes. If all gene codon usages in a genome were random samples of a uniform underlying codon usage, 7–10% of the genes are expected to not match the modal usage (Davis and Olsen 2010). Based on this, the default behavior of our program differs depending on the fraction of candidate high-expression genes matching the mode (Materials and Methods). If >20% of the candidates do not match the mode, then this subset is used to estimate high-expression usage. If ≥80% match the mode, then the genome is judged to have too little bias for reliable gene-by-gene assessment, and all of the candidates are used to make a zeroth-order estimate of the high-expression usage.

**Native Codon Usage in Eukaryotes**

Many eukaryotes have been documented to have expression-related codon usage bias (e.g., Bennetzen and Hall 1982; Shields et al. 1988; Sharp and Devine 1989; Sharp and Cowe 1991; Duret and Mouchiroud 1999; Kanaya et al. 2001; Hiraoka et al. 2009). However, there are potential pitfalls for automated codon usage analysis in eukaryotes. For instance, eukaryotic genomes often encode multiple copies of the same genes as well as multiple protein isoforms, which may influence the outcome of an automated analysis. In higher level eukaryotes, codon usage can be related to isochore base composition (and codon usage) rather than gene expression (Bernardi et al. 1985; Bernardi 1989). Codon usage can also be influenced by CpG methylation (Bernardi et al. 1985; Bernardi 1989), tissue-specific gene expression (Plotkin et al. 2004; Sémon et al. 2006), and intragenic variations relating to translational efficiency (Tuller et al. 2010).

Although these factors may complicate our approach, we attempted a codon usage analysis of several eukaryotic genomes to assess the utility of this algorithm for studying eukaryotes. We started by creating a eukaryotic high-expression reference gene set from the *Schizosaccharomyces pombe* genome. We seeded the search for *S. pombe* high-expression genes by using the *S. pombe* ribosomal proteins, which have been recently shown to have codon usage bias directly related to gene expression in microarray data (Hiraoka et al. 2009). We were able to compute a native codon usage axis in this organism, and we used the top 10% of the *S. pombe* genes with the highest x values as our reference gene set to search for native codon usage in other organisms (as above). Due to the longer gene lengths found in eukaryotes, which may cause a given gene to fail the chi-square test, we also limited the observed codon usage in the chi-square tests to 300 codons.

We were able to generate a native codon usage axis for the genomes of *Caenorhabditis elegans*, *Dictyostelium discoideum*, *Drosophila melanogaster*, and *Saccharomyces cerevisiae*. Consistent with our observations above, biased
base composition does not appear to have a strong influence on this measure because the *D. discoideum* genome is extremely biased (27% G + C in protein-encoding genes). When we analyzed *Arabidopsis thaliana*, the software reverted to the zeroth-order high-expression estimate because the axis drifted away from the high-expression genes (see above), indicating a considerable amount of codon usage homogeneity between *A. thaliana* genes. Finally, in the case of the *Oryza sativa* genome, iterations for improving the native codon usage axis also failed. However, unlike *A. thaliana*, which failed due to homogeneity, the analysis of *O. sativa* may have failed because the genes of the *O. sativa* genome form a bimodal distribution based on codon usage (Wang and Hickey 2007).

In summary, this method of codon usage analysis is useful for studying eukaryotes with distinct expression-related codon usage bias but may require careful scrutiny in organisms with more complex genomes. Because horizontal gene transfer can be more restricted in eukaryotes, our designation of the genes not matching the axis as being “foreign” may also require additional scrutiny.

The Proportion of Foreign Genes in Bacterial and Archaeal Genomes

One of the main goals of this study was to create an automated framework for characterizing horizontal gene transfer, particularly in cases where close relatives are not sequenced, or for when potentially foreign genes lack the homologs necessary for sequence comparisons. Because our characterization of native genes is automated, it is possible to efficiently perform a large-scale assessment of foreign gene content over many genomes. We measured the nonnative gene content of 923 bacterial and archaeal genomes from the SEED database (Overbeek et al. 2005). In table 2, we report the genomes with the lowest and highest fraction of nonnative genes (P ≥ 0.1, which is consistent with the other analyses in this work).

The most homogeneous genomes, with the smallest fraction of foreign genes, are very well characterized (e.g., Andersson and Sharp 1996; Wernegreen and Moran 1999; Herbeck et al. 2003; Rispe et al. 2004). In most cases, these are endosymbionts and parasites. They have been historically easy to identify because they usually live in isolation with limited access to foreign genes, and their genomes are usually reduced and have extreme base compositions (and thus limited codon usage variation between genes). Our results recapitulate these previous studies (table 2, top). The genome of the *Wigglesworthia glossinidia*, an endosymbiont of *Glossina brevipalpis*, is the most homogenous observed. Only 4% of the genes in this genome have a foreign codon usage, which is even less than random expectation for a homogeneous genome. All the other homogeneous genomes reported in table 2 are either endosymbionts or parasites with the exceptions of the free-living *Pelagibacter ubique*, a marine bacterium that has one of the most streamlined genomes for any free-living organism (Giovannoni et al. 2005), and the free-living cave isolate *Beutenbergia cavernae* (Groth et al. 1999). The high degree of homogeneity in the *B. cavernae* genome is somewhat surprising due to its large size (4,278 protein-encoding genes); however, the genome has an extremely biased base composition (73% G + C for protein-encoding genes), which is consistent with extreme base composition being a hallmark of homogeneous genomes.

Unlike the most homogeneous genomes, the organisms with the most heterogeneous genomes (having the largest fraction of foreign genes) are not well characterized. They are typically free living, and their genomic base compositions tend to be moderate. Many previous studies have searched genomes for genes with aberrant base compositions and codon usages (e.g., Médiq et al. 1991; Lawrence and Ochman 1997; Daubin and Ochman 2004); however, the vast majority of the studies of this kind have focused on individual genomes. For this reason, the current analysis may provide broader insights in this area.

The most heterogeneous genome observed was that of *Bacteroides vulgatus*, with 65% of the genes in the genome having a nonnative codon usage (table 2, bottom). Other heterogeneous genomes include members of the genera *Corynebacterium*, *Desulfovirga*, *Neisseria*, *Xylella*, and *Thermobaculum*. The base compositions of these genomes are moderate (43–55% G + C in protein-encoding genes). Surprisingly, the genome sizes of the most heterogeneous genomes are also moderate, ranging from 2,023 to 4,832 genes. Because all replicons were considered in this analysis, it is tempting to attribute genomic heterogeneity to the

---

**Table 2. Percentage of Candidate Foreign Genes in Each Genome for the Ten Bacterial and Archaeal Species With the Most and Least Homogeneous Genomes**

| Organism                          | CDS | %G+C | % Foreign |
|----------------------------------|-----|------|----------|
| **Most homogeneous**              |     |      |          |
| Wigglesworthia glossinidia        | 639 | 23.6 | 3.8      |
| Borrelia turicatae 91E135         | 838 | 29.4 | 7.8      |
| B. garinii Pbi                    | 933 | 28.5 | 7.8      |
| B. hermsii DAH                    | 855 | 30.1 | 8.3      |
| Blochmannia floridanus            | 584 | 28.9 | 8.6      |
| Buchnera aphidicola str. 5A       | 591 | 27.3 | 8.8      |
| Nanoarchaeum equitans Kin4-M      | 543 | 31.2 | 10.1     |
| Pelagibacter ubique HTCC1062      | 1,355 | 29.8 | 10.3     |
| Beutenbergia cavernae DSM 12333   | 4,278 | 73.2 | 10.5     |
| Rickettsia rickettsii             | 1,292 | 32.9 | 11.0     |
| **Least homogeneous**             |     |      |          |
| Bacteroides vulgatus ATCC 8482    | 3,900 | 43.2 | 65.0     |
| Ba. thetaiotaomicron VPI-5482     | 6,832 | 43.9 | 64.5     |
| Ba. fragilis ATCC 25285           | 4,233 | 44.1 | 64.1     |
| Corynebacterium diphtheriae       |     |      |          |
| NCTC 13129                       | 2,343 | 54.1 | 61.6     |
| Desulfotalea psychrophila LSv54   | 3,240 | 47.5 | 59.1     |
| Neisseria meningitidis MC58       | 2,243 | 52.9 | 58.9     |
| C. glutamicum ATCC 13032          | 2,994 | 54.8 | 57.5     |
| Xylella fastidiosa 9aSc            | 2,917 | 53.8 | 54.9     |
| N. gonorrhoae FA 1090             | 2,023 | 54.0 | 53.8     |
| Thermobaculum terrenum ATCC 798   | 3,048 | 53.8 | 52.4     |

* When multiple strains of a species are available, only the most extreme is included.
* Number of coding sequences in the genome (all replicons combined).
* In coding sequences.
existence of extrachromosomal elements; however, five of the heterogeneous genomes in Table 2 do not contain a plasmid or secondary chromosome. Clearly, horizontal gene transfer is strongly contributing to the evolution of these genomes.

Codon usage homogeneity is not always constant within a phylogenetic group. In one interesting example, Prochlorococcus marinus str. MIT 9301 and Pr. marinus subsp. pastoris, are free-living organisms with very homogeneous genomes (only 11% of the genes in these genomes do not match native codon usage), whereas Pr. marinus MIT 9313 has one of the least homogeneous genomes with 44% of the genes in this genome differing from native codon usage.

Conclusion

In this study, we have provided a robust automated method for characterizing the native codon usages of a genome. In defining the CAI, Sharp and Li (1987) provided a continuous measure of how optimal (or fully adapted) the codon usage of a gene is to an ideal for highly expressed genes in the given genome. In place of this match to an ideal codon usage, we use the projected position of each gene along an axis of native codon usage, which is a half line starting at “typical usage” and extending through a codon usage representing highly expressed genes. The concept of an axis is implicit in the method of Karlin and Mrázek (2000) in that they represent high-expression usage by three separate point estimates, whereas using the average codon usage to represent “typical” genes. Yet in the end, they classify genes into three categories (highly expressed, typical native, and if neither of these, then foreign), without providing an estimate of relative expression levels of the various high-expression genes. In addition, their analysis is based on a distance measure rather than a statistical assessment of the fit of a gene to an expected codon usage, which forced them to limit their analyses to genes greater than an arbitrary minimum length. A final way in which our method differs from all others is the convenience of a fully automated identification of candidate high-expression genes, entirely bypassing the use of annotations. In addition to being simpler, this eliminates common errors in gene annotation and the subjective interpretation of the annotations.

Supplementary Material

Supplementary tables S1, S2, and S3, supplementary material; codon_usage_software.tgz (the software for computing the native codon usage axis); and Davis_and_Olsen_example.tgz (a sample analysis) are available at Molecular Biology and Evolution online (http://www.mbe.oxfordjournals.org/), and current versions are available through links at http://www.life.illinois.edu/gary/programs.html.
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