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1. Introduction

Antenna arrays, in which the distribution of radiating elements is over a spherical surface, remain the answer to the isotropic requirements [1]. Spherical antenna arrays (SAA) have the capability of receiving electromagnetic (EM) wave with equal strength regardless of the polarization and the direction-of-arrival (DoA). To take advantage of the highest degree of freedom, the antenna array under consideration must have the ability to determine the DoA and polarization of an incoming EM wave, impinging from all directions on the unit sphere. Although previous theoretical description has been given on SAA [2–6], more in-depth and precise description of the EM characteristics of the SAA remains an open challenge.

Multiple EM signal localization within the proximity of antenna array has been dealt with in the literature. Most works considered the sources that are in far-field (FF) of the array [8–10]. However, this paper focuses on sources that are in the near-field (NF) of SAA; in this case, it will be possible to estimate DoA and range of the source. This has not been considered in the previous works. Apart from EM systems, NF localization also applies to various areas such as sonar systems, seismic exploration, and microphone arrays. In this paper, EM systems utilizing SAA (as shown in Figure 1) [7] are considered. Spherical harmonics (SH)
decomposition can be employed in the representation of reflected signals based on the coefficients, reflector locations, and mode strength matrix [11]. Radial filters have been adopted for the separation of sources, which are situated at various ranges from the system. Some algorithms have also been developed for radial filters [11, 12] and NF beamforming [13, 14] in the SH domain. However, each of the algorithms requires prior knowledge of the DoA and range of the NF source. The NF source localization of signals has hitherto not been effectively investigated using SAA in a harsh environment. Therefore, presenting an NF range and DoA estimation technique using the direction-independent and signal invariant SH features towards NF localization of EM signals using SAA becomes crucial.

Recently, Wu and Yan [15] presented a 3-dimensional far-field and near-field source localization via cross array. The method is applicable to different symmetric cross array and disallowed aperture loss. In [16], Shu et al. employed a spatially spread vector sensor to localize 3-D near-field source. This method is applicable to non-free-space propagation models at arbitrarily unknown path-loss exponent and offers an enhanced performance estimation because of the inherent extension of the vector sensor’s spatial aperture in spread structure. A mixed near-field and far-field using discrete Fourier transform and orthogonal matching pursuit was used to achieve a low complex localization method [10]. This method shows robustness at low SNR and does not demand any matrix decomposition. Furthermore, a one-snapshot mixed far-field and near-field localization algorithm based on discrete fractional Fourier transform is developed [17, 18]. This method simultaneously estimates and classifies mixed sources. Moreover, Kuznetsov et al. [19] performed an autocorrelation analysis and near-field localization of the radiating sources with cyclostationary properties. An autocorrelation analysis procedure for the characterization of radiated emissions from multifunctional digital electric devices in the reactive near-field region is presented and takes advantage of spatial-time localization of transmission line [19].

Furthermore, Wu and Yan [20] proposed a gridless mixed-source localization method using a low-rank matrix reconstruction. A Vandermonde structure was established for the estimation of DoA and range via the fourth-order cumulants for the development of two spatial matrices that only relate to range and DoA. This approach needs no discretization of range nor the angle regions [20]. Also, an improved near-field multiple signal classification method has been proposed in [21] for DoA estimation accuracy improvement at low SNR. The method improves accuracy by 2 degrees at that low SNR. He et al. [22] proposed a cumulant-based method for multiple near-field source localizations using an exact source-sensor spatial geometry. Here, there is no Fresnel approximation of spatial phase-delay and nonconsideration of propagation attenuation made; i.e., no simplification is made. The algorithm is noniterative, simple, and search-free; it accommodates all arbitrarily unknown propagation loss. In the same vein, Ma et al. [23] investigated the challenge of mixed far-field and near-field source localization by linear electromagnetic-vector-sensor array with phase/gain uncertainties. The estimates are able to generate the unknown gain or phase errors. This technique requires no spectral search and no restriction imposed on the electromagnetic vector sensors placement and realization of more reasonable signal type classification. Linear tripole array [24] and exact spatial propagation geometry [25] concepts have also been used for the realization of mixed near-field and far-field source localization. Moreover, near-field source localization has been dealt with in different angles using source non-circularity and based on the virtual ESPRIT idea [26], symmetric subarrays [27], two-level nested arrays [28], and subspace [29]. However, no attention has been paid to near-field source localization in spherical domain using antenna array.

There are existing methods reported in the literature for the estimation of DoA such as estimation of subspace rotational in variance technology (ESPRIT) algorithm, multiple signal classification (MUSIC), MUSIC group delay [11, 18, 19], the steered response power with phase transform (SRP-PHAT) [30–35], generalized cross-correlation (GCC) [36], adaptive eigenvalue decomposition [37], one-dimensional MUSIC [38], and order aware method [39]. MUSIC has been applied to the SH structure in NF (MUSIC-SH) [33, 40–42]. Because MUSIC-SH is sensitive to distortion in multipath, Nakamura [43] developed another technique named direct-path dominance (DPD). In NF, mode strengths depend on source range that is not a priori known. As such, DPD is only conducted in the dimension of time, and because of this, MUSIC-SH-DPD requires higher frames [43]. In the application of NF frequency smoothing, normalizing a source that is range dependent is needed. The other DoA estimation method formulated in the SH domain is the minimum variance distortionless response [44].

Some works on NF localization have been presented in the literature. He et al. [45] addressed the problem of partial NF EM source localization using an array of cross-dipole. An algorithm that is based on maximum likelihood was developed for the estimation of range and angle parameters.
The search over the polarization parameters is not required in the algorithm [45]. Guzey et al. [46] presented the localization of NF radio-controlled devices under a multipath environment using a uniform linear array (ULA). The authors developed a smooth 2-D MUSIC NF localization framework for radio control devices in a multipath fading event. The performance evaluation of symmetric subarray-based NF localization and 2-D MUSIC was compared with the developed smooth 2-D MUSIC framework [46]. Recently, Zheng et al. [47] proposed a source localization framework for mixed NF and FF sources using symmetric double nested antenna arrays. In FF sources, the DoAs are estimated using 1-D MUSIC, and the NF part was extracted from the FF using the oblique projection method. In the end, the range estimates of NF sources were obtained from the NF DoA estimates using 1-D peak searching method. The developed algorithm used the large coarray aperture to enhance the localization performance and capable of accurately differentiating the kind of sources under consideration [47].

Another NF localization has been more recently reported in [48]. The authors presented a comprehensive and generalized method for the evaluation of spatiotemporal energy that is localized in the proximity of antenna arrays of arbitrary structures and excitation of signals. Finite-difference time-domain approach was employed to compute the pointing localized energy for all structures by special consideration on the calculated fields as against the currents of the source. It is shown and demonstrated that the localized energy is fundamentally different from the classical antenna reactive energy, associated with frequency-domain Q-factors of electrically small structures. The developed concept of localized energy and the techniques developed for the investigation of its relevant new data help in the implementation of the ultrahigh gain closely packed antennas, which are useful for the emerging 5G communications. Ma et al. [49] also presented an algorithm for mixed FF and NF source localization using a linear tripole antenna array. The authors formulated special fourth-order cumulants and utilized the shift-invariant properties in cumulant domain to estimate the source parameters. The resulted estimate is used to simplify the cyclically ambiguous estimate and consequently generate parameter estimates with high accuracy.

Furthermore, with the current growth in technology and system applications, systems are becoming smaller, leading to smaller interelement distance in an array. This causes strong mutual coupling, impedance mismatch, and poor radiation characteristics. This problem will often affect signal antenna array processing and more severe in the near field.

Lately, Zheng et al. [50] proposed a new symmetric non-uniform linear array, named symmetric displaced coprime array (SDCA), for simultaneous localization of NF and FF sources. The SDCA is only decided via closed-form expression, and the corresponding coarray ranges are calculated by analysis. Besides, two optimum SDCA structures were formulated by maximizing the numbers of the unique and consecutive lags in difference coarray. The proposed SDCA configuration shows some levels of superiorities over the existing symmetric nonuniform linear arrays. Therefore, so far, the challenges of locating signals transmitted within the proximity of antenna array have been investigated considerably in the literature. However, NF source localization of signals has hitherto not been investigated effectively using SAA in a harsh environment.

From the localization methods discussed above, it is evident that most reported works only focused on FF sources. However, in NF [1, 44–50], the assumption that the waveform is planar, is not always accurate; this consequently causes a high error margin in practice. For accurate antenna array processing, the spherical waveform from NF sources requires adequate consideration [51]. Although there are some works on NF localization, only a few reported experimental data, which is the true test of any procedure and concept.

In addition, for NF sources, some techniques have been reported in the literature for the estimation of range [40, 52–54] and DoA [7, 9–31, 45, 55]. There is a noticeable variation in the received energy at various observation points in NF EM wave propagation, because of the change in distance that exists between the source and point of observation. However, in the case of FF EM wave propagation, the distance of the source is negligible as the EM energy of the received signal at various observation points has infinitesimal or no variation. The traditional techniques for estimation of NF DoA did not take advantage of this feature of the NF EM signal propagation. For the case of range estimation, most approaches considered the environment ideal. There is performance degradation of the approaches in noisy and harsh environments because the mode strengths are sensitive to the surrounding. Furthermore, the required frequency range for consideration in the estimation of source range is a function of the same source range. Hence, a learning-based technique is more appropriate for the accurate estimation of the source range.

In contrast to the reports in the literature, the key innovation and major contributions in this article are summarized as follows. This paper presents an NF range and DoA estimation technique via the direction-independent and signal invariant SH characteristics. The energy of EM signal on the surface of SAA is successfully captured using a proposed pressure interpolation approach. The DoA estimation within the NF region is then calculated via the distribution of pressure. The direction-independent and signal invariant characteristics, which are SH features, are obtained using the DoA estimates in the NF region. We obtained the signal invariant features using SH coefficient normalization with a particular component, which corresponds to the signal strength of the source. Furthermore, we obtained the rotation-independent features by two approaches: (a) rotation of SH functions on a sphere is conducted by Wigner-D function, whereas on the other hand (b) the impact of DoA is calibrated by the normalization of SH. We equally proposed a learning scheme that uses the source activity detection and CNN to estimate the range of the source of the NF via the direction-independent and signal invariant features. Finally, to the best knowledge of the authors, this
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is the first study on NF source localization of EM waves that considers SAA.

The rest of this article is sectioned as follows. The SH-based signal model and the NF criterion are presented in Section 2. Section 3 presents the proposed NF DoA estimation, while the proposed CNN-based range estimation procedure is given in Section 4. Section 5 presents the algorithm with a systematic implementation procedure. Performance evaluation and comparison between the proposed method and previous methods using experimental measured data are given in Section 6. Finally, Section 7 draws the conclusion.

2. Signal Model

Let us consider an EM signal scenario with an SAA of radius \( r_s \) and \( M \) number of antenna elements with associated source positioned at \( (r_s, \theta_s, \phi_s) \) radiating and EM wave \( z(k) \), where \( r_s \) denotes the radial distance and \( (\theta_s, \phi_s) \) represents the spherical coordinates [56]. The EM signal pressure observed at \( (r_c, \theta, \phi) \) is defined as [57]

\[
p(k, r_c, \theta, \phi) = \sum_{n=0}^{N} \sum_{m=-n}^{n} b_n^r(k, r_c, r_s) [Y_n^m(\theta, \phi)]^* Y_n^m(\theta, \phi) z(k),
\]

(1)

where \( k \) denotes the wave number directly proportional to frequency \( f \), i.e., \( k = 2\pi f/c \), \( c \) represents speed of the propagating wave, a constant usually taken as the speed of light, and \( n \) and \( m \) are the order and degree, respectively; while \( Y \) denotes harmonics. The symbol \([\cdot]^*\) denotes complex conjugate representation. Sound and electromagnetic waves carry energy from one place to another and have a wavelength, frequency, and velocity. However, the velocity of sound waves is much lower than that of electromagnetic waves. Hence, \( v = f\lambda \) relationship holds for both. Component of noise can be incorporated into Equation (1) to model the signal and element noise. For ease of derivation, the noise component is not included and not needed while deriving the algorithm. Also, a truncation order is strictly ensured to prevent the problem of aliasing because few SH order is needed in spatial sampling, which is related to the limited bandwidth in time domain sampling [58]. The boundary of the sphere is a function of \( b_n^r(k, r_c, r_s) \) and has a relation \( b_n(k, r_c) \) as

\[
b_n^r(k, r_c, r_s) = i^{(n-1)} k b_n(k, r_c) h_n(k, r_s),
\]

(2)

where \( n \) represents the order of SAA and \( i = \sqrt{-1} \). It shows the radial characteristic of point sources can be estimated using spherical Hankel function \( h_n(k, r_s) \cdot b_n(k, r_c) \) for a rigid sphere expressed as

\[
b_n(k, r_c) = 4\pi r_c^{n} \left[ j_n(k, r_c) - j_n'(k, r_c) \right] / h_n(k, r_c) h_n(k, r_c),
\]

(3)

where \( j_n \) is the spherical Bessel function of the first kind and \( h_n \) is the Hankel function of the second kind, while \( j_n' \) and \( h_n' \) denote their corresponding derivatives. \( Y_n^m(\theta, \phi) \) represents the SH of \( n \) order and \( m \) degree expressed as

\[
Y_n^m(\theta, \phi) = \sqrt{\frac{2n+1}{4\pi} \frac{(n-m)!}{(n+m)!}} P_n^m(\cos \theta) e^{im\phi},
\]

(4)

where \( P_n^m(\cdot) \) denotes the associated Legendre equations. The spatial domain, \( p(k, r_c, \theta, \phi) \), transformation to SH domain \( p_{nm}(kr_c) \) is [57]

\[
p(k, r_c, \theta, \phi) = \sum_{n=0}^{N} \sum_{m=-n}^{n} p_{nm}(kr_c) Y_n^m(\theta, \phi).
\]

(5)

By juxtaposing Equations (1) and (5), the coefficient of the SH can be expressed as

\[
p_{nm}(kr_c) = b_n^r(k, r_c, r_s)[Y_n^m(\theta, \phi)]^* z(k).
\]

(6)

This holds for an ideal environment where a component of the direct path exists between the antenna and the source. However, in a practical situation, a harsh environment where multipath components exist requires special consideration because of reflections. The multipath feature can be added to Equation (6), by incorporating a reflection parameters \( \mathcal{R} \), which is defined as

\[
\mathcal{R} = \{(a_1, r_1, \theta_1, \phi_1), (a_2, r_2, \theta_2, \phi_2), (a_\omega, r_\omega, \theta_\omega, \phi_\omega)\},
\]

(7)

where \( \omega \) represents the number of reflections. \( a_i \) is the reflection coefficient and \( (r_i, \theta_i, \phi_i) \) is the reflection point that corresponds to \( g \)th reflection. The relationship between \( k \) and \( \omega \) is not considered in this paper. Equation (6) can then be written as [58]

\[
p_{nm}(kr_c) = b_n^r(k, r_c, r_s)[Y_n^m(\theta, \phi)]^* z(k) + \sum_{g=1}^{\omega} b_n^r(k, r_c, r_g)[Y_n^m(\theta, \phi)]^* e_g z(k).
\]

(8)

Evidently, based on Equation (8), \( p_{nm}(kr_c) \) depends on \( r_s \), \( (\theta_s, \phi_s) \), \( z(k) \), and \( \mathcal{R} \). The relationship is given as

\[
p_{nm}(kr_c) = v(r_s, \mathcal{R}, (\theta_s, \phi_s) z(k)),
\]

(9)

where \( v(\cdot) \) is a variable representing the existing relationship between \( p_{nm}(kr_c) \) and parameters. The dependency of \( r_s \) and \( k \) is not discussed exclusively, while the dependency of \( p_{nm}(kr_c) \) and the importance is later discussed in Section 4.2. The FF and NF for SAA can be defined according to their capability to differentiate various source distances from the antenna array. The criterion of the NF defines the distance from which the radial magnitude of signal pressure of a point source is identical to the plane wave [12]. An approach used to determine the criterion of NF is already reported in the literature [37]. Considering a source range \( r_s \) and an SAA with \( N \) order and \( r_c \) radius, when \( kr_c > \eta \),
the mode strength of the NF, \( b_n'(k, r_e, r_s) \) is
\[
b_n'(k, r_e, r_s) \approx (-1)^{(n+1)} b_n(k r_e r_s) e^{ikr_e r_s}.
\]

Therefore, when \( kr_e > n \), \( b_n'(k, r_e, r_s) \) and \( b_n(k r_e) \) share similar characteristics [37]. Because the discrimination of source distance is conducted only on source distance itself, the NF criterion is
\[
r_{NF} \approx \frac{N}{k}.
\]

Because the source is outside of SAA, \( r_s \) is required to satisfy the \( r_s > r_e \) condition. Therefore, for FF and NF, the range of \( r_s \) is expressed as
\[
\text{Near-field} : r_e < r_s < \frac{N}{k},
\]
\[
\text{Far-field} : r_s > \frac{N}{k}.
\]

Because the aim of this work centers on NF localization, subsequently, only NF source scenario is considered.

3. DoA Estimation from NF Source

Estimating the DoA in the FF region, the phase of the received signal at multiple elements contributes to the estimation of DoA when the elements are in close proximity (NF) [59]. The magnitude of the received signal is very similar to various elements for the FF source. In NF scenario, the variation of the received energy at different observation points on the SAA is significant. Using inverse spherical Fourier transform (SFT) on the energy distribution variation on SAA via interpolation, (a) there is variation in the distribution of energy over SAA from its peak at the corresponding point to the DoA and a minimum opposite the maxima, and (b) the profile of the location of maximum energy corresponds to DoA can be estimated via various experimental cases, such as SNR, DoA, and \( r_e \) [47].

The above points gave rise to the method that NF DoA can accurately and simply be estimated at the point where the highest energy is received on the SAA. It is practically impossible to have elements situated over the whole sphere to understand the distribution of energy for DoA estimation. This problem is solvable via observation interpolation over the whole sphere using spatial sampling and inverse SFT.

The SH coefficients \( p_{nm}(kr_e) \) are obtained from the measurements at the position of the elements over the sphere. Using SFT, the signal pressure at an observation point on the sphere can be computed using inverse SFT as
\[
p(k, r_e, \theta, \phi_e) = \sum_{n=0}^{N} \sum_{m=-n}^{n} p_{nm}(kr_e) Y_n^m(\theta_e, \phi_e) V(\theta_e, \phi_e) e^{iZ^2}.
\]

The antenna element closest to the source gets larger EM intensity than the farther elements in wave propagation scenario. Therefore, the DoA estimation can be performed at the point where the highest energy is received on the sphere. This is expressed as
\[
\left( \hat{\theta}_s, \hat{\phi}_s \right) = \arg \max_{(\theta, \phi)} p(k, r_e, \theta, \phi_e)\big|^2.
\]

For time-dependent signals, the method can be applied by finding the total energy on the accessible frames and applicable frequency bins. DoA estimate is the point where maximum energy is received and can be expressed as
\[
\left( \hat{\theta}_s, \hat{\phi}_s \right) = \arg \max_{(\theta, \phi)} \sum_{v} \sum_{\tau} p(k, r_e, \theta, \phi_e)\big|^2,
\]

where \( k \) and \( \tau \) represent the frequency bin and frame index, respectively.

4. Range Estimation of NF Source

This section presents the process involved in extracting signal invariant (SI) and direction-independent (DI) (SIDI) features in spherical domain towards the estimation of range via the DoA estimates obtained from the proposed inverse SFT technique.

4.1. SIDI Feature Extraction. The parameters on which SH coefficients \( p_{nm}(kr_e) \) are dependent have been given in the signal model in Equation (9) to be \( p_{nm}(kr_e) = \nu(r_e, \mathbf{R}, (\theta, \phi), z(k)) \). The work here is to reduce the dependency of \( p_{nm}(kr_e) \) on parameters that are not wanted through transformation, which are \( \mathbf{R}, (\theta, \phi), \) and \( z(k) \). It is frequently challenging to calculate \( \mathbf{R} \) within the context of an enclosure. Note that in a practical situation, there is the existence of scattering, noise, etc. Since, \( p_{nm}(kr_e) \) dependency on \( \mathbf{R} \) cannot be established effectively; it is achievable through learning obtained from the training. The SH coefficient \( p_{nm}(kr_e) \) transformation problem can be mathematically formulated as
\[
\text{find } T, \\
\text{s.t. } q_{nm}(kr_e) = T(p_{nm}(kr_e))
\]

where \( q_{nm} \) denotes the wanted SIDI features, \( T \) represents the transformation on \( p_{nm} \), which is unknown to compute \( q_{nm} \) and the \( \nu(\cdot) \) denotes the function (unknown) showing the nature of dependency on \( (r_e, \mathbf{R}) \) parameters alone. The approach needed to get the appropriate transformation is discussed as follows.

4.2. SI Features. The SI characteristics must be invariant to the variation of the signal strength \( z(k) \) of the source. This is achievable using the SH coefficient that corresponds to zero-order and zero degrees. Since \( Y_0^0(\theta, \phi) = \sqrt{1/4\pi} \) from
Equation (4); the \( p_{nm}(kr_c) \) in Equation (8) is expressed as

\[
p_{nm}(kr_c) = \sqrt{\frac{1}{4\pi}} \left[ b'_0(k, r_c, r_g) + \sum_{l=1}^o b'_l(k, r_c, r_g) \right] z(k). 
\]

(17)

As shown, \( p_{00}(kr_c) \) shares a relationship with \( z(k) \). Therefore, \( p_{00}(kr_c) \) is employed to normalize \( p_{nm}(kr_c) \) as

\[
\hat{p}_{nm}(kr_c) = \frac{p_{nm}(kr_c)}{p_{00}(kr_c)} \left[ b'_0(k, r_c, r_g) + \sum_{l=1}^o b'_l(k, r_c, r_g) \right] z(k). 
\]

(18)

So, the \( \hat{p}_{nm}(kr_c) \) dependency on different parameters is now formulated to be

\[
\hat{p}_{nm}(kr_c) = \hat{v}(r_c, \Re, (\theta_s, \phi_s)), 
\]

(19)

where \( \hat{v} \) is the parameter showing the \( \hat{p}_{nm}(kr_c) \) dependency on the parameters. Therefore, signal invariant features are observed via normalization of SH coefficients with \( p_{00}(kr_c) \). The directional independence (DI) is given below.

4.3. DI via Rotation. From Equation (19), it is observed that \( \hat{p}_{nm}(kr_c) \) depends on the DoA of NF source. For learning the mapping function that maps the SH features to the source range, it is preferable for these features to depend on \( r_c \) to the largest magnitude. So, DI becomes crucial. Assume \((\theta_s, \phi_s)\) to be the DoA estimate of NF computed through inverse SFT technique. If there is a rotation of the coordinate in such a way that the active DoA \((\theta, \phi) = (0, 0)\), then the features are DI. The rotation of SH is conducted anticlockwise on Euler angles \( \alpha, \beta, \) and \( \gamma \) around the corresponding \( x, y, \) and \( z \) -axes. In practice, SH rotation can be done via multiplication of it SH coefficients with matrix \( \mathbf{D}(\alpha, \beta, \gamma) \) modelled with Wigner-D functions using \((\alpha, \beta, \gamma)\) parameters [57]. Furthermore, consider the condition in which \((\alpha, \beta, \gamma) = (0, -\theta_p, -\phi_p)\). Under such condition, the north pole of the sphere aligns to the DoA. The variation of spherical reflection component depends on the DoA, still, and can be established by learning from training samples. Therefore, the kind of transformation to extract the SH features that are both SI and DI (SH-SIDID) is expressed as

\[
q_{nm}(kr_c) = \mathbf{D}(0, -\theta_p, -\phi_p) \hat{p}_{nm}(kr_c). 
\]

(20)

Putting Equation (18) into Equation (20) gives

\[
q_{nm}(kr_c) = \frac{b'_0(k, r_c, r_g)}{\sqrt{1/4\pi}} \left[ \sum_{l=1}^o b'_l(k, r_c, r_g) \right] \left[ Y_m^n(\theta \phi) \right] \cos \theta, 
\]

(21)

where \( \theta'_p = \theta - \theta_p, \phi'_p = \phi - \phi_p, \) and \( Y_m^n(0, 0) \) from Equation (4) is

\[
Y_m^n(0, 0) = \sqrt{\frac{2n + 1}{4\pi} \frac{(n - m)!}{(n + m)!}} P_m^n(1). 
\]

(22)

It is seen that the component of the direct path does not depend on the source DoA. It is also possible to obtain DI by SH division as follows.

4.4. Directional Independence via Division. DI can be established by using the SH part of DoA estimated to divide the \( \hat{p}_{nm}(kr_c) \) that corresponds to it. The SI and DI SH features (SH-SIDID) are obtained from

\[
q_{nm}(kr_c) = \hat{p}_{nm}(kr_c) \otimes \left[ Y_m^n(\theta \phi) \right] \cos \theta. 
\]

(23)

where \( \otimes \) is the element-by-element division. Putting \( \hat{p}_{nm}(kr_c) \) of Equation (18) into Equation (23), then

\[
q_{nm}(kr_c) = \frac{b'_0(k, r_c, r_g) + \sum_{l=1}^o b'_l(k, r_c, r_g)}{\sqrt{1/4\pi}} \left[ \sum_{l=1}^o b'_l(k, r_c, r_g) \right] \left[ Y_m^n(\theta \phi) \right] \cos \theta. 
\]

(24)

It is seen now that the component of the direct path does not depend on the source DoA. Note that divisor \( Y_m^n(\theta \phi) \) could be ill-conditioned depending on the value of \( Y_m^n(\theta \phi) \). Under such a scenario, the impact of the component of the direct path to observation, \( b'_0(k, r_c, r_g) \left[ Y_m^n(\theta \phi) \right] \cos \theta, \) is minimal, and the level of \( q_{nm}(kr_c) \) can be put in a threshold to mitigate the impact. Hence, \( q_{nm}(kr_c) \) dependency can be given as

\[
q_{nm}(kr_c) = \hat{v}(r_c, \Re, (\theta_s, \phi_s)). 
\]

(25)

4.5. SH-SIDID versus SH-SIDIR. Here, we state the difference in summary between SH-SIDID and SH-SIDIR features. In the extraction process of the features, we obtain the DoA \((\theta_p, \phi_p)\) estimate and signal invariant SH features \( \hat{p}_{nm}(kr_c) \) first. It is seen from Equation (21) that the effective DoA of SH-SIDIR is \((0, 0)\). We can also be ascertained from Equation (24) for SH-SIDID that the impact of \( Y_m^n(\theta \phi) \) is calibtrated using \( Y_m^n(\theta \phi) \). Therefore, SH-SIDID defines mode strengths, which makes it a better choice for range information representation.

4.6. CNN-Based NF Estimation of Range. For range estimation, both SH-SIDID and SH-SIDIR features have been shown and proven above to possess the required information. The next step is the representation of the features for CNN [47] in such a way that the learning of the mapping function from the features to their respective range can be achieved. Due to the fact that the information of the source range is associated with mode strengths, \( q_{nm}(kr_c) \) magnitude is given to be the input of the CNN. If \( N \) defines the SAA order under consideration and \( N_c \) represents the frequency bins, then, the feature set is in a rectangular form whose
4.8. Range Estimation. Employing the rule of maximum posterior probability, the range can be computed using

\[ \hat{r}_s = \arg \max_{r_s} P_s(r_s \mid Q). \] (27)

The range estimates from one frame are not very adequate because the frame may be noisy or has no signal. Therefore, signal activity detection (SAD) is adapted. In [62], Kim and Hahn developed a signal detection scheme via an adaptive context attention model. The model employs context information with the time of waves and deep neural networks. The multiresolution cochleagram-dependent features are provided and used to train the model, and the outputs of the trained model are the signal probability, where we obtain the hard decision label using a threshold. Therefore, SAD is employed to locate the silence frames as well as total range estimates from the signal frames.

5. Proposed Framework

This section presents the outline or summary of the whole process involved in the localization of NF source, particularly DoA and range estimation. The block diagram that encapsulates the entire process is as depicted in Figure 2. We used the inverse SFT technique to estimate DoA. SI SH features are obtained from SH coefficients. From this DoA estimate, the extraction of the SH-SIDID or SH-SIDIR features is performed. Then, the training of CNN is conducted using these features and the labels that correspond to it during training. During testing, the features are fed into the CNN as input to estimate the range successfully. Employing the appropriate frames, we performed posterior probability aggregation, which consequently gives a better range estimation. The step-by-step procedure required to conduct these tasks is as systematically depicted in Algorithm 1. The requirements of the algorithm are the observations \( p(k, r_e, \theta, \phi) \), a trained SAD model, and trained models with SH-SIDID or SH-SIDIR.

6. Experiment, Performance Evaluation, Results, and Discussion

Some works deal with NF source localization of signals using antenna arrays, such as [1] and [45, 47–50], but none has considered SAA and the proposed method. EM signal measurement is conducted, and implementation of the algorithm is performed using MATLAB_R2018b software. We evaluated the performance of source localization by calculating the RMSE of range and DoA estimation experiment using the acquired data from SAA. A statistical analysis of SH features is equally conducted. We adopt an objective evaluation method to evaluate the outputs.

6.1. Experiment. We conducted an experiment to obtain data using an SAA [55, 63] in a similar way to our previous work reported in [55]. The SAA is positioned at the centre, and the source is situated at different directions and range using the centre of the SAA as reference. The elevation and azimuth of the source are fixed at 90° and 0 to 360°, with a step size of 90°, respectively. The range used is between 10 cm and 40 cm, with a step size of 5 cm. EM waves emitted by an antenna were used as source signals. The performance evaluation of the proposed methods for range estimation and NF DoA estimation is performed. The comparison of performance between SH-MUSIC, SHR, SRP-PHAT, and respective proposed methods for DoA and range estimation is as summarized in Table 1. It can be seen that the proposed methods performed better than SH-MUSIC4 and SRP-PHAT in the estimation of DoA and the SHR in the estimation of range.

6.2. NF DoA Estimation. The results for NF DoA estimation are given in this subsection. The performance evaluation is conducted using RMSE approach, and it is given below.

\[ \text{RMSE} = \sqrt{\frac{1}{G} \sum_{g=1}^{G} \left( \theta_g - \theta \right)^2 + \left( \phi_g - \phi \right)^2}, \] (28)
We made 105 test DoAs using various azimuth and seven angles of elevation, which are selected randomly within $(0, 360)$° and $(30, 150)$°, respectively. Signal-to-noise ratio (SNR) is ranged between $(0, 20)$ dB with 5 dB steps. AWGN is employed in the simulations. Fourier transform with 1024 points is utilized. In each resulting dataset, estimation of DoA is conducted by 20 adjacent frames with 100 ms frame length and overlap of 25%. The inverse SFT and SH-MUSIC methods are adapted using SH up to $N = 4$ order, while SRP-PHAT is adapted by data obtained from all the elements of SAA. The search grid is generated using

$$ \text{Performance comparison between the proposed method, SH-MUSIC, SRP-PHAT, and SHR on measured data.} $$

| DOA estimation Method | RMSE (°) | Range estimation Method | RMSE (cm) |
|----------------------|----------|-------------------------|-----------|
| Inverse SFT          | 15.2     | SH-SIDIR-CNN            | 15.8      |
| SRP-PHAT             | 51.3     | SH-SIDID-CNN            | 13.4      |
| SH-MUSIC             | 23.4     | SHR                     | 20.3      |
uniformly sampling azimuth (0, 360°) and elevation (30, 150°), respectively. Consequently, we computed RMSE of all the methods for realizable combinations of SNR and \( r_s \). The source distances of the SAA under consideration are proportionate to the critical distance that corresponds to EM conditions.

The comparison of performance obtained between the proposed inverse SFT for the estimation of DoA and previous methods (i.e., SRP-PHAT and SH-MUSIC) is as presented in Figure 3. It is revealed that the proposed inverse SFT method performs better than SH-MUSIC and SRP-PHAT under all conditions. Also, SH-MUSIC performs better than SRP-PHAT in all cases. When noise is increased, the performance of SH-MUSIC degrades. This is because of the spurious peaks and distortion in the magnitude spectrum of SH-MUSIC in harsh environments. With high noise, there is little or negligible performance degradation in the proposed inverse SFT. With a change in \( r_s \), both SH-MUSIC and SRP-PHAT have no particular pattern in performance. At the lower \( r_s \), the proposed inverse SFT method performs much better, because there is a significant variation in the energy across the positions over the sphere. As \( r_s \) increases, the energy variation between various positions on the sphere reduces; hence, inverse SFT performs better in NF. Because of the noncoincidence nature of test DoAs with search grid, the least RMSE value is calculated using the angular distance existing between test DoAs and the proximate and respective DoA available on the search grid. The lowest RMSE of the selected search grid and test DoAs configuration is 6.45°. This discusses the RMSEs of the proposed method in different cases. It is observed that the proposed technique achieves RMSE that is close to the minimum under \( r_s = 10 \) cm, implying the better performance of the inverse SFT at lower \( r_s \).

6.3. Statistical Discussion on SH Features. In this subsection, the discussion on SH-SIDID, SH-SIDIR, and SHR is presented using ANOVA (analysis of variance). We evaluated them under two categories: level of range dependence (RD) and level of DI. Specifically, we conducted a Shapiro-Wilk normality test [62] to know if the feature vectors are of normal distribution. Consequently, it was observed the feature vectors have no normal distribution. Therefore, a nonparametric ANOVA is performed employing a Kruskal-Wallis Test (KWT) [64, 65]. The KWT statistic \( H \) is calculated using chi-squared distribution. Therefore, \( H \) is employed to calculate \( P \) value (i.e., the probability of having at least a test statistic at the extreme in a chi-squared distribution). Because the value of \( P \) is calculated for various order and degrees of SH, the mean value of \( P \) \((P_{\text{mean}})\) is then calculated. Hence, small \( P_{\text{mean}} \) value that falls under a significant level implies there is enough evidence for the rejection of the null hypothesis. Frequently, the 0.05 significant level is adapted as a benchmark between the significant and insignificant results.

Feature dependency of feature vectors is evaluated via KWT with the range as a categorical variable. The feature vectors are computed for different DoA and range combinations. The value of \( P_{\text{mean}} \) presented in Table 2 shows the values of various features obtained from KWT with the

| Requirement | Category | SH-SIDIR | SH-SIDID | SHR |
|-------------|---------|----------|----------|-----|
| Independency | DoA | 1.3082 | 1.8949 | \(4E-87\) |
| | Range | 0.7915 | 0.5497 | 0.2154 |

Figure 3: RMSE (°) of DoA estimation methods versus \( r_s \) (a) and SNR (b). The RMSE value is the average of all possible combinations of \( r_s \) and SNR.

Table 2: Obtained values of \( P_{\text{mean}} \) from KWT for the determination of DI and RD levels.
categorical variable as a range. It is observed that SH-SIDIR and SH-SIDID features have appreciable statistical information, which makes them better choices for estimation of range.

DI of various feature vectors is evaluated via KWT using DoA as a categorical variable. The computation of the feature vector was performed for different combinations of DoA while keeping the range constant. Because of the requirement of DI, it becomes a desire to accept the null hypothesis. The values of $P_{\text{mean}}$ obtained for different features from KWT is presented in Table 2. It is seen that for SH-SIDID and SH-SIDIR features, there is acceptance of the null hypothesis, while there is rejection in the SHR feature vector. Therefore, SH-SIDI and SH-SIDIR feature vectors do not depend on the DoA in a significant manner and are better choices for the estimation of range.

6.4. Range Estimation. This subsection gives the results and discussion of range estimation. The RMSE of range estimation can be computed using

$$\text{RMSE (cm)} = \sqrt{\frac{1}{G} \sum_{g=1}^{G} (r_g - \hat{r}_g)^2},$$

where $r_g$ represents the source range of $g$th sample and $\hat{r}_g$ denotes the estimates corresponding to it.

Here, the condition of both training and testing is presented since the technique is learning dependent. For the training dataset, 200 SAA responses are taken by selecting DoA randomly and the size of the chamber for each $r_x$. There is a convolution of individual SAA response with two EM signals to get two measurements, each of which is 3 sec. The 20 corresponding 100 ms with 25% overlap frames are then taken from individual measurement to get the aggregate. Hence, the test dataset is made up of 14000 test samples. We have 20 samples of that test datasets for the individual combination of SNR. The resulted features are normalized and fed into the CNN. The dataset for validation is generated similar to that of the training except that the responses from SAA are 20 for each $r_x$. Therefore, the validation dataset is 10% of the training dataset. Note that various seeding patterns for the generation of the random number are ensured in the training, validation, and test datasets. Therefore, there is no overlap in the experimental conditions of training, validation, and test datasets.

Comparison of performance between the proposed methods and SHR in range estimation is depicted in Figure 4. The RMSE of the varying $r_x$ and SNR is given. It is shown how the proposed methods performed better than SHR under all scenarios. Small performance degradation is noticed in SH-SIDID-CNN and SH-SIDIR-CNN. Hence, the proposed methods show a higher level of robustness to harsh condition. It is important to note that noise has a notable effect on the performance of the proposed methods, but the performance of SHR remains almost constant. The degradation in performance of as $r_x$ increases could be because NF mode strengths look closer when $r_x$ increases. Therefore, it is not easy to differentiate between the $r_x$, which causes an increment in the value of RMSE as $r_x$ increases.
Finally, fulfilling the growing application requirements, a specific number of elements are situated on the systems. The interelement distance is becoming shorter, causing strong mutual coupling with poor radiation performance and impedance matching. In order to incorporate the mutual coupling effect, which exist between elements, experimental measured data, which is the ground truth to systematically evaluate any procedure, is used. Therefore, experimental measurement data are further used for performance evaluation and analysis. The SAA is positioned in the middle of the chamber, and the source is situated at 74 DoAs, which are gotten from different combinations of 4 different elevations and 18 different azimuths. We selected the azimuths from 5 degrees to 365 degrees with 20 degrees as step size. For detailed information on measurement architecture/setup using SAA, readers are referred to the previous paper [55] where the measured data were first published. Far-field to near-field transformation is conducted on the data to conform with the current discussion. The comparison of performance between inverse SFT, SRP-PHAT, and SH-MUSIC was conducted. RMSE of DoA estimation methods versus SNR is plotted, and results are as presented in Figure 5. The inverse SFT exhibits greater performance than SH-MUSIC and SRP-PHAT, even in the presence of unknown mutual coupling. Furthermore, SH-MUSIC exhibits better performance than the SRP-PHAT in all scenarios. When there is increase in noise, SH-MUSIC degrades in performance. This can be attributed to the spurious peaks and distortion in the magnitude spectrum of SH-MUSIC when noise is high. When noise is high, there is negligible or little performance degradation in the proposed inverse SFT in the presence of mutual coupling.

7. Conclusion

In conclusion, a procedure for source localization of EM waves in the NF of an SAA in the presence of unknown MC using SH features has been presented. Specifically, an approach for the estimation of NF DoA by spatial pressure interpolation through inverse SFT is proposed. Through the sampling of signal pressure at some positions on the sphere, the interpolation of signal pressure at an observation point on the sphere is facilitated using inverse SFT. The proposed procedure made use of this inverse SFT characteristic for the estimation of NF DoA. The SH features, which are SIDI, were extracted from the DoA estimate. The SI is extracted via normalization of SH coefficients with a part corresponding to source signal strength. The decomposition of NF steering vector into DoA-dependent and mode strength component is facilitated by SH decomposition. With this decomposition and DoA estimates from inverse SFT technique, we obtained the DI characteristic by two techniques. In the first technique, the SH rotation technique is used to extract the feature. In the second technique, there is a division of SH coefficients by corresponding SH DoA estimate. Because there is variation in the information of the range per frequency and features obtained are impaired due to harsh environment, a CNN is adapted to map the SH features with the range of the NF source. Finally, performance evaluation was conducted using numerical simulations and estimations from measured data, and the results obtained show that the proposed procedure exhibits appreciable performance than the previous methods, even under harsh condition. These motivating results make the proposed procedure appropriate in practical cases. The authors are currently investigating the problem of multsource localization of EM waves in the NF of SAA, and this study is planned to be presented and reported in a separate follow-up article.
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