Tropical contraction of tensor networks as a Bell inequality optimization toolset
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We show that finding the classical bound of broad families of Bell inequalities can be naturally framed as the contraction of an associated tensor network, but in tropical algebra, where the sum is replaced by the minimum and the product is replaced by the arithmetic addition. We illustrate our method with paradigmatic examples both in the multipartite scenario and the bipartite scenario with multiple outcomes. We showcase how the method extends into the thermodynamic limit for some translationally invariant systems and establish a connection between the notions of tropical eigenvalue and the classical bound per particle as a fixed point of a tropical renormalization procedure.

Introduction — Nonlocality [1] is one of the most striking features of quantum physics. Since its inception, intense debates among its founders took place [2]. Eventually settled by Bell with the formal introduction of a local hidden variable model (LHVM) [3], and later demonstrated by experiments [4–8], nonlocality is established as the impossibility for a set of correlations to be explainable within the paradigm of local realism. Nonlocality is detected via the violation of a so-called Bell inequality, which geometrically corresponds to a half-space containing all LHVM correlations. Beyond its importance in quantum foundations, nonlocality is the key resource for device-independent (DI) quantum information processing (QIP), enabling tasks such as DI quantum key distribution [9, 10], DI randomness expansion [11] and amplification [12, 13], or DI self-testing [14].

The advent of DIQIP, as well as continued theoretical and experimental advances, has motivated the search for Bell inequalities way beyond the pioneering Clauser-Horne-Shimony-Holt (CHSH) inequality [15]. The CHSH inequality belongs to the only non-trivial class of tight Bell inequalities for the simplest bipartite scenario [16], where each party can perform one out of two dichotomic measurements. In the multipartite case, however, finding all Bell inequalities simply becomes an intractable task [17–21]. Nevertheless, any linear combination of observable correlators can be converted into a Bell inequality by adding an appropriate constant shift (the so-called classical bound) by solving a simpler —yet still intractable in general— optimization task.

Interestingly, finding the classical bound for a given Bell inequality is in one-to-one correspondence with finding the minimal energy configuration of an associated classical spin system [22, 23], which is a well-established NP-hard problem [24]. For classical spin models on a one-dimensional geometry with finite range interactions, however, efficient algorithms exist for finding its ground state [25], based on a dynamic programming (DP) approach.

In this work, we show that such combinatorial optimization task for Bell inequalities consisting of r-body correlators, with r < n, can be formulated as contracting an associated tensor network, but in the so-called tropical algebra [26], a natural mathematical framework for combinatorial optimization. This allows us to give a systematic method for optimizing broad classes of Bell inequalities, even reaching the thermodynamic limit by extending this notion to infinite, translationally invariant systems [27, 28].

Our work rests on two fundamental ideas: on the one hand, the tensor network (TN) formalism. TN methods have proven to be a tremendously successful approach for tackling many-body quantum systems [29], and for detecting nonlocality, e.g., in the context of connector TN [30]. On the other hand, tropical algebra, which can be thought of as piecewise linear algebra, is the adequate framework for describing DP and many combinatorial optimization tasks [26]. For instance, finding minimal energy configurations for classical spin models [31] or even benchmarking quantum simulators for solving maximum independent set problems [32, 33].

Preliminaries — Let us begin by defining the arithmetic operations of tropical addition x ⊕ y := min(x, y) and tropical multiplication x ∨ y := x + y. These operations on the real numbers plus infinity give rise to the tropical semiring, also referred to as the min-sum algebra [26]. To motivate such a definition, let us consider the following function of n variables:

$$H(x) = \sum_{i} f_i(x_i, x_{i+1}), \quad x_i \in S, \quad (1)$$

where S is a finite set of |S| elements and f_i : S × S → \mathbb{R} \cup \{\infty\}. For instance, if S = {−1, 1} and f_i(x_i, x_{i+1}) = h_{i, x_i} x_{i+1}, then H can be interpreted as a classical Hamiltonian in a one-dimensional geometry. A central problem in both physics and optimization is to find the minimal value β of H; i.e., β = min_x H(x).

Observe that for the case of Eq. (1), this multivariate optimization can be efficiently solved by successive elimination of variables [22, 25]: since i-th variable only affects f_{i−1} and f_i, we can define a new function g_{i−1} that is independent of x_i:

$$g_{i−1}(x_{i−1}, x_{i+1}) := \min_{x_i \in S} f_{i−1}(x_{i−1}, x_i) + f_i(x_i, x_{i+1}). \quad (2)$$

In tropical algebra terms, Eq. (2) is equivalent to

$$g_{i−1}(x_{i−1}, x_{i+1}) = \bigoplus_{x_i \in S} f_{i−1}(x_{i−1}, x_i) \odot f_i(x_i, x_{i+1}); \quad (3)$$

i.e., Eq. (2) is the tropical inner product of the vectors f_{i−1}(x_{i−1}, ·) and f_i(·, x_{i+1}). This motivates the following
definition: to each $f_i$ we assign a $|S| \times |S|$ matrix

$$F_i := (f_i(x_i,x_{i+1}))_{x_i,x_{i+1} \in S}.$$  \hfill (4)

Then, the matrix $G_{i-1}$ associated to $g_{i-1}$ is simply given as the tropical matrix multiplication of $F_{i-1}$ and $F_i$, which we denote

$$G_{i-1} = F_{i-1} \odot F_i.$$  \hfill (5)

Clearly, this procedure can be repeated until only the first and last variables remain, converging to a function $z(x_0,x_{n-1})$, with an associated matrix $Z = \bigodot F_i$. If the function $H$ in Eq. (1) is defined with open boundary conditions (OBC), then the last optimization step is carried for $x_0$ and $x_{n-1}$ independently as

$$\beta^{OBC} = \min_{(x_0,x_{n-1}) \in S \times S} z(x_0,x_{n-1}) \equiv \bigoplus_{x_0,x_{n-1} \in S} z(x_0,x_{n-1}).$$  \hfill (6)

On the other hand, if periodic boundary conditions (PBC) are considered, then the extremes must coincide, so that the minimum needs to be taken over the pairs $(x_0,x_{n-1})$ satisfying $x_0 = x_{n-1}$:

$$\beta^{PBC} = \min_{x \in S} z(x,x) \equiv \bigoplus_{x \in S} z(x,x).$$  \hfill (7)

One quickly observes that both cases can be expressed in terms of the tropical trace, by defining the tropical trace of a matrix to be the tropical addition of its diagonal elements. This relation is obvious for the PBC case, whereas the OBC requires an additional step, so that we obtain a tropical sum over all the elements of $Z$. In conventional arithmetic, this is achieved by taking the trace of $Z \cdot U$ where $U$ is a (rank one) matrix of ones, which are the neutral elements of the conventional multiplication. Hence, its tropical counterpart must use the neutral element of the tropical multiplication; i.e., a matrix of zeroes $0$. Hence, we can express

$$\begin{cases} \beta^{OBC} = \text{tropTr}(Z \odot 0) = \langle 0 \rangle \odot Z \odot \langle 0 \rangle, \\ \beta^{PBC} = \text{tropTr}(Z), \end{cases}$$  \hfill (8)

**Tropical contraction of tensor networks** — The example above motivates the introduction of a more general framework of tropical tensor networks and their contraction. A more general function to consider is a sum of local terms; i.e., of the form

$$H(\mathbf{x}) = \sum_{I \in \mathcal{I}} f_I(\mathbf{x}_I),$$  \hfill (9)

where $f_I(\mathbf{x}_I)$ depends only on the variables $x_i$ whose indices $i$ are in $I \subseteq [n] := \{0, \ldots, n-1\}$, with $|I| \in O(1)$ and $|I| \in O(\text{poly}(n))$. Each term $f_I(\mathbf{x}_I)$ is a function from $S^{|I|}$ to $\mathbb{R} \cup \{\infty\}$ so it is specified by $|S|^{|I|}$ entries that can be arranged in a rank-$|I|$ tensor. Diagrammatically, $F_I$ can be represented as a tensor with $|I|$ open indices, with the optimization of $H$ from Eq. (9) yielding the network contraction (e.g., Fig. 1).

![FIG. 1. A graphical representation of the tropical contraction to minimize $H(x_0, x_1, x_2, x_3, x_4) = f_{\{0,1\}}(x_0, x_1) + f_{\{2,3,4\}}(x_2, x_3, x_4) + f_{\{0,2,4\}}(x_0, x_2, x_4)$ as $z(x_1, x_3)$.](image)

The optimization of Eq. (9) is therefore done via a contraction of a network like in Fig. 1 in tropical algebra. Let us formally define the elements involved. It is convenient to start with the tropical analogue of the Kronecker delta function

$$\delta_{\text{trop}}(x, y) = \begin{cases} 0 & \text{if } x = y \\ \infty & \text{else} \end{cases}.$$  \hfill (10)

This definition naturally extends to the multivariate Kronecker delta since, in tropical algebra,

$$\delta_{\text{trop}}(\mathbf{x}) = \delta_{\text{trop}}(x_0, x_1) \odot \cdots \odot \delta_{\text{trop}}(x_{n-2}, x_{n-1}).$$  \hfill (11)

Note that $\delta_{\text{trop}}(\mathbf{x})$ is $0$ if, and only if, all the coordinates in $\mathbf{x}$ are equal; it is infinity otherwise. Hence, the $|S|$-dimensional tropical identity matrix is simply

$$\mathds{1}_{\text{trop}} = \begin{pmatrix} 0 & \infty & \ldots & \infty \\ \infty & \ddots & \ddots & \vdots \\ \vdots & \ddots & \ddots & \infty \\ \infty & \ldots & \infty & 0 \end{pmatrix} = (\delta_{\text{trop}}(x,y))_{x,y \in S}.$$  \hfill (12)

In Fig. 2 we display the contraction step introduced in Eq. (5) and the Kronecker delta Eq. (11).

![FIG. 2. A graphical representation of $G_{i-1} = F_{i-1} \odot F_i$ (left) and $\delta_{\text{trop}}(x_0, x_1, x_2)$ (right).](image)

**Contraction procedure** — In order to contract a whole network, denoted by the set of indices $\mathcal{I}$ and the associated functions $f_I(\mathbf{x}_I)$ as $\{I, \{f_I(\mathbf{x}_I)\}_{I \in \mathcal{I}}\}$, one needs to pick an elimination order on the $x_i$ that do not correspond to open indices. If there are no open indices, the network contraction, denoted $\text{tropC}(\mathcal{I}; \{f_I\}_{I \in \mathcal{I}})$ ends up in a scalar $\beta$, which is a zero-dimensional tensor. In 1D networks one can iteratively eliminate variables $x_1, x_2, \ldots$ but this approach does not need to be the best way. By eliminating e.g. the odd-site variables one can parallelize the network contraction and achieve exponential speedup in translationally invariant cases [22]. Picking an optimal contraction order for a tensor network is a very
hard problem in general [34, 35] and one typically resorts to heuristics.

Let us define the set of variables we want to eliminate

\[ \text{Eli}(\mathcal{I}) := \{ x_i : \exists I, J \in \mathcal{I}, I \neq J \text{ s.t. } x_i \in I \cap J \}, \]

which correspond to the closed indices of the network. Then, an elimination order is a permutation of Eli(\mathcal{I}) denoted by \( \sigma \in \mathcal{S}_{|\text{Eli}(\mathcal{I})|} \). At step \( k > 0 \) we pick the \( x_{\sigma(k)} \) to contract over. To this end, it is convenient to label the set \( \mathcal{I} \) expliciting the contraction step, so we denote \( \mathcal{I}^{(0)} := \mathcal{I} \) and \( \mathcal{I}^{(1)} := f_1 \forall I \in \mathcal{I} \). To eliminate a variable \( x_{\sigma(k)} \), we first identify all terms in the sum affected by it.

Our goal will be to describe how to update \( \mathcal{I}^{(k)} \) and \( \{ f_I^{(k)} \}_{I \in \mathcal{I}^{(k)}} \) at every step \( k \).

Let \( \mathcal{J}_k \subseteq \mathcal{I}^{(k-1)} \) be the collection of indices in the sum that are affected by \( x_{\sigma(k)} \), i.e., the neighborhood of \( x_{\sigma(k)} \) defined by the network topology:

\[ \mathcal{J}_k := \{ I \in \mathcal{I}^{(k-1)} : x_{\sigma(k)} \in I \}. \]

Within the subnetwork defined by \( \mathcal{J}_k \), we can identify those variables that can also be eliminated at the \( k \)-th step as the tensor legs that are closed indices within \( \mathcal{J}_k \) and not connected to the rest of the network:

\[ C_k := \{ x_i : \exists I, J \in \mathcal{J}_k, \text{ s.t. } x_i \in I \cap J \} \backslash \bigcup_{I \in \mathcal{I}^{(k-1)} \setminus \mathcal{J}_k} I. \]

Finally, the open indices of the remaining contraction are given by

\[ O_k := \bigcup_{J \in \mathcal{J}_k} J \setminus C_k; \]

i.e., all the variables that are nearest neighbors of \( x_{\sigma(k)} \) except those that can be eliminated also at the \( k \)-th step.

We can now update the network as

\[ \mathcal{I}^{(k)} := \{ O_k \} \cup \{ I \}_{I \in \mathcal{I}^{(k-1)} \setminus \mathcal{J}_k} \]

and

\[ f_I^{(k)}(x_I) := \begin{cases} f_{I}^{(k-1)}(x_I) & \text{if } I \in \mathcal{I}^{(k-1)} \setminus \mathcal{J}_k, \\ \bigoplus_{x_{\sigma(k)} \in \mathcal{J}_k} f_{I \setminus \mathcal{J}_k}^{(k-1)}(x_I) & \text{if } I = O_k. \end{cases} \]

This procedure and definitions are exemplified in Fig. 3.

The ordering \( \sigma \) chosen in Eli(\mathcal{I}) can greatly affect the overall tropical contraction complexity. Basically, one wants to avoid leaving too many open indices in intermediate steps of the contraction, as even storing a tensor with \( m \) open indices requires \( O(\sqrt{m}^n) \) space. In the recent years, ever more sophisticated algorithms for tensor network contraction have been developed in the context of spoofing recent quantum inimitability experiments [36], such as optimized heuristics for contraction order and index slicing [37–41], which naturally map to the tropical algebra [32, 33].

\[ \text{Tropical renormalization} \quad \text{— In this section we focus on the translationally-invariant (TI), 1D case; i.e., Eq. (1) with all } f_i \text{ equal. This case includes, but it is not limited to, all TI Bell inequalities on a 1D geometry with correlators up to } O(1) \text{ neighbors [22, 42], and serves as an entry point to Bell inequalities in hyperbolic or fractal geometries [43]. The study of the limiting case of these classes of inequalities as } n \text{ grows to infinity, reaching an infinite TI system in 1D [27] can be seen as an instance of tropical tensor renormalization.}

To this end, let us recall the graph interpretation of the tropical matrix product [26]: Let \( F \) be the adjacency matrix of a directed graph \( g(F) \), where \( F_{ij} \) is the cost of going from node \( i \) to node \( j \). If one considers \( (F^{(g)})_{ij} \), that equals \( \bigoplus_k F_{ik} \odot F_{kj} = \min_k F_{ik} + F_{kj} \); i.e., the minimal cost of going from node \( i \) to node \( j \) in exactly two steps, through an intermediate node indexed by \( k \). In general, \( F^{(g)^m} \) indexes the minimal costs of connecting two nodes in exactly \( m \) steps and \( \bigoplus_{k=1}^n F^{(g)^k} \), in at most \( m \) steps.

Given the coefficients of a Bell inequality without full-body correlators, finding its classical bound can be viewed as a non-trivial instance of Eq. (9), where \( f_I(x_I) \) corresponds to the sum of all the correlators that involve the parties in \( I \subseteq [n] \), and \( S \) corresponds to the set of local deterministic strategies from which any party can choose. Geometrically, this corresponds to a vertex of the local polytope (an element of \( S^n \)), and the optimal value of the classical bound can always be achieved at some vertex in \( S^n \) as a consequence of the fundamental theorem of linear programming.

In 1D Bell inequalities with nearest-neighbor correlators, the optimization yielding the classical bound can be viewed as an instance of Eq. (1) and therefore carried out efficiently. If the inequality has correlators that extend to the \( r \)-th nearest neighbor, then one first eliminates the parties whose index is a multiple of \( r + 1 \) and effectively obtains a 1D inequality with nearest neighbors, but now the set of parties in \( \{(r + 1)i + 1, \ldots, (r + 1)i + r\} \) is treated as a larger effective party, whose deterministic strategy is an element from \( S^r \) [22].

Since \( g(F) \) is strongly connected, as \( F_{ij} < \infty \), there exists a unique tropical eigenvalue \( \lambda(F) \) [26]. A tropical eigenvalue-eigenvector pair \((\lambda, \mathbf{v})\) of \( F \) satisfies \( F \odot \mathbf{v} = \lambda \odot \mathbf{v} \) and \( \lambda(F) \)
can be understood as the minimum normalized cycle length in \(g(F)\) if there are no cycles of negative weight [26]. If we think in the thermodynamic limit, the system size will eventually be \(n \geq |S|^r\). Hence, at least two parties must choose the same local deterministic strategy, thereby forming a closed loop. Therefore, globally optimal strategies must consist of a concatenation of loops with optimal normalized length. To find these, one does not need to explore all cycles, but efficient algorithms exist, such as Bellman-Ford or Floyd-Warshall [26]. Loosely speaking, the basic idea is to retain the arg min information when performing the tensor tropical contraction and backtrack.

Note that we can interpret \(F_{ij}\) as the contribution to the classical bound where Alice chooses the \(i\)-th strategy and Bob chooses the \(j\)-th. In addition, \((F^\otimes k)_{ij}\) is the sum of minimal costs when the left side chooses strategy \(i\) and the right side chooses strategy \(j\). Therefore, we see that the tropical eigenvalue of \(F\) is strongly related to the classical bound.

Clearly, a sufficient condition to reach a fixed point in the renormalization flow is that the sequence \(\{F, F^\otimes 2, \ldots, F^\otimes k, \ldots\\}\) stabilizes, i.e., there exist two integers \(k_0\) and \(\sigma\) for which \(F^\otimes k+\sigma=\lambda(F)^{\otimes \sigma} \otimes F^\otimes k\), \(\forall k \geq k_0\). Here \(\sigma=\sigma(F)\) is known as the cyclicity of the matrix \(F\). In this case, the classical bound per particle converges to the classical bound where Alice chooses the \(\alpha_1\)-th strategy and Bob chooses the \(\alpha_2\)-th strategy, i.e., \(\beta = \min_{\alpha_i} \alpha_{q_0} + \min_{q_1} \alpha_{q_1} + \ldots + \min_{q_{2m-2}} \alpha_{q_{2m-2}} + \alpha_{1-q_0} - \ldots - \alpha_{1-q_{2m-2}}\).

Finding out the minimum of Eq. (15) it is equivalent, by Fine’s theorem [47], to assigning a deterministic outcome to each of the \(A_i\) and \(B_i\). For our purposes, it is desirable to actually make a change of variables and denote such deterministic assignment by \(q_2i := A_i - B_i\) and \(q_{2i+1} := A_i + B_i\), with \(q_i \in [d]\). Then, we can define a cost function

\[
I(q) = \sum_{i \in [m]} \alpha_{q_{2i}} + \alpha_{q_{2i+1}},
\]

where the indices obey the redundancy condition \(\sum_{i \in [2m]} q_i = 1\). Hence, we can split the minimization over \(q\) as

\[
\beta = \min_{q_0} \alpha_{q_0} + \min_{q_1} \alpha_{q_1} + \ldots + \min_{q_{2m-2}} \alpha_{q_{2m-2}} + \alpha_{1-q_0} - \ldots - \alpha_{1-q_{2m-2}}.
\]

Multiple outcome Bell inequalities — Two notable classes of Bell inequalities for the bipartite scenario with \(m\) observables, each yielding \(d\) different outcomes, are the CGLMP [45] and SATWAP [46] inequalities. They both admit the form

\[
I = \sum_{k=0}^{d-1} \alpha_k \mathbb{P}_k,
\]

where \(\mathbb{P}_k := \sum_{i=1}^{d} p(A_i - B_i = k) + p(B_i - A_{i+1} = k)\), with the convention that \(A_{m+1} = A_1 + 1\) and the arithmetic is taken \(\text{modulo}\ d\). For the CGLMP we have that \(\alpha_k = 1 - 2k/(d-1)\), whereas the \(\alpha_k\) in the SATWAP can be tuned such that their maximal violation is achieved by a family of partially entangled states including the maximally entangled pair.

Eq. (17) clearly hints a recursion taking place. To make it explicit, let us define

\[
f^{(0)}(x) = \alpha_{1-x},
\]

\[
f^{(k)}(x) = \min_y f^{(k-1)}(x+y), \quad 0 < k < 2m.
\]

Then, \(\beta = f^{(2m-1)}(0)\) (see Fig. 4). In tropical terms, we define a vector \(\vec{\alpha}^T = (\alpha_0, \ldots, \alpha_{d-1})\) and a Hankel circulant \(2\)-tensor

\[
G^{(k)} = \left( \begin{array}{c|c|c|c|c|c}
\vec{f}^{(k)} & S \vec{f}^{(k)} & \ldots & S^{d-1} \vec{f}^{(k)}
\end{array} \right)
\]

where \(S\) is the shift operator \(S[i] = |i + 1\rangle\) and

\[
\vec{f}^{(k)} = G^{(k-1)} \otimes \vec{\alpha}^T,
\]

with the initial condition \(f^{(0)}(x) = \alpha_{1-x}\). Then, \(\beta = f^{(2m-1)}(0) = (0, \infty, \ldots, \infty) \otimes \vec{f}^{(2m-1)}\). In Fig. 4, we diagrammatically present the recursive tropical contraction to obtain \(\beta\).
FIG. 4. A graphical representation of Eq. (19). $f^{(0)}$ is tropically contracted with the tropical canonical basis vector $\vec{e}_{x+y}$, which has a 0 at the $(x+y)$th coordinate, $\infty$ elsewhere. This yields $G^{(0)}(x, y)$.

Discussion — Tropical algebra has been rediscovered over the years in an ever-growing number of disciplines, from mathematics to physics to computer science [26]. In this work, we started exploring its connection with Bell nonlocality. We showed that it provides a natural framework to study some inequalities in the multipartite regime [22, 27, 42, 48], when the correlators are few-body and the underlying connectivity corresponds to a graph that admits an efficient contraction order, as well as certain families of inequalities for multiple outcomes [45, 46]. We also showed that certain renormalization flows naturally lead to the classical bound for infinite systems, in particular, those featured in [27].

Our study opens many questions, which we explored in detail in a parallel article [43]. In particular, we showed the relationship between the tropical eigenvectors of $F$ and the facet structure of the local polytope, and their characterization as closed paths on the De Buijn graph [49, 50], which correspond to the notion of irreducible domino loops introduced in [27]. For further research, the study of multipartite nonlocality in systems with e.g. hyperbolic or fractal geometries, which can arise in the context of symmetry-protected topological order [51], should be considered. On the numerical side, index slicing and heuristic tensor network contraction orders can improve overall efficiency [37]. Interestingly, the formalism here introduced captures the algorithms based on dynamic programming used for approximating the global optimum of highly nonconvex functions, such as the minimum energy of a matrix product state of a given bond dimension [25, 52], thereby providing upper bounds on the performance of any low-depth quantum circuit in the context of energy minimization. Our framework provides an effective toolset for the study of Bell nonlocality in multipartite quantum systems under physical geometries, enhancing its detection capabilities [53], in platforms such as superconducting circuits [54].
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