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Abstract. We study the structure of stationary non equilibrium states for interacting particle systems from a microscopic viewpoint. In particular we discuss two different discrete geometric constructions. We apply both of them to determine non reversible transition rates corresponding to a fixed invariant measure. The first one uses the equivalence of this problem with the construction of divergence free flows on the transition graph. Since divergence free flows are characterized by cyclic decompositions we can generate families of models from elementary cycles on the configuration space. The second construction is a functional discrete Hodge decomposition for translation covariant discrete vector fields. According to this, for example, the instantaneous current of any interacting particle system on a finite torus can be canonically decomposed in a gradient part, a circulation term and an harmonic component. All the three components are associated with functions on the configuration space. This decomposition is unique and constructive. The stationary condition can be interpreted as an orthogonality condition with respect to an harmonic discrete vector field and we use this decomposition to construct models having a fixed invariant measure.
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1. Introduction

We propose and study two different ways to generate non reversible stochastic particle systems having a fixed Gibbsian invariant measure. The two methods are quite general and correspond to two different discrete geometric constructions that have an interest in themselves.

The construction of reversible Markovian dynamics having a fixed target invariant measure is a classic problem that is at the core of the Monte Carlo method. This is very useful in several applicative problems and the literature concerning the method is huge. We suggest for example [10, 22] and the references therein.

The construction of non reversible Markovian dynamics is more difficult. This is an interesting problem since the violation of detailed balance is expected for example to speed up the convergence of the dynamics [7, 18, 27, 28]. Another motivation come from the fact that the understanding of collective and macroscopic behavior of interacting multi-component systems is based on the knowledge of the stationary state. For example the knowledge of the invariant measure is a necessary requirement in order to have a direct connection between the microscopic details of the dynamics and the transport coefficients. We are constructing a large class of models for which this is possible. For example the violation of Einstein relation that is expected for anisotropic systems [3] could be observed directly inside our class of models. Several references are dedicated to the problem of finding non reversible Markov chains having a fixed target invariant measure in specific models,
see for example [8, 9, 11, 16, 17, 19, 27, 26]. We study the problem in the case of interacting particle systems and describe two somehow general approaches. We consider for simplicity the case of stochastic lattice gases but the methods can be generalized to more general models.

Our first approach is based on the equivalence between the problem of finding rates that have a fixed invariant measure and the problem of finding a divergence free flow on the transition graph. A flow is a map that associates a positive number, representing the mass flowed, to each oriented edge of a graph. The divergence of a flow is the amount of mass flowing outside of a vertex minus the amount of mass flowing into the vertex. The usefulness of this equivalence is on the fact that the structure of divergence free flows is quite well understood. Any divergence free flow can be indeed represented as a superposition of flows associated with elementary cycles [2] (see also [5, 15, 24] for more detailed results and applications and section 2 for precise definitions). A local non reversible dynamics is then generated considering elementary cycles on the configuration space for which the configuration of particles is frozen outside of a bounded region. The construction of divergence free discrete vector fields and flows on graphs and oriented graphs using cyclic decompositions is a classic one [2, 6]. There is a large number of applications of this idea in probability and statistical mechanics. For example in [24, 7, 27] it is used to construct non reversible Markov models. This approach can be seen as a counterpart of the combinatorial representation of the invariant measures of Markov chains in terms of oriented spanning trees [12]. The novelty of our results is on the fact that we apply it to particle systems. In particular we have a large number of cycles on the big configuration space and we have to suitably assign the weights in such a way to have local transition rates. In all our models there is a non trivial interplay between the combinatorial structure of the configuration space and the structure of the physical lattice where the particles evolve.

A very interesting issue here is to understand the relation between the speed of convergence towards the invariant measure and the structure of the cyclic decomposition of the flow. A natural conjecture is to have a faster convergence in presence of global cycles.

The second approach is based on a new functional Hodge decomposition for translational covariant discrete vector fields. The discrete Hodge decomposition is the splitting of any discrete vector field into a gradient component, a circulation and an harmonic part. Consider a discrete vector field depending in a translational covariant way on configurations of particles. We show that it is possible to do a similar splitting where the gradient component and the circulation term are respectively a gradient and an orthogonal gradient (in two dimensions) with respect to the shift of two functions on configurations.

A motivation for the functional Hodge decomposition comes from the theory of hydrodynamic scaling limits. In the case of diffusive systems the derivation of the hydrodynamic scaling limit is much simplified in the case of models having the instantaneous current of gradient type. When also the invariant measure is known it is possible to have an explicit form of the transport coefficients. In the non gradient cases the theory develops starting from an orthogonal decomposition [30] and the transport coefficients have a representation in terms of the Green Kubo formulas [23, 29]. While the orthogonal splitting in [30] is in general not explicit, our splitting is constructive. It is an interesting issue to study the information encoded by
our decomposition, its relation with the variational representation of the transport coefficients \[23, 29\] and in particular its relation with the finite dimensional approximation of the transport coefficients analyzed in \[1\]. The decomposition in 2 dimensions introduces also some natural models for which the typical scaling of the current is expected to be composed by a gradient plus an orthogonal gradient of functions of the local density of particles.

The stationary condition for stochastic lattice gases can be naturally interpreted as an orthogonality condition with respect to a given harmonic discrete vector field. To satisfy this condition it is enough to consider discrete vector fields in the orthogonal complement and this can be done using the functional decomposition.

With both methods, we obtain very general classes and families of models naturally parameterized by functions on the configuration space and having similar structures. We are not going to compare the results with the two methods but in principle this is possible. In particular for any model the stationary condition can be interpreted with the two geometric constructions. We show only in a specific case how similar features in the rates appear.

For simplicity, we discuss all our results in dimensions 1 and 2 and for stochastic lattice gases satisfying an exclusion rule. All the arguments can be directly generalized to higher dimensions and to more general state space. In particular in dimensions higher than 2 the same constructions can be done. The basic ideas are the same but more notation and more general geometric constructions are necessary. We concentrate on finite range translational invariant measures but different situations with long range interactions and/or non translational invariant measures are also interesting. We consider mainly cycles obtained by local perturbations of configurations of particles but the case of non local cycles is also interesting.

The structure of the paper is the following. In Section 2 we introduce notation and discuss some basic tools in graph theory, discrete geometry and Markov processes. In Section 3 we generate non reversible stochastic lattice gases starting from elementary cycles in the configuration space. In Section 4 we prove the functional Hodge decomposition for translational covariant discrete vector fields. In Section 5 we generate non reversible stochastic lattice gases using this decomposition.

2. Preliminaries

In this section we fix notation and develop some tools that will be used in the paper.

2.1. Graphs. Let \((V, E)\) be a finite un-oriented graph without loops. This means that \(|V| < +\infty\) and a generic element of \(E\), called un-oriented edge or simply an edge, is \(\{x, y\}\) a subset of cardinality 2 of \(V\). To every un-oriented graph \((V, E)\) we associate canonically an oriented graph \((V, E)\) such that the set of oriented edges \(E\) contains all the ordered pairs \((x, y)\) such that \(\{x, y\} \in E\). Note that if \((x, y) \in E\) then also \((y, x) \in E\). If \(e = (x, y) \in E\) we denote \(e^- := x\) and \(e^+ := y\) and we call \(e := \{x, y\}\) the corresponding un-oriented edge. A sequence \((z_0, z_1, \ldots, z_k)\) of elements of \(V\) such that \((z_i, z_{i+1}) \in E, i = 0, \ldots k - 1\), is called an oriented path, or simply a path. A path with distinct vertices except \(z_0 = z_k\) is called a cycle. If \(C = (z_0, z_1, \ldots, z_k)\) is a cycle and there exists an \(i\) such that \((x, y) = (z_i, z_{i+1})\) we write \((x, y) \in C\). Likewise if there exists an \(i\) such that \(x = z_i\) we write \(x \in C\). Two cycles that contain the same collection of oriented edges and differ by the starting
point will be identified. We call \( C \) the collection of all the equivalence classes of finite length cycles and call \( C \) a generic element.

A discrete vector field \( \varphi \) on \((V,E)\) is a map \( \varphi : E \to \mathbb{R} \) such that \( \varphi(x,y) = -\varphi(y,x) \). A discrete vector field is of gradient type if there exists a function \( g : V \to \mathbb{R} \) such that \( \varphi(x,y) = [\nabla g](x,y) := g(y) - g(x) \). The divergence of a discrete vector field \( \varphi \) at \( x \in V \) is defined by

\[
\nabla \cdot \varphi(x) := \sum_{y : (x,y) \in E} \varphi(x,y).
\]

We call \( \Lambda^1 \) the \(|E| \) dimensional vector space of discrete vector fields. We endow \( \Lambda^1 \) with the scalar product

\[
\langle \varphi, \psi \rangle := \frac{1}{2} \sum_{(x,y) \in E} \varphi(x,y)\psi(x,y), \quad \varphi, \psi \in \Lambda^1. \tag{1}
\]

A flow on an oriented graph is a map \( Q : E \to \mathbb{R}^+ \) that associates the amount of mass flowed \( Q(x,y) \) to any edge \((x,y) \in E\). The divergence of a flow \( Q \) at site \( x \in V \) is defined as

\[
\nabla \cdot Q(x) := \sum_{y : (x,y) \in E} Q(x,y) - \sum_{y : (y,x) \in E} Q(y,x).
\]

Given a cycle \( C \) we introduce an elementary flow associated with the cycle by

\[
Q_C(x,y) := \begin{cases} 1 & \text{if } (x,y) \in C, \\ 0 & \text{if } (x,y) \notin C. \end{cases} \tag{2}
\]

A similar definition can be given also for a path. Since for each \( x \in C \) the outgoing flux is equal to ingoing flux and it is equal to \( 1 \) we have \( \nabla \cdot Q_C = 0 \).

2.2. Discrete Hodge decomposition. We recall briefly the Hodge decomposition for discrete vector fields. We consider the case when the graph \((V,E)\) is the two dimensional discrete torus of size \( N \). This means that the vertices are \( \mathbb{Z}_N^2 := \mathbb{Z}^2/\mathbb{N}\mathbb{Z}^2 \) and the edges are the pairs of nearest neighbors sites. We call \( e(i), \ i = 1,2 \) the vectors of the canonical basis, i.e. \( e(1) = (1,0) \) and \( e(2) = (0,1) \). We call \( \Lambda^0 \) the collection of real valued function defined on the set of vertices \( \Lambda^0 := \{g : \mathbb{Z}_N^2 \to \mathbb{R}\} \). We recall also that \( \Lambda^1 \) denotes the vector space of discrete vector fields endowed with the scalar product \( \langle \cdot, \cdot \rangle \). Finally we call \( \Lambda^2 \) the vector space of 2-forms defined on the faces of the lattice \( \mathbb{Z}_N^2 \). Let us define this precisely. An oriented face is for example an elementary cycle in the graph of the type \((x, x + e(1), x + e(1) + e(2), x + e(2), x)\) (recall that a cycle is an equivalence class modulo cyclic permutations). In this case we have an anticlockwise oriented face. This corresponds geometrically to a square having vertices \( x, x + e(1), x + e(1) + e(2), x + e(2) \) plus an orientation in the anticlockwise sense. The same elementary face can be oriented clockwise and this corresponds to the elementary cycle \((x, x + e(2), x + e(1) + e(2), x + e(1), x)\). If \( f \) is a given oriented face we denote by \(-f\) the oriented face corresponding to the same geometric square but having opposite orientation. A 2-form is a map \( \psi \) from the set of oriented faces \( F \) to \( \mathbb{R} \) that is antisymmetric with respect to the change of orientation i.e. such that \( \psi(-f) = -\psi(f) \). The boundary \( \delta \psi \) of a 2 form \( \psi \) is a discrete vector field defined by

\[
\delta \psi(e) := \sum_{f : e \in f} \psi(f). \tag{3}
\]
Since an oriented face is essentially an elementary oriented cycle the meaning of
\( e \in f \) has been already discussed. By construction \( \nabla \cdot \delta \psi = 0 \) for any \( \psi \). The 2
dimensional discrete Hodge decomposition \cite{6,15,21} is written as the direct sum
\[
\Lambda^1 = \nabla \Lambda^0 \oplus \delta \Lambda^2 \oplus \Lambda^1_H,
\]
where the orthogonality is with respect to the scalar product \cite{11}. The discrete
vector fields on \( \nabla \Lambda^0 \) are the gradient ones. The dimension of \( \nabla \Lambda^0 \) is \( N^2 - 1 \). The
vector subspace \( \delta \Lambda^2 \) contains all the discrete vector fields that can be obtained by
\cite{3} from a given 2 form \( \psi \). The dimension of \( \delta \Lambda^2 \) is \( N^2 - 1 \). Elements of \( \delta \Lambda^2 \)
are called circulations. The dimension of \( \Lambda^1_H \) is simply 2. Discrete vector fields in
\( \Lambda^1_H \) are called harmonic. A basis in \( \Lambda^1_H \) is given by the vector fields \( \varphi^{(1)} \) and \( \varphi^{(2)} \) defined by
\[
\varphi^{(i)}(x, x + e^{(j)}) := \delta_{i,j}, \quad i, j = 1, 2.
\]
The decomposition \cite{11} holds in any dimension. For the \( d \) dimensional torus the
dimension of the harmonic component is \( d \). Starting from \( d = 3 \) the combinatorial
structure of the faces in the lattice is more complex and a discussion of such cases
would require much more space. Apart the more complex combinatorial structure
there are however no new phenomena involved and all our results can be formulated
also in these cases. Given a vector field \( \varphi \in \Lambda^1 \) we write
\[
\varphi = \varphi^\nabla + \varphi^\delta + \varphi^H
\]
to denote the unique splitting in the three orthogonal components. This decom-
position can be computed as follows. The harmonic part is determined writing
\( \varphi^H = c_1 \varphi^{(1)} + c_2 \varphi^{(2)} \). The coefficients \( c_i \) are determined by
\[
c_i = \frac{1}{N^2} \sum_{x \in \mathbb{Z}^2_N} \varphi(x, x + e^{(i)}).
\]
To determine the gradient component \( \varphi^\nabla \) we need to determine a function \( h \) for
which \( \varphi^\nabla(x, y) = [\nabla h](x, y) = h(y) - h(x) \). This is done just taking the divergence
on both side of \cite{6} obtaining that \( h \) solves the discrete Poisson equation \( \nabla \cdot \nabla h = \nabla \cdot \varphi \). The remaining component \( \varphi^\delta \) is computed just by difference \( \varphi^\delta = \varphi - \varphi^\nabla - \varphi^H \). We refer to \cite{6,15,21}
for respectively an algebraic, a short and a geometric perspective.

Given an oriented edge \( e \) or an oriented face \( f \) we denote respectively by \( e, f \)
the corresponding un-oriented edge and face. They will be often considered as sets,
either of vertices or edges. We use then naturally the symbols \( e^c, f^c \) to denote the
complementary sets. Note that for example both \( f \) and \( -f \) are associated with the
same un-oriented face \( f \).

2.3. Markov chains and particle systems. We will consider finite and irre-
ducible continuous time Markov chains with transitions rates \( r \). If \( (V, E) \) is the
transition graph, then for \( (x, y) \in E \) we have that \( r(x, y) > 0 \) is the rate of jump
from \( x \in V \) to \( y \in V \). There exists an unique invariant measure \( \pi \) that is strictly
positive and is characterized by the stationarity condition
\[
\sum_{y: (x, y) \in E} \pi(x)r(x, y) = \sum_{y: (y, x) \in E} \pi(y)r(y, x).
\]
A Markov chain is reversible when it is satisfied detailed balance condition
\[ \pi(x)r(x, y) = \pi(y)r(y, x), \quad \forall (x, y) \in E. \]
When the Markov chain is not reversible it is possible to define a time reversed Markov chain with transition rates defined by
\[ r^*(x, y) := \frac{\pi(y)r(y, x)}{\pi(x)}. \]
This process is characterized by the following feature. In the stationary case it gives to the set of trajectories exactly the same probability that the original process.

A special class of Markov chains that we will consider are stochastic particle systems whose configuration space is the collection of configurations of indistinguishable particles located on the vertices of a graph \((V, E)\) [20]. We will denote by \(\eta\) such a configuration and \(\eta_t(x)\) will be the number of particles at site \(x \in V\) at time \(t\). The configuration space is \(\Gamma^V\) where \(\Gamma \subseteq \mathbb{R}\) is the set of possible configurations of particles in a single site. For simplicity we will consider the case \(\Gamma = \{0, 1\}\) that corresponds to the presence of an exclusion rule. All the constructions can be straightforwardly generalized to more general state spaces. The particles jump randomly on the lattice and consequently the system jumps with rate \(r(\eta, \eta')\) from the configuration \(\eta\) to the configuration \(\eta'\). The transition graph has the set of vertices coinciding with \(\Gamma^V\) and edges corresponding to pairs of configurations \((\eta, \eta')\) such that \(r(\eta, \eta') > 0\). This rate is positive only when \(\eta'\) is obtained from \(\eta\) by a local modification of the configuration, typically one particle jumps from one site to a nearest neighbor one or one particle is created or annihilated in one single vertex.

Accordingly we introduce the notation \(\eta^x, \eta^{x,y}\) and \(\eta^e\) where \(x, y \in V\) and \(e \in E\). The notation \(\eta^x\) is used when \(\Gamma = \{0, 1\}\) and denotes a configuration of particles obtained changing the value in the single site \(x\). The configuration \(\eta^{x,y}\) is obtained moving one particle from \(x\) to \(y\). The configuration \(\eta^e\) is obtained exchanging the values at the two endpoints of \(e \in E\). More precisely we have
\[
\eta^x(z) := \begin{cases} 
1 - \eta(x) & \text{if } z = x \\
\eta(z) & \text{if } z \neq x,
\end{cases} 
\]
\[
\eta^{x,y}(z) := \begin{cases} 
\eta(x) - 1 & \text{if } z = x \\
\eta(y) + 1 & \text{if } z = y \\
\eta(z) & \text{if } z \neq x, y
\end{cases} \tag{10}
\]
\[
\eta^e(z) := \begin{cases} 
\eta(e^-) & \text{if } z = e^+ \\
\eta(e^+) & \text{if } z = e^- \\
\eta(z) & \text{if } z \neq e^\pm
\end{cases} \tag{11}
\]
In (11) \(e\) is any orientation of \(e\). We call respectively \(c_x(\eta), c_{x,y}(\eta)\) and \(c_e(\eta)\) the corresponding rate of transitions. For example we have \(c_x(\eta) := r(\eta, \eta^x)\) and similarly for the other cases.

On the discrete torus acts naturally the group of translations. We denote by \(\tau_x\) the translation by the element \(x \in \mathbb{Z}_N^2\). The translations act on configurations by \(\tau_x \eta\) \((z) := \eta(z - x)\) and on functions by \(\tau_x \eta\) \((\eta) := \eta(\tau_x \eta)\). For notational convenience it is useful to define \(\tau_f\) for an un-oriented face \(f\). If the vertices belonging to \(f\) are \(\{x, x + e^{(1)}, x + e^{(2)}, x + e^{(1)} + e^{(2)}\}\) then we define \(\tau_f := \tau_x\). Likewise for an un-oriented edge \(e = \{x, x + e^{(i)}\}, i = 1, 2\) we define \(\tau_e := \tau_x\).
We call $\mathbb{Z}_N^2$ the dual lattice of $\mathbb{Z}_N^2$. The vertices of $\mathbb{Z}_N^2$ are in the centers of the faces of the original lattice $\mathbb{Z}_N^2$. This means that every face of the original lattice is naturally associated with a vertex $x^* \in \mathbb{Z}_N^2$. There is a natural correspondence also between the un-oriented edges $\mathcal{E}$ and $\mathcal{E}^*$ of the two lattices since pairs of dual edges cross each other in the center.

Given a configuration $\eta$ and a subset $W \subseteq \mathbb{Z}_N^2$ we denote by $\eta_W$ the restriction of the configuration to the subset $W$. Given two configurations $\eta, \xi$ and two subsets $W, W'$ such that $W \cap W' = \emptyset$, we denote by $\eta_W \xi_{W'}$ the configuration of particles on $W \cup W'$ that coincides with $\eta$ on $W$ and coincides with $\xi$ on $W'$. A function $h : \mathbb{R}^{\mathbb{Z}_N^2} \to \mathbb{R}$ is called local if there exists a finite subset $W$ (independent of $N$ large enough) such that $h(\eta_W \xi_{W'^c}) = h(\eta)$ for any $\eta, \xi$, where $W^c$ is the complementary set of $W$. The minimal subset $W$ for which this holds is called the domain of dependence of the function $h$ and is denoted by $D(h)$. When the dependence of the transition rates on the configuration is local we say that the dynamics is local. We will consider only translational covariant models for which the transition mechanism is the same in every point of the lattice. This is formalized by requiring that there exists local functions $c_0(\eta)$, $c_{0,\pm e^0}(\eta)$ and $c_{e^i}(\eta)$ such that $c_e(\eta) = \tau_e c_0(\eta)$, $c_{x, x \pm e^0}(\eta) = \tau_e c_{0,\pm e^0}(\eta)$ and $c_e(\eta) = \tau_e c_{e^i}(\eta)$ for an edge of the type $e = \{x, x \pm e^0\}$.

All the information on the stochastic evolution are encoded in the generator of the dynamics that act on a function $f$ as

$$ L f(\eta) = \sum_{\eta'} r(\eta, \eta') \left[ f(\eta') - f(\eta) \right]. \quad (12) $$

Given a configuration of particles $\eta \in \{0, 1\}^V$ we call $\mathcal{C}(\eta)$ the collection of clusters of particles that is induced on $V$. A cluster $c \in \mathcal{C}(\eta)$ is a subgraph of $(V, \mathcal{E})$. Two sites $x, y \in V$ belong to the same cluster $c$ if $\eta(x) = \eta(y) = 1$ and there exists an un-oriented path $(z_0, z_1, \ldots, z_k)$ such that $\eta(z_i) = 1$ and $(z_i, z_{i+1}) \in \mathcal{E}$.

### 3. Invariant measures and divergence free flows

The problem of determining the invariant measure of a given Markov chain and the problem of construct a divergence free flow on its transition graph are strictly related. Suppose that we have an irreducible Markov chain with transition rates $r$ and invariant measure $\pi$. Then on the transition graph we can define the flow

$$ Q(x, y) := \pi(x) r(x, y). \quad (13) $$

The stationarity condition (3) coincides with the divergence free condition for the flow $Q$. Conversely suppose that we have a divergence free flow $Q$ and a fixed target probability measure $\pi$ strictly positive. We obtain a Markov chain having invariant measure $\pi$ defining the rates as

$$ r(x, y) := \frac{Q(x, y)}{\pi(x)}. \quad (14) $$

Indeed all the Markov chains having $\pi$ invariant are obtained in this way for a suitable divergence free flow. Once again the proof follows inserting the rates (14) into (3) and using the divergence free condition of $Q$. The natural interpretation of the flow $Q$ is that it represents the typical flow observed in the stationary state of the chain.
In terms of flows, the connection between a Markov chain and its time reversed is even more transparent. Consider a Markov chain having transition rates $r$ and invariant measure $\pi$ and let $Q$ be defined by (13). The time reversed flow $Q^*$ is defined simply reversing the original flow $Q$, i.e. we have $Q^*(x, y) := Q(y, x)$. It is clear that $Q^*$ is still a divergence free flow. The rates of the time reversed Markov chain are obtained by (14) but using the reversed flow and the same invariant measure $\pi$: $r^*(x, y) = \frac{Q^*(x, y)}{\pi(x)}$. In particular reversibility corresponds to the symmetry by inversion $Q(x, y) = Q(y, x)$.

This connection between the two problems is important since the geometric structure of divergence free flows is quite well understood and there are simple representations theorems [5, 15, 24]. We have indeed that on a finite oriented graph any divergence free flow can be written as a superposition of elementary flows associated with cycles

$$Q = \sum_{C \in \mathcal{C}} \rho(C)Q_C,$$  \hspace{1cm} (15)

for suitable positive weights $\rho$. This decomposition is in general not unique and under suitable assumptions on the flow (for example summability) the result can be extended also to infinite graphs [3]. For a symmetric flow for which $Q(x, y) = Q(y, x)$ the decomposition (15) can be done using just cycles of length 2 of the form $C = (x, y, x)$.

Using this simple construction it is possible to generate non trivial and interesting non reversible Markov dynamics. We start with the simplest case that is the reversible one. After we discuss the simplest non reversible model that is the case of one single particle performing a random walk on a lattice. We then start to discuss some particle models. Since any Markovian model can be generated by a suitable choice of the cycles we concentrate on a specific class of models. In particular we consider lattice gases having a Gibbsian invariant measure and such that the associated divergence free flow can be constructed using cycles obtained by local perturbations of particles configurations. The number of cycles on the configuration space is huge and their combinatorial structure is very rich. In a sense we are considering the simplest possible class of models. Clearly, even restricting to local cycles, it is possible to consider many other models. At the end we briefly discuss models with local rates and corresponding to global cycles where particles go around all the system. For simplicity we consider stochastic lattice gases but more general state space can be discussed similarly. In this case the combinatorial structure of the cycles is even richer.

We discuss our examples of particles systems following an order that may appear strange. Our motivation is the following. We start discussing the two dimensional Kawasaki dynamics since in this case the link between the combinatorial structure of the cycles in the configuration space and the structure of the physical space is more evident. Every cycle is indeed naturally associated to a two dimensional face of the physical lattice. We then discuss other examples of stochastic lattice gases that should enlightening the general idea. After this we describe the general structure of our approach based on local perturbations of particles configurations. We end describing some natural models having a decomposition in cycles of different type.
A very natural and important issue is to understand the relationship between the structure of the cycles and the behavior of the system, for example the speed of convergence towards the invariant measure.

In the continuous case again the problem of finding invariant measures and the problem of constructing divergence free currents are strictly related. In this case all the machinery of the cycles is much more subtle and less natural. However there are several different ways of generating divergence free currents and not reversible dynamics could be constructed similarly to the discrete case.

3.1. **Metropolis algorithm.** The first example is the classic Metropolis algorithm \cite{22} that corresponds to the generation of reversible dynamics. As we observed the reversible chains have a symmetric typical flow $Q$. This means that fixing the rates as in (14) with a symmetric flow $Q$ we obtain a reversible chain with invariant measure $\pi$. For example choosing $Q(x,y) = \max\{\pi(x),\pi(y)\}$, that is clearly symmetric, gives the classic rates

$$r(x,y) = \max \left\{ 1, \frac{\pi(y)}{\pi(x)} \right\}.$$  

3.2. **Random walks.** Before consider the case of several particles let us shortly recall a construction in \cite{15} for one single particle. We consider the bidimensional case although the arguments presented below can be generalized to any dimension. Consider for example two nonnegative (i.e. with nonnegative coordinates) vector fields $q_+^x(x)$ and $q_-^x(x)$ on the continuous torus $[0,N] \times [0,N]$ with periodic boundary conditions and such that

$$j(x) := q_+^x(x) - q_-^x(x),$$  

is a divergence free vector field.

We define a flow $Q$ on the lattice fixing the values $Q(y, y \pm e^{(i)})$ as the flux of $q_\pm^x$ across the edges dual to $\{y,y \pm e^{(i)}\}$, more precisely

$$Q(y, y + e^{(1)}) := \int_0^1 q_1^x \left( y + \frac{e^{(1)} - e^{(2)}}{2} + \alpha e^{(2)} \right) d\alpha,$$  

$$Q(y, y + e^{(2)}) := \int_0^1 q_2^x \left( y - \frac{e^{(1)} + e^{(2)}}{2} + \alpha e^{(1)} \right) d\alpha,$$  

$$Q(y, y - e^{(1)}) := \int_0^1 q_1^x \left( y - \frac{e^{(1)} + e^{(2)}}{2} - \alpha e^{(2)} \right) d\alpha,$$  

$$Q(y, y - e^{(2)}) := \int_0^1 q_2^x \left( y - \frac{e^{(1)} - e^{(2)}}{2} - \alpha e^{(1)} \right) d\alpha.$$  

Given $y \in \mathbb{Z}_N^2$ we have that $\nabla \cdot Q(y)$ coincides with the flow (from inside to outside) of $j$ through the boundary of the box $B_y := \{z \in \mathbb{Z}^2 : |y - z|_\infty \leq 1/2\}$

$$\nabla \cdot Q(y) = \int_{\partial B_y} j \cdot \hat{n} d\Sigma = 0.$$  

The last equality above follows by $\nabla \cdot j = 0$ and the Gauss-Green Theorem.

If we define the rate of transitions of a random walk by (14) we obtain a random walk with invariant measure $\pi$. 

3.3. Two dimensional Kawasaki dynamics. We consider a system of particles satisfying an exclusion rule, i.e. the configuration on one single site is \( \Gamma = \{0, 1\} \), and evolving on \( \mathbb{Z}_N^2 \). The construction can be naturally generalized to any planar graph. Generalizations to higher dimensions are also natural but require more notation.

Let \( \mu \) be a Gibbsian probability measure on the configuration space \( \Gamma^{|\mathbb{Z}_N^2|} \) given by
\[
\pi(\eta) = \frac{1}{Z} e^{-H(\eta)},
\]
where \( H \) is the Hamiltonian. To explain notation we consider the case of an Hamiltonian with one body and two body interactions
\[
H(\eta) = -\sum_{\{x,y\} \in \mathcal{E}} J_{\{x,y\}} \eta(x)\eta(y) - \lambda \sum_{x \in \mathbb{Z}_N^2} \eta(x).
\]
We consider such an Hamiltonian for simplicity but more general interactions can be handled similarly. Indeed the specific form of the Hamiltonian does not play any role in the following. It is only important that it has interactions of bounded range.

In (22) the parameters \( (J_{\{x,y\}})_{\{x,y\} \in \mathcal{E}} \) and \( (\lambda_x)_{x \in \mathbb{Z}_N^2} \) are arbitrary real numbers describing respectively the interactions associate to the bonds and the chemical potentials of the sites. In the following we will always restrict to translational invariant Hamiltonian. Given \( W \subseteq \mathbb{Z}_N^2 \) we define the energy restricted to \( W \) as
\[
H_W(\eta) := -\sum_{\{x,y\} \cap W \neq \emptyset} J_{\{x,y\}} \eta(x)\eta(y) - \lambda \sum_{x \in W} \eta(x).
\]
We define also
\[
H_W^*(\eta) := -\sum_{\{x,y\} \subseteq W} J_{\{x,y\}} \eta(x)\eta(y) - \lambda \sum_{x \in W} \eta(x).
\]
For any \( W \) we have \( H = H_W + H_W^* \). Given an oriented edge \( e \in \mathcal{E} \) of the lattice there is only one anticlockwise oriented face to which \( e \) belongs that we call \( f^+(e) \). There is also an unique anticlockwise face, that we call \( f^-(e) \), such that \( e \in -f^-(e) \) (see Figure 1).

We will show that if we define the rates of jump like in (22), where the two non-negative functions \( w^\pm \) are such that \( D(w^\pm) \cap \{0, e^{(1)}, e^{(2)}, e^{(1)} + e^{(2)}\} = \emptyset \), then we will obtain a dynamics having (21) as invariant measure.

Let us introduce before a simplified version of models. Let \( w^+, w^- \) two positive numbers. We consider the following transition rates for the jump of one particle from \( e^- \) to \( e^+ \)
\[
c_{e^-, e^+}(\eta) := \eta(e^-)(1 - \eta(e^+)) \left( w^+ e^{H_{f^+(\cdot)}(\eta)} + w^- e^{H_{f^-(\cdot)}(\eta)} \right).
\]
When we write \( H_f \) for a suitable face \( f \) we consider the face as a set of vertices. We claim that the generator (12) with the rates of jump (25) has (21) as invariant measure, moreover if \( w^- \neq w^+ \) then the dynamics is not reversible. Since the Hamiltonian (22) has only finite range interactions the dynamics induced by (25) is local.

First we give a direct proof of this claim and then we show how a generalized version of the rates (25) is naturally constructed by divergence free flows on the
configuration space. We need to check the validity of the stationary equations

$$\sum_{e \in E} \left[ \pi(\eta)c_{e^{-},e^{+}}(\eta) - \eta(e^{-})(1 - \eta(e^{+}))\pi \left( \eta^{e^{-},e^{+}} \right)c_{e^{+},e^{-}}(\eta^{e^{-},e^{+}}) \right] = 0, \quad \forall \eta.$$  \hfill (26)

Using (21) and (25) we will obtain in (26) a sum of several terms having as a factor $e^{-H\hat{\pi}(\eta)}$ for some face $f$ and some configuration $\xi$. Observe that if $\eta$ and $\xi$ are obtained one from the other just changing the occupation numbers on sites belonging to $f$ then we have $H\hat{\pi}(\eta) = H\hat{\pi}(\xi)$. This means that all the factors can be written as $e^{-H\hat{\pi}(\eta)}$ for different $f$. We will use the relationship $f^{+}(e) = f^{-}(-e)$ (with $-e$ we denote the edge oriented oppositely with respect to $e$).

Let $F$ be the collection of un-oriented faces. We group together all the terms in (26) that have the energetic factor equal to $e^{-H\hat{\pi}(\eta)}$ for a given $f \in \mathcal{F}$. The sum of all these terms is equal to

$$\frac{e^{-H\hat{\pi}(\eta)}}{Z} \sum_{e \in f} \left[ \eta(e^{-})(1 - \eta(e^{+}))(w^{+} - w^{-}) + \eta(e^{+})(1 - \eta(e^{-}))(w^{-} - w^{+}) \right].$$  \hfill (27)

In (27) $f$ is the unique anticlockwise oriented face corresponding to $f$. The sum appearing in (27) is zero since coincides with the telescopic sum

$$\sum_{e \in f} \eta(e^{-}) - \eta(e^{+}) = 0.$$  \hfill (28)

Considering all the faces in $\mathcal{F}$ we can write (26) as

$$\sum_{f \in \mathcal{F}} \left\{ \frac{e^{-H\hat{\pi}(\eta)}}{Z}(w^{+} - w^{-}) \sum_{e \in f} \eta(e^{-}) - \eta(e^{+}) \right\} = 0.$$  \hfill (29)
By (28) we have that (29) is satisfied. The reversibility condition becomes

$$
(w^+ - w^-) e^{-H_{f}^* (\cdot) x(y)} = (w^+ - w^-) e^{-H_{f}^* (\cdot) x(y)},
$$

that is not satisfied when \( w^+ \neq w^- \) apart special cases.

We show now how it is possible to conceive a generalized version of (25) constructing a divergence free flow like in (15) on the configuration space and using then (14). We use cycles for which the configuration of particles is frozen outside a given face \( f \). The cycles that we use are shown in Figure 2 and correspond to letting the particles rotate around a fixed face according to specific rules and following the two orientations. Let us consider two non-negative functions \( w^\pm \) such that \( D(w^\pm) \cap \{0, e^{(1)}, e^{(2)}, e^{(1)} + e^{(2)}\} = \emptyset \). If \( w^\pm \) are local then the corresponding rates will be also local.

Remark 3.1. More generally we can assume that \( w^\pm \) depends on the configuration of particles restricted to \( \{0, e^{(1)}, e^{(2)}, e^{(1)} + e^{(2)}\} \) only through the number of particles \( \eta(0) + \eta(e^{(1)}) + \eta(e^{(2)}) + \eta(e^{(1)} + e^{(2)}) \).
We call $C_f$ the collection of cycles in the configuration space associated with the oriented face $f$. In Figure 2 we draw the structure of these cycles associated with an $f \in F^+$ (we call $F^+$ the collection of anticlockwise oriented faces). For different configurations of the particles outside $f$ we obtain different elements of $C_f$. The weights in (15) are fixed by

$$
\rho(C) := \begin{cases} 
  e^{-H^+_f} \tau^+_f w^+ & \text{if } C \in C_f, f \in F^+, \\
  e^{-H^-_f} \tau^-_f w^- & \text{if } C \in C_f, f \in F^-.
\end{cases}
$$

(31)

A cycle $C \in C_f$ is individuated by the face $f$, the type of rotation around the face among the possible ones in Figure 2 and the configuration $\eta$ outside the face. Definition (31) is then well posed since all the functions appearing depend only on $\eta$ and are therefore constant on the cycle $C$.

The value of $Q(\eta, \eta^{x,y})$ associated with a jump of one particle from $x$ to $y$ ($e = (x, y)$ is an oriented edge of the lattice) in the configuration $\eta$ is determined as follows. This value is zero unless the site $x$ is occupied and the site $y$ is empty. This gives a factor $\eta(x)(1 - \eta(y))$. If this constraint is satisfied then there is a contribution corresponding to $e^{-H^{+}_{f}(\omega^{(e)f}(\eta))} \tau^{+}_{f}(e) w^{+}(\eta)$ from a cycle with anticlockwise rotations and a contribution corresponding to $e^{-H^{-}_{f}(\omega^{(e)f}(\eta))} \tau^{-}_{f}(e) w^{-}(\eta)$ from a cycle with clockwise rotations. Applying formula (14) we obtain the following generalized version of the rates (25).

$$
c_{e^{-}, e^{+}}(\eta) = \eta(e^{-})(1 - \eta(e^{+})) \left( e^{H^{+}_{f}(\omega^{(e)f}(\eta))} \tau^{+}_{f}(e) w^{+}(\eta) + e^{H^{-}_{f}(\omega^{(e)f}(\eta))} \tau^{-}_{f}(e) w^{-}(\eta) \right).
$$

(32)

The exponential factors in (31) have been chosen in such a way that applying (14) the non locality of the measure $\pi$ is erased and we obtain local rates. To these rates it is always possible to add some reversible rates coming from cycles of length 2 of the form $C = (\eta, \eta^{x,y}, \eta)$. Since this happens also in one dimension we discuss this issue in the next section.

If $\pi$ is a Bernoulli measure then $e^{H^{(e)}_{f}}$ depends only on the number of particles in the face $f^{(e)}$. This dependence can be compensated by $w^{\pm}$ by Remark 3.1.

3.4. One dimensional Kawasaki dynamics. We consider now a conservative dynamics on a ring with $N$ sites. We search for local rates having (21) as invariant measure. Defining the set $W(\{x, x+1\}) := \{x - 1, x, x+1, x+2\}$, we will obtain the following rates

$$
c_{x,x+1}(\eta) = \eta(x)(1 - \eta(x+1)) \left\{ e^{H_{W((x-1,x))}} [\eta(x-1)(1 - \eta(x-2)) \tau_{x-1} w^+] + \eta(x-2)(1 - \eta(x-1)) \tau_{x-1} w^- + e^{H_{W((x+1,x+2))}} [\eta(x+2)(1 - \eta(x+3)) \tau_{x+1} w^+] + \eta(x+3)(1 - \eta(x+2)) \tau_{x+1} w^- \right\},
$$

(33)
Following the arrows from top to bottom we obtain a cycle in the collection $C^+ e$. Recall that the configuration is frozen outside the portion of the lattice drawn. Going in the opposite direction from bottom to top we obtain a cycle in $C^- e$.

\begin{align}
    c_{x+1,x}(\eta) &= \eta(x+1)(1-\eta(x)) \{ e^{H_{W(\{x-1,x\})}} [\eta(x-2)(1-\eta(x-1)) \tau_{x-1} w^+ ] \\
    &+ \eta(x-1)(1-\eta(x-2)) \tau_{x-1} w^- + e^{H_{W(\{x+1,x+2\})}} [\eta(x+3)(1-\eta(x+2)) \tau_{x+1} w^+ ] \\
    &+ \eta(x+2)(1-\eta(x+3)) \tau_{x+1} w^- + e^{H_{\{x,x\}}} \tau_{x} w \},
\end{align}

where $w, w^\pm$ are arbitrary non-negative functions such that $D(w) \cap \{0,1\} = \emptyset$ and $D(w^\pm) \cap W(\{0,1\}) = \emptyset$.

The class of cycles that we consider contains all the cycles in which one single particle jumps across an edge and then come back. The length of these cycles is 2 and any superposition of them is generating a symmetric flow. The family of such cycles, when one single particle jumps across the edge $e$, is denoted by $C^\pm e$.

The most simple way to introduce irreversibility is to consider cycles associated with two particles evolving. The structure of the cycles associated with the movement of two particles that we consider is illustrated in Figure 3. Again the configuration outside the window drawn is frozen. Moving from the top to the bottom of the Figure we have a cycle in the collection $C^+ e$. Moving instead from the bottom to the top we have a cycle in the collection $C^- e$. The lower index $e$ denotes the edge around which the evolution takes place while instead the upper index denotes the direction of movement. Observe that on cycles $C^\pm e$ particles are not jumping across the edge $e$ but instead across $\tau_{\pm 1} e$. We call $W(e) := \tau_{-1} e \cup e \cup \tau_1 e$, i.e. the set of vertices belonging to one of the edges considered. We consider non negative functions $w, w^\pm$ such that $D(w) \cap \{0,1\} = \emptyset$ and $D(w^\pm) \cap W(\{0,1\}) = \emptyset$.

We construct a divergence free flow with a decomposition \cite{Loz} with weights defined...
by

\[ \rho(C) := \begin{cases} 
  e^{-H^{c}_x} \tau_x w & \text{if } C \subseteq C^{+}_x, \\
  e^{-H^{c}_x} \tau_x w^+ & \text{if } C \subseteq C^{+}_x, \\
  e^{-H^{c}_x} \tau_x w^- & \text{if } C \subseteq C^{-}_x.
\end{cases} \]  

(35)

Definition (35) is not ambiguous since the functions used are constant on the cycles and can be interpreted as functions of the cycle itself. The flow is decomposed into a reversible part coming from the superposition of the reversible cycles and an irreversible one \( Q = Q^{r} + Q^{i} \). The reversible part in the case of a jump of a particle from \( x \) to \( x + 1 \) is for example

\[ Q^{r}(\eta, \eta^{x,x+1}) = \tau_x w e^{-H^{c}_x(\eta^{x,x+1}, \eta)(1 - \eta(x + 1))}, \]  

(36)

and similarly for a jump from \( x + 1 \) to \( x \). Since any symmetric flow can be decomposed using these elementary cycles we obtain the most general form of the reversible rates having (21) has an invariant measure

\[ c_{x}^{r,-}(\eta) = \tau_x w e^{H^{r}_x(\eta^{x})} (1 - \eta(\epsilon^{x})) . \]  

(37)

For the irreversible part \( Q^{i}(\eta, \eta^{x,x+1}) \) we may have a contribution from one cycle in \( C_{(x-1,x)}^{\pm} \) and one cycle in \( C_{(x+1,x+2)}^{\pm} \). Let us call \( \chi_i, i = 1, \ldots, 4 \) the characteristic functions associated with the local distribution of particles like in Figure 3 when \( \epsilon = \{0,1\} \) and numbering from the top of the Figure toward the bottom. For example we have

\[ \chi_1(\eta) = \eta(-1)(1 - \eta(0))\eta(1)(1 - \eta(2)), \]  

for the first configuration from the top in Figure 3 and similar expressions for the other cases. We have

\[ Q^{i}(\eta, \eta^{x,x+1}) = \tau_{x-1} \left( w^{+} \chi_2 e^{-H^{c}_x(0,1,0,1)} \right) + \tau_{x+1} \left( w^{+} \chi_1 e^{-H^{r}_x(0,1,1)} \right) \]  

(38)

Likewise for jumps in the opposite direction we have

\[ Q^{i}(\eta, \eta^{x+1,x}) = \tau_{x-1} \left( w^{-} \chi_4 e^{-H^{c}_x(0,1,1)} \right) + \tau_{x+1} \left( w^{-} \chi_4 e^{-H^{r}_x(0,1,1)} \right) \]  

(39)

Using the general rule (14) we obtain the rates of transition for the irreversible part

\[ c_{x,x+1}^{i}(\eta) = \tau_{x-1} \left[ (w^{+} \chi_2 + w^{-} \chi_1) e^{H^{c}_x(0,1,1)} \right] + \tau_{x+1} \left[ (w^{+} \chi_1 + w^{-} \chi_4) e^{H^{r}_x(0,1,1)} \right]. \]  

(40)

Likewise for jumps in the opposite direction we have

\[ c_{x+1,x}^{i}(\eta) = \tau_{x-1} \left[ (w^{+} \chi_4 + w^{-} \chi_3) e^{H^{c}_x(0,1,1)} \right] + \tau_{x+1} \left[ (w^{+} \chi_3 + w^{-} \chi_2) e^{H^{r}_x(0,1,1)} \right]. \]  

(41)

With some algebra putting all together we obtain the rates (38), (41).

3.5. Glauber dynamics. We discuss in detail the one dimensional case. The higher dimensional cases can be discussed very similarly. It is convenient to write the rates as

\[ c_{x}^{r}(\eta) = \eta(x) c_{x}^{r-}(\eta) + (1 - \eta(x)) c_{x}^{r+}(\eta) . \]  

(42)

Decomposition (41) identifies uniquely \( c_{x}^{r} \) only if we require \( D(c_{x}^{r}) \cap \{x\} = \emptyset \).
We search for rates having (21) as invariant measure. We obtain that \( c_{\pm}^{x} \) can be written as a sum of an irreversible part \( c_{\pm,i}^{x} \) and of a reversible one \( c_{\pm,r}^{x} \). We have for the reversible part

\[
\tau_{x}^{r} = \tau_{x} \left( w e^{H_{0}} \right),
\]

where \( w \) is any non-negative function such that \( D(w) \cap \{0\} = \emptyset \). This is the form of the reversible rates in full generality. The Bernoulli case [13] is recovered as a special case. For the irreversible part we have to distinguish when \( \eta(x) = 1 \) and when \( \eta(x) = 0 \) using respectively the following formulas (47) and (48). We obtain

\[
c_{\pm,i}^{x} = \tau_{x} \left[ e^{H_{0,1}} \left( w^{+} \eta(1) + w^{-}(1 - \eta(1)) \right) \right] + \tau_{x-1} \left[ e^{H_{0,1}} \left( w^{-} \eta(0) + w^{+}(1 - \eta(0)) \right) \right],
\]

where \( w^{\pm} \) are non-negative functions such that \( D(w^{\pm}) \cap \{0, 1\} = \emptyset \).

Remark 3.2. If we fix the invariant measure as a Bernoulli measure of parameter \( p \) the rates always satisfy the condition of macroscopic reversibility in [13]

\[
\frac{\mathbb{E}_{\lambda}(c_{x}^{r})}{\mathbb{E}_{\lambda}(c_{x}^{+})} = \frac{1 - p}{p}, \quad \forall \lambda \in [0, 1],
\]

for the hydrodynamic scaling limit of a Glauber+Kawasaki dynamics. In [15] \( \mathbb{E}_{\lambda} \) denotes the expected value with respect to a Bernoulli measure of parameter \( \lambda \) and \( c_{x}^{\pm} \) are the one uniquely identified by (42) and the condition on the domain.

The proof is as follows. The reversible cycles of length 2 are of the type \( C = (\eta, \eta^{r}, \eta) \). We consider also minimal irreversible cycles involving two neighbouring sites \( x \) and \( x + 1 \) (see Figure 4). We fix the weights associated with the reversible cycles as \( \rho(C) := e^{-H_{z}^{x} \tau_{z} w} \), where \( w \) is any non-negative function such that \( D(w) \cap \{0\} = \emptyset \). To fix the weights associated with the irreversible cycles consider \( w^{\pm} \) non-negative functions such that \( D(w^{\pm}) \cap \{0, 1\} = \emptyset \). We set

\[
\rho(C) := \begin{cases} 
    e^{-H_{z}^{x} \tau_{z} w^{+}} & \text{if } C \in C_{x}^{+}, \\
    e^{-H_{z}^{x} \tau_{z} w^{-}} & \text{if } C \in C_{x}^{-}. 
\end{cases}
\]

To the value of \( Q(\eta, \eta^{r}) \) may contribute 4 irreversible cycles and a reversible one. Two irreversible cycles are associated with the bond \( \{x - 1, x\} \) and two to the bond \( \{x, x + 1\} \). When \( \eta(x) = 1 \) we obtain

\[
Q^{i}(\eta, \eta^{r}) = \tau_{x} \left[ e^{-H_{0,1}^{x}} \left( w^{+} \eta(1) + w^{-}(1 - \eta(1)) \right) \right] + \tau_{x-1} \left[ e^{-H_{0,1}^{x}} \left( w^{-} \eta(0) + w^{+}(1 - \eta(0)) \right) \right].
\]
When \( \eta(x) = 0 \) we obtain

\[
Q'(\eta, \eta^r) = \tau_x \left[ e^{-H_{(0,1)^r}} (w^- \eta(1) + w^+ (1 - \eta(1))) \right] + \tau_{x-1} \left[ e^{-H_{(0,1)^r}} (w^+ \eta(0) + w^- (1 - \eta(0))) \right].
\]

(48)

For the reversible part we have in any case

\[
Q'(\eta, \eta^r) = \tau_x \left( w e^{-H_{(0,1)}} \right).
\]

(49)

Using (49) we obtain the rates introduced at the beginning. A similar construction can be done also in dimension \( d > 1 \).

3.6. The general structure. The constructions developed for some specific models can be summarized in a general form as follows. Let \( W \subseteq \mathbb{Z}_N^2 \) be a finite region of the lattice. Consider \( C \) a finite cycle on the configurations space restricted to the finite region. This means a graph having vertices \( \Gamma^W \) and edges between pairs of configurations that can be obtained one from the other according to a local modification depending on the type of dynamics we are considering, for example by a jump of one particle from one site to a nearest neighbor. We have \( C = (\eta_1^{(1)}, \ldots, \eta_k^{(k)}) \) where we write explicitly that the configurations are restricted to \( W \). We can associate to the single cycle \( C \) several cycles on the full configuration space \( \Gamma^{\mathbb{Z}_N^2} \). In particular for any configuration of particles \( \xi_{W^c} \) outside of the region \( W \), we have the cycle \( C[\xi] = (\xi_{W^c} \eta_1^{(1)}, \ldots, \xi_{W^c} \eta_k^{(k)}) \). Since the cycle \( C[\xi] \) is labeled by the configuration \( \xi_{W^c} \) we can associate a weight \( \rho(C) = g(\xi) \) where \( D(g) \cap W = \emptyset \). Starting from these cycles we can generate also other cycles by translations \( \tau_x C[\xi] = (\tau_x \left[ \xi_{W^c} \eta_1^{(1)} \right], \ldots, \tau_x \left[ \xi_{W^c} \eta_k^{(k)} \right]) \) and have translational covariant models we give the weights in such a way that \( g(\xi) = \rho(C[\xi]) = \rho(\tau_x C[\xi]). \)

We obtain a divergence free flow as a superposition of all these cycles

\[
Q = \sum_{x \in \mathbb{Z}_N^2} \sum_{\xi_{W^c}} g(\xi)Q_{\tau_x C[\xi]}.
\]

(50)

More generally we can consider a collection \( C_1, \ldots, C_l \) of finite cycles on configurations restricted to finite regions \( W_1, \ldots, W_l \) with weights associated with functions \( g_1, \ldots, g_l \) with suitable domains. Accordingly in (50) there will be also a sum over the possible types of cycles. We consider for simplicity the case of one single cycle like in (50). Suppose that we need to determine the value of \( Q(\eta, \eta^{x,x+e(1)}) \) corresponding to a jump of one particle from \( x \) to \( x + e(1) \) in the configuration \( \eta \). Let \( \chi_1, \ldots, \chi_k \) be the characteristic functions associated with the configurations restricted to \( W \) along the cycle, i.e.

\[
\chi_i(\eta) := \begin{cases} 1 & \text{if } \eta_{W^c} = \eta_{W}^{(i)}, \\ 0 & \text{otherwise}. \end{cases}
\]

Suppose that along the cycle \( C \) there are jumps of particles along the direction \( e(1) \) at times \( i_1, \ldots, i_n \) in the positions \( x_1, \ldots, x_n \in W \). This means that \( \eta_{W}^{(i_m+1)} = \left( \eta_{W}^{(i_m)} \right)_{x_m, x_m + e(1)} \), \( m = 1, \ldots, n \). We then have

\[
Q(\eta, \eta^{x,x+e(1)}) = \sum_{m=1}^{n} \tau_{x-x_m} [\chi_{i_m}(\eta) g(\eta)].
\]

(51)
Having a fixed invariant measure \( \pi \), the rates can be determined using (14). The functions \( g \) can be chosen in such a way that the rates are local.

3.7. Examples with global cycles. There are simple and natural models that cannot be constructed using local cycles. This is immediately clear for example for the totally asymmetric simple exclusion process (TASEP) on a ring, since particles can move only in one direction. Consider for example the case when particles can move only anticlockwise. In this case an elementary cycle is obtained as follows. Starting from each configuration move the particles one by one anticlockwise in such a way that each particle will occupy at the end the position of the first particle in front of it in the anticlockwise direction. Note that there are many possible cycles of this type depending on the order in which particles are moved. Across each edge of the ring there will be in any case only one particle jumping. It is not difficult to see by (14) that using these cycles it is possible to construct TASEP with Bernoulli invariant measures.

Another example of this type is a continuous time version of the irreversible Glauber dynamics in [26] for spins taking values \( \pm 1 \) on a ring. In this case elementary cycles can be naturally constructed in this way. We consider a given configuration and we flip the spins one by one starting from one single site and moving anticlockwise. Going twice around the ring we come back to the original configuration.

Both models can be understood also by the following symmetry argument. Suppose that on a graph \( (V,E) \) we have a flow \( Q \) for which it is possible to find a bijection such that to any \( (x,y) \in E \) we can associate a \( (y',x) \in E \) and \( Q(x,y) = Q(y',x) \). In this case the flow \( Q \) is automatically divergence free since on each vertex the outgoing flow coincides with the incoming one. In the case of the TASEP from each configuration \( \eta \), in the configuration space, the number of arrows exiting is equal to the number of arrows entering and coincides with the number of clusters on \( \eta \). Giving the same weight to all the arrows corresponding to transitions for configurations having the same number of particles the bijection is automatically constructed. A similar more tricky construction can be done also for the model in [26].

4. A functional discrete Hodge decomposition

We discuss in this section our second discrete geometric construction. This is inspired by a construction in the theory of hydrodynamic limits that we briefly outline [23, 29]. The instantaneous current for a stochastic lattice gas evolving with a conservative dynamics is defined by

\[
j_{\eta}(x,y) := c_{x,y}(\eta) - c_{y,x}(\eta).
\]

(52)

For each fixed configuration \( \eta \) this is a discrete vector field. The intuitive interpretation of the instantaneous current is the rate at which particles cross the bond \((x,y)\). Let \( N_{x,y}(t) \) be the number of particles that jumped from site \( x \) to site \( y \) up to time \( t \). The current flowed across the bond \((x,y)\) up to time \( t \) is defined as

\[
J_{x,y}(t) := N_{x,y}(t) - N_{y,x}(t).
\]

(53)

This is a discrete vector field depending on the trajectory of the system of particles. The importance of the instantaneous current is based on the key observation (see
for example \cite{29} section II 2.3) that

\begin{equation}
J_{x,y}(t) - \int_0^t j_{\eta(s)}(x,y)ds
\end{equation}

is a martingale. This is the main reason why the instantaneous current is relevant in understanding the collective behavior of particle systems. We will not use this fact in the following.

A relevant notion in the derivation of the hydrodynamic behavior for diffusive particle systems is the definition of gradient particle system. The basic definition is the following. A particle system is called of \textit{gradient type} if there exists a local function \( h \) such that

\begin{equation}
J_{\eta}(x,y) = \tau_y h(\eta) - \tau_x h(\eta).
\end{equation}

The relevance of this notion is on the fact that the proof of the hydrodynamic limit for gradient systems is extremely simplified. Moreover for gradient and reversible models it is possible to obtain explicit expressions of the transport coefficients.

We develop a generalization of the Hodge decomposition discussed in Section 2.2. This applies to discrete vector fields suitably depending on the configurations of particles and vector fields of the form \eqref{55} play the role of the gradient vector fields. Circulations will also be suitably defined. We prove a functional Hodge decomposition of translational covariant discrete vector fields. This means vector fields depending on the configuration \( \eta \) and such that

\begin{equation}
J_{\eta}(x,y) = J_{\tau_x \eta}(x+z,y+z).
\end{equation}

The instantaneous current of any translational covariant stochastic lattice gas is translational covariant. Note however that our results hold for any translational covariant discrete vector fields. We will apply this decomposition in Section 5 to different vector fields suitably associated to stochastic lattice gases.

4.1. The one dimensional case. We consider in this section the one dimensional torus with \( N \) sites \( \mathbb{Z}_N := \mathbb{Z}/(NZ) \) that we represent as a ring such that we move anticlockwise going from \( x \) to \( x+1 \). We have the following Theorem.

\textbf{Theorem 4.1.} Let \( j \) be a translational covariant discrete vector field. Then there exists a function \( h \) and a translational invariant function \( C \) such that

\begin{equation}
J_{\eta}(x,x+1) = \tau_{x+1} h(\eta) - \tau_x h(\eta) + C(\eta).
\end{equation}

The function \( C \) is uniquely identified and coincides with

\begin{equation}
C(\eta) = \frac{1}{N} \sum_{x \in \mathbb{Z}_N} j_\eta(x,x+1).
\end{equation}

The function \( h \) is uniquely identified up to an arbitrary additive translational invariant function and coincides with

\begin{equation}
h(\eta) = \sum_{x=1}^{N-1} \frac{x}{N} J_{\eta}(x,x+1).
\end{equation}

\textbf{Proof.} A short proof (apart the uniqueness statements that have to be proved separately like showed at the end) can be obtained simply inserting \eqref{55} and \eqref{59} into \eqref{57}. We give a proof that shows how it is possible to guess the explicit expression \eqref{59} and gives some intuition. The basic idea is to construct several potentials for \( j_{\eta} - C(\eta) \) one for each lattice site of the ring and then to consider the
spatial average of all of them. With a suitable use of the translational covariance we obtain in this way the function $h$.

First of all summing over $x \in \mathbb{Z}_N$ both sides of (57) we obtain that $C$ is uniquely determined by (58). By (56) we have that $C$ is invariant by translations

$$C(\tau x \eta) = \frac{1}{N} \sum_{x=1}^{N} j_{\tau x \eta}(x, x + 1) = \frac{1}{N} \sum_{x=1}^{N} j_{\eta}(x - z, x - z + 1) = C(\eta).$$

We define a function $U : \mathbb{Z}_N \times \Gamma \times \mathbb{Z}_N \rightarrow \mathbb{R}^+$ that associate to the triple $(x, \eta, y)$ the value $U_x(\eta, y)$ defined by

$$U_x(\eta, y) := \sum_{z \in \{x, y-1\}} [j_{\eta}(z, z + 1) - C(\eta)],$$

where $[x, y - 1]$ is the collection of sites encountered going from $x$ to $y - 1$ anti-clockwise. Since

$$\sum_{z=1}^{N} [j_{\eta}(z, z + 1) - C(\eta)] = 0$$

the function $U$ is well defined. Condition (61) coincides with the condition that $j_{\eta} - C(\eta)$ is a gradient vector field for any configuration $\eta$ and $U_x$ is one of the associated potentials fixed in such a way that it is zero at $x$. We have indeed

$$U_x(\eta, y + 1) - U_x(\eta, y) = j_{\eta}(y, y + 1) - C(\eta).$$

Consider the averaged function

$$\overline{U}(\eta, y) := \frac{1}{N} \sum_{x=1}^{N} U_x(\eta, y),$$

for which still we have the equality

$$\overline{U}(\eta, y + 1) - \overline{U}(\eta, y) = j_{\eta}(y, y + 1) - C(\eta).$$

We will show that there exists a function $h : \Gamma \rightarrow \mathbb{R}$ such that $\overline{U}(\eta, y) = \tau_y h(\eta)$ and (64) becomes (57). First of all we prove the invariance property

$$\overline{U}(\tau_x \eta, y + z) = \overline{U}(\eta, y).$$

We have

$$\overline{U}(\tau_x \eta, y + z) = \frac{1}{N} \sum_{x=1}^{N} U_x(\tau_x \eta, y + z) = \frac{1}{N} \sum_{x=1}^{N} \sum_{v \in \{x, y+z-1\}} [j_{\tau_x \eta}(v, v + 1) - C(\tau_x \eta)] = \frac{1}{N} \sum_{x=1}^{N} \sum_{v \in \{x, y+z-1\}} [j_{\eta}(v - z, v - z + 1) - C(\eta)] = \frac{1}{N} \sum_{x=1}^{N} U_{x-z}(\eta, y) = \overline{U}(\eta, y).$$

We used the invariance (56) and the translational invariance of $C$. If we define $h(\eta) := \overline{U}(\eta, 0)$, by the invariance (65) we have

$$\overline{U}(\eta, y) = \overline{U}(\tau_y \eta, 0) = h(\tau_y \eta) = \tau_y h(\eta).$$
Formula (59) can be easily deduced from (63) and the definition of $h$ or directly checking the validity of (57) using (58). To finish the proof suppose now that there are two functions $h$ and $h'$ satisfying (57). Since $C$ is univocally determined we deduce $\tau_{x+1}(h - h') = \tau_x(h - h')$ that means that $h - h'$ is translational invariant. This finishes the proof of the Theorem. $\square$

The basic idea of the above Theorem is the usual strategy to construct the potential of a gradient discrete vector field plus a subtle use of the translational covariance of the model. It is interesting to observe that a one dimensional system of particles is of gradient type (with a possibly not local $h$) if and only if $C(\eta) = 0$. This corresponds to say that for any fixed configuration $\eta$ then $j_\eta(x,y)$ is a gradient vector field. This was already observed in [4, 25]. We discuss some examples

4.1.1. The gradient case. If the vector field is of gradient type, i.e. $j_\eta(x, x+1) = \tau_{x+1} h(x) - \tau_x h(x)$ then we have

$$\sum_{x=1}^{N-1} \frac{x}{N} j_\eta(x, x+1) = h(\eta) - \frac{1}{N} \sum_{x=1}^{N} \tau_x h(\eta),$$

and since the second term on the right hand side is translational invariant we reobtain in formula (59) the original function $h$ up to a translational invariant function.

4.1.2. The 2-SEP. The model we are considering is the 2-SEP for which on each lattice site there can be at most 2 particles ([23] section 2.4). The generalization to k-SEP can be easily done likewise. More precisely we have $\Gamma = \{0, 1, 2\}$. The dynamics is defined by the rates

$$c_{x,x\pm 1}(\eta) = \chi^+(\eta(x))\chi^-(\eta(x \pm 1))$$

where $\chi^+(\alpha) = 1$ if $\alpha > 0$ and zero otherwise while $\chi^-(\alpha) = 1$ if $\alpha < 2$ and zero otherwise. We denote also $D_{\eta}^+(x, x+1)$ local functions associated with the presence on the bond $(x, x+1)$ of what we call respectively a positive or negative discrepancy. More precisely $D_{\eta}^+(x, x+1) = 1$ if $\eta(x) = 2$ and $\eta(x+1) = 1$ and zero otherwise. We have instead $D_{\eta}^-(x, x+1) = 1$ if $\eta(x+1) = 2$ and $\eta(x) = 1$ and zero otherwise. We define also $D_\eta := D_{\eta}^+ - D_{\eta}^-.$

The instantaneous current across the edge $(x, x+1)$ associated with the configuration $\eta$ is

$$j_\eta(x, x+1) := \chi^+(\eta(x)) - \chi^+(\eta(x+1)) + D_{\eta}(x, x+1)$$

For this specific model formulas (58) and (59) become

$$C(\eta) = \frac{1}{N} \sum_{x \in \mathbb{Z}_N} D_{\eta}(x, x+1)$$

$$h(\eta) = -\chi^+(\eta(0)) + \sum_{x=1}^{N-1} \frac{x}{N} D_{\eta}(x, x+1).$$
4.1.3. **ASEP.** The asymmetric simple exclusion process is characterized by the rates \( c_{x,x+1}(\eta) = pq(x)(1 - \eta(x + 1)) \) and \( c_{x,x-1}(\eta) = q\eta(x)(1 - \eta(x - 1)) \). Recall that \( \mathcal{C}(\eta) \) is the collection of clusters of particles in the configuration \( \eta \). Given a cluster \( c \in \mathcal{C} \) we call \( \partial^c \), \( \partial^c \in \{0, 1, \ldots, N - 1\} \) the first element of the lattice on the left of the leftmost site of the cluster and the rightmost site of the cluster respectively. The decomposition (67) holds with

\[
C(\eta) = \frac{(p - q)|\mathcal{C}(\eta)|}{N},
\]

where \( |\mathcal{C}(\eta)| \) denotes the number of clusters and

\[
h(\eta) = \frac{1}{N} \sum_{c \in \mathcal{C}(\eta)} [p\partial^c - q\partial^c] .
\]

4.1.4. **Reversible and gradient models.** We show in a concrete example the usefulness of the criterium to recognize a gradient model illustrated just before Section 4.1.1. A problem of interest is to find models that are at the same time ordered according to the criterium illustrated just before Section 4.1.3. Given a cluster \( c \in \mathcal{C} \) we call \( \partial^c \), \( \partial^c \in \{0, 1, \ldots, N - 1\} \) the first element of the lattice on the left of the leftmost site of the cluster and the rightmost site of the cluster respectively. The decomposition (67) holds with

\[
C(\eta) = \frac{(p - q)|\mathcal{C}(\eta)|}{N},
\]

where \( |\mathcal{C}(\eta)| \) denotes the number of clusters and

\[
h(\eta) = \frac{1}{N} \sum_{c \in \mathcal{C}(\eta)} [p\partial^c - q\partial^c] .
\]

4.2. **The two dimensional case.** We consider now the two dimensional torus with vertices \( \mathbb{Z}_N^2 := \mathbb{Z}^2 / N\mathbb{Z}^2 \) and the set of edges \( \mathcal{E} \) given by the pairs of vertices \( \{x, y\} \) that are at distance 1. The functional discrete Hodge decomposition in the 2 dimensional case is as follows.

**Theorem 4.2.** Let \( j \) be a translational covariant discrete vector field. Then there exist 4 functions \( h, g, C^{(1)}, C^{(2)} \) on configurations of particles such that for an edge of the type \( e = (x, x \pm e) \) we have

\[
j_\eta(e) = \left[ \tau_{x+} h(\eta) - \tau_{x-} h(\eta) \right] + \left[ \tau_{x+} g(\eta) - \tau_{x-} g(\eta) \right] \pm C^{(i)}(\eta) .
\]

The functions \( C^{(i)} \) are translational invariant and uniquely identified. The functions \( h \) and \( g \) are uniquely identified up to additive arbitrary translational invariant functions.
Proof. Since for any fixed $\eta$ we have that $j_\eta(\cdot)$ is an element of $\Lambda^1$ we can perform for any fixed $\eta$ the Hodge decomposition writing $j_\eta = j^\nabla_\eta + j^\delta_\eta + j^H_\eta$. The harmonic component $j^H_\eta$ is related to the functions $C^{(i)}$ that are equivalent to the constants $c_i$ computed by (7). Since we have now discrete vector fields depending on configurations $\eta$ for any fixed configuration $\eta$ we will obtain not constants but functions of the configurations. In particular we have a formula completely analogous of (7) that is

$$C^{(i)}(\eta) := \frac{1}{N^2} \sum_{x \in \mathbb{Z}_N^2} j_\eta(x, x + e^{(i)}) .$$  \hspace{1cm} (70)$$

The functions in (70) are clearly translational invariant and uniquely determined as can be seen taking the scalar product with $\varphi^{(i)}$ on both sides of (69). We have

$$j^H_\eta = C^{(1)}(\eta)\varphi^{(1)} + C^{(2)}(\eta)\varphi^{(2)} .$$

As a second step we show that the translational covariance of $j_\eta$ is inherited also by the other components $j^\delta_\eta, j^\nabla_\eta$. Fix arbitrarily $z \in \mathbb{Z}_N^2$ and consider two new discrete vector fields depending on configurations

$$\begin{cases} j^\delta_\eta(x, y) := j^\delta_\eta(x + z, y + z), \\ j^\nabla_\eta(x, y) := j^\nabla_\eta(x + z, y + z). \end{cases}$$  \hspace{1cm} (71)$$

For any fixed $\eta$ we have $j^\delta_\eta \in \delta\Lambda^2$ and $j^\nabla_\eta \in \nabla\Lambda^0$ since translations preserve these properties. We can write

$$j^\delta_\eta(x, y) + j^\nabla_\eta(x, y) + j^H_\eta(x, y) = j^\delta_\eta(x + z, y + z) = j^\delta_{x+z, y+z}(x, y) + j^\nabla_{x+z, y+z}(x, y) + j^H_\eta(x, y).$$

We used the translational covariance of $j_\eta$ and the translational invariance of $j^H_\eta$. Since for any fixed $\eta$ the Hodge decomposition is unique we obtain $j^\delta_{x+z, y+z}(x, y)$ and $j^\nabla_{x+z, y+z}(x, y)$ that is the translational covariance of $j^\delta_\eta$ and $j^\nabla_\eta$.

Since for any fixed $\eta$ we have that $j^\nabla_\eta$ is translational covariant and of gradient type, we show that there exists a function $h$ such that

$$j^\nabla_\eta(x, x + e^{(i)}) = \tau_{x+e^{(i)}} h(\eta) - \tau_x h(\eta) \hspace{1cm} i = 1, 2 .$$  \hspace{1cm} (72)$$

The proof is very similar to the one dimensional case. We define a function $U_x(\eta, y)$ where $x, y \in \mathbb{Z}_N^2$. This is defined by

$$U_x(\eta, y) := \sum_{i=0}^{k-1} j^\nabla_\eta(z^{(i)}, z^{(i+1)}) ,$$  \hspace{1cm} (73)$$

where $z^{(0)}, \ldots, z^{(k)}$ is any path on $\mathbb{Z}_N^2$ going from $z^{(0)} = x$ to $z^{(k)} = y$. Since $j^\nabla$ is of gradient type the value is independent of the path. As in the one dimensional case we consider the averaged function

$$\mathcal{U}(\eta, y) := \frac{1}{N^2} \sum_{x \in \mathbb{Z}_N^2} U_x(\eta, y) ,$$  \hspace{1cm} (74)$$

for which we have the equality

$$\mathcal{U}(\eta, y) - \mathcal{U}(\eta, x) = j^\nabla_\eta(x, y) ,$$  \hspace{1cm} (75)$$
for any \((x, y) \in E\). To finish the proof we need to show that there exists a function \(h : \Gamma \to \mathbb{R}\) such that \(\overline{U}(\eta, y) = \tau_y h(\eta)\) and \((75)\) becomes \((72)\). First of all we prove the invariance property
\[
\overline{U}(\tau_z \eta, y + z) = \overline{U}(\eta, y) .
\]
This follows by the symmetry
\[
U_x(\eta, y) = U_{x+z}(\tau_z \eta, y + z)
\]
that is obtained directly by the definition and the translational covariance of \(j^\nabla\). Likewise in the one dimensional case we have then
\[
\overline{U}(\tau_z \eta, y + z) = \frac{1}{N_2^2} \sum_{x \in \mathbb{Z}_N^2} U_x(\tau_z \eta, y + z)
\]
that follows by the symmetry
\[
U_x(\eta, y) = U_{x+z}(\eta, y + z)
\]
that is obtained directly by the definition and the translational covariance of \(j^\nabla\).

Uniqueness of \(h\) up to an additive translation invariant function follows like in the one dimensional case.

Consider now \(j_\delta^\eta \in \delta \Lambda^2\) for any \(\eta\) and translational covariant. This means that for any \(\eta\) there exists a 2 form \(\psi(\eta; f)\) such that
\[
j_\delta^\eta (e) = \psi(\eta; f^+(e)) - \psi(\eta; f^-(e)), \quad e \in E ,
\]
where we recall that \(f^+(e)\) is the unique antclockwise oriented face to which \(e\) belongs and \(f^-(e)\) is the unique antclockwise oriented face to which \(-e\) belongs. A two form satisfying \((79)\) is identified up to an arbitrary constant. For any \(x^* \in \mathbb{Z}_N^2\) we introduce \(\psi_{x^*}(\eta; f)\) that is the 2 form satisfying \((79)\) and such that \(\psi_{x^*}(\eta; f^*) = 0\), where \(f^*\) is the antclockwise oriented face associated with \(x^*\). We define
\[
\overline{\psi}(\eta; f) := \frac{1}{N_2^2} \sum_{x^* \in \mathbb{Z}_N^2} \psi_{x^*}(\eta; f)
\]
that satisfies
\[
j_\delta^\eta (e) = \overline{\psi}(\eta; f^+(e)) - \overline{\psi}(\eta; f^-(e)), \quad e \in E .
\]
With essentially the same computation as in the gradient case we can show that
\[
\overline{\psi}(\tau_z \eta; \tau_z f) = \overline{\psi}(\eta; f), \quad \forall z .
\]
We define the function \(g(\eta) := \overline{\psi}(\eta, f^0)\) where \(f^0\) is the antclockwise oriented face associated with the vertex \(\left(\frac{1}{2}, \frac{1}{2}\right) \in \mathbb{Z}_N^2\). From \((82)\) we obtain
\[
\overline{\psi}(\eta; f) = \overline{\psi}(\tau_x \eta; f^0) = g(\tau_x \eta) = \tau_x g(\eta)
\]
where \(x\) is the vertex of the original lattice and such that \(x^*(f) = (\frac{1}{2}, \frac{1}{2}) + x\) and \(x^*(f)\) is the vertex of the dual lattice associated with the face \(f\). Using \((83)\) the relation \((81)\) becomes
\[
j_\delta^\eta (e) = \tau_{x^+}(e) g(\eta) - \tau_{x^-}(e) g(\eta) .
\]
Uniqueness of \(g\) up to an arbitrary additive translation invariant function follows by the usual argument. \(\Box\)
4.2.1. A non gradient lattice gas with local decomposition. We construct a model of particles satisfying an exclusion rule, with jumps only through nearest neighbors sites and having a non trivial decomposition of the instantaneous current (69) with \( C^{(i)} = 0 \) and \( h \) and \( g \) local functions. The functions \( h \) and \( g \) have to be chosen suitably in such a way that the instantaneous current is always zero inside cluster of particles and empty clusters and has to be always such that \( j_{\eta}(x,y) \geq 0 \) when \( \eta(x) = 1 \) and \( \eta(y) = 0 \). A possible choice is the following perturbation of the SEP. We fix \( \tilde{h}(\eta) = -\eta(0) \) and \( g(\eta) \) with \( D(g) = \{0,e^{(1)},e^{(2)},e^{(1)} + e^{(2)}\} \) (we denote by 0 the vertex \((0,0)\) defined as follows. We have \( g(\eta) = \alpha \) if \( \eta(0) = \eta(e^{(1)} + e^{(2)}) = 1 \) and \( \eta(e^{(1)}) = \eta(e^{(2)}) = 0 \). We have also \( g(\eta) = \beta \) if \( \eta(0) = \eta(e^{(1)} + e^{(2)}) = 0 \) and \( \eta(e^{(1)}) = \eta(e^{(2)}) = 1 \). The real numbers \( \alpha, \beta \) are such that \(|\alpha| + |\beta| < 1\). For all the remaining configurations we have \( g(\eta) = 0 \). Since \( \Gamma = \{0,1\} \) the rates of jump are uniquely determined by \( c_{x,y}(\eta) = [j_{\eta}(x,y)]_+ \).

4.2.2. A perturbed zero range dynamics. We consider a dynamics similar to the dynamics in Section 3.3 but with \( \Gamma = \mathbb{N} \) and having a local non trivial decomposition. We say that the face \( \{0,e^{(1)},e^{(2)},e^{(1)} + e^{(2)}\} \) is full in the configuration \( \eta \in \mathbb{N}^{2d} \) if \( \min\{\eta(0),\eta(e^{(1)}),\eta(e^{(2)}),\eta(e^{(1)} + e^{(2)})\} > 0 \). Consider two non negative functions \( w^\pm \) that are identically zero when the face \( \{0,e^{(1)},e^{(2)},e^{(1)} + e^{(2)}\} \) is not full. Given a positive function \( h : \mathbb{N} \to \mathbb{R}^+ \), we define the rates of jump as

\[
c_{e^-,e^+}(\eta) = \tilde{h}(\eta(e^-)) + \tau_{1^+(e)}w^+ + \tau_{1^-(e)}w^-.
\]

This corresponds to a perturbation of a zero range dynamics such that one particle jumps from one site with \( k \) particles with a rate \( \tilde{h}(k) \). The perturbation increases the rates of jump if the jump is on the edge of a full face. The gain depends on the orientation and the effect of different faces is additive. For such a model the instantaneous current has a local decomposition (69) with \( h(\eta) = -\tilde{h}(\eta(0)) \) and \( g(\eta) = w^+(\eta) - w^-(\eta) \).

5. Stationarity and orthogonality

We discuss a different approach to the problem of constructing non reversible stationary non equilibrium states. This is based on the functional Hodge decomposition discussed in Section 3. The main idea is that it is possible to interpret the stationary equations as an orthogonality condition with respect to a suitable harmonic discrete vector field. Translational covariant discrete vector fields can be generated using the functional discrete Hodge decomposition. This interpretation can be given in general, however, to have a clearer view of the geometric construction, we discuss the simplified case of a Bernoulli invariant measure. More general measures can be discussed as well (see Remark 5.1). We find families of solutions but generalizations are possible.

This approach and the one developed in Section 3 are just two different perspectives on the same problem and are therefore strongly related. In particular it should be possible to prove a general Theorem stating the equivalence of the two conditions. Less ambitiously, given any model associated to an invariant measure, it should be possible to verify both the orthogonality and the divergence free condition. We are not going to discuss this equivalence here. We just show in the next first example how to recognize similar structures in the models constructed.
5.1. One-dimensional Kawasaki dynamics. We start discussing possibly the simplest case, a one dimensional Kawasaki dynamics with a translational covariant rate of exchange given by \( c_\tau(\eta) \). Of course we can write the exchange rate as the sum of two jumps rates

\[
c_\tau(\eta) = c_{\tau^-,\tau^+}(\eta) + c_{\tau^+,\tau^-}(\eta) .
\]  

We consider the case of the one dimensional ring. We can write \( c_{\tau^+,\tau^+}(\eta) = \eta(x)(1 - \eta(x + 1))\tilde{c}_{x^+,x}(\eta) \) and \( c_{\tau^+,\tau^+}(\eta) = \eta(x + 1)(1 - \eta(x))\tilde{c}_{x^+,x}(\eta) \) where \( \tilde{c}_{x^+,x}(\eta) \) is given by \( 1_{(\eta(x) \neq \eta(x + 1))} \). The stationary condition can be written as

\[
\mu(\eta) \sum_{x \in \mathbb{Z}_N} \left[ c_\tau(\eta) - \frac{\mu(\eta^r)}{\mu(\eta)} c_\tau(\eta^r) \right] = 0 .
\]

Using (SS) and the fact that \( \mu \) is a Bernoulli measure so that \( \frac{\mu(\eta^r)}{\mu(\eta)} = 1 \), with some algebra we can show that (SS) is equivalent to

\[
\sum_{x \in \mathbb{Z}_N} \left[ (\eta(x + 1) - \eta(x)) (\tilde{c}_{x^+,x}(\eta) - \tilde{c}_{x^+,x+1}(\eta)) \right] = 0 .
\]

The expression inside squared parenthesis in (SS) is symmetric for the exchange \( x \leftrightarrow x + 1 \). We can naturally interpret (SS) as the orthogonality condition

\[
\langle \gamma_\eta, \mathbb{I} \rangle = 0 ,
\]

where \( \mathbb{I} \) is the harmonic discrete vector field defined by \( \mathbb{I}(x, x + 1) = 1 \) (and consequently \( \mathbb{I}(x + 1, x) = -1 \)) while \( \gamma_\eta \) is the discrete vector field defined by

\[
\gamma_\eta(x, x + 1) = \left( \eta(x + 1) - \eta(x) \right) \left( \tilde{c}_{x^+,x}(\eta) - \tilde{c}_{x^+,x+1}(\eta) \right)
\]

(and consequently \( \gamma_\eta(x + 1, x) = -\gamma_\eta(x, x + 1) \)). It may appear strange to construct an antisymmetric object starting from a symmetric one (the argument of (SS)), but this is exactly what must happens to interpret (SS) as a scalar product.

Remark 5.1. In the case of a different invariant measure the stationary condition can be written again as (SS) where the discrete vector field \( \gamma_\eta \) is given by

\[
\gamma_\eta(x, x + 1) := \left( \eta(x) - r_x(\eta)\eta(x + 1) \right) \left( \tilde{c}_{x^+,x}(\eta) - \tilde{c}_{x^+,x+1}(\eta) \right) ,
\]

with \( r_x(\eta) := \frac{e^{(\eta(x,x+1)-1)\eta(x+1)}}{e^{(\eta(x,x+1)-1)\eta(x+1)}} . \) Also in this case \( \gamma_\eta \) is translational covariant and assuming that \( r_x(\eta) \) is local (as it is for a finite range Gibbs measure) we can proceed similarly to the Bernoulli case.

We use the orthogonality (SS) and the similar relationship in the following just algebraically. It does not seem to be a direct physical interpretation of the vector fields involved. The vector field \( \gamma_\eta \) is translational covariant and can be decomposed like (SS). The orthogonality condition (SS) can be satisfied if and only if the harmonic part \( C \) in the decomposition (SS) is identically zero and we get that the stationary condition is satisfied if and only if there exists a function \( h \) such that

\[
\gamma_\eta(x, x + 1) = (\eta(x + 1) - \eta(x)) (\tilde{c}_{x^+,x}(\eta) - \tilde{c}_{x^+,x+1}(\eta)) = \tau(x + 1) h(\eta) - \tau_x h(\eta) .
\]

To solve the above equation we have to consider a function \( h \) such that the right hand side of (SS) is zero when \( \eta(x) = \eta(x + 1) \) since the left hand side is clearly
zero in this case. Moreover when \( \eta(x) \neq \eta(x + 1) \), we have to impose that
\[
\frac{\tau_{x+1} h(\eta)}{\eta(x + 1) - \eta(x)} - \tau_x h(\eta)
\]
is a function invariant under the exchange of the values of \( \eta(x) \) and \( \eta(x + 1) \). This is because by (91) we have that \( \tilde{c}_{x+1,x}(\eta) - \tilde{c}_{x,x+1}(\eta) \) that does not depend on \( \eta(x), \eta(x + 1) \). If we fix an \( h \) that satisfies these constraints, we obtain by (91) the rates \( \tilde{c} \).

A first possibility is to fix \( h(\eta) = \eta(0) C(\eta) \) where \( C(\eta) \) is a translational invariant function. In this way we get \( \tau_{x+1} h(\eta) - \tau_x h(\eta) = (\eta(x + 1) - \eta(x)) C(\eta) \) and we have
\[
\tilde{c}_{x+1,x}(\eta) - \tilde{c}_{x,x+1}(\eta) = C(\eta).
\]
Since the left hand side does not depend on \( \eta(x) \) and \( \eta(x + 1) \) and \( C \) is translational invariant, the only possibility is that \( C \) is a constant function. All the non negative solutions \( X, Y \) of the equation \( X - Y = A \) are given by
\[
\begin{cases}
X = [A]_+ + S, \\
Y = [-A]_+ + S,
\end{cases}
\]
where \([\cdot]_+\) denotes the positive part and \( S \geq 0 \) is arbitrary. We obtain that the general solution in this case is
\[
\begin{cases}
\tilde{c}_{x+1,x}(\eta) = \left[ C \right]_+ + \tau_x s(\eta), \\
\tilde{c}_{x,x+1}(\eta) = \left[ -C \right]_+ + \tau_x s(\eta),
\end{cases}
\]
where \( s \) is an arbitrary non negative function such that \( D(s) \cap \{0, 1\} = \emptyset \). In formula (94) the additive part involving the function \( s \) corresponds to the reversible part while the remaining part corresponds to the irreversible part. The asymmetric exclusion process is obtained as a special case. The corresponding decomposition into cycles contains necessarily global cycles as discussed in Section 3.7.

Another possibility is to consider a function \( h \) of the form \( h = \tau_1 \tilde{g} + g \). Then we have
\[
\tau_{x+1} h - \tau_x h = \tau_{x+2} g - \tau_x \tilde{g}.
\]
A very general class of functions \( h \) that can be used in (91) is then obtained by \( h = g + \tau_1 \tilde{g} \) where
\[
g(\eta) = (\eta(-1) - \eta(2)) (\eta(1) - \eta(0)) \tilde{g}(\eta)
\]
and \( \tilde{g} \) is any function such that \( D(\tilde{g}) \cap W(\{-1, 0\}) = \emptyset \), where we recall that the symbol \( W(\epsilon) \) has been defined just above (55).

We obtain for our class of functions \( h \) a general form of the rates given by
\[
\begin{cases}
\tilde{c}_{x+1,x}(\eta) = \left[ (\eta(x + 3) - \eta(x + 2)) \tau_x \tilde{g} - (\eta(x - 1) - \eta(x - 2)) \tau_x g \right]_+ + \tau_x s(\eta), \\
\tilde{c}_{x,x+1}(\eta) = \left[ (\eta(x - 1) - \eta(x - 2)) \tau_x g - (\eta(x + 3) - \eta(x + 2)) \tau_{x+2} \tilde{g} \right]_+ + \tau_x s(\eta),
\end{cases}
\]
where \( s \) is an arbitrary non negative function such that \( D(s) \cap \{0, 1\} = \emptyset \). In formula (97) the additive part involving the function \( s \) corresponds to the reversible part while the part involving the function \( \tilde{g} \) corresponds to the irreversible part.

To compare the models obtained in (97) with the models obtained in Section 3.4, we have first of all to recall that here we are considering product invariant measures so that in formulas (33) and (54) the value of the energy is constant and can be
incorporated into the arbitrary functions. If we fix \( \tau \tilde{g} = w^+ - w^- \) we obtain that the rates obtained in Section 3.3 are a subset of the models defined by (97). This is obtained observing that in both cases we will have
\[
\tilde{c}_{x+1,x} - \tilde{c}_{x,x+1} = (\eta(x + 3) - \eta(x + 2))\tau_{x+2}g + (\eta(x - 2) - \eta(x - 1))\tau_x\tilde{g}.
\] (98)
Formula (97) gives the most general positive solution to (98) while instead this is not the case for the rates of Section 3.3 (note for example that selecting \( s = 0 \) in (97) we obtain rates such that \( \min \{ \tilde{c}_{x+1,x}, \tilde{c}_{x,x+1} \} = 0 \) while this is not always possible for the rates in Section 3.3). This means that any model constructed with cycles like in Section 3.3 can be obtained by (97) for some \( \tilde{g} \) and \( s \); however among the rates defined by (97) there are some models for which the typical current cannot be decomposed by cycles of length two and by cycles like in Figure 3.

We stress again that in this case, as well as in the followings, we obtain very general families of models parametrized by arbitrary functions. Considering simple cylindric functions \( \tilde{g} \) and \( s \) it is possible to obtain simple and completely explicit models.

5.2. One-dimensional Glauber dynamics. The stationary condition for a Glauber dynamics on the one dimensional torus is
\[
\mu(\eta) \sum_{x \in \mathbb{Z}_N} \left[ c_x(\eta) - \frac{\mu(\eta^x)}{\mu(\eta)} c_x(\eta^x) \right] = 0.
\] (99)
We consider translational covariant rates that can be written as
\[
c_x(\eta) = \eta(x) \tau_x c^- (\eta) + (1 - \eta(x)) \tau_x c^+ (\eta),
\] (100)
where \( D (c^+) \cap \{ 0 \} = \emptyset \). We consider the case of Bernoulli invariant measures of parameter \( p \). The stationary condition (99) is equivalent to
\[
\sum_{x \in \mathbb{Z}_N} \left( \eta(x) \tau_x c^- (\eta) + (1 - \eta(x)) \tau_x c^+ (\eta) \right)
\]
\[
= \sum_{x \in \mathbb{Z}_N} \left( \eta(x) \frac{(1 - p)}{p} \tau_x c^+ (\eta) + (1 - \eta(x)) \frac{p}{(1 - p)} \tau_x c^- (\eta) \right) = 0,
\] (101)
that with some algebra becomes
\[
\sum_{x \in \mathbb{Z}_N} \left[ \left( 1 - \frac{\eta(x)}{p} \right) \left( \tau_x c^+ (\eta) - \frac{p}{(1 - p)} \tau_x c^- (\eta) \right) \right] = 0.
\] (102)
As before we can naturally interpret (102) as the orthogonality condition \( \langle \varphi_\eta, \mathbb{I} \rangle = 0 \) where the translational covariant vector field \( \varphi_\eta \) is defined by
\[
\varphi_\eta(x, x + 1) := \left( 1 - \frac{\eta(x)}{p} \right) \left( \tau_x c^+ (\eta) - \frac{p}{(1 - p)} \tau_x c^- (\eta) \right),
\] (103)
setting \( \varphi_\eta(x + 1, x) = -\varphi_\eta(x, x + 1) \) by antisymmetry. Since we are in 1 dimension we have that (102) holds if and only if there exists a function \( h \) such that
\[
\varphi_\eta(x, x + 1) = \tau_{x+1} h(\eta) - \tau_x h(\eta).
\]
By translational covariance this relation is equivalent to
\[
c^+ (\eta) - \frac{p}{(1 - p)} c^- (\eta) = \frac{\tau_1 h(\eta) - h(\eta)}{\left( 1 - \frac{\eta(x)}{p} \right)}.
\] (104)
An important fact to observe is that the left hand side of (104) does not depend on \( \eta(0) \) and then this must be true also for the right hand side. We have a general family of functions satisfying this constraint that is given by
\[
h(\eta) = \left( 1 - \frac{\eta(-1)}{p} \right) \left( 1 - \frac{\eta(0)}{p} \right) h(\eta),
\]
where \( h \) is an arbitrary function such that \( D(h) \cap \{ -1, 0 \} = \emptyset \). The other constraint that has to be satisfied is that the rates are nonnegative functions and this is obtained considering positive solutions of (104) by using (93). We obtain
\[
\begin{align*}
\left\{ c^+(\eta) = \left[ \left( 1 - \frac{\eta(1)}{p} \right) \tau_1 h - \left( 1 - \frac{\eta(-1)}{p} \right) \tilde{h} \right]^+ + s(\eta), \\
\left\{ c^-(\eta) = \frac{1}{p} \left[ \left( 1 - \frac{\eta(-1)}{p} \right) \tilde{h} - \left( 1 - \frac{\eta(1)}{p} \right) \tau_1 h \right]^+ + s(\eta)
\end{align*}
\]
where \( s \) is an arbitrary non negative function such that \( D(s) \cap \{ 0 \} = \emptyset \). Again the part with \( s \) is the reversible contribution.

5.3. Two dimensional Kawasaki dynamics. In two dimensions the stationary condition under the hypothesis of Bernoulli invariant measure is analogous to (57).

We have indeed
\[
\sum_{x \in \mathbb{Z}_N^2} \sum_{i=1,2} \left[ \left( \eta \left( x + e^{(i)} \right) - \eta(x) \right) \left( \tilde{c}_{x+e^{(i)},x}(\eta) - \tilde{c}_{x,x+e^{(i)}}(\eta) \right) \right] = 0,
\]
that can be interpreted as \( \langle \gamma_\eta, \mathbb{I} \rangle = 0 \) where the translational covariant vector field \( \gamma_\eta \) is given by
\[
\gamma_\eta \left( x, x + e^{(i)} \right) = \left( \eta \left( x + e^{(i)} \right) - \eta(x) \right) \left( \tilde{c}_{x+e^{(i)},x}(\eta) - \tilde{c}_{x,x+e^{(i)}}(\eta) \right), \quad i = 1, 2.
\]
The values of \( \gamma_\eta \left( x + e^{(i)}, x \right) \) are fixed by antisymmetry. The orthogonality condition is satisfied if and only if for any fixed \( \eta \) the vector \( \gamma_\eta \) is obtained as a linear combination of a vector field in \( \nabla \Lambda^0 \), a vector in \( \delta \Lambda^2 \) and the vector \( \phi^{(1)} - \phi^{(2)} \).

Since the vector filed \( \gamma_\eta \) is translational covariant there exist functions \( h, g \) and a real number \( \lambda \) such that
\[
\gamma_\eta(e) = \left[ \tau_{e^+} h(\eta) - \tau_{e^-} h(\eta) \right] + \left[ \tau_{e^+} g(\eta) - \tau_{e^-} g(\eta) \right] = \pm \lambda.
\]
The first case is as follows. Let \( k(\eta) \) and \( v(\eta) \) be two function having a structure like in Section 5.1 but respectively along the two directions of the plane. More precisely let \( \tilde{k} \) be a function such that \( D \left( \tilde{k} \right) \subseteq \{ je^{(1)}, j = 1, \ldots, N \} \) and \( D \left( \tilde{k} \right) \cap \{-2e^{(1)}, -e^{(1)}, 0, e^{(1)}\} = \emptyset \). Define then
\[
k(\eta) := \left[ \eta \left( -e^{(1)} \right) - \eta \left( -2e^{(1)} \right) \right] \left[ \eta \left( e^{(1)} \right) - \eta \left( 0 \right) \right] \tilde{k}(\eta).
\]
Likewise let \( \tilde{v} \) be a function such that \( D \left( \tilde{v} \right) \subseteq \{ je^{(2)}, j = 1, \ldots, N \} \) and \( D \left( \tilde{v} \right) \cap \{-2e^{(2)}, e^{(2)}, 0, e^{(2)}\} = \emptyset \). Define then
\[
v(\eta) := \left[ \eta \left( -e^{(2)} \right) - \eta \left( -2e^{(2)} \right) \right] \left[ \eta \left( e^{(2)} \right) - \eta \left( 0 \right) \right] \tilde{v}(\eta).
\]
We define \( h^1(\eta) := k(\eta) + \tau_{e(1)} k(\eta) \) and \( h^2(\eta) := v(\eta) + \tau_{e(2)} v(\eta) \). Finally we define
\[
\begin{align*}
\gamma_{y}(x, x + e^{(1)}) &= \tau_{x + e^{(1)}} h^1 - \tau_x h^1, \\
\gamma_{y}(x, x + e^{(2)}) &= \tau_{x + e^{(2)}} h^2 - \tau_x h^2.
\end{align*}
\]
(110)
The orthogonality \( \langle \gamma_{\eta}, \varphi^{(1)} \rangle = 0 \) follows by
\[
\langle \gamma_{\eta}, \varphi^{(1)} \rangle = \langle \gamma_{\eta}, \varphi^{(2)} \rangle = 0,
\]
obtained like in the one dimensional case. Inserting (110) in the left hand side of (105) we obtain the rates \( \bar{c} \) like in Section 5.1.

The second case that it is possible to describe is the following. Let \( b \) be a function such that \( D(b) \cap \{0, e^{(1)}, e^{(2)}, e^{(1)} + e^{(2)}\} = \emptyset \). Consider also \( e^{(i)}, i = 1, 2 \) two arbitrary constants. We define
\[
\tilde{c}_{x,y}(\eta) - \tilde{c}_{y,x}(\eta) = \left[ \tau_{\eta^+}(x,y) b(\eta) - \tau_{\eta^-}(x,y) b(\eta) \right] \pm e^{(i)},
\]
(111)
when \( y = x \pm e^{(i)} \). By the property of \( D(b) \) it is possible to obtain by (111) the rates \( \tilde{c} \) using again (93). According to (111) if we define the vector field \( \psi_{\eta}(x, y) := \tilde{c}_{x,y}(\eta) - \tilde{c}_{y,x}(\eta) \), we have \( \psi_{\eta} \in \delta \Lambda^2 \oplus \Lambda^1_H \) for any \( \eta \). We define also the vector field \( \varphi_{\eta}(x, y) := \eta(y) - \eta(x) \) and for any \( \eta \) we have \( \varphi_{\eta} \in \nabla \Lambda^0 \). Since the stationary conditions (112) can also naturally be interpreted as \( \langle \varphi_{\eta}, \psi_{\eta} \rangle = 0 \) and the two discrete vector fields belong to orthogonal subspaces the stationarity conditions are automatically satisfied.

5.4. Two dimensional Glauber dynamics. We consider now the two dimensional Glauber dynamics but the same construction can be done also in higher dimensions. The stationary condition for a Bernoulli invariant measure of parameter \( p \) can be written again like (102)
\[
\sum_{x \in \mathbb{Z}^2_2} \left( 1 - \frac{\eta(x)}{p} \right) \left( \tau_x \tau^+(\eta) - \frac{p}{1-p} \tau_x \tau^- (\eta) \right) = 0.
\]
(112)
This expression is of the form \( \sum_{x \in \mathbb{Z}^2_2} \tau_x g(\eta) = 0 \) where the function \( g \) is given by
\[
g(\eta) = \left( 1 - \frac{\eta(0)}{p} \right) \left( c^+(\eta) - \frac{p}{1-p} c^- (\eta) \right).
\]
(113)
Given a \( \tilde{g} \in \Lambda^0 \) such that \( \sum_{x \in \mathbb{Z}^2} \tilde{g}(x) = 0 \) then there exists a \( \varphi \in \Lambda^1 \) such that \( \tilde{g}(x) = \nabla \cdot \varphi(x) \). This fact can be proved in several ways, for example considering a \( \varphi \) of gradient type \( \varphi(x, y) = k(y) - k(x) \) we have that \( k \) has to satisfy the discrete Poisson equation \( \Delta k = \tilde{g} \) that has always a solution. In our case we have that \( \tilde{g}(x) = \tilde{g}_{\eta}(x) \) depends on \( \eta \) so that there exists an \( \eta \) dependent discrete vector field \( \varphi_{\eta} \) such that \( \nabla \cdot \varphi_{\eta} = \tilde{g}_{\eta} \). Since \( \tilde{g}_{\eta}(x) = \tau_x g(\eta) \) is translational covariant, with the same arguments as in Theorem 4.2 we can prove that the \( \eta \) dependent discrete vector field \( \varphi_{\eta} \) can be chosen translational covariant too. The most general translational covariant discrete vector field has the following structure. Let \( h(\eta), v(\eta) \) be two function then we define
\[
\begin{align*}
\varphi_{\eta}(x, x + e^{(1)}) &= \tau_x h(\eta), \\
\varphi_{\eta}(x, x + e^{(2)}) &= \tau_x v(\eta),
\end{align*}
\]
(114)
and this is the most general translational covariant \( \eta \) dependent discrete vector field. We obtain that the stationary condition is satisfied if and only if there exists
two functions $h, v$ such that
\[
g(\eta) = \nabla \cdot \varphi_\eta = h(\eta) - \tau_{-c^{(1)}} h(\eta) + v(\eta) - \tau_{-c^{(2)}} v(\eta),
\]
where $g$ is given by (113). As in the one dimensional case to solve the equation (115) we have to fix the functions $h, v$ in such a way that
\[
\frac{h(\eta) - \tau_{-c^{(1)}} h(\eta) + v(\eta) - \tau_{-c^{(2)}} v(\eta)}{\left(1 - \eta_{(0)} p\right)} = \eta_{(0)} p,
\]
has a domain $D$ such that $D \cap \{0\} = \emptyset$. A general family that satisfies this constraint is given by
\[
\begin{cases}
h(\eta) = \left(1 - \eta_{(0)} p\right) \left(1 - \eta_{(1)} p\right) \tilde{h}(\eta), \\
v(\eta) = \left(1 - \eta_{(0)} p\right) \left(1 - \eta_{(2)} p\right) \tilde{v}(\eta),
\end{cases}
\]
where $D(\tilde{h}) \cap \{0, e^{(1)}\} = \emptyset$ and $D(\tilde{v}) \cap \{0, e^{(2)}\} = \emptyset$. Under these assumptions we can find the positive solutions $c^{\pm}$ using again (93). Writing only the non reversible contribution we have that $c^{+}(\eta)$ is equal to
\[
c^{+}(\eta) = \left[1 - \frac{\eta_{(1)}}{p}\right] \tilde{h} - \left[1 - \frac{\eta_{(-1)}}{p}\right] \tau_{-c^{(1)}} \tilde{h} + \left[1 - \frac{\eta_{(2)}}{p}\right] \tilde{v} - \left[1 - \frac{\eta_{(-2)}}{p}\right] \tau_{-c^{(2)}} \tilde{v}
\]
while $c^{-}(\eta)$ is given by $c^{-}(\eta) = \frac{1-p}{p} [-i(\eta)]_{+}$, where $i(\eta)$ is the function appearing inside the positive part in (110).
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