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The issue of the balance of food supply and demand has always been the main issue of national and even world food security. There are many factors that affect food supply and demand, and the factors are interrelated. Therefore, it is necessary to study this complex issue in a systematic way in order to provide a reliable theoretical basis for the country to formulate effective policy measures. Based on the analysis of the current situation of grain supply and demand, this paper uses system dynamics (SD) to carry out digital elevation model (DEM) and latitude correction of land surface temperature (LST). The LST, combined with the normalized difference vegetation index (NDVI), has initially constructed a temperature vegetation dryness index (TVDI) model; it has constructed five subsystems including arable land, production capacity, import, population, and consumption. This paper proposes a food supply chain network construction model from the dimensions of the food supply chain network’s information flow, logistics, and business flow. Through detailed empirical analysis of each subsystem, we judge the development trend of the total grain system, perform operational tests and historical tests on the simulation results of the model to judge the rationality of the model system structure and simulation prediction, and give the simulation results. Finally, based on the forecast results, targeted countermeasures and suggestions are proposed.

1. Introduction

As of 2018, the national food production has shown a continuous growth trend for 11 years. Although the national food production declined slightly in 2019, it was still at the second level in the past years [1]. The adjustment of the planting industry structure has achieved initial results, but due to the rapid development of urbanization, the country’s agricultural arable land area is also declining [2]. The development of information technology and its practical application in the agricultural field is the fundamental way to ensure the sustainable and stable development of agriculture and ensure the long-term high-quality supply of agricultural products [3]. Therefore, studying the possible damage to the food supply network and analyzing the impact of the network damage on the food supply are of great significance for the preparation of emergency plans for food supply in emergencies and the development of effective food supply network security strategies. An information agriculture technology system suitable for national conditions is researched and created, farmland sensor technology and agricultural Internet of Things technology are vigorously developed, and real-time monitoring and control of crops are realized [4]. At the same time, the population base is too large, and people’s dietary structure has undergone tremendous changes [5]. Nowadays, the supply of rations can be absolutely sufficient, but the amount of feed and industrial use has increased significantly, and the country’s domestic food supply gap has been expanding [6].

There are many studies on food security, and scholars have their own research focuses. The research results also provide a certain theoretical support for national food security [7]. Traditional farmland information acquisition is mainly through manual sampling and indoor chemical
analysis, which is not only time-consuming and labor-intensive but also low in efficiency [8]. With the development of sensor technology, it is possible to detect farmland information through farmland sensors. Experts and scholars at home and abroad have also done a lot of experimental research in the field of farmland information acquisition [9]. In terms of obtaining crop growth information, the SPAD-502 chlorophyll sensor produced by Japan’s MINOLTA company uses light-emitting diodes to emit red light and near-infrared light. The obtained electrical signal is derived from the measurement result [10]. Balderas [11] found that there is a significant linear correlation between the measured value of the chlorophyll meter and the total nitrogen content of winter wheat plants and proposed a crop nitrogen nutrition evaluation method based on the measured value of the chlorophyll meter. For the study of chlorophyll, Zhu et al. [12] showed that the chlorophyll density information of the colony vegetation can be obtained through the position information of the “red edge” of the spectrum. Scholz et al. [13] showed that the chlorophyll content of corn in the V6 growth stage can be predicted by the spectral reflectance model. Zhong et al. [14] established a linear detection model for chlorophyll content at the jointing and booting stages according to the coordinates of the red edge inflection point of the canopy reflectance spectrum. Using machine vision technology, Tordecilla et al. [15] studied the color changes caused by lack of water and nitrogen in plants, indicating that color is an effective classification feature that can be used to identify plants and leaves. Lohmer et al. [16] established a rice mid-term nitrogen fertilizer management and yield prediction system based on machine vision. Researchers studied computer vision technology and used it to diagnose the nutritional status of cucumber growth, collected greenhouse cucumber leaf images, detected the nutritional information of the leaves, and found that the leaf green component $G$ and chromaticity $H$ component are linear with the nitrogen content; it can be used as a machine vision to quickly diagnose cucumber growth indicators [17].

In the field of spectral analysis applications, many experts have systematically analyzed the relationship between spectral characteristics and plant nitrogen nutrient content. Studies have shown that the spectral emissivity analysis of corn canopy in different growth periods has been carried out using spectral analysis techniques, and the trend of reflectivity changes in the visible and near-infrared regions at different growth periods of maize is pointed out [18]. It gradually increases in the visible light range and gradually decreases in the near-infrared region [19].

Some scholars are doing nitrogen difference gradient experiments for different wheat varieties, showing that the differential spectrum of the canopy changes regularly with the increase in nitrogen level in the red border area. The sum of the first-order differential in the red frame and the measured value of nitrogen accumulation in wheat is calculated, and the coefficient $R_2$ reaches 0. At the same time, the red edge feature parameters were used to detect the nitrogen content of rice leaves [20]. Studies have shown that the use of multispectral and hyperspectral imaging technologies can achieve rapid nondestructive detection of crop nitrogen content [21]. Some researchers have proposed an accurate variable management system for corn nitrogen content based on ground-based multispectral image technology, with a correlation coefficient ($R_2$) of 0.89. Some experiments used CCD cameras and filters to obtain multispectral images to detect the nitrogen content of cucumber leaves. The results showed that there is an obvious linear correlation between NDVI and leaf area and leaf nitrogen content [22]. Phosphorus and potassium are also very important for crop growth. Studies have shown that the use of machine vision technology to extract the leaf characteristics of the color image of the leaves of the tomato grown under soilless cultivation under nitrogen and potassium deficiency can ideally identify the nutrient-deficient tomato leaves [23]. By extracting the color and texture information of the nutrient-deficient tomato leaves, the recognition rate reaches 92.5%–95%, and it can be recognized 6–10 days earlier than the naked eye [24]. Using spectral analysis technology, by observing the canopy spectral reflectance of hydroponic potted rice with different potassium nutrient levels, scholars found that the effect of potassium on the spectral characteristics of the canopy is similar to the effect of nitrogen. The spectral reflectance is reduced, and the spectral reflectance of the near-infrared band is significantly increased [25]. Some researchers believe that Monte Carlo simulation and diffuse reflectance spectroscopy can be used to establish a tomato nutrient supply model and analyze the intrinsic relationship between nutrient elements and near-infrared spectroscopy [26].

In the context of the current situation of supply and demand, this article subdivides national food security issues into five major sectors: arable land, production capacity, imports, population, and consumption. Wireless sensor network is the most important implementation method of the underlying network in the Internet of Things architecture. It consists of various wireless sensor nodes installed in the farmland area. These sensor nodes are connected to each other in the field to form a multihop self-organizing network for real-time collection and transmission. Therefore, for farmland wireless sensor networks, research on sensor calibration methods and data processing is a prerequisite for improving the accuracy of farmland perception data and ensuring the reliable implementation of agricultural production management decisions. This paper takes farmland soil moisture sensors, farmland CO2 sensors, and crop growth sensors as the research objects and aims to improve the accuracy of farmland perception data. The methods of farmland sensor correction and perception data cleaning are studied, and the factors that affect the measurement accuracy of farmland sensors are analyzed. The main factors clarified the necessity of farmland sensor calibration. Taking farmland soil moisture sensors, farmland CO2 sensors, and crop growth sensors as the research objects, the above three farmland sensors were calibrated using the least square algorithm and BP artificial neural network algorithm, and the calibration results were compared and analyzed. According to the characteristics of the food supply chain network, two indicators of invulnerability are proposed, namely, network security and network average efficiency.
indicators. The results showed that both the least square algorithm fitting and the BP artificial neural network algorithm fitting can correct the calibration data of farmland sensors, but the linearity of the BP artificial neural network fitting is compared with the linearity fitted by the least square algorithm. If it is smaller, the nonlinear J-wa calibration effect is more significant. In terms of accuracy, the BP artificial neural network algorithm is better than the least square algorithm.

2. Digital Technology Empowers Food Supply Chain Model Construction

2.1. Fundamentals of Digital System Agricultural Biology. When crops grow normally, based on the data obtained by satellite remote sensing, vegetation index, vegetation canopy temperature, and other values are kept within a certain normal range; when crop water supply is insufficient or uneven, its growth is affected and the vegetation index decreases. When some nodes or edges of the grain supply chain network suffer random or deliberate attacks and fail, it will indirectly affect the function of the grain supply chain network. The water supply for the transpiration of vegetation leaves is insufficient, the stomata of crop leaves are closed, the transpiration is reduced, and the crop canopy temperature rises [27–33]. By comprehensively considering the two indicators of vegetation index and vegetation canopy temperature, the vegetation water supply index (VWSI) is the simple ratio of the vegetation index (NDVI) to the crop canopy temperature (T0) and then multiplied by an image enhancement coefficient (B). The specific formula is as follows:

\[ \text{VWSI} = \frac{B \cdot (\text{NDVI})}{T0} \]  

(1)

Among them, the vegetation index is directly proportional to the leaf area index. The better the crop is, the larger the vegetation index is; the vegetation canopy temperature is directly proportional to the water supply [34, 35]. When the crop is under water stress, the canopy temperature increases and the VWSI value decreases. The smaller the VWSI value, the less the soil moisture of the crops and the more serious the agricultural drought. Temperature vegetation drought index (TVDI) comprehensively considers the vegetation index and the surface temperature and studies the relative drought degree and change characteristics of the region in a specific time period:

\[ \text{TVDI} = \frac{(\text{LST} (\text{NDVI}) - \text{LST} (\text{min}))}{(\text{LST} (\text{max}) - \text{LST} (\text{NDVI}))} \]  

(2)

\[ \text{LST} (\text{NDVI}) = A + B \cdot \text{NDVI}. \]

Conditional temperature vegetation index is similar to TVDI; it studies the relative drought in a certain time period:

\[ \text{LST} (\text{min}) = a1 + b1 \cdot \text{NDVI}, \]

\[ \text{LST} (\text{max}) = a2 + b2 \cdot \text{NDVI}. \]  

(3)

A, b, a1, and b1 are the coefficients of the fitted dry and wet edges; LST-max and LST-min are the fitted dry and wet edge equations, respectively, representing the maximum and minimum values of LST corresponding to the NDVI value of a certain pixel. In formula (3), a2 indicates that the supply chain network has m nodes and b2 is the set of edges of each node in the network. The larger the TVDI value, the more severe the relative drought in the region.

As far as the vegetation coverage of the entire study area is concerned, the characteristic space formed by the surface temperature and vegetation index from bare land to high vegetation coverage area is in a triangular or trapezoidal relationship. It was originally used to study vegetation transpiration. In the research of slow infiltration of soil water content, current scholars use this model to monitor agricultural drought. The two index data of vegetation index and surface temperature are selected to construct the Ts-VI feature space, which is composed of the temperature value corresponding to the NDVI value in a certain period of time in the study area. In addition, it can be seen that when the NDVI value is the smallest, the corresponding maximum LST value is the largest, and the vegetation transpiration is 0. At this time, as the maximum LST value decreases (from point A to point B), it evaporates.

\[ \log (\text{LST} (k)) = \log (\text{LST} (k - h)) + f (k). \]  

(4)

According to the constructed feature space, it can be seen that the larger the value of b1, the larger the TVDI value and the larger the corresponding Ts value at this time. Because the high surface temperature is a manifestation of the low soil moisture content, it indicates that the drought is more serious at this time; when the value of b1 is smaller, the TVDI value is smaller, and the corresponding Ts value is smaller, and the low surface temperature indicates that the soil is moist at this time; when b1 = b2, the TVDI value is the largest, indicating that the drought is the most serious; and when the value of b1-b2 is larger, the area of the characteristic triangle area is larger, and the drought grade is clearer. Therefore, the larger the TVDI value, the more severe the drought; the smaller the value, the slower the drought. Since Ts ≤ T-max, the value range of TVDI is [0, 1].

2.2. Correction Algorithm Based on Digital Least Squares Fitting. BP (back-propagation) neural network is a feed-forward artificial neural network. It was proposed in 1986 by a team of scientists led by Rumelhart and McCelland. It is currently one of the most widely used neural network models. The BP network learns and stores a large number of input-output mapping relationships without knowing the internal mechanism or function equation. The topological structure of the BP artificial neural network model consists of an input layer (input), a hidden layer (hidden layer), and an output layer (output layer). The learning process of BP artificial neural network is divided into forward propagation process and error back-propagation process. Information is transferred from the input layer to the output layer through the hidden layer. This shows the management characteristics.
of the food supply chain network. Therefore, the food supply chain network is a typical super network. If the desired output value is not obtained in the output layer, it will follow the original path. The error returns and modifies the weights of the neurons in each layer so as to minimize the error and finally achieve the desired effect.

The output of each neuron in this layer is equal to the hidden layer. The input value of each neuron in the hidden layer is the weighted sum of the output value of the previous layer.

\[
f(k) = \frac{a_0}{1 + \exp(k)},
\]

where \( f(j) \) is the threshold; \( k \) is the connection weight from the input layer to the hidden layer. It is the output layer of the hidden layer; the output layer uses a linear function, and the output value is the weighted sum of the input values.

\[
u = (LST, NVDI, k, h)^T.
\]

Among them, \( V \) is the connection weight from the hidden layer to the output layer. \( u(k) \) is the threshold of the output layer. Back-propagation process error function definition is as follows:

\[
\begin{bmatrix}
u(k) \\
u(h)
\end{bmatrix} = \begin{bmatrix}
f(k, h) + w(k) \\
\text{LST}(k)
\end{bmatrix}.
\]

In the formula, \( k \) and \( h \), respectively, represent the adjacency matrix of the supply chain network node and \( f(k) \) and \( w(k) \) are the flow set of each edge in the network of each node edge in the network. The gradient descent method is used to sequentially adjust the correction amount of the output layer weight, the correction amount of the output layer threshold, the correction amount of the hidden layer weight, and the correction amount of the hidden layer threshold.

According to the test standard data \( x \) and the measurement data \( Y \), a set of nonlinear curves \( Y = f(x) \) is obtained, and the inverse nonlinear curve \( x = f(y) \) is approximated by a polynomial of degree \( n \), and then the coefficients of the polynomial are obtained by the principle of the least square algorithm. List the \( n \)-th degree polynomials, and set the 11th degree polynomial equations. Since it is data calibration for farmland sensors, the actual situation of the accuracy requirements of farmer’s emotional knowledge data can be considered. Since the value of the parameter is unknown, we regard it as a random variable; then, before observing the specific training sample, it can be represented by a prior probability density function \( p \). According to the related discussion of posterior probability density, we know that \( p \) has a very significant peak near the true value. According to the principle of least squares, the coefficient \( a \) can be obtained when the mean square error between each \( y = f \) and the corresponding standard value \( X = f \) is the smallest. Solving the fitting function using Cramer’s rule to solve Formula (7), the coefficient \( a \) can be solved, and then the fitting parameters can be solved. The specific algorithm is shown in Figure 1.

The segmentation clustering method starts by randomly extracting a certain number of data instances from the object data set as the prototype of the clustering. The security of food supply is the primary factor that should be considered in the design and operation of the food supply chain network. After the first step is completed, the remaining data instances are allocated to the subset represented by the prototype. The segmentation cluster uses repeated iterations to adjust the original data. TensorFlow uses Tensor to represent data, and TensorFlow internally represents tensors as n-dimensional arrays of basic data types. This process is repeated until the analysis effect reaches the best. The most representative example is to make the average distance between each data instance and its original data reach the lowest value.

The solution is proposed to solve this problem; the algorithm steps are as follows. (1) Arrange the first data instance into the first group. (2) Assign the next data instance, and arrange it into an existing group or a new group according to specific rules. Usually at this time, every time you add a new data instance to the group, you need to recalculate the criterion function on which the allocation is based to ensure that it always meets the requirements. (3) Loop the first two steps until all the data are analyzed. The incremental algorithm does not require much memory and only requires the provision of necessary allocation rule functions to complete the allocation of data instances. The difference is that the incremental algorithm does not need to be iterative, so it has the advantage of faster speed compared with other algorithms. However, a major disadvantage of the incremental algorithm is that the algorithm is greatly affected by the order of the data instances. If the order of the data instances changes, the results of the incremental algorithm are also very different. The reason why the density-based clustering method is different from the previous clustering algorithms is its characteristic of judging based on local data characteristics. Complex network theory usually uses the average shortest path index of the network to represent the fragility characteristics of the network, and the average value of the shortest path between any two nodes in the network is called the average minimum risk path. Consider a data subset or grouping as a data range, and divide the data instances within the range according to their density. Most density-based clustering algorithms do not have a specific scope for the shapes formed by their clusters. Figure 2 shows the framework of the digital technology empowered food supply chain model.

2.3. Model Parameter Optimization. According to research, in addition to the two main factors required to establish the model, the factors that affect the accuracy of the TVDI model, the surface temperature and vegetation coverage, the uncertainty of solar radiation, and atmospheric conditions have a certain degree of influence. In order to facilitate the description of the complete destruction of the network, the average value of the sum of the reciprocal of the average shortest path value between nodes is called the network
security efficiency index. The northern and central parts are dominated by mountainous areas. The basins are concentrated in the south. The hills are low in temperature and the basin is high in temperature, which can easily lead to the wrong analysis of "low drought and high humidity." Therefore, the DEM and latitude must be corrected to obtain accurate surface temperature. For areas with higher altitudes, the temperature decreases as the elevation increases,
and the LST will also decrease under the influence of
temperature, resulting in higher estimates of soil water
content and drought prediction.

The experiment uses random node deletion, edge de-
letion method, and deletion method based on the order of
the magnitude of the median value to simulate random
destruction and deliberate attack. In order to avoid or reduce
the influence of altitude, DEM correction is made to LST; the
specific formula is
\[ T_2 = T_1 + m_1 \times H \]
where \( T_1 \) and \( T_2 \) are the
surface temperature before and after DEM correction; \( m_1 \)
is the
surface temperature coefficient of temperature affected
by DEM and is taken as an empirical constant \( 0.6/100 \, ^\circ \text{C}/m \);
and \( H \) is the elevation of the pixel point/m, and the specific
digital temperature data distribution of different grain
sample groups is shown in Figure 3. We carry out latitude
correction of the surface temperature in the middle and high
latitudes; due to the increase in latitude, the temperature
decreases and the surface temperature decreases, leading to
higher estimates of soil water content and lower drought
predictions than the real situation. In order to avoid or
weaken the influence of latitude, add latitude correction to
LST, and the specific formula is
\[ T_3 = T_2 + m_2 \times a - b \]
where \( T_3 \) is the surface temperature after elevation or elevation and
latitude correction; \( m_2 \) is the correction coefficient of the
surface temperature that varies with latitude; \( a \) is the latitude
of the pixel; \( b \) is the minimum latitude in the study area; and
\( m_2 \) is taken as the empirical constant \( 0.9413 \, ^\circ \text{C} \). It is con-
sidered that for every \( 1^\circ \) increase in latitude, the temperature
will decrease by \( 0.9413 \, ^\circ \text{C} \); the value of \( a \) is taken as the
minimum latitude of a province of \( 34^\circ 36' \). The realization of
latitude correction requires the help of IDL tools to calculate
the image pixel by pixel; that is, it is considered that for each
pixel increase with latitude, the temperature decreases by \( t \).
The experiment uses the survivability model indicators of the
food supply chain network to perform simulation calcula-
tions under different network attack strategies to measure
the network survivability, and then we take 7 samples
separately. Among them, \( l_{\text{max}} \) and \( l_{\text{min}} \) are the maximum
or minimum latitude in the study area and \( n \) is the number
of pixel rows. Figure 4 shows the statistical fitting error of the
vegetation index numbers.

When constructing the Ts-VI feature space, the fitted dry
dge and the real dry edge are greatly affected by vegetation.
Because the soil in the bare soil area will be extremely dry,
the pixel points on the dry edge of the bare soil may have soil
moisture content. However, in areas with high vegetation
coverage, the soil moisture content will not be zero due to
vegetation coverage, so the soil moisture of the pixels located
on the dry side must not be zero. The surface temperature of
the pixel points on the dry edge fitted by remote sensing data
is lower than that of the real dry edge, and the higher the
vegetation index, the greater the error of the dry edge fitting.
In the simulation experiment of this paper about \( l_{\text{min}} \),
corresponding to the data points on the blue and red lines,
respectively, the random attack strategy adopts deleting one
node at a time and taking the average value continuously for
5 times. The lower the vegetation index, the smaller the
fitting error. The change in the mean value of supply vari-
bles is shown in Figure 5. Therefore, it is necessary to
correct the dry edges of the feature space. The density-based
outlier detection algorithm judges the similar data instances
with low density as outliers. There are two main types of
density-based outlier detection algorithms. For example, the
LOF out-layer detection algorithm uses the distance in-
formation of the \( k \) nearest neighbors of the data object
to calculate the local data density because it is necessary to find
the \( k \) nearest neighbors of each data point in the data set.

3. Application and Analysis of Digital
Technology Empowered Grain Supply
Chain Model

3.1. Digital Simulation of Food Supply Chain. TZS-W type
portable soil moisture meter is a high-precision soil moisture
meter produced by Top Instrument Co., Ltd. It can directly
measure the soil moisture value and can also record the time
and moisture content of each sample during the measurement
in real time. The data can be exported by connecting with the
computer, and the moisture distribution can be analyzed in
the computer. The HL is used by the farmland information
wireless sensor node. The deliberate attack strategy is to delete
nodes and edges in the order of the betweenness numbers.
When encountering multiple identical nodes and edges, one
of them is randomly selected. The proportion of each factor is shown in Figure 6. It is a high-precision, high-sensitivity sensor for measuring soil moisture based on the principle of frequency domain reflection and using high-frequency electronic technology. By measuring the dielectric constant of the soil, it can directly and stably reflect the volume percentage of the real soil moisture in various soils. It is currently the most popular soil moisture measurement method.

Let us calculate the distance from each sample to the mean center, arrange the distance in descending order, and list the 10 abnormal points with the largest distance in the results of the detection algorithm. The sample numbers corresponding to the abnormal points are 3166, 3326, 2716, 3457, 2896, 2707, 3237, 2661, 3323, and 3239; the data fitting of the grain supply sample is shown in Figure 7. It can be found that the CO2 concentration value is much lower than other monitoring values nearby. Under the deliberate destruction based on the intermediate value marked as each sample, the security performance of the network declines more rapidly than the random destruction. Combined with the actual situation, we can judge that this is an outlier removed.

Because it is a calibration test, the soil moisture value measured by the W-type portable soil moisture meter is the standard value and set as $x = [1, 2, 3, ..., n]$, using the HL used by the farmland information wireless sensor node. The soil moisture content measured by the TR01 soil moisture sensor is the measured value, which is set to $t = [1, 2, 3, ..., n]$. The connection weights from the input layer to the hidden layer are $w = [-14.0693, 12.4547, 7.1395, 11.0440, 14.8659, 13.9138, 13.6723, 13.5017, 14.0008]$; the threshold from the input layer to the hidden layer is $b = [13.8078, 9.7433, -5.9292, 7.3358, 4.5284, 1.9577, 2.2440, -5.3568, 7.6694, -10.9388, 14.3411, 13, 0.6583]$; the connection weights from the hidden layer to the output layer are $w = [0.5571, 0.653, 0.5301, 0.1270, 0.2550, 0.1574, 0.0889, 0.0137, 0.1429, 0.3982]$. Under the action of deliberate destruction, when the node deletion ratio is 0.682, the security value on three curves of the network drops to 0, indicating that the network is completely destroyed. The detection values of the digital sensors of different food samples are as shown in Figure 8; the BP artificial neural network model is obtained through these 20 sets of data training.

Use 10 sets of data as test data, and use these 10 sets of data to test the performance of the model. The remaining 10 sets of data are used as test data, and the stability of the BP artificial neural network model is tested by testing these 10 sets of data. Through training, the final number of iterations of the BP artificial neural network epoch is 90, the correlation coefficient between the training data sets is 0.9978, the correlation coefficient between the verification data sets is 0.99386, the correlation coefficient between the test data sets is 0.999142, and the overall correlation coefficient is 0.9493, as shown in Figure 9, and the fitting correlation $R^2 = 0.99$, and the fitting curve corrected by the BP artificial neural network is obtained.

3.2. Experimental Results and Analysis. According to the research content and purpose, two kinds of remote sensing data of vegetation index and land surface temperature are used. MODIS data products have the characteristics of high time and medium and high spatial resolution. Since their launch in 2000, they have become the main data used in large-scale remote sensing research. Therefore, the data source for the study from 2001 to 2016 uses the MODIS 13Q1 vegetation index product. In 2020, NOAA/AVHRR Pathfinder data will be adopted. The time period is from 1984 to 2000, and the long-term national vegetation index data set (AVHRR_Path-Finder) of the Science Data Center for Cold and Arid Regions is used. The vegetation index data are NDVI data with a spatial resolution of 8 km and a temporal resolution of ten days. MODIS product data are divided into 44 types. System dynamics can be combined with other software for simulation and simulation. This article uses Vensim software. Vensim simulation software is a multi-functional software developed by Ventana Systems in the United States. The download address of this type of standard data is a website, and the downloaded data format is HDF. Figure 10 shows the polar coordinate display of grain sample
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**Figure 5:** Scattered distribution of the mean value of food supply variables.
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**Figure 6:** Proportion of factors affecting food supply.
Figure 7: Data fitting curve of food supply sample.

Figure 8: Digital sensor detection values of different grain samples.

Figure 9: Statistical distribution of correlation coefficients of grain supply after model correction.
collection data. The vegetation index data used in this article are MOD13A2, a terrestrial tertiary product, with a spatial resolution of 1 km and a temporal resolution of 16d.

Corresponding to vegetation index data, land surface temperature (LST) data are also divided into two types according to time periods. (1) NOAA/AVHRR Pathfinder data: The period is from 2014 to 2000; using the Path-Finder data set of the Cold and Arid Regions Science Data Center, based on the CH4 and CH5 channel, calculate brightness temperature data included in the data set in Figure 10. The spatial resolution is 8 km, and the temporal resolution is ten days. (2) MODIS data: The time period is 2001–2016. The surface temperature data product (MOD13A2) of the MODIS data products provided by NASA’s official website is a terrestrial tertiary product, with a spatial resolution of 1 km and a time resolution of 8d. The parameter value of the average efficiency of the supply chain network is used to describe the network security status of the food supply chain network when it is destroyed, and the changes in the average efficiency of the food supply chain network under the action of the two types of damage are described. The vegetation index used in the study comes from MODIS and NOAA/AVHRR, so the corresponding pretreatment methods are also different. Pathfinder vegetation index data set the spatial range of this data set as E70°–140° and N15°–55°, including the whole country and parts of Asia. With ten days as the unit, there are 36 scenes a year and a total of 612 scenes from 1984 to 2000.

The specific processing flow of NDVI data is as follows. (1) Use the corresponding software to crop the acquired original images to obtain remote sensing image data of a certain province. (2) According to the official formula, perform band calculation on the image to extract real NDVI data; NDVI = 0.008 × (DN – 128). (3) The monthly maximum value of the NDVI data obtained in 16 days is synthesized, and finally the monthly vegetation index data are used in the experiment from 1984 to 2000 (the monthly maximum value is from above, and take the value above in the middle and late ten days). The historical test is to compare the data obtained by running the model with the known historical data and calculate the error to judge the accuracy of the simulation data. The research area mainly spans three MODIS images, 23 scenes a year, and a total of 1104 scenes of image data from 2001 to 2016. MOD13A2 is a MODIS product data set, including data types such as NDVI, EVI, and reflectance data of each band. The file format is HDF. ENVI software can be used to view the layer contained in the image and the attribute information of the image under the layer and according to the attribute. The calculation formula is DN’0.0001. (4) Use the maximum synthesis method to eliminate or reduce the influence of factors such as clouds and snow. With the help of the cell statistics tool in ArcGIS for batch processing (Cell Statistics-> right click and select batch), the monthly maximum image number is generated, and finally the grain supply sample measurement is obtained. The three-dimensional error surface of the value data is shown in Figure 11.

The crop canopy spectrum at the multispectral crop growth sensor on the node is measured, so the spectrum value measured by the portable crop growth diagnostic instrument is used as the standard value and set to Y815 and Y725, which are the spectral reflectance of the 815 nm band and the 725 nm band, respectively. It realizes man-machine dialogue through a text editor and graphics drawing window and integrates flow chart production, programming, feedback analysis, graphics, and table output. The sum variance SSE is 77.61, and the coefficient of determination R square is 0.98, the mean square error MSE is 2.155, and the root mean square RMSE is 1.468; the cluster analysis of soil moisture sensor BP artificial neural network is shown in Figure 12, and the variance SSE is 69.72, and the coefficient of determination R square is 0.99, the mean square error MSE is 1.74, and the root mean square RMSE is 1.32; from the above, it can be seen that the fitting accuracy of the BP artificial neural network is higher, the error is smaller, and the result of the BP artificial neural network fitting correction is better than the minimum two-fold fitting.

Data fitting is performed on the data set. In the following, we obtain the simulation data of the model by inputting the initial variables of the model and comparing it.
with the historical data. The number of hidden layer neurons is set to hidden layer size, and the connection weight from the input layer to the hidden layer is \( \text{net-}w = [14.5367, -19.3372, 15.3010, -14.3912, 14.9329, 14.0176, 14.0194, 14.4401, 16.2045, 6.1390] \), the threshold from the input layer to the hidden layer is \( \text{net-}b = [-12.2353, 17.5935, -4.2518, -0.4229, -1.4041, 0.4284, 4.6125, 10.6248, 8.4058, 21.9747] \), the connection weight of the layer to the output layer is \( \text{net-}w = [0.1515, 0.0304, 0.1653, 0.2669, 0.9149, -0.1800, 0.1271, 0.0131, 1.3986] \), the threshold from the hidden layer to the output layer is \( \text{net-}b = [1.2808] \); the activation function used in the hidden layer is \( \text{TANSIG} \), the output layer function is \( \text{PURLIN} \), and the data training function uses the \( \text{TRAINLM} \) function. After calculating the relative error of the important parameters, as well as the change trend between the two, analyze whether the model has a good simulation effect.

The corrected fitting weight distribution is shown in Figure 13.

4. Conclusion

This paper analyzes the supply relationship of food under digital technology. The farmland Internet of Things has been deployed in the field environment for a long time. The food supply will inevitably be unexpectedly changed by mechanical shocks, external vibrations, electromagnetic interference, and other measurement conditions. The computational complexity of the means clustering analysis algorithm is low, and the effect is obvious when the data are dense and the classification is obvious, while the complexity of the LOF outlier detection algorithm is high, but there is no classification requirement for the perception data when the data classification is not obvious when the LOF outlier detection method is more advantageous. Through the cleaning of the perception data, the noise data and abnormal values in the farmland perception data are removed, and the accuracy of the farmland perception data is improved. According to the characteristics of the food supply chain network, two survivability measures are proposed. The network survivability measure better describes the change characteristics of the network survivability performance. Through the research on digital sensor calibration and perception data cleaning methods, the measurement accuracy of grain digital sensors has been improved, and the accuracy and stability of farmland perception data have been ensured. It is conducive to agricultural production decision-making and managers to better make timely and effective management decisions and response measures based on farmland information perception data. This paper proposes a food supply chain network construction model from the dimensions of the food supply chain network’s information flow, logistics, and business flow. At the same time, it analyzed and compared the application of different algorithms in farmland sensor calibration and perception data cleaning and made exploratory research for the further deepening of farmland sensor calibration and perception data cleaning. It is of practical significance to ensure that farmland perception data provide better information support for farmland management and decision-making and to improve the level of informatization, digitization, and refinement of agricultural production.
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