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Abstract

This paper proposes the estimation of a mutual shape from a set of different segmentation results using both active contours and information theory. The mutual shape is here defined as a consensus shape estimated from a set of different segmentations of the same object. In an original manner, such a shape is defined as the minimum of a criterion that benefits from both the mutual information and the joint entropy of the input segmentations. This energy criterion is justified using similarities between information theory quantities and area measures, and presented in a continuous variational framework. In order to solve this shape optimization problem, shape derivatives are computed for each term of the criterion and interpreted as an evolution equation of an active contour. A mutual shape is then estimated together with the sensitivity and specificity of each segmentation. Some synthetic examples allow us to cast the light on the difference between the mutual shape and an average shape. The applicability of our framework has also been tested for segmentation evaluation and fusion of different types of real images (natural color images, old manuscripts, medical images).
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1. Introduction

Constructing a “consensus” shape from a set of different segmentation results is an important point when dealing with image segmentation evaluation when no expert reference is available (evaluation without gold standard). It is also a key point for an appropriate fusion of several segmentation results in a single shape. Such a shape must ideally take advantage of the information provided by each input shape while being robust to outliers. We propose to tackle the estimation of such a reference shape using information theory (mutual information and joint entropy) through the definition of a shape optimization problem. The consensus shape will then be defined as the minimum of an original criterion based on information theory and area measures and computed within the framework of active contours and shape gradients. This shape is called “a mutual shape” and its applicability is tested for image segmentation evaluation and fusion.

In the context of segmentation evaluation, the estimation of such a reference shape may be important especially when dealing with large databases of medical images when the manual delineation of all the frames by an expert becomes a tedious and time consuming task. The obtained contour is also subject to inter- and intra-variability and being expert-dependent, it can then not be considered as an absolute reference. As far as the evaluation without gold standard is concerned, the STAPLE algorithm (Simultaneous Truth and Performance Level Estimation) proposed by Warfield et al. [41] is now classically used in this difficult context. Their algorithm consists in one instance of the EM (Expectation Maximization) algorithm where the true segmentation is estimated by maximizing the likelihood of the complete data. Their pixel-wise approach leads to the estimation of a reference shape simultaneously with the sensitivity and specificity of each input segmentation. From these measures, the performance level of each input segmentation can be estimated and a classification of all the segmentation entries can be performed. The most recent MAP-STAPLE approach [8] is semi-local and takes benefit of a small window or patch around the pixel. In this paper, we rather propose
to estimate the reference shape within a continuous optimization setting by considering such a shape estimation under the umbrella of shape optimization tools [14] and deformable models [21]. Indeed, the computation of a reference shape can be advantageously modeled as the optimum of a well chosen energy criterion and estimated by a shape gradient descent that corresponds to the deformation of an active shape. Moreover, we propose a new theoretical criterion based on information theory that allows to well understand the behaviour of our reference shape.

Let us also note that shape optimization algorithms have already been proposed in order to compute shape averages [7, 43] or more recently median shapes [2] by minimizing different shape metrics like the Hausdorff distance in [7] or the symmetric area difference between shapes in [43]. Some other approaches also take advantage of well-appropriate distances between level-set shapes (see for example [28]). Comparing with these previous approaches, our goal is quite different since our aim is to compute a consensus shape from \( N \) input segmentations.

The main contribution of this paper is then to propose a new theoretical model to carry out the estimation of a consensus or reference shape from several segmentation entries using active contours and shape gradients. This theoretical model is based on information theory and justified using the analogies between information theory and area measures. In order to estimate what we call a “mutual shape’, we then propose to maximize the mutual information between the \( N \) input segmentations while minimizing the joint entropy. Such a statistical criterion can be interpreted as a robust measure of the symmetric area difference. The minimization is performed through the computation of the evolution equation of an active contour. This evolution equation is computed using advanced shape derivation tools. In order to perform such a derivation, the criterion must be expressed in a continuous settings and non parametric probability density functions are estimated using Kernel methods [15]. In this variational setting, we also propose to add a classical regularization term based on the curvature of the deformable contour. Such a term is weighted using a regularization parameter that controls the smoothness of the obtained contour. The advantage of this formalism is to make explicitly appear, in the criterion to minimize, the domain and the associated contour. The criterion is then easier to understand and interpret and some geometri-
cal and photometric priors could be directly added in the criterion to minimize. The derivation is directly performed according to the domain using shape derivation tools.

The proposed algorithm is first experimented on a synthetic example that allows to understand the differences between a classic average shape based on a symmetric area minimization [43], a simple majority voting shape and the proposed mutual shape. It is also evaluated for segmentation fusion and evaluation on different images: color real natural images, old manuscripts or medical images, in order to show the genericity of this framework. The first application concerns segmentation evaluation and fusion on a real color natural image using segmentations from the Berkeley database [29]. The second application is dedicated to text segmentation in old manuscripts and we propose two main examples of segmentation. One of them takes benefit of the DIBCO database [33]. The last application is devoted to segmentation fusion and evaluation of different delineation methods of the left ventricular cavity in Magnetic Resonance Imaging (MRI). For this application, we propose to compare the mutual shape to the reference algorithm STAPLE [41], classically used for segmentation fusion and evaluation in medical images.

In section 2, we present the problem statement and in section 3 the proposed criterion for the estimation of the mutual shape. The criterion is then estimated in a continuous framework and expressed using domain or contour integrals in section 4. Such a continuous criterion can then be derived using shape optimization tools in order to compute the mutual shape (see section 5). Experimental results on synthetic examples are detailed in section 6 and the different applications in section 7.

2. Problem statement

Let \( \mathcal{U} \) be a class of domains (open regular bounded sets, i.e. \( C^2 \)) of \( \mathbb{R}^d \) (with \( d = 2 \) or 3). In this paper theoretical results are stated for \( d = 2 \) or \( d = 3 \) but the experimental results are conducted on 2D-images. We denote by \( \Omega \) an element of \( \mathcal{U} \) of boundary \( \partial \Omega \). We consider \( \{ \Omega_1, \ldots, \Omega_n \} \) a family of \( n \) shapes where each shape corresponds to the segmentation of the same unknown object \( O \) in a given image. The image domain is denoted by \( \Omega \in \mathbb{R}^d \). Our aim is to compute a reference shape \( \mu \) that can
closely represent the true object \( O \) (Fig.1). We propose to define the problem through a statistical representation of shapes embedded in an information theory criterion. Let us first recall the main shape representation models and criteria proposed in the literature.

![Diagram of the problem statement: evaluation of a reference shape \( \mu \) from a set of \( n \) segmented shapes of the same object.](image)

**2.1. Shape representation**

The computation of a reference shape is closely linked to the choice of a representation. An analytical representation may be used as in [22] where the authors propose a statistical study of shapes by representing them as a finite number of points. Some authors prefer to choose an implicit representation of shapes which avoids the parametrization step. For example, in [2, 6] shapes are represented using their characteristic function as follows:

\[
\delta_i(x) = \begin{cases} 
1 & \text{if } x \in \Omega_i \\
0 & \text{if } x \notin \Omega_i
\end{cases}
\]  

(1)

where \( x \in \Omega \) is the location of the pixel within the image. We denote by \( \Omega_i^c \) the complementary shape of \( \Omega_i \) in \( \Omega \) with \( \Omega_i \cup \Omega_i^c = \Omega \). One may also take advantage of the distance function associated to each shape. In [28] the authors propose to perform a principal component analysis on shapes in order to provide a statistical shape prior. In the same vein, some statistical shape priors have been proposed by [13, 32] using this implicit representation.

More recently shapes have been represented using Legendre moments in order to define shape priors for segmentation using active contours [17]. This representation can also be easily included in a variational setting [17, 27].
We may also consider that each shape is a realization of a random variable. Such a representation has been introduced in [41] in order to evaluate a reference shape in a statistical framework, in [40] for the morphological exploration of shape spaces and statistics, and also in [18, 23] for image segmentation using information theory. In this paper, we take advantage of this statistical representation that appears to be well adapted to the definition of a statistical criterion. The shape is represented through a random variable \( D_i \) whose observation is the characteristic function \( d_i \) defined in (1).

The reference shape \( \mu \) is also represented through an unknown random variable \( T \) with the associated characteristic function \( t(x) = 1 \) if \( x \in \mu \) and \( t(x) = 0 \) if \( x \in \bar{\mu} \).

### 2.2. Definition of average shapes

In the literature, average shapes are defined through the minimization of the sum of the distances of the unknown shape \( \mu \) to each shape \( \Omega_i \) as follows:

\[
\mu = \arg \min_{\mu^*} \sum_{i=1}^{n} d(\Omega_i, \mu^*)
\]  

(2)

Of course, the definition of the distance \( d \) is crucial and may lead to different results and average shapes. For example, an average shape can be computed by minimizing the area of the symmetric differences [43] using \( d(\Omega_i, \mu) := |\Omega_i \triangle \mu| \) where \(|.| \) stands for the cardinal of the considered domain. In a continuous optimization framework, the criterion to minimize can be expressed as follows:

\[
SD(\mu) = \sum_{i=1}^{n} |\Omega_i \triangle \mu| = \sum_{i=1}^{n} \left( \int_{\mu} (1 - d_i(x)) \, dx + \int_{\bar{\mu}} d_i(x) \, dx \right)
\]  

(3)

In [6, 7], the authors prefer to introduce the Hausdorff distance to perform shape warping while in [8], the authors modify the previous criterion in order to compute a median shape. In addition to the previous works, we can also cite [40] where the authors propose to explore shape spaces using mathematical morphology. The optimal shape is computed using a watershed performed on the squared sum of the distance functions or using a morphological computation of a median set. Another class of algorithms was proposed for the estimation of an unknown shape from multiple channels (color or multimodal segmentation). We can cite the work of Chan et al. [5] or the multimodal segmentation approaches proposed in [18, 23]. These works were not designed
at first for segmentation evaluation or fusion but they are worth mentioning because they propose to treat the different channels in a single criterion (may also be useful for information fusion). Moreover in [18, 23], some information theory quantities are used. Our work is different especially due to the fact that we consider both the maximization of mutual information coupled with the minimization of joint entropies and the joint estimation of evaluation quantities (sensitivity and specificity measures).

3. Proposition of a criterion for the estimation of a mutual shape

Our goal is here to mutualize the information given by each segmentation to define a consensus or reference shape. Such a shape cannot be considered as a simple average shape.

In this context, we propose to take advantage of the analogies between information measures (mutual information, joint entropy) and area measures. As previously mentioned, $D_i$ represents the random variable associated with the characteristic function $d_i$ of the shape $\Omega_i$ and $T$ the random variable associated with the characteristic function $t$ of the reference shape $\mu$. Using these notations, $H(D_i, T)$ represents the joint entropy between the variables $D_i$ and $T$, and $I(D_i / T)$ the mutual information. We then propose to minimize the following criterion:

$$E(T) = \sum_{i=1}^{n} (H(D_i, T) - I(D_i, T)) = JH(T) + MI(T)$$  \hspace{1cm} (4)

where the sum of joint entropies is denoted by $JH(T) = \sum_{i=1}^{n} H(D_i, T)$ and the sum of mutual information by $MI(T) = -\sum_{i=1}^{n} I(D_i, T)$.

Introducing this criterion can be justified by the fact that $\varphi(D_i, T) = (H(D_i, T) - I(D_i, T))$ is a metric which satisfies the following properties:

1. $\varphi(X, Y) \geq 0$
2. $\varphi(X, Y) = \varphi(Y, X)$
3. $\varphi(X, Y) = 0$ if and only if $X = Y$
4. $\varphi(X, Y) + \varphi(Y, Z) \geq \varphi(X, Z)$
Indeed, we can show easily that \( \phi(D_i, T) = H(T/D_i) + H(D_i/T) \) using the following classical relations between the joint entropy and the conditional entropy and the mutual information and the conditional entropy:

\[
H(D_i, T) = H(D_i) + H(T/D_i) \\
I(D_i, T) = H(D_i) - H(D_i/T)
\]

Finally, \( H(T/D_i) + H(D_i/T) \) is shown to be a metric that satisfies the four properties above [12]. We then minimize a sum of distances between \( D_i \) and \( T \) expressed using information theory quantities.

Moreover, we can give a further interesting geometrical interpretation of the proposed criterion. We propose to take advantage of the analogies between information measures (mutual information, joint entropy) and area measures. In [35, 42], it is shown that Shannon’s information measures can be interpreted in terms of area measures as follows:

\[
H(D_i, T) = \text{mes}(\tilde{D}_i \cup \tilde{T}) \quad \text{and} \quad I(D_i, T) = \text{mes}(\tilde{D}_i \cap \tilde{T}),
\] (5)

with \( \tilde{X} \) the abstract set associated with the random variable \( X \) and the term \( \text{mes} \) corresponds to a signed measure defined on an algebra of sets with values in \( ]-\infty, +\infty[ \). The signed measure must satisfy \( \text{mes}(\emptyset) = 0 \) and \( \text{mes}(\bigcup_{k=1}^{n} A_k) = \sum_{k=1}^{n} \text{mes}(A_k) \) for any sequence \( \{A_k\}_{k=1}^{n} \) of disjoint sets. Each quantity can then be viewed as an operation on the sets (Fig.2). These properties help us to better understand the role of each term in the criterion to optimize.

Indeed, when estimating a classic average shape using the criterion (3), one performs the minimization of the sum of the union of the shapes \( \Omega_i \) with \( \mu \) while maximizing the sum of the intersection between the same shapes. By analogy with this criterion, we minimize a measure of the union while maximizing a measure of the intersection through the use of information quantities. In other words, the sum of the joint entropies (union of sets) will be minimized while the sum of the mutual information quantities (intersection) will be maximized. The proposed criterion can then be interpreted as a statistical measure of the area of the symmetric difference which is really interesting for the estimation of a consensus shape.
4. Expression of the criterion in a continuous framework

In order to take advantage of the previous statistical criterion (4) within a continuous shape optimization framework, we propose to express the joint and conditional probability density functions according to the reference shape $\mu$. This step is detailed in this section for both the mutual information and the joint entropy.

4.1. Maximization of mutual information (MI)

Here we try to express $MI(T) = -\sum_{i=1}^{n} I(D_i, T)$ in a continuous setting according to the unknown shape $\mu$. In order to simplify the criterion, we use the classic relation between mutual information and conditional entropy: $I(D_i, T) = H(D_i) - H(D_i/T)$. Since $H(D_i/T) \geq 0$ and $H(D_i)$ is independent of $T$, we will rather minimize $\sum_{i=1}^{n} H(D_i/T)$. Denoting by $t$ and $d_i$ the observations of the random variables $T$ and $D_i$, the conditional entropy of $D_i$ knowing $T$ can be written as follows:

$$H(D_i/T) = -\sum_{t \in \{0,1\}} \left[ p(t) \sum_{d_i \in \{0,1\}} p(d_i/t) \log(p(d_i/t)) \right],$$

(6)

with $p(T = t) = p(t)$ and $p(D_i = d_i/T = t) = p(d_i/t)$.

The conditional probability $p(d_i = 1/t = 1)$ corresponds to the sensitivity parameter $p_i$ (true positive fraction):

$$p_i(\mu) = p(d_i = 1/t = 1) = \frac{1}{|\mu|} \int_{\mu} K(d_i(x) - 1)dx.$$  

(7)

where the function $K$ represents a Gaussian Kernel of 0-mean and variance $\sigma$. This function allows a rigorous application of the shape derivation tools due to the fact that
the function under the integral is differentiable. In this paper, we choose a very small
\( \sigma = 0.1 \) for all the experimental studies.

The conditional probability \( p(d_i = 0/t = 0) \) corresponds to the specificity parameter \( q_i \)
(true negative fraction):

\[
q_i(\mu) = p(d_i = 0/t = 0) = \frac{1}{|\Omega|} \int_K(d_i(x))dx.
\]  

(8)

In the rest of the paper, for the sake of simplicity, \( p_i(\mu) \) is replaced by \( p_i \) and \( q_i(\mu) \)
by \( q_i \). The random variable \( T \) takes the value 1 with a probability \( p(t = 1) = |\mu|/|\Omega| \)
and 0 with a probability \( p(t = 0) = |\Omega|/|\Omega| \). The \( MI \) criterion can then be expressed
according to \( \mu \):

\[
MI(\mu) = - \sum_{i=1}^n \left[ \frac{|\mu|}{|\Omega|} ((1 - p_i) \log (1 - p_i) + p_i \log p_i) \\
+ \frac{|\Omega|}{|\Omega|} (q_i \log q_i + (1 - q_i) \log (1 - q_i)) \right]
\]  

(9)

The parameters \( p_i \) and \( q_i \) depend explicitly on \( \mu \), which must be taken into account in
the optimization process. Indeed if \( \mu \) is updated in an iterative process, the parameters
\( p_i \) and \( q_i \) must also be updated which implies a joint estimation of these quantities with
the unknown mutual shape.

### 4.2 Minimization of joint entropy

Let us now express, according to \( \mu \) and in a continuous setting, the sum of the joint
entropies \( JH(T) = \sum_{i=1}^n H(D_i, T) \). The following expression of the joint entropy is
considered:

\[
H(D_i, T) = - \sum_{t \in \{0,1\}} \sum_{d_i \in \{0,1\}} p(d_i, t) \log (p(d_i, t)),
\]  

(10)

with \( p(D_i = d_i, T = t) = p(d_i, t) \).

The following estimates for the joint probabilities are then used (\( a = 0 \) or \( a = 1 \)):

\[
p(d_i = a, t = 1) = \frac{1}{|\Omega|} \int \mu(K(d_i(x) - a))dx,
\]

\[
p(d_i = a, t = 0) = \frac{1}{|\Omega|} \int \mu(K(d_i(x) - a))dx.
\]  

(11)
where the function $K$ represents a Gaussian Kernel of 0-mean and variance $\sigma$. The criterion to minimize is now denoted by $JH(\mu)$ and can be written as follows:

$$JH(\mu) = -\sum_{i=1}^{n} \left[ p(d_i = 1, t = 1) \log(p(d_i = 1, t = 1)) - p(d_i = 1, t = 0) \log(p(d_i = 1, t = 0)) - p(d_i = 0, t = 1) \log(p(d_i = 0, t = 1)) - p(d_i = 0, t = 0) \log(p(d_i = 0, t = 0)) \right]$$

where $p(d_i = a, t = 1)$ and $p(d_i = a, t = 0)$ depends on $\mu$ as expressed in equations (11).

4.3. Continuous expression of the criterion

Using the two previous sections, we can express the global criterion to minimize according to $\mu$ as follows:

$$E(\mu) = JH(\mu) + MI(\mu)$$

$$= \sum_{i=1}^{n} \left[ - p(d_i = 1, t = 1) \log(p(d_i = 1, t = 1)) - p(d_i = 1, t = 0) \log(p(d_i = 1, t = 0)) - p(d_i = 0, t = 1) \log(p(d_i = 0, t = 1)) - p(d_i = 0, t = 0) \log(p(d_i = 0, t = 0)) \right]$$

$$- \sum_{i=1}^{n} \left[ \frac{|\mu|}{|\Omega|} ((1 - p_i) \log (1 - p_i) + p_i \log p_i) + \frac{|\mu|}{|\Omega|} (q_i \log q_i + (1 - q_i) \log (1 - q_i)) \right]$$

In this given form, the minimization of such a criterion can be considered using active contours and shape gradients as detailed in the following section.

5. Optimization using shape gradients

In order to compute a local minimum of the criterion $E$ defined in (13), we propose to take advantage of the framework developed in [1] which is based on the shape optimization tools proposed in [14, Chap.8]. The main idea is to deform an initial curve (or surface) towards the boundaries of the region of interest.
Formally, the contour then evolves according to the following Partial Differential Equation (PDE):
\[
\frac{\partial \Gamma(z, \tau)}{\partial \tau} = v(x, \mu)N(x)
\]  
(14)

where \(\Gamma(z, \tau)\) is the evolving curve, \(z\) a parameter of the curve, \(\tau\) the evolution parameter, \(v(x, \mu)\) the amplitude of the velocity in \(x = \Gamma(z, \tau)\) directed along the normal of the curve \(N(x)\). The evolution equation and more particularly the velocity \(v\) must be computed in order to make the contour evolve towards an optimum of the energy criterion. From an initial curve \(\Gamma_0\) defined by the user, we will have \(\lim_{\tau \to \infty} \Gamma(\tau) = \mu\) at convergence of the process.

The main issue lies in the computation of the velocity \(v\) in order to find the unknown shape \(\mu\) at convergence. This term is deduced from the derivative of the criterion according to the shape. The method of derivation is explained in details in [1] and is based on shape derivation principles developed formally in [14, 38]. For completeness, we recall some useful definitions and theorems.

### 5.1. Main mathematical tools

The following theorem is the central theorem for derivation of integral domains of the form \(\int_\mu k(x, \mu) \, dx\). It gives a general relation between the Eulerian derivative and the shape derivative for region-based terms.

**Theorem 1** Let \(\Omega\) be a \(C^1\) domain in \(\mathbb{R}^n\) and \(V\) a \(C^1\) vector field. Let \(k\) be a \(C^1\) function. The functional \(J(\mu) = \int_\mu k(x, \mu) \, dx\) is differentiable and its Eulerian derivative in the direction of \(V\) is the following:
\[
< J'(\mu), V > = \int_\mu k_s(x, \mu) \, dx - \int_{\partial \mu} k(x, \mu)(V \cdot N) \, da
\]  
(15)

where \(k_s\) is the shape derivative of \(k\) defined by \(k_s(x, \mu) = \lim_{\tau \to 0} \frac{k(x, \mu(\tau)) - k(x, \mu)}{\tau}\). The term \(N\) denotes the unit inward normal to \(\partial \mu\) and \(da\) its area element (in \(\mathbb{R}^2\), we have \(da = ds\) where \(s\) stands for the arc length).

The Eulerian derivative of \(J\) in the direction \(V\) is defined as
\[
< J'(\mu), V > = \lim_{\tau \to 0} \frac{J(\mu(\tau)) - J(\mu)}{\tau}
\]
if the limit exists, with $\mu(\tau) = T_\tau(V)(\mu)$ the transformation of $\mu$ through the vector field $V$. The proof of the theorem can be found in [14].

5.2. Methodology for the computation of the evolution equation

The following proposition gives us a way to compute the evolution equation of the active contour when the Eulerian derivative can be expressed as an integral over the boundary of the domain.

**Proposition 1** Let us consider that the shape derivative of the criterion $J(\mu)$ in the direction $V$ may be written in the following way:

\[
< J'(\mu), V > = - \int_{\partial \mu} v(x, \mu)(V \cdot N) da
\]

Interpreting this equation as the $L^2$ inner product on the space of velocities, the straightforward choice in order to minimize $J(\mu)$ consists in choosing $V = vN$ for the deformation. We can then deduce that, from an initial contour $\Gamma_0$, the boundary $\partial \mu$ can be found at convergence of the following evolution equation:

\[
\frac{\partial \Gamma}{\partial \tau} = v(x, \mu) N
\]

where $v$ is the velocity of the curve and $\tau$ the evolution parameter.

The shape derivatives of the criteria $SD(\mu)$ (3), $MI(\mu)$ (9) and $JH(\mu)$ (12), can be written in the form (16) which allows us to find some geometrical PDEs of the form (17) for each criterion. The derivation is developed thereafter.

5.3. Shape derivatives

This paragraph details the shape derivatives of the criteria $SD(\mu)$ (3), $MI(\mu)$ (9) and $JH(\mu)$ (12). Proofs of the two main new theorems 3 and 4 are given in the appendix of the paper.

**Theorem 2** The shape derivative in the direction $V$ of the functional $SD(\mu)$ given in (3) is:

\[
< SD'(\mu), V > = - \int_{\Gamma} v_{SD}(V \cdot N) da
\]
with the velocity:

\[ v_{SD} = \sum_{i=1}^{n} (1 - 2d_i(x)). \]  

(18)

The computation of the shape derivative of \( MI(\mu) \) is more complex because the functions inside the integrals depend on \( \mu \).

**Theorem 3** The shape derivative in the direction \( V \) of the functional \( MI(\mu) \) defined in (9) is:

\[
< MI'(\mu), V > = - \int_{\Gamma} v_{MI}(V \cdot N) da
\]

with the velocity

\[
v_{MI} = \frac{1}{|\Omega|} \sum_{i=1}^{n} \left[ (p_i - K(d_i - 1)) \log \left( \frac{p_i}{1 - p_i} \right) \right. \\
- (q_i - K(d_i)) \log \left( \frac{q_i}{1 - q_i} \right) \\
+ q_i \log q_i + (1 - q_i) \log (1 - q_i) \\
+ p_i \log p_i + (1 - p_i) \log (1 - p_i) \right] 
\]  

(19)

The computation of the shape derivative of \( JH(\mu) \) is also complex and leads to the following theorem:

**Theorem 4** The shape derivative in the direction \( V \) of the functional \( JH(\mu) \) defined in (12) is:

\[
< JH'(\mu), V > = - \int_{\Gamma} v_{JH}(V \cdot N) da 
\]

The velocity \( v_{JH} \) is given by the following equation:

\[
v_{JH} = \frac{-1}{|\Omega|} \sum_{i=1}^{n} \left[ \frac{K(d_i - 1)}{p_i} \log \left( \frac{p_i}{p(d_i = 1,t = 0)} \right) \right. \\
+ K(d_i) \log \left( \frac{p(d_i = 0,t = 1)}{p(d_i = 0,t = 0)} \right) \right]. 
\]  

(20)

where \( v_{JH} \) is directed along \( N \).
5.4. Global evolution equations for the different criteria

A standard regularization term is added in the criterion to minimize in order to favor smooth shapes. This term corresponds to the minimization of the curve length and is defined by $\text{Reg}(\mu) = \int_{\partial \mu} ds$. It is balanced with a positive coefficient $\lambda$ in the criterion and leads to the following velocity in the evolution equation:

$$v_{\text{Reg}} = \kappa$$  \hspace{1cm} (21)

where $\kappa$ is the curvature of the contour $\Gamma(\tau)$.

Finally, we propose to define our mutual reference shape through the minimization of a global criterion called $J_{IT}$ (Information Theoretic criterion):

$$J_{IT}(\mu) = J_H(\mu) + M I(\mu) + \lambda \text{Reg}(\mu).$$  \hspace{1cm} (22)

In order to minimize this criterion, the following evolution equation is used:

$$\frac{\partial \Gamma}{\partial \tau}_{\text{IT}} = (v_{\text{JH}} + v_{\text{MI}} + \lambda v_{\text{Reg}}) N$$  \hspace{1cm} (23)

where $v_{\text{MI}}, v_{\text{JH}}$ and $v_{\text{Reg}}$ are defined respectively in equations (19), (20) and (21). The term $N$ designates the inward unit normal of the active contour. In the experimental results, the mutual reference shape is also compared to the average shape (SD) that corresponds to the minimization of the following criterion:

$$J_{SD}(\mu) = SD(\mu) + \lambda \text{Reg}(\mu).$$  \hspace{1cm} (24)

In order to minimize this criterion, the following evolution equation is applied:

$$\frac{\partial \Gamma}{\partial \tau}_{\text{SD}} = (v_{\text{SD}} + \lambda v_{\text{Reg}}) N$$  \hspace{1cm} (25)

where $v_{\text{SD}}$ and $v_{\text{Reg}}$ are defined respectively in equations (18) and (21). These velocities are directed along the unit inward normal $N$ of the active contour.

Note also that using this formalism, some other prior information (photometric or geometric) can be inserted by adding some additional velocities in the PDE. For example, we may take advantage of the tools developed in [4, 17, 27, 32].
5.5. Implementation of the active contour

As far as the numerical implementation is concerned, we use the level set method [30]. The key idea is to introduce an auxiliary function \( U(x, \tau) \) such that \( \Gamma(\tau) \) is the zero level set of \( U \). The function \( U \) is often chosen to be the signed distance function of \( \Gamma(\tau) \). The evolution equation then becomes:

\[
\frac{\partial U}{\partial \tau} = F|\nabla U|.
\]  

(26)

The velocity is chosen as \( F = v_{JH} + v_{MI} + \lambda v_{Reg} \) for the estimation of the mutual shape and \( F = v_{SD} + \lambda v_{Reg} \) for the estimation of the SD shape. This method is accurate and allows to automatically handle the topological changes of the initial curve. However, the same evolution equations could be implemented using faster implementation algorithms such as B-splines [34]. Convex optimization methods [3] may perhaps be interesting but the criterion is not convex and some assumptions are needed before a direct application of these methods.

6. Experimental results on a synthetic example

The behavior of our mutual shape estimation is first tested on a synthetic example. The mutual shape, the classic average shape and a simple majority voting approach are compared. We also study the joint evolution of the sensitivity and specificity parameters.

6.1. Difference between a mutual shape and a classic average shape

In this section, a test sequence consisting of different segmentations of a lozenge (Fig 5) was built. The first entry is the true segmentation mask, the other entries represent the segmentation of 1/4 of the true lozenge (Fig 5b).

When computing the average of the different characteristic functions using the formula : \( \sum_{i=1}^{n} d_i/n \), we remark (Fig 4b) that some masks share an intersection. Indeed the values of the average image belong to the interval \([0, 0.6]\). The value 0 corresponds to black points in Fig 4a and the value 0.6 corresponds to white points. We then binarize this average image \( I_A \) in an image named \( I_{AT} \) displayed in (Fig 4b). If \( I_A(x) \geq 0.5 \)
then $I_{AT} = 0$ (black points) and if $I_A(x) < 0.5$ then $I_{AT} = 255$ (white points). This procedure gives us a simple majority voting procedure. The result is the black line inside the lozenge.

We then use the evolution equations of both the mutual shape (23) and of the SD shape (25). The initial contour is chosen as a circle including the lozenge (Fig.5a and Fig.6a). The mutual shape algorithm is able to recover the whole lozenge and is then different from a classic average shape (see Fig.5 and Fig.6). The curve evolves and segments the whole lozenge by an iterative process (images resulted from different iterations in Fig.5b and Fig.5c). The final contour is given in Fig.5d. The mutual shape is compared to a shape average computed using the minimization of the classic symmetrical difference (criterion $J_{SD}$ with evolution equation (25)). The evolution is given in Fig.6. In this case, the final contour is similar to the result obtained by computing a binarized mean $I_{AT}$ (Fig.4b) since it corresponds to a line due to the small overlap between masks 2 and 5 (Fig.3b). The same small value is taken for the regularization parameter $\lambda$ in order to give a higher importance to the data term.
Figure 5: Evolution using the mutual shape (evolution equation (23) with $\lambda = 10$). In the first image (a), the initial contour is in white (circle) and the other white lines represent the boundaries of the different segmentation entries. Intermediate results obtained from 80 and 140 iterations are displayed in images (b) and (c) and the final estimated mutual shape in (d) (240 iterations).

Figure 6: Evolution using the SD shape (evolution equation (25) with $\lambda = 10$). In the first image, the initial contour is in white (circle) and the other white lines represent the boundaries of the different segmentation entries. Intermediate results obtained from 300 and 400 iterations are displayed in images (b) and (c) and the final estimated SD shape in (d) (600 iterations).

6.2. Difference between the mutual shape and the union of the masks

An outlier (Fig. 7a) was introduced in the initial sequence of masks in order to test the robustness of the mutual shape estimation. Indeed, our goal is to test that the mutual shape is also different to a simple union of the different masks. In Fig. 7, the different steps of the evolution of the contour are displayed. The final contour (Fig. 7d) fits the lozenge and excludes the outlier from the final contour.

6.3. Joint evolution of the sensitivity and specificity parameters

When the active contour evolves using the evolution equation (23), the parameters $p_i$ and $q_i$ are estimated jointly with the mutual shape as proposed in STAPLE [41]. The different values of these parameters along the evolution of the curve are given in Table 1. These results are obtained using masks displayed in the first row of this
Figure 7: Introduction of an outlier (a) in the initial sequence of masks (Fig.3.b) and estimation of the mutual shape (evolution equation (23) with $\lambda = 10$). In the image (b), the initial contour is in white and the other white contours and lines represent the different boundaries of the initial masks (the segmentation entries and the outlier).

Table. According to the final values reported in Table 1, we can conclude that the best segmentation corresponds to the shape 1 with $p_1 = 1$ and $q_1 = 1$ and that the shape 6 is an outlier since the sensitivity coefficient is equal to 0. The other segmentations correspond to one quarter of the lozenge which leads to a sensitivity parameter around the value of 0.25. Note that the initial values of $p_i$ and $q_i$ are computed directly using the initial contour.

We can notice that the specificity parameter $q_i$ is less relevant. Indeed this parameter is estimated using the external domain ($\bar{\mu}$) and is then estimated using a higher number of pixels. It should be normalized in order to be comparable to the $p_i$ value. One solution consists in the selection of a smaller working area (a mask that includes the union of masks chosen in order to get two regions with a comparable size).

7. Experimental results on real images

In this section, our aim is to provide a variety of examples where the proposed mutual shape can be valuable. Indeed the theoretical framework proposed above is generic and can be applied to different images, modalities, shapes and applications. First of all, in subsection 7.1 we provide a simple example on a real color image from the Berkeley database [29] to show the robustness of our estimation to an outlier, the accuracy of the obtained contour and the relevance of the classification performed using $p_i$ and $q_i$. As already mentioned, the implementation is performed using the level set method which automatically handles topological changes. Therefore, we then apply the estimation...
of the mutual shape for complicated shapes composed of multiple separated components such as the text in old documents. In the subsection (7.2), we give two examples: the first one is dedicated to the fusion of very simple binarization techniques while the second one performs fusion and evaluation of real automatic binarization methods from the DIBCO challenge [33]. In the subsection 7.3, we propose to test the mutual shape for the fusion and the evaluation without gold standard of different segmentation methods or expert delineations of the left ventricle in cardiac magnetic resonance images (cardiac MRI) and notably expert segmentations. This estimated mutual shape is compared to the classical STAPLE estimation [41] and evaluation results are analysed on the basis of some previous works on evaluation without gold standard [26].

Let us note that the parameter $\lambda$ is chosen small (1 to 10) for non convex shapes and may be chosen higher for convex shapes (10 to 100). In this last case, it can help to get a more regularized contour.

### 7.1. Application on a real natural color image

The estimation of such a mutual shape is first tested for the unsupervised evaluation of segmentation methods of real images. The object of interest is the tiger of the image displayed in Fig.9. We then extract the object of interest from the different

| Iterations | mask 1 | mask 2 | mask 3 | mask 4 | mask 5 | mask 6 |
|------------|--------|--------|--------|--------|--------|--------|
| It. 0 (Fig. 7b) | $p_1 = 0.35$ | $p_2 = 0.09$ | $p_3 = 0.09$ | $p_4 = 0.08$ | $p_5 = 0.09$ | $p_6 = 0.15$ |
| It. 100 (Fig. 7c) | $p_1 = 0.60$ | $p_2 = 0.15$ | $p_3 = 0.15$ | $p_4 = 0.13$ | $p_5 = 0.16$ | $p_6 = 0.27$ |
| Final (Fig. 7e) | $p_1 = 1$ | $p_2 = 0.24$ | $p_3 = 0.26$ | $p_4 = 0.22$ | $p_5 = 0.27$ | $p_6 = 0$ |
|              | $q_1 = 1$ | $q_2 = 1$ | $q_3 = 1$ | $q_4 = 1$ | $q_5 = 1$ | $q_6 = 0.93$ |

Table 1: Joint evolution of the contour and of the sensitivity and specificity parameters $p_i$ and $q_i$ for the masks 1 to 6. The values correspond to the evolution of the contour displayed in Fig.7 (initial contour, iteration 100 and final contour).
segmented images proposed in the Berkeley database\cite{29}. The different segmentation entries $m_1$ to $m_5$ are given in Fig.8 and we add an outlier $m_6$, which corresponds to the segmentation of the tree behind the tiger, to the five main segmentation entries.

\begin{figure}[h]
\centering
\includegraphics[width=0.7\textwidth]{fig8.png}
\caption{The different segmentation masks $m_1$ to $m_5$ and an outlier $m_6$ are taken as segmentation entries for the mutual shape estimation.}
\end{figure}

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|c|}
\hline
$i$ & $m_1$ & $m_2$ & $m_3$ & $m_4$ & $m_5$ & $m_6$ \\
\hline
$p_i$ & 0.988 & 0.980 & 0.975 & 0.979 & 0.971 & 0 \\
$q_i$ & 0.988 & 0.993 & 0.994 & 0.998 & 0.996 & 0.89 \\
\hline
\end{tabular}
\caption{Sensitivity and specificity parameters $p_i$ and $q_i$ for the segmentations $m_1$ to $m_6$ displayed in Fig.8}
\end{table}

In Fig.9, we show the evolution of the active contour from the initial contours (bubbles) given in Fig.9.a. One intermediate contour is given Fig.9.b, and the final mutual shape is shown in Fig.9.c. The mutual shape provided in Fig.9.d provides an interesting result for segmentation fusion that takes benefit of the different segmentation entries while being robust to the outlier shape. The evolution of the active contour displayed in Fig.9 shows that the initial shape evolves correctly towards the boundaries of the object of interest. The sensitivity and specificity parameters are computed together with this reference shape and provided in Table 2. These parameters provide an interest-
7.2. Application to text segmentation in old parchments

A second real application of our algorithm is dedicated to the fusion of different segmentations of the text in old parchments.
As a first example, we propose to combine different basic binarization methods using the mutual shape in order to construct a better segmentation. Let us consider for example the original image given in Fig.10 where the object of interest is the whole text. The input masks are obtained using classical binarization techniques provided by the library of image processing Pandore [31]. The techniques used are namely “pmassbinarization” (based on a percentage of pixels, mask 1 and 2), “pcorrelationbinarization” (maximization of the correlation between two classes, mask 3), “pvariancebinarization” (maximization of the interclass and intraclass distance, mask 4), “pniblackbinarization” (based on an adaptive binarization technique described in [36] mask 5) and “padaptivemeanbinarization” (based on the analysis of the mean value of the intensities on a sliding window mask 6). The corresponding masks (shown in Fig.11) are used as segmentation inputs of our mutual shape algorithm.

Figure 10: An original image from an old manuscript from Gallica (Gallica is the online numerical library of the BNF (National French Library)).

(a) mask 1   (b) mask 2   (c) mask 3
(d) mask 4   (e) mask 5   (f) mask 6

Figure 11: The different segmentation masks of the text (a,b,c,d,e,f).

The mutual shape is then computed using active contours (Fig.12). The initial
contour is chosen as a set of little circles currently named as “bubbles” in the framework of active contours. The text is well segmented as displayed in Fig.12c showing the potential application of this method to build a consensus segmentation from a set of different simple binarization techniques not necessarily all well chosen and composed of a set of pixels that is not connected. This example also shows that our algorithm is able to handle a shape composed of different separated components.

Let us now take another example of applicability of the mutual shape for segmentation fusion and evaluation of different methods of text binarization taken from the DIBCO database 2013 [33]. Let us consider for example the original image given in Fig.13a where the object of interest is the whole text and for which we have the reference segmentation given in Fig.13b. The input masks corresponds to different algorithms tested during this challenge and are all available in the database. They are given in Fig.14.

For all these masks, we can compute the Dice Coefficient with the reference segmentation. The different values are given in Table.3.

| i  | $m_1$ | $m_2$ | $m_3$ | $m_4$ | $m_5$ | $m_6$ | $m_7$ |
|----|-------|-------|-------|-------|-------|-------|-------|
| DC | 0.54  | 0.89  | 0.95  | 0.87  | 0.91  | 0.76  | 0.91  |

Table 3: Computation of the Dice Coefficient with the reference segmentation (Fig.13b) for the segmentations $m_1$ to $m_7$ (Fig.14).

Let us now compute the mutual shape and compare the quality of the obtained result to the reference segmentation. The obtained mutual shape (final contour and the associated mask) are given in Fig.15. For this mutual shape, we find $DC = 0.93$ which outperforms the DC coefficient of all the different masks in entry except the mask $m_3$. The resulting mutual shape is then interesting for an intelligent fusion of different segmentation results. Let us now compare the ranking obtained using the mutual shape algorithm through the joint computation of the $p_i$ and $q_i$ coefficients. The different values of $p_i$ and $q_i$ are given in Table.4 and allow us to rank the different segmentation methods as follows (from the best one to the worst one according to the sum of $p_i$ and
The ranking obtained using the reference mask and the DC coefficients leads to the first and the last mask. We can observe that the ranking is the same for the first and the last mask. There are some difference of ranking between comparable masks such as \( m_7, m_2 \) and \( m_5 \). The mask \( m_4 \) corresponds to an under-segmentation and the mask \( m_6 \) to an over-segmentation which explains their places in the end of the ranking.

| \( i \) | \( p_i \) | \( q_i \) |
|---|---|---|
| 1 | 0.973 | 0.862 |
| 2 | 0.975 | 0.985 |
| 3 | 0.984 | 0.993 |
| 4 | 0.872 | 0.997 |
| 5 | 0.982 | 0.989 |
| 6 | 0.992 | 0.949 |
| 7 | 0.969 | 0.990 |

Table 4: Sensitivity and specificity parameters \( p_i \) and \( q_i \) for the segmentations \( m_1 \) to \( m_7 \) displayed in Fig.14.

In this last example, we show that the mutual shape leads to an interesting segmentation result by performing an intelligent fusion of different segmentation entries. The obtained ranking is interesting but can be different to the ranking performed using a reference mask and the DC coefficient.

### 7.3. Application to segmentation of cardiac magnetic resonance images

The segmentation of cardiac structures is an active research field in all medical modalities [16], where expert performance is still higher than image segmentation algorithms performance. As experts segmentations can vary, it was proposed to use STAPLE algorithm to define a consensus segmentation between different experts [39]. Furthermore, to reduce the drawbacks of each specific image segmentation algorithm, it was proposed to take advantage of the results of different segmentation algorithms and the interest of combining different segmentation results using STAPLE was shown [26]. When compared to individual methods, using these combined segmentations provided better estimates of the clinical parameters of interest; this was demonstrated by a supervised approach using experts delineations and a non supervised evaluation approach described in [25]. In this specific context, the estimation of a mutual shape was tested for the non supervised evaluation and the fusion of different segmentation
methods of the left ventricular cavity from cardiac cine magnetic resonance images [23,19]. For instance, the excellent behavior of mutual shape towards outliers was demonstrated. In this section, we propose a first comparison between the mutual shape approach and STAPLE. At the difference of mutual shape, the STAPLE algorithm does not introduce any regularization term and can thus provide unsmoothed results, which are not relevant on a physiological basis.

The segmentation entries are selected inside a database that contains the results obtained by three experts and different algorithms [9,11,24,37,10]. The corresponding contours are displayed in Fig.16 and Fig.17. In this specific example, the endocardium is not well delimited by the automated algorithms, due to the presence of the aortic root, which leads to very different segmentations.

Table 5: Sensitivity and specificity parameters $p_i$ and $q_i$ for the segmentations $Exp_1$ to $Exp_3$ (Fig.16).

| $i$ | $Exp_1$ | $Exp_2$ | $Exp_3$ |
|-----|---------|---------|---------|
| $p_i$ | 0.999 | 0.999 | 0.999 |
| $q_i$ | 0.889 | 0.973 | 0.853 |

Table 6: Sensitivity and specificity parameters $p_i$ and $q_i$ for the segmentations $m_1$ to $m_5$ displayed in Fig.17.

| $i$ | $m_1$ | $m_2$ | $m_3$ | $m_4$ | $m_5$ |
|-----|-------|-------|-------|-------|-------|
| $p_i$ | 0.884 | 0.715 | 0.956 | 0.714 | 0.787 |
| $q_i$ | 0.847 | 0.999 | 0.784 | 0.999 | 0.999 |

Fig.18 shows the consensus segmentations estimated by STAPLE (a), SD (b), and mutual shape (c), using the three experts entries. The regularization parameter $\lambda$ was set equal to 100. Table 5 shows that $Exp_2$ provided for this specific case the best contour, but this result (superiority of $Exp_2$) was already reported elsewhere [26]. Filled masks of STAPLE (Fig.18d) and mutual shape (Fig.18e) clearly demonstrate that STAPLE does not necessarily provide smoothed contours at the difference of mutual shape.

Finally, Fig.19 shows the consensus segmentations, estimated by STAPLE (a), SD
(b), and mutual shape (c), using the five segmentation entries of the automated algorithms \(m_1\) to \(m_5\). The regularization parameter \(\lambda\) was set equal to 10. The parameters \(p_i\) and \(q_i\) are estimated jointly with the mutual shape (see Table 6). At the difference of STAPLE, the contour provided by mutual shape is smooth. However both methods provide results that are quite different from the expert entries. This difficult case shows that mutual shape and STAPLE both depend on the accuracy of the segmentation entries.

8. Conclusion

In this work, we search for a mutual shape that minimizes the sum of joint entropies while maximizing the sum of mutual information between each entry shape and the unknown reference shape. We give a geometrical interpretation of this criterion using area measures. The optimization is performed using active contours by computing a shape gradient and the associated evolution equation. Shape derivatives are computed and detailed for the given criterion. Our theoretical formalism is valid for 2D slices or 3D images. The main contribution of this paper lies in the proposition of a theoretical criterion for the estimation of a consensus shape both for segmentation fusion and evaluation without reference.

Some experimental results are provided on both synthetic images and real images for segmentation fusion and evaluation. Indeed, the proposed mutual shape is able to build a consensus shape from a set of different segmentations of the same object and can then be used as an intelligent fusion of different segmentation entries. Moreover, the algorithm estimates jointly the sensibility and specificity parameters (as first proposed by Warfield et al [41]). It then provides an evaluation or ranking of the proposed segmentation methods on the basis of these two parameters.

The experimental results performed on a synthetic image allow to better understand the difference between the mutual shape, a simple union, an average shape and a simple majority voting method. Moreover, the estimated mutual shape is robust to very aberrant outliers thanks to the joint minimization of the joint entropy with the maximization of the mutual information.
We then propose some tests on real images for different applications. A first test is performed on a real color image and we show that the estimated mutual shape is robust and accurate. The second type of application concerns the segmentation of the text in old manuscripts from a set of simple segmentation entries. The results obtained for this application bring new opportunities in the field of segmentation by demonstrating that an improved segmentation method may be designed by taking benefit of the fusion of several simple segmentation methods. The intelligent fusion of simple algorithms can probably lead to a new powerful segmentation algorithm. For this part, the choice of the segmentation entries is still an open issue but one may think of a learning phase for an interactive choice of the different segmentation methods chosen to build the consensus. We may call this new kind of process : segmentation by intelligent voting using a consensus shape. The last application, devoted to medical images, also shows that the mutual shape can be useful for the evaluation of different segmentation methods without any reference. However, such a classification may be a little different than the one obtained using the true reference shape. Indeed it corresponds to a classification regarding with the most preponderant shapes in the set of entries and not to an absolute classification with a fixed reference. The classification is clearly dependent on the choice of the different segmentation methods in entry. This unsupervised evaluation process may however be useful to detect abnormal segmentation methods in a set of different segmentation entries.

One perspective of this work may also concern the addition of prior terms inside the variational criterion. For example, a shape prior can be interesting when the objective is to segment the left ventricular cavity. If the objective is different, some other prior shapes may be added (such as the homogeneity of the inside region for example, the gradient, or the target color for color segmentation). Our mathematical framework seems well adapted for this purpose since other information may be easily and rigorously introduced in the criterion to minimize.
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Appendix

Proof of Theorem 3

First of all, we compute the shape derivatives of the probabilities \( p_i \) and \( q_i \) which depend on the domain. By applying the theorem 1, we find:

\[
< p'_i(\mu), V > = -\frac{1}{|\mu|} \int_{\partial \mu} K(d_i(x) - 1)(V \cdot N) da + \frac{\int_{\partial \mu} (V \cdot N) da}{|\mu|^2} \int_\mu K(d_i(x) - 1) dx
\]

which reduces to:

\[
< p'_i(\mu), V > = \frac{1}{|\mu|} \int_{\partial \mu} (p_i - K(d_i(x) - 1))(V \cdot N) da
\]

(27)

In the same way, we compute the shape derivative of \( q_i \):

\[
< q'_i(\mu), V > = \frac{1}{|\mu|} \int_{\partial \mu} (-q_i + K(d_i(x)))(V \cdot N) da
\]

(28)

We can also compute the shape derivatives of \( \mu \) and \( \overline{\mu} \):

\[
< \mu''(\mu), V > = -\int_{\partial \mu} (V \cdot N) da
\]

\[
< \overline{\mu}'(\mu), V > = \int_{\partial \mu} (V \cdot N) da
\]

Let us denote \( \varphi(p) = p \log(p) + (1 - p) \log(1 - p) \), the conditional entropy then becomes:

\[
H(D_i/T) = -\left[ \frac{|\mu|}{|\Omega|} \varphi(p_i) + \frac{|\overline{\mu}|}{|\Omega|} \varphi(q_i) \right]
\]

By using chain derivation rules, we find:

\[
< H(D_i/T)'(\mu), V > = -\frac{1}{|\Omega|} \left[ < \mu', V > \varphi'(p_i) + < \overline{\mu}', V > \varphi'(q_i) \right]
\]

\[+ \left[ < \mu', V > \varphi(q_i) + < \overline{\mu}', V > \varphi(p_i) \right]
\]
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where \( \varphi'(p) = \log(p) - \log(1 - p) \). Replacing the shape derivatives by the previous formulas, we find Theorem 3.

Proof of Theorem 4

First of all, we compute the shape derivatives of the joint probabilities \( p(d_t, t) \) which depend on the domain. Using theorem 1, we find for \( a=1 \) or \( a=0 \):

\[
< p(d_t = a, t = 0)', \mathbf{V} > = -\frac{1}{|\Omega|} \int_{\partial \Omega} K(d_t(x) - a)(\mathbf{V} \cdot \mathbf{N}) da
\]

and

\[
< p(d_t = a, t = 1)', \mathbf{V} > = \frac{1}{|\Omega|} \int_{\partial \Omega} K(d_t(x) - a)(\mathbf{V} \cdot \mathbf{N}) da
\]

Let denote \( \Psi(p) = p \log p \), the joint entropy then becomes:

\[
H(D_t, T) = -\Psi((p(d_t = 0, t = 0)) - \Psi(p(d_t = 1, t = 0)) - \Psi(p(d_t = 0, t = 1)) - \Psi(p(d_t = 1, t = 1))
\]

By using chain derivation rules, we find:

\[
< H(D_t, T)', \mathbf{V} > = -< p(d_t = 1, t = 1)', \mathbf{V} > \Psi'(p(d_t = 1, t = 1))
- < p(d_t = 0, t = 1)', \mathbf{V} > \Psi'(p(d_t = 0, t = 1))
- < p(d_t = 1, t = 0)', \mathbf{V} > \Psi'(p(d_t = 1, t = 0))
- < p(d_t = 0, t = 0)', \mathbf{V} > \Psi'(p(d_t = 0, t = 0))
\]

where \( \Psi'(p) = \log(p) + 1 \). Replacing the shape derivatives by the previous formulas, we find Theorem 4.
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Figure 12: Evolution of the active contour (in black) using the mutual shape (evolution equation (23) with $\lambda = 10$). The active contour is in black. In the first image (a), the initial contour corresponds to a set of bubbles. An intermediate result obtained from 50 iterations is displayed in image (b) and the final contour in (c). The segmented object is displayed in (d) (the background is in black color).
Figure 13: An original image from an old manuscript from the DIBCO database (a) and its corresponding reference binarization.

Figure 14: The different segmentation masks of the text (a,b,c,d,e,f,g) taken from the 2013 DIBCO database.
Figure 15: The mutual shape (final contour and resulting mask) computed using the masks $m_1$ to $m_7$ of the DIBCO image PR08.
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![Resulting mask](image2)

Figure 16: Segmentation methods of the left ventricle provided by three experts $Exp_1$ to $Exp_3$.

![Segmentation](image3)

Figure 17: Segmentation methods of the left ventricle provided by 5 automated algorithms $m_1$ to $m_5$. 
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Figure 18: Estimation of different consensus estimates using the contours given by the three experts $E_{xp_1}$ to $E_{xp_3}$ (Fig.16) using STAPLE algorithm (a), SD approach (b), and mutual shape (c). Filled masks correspond to STAPLE (d) and mutual shape (e).

Figure 19: Estimation of different consensus estimates using the masks $m_1$ to $m_5$ (Fig.17) using STAPLE algorithm (a), SD approach (b), and mutual shape (c), contour delineated by $E_{xp_2}$ (d).