Highlights

- We report a 0.79 AUROC for 30-day readmission prediction.
- We use frailty, comorbidity, high-risk medications, and demographics for improved accuracy.
- We identify clusters of high-risk patients based on sets of patient features.
- Explainability is a prime focus for model predictions at different levels of granularity.
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In brief

Automated prediction of readmission risk has the potential to save millions of dollars in healthcare costs and can improve patient care. Our work presents machine learning models that take into account various facets of patients, such as demographics, comorbidities, and frailty parameters, to accurately estimate their risk of being readmitted within 30 days. We place high importance on explainability, thereby enhancing confidence in the automated models.
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SUMMARY

Healthcare costs due to unplanned readmissions are high and negatively affect health and wellness of patients. Hospital readmission is an undesirable outcome for elderly patients. Here, we present readmission risk prediction using five machine learning approaches for predicting 30-day unplanned readmission for elderly patients (age ≥ 50 years). We use a comprehensive and curated set of variables that include frailty, comorbidities, high-risk medications, demographics, hospital, and insurance utilization to build these models. We conduct a large-scale study with electronic health record (her) data with over 145,000 observations from 76,000 patients. Findings indicate that the category boost (CatBoost) model outperforms other models with a mean area under the curve (AUC) of 0.79. We find that prior readmissions, discharge to a rehabilitation facility, length of stay, comorbidities, and frailty indicators were all strong predictors of 30-day readmission. We present in-depth insights using Shapley additive explanations (SHAP), the state of the art in machine learning explainability.

INTRODUCTION

Hospital readmission can be defined as the unplanned re-hospitalization of a patient after a specific period of being discharged from a medical unit. Unplanned patient readmissions lead healthcare systems to incur substantial financial burdens and result in a diminished level of patient care. Therefore, readmissions have gained scrutiny as an important patient care quality metric. Federal mechanisms such as the Affordable Care Act (ACA) also place financial penalties on healthcare organizations with higher rates of readmissions. These factors, in conjunction with each other, have led to numerous scientific studies exploring factors for reducing unplanned hospital readmissions (see section “related work”).

The Healthcare Cost and Utilization Project (HCUP) estimates that unplanned 30-day readmission costs the United States $41.3 billion.1 Approximately 18% of patients on Medicare were readmitted within 30 days of discharge, a number that remained relatively unchanged between 2007 and 2010.2 These unplanned hospital readmissions are both a burden on the US
healthcare system as well as a strong indicator of sub-par quality of care. In a bid to reduce healthcare costs, the ACA established the Hospital Readmission Reduction Program (HRRP) in 2012. This program aimed to financially penalize healthcare organizations for higher-than-expected readmission rates for certain health conditions. Specifically, the 30-day mark was identified as the threshold for unplanned readmissions. The focus on 30-day readmission and its reduction was not an arbitrary choice. It stemmed from a policy based on the fact that the 30-day time period was observed most often and contributed to the largest share of costs. Eventually, risk-adjusted 30-day readmission measures were used to measure hospital performance and quality of patient care. The decision to focus on 30 days for measuring readmissions has been criticized by some in the medical community. It is understood that readmissions occurring a few days after discharge might reflect poor care and a misjudgment of the patient’s post-discharge needs. Readmissions at 4 weeks or later might be likely due to the underlying intensity of the patient’s condition requiring further care, factors that the hospital might not be able to control. However, readmissions closer to the discharge date have the greatest likelihood of reflecting patient care. Taking these factors into consideration, the 30-day mark was chosen as the defining window for measuring readmission as an indication of patient care and quality. This decision by the HRRP to identify the 30-day window for readmissions has propagated through the medical and scientific community. The majority of scientific literature investigating readmissions does indeed focus on the 30-day mark (see section “related work”), lending strong precedent to the decisions made in this study.

One of the first steps in reducing readmissions is understanding and determining the ever-evolving key causes that lead to instances of readmission and developing predictive tools that assess risk of readmission. Consistent factors that lead to unplanned readmissions include premature discharge, length of stay in the hospital, and lack of post-discharge treatments, and might include other factors. These other factors include advanced age; use of high-risk medications; specific disease diagnoses; presence of comorbidities; demographics, including socioeconomic status and race; and insurance/healthcare utilization.

While readmission within 30 days of discharge is an undesirable outcome for all patients, the outcomes can be particularly critical for the medically frail. The American Medical Association Council on Scientific Affairs wrote that “one of the most important tasks that the medical community faces today is to prepare for the problems in caring for the elderly in the 1990s and the early 21st century.” The report places particular emphasis on the growing population of frail older adults and notes that this group presents unforeseen challenges for healthcare systems. Older adults can be identified by comorbidities, frailty, and disability, and studies in geriatric medicine have concluded that these entities are often causally related.

Frailty, a syndrome that is marked by decreased physiological reserve, poor resilience, and increased vulnerability to stressors, is gaining recognition as an important risk factor and predictor of poor patient outcomes. It is conceivable that the factors driving readmission for non-frail patients are different compared with those that are frail. The majority of prior work studying readmission risk has squarely focused on cohorts that include non-frail patients or focused on specific diseases such as heart failure or chronic obstructive pulmonary disease (COPD) but not on frail and elderly populations. For this study, frailty was conceptually defined as a clinical syndrome resulting from age-associated declines, physiologic impairments, and failed integrative responses across multiple organ systems with diminished capacity to cope with stressors. The Frailty Risk Score (FRS) is based on a bio-psychosocial conceptual model and operationalized using evidence-based risk factors and blood biomarker laboratory tests extracted from the Electronic Health Records (EHRs) of hospitalized older adults.

Our contributions in this study are 2-fold: (1) we present machine learning models for predicting readmission risk for the medically frail by creating an integrated portfolio of important variables, including frailty, comorbidities, high-risk medications, demographics, disease diagnoses, and healthcare utilization; and (2) we delve deep into interpreting the predictions using model explainability tools. Interpretability and explainability are crucial for machine learning models applied to healthcare, and we address this need to provide confidence in the model’s findings.

Background

Toward the development of machine learning models capable of predicting readmission, we extract a wide range of feature variables from patient EHRs. In the following, we discuss and provide relevant background for the different categories of EHR features utilized in our modeling:

Frailty

Frailty, a syndrome that is marked by decreased physiological reserve, poor resilience, and increased vulnerability to stressors, provides a new way to capture the combined impacts of acute illness and other factors on health status and recovery. There is growing consensus that frailty is a state of high vulnerability leading to adverse health outcomes, including disability, readmissions, need for long-term care, and mortality. The American Medical Association estimates that 40% of adults aged 80 years and older are frail. The majority of the 1.6 million nursing home residents in the United States are considered to be frail. Estimates of the prevalence of frailty in the acute care setting ranges from 50% to 94%. Based on these numbers, it is safe to estimate that frailty is prevalent in a substantial proportion of older adults. Research indicates that frailty is associated with a range of adverse outcomes such as falls, functional and cognitive decline, disability, increased healthcare utilization, and premature mortality; thus, frailty is increasingly viewed as a salient aspect of patient health status, and inclusion of frailty in risk prediction models is increasing. Note that frailty is an aggregate estimation of risk as a product of advanced age or disease-associated complications resulting in the weakening of multiple physiologic systems. Recent work has indicated that frailty as a syndrome can be detected by examining various clinical, functional, behavioral, and biological markers. It is important to stress that the clinical definition of frailty emphasizes that multiple physiologic systems and conditions must be present, further motivating the need for building a comprehensive repertoire of
Frailty can be measured in many ways and we discuss a few of them below. The Fried phenotype framework classifies frailty on the basis of the patient having at least three of five criteria (slow walking speed, weak grip strength, low physical activity, urinary incontinence, and fatigue). This framework does not include measures of cognition and mood, and there is controversy that frailty consists of more than physical components. The Rockwood deficit accumulation model identifies frailty based on the number of deficits identified from the history and physical examination to calculate a frailty index (FI) score. The FI consists of between 30 and 90 deficits (signs, symptoms, diseases, activities of daily living and disabilities, and physical and cognitive impairments). The FI is based on the premise that the greater the number of deficits, the more likely that person is to be frail. The third method is based on geriatric assessment and subjective determination of frailty by the healthcare provider and includes clinical tools such as the Clinical Frailty Scale, Identification of Seniors at Risk, and the Tilburg Frailty Indicator (TFI). Widespread adoption of these tools has been limited due to implementation issues such as patient and provider burden due to the need for training, time to administer, and special equipment.

Recently, a Hospital FRS (HFRS) based on 109 International Classification of Diseases, Tenth Revision (ICD-10) diagnosis codes from EHR data were validated in the UK National Health Service. Increasing HFRS was associated with significantly increased risk for longer length of stay, 30-day urgent readmission, and 30-day mortality (C-statistics for these outcomes ranging from 0.56 to 0.68). Further examination of the HFRS in a retrospective cohort Canadian study compared its performance with another administrative data-based algorithm, the Hospital-patient One-year Mortality Risk (HOMR) Score, which was developed to predict the 1-year risk of death after admission to hospital and was also considered a proxy for frailty. The HFRS was calculated by assigning point values to any of 109 ICD-10 codes listed in each patient’s index admission or any admissions in the prior 2 years. Using existing methods to detect frailty in the acute care setting is challenging since frailty-related diagnosis codes are subject to under-coding, whereas frail patients with other comorbidities, such as cardiac conditions or cancer, might be grouped with non-frail patients.

Our study utilized a proxy measure for frailty (FRS-26-ICD) drawn from ICD-10, Clinical Modification (ICD-10-CM) disease diagnosis codes that encompass, common geriatric syndromes, psycho-social factors, and blood biomarkers. The FRS-26-ICD defines frailty as a clinical syndrome resulting from multi-system physiologic impairments and failed integrative responses with diminished capacity to resist and recover from stressors. In addition to the FRS-26-ICD composite score, 32 additional variables were incorporated to capture the measure of frailty for every patient. Variables used to compute the FRS-26-ICD include but are not limited to malnutrition, abnormal weight, fatigue, and difficulty walking (Table 1 shows a full list). Using ICD-10 codes to detect frailty is challenging since frailty-related diagnosis codes are subject to under-coding, whereas frail patients with other comorbidities, such as cardiac conditions or cancer, might be grouped with non-frail patients; nursing flow-sheet data reflect other aspects of patient health status, such as the impact of medical diagnoses on symptom burden and function. Shortcomings of the FRS include using clinical data for research in which documentation may vary across providers and medical diagnoses may be recorded preferentially over psycho-social problems. ICD-10 codes and coding practices do not reflect all of the patient’s needs during hospitalization. The binary classification of biomarkers versus quantification as quartiles or a continuous measure may under-estimate risk.

Comorbidity

In the early 1970s, comorbidity was beginning to be seen as a critical factor for understanding the prognosis and outcome of patient health. Comorbidity, defined as the coexistence of two or more medical conditions in a patient, is commonly included in risk prediction models to account for patient heterogeneity and chronic disease burden that is associated with increased complexity in care and poor clinical outcomes. Comorbidity has been found to be associated with mortality, quality
of life, and healthcare. While the number of comorbid conditions has been found to be a factor for poor health outcomes, the impact of specific combinations has not been an object of widespread inquiry. Since comorbidities can act as confounders, and, given that the large number of comorbidities would not be practical to control for individually, it is useful to control for the overall burden of comorbidity using an index. Several measures have been developed to estimate comorbidity. Here we describe two widely used metrics, the Charlson index and Elixhauser index, and provide a brief summary of other metrics (Table 2).

The Charlson index is the most extensively studied index for reporting and estimating comorbidities. The index includes 19 different diseases that were selected and weighted based on how strongly they were associated with patient mortality. The Charlson index includes, but is not limited to, diabetes and congestive heart failure.

A more recent model of capturing comorbidities, the Elixhauser measure, contains 31 conditions, some of which are not accounted for in the Charlson index. The Elixhauser Comorbidity Index (ECI) aggregates selected medical diagnoses yielding a sum score, in which higher scores confer a higher risk status that cannot be captured by individual medical diagnosis codes alone.

The disadvantages of the indices mentioned in Table 2 are that they typically have been applied for specific disease states for mortality outcomes, and less often for readmission. The majority of those indices rely on clinical judgment and subjective assessment, in contrast to our goal of using existing data in the EHR. In addition, those metrics seem to be used substantially less frequently than the Charlson or Elixhauser, which have almost become de facto ways of measuring comorbidities. The ECI and Charlson indices are advantageous since they can also be applied in administrative data that include only demographics, insurance/billing data, and ICD codes while not requiring additional data collection or clinical judgment.

More recently, studies have shown the efficacy of using aggregate measures such as the Charlson and Elixhauser for measuring comorbidity. Austin et al. investigate why summary measures such as ECI and Charlson have been so widely used in health services research and provide a mathematical proof confirming the utility of the Charlson and ECI scores. Interestingly, they point out that the variables used to construct the score are of utmost importance and, sometimes, strong predictors might be omitted, leading to poor performance. This underlines the motivation of this study to build a comprehensive portfolio of patient features and variables to obtain the most accurate predictive power.

In a comparison of ECI and Charlson, prior work has shown that the ECI provided a relative improvement of 60% on prediction of mortality in the hospital. Based on this precedent and taking into consideration that the ECI is a more recent model that accounts for more conditions compared with Charlson, we chose ECI as the comorbidity index in this study.

### High-risk medications

Age-related changes in drug pharmacokinetics/pharmacodynamics and the greater prevalence of multiple comorbidities contribute to increased susceptibility to adverse drug events in older adults. High-risk medications are drugs that have an increased risk of causing substantial harm to patients. These medications include drugs with low therapeutic indices and present heightened risk when used in error. Medications classified as high risk exert numerous adverse effects on patients’ health status and are associated with new morbidity, mortality, and readmission. The use of high-risk medications is common in older adults. A retrospective cross-sectional study of 456 patients 65 years of age and older found that slightly more than half of the patients (53.5%, n = 244) had at least one potentially inappropriate medication identified by the Beers 2015 Criteria.

The Beers Criteria are a list of potentially inappropriate medications that are typically best avoided in older adults in most circumstances or under specific situations, such as in certain diseases or conditions. Fifty-three medications feature in the Beers Criteria, divided into three categories: (1) potentially inappropriate medications to avoid, (2) potentially inappropriate medications and classes to avoid in older adults with certain diseases, and (3) medications to be used with caution. The recommendations in the Beers Criteria are based on expert consensus based on extensive literature review and surveys by experts in geriatric care, clinical pharmacology, and psycho-pharmacology. These criteria have found extensive use to guide clinical medication use to decrease medication problems in older adults. The Healthcare Effectiveness Data and Information Set (HEDIS) also provides information about high-risk medications for elderly patients by grouping medications into high-level categories. A trademark of the National Quality Committee for Quality Assurance (NCOA), HEDIS provides standardized performance measures to compare the performance of healthcare plans.

Research on high-risk medications and hospital readmission is equivocal. In a study examining high-risk medications in hospitalized older adults, exposure to certain high-risk medication classes, such as benzodiazepines and opioids, were associated with increased odds of readmission. Also found a high prevalence of high-risk medications (66.7%) in Chinese older adults, whereby proton pump inhibitors (42.6%) and benzodiazepine (34.4%) were most common, and having at least one prescribed high-risk medication per the Beers Criteria was a significant risk factor for all cause readmission.

| Comorbidity index | Description |
|-------------------|-------------|
| Cormoni-Huntley    | used to investigate hypertension and associated conditions |
| Duke Severity of Illness | evaluate ambulatory primary care patients |
| Hallström         | predicting outcomes of cardiac arrest |
| Hurwitz           | estimate the influence of comorbidity on different types of patient care for back problems |
| Incalzi           | uses 52 conditions weighted for strength of association to mortality |
| Kaplan            | uses comorbidity and pathophysiologic of the comorbid conditions |
| Liu               | combines 38 conditions and used for stroke outcomes |
| Shwarz            | combines 21 conditions based on association with mortality |
In the older adult population, age-related changes in drug absorption, metabolism, distribution, and excretion, as well as drug-drug and drug-disease interactions, increase the risk for adverse drug events and potential for harm. The high-risk medications, such as those identified in the Beers Criteria (AGS, 2019), should be avoided or used with caution because they are associated with numerous negative consequences, such as falls and fractures, delirium, depression, mobility impairments and functional decline, urinary and bowel abnormalities, and nutritional issues (anorexia, nausea, dehydration).

In another study, Blachman et al. report that, other than old age, high-risk medications are the most important risk factors for falls among frail patients. The strength of the association between falls and high-risk medications increases both with the number of high-risk medications prescribed and the dosage of those medications. Another study found that high-risk medication categories such as steroids and narcotics, anticholinergics, and medications were associated with readmission.

In this study, the medical experts on our team manually integrated information from the Beers Criteria with high-level categories from HEDIS to determine medications considered high risk for elderly patients.

**Disease diagnoses**

ICD-10 codes are recorded in the EHR data to describe the principal problem attributed to the hospital admission as well as any additional diagnoses for each patient not directly related to the principal problem. According to the Centers for Disease Control and Prevention (CDC), these codes are important for classifying diseases, recording inpatient procedures, and estimating healthcare utilization. The use of a consistent and controlled set of codes for the description of patient conditions enables tracking of health conditions, severity of illness, and comorbidities, and measuring patient care/outcomes, to make clinical decisions.

The ICD-10 code list contains approximately 69,000 diagnosis codes and 71,000 codes for procedures. Each ICD-10 code contains three to seven characters. The first character is a letter followed by a numeric character. Characters three to seven can be letters or numbers. The leading letter in an ICD-10 code indicates the overall disease group. The thousands of ICD-10 codes are arranged in the form of hierarchical classification or an ontology that groups codes into higher-level codes that are further grouped.

Several studies have used and found ICD-10 codes to be important factors for predicting readmission for all causes and for specific conditions. Lee et al. report that the category of principal diagnosis was the most important predictor for patients with a hospital stay longer than 2 days, indicating that readmission can be more accurately predicted by analyzing the type of disease. Similar results were seen in Chirapongsathorn et al., where the first listed ICD-10 code for hospitalization was used to identify reasons for readmission. Another study reported prediction of readmission solely by considering ICD codes and a small set of background variables.

We incorporate ICD-10 codes in a number of ways: we map each code into a higher-level category (see section “experimental procedures”), and use individual categories, the total number of absolute diagnoses, as well as the total number of unique diagnoses for prediction.

**Demography and healthcare utilization**

Patients admitted to hospital units have differences based not just on their clinical characteristics but also on non-clinical aspects, such as age, race, marital status, socioeconomic status, and insurance status, which might affect their risk of readmission. These factors can be broadly grouped into the umbrella of demographics and healthcare utilization.

The vast majority of studies discussed in the section “related work” incorporate self-reported demographic and healthcare utilization data. The importance of including these factors has also been well studied. While some studies found that socioeconomic, health status, and psychosocial variables are not dominant factors for predicting readmission, these features have found utility in numerous other studies. In a study of 30-day readmission for patients aged 65 years and older, Silverstein et al. found that age, race, Medicare status, and other demographic factors predicted 30-day readmission.

In this study, we created two categories of variables: demographic, and healthcare and insurance utilization. Variables such as age, sex, race/ethnicity, and marital status are considered in the demographic category. The healthcare and insurance utilization category contains variables such as primary payer, hospital unit, and hospital service (see full list in Table 1).

**Related work**

The background of related work for this study is vast. There are investigators that studied readmission risks with and without employing machine learning, those that explored readmission risks for specific disease conditions, and those that investigate readmission risk for the frail but not including other factors such as comorbidities and high-risk medications. Common to the majority of these studies, though, is the use of the 30-day threshold for investigating readmission. As discussed in section “introduction,” the 30-day threshold has stemmed from the federal policies in the HRRP program and has subsequently been adopted by the medical and research communities.

The use of machine learning for the prediction of readmission risk is ubiquitous and well studied. A number of studies (described below) employ different machine learning models for understanding readmission risks in different patient cohorts and disease conditions. Some of these studies generated complex models that use thousands of features, while others limit themselves to patient information that can be easily collected within the hours of initial admission.

A comparison of commonly used models for predicting readmission risk studied a set of four models (LACE, Stepwise logistic, least absolute shrinkage and selection operator (LASSO), and AdaBoost). The study finds that LACE has moderate predictive power, with area under the curve (AUC) scores around 0.65. Variables include number of emergency room visits in the last year, Braden pressure ulcer risk score, polypharmacy, employment status, and discharge disposition (patient’s anticipated location or status following a hospital visit). LASSO was found to be the best model for both small and large data sizes (0.73 AUC). In a comparison of different models, a 2020 study in New Zealand showed that XGBoost, random forests, and AdaBoost achieve better predictive performance compared with LACE and PARR, with F-1 score improvements of 12.7% and 23.2% respectively.

Another study conducted on patients within the Maine Health
Information Exchange created a risk model for identifying patients at risk for readmission within 30 days post discharge. The model achieved a C-statistic (AUC) of 0.72 in predicting readmission. While the above study uses a wide range of features and complex models to predict readmission, other studies have focused on identifying early hospital readmission factors in diverse patient populations using simple models with limited features.

The above studies predict readmission across all patient samples without discrimination for disease diagnoses leading to readmission. On the other hand, a number of studies have been conducted to identify risk factors for readmission after specific disease conditions. Goto et al. used machine learning to predict 30-day readmission after hospitalization for COPD. Patient characteristics and inpatient care data were used with logistic regression, LASSO regression, and deep neural network models to predict readmission after COPD. Tube feeding duration, blood transfusion, use of thoracentesis, and sex were found to be important predictors for the machine learning models. Machine learning has been used to study readmission among patients hospitalized with ischemic heart disease. Results showed that length of stay and the ECI were the top predictors, with an AUC of 88%. In another case of predicting readmission for specialized disease conditions, Mahajan et al. explored logistic regression, random forest, gradient boost, and neural networks for predicting 30-day readmission for heart failure.

More recently, a study now considered the state of the art from scientists at Google, Stanford, and other institutions, conducted an analysis of EHR to predict mortality, 30 day readmission, and prolonged length of stay. The study reports that deep learning models were found to outperform traditional machine learning models. Several other studies have explored the potential of machine learning models in predicting readmission risk including but not limited to ischemic heart disease, COPD, and acute neurological conditions. For example, a study by Silverstein et al. found that length of stay and the ECI were the top predictors, with an AUC of 88%. Another study by Mahajan et al. explored logistic regression, random forest, gradient boost, and neural networks for predicting 30-day readmission for heart failure.

RESULTS

The EHR dataset prior to pre-processing and manipulation (Figure 1) contained 145,148 observations corresponding to 76,294 patients. A series of seven exclusion criteria (Figure 2) were sequentially applied to result in 128,581 observations for 68,152 patients. These observations consisted of 18,840 readmissions and 109,741 non-readmissions. The data contained 458 variables that were used for prediction of readmission. Table 3 provides descriptive statistics of a set of salient variables. Pairwise collinearity tests were conducted for all pairs of features in the data. Based on the correlations, the FRS-19 feature was eliminated from the data.

The data in the EHR were severely imbalanced, with a disproportionate number of non-readmissions compared with readmissions. We tested three sampling techniques to address this imbalance: (1) under-sampling, (2) over-sampling, and (3) no sampling. Table 4 shows the mean F-1 and AUC scores for the three sampling strategies applied to five models. The last column of the table (mean AUROC) shows that under-sampling performs the best or comparably with the other two strategies. However, the real difference in the sampling strategies can be observed in the differences between mean F-1 score for the two class labels (0, no readmission; 1, readmission). Most models show a stark difference in F-1 score for predictions between the two classes when no sampling is applied, showing that the imbalanced data are affecting model performance. For example, the F-1 for label 0 for a random forest model is 0.93, while that of label 1 is 0.37. The same trend is observed when over-sampling is
used across all the models tested. In contrast, under-sampling the data results in consistent F-1 scores for both classes (except for logistic regression). Based on these results, under-sampling was selected to create a balanced dataset. All subsequent results reported are on the dataset created using under-sampling.

**Model selection**
The four machine learning models along with the stacked classifier were modeled with the under-sampled balanced dataset. Of the four models tested (Figure 3), CatBoost outperformed the other models with an AUROC of 0.79. Random forest and XGBoost trailed behind with AUCs of 0.77 and 0.77 respectively. Logistic regression, which is widely used for prediction of readmission, performed substantially worse than the other three models, with an AUC of 0.68. The XGBoost-based meta-learner was selected for the stacking classifier because it showed the highest AUROC score. While the stacking classifier performed slightly better on the AUROC score (0.7964 versus 0.7948), the gain is negligible. Additionally, as the stacking classifier is a combination of multiple models (and dual stages), it is much harder to explain or interpret its findings using the SHAP explainability mechanisms described above. Considering that explainability is of the utmost importance for AI models in healthcare, we selected the CatBoost model for further analysis.

**Feature importance**
First, we further explored the best model from our tests (CatBoost) to determine the most important features for predicting 30-day readmission. Figure 4 shows the top 10% features for this model. The strongest feature associated with readmission was discharge to a rehabilitation facility. Ninety-two percent (844 of 925) of the patients who were discharged to a rehabilitation hospital were readmitted within 30 days. This was followed by the number of diagnoses and number of prior readmits. Morbidity and comorbidity, represented by the ECI, was also found to be an important factor. Next, we see that the length of stay affects the risk of readmission. Specific disease categories such as poison injury, parasitic infections, and connective and musculoskeletal are seen to be important predictors. The presence of several individual FRS indicators in the top features (e.g., white blood count, abnormal weight, sodium, malnutrition, and decubitus ulcer, corresponding to the well-known frailty phenotype defined by Fried et al.13), indicates the importance of including indicators of frailty for prediction of readmission.

**Model explainability**
Explainability of AI models is important, especially in the context of healthcare decision making. In this section, we delve deeper into the CatBoost model to explain the model’s predictions, the features that influenced the model, along with examining how predictions were made at an individual observation level. We provide model explanations along the following aspects:

1. **Global interpretability**: global interpretability allows the reader to identify the most important features used to make predictions for the model, glance at the distribution of the data values for these features, and learn how these data values affected predictions.

2. **Impact of the top variables toward readmission**: we show how the top six features of the model affect the risk of readmission. We show the model’s tendency to predict readmission or non-readmission for each observation in a feature and compare the model’s prediction with the actual ground truth. This section helps verify if the model’s predictions are in congruence with the ground truth, a verification mechanism to boost confidence in the model’s findings.

3. **Local interpretability**: we show how the model’s predictions were made at an individual observation level. These visuals show the synergistic effect of a subset of features that led to a prediction for this particular observation. These visuals can be used by healthcare experts to understand the model’s findings at a patient level.

4. **Identification of at-risk patient groups**: we employed clustering methods to group the dataset into clusters of patients with different levels of readmission risk. These clusters make it easy to identify which group a group would be most similar to, thereby estimating their risk of readmission. We also provide a comparison of the clusters for the model’s predictions versus the ground truth to verify if the predictions are in line with the actual data.
We provide global interpretability of the CatBoost model using SHAP explanations. Figure 5 displays several key pieces of information that each provide insight into the model’s predictions and what factors affected them. First, we explain the key facets of the SHAP feature importance plot and then describe the findings.

The SHAP feature importance plot displays the following information:

1. Feature importance (left y axis): similar to Figure 4, this plot shows the top 10% important features in descending order of importance.

2. SHAP value: impact on model’s output (x axis). The x axis shows SHAP values, a quantitative measure of an observation’s impact on model prediction. The SHAP value quantifies how much impact a particular observation makes toward the prediction of the target class. Higher SHAP values indicate an increased risk of readmission, while lower SHAP values indicate low readmission risk. The plot shows a vertical line running through the middle that acts as a baseline SHAP value. The baseline indicates observations that have no impact on the model’s prediction.

3. Original values of variables (right y axis): the scale on the right (blue to red) indicates whether the values of a variable were low (blue) or high (red) in the data. Continuous variables are shown on a color gradient, while binary variables are indicated in blue or red. For example, the discharge disposition rehab facility variable is a binary variable where observations with a 0 value are shown in blue and those with a 1 value are shown in red. In comparison, the number of unique diagnoses is a discrete variable where we observe colors according to the grading scale of the color map; i.e., high observations have red, low observations have blue, and mean observations have a light color (mid-point on the color bar).

4. Variable impact: the horizontal location of a dot (blue or red) shows whether the effect of that variable’s observations is associated with a higher or lower prediction of readmission risk based on the SHAP value. The plot shows a vertical line running through the middle that acts as a baseline. The farther away from the baseline an observation (blue or red) is, the more impact it has on the model’s prediction of low or high readmission risk.

Synthesizing information about the original values (indicated by color) and the horizontal location, we can interpret red dots on the right of the baseline as the variable having high values in the data and the effect of those high values resulting in a high readmission risk. On the other hand, red dots on the left of the baseline indicate that the variable had high values in the observations but those high values resulted in low readmission risk. When blue dots appear on the left of the baseline, it indicates that the variable’s low values were associated with lower readmission. When blue dots appear on the right of the baseline, it indicates that the lower values for that variable were associated with higher readmission risk. For example, in the variable Elixhauser, we observe a large number of red dots to the right of the baseline and large number of blue dots to the left of the baseline. This indicates that the higher the Elixhauser score, the greater the chances of readmission, while lower Elixhauser scores lead to lower readmission risk.

We see that each of the features contributes differently to the model’s prediction. As expected, the top feature (discharge to a...
Mean length of stay (days) 4.85 ± 0.01
Mean number of prior readmits 2.1 ± 0.02

resulted in low readmission risk (red dots to the left of the baseline), while low rates and low values. High rates of discharge to self-care indicate care has an almost equal proportion of observations with high numbers. This indicates that large numbers of patients or medical facility variable has a large subset of observations with low readmission risk. The discharge disposition to hospice was associated with low readmission (red dots to the left of the baseline). Since, this variable is binary (1 = high, 0 = low), the red dots indicate observations for which the value is 1 and blue dots indicate that the value is 0. Note the variance in the red dots; this indicates that there is variability among these observations with high values in how impactful these observations are toward the prediction. The blue dots for this variable, on the other hand, do not exhibit similar variance, indicating that their contribution toward the prediction is relatively uniform. Moving to the next important feature, we see that the number of diagnoses had a large proportion of observations with low values compared with observations with higher values (blue dots outnumber the red dots). The concentration of the blue dots to the left of the baseline indicates that these lower numbers of diagnoses led to lower readmission risk. The small proportion of observations with higher diagnoses (shown in red) appear to the right of the baseline, indicating that these observations led to greater readmission risk. We observe a stark separation in observations (blue versus red) for the observations with prior readmissions. Observations with prior readmissions (1 = high) lead to higher risk of readmission (red dots to the right of the baseline), while observations with no prior readmissions (0 = low) lead to reduced readmission risk (blue dots to the left of the baseline). Elixhauser is the fourth most important variable, and the plot clearly shows that observations with high Elixhauser values (red dots on right) are associated with higher readmission risk and lower Elixhauser values (blue dots on the right) are associated with lower readmission risk. A very similar trend is observed with quadratic length of stay (LOS).

There are some variables where high values were associated with low readmission risk. The discharge disposition to hospice or medical facility variable has a large subset of observations with high numbers. This indicates that large numbers of patients were discharged to hospice or medical facility and that event was associated with low readmission (red dots to the left of the baseline). The feature representing discharge to home or self-care has an almost equal proportion of observations with high and low values. High rates of discharge to self-care indicate low readmission risk (red dots on left of baseline), while low rates of discharge to self-care lead to high readmission risk (blue dots on right of baseline).

The plot also shows that a large number of patients in the data were discharged to hospice or a medical facility and this event resulted in low readmission risk (red dots to the left of the baseline). On the contrary, observations with high values of being transferred to a short-term hospital saw an increased risk of readmission.

**Impact of select variables toward readmission**

We take an in-depth look at how a few select variables from Figure 5 affect the risk of readmission. In these figures, we compare the model’s predictions with the ground truth to verify if the predictions align with the ground truth. In Figure 6, we show the eight variables of the model and how observations for each of those variables lead to readmission or no readmission. In each of the figures, we plot the original values of observations for a specific variable against their SHAP values. Each data point (corresponding to an observation) is marked red or blue to indicate readmission (Class_Label = 1) or no readmission (Class_Label = 0) respectively in the actual data. The dotted line shows the baseline for the SHAP value for the particular variable. Higher SHAP values (right of baseline) indicate that the model predicts readmission and lower SHAP value (left of baseline) predicts no readmission. A point of note here, while we are considering a single variable for analysis in this scenario, readmission can result from a combination of variables.

In Figure 6A, we see that observations with higher SHAP values (right top corner) are mostly colored red, indicating that these observations indeed had readmissions. Observations with lower SHAP values (bottom left) have a mix of observations (red and blue), indicating that some of these observations were readmissions, whereas some were not (new encounters or readmission after 30 days).

Looking at the number of diagnoses variable (Figure 6B), we see two trends: (1) as the number of diagnoses increases, the SHAP values increase, indicating that the model predicts higher readmissions for observations with a higher number of diagnoses; and (2) observations with higher SHAP values correspond to more readmissions compared with those with lower SHAP values, showing that the model aligns with ground truth in these cases. The behavior of the number of prior readmits variable (Figure 6D) is similar to trends seen for the discharge to rehab variable (Figure 6A).

In comparison, the behavior of the Elixhauser score is more complex (Figure 6C). Taking a look at the distribution of observations to the left and right of the baseline, we see that the majority of observations to the left of the baseline (with low SHAP values) were not readmissions and the majority of observations to the right of the baseline (with high SHAP values) did have readmissions. However, there are observations that the model assigns low SHAP values that were actually readmissions and vice versa. We attribute these instances of confusion to conflicting impacts from other variables.

In Figure 6D we observe records with prior readmissions, which is a strong predictor for readmissions. The observations marked in red indicate prior readmissions. The lower left of the plot shows observations with no prior readmission and are mostly marked by blue dots, indicating that the model predicts low chances of readmissions for these observations.

Figure 6E shows the observations for the quadratic length of stay variable. The figure also verifies that the majority of observations that were readmissions had high SHAP values that would lead to a readmission prediction. We do see a higher
Table 4. Performance metrics for the five models (random forest, XGBoost, CatBoost, logistic regression, and a stacking classifier)

| Model            | Mean F-1 score | Mean AUROC |
|------------------|----------------|------------|
|                  | Label 0        | Label 1    |
| Random forest     | 0.94           | 0.38       | 0.77       |
| Over-sampling     | 0.92           | 0.26       | 0.74       |
| Under-sampling    | 0.68           | 0.69       | 0.77       |
| XGBoost           |                |            |            |
| No sampling       | 0.93           | 0.39       | 0.77       |
| Over-sampling     | 0.92           | 0.38       | 0.76       |
| Under-sampling    | 0.69           | 0.68       | 0.77       |
| CatBoost          |                |            |            |
| No sampling       | 0.93           | 0.38       | 0.79       |
| Over-sampling     | 0.93           | 0.37       | 0.78       |
| Under-sampling    | 0.71           | 0.70       | 0.79       |
| Logistic regression|                |            |            |
| No sampling       | 0.91           | 0.07       | 0.56       |
| Over-sampling     | 0.67           | 0.29       | 0.67       |
| Under-sampling    | 0.01           | 0.66       | 0.67       |
| Stacking classifier|              |            |            |
| No sampling       | 0.93           | 0.38       | 0.79       |
| Over-sampling     | 0.93           | 0.36       | 0.79       |
| Under-sampling    | 0.70           | 0.71       | 0.79       |

concentration of confusion instances where observations with lower SHAP values had readmissions and vice versa.

Figure 6F shows the relationship between SHAP values and the observations that had the ICD code category of poison. Here we do observe the majority occurrence of red (readmitted) with higher SHAP value and to the right of the SHAP baseline. However, there are a few observations where the SHAP values were higher and associated with no readmission and vice versa.

One of the most complex instances is the age variable outlined in Figure 6G. We observe a large number of red instances to be at the right side of the plot, where the model is able to make correct decisions at different age values, but it is not as clear as other variables. All of the values of age >90 were set to 90 (for privacy) which is why we have a large distribution of points at 90. We also do not observe any relationship between the SHAP values and age; i.e. no linear trend of SHAP with increase in age.

Figure 6G shows the relationship between FRS26 and the SHAP values. We observe there is a relationship between FRS26 and SHAP, where we observe a majority of readmitted patients to have higher FRS26 score, but there quite a few confused instances where the lower SHAP and FRS26 scores lead to readmission.

Higher-order interactions between top features
We briefly explored interactions between the top predictors identified in Figure 5 to gain a deeper understanding of the data and trends within. While a number of higher-order relation-ships can be modeled, we highlight two such interactions due to restrictions on space.

First, we show the interactions between number of diagnoses and FRS-26-ICD, both of which are among the top predictors for readmission risk (Figure 7). It can be observed that observations with low number of diagnoses (y axis) tend to have low FRS scores (colormap). We also see higher SHAP values (x axis) corresponding to higher number of diagnoses, which grows exponentially after the SHAP baseline of 0.0. This goes to show that the SHAP values of observations with low numbers of diagnoses and low FRS scores are also low, indicating that these observations are not at risk of readmission. Observations with high FRS and number of diagnoses carry high SHAP values, indicating that they are at risk of readmission.

Next, we highlight the interaction between ECI and the number of unique diagnoses (Figure 8). There is a stark contrast between observations with high versus low Elixhauser scores (y axis) and the number of unique diagnoses (colormap). Low Elixhauser scores are associated with lower SHAP values and also lower number of unique diagnoses. As we move higher in the Elixhauser score, we have a higher number of unique diagnoses as well as SHAP values above 0.0, indicating higher changes of readmission. Few observations on the lower left area of the figure show a higher number of diagnoses but low Elixhauser scores. Interestingly, these observations still have low SHAP values, indicating no readmission. It is the combined interaction of high Elixhauser and high number of unique diagnoses that truly affects the risk of readmission (observations on the right top).

Local interpretability
SHAP can be used to explain the model’s decisions at an individual observation level. These insights can allow healthcare experts to identify and analyze the decision-making process for specific observations if need be. This level of detail allows to understand the particular features that played a role in the model’s prediction and analyze whether those features align with human experts. Figures 9A and 9B show the observations with the highest SHAP scores (the observations also had high predicted readmission probability at 0.99). Figures 9C and 9D show the observations with the lowest SHAP scores and had high predicted no-readmission probability at 0.98.

The plots in Figure 9 show several insights about the prediction and the factors that affected the prediction for this specific observation. The model output value (in bold) is the cumulative SHAP score for an observation. The base value (0.1678, indicated above the number labels) is the baseline prediction that the model would make in the absence of any features. Features that push the output value higher (toward readmission) are shown in red, and those that lower the output value (toward non-readmission) are shown in blue. The data values for each of these features can also be seen in the plot. In Figure 9A, we see that the model predicts readmission with an output SHAP score of 7.02. We observe that the patient in this encounter has prior readmits, was discharged to rehab facility, had high-risk endocrine medication, 43 diagnoses, and was admitted to neurosurgery, leading to high confidence that the patient will be readmitted. Features shown in red contributed to the readmission prediction.

In comparison, Figure 9C, the observation had low number of diagnoses (1), was not discharged to rehab facility, and was admitted to orthopedics, leading to the low chance of
readmission. Elixhauser score was unavailable for this observation. Similarly, for Figure 9D we observe lower number of diagnoses, lower number of unique diagnoses, were not discharged to a rehab facility, and were in low-risk hospital units such as orthopedics, each of which pushes the observations toward not getting readmitted. The blue indicates features that mitigated the effect of the red features. It is important to note that these observations did not have high values for any of the high-risk factors. It is the synergistic effects of these variables that result in the final prediction. This level of explainability is valuable to investigate the model’s decisions at a patient-to-patient level for complete transparency.  

### Identification of at-risk patient groups

TreeSHAP associates a SHAP value to each observation for every variable in the dataset. These SHAP values are inferred from the model’s decision process of making predictions about the target variable \( \text{Class Label} = (0/1) \). We utilized these SHAP values to cluster observations for identifying latent groupings of patients with varying risk of readmission.

K-means clustering was used to generate clusters of observations. In order to identify the ideal cluster size for the underlying data, we evaluated the inertia score for K-means clusters ranging from \( K = 2, 3, \ldots, 14 \). As shown in Figure 10, the reduction in inertia score is no longer substantial after eight clusters. Based on this plot, we selected to cluster the data into eight clusters.

Observations in these eight clusters have different rates of readmission, ranging from 4.71% to 100% (Table 5). While all of the clusters have different variables that are influential for the observations in that cluster, overall, we found that the eight variables were important for all clusters: (1) discharge disposition rehab facility; (2) prior readmits; (3) number of diagnoses; (4) Elixhauser; (5) quadratic length of stay; and (6) ICD injury/poison. To understand what factors led to high readmissions in some of the clusters, we provide a detailed look at the distribution of values for these important variables for each cluster (Figure 11).

In Figure 11A, we see that cluster 2 and cluster 5 have high values for the discharge to rehab facility variable. Based on other results discussed above, we know that high values of this variable lead to readmission. Reaffirming this result, we see that the percentage of readmission in clusters 2 and 5 is 98.67% and 100% respectively. A similar trend can be seen in Figure 11B, where cluster 3 and cluster 5 have high numbers of prior readmissions, whereas observations in the other clusters have no readmissions. These two clusters also have high percentage of readmissions.

Clusters with high numbers of diagnosis (2, 3, 4, and 6) show higher percentages of readmission (Figure 11C). The same can be observed for the Elixhauser variable (Figure 11D), where clusters 2, 3, 6, and 5 have observations with a high comorbidity score, leading to high readmissions. Figure 11F shows the clusters (3, 5, 6) that have high prevalence of observations annotated with ICD category of injury/poison. This cluster also has a high degree of readmission percentage, with clusters 3 and 5 having 100% readmission along with cluster 6 at 60.55% readmission.

In Figure 11E, we see that observations in some clusters (2, 5, 7) have higher values compared with others (clusters 0, 1, 3, 4, 6). However, among clusters that have high lengths of stay, only clusters 2 and 5 have high rates of readmission. Cluster 7 is an anomaly, with only 17% readmission rate. Taking a look at the other features influencing cluster 7, we see that observations in this cluster have no discharges to a rehab facility, no prior readmissions, and relatively low number of diagnoses, leading to the low overall readmission rate.

It is important to note that it is the synergistic effect of multiple variables that causes observations to belong to clusters with high or low readmission scores. Looking at cluster 0, the cluster with the lowest readmission percentage (4.71%), we can see that observations in this cluster have no discharges to a rehab facility, have no prior readmissions, very low diagnoses, very low comorbidity scores, and similarly low values for length of stay and number of unique diagnoses.

These clusters clearly show how the observations can be segregated into meaningful groups that predict a patient’s risk of readmission while identifying key variables for healthcare workers to track.

Note that these clusters are based on the model’s prediction of readmission risk. Next, we compare the clustering of predicted risk with the actual ground truth as a validation exercise of the clustering method’s efficacy.
First, we visually represent the validation data to show the ground truth. We use UMAP to visually represent observations in our dataset across all dimensions reduced to a 2D space and denote whether that observation led to a readmission or no readmission (Figure 12A). We use the same technique to visually represent observations based on the model’s predictions and denote which cluster each observation belonged to (Figure 12B). A comparison of these two clusters shows that the clusters based on the model’s predictions align closely to the clusters based on the actual data. We can see clearly that observations associated with cluster 0 (blue color) are associated with non-readmitted observations (topmost group and right corner of the largest grouping). Cluster number 2, which has a high readmission percentage (98.67%), is highlighted in green (Figure 12B) and also has high ground truth readmissions (Figure 12A). Cluster 3, the rightmost group, has 100% readmission, as shown by the red dots in Figure 12A. Clusters 5 and 7 (Figure 12B) also have a high degree of readmitted observations. Within the largest group, we observe the presence of clusters 1, 6, 4, and 0, each segregating the higher and lower risk groups. However, we do observe this group to have a considerable overlap between the groups and the clusters. These two plots show striking similarities between the predictions made by our model in comparison with the ground truth in the data, lending credibility to the findings reported here.

DISCUSSION

This study examined a diverse array of health-related variables in a large EHR dataset to identify predictors for unplanned 30-day hospital readmission. The data used here capture various aspects of patient risk that are related to medical complexity and heterogeneity using novel indicators, including frailty (26-item FRS representing syndromes and psycho-social risk factors), high-risk medications (10 risk classification groups according to Beers Criteria, 2019), and comorbidity (ECI) in machine learning models. Using an ensemble of machine learning models, we found that the strongest features for risk of readmission were related to healthcare utilization (prior readmissions, number of readmissions), length of stay, comorbidity (number of diagnoses, number of unique diagnoses, individual ICD-10 disease codes, ECI). Our results correspond with systematic reviews on risk prediction models for 30-day unplanned readmission that identify prior admissions, LOS, and comorbidities as the most frequently cited predictors related to their ability to classify high-risk patients for adverse outcomes.55

The most unexpected finding in this study was that almost all patients who were discharged to a rehabilitation hospital were readmitted within 30 days (844 of 925 patients, 92%); this was the strongest feature associated with readmission. These findings contrast with a study that tracked hospital readmissions for post-acute-care rehabilitation settings by the Medicare Payment Advisory Commission (MedPAC), where the 30-day readmission rate was substantially lower at 12%.58 Our findings also contrast with a study of 1,365 inpatient rehabilitation facilities providing services to Medicare beneficiaries receiving post-acute hospitalization in which the 30-day readmission rate was 11.8%; however, patients with certain comorbidities had readmission rates as high as 26.3%.58 This clinical setting, termed inpatient rehabilitation facilities (IRFs), may be free-standing facilities or specialized units within the acute care hospital designed to accommodate patients requiring rehabilitation services for problems such as lower extremity fracture and joint replacement, burns, neurological disorders, and stroke recovery (MedPAC, 2020). Additionally, higher readmission rates may pertain to continued eligibility requirements for inpatient rehabilitation therapy services reimbursed by the Centers for Medicare
and Medicaid Services (CMS) (CMS, 2017), which stipulate that patients must continue to participate in intensive rehabilitation and demonstrate measurable improvement. The high readmission rate in our study signals the need for further investigation of organizational and population-related factors contributing to readmission risk. Complex care transitions and greater risk for clinical instability and illness exacerbation after hospitalization may contribute to early hospital readmission. Effective transitional care to reduce hospital readmission contains elements of care coordination, communication between providers across clinical settings, and intensive follow-up after hospital discharge; hence, attention to these elements to bolster transitional care processes beginning in the hospital setting is warranted.

Frailty
A novel aspect of this study is inclusion of a proxy measure for frailty. The FRS-26-ICD includes geriatric syndromes and biomarkers that are associated with frailty and manifest across chronic disease conditions to reflect their combined impact on overall health status. We found that 17 of the 26 FRS-26-ICD indicators were strong features, ranking in the top 20%; notably, abnormal laboratory tests were also strong features, ranking in the top 20%. These results are in agreement with a study of 1,600 internal medicine inpatients in which an FI that assessed up to 27 laboratory tests was independently associated with re-admission in comparison with a Clinical Frailty Scale based on the patient’s chronic health status.61 The absence of the composite FRS score as a strong predictor has been echoed by several systematic reviews that highlight the uneven quality and low predictive accuracy of frailty instruments applied in prediction models in the acute care setting. We posit that there are differences in the impact of the 26 individual indicator features used to create the FRS-26-ICD score and it is of greater value to incorporate the individual features compared with the composite score. The absence of the composite FRS score as a strong predictor has been echoed by several systematic reviews that highlight the uneven quality and low predictive accuracy of frailty instruments applied in prediction models in the acute care setting.60 Several blood biomarkers from the FRS-26-ICD (WBCs, sodium, hemoglobin, glucose) and the ICD-10 codes for
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reliability; others have limited clinical relevance to guide care management. These limitations as well as computational advances have spawned initiatives to use existing and readily available EHR data to identify proxy variables for frailty, as demonstrated here with the FRS-26-ICD. Clinicians and researchers can use the FRS-26-ICD in several ways to support care management and identify vulnerable populations for research. As a simple flag, patients who are frail or not frail can be identified. Detailed breakdown of the frailty indicators at the individual, population, and organizational level can identify frail patients that can be directed to care management programs. For example, targeting the FRS-26-ICD indicators weakness, walking difficulty, and fatigue can identify individual or groups of patients who may benefit from physical rehabilitation and/or chronic disease-specific programs (e.g., diabetes, arthritis, disease), or post-hospitalization referrals for transitional care. Effective decision making about clinical interventions can benefit from frailty assessment and consideration of patient and family priorities. At the population level, the FRS can be used to assess the overall health service needs and projected health expenditures.

A large number of studies consider individuals aged at least 65 years for assessment of frailty, in contrast with our study where the target population is aged 50 years and above. International and US-based studies indicate that frailty is not limited or unique to geriatric populations; although frailty prevalence increases with age, population-based studies indicate that frailty can also be detected in younger adults. Since many frailty parameters are already altered in middle age and predictive of adverse events, restricting frailty assessment to older age groups overlooks the needs of this vulnerable population and opportunities for prevention and risk mitigation. Prior research using the FRS showed a weak effect size for age and FRS scores. Optimal model (CatBoost classifier [AUC = 0.79]) are promising and highlight the importance of comorbidity. A limitation of comorbidity counts and indices is they do not typically take into account individual disease severity or fully adjust for the adverse influence of co-occurring comorbidities on health status; thus, their impact may be attenuated in risk models and may partly explain their modest accuracy in risk prediction models and lack of consistency across studies.

Multimorbidity, defined as the co-occurrence of at least two chronic conditions, increases with age and affects one-fourth of adults in the US. Many chronic conditions also cluster together; however, there can be considerable variability with individuals not neatly fitting into groups that can be targeted for tailored interventions. The presence or count of chronic conditions also does not inform the level of care that may be needed since disease severity and symptom burden are not effectively represented in disease counts or in most comorbidity indices. Symptoms and syndromes included in the FRS provide a mechanism to capture disease impact, although a limitation is the inability to capture symptom severity. Numerous studies have incorporated comorbidity measures such as ECI in risk-adjusted methodologies and predictive models versus individual comorbidities and provides a way to condense comorbidity information into an easy-to-use metric. It is difficult to model interaction between specific comorbidities at a general patient level, which is a motivating factor to develop composite measures such as ECI or CCI. While the ECI and CCI metrics do not capture interactions between categories of comorbidities, they have been used extensively and shown to be strong predictors for readmission and mortality.

High-risk medications and polypharmacy
Prior research indicates that 3%–64% of hospital readmissions are drug related; thus, attention to medication-related issues...
such as polypharmacy and high-risk medications could help to improve readmission risk classification. In the present study, only one category of high-risk medication was represented in the top 40 features (endocrine medications; e.g., short-acting insulin); however, six other high-risk medication categories were identified in the top 100, suggesting their important role in readmission. Research on high-risk medications and hospital readmission is divided. In a study examining high-risk medications in hospitalized older adults, exposure to certain high-risk medication classes such as benzodiazepines and opioids was associated with increased odds of readmission. However, in a similar study of hospitalized older adults, although an increased number of medications was significantly associated with unplanned 30-day hospital readmission, there was no significant association between the number of high-risk medications and 30-day re-hospitalization after controlling for covariates. In one retrospective case control study of patients aged >75 years, five medication-related risk factors were associated with hospital readmissions, which included high-risk medications; however, the effects of these risk factors became insignificant in adjusted multivariable models with comorbidity.

In the present study, polypharmacy was a strong feature ranking 51st (top 11%). Aging is associated with development of a number of chronic health conditions, which often require pharmacologic treatment with multiple medications, leading to polypharmacy. The prevalence of polypharmacy is increasing globally and affects more than half of the older adult population, exposing them to adverse outcomes such as hospital readmission.

Polypharmacy is relevant to readmission because (1) increasing medication use is likely related to disease severity, which is a marker for readmission risk; and (2) increased number of medications is associated with greater risk for medication non-adherence due to cost issues, side effects, and inability to keep track of medication use. Polypharmacy, especially regimens that include high-risk medications, can potentially cause more harm than benefit to older adults due to factors such as adverse drug reactions and drug-drug and drug-disease interactions. Although polypharmacy was an important feature in our study, it is possible that how polypharmacy was defined (patient taking seven or more prescribed medications recorded by the nurse at admission) may have underestimated its actual prevalence and influence. This definition is based on admission medications and may not have included over-the-counter medications, herbs, and supplements, which can interfere with drug metabolism and contribute to adverse drug interactions and reactions. Picker et al. found that having more than six discharge medications was significantly associated with 30-day hospital readmission in models adjusted for a risk score among 5,507 internal medicine inpatients. In contrast, in a study of adult admissions to a university-affiliated hospital, for patients readmitted within 30 days of discharge the number of discharge medications was not a significant predictor for 30-day readmission.

Research also suggests that the impact of the patient’s medication regimen on readmission risk may not be fully captured by polypharmacy and high-risk medication exposure. A feature that should be considered for future research is medication regimen complexity, which can be quantified using a metric that considers the number of medications and at least one other parameter (e.g., dose form; dosing frequency; and special directions for medication use, such as take with food). Refinement of prediction models to include medication regimen complexity in addition to high-risk medications and polypharmacy may improve precision in the identification of high-risk patients for discharge interventions to prevent hospital readmission.

It is plausible that certain disease conditions might have higher risk of readmission, in which case disease-specific models might be more appropriate. For example, surgery, heart failure, and oncology patients have historically had higher readmission rates. However, it is difficult to build disease-specific models for different patient conditions, and even more cost-prohibitive to account for different combinations of comorbid disease conditions. It is important to understand that models developed from disease-specific cohorts will account for characteristics of the underlying cohort but complicate the model development process due to smaller cohort sizes, among other issues. On the other hand, general risk prediction models might...
be built in a cost-effective manner while taking into account different disease conditions that are encountered in the patient population. A recent study focusing specifically on this question found that accurate prediction of readmissions can be possible through general disease-independent models such as the one we employ in this study. These general models substantially decrease the cost of development, deployment, and maintenance of risk prediction models that can be used in daily clinical routine.

Limitations
Like all clinical prediction efforts, this study has several limitations. One important limitation is the composition of the data-set, which included a diverse patient population of adult hospital admissions 50 years of age and older to a health system that included a level 1 trauma center, community hospitals, and a women’s health and behavioral health hospital. Precision of our risk models may vary when applied in more homogeneous datasets; i.e., based on medical or surgical service (e.g., cardiology, orthopedics) or patient characteristics (e.g., medical diagnosis such as heart failure, diabetes). Data used in this study come from a single hospital system (although sourced across five hospitals) in a relatively small geographic region. This factor should be considered when interpreting the results presented here with respect to the ability to generalize to other regions.

Using existing methods to detect frailty is challenging since frailty-related diagnosis codes are subject to under-coding, coding may over-represent frailty due to comorbidities such as dementia, whereas frail patients with other comorbidities such as cardiac conditions or cancer might be grouped with non-frail patients. The FRS-26-ICD used in the present study is at risk for similar issues since coding for ambiguous syndromes such as weakness, fatigue, and dysphagia, which are indicators in the FRS-26-ICD, may not be a priority for the healthcare provider when considering the primary reason for admission when the number of codes possible for data entry is limited. However, in future research, capture of these important patient conditions that are salient in frailty and can be used in modeling frailty will make it possible to represent the patient’s health status with higher accuracy. The present study included a diverse set of biopsychosocial risk factors and blood biomarkers associated with frailty that were obtained proximal to admission. Prediction models or early warning systems often include repeated vital signs and laboratory tests to signal clinical deterioration, but it is also important to predict the targeted risk group before a serious change in condition to allow for initiation of treatment. Considering the multifactorial nature of frailty and complex interrelationships among biological processes underlying it that may be complicated by acute illness or surgery in the acute care context, the FRS may provide a broader framework from which to operationalize patient vulnerability in the acute care context. Additionally, the computation of the FRS-26-ICD metric is dependent upon availability of electronically recorded patient data. While the adoption of EHR is gaining momentum, it is not universal, and this lack of data availability is a hindrance to the identification of frailty using these composite metrics.

Finally, reproducing the FRS in other EHR systems and multicenter studies is necessary to evaluate prediction performance and increase the ability to generalize from the study findings. Analyzing doctor notes using approaches such as natural language processing to identify additional frailty risk factors may improve the FRS. Future investigations of the FRS in acute care hospitals should also focus on its clinical utility at the individual level for care planning and decision making and at the population health level for program development and transitional care interventions for vulnerable patient subgroups. The challenges associated with the reuse of EHR data are well known and complicated by the massive volume and complexity of the data, unique measures for semantically equivalent concepts with different names, and local customization. Problems due to poor interoperability across proprietary EHR systems have stymied replication of EHR-based research.

The stacking classifier used here to combine predictions from individual models was successful in increasing prediction accuracy.
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Figure 1 shows the overall workflow of our study. The workflow consists of distinct stages where we extract, model, and evaluate the EHR data and develop machine learning models to predict readmission risk. In the first stage, data mining/modeling, we extract relevant variables from the raw EHR data (from Epic dataset). We pre-process the data, where we analyze missing values, construct encodings, and calculate high-level scores for feature categories (such as Elixhauser and FRS). As the data are recorded within different data tables, we merge the variables based on their encounter identification (unique identifier for each observation) and patient identifier. Following this (in model development), we separate the data into model development (training) and validation datasets, where we also employ different sampling strategies. In the model performance comparison stage, we evaluate multiple models on their performance metrics and also perform hyper-parameter tuning with the available training dataset. A stacking model is also developed, which utilizes predictions of different models to create a super classifier. Following this, we conduct evaluations on model explanation where we observe characteristics of features and their role in model prediction. We conduct several studies to observe patient risk groups, feature to model relationship, feature importance, and observation risk assessment.

In the following we describe each of the components of these stages in further details:

Dataset and exclusion criteria

Data used in this analysis are from a collaborating health system in the southeastern United States. Data are sourced across five hospitals each with a capacity of 85–535 beds and extracted from the hospitals’ Epic EHR patient data systems. Data were collected for the time period of 2013–2017, and were filtered to only retain all admissions for adults 50 years of age and older with an inpatient stay lasting longer than 24 h. The data were de-identified in accordance with the data-use agreement between UNCG and the health system.

We applied a set of exclusion criteria (Figure 2) to the data to arrive at the relevant set of patients for this analysis. Starting with the raw dataset of 145,148 observations (76,294 patients), the first step is to remove any observations where the patient’s age was less than 50 years. In order to create a dataset for 30-day readmission, in the second step we created a buffer of 30 days at the start and end of earliest and latest admission times in the data. Third, fourth, and fifth steps removed observations that had less than 24 h for length of stay in the hospital, died on initial admission, and had planned readmissions respectively. The sixth step removed any subsequent observations where the patient expired. The final dataset had 128,581 observations recorded from 68,152 patients. Within the dataset, 18,840 observations comprised new encounters, and 109,741 did not (not readmitted or readmitted after 30 days).

**EXPERIMENTAL PROCEDURES**

**Lead contact**

Further information and requests for resources should be directed to and will be fulfilled by the lead contact, Somya D. Mohanty (sdmohant@uncg.edu).

**Materials availability**

This study did not generate new unique reagents.

**Data and code availability**

The EHR data used in this study are bound by data-use agreements between the University of North Carolina at Greensboro (UNCG) and the hospital system. The code used in this analysis contains sensitive attribute names from the dataset, which prevents sharing.

**Dataset and exclusion criteria**

Data used in this analysis are from a collaborating health system in the southeastern United States. Data are sourced across five hospitals each with a capacity of 85–535 beds and extracted from the hospitals’ Epic EHR patient data systems. Data were collected for the time period of 2013–2017, and were filtered to only retain all admissions for adults 50 years of age and older with an inpatient stay lasting longer than 24 h. The data were de-identified in accordance with the data-use agreement between UNCG and the health system.

We applied a set of exclusion criteria (Figure 2) to the data to arrive at the relevant set of patients for this analysis. Starting with the raw dataset of 145,148 observations (76,294 patients), the first step is to remove any observations where the patient’s age was less than 50 years. In order to create a dataset for 30-day readmission, in the second step we created a buffer of 30 days at the start and end of earliest and latest admission times in the data. Third, fourth, and fifth steps removed observations that had less than 24 h for length of stay in the hospital, died on initial admission, and had planned readmissions respectively. The sixth step removed any subsequent observations where the patient expired. The final dataset had 128,581 observations recorded from 68,152 patients. Within the dataset, 18,840 observations comprised new encounters, and 109,741 did not (not readmitted or readmitted after 30 days).

**Data cleaning and pre-processing**

Demographic data contained information including sex, ethnic group, age, marital status, and date of birth. These patient-level variables were recorded at the time of admission and were extracted from the EHR data. For multi-category variables (such as sex, ethnic group, race, and marital status), one-hot encoding
was used to create individual variables for each category. Age was calculated from the date of birth and the time of admission, and any values above 90 were set to be 90 in order to preserve privacy of the EHR records.

Apart from the standard demographic variables, the dataset also contained patient living conditions at the time of admission. The variable was codified based on the type of living condition, where the original dataset consisted of 42 categories. Some of these categories were synonymous with each other (e.g. “children” and “child”). Subsequently, we manually identified 13 unique living conditions (“Not Available” [NA], “Friends,” “Other,” “Family,” “Nursing Facility,” “Homeless,” “Parent,” “Children,” “Relatives,” “Spouse,” “Alone,” “Group Home,” “Assisted Living”) from the 42 categories and encoded into one-hot categories.

### Healthcare and insurance utilization

Data about hospital, hospital use, admit source, admission time, discharge disposition, along with insurance payor information were extracted from the administrative records. Admission time was discretized into four groups 6 h apart: morning, afternoon, evening, and late night. Information about whether a patient has a primary care provider and if they see their primary care provider was also included.

### Disease ICD

The data contained 12,592 unique ICD-10 codes. These codes were further aggregated to reduce dimensionality based on the first character of the code. For example, the code N40.0 is used to indicate benign prostatic hyperplasia without lower urinary tract symptoms. The N in the code indicates that the disease can be categorized into the class of genitourinary diseases. Each ICD-10 code was grouped into one of 19 high-level classes based on the first character of the code (listed in Table 6) as described by the CDC guidelines.40

For each observation, the principal and additional diagnoses were mapped to the high-level classification. Observations that did not contain disease diagnoses were marked. The mapping of ICD-10 codes to the corresponding higher-level category was performed to reduce the dimensionality for machine learning and variable analysis. The total number of diagnoses and total number of unique diagnoses for each readmission instance were calculated based on the unique ICD-10 codes before the above steps were applied.

### Frailty

Our study utilized a proxy measure for frailty (FRS-26-ICD) drawn from ICD-10-CM disease diagnosis codes that encompass common geriatric syndromes, psycho-social factors, and blood biomarkers. The FRS-26-ICD defines frailty as a clinical syndrome resulting from multi-system physiologic impairments and failed integrative responses with diminished capacity to resist and recover from stressors.5 100.00 31

### Comorbidity

ECI scores were extracted and calculated for each observation using the ICD diagnosis codes present within the data. ECI consists of 30 comorbidities representing secondary diagnoses that were present on admission and not related to the principal diagnosis.7 The ECI was computed for 30 unweighted comorbidities using the ICD-10-CM codes according to Quan et al.63

### High-risk medications

High-risk medication mapping was conducted using two sources: (1) HEDIS, and (2) AGS Beers Criteria. The HEDIS dataset groups high-risk medications into a set of high-level drug classes such as anticholinergics and antipsychotics. The Beers Criteria also offer a similar classification but also include recommendations of use in older adults. First, the data from the HEDIS data were used to create a grouping of high-risk medication into 10 categories. Next, the Beers Criteria were consulted to include any medications/categories that were missing from the HEDIS data. After reconciling both data sources, a categorization that grouped all high-risk medications into 10 high-level categories (see row 3, Table 1) was created. This process was conducted manually by a gerontological nursing expert (D.L.) on our team. Each patient observation was marked containing the high-risk medication category if the prescribed drugs matched any of the criteria.

Specific drug names in the EHR were parsed to remove numerical dosage values, delivery method, type of medication (e.g., capsules, substances), and any other extra information. Next, the drug name was mapped to a generic name before mapping to the drug categorizations described above. A string matching algorithm called Sequence Matcher (https://docs.python.org/2.4/lib/sequence-matcher.html) was used to link the drugs to the high-risk medications.

### Model data

The final dataset used for this analysis contains 458 variables (Table 1) that can be divided into six categories: (1) frailty, (2) comorbidity, (3) high-risk medications, (4) disease diagnosis, (5) demographic, and (6) healthcare and insurance utilization. These features across the above categories were used for the machine learning models.

### Machine learning models

After data cleaning and variable extraction, the resulting dataset consists of 128,581 observations with 458 variables. Of these, 18,840 were readmissions (Class\_Label = 1) and 109,741 non-readmissions (Class\_Label = 0). These data were split into an 80:20 ratio (train-test), with 80% of the data being used for development of models, while the other 20% were used for validation of the models.

Three different strategies were used to address the imbalance between the two target classes (Class\_Label = 1, 0). (1) under-sampling, (2) over-sampling, and (3) no sampling. Over-sampling selects a same-sized random sub-sample from the majority class (Class\_Label = 0) with respect to the size of the minority class (Class\_Label = 1). Here, we obtained 18,840 observations each for Class\_Label = 1 and Class\_Label = 0 respectively. Over-sampling was done with the synthetic minority over-sampling technique (SMOTE), which oversamples on minority instances by synthesizing new data points between real data instances. The strategy has been used successfully in augmenting low-instance classes for machine learning. We first split the original data into the aforementioned train-test split and then oversampled using only the training data, while keeping the test/validation data for model metrics. Specifically, we split the data into 109,741 training observations and 18,840 testing observations. We then resampled the training observations using SMOTE to have a balanced Class\_Label = (0/1) class, which increases the number of training samples to 175,796 to develop the models. In the no-sampling strategy, we used the original sample size of the data for training and testing.
The datasets were fit to five machine learning models and compared for their metrics: (1) logistic regression, (2) random forest, (3) extreme gradient boosting (XGBoost), (4) category boost (CatBoost), and (5) stacking classifier. The choice of the machine learning models is based on baseline comparison with logistic regression, which has been evaluated by a large number of research studies and used in practice in hospital systems.

Random forest, XGBoost, and CatBoost are ensemble-based models that reduce variance in the models’ learning while being able to provide explainability in their predictions. A stacking classifier was also developed as a super learner that combines the four models (logistic regression, random forest, XGBoost, and CatBoost) into a single model. Deep learning models were avoided in the study due to their inability to succinctly explain model predictions and the overall complexity versus performance benefits being lower than ensemble models. Below we describe the models used in our study in further detail:

**Logistic regression**

Logistic regression is one of the most widely used models for analyzing EHRs. An extension of linear regression, a basic logistic regression determines the probability of classification problems with a binary outcome. The model uses a logistic function (sigmoid) to fit a linear equation between 0 and 1 using maximum likelihood estimator (MLE). A key reason for utilization of logistic regression in practice is its explainability, where the log-odds of the model can be used to explain the impact of individual features on the model’s prediction. However, the model accuracy suffers in high-dimensional non-linear data, where ensemble-based methods outperform it.

**Random forest**

Random forest is an ensemble prediction method that consists of a set of individual decision trees. The decision trees are designed to have low correlation to each other to encourage diversity among the trees. The prediction of individual trees is aggregated to determine the prediction of the random forest.
The main advantages of XGBoost are execution speed and model performance. These advantages make XGBoost a popular choice for machine learning tasks. XGBoost is an implementation of gradient boosted decision trees whose models are not substantially affected by outliers in data. These models also perform well on imbalanced datasets while handling missing values. Random forests produce trees that are more robust to errors of the trees. Additionally, random forests result in good performance on imbalanced datasets while handling missing values well. These models are not substantially affected by outliers in data.

**CatBoost**
CatBoost is a variation of the boosting techniques typically used for machine learning. CatBoost improves on existing boosting techniques by using ordered boosting and a novel algorithm for effectively processing categorical features. Empirical studies have shown that CatBoost outperforms other publicly available boosting algorithms. CatBoost does not require any special pre-processing for categorical features such as encodings. Instead, the algorithm converts categorical values into numbers using statistics on combinations of categorical features. The algorithm has been shown to be more robust and therefore reduces the need for parameter tuning and optimization. It also reduces the chance of overfitting.

**Stacking classifier**
We combined predictions from the four models to create a stacked classifier. Model stacking was introduced in 1992 as a way of introducing generalizable prediction models that incorporate other learning models. Model stacking is quite simply the process of combining multiple machine learning models in a sequence so that the predictions from each model are formed into a new feature. Each model’s predictions get transformed into a new feature, thereby ensuring that each model in the stack predicts a portion of the training data for this new feature. The final dataset obtained from the stack is fed into a final model, called a meta-learner, the purpose of which is to generalize all the features to generate a final prediction. Model stacking has been used to achieve better generalization compared with a single model. Wolpert posits that model stacking deduces the bias in models so that the bias can be corrected in the meta-learner. Here, we used model stacking with the first stage consisting of logistic regression, XGBoost, CatBoost, and random forest classifiers, and XGBoost as the meta-learner for the stacking classifier. The choice of the meta-learner was based on cross-evaluation of the stacked model performance between logistic regression, random forest, and XGBoost. The base models (first-stage classifiers) and the meta-learner models are developed using the training data only.

**Model metrics and hyper-parameter tuning**
We evaluated the performance of the four machine learning models as well as the stacked classifier using the following criteria: (1) precision, (2) recall, (3) F-1 score, (4) area under receiver operating characteristics (AUROC) score. Defined as the ratio of true-positives (TPs) to the sum of TPs and the false-positives (FPs) for readmission; i.e., \( \text{Precision} = \frac{TP}{TP + FP} \) and recall measures the positive predictive power. Similarly, recall or sensitivity is defined as the ratio of TPs to the total of TPs and the false-negatives (FNs); i.e., \( \text{Recall} = \frac{TP}{TP + FN} \). F1-score combines the precision and recall into a harmonic mean defined as \( F1 = 2 \left( \frac{\text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \right) \). A receiver operating characteristics (ROC) curve describes the tradeoff between the TP rate (TPR) and FP rate (FPR), where \( FPR = \frac{FP}{FP + TN} \) and TNR are true-negatives, across the different decision thresholds of a model. AUROC measures the AUROC curve to provide a score for the models. For each of the models, we record the aforementioned metrics across a k-fold (k = 5) validation and utilize mean metrics to compare between the models. Specifically, we perform five iterations of train-test split, sampling, and model development to record and present the metrics.

Hyper-parameter tuning was conducted on each of the ensemble models using a grid search approach. We evaluated the models on different number of estimators (500, 1,000, 5,000), maximum tree depth (3...10), and learning rate (0.02...0.05, 0.1, 0.5). The evaluation was done with the validation dataset and the best-performing model results are presented.

**Model explanation**
Explainability of artificial intelligence (AI) models for decision making and predictions is one of the most heavily debated topics, especially when it is applied to healthcare. Amann et al. argue that explainability of AI models invokes legal, ethical, and societal questions and deserves thorough investigation. The vast majority of prior studies in the area of health...
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