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Abstract

Reinforcement learning (RL) algorithms based on high-dimensional function approximation have achieved tremendous empirical success in large-scale problems with an enormous number of states. However, most analysis of such algorithms gives rise to error bounds that involve either the number of states or the number of features. This paper considers the situation where the function approximation is made either using the kernel method or the two-layer neural network model, in the context of a fitted Q-iteration algorithm with explicit regularization. We establish a $\tilde{O}(H^3 |A|^{\frac{3}{4}} n^{-\frac{1}{4}})$ bound for the optimal policy with $Hn$ samples, where $H$ is the length of each episode and $|A|$ is the size of action space. Our analysis hinges on analyzing the $L^2$ error of the approximated Q-function using $n$ data points. Even though this result still requires a finite-sized action space, the error bound is independent of the dimensionality of the state space.

1 Introduction

Modern reinforcement learning (RL) algorithms often deal with problems involving an enormous amount of states, often in high dimensions, where function approximation must be introduced for the value or policy functions. Despite their practical success [40, 49, 20], most existing theoretical analysis of RL is only applicable to the tabular setting (see e.g. [32, 3, 43, 4, 17, 33]), in which both the state and action spaces are discrete and finite, and the value function is represented by a table without function approximation. Relatively simple function approximation methods, such as the linear model [57, 34] or generalized linear model [55], have been studied in the context of RL with various statistical estimates. The kernel method has also been studied in [28, 18, 60, 61], but results therein either suffer from the curse of dimensionality or require stringent assumptions about the kernel (in the form of fast decay of the kernel’s eigenvalues or the bounds on the covering number). This paper considers general kernel method and two-layer neural network models and establishes dimension-independent results for these two classes of function approximation.
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In the context of supervised learning, dimension-independent error rates have been established for a number of important machine learning models \[21\], including the kernel methods and two-layer neural network models. Of particular importance is the choice of the function space associated with the specific machine learning model. For the kernel method and two-layer neural network models, the corresponding function spaces are the reproducing kernel Hilbert space (RKHS) \[1\] and Barron space \[22\], respectively. Extending such results to the setting of reinforcement learning is a challenging task due to the coupling between the value/policy functions at different time steps.

In this work, we consider the fitted Q-iteration algorithm \[26, 46, 51, 13, 27\] for situations where the state space is embedded in a high-dimensional Euclidean space and the action space is finite. The function approximation to the Q-function is made either using the kernel method or the two-layer neural networks, with explicit regularization. We assume there is a simulator that can generate samples for the next state and reward, given the current state and the action. This allows us to focus on analyzing errors from the function approximation. Under the assumptions that the function approximation is compatible with the reward function and transition model, and all admissible distributions are uniformly bounded from a reference distribution (see Assumption 2), we establish an \( \tilde{O}(H^n|A|n^{-1/4}) \) bound for the optimal policy with \( Hn \) samples, where \( H \) is the length of each episode and \( |A| \) is the size of action space. This result is independent of the dimensionality of the state space, and the convergence rate for \( n \) is close to the statistical lower bound for many function spaces, including several popular cases of RKHS and the Barron space (see Section 5 for a detailed discussion).

The key component in the analysis is to estimate the one-step error and control the error propagation. An important issue is the choice of the norm. \( L^\infty \) estimates have been popular in reinforcement learning for analyzing the tabular setting \[32, 4, 17, 33\], linear models, \[11, 57, 34\] and kernel methods \[60, 61\] (see discussions below). However, in the case we are considering, \( L^\infty \) estimates suffer from the curse of dimensionality with respect to the sample complexity, i.e. to ensure that the error is smaller than \( \epsilon \), we need at least \( O(\epsilon^{-d}) \) samples in \( d \)-dimensional state space (see Section 5 for a detailed discussion). This fact also explains why we only consider finite action space. Once we consider the high-dimensional action space, it is inevitable to find a maximum of a high-dimensional function based on finite samples, which also suffers the curse of dimensionality. In contrast, we choose to work with the \( L^2 \) estimates. \( L^2 \) estimates have been a successful tool in supervised learning and led to dimensionality-independent error rates for kernel methods \[16, 15\] and neural network models \[24\]. In reinforcement learning, \( L^2 \) estimates have been used in the case with a finite set of candidate approximating functions \[13\], composition of Hölder functions with certain sparse structures \[27\], or for kernel methods under the additional assumption on the covering number of the unit ball in RKHS \[28\] (see discussions below). To deal with error propagation, certain assumptions are needed on the concentration coefficients (see Assumption 2 below).

**Related Literature.** In addition to the results discussed above, error estimates and sample efficiency in conjunction with function approximation have also been studied in the setting when the transition dynamics is fully deterministic \[56\] or has low variance \[19\]. In the setting of episodic reinforcement learning where the agent can only have whole trajectory data, several works have studied efficient exploration in the state space based on different function approximations (see e.g. \[18, 62, 58\]). For policy based algorithms, the convergence of the policy gradient methods has been analyzed in \[11, 12, 38, 53\] with linear function approximation or in the highly over-parameterized regime under assumptions similar to Assumption 2 using the theory of neural tangent kernel \[31\]. It should be noted that in the neural tangent kernel regime, the two-layer neural network model only generalizes well for target functions in an associated RKHS with
The kernel defined by the initialization \( \mathbf{w}_0 \). This is a much smaller space than the Barron space that we use in this paper. \cite{28} considers the kernel method in the time-homogeneous setting and proves that we can obtain an \( \tilde{O}(1 - \gamma)^{-2}(n^{-\frac{1}{2(1+\alpha)}} + \gamma^K) \) bound for the optimal policy with \( Kn \) samples where \( 0 < \gamma < 1 \) is the discount factor and \( K \) is the number of iterations. This result builds on the assumption that the covering number satisfies

\[
\log \mathcal{N}_\infty(u, \mathcal{F}) \leq Cu^{-2\alpha},
\]

for any \( u > 0 \). Here \( C > 0 \) and \( 0 < \alpha < 1 \) are two constants and \( \mathcal{F} \) is the unit ball in the corresponding RKHS (see Assumption A4 in \cite{28} for a detailed discussion). Note that existing results on the covering number of the unit ball do not apply to general RKHS \cite{63, 64, 50, 61}. \cite{60, 61} also consider the kernel method. Their results rely on the decay of the kernel’s eigenvalues. Assuming that the \( j \)-th eigenvalue (see Section 5 for a formal definition) satisfies \( \lambda_j \geq C j^{-\gamma} \) for any \( j \geq 1 \) with positive constants \( C > 0 \) and \( \gamma > 1 \), then the total regret \( \tilde{O} \) in \( T \) episodes satisfies

\[
\text{Regret}(T) \leq \tilde{O}(H^2T^{\kappa^*+\xi^*+1/2}),
\]

where \( \kappa^* \) and \( \xi^* \) are two parameters depending on dimension \( d \) and \( \gamma \). From this a dimension-independent estimate follows when \( \gamma \) is sufficiently large. However, when \( \gamma \leq d + 2 \) the right-hand side becomes \( O(T) \) and hence the bound becomes trivial. See Section 5 for more discussions. In contrast, our algorithm is applicable to general RKHS and we obtain an \( \tilde{O}(H^3|A|^{\frac{1}{2}} n^{-\frac{1}{4}}) \) bound for the optimal policy with \( Hn \) samples for this algorithm.

**Notation.** Let \( S \) be a subset of Euclidean space \( \mathbb{R}^d \). We use \( C(S) \) and \( \mathcal{P}(S) \) to denote the continuous function space on \( S \) and the collection of all probability distributions on \( S \) respectively. \( \| \cdot \|_{p, \mu} \) denotes the \( L^p \) norm under the probability measure \( \mu \in \mathcal{P}(S) \). By default we use \( \mathcal{F} \) to denote a function class

\[
\{ f : S \times A \mapsto \mathbb{R} | f(\cdot, a) \in C(S) \text{ for any } a \in A \}.
\]

\( x \cdot y \) denotes inner product in the Euclidean space. \( S^{d-1} \) denotes the unit \((d-1)\)-sphere: \( \{ x \in \mathbb{R}^d : \| x \| = 1 \} \). \( [H] = \{1, \ldots, H\} \). For any \( m > 0 \), we define the truncation operator:

\[
K_m f(x) = \min \{ \max \{ f(x), 0 \}, m \} .
\]

We use standard big O notation \( O(\cdot) \) that hides absolute constants and \( \tilde{O}(\cdot) \) that hides both absolute constants and poly-logarithmic factors.

## 2 Background

In this section, we introduce the background. We first lay out the formulation of Markov decision process in the reinforcement learning problem. We then introduce two function approximation approaches considered in this paper: kernel method and two-layer neural network model. In both cases, we state our assumptions on the reward function and transition probabilities in terms of function norms in the corresponding function spaces.

### 2.1 Markov Decision Processes

We consider an episodic Markov decision process (MDP) \( (S, A, H, P, r) \). Here \( S \) denotes the set of all the states, which is a subset of Euclidean space \( \mathbb{R}^d \), and \( A \) denotes the set of all the actions. In this
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\[ \langle \cdot \rangle \]

where

\[ \text{the expected cumulative reward of the MDP starting from step } h \]

using as fewer samples (the number of times to access the simulator) as possible.

Furthermore, we use

\[ E \]

probability

\[ S \]

when

\[ r(x,a,h) \]

\[ \mu \]

Given an initial state distribution \( \mu \in \mathcal{P}(S) \), we define the total reward function for any \( \pi \in \mathcal{P}(A | S) \) as follows

\[ J_\mu(\pi) = E_{\mu,\pi} \left[ \sum_{h=1}^{H} r_h(S_h, A_h) \right], \]

where \( E_{\mu,\pi} \) denotes the expectation with respect to the randomness of the state-action pair \( \{(S_h, A_h)\}_{h=1}^{H} \) when \( S_1 \) is generated from \( \mu \), \( A_h \) follows the policy \( \pi_h(\cdot | S_h) \) and \( S_{h+1} \) is generated from the transition probability \( P_h(\cdot | S_h, A_h) \). Similarly, we define \( P_{\mu,\pi} \) as the distribution of \( \{(S_h, A_h)\}_{h=1}^{H} \) generated as above. Furthermore, we use \( E_{\pi} \) and \( P_{\pi} \) to highlight the distribution determined by the policy only when the starting state (and action) is explicitly specified. We do not require an explicit form of \( P_h \) and \( r_h \), but a simulator with which we can query any triplet \( (x,a,h) \in S \times A \times [H] \) and get a state \( x' \sim P_h(\cdot | x,a) \) and a reward \( r = r_h(x,a) \). Our goal is to find an \( \epsilon \)-optimal policy \( \pi^\epsilon \) such that

\[ J(\pi^\epsilon) \geq \sup_{\pi \in \mathcal{P}(A | S)} J(\pi) - \epsilon, \]

using as fewer samples (the number of times to access the simulator) as possible.

We define the value function \( V_h^\pi : S \mapsto \mathbb{R} \) and action-value function (Q-function) \( Q_h^\pi : S \times A \mapsto \mathbb{R} \) as the expected cumulative reward of the MDP starting from step \( h \):

\[ V_h^\pi(x) = E_{\pi} \left[ \sum_{h'=h}^{H} r_{h'}(S_{h'}, A_{h'}) | S_h = x \right], \]

\[ Q_h^\pi(x,a) = E_{\pi} \left[ \sum_{h'=h}^{H} r_{h'}(S_{h'}, A_{h'}) | S_h = x, A_h = a \right]. \]

We have the following Bellman equation:

\[ Q_h^\pi(x,a) = (T_h V_{h+1}^\pi)(x,a), \]

\[ V_h^\pi(x) = \langle Q_h^\pi(x, \cdot), \pi_h(\cdot | x) \rangle_A, \]

where \( \langle \cdot, \cdot \rangle_A \) denotes the inner product over \( A \) and \( T_h f \) denotes

\[ (T_h f)(x,a) = r_h(s,a) + E_{x' \sim P_h(\cdot | x,a)} f(x'), \ h \in [H - 1], \]

\[ (T_H f)(x,a) = r_H(s,a) \]
for any bounded measurable function \( f \) on \( S \). With our assumption on \( r_h \), it is obvious to see that \( Q^\pi_h \) and \( V^\pi_h \in [0, H] \) for any \( \pi \in \mathcal{P}(A \mid S) \) and \( h \in [H] \). Since the action space and the episode length are both finite, there exists an optimal policy \( \pi^* \) which gives the optimal value \( V^\pi_h(x) = \sup_{\pi \in \mathcal{P}(A \mid S)} V^\pi_h(x) \) for any \( x \in S \) (see, e.g. [15, Theorem 4.3.3]) and hence \( \pi^* \) is also the maximizer of \( J_\mu(\pi) \) on \( \mathcal{P}(A \mid S) \). Moreover, we have the following Bellman optimality equation:

\[
Q^\pi_h(x, a) = (T_h V^\pi_{h+1})(x, a),
\]

\[
V^\pi_h(x) = \max_{a \in A} Q^\pi_h(x, a),
\]

where we use the optimal value function \( V^\pi_h \) and the optimal Q-function \( Q^\pi_h \) to denote \( V^\pi_h \) and \( Q^\pi_h \) for short and \( \pi^* \) can be obtained through greedy policies with respect to \( \{Q^\pi_h\}_{h=1}^H \), that is

\[
\{ a \in A, \pi_h(a \mid x) > 0 \} \subset \{ a \in A, Q^\pi_h(x, a) = \max_{a'} Q^\pi_h(x, a') \}
\]

for any \( x \in S \) and \( h \in [H] \). Given the boundedness of Q-function, we also define operators \( T^*_h \)

\[
T^*_h f = T_h K_{H-h}(\text{max}_{a \in A} f(\cdot, a)),
\]

for any measurable function \( f \) on \( S \times A \), where \( K_{H-h} \) is the truncated operator defined in [11]. If we define \( Q^*_h = 0 \), the Bellman optimality equation can be rewritten as

\[
Q^*_h = T^*_h Q^*_{h+1}
\]

for any \( h \in [H] \).

### 2.2 Kernel Method and Reproducing Kernel Hilbert Space

When we use the kernel method to approximate \( Q^*_h \), the corresponding function space we consider is the reproducing kernel Hilbert space (RKHS). Since \( A \) is finite, there are two natural choices for formulating the function approximation problem. One is to treat \( Q^*_h \) as a function of the state-action pair \((x, a)\) and assume that \( Q^*_h \) is in a RKHS on \( S \times A \). The other is to treat \( Q^*_h \) as a function of \( x \) given any \( a \in A \) and assume \( Q^*_h(\cdot, a) \) is in a RKHS on \( S \) for any \( a \in A \). We choose the second formulation for generality. Similar results can be derived for the first formulation without any difficulty. Given a continuous positive definite kernel \( k \) that satisfies

1. \( k(x, y) = k(y, x), \forall x, y \in S; \)
2. \( \forall m \geq 1, x_1, \ldots, x_m \in S \) and \( a_1, \ldots, a_m \in \mathbb{R} \), we have:

\[
\sum_{i=1}^m \sum_{j=1}^m a_i a_j k(x_i, x_j) \geq 0.
\]

Then, there exists a Hilbert space \( H_k \subset C(S) \) such that

1. \( \forall x \in S, k(x, \cdot) \in H_k; \)
2. \( \forall x \in S \) and \( f \in H_k, f(x) = \langle f, k(x, \cdot) \rangle_{H_k}; \)
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and $k$ is called the reproducing kernel of $\mathcal{H}_k$ [1] and we use $\| \cdot \|_{\mathcal{H}_k}$ to denote the norm of the Hilbert space $\mathcal{H}_k$.

We make the following assumption when we use the kernel method to make function approximation in solving the reinforcement learning problem.

**Assumption 1 (RKHS).** There exist positive constants $K_r, K_p$ and probability distributions $\{\rho_{h,a}\}_{h \in [H], a \in A}$ for any $h \in [H], a \in A$ and $x' \in S$,

$$
\|r_h(\cdot, a)\|_{\mathcal{H}_k} \leq K_r, \quad \|p_h(\cdot, a, x')\|_{\mathcal{H}_k} \leq K_p,
$$

where $p_h(x, a, x') = \frac{d\mathbb{P}_h(x' | x, a)}{d\rho_{h,a}(x')}$, the Radon-Nikodym derivative between $\mathbb{P}_h(\cdot | x, a)$ and $\rho_{h,a}(\cdot)$. In addition, $K_x = \sup_{x \in S} k(x, x) < +\infty$.

**Remark 1.** This assumption can be viewed as a generalization of the assumption for linear MDP used in [9, 39, 34]. When $\mathcal{H}_k$ is a finite dimensional space, let $N = \dim(\mathcal{H}_k)$. This assumption implies that there exists $\phi^1, \ldots, \phi^N \in \mathcal{H}_k, r^1_{a,h}, \ldots, r^N_{a,h} \in \mathbb{R}$ and signed measures $\mu^1_{h,a}, \ldots, \mu^N_{h,a}$ on $S$, such that

$$
r_h(x,a) = \sum_{i=1}^N r^i_{a,h} \phi^i(x),
$$

$$
\mathbb{P}_h(x' | x, a) = \sum_{i=1}^N \phi^i(x) \mu^i_{h,a}(x').
$$

We recover the setting of the linear MDP.

**Remark 2.** Under the above assumption, we have $\|Q^\pi_h(\cdot, a)\|_{\mathcal{H}_k} \leq K_r + HK_p$, based on the fact that

$$
Q^\pi_h(x,a) = r_h(x,a) + \int_S p_h(x,a,x') V^\pi_{h+1}(x') \, d\rho_{h,a}(x')
$$

and $V^\pi_{h+1} \in [0, H]$ for any $\pi \in \mathcal{P}(A | S)$.

### 2.3 Two-layer Neural Network Models and Barron Space

We will also consider the situation when two-layer neural networks are used for function approximation. To this end, we consider the case when $Q^\pi_h(\cdot, a)$ is in the Barron space [24, 22] on $S$ for any $a \in A$. To do that, we assume $S = \mathbb{S}^{d-1}$ in this subsection for convenience. Similar results can be obtained when $S$ is a general compact subset of $\mathbb{R}^d$.

Given $\rho \in \mathcal{P}(\mathbb{S}^{d-1})$ and $b \in L^1(\rho)$, we can define a function on $S$ as

$$
f(x) = \int_{\mathbb{S}^{d-1}} b(\omega) \sigma(\omega \cdot x) \, d\rho(\omega),
$$

which serves as the continuous analog of a two-layer neural network

$$
\frac{1}{m} \sum_{i=1}^m b_j \sigma(\omega_j \cdot x)
$$
as the width \( m \) goes to infinity. We will use the ReLU activation function \( \sigma(x) = \max\{x, 0\} \) in this paper. The Barron space\(^1\) is defined as follows

\[
\mathcal{B} = \left\{ f(x) = \int_{\mathbb{S}^{d-1}} b(\omega)\sigma(\omega \cdot x) \, d\rho(\omega), \rho \in \mathcal{P}(\mathbb{S}^{d-1}) \text{ and } \int_{\mathbb{S}^{d-1}} |b(\omega)| \, d\rho(\omega) < +\infty \right\}
\]

with the norm

\[
\|f\|_{\mathcal{B}} = \inf_{b, \rho} \int_{\mathbb{S}^{d-1}} |b(\omega)| \, d\rho(\omega)
\]

where the infimum is taken over all possible \( \rho \in \mathcal{P}(\mathbb{S}^{d-1}) \) and \( b \in L^1(\rho) \) such that Eq. (3) is satisfied.

We have the following relationship between the RKHS and Barron space:

\[
\mathcal{B} = \bigcup_{\pi \in \mathcal{P}(\mathbb{S}^{d-1})} \mathcal{H}_{k_{\pi}},
\]

where \( k_{\pi}(x, y) = \mathbb{E}_{\omega \sim \pi}[\sigma(\omega \cdot x)\sigma(\omega \cdot y)] \). We shall also point out that compared to the RKHS, the Barron space is much larger in high dimensions, see Example 4.3 in \cite{8}. We refer to \cite{22} for more details and properties of the Barron space.

Similar to Assumption 1 (RKHS), we assume the following assumption in the Barron space setting.

**Assumption 1 (Barron).** There exists positive constants \( B_r, B_p \) and probability distributions \( \{\rho_{h,a}\}_{h \in \mathcal{H}, a \in \mathcal{A}} \) such that for any \( h, a \in \mathcal{A} \) and \( x' \in \mathcal{S} \),

\[
\|r_h(\cdot, a)\|_{\mathcal{B}} \leq B_r, \quad \|p_h(\cdot, a, x')\|_{\mathcal{B}} \leq B_p,
\]

where \( p_h(x, a, x') = \frac{\frac{d\mathbb{E}_h(x' | x, a)}{dp_{h,a}(x')}}{\frac{d\mathbb{E}_h(x' | x, a)}{dp_{h,a}(x')}} \).

**Remark 3.** Similar to the RKHS setting, under the above assumption, \( \|Q_h^\pi(\cdot, a)\|_{\mathcal{B}} \leq B_r + HB_p \) for any \( h \in H, a \in A \) and \( \pi \in \mathcal{P}(A | S) \).

## 3 Fitted Q-iteration with Regularization and Main Results

In this section, we first describe our fitted Q-iteration algorithm with regularization, given a general choice of function spaces for function approximation. Under general assumptions on the function spaces and concentratability of data distributions, we give our main theorem for the error estimation of the value function. In two subsequent subsections, we verify that both RKHS and Barron space satisfy the general assumptions thus ensure the established bound for the optimal policy.

To solve the optimal policy, one possible approach is to first compute the optimal action-value function \( Q_h^* \) backwardly through the Bellman optimality equation \cite{2} and then use the greedy policies with respect to \( Q_h^* \). However, since we do not know an explicit form of \( P_h \) and \( r_h \), the exact computation of \( Q_h^* \) is infeasible.

Therefore, we need to learn \( Q_h^* \) using data. One observation from \cite{2} is that, for any \( \mu \in \mathcal{P}(S \times A) \), \( Q_h^* \) is the minimizer of the following problem

\[
\min_{f \in \mathcal{F}} \mathbb{E}_{(x, a) \sim \mu}|f(x, a) - (T_h V_{h+1}^*)(x, a)|^2,
\]

\(^1\)We remark that \( \mathcal{B} \) is not dense in \( C(\mathbb{S}^{d-1}) \) due to the lack of the bias term in each neuron (cf. Appendix D.1 in \cite{5} when considering the Legendre polynomial). One way to improve is to define \( \mathcal{B}' \) by replacing \( \sigma \) with \( \sigma^2 \) in \( \mathcal{B} \). Then, by Proposition 2 or 3 in \cite{3}, \( \mathcal{B} + \mathcal{B}' \) is dense in \( C(\mathbb{S}^{d-1}) \). Since considering \( \mathcal{B} + \mathcal{B}' \) together does not bring any additional difficulty, we will focus on \( \mathcal{B} \) for simplicity.
We solve an empirical version of the least square problem (4) for $f \mapsto$ Here $\Lambda$. Now we are ready to state our fitted Q-iteration with regularization, as detailed in Algorithm 1 below.

3.1 A General Framework of Algorithms and Analysis

This motivates us to consider the following algorithm: at each step $h$, we collect $n$ samples $\{(x^i, a^i)\}_{1 \leq i \leq n}$ from a fixed distribution $\nu_h$, submit the queries $\{(x^i, a^i, h)\}_{1 \leq i \leq n}$ to the simulator and obtain $\{r^i_h, (x^i)'\}_{1 \leq i \leq n}$. We solve an empirical version of the least square problem (4) for $h = H, H - 1, \ldots, 1$ in a backward fashion. This is called fitted Q-iteration [26, 51, 13, 27]. We refer to Chapter 3 of [27] for more detailed discussions on the relationship between fitted Q-iteration and other reinforcement learning algorithms.

### Algorithm 1 Fitted Q-Iteration Algorithm with Regularization

**Input:** MDP$(S, A, H, H, P, \pi)$, function classes $\mathcal{F}$, regularization term $\Lambda$, regularization constant $\lambda > 0$, sequence of sampling distributions $\{\nu_h\}_{h=1}^H$, number of samples $n$.

**Initialize:** $Q_{H+1}(x, a) = 0$ for any $(x, a) \in S \times A$.

for $h = H, H - 1, \ldots, 1$ do

Sample i.i.d. $(S^1_h, A^1_h), \ldots, (S^n_h, A^n_h)$ from $\nu_h$

Send $(S^1_h, A^1_h, h), \ldots, (S^n_h, A^n_h, h)$ to the simulator and obtain the rewards and next states for all the state-action pairs $(r^1_h, S^1_{h+1}), \ldots, (r^n_h, S^n_{h+1})$

Compute $y^i_h = r^i_h + \max_{a' \in A} Q_{h+1}(S^i_h, a')$

Computing $Q_h$ as the minimizer of the optimization problem

$$\min_{f \in \mathcal{F}} \left\{ \frac{1}{2n} \sum_{i=1}^{n} y^i_h - \mathcal{K}_{H-h+1} f(S^i_h, A^i_h)^2 + \lambda \Lambda(f) \right\}$$

Set $Q_h = \mathcal{K}_{H-h+1} Q_h$.

end

**Output:** $\pi$ as the greedy policies with respect to $\{Q_h\}_{h=1}^H$.

Compared to algorithms in [13, 27], we introduce a regularization term in the empirical version of the optimization problem

$$\min_{f \in \mathcal{F}} \left\{ \mathbb{E}_{(x, a) \sim \mu, x' \sim P_h(\cdot | x, a)} |f(x, a) - r_h(x, a) - V^*_{h+1}(x')|^2 + \lambda \Lambda(f) \right\},$$

To see the benefit of the regularization term, we take $\mathcal{F}$ as a very large function class, e.g. the collection of all two-layer neural networks. The algorithms in [13, 27] can be viewed as choosing a bounded subset for any function class $\mathcal{F}$ such that $Q^*_h \in \mathcal{F}$. With the bias-variance decomposition

$$\mathbb{E}_{(x, a) \sim \mu, x' \sim P_h(\cdot | x, a)} |f(x, a) - r_h(x, a) - V^*_{h+1}(x')|^2$$

and the observation that $f$ is not involved in the first term, we can deduce that $Q^*_h$ is the minimizer of

$$\min_{f \in \mathcal{F}} \mathbb{E}_{(x, a) \sim \mu, x' \sim P_h(\cdot | x, a)} |f(x, a) - r_h(x, a) - V^*_{h+1}(x')|^2.$$ (4)

This motivates us to consider the following algorithm: at each step $h$, we collect $n$ samples $\{(x^i, a^i)\}_{1 \leq i \leq n}$ from a fixed distribution $\nu_h$, submit the queries $\{(x^i, a^i, h)\}_{1 \leq i \leq n}$ to the simulator and obtain $\{r^i_h, (x^i)'\}_{1 \leq i \leq n}$. We solve an empirical version of the least square problem (4) for $h = H, H - 1, \ldots, 1$ in a backward fashion. This is called fitted Q-iteration [26, 51, 13, 27]. We refer to Chapter 3 of [27] for more detailed discussions on the relationship between fitted Q-iteration and other reinforcement learning algorithms.

3.1 A General Framework of Algorithms and Analysis

Now we are ready to state our fitted Q-iteration with regularization, as detailed in Algorithm 1 below. Here $\Lambda : \mathcal{F} \mapsto [0, +\infty)$ denotes a regularization term on the approximating function.
of \( \mathcal{F} \) as the hypothesis spaces, e.g. the two-layer neural networks with bounded weights, and solve an empirical version of the least-squares problem \( (4) \). Our algorithm uses \( \mathcal{F} \) as the hypothesis space without any restriction but adds a regularization term into the optimization problem, which is closer to the practice.

To see the main ingredients in the analysis, we first state our general assumptions about \( \mathcal{F}, \Lambda \) and \( \{\nu_h\}_{h=1}^{H} \). These assumptions are concerned with the approximation error and estimation error in our setting. Later we will discuss two specific settings in which these assumptions are satisfied with an appropriate choice of the constants \( \epsilon_f, R, M \), etc.

**Assumption 1 (General).**

(i) There exist constants \( \epsilon_f \geq 0 \) and \( R \geq 0 \), such that, for any \( h \in [H] \) and \( f \in \mathcal{F} \),

\[
\inf_{g \in \mathcal{F}_R} \|T^\star_h f - g\|_{2, \nu_h} \leq \epsilon_f,
\]

where \( \mathcal{F}_r = \{f \in \mathcal{F}, \Lambda(f) \leq r\} \) for any \( r \in [0, +\infty) \).

(ii) For any integer \( n \geq 1 \) and \( r \in (0, +\infty) \), there exists a positive constant \( M \geq 1 \), such that the Rademacher complexity

\[
\text{Rad}_n(\mathcal{F}_r) = \frac{1}{n} \mathbb{E} \sup_{f \in \mathcal{F}_r} \sum_{i=1}^{n} \xi_i f(x_i) \leq M \sqrt{n} r,
\]

where \( \xi_1, \ldots, \xi_n \) are i.i.d. random variables drawn from the Rademacher variable i.e. \( \mathbb{P}(\xi_i = 1) = \mathbb{P}(\xi_i = -1) = \frac{1}{2} \) and \( x_1, \ldots, x_n \) are i.i.d. drawn from \( \nu_h \) which are independent of \( \xi_1, \ldots, \xi_n \).

**Remark 4.** Assumption 1 (i) is used to control the approximation error in fitted Q-iteration. Similar assumptions are made in [13, 27, 54]. See [13, 27, 54] for more discussions on this assumption. Assumption 1 (ii) is used to control the generalization error. We remark that in this paper we do not make the direct assumptions on the \( Q \)-function in the form of Assumption 1 (i). Instead we only make more concrete assumptions on \( \mathbb{P} \) and \( r \) to ensure Assumption 1 (i) holds (see Propositions 2 and 3). Rademacher complexity in Assumption 1 (ii) is widely used to control the generalization error in machine learning [7, 48, 24]. We refer to [7, 48] for more discussions on Rademacher complexity.

**Assumption 2.** For any policy \( \pi \in \mathcal{P}(A|S) \), we consider the MDP \( (S_h, A_h)_{h=1}^{H} \) generated from \( (\nu_1, \mathbb{P}, \pi) \), i.e. \( (S_1, A_1) \sim \nu_1 \) and \( S_{h+1} \sim \mathbb{P}_h(\cdot | S_h, A_h) \) and \( A_{h+1} \sim \pi_{h+1}(\cdot | S_{h+1}) \) for \( h \in [H-1] \). We use \( \mathbb{P}, \nu_1 \) to denote the distribution of \( (S_h, A_h) \). Then we assume the following concentration coefficients \( \{\kappa_h\}_{h=2}^{H} \) are all finite:

\[
\kappa_h := \sup_{\pi \in \mathcal{P}(A|S, H)} \left[ \mathbb{E}_{\nu_1} \left| \frac{d\mathbb{P}_h \pi \nu_1}{d\nu_h} \right|^{2} \right] ^{\frac{1}{2}} < +\infty.
\]

We assume without loss of generality that \( \kappa_1 = 1 \). In addition, let

\[
\kappa = H^{-2} \sum_{h=1}^{H} h \kappa_h.
\]

**Remark 5.** Assumption 2 measures the maximum difference between \( \nu_h \) and all possible distributions of \( (S_h, A_h) \) with admissible policies. A sufficient condition for Assumption 2 is that there exists a constant
\( C > 0 \) and \( \{\mu_h\}_{h=2}^H \in \mathcal{P}(\mathcal{S}) \) such that \( \mathbb{P}_h(\cdot | x, a) \leq C\mu_{h+1}(\cdot) \) for any \( (x, a, h) \in \mathcal{S} \times \mathcal{A} \times [H - 1] \). In this case, taking \( \nu_h = \mu_h \times \mu_A \), where \( \mu_A \) is the uniform distribution on \( \mathcal{A} \), we have:

\[
(P_h^\nu_1)(E, a) = \int_{S \times A} \mathbb{P}_{h-1}(E | x', a')\pi_h(a | x) d\mathbb{P}_{h-1}^\nu_1(x', a') \leq C|A|\nu_h(E, a),
\]

for any \( h \geq 2 \), \( a \in \mathcal{A} \) and measurable set \( E \subset \mathcal{S} \), which means that \( \frac{d\mathbb{P}_h^\nu_1}{d\nu_h} \leq C|A| \). We can then conclude that \( \kappa_h \leq C|A| \) and \( \kappa \leq C|A| \). Similar assumptions are made in [41, 29, 47, 28, 37, 13, 27]. We refer to [13] for the necessity of this type of assumptions in batch reinforcement learning and more discussions. We shall note that Assumption \( \mathbb{2} \) implies \( |A| < \infty \). To see this, we consider a policy \( \pi \) that always takes action \( a^* \) at step \( h \) regardless of the state. By the Cauchy–Schwarz inequality and Assumption \( \mathbb{2} \) we have

\[
\nu_h(S \times \{a^*\}) \kappa_h^2 \geq \mathbb{E}_{\nu_h} |1_{a=a^*}| \mathbb{E}_{\nu_h} \left[ \frac{d\mathbb{P}_h^\nu_1}{d\nu_h} \right]^2 \geq \mathbb{E}_{\nu_h} \left[ \frac{d\mathbb{P}_h^\nu_1}{d\nu_h} 1_{a=a^*} \right]^2 = 1.
\]

Therefore, \( |A| \leq \max_{2 \leq h \leq H} \kappa_h^2 < \infty \). Similarly, Assumption \( \mathbb{2} \) also rules out non-trivial deterministic MDPs. In deterministic MDPs, \( \mathbb{P}_h^\nu_1 \) must be a Dirac delta function. With an argument similar to the above, we can prove that in the deterministic MDPs, \( \kappa_h \) can never be finite, unless \( \{\mathbb{P}_h^\nu_1\}_{\pi \in \mathcal{P}(A \rightarrow S)} \) is finite or the set of all possible visiting states is finite.

**Theorem 1.** Under Assumptions \( \mathbb{7} \) (General) and \( \mathbb{2} \) for any \( \delta \in (0, 1) \), if \( \lambda \geq \frac{2MH}{\sqrt{n}} \) for any \( h \in [H] \), then with probability \( 1 - \delta \), we have

\[
\|V_1^* - V_1^\pi\|_{1, \nu_1} \leq 2\kappa H \left\{ \epsilon_1^2 + 2\lambda + \frac{2MH}{\sqrt{n}}(R + 1) + 4H^2 \left[ 2\sqrt{\frac{\ln(4H/\delta)}{n}} + \frac{2}{\sqrt{n}} + \sqrt{\frac{\ln(8nH(H + R/\delta))}{n}} \right] \right\}^{1/2},
\]

where \( \bar{\pi} \) is the output of Algorithm 1. In addition, let \( \nu \) be the marginal distribution of \( \nu_1 \) on \( \mathcal{S} \), we have

\[
\max_{\pi \in \mathcal{P}(A \rightarrow \mathcal{S})} J_{\nu}(\pi) - J_{\nu}(\bar{\pi}) \leq 2\kappa H \left\{ \epsilon_1^2 + 2\lambda + \frac{2MH}{\sqrt{n}}(R + 1) + 4H^2 \left[ 2\sqrt{\frac{\ln(4H/\delta)}{n}} + \frac{2}{\sqrt{n}} + \sqrt{\frac{\ln(8nH(H + R/\delta))}{n}} \right] \right\}^{1/2}.
\]

**Remark 6.** When \( \epsilon_f = 0 \) and take \( \lambda = \frac{2MH}{\sqrt{n}} \), Theorem \( \mathbb{1} \) implies that Algorithm 1 can obtain an \( \tilde{O}(\kappa H^2[H + (MHR)^{1/2}n^{-1/2}]) \)-optimal policy with \( Hn \) samples with high probability.

### 3.2 RKHS Setting

For the RKHS setting, we choose

\[
\mathcal{F} = \{ f \in C(\mathcal{S} \times \mathcal{A}), f(\cdot, a) \in \mathcal{H}_k \text{ for any } a \in \mathcal{A} \},
\]

\[
\Lambda(f) = \max_{a \in \mathcal{A}} \| f(\cdot, a) \|_{\mathcal{H}_k}.
\]
**Proposition 2.** Under Assumption 1 (RKHS), Assumption 1 (General) is satisfied with \( \epsilon_f = 0 \), \( R = K_r + HK_p \) and \( M = \sqrt{|A|K_x} \).

**Remark 7.** From the above proposition and Theorem 1, we conclude that under Assumption 2, \( \hat{\pi} \) in Algorithm 1 is an \( \tilde{O}(\kappa H^3|A|^\frac{3}{4}n^{-\frac{1}{4}}) \)-optimal policy with \( Hn \) samples in high probability.

**Remark 8.** Assumption 1 (RKHS) can be relaxed as follows: There exist positive constants \( \epsilon_r \) and \( \epsilon_p \) such that

\[
\inf_{\|g\|_{H_k} \leq K_r} \|g - r_h(\cdot,a)\|_{2,\nu_{h,a}} \leq \epsilon_r,
\]

\[
\inf_{\|g\|_{H_k} \leq K_p} \|g - p_h(\cdot,a,x')\|_{2,\nu_{h,a}} \leq \epsilon_p
\]

for any \( h \in [H] \), \( a \in A \) and \( x' \in S \), where \( \nu_{h,a} \) is the conditional probability of \( \nu_h \) on \( S \) given \( a \). In this case, \( \epsilon_f = \epsilon_r + H\epsilon_p \). Also, we can replace \( K_x \) by \( \sup_{h \in [H]} \int_S k(x,x) d\nu_h(x,a) \).

**Remark 9.** For any \( f \in H_k \),

\[
|f(x)| = |\langle f, k(x, \cdot) \rangle_{H_k}| \leq \sqrt{K_x} \|f\|_{H_k}.
\]

Therefore, if \( \rho_h = \frac{1}{|A|} \sum_{a \in A} \rho_{h,a} \) where \( \rho_{h,a} \) is stated in Assumption 1 (RKHS), we can obtain that

\[
\mathbb{P}_h(\cdot \mid x, a) \leq \sqrt{K_x} |A| K_p \rho_h(\cdot) \quad \text{for any } (x,a,h) \in S \times A \times [H].
\]

Choosing \( \nu_h = \rho_h - 1 \times \mu_A \), Assumption 2 is satisfied with \( \kappa \leq \sqrt{K_x} |A|^2 K_p \) (see Remark 5). In practice, it requires some prior knowledge about the MDP to obtain \( \rho_h \).

Since \( F \) is an infinite dimensional space, it is hard to perform the optimization problem (5) directly. However, we can prove that if we replace \( F \) with

\[
\tilde{F}_h = \{ f \in C(S \times A), \exists b_i \in \mathbb{R}, 1 \leq i \leq n, \text{ such that } f(x,a) = \sum_{1 \leq i \leq n, A_i^h = a} b_i k(x,S_i^h) \},
\]

the same result can be obtained (see Section 4.2). Moreover, we can remove the truncation operator \( K_{H-h+1} \) in the optimization problem and hence obtain a convex optimization problem with only \( n \) parameters.

### 3.3 Barron Space Setting

For the Barron space setting, we choose

\[
F = \left\{ f(x,a) = \frac{1}{m} \sum_{i=1}^m b_{i,a} \sigma(\omega_{i,a} \cdot x), b_{i,a} \in \mathbb{R} \text{ and } \omega_{i,a} \in \mathbb{R}^d \text{ for any } a \in A \text{ and } i \in [m] \right\},
\]

\[
\Lambda(f) = \max_{a \in A} \frac{1}{m} \sum_{i=1}^m |b_{i,a}| ||\omega_{i,a}|| \text{ when } f(x,a) = \frac{1}{m} \sum_{i=1}^m b_{i,a} \sigma(\omega_{i,a} \cdot x),
\]

for a fixed \( m \in \mathbb{N}^+ \).

**Proposition 3.** Under Assumption 1 (Barron), Assumption 1 (General) is satisfied with \( R = 2(B_r + H B_p) \), \( \epsilon_f = Rm^{-\frac{1}{2}} \) and \( M = 2|A|^\frac{3}{2} \).
Remark 10. From the above proposition and Theorem 11, we conclude that under Assumption 2, \(\hat{\pi}\) in Algorithm 1 is an \(\tilde{O}(\kappa H^3 |A|^3 n^{-\frac{1}{2}} + m^{-\frac{1}{2}})\)-optimal policy with \(Hn\) samples in high probability. Hence, if \(m = O(n^\frac{3}{4} |A|^{-\frac{1}{4}})\), we can recover the convergence rate \(\tilde{O}(\kappa H^3 |A|^3 n^{-\frac{1}{2}})\).

Remark 11. Assumption 11 (Barron) can also be relaxed as follows: There exists positive constants \(\varepsilon_r\) and \(\varepsilon_p\) such that

\[
\inf_{\|g\|_{B_r}} \|g - r_h(\cdot, a)\|_{2,\nu_h,a} \leq \varepsilon_r,
\]

\[
\inf_{\|g\|_{B_p}} \|g - p_h(\cdot, a, x')\|_{2,\nu_{h,a}} \leq \varepsilon_p
\]

for any \(h \in [H], a \in \mathcal{A}\) and \(x' \in \mathcal{S}\). In this case, \(\varepsilon_f = \varepsilon_r + H \varepsilon_p + Rm^{-\frac{1}{2}}\).

Moreover, by Assumption 11 (Barron), \(\mathbb{P}_h(\cdot \mid x, a) \leq B_p|A|\rho_h(\cdot)\) for any \((x, a, h) \in \mathcal{S}^{d-1} \times \mathcal{A} \times [H]\) where \(\rho_h = \frac{1}{|A|} \sum_{a \in \mathcal{A}} \rho_{h,a}\). Therefore, we can make Assumption 2 true by choosing \(\nu_h = \rho_{h-1} \times \mu_A\) with \(\kappa \leq |A|^2 B_p\) (See Remark 12). Again, some prior knowledge about the MDP is required to obtain \(\rho_h\). An alternative approach is to consider

\[
\tilde{\rho}_{h,a}(\cdot) = \int_{\mathcal{S}^{d-1}} \mathbb{P}_h(\cdot \mid x, a) \, d\pi(x),
\]

where \(\pi\) is the uniform distribution on \(\mathcal{S}^{d-1}\). Assuming that there exist signed measures \(\{\mu_{h,a,x'}\}_{h \in [H], a \in \mathcal{A}, x' \in \mathcal{S}^{d-1}}\) and a constant \(\tau > 0\) such that

\[
p_h(x, a, x') = \int_{\mathcal{S}^{d-1}} \sigma(\omega \cdot x) \, d\mu_{h,a,x'}(\omega),
\]

and

\[
\mu_{h,a,x'}(\mathcal{S}^{d-1}) \geq \tau
\]

for any \((h, a, x') \in [H] \times \mathcal{A} \times \mathcal{S}^{d-1}\), then

\[
\frac{d\tilde{\rho}_{h,a}(x')}{d\rho_{h,a}} = \int_{\mathcal{S}^{d-1} \times \mathcal{S}^{d-1}} \sigma(\omega \cdot x) \, d\mu_{h,a,x'}(\omega) \, d\pi(x)
\]

\[
= C_d \mu_{h,a,x'}(\mathcal{S}^{d-1}) \geq C_d \tau,
\]

where \(C_d = \int_{\mathcal{S}^{d-1}} \sigma(\omega \cdot x) \, d\pi(x) \geq \frac{c}{\sqrt{d}}\) for a universal constant \(c > 0\). Then, \(\mathbb{P}_h(\cdot \mid x, a) \leq \frac{B_p}{C_d \tau} |A|\tilde{\rho}_h(\cdot)\) where \(\tilde{\rho}_h = \frac{1}{|A|} \sum_{a \in \mathcal{A}} \tilde{\rho}_{h,a}\). Therefore, if we choose \(\nu_h = \tilde{\rho}_{h-1} \times \mu_A\), Assumption 2 is satisfied with \(\kappa \leq |A|^2 B_p\). Compared to \(\rho_h\), \(\tilde{\rho}_h\) has the benefit that it can be easily sampled even without any prior knowledge about the MDP.

4 Proofs of Main Theorems and Supporting Propositions

We recall some notations for readers convenience. \(T_h f\) denotes

\[
(T_h f)(x, a) = r_h(s, a) + \mathbb{E}_{x' \sim \mathbb{P}_h(\cdot \mid x, a)} f(x'), h \in [H - 1],
\]

\[
(T_H f)(x, a) = r_H(s, a).
\]
for any bounded measurable function $f$ on $S$. Given $m > 0$, $\mathcal{K}_m$ is a truncation operator defined as $\mathcal{K}_m f(x) = \min\{\max\{f(x), 0\}, m\}$. We also define an operator $\mathcal{T}_h^*$

$$\mathcal{T}_h^* f = \mathcal{T}_h \mathcal{K}_{-h}\left(\max_{a \in A} f(\cdot, a)\right),$$

for any measurable function $f$ on $S \times A$. By the boundedness of the reward function, we have the Bellman optimality equation

$$Q_h^* = \mathcal{T}_h^* Q_h^{*+1}$$

for any $h \in [H]$ ($Q_{H+1}^* = 0$).

### 4.1 Proof of Theorem 1

We recall that $\hat{Q}_h$ denotes the minimizer of the optimization problem \[5\] and $Q_h = \mathcal{K}_{H-t+1} \hat{Q}_h$ denotes the approximating Q-function in Algorithm 1.

Our first goal is to estimate the one-step error

$$\|\mathcal{T}_h^* Q_h^{*+1} - Q_h\|_{2,\nu_h}, \text{ for any } h \in [H].$$

Let $L_n(f) = \frac{1}{2n} \sum_{i=1}^n \left| r_h(S_h^i, A_h^i) + V_{h+1}(\hat{S}_{h+1}^i) - \mathcal{K}_{H-h+1} f(S_h^i, A_h^i) \right|^2,$

$$L(f) = \frac{1}{2} \mathbb{E}_{(x,a) \sim \nu_h, x' \sim \mathcal{F}_h(\cdot | x, a)} |r_h(x, a) + V_{h+1}(x') - \mathcal{K}_{H-h+1} f(x, a)|^2,$$

where $V_h(x) = \max_{a \in A} Q_h(x, a)$ for $h \in [H]$ and $V_{H+1} = 0$. By definition $\mathbb{E} L_n(f) = L(f)$.

Since $r_h(x, a) + V_{h+1}(x') \in [0, H]$, we know that $\frac{1}{2} |r_h(S_h^i, A_h^i) + V_{h+1}(\hat{S}_{h+1}^i) - \mathcal{K}_{H-h+1} f|^2$ is $H$-Lipschitz with respect to $f$ and bounded by $H^2$. Then, following Theorem 26.5 and Lemma 26.9 in \[48\] and Assumption 1 (General) \[i\] for any $r \in (0, +\infty)$ and $\delta \in (0, 1)$, with probability at least $1 - \delta$, we have

$$\sup_{f \in \mathcal{F}_r} |L(f) - L_n(f)| \leq \frac{2MH}{\sqrt{n}} + H^2 \sqrt{\frac{2\ln(2/\delta)}{n}}.$$ (6)

Noticing that $\mathcal{F} = \cup_{l \in \mathbb{N}^+} \mathcal{F}_l$, we choose $l = 1, 2, \ldots$ and $\delta_l = \frac{\delta}{2^l}$ to get, with probability at least $1 - \delta_l$,

$$\sup_{f \in \mathcal{F}_l} |L(f) - L_n(f)| \leq \frac{2MH}{\sqrt{n}} l + H^2 \sqrt{\frac{2\ln(4l^2/\delta)}{n}}$$

holds true. Hence, with probability at least

$$1 - \sum_{l=1}^\infty \delta_l = 1 - \delta \sum_{l=1}^\infty \frac{1}{2^l} \geq 1 - \delta,$$

we have

$$\exists l \in \mathbb{N}^+ \text{ such that } \sup_{f \in \mathcal{F}_l} |L(f) - L_n(f)| \leq \frac{2MH}{\sqrt{n}} l + H^2 \sqrt{\frac{2\ln(4l^2/\delta)}{n}}.$$
For any \( f \in \mathcal{F} \), there exists \( l_0 \in \mathbb{N}^+ \) such that \( l_0 - 1 < \Lambda(f) \leq l_0 \). Therefore we have with probability at least \( 1 - \delta \), for any \( f \in \mathcal{F} \),

\[
|L(f) - L_n(f)| \leq \frac{2MH}{\sqrt{n}} l_0 + H^2 \sqrt{\frac{2\ln(4l_0^2/\delta)}{n}} \leq \frac{2MH}{\sqrt{n}} (\Lambda(f) + 1) + H^2 \sqrt{\frac{2\ln(4(\Lambda(f) + 1)^2/\delta)}{n}}. \tag{7}
\]

Using inequality (3), we have with probability at least \( 1 - \delta/2 \),

\[
\min_{f \in \mathcal{F}_R} L_n(f) \leq \min_{f \in \mathcal{F}_R} L(f) + \sup_{f \in \mathcal{F}_R} [L_n(f) - L(f)] \leq \min_{f \in \mathcal{F}_R} L(f) + \frac{2MH}{\sqrt{n}} R + H^2 \sqrt{\frac{2\ln(4/\delta)}{n}}.
\]

Hence, we have with probability at least \( 1 - \delta/2 \),

\[
L_n(Q_h) + \lambda \Lambda(Q_h) = \min_{f \in \mathcal{F}} [L_n(f) + \lambda \Lambda(f)] \leq \min_{f \in \mathcal{F}_R} L(f) + \lambda R + \frac{2MH}{\sqrt{n}} R + H^2 \sqrt{\frac{2\ln(4/\delta)}{n}}. \tag{8}
\]

Combining the last inequality and inequality (1) (replacing \( \delta \) with \( \delta/2 \)), we have

\[
L(Q_h) \leq \min_{f \in \mathcal{F}_R} L(f) + \lambda R + \frac{2MH}{\sqrt{n}} R + H^2 \sqrt{\frac{2\ln(4/\delta)}{n}} - \lambda \Lambda(Q_h) + \frac{2MH}{\sqrt{n}} (\Lambda(Q_h) + 1) + H^2 \sqrt{\frac{2\ln(8(\Lambda(Q_h) + 1)^2/\delta)}{n}}
\]

holds true with probability at least \( 1 - \delta \). When \( \lambda \geq \frac{2MH}{\sqrt{n}} \), with the same high probability, we have

\[
L(Q_h) \leq \min_{f \in \mathcal{F}_R} L(f) + \lambda R + \frac{2MH}{\sqrt{n}} R + H^2 \sqrt{\frac{2\ln(4/\delta)}{n}} + \frac{2MH}{\sqrt{n}} + H^2 \sqrt{\frac{2\ln(8(\Lambda(Q_h) + 1)^2/\delta)}{n}}. \tag{9}
\]

Now we consider the bias-variance decomposition

\[
\mathbb{E}_{(x,a) \sim \nu_h, x' \sim P_h(\cdot | x,a)} [r_h(x,a) + V_{h+1}(x') - f(x,a)]^2 = \mathbb{E}_{(x,a) \sim \nu_h} [(T_h V_{h+1})(x,a) - f(x,a)]^2 + \mathbb{E}_{(x,a) \sim \nu_h, x' \sim P_h(\cdot | x,a)} [\mathbb{E}[V_{h+1}(x') | x,a] - V_{h+1}(x')]^2 \tag{10}
\]

Letting \( f = Q_h \) and rearranging terms, we obtain

\[
2L(Q_h) - \mathbb{E}_{(x,a) \sim \nu_h, x' \sim P_h(\cdot | x,a)} [\mathbb{E}[V_{h+1}(x') | x,a] - V_{h+1}(x')]^2
= \| T_h V_{h+1} - Q_h \|_{2,v_h}^2 \geq \| T_h Q_{h+1} - Q_h \|_{2,v_h}^2 \tag{11}
\]

where the last inequality is true because \( T_h^* Q_{h+1} \in [0, H - h + 1] \) so that truncation can only reduce the squares.

By the fact \( Q_{h+1} \in \mathcal{F} \) (let \( Q_{H+1} \) be any function in \( \mathcal{F} \)) and Assumption (General) (i) we know that

\[
\inf_{f \in \mathcal{F}_R} \| T_h V_{h+1} - f \|_{2,v_h} = \inf_{g \in \mathcal{F}_R} \| T_h Q_{h+1} - f \|_{2,v_h} \leq \epsilon_f.
\]

Then taking the infimum on both sides of (11) gives us

\[
2 \min_{f \in \mathcal{F}_R} L(f) \leq \epsilon_f^2 + \mathbb{E}_{(x,a) \sim \nu_h, x' \sim P_h(\cdot | x,a)} [\mathbb{E}[V_{h+1}(x') | x,a] - V_{h+1}(x')]^2. \tag{12}
\]
Combining (9)(11)(12), we have with probability at least $1 - \delta$

$$\|T^*_{h} Q_{h+1} - Q_h\|_{2, \nu_h}^2 \leq \epsilon_j^2 + 2[\lambda + \frac{2MH}{\sqrt{n}}](R + 1) + 2H^2 \left[ \sqrt{\frac{2\ln(4/\delta)}{n}} + \sqrt{\frac{2\ln(8(A(Q_h) + 1)^2/\delta)}{n}} \right]. \quad (13)$$

From inequality (8), we know with the same high probability $1 - \delta$,

$$\Lambda(Q_h) \leq R + \frac{1}{\lambda} \min_{f \in F} L(f) + \frac{2MH}{\sqrt{n}} R + H^2 \sqrt{\frac{2\ln(4/\delta)}{n}} \leq R + \frac{1}{\lambda} [H^2 + \frac{2MH}{\sqrt{n}} R + H^2 \sqrt{\frac{2\ln(4/\delta)}{n}}] \leq R + H[\sqrt{\ln(4/\delta)} + 1] + \frac{H}{2\sqrt{n}}.$$

Therefore, with the same high probability,

$$\sqrt{\frac{2\ln(8(A(Q_h) + 1)^2/\delta)}{n}} \leq \sqrt{\frac{2\ln(8n(H + R)^2/\delta)}{n}} + \sqrt{\frac{4\ln([H + R]^2 n)^{-1/2} \Lambda(Q_h) + 1}{n}}$$

$$\leq \frac{\sqrt{4\ln(8n(H + R)/\delta)}}{n} + \frac{2}{n} \sqrt{\frac{\Lambda(Q_h)}{H + R}}$$

$$\leq \frac{\sqrt{4\ln(8n(H + R)/\delta)}}{n} + \frac{2}{\sqrt{n}} \left[ 2 + \sqrt{\ln(4/\delta)} \right].$$

Combining this estimate and inequality (13), we have with probability at least $1 - \delta$,

$$\|T^*_{h} Q_{h+1} - Q_h\|_{2, \nu_h}^2 \leq \epsilon_j^2 + 2[\lambda + \frac{2MH}{\sqrt{n}}](R + 1) + 4H^2 \left[ 2\sqrt{\frac{\ln(4/\delta)}{n}} + \frac{2}{\sqrt{n}} + \sqrt{\frac{\ln(8n(H + R)/\delta)}{n}} \right].$$

By taking the union with all $h \in [H]$, we conclude

$$\|T^*_{h} Q_{h+1} - Q_h\|_{2, \nu_h}^2 \leq \epsilon_j^2 + 2[\lambda + \frac{2MH}{\sqrt{n}}](R + 1) + 4H^2 \left[ 2\sqrt{\frac{\ln(4/\delta)}{n}} + \frac{2}{\sqrt{n}} + \sqrt{\frac{\ln(8n(H + R)/\delta)}{n}} \right] \quad (14)$$

holds for all $h \in [H]$ with probability at least $1 - \delta$.

The next step is to deal with error propagation. Let $\epsilon_h(x, a) = (T^*_{h} Q_{h+1} - Q_h)(x, a)$. Since $Q_{h+1} \in [0, H - h]$, we have

$$\epsilon_h(x, a) = \tau_h(x, a) + \mathbb{E}_{x' \sim \mathbb{P}_h(\cdot | x, a)}[\max_{a' \in A} Q_{h+1}(x', a')] - Q_h(x, a),$$

and furthermore

$$Q^*_h(x, a) - Q_h(x, a) = -\epsilon_h(x, a) + \mathbb{E}_{x' \sim \mathbb{P}_h(\cdot | x, a)}[\max_{a' \in A} Q^*_h(x', a') - \max_{a'} Q_{h+1}(x', a')].$$
where $Q^*_h$ denotes the optimal Q-function. Hence, for any policy $\pi \in \mathcal{P}(A \mid S, H)$,

$$
\|Q^*_h - Q_h\|_{1, \mathbb{P}^*_{1,1}} \leq \|\epsilon_h\|_{1, \mathbb{P}^*_{1,1}} + \|\mathbb{E}_{x' \sim \mathbb{P}_h(\cdot \mid x, a)}[\max_{a'} Q^*_h(x', a') - \max_{a'} Q_{h+1}(x', a')]\|_{1, \mathbb{P}^*_{1,1}} \\
\leq \|\epsilon_h\|_{1, \mathbb{P}^*_{1,1}} + \|\max_{a'} Q^*_h(x, a') - \max_{a'} Q_{h+1}(x, a')\|_{1, \mathbb{P}^*_{1,1}} \\
\leq \|\epsilon_h\|_{1, \mathbb{P}^*_{1,1}} + \|Q^*_{h+1}(x, a') - Q_{h+1}(x, a')\|_{1, \mathbb{P}^*_{1,1}} \\
\leq \|\epsilon_h\|_{1, \mathbb{P}^*_{1,1}} + \|Q^*_{h+1}(x, a) - Q_{h+1}(x, a)\|_{1, \mathbb{P}^*_{1,1}},
$$

where $\tilde{\pi}_h' = \pi_{h'}$ for $h' \neq h + 1$ and $\tilde{\pi}_{h+1}(a \mid x) = \arg\max_{a \in A} |Q^*_{h+1} - Q_{h+1}|(x, a)$. By Assumption\(^\Box\) have

$$
\|\epsilon_h\|_{1, \mathbb{P}^*_{1,1}} = \int_{S \times A} |\epsilon_h(x, a)| \, d\mathbb{P}^*_{1,1}(x, a) \leq \kappa_h \|\epsilon_h\|_{2,1}.
$$

Combining the above two inequalities, we have that for any $h \in [H]$ (letting $Q^*_{H+1} = Q_{H+1} = 0$)

$$
\sup_{\pi \in \mathcal{P}(A \mid S, H)} \|Q^*_h - Q_h\|_{1, \mathbb{P}^*_{1,1}} \leq \kappa_h \|\epsilon_h\|_{2,1} + \sup_{\pi \in \mathcal{P}(A \mid S, H)} \|Q^*_{h+1} - Q_{h+1}\|_{1, \mathbb{P}^*_{1,1}}.
$$

Recursivley applying the above inequality from $h = H, H - 1, \ldots$, we obtain

$$
\sum_{h=1}^{H} \sup_{\pi \in \mathcal{P}(A \mid S)} \|Q^*_h - Q_h\|_{1, \mathbb{P}^*_{1,1}} \leq \sum_{h=1}^{H} h\kappa_h \|\epsilon_h\|_{2,1}.
$$

To finally estimate

$$
\|V^*_1 - V^*_1\|_{1, \mathbb{P}^*_{1,1}},
$$

the difference between the value functions with respect to $\pi^*$ and $\hat{\pi}$, we need the classical performance difference lemma [35]. It is a fundamental tool in the convergence analysis of reinforcement learning and has many forms. We recall the following result [11, Lemma 3.2] that we use below, in which $(\cdot, \cdot)_A$ denotes the inner product over $A$.

**Lemma 1** (Performance Difference Lemma). For any two policies $\pi$ and $\pi' \in \mathcal{P}(A \mid S)$ and any $s \in S$, we have

$$
V^*_1(s) - V^*_{1'}(s) = \mathbb{E}_{\pi'} \left[ \sum_{h=1}^{H} (Q^*_h(S_h, \cdot), \pi_h(\cdot \mid S_h) - \pi'_h(\cdot \mid S_h)) A | S_1 = s \right],
$$

where $(\cdot, \cdot)_A$ denotes the inner product on $A$.

We take $\pi = \pi^*$ and $\pi' = \hat{\pi}$ in the above lemma to obtain

$$
0 \leq V^*_1(s) - V^*_{1'}(s) = \mathbb{E}_{\pi} \left[ \sum_{h=1}^{H} (Q^*_h(S_h, \cdot), \pi^*_h(\cdot \mid S_h) - \hat{\pi}_h(\cdot \mid S_h)) A | S_1 = s \right]
$$

$$
= \mathbb{E}_{\pi} \left[ \sum_{h=1}^{H} (Q^*_h(S_h, \cdot) - Q_h(S_h, \cdot), \pi^*_h(\cdot \mid S_h)) A + (Q_h(S_h, \cdot), \pi^*_h(\cdot \mid S_h) - \hat{\pi}_h(\cdot \mid S_h)) A \\
+ (Q_h(S_h, \cdot) - Q^*_h(S_h, \cdot), \hat{\pi}(\cdot \mid S_h)) A | S_1 = s \right].
$$
Noticing that \( (Q_h (s, \cdot), \pi_h^* (\cdot |s) - \hat{\pi}_h (\cdot | S_h))_A \leq 0 \) since \( \hat{\pi} \) is the greedy policy with respect to \( \{Q_h \}_{h=1}^H \), we have

\[
\| V_1^* - V_1^\hat{\pi} \|_{1, \nu_1} \leq 2 \sum_{h=1}^H \sup_{\pi \in P (A | S)} \| Q_h^* - Q_h \|_{2, \nu_h} \leq 2 \sum_{h=1}^H h \kappa_h \| \epsilon_h \|_{2, \nu_h} \leq 2 \kappa^2 \max_{1 \leq h \leq H} \| \epsilon_h \|_{2, \nu_h}.
\]

Therefore, using the estimate (14) and the observation that

\[
\max_{\pi \in P (A | S, H)} J_{\nu} (\pi) - J_{\nu} (\hat{\pi}) \leq \| V_1^* - V_1^\hat{\pi} \|_{1, \nu_1},
\]

we finish our proof.

### 4.2 Proof of Propositions 2 and Related Discussion

We directly verify Assumption 1 (General) in the general setting of Remark 8. Then proposition 2 becomes a corollary when \( \epsilon_r = \epsilon_p = 0 \). We first verify Assumption 1 (General) (i). For any \( \tilde{f} \in C (S) \) such that \( 0 \leq \tilde{f} \leq H \), we have

\[
\inf_{\| g \|_{H_k} \leq R} \| T_h \tilde{f} (\cdot, a) - g \|_{2, \nu_h, a} = \inf_{\| g \|_{H_k} \leq R} \| r_h (\cdot, a) + \int_S \tilde{f} (x') dP_h (x' | \cdot, a) - g \|_{2, \nu_h, a} \leq \inf_{\| g \|_{H_k} \leq K_p} \| g - r_h (\cdot, a) \|_{2, \nu_h, a} + \int_S \inf_{\| g \|_{H_k} \leq H K_p} \| g - \tilde{f} (x') p_h (\cdot, a, x') \|_{2, \nu_h, a} \rho_h, a (x') \leq \epsilon_f + H \int_S \inf_{\| g \|_{H_k} \leq K_p} \| g - p_h (\cdot, a, x') \|_{2, \nu_h, a} \rho_h, a (x').
\]

Therefore,

\[
\inf_{g \in F_R} \| T_h \tilde{f} - g \|_{2, \nu} \leq \max_{a \in A} \inf_{\| g \|_{H_k} \leq R} \| T_h \tilde{f} (\cdot, a) - g \|_{2, \nu_h, a} \leq \epsilon_f.
\]

Noticing \( T_h^* f = T_h \tilde{f} \) for any \( f \in F \) and corresponding \( \tilde{f} \) defined by

\[
\tilde{f} (x) = K_{H - h} \max_{a' \in A} f (x, a'),
\]

we are done with the first point.
Next, we verify Assumption \( II \) (General) \( (ii) \) as follows.

\[
\begin{align*}
\text{Rad}_n(F_r) &= \frac{1}{n} \mathbb{E} \sup_{f \in F_r} \sum_{i=1}^{n} \xi_i f(x_i, a) \\
&= \frac{1}{n} \mathbb{E} \mathbb{E} \left[ \sup_{f \in F_r} \sum_{a \in A} \eta_{|A|} \left( \left( \sum_{i=1}^{n} \xi_i f(x_i, a) \right)^2 \right) \right] \\
&\leq \sum_{a \in A} \frac{1}{n} \mathbb{E} \mathbb{E} \left[ \sup_{f \in F_r} \sum_{1 \leq i \leq n, a_i = a} \xi_i f(x_i) \middle| a_1, \ldots, a_n \right] \\
&= \sum_{a \in A} \frac{1}{n} \mathbb{E} \left[ \left( \sum_{1 \leq i \leq n, a_i = a} \xi_i k(x_i, \cdot) \right) \| H_k \|_{\mathcal{H}_k} \middle| a_1, \ldots, a_n \right] \\
&= \sum_{a \in A} \frac{1}{n} \mathbb{E} \left[ \left( \sum_{1 \leq i \leq n, a_i = a} \sum_{1 \leq j \leq n, a_j = a} \xi_i \xi_j k(x_i, x_j) \right) \| H_k \|_{\mathcal{H}_k} \middle| a_1, \ldots, a_n \right] \\
&\leq \sqrt{|A|} \frac{1}{n} \sqrt{\mathbb{E} \sum_{a \in A} \sum_{1 \leq i \leq n, a_i = a} k(x_i, x_i)} \leq \sqrt{\frac{|A|}{n}} \int_{S} k(x, x) \, d\nu_{h}(x, a).
\end{align*}
\]

Now we give some discussions on the optimization problem \( (5) \). Since \( F \) is an infinite dimensional space, it is hard to perform the optimization problem \( (5) \) directly. We can prove that we can replace that problem with

\[
\hat{Q}_h = \arg \min_{f \in \hat{F}_h} \left\{ \frac{1}{2n} \sum_{i=1}^{n} \left| f_{r}^i - H_{-h+1} f(S_{h}^{i}, A_h^i) \right|^2 + \lambda A(f) \right\},
\]

and obtain the same result as Theorem \( I \). Here \( \hat{F}_h \) is a finite-dimensional space defined as

\[
\hat{F}_h = \{ f \in C(S \times A), \exists b_i \in \mathbb{R}, 1 \leq i \leq n, \text{ such that } f(x, a) = \sum_{1 \leq i \leq n, A_h^i = a} b_i k(x, S_{h}^{i}) \}.
\]

To see that, according to the proof of Theorem \( I \), it is sufficient to prove that

\[
\min_{f \in \hat{F}_h, \Lambda(f) \leq R} L_n(f) \leq \min_{f \in F_R} L_n(f).
\]

Let \( g \) be the minimizer of \( \min_{f \in F_R} L_n(f) \). Given

\[
\| g(\cdot, a) \|_{\mathcal{H}_k} \leq R,
\]

there exist \( \{ g_a \}_{a \in A} \) such that

\[
g_a(x) = \sum_{i: A_h^i = a} b_i k(x, S_{h}^{i}),
\]

\[
\| g_a \|_{\mathcal{H}_k} \leq R \quad \text{and} \quad g_a(S_{h}^{i}) = g(S_{h}^{i}, a) \quad \text{[44] Proposition 4.2}.
\]

Let \( \hat{g}(x, a) = g_a(x) \), then \( g_a(x) \in \hat{F}_h, L_n(\hat{g}) = L_n(g) = \min_{f \in F_R} L_n(f) \) and \( \Lambda(g) \leq R \). Therefore

\[
\min_{f \in \hat{F}_h, \Lambda(f) \leq R} L_n(f) \leq \min_{f \in F_R} L_n(f).
\]
Finally, if we go back to the setting of Propositions 2, we can drop the truncation operator to replace the optimization problem (5) with

$$Q_h = \arg\min_{f \in F} \left\{ \frac{1}{2n} \sum_{i=1}^{n} |y_i^h - f(S_i^h, A_i^h)|^2 + \lambda \Lambda(f) \right\},$$

and again replace $F$ with $\hat{F}_h$ using the same argument above. To see it, we notice that $T^*_h Q_{h+1} \in F$ and $\Lambda(T^*_h Q_{h+1}) \leq R$. Then with probability at least $1 - \frac{\delta}{2}$, we have

$$L_n(Q_h) + \lambda \Lambda(Q_h) \leq \frac{1}{2n} \sum_{i=1}^{n} |r_h(S_i^h, A_i^h) + V_{h+1}(S_i^h, A_i^h) - Q_h(S_i^h, A_i^h)|^2 + \lambda \Lambda(Q_h)$$

$$\leq \frac{1}{2n} \sum_{i=1}^{n} |r_h(S_i^h, A_i^h) + V_{h+1}(S_i^h, A_i^h) - (T^*_h Q_{h+1})(S_i^h, A_i^h)|^2 + \lambda R$$

$$= \frac{1}{2n} \sum_{i=1}^{n} \left| V_{h+1}(\hat{S}_i^{h+1}) - \mathbb{E}[V_{h+1}(\hat{S}_i^{h+1}) | S_i^h, A_i^h] \right|^2 + \lambda R$$

$$\leq \frac{1}{2n} \mathbb{E}_{(x,a) \sim \nu_h, x' \sim P_h(\cdot | x,a)} \left| V_{h+1}(x') - \mathbb{E}[V_{h+1}(x') | x,a] \right|^2 + H^2 \sqrt{\frac{2 \ln(2/\delta)}{n}} + \lambda R,$$

where the last inequality follows the Hoeffding’s inequality [52, Theorem 2.2.6]. Using the above inequality to replace inequality (8) and (12) and following the proof of Theorem 1 gives us a similar estimate.

### 4.3 Proof of Proposition 3

In the setting of Remark 11 with an argument similar to that in the proof of Proposition 2, we can prove that

$$\inf_{\|g\|_B \leq \frac{R}{2}} \| (T^*_h f)(\cdot, a) - g \|_{2, \nu_h, a} \leq \epsilon_r + H \epsilon_p,$$

where $R = 2(B_r + HB_p)$. Moreover, following Theorem 4 in [22], for any $g \in B$ so that $\|g\|_B \leq \frac{R}{2}$, there exists $b_1, \ldots, b_m \in \mathbb{R}$ and $\omega_1, \ldots, \omega_m \in \mathbb{R}^d$, such that

$$\|g(x) - \frac{1}{m} \sum_{i=1}^{m} b_i \sigma(\omega_i \cdot x) \|_{2, \nu_h, a} \leq Rm^{-\frac{1}{2}}$$

and

$$\frac{1}{m} \sum_{i=1}^{m} |b_i||\omega_i| \leq R.$$

We then obtain

$$\inf_{g \in F_R} \| (T^*_h f) - g \|_{2, \nu_h} \leq \epsilon_r + H \epsilon_p + Rm^{-\frac{1}{2}} = \epsilon_f,$$

for any $f \in F$.
We next verify Assumption \( \text{(General) (iii)} \). Given \( n' \in \mathbb{N}^+ \) and \( x_1, \ldots, x_{n'} \in \mathbb{S}^{d-1} \), we have

\[
\mathbb{E} \sup_{\omega \cdot x} \frac{1}{m} \sum_{j=1}^{m} \sum_{j=1}^{m} \xi_i \gamma_j (\omega \cdot x_i) = r \mathbb{E} \sup_{\omega \cdot x} \sum_{j=1}^{m} \sum_{j=1}^{m} \xi_i \gamma_j (\omega \cdot x_i).
\]

Using Lemma 26.9 in [48], we have

\[
\mathbb{E} \sup_{\omega \cdot x} \sum_{i=1}^{n'} \xi_i \gamma (\omega \cdot x_i) \leq \mathbb{E} \sup_{\omega \cdot x} \sum_{i=1}^{n'} \xi_i (\omega \cdot x_i) = \mathbb{E} \left| \sum_{i=1}^{n'} \xi_i x_i \right| \leq \sqrt{\mathbb{E} \left| \sum_{i=1}^{n'} \xi_i x_i \right|^2} = \sqrt{n'}.
\]

Now we are ready to use an argument similar to that in the proof of Proposition 2 to obtain

\[
\text{Rad}_n (\mathcal{F}_r) \leq \sum_{a \in A} \frac{1}{n} \mathbb{E} \left( \sup_{a \in A} \sum_{i=1}^{n'} \xi_i (\omega \cdot x_i) \right) \leq \frac{2r \sqrt{|A|}}{\sqrt{n}}.
\]

5 Sample Complexity of \( L^2 \) and \( L^\infty \) Estimates in RKHS and Barron Space

In this section we analyze the lower bound of the sample complexity of \( L^2 \) and \( L^\infty \) estimates in RKHS corresponding to different kernels and the Barron space. The analysis of \( L^\infty \) estimate reveals the encountered curse of dimensionality and the analysis of \( L^2 \) estimate justifies our main result in terms of \( n \) is optimal in asymptotics. Given a positive kernel \( k \) on \( \mathcal{S} \times \mathcal{S} \) and a probability distributions \( \pi \) on \( \mathcal{S} \), we define a linear operator \( K : L^2 (\pi) \to L^2 (\pi) \):

\[
(K f)(x) = \int_{\mathcal{S}} k(x, x') f(x') \, d\pi(x'),
\]
assuming that \( \int_S k(x, x) \, d\pi(x) < +\infty \). By Mercer’s Theorem \([30]\), \( K \) has positive nonincreasing eigenvalues \( \{\lambda_l\}_{l=1}^{\infty} \) and corresponding eigenfunctions \( \{\psi_l\}_{l=1}^{\infty} \) that are orthonormal on \( L^2(\pi) \) and

\[
k(x, x') = \sum_{l=1}^{\infty} \lambda_l \psi_l(x) \psi_l(x').
\]

In addition,

\[
\mathcal{H}_k = \{ f \in L^2(\pi) : \sum_{l=1}^{\infty} \frac{\langle f, \psi_l \rangle^2_{L^2(\pi)}}{\lambda_l} < +\infty \},
\]

and

\[
\langle f, g \rangle_{\mathcal{H}_k} = \sum_{l=1}^{\infty} \frac{\langle f, \psi_l \rangle_{L^2(\pi)} \langle g, \psi_l \rangle_{L^2(\pi)}}{\lambda_l}.
\]

We will then use \( \mathcal{H}_{k,1} \) to denote the unit ball in \( \mathcal{H}_k \), which admits the following representation:

\[
\mathcal{H}_{k,1} = \{ f = \sum_{l=1}^{\infty} \psi_l b_l, \sum_{l=1}^{\infty} \frac{b_l^2}{\lambda_l} < 1 \}.
\]

Let \( S = S^{d-1} \) and \( \pi \) be the uniform distribution on \( S^{d-1} \). We are interested in the sample complexity of \( L^2 \) and \( L^{\infty} \) estimates in the RKHS corresponding to the Laplacian kernel/neural tangent kernel, and the Barron space. To this end, we need to analyze the eigenvalues of the following operators

\[
(K_i f)(x) = \int_{S^{d-1}} k_i(x, x') f(x') \, d\pi(x'), \quad i = 1, 2, 3,
\]

\[
k_i(x, x') = \begin{cases} 
k_{\text{Lap}}(x, x') = \exp(-\|x - x'\|) & \text{when } i = 1 \\
k_{\text{NTK}}(x, x') = \mathbb{E}_{\omega \sim \pi}(x \cdot x') \sigma'(\omega \cdot x) \sigma'(\omega \cdot x') & \text{when } i = 2 \\
k_{\omega \sim \pi}(x, x') = \mathbb{E}_{\omega \sim \pi}(x \cdot x) \sigma(\omega \cdot x') & \text{when } i = 3 \end{cases}
\]

Here, we only consider the NTK kernel for two-layer neural networks without bias term. Similar results can be obtained for deep fully connected neural network with zero-initialization bias term \([30\ [44]\). \( \{k_i\}_{i=1}^{3} \)

admit similar Mercer decompositions

\[
k_i(x, x') = \sum_{l=0}^{\infty} \mu_{i,l} \sum_{j=1}^{N(d, l)} Y_{l,j}(x) Y_{l,j}(x'),
\]

where \( Y_{l,j}, j = 1, \ldots, N(d, l) \) are spherical harmonics of degree \( l \),

\[
N(d, l) = (2l + d - 2) \frac{(l + d - 3)!}{(d - 2)!!} \sim l^{d-2}
\]

for \( l \geq 1 \), \( N(d, 0) = 1 \) and

1. \( \mu_{i,1} \sim l^{-d} \) for \( l \geq 1 \) and \( \mu_{0,1} > 0 \) (see \([30]\));
2. \( \mu_{2,l} \sim l^{-d}, \mu_{2l+1,2} = 0 \) for \( l \geq 1 \) and \( \mu_{0,2}, \mu_{1,2} > 0 \) (see \([8]\));
3. \( \mu_{2l,3} \sim l^{-d-2}, \mu_{2l+1,3} = 0 \) for \( l \geq 1 \) and \( \mu_{0,3}, \mu_{1,3} > 0 \) (see \([8]\)).
where \( f(l) \sim g(l) \) means that \( f(l) \leq O(g(l)) \) and \( g(l) \leq O(f(l)) \). Therefore, let \( \{\lambda_{l,i}\}_{i=1}^{\infty} \) be the nonincreasing eigenvalues of \( K \) for \( i = 1, 2, 3 \), we have

\[
\lambda_{l,1} = \mu_{p,1} \text{ if } \sum_{j=0}^{p-1} N(d, j) + 1 \leq l \leq \sum_{j=0}^{p} N(d, j),
\]

and

\[
\lambda_{l,i} = \mu_{2p,1} \text{ if } d + 2 + \sum_{j=0}^{p-1} N(d, 2j) \leq l \leq d + 1 + \sum_{j=0}^{p} N(d, 2j) \text{ and } p \geq 1,
\]

for \( i = 2, 3 \). In summary,

\[
\lambda_{l,i} \sim \begin{cases} 
\frac{l^{-rac{d}{k+1}}}{\lambda} & \text{when } i = 1, 2; \\
\frac{l^{-rac{d+2}{k+1}}}{\lambda} & \text{when } i = 3.
\end{cases}
\] (15)

**Sample Complexity of \( L^\infty \) Estimation:** Fix a target function \( f^* \in \mathcal{H}_{k,1} \) and \( x_1, \ldots, x_n \in \mathcal{S} \). With the knowledge of \( f^*(x_1), \ldots, f^*(x_n) \), we want to recover \( f^* \) as \( f \) so that \( \|f^* - f\|_\infty \) is as small as possible. Let

\[
\mathcal{T}_n(x_1, \ldots, x_n) = \{T : \mathcal{H}_{k,1} \to C(\mathcal{S}) \text{ such that } (Tf) = \Psi(f(x_1), \ldots, f(x_n))\},
\]

which contains all estimators on \( \mathcal{H}_{k,1} \) only depending on \( f(x_1), \ldots, f(x_n) \). It is shown in [36] that the worst \( L^\infty \) error over is \( \mathcal{H}_{k,1} \)

\[
\sup_{f \in \mathcal{H}_{k,1}} \|f - Tf\|_\infty \geq \left( \sum_{l=n+1}^{\infty} \lambda_l \right)^{\frac{1}{2}},
\]

for any \( x_1, \ldots, x_n \in \mathcal{S} \) and \( T \in \mathcal{T}_n(x_1, \ldots, x_n) \). We shall remark that the above result is based on the fact that for any \( x_1, \ldots, x_n \), there exists function \( \hat{f} \in \mathcal{H}_{k,1} \) such that \( \hat{f}(x_1) = \cdots = \hat{f}(x_n) = 0 \) and \( \|\hat{f}\|_\infty \geq (\sum_{l=n+1}^{\infty} \lambda_l)^{\frac{1}{2}} \) and hence any \( T \in \mathcal{T}_n(x_1, \ldots, x_n) \) can not approximate \( \hat{f} \) and \( -\hat{f} \) less than \( (\sum_{l=n+1}^{\infty} \lambda_l)^{\frac{1}{2}} \) simultaneously. Therefore, neither the adaptive sampling nor the non-deterministic estimator can break this lower bound.

Applying the above argument to \( \mathcal{H}_{k,1} \) with inequality (15), we can obtain that there exists a constant \( c > 0 \) such that

\[
\sup_{f \in \mathcal{H}_{k,1}} \|f - Tf\|_\infty \geq \begin{cases} 
\frac{cn^{- \frac{k}{d+1}}}{\lambda} & \text{when } i = 1, 2; \\
\frac{cn^{- \frac{1}{d+1}}}{\lambda} & \text{when } i = 3,
\end{cases}
\]

for any estimator \( T \) depending only on function values of \( n \) points, which means that \( L^\infty \) estimates in the unit balls of \( \mathcal{H}_{k,l}\text{lap}, \mathcal{H}_{k,NTK} \) and \( \mathcal{H}_{k,}\text{per} \) suffer from the curse of dimensionality in regard to sample complexity. Since the unit ball of the Barron space \( \mathcal{B} \) contains the unit ball of \( \mathcal{H}_{k,}\text{per} \) (see Theorem 3 in [22]), the lower bound above also applies to the Barron space.

We shall remark that if \( \mathcal{A} \) is not finite but in high dimensions, with the similar assumption of Assumption 1 (RKHS), it can be shown that \( Q^*_h(x, \cdot) \) is in a certain RKHS for any \( x \in \mathcal{S} \) with uniform bounded norm. The following important issue is to find the maximum of a function in RKHS, which admits the same lower bound due to the existence of \( \hat{f} \).

**Sample Complexity of \( L^2 \) Estimation:** Consider the nonparametric regression model

\[
y_i = f^*(x_i) + \epsilon_i, \quad i = 1, \ldots, n,
\]
where \( f^* \in \mathcal{H}_{k,1} \), \( \{x_i\}_{i=1}^n \) are i.i.d. sampled from \( \pi \) and \( \{\epsilon_i\}_{i=1}^n \) are i.i.d. sampled from the standard normal distribution \( \mathcal{N}(0, 1) \). Let \( \hat{u} : \mathbb{R}^n \rightarrow C(\mathcal{S}) \) be a measurable mapping. By Theorem 6 and Example 6.1 in [59], if \( \lambda_l \sim l^{-\alpha} \) for constant \( \alpha > 1 \), then
\[
\inf_{\hat{u}} \sup_{f^* \in \mathcal{H}_{k,1}} \mathbb{E}\|\hat{u}(y_1, \ldots, y_n) - f^*\|_{p,\pi} \sim n^{-\frac{\alpha}{2(\alpha + 1)}},
\]
for any \( p \in [1, 2] \). Applying inequality (15), we know that there exists a constant \( c > 0 \) such that
\[
\sup_{f^* \in \mathcal{H}_{k,1}} \|\hat{u}(y_1, \ldots, y_n) - f^*\|_{p,\pi} \geq \begin{cases} cn^{-\frac{d}{2} - \frac{d-2}{4(d+2)}} & \text{when } i = 1, 2; \\ cn^{-\frac{d}{2} - \frac{d+2}{4(d+2)}} & \text{when } i = 3, \end{cases}
\]
for any measurable \( \hat{u} : \mathbb{R}^n \rightarrow C(\mathbb{S}^{d-1}) \) and \( p \in [1, 2] \). This results shows that the convergences rate of \( L^2 \) estimate with noise in the unit balls of \( \mathcal{H}_{k,\text{Lap}}, \mathcal{H}_{k,\text{NTK}}, \mathcal{H}_{k,a} \) and Barron Space \( \mathcal{B} \) is near \( n^{-\frac{1}{4}} \) when \( d \) is large. Hence, the rate of \( n \) in our main result is optimal in asymptotics. We also remark that this statistical lower bound does not violate the convergence rate of \( n^{-\frac{1}{2}} \) in previous works \([3, 4, 34, 55, 57, 13]\) since the eigenvalues can be viewed as exponentially decaying in those settings.

6 Conclusion and Discussion

This work analyzes reinforcement learning in high dimensions with kernel and neural network approximation and establishes an \( \tilde{O}(H^3|\mathcal{A}|^{\frac{1}{4}}n^{-\frac{1}{4}}) \) bound for the optimal policy in the fitted Q-iteration algorithm. We note that for function spaces like Barron space and many popular cases of RKHS, the convergence rate \( n^{-\frac{1}{4}} \) is close to the statistical lower bound in high dimensions, as discussed in Section 5. Replacing Rademacher complexity by local Rademacher complexity \([6, 15]\) in the analysis can improve the convergence rate with respect to \( n \), particularly for kernels with fast decaying eigenvalues. This would basically fill the gap with the statistical lower bound shown in Section 5 (see [15] for a detailed discussion).

There are still many open problems related to the topic discussed here. Firstly, although the convergence rate with respect to \( n \) is near-optimal, it is not clear whether the convergence rate with respect to \( H \) and \( |\mathcal{A}| \) can be improved. Secondly, Assumption \([1\) (RKHS) and Assumption \([2\) (Barron) are only sufficient conditions of Assumption \([3\) (General) in their own settings. To what extent these assumptions can be relaxed remains unclear. Thirdly, algorithms studied here require choosing suitable \( \{\nu_h\}_{h=1}^H \) with small \( \kappa \). Although we suggested some ideas about choosing these sampling distributions, how to choose \( \{\nu_h\}_{h=1}^H \) from the prior knowledge of MDP and the data collected is still an interesting issue. Fourthly, our assumptions on MDP exclude non-trivial deterministic MDPs. It is unclear how to extend the current framework to the setting of deterministic or near-deterministic MDPs. Finally and perhaps most importantly, in the episodic reinforcement learning environment, it is still challenging to combine efficient exploration and general function approximation to design reliable algorithms in high-dimensional space. We hope to explore these directions in future work.
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