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Abstract

Generalized alternating projections is an algorithm that alternates relaxed projections onto a finite number of sets to find a point in their intersection. We consider the special case of two linear subspaces, for which the algorithm reduces to a matrix iteration. For convergent matrix iterations, the asymptotic rate is linear and decided by the magnitude of the subdominant eigenvalue. In this paper, we show how to select the three algorithm parameters to optimize this magnitude, and hence the asymptotic convergence rate. The obtained rate depends on the Friedrichs angle between the subspaces and is considerably better than known rates for other methods such as alternating projections and Douglas-Rachford splitting. We also present an adaptive scheme that, online, estimates the Friedrichs angle and updates the algorithm parameters based on this estimate. A numerical example is provided that supports our theoretical claims and shows very good performance for the adaptive method.

1 Introduction

Many methods for finding a point in the intersection of a finite number of sets exist. Notable examples include alternating projections \[1, 2\], its generalization, generalized alternating projections, that allows for relaxed projections \[3, 4, 5\], Dykstra’s algorithm \[6\], Douglas-Rachford splitting \[7, 8\], and its dual algorithm ADMM \[9, 10\]. Considerable effort has gone into understanding and analyzing performance and convergence rates of these methods. Convex and nonconvex feasibility problems have been analyzed in \[11, 12\], and convex optimization and monotone inclusion problems in \[8, 13, 14, 15\].

For feasibility problems with two subspaces, it has been long known that the standard alternating projection method converges linearly with exact rate being the squared Friedrichs angle \[16\]. The Friedrichs angle is the smallest non-zero principal angle between the subspaces, see \[2\] for background on principal angles. More recently, it was shown in \[17\] that the Douglas-Rachford algorithm converges with a rate given by the Friedrichs angle.

These projection based algorithms reduce to matrix iterations when the two sets are subspaces. This was exploited in \[18\], where sharp convergence rates for matrices...
are provided. They apply their results to find optimal parameters for the generalized alternating projections method. Two of the parameters are kept fixed and they optimize over the third.

In this paper, we extend the results of [18]. We optimize the sharp convergence rate for the generalized alternating projection method over all three algorithm parameters. The obtained optimal rate turns out to be significantly better than the ones considered in [18]. The optimal parameters in our setting also depends on the Friedrichs angle. This angle is of course not known a priori. Therefore, we have developed an adaptive scheme that estimates the Friedrichs angle during the course of the iterations. Under easily achievable assumptions on the starting point of the algorithm, we show that it is always a conservative estimate of the true Friedrichs angle. Indeed, in examples we see that the estimated angle approaches the Friedrichs angle.

The intention of this work is not to present a new method for solving linear systems of equations. It is rather a starting point to optimize local linear convergence behavior for the generalized alternating projection method, when solving, e.g., problems with affine and conic constraints. Such feasibility problems can solve essentially any convex optimization problem, by first reformulating the problem as a cone program (which is done in the CVX modeling languages [19, 20, 21]), and then use primal dual embedding, as in [22]. The local convergence analysis of such problems is outside the scope of this paper. Encouraging results have, however, been presented, e.g., in [23] and [24]. They show that the local linear convergence rate for Douglas-Rachford splitting for specific convex optimization problems is exactly the Friedrichs angle, i.e., the same as for subspaces. The results rely on sufficient local smoothness or polyhedral/affine sets and finite identification of active sets or manifolds. The finite identification property implies that locally, the problem reduces essentially to an affine subspace intersection problem.

We verify the theoretical results on numerical examples and demonstrate that the generalized alternating projections with optimal parameters performs significantly better than with previously studied parameters in, e.g., [2, 18]. We also observe that the proposed adaptive method performs in line with the method with optimal parameters.

2 Preliminaries

Let the inner product and induced norm be denoted by \( \langle u, v \rangle \) and \( \|v\| := \sqrt{\langle v, v \rangle} \) for vectors \( u, v \in \mathbb{R}^n \). Let the set of eigenvalues for a matrix \( A \in \mathbb{R}^{n \times n} \) be denoted by \( \sigma(A) \), the spectral radius as \( \rho(A) := \max \{ |\lambda| : \lambda \in \sigma(A) \} \) and let \( \|A\| \) be the operator norm \( \|Ax\| \). \( P_C \) is the orthogonal projection onto a closed, convex and nonempty set \( C \), i.e. \( P_C x = \arg\min_{y \in C} \{ \|x - y\| \} \).

The following definitions and facts follow closely those in the related work [18].

**Definition 1** The principal angles \( \theta_k \in [0, \pi/2] \), \( k = 1, \ldots, p \) between two subspaces \( \mathcal{U}, \mathcal{V} \in \mathbb{R}^n \), where \( p = \min(\dim \mathcal{U}, \dim \mathcal{V}) \), are recursively defined by

\[
\cos \theta_k := \max_{u_k \in \mathcal{U}, v_k \in \mathcal{V}} \langle u_k, v_k \rangle \\
s.t. \quad \|u_k\| = \|v_k\| = 1, \\
\langle u_k, v_i \rangle = \langle u_i, v_k \rangle = 0, \forall i = 1, \ldots, k - 1.
\]
Fact 1 [18, Def 3.1, Prop 3.3] The principal angles are unique and satisfy $0 \leq \theta_1 \leq \theta_2 \leq \ldots \theta_p \leq \pi/2$. The angle $\theta_F := \theta_{s+1}$, where $s = \dim(\mathcal{V} \cap \mathcal{U})$, is the Friedrichs angle and it is the smallest non-zero principal angle.

Definition 2 $A \in \mathbb{R}^{n \times n}$ is linearly convergent to $A^\infty$ with linear convergence rate $\mu \in [0,1)$ if there exist $M, N > 0$ such that
$$\|A^k - A^\infty\| \leq M\mu^k \ \forall k, k \in \mathbb{N}.$$

Fact 2 [18, Fact 2.4] For $A \in \mathbb{R}^{n \times n}$, the limit $A^\infty := \lim_{k \to \infty} A^k$ exists if and only if
- $\rho(A) < 1$ or
- $\rho(A) = 1$ and $\lambda = 1$ is semisimple and the only eigenvalue on the unit circle.

Definition 3 [18, Def. 2.10] Let $A \in \mathbb{R}^{n \times n}$ be a (nonexpansive) matrix and define
$$\gamma(A) := \max \{|\lambda| \mid \lambda \in \{0\} \cup \sigma(A) \setminus \{1\}\}.$$
Then $\lambda \in \sigma(A)$ is a subdominant eigenvalue if $|\lambda| = \gamma(A)$.

Fact 3 [18, Thm. 2.12] If $A \in \mathbb{R}^{n \times n}$ is convergent to $A^\infty$ then
- $A$ is linearly convergent with any rate $\mu \in (\gamma(A), 1)$
- If $A$ is linearly convergent with rate $\mu \in [0,1)$, then $\mu \in [\gamma(A), 1)$.

3 Optimal parameters for GAP

Let the relaxed projection onto a set $C$, with relaxation parameter $\alpha$, be defined as
$$P_C^\alpha := (1-\alpha)I + \alpha P_C.$$

The generalized alternating projections (GAP) [25] for two closed, convex and nonempty sets $\mathcal{U}$ and $\mathcal{V}$, with $\mathcal{U} \cap \mathcal{V} \neq \emptyset$, is then defined by the iteration
$$x^{k+1} := Sx^k,$$ (1)

where
$$S = (1-\alpha)I + \alpha P_{\mathcal{U}}^{\alpha_2} P_{\mathcal{V}}^{\alpha_1} =: (1-\alpha)I + \alpha T.$$ (2)

The operator $S$ is averaged and the iterates converge to the fixed-point set $\text{fix } S$ under the following assumption, see e.g. [25] where these results are collected.

Assumption 1 Assume that $\alpha \in (0,1]$, $\alpha_1, \alpha_2 \in (0,2]$ and that either of the following holds

$A1. \alpha_1, \alpha_2 \in (0,2)$

$A2. \alpha \in (0,1)$ with either $\alpha_1 \neq 2$ or $\alpha_2 \neq 2$

$A3. \alpha \in (0,1)$ and $\alpha_1 = \alpha_2 = 2$
To study the convergence rate of $S$, and its dependence on the parameters $\alpha_1, \alpha_2$ and $\alpha$, we need to characterize the eigenvalues of $S$. To this end, we state the following proposition, as found in [18, Prop. 3.4].

**Proposition 1** Let $\mathcal{U}$ and $\mathcal{V}$ be affine subspaces in $\mathbb{R}^n$ satisfying $p := \dim(\mathcal{U}), q := \dim(\mathcal{V})$, where $p \leq q$, $p + q < n$ and $p, q \geq 1$. Then, the projection matrices $P_\mathcal{U}$ and $P_\mathcal{V}$ become

$$P_\mathcal{U} = \begin{pmatrix} I_p & 0 & 0 & 0 \\ 0 & 0_p & 0 & 0 \\ 0 & 0 & 0_{q-p} & 0 \\ 0 & 0 & 0 & 0_{n-p-q} \end{pmatrix} D^*, \quad (3)$$

$$P_\mathcal{V} = \begin{pmatrix} C^2 & CS & 0 & 0 \\ CS & S^2 & 0 & 0 \\ 0 & 0 & I_{q-p} & 0 \\ 0 & 0 & 0 & 0_{n-p-q} \end{pmatrix} D^* \quad (4)$$

and

$$P_\mathcal{U}P_\mathcal{V} = \begin{pmatrix} C^2 & CS & 0 & 0 \\ 0 & 0_p & 0 & 0 \\ 0 & 0 & 0_{q-p} & 0 \\ 0 & 0 & 0 & 0_{n-p-q} \end{pmatrix} D^*, \quad (5)$$

where $C$ and $S$ are diagonal matrices containing the cosine and sine of the principal angles $\theta_i$, i.e.

$$S = \text{diag}(\sin \theta_1, \ldots, \sin \theta_p),$$

$$C = \text{diag}(\cos \theta_1, \ldots, \cos \theta_p),$$

and $D \in \mathbb{R}^{n \times n}$ is an orthogonal matrix.

Under the assumptions in Proposition 1, the linear operator $T$, implicitly defined in (2), becomes

$$T = P_\mathcal{U}^\alpha_2 P_\mathcal{V}^{\alpha_1} = ((1 - \alpha_2)I + \alpha_2 P_\mathcal{U})((1 - \alpha_1)I + \alpha_1 P_\mathcal{V})$$

$$= (1 - \alpha_2)(1 - \alpha_1)I + \alpha_2(1 - \alpha_1)P_\mathcal{U} + \alpha_1(1 - \alpha_2)P_\mathcal{V} + \alpha_1 \alpha_2 P_\mathcal{U}P_\mathcal{V}$$

$$= D \text{ blkdiag}(T_1, T_2, T_3) D^*$$

where

$$T_1 = \begin{pmatrix} I_p - \alpha_1 S^2 \\ \alpha_1(1 - \alpha_2)CS \\ (1 - \alpha_2)(1 - \alpha_1)I_p - \alpha_1 C^2 \end{pmatrix}, \quad (6)$$

$$T_2 = (1 - \alpha_2)I_{q-p}, \quad T_3 = (1 - \alpha_2)(1 - \alpha_1)I_{n-p-q}.$$
where \( s_i := \sin \theta_i, c_i := \cos \theta_i \). The eigenvalues of \( T \) are therefore \( \lambda^3 := (1 - \alpha_2) \),
\( \lambda^4 := (1 - \alpha_2)(1 - \alpha_1) \), and for every \( T_1 \)
\[
\lambda^{1,2} = \frac{1}{2} \left( 2 - \alpha_1 - \alpha_2 + \alpha_1 \alpha_2 c_i^2 \right) 
\pm \sqrt{\frac{1}{4} (2 - \alpha_1 - \alpha_2 + \alpha_1 \alpha_2 c_i^2)^2 - (1 - \alpha_1)(1 - \alpha_2)}.
\]

**Remark 1** The property \( p \leq q \) was used to arrive at these results. If instead \( p > q \), we
reverse the definitions of \( P_U \) and \( P_V \) in Proposition 1. Noting that \( \sigma(T) = \sigma(T^T) \), we
get a new block-diagonal matrix \( \bar{T} \) with blocks \( \bar{T}_1 = T_1^T, \bar{T}_3 = T_3^T \) and \( \bar{T}_2 = (1 - \alpha_1)I_{p-q} \).
Therefore, the matrix will have eigenvalues in either \( 1 - \alpha_1 \) or \( 1 - \alpha_2 \) depending on the
dimensions of \( U \) and \( V \).

Motivated by Fact 3, we are looking for parameters that minimize the magnitude
of the subdominant eigenvalues. We will do this for both cases in Remark 1. In the
following sequence of theorems, we will show that the optimal parameters are
\[
\alpha = 1, \quad \alpha_1 = \alpha_2 = \alpha^* := \frac{2}{1 + \sin \theta_F}, \tag{9}
\]
and that the subdominant eigenvalues have magnitude \( \gamma(S) = \gamma^* \), where
\[
\gamma^* := \frac{1 - \sin \theta_F}{1 + \sin \theta_F}. \tag{10}
\]

**Theorem 1** The GAP operator \( S \) in (2) with \( \alpha, \alpha_1, \alpha_2 \) as defined in (9) satisfies
\( \gamma(S) = \gamma^* \) and is linearly convergent with any rate \( \mu \in (\gamma^*, 1) \).

A proof is located in Appendix A.1.

We now show that no other choices of \( \alpha, \alpha_1, \alpha_2 \) can achieve a lower linear convergence rate under the assumption that the relative dimension of \( U \) and \( V \) is unknown.

Motivated by this, we formulate the following assumption.

**Assumption 2** Suppose that \( U \) and \( V \) are linear subspaces and that the dimensions
\( p := \dim(U), q := \dim(V) \) satisfy \( p, q \in \{1, \ldots, n-1\} \) and consider the cases:

\( B1: p < q, \quad B2: p = q, \quad B3: p > q. \)

**Proposition 2** To optimize the convergence rate of \( S \), for all cases in Assumption 2
it is necessary to minimize the largest modulus of the eigenvalues in the set
\[
\left\{ \left\{ \lambda^{1,2}_{i \in 1, \ldots, p} \cap \{1 - \alpha_2, 1 - \alpha_1, (1 - \alpha_2)(1 - \alpha_1)\} \right\} \right\} \setminus \{1\}. \tag{11}
\]

**Proof.** These are the eigenvalues from the matrices in (6) together with \( 1 - \alpha_1 \), as
motivated in Remark 1. If we let \( \gamma_1 = \gamma(S) \) under assumption B1, \( \gamma_2 = \gamma(S) \) under
B2, and \( \gamma_3 = \gamma(S) \) under B3, it follows, from Remark 1 that the largest modulus of the
eigenvalues in (11) is equal to \( \max(\gamma_1, \gamma_2, \gamma_3) \). \( \square \)

Next, we show that the rate obtained in Theorem 1 is indeed optimal.
**Theorem 2** The GAP operator $S$ in (2) with $\theta_F < \pi/2$ and $\alpha, \alpha_1, \alpha_2 > 0$ is linearly convergent with any rate $\mu \in (\gamma^*, 1)$, for all cases in Assumption 2, if and only if $\alpha, \alpha_1, \alpha_2$ are chosen as in (9). A proof is located in Appendix A.3.

**Remark 2** The case with $\theta_F = \pi/2$ is trivial and results in convergence in one iteration with the optimal parameters. This case is excluded from the theorem since there are also other methods that achieve the same rate. We also exclude the cases when either of $\alpha_1, \alpha_2, \alpha$ are non-positive, since such choices typically result in a non-convergent algorithm. The assumption on the parameters is, however, less restrictive than Assumption 1.

**Remark 3** The result is derived under the assumption that both $1 - \alpha_2$ and $1 - \alpha_1$ are considered, i.e. $q < p$ and $q > p$ respectively (see Remark 7). The same result follows in either of these cases if we instead assume that $\theta_p = \pi/2$, which is a safe assumption if we do not know the largest principal angle.

We now state the convergence rate of the sequence $x^k$.

**Theorem 3** The sequence $x^{k+1} := Sx^k$ with optimal parameters $\alpha = 1, \alpha_1 = \alpha_2 = \frac{2}{1 + \sin \theta_F}$ converges linearly to $x^* := \text{fix}Sx^0$ according to

$$\left\|x^k - x^*\right\| \leq \mu^k \left\|x^0\right\| \quad \forall k \geq N,$$

(12) with any rate $\mu \in (\gamma^*, 1)$, for $\gamma^*$ in (10), i.e., $x^k$ is $R$-linearly convergent to $x^*$.

A proof is located in Appendix A.4.

**Remark 4** For linear subspaces $U, V$, under the Assumption 1 case A1 or A2, we have $\text{fix}S = U \cap V$, see e.g. [25]. For case A3 we have $\text{fix}S = V \cap U + (V^\perp \cap U^\perp)$, see [17].

### 4 Comparison with other choices of parameters

In Section 3, we derive, for two linear subspaces, the optimal parameters for the generalized alternating projections method. These parameters are optimal under the assumption that the relative dimensions of the two subspaces are unknown, or that the largest principal angle $\theta_p = \pi/2$. There are other methods that can perform better if these assumptions are not true. For example, if $\dim U \leq \dim V$, the parameters

$$\alpha = 1, \quad \alpha_1 = 2, \quad \alpha_2 = \frac{2}{1 + \sin(2\theta_F)},$$

(13) (referred to as GAP2$\alpha$ in Section 6) result in that most eigenvalues have modulus

$$\frac{\cos \theta_F - \sin \theta_F}{\cos \theta_F + \sin \theta_F}.$$  

(14)

This rate is better than $\gamma^*$, although marginally for small $\theta_F$. However, if the largest principal angle, $\theta_p$, is large enough, the corresponding eigenvalues will approach $-1$. 

6
Figure 1: Convergence rates for different methods, as described in Section 4, for $\theta_F \approx 0.14 (8.8^\circ)$. The eigenvalues corresponding to the principal angles are shown for 30 angles, evenly spaced from $\theta_F$ to $\pi/2$, as dots from red to blue. The eigenvalues corresponding to $(1 - \alpha_2)$ and $(1 - \alpha_2)(1 - \alpha_1)$ are shown as green dots. The radius $\gamma(S)$ is shown in orange. GAP1.65 represents GAP with $\alpha = 1$ and $\alpha_1 = \alpha_2 = 1.65 < \alpha^* = 1.75$. The partial relaxed alternating projections (PRAP) from Equation (15), the best algorithm in the previous work [18], is shown under the assumption $\theta_p = \pi/4$. We see that the optimal parameters gives a much better result than the previously suggested methods. This is achieved by placing the eigenvalues at the same radius. Increasing the parameters from the optimal ($\alpha_1 = \alpha_2 > \alpha^* = 1.75$), increases the radius of the eigenvalues corresponding to the principal angles. If decreased, the result looks like GAP 1.65, where one of the eigenvalues corresponding to $\theta_F$ is subdominant. GAP2$\alpha$ (Equation (13)) is shown under the assumption $\theta_p \approx 0.91\pi/2$. Although it performs slightly better than GAP* under this assumption, it gets considerably worse if $\theta_p$ increases.
This choice will then converge much slower than the optimal method in Section 3. This is observed in the numerical example in Section 6.

When \( \dim U \leq \dim V \), it is sometimes possible to get even better performance by selecting \( \alpha_2 > 2 \). However, this method is not convergent if \( \dim U > \dim V \), and it would generally not be convergent for general convex sets.

In [18], optimal parameters are found by keeping two of the parameters fixed and optimizing over the third.

The first method is the relaxed alternating projections (\( \alpha_1 = \alpha_2 = 1 \)), which is shown to be optimal for \( \alpha = \frac{2}{1 + \sin^2 \theta_p} \) with rate \( \gamma = (1 - \sin^2 \theta_F)/(1 + \sin^2 \theta_F) \). This is better than the alternating projections with \( \alpha = 1 \) which is convergent with rate \( \gamma = \cos \theta_F \) [16].

The generalized Douglas-Rachford (\( \alpha_1 = \alpha_2 = 2 \)), is shown to be optimal for \( \alpha = 0 \) with rate \( \gamma = \cos \theta_F \).

These rates are considerably worse than the optimal rates, as seen in Figure 1, especially for small \( \theta_F \). The methods are referred to as MAP and DR in the numerical example in Section 6.

The partial relaxed alternating projections (\( \alpha = \alpha_2 = 1 \)) was was shown to be optimal for

\[
\alpha_2 = \frac{2}{\sin^2 \theta_p + \sin^2 \theta_F}, \quad \text{with rate} \quad \gamma = \frac{\sin^2 \theta_p - \sin^2 \theta_F}{\sin^2 \theta_p + \sin^2 \theta_F}.
\]

(15)

This rate is sometimes better than \( \gamma^* \) if \( \theta_p < \pi/2 \), but not for small enough \( \theta_F \). In fact, it is only better if \( \sin^2 \theta_p < \sin \theta_F \). It also requires knowledge of \( \theta_p \), and it is not generally convergent if \( \dim U > \dim V \).

An illustration of where the eigenvalues are located for these methods is shown in Figure 1.

5 Adaptive generalized alternating projections

The generalized alternating projections algorithm with \( \alpha_1 = 1, \alpha_1 = \alpha_2 = \frac{2}{1 + \sin^2 \theta_F} \) is optimal under the assumption that the relative dimensions between \( U \) and \( V \) is unknown. However, this parameter choice requires that the Friedrichs angle is known. This is typically not the case. In this section, we present an adaptive method that continuously tries to estimate the Friedrichs angle \( \theta_F \) and updates \( \alpha_1 \) and \( \alpha_2 \), based on this estimate.

Consider the following estimate of the Friedrichs angle at iteration \( k \)

\[
\cos \hat{\theta}_k := \frac{\langle x^k - y^k, z^k - y^k \rangle}{\|x^k - y^k\| \|z^k - y^k\|},
\]

(16)

where \( y^k = P_V^\alpha x^k \) and \( z^k = P_U P_V^\alpha x^k \). If \( x^k = y^k \) or \( z^k = y^k \) we define the estimate as \( \cos \theta_k := 0 \). The estimate is illustrated in Figure 2.

Next, we show that this value is always an overestimation of the Friedrichs angle, provided that the first iterate is in \( U + V \).

Theorem 4 The estimate \( \hat{\theta}_k \) in Equation (16) always satisfies \( \hat{\theta}_k \geq \theta_F \) if the starting point \( x^0 \in U + V \).
\[ \alpha \in (0, 2) \]

Proof. Assume that \( x^k \in U + V \). Since for a projection it holds that \( P_x x^k \in V \), it follows that \( y^k = P_V^\alpha x^k \), a linear combination of \( x^k \) and \( P_x x^k \), satisfies \( y^k \in U + V \). In the same way it follows that \( z^k \in U + V \) and \( x^{k+1} \in U + V \). By induction, this must hold for all iterations since \( x^0 \in U + V \).

Let \( v_1 := x^k - y^k \) and \( v_2 := z^k - y^k \). We have \( v_1 = x^k - P_V^\alpha x^k = \alpha_1 (I - P_V) x^k = \alpha_1 P_{V^\perp} x^k \in V^\perp \) and in the same way \( v_2 \in U^\perp \). We also see that \( v_1, v_2 \in U + V \) and are linear combinations of elements in \( U + V \). Noting that \( U + V = (U^\perp \cap V^\perp)^\perp \) [16, Lem. 2.11] we get,

\[ v_1 \in U^\perp \cap (U^\perp \cap V^\perp)^\perp, \quad v_2 \in V^\perp \cap (U^\perp \cap V^\perp)^\perp. \]

Using the definition of the cosine of the Friedrichs angle between two sets \( U, V \) [16, Def. 2.1]:

\[ c_F(U, V) := \max \left\{ \frac{|\langle v, u \rangle|}{\|v\| \|u\|} : \begin{array}{l} v \in U \cap (U \cap V)^\perp \\ u \in V \cap (U \cap V)^\perp \end{array} \right\} \]

and the property \( c_F(U, V) = c_F(U^\perp, V^\perp) \) [16, Thm. 2.16] we immediately get

\[ \cos \hat{\theta}^k = \frac{|\langle v_1, v_2 \rangle|}{\|v_1\| \|v_2\|} \leq c_F(U^\perp, V^\perp) = c_F(U, V) = \cos \theta_F \]

where we let \( \frac{|\langle v_1, v_2 \rangle|}{\|v_1\| \|v_2\|} := 0 \) if \( \|v_1\| = 0 \) or \( \|v_2\| = 0 \).

We therefore conclude that \( \hat{\theta}^k \geq \theta_F \). \( \square \)

Next, we propose an adaptive version of the generalized alternating projections method:

**Algorithm 1** Let \( k = 0 \), \( x^0 \in \mathbb{R}^n \) and \( \alpha^0 \in (0, 2) \).

\[
y^k := P_V^\alpha x^k \\
x^{k+1} := P_U y^k \\
\hat{\theta}^k := \arccos \left( \frac{|\langle x^k - y^k, x^{k+1} - y^k \rangle|}{\|x^k - y^k\| \|x^{k+1} - y^k\|} \right) \\
\alpha^{k+1} := \frac{2}{1 + \sin \hat{\theta}^k}
\]

We now motivate, without proof, that the estimate will tend toward \( \theta_F \) if \( x^0 \in U + V \).

Let \( \hat{\theta}^k \) be the current estimate of \( \theta_F \) and \( \alpha_1 = \alpha_2 = \frac{2}{1 + \sin \hat{\theta}^k} \). Since \( \hat{\theta}^k \geq \theta_F \), we get \( \alpha_1 = \alpha_2 \leq \alpha^* \). As seen in Figure 1(c), eigenvalues corresponding to large principal
angles have radius smaller than \( \alpha^* - 1 \). However smaller principal angles will have one positive real eigenvalue, and the largest eigenvalue corresponds to \( \theta_F \) with real part greater than \( \alpha^* - 1 \). Iterating the operator should therefore result in convergence to the subspace spanned by the eigenvectors corresponding to \( \theta_F \), and the estimated angle will decrease towards \( \theta_F \). This behavior was observed in the numerical example in Section 6.

We now show that Algorithm 1 is always convergent, for general convex sets, if it is modified so that \( \alpha^k \neq 2 \). This is true if \( \hat{\theta} > 0 \) or if the algorithm is modified, for example as

\[
\alpha^k \leftarrow \min \left\{ \frac{2}{1 + \sin \hat{\theta}^k}, 2 - \epsilon \right\},
\]

for some \( \epsilon > 0 \).

**Theorem 5** Consider Algorithm 1 for two non-empty, closed, convex sets \( U, V \) with \( U \cap V \neq \emptyset \). If \( \hat{\theta}^k \) satisfies \( \hat{\theta}^k > 0 \) for all \( k \geq 0 \) then \( x^k \to x^* \) for some \( x^* \in U \cap V \).

**Proof.** If \( \hat{\theta} > 0 \), then \( \alpha^{k+1} \neq 2 \). Thus \( \alpha^{k+1} \in (0, 2) \) and each iteration is the result of an averaged mapping \( S^k \) with fixed points \( U \cap V \). It follows that the iterates converge to the fixed point set \( U \cap V \), see e.g. [25]. \( \square \)

### 6 Numerical Example

In this section, we compare the theoretical results to numerical experiments. We have generated a set of problems of the form

\[
V = \{ x \mid Ax = 0 \}, \quad U = \{ x \mid Bx = 0 \}
\]

with \( A \in \mathbb{R}^{n \times 200} \), \( B \in \mathbb{R}^{100 \times 200} \). The matrices are generated with independent normal distributed elements, with zero mean and unit variance. The initial point \( x_0 \) is randomly chosen in the same way. The dimension of \( A \) is selected from 13 different categories with \( n \in \{1, \ldots, 99\} \), and at least 500 problems are generated for each category, resulting in over 8000 different problems. The problems have Friedrichs angles in the range \( \theta_F \in (5 \cdot 10^{-4}, 1) \).

We solve the problem of finding \( x \in U \cap V \) using the following algorithms:

- **Method of alternating projections (MAP):**
  \[
  S_{MAP} := (1 - \alpha)I + \alpha P_V P_U
  \]
  with optimal \( \alpha = \frac{2}{1 + \sin(\theta_F)^2} \), according to [18].

- **Douglas-Rachford method (DR):**
  \[
  S_{DR} := \frac{1}{2}(I + R_V R_U)
  \]
  where \( R_C := P_C^2 = 2P_C - I \).

- **The optimal generalized alternating projections (GAP∗):**
  \[
  S_{GAP^*} := P_V^{\alpha^*} P_U^{\alpha^*}
  \]
  with \( \alpha^* = \frac{2}{1 + \sin(\theta_F)} \).
Figure 3: Number of iterations for different methods, as described in Section 6, plotted against the Friedrichs angle $\theta_F$. The theoretical rates are plotted in lines as the solution to $\gamma(S)^n = 10^{-8}$ for GAP*, DR, and MAP. For GAP2$\alpha$ we show the rate (in dashed red line) assuming that $\theta_p$ is sufficiently small, according to the discussion in Section 4. We see that this method can perform better than GAP*, particularly for large $\theta_F$. However, since $\theta_p$ is unknown, convergence is sometimes extremely slow. The convergence for GAP1.8 is constant for small $\theta_F$, but the convergence rate slows down considerably when $\theta_F$ decreases to the point where $1.8 < \alpha^*$. We see that GAP* performs in line with the theoretical result, and considerably better than both DR and MAP. The adaptive method (GAPA) performs marginally worse than GAP* for large $\theta_F$. No difference in the number of iterations can be seen between GAP* and GAPA when $\theta_F$ is small.
The adaptive generalized alternating projections (GAPA):

\[ S_{\text{GAPA}} := P^\alpha_k P^\alpha_k U, \]

implemented as in Algorithm 1.

• Generalized alternating projections with \( a = 1, \alpha_1 = 2, \alpha_2 = \frac{2}{1+\sin(2\theta_F)} \) (GAP2\( \alpha \)):

\[ S_{\text{GAP2}\alpha} := P^\alpha_2 R U, \]

as described in Section 4.

• Generalized alternating projections with \( \alpha = 1, \alpha_1 = \alpha_2 = 1.8 \) (GAP1.8):

\[ S_{\text{GAP1.8}} := P^1.8 V P^1.8 U. \]

For each of the methods we monitor the shadow sequence

\[ z^k = P_U S^k x_0 \]

and terminate when

\[ \| P_{\mathcal{U} \cap \mathcal{V}} z^k - z^k \| < 10^{-8} \]

or when the number of iterations reach 200,000.

**Remark 5** The analysis in this paper concerns the convergence of the sequence towards a fixed-point. We are actually more interested in the shadow sequence (that we monitor in the examples), since it can find a point in the intersection long before the sequence converges to the fixed-point set. This may be favorable for the Douglas-Rachford algorithm because of its dominating complex eigenvalues, compared to what its convergence rate suggests.

The problems were generated and solved with **Julia** [26], and the results are shown in Figure 3. We see that the methods perform in line with the theoretical rates. The method with optimal parameters performs considerably better and more reliably than for other choices. We see that the adaptive method performs almost identically to the optimal parameters, without prior knowledge of the Friedrichs angle.

We have verified numerically that the estimate in the adaptive method converges to the Friedrichs angle. For all problems that took more than 17 iterations to converge, the estimate in the last iteration, was indeed conservative \((\hat{\theta}^k > \theta_F)\). Furthermore, the relative error \(|\hat{\theta}^k - \theta_F|/\|\theta_F\|\) was smaller than 5% \((0.1\%)\) at the last iteration, for all problems that ran more than 100 \((400)\) iterations. These results were obtained, even though no measures were taken to ensure \(x^0 \in \mathcal{U} + \mathcal{V}\).

### 7 Conclusions

We derived the optimal parameters for the generalized alternating projections method for two linear subspaces. The optimal rate is considerably better than previously analyzed parameters, and we verify the results with an extensive set of numerical examples. We also presented an adaptive method, that in practice is able to perform in line with the optimal parameters, with no prior knowledge about the problem.

It remains as future work to study how the results apply to more general feasibility problems.
A  Appendix

A.1 Proof of Theorem \[1\]

We divide the proof into two cases: \( p + q < n \) and \( p + q \geq n \).

Case 1 \((p + q < n)\) For this case we can use the results in Proposition \[1\] For convenience of notation we introduce

\[
\begin{align*}
f(\theta) &:= \frac{1}{2} (2 - \alpha_1 - \alpha_2 + \alpha_1 \alpha_2 \cos^2 \theta) \\
g(\theta) &:= \sqrt{f(\theta)^2 - (1 - \alpha_1)(1 - \alpha_2)}
\end{align*}
\]

so that \([8]\) becomes \(\lambda^{1,2}_i = f(\theta_i) \pm g(\theta_i)\). For \(\alpha_1 = \alpha_2 = \alpha^* = \frac{2}{1+\sin \theta_F}\) we get \(f(\theta_F) = 1 - \alpha^* + \alpha^* c_F^2 = \frac{1-\sin \theta_F}{1+\sin \theta_F} = \alpha^* - 1\) and \(g(\theta_F) = 0\). Therefore, \(\lambda^{1,2}_F = \alpha^* - 1 = \frac{1-\sin \theta_F}{1+\sin \theta_F}\).

We also see that \(f(\pi/2) = 1 - \alpha^*, g(\pi/2) = 0\). Since \(f(\theta)\) is linear in \(\cos^2 \theta\) and \(|f(\theta_F)| = |f(\pi/2)| = \alpha^* - 1\), it follows that \(|f(\theta_i)| \leq \alpha^* - 1\) for all \(\theta_i \in [\theta_F, \pi/2]\). This means that the corresponding \(\lambda^{1,2}_i\) are complex with amplitudes

\[
|\lambda^{1,2}_i| = \sqrt{f(\theta)^2 + |f(\theta_i)|^2 - (1 - \alpha^*)^2} = \sqrt{(1 - \alpha^*)^2} = \alpha^* - 1
\]

\(\forall i : \theta_F \leq \theta_i \leq \pi/2\).

Lastly, for \(\theta_i < \theta_F\), we have \(\theta_i = 0\) and \(\lambda^{1,2}_i = \{1, (1 - \alpha^*)^2\}\) as seen in Equation \(7\) in Proposition \[2\].

To conclude, we have

\[
\begin{align*}
|\lambda^{1,2}_F| &= |\lambda^3| = \alpha^* - 1 \\
|\lambda^4| &= (\alpha^* - 1)^2 < \alpha^* - 1 \\
|\lambda^{1,2}_i| &= \alpha^* - 1 \quad \forall i : \theta_F \leq \theta_i \leq \pi/2 \\
|\lambda^{1,2}_i| &= \{1, (1 - \alpha^*)^2\} \quad \forall i : \theta_i < \theta_F,
\end{align*}
\]

where \(\lambda^3\) corresponds to eigenvalues in \(1 - \alpha_2\) and \(1 - \alpha_1\) in Proposition \[2\]. The eigenvalues \(\lambda = 1\) are semisimple since the matrix in \(7\) is diagonal for \(\theta_i = 0\). We therefore conclude, from Fact \[2\] and \[3\] that \(\alpha_1 = \alpha_2 = \alpha^*\) results in that \(T = S\) in Equation \(2\) is linearly convergent with any rate \(\mu \in (\gamma^*_1, 1)\) where \(\gamma^*_1 = \alpha^* - 1 = \frac{1-\sin \theta_F}{1+\sin \theta_F}\) is a subdominant eigenvalue.

Case 2 \((p + q \geq n)\) The following proof follows closely that in \[17\] p. 54. We can extend the space \(R^n\) with \(k\) extra dimensions so that \(p + q < n + k =: \tilde{n}\). Let \(U := U \times \{0_k\}, V := V \times \{0_k\}\), and therefore

\[
\begin{align*}
P_{Ui} &= \begin{pmatrix} P_U & 0 \\ 0 & 0_k \end{pmatrix}, \quad P_V = \begin{pmatrix} P_V & 0 \\ 0 & 0_k \end{pmatrix}.
\end{align*}
\]

It follows that

\[
\tilde{S} = \tilde{T} := P_{ui}^{\gamma^*_1} P_{\tilde{V}}^{\gamma^*_1} = \begin{pmatrix} T & 0 \\ 0 & (1 - \alpha^*)^2 I_k \end{pmatrix},
\]

where \(\gamma^*_1 = \frac{1-\sin \theta_F}{1+\sin \theta_F}\) is the highest subdominant eigenvalue.
where $S = T = P^\alpha UP^\alpha$. By using Case 1 on this matrix we conclude that $\gamma(\bar{S}) = \gamma^\ast$. From their definition, we see that the principal angles between $\mathcal{U}$ and $\mathcal{V}$ are the same as the ones between $\bar{\mathcal{U}}$ and $\bar{\mathcal{V}}$. Since $T$ is block diagonal we have $\sigma(T) = \sigma(T) \cup \{(1 - \alpha^\ast)^2\}$. We therefore know that the eigenvalues $\lambda^\ast_F = \alpha^\ast - 1$ in $T$, corresponding to the Friedrichs angle, must also be in $T$. This means that $\gamma(S) \geq \alpha^\ast - 1 = \gamma^\ast$. But $\|S^k - S^\infty\| \leq \|\bar{S}^k - \bar{S}^\infty\|$ so from Fact 3 we know that $\gamma(S) \leq \gamma(\bar{S}) = \gamma^\ast$. We have therefore shown that $\gamma(S) = \gamma^\ast$, and the proof is complete.

### A.2 Lemmas

**Lemma 1** The matrix $M := (2 - \alpha^\ast)I + \frac{\alpha^\ast}{\alpha_1}(T^1 - I)$ where $T^1$ is the matrix (7) corresponding to the angle $\theta_F$ has trace and determinant:

$$
\begin{align*}
\text{tr} M &= \frac{2}{(1 + s)\alpha_1} (-\alpha_1 - \alpha_2 + \alpha_2\alpha_1 c^2 + 2\alpha_1 s) \\
\text{det} M &= \frac{4s(1 - s)}{\alpha_1(1 + s)^2} (-\alpha_1 - \alpha_2 + \alpha_1\alpha_2(1 + s)),
\end{align*}
$$

where $s := \sin \theta_F$, $c := \cos \theta_F$.

**Proof.** Let $s := \sin \theta_F$, $c := \cos \theta_F$. The matrix can be written

$$
M = (2 - \alpha^\ast)I + \frac{\alpha^\ast}{\alpha_1} \begin{pmatrix} 1 - \alpha_1 s^2 & \alpha_1 cs \\ \alpha_1(1 - \alpha_2)cs & (1 - \alpha_2)(1 - \alpha_1 c^2) \end{pmatrix} - I
$$

$$
= \begin{pmatrix} 2 - \alpha^\ast - \alpha^\ast s^2 & \alpha^\ast cs \\ \alpha^\ast(1 - \alpha_2)cs & 2 - \alpha^\ast + \frac{\alpha^\ast}{\alpha_1} \left((1 - \alpha_2)(1 - \alpha_1 c^2) - 1\right) \end{pmatrix}
$$

$$
= \begin{pmatrix} 2 - \alpha^\ast(1 + s^2) & \alpha^\ast cs \\ \alpha^\ast(1 - \alpha_2)cs & 2 - \alpha^\ast + \frac{\alpha^\ast}{\alpha_1} \left(\alpha_1\alpha_2 c^2 - \alpha_2 - \alpha_1 c^2\right) \end{pmatrix}.
$$

Using that $\alpha^\ast = \frac{2}{1 + s}$, we can rewrite the diagonal elements

$$
2 - \alpha^\ast(1 + s^2) = \alpha^\ast \left(1 + s - (1 + s^2)\right) = \alpha^\ast s(1 - s)
$$

and

$$
2 - \alpha^\ast + \frac{\alpha^\ast}{\alpha_1} \left(\alpha_1\alpha_2 c^2 - \alpha_2 - \alpha_1 c^2\right) =
$$

$$
= \alpha^\ast \left(1 + s\right) - \alpha^\ast + \alpha^\ast \left(c^2(\alpha_2 - 1) - \frac{\alpha_2}{\alpha_1}\right)
$$

$$
= \alpha^\ast \left(s + c^2(\alpha_2 - 1) - \frac{\alpha_2}{\alpha_1}\right).
$$

We can extract the factor $\alpha^\ast cs$ from the matrix and get

$$
M = \alpha^\ast cs \begin{pmatrix} 1 - s \alpha_1 \frac{1 - s}{c} & 1 \\ s + c^2(\alpha_2 - 1) - \frac{\alpha_2}{\alpha_1} \end{pmatrix}.
$$
The trace is therefore given by

$$\text{tr} M = \alpha^* cs \left( \frac{1 - s}{c} + \frac{s + c^2(\alpha_2 - 1) - \frac{\alpha_2}{\alpha_1}}{cs} \right)$$

$$= \alpha^* \left( 2s - s^2 + c^2\alpha_2 - c^2 - \frac{\alpha_2}{\alpha_1} \right)$$

$$= \frac{\alpha^*}{\alpha_1} (-\alpha_1 - \alpha_2 + \alpha_2\alpha_1c^2 + 2\alpha_1s)$$

$$= \frac{2}{(1 + s)\alpha_1} (-\alpha_1 - \alpha_2 + \alpha_2\alpha_1c^2 + 2\alpha_1s)$$

and the determinant

$$\det M = (\alpha^* cs)^2 \left( \frac{1 - s}{c^2} \left( s + c^2(\alpha_2 - 1) - \frac{\alpha_2}{\alpha_1} \right) - (1 - \alpha_2) c^2s \right)$$

$$= \alpha^* s \left( s + c^2(\alpha_2 - 1) - \frac{\alpha_2}{\alpha_1} - s^2 - c^2s(\alpha_2 - 1) + s \frac{\alpha_2}{\alpha_1} \right) - (1 - \alpha_2) c^2s$$

$$= \alpha^* s \left( -1 + \alpha_2c^2 + \frac{\alpha_2}{\alpha_1}(s - 1) \right)$$

$$= \alpha^* s(1 - s) \left( -1 + \alpha_2(1 + s) - \frac{\alpha_2}{\alpha_1} \right)$$

$$= \frac{\alpha^* s(1 - s)}{\alpha_1} (-\alpha_1 - \alpha_2 + \alpha_1\alpha_2(1 + s))$$

$$= \frac{4s(1 - s)}{\alpha_1(1 + s)^2} (-\alpha_1 - \alpha_2 + \alpha_1\alpha_2(1 + s))$$

\[\square\]

**Lemma 2** Under the assumptions \(\alpha = \alpha^*\), \(\alpha_1 \geq \alpha_2 > 0\) and \(\theta_F < \pi/2\), then, the matrix \(M\) in Lemma 7 satisfies

\((\alpha_1 \neq \alpha^* \text{ or } \alpha_2 \neq \alpha^*) \implies \max \text{Re} \sigma(M) > 0.\)

**Proof.** We show the equivalent claim

\[\max \text{Re} \sigma(M) \leq 0 \implies \alpha_1 = \alpha_2 = \alpha^*.\]

We have \(\max \text{Re} \sigma(M) \leq 0\) if and only if both eigenvalues of \(M\) have negative or zero real part, which is equivalent to

\[\lambda_1 + \lambda_2 \leq 0 \text{ and } \lambda_1 \lambda_2 \geq 0.\]

which is equivalent to

\[\text{tr} M \leq 0 \text{ and } \det M \geq 0.\]
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Using Lemma 1, this can be written
\[
\begin{cases}
\frac{2}{(1+s)\alpha_1} (-\alpha_1 - \alpha_2 + \alpha_2 \alpha_1 c^2 + 2\alpha_1 s) & \leq 0 \\
\frac{4s(1-s)}{\alpha_1(1+s)} (-\alpha_1 - \alpha_2 + \alpha_1 \alpha_2 (1+s)) & \geq 0,
\end{cases}
\]
where \( s := \sin(\theta_F) \) and \( c := \cos(\theta_F) \). Since \( \alpha_1 > 0 \), \( s \in (0, 1) \), this is equivalent to
\[
\begin{cases}
\alpha_1 + \alpha_2 - \alpha_2 \alpha_1 c^2 - 2\alpha_1 s & \geq 0 \\
-\alpha_1 - \alpha_2 + \alpha_1 \alpha_2 (1+s) & \geq 0.
\end{cases} \tag{19a}
\]
This implies that the sum is positive, i.e.
\[
(\alpha_1 + \alpha_2 - \alpha_2 \alpha_1 c^2 - 2\alpha_1 s) + (-\alpha_1 - \alpha_2 + \alpha_1 \alpha_2 (1+s)) = \alpha_1 s (\alpha_2 s - 2 + \alpha_2) \geq 0
\]
\[\iff \alpha_2 (1+s) \geq 2 \iff \alpha_2 \geq \frac{2}{1+s} = \alpha^*.\]
But then, (19a) implies
\[
\alpha_1 + \alpha_2 - \alpha_2 \alpha_1 c^2 - 2\alpha_1 s \geq 0
\]
\[\Rightarrow (\text{since } \alpha_2 \geq \alpha^*) \Rightarrow \alpha_1 + \alpha_2 - \alpha^* \alpha_1 c^2 - 2\alpha_1 s \geq 0\]
which is equivalent to
\[
\begin{align*}
\alpha_1 + \alpha_2 - \alpha^* \alpha_1 c^2 - 2\alpha_1 s &= \\
\alpha_1 + \alpha_2 - 2\alpha_1 (1-s) - 2\alpha_1 s &= \\
\alpha_1 + \alpha_2 - 2\alpha_1 &= \\
\alpha_2 - \alpha_1 &\geq 0
\end{align*}
\]
i.e.
\[
\alpha_2 \geq \alpha_1.
\]
But by assumption \( \alpha_1 \geq \alpha_2 \) so we know that (19) implies \( \alpha_1 = \alpha_2 \geq \alpha^* \). Equation (19a) yields
\[
\begin{align*}
\alpha_1 + \alpha_2 - 2\alpha_1 c^2 - 2\alpha_1 s &\geq 0 \\
\Rightarrow 2\alpha_1 - \alpha_1^2 c^2 - 2\alpha_1 s &\geq 0 \\
\iff 2 - \alpha_1 c^2 - 2s &\geq 0 \\
\iff \frac{2(1-s)}{c^2} &\geq \alpha_1 \\
\iff \alpha^* = \frac{2}{(1+s)} &\geq \alpha_1.
\end{align*}
\]
where the implication is from \( \alpha_1 = \alpha_2 \). We have therefore shown that \( \alpha^* \geq \alpha_1 = \alpha_2 \geq \alpha^* \) i.e.
\[
\max \Re \sigma(M) \leq 0 \Rightarrow \alpha_1 = \alpha_2 = \alpha^*.
\]
\[\square\]
A.3 Proof of Theorem 2

The first direction is proven by Theorem 1. To prove the other direction, we consider two cases.

Case 1 \((p + q < n)\) Assume that \(\alpha_1 \geq \alpha_2\) and let \(\alpha = \hat{\alpha} := \frac{\alpha^*}{\alpha_1}\). The eigenvalues to the GAP operator \(S\) in (1) are \(1 + \alpha(\lambda - 1)\) where \(\lambda\) are the eigenvalues to \(T\). Motivated by Proposition 2 we need to consider the following eigenvalues

\[
\{\lambda_i^{1,2}\}_{i \in 1,\ldots,p} \cap \{1 - \alpha_2, 1 - \alpha_1, (1 - \alpha_2)(1 - \alpha_1)\}.
\]

For the eigenvalue \(\lambda = 1 - \alpha_1\), we get

\[
1 + \hat{\alpha}(\lambda - 1) = 1 + \frac{\alpha^*}{\alpha_1}(1 - \alpha_1 - 1) = 1 - \alpha^*.
\]  \(\text{(20)}\)

We now show that all choices of \(\alpha, \alpha_1, \alpha_2\) results in an eigenvalue with real part larger than \(\alpha^* - 1\) unless \(\alpha = 1, \alpha_1 = \alpha_2 = \alpha^*\).

Consider the eigenvalues to \(I + \hat{\alpha}(T_i^q - I)\) where \(T_i^q\) is the matrix (7) corresponding to the angle \(\theta_F\). We have

\[
\max \Re \sigma (I + \hat{\alpha}(T_i^q - I)) > \alpha^* - 1
\]  \(\text{(21)}\)

if and only if

\[
\max \Re \sigma ((2 - \alpha^*)I + \hat{\alpha}(T_i^q - I)) > 0.
\]  \(\text{(22)}\)

By Lemma 2, we know that (22) is true when \(\alpha = \hat{\alpha}\), unless \(\alpha_1 = \alpha_2 = \alpha^*\). We therefore know that for \(\alpha = \hat{\alpha}\), unless the optimal parameters are selected, there will always be one eigenvalue of \(S\) in \(1 - \alpha^*\) and one, corresponding to \(\theta_F\), with real part greater than \(\alpha^* - 1\). We now consider the two cases \(\alpha > \hat{\alpha}\) and \(\alpha < \hat{\alpha}\). First note that \(\alpha\) acts as a scaling of the eigenvalues relative to the point 1, i.e. \((1-\alpha)+\alpha\lambda = 1+\alpha(\lambda-1)\). It is therefore clear that \(\alpha > \hat{\alpha}\) will result in one eigenvalue with real part less than \(1 - \alpha^* = -\gamma^*\), and thus \(\gamma(S) > \gamma^*\).

Similarly, any \(\alpha < \hat{\alpha}\) will result in one eigenvalue \((\lambda_F^1)^\ast\) with real part greater than \(\alpha^* - 1 = \gamma^*\). If this eigenvalue is not in 1, i.e. unless 1 + \(1 + \alpha(\lambda_F^1 - 1) = 1\), we know that \(\gamma(S) > \gamma^*\) also in this case. Since \(\alpha \neq 0\) we have \(1 + \alpha(\lambda_F^1 - 1) = 1\) if and only if \(\lambda_F^1 = 1\). But \(\lambda_F^1 = 1\) only if \(\det(T_F - I) = 0\), where \(T_F\) is the block corresponding to \(\theta_F\) in Equation (7). Since \(\alpha_1, \alpha_2 \neq 0\) and \(\theta_F > 0\) we get

\[
\det(T_F - I) = -\alpha_1 s_F^2 (\alpha_1 c_F^2 - \alpha_2 + \alpha_1 \alpha_2 c_F^2) - \alpha_2^2 (1 - \alpha_2) c_F^2 s_F^2 = \alpha_1 \alpha_2 s_F^2 = 0
\]

and thus \(\lambda_F^1 \neq 1\).

We conclude that when \(\alpha_1 > \alpha_2\), then \(\gamma(S) > \alpha^* - 1\) for all parameters that are not \(\alpha = 1, \alpha_1 = \alpha_2 = \alpha^*\).

The proof is only dependent on the location of the eigenvalue corresponding to \(\theta_F\) and the one in \(1 - \alpha_1\) from Proposition 2. From symmetry of \(\alpha_1, \alpha_2\) in (8) we see that the same argument holds if we instead assume \(\alpha_2 \geq \alpha_1\), let \(\hat{\alpha} = \alpha^*/\alpha_2\), and pick the eigenvalue \(1 - \alpha_2\), from the set in Proposition 2 in (20) instead. We have therefore shown that \(\gamma(S) > \alpha^* - 1\) unless \(\alpha = 1, \alpha_1 = \alpha_2 = \alpha^*\) so the result follows from Fact 3.

Case 2 \((p + q \geq n)\) As in the proof of Theorem 1 we can extend the space \(\mathbb{R}^n\) with \(k\) extra dimensions so that \(p + q < n + k =: \bar{n}\). With \(U := U \times \{0_k\}, V := V \times \{0_k\}\)
we get, as in the proof for Theorem 1, that \( \sigma(\bar{T}) = \sigma(T) \cup \{(1 - \alpha_1)(1 - \alpha_2)\} \) and that the principal angles between \( \mathcal{U} \) and \( \mathcal{V} \) are the same as between \( \bar{\mathcal{U}} \) and \( \bar{\mathcal{V}} \). Using Proposition 1 on \( \bar{T} \) we therefore see that the eigenvalues corresponding to the Friedrichs angle will exist in both \( \bar{T} \) and \( T \). The same is true for the eigenvalues in \( 1 - \alpha_2 \) and \( 1 - \alpha_1 \) for the respective cases \( B_1 \) and \( B_3 \) in Assumption 2. The proof in Case 1 can therefore be used to show that \( \gamma(S) > \gamma^* \) unless \( \alpha = 1, \alpha_1 = \alpha_2 = \alpha^* \).

A.4 Proof of Theorem 3

Using [18, Thm. 2.12] we get for convergent \( A \):

\[
\|x^k - x^*\| = \|A^k x^0 - A^\infty x^0\| = \| (A^k - A^\infty) x^0 \| \\
= \| (A - A^\infty) x^0 \| \leq \| (A - A^\infty) \| \| x^0 \|. 
\]

Using the spectral radius formula and \( \rho(A - A^\infty) = \gamma(A) \) [18, Thm. 2.12] we have, for any \( \mu \in (\gamma(A), 1) \)

\[
\lim_{k \to \infty} \| (A - A^\infty)^k \|^{1/k} = \rho(A - A^\infty) = \gamma(A) < \mu, 
\]

so there exists \( N \in \mathbb{N} \) such that \( \| (A - A^\infty)^k \| \leq \mu^k, \forall k \geq N \) and thus

\[
\|x^k - x^*\| \leq \mu^k \| x^0 \| \quad \forall k \geq N. \tag{23}
\]

From [18, Corollary 2.7] we know that \( S^\infty = P_{fixS} \) since \( S \) is nonexpansive, we therefore get \( x^* = P_{fixS} x^0. \)

From Theorem 1 we know that \( \gamma(S) = \frac{1 - \sin \theta_F}{1 + \sin \theta_F} \), and the proof is complete.
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