A Robust Real-Time Automatic Recognition Prototype for Maritime Optical Morse-Based Communication Employing Modified Clustering Algorithm
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Abstract: In maritime communications, the ubiquitous Morse lamp on ships plays a significant role as one of the most common backups to radio or satellites just in case. Despite the advantages of its simplicity and efficiency, the requirement of trained operators proficient in Morse code and maintaining stable sending speed pose a key challenge to this traditional manual signaling manner. To overcome these problems, an automatic system is needed to provide a partial substitute for human effort. However, few works have focused on studying an automatic recognition scheme of maritime manually sent-like optical Morse signals. To this end, this paper makes the first attempt to design and implement a robust real-time automatic recognition prototype for onboard Morse lamps. A modified k-means clustering algorithm of machine learning is proposed to optimize the decision threshold and identify elements in Morse light signals. A systematic framework and detailed recognition algorithm procedure are presented. The feasibility of the proposed system is verified via experimental tests using a light-emitting diode (LED) array, self-designed receiver module, and microcontroller unit (MCU). Experimental results indicate that over 99% of real-time recognition accuracy is realized with a signal-to-noise ratio (SNR) greater than 5 dB, and the system can achieve good robustness under conditions with low SNR.
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1. Introduction

Free space optical (FSO) communication has attracted widespread attention from both academia and industry. It has been demonstrated as a promising technology as a complementary solution to conventional radio frequency (RF), fiber optics, and microwave communications, particularly for applications with size, weight, and power restrictions. The potential advantages of FSO communication including eye safety, no spectrum licensing issues, smaller and lighter payloads, low probability of intercept, and immunity from...
jamming make it a natural candidate for maritime long-range communication scenarios [1–4].

Among the various modulation schemes, Morse code is still widely used as a common language between maritime vessels due to its simplicity, efficiency, and small bandwidth costs. Traditionally, the ubiquitously deployed Morse lamp with LEDs, particularly on naval ships, is operated by a signalman translating the message into Morse code (dots and dashes) and manually turning the lamp “on” and “off” in the correct sequence (on–off keying), to transmit a light signal. On the recipient ship, the blinking light signal is visually observed and directly interpreted by persons trained in the skill. However, there remains several outstanding issues to this kind of manual signaling method nowadays [5,6]. First, it would require a long training period for a skilled recipient on shipboard. In practice, Morse code relies on precise time intervals between elements while operators have difficulties in maintaining an absolutely stable sending pace, the data length may vary even if it is operated by the same person, and, thus, the reliability of communication cannot be guaranteed [7]. Moreover, as it is long-term and repetitive work, the recognition accuracy is susceptible to the physical and psychological conditions of the human body, which can make them unwieldy in an emergency as well [8].

To cope with the aforementioned issues, research efforts have been made for Morse code automatic recognition in wireless communications. Previous related works are mostly based on signal processing tools, such as Kalman filters, phase-locked loops, and time–frequency analysis [8–11]. Wei et al. [9] proposed an automatic method to lock the frequency of Morse code based on the phase-locked loop circuit. Xiao et al. [10] presented an automatic reception approach for high-frequency (HF) continue-wave (CW) telegrams. A Kalman filtering algorithm combined with the support vector machine (SVM) is utilized to extract the time-domain characteristics of CW signals and deal with unstable code speed. The authors of [11] adopted the Cooley–Tukey Fast Fourier Transform (FFT) algorithm to analyze the spectrogram of a noisy audio Morse signal, and implemented a real-time decoder based on a digital signal processor. In [12], a wavelet transform-based automatic decoding method was proposed for multiplexed Morse telegraph recognition, and the feasibility of this method was analyzed via experiments.

With the further advances of computers and embedded technologies, various high-performance microcontrollers have come out, facilitating the implementation of automated process control, signal recognition, data processing, and algorithm verification. Furthermore, motivated by the remarkable achievements of machine learning, some machine learning (ML)-based approaches have been proposed to model Morse signals and enhance the system robustness in a time-varying noisy environment. Wei et al. [13] provided a machine-learning method for automatic Morse signal detection. An SVM classifier, named HSVM, was proposed to be trained, based on graphical features extracted from the Morse spectrum. The authors of [14] combined signal processing and the deep learning method to construct a Morse identification system, an improved feature extraction algorithm was proposed, and the experimental results indicated a better result. Yuan et al. [15] proposed a deep learning framework on blind Morse signal detection in the wideband spectrum and achieved state-of-art performance using real-world datasets. In [16], a k-means clustering algorithm was introduced to differentiate the elements in Morse signals after parameter extraction of the time–frequency image, and the suitability of the proposed method was investigated by simulation under different signal-to-noise ratio (SNR) conditions. In addition, Qu et al. [17] used this k-means clustering algorithm for dynamic threshold and Morse code recognition in a noisy environment. However, existing works have focused on
Morse telegraph signals recognition in RF wireless communications, and, to the best of our knowledge, no reported work has tried to present an automatic recognition scheme and performance analysis for maritime manually sent-like Morse light signals. Besides, the ML-based k-means algorithms have not been well studied in this case as well, and there is no related real-time experimental measurement yet.

To address these issues, we first propose and experimentally demonstrate an automatic recognition framework of Morse light signals in maritime optical communications by an ML-based clustering approach. Specifically, we implement a flexible FSO hardware prototype to collect real-measured Morse light signals in the physical environment for the recognition algorithm test. A modified k-means clustering is designed to compute the decision threshold for binarization and identify elements including dot–dash and space recognition in Morse light signals. To improve the decoding efficiency, we make modifications to the classical k-means algorithm, and a selection sorting-assisted method has been adopted. To tackle with the emerging glitches in the binarization waveform, resulting from strong noise channels, a novel error correction scheme is presented to enhance the robustness to ambient light noises. The proposed recognition approach is implemented in a microcontroller unit (MCU), and the performance of the prototype is analyzed in terms of recognition accuracy and system robustness via real-time decoding results derived from the MCU.

2. Principle

2.1. Optical Morse Signal Characterization

Morse code is a classical encoding scheme in telecommunications composed of a unique sequence of short–long dots, dashes, and spaces to represent different letters of the alphabet, numbers, and procedural notations. It is usually transmitted by on–off radio, light, or tones [18].

While using light as a transmitting medium, the dots and dashes are represented as high level (light on), and the spaces or pauses refer to low level (light off). In addition, the Morse code depends on accurate time intervals, which correspond to the pulse width in the signal waveform. The duration of a dot is regarded as a basic unit, and the dash duration is three times that. The spaces or time intervals between dot–dashes, between letters, and between words are 1, 3, and 5 units, respectively [19]. As illustrated in Figure 1, it is more like the Return-to-Zero OOK (RZ-OOK) scheme in optical wireless communications. Unlike RF, the optical Morse-encoded signal should be real and non-negative due to the intensity modulation/direct detection (IM/DD) mechanism [20].

As mentioned above, the recognition is achieved based on the different time intervals and signal amplitude to distinguish different elements. However, the automatic recognition of manually sent Morse light signals in the real world is facing two obvious challenges. One
is that the unstable typing pace can lead to variations in different elements durations, and the other is the amplitude fluctuation resulting from ambient light noise.

Assume the time intervals of dots, dashes, and spaces in unstable Morse light signals are distributed in a nearly normal fashion [21]. Let us denote $D_1$ and $D_2$ as the dot and dash durations samples, respectively; then, the probability density function (PDF) is expressed as

$$f(D) = \frac{1}{\sqrt{2\pi}} \exp\left(-\frac{(D-\mu)^2}{2\sigma^2}\right),$$  

where $D_1 \sim N(\mu, \sigma^2)$, $D_2 \sim N(3\mu, \sigma^2)$, $\mu$ denotes the means, and $\sigma$ is the scale parameter. By controlling proper $\mu$ and $\sigma^2$, it is able to generate manually sent-like Morse light signals based on the Morse encoding rules as the data source to verify the designed algorithm later.

A histogram of the distribution of different element durations is shown in Figure 2, and it can be clearly seen that the duration ratio changes. Generally, the durations of different elements in the two figures nearly follow a ratio of 1:3 and 1:3:5:7, respectively. In addition, additive white Gaussian noise (AWGN) is considered to be added to the raw Morse data. Figure 3 plots the signal waveform in the time domain with/without noise. It is observed that the noise will cause amplitude fluctuation, but not affect the duration of different elements. In addition, these duration and amplitude variations can lead to errors for recognition.

![Figure 2](image)

**Figure 2.** Histogram of (a) space and (b) dot–dash duration distributions.

![Figure 3](image)

**Figure 3.** Time domain of optical Morse signal with additive white Gaussian noise (AWGN).
2.2. Modified K-Means Clustering Algorithm

The k-means algorithm is one of the most commonly used clustering methods due to its simplicity and efficiency. The basic idea is to partition data samples into k clusters based on the calculated distance between each element and centroid [22–24]. As the practical FSO channels suffer from many factors such as ambient light noise and multi-path dispersion [20], this method is able to optimize the decision threshold of the time-varying received signal and reduce the error rate in this noisy environment. Furthermore, as analyzed in Section 2.1, a notable clustering feature is observed in terms of the element distribution of optical Morse signals, which can be effectively differentiated using the k-means clustering algorithm. The detailed procedure in this case is as follows:

Let \( X \) denote the sampled voltage data set, and initialize \( k \) cluster centroids \( C = [C_1, C_2, \ldots, C_k] \) randomly from \( X \), compute the Euclidean distance between each voltage sample and centroid to find the positions of the clusters’ centroids minimizing the cost function [21], and then assign each sample to its closest cluster centroid, defined as

\[
 j = \text{arg}(\min_{1 \leq i \leq k} \|X - C_i(m)\|)
\]

where \( \| \cdot \| \) represents the Euclidean distance, \( C_i(m) \) is the \( i \)-th cluster centroid during the \( m \)-th iteration, \( X \in S_j(m) \), and \( S_j(m) \) denotes the cluster with the centroid of \( C_j(m) \). Then, update the centroid of each cluster by calculating the mean as follows:

\[
 C_i(m+1) = \frac{1}{n_i} \sum_{X \in S_i(m)} X, \quad (i = 1, 2, \ldots, k)
\]

where \( C_i(m + 1) \) is the \( i \)-th cluster centroid during the \((m + 1)\)-th iteration, \( n_i \) stands for the number of data samples in the \( i \)-th cluster, \( S_i(m) \) denotes the cluster with the centroid of \( C_i(m) \), and \( X \) represents all the data samples in cluster \( S_i(m) \). If the updated centroids remain the same, it indicates that convergence is reached and then stops, described as

\[
 \text{abs}([C_i(m+1) - C_i(m)]) < \text{abs}([C_i(m) - C_i(m-1)]) \times 2\%, \quad (i = 1, 2, \ldots, k).
\]

Otherwise, repeat the step until it reaches convergence.

It is noted that there are also another enhanced clustering method and modified version of the Euclidean distance that yield good performance for high-dimensional datasets [25–27]. The data to be processed by the proposed automatic recognition algorithm include voltage value and level duration, both of which are one-dimensional datasets. Thus, for the ease of implementation in the embedded system, the simplest k-means method and Euclidean distance are chosen in this work, which can also effectively meet the requirement.

In order to adapt this algorithm to the application scenario, we propose several modifications to the clustering process to improve the recognition accuracy. The optimization of the k-means clustering algorithm is as follows:

1. Cluster Centroid Initialization: The digital filter will cause an amplitude level hopping effect in the head and tail of the passing signal, leading to significant deviation. Thus, this part of the signal is designed to be abandoned in this case while selecting the cluster centroid during the iteration.
2. Selection Sort-Assisted (Figure 4): It can be easily known that the obtained \( k \) cluster centroids are in an unordered state. As the purpose of cluster analysis is to distinguish the signals with different durations in the Morse decoding, it is necessary to sort the final \( k \) centroids so that the device can effectively identify different clusters. Considering
the small quantity of centroids and easy implementation in this case, we exploit the widely used selection sort algorithm to rearrange the centroids in a certain order [28].

![Selection sort process.](image)

**3. System Overview**

A schematic diagram of the proposed system is shown in Figure 5, composed of a source computer, arbitrary waveform generator (AWG), LED driver, LED source, lens, receiver module, analog–digital converter (ADC), and MCU. First, the information bits are encoded by a PC into an unstable Morse code set and converted to an analog signal by AWG. Then, the signal is amplified and modulated to drive the LED via the driver circuit for transmitting visible light signals. At the receiver side, the incoming light signal is received by a photodetector (PD) for photoelectric conversion and amplified by a transimpedance amplifier (TIA). Then, the ADC is used to convert the electrical analog signal into a digital signal. Afterward, the digital signal is fed to the MCU for further processing.

![Block diagram of hardware setup.](image)
The Cortex M4-based MCU STM32 is the core part of this whole hardware system, which has a rich peripheral interface with high integration, composed of a serial peripheral interface (SPI), finite impulse response (FIR) filter, timers (TIM), universal synchronous/asynchronous receiver transmitters (USART), and a decode module. The control signal and sampled data stream are transmitted between the MCU chip and ADC using a SPI. After FIR denoising, the sampled signal is further processed by the decode module, where the recognition algorithm is implemented. Then, the USART module is used for the interaction between the automatic recognition system and the host computer, including the transmission of control commands and return of the decoding results. In addition, the TIM module provides a working clock for the entire system to ensure that each functional component can run in an orderly manner.

As indicated in Figure 6, the implementation of our proposed recognition algorithm contains three stages: Signal pretreatment, Morse decoding, and accuracy analysis. The input sampled signal is filtered first by the FIR module to reduce the effects of noise on the subsequent process. Then, the threshold between the high level and low level is determined to classify all the voltage samples into two levels (0 and 1) in the stage of binarization. As there still exist some irregular hopping points after FIR denoising, which will affect the automatic decoding, resulting in the decline of recognition accuracy, the error correction stage is designed as a necessary complement to address this issue by eliminating the spikes in the signal. Afterward, a relatively pure and stable Morse code signal is obtained and classified according to the characteristics of the dot, dash, and space code. After utilizing the dot–dash and space recognition algorithm, the identified Morse code set is able to be interpreted into a string message sequence by table lookup decoding, and is then finally output to the computer for accuracy computation.

![Figure 6. Flowchart of optical Morse signal processing.](image)

4. Signal Pretreatment

The pretreatment stage includes digital filtering, binarization, and hopping points correction. The purpose of this stage is to provide a pure and stable Morse code signal for the subsequent decoding process. Detailed signal processing is provided in the following subsections.
4.1. Digital Filter Denoising

Considering that low-frequency components dominate in the frequency domain of the optical Morse signal (Figure 7), we adopt a FIR low-pass filter with a cutoff frequency of 40 Hz using the Hamming window to mitigate the noise effect, and for the ease of implementation in the MCU as well.

![Figure 7. Frequency domain of optical Morse signal.](image)

4.2. Binarization

In this stage, the proposed modified k-means clustering algorithm is utilized to compute a classification voltage threshold $V_T$ and partition the voltage samples into two levels, representing “1” (i.e., high level) and “0” (i.e., low level), respectively. The specific steps of this process are as follows:

1. Initialize a similarity value $s$, to quantify how similar two clusters are to one another;
2. Perform the mk-means algorithm to classify all the voltage data samples into two sets with the cluster centroids of $C_{V1}$ and $C_{V2}$;
3. Calculate the distance between two centroids by $d = \text{abs} \ (C_{V2} - C_{V1})$. If $d < s$, it means that two clusters are similar. At this time, all sampling values are divided into high or low level. Then, set $V_T = 0$; otherwise, set $V_T = (C_{V2} + C_{V1})/2$;
4. Iterate over all data samples; a value above the obtained threshold in step (3) indicates “1;” meanwhile, a value below indicates “0.”

4.3. Error Correction

In many cases, there exist multiple unexpected glitches in signals after binarization due to the noise effects. As Figure 6 shows, the red circle marks in the block binarization indicate hopping points. Thus, we design the error correction algorithm to eliminate these abnormal hopping voltages and guarantee an accurate subsequent decoding process.

The first step is to compute a threshold of durations for the purpose of localizing the emerging glitch positions. By using the algorithm in Section 2.2, duration data corresponding to each level can be partitioned into three clusters with three centroids in an ascending sort order, denoted by $C_d = [C_{d1}, C_{d2}, C_{d3}]$. Then, if $C_{d2}/C_{d1} > 3.5$, it means that data samples clustered around $C_{d1}$ are from the glitches, and the basic dot duration unit is given by $D_0 = C_{d1}$. Otherwise, it means the waveform is good, no jump level exists, and $D_0 = C_{d2}$. Then, the duration threshold can be obtained as $D_T = e_1 \times D_0$, where $e_1$ denotes an adjustable parameter. In addition, we assume $e_1 = 0.3$ at this time. The ratio 3.5 and $e_1 = 0.3$ are established based on the experimental dataset observations for the optimal decoding result.
To increase the identifying accuracy, we introduce the average voltage amplitude as the second judgement criteria beyond the duration data. The average voltage amplitude refers to the statistical average of all sampled voltage values during a period of one level ("0" or "1"). Assume two new voltage thresholds, described as

\[ V_{TH} = V_T + V_{pp} \times e_2 \]
\[ V_{TL} = V_T - V_{pp} \times e_2 \]

where \( V_T \) is the binarization voltage threshold computed in Section 3.2, \( V_{pp} \) denotes the peak–peak voltage value, and \( e_2 \) represents another adjustable parameter; it is also established based on the experimental dataset observations and is set at 0.25 in this case for the optimal decoding result. In addition, using a different value may lead to erratic performance in our experiment.

Let us denote \( D_c \) and \( V_{ac} \) to the current duration and average voltage value during one level, respectively; then, the glitches can be localized under the following constraint:

\[ D_c < D_T \parallel V_{TL} < V_{ac} < V_T \parallel V_T < V_{ac} < V_{TH}. \]

After marking the hopping glitches, it is time to identify their position relations to the normal voltage level. To be precise, there should be six different statuses of the emerging voltage spikes, which can represent all potential situations. In addition, the voltage spike can be either low or high. As long as the duration of a level is less than the computed duration threshold, it is considered as a voltage spike and merging is performed until meeting a complete voltage level (duration higher than threshold). These six cases are distinguished according to whether the transition part can form a complete level and its adjacent level condition (high or low).

As the Figure 8 shows: (a) If several consecutive spikes can form a complete level after merging their duration (no longer a spike) and its adjacent level is low, then the combined one is set at high, denoted by the red line; (b) similar to (a), if the adjacent is high, then the combined one is set at low; (c) if the combined spike is still a spike after merging their duration and its adjacent level is low, then change it to low level, denoted by the red line; (d) similar to (c), if the adjacent level is high, change it to low level; (e) and (f) if the combined spike still cannot form a complete level after merging their duration, and its previous and next complete levels are of different types (one high and one low), then superimpose half of its duration time to the preceding and succeeding complete levels, respectively.

Take the string “SOS” as an example; Figure 9 presents its corresponding signal waveform during the whole pretreatment process. In addition, some of the error cases mentioned above are marked by the vertical red lines. It can be clearly seen that the emerging voltage spikes after binarization are effectively eliminated using this method, and
a pure and stable Morse-encoded signal interpreting “SOS” is derived after the designed pretreatment stage.

![Figure 9. Pretreatment of Morse signal interpreting “SOS.”](image)

5. Morse Code Decoding

Considering that we have obtained a relatively stable Morse-encoded signal after the pretreatment stage, it is easy to identify the elements using the k-means algorithm and derive the decoded data based on the Morse code table. This stage includes dot–dash recognition, space recognition, and accuracy computation.

5.1. Dot–Dash Recognition

Considering that both dots and dashes are represented by “1” (high level) according to Morse encoding rules, the only difference between them is the time duration. The dot duration is the basic unit of time measurement in code transmission, while the dash duration is three units. As the time duration of the voltage level changes after pretreatment, it is necessary to recalculate the dot, as well as the dash, duration thresholds. Thus, the mk-means clustering algorithm is performed to accomplish the classification of different high-level samples and dot–dash recognition. Figure 10a shows a flowchart of our dot–dash recognition algorithm:

1. Extract the high-level samples output after signal pretreatment, stored in an array;
2. Perform the mk-means method to partition these data samples into two clusters, and store the classification results in a new array HA;
3. Sort the two cluster centroids in ascending order, stored in an array CH, and ensure that CH(0) is less than CH(1). If the order of the cluster centroids changes, then update the centroid index stored in HA;
4. Assume the basic dot duration computed above is $D_0$ and $s = CH(1)/CH(0)$. If $s < 2$, it indicates that the two clusters belong to one common category. At this point, if
$CH(1)/D_0 \leq 2$, then it means all the samples in $HA$ denote “dot,” and all indexes in the array need to be updated to 0; else, if $CH(1)/D_0 > 2$, then it means $HA$ represents “dash,” and the indexes should be updated to 1.

5.2. Space Recognition

In Morse coding rules, space refers to a period of signal absence following each dot or dash, which represents 0 (low level) in binary optical signals. Spaces between adjacent dots and dashes, two letters, words, and sentences are 1, 3, 5, and 7 units long, respectively. Therefore, a similar concept is used to classify all the low-level samples into these four statuses by calculating the time duration threshold. Assume $D_n = CH(0)$ is the new computed basic duration, used to initialize the threshold, and it is noted that while two clusters both indicate “dash” at the same time, $D_n$ is supposed to be $1/3$ of the smaller cluster centroid value. As illustrated in Figure 10b, the space recognition results are stored in an array $LA$, where the element value indicates the exact time duration units. For example, 3 denotes 3 units, representing spaces between adjacent letters.

5.3. Accuracy Computation

To quantify the accuracy of our recognition algorithm, the Levenshtein distance (edit distance) is used by counting the minimum number of edit operations required to transform one string into the other. The modification operations include: (a) Insert a character; (b) delete one character; and (c) replace one character with another. Let us denote $R = [r_1, r_2, \ldots, r_l]$ and $D = [d_1, d_2, \ldots, d_l]$ as the raw data string and the decoded data string, respectively. $m[i,j]$
represents the edit distance between the first \( i \) characters of \( R \) and the first \( j \) characters of \( D \), and is expressed as [29]

\[
m(i, j) = \begin{cases} 
0 & i = 0, j = 0 \\
1 & i = 0, j > 0, \\
1 & i > 0, j = 0 \\
\min(m(i - 1, j) + 1, m(i, j - 1) + 1, m(i - 1, j - 1) + \text{flag}) & i > 0, j > 0 
\end{cases}
\] (7)

where the flag variable is the indicator function equal to 0 when \( R[i] = D[j] \), and equal to 1 otherwise. Then, we have the recognition accuracy,

\[
A = 1 - \frac{|m(i, j)|}{\max(|R|, |D|)},
\] (8)

where \(|R|\) and \(|D|\) represent the length of the raw and decoded data string, respectively. In addition, the procedure of this dynamic programming algorithm to derive the edit distance is shown in Algorithm 1:

**Algorithm 1 String similarity algorithm**

1: procedure Levenshtein Distance \((R, D)\)
2: int \(m[i,j] = 0\)
3: for each \(i \leftarrow 1\) to \(|R|\) do
4: \(m[i,0] = i\)
5: end for
6: for each \(j \leftarrow 1\) to \(|D|\) do
7: \(m[0,j] = j\)
8: end for
9: for each \(i \leftarrow 1\) to \(|R|\) do
10: for each \(j \leftarrow 1\) to \(|D|\) do
11: \(t \leftarrow \) if \((R[i] = D[j])\) then 0 else if 1
12: \(m[i,j] = \min\{m[i-1,j-1] + t, m[i-1,j] + 1, m[i,j-1] + 1\}\)
13: end for
14: end for
15: return \(m[|R|, |D|]\)
16: end procedure

6. Experimental Validation

6.1. Experimental Setup

The experimental testbed for our proposed system prototype is shown in Figure 11; we use this prototype to generate a real optical Morse encoded signal and verify the feasibility of our proposed automatic recognition approach.
Figure 11. Demonstration of proposed free-space optical (FSO) prototype: (a) Transmitter side, (b) receiver side.

At Tx, an unstable Morse encoded signal is first produced by an arbitrary waveform generator (AWG 7051). Then, it is modulated to the LED (XLamp® XP-L2) driven by the self-designed driving circuit packed inside the lamp. Note that a signal lamp consisting of LED arrays is employed in our system for the purpose of simulating the maritime optical communication scenarios. At Rx, we use an optical lens (ZLKC-KM5012MP8) with a focal length of 50 mm to narrow the field-of-view (FOV) of the receiver, thereby mitigating the incoming ambient light noise. The emitted light signal is captured by a self-designed optical receiving module including an avalanche photo-diode (S8664-50K) and a transimpedance amplifier (LTC6268-10) with a high gain factor of 2 million times. Then, after analog–digital conversion by ADS8866 (16-bit resolution), the signal is applied to the STM32F446 embedded system [30] and processed based on our proposed approach. The sampling period is $T_s = 2.7$ ms, and the sampling rate of the ADC is set at $F_s = 375$ Hz to guarantee that there are at least 20 C30 samples during the period of a basic dot unit.

Finally, the output recognition results are analyzed on the computer in real time using the algorithm mentioned in Section 4.3, and the accuracy performance is determined. The key parameters of the devices used in this system are listed in Table 1.

| Device | Manufacturer | Model         |
|--------|--------------|---------------|
| AWG    | Tektronix    | AWG 7051      |
| LED    | Cree Inc     | XLamp® XP-L2  |
| Lens   | ZhiSai Technology | ZLKC-KM5012MP8 |
| APD    | Hamamatsu Photonics | S8664-50K      |
| TIA    | Linear Technology | LTC6268-10    |
| ADC    | Texas Instruments | ADS 8866      |
| MCU    | STMicroelectronics | STM32F446     |

6.2. Recognition Accuracy Evaluation

In the experiments, a Morse-encoded signal interpreting the string “hello world” is generated on the computer with MATLAB using the method in Section 2.1, and the durations and amplitude fluctuation are considered by controlling the $\mu$ and $\sigma^2$ and adding AWGN, respectively. We first investigate the offline performance. Figure 12 shows the off-line pretreatment results based on the mk-means clustering algorithm. One can
observe that the obtained waveform is just the same as the original signal, which indicates that our method works well.

![Figure 12. Simulation results of Morse signal interpreting “hello world.”](image)

Then, the prototype is used to test the real-time decoding accuracy. The optical signal emitted from LED arrays is received by the photo detector and then processed in the embedded system; the translation results are obtained by the serial port software on the computer. Figure 13 displays the real-time recognition results in the Serial Assistant software derived from STM32. It is also observed that the decoding results are exactly the same as the raw string “hello world.” It is worth noticing that the transceiver was originally designed for the long-range outdoor environment and can support 4.8 km FSO communication [31]. The transmitter consists of more than 30 LEDs, each at a DC forward current of 1500 mA and a corresponding electrical power of 4.35 W, which is enough for indoor optical wireless communication. Thus, the received optical power maintains a high level in the laboratory environment, and the recognition accuracy also remains the same after increasing the distance from 1 to 6 m.

![Figure 13. Real-time optical Morse code recognition results.](image)

6.3. System Robustness Evaluation

To evaluate the performance and robustness of our system, we investigate the recognition accuracy under different signal-to-noise ratio (SNR) conditions. Considering that it is difficult to accurately control the SNR of the input signal over the optical path, the experiment is conducted between the PC and STM32 through the serial port. During the
test, two English texts containing 2196 characters were selected as the raw data, and each character appeared randomly. Note that the transmitting data volume is far more than that of usual use in our considered real maritime scenario.

The specific test procedure is as follows: First, the raw data of length 2196 characters are Morse-encoded and superimposed with noise in MATLAB. By controlling the proportion of noise samples, the Morse-encoded signal data with different SNRs (−3–6 dB) is generated on the PC and then transmitted to the STM32-embedded system through the serial port; secondly, STM32 stores and decodes the received data and returns the recognition results back to the host computer. Finally, in the host computer, the original and decoded data file are examined, and the decoding accuracy is statistically analyzed. The statistical decoding results during the experiment are listed in Table 2.

Table 2. Recognition results under different signal-to-noise ratios (SNRs).

| SNR (dB) | Total Characters | Correct Characters | Accuracy  |
|---------|------------------|-------------------|-----------|
| −3      | 2196             | 1979              | 90.1%     |
| −1      | 2196             | 2003              | 91.2%     |
| 1       | 2196             | 2038              | 92.8%     |
| 3       | 2196             | 2102              | 95.7%     |
| 5       | 2196             | 2128              | 96.9%     |
| 6       | 2196             | 2176              | 99.1%     |

The curve of recognition accuracy versus SNR derived from Table 2 is plotted in Figure 14. It is noticed that the decoding accuracy increases with the growth of the SNR. Our proposed approach can achieve an average automatic recognition accuracy of more than 90% when the SNR of the input signal is greater than −3 dB. Furthermore, an accuracy of over 95% is observed with an SNR greater than 3 dB. In the case that the noise is relatively strong with an SNR of −3 dB, the system can still achieve a good accuracy of 90.1%. Thus, we conclude that, in the presence of ambient light noise, the proposed mk-means based recognition system still performs well in terms of the decoding accuracy performance.

Figure 14. Recognition accuracy under different SNRs.

7. Conclusions

In conclusion, we proposed an automatic recognition scheme for maritime optical Morse lamps based on a modified k-means clustering algorithm. A flexible FSO communication prototype consisted of LED arrays, and an MCU was constructed for real data collection and real-time decoding. We also investigated the performance of the proposed approach including recognition accuracy, as well as system robustness. Real-time recognition results derived from the MCU indicate that the accuracy increases with the
growth of the SNR, and can reach more than 99%. It is worth mentioning that our proposed modified k-means clustering algorithm can also be applied in other digital communication systems for decision threshold optimization and is adaptive to different channel characteristics. In the future, we will further investigate the recognition performance based on other ML-based clustering algorithms.
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