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Abstract

Categorization of business processes is an important part of auditing. Large amounts of transnational data in auditing can be represented as transactions between financial accounts using weighted bipartite graphs. We view such bipartite graphs as many-valued formal contexts, which we use to obtain explainable categorization of these business processes in terms of financial accounts involved in a business process by using methods in formal concept analysis. The specific explainability feature of the methodology introduced in the present paper provides several advantages over e.g. non-explainable machine learning techniques, and in fact, it can be taken as a basis for the development of algorithms which perform the task of clustering on transparent and accountable principles. Here, we focus on obtaining and studying different ways to categorize according to different extents of interest in different financial accounts, or \textit{interrogative agendas}, of various agents or sub-tasks in audit. We use Dempster-Shafer mass functions to represent agendas showing different interest in different set of financial accounts. We propose two new methods to obtain categorizations from these agendas. We also model some possible deliberation scenarios between agents with different interrogative agendas to reach an aggregated agenda and categorization. The framework developed in this paper provides a formal ground to obtain and study explainable categorizations from the data represented as bipartite graphs according to the agendas of different agents in an organization (e.g. an audit firm), and interaction between these through deliberation.
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1 Introduction

\textit{Financial auditing} is the process of examining and providing an independent, third-party, expert opinion on the truth and fairness of financial information being presented by a company, and the compliance of this information with applicable accounting standards and relevant legislation. Auditors collect, weight, and combine information in formulating their judgment about the truth/fairness of their clients’ financial statements. At the core of auditing is the \textit{qualitative} evaluation of the aggregate of all the relevant data of the financial report of the given firm. Auditors exercise professional judgment in determining the type and extent of information to collect, and in assessing the implications of this information. To form their judgement, auditors employ their training, experience, industry knowledge, and other forms of information-gathering that may not always be uniformly recorded. A financial audit is broken up into components, corresponding to the individual entities
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belonging to the consolidated company (e.g. legal entities, branches, departments), as well as separate business cycles (e.g. order-to-cash, procure-to-pay, financing, payroll), their related balance sheet and income statement accounts, and the company’s assertions about these accounts (e.g. their completeness, existence, accuracy, valuation, ownership, and their correct presentation in the financial statements). To collect evidence pertaining to each assertion, auditors choose a mixture of procedures on each component. These procedures range from risk assessment, the testing of design and operating effectiveness of internal controls, analytical procedures, statistical and non-statistical sampling and other detail testing procedures. Procedures may be geared to all aggregation levels, ranging from the entity as a whole to a specific assertion of a specific part of a financial statement account. The objective of the auditor then is to aggregate all evidence obtained, both confirming and disconfirming, to issue an opinion as to whether the financial statements present fairly, in all material respects, the financial position of the company as of the balance sheet date and the results of its operations and its cash flows for the year then ended in accordance with generally accepted accounting principles in the country where the report is issued. Because precise guidelines for information, collection, and evaluation in auditing do not exist, individual and collective professional judgment plays a key and pervasive role in auditing [38].

**State-of-the-art.** Text-analysis techniques, AI and data-analytic methods have already been very useful to speed up the controlling function of auditors by flagging low-level, individual anomalies (e.g. entries with keywords of a questionable nature, entries from unauthorized sources, or an unusually high number of journal entry postings just under authorized limit) [40, 54, 22, 73]. However, even in the absence of low-level anomalies, it is an auditor’s task to detect higher-level anomalies concerning the coherence of all information at different aggregation levels of the financial information, when combined together: indeed, one and the same event or action in the life of a company is witnessed by evidence at multiple levels (e.g. at the overall financial statement level, at the account level, at the transactions stream level, and at the individual assertion level of accounts). Also, certain items of evidence pertain to multiple assertions of an account. For example, confirmation of accounts receivables pertains to the “Existence” and “Valuation” assertions of the accounts receivable balance. The core of an auditor’s work is to provide a higher-level, qualitative judgment on whether all these different pieces of evidence lead to a coherent picture of any given event, and hence to a fair presentation of the company’s financial information.

**Challenges.** The extant research on the formal foundations of the reasoning at the core of auditing [59, 68, 66, 20, 69, 29, 67, 19, 46] has highlighted several inadequacies of probability theory for representing uncertainty in audit judgments, the most prominent of which are the logical implications stemming from the complementarity of probabilities, and the ensuing difficulty in drawing the distinction—critical to the practice of auditing—between the absence of evidence in support of a statement and the presence of evidence to its contrary. This literature has advocated the use of Dempster-Shafer’s theory of belief functions [17, 58] to overcome this problem. However, the extant literature has not yet developed specific formal models for audit on which machine learning algorithms can be designed and tested. This is the first issue which this paper starts to address. Moreover, as pointed out earlier, most current AI techniques focus on detecting low-level anomalies taken in isolation, while there is not yet much work in AI specifically tailored to assist auditors on their higher-level tasks. As we will argue, the contributions of the present paper set the stage for addressing also this second aspect.

**Aims and contributions.** The present paper starts a line of research aimed at developing formal models specifically designed to analyse and represent the higher-level processing of information of experienced auditors, and at using this formal understanding as a base to develop data-analytic tools specifically designed to flag higher-level anomalies.

Specifically, we posit that the experienced auditors’ evaluation of evidence is rooted in a process of category-formation, by which pieces of evidence are clustered together in categories which are possibly very different from the “natural” or “official” categories with which the evidence is presented in the self-reported financial statement of the given company under examination. These categories provide the context of evaluation in which different and possibly very heterogeneous pieces of evidence are compared with/against each other, and their overall coherence is evaluated via this comparison.

**Background theory: Formal Concept Analysis.** Accordingly, the formal framework presented in this paper is set within the many-valued counterpart of Formal Concept Analysis [75, 4], in which (vague) categories
are represented as the formal concepts associated with bipartite weighted graphs seen as \textit{fuzzy formal contexts} \cite{75, 4}, each consisting of two domains \(A\) (of objects) and \(X\) (of features), and a weighted relation \(I\) between them.

Besides the fact that, mathematically, both bipartite graphs (whether weighted or not, directed or not) and formal contexts are isomorphic structures\footnote{Since the objects and features of a formal context can be seen as disjoint vertex sets of a bipartite graph respectively, and the incidence relation between the two sets can be seen as the set of edges.}, they are both used to represent data \cite{75, 62, 41, 49, 55, 55, 48, 10}, and in particular bipartite graphs have been used in \cite{49, 55, 55, 48, 10}. Regarding bipartite graphs as formal contexts allows for access to the well-known representation of the hierarchy of formal concepts associated with each formal context \cite{5}, and hence provides a formally explicit categorization process associated with modelling data as bipartite graphs. Formal concept analysis provides:

1. a hierarchical, rather than flat, categorization of objects.
2. categories that have a double (i.e. both extensional and intensional) representation, which allows to make them explainable, in the sense that each category can be effectively reconstructed in terms of its features.
3. a more structured control of categorization based on the generation of categories from arbitrary subsets of objects or of features. That is, the we can add or remove objects or features from the categorization in straightforward manner and study or explain resulting categorization in a formal way.
4. the basis for a formal framework for addressing and supporting vagueness, epistemic uncertainty, evidential reasoning, and incomplete information \cite{13, 12, 26}.

Besides these advantages in categorization, this conversion would allow us to access tools in formal concept analysis developed for several applications like knowledge discovery and management, information retrieval, attribute exploration \cite{52, 53, 50, 71, 51, 28, 75}.

Clustering nodes of one or both types in a bipartite graph is an important problem in several fields \cite{81, 76, 7, 6, 77, 30}, and there have been several approaches to address this task \cite{56, 81, 30}. One particularly relevant example for the present paper concerns clustering of nodes of a bipartite graph which represents the network of financial transactions (i.e. a \textit{financial statements network}). Financial statements networks \cite{7} are bipartite graphs \(G = (A, X, I)\), where \(A\) is the set of business processes, \(X\) is the set of financial accounts (e.g. tax, revenue, trade receivables), and \(I : A \times X \rightarrow [-1, 1]\) is such that, for any business process \(a\) and any financial account \(x\), the value of \(I(a, x)\) is the share of \(a\) into \(x\), where the (positive or negative) sign of \(I(a, x)\) represents whether money is credited into or debited from \(x\) in \(a\), respectively. By a \textit{business process}, here we mean a set of credit and debit activities meant to produce a specific output \cite{7}. For example, all transaction relating to a sale of an object constitute a business process. Given the journal entry data we can map a collection of records to a particular business process. Any business process \(a\) can then be described in terms of the values of \(I(a, x)\) for any \(x \in X\). This description yields a categorization of business processes which can be of interest in several applications \cite{7, 6}. To make processing and interpreting contexts easier, many-valued formal contexts \(G = (A, X, I)\) as above may be converted into two-valued formal contexts using conceptual scaling \cite{27}.

\textbf{Interrogative agendas.} As mentioned above, the final outcome of the auditing process is the formation of a qualitative opinion, by expert auditors, on the fairness and completeness of a given firm’s financial accounts. Towards the formation of their opinion, not all features have the same weight in the eyes of the auditors: indeed, different auditors may have different views about which parts of the financial accounts they consider more relevant to the formation of their opinion. For example, an auditing task may be subdivided among different auditors focusing on different tasks. Auditors doing a specific task may be much more interested in some specific financial accounts than others. For example an auditor may be focusing on the specific task relating more to the books of the tax department, and have more interest in the features like revenue, tax, and fixed assets while for another auditor focusing on a task for which business processes relating to the human resources department are of more importance, the features of interest may be other expenses and personnel expenses. In the case, a certain set of features has significantly more relevance to an agent (auditor) we can model this situation by setting this set of features to be the agenda or features of interest of that agent. In many cases, the agenda of an agent may not be realistically approximated in such a simple way but might consist of different relevance or importance values assigned to the different set of features. In such cases, we would use Dempster-Shafer mass functions to represent such agendas.
Another reason why features do not have the same weight or importance to an auditor is connected with the different degrees of risk in the functioning of certain departments of a firm. Different departments or groups of transactions may have different perceived degree of risk leading an auditor to assign different importance to different financial accounts involved.

Similarly to the different epistemic attitudes entertained by experts auditors, also different procedures used in auditing may focus unequally on different features (financial accounts). For example, some methods may be more accurate in detecting inconsistencies in revenue data compared to detecting inconsistencies in personal expenses data, or vice-versa. In such situations, categorizations of business processes based on different features may be useful in understanding which methods are more effective for which business processes, choosing samples to be used in different processes and analyzing results in decision-making. This may also be helpful in categorization of errors obtained from such methods, a topic of significant interest in auditing [32, 60]. In the proposed framework, the different epistemic attitudes of expert auditors are formalized by the notion of interrogative agenda (or research agenda[25]). The framework introduced in the present paper may be also used to provide a better identification of the anomalies causing given business processes to be classified as fraudulent or inconsistent. Such categorizations may be very useful in understanding source and extent of concerns and in making decision about which additional data may be needed in decision-making. Besides introducing a framework for such categorizations, the present work also discusses methods for formalizing how all these different classification methods interact, which may be useful not only in understanding the interactions between these processes, but also for pooling their outcomes together in decision-making.

A logical framework. So far, we have described our first contributions, starting from considering financial statements networks as formal contexts; we have also discussed that this approach provides a natural and structured way to categorize business processes based on different agendas. This approach also allows us to consider other features (e.g. time of transactions, value, location) which might not be present in the network itself. There have been some attempts in the past to study the formal contexts obtained by restricting to subsets of features to obtain formal contexts of interest [11]. In this work, we introduce a logical framework specifically designed to systematically represent and reason about the different ways business processes can be categorized on the basis of different subsets of features selected on the basis of the different epistemic attitudes of agents (expert auditors), as well as the interaction between and possible aggregation of these various categorizations, by means of a deliberation process. The interaction between agents (auditors), their agendas, objects, and categories can be further augmented with several useful notions, including preference orders, similarities, influences, and dependencies among features.

Preference-aggregation via generalized Dempster-Shafer theory. We extend the logical framework described above to the cases where the different interrogative agendas of the various agents might induce different priorities over the set of features used for categorization. Such priorities can be represented as Dempster-Shafer mass functions on the set of agendas. These mass functions on agendas also induce mass functions on different categorical hierarchies (concept lattices), and represent priorities for each categorization based on these agendas. Dempster-Shafer theory has been applied to model reasoning under uncertainty about categorization of objects and features, or for describing preferences for certain categories in a given categorization [26]. In the same works, a Dempster-Shafer mass function is defined over a given concept lattice representing evidence for a set of objects or features belonging to a category or preference in that category. Here, we take a different approach, and use Dempster-Shafer theory to describe the priority or importance of different set of features in categorization using Dempster-Shafer mass functions. That is, mass functions are used to choose which categorization is relevant to a given task. We then try to formalize deliberation between the agents with different agendas represented by mass functions using aggregation rules in Dempster-Shafer theory.

We use the terms crisp and non-crisp in this paper to talk about agendas given by a set of features, and a Dempster-Shafer mass function on the power-set of features respectively. The term crisp signifies the fact that model has a fixed set of agendas and thus leads to a single categorization. While, the term non-crisp highlights that the Dempster-Shafer mass functions give different priority or preference values to different sets of features (agendas) and leads us to a mass function on different possible categorizations.

Structure of the paper. In Section 2 we describe a small financial statements network and show how different set of features give different categorizations of business process in this small network. In Section 3 we give preliminaries on formal concept analysis, Dempster-Shafer theory, interrogative agendas, and financial statements networks. In Section 4 we describe our logical framework for reasoning with different interrogative
agendas and categorizations obtained from them. In Section 5, we use logical framework developed in Section 4 to model possible deliberation scenarios among different agents. In Section 6, we describe non-interrogative agendas given by Dempster-Shafer mass functions and categorizations obtained from these. We also propose methods to obtain a single crisp categorization approximating this non-crisp categorization. In Section 7, we try to formalize possible deliberation scenarios among different agents having agendas represented by Dempster-Shafer mass functions. Finally, in Section 7, we revisit the financial statements network described in Section 8 and describe categorizations obtained from it under different crisp and non-crisp agendas. Finally in Section 9, we give our conclusions and mention several directions for future research.

## 2 Example

In this section, we informally illustrate the ideas discussed in the introduction by way of a toy example. Consider the financial statements network represented in Table 3, with business processes \( \{a_1, a_2, \ldots, a_{12}\} \) and financial accounts \( \{x_1, x_2, \ldots, x_6\} \) specified as follows:

|     | tax       | revenue  |
|-----|-----------|----------|
| x_1 | cost of sales | personnel expenses |
| x_3 | inventory  | x_6      |

As discussed above, each cell of the Table 3 reports the value of the (many-valued) relation \( I : \{a_1, \ldots, a_{12}\} \times \{x_1, \ldots, x_6\} \rightarrow [-1, 1] \), which, for any business process \( a \) and account \( x \), represents the share of \( a \) in \( x \).

Let \( j_1, j_2, \) and \( j_3 \) be agents with different agendas. Specifically, agent \( j_1 \) is interested in the financial accounts \( x_1 \) (tax), \( x_2 \) (revenue), and \( x_5 \) (inventory), agent \( j_2 \) in \( x_1 \) (tax), \( x_2 \) (revenue), and \( x_3 \) (cost of sales), while agent \( j_3 \) is interested in \( x_1 \) (tax), and \( x_3 \) (cost of sales). The various ways of categorizing \( \{a_1, a_2, \ldots, a_{12}\} \) (i.e. forming concept lattices) under these different agendas by using interval scaling with 5 intervals of equal length between \([-1, 1]\) are shown in the following diagrams. It is clear that the categorizations obtained differ from each other depending on criterion used. For example, business processes \( a_1, a_3, a_5 \) are indistinguishable under the agenda of \( j_2 \), while \( a_2 \) forms a singleton category under the agenda of \( j_3 \), and hence is distinguishable from all other business processes. The business process forming smaller categories may be considered uncommon and may be of further interest in auditing tasks. However, as shown by the above example, this is influenced by the set of features or agenda used for categorization. In Section 8, we will consider more examples of categorizations obtained from different agendas associated with individual agents, and the agendas obtained as outcomes of processes of deliberation.

![Figure 1](image-url)

Figure 1: Left: categorization obtained from the agenda of \( j_1 \), Right: categorization obtained from the agenda of \( j_3 \).

---

2 Interval scaling is one of the methods used commonly for conceptual scaling. For more, see [27].
Figure 2: Categorization obtained from the agenda of j2.

3 Preliminaries

Formal contexts and their concept lattices. A formal context \([85, 12, 26, 14, 15]\) is a structure \([A, X, I]\) such that \(A\) and \(X\) are sets, and \(I \subseteq A \times X\) is a binary relation. Formal contexts can be thought of as abstract representations of databases, where elements of \(A\) and \(X\) represent objects and features, respectively, and the relation \(I\) records whether a given object has a given feature. Every formal context as above induces maps \(I^{(1)} : \mathcal{P}(A) \to \mathcal{P}(X)\) and \(I^{(0)} : \mathcal{P}(X) \to \mathcal{P}(A)\), respectively defined by the assignments

\[
I^{(1)}[B] := \{ x \in X \mid \forall a (a \in B \Rightarrow ax) \} \quad \text{and} \quad I^{(0)}[Y] = \{ a \in A \mid \forall x (x \in Y \Rightarrow ax) \}.
\]  

A formal concept \(^{1}\) of \([A, X, I]\) is a pair \(c = ([c] \subseteq A, \{c\} \subseteq X)\) such that \([c] \subseteq A, \{c\} \subseteq X\), and \(I^{(1)}([c]) = \{c\}\) and \(I^{(0)}(\{c\}) = \{c\}\). A subset \(B \subseteq A\) (resp. \(Y \subseteq X\)) is said to be closed, or Galois-stable, if \(\text{Cl}_1(B) = I^{(0)}[I^{(1)}[B]] = B\) (resp. \(\text{Cl}_2(Y) = I^{(1)}[I^{(0)}[Y]] = Y\)). The set of objects \([c]\) is the extension of the concept \(c\), while the set of features \(\{c\}\) is its intension\(^2\). The set \(L(P)\) of the formal concepts of \(P\) can be partially ordered as follows: for any \(c, d \in L(P)\),

\[
c \leq d \quad \text{iff} \quad [c] \subseteq [d] \quad \text{iff} \quad \{c\} \subseteq \{d\}.
\]  

With this order, \(L(P)\) is a complete lattice, the concept lattice \(P^+\) of \(P\). As is well known, any complete lattice \(L\) is isomorphic to the concept lattice \(P^+\) of some formal context \(P\) \(^{3}\). A formal context \(P\) is finite if its associated concept lattice \(P^+\) is a finite lattice\(^4\).

Dempster-Shafer theory. Belief and plausibility functions are one proposal among others to generalise probabilities to situations in which some predicates cannot be assigned subjective probabilities. In this section, we

---

\(^{1}\) We will often use \(\text{Cl}\) instead of \(\text{Cl}_1\) and \(\text{Cl}_2\) when it is clear from the context to which closures we are referring to, i.e., when the type of the input is clear from the context.

\(^{2}\) The symbols \([c]\) and \(\{c\}\), respectively denoting the extension and the intension of a concept \(c\), have been introduced and used in the context of a research line aimed at developing the logical foundations of categorization theory, by regarding formulas as names of categories (formal concepts), and interpreting them as formal concepts arising from given formal contexts \([13, 26, 14, 15]\).

\(^{3}\) Notice that if \(P = (A, X, I)\) is such that \(A\) and \(X\) are finite sets, then \(P^+\) is a finite lattice, but the converse is not true in general. For instance, if \(P = (A, X, I)\) gives rise to a finite lattice, then so does \(P' = (A', X, I')\) where \(A' := A \cup \mathbb{N}\) and \(a'I'x\) iff \(a' \in A\) and \(ax\).

---

6
collect preliminaries on belief and plausibility functions on sets (for more details on imprecise probabilities and Dempster-Shafer theory see [72, 79]).

**Belief, plausibility and mass functions.** A belief function (cf. [58] Chapter 1, page 5) on a set $S$ is a map $\text{bel} : \mathcal{P}(S) \rightarrow [0, 1]$ such that $\text{bel}(S) = 1$, and for every $n \in \mathbb{N}$,

$$\text{bel}(A_1 \cup ... \cup A_n) \geq \sum_{\sigma \neq I[1,...,n]} (-1)^{|\sigma|+1} \text{bel}\left(\bigcap_{i \in I} A_i\right).$$  \hfill (3.3)

A plausibility function on $S$ is a map $\text{pl} : \mathcal{P}(S) \rightarrow [0, 1]$ such that $\text{pl}(S) = 1$, and for every $n \in \mathbb{N}$,

$$\text{pl}(A_1 \cup A_2 \cup ... \cup A_n) \leq \sum_{\sigma \neq I[1,...,n]} (-1)^{|\sigma|+1} \text{pl}\left(\bigcap_{i \in I} A_i\right).$$  \hfill (3.4)

Belief and plausibility functions on sets are interchangeable notions: for every belief function $\text{bel}$ as above, the assignment $X \mapsto 1 - \text{bel}(X)$ defines a plausibility function on $S$, and for every plausibility function $\text{pl}$ as above, the assignment $X \mapsto 1 - \text{pl}(X)$ defines a belief function on $S$. Let $S$ be some set. A Dempster-Shafer mass function is a map $m : \mathcal{P}(S) \rightarrow [0, 1]$ such that

$$\sum_{X \subseteq S} m(X) = 1. \hfill (3.5)$$

A probability mass function is a map $m : \mathcal{P}(S) \rightarrow [0, 1]$ such that

$$\sum_{x \in S} m(x) = 1. \hfill (3.6)$$

We use mass function to mean a Dempster-Shafer mass function unless stated otherwise.

On finite sets, belief (resp. plausibility) functions and mass functions are interchangeable notions: any mass function $m$ as above induces the belief function $\text{bel}_m : \mathcal{P}(S) \rightarrow [0, 1]$ defined as

$$\text{bel}_m(X) := \sum_{Y \subseteq X} m(Y) \quad \text{for every } X \subseteq S,$$  \hfill (3.7)

and conversely, any belief function $\text{bel}$ as above induces the mass function $m_{\text{bel}} : \mathcal{P}(S) \rightarrow [0, 1]$ defined as We use standard notation and terms from Dempster-Shafer theory which can be found in any common reference for it, for example, see [57, 79],

$$m_{\text{bel}}(X) := \text{bel}(X) - \sum_{Y \subseteq X} (-1)^{|X \setminus Y|} \text{bel}(Y) \quad \text{for every } X \subseteq S.$$  \hfill (3.8)

**Definition 1.** For any mass function $m : \mathcal{P}(X) \rightarrow [0, 1]$, its associated quality function $q_m$ is given as follows. For any $Y \subseteq X$,

$$q_m(Y) = \sum_{Y \subseteq Z} m(Z).$$

**Interrogative agendas and their formal epistemic theory.** In epistemology and formal philosophy, an epistemic agent’s (or a group of epistemic agents’, e.g. users’) interrogative agenda (or research agenda [25]) indicates the set of questions they are interested in, or what they want to know relative to a certain circumstance (independently of whether they utter the questions explicitly). Interrogative agendas might differ for the same agent in different moments or in different contexts; for instance, my interrogative agenda when I have to decide which car to buy will be different from my interrogative agenda when I listen to a politician’s speech. In each context, interrogative agendas act as cognitive filters that block content which is considered irrelevant by the agent and let through (possibly partial) answers to the agent’s interrogative agenda. Only the information the agent considers relevant is actually absorbed (or acted upon) by the agent and used e.g. in their decision-making.

\footnote{Here $\overline{X}$ denotes the complement of $X$ with respect to $S$.}
in the formation of their beliefs, etc. Interrogative agendas can be organized in hierarchies, and this hierarchical structure serves to establish whether a given interrogative agenda subsumes another, and define different notions of “common ground” among agendas. Deliberation and negotiation processes can be understood in terms of whether and how decision-makers/negotiators succeed in modifying their own interrogative agendas or those of their counterparts, and the outcomes of these processes can be described in terms of the “common ground” agenda thus reached. Also, phenomena such as polarization [47], echo chambers [70] and self-fulfilling prophecies [45] can be understood in terms of the formation and dynamics of interrogative agendas among networks of agents.

Logical modelling of interrogative agendas. As discussed above, interrogative agendas are in essence (conjunctions of) questions. An influential approach in logic [34] represents questions as equivalence relations over a suitable set of possible worlds \( W \) (representing the possible states of affairs e.g. relative to a given situation). The equivalence relations on any set form a general complete lattice \( E(W) \) [5], an ordered algebra (which is ‘general’ in the sense that the distributivity laws \( x \land (y \lor z) = (x \land y) \lor (x \land z) \) and \( x \lor (y \land z) = (x \lor y) \land (x \lor z) \) do not need to hold in it), which formally represents the hierarchical structure of interrogative agendas discussed above. Although the lattices \( E(W) \) are in general not even distributive, they resemble powerset algebras in some important respects, for instance in their being join-generated and meet-generated by their atoms and co-atoms respectively (for a proof see the Appendix [66]). The following proposition characterizes the set \( J^\infty(E(W)) \) of atoms and the set \( M^\infty(E(W)) \) of co-atoms of \( E(W) \).

**Proposition 2.** For any set \( W \), if \( |W| \geq 2 \), then

1. \( e \in M^\infty(E(W)) \) iff \( e \) is identified by some partition of the form \( E_X := \{X, W \setminus X\} \) with \( \emptyset \subseteq X \subseteq W \).

2. \( e \in J^\infty(E(W)) \) iff \( e \) is identified by some partition of the form \( E_{xy} := \{\{x\}, \{y\}, \{z\} | z \in W \setminus \{x, y\}\} \) with \( x, y \in W \) such that \( x \neq y \).

![Figure 3](image-url)

Figure 3: The lattices of equivalence relations on the three-element set \( W := \{a, b, c\} \), and the four-element set \( W := \{a, b, c, d\} \). In the lattice on the left, \( e_b \) corresponds to the partition \( \{(b), \{a, c\}\} \). In the lattice on the right, \( e_{xy} = \{(x), \{y\}, W \setminus \{x, y\}\} \) for all \( x, y \in \{a, b, c, d\} \), and the unlabelled nodes correspond, from left to right, to the partitions \{\{a, b\}, \{c, d\}\}, \{(a, c), \{b, d\}\}, and \{(a, d), \{b, c\}\}, respectively.

It is well known that every general lattice is a sublattice of the lattice of equivalence relations on some set \([74]\). This immediately implies that the negation-free fragment of classical propositional logic without the distributivity axioms (which we refer to as the basic non-distributive logic) is sound and complete w.r.t. the class of lattices of equivalence relations. Hence, the basic non-distributive logic can be regarded as the basic logic of interrogative agendas. This basic framework naturally lends itself to be enriched with various kinds of logical operators, such as epistemic operators, which represent the way in which the interrogative agenda of an agent (or a group of agents) is perceived or known by another agent (or group), and dynamic operators, which encode the changes in agents’ interrogative agendas. Of particular interest for the sake of this research line is the possibility of enriching the basic framework with heterogeneous operators, suitable to encode the interaction among different kinds of entities; for instance, operators that associate (groups of) agents with their (common) interrogative agenda \( \Diamond \varphi \), or operators that associate pairs \((e, \varphi)\), such that \( e \) is an interrogative agenda and \( \varphi \)

---

7For any lattice \( \mathcal{A} \), the symbols \( J^\infty(\mathcal{A}) \) and \( M^\infty(\mathcal{A}) \) are standard for denoting the sets of the completely join- and meet-irreducible elements of \( \mathcal{A} \), respectively [31, 24].
is a formula (event), with the formula $e \leadsto \varphi$, representing the content of $\varphi$ ‘filtered through’ the interrogative agenda $e$. On the basis of these ideas, a fully-fledged formal epistemic theory of the interrogative agendas of social groups and individuals can be developed, and in the following sections we will start building this theory.

As discussed in the introduction, in the present paper we aim at modelling the different ways different agents categorize, based on the different subsets $Y$ of a given set $X$ of features they consider relevant. Let $u$ be an irrelevant feature which every object under consideration has. Let $X' = X \cup \{u\}$. We identify the features which are not in the given interrogative agenda with the irrelevant feature $u$ via an equivalence relation. This can be interpreted as treating these features as irrelevant. Accordingly, we will model the epistemic stance of an agent $j$ who considers the features in $Y \subseteq X$ relevant as the interrogative agenda (i.e. the equivalence relation on $X'$) identified by the partition $\{(x) \mid x \in Y\} \cup \{X' \setminus Y\}$. That is, the interrogative agenda of agent $j$ identifies each feature that $j$ considers relevant only with itself, and identifies all the other features with the irrelevant feature $u$. Notice that equivalence relations corresponding to partitions of this shape are exactly those that are meet-generated by co-atoms identified by bi-partitions of the form $\{(x), X' \setminus \{x\}\}$, that is, bi-partitions of $X'$ such that one cell is a singleton set with an element from $X$. In what follows, rather than working with the whole lattice $\mathbb{E}(X')$, we will only work with the sub-meet-semilattice $\mathbb{D}$ of $\mathbb{E}(X')$ which is meet-generated by those elements $m_x \in M^\infty(\mathbb{E}(X'))$ which are identified by bi-partitions of the form $\{(x), X' \setminus \{x\}\}$, for each $x \in X$. The following proposition provides an equivalent representation of $\mathbb{D}$, which somewhat simplifies the exposition.

**Proposition 3.** For every set $X$, the sub-meet-semilattice $\mathbb{D}$ of $\mathbb{E}(X')$ which is meet-generated by those elements $m_x \in M^\infty(\mathbb{E}(X'))$ identified by bi-partitions of the form $\{(x), X' \setminus \{x\}\}$ is order-isomorphic to $(\mathcal{P}(X), \supseteq)$.

**Proof.** For every $Y \in \mathcal{P}(X)$, let $e_Y \in E(X')$ be identified by the partition $\{(x) \mid x \in Y\} \cup \{X' \setminus Y\}$. As discussed above, $e_Y = \bigwedge \{m_x \mid x \in Y\}$, where for each $x \in Y$, the co-atom $m_x \in M^\infty(\mathbb{E}(X'))$ is the one identified by the bi-partition $\{(x), X' \setminus \{x\}\}$. Hence, $e_Y \in \mathbb{D}$. Conversely, for each $e \in \mathbb{D}$, let $Y_e := \{x \in X' \mid e \leq m_x\} \in \mathcal{P}(X)$. It is straightforward to verify that $e_Y = e$ and $Y_{e_1} = Y$ for any $e \in \mathbb{D}$ and $Y \in \mathcal{P}(X)$. Moreover, $e_1 \leq e_2$ iff $Y_{e_1} \supseteq Y_{e_2}$, as required. □

**Financial statements networks.** A financial statements network is constructed from journal entry data, which describe the change in financial position and that is readily available in all companies. The journal entry records how much money flows from one set of financial accounts to another set. These entries are generated by their underlying business process, for example, the Sales process. A financial statements network is a bipartite digraph $G = (A \times X, E)$ with $X$ as the set of financial account nodes and $A$ as the set of business process nodes and $E \subseteq X \times A$ as the set of directed edges. Clearly, each bipartite digraph $G = (A \times X, E)$ as above can be equivalently represented as a formal context $\mathbb{P} = (A, X, E)$. The set of financial accounts can be obtained from the journal entry data. A business process is derived from the journal entry structure. The structure represents the relative amounts debited and credited for each financial account. Although amounts can be different, all journal entries with the same structure are considered equal. A formal definition of a business process can be written as $\mathbb{P}$

$$a : \sum_{x \in A} \alpha_x x_i \Rightarrow \sum_{y \in X} \beta_j y_j \quad (3.9)$$

where $m$ is the number of credited financial accounts, $n$ is the number of debited financial accounts and $\alpha_j$ is the relative amount with respect to the total credited and $\beta_j$ the relative amount with respect to the total debited. The arrow here represents the flow of money between the accounts. The (weighted) edges between nodes $x_i$ or $y_j$ and $B$ are the coefficients $\alpha_i$ and $\beta_j$ from the business process definition in Equation (3.9).

### 4 Interrogative agendas, coalitions, and categorization

In this section, we introduce the logical framework we use to formalize different agents and their agendas or features of interest and the categorizations obtained from such agendas.

**Types.** Let $\mathbb{P} = (A, X, I)$ be a (finite) formal context obtained from a bipartite graph. Let $C$ be a (finite) set of agents. Let $\mathbb{C} = (\mathcal{P}(C), \cup, \cap, (\cdot)^c, \bot, \top)$ and $\mathbb{D} = (\mathcal{P}(X), \cup, \cap, (\cdot)^c, \emptyset, \top)$ be the Boolean algebras join-generated $^8$The operation $(\cdot)^c$ denote the complement with respect to both $C$ and $X$. In general, it will be clear from the context which one of the two is used. For any set $B \subseteq C$ (resp. $Y \subseteq X$), $\cup B$ (resp. $\cup Y$) and $\cap B$ (resp. $\cap Y$) are the arbitrary joins (resp. meets) on the lattices.
and meet-generated by elements of \( C \) and \( X \), respectively. (The explanation for taking the lattice meet-generated by \( X \) is given in [3]. Any agent \( j \) and issue \( m \) can be identified with an atom (join-generator) of \( C \) and a co-atom (meet-generator) of \( D \), respectively. That is, agents and issues in our formal model are defined as elements of the sets \( C \) and \( D \) respectively. We interpret any \( c \in C \) as a coalition of agents \( j \in C \), and we read \( j \leq c \) as agent \( j \) being a member of coalition \( c \). Similarly, we interpret any \( d \in D \) as the interrogative agenda supporting all the issues \( m \in X \) such that \( m \geq d \). That is, in this formal model coalitions and interrogative agendas are defined to be arbitrary subsets of \( C \) and \( D \) respectively.

From here on, we use \( d \in D \), and the set \( Y = \{ m \in X \mid m \geq d \} \) interchangeably to denote an interrogative agenda consisting of all issues in the set \( Y \).

**Unary heterogeneous connectives.** Consider the following relation:

\[
R \subseteq X \times C \quad \text{mRj} \text{ if and only if issue } m \text{ is relevant to agent } j.
\]

The relation \( R \) induces the operations \( \Diamond, \triangleright \) : \( C \rightarrow D \) defined as follows: for every agent \( j \), let \( \Diamond j = \triangleright j := \bigcap \{ R^{-1} \mid j \} \), where \( R^{-1} \mid j \) := \{ \{ m \mid m \text{Rj} \} \}. Then, for every \( c \in C \),

\[
\Diamond c := \bigcap \{ \Diamond j \mid j \leq c \} \quad \triangleright c := \bigcap \{ \triangleright j \mid j \leq c \}.
\]

Under the intended interpretation of \( R \), for every coalition \( c \), the interrogative agenda \( \triangleright c \) denotes the *distributed agenda* of \( c \) (i.e. \( \triangleright c \) is the interrogative agenda supporting exactly those issues supported by at least one member of \( c \)), while \( \Diamond c \) is the *common agenda* of \( c \) (i.e. \( \Diamond c \) is the interrogative agenda supporting exactly those issues supported by *all* members of \( c \)). Algebraically:

\[
\triangleright c \leq m \iff \triangleright j \leq m \text{ for some } j \leq c \quad \Diamond c \not\leq m \iff \Diamond j \not\leq m \text{ for some } j \leq c.
\]

For an example illustrating common and distributed agendas see Section 8.1.

**Proposition 4.** For all \( c_1, c_2 \in C \),

1. \( \Diamond (c_1 \cup c_2) = \Diamond c_1 \cup \Diamond c_2 \) and \( \Diamond \bot = \epsilon \);

2. \( \triangleright \bot = \tau \) and \( \triangleright \) is antitone;

3. \( \triangleright (c_1 \cup c_2) = \triangleright c_1 \sqcup \triangleright c_2 \),

where \( \epsilon \) and \( \tau \) denote the bottom and top of the Boolean algebra \( D \) respectively.

**Proof.** 1. By definition, \( \Diamond \bot = \bigcap \{ \Diamond j \mid j \leq \bot \} = \bigcap \{ \bot \} = \bot_D = \epsilon \). If \( c_1 \leq c_2 \) then \( \{ \Diamond j \mid j \leq c_1 \} \subseteq \{ \Diamond j \mid j \leq c_2 \} \), and hence \( \Diamond c_1 : = \bigcap \{ \Diamond j \mid j \leq c_1 \} \leq \bigcap \{ \Diamond j \mid j \leq c_2 \} : = \Diamond c_2 \). This implies that \( \Diamond c_1 \cup \Diamond c_2 \leq \Diamond (c_1 \cup c_2) \).

Conversely, \( \Diamond c_1 \cup \Diamond c_2 \leq m \) if \( \Diamond c_1 \leq m \) and \( \Diamond c_2 \leq m \), i.e. \( \bigcap \{ \Diamond j \mid j \leq c_1 \} \leq m \) and \( \bigcap \{ \Diamond j \mid j \leq c_2 \} \leq m \), if \( \Diamond j \leq m \) for every \( j \leq c_1 \) and every \( j \leq c_2 \), i.e. \( \Diamond (c_1 \cup c_2) : = \bigcap \{ \Diamond j \mid j \leq c_1 \cup c_2 \} \leq m \).

2. By definition, \( \triangleright \bot = \bigcap \{ \triangleright j \mid j \leq \bot \} = \bigcap \{ \bot \} = \bot_D = \tau \). If \( c_1 \leq c_2 \) then \( \{ \triangleright j \mid j \leq c_1 \} \subseteq \{ \triangleright j \mid j \leq c_2 \} \), and hence \( \triangleright c_2 : = \bigcap \{ \triangleright j \mid j \leq c_2 \} \leq \bigcap \{ \triangleright j \mid j \leq c_1 \} : = \triangleright c_1 \). This implies that \( \triangleright (c_1 \cup c_2) \leq \triangleright c_1 \sqcup \triangleright c_2 \).

3. By 2, it is enough to show that if \( m \in X \) and \( \triangleright (c_1 \cup c_2) \leq m \), then \( \triangleright c_1 \sqcup \triangleright c_2 \leq m \). Since \( m \) is completely meet-prime, the assumption \( \bigcap \{ \triangleright j \mid j \leq c_1 \cup c_2 \} = \triangleright (c_1 \cup c_2) \leq m \) implies \( \triangleright j \leq m \) for some \( j \leq c_1 \cup c_2 \). Since \( j \) is completely join-prime, \( j \leq c_1 \cup c_2 \) implies \( j \leq c_1 \) or \( j \leq c_2 \). In either case, \( \triangleright c_1 \sqcup \triangleright c_2 \leq \triangleright j \leq m \), as required. \( \square \)

Since \( D \) is a Boolean algebra, we can define \( \Box c := \neg \Diamond \neg c \). Notice that \( \Diamond \neg c \) is the interrogative agenda which supports all the issues that are considered relevant by all the agents out of coalition \( c \). Hence,

\[
\Box c := \bigcap \{ \{ m \mid \exists j \leq \Diamond \neg c \} \}.
\]

Consider the following relation:

\[
U \subseteq X \times C \quad \text{mUj if issue } m \text{ is irrelevant to agent } j.
\]
When $\mathbb{D}$ is a Boolean algebra, $R$ and $U$ can be expressed in terms of each other, but in general this is not the case. We might define two more diamond and right-triangle type operators in terms of $U$. That is, some issues are positively relevant to any given agent, others which are positively irrelevant and others which are neither. In this case, for any $j \in C$, we assume that $R^{-1}[j] \cap U^{-1}[j] = \emptyset$.

$$\Diamond_U C := \bigcap \{ \Diamond_U j \mid j \leq c \}, \quad \triangledown_U C := \bigcap \{ \triangledown_U j \mid j \leq c \}.$$

Let $X_1 \subseteq X$ be an interrogative agenda. This agenda induces a context $P_1 = (A, X_1, I_1)$, where $I_1 = I \cap A \times X_1$ on $P$. Formal context $P_1$ denotes the context of interest for an agent with agenda $X_1$. Let $R$ denote the set of all formal contexts induced from $P$. We define an information ordering on all such induced contexts as follows: For any $P_1, P_2 \in R$,

$$P_1 = (A, X_1, I_1) \preceq_I P_2 = (A, X_2, I_2) \iff X_1 \subseteq X_2.$$

The order $\preceq_I$ defines a lattice on the set of induced formal contexts from $P$, $R = (R, \lor_I, \land_I)$ as follows. For any $P_1 = (A, X_1, I \cap A \times X_1)$, and $P_2 = (A, X_2, I \cap A \times X_2)$,

$$P_1 \lor_I P_2 = (A, X_1 \cup X_2, I_1 \lor I_2)$$

$$P_1 \land_I P_2 = (A, X_1 \cap X_2, I_1 \land I_2).$$

**Proposition 5.** Let $P_1, P_2$ be the formal contexts induced from $P$ such that $P_1 \preceq_I P_2$. Then for any $B \subseteq A$ if $B$ is Galois-stable in set in $P_1$, then it is Galois-stable in $P_2$ as well.

**Proof.** It is enough to show that $I_1^{(0)}[I_1^{(1)}[B]] \subseteq B$. As $P_1 \preceq_I P_2$, we have $X_1 \subseteq X_2$, and $I_1 = I_2 \cap A \times X_1$. Thus, $I_1^{(1)}[B] \subseteq I_2^{(1)}[B]$ and for $Z \subseteq X_1$, $I_1^{(1)}[Z] = I_2^{(1)}[Z]$, which together imply:

$$I_2^{(0)}[I_2^{(1)}[B]] \subseteq I_2^{(0)}[I_1^{(1)}[B]] = I_1^{(0)}[I_1^{(1)}[B]].$$

By the assumption that $B$ is Galois-stable in set in $P_1$, it follows that $I_1^{(0)}[I_1^{(1)}[B]] = B$. Hence $I_2^{(0)}[I_2^{(1)}[B]] \subseteq B$. This concludes the proof. \(\square\)

Thus, a larger agenda (and hence larger context in $\preceq_I$ ordering) corresponds to a larger formal context in information ordering, and in turn to a finer categorization. This is consistent with the intuition that the larger agenda means larger information considered for differentiating objects leading to finer categorization. The following corollary is immediate from the Proposition 5.

**Corollary 6.** For any $B \subseteq A$, let $R_B$ be the set of induced formal contexts of $P = (A, X, I)$ for which $B$ is Galois-stable. Then, $R_B$ is an up-set of $R$.

**Remark 7.** The set $R_B$ need not be a filter in $R$. Consider $P = (A, X, I)$, where $A = \{a, b\}$, $X = \{x_1, x_2, x_3\}$ and $I = \{(a, x_1), (a, x_2), (a, x_3), (b, x_2)\}$. Let $X_1, X_2 \subseteq X$ be the sets $X_1 = \{x_1, x_2\}$ and $X_2 = \{x_2, x_3\}$. Let $X_3 = X_1 \cap X_2 = \{x_2\}$. It is clear that the set $B = \{a\}$ is Galois stable in $P_1 = (A, X_1, I \cap A \times X_1)$ and $P_2 = (A, X_2, I \cap A \times X_2)$, but not in $P_1 \land_I P_2 = (A, X_3, I \cap A \times X_3)$. Thus, $R_B$ is not a filter in $R$.

**Definition 8.** Let $R$ be the set of all formal contexts induced by $P = (A, X, I)$ and $R$ be the set of corresponding concept lattices. This induces maps on corresponding concept lattices as well given by $f_1, f_2 : C \to R$

$$f_1(c) = (A, X_1, I \cap A \times X_1), \quad \text{and}$$

$$f_2(c) = (A, X_2, I \cap A \times X_2),$$

where $X_1 = \{m \in X \mid m \geq \Diamond c\}$, and $X_2 = \{m \in X \mid m \geq \triangledown c\}$.

In case we also have irrelevance issue $U$, we define maps $g_1, g_2 : C \to R$ given by

$$g_1(c) = (A, X_5, I \cap A \times X_5), \quad \text{and}$$

$$g_2(c) = (A, X_6, I \cap A \times X_6),$$
Hence, $S_j$ can be interpreted as set of categorizations acceptable to irrelevant by all members of $X$, for any $c \in C$, for any $r \in R$.

Therefore, $X_1 \subseteq X \setminus X_4 = X_5$ and $X_2 \subseteq X \setminus X_3 = X_5$.

Hence, $f_1(c) \leq_I g_2(c)$ and $f_2(c) \leq_I g_1(c)$.

For any $c$, $f_1(c)$ and $f_2(c)$ are interpreted as the "categorization according to features of interest to the all members of $c$" and "categorization according to features of interest to at least one member of $c$" respectively. In similar way, $g_1(c)$ and $g_2(c)$ are interpreted as the "categorization according to features which are not considered irrelevant by all members of $c$" and "categorization according to features which are not considered irrelevant by any member of $c$" respectively.

In concrete situations, relation $U$ can be used to denote certain features which an agent explicitly mentions should not be relevant to categorization. For example, in auditing an auditor may want to exclude features like gender or race of people involved in a transaction from criterion used for categorization to avoid discrimination. Under this interpretation of $U$, the contexts $g_1(c)$ and $g_2(c)$ can be viewed as the finest categorization acceptable to at least one member of $c$, and "the finest categorization acceptable to the all members of $c$" respectively. In case we have both relations $R$ and $U$ describing issues of interest and issues explicitly mentioned to be irrelevant by agents the set of induced contexts (or categorizations) $\mathcal{F}_1$ satisfying

$$f_1(j) = f_2(j) \leq \mathcal{F}_1 \leq g_1(j) = g_2(j)$$

can be interpreted as set of categorizations acceptable to $j$.

The following proposition defines order theoretic properties of operations $f_1, f_2, g_1, g_2$ in terms of information ordering $\leq_I$ on induced formal contexts.

**Proposition 9.** For $c_1, c_2 \in C$, and $f_1, f_2, g_1, g_2$ as defined above, we have

1. $f_1(c_1) \leq_I f_2(c_1)$.
2. $g_2(c_1) \leq_I g_1(c_1)$.
3. If $c_1 \leq_I c_2$, then
   $$f_1(c_2) \leq_I f_1(c_1), \quad f_2(c_1) \leq_I f_2(c_2), \quad g_1(c_1) \leq_I g_1(c_2), \quad g_2(c_2) \leq_I g_2(c_1).$$
4. $f_1(c_1 \lor c_2) = f_1(c_1) \land_I f_1(c_2)$.
5. $f_2(c_1 \lor c_2) = f_1(c_1) \lor_I f_1(c_2)$.
6. $g_1(c_1 \lor c_2) = g_1(c_1) \lor_I g_1(c_2)$.
7. $g_2(c_1 \lor c_2) = g_2(c_1) \land_I g_2(c_2)$.

**Proof.** Follows immediately from the definitions and Proposition 4. □

### 4.1 Substitution of issues in agendas

Consider the following relation:

$$S \subseteq X \times C \times X \quad S(n, j, m) \iff \text{agent } j \text{ would substitute issue } m \text{ with issue } n.$$

Here by substituting an issue we mean replacing an issue in agenda with another. The relation $S$ induces the operation $\prec : C \times D \rightarrow D$ defined as follows: for every agent $j$ and issue $m$, let $j \prec m := \bigcap S^{(1)}[j, m]$, where $S^{(1)}[j, m] := \{ m \mid S(n, j, m) \}$. Intuitively, $j \prec m$ is the interrogative agenda supporting exactly the issues that agent $j$ prefers to issue $m$. Relation $S$ can be used to model deliberation in many scenarios. Deliberation often
involves agents substituting issues from other agents’ agenda in attempt to reach a common agreement. This can lead us to a new compromised agenda containing issues which may not be present in the initial agenda of any of the agents. The substitution relation allows us to model such deliberation scenarios (See example in Section 8.1).

Then, for every $c \in C$ and $e \in D$, $e \leadsto c e := \bigcap \{ j \leadsto m \mid j \leq c \text{ and } e \leq m \}$.

Intuitively, $e \leadsto c e$ is the agenda representing the shared view among the members of $c$ of how the issues in $e$ should be modified.

**Proposition 10.** For every $e \in D$ and all $c_1, c_2 \in C$,

1. $\bot \leadsto c e = e$ and $c \leadsto e \tau = e$;
2. $(c_1 \cup c_2) \leadsto e = c_1 \leadsto e \cup c_2 \leadsto e$;
3. $\leadsto$ is antitone in its second coordinate;
4. $c \leadsto (e_1 \cap e_2) = c \leadsto e_1 \cup c \leadsto e_2$,

where $e$, $\tau$ denote the bottom and top of the Boolean algebra $D$ respectively.

**Proof.** 1. By definition, $\bot \leadsto c e = \bigcap \{ j \leadsto m \mid j \leq \bot \text{ and } e \leq m \} = \bigcap \emptyset = \bot_D = e$. Likewise, $c \leadsto e \tau = \bigcap \{ j \leadsto m \mid j \leq c \text{ and } \tau \leq m \} = \bigcap \emptyset = \bot_D = \tau = e$.

2. If $c_1 \leq c_2$ then $\{ j \leadsto m \mid j \leq c_1 \text{ and } e \leq m \} \subseteq \{ j \leadsto m \mid j \leq c_2 \text{ and } e \leq m \}$, and hence $c_1 \leadsto c e := \bigcap \{ j \leadsto m \mid j \leq c_1 \text{ and } e \leq m \}$.

Conversely, $c_1 \leadsto e \cup c_2 \leadsto e \leq n$ if $c_1 \leadsto e \leq n$ and $c_2 \leadsto e \leq n$, i.e. $\bigcap \{ j \leadsto m \mid j \leq c_1 \text{ and } e \leq m \} \leq n$ and $\bigcap \{ j \leadsto m \mid j \leq c_2 \text{ and } e \leq m \} \leq n$, if $j \leq c$ and $e \leq m$ for all $m$ and $j$ such that either $m \geq e$ and $j \leq c_1$, or $m \geq c$ and $j \leq c_2$. Given that any $j$ is completely join-prime, this implies that $(c_1 \cup c_2) \leadsto e := \bigcap \{ j \leadsto m \mid j \leq c_1 \cup c_2 \text{ and } e \leq m \} \leq n$.

3. If $e_1 \leq e_2$ then $\{ j \leadsto m \mid j \leq c \text{ and } e_2 \leq m \} \subseteq \{ j \leadsto m \mid j \leq c \text{ and } e_1 \leq m \}$, and hence $c \leadsto e_2 := \bigcap \{ j \leadsto m \mid j \leq c \text{ and } e_2 \leq m \}$.

4. By 3, it is enough to show that if $n \in X$ and $c \leadsto e_1 \cup c \leadsto e_2 \leq n$ then $c \leadsto (e_1 \cap e_2) \leq n$. The assumption $c \leadsto e_1 \cup c \leadsto e_2 \leq n$ is equivalent to $c \leadsto e_1 \leq n$ and $c \leadsto e_2 \leq n$, i.e. $\bigcap \{ j \leadsto m \mid j \leq c \text{ and } e_1 \leq m \} \leq n$ and $\bigcap \{ j \leadsto m \mid j \leq c \text{ and } e_2 \leq m \} \leq n$, if $j \leq c$ and $e_1 \leq m$ for all $m$ and $j$ such that either $j \leq c$ and $m \geq e_1$, or $j \leq c$ and $m \geq e_2$. If any $m$ is completely meet-prime, this implies that $c \leadsto (e_1 \cap e_2) := \bigcap \{ j \leadsto m \mid j \leq c \text{ and } (e_1 \cap e_2) \leq m \} \leq n$. \hfill \Box

The basic requirement for $S$ of a rational agent is the following condition of coherence with $R$.

**Definition 11.** We say that the relation $S$ is coherent with $R$ if

$$\forall j \forall m \left[ m R j \implies S(m, j, m) \right].$$

The coherence condition can be interpreted as if agent $j$ considers $m$ to be relevant issue then she will be okay with replacing it with itself. There can be several other conditions on $S$ which may be of the interest depending on particular scenarios. We consider study of such conditions and their representation in the language of modal logic as a future topic of study.

## 5 Deliberation and categorization

In this section, we consider the deliberation scenario between two agents when they have a fixed crisp set of features they relevant for categorization. Let $j_1$ and $j_2$ be two agents with agendas $X_1 = R^{-1}(j_1)$ and $X_2 = R^{-1}(j_2)$ respectively. We consider two natural outcomes of deliberation. The first possible outcome is to consider their common agenda i.e. the intersection of agendas of both agents. In this case, categorization after deliberation is given by the set of features $X_1 \cap X_2 = \{ m \in X \mid m \geq \diamond c \}$.
where \( c \) is the coalition of \( j_1 \) and \( j_2 \). The second possibility is to consider their distributed agenda i.e. the intersection of agendas of both agents. In this case, categorization after deliberation is given by the set of features

\[
X_1 \cup X_2 = \{m \in X \mid m \geq c\}
\]

where \( c \) is the coalition of \( j_1 \) and \( j_2 \). Thus, these categorizations are given by \( f_1(c) \), and \( f_2(c) \) respectively.

If we also have irrelevance relation \( U \) for agents, the categorizations \( g_1(c) \) (resp. \( g_2(c) \)) can be seen as the result of deliberation when they decide to exclude the issues considered irrelevant (or undesirable) by either of them (resp. both of them).

5.1 Substitution relation in deliberation

Let \( j_1 \) and \( j_2 \) be agents with agendas \( Y_1 = R^{-1}[j_1] \) and \( Y_2 = R^{-1}[j_2] \). Let \( S \) be the substitution relation giving preferences of agents \( j_1 \) and \( j_2 \) in substituting issues for each other. We assume that \( S \) is coherent. We consider the following two possible outcomes of deliberation between \( j_1 \) and \( j_2 \). Let \( e_1 = \bigcap_{y \in Y_1} y \) and \( e_2 = \bigcap_{y \in Y_2} y \).

1. **Substitution-union**

\[
e = j_1 \prec e_2 \cap j_2 \prec e_1
\]

(5.1)

This result of deliberation can be interpreted as follows. The agenda \( j_1 \prec e_2 \) (resp. \( j_2 \prec e_1 \)) consists of all the issues \( j_1 \) (resp. \( j_2 \)) considers better to substitute compared to any issue in the agenda of \( j_2 \) (resp. \( j_1 \)). Thus, \( j_1 \prec e_2 \), and \( j_2 \prec e_1 \) can be seen as \( j_1 \) and \( j_2 \) considering each other’s agendas and using their substitution preferences (given by \( S \)) to propose a version of other person’s agenda more agreeable to them. The \( \cap \) operation takes the union of these substituted versions of agendas proposed by \( j_1 \) and \( j_2 \).

2. **Substitution-intersection**

\[
e' = j_1 \prec e_2 \cup j_2 \prec e_1
\]

(5.2)

The interpretations of \( j_1 \prec e_2 \) and \( j_2 \prec e_1 \) have been discussed in previous paragraph. The \( \cup \) operation takes the intersection of these substituted versions of agendas proposed by \( j_1 \) and \( j_2 \).

Let \( Y = \{m \in X \mid m \geq e\} \) and \( Y' = \{m \in X \mid m \geq e'\} \). Then the contexts (categorizations) \( P_1 = (A, Y, I \cap A \times Y) \) and \( P_1' = (A, Y', I \cap A \times Y') \) describe the categorizations as a result of deliberation between agents according to (5.1), and (5.2) respectively. For an example to see the effect of substitution for crisp agendas in deliberation, see Section 5.1. The following proposition gives some order theoretic properties of formal contexts obtained from the agendas aggregated using (5.1) and/or (5.2).

**Proposition 12.** Let \( S \) be any substitution relation. Then

1. \( P_1' \preceq_I P_1 \).
2. If \( S \) is coherent, then

\[
f_1(j_1 \lor j_2) \preceq_I P_1'.
\]

**Proof.**

1. As \( e \preceq e' \), we have \( Y' \subseteq Y \). Therefore, by definition of \( \preceq_I \), we have \( P_1' \preceq_I P_1 \).
2. As \( S \) is coherent, we have \( Y_1 \cap Y_2 \subseteq \{y \in X \mid y \geq j_1 \prec e\} \) and \( Y_1 \cap Y_2 \subseteq \{y \in X \mid y \geq j_2 \prec e_2\} \). Thus, \( Y_1 \cap Y_2 \subseteq Y' \). Therefore, \( f_1(j_1 \lor j_2) \preceq_I P_1' \).

Hence, the categorization obtained from (5.2) is always coarser than the categorization obtained from (5.1). This is consistent with the intuition as in (5.2), and (5.1) to obtain aggregated agenda agents decide to take intersection, and union of the substituted agendas respectively. Moreover, if \( S \) is coherent the issues of interest to both agents are also part of their aggregated agenda and hence obtained categorization is coarser than categorization given by their common agenda. This also provides justification for coherence being a rationality condition. Indeed if a feature is considered relevant by both agents in deliberation, it is natural that it should be considered relevant by them after deliberation.
6 Non-crisp interrogative agendas

In this section, we extend ideas developed so far to the non-crisp case. Suppose different agents have mass functions describing their interest or preference in different set of issues i.e. for agent \( j \) we have a mass function \( m_j : \mathcal{P}(X) \to [0, 1] \) where for any \( Y \subseteq X \), \( m_j(Y) \) denotes preference of agent to use set of features (agenda) \( Y \) as a criterion for categorization. This mass function can be seen as a Dempster-Shafer mass function on the set \( \mathcal{P}(X) \). Two particular cases of interest from a practical point of view are when \( m_j \) is simple or consonant.

**Definition 13.** For any Dempster-Shafer mass function \( m : \mathcal{P}(S) \to [0, 1] \) a set \( Y \subseteq S \) is said to be focal set of \( m \) if \( m(Y) > 0 \).

**Definition 14.** A Dempster-Shafer mass function \( m : \mathcal{P}(S) \to [0, 1] \) is said to be

1. **simple** iff it has at most one focal set apart from \( S \).
2. **consonant** iff the set of focal sets of \( m \) form a chain.

Suppose that an agent \( j \) mentions that she considers a set of features \( Y \subseteq X \) to be of high importance (given by \( \alpha \in [0, 1] \) for categorization. In this case, the agenda of agent \( j \) may be represented by a simple mass function \( m_j(Y) = \alpha \) and \( m_j(X) = 1 - \alpha \). Here, we do not have any information about how \( j \) intends to distribute importance (or preference) \( 1 - \alpha \) between different features for categorization. Thus, we assign this mass to the set \( X \) to denote non-availability of information regarding its distribution. Another situation where a simple mass function may arise in deliberation scenario is when different agents may be given different importance. For example in auditing, suppose we have two agents \( j_1 \) and \( j_2 \) with agendas \( X_1 \) and \( X_2 \). Suppose the relative importance (or influence or trust) of \( j_1 \) and \( j_2 \) in an organization (informally understood) are given by \( \alpha \) and \( 1 - \alpha \) (normalized). In such situations, their agendas can be effectively represented by mass functions \( m_{j_1}(X_1) = \alpha \), \( m_{j_1}(X_2) = 1 - \alpha \), and \( m_{j_2}(X_1) = 1 - \alpha \), \( m_{j_2}(X_2) = \alpha \).

In some situations, an agent may give a list of increasing sets of features describing extent to which these sets of features are important for categorization. For example, for some \( Y_1 \subseteq Y_2 \subseteq Y_3 \subseteq X \), and \( 0 \leq \alpha_1 \leq \alpha_2 \leq \alpha_3 \leq 1 \), an agent may say that "If we consider all features in \( Y_1 \), \( Y_2 \) and \( Y_3 \) for categorization this should describe a good (or required) categorization to extent \( \alpha_1 \), \( \alpha_2 \), and \( \alpha_3 \) respectively." In this case, the agenda of the agent can be represented by a consonant mass function \( m \) with

\[
m(Y_1) = \alpha_1 \quad m(Y_2) = \alpha_2 - \alpha_1 \quad m(Y_3) = \alpha_3 - \alpha_2 \quad m(X) = 1 - \alpha_3.
\]

**Irrelevant issues in non-crisp case.** We can use Dempster-Shafer mass function to denote issues which an agent may consider irrelevant as follows.

**Example 15.** Suppose an agents \( j \) considers set of issues \( Y \subseteq X \) to be irrelevant for categorization. Suppose (normalized to 1) trust/importance of agent \( j \) is given by \( \alpha_j \in [0, 1] \). Then this information is represented by \( \overline{m}_j : \mathcal{P}(X) \to [0, 1] \) given by

\[
\overline{m}_j(Y^c) = \alpha_j \quad \text{and} \quad \overline{m}_j(X) = 1 - \alpha_j.
\]

In case, we have both interest and irrelevance information represented by mass functions as discussed above their aggregated agenda is given by combining all such mass functions.

**Example 16.** Suppose an agent \( j \) assigns different importance to each feature individually. In this case the mass function representing agenda of \( j \) is given by a simple mass function \( m_j : \mathcal{P}(X) \to [0, 1] \), for any \( Y \subseteq X \),

\[
m_j(Y) = \sum_{y \in Y} v(y),
\]

where \( v(y) \) is the (normalized) importance value assigned by agent \( j \) to \( y \).

Any Dempster-Shafer mass function \( m : \mathcal{P}(X) \to [0, 1] \), induces a probability mass function \( m' : \mathcal{R} \to [0, 1] \) given by

\[
m'((A, Y, I \cap A \times Y)) = m(Y).
\]
For any $P \in \mathcal{R}$, $m'(P)$ gives extent to which categorization $P$ is preferred by agent with agenda given by $m$. Thus, given a non-crisp agenda represented by a Dempster-Shafer mass function on $\mathcal{P}(X)$, we obtain a preference function (which can also be seen as a probability function) on the contexts (or categorizations) induced from $P$. For any non-crisp agenda $m$, induced probability mass function $m'$ on $\mathcal{R}$ defines a probability function $p_m$ on $\mathcal{R}$ as follows. For any $\mathcal{V} \subseteq \mathcal{R}$,

$$p_m(\mathcal{V}) = \sum_{P \in \mathcal{V}} m'(P).$$

### 6.1 Non-crisp agendas in decision-making

We have seen that the non-crisp agendas can be represented by Dempster-Shafer mass function $m : \mathcal{P}(X) \rightarrow [0, 1]$. Such a mass function induces a probability or preference function over the set of induced categorizations $\mathcal{R}$. This function assigns a value to categorization showing its relevance/preference of the probability of it being desired categorization. However, once such non-crisp categorization is obtained, we need to use this in decision-making task at the hand. In some situations, all the different categorizations and their probability/preference values may be assessed by an expert. However, this may not be feasible in the most practical applications due to large data sizes and lack of assessment tools. Another natural way to use non-crisp agendas in decision-making is to obtain a crisp categorization approximating this non-crisp categorization. Here, we discuss some possible ways to obtain such approximations. The most natural choice is to consider the categorization with the highest preference or probability value attached to it. However, this choice ignores a large amount of information of interest in other alternative categorizations. Here, we propose a novel stability-based method\footnote{The concept of stability in formal concept analysis was introduced by Kuznetsov in \cite{Kuznetsov}. The stability measure was introduced to estimate stability of concept in a crisp formal context with respect to changes in features. Here, we define stability index for non-crisp concepts instead to estimate their Galois-stability.} to form a crisp formal context from given probability function on the set of induced contexts (categorizations).

#### 6.1.1 Stability-based method

**Definition 17.** Let $P = (A, X, I)$ be the formal context under consideration and let $\mathcal{R}$ be the set of induced formal contexts. Let $m' : \mathcal{R} \rightarrow [0, 1]$ be the induced probability mass function on categorization induced by an agenda given by mass function $m : \mathcal{P}(X) \rightarrow [0, 1]$. Then for any $G \subseteq A$, the stability index of $G$ is given by\footnote{A set $G$ is Galois-stable in $P_1$ if $G = \overline{\text{Cl}}_1^{-1}(G) = G$, where $\overline{\text{Cl}}_1^{-1}$ denotes the extension closure of $P_1$.}

$$\rho_m(G) = \sum_{P \in \mathcal{R}_G} m'(P) \mid G \text{ is Galois-stable in } P_1.$$ 

For any $G$, $\rho_m(G)$ denotes the likelihood of $G$ being a Galois-stable set under non-crisp agenda $m$. In formal concept analysis Galois-stability is interpreted as stability of a concept showing its tendency to form a meaningful category or concept definable both in terms of its intensions and extensions. Thus, for any $G \subseteq A$, its stability index $\rho_m(G)$ denotes the tendency or probability of $G$ forming a meaningful and stable category (or a concept).

For any $\beta \in [0, 1]$, we define a $\beta$-categorization on $A$ as follows: Let

$$\mathcal{P}(m, \beta) = \{G \subseteq A \mid \rho_m(G) \geq \beta\}.$$ 

For any $G$ with $\rho_m(G) \geq \beta$, the set $\mathcal{R}_G$ contains the set of formal contexts in which $G$ is Galois-stable. Therefore, $\mathcal{P}(m, \beta)$ denotes the categorization consisting of all the closed sets in (i.e. sets of form $\overline{\text{Cl}}(G)$) with stability index larger than $\beta$. The set $\mathcal{P}(m, \beta)$ under set-theoretic inclusion forms a lattice which can be used to depict the categorization $\mathcal{P}(m, \beta)$. This lattice can be interpreted as the concept lattice corresponding to the given (non-crisp) agenda $m$ and stability parameter $\beta$. The categorization $\mathcal{P}(m, \beta)$ obtained in above manner can provide a good representation of categorization preferences given by a non-crisp agenda given by $m$. Unlike choosing the categorization with the highest probability categorization, this method takes into account opinions or information about other possible categorizations as well. The stability parameter $\beta$ allows us to choose our required stability threshold for a concept or category to be relevant and can be used to regulate size of obtained categorizations. Now, we prove some basic properties of the categorizations obtained by this method. For any $B \subseteq A$ and $X_1 \subseteq X$ we use $B \in \mathcal{P}_1 = (A, X_1, I \cap A \times X_1)$ to denote $B$ is a Galois-stable set in the context $P_1$. 
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Proposition 18. Let \( m : \mathcal{P}(X) \to [0,1] \) be a mass function representing an agenda. Let \( \beta_1, \beta_2 \in [0,1] \) be such that \( \beta_1 \leq \beta_2 \). Then for any \( B \subseteq A \), we have \( B \in \mathbb{P}(m,\beta_2) \) implies \( B \in \mathbb{P}(m,\beta_1) \).

Proof. Let \( B \subseteq A \) be such that \( B \in \mathbb{P}(m,\beta_2) \). Then \( B = \text{Cl}(G) \) for some \( G \subseteq A \) such that \( \rho_m(G) \geq \beta_2 \). As \( \rho_m(G) \geq \beta_2 \), we have \( \rho_m(G) \geq \beta_1 \). Thus, \( \text{Cl}(G) = B \in \mathbb{P}(m,\beta_1) \). \qed

This result matches with the intuition that the lower value of \( \beta \) means that our stability index threshold for considering a category or concept is lower and hence gives a finer categorization.

Remark 19. By Proposition 5 if a set \( G \subseteq A \) is Galois-stable in an induced context \( \mathbb{P}_1 = (A, X_1, I \cap A \times X_1) \) for some \( X_1 \subseteq X \), then it is Galois-stable in the context \( \mathbb{P} = (A, X, I) \). Thus, a set which is not Galois-stable in \( \mathbb{P} \) is not Galois-table in any induced context and has stability index 0. Thus, for any \( \beta > 0 \), we only need to check the Galois-stable sets in \( \mathbb{P} \) to find sets with stability index greater than \( \beta \) needed to obtain categorization \( \mathbb{P}(m,\beta) \) for any mass function \( m \). In fact, we only need to check set \( G \subseteq A \) which are Galois-stable in a context \( \mathbb{P}_1 = (A, X_1, I \cap A \times X_1) \) for some \( X_1 \subseteq X \) with \( m(X_1) > 0 \) to find the sets with stability index greater than \( \beta \).

There have been several orderings defined on Dempster-Shafer mass functions \([18,23,64,78]\). We mention some of them in the following definition.

Definition 20 ([39,18]). For any \( m_1, m_2 : \mathcal{P}(X) \to [0,1] \),

1. **pl-ordering**: \( m_1 \leq_{pl} m_2 \) iff for every \( Y \subseteq X \), \( pl_1(Y) \leq pl_2(Y) \).
2. **q-ordering**: \( m_1 \leq_{q} m_2 \) iff for every \( Y \subseteq X \), \( q_1(Y) \leq q_2(Y) \).
3. **s-ordering**: \( m_1 \leq_{s} m_2 \) iff there exists a square matrix \( S \) with general term \( S(W,Y) \), \( W,Y \subseteq X \) verifying
   \[
   (\forall Y \subseteq X) \sum_{W \subseteq X} S(W,Y) = 1,
   \]
   (\forall W,Y \subseteq X) \( S(W,Y) > 0 \implies W \subseteq Y \),
   such that
   \[
   (\forall W \subseteq X) \quad m_1(W) = \sum_{Y \subseteq X} S(W,Y)m_2(Y).
   \]
4. **Dempsterian specialization ordering**: \( m_1 \leq_{d} m_2 \) iff there exists a Dempster-Shafer mass function \( m \) such that \( m_1 = m \cap m_2 \). Where, \( m_1 \cap m_2 \) denotes the un-normalized Dempster’s combination given by
   \[
   m_1 \cap m_2(Y) = \sum_{Y_1 \cap Y_2 = Y} m_1(Y_1)m_2(Y_2). \tag{6.1}
   \]

   It is well known that \([18]\)
   \[
   m_1 \leq_{d} m_2 \implies m_1 \leq_{s} m_2 \implies \begin{cases} \text{if } m_1 \leq_{pl} m_2 \text{ OR } m_1 \leq_{q} m_2. \end{cases} \tag{6.2}
   \]

Remark 21. If un-normalized Dempster’s combination rule is replaced with Dempster’s combination rule in the definition of order \( \leq_{d} \), the first implication in (6.2) does not hold in general. The required counter-example is given as follows. Let \( S = \{s_1, s_2\} \) and \( m_1(\{s_1\}) = 1, m_2(\{s_1\}) = 0.1, m_2(\{s_2\}) = 0.9 \). Let \( m_1 = m \oplus m_2 \). Then we have \( m_1(\{s_1\}) = 1 \). It is clear that \( m_1 = m \oplus m_2 \), but \( m_1 \not\leq_{s} m_2 \).

We define a new order on Dempster-Shafer mass functions as follows.

Definition 22. For any \( m_1, m_2 : \mathcal{P}(S) \to [0,1] \) we define up-set restricted order \( \leq_{\uparrow} \) as follows. \( m_1 \leq_{\uparrow} m_2 \) iff for any up-set (i.e. any upward closed subset) \( \mathcal{V} \in \mathcal{P}(S) \),
   \[
   \sum_{Y \in \mathcal{V}} m_1(Y) \leq \sum_{Y \in \mathcal{V}} m_2(Y).
   \]
**Corollary 26.** Suppose $m_1, m_2$ are agendas such that $m_1 \leq_s m_2$ (or $m_1 \leq_d m_2$). Then, for any $G \subseteq A$, $\rho_{m_1}(G) \leq \rho_{m_2}(G)$. Moreover, for any $B \subseteq A$, $B \in \mathbb{P}(m_1, \beta)$ implies $B \in \mathbb{P}(m_2, \beta)$.
6.1.2 Methods via transformation to probability

Let \( m : \mathcal{P}(X) \to [0, 1] \) be the mass function describing an agenda. We can use methods in Dempster-Shafer theory to transform mass functions into probability functions to estimate importance of each feature in categorization (see Section 8.4 for an example). Two well known methods for transforming a mass function to a probability function are plausibility transform \([9]\) and pignistic transformation \([39, 65]\).

**Definition 27.** Let \( m_1 : \mathcal{P}(S) \to [0, 1] \) be any mass function.

1. The **pignistic transformation** of \( m \) is \( \text{bet}_p : \mathcal{P}(S) \to [0, 1] \) given by the following. For any \( s \in S \),
   \[
   \text{bet}_p(m)(s) = \sum_{Y \subseteq X} \frac{m(Y)}{|Y|}.
   \]
2. The **plausibility transformation** of \( m \) is \( \text{PL}_P : \mathcal{P}(S) \to [0, 1] \) given by the following. For any \( s \in S \),
   \[
   \text{PL}_P(m)(s) = \frac{\text{pl}(s)}{\sum_{s \in S} \text{pl}(s)}.
   \]

Both \( \text{bet}_p(m) \) and \( \text{PL}_P(m) \) can be used to estimate the importance of different features in categorizations. Thus, this approach allows us to estimate importance of individual features in agendas (and categorization given by them) obtained possibly from complex deliberation process. These estimated importance values also provide an alternative method for categorization when we are only interested in flat categorization i.e. partition of objects. The importance values of features can be used as weights in computing proximity or dissimilarity between different objects based on features shared and not shared between them. The dissimilarity or proximity data obtained in such a way can be used to cluster objects based on several machine learning techniques \([37,36]\). For more detailed properties of these transformations and comparative study refer to \([8]\). These methods can only provide a flat categorization or clustering, unlike stability-based method which provides a hierarchical categorization.

7 Deliberation and categorization in the non-crisp case

In this section, we try to model deliberation scenarios when agendas of agents are given by Dempster-Shafer mass functions as discussed in previous section. Dempster-Shafer theory has been used for aggregating preferences of different agents \([57,26]\). In previous section we have discussed that the mass functions describing non-crisp agenda can be interpreted as a priority or preference function for agents describing the priority assigned by an agent to a categorization. Thus, we believe that Dempster-Shafer based preference aggregation is a reasonable way to model aggregation of these agendas through deliberation.

Let us consider two agents \( j_1 \) and \( j_2 \) with their agendas given by mass functions \( m_1 \) and \( m_2 \) on \( \mathcal{P}(X) \).

**Common agenda** – Given two mass functions \( m_1 \) and \( m_2 \) representing agendas of two agents \( j_1 \) and \( j_2 \), their common agenda is given by their Dempster-Shafer combination \([58]\) \( m_1 \oplus m_2 \) given as follows. For any \( Y \subseteq X, Y \neq \emptyset \)

\[
m_1 \oplus m_2(Y) = \frac{\sum_{Y \cap Y_1 = Y_2 \subseteq X} m_1(Y_1) m_2(Y_2)}{\sum_{Y \cap Y_1 = \emptyset} m_1(Y_1) m_2(Y_2)}, \tag{7.1}
\]

and \( m_1 \oplus m_2(\emptyset) = 0 \).

**Distributed agenda** – Given two mass functions \( m_1 \) and \( m_2 \) representing agendas of two agents \( j_1 \) and \( j_2 \), their distributed agenda is given by mass function \( m_1 \cup m_2 \) given as follows. For any \( Y \subseteq X \),

\[
m_1 \cup m_2(Y) = \sum_{Y \cap Y_1 = Y} m_1(Y_1) m_2(Y_2). \tag{7.2}
\]

\( m_1 \cup m_2 \) is indeed a mass function as \( \sum_{Y \subseteq X} \sum_{Y \cap Y_1 = Y_2} m_1(Y_1) m_2(Y_2) = \sum_{Y_1 \subseteq X} m_1(Y_1) \sum_{Y_2 \subseteq X} m_2(Y_2) = 1 \). The mass functions \( m_1 \oplus m_2 \) and \( m_1 \cup m_2 \) can be considered to represent the common (normalized

\[\text{The notation bet comes from Smets introduced in [63]. The 'bet' stands for bets as motivation behind transformation. The word pignistic comes from Latin word 'pignus' meaning bets.}\]
to ignore conflicts) and distributed agendas of \( j_1 \) and \( j_2 \) respectively. Justification for this interpretation is as follows. If the agendas of agents \( j_1 \) and \( j_2 \) are given by \( Y_1 \) and \( Y_2 \), then their common (resp. distributed) agenda is given by \( Y_1 \cap Y_2 \) (resp. \( Y_1 \cup Y_2 \)). If we assume agents \( j_1 \) and \( j_2 \) are independent the value \( m_1(Y_1) m_2(Y_2) \) can be considered as preference (or evidence) for \( Y_1 \) being the agenda of \( j_1 \) and \( Y_2 \) of \( j_2 \) simultaneously. Thus, we attach the mass \( m_1(Y_1) m_2(Y_2) \) to \( Y_1 \cap Y_2 \) (resp. \( Y_1 \cup Y_2 \)) in case of taking common (resp. distributed) agenda. The normalization in (7.1) allows us to ignore the completely contradictory agendas (i.e. agendas with no intersection), thus giving more weight to issues which have consensus of the agents. An example of a basic deliberation scenario involving non-crisp agendas is shown in Section 8.2.

Remark 28. Note that in the case of crisp agendas i.e. in case \( m_1 \) and \( m_2 \) have only one focal element \( m_1 \oplus m_2 \) and \( m_1 \cup m_2 \) also have only one focal element, the corresponding categorizations with mass 1 are \( f_1(j_1 \lor j_2) \) and \( f_2(j_1 \lor j_2) \) respectively.

Lemma 29. For any mass functions \( m_1, m_2 : \mathcal{P}(S) \to [0, 1] \), we have

1. \( m_1 \cap m_2 \leq m_1, m_2 \).
2. \( m_1, m_2 \leq m_1 \cup m_2 \).

Proof. 1. We show that \( m_1 \cap m_2 \leq m_1, m_2 \). The proof for \( m_2 \) is similar. The proof follows by setting

\[
S(W, Y) = \sum_{Y' \subseteq Y} m_2(Y') | Y' \cap Y = W.
\]

It is straightforward to check that \( S \) satisfies all the required conditions in Definition 20.

2. For any \( Y \subseteq X \), the mass \( m_1(Y) \) is transferred completely to the sets larger than or equal to \( Y \) in performing operation \( \cup \). Thus, any mass attached by \( m_1 \) to any set in an up-set \( V \) remains in \( V \) in \( m_1 \cup m_2 \). In particular, for every \( Y \in V \) and every \( Y' \subseteq Y, Y \cup Y' \in V \). Therefore,

\[
\sum_{Y \in V} m_1(Y) = \sum_{Y \in V} \sum_{Y' \subseteq Y} m_2(Y') m_1(Y) \leq \sum_{Y \in V} \sum_{Y_1 \cup Y_2 = Y} m_1(Y_1) m_2(Y_2) = \sum_{Y \in V} (m_1 \cup m_2)(Y).
\]

The proof for \( m_2 \) is obtained in identical manner. \( \square \)

The Proposition 25 and Corollary 26 can be considered as generalization of the Proposition 5 to the non-crisp case. The following corollary follows from Lemma 29 property 6.3, and Proposition 25 immediately.

Corollary 30. Suppose \( m_1 \) and \( m_2 \) are any two mass functions representing two non-crisp agendas. Then for any \( \beta \in [0, 1] \), and any \( B \subseteq A \),

1. If \( B \in \mathbb{P}(m_1 \cap m_2, \beta) \), then \( B \in \mathbb{P}(m_1, \beta) \) and \( B \in \mathbb{P}(m_2, \beta) \).
2. If \( B \in \mathbb{P}(m_1, \beta) \) or \( B \in \mathbb{P}(m_2, \beta) \), then \( B \in \mathbb{P}(m_1 \cup m_2, \beta) \).

Thus, for any non-crisp agendas \( m_1 \) and \( m_2 \) applying operation \( \cap \) (resp. \( \cup \)) leads to a categorization coarser (resp. finer) than either of the categorizations \( m_1 \) or \( m_2 \) for any fixed stability parameter \( \beta \in [0, 1] \). Hence, Corollary 30 can be seen as a generalization of the Proposition 9 to the non-crisp case. This is again consistent with the idea that operations \( \cap \) and \( \cup \) give non-crisp versions of common and distributed agenda respectively.

Remark 31. The Lemma 24 and Proposition 25 do not extend to q-ordering or pl-ordering. Let \( X = \{y_1, y_2, y_3\} \), and mass functions \( m_1 \) and \( m_2 \) be as follows,

\[
m_1(y_1, y_3) = 0.3, \quad m_1(y_2, y_3) = 0.3, \quad m_1(y_1, y_2, y_3) = 0.2, \quad m_1(y_3) = 0.2 \quad \text{and} \quad m_2(y_1, y_3) = 0.1, \quad m_1(y_2, y_3) = 0.1, \quad m_1(y_1, y_2, y_3) = 0.5, \quad m_1(y_3) = 0.3.
\]

It is clear that \( m_1 \leq m_2 \) and \( m_1 \leq_{pl} m_2 \). However, for the up-set \( V = \{y_1, y_3\}, \{y_2, y_3\}, \{y_1, y_2, y_3\} \) in \( \mathcal{P}(X) \), we have

\[
\sum_{Y \in V} m_2(Y) < \sum_{Y \in V} m_1(Y).
\]
7.1 Substitution relation in deliberation in the non-crisp case

Let $S \subseteq X \times A \times X$ be a substitution relation giving substitution preference between different issues for involved agents. Let $m_1$ and $m_2$ be the mass functions representing agendas of $j_1$ and $j_2$ respectively. Here, we consider the following two possible outcomes of deliberation in this situation. For any $Z \subseteq X$, let $e_Z = \cap_{v \in Z} Y$.

$$m_1 \cup_S m_2(Y) = \sum_{Y_1 \cup Y_2 = Y} m_1(Z_1)m_2(Z_2), \quad (7.3)$$

For any $Y \subseteq X$, $Y \neq \emptyset$

$$m_1 \oplus_S m_2(Y) = \frac{\sum_{Y_1 \cap Y_2 = Y} m_1(Z_1)m_2(Z_2)}{\sum_{Y \cap Y_2 \neq \emptyset} m_1(Z_1)m_2(Z_2)}, \quad (7.4)$$

where $Y_1 = \{x \in Y \mid x \geq j_2 \prec e_{Z_2}\}$, and $Y_2 = \{x \in Y \mid x \geq j_1 \prec e_{Z_1}\}$ and $m_1 \oplus_S m_2(\emptyset) = 0$. The denominator term $m_1(Z_1)m_2(Z_2)\sum_{Y \cap Y_2 \neq \emptyset} m_1(Z_1)m_2(Z_2)$ is a normalization term and hence a well-defined mass function. The proofs that these mass functions are well-defined is similar to the proofs of the fact that combinations given by $\oplus$, $\cup$, and $\cap$ are well-defined. The interpretations of $Y_1$ and $Y_2$ were described in the discussion following (5.1). These combination rules can be seen as counterparts of (7.1), and (7.2) where the agendas of agents are replaced by agendas after substitution carried out by other agent i.e. mass $m_1(Z_1)m_2(Z_2)$ (and possibly normalized) is assigned to $Y_1 \cup Y_2$ (resp. $Y_1 \cap Y_2$) instead of $Z_1 \cup Z_2$ (resp. $Z_1 \cap Z_2$). The normalization in (7.1) allows us to ignore the agendas which give contradictions after substitutions (i.e. agendas $Z_1$, $Z_2$ such that that $Y_1 \cap Y_2 = \emptyset$ for $Y_1$ and $Y_2$ as defined above), thus giving more weight to the features which have consensus of the agents. An un-normalized version of (7.4) is given by

$$m_1 \cap_S m_2 = \sum_{Y_1 \cap Y_2 = Y} m_1(Z_1)m_2(Z_2). \quad (7.5)$$

For an illustrative example of substitution of agendas in non-crisp case, see Section 8.3.

**Remark 32.** In case of crisp agendas, the aggregation rules (7.3) and (7.5) reduce to the aggregations given by substitution-intersection and substitution-intersection in Section 5.1 respectively.

**Lemma 33.** Let $m_1, m_2 : \mathcal{P}(X) \rightarrow [0, 1]$ be the mass functions representing two agendas. Let $S$ be any substitution preference relation. Then $m_1 \cap_S m_2 \leq m_1 \cup_S m_2$.

**Proof.** For any $Y_1, Y_2 \subseteq X$, $Y_1 \cap Y_2 \subseteq Y_1 \cup Y_2$. Therefore, for any up-set $\mathcal{V}$, if $Y_1 \cap Y_2 \in \mathcal{V}$ then $Y_1 \cup Y_2 \in \mathcal{V}$. Since,

$$m_1 \cap_S m_2(Y) = \sum_{Y_1 \cap Y_2 = Y} m_1(Z_1)m_2(Z_2)$$

and

$$m_1 \cup_S m_2(Y) = \sum_{Y_1 \cup Y_2 = Y} m_1(Z_1)m_2(Z_2),$$

it immediately follows that

$$\sum_{Y \in \mathcal{V}} (m_1 \cap_S m_2)(Y) \leq \sum_{Y \in \mathcal{V}} (m_1 \cup_S m_2)(Y)$$

as any mass attached to a set $Y$ in $m_1 \cap_S m_2$ is attached to a larger set (in inclusion order) in $m_1 \cup_S m_2$. \qed

The following Corollary follows immediately from Lemma 33 and Proposition 25.

**Corollary 34.** Let $m_1$ and $m_2$ be the mass functions representing two agendas Let $S$ be any substitution relation. Then for any $\beta \in [0, 1]$, $B \in \mathbb{P}(m_1 \cap_S m_2, \beta)$, implies $B \in \mathbb{P}(m_1 \cup_S m_2, \beta)$.

**Remark 35.** The Corollary 34 can be seen as a generalization of Proposition 12 to the non-crisp case.
The Corollary says that the categorization given by \( \cup_s \) is finer than the one given by \( \cap_s \). This is expected as the operations \( \cup_s \), and \( \cap_s \) give non-crisp versions of taking union and intersection of substituted agendas respectively. Hence the agenda given by \( m_1 \cup_s m_2 \) considers more information than the one given by \( m_1 \cap_s m_2 \) and hence gives finer categorization.

We have described all the deliberation scenarios so far as occurring between two agents. However, same combination methods can apply to coalitions by combining their common or distributed agenda (depending on choice of the agents) similar to the agendas of individual agents. In such cases we may have additional possibilities of taking common or distributed agendas of a coalition as their agenda. Ignoring this increase in possibilities, the deliberation between coalitions can be treated in a manner similar to the deliberation between individual agents.

8 Examples

We consider a small financial statements network consisting of 12 business processes given by \( a_1 - a_{12} \) and 6 financial accounts \( x_1 - x_6 \)-tax, \( x_2 - \) revenue, \( x_3 - \) cost of sales, \( x_4 - \) personnel expenses, \( x_5 - \) inventory, \( x_6 - \) other expenses. For the details of each business process refer to database in appendix \[\text{10.1}\]. As financial statements network is a weighted-bipartite graph it can be viewed as a many-valued formal contexts with business processes as objects and financial accounts as features. To see many-valued formal context obtained from the database in the Table \[\text{3}\] refer to the Table \[\text{4}\]. We can use different types of conceptual scaling methods to obtain a single valued formal context from a many-valued context. Here, we use scaling with interval scaling which divides interval \([-1, 1]\) into \( s \) equal intervals (these are the possible weights for any edges of the financial statements network). Several other conceptual scaling methods may be appropriate depending on particular application. We do not go into details of scaling methods in this paper as it is not focus of our work. We refer to \[\text{27}\] for more details on different conceptual scaling methods, their properties and applications.

8.1 Deliberation in crisp case

Let us recall the example from Section \[\text{2}\] with a set of business processes \( A = \{a_i \mid 1 \leq i \leq 12\} \) and financial accounts \( X_0 = \{x_i \mid 1 \leq i \leq 6\} \). The database describing these business process is given in Table \[\text{3}\] and the corresponding many-valued context is given in \[\text{4}\]. As mentioned in the introduction we use conceptual scaling to convert this many-valued context into a crisp formal context. Here, we use interval scaling dividing the range \([-1, 1]\) into \( s \) equal intervals for every attribute (i.e. financial account). Thus, the set of features for resultant crisp formal context is given by \( X = \{x_{ik} \mid 1 \leq i \leq 6, 1 \leq k \leq s\} \), where a business process \( a \) has feature \( x_{ik} \) iff \(-1 + 2(k-1)/s \leq I(a, x_i) \leq -1 + 2k/s\). The categorization (concept lattice) corresponding to this formal context when \( s = 5 \) is shown in the Figure \[\text{15}\]. This is the categorization considering to all features (financial accounts) in the context and thus contains all the information given by the context (after scaling). Therefore, this is the finest categorization obtainable by any of our proposed methods from this context. It can indeed be seen that this categorization is finer than any categorization we come across in all the categorization examples arising from different agendas (crisp or non-crisp) for this context.

Let \( C = \{j_1, j_2, j_3\} \). Interests of the agents in \( C \) can be represented by the following relation \( R \subseteq X \times C \).

\[
R = \{(j_1, x_{1k}), (j_1, x_{2k}), (j_1, x_{3k}), (j_2, x_{1k}), (j_2, x_{2k}), (j_2, x_{3k}), (j_3, x_{1k}), (j_3, x_{3k})\},
\]

where \( 1 \leq k \leq s \). The categorizations (concept lattices) obtained from the agendas of \( j_1, j_2, \) and \( j_3 \) are shown in the Figures \[\text{5, 6}\] respectively.

Suppose agents \( j_1, j_2, \) and \( j_3 \) deliberate on how to combine their agendas to get an aggregated agenda for categorization. We consider the following two possible deliberation scenarios.

(i) Agents may decide to agree on their common agenda. In this case, the aggregated agenda (after deliberation) is given by \( x_{ik} \) where \( i = 1 \) and \( 1 \leq k \leq s \). The resultant categorization in this case is given by \( \mathbb{P}_1 = f_1(j_1 \lor j_2 \lor j_3) \). It is clear to see that this resultant categorization (context) \( \mathbb{P}_1 \) is coarser than each of the categorizations \( f_2(j_1), f_2(j_2), \) and \( f_2(j_3) \). Thus, this categorization takes into account only the features or information considered relevant by every agent in deliberation. The categorization (concept lattice) obtained from this agenda is shown in the Figure \[\text{9}\].
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(ii) **Agents may decide to agree on their distributed agenda.** In this case, the aggregated agenda (after deliberation) is given by \( x_k \) where \( i = 1, 2, 3, 5 \) and \( 1 \leq k \leq s \). The resultant categorization is this case is given by \( P_f = f_j \lor j \lor j_3 \). It is clear to see that this resultant categorization (context) \( P_f \) is finer than each of the categorizations \( f_j \), \( f_j \), and \( f_j \). Thus, this categorization takes into consideration all the information considered relevant by any of the agents involved in deliberation. The categorization (concept lattice) obtained from this agenda is shown in the Figure 7.

### 8.1.1 Example with substitution

We consider the following scenario of deliberation between \( j_1 \) and \( j_2 \). Suppose we have the following substitution relation \( S \subseteq X \times C \times X \), giving preferences of agents in substituting one issue with another

\[
S = \{(x_{1k}, j_1, x_{1k}), (x_{2k}, j_1, x_{2k}), (x_{3k}, j_1, x_{3k}), (x_{4k}, j_1, x_{4k}), (x_{5k}, j_2, x_{5k}), (x_{6k}, j_2, x_{6k})\},
\]

where \( 1 \leq k \leq s \). In this case, if the deliberation occurs according to substitution-intersection rule (5.2), the resultant agenda after deliberation is \( Y_1 = \{x_{1k}, x_{2k}, x_{3k}, x_{4k}\} \), where \( 1 \leq k \leq s \). Notice that the features \( x_{5k}, x_{6k}, 1 \leq k \leq s \), (other expenses) were not present in the agenda of either of two agents, however it is present in the aggregated agenda. This corresponds to agents deliberating to choose feature which is not initial preference for either of them but both can compromise on. Preference-substitution relation allows us to model such situations in deliberation. The categorization (concept lattice) obtained from this agenda is shown in the Figure 9.

In this case, if the deliberation occurs according to substitution-union rule (5.1), the resultant agenda after deliberation is \( Y_2 = \{x_{1k}, x_{2k}, x_{3k}\} \), where \( 1 \leq k \leq s \). The categorization (concept lattice) obtained from this agenda is shown in Figure 10. It is clear from the concept lattices in the Figures 9 and 10 that the categorization obtained from (5.1) is coarser than the categorization obtained from (5.2), as implied by the Proposition 12. Note that the business process \( a_1 \) is distinguished completely from other processes with features in \( Y_1 \) but not in \( Y_2 \). Thus, if this is categorization is used to find abnormalities (considering very small categories as abnormalities) \( a_1 \) is likely to be flagged in the categorization with the agenda \( Y_1 \) but not with the agenda \( Y_2 \). In a similar way, if this categorization is used for choosing diverse sample for further processing, the process \( a_1 \) has much more likelihood of being chosen when agenda is \( Y_1 \), than \( Y_2 \).

### 8.2 Deliberation in non-crisp case

Let \( j_1, j_2 \), and \( j_3 \) be three agents with different possibly non-crisp agendas. Suppose the agenda of agent \( j_1 \) is given by mass function \( m_1 \)

\[
m_1(x_{1k}) = 0.6, \quad m_1(X) = 0.4,
\]

for \( 1 \leq k \leq s \). This can be considered \( j_1 \) assigning preference or importance 0.6 to the feature tax and 0.4 to the set of all the features i.e. preference for categorization based on tax alone describes categorization intended by \( j_1 \) to extent 0.6, while categorization based on all features in \( X \) describes intended categorization fully. Suppose the agenda of agent \( j_2 \) is given by mass function \( m_2 \)

\[
m_2(x_{1k}) = 0.5, \quad m_2(x_{1k}, x_{2k}) = 0.3, \quad m_2(X) = 0.2,
\]

for \( 1 \leq k \leq s \). This can be considered as \( j_2 \) saying tax alone describes the categorization intended by \( j_2 \) to extent 0.5, tax and revenue together describe the categorization intended by \( j_2 \) to extent 0.8 and categorization based on all features in \( X \) describes intended categorization fully. Suppose agent \( j_3 \) has crisp agenda \( Y = \{x_{1k}, x_{2k}, x_{6k}\} \), 1 \( \leq k \leq s \), and the relative importance of these agents involved in deliberation is 1 : 1 : 0.9. In this case, the agendas of \( j_1, j_2, \) and \( j_3 \) adjusted for the relative importance are given by \( m_1, m_2, \) and \( m_3 \) respectively, where \( m_3 \) is given by

\[
m_3(Y) = 0.9, \quad \text{and} \quad m_3(X) = 0.1.
\]

The most likely categorization (i.e. categorization with the highest induced mass) for \( m_1 \) and \( m_2 \) is same and is shown in the Figure 8 while the most likely categorization according to \( m_3 \) is shown in the Figure 9. The categorizations by stability-based method for the agendas given by mass functions \( m_1, m_2, \) and \( m_3, \) when \( \beta = 0.5 \) and \( s = 5 \) are shown in the Figures 8, 11 and 9 respectively.
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We again consider two possible outcomes of deliberations resulting in the aggregated agendas \( m = m_1 \oplus m_2 \oplus m_3 \) and \( m' = m_1 \cup m_2 \cup m_3 \). The mass functions \( m \) and \( m' \) are given by

\[
m((x_{1k})) = 0.8, \quad m((x_{1k}, x_{2k})) = 0.12, \quad m((x_{1k}, x_{2k}, x_{6k})) = 0.072, \quad m(X) = 0.008.
\]

\[
m'((x_{1k}, x_{2k}, x_{6k})) = 0.432, \quad m'(X) = 0.568.
\]

The most likely categorizations (categorization with the highest mass) for the agendas \( m \) and \( m' \) are shown in the Figures 8 and 13 respectively. The categorization by stability-based method for the agendas \( m \) and \( m' \), when \( \beta = 0.5 \) and \( s = 5 \) are shown in the figures 8 and 13 respectively. As there is no conflict between \( m_1 \), \( m_2 \), and \( m_3 \), we have \( m_1 \oplus m_2 \oplus m_3 = m_1 \cap m_2 \cap m_3 \). Thus, as implied by the Corollary 30, the categorization given by \( m \) (resp. \( m' \)) is coarser (resp. finer) than the any of the categorizations given by \( m_1 \), \( m_2 \), or \( m_3 \). This can indeed be seen in the concept lattices shown.

### 8.3 Example with substitution

We consider the following scenario of deliberation between \( j_1 \) and \( j_2 \). Suppose we have a substitution relation \( S \subseteq X \times C \times X \), giving preferences of agents in substituting one issue with another. Let

\[
S = \{(x_{1k}, j_1, x_{1k}), (x_{2k}, j_1, x_{6k}), (x_{1k}, j_2, x_{1k}), (x_{2k}, j_2, x_{2k}), (x_{1k}, j_2, x_{6k}), (x_{6k}, j_2, x_{6k})\},
\]

where \( 1 \leq k \leq s \). In this case, the agendas resulting from the deliberation according to (7.3) and (7.4) are \( m_s = m_1 \oplus s m_2 \) and \( m'_s = m_1 \cup s m_2 \) given by

\[
m_s((x_{1k}, x_{6k})) = 0.6, \quad m_s((x_{1k}, x_{2k}, x_{6k})) = 0.4
\]

\[
m'_s((x_{1k})) = 0.5, \quad m'_s((x_{1k}, x_{6k})) = 0.5,
\]

where \( 1 \leq k \leq s \). For the agenda given by \( m_s \) there is no unique most likely categorization. The most likely categorization (categorization with the highest mass) for the agenda given by \( m_s \) is shown in the Figure 12. The categorization obtained by stability-based method for the agendas \( m_s \) and \( m'_s \), when \( \beta = 0.5 \) and \( s = 5 \) is same as and is shown in the Figure 12. Note that for the mass functions \( m_1 \), and \( m_2 \) as above, we have \( m_1 \oplus s m_2 = m_1 \cap s m_2 \). Even though, we obtain the same categorization when \( \beta = 0.5 \), for the value of \( \beta \in (0, 0.4] \) the categorization obtained from \( m'_s \) would be finer than the categorization obtained from \( m_s \) by the stability-based method as implied by the Corollary 34.

### 8.4 Importance of different features in these categorizations

In this section, we give the estimated values of importance of different features (financial accounts) via pignistic and plausibility transformations for all the the non-crisp agendas (mass functions) mentioned in different examples throughout this section.

| Agenda | \( x_1 \) | \( x_2 \) | \( x_3 \) | \( x_4 \) | \( x_5 \) | \( x_6 \) |
|--------|--------|--------|--------|--------|--------|--------|
| \( m_1 \) | 0.67   | 0.067  | 0.067  | 0.067  | 0.067  | 0.067  |
| \( m_2 \) | 0.063  | 0.813  | 0.033  | 0.033  | 0.033  | 0.033  |
| \( m_3 \) | 0.317  | 0.317  | 0.017  | 0.017  | 0.017  | 0.017  |
| \( m \)  | 0.885  | 0.085  | 0.001  | 0.001  | 0.001  | 0.025  |
| \( m' \) | 0.239  | 0.239  | 0.095  | 0.095  | 0.095  | 0.239  |
| \( m_s \) | 0.433  | 0.133  | 0  | 0  | 0 | 0.433 |
| \( m'_s \) | 0.75   | 0      | 0      | 0      | 0      | 0.25   |

Table 1: Importance estimates via pignistic transformation

It is clear from the tables that, by both estimation methods, the estimated importance of features differs significantly with the rules used for deliberation. For example, importance of revenue in agenda \( m \) obtained by taking the common agenda of \( j_1 \), \( j_2 \), and \( j_3 \) is significantly higher than importance in agenda \( m' \) obtained by taking the distributed agenda of \( j_1 \), \( j_2 \), and \( j_3 \). These different importance values would result in significant
changes in clustering obtained using these values in proximity or dissimilarity based methods as discussed in 6.1.2. For example, business processes $a_4$ and $a_5$ have share 0.75 and 0.95 of revenue respectively. They are much more likely to be put into different clusters in a clustering obtained from $m$ than a clustering obtained from $m'$. These changes can have significant impacts on the performance of these methods in a given clustering task.

The method proposed in this paper uses Dempster-Shafer theory and transformations to probability functions to get estimated importance values and uses them in clustering tasks can be useful in many applications where the different experts assign different importance to different features and might have to deliberate with each other.

### 9 Conclusion and further directions

**Main contributions.** The contributions of this paper are motivated by the problem of categorizing business processes for auditing purposes, in a way that facilitates the identification of anomalies. Building on the insight that different ways of categorizing might lead to widely different results, in this paper, we investigate the space of possible categorizations of business processes, seen as nodes of one type in a bipartite graph. Formally, we regard (possibly weighted) bipartite graphs as (possibly many-valued) formal contexts. This interpretation provides us with a way to obtain hierarchical and explainable categorization of the nodes in the bipartite graph. The structure of formal contexts allows us to have much more control over the features used for categorization. Thus, we explore the space of the possible categorizations of a given set of business processes in terms of the interrogative agendas of a given set of agents. We thus obtain categorizations useful to multiple agents with different features of interest (agendas). We use notions from modal logic to represent the interaction between different agents, agendas, and categorizations. We make some observations about the interaction between these concepts. We then go on to discuss possible scenarios involving deliberation of different agents in deciding relevant features and make observations about possible outcomes (i.e. categorizations obtained from deliberation).

We generalize these results to a setting where the edges of a bipartite graph can be weighted, and so is the extent to which given agents consider given issues relevant, by using Dempster-Shafer mass functions to denote the many-valued (non-crisp) agendas of different agents involved. We also discuss methods for obtaining a crisp (i.e. two-valued) categorization from a given many-valued categorization, namely, we discuss the stability-based method and the probability transformation based methods, and make some observations regarding these methods. We also generalize different possible deliberation scenarios to the non-crisp case using Dempster-Shafer aggregation rules. Finally, we discuss some examples applying these ideas to the problem of categorizing business processes from a financial statements network when different agents may have different financial accounts of interest (i.e. different agendas) in both a crisp and a no-crisp setting.

This paper initiates a new line of research combining modal logic for describing and reasoning about agendas and interactions, formal concept analysis for modelling explainable categorizations, and Dempster-Sha theory, for representing and computing uncertainties and many-valued priorities in categorizing nodes in bipartite graphs regarded as formal contexts. We believe that this contribution can be applied to a much wider range of problems than those involving financial transactions, and that it lays the groundwork of a framework for modelling categorizations in business organizations or societal institutions involving many different agents with different interest interacting and categorizing a set of objects. Below, we discuss some directions for future research.
Applying the present framework to the design categorization algorithms for auditing tasks. As discussed in the Introduction and Examples sections, the methods developed in this paper can be used to obtain explainable categorizations of business processes given by different agendas. The ensuing categorizations are explainable, which facilitates their use and assessment by expert auditors. These categorizations may be used to flag out possibly abnormal business processes for further checking. For example, business processes forming small categories may be seen as abnormal as they are categorized separately from other business processes. Another way to recognize possibly abnormal business processes is to recognize abnormal members of given categories. This may be achieved via clustering business processes inside a category based on shares of different financial accounts in a business process. As discussed before, which business processes are flagged out may depend strongly on the features and their relative importance in categorization. Thus, business processes which are abnormal across different categorizations may have a higher likelihood of being inconsistent (or at least uncommon). In future work, we intend to apply these methods to categorization tasks for detecting abnormal business processes and other applications in auditing, and we intend to assess these methods in comparison to current techniques.

Modelling evidence collection from different sources relating to a company in an audit. In this paper, we have used interrogative agendas to model the features of interest for different auditors or auditing sub-tasks. We study the categorizations based on these agendas, possible deliberation scenarios be different auditors/audit methods or sub-tasks, and the categorizations resulting out of these deliberations. The same mathematical model can be flipped by using it to model the scenario of an audit team receiving data from an organization with different departments or different records having different areas of focus. These different entities may have very different categorizations of business processes, financial transactions or other data entries based on their agendas. In such case, an audit team needs to collect and aggregate data from these different sources having possibly different categorization of data. The logical framework developed in this paper can be used to model such situations and formalizing it. Such a formalization can be useful in aggregation and assessment of gathered evidence from different sources in a company.

Further applications in different tasks and fields. As discussed above, in this work we focus on modelling the interaction between different agents with different agendas and categorizations based on these agendas. We believe that these formal framework can be integrated in areas of research e.g. data-mining, information retrieval, attribute exploration, knowledge management where formal concept analysis is already being successfully applied \[52\ [53\ [50\ [71\ [51\ [28\ [75\]. One common problem in many applications of formal concept analysis is to reduce the size of concept lattices. The problem is due to the propensity of concept lattices to blow up in size with large data sets. Several approaches have been used in past to solve this problem \[11\ [61\ [21\]. As a future direction, we intend to combine these methods with our work on categorizations based on different agendas in crisp and non-crisp cases and use these in different applications in auditing but also in other fields involving categorization and social interactions like linguistics, politics and markets.

Extending to uncertain or incomplete formal contexts. There have been several extensions of formal contexts dealing with situations involving incomplete or uncertain information \[4\ [26\ [12\ [80\ [44\]. In our previous work, \[26\], we have used Dempster-Shafer theory to talk about evidence/belief about objects or features belonging to a category and preferences for different categories. In this work, we have focused more on uncertainty or preference functions on different categorizations of a set of objects based on different crisp or non-crisp agendas. It would be interesting to look more into these frameworks and interaction between them. In real situations, both the problems of choosing relevant categories and assigning objects or features to a category may involve uncertainty or incomplete information and may interact with each other. It would be interesting to elaborate more on these interactions using formal frameworks developed in these papers.

Different modal axioms to model interaction between agents and their interrogative agendas. In many practical situations, interactions between \(R\), \(U\) and \(S\) in deliberation may satisfy additional conditions. Many of these additional conditions can be axiomatised using modal logic. We may also add additional relations and modal operators to model influences between different agents or dependencies between issues. These additional operators may satisfy some interactions axioms between themselves and the ones already considered
Another topic of interest is to determine whether some property in this structure is modally definable or not. This leads us to investigate some general characterization of modal definability, in the style of e.g. the Goldblatt-Thomason theorem, for such logics. Some advances in this direction have been made already [16, 33].

**Considering different combination rules and methods of interpreting non-crisp agendas.** In this work we have used some basic rules from Dempster-Shafer and propose some natural methods to model aggregation of different agendas involved in deliberation. How to define different combination rules and their advantages and disadvantages has been a large topic of research in Dempster-Shafer theory [57]. In future work, we would like to investigate which different rules may be of interest in different deliberation scenarios. In this work, we have proposed stability index to combine different categorizations with different preferences into one. It would be interesting to look into other ways of aggregating these categorizations.
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The assumption that 

e  

the small financial statements network considered in examples.

The following table is a small database showing different transactions and financial accounts used to obtain a financial statements network.

| Date       | Transaction  | Account   |
|------------|--------------|-----------|
| 2019-01-01 | Deposit      | Savings   |
| 2019-02-02 | Withdrawal   | Checking  |
| 2019-03-03 | Deposit      | Savings   |
| 2019-04-04 | Withdrawal   | Checking  |

Appendix

**Proposition 36.** For any set $W$, if $|W| \geq 2$, then $e \in J^\infty(E(W))$ iff $e$ is identified by some partition of the form $E_{xy} := \{(x,y)\} \cup \{(z) \mid z \in W \setminus \{x,y\}\}$ with $x,y \in W$ such that $x \neq y$.

**Proof.** By construction, any $e$ corresponding to some $E_{xy}$ as above is an atom, and hence a completely join-irreducible element of $E(W)$. Conversely, let $e$ be a completely join-irreducible element of $E(W)$. Then $e \neq \emptyset$, hence some $x,y \in W$ exist such that $x \neq y$ and $(x,y) \in e$. To show that $e$ is identified by the partition $E_{xy} := \{(x,y)\} \cup \{(z) \mid z \in W \setminus \{x,y\}\}$, we need to show that (a) the $e$-equivalence class $X$ of $e$ cannot contain three pairwise distinct elements, and (b) for any $z \in W \setminus \{x,y\}$, the $e$-equivalence class $Z$ of $z$ is a singleton. As to (a), assume for contradiction that $X$ contains three pairwise distinct elements $x,y,z$. Hence, $X$ is both the union of two disjoint subsets $X_1$ and $X_2$ such that $x \in X_1$ and $y,z \in X_2$ and is the union of two disjoint subsets $Y_1$ and $Y_2$ such that $y \in Y_1$ and $x,z \in Y_2$. Then let $e_1,e_2 \in E(W)$ be respectively identified by the partitions $E_1 := \{(x_1,x_2)\} \cup \{(w) \mid w \in W \setminus X\}$ and $E_2 := \{(y_1,y_2)\} \cup \{(w) \mid w \in W \setminus Y\}$. By construction, $e = e_1 \sqcup e_2$; however, $e \neq e_1$ and $e \neq e_2$, which contradicts the assumption that $e$ is completely join-irreducible. As to (b), by (a) and the disjointness of $X$ and $Z$ contains two distinct elements. If $Z$ contains some $z' \in W$ such that $z \neq z'$, then $Z$ is the union of two disjoint subsets $Z_1$ and $Z_2$ such that $z \in Z_1$ and $z' \in Z_2$. Then let $e_1,e_2 \in E(W)$ be respectively identified by the partitions $E_1 := \{(z_1,z_2)\} \cup \{(w) \mid w \in W \setminus Z\}$ and $E_2 := \{(x_1,y_1)\} \cup \{(w) \mid w \in W \setminus X\}$. By construction, $e = e_1 \sqcup e_2$; however, $e \neq e_1$ and $e \neq e_2$, which contradicts the assumption that $e$ is completely join-irreducible.

10.1 A Financial statements network example

The following table is a small database showing different transactions and financial accounts used to obtain a small financial statements network considered in examples.
Table 3: A small database with 12 business processes and 6 financial accounts. We use same TID to denote all credit and debit activities relating to a single business process.

| ID | TID | FA name     | Value |
|----|-----|-------------|-------|
| 1  | 1   | revenue     | -100  |
| 2  | 1   | cost of sales | +100 |
| 3  | 2   | revenue     | -400  |
| 4  | 2   | personal expenses | +400 |
| 5  | 3   | other expenses | +125 |
| 6  | 3   | cost of sales | +375  |
| 7  | 3   | revenue     | -500  |
| 8  | 4   | tax         | -125  |
| 9  | 4   | cost of sales | +500 |
| 10 | 4   | revenue     | -375  |
| 11 | 5   | tax         | -10   |
| 12 | 5   | cost of sales | +200 |
| 13 | 5   | revenue     | -190  |
| 14 | 6   | cost of sales | +50  |
| 15 | 6   | other expenses | +450 |
| 16 | 6   | inventory   | -500  |
| 17 | 7   | cost of sales | +400 |
| 18 | 7   | revenue     | -300  |
| 19 | 7   | inventory   | -100  |
| 20 | 8   | revenue     | -150  |
| 21 | 8   | cost of sales | +150 |
| 22 | 9   | revenue     | -250  |
| 23 | 9   | cost of sales | +250 |
| 24 | 10  | tax         | -250  |
| 25 | 10  | personal expenses | +250 |
| 26 | 11  | revenue     | -250  |
| 27 | 11  | personal expenses | +175 |
| 28 | 11  | other expenses | +75  |
| 29 | 12  | revenue     | -250  |
| 30 | 12  | tax         | -50   |
| 31 | 12  | personal expenses | +150 |
| 32 | 12  | other expenses | +150 |

The following table gives shows the many valued context obtained by interpreting the business processes as objects and financial accounts as features. The value of incidence relation denotes the share of given financial account in given business process.

Table 4: The formal context obtained from transaction database given in Table 3 $I(a, x) = 0$ for any $(a, x)$ pair not present in the table.

| Business process (a) | Financial account (x) | Share of value (I(a,x)) |
|----------------------|-----------------------|------------------------|
| 1 $(a_1)$            | revenue $(x_2)$       | -1                     |
| 1 $(a_1)$            | cost of sales $(x_3)$ | +1                     |
| 2 $(a_2)$            | revenue $(x_2)$       | -1                     |
| 2 $(a_2)$            | personal expenses $(x_4)$ | +1             |
| 3 $(a_3)$            | other expenses $(x_6)$ | -0.25                 |
| 3 $(a_3)$            | cost of sales $(x_3)$ | +0.75                 |
| 3 $(a_3)$            | revenue $(x_2)$       | -1                     |
| 4 $(a_4)$            | tax $(x_1)$           | -0.25                 |
|   |   |   |
|---|---|---|
| 4 \((a_4)\) | cost of sales \((x_3)\) | +1 |
| 4 \((a_4)\) | revenue \((x_2)\) | -0.75 |
| 5 \((a_5)\) | tax \((x_1)\) | -0.05 |
| 5 \((a_5)\) | cost of sales \((x_3)\) | +1 |
| 5 \((a_5)\) | revenue \((x_2)\) | -0.95 |
| 6 \((a_6)\) | other expenses \((x_6)\) | +0.1 |
| 6 \((a_6)\) | cost of sales \((x_3)\) | +0.9 |
| 6 \((a_6)\) | inventory \((x_5)\) | -1 |
| 7 \((a_7)\) | cost of sales \((x_3)\) | +1 |
| 7 \((a_7)\) | inventory \((x_5)\) | -0.25 |
| 7 \((a_7)\) | revenue \((x_2)\) | -0.75 |
| 8 \((a_8)\) | revenue \((x_2)\) | -1 |
| 8 \((a_8)\) | cost of sales \((x_3)\) | +1 |
| 9 \((a_9)\) | revenue \((x_2)\) | -1 |
| 9 \((a_9)\) | other expenses \((x_6)\) | +1 |
| 10 \((a_{10})\) | tax \((x_1)\) | -1 |
| 10 \((a_{10})\) | personal expenses \((x_4)\) | +1 |
| 11 \((a_{11})\) | revenue \((x_2)\) | -1 |
| 11 \((a_{11})\) | personal expenses \((x_4)\) | +0.7 |
| 11 \((a_{11})\) | other expenses \((x_6)\) | +0.3 |
| 12 \((a_{12})\) | revenue \((x_2)\) | -0.83 |
| 12 \((a_{12})\) | tax \((x_1)\) | -0.17 |
| 12 \((a_{12})\) | personal expenses \((x_4)\) | +0.5 |
| 12 \((a_{12})\) | other expenses \((x_6)\) | +0.5 |

### 10.2 Concept lattices obtained in different examples

In this Section, we give the diagrams of various concept lattices arising from the different examples in Section 8. These concept lattices were drawn with the help of lattice visualization by LatViz [43](#) [3](#) [1](#).
Figure 4: Concept lattice 1

Figure 5: Concept lattice 2
Figure 6: Concept lattice 3

Figure 7: Concept lattice 4
Figure 8: Concept lattice 5

Figure 9: Concept lattice 6
Figure 10: Concept lattice 7

Figure 11: Concept lattice 8
Figure 12: Concept lattice 9

Figure 13: Concept lattice 10