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Abstract

A Markov decision problem is called reversible if the stationary controlled Markov chain is reversible under every stationary Markovian strategy. A natural application in which such problems arise is in the control of Metropolis-Hastings type dynamics. We characterize all discrete time reversible Markov decision processes with finite state and actions spaces. We show that policy iteration algorithm for finding an optimal policy can be significantly simplified Markov decision problems of this type. We also highlight the relation between the finite time evolution of the accrual of reward and the Gaussian free field associated to the controlled Markov chain.

1 Introduction

We study Markov decision processes (MDPs) in a finite-state, finite-action framework with an average-reward criterion, when the controlled Markov chain is irreducible and reversible in stationarity under every stationary Markov control strategy. This problem was originally studied in special cases by Cogill and Peng [3], but that work does not seem to have attracted much attention. We strengthen the main theorems in [3] by getting rid of superfluous assumptions. We characterize the class of all such problems. We also highlight the connections between such problems and the Gaussian free field of a weighted graph.

This paper is dedicated to the memory of Ari Arapostathis, a good personal friend, who was fond both of discrete-state MDPs and of the control problems arising in the Gaussian world of diffusion processes. We hope that the mix of MDPs with Gaussianity appearing in this paper – which is of a form that is unusual in the control context – would have met with his approval.
2 Setup

\(\mathcal{X}\) and \(\mathcal{U}\) are finite sets, denoting the set of states and the set of actions respectively. To avoid dealing with corner cases, we assume that both \(\mathcal{X}\) and \(\mathcal{U}\) have cardinality at least 2. For each \(u \in \mathcal{U}\) let \(P(u) := \left[ p_{ij}(u) \right]\) be a transition probability matrix (TPM) on \(\mathcal{X}\), where \(p_{ij}(u)\) denotes the conditional probability that the next state is \(j\) when the current state is \(i\) and the action taken is \(u\). We are also given a function \(r : \mathcal{X} \times \mathcal{U} \rightarrow \mathbb{R}\), where \(r(i, u)\) denotes the reward received if the current state is \(i\) and the current action is \(u\).

A stationary randomized Markov strategy \(\mu\) is defined to be a choice of conditional probability distributions \((\mu(u|i) : u \in \mathcal{U}, i \in \mathcal{X})\) and results in the TPM \(P(\mu) := \left[ p_{ij}(\mu) \right]\) on \(\mathcal{X}\), where

\[
p_{ij}(\mu) := \sum_u p_{ij}(u)\mu(u|i).
\]

We write \(\mathcal{M}\) for the set of stationary randomized Markov control strategies. The interpretation of \(P(\mu)\) is as the TPM of the controlled Markov chain when the strategy \(\mu \in \mathcal{M}\) is implemented.

We make the assumption that for each \(\mu \in \mathcal{M}\) the TPM \(P(\mu)\) is irreducible and reversible. We will then say that we are dealing with a reversible Markov decision problem (RMDP). This assumption may seem quite restrictive, but it seems to be sufficiently interesting to merit some attention. For instance, applications to the optimal design of algorithms of the Metropolis-Hastings type to generate a target probability distribution on a large set of combinatorial configurations, i.e. the Markov Chain Monte Carlo method, are discussed in some depth in [3, Sec. 5].

By the assumption of irreducibility there is unique probability distribution \(\pi(\mu) := (\pi_i(\mu) : i \in \mathcal{X})\), called the stationary distribution of \(P(\mu)\), which can be thought of as a column vector satisfying \(\pi(\mu)^TP(\mu) = \pi(\mu)^T\). The assumption of reversibility says that we have

\[
\pi_i(\mu)p_{ij}(\mu) = \pi_j(\mu)p_{ji}(\mu), \text{ for all } i, j \in \mathcal{X}.
\]

The conditions in (1) are often called a detailed-balance assumption. Note that \((\pi_i(\mu)p_{ij}(\mu) : (i, j) \in \mathcal{X} \times \mathcal{X})\) is a probability distribution, called the occupation measure of \(P(\mu)\), and the reversibility assumption for \(P(\mu)\) is equivalent to the assumption that the occupation measure is symmetric when viewed as a matrix.

We will denote the set of stationary deterministic Markov control strategies by \(\bar{\mathcal{M}}\) and write \(\bar{\mu}\) for such a strategy. Thus \(\bar{\mu} \in \bar{\mathcal{M}}\) is a function \(\bar{\mu} : \mathcal{X} \rightarrow \mathcal{U}\) and, with
an abuse of notation, can also be thought of as the stationary randomized Markov control strategy $\bar{\mu}$ where $\bar{\mu}(u|i)$ equals 1 if $u = \bar{\mu}(i)$ and 0 otherwise. Note that $|\mathcal{M}| = |\mathcal{U}|^{|\mathcal{X}|}$, where $|\mathcal{A}|$ denotes the cardinality of a finite set $\mathcal{A}$. Of course, $P(\bar{\mu})$ need not be distinct for distinct $\bar{\mu} \in \mathcal{M}$. Similarly, $\mathcal{M}$ can be thought of as the product of $\mathcal{X}$ copies of the probability simplex based on $\mathcal{U}$.

Even though irreducibility of the $P(u)$ for $u \in \mathcal{U}$ is not explicitly mentioned as a condition in the definition of the notion of an RMDP in [3], it seems to be implicitly assumed, since the notion of reversibility seems to be discussed there under the implicit assumption that there is a unique stationary distribution. Thus the use of the terminology “reversible Markov decision process” in this document seems to be consistent with its use in [3].

3 Initial results

Our first claim is the following simple observation. For completeness, a proof is provided in Appendix A.

**Lemma 1.** $P(\mu)$ is irreducible and reversible for each $\mu \in \mathcal{M}$ iff $P(\bar{\mu})$ is irreducible and reversible for each $\bar{\mu} \in \mathcal{M}$. 

As pointed out in [3], a natural class of examples of RMDPs arises as follows.

**Example 1.** Let $G := (\mathcal{X}, \mathcal{E})$ be a simple connected graph with the finite vertex set $\mathcal{X}$ and edge set $\mathcal{E}$. (Recall that a graph is called simple if it does not have multiple edges between any pair of vertices and does not have any self-loops.) To each edge $(i, j) \in \mathcal{E}$ (between the vertices $i, j \in \mathcal{X}$) associate the strictly positive weight $s_{ij}$ (thus $s_{ij} = s_{ji}$). Since $G$ has no self-loops, we have $s_{ii} = 0$ for all $i \in \mathcal{X}$. Write $s_i$ for $\sum_{j \in \mathcal{X}} s_{ij}$ and $S$ for $\sum_{i \in \mathcal{X}} s_i$. Let $P^{(0)}$ denote the transition probability matrix on $\mathcal{X}$ with

$$p_{ij}^{(0)} = \frac{s_{ij}}{s_i}, \text{ for all } i, j \in \mathcal{X}.$$ 

Let $\rho : \mathcal{X} \times \mathcal{U} \to (0, 1]$ be given. When the control action is $u \in \mathcal{U}$, assume that the state transitions occur according to $P(u)$, where

$$p_{ii}(u) = 1 - \rho(i, u),$$

$$p_{ij}(u) = \rho(i, u)p_{ij}^{(0)}, \text{ if } j \neq i.$$ 

Finally, assume that a reward function $r : \mathcal{X} \times \mathcal{U} \to \mathbb{R}$ is given.
To check that this results in an RMDP we first observe that \( P^{(0)} \) is an irreducible and reversible TPM on \( \mathcal{X} \). The irreducibility is obvious. Reversibility can be checked by observing that the stationary distribution of \( P^{(0)} \), i.e. \( (\pi_i^{(0)} : i \in \mathcal{X}) \), is given by \( \pi_i^{(0)} = \frac{s_i}{S} \) for \( i \in \mathcal{X} \).

Given \( \mu \in \mathcal{M} \), write \( \rho(i, \mu) \) for \( \sum_{u \in \mathcal{U}} \rho(i, u) \mu(u|i) \). For \( j \neq i \), then it can be checked that we have \( p_{ij}(\mu) = \rho(i, \mu) p_{ij}^{(0)} \) for \( j \neq i \), while \( p_{ii}(\mu) = 1 - \rho(i, \mu) \). Now, to check that \( P(\mu) \) is reversible it suffices to observe that its stationary distribution, i.e. \( (\pi_i(\mu) : i \in \mathcal{X}) \), is given by \( \pi_i(\mu) = \sum_{i \in \mathcal{X}} \frac{\pi_i^{(0)} p_{ij}^{(0)}}{\rho(i, \mu)} \) for \( i \in \mathcal{X} \), where \( K(\mu) := \left( \sum_{i \in \mathcal{X}} \frac{\pi_i^{(0)}}{\rho(i, \mu)} \right)^{-1} \) is the normalizing constant.

In the scenario of Example 1, if one scales all the weights \( s_{ij} \) by the same positive constant then, with the same \( \rho : \mathcal{X} \times \mathcal{U} \to (0, 1] \) and \( r : \mathcal{X} \times \mathcal{U} \to \mathbb{R} \), one gets the same RMDP, since all the \( s_i \) and \( S \) also scale by the same constant. What matters is the irreducible reversible transition probability matrix \( P^{(0)} \) with zero diagonal entries defined by the weighted graph. Conversely, one can check that any irreducible reversible TPM \( P^{(0)} \) with entries \( p_{ij}^{(0)} \), \( i, j \in \mathcal{X} \) and zero diagonal entries can be thought of as arising from the simple connected graph \( G := (\mathcal{X}, \mathcal{E}) \) with \( (i, j) \in \mathcal{E} \iff p_{ij}^{(0)} > 0 \), with weight \( s_{ij} := \pi_i^{(0)} p_{ij}^{(0)} \), where \( (\pi_i^{(0)} : i \in \mathcal{X}) \) is the stationary distribution of \( P^{(0)} \).

As stated in the following simple lemma, whose proof is in Appendix B, one can associate a simple connected graph to any RMDP. We will refer to this graph as the canonical graph of the RMDP.

**Lemma 2.** Consider an RMDP, defined by \( (P(u) : u \in \mathcal{U}) \) and \( r : \mathcal{X} \times \mathcal{U} \to \mathbb{R} \) as above. Then there must exist a simple connected graph \( G := (\mathcal{X}, \mathcal{E}) \) such that for all \( u \in \mathcal{U} \) and distinct \( i, j \in \mathcal{X} \) we have \( p_{ij}(u) > 0 \) iff \( (i, j) \in \mathcal{E} \).

In fact, as stated in the following theorem, it turns out that under relatively mild conditions every RMDP must be of the form described in Example 1. The proof is provided in Appendix C.

**Theorem 1.** Consider an RMDP, defined by \( (P(u) : u \in \mathcal{U}) \) and \( r : \mathcal{X} \times \mathcal{U} \to \mathbb{R} \). Let \( G := (\mathcal{X}, \mathcal{E}) \) be the canonical graph associated to this problem, as in Lemma 2. Suppose now that this graph is biconnected. (Recall that a graph is called biconnected – or 2-connected – if whenever any single vertex, together with all the edges involving that vertex, is removed the resulting graph continues to be...
Then there is an irreducible reversible TPM $P^{(0)}$ on $X$ such that $p_{ij}^{(0)} > 0$ iff $(i, j) \in E$, and $\rho : X \times U \to (0, 1]$, such that for each $u \in U$ we have $p_{ij}(u) = \rho(i, u)p_{ij}^{(0)}$ for $j \neq i$, and $p_{ii}(u) = 1 - \rho(i, u)$.

Much of the discussion in [3] centers around RMDPs which have a Hamilton cycle in their canonical graph. These are biconnected, and hence of the kind in Example 1. However, as seen from Example 2 below, there are RMDPs that are not of the type in Example 1.

Example 2. Let $X = \{1, 2, 3\}$ and $U = \{1, 2\}$. Choose $a \neq b$ such that $0 < a, b < 1$. Let

$$P(1) = \begin{bmatrix} 0 & a & 1-a \\ 1 & 0 & 0 \\ 1 & 0 & 0 \end{bmatrix} \quad \text{and} \quad P(2) = \begin{bmatrix} 0 & b & 1-b \\ 1 & 0 & 0 \\ 1 & 0 & 0 \end{bmatrix}.$$ 

It can be checked that for any $\mu \in M$ we have

$$P(\mu) = \begin{bmatrix} 0 & \lambda a + (1-\lambda)b & \lambda(1-a) + (1-\lambda)(1-b) \\ 1 & 0 & 0 \\ 1 & 0 & 0 \end{bmatrix},$$

for some $\lambda \in [0, 1]$ (depending on $\mu$). Since $P(\mu)$ is irreducible and reversible, with the stationary distribution being

$$\pi(\mu) = \left[ \frac{1}{2} \quad \frac{1}{2} (\lambda a + (1-\lambda)b) \quad \frac{1}{2} (\lambda(1-a) + (1-\lambda)(1-b)) \right],$$

this, together with some reward function $r : X \times U \to \mathbb{R}$, defines an RMDP. However this RMDP is not of the form in Example 1 as can be seen, for instance, by noticing that $p_{11}(\mu) = 0$ for all $\mu$ but $p_{12}(\mu)$ can take on distinct values for distinct $\mu$ (since we assumed that $a \neq b$).

Here the canonical graph of the RMDP has vertex set $X$ and edge set $E = \{(1, 2), (1, 3)\}$. Note that this graph is not biconnected.

4 A characterization of reversible Markov decision problems

Roughly speaking, a simple connected graph $G := (X, E)$ is as far from being biconnected as it can be if there is unique path between every pair of vertices of the graph, i.e. if the graph is a tree. This is of course not precisely true, since the
graph with two vertices connected with a single edge is both biconnected and a
tree and, more generally, in any tree the removal of a leaf vertex together with the
dge connected to it leaves behind a connected graph. Nevertheless, this rough
intuition suggests that one should pay special attention to trees. As the following
simple result shows, in contrast to the case considered in Theorem 1, when the
canonical graph of an RMDP is a tree there are hardly any restrictions on the
structure of the decision problem. The proof is in Appendix D.

Lemma 3. Let $G := (\mathcal{X}, \mathcal{E})$ be a tree. Let $(P(u) : u \in \mathcal{U})$ be any collection of
TPMs on $\mathcal{X}$ satisfying the condition that $p_{ij}(u) > 0$ iff $(i,j) \in \mathcal{E}$. Then, together
with a reward function $r : \mathcal{X} \times \mathcal{U} \rightarrow \mathbb{R}$, this defines an RMDP.

We now proceed to characterize all RMDPs. It turns out that the situations dis-
cussed in Theorem 1 and Lemma 3 are extreme cases and, in a sense, the general
case lies between these two extremes. Underlying this is the well-known block
graph structure of a simple connected graph $G := (\mathcal{X}, \mathcal{E})$. Recall that a cutvertex
of $G$ is a vertex such that if we remove that vertex and the edges connected to it,
the resulting graph is disconnected. A block is defined to be a maximal connected
subgraph of $G$ that has no cutvertices. Thus a block $B$ is biconnected; in partic-
ular, it is either a subgraph comprised of a single edge (in which case it has two
vertices) or has the property that given any three distinct vertices $i,j,k \in B$ there
is path between $j$ and $k$ in $B$ that does not meet $i$. Also, any two blocks $B$ and
$B'$ that intersect do so at a uniquely defined vertex, called an articulation point of
the block graph structure. An articulation point will be a cutvertex of $G$ (but not
of $B$ or $B'$, since $B$ and $B'$ are blocks and so do not have cutvertices). If there
is only one block in the block structure, then there are no articulation points. If
there is more than one block then every block has at least one articulation point,
but in general may have several articulation points. Every articulation point then
lies in at least two blocks, but may in general lie in several blocks. An illustrative
example of the block graph structure is given in Figure 4 below; see e.g. [4, Sec.
3.1] for more details (we focus on connected graphs, even though the block graph
can be defined more generally).

Given the simple connected graph $G := (\mathcal{X}, \mathcal{E})$, we write $A$ for the set of
articulation points and $B$ for the set of blocks. Note that each $a \in A$ is a vertex of
$G$, while each $B \in B$ is a subgraph of $G$. Nevertheless, with an abuse of notation,
we will also use $B$ to denote the vertex set of the block $B$. Thus we write $a \in B$
to indicate that the articulation point $a$ is in the vertex set of $B$ and similarly
write $B \ni a$ to indicate that the vertex set of $B$ contains the articulation point $a.$
Figure 1: The block graph associated to a simple connected graph with nine nodes, numbered as indicated, is shown. The articulation points are the vertices 2, 3, and 6, and are depicted by thick red nodes. There are five blocks, namely \{1, 2\}, \{2, 3\}, \{3, 5, 6\}, \{4, 6\}, and \{6, 7, 8, 9\}. Note that the articulation point 2 is shared by two blocks, as is the articulation point 3, while the articulation point 6 is shared by three blocks. Note that (since there is more than one block) each block has at least one articulation point, while the block \{3, 5, 6\} has two articulation points.

Further, we will write \(\tilde{B}\) for the subset of those vertices of the block \(B\) that are not articulation points.

In the following example we describe a class of RMDPs that is broader in scope than those considered in Example 1 and Lemma 3 (in particular Example 2), including both of these as special cases.

**Example 3.** Let \(G := (X, E)\) be a simple connected graph. In the block graph structure of \(G\), let \(A\) denote the set of articulation points and \(B\) the set of blocks. For each \(B \in B\) let \(P^{(0)}(B)\) be a given irreducible reversible TPM on \(B\) with \(p_{ii}(B) = 0\) for all \(i \in B\). For each articulation point \(a \in A\) (if any) and \(u \in \mathcal{U}\), let \((\nu_a(u, B) : B \ni a)\) be strictly positive numbers satisfying \(\sum_{B \ni a} \nu_a(u, B) = 1\). For \(i \in B\) and \(u \in \mathcal{U}\), define \(\nu_i(u, B) = 1\), and for all \(i \in X\) define \(\nu_i(u, B) = 0\) for all \(u \in \mathcal{U}\) if \(i \notin B\). Let \(\rho : X \times \mathcal{U} \to (0, 1]\) be given.

For each \(u \in \mathcal{U}\) define \(P(u) := \begin{bmatrix} p_{ij}(u) \end{bmatrix}\), a TPM on \(X\), by

\[
\begin{align*}
p_{ij}(u) & = \rho(i, u)\nu_i(u, B)p_{ij}^{(0)}(B) \text{ if } i \in B, j \in B, j \neq i, B \in B, \\
p_{ii}(u) & = 1 - \rho(i, u), \text{ if } i \in X, \\
p_{ij}(u) & = 0, \text{ otherwise.}
\end{align*}
\]
Then, together with \( r : \mathcal{X} \times \mathcal{U} \to \mathbb{R} \), this defines an RMDP.

If there is only a single block, then there are no articulation points and we are in the scenario of Example 1, where the claim has already been established. Suppose therefore that there are two or more blocks (thus every block has at least one articulation point). To verify the claim, we need to check that for each \( \mu \in \mathcal{M} \) the matrix \( P(\mu) \) on \( \mathcal{X} \) is an irreducible reversible TPM. It is straightforward to check that \( P(\mu) \) is a TPM. Noting that for \( i \neq j \) we have \( p_{ij}(\mu) > 0 \) iff \((i, j) \in \mathcal{E}\), we see that \( P(\mu) \) is irreducible.

Let \( \tau_{i}(u, B) := \rho(i, u)\nu_{i}(u, B) \), and for \( \mu \in \mathcal{M} \) let \( \tau_{i}(\mu, B) := \sum_{u} \tau_{i}(u, B)\mu(u|i) \). Let \( (\psi_{i}(B) : i \in B) \) denote the stationary probability distribution of \( P^{(0)}(B) \). Then, by the assumed reversibility of this matrix, we have

\[
\psi_{i}(B)p_{ij}^{(0)}(B) = \psi_{j}(B)p_{ji}^{(0)}(B), \text{ for all } i, j \in B, B \in \mathcal{B}. \tag{3}
\]

We now claim that we can find positive constants \( (m(\mu, B) : B \in \mathcal{B}) \) such for every \( B, B' \in \mathcal{B}, B \neq B' \), if they share an articulation point \( a \in \mathcal{A} \) (i.e. \( a \in B, a \in B' \)), then we have

\[
m(\mu, B)\frac{\psi_{a}(B)}{\tau_{a}(\mu, B)} = m(\mu, B')\frac{\psi_{a}(B')}{\tau_{a}(\mu, B')} \tag{4}
\]

Since this number does not depend on the choice of \( B \in \mathcal{B} \) containing \( a \), let us denote it by \( \gamma_{a}(\mu) \). Let us also write \( \gamma_{i}(\mu) \) for \( m(\mu, B)\frac{\psi_{i}(B)}{\tau_{i}(\mu, B)} \) for \( i \in B \) for any \( B \in \mathcal{B} \). With this notation in place, we further claim that we can choose the \( (m(\mu, B) : B \in \mathcal{B}) \) such that

\[
\sum_{i \in \mathcal{X}} \gamma_{i}(\mu) = 1. \tag{5}
\]

It can then be checked that \( (\gamma_{i}(\mu) : i \in \mathcal{X}) \) is then the stationary distribution of \( P(\mu) \) and, based on (3), we can conclude that \( P(\mu) \) is reversible.

To find the scaling factors \( (m(\mu, B) : B \in \mathcal{B}) \) with the claimed properties, pick any block and call it the root. Because there are at least two blocks, this block has at least one articulation point, and each such articulation point is associated with unique block other than the root. Call these blocks the ones at depth 1. If any such block has additional articulation points (other than the one it shares with
the root), each of these will be associated with a new block, and we will call
the blocks identified in this way (from all the blocks at depth 1) the blocks at depth
2, and so on. We start with a scaling factor 1 for the root, and see that we can
set the scaling factor uniquely for each of the blocks at depth 1 in order to get
the matching condition in (4) to hold at all the articulation points that are shared
between the root and the blocks at depth 1. We can next set the scaling factor for
each of the blocks at depth 2 uniquely in order to get the matching condition in
(4) to hold at all the articulation points that are shared between a block at depth
1 and a block at depth 2 and so on. At the end of this process we have scaling
factors such that the condition in (4) holds at all articulation points and then we
can finally scale all the scaling factor jointly by the same positive constant to get
the condition in (5).

The class of RMDPs arising as in Example 3 also includes those arising as
in Lemma 3. This corresponds to the case where every block is a single edge,
which is equivalent to the case where the given graph \( G := (\mathcal{X}, \mathcal{E}) \) is a tree. Each
\( P^{(0)}(B) \) is then of the form
\[
\begin{bmatrix}
0 & 1 \\
1 & 0
\end{bmatrix}.
\]
If \( |\mathcal{X}| = 2 \) then there are no articulation points and the scenario is covered in Theorem 1 (and also in Lemma 3). If \( |\mathcal{X}| \geq 3 \) the articulation points are precisely the non-leaf vertices of the tree.

It turns out that the scenarios covered in Example 3 completely characterize
all the ways in which an RMDP can arise. This is stated in the following theorem,
whose proof is in Appendix E.

**Theorem 2.** Consider an RMDP, defined by the TPMs \( (P^u : u \in U) \) and \( r : \mathcal{X} \times U \to \mathbb{R} \). Let \( G := (\mathcal{X}, \mathcal{E}) \) be the canonical graph associated to this problem, as
in Lemma 2. In the block graph structure of \( G \), let \( A \) denote the set of articulation points and \( B \) the set of blocks. Then for each \( B \in B \) there will be an irreducible
reversible TPM \( P^{(0)}(B) \) on \( B \) with \( p_{ii}(B) = 0 \) for all \( i \in B \); for each articulation
point \( a \in A \) (if any) and \( u \in U \) there will be strictly positive numbers \( (\nu_a(u, B) : B \ni a) \), satisfying \( \sum_{B \ni a} \nu_a(u, B) = 1 \); and there will be \( \rho : \mathcal{X} \times U \to (0, 1] \) such
that for each \( u \in U \) the entries of the matrix \( P(u) \) are given by (2).

## 5 Dynamic programming equations and policy iteration

Consider an MDP defined by a family \( (P(u) : u \in U) \) where each \( P(u) \) is an
irreducible TPM on \( \mathcal{X} \), and a reward function \( r : \mathcal{X} \times U \to \mathbb{R} \). Here \( \mathcal{X} \) and \( U \)
are finite sets each assumed to be of cardinality at most 2. Given \( \mu \in \mathcal{M} \), let \( \beta(\mu) \) denote the long term average reward associated to the stationary randomized Markov strategy \( \mu \). Then we have \( \beta(\mu) = \sum_i \pi_i(\mu)r(i, \mu) \), where \( \pi(\mu) = (\pi_i(\mu) : i \in \mathcal{X}) \) denotes the stationary distribution of \( P(\mu) \) and \( r(i, \mu) := \sum_u r(i, u)\mu(u|i) \). Further, there is function \( h(\mu) : \mathcal{X} \to \mathbb{R} \) such that for all \( i \in \mathcal{X} \) we have

\[
\beta(\mu) = r(i, \mu(i)) + \sum_j p_{ij}(\mu) (h_j(\mu) - h_i(\mu)).
\]  

(6)

The family of equations (6), one for each \( i \in \mathcal{X} \), is often viewed as needing to be solved for \( \beta(\mu) \) and \( h(\mu) := (h_i(\mu) : i \in \mathcal{X}) \), in which case it is called Poisson’s equation associated to the TPM \( P(\mu) \). Note that the number of variables is one more that then number of equations and, indeed, one can add the same fixed constant to each \( h_i(\mu) \) in any solution to find another solution.

A natural choice for \( h(\mu) \), thought of as a column vector, is given by the Cesàro limit of the sequence \( (\sum_{k=0}^{K-1} (P(\mu)^k - \mathbb{1}\pi(\mu)^T) r(\mu), K \geq 1) \), where \( r(\mu) \) is thought of as the column vector with \( r(\mu) = (r(i, \mu(i)) : i \in \mathcal{X}) \), and \( \mathbb{1} \) denotes the all-ones column vector. This Cesàro limit exists because the sequence \( (\frac{1}{K} \sum_{k=0}^{K-1} P(\mu)^k, K \geq 1) \) converges geometrically fast to \( \mathbb{1}\pi(\mu)^T \) as \( K \to \infty \). Taking the Cesàro limit is needed to deal with the phenomenon of periodicity.

The average cost dynamic programming equation characterizes an optimal stationary randomized Markov strategy \( \mu \) as one having the property that for each \( i \in \mathcal{X} \) if \( \mu(u|i) > 0 \) then we must have

\[
r(i, u) + \sum_j p_{ij}(u) (h_j(\mu) - h_i(\mu)) = \max_v \left( r(i, v) + \sum_j p_{ij}(v) (h_j(\mu) - h_i(\mu)) \right),
\]

(7)

which implies the form in which it is usually written, namely

\[
\beta(\mu) = \max_v \left( r(i, v) + \sum_j p_{ij}(v) (h_j(\mu) - h_i(\mu)) \right).
\]

(8)

The characterization of optimal stationary randomized Markov strategies in equation (7) leads to the policy iteration algorithm to find an optimal stationary deterministic strategy. Namely, starting with \( \bar{\mu}^{(0)} \in \mathcal{M} \), consider the sequence \( (\bar{\mu}^{(k)} \in \mathcal{M}, k \geq 0) \) where to get \( \bar{\mu}^{(k+1)} \) from \( \bar{\mu}^{(k)} \) we pick some state \( i \) (if possible) for which \( \arg\max_v (r(i, v) + \sum_j p_{ij}(v) (h_j(\mu^{(k)}) - h_i(\mu^{(k)}))) \) does not equal \( \bar{\mu}^{(k)}(i) \), and replace \( \bar{\mu}^{(k)}(i) \) by an action achieving the argmax. It is well-known that we will then have \( \beta_{\bar{\mu}^{(k+1)}} > \beta_{\bar{\mu}^{(k)}} \) (a proof is given in [3], for instance) and that
this iteration will terminate in a finite number of steps to a stationary deterministic optimal strategy.

We turn now to the case where the MDP is an RMDP, i.e. when \( P(\mu) \) is reversible for all \( \mu \in \mathcal{M} \). Consider first the case where the canonical graph \( G := (\mathcal{X}, \mathcal{E}) \) associated to the RMDP is biconnected. Then, according to Theorem 1, we have \( \rho : \mathcal{X} \times U \to (0, 1] \) and an irreducible reversible TPM \( P^{(0)} \) on \( \mathcal{X} \) such that \( p_{ij}(u) = \rho(i, u)p_{ij}^{(0)} \) for all distinct \( i, j \in \mathcal{X} \) and \( p_{ii}(u) = 1 - \rho(i, u) \) for all \( i \in \mathcal{X} \). As stated in the following theorem, the policy iteration algorithm can be dramatically simplified in this case. The proof is in Appendix F.

**Theorem 3.** Consider an RMDP whose associated canonical graph is biconnected. Let \( P^{(0)} \) and \( \rho : \mathcal{X} \times U \to (0, 1] \) be as in Theorem 1. Then any sequence \((\bar{\mu}^{(k)} \in \mathcal{M}, k \geq 0)\) of stationary deterministic Markov strategies, starting from some \( \bar{\mu}^{(0)} \in \mathcal{M} \), where \( \bar{\mu}^{(k+1)} \) is got from \( \bar{\mu}^{(k)} \) by picking some state \( i \) (if possible) for which

\[
\frac{r(i, \bar{\mu}^{(k)}) - \beta(\bar{\mu}^{(k)})}{\rho(i, \bar{\mu}^{(k)})} < \arg\max_v \left( \frac{r(i, v) - \beta(\bar{\mu}^{(k)})}{\rho(i, v)} \right)
\]

and replacing \( \bar{\mu}^{(k)}(i) \) by some action achieving the argmax, has the property that \( \beta(\bar{\mu}^{(k+1)}) > \beta(\bar{\mu}^{(k)}) \), and this iteration will terminate in a finite number of steps to a stationary deterministic optimal strategy. \( \blacksquare \)

A weaker version of Theorem 3 is proved in [3, Thm. 4.2] under the assumption that there is a Hamilton cycle in the canonical graph associated to the RMDP (which implies, but is a strictly stronger requirement than biconnectness) and that at each step of the policy iteration the actions at all states are updated simultaneously in a specific way related to this Hamilton cycle, see [3, Sec. 4.1].

For a general RMDP it turns out that a simplification of policy iteration similar to that in Theorem 3 is possible at vertices that are not articulation points. This is stated in the following theorem, whose proof is in Appendix G.

**Theorem 4.** For a general RMDP, let \( A \) denote the set of articulation points and \( B \) the set of blocks in the block graph structure of the canonical graph \( G := (\mathcal{X}, \mathcal{E}) \) associated to it. Let \( (P^{(0)}(B) : B \in B), (\nu_a(u, B) : a \in A, B \ni a, u \in U) \), and \( \rho : \mathcal{X} \times U \to (0, 1] \) be as in Theorem 2. Let \( \bar{\mu} \in \mathcal{M} \) and suppose that for some \( B \in B \) and \( k \in B \) we have

\[
\frac{r(k, \bar{\mu}) - \beta(\bar{\mu})}{\rho(k, \bar{\mu})} < \arg\max_v \left( \frac{r(k, v) - \beta(\bar{\mu})}{\rho(k, v)} \right)
\]

Let \( \bar{\mu}' \in \mathcal{M} \) be defined by setting \( \bar{\mu}'(k) = v \) and \( \bar{\mu}'(j) = \bar{\mu}(j) \) for all \( j \neq k \). Then we have \( \beta(\bar{\mu}') > \beta(\bar{\mu}) \). \( \blacksquare \)
6 The Gaussian free field and the generalized second Ray-Knight theorem

For every $\mu \in \mathcal{M}$ the Cesàro limit of the sequence $\left( \sum_{k=0}^{K-1} (P(\mu)^k - \mathbb{1}\pi(\mu)^T) \right)$, $K \geq 1$ exists and is called the fundamental matrix associated to $P(\mu)$ [1, Sec. 2.2.2]. Denote this matrix by $Z(\mu)$, with entries $z_{ij}(\mu)$. From the discussion in Section 5, note that $h(\mu) := Z(\mu)\beta(\mu)$, together with $\beta(\mu) = \pi(\mu)^T r(\mu)$, solves Poisson’s equation for $P(\mu)$, i.e. equation (6). Thus, understanding the fundamental matrix $Z(\mu)$ is central to understanding the dynamics of the RMDP under $\mu \in \mathcal{M}$.

$Z(\mu)$ is best understood by moving to continuous time, replacing the TPM $P(\mu)$ by the rate matrix $P(\mu) - I$, where $I$ denotes the identity matrix on $\mathcal{X}$. Let $(X_t(\mu), t \geq 0)$ denote the corresponding continuous time Markov chain. Then one can check that

$$z_{ij}(\mu) = \lim_{T \to \infty} \left( E_i \left[ \int_0^T 1(X_t(\mu) = j) \, dt \right] - \pi_j(\mu) T \right).$$

(11)

Since $P(\mu)$ is reversible, it is straightforward to show that the matrix on $\mathcal{X}$ with entries $\frac{z_{ij}(\mu)}{\pi_j(\mu)}$ is symmetric [1, Sec. 3.1]. Based on (11), we may now write, for the choice of $h(\mu)$ above, for each $i \in \mathcal{X}$, the formula

$$h_i(\mu) = \sum_j \frac{z_{ij}(\mu)}{\pi_j(\mu)} \pi_j(\mu) r_j(\mu) = \sum_j \lim_{T \to \infty} \left( E_i \left[ \frac{1}{\pi_j(\mu)} \int_0^T 1(X_t(\mu) = j) \, dt \right] - T \right) \pi_j(\mu) r_j(\mu)$$

(12)

While this may seem a peculiar thing to do, one natural aspect of the formula on the RHS of (12) is that $\pi_j(\mu) r_j(\mu)$ has the interpretation, in continuous time, of the rate at which reward is generated in stationarity while in state $j$. Another natural aspect is that the centering of the integral is the actual time and not a state-dependent scaled version of it. However, the real value of this way of writing the formula comes from the observation that the matrix with entries $\frac{z_{ij}(\mu)}{\pi_j(\mu)}$ is a positive semidefinite matrix [1, Eqn. (3.42)]. This means that we can find a multivariate mean zero Gaussian random variable, call it $(V_i(\mu): i \in \mathcal{X})$, with this covariance matrix. This points to an intriguing and unusual connection between Gaussianity and Markov decision theory in the case of RMDP. As we will see shortly, while the $h_i(\mu)$ are expressed as asymptotic limits in (12), the introduction of Gaussian methods gives, in a sense, much more detailed information about the behavior of the functions $T \to \frac{1}{\pi_j(\mu)} \int_0^T 1(X_t(\mu) = j)$ and thus a much more detailed picture of the role of the initial condition in causing deviations from the stationary rate of generation of reward in an RMDP.
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Notice that we have \( \sum_i \sum_j \pi_i(\mu) \frac{z_{ij}(\mu)}{\pi_j(\mu)} \pi_j(\mu) = 0 \), and so \( \sum_i \pi_i(\mu) V_i(\mu) = 0 \) as a random variable. Thus, to work with \( (V_i(\mu) : i \in \mathcal{X}) \) involves, in a sense, a choice of coordinates to capture the underlying multivariate Gaussian structure. Other natural choices of coordinates are possible. For instance, for each \( k \in \mathcal{X} \) we may define the multivariate Gaussian \( (V_i^k : i \in \mathcal{X}) \) via \( V_i^k : V_i - V_k \) (so the choice of coordinates in this case makes \( V_i^k = 0 \)).

Instead of making a choice of coordinates, the Gaussian object of interest can be constructed in an intrinsic way. One starts with independent mean zero Gaussian random variables on the edges of the canonical graph of the RMDP, with the variance of the Gaussian on edge \( (i,j) \) being \( (\pi_i(\mu) p_{ij}(\mu))^{-1} \). To each edge one associates a direction in an arbitrary way, with the understanding that traversing the edge along its direction corresponds to adding this Gaussian, while traversing it in the opposite direction corresponds to subtracting this Gaussian. One then conditions on being in the subspace of \( \mathbb{R}^E \) where the total sum of the Gaussians over every loop in the canonical graph equals zero. This will allow us to construct a multivariate Gaussian on the vertices of the canonical graph with the property that the Gaussian on each edge is the difference between those at its endpoints. This multivariate Gaussian on the vertices is defined only up to one degree of freedom and this is what corresponds to the freedom in the choice of coordinates discussed above. See [7, Sec. 9.4] for more details. This Gaussian object is called the Gaussian free field associated to \( P(\mu) \). It is discussed in many sources, e.g. [5, Chap. 5], [6, Sec. 2.8], [7, Sec. 9.4], [8, Sec. 2.8].

For each \( k \in \mathcal{X} \) the representation of the Gaussian free field via the multivariate Gaussian \( (V_i^k : i \in \mathcal{X}) \) also has a natural probabilistic interpretation. Consider the transient continuous time Markov chain on \( \mathcal{X} \), with absorption in state \( k \), with the rate \( \pi_i(\mu) p_{ij}(\mu) \) of jumping from state \( i \) to state \( j \) for all \( i \neq k \). Let \( g_{ij}^k \), for \( i, j \neq k \), denote the mean time spent in state \( j \) before absorption. Then it can be checked that the matrix on \( \mathcal{X} \setminus \{k\} \) with entries \( g_{ij}^k \) is a symmetric positive definite matrix. It is, indeed, the covariance matrix of \( (V_i^k : i \neq k) \). See [5] and [8] for more details.

Let us also observe that the recurrent continuous time Markov chain \( (\bar{X}_t, t \geq 0) \) on \( \mathcal{X} \) with the rate of jumping from state \( i \) to state \( j \) being \( \pi_i(\mu) p_{ij}(\mu) \) for \( j \neq i \) satisfies
\[
\frac{z_{ij}(\mu)}{\pi_j(\mu)} = \lim_{T \to \infty} \left( E_i \left[ \int_0^T 1(\bar{X}_t(\mu) = j) dt \right] - T \right).
\]

This is basically a consequence of (11) but is somewhat more subtle that it might seem. \( (X_t, t \geq 0) \) can be coupled to \( (\bar{X}_t, t \geq 0) \) by creating the latter from the for-
mer by stretching out each duration of time spent in state $i$ by the factor $\pi_i(\mu)^{-1}$, for each $i \in \mathcal{X}$. But then the integral to a fixed time $T$ in (13) makes the corresponding integral in (11) be to a random time. Nevertheless, since we take the asymptotic limit in $T$, (13) follows from (11).

Now, the generalized second Ray-Knight theorem \cite[Thm. 2.17]{8} gives us the promised insight into the transient rates at which rewards are generated in the individual states. For $i \in \mathcal{X}$ and $t \geq 0$, let $L_{i,t} := \int_0^t 1(\tilde{X}_s = i)ds$. For $k \in \mathcal{X}$ and $s \geq 0$ define

$$\Gamma_{k,s} := \inf\{t \geq 0 : L_{k,t} \geq s\},$$

which is the first time at which the time spent in state $k$ by the process $(\tilde{X}_t, t \geq 0)$ is at least $s$. We then have

$$\left(L_i, \Gamma_{k,s} + \frac{1}{2}(V_i^{[k]} : i \in \mathcal{X}) \right) \overset{d}{=} \left(\frac{1}{2}(V_i^{[k]} + \sqrt{2s})^2 : i \in \mathcal{X}\right)$$

for all $s \geq 0$, where $\overset{d}{=}$ denotes equality in distribution of the vector random variables on each side. Here $(V_i^{[k]} : i \in \mathcal{X})$ is the Gaussian free field, as described earlier, and is assumed to be independent of $(L_i, \Gamma_{k,s} : i \in \mathcal{X})$, whose law is taken assuming that the process $(\tilde{X}_t, t \geq 0)$ starts at $k \in \mathcal{X}$.

This unusual way in which Gaussians plays a role in the context of RMDP to give insight into the transient behavior of the generation of reward is quite striking. Our purpose in this paper has only been to highlight this connection. We leave the exploration of its implications to future research.
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**A Proof of Lemma 1**

It is well known that the set of occupation measures as $\mu$ ranges over $\mathcal{M}$ is a closed convex set and every extreme point of this convex set corresponds to the
Proof of Lemma

We claim that for every $i \in \mathcal{X}$ the set of neighbors of $i$ under $(p_{ij}(u) : j \in \mathcal{X})$, namely \{ $j \neq i : p_{ij}(u) > 0$ \} is the same for all $u \in \mathcal{U}$. Suppose, to the contrary, that for some distinct $u, v \in \mathcal{U}$ and some $i \in \mathcal{X}$ we have $p_{ij}(u) > 0$ but $p_{ij}(v) = 0$, for some $j \neq i$. Pick some $\tilde{u} \in \mathcal{U}$ (which could be either $u$ or $v$ if desired) and consider the two stationary deterministic Markov strategies $\tilde{\mu}^{(a)}$ and $\tilde{\mu}^{(b)}$ given by

$$
\tilde{\mu}^{(a)}(i) = u, \tilde{\mu}^{(b)}(i) = v, \text{ and } \tilde{\mu}^{(a)}(l) = \tilde{\mu}^{(b)}(l) = \tilde{u} \text{ for } l \neq i. \quad (14)
$$

Since $P(\tilde{\mu}^{(a)})$ is reversible and $p_{ij}(u) > 0$ it follows that $p_{ji}(\tilde{u}) > 0$. But then, since $P(\tilde{\mu}^{(b)})$ is reversible, it would follow that $p_{ij}(v) > 0$, a contradiction. This establishes the claim. This also establishes the existence of a simple connected graph $G := (\mathcal{X}, \mathcal{E})$ such that for all $u \in \mathcal{U}$ and distinct $i, j \in \mathcal{X}$ we have $p_{ij}(u) > 0$ iff $(i, j) \in \mathcal{E}$, as claimed. \hfill \Box

Proof of Theorem 1

Suppose first that all the $P(u)$ for $u \in \mathcal{U}$ are the same, and let $P = \left[ \begin{array}{ccc} p_{ij} \end{array} \right]$ denote this common TPM over $\mathcal{X}$. Thus $P$ is irreducible and reversible. Let $(\pi_i : i \in \mathcal{X})$ denote the stationary distribution of $P$. We have $\pi_i p_{ij} = \pi_j p_{ji}$ for all $i, j \in \mathcal{X}$.

For each $i \in \mathcal{X}$ we can choose $\rho(i, u) \in (0, 1]$ to be $1 - p_{ii}$. (Note that we have $p_{ii} < 1$ since $P$ is irreducible and $|\mathcal{X}| \geq 2$.) We then let $p_{ij}^{(0)} := \frac{p_{ij}}{1 - p_{ii}}$ for $i \neq j,$
with $p^{(0)}_{ii} := 0$ for all $i \in \mathcal{X}$. It can be checked that this defines an irreducible TPM $P^{(0)}$ on $\mathcal{X}$ with $p^{(0)}_{ij} > 0$ iff $(i, j) \in E$, where $G := (\mathcal{X}, E)$ denotes the canonical graph associated to this RMDP. It can be checked that the stationary distribution $(\pi_i^{(0)} : i \in \mathcal{X})$ of $P^{(0)}$ is given by $\pi_i^{(0)} = K \pi_i (1 - p_{ii})$, where $K$ is the normalizing constant. Further, we have $\pi_i^{(0)} p_{ij}^{(0)} = \pi_j^{(0)} p_{ji}^{(0)}$ for all $i, j \in \mathcal{X}$, which establishes that $P^{(0)}$ is reversible. This completes the proof in this case.

We may thus turn to the case when not all the $P(u)$ are the same.

Suppose first that $|\mathcal{X}| = 2$, and write $\mathcal{X} = \{1, 2\}$. Then, for any $u \in \mathcal{U}$, $P(u)$ is irreducible and reversible iff we have both $p_{12}(u) > 0$ and $p_{21}(u) > 0$ (the corresponding stationary distribution is $\left[ \frac{p_{21}(u)}{p_{12}(u) + p_{21}(u)} \frac{p_{12}(u)}{p_{12}(u) + p_{21}(u)} \right]$). It can be checked that any collection $(P(u) : u \in \mathcal{U})$ where each $P(u)$ is irreducible and reversible, together with a reward function $r : \mathcal{X} \times \mathcal{U} \to \mathbb{R}$, defines an RMDP (because $P(\mu)$ will then be irreducible and reversible for each $\mu \in \mathcal{M}$). We can then define $P^{(0)} := \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}$, with $\rho(1, u) = p_{12}(u)$, and $\rho(2, u) = p_{21}(u)$, thus establishing the main claim of the theorem in this case. Note that the graph associated to this RMDP is biconnected.

Having dealt with the case $|\mathcal{X}| = 2$, we may henceforth assume that $|\mathcal{X}| \geq 3$. Fix $i \in \mathcal{X}$. By the assumption that $G$ is biconnected there must exist distinct $j, k \in \mathcal{X}$ such that $(i, j) \in E$ and $(i, k) \in E$. This means that for all $u \in \mathcal{U}$ we have $p_{ij}(u) > 0$ and $p_{ik}(u) > 0$. We claim that the ratio $\frac{p_{ij}(u)}{p_{ik}(u)}$ does not depend on $u$. To see this, let $u, v \in \mathcal{U}$ be distinct and pick some $\bar{u} \in \mathcal{U}$ (which could be either $u$ or $v$ if desired) and consider the two stationary deterministic Markov strategies $\bar{\mu}^{(a)}$ and $\bar{\mu}^{(b)}$ given as in (14). Write $p_{lm}^{(a)}$ for $p_{lm}(\bar{\mu}^{(a)})$ for $l, m \in \mathcal{X}$, and $\pi^{(a)}$ for the stationary distribution of $P(\bar{\mu}^{(a)})$; similarly for $\bar{\mu}^{(b)}$. By the assumption that $G$ is biconnected, there is a path in $G$ from $j$ to $k$ that does not touch $i$, i.e. one can find a sequence $(l_0, l_1, \ldots, l_R)$ of vertices of $G$, where $R \geq 1$, with $l_0 = j$, $l_R = k$, $l_r \neq i$ for $0 \leq r \leq R$, and such that $(l_r, l_{r+1}) \in E$ for $0 \leq r \leq R - 1$. Then we have the equations

$$\pi^{(a)}_{l_r} P^{(a)}_{l_r, l_{r+1}} = \pi^{(a)}_{l_{r+1}} P^{(a)}_{l_{r+1}, l_r} \quad \text{and} \quad \pi^{(b)}_{l_r} P^{(b)}_{l_r, l_{r+1}} = \pi^{(b)}_{l_{r+1}} P^{(b)}_{l_{r+1}, l_r},$$

for all $0 \leq r \leq R - 1$ (these follow from the reversibility of $P(\bar{\mu}^{(a)})$ and $P(\bar{\mu}^{(b)})$ respectively). Since for all $l, m \in \mathcal{X}$ with $l \neq i$ and $m \neq i$ we have $p_{lm}^{(a)} = p_{lm}^{(b)} = p_{lm}(\bar{u})$, we can conclude from the equations in (15) that

$$\frac{\pi^{(a)}_j}{\pi^{(a)}_k} = \frac{\pi^{(b)}_j}{\pi^{(b)}_k}.$$

(16)
But the reversibility of $P(\bar{\mu}^{(a)})$ and $P(\bar{\mu}^{(b)})$ also gives us the equations

\[
\begin{align*}
\pi_i^{(a)} p_{ij}(u) &= \pi_j^{(a)} p_{ji}(\bar{u}), \\
\pi_i^{(a)} p_{ik}(u) &= \pi_k^{(a)} p_{ki}(\bar{u}), \\
\pi_i^{(b)} p_{ij}(v) &= \pi_j^{(b)} p_{ji}(\bar{u}), \\
\pi_i^{(b)} p_{ik}(v) &= \pi_k^{(b)} p_{ki}(\bar{u}).
\end{align*}
\]

Dividing the first of these by the second (on each side) and the third of these by the fourth and comparing the resulting equations, using (16) we conclude that $\frac{p_{ij}(u)}{p_{ik}(u)}$ equals $\frac{p_{ij}(v)}{p_{ik}(v)}$. Since $u, v \in U$, $u \neq v$, were arbitrarily chosen, we conclude that $\frac{p_{ij}(u)}{p_{ik}(u)}$ does not depend on $u$, as claimed.

Now, for each $i \in \mathcal{X}$, pick an arbitrary $u_i \in U$ (all of these could be the same action, if one wishes). Having made such a choice, define $\bar{\mu} \in \mathcal{M}$ by $\bar{\mu}(i) = u_i$ for all $i \in \mathcal{X}$. Since $P(\bar{\mu})$ is irreducible and reversible, we have the equations $\pi_i(\bar{\mu}) p_{ij}(u_i) = \pi_j(\bar{\mu}) p_{ji}(u_j)$ for all distinct $i, j \in \mathcal{X}$, where $(\pi_i(\bar{\mu}): i \in \mathcal{X})$ denotes the stationary distribution of $P(\bar{\mu})$ as usual. For $i \neq j$, define $p_{ij}^{(0)} := \frac{p_{ij}(u_i)}{1 - p_{ii}(u_i)}$, and let $p_{ii}^{(0)} = 0$ for all $i \in \mathcal{X}$. Note that $p_{ij}^{(0)} > 0$ iff $(i, j) \in E$, where $G = (\mathcal{X}, E)$ is the canonical graph associated to this RMDP. The resulting matrix $P^{(0)}$ based on $\mathcal{X}$ is an irreducible TPM with zero diagonal entries, and it is reversible because its stationary distribution is $(K \pi_i(\mu)(1 - p_{ii}(u_i)): i \in \mathcal{X})$, where $K$ is the proportionality constant. We can now set $\rho(i, u) = 1 - p_{ii}(u)$ for all $(i, u) \in \mathcal{X} \times U$. Indeed, we have already proved that the $(p_{ij}(u): j \neq i)$ for $u \in U$ are proportional (for fixed $i \in \mathcal{X}$), and so we will have $p_{ij}(u) = p_{ij}(u_i) \frac{1 - p_{ii}(u_i)}{1 - p_{ii}(u)}$ for all $(i, j) \in E$, which gives $\rho(i, u) p_{ij}^{(0)} = p_{ij}(u)$ for all $u \in U$ and all distinct $i, j \in \mathcal{X}$. Note that we have $\rho(i, u) \in (0, 1]$ for all $(i, u)$, as required.

This concludes the proof of the theorem. ■

**D Proof of Lemma 3**

For all $\mu \in \mathcal{M}$ we have $p_{ij}(\mu) > 0$ iff $(i, j) \in E$, and so $P(\mu)$ is an irreducible TPM on $\mathcal{X}$. For $i \in \mathcal{X}$ and $k \neq i$ define $p_{k \rightarrow i}(\mu)$ to be $p_{kj}(\mu)$, where $j \in \mathcal{X}$ is defined as the vertex adjacent to $k$ in the unique path from $k$ to $i$ in the tree. It can be checked that the stationary distribution of $P(\mu)$ is proportional to $(\prod_{k \neq i} p_{k \rightarrow i}(\mu): i \in \mathcal{X})$ and so $P(\mu)$ is reversible. This concludes the proof. ■
E  Proof of Theorem 2

If there is only one block then we are in biconnected case covered in Theorem 1, where we have already proved that the structure of the RMDP must be consistent with the type described in Example 3. We may therefore assume that there are at least two blocks, and so every block has at least one articulation point. For each block \( B \in B \) an argument similar to that in Theorem 1 shows that for each \( i \in B \) the \( (p_{ij}(u) : j \in B) \) as \( u \) ranges over \( \mathcal{U} \) are all proportional. We can therefore find a TPM \( P^{(0)}(B) = \left[ p_{ij}^{(0)}(B) \right] \) on \( B \), with zero diagonal entries, such that \( p_{ij}(u) = (\sum_{k \in B} p_{ik}(u)) p_{ij}^{(0)} \) for all distinct \( i, j \in B \). Since \( p_{ij}^{(0)}(B) > 0 \) iff \( (i, j) \) is an edge in \( B \) (viewed as a subgraph), and since \( B \) is connected, we see that \( P^{(0)}(B) \) is irreducible. Define \( \rho(i, u) \) to be \( \sum_{j \in B} p_{ij}(u) \) for \( i \in B \) (if any) and, for each articulation point \( a \in B \), define \( \rho(a, u) \) to be \( \sum_{j : a \in X} p_{aj}(u) \) (this quantity does not depend on which \( B \) containing \( a \) is being considered), and define \( \nu_a(u, B) \) to be \( \frac{\sum_{j \in B} p_{ij}(u)}{\rho(a, u)} \). Note that the \( \nu_a(u, B) \) are strictly positive and \( \sum_{B \ni a} \nu_a(u, B) = 1 \), as required. Also note that \( \rho(i, u) \in (0, 1] \) for all \( (i, u) \in \mathcal{X} \times \mathcal{U} \).

It remains to show that each \( P^{(0)}(B) \) is reversible. Pick any \( u \in \mathcal{U} \). Let \( (\pi_i(u) : i \in \mathcal{X}) \) denote the stationary distribution of \( P(u) \). Fix \( B \in \mathcal{B} \). By the reversibility of \( P(u) \) we have \( \pi_i(u) p_{ij}(u) = \pi_j(u) p_{ji}(u) \) for all \( i, j \in B \). It follows that

\[
\left( \pi_i(u) \sum_{k \in B} p_{ik}(u) \right) p_{ij}^{(0)} = \left( \pi_j(u) \sum_{k \in B} p_{jk}(u) \right) p_{ji}^{(0)}
\]

This means that if \( (\psi_i(B) : i \in B) \) denotes the stationary distribution of \( P^{(0)}(B) \) then it is proportional to \( (\pi_i(u) \sum_{k \in B} p_{ik}(u) : i \in B) \) and thus that \( \psi_i(B)p_{ij}^{(0)}(B) = \psi_j(B)p_{ji}^{(0)}(B) \) for all \( i, j \in B \), which establishes that \( P^{(0)}(B) \) is reversible. This concludes the proof.

F  Proof of Theorem 3

Let \( (\pi_i^{(0)} : i \in \mathcal{X}) \) denote the stationary distribution of \( P^{(0)} \), and recall that for any \( \mu \in \mathcal{M} \) the stationary distribution of \( P(\mu) \) is given by \( (K(\mu)\frac{\pi_i^{(0)}}{\rho(i, \mu(i))} : i \in \mathcal{X}) \), where \( K(\mu) := \left( \sum_i \frac{\pi_i^{(0)}}{\rho(i, \mu(i))} \right)^{-1} \) is the normalizing constant. Since

\[
\beta(\mu) = \sum_i r(i, \mu(i)) \pi_i(\mu) = K(\mu) \sum_i r(i, \mu(i)) \frac{\pi_i^{(0)}}{\rho(i, \mu(i))},
\]
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we get
\[ \sum_i \frac{r(i, \mu(i)) - \beta(\mu)}{\rho(i, \mu(i))} \pi_i^{(0)} = 0. \]

Thus \( \beta(\mu) \) can be characterized as
\[ \beta(\mu) = \sup \{ \beta \in \mathbb{R} : \sum_i \frac{r(i, \mu(i)) - \beta}{\rho(i, \mu(i))} \pi_i^{(0)} \geq 0 \}. \]

If we can find \( i \in X \) for which equation (9) holds, then pick \( u \in U \) achieving the argmax on the RHS of equation (9) and let \( \bar{\mu}^{(k+1)}(i) = u \) and \( \bar{\mu}^{(k+1)}(j) = \bar{\mu}^{(k)}(j) \) for all \( j \neq i \), as in the simplified policy iteration algorithm. We then have
\[
\sum_j \frac{r(j, \bar{\mu}^{(k+1)}(j)) - \beta(\bar{\mu}^{(k)})}{\rho(j, \bar{\mu}^{(k+1)}(j))} \pi_j^{(0)} = \sum_{j \neq i} \frac{r(j, \bar{\mu}^{(k)}(j)) - \beta(\bar{\mu}^{(k)})}{\rho(j, \bar{\mu}^{(k)}(j))} \pi_j^{(0)} + \frac{r(i, u) - \beta(\bar{\mu}^{(k)})}{\rho(i, u)} \pi_i^{(0)} > \sum_j \frac{r(j, \bar{\mu}^{(k)}(j)) - \beta(\bar{\mu}^{(k)})}{\rho(j, \bar{\mu}^{(k)}(j))} \pi_j^{(0)} = 0.
\]

It follows that \( \beta(\bar{\mu}^{(k+1)}) > \beta(\bar{\mu}^{(k)}) \), which concludes the proof.

**G Proof of Theorem 4**

Define \( p_{ij}^{(0)}(\bar{\mu}|A) \) to be \( \nu_i(\bar{\mu}(i), B)p_{ij}^{(0)}(B) \) for \( i, j \in B, i \neq j \), for each \( B \in \mathcal{B} \). Here we recall that we defined \( \nu_i(u, B) = 1 \) for all \( i \in \bar{\mathcal{B}} \) and \( u \in \mathcal{U} \), and so we realize that \( p_{ij}^{(0)}(\bar{\mu}|A) \) depends only on the restriction of \( \bar{\mu} \) to the articulation nodes, which is indicated by the notation \( \bar{\mu}|A \). It is straightforward to check that the \( p_{ij}^{(0)}(\bar{\mu}|A) \) define a TPM on \( X \). Let \( \pi_i^{(0)}(\bar{\mu}|A) : i \in X \) denote the stationary distribution associated to this TPM. It is straightforward to check that the stationary distribution of \( P(\bar{\mu}) \) is proportional to \( \left( \frac{\pi_i^{(0)}(\bar{\mu}|A)}{\rho(i, \bar{\mu}(i))} : i \in X \right) \). Further, we can check that for all \( \bar{\eta} \in \bar{\mathcal{M}} \) such that \( \bar{\eta}|A = \bar{\mu}|A \) the stationary distribution of \( P(\bar{\mu}) \) is proportional to \( \left( \frac{\pi_i^{(0)}(\bar{\mu}|A)}{\rho(i, \bar{\mu}(i))} : i \in X \right) \).

From this, as in the proof of Theorem 3, we can check that for all \( \bar{\eta} \in \bar{\mathcal{M}} \) such that \( \bar{\eta}|A = \bar{\mu}|A \) we have the characterization
\[ \beta(\bar{\eta}) = \sup \{ \beta \in \mathbb{R} : \sum_i \frac{r(i, \bar{\eta}(i)) - \beta}{\rho(i, \bar{\eta}(i))} \pi_i^{(0)}(\bar{\mu}|A) \geq 0 \}. \]

The rest of the proof then follows as in the proof of Theorem 3, allowing us to conclude the desired strict inequality. \( \blacksquare \)
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