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Abstract: Human motion retrieval and analysis is a useful means of activity recognition to 3D human bodies. An efficient method is proposed to estimate human motion by using symmetric joint points and limb features of various limb parts based on regression task. We primarily obtain the 3D coordinates of symmetric joint points based on the located waist and hip points. By introducing three critical feature points on torso and symmetric joint points’ matching on motion video sequences, the 3D coordinates of symmetric joint points and its asymmetric limb features will not be affected by shading and interference of limb on different postures. With the asymmetric limb features of various human parts, a dynamic regulated Fuzzy neural network (DRFNN) is proposed to estimate human motion for different asymmetric postures using learning algorithm of network parameters and weights. Finally, human sequential actions corresponding to different asymmetric postures are presented according to the best retrieval results by DRFNN based on 3D human action database. Experiments show that compared with the traditional adaptive self-organizing fuzzy neural network (SOFNN) model, the proposed algorithm has higher estimation accuracy and better presentation results compared with the existing human motion analysis algorithms.
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1. Introduction

With the rapid development of artificial intelligence and computer technology, human beings look forward to obtaining and dealing with more information about themselves, such as ergonomics, human limb motion, virtual reality, etc. Although the high-resolution human point clouds can be obtained by 3D laser scanner, it is difficult to use for the practical application due to processing time and noise data. In order to solve the above problems, video sequences and the reduced 3D human models are applied by many scholars to analyze human motion owing to the advantage of low cost and less limit. Furthermore, human motion retrieval is an effective method to represent the posture of target human body based on video in different areas, such as medical care, sports science and recovery. Although different applications have their special requirements of human motion analysis, accuracy and instantaneity almost become the evaluation criteria on performance of the existing algorithms.

It is difficult to retrieve and analyze human motion data, because different people have various postures on video sequences. Owing to the similar properties with videos and images, human motion data is processed by some multimedia retrieval methods. In some aspects, retrieval and analysis of human motion heavily relies on the feature representation. Huang et al. [1] developed a method based on deep supervised hashing and multi-labels for image retrieval. However, it is difficult to choose precise labels for the given images due to high ambiguity. To overcome the shortcomings, the high-level and low-level morphological and kinematic features using motion capture sequence were proposed [2]. Chen et al. [3]
presented a boosting method for content-based human motion retrieval in order to further improve the performance.

To describe local motion accurately, motion features based on frames are developed. Based on the extracted features on key frames, Bao et al. [4] presented a retrieval method of human motion data. In order to better description of 3D human motion, Ramezani et al. [5] retrieved human action using a low-complexity representation based on the extracted local features. In addition, some statistical learning methods are applied for human motion data. Xiao et al. [6] proposed a human motion retrieval approach based on graph model and statistical learning of motion frame. Similarly, a novel graph-based method was proposed by Li et al. [7] to realize real time 3D human motion retrieval. Xiao et al. [8] proposed an approach for retrieving human motion based on statistical learning and Bayesian fusion. Wang et al. [9] achieved human motion retrieval by thumbnails of key frames on motion capture data based on statistical K-means. However, it is hard to decide which feature and retrieval model is the most suitable for a given application. To cope with the problem, Valcik et al. [10] proposed human motion model evaluator for assessing similarity models with respect to the target application. In order to overcome the limitation of camera view, Wang et al. [11] presented a multi-view feature selection method for human motion retrieval. Moreover, temporal adjacent bag of words and dictionary learning can also be used for human motion retrieval based on capture data [12].

In order to retrieve 3D human motion accurately, Slama et al. [13] presented a 3D human motion analysis framework for 3D shape representation and similarity in video sequences. In recent research, deep learning method is also used to retrieve and analyze human motion using some motion capture data. Ren et al. [14] proposed a video-based human data retrieval approach, and convolutional neural network is applied for extracting motion feature. Furthermore, in order to evaluate accurate information of the actions and effectiveness of models, the complexity of pattern of body motions on different scales was calculated to describe human action [15]. In addition, Tang et al. [16] presented integrated framework of human motion retrieval by sketching several key poses. However, the above methods often required objective frames from video sequences before human motion retrieval.

Recently, a technique called sketch-based searching has been proposed in motion retrieval. Li et al. [17] presented a method for sketch-based 3D model retrieval combining global and local features from 2D views of 3D models. Based on adaptive view clustering and semantic information, Li et al. [18] proposed a novel sketch-based 3D model retrieval framework. However, it requires special experience for using human figures and poses.

A large number of research efforts on 3D human motion retrieval and analysis exist. However, the existing methods need to be perfected in several aspects. For instance, an expensive measurement system is needed, the selection and extraction on 3D human motion features are difficult to deal with, and obtained human postures have a lot of local deviation compared with the accurate poses. The precise extraction on joint points and motion features of symmetric human body are required. However, it is difficult to use an efficient algorithm for obtaining motion features due to various human bodies and poses. Based on the 3D human model database, motion retrieval is a good idea to analyze human motion using video sequences.

In this paper, we introduce limb features and propose a dynamic regulated Fuzzy neural network (DRFNN) to retrieve and analyze human motion for different postures based on regression task. The experimental models are provided by free 3D models database [19] and generated by some algorithms [20,21]. Compared with the existing work, the main contributions include: (1) Three critical feature points on torso and joint points’ matching are used for obtaining 3D coordinates. It can overcome the occlusion and interference of limb parts on different poses. (2) Limb features on various limb parts are applied for estimating human motion for different postures by the DRFNN. (3) The regulated strategy of network structures and parameters is introduced for evaluating human motion when the neural network is trained.
Furthermore, in order to prove the advantages of the proposed DRFNN model, a comparative experiment with SOFNN model is executed. In our study, the comparative SOFNN model has been used in many fields in recent years. Sabahi et al. [22] presented novel self-organizing fuzzy neural network based on input-output mapping and validity degrees. Then, a controller is applied for the efficiency of model. Zhang et al. [23] proposed a multi-variable direct self-organizing fuzzy network for modeling wastewater treatment process. Zhou et al. [24] presented self-organizing fuzzy network with hierarchical pruning scheme for modeling nonlinear systems in industrial processes. Therefore, the proposed DRFNN and SOFNN were compared in the experiment part.

This paper is organized as follows. In Section 2, 3D coordinates of joint points are obtained by three critical feature points on torso and joint points matching on various human motion images using a divided skeleton model. In Section 3, human motion models for different postures are retrieved by the extracted limb features and the algorithm of DRFNN using the regulated strategy of network structures and parameters during the network training. In Section 4, the proposed algorithm is applied for predicting motion sequence gestures based on regression task and the experimental results show that the new human motion retrieval and analysis method overcome the influence on different human postures, and the method gives evidence of low cost and effectiveness. Finally, Section 5 summarizes the whole paper.

2. The Extraction of Human Limb Features

The accurate extraction on 3D coordinates of human skeleton feature points is critical for 3D human motion estimation. Our method obtains the coordinates of human joints located on the different human motion frames using the located 2D human joints. Based on this, different human limb features can be obtained accurately.

The estimation on 3D coordinates of human joints is divided into three parts: Firstly, the joint points are defined based on biological structure of symmetric human body and connection mode of different human parts. Secondly, various joint points on human motion image can be obtained using classical method of image processing. Furthermore, photographic focal length is obtained by the three limb parts connection model [25]. Therefore, the 3D coordinates of different joint points are obtained by matching the same joint points located on different human motion images.

2.1. Human Skeleton Model and Divided Limb Part

Tree stick structure [26] is applied for representing symmetric human model. That is, various joint points and rigid limb parts between them [27] are used for indicating the complete skeleton model (see Figure 1a).

All of the models were selected from a free 3D models database when 3D human motion retrieval and analysis are considered. Figure 1b shows several virtual human models with different shapes provided from free human models database. Furthermore, various joint points of skeleton on 3D human models are located combining limb division with the right proportions of symmetric human body. Figure 2 shows another human model selected from database and the located human skeleton on various views by method in [28]. The major work of the paper is to retrieve and analyze the 3D human motion. Therefore, the human torso is considered as a whole and the human limbs are divided into eight parts: left upper and forearms, right upper and forearms, left and right thighs, left and right calves. These limb parts are considered as rigid body when 3D human motion is analyzed.

2.2. Location on Skeleton Feature Points on Symmetric Target Human Body

The location of joint points on target human motion images is critical for 3D human motion estimation. In order to extract the limb features of human model accurately, the positions of different joint points are located by pasting labels when images of human
motion are obtained. In the paper, the method of manual location is applied for location on joint points on symmetric target human body.

The manual location method is introduced to locate various joint points on symmetric target human body in order to extract limb features for 3D human motion estimation. The pasted labels are used for identifying joint points on symmetric target human body before the human motion sequence images are captured. In other words, the candidate pixels with the color values of the labels are used for locating joint points using color histogram.

![Human skeleton model and 3D virtual models](image)

**Figure 1.** Human skeleton and 3D virtual models with different shapes.
2.3. Estimation on 3D Coordinates of Human Skeleton FEATURE points

Data points in a 3D space are mapped into 2D projected plane when the monocular camera is applied for capturing various human poses, and depth values of data will be lost due to the transformation. That is, restoration of depth information of data points is critical for 3D human motion estimation.

The perspective projection is used to the imaging process, and Figure 3 shows the projection principle. To obtain the 3D coordinates of joint points accurately, the focal length of the camera needs to be obtained. To improve the immediacy of the system, the method proposed in [22] is used for calculating focal length. In the method, the estimated length of limb parts and their corresponding projection coordinates based on human body images are applied for calculating the focal length of the camera.
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**Figure 2.** 3D human model and its skeleton on various views.

**Figure 3.** The perspective projection model.

We calculate the 3D coordinates of joint points by matching on waist and left and right hip points using human sequence images based on obtained positions of joint points and the whole human skeleton. In the first frame of motion sequential image, symmetric target human body located in the standard standing posture, and the 3D coordinates of the above three points in the first image of human motion are calculated using the method of parallel
projection. Subsequently, the 3D coordinates of joint points in the following human motion images need to be determined. In the paper, 3D coordinates of joint points are estimated based on matching on the same joint points on various motion images.

In the human motion sequential images, waist point and left and right hip points are treated as the three critical feature points. 3D coordinates of three critical feature points in the different frame of motion images can be obtained by the iterative solutions based on Newton Method. Subsequently, 3D coordinates of other joint points are calculated by the method of iteration using length sizes of different skeleton segments. Assume that the 3D coordinates of one joint point are known, and the unknown coordinates of another joint point which connect with each other can be calculated by the following equation:

$$\sqrt{(x_i - x_{i+1})^2 + (y_i - y_{i+1})^2 + (z_i - z_{i+1})^2} = L_{(i,i+1)}$$

$$\Rightarrow [s_i \cdot u_i - (s_i + \Delta z_i) \cdot u_{i+1}]^2 + [s_i \cdot v_i - (s_i + \Delta z_i) \cdot v_{i+1}]^2 + (\Delta z_i)^2 = L^2_{(i,i+1)}$$

(1)

where \((x_i, y_i, z_i)\) is the 3D coordinates of point \(g_i\). \(\Delta z_i\) is the difference on depth coordinate of \(g_i\) and \(g_{i+1}\). In the whole projected plane, \(u_i\) and \(v_i\) are width and height coordinates for point \(g_i\). The difference of depth information \(\Delta z_i\) between points \(g_i\) and \(g_{i+1}\) is calculated using Equation (1) because \(s_i\), \(u_i\), \(u_{i+1}\), \(v_i\), \(v_{i+1}\), \(f_i\), and \(L_{(i,i+1)}\) are known. Thus, the 3D coordinates of point \(g_{i+1}\) are obtained.

3. Human Motion Model Estimation for Different Postures

A motion model of human limbs is estimated by the trained dynamic regulated fuzzy neural network using different limb features when various frames of human motion images are considered. Based on human physiological structure, human limb feature is defined as the angle between one part with another connected part. Limb features of different limb parts are calculated based on the obtained 3D coordinates of joint points. Therefore, 3D coordinates of joint points are firstly calculated by the correspondence between the known waist and hip points and other unknown joint points. Then, a motion model of human limbs is estimated by the trained parameters and values of DRFNN using the extracted limb features for different postures. Subsequently, human sequential actions corresponding to different postures are presented based on the best evaluation results by DRFNN. The estimation and presentation process on human limb motion is shown in Figure 4.

3.1. The Proposed Dynamic Regulated Fuzzy Neural Network

Due to good applicability and without manual intervention, an improved dynamic regulated fuzzy neural network (DRFNN) is applied for estimating the motion model of human limbs. The learning algorithm of DRFNN is based on structure and parameter learning algorithm which constructs and regulates the FNN automatically and dynamically. In this section, the learning process of the DRFNN, including structure regulation and parameter learning, is presented. In structure regulation, FNN with high accuracy and reasonable structure is constructed. The neurons are generated and regulated dynamically during the learning process. In parameter learning, the corresponding strategy is used to adjust parameters and weights of the DRFNN.

Specifically, we firstly define the system error. In the process of training, the threshold is adjusted dynamically to control the deviation of neurons. At the same time, we redefine the modification, pruning and supplementary rules of fuzzy rules to make the structure of fuzzy neural network more reasonable and efficient. Finally, we supplement and explain the weight adjustment rules of fuzzy neural network, so that compared with traditional networks, network DRFNN can obtain reasonable results using fewer iterations.
3.1.1. System Errors

With regard to sample data \( X^i (i = 1, 2, \ldots, n) \), the output error of the whole DRFNN system is an important observation to determine whether the structures and parameters of network should be adjusted or not. Consider the \( i \)-th training data \( (x^i, d^i) \) where \( x^i \) is the input vector and \( d^i \) is the desired output. The actual output of DRFNN with the existing structures and parameters of network is denoted by \( y^i \).

Based on the extracted features of human limbs and joint points, the proposed DRFNN deep learning model is used to retrieve and recognize the 3D human posture using the established 3D virtual human models database. That is, our learning task is a regression task. Furthermore, the coefficient of derivative of L1 is larger than that of L2 measure near to \( x = 0 \), which leads to the dominant role of L1 measure, so we use L1 measure to estimate the system error. Thus, the error is defined as follows:

\[
e^i = |y^i - d^i|
\]

(2)

\( T_e \) is a predefined error threshold. The system should adjust the network parameter settings or add new neurons if \( e^i \) is greater than \( T_e \). The term \( T_e \) changes during the learning process of network as follows:

\[
T_{e_{\text{new}}} = (1 - \eta) \cdot T_{e_{\text{old}}} + \eta \cdot \bar{e}
\]

(3)

where \( T_{e_{\text{old}}} \) and \( T_{e_{\text{new}}} \) are the error thresholds of each sample before and after the learning process, respectively. The term \( m \) is the number of samples which have already trained and is defined as follows:

\[
\bar{e} = \frac{1}{m} \sum_{i=1}^{m} e^i.
\]

\( \eta \) is the change on error threshold can be described as follows: \( \eta = \frac{m}{n} \), where \( n \) is the number of all the sample data.

3.1.2. Deviation of Neurons

Every neuron in EBF layer of fuzzy network represents one antecedent of fuzzy rule. Furthermore, the \( \varepsilon \)-completeness of fuzzy rules is for each sample data within the operating
range, there exists at least one fuzzy rule such that the match degree is greater than \( \varepsilon \). It indicates that the existing network can cover with the current sample well. Consider the sample \( X^i \), fuzzy rule of \( j \)-th neuron is defined as follows:

\[
\phi^j_i(x^i_1, x^i_2, \ldots, x^i_r) = \exp[-f_d^2(k)]
\]

(4)

where \( f_d(k) \) is a M-distance defined as follows: 

\[
f_d^j = \sqrt{(X^i - C_j)^T \sum_{k}^{-1} (X^i - C_j)}
\]

(5)

Therefore, the outputs of each sample \( X^i \) and center \( C_j \) of the existing EBF neurons are calculated according to the above equations. We define that 

\[
J = \arg\max_{1 \leq j \leq u} (\phi^j_i(x^i_1, x^i_2, \ldots, x^i_r) - T_d).
\]

If the condition \( (\phi^j_i - T_d)_{\text{max}} = \phi^j_i - T_d < 0 \) is satisfied, it implies that the existing network is not satisfied with \( \varepsilon \)-completeness. Thus, a new neuron needs to be supplemented in EBF layer to cover with the sample \( X^i \).

The updating method of the threshold \( T_d \) is calculated as follows during the learning process.

\[
T_{\text{new}} = (1 - \eta) \cdot T_{\text{old}} + \eta \cdot \bar{\phi}^j
\]

(6)

where \( T_{\text{old}} \) and \( T_{\text{new}} \) are the threshold of each sample before and after the learning process, respectively. The term \( m \) is the number of samples which have already trained and is defined as follows:

\[
\bar{\phi}^j = \frac{1}{m} \sum_{i=1}^{m} \phi^j_i.
\]

\( \eta \) is the change on threshold can be described as follows: \( \eta = \frac{m}{n} \), where \( n \) is the number of all the sample data.

The initial predefined threshold cannot precisely control the system error and antecedent deviation of neurons. Therefore, threshold setting criterion is proposed to overcome the above shortcomings by using threshold record of the learned samples. \( T_e \) and \( T_d \) will gradually approach the optimal thresholds during the learning process, so that the accuracy of network learning will be enhanced.

3.1.3. Criteria of Fuzzy-Rule Modification

For all the candidate neurons which satisfy with the updated condition, the reduction rate of network error is used for obtaining the neurons which are needed to be modified. The method will make the reasonable modification based on the sensitivity calculation of fuzzy rules on EBF neurons.

Suppose for \( n \) observations of network, the network output can be written as a linear regression model in the following form:

\[
d(n) = \sum_{i=1}^{m} \phi_i(n) w_i + \varepsilon(n)
\]

(7)
where $d(n)$ and $e(n)$ are the desired output and error vector. $w_i$ is $i$-th linear parameter, and $m = u \cdot (r + 1)$ is the dimension of parameter, where $u$ and $r$ are number of neurons and the dimension of input vectors, respectively. Therefore, (7) can be written as the matrix form:

$$D = \psi W + E$$  \hfill (8)

where $D, E \in \mathbb{R}^m$. By the orthogonal transformation, regression matrix $\Psi$ can be represented as:

$$\psi = TA$$  \hfill (9)

where $T$ is an $n \times m$ matrix with orthogonal columns, $t_i^T t_j = \delta_{ij} = \begin{cases} 1, i = j \\ 0, i \neq j \end{cases}, i, j = 1, 2, \ldots, m$. $A$ is a $m \times m$ upper triangular matrix. Substituting (8) into (9), we obtain

$$D = TAW + E = TQ + E$$  \hfill (10)

According to the orthogonal least squares solution, $Q$ is given by: $Q = (TT)^{-1} T^T D$, its component can be described as: $q_{ij} = t_i^T t_j = t_i^T D, 1 \leq i \leq v$. Moreover, the error vector $ER$ of neuron is given by:

$$e_{r_i} = \frac{q_{1}^2 t_i^T t_i}{D^T D}, 1 \leq i \leq v.$$

Substituting $q_{ij}$ into $e_{r_i}$ yields, $e_{r_i} = \frac{q_{ij}^2 t_i^T t_i}{D^T D}, 1 \leq i \leq v$.

Define the matrix $ER = (e_1, e_2, \ldots, e_u) \in \mathbb{R}^{(r+1) \times u}$ whose component $k$ of $j$-th element $e_j$ is obtained from the corresponding value $e_{r(j + 1) \times (j - 1) + k}$:

$$e_{jk} = \frac{e_{(r+1) \times (j - 1) + k} - e_{r_{\min}}}{e_{r_{\max}} - e_{r_{\min}}}, j = 1, 2, \ldots, u; k = 1, 2, \ldots, r + 1$$

where $e_{r_{\min}}$ and $e_{r_{\max}}$ are the minimum and maximum of component $r + 1$ in $e_j$. Then, the norm $||e_j||$ of vector $e_j$ is calculated. Define $j^* = \arg\max_{1 \leq j \leq u} ||e_j||$, and the term $j^*$ is selected as the neuron which is modified.

### 3.1.4. Criteria of Fuzzy-Rule Pruning

In the learning process of network, the learning velocity will be enhanced greatly if some inefficient neurons are removed. In the paper, output disturbances squared expectation $E[(\Delta y)^2]$ of network is applied for obtaining the neurons which needed to be pruned. Furthermore, the output of whole network can be represented as:

$$y(x) = \sum_{j=1}^{u} f_j = \sum_{j=1}^{u} w_j \exp\left(-\sum_{i=1}^{r} (x_i - c_{ij})^2 / 2\sigma_{ij}^2\right)$$

where $(x_1, x_2, \ldots, x_r)$ is input vector of sample, $w_j$ represents the weights of hidden and output layer, $u$ is the number of the existed neurons. $(c_{ij}, \sigma_{ij}, \ldots, \sigma_{ij})$ and $(c_{ij}, \sigma_{ij}, \ldots, \sigma_{ij})$ are the center and width of $j$-th neuron in EBF layer, $\phi_k$ is the output of $k$-th neuron.

Suppose $(x_1, x_2, \ldots, x_r)$ is a random vector, and the relationship of mutual independence among the random variables of several dimensions is established. $c_{ij}$ and $\sigma_{ij}^2$ are
the expectation and variance on variable \( x_i \), and its input disturbance \( \Delta x_i \) satisfy with the condition: \( \Delta x_i \sim N(0, \sigma^2_{\Delta x_i}) \). Therefore, we can obtain:

\[
E[(\Delta y)^2] = E \left( \sum_{j=1}^{u} w_j \exp \left( \frac{t_{j}^*}{2\sigma^2_{ij}} \right) / \sum_{k=1}^{u} w_k \exp \left( \frac{t_{k}}{2\sigma^2_{ik}} \right) \right)^2
\]

\[= 1 / (\sum_{k=1}^{u} \phi_k)^2 \left\{ \sum_{j=1}^{u} \left( \phi_j \right)^2 \exp \left( \frac{\var(t_j)}{2\sigma^2_{ij}} \right) \right. \]

\[ - 2 \sum_{j=1}^{u} \left( \phi_j \right)^2 \exp \left( \frac{\var(t_j^*+t_j)}{2\sigma^2_{ij}} \right) \]

\[ - \frac{E(t_j^*+t_j)}{2\sigma^2_{ij}} \sum_{j=1}^{u} \left( \phi_j \right)^2 \exp \left( \frac{\var(t_j^*)}{2\sigma^2_{ij}} - \frac{E(t_j^*)}{2\sigma^2_{ij}} \right) \}

where,

\[t_j^* = \sum_{i=1}^{r} (x_i + \Delta x_i - c_{ij})^2, \quad t_j = \sum_{i=1}^{r} (x_i - c_{ij})^2\]

\[E(t_j) = \sum_{i=1}^{r} (\sigma^2_{x_i} + (c_{x_i} - c_{ij})^2)\]

\[\var(t_j) = \sum_{i=1}^{r} \left( E \left( (x_i - c_{x_i})^4 \right) - \sigma^4_{x_i} \right) + 4E \left( (x_i - c_{x_i})^3 \right) (c_{x_i} - c_{ij}) + 4\sigma^2_{x_i} (c_{x_i} - c_{ij})^2\]

\[E(t_j^*) = E(t_j) + \sum_{i=1}^{r} \sigma^2_{\Delta x_i}\]

\[\var(t_j^*) = \var(t_j) + 4 \sum_{i=1}^{r} \left( \sigma^2_{x_i} \sigma^2_{\Delta x_i} + \sigma^2_{\Delta x_i} (c_{x_i} - c_{ij})^2 + 0.2\sigma^2_{\Delta x_i} \right).\]

According to the candidate column of neurons, the expectation \( E[(\Delta y)^2] \) on output disturbance variable can be calculated using (11) when different neurons are removed, respectively. If the condition \( E[(\Delta y)^2] < T_y \) is satisfied, it implies that the current neuron causes little impact to the existing network and this neuron should be removed. Here, \( T_y \) is a predefined threshold.

### 3.1.5. Criteria of Fuzzy-Rule Supplementation

Suppose for \( u \) neurons in the existing network, the fuzzy-rules of whole network should be adjusted when \( i \)-th sample data \( X^i (i = 1, 2, \ldots, n) \) is considered. Then, \( X^i \) is mapped into Gaussian function, the corresponding input variable for which is \( x_k^i (k = 1, 2, \ldots, r) \).

Here, we define a \( n \times u \) matrix \( E = \begin{pmatrix} \epsilon_{11} & \cdots & \epsilon_{1u} \\ \vdots & \ddots & \vdots \\ \epsilon_{n1} & \cdots & \epsilon_{nu} \end{pmatrix} \), where \( n \) and \( u \) are the numbers of learned samples and neurons of existing network, and

\[\epsilon_{ij} = \exp \left[ - \sum_{k=1}^{r} \frac{(x_k^i - c_{kj})^2}{2\sigma^2_{kj}} \right] - e, \quad (i = 1, 2, \ldots, n; j = 1, 2, \ldots, u),\]

where \( e \) is the antecedent threshold of the corresponding EBF neurons.

1. Scanning each row of matrix \( E \). If all of the elements in row \( i \) satisfy with the following conditions: \( e_{ik} < 0 \), and \( x_k^i \) when the \( i \)-th training sample \( X^i \) is considered, this implies that the existing network is not satisfied with \( e \)-completeness and a new EBF neuron should be considered. The criterion proposed by 3.2.2 is used to decide whether or not to supplement the neurons. The center \( C \) and width \( \sigma \) of the neuron can be obtained as follows.
Suppose for the supplemented \((u + 1)\)-th neuron, we define the distance between the sample data \(x^j_i\) and center set \(C^j_i\) as follows when \(j\)-th neuron is considered:

\[
dis_i(k) = x^j_i - C^j_i(k), k = 1, 2, \ldots, r,
\]

where \(r\) is the vector dimension of input sample, \(C^j_i \in \{c^j_{1i}, c^j_{2i}, \ldots, c^j_{ri}\}\).

Find \(k_{\text{min}} = \arg\min_{k=1,2,\ldots,r} (\text{dis}_i(k))\), and then the shortest distance of \(i\)-th sample on the existing network can be described as follows:

\[
\begin{bmatrix}
\text{dis}_1(k_{\text{min}}) \\
\text{dis}_2(k_{\text{min}}) \\
\vdots \\
\text{dis}_u(k_{\text{min}})
\end{bmatrix} = 
\begin{bmatrix}
\text{dis}_1(\arg\min_{k=1,2,\ldots,r} (\text{dis}_1(k))) \\
\text{dis}_2(\arg\min_{k=1,2,\ldots,r} (\text{dis}_2(k))) \\
\vdots \\
\text{dis}_u(\arg\min_{k=1,2,\ldots,r} (\text{dis}_u(k)))
\end{bmatrix}.
\]

The center and width matrix of the supplemented \((u + 1)\)-th neuron are described as follows:

\[
C_{i+1} = [c_{1,i+1}, c_{2,i+1}, \ldots, c_{r,i+1}]^T, \sigma_{i+1} = [\sigma_{1,i+1}, \sigma_{2,i+1}, \ldots, \sigma_{r,i+1}]^T,
\]

the neuron’s center of member function is:

\[
C_{k,i+1} = \text{dis}_j(k_{\text{min}}^j), k = 1, 2, \ldots, r
\]

(12)

where \(J^* = \arg\min_{j=1,2,\ldots,u} (\text{dis}_j(k_{\text{min}}^j))\).

In order to ensure the \(\varepsilon\)-completeness of fuzzy rule, the output of \((u + 1)\)-th neuron on \(i\)-th sample satisfies with: \(q^j_{u+1} > \varepsilon\). Furthermore, the output can be described as follows:

\[
\exp[- \sum_{t=1}^{r} \frac{(x^t_i - c_{t,i+1})^2}{2(\sigma_{t,i+1})^2}] - \varepsilon > 0, \text{ if } \sigma_{1,i+1} = \sigma_{2,i+1} = \cdots = \sigma_{r,i+1},
\]

the neuron’s width is as follows:

\[
\sigma_{t,i+1} \in \left(0, \sqrt{\frac{r \cdot (x^t_i - c_{t,i+1})^2}{2 \cdot \ln \frac{1}{\varepsilon}}} \right), t = 1, 2, \ldots, r
\]

(13)

(2) Scanning each column of matrix \(E\). If all of the elements in column \(j\) satisfy with the following conditions: \(e_{ij} < 0 (k = 1, 2, \ldots, n)\), the column \(j\) needs to be recorded. As for all the selected columns, the criterion proposed by 3.2.3 is used to decide to the neurons which need to be modified. The center \(C\) and width \(\sigma\) of the neuron can be obtained as follows.

According to the \(i\)-th sample, we define the distance between the sample data \(x^j_i\) and center set \(C^j_i\) as follows when \(j\)-th neuron is considered to be modified.

\[
er(k) = \left|x^j_i - C^j_i(k)\right|, k = 1, 2, \ldots, r,
\]

where \(r\) is the vector dimension of input sample, \(C^j_i \in \{c^j_{1i}, c^j_{2i}, \ldots, c^j_{ri}\}\).
Find \( k^* = \arg \min_{k=1,2,\ldots,r} (er(k)) \), and then the \( j \)-th neuron’s center of member function is as follows:

\[
\ell_{kj}^* = \ell_{k+j}, \quad k = 1, 2, \ldots, r
\]

(14)

In order to ensure the \( \varepsilon \)-completeness of fuzzy rule, the difference between the actual output \( \phi_i^j \) and target output \( \psi_i^j \) is defined as follows when \( j \)-th neuron on \( i \)-th sample is considered: \( D(j) = \frac{1}{2}(\phi_i^j - \psi_i^j)^2 \).

Therefore, the width \( \sigma_{kj}^* \) should be adjusted as follows owing to the new center \( \ell_{k+j}^* \) of \( j \)-th neuron:

\[
\Delta \sigma_{kj}^* = \sigma_{kj}^{new} - \sigma_{kj}^{old} = \frac{\partial \phi_i^j}{\partial \ell_{kj}^*} \cdot \frac{\psi_i^j - (\ell_{k+j}^* - \ell_{kj}^*)^2}{(\sigma_{kj}^{old})^3}, \quad k = 1, 2, \ldots, r.
\]

Then, the \( j \)-th neuron’s width is as follows:

\[
\sigma_{kj}^{new} = \frac{(\sigma_{kj}^{old})^4 + \phi_i^j \cdot (x_i^j - \ell_{kj}^*)^2}{(\sigma_{kj}^{old})^3}, \quad k = 1, 2, \ldots, r
\]

(15)

### 3.1.6. The Adjustment of Network Weights

The adjustment of network weights is essential for the whole learning process of network based on the obtained structure parameters of network. As for the sample data \( X_i (i = 1, 2, \ldots, n) \), the output error of the network system is an important observation and will directly determine the learning of network. In this paper, an improved system error method is used for weight learning.

We assume that the preceding \( t-1 \) sample data have been trained, and the current training sample is \( (x_i^j, d_i^j) \), where \( x_i^j \) and \( d_i^j \) are the input vector and desired output, respectively. \( y^j \) is the actual output of network. Therefore, the system error is defined as follows:

\[
e_i^j = \sum_{i=1}^{t} \frac{1}{2}(y^j - d_i^j)^2. \]

Thus, the updating method of the related weight can be described by the following equation.

\[
w_{j_{\text{new}}} = w_{j_{\text{old}}} + \eta \cdot \Delta w_j
\]

(16)

where \( w_{j_{\text{old}}} \) and \( w_{j_{\text{new}}} \) are the weights of each sample before and after learning process, respectively, and the change on weights can be described as follows:

\[
\Delta w_j = -\sum_{i=1}^{t} \frac{\partial e^j}{\partial w_j} = -\sum_{i=1}^{t} \frac{(y^j - d_i^j)}{\sum_{k=1}^{r} \psi_k} \cdot \frac{\phi_i^j}{\sum_{k=1}^{r} \psi_k}
\]

\( \eta \) is the change degree of network weight which uses the ratios of error to adjust learning velocity of weight. Where \( \eta = \frac{1}{(t-1) \Sigma_{i=1}^{t-1} \frac{1}{2}(y^j - d_i^j)^2/(t-1)} \).

Compared with traditional SOFNN model, the changes of the proposed DRFNN model can be summarized into the following three parts. The threshold is adjusted dynamically to control the deviation of neurons for computing the system error. Secondly, the modification, pruning, and supplementary methods of fuzzy rules are redefined to make the structure of fuzzy neural network more reasonable. Thirdly, the weight adjustment rules of fuzzy neural network have been supplemented and explained. The main differences between SOFNN and the proposed DRFNN model are presented in Table 1.

| Models     | System Error                        | Structure of Neural Network                          | Weights of Network      |
|------------|-------------------------------------|------------------------------------------------------|-------------------------|
| SOFNN      | L1 measure                          | Adjustment based on network output                   | Gradient descent method |
| DRFNN      | L1 measure with error threshold     | Fuzzy rule adjustment using sensitivity and disturbance analysis | Gradient descent with weighted adjustment |
3.1.7. The running Process of Network

In this section, the cooperative motion model of different limb parts is estimated by the proposed algorithm based on DRFNN. According to the strategies of neurons’ supplementation, modification, and deletion, the process of the whole algorithm is described as follows:

1. Set the related parameters of current initial network using random number, including center matrix $C$, width matrix $\sigma$, and weight matrix $w$.
2. Calculate the network error $e(i)$ based on current output of network using Equations (2) and (3) when the $i$-th training sample $X^i$ is considered. Select the target spots $i$ and $k$ in target and template model.
3. Compute the antecedent error matrix $E$ based on the number of whole neurons $u$ and trained samples $n$ of the current network.
4. Scanning each row of matrix $E$. If all of the elements in row $i$ satisfy with the following conditions: $e_{ik} < 0 (k = 1,2, \ldots, u)$ when the $i$-th training sample $X^i$ is considered, the criteria proposed by 3.2.2 is used to decide whether or not to supplement the neurons. The center and width of the supplemented neuron can be obtained by Equations (12) and (13), if necessary.
5. Scanning each column of matrix $E$. If all of the elements in column $j$ satisfy with the following conditions: $e_{kj} < 0 (k = 1,2, \ldots, n)$, the column $j$ needs to be recorded. As for all the selected columns, the criterion proposed by 3.1.3 is used to decide to the neurons which need to be modified. The new center and width of the selected neurons can be obtained by Equations (14) and (15).
6. Estimate the neurons which need to be pruned using Equation (11) and threshold $T_p$ based on the existed neurons of network.
7. Optimize the coefficients of weight layer by Equation (16) using the obtained structures and parameters of the network.
8. Output the structures and values of network which indicate the motion model of current human posture.

Furthermore, the whole process of the proposed DRFNN model is shown in Figure 5.

**Figure 5.** The whole process of the proposed DRFNN model.

### 4. Experimental Result and Analysis

In order to demonstrate the effectiveness of the proposed human motion analysis method based on dynamic regulated fuzzy neural network, we compared our method to the method using fuzzy set approaches proposed in [29]. In addition, the proposed DRFNN algorithm is compared to the SOFNN algorithm in [30] when different human postures are considered. In our experiment, all of the human models were provided from free 3D models database [19] and various postures are generated by algorithms in [20,21].
Furthermore, the 3D coordinates of spots locating on the model surface can be obtained. Compared with 3D human scanner, there are no spots in the interior of models. The proposed method is developed by Visual Studio 2005 and executed on a Pentium IV 2.0 GHz personal computer.

Furthermore, our dataset is generated by ourselves based on free 3D models database [19] and Poser software. For the dataset, we have tested SOFNN and DRFNN algorithms. Other models for the dataset will be further studied in the future. Recently, many scholars have studied human posture retrieval and analysis. Hong et al. [31] recovered 3D human pose by retrieving relevant poses with image features. It needed multi-view silhouettes of human body on various images. That is, the cost and processing time of the system will be greatly increased, and the overall efficiency of the model needs to be further improved. Yu et al. [32] estimated 3D human pose from a single image by retrieving pose candidates with 2D features. However, the annotation of 2D human body image at joint points in the image dataset needs a lot of manual operation. The efficiency of the whole system will reduce when a large number of images are processed. Yasin et al. [33] retrieved and reconstructed 3D human pose using 2D landmarks extracted from an annotated 2D image. Thus, 3D human limb features are mapped by the joint information of 2D images, which will also introduce new errors. It will reduce the accuracy of pose retrieval and recognition. In the paper, SOFNN model and the proposed DRFNN model calculate and extract 3D human limb features using 2D joint points based on monocular camera. The whole system has low cost. In addition, direct calculation of 3D human limb features based on single human body image will avoid introducing new errors. Thus, dynamic adjustment of network parameters and structures will also improve the overall efficiency of the whole model. In conclusion, the system combining SOFNN or DRFNN with 3D human limb features can be considered as state-of-the-art models in the area of human pose retrieval and analysis. Therefore, SOFNN and DRFNN models are compared in the experiment.

4.1. Datasets

All of the 3D virtual human models are provided by the free 3D models database [19]. Furthermore, the initial 3D symmetric human body model is composed of point cloud data, which contains several 3D space points, which are represented by various 3D coordinates of X, Y, and Z. The variation range of coordinates is not the same, because various models are selected from different scenes. In order to ensure that the human body model has the same size, all of the models are normalized by ourselves. That is, the variation ranges of the 3D coordinates of X, Y, and Z of the point cloud are within [0, 1].

In order to accurately describe the different postures of symmetric human body, it is very important to segment the limbs and various parts of the whole model. However, it is difficult to use a unified body proportion to divide parts for all of the human models, due to the diversity of shape and height on various human models. In order to ensure the accuracy of human model segmentation, we use the partial segmentation method of Poser to extract various parts of the human model, which is a human modeling software. This method is conducive to the accurate matching between various parts of the symmetric human body model. Figure 6a shows human body segmentation method of Poser. Different colors represent different basic parts, such as head, neck, left and right chests, abdomen, waist, buttocks, left and right upper arms, left and right forearms, left and right thighs, left and right calves, left and right hands and feet (see Figure 6a). All of the divided parts of the human body have clear boundaries, and any two parts do not intersect each other. Therefore, accurate segmentation relationship can be established for the same part of human body belonging to different models, and then different poses of symmetric human body model can be generated. As shown in Figure 6a, the horizontal and vertical directions of the screen are defined as X direction and Y direction, respectively, and the Z direction is perpendicular to the screen.
In order to describe the human parts more clearly, some critical definitions of human parts are described in Figure 6b: (1) direction $l$ of various parts. It determines the variation trend of the skeleton segment corresponding to the current human part, and it is also the common centerline of the sections in different directions. (2) vector $(l_x, l_y, l_z)$ of human part. 3D coordinates are represented for the direction of the part, which is mainly used in the location of the target point and the calculation of normal vector of the direction section. (3) Direction angle $\theta$. If the normal vector of the section is parallel to the $Z$-axis, $\theta$ equals to 0. That is, the angle between the normal vector of the current section and the $Z$-axis is the direction angle $\theta$ of the section. (4) Target point $P_0$. It is mainly used to locate the direction angle and obtain the normal vector of the direction section, and it is obtained by the center point $Cur$ of section I paralleling to the $ZOX$ plane, and specific distance $\lambda$. (5) Direction section $N$. It mainly obtains the direction section by intersecting with the current human part. The normal vector of the cross section is obtained by the corresponding direction angle. (6) Direction curve. It is mainly generated by the intersection of the section in different directions and the current human part. That is, shape features of different directions are represented based on corresponding direction curves. The data points of different directions are shown in Figure 6b.

That is, the initial virtual 3D human model is firstly imported into Poser software. Then, various parts of the human model are extracted based on the partial segmentation method of Poser, and sizes and parameters of whole 3D model are calculated based on the above method. Thirdly, different poses of 3D human model are obtained by adjustment of various human parts using rigid body transformation based on the software of Poser, especially for the human limb parts. Therefore, the whole dataset can be generated by obtained different human poses based on divided various human parts’ adjustment.

4.2. Behavior Comparison for Different Human Postures

The behavior for different human postures by using the DRFNN and the SOFNN in [30] was first tested. Table 2 shows the number of fuzzy rules, training time, and root mean squared error (RMSE) when the two algorithms are performed. The results using the DRFNN are better than those obtained by the SOFNN in [30] in all of three postures. That is, the DRFNN gets the better solution owing to less RMSE on different human postures, although its computation time is greater than that of the SOFNN. The poor performance of algorithm in [30] in different three postures can be attributed to its computation on fuzzy rules of neurons, which are unstable with respect to network structure adjustment.

Figure 6. Divided method and definition of human part on 3D model.
Table 2. The results of two network algorithms for different postures.

| Different Model Postures | Number of Fuzzy Rules | The Training Time of Algorithms (ms) | Root Mean Squared Error |
|--------------------------|-----------------------|--------------------------------------|-------------------------|
|                          | SOFNN | DRFNN | SOFNN | DRFNN | SOFNN | DRFNN |
| Walking                  | 9     | 8     | 309.65 | 373.46 | 0.0365 | 0.0289 |
| Running                  | 9     | 9     | 323.53 | 391.78 | 0.0378 | 0.0254 |
| Sitting                  | 10    | 9     | 315.24 | 394.36 | 0.0421 | 0.0276 |

Then, we tested the stability of the SOFNN in [30] and the DRFNN with several limb parts of different postures. In our experiment, different human sequence postures are selected by captured human motion images. Figure 7a1–a3 show the selected original human motion postures, Figure 7b1–b3,c1–c3 are the front and side views of evaluation results of corresponding postures, respectively. As shown in the figure, evaluated results of selected three postures are satisfactory based on the proposed DRFNN model. Furthermore, Table 3 shows the comparison result of the proposed DRFNN and SOFNN models on eight limb parts when the selected three postures are considered. Pos1, Pos2, and Pos3 are the three poses in Figure 7a1–a3. \( \alpha_1 \sim \alpha_8 \) are joint angles of corresponding limb parts (Figure 1). The target examples are the observed joint angles of limb parts on the three poses in Figure 7a1–a3. The error of \( \alpha_1 \sim \alpha_8 \) is the average value of difference between the evaluation results and the observed results based on the selected three poses when SOFNN and the proposed DRFNN models are applied. The obtained errors of the selected three postures by using the DRFNN are slightly less than the corresponding result obtained by the SOFNN in [30]. It is an important improvement since the accuracy of limb parts on symmetric target human body is critical for motion analysis on different human postures.

Table 3. The comparison results of two algorithms with different limb parts.

| Rotation Angles of Limb Parts | Target Example (Degree) (Pos1, Pos2, Pos3) | Average Error of Network in [30] (Degree) | Average Error of the Proposed DRFNN (Degree) |
|------------------------------|-------------------------------------------|------------------------------------------|---------------------------------------------|
| \( \alpha_1 \)              | (123.11, 159.46, 129.46)                 | 2.75                                     | 2.16                                        |
| \( \alpha_2 \)              | (111.35, 35.56, 177.20)                  | 3.67                                     | 2.78                                        |
| \( \alpha_3 \)              | (118.72, 149.84, 134.60)                 | 3.41                                     | 2.13                                        |
| \( \alpha_4 \)              | (165.25, 35.31, 74.51)                  | 3.54                                     | 2.21                                        |
| \( \alpha_5 \)              | (144.04, 153.45, 149.79)                 | 2.51                                     | 1.67                                        |
| \( \alpha_6 \)              | (151.39, 170.94, 133.89)                 | 2.31                                     | 1.54                                        |
| \( \alpha_7 \)              | (158.50, 149.65, 144.54)                 | 3.71                                     | 2.32                                        |
| \( \alpha_8 \)              | (163.06, 137.88, 145.28)                 | 3.44                                     | 2.15                                        |

4.3. Comparison of the Results between DRFNN and SOFNN

In this part, the proposed DRFNN and SOFNN in [30] are applied for analyzing the human motion in order to demonstrate the efficiency of the two algorithms. The angles of various limb parts corresponding to different postures are located for input data of existing neural network. That is, the obtained eight angles are used for the training data. The parameters of the DRFNN are chosen as follows: \( T_e = 0.5, T_d = 0.8, T_y = 0.5, \) and \( \varepsilon = 0.9. \)

In order to examine the noise immunity of the algorithms, training data are mixed with Gaussian noise sequences which have zero mean and different variances. In addition, for the purpose of training and testing, eight angles of various limb parts corresponding to different postures are located. We chose 100 data for preparing the input and output sample data. In order to demonstrate the accuracy of the two algorithms, another 100 data are tested. The overall results are demonstrated in Table 4.
Table 3. The comparison results of two algorithms with different limb parts.

| Rotation Angles of Limb Parts (Degree) | Average Error of Network in [30] (Degree) | Average Error of the Proposed DRFNN (Degree) |
|----------------------------------------|------------------------------------------|-------------------------------------------|
| 𝛼₁ (123.11, 159.46, 129.46)            | 2.75                                     | 2.16                                      |
| 𝛼₂ (111.35, 35.56, 177.20)            | 3.67                                     | 2.78                                      |
| 𝛼₃ (118.72, 149.84, 134.60)           | 3.41                                     | 2.13                                      |
| 𝛼₄ (165.25, 35.31, 74.51)             | 3.54                                     | 2.21                                      |
| 𝛼₅ (144.04, 153.45, 149.79)           | 2.51                                     | 1.67                                      |
| 𝛼₆ (151.39, 170.94, 133.89)           | 2.31                                     | 1.54                                      |
| 𝛼₇ (158.50, 149.65, 144.54)           | 3.71                                     | 2.32                                      |
| 𝛼₈ (163.06, 137.88, 145.28)           | 3.44                                     | 2.15                                      |

(a1) Human posture 1 (b1) Front view of result (c1) Right view of result
(a2) Human posture 2 (b2) Front view of result (c2) Right view of result
(a3) Human posture 3 (b3) Front view of result (c3) Right view of result

Figure 7. Human postures and corresponding prediction results using the proposed DRFNN model.

Table 4. Results of two network algorithms with noise.

| Variances (σ²) | Training RMSE | Testing RMSE |
|----------------|---------------|--------------|
|                | SOFNN         | DRFNN        | SOFNN         | DRFNN        |
| σ = 0          | 0.0349        | 0.0285       | 0.0418        | 0.0328       |
| σ = 0.05       | 0.0427        | 0.0347       | 0.0545        | 0.0416       |
| σ = 0.1        | 0.0485        | 0.0379       | 0.0596        | 0.0437       |

As shown in Table 4, RMSE of the two algorithms become greater when the noise variance increases rapidly. Furthermore, it is clear that the DRFNN can get better perfor-
mance with less RMSE for training and testing in all of the three Gaussian noise sequences. That is, the DRFNN has better performance than the SOFNN in terms of network structure and RMSE.

Figure 8 shows the obtained angles of four limb parts for human sequence postures which includes left upper arm, right upper arm, left thigh, and right thigh. The unit of obtained angles is degree. Furthermore, the angles of left and right upper arm for sequence postures are obviously greater than that of left and right thigh. In addition, the changes in angle of thigh are relatively smaller than the corresponding result of upper arm for human postures. The phenomenon can be attributed to the greater activity range from upper arms when the human body locates on different postures, such as walking and running.

![Figure 8. The angles of different limb parts.](image)

Furthermore, the proposed DRFNN and SOFNN are applied for analyzing human motion based on sample data. Figure 9 shows the result of root mean squared error for human sequence postures when the two algorithms are applied. The fluctuation range of RMSE in DRFNN is smaller than that in algorithm of SOFNN. This is attributed to dynamic adjustment of neural network structure when sample data are trained. In addition, RMSE of most sample data in DRFNN are obviously smaller than that of SOFNN. That is, the proposed DRFNN can be applied for various human postures and has better performance on human motion analysis.

4.4. Comparison of the Motion Retrieval and Analysis on Different Human Postures

Another set of experiments concerning the immediacy and the accuracy of our proposed algorithms is presented. The proposed DRFNN is compared to the algorithm in [30] using SOFNN by the prediction result of human motion analysis when models locate on different postures.

Figures 10 and 11 show the best prediction result of walking posture using the algorithm in [30] and the proposed DRFNN, respectively, when the motion of walking posture is considered. Obvious shortages occur on the positions of thigh and calf when algorithm in [30] is applied for estimating walking posture of human models when algorithm of SOFNN is considered. The angle between left leg and right leg is bigger than that of the proposed DRFNN when Algorithm in [30] is considered. Furthermore, compared with the real posture of human body, the posture of legs is not very reasonable. However, the proposed algorithm using DRFNN successfully solves the above problems and obtains the satisfactory result of walking posture. It demonstrates that DRFNN has advantage
on posture analysis of human body, although its running time is greater than that of the algorithm in [30] shown in Table 5.

Table 4. Results of two network algorithms with noise.

| Variances | Training RMSE | Testing RMSE |
|-----------|---------------|--------------|
| $\sigma = 0.0349$ | 0.0285 | 0.0418 |
| $\sigma = 0.0427$ | 0.0347 | 0.0545 |
| $\sigma = 0.0485$ | 0.0379 | 0.0596 |

Figure 8. The angles of different limb parts.

Figure 9. Root Mean Squared Error (RMSE).

4.4. Comparison of the Motion Retrieval and Analysis on Different Human Postures

Another set of experiments concerning the immediacy and the accuracy of our proposed algorithms is presented. The proposed DRFNN is compared to the algorithm in [30] using SOFNN by the prediction result of human motion analysis when models locate on different postures.

Figures 10 and 11 show the best prediction result of walking posture using the algorithm in [30] and the proposed DRFNN, respectively, when the motion of walking posture is considered. Obvious shortages occur on the positions of thigh and calf when algorithm in [30] is applied for estimating walking posture of human models when algorithm of SOFNN is considered. The angle between left leg and right leg is bigger than that of the proposed DRFNN when Algorithm in [30] is considered. Furthermore, compared with the real posture of human body, the posture of legs is not very reasonable. However, the proposed algorithm using DRFNN successfully solves the above problems and obtains the satisfactory result of walking posture. It demonstrates that DRFNN has advantage on posture analysis of human body, although its running time is greater than that of the algorithm in [30] shown in Table 5.

Figure 10. Prediction result of walking model using the algorithm in [30].

Figure 11. Prediction result of walking model using the proposed DRFNN.
Table 5. The evaluation results of two algorithms of various inputs with different model postures.

| Different Model Postures | The Average Output on Poor Inputs | The Average Output on Good Inputs | Average Running Time of Prediction (ms) |
|--------------------------|-----------------------------------|-----------------------------------|----------------------------------------|
|                          | SOFNN in [30]                     | The Proposed DRFNN                | SOFNN in [30]                          | The Proposed DRFNN |
| Walking                  | (0.05, 0.11, 0.16)                | (0.04, 0.11, 0.14)               | (0.93, 0.86, 0.8)                      | (0.95, 0.89, 0.84) | 316.79 | 482.54 |
| Running                  | (0.05, 0.12, 0.17)                | (0.05, 0.11, 0.15)               | (0.92, 0.86, 0.81)                     | (0.95, 0.88, 0.83) | 331.64 | 523.49 |
| Sitting                  | (0.07, 0.14, 0.2)                 | (0.06, 0.12, 0.18)               | (0.92, 0.87, 0.82)                     | (0.96, 0.89, 0.85) | 304.35 | 468.96 |

Table 5 shows the evaluation results of various inputs and computation time of human posture prediction performed with the two above compared algorithms for different postures. Every posture has the three evaluation results when different algorithms are applied. The three average output values on poor inputs are corresponding to the poor levels of 0.1, 0.2, and 0.3, respectively, and the good input levels are selected as 0.9, 0.8, and 0.7. The evaluation results using the above two algorithms are within the constraints of scope. That is, the prediction of human posture is accurate when different levels are selected. Furthermore, the evaluation results of different postures are obviously better than that of SOFNN in [30] when the proposed DRFNN is applied. The good performance of DRFNN can be attributed to human motion computation based on the adjustment of numbers and structures of neural network. Compared with the SOFNN in [30], the evaluation results of various inputs have obvious superiority when the same measured level is considered. It is an important improvement since the evaluation result of different postures is critical for motion retrieval and analysis of human body.

To solve the problem of input-output partitioning, the algorithm in [30] based on SOFNN depends on the structure and parameter identification of neural network. Firstly, a kind of clustering function is introduced to determine the structure and values of network. Then, parameters of network are optimized by supervised learning algorithm. In the proposed algorithm of DRFNN, the error matrix and automatic regulation method are applied for predicting the human sequence posture, and the supplement and pruning of network neurons improve evaluation result of various inputs and reduce the computation time. Then compared with the SOFNN, the DRFNN increases the differentiation degrees among various human postures when different levels are selected. Therefore, the proposed DRFNN can retrieve and analyze human motions locating on various postures and has a wide range of application.

In conclusion, the proposed DRFNN is suitable for retrieving and analyzing human motion owing to its more precise evaluation result of different postures than the algorithm of SOFNN. Although the computation time of DRFNN is greater than that of the SOFNN, it is in an acceptable extent.

Additionally, a set of experiments concerning the applicability of the proposed DRFNN is presented. The proposed algorithm is applied for predicting the sequence motion gestures of human models for three different postures. The models used in the experiments are all provided by free 3D human models database [19]. Figures 12–14 show the evaluation results of human motion sequence corresponding to the posture of walking, running, and sitting, respectively. All of the postures on models shown in Figures 12a–d, 13a–d, 14a–d correspond to the best evaluated results of intervening sequence motion gestures. As shown in the figures, almost all of the evaluated results of sequence gestures are accurate for all of three different postures. Furthermore, the positions and angles of different human limb parts are reasonable when different human postures are considered. All of the evaluated sequence gestures can represent the complete human motion. That is, the evaluation results of different postures are satisfactory when the proposed DRFNN is applied. Therefore, the proposed DRFNN improves evaluation result of various inputs and overcomes the interference arising from different human limbs.
In order to evaluate the performance of DRFNN model in processing arbitrary human postures, motion sequence video of different human postures is captured for recognizing human postures. Figure 15 shows the evaluation results of real human motion sequences of various postures. Figure 15a1–a8 are the captured pose frames of real human motion video, and Figure 15b1–b8 are the corresponding estimated poses using virtual 3D human model based on the proposed DRFNN model. As shown in the figure, almost all of the estimated results of various human poses are accurate, except for slight deviation of right arm and right leg in pose 3, left leg in pose 6. This phenomenon can be attributed to the adjustment of human joint points on the Z axis, which leads to the slight deviation of right arm and right leg in pose 3, left leg in pose 6.

Figure 12. Human sequence motion results of walking posture.

Figure 13. Human sequence motion results of running posture.

Figure 14. Human sequence motion results of sitting posture.
arm and right leg in pose 3, left leg in pose 6. This phenomenon can be attributed to the adjustment of human joint points on the Z axis, which leads to the slight deviation of 3D coordinates of joint points estimated by our method. However, as a whole, the estimation results of various human postures are satisfactory based on the proposed DRFNN model.

Figure 15. Human sequence motion results of various postures.

5. Conclusions

In this paper, efficient algorithms for retrieving and analyzing limb motion pattern of human models for different postures are proposed. The 3D coordinates of feature points on human limb are firstly calculated by limb features using the images of human motion. Then, a fuzzy neural network is designed, and it is applied for evaluating the similarity with different postures when eight angles of limb parts are considered as input vectors.
Subsequently, the network converges to the optimal solution by measuring the system errors using the dynamic regulation method with structure parameters and network values, which is called DRFNN. Then, the evaluation results of various input vectors are calculated using DRFNN based on regulated network structures and values. Therefore, motion sequence gestures of human models can be obtained by the best evaluation results using the dynamic regulated FNN. The experimental results show that the proposed algorithm can meet the requirements of human motion prediction for different postures in various research fields.

Future work will concentrate on further enhancing the accuracy of human motion analysis and decreasing the computation time of the proposed algorithm DRFNN. The initial estimation of limb parts is beneficial to human motion prediction for different postures. Thus, joining initial estimation of limb parts is considered as a good idea to enhance the accuracy of human motion analysis and decrease the computation time of the proposed algorithm.
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