GLUING DATA FOR FACTORIZATION MONOIDS AND VERTEX IND-SCHEMES

JUAN GUZMÁN

Abstract. We give an explicit description of factorization algebras over the affine line, constructing them from the gluing data determined by its corresponding OPE algebra. We then generalize this construction to factorization monoids, obtaining a description of them in terms of a non-linear version of OPE algebras which we call OPE monoids. In the translation equivariant setting this approach allows us to define vertex ind-schemes, which we interpret as a conformal analogue of the notion of Lie group, since we show that their linearizations yield vertex algebras and that their Zariski tangent spaces are Lie conformal algebras.
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1. Introduction

The symmetries of a two-dimensional conformal field theory are governed by algebraic objects called vertex algebras, originally defined by Borcherds in [Bo]. In their seminal work [BD1], Beilinson and Drinfeld laid the foundations for a novel understanding of vertex algebras in terms of the geometry of smooth algebraic curves. The authors introduce the concepts of chiral, factorization and OPE algebras over a fixed smooth algebraic curve $X$, and they prove that the categories defined by each of these objects are equivalent to each other. In the case where $X$ is the affine line $\mathbb{A}^1 = \text{Spec} \mathbb{C}[x]$, the
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respective subcategories formed by those objects which satisfy a translation-
equivariance condition are also equivalent to each other and furthermore, they are equivalent to the category of vertex algebras.

The notion of factorization algebra offers an advantage with respect to
the others: it is possible to define a non-linear version of it, called factor-
ization monoid, and there exists a linearization functor which transforms
factorization monoids into factorization algebras. This gives us a method
to construct vertex algebras starting from a geometric setting, since there
exist several moduli spaces which have properties that allows us to under-
stand them in terms of a factorization monoid, and therefore the fibers of
its linearization yield vertex algebras. Both the Virasoro and affine vertex
algebras are some of the examples that can be obtained in this fashion, described in detail in [FBZ].

Since factorization algebras over $A^1$ are closely related to vertex algebras,
it would be reasonable to expect that factorization monoids over $A^1$ could
be similarly related to some geometric object that should be a non-linear
analogue to a vertex algebra. Such an object would be of importance to
us because it would play the role of a “Lie group” when studying vertex
algebras from the point of view of Lie theory, which we pursued in [BG].

The motivation for applying a Lie theoretic perspective is based on the
fact that Lie conformal algebras, which encode the singular part of the
operator product expansion of a two-dimensional conformal field theory, are
related to vertex algebras in a very similar way as Lie algebras are related
to associative algebras: there exists a “forgetful functor” from the category
of vertex algebras to the category of Lie conformal algebras which has a left
adjoint, that assigns to any Lie conformal algebra $R$ a universal enveloping
vertex algebra $U(R)$ (see [BK]).

In the classical Lie theory over a field of characteristic zero, apart from
the universal enveloping algebra functor we have the functor which assigns
to any Lie group $G$ its tangent Lie algebra at the identity $\mathfrak{g} = T_1 G$, and the
linearization functor mapping $G$ to its algebra of distributions supported
at the identity $\text{Dist}(G,1) \simeq \mathbb{U}(\mathfrak{g})$, whose dual space is the local ring at
the identity of $G$. The relation between these functors is expressed by the
following commutative diagram.

$$
\begin{array}{ccc}
\{\text{Lie groups}\} & \xrightarrow{T_1} & \{\mathfrak{g}\} \\
\downarrow\text{Dist(−,1)} & & \\
\{\text{Lie algebras}\} & \xrightarrow{\mathbb{U}} & \{\text{Associative algebras}\}
\end{array}
$$

Near the identity, the product of the Lie group $G$ can be computed
through the power series expansion of its coordinate functions, which are
called the formal group laws of $G$. These power series can be recovered from
the Lie bracket of $\mathfrak{g}$, as explained in [S], and thus can be understood as an
intermediate object between $\mathfrak{g}$ and $G$. In [BG] we obtained a definition of
formal vertex laws associated to a Lie conformal algebra $R$, and the nature
of that definition suggested us that the conformal analogue of a Lie group
ought to be a non-linear version of a vertex algebra.

In order to construct such an object, we needed to have a better under-
standing of the way in which factorization and vertex algebras are related to
each other, and the key ingredient to link them appropriately are OPE algebras. The concept of OPE algebra provides a fairly immediate “sheafified” version of vertex algebras, but it comes at the cost of having to deal with more subtle geometry, namely non-quasi-coherent sheaves. The fibers of a translation equivariant OPE algebra over \( \mathbb{A}^1 \) quite straightforwardly become vertex algebras, but the relation between OPE algebras and factorization algebras is more intricate. Beilinson and Drinfeld proved their equivalence in [BD1] by showing that they are both equivalent to chiral algebras, and the proofs involve a number of cohomological constructions.

Nonetheless, they also remark that OPE algebras could be understood as the gluing data of their corresponding factorization algebras, although they don’t provide many details about this assertion. We decided to complete these details, and obtained a proof of the equivalence of OPE and factorization algebras that only invoked geometric constructions on a certain fibered category. This allowed us to define \( \textit{OPE monoids} \) as a non-linear analogue of OPE algebras, and we prove their equivalence to factorization monoids by adapting the proof we gave in the linear case. The fibers of these OPE monoids are then the perfect candidates to be non-linear analogues of vertex algebras, and thus we call them \( \textit{vertex ind-schemes} \). In Theorem 5.4 we show that our definition fulfills our expectations, since we obtain a commutative diagram similar to (1.1).

This article is structured as follows. In Section 2 we present the relevant definitions and give sketches for some of the proofs of the aforementioned equivalences given in [BD1]. In Section 3 we formalize the idea of OPE algebras being the gluing data of factorization algebras when the base curve is \( X = \mathbb{A}^1 \), while in Section 4 we generalize this idea to the non-linear setting, including the definition of OPE monoids. In Section 5 we analyze the translation equivariant case, which leads us to the definition of vertex ind-schemes, and finally in Section 6 we define the vertex ind-schemes related to the Virasoro and affine vertex algebras.
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2. Preliminaries

All vector spaces and schemes that appear in this work are considered over the field \( \mathbb{C} \), but in many situations we could replace it by any field of characteristic zero.

2.1. Vertex and Lie conformal algebras. Our main objects of study will be vertex algebras, although we will consider them in several different contexts, with varying levels of geometry involved. Nonetheless, they can be (and usually are) presented in a strictly algebraic fashion.

\textbf{Definition 2.1.} A \textit{vertex algebra} consists of a vector space \( V \) together with a distinguished element called \textit{vacuum} vector \( |0\rangle \in V \), a linear map \( T \in \text{End} \ V \)
called the \textit{infinitesimal translation operator} and a linear operation
\[ Y(\cdot, z) : V \to (\text{End } V)[[z, z^{-1}]], \quad a \mapsto Y(a, z) = \sum_{n \in \mathbb{Z}} a_{(n)} z^{-n-1}, \]
called the \textit{state-field correspondence}, subject to the following axioms:

- Truncation condition: For all \( a, b \in V \), \( Y(a, z)b \in V((z)) \), the vector space of Laurent power series in \( z \) with coefficients in \( V \).
- Vacuum property: \( Y(0, z) = \text{id}_V \).
- Creation property: For all \( a \in V \), \( \partial_z Y(a, z) = [T, Y(a, z)] \) and \( T|0\rangle = 0 \).
- Locality: For all \( a, b \in V \), \((z - w)^n [Y(a, z), Y(b, w)] = 0 \) for \( n \gg 0 \).

The operations \( \cdot^{(n)} : V \otimes V \to V \), \( a \otimes b \mapsto a_{(n)} b \) for \( n \in \mathbb{Z} \) are called the \textit{n-th products} of the vertex algebra.

From the axioms of vertex algebras one can deduce a number of other properties, amongst which we find the following \textit{associativity} condition.

\begin{theorem} \textit{[FBZ, Thm. 3.2.1]} \end{theorem}

\begin{proof}
Let \( V \) be a vertex algebra. For all \( a, b, c \in V \), the three expressions
\[ Y(a, z)Y(b, w)c \in V((z))((w)), \]
\[ Y(b, w)Y(a, z)c \in V((z))((w)) \]
are the expansions in their corresponding domains of the same element of the localization \( V[[z, w]]_{z,w,z-w} \).
\end{proof}

A very important class of vertex algebras are those that can be realized as universal envelopes of Lie conformal algebras, which we will now introduce.

\begin{definition}
A \textit{Lie conformal algebra} is a \( \mathbb{C}[T] \)-module \( R \) together with a \( \lambda \)-\textit{bracket}
\[ [\cdot, \cdot] : R \otimes R \to R[\lambda], \quad a \otimes b \mapsto \sum_{n \geq 0} \frac{1}{n!} \lambda^n [a_{(n)} b], \]
satisfying the following identities:

- \( T \)-sesquilinearity: For all \( a, b \in R \), \( [Ta\lambda b] = -\lambda [a\lambda b] \) and \([a\lambda Tb] = (T + \lambda) [a\lambda b] \).
- Antisymmetry: For all \( a, b \in R \), \([a\lambda b] = -[b_{-\lambda} - Ta]\).
- Jacobi identity: For all \( a, b, c \in R \), \([a\lambda [b\mu c]] = ([a\lambda b]_{\lambda + \mu} c) + [b_{\mu} [a\lambda c]] \).
\end{definition}

Note that Lie conformal algebras are also endowed with \( n \)-th products, but they are only defined for \( n \geq 0 \). In fact, every vertex algebra is a Lie conformal algebra if we forget about its negative \( n \)-th products, thus defining a functor from the category of vertex algebras to the category of Lie conformal algebras. This functor admits a left adjoint \( R \mapsto \mathfrak{U}(R) \), whose construction we now recall.

First, we define for any given Lie conformal algebra \( R \) the Lie algebra
\[ \text{Lie } R = (R \otimes \mathbb{C}[t, t^{-1}])/(1 \otimes \partial_t + T \otimes 1)(R \otimes \mathbb{C}[t, t^{-1}]), \]
with Lie bracket given by the formula
\[ [a_m, b_n] = \sum_{j \geq 0} \binom{m}{j} [a_{m-j}] b_{m+n-j} \]
for all \( a, b \in R \) and \( m, n \in \mathbb{Z} \), where \( a_m \) denotes the image of \( a \otimes t^m \) in \( \text{Lie } R \).

We can turn \( \text{Lie } R \) into a \( \mathbb{C}[T] \)-module by setting \( T(a_m) = -ma_{m-1} \). Let \( \text{Lie } R_- \) (resp. \( \text{Lie } R_+ \)) be the Lie subalgebra of \( \text{Lie } R \) spanned by all \( a_m \) with \( m \geq 0 \) (resp., \( m < 0 \)). Then the map
\[ R \to \text{Lie } R_+ \tag{2.1} \]
given by \( a \mapsto a_{-1} \) is an isomorphism of \( \mathbb{C}[T] \)-modules (see [K, Lemma 2.7]), which allows us to transport the Lie algebra structure from \( \text{Lie } R_+ \) onto \( R \).

We denote \( R \) with this Lie algebra structure as \( R_{\text{Lie}} \). Then its universal enveloping algebra is
\[ \mathcal{U}(R_{\text{Lie}}) \simeq \mathcal{U}(\text{Lie } R_+) \simeq \text{Ind}_{\text{Lie } R_-}^{\text{Lie } R_+} \mathbb{C}[0], \]
where \( \mathbb{C}[0] \) is the trivial one-dimensional Lie \( R_- \)-module. One can show (see [BK, Thm. 7.12]) that this vector space has a vertex algebra structure, which is called the universal enveloping vertex algebra of \( R \) and is denoted by \( \mathcal{U}(R) \).

**Example 2.4.** Let \( \mathfrak{g} \) be a finite-dimensional Lie algebra. Its associated current conformal algebra is the Lie conformal algebra \( R = \text{Cur } \mathfrak{g} = \mathbb{C}[T] \otimes \mathfrak{g} \), with \( \lambda \)-bracket determined by \( [a_\lambda b] = [a, b] \) for all \( a, b \in \mathfrak{g} \). We have an isomorphism \( \text{Lie } R \simeq \mathfrak{g}[t, t^{-1}] \), the loop algebra of \( \mathfrak{g} \), with brackets given by
\[ [a_m, b_n] = [a, b]_{m+n} \]
for all \( a, b \in R \) and \( m, n \in \mathbb{Z} \). Similarly, \( \text{Lie } R_- \simeq \mathfrak{g}[t] \) is the positive loop algebra of \( \mathfrak{g} \). The universal enveloping vertex algebra of \( \text{Cur } \mathfrak{g} \) is
\[ V^0(\mathfrak{g}) = \text{Ind}_{\mathfrak{g}[t]}^{\mathfrak{g}[t, t^{-1}]} \mathbb{C}[0]. \]
It is called the affine vertex algebra at level zero associated with \( \mathfrak{g} \).

**Example 2.5.** The Virasoro conformal algebra is the Lie conformal algebra \( R = \text{Vir} = \mathbb{C}[T]L \), with \( \lambda \)-bracket determined by \( [L_\lambda L] = TL + 2\lambda L \). On the other hand, the Witt algebra is the Lie algebra \( \text{Der } \mathbb{C}[t, t^{-1}] = \mathbb{C}[t, t^{-1}]\partial_t \) of regular vector fields on \( \mathbb{C}^\times \), which has a basis formed by the elements \( L(n) = -t^{n+1}\partial_t \) with \( n \in \mathbb{Z} \), and has Lie brackets given by
\[ [L(m), L(n)] = (m - n)L(m + n) \]
for all \( n, m \in \mathbb{Z} \). It is a \( \mathbb{C}[T] \)-module with \( T = \text{ad } L(-1) \). We have an isomorphism of Lie algebras \( \text{Lie } R \simeq \text{Der } \mathbb{C}[t, t^{-1}] \) which respects the action of \( T \), determined by the identification \( L_{n+1} \mapsto L(n) \) for all \( n \in \mathbb{Z} \). Via this isomorphism, \( \text{Lie } R_- \) is identified with the Lie subalgebra \( \text{Der } \mathbb{C}[t] = \mathbb{C}[t]\partial_t \), generated by \( \{ L(n) : n \geq -1 \} \). The universal enveloping vertex algebra of \( \text{Vir} \) is
\[ \text{Vir}_0 = \text{Ind}_{\text{Der } \mathbb{C}[t]}^{\text{Der } \mathbb{C}[t, t^{-1}]} \mathbb{C}[0]. \]
It is called the Virasoro vertex algebra of central charge zero.
2.2. Chiral and Lie* algebras. The remainder of the preliminaries will serve as a brief survey on some of the concepts in Beilinson and Drinfeld’s work [BD1], mainly the notions of chiral, factorization and OPE algebras. These make sense over more general curves \( X \) (and even over higher dimensions, c.f. [FG]), but we will mostly be interested in the case \( X = \mathbb{A}^1 \) so the reader may assume that throughout the text.

Firstly, let us set some notation: for any scheme \( Z \), \( \mathcal{O}_Z \) and \( \mathcal{D}_Z \) are its structure sheaf and its sheaf of differential operators. An \( \mathcal{O} \)-module over \( Z \) is a quasi-coherent sheaf of \( \mathcal{O}_Z \)-modules, and a left (resp. right) \( \mathcal{D} \)-module over \( Z \) is a sheaf of left (resp. right) \( \mathcal{D}_Z \)-modules which is quasi-coherent as a sheaf of \( \mathcal{O}_Z \)-modules. We shall denote by \( \mathcal{M}_\mathcal{O}(Z) \), \( \mathcal{M}_l(Z) \) and \( \mathcal{M}_r(Z) \) the categories of \( \mathcal{O} \)-modules, left and right \( \mathcal{D} \)-modules respectively. For a morphism of schemes \( f : Z_1 \to Z_2 \) we will denote by \( f^* \) and \( f_* \) the \( \mathcal{O} \)-module pullback and pushforward functors, while \( f^! \) and \( f_! \) will stand for the left or right \( \mathcal{D} \)-module pullback and pushforward (we will almost never refer to their derived versions). The external tensor product of the \( \mathcal{O}_Z \)-module \( V \) and the \( \mathcal{O}_Z \)-module \( W \) is the \( \mathcal{O}_Z \times \mathcal{O}_Z \)-module \( V \otimes W = \pi_1^* V \otimes_{\mathcal{O}_Z \times \mathcal{O}_Z} \pi_2^* W \), where \( \pi_i : Z_1 \times Z_2 \to Z_i \) are the projections. Note that the external tensor product of left (resp. right) \( \mathcal{D} \)-modules is again a left (resp. right) \( \mathcal{D} \)-module.

We shall work with both left and right \( \mathcal{D} \)-modules, so it is important to remark that there is a canonical way to turn one into the other: if \( \omega_Z \) is the canonical invertible sheaf of top-degree forms on \( Z \), the functor \( \mathcal{M}_l(Z) \to \mathcal{M}_r(Z) \), \( V \mapsto V = V \otimes_{\mathcal{O}_Z} \omega_Z \) is an equivalence of categories, whose inverse \( A \mapsto A^l \) is given by tensoring with \( \omega_Z^{-1} \). A vector field \( \tau \in \Theta_Z \subseteq \mathcal{D}_Z \) acts on \( V \) as \( (v \otimes \alpha) \cdot \tau = v \otimes \alpha \cdot \tau - \tau \cdot v \otimes \alpha \), where the canonical right \( \mathcal{D}_Z \)-module structure on \( \omega_Z \) is defined using the Lie derivative of \( \tau \), via \( \alpha \cdot \tau = -\text{Lie}_\tau(\alpha) \).

Let \( X \) be a smooth algebraic curve over \( \mathbb{C} \). We will denote by \( \Delta : X \to X^2 \) the diagonal map, and \( j : U \hookrightarrow X^2 \) its complementary open embedding. More generally, if we define \( f\text{-Set} \) to be the category of all nonempty finite sets with morphisms being all surjections between them, then for any \( I \in f\text{-Set} \) we can define \( \Delta^{(I)} : X \to X^I \) to be the principal diagonal and \( U^{(I)} = \{ \{x_i\}_{i \in I} : x_i \neq x_i' \text{ when } i \neq i' \} \), i.e. the complement to the diagonal divisor for \( |I| \geq 2 \). We shall denote by \( j^{(I)} : U^{(I)} \hookrightarrow X^I \) the canonical open embedding.

Now for any given \( A \in \mathcal{M}_r(X) \) and \( I \in f\text{-Set} \) we define a chiral \( I \)-operation in \( A \) as an element of the set

\[
P^{ch}(A)_I = \operatorname{Hom}_{\mathcal{M}_r(X)}(j^{(I)}_*(I)_* A^{\otimes I}, \Delta^{(I)}_! A).
\]

These operations can be composed in the following way: given a surjection \( \pi : J \to I \) in \( f\text{-Set} \), with fibers \( J_i = \pi^{-1}(\{i\}) \) for \( i \in I \), the composition of \( \gamma \in P^{ch}(A)_I \) with \( \{ \delta_i \in P^{ch}(A)_J \}_{i \in I} \) is the element of \( P^{ch}(A)_J \) defined by

\[
\gamma \circ \delta = \gamma^{(J)}_\pi \delta^{(I)}_j \circ j^{(J)}_*(I)_* A^{\otimes J} = j^{(J)}_\pi \gamma^{(I)}_\delta \delta^{(I)}_j \circ j^{(J)}_*(I)_* A^{\otimes J} \xrightarrow{\rho^{(J)}_\delta} j^{(J)}_\pi \gamma^{(I)}_\delta \Delta^{(I)}_! A \xrightarrow{\Delta^{(J)}_\gamma} \Delta^{(J)}_\pi \Delta^{(I)}_! A = \Delta^{(J)}_\pi A,
\]

where

\[
\Delta^{(\pi)} = \prod_{i \in I} \Delta^{(J_i)} : X^I \to X^J \quad (2.2)
\]
is the diagonal map determined by $\pi$ and $j^{(\pi)}: U^{(\pi)} \to X^J$ is the complement to the diagonals containing $X^J$, i.e.

$$U^{(\pi)} = \{ \{x_j\}_{j \in J} \in X^J : x_j \neq x_{j'} \text{ when } \pi(j) \neq \pi(j') \}. \quad (2.3)$$

Therefore chiral operations form an operad, which we denote by $P^{ch}(A)$ and call the chiral operad.

**Definition 2.6.** A non-unital chiral algebra over $X$ is a right $\mathcal{D}$-module $A$ over $X$ together with a chiral product

$$\mu : j_* j^* A \boxtimes A \to \Delta_! A$$

in $P^{ch}(A)_{\{1,2\}}$, which is skew-symmetric and satisfies the Jacobi identity in the sense that it defines a morphism of operads from the Lie operad $\mathcal{L}ie$ to $P^{ch}(A)$. In other words, it is a Lie algebra over the chiral operad.

The sections of the sheaf $j_* j^* A \boxtimes A$ are sections of $A \boxtimes A$ where we allow poles along the diagonal. On the other hand, the pushforward $\Delta_! A$ may be computed through the canonical decomposition of the $\mathcal{D}_{\mathcal{X}}$-module $\omega_X \boxtimes A$ along the closed subvariety $\Delta$ (see [FBZ, Sect. 20.2.3]), which yields the exact sequence

$$0 \to \omega_X \boxtimes A \to j_* j^* \omega_X \boxtimes A \to \Delta_! A \to 0.$$

This construction allows us to define unital chiral algebras, which we shall simply call chiral algebras.

**Definition 2.7.** A chiral algebra over $X$ is a non-unital chiral algebra $(A, \mu)$ together with a unit map $u : \omega_X \to A$, which is a morphism of right $\mathcal{D}_{\mathcal{X}}$-modules such that the restriction of $\mu$ to $j_* j^* \omega_X \boxtimes A$ via $u \boxtimes \text{id}_A$ is the canonical projection to $\Delta_! A$.

The $\mathcal{D}_{\mathcal{X}}$-module $A = \omega_X$ together with the canonical projection $\mu_{\omega_X} : j_* j^* \omega_X \boxtimes \omega_X \to \Delta_! \omega_X$ is an example of a chiral algebra (see [BD1]).

We will now describe the relationship between vertex algebras and chiral algebras over $\mathbb{A}^1$. Recall that for any affine scheme $Z = \text{Spec} A$ there is an equivalence of categories

$$\mathcal{M}_\mathcal{O}(Z) \simeq \text{Mod}_A$$

given by the global sections functor $\mathcal{V} \to V = \Gamma(Z, \mathcal{V})$. Its inverse is the localization functor $V \mapsto \tilde{V}$, where $\tilde{V}(D_f) = V_f$ for each distinguished open affine $D_f \subseteq Z$, with $f \in A$. Similarly

$$\mathcal{M}^l(Z) \simeq \text{Mod}^{\text{Diff}}_{\mathcal{O}} \quad \text{and} \quad \mathcal{M}^r(Z) \simeq \text{Mod}^{\text{Diff}}_{\mathcal{O}},$$

where $\text{Diff} A$ is the algebra of differential operators with coefficients in $A$. In particular, an $\mathcal{O}$-module over $\mathbb{A}^n$ is determined by its $\mathbb{C}[x_1, \ldots, x_n]$-module of global sections, and a left/right $\mathcal{D}$-module over $\mathbb{A}^n$ is in turn determined by its left/right $\mathbb{C}[x_1, \ldots, x_n, \partial_{x_1}, \ldots, \partial_{x_n}]$-module of global sections.

**Remark 2.8.** Given a vertex algebra $(V, Y, T, |0\rangle)$, the following data defines a chiral algebra over $\mathbb{A}^1$:

- A right $\mathcal{D}_{\mathbb{A}^1}$-module $A$ determined by $\Gamma(\mathbb{A}^1, A) = V[x]dx$, where the right action of $\mathbb{C}[x, \partial_x]$ is defined as $a x^i dx \cdot \partial_x = T a x^i dx - a \partial_x x^i dx$.

Note that $A = \mathcal{V}^*$, where $\mathcal{V} \in \mathcal{M}^l(\mathbb{A}^1)$ is determined by $\Gamma(\mathbb{A}^1, \mathcal{V}) = V[x]$ with the left action of $\mathcal{D}_{\mathbb{A}^1}$ where $\partial_x$ acts as $\partial_x - T$. 


- A chiral product $\mu : j_* j^* \mathcal{A} \boxtimes \mathcal{A} \to \Delta_1 \mathcal{A}$ given in global coordinates by the map
\[ V \otimes V[x, y][(x - y)^{-1}]dx \wedge dy \to V[x, y][(x - y)^{-1}]dx \wedge dy / V[x, y]dx \wedge dy \]
and
\[ a \otimes b \alpha(x, y) \mapsto Y(a, x - y)b \alpha(x, y) \mod V[x, y]dx \wedge dy \]

- A unit map $u : \omega_{\mathbb{A}^1} \to \mathcal{A}$ given by the global section $|0\rangle \, dx$ of $\mathcal{A}$.

This chiral algebra has a special property: it is translation equivariant, which roughly speaking means that it induces the same vertex algebra structure over each of its fibers over $\mathbb{A}^1$. We will now give a precise definition.

Let $\mathbb{G}_a$ be the additive group of translations on the line $\mathbb{A}^1$, acting via $a : \mathbb{G}_a \times \mathbb{A}^1 \to \mathbb{A}^1$, $(t, x) \mapsto t + x$, and let $p : \mathbb{G}_a \times \mathbb{A}^1 \to \mathbb{A}^1$ be the projection to the second factor. An $\mathcal{O}$-module $\mathcal{F}$ over $\mathbb{A}^1$ is $\mathbb{G}_a$-equivariant if there exists an isomorphism $\psi : p^x \mathcal{F} \to a^* \mathcal{F}$ of $\mathcal{O}$-modules over $\mathbb{G}_a \times \mathbb{A}^1$, such that the following compatibilities hold:

1. If $a_3, p_3 : \mathbb{G}_a^3 \times \mathbb{A}^1 \to \mathbb{A}^1$ are defined as $a_3(t_1, t_2, x) = t_1 + t_2 + x$ and $p_3(t_1, t_2, x) = x$, then the following diagram commutes in the category of $\mathcal{O}_{\mathbb{G}_a^3 \times \mathbb{A}^1}$-modules

   \[
   \begin{array}{ccc}
   (a \times id)^* p^x \mathcal{F} &=& p_3^x \mathcal{F} \\
   (a \times id)^* \psi &\Rightarrow& (p \times id)^* \psi \\
   (p \times id)^* a^* \mathcal{F} &=& (id \times a)^* p^x \mathcal{F} \\
   \end{array}
   \]

2. If $i_0 : \mathbb{A}^1 \to \mathbb{G}_a \times \mathbb{A}^1$ is the embedding $x \mapsto (0, x)$, then $i_0^* \psi = id_\mathcal{F}$.

**Definition 2.9.**

(i) A left/right $\mathcal{D}_{\mathbb{A}^1}$-module is translation equivariant if it is $\mathbb{G}_a$-equivariant as an $\mathcal{O}_{\mathbb{A}^1}$-module and the map $\psi$ is an isomorphism of $\mathcal{O}_{\mathbb{G}_a} \boxtimes \mathcal{D}_{\mathbb{A}^1}$-modules.

(ii) A non-unital chiral algebra $(\mathcal{A}, \mu)$ is translation equivariant if it is so as a $\mathcal{D}_{\mathbb{A}^1}$-module and for all $t \in \mathbb{G}_a$ we have that $\mu = \mu^t$, where $\mu^t$ is given in global coordinates by

\[ a \otimes b f(x, y) \mapsto \mu(a \otimes b f(x - t, y - t)) \big|_{x=x+t}. \]

Note that $\omega_{\mathbb{A}^1}$ is a translation equivariant non-unital chiral algebra.

(iii) A chiral algebra is translation equivariant if it is so as a non-unital chiral algebra and the unit map is equivariant under the $\mathbb{G}_a$-action.

We have the following result from [BD1] (a detailed proof can be found in [BDHK]), which in particular tells us that the chiral algebras over $\mathbb{A}^1$ defined in Remark 2.8 are exactly the translation equivariant ones.

**Theorem 2.10.**

1. The assignment $V \to \tilde{V}[x]$ defines an equivalence between the category of vector spaces and the category of $\mathbb{G}_a$-equivariant $\mathcal{O}_{\mathbb{A}^1}$-modules.

2. The assignment $(V, T) \to \tilde{V}[x]dx$ defines an equivalence between the category of differential vector spaces and the category of translation equivariant right $\mathcal{D}_{\mathbb{A}^1}$-modules.
Moreover, the assignment \((V, Y, T, 0) \mapsto (A, \mu, u)\) given in Remark 2.8 defines an equivalence between the category of vertex algebras and the category of translation equivariant chiral algebras over \(A^1\).

Since we are interested in vertex algebras which are universal envelopes of Lie conformal algebras, we will need to understand the geometric counterpart of the latter. For a given \(A \in \mathcal{M}_r(X)\), we define the \(*\) operad \(P^*(A)\) as the operad whose \(I\)-operations for any \(I \in fSet\) are given by the set

\[
P^*(A)_I = \text{Hom}_{\mathcal{M}_r(X)_I}(A^\otimes I, \Delta^{(I)}_I A).
\]

For a given \(\pi : J \to I\) in \(fSet\), the composition between \(\gamma \in P^*(A)_I\) with \(\{\delta_i \in P^*(A), i \in I\}\) is the element of \(P^*(A)_J\) defined by

\[
\Delta^{(\pi)}_I A = \Delta^{(\pi)}_J A = \Delta^{(\gamma)}_I A.
\]

**Definition 2.11.** A Lie\(^*\) algebra over \(X\) is a right \(\mathcal{D}\)-module \(\mathcal{R}\) over \(X\) together with a \(*\) product

\[
\mu_\gamma : \mathcal{R} \boxtimes \mathcal{R} \to \Delta_1 \mathcal{R}
\]

in \(P^*(\mathcal{R})_{(1,2)}\), which defines a morphism of operads \(\mathcal{L}ie \to P^*(\mathcal{R})\). In other words, it is a Lie algebra over the \(*\) operad.

Since for any \(A \in \mathcal{M}_r(X)\) and \(I \in fSet\) we have an inclusion

\[
A^\otimes I \hookrightarrow j_{(I)}^* j_{(I)^*} A^\otimes I,
\]

we can restrict any chiral operation in \(P^{ch}(A)_I\) to a \(*\) operation in \(P^*(A)_I\). This defines a morphism of operads \(P^{ch}(A) \to P^*(A)\), which in turn allows us to define a functor from the category of chiral algebras to the category of Lie\(^*\) algebras over \(X\). Beilinson and Drinfeld have proved in [BD1] that this functor admits a left adjoint, which assigns to any Lie\(^*\) algebra \(\mathcal{R}\) its **universal enveloping chiral algebra** \(\mathcal{U}(\mathcal{R})\). We have the following result in the same spirit as Thm. 2.10 relating Lie\(^*\) algebras, Lie conformal algebras and their corresponding universal envelopes.

**Proposition 2.12.** If \((R, [\cdot, \cdot])\) is a Lie conformal algebra, the following data defines a Lie\(^*\) algebra over \(A^1\):

- A right \(\mathcal{D}_{A^1}\)-module \(\mathcal{R}\) determined by \(\Gamma(A^1, \mathcal{R}) = R[x]dx\), where \(\partial_x\) acts as \(x^i dx \cdot \partial_x = Ta x^i dx - a \partial_x x^i dx\).
- A \(*\) product \(\mu_\gamma : A \boxtimes A \to \Delta_1 A\) given in global coordinates by

\[
R \otimes R[x, y]dx \wedge dy \rightarrow R[x, y]|(x - y)^{-1}|dx \wedge dy / R[x, y]dx \wedge dy
\]

\[
a \otimes b \alpha(x, y) \mapsto [a(x - y)^{-1}b] \alpha(x, y) \text{ mod } R[x, y]dx \wedge dy
\]

Moreover, the assignment \((R, [\cdot, \cdot]) \mapsto (\mathcal{R}, \mu_\gamma)\) defines an equivalence between the category of Lie conformal algebras and the category of \(G_a\)-equivariant Lie\(^*\) algebras over \(A^1\), and \(\mathcal{U}(\mathcal{R})\) is the chiral algebra associated to the vertex algebra \(\mathcal{U}(R)\).
2.3. Factorization algebras and monoids. We will now delve further into the geometrical aspects behind vertex algebras. In [BD1, Sect. 3.4], the authors introduced the notion of factorization algebra, which encodes all the information underlying a vertex or chiral algebra into factorization properties for a family of \( \mathcal{O} \)-modules over the powers of \( X \). We shall make use of the notation defined in (2.2) and (2.3).

**Definition 2.13.** A non-unital factorization algebra over \( X \) is a family \( \{ \mathcal{V}_I \} \) where \( \mathcal{V}_I \) is an \( \mathcal{O} \)-module over \( X^I \) for each \( I \in \text{fSet} \), together with

- A diagonal isomorphism of \( \mathcal{O} \)-modules over \( X^I \)
  \[
  \nu^{(\pi)} : \Delta^{(\pi)} \mathcal{V}_J \to \mathcal{V}_I
  \]
- A factorization isomorphism of \( \mathcal{O} \)-modules over \( U^{(\pi)} \)
  \[
  c_{[\pi]} : j^{(\pi)^*} \bigotimes_{i \in I} \mathcal{V}_{J_i} \to j^{(\pi)^*} \mathcal{V}_J
  \]
for each surjection \( \pi : J \to I \) in \( \text{fSet} \). We require that the \( \mathcal{O} \)-modules \( \mathcal{V}_I \) have no nonzero local sections supported on the union of all diagonals in \( X^I \), and also the following compatibilities with respect to a composition of surjections \( K \xrightarrow{\pi} J \xrightarrow{\nu} I \):

  (i) \( \nu^{(\pi \nu)} = \nu^{(\pi)} \Delta^{(\pi)}(\nu^{(\nu)}) \).
  (ii) \( c_{[\pi \nu]} = c_{[\pi \nu]} j^{(\nu)^*}(\bigotimes_{i \in I} c_{[\pi \nu]}(\bigotimes_{i \in J_i} K_i \to J_i)) \).
  (iii) \( \nu^{(\nu)} \Delta^{(\nu)^*}(c_{[\pi \nu]}(\bigotimes_{i \in I} \nu^{(\nu)}(\bigotimes_{i \in J_i} K_i \to J_i))) \).

Given a non-unital factorization algebra \( \{ \mathcal{V}_I \} \), we will denote \( \mathcal{V} = \mathcal{V}_{\{1\}} \), \( \mathcal{V}_2 = \mathcal{V}_{\{1,2\}} \), \( \nu = \nu^{\{1,2\} \to \{1\}} : \Delta^* \mathcal{V}_2 \to \mathcal{V} \) and \( c = c^{[\text{id}(1,2)]} : j^* \mathcal{V} \boxtimes \mathcal{V} \to j^* \mathcal{V}_2 \).

**Definition 2.14.** A factorization algebra over \( X \) is a non-unital factorization algebra \( \{ \mathcal{V}_I \} \) over \( X \) together with a unit, which is a global section \( 1 \in \mathcal{V} \) such that for any local section \( f \in \Gamma(W, \mathcal{V}) \), \( W \) open in \( X \), the section \( 1 \boxtimes f \) of \( j^* \mathcal{V}_2 \) defined using \( c \) extends across the diagonal, and its restriction is \( \Delta^* (1 \boxtimes f) = f \). Note that if the unit exists, then it is uniquely defined.

Under the presence of a unit, the \( \mathcal{O}_{X^I} \)-modules \( \mathcal{V}_I \) admit a left \( \mathcal{D}_{X^I} \)-module structure compatible with the factorization structure and such that the unit section is horizontal (i.e., \( 1 : \mathcal{O}_X \to \mathcal{V} \) is a map of \( \mathcal{D} \)-modules). This is analogous to the fact that the operator \( T \) of a vertex algebra \( V \) is uniquely determined by \( |0 \rangle \) and \( Y \), since \( T a = \partial_a Y(a, \varnothing)|0 \rangle \) for all \( a \in \mathcal{V} \).

The importance of factorization algebras lies in the following result, whose proof can be found in [BD1, Sect. 3.4].

**Theorem 2.15.** The category \( \mathcal{FA}(X) \) of factorization algebras is equivalent to the category \( \mathcal{CA}(X) \) of chiral algebras over \( X \).

We shall not review the proof in its entirety, but it will be enlightening to sketch the construction of the functors between these categories.

If we start with a factorization algebra \( \{ \mathcal{V}_I \} \), we may consider the canonical \( \mathcal{D} \)-module decomposition of \( \mathcal{V}_2 \) with respect to \( \Delta \) and \( U \), which is the following exact triangle in the derived category \( D^b \mathcal{M}^i(X^2) \)

\[
\Delta_! \Delta^! \mathcal{V}_2 \to \mathcal{V}_2 \to j_* j^* \mathcal{V}_2 \to \Delta_! \Delta^! \mathcal{V}_2[1].
\]
In $M^i(X^2)$, we may use $c$ and $\nu$ to compute the last two terms in terms of $V$, and taking into account that $V_2$ must have no sections supported on the diagonal, we end up with the following exact sequence

$$0 \to V_2 \to j_*j^*V \boxtimes V \xrightarrow{y^2} \Delta_!V \to 0.$$  

If we take the right $\mathcal{D}$-module $A = V^*$, then we get a chiral product $\mu$ for $A$ by tensoring $y^2$ with $\omega_X$. The section $u = 1 \otimes \omega_X$ is a unit for $A$, and thus we obtain a chiral algebra $(A, \mu, u)$ over $X$. Its skewsymmetry and Jacobi identity follow from those of $\omega_X$, since it is a chiral algebra. We have not provided a full proof of this fact, but it is important to remark that the Jacobi identity stems from a detailed study of the Cousin complex of $\omega_X$ with respect to the diagonal decomposition of $X^3$ (see [BD1, Thm. 3.1.5]).

Now suppose we are given a chiral algebra $(A, \mu, u)$. It is clear from the above construction that we may recover the first two sheaves of $\{V_I\}$ as $V = A^l = A \otimes_{\mathcal{O}_X} \omega_X^{-1}$ and $V_2 = \text{Ker } y^2$, where $y^2 = \mu \otimes \omega_X^{-1}$. This may be generalized by considering the Chevalley-Cousin complex of $A$, which is the complex of families (or family of complexes) of right $\mathcal{D}_{X^I}$-modules given by

$$C(A)^{\mathcal{D}_{X^I}} = \bigoplus_{\pi: I \to T} \Delta^{\pi}_{1}(T) j_* j^*(A[1])^\otimes T,$$

where the differentials are defined, roughly, through repeated applications of $\mu$ (see [BD1] for details, and Ex. 2.16 below). These complexes turn out to be acyclic everywhere except when $n = - |I|$, so the only relevant cohomological data comes from

$$V_I = \text{Ker } (d^{-|I|} : C(A)^{-|I|}_{X^I} \to C(A)^{-|I|+1}_{X^I}).$$

These left $\mathcal{D}_{X^I}$-modules form a factorization algebra over $X$, where the required isomorphisms $\nu^{(n)}$ and $c_{[x]}$ are consequences of certain factorization properties of these complexes, and the unit section is $1 = u^l$.

**Example 2.16.** Let $X = \mathbb{A}^1$ and let us assume that $(A, \mu, u)$ is translation equivariant, so that $\Gamma(\mathbb{A}^1, A) = V[x]dx$ for a vertex algebra $V$. Then the first two sheaves of its associated factorization algebra $\{V_I\}$ are determined by $\Gamma(\mathbb{A}^1, V) = V[x]$ and $\Gamma(\mathbb{A}^2, V_2) = V_2 = \text{Ker } y^2$, where $y^2 = \Gamma(\mathbb{A}^2, \mu^l)$. Similarly, for all $n \geq 2$ we have $\Gamma(\mathbb{A}^n, V_{\{1, \ldots, n\}}) = V_n = \text{Ker } Y^n$, where

$$Y^n : V \otimes \cdots \otimes V \xrightarrow{a_1 \otimes \cdots \otimes a_n f(x_1, \ldots, x_n) \mapsto V \otimes \cdots \otimes V a_1 \otimes \cdots \otimes a_n \cdot f(x_1, \ldots, x_n) \mod V} V^n.$$  

Using Theorems 2.10 and 2.15 one can show that the factorization algebras described in this example exhaust all translation equivariant factorization algebras over $\mathbb{A}^1$, which are defined similarly to other $\mathbb{G}_a$-equivariant objects: if $a', p^l : (\mathbb{G}_a \times \mathbb{A}^1)^{|I|} \to \mathbb{A}^{|I|}$ are the morphisms naturally deduced from $a$ and $p$, then we require that there exist isomorphisms $\psi_I : p^{l*}V_I \to a'^{l*}V_I$ preserving the factorization structures and satisfying natural compatibilities.

One of the main advantages of factorization algebras is the fact that one may generalize their definition in order for the sheaves $V_I$ to live in...
categories other than that of $\mathcal{O}_{X^I}$-modules, even non-additive categories. For any scheme $Z$, the non-linear analogue of a quasicoherent sheaf of $\mathcal{O}_Z$-modules is an ind-scheme $\mathcal{G}_Z$ over $Z$, that is, a formal colimit $\varprojlim \mathcal{G}_Z^{(n)}$ of an inductive system of quasi-compact schemes $\mathcal{G}_Z^{(n)}$ over $Z$, such that all the maps $\mathcal{G}_Z^{(n)} \to \mathcal{G}_Z^{(m)}$ for $n \leq m$ are closed embeddings. We shall always assume the set of indices to be countable, so that the morphisms $\mathcal{G}_Z^{(n)} \to Z$ define a morphism $\mathcal{G}_Z \to Z$, and our ind-schemes will always be formally smooth (see [BD2, Sect. 7.11]).

This analogy motivates the following definition.

**Definition 2.17.** A factorization space over $X$ is a family $\{\mathcal{G}_I\}$ where $\mathcal{G}_I$ is an ind-scheme over $X^I$ for each $I \in fSet$, together with

- A diagonal isomorphism of ind-schemes over $X^I$
  $$\nu^{(\pi)} : \Delta^{(\pi)*}\mathcal{G}_J \to \mathcal{G}_I$$
- A factorization isomorphism of ind-schemes over $U^{(\pi)}$
  $$c_{[\pi]} : j^{(\pi)*} \prod_{i \in I} \mathcal{G}_{I_i} \to j^{(\pi)*}\mathcal{G}_J$$

for each surjection $\pi : J \to I$, satisfying analogous compatibilities with respect to composition of surjections as factorization algebras.

Of course, we may also define units for these factorization spaces.

**Definition 2.18.** A factorization monoid over $X$ is a factorization space $\{\mathcal{G}_I\}$ over $X$ together with a unit, which is a collection of global sections $1^{(I)} : X^I \to \mathcal{G}_I$ compatible with the diagonal and factorization isomorphisms, such that for any local section $s : U \to \mathcal{G}_{U^1}$ of the projection $\mathcal{G}_{U^1} \to U \subseteq X$, with $U$ open in $X$, the section $s \times 1^{(I)}$ of $j^*\mathcal{G}_{U^2}$ defined using $c_{[id_{(1,2)}]}$ extends to all of $X^2$, and its restriction to $U$ via $\Delta$ is $s$.

The relationship between factorization monoids and factorization algebras is not merely an analogy, we can apply the following “linearization process” in order to transform the former into the latter: given a factorization monoid $\{\mathcal{G}_I\}$ over $X$, with projection maps $r^{(I)} : \mathcal{G}_I \to X^I$ and unit $1^{(I)} : X^I \to \mathcal{G}_I$, we define

$$\mathcal{A}_{\mathcal{G}_I} = r^{(I)}_*1^{(I)}_*\omega_{X^I}. \quad (2.4)$$

These may be interpreted as the sheaves of delta-functions on $\mathcal{G}_I$ along the section $1^{(I)}$ (see [FBZ, Sect. 20.4.1]).

**Proposition 2.19.** The $\mathcal{O}_{X^I}$-modules $\mathcal{A}_{\mathcal{G}_I}$ form a factorization algebra, called the linearization of the factorization monoid $\{\mathcal{G}_I\}$.

2.4. OPE algebras. Beilinson and Drinfeld define in [BD1, Sect. 3.5] yet another object equivalent to both chiral and factorization algebras: the OPE algebras. They, amongst all of these concepts, are the closest in spirit to vertex algebras, and therefore they will be of utmost importance to us.

For any $I \in fSet$, a $\mathcal{D}_{X^I}$-sheaf is a (not necessarily quasi-coherent) sheaf of left $\mathcal{D}_{X^I}$-modules for the étale topology. Let $\mathcal{M}^0(X^I)$ be the category of $\mathcal{D}_{X^I}$-sheaves. For the diagonal embedding $\Delta^{(\pi)} : X^I \to X^J$ determined by
a surjection $\pi : J \to I$, we may define a pullback functor $\Delta^{(\pi)} : \bar{M}(X^I) \to \bar{M}(X^J)$ as $\Delta^{(\pi)} F = \Delta^{(\pi)} (F/J F)$, where $J \subseteq \emptyset_{X^J}$ is the ideal determined by $\Delta^{(\pi)}$. On the other hand, we have two important functors from $\bar{M}(X^I)$ to $\bar{M}(X^J)$.

- $\Delta^{(\pi)}$ has a right adjoint $\hat{\Delta}^{(\pi)} : \bar{M}(X^J) \to \bar{M}(X^I)$ which is exact and fully faithful. It identifies $\bar{M}(X^I)$ with the full subcategory of those $D_{X^I}$-sheaves $F$ for which $F = \lim F/J^n F$.

- $\Delta^{(\pi)}$ has a right inverse $\hat{\Delta}^{(\pi)} : \bar{M}(X^I) \to \bar{M}(X^J)$ which is also exact and fully faithful, given by $\Delta^{(\pi)} J = (\Delta^{(\pi)} \omega_{X^I}) l \otimes \Delta^{(\pi)} F$. When restricted to $\bar{M}(X^J)$, it coincides with the usual $D$-module push-forward $\Delta^{(\pi)}$.

Let $j^{(J/I)} : U^{(J/I)} \to X^J$ be the complement to the diagonals containing $X^I$, i.e. $U^{(J/I)} = \{\{x_j\}_{j \in J} \in X^J : x_j \neq x_{j'}$ when $\pi(j) = \pi(j')\}$. We define a third functor $\bar{\Delta}^{(\pi)} : \bar{M}(X^I) \to \bar{M}(X^J)$ as

$$\bar{\Delta}^{(\pi)} F = \Delta^{(\pi)} F \otimes j^{(J/I)} j^{(J/I)*} \mathcal{O}_{X^J}.$$ 

If in addition we assume that $|J| = |I| + 1$, so that $\Delta^{(\pi)}$ is a divisor in $X^J$, then for any $D_{X^I}$-sheaf $F$ we have an exact sequence

$$0 \to \Delta^{(\pi)} F \to \Big(\bar{\Delta}^{(\pi)} F \to \Delta^{(\pi)} F \to 0.$$

These functors satisfy the following “lifting” property: for any $H \in \bar{M}(X^I)$, $F \in \bar{M}(X^I)$ and any morphism of $D_{X^I}$-sheaves

$$\mu : H \otimes j^{(J/I)} j^{(J/I)*} \mathcal{O}_{X^J} \to \Delta^{(\pi)} F,$$

there exist unique morphisms $\bar{\mu}$ and $\hat{\mu}$ such that the following diagram commutes

$$\begin{array}{ccc}
H & \xrightarrow{\Delta^{(\pi)} F} & \bar{\Delta}^{(\pi)} F \\
\downarrow{\mu} & & \downarrow{\hat{\mu}} \\
H \otimes j^{(J/I)} j^{(J/I)*} \mathcal{O}_{X^J} & \xrightarrow{\mu} & \Delta^{(\pi)} F \\
\end{array}$$

(2.5)

**Example 2.20.** If $X = \mathbb{A}^1$, then for any $D_{\mathbb{A}^1}$-sheaf $F$ we have $\Gamma(\mathbb{A}^2, \hat{\Delta}_{\mathcal{F}}) = \Gamma(\mathbb{A}^1, F)[[x - y]]$ and $\Gamma(\mathbb{A}^2, \hat{\Delta} F) = \Gamma(\mathbb{A}^1, F)((x - y))$. In particular, for a translation equivariant $D$-module $V$ over $\mathbb{A}^1$, where $\Gamma(\mathbb{A}^1, V) = V[x]$ for some vector space $V$, we have

$$\Gamma(\mathbb{A}^2, \hat{\Delta} V) = V[x][[x - y]] = V[y][[x - y]]$$

and

$$\Gamma(\mathbb{A}^2, \hat{\Delta} V) = V[x][(x - y)] = V[y][(x - y)].$$

Given a $D_{X}$-sheaf $F$, we define its space of $I$-OPE’s for any $I \in fSet$ as

$$OPE(F)_I = Hom_{\bar{M}(X^I)}(F^{\otimes I}, \Delta^{(I)} F)$$

$$= Hom_{\bar{M}(X^I)}(F^{\otimes I} \otimes j^{(I)} j^{(I)*} \mathcal{O}_{X^I}, \Delta^{(I)} F).$$

These operations do not form an operad, since the composition of OPE’s need not be an OPE. Instead, we may define their composition inside a
larger vector space, in the following way: for any \( \pi : J \to I \) in \( fSet \), the OPE composition map

\[
\text{OPE}(\mathcal{F})_J \otimes \bigotimes_{i \in I} \text{OPE}(\mathcal{F})_i \to \text{Hom}_{\mathcal{X}(X^J)}(\mathcal{F}^{\otimes J}, \tilde{\Delta}(\pi) \tilde{\Delta}(I) \mathcal{F})
\]
sends \((\gamma, \otimes_i \delta_i)\) to the map \(\gamma(\otimes_i \delta_i)\) defined as

\[
\mathcal{F}^{\otimes J} \xrightarrow{\otimes_i \delta_i} \bigotimes_{i \in I} \tilde{\Delta}(J) \mathcal{F} = \tilde{\Delta}(\pi) \mathcal{F}^{\otimes J} \xrightarrow{\tilde{\Delta}(\pi) \gamma} \tilde{\Delta}(\pi) \tilde{\Delta}(I) \mathcal{F}.
\]

We say that the OPE’s compose nicely if \(\gamma(\otimes_i \delta_i)\) takes values in \(\tilde{\Delta}(J) \mathcal{F} \subseteq \tilde{\Delta}(I) \mathcal{F}\), so \(\gamma(\otimes_i \delta_i) \in \text{OPE}(\mathcal{F})_J\).

We are now ready to present the main definition of \([BD1, \text{Sect. 3.5}]\).

**Definition 2.21.** An OPE algebra over \(X\) is a left \(\mathcal{D}_X\)-module \(V\) together with a binary OPE \(\circ: V \boxtimes V \to \tilde{\Delta}_1 \mathcal{V}\) in \(\text{OPE}(V)_{\{1,2\}}\) and a horizontal section \(1 \in V\), such that

1. \(\circ\) is associative, that is, the OPE’s \((\circ, \{\circ, id\})\) and \((\circ, \{id, \circ\})\) compose nicely and coincide as 3-OPE’s. That is, there exists \(\circ_3 \in \text{OPE}(V)_{\{1,2,3\}}\) such that the following diagram commutes

\[
\begin{array}{ccc}
V \boxtimes \tilde{\Delta}_1 \mathcal{V} & \xrightarrow{\tilde{\Delta}_2 \circ (\circ)} & \tilde{\Delta}_1 \mathcal{F} \\
\gamma \circ_3 & \xrightarrow{id \circ_3} & \circ_3 \\
\tilde{\Delta}_1 \mathcal{V} \boxtimes V & \xrightarrow{\circ \circ_3 id} & \tilde{\Delta}_1 \mathcal{F} \\
\end{array}
\]

where \(\tilde{\Delta}(3) = \tilde{\Delta}(\{1,2,3\})\) and \(\tilde{\Delta}_i j! = \tilde{\Delta}(\pi_{ij})\) for the surjection \(\pi_{ij}\) which identifies \(i\) and \(j\) in \(\{1,2,3\}\).

2. \(\circ\) is commutative, that is, it is fixed by the “transposition of coordinates” symmetry of \(\mathcal{O}_2(\{V, \mathcal{V}\}, \mathcal{V})\).

3. \(1\) is a unit for \(\circ\), in the sense that for every section \(a \in V\), both \(a \circ 1\) and \(1 \circ a\) lie in \(\tilde{\Delta}_1 \mathcal{V} \subseteq \tilde{\Delta}_1 \mathcal{V}\) and they are equal to \(a \in V\) modulo \(J_\Delta \mathcal{V}\).

Their importance lies in the following result, proved in \([BD1, \text{Sect. 3.5.10}]\).

**Theorem 2.22.** The category \(\mathcal{CA}(X)\) of chiral algebras is equivalent to the category \(\mathcal{OPEA}(X)\) of OPE algebras over \(X\).

Once again, we shall not present the complete proof. Instead, we will give the main construction in the setting that motivates us: the translation equivariant case over \(\mathbb{A}^1\).

Starting from a \(G_\alpha\)-equivariant chiral algebra \((A, \mu, u)\) over \(\mathbb{A}^1\) with global sections \(V[x]dx\) for some vertex algebra \((V, T, Y, |0\rangle\)) , we may consider the
diagram (2.5) for the map $\mu^l = Y^2$, which in terms of global sections is

$$
\begin{array}{ccc}
V \otimes V[x, y] & \xrightarrow{\mu^l} & V[y][(x - y)] \\
\downarrow & & \downarrow \\
V \otimes V[x, y][(x - y)^{-1}] & \xrightarrow{\mu^l} & V[y][(x - y)]/V[y][(x - y)]
\end{array}
$$

Now its associated OPE algebra is $V = \mathbb{A}^l$ together with the binary OPE $\circ_\mu = \tilde{\mu}^l$ described above and $1 = u^l = |0\rangle$. More explicitly, it is defined as

$$(a \cdot f(x)) \circ_\mu (b \cdot g(y)) = Y(a, x - y)b \cdot f(x)g(y)$$

for all $a, b \in V$, $f(x) \in \mathbb{C}[x]$ and $g(y) \in \mathbb{C}[y]$. This reveals the reason for the name “OPE algebra”: OPE stands for operator product expansion, which for a physicist means that the product of two fields at nearby points can be expanded in terms of other fields and the small parameter $x - y$ (see [FBZ]).

It is easy to prove the commutativity of $\circ_\mu$ from the skewsymmetry of $\mu$ and viceversa, as well as the relationship between the respective units. But it is not as immediate to deal with the associativity: only after a careful manipulation of the Chevalley-Cousin complex of $\mathcal{A}$ one may use its cohomological properties to show that, assuming $\circ_\mu$ commutative ($\mu$ skewsymmetric), the associativity of $\circ_\mu$ is equivalent to the Jacobi identity of $\mu$.

As a last remark, note that for any $\mathbb{G}_a$-equivariant OPE algebra $V$ over $\mathbb{A}^1$, the associativity property of its OPE product is equivalent to the associativity given by Thm. 2.2 of the vertex algebra $V$ obtained by taking the fiber of $V$ at zero.

3. OPE algebras as the gluing data for factorization algebras

We have presented a survey of the construction of the equivalences

$$\mathcal{F} \mathcal{A}(X) \simeq \mathcal{C} \mathcal{A}(X) \simeq \mathcal{O} \mathcal{P} \mathcal{E} \mathcal{A}(X).$$

Our objective in this section is to rewrite their composition $\mathcal{F} \mathcal{A}(X) \simeq \mathcal{O} \mathcal{P} \mathcal{E} \mathcal{A}(X)$ in such a way that we make no mention of $\mathcal{C} \mathcal{A}(X)$ and, furthermore, we make no use of any linear algebra or cohomology whatsoever, just geometric concepts and techniques. This will in turn pave the road for further generalizations to non-linear settings in Section 4. In order to present the constructions more clearly and for ease of reading, we will work over $X = \mathbb{A}^1$, although we believe that the tools we use are general enough in order for the results to remain valid over more general $X$.

Our starting point is the observation in [BD1, Sect. 3.5.11] that translated to our notation reads “the OPE $\circ_\mu$ is the gluing datum for $V_2$”. We will present an adequate context that will enable us to formalize this idea.

In order to work with spaces of iterated Laurent series, we will axiomatize them as $n$-Tate spaces. Let us recall that a Tate space is a topological vector space isomorphic to $V \oplus W^*$, where $V$ and $W$ are discrete (i.e., $W^*$ is linearly compact). The most important example for us will be $\mathbb{C}((t)) = t^{-1}\mathbb{C}[t^{-1}] \oplus \mathbb{C}[[t]]$, where $\mathbb{C}((t))$ and $\mathbb{C}[[t]]$ have their usual topologies where the subspaces $t^n\mathbb{C}[[t]]$ form a basis of neighborhoods of zero.

This definition has been generalized in [BGW] to Tate objects in arbitrary exact categories. In particular, this allows one to define 2-Tate spaces as Tate
objects in the category of Tate spaces, and with further iterations one may define \( n \)-Tate spaces in general. All \( n \)-Tate spaces of countable dimension are direct summands of \( \mathbb{C}((t_1)) \cdots ((t_n)) \) [BGW, Ex. 7.6], and since all spaces we want to work with are of this form we shall assume all \( n \)-Tate spaces to be countable from now on.

Given \( V_1 \) and \( V_2 \) topological vector spaces, their completed tensor product \( V_1 \hat{\otimes} V_2 \) is usually defined as the completion of \( V_1 \otimes V_2 \) with respect to the topology where a basis of open neighborhoods of zero is given by the spaces \( W_1 \otimes V_2 + V_1 \otimes W_2 \) with \( W_i \) open neighborhood of zero in \( V_i \) for \( i = 1, 2 \). The operation \( \hat{\otimes} \) is associative, commutative, and it satisfies that \( \mathbb{C}[[t_1, t_2]] = \mathbb{C}[[t_1]] \hat{\otimes} \mathbb{C}[[t_2]] \). But \( \mathbb{C}((t_1))((t_2)) \neq \mathbb{C}((t_1)) \hat{\otimes} \mathbb{C}((t_2)) \), so we need a different notion of tensor product for Tate spaces.

Beilinson and Drinfeld define the \textit{normally ordered tensor product} \( V_1 \otimes V_2 \) in [BD1, Sect. 3.6.1] as the completion of \( V_1 \otimes V_2 \) with respect to the topology where a subspace \( U \) is open if and only if there exists \( P \subseteq V_2 \) open such that \( V_1 \otimes P \subseteq U \) and for each \( v_2 \in V_2 \) there exists \( P_{v_2} \subseteq V_1 \) open such that \( P_{v_2} \otimes V_2 \subseteq U \). It is associative, noncommutative, and we have

\[
\mathbb{C}((t_1)) \cdots ((t_n)) = \mathbb{C}((t_1)) \hat{\otimes} \cdots \hat{\otimes} \mathbb{C}((t_n))
\]

for all \( n \geq 2 \).

Braunling et al have defined in [BGHW] the normally ordered tensor product of Tate objects in general, and therefore if we denote the category of \( n \)-Tate spaces as \( \text{\textit{\text{-Tate}}} \), we have a functor

\[
- \hat{\otimes} - : \text{\textit{n-Tate}} \times \text{\textit{m-Tate}} \to \text{\textit{(n + m)-Tate}}.
\]

Thus \( \hat{\otimes} \) defines a monoidal structure in \( \text{\textit{\text{\text{-Tate}}} = \bigcup_n \text{\textit{n-Tate}}} \). Moreover, if \( \text{\textit{Alg}} \) denotes the category of \( \mathbb{C} \)-algebras (i.e., algebras in \( (\text{\textit{Vec}}, \otimes, \mathbb{C}) \)), then \( \hat{\otimes} \) still defines a monoidal structure in the subcategory \( \text{\textit{Alg}} \cap \text{\textit{\text{\text{-Tate}}} \)), since \( \hat{\otimes} \) and \( \otimes \) commute with each other.

Let us consider the category

\[ \mathcal{C} = \{ \text{Spec } A : A \in \text{\textit{\text{\text{\text{\text{\text{-Tate}}} \}) \subseteq AffSch} \). \]

Given morphisms \( Z_1 \to Z_2 \) and \( Z \to Z_2 \) in \( \mathcal{C} \), we will define the \textit{fiber product} of \( Z \) and \( Z_1 \) over \( Z_2 \) as

\[ Z \times_{Z_2} Z_1 = \text{Spec } \Gamma(Z, \mathcal{O}_Z) \hat{\otimes}_{\Gamma(Z_2, \mathcal{O}_{Z_2})} \Gamma(Z_1, \mathcal{O}_{Z_1}). \]

Over each \( Z = \text{Spec } A \in \mathcal{C} \), we may consider the category

\[ S_Z = \{ \tilde{M} : M \in \text{\textit{Mod}_{\Lambda} \cap \text{\textit{\text{-Tate}}} \} \subseteq \mathcal{M}_0(Z) \}. \]

Then \( S = \bigcup_{Z \in \mathcal{C}} S_Z \) is a \textit{fibered category} over \( \mathcal{C} \). That is, we have a functor \( p : S \to \mathcal{C} \) and given a morphism \( f : Z_1 \to Z_2 \) in \( \mathcal{C} \) we choose a \textit{pullback} \( f^* : S_{Z_2} \to S_{Z_1} \) given by

\[ \Gamma(Z_1, f^* M) = \Gamma(Z_2, M) \hat{\otimes}_{\Gamma(Z_2, \mathcal{O}_{Z_2})} \Gamma(Z_1, \mathcal{O}_{Z_1}) \]

for all \( M \in S_{Z_2} \).

Let us now consider a factorization algebra \( \{ \mathcal{V}_I \} \) over \( \Lambda^1 \), not necessarily \( \mathbb{G}_m \)-equivariant. If we endow each \( \mathcal{V}_I \) with the discrete topology, it trivially becomes an element of \( S_{\Lambda^1} \).

From the factorization axioms, we know that
\[ V_2 |_{\Delta^2 \setminus \Delta} = j^* \mathcal{V} \simeq j^* (\mathcal{V} \boxtimes \mathcal{V}) = \mathcal{V} \boxtimes \mathcal{V} |_{\Delta^2 \setminus \Delta} \text{ in } S_{\Delta^2 \setminus \Delta}. \]

\[ V_2 |_{\Delta} = \Delta^* V_2 \simeq \mathcal{V} \simeq \mathcal{O}_{\Delta^1} \boxtimes \mathcal{V} |_{\Delta} \text{ in } S_{\Delta}. \]

We see that the restrictions of \( V_2 \) to both \( \Delta \) and \( U = \mathbb{A}^2 \setminus \Delta \) only depend on \( \mathcal{V} \). We would like to present \( V_2 \) as a sheaf glued from these restrictions, but we immediately see that there is a problem, since \( \Delta \) and \( U \) do not intersect. This is where Tate spaces come to our aid.

Let us define

\[ \hat{\Delta} := \text{Spec } \left( \lim_{n} \frac{\mathbb{C}[x,y]}{(x - y)^n} \right) = \text{Spec } \mathbb{C}[y][[x - y]], \]

\[ \check{\Delta} := U \times_{\mathbb{A}^2} \Delta = \text{Spec } \mathbb{C}[y][[(x - y)]]_{x - y} = \text{Spec } \mathbb{C}[y]((x - y)). \]

We may interpret \( \check{\Delta} \) as the (affinization of the) formal neighborhood of the diagonal in \( \mathbb{A}^2 \), while \( \hat{\Delta} \) would be its punctured formal neighborhood.

The introduction of these schemes allows us to think about the functors \( \hat{\Delta}_! \) and \( \check{\Delta}_! \) in a more concrete way: if we denote the canonical inclusion maps \( \check{\Delta}_! \mathcal{V} \to \Delta_! \mathcal{V} \) and \( \hat{\Delta}_! \mathcal{V} \to \check{\Delta}_! \mathcal{V} \), we have that

\[ \Delta_! \mathcal{V} = j_\ast j^* \mathcal{O}_{\mathbb{A}^1} \boxtimes \mathcal{V} \quad \text{and} \quad \hat{\Delta}_! \mathcal{V} = \check{\Delta}_! \mathcal{V} = j_\ast j^* \mathcal{O}_{\mathbb{A}^1} \boxtimes \mathcal{V} \]

for all \( \mathcal{V} \in M^f(\mathbb{A}^1) \). Another advantage of this point of view is the fact that the functors \( j_\ast j^* \) and \( \check{\Delta}_\ast \) are more generally defined, not only for \( \mathcal{D} \)-sheaves. This is appropriate when dealing with OPE algebras since, much like factorization algebras, the \( \mathcal{D} \)-module structure is not needed in order to define their structure, but follows as a consequence of the axioms.

It is not difficult to show that the diagonal isomorphism \( \nu \) induces an isomorphism \( V_2 |_{\hat{\Delta}} \simeq \mathcal{O}_{\mathbb{A}^1} \boxtimes \mathcal{V} |_{\hat{\Delta}} \) in \( S_{\hat{\Delta}} \) (see [BD1, Sect. 3.4.7]). Thus the restrictions of \( V_2 \) to both \( \hat{\Delta} \) and \( U \) have been stated in terms of \( \mathcal{V} \), but we may now define between them a gluing isomorphism along the intersection \( \hat{\Delta} \) as

\[ \varphi : V \boxtimes \mathcal{V} |_{\hat{\Delta}} \xrightarrow{\simeq} V_2 |_{\hat{\Delta}} \xrightarrow{\simeq} \mathcal{O}_{\mathbb{A}^1} \boxtimes \mathcal{V} |_{\hat{\Delta}}. \]

Since \( j_\ast \) is right adjoint to \( j^* \), this isomorphism is determined by a map \( \mathcal{V} \boxtimes \mathcal{V} \to j_\ast j^* \mathcal{O}_{\mathbb{A}^1} \boxtimes \mathcal{V} = \hat{\Delta}_! \mathcal{V} \), which is exactly the OPE product \( \sigma_\mu \).

The triple \( (V \boxtimes \mathcal{V} |_{\hat{\Delta}}, \mathcal{O}_{\mathbb{A}^1} \boxtimes \mathcal{V} |_{\hat{\Delta}}, \varphi) \) is an example of a descent datum in \( S \) relative to the family of morphisms \( \{ U \xrightarrow{j} \mathbb{A}^2, \hat{\Delta} \xrightarrow{j} \mathbb{A}^2 \} \). Let us recall the definition in full generality, since we will need to use it in various contexts.

**Definition 3.1.** [St] Let \( p : S \to \mathcal{C} \) be a fibered category, and let \( \{ f_i : Z_i \to Z \}_{i \in I} \) be a family of morphisms in \( \mathcal{C} \), such that all the fiber products \( Z_i \times_{Z} Z_j \) and \( Z_i \times_{Z} Z_j \times_{Z} Z_k \) exist. A descent datum \( (\mathcal{W}, \varphi_{ij}) \) in \( S \) relative to the family \( \{ f_i : Z_i \to Z \}_{i \in I} \) is given by

- An object \( \mathcal{W}_i \in S_{Z_i} \) for each \( i \in I \)
- An isomorphism \( \varphi_{ij} : \mathcal{W}_i |_{Z_i \times_{Z} Z_j} \to \mathcal{W}_j |_{Z_i \times_{Z} Z_j} \) for each \( (i, j) \in I^2 \)

satisfying the cocycle condition:

\[ \varphi_{ik} |_{Z_i \times_{Z} Z_j \times_{Z} Z_k} = \varphi_{jk} |_{Z_i \times_{Z} Z_j \times_{Z} Z_k} \varphi_{ij} |_{Z_i \times_{Z} Z_j \times_{Z} Z_k} \]

for each triple \( (i, j, k) \in I^3 \) in \( S_{Z_i \times_{Z} Z_j \times_{Z} Z_k} \). A descent datum is called effective if there exists an object \( \mathcal{W} \in S_Z \) together with isomorphisms \( \varphi_i : \)
$W|_{Z_i} \to W_i$ in $S_{Z_i}$ such that $\varphi_{ij} = \varphi_j|_{Z_i \times Z_j} \varphi_i^{-1}|_{Z_i \times Z_i}$ for all $(i, j) \in I^2$.

In other words, a descent datum is effective if and only if we can glue all the objects $W_i$ into a single object $W$.

Returning to the factorization/OPE setting, we know that for any given OPE algebra over $\mathbb{A}^1$, the descent datum $(V \boxtimes V|_U, \mathcal{O}_{\mathbb{A}^1} \boxtimes V|_\Delta, \varphi)$ is effective due to the existence of $V_2$ guaranteed by Theorems 2.15 and 2.22. But we will now show that this effectiveness is independent of those theorems: it is a direct corollary of the following version of the well-known Beauville-Laszlo descent lemma proven in [BL2].

**Lemma 3.2.** Suppose given

- An $\mathbb{C}[x, y]_{x-y}$-module $F$
- An $\mathbb{C}[y][x - y]$-module $G$ which is $(x - y)$-regular (i.e., $x - y$ acts injectively on $G$).
- An isomorphism of $\mathbb{C}[y]((x - y))$-modules
  
  $\varphi : \tilde{F} = F \boxtimes \mathbb{C}[x, y] \mathbb{C}[y][x - y] \to G_{x-y}$.

Then there exists an $(x - y)$-regular $\mathbb{C}[x, y]$-module $M$ and isomorphisms $\alpha : M_{x-y} \to F$ and $\beta : M \to G$ such that $\varphi$ is the composition of

$\tilde{F} \xrightarrow{\delta^{-1}} \tilde{M}_{x-y} \xrightarrow{\beta_{x-y}} G_{x-y}$.

In other words, if $W_1 \in \mathcal{M}_0(U)$ and $W_2 \in \mathcal{M}_0(\Delta)$ are determined by the modules of global sections $F$ and $G$ respectively, the descent datum

$(W_1, W_2, \varphi)$ in $S$ relative to the family $\{U \xrightarrow{\psi_1} \mathbb{A}^2, \Delta \xrightarrow{\psi_2} \mathbb{A}^2\}$ is effective, with $M$ being the module of global sections of their glued $\mathcal{O}$-module $W$ over $\mathbb{A}^2$ and $\{\alpha, \beta\}$ being the isomorphisms corresponding to $\psi_1 : W|_U \to W_1$ and $\psi_2 : W|_\Delta \to W_2$.

**Proof.** The only differences between this lemma and that of [BL2] is the specialization to the case $A = \mathbb{C}[x, y]$ and $f = x - y$ (just for simplicity), and the fact that we take $\tilde{F} = F[[x - y]] = F \boxtimes \mathbb{C}[x, y] \mathbb{C}[y][[x - y]]$ instead of $F \boxtimes \mathbb{C}[x, y] \mathbb{C}[y][[x - y]]$, which are different when $F$ is infinite-dimensional.

But the key insight is to observe that the proof in [BL2] still holds, since we may still define $M = \ker \tilde{\varphi}$ for the induced map $\tilde{\varphi} : F \to G_f/G$, and the differences in the two approaches disappear in the quotient:

$$(M \otimes_A \tilde{A}_f)/(M \otimes_A \tilde{A}) \simeq \tilde{M}_f/\tilde{M}.$$
(i) \( Z_1 = \mathbb{A}^3 \setminus (\bigcup_{1 \leq i < j \leq 3} \Delta_{ij}) \xrightarrow{j_1} \mathbb{A}^3 \), that is
\[ Z_1 = \text{Spec } \mathbb{C}[x_1, x_2, x_3, x_1 - x_2, x_1 - x_3, x_2 - x_3]. \]

(ii) \( Z^{(ij)}_2 = \Delta_{ij} \setminus \Delta^{(3)} \xrightarrow{j_2^{(ij)}} \mathbb{A}^3 \), where the completion is to be taken inside \( \mathbb{A}^3 \setminus (\Delta_{ik} \cup \Delta_{jk}) \) and \( \{k\} = \{1, 2, 3\} \setminus \{i, j\} \). That is
\[ Z^{(ij)}_2 = \text{Spec } \mathbb{C}[x_j, x_k][\dfrac{x_i - x_j}{x_k - x_j}, x_j - x_k, x_k - x_j]. \]

(iii) \( Z_3 = \Delta^{(3)} \xrightarrow{j_3} \mathbb{A}^3 \) is the affinization of the completion of the principal diagonal in \( \mathbb{A}^3 \), that is
\[ Z_3 = \text{Spec } \mathbb{C}[x_3][\dfrac{x_1 - x_3, x_2 - x_3}{x_1}]. \]

We present a visualization of this covering in Figure 1, where the perspective has been chosen so that the principal diagonal in \( \mathbb{A}^3 \) is reduced to a dot.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure1.png}
\caption{Covering of \( \mathbb{A}^3 \)}
\end{figure}

Now for any given \( \mathcal{O} \)-module \( \mathcal{V} \) over \( \mathbb{A}^1 \) with a binary commutative OPE \( \circ \), we will use the factorization axioms to define what will eventually become a descent datum (for gluing \( \mathcal{V}_3 \)) relative to the family \( \{ j_1, j_2^{(12)}, j_2^{(13)}, j_2^{(23)}, j_3 \} \). Let us consider
\begin{itemize}
\item \( \mathcal{W}_1 = \mathcal{V} \boxtimes \mathcal{V} \boxtimes \mathcal{V} \mid_{Z_1} \in \mathcal{S}_{Z_1} \)
\item \( \mathcal{W}^{(ij)}_2 = \mathcal{O}_{\mathbb{A}^1} \boxtimes \mathcal{V} \boxtimes \mathcal{V} \mid_{Z^{(ij)}_2} \in \mathcal{S}_{Z^{(ij)}_2} \) for each \( 1 \leq i < j \leq 3 \).
\item \( \mathcal{W}_3 = \mathcal{O}_{\mathbb{A}^1} \boxtimes \mathcal{O}_{\mathbb{A}^1} \boxtimes \mathcal{V} \mid_{Z_3} \in \mathcal{S}_{Z_3} \)
\end{itemize}

It remains to define the transition isomorphisms between these sheaves, which shall be built from the isomorphism \( \varphi : \mathcal{V} \boxtimes \mathcal{V} \mid_{\Delta} \rightarrow \mathcal{O}_{\mathbb{A}^1} \boxtimes \mathcal{V} \mid_{\Delta} \) determined by \( \circ \).

Case I: Let \( Z^{(ij)}_{12} = Z_1 \times_{\mathbb{A}^3} Z^{(ij)}_2 \), that is
\[ Z^{(ij)}_{12} = \text{Spec } \mathbb{C}[x_j, x_k][\dfrac{(x_i - x_j)}{x_k - x_j}, x_k - x_j]. \]

Let \( j_{12}^{(ij)} \) be the inclusion \( Z^{(ij)}_{12} \rightarrow \text{Spec } \mathbb{C}[x_j, x_k][\dfrac{(x_i - x_j)}{x_j}] = \mathbb{A}^1 \times \Delta \).

Then we define
\[ \varphi^{(ij)}_{12} = (j_{12}^{(ij)})^* (id_{\mathcal{V}} \boxtimes \varphi) : \mathcal{W}_1 \mid_{Z^{(ij)}_{12}} \rightarrow \mathcal{W}_2 \mid_{Z^{(ij)}_{12}}. \]
Case II: Let $Z_{23}^{(ij)} = Z_2^{(ij)} \times_{\mathbb{A}^3} Z_3$, that is

$$Z_{23}^{(ij)} = \text{Spec } \mathbb{C}[x_j]((x_k - x_j)])[x_i - x_j].$$

Let $j_{23}^{(ij)}$ be the inclusion $Z_{23}^{(ij)} \hookrightarrow \text{Spec } \mathbb{C}[x_j]((x_k - x_j)])[x_i - x_j] = \mathbb{A} \times \mathbb{A}^1$.

Then we define

$$\varphi_{23}^{(ij)} = j_{23}^{(ij)*}(\varphi \boxtimes \text{id}_{\mathbb{A}^1}) : W_2^{(ij)}|_{Z_{23}^{(ij)}} \to W_3|_{Z_{23}^{(ij)}}.$$

Case III: For any pair of choices $i < j$ and $i' < j'$ in $\{1, 2, 3\}$, we define a map $W_2^{(ij)} \to W_2^{(i'j')}$ by permuting the appropriate factors.

Example 3.3. Let us consider the $\mathbb{G}_a$-equivariant setting, where $\Gamma(\mathbb{A}^1, V) = V[x]$ for a vector space $V$, and define $Y(a, x - y)b = \varphi(a \otimes b) \in V((x - y))$ for $a, b \in V$. In that case, the maps $\varphi_{12}^{(23)}$ and $\varphi_{23}^{(23)}$ can be written down in global coordinates as

$$V^\otimes 3[x_1, x_3][(x_2 - x_3)]_{x_1 - x_2, x_1 - x_3} \xrightarrow{\varphi_{12}^{(23)}} V^\otimes 2[x_1, x_3][(x_2 - x_3)]_{x_1 - x_2, x_1 - x_3},$$

$$a \otimes b \otimes c f(x_1, x_2, x_3) \mapsto a \otimes Y(b, x_2 - x_3)c f(x_1, x_2, x_3),$$

$$V^\otimes 2[x_3][(x_1 - x_3)]_{x_2 - x_3} \xrightarrow{\varphi_{23}^{(23)}} V[x_3][(x_1 - x_3)]_{x_2 - x_3},$$

$$\sum_{m=0}^{\infty} a \otimes b f(x_1, x_2, x_3)(x_2 - x_3)^m \mapsto \sum_{m=0}^{\infty} Y(a, x_1 - x_3)b f(x_1, x_2, x_3)(x_2 - x_3)^m.$$

By now we have defined all possible transition maps between members of the family except for one case, as we show in the following diagram (where each arrow is only defined in its corresponding intersection).

The remaining isomorphism $\varphi_{13} : W_1|_{Z_1 \times_{\mathbb{A}^3} Z_3} \to W_3|_{Z_1 \times_{\mathbb{A}^3} Z_3}$ needs to be defined taking the cocycle condition into account. In fact, in order to have a descent datum with these transition maps it is necessary and sufficient to define an isomorphism $\varphi_{13}$ that for each $1 \leq i < j \leq 3$ satisfies

$$\varphi_{13}|_{Z_{123}^{(ij)}} = \varphi_{23}^{(ij)}|_{Z_{123}^{(ij)}} \varphi_{12}^{(ij)}|_{Z_{123}^{(ij)}}^{(ij)}.$$
where \(Z_{123}^{(ij)} = Z_1 \times \mathbb{A}^3 \times Z_2 \times \mathbb{A}^3 \times Z_3 = \text{Spec } \mathbb{C}[x_j]((x_k - x_j))((x_i - x_j))\).

Let \(j_{13} : Z_1 \times \mathbb{A}^3 \times Z_3 = \text{Spec } \mathbb{C}[x_3][[x_1 - x_3, x_2 - x_3]] \times_{\mathbb{A}^3} \mathbb{A}^3 \rightarrow \mathbb{A}^3\) be the canonical map. Now due to the adjunction \(j_{13}^* \vdash j_{13*}\), we know that \(\varphi_{13}\) is equivalent to a map \(\circ_3 : \mathcal{V}^\mathbb{A}^3 \rightarrow j_{13*}j_{13}^*\mathcal{O}_{\mathbb{A}^3} \boxtimes \mathcal{O}_{\mathbb{A}^3} \boxtimes \mathcal{V} = \tilde{\Delta}^{(3)}\mathcal{V}\), which is a 3-OPE.

On the other hand, we also have canonical maps \(\tilde{j}_{12}^{(ij)} : Z_{123}^{(ij)} \rightarrow \mathbb{A}^3\) and \(\tilde{j}_{23}^{(ij)} : Z_{123}^{(ij)} \rightarrow \text{Spec } \mathbb{C}[x_i, x_j][[(x_i - x_j)] = \mathbb{A}^3 \overset{j_{12}}{\otimes} \mathbb{A}^3\). It is not difficult to prove that under the adjunction \(\tilde{j}_{12}^{(ij)} \vdash \tilde{j}_{12*}\), the isomorphism \(\varphi_{12}^{(ij)}|_{Z_{123}^{(ij)}}\) corresponds to the map

\[
id_{\mathcal{V}} \boxtimes \circ : \mathcal{V} \boxtimes \mathcal{V}^\mathbb{A}^3 \rightarrow \mathcal{V} \boxtimes \tilde{\Delta}_1\mathcal{V},
\]

and that similarly the adjunction \(\tilde{j}_{23}^{(ij)*} \vdash \tilde{j}_{23}^{(ij)}\) turns \(\varphi_{23}^{(ij)}|_{Z_{123}^{(ij)}}\) into the map

\[
\tilde{\Delta}_{ij1}(\circ) : \tilde{\Delta}_{ij1}\mathcal{V}^\mathbb{A}^3 \rightarrow \tilde{\Delta}_{ij}\tilde{\Delta}_1\mathcal{V}.
\]

Therefore, we find that the cocycle condition for some choice \(1 \leq i < j \leq 3\) is equivalent to the statement that the OPE \(\circ\) composes nicely with itself when applied twice, starting at the \(i\)-th and \(j\)-th entries. Moreover, the existence of a single isomorphism \(\varphi_{13}\) satisfying all the cocycle conditions is equivalent to the associativity of the OPE \(\circ\).

If we also consider that this descent datum in \(S\) relative to the family \(\{j_1, j_2^{(ij)}, j_3\}\) must be effective (as a direct consequence of Lemma 3.2), we have proved the following result.

**Proposition 3.4.** For any \(\mathcal{O}\)-module \(\mathcal{V}\) over \(\mathbb{A}^1\), the bijection between commutative OPE’s \(\circ \in O_2(\{\mathcal{V}, \mathcal{V}\}, \mathcal{V})\) and descent data \((\mathcal{V} \boxtimes \mathcal{V})|_{U}, \mathcal{O}_{\mathbb{A}^3}, \mathcal{V} \boxtimes \mathcal{V} = \Delta, \varphi)\) identifies associative OPE’s with those isomorphisms \(\varphi\) that allow us to construct a descent datum in \(S\) relative to the family \(\{j_1, j_2^{(ij)}, j_3\}\) which glues to an \(\mathcal{O}\)-module \(\mathcal{V}_n\) over \(\mathbb{A}^n\) that still satisfies the factorization axioms.

Finally, note that once the cocycle conditions hold for the descent datum that we built over the chosen decomposition of \(\mathbb{A}^3\), the same method can be applied to construct effective descent data over the analogous coverings of \(\mathbb{A}^n\) for any \(n \geq 4\), which glue to \(\mathcal{O}\)-modules \(\mathcal{V}_n\) over \(\mathbb{A}^n\) satisfying the factorization axioms. One may relate this to the fact that any commutative and associative binary product immediately defines a unique product of \(n\)-tuples for any \(n \geq 3\).

Thus we obtain in the case \(X = \mathbb{A}^1\) a geometric proof of the equivalence that we were interested in.

**Corollary 3.5.** \(\mathcal{OPEA}(\mathbb{A}^1) \simeq \mathcal{T}\mathcal{A}(\mathbb{A}^1)\).

4. **Generalization to factorization monoids: OPE monoids**

In this section we will apply the arguments of the previous section in order to understand factorization monoids in terms of their gluing data with respect to the same coverings of their base spaces.

The only difference between factorization monoids and algebras is that we consider families of ind-schemes instead of families of \(\mathcal{O}\)-modules over the powers of the base curve. Therefore, their gluing data must be considered in a different fibered category over \(\mathcal{C}\).
Let \( S' \to C \) be the fibered category where for each \( Z \in C \), \( S'_Z \) is the category of those ind-schemes \( G = \lim G^{(n)} \) over \( Z \) such that each \( G^{(n)} \) can be obtained by gluing affine schemes over \( Z \) that belong to \( C \). Given a base change \( f : Z_1 \to Z_2 \), the pullback \( f^* : S'_{Z_2} \to S'_{Z_1} \) is induced by \( f^* G = G \times_{Z_2} Z_1 \) for each \( G \in C \) over \( Z_2 \). A key difference between \( S \) and \( S' \) is the fact that in \( S' \) the pullback \( f^* \) is right adjoint to the pushforward \( f_* \).

We need to introduce non-linear counterparts of OPE algebras in order to compare them with factorization monoids. The definitions of \( \hat{\Delta} \) and \( \Delta \) from the previous section can be generalized straightforwardly to \( A^I \): \( \hat{\Delta}^{(l)} \) will be the affinization of the completion of \( A^I \) with respect to the principal diagonal \( \Delta^{(l)} \) in \( A^I \) and \( \Delta^{(l)} = \Delta^{(l)} \times_{A^I} U^{(l)} \). We have canonical morphisms \( \hat{\Delta}^{(l)} \xrightarrow{j^{(l)}} A^I \) and \( \Delta^{(l)} \xrightarrow{j^{(l)}} A^I \).

**Definition 4.1.** Let \( G \) be an ind-scheme over \( A^1 \). A non-linear \( I \)-OPE of \( G \) for any \( I \in fSet \) is an element of the set

\[
OPE(G)_I = \text{Hom}_{S'_A} \left( \tilde{j}^{(l)}_A \tilde{j}(l)^* G^I, A^I \times_{A^1} G \right).
\]

For a surjection \( J \twoheadrightarrow I \) in \( fSet \), we define \( \tilde{j}^{(\pi)} := \Delta^{(\pi)} \tilde{j}^{(l)} : \hat{\Delta}^{(l)} \to X^J \). Now given non-linear OPE’s \( \gamma \in OPE(G)_I \) and \( \{ \delta_i \in OPE(G)_{J_i} \}_{i \in I} \), we may define their composition

\[
\gamma(\{\delta_i\}_{i \in I}) \in \text{Hom}_{S'_A} \left( \tilde{j}^{(l)}_A \tilde{j}(l)^* G^J, A^J \times_{A^1} G \right)
\]

as

\[
\tilde{j}^{(\pi)} \tilde{j}(\pi)^* \prod_i \tilde{j}(J_i)^* G^{J_i} \xrightarrow{\pi} \prod_i A^{J_i} \times_{A^1} G
\]

\[
A^J \times_{A^1} G \xrightarrow{id \times_{A^1} G \gamma} A^J \times_{A^1} A^I \times_{A^1} G \xrightarrow{id \times_{A^1} G} A^J \times_{A^1} G.
\]

As in the linear case, we say that these non-linear OPE’s compose nicely if \( \gamma(\{\delta_i\}) \) extends to a non-linear OPE in \( OPE(G)_J \) via the embedding

\[
\tilde{j}^{(\pi)} \tilde{j}(\pi)^* \prod_i \tilde{j}(J_i)^* G^{J_i} \hookrightarrow \tilde{j}^{(J)} \tilde{j}(J)^* \prod_i G^{J_i} = \tilde{j}^{(J)} \tilde{j}(J)^* G^J.
\]

Now we can present the non-linear version of OPE algebras.

**Definition 4.2.** An **OPE monoid** over \( A^1 \) is an ind-scheme \( G \) over \( A^1 \) together with a non-linear binary OPE

\[
\bullet : \tilde{j}^* G \times G \to A^2 \times_{A^1} G
\]

in \( OPE(G)_{\{1,2\}} \) and a distinguished section \( 1 : A^1 \to G \), such that

1. **is associative**, that is, the non-linear OPE’s \( (\bullet, \{\bullet, id\}) \) and \( (\bullet, \{id, \bullet\}) \) compose nicely and both compositions yield the same non-linear 3-OPE \( \bullet \in OPE(G)_{\{1,2,3\}} \). In other words, there must exist a morphism \( \bullet \) such that the following diagram commutes
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\[
\begin{align*}
\tilde{j}_{13} \circ \tilde{j}_{13} \left( S \times (\tilde{j}_{3}^* S \times S) \right) & \xrightarrow{\tilde{j}_{13} \circ \tilde{j}_{13}(id \times \bullet)} \tilde{j}_{13} \circ \tilde{j}_{13} \left( S \times (A^2 \times A^3 \times S) \right) \\
& \cong A^3 \times A^2 \left( \tilde{j}_{3}^* S \times S \right)
\end{align*}
\]

where \( \tilde{j}^{(3)} = \tilde{j}^{((1,2,3))} \) and \( \tilde{j}_{ij} = \tilde{j}^{(\pi_{ij})} \) for the surjection \( \pi_{ij} \) that identifies \( i = j \) in \( \{1, 2, 3\} \).

(2) \( \bullet \) is commutative, that is, it is fixed by the “transposition of coordinates symmetry of \( OPE(S)_{\{1,2\}} \).

(3) \( \mathbf{1} \) is a unit for \( \bullet \), in the sense that the following diagram commutes

\[
\begin{array}{ccc}
\tilde{j}_{*} \tilde{j}^{*} S \times A^3 \cong S \times A^3 & \xrightarrow{\tilde{j}_{*} \tilde{j}^{*}(id \times 1)} & \tilde{j}_{*} \tilde{j}^{*} S \times A^3 \\
\tilde{j}_{*} \tilde{j}^{*} \mathbf{1} \times A^2 \cong \mathbf{1} \times A^3 & \xrightarrow{\tilde{j}_{*} \tilde{j}^{*}(1 \times id)} & \tilde{j}_{*} \tilde{j}^{*} \mathbf{1} \times A^2 \\
\end{array}
\]

Now starting from a factorization monoid \( \{S_i\} \) over \( A^1 \), and denoting \( S = S_{\{1\}} \), \( S_2 = S_{\{1,2\}} \) and \( S_3 = S_{\{1,2,3\}} \), we can build a transition map over \( \Delta \) using its factorization isomorphisms as

\[ \psi : \tilde{j}^{*} S \times S \cong \tilde{j}^{*} S_2 \cong \tilde{j}^{*} A^2 \times A^3, S. \]

Due to the adjunction \( \tilde{j}_{*} \vert \tilde{j}^{*}, \varphi \) corresponds to a non-linear binary OPE

\[ \bullet : \tilde{j}_{*} \tilde{j}^{*} S \times S \to S \times A^3, A^2 \] which is commutative. The ind-scheme \( S_2 \) can be recovered from \( S \) and \( o \) by gluing the descent datum \( (\tilde{j}^{*} S \times S, \tilde{j}_{*} \tilde{j}^{*} A^2 \times A^3, S, \psi, \varphi) \) in \( S' \) relative to the family \( \{U, \tilde{j}, \tilde{j}^{*} \times \tilde{j}_{*}, \tilde{j}^{*} A^2 \times A^3, S, \psi\} \). The fact that this descent data is effective is a consequence of Lemma 3.2, following the same arguments as in [M-B] in order to glue affine schemes in \( \mathcal{C} \) and ind-schemes in \( \mathcal{S}' \) over them.

Now we need to define a descent datum in \( S' \) relative to the family \( \{\tilde{j}_1, \tilde{j}_{2(i)}, \tilde{j}_3\} \) for gluing \( S_3 \). Let us define

- \( \mathcal{F}_1 = j_{1}^* A^3 \times A^1 \times S \in S'_{Z_1} \).
- \( \mathcal{F}_{2(i)} = j_{2(i)}^* A^3 \times A^1 \times S \in S'_{z_{2(i)}} \) for each \( 1 \leq i < j \leq 3 \).
- \( \mathcal{F}_3 = j_{3}^* S \times S \times S \in S'_{Z_3} \).

The gluing maps between them are defined very similarly as in the previous section, the main ones being

\[
\psi_{21}^{(ij)} = j_{12}^{(ij)} \circ (id_{A^3} \times \psi) : \mathcal{F}_{2}^{(ij)} \big|_{Z_{22}^{(ij)}} \to \mathcal{F}_{1}^{(ij)} \big|_{Z_{11}^{(ij)}}
\]
\[
\psi_{32}^{(ij)} = j_{23}^{(ij)} \circ (\psi \circ id_{S}) : \mathcal{F}_{3}^{(ij)} \big|_{Z_{33}^{(ij)}} \to \mathcal{F}_{2}^{(ij)} \big|_{Z_{22}^{(ij)}}
\]

Once again, we find that the existence of a transition isomorphism between $\mathcal{F}_1$ and $\mathcal{F}_3$ satisfying the cocycle conditions is equivalent to the associativity of the non-linear OPE •.

We can collect all these observations in the following result.

**Proposition 4.3.** For any ind-scheme $\mathcal{G}$ over $\mathbb{A}^1$, there is a bijection between commutative non-linear OPE’s $\bullet \in OPE(\mathcal{G})_{\{1,2\}}$ and descent data $(j^* \mathcal{G} \times j^* \mathbb{A}^2 \times \mathbb{A}^1, \psi)$ in $\mathcal{S}'$ relative to the family $\{U \xrightarrow{j} \mathbb{A}^2, \Delta \xrightarrow{j} \mathbb{A}^2\}$.

Moreover, under this correspondence the associative and commutative non-linear OPE’s are identified with those isomorphisms $\psi$ that allow us to construct a descent datum of ind-schemes relative to the family $\{j_1, j_2^{(ij)}, j_3\}$ which glues to an ind-scheme $\mathcal{G}_3$ over $\mathbb{A}^3$ satisfying the factorization axioms.

As a direct consequence of this proposition, we obtain the following statement, which is arguably the most important result in this work.

**Theorem 4.4.** The category of OPE monoids over $\mathbb{A}^1$ is equivalent to the category of factorization monoids over $\mathbb{A}^1$.

**Proof.** It remains only to observe that given an OPE monoid $(\mathcal{G}, \bullet, 1)$, the ind-schemes $\mathcal{G}_I$ over $\mathbb{A}^I$ for each $|I| \geq 4$ can be glued from similar descent data relative to the analogous decomposition of $\mathbb{A}^I$, and the cocycle conditions will always hold since the original “product” $\bullet$ is associative and commutative, so it cannot give rise to different iterated $|I|$-products. We should also note that any section $1 : \mathbb{A}^1 \to \mathcal{G}$ defines a unique family of sections $1^{(I)} : \mathbb{A}^I \to \mathcal{G}_I$ compatible with the diagonal and factorization axioms such that $1^{(1)} = 1$, and that $1$ is a unit for $\circ$ if and only if the family $\{1^{(I)}\}$ is a unit for the factorization space $\{\mathcal{G}_I\}$. □

5. **The translation equivariant setting: vertex ind-schemes**

We would like to have a deeper understanding of OPE monoids over $\mathbb{A}^1$ in the translation equivariant case. Since the fibers at any point of a $G_a$-equivariant OPE algebra over $\mathbb{A}^1$ are vertex algebras, the fibers of a $G_a$-equivariant OPE monoid over $\mathbb{A}^1$ will be their non-linear counterparts, which we shall call vertex ind-schemes.

Let us state precisely what the translation equivariance means in this scenario.

**Definition 5.1.** An ind-scheme $\mathcal{G}$ over $\mathbb{A}^1$ is $G_a$-equivariant if there exists an isomorphism $\psi : p^* \mathcal{G} \to a^* \mathcal{G}$ of ind-schemes over $G_a \times \mathbb{A}^1$ satisfying the same compatibilities as for $G_a$-equivariant $O_{\mathbb{A}^1}$-modules. If in addition $\mathcal{G}$ is equipped with a non-linear binary OPE $\bullet$ and a unit section $1$ which respect the $G_a$-action and turn $\mathcal{G}$ into an OPE monoid, then we say that $(\mathcal{G}, \bullet, 1)$ is $G_a$-equivariant.

Given an ind-scheme $G$ (over Spec $\mathbb{C}$), we can define a $G_a$-equivariant ind-scheme over $\mathbb{A}^1$ as $\mathcal{G} = G \times \mathbb{A}^1$. Moreover, any $G_a$-equivariant $\mathcal{G}$ over $\mathbb{A}^1$ is isomorphic to $G \times \mathbb{A}^1$, where $G$ is its fiber at 0 (or at any other point of $\mathbb{A}^1$, due to the equivariance).

In order to study how the non-linear OPE $\bullet$ of a $G_a$-equivariant OPE monoid over $\mathbb{A}^1$ can be expressed in terms of its fibers, we will introduce the following definition.
Definition 5.2. A **vertex ind-scheme** is an ind-scheme $G$ with a distinguished point $1 \in G$ (i.e., a morphism $1 : \text{Spec } \mathbb{C} \to G$) and a morphism of ind-schemes

$$\cdot : G \times G \times D^* \to G,$$

where $D^* = \text{Spec } \mathbb{C}((t))$ is the punctured disk, satisfying the following axioms:

1. * is associative, that is, there exists a morphism $\cdot_3$ such that the following diagram commutes.

2. * is commutative, i.e. invariant under transposition of its entries.

3. $1$ is a unit for $\cdot$, which means that the following diagram commutes

Note that the product of a vertex ind-scheme can also be written as a map

$$G \times G \to \text{Hom } (D^*, G) = LG,$$

where $LG$ is the loop space of $G$. But when $G$ is not an affine scheme there is no natural ind-scheme structure in its loop space (see [FBZ, Sect. 11.3.3]), and thus such a product would not make sense as a morphism of ind-schemes. Since this problem does not arise with the presentation (5.1), we have chosen it for our definition, although it is convenient to keep in mind the alternative presentation (5.2) when comparing vertex ind-schemes with their linear counterparts, vertex algebras.

The definition presented above has been obtained by restricting the definition of OPE monoid over $\mathbb{A}^1$ to one of its fibers. Thus in the $G_a$-equivariant case we have the following result.

Proposition 5.3. The category of $G_a$-equivariant OPE monoids over $\mathbb{A}^1$ is equivalent to the category of vertex ind-schemes, via the functor which restricts to the fiber at zero.

Given a factorization monoid $\{G_I\}$ over a curve $X$ with unit $1 : X \to \mathcal{G} = G_{\{1\}}$, one can show that the relative tangent space $T_1\mathcal{G}$ of $\mathcal{G}$ at $1$ over $X$ has a structure of a Lie* algebra over $X$ (see [FBZ, Sect. 20.4]). Its universal enveloping chiral algebra coincides with the chiral algebra associated with the factorization algebra obtained by applying the linearization functor to $\{G_I\}$. In particular, when $X = \mathbb{A}^1$ and all of these objects are $G_a$-equivariant, we obtain the following result.

Theorem 5.4. Let $(G, \cdot, 1)$ be a vertex ind-scheme. Then

(i) The Zariski tangent space $T_1G$ has a Lie conformal algebra structure.
(ii) The linearization $\text{Dist}(G,1)$ of $G$ (i.e., the space of all distributions in $G$ supported at 1) has a vertex algebra structure.

(iii) $\mathcal{U}(T_1G) \simeq \text{Dist}(G,1)$ as vertex algebras.

In other words, we have a commutative diagram of functors

$$
\begin{array}{ccc}
\text{Vertex ind-schemes} & \xrightarrow{T_1} & \text{Lie conformal algebras} \\
\downarrow & & \downarrow \\
\xrightarrow{\mathcal{U}} & & \text{Vertex algebras}
\end{array}
$$

Recall that for any Lie conformal algebra $R$ we have the isomorphism $R \simeq \text{Lie } R$ given in (2.1). In particular we have that $R \simeq \text{Lie } R/\text{Lie } R_- $, and furthermore

$$R \simeq \hat{\text{Lie }} R/\hat{\text{Lie }} R_- ,$$

where the completions $\hat{\text{Lie }} R$ and $\hat{\text{Lie }} R_-$ are taken with respect to the family $\{ \langle a_m : a \in R \wedge m \geq n \rangle \}_{n \geq 0}$.

If we happen to be in the case that $\hat{\text{Lie }} R$ and $\hat{\text{Lie }} R_-$ are the Lie algebras of some ind-groups (i.e., ind-schemes whose functor of points can be lifted to a functor $\text{Sch} \rightarrow \text{Grp}$) $G_R$ and $H_R$ respectively, then the Zariski tangent space of their quotient ind-scheme $G_R/H_R$ is isomorphic to $R$. Therefore if we want to find a vertex ind-scheme with $R$ as its tangent Lie conformal algebra, it would be reasonable to start by assuming that its underlying ind-scheme is $G_R/H_R$. We will dedicate the next section to applying this approach in order to construct the vertex ind-schemes associated with the current and Virasoro conformal algebras.

6. Examples

6.1. The affine Grassmannian as a vertex ind-scheme. Let $\hat{G}$ be a reductive algebraic group and let $\hat{\mathfrak{g}} = \text{Lie } \hat{G}$. Then we define the loop group $L\hat{G}$ (resp. positive loop group $L^+\hat{G}$) of $\hat{G}$ as the ind-group whose A-points for any C-algebra $A$ are given by $L\hat{G}(A) = \hat{G}(A((t)))$ (resp. $L^+\hat{G}(A) = \hat{G}(A[[t]])$).

Their quotient ind-scheme $\mathcal{G}_r \hat{G}$ is known as the affine Grassmannian of $\hat{G}$, and its A-points are given by

$$\mathcal{G}_r \hat{G}(A) = \hat{G}(A((t)))/\hat{G}(A[[t]]).$$

This is a formally smooth ind-scheme of ind-finite type (i.e., can be written as a colimit of schemes of finite type), and in this case it is reduced, due to $\hat{G}$ being reductive (in general, it is reduced if and only if $\text{Hom}(\hat{G}, \mathbb{G}_m) = 0$, see [BD2]).

The Lie algebras associated with $L\hat{G}$ and $L^+\hat{G}$ are $\hat{\mathfrak{g}}((t))$ and $\hat{\mathfrak{g}}[[t]]$ respectively, which are the completions of the loop algebra $\text{Lie } R$ and the positive loop algebra $\text{Lie } R_-$ for $R = \text{Cur } \hat{\mathfrak{g}}$, described in Example 2.4. In particular, the Zariski tangent space of $\mathcal{G}_r \hat{G}$ is isomorphic to $\text{Cur } \hat{\mathfrak{g}}$. We want to define a vertex ind-scheme structure over $\mathcal{G}_r \hat{G}$ so that we recover the Lie conformal algebra structure of $\text{Cur } \hat{\mathfrak{g}}$ from $\mathcal{G}_r \hat{G}$ via Theorem 5.4. It will exist a consequence of the factorization structure on the Beilinson-Drinfeld Grassmannian, whose construction we now recall.
There is a well-known description of the affine Grassmannian in terms of the moduli space of $\hat{G}$-bundles over a smooth algebraic curve $X$. For a fixed $x \in X$, let $\mathcal{O}_x$ be the completion of the local ring at $x$ and $K_x$ its field of fractions. The choice of a local coordinate $z$ at $x$ yields isomorphisms $\mathcal{O}_x \simeq \mathbb{C}[[z]]$ and $K_x \simeq \mathbb{C}(z)$. Now given a $G$-bundle $\mathcal{P}$ over $X$, we can choose trivializations $\mathcal{P}|_{X \setminus \{x\}} \xrightarrow{\varphi} \hat{G} \times (X \setminus \{x\})$ and $\mathcal{P}|_{D_x} \xrightarrow{\phi} \hat{G} \times D_x$, where $D_x = \text{Spec} \mathcal{O}_x$ is the disc at $x$. In order to glue $\mathcal{P}$ back from these trivializations we need the gluing data along their intersection $D_x^* = \text{Spec} \mathcal{K}_x$, which is an element $\gamma \in \hat{G}(\mathcal{K}_x)$. The effectiveness of the descent data $(\varphi, s, \gamma)$ is proved in [BL2], so we obtain a bijection between $\hat{G}(\mathcal{K}_x)$ and the moduli space of all triples $(\mathcal{P}, \varphi, s)$ as above.

As a direct corollary we obtain the following description of $\mathcal{G}_{\hat{G},x} = \hat{G}(\mathcal{K}_x)/\hat{G}(\mathcal{O}_x)$.

**Proposition 6.1.** [BL1] $\mathcal{G}_{\hat{G},x}$ can be identified with the moduli space of pairs $(\mathcal{P}, \varphi)$, where $\mathcal{P}$ is a $G$-bundle and $\varphi$ is a trivialization of $\mathcal{P}$ restricted to $X \setminus \{x\}$.

Now the **Beilinson-Drinfeld Grassmannian** is the family of ind-schemes $\mathcal{G}_{\hat{G},X}$ over $X^I$ for $I \in fSet$ whose $S$-points for any scheme $S$ are given by the set of all triples $(\mathcal{P}, \{x_i\}_{i \in I}, \varphi)$, where

- $\mathcal{P}$ is a $\hat{G}$-bundle on $X \times S$,
- $x_i : S \to X$ is an $S$-point of $X$ for each $i \in I$,
- $\varphi$ is a trivialization of $\mathcal{P}$ restricted to $(X \times S) \setminus \bigcup_{i \in I} \Gamma_{x_i}$, where $\Gamma_{x_i}$ denotes the graph of $x_i$ for each $i \in I$.

In particular, the $\mathbb{C}$-points of $\mathcal{G}_{\hat{G},X}$ form the moduli space

$$\left\{ \left( \mathcal{P} \in \text{Bun}_{\hat{G}}(X), \{x_i\}_{i \in I} \in X^I, \varphi \text{ trivialization of } \mathcal{P}\right|_{X \setminus \{x_i\}_{i \in I}} \right\}.$$  

This family forms a factorization space over $X$ (see [BD1, Sect. 5.3.12] or [FBZ, Sect. 20.3.5]). For example, given $x_1 \neq x_2 \in X$, we have a map

$$\mathcal{G}_{\hat{G},X^2,\{x_1,x_2\}} \to \mathcal{G}_{\hat{G},X,\{x_1\}} \times \mathcal{G}_{\hat{G},X,\{x_2\}},$$

where given the data $(\mathcal{P}, \varphi) \in \mathcal{G}_{\hat{G},X^2,\{x_1,x_2\}}$, we restrict both $\mathcal{P}$ and $\varphi$ to $X \setminus \{x_2\}$ and $X \setminus \{x_1\}$ respectively, and then we use Proposition 6.1 to identify $\mathcal{G}_{\hat{G},X,\{x_i\}} = \mathcal{G}_{\hat{G},X,\{x_i\}}$ for $x_i \neq x$. This map is an isomorphism, since starting from $(\mathcal{P}_i, \varphi_i) \in \mathcal{G}_{\hat{G},X,\{x_i\}}$ for $i = 1, 2$ we may glue $\mathcal{P}_1$ and $\mathcal{P}_2$ into a single $\hat{G}$-bundle $\mathcal{P}$ along $X \setminus \{x_1, x_2\}$, where both of them are trivialized.

This factorization space has a unit section, given by the trivial $\hat{G}$-bundle over $X^I$ for each $I \in fSet$, and this turns $\{\mathcal{G}_{\hat{G},X}\}$ into a factorization monoid over $X$.

If we return to the setting where $X = \mathbb{A}^1$, we have that $\mathcal{G}_{\hat{G},\mathbb{A}^1}$ is an OPE monoid by Proposition 4.4. Moreover, it is translation equivariant and its fiber at zero $\mathcal{G}_{\hat{G}}$ is a vertex ind-scheme due to Proposition 5.3. Since the linearization of the Beilinson Drinfeld Grassmannian yields by [FBZ, Thm. 20.4.3] the factorization algebra associated with the affine chiral
algebra at level zero, which in the $G_a$-equivariant case over $\mathbb{A}^1$ corresponds to the affine vertex algebra $V^0(\hat{g})$, we arrive to the following result.

**Proposition 6.2.** $\mathcal{G}$ is a vertex ind-scheme such that its tangent space is the current conformal algebra $\text{Cur} \hat{g}$ and its linearization is the affine vertex algebra $V^0(\hat{g})$ at level zero.

6.2. The Virasoro vertex ind-scheme. Now let us take $R = \text{Vir}$. In this case, the completions of Lie $R$ and Lie $R_-$ are the Lie algebras $\text{Der} \mathbb{C}((t)) = \mathbb{C}((t))\partial_t$ and $\text{Der} \mathbb{C}[[t]] = \mathbb{C}[[t]]\partial_t$ respectively. These are the Lie algebras corresponding to the ind-groups $\text{Aut} \mathcal{X}$ and $\text{Aut} \mathcal{O}$ (see [FBZ, Sect. 17.3.4]) whose $A$-points for $A \in \text{Alg}_\mathbb{C}$ are given respectively by

$$\text{Aut} A((t)) = \left\{ a(t) = \sum_{n \in \mathbb{Z}} a_n t^{n+1} \in A((t)) \left| a_0 \in A^\times, a_n \in \mathfrak{N}(A) \right. \text{ for } n < 0 \right\},$$

$$\text{Aut} A[[t]] = \left\{ a(t) = \sum_{n \geq -1} a_n t^{n+1} \in A[[t]] \left| a_0 \in A^\times, a_{-1} \in \mathfrak{N}(A) \right. \right\},$$

where $\mathfrak{N}(A)$ is the nilradical of $A$ and where we identify $a(t)$ with its induced automorphism $f(t) \mapsto a(t)f(t)$. Note that $\text{Aut} \mathbb{C}((t)) = \text{Aut} \mathbb{C}[[t]]$, which highlights the necessity to consider points over algebras with nilpotents in order to view the “nilpotent directions” which give rise to the tangent vectors $L(n)$ for $n < -1$ in $\text{Der} \mathbb{C}((t))/\text{Der} \mathbb{C}[[t]]$.

This leads us to consider the quotient ind-scheme

$$\text{Vir} := \text{Aut} \mathcal{X}/\text{Aut} \mathcal{O}$$

as our candidate to be a vertex ind-scheme with Vir as its associated Lie conformal algebra.

Similarly to the case of the affine Grassmannian, there is an interpretation of $\text{Vir}$ in terms of moduli spaces. Let us consider the moduli space $\mathfrak{M}_{g,1}$ of pointed curves $(X, x)$, where $X$ is a smooth projective curve of genus $g$ and $x \in X$, and let $\hat{\mathfrak{M}}_{g,1}$ be the moduli space of triples $(X, x, z)$ where $(X, x) \in \mathfrak{M}_{g,1}$ and $z$ is a formal coordinate at $x$ in $X$. The projection $\hat{\mathfrak{M}}_{g,1} \to \mathfrak{M}_{g,1}$ is an $\text{Aut} \mathcal{O}$-bundle, where $\text{Aut} \mathcal{O}$ is the group scheme whose $A$-points over $A \in \text{Alg}_\mathbb{C}$ are given by

$$\text{Aut} A[[t]] = \left\{ a(t) = \sum_{n \geq 0} a_n t^{n+1} \in A[[t]] \left| a_0 \in A^\times \right. \right\}.$$

Its Lie algebra is $\text{Der}_0 \mathbb{C}[[t]] = t\mathbb{C}[[t]]\partial_t$, which is topologically generated by the $L(n)$ with $n \geq 0$. We have inclusions

$$\text{Aut} \mathcal{O} \subset \text{Aut} \mathcal{O} \subset \text{Aut} \mathcal{X} \quad \text{and} \quad \text{Der}_0 \mathbb{C}[[t]] \subset \text{Der} \mathbb{C}[[t]] \subset \text{Der} \mathbb{C}((t)).$$

The action of $\text{Aut} \mathcal{O}$ on $\hat{\mathfrak{M}}_{g,1}$ can be extended to an action of $\text{Aut} \mathcal{X}$. Heuristically, given $(X, x, z) \in \hat{\mathfrak{M}}_{g,1}$ we can view $X$ as the curve obtained by gluing $X \setminus \{x\}$ and $D_x = \text{Spec} \mathcal{O}_x$ along $D_x^* = \text{Spec} \mathcal{K}_x$. But given $\rho \in \text{Aut} \mathcal{X}$, we can also glue $X \setminus \{x\}$ and $D_x$ in a different way, via twisting by $\rho$. This gluing yields a different $(X', x', z) \in \hat{\mathfrak{M}}_{g,1}$, which we take as the definition of $\rho$ acting on $(X, x, z)$. In other words, we could say that
the action of the vector $L(-1)$ is responsible for moving the point $x$ within
the disc $D_x$, and the vectors $L(n)$ for $n \leq -2$ act by changing the complex
structure of $X$ around $x$.

More concretely, we have the following result, commonly referred to as
the Virasoro uniformization of the moduli space of curves, whose proof can
be found for example in [FBZ, Sect. 17.3.4].

**Proposition 6.3.** There exists a transitive action of $\Aut K$ on $\hat{M}_{g,1}$ which is
compatible with the action of $\Aut O$ along the fibers of the projection $\hat{M}_{g,1} \to M_{g,1}$.

The above setting can be generalized to any number of marked points.
We define $M_{g,n}$ for $n \geq 2$ as the moduli space of smooth projective curves
genus $g$ with $n$ marked points, and $\hat{M}_{g,n}$ the moduli space of collections
$(X, \{x_i, z_i\}_{i=1}^n)$ such that $(X, \{x_i\}_{i=1}^n) \in M_{g,n}$ and $z_i$ is a local coordinate
at $x_i$ in $X$ for each $1 \leq i \leq n$. There is a natural projection $\hat{M}_{g,n} \to M_{g,n}$.

We have a generalization of Proposition 6.3 valid in this case: there exists a
transitive action of $(\Der K)^n$ on $\hat{M}_{g,n}$ compatible with the action of $(\Aut O)^n$
along the fibers of the projection $\hat{M}_{g,n} \to M_{g,n}$.

Now we define the factorization monoid associated to these moduli spaces,
following the exposition in [Y]. For any $I \in fSet$ and a fixed smooth curve
$X$, we define $G_{X,I}$ as the ind-scheme over $X^I$ whose $S$-points for any scheme
$S$ are all $(X, \{x_i\}_{i \in I}, \{s_i\}_{i \in I}, \varphi)$ such that

- $X \to S$ is a family of smooth projective curves over $S$,
- $x_i : S \to X$ is an $S$-point of $X$ for each $i \in I$,
- $s_i : S \to X$ is a section of $X \to S$ for each $i \in I$,
- $\varphi : X \setminus \bigcup_{i \in I} \Gamma_s \to (X \times S) \setminus \bigcup_{i \in I} \Gamma_x$ is an isomorphism.

In particular, the sets of $C$-points of the ind-schemes $G_{X,I}$ are formed by
all $(X', \{x_i\}_{i \in I}, \{x'_i\}_{i \in I}, \varphi)$ where $X'$ is a smooth projective curve, $\{x_i\}_{i \in I}$
and $\{x'_i\}_{i \in I}$ are finite sets of points of $X$ and $X'$ respectively, and

$$\varphi : X \setminus \{x_i\}_{i \in I} \cong X' \setminus \{x'_i\}_{i \in I}.$$ 

Note that in fact there are no $C$-points in $G_{X,I}$ over $\{x_i\}_{i \in I}$ other than the
marked curve $(X, \{x_i\}_{i \in I})$ itself, since any isomorphism from the open curve
$X \setminus \{x_i\}_{i \in I}$ extends canonically to all of $X$. This is no surprise given our
earlier observation that $\Vir = \Aut K/\Aut O$ has no non-trivial $C$-points, and
confirms the importance of considering points over non-reduced schemes.

The family of ind-schemes $\{G_{X,I}\}$ forms a factorization space as a consequence of the Virasoro uniformization theorem (see [FBZ, Sect. 20.4.13]).
Moreover, it is a factorization monoid with the “trivial” unit sections given by $\{x_i\}_{i \in I} \mapsto (X, \{x_i\}_{i \in I}, \{1\}_{i \in I}, id)$.

Its linearization at this unit yields the factorization algebra associated with the Virasoro chiral algebra of central charge zero, which in the $\mathbb{G}_a$-
equivariant case over $X = \mathbb{A}^1$ corresponds to the Virasoro vertex algebra $Vir_0$. Therefore, Theorem 5.4 applied to this setting gives us the following result.
Proposition 6.4. Vir is a vertex ind-scheme such that its tangent space is the Virasoro conformal algebra and its linearization is the Virasoro vertex algebra of central charge zero.

We would like to end this work by mentioning some applications of vertex ind-schemes that would be interesting to pursue for the study of vertex algebras in general and Lie conformal algebras in particular. We have not treated vertex operator algebras (VOAs), but it should not be difficult to define “vertex operator ind-schemes” by including the additional data of an embedding of the vertex ind-scheme Vir satisfying certain compatibilities.

We chose not to include the “twisted examples” related to affine vertex algebras $V^k(\mathfrak{g})$ at level $k$ and Virasoro vertex algebras $\text{Vir}_c$ of central charge $c$ because these are not universal envelopes of Lie conformal algebras, although it could be possible to adapt the definitions to this case in a similar fashion to what is done in [BD1, Sect. 3.7.20]. On the other hand, the most important application that we want to continue researching is the study of modules over vertex ind-schemes, since defining and studying these objects may offer interesting insights in relation with modules over Lie conformal algebras. For example, we expect that if $\mathfrak{g}$ is a vertex ind-scheme with associated Lie conformal algebra $R$, then the category of “integrable” modules over $R$, i.e. those modules where the action of $R$ lifts to an action of $\mathfrak{g}$, should have some of the nice properties found in the classical theory of Lie algebras.
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