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ABSTRACT

For the last 8 years, a transversal topic of my research has been the development and application of computational methods for DNA sequence analysis. The methods I have been developing aim at improving our understanding of the regulation processes happening in normal and cancer cells. This topic connects together the projects presented in this thesis.

Two chapters of the thesis represent major areas of my research interests: (1) methods for deciphering transcriptional regulation and their application to answer specific biological questions, and (2) methods to study the genome structure and their application in cancer studies.

The first chapter predominantly focuses on transcriptional regulation. Here I describe my contribution to the development of methodology for the discovery of transcription factor binding sites and the positioning of histone proteins. I also explain how sequence analysis, in combination with gene expression data, can allow the identification of direct target genes of a transcription factor under study, as well as the physical mechanisms of its action. As two examples, I provide the results of my study of transcriptional regulation by (i) oncogenic protein EWS-FLI1 in Ewing sarcoma and (ii) oncogenic transcription factor Spi-1/PU.1 in erythroleukemia.

In the second chapter, I describe the sequence analysis methods aimed at the identification of the genomic rearrangements in species with existing reference genome. I explain how the developed methodology can be applied to detect the structure of cancer genomes. I provide an example of how such an analysis of tumor genomes can result in a discovery of a new phenomenon: chromothripsis, when hundreds of chromosomal rearrangements occur in a single cellular catastrophe.

The thesis is concluded by listing the major challenges in high-throughput sequencing analysis. I also discuss the current top questions demanding the integration of sequencing data.
RESUMÉ [FRENCH]

La régulation dans la cellule eucaryote à déchiffrer : de séquence à fonction.

Lors des 8 dernières années, un thème transversal de ma recherche a été le développement et l'application de méthodes computationnelles à l'analyse des séquences d'ADN. Les méthodes que je développe visent à améliorer notre compréhension des processus de régulation qui se déroulent dans les cellules normales et cancéreuses. Les projets présentés dans ce mémoire s’inscrivent dans ce thème.

Les deux chapitres du mémoire constituent les principaux domaines de mes intérêts de recherche: (1) les méthodes pour déchiffrer la régulation transcriptionnelle et leur application pour répondre à des questions biologiques spécifiques, et (2) des méthodes pour étudier la structure du génome et leurs applications dans les études sur le cancer. Le premier chapitre parle principalement de la régulation transcriptionnelle. Je décris ici ma contribution à l’élaboration d'une méthodologie pour la découverte de sites de liaison de facteurs de transcription et le positionnement des histones. J’explique également comment une analyse de séquences, en combinaison avec des données d'expression des gènes, peut permettre l'identification de gènes cibles directs d'un facteur de transcription étudié, ainsi que des mécanismes physiques de cette action. En tant qu’exemples, je fournis les résultats de mon étude sur la régulation transcriptionnelle par (i) la protéine oncogénique EWS-FLI1 dans le sarcome d'Ewing et (ii) le facteur de transcription oncogénique Spi-1/PU.1 dans les érythroleucémies.

Dans le deuxième chapitre, je décris les méthodes d'analyse de séquences pour l'identification des réarrangements génomiques chez des espèces chez lesquelles il existe un génome de référence. J'explique comment la méthodologie développée peut être appliquée à la détection de la structure du génome tumoral. J’explique comment une telle analyse des génomes tumoraux peut entraîner une découverte d'un phénomène nouveau: chromothripsis, où des centaines de réarrangements chromosomiques se produisent dans une seule et unique catastrophe cellulaire.

Dans la conclusion du mémoire je parle des principaux défis dans l'analyse de séquençage à haut débit. Je discute aussi les questions actuelles exigeant l'intégration des données de séquençage.
From the beginning of my carrier, the main subject of my research has been analysis of sequence data with the goal to reveal the link between DNA sequence and its function.

This interest started with the analysis of motif patterns in DNA sequences. I studied divergent tandem repeats during my PhD and transcription factor binding motifs during my first postdoctoral fellowship. Later on, I started working on assembly, clustering and statistical analysis of small genomic sequences – reads – coming from high-throughput DNA sequencing. Mappings of reads to the genome of reference can provide different pieces of information about the molecular events in the cell. For instance, the reads can be source of information about the exact location of DNA binding proteins (ChIP sequencing), provide information about gene expression (RNA sequencing) and mutations (genome resequencing). I have worked with these three applications of the sequencing technology. I have developed analysis methods that are nowadays used all over the world, for instance, by such institutions as Inserm, BC Cancer Agency, Broad Institut and NIH.

It is difficult to separate the methodological work I lead from the biological questions I answer. Most of the time, a biological phenomenon I studied was bringing me the development of novel data analysis methods. I was often among the first researchers in the world to work on a given type of data (ChIP-seq, cancer genome resequencing) while methods necessary for the appropriate data analysis had not been developed yet. In the two chapters of this thesis, I first speak about the methods and then provide the results of the research projects that used the analysis of the corresponding data type. To illustrate the application of ChIP-seq analysis methods, I describe the projects aimed at the discovery of mechanisms of transcriptional regulation by oncogenic transcription factors PU.1/Spi-1 in erythroleukemia and EWS-FLI1 in Ewing sarcoma. To provide an example of analysis of genome resequencing data, I present the results of the study of the rearrangements in the neuroblastoma genome and demonstrate the discovery of chromothripsis in this type of cancer.
1 INTRODUCTION

Almost each cell of our organism carries a recording media containing the information about when and how to assemble the “worker” molecules of our body – proteins. This recording media is called genome. Not every part of genome has equal importance. The consequences of DNA damage of some parts can never show up, while the damage in other parts can lead, under favorable environmental circumstances, to the changes in cell phenotype, cell death or cancer. The latter regions are called functionally important. Sequence analysis plays a pivotal role in the annotation of functionally important regions of the genome.

There is common metaphor to compare the human genome with a 6 billion letter book, were words and sentences (although not separated by spacers and commas) are different functional elements of the genome: coding regions, distal regulatory elements (enhancers), protein binding sites, repeat sequences, etc. Volumes of this book are chromosomes, and chapters are gene loci, i.e. instructions on how to make proteins. There are about 20-25 thousand of such chapters in the human genome. Unlike books written by humans, the genome book contains some chapters to be read from left to right and others be read from right to left. The genomic regions called promoters contain guidelines about the orientation of the reading (transcription).

In 2001, the International Human Genome Sequencing Consortium reported the first draft sequence of the human genome (Lander et al. 2001). Since then, a set of amendments have been done to improve the human genome reference sequence (fill gaps between contigs and resolve the structure of repetitive sequences). However, as if having a text in Ancient Greek does not allows a English speaking person to understand what it is about (even if the latter is a mathematician and knows the Greek alphabet), having an assembled genome does not imply one can understand the meaning of each particular genomic sentence. Therefore, it is too early to say that we have “decoded” the human genome. What we have done: we assembled the book, but we still don’t know all elements of the language it was written in.

Currently the great community effort is being made to understand the logic of the genomic language. As in linguistics, we are interested to study syntax (how the language is formed, its structure), semantics (how meaning is inferred from the words) and pragmatics (how meaning is inferred from the context).
To describe the syntax of the genome, we can say that the genome of each human individual is written in 4-letter alphabet and it includes short and long repetitive sequences. In the genome, some k-mer words occur much more frequently than others; some k-mers are depleted, e.g. CG-pairs are depleted compared to other dinucleotides. The genomes of two human individuals are more than 99% similar. The difference is mostly due to the highly variable positions (single nucleotide polymorphisms, SNPs) or copy number polymorphisms (T. 1000 G. P. Consortium 2010; Conrad et al. 2010). Given that each genome is slightly different from another, the question that we now start to raise is how to represent the unified reference genome while taking into account the common genomic variants.

The understanding of genomic semantics includes the detection of the functional units in the genomic text and comprehension of how their combination is translated into the meaning, i.e. which genomic parts may be included into the RNA transcript and what may be the corresponding transcription rate. Speaking about functional units, we can list coding regions (exons) interspersed with long non-coding regions (introns), 5’ and 3’ transcribed but untranslated regions (UTRs), promoters and enhancers. The latter are most frequently located upstream promoters and inside introns (Andersson et al. 2014). In addition, there are non-coding RNA loci. For instance, microRNA loci often form clusters preceded by one common promoter region. Long non-coding RNA loci sometimes overlap coding regions, thereby giving an example of how the same text can be read in different directions providing different meanings.

We annotated more or less all exons of the human genome, and using the CAGE technique (Shiraki et al. 2003) we detected more or less all transcription start sites (TSSs, FANTOM projects). To map the enhancers of the human genome, several research groups took the coordinated initiative to locate TFBSs in dozens of cell types (the ENCODE project and FANTOM consortium)
Enhancers are often tissue specific, implying they are functional in one cell context and not in the other. They are composed of transcription factor binding sites (TFBSs), which are, all over again, functional in the cell-type specific manner. The sequence analysis can be applied to annotate TFBSs and understand how their combination (including the distance between them, their order and orientation) leads to the modulation of gene expression. The similar type of analysis is done to map miRNA binding in 3’ UTRs. Here again, the combination of miRNA binding sites defines, in a cell-type dependent manner, the translation rate of the corresponding mRNA transcript.

Even more challenging than to uncover the genome semantics is to comprehend the genome pragmatics, i.e. to understand the ways in which the context contributes to the meaning. The context in the genome is defined in large part by the chromatin landscape. Chromatin consists of DNA and DNA associated proteins. DNA is tightly bound around histone octamers (nucleosomes), which form the skeleton of chromatin. Histones carry dozens of posttranslational modifications that can be recognized by specific proteins (Berger 2007). In addition, specific histone variants can be employed in regions bearing particular function such as active and poised promoters: (H2A.Z) (Ku et al. 2012) or centromere borders (H3.3 phosphorylated on serine 31) (Hake et al. 2005). Chromatin also interacts with structural proteins, e.g. proteins of nuclear lamina. It was shown that genes located in lamina associated domains (LADs) of chromatin tend to be silent, or expressed at undetectable or very low levels (Kind et al. 2013).

One can think about chromatin landscape as of the second layer of information over the DNA code. If we think about the genome as of a book, then chromatin represents marginal notes across the pages. For example, these notes can tell the reader, i.e. the cell transcriptional machinery, to skip a chapter (repressive chromatin) or to prepare a chapter to be read (poised transcription defined by chromatin bivalent domains) (Ku et al. 2008). We can define at least five principal chromatin types using information about chromatin proteins binding DNA and key histone modifications (Filion et al. 2010). It was demonstrated that the same promoter coupled to a reporter gene can show 1000 fold different transcriptional activity when inserted in the “active” or “inactive” chromatin environment (Akhtar et al. 2013). This observation indicates that the pages of the genomic book are sometimes “glued” together that makes the whole their content inaccessible to the transcriptional machinery. The histone profiles and the binding site maps for a variety of DNA-associated proteins for a large number of cell types are in the process of being created by the research community (ENCODE project). Studying these maps will allow us to get closer to the understanding of the transcription semantics.

In the last decade, novel methods such as Chromosome Confirmation Capture (3C), its extensions 4C, 5C and hi-C, and Chromatin Interaction Analysis by Paired-End Tag Sequencing (ChIA-PET), have been applied to map interacting DNA regions and get insights into the 3D structure of the chromatin (Ernst 2012). Using these techniques, the smallest units
of the spatial genomic compartmentalization have been discovered. These units make 200-kilobase to 1 Mb in size and are often called topologically associating domains (TADs) (Nora et al. 2012). TADs are characterized by numerous long-range interactions of loci in the same domain and much more sporadic interactions of loci in adjacent domains. TADs are usually delimited by binding sites of transcriptional repressor CTCF, which is known to work as chromatin barrier, blocking the interaction between enhancers and promoters. The further study of the chromatin interaction maps will reveal the role of chromatin in genome regulation in normal cells and disease.

In cancer cells, genomic mutations and rearrangements introduce changes in the functional meaning of the genomic text both on the level of semantics (DNA) and pragmatics (chromatin).

Point mutations and indels can modify the protein coding regions; such changes are likely to be reflected in the structure of the corresponding proteins. Also, small size mutations in promoters and enhancers can result in the destruction of TFBSs and thus can bring alterations in the program of gene expression. Large deletions and amplifications can remove or duplicate one or more genes. This may lead to significant changes in the gene expression rates. “Chimeras” may be formed at the places of fusion of two genes. Such chimeric genes encode proteins that couple two existing protein functions or, in rare cases, possess a novel function in the cell. Also, translocations and other large structural variants can disrupt the structure of LADs and TADs, and thus result in aberrant gene expression. Using recent genome sequencing techniques, we can now characterize these events in cancer (Medvedev, Stanciu, and Brudno 2009; Medvedev et al. 2010; Boeva, Popova, et al. 2012; Koboldt et al. 2012).

Changes of the chromatin context, also called epigenetic changes, have been shown to play a role in cancer development and progression (Esteller 2007). One example is recently discovered phenomenon of long range epigenetic silencing (LRES). In LRES, long genomic regions including dozens of genes are simultaneously silenced by chromatin modifications (placement of repressive chromatin marks such as H3K27me and DNA methylation). These regions often include several tumor suppressor genes whose expression becomes turned off in a concerted manner in cancer. LRES has been shown to affect gene expression in many cancer types including bladder cancer (Stransky et al. 2006), colorectal cancer (Dallosso et al. 2012; Frigola et al. 2006), breast cancer (Novak et al. 2008) and prostate cancer (Coolen et al. 2010). By using the analysis of high-throughput sequencing data (ChIP sequencing), we can now identity epigenetic changes in cancer (Ashoor et al. 2013).
2 PATTERNS IN THE GENOMIC SEQUENCE AND THEIR ROLE IN REGULATION OF GENE EXPRESSION

The human genome contains a variety of motif hits or patterns (Figure 1). A far from exhaustive list of genomic patterns include (i) tandem repeats and transposable elements, (ii) stretches of GC- or AT- rich sequences (e.g. CpG islands), (iii) binding sites of DNA associated proteins, (iv) splice sites, and (v) DNA and RNA binding sites of non-coding RNA molecules. Different pattern often overlap each other or share function. Since we perform functional annotation of RNA binding sites using the genomic sequence as the system of reference, I deliberately put together binding sites located on DNA and RNA.

Figure 1. Illustration of genomic patterns (out of scale). Different functional groups of genomic elements (exons, regulatory modules, etc.) are shown by vertical stripes. Different genomic patterns (repeats including tandem repeats and transposable genetic elements, binding sites of transcription factors, splice sites, miRNA binding sites) are shown by colored shapes.

Repeats More than 45% of the human genome corresponds to repetitive sequences (Derrien et al. 2012). Among them, one distinguishes tandem repeats (DNA is repeated in head to tail fashion: microsatellites, minisatellites and satellite sequences) and interspersed repeats (similar sequences are located throughout the genome). The latter correspond to such as transposable elements as SINEs and LINEs, accounting for 12.5% and 20% of the human genome, respectively.
The category of tandem repeats accounts for 10 to 15% of the human genome. While short tandem repeats can serve as binding sites for specific transcription factors (Shi et al. 2000; Guillon et al. 2009), long satellite repeats can play a role in the 3D structure shaping of the genome. For instance, the α-satellite family of repeats (~171 bp tandem repeats) are bound by the fundamental component of the centromere CENP-C and are essential for centromere function by ensuring proper chromosome segregation in mitosis and meiosis (Politi et al. 2002).

**AT- or GC- rich sequences**  
AT- or GC- rich sequences are often located in the gene promoters playing a role in transcription initiation. Approximately 24% of human genes contain an AT-rich sequence within the core promoter, with 10% containing a canonical TATA-box motif (TATAAWWR, W=A/T, R=A/G) (Yang et al. 2007). The TATA-box recruits the TATA binding protein (TBP), which unwinds the DNA; also, due to weaker base-stacking interactions among A and T (rather than G and C), the AT-rich sequence facilitates the unwinding. The remaining 76% of the human promoters are GC-rich and contain multiple binding sites of the transcriptional activator SP1 (Yang et al. 2007). As much as 56% of the human genes, including most of the housekeeping genes, possess CpG islands, i.e. 300-3000bp GC-rich sequences around gene TSS with the high density of CpG dinucleotides. The high methylation level of CpG sites in CpG islands is associated with transcriptional repression. Polycomb group (PcG) repressor proteins recognize CpG islands that are unmethylated and unprotected by transcription factors (Klose et al. 2013). PcG proteins associate with DNA methyltransferases responsible for methylation of CpG islands (Viré et al. 2006). Also, some components of the PcG proteins have histone methyltransferase activity and trimethylate histone H3 on lysine 27, which is a mark of transcriptionally silent chromatin.

**Transcription factor binding sites**  
Transcription factors are proteins with DNA binding activity involved into the regulation of transcription. They are able to modulate gene expression by binding to the promoter or enhancer sequences. Although these proteins have DNA binding domains, in some cases they may bind the DNA indirectly, by interacting with another transcription factor. For instance, PU.1 and GATA-1 (transcription factors playing a critical role in the differentiation of hematopoietic lineages) interact through the ETS domain of PU.1 and the C-terminal finger region of transcription factor GATA-1; as a result, PU.1 can bind to DNA both directly and indirectly, through the assistance of GATA-1 (Figure 2) (Burda, Laslo, and Stopka 2010). Transcription factors have preferences for a set of DNA sequences called “binding motifs”. Sequences forming the motif have different binding affinity. There are several ways to define binding motifs. One of the most common ways is the positional weight matrix (PWM) containing the log odds weights for computing the binding affinity score. This topic is discussed in details in the next section. As it will be shown later, in some cases the same transcription factor is able to bind quite dissimilar motifs.
It is interesting that in such situation the choice of motif bound may define the action of this transcription factor on gene expression (Guillon et al. 2009).

**Figure 2.** Direct and indirect binding of transcription factor PU.1 to DNA. **A.** Direct binding of transcription factor PU-1 to DNA to the consensus motif sAGGAAs, which may lead to transcriptional activation. **B.** Indirect binding of PU.1 to DNA, which may lead to transcriptional repression.

Transcription factors often interact with each other or compete for DNA binding. Then, their binding sites co-localize or overlap (Jie Wang et al. 2012). Co-localization of TFBSs can be also due to the communal action of a set of transcription factors: First, transcription factors capable of binding inactive chromatin bind to DNA and create the open chromatin environment through the recruitment of histone acetyltransferases. Then, other transcription factors (lacking the above capability) become able to bind DNA and activate gene transcription by interacting with the RNA polymerase machinery (Farnham 2009). Analysis of the distance and orientation preferences between the sites of co-binding transcription factors helps to predict possible protein-protein interactions and enables discovery of the mechanisms of transcriptional regulation by transcription factors.

**Splice sites** Splicing is the event when introns are removed from the pre-messenger RNA transcript. The remaining exons are joined together to form later on mature messenger RNA. Generally in eukaryotes, the process of splicing is catalyzed by spliceosomes. These proteins recognize a donor site (almost invariantly GU at the 5’ end of the intron), a branch site (an adenine nucleotide followed by pyrimidine-rich tract near the 3’ end of the intron) and an acceptor site (almost invariantly AG at the 3’ end of the intron) on RNA transcript. DNA mutation of a splice site may have a wide range of functional consequences, among them exclusion of an exon from the mature mRNA, inclusion of an intron or a part of an intron. The latter often results in a disruption of the reading frame or a premature stop codon, and thus gives rise to a defective or truncated protein.

**miRNA binding sites** While the binding of regulatory proteins to promoter and enhancer DNA regions regulates the expression of the targeted protein at the level of transcription, in animals the binding of micro RNA molecules (miRNAs) to the 3’UTR region of mRNA transcript regulates the amount of the protein at the post-transcriptional level. The interaction of a miRNA as part of an active RNA-induced silencing complex (RISC) with a 3’UTR of the targeted mRNA transcript results in either inhibition of translation or increased
degradation of this transcript. miRNA complex recognizes the 6-8 nucleotides at the mRNA 3’UTR which is complementary to the miRNA “seed” region (Bartel 2009). In the human genome there are more than 2000 unique miRNAs. One miRNA can target several genes, and the same 3’UTR can be targeted by multiple miRNAs. Sequence analysis of gene’s 3’UTR coupled with the analysis of evolutionary conservation of the gene 3’UTR allows predicting miRNA-target pairs (Yue, Liu, and Huang 2009). Mutations in a miRNA target site may cause an escape from miRNA repressive regulation and thus result in protein overexpression (Chin et al. 2008). Alternatively, a mutation in the 3’UTR of a gene can create a new active miRNA binding site, negatively affecting gene expression (Ramsingh et al. 2010).

During my doctoral studies, I focused my work on the formulation of the models and development of statistical methods for the discovery of tandem repeats in the eukaryotic genomes. I have obtained exact formulas for the P-values of occurrence of fuzzy tandem repeats (FTRs) and developed an FTR identification algorithm implemented in the TandemSWAN software (Boeva et al. 2006). The TandemSWAN website (http://favorov.bioinfolab.net/swan/tool.html) allows researchers to annotate exact and fuzzy tandem repeats in genomic sequences. It is usual to mask such repeats in order to avoid artifact discoveries, for example, during the analysis of next-generation sequencing data.

My post-doctoral project, which was aimed at the in silico discovery of TFBSs, continued my work on genomic sequence analysis. The main results are discussed in section 2.1. Section 2.2 describes my work on the methodology of TFBS detection using experimental ChIP sequencing (ChIP-seq) data. Section 2.3 focuses on the methodology of ChIP-seq data analysis for the detection of histone modifications, which we developed with a PhD student Haitham Ashoor who worked under my co-supervision.

2.1 In silico detection of transcription factor binding sites (TFBSs)

As it was stated above, transcription factor motifs are sets of DNA sequences that have higher affinity for binding by transcription factors. Further, each occurrence of a binding motif in the DNA sequence is referred to as motif hit. In the case of the direct binding of transcription factor to DNA, its binding site usually contains one or more hits of the corresponding binding motif.

There are several ways to define the set of sequences constituting a binding motif.

**Enumeration** All sequences with a potential to be bound by a transcription factor could be enumerated. The information about these sequences can be obtained from SELEX experiments (Oliphant, Brandl, and Struhl 1989). One of the drawbacks of this type of the binding motif description is that it does not allow discriminating sequences with strong and weak binding affinities.
**Consensus** An alternative model for motif description is a consensus motif constructed using the nomenclature of the International Union of Pure and Applied Chemistry (IUPAC):

- **A** = adenine
- **G** = guanine
- **U** = uracil
- **Y** = T or C (pyrimidine)
- **M** = A or C (amino)
- **W** = A or T (weak bonds)
- **D** = G or A or T (all but C)
- **H** = A or C or T (all but G)
- **V** = G or C or A (all but T)
- **K** = G or T (keto)
- **R** = G or A (purine)
- **S** = G or C (strong bonds)
- **B** = G, T, or C (all but A)
- **N** = A, G, C, T (any)

For instance, the IUPAC consensus for the binding motif of transcription factor PU.1/Spi-1 can be written as RRVRGGAASTS (compare with the PU.1/Spi-1 logo in Figure 3) (Ridinger-Saison et al. 2012). The shortcoming of this way of modeling binding motif is that many functional binding sites may not be included in the motif.

**Position Weight Matrix** Position weight matrix (PWM) is the most frequently used mathematical model of binding motif (Stormo 2000). PWM contains the information about the position-dependent frequency of each nucleotide in the motif. This information is represented as log odds weights \(w_{\alpha,j}\) for computing a match score: \(w_{\alpha,j} = \log_2(F_{\alpha,j}/b_{\alpha})\), where \(F_{\alpha,j}\) is frequency of nucleotide \(\alpha\) at position \(j\) and \(b_{\alpha}\) is the background probability nucleotide \(\alpha\). Small sample correction is usually included in \(F_{\alpha,j}\) to avoid taking logarithm from zero. A match score for a sequence \(A = a_1a_2\ldots a_k\) is computed as \(S_A = \sum_j w_{a_j,j}\).

PWMs can be experimentally determined from SELEX experiments or computationally discovered from ChIP-seq data. PWMs can be experimentally determined from SELEX experiments or computationally discovered from ChIP-seq data.

Using PWM representation of motif, it is possible to distinguish strong binding sites (high PWM score) and weak binding sites (moderate PWM score). It may however be a problem to distinguish weak binding sites from the background (low or negative PWM score). Usually, a cutoff on the PWM score is used to decide whether a given sequence matches the motif. The
choice of this cutoff is a complex statistical task. In section 2.1.1, I describe a method we
developed to define the most biologically relevant cutoff for motif PWMs.

**Bayesian networks** Although PWM is the most widely used mathematical representation of
transcription factor specificity, it still has drawbacks. PWM assumes that the positions within
the binding site are independent, and the contribution at one position of the binding site to the
overall affinity does not depend on the identity of nucleotides in other positions of the site.
Modeling position dependencies with Bayesian networks provides an elegant solution to this
problem (Barash et al. 2003; Grau et al. 2006). However, since there is no easy way to visualize
motifs defined as a Bayesian network, this approach remains rarely used by the
research community.

Further, we choose the PWM model to represent binding motifs. Given that a cutoff is
correctly selected, we assume that transcription factor binds DNA sequences with the PWM
scores higher than the cutoff.

**In silico** detection of TFBS may be separated into two tasks: detection of binding sites of
transcription factors with known binding motifs (PWMs) and *de novo* motif discovery.
Sections 2.1.1 and 2.1.2. focus on these two questions.

### 2.1.1. Detection of binding sites of transcription factors with known PWMs

There exist several public and commercial databases storing the PWMs for known
transcription factor binding motifs. The majority of these PWMs were calculated based on
ChIP-seq and SELEX experiments.

- **HOCOMOCO**: a comprehensive collection of human transcription factor binding sites
  models (Kulakovskiy et al. 2013).
- **JASPAR 2014**: an extensively expanded and updated open-access database of
  transcription factor binding profiles (Mathelier et al. 2014).
- **SwissRegulon**: a database of genome-wide annotations of regulatory sites (Pachkov et
  al. 2007).
- **TRANSFAC®**: a commercial database on TFBSs, PWMs and regulated genes in
  eukaryotes (Matys et al. 2006).

True binding sites usually score high with the corresponding PWM, while the background
sequences have low PWM scores. It is not sufficient to scan a DNA region to get a PWM
score at each position. The main difficulty is to correctly set the cutoff on the PWM score to
separate the true binding sites from the background. Evaluation of statistical significance of
motif hits can help to solve this issue (Boeva et al. 2007).

When PWM score cutoff \( c \) is given, it is possible to enumerate all possible sequences
matching PWM with a score above the cutoff. Let us call this set \( M_c = \{A_{s_1}, A_{s_2}, \ldots, A_{s_k}\} \),
where \( A_{s_i} \) are all nucleotide sequences with PWM score \( s_i > c \). The higher the cutoff \( c \), the
smaller the set of motif sequences $M_c$. Given a set of regulatory regions (enhancers or promoters) $R$, we can define the number $N_{R,c}$ showing how many $A_{s_i}$ from $M_c$ occurred in $R$. With a higher cutoff, fewer motif hits will be detected; the corresponding binding sites are likely to have strong binding affinity. With a lower cutoff, more motif hits are detected; they would correspond to both strong and weak binding sites.

In regulatory regions, binding sites often tend to occur in clusters and are overrepresented in the set $R$ of regulatory sequences targeted by the transcription factor. It is not the case for random sequences. The procedure we developed to specify the cutoff on PWM score for set $R$ is based on this assumption.

The significance of motif hit overrepresentation can be measured through the P-value, i.e. the probability to observe at least the same number $N_{R,c}$ of motif hits with cutoff $c$ in a random sequence of the total length equal to the total length of sequences in $R$ (Figure 4). Setting different cutoffs $c$, one would get different number of motif hits $N_{R,c}$ in $R$ and different P-values, $P(M_c, N_{R,c})$. Minimum of $P(M_c, N_{R,c})$ over $c$ will provide a cutoff corresponding to the most significant motif overrepresentation in $R$. This approach can be equally applied to several PWM corresponding to several transcription factor binding motifs (Figure 5).

| Cutoff of PWM score | # sequences in motif | # motif hits in the enhancer set | -log10(P-value) |
|---------------------|---------------------|----------------------------------|-----------------|
| 3.0                 | 1020                | 320                              | 5.439           |
| 3.5                 | 880                 | 246                              | 7.012           |
| 4.0                 | 690                 | 114                              | 2.721           |
| 4.5                 | 530                 | 89                               | 2.920           |
| 5.0                 | 256                 | 78                               | 3.753           |
| 5.5                 | 216                 | 51                               | 4.890           |
| 6.0                 | 198                 | 42                               | 5.422           |
| 6.5                 | 120                 | 36                               | 6.186           |
| 7.0                 | 80                  | 25                               | 2.939           |
| 7.5                 | 44                  | 23                               | 3.371           |
| 8.0                 | 16                  | 16                               | 3.923           |
| 8.5                 | 2                   | 6                                | 3.652           |

**Figure 4.** PWM score cutoff selection for a set of enhancer regions. Two local maxima in the P-value graph provide two P-value cutoffs that correspond to primary binding sites (high cutoff) and “shadow” binding sites (low cutoff). The table shows how many potential k-mer sequences match the PWM with a given cutoff (column 2), the number of motif hits in the set of enhancers (column 3) and the corresponding P-value (column 4).
The exact P-value calculation for multiple motifs with overlapping (and self-overlapping) motifs is a difficult computational task. The compound Poisson distribution formula for the P-value provides a good approximation, but not in the case of several highly overlapping motifs. For overlapping motifs, one needs a more precise method for the P-value calculation. We developed an exact algorithm for P-value calculation for the general case of heterotypic clusters of motifs, which was based on the Aho-Corasick automaton and employed a prefix tree together with a transition function (Boeva et al. 2007). This statistical approach was implemented in C++ software: Aho-Corasick Probability calculator (AhoPro, http://favorov.bioinfolab.net/ahokocc/). AhoPro enables detection of transcription factor binding sites in a given DNA sequence and calculation of statistical significance of the results. It accepts six models for transcription factor binding sites and can calculate P-values for several (possibly overlapping) transcription factor binding motifs. Zero or first order Markov chains can be adopted as null models for the random text.

This approach was applied to the identification of binding sites of cooperatively and anti-cooperatively functioning regulatory proteins in *D. melanogaster* (Boeva et al. 2007). By employing this method, we discovered the phenomenon of “shadow” TFBS in the enhancers of the *D. melanogaster* genome. Shadow binding sites are low affinity binding sites that alone are not capable to retain the transcription factor long enough to ensure the activation/repression function but instead are used to maintain a high concentration of transcription factor in the vicinity of the primary binding sites.

![Figure 5](image.png)

*Figure 5.* Simultaneous PWM score cutoff selection for PWMs of two *D. melanogaster* transcription factors: Bicoid and Krüppel. The graph shows the distribution of $\log_{10}(P\text{-value})$ as a function of the cutoff for the two PWMs for the enhancer of the gene even-skipped stripe 2 (*eve2*). The red point corresponds to the most significant combination of PWM and cutoffs.
We should mention that the choice of the background model is very important. Using Markov chains allows capturing the dependencies between nucleotides in the background. For instance, one can take into account the low or high frequencies of CpG nucleotides in the set of enhancer or promoter sequences.

2.1.2. De novo motif discovery

When the PWM of the transcription factor of interest is not known, it can be obtained using de novo motif discovery from a set of DNA sequences containing binding sites of this transcription factor. The technique consists of defining the most overrepresented motif in a given set of DNA sequences. The set of DNA sequences containing TFBSs of a particular protein can be obtained with SELEX or ChIP-x experiments (i.e. ChIP-seq, ChIP-exo, ChIP-on-chip). ChIP-Seq (Johnson et al. 2007) and ChIP-exo (Rhee and Pugh 2011) consist of the immunoprecipitation of protein–DNA complexes followed by massively parallel sequencing of short ends of immunoprecipitated DNA. These techniques succeeded the ChIP-on-chip technique and have nearly replaced the latter because of the increased accuracy in identification of TFBSs. Below I will focus on the de novo motif discovery for the ChIP-seq technique.

ChIP-seq yields a set of DNA regions (also called peaks) where each position has a weight reflecting how often a given DNA region was cross-linked with the protein of interest during ChIP stage (coverage profiles). The output of a ChIP-seq experiment can include tens of thousands of peaks, some longer than 1000 bp.

For de novo motif detection, we designed ChIPMunk, an iterative algorithm that combines greedy optimization with bootstrapping and uses coverage profiles as motif positional preferences (Kulakovskiy et al. 2010). ChIPMunk does not require truncation of long DNA segments and it is practical for processing up to tens of thousands of data sequences. The comparison with traditional (MEME) (Bailey et al. 2009) or ChIP-Seq-oriented (HMS) (Hu et al. 2010) motif discovery tools showed that ChIPMunk identified the correct motifs with the same or better quality than other tools but worked dramatically faster. Also, Ma et al. provided an extensive comparison of de novo motif discovery tools capable of using ChIP-seq data, where they demonstrated that ChIPMunk and POSMO were the best-performing tools (Ma et al. 2012).

Usually, we are interested in the discovery of several binding motifs. It can be several binding motifs for the same transcription factor or co-factor binding motifs. For these two cases, different motif discovery procedures should be applied. These two procedures are implemented in ChIPMunk as “Mask sequences” and “Mask motifs” modes. The first motif identified is always the motif with the highest Kullback discrete information content (KDIC). Then, the second motif is identified as the motif with the highest KDIC either in the sequences that do not contain the first motif (“Mask sequences” mode), or in the total set of
sequences where the hits of the first motif have been masked (“Mask motifs” mode) (Figure 6).

Figure 6. Two modes of multiple motif detection: “Mask sequences” mode to discover binding motifs of the same transcription factor, and “Mask motifs” mode to discover binding motifs of co-factors. After the first motif is identified, either all sequences containing this motif hits are removed from further analysis (sequences in grey, “Mask sequences” mode), or motif hits are masked (motif hits in grey, “Mask motifs” mode). The second motif is defined as the motif with the highest KDIC in the remaining nucleotide sequences.

The underlying assumption to use the “Mask sequences” mode is that the same transcription factor can, in some cases, bind to significantly different binding motifs; but almost each binding site should contain at least one instance of one of the binding motifs (Jie Wang et al. 2012). We should mention that frequently a transcription factor has only one binding motif; the higher the PWM score of the corresponding motif, the stronger the binding affinity (Kulakovskiy et al. 2013; Kulakovskiy et al. 2010). In this case, the “Mask sequences” mode will output only one motif. This motif will be present in almost all sequences from the set. The situation when the same transcription factor has different binding motifs can also occur. For instance, it is the case of EWS-FLI1 (Guillon et al. 2009) or NRSF (Johnson et al. 2007) (Figure 7). Also, some proteins, such as PU.1, can bind to DNA both directly and indirectly (Figure 2). In these cases, the “Mask sequences” mode will provide as a result several motifs; it can be the motifs for the direct and indirect binding (e.g. motifs for PU.1 and GATA1 for the situation illustrated in Figure 2).
Figure 7. Transcription factor can have several binding motifs. (A) Logos for binding motifs of transcription factor NRSF with 11 bp and 17 bp spacer between half-sites (Johnson et al. 2007); (B) Logos for binding motifs of chimeric transcription factor EWS-FLI1 (Guillon et al. 2009; Boeva et al. 2010).

The underlying assumption for the utilization of the “Mask sequences” mode is that co-factors of the main transcription factor bind close to the main transcription factor in the regions detected with the chromatin immunoprecipitation of the main transcription factor (Figure 6, right panel). Thus, binding motifs of co-factors can be detected as over-represented motifs after the motif hits of the main transcription factor have been masked.

When binding motif is identified de novo, it is possible to compare its PWM or IUPAC consensus with the known motif PWMs stored in the transcription factor motif databases (JASPAR: http://jaspar.genereg.net/, Motif Comparison Tool of the MEME Suite: http://meme.nbcr.net/meme/cgi-bin/tomtom.cgi).

2.2 In vivo detection of transcription factor binding sites

In the previous sections, I described the methods for motif discovery when a set of enhancer or promoter sequences containing the binding motif was given. However, the definition of this dataset is per se a challenging topic. The most common way to define sequences containing transcription factor binding sites is to perform ChIP-seq experiments and call regions enriched in the ChIP-seq signal.

At the completion of a ChIP-Seq experiment, millions of short (∼35–75 bp) directional DNA reads are obtained; they can be positioned (or aligned) to the reference genome of the sample organism (Johnson et al. 2007). Each short read represents an extremity of a longer DNA fragment (usually, ∼200–400 bp) isolated from the chromatin immunoprecipitation. The fragment length distribution is determined by a DNA shearing technique, usually sonication, preceding chromatin immunoprecipitation. Most of the reads, when extended to the length of the initial DNA fragments, were bound by the protein of interest. By extending each read, it is then possible to identify areas of overlap of immunoprecipitated fragments and locate the protein-DNA binding event. This is usually done through the calculation of the density profile.
of DNA fragment coverage. Regions with high density are called peaks. The procedure of peak calling through read extension (Figure 8A) was first implemented in the FindPeaks software (Fejes et al. 2008).

Another way to calculate density profiles is implemented in one of the most used peak calling software, MACS (Zhang et al. 2008). MACS evaluates the distance between clusters of forward and reversed mapped reads, then shifts the reads by half of this distance and calculates the density as the number of overlapping shifted reads per position (Figure 8B). This procedure is the first step of the peak calling through read shift.

![Figure 8. Calculation of density profile using read extension (A) and read shift (B, adopted from (Pepke, Wold, and Mortazavi 2009)).](image)

Not every peak (region enriched in overlapping extended or shifted reads) contains a true binding site. Low peaks (with moderate read density) can occur by chance. Thus, to characterize the read enrichment and discriminate true binding from background noise, a statistical model should be applied. To this moment, there are more than 20 different tools that perform this task for ChIP-seq data for transcription factors (Wilbanks and Facciotti 2010; H. Kim et al. 2011). The background model can be based on the uniform distribution of sequenced reads along the genome. Under such a background model, the Poisson P-value can be applied to evaluate the significance of read over-representation in a given region (Zhang et al. 2008). Often a negative control experiment is performed to assess the distribution of sequenced reads in the background. The last studies showed that an appropriate control data set is critical for analysis of any ChIP-seq experiment because DNA breakage during sonication is not uniform (Landt et al. 2012). Two types of control experiments are commonly used. The first one is sequencing “Input DNA”, i.e. perform all steps of ChIP-seq library preparation including cross-linking and fragmentation without chromatin immunoprecipitation. The second one is performing a ChIP-seq experiment using a nonspecific immunoglobulin G (IgG) antibody (“IgG” control).

In addition to ununiformed DNA breakage during the DNA shearing stage, other factors can contribute to the clustering of background reads in the control and ChIP experiments. The most prominent one is misalignments of reads coming from repetitive regions. Some tools
provide an explicit option to exclude repetitive regions known to contain clusters of reads from the background (Nix, Courdy, and Boucher 2008; Boeva et al. 2010). Amplification of genomic DNA (e.g. due to copy number aberrations in cancer) results in high read density in both the control and ChIP datasets in the corresponding regions. Thus, one needs to formulate an appropriate statistical model for the detection of binding sites in ChIP-seq data to take the above biases into consideration.

In 2010, we demonstrated that the accuracy of peak calling can be considerably improved by incorporating information about genomic sequences of peaks in addition to coverage depth information (Boeva et al. 2010). We presented an algorithm based on the idea that functional binding sites of transcription factors should contain a consensus motif (or a set of consensus motifs). The algorithm was implemented in the MICSA software (Motif Identification for ChIP-Seq Analysis).

The MISCA workflow consists of four main steps: (i) identification of all candidate peaks using read extension, (ii) identification of binding motif PWMs from a subset of peaks, (iii) detection of motif hits in all candidate peaks, and (iv) optimization of the peak calling output by calculating statistics taking into account information about both motif hit and depth of coverage.

The set of candidate peaks obtained after the first step contains a large number of false positive predictions. To filter them out, other methods commonly determine a threshold on DNA read density (Valouev et al. 2008; Ji et al. 2008; Kharchenko, Tolstorukov, and Park 2008). However, our experience and that of other researchers showed that even low candidate peaks (i.e. regions with low read density) often contain functional binding sites. We proposed an approach based on the presence of motif information in peak sequences. We used this information to retain additional peaks containing strong motifs, especially those with low read density. For each subset of peaks with a given read density, the algorithm chooses a criterion for peak retention based on motif strength and position within the peak. Then, the number of false positive peaks expected to satisfy the criterion is evaluated. The algorithm contains an optimization procedure applying different criteria in an attempt to maximize the total number of selected peaks for all subsets without having the estimated total number of false positive peaks exceed the user defined threshold.

MICSA is able to automatically identify overrepresented TF binding motifs. Importantly, MICSA identifies several binding motifs, which, as we showed with the EWS-FLI1 example, can possibly carry different biological functions. For detect several PWMs of motifs overrepresented in the set of candidate ChIP-seq peaks, MICSA uses the “Mask sequences” mode described in section 2.1.2.

The statistics calculated by MICSA allows keeping high peaks (i.e. regions with high number of immunoprecipitated fragments) as well as low and moderate peaks with strong motif hit in
the peak center (Figure 9) in the final peak set. Low peaks without strong motif hit will be removed from the final dataset.

Since MICSA checks for motif occurrences in all peaks including those with very low coverage depth, there is no need in the explicit selection of threshold on read density. The only parameter that remains to be specified is the maximal number of expected false positive hits among selected peaks or the maximal false discovery rate (FDR).

Figure 9. Illustration of the procedure of peak score calculation employed by the MICSA algorithm.

In the corresponding paper (Boeva et al. 2010), we demonstrated that MICSA provided better results in the terms of sensitivity of binding site detection compared to ten other peak calling tools: MACS (Zhang et al. 2008), PeakSeq (Rozowsky et al. 2009), QuEST (Valouev et al. 2008), spp/wdt (Kharchenko, Tolstorukov, and Park 2008), Useq (Nix, Courdy, and Boucher 2008), F-Seq (Boyle et al. 2008), CisGenome (Ji et al. 2008), ERANGE/ChIPSeqMini (Mortazavi et al. 2008), SISSRs (Jothi et al. 2008) and FindPeaks (Fejes et al. 2008). We also demonstrated the high reproducibility of peaks called by MICSA.

The main steps of the most typical ChIP-seq analysis were assembled in a web-based tool, Nebula (Boeva, Lermine, et al. 2012). Nebula is based on the Galaxy open source framework. Galaxy already includes a large number of functionalities for mapping reads and peak calling. We added the following to Galaxy: (i) peak calling with FindPeaks and a module for immunoprecipitation quality control, (ii) de novo motif discovery with ChIPMunk, (iii) calculation of the density and the cumulative distribution of peak locations relative to gene transcription start sites, (iv) annotation of peaks with genomic features and (v) annotation of
genes with peak information. Nebula generates the graphs and the enrichment statistics at each step of the process. During steps iii–iv, Nebula optionally repeats the analysis on a control dataset and compares these results with those from the main dataset.

MICSA and new functionalities including the possibility of analysis of cancer ChIP-seq datasets are going to be added to Nebula during the internship in our lab of a master student Amira Kramdi, who will work under my supervision in summer 2014.

2.2.1. Transcriptional regulation by oncogenic EWS-FLI1 in Ewing sarcoma

An example of ChIP-seq data analysis using the methods described in the previous sections is provided by the study of mechanisms of transcriptional regulation by EWS-FLI1, a chimeric protein causing Ewing sarcoma (Guillon et al. 2009; Boeva et al. 2010).

Ewing tumors, the second most frequent bone tumors in teenagers and young adults, show specific translocations fusing the 5’ part of EWS to the 3’ sequence encoding the DNA binding domain of an ETS factor (Arvand and Denny 2001). In most cases, translocations occur between chromosomes 11 and 22, leading to the formation of the aberrant EWS-FLI1 chimeric transcription factor (Delattre et al. 1992). In rarer cases, ERG, E1AF, ETV1 or FEV that encode other ETS family members are fused to EWS. The chimeric transcription factor EWS-FLI1 has, as a result of a fusion of two genes, DNA binding domain of transcription factor FLI1 and activation domain of RNA binding protein EWS. EWS-FLI1 can recognize in vitro the same sequences as FLI-1 (Mao et al. 1994), but is a more potent transactivator than the wild type factor. This abnormal transcription factor is a key oncogene in Ewing sarcoma.

In an attempt to decipher a general EWS-FLI1 DNA binding mechanism and to identify candidate direct target genes in the Ewing tumor context, we have combined ChIP-Seq for EWS-FLI1 and the analysis of EWS-FLI1-induced gene expression modulation (HG133A Affymetrix gene expression array). For the ChIP-seq, we used a FLI1-specific antibody that binds both FLI-1 and EWS-FLI1. Since FLI-1 is not expressed in Ewing cells, we did not expect off-target effects. A control was obtained using the same anti-FLI1 antibody in a rhabdoid tumor cell line (MON) that does not express EWS-FLI1 or ETS family TFs.

In our case, the total amount of sequenced DNA was insufficient for straight-forward identification of the majority of binding sites. Peak calling using the FindPeaks software (Fejes et al. 2008) showed a very limited number of regions of EWS-FLI1 specific binding (246 binding sites); the assessment of the FDR using the background model based on the peak height distribution in the control dataset resulted in evaluated FDR of 20% for this set of 246 binding sites. Upon the analysis with the MICSA algorithm, we were able to discover 2,264 potential binding sites with FDR evaluated at the level of 5% using the background model that takes into account peak height distribution in the ChIP and control datasets and genomic nucleotide content.
MICSA was able to identify two consensus motifs occurring in the DNA sequences of peaks called (Figure 7B). The first motif represented a \(( GGAA)_{≥6}\) microsatellite and it was found in 496 peak sequences; the second motif, found in 1,768 peak sequences, corresponded to the consensus RCAGGAARY \((R = A/G, Y = T/C)\). Since the single RCAGGAARY consensus motif resembles the known binding motifs for the ETS TF family, we refer to it as the ETS motif. Interestingly, the extracted ETS motif, although resembling the consensus motif of FLI1 \((CCGGAARY)\), did not completely coincide with the latter, even though EWS-FLI1 shares the same DNA-binding domain as FLI1.

We compared the locations of peaks discovered with gene expression data for the Ewing cancer cell line A673 in both the presence and the absence of EWS-FLI1 using a random set of peaks as a control (Figure 10). To create the random set (grey in Figure 10) we randomly selected 2,264 locations in the annotated part of the human genome \((NCBIv36, hg18)\). From the expression data, we extracted a list of putative target genes of EWS-FLI1: 557 genes down-regulated by EWS-FLI1 and 577 up-regulated genes \((\text{fold change } >|2|\) with a Welsh \(P\)-value <0.01).

Our analysis revealed the tendency of sites bearing GGAA-microsatellites to activate the expression of neighboring genes \((\text{sites found from 150-kb upstream to 50-kb downstream of gene transcription start sites (TSSs)})\) (Figure 10A), while sites with the ETS motif do not seem to have a definite activator function (Figure 10B). ETS sites show some transcriptional inhibitory influences on gene expression when located in the first 50-kb downstream of the TSSs. However, when ETS-sites are found further away from genes \((\text{within 1 Mb upstream or downstream but not in the first 50-kb downstream TSS})\), both activatory and inhibitory influences are observed for EWS-FLI1 transcriptional activity. Among other hypotheses, this could be explained by competitive binding of EWS-FLI1 and native repressor or activator transcription factors.

Our analysis confirmed binding sites for five known direct target genes of EWS-FLI1: \(\text{MYC, CCND1, TGFBR2 (Fukuma et al. 2003), CAV1 (Tirado et al. 2006) and IGF1 (Cironi et al. 2008)}\). In two cases out of five, a binding site was identified inside the gene and not in the promoter region. MICSA predicted many new possible direct targets of EWS-FLI1. Among them we found \(\text{PPP1R1A, LBH, FAS, CAV2 and NBL1}\). This information helped to construct a detailed regulation network for Ewing sarcoma \((\text{Stoll et al. 2013)}\).
Figure 10. Histogram of distances between predicted/random peaks and genes up-/down-regulated by EWS-FLI1. (A) Predicted sites containing (GGAA)$_n$ microsatellites; (B) ETS sites (site without (GGAA)$_n$ microsatellites). EWS-FLI1 binding to GGAA microsatellites results in significant expression activation of neighboring genes. EWS-FLI1 binding to single ETS sites can produce both negative and positive effects on transcription of neighboring genes. The $P$-values were directly evaluated by Monte-Carlo simulations of random peaks. Distances from the TSSs of modulated genes to random peaks (iterative trials) and to predicted sites were calculated. The $P$-values correspond to the probability to get at least the observed number of distances falling within a given 50-kb window, under the hypothesis that peaks are randomly distributed and their coordinates are independent of coordinates of TSSs of EWS-FLI1 modulated genes. Bars above the dashed line correspond to a $P$-value <0.01.

### 2.2.2. Transcriptional regulation by oncogenic Spi-1/PU.1 in erythroleukemia

The second example of analysis of ChIP-seq data is given by our study aimed at discovery of mechanisms of transcription regulation by Spi-1/PU.1, a transcription factor overexpressed in erythroleukemia (Ridinger-Saison et al. 2012).

Spi-1/PU.1 belongs to the same ETS transcription factor family as FLI1 (the DNA-binding partner of EWS in the chimera causing Ewing sarcoma). Spi-1/PU.1 is a major regulator of developmental processes that functions in hematopoietic stem cell and progenitor cell self-
renewal as well as in the commitment and/or maturation of the myeloid and B-lymphoid cell lineages (Iwasaki et al. 2005). Spi-1/PU.1 is expressed at low level in erythroid progenitors and is down-regulated upon terminal differentiation (Back et al. 2004). Its expression beyond physiological expression levels promotes oncogenesis in erythroid lineage as evidenced by the development of erythroleukemia due to Friend virus (MEL) or to Spi-1/PU.1 transgenesis in mice. It have been shown that Spi-1/PU.1 induces resistance to apoptosis (Rimmelé et al. 2007) and accelerates gene elongation during replication (Rimmelé et al. 2010).

In order to understand how overexpressed Spi-1/PU.1 mechanistically controls transcription in the erythroleukemic cells, we combined ChIP-seq for Spi-1/PU.1 with gene expression profiling (Affymetrix gene expression arrays).

For in vivo ChIP-seq, we used freshly isolated spleen cells from SPI-1 transgenic mice that developed erythroleukemia. To assess the changes in gene expression upon the down-regulation of Spi-1/PU.1, the erythroleukemic cells were engineered to express anti-SPI-1 shRNAs in the presence of doxycycline. Cells were grown with or without doxycycline for 26 h or 44 h. The probesets corresponding to genes that were differentially expressed between the Spi-1/PU.1-overexpressing and Spi-1/PU.1-knockdown cells were determined by applying ANOVA with an adjusted P<0.01 (the Benjamini and Hochberg method).

To detect peaks corresponding to putative binding regions, we used the FindPeaks algorithm (Fejes et al. 2008) and the MICS pipeline (Boeva et al. 2010). The total of 17,781 Spi-1/PU.1 peaks were kept for the further analysis. We performed quantitative PCR validation after the Spi-1/PU.1 ChIP assay (ChIP-qPCR) of randomly selected sequences from the ChIP-seq experiment. Of the 21 Spi-1/PU.1 binding sites tested, 20 were validated.

We annotated the peaks according to their functional location within RefSeq genes (http://www.ncbi.nlm.nih.gov/refseq/rsg/about/, release April 2011) using the Nebula peak-to-gene annotation module (Boeva, Lermine, et al. 2012). The gene location categories were: promoter (~1.5 kb upstream of the TSS), immediate downstream (~1mDown’, +2 kb downstream of the TSS), enhancer (~30 kb to ~1.5 kb upstream of the TSS), intragenic (~2 kb downstream of the TSS to the transcription end), 5 kb downstream (~5kbdown’, +5 kb after the transcription end). For the peaks annotation, if one peak could be assigned to several overlapping isoforms of one gene, Nebula uses a hierarchy and assigns the peak to only one isoform. It uses the following priorities: promoter > immediate downstream > intragenic > enhancer > 5-kb downstream. In the cases of two overlapping genes, Nebula includes both entries.

As we expected, Spi-1/PU.1 binding turned out to be highly gene-associated. The total of 83% of Spi-1/PU.1 binding sites were located within a region spanning from -30 kb upstream of the TSS to +5 kb downstream of the TE of genes, that was statistically different from Input control peaks (68%,) (χ² test, P<10⁻³). Notably, the location of Spi-1/PU.1 DNA binding was
significantly biased toward the promoter and immediate downstream subregions compared with the control peaks ($\chi^2$ test, P<10$^{-3}$).

Using ChIPMunk, we identified the main Spi-1/PU.1 binding motif underlying the 17,781 peak sequences bound by Spi-1 (Figure 3). Motif hits were found in 88% of the Spi-1/PU.1-bound regions in close proximity to the positions of peak maxima (±150 bp). We did not observe any differences in motif structure between high and low affinity binding sites, or between Spi-1/PU.1-repressed or activated genes, or between Spi-1/PU.1 binding sites in gene promoters, enhancers and other functional genomic regions. Thus, we concluded that in erythroleukemia Spi-1/PU.1 binds directly to DNA and has strong binding preferences for genes and, especially, gene promoters.

Interestingly, bound to a gene or even gene promoter, Spi-1/PU.1 rarely causes transcriptional modulation. Half of all mouse RefSeq genes contained Spi-1/PU.1 binding sites, i.e. within a –30-kb region upstream of the TSS to +5 kb downstream of the TE, and, only 8.1% (854 out of 10,560) of the Spi-1/PU.1-occupied genes were transcriptionally modulated. Thus, we intended to study what additional factors influence the gene modulation activity of Spi-1/PU.1.

In the activated genes, the Spi-1/PU.1 peaks were located closer to the TSS than in the repressed and non-modulated genes. Indeed, 60% of the activated genes contained Spi-1 peaks located within 5 kb regions around gene TSSs, whereas only 40% and 22% of repressed and non-modulated genes contained peaks within this distance around TSSs, respectively. Peaks in the promoters of activated genes were significantly higher than in the promoters of repressed and non-modulated genes (P-value < 10$^{-5}$), showing that higher binding affinity is associated with transcriptional activation.

We found a correlation between the number of motif hits per peak and the Spi-1/PU.1 peak height (Figure 11). In agreement with this observation, the number of Spi-1/PU.1 motif hits in Spi-1/PU.1 ChIP-seq peaks in promoters of activated genes was significantly higher than in promoters of repressed or non-modulated genes (P-values <10$^{-5}$). Our analysis also indicated that Spi-1/PU.1 binding is favored at CG rich sequences, but the absence of CpG islands increases the potential of Spi-1/PU.1 to activate gene expression. Interestingly, the dependency between the binding affinity and transcriptional activation/repression is weak for the genes with CpG islands (P-value=0.02).

We also discovered that Spi-1/PU.1-bound enhancers of down-regulated genes tended to contain high number of Spi-1/PU.1 motif hits. We observed that Spi-1/PU.1 binding motifs are co-directed both in promoters of up-regulated genes and enhancers of down-regulated genes (Figure 12).
Figure 11. The number of Spi-1/PU.1 motif hits correlates with the Spi-1/PU.1-binding intensity measured by the peak height. The boxplot represents the distribution of the peak heights (y-axis) for each number of Spi-1/PU.1 motif hits/peak (x-axis). The dark red squares indicate the mean values, and the black line within each box indicates the median. The Spearman coefficient correlation (ρ) and the P-value of correlation test are reported.

Figure 12. Spi-1/PU.1 motifs tend to cluster in head-to-tail orientation in the promoters of activated genes and in enhancers of repressed genes. Distribution of the distances between the pairs of Spi-1/PU.1 motif hits in head-to-tail orientation (same strand) or in head-to-head or tail-to-tail orientation (opposite strands) for activated genes and repressed genes. The X-axis presents the length of the spacers separating pairs of Spi-1 motif hits. The Y-axis shows the fraction of sequences with at least one pair of Spi-1 motif hits separated by the selected spacer. GCI (green) and NoGCI (blue) promoters specify promoter with and without CpG islands respectively.
With PATSER (Hertz and Stormo 1999), we scanned ChIP-seq peak sequences for the motif hits of known transcription factors (Transfac and Jaspar motifs libraries). We did not detect any known transcription factor motifs to be associated with differential Spi-1/PU.1 binding in promoter and enhancers, or in activated and repressed genes. However, we observed patterns in motif orientation and distance preferences between Spi-1/PU.1 motif and known binding motifs of other transcription factors including KLF family (Figure 13). The observed patterns suggest cooperative interactions between Spi-1/PU.1 and its partners. The functional significance of these observations needs to be validated by biological experiments.

Figure 13. Distribution of the distances between the pairs of Spi-1/PU.1 and Klf-1 motif hits in direct or reverse orientation for genes activated and repressed by Spi-1/PU.1. The X-axis presents the length of the spacers separating pairs of Spi-1 and Klf-1 motif hits. The Y-axis shows the fraction of sequences with at least one pair of motif hits separated by the selected spacer. GCI (green) and NoGCI (blue) promoters specify promoter with and without CpG islands respectively.

Overall, our analysis identified several parameters impacting on Spi-1/PU.1-mediated transcriptional effect in erythroleukemic cells: (i) Spi-1/PU.1 binds mainly directly to DNA at a specific motif, but DNA binding does not often insinuate transcriptional activity; (ii) the transcriptional response to Spi-1/PU.1-binding is influenced by the Spi-1/PU.1 binding location in the genes; (iii) Spi-1/PU.1 occupancy at promoters of genes devoid of CGIs facilitates gene activation; (iv) tight clustering and similar orientation of Spi-1 motifs at the occupied regions favor detection of Spi-1/PU.1-mediated transcriptional activation; and (v) in contrast to the myeloid and lymphoid B cells, in the erythroleukemic cells, lineage-specific cooperating factors do not play a prevalent role in the positive control of Spi-1/PU.1-mediated transcriptional activation.
2.3 *In vivo* detection of histone modifications

In addition to the detection of binding sites of transcription factors, the ChIP-Seq technique is now widely used for identification of epigenetic marks such as histone variants and different covalent modifications of histone tails. Common histone modifications include lysine acetylation, methylation, ubiquitylation and sumoylation, serine and threonine phosphorylation and arginine methylation (Kouzarides 2007). As it was described in the Introduction, histone marks help partitioning the genome into euchromatin, which is accessible for transcription, and heterochromatin. For instance, trimethylation of lysine 9 of histone 3 (H3K9me3) and trimethylation of lysine 27 of histone 3 (H3K27me3) are marks associated with pericentromeric heterochromatin and regions of polycomb-mediated repression (Kharchenko et al. 2011). Also, histone modifications and histone variants are often associated with distinct biological functions. Trimethylation of lysine 36 of histone 3 (H3K36me3) is a mark of transcription elongation; trimethylation of lysine 4 of histone 3 (H3K4me3) marks active or poised promoters; monomethylation of lysine 4 of histone 3 (H3K4me1) together with acetylation of lysine 27 of histone 3 correlates with active enhancers (Kouzarides 2007). Some marks are narrow and cover 1–10 consecutive nucleosomes (e.g. H3K4me1 or H3K4me3), whereas others (e.g. H3K27me3 and H3K36me3) can cover large genomic regions, from tens to hundreds of kilobases in length. So far, except for the H3K4me3 mark, no sequence signature has been identified for histone modifications (Ha, Hong, and Li 2013).

Many tools have been developed to facilitate the analysis of histone modification data obtained with the ChIP-Seq technique. Tools designed to detect transcription factor binding sites can be applied to the detection of narrow peaks corresponding to histone modifications of type of H3K4me3 (Kharchenko, Tolstorukov, and Park 2008; Rozowsky et al. 2009; Zhang et al. 2008). Other methods are able to identify epigenetic marks covering large genomic regions. This is mostly done through clustering of narrow regions with significant read enrichment (Zang et al. 2009), gene-by-gene quantification of enrichment (Hebenstreit et al. 2011), Hidden Markov Models (HMMs) (Qin et al. 2010; H. Xu et al. 2008) and linear signal–noise models (H. Xu et al. 2010).

The methods mentioned above were designed to work with ChIP-seq data generated for normal cells. The normal cells do not contain genomic alterations inherent to cancer cells. However, it is extremely important to be able to identify histone modifications in cancer. Indeed, although genetic modifications remain the main cause of cancerogenesis, epigenetic modifications such as changes in histone modification landscape and, especially, LRES, play an important role in cancer development and progression (Esteller 2007; Stransky et al. 2006).

Genomic rearrangements frequently happening in cancer cells result in large genomic losses and gains. A DNA region present in a cell in four copies instead of two will produce twice more reads than a similar region present in only two copies; this is true both for background
regions and regions enriched in the signal (histone modifications). Through the appropriate use of the control sample during the design of a statistical model for the detection of histone modifications, this fact should be taken into account.

The work accomplished by PhD student Haitham Ashoor under my supervision concerned the development of a computational method, HMCan, for the detection of regions enriched in histone modifications from cancer ChIP-seq data. The algorithm we designed is able to correctly predict histone modifications regardless of the presence of copy number alterations in the tumor sample genome (Ashoor et al. 2013).

We wished to design an algorithm able to detect epigenetic marks covering both large and narrow genomic regions (e.g. H327me3 and H3K4me4). HMM (Baum and Petrie 1966; Baum et al. 1970) was a technique that could provide an effective solution. As it was shown by Qin et al. (2010), HMMs can potentially capture ChIP signal both for narrow and large epigenetic marks. Through the assessment of hidden states, it is possible to partition the genome into regions of ChIP signal and background. In the case of the two-state hidden model we employed, one hidden state corresponded to the enrichment in immunoprecipitated reads and the other one corresponded to the background.

The raw read density is calculated using the read extension procedure described in beginning of Section 2.2 (Figure 8). In addition to the presence or absence of ChIP signal, the raw read density values depend on many factors. I have already mentioned copy number changes to be among such factors. The higher the number of copies, the higher the observed read count. Other parameters to take into account are the read mappability and GC-content bias. These biases together with the corrections we applied are described in the next paragraphs.

To estimate the copy number of each genomic region, we use the algorithm implemented in the Control-FREEC software (Boeva et al. 2011; Boeva, Popova, et al. 2012) to the read counts in the control dataset (usually, input DNA). The sequencing of input DNA represents whole genome sequencing (WGS) and thus the WGS approaches such as Control-FREEC can be applied. The algorithm segments the genome according to the copy numbers and assigns a “ratio” value to each segment. The ratio shows to what extent the local copy number status is higher or lower than the neutral level. When ratio \( r \) of each position is estimated, each value in the raw density profile calculated for the input and ChIP datasets is divided by \( r \). This brings low (or high) reads counts of low- (high-) copy number regions to the same level as the read counts in the neutral region.

Sequencing technologies often result in association between number of reads mapped to a specific DNA region and the percentage of nucleotides G and C (its GC-content) (Dohm et al. 2008). In sequencing data analysis, including ChIP-seq data analysis, we usually keep only uniquely mapped reads, i.e. reads that can be positioned to the unique genomic coordinates by the read mapping algorithms. The mappability depends on the read length: the longer the read, the higher the chance that there will be just one subsequence in the genome that would match
the read. Most tandem repeats in the genome are not uniquely mappable with short reads. Interspersed repeats (e.g. SINEs and LINEs) have on average lower mappability than regions not annotated as repeats in the RepeatMasker database. The authors of (Benjamini and Speed 2012) suggested a universal way to correct read counts for the GC-content and mappability. In our method, we applied this correction to remove GC-content and mappability bias, which otherwise may result in aberrant read counts.

Figure 14. Example of the distribution of the normalized read count densities along the genome. ChIP-seq H3K27me3 data for the CL1207 human bladder transitional cell carcinoma cell line from (Ashoor et al. 2013). A. Top track: copy number profile for chromosome 8 calculated by GAP (Popova et al. 2009) using SNP array technology; Bottom tracks: ChIP (grey) and input DNA (blue) read count densities. The normalized densities do not show copy number bias. B. The result of noise subtraction from the normalized ChIP read count densities (final density). The result of two-state HMM applied to the final density profile (sky-blue).

The profiles resulting from the normalization by HMCAN of the ChIP and control datasets do not have GC-content, mappability or copy number bias (Figure 14A). In order to remove other possible artifacts of sequencing and mapping we subtract the control density profile (grey in Figure 14A) from the ChIP profile (blue in Figure 14A) with a coefficient that represents the noise in the ChIP data. This coefficient is the average value of ratio between
normalized densities in the ChIP and control in the putative background regions. The initial guess of signal and background regions is done by applying the Poisson test on the ChIP and control densities. The same regions are used to calculate the initial emission and transition probabilities for the HMM.

To infer the correct states along the genome, we use the Viterbi algorithm (Viterbi 1967) on the final read count density (Figure 14B). The Viterbi algorithm can decode most of the states from the first run based on the estimated parameters. We noticed that for our data, predictions obtained by the first run contained a substantial amount of noise and predicted regions more narrow than we expected. To overcome these two shortcomings of the Viterbi algorithm, we introduced the iterative Viterbi algorithm, which results in predictions corresponding to longer regions containing less noise.

In the corresponding article (Ashoor et al. 2013), we demonstrated that on simulated data HMCAn provides better prediction accuracy than three tools commonly used to detect histone modifications with ChIP-seq data: CCAT (H. Xu et al. 2010), MACS (Zhang et al. 2008) and SICER (Zang et al. 2009).

Figure 15. Predictions of SICER and MACS are biased toward regions of genomic gain, whereas predictions of CCAT and HMCAn do no show copy number bias. Top track: copy number profile for chromosome 8 of the CL1207 human bladder transitional cell carcinoma cell line calculated by GAP (Popova et al. 2009) using SNP array technology; Bottom tracks: regions predicted to have the H3K27me3 mark by HMCAn, CCAT, MACS and SICER. The black frame shows the chromosome arm 8p, which has lower density of sites predicted by MACS and SICER.

To assess the performance of HMCAn on experimental data, we applied the method to the ChIP-seq data for H3K27me3 generated for the CL1207 human bladder transitional cell carcinoma cell line. First, as a result of explicit correction for copy number status, HMCAn did not show any copy number bias in predictions in contrast to MACS and SICER (Figure 15). Second, we observed that gene expression values of genes with promoter H3K27me3 predicted by HMCAn were significantly lower than expression values for genes with promoter H3K27me3 predicted by any of the three other methods. Since the H3K27me3 is a repression mark, this observation confirmed the better prediction accuracy of HMCAn. The qPCR validation of several genomic regions in the CL1207 cell line also suggested the higher performance of HMCAn compared to the other methods.
By this work, we demonstrated that the use of peak calling tools designed for normal diploid cells may lead to systematic bias when applied to cancer cell data. This bias consists of under-detection of regions with histone modifications within genomic losses and false positive calls of histone modifications within genomic gains. We observed this bias in ENCODE cancer cell data (T. E. P. Consortium 2012) for different histone modifications. Since inaccurate mapping of histone modifications in cancer cells may lead to incorrect biological conclusions, the ENCODE cancer cell line data should be reanalyzed to eliminate the copy number bias we have detected.

For this project, PhD student Haitham Ashoor designed the algorithm of HMCAn, implemented the algorithm in a C++ code, tested HMCAn and other computational methods on the simulated data, data for H3K27me3 generated in Institut Curie and data publicly available in ENCODE. The major part of this work was performed during his internship in summer 2012. Haitham Ashoor and I wrote a paper together during 2013. This work was published in August 2013 with me as the last author (Ashoor et al. 2013) and accepted for a talk at RECOMB’2013 and ISMB’2014.
In this chapter, I focus on the changes at the semantics level in the cancer genome, i.e. on the genomic mutations and structural variants. Such alterations often change the meaning of some “words” and “phrases” (regulatory regions and genes) in the genomic text. This results in changes in gene expression, loss of function of genes and sometimes (in the case of mutations in proto-oncogenes) in a formation of a protein with modified function (gain of function mutation).

There is no cancer genome without alterations. These alterations can be causative but more often they are passenger events. They can be small (point mutations, indels) or large (large structural alterations). Some cancer types have preferences for small mutations (melanoma) and some for large rearrangements (neuroblastoma) (Vogelstein et al. 2013).

During my work I mostly focused on the detection of large genomic rearrangements. This is the subject of this chapter.

Large genomic changes include whole chromosomal gains and losses, translocations, large deletions, tandem duplications, insertions, inversions and amplifications. Some of these events can be seen at the 24-color spectral karyotyping (SKY) (Trask 2002): Figure 16. These alterations may influence cell functioning and result in cancer development and progression.

**Figure 16.** Karyotype of normal vs cancer cells. **A.** SKY karyotype of an apparently normal diploid metaphase from p53 knockout mouse cell (Min et al. 2007). **B.** SKY karyotype of human neuroblastoma cell line CLB-RE (Schleiermacher et al. 2003). This cell line shows whole genome amplification, and a range of interchromosomal rearrangements, among them balanced translocation t(8;10) and unbalanced translocations t(2;3), t(9;20), t(6;11), t(4;14), t(6;16), t(11;19), etc.

Large genomic alterations may result in the formation of chimeric genes. Often, chimeric genes are not expressed at the detectable level (Boeva et al. 2013); and even expressed, the corresponding proteins seldom have an oncogenic function. However, there are classic examples when just one translocation forming a chimeric gene is enough for cancer development. One such translocation discovered in 1986 by Ben-Neriah et al. (1986) between
genes BCR and ABL, located on chromosomes 22 and 9, results in a chimeric gene causing the development of chronic myelogenous leukemia (CML). Another example is given by Ewing sarcoma. Cancer cells of 85–90% of Ewing patients contain a specific fusion between chromosomes 11 and 22. This fusion forms a chimeric oncogene EWS/FLI1 causing this bone tumor (Delattre et al. 1992).

Large and small deletions may also play a role in tumor development and progression. Small deletions may disrupt tumor suppression genes, while large deletions may delete complete gene loci (Rajaram et al. 2013). In some cancers, large genomic deletions that encompass dozens of genes including several tumor suppressors are associated with poor prognosis. For instance, neuroblastoma tumors with 1p- or 1q deletions display a poor prognostic phenotype (Carén et al. 2010; Schleiermacher et al. 2010).

Oncogenes are often amplified in different cancers. For example, around 20% of breast cancers show ERBB2 gene amplification and, as a consequence, overexpression of the corresponding protein: ERBB2 tyrosine kinase receptor (Sircoulomb et al. 2010). Amplification of the MYCN gene occurs in 20% to 25% of primary neuroblastomas (Maris and Matthay 1999).

The information about gene amplifications and specific translocations in tumors can be used to correct the clinical prognosis and select the most beneficial treatment. In some cases, cancer cells bearing fusion genes can be selectively targeted. The most famous example is targeting of CML cells expressing BCR/ABL proteins with ABL-specific tyrosine kinase inhibitor imatinib (Goldman and Melo 2003). There exist targeted therapies for cells with specific gene amplifications. For instance, ERBB2 amplified cells may be targeted with trastuzumab or lapatinib (Sircoulomb et al. 2010). In the case of the MYCN amplification in neuroblastoma, although the targeted treatment does not exist, it was shown that the patients widely benefit from autologous bone marrow transplantation or peripheral-blood stem-cell transplantation (Kawa et al. 1999).

These examples show that in clinics detection of copy number aberrations (CNAs) in a tumor genome of a particular cancer patient may allow predicting tumor aggressiveness and help to choose an adequate anti-cancer treatment. In biomedical research, analysis of copy number profiles coupled with the clinical data of a cohort of patients allows detection of putative tumor suppressors and oncogenes (Cancer Genome Atlas Research Network 2011).

The next sections focus of the detection of large genomic aberrations using high-throughput sequencing data. For the detection of large genomic aberrations in the tumor, we need to make a formal distinction between CNAs and structural variants (SVs). Structural variants are objects that contain information about structural transformation of the reference genome. A list of structural variants includes deletions, insertions of known and unknown DNA fragments, tandem duplications, balanced and unbalanced translocations, etc. Some of these SVs result in CNAs (chromosomal gains and losses). For example, deletions result in losses
of chromosomal material, while tandem duplications result in gains. Unbalanced translocations may result both in gains and in losses. Inversions and balanced translocations are copy-neutral events; they do not correspond to any CNAs.

Using DNA sequencing data, we can detect copy number status of targeted regions and often the corresponding number of paternal and maternal alleles. The information about the exact copy number of genomic regions in cancer allows us to say which genes or exons were lost or amplified during the tumor evolution.

DNA sequencing data can be classified as whole genome sequencing (WGS), whole exome sequencing (WES) and amplicon sequencing data (Figure 17) (Grada and Weinbrecht 2013). DNA fragments can be sequenced from one or two extremities. In the former case, the sequencing is called “single end” and the sequenced dataset contains one read per DNA fragment; in the latter case the sequencing is called “paired-end” and each DNA fragment corresponds to a pair of reads. Depending on the technology used, reads can have fixed length (25-250bp, Illumina technologies) or variable length (40-5000bp, Life Technologies or Pacific Biosciences).

For WGS, the total genomic DNA is extracted from cells and sequencer-ready DNA fragment libraries are generated from genomic DNA. Paired-end sequencing is usually applied, since it provides twice more information about each DNA fragment and allows for the better read mappability. For paired-end sequencing one usually generate reads of fixed length using the most popular at the moment Illumina sequencers.

WES, also known as targeted exome capture, consists of selective enrichment of DNA libraries with fragments overlapping the exons. There exist several target enrichment strategies including in-solution sequence capture (e.g. TruSeq Exome Enrichment Kit and Nextera Rapid Capture by Illumina) and hybrid capture (NimbleGen by Roche). The target regions in the human genome cover several dozen Mb (e.g. 37 Mb by The Nextera Rapid Capture Exome by Illumina and 62 Mb by Nextera Rapid Capture Expanded Exome by Illumina). In addition to coding exons, in the “expanded” exome one usually includes untranslated regions (UTRs) and miRNA. In WES, paired-end sequencing is more often employed than single end sequencing. Since the probes (95bp, in Illumina protocols) are located in the exons, the resulting coverage has a characteristic symmetric “bell curve” shape with higher coverage depth on exons and lower coverage depth on flanking regions (Figure 17B).

Amplicon sequencing consists of the PCR amplification of a limited number of the genomic regions of interest (amplicons) followed by high-throughput sequencing (Beadling et al. 2013). The number of amplicons varies from several hundred to several thousand. Each amplicon often coincides with an exon; exons longer than the typical length of PCR reaction products may be covered by two or more amplicons (Figure 17C). In contrast to the WGS and WES, here one usually employs single end sequencing. Currently, in amplicon sequencing
DNA fragments are sequenced with the low input/low output sequencing technology (e.g. Ion Proton by Life Technologies). The sequencers of this type are the most appropriate for sequencing small amount of reads (~1-2 millions) at low cost and high speed. Reads sequenced with these technologies have various lengths. Since the total length of the targeted regions is relatively small (usually less than 2 Mb), the mapping of reads is fast and unambiguous. The user can use any mapping algorithm that allows mapping of reads with various lengths. Due to the PCR amplification procedure used to amplify the regions of interest, one observes sharp boundaries in coverage depth with high coverage regions corresponding to the amplicons (Figure 17C).

All three types of DNA sequencing techniques are suitable for the detection of CNAs. However, one should keep in mind that while WGS provides copy number information about any genomic region present in the reference genome, using WES and amplicon sequencing one can only detect the copy numbers of the targeted part of the genome.

**Figure 17.** Mapping signature of three different types of DNA sequencing data. A. Whole genome sequencing (WGS), paired-end library; B. Whole exome sequencing (WES); C. Amplicon sequencing. The bottom track in (A) and (B) shows the exon-intron structure of the corresponding gene. The three orange bars above the exon-intron track in (C) correspond to the amplified regions (amplicons). One can see a much higher number of reads starting at the same position (duplicate reads) in the amplicon data (C) compared to the WGS and WES data (A, B). Depth of coverage is shown in blue.

The genome-wide detection of SVs is only possible using WGS data. With WEG data, an SV can be detected if both corresponding breakpoints fall within the targeted part. One targets at most 3% of the genome. This gives the probability of detection of an SV less than 0.1% given the uniform distribution of the breakpoints in the genome. With amplicon sequencing, one can only detect SVs, primers for which were included into the set of primers for PCR amplification. In the following sections, I discuss methods for CNA detection using all three types of DNA sequencing data and methods for SV detection using only WGS data.

### 3.1. Detection of copy number aberrations in cancer genomes

The computational methods for the detection of CNA from sequencing data are based on the detection and annotation of changes in the read count (RC) profiles. RC corresponds to the
number of reads, read pairs or read starting positions per genomic region. The higher the number of copies of a given region physically present in the cell nucleus, the higher the number of sequenced reads mapping to this genomic region. Intuitively, high RC should correspond to copy number gains while low RC should correspond to copy number losses.

An appropriate definition of RC is very important and depends on the sequencing technique. In WGS data, RC often refers to the number of reads starting in a given window. The size of the window, and thus, the resolution of the breakpoint detection, depend on the total number of reads and the size of the reference genome (Boeva et al. 2011). In WES, RC corresponds to the number of read mappings overlapping each exon (Amarasinghe, Li, and Halgamuge 2013); however, the window approach can be also applied. In amplicon sequencing, RC is calculated per amplicon. If an exon is targeted using two or more closely located or overlapping amplicons, each read is assigned to only one amplicon region, the one with which the read alignment has the maximum overlap.

The further analysis of RC profiles to obtain absolute or relative copy number profiles includes normalization, segmentation and annotation of the segmented genomic regions. The concrete realization of each step depends on the experimental design and biases specific to each sequencing protocol.

3.1.1. Detection of copy number aberrations with WGS and WES data

Many computational methods have been published that allow automatic calculation and analysis of copy number profiles from WGS and WES data (Chiang et al. 2009; Xie and Tammi 2009; Yoon et al. 2009; Ivakhno et al. 2010; Abyzov et al. 2011; Lonigro et al. 2011; Sathirapongsasuti et al. 2011; Xi et al. 2011; Carter et al. 2012; Fromer et al. 2012; Klambauer et al. 2012; Koboldt et al. 2012; Krishnan et al. 2012; Amarasinghe, Li, and Halgamuge 2013; Magi et al. 2013; Mayrhofer, DiLorenzo, and Isaksson 2013; Oesper, Mahmoody, and Raphael 2013; Yau 2013). The first methods (Xie and Tammi 2009; Chiang et al. 2009) applied normalization of reads counts in the tumor samples with the matched normal control dataset, followed by segmentation and statistical tests to detect CNAs. The latest tools allow for extensive RC normalization and may work without matched normal control (Klambauer et al. 2012). In addition, the most recent tools use B allele frequencies calculated from read coverage of SNP positions to assess the level of contamination of tumor samples by normal cells and the presence of subclones, and thus detect the absolute number of copies of each region (Mayrhofer, DiLorenzo, and Isaksson 2013; Oesper, Mahmoody, and Raphael 2013). When the matched control sample is present, the current tools can discriminate between germline and somatic CNAs present in cancer genome (Koboldt et al. 2012; Krishnan et al. 2012; Yau 2013).

We were pioneers in developing CNA detection methods for WGS and WES data. Our method, FREEC, was the first method to analyze tumor samples without a matched normal control, to take into account tumor ploidy and correct for tumor contamination by normal cells.
One year later, we extended FREEC to take into account B allele frequency (BAF) information in order to predict genotypes genomic regions and be able to detect copy-neutral loss of heterozygosity (LOH) regions (Boeva, Popova, et al. 2012).

Since then, FREEC performance was assessed in different independent comparisons of CNA calling methods (J. Duan et al. 2013; Janevski et al. 2012; Krishnan et al. 2012). For instance, Duan et al. say that when high true positive rate is preferable, FREEC is one of the best choices among six publicly available CNA detection methods. Overall, FREEC became a standard CNA calling tool for cancer genome analysis. In addition to the tumor data, FREEC is now widely applied to non-human data for the detection of CNA in genomes of model and non-model organisms (Doan et al. 2012). FREEC was integrated in the tumor data analysis pipeline in Institut Curie and is accessible for external use via command line (http://bioinfo-out.curie.fr/projects/freec/).

In FREEC we developed methodology to overcome the following challenges: read count dependency from the percentage of G/C in a region (GC-content bias), read count dependency on the uniqueness of the corresponding region (read mappability bias) and changes in the expected read count and BAF related to contamination by normal cells.

GC content bias arises from the PCR amplification step done prior to sequencing (Dohm et al. 2008). The PCR amplification distorts the RC in a very considerable measure (Figure 18). We showed that when the matched normal control is not available, the GC-content can be used to normalize the RCs. In FREEC, we use mappability profiles generated by GEM (Faust and Hall 2012) and excluded from the analysis low mappability regions. The user can also choose an option to correct for low mappability.

In order to detect CNAs, the normalized RC profiles should be segmented. Segmentation allows for a much more accurate detection of regions of gain and loss than point-by-point assessment of copy number status based on a predefined threshold. Different segmentation techniques can be applied. The most commonly used are HMMs (Amarasinghe, Li, and Halgamuge 2013) and circular binary segmentation (Miller et al. 2011). In FREEC, we implemented a LASSO-based algorithm suggested by (Harchaoui and Lévy-leduc 2008).

In cancer, copy-neutral LOH regions often contain mutated copies of tumor suppressor genes. Copy-neutral LOH, also called acquired uniparental disomy (UPD) or gene conversion, arises when a maternal (paternal) chromosome or a chromosomal region is duplicated when the paternal (maternal) counterpart is lost. Both copies of tumor suppressor genes in such regions may be disabled by identical point mutation or indel.

The extension of FREEC – Control-FREEC – estimates BAFs from nucleotide coverage of polymorphic positions and detects genotypes of genomic regions including copy-neutral LOH (Boeva, Popova, et al. 2012). To estimate BAFs, we calculate the proportion of reads mapping to the alternative allele B instead of the reference allele A for the known SNP positions.
(Figure 19A). The resulting BAF profiles are then segmented and annotated using Gaussian mixture model (GMM) fit with fixed means (Figure 19B). We calculate the likelihood of fit for several sets of fixed mean values; these values depend on copy number status $N$ of a given region and normal contamination $c$. The mean values for a tested number of alternative alleles $k$ are calculated as follows:

$$\text{mean for } (A)_{N-k}(B)_k = \frac{k(1-c) + c}{N(1-c) + 2c}$$

$$\text{mean for } (A)_k(B)_{N-k} = 1 - \frac{k(1-c) + c}{N(1-c) + 2c}$$

$$\text{means for } (A)_N = \begin{cases} 0.11, & \text{when testing for } k > 0 \\ 0.11 \text{ and max} \left(0.11, \frac{c}{N(1-c) + 2c}\right), & \text{when testing for } k = 0 \end{cases}$$

$$\text{means for } (B)_N = \begin{cases} 0.89, & \text{when testing for } k > 0 \\ 0.89 \text{ and min} \left(0.89, 1 - \frac{c}{N(1-c) + 2c}\right), & \text{when testing for } k = 0 \end{cases}$$

In the corresponding paper (Boeva, Popova, et al. 2012), we showed that our results on ~30x-coverage whole genome sequencing dataset agreed with the SNP-array analysis output. We obtained 95.4% consistency between the results of Control-FREEC and GAP applied to SNP array data generated for the same tumor sample (Popova et al. 2009).

In addition to WGS, FREEC can be applied to WES data. Because of additional capture bias, the normalized copy number signal in WES is often more of lower quality than from the signal from WGS. Thus, we provided an option to correct copy number predictions using BAF GMM fit.
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**Figure 18.** Dependency between the read count (RC) and GC-content. RC corresponds to the number of reads starting in a 50-Kb window: neuroblastoma cell line CLB-GA (blue) and diploid control (orange). GC-content corresponds to the proportion of nucleotides C and G in a given window (purple).
3.1.2. Detection of copy number aberrations with amplicon sequencing data

While relatively expensive WES consists of in-depth sequencing of nearly all the coding exons, the amplicon sequencing technique aims at sequencing a limited number of genes (from several dozen to several thousand exons) at an extremely low cost. The genes included in a panel of amplicon sequencing (actionable genes) are genes that are often altered in different cancer types, and for whose alterations targeted therapies have been established or are in clinical development. For instance, the TargetRich™ CRX kit from Kailos Genetics assays such cancer-related genes as BRAF, EGFR, FLT3, JAK2, KIT, KRAS, PIK3CA, PTEN, TP53 and VEGFA; the AmpliSeq™ Cancer Panel from Life Technologies targets 190
regions of interest in 46 well-characterized oncogenes and tumor suppressors. Some actionable genes often undergo point mutation or exon deletions (e.g. ALK, BRAF) while others undergo amplification in copy number (e.g. MYCN, ERBB2) (Garraway and Lander 2013; Small et al. 1987). Cancer cells with amplifications of certain genes can be specifically treated with targeted therapies. For example, a personalized treatment is available for patients with amplification of the ERBB2 gene (approved in clinical practice for breast and gastric cancer patients): the extracellular domain of ErbB2 can be targeted by trastuzumab or pertuzumab, while the intracellular domain (tyrosine kinase) can be inhibited by lapatinib (Tai, Mahato, and Cheng 2010).

There are two major differences in RC profiles in amplicon sequencing and WES data. First, there is a much higher noise in amplicon sequencing compared to exome sequencing due to a more complex library preparation technique. Second, amplicon sequencing targets fewer regions and thus provides less information than exome sequencing datasets (<10,000 exons vs >200,000 exons); consequently, data normalization can be less effective on amplicon sequencing data.

In collaboration with biotechnological company OncoDNA, we developed ONCOCNV, a method to identify CNAs of the actionable genes targeted by amplicon sequencing. The RC processing method implemented in ONCOCNV includes normalization for library size, GC-content of each amplicon region and amplicon length. We call these kinds of bias 'library specific'. The exact shape of the functional dependency of the RC on the GC-content and amplicon length may be different in each library. In addition to the library specific bias, there is a technology-specific bias. This bias, even after normalization for the library-specific bias, is present to a different extent in the RCs. Therefore, for each technological platform, we construct a baseline that reflects the technological bias in the diploid control samples and use it for the normalization of the test samples. To construct the baseline, we apply principal component analysis (PCA) to the normalized RCs from the diploid samples. The only requirement for the selection of diploid control samples is that they should be processed using the same target selection kit as the tumor samples. For the final normalization of the sample RCs, we use a linear regression over the baseline.

In the corresponding paper, we demonstrated that ONCOCNV significantly outperforms methods such as ADTEx (Amarasinghe, Li, and Halamgume 2013) and NextGENe (commercial software) developed for the analysis of WES data. We did not position ONCOCNV as a tool for WES analysis, although technically it can be applied to exome data. Unlike conventional exome sequencing data analysis tools, ONCOCNV does not take into account B allele frequencies. Due to this limitation, ONCOCNV is not able to evaluate the level of the contamination by normal cells or improve the accuracy of CNA calling by simultaneously processing copy number and B allele frequency profiles.
3.2. Detection of structural variants in cancer genomes

The identification of genomic structural variants (SVs) is often a key step in understanding cancer development (Futreal et al. 2004). As it was mentioned in the beginning of this chapter, specific gene fusions in certain cell types can have oncogenic potential (Delattre et al. 1992; Ben-Neriah et al. 1986). SVs occurring in tumor suppressor genes can disrupt their function and thus promote oncogenesis (Min et al. 2007; Hanahan and Weinberg 2011).

With the arrival of high-throughput sequencing technologies, the use of short-insert paired-end reads enabled genome-wide detection of SVs (Korbel et al. 2007). With a priori information for paired-ends such as order, orientation and insert size of pairs as constraints during read alignment to the reference genome, anomalously mapped pairs indicate potential genomic variations from the reference (Figure 20). Most of the large genomic rearrangements (insertions, deletions, inversions, tandem and mirror duplications, translocations) can be detected through the analysis of the abnormal paired read mappings. For instance, a translocation is characterized by abnormal read pairs with first and second read in each pair mapping on different chromosomes; a deletion can be detected as a cluster of read pairs with abnormally high insert size (Figure 20B).

SV detection approaches based on clustering and annotation of abnormal paired read mappings were implemented in several SV calling methods (Korbel et al. 2007; Chen et al. 2009; Korbel et al. 2009; S. Sindi et al. 2009; Wong et al. 2010), including SVDetect (Zeitouni et al. 2010) developed by our team.

For the detection of genomic rearrangements, one usually applies one of the two strategies: paired end or mate-pair sequencing. Paired end sequencing is basically sequencing of DNA molecules from both ends after DNA fragmentation. This results in inward orientation of read mappings in a read pair. Mate-pair library preparation includes DNA fragmentation, circularization of DNA fragments with simultaneous labeling of the ligation site with deoxynucleotide triphosphates, extraction of labeled circularized molecules, their fragmentation and purification of the labeled fragments (corresponding to the ends of the original DNA ligated together). Purified fragments then are sequenced using paired-end sequencing protocol. In contrast to paired-ends, mate-pair sequencing provides much larger insert sizes. Mate-pair sequencing results in outward orientation of read mappings in a read pair in Illumina protocols and in co-directed orientation (Reverse-Reverse or Forward-Forward) in SOLiD protocols. The approaches listed above can be applied to either to high coverage paired end libraries or to mate-pair libraries (usually low coverage).
Figure 20. Detection of structural variants based on paired-end reads. **A.** Separation of read pairs into normal and abnormal pairs according to the mapping signature (orientation, insert size). The normal reads are reads mapping on the same chromosome with orientation specified by sequencing protocol (Illumina, SOLiD paired ends = Forward-Reverse, Illumina mate-pairs = Reverse-Forward, SOLiD mate-pairs = Reverse-Reverse/Forward-Forward) and insert size falling within the interval of expected fragment lengths. **B.** Example of abnormal reads clustering into read signature signifying deletion (red) and translocation (orange).

Other methods use an alternative approach for SV detection based on partial read alignment (Jianmin Wang et al. 2011; Schröder et al. 2014). Although they may be efficient for data with high read coverage, they may fail identifying SVs with the breakpoints located in the repetitive elements of the genome. Ideally, this type of approaches should be combined with paired-end signatures; this idea was implemented in SVMerge (Wong et al. 2010), PRISM (Jiang, Wang, and Brudno 2012) and DELLY (Rausch et al. 2012).

Combining information of paired end signatures with information about changes in read coverage depth is another promising direction. Indeed, many unbalanced SVs, such as deletions, tandem duplications, co-amplifications, unbalanced translocations, result in copy number alterations and thus in changes in read depth. Probabilistic models integrating both the read depth signal and paired-end signatures provide higher specificity at equal or greater sensitivity than tools that simply use paired-end signatures (Oesper et al. 2012; S. S. Sindi et al. 2012; Escaramís et al. 2013).

Our method SVDetect (Zeitouni et al. 2010) was one of the first methods for SV detection among those using only paired-end signatures. This method is still widely used by the research community as it has a number of features lacking in the more recent tools.
SVDetect contains rules for the detection of signatures of a large spectrum of genomic rearrangements. It includes deletions, insertions, tandem duplications, amplifications, co-amplifications, inversions, fragment reinsertion, inverted duplications, balanced and unbalanced translocations. SVDetect identifies and annotates clusters of abnormal reads inconsistent with any SV signature. Such clusters are often due to incorrect mapping of reads coming from repetitive genomic elements. Also, SVDetect is able to simultaneously process several samples and annotate common and sample-specific SVs. In cancer studies, it allows filtering out germline events. Importantly, SVDetect is able to process data coming from various sequencing protocol and technologies; it accepts both mate-pair and paired end reads of Illumina and SOLiD sequencing machines.

3.2.1. From computational strategies to the discovery of chromothripsis in neuroblastoma

Characterization of genomic rearrangements in neuroblastoma performed in collaboration with the laboratory of Genetics and Biology of Cancers in Institut Curie provides an example of application of the methods for SV and CNA discovery presented in the previous sections.

Neuroblastoma, the most frequent extracranial paediatric solid tumor, accounts for 8-10% of deaths from cancer in childhood and is characterized by a great clinical and genetic heterogeneity. Several types of somatically acquired chromosomal imbalances have been described in this cancer. These include whole chromosome gains or losses, associated with ploidy abnormalities, and structural chromosome alterations, occurring as genomic amplifications or unbalanced translocations (Brodeur 2003).

Whereas at the constitutional level, a few translocations have been characterized at the gene and base pair level in neuroblastoma patients, only one unbalanced somatic translocation has been explored at the base pair level in sporadic neuroblastoma (Schleiermacher et al. 2005).

The goal of our study was to characterize at the base-pair level two neuroblastoma cell lines and two neuroblastoma primary tumors using mate-pair sequencing.

The copy number status of each genomic region was assessed using FREEC (Boeva et al. 2011), while putative SVs were predicted using SVDetect (Zeitouni et al. 2010).

SVDetect yielded thousands of candidate SVs, most of them were false positives. Using the annotations provided by SVDetect, it was possible to filter out most of these false positive calls. We applied the following filters on the candidate SVs (links): (1) minimal number of pairs/link, (2) minimal proportion of consistent pairs; we removed links (1) connecting telomeric/centromeric regions, (2) falling in satellite sequences of the same type, (3) falling in segmental duplication regions, and (4) links detected both in the tumor and normal sample.
**Figure 21.** Genome-wide profile of predicted SVs in CLB-Ga (A) and CLB-Re (B) cell lines. All inter-chromosomal rearrangements and intrachromosomal SVs encompassing regions longer than 50 kb identified in mate-pair sequencing are visualized using Circos (Krzywinski et al. 2009). Chromosomes appear as ideograms. The outer ring shows a representation of copy number as determined by sequencing data (grey: normal copy number; blue: deletion, orange: gain). The inner circle shows the two endpoints of each rearrangement identified (black: inverted duplication, blue: deletion, green: inversion, orange: large duplication, red: unbalanced inter-chromosomal rearrangements). Most of the identified unbalanced rearrangements correspond to unbalanced translocations previously identified by 24-color karyotyping. Line’s thickness is related to the numbers of pairs identified in each link. The dense clustering of SVs was unexpected considering previous characterization of the rearrangements present in this cell line by array-CGH and 24-color karyotyping.

In the cell lines, most of the inter-chromosomal rearrangements detected by SVDetect matched the unbalanced translocations previously detected by spectral karyotyping and array-CGH. However, in one of the cell line (CLB-RE), our approach unexpectedly detected hundreds of intra- and inter-chromosomal rearrangements (Figure 21B). These SVs were localized within chromosomes 2 and 3; the pattern of rearrangements was highly reminiscent of chromothripsis, recently described in several cancer types (Korbel and Campbell 2013). Chromothripsis is characterized by massive genomic rearrangement acquired in a single catastrophic event during cancer development (Stephens et al. 2011). Although there are several theories about the origins of chromothripsis, the exact molecular mechanisms of chromothripsis remain unknown (Holland and Cleveland 2012; Sorzano et al. 2013).

The observation of chromothripsis in one of the cell lines prompted us to investigate two primary NB tumors presenting with shattering of one or two specific chromosomes, previously detected by array CGH. Mate-pair analysis confirmed the geographic localization of the rearrangements and documented their diversity. Using complementary experiments by PCR and Sanger sequencing, we characterized 51 rearrangements in the four samples at the
base pair resolution that revealed 59 junctions. In a subset of cases, complex rearrangements were observed with templated insertion of fragments of nearby sequences. A detailed inspection of the breakpoints revealed frequent microhomologies at the junction points. Our study supported the hypothesis that not only Non-Homologous End Joining (NHEJ)-mediated repair but also replicative processes such as Break-Induced Replication (BIR), Fork Stalling and Template Switching (FoSTeS) and/or Microhomology-Mediated Break-Induced Replication (MMBIR) may account for genomic rearrangements in neuroblastoma in both chromothripsis and non-chromothripsis cases.

Also, we identified several structural variants targeting genes located within common fragile sites. The FHIT gene was targeted by multiple rearrangements in one sample; FHIT overlies the fragile site FRA3B. The WWOX gene overlapping the FRA16D site was implicated in another sample with two rearrangements.

RNA-seq experiments confirmed expression of several predicted chimeric genes and genes with disrupted exon structure. Genes with abnormal transcripts included ALK, NBAS, PTPRD and ODZ4. These four genes have been shown to be frequently mutated or targeted by rearrangements in other neuroblastoma samples (Molenaar et al. 2012).
Deciphering regulation in eukaryotic cells becomes increasingly easier with the emergence of novel techniques generating large amount of high-throughput data, in particular, high-throughput sequencing (HTS) data. These data provide genome-wide information about DNA mutations, chromosomal rearrangements, coding gene and small RNA expression, DNA-protein binding, epigenetic changes, 3D-structure of the genome and many other molecular phenomena.

Going from sequence to function using these data is still a complicated task. There are two levels of challenges in high-throughput data analysis: data processing and data interpretation.

The open questions in data processing are very much related to the data normalization and the extraction of the biologically meaningful signal. Data interpretation, being much wider than data processing, employs knowledge from many scientific areas, including molecular biology, statistics, theory of probability, and computational learning theory. The proper data analysis often combines elements of sequence analysis, supervised and unsupervised classification, graphical models, etc. Data interpretation projects are driven by a biological question. Ideally, they should imply a back and forth collaborative process when the analysis of data inspires new experiments, and new experiments provide more data for the bioinformatics analysis. In addition to the integration of scientific methods during data interpretation, researchers often have to integrate different data types. Although data integration has recently become a hot subject in life sciences and biomedical research, there is no simple “recipe” that could be applied everywhere, and each particular biological question needs its proper data integration strategy.

My vision is that the development of novel computational techniques for data processing and data interpretation should go hand-in-hand with deep data analysis. Useful computational methods are likely to be developed when one has a clear goal – a clear biological question to answer. My ambition is to develop novel computational techniques for analysis of cancer HTS data and in parallel contribute to our understanding of the mechanisms of transcriptional regulation and exploit epigenetic changes in cancer cells.

**Data processing challenges**

*Data normalization.* At the level of data processing, one of the main challenges in HTS data analysis is normalization of the signal (usually read count). Depending on the experiment, the read count characterizes the level of RNA transcripts, the number of DNA copies, the binding affinity of DNA associated proteins, the amount of physical contacts between different genomic regions, etc. The signal contained in the read count may be distorted by

(i) technical biases due to data generation processes: e.g. GC-content bias in most of the HTS applications involving PCR amplification, amplicon size bias in amplicon
sequencing, increased read count in “open chromatin” regions compared with “repressive chromatin”;
(ii) read mappability: e.g. lower/higher read count in repetitive regions when one consider unique/multiple matches.

**Characterization of the signal coming from the repetitive elements.** It is extremely common to focus the study on the unique part of the genome by considering only uniquely mapped reads. Yet, the information about the signal coming from the repetitive elements is valuable. For instance, the number of genomic repetitions in tandem-repeat polymorphisms can be associated with phenotypic traits including various brain disorders, Huntington's disease, various ataxias (Hannan 2010), and cancer (T.-M. Kim, Laird, and Park 2013). Also, with cancer were associated structural variants in transposable elements (Lee et al. 2012). Furthermore, it is important to study the epigenetic landscape of repetitive elements. For example, it may allow understanding of the mechanisms of regulation of centromeric and telomeric chromatin states (Lacoste et al. 2014) and changes of chromatin state of repetitive elements due to the external stimulus (Maze et al. 2011). So far, there exist very few methods to characterize the signal coming from the repetitive elements of the genome (Alkan et al. 2009; Chung et al. 2011; Jie Wang et al. 2012, 119). We need to further develop novel computational methods to solve this important question.

**Single cell data.** If until now, we studied transcription and genomic variation at the level of cell population, then now, with single cell sequencing technologies, we start to see differences between cells within a cell population. The first such studies included single cell transcriptomics experiments (Islam et al. 2014; Jaitin et al. 2014) and DNA sequencing following whole genome amplification (Navin et al. 2011; X. Xu et al. 2012; Hou et al. 2012). Technologies for single-cell amplification and sequencing are maturing (Korfhage et al. 2013). It is extremely likely that soon we will be able to sequence DNA from single cells without amplification step bias and investigate protein-DNA binding at the single cell level. Analysis of single cell data is already shifting our paradigm about the molecular processes happening in the cell. For instance, single-cell RNA sequencing experiments have already revealed dynamic, random monoallelic gene expression in mammalian cells (Deng et al. 2014). With these novel technologies, we start asking new biological questions. We can study clonal evolution in cancer (Navin et al. 2011). Simultaneous sequencing of single cell genome and transcriptome will soon enable evaluation of the effects of DNA variants on transcript levels in single cells.

With the analysis of single cell data, the researchers meet a new challenge. Single cell techniques are more error-prone than widely used next- (or second-) generation sequencing techniques. Also, the amplification step routinely applied in current single cell data distorts the signal in the technology-specific manner (Kharchenko, Silberstein, and Scadden 2014). Thus, there is an increased need for methods to analyze data coming from single cell sequencing. We shall develop new types of statistical approaches to deal with such data.
**Novel HTS applications.** Bioinformatics community made already a great effort to develop methods for the analysis of "classic" HTS applications: WGS, WES, ChIP-seq, RNA-seq, and small RNA sequencing. However, every year researchers design novel applications of HTS that need development of new data processing methods. In 2008, MeDIP-seq was proposed as a method to estimate absolute DNA methylation levels along the genome (Down et al. 2008). Also, the year 2008 brought us GRO-seq, a method that allows mapping the position, amount, and orientation of transcriptionally engaged RNA polymerases genome-wide (Core, Waterfall, and Lis 2008). The same year, HITS-CLIP was developed to identify functional protein-RNA interactions in vivo (Licatalosi et al. 2008). In 2009, genome-wide analysis of translation with nucleotide resolution became possible using ribosome profiling (ribo-seq) (Ingolia et al. 2009). Also in 2009, the ChIA-PET strategy was published for the de novo detection of global chromatin interactions mediated by a DNA binding protein of interest (Fullwood et al. 2009). In 2010, HITS-CLIP was followed by PAR-CLIP, designed to detect transcriptome-wide the binding sites of RNA-binding proteins and miRNA-binding proteins at higher resolution (Hafner et al. 2010). Also in 2010, RIP-seq was developed to capture and sequence RNA molecules bound by the Polycomb repressive complex 2 (PRC2) (Zhao et al. 2010). Techniques to study 3D conformation of chromatin based on chromosome conformation capture (3C) technique developed by Job Dekker et al. (Dekker et al. 2002) and HTS started to appear in 2010 (4C) (Z. Duan et al. 2010), followed by 5C (Ferraiuolo et al. 2012) and Hi-C (Belton et al. 2012). The year 2011 brought use ChIP-exo, a method to detect genome-wide protein-DNA interactions at single-nucleotide resolution (Rhee and Pugh 2011). The years 2012 and 2013 were marked by the transcriptome-wide characterization of human circular RNAs (Salzman et al. 2012; Memczak et al. 2013; Jeck et al. 2013). This list will continue to grow, which will require from the bioinformatics community developing novel data processing methods.

**HTS applications to new species.** Often, a method developed to analyze data for a certain type of organism (e.g. diploid human cells) may bring incorrect results when applied to other organisms (e.g. highly repetitive polyploid plant genomes). Indeed, the proportion of the uniquely mappable genome in eukaryotes is relatively high compared to the plant species. In the human genome, which contains 45% of repetitive sequences, only 27% of the genome is not uniquely mappable with 75bp reads allowing 2 mismatches (Derrien et al. 2012). While, for example, the hexaploid wheat genome contains more than 80% of repetitive sequences (Flavell et al. 1974), and more than 50% of the transcriptome is not uniquely mappable with 120bp reads (Trick et al. 2012). Novel algorithms should be developed, or corrections to the existing solutions should be applied, in order to enable proper analysis of the HTS data coming from the polyploid and highly repetitive genomes.

**HTS applications to cancer.** Unluckily for cancer research, most of the data processing methods have been developed without taking into account the specificities of cancer data. To extract the true signal from a cancer high-throughput dataset, we need to consider intratumoural heterogeneity, possible contamination by normal cells as well as different
ploidy and copy number alterations. Also, novel dedicated methods are often needed for the analysis of cancer genome data in order to respond to cancer-specific questions (e.g. detection of abnormal transcripts in RNA-seq data).

Currently, three PhD students work with me on my projects involving the development of methods for analysis of HTS data produced from tumor samples:

- Detection of differential histone modifications using ChIP-seq data generated for genomes with copy number abnormalities. H. Ashoor (King Abdullah University of Science and Technology, Saudi Arabia). Co-supervision with Pr. Vladimir B. Bajic.
- Detection of structural variants in cancer genomes using Bayesian inference. D. Iakovishina (AMIB INRIA, LIX Ecole Polytechnique, France). Cotutelle with Dr. Mireille Régnier.
- Dynamic indexing of DNA sequences with application to mutation analysis in cancer cells. K. Břinda (University Paris-Est Marne-la-Vallée, France). Co-supervision with Dr. Gregory Kucherov.

Data interpretation challenges

Studying data in several dimensions – epigenetic changes, gene expression, copy number changes, SNPs and mutations, transcription factor binding – is beneficial for understanding the complete picture of deregulations happening in cancer. In particular, these data, assembled for a large cohort of patients and coupled with clinical data, can elucidate the cancer-driving mechanisms. Integration of different types of high-throughput data is a methodological and computational challenge.

In the following paragraphs I mention several directions involving integration of different types of HTS datasets that I plan to investigate.

Modeling the effect of cis-regulatory elements on the modulation of gene expression in normal cells and cancer. Although the enhancer function does not depend on the enhancer orientation, the number of TFBSs within enhancer, their orientation and distance between them affect the extent of gene expression modulation (Ridinger-Saison et al. 2012; Andersson et al. 2014). The ChIP-seq TFBS data coupled with gene expression data can be exploited to construct a predictive model for the transcriptional effect of a given combination of TF binding motifs. Resolving the model will (1) provide the knowledge about complexes of interacting TFs in the given cell type; (2) it will picture the spatial organization within the protein/DNA complex and delineate physical constrains; (3) it will clarify why some genes are activated by the TF under study only in a limited number of cell types. The model can be constructed using machine learning approaches such as support vector machines (SVM) or random forests. The input vectors can correspond to cis-regulatory regions. They can contain information about presence/strength of motif hits for the considered transcription factors, distance to gene TSSs, pair-wise distances between oriented motif hits, etc.
**The role of epigenetic remodeling in cancer.** By combining ChIP-seq histone modification data and copy number profiles, one can study aberrant epigenetic gene remodeling in cancer. One of my ongoing projects in collaboration with the Institut Curie Unit of Genetics and Biology of Cancers aims to investigate whether neuroblastoma oncogenesis may be partially explained by epigenetic silencing or activation of genes. In order to determine regions of silenced chromatin, ChIP-seq experiments with antibody specific for H3K27 trimethylation (H3K27me3), which is a histone mark associated with binding of polycomb repressor complex 2 (PRC2), will be performed on neuroblastoma cell lines. We plan to determine whether long range epigenetic silencing (LRES) can be observed in such cell lines, i.e., whether large clusters of consecutive genes can be repressed by epigenetic mechanisms in neuroblastoma. Since neuroblastoma tumor suppressor genes are potentially located in regions of common chromosomal loss, we would like to investigate whether any specific genes in these regions show frequent patterns of epigenetic silencing. Also, we plan to investigate possible correlation (or anticorrelation) between genomic losses and epigenetic silencing in neuroblastoma cell lines that are derived from aggressive primary tumors. If epigenetic silencing mechanism is confirmed in neuroblastoma, it will be crucial to study the affected pathways and its relationship with the aggressiveness of neuroblastoma. This could be addressed using neuroblastoma primary tumors of various stages and genomic profiles.

**The role of subclonal mutations in cancer progression.** Characterization of the evolution and impact of subclonal mutations in cancer can be assessed using the combination of high depth WES, amplicon sequencing and RNA-seq. In my collaborative neuroblastoma project, the analysis of high coverage WES data (100x) will allow us to obtain an overview of all genetic changes present in the tumor samples at the time of diagnosis and at relapse. We could get insights into the intratumoral heterogeneity of neuroblastoma at both time points, identify subclones with driver mutations that expanded over time and define “candidate genes” containing such mutations. To study the overall distribution of the mutation and CNAs in candidate genes in neuroblastoma patients and get insights into the association of these mutations with survival, we will perform high depth of coverage targeted sequencing (10000x) of the candidate genes in a cohort of 300 neuroblastoma tumors. The clinical data including the survival information and copy number profiles (array CGH) are available for this cohort. In addition, we will have transcriptome (RNA sequencing) data available for a subset of patients. The analysis of these data will allow us to see at what degree the subclonal mutations in candidate genes are expressed. We will also search for associations in overall gene expression with the presence of particular mutations in candidate genes. At the final stage, we are going to model the neuroblastoma progression based on the information acquired at the previous analysis steps. We are going to apply pathway analysis and network modeling to get insight into the functional association of the mutated genes (Hofree et al. 2013). The linking of the patterns of clonal evolution in neuroblastoma with activated or repressed signaling pathways should provide insights into neuroblastoma stepwise transformation. The fellowship for a PhD student to work under my supervision with co-
supervision by Dr. Olivier Delattre was allocated by AMX Ecole Polytechnique doctoral school in June 2014.

Changes in the genome 3D structure in cancer and its relationship to aberrant gene expression. Such fundamental questions as changes in 3D conformation in cancer genomes due to structural variants can be assessed using the integrative analysis of LADs, WGS data, ChIP-seq for histone marks and sequence analysis of transcription factor binding motifs. Large structural variants, such as translocations, large genomic deletions or inversions, disrupt the canonical 3D structure of the genome. The genes located in regions associated to the nuclear lamina (LADs) in the cells of cancer origin, and thus normally silent, may become reactivated as a result of translocation bringing the corresponding region far from the nuclear lamina. The opposite situation, when a previously active gene is silenced due to the association of the corresponding locus to the lamina can also take place. In collaboration with B. van Steensel lab (NKI, Netherlands), we plan to investigate this question by studying the changes in epigenetic profiles and gene expression in genes located in the regions surrounding large structural variants in different cancer types.

To summarize, analysis of novel types of HTS data, application of HTS to new species, cancer, characterization of signal coming from the repetitive elements of the genome and analysis of single cell datasets, all this needs the development of novel specific data processing algorithms. The laboratory of Bioinformatics, Biostatistics, Epidemiology and computational Systems Biology of Cancer in Institut Curie I work in provides plenty of opportunities for collaboration with clinicians and biologists to study these questions. My ambition is to develop novel computational techniques for analysis of cancer HTS data and in parallel contribute to our understanding of cancer genetics and its connection with tumor aggressiveness and response to treatment. By using large scale datasets including clinical information as well as information obtained from HTS data (e.g. genetic, epigenetic, transcription profiles), I plan to develop new data analysis strategies for identification of key events disabling or amplifying signaling pathways in a given cancer. My work will contribute to our understanding of the mechanisms of regulation in normal and cancer cells. I hope to provide explanations why certain changes at the level of the nucleotide sequence result in epigenetic changes and changes in gene expression and as consequence stimulate tumor development or progression.
REFERENCES

Abyzov, Alexej, Alexander E. Urban, Michael Snyder, and Mark Gerstein. 2011. “CNVnator: An Approach to Discover, Genotype, and Characterize Typical and Atypical CNVs from Family and Population Genome Sequencing.” *Genome Research* 21 (6): 974–84. doi:10.1101/gr.114876.110.

Akhtar, Waseem, Johann de Jong, Alexey V. Pindyurin, Ludo Pagie, Wouter Meuleman, Jeroen de Ridder, Anton Berns, Lodewyk F. A. Wessels, Maarten van Lohuizen, and Bas van Steensel. 2013. “Chromatin Position Effects Assayed by Thousands of Reporters Integrated in Parallel.” *Cell* 154 (4): 914–27. doi:10.1016/j.cell.2013.07.018.

Alkan, Can, Jeffrey M Kidd, Tomas Marques-Bonet, Gozde Aksay, Francesca Antonacci, Fereydoun Hormozdiari, Jacob O Kitzman, et al. 2009. “Personalized Copy Number and Segmental Duplication Maps Using next-Generation Sequencing.” *Nature Genetics* 41 (10): 1061–67. doi:10.1038/ng.437.

Amarasinghe, Kaushalya C, Jason Li, and Saman K Halgamuge. 2013. “CoNVEX: Copy Number Variation Estimation in Exome Sequencing Data Using HMM.” *BMC Bioinformatics* 14 (Suppl 2): S2. doi:10.1186/1471-2105-14-S2-S2.

Andersson, Robin, Claudia Gebhard, Irene Miguel-Escalada, Ilka Hoof, Jette Bornholdt, Mette Boyd, Yun Chen, et al. 2014. “An Atlas of Active Enhancers across Human Cell Types and Tissues.” *Nature* 507 (7493): 455–61. doi:10.1038/nature12787.

Arvand, A, and C T Denny. 2001. “Biology of EWS/ETS Fusions in Ewing’s Family Tumors.” *Oncogene* 20 (40): 5747–54. doi:10.1038/sj.onc.1204598.

Ashoor, Haitham, Aurélie Hérault, Aurélie Kamoun, François Radvanyi, Vladimir B. Bajic, Emmanuel Barillot, and Valentina Boeva. 2013. “HMCan: A Method for Detecting Chromatin Modifications in Cancer Samples Using ChIP-Seq Data.” *Bioinformatics* 29 (23): 2979–86. doi:10.1093/bioinformatics/btt524.

Back, Jonathan, Andrée Dierich, Corinne Bronn, Philippe Kastner, and Susan Chan. 2004. “PU.1 Determines the Self-Renewal Capacity of Erythroid Progenitor Cells.” *Blood* 103 (10): 3615–23. doi:10.1182/blood-2003-11-4089.

Bailey, Timothy L., Mikael Boden, Fabian A. Buske, Martin Frith, Charles E. Grant, Luca Clementi, Jingyuan Ren, Wilfred W. Li, and William S. Noble. 2009. “MEME Suite: Tools for Motif Discovery and Searching.” *Nucleic Acids Research* 37 (suppl 2): W202–W208. doi:10.1093/nar/gkp335.

Barash, Yoseph, Gal Elidan, Nir Friedman, and Tommy Kaplan. 2003. “Modeling Dependencies in Protein-DNA Binding Sites.” In *Proceedings of the Seventh Annual International Conference on Research in Computational Molecular Biology*, 28–37. RECOMB ’03. New York, NY, USA: ACM. doi:10.1145/640075.640079.

Bartel, David P. 2009. “MicroRNAs: Target Recognition and Regulatory Functions.” *Cell* 136 (2): 215–33. doi:10.1016/j.cell.2009.01.002.

Baum, Leonard E., and Ted Petrie. 1966. “Statistical Inference for Probabilistic Functions of Finite State Markov Chains.” *The Annals of Mathematical Statistics* 37 (6): 1554–63. doi:10.1214/aoms/1177699147.

Baum, Leonard E., Ted Petrie, George Soules, and Norman Weiss. 1970. “A Maximization Technique Occurring in the Statistical Analysis of Probabilistic Functions of Markov Chains.” *The Annals of Mathematical Statistics* 41 (1): 164–71. doi:10.1214/aoms/1177697196.
Beadling, Carol, Tanaya L. Neff, Michael C. Heinrich, Katherine Rhodes, Michael Thornton, John Leamon, Mark Andersen, and Christopher L. Corless. 2013. “Combining Highly Multiplexed PCR with Semiconductor-Based Sequencing for Rapid Cancer Genotyping.” *The Journal of Molecular Diagnostics* 15 (2): 171–76. doi:10.1016/j.jmoldx.2012.09.003.

Belton, Jon-Matthew, Rachel Patton McCord, Johan Harmen Gibcus, Natalia Naumova, Ye Zhan, and Job Dekker. 2012. “Hi-C: A Comprehensive Technique to Capture the Conformation of Genomes.” *Methods (San Diego, Calif.)* 58 (3): 268–76. doi:10.1016/j.ymeth.2012.05.001.

Ben-Neriah, Y, G Q Daley, A M Mes-Masson, O N Witte, and D Baltimore. 1986. “The Chronic Myelogenous Leukemia-Specific P210 Protein Is the Product of the Bcr/abl Hybrid Gene.” *Science (New York, N.Y.)* 233 (4760): 212–14.

Benjamins, Yuval, and Terence P. Speed. 2012. “Summarizing and Correcting the GC Content Bias in High-Throughput Sequencing.” *Nucleic Acids Research* 40 (10): e72–e72. doi:10.1093/nar/gks001.

Berger, Shelley L. 2007. “The Complex Language of Chromatin Regulation during Transcription.” *Nature* 447 (7143): 407–12. doi:10.1038/nature05915.

Boeva, Valentina. Julien Clément, Mireille Régnier, Mikhail A Roytberg, and Vsevolod J Makeev. 2007. “Exact P-Value Calculation for Heterotypic Clusters of Regulatory Motifs and Its Application in Computational Annotation of Cis-Regulatory Modules.” *Algorithms for Molecular Biology: AMB* 2: 13. doi:10.1186/1748-7188-2-13.

Boeva, Valentina, Stéphanie Jouannet, Romain Daveau, Valérie Combaret, Cécile Pierre-Eugène, Alex Cazes, Caroline Louis-Brennetot, et al. 2013. “Breakpoint Features of Genomic Rearrangements in Neuroblastoma with Unbalanced Translocations and Chromothripsis.” *PLoS ONE* 8 (8): e72182. doi:10.1371/journal.pone.0072182.

Boeva, Valentina, Alban Lermine, Camille Barette, Christel Guillouf, and Emmanuel Barillot. 2012. “Nebula—a Web-Server for Advanced ChIP-Seq Data Analysis.” *Bioinformatics* 28 (19): 2517–19. doi:10.1093/bioinformatics/bts463.

Boeva, Valentina, Tatiana Popova, Kevin Bleakley, Pierre Chiche, Julie Cappo, Gudrun Schleiermacher, Isabelle Janoueix-Lerosey, Olivier Delattre, and Emmanuel Barillot. 2012. “Control-FREEC: A Tool for Assessing Copy Number and Allelic Content Using next-Generation Sequencing Data.” *Bioinformatics* 28 (3): 423–25. doi:10.1093/bioinformatics/btr670.

Boeva, Valentina, Mireille Regnier, Dmitri Papatsenko, and Vsevolod Makeev. 2006. “Short Fuzzy Tandem Repeats in Genomic Sequences, Identification, and Possible Role in Regulation of Gene Expression.” *Bioinformatics* (Oxford, England) 22 (6): 676–84. doi:10.1093/bioinformatics/btk032.

Boeva, Valentina, Didier Surdez, Noëlle Guillon, Franck Tirode, Anthony P Fejes, Olivier Delattre, and Emmanuel Barillot. 2010. “De Novo Motif Identification Improves the Accuracy of Predicting Transcription Factor Binding Sites in ChIP-Seq Data Analysis.” *Nucleic Acids Research* 38 (11): e126. doi:10.1093/nar/gkq217.

Boeva, Valentina, Andrei Zinovyev, Kevin Bleakley, Jean-Philippe Vert, Isabelle Janoueix-Lerosey, Olivier Delattre, and Emmanuel Barillot. 2011. “Control-Free Calling of Copy Number Alterations in Deep-Sequencing Data Using GC-Content Normalization.” *Bioinformatics* 27 (2): 268–69. doi:10.1093/bioinformatics/btq635.

Boyle, Alan P., Justin Guinney, Gregory E. Crawford, and Terrence S. Furey. 2008. “F-Seq: A Feature Density Estimator for High-Throughput Sequence Tags.” *Bioinformatics* 24 (21): 2537–38. doi:10.1093/bioinformatics/btn480.
Brodeur, Garrett M. 2003. “Neuroblastoma: Biological Insights into a Clinical Enigma.” Nature Reviews. Cancer 3 (3): 203–16. doi:10.1038/nrc1014.

Burda, P., P. Laslo, and T. Stopka. 2010. “The Role of PU.1 and GATA-1 Transcription Factors during Normal and Leukemogenic Hematopoiesis.” Leukemia 24 (7): 1249–57. doi:10.1038/leu.2010.104.

Cancer Genome Atlas Research Network. 2011. “Integrated Genomic Analyses of Ovarian Carcinoma.” Nature 474 (7353): 609–15. doi:10.1038/nature10166.

Carén, Helena, Hanna Kryh, Maria Nethander, Rose-Marie Sjöberg, Catarina Träger, Staffan Nilsson, Jonas Abrahamsson, Per Kogner, and Tommy Martinsson. 2010. “High-Risk Neuroblastoma Tumors with 11q-Deletion Display a Poor Prognostic, Chromosome Instability Phenotype with Later Onset.” Proceedings of the National Academy of Sciences of the United States of America 107 (9): 4323–28. doi:10.1073/pnas.0910684107.

Carter, Scott L., Kristian Cibulskis, Elena Helman, Aaron McKenna, Hui Shen, Travis Zack, Peter W. Laird, et al. 2012. “Absolute Quantification of Somatic DNA Alterations in Human Cancer.” Nature Biotechnology 30 (5): 413–21. doi:10.1038/nbt.2203.

Chen, Ken, John W. Wallis, Michael D. McLellan, David E. Larson, Joelle M. Kalicki, Craig S. Pohl, Sean D. McGrath, et al. 2009. “BreakDancer: An Algorithm for High-Resolution Mapping of Genomic Structural Variation.” Nature Methods 6 (9): 677–81. doi:10.1038/nmeth.1363.

Chiang, Derek Y., Gad Getz, David B. Jaffe, Michael J. T. O’Kelly, Xiaojun Zhao, Scott L. Carter, Carsten Russ, Chad Nusbaum, Matthew Meyerson, and Eric S. Lander. 2009. “High-Resolution Mapping of Copy-Number Alterations with Massively Parallel Sequencing.” Nature Methods 6 (1): 99–103. doi:10.1038/nmeth.1276.

Chin, Lena J., Elena Ratner, Shuguang Leng, Rihong Zhai, Sunita Nallur, Imran Babar, Roman-Ulrich Muller, et al. 2008. “A SNP in a Let-7 microRNA Complementary Site in the KRAS 3’ Untranslated Region Increases Non–Small Cell Lung Cancer Risk.” Cancer Research 68 (20): 8535–40. doi:10.1158/0008-5472.CAN-08-2129.

Chung, Dongjun, Pei Fen Kuan, Bo Li, Rajendran Sanalkumar, Kun Liang, Emery H. Bresnick, Colin Dewey, and Sündüz Keleş. 2011. “Discovering Transcription Factor Binding Sites in Highly Repetitive Regions of Genomes with Multi-Read Analysis of ChIP-Seq Data.” PLoS Comput Biol 7 (7): e1002111. doi:10.1371/journal.pcbi.1002111.

Cironi, Luisa, Nicolò Riggi, Paolo Provero, Natalie Wolf, Mario-Luca Suvà, Domizio Suvà, Vincent Kindler, and Ivan Stamenkovic. 2008. “IGF1 Is a Common Target Gene of Ewing’s Sarcoma Fusion Proteins in Mesenchymal Progenitor Cells.” PloS One 3 (7): e2634. doi:10.1371/journal.pone.0002634.

Conrad, Donald F., Dalila Pinto, Richard Redon, Lars Feuk, Omer Gokcumen, Yujun Zhang, Jan Aerts, et al. 2010. “Origins and Functional Impact of Copy Number Variation in the Human Genome.” Nature 464 (7289): 704–12. doi:10.1038/nature08516.

Consortium, The 1000 Genomes Project. 2010. “A Map of Human Genome Variation from Population-Scale Sequencing.” Nature 467 (7319): 1061–73. doi:10.1038/nature09534.

Consortium, The ENCODE Project. 2012. “An Integrated Encyclopedia of DNA Elements in the Human Genome.” Nature 489 (7414): 57–74. doi:10.1038/nature11247.

COOLEN, Marcel W., Clare Stirzaker, Jenny Z. Song, Aaron L. Statham, Zena Kassir, Carlos S. Moreno, Andrew N. Young, et al. 2010. “Consolidation of the Cancer Genome into Domains of Repressive Chromatin by Long-Range Epigenetic Silencing (LRES)
Esteller, Manel. 2007. “Cancer Epigenomics: DNA Methylomes and Histone-Modification Maps.” *Nature Reviews Genetics* 8 (4): 286–98. doi:10.1038/nrg2005.

Farnham, Peggy J. 2009. “Insights from Genomic Profiling of Transcription Factors.” *Nature Reviews Genetics* 10 (9): 605–16. doi:10.1038/nrg2636.

Faust, Gregory G., and Ira M. Hall. 2012. “GEM: Crystal-Clear DNA Alignment.” *Nature Methods* 9 (12): 1159–60. doi:10.1038/nmeth.2256.

Fejes, Anthony P, Gordon Robertson, Mikhail Bilenky, Richard Varhol, Matthew Bainbridge, and Steven J M Jones. 2008. “FindPeaks 3.1: A Tool for Identifying Areas of Enrichment from Massively Parallel Short-Read Sequencing Technology.” *Bioinformatics (Oxford, England)* 24 (15): 1729–30. doi:10.1093/bioinformatics/btn305.

Ferraiuolo, Maria A, Amartya Sanyal, Natalia Naumova, Job Dekker, and Josée Dostie. 2012. “From Cells to Chromatin: Capturing Snapshots of Genome Organization with 5C Technology.” *Methods (San Diego, Calif.)* 58 (3): 255–67. doi:10.1016/j.ymeth.2012.10.011.

Filion, Guillaume J., Joke G. van Bemmel, Ulrich Braunschweig, Wendy Talhout, Jop Kind, Lucas D. Ward, Wim Brugman, et al. 2010. “Systematic Protein Location Mapping Reveals Five Principal Chromatin Types in Drosophila Cells.” *Cell* 143 (2): 212–24. doi:10.1016/j.cell.2010.09.009.

Flavell, R B, M D Bennett, J B Smith, and D B Smith. 1974. “Genome Size and the Proportion of Repeated Nucleotide Sequence DNA in Plants.” *Biochemical Genetics* 12 (4): 257–69.

Frigola, Jordi, Jenny Song, Clare Stirzaker, Rebecca A. Hinshelwood, Miguel A. Peinado, and Susan J. Clark. 2006. “Epigenetic Remodeling in Colorectal Cancer Results in Coordinate Gene Suppression across an Entire Chromosome Band.” *Nature Genetics* 38 (5): 540–49. doi:10.1038/ng1781.

Fromer, Menachem, Jennifer L. Moran, Kimberly Chambert, Eric Banks, Sarah E. Bergen, Douglas M. Ruderfer, Robert E. Handsaker, et al. 2012. “Discovery and Statistical Genotyping of Copy-Number Variation from Whole-Exome Sequencing Depth.” *The American Journal of Human Genetics* 91 (4): 597–607. doi:10.1016/j.ajhg.2012.08.005.

Fukuma, Mariko, Hajime Okita, Jun-Ichi Hata, and Akihiro Umezawa. 2003. “Upregulation of Id2, an Oncogenic Helix-Loop-Helix Protein, Is Mediated by the Chimeric EWS/ets Protein in Ewing Sarcoma.” *Oncogene* 22 (1): 1–9. doi:10.1038/sj.onc.1206055.

Fullwood, Melissa J, Mei Hui Liu, You Fu Pan, Jun Liu, Han Xu, Yusoff Bin Mohamed, Yuriy L Orlov, et al. 2009. “An Oestrogen-Receptor-Alpha-Bound Human Chromatin Interactome.” *Nature* 462 (7269): 58–64. doi:10.1038/nature08497.

Futreal, P Andrew, Lachlan Coin, Mhairi Marshall, Thomas Down, Timothy Hubbard, Richard Wooster, Nazneen Rahman, and Michael R Stratton. 2004. “A Census of Human Cancer Genes.” *Nature Reviews. Cancer* 4 (3): 177–83. doi:10.1038/nrc1299.

Garraway, Levi A., and Eric S. Lander. 2013. “Lessons from the Cancer Genome.” *Cell* 153 (1): 17–37. doi:10.1016/j.cell.2013.03.002.

Goldman, John M., and Junia V. Melo. 2003. “Chronic Myeloid Leukemia — Advances in Biology and New Approaches to Treatment.” *New England Journal of Medicine* 349 (15): 1451–64. doi:10.1056/NEJMra020777.

Grada, Ayman, and Kate Weinbrecht. 2013. “Next-Generation Sequencing: Methodology and Application.” *Journal of Investigative Dermatology* 133 (8): e11. doi:10.1038/jid.2013.248.
Grau, Jan, Irad Ben-Gal, Stefan Posch, and Ivo Grosse. 2006. “VOMBAT: Prediction of Transcription Factor Binding Sites Using Variable Order Bayesian Trees.” *Nucleic Acids Research* 34 (suppl 2): W529–W533. doi:10.1093/nar/gkl212.

Guillon, Noëlle, Franck Tirode, Valentina Boeva, Andrei Zynovyev, Emmanuel Barillot, and Olivier Delattre. 2009. “The Oncogenic EWS-FLI1 Protein Binds In Vivo GGAA Microsatellite Sequences with Potential Transcriptional Activation Function.” *PLoS ONE* 4 (3): e4932. doi:10.1371/journal.pone.0004932.

Ha, Misook, Soondo Hong, and Wen-Hsiung Li. 2013. “Predicting the Probability of H3K4me3 Occupation at a Base Pair from the Genome Sequence Context.” *Bioinformatics* 29 (9): 1199–1205. doi:10.1093/bioinformatics/btt126.

Hafner, Markus, Markus Landthaler, Lukas Burger, Mohsen Khorshid, Jean Haussler, Philipp Berninger, Andrea Rothballer, et al. 2010. “Transcriptome-Wide Identification of RNA-Binding Protein and microRNA Target Sites by PAR-CLIP.” *Cell* 141 (1): 129–41. doi:10.1016/j.cell.2010.03.009.

Hake, Sandra B, Benjamin A Garcia, Monika Kauer, Stephen P Baker, Jeffrey Shabanowitz, Donald F Hunt, and C David Allis. 2005. “Serine 31 Phosphorylation of Histone Variant H3.3 Is Specific to Regions Bordering Centromeres in Metaphase Chromosomes.” *Proceedings of the National Academy of Sciences of the United States of America* 102 (18): 6344–49. doi:10.1073/pnas.0502413102.

Hannan, Douglas, and Robert A. Weinberg. 2011. “Hallmarks of Cancer: The Next Generation.” *Cell* 144 (5): 646–74. doi:10.1016/j.cell.2011.02.013.

Hannan, Anthony J. 2010. “Tandem Repeat Polymorphisms: Modulators of Disease Susceptibility and Candidates for ‘missing Heritability.’” *Trends in Genetics* 26 (2): 59–65. doi:10.1016/j.tig.2009.11.008.

Harchaoui, Zaid, and Céline Lévy-leduc. 2008. “Catching Change-Points with Lasso.” *Adv. Neural Inform. Process. Syst.* 20: 617–24.

Hebenstreit, Daniel, Muxin Gu, Syed Haider, Daniel J Turner, Pietro Liò, and Sarah A Teichmann. 2011. “EpiChIP: Gene-by-Gene Quantification of Epigenetic Modification Levels.” *Nucleic Acids Research* 39 (5): e27–e27. doi:10.1093/nar/gkq1226.

Hertz, G. Z., and G. D. Stormo. 1999. “Identifying DNA and Protein Patterns with Statistically Significant Alignments of Multiple Sequences.” *Bioinformatics* 15 (7): 563–77. doi:10.1093/bioinformatics/15.7.563.

Hofree, Matan, John P. Shen, Hannah Carter, Andrew Gross, and Trey Ideker. 2013. “Network-Based Stratification of Tumor Mutations.” *Nature Methods* 10 (11): 1108–15. doi:10.1038/nmeth.2651.

Holland, Andrew J., and Don W. Cleveland. 2012. “Chromoanagenesis and Cancer: Mechanisms and Consequences of Localized, Complex Chromosomal Rearrangements.” *Nature Medicine* 18 (11): 1630–38. doi:10.1038/nm.2988.

Hou, Yong, Luting Song, Ping Zhu, Bo Zhang, Ye Tao, Xin Xu, Fuqiang Li, et al. 2012. “Single-Cell Exome Sequencing and Monoclonal Evolution of a JAK2-Negative Myeloproliferative Neoplasm.” *Cell* 148 (5): 873–85. doi:10.1016/j.cell.2012.02.028.

Hu, Ming, Jindan Yu, Jeremy M. G. Taylor, Arul M. Chinnaiyan, and Zhaohui S. Qin. 2010. “On the Detection and Refinement of Transcription Factor Binding Sites Using ChiP-Seq Data.” *Nucleic Acids Research* 38 (7): 2154–67. doi:10.1093/nar/gkp1180.

Ingolia, Nicholas T., Sina Ghaemmaghami, John R. S. Newman, and Jonathan S. Weissman. 2009. “Genome-Wide Analysis in Vivo of Translation with Nucleotide Resolution
Using Ribosome Profiling.” Science 324 (5924): 218–23.
doi:10.1126/science.1168978.

Islam, Saiful, Amit Zeisel, Simon Joost, Gioele La Manno, Pawel Zajac, Maria Kasper, Peter Lönnerberg, and Sten Linnarsson. 2014. “Quantitative Single-Cell RNA-Seq with Unique Molecular Identifiers.” Nature Methods 11 (2): 163–66. doi:10.1038/nmeth.2772.

Ivakhno, Sergii, Tom Royce, Anthony J. Cox, Dirk J. Evers, R. Keira Cheetham, and Simon Tavaré. 2010. “CNAseg—a Novel Framework for Identification of Copy Number Changes in Cancer from Second-Generation Sequencing Data.” Bioinformatics 26 (24): 3051–58. doi:10.1093/bioinformatics/btq587.

Iwasaki, Hiromi, Chamorro Somoza, Hirokazu Shigematsu, Estelle A Duprez, Junko Iwasaki-Arai, Shin-Ichi Mizuno, Yojiro Arinobu, et al. 2005. “Distinctive and Indispensable Roles of PU.1 in Maintenance of Hematopoietic Stem Cells and Their Differentiation.” Blood 106 (5): 1590–1600. doi:10.1182/blood-2005-03-0860.

Jaitin, Diego Adhemar, Ephraim Kenigsberg, Hadas Keren-Shaul, Naama Elefant, Franziska Paul, Irina Zaretsky, Alexander Mildner, et al. 2014. “Massively Parallel Single-Cell RNA-Seq for Marker-Free Decomposition of Tissues into Cell Types.” Science 343 (6172): 776–79. doi:10.1126/science.1247651.

Janevski, Angel, Vinay Varadan, Sitharthan Kamalakaran, Nilanjana Banerjee, and Nevenka Dimitrova. 2012. “Effective Normalization for Copy Number Variation Detection from Whole Genome Sequencing.” BMC Genomics 13 (Suppl 6): S16. doi:10.1186/1471-2164-13-S6-S16.

Jeck, William R, Jessica A Sorrentino, Kai Wang, Michael K Slevin, Christin E Burd, Jinze Liu, William F Marzluff, and Norman E Sharpless. 2013. “Circular RNAs Are Abundant, Conserved, and Associated with ALU Repeats.” RNA (New York, N.Y.) 19 (2): 141–57. doi:10.1261/rna.035667.112.

Ji, Hongkai, Hui Jiang, Wenxiu Ma, David S. Johnson, Richard M. Myers, and Wing H. Wong. 2008. “An Integrated Software System for Analyzing ChIP-Chip and ChIP-Seq Data.” Nature Biotechnology 26 (11): 1293–1300. doi:10.1038/nbt.1505.

Jiang, Yue, Yadong Wang, and Michael Brudno. 2012. “PRISM: Pair-Read Informed Split-Read Mapping for Base-Pair Level Detection of Insertion, Deletion and Structural Variants.” Bioinformatics 28 (20): 2576–83. doi:10.1093/bioinformatics/bts484.

Johnson, David S, Ali Mortazavi, Richard M Myers, and Barbara Wold. 2007. “Genome-Wide Mapping of in Vivo Protein-DNA Interactions.” Science (New York, N.Y.) 316 (5830): 1497–1502. doi:10.1126/science.1141319.

Jothi, Raja, Suresh Cuddapah, Artem Barski, Kairong Cui, and Keji Zhao. 2008. “Genome-Wide Identification of in Vivo protein–DNA Binding Sites from ChIP-Seq Data.” Nucleic Acids Research 36 (16): 5221–31. doi:10.1093/nar/gkn488.

Kawa, K., N. Ohnuma, M. Kaneko, K. Yamamoto, T. Etoh, H. Mugishima, M. Ohhira, et al. 1999. “Long-Term Survivors of Advanced Neuroblastoma With MYCN Amplification: A Report of 19 Patients Surviving Disease-Free for More Than 66 Months.” Journal of Clinical Oncology 17 (10): 3216–20.

Kharchenko, Peter V, Michael Y Tolstorukov, and Peter J Park. 2008. “Design and Analysis of ChIP-Seq Experiments for DNA-Binding Proteins.” Nature Biotechnology 26 (12): 1351–59. doi:10.1038/nbt.1508.

Kharchenko, Peter V., Artyom A. Alekseyenko, Yuri B. Schwartz, Aki Minoda, Nicole C. Riddle, Jason Ernst, Peter J. Sabo, et al. 2011. “Comprehensive Analysis of the
Chromatin Landscape in Drosophila Melanogaster.” Nature 471 (7339): 480–85. doi:10.1038/nature09725.

Kharchenko, Peter V., Lev Silberstein, and David T. Scadden. 2014. “Bayesian Approach to Single-Cell Differential Expression Analysis.” Nature Methods advance online publication (May). doi:10.1038/nmeth.2967.

Kim, Hyunmin, Jihye Kim, Heather Selby, Dexiang Gao, Tiejun Tong, Tzu Lip Phang, and Aik Choon Tan. 2011. “A Short Survey of Computational Analysis Methods in Analysing ChIP-Seq Data.” Human Genomics 5 (2): 117–23.

Kim, Tae-Min, Peter W. Laird, and Peter J. Park. 2013. “The Landscape of Microsatellite Instability in Colorectal and Endometrial Cancer Genomes.” Cell 155 (4): 858–68. doi:10.1016/j.cell.2013.10.015.

Kind, Jop, Ludo Pagie, Havva Ortabozkoyun, Shelagh Boyle, Sandra S. de Vries, Hans Janssen, Mario Amendola, Leisha D. Nolen, Wendy A. Bickmore, and Bas van Steensel. 2013. “Single-Cell Dynamics of Genome-Nuclear Lamina Interactions.” Cell 153 (1): 178–92. doi:10.1016/j.cell.2013.02.028.

Klambauer, Günter, Karin Schwarzbauer, Andreas Mayr, Djork-Arné Clevert, Andreas Mitterecker, Ulrich Bodenhofer, and Sepp Hochreiter. 2012. “cn.MOPS: Mixture of Poissons for Discovering Copy Number Variations in Next-Generation Sequencing Data with a Low False Discovery Rate.” Nucleic Acids Research 40 (9): e69–e69. doi:10.1093/nar/gks003.

Klose, Robert J., Sarah Cooper, Anca M. Farcas, Neil P. Blackledge, and Neil Brockdorff. 2013. “Chromatin Sampling—An Emerging Perspective on Targeting Polycomb Repressor Proteins.” PLoS Genet 9 (8): e1003717. doi:10.1371/journal.pgen.1003717.

Koboldt, Daniel C., Qunyuan Zhang, David E. Larson, Dong Shen, Michael D. McLellan, Ling Lin, Christopher A. Miller, Elaine R. Mardis, Li Ding, and Richard K. Wilson. 2012. “VarScan 2: Somatic Mutation and Copy Number Alteration Discovery in Cancer by Exome Sequencing.” Genome Research 22 (3): 568–76. doi:10.1101/gr.129684.111.

Korbel, Jan O., Alexej Abyzov, Xinneng Mu, Nicholas Carriero, Philip Cayting, Zhengdong Zhang, Michael Snyder, and Mark B Gerstein. 2009. “PEMer: A Computational Framework with Simulation-Based Error Models for Inferring Genomic Structural Variants from Massive Paired-End Sequencing Data.” Genome Biology 10 (2): R23. doi:10.1186/gb-2009-10-2-r23.

Korbel, Jan O, Alexander Ecehert Urban, Jason P Affourtit, Brian Godwin, Fabian Grubert, Jan Fredrik Simons, Philip M Kim, et al. 2007. “Paired-End Mapping Reveals Extensive Structural Variation in the Human Genome.” Science (New York, N.Y.) 318 (5849): 420–26. doi:10.1126/science.1149504.

Korbel, Jan O., and Peter J. Campbell. 2013. “Criteria for Inference of Chromothripsis in Cancer Genomes.” Cell 152 (6): 1226–36. doi:10.1016/j.cell.2013.02.023.

Korfhage, Christian, Evelyn Fisch, Evelyn Fricke, Silke Baedker, and Dirk Loeffert. 2013. “Whole-Genome Amplification of Single-Cell Genomes for next-Generation Sequencing.” Current Protocols in Molecular Biology / Edited by Frederick M. Ausubel ... [et Al.] 104: Unit 7.14. doi:10.1002/0471142727.mb0714s104.

Kouzarides, Tony. 2007. “Chromatin Modifications and Their Function.” Cell 128 (4): 693–705. doi:10.1016/j.cell.2007.02.005.

Krishnan, Neeraja M., Prakhar Gaur, Rakshit Chaudhary, Arjun A. Rao, and Binay Panda. 2012. “COPS: A Sensitive and Accurate Tool for Detecting Somatic Copy Number...
Alterations Using Short-Read Sequence Data from Paired Samples.” *PLoS ONE* 7 (10): e47812. doi:10.1371/journal.pone.0047812.

Krzywinski, Martin, Jacqueline Schein, Inanç Birol, Joseph Connors, Randy Gascoyne, Doug Horsman, Steven J Jones, and Marco A Marra. 2009. “Circos: An Information Aesthetic for Comparative Genomics.” *Genome Research* 19 (9): 1639–45. doi:10.1101/gr.092759.109.

Ku, Manching, Jacob D Jaffe, Richard P Koche, Esther Rheinbay, Mitsuhiro Endoh, Haruhiko Koseki, Steven A Carr, and Bradley E Bernstein. 2012. “H2A.Z Landscapes and Dual Modifications in Pluripotent and Multipotent Stem Cells Underlie Complex Genome Regulatory Functions.” *Genome Biology* 13 (10): R85. doi:10.1186/gb-2012-13-10-r85.

Ku, Manching, Richard P. Koche, Esther Rheinbay, Eric M. Mendenhall, Mitsuhiro Endoh, Tarjei S. Mikkelsen, Aviva Presser, et al. 2008. “Genomewide Analysis of PRC1 and PRC2 Occupancy Identifies Two Classes of Bivalent Domains.” *PLoS Genet* 4 (10): e1000242. doi:10.1371/journal.pgen.1000242.

Kulakovskiy, Ivan V., Valentina A. Boeva, Alexander V. Favorov, and Vsevolod J. Makeev. 2010. “Deep and Wide Digging for Binding Motifs in ChIP-Seq Data.” *Bioinformatics (Oxford, England)* 26 (20): 2622–23. doi:10.1093/bioinformatics/btq488.

Kulakovskiy, Ivan V., Yulia A. Medvedeva, U. Schaefer, A. S. Kasianov, Ilya E. Vorontsov, Vladimir B. Bajic, and Vsevolod J. Makeev. 2013. “HOOCOMOCO: A Comprehensive Collection of Human Transcription Factor Binding Sites Models.” *Nucleic Acids Research* 41 (D1): D195–D202. doi:10.1093/nar/gks1089.

Lacoste, Nicolas, Adam Woolfe, Hiroaki Tachiwana, Ana Villar Garea, Teresa Barth, Sylvain Cantaloube, Hitoshi Kurumizaka, Axel Imhof, and Geneviève Almouzni. 2014. “Mislocalization of the Centromeric Histone Variant CenH3/CENP-A in Human Cells Depends on the Chaperone DAXX.” *Molecular Cell* 53 (4): 631–44. doi:10.1016/j.molcel.2014.01.018.

Lander, Eric S., Lauren M. Linton, Bruce Birren, Chad Nusbaum, Michael C. Zody, Jennifer Baldwin, Keri Devon, et al. 2001. “Initial Sequencing and Analysis of the Human Genome.” *Nature* 409 (6822): 860–921. doi:10.1038/35057062.

Landt, Stephen G., Georgi K. Marinov, Anshul Kundaje, Pouya Kheradpour, Florencia Pauli, Serafim Batzoglou, Bradley E. Bernstein, et al. 2012. “ChIP-Seq Guidelines and Practices of the ENCODE and modENCODE Consortia.” *Genome Research* 22 (9): 1813–31. doi:10.1101/gr.136184.111.

Lee, Eunjung, Rebecca Iskow, Lixing Yang, Omer Gokcumen, Psalm Haseley, Lovelace J. Luquette, Jens G. Lohr, and et al. 2012. “Landscape of Somatic Retrotransposition in Human Cancers.” *Science* 337 (6097): 967–71. doi:10.1126/science.1222077.

Licatalosi, Donny D, Aldo Mele, John J Fak, Jernej Ule, Melis Kayikci, Sung Wook Chi, Tyson A Clark, et al. 2008. “HITS-CLIP Yields Genome-Wide Insights into Brain Alternative RNA Processing.” *Nature* 456 (7221): 464–69. doi:10.1038/nature07488.

Lonigro, Robert J, Catherine S Grasso, Dan R Robinson, Xiaojun Jing, Yi-Mi Wu, Xuhong Cao, Michael J Quist, Scott A Tomlins, Kenneth J Pienta, and Arul M Chinnaiyan. 2011. “Detection of Somatic Copy Number Alterations in Cancer Using Targeted Exome Capture Sequencing.” *Neoplasia (New York, N.Y.)* 13 (11): 1019–25.

Ma, Xiaotu, Ashwinikumar Kulkarni, Zhihua Zhang, Zhenyu Xuan, Robert Serfling, and Michael Q. Zhang. 2012. “A Highly Efficient and Effective Motif Discovery Method for ChIP-seq/ChIP-Chip Data Using Positional Information.” *Nucleic Acids Research* 40 (7): e50–e50. doi:10.1093/nar/gkr1135.
Magi, Alberto, Lorenzo Tattini, Ingrid Cifola, Romina D’Aurizio, Matteo Benelli, Eleonora Mangano, Cristina Battaglia, et al. 2013. “EXCAVATOR: Detecting Copy Number Variants from Whole-Exome Sequencing Data.” Genome Biology 14 (10): R120. doi:10.1186/gb-2013-14-10-r120.

Mao, X, S Miesfeldt, H Yang, J M Leiden, and C B Thompson. 1994. “The FLI-1 and Chimeric EWS-FLI-1 Oncoproteins Display Similar DNA Binding Specificities.” The Journal of Biological Chemistry 269 (27): 18216–22.

Maris, J M, and K K Matthay. 1999. “Molecular Biology of Neuroblastoma.” Journal of Clinical Oncology: Official Journal of the American Society of Clinical Oncology 17 (7): 2264–79.

Mathelier, A., X. Zhao, A. W. Zhang, F. Parcy, R. Worsley-Hunt, D. J. Arenillas, S. Buchman, et al. 2014. “JASPAR 2014: An Extensively Expanded and Updated Open-Access Database of Transcription Factor Binding Profiles.” Nucleic Acids Research 42 (D1): D142–D147. doi:10.1093/nar/gkt997.

Matys, V, O V Kel-Margoulis, E Fricke, I Liebich, S Land, A Barre-Dirrie, I Reuter, et al. 2006. “TRANSFAC and Its Module TRANSCompel: Transcriptional Gene Regulation in Eukaryotes.” Nucleic Acids Research 34 (Database issue): D108–110. doi:10.1093/nar/gkj143.

Mayrhofer, Markus, Sebastian DiLorenzo, and Anders Isaksson. 2013. “Patchwork: Allele-Specific Copy Number Analysis of Whole-Genome Sequenced Tumor Tissue.” Genome Biology 14 (3): R24. doi:10.1186/gb-2013-14-3-r24.

Maze, Ian, Jian Feng, Matthew B. Wilkinson, HaoSheng Sun, Li Shen, and Eric J. Nestler. 2011. “Cocaine Dynamically Regulates Heterochromatin and Repetitive Element Unsilencing in Nucleus Accumbens.” Proceedings of the National Academy of Sciences 108 (7): 3035–40. doi:10.1073/pnas.1015483108.

Medvedev, Paul, Marc Fiume, Misko Dzamba, Tim Smith, and Michael Brudno. 2010. “Detecting Copy Number Variation with Mated Short Reads.” Genome Research 20 (11): 1613–22. doi:10.1101/gr.106344.110.

Medvedev, Paul, Monica Stanciu, and Michael Brudno. 2009. “Computational Methods for Discovering Structural Variation with next-Generation Sequencing.” Nature Methods 6: S13–S20. doi:10.1038/nmeth.1374.

Memczak, Sebastian, Marvin Jens, Antigoni Elefsinioti, Francesca Torti, Janna Krueger, Agnieszka Rybak, Luisa Maier, et al. 2013. “Circular RNAs Are a Large Class of Animal RNAs with Regulatory Potency.” Nature 495 (7441): 333–38. doi:10.1038/nature11928.

Miller, Christopher A., Oliver Hampton, Cristian Coarfa, and Aleksandar Milosavljevic. 2011. “ReadDepth: A Parallel R Package for Detecting Copy Number Alterations from Short Sequencing Reads.” PLoS ONE 6 (1): e16327. doi:10.1371/journal.pone.0016327.

Min, J.-N., L. Huang, D. B. Zimonjic, D. Moskophidis, and N. F. Mivechi. 2007. “Selective Suppression of Lymphomas by Functional Loss of Hsf1 in a p53-Deficient Mouse Model for Spontaneous Tumors.” Oncogene 26 (35): 5086–97. doi:10.1038/sj.onc.1210317.

Molenaar, Jan J., Jan Koster, Danny A. Zwijnenburg, Peter van Sluis, Linda J. Valentijn, Ida van der Ploeg, Mohamed Hamdi, et al. 2012. “Sequencing of Neuroblastoma Identifies Chromothripsis and Defects in Neuritogenesis Genes.” Nature 483 (7391): 589–93. doi:10.1038/nature10910.
Mortazavi, Ali, Brian A. Williams, Kenneth McCue, Lorian Schaeffer, and Barbara Wold. 2008. “Mapping and Quantifying Mammalian Transcriptomes by RNA-Seq.” *Nature Methods* 5 (7): 621–28. doi:10.1038/nmeth.1226.

Navin, Nicholas, Jude Kendall, Jennifer Troge, Peter Andrews, Linda Rodgers, Jeanne McIndoo, Kerry Cook, et al. 2011. “Tumour Evolution Inferred by Single-Cell Sequencing.” *Nature* 472 (7341): 90–94. doi:10.1038/nature09807.

Nix, David A, Samir J Courdy, and Kenneth M Boucher. 2008. “Empirical Methods for Controlling False Positives and Estimating Confidence in ChIP-Seq Peaks.” *BMC Bioinformatics* 9 (1): 523. doi:10.1186/1471-2105-9-523.

Nora, Elphège P, Bryan R Lajoie, Edda G Schulz, Luca Giorgetti, Ikuhiro Okamoto, Nicolas Servant, Tristan Piolot, et al. 2012. “Spatial Partitioning of the Regulatory Landscape of the X-Inactivation Centre.” *Nature* 485 (7398): 381–85. doi:10.1038/nature11049.

Novak, Petr, Taylor Jensen, Marc M Oshiro, George S Watts, Christina J Kim, and Bernard W Futscher. 2008. “Agglomerative Epigenetic Aberrations Are a Common Event in Human Breast Cancer.” *Cancer Research* 68 (20): 8616–25. doi:10.1158/0008-5472.CAN-08-1419.

Oesper, Layla, Ahmad Mahmoody, and Benjamin J Raphael. 2013. “THetA: Inferring Intra-Tumor Heterogeneity from High-Throughput DNA Sequencing Data.” *Genome Biology* 14 (7): R80. doi:10.1186/gb-2013-14-7-r80.

Oesper, Layla, Anna Ritz, Sarah J Aerni, Ryan Drebin, and Benjamin J Raphael. 2012. “Reconstructing Cancer Genomes from Paired-End Sequencing Data.” *BMC Bioinformatics* 13 (Suppl 6): S10. doi:10.1186/1471-2105-13-S6-S10.

Oliphant, A R, C J Brandl, and K Struhl. 1989. “Defining the Sequence Specificity of DNA-Binding Proteins by Selecting Binding Sites from Random-Sequence Oligonucleotides: Analysis of Yeast GCN4 Protein.” *Molecular and Cellular Biology* 9 (7): 2944–49.

Pachkov, M., I. Erb, N. Molina, and E. van Nimwegen. 2007. “SwissRegulon: A Database of Genome-Wide Annotations of Regulatory Sites.” *Nucleic Acids Research* 35 (Database): D127–D131. doi:10.1093/nar/gkl857.

Pepke, Shirley, Barbara Wold, and Ali Mortazavi. 2009. “Computation for ChIP-Seq and RNA-Seq Studies.” *Nature Methods* 6 (11s): S22–S32. doi:10.1038/nmeth.1371.

Politi, Valeria, Giovanni Perini, Stefania Trazzi, Artem Pliss, Ivan Raska, William C Earnshaw, and Giuliano Della Valle. 2002. “CENP-C Binds the Alpha-Satellite DNA in Vivo at Specific Centromere Domains.” *Journal of Cell Science* 115 (Pt 11): 2317–27.

Popova, Tatiana, Elodie Manié, Dominique Stoppa-Lyonnet, Guillem Rigail, Emmanuel Barillot, and Marc Stern. 2009. “Genome Alteration Print (GAP): A Tool to Visualize and Mine Complex Cancer Genomic Profiles Obtained by SNP Arrays.” *Genome Biology* 10 (11): R128. doi:10.1186/gb-2009-10-11-r128.

Qin, Zhaohui S, Jianjun Yu, Jincheng Shen, Christopher A Maher, Ming Hu, Shanker Kalyana-Sundaram, Jindan Yu, and Arul M Chinnaiyan. 2010. “HPeak: An HMM-Based Algorithm for Defining Read-Enriched Regions in ChIP-Seq Data.” *BMC Bioinformatics* 11 (1): 369. doi:10.1186/1471-2105-11-369.

Rajaram, Megha, Jianping Zhang, Tim Wang, Jinyu Li, Cem Kuscu, Huan Qi, Mamoru Kato, et al. 2013. “Two Distinct Categories of Focal Deletions in Cancer Genomes.” Edited by William B. Coleman. *PLoS ONE* 8 (6): e66264. doi:10.1371/journal.pone.0066264.

Ramsingh, Giridharan, Daniel C. Koboldt, Maria Trissal, Katherine B. Chiappinelli, Todd Wylie, Sunita Koul, Li-Wei Chang, et al. 2010. “Complete Characterization of the
microRNAome in a Patient with Acute Myeloid Leukemia.” *Blood* 116 (24): 5316–26. doi:10.1182/blood-2010-05-285395.

Rausch, Tobias, Thomas Zichner, Andreas Schlattl, Adrian M. Stütz, Vladimir Benes, and Jan O. Korbel. 2012. “DELLY: Structural Variant Discovery by Integrated Paired-End and Split-Read Analysis.” *Bioinformatics* 28 (18): i333–i339. doi:10.1093/bioinformatics/bts378.

Rhee, Ho Sung, and B. Franklin Pugh. 2011. “Comprehensive Genome-Wide Protein-DNA Interactions Detected at Single-Nucleotide Resolution.” *Cell* 147 (6): 1408–19. doi:10.1016/j.cell.2011.11.013.

Ridinger-Saison, Maya, Valentina Boeva, Pauline Rimmelé, Ivan Kulakovskiy, Isabelle Gallais, Benjamin Levavasseur, Caroline Paccard, et al. 2012. “Spi-1/PU.1 Activates Transcription through Clustered DNA Occupancy in Erythroleukemia.” *Nucleic Acids Research* 40 (18): 8927–41. doi:10.1093/nar/gks659.

Rimmelé, Pauline, Jun Komatsu, Philippe Hopé, Christophe Roulin, Emmanuel Barillot, Marie Dutreix, Emmanuel Conseiller, Aaron Bensimon, Françoise Moreau-Gachelin, and Christel Guillouf. 2010. “Spi-1/PU.1 Oncogene Accelerates DNA Replication Fork Elongation and Promotes Genetic Instability in the Absence of DNA Breakage.” *Cancer Research* 70 (17): 6757–66. doi:10.1158/0008-5472.CAN-09-4691.

Rimmelé, Pauline, Olivier Kosmider, Patrick Mayeux, Françoise Moreau-Gachelin, and Christel Guillouf. 2007. “Spi-1/PU.1 Participates in Erythroleukemogenesis by Inhibiting Apoptosis in Cooperation with Epo Signaling and by Blocking Erythroid Differentiation.” *Blood* 109 (7): 3007–14. doi:10.1182/blood-2006-03-006718.

Rozowsky, Joel, Ghia Euskirchen, Raymond K Auerbach, Zhengdong D Zhang, Theodore Gibson, Robert Bjornson, Nicholas Carriero, Michael Snyder, and Mark B Gerstein. 2009. “PeakSeq Enables Systematic Scoring of ChIP-Seq Experiments Relative to Controls.” *Nature Biotechnology* 27 (1): 66–75. doi:10.1038/nbt.1518.

Salzman, Julia, Charles Gawad, Peter Lincoln Wang, Norman Lacayo, and Patrick O Brown. 2012. “Circular RNAs Are the Predominant Transcript Isoform from Hundreds of Human Genes in Diverse Cell Types.” *PloS One* 7 (2): e30733. doi:10.1371/journal.pone.0030733.

Sathirapongsasuti, Jarupon Fah, Hane Lee, Basil A. J. Horst, Georg Brunner, Alistair J. Cochran, Scott Binder, John Quackenbush, and Stanley F. Nelson. 2011. “Exome Sequencing-Based Copy-Number Variation and Loss of Heterozygosity Detection: ExomeCNV.” *Bioinformatics* 27 (19): 2648–54. doi:10.1093/bioinformatics/btr462.

Schleiermacher, Gudrun, Franck Bourdeaut, Valérie Combaret, Gaeëlle Picron, Virginie Raynal, Alain Aurias, Agnès Ribeiro, Isabelle Janoueix-Lerosey, and Olivier Delattre. 2005. “Stepwise Occurrence of a Complex Unbalanced Translocation in Neuroblastoma Leading to Insertion of a Telomere Sequence and Late Chromosome 17q Gain.” *Oncogene* 24 (20): 3377–84. doi:10.1038/sj.onc.1208486.

Schleiermacher, Gudrun, Isabelle Janoueix-Lerosey, Valérie Combaret, Josette Derré, Jérôme Couturier, Alain Aurias, and Olivier Delattre. 2003. “Combined 24-Color Karyotyping and Comparative Genomic Hybridization Analysis Indicates Predominant Rearrangements of Early Replicating Chromosome Regions in Neuroblastoma.” *Cancer Genetics and Cytogenetics* 141 (1): 32–42. doi:10.1016/S0165-4608(02)00644-1.

Schleiermacher, Gudrun, Isabelle Janoueix-Lerosey, Agnès Ribeiro, Jerzy Klijanienko, Jérôme Couturier, Gaëlle Pierron, Véronique Mosseri, et al. 2010. “Accumulation of
Segmental Alterations Determines Progression in Neuroblastoma.” *Journal of Clinical Oncology* 28 (19): 3122–30. doi:10.1200/JCO.2009.26.7955.

Schröder, Jan, Arthur Hsu, Samantha E. Boyle, Geoff Macintyre, Marek Cmero, Richard W. Tothill, Ricky W. Johnstone, Mark Shackleton, and Anthony T. Papenfuss. 2014. “Socrates: Identification of Genomic Rearrangements in Tumour Genomes by Re-Aligning Soft Clipped Reads.” *Bioinformatics* 30 (8): 1064–72. doi:10.1093/bioinformatics/btt767.

Shi, X M, H C Blair, X Yang, J M McDonald, and X Cao. 2000. “Tandem Repeat of C/EBP Binding Sites Mediates PPARgamma2 Gene Transcription in Glucocorticoid-Induced Adipocyte Differentiation.” *Journal of Cellular Biochemistry* 76 (3): 518–27.

Shiraki, Toshiyuki, Shinji Kondo, Shintaro Katayama, Kazunori Waki, Takeya Kasukawa, Hideya Kawaji, Rimantas Kodzis, et al. 2003. “Cap Analysis Gene Expression for High-Throughput Analysis of Transcriptional Starting Point and Identification of Promoter Usage.” *Proceedings of the National Academy of Sciences* 100 (26): 15776–81. doi:10.1073/pnas.2136655100.

Sindi, Suzanne, Elena Helman, Ali Bashir, and Benjamin J. Raphael. 2009. “A Geometric Approach for Classification and Comparison of Structural Variants.” *Bioinformatics* 25 (12): i222–i230. doi:10.1093/bioinformatics/btp208.

Sindi, Suzanne S, Selim Önal, Luke C Peng, Hsin-Ta Wu, and Benjamin J Raphael. 2012. “An Integrative Probabilistic Model for Identification of Structural Variation in Sequencing Data.” *Genome Biology* 13 (3): R22. doi:10.1186/gb-2012-13-3-r22.

Sircoulomb, Fabrice, Ismahane Bekhouche, Pascal Finetti, José Adélaïde, Azza Hamida, Julien Bonansea, Stéphane Raynaud, et al. 2010. “Genome Profiling of ERBB2-Amplified Breast Cancers.” *BMC Cancer* 10 (1): 539. doi:10.1186/1471-2407-10-539.

Small, M B, N Hay, M Schwab, and J M Bishop. 1987. “Neoplastic Transformation by the Human Gene N-Myc.” *Molecular and Cellular Biology* 7 (5): 1638–45.

Sorzano, Carlos Oscar Sánchez, Alberto Pascual-Montano, Ainhoa Sánchez de Diego, Carlos Martínez-A, and Karel H.M. van Wely. 2013. “Chromothripsis: Breakage-Fusion-Bridge over and over Again.” *Cell Cycle* 12 (13): 2016–23. doi:10.4161/cc.25266.

Stephens, Philip J., Chris D. Greenman, Beiyuan Fu, Fengtang Yang, Graham R. Bignell, Laura J. Mudie, Erin D. Pleasance, et al. 2011. “Massive Genomic Rearrangement Acquired in a Single Catastrophic Event during Cancer Development.” *Cell* 144 (1): 27–40. doi:10.1016/j.cell.2010.11.055.

Stoll, Gautier, Didier Surdez, Franck Tirode, Karine Laud, Emmanuel Barillot, Andrei Zinovyev, and Olivier Delattre. 2013. “Systems Biology of Ewing Sarcoma: A Network Model of EWS-FLI1 Effect on Proliferation and Apoptosis.” *Nucleic Acids Research* 41 (19): 8853–71. doi:10.1093/nar/gkt678.

Stormo, Gary D. 2000. “DNA Binding Sites: Representation and Discovery.” *Bioinformatics* 16 (1): 16–23. doi:10.1093/bioinformatics/16.1.16.

Stransky, Nicolas, Céline Vallot, Fabien Royal, Isabelle Bernard-Pierrot, Sixtina Gil Diaz de Medina, Rick Segraves, Yann de Rycke, et al. 2006. “Regional Copy Number-independent Deregulation of Transcription in Cancer.” *Nature Genetics* 38 (12): 1386–96. doi:10.1038/ng1923.

Tai, Wanyi, Rubi Mahato, and Kun Cheng. 2010. “The Role of HER2 in Cancer Therapy and Targeted Drug Delivery.” *Journal of Controlled Release* 146 (3): 264–75. doi:10.1016/j.jconrel.2010.04.009.

Tirado, Oscar M, Silvia Mateo-Lozano, Joaquín Villar, Luis E Dettin, Anna Llort, Soledad Gallego, Jozef Ban, Heinrich Kovar, and Vicente Notario. 2006. “Caveolin-1 (CAV1)
Is a Target of EWS/FLI-1 and a Key Determinant of the Oncogenic Phenotype and Tumorigenicity of Ewing’s Sarcoma Cells.” Cancer Research 66 (20): 9937–47. doi:10.1158/0008-5472.CAN-06-0927.

Trask, Barbara J. 2002. “Human Cytogenetics: 46 Chromosomes, 46 Years and Counting.” Nature Reviews Genetics 3 (10): 769–78. doi:10.1038/nrg905.

Trick, Martin, Nikolai Adamski, Sarah G Mugford, Cong-Cong Jiang, Melanie Febrer, and Cristobal Uauy. 2012. “Combining SNP Discovery from next-Generation Sequencing Data with Bulked Segregant Analysis (BSA) to Fine-Map Genes in Polyploid Wheat.” BMC Plant Biology 12 (1): 14. doi:10.1186/1471-2229-12-14.

Valouev, Anton, David S. Johnson, Andreas Sundquist, Catherine Medina, Elizabeth Anton, Serafim Batzoglou, Richard M. Myers, and Arend Sidow. 2008. “Genome-Wide Analysis of Transcription Factor Binding Sites Based on ChIP-Seq Data.” Nature Methods 5 (9): 829–34. doi:10.1038/nmeth.1246.

Viré, Emmanuelle, Carmen Brenner, Rachel Deplus, Loïc Blanchon, Mario Fraga, Céline Didelot, Lluis Morey, et al. 2006. “The Polycomb Group Protein EZH2 Directly Controls DNA Methylation.” Nature 439 (7078): 871–74. doi:10.1038/nature04431.

Viterbi, A. 1967. “Error Bounds for Convolutional Codes and an Asymptotically Optimum Decoding Algorithm.” IEEE Transactions on Information Theory 13 (2): 260 –269. doi:10.1109/TIT.1967.1054010.

Vogelstein, Bert, Nickolas Papadopoulos, Victor E. Velculescu, Shibin Zhou, Luis A. Diaz, and Kenneth W. Kinzler. 2013. “Cancer Genome Landscapes.” Science 339 (6127): 1546–58. doi:10.1126/science.1235122.

Wang, Jianmin, Charles G. Mullighan, John Easton, Stefan Roberts, Sue L. Heatley, Jing Ma, Michael C. Rusch, et al. 2011. “CREST Maps Somatic Structural Variation in Cancer Genomes with Base-Pair Resolution.” Nature Methods 8 (8): 652–54. doi:10.1038/nmeth.1628.

Wang, Jie, Jiali Zhuang, Sowmya Iyer, Xinying Lin, Troy W. Whitfield, Melissa C. Greven, Brian G. Pierce, et al. 2012. “Sequence Features and Chromatin Structure around the Genomic Regions Bound by 119 Human Transcription Factors.” Genome Research 22 (9): 1798–1812. doi:10.1101/gr.1235122.

Wilbanks, Elizabeth G., and Marc T. Facciotti. 2010. “Evaluation of Algorithm Performance in ChIP-Seq Peak Detection.” PLoS ONE 5 (7): e11471. doi:10.1371/journal.pone.0011471.

Wong, Kim, Thomas M Keane, James Stalker, and David J Adams. 2010. “Enhanced Structural Variant and Breakpoint Detection Using SVMerge by Integration of Multiple Detection Methods and Local Assembly.” Genome Biology 11 (12): R128. doi:10.1186/gb-2010-11-12-r128.

Xi, Ruibin, Angela G. Hadjipanayis, Lovelace J. Luquette, Tae-Min Kim, Eunjung Lee, Jianhua Zhang, Mark D. Johnson, et al. 2011. “Copy Number Variation Detection in Whole-Genome Sequencing Data Using the Bayesian Information Criterion.” Proceedings of the National Academy of Sciences 108 (46): E1128–E1136. doi:10.1073/pnas.1110574108.

Xie, Chao, and Martti T Tammi. 2009. “CNV-Seq, a New Method to Detect Copy Number Variation Using High-Throughput Sequencing.” BMC Bioinformatics 10 (1): 80. doi:10.1186/1471-2105-10-80.

Xu, Han, Lusy Handoko, Xueliang Wei, Chaopeng Ye, Jianpeng Sheng, Chia-Lin Wei, Feng Lin, and Wing-Kin Sung. 2010. “A Signal-Noise Model for Significance Analysis of
ChIP-Seq with Negative Control.” *Bioinformatics (Oxford, England)* 26 (9): 1199–1204. doi:10.1093/bioinformatics/btq128.

Xu, Han, Chia-Lin Wei, Feng Lin, and Wing-Kin Sung. 2008. “An HMM Approach to Genome-Wide Identification of Differential Histone Modification Sites from ChIP-Seq Data.” *Bioinformatics* 24 (20): 2344–49. doi:10.1093/bioinformatics/btn402.

Xu, Xun, Yong Hou, Xuyang Yin, Li Bao, Aifa Tang, Luting Song, Fuqiang Li, et al. 2012. “Single-Cell Exome Sequencing Reveals Single-Nucleotide Mutation Characteristics of a Kidney Tumor.” *Cell* 148 (5): 886–95. doi:10.1016/j.cell.2012.02.025.

Yang, Chuhu, Eugene Bolotin, Tao Jiang, Frances M. Sladek, and Ernest Martinez. 2007. “Prevalence of the Initiator over the TATA Box in Human and Yeast Genes and Identification of DNA Motifs Enriched in Human TATA-Less Core Promoters.” *Gene* 389 (1): 52–65. doi:10.1016/j.gene.2006.09.029.

Yau, Christopher. 2013. “OncoSNP-SEQ: A Statistical Approach for the Identification of Somatic Copy Number Alterations from next-Generation Sequencing of Cancer Genomes.” *Bioinformatics* 29 (19): 2482–84. doi:10.1093/bioinformatics/btt416.

Yoon, Seungtai, Zhenyu Xuan, Vladimir Makarov, Kenny Ye, and Jonathan Sebat. 2009. “Sensitive and Accurate Detection of Copy Number Variants Using Read Depth of Coverage.” *Genome Research* 19 (9): 1586–92. doi:10.1101/gr.092981.109.

Yue, Dong, Hui Liu, and Yufei Huang. 2009. “Survey of Computational Algorithms for MicroRNA Target Prediction.” *Current Genomics* 10 (7): 478–92. doi:10.2174/138920209789208219.

Zang, Chongzhi, Dustin E Schones, Chen Zeng, Kairong Cui, Keji Zhao, and Weiqun Peng. 2009. “A Clustering Approach for Identification of Enriched Domains from Histone Modification ChIP-Seq Data.” *Bioinformatics* 25 (15): 1952–58. doi:10.1093/bioinformatics/btp340.

Zeitouni, Bruno, Valentina Boeva, Isabelle Janoueix-Lerosey, Sophie Loeillet, Patricia Legoix-Né, Alain Nicolas, Olivier Delattre, and Emmanuel Barillot. 2010. “SVDetect: A Tool to Identify Genomic Structural Variations from Paired-End and Mate-Pair Sequencing Data.” *Bioinformatics* 26 (15): 1895–96. doi:10.1093/bioinformatics/btp293.

Zhang, Yong, Tao Liu, Clifford A Meyer, Jérôme Eeckhoute, David S Johnson, Bradley E Bernstein, Chad Nusbaum, et al. 2008. “Model-Based Analysis of ChIP-Seq (MACS).” *Genome Biology* 9 (9): R137. doi:10.1186/gb-2008-9-9-r137.

Zhao, Jing, Toshiro K Ohsumi, Johnny T Kung, Yuya Ogawa, Daniel J Grau, Kavitha Sarma, Ji Joon Song, Robert E Kingston, Mark Borowsky, and Jeannie T Lee. 2010. “Genome-Wide Identification of Polycomb-Associated RNAs by RIP-Seq.” *Molecular Cell* 40 (6): 939–53. doi:10.1016/j.molcel.2010.12.011.