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Abstract—This paper studies finite-horizon robust tracking control for discrete-time linear systems, based on input-output data. We leverage behavioral theory to represent system trajectories through a set of noiseless historical data, instead of using an explicit system model. By assuming that recent output data available to the controller are affected by noise terms verifying a quadratic bound, we formulate an optimization problem with a linear cost and LMI constraints for solving the robust tracking problem without any approximations. Our approach hinges on a parameterization of noise trajectories compatible with the data-dependent system representation and on a reformulation of the tracking cost, which enables the application of the S-lemma. In addition, we propose a method for reducing the computational complexity and demonstrate that the size of the resulting LMIs does not scale with the number of historical data. Finally, we show that the proposed formulation can easily incorporate actuator disturbances as well as constraints on inputs and outputs. The performance of the new controllers is discussed through simulations.

I. INTRODUCTION

Due to the recent advances in sensing, communication, and computation, data availability for control design is steadily increasing. This has motivated a renewed interest in system analysis and control design methods relying on finite-length data sequences [1–4]. Several recent works propose to use raw measurements for representing discrete-time systems, and solving system analysis and control design problems [1, 2, 5–16]. As mentioned in [1], the main feature of these approaches is to bypass explicit system identification that is usually required in standard control design. Moreover, data-based system representations can be easier to update when new data are available [17], hence facilitating the deployment of adaptive control systems.

All above works assume the availability of historical data, i.e., finite-length trajectories produced by the open-loop system and measured offline. The works [1, 2, 8–13] consider system representations based on input-state historical data. Data-based parameterizations of linear state-feedback and linear quadratic regulators are developed in [1], under the assumption that historical input data are persistently exciting. This assumption further implies that a state-space model of the system can be perfectly reconstructed for control design. The persistence of excitation requirement is relaxed in [2], where the authors provide necessary and sufficient conditions about the informativity of historical data for testing system properties and building stabilizing control laws. The informativity framework is further extended to sub-optimal control design in [8], as well as tracking and regulation problems in [9]. The presence of noise in historical data, which prevents from unambiguously identifying the system dynamics, is considered in [10–13]. [13] extends the optimal control method in [1] to account for noisy data and derives sufficient conditions to ensure that the proposed method returns a stabilizing controller. In [10–12], data are first used for representing all systems that are compatible with available prior knowledge on the noise and then for developing different kinds of state-feedback regulators, including robustly stabilizing, $\mathcal{H}_2$, and $\mathcal{H}_\infty$ controllers.

In certain applications, the system state is not accessible and only input-output data can be collected. In this scenario, Willems’ Fundamental Lemma states that the whole set of input-output trajectories generated by a discrete-time linear system can be represented by finitely many historical data coming from sufficiently excited dynamics [18]. In view of this result, [19] proposes to predict the system output from a given time $t$ onwards by using a set of collected historical data and a finite amount of recent past data, i.e., an input-output trajectory measured right before time $t$. This approach is also used in the data-enabled predictive control (DeePC) scheme described in [14]. While originally developed for noiseless data, DeePC has been recently extended to noisy trajectories in [15, 16]. In [15], slack variables are introduced in the data-dependent system representation to account for noisy measurements. The modified control scheme is shown to be recursively feasible and practically exponentially stable; however, the tracking performance is not analyzed. The authors in [16] propose a distributionally robust variant of DeePC based on semi-infinite optimization. They then formulate a finite and convex program, whose optimal value is an upper bound to that of the original optimization problem. The work [20] considers using noiseless historical data and noisy recent output data to minimize the energy of the control input while robustly satisfying input/output constraints. The authors propose to separate the problems of estimation of the initial condition and control design, and show that the solution to the formulated problem is computed by consecutively solving two optimization problems.

In safety-critical applications, such as power networks and industrial control systems, it is sometimes required to adopt a bounded-error perspective by enforcing robustness against all possible noise realizations and providing worst-case performance guarantees. This is the setting considered in the...
present paper and, for this purpose, we utilize the data-driven prediction method in [19]. We assume the historical data are noiseless while recent data are corrupted by noise terms satisfying a quadratic constraint similar to the one in [12]. This assumption corresponds to scenarios where one can utilize very accurate (and, thus, expensive) sensors to collect offline historical data, but only has relatively inaccurate and noisy sensors to be used during online operations. Our goal is to provide a control design method for worst-case optimal reference tracking with explicit performance guarantees.

We first characterize noises that are consistent with the input-output data, and then reformulate the tracking cost. This enables us to apply the S-lemma [21] to transform the worst-case robust control problem to an equivalent minimization problem with a linear cost and LMI constraints. Moreover, we propose a method for reducing the size of LMI constraints, and also show that our formulation can easily incorporate input-output constraints as well as actuator disturbances. In contrast to [20], we consider to minimize quadratic cost on both inputs and outputs, while the method in [20] only deals with the minimization of the input energy. The main features of our method are the following: (1) we consider the minimization of the worst-case tracking performance; (2) the proposed design procedure is non-conservative, meaning that we obtain the optimal tracking controllers without any approximations; (3) the complexity of the controller design procedure does not increase with the number of historical data. To the authors' knowledge, this is the first time that the worst-case robust optimal tracking control is considered and exactly solved in a data-driven fashion.

A preliminary version of this work has been submitted to a conference [22]. With respect to it, this paper provides complete proofs for all intermediate results, contains new results on reducing the LMI constraint size, illustrates how to consider input-output constraints as well as actuator disturbances, and adds new numerical experiments. This paper is organized as follows. In Section II, we provide preliminaries on data-driven optimal tracking control is considered and exactly solved in a data-driven fashion. In Section III, the data-based robust optimal tracking control problem is formulated. The problem formulation is given in Section III. The data-based robust optimal tracking control problem is solved in Section IV. Extensions for considering input-output constraints as well as actuator disturbances are discussed in Section V. Simulations are provided in Section VI. Concluding remarks are given in Section VII.

II. PRELIMINARIES ON DATA-DRIVEN PREDICTION

We consider a controllable and observable discrete-time LTI system $G$ with state-space representation

$$
x_{k+1} = Ax_k + Bu_k, \quad y_k = Cx_k + Du_k,
$$

where $x_k \in \mathbb{R}^n$, $u_k \in \mathbb{R}^m$, $y_k \in \mathbb{R}^p$ are the system state, input and output, respectively. In this paper, we assume that system matrices $(A, B, C, D)$ are unknown, the states $x_k$ are not measurable, and only a finite set of input-output samples of $G$ is available. In this section, we recall how to form a data-based representation of $G$ that allows for predicting the output given any input [18, 19].

We start by introducing the following definitions. The lag $\ell(G)$ is the smallest integer $l$ such that the $l$-step observability matrix $[C^T, A^T C^T, \ldots, (A^{-1})^T C^T]^T$ has full column rank. Moreover, $\ell(G) \leq n$ since $G$ is observable. A sequence $\{x_k, y_k\}_{k=1}^{l-1}$ is a trajectory of $G$ if and only if there exists a state sequence $\{x_k\}_{k=1}^l$ such that (1) holds for $k = l, \ldots, l + T - 1$. For a sequence $\{y_k\}_{k=1}^l$ of vectors, we use $v$ to denote $\text{col}(\{y_k\}_{k=1}^l)$ when the start and end times $i, j$ are clear from the context. The Hankel matrix of depth $L$ corresponding to a sequence $\{y_k\}_{k=1}^{l+T-1}$ is defined as

$$
\mathcal{H}_L(v) := \begin{bmatrix}
v_1 & v_1+1 & \cdots & v_1+L-L \\
v_1+1 & v_1+2 & \cdots & v_1+L-L+1 \\
\vdots & \vdots & \ddots & \vdots \\
v_{1+L-1} & v_{1+L} & \cdots & v_{1+T-1}
\end{bmatrix}.
$$

The sequence $\{y_k\}_{k=1}^{l+T-1}$ is persistently exciting of order $L$ if the Hankel matrix $\mathcal{H}_L(v)$ is of full row rank.

In the following, we introduce the input-output data-based representation of linear systems in [18] and the prediction method in [19]. Suppose a trajectory $\{u_k, y_k\}_{k=t_0}^{t_0+T-1}$ of $G$ is collected, where $t_h \ll 0$. The trajectory is called historical, since it can be regarded as collected long before the start (indicated by time 0) of any control or prediction tasks. The Fundamental Lemma proposed by Willems et al. [18] shows how to use the historical trajectory to characterize all possible system trajectories of length $T_f$.

**Lemma 1** (Fundamental Lemma [18]). Suppose that $\{u_k, y_k\}_{k=t_h}^{t_h+T_f-1}$ is a trajectory of $G$ and that the input $u$ is persistently exciting of order $T_f + n$. Then, $\{u_k, y_k\}_{k=0}^{T_f-1}$ is a trajectory of $G$ if and only if there exists $g \in \mathbb{R}^{T_f+n}$ such that

$$
\begin{bmatrix}
\mathcal{H}_{T_f}(u) \\
\mathcal{H}_{T_f}(y)
\end{bmatrix} g = \begin{bmatrix} u \\ y \end{bmatrix}.
$$

For a given time $t \geq 0$, consider the problem of using (2) for computing predictions $y = \text{col}(\{y_k\}_{k=0}^{T_f-1})$ of the system output over a future horizon given the inputs $u = \text{col}(\{u_k\}_{k=0}^{T_f-1})$. There are infinitely many output trajectories $y$ that satisfy (2), corresponding to different initial states $x_0$. The authors of [19] propose to implicitly fix the initial state by using recent input-output samples$^1$ $u_{\text{ini}} = \text{col}(\{u_k\}_{k=-T_{\text{ini}}}^{-1})$.

$^1$We call $\{u_{\text{ini}}, y_{\text{ini}}\}$ recent data.
which can be rewritten as

$$y_{ini} = \text{col}\{(y_k)_{k=-T_{ini}}^1\},$$

which are available at time 0 (see Fig. 1). More precisely, let

$$U = \left[ \begin{array}{c} U_p \\ Y_p \\ U_f \\ Y_f \end{array} \right] \triangleq \mathcal{H}_{T_{ini}+T_f}(\hat{u}), \quad Y = \left[ \begin{array}{c} Y_p \\ Y_f \end{array} \right] \triangleq \mathcal{H}_{T_{ini}+T_f}(\hat{y}),$$

where $U_p$ and $Y_p$ consist of the first $T_{ini}$ block rows of $U$ and $Y$, respectively; while $U_f$ and $Y_f$ consist of the last $T_f$ block rows of $U$ and $Y$, respectively. The following lemma summarizes the prediction algorithm.

**Lemma 2** ([19]). Suppose that $\hat{u}$ is persistently exciting of order $T_{ini}+T_f+n$, and $T_{ini} \geq 1(\mathcal{G})$. Then, for a given recent system trajectory $(u_{ini}, y_{ini})$ and the input sequence $u$,

1) there exists at least one vector $g$ verifying

$$g = \left[ \begin{array}{c} u_{ini} \\ y_{ini} \\ u \\ y \end{array} \right],$$

(3)

2) the output prediction $y$ is unique and given by

$$y = Y_f g,$$

(4)

for any $g$ satisfying (3).

Note that, collectively (3) and (4) are equivalent to (2), which can be rewritten as

$$g = \left[ \begin{array}{c} u_{ini} \\ y_{ini} \\ u \\ y \end{array} \right].$$

Throughout the paper, we assume that $\hat{u}$ and $T_{ini}$ verify the conditions in Lemma 2, which implies that the matrices $U$, $U_p$ and $U_f$ have full row rank.

### III. Problem Formulation

In view of the prediction algorithm described in Lemma 2, consider the following data-driven linear-quadratic tracking problem

$$\min_{u, y, g} \sum_{k=0}^{T_f-1} \left( \|y_k - r_k\|_Q^2 + \|u_k\|_R^2 \right) \quad \text{s.t. (3), (4)}$$

(5)

where $\{r_k\}_{k=0}^{T_f-1}$ is the tracking reference and $Q \geq 0$, $R > 0$ are weight matrices. In this paper, we assume that the noisy recent outputs $\hat{y}_{ini}$ verify

$$y_{ini} = \hat{y}_{ini} + w,$$

where $\hat{y}_{ini}$ represents the noiseless output and $w$ denotes the measurement noise. Besides, as in [12] and [10], we assume that $w$ satisfies the following quadratic constraint

$$\begin{bmatrix} 1 \\ w \end{bmatrix}^T \Phi_{11} \begin{bmatrix} 1 \\ w \end{bmatrix} \geq 0,$$

(6)

where $\Phi_{22} = \Phi_{22}^T < 0$.

**Remark 3.** The negative definiteness of $\Phi_{22}$ ensures that $\|w\|_2$ is bounded. In the special case that $\Phi_{12} = 0$ and $\Phi_{22} = -I$, (6) reduces to

$$w^T w = \sum_k u_k^T u_k \leq \Phi_{11},$$

which, as highlighted in [12], has the interpretation of bounded noise energy.

We are interested in designing a control input $u$ that minimizes the worst-case quadratic tracking error among all feasible noise trajectories, which are defined as follows.

**Definition 4.** For recent data $(u_{ini}, y_{ini})$, a noise trajectory $w$ is called feasible if it verifies (6) and $(u_{ini}, y_{ini} - w)$ is a trajectory of $\mathcal{G}$.

Next, we provide a robust formulation of the tracking problem (5) based on the linear quadratic tracking error

$$\text{LQTE}(u, y, w) \triangleq \sum_{k=0}^{T_f-1} \left( \|y_k - r_k\|_Q^2 + \|u_k\|_R^2 \right).$$

**Problem P1:** Find the input sequence $u$ solving

$$\begin{align*}
\min_{u, y, g} & \quad \text{LQTE}(u, y, w) \\
\text{s.t.} & \quad \sum_{k=0}^{T_f-1} \left( \|y_k - r_k\|_Q^2 + \|u_k\|_R^2 \right) \leq \gamma, \forall w \text{ satisfying (7c).}
\end{align*}$$

(7a)

subject to

$$g = \left[ \begin{array}{c} u_{ini} \\ y_{ini} \\ u \\ y \end{array} \right] - \left[ \begin{array}{c} 0 \\ 0 \end{array} \right],$$

(7b)

$w$ is a feasible noise trajectory. (7c)

The constraint (7c) makes the min-max optimization problem difficult to solve. However, as we show in the next section, this issue can be circumvented by using a suitable parameterization of feasible noise trajectories.

### IV. Robust Controller Design

Problem P1 can be reformulated as follows

$$\min_{u, y, g} \gamma$$

s.t., LQTE$(u, y, w) \leq \gamma$, $\forall w$ satisfying (7c).

(8)

For notational simplicity, we have omitted the dependence of the problem on $r$. In the sequel, we will derive a tractable reformulation of (8). We first show in Section IV-A that any noise trajectory $w$ fulfilling (7c) can be expressed as an affine function of a vector $g_w$ satisfying a quadratic constraint. In Section IV-B, we show that the output $y$ is completely determined by the input $u$ and the vector $g_w$, which allows one to express the tracking error constraint as a quadratic...
constraint on $g_w$. In light of these results, in Section IV-C, we prove that (8) is equivalent to a minimization problem with a linear cost and LMI constraints. Finally, in Section IV-D, we show how to reduce the size of the LMI constraints to reduce the computational burden.

A. Feasible Noise Parameterization

Since $\bar{u}$ is persistently exciting of order $T_{ini} + T_f + n$, it is also persistently exciting of order $T_{ini} + n$. In view of Lemma 1, $(u_{ini}, y_{ini} - w)$ is a trajectory of $G$ if and only if there exists $g_{ini} \in \mathbb{R}^{T_d - T_{ini} - T_f + 1}$ such that

$$
\begin{bmatrix}
u_{ini} \\
y_{ini} - w
\end{bmatrix} = \begin{bmatrix} U_p \\ Y_p
\end{bmatrix} g_{ini}.
$$

(9)

Consider the solution $g^*_{ini} = U_p^T (U_p U_p^T)^{-1} u_{ini}$ to the first equation in (9), i.e., $U_p g_{ini} = u_{ini}$. Any other solution $g_{ini}$ verifying $U_p g_{ini} = u_{ini}$ can be written as $g_{ini} = g^*_{ini} + M g_w$ for some $g_w \in \mathbb{R}^{T_d - (n+1) T_{ini} - T_f + 1}$, where $M = N(U_p)$. Furthermore, from the second block row of (9), any $w$ that makes $(u_{ini}, y_{ini} - w)$ a trajectory of $G$ can be written as

$$
w = -Y_p Mg_w + (-Y_p g^*_{ini} + y_{ini})
$$

(10)

for some $g_w$.

In view of the above results, the feasible noise trajectories can be explicitly parameterized as follows.

Lemma 5. The noise trajectory $w$ is feasible if and only if there exists $g_w$ satisfying (10) and

$$
\begin{bmatrix}
1 \\
g_w
\end{bmatrix}^T \begin{bmatrix}
[A_w]_{11} & [A_w]_{12} \\
[A_w]_{12} & [A_w]_{22}
\end{bmatrix} \begin{bmatrix}
1 \\
g_w
\end{bmatrix} \geq 0,
$$

(11)

where

$$
\begin{align}
[A_w]_{11} &= \Phi_{11} + w_0^T \Phi_{12} + \Phi_{12} w_0 + w_0^T \Phi_{22} w_0, \\
[A_w]_{12} &= -\Phi_{12} Y_p M - w_0^T \Phi_{22} Y_p M, \\
[A_w]_{22} &= M^T Y_p \Phi_{22} Y_p M.
\end{align}

(12)

Proof. In addition to making $(u_{ini}, y_{ini} - w)$ a trajectory of $G$, a feasible $w$ should also satisfy the constraint (6). Substituting (10) into (6), we write the constraint on $g_w$ as

$$
\begin{bmatrix}
1 \\
g_w
\end{bmatrix}^T \Phi \begin{bmatrix}
1 \\
g_w
\end{bmatrix} = \Phi_{11} + (-Y_p M g_w + w_0)^T \Phi_{12}
+ \Phi_{12} (-Y_p M g_w + w_0)
+ (-Y_p M g_w + w_0)^T \Phi_{22} (-Y_p M g_w + w_0)
= \begin{bmatrix}
1 \\
g_w
\end{bmatrix}^T \begin{bmatrix}
1 & A_w
\end{bmatrix} \begin{bmatrix}
1 \\
g_w
\end{bmatrix},
$$

with $A_w$ defined in (11), (12).

Remark 6. We note that, from (10), for a given vector $g^*_{ini}$, there might be multiple $g_w$ parameterizing the same noise trajectory $w$. In Section IV-D, we show that this redundancy increases the computational complexity of the proposed method, and provide a method to overcome this problem.

B. Reformulation of the Tracking Error Constraint

In this section, we show that for a feasible noise trajectory $w$, the tracking error constraint $LQTE(u, y, w) \leq \gamma$ can be reformulated as a quadratic constraint on the parameter vector $g_w$. We achieve this goal by first writing the output $y$ as an affine function of $u$ and $g_w$, and then substituting the expression of $y$ into the tracking error constraint.

To express $y$ in terms of $u$ and $g_w$, we compute $g$ from the first three block rows of (7b), and substitute it into the last block row of (7b). First of all, we show how to construct a solution $g$ from

$$
\begin{bmatrix}
U_p \\ Y_p \\ U_f
\end{bmatrix} g = \begin{bmatrix}
u_{ini} \\
y_{ini} - w \\
u
\end{bmatrix}.
$$

(13)

Since $(u_{ini}, y_{ini} - w)$ is a feasible system trajectory, in view of Lemma 2, for any given input $u$, there exists a (possibly nonunique) vector $g$ verifying (13). Any solution $g$ to (13) can be decomposed as $g = g_{ini} + g_w$, where $g_{ini}$ verifies (9) and $g_u$ solves

$$
\begin{bmatrix}
U_p \\ Y_p \\ U_f
\end{bmatrix} g_u = \begin{bmatrix}
0 \\ 0 \\ u - U_f g_{ini}
\end{bmatrix}.
$$

(14)

Therefore, if we can find a solution $g_u$ to (14), we can obtain a solution $g$ to (13).

Before showing how to construct $g_u$ in Lemma 7, the following results are needed. In view of Theorem 2 of [23], the matrix $[U_p^T, Y_p^T, U_f^T]^T$ does not always have full row rank, even though $[U_p^T, U_f^T]^T$ does. Therefore, there exists a row permutation matrix $P_Y$ transforming $Y_p$ as $P_Y Y_p = [Y_{p1}^T, Y_{p2}^T]^T$ such that $\Lambda \triangleq [U_p^T, Y_{p1}^T, U_f^T]^T$ has full row rank and

$$
\text{rank}(\Lambda) = \text{rank} \left( \begin{bmatrix} U_p \\ Y_p \\ U_f \end{bmatrix} \right).
$$

Lemma 7. A solution to (14) is given by

$$
g_u = \Lambda^T (\Lambda \Lambda^T)^{-1} \begin{bmatrix} 0 \\ 0 \\ u - U_f g_{ini}\end{bmatrix}.
$$

(15)

Proof. Left multiply both sides of (14) with $\begin{bmatrix} I & 0 & 0 \\ 0 & P_Y & 0 \\ 0 & 0 & I \end{bmatrix}$ to obtain

$$
\begin{bmatrix}
U_p \\ Y_{p1} \\ Y_{p2} \\ U_f
\end{bmatrix} g_u = \begin{bmatrix}
0 \\ 0 \\ 0 \\ u - U_f g_{ini}\end{bmatrix}.
$$

(16)

By definition, the rows of $Y_{p2}$ can be written as linear combinations of the rows of $[U_p^T, Y_{p1}^T, U_f^T]^T$. Therefore there exists an ordered sequence of elementary row operations $\{E_k\}_{k=1}^e$ captured by the matrix $E \triangleq E_e E_{e-1} \cdots E_1$ such that

$$
\begin{bmatrix}
U_p \\ Y_{p1} \\ Y_{p2} \\ U_f
\end{bmatrix} = \begin{bmatrix} U_p \\ Y_{p1} \\ 0 \\ U_f \end{bmatrix}.
$$

(17)
We next show by contradiction that the rows of \( Y_{p2} \) can also be written as linear combinations of the rows of \([U_p^T, Y_{p1}^T]^T\). Suppose that the rows of \( Y_{p2} \) cannot be written as linear combinations of the rows of \([U_p^T, Y_{p1}^T]^T\). Then, left multiplying \( E \) to both sides of (16), we obtain

\[
\begin{bmatrix}
U_p^T \\
Y_{p1}^T \\
0 \\
U_f^T
\end{bmatrix}
g_u = \begin{bmatrix}
0 \\
0 \\
0 \\
u - u_f g_{ini}
\end{bmatrix}.
\]

(18)

Since \([0^T, 0^T]^T\) is a feasible system trajectory, in view of Lemma 2, there always exists a \( g_u \) solving (14). Therefore, (14) and further (16), (18) should always be compatible for any \( u - U_f g_{ini} \). However, it is clear from the third block row of (18) that (18) is not always compatible for any \( u - U_f g_{ini} \). This makes a contradiction. Therefore, the rows of \( Y_{p2} \) can be written as linear combinations of the rows of \([U_p^T, Y_{p1}^T]^T\). As a result, the matrix \( E \) can be constructed such that

\[
E \begin{bmatrix}
0 \\
0 \\
0 \\
u - U_f g_{ini}
\end{bmatrix} = \begin{bmatrix}
0 \\
0 \\
0 \\
u - U_f g_{ini}
\end{bmatrix},
\]

(19)

that is, the matrix \( E \) only applies elementary row operations on the first three block rows of \([0^T, 0^T, 0^T, (u - U_f g_{ini})]^T\).

The vector \( g_u \) in (15) satisfies

\[
\begin{bmatrix}
U_p^T \\
Y_{p1}^T \\
0 \\
U_f^T
\end{bmatrix}
g_u = \begin{bmatrix}
0 \\
0 \\
0 \\
u - U_f g_{ini}
\end{bmatrix}.
\]

Then, we have

\[
\begin{bmatrix}
U_p^T \\
Y_{p1}^T \\
0 \\
U_f^T
\end{bmatrix}
g_u = \begin{bmatrix}
0 \\
0 \\
0 \\
u - U_f g_{ini}
\end{bmatrix}.
\]

(20)

Left multiplying both sides of (20) by \( E^{-1} \), in view of (17) and (19), one obtains

\[
\begin{bmatrix}
U_p^T \\
Y_{p1}^T \\
Y_{p2}^T \\
U_f^T
\end{bmatrix}
g_u = \begin{bmatrix}
0 \\
0 \\
0 \\
u - U_f g_{ini}
\end{bmatrix}.
\]

Furthermore, from the definition of \( P_Y \), we have

\[
\begin{bmatrix}
U_p^T \\
Y_{p1}^T \\
0 \\
U_f^T
\end{bmatrix} = \begin{bmatrix}
I & 0 & 0 \\
0 & P_Y^{-1} & 0 \\
0 & 0 & I
\end{bmatrix} \begin{bmatrix}
U_p^T \\
Y_{p1}^T \\
Y_{p2}^T \\
U_f^T
\end{bmatrix}.
\]

Therefore, we conclude the proof by showing that

\[
\begin{bmatrix}
U_p^T \\
Y_{p1}^T \\
0 \\
U_f^T
\end{bmatrix}
g_u = \begin{bmatrix}
I & 0 & 0 \\
0 & P_Y^{-1} & 0 \\
0 & 0 & 1
\end{bmatrix} \begin{bmatrix}
0 \\
0 \\
u - u_f g_{ini}
\end{bmatrix} = \begin{bmatrix}
0 \\
0 \\
u - U_f g_{ini}
\end{bmatrix}.
\]

A solution \( g = g_{ini} + g_u \) to (13) can be obtained from a \( g_{ini} \) verifying (9) and the \( g_u \) in Lemma 7. We next show that \( y \) can be expressed as an affine function of \( u \) and \( g_u \), and further reformulate the tracking error constraint in terms of \( u \) and \( g_u \).

**Lemma 8.** Given a feasible noise trajectory \( w \) and a control sequence \( u \), the unique output \( y \) satisfying \((7b)\) is given by

\[
y = B_u u + B_w g_u + y_0,
\]

(21)

where \( g_u \) parameterizes \( w \) through \((10)\), \( y_0 = B_{ini} g_{ini} \), \( B_w = B_{ini} M \).

\[
B_{ini} = Y_f \left(I + \Lambda^T (\Lambda \Lambda^T)^{-1} \left[ \begin{array}{c} 0 \\ -U_f \end{array} \right] \right),
\]

\[
B_w = Y_f \Lambda^T (\Lambda \Lambda^T)^{-1} \left[ \begin{array}{c} 0 \\ 0 \\ 1 \end{array} \right].
\]

Moreover, the tracking error constraint \( \text{LQTE}(u, y, w) \leq \gamma \) can be equivalently expressed as

\[
\begin{bmatrix}
1 \\
\bar{g}_w \\
\bar{Q}_g_{11} \\
\bar{Q}_g_{12} \\
\bar{Q}_g_{22}
\end{bmatrix} \begin{bmatrix}
Q_g(u, \gamma) \\
1
\end{bmatrix} \geq 0,
\]

(22)

where

\[
\bar{R} = I \otimes R, \quad \bar{Q} = I \otimes Q,
\]

\[
[Q_g]_{11} = \gamma - (u^T R u + y_0^2)^T \bar{Q} (B_u u + y_0 - r),
\]

\[
[Q_g]_{12} = -(B_u u + y_0 - r)^T \bar{Q} B_w,
\]

\[
[Q_g]_{22} = -B_w^T \bar{Q} B_w.
\]

**Proof.** Substituting \( g = g_{ini} + g_u \) into the fourth block row of \((7b)\), one obtains

\[
y = Y_f g_{ini} + Y_f g_u
\]

\[
= Y_f g_{ini} + Y_f \Lambda^T (\Lambda \Lambda^T)^{-1} \left( \begin{array}{c} 0 \\ u \\ 0 \\ -U_f \end{array} \right) g_{ini},
\]

\[
= B_{ini} g_{ini} + B_u u = B_{ini} (g_{ini} + M g_u) + B_u u,
\]

which proves (21). We then have the following equivalent conditions

\[
\text{LQTE}(u, y, w) \leq \gamma \iff \gamma - u^T \bar{R} u - (y - r)^T \bar{Q} (y - r) \geq 0,
\]

\[
\iff \gamma - u^T \bar{R} u - (y_0 + B_w g_u + B_u u - r)^T \bar{Q} (y_0 + B_w g_u + B_u u - r) \geq 0,
\]

\[
\iff (22).
\]

The proof is complete.

\[\square\]

**C. Main Result**

The following theorem leverages the results obtained in Lemma 5 and Lemma 8 to show that \((8)\) and, hence, \(\text{P1} \), are equivalent to a minimization problem with a linear cost and LMI constraints.

**Theorem 9.** The robust tracking control problem \(\text{P1} \) is equivalent to solving

\[
\min_{u, \gamma, \alpha \geq 0} \gamma
\]

(23a)
\[
\begin{bmatrix}
(R + B_u^T Q B_u)^{-1} [u & 0] \\
0 & Q^a_g(u, \gamma) - \alpha A_w
\end{bmatrix} \geq 0,
\] (23b)

where
\[
Q^a_g(u, \gamma) = Q_g(u, \gamma) + \begin{bmatrix} u^T (R + B_u^T Q B_u) u & 0 \\
0 & 0 & 0
\end{bmatrix},
\] (24)

\(A_w\) is defined in Lemma 5, and \(\bar{Q}, \bar{R}, Q_g,\) and \(B_u\) are defined in Lemma 8.

**Proof.** Based on Lemma 5 and Lemma 8, the minimization problem (8) is equivalent to
\[
\min_{u, \gamma} \gamma
\] s.t., (22) holds \(\forall g_w\) satisfying (11).

In view of the S-lemma [21], the constraint of this minimization problem holds if and only if there exist \(u\) and \(\alpha \geq 0\) such that
\[
Q_g(u, \gamma) - \alpha A_w \geq 0.
\]

Using Schur complement [24], the above matrix inequality can be transformed into the LMI in (23b). Note that the quadratic term \(u^T (R + B_u^T Q B_u) u\) in the right hand side of (24) cancels out with the quadratic term of \(u\) in \(Q_g(u, \gamma)\), therefore making \(Q^a_g(u, \gamma)\) a linear function of \(u\) and \(\gamma\). Minimizing the performance index \(\gamma\) further gives the solution of (8) and hence \(P1\).

**D. Implementation Aspects: Dimension Reduction for Computational Efficiency**

In view of the analysis in Section IV-A, the sequence \(w\) makes \((u_{\text{ini}}, y_{\text{ini}} - w)\) a trajectory of \(G\) if and only if there exists \(g_w\), such that
\[
w = -Y_p N(U_p) g_w + w_0.
\] (25)

However, if \(g_w\) is mapped into \(w\) through (25), any \(g_w + v\), where \(v \in \ker(Y_p N(U_p))\), is also mapped into the same \(w\). This is especially true when the length \(T_d\) of historical data is large, i.e., \(T_d \gg m T_{\text{ini}}\) and \(T_d \gg p T_{\text{ini}}\), which makes \(\ker(U_p) \cap \ker(Y_p)\), and therefore \(\ker(Y_p N(U_p))\), nonempty. As a result, any parameterization of a subspace through \(g_w\) is redundant. Redundancy affects also the constraint (23b). Indeed, if the length of the vector \(g_w\) is unnecessarily large, so are the sizes of the matrices \(A_w\) and \(Q_g(u, \gamma)\) in (11), (22), as well as the LMI constraint in (23b), making the optimization problem (23) inefficient.

More formally, denote \(W\) as the set of noise trajectories \(w\) that make \((u_{\text{ini}}, y_{\text{ini}} - w)\) a trajectory of \(G\). We have, from (25), \(W = \text{range}(Y_p N(U_p)) + w_0\), where we represent the vector space range\((Y_p N(U_p))\) as
\[
\{Y_p N(U_p) g_w | g_w \in \mathbb{R}^{T_d - (m+1) T_{\text{ini}} - T_f + 1}\}.
\] (26)

The cause of redundancy is that the dimension of the free vector \(g_w\) in (26) can be much larger than the dimension of range\((Y_p N(U_p))\). In the following theorem, we address this issue to present a non-redundant representation of \(W\).

**Theorem 10.** The vector \(w\) belongs to \(W\) if and only if there exists \(g_w \in \mathbb{R}^{\tilde{n}_w}\) such that
\[
w = -Y_p N(U_p) R(N(U_p)^T Y_p^T) g_w + w_0.
\] (27)

where \(\tilde{n}_w = \text{rank}(Y_p N(U_p))\). Moreover, the above mapping from \(\mathbb{R}^{\tilde{n}_w}\) to \(W\) is bijective.

**Proof.** Since two vector spaces are isomorphic if and only if they have the same dimension, to eliminate the redundant representation problem, we introduce an isomorphism from \(\mathbb{R}^{\tilde{n}_w}\) to \(\text{range}(Y_p N(U_p))\) and represent \(\text{range}(Y_p N(U_p))\) in terms of this isomorphism. Notice that
\[
\text{range}(Y_p N(U_p)) = \{Y_p N(U_p) g | g \in \mathbb{R}^{T_d - T_{\text{ini}} + 1 - T_{\text{ini}} m}\}
\] (a)
\[
= \{Y_p N(U_p) g_1, g_2 | g_1 \in \ker(Y_p N(U_p)), g_2 \in \text{range}(N(U_p)^T Y_p^T)\}
\] (b)
\[
= \{Y_p N(U_p) g_2 | g_2 \in \text{range}(N(U_p)^T Y_p^T)\}
\] (c)
\[
= \{Y_p N(U_p) R(N(U_p)^T Y_p^T) g_w | g_w \in \mathbb{R}^{\tilde{n}_w}\}
\]

where (a) follows from the fact that
\[
\ker(Y_p N(U_p)) \perp \text{range}(N(U_p)^T Y_p^T).
\]

Therefore an isomorphism from \(\mathbb{R}^{\tilde{n}_w}\) to \(\text{range}(Y_p N(U_p))\) is given by the matrix \(Y_p N(U_p) R(N(U_p)^T Y_p^T)\). Furthermore, since \(W\) is range\((Y_p N(U_p))\) shifted by \(w_0\), the mapping from \(\mathbb{R}^{\tilde{n}_w}\) to \(W\) given by (27) is bijective.

In view of the above theorem, the representation of \(W\) through (27) using \(g_w \in \mathbb{R}^{\tilde{n}_w}\) is non-redundant. To apply the above result in the implementation of (23), we only need to replace the matrix \(M = N(U_p)\) in the derivations of Section IV-A–IV-C with \(M = N(U_p) R(N(U_p)^T Y_p^T)\).

**Remark 11.** Since
\[
\tilde{n}_w = \text{rank} \left( \begin{bmatrix} U_p \\ Y_p \end{bmatrix} \right) - T_{\text{ini}} m = n,
\]
where (a) follows from Theorem 2 of [23], the length of the vector \(g_w\) in (27) is equal to \(n\). This guarantees that the size of the matrix in the LMI in (23b) scales with \(n + T_{\text{ini}} m\). On the contrary, the length of the vector \(g_w\) in (10) scales with \(T_d\). As \(T_d\) is usually significantly larger than \(n\), the non-redundant parameterization shown in this section can reduce the size of the LMI constraint (23b) considerably.

**V. GENERALIZATIONS**

In this section, we provide several extensions to the robust control design method described in the previous section. First, in Section V-A, we show how to add input and output constraints to the controller. In Section V-B, we show how to take into account actuator and disturbances, before presenting the overall LMI optimization problem incorporating both extensions in Section V-C.
A. Input and Output Constraints

In this section, we show how to add quadratic input and output constraints to problem P1. Since constraints on the input can be directly incorporated into (23), hereafter we focus on constraints on the output $y$ only and in the form

$$\theta(y) = [1^T \ y ] \begin{bmatrix} \theta_{11} & \theta_{12} \\ \theta_{21} & \theta_{22} \end{bmatrix} [1^T \ y] \geq 0. \quad (28)$$

When $\theta_{22} = \theta_{22}^T < 0$ and $\theta_{12} = 0$, the above constraint imposes an upper bound on $\|y\|_2$.

Since the output is related to the input $u$ and the noise trajectory $w$ via (21), the output constraint (28) can be written as

$$\begin{align*}
\Theta &= (y_0 + B_u u + B_{uw} w_0 + (y_0 + B_u u + B_{uw} w_0)^T \Theta_{12} \\
&+ (y_0 + B_u u + B_{uw} w_0)^T \Theta_{22}) (y_0 + B_u u + B_{uw} w_0) \\
&= \Theta_{22} > 0,
\end{align*}$$

where

$$\begin{align*}
[\Theta]_{22} &= B_{uw}^T \Theta_{22} B_{uw}, \\
[\Theta]_{11} &= \Theta_{11} + \Theta_{12} (y_0 + B_u u) + (y_0 + B_u u)^T \Theta_{12}, \\
&+ (y_0 + B_u u)^T \Theta_{22} (y_0 + B_u u), \\
[\Theta]_{12} &= \Theta_{12} B_{uw} + (y_0 + B_u u)^T \Theta_{22} B_{uw}.
\end{align*}$$

In principle, we want the constraint (28) to hold for all feasible noise trajectories. Similarly to the proof of Theorem 9, this requirement is equivalent to the existence of $\alpha_y \geq 0$ such that $\Theta y - \alpha_y A_w \geq 0$, which can be reformulated as an LMI constraint and added to the optimization problem (23).

B. Actuator Disturbances

In this section, we show how to consider actuator disturbances. Suppose the actuation input $\tilde{u}_{ini}$ to the system $\tilde{G}$ to generate the recent data is also noisy, i.e.,

$$\tilde{u}_{ini} = u_{ini} - d_{ini},$$

where $u_{ini}$ is nominal control input and $d_{ini}$ is the actuator disturbance. Moreover, we also consider a disturbance $\tilde{d}$ acting on the computed control input $u$, i.e., $\tilde{u} = u - \tilde{d}$. Therefore, the data-dependent relation (7b) becomes

$$\begin{bmatrix} U_p \\ Y_p \\ U_f \\ Y_f \end{bmatrix} \begin{bmatrix} u_{ini} \\ y_{ini} \\ u \\ y \end{bmatrix} - \begin{bmatrix} d_{ini} \\ w \\ d \\ 0 \end{bmatrix} = 0. \quad (29)$$

We assume that the actuator disturbance $\tilde{d} \equiv [d_{ini}^T, d^T]^T$ satisfies the quadratic constraint

$$\begin{bmatrix} 1^T \\ d \end{bmatrix} \begin{bmatrix} \Phi_{d,11} & \Phi_{d,12} \\ \Phi_{d,21} & \Phi_{d,22} \end{bmatrix} \begin{bmatrix} 1 \\ d \end{bmatrix} \geq 0, \quad (30)$$

where $\Phi_{d,22} < 0$.

Our goal is to solve a min-max robust control problem similar to P1. Due to the existence of actuator disturbances, we replace $\|u\|_2^2$ with the true system input $\|\tilde{u}\|_2^2$ in the cost (7a), replace (7b) with (29), and optimize over all feasible noise and disturbance trajectories $[d_{ini}^T, w^T, d^T]^T$. We first characterize feasible trajectories $[d_{ini}^T, w^T]^T$ such that $(u_{ini} - d_{ini}, y_{ini} - w)$ is a trajectory of $G$. Similarly to the argument in Section IV-A, $[d_{ini}^T, w^T]^T$ satisfies the above requirement if and only if there exists $g_{ini}$ such that

$$\begin{bmatrix} d_{ini} \\ w \end{bmatrix} = - \begin{bmatrix} U_p \\ Y_p \end{bmatrix} g_{ini} + \begin{bmatrix} u_{ini} \\ y_{ini} \end{bmatrix}. \quad (31)$$

Therefore, the set of noise and disturbance trajectories $[d_{ini}^T, w^T]^T$ that make $(u_{ini} - d_{ini}, y_{ini} - w)$ a trajectory of $G$ is

$$\begin{bmatrix} d_{ini} \\ w \end{bmatrix} = - \begin{bmatrix} U_p \\ Y_p \end{bmatrix} \mathcal{R}(\begin{bmatrix} U_p \\ Y_p \end{bmatrix}) g_{ini} + \begin{bmatrix} u_{ini} \\ y_{ini} \end{bmatrix}. \quad (32)$$

Moreover, the above mapping from $R^{n_d}$ to $W$ is bijective. Therefore, from (32), one gets

$$\begin{bmatrix} d_{ini} \\ w \end{bmatrix} = - \begin{bmatrix} U_p \\ Y_p \end{bmatrix} \mathcal{R}(\begin{bmatrix} U_p \\ Y_p \end{bmatrix}) g_{ini} + \begin{bmatrix} u_{ini} \\ y_{ini} \end{bmatrix}, \quad (33)$$

i.e., the vector $\tilde{g} \in R^{n_d + mTf}$ parameterizes all feasible noise and disturbance trajectories. By following the arguments used in the proof of Lemma 5, the quadratic constraints on $w$ and $\tilde{d}$ can be transformed into quadratic constraints on $\tilde{g}$ as

$$\begin{bmatrix} 1^T \\ u \end{bmatrix} \begin{bmatrix} \Phi_{w,11} & \Phi_{w,12} \\ \Phi_{w,21} & \Phi_{w,22} \end{bmatrix} \begin{bmatrix} 1 \\ \tilde{g} \end{bmatrix} \geq 0, \quad (34)$$

$$\begin{bmatrix} 1^T \\ d \end{bmatrix} \begin{bmatrix} \Phi_{d,11} & \Phi_{d,12} \\ \Phi_{d,21} & \Phi_{d,22} \end{bmatrix} \begin{bmatrix} 1 \\ \tilde{d} \end{bmatrix} \geq 0, \quad (35)$$

where the matrices $\Phi_w$ and $\Phi_d$ directly follow from (6), (30), and (33), and their expressions are omitted for brevity.

Since every $[d_{ini}^T, w^T]^T \in W$ can be written as (32), by substituting this representation into (31), we obtain that for a given $[d_{ini}^T, w^T]^T$, the solution $g_{ini}$ to (31) is given by

$$g_{ini} = M_d g_{w}, \quad M_d = \mathcal{R}(\begin{bmatrix} U_p \\ Y_p \end{bmatrix}) \mathcal{R}(\begin{bmatrix} U_p \\ Y_p \end{bmatrix})^T,$$

We can follow the procedure in Section IV-B to derive the solution $g = g_{ini} + g_w$ to the first three equations in (29), where $g_w = A^T(AA^T)^{-1} \begin{bmatrix} 0 \\ 0 \\ (\tilde{u} - U_f g_{ini})^T \end{bmatrix}$ verifies (14) with the noisy control input $\tilde{u}$ instead of $u$. Then, since $y = Y_f g$, the following holds with the matrices $B_{ini}$ and $B_u$ defined in Lemma 8

$$\begin{bmatrix} y \\ B_y \end{bmatrix} = B_{ini} g_{ini} + B_u \tilde{u} = B_{ini} M_d g_w - B_u \tilde{d} + B_u u \quad (36)$$

where $\Phi_{d,22} < 0$. 
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Since \( \dot{u} = u - \Xi \dot{g} \), where \( \Xi = [0, I] \), the performance constraint can be rewritten as

\[
\gamma - \sum_{k=0}^{T_f-1} \left( \|y_k - r_{k+1}\|^2_Q + \|\dot{u}_k\|^2_R \right) = \gamma - u^T \dot{R} \dot{u} - (y - r)^T \dot{Q} (y - r) = \gamma - u^T (u - \Xi \dot{g})^T \dot{Q} (u - \Xi \dot{g}) - (\tilde{B}_g \dot{y} + \tilde{B}_u u - r)^T \dot{Q} (\tilde{B}_g \dot{y} + \tilde{B}_u u - r) = \left[ \begin{array}{c} 1 \\ \dot{g} \end{array} \right]^T \left[ \begin{array}{cc} \dot{Q}_{11} & \dot{Q}_{12} \\ \dot{Q}_{12} & \dot{Q}_{22} \end{array} \right] \left[ \begin{array}{c} 1 \\ \dot{g} \end{array} \right] \geq 0, \quad \dot{Q}_{g(u, \gamma)}
\]

where

\[
\dot{Q}_{g} \left[ \begin{array}{c} 1 \\ \dot{g} \end{array} \right] = \gamma - u^T R u - (B_u u - r)^T \dot{Q} (B_u u - r), \quad \dot{Q}_{g} \left[ \begin{array}{c} 1 \\ \dot{g} \end{array} \right] = u^T \dot{R} \dot{u} - (B_u u - r)^T \dot{Q} \dot{B}_g, \quad \dot{Q}_{g} \left[ \begin{array}{c} 1 \\ \dot{g} \end{array} \right] = -\Xi^T \dot{R} \dot{e} - \dot{B}_g^T \dot{Q} \dot{B}_g.
\]

As such, the overall data-driven robust control objective is to find \( u \) and \( \gamma \) such that

\[
\left[ \begin{array}{c} 1 \\ \dot{g} \end{array} \right]^T \dot{Q}_g \left( u, \gamma \right) \left[ \begin{array}{c} 1 \\ \dot{g} \end{array} \right] \geq 0
\]

holds for all feasible noise and disturbance trajectories parameterized by \( \dot{g} \) satisfying quadratic constraints (34), (35). Using the S-lemma for multiple quadratic inequalities [21], this is true if there exist \( u, \alpha_u \geq 0 \), and \( \alpha_d \geq 0 \) such that

\[
\dot{Q}_g \left( u, \gamma \right) - \alpha_u \hat{P}_w - \alpha_d \hat{P}_d \geq 0. \quad (37)
\]

We can further convert the above inequality into an LMI through the Schur complement. Therefore, the problem \( P1 \) with input disturbances is solved if the following optimization problem is solved

\[
\min_{u, \gamma, \alpha_u \geq 0, \alpha_d \geq 0} \gamma \quad \text{s.t.,} \quad (37).
\]

**C. Co-existence of Quadratic Input/Output Constraints and Actuator Disturbance**

In this section, we use the results in Sections V-A and V-B for dealing simultaneously with the quadratic input/output constraints and actuator disturbances. The overall robust control problem is given by

\[
\begin{align*}
\min_{u, w, d_{\text{ini}, d}} \max_{k=0}^{T_f-1} \left( \|y_k - r_{k+1}\|^2_Q - \|u_k - d_k\|^2_R \right) & = \min_{u, w, d_{\text{ini}, d}} \max_{k=0}^{T_f-1} \left( \|y_k - r_{k+1}\|^2_Q + \|\dot{u}_k\|^2_R \right) \\
\begin{bmatrix} U_p \\ Y_p \\ U_f \\ Y_f \end{bmatrix} & = \begin{bmatrix} u_{\text{ini}} \\ y_{\text{ini}} \\ u \\ d \end{bmatrix} - \begin{bmatrix} d_{\text{ini}} \\ w \\ 0 \\ 0 \end{bmatrix}, \\
\begin{bmatrix} 1 \\ u - d \end{bmatrix}^T \begin{bmatrix} \hat{H}_{11} & \hat{H}_{12} \\ \hat{H}_{12} & \hat{H}_{22} \end{bmatrix} \begin{bmatrix} 1 \\ u - d \end{bmatrix} & \geq 0, \quad \hat{H}_{g(u, \gamma)}
\end{align*}
\]

output quadratic constraints (28). (38)

The following theorem provides an LMI-based representation of (38)².

**Theorem 12.** Denote \( \alpha \triangleq [\alpha_u, \alpha_d, \alpha_{u, u}, \alpha_{u, d}, \alpha_{y, u}, \alpha_{y, d}]^T \). The optimization problem (38) is solved when the following minimization problem is solved

\[
\min_{u, \gamma, \alpha \geq 0} \gamma \quad \text{s.t.,} \quad (37), (42), (45). \quad (39)
\]

where constraints (42) and (45) are given in the proof.

**Proof.** Similarly to the proof of Theorem 9, we aim to minimize \( \gamma \), subject to the tracking error constraint and the constraint that the input/output constraints hold for all feasible noise and disturbance trajectories. The tracking error constraint can be shown to be given as (37). In the following, we show how to characterize the constraint that the input/output constraints hold for all feasible noise and disturbance trajectories.

In light of \( \dot{u} = u - \Xi \dot{g} \), one sees that the input constraint in (38c) is equivalent to

\[
\begin{bmatrix} 1 \\ \psi \end{bmatrix}^T \begin{bmatrix} \hat{H}_{11} & \hat{H}_{12} \\ \hat{H}_{12} & \hat{H}_{22} \end{bmatrix} \begin{bmatrix} 1 \\ \psi \end{bmatrix} \geq 0, \quad (40)
\]

where

\[
\begin{bmatrix} \psi_{11} & \psi_{12} & \psi_{13} \\ \psi_{12} & \psi_{12} & \psi_{13} \\ \psi_{13} & \psi_{13} & \psi_{13} \end{bmatrix} = \psi_{11} + u^T \psi_{22} u + \psi_{12} u + u^T \psi_{12}, \\
\psi_{12} = -\psi_{12} \Xi - u^T \psi_{22} \Xi, \quad \psi_{22} = \Xi^T \psi_{22} \Xi.
\]

We need to ensure that (40) holds for all \( \psi \) satisfying the quadratic constraints (34), (35). In view of the S-lemma, this is possible if there exist \( u, \alpha_{u, u} \geq 0 \), and \( \alpha_{u, d} \geq 0 \) such that

\[
\begin{bmatrix} \psi_{11} & \psi_{12} & \psi_{13} \\ \psi_{12} & \psi_{12} & \psi_{13} \\ \psi_{13} & \psi_{13} & \psi_{13} \end{bmatrix} \geq 0, \quad (42)
\]

which can be converted to an LMI using the Schur complement. Similarly, considering \( y = B_g \dot{y} + \tilde{B}_u u \), the output constraint in (28) is equivalent to

\[
\begin{bmatrix} 1 \\ \psi \end{bmatrix}^T \begin{bmatrix} \hat{H}_{11} & \hat{H}_{12} \\ \hat{H}_{12} & \hat{H}_{22} \end{bmatrix} \begin{bmatrix} 1 \\ \psi \end{bmatrix} \geq 0, \quad (43)
\]

where

\[
\begin{bmatrix} \tilde{H}_{11} & \tilde{H}_{12} & \tilde{H}_{12} \\ \tilde{H}_{12} & \tilde{H}_{12} & \tilde{H}_{12} \\ \tilde{H}_{12} & \tilde{H}_{12} & \tilde{H}_{12} \end{bmatrix} = \tilde{H}_{11} + B_g^T \tilde{H}_{22} B_g + \tilde{H}_{12} B_g + \tilde{H}_{12} B_g + \tilde{H}_{12} B_g,
\]

Following the same procedure as for input constraint, it can be shown that (43) is satisfied if there exist \( u, \alpha_{y, w} \geq 0 \), and \( \alpha_{y, d} \geq 0 \) such that the following is satisfied

\[
\begin{bmatrix} \tilde{H}_{11} & \tilde{H}_{12} & \tilde{H}_{12} \\ \tilde{H}_{12} & \tilde{H}_{12} & \tilde{H}_{12} \\ \tilde{H}_{12} & \tilde{H}_{12} & \tilde{H}_{12} \end{bmatrix} \geq 0, \quad (45)
\]

which can be converted to an LMI using the Schur complement. Combining the above results, we get (39). \( \square \)

²Even though the matrix inequalities in the theorem and proof are not LMIs, they can be transformed to LMIs using Schur complement in a similar way to the proof of Theorem 9. To save space, the resulting LMIs are not displayed. Furthermore, we refer to these matrix inequalities as LMIs without ambiguity.
Remark 13. The extensions presented in this section involve the use of the S-lemma with multiple quadratic constraints [21] and Schur complement with semidefinite matrices [24], which are only sufficient. Therefore, the control design procedure in (39) is conservative, i.e., it may have no solution even though a control input $u$ solving the min-max control problem (38) exists.

Remark 14. The proposed control design can be easily applied in a receding horizon fashion, in order to implement a data-driven predictive controller. In doing so, at each time instance, one needs to update the output reference $y$ as well as recent input and output data $y_{ini}$ and $u_{ini}$ with the online data, solve (39), and apply only the first control input from the computed optimal control sequence $u$. Moreover, it can be shown that the resulting controller is equivalent to a robust model predictive controller (MPC) with bounded uncertainty on the initial state. As such, the stability of the resulting closed-loop system can be studied using the existing results on robust MPC. Such a discussion is omitted so as to emphasize the robust data-driven nature of the proposed controller, which is the main contribution of this paper.

VI. SIMULATIONS

We illustrate the performance of the proposed controller through numerical simulations. We consider an unstable LTI system (1) with randomly selected system matrices

$A = \begin{bmatrix} 0.6799 & -0.0331 & -0.8332 & 0.4924 \\ 0.9748 & 1.0600 & 0.3666 & 0.5863 \\ 0.7311 & 0.3693 & -1.0711 & 1.1603 \\ -0.7442 & 0.0330 & 0.0667 & 0.1961 \end{bmatrix}, B = \begin{bmatrix} -0.7841 \\ -0.1798 \\ 0.5204 \\ -0.9378 \end{bmatrix}, C = \begin{bmatrix} 0.4458 & 0.4911 & 0.7394 & -0.1359 \\ 0.0733 & -0.1468 & -0.6357 & 0.7353 \end{bmatrix}, D = 0.$

By choosing a random initial condition, historical input-output data of length $T_d = 110$ are collected with inputs generated from a uniform distribution in the interval $[-1, 1]$. We assume that the exact order $n = 4$ of the system is unknown and only the upper bound $\hat{n} = 6$ is available. Consequently, recent input-output data of length $T_{ini} = \hat{n} = 6 \geq 1(G)$ are collected with inputs from the uniform distribution in $[-1, 1]$. Moreover, recent data is corrupted by input disturbances and output noises as in Section V-C, where the trajectories $w$ and $d$ are selected to satisfy quadratic constraints (6) and (30), respectively, with

$\Phi_{11} = T_{ini}re, \Phi_{12} = 0, \Phi_{22} = -I, \Phi_{d,11} = (T_{ini} + T_f)re, \Phi_{d,12} = 0, \Phi_{d,22} = -I,$

and $\epsilon = 0.001$. We are interested in solving the min-max problem (38). We select $T_f = 20, r = 0, Q = I$, and $R = I$ to robustly regulate the output of the system to zero within a horizon of length 20. Moreover, we seek to do so while ensuring that $\hat{u}$ and $y$ satisfy quadratic constraints (38c), (28) with

$\Psi_{11} = T_f \epsilon_u, \Psi_{12} = 0, \Psi_{22} = -I, \Theta_{11} = T_f \epsilon_y, \Theta_{12} = 0, \Theta_{22} = -I,$

and $\epsilon_u = \epsilon_y = 0.5$.

As shown in Theorem 12, it is possible to convert this robust control input design problem into the minimization problem (39). This problem is then solved using Yalmip [25] on Matlab with MOSEK [26] specified as the solver, which returns the optimal control sequence $u$. This control sequence is tested with multiple compatible realizations of noise trajectories. In particular, we randomly select 100 vectors $\bar{y}$ that satisfy the quadratic constraints (34) and (35), which, in view of (33), parameterize 100 feasible sequences of $w$ and $d$. As shown in Figure 2, output trajectories are quickly brought around zero for all noise and disturbance realizations. Moreover, Figure 3 displays the robustness of the closed-loop system. Specifically, the first plot in Figure 3 shows that $\gamma \leq \gamma^*$ for all selected noise and disturbance realizations, where each blue circle corresponds to a specific realization and $\gamma^*$ is the optimal value of (39). Moreover, the second and third plots show that the input and output constraints are satisfied for all selected noise and disturbance trajectories, i.e., $\psi(\hat{u}) \geq 0$ and $\theta(y) \geq 0$, respectively.

When parameterizing the noise trajectories as in (33), the parameterization methods proposed in Sections IV-D and V-B allow for a significant reduction in the sizes of the LMI conditions (37), (42), and (45). In particular, the size of each LMI condition is reduced from 291 to 143.

It is seen from Figure 3 that the obtained $\gamma$ values are not as high as the optimal value $\gamma^*$. Moreover, the input and output constraints are not active in any of the different simulation scenarios, i.e., $\psi(\hat{u}) \neq 0$ and $\theta(y) \neq 0$. These limitations are due to the fact that the version of S-lemma for multiple quadratic inequalities and the semidefinite version of Schur complement used in Section V-C are conservative. In order to demonstrate that they are the only sources of conservativity, we run another simulation with the same LTI system, in which
we do not consider actuator disturbances and input/output constraints. Specifically, the same historical data as in the previous simulation are used to construct the Hankel matrices $U_p$, $U_f$, $Y_p$, and $Y_f$. Moreover, the same input sequence $u_{ini}$ is used to generate the recent trajectory. Differently to the previous case, only the recent output trajectory $y_{ini}$ is affected by measurement noise $w$. This noise is chosen to satisfy (6) with the matrix $\Phi$ defined by (46). The $T_f$, $r$, $Q$, and $R$ of the previous example are chosen to ensure robust regulation of system output to zero. By utilizing the results of Section IV, we solve the problem (23) with the matrix $M$ defined in (27). Similarly to the previous simulation, the calculated control input $u$ is used to control the system with 100 different realizations of the vector $g_{iw}$ parameterizing different feasible noise trajectories $w$. The results of this simulation are presented in Figure 4, where one sees that the tracking costs $\gamma$ in blue circles are smaller than the robust optimal tracking cost $\gamma^*$ computed from (23) for all feasible noise trajectories. It can also be seen from this figure that some $\gamma$ values get quite close to $\gamma^*$, hence supporting the claim that Theorem 9 in Section IV is not conservative.

VII. CONCLUSIONS

Willems’ Fundamental Lemma shows that finite-length persistently exciting data can characterize the behaviors of linear systems, which enables data-driven simulation and control. In this paper, we build on this data-dependent representation to consider the case that the recent output data are noisy and solve worst-case robust optimal tracking control problems in a data-driven fashion. The key ingredient of our approach is a suitable parameterization of the feasible noise trajectories and the performance specification, which allows one to express them as quadratic constraints. Then, by applying the S-lemma, we show that the worst-case robust control problem is equivalent to a minimization problem with a linear cost and LMI constraints. Moreover, by carefully selecting the noise parameterization, we can show that the dimension of the LMI optimization problem does not scale with the length of historical data. Our method can also easily incorporate input and output constraints, as well as actuator disturbances.

At present, the proposed method assumes that noise affects only recent data. Future work will be devoted to generalizations accounting for noise also in historical data.
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