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The photon statistics emitted by a large variety of light-matter systems under weak coherent driving can be understood, to lowest order in the driving, in the framework of an admixture of (or interference between) a squeezed state and a coherent state, with the resulting state accounting for all bunching and antibunching features. One can further identify two mechanisms that produce resonances for the photon correlations: i) conventional photon blockade describes cases that involve a particular quantum level or set of levels in the excitation/emission processes with interferences occurring to all orders in the photon numbers, while ii) unconventional photon blockade describes cases where the driving laser is far from resonance with any level and the interference occurs for a particular number of photons only, yielding stronger correlations but only for a definite number of photons. Such an understanding and classification allows for a comprehensive and transparent description of the photon statistics from a wide range of disparate systems, where optimum conditions for various types of photon correlations can be found and realized.

1. Blockade in Quantum Optics

Quantum optics was born with the study of photon statistics.[1] Following Hanbury Brown’s discovery of photon bunching[2-3] and Kimble et al.’s observation of antibunching,[4] there has been a burgeoning activity of tracking how pairs of detected photons are related to each other. From the various mechanisms that generate correlated photons, one that turns an uncorrelated stream into antibunched photons has attracted much attention.
interacting quantum-well excitons coupled to a microcavity mode. The effect is then known as “polariton-blockade,” after the eponymous light–matter particles that constitute the elementary excitations of such systems. This configuration was first addressed theoretically by Verger et al. for exciton–polaritons. They studied the response of the cavity around the lower-polariton resonance, predicting antibunching indeed, although of too small magnitude with the parameters of typical systems to be observed easily. This spurred interest in polariton boxes and other ways of confining polaritons to enhance their interactions. Much progress has since been made in boosting polariton interactions, for example, with dipolar polaritons or collective Rydberg excitation of a laser-cooled atomic ensemble. Nonetheless, Lieb and Savona had computed a much stronger antibunching in coupled cavities than is allowed by polariton blockade with the same order of weak nonlinearity. This so-called “unconventional polariton blockade” was quickly understood as originating not from the particular configuration of coupled cavities with weak Kerr nonlinearities but from a subtler type of blocking, due to destructive interferences between probability amplitudes whenever there are two paths that can reach the excited state with two photons. This result has generated considerable attention, although it was later remarked that it was a known effect observed decades earlier where it received a much smaller followup. Besides, Lemond et al. further clarified how unconventional photon blockade is connected to squeezing rather than single-photon states, which had been presented as one of the main interests of the effect. Recently, both conventional and unconventional blockades have been reported in solid-state systems, where the 2010 revival of the idea had triggered intense activity.

In this text, we provide a unifying picture of the two types of polariton blockades. We show how they typically sit next to each other in interacting coupled light–matter systems along with other phenomenologies that produce superbunching instead of the blockade antibunching. In particular, we show that they are both rooted in the single-component system, either a 2LS or an anharmonic oscillator, with strong photon correlations produced by interfering the emitter’s incoherent signal with a coherent fraction. We will nevertheless highlight how the two blockades are intrinsically different mechanisms with different characteristics. Most importantly, the conventional blockade, based on dressed-state blocking, yields photon antibunching at all orders in the number of photons, that is, \( g^{(n)} \rightarrow 0 \) for all \( N \geq 2 \), while the unconventional blockade can only target one \( N \) in isolation, producing bunching for the others. Another apparent similarity is that both types of blockades produce the same state in what concerns the population and the two-photon correlation \( g^{(2)} \) at the lowest order in the driving, but differences occur at higher orders, namely, at the second-order in the driving for \( g^{(2)} \) and at the third-order for the population. Differences exist already at the lowest order in the driving for \( g^{(2)} \) and higher-order photon correlations, making it clear that the two mechanisms differ substantially and produce different states, despite strong resemblances in the quantities of easiest experimental reach. The state produced by both types of blockade at the two-photon level results from a simple interference between a squeezed state and a coherent state. While the squeezing is typically produced by the emitter, the coherent fraction can be either brought from outside, idiosyncratically, as a fraction of the driving laser itself—a technique known as “homodyning”—or be produced internally by the driven system itself, a concept introduced in the literature under the apt qualification of “self-homodyning.” We will thus highlight that, to this order, essentially the same physics—of tailoring two-photon
statistics by admixing squeezed and coherent light, discussed in Section 3—takes place in a variety of platforms, overviewed in Section 2. We will further synthesize this picture by unifying the cases where the nonlinearity is: i) strong, namely, provided by a 2LS (Section 4) or on the contrary ii) weak, namely, provided by an anharmonic oscillator (Section 5), and how these are further generalized in presence of a cavity where self-homodyning becomes a compelling picture since a cavity is an ideal receptacle for coherent states. This brings the 2LS into the Jaynes–Cummings model (Section 6) and the anharmonic oscillator into microcavity polaritons (Section 7), respectively. There are many variations in between all these configurations, that the literature has touched upon in many forms, as we briefly overview in the next section. For our own discussion, while we have tried to retain generality for the variables that play a significant role, we do not include for the sake of brevity all the possible combinations, which could of course be done would the need arise for a given platform. Instead, we briefly consider features common to all these cases regarding their response to dephasing (Section 8) and found in their time-dependence (Section 9), before discussing (Section 10) and concluding (Section 11).

2. The Blockade Hamiltonian

A fairly general type of photon blockade is described by the following Hamiltonian:

\[ H = \hbar \omega_c a^\dagger a + \hbar \omega_a b^\dagger b + h g(a^\dagger b + a b^\dagger) \]
\[ + \frac{U_c}{2} a^\dagger a^\dagger a a + \frac{U_a}{2} b^\dagger b b + \Omega_a e^{i\omega_a t} a + \Omega_c e^{i\omega_c t} b + h.c. \]  

(1)

where \( \hbar \omega_c \) is the free energy of the modes \( c = a, b \), both bosonic; \( h g \) describes their Rabi coupling, giving rise to polaritons as eigenstates of the 1st line of Equation (1); \( U_c \) are the nonlinearities of the respective modes, here again for \( c = a, b \); and \( \Omega_a \) describes resonant excitation at the energy \( \omega_a \). Some details of the microscopic derivation can be found in ref. [27]. This is brought to the dissipative regime through the standard techniques of open quantum systems, namely, with a master equation in the Lindblad form \( d\rho/dt = \{ \mathcal{L}, \rho \} + \sum_{\alpha=\ldots} \gamma_{\alpha} (\mathcal{N}_{\alpha} \rho - \rho \mathcal{N}_{\alpha}^\dagger) \), where the superoperator \( \mathcal{L}, \rho \equiv 2 \gamma_{\alpha} \rho \mathcal{N}_{\alpha} - \mathcal{N}_{\alpha}^\dagger \mathcal{N}_{\alpha} \rho - \rho \mathcal{N}_{\alpha}^\dagger \mathcal{N}_{\alpha} \) describes a decay rate of mode \( \alpha \) at rate \( \gamma_{\alpha} \) (dephasing is dealt with separately in Section 8). Particular cases or variations of Equation (1) have been studied in numerous works, even when restricting to those with a focus on the emitted photon statistics. This ranges from cases retaining one mode only\(^{[42]} \) to the most general form of Equation (1).\(^{[41–48]} \)

Regarding the central theme of this work of field-admixture, a first consideration on the photon statistics of the effect of interfering a quantum signal with a coherent field was made by Flayac and Savona,\(^{[43]} \) who found that that the conditions for strong correlations are shifted rather than hampered. This touches upon, in the framework of input/output theory, the mechanisms of mixing fields that we will highlight in the following, where we will show that beyond being altered, correlations can be drastically optimized (becoming exactly zero to first order for antibunching and infinite for bunching). In a later work,\(^{[44]} \) they further progressed toward fully exploiting homodyning by including a “dissipative, one-directional coupling” term, which allowed them to achieve a considerable improvement of the photon correlations, especially in time, with suppression of oscillations and the emergence of a plateau at small time delays (discussed in Section 9). This mechanism has been singled-out and optimized in a different context\(^{[45]} \) (a two-level system admixed to an external laser). Credit for quantum-classical field admixtures should also be given to the bulk of work devoted to these ideas by the Vucković group, starting with their use of self-homodyning to study the Mollow triplet in a dynamical setting.\(^{[50]} \) Initially used as a suppression technique to access the quantum emitter’s dynamics by cancelling out the scattered coherent component from their driving laser,\(^{[51,52]} \) they later appreciated the widespread application of their effect and its natural occurrence in other systems,\(^{[53]} \) where it had passed unnoticed, as well as the benefits of a tunability of the interfering component,\(^{[54]} \) which they proposed in the form of a partially transmitting element in an on-chip integrated architecture that combines a waveguide with a quantum-dot/photicystal-crystal QED platform. Fischer et al.\(^{[50,51]} \) in particular started to develop and implement a series of pioneering contributions in the effect of homodyning for quantum engineering and optimization, which holds great promise for the future.\(^{[55]} \) In the following, we will provide the unified theory for such a mixing of coherent and quantum light. The possibility and benefits of an external laser to optimize photon correlations also appeared in a work by Van Regemortel et al.,\(^{[56]} \) with a foothold in the same ideas. The effect of tuning two types of driving was emphasized by Xu and Li,\(^{[57]} \) who reported among other notable results how changing their ratio can bring the system from strong antibunching to superbunching, an idea which we will revisit from the point of view of interfering fields through (controlled) homodyning or (self-consistent) self-homodyning. Snijders et al. used the interference to enhance bunching\(^{[58]} \) (and called it “purification”; we will call this “unconventional bunching”). Similar principles have then been explored and extended several times in many variations of the problem,\(^{[59–75]} \) which all fit nicely in the wider picture that we will present. In studying the same effect in different platforms, we will see it takes on seemingly different forms, with a deceiving tendency to exhibit specificities of the particular cases, such as following the characteristic level structures. Also, one manifestation only has been typically highlighted at a time, disconnected from the others or unaware of them. For instance, the microcavity–polariton configuration with interactions in one mode only (describing quantum well excitons, the other being a cavity mode) has been studied mainly from the (conventional) polariton blockade point of view.\(^{[27,76]} \) In which case, the (much stronger) unconventional antibunching has been largely overlooked. We will focus on the following on the one-interacting-mode case rather than on the possibly more popular two weakly interacting sites. First, because this allows a direct comparison with the Jaynes–Cummings limit, second, because this configuration became timely following the recent experimental breakthrough with polariton blockade.\(^{[78,100]} \) Other similar cases are also discussed in ref. [77]. Jaynes–Cummings blockade takes over polariton-blockade when the emitter is effectively a two-level system, that is, in platforms which exhibit very high nonlinearities, as is the case for instance with atoms, where photon-blockade and related effects were pioneered\(^{[5,79]} \) or with molecules\(^{[71]} \) thanks to the progresses in excitation and collection efficiency\(^{[80]} \) of a single-molecule.
and the possibility to embed it in a microcavity, in which case antibunching and bunching of the type that we are about to describe have also been observed.\[101\] The two-level system can also originate from a more complex environment, such as 0D excitations of a cloud of Rydberg atoms whose coupling to a cavity yield strongly-interacting dark polaritons;\[82\] or so-called "artificial atoms" in the solid state, such as quantum dots\[11,83–85\] or superconducting qubits;\[13,40,86\] Whatever the platform, a similar physics of fields admixture repeatedly brings forward strong bunching and antibunching effects. This is true as well for other configurations that cannot be accommodated by Equation (1) in this form, or because they add even more components. One could mention examples from works that consider pulsed excitation,\[87,88\] non-Markovian effects,\[89\] that go beyond the rotating-wave approximation,\[90\] involve additional modes (three in refs. \[91–93\]), different types of nonlinearity, for example, $a^2$ in ref. \[94\], $a^\dagger b^\dagger$ in refs. \[95–97\], $a^\dagger a^\dagger$ in ref. \[98\], a four-level system in ref. \[99\]), two two-level systems in a cavity \[100\] and up to the general Tavis–Cummings model;\[101\] pulsed coherent control of a two-level system in ref. \[102\], two coupled cavities each containing a two-level system\[103,104\] up to a complete array.\[105,106\] The phenomenology reported in each of these particular cases however falls within the classification that we will establish in the remaining of the text, that is, they can be understood as a homodyning effect of some sort. Finally, while several works have focused on single-photon emission as the spotlight for the effect (which is dubious when antibunching is produced from the unconventional route), others have also stressed different applications or suggested different contextualization, such as phase-transitions\[43\] or entanglement,\[107\] and there is certainly much to exploit from one perspective or another.\[108\]

3. Homodyne and Self-Homodyne Interferences

We will return in the rest of this text to such systems as those discussed in the previous section—all a particular case or a variation of Equation (1)—to show that the two-photon statistics of their emission can be described to lowest order in the driving by a simple process: the mixing of a squeezed and a coherent state. In this section, we therefore study this configuration in details.

The mixing of two quantum fields is most simply achieved by passing them through the two ports of a balanced beam-splitter. In the homodyning case that involves a coherent state $|\alpha\rangle$, with complex amplitude $\alpha = |\alpha| e^{i\phi}$, mixed with a field of general nature, with annihilation operator $d$, the normally ordered correlators of the resulting field $s = \alpha + d$ is expressed in terms of the inputs as\[109\]

$$\langle s^\dagger s\rangle = \sum_{m=0}^{\infty} \sum_{m'=0}^{\infty} \binom{m}{p} \binom{m'}{q} \alpha^p \alpha^{*m'} \langle d^{m-p} d^{m'-q}\rangle$$

(2)

up to some unimportant normalization and phase-shift factors. In practice, the polarization degree of freedom is involved with one of the two optical polarizations used as the local oscillator, with a polarizer to mix them afterwards,\[58\] but this needs not enter our simple theoretical picture. From this expression, we can compute any relevant observable of the mixture. For instance, the total population is

$$\langle n_s\rangle \equiv \langle s^\dagger s\rangle = |\alpha|^2 + \langle n_d\rangle + 2\Re[\alpha^* \langle d\rangle]$$

(3)

with $n_d = d^\dagger d$. Apart from the sum of both input intensities, there is a contribution (last term) from the first-order interference between the coherent components of each of the fields or mean fields. Similarly, the second-order coherence function, which is defined as

$$g^{(2)}(s) = \lim_{t \to \infty} \frac{\langle s^\dagger s^\dagger s(t + r) s(t)\rangle}{\langle s^\dagger s\rangle^2}$$

(4)

can be readily obtained from the correlators in Equation (2). We will restrict to steady-state situations (thus omitting $t$ in all expressions) until Section 9 and will also set the delay $r = 0$, thus focusing on coincidences. This simplifies the notation $g^{(2)} = g^{(2)}(t \to \infty, r = 0)$. We will also consider $N$-th order coherence functions, also at zero delay: $g^{(N)} = g^{(N)}(\langle s^N s^N\rangle / \langle s^N \rangle^N)$. These correlators can always be written as a polynomial series of powers of the amplitude of the coherent field $\alpha$.

$$g^{(N)} = \sum_{k=0}^{\infty} c_k |\alpha|^k \langle n_d\rangle^N$$

(5)

where $c_k$ are coefficients that depend on the phase of the coherent field $\phi$ and mean values of the type $\langle d^\mu d^{\nu}\rangle$ with $\mu + \nu \leq N^2$. In particular, the 2nd-order correlation function, Equation (4), can be rearranged as

$$g^{(2)} = 1 + I_0 + I_1 + I_2$$

(6)

with $I_m \sim |\alpha|^m$\[35,110–112\] where 1 represents the coherent contribution of the total signal, and the incoherent contributions read\[109\]

$$I_0 = \langle d^\dagger d\rangle - \langle d^\dagger d\rangle^2 / \langle n_d\rangle$$

(7a)

$$I_1 = 4 \Re[\alpha^* \langle d^\dagger d\rangle - \langle d^\dagger d\rangle \langle d\rangle] / \langle n_d\rangle^2$$

(7b)

$$I_2 = \frac{\langle X_{\phi,\phi}^2 \rangle - \langle X_{\phi,\phi}\rangle^2}{\langle n_d\rangle^2} = \frac{(\Delta X_{\phi,\phi})^2}{\langle n_d\rangle^2}$$

(7c)

where $X_{\phi,\phi} = (e^{i\phi} d^\dagger + e^{-i\phi} d)/2$ is the quadrature with the same phase $\phi$ of the coherent field. Note that there are no explicit terms $I_3$ and $I_4$ because through simplifications these get absorbed in the first term (i.e., 1). This decomposition was first introduced by Carmichael\[35\] and in fact precisely to show that the same quantum-optical phenomenology observed in different systems had the same origin, namely, to root nonclassical effects observed in optical bistability with many atoms in a cavity, to the physics of a single atom coherently driven, that is, resonance fluorescence. This is at this occasion of unifying squeezing and antibunching from two seemingly unrelated platforms under the
same umbrella of self-homodyning that he introduced this terminology. While these concepts have thus been invoked and explored from the earliest days of the field, it is only recently that they seem to start being fully understood and exploited, see for instance refs. [46, 49, 50, 53, 56]. Using such interferences to analyze the squeezing properties of a signal of interest (here, the field with annihilation operator $d$) through a controlled variation of a local oscillator (here, the coherent field $\alpha$) was first suggested by Vogel [111,112] subsequently implemented to show squeezing in resonance fluorescence [113] and recently impulsion in a series of works from the Vucković group, as previously discussed. The physical interpretation of the contributions to the decomposition is as follows:

- The numerator of $I_2$ is the normally ordered variance of the signal intensity, that is, $\langle \Delta n \rangle^2 = (n_j) - (n_j^2)$ with $n_j = d^\dagger d$ and $\Delta n_j = n_j - (n_j)$. Therefore, $I_2 < 0$ indicates that the field $\alpha$ has sub-Poissonian statistics, which in turn contributes to the sub-Poissonian statistics of the total field $s$.

- The numerator of $I_1$ represents the normalized correlation between the fluctuation-field strength and intensity, $\langle (d^\dagger d)(d^\dagger d) \rangle = \langle \Delta d \Delta n_j \rangle$ which have been referred to as anomalous moments [111,112] and been recently measured [114].

A squeezed-coherent state has such correlations.

- The numerator of $I_0$ is the variance of the quadratures of the field $d$. Having $I_0 < 0$ necessarily implies that the state of light has a squeezing component. This can be proved by noting that $X_{d^\dagger}^2 = X_d^2 - 1/4$ (the same for $Y_{d^\dagger}^2$). If $I_0 < 0$, the standard deviation of $X_{d^\dagger}$ must be less than 1/2, but since $X_{d^\dagger}$ and its orthogonal quadrature, $X_{d^\dagger+\varphi/2}$, must fulfill the Heisenberg uncertainty relation, $\Delta X_{d^\dagger} \Delta X_{d^\dagger+\varphi/2} \geq 1/2.0$. This necessarily implies that there is a certain degree of squeezing in $d$. Nevertheless, the opposite statement is not true. A state with a non-zero degree of squeezing can have $I_0 > 0$, for instance, if the relative direction between the coherent and squeezing contributions fulfills $\theta - 2\phi = \pi/2$, where $\theta$ is the phase of the squeezing parameter (a straightforward example is provided by the displaced squeezed state).

Furthermore, if $\langle d \rangle = 0$, the numerator of $I_2$ simplifies to $4|\alpha|^2|\langle X_{d^\dagger}^2 \rangle - |\alpha|^2|$.

An analogous procedure likewise decomposes the higher-order coherence functions, that is, $g^{(n)} = 1 + \sum_{m=0}^{n-2} J_m$, with closed-form expressions for $J_m$ given in ref. [109].

As an illustration which is at the heart of what follows, let us consider the interference of the coherent state with a squeezed state, as shown schematically in Figure 1. The coherent state $|\alpha \rangle = D(\alpha)|0\rangle$ and the squeezed state $|\xi \rangle = S_\xi(\xi)|0\rangle$ are generated from a displacement $D_\alpha$ and squeezing $S_\xi$, respectively, where $\xi = re^{i\theta}$ is the squeezing parameter. Thus, the state that feeds the beam splitter is $|\psi_{in}\rangle = |\alpha, \xi\rangle = D_{\alpha}(\alpha)S_\xi(\xi)|0\rangle$, where the state subscript indicates the input/output subspaces where operators are acting. The interference at the beam splitter mixes these two states. Writing the operators in the output basis gives

$$|\psi_{out}\rangle = D_{\alpha}(\alpha)S_\xi(\xi)D_{\alpha}(\alpha)S_\xi(\xi)|\xi\rangle|\alpha\rangle$$

where $|\xi\rangle = S_\xi(\xi)|0\rangle = \sum n \text{tan} \frac{\theta}{2} |n, n\rangle / \cosh \theta$ is the two-mode squeezed state [115] with $|\xi\rangle = \text{RT} \frac{\xi}{r}$ the signal of interest is obtained from the pure state $\rho_{out} = |\psi_{out}\rangle \langle \psi_{out}|$ by tracing out output $|\alpha\rangle$, $\rho_i = Tr(|\rho_{out}|)$. Using the cyclic properties of the squeezing operator in the output basis reads:

$$S_\xi(\xi) = \exp \left[ \frac{1}{2}\left(\xi_+^* s_+ - \xi_+ s_+^*\right) + \frac{1}{2}\left(\xi_+^* s_- - \xi_+ s_-^*\right) + (\xi_+^* s_+ - \xi_+ s_+^*) \right]$$

$$= \exp(S_\xi + S_\xi^*)$$

Figure 1. Second-order coherence function $g^{(2)}$ for the interference between a coherent and a quadrature-squeezed field, as in the setup shown in panel (a). The resulting $g^{(2)}$ is shown in panel (b) as a function of the coherent field $|\alpha|$ and squeezing parameter $\theta$ (colour map in log scale). The relative phase $\phi$ between the squeezed and coherence state is the one that optimizes antibunching, that is, $\phi = \theta/2, \pi$ The $n$-norm (up to $g^{(6)}$, i.e., $n = 5$) as defined in Equation (18). Dashed black lines in both panels mark the minimum of $g^{(2)}$, showing that the best antibunching is no guarantee of good two-photon emission. d) Cut of $g^{(4)}$ along the horizontal dashed line in panel (b) ($|\alpha| = 0.3$) and its decomposition given by Equations (6) and (7). The black dotted line shows $g^{(2)}$ for the squeezed state only.
trace and the identities $D_{s}^{(2)}(\alpha_{s})D_{s}^{(1)}(\alpha_{s}) = S_{s}^{(1)}(\xi_{s})S_{s}^{(2)}(\xi_{s}) = \hat{1}_{s}$, where $\hat{1}_{s}$ is the identity operator, and since any operator that only acts on the s-subspace can be taken out of the trace, we find $\rho_{s} = D_{s}^{(2)}(\alpha_{s})S_{s}^{(2)}(\xi_{s})[\text{Tr}_{s}(|\xi_{s}\rangle\langle\xi_{s}|)]S_{s}^{(1)}(\xi_{s})D_{s}^{(1)}(\alpha_{s})$ with the partial trace evaluating to

$$
\rho_{bs} \equiv \text{Tr}_{s}(|\xi_{s}\rangle\langle\xi_{s}|) = \frac{1}{\cosh r_{bs}} \sum_{n=0}^{\infty} (\tanh r_{bs})^{2n} |n\rangle_{s}\langle n|.
$$

(10)

This has the form of a thermal state, with mean population $p_{bs} \equiv \langle s^\dagger s \rangle = \sinh^{2} r_{bs}$. The output field detected at a single arm of the system therefore corresponds to a displaced squeezed thermal state. Finally,

$$
\rho_{s} = D_{s}^{(2)}(\alpha_{s})S_{s}^{(1)}(\xi_{s})\rho_{bs}S_{s}^{(2)}(\xi_{s})D_{s}^{(1)}(\alpha_{s})
$$

(11)

with parameters $\alpha_{s} = T|\alpha|e^{i\theta}$, $\xi_{s} = r_{s}e^{i\phi_{s}} = R_{s}e^{i(\theta_{s}+\phi_{s})}$ and $p_{bs} = \sinh^{2}(RT_{s}r_{s})$. Even though T and R appear as general, the configuration of an interference assumes $R = T$. From now on, we consider the case of a 50:50 beam splitter ($T = R = 1/2$). The thermal population in terms of the squeezed population of the input signal $\langle n_{s}\rangle = \sinh^{2} r$ becomes

$$
p_{bs} = \frac{1}{2}(\sqrt{1 + \langle n_{s}\rangle} - 1)
$$

(12)

From $\rho_{s}$, one can compute the observables for the mixed signal, for example, $g_{s}^{(2)} = \text{Tr}[\rho_{bs}a^{\dagger 2}a]/\text{Tr}[\rho_{bs}a^{2}a^{\dagger}]$ is given in ref. [109]:

$$
\langle n_{s}\rangle = \frac{|\alpha|^{2}}{2} + \langle s^\dagger s \rangle , \quad |\langle s^\dagger s \rangle| = (p_{bs} + \frac{1}{2}) \sinh r
$$

(13a)

$$
g_{s}^{(2)} = 1 + \langle n_{s}\rangle^{-1} \sinh^{2} r [\cosh 2r + 2|\alpha|^{2} (1 - \cos(\theta - 2\phi) \cosh r)]
$$

(13b)

The second-order correlation for the total (13b) can be decomposed as in Equation (6) into

$$
I_{0} = \frac{\sinh^{4}[r]}{(n_{s})^{2}} [1 + \cosh(\theta r)]^{2}, \quad I_{1} = 0
$$

(14a)

$$
I_{2} = 2|\alpha|^{2} \sinh^{2} r \left[1 - \cos(\theta - 2\phi) \cosh r \right]
$$

(14b)

where $\langle n_{s}\rangle = |\alpha|^{2} + \sinh^{2} r$. Here, $\langle d \rangle = 0$ but also $I_{1}$ is exactly zero because, for a squeezed state, the correlators $\langle d^{\dagger}d^{\dagger}a \rangle$ vanish when $\mu + v$ is an odd number. Useful expression for the decomposition of $g_{s}^{(2)}$ and $g_{s}^{(2)}$ in terms of the incoherent component and the two-photon coherence are given in ref. [109]. It is also shown how these states can be seen as steady-state solutions of a driven dissipative cavity, thus linking the dynamical parameters (such as the coherent driving and the squeezing intensity) to the abstract quantities $a$ and $r$.

Inspection of Equation (14) shows that the only way in which $g_{s}^{(2)} < 1$, that is, the statistics of the total signal can be sub-Poissonian, regardless of the value of the squeezing parameter, is for $I_{2}$ to be negative, which implies that the phases of the coherent state and the squeezing must be related by $|\theta - 2\phi| < \pi/2$. We take for simplicity the minimizing alignment, $\theta = 2\phi$, which means that the coherent and squeezed excitations are driven with the same phase, since the phase of the squeezed state is $\theta/2$. Using such a relation, the interference yields the correlation map shown in Figure 1b as a function of the amplitude of the coherent $|\alpha|$ and squeezing $r$ intensities. The black dashed line shows the optimum amplitude of the coherent state that minimizes $g_{s}^{(2)}$ for a given squeezing, which is given by

$$
|\alpha|_{\min} = e^{r} \sqrt{\cosh(r) \sinh(r)}
$$

(15)

Replacing this condition in Equations (14), we obtain the minimum possible value of $g_{s}^{(2)}$

$$
g_{s}^{(2)}_{\min} = 1 - \frac{e^{-2r}}{1 + \sinh(2r)} \leq 1
$$

(16)

This goes to zero although at the same time as the population goes to zero. Figure 1d shows a transverse cut of the correlation map in (b) along the purple long-dashed line, which corresponds to $|\alpha| = 0.3$. The decomposition and total $g_{s}^{(2)}$ are shown as a function of the squeezing parameter, with minimum $g_{s}^{(2)} = 0.26$ at $r \approx 0.078$. Without the interference with the coherent state, the squeezed state can never have sub-Poissonian statistics. In fact, in such a case, the correlations become independent of the phase of the squeezing parameter

$$
g_{s}^{(2)}_{\min} = g_{s}^{(2)}_{k_{s}=\infty} = 2 + \coth^{2}(r) \geq 3
$$

(17)

which is minimum when squeezing is infinite $r \rightarrow \infty$, and diverges at vanishing squeezing $r \rightarrow 0$, in which case the state is $|\xi\rangle = (1 - \frac{r^{2}}{2}) |0\rangle - \frac{r}{\sqrt{2}} |2\rangle$ up to 2nd order, with vanishing signal $\langle n_{s}\rangle = \sinh^{2}(r)$. There is a great tunability from such a simple ad-mixture since $g_{s}^{(2)}$ of the light at the output of the beam splitter can be varied between 0 and $\infty$ simply by adjusting the magnitudes of the coherent field and the squeezing parameter. In particular, the most sub-Poissonian statistics occurs when coherent light interferes with a small amount of squeezing $r < |\alpha_{\min}|$, in the right intensity proportion, given by Equation (15). Counter-intuitively, $g_{s}^{(2)} \ll 1$ occurs when the squeezed light itself is, on the opposite, super-Poissonian (even super-chaotic $g_{s}^{(2)} > 2$). For instance, in order to have $g_{s}^{(2)}_{\min} < 1/2$, it is required that $r < \log(\sqrt{5} - 1)/2 \approx 0.186$, which implies $g_{s}^{(2)} > 31.7$ and $|\alpha_{\min}| > \sqrt{2 - \sqrt{6}}/2 \approx 0.52 > r$. This is a fundamental result that we will find throughout the text in order to find the conditions for and manipulate sub-Poissonian statistics and antibunching in various systems under weak coherent driving.

An important fact for our classification of photon statistics is that, since the sub-Poissonian behavior is here due to an interference effect, the set of parameters that suppresses the fluctuation at the two-photon level does not suppress them at all N-photon levels, which means that the multi-photon emission cannot be precluded simultaneously at all orders. In other words,
the condition in Equation (15) that minimizes $g^{(n)}$, also minimizes the two-photon probability in the interference density matrix $\langle 2|\rho|2\rangle$, at low intensities, but this is not the same condition that minimizes any other photon probability $\langle n|\rho|n\rangle$. This incompatibility is revealed by the $n$-norm, as defined in ref. [116], which is the distance in the correlation space between signal $s$ and a perfect single-photon source.

$$\left\|\langle s|\rho^{(n)}|s\rangle\right\|_n = \sqrt[2]{\sum_{n=1}^{\infty} \left|\langle s|\rho^{(n)}|s\rangle\right|^2}$$

Figure 1c shows the 5-norm for the same range of parameters of Figure 1b. The dashed black line indicates the minimum values of $g^{(2)}$, which lies in a high-fluctuation region when the higher order correlation functions are taken into account. Further increasing $n$ renders the correlation map completely red which means that multiphoton emission is not suppressed even if $g^{(2)}$ is close to zero. This is a feature typical of antibunching that suggests that their use as a two-photon interference only, that implies that the use as single-photon sources may be an issue in the context of quantum technology where higher-photon correlations may jeopardize applications that rely on two-photon suppression. This is related to the fact that this antibunching stems from a Gaussian state, which is the most classical of the quantum states.

The decomposition of the second-order correlation as in Equation (6) is not limited to the particular case of interfering pure states set as initial conditions. This can also be applied to the dynamical case of a single system which provides itself and directly a coherent component $a$ along with another, and therefore, quantum, type of component. Calling $s$ the annihilation operator for a particular emitter which has such a coherent—but not exclusively—component in its radiation, one can thus express its emission as the interference (or superposition) of a mean coherent field $\langle s\rangle$ and its quantum fluctuations, with operator $d = s - \langle s\rangle$. That is, one can always write

$$s = \langle s\rangle + d$$

(19)

Following the terminology introduced in the literature for a similar purpose, such an emission can be called self-homodyning. Since $g^{(2)}$ is also given by Equation (7) with the simplification brought by the fact that $\langle d\rangle = 0$, and by replacing $a$ along $\langle s\rangle$ and $d$ along $s - \langle s\rangle$, general expressions in terms of $(s^\dagger s)$ for the emission of a single-emitter $s$, interfering its own components, is given by

$$I_0 = \frac{\langle s^\dagger s\rangle - \langle s\rangle^2 - 4|\langle s\rangle|^4 + 6|\langle s\rangle|^2|s^\dagger s\rangle}{\langle s^\dagger s\rangle^2}$$

$$I_1 = 4\frac{3\langle (s^\dagger s)^2 \rangle - \langle s\rangle^2 (s^\dagger s)^2}{\langle s^\dagger s\rangle^2}$$

and

$$I_2 = 2\frac{\langle (s^\dagger s)^2 \rangle + |\langle s\rangle|^2 (s^\dagger s)^2 - 2|\langle s\rangle|^4}{\langle s^\dagger s\rangle^2}$$

(20)

In the following sections, we will show how self-homodyning, Equations (20), explains by itself a huge amount of results scattered in the literature, that can be understood as interferences between coherent and quantum components (that may or may not be of the squeezing type). This allows to better understand and analyze their statistical properties (anti- and superbunching) and contrast them with conventional blockade. We will focus on cases that are both fundamental and tightly related to each other, namely, the 2LS (resonance fluorescence in the Heitler regime) in Section 4, the anharmonic oscillator in Section 5, the Jaynes–Cummings Hamiltonian in Section 6 and microcavity polaritons in Section 7. Many systems in their low-driving regime are variations of these when not exact fits.

4. Heitler Regime of Resonance Fluorescence

We first consider the excitation of a two-level system (2LS) driven by a coherent source in the regime of low excitation—commonly referred to as the Heitler regime. Such a system is modeled by the Hamiltonian ($\hbar = 1$)

$$H_d = (\omega_n - \omega_L)\sigma^+\sigma + \Omega (\sigma^+ + \sigma)$$

(21)

This is the particular case of the general Hamiltonian (1) when only one mode is considered and $U \to \infty$. Here, the 2LS has a frequency $\omega_n$ and is described with an annihilation operator $\sigma$ that follows the pseudospin algebra, whereas the laser is treated classically, that is, as a complex number, with intensity $\Omega$, (taken real without loss of generality) and frequency $\omega_L$. The dynamics only depends on the frequency difference, $\Delta_n \equiv \omega_n - \omega_L$. The dissipative character of the system is included in the dynamics with a master equation $\partial_t \rho = [\rho, H_d] + [\rho, \Omega Lnoop\rho]$ in the Lindblad form. The steady-state solution, computed by standard open quantum systems techniques, can be fully written in terms of two parameters: the 2LS population (or probability to be in the excited state) $\langle n_s \rangle \equiv \langle \sigma^+ \sigma \rangle$, and the coherence or mean field $a \equiv \langle \sigma^\dagger \rangle$.

$$\rho = \left(1 - \langle n_s \rangle\right) \sigma^+ \sigma + \langle n_s \rangle \sigma\sigma^\dagger$$

(22)

where

$$\langle n_s \rangle = \frac{4\Omega^2}{\gamma^2 + 4\Delta_n^2 + 8\Omega^2}$$

and

$$a = \frac{2\Omega (2\Delta_n + i\gamma)}{\gamma^2 + 4\Delta_n^2 + 8\Omega^2}$$

(23)

As a consequence of the fermionic character of the 2LS, it can only sustain one excitation at a time. Therefore, all the correlators different from those in Equation (23) vanish, and in particular the $N$-photon correlations of the two-level system are exactly zero, namely $g^{(n)} = 0$ for $N \geq 2$. We call this perfect cancellation of correlations to all orders conventional blockade or conventional antibunching (CA), as it arises from the natural Pauli blocking scenario. To investigate the components of the correlations that ultimately provide the perfect sub-Poissonian behavior of the 2LS, we separate the mean field from the fluctuations of the signal, $\sigma = a + c$ in analogy with Equation (19). Following Equations (20), $g^{(2)}$ can be decomposed as in Equation (6) with

$$I_0 = \frac{|a|^2 (6\langle n_s \rangle - 4|a|^2)}{n_s^2} - 1$$

(24a)
where $\langle n_p \rangle = (n_p) - |a|^2$ is the contribution from the fluctuations to the total population of the 2LS. The $N$-photon correlations from the fluctuations alone can be given in closed form \[ 209 \]

$$g^{(N)}_{\text{fl}} = \frac{|a|^{2N-1}}{(n_p) - |a|^2} \left( N^2 \langle n_p \rangle + (2N-1) |a|^2 \right)$$ (26)

which, in terms of the physical parameters reads

$$g^{(N)}_{\text{fl}} = \frac{(N-1)^2 (r_s^2 + 4\Delta_s^2) + 8N^2\Omega_s^2}{8^N \Omega_s^{2N} (r_s^2 + 4\Delta_s^2)^{1-N}}$$ (27)

The two-photon fluctuation correlations $g^{(2)}_{\text{fl}}$ are shown in Figure 2b, confirming that fluctuations are sub-Poissonian or super-Poissonian depending on whether the effective driving defined as $\Omega_{\text{eff}} \equiv \Omega_s / \sqrt{1 + (2\Delta_s / r_s)^2}$ is much larger or smaller than the system decay $r_s$, respectively (the figure is for the resonant case).

In the Heitler regime, we need to consider only the magnitudes up to leading order in the effective normalized driving $p \equiv 2\Omega_{\text{eff}} / r_s$. The main contribution to the intensity $\langle n_p \rangle = |a|^2 + (n_p)$, in the absence of pure dephasing, comes from the coherent part $|a|^2$ of the signal. Fluctuations only appear to the next order, having, up to fourth order in $p$

$$\langle n_p \rangle = p^2 - 2p^4, \quad |a|^2 = p^2 - 4p^4 \quad \text{and} \quad \langle n_p \rangle = 2p^4$$ (28)

The coherent contribution corresponds to the elastic (also known as “Rayleigh”) scattering of the laser-photons by the two-level system, while the fluctuations originate from the two-photon excitation and re-emission.\[118\] In the spectrum of emission, this manifests as a superposition of a delta and a Lorentzian peaks with exactly these weights, $|a|^2$ and $(n_p)$, both centered at the laser frequency, with no width (for an ideal laser) and $r_s$-width, respectively.\[109,119,120\] Fluctuations have no coherent intensity by construction, $(c) = 0$. At the same time, their second moment is not zero but exactly the opposite of the coherent field one: $(c^2) = -a^2$, thanks to the fact that $(\sigma^2) = a^2 + (c^2) = 0$. This means that both contributions, coherent and incoherent, are of the same order in the driving $p$ when it comes to two-photon processes and can, therefore, interfere and even cancel each other. This is precisely what happens and is made explicit in the $g^{(2)}_{\text{fl}}$ decomposition above. The strong two-photon interference $I_1$ can compensate the Poissonian and super-Poissonian statistics of the coherent and incoherent parts of the signal $(1 + I_2)$. Since quadrature squeezing is created by a displacement operator, or a Hamiltonian, based on the operator $e^j$, this situation corresponds to a high degree of quadrature squeezing for the fluctuations. In fact, it can be shown\[109\] that the incoherent population in the Heitler regime behaves to lowest order exactly like a squeezed thermal state with squeezing parameter $r_{\text{eff}} = 4\Delta_s^2 / (r_s^2 + 4\Delta_s^2)$ and effective thermal population $p_{\text{th}} = 16\Omega_s^2 / (r_s^2 + 4\Delta_s^2)$. From this, an effective $g^{(2)}$, namely $g^{(2)}_{\text{eff}}$, can be obtained for the fluctuations that also behave like a squeezed thermal state, for which correlations have been given above. Fixing $|a| = 0$ in Equation (13b) and taking the limit $r_{\text{eff}} \to 0$ and $p_{\text{th}} \to 0$ (both go to 0 with the

\[109\]

$$I_1 = -8 \frac{|a|^2 \langle n_p \rangle - |a|^2}{n_p^2}$$ (24b)

$$I_2 = \frac{|a|^2 \langle n_p \rangle - 2|a|^2}{n_p^2}$$ (24c)

These are presented in Figure 2a as a function of the intensity of the driving laser. The decomposition shows that, although the photon correlations of the 2LS are always perfectly sub-Poissonian, or antibunched, the nature of their cancellation varies depending on the driving regime.\[109\] In the high-driving regime, the coherent component is compensated by the sub-Poissonian statistics of the quantum fluctuations $(I_1 < 0)$ since $\lim_{\Omega_{\text{eff}} \to 0} \alpha = 0$ and fluctuations become the total field, $\epsilon \to \sigma$. In contrast, in the Heitler regime the coherent component is compensated by the super-Poissonian statistics and becomes dashed when the approximation fails. In both cases, the range of validity is $\Omega_{\text{eff}} \lesssim 0.1 \gamma_s$.

$$\langle e^{i\epsilon} e^{-i\epsilon} \rangle = -1 + a^{1-k-l}a^{-1}(|a|^2(1 - k - l + kl) + kl \langle n_p \rangle)$$ (25)
same power dependence), gives \( g^{(2)}_{\text{eff}} \approx r_{\text{eff}}^2/(r_{\text{eff}}^2 + p_{\text{abs}})^2 \) yielding, with substitution of the thermal parameters

\[
g^{(2)}_{\text{eff}} \approx \frac{(r_c^2 + 4\Delta_c^2)^2}{64\Delta_c^4} \tag{29}\]

This is plotted in Figure 2b as a function of the driving, with the line becoming dashed when the interference can no longer be described in terms of a squeezed thermal state. Note that the total signal has no squeezing at low driving, only fluctuations do, because the coherent contribution is much larger.

Resonance fluorescence by itself always provides antibunching due to the perfect cancellation of the various components. However, one can disrupt this by manipulating the coherent fraction, simply by interfering the signal \( \sigma \) in a beam splitter with an external coherent state \( \beta \). This allows to change the photon statistics of the total signal \( s = T\sigma + iR\beta \), where \( T \) and \( R \) are the transmittance and reflectance of the beam splitter. Actually, since the decomposition affects correlators to all orders, Equation (26), one can target the \( N \)-photon level instead of the two-photon one. Namely, one can decide to set the \( N \)-photon coherence function to zero. As a particular case, the 1-photon case cancels the signal altogether, which is obtained by solving the condition \( \langle n \rangle = T^2|a + iR\beta|^2 = 0 \) (because \( \langle n \rangle = 0 \) to second order in \( \Omega_c \)). We will show that the possibility to target one \( N \) in isolation of the others introduces a separate regime from conventional blockade. Given their relationship and in line with the terminology found in a large body of literature, we refer to this as unconventional blockade and unconventional antibunching (UA).

With this objective of tuning \( N \)-photon statistics and in order to avoid referencing the specificities of the beam splitter which do not change the normalized observables, let us define \( \beta' \equiv R\beta/T \equiv |eta'|e^{i\phi} \) and parameterize its amplitude as a fraction \( F \) (always a positive number) of the laser field exciting the 2LS such that \( |eta'| = \Omega_{\text{eff}} F/\gamma_c \). This gives the coherence function \( g^{(N)}_{\text{eff}} \) of the interfered field in the Heitler regime as

\[
g^{(N)}_{\text{eff}} = \frac{T_{\text{eff}}^{2N} - \langle n \rangle_{\text{eff}}^{2N} y_{\text{eff}}^{2N} \gamma_{\text{eff}}^2 (r_c^2 + 4\Delta_c^2) + 4N\gamma_{\text{eff}} (\gamma_c \cos \phi - 2\Delta_c \sin \phi) + 4N^2\gamma^2_c}{(r_c^2 + 4\Delta_c^2)^2 + 4N\gamma_{\text{eff}} (\gamma_c \cos \phi - 2\Delta_c \sin \phi) + 4N^2\gamma^2_c} \tag{30}\]

One can appreciate the considerable enrichment brought by the interfering laser, by comparing \( \langle n \rangle_{\text{eff}} \) with the interfering laser, \( F \neq 0 \), given by Equation (30) for \( N = 1 \) (since \( g^{(1)}_{\text{eff}} = 1 \), this expression also provides the population to the population \( \langle n \rangle_{\text{eff}} \) without the laser, \( F = 0 \), given by Equation (23), and even more so by comparing the \( N \)-photon correlation function, which is identically zero without the interfering laser, and that becomes Equation (30) with the interfering laser. Interestingly, there is now another condition that suppresses completely photon coincidences to yield a perfect antibunching at a given \( N \)-photon order, in addition to the one obtained in the original system without the interfering laser (CA). The new conditions exist for any detuning and are given by

\[
\tan \phi_N = -\frac{2\Delta_c}{\gamma_c} \quad \text{and} \quad F_N = -2N \cos \phi_N \tag{31}\]

Focusing on the resonance case for simplicity, we have \( F_N = 2N \) and always the same phase, \( \phi_N = \pi \), which corresponds to the field \( |\beta'\rangle = -N|a\rangle \). The total coherent fraction changes phase for all \( N \): \( a + i|\beta'\rangle = -(N - 1)|a\rangle \). The signal population \( \langle n \rangle_{\text{eff}} = G^{(1)}_{\text{eff}} \) vanishes due to a first-order (or one-photon) interference at the external laser parameter \( F_1 = 2 \), which translates into \( |\beta'\rangle = -|a\rangle \). The external laser completely compensates the coherent fraction of resonance fluorescence, in this case \( a = i|a\rangle \) (with \( |a\rangle = 2\Omega_{\text{eff}}/\gamma_c \)). This situation corresponds to a classical destructive interference, which equally occurs between two fully classical laser beams with the same intensity and opposite phase.

In the case of highest interest, that of two-photon correlations \( g^{(2)}_{\text{eff}} \), we find a destructive two-photon interference at the intensity \( F_2 = 4 \), which corresponds to an external laser \( |\beta'\rangle = -2|a\rangle \), that fully inverts the sign of the coherent fraction in the total signal: \( a + i|\beta'\rangle = -a \). This coherent contribution leads to perfect cancellation of the two-photon probability in the so-called wavefunction approach,\(^{1,21}\) Note that this does not, however, satisfy all other \( N \)-photon interference conditions and \( g^{(N)}_{\text{eff}} \) with \( N > 2 \) do not vanish. This is a very different situation as compared to the original resonance fluorescence where \( g^{(N)}_{\text{eff}} = 0 \) for all \( N > 1 \). One, the conventional scenario, arises from an interference that takes place at all orders. The other, the unconventional scenario, results from an interference that is specific to a given number of photons.

All these interferences, can be seen in Figure 3a up to \( N = 4 \). When there is no interference with the external laser, \( F = 0 \), antibunching is perfect to all orders recovering resonance fluorescence. At the one-photon interference, the denominator of \( g^{(N)}_{\text{eff}} \) becomes zero and the functions, therefore, diverge. This produces a superbunching effect of a classical origin, as previously discussed: a destructive interference effect that brings the total intensity to zero. In this case, the external laser removes completely by destructive interference the coherent fraction of the total signal. Therefore, the statistics is that of the fluctuations alone, what we previously called \( g^{(N)}_{\text{eff}} \), given by Equation (26). Note that the effect is also intrinsically difficult to measure as it is associated to a collapse of the signal. We have already discussed how, in the Heitler regime, fluctuations become super chaotic and squeezed. We can see, on the left hand side of Figure 1, that in the limit of \( \Omega_c \to 0 \), they actually diverge. Such a superbunching is linked to noise. The resulting state is missing the one-photon component and, consequently, the next (dominating) component is the two-photon one. Nevertheless, there is not a suppression mechanism for components with higher number of photons so that the relevance of such a configuration for multiphoton (bunch) emission, remains to be investigated. We call this feature unconventional bunching (UB) in contrast with bunching that results from a \( N \)-photon de-excitation process that excludes explicitly the emission of other photon-numbers. This superbunching, as well as the antibunching by destructive interferences, will be reappearing in all the next systems of study. The Heitler regime is, therefore, a simple but rich system where all the squeezing-originated interferences already occur although we need an external laser to have them manifest.

We now return to the subtle point of which quantum state is realized by the various scenarios. To lowest-order in the driving, the dynamical state of the system can be described by a
superposition of a coherent and a squeezed state, insofar as only the lower-order correlation functions (namely, population and $g^{(2)}$) are considered. This is shown in Table 1, where we compare $g^{(N)}$ for $1 \leq N \leq 3$ (with $N = 1$ corresponding to the population) for the fluctuations in the Heitler regime versus the corresponding observables for a squeezed thermal state, on the one hand, and the laser-corrected configuration versus the displaced squeezed thermal state on the other hand. Such a comparison is made by identifying the squeezing parameter and thermal populations to various orders in a series expansion of the quantum states with the corresponding observables from the dynamical systems, starting with $n_{\text{eff}}$ and $p_{\text{th}}$ introduced above. By definition, fluctuations have a vanishing mean, that is, $\langle \epsilon \rangle = 0$ so we must choose $\alpha = 0$. On the other hand, for the corrected emission, since one is blocking the two-photon contribution (at first order, this gives $g^{(2)} = 0$), the comparison with a displaced thermal state is obtained by imposing the condition for $g^{(2)}$ to vanish at first order ($r = |\alpha|^2$ and $\theta = 2\phi$). The results are compiled in the table up to the order at which they differ. Through the typical observables, namely, the population and $g^{(2)}$, one can see how the system is indeed well described to lowest order in the driving by a coherent squeezed thermal state (displaced if there is a laser-correction). However to next order, there is a departure, showing that the Gaussian state representation is an approximation valid up to second-order only. In fact, for three-photon correlations, the disagreement occurs already at the lowest-order in the driving, and is of a qualitative character, as is also shown in the table. Therefore, such a description is handy but breaks down if a high-enough number of photons or a too high-pumping is considered. What are the consequences of this for quantum applications of such states has not yet been settled in the literature.

5. Anharmonic Blockade

To show that the effects of conventional (self-homodyne interference at all $N$) and unconventional (self-homodyne interference at a given $N$) blockades take place in a general setting and are not specific of strong quantum nonlinearities (such as a 2LS), we now address the case of a single anharmonic oscillator, that describes an interacting bosonic mode with a Kerr-type nonlinearity, which can be very weak. With driving by a coherent source (a laser) at frequency $\omega_{\text{las}}$, its Hamiltonian reads

$$H_{\text{as}} = \Delta_{\text{a}} b^\dagger b + \frac{U}{2} b^\dagger b^\dagger b b + \Omega_{\text{a}} (b^\dagger + b)$$

(32)

where the cavity operators are represented by $b^\dagger$ and $b$, $\Delta_{\text{a}} = \omega_{\text{las}} - \omega_{a}$ is the detuning between the cavity and the laser, $U$ denotes the particle interaction strength (that provides the nonlinearity) and the driving amplitude is given by $\Omega_{\text{a}}$. This is the particular case of the general Hamiltonian (1) when only one mode is considered and $U$ remains finite and, generally, small. The level structure of this system (at vanishing driving) is given by

| $n_{\text{eff}}$ | $\frac{32\Omega_{\text{a}}^2}{T_2^2} + \frac{1792\Omega_{\text{a}}}{3T_2} + O(\Omega_{\text{a}}^2)$ | $\frac{32\Omega_{\text{a}}^2}{T_2^2} + \frac{512\Omega_{\text{a}}^2}{T_2} + O(\Omega_{\text{a}}^2)$ | $\frac{4\Omega_{\text{a}}^2}{T_2} + \frac{32\Omega_{\text{a}}^2}{T_2} + O(\Omega_{\text{a}}^2)$ | $\frac{4\Omega_{\text{a}}^2}{T_2} + \frac{32\Omega_{\text{a}}^2}{T_2} + O(\Omega_{\text{a}}^2)$ |
|----------------|---------------------------------|---------------------------------|---------------------------------|---------------------------------|
| $g^{(2)}$      | $\frac{1}{64\Omega_{\text{a}}^2} + \frac{11}{4} + O(\Omega_{\text{a}}^2)$ | $\frac{1}{64\Omega_{\text{a}}^2} + \frac{1}{2\Omega_{\text{a}}^2} + O(\Omega_{\text{a}}^2)$ | $0 + \frac{32\Omega_{\text{a}}^2}{T_2^2} + O(\Omega_{\text{a}}^2)$ | $0 + \frac{128\Omega_{\text{a}}^2}{T_2^2} + O(\Omega_{\text{a}}^2)$ |
| $g^{(3)}$      | $\frac{9\Omega_{\text{a}}^2}{64\Omega_{\text{a}}^2} + \frac{51}{4} + O(\Omega_{\text{a}}^2)$ | $\frac{96\Omega_{\text{a}}^2}{64\Omega_{\text{a}}^2} + \frac{1}{2\Omega_{\text{a}}^2} + O(\Omega_{\text{a}}^2)$ | $16 + \frac{768\Omega_{\text{a}}^2}{T_2^2} + O(\Omega_{\text{a}}^2)$ | $16 + \frac{128\Omega_{\text{a}}^2}{T_2^2} + O(\Omega_{\text{a}}^2)$ |

Table 1. Two-level system. Comparison of first- (population), second- and third-order photon correlations, $i)$ between a squeezed thermal state and the fluctuations in the Heitler regime and $ii)$ between a displaced squeezed thermal state and the fluctuations in the laser-corrected Heitler regime, to various orders in the driving $\Omega_{\text{a}}$. 
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the simple expression \( E^{(n)} = N \omega_b + N(N - 1)U \). The condition for the laser frequency to hit resonantly the \( N \)-photon level is \( \omega_b = E^{(n)}/N \) (or \( \Delta_b = -(N - 1)U/2 \)).

We restrict our analysis of the dynamics \( \dot{\rho} = -i[H_{\text{int}}, \rho] + (\gamma_b/2)\mathcal{L}_{\rho}, \) with \( \gamma_b \) the decay rate of the mode, to the case of vanishing pumping, that is, \( \Omega_b \ll \gamma_b \). Solving the correlator equations in this limit gives the population

\[
\langle n_b \rangle = \frac{\Omega_b^2}{\gamma_b^2 + 4\Delta_b^2} \tag{33}
\]

the second-order Glauber correlator

\[
\tilde{g}_b^{(2)} = \frac{\langle b^\dagger b^\dagger b b \rangle}{\langle b b \rangle^2} = \frac{(\gamma_b^2 + 4\Delta_b^2)}{\gamma_b^2 + (U + 2\Delta_b)^2} \tag{34}
\]

as well as the higher-order correlators

\[
\tilde{g}_b^{(n)} = \left( \frac{\gamma_b^2 + 4\Delta_b^2}{\gamma_b^2 + (kU + 2\Delta_b)^2} \right)^{N-1} \tag{35}
\]

This shows that, when scanning in frequency, \( \tilde{g}_b^{(2)} \) has two extrema, one minimum and one maximum, as can be seen in Figure 4, whose positions are given by

\[
\Delta_{\pm} = -\frac{1}{4} \left( U \pm \sqrt{U^2 + 4\gamma_b^2} \right) \tag{36}
\]

with respective optimum antibunching (−) and bunching (+)

\[
\tilde{g}_b^{(2)}(\Delta_b = \Delta_{\pm}) = 1 + \frac{U(U \pm \sqrt{U^2 + 4\gamma_b^2})}{2\gamma_b^2} \tag{37}
\]

Both of these features are linked to the level structure: the antibunching condition is that of resonantly driving the first rung, \( E^{(1)} \) (note that \( \Delta_b \approx 0 \), especially when \( U \gg \gamma_b \)), and the bunching condition, that of driving the second rung, \( E^{(2)} (\Delta_b \approx -U/2) \). In both cases, all other rungs are off-resonance and will remain much less occupied. Therefore, these effects are of a conventional nature, as we have defined it in the previous section: CA and conventional bunching (CB), respectively. The difference with resonance fluorescence is that here, CA is not a perfect interference at all orders (\( \tilde{g}_b^{(0)} = 0 \) for \( N > 1 \)) but an approximated one. For instance, \( \tilde{g}_b^{(2)}(\Delta_b) \approx (\gamma_b/U)^2 \) (to leading order in \( U/\gamma_b \)), is only zero in the limit \( U \to \infty \), when the system converges to a 2LS. On the other hand, there was not CB in resonance fluorescence due to the lack of levels \( N > 1 \). Here, we see it appearing for the first time.

The decomposition of \( \tilde{g}_b^{(2)} \) according to Equation (6) yields

\[
I_0 = \frac{U^2}{\gamma_b^2 + (U + 2\Delta_b)^2} \quad \text{and} \quad I_2 = -\frac{2U(U + 2\Delta_b)}{\gamma_b^2 + (U + 2\Delta_b)^2} \tag{38}
\]

with \( I_1 = 0 \) in the limit of low driving (as in the case of the Heitler regime), which means that there are no anomalous correlations to leading order in \( \Omega_b \). \( I_0 > 0 \) means that fluctuations are always super-Poissonian. The remaining term \( I_2 \) can take positive (for \( \Delta_b > -U/2 \)) and negative (for \( \Delta_b < -U/2 \)) values, resulting in super-Poissonian statistics or, on the contrary, favouring antibunching. The various terms and the total \( \tilde{g}_b^{(2)} \) are shown in Figure 5 as a function of \( U \), for the case \( \Delta_b = \Delta_{\pm}(U) \) that maximizes antibunching, showing the evolution from Poissonian fluctuations in the linear regime of a driven harmonic mode to antibunching as the two-level limit is recovered with \( I_0 \to 1 \) and \( I_2 \to -2 \) (cf. Figure 2a).

As previously, the statistics can be modified by adjusting the coherent component of the original signal \( b \) with an external laser \( \beta = |\beta|e^{i\phi} \). The resulting signal is then described by the operator \( s = T \beta + i R \beta \), with coherent contribution now given by \( \langle s \rangle = T \langle b \rangle + i R \beta \). To simplify further the calculations, we choose \( \beta = \frac{2\beta'}{r} \), where \( \beta' \) is also written in terms of the driving amplitude and a dimensionless amplitude \( r \)

\[
\beta' = \frac{\Omega_b}{\gamma_b} \tag{39}
\]

Additionally, we shift the phase \( \phi \to \phi + \pi \), so in the limit of high \( U \), all the results are consistent with the previous case. Then, the
total population becomes
\[
\langle n \rangle = \frac{T^2 \Omega^2}{\gamma_0^2 (\gamma_0^2 + 4 \Delta_k^2)} \left[ F^2 (\gamma_0^2 + 4 \Delta_k^2) + 4 \gamma_0^2 F (\gamma_0 \cos \phi - 2 \Delta_k \sin \phi) + 4 \gamma_0^4 \right]
\]
and the two-photon correlations become
\[
\langle g_{2,0}^{(2)} \rangle = \Gamma_0^2 \left( \gamma_0^2 + (U + \Delta_0)^2 \right) F^4
- 8 \gamma_0^3 \left( \gamma_0^2 + (U + \Delta_0)^2 \right) (\gamma_0 \cos \phi - 2 \Delta_k \sin \phi) F^3
+ 16 \gamma_0^4 \left( \gamma_0^2 + (U + \Delta_0)^2 \right) + 8 \gamma_0^2 \cos 2 \phi (\gamma_0^2 - 2 \Delta_k (U + 2 \Delta_0))
- 8 \gamma_0^2 \sin 2 \phi (U + 4 \Delta_0) F^2
- 32 \gamma_0^5 \left( \gamma_0 \cos \phi - (U + 2 \Delta_0) \sin \phi \right) F + 16 \gamma_0^4 \left( \gamma_0 + (U + 2 \Delta_0) \sin \phi \right) F^2
\]
\[
\left\{ \gamma_0^2 + (U + 2 \Delta_0)^2 \right\}
\times \left[ F^2 (\gamma_0^2 + 4 \Delta_k^2) + 4 \gamma_0^4 \left( \gamma_0 \cos \phi - 2 \Delta_k \sin \phi \right) + 4 \gamma_0^4 \right]
\]
\]
(40)

where we have used \( \Gamma_0^2 = \gamma_0^2 + 4 \Delta_k^2 \). Here as well, we can compare the enrichment brought by the interfering laser by comparing Equations (33) and (40) for populations and Equations (34) and (41) for second-order correlations, with and without the interference, respectively. In this case, higher-order correlators could also be given in closed-form but are too awkward to be written here. The cases \( g_{2,k}^{(2)} \) for \( 2 \leq k \leq 4 \) are shown in Figure 6 as a function of the parameters of the interfering laser. By comparing this to Figure 3 for the 2LS, one can see that the anharmonic system is significantly more complex, with resonances for the correlations that occur for specific conditions of the phase for each \( P \) that leads to unconventional forms of antibunching or super-bunching, rather than to be simply out-of-phase previously. This makes salient the punctual character of the unconventional mechanism: each strong correlation at any given order must be realized in a very particular way: the one that matches the corresponding interference.

The maximum bunching (UB) accessible with the interfering laser is reached when the coherent-fraction population goes to zero (1-photon suppression) for which the conditions on the phase and amplitude read \( \tan \phi_k = -2 \Delta_k / \gamma_0 \) and \( F_1 = -2 \cos \phi_1 \). Those conditions are exactly the same as Equation (31) for \( N = 1 \). Analogous conditions for the multi-photon cases can be found solving \( g_{2,0}^{(2)} = 0 \). For the case \( N = 2 \), we find four different roots:
\[
F_{2,k} = \frac{2 e^{i \nu_k} \gamma_k}{(U + 2 \Delta_0) + i \nu_k \gamma_k} \left\{ 1 + \mu_k \sqrt{\frac{U}{(U + 2 \Delta_0) + i \nu_k \gamma_k}} \right\}
\]
(42)

with \( k = 1, 2, 3, 4 \) and \( \nu_k = (-1)^{k+1} \), \( \mu_k = (-1)^{k+1} \) introduced to shorten the notations. Since these should be, by definition, real, this imposes another constrain on \( \phi \). Although the expression for real-valued \( \phi \) to make \( F \) real cannot be given in closed form, they are readily found numerically. It is possible to get four real solutions, that are however degenerate. There are only two different conditions for \( \phi \) since the real part is the same for each pair of roots, that is, \( \Re(F_{2,j}) = \Re(F_{2,k}) \) and \( \Re(F_{2,j}) = \Re(F_{2,k}) \). This yields two physical solutions. For instance, for \( U = \gamma_0 \) and \( \Delta_0 = \Delta \) (the case shown in Figure 6), \( g_{2,0}^{(2)} \) vanishes at \( F_{2,1} \approx 0.615 \) and \( \phi_{2,1} \approx 0.659 \pi \) for one solution and at \( F_{2,2} \approx 2.907 \) and \( \phi_{2,2} \approx 0.860 \pi \).
for the other one. Similar resonances in higher-order correlations could be found following the same procedure.

Regarding the quantum state realized in the system, similar conclusions can be drawn for the anharmonic oscillator than for the two-level system (previous section, cf. Tables 1 and 2). Specifically for this case, the system can be described by a displaced squeezed thermal state, properly parameterized, but to lowest-order in the driving and for the population and the two-photon correlation only. Departures arise to next-order in the pumping or to any order for three-photon correlations and higher. The main differences is that the anharmonic oscillator case has to be worked out numerically, so the parameters are given by the solutions that optimize the antibunching, for the system parameters indicated in the caption. The same result otherwise holds that the Gaussian-state description is a low-driving approximation valid for the populations, \[ \gamma_a, \gamma_s \] for the other one. Similar resonances in higher-order correlations could be found following the same procedure.

Regarding the quantum state realized in the system, similar conclusions can be drawn for the anharmonic oscillator than for the two-level system (previous section, cf. Tables 1 and 2). Specifically for this case, the system can be described by a displaced squeezed thermal state, properly parameterized, but to lowest-order in the driving and for the population and the two-photon correlation only. Departures arise to next-order in the pumping or to any order for three-photon correlations and higher. The main differences is that the anharmonic oscillator case has to be worked out numerically, so the parameters are given by the solutions that optimize the antibunching, for the system parameters indicated in the caption. The same result otherwise holds that the Gaussian-state description is a low-driving approximation valid for the populations, \[ \gamma_a, \gamma_s \] for the other one. Similar resonances in higher-order correlations could be found following the same procedure.

### 6. Jaynes–Cummings Blockade

Now that we have considered the two-level system on the one hand (Section 4) and the bosonic mode on the other hand (Section 5), we turn to the richer and intricate physics of their coupling. We will show how the solutions of the previous sections allow us to unify in a fairly concise picture the great variety of phenomena observed and reported in isolation. We thus consider the case where a cavity mode, with bosonic annihilation operator \( a \) and frequency \( \omega_a \), is coupled with strength \( g \) to a 2LS, with operator \( \sigma \) and frequency \( \omega_\sigma \), as described by the Jaynes–Cummings Hamiltonian,\(^{112, 113}\)

\[
H_p = \Delta_\omega \sigma \sigma + \Delta_\sigma a ^* a + g \left( a ^* \sigma + \sigma a \right) + \Omega_\sigma \left( e^{i \phi} a ^* + e^{-i \phi} a \right) + \Omega_a \left( \sigma ^* \sigma + \sigma \sigma ^* \right)
\]

with \( \Delta_\omega \equiv \omega_\omega - \omega \) and \( \Delta_\sigma \equiv \omega_\sigma - \omega \) the detunings from the laser, and where we also include both a cavity and a 2LS driving term by a laser of frequency \( \omega \), with respective intensities \( \Omega_\sigma \) and \( \Omega_a \) and relative phase \( \phi \). We assume \( g \) and \( \Omega_\sigma \) to be real numbers, without loss of generality since the magnitudes of interest \( \left| G_{ij}^{(2)} \right| \) are independent of their phases. The relative phase \( \phi \) between dot and cavity driving is, on the other hand, important. We also limit ourselves in this text to the case where the frequencies of the dot and cavity drivings \( \omega_\sigma \) are identical and the analysis could be pushed further to the case where this limitation is lifted. The dissipation is taken into account through the master equation \( \partial_t \rho = \{ [\rho, H_p] + (\gamma_a/2) \mathcal{L}_a \rho + (\gamma_s/2) \mathcal{L}_\sigma \rho \} \), where \( \gamma_a \) is the decay rate of the cavity. Solving for the steady state in the low-driving regime, that is, when \( \Omega_a < \gamma_a, \gamma_s \), yields for the populations,\(^{109}\)

\[
\langle n_a \rangle \approx \frac{4 g^2 \Omega_\sigma ^2 + \Gamma_\sigma ^2 \Omega_a ^2 - 4 g \Omega_a \Omega_\sigma \left( \pm 2 \Delta \cos \phi + \gamma_a \sin \phi \right)}{16 g^4 + 8 g^2 \left( \gamma_s \gamma_a + 4 \Delta_i \Delta_j \right) + \Gamma_\sigma ^2 \Omega_a ^2}
\]

with matching upper/lower indices (including \( \pm \)) and with \( \Gamma_\sigma \equiv \gamma_s - 4 \Delta \) for \( \gamma = \gamma_s + 4 \Delta \). Similarly, the two-photon coherence function from the cavity can be found as follows:

\[
g_a^{(2)} = \left\{ 16 g^4 + 8 g^2 \left( \gamma_s \gamma_a - 4 \Delta_i \Delta_j \right) + \Gamma_\sigma ^2 \right\}^{\frac{1}{2}}
\]

\[
\times \left[ 16 g^4 \left( 1 + x^2 \right) + 8 g^2 \left( 2 x^2 \Gamma_\sigma ^2 + 4 \Delta_i \Delta_j - \gamma_s \gamma_a \right) + \Gamma_\sigma ^2 \right] - 8 g x \left( \gamma_s \Gamma_\sigma ^2 + 4 \Delta_i \Delta_j \right) \sin 2 \phi
\]

\[ + 16 g x ^2 \left( \gamma_s \gamma_a - 4 \Delta_i \Delta_j \right) \sin 2 \phi \right\}
\]

where \( \Delta_j \equiv i \Delta_j + j \Delta_j, \gamma_j = \gamma_a + j \gamma_s, \Gamma_\sigma ^2 \equiv \gamma_s ^2 + 4 \Delta_j ^2 \) and \( \chi = \Omega_a / \Omega_\sigma \) is the ratio of excitation. The range of \( \chi \) extends from 0 to \( \infty \) so that it is convenient to use the derived quantity \( \tilde{\chi} = \frac{x}{\Omega_\sigma} \), which varies between 0 and 1. Equation (45) is admittedly not enlightening per se but it contains all the physics of conventional and unconventional photon statistics that arises from self-homodyning, including bunching and antibunching, for all the regimes of operations. It is remarkable that so much physics of dressed-state blockades and interferences can be packed-up so concisely.

We plot a particular case of this formula as a function of \( \omega_\sigma \) and \( \omega_\sigma \) in Figure 7a, namely, only driving the cavity \( \Omega_\sigma = \chi = 0 \), in which case the expression halves in size.\(^{109}\) The general case is available through an applet\(^{124}\) and we will shortly discuss other cases as well. The structure that is thus revealed can be decomposed in two classes, as shown in Figure 7b: the conventional
6.1. Conventional Statistics

Conventional features arise from the laser entering in resonance with a dressed state of the dissipative JC ladder,\(^{(125,126)}\) which energy is the real part of

\[
E^{(N)}_{\pm} = N\omega_a + \frac{\omega_a - \omega_d}{2} - i\frac{(2N-1)\gamma_d + \gamma_e}{4} \pm \sqrt{\left(Ng^2\right)^2 + \left(\frac{\omega_a - \omega_d}{2} - i\frac{\gamma_d - \gamma_e}{4}\right)^2}
\]  

(46)

The first rung \(E^{(1)}_{\pm}\) yields the CA lines in Figure 7b. This corresponds to an increase in the cavity population, as shown in Figure 7c as two white lines, corresponding to the familiar lower and upper branches of strong coupling. This figure also makes clear how the signal is increased when hitting the first rung (Rabi doublet) and strongly suppressed at the UB condition. The system effectively gets excited, but through its first rung only. The second rung blocks further excitation according to the conventional antibunching (CA), or photon-blockade, scenario, so that with the increase of population goes a decrease of two-photon excitation, leading to antibunching. This is in complete analogy with the CA that appears in the Heitler regime of resonance fluorescence. This is not an exact zero in \(E^{(1)}\) in the low driving regime (the imaginary part of the root does not vanish) because the conditions for perfect interference are no longer met having a strongly coupled cavity with a decay rate. It was recently shown\(^{(49)}\) that even in the vanishing coupling regime, \(g \to 0\), when the cavity acts as a mere detector of the 2LS emission, perfect antibunching is reduced due to the finite decay rate \(\gamma_e\) representing the precision in frequency detection. This is due to the fact that the cavity is effectively filtering out some of the incoherent fraction of the emission while the coherent fraction is still fully collected. The interference condition in the \(g^{(0)}\) decomposition, \(1 + I_{(1)} = 0\), is no longer satisfied (see Figure 2 of ref. \(49\)).

On the other hand, driving resonantly the second rung, \(E^{(2)}\), leads to conventional bunching (CB), shown as red solid lines in Figure 7b. These quantum features are well known and also found with incoherent driving of the system in the spectrum of emission\(^{(126)}\); they are not conditional to the coherence of the external laser. In this case, this also involves several modes (degrees of freedom) and more parameters than in resonance fluorescence, so the phenomenology is richer, but can be tracked down to the same physics. We call them again unconventional statistics that originates from the nonlinear properties of the quantum levels, in solid lines, and the unconventional statistics that originates from interferences, in dashed lines. Both can give rise to bunching (in red) and antibunching (in blue). We now discuss them in details.

\[\omega_s = \omega_d = 10, \gamma_e = 0.1 g, \text{and } \gamma_d = 0.01 g.\]
antibunching (UA) and unconventional bunching (UB) in full analogy with the Heitler regime of resonance fluorescence and in agreement with the literature that refers to particular cases of this phenomenology as “unconventional blockade”\cite{110} (the term “tunnelling” has also been employed but the underlying physical picture might be misleading\cite{109}).

We first address antibunching (UA). This is found by minimizing $g_\sigma^{(2)}$ in regions where there is no CA, which yields (for the particular case $\chi = 0$)

$$\Delta_\sigma = -\Delta \left( 1 + \frac{4g^2}{\gamma^2 + 4\Delta^2} \right)$$

(47)

which is the analytical expression for the the dashed blue lines in Figure 7b (we remind that $\Delta_\sigma \equiv \omega_i - \omega_0$ for $i = a, \sigma$). The most general case when both the emitter and cavity are excited can be found in ref.\cite{109}. The minimization process also provides the condition for CA, due to the first-rung resonance, but this can be disconnected from UA beyond the fact that CA is already identified because UA also admits an exact zero, which is found by either solving $g_\sigma^{(2)} = 0$ or setting to zero the two-photon probability in the wavefunction approximation.\cite{111} This gives the conditions on the detunings as function of the system parameters\cite{127}

$$\Delta_\sigma^2 = \frac{\gamma^2}{4} \left( \frac{4g^2}{\gamma^2 + \gamma_0^2} - 1 \right)$$

(48a)

$$\Delta_a = -\left( 2 + \frac{\Delta_\sigma}{\gamma_0} \right)$$

(48b)

These conditions are met in Figure 7a at the lowest point where the blue UA line intersects the (c) cut (and on the symmetric point $\omega_i < 0$). When the laser is at resonance with the 2LS ($\Delta_c = 0$) and cavity losses are large ($\gamma_0 \gg \gamma_a$), this occurs when the cooperativity $c \equiv \frac{4\gamma_d}{\gamma_0} = 1$. This type of UA interference is second-order, so it is not apparent in the cavity population at low driving, Figure 7b. One has to turn to two-photon correlations instead. Note also that UA requires a cavity-emitter detuning that is of the order of $g$.

Since this is an interference effect, we perform the same decomposition of $g_\sigma^{(2)}$ into terms of coherent and incoherent fluctuations, as in previous sections, given by Equation (6), and show the terms that are not zero in Figure 7d,e. The full expressions are given in ref.\cite{109}. The term $I_2$ is exactly zero to lowest order in the driving and only the fluctuation-statistics $I_0$ and the two-photon interference $I_2$ play a role, like in the Heitler regime of resonance fluorescence. Note that in this decomposition, there is no difference between the CA and UA, since both occur approximately when the statistics of the laser and fluctuations, $1 + I_2 = 2$, are compensated by their two-photon interference, $I_2 = -2$, again as in the Heitler regime. The fundamental differences between these two types of antibunching will be discussed later on. Before that, we address the last feature: the unconventional bunching at $\omega_i = 0$.

The reason for the super-bunching peak labeled as UB in Figure 7b is also the same as in resonance fluorescence: the cancellation of the coherent part, in this case, of the cavity emission, and the consequent dominance of the fluctuations only, which are super-Poissonian in this region. Therefore, contrary to the CB, this superbunched statistics is not directly linked to an enhanced $N$-photon (for any $N$) emission and it does not appear one could harvest or Purcell-enhance it, for instance, by coupling the system to an auxiliary resonant cavity. Since it is pretty much wildly fluctuating noise, the actual prospects of multi-photon physics in this context remains to be investigated. In any case, the conditions that yield the super-Poissonian correlations can thus be obtained by minimizing the cavity population ($\rho_c$) or, from the wavefunction approach, by minimizing the probability to have one photon, which coincide with the coherent fraction to lowest order in $\Omega_N$. One cannot achieve an exact zero in this case but the cavity population is clearly undergoing a destructive interference, as shown by the black horizontal line in Figure 7c. The resulting condition, $\Delta_\sigma = \gamma g \cos \phi$, links the laser frequency with the 2LS one: which reduces to simply $\Delta_\sigma = 0$ (laser in resonance with the 2LS) if i) the dot and cavity are driven with a $\pi/2$-phase difference or ii) the laser drives the cavity only ($\chi = 0$).

So far, we have focused on the particular case of Equation (45) where $\Omega_N = 0$. This is the case dominantly studied in the literature and the one assumed to best reflect the experimental situation. It is also for our purpose a good choice to clarify the phenomenology that is taking place and how various types of statistics cohabit. It must be emphasized, however, that while the physics is essentially the same in the more general configuration, the results are, even qualitatively, significantly different in configurations where the two types of pumping are present. This is shown in Figure 8. While conventional features are stable, being pinned to the level structure, the unconventional ones that are due to interferences are very sensitive to the excitation conditions and get displaced or, in the case of QD excitation only, even completely suppressed. If one is to regard conventional features as more desirable for applications, this figure is therefore again an exhortation at looking at the QD excitation configuration. Also, one can notice that CA and UA lines can meet when both types of pumping are present, as shown in Figure 8e,j. This is actually a valuable intersection that brings together the best of both mechanisms, namely, the low-antibunching of UA and the high-population and all-order suppression of CA.\cite{109}

While we have focused on the two-photon statistics, both the conventional and unconventional effects occur at the $N$-photon level, in which case they manifest through higher-order coherence functions $g^{(N)}$, and their $N$th-order behavior is one of the key differences between conventional and unconventional statistics. Regarding conventional features, resonances happen at the $N$-photon level when $N$ photons of the laser have the same energy than one of the dressed states (and only one, thanks to the JC nonlinearities): $\omega_i = \text{Re}(E_N^{(0)})/N$. The blockade that is realized is a real blockade in the sense that all the correlation functions are then depleted simultaneously. In Figure 9, the counterpart of Figure 7a is shown for $g_\sigma^{(2)}$ and $g_a^{(2)}$ and shows how more conventional features appear with increasing $N$ but otherwise stay pinned to the same conditions, while the number of unconventional features stays the same, but their positions drift with $N$, so that one cannot simultaneously realize $g_\sigma^{(2)} < 1$ for all $N$. This is an important difference between a convex mixture of Gaussian states, which is a semi-classical state, and a state beyond this class, which is genuinely quantum, as previously mentioned. The latter requires the ability to imprint strong correlations at several
Figure 8. Effect of the type of driving on the two-photon statistics in the cavity emission of the Jaynes–Cumming model. The upper row shows Equation (45) for the parameters indicated in each panel and the lower row identifies the various features through the structure of conventional (Equation (46), solid) and unconventional (Equation (47), dashed) lines. Chosen parameters: $\gamma_a = 0.1 g$, $\gamma_\sigma = 0.01 g$.

Figure 9. Higher-order photon statistics, at (left column) three- and (right) four-photon level. Top row is for cavity excitation and bottom row for 2LS excitation. In the top row, we have superimposed the right-half of the conventional (solid) and unconventional (dashed) features, putting them in grey when not present for a given order of the correlations. The conventional features grow in numbers and stay pinned at the same positions, while the unconventional ones remain in the same number but at different positions. Parameters: $\gamma_a = 0.1 g$, $\gamma_\sigma = 0.01 g$.

and possibly all photon-orders. This suggests that CA could be more suited than UA for quantum applications. Note how with the 2LS direct excitation, shown in the second row of Figure 9, one only finds conventional statistics, with magnified features such as broader antibunching in the photon-like branch and narrower one in the exciton-like branch. The $N$-photon resonances are nearly separated for large-enough detuning, which is the underlying principle to harness rich $N$-photon resources.[128]

We now turn to another noteworthy regime, out of the many configurations of interest that are covered by Equation (45), namely, the transition from weak to strong coupling. The so-called strong-coupling, when $g > |\gamma_a - \gamma_\sigma|/4$, is one of the coveted attributes of light–matter interactions, leading to the emergence of dressed states and to a new realm of physics. It is also, however, an ill-defined concept in the presence of detuning[126] and one would still find the dressed-state structure of Figure 9 in the largely detuned regime when driving the 2LS, even up to large photon-order.[126] The restructuration of the statistics when crossing over to the weak-coupling regime is explored in Figure 10a, where we track the impact on $g^{(2)}$ of changing the coupling $g$, on the cut in Figure 7e that intersects from top to bottom CB, UA (twice), UB, and CA. One can see how the features converge as the coupling is reduced, with the conventional ones disappearing first, which is expected from the disappearance of the underlying dressed states that are responsible for the conventional effects. The unconventional antibunching, on the other hand, is more resilient and can be tracked well into weak coupling where all effects ultimately vanish at the same time as they merge. Conventional antibunching is the most robust feature, as can be seen by tracking, for instance, the UB peak at the point where it is the most isolated from the other features, namely, at resonance where $\omega_a = \omega_a = \omega_S = 0$. Spanning over the two main parameters that control strong coupling, the coupling strength $g$ (in units of $\gamma_\sigma$) and the rates of dissipation rates $\gamma_a/\gamma_\sigma$, one sees that the strong bunching is not always sustained but can be instead overtaken by conventional antibunching, which is the well-defined blue line in the figure (given by Equation (47)). The region where the UB peak is well-defined can be identified by inspecting the second derivative of $g^{(2)}$ as a function of the laser frequency, $\partial^2 g^{(2)}/\partial \omega_a^2$ at $\omega_a = 0$ and is shown in Figure 10b as a dashed black line. The white line that separates the antibunching region from the bunching one corresponds to the critical coupling strength $g_P$ between the cavity and the 2LS that leads to $g^{(2)} = 1$ (its expression is given in ref. [109]). The strong-weak coupling
frontier $g/\gamma_s < |\gamma_s/\gamma_a - 1|/4$ is indicated with a dotted green line as a reference, illustrating again the lack of close connection between strong-coupling and the photon-statistics features.

We conclude the discussion of the Jaynes–Cummings system with the second main difference between conventional and unconventional statistics, namely their resilience to higher driving. All our results are exact in the limit of vanishing driving, that is to say, in the approximation of neglecting \( \Omega \) terms of higher-orders than the smallest contributing one. For non-vanishing driving, numerically exact results can be obtained instead (and can be made to agree with arbitrary precision to the analytical expressions, as long as the driving is taken low enough, what we have consistently checked). A characteristic of the unconventional features is that, being due to an interference effect for a given photon number only, it is fragile to driving, unlike the conventional features which display more robustness. This is illustrated in Figure 10c for the case of cavity driving \( \Omega_c \), where we compare the analytical result from Equation (45), in black, with the numerical solution for \( \Omega_c = 0.25\gamma_s \), so still fairly small. One can see how the conventional features are qualitatively preserved and quantitatively similar to the analytical result, while the unconventional antibunching has been completely washed out. One could consider still other aspects of the physics embedded in Equation (45), such as the adverse effect of increasing pumping to increase the signal. The inquisitive reader can explore them through the applet.\(^{124}\)

Instead of discussing these further, we now turn to another platform of interest that bears many similarities with the Jaynes–Cummings results.

### 7. Polariton Blockade

Microcavity polaritons\(^{26}\) arise from the strong coupling (with coupling \( g \)) between a cavity photon \( \alpha \) of frequency \( \omega_\alpha \) and a material excitation \( b \) of frequency \( \omega_b \), both assumed here to be bosonic fields. The material excitation exhibits an interaction of some sort (Coulomb interactions for excitons–polaritons since excitons are electron–hole pairs) that we parameterize as \( U/2 \). Thus, the Hamiltonian reads

\[
H_{\text{pol}} = \Delta_a \hat{a}^\dagger \hat{a} + \Delta_b \hat{b}^\dagger \hat{b} + g (\hat{a}^\dagger \hat{b} + \hat{b}^\dagger \hat{a}) + \Omega (e^{i \phi} \hat{a}^\dagger + e^{-i \phi} \hat{a}) + \Omega_b (\hat{b}^\dagger + \hat{b} + \frac{\gamma_s}{\Omega} \hat{b}^\dagger \hat{b}),
\]

where \( \Delta_{ab} = \omega_\alpha - \omega_b \), the frequencies of cavity/exciton referred to the frequency \( \omega_\alpha \). The Jaynes–Cummings limit is recovered, but in most experimental cases, \( U/\gamma_s \) is very small. In all cases, in the low driving regime \( \Omega_c \to 0 \), the steady-state populations of the photon and the exciton are given by the same expressions as in the Jaynes–Cummings model, Equation (44) with \( \sigma \to b \), since the 2LS converges to a bosonic field in the linear regime. The differences arise in the two-particle magnitudes (cf. Equation (45)).

\[
g_a^{(2)} = \left\{ 16g^2 + 8\gamma_s \gamma_a (\gamma_s - 4\Delta_a \Delta_b) + 4[\Gamma_a \Gamma_b] \Gamma_a \Gamma_b (\gamma_s + U_{12})^2 + 8U[j\Delta_a \Delta_b - \gamma_s \gamma_a] + 2\{\Gamma_a \Gamma_b \} (\gamma_s + U_{12}) \right\}
\]

Figure 10. Transition to weak coupling and non-vanishing pumping. a) Evolution of \( g_a^{(2)} \) along the cut (e) in Figure 7 as a function of the coupling strength \( g \), showing how the structure collapses on the bare modes. CA (lowest blue line) is the first feature to vanish with decreasing \( g \), as the underlying dressed states disappear. b) Behavior of the “center” point at \( \omega_\alpha = \omega_b = 0 \) that typically features the UB peak, although not exclusively as it can also exhibit antibunching, even in strong-coupling (Black dashed line indicates when the behavior of \( g_a^{(2)} \) changes from local minimum to maximum). c) Effect of increasing pumping, computing the features shown in Figure 7e) (vanishing pumping) as a function of \( \Omega_c \) (finite) driving \( \Omega_c \). For high pumping, \( \Omega_c \lesssim \gamma_s \), every feature (both bunching and antibunching) is spoiled and eventually disappears \( g_a^{(2)} \to 1 \). The inset figure compares the same cut of \( g_a^{(2)} \) for the cases of vanishing driving \( \Omega_a \to 0 \) and finite driving \( \Omega_a/\gamma_s = 0.5, 2 \), and 10). Lighter colors correspond to higher driving amplitudes.
where we have used the short-hand notation $\gamma_+ = \gamma_+ + \gamma_-$, $\Delta_\pm = \Delta_\pm + \Delta_\mp$, and $\Gamma_+ = \gamma_+ + 4\Delta_\pm$ for $c = a, b, +$ as well as $\Delta_\mp \equiv i\Delta_\pm + j\Delta_\pm$, $\gamma_\mp \equiv i\gamma_\pm + j\gamma_\pm$, $\Gamma_\mp \equiv \gamma_\pm + 4\Delta_\mp$, $U_j = iU + j\Delta_\mp$, and $j$ denotes negative integer values ($j = -j$). Note that a major conceptual difference with the Jaynes–Cummings model is that now it becomes relevant to consider the emitter (in this case, excitonic) two-photon coherence function, $g^{(2)}_0$, while in the Jaynes–Cummings case, one has the trivial result $g^{(2)}_0 = 0$. The exciton statistics enjoys noteworthy characteristics, as we shall shortly see.

We repeat in Figure 11 the same plots for the polariton system as for the Jaynes–Cummings case (Figure 7). The applet [24] also covers this more general case. The cavity population is exactly the same, as already mentioned, and all other panels bear clear analogies. The two-photon coherence function converges to the Jaynes–Cummings one in the infinite interaction limit (lim $\omega_r \to \infty$) but is distinctly distorted for high-energy laser driving in the positive photon–exciton detuning region, and features an additional UA and CB couple of lines in the negative detuning region. The decomposition of $g^{(2)}_0$ as in Equation (6) can be made (the expressions are however bulky and not enlightening) and are shown in Figure 11d,e.

7.1. Conventional Statistics

Like in the Jaynes–Cummings model, one can identify the conventional antibunching (CA) and bunching (CB) by mapping the observed features to an underlying blockade mechanism, namely, the positions at which N-photon excitation occurs, which is when the laser is resonant with one of the states in the N-photon rung. The first rung that provides CA is given by the same Equation (46), with $N = 1$, since this corresponds to the linear regime where both systems converge. One finds, therefore, that the two CA blue lines in Figure 11a, marked in solid blue in (b), are the same as in the Jaynes–Cummings model. They coincide as well with the white regions in Figure 11c where the cavity emission is enhanced. This is the standard one-photon resonance, with a blockade of photons into higher rungs due to the non-linearity now introduced by the interactions (instead of the 2LS).

Higher rungs are different from the Jaynes–Cummings model, but their effects otherwise follow from the same principle and they are similarly obtained by diagonalizing the effective Hamiltonian in the corresponding N-excitation Hilbert
two-photon excitation by the laser: lines are positioned, therefore, according to the conditions for $E$ responding to the large interaction strength chosen in Figure 11, namely, $U/\gamma_a = 10$. This choice will allow us to survey quickly the polaritonic phenomenology based on the more thoroughly discussed Jaynes–Cummings one. Figure 12, for instance, shows the polaritonic counterpart of Figure 8 on its left panel but for one case of mixed-pumping only, highlighting the considerable reshaping of the structure and the importance of controlling, or at least knowing, the ratio of exciton and photon driving. The right panel of Figure 12 provides $g_d^{(2)}$, which, if compared to Figure 11, shows that the main result is to remove all the unconventional features and retain only the conventional ones. There are also fewer peaks in the excitonic emission, producing a smoother background. Another dramatic feature of the excitonic correlations, which is apparent from Equation (49), is that it is independent from the ratio $\chi$ of driving, that is, the same result is obtained if driving the cavity alone, the exciton alone, or a mixture of both, in stark contrast with the cavity correlations (cf. Figures 11a and 12a where the only difference is that half the excitation drives the 2LS in the second case rather than going fully to the cavity in the first case). This could be of tremendous value for spectroscopic characterization of such systems since it is typically difficult to know the exact type of pumping, while experimental evidence shows that both fields are indeed being driven under coherent excitation.\(^{[23]}\) When measuring the excitonic correlations, there is no dependence from the particular type of coupling of the laser to the system. On the other hand, excitonic emission is much less straightforward of access. Also worthy of mention is that the crossing of the UA and CA lines already highlighted for the Jaynes–Cummings system as providing a high-quality

$$\Delta_0 = -\Delta_0 - \frac{4g^2(\omega_0^a)}{\gamma_a^2 + 4\Delta_a^2} + \frac{2g^2(U + 2\Delta_a)}{\gamma_a^2 + (U + 2\Delta_a)^2}$$

and the conditions for perfect antibunching come from solving the equation

$$\gamma_a \left[ 1 + 4g^2 \left( -\frac{1}{\gamma_a^2} + \frac{1}{\gamma_a^2 + 4\Delta_a^2} - \frac{1}{\gamma_a^2 + (U + 2\Delta_a)^2} \right) \right] = -\gamma_a$$

and subsequently imposing that every parameter must be real (or the more restrictive case: real and positive) that lead to additional restrictions.

As already noted, the polariton case adds a third CA line as compared to its Jaynes–Cummings counterpart. The correspondence between both cases is still clear, but this is largely thanks to the large interaction strength chosen in Figure 11, namely,

$$E^{(2)}_\alpha = \omega_a + \omega_b + \frac{g^2}{2R} U$$

(50a)

$$E^{(2)}_\pm = \omega_a + \omega_b \pm 2R + \frac{2g^2 + (\omega_a - \omega_b)(\omega_a - \omega_b) \mp 2R}{8R^2} U$$

(50b)

with $R = \sqrt{g^2 + (\omega_a - \omega_b)^2}/4$ the normal mode splitting typical of strong coupling. In this limit, $E^{(2)}_\alpha = (\omega_a + \omega_b)/2 \pm R$. The CB lines are positioned, therefore, according to the conditions for two-photon excitation by the laser: $\omega_a = \text{Re}\{E^{(2)}_\alpha\}/2$, $\text{Re}\{E^{(2)}_\pm\}/2$, $\text{Re}\{E^{(2)}_\alpha\}/2$, in increasing order, as they appear in Figure 11a, marked with solid red lines in Figure 11b. The upper CB line, corresponding to $E^{(2)}_\alpha$, is the faintest one in the cavity emission due to the fact that it has the most excitonic component. It monotonically blueshifted with increasing $U$ and becomes linear in the density plot as $E^{(2)}_\alpha \to U$. The other two levels converge to those in the Jaynes–Cummings model in such case: $E^{(2)}_\alpha \to -\sqrt{2}g$ and $E^{(2)}_\alpha \to \sqrt{2}g$.

7.2. Unconventional Statistics

We now shift to the unconventional features in polariton blockade. Superbunching, or UB, is found by minimization of $\langle n_a \rangle$ and, therefore, also occurs for the same condition as the Jaynes–Cummings model $\Delta_0 = g\cos \phi$. Interestingly, the maximum superbunching is found at one of the crossings of UB and CB.

Now turning to the more interesting unconventional antibunching (UA) features, they are found, in the polariton case as well, from the minimization of $\langle n_a \rangle$. Since the equations are quite bulky, only the case of cavity excitation ($\Delta_0 = 0$) is included here. The UA curve is given by the solution of

$$\Delta_a = -\Delta_a - \frac{4g^2\Delta_a}{\gamma_a^2 + 4\Delta_a} + \frac{2g^2(U + 2\Delta_a)}{\gamma_a^2 + (U + 2\Delta_a)^2}$$

and the conditions for perfect antibunching come from solving the equation

$$\gamma_a \left[ 1 + 4g^2 \left( -\frac{1}{\gamma_a^2} + \frac{1}{\gamma_a^2 + 4\Delta_a^2} - \frac{1}{\gamma_a^2 + (U + 2\Delta_a)^2} \right) \right] = -\gamma_a$$

Figure 12. Effects on the polaritonic photon statistics. Same as Figure 11 but for a) nonzero exciton-driving and b) observed through the direct excitonic emission $g_e^{(2)}$. In the latter case, all the unconventional features have disappeared. The bottom row identifies the features through the structure of conventional and unconventional lines. Parameters: $\gamma_a = 0.1g$, $\gamma_b = 0.01g$, $\chi = 0$, and $U = 10\gamma_a$. ©2020 The Authors. Published by WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
and special type of antibunching also occurs there but without requiring both types of mixing. Note, finally, that one could similarly consider the lower and upper polariton statistics, but they are even less featureless, with correlations of the signal that merely follow the polariton branches.

Finally, in Figure 13, we focus on the effect of the interaction strength and how to optimize the observation of antibunching. We have already emphasized that for clarity of the connection between the Jaynes–Cummings and the polariton case, we have considered a value of \( U/\gamma_a \) substantially in excess even of the most generous estimates found in the literature. While it is not excluded that such a regime will be available in the near future, it is naturally more relevant to turn to the most common experimental configuration where \( U/\gamma_a \ll 1 \). We show such a case in Figure 13a, where \( U/\gamma_a = 0.1 \). We see how, as a result, the CB and CA lines of the positively detuned case collapse one onto the other. The UA line previously in between has, in the process, disappeared. The CA and CB however do not cancel each other but merge into a characteristic dispersive-like shape, shown in Figure 13b, the observation of which, predicted over a decade ago, has been a long-awaited result for polaritons and has indeed been just recently reported from two independent groups. While this shape has been regarded as an intrinsic and fundamental profile of polariton blockade, our wider picture shows how it arises instead from different features brought to close proximity by the weak interactions. The difficulty in reporting polariton blockade lies in the weak value of antibunching, which is largely due to the lack of knowledge of the full picture of photon correlations that we have now established. The current work indeed opens up the possibility to optimize antibunching over the full parameter space, and may be used to find parameters that would yield better antibunching for a particular set of experimental parameters, for instance by considering the intersection of UA and CA lines.

8. Dephasing

Conventional and unconventional statistics also differ in a fundamental way in their response to dephasing, which is a typical complication found particularly in the solid state. The simplest way to account for such an effect is to include to the master equation a term in the Lindblad form \( (\gamma/2) \sigma^\dagger \sigma \rho \) which describes pure dephasing at a rate \( \gamma_\phi \). Either from exact analytical results that can be obtained in some cases, such as for the two-level system, or from numerical simulations, it happens that, as a rule, unconventional features are fragile to dephasing, in the sense that resonances producing either bunching or antibunching, but most particularly those of strong antibunching that cancel exactly to first-order in the driving, are quickly spoiled by small values of dephasing. In contrast, conventional features are robust and the loss of antibunching becomes significant only when pure dephasing is a sizable fraction of radiative lifetimes. This is shown in Figure 14 for the case of polaritons, but all other
platforms behave similarly. Figure 14a shows how the sharp resonances of UA and UB, that are theoretically zero and infinite respectively in the limit of vanishing driving, are basically washed away with a 10% dephasing rate only, in contrast to the CA resonance that remains essentially unaffected even when $\gamma_s \approx \gamma_e$, as shown explicitly in Figure 14b where the UA and CA evolution is plotted for the full range of $\gamma_s$. Note that the effect is so dramatic that the antibunching even turns to bunching in the unconventional case while it is still well below 0.1, so still an excellent value of antibunching, when $\gamma_s = 10\gamma_e$ in the conventional case. This qualitative difference between the two cases is rooted in their respective mechanisms: as an interference effect, unconventional statistics are particularly sensitive to dephasing, since the slightest perturbation to the phase spoils destructive interferences. In contrast, conventional statistics follows from blockades or resonances with the level structure, which gets merely broadened by dephasing, and therefore still offering the same average conditions for the resonances. In fact, until dephasing alters the character of light–matter interactions, which happens when it gets very large through quenching or breaking correlators to yield rate equations instead of a coherent coupling, its effect on conventional antibunching is essentially negligible. Finally, although most resonances damp out with dephasing, note that one appears thanks to it (as seen on the right in Figure 14a), due to purely excitonic eigenstates acquiring a photonic component through dephasing and becoming bright.\[^{[109]}\]

9. Time-Dependence

So far, we have dealt exclusively with time-independent configurations and zero-delay correlators ($\tau = 0$). A feature in the time-dependent photon correlations has been observed since the revival of the unconventional mechanism by Liew and Savona\[^{[12]}\] and appears to be deeply connected to unconventional blockade: strong and rapid oscillations in $g^{(2)}(\tau)$. This came as a detrimental counterpart of the very small value at $\tau = 0$, since in the absence of a high time-precision, the averaging reduces the antibunching. Such oscillations are shown in Figure 15c in light green where they are contrasted with the conventional antibunching, dark green, that is far from being so strongly antibunched (log-scale inset) but is also much smoother. Oscillations are not, in fact, intrinsic to the mechanism, which can dispose of them.\[^{[87]}\] Although indeed related to unconventional antibunching, they are an indirect consequence rather than a necessary condition, being simply the result of a detuning between the homodyning field and the mode emitting the light, whose interference produces the unconventional statistics: the superposition of two waves with mismatched frequencies exhibits a beating, which yields these oscillations. One can thus expect to find them in all platforms, both for antibunching and bunching, as shown in Figure 15. In the self-homodyning version, where the system itself provides the coherent field to interfere with the quantum part of the signal in a way that optimizes the correlations, such a detuning can be simply the level-splitting from strong-coupling. This was the case in the original proposal,\[^{[12]}\] where oscillations are Rabi oscillations. In all cases, the suppression of oscillations can be achieved by getting rid of such a detuning. When the detuning comes from level-splitting, it may then seem unavoidable, but in this case as well one can get rid of it through dissipative coupling,\[^{[87]}\] that is, a non-coherent, non-reversible type of coupling that does not dress the system. One still needs to bring an interfering mode, but since this can be done at resonance, this is an insightful way to free the strong antibunching of unconventional blockade from detuning oscillations.\[^{[87]}\] Figure 15 shows $g^{(2)}(\tau)$ for, on the one hand (left column), the anharmonic oscillator (in blue) and the two-level system (in black) as well as, on the other hand (right column), polaritons (in green, the Jaynes–Cummings system being essentially similar). The case of homodyning is still labeled $s$, as previously, but since the various platforms are now brought together, we maintain the emitter label as a subscript. Namely, for the two-level system, $g^{(2)}_s$ is Equation (30) with $F' = 0$, while $g^{(2)}_s$ is the same equation but with $F_e$ and $\phi_2$ given by Equation (31) with $N = 2$. For the anharmonic oscillator, $g^{(2)}_s$ is Equation (41) with $\Delta_s = \Delta_\sigma$ and correcting field $F_{2,1}$, and $\phi_2$ given by Equation (42), while $g^{(2)}_s$ is the same but with no
homodyning, that is, \( F = 0 \). The polariton case \( g_{\text{pol}}^{(2)} \), on the right-column, is given by Equation (49a). The time-dynamics for all these cases is shown in Figure 15a–d. These are lots of cases but that precisely display the same overall behaviour. Namely, when there is only one resonant frequency and the condition for antibunching and bunching can be found at zero (or almost zero) detuning with the laser (two-level system and anharmonic single mode), \( g^{(2)}(\tau) \) does not oscillate. For the anharmonic mode, when detuning with the laser is not exactly zero (tending to zero as the nonlinearity increases), still some undulation is noticeable (Figure 15a in light blue solid line). On the other hand, the polariton scenario, where there are more eigenfrequencies involved, is more complex and varied. In the case where the laser is hitting a polariton branch, such as for CA, only that frequency is selected and no strong oscillations are present (dark green lines in Figure 15c). However, when the laser is completely out of resonance with the level structure, as is the case for UA (Figure 15c, light-green) and UB (Figure 15d, light-green), or at a resonance that involves more than one photon and levels, such as CB (where the laser is hitting a second-order two-photon resonance while not being far from to the first order one-photon resonances), oscillations appear more clearly (Figure 15d, dark green). In summary, oscillations have a common origin in both the conventional and unconventional scenarios (mixing of different frequencies) with respective configurations being more (U) or less (C) prone to exhibit them.

Another, more subtle and less prominently featured characteristics found in time-dependent photon correlations is a plateau of antibunching, with a flat \( g^{(2)}(\tau) \) that is produced around \( \tau = 0 \). Note that if \( g^{(2)}(\tau) \) would be exactly zero over some finite interval, this would imply a time-gap in which no more than a single photon could ever be found, which realizes a perfect single photon source, as opposed to conventional types which merely reduce the probability of such occurrences. Such plateaus, however, result from several derivatives cancelling, but not all, since the functions are analytic, and \( g^{(1)} \) is never strictly zero except at \( \tau = 0 \) and in the limit of vanishing driving. Since \( g^{(2)} \) is a tricky \([133, 134]\) measure of the single-photon character, the plateau of unconventional statistics is no guarantee of a qualitative change in single-photon emission, but it is the closest approximation so far to the ideal time-gapped scenario and its properties remain to be investigated. Its ubiquity throughout platforms is illustrated in Figure 15e where it is shown for the 2LS, \( g_{\text{pol}}^{(2)} \), the anharmonic oscillator \( g_{\text{an}}^{(2)} \), and polaritons \( g_{\text{pol}}^{(2)} \). In the two former cases, the plateau is observed when frequency-filtering the signal in a frequency-window of width \( \Gamma^2 \). Although this plateau has been highlighted only recently\([48] \) it can with hindsight be recognized in previous works\([46] \). One can find it in higher-order correlators as well, for example, as a square-plateau in \( g^{(3)}(\tau_1, \tau_2) \), but discussing this further here would bring us too far astray.

10. Discussion

We have now covered various aspects of the photon correlations from several coherently driven systems. At the heart of our description is the decomposition of the correlators into various terms that contribute to different orders in the driving. This allows to identify the different mechanisms, which in agreement with the literature, can be termed conventional and unconventional. This also allows us to tune and optimize them. The skeleton of the structures can be found in closed-form to lowest order in the driving, which leads to exact zeros for antibunching and divergences for superbunching. Finite pumping merely distorts and damps out the corresponding resonances, that however provide the correct physical picture. The exact nature of the quantum states that are produced in this way remains to be fully clarified. In particular, the Gaussian-state approximation discussed in the literature holds to lower orders in the driving for the leading correlation functions only. For instance, for the case of the laser-corrected two-level system (Table 1), the squeezed-coherent Gaussian description holds up to the second-order in the driving for the population and to the first-order in the driving for \( g^{(2)} \). Deviations occur for these observables to higher-orders in the driving, while higher-order correlation functions already differ to the lowest order in the driving. Such deviations seem to arise from the non-Gaussian nature of the quantum fluctuations in these highly non-linear systems. This remains to be investigated.

Such a general picture can nevertheless explain under a unified mechanism a wealth of observations that could otherwise appear to be peculiarities that are specific to a particular configuration. To take one recent example from a group that has been leading in the development and applications of the type of homodyning and self-homodyning discussed above, in ref.\([101] \), Trivedi et al. studied the generalization of the Jaynes–Cummings system to \( N \) emitters: the so-called Tavis–Cummings Hamiltonian. Here, it is found that driving resonantly the eigenstates\([136] \) produces conventional antibunching, flanked by unconventional antibunching for laser frequencies detuned from the one- and two-photon resonances. This is the counterpart of the situation of Figures 7d (resonance) and 7e (detuning), both also shown in Figure 7a, where increasing \( N \) has the effect of bosonizing the interacting (matter-like) part of the system or decreasing the effective nonlinearity, similarly to decreasing \( g \) for \( N = 1 \). Interestingly, it is reported that while for the case of resonance, antibunching is spoiled with an increasing number of emitters \( N \), in presence of a detuning, one of the antibunching peaks is, on the opposite, enhanced with increasing \( N \). This apparently puzzling behavior is easily understood once the conventional and unconventional nature of the respective antibunching lines are recognized. In the resonant case, antibunching is always conventional, and as such it is reduced by the bosonization of the system due to its increasing number of emitters\([137] \) or by reducing the coupling. Since both weaken the nonlinearity in the level structure, this destroys the conventional blockade that is based on it. With detuning, on the other hand, one finds not only conventional but also unconventional antibunching (cf. Figure 7b). Their CA is also reduced with increasing \( N \), as reported, but their UA, however, increases, which can be expected since it is due to an self-homodyning interference between the coherent and incoherent parts of the emission at the two-photon level, as explained above, and this does not suffer from a reduced nonlinearity (or increasing \( N \)). It can in fact be also optimized (i.e., reduced) like all types of UA and as a result, should even reach \( g^{(2)} = 0 \) to lowest order for a proper choice of the detuning, that will depend on \( N \) in a way that remains to be computed. Since we have shown, however, that the interference nature of
UA makes it sensitive to dephasing, and that detuning\cite{122} results in fast oscillations in autocorrelation times, with a narrowing plateau of antibunching, one can also expect this antibunching to be particularly fragile and difficult to resolve when including a realistic model for its detection. This is consistent with the finding of ref. \cite{101}, that inhomogeneous broadening significantly reduces UA. Finally, they also find in both detuned and resonant cases the unconventional bunching, as the large bunching central peak that is a typical feature of the general mechanism (cf. Figure 7). This is therefore the super-chaotic noise due to self-homodyning stripping down the emission to its mere fluctuations (cf. Figure 7). This is therefore the super-chaotic noise due to self-homodyning stripping down the emission to its mere fluctuations. As such, the interpretation in terms of two-photon bound states that is offered in ref. \cite{101} and in other works\cite{10,12} should be further analyzed and quantified. Possibly the emission in UB is less efficient for multiphoton physics as compared to leapfrog events and interferes during its emission. To lowest order in the driving, the dynamical response can be described by interferences between a squeezed component and a coherent component, and thus, in this picture, one can understand the photon statistics emitted by many optical systems as simply arising from the particular way each implementation finds to produce some squeezing on the one hand and some coherent field on the other hand, and interfere them during its emission. To lowest order in the driving, the antibunching is exactly zero and superbunching becomes infinite for the unconventional mechanism. In agreement with the early literature, which foresaw the effect, we call this phenomenon “self-homodyning.” With this understanding, one can bring considerable tailoring of photon correlations by modifying the relative importance of coherence versus squeezing, which is conveniently achieved by superimposing a fraction of the driving laser to the output of the system (“homodyning”).
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