Abstract — Depth Completion can produce a dense depth map from a sparse input and provide a more complete 3D description of the environment. Despite great progress made in depth completion, the sparsity of the input and low density of the ground truth still make this problem challenging. In this work, we propose DenseLiDAR, a novel real-time pseudo-depth guided depth completion neural network. We exploit dense pseudo-depth map obtained from simple morphological operations to guide the network in three aspects: (1) Constructing a residual structure for the output; (2) Rectifying the sparse input data; (3) Providing dense structural loss for training the network. Thanks to these novel designs, higher performance of the output could be achieved. In addition, two new metrics for better evaluating the quality of the predicted depth map are also presented. Extensive experiments on KITTI depth completion benchmark suggest that our model is able to achieve the state-of-the-art performance at the highest frame rate of 50Hz. The predicted dense depth is further evaluated by several downstream robotic perception or positioning tasks. For the task of 3D object detection, 3-5 percent performance gains on small objects categories are achieved on KITTI 3D object detection dataset. For RGB-D SLAM, higher accuracy on vehicle’s trajectory is also obtained in KITTI Odometry dataset. These promising results not only verify the high quality of our depth prediction, but also demonstrate the potential of improving the related downstream tasks by using depth completion results.

I. INTRODUCTION

Accurate 3D information is vital for lots of computer vision tasks such as AR/VR and robotic navigation. While today’s LiDAR sensors can acquire reliable 3D measurements from the surrounding environment, the resulting depth image is still very sparse when comparing to a medium resolution RGB image (about 3-4% density). Depth completion refers to the task of estimating dense depth image from a sparse depth input, which aims at providing a more complete 3D description of the environment. With the rapid development of deep learning, great progress has been made in this field. The state-of-the-art methods could produce a dense depth map at around 750mm in root mean square error (RMSE) in KITTI benchmark [2].

Despite low RMSE achieved, lots of defects still exist in the predicting results. Especially when we observe the completed depth map in 3D space, the point cloud is usually polluted by many outliers which appear to be long-tail or mixed-depth confusion areas, as shown in Fig 1(c,e). This phenomenon partly attributes to the sparsity of the ground truth. Taking the popular KITTI depth completion dataset as an example, the average density of ground truth is only about 14%, which means most pixels cannot be sufficiently supervised during training. Similarly, when evaluating the prediction, only the pixels with ground truth are evaluated. This makes the RMSE metric upon such sparse positions tends to be over-optimistic. Meanwhile, it is more difficult to apply effective structure constraint on the output given only sparse ground truth. Insufficient structure regulation usually leads to blur depth predictions on object boundaries.

In this paper, a novel real-time pseudo-depth guided depth completion method is proposed. We believe a dense reference depth map is essential for producing a high-quality dense prediction. We generate a pseudo depth map from sparse input by traditional morphological operations. Although not accurate, the dense pseudo depth contains more structural information of the scene and can be very helpful to this task. Specifically, the pseudo depth map works in our model in three aspects: (1) The entire model can be transformed into a residual structure, predicting only the residual depth upon the pseudo map; (2) Some erroneous points caused by the penetration problem in raw sparse input could be eliminated; (3) A strong structural loss enforcing the sharp object boundaries could be applied. Besides the novel model for depth completion, two new evaluation metrics based on...
RMSE, i.e., RMSE_GT+ and RMSE_Edge, are also proposed to better representing the true quality of the prediction. The former evaluates the prediction result on a denser ground truth while the latter is mainly focus on the edge quality of the prediction. Experimental results on KITTI depth completion dataset demonstrates the superior performance of our model. An example of our result is shown in Fig 1.

To explore the benefits of utilizing the predicted dense depth on downstream robotic tasks, we further apply our results on 3D object detection and RGB-D SLAM. As expected, great improvements are achieved comparing with the sparse input or dense depth from the baseline algorithm.

In summary, the contributions of this paper are:

- We propose a novel pseudo depth guided depth completion neural network. It is designed to predict residual upon pseudo depth, making the prediction more stable and accurate. Data rectification and 3D structure constraint are also guided by pseudo dense depth.
- We propose two new metrics for better evaluating the quality of the predicted dense depth. RMSE_GT+ computes the depth error on a carefully complemented ground truth while RMSE_Edge evaluate the accuracy on edge areas of the depth map. Both metrics are more sensitive than RMSE. Combining these metrics together, more comprehensive evaluation of the quality can be obtained.
- The entire network is implemented end-to-end and evaluated in KITTI datasets. Experimental results show that our model achieves comparable performance to the state-of-the-art methods at the highest frame rate of 50Hz. Further experiment on using the dense depth prediction on object detection and SLAM tasks also verify the significant quality improvement of our method and demonstrates the potential of using high quality depth completion in related downstream tasks.

## II. RELATED WORKS

Some early depth completion methods rely on template dictionary to reconstruct the dense depth, such as compressive sensing [3] or wavelet-contourlet dictionary [4]. IP-basic [5] proposed a series of morphological operations such as dilation and hole filling to densify sparse depth in real time. Despite fast speed, limited performances are obtained for these traditional methods.

Recently, deep learning approaches are leading the mainstream of depth completion. In [6], repetitive structures are used to identify similar patches across different scales to perform depth completion. A sparsity invariant CNN architecture is proposed in [2], which explicitly considers the location of missing data during the convolution operations.

Inducing RGB image in depth completion task is helpful since RGB images contain abundant scene information which could be an effective guidance for completing the sparse depth [1] [7] [8] [9]. Sparse-to-dense [7] proposes a self-supervised network which exploits photometric loss between sequential images. CFCNet [8] learns to capture the semantically correlated features between RGB and depth information. CG-Net [9] proposes a cross guidance module to fuse the multi-modal feature from RGB and LiDAR.

Some methods rely on iterative Spatial Propagation Network (SPN) to better treat the difficulties made by the sparsity and irregular distribution of the input [10][11][12][13]. A convolutional spatial propagation network is first developed in CSPN [10] to learn the affinity matrix for depth prediction. CSPN++ [11] improves this baseline by learning adaptive convolutional kernel sizes and the number of iterations in a gated network. DSPN [12] utilizes deformable convolutions in spatial propagation network to adaptively generate receptive fields. NILSPN [13] expands the propagation into non-local fields and estimates non-local neighbors’ affinities for each pixel. Despite impressive results, these methods have to be trained and propagated iteratively, which are hard to implement end-to-end and run in real time.

Due to the sparsity of the input and the ground truth, ambiguous depth prediction in object boundaries or backgrounds are very common for image-view based depth completion. Some works induce spatial point cloud as an extra view for effective feature extraction [14] [15] [16]. UberATG [14] applies 2D and 3D convolutions on depth pixels and 3D points respectively to extract joint features. Conf-Net [15] generates high-confidence point cloud by predicting dense depth error map and filtering out low-confidence points. DC-Coeff [16] transforms continuous depth regression into predicting discrete depth bins and applies cross-entropy loss to improve the quality of the point cloud. PwP [17] generates the normal view via principal component analysis (PCA) on a set of neighboring 3D points from sparse ground truth.

Some methods adopt pre-trained modules from external training data in their network to achieve better performance. RGB-GC [18] uses pre-trained semantic segmentation model on Cityscapes dataset [19]. SSDNet [20] and RSDCN [21] exploit the Virtual KITTI dataset [22] to learn the semantic labels of each pixel in dense depth. DeepLiDAR [1] jointly learns the depth completion and normal prediction tasks where the normal prediction module is pre-trained on a synthetic dataset generated from CARLA simulator [23].

In contrast to the methods above, this paper characterizes employing pseudo depth map which can be easily generated from simple morphological operations to guide and regularize the depth completion task. Our model is built upon a simple network backbone and can be trained by KITTI depth completion dataset without any pre-training. High accuracy and real-time performance could be achieved thanks to the effective guidance of pseudo depth.

## III. METHOD

In this section, we first introduce the detailed structure of our DenseLiDAR model, including the residual structure, raw data rectification and loss function of the network. Then two new evaluation metrics are proposed to better evaluate the quality of the prediction. The overall structure of the proposed network is illustrated in Fig 2.
Fig. 2: **The network structure of our DenseLiDAR model.** Given a pair of sparse depth and RGB image, a dense pseudo depth map is first computed by morphological processing. With the reference of pseudo depth, the raw sparse depth input can further be rectified before feeding into network. The network backbone employs only one DCU [1], taking the RGB, the concatenation of rectified sparse and pseudo depth images as input and producing a depth residual upon the pseudo depth. During training, both depth loss and structural loss are applied to regulate the prediction.

A. *Pseudo Depth Based Residual Prediction*

Most depth completion methods often produce ambiguous depth in transition areas between foreground and background. This is partly due to the sparsity of the input and the properties of 2D convolutions used in the network. It’s hard to regress sharp depth changes (e.g., regressing a ‘1’ among eight ‘0’s in a 3x3 grid), since 2D convolutions and L2 loss functions tend to regress mid-depth values in edge areas [16]. We seek a new way of depth regression that can not only predict accurate depth values, but also produce sharp object boundaries. Our solution is to transform the depth completion task from an absolute value regression to a residual depth regression problem. We first produce a dense pseudo depth map for a given sparse depth input by traditional method, then take it as a reference to construct a residual structure for the network, as shown in Fig 2.

**Pseudo Depth Map.** Pseudo depth map is generated from sparse input by fast morphological steps such as kernel-based dilation, small hole closure and large hole filling [5]. The resulting dense pseudo depth map contains sharp edges and rich structural information, which makes it very suitable to be a coarse reference for the final output.

**Residual-based Regression.** As suggested in Fig 2, our network does not directly regress the absolute depth value for each pixel, but predicts the residual depth upon the dense pseudo depth map. Comparing with the former solution, residual-based regression has two advantages:

1) The output is pre-normalized to each pixel. In conventional solution, pixels with larger depth tend to be penalized more due to the usage of L2 loss in training. By predicting the residual depth, the unbalanced loss distribution problem caused by absolute depth is largely mitigated.

2) Given the coarse pseudo depth, boundary pixels with large residual will be more focused by L2 loss, which is helpful for producing more accurate predictions on object boundaries. In other words, it makes the prediction more structure-adaptive and decreases the mix-depth errors.

Fig. 3: **Penetration problem in projecting 3D points into depth map.** Because of the displacement between LiDAR and camera, some distant points (marked blue) may penetrate through close objects (marked red) in the projected depth image, resulting in some erroneous depth pixels (marked purple) in the close object.

B. **Data Rectification**

**Penetration Problem** Due to the displacement between RGB camera and LiDAR, projecting sparse LiDAR points to the image view may cause mixed-depth pixels between foreground and background. Those ambiguous areas are mainly around object boundaries, where distant points may penetrate through and appear within the close object on the projected depth image, as illustrated in Fig 3.

We seek to solve the penetration problem from the source with the help of dense pseudo depth map. Comparing to the raw sparse depth, the pseudo map is relatively immune to the mix-depth problem because small “holes” caused by mix-depth pixels will be filled by nearby foreground pixels during dilation operation. Therefore, we can rectify the raw sparse input by removing those pixels whose difference with the pseudo depth are larger than a threshold. Ablation studies in Experiments part will show the effectiveness of this rectification strategy.

We concatenate the pseudo depth map, the rectified sparse depth as well as the RGB image is fed into the network which is composed of a single Depth Completion Unit (DCU) [1] to produce residual dense depth prediction.
C. Loss Functions

In order to address more attention to shape and structure, besides standard depth loss, we seek to define a structural loss that penalizes depth distortions on scene details, which usually corresponds to the boundaries of objects in the scene. Such kind of loss is popular in leaning tasks when dense supervision are available, e.g., single image depth estimation [24] [25] [26]. As ground truth depth is also sparse and lacks of structure and shape details, we rely on pseudo ground truth (GT) map for structure supervising. Pseudo GT map following the same computing process of pseudo depth map, but is generated from sparse ground truth.

For training our network, we define the total loss $L$ as the weighted sum of two loss functions, as shown in Eq (1):

$$L(D, \hat{D}) = L_{\text{depth}}(D, \hat{D} + \tilde{D}) + \lambda L_{\text{structural}}(\mathcal{D}, \hat{D} + \tilde{D})$$

where $D$, $\hat{D}$, $\mathcal{D}$ and $\tilde{D}$ are the ground truth depth, the dense pseudo depth, the dense pseudo GT and the residual depth prediction, respectively. The first loss term $L_{\text{depth}}$ is the pixel-wise L2 loss defined on the residual depth:

$$L_{\text{depth}}(D, \hat{D} + \tilde{D}) = \frac{1}{n} \sum_{i=1}^{n} (|D_i - \hat{D}_i - \tilde{D}_i|)^2$$

The second loss term $L_{\text{structural}}$ is composed of two commonly used loss in image reconstruction tasks, i.e., $L_{\text{grad}}$ and $L_{\text{SSIM}}$, as shown in Eq (3)-(5). The former enforces smoothness of the depth based on the gradient $\nabla \mathcal{D}$ of the depth image. The latter is the structural similarity constraint SSIM [27] which consists of luminance, contrast and structure differences to the pseudo GT map.

$$L_{\text{structural}}(\mathcal{D}, \hat{D} + \tilde{D}) = L_{\text{grad}}(\mathcal{D}, \hat{D} + \tilde{D}) + L_{\text{SSIM}}(\mathcal{D}, \hat{D} + \tilde{D})$$

$$L_{\text{grad}}(\mathcal{D}, \hat{D} + \tilde{D}) = \frac{1}{n} \sum_{i=1}^{n} |\nabla_x(\mathcal{D}_i, \hat{D}_i + \tilde{D}_i)| + |\nabla_y(\mathcal{D}_i, \hat{D}_i + \tilde{D}_i)|$$

$$L_{\text{SSIM}}(\mathcal{D}, \hat{D} + \tilde{D}) = \frac{1}{2} (1 - SSIM(\mathcal{D}, \hat{D} + \tilde{D}))$$

We simply set $\lambda = 1$ in Eq (1) throughout the experiments.

D. New Evaluation Metrics

While RMSE and MAE are effective metrics for evaluating dense depth output, it cannot well represent the true quality of ground truth for depth completion is generated by accumulating multiple sweeps of LiDAR scans and projecting to the image space. Most of the possible mixed-depth areas are simply removed instead of rectified [2]. In order to remove outliers caused by occlusion, dynamic objects or measurement artifacts, most points in small or moving objects influenced by the accumulation are further removed. This results in a quasi-dense ground truth focusing more on ground and static backgrounds. Better metrics capable of representing the structure and shape details of the scene are highly demanded.

**RMSE_GT+.** We seek to make a supplement for ground truth with the rectified sparse depth from current frame. Rectified sparse is free from penetration problem and still contains many measurement points in small or moving objects. This supplemented ground truth is called Ground Truth+ (GT+). It contains more effective pixels than the original one, as shown in Fig 4a. We also use root mean square error between the prediction and GT+ namely RMSE_GT+ to evaluate the quality of the scene structure.

**RMSE_Edge.** As illustrated in Fig 4e, RMSE over the entire image cannot well represent the prediction quality on object boundaries. To focus more on edge areas of depth map, we can set up a metric evaluating the accuracy only on those edge pixels. We set the mean value of the gradient of pseudo depth map as a threshold to locate the edge pixels, as shown in Fig 4b. RMSE_Edge metric is defined as the RMSE error between the predicted depth and GT+ on those edge pixels. Note that both RMSE_GT+ and RMSE_Edge metrics are only used for evaluation purpose.

IV. EXPERIMENTS

Extensive experiments on public data are conducted to verify the effectiveness of our model, as well as the validity of the proposed new metrics.

A. Setup

We evaluate our model on publicly available KITTI dataset. KITTI depth completion dataset [2] contains 86,898 frames for training, 1,000 frames for validation and another 1,000 frames for testing. During training, we ignored regions without LiDAR points (i.e. top 100 rows) and center crop 512x256 patches as training examples. We train the network for 25 epochs on two NVIDIA 2080Ti GPUs with batch size of 12. We use the Adam optimizer [28] and set the initial learning rate 0.001, which is decayed by 0.5 every 5 epochs after the first 10 epochs. The network is trained from scratch without inducing any additional data.

B. Comparative Results

Table [1] shows the comparative results of our model on KITTI depth completion benchmark, where the evaluation is carried out on KITTI testing server automatically. Our method achieves state-of-the-art performance with the highest frame rate at 50 Hz. Except for RMSE which is very close to [14], other metrics of our method rank the first among all real-time methods. In comparison to the latest non-real-time works, e.g., CSPN++ [11] and NLSPN [13], our model achieves close performance, but runs 10 times faster, which creates more possibilities for downstream tasks.

C. Evaluation on New Metrics

Before using the new metrics, we first verify the quality and the credibility of the rectified sparse depth and the complemented ground truth (GT+). Towards this goal, we...
**TABLE I: Performance comparison on KITTI Benchmark (Unit in mm).**

| Method      | Realtime | RMSE    | MAE    | iRMSE | iMAE | FPS |
|-------------|----------|---------|--------|-------|------|-----|
| B-ADT [29]  | No       | 1480.36 | 298.72 | 4.16  | 1.23 | 8.3 |
| CSPN [10]   | No       | 1019.64 | 279.46 | 2.93  | 1.15 | 1   |
| DC_coef [16]| No       | 965.87  | 215.75 | 2.43  | 0.98 | 6.7 |
| SSGP [30]   | No       | 838.22  | 244.70 | 2.51  | 1.09 | 7.1 |
| CG_Net [9]  | No       | 807.42  | 253.98 | 2.73  | 1.33 | 5   |
| CSPN++ [11] | No       | 743.69  | 209.28 | 2.07  | 0.90 | 5   |
| NLSPN [13]  | No       | 741.68  | 199.59 | 1.99  | 0.84 | 4.5 |
| pNCNN [31]  | Yes      | 960.05  | 251.77 | 3.37  | 1.05 | 50  |
| Sparse to Dense [7] | Yes | 954.36  | 288.64 | 3.21  | 1.35 | 25  |
| PwP [17]    | Yes      | 777.05  | 233.17 | 2.42  | 1.13 | 10  |
| DeepLiDAR [1] | Yes   | 758.38  | 226.50 | 2.56  | 1.15 | 14.3|
| UberATG [14]| Yes      | **752.88** | 221.19 | 2.34  | 1.14 | 11.1|
| Ours        | Yes      | 755.41  | **214.13** | **2.25** | **0.96** | **50** |

**TABLE II: Evaluation of Depth Maps Using KITTI 2015 Training Dataset.** All metrics are in mm.

| Method          | Density | MAE    | RMSE   | KITTI Outliers |
|-----------------|---------|--------|--------|----------------|
| Sparse LiDAR    | 3.99%   | 509.04 | 2544.62| 2.12%          |
| Rectified Sparse| 3.54%   | **255.66** | 643.66 | **0.87%**      |
| GroundTruth [2] | 14.43%  | 388.28 | 938.00 | 2.33%          |
| GroundTruth+    | 15.80%  | **371.92** | **923.12** | **2.21%**      |

**TABLE III: Ablation Study on KITTI Validation Set (mm).**

| Baseline | Rectification | Structural Loss | Residual | RMSE | RMSE_GT+ | RMSE_Edge |
|----------|---------------|-----------------|----------|------|----------|-----------|
| ✓        | ✓             | ✓               | ✓        | 829.67 | 1508.22  | 2794.98   |
| ✓        | ✓             | ✓               | ✓        | 822.30 | 1572.31  | 2167.21   |
| ✓        | ✓             | ✓               | ✓        | **795.97** | **1335.20** | **2471.76** |

The process of creating the ground truth of KITTI depth completion dataset [2], which exploits the manually cleaned KITTI 2015 stereo disparity maps [32] as reference. The disparity maps are transformed into depth values using the calibration files provided by KITTI. The evaluation results are listed in Table II, where "KITTI outliers" is defined as the ratio of pixels whose depth value larger than 3 meters and the relative depth error larger than 5%, just as [2].

From Table III, where we can see both rectified sparse and GT+ have better quality than their counterpart in all three metrics (MAE, RMSE and KITTI Outliers). For the rectified sparse depth, after removing those mixed-depth pixels with the help of pseudo depth map, most points are reserved with significant quality improvement. For GT+, which fuses the rectified sparse into the original ground truth, it contains about 1.50% more high-confidence points and less outliers than the original ground truth. Therefore, GT+ are convincible for evaluating the quality of the dense prediction.

**D. Ablation Studies**

In order to investigate the impact of different modules on the final result, we conduct ablation studies on the KITTI validation dataset. The results are shown in Table III, where Baseline, Rectification, Structural loss and Residual represent backbone with a single DCU, rectification on sparse depth, training with structural loss and predicting the residual depth, respectively.

As shown in Table III, adding each design leads to a performance rise. The final complete model behaves the best upon all of the three metrics. Comparing with the baseline, our final model has performance improvement at
TABLE IV: Sparisty Experiments.(mm)

| LiDAR resolution | RMSE   | MAE    | RMSE_GT+  | RMSE_Edge |
|------------------|--------|--------|-----------|-----------|
| 64 lines(Baseline) | 829.87 | 240.32 | 1596.22   | 2794.98   |
| 64 lines(Ours)    | 795.97 | 213.64 | 1335.20   | 2171.76   |
| 32 lines(Baseline)| 2031.23| 597.12 | 3494.53   | 5153.33   |
| 32 lines(Ours)    | 1780.55| 540.28 | 2833.96   | 4348.86   |
| 16 lines(Baseline)| 2357.61| 695.28 | 4588.20   | 597.12    |
| 16 lines(Ours)    | 1989.48| 592.78 | 3256.02   | 4348.86   |

about 4.08% in RMSE, 16.40% in RMSE_GT+ and 22.30% in RMSE_Edge, respectively.

E. Generalization Studies

1) Sparisty variation: To verify the generalization of our method on LiDAR data with different degree of sparisty, we conduct the ablation experiments on LiDAR scans with 64, 32 and 16 lines, respectively. Due to the lack of depth completion datasets produced on real 32 and 16-line LiDARs, we synthesize them by subsampling the KITTI 64-line LiDAR data. To keep the same scanning manner as real Lidars, the subsampling is carried out on a range-view image with elevation and azimuth angles as two coordinate axes. The obtained downsamples 3D points are then projected to RGB image plane to produce sparse depth images. We retrain the network for each data modal before evaluation and the error of the completed depth are listed in Table IV.

For all of the data modals our DenseLiDAR performs much better than the baseline method, and the leading gaps are getting larger with respect to the spariser depth input. On the other hand, spariser depth input does bring challenge to the completion task. As shown in Table IV depth input of 32-line results in about three times larger errors in all metrics than those of 64-line data. Feeding depth of 16-line further expands the gap. We can infer that with the reduction of LiDAR’s scan lines, the network has to rely more on RGB image features and becomes much closer to a pure depth

2) Indoor dataset: We conduct experiments on NYUv2 dataset [33], which consists of dense RGBD images collected from 464 indoor scenes and has very different depth distribution patterns to Lidar. We use a uniform sparsifier with varying sampling number to produce sparse depth images from the dense ones. For convenience, we only use the labelled data (about 2K images) in the dataset with a split ratio of 2:1 for training and testing, respectively. The results are shown in Table V where we can see that in all levels of sparisty our method obtains better results than DeepLiDAR [1].

V. APPLICATIONS

To evaluate the depth quality and explore the possibility of utilizing the obtained high-quality dense depth maps, we also apply our completed depth in two different robotic tasks: 3D object detection and RGB-D SLAM. To further improve the quality of the resulting point cloud, post-processing can be carried out before taking the predicted dense depth as input.

A. Post-processing

We utilize the pseudo depth map once again in this step. We compute pixel-wise difference between the predicted depth and its corresponding pseudo depth map. The pixels whose depth difference with the pseudo map larger than a threshold are regarded as outliers and hence removed from the point cloud. In this step, the selection of a reasonable depth threshold becomes essential. We conduct experiments in different thresholds and results are listed in Table VI. Overall, the quality of the depth image gets to be better when smaller depth threshold is used, but at a cost of density decrease. In particular, RMSE can be halved from 802mm to 426mm when a global threshold of 1 meter is used, with a cost that less than 4% of points with ground truth are removed. Taking both accuracy and density into account, we set a dynamic threshold based on a piecewise depth range to remove outliers. We set threshold of 0.1m for pixels closer than 10m, 0.3m for pixels between 10m to 40m, and 0.5m for those beyond 40m, respectively. The final RMSE can be further decreased to 324mm with about 89% points with ground truth retained. An example of the obtained 3D point cloud before and after post-processing is illustrated in Fig 5.

B. 3D Object Detection

We choose F-PointNet [34] as our object detection method to verify the quality of the produced dense depth. F-PointNet [34] projects depth pixels inside a 2D bounding box into 3D point cloud and performs object detection within this point frustum, where the sampling points in a single frustum is fixed to 1,024. For most distant or small objects, the
number of measurement point can fall down to 50–200 points or even less, which means a lot of points have to be sampled repeatedly to meet the constraint of 1,024. More effective dense points can possibly contribute to better detection results. In our experiments, we first sample points from original sparse data, then if the point number within the frustum is less than 1,024, we add the predicted dense points from depth completion. We follow the same training and validation splits as [35] in KITTI 3D object detection dataset [36], which contains 3712 samples for training and 3769 for testing respectively.

TABLE VII: \( AP_{3D} \) (in %) of 3D Object Detection on KITTI Dataset. PP Stands for Post-processing.

| Method        | Car  | Pedestrian | Cyclist |
|---------------|------|------------|---------|
| Sparse LiDAR  | 83.83| 71.17      | 63.28   |
| DCU           | 78.99| 62.13      | 53.93   |
| DeepLiDAR     | 78.43| 61.43      | 51.39   |
| Ours (w/o PP) | 84.47| 68.92      | 61.21   |
| Ours (w PP)   | 85.53| 72.33      | 64.39   |

We report \( AP_{3D} \) (in %) which corresponds to average precision with 40 recall positions of 3D bounding box with rotated IoU threshold 0.7 for Cars and 0.5 for Pedestrian and Cyclist, respectively. The evaluation results are listed in Table VII. Instead of achieving better results, directly using the dense depth from DeepLiDAR [1] or baseline (a single DCU backbone) produces much worse performance than using the raw sparse data. This is due to the distorted object shape caused by the erroneous mixed-depth points around object boundaries, as shown in Fig 1e. They would have a severer negative impact on regression and classification of objects. On the other hand, using the high-quality dense depth from our DenseLiDAR leads to much better detection performance than DeepLiDAR and baseline. Using the point cloud after post-processing, the highest AP values are achieved in all three difficulty levels. Comparing with raw sparse data in Table VII using our dense point cloud after post-processing achieves about 1.10% AP increase for Cars, 5.20% for Pedestrian and 3.25% for Cyclist in Moderate difficulty level, respectively. Thanks to the dense and accurate 3D point clouds from our DenseLiDAR, the geometric features of the objects are highly enhanced, resulting in a notable performance improvement. The result also shows that small or distant objects could benefit more from denser point clouds than large objects. Some qualitative 3D object detection results using our dense point cloud are also illustrated in Fig 6.

C. RGB-D SLAM

We choose open-source ORB-SLAM2 [37], a popular real-time SLAM library for Monocular [38], Stereo or RGB-D camera configurations, as our evaluation baseline. With the dense depth maps, we are able to run the RGB-D mode of ORB-SLAM2 in KITTI odometry dataset. For all of the 11 sequences, we run each of them for 25 times and record the average relative translation \( t_{rel} \) and rotation \( r_{rel} \) errors in Table VIII.

We have some interesting findings in Table VIII. Firstly, RGB image with a sparse depth map is not applicable for RGB-D mode, where depth value for every ORB feature point is required. Using the dense completed depth, good positioning results can be obtained with RGB-D mode. Secondly, except for sequence 01, our performance is robust across different sequences and much better than using depths from other depth completion methods or pure monocular images. Sequence 01 is a challenging highway scene with large area of sky and little structured objects alongside. Few training samples for depth completion are from this kind of scene, which results in dense depth image with large error as input of RGB-D SLAM and leads to some kinds of failure. Thirdly, our method is able to produce more matched feature points on average than other modes because of more reliable depth pixels, as shown in last column of Table VIII. It can also contribute to better positioning accuracy. Lastly, the post-processing for removing outliers in dense depth is
TABLE VIII: Quantitative Results of KITTI Odometry Sequences.

| t_{rel}(%) / t_{rel}(deg/100m) | 00  | 01  | 02  | 03  | 04  | 05  | 06  | 07  | 08  | 09  | 10  | MP |
|-------------------------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|----|
| Monocular                     | 0.80/1.32 | -   | -   | -   | -   | -   | -   | -   | -   | -   | -   | -  |
| Stereo                        | 0.71/0.25  | 1.48/0.21 | 0.80/0.26 | 0.49/0.37 | 0.70/0.25  | 0.88/0.90  | 1.10/0.42  | 0.89/0.23  | 3.00/1.41  | -   | -   | -  |
| +DeepLiDAR                    | 0.83/0.39  | 7.41/2.43 | 1.00/0.37 | 1.25/0.39  | 3.83/1.18  | 1.30/0.36  | 3.52/1.08  | 1.08/0.45  | 2.23/0.60  | 2.44/0.47 | 2.83/1.01| 359 |
| +SparseD                      | 0.81/0.38  | 45.70/9.24 | 1.03/0.39  | 1.24/0.37  | 1.71/2.9  | 0.51/0.32  | 0.57/0.30  | 0.46/0.38  | 1.33/0.48  | 0.94/0.35 | 0.89/0.53 | 417 |
| +OursD (w/o PP)               | 0.70/0.24  | 19.71/6.21 | 0.77/0.25  | 1.13/0.23  | 0.71/0.47  | 0.53/0.22  | 0.43/0.19  | 0.44/0.25  | 1.04/0.33  | 0.85/0.25 | 0.94/0.29 | 402 |
| +OursD (w PP)                 | 0.85/0.31  | 49.17/9.24 | 1.03/0.39  | 1.24/0.37  | 1.71/2.9  | 0.51/0.32  | 0.57/0.30  | 0.46/0.38  | 1.33/0.48  | 0.94/0.35 | 0.89/0.53 | 417 |

also helpful in RGB-D SLAM.

Fig. 7: Estimated Trajectory of KITTI 00.

As an typical example, the positioning results estimated for sequence 00 are illustrated in Fig[1] where we can observe that the trajectory of our method is closer to the ground truth than other methods.

VI. CONCLUSIONS

We present DenseLiDAR, a novel real-time pseudo depth guided depth completion network. We exploit the pseudo depth map in constructing a residual-based prediction, rectifying sparse input and supervising the network with a structural loss. We point out that popular RMSE metric is not sensitive for evaluating the real quality difference of the completed depth because of its sparsity. We propose RMSE_GT+ and RMSE_Edge metrics to better represent the true quality of the prediction. Experimental results on KITTI depth completion dataset demonstrate that our model achieves comparable performance to the state-of-the-art methods on both RMSE and new metrics with the highest running speed. Extensive experiments in applying the dense depth in 3D object detection and RGB-D SLAM also verify the quality improvement of our prediction and further demonstrate the potential benefits of combining our depth completion with other downstream perception or localization tasks in robotic fields.
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