Comparing Dimerization Free Energies and Binding Modes of Small Aromatic Molecules with Different Force Fields
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Abstract: Dimerization free energies are fundamental quantities that describe the strength of interaction of different molecules. Obtaining accurate experimental values for small molecules and disentangling the conformations that contribute most to the binding can be extremely difficult, due to the size of the systems and the small energy differences. In many cases, one has to resort to computational methods to calculate such properties. In this work, we used molecular dynamics simulations in conjunction with metadynamics to calculate the free energy of dimerization of small aromatic rings, and compared three models from popular online servers for atomistic force fields, namely G54a7, CHARMM36 and OPLS. We show that, regardless of the force field, the profiles for the dimerization free energy of these compounds are very similar. However, significant care needs to be taken when studying larger molecules, since the deviations from the trends increase with the size of the molecules, resulting in force field dependent preferred stacking modes; for example, in the cases of pyrene and tetracene. Our results provide a useful background study for using topology builders to model systems which rely on stacking of aromatic moieties, and are relevant in areas ranging from drug design to supramolecular assembly.
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1. Introduction

Determining the binding energies between molecules is of major importance in different scientific fields, such as drug design or nanotechnology [1,2]. The strength and dynamics of the interactions will determine whether a specific binding will take place or not, how long it will last and how it affects its surroundings. Experimental techniques, such as nuclear magnetic resonance [3–5] or isothermal titration calorimetry [6,7], can be used to calculate binding energies between macromolecules, but they are limited by the nature and the size of the molecules, since small energy differences are extremely difficult to be captured. Additionally, experimental techniques measure ensemble averages without detailed knowledge of the contributions of the different accessible conformations that they are averaged over. As a result, detailed experimental data are scarce and are usually available for large systems, such as large aromatic compounds or proteins, where the differences in energy can be measured with better accuracy and confidence [3,8].

Computational approaches comprise a powerful tool to measure the interaction strength and binding modes between small molecules, and are usually employed to support experimental measurements or deal with experimental pitfalls [9]. Their level of detail and computational complexity vary, and many different methods have been developed that are more or less suitable for different applications. Specifically, while quantum mechanical (QM) calculations in vacuum provide an accurate description for the favorable binding modes, the size of the systems and the need for treating the solvent explicitly render the use of QM methods prohibitively expensive in systems aiming to represent...
realistic environments [10,11]. On the other hand, docking simulations are a fast option to study the interactions between two molecules, but the simplifications in scoring functions and the limited information on the dynamics of the interactions restrict their use to modeling protein-ligand binding [12–14]. In molecular dynamics (MD), Newton’s equations of motion are solved to obtain trajectories of atomistic systems and study their physical and chemical properties. MD simulations can provide high resolution atomistic descriptions and capture the dynamic behavior of the systems under study. They are an ideal option to study binding energies and modes, since they combine high level of accuracy and reasonable computational costs [15–18].

In MD simulations, the combination of the mathematical models and the parameters that are used to describe the interactions among all the atoms of each system is called force field. A simple functional form of a force field includes two terms that describe the interactions between atoms that are covalently bonded (bond lengths, angles, and dihedral terms) and the interactions between non-bonded atoms (van der Waals forces and electrostatics), Equation (1).

\[
E = E_{\text{bonded}} + E_{\text{non-bonded}} = E_{\text{bonds}} + E_{\text{angles}} + E_{\text{dihedrals}} + E_{\text{LJ}} + E_{\text{Coulomb}}
\]

bonds and angles are treated as harmonic oscillators, whereas dihedral angles are represented either as harmonic oscillators or periodic functions. Interatomic interactions (attractive dispersion and Pauli repulsion) are modeled with Lennard–Jones (LJ) potentials and electrostatic forces with Coulomb potentials.

Several force fields have been developed over the past decades, AMBER [19], CHARMM [20], GROMOS [21], OPLS [22], etc. Their functional forms are very similar, but there are some variations depending on the simulation program [23]. Furthermore, each force field was parametrized with a different strategy regarding amongst others, the order in which parameters were defined, fixed, and refined, the combination rules, the number of atom types and modularity, as well as the choice of specific experimental or QM results for calibration, and it was optimized to reproduce properties of specific systems, e.g., proteins, lipids, etc. Despite their differences, most force fields are sufficiently accurate and can be used in different applications [24,25]. It should also be kept in mind that the force fields used in this study are intended to be used without extensive reparametrization in a wide range of biomolecular systems, and are evolving as more pertinent experimental data become available; in particular free energy partitioning data were not used in the first parametrization, but have been incorporated in the last two decades. For some force fields, these aspects have been addressed in the literature [26,27].

A common issue that is encountered in MD simulations is finding and optimizing parameters for different systems, in order to make sure that the model represents an accurate description of the actual system and reproduces its physical properties. Nowadays, there are several web servers that generate parameters for MD simulations on demand for different types of molecules [28–30], broadening the accessibility of computational methods to novice users and making simulations of exotic or novel molecules plain sailing. Even if parameters for MD simulations can be easily obtained, there are two important limitations of MD simulations that affect every system under study. First, reactivity of molecules is not described in classical MD simulations, since covalent bonds cannot break or form. This means that the protonation state of the molecules remains the same and catalysis cannot be studied with conventional simulations. Second, there is no treatment for the electronic polarization, since atoms have fixed partial charges. In reality, the partial charges of atoms are dynamic and the electron density of the molecules changes based on its surroundings. Potential solutions to these limitations are the use of polarizable force fields [31] and combined QM/MD approaches [32], respectively, but both options come at the expense of computational cost. Other issues are related to the size of systems and
the attainable simulation time scales. However, recent developments in coarse-grained methods showed that even though the atomistic resolution is reduced, the important structural and dynamical features of different molecules can be recollected, thus pushing the limits of molecular simulations and their applications [33–35].

In this study, we compared the dimerization free energy surface (FES) and binding modes for a series of small aromatic molecules (Figure 1) between three commonly used MD force fields: CHARMM36 [36], G54a7 [37] and OPLS [22]. These molecules are usually encountered as solvents (e.g., benzene or cyclohexane) or as building blocks of biomolecules and nanomaterials. Previous MD studies showed that different force fields produce consistent results in terms of structural and energetic properties, and they are usually compatible with QM or experimental studies, when available [10,38,39]. Our study focuses on small aromatic molecules and shows that, regardless of the force field, the free energy of binding and the binding modes are roughly the same. However, applications involving larger aromatic molecules should be considered with care. Increasing the size of the molecules leads to significant deviations in the FES profiles.

| Chemical structure | Collective variables |
|--------------------|---------------------|
| Benzene            | ![Chemical structure of Benzene] |
| Toluene            | ![Chemical structure of Toluene] |
| Chlorobenzene      | ![Chemical structure of Chlorobenzene] |
| Phenol             | ![Chemical structure of Phenol] |
| Styrene            | ![Chemical structure of Styrene] |
| para-Cresol        | ![Chemical structure of para-Cresol] |
| Cyclohexane        | ![Chemical structure of Cyclohexane] |
| Naphthalene        | ![Chemical structure of Naphthalene] |
| Pyrene             | ![Chemical structure of Pyrene] |
| Tetracene          | ![Chemical structure of Tetracene] |

Figure 1. List of the molecules with their chemical structure considered in this work. The black line connects the center of geometry (COG) of the molecules and together with the black vectors represent the dihedral angle for the relative orientation of the dimers. The red vector denotes the normal of the plane for each molecule. The dihedral between the two black vectors and the angle between the red vectors, together with the COG distance, were used as collective variables (CV) for the calculation and presentation of the FES profiles.
2. Results

2.1. Comparison of Parameter Setups

Benzene, the simplest aromatic compound, was used as a reference system for comparing the results between different force fields and studying the effect of using the default cut-off parameters or the general setup in the FES of dimerization. The results for the FES as a function of the distance between the center of geometry (COG) of two benzenes and the dihedral angle describing the relative orientation are presented in Figure 2. In Figure 3, the FES as a function of the distance between the COG and the angle between the normal of each benzene ring is presented. Figures 2 and 3 show that the FES for the dimerization of benzene is roughly the same in all simulations. The average error of all points of the FES as a function of the block size is presented in Figure 4. The average error does not change as a function of the block size, indicating that the simulations were converged.

![Figure 2](image-url)

**Figure 2.** FES for the dimerization of benzene as a function of the distance and the torsional angle. The results for each force field are presented in each row. The plots on the left correspond to the FES based on the general setup and the plots on the right to the default parameters of each force field (see Methods).
Figure 3. FES for the dimerization of benzene as a function of the distance and the angle between the normal of benzene planes. The results for each force field are presented in each row. The plots on the left correspond to the FES based on the general setup and the plots on the right to the default parameters of each force field.

Regardless of the simulation setup, the binding energy and modes in the first interaction shell (~0.4–0.7 nm) are almost identical. The only noticeable difference is seen in the G54a7 case, where the well in the second interaction shell (~0.8–1.1 nm) is deeper ~1–2 kJ/mol in the general setup compared to the simulation with the default parameters. Such differences might be proven important in some applications, but, as discussed later, we are mostly interested in the strength of binding and the orientation in the first interaction shell.
2.2. Comparison of FES Profiles

Next, we compare the binding modes of different aromatic molecules among different force fields. Starting with benzene, there is no preference in its orientation with respect to the dihedral angle, since benzene is symmetrical. However, conformations with angles \(\sim 90^\circ\) (T-shaped) are more favorable than stacked conformations. When the FES is projected on the distance and the dihedral angle, the energy minimum in the first interaction shell is \(\sim 3\) kJ/mol, whereas the depth of the well is \(\sim 5\) kJ/mol, when the angle between the normal of the planes is used. In the first case, conformations with low and high energy minimum are grouped together, resulting in a lower value for the energy, whereas in the second case, the main variable that discriminates between the two conformations is effectively dissociated. This effect is only visible when the proper collective variables (CV) are used for projecting the FES. Nevertheless, our results for the FES of benzene are close to the reported values from previous Monte Carlo and MD simulations, where the depth of the well was \(\sim 6\) kJ/mol and \(\sim 1.5\) kJ/mol, respectively, and the minimum of the FES was located at distance \(\sim 0.55\) nm in both studies.

Regardless of the force field, similar results are obtained for most of the aromatic rings regarding the depth of the minimum energy in the first interaction shell, Figure 5. The energy differences among them are in the order of thermal fluctuations \(\langle k_B T \rangle\), suggesting that their energy states are almost indistinguishable.

The FES profiles for each molecule and the standard errors are included in the Supplementary Material Figures S1–S7. T-shaped conformations are mainly preferred by most of the aromatic rings. At the same time, conformations close to the stacked arrangement are more populated in some molecules, e.g., chlorobenzene, as shown in Figure S2. Surprisingly, molecules with polar groups do not show significant differences in the orientation of the binding modes with respect to the dihedral angle that could be attributed to the presence of the charged groups. For example, phenol has a polar hydroxyl group that, in principle, should favor conformations where the oxygens would be diametrically opposed. However, this polar effect of the hydroxyl group was not observed in any FES, Figure S3. Such behavior might have been captured by using a polarizable force field. Effects in the orientation of the molecules with respect to the dihedral angle become slightly visible in para-cresol, Figure S5, and get more evident as the size of the ring increases.

Even though the results for the small aromatic molecules are roughly the same, as the size of the aromatic moiety increases, so do the deviations between each force field, Figure 5. The most extreme differences are observed in the FES of pyrene and tetracene, Figures 6 and 7. For pyrene, the estimated energy of binding is \(\sim 5\) kJ/mol higher in the G54a7 simulation and the position of the minimum is located at \(\sim 0.4\) nm, suggesting that...
a sandwich conformation is preferred. On the other hand, there is no preference in the orientation of the molecules when they are at close proximity and minor differences in the orientation are only seen in the OPLS simulation. For tetracene, G54a7 predicts that parallel and close arrangements are more favorable, whereas according to CHARMM36, parallel arrangements and conformations with angle $\sim 0^\circ$–$60^\circ$ are similar in terms of energy. The difference in the energy of binding between G54a7 and CHARMM36 is $\sim 5$ kJ/mol in the sandwich conformation. Finally, OPLS predicts that conformations with angle $\sim 30^\circ$–$90^\circ$ are the most favorable and the energy of binding is similar to CHARMM36. Deviations at the distance at which the minimum energy is found are present in both pyrene and tetracene FES profiles. The error estimation for these calculations are included in the Supplementary Material Figure S8.

Figure 5. Binding energy at the lowest point of each molecule’s dimerization FES for different force fields. All simulations were performed with the general setup. The error bars correspond to the average error calculated from block analysis.
Figure 6. FES for the dimerization of pyrene as a function of the distance and the torsional angle (left) and the distance and the angle between the normal of aromatic planes (right).

Figure 7. FES for the dimerization of tetracene as a function of the distance and the torsional angle (left) and the distance and the angle between the normal of aromatic planes (right).
3. Discussion

Obtaining accurate experimental results for binding energies of small molecules is usually difficult, and calculating such properties in realistic environments with high degree of accuracy using computational methods is quite expensive. Most computational studies for the interactions of aromatic rings are, therefore, obtained in the gas phase, or by investigating binding within a limited amount of degrees of freedom. A quick evaluation of the reported values in the literature shows that computational results are dependent on the method of use [10,41,42], and present deviations ∼2–4 kJ/mol for small aromatic molecules. Consequently, we consider that comparisons are mostly meaningful within specific methods, e.g., QM or MD, where the setups are controlled, the complexity and degrees of freedom are similar and deviations from the trends can be easily monitored. Taking this point into account, we only focused on the position and the depth of the well in the first interaction shell.

Our measurements for the dimerization free energy of small aromatic molecules suggest that different force fields produce similar results in terms of binding energies and modes. The presence of deviations in larger aromatic molecules could be attributed to different causes. First, most servers generate parameters based on similarity of atoms or molecules to specific databases of existing optimized molecules. Thus, the decrease in accuracy is inevitable, when the size and complexity of the target molecule increases. Even when the parameters are generated on the fly, the size and complexity of the molecules are important factors, and the models should be used with extra caution. The method for obtaining the parameters in each force field could be another reason for the small differences in the position and strength of binding. Such systematic differences are likely to accumulate when the size of the molecules increases. For example, the method for obtaining partial charges is reported to have significant effects on different thermodynamic properties, such as the free energy of hydration [43]. Additionally, these values might differ slightly or considerably among different force fields [44]. Despite the small differences in the FES profiles, the parameters seem to converge, at least for the small aromatic rings of this study.

To summarize, we performed MD simulations of small aromatic molecules to study the FES of their dimerization. Different force fields were used to compare the obtained FES and examine their convergence. The scarce experimental and computational results in similar environments make comparisons between experiments and theory, or different theories, extremely difficult. Thus, performance can be only assessed within the boundaries of MD simulations. Our results show that, regardless of the force field, we obtained free energy profiles with similar binding modes and strength of interactions. This enhances our confidence in using MD simulations to calculate the binding affinity of small compounds. On the other hand, deviations from the general trends were observed in large aromatic molecules, such as pyrene and tetracene, indicating that further optimization of the force fields is needed, before using such computational methods to make accurate quantitative predictions for large systems. This task is demanding and requires many iterations to guarantee that the target data from either QM calculations (e.g., vibrational spectra, dipole moments, etc.) or experimental measurements (e.g., thermodynamic properties, crystallographic data, etc.) have been effectively translated to MD parameters and the models are accurate descriptions of the underlying systems. In the future, machine learning methods could be the answer to the complex task of force field parameter refinement [45].

4. Methods

4.1. Molecule Parameters

We conducted MD simulations to study the FES for the dimerization of small aromatic molecules and compare the obtained FES from different force fields. The parameters for all the simulated molecules were obtained from different online servers that generate topology and parameter files for each force field. Specifically, the automated topology builder (ATB) server [28] (https://atb.uq.edu.au/, accessed on 1–15 November 2018) was used for the
GROMOS based G54a7 [37] simulations. ATB includes a large database of topologies for different molecules. In the cases in which optimized parameters for the molecules of interest were available, those parameters were chosen. The ATB entries are reported in the Supplementary Material, Table S1. The CGenFF server (https://cgenff.umaryland.edu/, accessed on 1–15 November 2018) was used to generate the CHARMM36/CGenFF [29] parameters, whereas for the OPLS [22] parameters, the LigParGen server [30,46,47] (http://zarbi.chem.yale.edu/ligpargen/, accessed on 1–15 November 2018) and the 1.14*CM1A-LBCC charge model were used [47].

4.2. MD Simulations

All simulations and analysis were performed with Gromacs.2016-2018 [48,49] packages patched with PLUMED 2.4 [50]. Each simulation was performed in a cubic box with dimensions of approximately 5 × 5 × 5 nm, containing two of the selected molecules. The temperature was kept constant at 300 K with the v-rescale algorithm and a time constant of 0.1 ps [51]. For the pressure coupling, the Berendsen barostat [52] was used to maintain the pressure constant at 1 bar in an isotropic pressure bath with a time constant of 1 ps and compressibility of 4.5 × 10^−5 bar^−1. The cut-off for electrostatic and van der Waals interactions was set to 1.4 nm and the Verlet scheme was used for the short range non-bonded interactions with the default buffer tolerance of 0.005 kJ mol^−1 ps^−1. Long range interactions were calculated with the reaction field method [53] and ϵ_r set to 54. The LINCS algorithm was employed for constraining the bond lengths [54]. All systems were minimized for 10^3 steps by using the steepest descent algorithm and equilibrated in the NVT and NPT conditions, each for 10 ps with a 2 fs time step. The production phase lasted 100–150 ns depending on the system, until the average errors in the free energy calculations from the block analysis converged. System details are included in the Supplementary Material Table S1.

Modeling water is not trivial and each force field was optimized with specific water model parameters to reproduce experimental and theoretical results. In order to be consistent with the original work and obtain the same accuracy, the appropriate water model should be used with each force field. Consequently, G54a7 systems were solvated with explicit SPC water molecules [55], whereas CHARMM36 and OPLS systems were solvated in TIP3P water model [56].

Apart from the water models, there are additional parameters that guarantee optimal performance when using each force field. In our case, we used the same cut-offs and parameters regardless of the force field to maintain simplicity and be consistent in the way the simulations were performed. This setup is referred to as general parameters. At the same time, we performed test simulations with setups as close as possible to the default parameters of each force field to evaluate the sensitivity of the results between the two setups. In the default G54a7 parameters, the group cut-off scheme was used with a twin range cut-off for the non-bonded interactions, where the short-range neighbor cut-off distance was set to 0.8 nm and the long range cut-off to 1.4 nm. In the CHARMM36 simulations, the LINCS algorithm was applied only to hydrogen atoms, the Verlet scheme was used with 1.2 nm distance cut-off and the long range electrostatic interactions were calculated with the particle mesh Ewald (PME) method [57]. As for the OPLS systems, the Verlet scheme was used with 1.0 nm distance cut-off and the PME method was used for the long range electrostatic interaction.

Finally, to stay updated with the latest halogen parametrization and compare potential effects in the FES, the chlorobenzene for the CHARMM36 force field was modeled with a Drude oscillator around the chlorine to model the effect of the “sigma hole” [58,59], a small area opposite to the bond that has positive electrostatic potential. The charge of the Drude particle was set 0.05 e and its mass to 0.1 u. The bond length between the Drude particle and the chlorine was 0.164 nm and the force constant 2508 kJ mol^−1 nm^−2. The equilibrium value for the angle formed by the carbon of the benzene ring, the chlorine and the Drude particle was set to 180° and the force constant to 836 kJ mol^−1 rad^−2.
4.3. Metadynamics

The FES profiles for the dimerization of each molecule were obtained by metadynamics simulations [60,61] with the well-tempered [62] adaptation. In metadynamics, also known as local elevation [63] or conformational flooding [64], positive Gaussian potentials are added on the system as a memory dependent factor that drives the system towards unexplored regions of the available conformational space. After the simulation, the deposited Gaussians are summed and they are used to calculate the unbiased free energy landscape as a function of the CVs of interest. In the well-tempered adaptation, the height of the deposited Gaussian is smoothly decreased leading to converged FES profiles. The CVs on which the bias was added were the distance between the COG of the aromatic rings and the torsional angle between atoms of the rings and their COGs, Figure 1. The angle between the normal of the ring planes was used as a third CV to project the FES by using a reweighting algorithm [65]. The height of the deposited Gaussians was set to 1.0 kJ/mol and the width to 0.05 nm and 0.2 rad for the distance and torsion, respectively. Gaussians were deposited every 500 steps and the bias factor was set to 5. A wall, in the form of a harmonic potential with force constant 200 kJ/mol, was added at distance beyond 2 nm to prevent the molecules from exploring conformations at distances beyond the second interaction shell. All profiles were translated in order to be zero at distances where the profiles were almost flat (∼1.7 nm). Block analysis was used to estimate the error from the free energy calculations.

4.4. Entropic Component of Free Energy

Since we are dealing with molecules in a multi-dimensional space, the FES profiles should be corrected for the entropic component of the free energy. Imagine an object in a three dimensional space and another object that can be placed around the first one on a sphere of specific radius. In this case, the probability of finding the second object in a specific distance increases with the surface of the sphere. Because the probability of finding an object increases at larger distances, the free energy of interaction should be modified as a function of distance. The contribution of the entropic term in the FES has been taken into account when calculating and presenting the profiles by adding an additional energy component to the FES. The formula for the entropic component is shown in Equation (2).

$$\Delta V_{\text{FES}}(r) = (n - 1) \ R \ T \ \ln(r)$$

where $\Delta V_{\text{FES}}(r)$ is the entropic free energy as a function of distance ($r$), $n$ is the number of dimensions, $R$ is the gas constant and $T$ is the temperature of the system.

Supplementary Materials: The following are available, Table S1: ATB entries for the topologies used. Most of the parameters have been optimised to reproduce experimental solvation free energies, Figure S1: FES for the dimerization of toluene (top) and statistical error of the FES calculations as a function of the block size (bottom), Figure S2: FES for the dimerization of chlorobenzene (top) and statistical error of the FES calculations as a function of the block size (bottom), Figure S3: FES for the dimerization of phenol (top) and statistical error of the FES calculations as a function of the block size (bottom), Figure S4: FES for the dimerization of styrene (top) and statistical error of the FES calculations as a function of the block size (bottom), Figure S5: FES for the dimerization of para-cresol (top) and statistical error of the FES calculations as a function of the block size (bottom), Figure S6: FES for the dimerization of cyclohexane (top) and statistical error of the FES calculations as a function of the block size (bottom), Figure S7: FES for the dimerization of naphthalene (top) and statistical error of the FES calculations as a function of the block size (bottom), Figure S8: Statistical error of the FES calculations as a function of the block size for pyrene and anthracene, respectively.

Author Contributions: Conceptualization, I.P., R.A., A.H.d.V. and S.J.M.; Data curation, I.P. and R.A.; Formal analysis, I.P. and R.A.; Writing—original draft, I.P.; Writing—review and editing, I.P., R.A., A.H.d.V. and S.J.M. All authors have read and agreed to the published version of the manuscript.

Funding: This research received no external funding.
Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Data is contained within the article or supplementary material.

Acknowledgments: This work was carried out on the Dutch national e-infrastructure with the support of SURF Cooperative.

Conflicts of Interest: The authors declare no conflict of interest.

Sample Availability: Not applicable.

References

1. Polêto, M.D.; Rusu, V.H.; Grisci, B.I.; Dorn, M.; Lins, R.D.; Verli, H. Aromatic Rings Commonly Used in Medicinal Chemistry: Force Fields Comparison and Interactions With Water Toward the Design of New Chemical Entities. Front. Pharmacol. 2018, 9, 395. [CrossRef]  
2. Fleming, S.; Ulijn, R.V. Design of nanostructures based on aromatic peptide amphiphiles. Chem. Soc. Rev. 2014, 43, 8150–8177. [CrossRef] [PubMed]  
3. Diercks, T.; Coles, M.; Kessler, H. Applications of NMR in drug discovery. Curr. Opin. Chem. Biol. 2001, 5, 285–291. [CrossRef]  
4. Aguirre, C.; Cala, O.; Krimm, I. Overview of Probing Protein-Ligand Interactions Using NMR. Curr. Protoc. Protein Sci. 2015, 81, 17.18.1–17.18.24. [CrossRef] [PubMed]  
5. Everett, J.R. Drug Discovery and Development: The Role of NMR. In eMagRes; American Cancer Society: Atlanta, GA, USA, 2015; pp. 137–150. [CrossRef]  
6. Leavitt, S.; Freire, E. Direct measurement of protein binding energetics by isothermal titration calorimetry. Curr. Opin. Struct. Biol. 2001, 11, 560–566. [CrossRef]  
7. Damian, L. Isothermal Titration Calorimetry for Studying Protein-Ligand Interactions. In Protein-Ligand Interactions: Methods and Applications; Williams, M.A., Davtian, T., Eds.; Humana Press: Totowa, NJ, USA, 2013; pp. 103–118. [CrossRef]  
8. Cubberley, M.S.; Iverson, B.L. (1)H NMR investigation of solvent effects in aromatic stacking interactions. J. Am. Chem. Soc. 2001, 123, 7560–7563. [CrossRef] [PubMed]  
9. Everitt, C.; Jaffe, R.; Maigret, B.; Pearlman, D.A.; Kollman, P.A. Benzene Dimer: A Good Model for π-π Interactions in Proteins? A Comparison between the Benzene and the Toluene Dimers in the Gas Phase and in an Aqueous Solution. J. Am. Chem. Soc. 1996, 118, 11217–11224. [CrossRef]  
10. Chipot, C.; Jaffe, R.; Maigret, B.; Pearlman, D.A.; Kollman, P.A. Benzene Dimer: A Good Model for π-π Interactions in Proteins? A Comparison between the Benzene and the Toluene Dimers in the Gas Phase and in an Aqueous Solution. J. Am. Chem. Soc. 1996, 118, 11217–11224. [CrossRef]  
11. Hobza, P.; Selzle, H.L.; Schlag, E.W. Potential Energy Surface for the Benzene Dimer. Results of ab Initio CCSD(T) Calculations Show Two Nearly Isoenergetic Structures: T-Shaped and Parallel-Displaced. J. Phys. Chem. 1996, 100, 18790–18794. [CrossRef]  
12. Kitchen, D.B.; Decornez, H.; Furr, J.R. Docking and scoring in virtual screening for drug discovery: Methods and applications. Nat. Rev. Drug Discov. 2004, 3, 935–949. doi:10.1038/nrd1549 DO. [CrossRef]  
13. Meng, X.Y.; Zhang, H.X.; Mezei, M.; Cui, M. Molecular Docking: A Powerful Approach for Structure-Based Drug Discovery. Curr. Comput. Aided Drug Des. 2011, 7, 146–157. [CrossRef] [PubMed]  
14. Pagadala, N.S.; Syed, K.; Tusznyski, J. Software for molecular docking: A review. Biophys. Rev. 2017, 9, 91–102. [CrossRef] [PubMed]  
15. Limongelli, V.; Bonomi, M.; Parrinello, M. Funnel metadynamics as accurate binding free-energy method. Proc. Natl. Acad. Sci. USA 2013, 110, 6358–6363. [CrossRef] [PubMed]  
16. Salvalaggio, M.; Giberti, F.; Parrinello, M. 1,3,5-Tris(4-bromophenyl)benzene prenucleation clusters from metadynamics. Acta Crystallogr. Sect. C 2014, 70, 132–136. [CrossRef]  
17. Bochicchio, D.; Salvalaggio, M.; Pavan, G.M. Into the Dynamics of a Supramolecular Polymer at Submolecular Resolution. Nat. Commun. 2017, 8, 147. [CrossRef]  
18. Capelli, R.; Bochicchio, A.; Piccini, G.M.; Casasonovas, R.; Carloni, P.; Parrinello, M. Chasing the Full Free Energy Landscape of Neuroreceptor/Ligand Unbinding by Metadynamics Simulations. J. Chem. Theory Comput. 2019, 15, 3354–3361. [CrossRef]  
19. Cornell, W.D.; Cieplak, P.; Bayly, C.I.; Gould, I.R.; Merz, K.M.; Ferguson, D.M.; Spellmeyer, D.C.; Fox, T.; Caldwell, J.W.; Kollman, P.A. A Second Generation Force Field for the Simulation of Proteins, Nucleic Acids, and Organic Molecules. J. Am. Chem. Soc. 1995, 117, 5179–5197. [CrossRef]  
20. Brooks, B.R.; Brucoleri, R.E.; Olafson, B.D.; States, D.J.; Swaminathan, S.; Karplus, M. CHARMM: A program for macromolecular energy, minimization, and dynamics calculations. J. Comput. Chem. 1983, 4, 187–217. [CrossRef]  
21. Scott, W.R.P.; Hünenberger, P.H.; Tironi, I.G.; Mark, A.E.; Billette, S.R.; Fennin, J.; Torda, A.E.; Huber, T.; Krüger, P.; van Gunsteren, W.F. The GROMOS Biomolecular Simulation Program Package. J. Phys. Chem. A 1999, 103, 3596–3607. [CrossRef]  
22. Jorgensen, W.L.; Maxwell, D.S.; Tirado-Rives, J. Development and Testing of the OPLS All-Atom Force Field on Conformational Energies and Properties of Organic Liquids. J. Am. Chem. Soc. 1996, 118, 11225–11236. [CrossRef]
23. Guvench, O.; MacKerell, A.D., Jr. Comparison of protein force fields for molecular dynamics simulations. *Methods Mol. Biol.* 2011, 443, 2240–2252. [CrossRef]

24. Hollingsworth, S.A.; Dror, R.O. Molecular Dynamics Simulation for All. *Neuron* 2018, 99, 1129–1143. [CrossRef] [PubMed]

25. Harrison, J.A.; Schall, J.D.; Maskey, S.; Mikulski, P.T.; Knippenberg, M.T.; Morrow, B.H. Review of force fields and intermolecular potentials used in atomistic computational materials research. *Appl. Phys. Rev.* 2018, 5, 031104. [CrossRef]

26. Ponder, J.W.; Case, D.A. Force Fields for Protein Simulations. *Adv. Protein Chem.* 2003, 66, 27–85. [CrossRef] [PubMed]

27. Gonzalez, M.A. Force fields and molecular dynamics simulations. *JDN* 2011, 12, 169–200. [CrossRef]

28. Malde, A.K.; Zuo, L.; Breeze, M.; Stroet, M.; Poger, D.; Nair, P.C.; Oostenbrink, C.; Mark, A.E. An Automated Force Field Topology Builder (ATB) and Repository: Version 1.0. *J. Chem. Theory Comput.* 2011, 7, 4026–4037. [CrossRef]

29. Vanommeslaeghe, K.; Hatcher, E.; Acharya, C.; Kundu, S.; Zhong, S.; Shim, J.; Darian, E.; Guvench, O.; Lopes, P.; Vorobyov, I.; et al. CHARMM general force field: A force field for drug-like molecules compatible with the CHARMM all-atom additive biological force fields. *J. Comput. Chem.* 2010, 31, 671–690. [CrossRef]

30. Dodda, L.S.; Cabeza de Vaca, I.; Tirado-Rives, J.; Jorgensen, W.L. LigParGen web server: An automatic OPLS-AA parameter generator for organic ligands. *Nucleic Acids Res.* 2017, 45, W331–W336. [CrossRef]

31. Jing, Z.; Liu, C.; Cheng, S.Y.; Qi, R.; Walker, B.D.; Piquemal, J.; Ren, P. Polarizable Force Fields for Biomolecular Simulations: Recent Advances and Applications. *Annu. Rev. Biophys.* 2019, 48, 371–394. [CrossRef]

32. Senn, H.M.; Thiel, W. QM/MM Methods for Biomolecular Systems. *Angew. Chem. Int. Ed.* 2009, 48, 1198–1229. [CrossRef]

33. Souza, P.C.T.; Alessandri, R.; Barnoud, J.; Thallmair, S.; Faustino, I.; Grünewald, F.; Patmanidis, I.; Abdizadeh, H.; Bruininks, B.M.H.; Wassenaar, T.A.; et al. Martini 3: A general purpose force field for coarse-grained molecular dynamics. *Nat. Methods* 2021, 18, 382–388. [CrossRef]

34. Souza, P.C.T.; Thallmair, S.; Conflitti, P.; Ramírez-Palacios, C.; Alessandri, R.; Raniolo, S.; Limongelli, V.; Marrink, S.J. Protein–ligand binding with the coarse-grained Martini model. *Nat. Commun.* 2020, 11, 3714. [CrossRef]

35. Alessandri, R.; Grünewald, F.; Marrink, S.J. The Martini Model in Materials Science. *Adv. Mater.* 2017, 29, 1600542. [CrossRef] [PubMed]

36. Smith, T.; Slipchenko, L.V.; Gordon, M.S. Modeling π–π Interactions with the Effective Fragment Potential Method: The Benzene Dimer and Substituents. *J. Chem. Theory Comput.* 2012, 8, 1003–1014. [CrossRef]

37. Schmid, N.; Eichenberger, A.P.; Choutko, A.; Riniker, S.; Winger, M.; Mark, A.E.; van Gunsteren, W.F. Definition and testing of the GROMOS force-field versions 54A7 and 54B7. *Eur. Biophys. J.* 2011, 40, 843. [CrossRef]

38. de Jong, D.H.; Periòcle, X.; Marrink, S.J. Dimerization of Amino Acid Side Chains: Lessons from the Comparison of Different Force Fields. *J. Chem. Theory Comput.* 2012, 8, 1003–1014. [CrossRef]

39. Fu, C.; Tian, S.X. A Comparative Study for Molecular Dynamics Simulations of Liquid Benzene. *J. Chem. Theory Comput.* 2008, 4, 63–88. [CrossRef]

40. Jorgensen, W.L.; Severance, D.L. Aromatic-aromatic interactions: Free energy profiles for the benzene dimer in water, chloroform, and liquid benzene. *J. Am. Chem. Soc.* 1990, 112, 4768–4774. [CrossRef]

41. Lee, E.C.; Kim, D.; Jurečka, P.; Tarakeshwar, P.; Hobza, P.; Kim, K.S. Understanding of Assembly Phenomena by Aromatic-Aromatic Interactions: Benzene Dimer and the Substituted Systems. *J. Phys. Chem. B* 1998, 102, 3586–3616. [CrossRef]

42. Smith, T.; Slipchenko, L.V.; Gordon, M.S. Modeling π–π Interactions with the Effective Fragment Potential Method: The Benzene Dimer and Substituents. *J. Phys. Chem. A* 2009, 113, 6686–6690. [CrossRef] [PubMed]

43. Udier–Blagović, M.; Morales De Tirado, P.; Pearlman, S.A.; Jorgensen, W.L. Accuracy of free energies of hydration using CM1 and CM3 atomic charges. *J. Comput. Chem.* 2004, 25, 1322–1332. [CrossRef] [PubMed]

44. Kashefolgheta, S.; Oliveira, M.P.; Rieder, S.R.; Horta, B.A.C.; Acree, W.E.; Hünenberger, P.H. Evaluating Classical Force Fields against Experimental Cross-Solvation Free Energies. *J. Chem. Theory Comput.* 2020, 16, 7556–7580. [CrossRef]

45. Fröhlich, T.; Bernetti, M.; Calonaci, N.; Bussi, G. Toward empirical force fields that match experimental observables. *J. Chem. Phys.* 2020, 152, 230902. [CrossRef]

46. Jorgensen, W.L.; Tirado-Rives, J. Potential energy functions for atomic-level simulations of water and organic and biomolecular systems. *Proc. Natl. Acad. Sci. USA* 2005, 102, 6666–6670. [CrossRef]

47. Dodda, L.S.; Višcek, J.Z.; Tirado-Rives, J.; Jorgensen, W.L. 1.14°CM1A-LBBC: Localized Bond-Charge Corrected CM1A Charges for Condensed-Phase Simulations. *J. Phys. Chem. B* 2017, 121, 3864–3870. [CrossRef]

48. Berendsen, H.J.C.; van der Spoel, D.; van Drunen, R. GROMACS: A message-passing parallel molecular dynamics implementation. *Comput. Phys. Commun.* 1995, 91, 45–56. [CrossRef]

49. Abraham, M.J.; Murtola, T.; Schulz, R.; Páll, S.; Smith, J.C.; Hess, B.; Lindahl, E. GROMACS: High performance molecular simulations through multi-level parallelism from laptops to supercomputers. *SoftwareX* 2015, 1–2, 19–25. [CrossRef]

50. Tribello, G.A.; Bonomi, M.; Branduardi, D.; Camilloni, C.; Bussi, G. PLUMED 2: New feathers for an old bird. *Comput. Phys. Commun.* 2014, 185, 604–613. [CrossRef]

51. Bussi, G.; Donadio, D.; Parrinello, M. Canonical Sampling Through Velocity Rescaling. *J. Chem. Phys.* 2007, 126, 014101. [CrossRef] [PubMed]

52. Berendsen, H.J.C.; Postma, J.P.M.; van Gunsteren, W.F.; Di Nola, A.; Haak, J.R. Molecular Dynamics with Coupling to an External Bath. *J. Chem. Phys.* 1984, 81, 3684–3690. [CrossRef]
53. Tironi, I.G.; Sperb, R.; Smith, P.E.; van Gunsteren, W.F. A generalized reaction field method for molecular dynamics simulations. *J. Chem. Phys.* 1995, 102, 5451–5459. [CrossRef]

54. Hess, B.; Bekker, H.; Berendsen, H.J.C.; Fraaije, J.G.E.M. LINCS: A linear constraint solver for molecular simulations. *J. Comput. Chem.* 1997, 18, 1463–1472. [CrossRef]

55. Berendsen, H.J.C.; Postma, J.P.M.; van Gunsteren, W.F.; Hermans, J. Interaction Models for Water in Relation to Protein Hydration. In *Intermolecular Forces, Proceedings of the Fourteenth Jerusalem Symposium on Quantum Chemistry and Biochemistry, Jerusalem, Israel, 13–16 April 1981*; Springer: Dordrecht, The Netherlands, 1981; pp. 331–342.

56. Jorgensen, W.L.; Chandrasekhar, J.; Madura, J.D.; Impey, R.W.; Klein, M.L. Comparison of simple potential functions for simulating liquid water. *J. Chem. Phys.* 1983, 79, 926–935. [CrossRef]

57. Darden, T.; York, D.; Pedersen, L. Particle mesh Ewald: An Nlog(N) method for Ewald sums in large systems. *J. Chem. Phys.* 1993, 98, 10089–10092. [CrossRef]

58. Gutiérrez, I.S.; Lin, F.Y.; Vanommeslaeghe, K.; Lemkul, J.A.; Armacost, K.A.; Brooks, C.L.; MacKerell, A.D. Parametrization of halogen bonds in the CHARMM general force field: Improved treatment of ligand-protein interactions. *Bioorg. Med. Chem.* 2016, 24, 4812–4825. [CrossRef]

59. Jorgensen, W.L.; Schyman, P. Treatment of Halogen Bonding in the OPLS-AA Force Field: Application to Potent Anti-HIV Agents. *J. Chem. Theory Comput.* 2012, 8, 3895–3901. [CrossRef]

60. Barducci, A.; Bonomi, M.; Parrinello, M. Metadynamics. *Wiley Interdiscip. Rev. Comput. Mol. Sci.* 2011, 1, 826–843. [CrossRef]

61. Laio, A.; Parrinello, M. Escaping free-energy minima. *Proc. Natl. Acad. Sci. USA* 2002, 99, 12562–12566. [CrossRef]

62. Barducci, A.; Bussi, G.; Parrinello, M. Well-Tempered Metadynamics: A Smoothly Converging and Tunable Free-Energy Method. *Phys. Rev. Lett.* 2008, 100, 020603. [CrossRef]

63. Huber, T.; Torda, A.E.; van Gunsteren, W.F. Local elevation: A method for improving the searching properties of molecular dynamics simulation. *J. Comput. Aided Mol. Des.* 1994, 8, 695–708. [CrossRef] [PubMed]

64. Grubmüller, H. Predicting slow structural transitions in macromolecular systems: Conformational flooding. *Phys. Rev. E* 1995, 52, 2893–2906. [CrossRef] [PubMed]

65. Branduardi, D.; Bussi, G.; Parrinello, M. Metadynamics with Adaptive Gaussians. *J. Chem. Theory Comput.* 2012, 8, 2247–2254. [CrossRef] [PubMed]