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Abstract. Gaussian process (GP) models that combine both categorical and continuous input variables have found use in longitudinal data analysis of and computer experiments. However, standard inference for these models has the typical cubic scaling, and common scalable approximation schemes for GPs cannot be applied since the covariance function is non-continuous. In this work, we derive a basis function approximation scheme for mixed-domain covariance functions, which scales linearly with respect to the number of observations and total number of basis functions. The proposed approach is naturally applicable to also Bayesian GP regression with discrete observation models. We demonstrate the scalability of the approach and compare model reduction techniques for additive GP models in a longitudinal data context. We confirm that we can approximate the exact GP model accurately in a fraction of the runtime compared to fitting the corresponding exact model. In addition, we demonstrate a scalable model reduction workflow for obtaining smaller and more interpretable models when dealing with a large number of candidate predictors.
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1 Introduction

Gaussian processes (GPs) offer a flexible nonparametric way of modeling unknown functions. While Gaussian process regression and classification are commonly used in problems where the domain of the unknown function is continuous, recent work has seen use of GP models also in mixed domains, where some of the input variables are categorical or discrete and some are continuous. Applications of mixed-domain GPs are found e.g. in Bayesian optimization (Garrido-Merchán and Hernández-Lobato, 2020), computer experiments (Deng et al., 2017; Roustant et al., 2020; Wang et al., 2021; Zhang and Notz, 2015) and longitudinal data analysis (Cheng et al., 2019; Timonen et al., 2021). For example in biomedical applications, the modeled function often depends on categorical covariates, such as treatment vs. no treatment, and accounting for such time-varying effects is essential. Non-trivial mixed-domain kernels are required in order to obtain an interpretable model with both shared and category-specific effects (Timonen et al., 2021).

Since all commonly used kernel functions (i.e. covariance functions) are defined for either purely continuous or purely categorical input variables, kernels for mixed-domain
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GPs are typically obtained by combining continuous and categorical kernels through multiplication. Additional modeling flexibility can be obtained by summing the product kernels as has been done in the context of GP modeling for longitudinal data (Cheng et al., 2019; Timonen et al., 2021).

It is well known that exact GP regression has a theoretical complexity of $O(N^3)$ and requires $O(N^2)$ memory, where $N$ is the number of observations. This poses a computational problem which in practice renders applications of exact GP regression infeasible for large data. Various scalable approximation approaches for GPs have been proposed (see e.g. (Liu et al., 2020) for a review). However, many popular approaches, such as the inducing point (Snelson and Ghahramani, 2006; Titsias, 2009) and kernel interpolation (Wilson and Nickisch, 2015) methods, can only be applied directly if the kernel (i.e. covariance) function is continuous and differentiable. In addition, they typically require the Gaussian observation model, which is not appropriate for modeling for example discrete, categorical or ordinal response variables. See Sec. 3 for a review of previous methods.

In the presence of a variety of possible explanatory covariates, reducing the model to a minimal set of variables can be an essential part of building an interpretable and a useful model. The combinatorial explosion of possible alternative models as a function of the number of candidate covariates poses an additional problem for scalable modeling workflow that aims to produce a small an interpretable model with good predictive properties.

In this work, we present a scalable approximation and model reduction scheme for additive mixed-domain GPs, where the covariance structure depends on both continuous and categorical variables. We extend the Hilbert space reduced-rank approximation (Solin and Särkkä, 2020) for said additive mixed-domain GPs, making it applicable to e.g. analysis of large longitudinal data sets. The approach scales linearly with respect to data set size and allows a wide variety of categorical kernels that specify possible correlation over groups. It allows an arbitrary observation model and full Bayesian inference for the model hyperparameters, and is suitable for longitudinal data as it allows product kernels of continuous and categorical kernels for modeling for example group-specific effects that sum to zero. Furthermore, we demonstrate how to use the projection predictive technique (see e.g. (Pavone et al., 2020)) for said models and compare it with a variance decomposition based covariate relevance assessment technique (Timonen et al., 2021) to obtain recommendations how to efficiently produce small and interpretable additive GP models for longitudinal data. We offer an open source R package (R Core Team, 2023) called \texttt{lgpr2}\(^1\) that implements the described longitudinal approximate GP models and model reduction techniques.

\(^1\)https://github.com/jtimonen/lgpr2
2 Background

2.1 Gaussian processes

A Gaussian process (GP) is a collection of random variables, any finite number of which has a multivariate normal distribution (Rasmussen and Williams, 2006). A function $f$ is a GP

$$f \sim \mathcal{GP}(m(x), k(x, x'))$$

(1)

with mean function $m(x)$ and kernel (or covariance) function $k(x, x')$, if for any finite number of inputs $\{x_i \in X\}_{i=1}^N$, the vector of function values $f = [f(x_1), \ldots, f(x_N)]^\top$ follows a multivariate normal distribution $f \sim \mathcal{N}(m, K)$ with mean vector $m = [m(x_1), \ldots, m(x_N)]^\top$ and $N \times N$ covariance matrix $K$ with entries $K_{nm} = k(x_n, x_m)$. The mean function is commonly the constant zero function $m(x) = 0$, and we have this convention throughout the paper. The kernel function encodes information about the covariance of function values at different points, and therefore affects the model properties crucially.

2.2 Bayesian GP regression

In GP regression, the conditional distribution of response variable $y$ given covariates $x$ is modeled as some parametric distribution $p(y \mid f(x), \theta_{\text{obs}})$, where $\theta_{\text{obs}}$ represents possible parameters of the observation model. The function $f$ has a zero-mean GP prior with covariance function $k(x, x' \mid \theta_{\text{GP}})$ that has hyperparameters $\theta_{\text{GP}}$. We focus on Bayesian GP modeling, where in addition to the GP prior for $f$, we have a parameter prior distribution $p(\theta)$ for $\theta = \{\theta_{\text{GP}}, \theta_{\text{obs}}\}$. Given $N$ observations $D = \{y_n, x_n\}_{n=1}^N$ our goal is to infer the posterior

$$p(\theta, f \mid D) \propto p(\theta, f) \cdot p(y \mid f, \theta),$$

(2)

where $y = [y_1, \ldots, y_N]^\top$. The part

$$p(\theta, f) = p(f \mid \theta) \cdot p(\theta)$$

(3)

is the prior and

$$p(y \mid f, \theta) = \prod_{n=1}^N p(y_n \mid f(x_n), \theta_{\text{obs}})$$

(4)

is the likelihood. This task often has to be done by sampling from $p(\theta, f \mid D)$ using MCMC methods, which requires evaluating the right-hand side of Eq. 2 (and possibly its gradient) thousands of times. As the likelihood and parameter prior usually are independent over each parameter and data point, they scale linearly and are not a bottleneck. Instead, computing the GP prior density

$$p(f \mid \theta) = \mathcal{N}(f \mid 0, K),$$

(5)

where the $N \times N$ matrix $K$ has entries $K_{nm} = k(x_n, x_m \mid \theta_{\text{GP}})$, is a costly operation as evaluating the (log) density of the $N$-dimensional multivariate normal distribution has
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generally $O(N^3)$ complexity (see Sec. S3.6). Furthermore, the matrix $K$ takes $O(N^2)$ memory.

An often exploited fact is that if the observation model (and therefore likelihood) is Gaussian, $f$ can be analytically marginalized and only the marginal posterior $p(\theta | D)$ needs to be sampled. This reduces the MCMC dimension by $N$ and likely improves sampling efficiency, but one however needs to evaluate $p(y | \theta)$ which is again an $N$-dimensional multivariate Gaussian. The $O(N^3)$ complexity and $O(N^2)$ memory requirements therefore remain. In this paper, we generally assume an arbitrary observation model, and defer the details of the Gaussian observation model until Sec. S3.2.

2.3 Additive GP regression

In additive GP regression, the modeled function $f$ consists of additive components so that $f = f^{(1)} + \ldots + f^{(J)}$, and each component $j = 1, \ldots, J$ has a GP prior

$$f^{(j)} \sim \mathcal{GP}(0, k_j(x, x')),$$

independently from other components. This means that the total GP prior is $f \sim \mathcal{GP}(0, k(x, x'))$ with

$$k(x, x') = \sum_{j=1}^J k_j(x, x').$$

Furthermore, $f^{(j)} \sim \mathcal{N}(0, K^{(j)})$ for each vector

$$f^{(j)} = \begin{bmatrix} f^{(j)}(x_1), \ldots, f^{(j)}(x_N) \end{bmatrix}^\top,$$

where $j = 1, \ldots, J$. The matrix $K^{(j)}$ is defined so that its elements are $K^{(j)}_{nm} = k_j(x_n, x_m)$. This means that the prior for $f = f^{(1)} + \ldots + f^{(J)}$ is $f \sim \mathcal{N}(0, K)$, where $K = \sum_{j=1}^J K^{(j)}$.

In additive GP models, we are often ultimately interested in inferring the components $f^{(j)}$, in which case Bayesian inference requires sampling all $f^{(j)}$. Adding one component increases the number of parameters by $N$ (plus the possible additional kernel hyperparameters). Moreover, the multivariate normal prior (Eq. 5) needs to be evaluated for each component, adding the computational burden. In the case of Gaussian likelihood, adding more components does not add any multivariate normal density evaluations as it still needs to be done only for $p(y | \theta)$. Also the marginal posteriors of each $f^{(j)}$ are analytically available (see Sec. S3.2).

2.4 Mixed-domain kernels for longitudinal data

Longitudinal data is common in biomedical, psychological, social and other studies and consists of multiple measurements of several subjects at multiple time points. In addition to time (often expressed as subject age), other continuous covariates can be measured. Moreover, in addition to subject id, other categorical covariates, such as
treatment, sex or country can be available. In the statistical methods literature, such
data is commonly modeled using generalized linear mixed effect models (Verbeke and
Molenberghs, 2000). In recent work (Cheng et al., 2019; Quintana et al., 2016; Timonen
et al., 2021), longitudinal data has been modeled using additive GPs, where, similar
to commonly used linear models, each component \( f^{(j)} \) is a function of at most one
categorical and one continuous variable. Each variable is assigned a one-dimensional
base kernel and for components that contain both a continuous and categorical kernel,
the kernel \( k_j \) is their product. As the total kernel \( k \) is composed of the simpler
categorical and continuous kernels through multiplication and addition, it has a mixed domain.

These models have the very beneficial property that the effects of individual covariates are interpretable. The marginal posterior distributions of each component can be studied to infer the marginal effect of different covariates. As an example, if \( k_j \) is just
the exponentiated quadratic (EQ) kernel

\[
k_{\text{EQ}}(x, x') = \alpha^2 \exp \left( -\frac{(x - x')^2}{2\ell^2} \right)
\]  

(9)
and \( x \) is age, the component \( f_j \) can be interpreted as the shared effect of age. On the
other hand, if \( k_j \) is the product kernel \( k_{\text{EQ}\times ZS}((x, z), (x', z')) = k_{\text{EQ}}(x, x')k_{\text{ZS}}(z, z') \)
where

\[
k_{\text{ZS}}(z, z') = \begin{cases} 
1 & \text{if } z = z' \\
-\frac{1}{C-1} & \text{if } z \neq z'
\end{cases}
\]  

(10)
is the zero-sum (ZS) kernel (Kaufman and Sain, 2010) for a categorical variable \( z \) that
has \( C > 1 \) categories, \( f^{(j)} \) can be interpreted as the category-specific effect of the
continuous covariate \( x \). This also has the property that the effect sums to zero over
categories at all values for \( x \) (see Timonen et al. (2021) for proof), which helps in
separating the category effect from the shared effect, if a model has both.

3 Related research

**GPs and categorical inputs**  A suggested approach to handle GPs with categorical
covariates is to use a one-hot encoding which turns a variable with \( C \) categories into \( C \)
binary variables, of which only one is on at a time, and then apply a continuous kernel
for them. Garrido-Merchán and Hernández-Lobato (2020) highlight that the resulting
covariance structure is problematic because it does not take into account that only one
of the binary variables can be one at a time. This poorly motivated approach might
have originated merely from the fact that common GP software have lacked support
for categorical kernels. We find it more sensible to define kernels directly on categorical
covariates, as that way we can always impose the desired covariance structure.

Category-specific effects of a continuous covariate \( x \) can be achieved also by assigning
independent GPs for the different categories. This way we have only continuous kernel
functions, and can possibly use scalable approaches that are designed for them. This
limited approach however cannot define any additional covariance structure between
the categories, such as the zero-sum constraint (Eq. 10). The ZS kernel is a special case
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of compound symmetry (CS), and for example Roustant et al. (2020) concluded that a CS covariance structure was more justified than using only independent GPs in their nuclear engineering application.

Chung et al. (2020) developed a deep mixed-effect GP model that facilitates individual-specific effects and scales as $O(PT^3)$, where $P$ is the number of individuals and $T$ is the number of time points. Zhang et al. (2020) handled categorical inputs by mapping them to a continuous latent space and then using a continuous kernel. While this approach can detect interesting covariance structures, it does not remove need to perform statistical modeling with a predefined covariance structure as in Sec. 2.4. Another related non-parametric way to model group effects is to use hierarchical generalized additive models (Pedersen et al., 2019), as smoothing splines can be seen as a special case of GP regression (Kimeldorf and Wahba, 1970).

Scalable GP approximations A number of approximation methods exist that reduce the complexity of GP regression to $O(NM^2)$, where $M$ controls the accuracy of the approximation. Popular approaches rely on global sparse approximations (Quiñonero Candela and Rasmussen, 2005) of the $N \times N$ covariance matrix between all pairs of data points, using $M$ inducing points. The locations of these inducing points are generally optimized using gradient-based continuous optimization simultaneously with model hyperparameters, which cannot be applied when the domain is not continuous. In Fortuin et al. (2021), the inducing-point approach was studied in purely discrete domains and Cao et al. (2015) presented an optimization algorithm that alternates between discrete optimization of inducing points, and continuous optimization of the hyperparameters. Disadvantages of this method are that it cannot find inducing points outside of the training data, does not perform full Bayesian inference for the hyperparameters, and assumes a Gaussian observation model.

A Hilbert space basis function approach for reduced-rank GP approximation in continuous domains, on which this work is based, was proposed by Solin and Särkkä (2020). Its use in the practice in the Bayesian setting was studied more in Riutort-Mayol et al. (2022).

4 Mixed-domain covariance function approximation

4.1 Basic idea

We continue with the notation established in Sec. 2, and note that $x$ denotes a general input that can consist of both continuous and categorical dimensions. We consider approximations $f \approx \tilde{f}$ that decompose the GP kernel function as

$$k(x, x') \approx \tilde{k}(x, x') = \sum_{m=1}^{M} \psi_m(x)\psi_m(x'),$$  \hspace{1cm} (11)

where functions $\psi_m$ have to be designed so that the approximation is accurate but easy to compute. This is useful in GP regression, because we get a low-rank approximate
decomposition for the kernel matrix $K \approx \tilde{K} = \Psi\Psi^T$, where $\Psi$ is the $N \times M$ matrix with elements $[\Psi]_{n,m} = \psi_m(x_n)$. Using this approximation, we can write the approximate GP prior $\tilde{f} \sim \mathcal{N}(0, \Psi\Psi^T)$ using $M$ parameters $\xi_m$ with independent standard normal priors, connected to $\tilde{f}$ through the reparametrization $\tilde{f} = \Psi\xi$, where $\xi = [\xi_1, \ldots, \xi_M]^T$.

Evaluating the prior density $p(\xi) = \prod_{m=1}^M p(\xi_m | 0, 1)$ has now only $O(M)$ cost. After obtaining posterior draws of $\xi$, we can obtain posterior draws of $\tilde{f}$ with $O(NM)$ cost, which comes from computing the matrix $\Psi$. The likelihood (Eq. 4) can then be evaluated one data point at a time and the total complexity of the approach is only $O(NM + M)$.

Furthermore, the memory requirement is reduced from $O(N^2)$ to $O(NM)$, since we only need to store $\Psi$ and never compute $K$. This is the approach used throughout this paper, and the focus is on how to design the functions $\psi_m$ for different kernel functions so that the approximation is accurate with $M \ll N$.

### 4.2 Continuous isotropic covariance functions

A continuous stationary covariance function $k(x, x') : \mathbb{R}^D \times \mathbb{R}^D \rightarrow \mathbb{R}$ depends only on the difference $r = x - x'$ and can therefore be written as $k(r)$. Such covariance functions can be approximated by methods that utilize the spectral density

$$S(\omega) = \int k(r)e^{-i\omega^\top r}dr. \tag{12}$$

If the covariance function is isotropic, meaning that it depends only on the Euclidean norm $\|r\|$, also $S(\omega)$ is isotropic and can be written as $S(\|\omega\|)$, i.e. as a function of one variable. As shown in (Solin and Särkkä, 2020), an isotropic covariance function can be approximated as

$$\tilde{k}(x, x') = \sum_{b=1}^B s_b \phi_b(x)\phi_b(x'), \tag{13}$$

where $s_b = S(\sqrt{\lambda_b})$ and $\phi_b$ and $\lambda_b$ are the $B$ first eigenfunctions and eigenvalues of the Dirichlet boundary value problem

$$\begin{cases}
\frac{\partial^2}{\partial x^2} \phi_b(x) = \lambda_b \phi_b(x), & x \in \Omega \\
\phi_b(x) = 0, & x \in \partial\Omega \tag{14}
\end{cases}$$

for a compact set $\Omega \subset \mathbb{R}^D$. We see that this approximation has the same form as Eq. 11 with $M = B$ and $\psi_m(x) = \sqrt{s_m}\phi_m(x)$. The spectral density has a closed form for many kernels, and the domain $\Omega$ can be selected so that the eigenvalues and eigenfunctions have one too. Functions $\psi_m(x)$ are therefore easy to evaluate and the computation strategy described in Sec. 4.1 can then be used. As an example, when $D = 1$ and $\Omega = [-L, L]$ with $L > 0$, we have

$$\begin{cases}
\phi_b(x) = \frac{1}{\sqrt{2}} \sin \left( \frac{\pi b (x + L)}{2L} \right), \\
\lambda_b = \left( \frac{\pi b}{2L} \right)^2.
\end{cases} \tag{15}$$
and it was proven in (Solin and Särkkä, 2020) that in this case \( \lim_{L \to \infty} \lim_{B \to \infty} \hat{k}(x, x') = k(x, x') \) uniformly for any stationary \( k \) that has a regular enough spectral density. For example for the EQ kernel (Eq. 9) \( k_{\text{EQ}}(r) = \alpha^2 \exp\left(-\frac{r^2}{2\ell^2}\right) \), the spectral density is \( S_{\text{EQ}}(\omega) = \alpha^2 \ell \sqrt{2\pi} \exp\left(-\frac{\ell^2 \omega^2}{2}\right) \).

### 4.3 Kernels for categorical variables

**Eigendecomposition**

Let us study a kernel \( k : \mathcal{X} \times \mathcal{X} \to \mathbb{V} \subset \mathbb{R} \), where \( \mathcal{X} \) is a finite set of \( C \) possible values (categories). We can encode these categories numerically as integers \( \mathcal{X} = \{1, \ldots, C\} \). Because there are only \( C^2 \) possible input combinations \((v, w)\) for \( k \), and therefore \(|\mathbb{V}| \leq C^2 \), we can list them in the \( C \times C \) matrix \( C \) which has elements \( [C]_{v,w} = k(v, w) \). If \( k \) is symmetric, the symmetric square matrix \( C \) has the orthogonal eigendecomposition

\[
C = \Theta D \Theta^\top,
\]

where \( D \) is the diagonal matrix containing the eigenvalues \( d_c, c = 1, \ldots, C \) on the diagonal and \( \Theta \) has the \( C \) eigenvectors as its columns. For each column \( c \), we can define function \( \varphi_c : \mathcal{X} \to \mathbb{R} \) so that \( \varphi_c(v) = [\Theta]_v,c \). We see that

\[
k(v, w) = [C]_{v,w} = [\Theta D \Theta^\top]_{v,w}
\]

\[
= \sum_{c=1}^{C} d_c [\Theta]_{v,c} [\Theta]_{w,c} = \sum_{c=1}^{C} d_c \varphi_c(v) \varphi_c(w),
\]

meaning that we have written \( k \) in the form of Eq. 11 with \( M = C \) and \( \psi_m(x) = \sqrt{d_m} \varphi_m(x) \). Note that this is an exact function decomposition for \( k \) and not an approximation. The complexity of computing the eigendecomposition is \( O(C^3) \), but in typical applications \( C < N \) and this is not a bottleneck. Actually, for example for the ZS kernel and other CS kernels, the eigenvalues have a closed form and the corresponding eigenbasis is known (see next subsection). Furthermore, if \( k \) does not depend on any hyperparameters, the eigendecomposition only needs to be done once before parameter inference. If it is of type \( k(x, x') = \alpha^2 k_0(x, x') \) where \( \alpha \) is the only parameter, the decomposition can obviously be done just for \( k_0 \) which again has no parameters. Evaluating functions \( \varphi_m \) is easy as it corresponds to just looking up a value from the matrix \( \Theta \).

**Compound symmetry kernels**

For a categorical variable \( z \), the compound symmetry (CS) (Pinheiro and Bates, 2000) kernel function is

\[
k_{\text{CS}}(z, z' \mid \alpha, \rho) = \begin{cases} 
\alpha^2 & \text{if } z = z' \\
\rho & \text{if } z \neq z'
\end{cases},
\]

(19)
meaning that all within-group variances \( \alpha^2 \geq 0 \) are equal and all between-group covariances \( \rho \) are too. For \( z \) with \( C \) different categories, we need the restriction \( \frac{\alpha^2}{C-1} \leq \rho \leq \alpha^2 \) to ensure that \( k_{CS}(z, z' | \alpha, \rho) \) is positive semidefinite. By fixing \( \rho = -\frac{\alpha^2}{C-1} \), we recover \( \alpha^2 k_{ZS}(z, z') \) as a special case.

The \( C \times C \) matrix \( C \) that has elements \( \{C \}_{v,w} = k_{CS}(v, w | \alpha, \rho) \) has eigenvalues \( \{d \}_{1} = \alpha^2 + (C-1)\rho \), \( d_{c} = \alpha^2 - \rho \) for \( c = 2, \ldots, C \) and the eigenvector corresponding to \( d_{1} \) is the vector of ones \( \mathbf{1} \), and the eigenspace of \( d_{c} \), \( c \in \{2, \ldots, C\} \), is the orthogonal complement \( \mathbf{1}^\perp \) (Roustant et al., 2020). The decomposition \( C = \Theta D \Theta^\top \) can therefore be created for example so that the first column of \( \Theta \) is \( \mathbf{1} \) normalized to unit length and remaining columns are normalized columns of the \( C \times (C-1) \) Helmert contrast matrix (Chambers and Hastie, 1992). The diagonal matrix \( D \) has the eigenvalues \( d_{c} \), \( c = 1, \ldots, C \), on its diagonal. For the ZS kernel, the eigenvalue \( d_{1} \) is zero, meaning that we actually have a rank \( C-1 \) decomposition.

### 4.4 Mixed-domain product kernels

We now consider approximating a product kernel \( k(x, x') = \prod_{i=1}^{P} k_{i}(x, x') \) with \( \tilde{k}(x, x') = \prod_{i=1}^{P} \tilde{k}_{i}(x, x') \), where for each \( \tilde{k}_{i} \) we have an available decomposition

\[
\tilde{k}_{i}(x, x') = \sum_{m=1}^{M_{i}} \psi_{i,m}(x)\psi_{i,m}(x'),
\]

which might be an approximation or an exact decomposition of \( k_{i} \). The total approximation is

\[
\tilde{k}(x, x') = \prod_{i=1}^{P} \sum_{m=1}^{M_{i}} \psi_{i,m}(x)\psi_{i,m}(x')
\]

\[
= \sum_{m_{1}=1}^{M_{1}} \cdots \sum_{m_{P}=1}^{M_{P}} \psi_{m_{1},\ldots,m_{P}}(x)\psi_{m_{1},\ldots,m_{P}}^{*}(x')
\]

where \( \psi_{m_{1},\ldots,m_{P}}(x) = \prod_{i=1}^{P} \psi_{i,m_{i}}(x) \). We have now a representation of the product kernel in the form of Eq. 11 with \( M = \prod_{i=1}^{P} M_{i} \) sum terms. Note that since the individual kernels in the product kernel can be both categorical and continuous, Eq. 23 provides a kernel representation for mixed-domain GPs with product kernels. Also note that \( M \) grows exponentially with \( P \).

An example with \( P = 2 \) is the \( k_{EQ \times ZS}((x, z), (x', z')) \) interaction kernel (see Eq. 9-10), for which \( M_{1} = B, M_{2} = C \), and

\[
\psi_{c,b}^{*}(x, z) = \sqrt{s_{b}} \phi_{c}(x)\varphi_{c}(z).
\]
4.5 Mixed kernels for longitudinal data

In our framework, we consider mixed kernels $k : \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{R}$, where $\mathcal{X}$ is a mixed space of both continuous and categorical dimensions, consisting of multiplication and addition so that

$$k(x, x') = \sum_{j=1}^{J} \left( \prod_{q=1}^{Q_j} k_{j,q}(x, x') \prod_{r=1}^{R_j} \kappa_{j,r}(x, x') \right),$$

(25)

where each $k_{j,q} : \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$ is isotropic and depends only on one continuous dimension of $x$ and each $\kappa_{j,r} : \{1, \ldots, C_{j,r}\} \rightarrow \mathbb{R}$ depends only on one categorical dimension of $x$, which has $C_{j,r}$ different categories. For each $k_{j,q}$, we use the basis function approximation (Eq. 13) with $B_{j,q}$ basis functions and domain $\Omega = [-L_{j,q}, L_{j,q}]$, and for each $\kappa_{j,r}$ the exact decomposition (Eq. 18). Using Eq. 22, we can obtain an approximation for the mixed domain kernel for longitudinal data shown in Eq. 25 that has the desired form

$$\tilde{k}(x, x') = \sum_{m=1}^{M} \psi_m(x) \psi_m(x'),$$

(Eq. 11) using

$$M = \sum_{j=1}^{J} \left( \prod_{q=1}^{Q_j} B_{j,q} \prod_{r=1}^{R_j} C_{j,r} \right)$$

(26)

terms. In each term, the function $\psi(x)$ is a product of $Q_j$ factors $\sqrt{s_\phi(x)}$ and $R_j$ factors $\sqrt{d_\psi(x)}$.

As an example, consider a commonly used additive longitudinal modeling approach where each additive term models the interaction effect for one continuous covariate and one categorical covariate, i.e., $Q_j = R_j = 1$ for each $j$. Assuming we use $B_{j,1} = B$ basis functions for all components, then the scalability is $O(NM + M)$ where $M = B \sum_{j=1}^{J} C_{j,1}$. Further, if each categorical variable has $C$ many different values, then the scalability is $O(NM + M)$, where $M = BJC$.

5 Model reduction

In many applications, a variety of potential explanatory variables are available and it is not known which should be included in the model. If the only goal is prediction, it can be useful to include all variables in the model. However, to reduce future measurement costs and improve interpretability, we often want to reduce the model as much as we can without losing predictive performance significantly. This is called minimal subset variable selection (Pavone et al., 2020). Compact representing the data generating process is the goal also in descriptive modeling (Shmueli, 2010).

Here we compare two methods that are specifically suited for reducing the approximate additive GP models of longitudinal data, but have not been extensively highlighted in the longitudinal modeling literature. The model reduction problem is to select a subset of the components $j \in \{1, \ldots, J\}$ in the sum $f = \sum_{j=1}^{J} f^{(j)}$. 
5.1 Additive variance decomposition

This method involves first fitting a full model $M_{\text{full}}$ with all candidate components included. The amount of noise $p_{\text{noise}} \in (0, 1)$ is estimated from it using a variance decomposition similar to the Bayesian $R^2$ (Gelman et al., 2019), and the remaining variance is decomposed between all the model components to obtain component relevances $\text{rel}_j \in (0, 1 - p_{\text{noise}})$, i.e., $p_{\text{noise}} + \sum_{j=1}^{J} \text{rel}_j = 1$. The relevances can be used to rank the components from most important to least important, and the total explained variance (cumulative relevance) given a subset $J \subseteq \{1, \ldots, J\}$ of components is

$$\text{rel}_J = p_{\text{noise}} + \sum_{j \in J} \text{rel}_j \quad (27)$$

The final reduced model can be selected to be the smallest subset that has, for example, $\text{rel}_J \geq 0.95$.

Timonen et al. (2021) demonstrated that the method works well for exact longitudinal GP models, outperforming a cross-validation based method (Cheng et al., 2019) in assessing the covariate relevances. However, the experiments were done on data sets with a relatively low number of potential explanatory variables, and the experiments with simulated data did not involve correlated predictors.

5.2 Projection predictive model selection

Overview

The projection predictive method (Goutis and Robert, 1998) is a model reduction method based on first fitting the best possible reference model $M_{\text{ref}}$, which in our case will be the same as $M_{\text{full}}$ but does not generally need to be. For a given submodel $M_{\perp}$ containing a subset of the components, the submodel is fit by projecting the predictive distribution of $M_{\text{ref}}$ onto $M_{\perp}$. This is done by minimizing KL divergence between the predictive distributions. In practice, the fit consists of MCMC draws and they have to be projected one by one. For models in the exponential family, this is equivalent to maximizing the likelihood of $M_{\perp}$ when the data is replaced by the prediction given by $M_{\text{ref}}$ (Pavone et al., 2020). A good reference model therefore is able to filter noise in the data, and therefore stabilize the model reduction process. A good theoretical explanation of why the reference model is helpful is given by Piironen et al. (2020).

The projection predictive technique cannot directly give a relevance value for each model component, and has to be coupled with a search through the subspace of alternative submodels. This gives a path through the submodel space, and some rule is then needed for final model size determination so that the predictive distribution of $M_{\text{sub}}$ is close enough to that of $M_{\text{ref}}$ (Piironen et al., 2020). An intuitive rule for deciding the reduced model size $k$ is to pick the smallest $k$ so that an estimated predictive utility, such as the expected log predictive density (ELPD), of the submodel is close to that of the reference model. Mathematically, this can be formulated as $|\Delta_{\text{ELPD}}^k| \leq 1$, where
the relative difference in ELPD using model size $k$ is
\[
\Delta_k^{\text{ELPD}} = \frac{\hat{u}^* - \hat{u}_k}{s_k^*},
\]
(28)
where $\hat{u}_k$ is the ELPD estimate for the submodel, $\hat{u}^*$ is the ELPD estimate for the reference model, and $s_k^*$ is the standard error for the reference model ELPD estimate.

For other rules, see McLatchie et al. (2024).

For various types of models (Catalina et al., 2022; McLatchie et al., 2024; Piironen and Vehtari, 2017), the projection predictive technique has been shown to be able to find relatively small subsets of predictors that still have a good predictive power. The technique is fairly mature for generalized linear models (Piironen and Vehtari, 2017), but for complex types of models such as generalized linear mixed models and generalized additive (mixed) models (GAMs), it requires nontrivial tuning (Catalina et al., 2022).

**Application for approximate GP models of longitudinal data**

The approximate additive GP models used in our experiments can be seen as GAMs, since the modeled function can be written as
\[
f(x) = \sum_{j=1}^{J} f^{(j)}(x_j, z_j) = \sum_{j=1}^{J} \sum_{b=1}^{B_j} w_{j,b} \phi_{j,b}(x_j)
\]
(29)
where $x_j$ is continuous\(^2\), $z_j$ is a categorical factor, and the parameter $w_{j,b}$ can be specific to group $z_j$. We note that shared effect terms are actually of the form $f^{(j)}(x_j)$ and some terms may be only a category-specific offset, having the form $f^{(j)}(z_j)$.

GAM parameters are typically fitted by penalizing the likelihood with a wiggliness penalty term to avoid overfitting and Catalina et al. (2022) used similar penalization when applying the projection predictive method for GAMs. For exponential family models, projecting a reference model prediction $f^*$ to submodel $M_\perp$ corresponds to finding coefficients $w_{j,b}$ of the submodel that maximize the likelihood $L(f^* \mid \theta)$. However, as this optimization problem is not identifiable, we instead maximize a penalized log likelihood
\[
L_\gamma(f^* \mid \theta) = \log L(f^* \mid \theta) + \sum_{j \in M_\perp} \gamma_j \int_{\Omega} \left[ \frac{\partial^2}{\partial x_j^2} f^{(j)}(x_j) \right]^2 dx_j,
\]
(30)
where we have assumed $f^{(j)}(x_j, z_j) = f^{(j)}(x_j)$ for simplicity. For how the categorical effects affect the penalization, we refer to Wood (2017), since we use the `gam()` function of the mgcv R package to solve the penalized optimization problem that performs the projection. This is achieved by defining a custom smooth that corresponds to the Hilbert space GP basis functions, and implementing the corresponding penalty for it. Submodel terms of the form

\(^2\)Note that $x_j$ in the formula can be the same variable for many $j$, if both its shared and category-specific effects are modeled.
• \(f^{(j)}(x_j)\) correspond to \(s(x_j)\)
• \(f^{(j)}(z_j)\) correspond to \(z_j\)
• \(f^{(j)}(x_j, z_j)\) correspond to \(s(x_j, by = z_j) + z_j\)

in the R formulas that we use with \texttt{gam()}\texttt{.} We use the "GCV.Cp" option to select the smoothing parameters \(\gamma_j\).

Note that since the reference model fit consists of MCMC draws and the projection is done draw-by-draw, the penalised log likelihood optimization problem needs to be solved for the reference model predictions \(f^*\) computed using each draw. We use a subset of draws from the posterior to speed up the projection and be able to scale to larger sets of alternative submodels.

**Penalization for Hilbert space basis functions**

We derive here the second derivative-based wiggliness penalty for the Hilbert space basis functions of the EQ kernel. Assume that the additive submodel has a term \(f_j\) modeled as an approximate GP (Eq. 13) with basis functions \(\phi_{j,b}(x) = \frac{1}{\sqrt{L}} \sin\left(\frac{\pi b(x+L)}{2L}\right)\), \(b = 1, \ldots, B\) and domain \(\Omega = [-L, L]\). The integral in the penalization term \(j\) in Eq. 30 becomes

\[
\int_{\Omega} [f''(x)]^2 \, dx = \int_{\Omega} \left[ \sum_{b=1}^{B} \sqrt{s_b} \phi''_b(x) \right]^2 \, dx, \tag{31}
\]

where we have dropped the subscript \(j\) and superscript \((j)\) for readability. We have

\[
\phi''_b(x) = -\frac{(\pi b)^2}{(2L)^2} \cdot \phi_b(x) \tag{32}
\]

and can write

\[
\int_{\Omega} [f''(x)]^2 \, dx = w^\top S w, \tag{33}
\]

where

\[
[S]_{l,m} = \int_{\Omega} \phi''_l(x) \phi''_m(x) \, dx = 0 \tag{34}
\]

for \(l \neq m\) and

\[
[S]_{b,b} = \left(\frac{\pi b}{2L}\right)^4 \tag{35}
\]

on the diagonal. See derivation in Sec. S3.4. This means that basis functions with a higher frequency in the sine wave (larger \(b\)) are penalized more.
6 Results

We confirm the scalability and accuracy of the presented approach using experiments with simulated and real data. Code for reproducing the experiments is publicly available \(^3\). In the same way as the earlier \texttt{lgpr} package (Timonen et al., 2021), the new R package \texttt{lgpr2} has a user-friendly interface based on the formula syntax in R and fits the described longitudinal approximate GP models using Stan (Carpenter et al., 2017).

In all experiments, we used the same number of basis functions \(B\) for each approximate continuous kernel, and for all approximate components the same domain scaling factor \(c\), which is defined so that \(\Omega = [-L,L]\) with \(L\) being \(c\) times the half-range of the continuous covariate of the approximated kernel (Riutort-Mayol et al., 2022). Additional experiment details are documented in Sec. S1.1.

6.1 Experiment 1: Simulation study

In the first experiment, we create simulated longitudinal data consisting of categorical variables \(id\) and \(z\), and a continuous variable \(age\). We create data with 9 individuals, where individuals with \(id \in \{1,4,7\}\) belong to group \(z = 1\), individuals with \(id \in \{2,5,8\}\) belong to group \(z = 2\) and individuals \(id \in \{3,6,9\}\) belong to group \(z = 3\). For each individual 1-6, we create \(\frac{N_{\text{train}}}{6}\) observations at time points where \(age\) is drawn uniformly from the interval \([0,10]\), and \(N_{\text{train}}\) is varied as \(\{60,90,120,150,180,210\}\). For individuals 7-9, \(\frac{N_{\text{test}}}{3}\) observations are created similarly, with \(N_{\text{test}} = 150\).

We consider an additive GP model \(f = f^{(1)}(age) + f^{(2)}(age,z)\) with kernels

\[
\begin{align*}
k_1 &= \alpha_1^2 k_{\text{EQ}}(age, age' \mid \ell_1) \\
k_2 &= \alpha_2^2 k_{\text{ZS}}(z,z) k_{\text{EQ}}(age, age' \mid \ell_2)
\end{align*}
\]

and we simulate a realization of \(f \in \mathbb{R}^{N_{\text{test}} + N_{\text{train}}}\) data using \(\alpha_1 = \alpha_2 = 1\), \(\ell_1 = 2\) and \(\ell_2 = 1\). We then generate a response variable measurements \(y = 100 + 10 \cdot (f + \epsilon)\), where \(\epsilon_i \sim \mathcal{N}(0,0.5^2)\) and the realization \(f\) represents the ground truth signal.

Data from individuals 1-6 is used in training, while data from individuals 7-9 is left for testing. Using the training data, we fit an exact and approximate model with the correct covariance structure from Eq. 36 using the Gaussian likelihood model. Exact model is fitted with \texttt{lgpr} (Timonen et al., 2021), which also uses Stan for MCMC. The exact model utilizes the marginalization approach for GPs (Sec. S3.2-S3.3), since Gaussian observation model is specified.

Fig. 1 shows the posterior predictive mean of the exact model and different approximate models with \(c = 1.5\), using \(N_{\text{train}} = 150\). We see that with \(B = 16\) and \(B = 32\) the mean predictions are indistinguishable from the exact model. We fit the approximate model using different values of \(B\) and \(c\), and repeat the experiment using different values for \(N_{\text{train}}\). Results in Fig. 3 validate empirically that the runtime scales linearly as a function of both \(N_{\text{train}}\) and \(B\).

\(^3\)https://github.com/jtimonen/scalable-mixed-domain-GPs
Figure 1: The posterior predictive mean for four different approximate models in one replication of Experiment 1. The models differ only based on the number of basis functions $B$ and domain scaling factor $c$. The yellow line shows the posterior predictive mean for the corresponding exact GP model as a reference. Black dots are training data and red crosses test data.
We compute the mean log predictive density (MLPD), at test points $y^* \in \mathbb{R}^{150}$ (see Sec. S3.1.2 for details about out-of-sample prediction and MLPD). Results in Fig. 2 show that the MLPD of the approximate model approaches the exact model as $B$ grows. It is seen that with small data sizes and small $B$, the predictive performance can actually be better than that of the exact model, possibly because the coarser approximation is a simpler model that generalizes better in this case.

6.2 Experiment 2: Canadian weather data

We analyze data that consists of yearly average temperature measurements in 35 Canadian weather stations (Ramsay and Silverman, 2005). There is a total of $N = 35 \times 365 = 12775$ data points, which are daily temperatures at the 35 locations, averaged over the years 1960-1994. We fit an additive GP model $f = f^{(1)}(\text{day}) + f^{(2)}(\text{day, region}) + f^{(3)}(\text{day, station})$, with Gaussian likelihood using the EQ kernel for $f^{(1)}$ and the product $\text{EQ} \times \text{ZS}$ kernel for $f^{(2)}$ and $f^{(3)}$.

We use domain scaling factor $c = 1.5$ for all components and run 4 MCMC chains in parallel using 4 CPU cores on a cluster. This was repeated with different values of $B = 8, 12, 16, 24, 32$, where $B$ is the number of basis functions for each component. Total runtimes for fitting the models were 4.10, 7.24, 7.47, 14.18 and 18.76 hours, respectively. The posterior distributions of each model component with $B = 32$ are in Fig. 4. The posterior predictive distribution for each station separately is visualized in Fig. S1. Note that this data set with 12755 data points is large enough to make MCMC sampling for exact additive GP model fitting prohibitively slow.
Figure 3: Runtimes of fitting the exact and approximate models in Experiment 1. 

6.3 Experiment 3: US presidential election prediction

In this example we demonstrate a beta-binomial observation model and model the vote share of the Republican Party in each state in US presidential elections. By two-party vote share we mean proportion of votes cast to the Republican candidate divided by the sum of votes to both the Republican and Democratic candidates. Following Trangucci (2017), Washington DC is excluded from the analysis. We use data from the 1976-2016 elections as training data, meaning that $N = 50 \times 11 = 550$.

We fit an additive GP model $f = f^{(1)}(year) + f^{(2)}(year, region) + f^{(3)}(year, state)$, with beta-binomial observation model using the EQ kernel for $f^{(1)}$ and the product EQ×ZS kernel for $f^{(2)}$ and $f^{(3)}$. The observation model is

$$y^R \sim \text{Beta-Binomial}(y^R + y^D, a, b),$$

where $y^R, y^D$ are the number of votes for the Republican and Democratic parties, respectively, $a = \rho(\gamma^{-1} - 1)$, $b = (1 - \rho)(\gamma^{-1} - 1)$, and $\rho = \text{inv-logit}(f + w_0)$. We use a $N(0, 0.5^2)$ prior for the intercept $w_0$ and a Log-Normal(1,1) prior for the $\gamma$ parameter.

The posterior distributions of each model component are in Fig. 5. See also Fig. S2, where we have also visualized the data from 2020 election to validate that the model predicts well into the future. Fitting a model with $B = 24$ and $c = 2.0$ on a laptop computer running 4 MCMC chains in parallel took approximately 18 minutes. It is possible to fit an exact GP model to a dataset of this size, but we estimate it would take more than a day on the same machine.

---

4 Data is from (MIT Election Data and Science Lab, 2017).

5 2018 MacBook Pro, 3 GHz Quad-Core Intel i5 CPU
Figure 4: Results for the Canadian weather data experiment with $B = 32$ and $c = 1.5$. Panels a-c show the marginal posterior distribution of each of the three components $f^{(1)}$, $f^{(2)}$ and $f^{(3)}$ (mean ± two times standard deviation). Standard deviation is not shown for $f^{(3)}$ for clarity. The functions are on the standardized scale (response variable normalized to zero mean and unit variance). We see for example that the regions tend to have larger differences during winter. Notice that due to the specified categorical correlation structure, the effects of each region ($f^{(2)}$) sum to zero at each time point, and so do also the effects specific to each station ($f^{(3)}$). The sum-to-zero constraint disentangles the region or station specific time effects from the shared time effects.
Figure 5: Results for the US election prediction experiment with $B = 24$ and $c = 2.0$. Figures a)-c) show the marginal posterior distribution of each of the three components $f^{(1)}$, $f^{(2)}$ and $f^{(3)}$ (mean ± two times standard deviation). Standard deviation is not shown for $f^{(2)}$ and $f^{(3)}$ for clarity.
6.4 Experiment 4: Model reduction with simulated data

We use the \texttt{lgpr} package to simulate data from an additive GP model with a shared \textit{age} effect (nonlinear), \textit{id}-specific effect (baseline offset), a category-specific effect of a 2-level categorical variable \( z \) (nonlinear), a category-specific effect of a 3-level categorical variable \( r \) (nonlinear), a shared effect of a continuous variable \( x \) (nearly linear), and a shared effect of a continuous variable \( w \) (nearly linear). Furthermore, we add \( U = 16 \) continuous nuisance variables \( x_1, \ldots, x_U \) and \( U = 16 \) 2-level categorical nuisance variables \( z_1, \ldots, z_U \). While \( x, w \) are generated independently, the continuous nuisance variables are drawn from a multivariate Gaussian distribution so that their correlation with \( x \) is \( \rho = 0.85 \). The categorical nuisance variables are created from \( z \) so that their category is flipped for \( \frac{1}{3} \) of the individuals, in order to induce correlation also between the categorical variables and thus make the model reduction task more difficult. The number of individuals is 50, and with 16 observations each, the data set size is \( N = 800 \).

The signal in the true model to generate data is
\[
    f_{\text{true}} = f^{(1)}(\text{id}) + f^{(2)}(\text{age}) + f^{(3)}(\text{age}, z) + f^{(4)}(\text{age}, r) + f^{(5)}(x) + f^{(6)}(w)
\]  
(38)
and Gaussian noise is added so that signal-to-noise ratio is \( \text{SNR} = \{0.1, 0.25, 0.5\} \). The fitted reference model \( M_{\text{ref}} \) is
\[
    f_{\text{ref}} = f_{\text{true}} + \sum_{u=1}^{U} f^{(u)}_x(x) + \sum_{u=1}^{U} f^{(u)}_z(\text{age}, z_u)
\]  
(39)
and we use the EQ kernel to model the shared effects and the EQ\( \times \)ZS product kernel for category-specific \textit{age} effects, while the effect of \textit{id} is a subject-specific offset. The total number of terms is therefore \( 6 + 2U = 38 \). We compare methods to reduce this model to the simplest possible, i.e. ideally the one with the “true” relevant covariates \textit{id, age, x, z, w, r}, or a small model with equal predictive performance. When performing a forward search, we always assume that \( f^{(1)}(\text{id}) \) and \( f^{(2)}(\text{age}) \) are in the model due to their special nature in longitudinal modeling. Additional details on the experiment setup are in Sec. S1.2.

We compare two search heuristics for the projection predictive method: a greedy forward search based on KL divergence against the reference model, and a pre-specified search path given by the component relevances determined via the additive variance decomposition (AVD, Sec. 5.1). To speed up the search, we project only a subsample of 30 posterior draws during forward search, and rank the submodels based on the mean pointwise KL divergence between the projected predictive distribution of the submodel and reference model. After every forward search step \( k \), we project 100 draws to compute the expected projected log predictive density (ELPD) estimate \( \hat{\mu}_k \) for the chosen submodel, approximated using Pareto-smoothed importance sampling leave-one-out cross validation (PSIS-LOO) (Vehtari et al., 2017). ELPD for the reference model, \( \hat{\mu}^* \), is computed using PSIS-LOO with all posterior draws. Both stepwise methods are run until the model has \( k = 8 \) terms.

Fig. 6a shows, as a function of model size \( k \), the estimated relative difference in ELPD (Eq. 28). We see that the difference between the two search heuristics is very small, but
Figure 6: Model reduction comparison experiment, with different values for the signal-to-noise ratio $\text{SNR} = \{0.1, 0.25, 0.5\}$. The orange dashed vertical line shows the true model size used to generate the data. a) The estimated relative difference $\Delta_{\text{ELPD}}^k$ in predictive performance (lower is better) shows that the greedy forward search is able to find on average slightly better models with a given number of variables $k$ than the predefined path based on the componentwise relevances obtained via the additive variance decomposition (AVD). The black horizontal dashed lines represent the model size selection rule $|\Delta_{\text{ELPD}}^k| \leq 1$, and we see that the model size needed to satisfy it depends on the SNR. b) Cumulative relevance (explained variation) of the submodel with a given number of terms, given by AVD. The black horizontal dashed lines represent the model size selection threshold 0.95, and we see that the model size needed to satisfy it also depends on the SNR. The dots in panels a-b show the median and the error bars show 90% central credible intervals over the 50 repetitions. c) Proportion of "true" terms in the model at each step of the model search path. Shown are averages over the 50 repeated simulation experiments.
the forward search can achieve a slightly better ELPD on average at given $k$. With $\text{SNR} = 0.1$, the data is so noisy that already the empty model has similar predictive performance as the reference model. With $\text{SNR} = 0.25$, three terms are usually required and with $\text{SNR} = 0.5$, five to six terms are required.

In Fig. 6b, we provide as comparison the cumulative relevance (Eq. 27) given by AVD at each step $k$, using the same two search heuristics for the submodel. Plotted with the black horizontal dashed line is a possible threshold 0.95, used in Timonen et al. (2021), which seems to result in larger model sizes than projection predictive method, difference being clearest in the $\text{SNR} = 0.1$ case where three to four variables are usually needed.

In Fig. 6c, we compare the proportion of "true" terms in the model by each method at each step of the search path. The forward search path seems to perform better choices on average. To shed light on the types of wrong selections, we plot the distribution of the selected term at steps $k = 3, 4, 5, 6$ (i.e. after the id and age terms that are fixed in the model at $k = 1, 2$) in Fig. S3. We see for example that selecting categorical nuisance variables into the model is more common than selecting continuous nuisance variables in this experiment.

In Table S1, we report the average runtimes for different parts of performing the model reduction workflow. We see that running the full forward search for 8 steps takes a similar amount of time as fitting the reference model, and the search using the predefined search path based on AVD takes an order of magnitude less time, as computing the AVD has a negligible runtime. We note that in practice the search would be stopped as the stopping condition for model size is met, which usually occurs earlier.

An additional experiment with a larger data set and different number of true variables is described in Sec. S2.

7 Conclusion

Gaussian processes offer an attractive framework for specifying flexible models using a kernel language. The computational cost of their exact inference however limits possible applications to small data sets, and the complexity of alternative model spaces poses additional limits for the scalability of a useful model building workflow. Our scalable framework opens up a rich class of GP models to be used in large scale applications of various fields of science as the computational complexity is linear with respect to data size. We have presented a scalable approximation scheme for mixed-domain covariance functions, and demonstrated its use in the context of Bayesian GP regression. However, it can also be applied in GP applications where the kernel hyperparameters are optimized using a marginal likelihood criterion. A limitation is that we have assumed that the categorical kernels are symmetric, and continuous kernels are stationary. Non-stationary effects can still be modeled by applying a warping on the input first, and then using a stationary kernel (see for example (Snoek et al., 2014)).

Based on the model reduction experiments, the projection based full forward search seems to be able to rank the variables in a better order based on whether they were actually in the data-generating model. However, we note that the practical relevance of
the "false" variables that are correlated with the "true" variables is not zero since they retain some of predictive information of the "true" variables. The additive variance decomposition (AVD) method seems to perform remarkably well in selecting small models that have a good predictive performance even in challenging settings and in the presence of a multitude of collinear predictors. It is a viable candidate for ranking the variables in applications where performing a full forward search is prohibitively slow due to the larger number of alternative models at each step, and also useful for determining the final model size. One reason for why the AVD works well for these longitudinal models is the fact that in the full model we use the zero-sum categorical kernel in interaction terms with age to disentangle the effect of the categorical variable on the explained variance from that of the shared effect of age.

Note that in the model reduction experiments we used approximate estimation of the ELPD and did not test the performance on actual hold out data. In practice it is important to interpret the projected posterior as explained in McLatchie et al. (2024), to assess whether it can actually be used for out-of-sample prediction in addition to just model ranking during the model space search. A safe alternative is to refit the final found submodel using its own posterior instead of the projected posterior for final evaluation or prediction. In addition, it can be useful to diagnose the model search path using cross-validation over the entire model search if signs of over-optimism are detected (McLatchie et al., 2024). One sign is the ELPD of the submodel exceeding the ELPD of the reference model, which we did not see in our experiments, and therefore did not cross-validate the search path due to increased computational demands. The final model size determination is always inherently dependent on some threshold rule and setting the optimal threshold depends on factors such as the amount of noise in the data, as seen in our experiments (see also Sec. S2). For the models discussed in this paper, it seems beneficial to look at both the relative difference in ELPD and cumulative relevance, and whether these metrics plateau rather than whether they exceed a given threshold.
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S1 Experiment details

S1.1 Scalability experiments
Experiments 1-2 and were run on a modern CentOS 7 computing cluster and Experiment 3 on a laptop computer. Version 2.27 of Stan (Carpenter et al., 2017) was used with the Dynamic HMC algorithm with target acceptance rate set to 0.95, for MCMC sampling the parameters of our approximate models. Models were fitted by running four independent MCMC chains for 2000 iterations each, discarding the first half of each chain as warmup. We used Student-t priors with 20 degrees of freedom for the $\alpha$ kernel parameters and log-normal priors with mean 0 and scale 1 for kernel lengthscale parameters $\ell$. In Experiments 1 and 2 the noise variance parameter $\sigma^2$ of the Gaussian observation model has an Inverse-Gamma prior with shape parameters $\alpha = 1$ and $\beta = 2$. Priors are
on normalized data scale, meaning that continuous variables are standardized to zero mean and unit variance during inference.

Mean log predictive density was computed as explained in Section S3.1.2.

Figure S1: Results for the Canadian weather data experiment with $B = 32$ and $c = 1.5$. Figure shows the posterior predictive distribution for new observations. The dark blue line is the mean and the shaded ribbon extends to mean ± two times standard deviation. Black dots are data. Results for the corresponding exact GP model are not shown as comparison as fitting the exact model was virtually not possible (due to large amount of data and cubic scaling). In this application the observation time points happen to be equally spaced and same for all observation units (stations), but our approximation method does not require this to be the case.
Figure S2: Results for the election prediction experiment. Figure shows the posterior predictive distribution of the Republican vote share for each state, for years 1976-2024. The black line is the mean and the shaded ribbon extends to mean ± two times standard deviation). Data from years 1976-2016 were used as training data (blue dots) and year 2020 is shown as test data (red crosses).
S1.2 Model reduction experiments

The experiments were run on a modern CentOS 7 computing cluster using version 2.32 of Stan and the development version 0.0.3 of lgpr2. For fitting the reference models, the Dynamic HMC algorithm of Stan was used with target acceptance rate set to 0.99. The reference models were fitted by running two independent MCMC chains for 2000 iterations each, discarding the first half of each chain as warmup. We used the same number of basis functions \( B = 24 \) and domain scaling factor \( c = 1.5 \) for each approximate continuous kernel. We used the same priors for the kernel hyperparameters as in the scalability experiments, except for a LogNormal(1,1) prior for the noise standard deviation \( \sigma \).

The simulated longitudinal data was generated using the simulate_data() function in the lgpr package version 1.2.4 (Timonen et al., 2021). The observation time points for each subject were at ages 6–96 months at 6-month intervals, with small subject-specific jitter added to the observation times. Other true continuous covariates were drawn from the standard normal distribution. The true non-linear effects were generated from (group-specific) Gaussian processes using lengthscale 12. This made the effects of continuous variables other than age nearly linear, while the shared age and group-specific age effects were highly nonlinear.

| Setup                     | SNR = 0.1 | SNR = 0.25 | SNR = 0.5 |
|---------------------------|-----------|------------|-----------|
| mean_mcmc_time            | 2102.1    | 2442.0     | 2904.8    |
| mean_forward_search_time  | 1975.9    | 1627.9     | 1422.7    |
| mean_predefined_path_time | 169.1     | 135.7      | 113.0     |
| mean_num_divergent        | 0         | 0          | 0         |
| mean_num_max_treedepth    | 0         | 0          | 0         |
| mean_max_rhat             | 1.012     | 1.013      | 1.014     |
| sd_max_rhat               | 0.003     | 0.002      | 0.004     |
| max_max_rhat              | 1.023     | 1.020      | 1.029     |

Table S1: Runtimes and diagnostics in the main model reduction experiment with different signal-to-noise ratios (SNR). The reported times are in seconds. The remaining rows are MCMC sampler performance and convergence diagnostics (Stan Development Team, 2024). We see that fitting the full reference model (mean_mcmc_time) is the most time consuming part in this setup. No sampling problems are detected and convergence is satisfactory.
Figure S3: Variable selection accuracy in the model reduction experiment with different signal-to-noise ratios (SNR). a-d) Selection rate (proportion of times a given variable is selected) of each variable or variable type at step $k$, after the steps $k = 1, 2$ that always correspond to the special baseline variables $id$ and $age$, respectively. The red bars show the results for the greedy forward search, and blue bars for the predefined search path using ranking based on component relevances obtained via an additive variance decomposition. We see for example that selecting false categorical variables $z$ is more common than false continuous variables $x$ in this experiment setup.
S2 Supplementary experiments

We repeat the model reduction experiment of the main manuscript with otherwise the same details but increase the number of subjects to 100, for a total data size of $N = 1600$. This likely makes the true effects more easily identifiable. We also remove the variables $w$ and $r$ from the analysis, so that the true model size is 4. We run the search paths until $k = 6$ variables.

The results are shown in Figure S4 and Figure S5, similarly as for the main model reduction experiment. We see that it is possible that the submodel performance plateaus before reaching a value close enough to the reference model performance (Figure S4c with SNR = 0.5). This can be due to the fact that we have used as $s_k^*$ the estimated standard error of the reference model ELPD, and not the standard error of the difference $\hat{u}^* - \hat{u}_k$. The latter would be nontrivial to assess in our case, since we have used all posterior MCMC draws for estimating the reference model utility and only a subset for the submodel ELPD due to scalability reasons.

Here the model size selection rule based on cumulative relevance works better as it on average selects the correct model size $k = 4$. However, it may be best to look at both the relative difference in ELPD and cumulative relevance, and whether they plateau rather than whether they exceed a given threshold, since setting such threshold is not easy to do in a widely applicable manner.
Figure S4: Supplementary model reduction comparison experiment, with 50 repeated simulations in each case SNR = \{0.1, 0.25, 0.5\}. The dashed orange vertical line shows the true model size used to generate the data. **a)** Mean relative difference in ELPD (approximated using PSIS-LOO) compared to reference model over the 50 repetitions. **b)** Cumulative relevance (explained variation) of the submodel with a given number of terms. The dots show the median and the error bars show 90% central intervals over the 50 repetitions. **c)** Proportion of correct terms in the model at each step \(k\).
Figure S5: Variable selection accuracy in the supplementary model reduction experiment with different signal-to-noise ratios (SNR). \textbf{a-b)} Selection rate (proportion of times a given variable is selected) of each variable or variable type at step $k$, after the steps $k = 1, 2$ that always correspond to the special baseline variables $id$ and $age$, respectively. The red bars show the results for the greedy forward search, and blue bars for the predefined search path using ranking based on component relevances obtained via an additive variance decomposition. We see that in this experiment, for both methods, the true categorical variable $z$ is the most common first free selection ($k = 3$) and the true continuous variable is the most common second free selection ($k = 4$). False selections are very rare at $k = 3$. At $k = 4$, the selection of a nuisance continuous variable (FALSE $x$) is the most common wrong selection, and more prevalent when using the predefined search path (blue bars).
Supplementary methods

S3.1 Approximate posterior predictive distribution

Recall from Section 4.1 of the main text that our approximation \( \tilde{f} \approx f \) is a linear model \( \tilde{f} = \Psi \xi \) of the auxiliary parameters \( \xi \). Therefore instead of MCMC sampling directly from \( p(\tilde{f}, \theta \mid D) \), we sample from \( p(\xi, \theta \mid D) \). For a posterior draw \( (\xi, \theta) \), we can compute \( \Psi \) using \( \theta \) and create a draw from \( p(\tilde{f} \mid D) \). For out-of-sample test points \( x^*_p, p = 1, \ldots, P \), we can create a draw from the approximate posterior distribution of

\[
\tilde{f}^* = [f(x^*_1), \ldots, f(x^*_P)]^T
\]

similarly as \( \tilde{f}^* = \Psi^* \xi \), where \( \Psi^* \) is a \( P \times M \) matrix with elements \( [\Psi^*]_{p,m} = \psi_m(x^*_p) \). Further, drawing from the observation distribution \( p(y \mid f(x^*_p), \theta) \) then gives a draw from the posterior predictive distribution of observations at \( x^*_p \). Visualizations of the posterior predictive distribution in Figure 1 of main text, Figure S1 and Figure S2 have been done using this strategy.

S3.1.1 Componentwise approximate posteriors of additive GPs

For an additive GP, we can get a draw from the approximate marginal posterior of \( f^{(j)} \) (Eq. 8) as \( \tilde{f}^{(j)} = \Psi^{(j)} \xi \) where \( \Psi^{(j)} \) denotes the matrix that is created by taking from \( \Psi \) only the columns that correspond to component \( f^{(j)} \). Analogously to Section S3.1, this can be done at test points. We have used this strategy to produce smooth visualizations of the marginal posteriors of different components in our result figures.

S3.1.2 Mean log predictive density

To measure model fit in Experiment 1, we computed the mean log predictive density at \( P \) test points \( \{(x^*_p, y^*_p)^T \}_{p=1}^P \) as

\[
\text{MPLD} = \frac{1}{SP} \sum_{s=1}^S \sum_{p=1}^P \log p(y^*_p \mid \theta^{(s)}, f(x^*_p)^{(s)})
\]

where \( \theta^{(s)}, f^{(s)} = [f(x^*_1)^{(s)}, \ldots, f(x^*_P)^{(s)}] \), \( s = 1, \ldots, S \), are draws from \( p(\theta, f^* \mid D) \) and

\[
p(y \mid \theta, f(x)) = \mathcal{N}(y \mid f(x), \sigma^2)
\]

since we used the Gaussian likelihood model. For the exact model, the draws were generated so that for each posterior draw from \( p(\theta \mid D) \) given by MCMC, \( f^* \) was drawn from \( p(f^* \mid \theta, D) \), which has an analytical expression (see Section S3.2) below. For the approximate models, the draws where from the corresponding approximate posterior, obtained using the strategy described above in Section S3.1.

S3.2 Exact GP regression under Gaussian observation model

S3.2.1 Model inference

We focus here on the Gaussian observation model where \( p(y_n \mid f(x_n), \sigma^2) = \mathcal{N}(y_n \mid f(x_n), \sigma^2) \) independently for all \( n = 1, \ldots, N \), and the noise variance \( \sigma^2 \) is part of the parameter vector \( \theta \). The marginal likelihood \( p(y \mid \theta) \) has the analytical form

\[
p(y \mid \theta) = \int p(y \mid f, \theta)p(f \mid \theta)df = \mathcal{N}(0, K + \sigma^2 I)
\]
where \( f \) has been analytically marginalized out (Rasmussen and Williams, 2006) and \( K \) denotes the \( N \times N \) kernel matrix between training points, with elements \( \{ K \}_{i,j} = k(x_i, x_j) \). We can sample just the marginal posterior \( p(\theta | D) \propto p(y | \theta) p(\theta) \) with MCMC, as it is more efficient than sampling the joint posterior \( p(\theta, f | D) \), even though it still has the \( O(N^3) \) scaling that comes from evaluating the \( N \)-dimensional normal density \( \mathcal{N}(0, K + \sigma^2 I) \). Joint posterior samples \( (\theta^{(s)}, f^{(s)}) \) can be obtained so that for each MCMC draw \( \theta^{(s)} \), vector \( f^{(s)} \) is drawn from \( p(f | \theta, D) = \mathcal{N}(\mu, \Sigma) \), where

\[
\left\{ \begin{array}{l}
\mu = KK_y^{-1}y \\
\Sigma = K - KK_y^{-1}K^\top \end{array} \right.,
\]

and \( K_y = K + \sigma^2 I \).

### S3.2.2 Prediction

For \( f^* \), defined as in Eq. 1, we have \( p(f^* | \theta, D) = \mathcal{N}(\mu^*, \Sigma^*) \) with

\[
\left\{ \begin{array}{l}
\mu^* = K_sK_y^{-1}y \\
\Sigma^* = K_{ss} - K_sK_y^{-1}K_s^\top \end{array} \right.,
\]

where \( K_s \) is the \( P \times N \) kernel matrix between test points and training points, and \( K_{ss} \) is the \( P \times P \) kernel matrix between test points. The predictive distribution (conditional on parameters \( \theta \)) for observations at the \( P \) test points is

\[
p(y^* | \theta, D) = \mathcal{N}(\mu^*, \Sigma^* + \sigma^2 I),
\]

where \( f^* \) has been analytically marginalized out. See for example Rasmussen and Williams (2006) for derivations. In an additive GP model, also the posterior of any component \( j \) is multivariate Gaussian \( p(f^{(j)} | \theta, D) = \mathcal{N}(\mu^{(j)}, \Sigma^{(j)}) \)

\[
\left\{ \begin{array}{l}
\mu^{(j)} = K^{(j)}K_y^{-1}y \\
\Sigma^{(j)} = K_{ss}^{(j)} - K^{(j)}K_y^{-1}K^{(j)}^\top \end{array} \right.,
\]

where \( K^{(j)} \) is the kernel matrix of the \( j \)-th component between test points and training points, and \( K_{ss}^{(j)} \) is the kernel matrix of the \( j \)-th component between the test points. See for example Timonen et al. (2021) for derivations. As these analytical expressions are available, we can use the same strategy as described in Section S3.2.1 above to draw from the joint posterior of \( \theta \) and \( f^*, y^* \) or any \( f^{(j)*} \).

### S3.3 Approximate GP regression with \( f \) marginalized out

In some applications, inference under the Gaussian observation model can be easier using the marginalization approach also for the approximate model. This is due to the reduced parameter dimension, even though the theoretical complexity will be worse. With our approximation \( K \approx \tilde{K} = \Psi \Psi^\top \), where \( \Psi \) has size \( N \times M \) with \( M < N \), we have

\[
\log p(y | \theta) \approx \log \mathcal{N}(y | 0, \tilde{K}_y) = -\frac{N}{2} \log(2\pi) - \frac{1}{2} \log|\tilde{K}_y| - \frac{1}{2} y^\top \tilde{K}_y^{-1} y,
\]

where \( \tilde{K}_y = \tilde{K} + \sigma^2 I \). We can efficiently compute the log determinant and the quadratic form of the inverse of \( \tilde{K}_y \) with the help of Eq. 15 and Eq. 16, as

\[
y^\top \tilde{K}_y y = \frac{1}{\sigma^2} \left( y^\top y - z^\top Z z \right)
\]

\[
\log |\tilde{K}_y| = 2 \cdot (N - M) \cdot \log \sigma + \log |Z|
\]
where $Z = \sigma^2 + \Psi^\top \Psi$ and $z = \Psi^\top y$. The computational cost then comes from evaluating $\log |Z|$ and $z^\top Z^{-1}z$ and the complexity is $O(NM^2)$. Because this is a worse theoretical scaling than that of the approach involving auxiliary variables $\xi$, we have not used this approach in our experiments.

S3.4 Derivation of Equation 35 of main text

\[ [S]_{l,m} = \int_\Omega \phi''_l(x)\phi''_m(x)dx \]
\[ = \frac{\pi^4 l^2 m^2}{(2L)^4} \int_\Omega \phi_l(x)\phi_m(x)dx \]
\[ = \frac{\pi^4 l^2 m^2}{16L^5} \int_{-L}^L \sin\left(\frac{\pi l(x + L)}{2L}\right) \sin\left(\frac{\pi m(x + L)}{2L}\right) \, dx \]
\[ = \frac{\pi^4 l^2 m^2}{16L^5} \cdot \frac{2L}{\pi} \cdot \frac{m \cos(m\pi) \sin(l\pi) - l \cos(l\pi) \sin(m\pi)}{l^2 - m^2} \]
\[ = 0 \]
for $l \neq m$.

S3.5 Practical considerations

Notice that all functions $\psi_m(x)$ that we presented in Section 2 of the main text were of the form $\psi_m(x) = \sqrt{\delta_m} \cdot \psi_m^\dagger(x)$, where $\delta_m$ depends on the parameters $\theta$ but $\psi_m^\dagger(x)$ does not. Therefore $\Psi = \Psi^\dagger \Delta$ where $\Delta$ is the $M \times M$ diagonal matrix containing the values $\sqrt{\delta_m}$, $m = 1, \ldots, M$ on the diagonal. The $N \times M$ matrix $\Psi^\dagger$, which has elements $\{\Psi^\dagger\}_{n,m} = \psi_m^\dagger(x_n)$, is independent of parameters and needs to be computed only once during parameter inference.

S3.6 Multivariate normal distribution

The $N$-dimensional zero-mean multivariate normal density is

\[ \mathcal{N}(y \mid 0, \Sigma) = (2\pi)^{-\frac{N}{2}} |\Sigma|^{-\frac{1}{2}} \exp\left(-\frac{1}{2} y^\top \Sigma^{-1} y\right) \] (11)

and its log density is

\[ \log \mathcal{N}(y \mid 0, \Sigma) = -\frac{N}{2} \log(2\pi) - \frac{1}{2} \log|\Sigma| - \frac{1}{2} y^\top \Sigma^{-1} y, \] (12)

where both of the last two terms have an $O(N^3)$ computation complexity.

S3.7 Matrix identities

Consider an $N \times M$ matrix $V$, an invertible $M \times M$ matrix $D$, and a symmetric invertible $N \times N$ matrix $S$. Then using the Woodbury matrix identity and the determinant lemma (see for example Press et al. (2007)), we get

\[ \left( S + VDV^\top \right)^{-1} = S^{-1} - S^{-1}V \left( D^{-1} + V^\top S^{-1}V \right)^{-1} (S^{-1}V)^\top \] (13)
\[ |S + VDV^\top| = |D^{-1} + V^\top S^{-1}V| \cdot |D| \cdot |S|. \] (14)
By setting $S = \sigma^2 I$, we get
\[
\left(\sigma^2 I + VDV^\top\right)^{-1} = \frac{1}{\sigma^2} \left(I - VZ^{-1}V^\top\right)
\]
\[
\left|\sigma^2 I + VDV^\top\right| = \sigma^2(N-M) \cdot |Z| \cdot |D|
\]
(15)
(16)
where $Z = \sigma^2 D^{-1} + V^\top V$.
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