Effects of a single impurity in a Luttinger liquid with spin–orbit coupling
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Abstract
In quasi-1D conducting nanowires spin–orbit coupling destructs spin–charge separation, intrinsic to Tomonaga–Luttinger liquid (TLL). We study renormalization of a single scattering impurity in such liquid. Performing bosonization of low-energy excitations and exploiting perturbative renormalization analysis we extend the phase portrait in $K_\sigma - K_\rho$ space, obtained previously for TLL with decoupled spin–charge channels.
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1. Introduction

Low-energy excitations of the one-dimensional conductors have collective phonon-like character, formalized within the Tomonaga–Luttinger liquid (TLL) theory \cite{1–4}. The TLL formalism correctly predicts algebraic decay of single-particle correlations with exponents depending on the strength of the (short-range) electron–electron (e–e) interactions. Due to the collective nature of these excitations the interparticle interactions drastically change the low-energy physics leading to fractionalization of constituent carriers \cite{5–7}, vanishing density of states and power law singularity of the zero-temperature momentum distribution at the Fermi level \cite{8–10}. Another surprising prediction of the TLL theory is related to the effects of a single scattering impurity on transport properties at low temperatures, presented in prominent series of works in references \cite{11–13}. Perturbative renormalization group (RG) studies have shown that if the electron–electron interactions of the single-channel TLL is attractive (with the TLL parameter $K > 1$), impurity is irrelevant in the RG sense due to the pinned superconducting fluctuations. On the other hand, if the e–e interactions have a repulsive character ($K < 1$), the backscattering effects are relevant and grow upon the RG integration of short-distance degrees of freedom. At $T = 0$ the system is effectively decoupled into two disjoint TLLs for arbitrarily weak impurity potentials. The latter implies a metal–insulator transition with vanishing two-terminal conductance $G = 0$ at $T = 0$, whereas at finite temperatures it exhibits power-law dependence on $T$, i.e. $G \sim T^{2-K^{-2}}$. These results are in sharp contrast with the result in the non-interacting limit ($K = 1$), where the impurity is marginal in the RG sense (in all orders of RG) and the transmission coefficient $T^*$ depends on the impurity strength with Landauer conductance $G = T^* \frac{e^2}{h}$. Experimental confirmation of these effects was performed recently, using remarkable quantum simulator based on a hybrid circuit \cite{14}.

In TLLs composed of spin-1/2 electrons \cite{15–18} spin and charge degrees of freedom are decoupled \cite{19–23}, in contrast to higher dimensional counterparts. Each channel has individual bosonic excitations with the proper velocity and carry the corresponding quantum number separately. However, this decoupling of modes is not characteristic for all TLLs. Particularly, the earlier studies have shown that spin–charge coupling (SCC) occurs in the TLL subjected to a strong Zeeman field \cite{24} or with strong spin–orbit interactions \cite{25–27}. The latter is typically expected in nanowires, where electrons in transverse directions are confined, whereas in the other direction...
they move freely. Spin–orbit coupling (SOC) in these systems plays an important role on the realization of spintronic devices [28, 29]. Also, nanowires with a strong SOC [30, 31] serve as an important ingredient for the formation of the Majorana bound states, theoretically proposed in references [32, 33]. Experimental realizations of the Majorana pairs in InAs and InSb nanowires were achieved in nanowire-superconductor hybrid heterostructures [34, 35]. In all these applications, an interplay of (large) SOC and (large) e–e interactions in the TLL regime is an interesting question, and it has gained both theoretical and experimental attention in recent years [36–42].

Impurity effects in conventional TLLs with decoupled channels were studied in the original works [12, 13], and can be summarized by phase portrait at $T = 0$, presented in figure 1. RG studies imply that electrons scattering on a weak potential barrier [figure 1(a)] are fully reflected when $K_c + K_s < 2$ (region I). In region II (III) charge (spin) quanta are fully reflected, while the spin (charge) ones are transmitted. The backscattering terms scale to the weak-coupling fixed point in both channels. The opposite occurs in the regions IV. In the remained regions the mixed phase is realized, where one of the channels is insulating and the other is conducting.

The paper is organized as follows: in section 2 we present the model of our study and set the necessary formalism and conventions. We next present a generalized approach to tackle the impurity problem for a finite SOC in section 3. In section 4 we present our main results and discussions. Concluding remarks are given in section 5.

2. Model and methods

In this section we set up our used conventions and terminology and present the model of our study. We approach the problem using the standard abelian bosonization technique with the consequent perturbative RG analysis of impurity terms.

Bosonization of low-lying modes relies on the assumption of linear electronic spectrum with the corresponding right (R) and left (L) movers for carriers with both spin projections (see figure 2). Fermionic field operators for each branch and spin component can be expressed via the bosonic displacement and phase fields:

$$
\hat{\psi}_{\sigma, \mu} = \frac{F_{\sigma}}{\sqrt{2\pi a}} e^{i\mu x} e^{i\phi_{\sigma}(x) - i\theta_{\sigma}(x))} \quad (1)
$$

with $\sigma \in \{\uparrow, \downarrow\}$ and $\mu \in \{R, L\}$. The dual fields satisfy the commutation relations:

$$
[\phi_{\sigma}(x), \Pi(x')] = i\delta_{\sigma, \sigma'} \delta(x - x'), \quad (2)
$$

where $\Pi_{\sigma}(x) = \nabla \theta_{\sigma}(x)$ is a conjugate to $\phi_{\sigma}(x)$ momentum. The UV cutoff $a$ of the theory is on the order of inter-atomic distances. As in the standard literature, the Klein factors $F_{\sigma}$ guarantee anti-commutation of fermionic fields with different spin orientations.

The second exponent can also be expressed in terms of constituent bosonic ladder operators in momentum space ($l$ is the length of the system)

$$
\delta_{\phi_{\sigma}(x) - \mu\theta_{\sigma}(x)} \equiv \sum_{\mu > 0} A_{q} \left[ b_{q, \sigma} e^{iqx} - b_{q, \sigma}^{\dagger} e^{-iqx} \right] \quad (3)
$$

with $A_{q} = \sqrt{\frac{2\pi}{|q|}} e^{-|q|/2}$ and $[b_{q}, b_{q'}^{\dagger}] = \delta_{q, q'}, \quad q \equiv \frac{2\pi}{l}$. 
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**Figure 1.** Phase portrait at $T = 0$ for TLL with separated spin and charge channels. Results are obtained from perturbative RG studies of (a) a weak scattering barrier or (b) a weak link. In region I the backscattering of carriers from a weak barrier (tunneling through a link) is relevant (irrelevant) and flows to the strong-coupling (to the weak-coupling) fixed point in both channels. The opposite occurs in the regions IV. In the remained regions the mixed phase is realized, where one of the channels is insulating and the other is conducting.
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**Figure 2.** Linearized electronic excitation spectrum corresponding to the (a) TLL in a strong Zeeman field and (b) TLL with SOC. In both models spin–charge separation is violated by the mixing terms given in equations (11) and (30).
We hereafter use the spin and the charge basis as the canonical basis, i.e. we work with the fields \( \phi_{\alpha} = \frac{\phi_{\sigma} + \phi_{\sigma'}}{\sqrt{2}} \) and \( \Pi_{\alpha} = \frac{\Pi_{\sigma} + \Pi_{\sigma'}}{\sqrt{2}} \), which also satisfy equation (2). Hereafter, the subscripts ‘s’ and ‘c’ stand for spin and charge degrees of freedom. The fluctuations of the spin and the charge density are given by,

\[
\rho_\alpha(x) = \int \frac{d^2p}{(2\pi)^2} \theta(x) \rho_\alpha(p) \, \mathrm{e}^{2ipx}.
\]

(4)

and

\[
\rho_\sigma(x) = \int \frac{d^2p}{(2\pi)^2} \theta(x) \rho_\sigma(p) \, \mathrm{e}^{2ipx}.
\]

(5)

To get similar expressions for the current, one uses the transformation \( \partial_\alpha \phi_\sigma \rightarrow \partial_\beta \theta_\sigma \). In the following, we imply normal ordering with respect to Dirac sea, whenever it is needed and avoid \( \{ \cdot \} \) symbol.

Model

The important effect of SOC in quantum nanowires is band distortion, which is usually considered within the two-band model [46]. This distortion causes the velocity difference \( \Delta = v_1 - v_2 \), pronounced in figure 2(b) in the approximation of linearized spectrum. Initially proposed in references [25, 26], the model can be realized by tuning chemical potential, filling only the lowest subband. It should be noted that the spin orientation of carriers moving in the same direction can be tuned also from the low subband. It should be noted that the spin orientation of carriers moving in the same direction can be tuned also from the low subband [47] to anti-parallel [25] by band-filling [38]. In this work we consider anti-parallel spin orientation, as shown in figure 2(b).

The non-interacting Hamiltonian of the model with linearized excitation spectrum is

\[
\hat{H}_0 = -i v_1 \int \mathrm{d}x \left( \psi_{\alpha,1}^\dagger(x) \partial_\alpha \psi_{\alpha,1}(x) - \psi_{\alpha,1}^\dagger(x) \partial_\alpha \psi_{\alpha,1}(x) \right) + i v_2 \int \mathrm{d}x \left( \psi_{\alpha,1}^\dagger(x) \partial_\alpha \psi_{\alpha,1}(x) - \psi_{\alpha,1}^\dagger(x) \partial_\alpha \psi_{\alpha,1}(x) \right),
\]

(6)

with distinct Fermi velocities \( v_1 \) and \( v_2 \). As it is clear from the electronic spectrum, the model has broken chiral symmetry, but the time-reversal symmetry is preserved.

Corresponding excitations can be rewritten equivalently in the bosonic language \( b_\sigma \) (neglecting zero-energy modes)

\[
\hat{H}_0 = v_1 \left( \sum_{q, \sigma} |q| b_{\alpha,q}^\dagger b_{\alpha,q} + \sum_{q, \sigma} |q| b_{\alpha,q}^\dagger b_{\alpha,q} \right) + v_2 \left( \sum_{q, \sigma} |q| b_{\alpha,q}^\dagger b_{\alpha,q} + \sum_{q, \sigma} |q| b_{\alpha,q}^\dagger b_{\alpha,q} \right).
\]

(7)

Collecting the common terms, we obtain

\[
\hat{H}_0 = \frac{v_F}{2} \sum_{q, \sigma \neq 0, \sigma} |q| b_{\alpha,q}^\dagger b_{\alpha,q} + \frac{\Delta}{2} \sum_{q, \sigma \neq 0, \sigma} q |q| b_{\alpha,q}^\dagger b_{\alpha,q}.
\]

(8)

with \( \Delta = v_1 - v_2 \) and \( v_F = v_1 + v_2 \). The second term vanishes for vanishing SOC and has the following form in the spin–charge basis:

\[
\hat{H}_{\text{mix}} = -\frac{\Delta}{2} \sum_{q \neq 0} q \left[ b_{\alpha,q}^\dagger b_{\alpha,q} + b_{\alpha,q}^\dagger b_{\alpha,q} \right].
\]

(9)

This term with finite \( \Delta \neq 0 \) violates the spin–charge separation and demands more general approach.

We consider the interacting theory within the generalized gology and do not impose any constraint on TLL parameters \( K_\nu, \nu \in (s, c) \). Within this generalization, the coordinate space representation of the interacting Hamiltonian in the spin–charge basis has quadratic Gaussian form:

\[
\hat{H}_{\text{SOC}} = \sum_{\nu = s, c} \frac{v_\nu}{2} \int \int \left[ \frac{1}{K_\nu} \left( \partial_\nu \phi_\nu \right)^2 + K_\nu \left( \partial_\nu \theta_\nu \right)^2 \right] \mathrm{d}x + \hat{H}_{\text{mix}}.
\]

(10)

The SCC term is expressed as follows:

\[
\hat{H}_{\text{mix}} = \frac{\Delta}{2} \int \left[ \partial_\nu \phi_\nu \partial_\nu \theta_\nu + \partial_\nu \phi_\nu \partial_\nu \theta_\nu \right] \mathrm{d}x.
\]

(11)

For vanishing SOC, the chiral symmetry is restored, with full \( SU(2) \) symmetry and \( K_\nu = 1 \).

In principle, one has to include also the backscattering term to the Hamiltonian,

\[
\hat{H}_{\text{RS}} = \frac{g_\nu}{2(\pi a)^2} \int \mathrm{d}x \cos(\sqrt{8\pi} \phi_\nu).
\]

(12)

In the parameter space of its relevancy, this term opens a gap in the spin channel via the Berezinskii–Kosterlitz–Thouless mechanism. There are several works which have addressed the relevancy of this term for repulsive e–e interactions [25, 48–50]. However, in a recent experiment on InAs nanowires with a strong SOC, no sign of spin gap is observed [37]. Based on the phenomenology, we neglect all such terms within the whole parameter space. We also emphasize that impurity effects in the system with gapped spin channel were also previously studied [50, 51].

For perturbative analysis of impurity effects, the imaginary-time Euclidean actions for the displacement fields can be obtained by integrating out the quadratic phase fields. In the \( \bar{x} = (x, \tau) \) space it takes the following form:

\[
S^0_\nu = \frac{1}{2v} \int \mathrm{d}x \mathrm{d}\tau \left( \partial_\nu \phi_\nu \right)^2 + \frac{1}{2v} \left( \partial_\nu \phi_\nu \right)^2.
\]

(13)

with \( v = v_\nu K_\nu = v_\nu K_c \), guaranteed by Galilean invariance of the model with \( \Delta = 0 \). The renormalized velocities are:

\[
\hat{v}_\nu = v_\nu d_\nu.
\]

(14)

\[
d_\nu = \left( 1 - \frac{\Delta^2}{4v^2} \right).
\]

(15)

The contribution from the mixing term is,

\[
S^\phi_\text{mix} = \frac{i\Delta}{2v} \int \mathrm{d}x \mathrm{d}\tau \left( \partial_\nu \phi_\nu \partial_\nu \phi_\nu + \partial_\nu \phi_\nu \partial_\nu \phi_\nu \right).
\]

(16)
Euclidean actions for the phase field fluctuations can be obtained in a similar fashion,

$$S_{\nu}^\theta = \frac{\nu}{2} \int dx d\tau \left( \frac{1}{v_\nu^2} \left( \partial_\tau \theta_\nu \right)^2 + d_{\beta}(\partial_\tau \theta_\nu)^2 \right)$$

(17)

along with the mixing $\theta$-term

$$S_{\text{mix}}^\theta = \frac{i\nu\Delta}{2} \int dx d\tau \left( \frac{1}{v_\nu^2} \left( \partial_\tau \theta_\nu \partial_x \tau \theta_\nu \right) + \frac{1}{v_\nu^2} \left( \partial_x \theta_\nu \partial_x \theta_\nu \right) \right).$$

(18)

For $\Delta = 0$, one correctly obtains the standard expressions for actions $S_{\nu}^{\theta}$ and $S_{\nu}^{\theta^*}$.

Impurity bosonization

We consider a single impurity embedded at the origin $x = 0$. This impurity causes backscattering of carriers

$$H_{\text{bs}} = V_{\text{bs}} \sum_\sigma \left( \psi_{\nu,\sigma}^\dagger \psi_{\nu,\sigma} + \text{h.c.} \right),$$

(19)

where $V_{\text{bs}}$ is the Fourier component of the backscattering potential $V(k_{F,1} + k_{F,2})$. The forward-scattering term can be always gauged out [3].

The bosonized expression of the backscattering term leads to the boundary sine-Gordon model in the spin–charge basis:

$$H_{\text{bs}} = \frac{2V_{\text{bs}}}{\pi a} \cos(\beta \phi_\nu(x = 0)) \cos(\beta \phi_\nu(x = 0))$$

(20)

with $\beta_\nu^2 = 2\pi$. This term also couples spin and charge degrees of freedom at the impurity point. We note that in the bosonization process of this term we do not take into account Klein factors $F_\nu$, since their effect is irrelevant within our model with all terms included terms in this work. The corresponding backscattering action takes the following form:

$$S_{\text{bs}} = \frac{2V_{\text{bs}}}{\pi a} \int_0^\beta d\tau \cos(\beta \phi_\nu(0, \tau)) \cos(\beta \phi_\nu(0, \tau))$$

(21)

$\beta = \frac{\pi}{\tau}$ is the inverse temperature and should not be confused with $\beta_\nu$. We hereafter assume $V_{\text{bs}}/\Lambda \ll 1$, where $\Lambda$ is the effective bandwidth for both channels.

For a complete analysis, perturbative study of the backscattering action equation (21) should be accompanied with the RG study in the strong barrier limit. For this purpose, we consider two disjointed wires and treat interwire tunneling term perturbatively. The most relevant tunneling term has the following contribution to the total action,

$$S_t = \frac{t}{\pi a} \int_0^\beta d\tau \cos(\beta \theta_\nu(0, \tau)) \cos(\beta \theta_\nu(0, \tau)),$$

(22)

where $t$ is the bare tunneling amplitude through the weak link.

3. Effective baths actions

At this point it is worth noting that the previous bosonization studies of TLL with SCC [24, 38, 45] were performed using basis rotation approach, where one transforms the initial basis to the new spin–charge basis with decoupled channels and new renormalized velocities and $K_\nu$ parameters. This approach usually results on redundant expressions for model parameters and complicates further analysis. Instead, we follow a generic approach [3] without performing a basis rotation. As we show below, this procedure is not required. We next trace out all space degrees of freedom except for the impurity point. The low-lying excitations of the fields away from the impurity act as a dissipative bath reducing the problem to an effective 0D field theory of a single Brownian quantum particle in a 2D harmonic impurity potential [52].

We follow the standard procedure [3, 12] to get effective bath actions for the displacement fluctuation. The same procedure applies for the phase fields.

The integration of the bulk degrees of freedom is done using the standard trick of introducing Lagrange multipliers with the real auxiliary fields $\lambda_\nu$.

$$Z_0 = \int D\phi_\nu D\phi_\nu D\Phi_\nu D\Phi_\nu D\lambda_\nu D\lambda_\nu e^{-S_T}$$

(23)

with

$$S_T = S[\phi_\nu, \phi_\nu] + i \int_0^\beta d\tau \sum_\nu \left[ \Phi_\nu(\tau) - \phi_\nu(0, \tau) \right] \lambda_\nu(\tau).$$

(24)

One needs consequently integrate out the $\phi_\nu$ and $\lambda_\nu$ to get the final baths actions:

$$S_{\nu}^{\theta} = \sum_{\omega_n} |\omega_n| \left( \frac{F_{\nu}^{-\nu(0)}}{\det(F)} \right) |\Phi_\nu(\omega_n)|^2$$

(25)

with the bosonic Matsubara frequencies $\omega_n = \frac{2\pi n}{\tau}$, ($n \in \mathbb{Z}$). The mixing term is:

$$S_{\text{mix}}^{\theta} = -\sum_{\omega_n} |\omega_n| \left( \frac{\tilde{F}_{\text{mix}}}{\det(F)} \right) \phi_\nu(\omega_n) \Phi_\nu(-\omega_n),$$

(26)

where the $F$ matrix and $\tilde{F}_{\nu}$ are given in equations (A.1)–(A.3). Importantly, the mixing action $S_{\text{mix}}^{\theta}$ vanishes (see appendix A) and one is left with the decoupled set:

$$S_{\nu}^{\theta} = \sum_{\omega_n} |\omega_n| |\Phi_\nu(\omega_n)|^2$$

(27)

with $\tilde{K}_\nu$ given by equation (A.5) and $\nu \in (s, c)$. The resulted Caldeira–Leggett type actions are common and describe dynamics of a single quantum Brownian particle in the regime of Ohmic dissipation [52, 53]. These actions represent the weak-coupling fixed point of pure Luttinger liquid.

Similarly, the effective baths actions for $\theta_\nu$ fields can be obtained as

$$S_{\nu}^{\theta} = \sum_{\omega_n} |\omega_n| |\tilde{K}_\nu(\Theta_\nu(\omega_n))|^2$$

(28)

with the new TLL parameters $\tilde{K}_\nu$ given by equation (A.6). The mixing action also vanishes in this case.

Vanishing mixing terms and decoupled baths map the problem onto the one with conventional TLL baths, but with the new parameters $\tilde{K}_\nu$ and $\nu$ given by equations (A.5)–(A.7). Hence, the usual basis-rotation procedure is excessive here. Obviously, for the vanishing
we consider SOC strengths causing the velocity difference are correctly recovered, \( K_v \rightarrow K_v^\circ \). The characteristic velocities \( v^+_+ \rightarrow \max(v_\uparrow, v_\uparrow) \) and \( v^- \rightarrow \min(v_\downarrow, v_\downarrow) \). This implies that in the presence of SOC, one has new modes, with carriers composed of spin and charge quanta. These new modes have excitation velocities \( v^+ \) and possess new TLL parameters \( K_v^\circ \). Prior to the discussion of our main results, we emphasize two important features arisen already at this stage of analysis.

**Mode freezing.** As the strength of SOC is increased, \( v^+ \) monotonically increases, whereas \( v^- \) similarly decreases and vanishes at the critical \( \Delta_c^\circ \). As it was mentioned in previous works [25, 27], at the critical SOC strength ‘freezing’ of the corresponding mode (phase separation) with diverging spin (or charge) susceptibility is exhibited. For repulsive e–e interactions, it was shown [25] that it is the spin susceptibility which diverges at the critical SOC as,

\[
\chi = \chi_0 \left(1 - \frac{\Delta}{\Delta_i} \right)^2 \rightarrow 1
\]  

with spin-susceptibility \( \chi_0 \) at zero SOC and \( \Delta_i = 2/K_i \). Similar divergence can be observed in the charge channel, if one considers full \( K_c \) and \( K_c^\circ \) space. These divergences indicate a phase transition, which occurs in the spin/charge channel (see reference [27] and references therein). In this work, we consider SOC strengths causing the velocity difference \( \Delta/\nu < 0.8 \), which restricts the parameter space to \( K_v < 5/2 \).

**Absence of spin-filtering effect.** In the case of the spin–charge mixing caused by the strong Zeeman field [figure 2(a)] the mixing bath actions \( S_{\text{mix}} \) does not vanish, due to the different type of SCC mechanism. The mixing term equation (11) in the Hamiltonian takes the following form:

\[
H_{\text{mix}} = \frac{\Delta_B}{2} \int \left[ \partial_x \phi \partial_x \phi + \partial_x \theta \partial_x \theta \right] dx
\]  

with \( \Delta_B = \nu_1 - \nu_1 \). As it was demonstrated earlier in references [24, 45], a single impurity as in equation (19) embedded to such TLL causes polarization of the spin current with a ratio of tunneling amplitudes,

\[
t_1^\uparrow = \left( \frac{T}{\Delta} \right)^\eta,
\]

and with a finite exponent \( \eta(\Delta_B) \) for finite \( \Delta_B \).

Observation of this effect in our model was also proposed earlier in reference [45]. However, an important consequence of vanishing \( S_{\text{mix}} \) action terms of equation (26) (and similar term for \( \Phi \) field) is the absence of such spin-filtering effect, albeit the spin–charge separations is violated.

4. Results and discussions

**Weak potential barrier**

Once the effective bath actions are obtained as in equations (27) and (28), the standard pRG analysis in the limit of weak and strong impurity potential can be performed.

---

**Figure 3.** (a) The modification of the phase portrait for the TLL with finite SOC. For \( \Delta > 0 \) the phase boundary of region I is modified. In (b) and (c) the backscattering processes of charge and spin are sketched, which correspond to equations (35) and (36), respectively.

We first consider the scattering of electrons on a weak barrier. In this limit, the partition function is,

\[
Z = \int D\Phi D\Phi_0 e^{-S_T},
\]

with the total action,

\[
S_T = S_{\Phi}^0 + S_{\Phi}^0 + \frac{V_{m,n}}{\pi \alpha} \int_0^\beta d\tau \cos(m \beta \Phi_0) \cos(n \beta \Phi_0).
\]

To analyze the relevance of the last term within the \( K_c - K_c^\circ \) parameter space, we generalize the impurity term to take different values of \( m \) and \( n \) with the amplitudes \( V_{m,n} \ll \Delta \), since such terms are necessarily generated during the RG process.

Treating the backscattering terms perturbatively, one obtains the standard set of first-order RG equations [12, 13],

\[
\frac{dV_{1,1}(l)}{dl} = \left(1 - \frac{K_c^c + K_c^\circ}{2} \right) V_{1,1}(l),
\]

\[
\frac{dV_{0,2}(l)}{dl} = \left(1 - 2K_c^c \right) V_{0,2}(l),
\]

\[
\frac{dV_{2,0}(l)}{dl} = \left(1 - 2K_c^\circ \right) V_{2,0}(l)
\]

with \( dl = \frac{d\lambda}{\Delta} \).

The first equation for \( V_{1,1} \equiv V_{bs} \) corresponds to the \( k_{F,1} + k_{F,2} \) backscattering of a single electron, whereas the second and the third equations correspond to the backscattering of spin or charge (electron pair) degree of freedom. The last processes have the fermionic expressions \( \psi_{k_1}^\dagger \psi_{L_1}^\dagger \psi_{L_1} \psi_{k_1} \) and \( \psi_{k_2}^\dagger \psi_{L_2}^\dagger \psi_{L_2} \psi_{k_2} \), respectively. The sketches of these scattering processes in the momentum space are presented in figures 3(b) and (c). All higher-order decendent terms are neglected, since the regions of their relevancy are covered with the ones of the last two equations, even for the finite \( \Delta \). Thus, the main low-temperature processes are dictated by these three equations equations (34)–(36).

For vanishing SOC \( \Delta = 0 \left( K_c \rightarrow K_c^\circ \right) \), the marginal fixed line defined in equation (34) is determined by the condition \( K_c + K_c^\circ = 2 \). The region I in figure 3(a) corresponds to a parameter space where the backscattering of a single electron in a weak potential becomes a relevant process and the
backscattering amplitude \( V_{1,1} \) flows to the strong-coupling regime. This leads to the blocked transport in both charge and spin channels and the fields \( \Phi_{\nu,\pm} \) are pinned on the minima of cosine functions. Qualitatively, in this region either single electron (\( \uparrow \) or \( \downarrow \)) is fractionized by e–e interactions, which is responsible for full backscattering of single carrier and hence, charge and spin carriers, too. Thus, one has vanishing conductance \( G = 0 \) at \( T = 0 \).

As dictated by equations (35) and (36), the backscattering processes of the charge/spin carriers also become relevant when \( K_{\nu/s} < 0.5 \). For the charge backscattering, this implies the charge quanta to carry smaller than 0.5 unit, to make it a relevant process. In the region of relevance II (III for spin channel), the charge (spin) channel is insulating since the \( \Phi_{\nu} \) (\( \Phi_{s} \)) is pinned. The spin (charge) fully transmit the barrier in this region, implying the realization of mixed phases in these regions. In region IV both channels have dominating superconducting fluctuations [27]. We emphasize again that in this region with attractive e–e interactions, other type of instabilities in the bulk may arise, which usually open a gap in one of the channels. Here, we neglect all such processes and present the simplest picture.

To investigate the effect of SOC on backscattering of carriers, we represent the new TLL parameters in a symmetric way:

\[
\tilde{K}_{\nu} = K_{\nu} \left( \frac{v_\nu}{v_{\nu}} \right) \left( \frac{\tilde{v}_\nu + \tilde{v}_s}{v_{\nu} + v_{\nu}} \right),
\]

where \( \tilde{v}_{\nu} \) and \( v_{\nu} \) are given in equations (14) and (A.7), respectively. In the presence of SOC the first effect is the renormalization of spin and charge velocities, which is manifested in the previous section, we limit consideration of the parameter space \( K_{\nu} < \frac{5}{2} \) and \( \Delta/v < 0.8 \).

For non-interacting electrons, the effect of SOC is limited to the breaking of chiral symmetry and the renormalization of excitation velocities. Indeed, one has \( \tilde{K}_{\nu} = K_{\nu} = 1 \), since renormalizing factors in equation (37) cancel each other. As shown in figure 3(a) this is also valid for weakly-interacting electrons, \( K_{\nu} \sim 1 \).

For the given finite SOC strengths, where \( 0 < \Delta/v < 0.8 \), the second factor \( \frac{\tilde{v}_\nu + \tilde{v}_s}{v_{\nu} + v_{\nu}} \approx 1 \) is fixed for both \( K_{\nu} \), whereas the first one defines scattering of carriers and determines the boundary of region I. The strongest effect of SOC is exhibited when in one of the channels \( K_{\nu} \ll 1 \). In this limit one can lock the corresponding \( \Phi_{\nu} \) field to the minimum of cosine function and reexpress the scaling dimension of the impurity term for \( m = 1 \) and \( n = 1 \) as follows:

\[
2\delta_{1,1} = K_{\nu} + K_{-\nu} \left( 1 + \frac{\Delta^2}{8v_{\nu}^2} \right).
\]

The resulting marginality line is presented in figure 3(a) for \( \Delta/v = 0.4 \) and \( \Delta/v = 0.8 \). At the critical \( K_{\nu} = \frac{5}{2} \), the excitations in the spin/charge channel become frozen \( (v_{\nu} = 0) \) and the bulk of the channel becomes insulating. The effect of finite SOC on the boundaries of regions II/III with the region IV is negligibly small. The largest correction to the scaling dimension \( \delta_{0,1}(\delta_{1,0}) \) is of the order of \( 10^{-2} \) for the largest \( \Delta/v = 0.8 \). Thereby it can be safely neglected.

Finally, one can straightforwardly generalize the expressions for corrections to (bulk) conductances obtained in references [12, 13] to the case with finite SOC by \( K_{\nu} \rightarrow \tilde{K}_{\nu} \):

\[
\delta G = \frac{e^2}{h} \sum_{m,n} c_{mn} |V_{mn}|^2 T(\pi^2 K_{\nu} + n^2 K_{\nu})^{-2/2} - 2
\]

with dimensionless coefficients \( c_{mn} \).

Strong barrier

For analysis of tunneling term in equation (22) one considers the following total action \( S_T \),

\[
S_T = S_T^\Theta + S_T^\Theta + \int_0^\beta d\nu (m\beta_\Theta \cos(n\beta_\Theta)),
\]

Similar to the previous case, the impurity term is generalized for different \( m \) and \( n \).

The RG transformation of the impurity term leads to the following set of equations,

\[
\frac{d\hat{t}_{1,1}(l)}{dl} = \left( 1 - \frac{1}{2} \left( \frac{1}{K_{\nu}^0} + \frac{1}{K_{\nu}^0} \right) \right) t_{1,1}(l),
\]

\[
\frac{d\hat{t}_{2,0}(l)}{dl} = \left( 1 - \frac{2}{K_{\nu}^0} \right) t_{2,0}(l),
\]

\[
\frac{d\hat{t}_{0,2}(l)}{dl} = \left( 1 - \frac{2}{K_{\nu}^0} \right) t_{0,2}(l),
\]

with the TLL parameters rewritten as:

\[
\frac{1}{K_{\nu}} = \frac{K_{\nu}}{K_{\nu}} \left( \frac{v_{\nu}}{v_{\nu}} \right) \left( \frac{\hat{v}_{\nu} + \hat{v}_s}{v_{\nu} + v_{\nu}} \right),
\]

and

\[
\hat{v}_{\nu} = \frac{v_{\nu}}{\sqrt{1 - \Delta^2/4v_{\nu}^2}}.
\]

An amplitude \( t_{1,1} \) corresponds to the interwire hopping event of a single (\( \uparrow \)) electron, while \( t_{2,0} \) and \( t_{0,2} \) are tunneling amplitude of charge and spin, respectively.

Based on the set of equations, one obtains phase portrait at \( T = 0 \). It consists of four regions, exhibited also in the limit of weak scattering potential and it is shown in figure 4(a). For vanishing SOC \( K_{\nu} \rightarrow K_{\nu} \), the boundaries of regions are defined by \( \frac{v_{\nu}}{v_{\nu} + v_{\nu}} = 2, K_{\nu} = 2, \) and \( K_{\nu} = 2 \). In region I (IV), hopping event of a single (\( \uparrow \)) electron is irrelevant (relevant) and one eventually renormalizes onto the fixed point of disjoined (connected) wires in the RG process. In region II, the tunneling amplitude \( t_{0,2} \) for spin is relevant and grows upon RG transformation, however charge carriers cannot tunnel. An opposite situation with a conducting charge channel and an insulating spin channel occurs in the region III. We note that the results obtained in the opposite limits of weak and strong barrier are consistent.

For relatively weak SOC (\( \Delta = 0.4 \)) the only pronounced effect is modification of boundaries between regions I–II and I–III, as shown in figure 4(a). These effects are dictated by equations (42) and (43). The regions II and III are extended
towards the region I with the new boundaries $K_v \approx 1.8 < 2$. The area of the extended region is larger for the larger value of $\Delta = 0.8$ with boundaries defined via $K_v \approx 1.6$. Remarkably, these effects are also exhibited in the weak barrier analysis, in figure 3(a).

At the largest $\Delta = 0.8$, the tunneling of single carriers with amplitude $t_{1,1}$ becomes irrelevant near the phase separation point $K_v = 5/2$. This is consistent with the picture of mode freezing, discussed in the previous sections. On the other hand, for weakly-interacting electrons with $K_v \approx 1$ the effect of SOC is negligibly small, even for large values of $\Delta$, also compatible with the results of the previous section.

Conductance for insulating regions at finite temperature $T$ can be also generalized as follows:

$$G = \frac{e^2}{h} \sum_{m,n} d_{mn} r_{mn} T^2(\omega^2/\tilde{K}_v + n^2/\tilde{K}_s - 2)$$  \hspace{1cm} (46)

with dimensionless coefficients $d_{mn}$.

Experimentally relevant values of $\Delta/v \sim 0.2$ [25, 26, 37] are smaller than the maximum value considered in this work. For this range of $\Delta$ values, one can neglect mode-freezing effects safely. The results of the RG analysis on the last sections affirm that for weak and moderate e–e interactions effects of SOC are negligible small. This results are in accordance with recent theoretical and experimental studies [37, 38].

5. Conclusions

We studied carrier scattering effects upon a single impurity embedded to a Luttinger liquid with SOC using abelian bosonization and perturbative renormalization techniques. Spin–orbit interaction degrades spin–charge separation and renormalizes the TLL parameters $K_v$ and the excitation velocities $v_{\uparrow,\downarrow}$. We demonstrated that the scaling dimension of impurity operator is identical for both ($\uparrow$)/(\downarrow) carriers. This implies the absence of conjectured spin-filtering effect in reference [45]. The strongest effects of SOC are pronounced for strong e–e interactions, whereas these effects are negligibly small for moderate e–e interactions. Our main results are summarized by the phase portrait modifications presented in figures 3 and 4.
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Appendix A. Expressions for new TLL parameters and excitations velocities

The $\mathcal{F}$ matrix has the following form,

$$\mathcal{F} = \left(\begin{array}{cc} \hat{F}_c & \hat{F}_{\text{mix}} \\ \hat{F}_{\text{mix}} & \hat{F}_s \end{array} \right).$$  \hspace{1cm} (A.1)

The matrix elements $\hat{F}_v = |\omega|F_v$ are expressed via the following integrals,

$$F_v = \int_{-\infty}^{+\infty} \frac{dk}{2\pi} \left( \frac{[G_{\phi v}^c]^{-1}}{\det(Q)} \right)$$  \hspace{1cm} (A.2)

and for the mixing element,

$$F_{\text{mix}} = -\int_{-\infty}^{+\infty} \frac{dk}{2\pi} \left( \frac{[G_{\phi \text{mix}}^s]^{-1}}{\det(Q)} \right).$$  \hspace{1cm} (A.3)

where $[G_{\phi v}^c]^{-1}$ are the inverse propagators of equations (13)–(16) in $\vec{q} = (k, \omega)$ space, and the $Q$ matrix is defined as,

$$Q = \frac{2[2G_{\phi v}^c]^{-1}}{|G_{\phi \text{mix}}^s|^{-1}}.$$  \hspace{1cm} (A.4)

For the mixing parameter $F_{\text{mix}}$ the numerator of the kernel is odd function of $k$, i.e. $[G_{\phi \text{mix}}^s]^{-1} = k\omega$, whereas the denominator is an even function of $k$. This leads to the vanishing action $S_\text{mix}$. Similarly, $S_\text{mix}$ vanishes and one is left with fully decoupled actions [equations (27) and (28)].

Evaluation of integrals leads to the following results for new TLL parameters for displacement fluctuation fields,

$$K_v^\phi = \frac{v}{(v_+ + v_-)} \left[ \frac{c_+^2}{v_+v_-} + 1 \right],$$  \hspace{1cm} (A.5)
and for the phase fields,
\[ \frac{1}{K_{\nu}} = \frac{v_{\nu}^2}{v(v_{\nu} + v_{\nu}^0)} \left[ \frac{v_{\nu}^2 + v_{\nu}^0}{v_{\nu}^0} + 1 \right]. \] (A.6)

The sound velocities for the newly emerged modes are given by,
\[ v_{\pm} = \frac{1}{2} \left[ v_{\nu}^2 + v_{\nu}^0 + \Delta^2 \pm \sqrt{(v_{\nu}^2 - v_{\nu}^0 + \Delta^2)^2 + 4v_{\nu}^2\Delta^2} \right]. \] (A.7)

For vanishing SOC $\Delta = 0$, the sound velocities in the spin/charge channel are recovered.
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