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Abstract. In this paper our aim is to present an elementary proof of an identity of Calogero concerning the zeros of Bessel functions of the first kind. Moreover, by using our elementary approach we present a new identity for the zeros of Bessel functions of the first kind, which in particular reduces to some other new identities. We also show that our method can be applied for the zeros of other special functions, like Struve functions of the first kind, and modified Bessel functions of the second kind.

1. Introduction and Main Results

In 1977 F. Calogero [2] deduced the following identity

\begin{align}
\sum_{n \geq 1, n \neq k} \frac{1}{j_{\nu,n}^2 - j_{\nu,k}^2} &= \frac{\nu + 1}{2j_{\nu,k}^2},
\end{align}

where \(\nu > -1\), \(k \in \{1, 2, \ldots\}\) and \(j_{\nu,n}\) stands for the \(n\)th positive zero of the Bessel function of the first kind \(J_\nu\). Calogero’s proof [2] of (1.1) is based on the infinite product representation of the Bessel functions of the first kind and on the clever use of an equivalent form of the Mittag-Leffler expansion

\begin{align}
\left. J_{\nu+1}(x) \right/ J_\nu(x) &= \sum_{n \geq 1} \frac{2x}{j_{\nu,n}^2 - x^2},
\end{align}

where \(\nu > -1\). Note that in [2] it was pointed out that results like (1.1) are related to the connection between the motion of poles and zeros of special solutions of partial differential equations and many-body problems. In 1986 Ismail and Muldoon [6] mentioned that (1.1) can be obtained also by evaluating the residues of the functions in (1.1) at their poles. In this paper our aim is to present an alternative proof of (1.1) by using only elementary analysis. Our proof is based on the Mittag-Leffler expansion (1.2), recurrence relations, the Bessel differential equation and on the Bernoulli-Hospital rule for the limit of quotients. Moreover, by using our idea we are able to prove the following new results.

Theorem 1. If \(\nu > -1\) and \(k \in \{1, 2, \ldots\}\), then we have

\begin{align}
\sum_{n \geq 1, n \neq k} \frac{1}{j_{\nu,n}^4 - j_{\nu,k}^4} &= -\frac{1}{2j_{\nu,k}^2} \sum_{n \geq 1} \frac{1}{j_{\nu,n}^2 + j_{\nu,k}^2} + \frac{\nu + 2}{4j_{\nu,k}^2},
\end{align}

In particular, for all \(k \in \{1, 2, \ldots\}\) we have

\begin{align}
\sum_{n \geq 1, n \neq k} \frac{1}{n^4 - k^4} &= -\frac{\pi}{4k^3} \coth(k\pi) + \frac{7}{8k^4},
\end{align}

Moreover, for all \(k \in \{1, 3, \ldots\}\) we have

\begin{align}
\sum_{n \geq 1, n \neq k, n \text{ is odd}} \frac{1}{n^4 - k^4} &= -\frac{\pi}{8k^4} \tanh \left( \frac{k\pi}{2} \right) + \frac{3}{8k^4}.
\end{align}

As far as we know the above results are new and as we can see below our method can be applied for the zeros of other special functions, like Struve functions and modified Bessel functions of the second kind. Our proof in this case is based on the corresponding Mittag-Leffler expansion for Struve functions, recurrence relations, the Struve differential equation and on the Bernoulli-Hospital rule for the limit of quotients. During the
Theorem 3. For all \( \nu \in \mathbb{N} \) and \( j \in \{1, \ldots, n\} \) we have

\[
\sum_{k=1, k \neq j}^{n} \frac{1}{z_{\nu,k} - z_{\nu,j}} = \frac{1 - 2z_{\nu,j} - 2\nu}{2z_{\nu,j}}.
\]

\[
\sum_{k=1, k \neq j}^{n} \frac{1}{z_{\nu,k}^2 - z_{\nu,j}^2} = \frac{1 - z_{\nu,j} - \nu}{2z_{\nu,j}} - \frac{1}{2z_{\nu,j}} \sum_{k=1}^{n} \frac{1}{z_{\nu,k} + z_{\nu,j}}.
\]

\[
\sum_{k=1, k \neq j}^{n} \frac{1}{z_{\nu,k}^4 - z_{\nu,j}^4} = \frac{2 - \nu - z_{\nu,j}}{4z_{\nu,j}^2} - \frac{1}{4z_{\nu,j}} \sum_{k=1}^{n} \left( \frac{1}{z_{\nu,j}^2 + z_{\nu,k}^2} + \frac{2z_{\nu,j}}{z_{\nu,j}^2 + z_{\nu,k}^2} \right).
\]
2. Proofs

In this section we are going to present the proof of \[(1.1)\] and of Theorems \[(2)\] \[(3)\] and \[(4)\]

**Proof of (1.1).** We start with the following identities

\[(2.1)\] \[j_{\nu,k} J_{\nu}''(j_{\nu,k}) + J_{\nu}'(j_{\nu,k}) = 0,\]

\[(2.2)\] \[J_{\nu+1}(j_{\nu,k}) + J_{\nu}'(j_{\nu,k}) = 0,\]

\[(2.3)\] \[j_{\nu,k} J_{\nu+1}'(j_{\nu,k}) - (\nu + 1) J_{\nu}'(j_{\nu,k}) = 0,\]

which readily follow from the fact that \(J_{\nu}\) is a particular solution of the Bessel differential equation \[(7)\] p. 217], that is, satisfies

\[x^2 J_{\nu}''(x) + x J_{\nu}'(x) + (x^2 - \nu^2) J_{\nu}(x) = 0,\]

and from the recurrence relations \[(7)\] p. 222]

\[(2.4)\] \[x J_{\nu}'(x) - \nu J_{\nu}(x) = -x J_{\nu+1}(x),\]

\[x J_{\nu+1}'(x) + (\nu + 1) J_{\nu+1}(x) = x J_{\nu}(x).\]

By using the Mittag-Leffler expansion \[(1.2)\] we obtain that

\[\Omega_1 = \sum_{n \geq 1} \frac{1}{J_{\nu,n} - j_{\nu,k}} = \lim_{x \to j_{\nu,k}} \left( \frac{J_{\nu+1}(x)}{2x J_{\nu}(x)} - \frac{1}{J_{\nu,k} - x} \right) = \lim_{x \to j_{\nu,k}} \frac{(j_{\nu,k}^2 - x^2) J_{\nu+1}(x) - 2x J_{\nu}(x)}{(j_{\nu,k}^2 - x^2) J_{\nu}(x)}.\]

Now, applying the Bernoulli-Hospital rule two times and the relations \[(2.1)\], \[(2.2)\] and \[(2.3)\] we get

\[\Omega_1 = \frac{1}{2 j_{\nu,k}} \lim_{x \to j_{\nu,k}} \frac{(j_{\nu,k}^2 - x^2) J_{\nu+1}'(j_{\nu,k}) - 4x J_{\nu+1}'(x) - 4x J_{\nu}'(x) - 2x J_{\nu}(x)}{(j_{\nu,k}^2 - x^2) J_{\nu}'(j_{\nu,k}) - 4x J_{\nu}'(x) - 2x J_{\nu}(x)} = \frac{\nu + 1}{2 j_{\nu,k}}.\]

**Proof of Theorem 1** Let us denote with \(I_{\nu}\) the modified Bessel function of the first kind or Bessel function of the first kind with purely imaginary argument. By using the Weierstrassian products \[(7)\] p. 235]

\[2^\nu \Gamma(\nu + 1) x^{-\nu} I_{\nu}(x) = \prod_{n \geq 1} \left( 1 - \frac{x^2}{j_{\nu,n}^2} \right), \quad 2^\nu \Gamma(\nu + 1) x^{-\nu} I_{\nu}(x) = \prod_{n \geq 1} \left( 1 + \frac{x^2}{j_{\nu,n}^2} \right),\]

we obtain

\[2^{2\nu} \Gamma^2(\nu + 1) x^{-2\nu} J_{\nu}(x) I_{\nu}(x) = \prod_{n \geq 1} \left( 1 - \frac{x^4}{j_{\nu,n}^4} \right).\]

Logarithmic differentiation gives

\[-\frac{2\nu}{x} \frac{J_{\nu}(x)}{I_{\nu}(x)} + \frac{J_{\nu}'(x)}{I_{\nu}(x)} = -\sum_{n \geq 1} \frac{4x^3}{j_{\nu,n}^3 - x^4},\]

which in view of \[(2.4)\] and its analogue

\[x I_{\nu}'(x) - \nu I_{\nu}(x) = x I_{\nu+1}(x),\]

can be rewritten as

\[\frac{1}{4x^2} \left( \frac{J_{\nu+1}(x)}{J_{\nu}(x)} - \frac{I_{\nu+1}(x)}{I_{\nu}(x)} \right) = \sum_{n \geq 1} \frac{1}{j_{\nu,n}^2 - x^2}.\]
By using the above Mittag-Leffler expansion we obtain that

\[
\Omega_2 = \sum_{n \geq 1, n \neq k} \frac{1}{j_{\nu,n}^2 - j_{\nu,k}^2} = \lim_{x \to j_{\nu,k}} \left( \frac{J_{\nu+1}(x)}{4x^3J_{\nu}(x)} - \frac{I_{\nu+1}(x)}{4xI_{\nu}(x)} - \frac{1}{j_{\nu,k}^2 - x^2} \right)
\]

\[
= \lim_{x \to j_{\nu,k}} \left( \frac{J_{\nu+1}(x)}{4x^3J_{\nu}(x)} - \frac{1}{j_{\nu,k}^2 - x^2} \right) - \frac{I_{\nu+1}(j_{\nu,k})}{4j_{\nu,k}^2J_{\nu}(j_{\nu,k})}
\]

\[
= \lim_{x \to j_{\nu,k}} \left( \frac{1}{j_{\nu,k}^2 + x^2} \frac{(j_{\nu,k}^2 + x^2)J_{\nu+1}(x)}{4xJ_{\nu}(x)} - \frac{x^2 j_{\nu,k}^2}{j_{\nu,k}^2 - x^2} \right) - \frac{I_{\nu+1}(j_{\nu,k})}{4j_{\nu,k}^2J_{\nu}(j_{\nu,k})}
\]

Now, applying again the Bernoulli-Hospital rule two times and the relations (3.1), (2.7), and (2.8) we get

\[
\Omega_3 = \lim_{x \to j_{\nu,k}} \frac{1}{j_{\nu,k}^2 + x^2} \frac{(j_{\nu,k}^2 + x^2)J_{\nu+1}(x) - x^2 j_{\nu,k}^2}{4xJ_{\nu}(x)}
\]

\[
= \frac{1}{8j_{\nu,k}^5} \lim_{x \to j_{\nu,k}} \left( j_{\nu,k}^4 - x^4 \right) J_{\nu+1}(x) - 4x^3J_{\nu}(x)
\]

\[
= \frac{1}{8j_{\nu,k}^5} \lim_{x \to j_{\nu,k}} \left( j_{\nu,k}^4 - x^4 \right) J_{\nu+1}(x) - 8x^3J_{\nu+1}(x) - 12x^2J_{\nu+1}(x) - 24xJ_{\nu}(x) + x^4J_{\nu}(x) - 8x^3J_{\nu}(x) + 2J_{\nu}(x)
\]

\[
= \frac{1}{8j_{\nu,k}^5} \left( -8j_{\nu,k}^3J_{\nu+1}(j_{\nu,k}) - 12j_{\nu,k}^3J_{\nu+1}(j_{\nu,k}) - 24j_{\nu,k}^3J_{\nu}(j_{\nu,k}) - 4j_{\nu,k}^3J_{\nu}(j_{\nu,k}) \right) = \nu + 2
\]

Finally, by using the Mittag-Leffler expansion

(2.5)

\[
\frac{I_{\nu+1}(x)}{I_{\nu}(x)} = \sum_{n \geq 1} \frac{2x}{j_{\nu,n} + x^2}
\]

the proof of (1.5) is complete. Now, by taking \( \nu = \frac{1}{2} \) and \( \nu = -\frac{1}{2} \) in (1.5) we get (1.4) and

\[
\sum_{n \geq 1} \frac{1}{(2n-1)^2 - (2k-1)^2} = -\frac{\pi}{8(2k-1)^3} \tanh \left( \frac{(2k-1)\pi}{2} \right) + \frac{3}{8(2k-1)^2},
\]

which is equivalent to (1.3). Here we used the Mittag-Leffler expansion [7] p. 126]

\[
\coth(x) = \frac{1}{x} + 2x \sum_{n \geq 1} \frac{1}{x^2 + n^2 \pi^2}
\]

and (2.5) for \( \nu = -\frac{1}{2} \) together with [7] p. 254]

\[
I_{\frac{1}{2}}(x) = \sqrt{\frac{2}{\pi x}} \sinh x, \quad I_{-\frac{1}{2}}(x) = \sqrt{\frac{2}{\pi x}} \cosh x, \quad \tanh x = \frac{I_{-\frac{1}{2}}(x)}{I_{\frac{1}{2}}(x)}.
\]

Moreover, we have used the fact that for \( n \in \{1, 2, \ldots \} \) we have \( j_{\frac{1}{2},n} = n\pi \) and \( j_{-\frac{1}{2},n} = \frac{(2n-1)\pi}{2} \) since \( J_{\frac{1}{2}}(x) \) is proportional to \( \sin x \) and \( J_{-\frac{1}{2}}(x) \) is proportional to \( \cos x \), that is, we have [7] p. 228]

\[
J_{\frac{1}{2}}(x) = \sqrt{\frac{2}{\pi x}} \sin x, \quad J_{-\frac{1}{2}}(x) = \sqrt{\frac{2}{\pi x}} \cos x.
\]

\[\square\]

**Proof of Theorem 2** The proof is quite similar to the proof of (1.1). We start with the following identities

(2.6) \[ h_{\nu,k} H_{\nu}''(h_{\nu,k}) + H_{\nu}'(h_{\nu,k}) = \frac{h_{\nu,k}^\nu}{\sqrt{\pi} 2^{\nu-1} \Gamma \left( \nu + \frac{1}{2} \right)} \]

(2.7) \[ H_{\nu-1}(h_{\nu,k}) - H_{\nu}'(h_{\nu,k}) = 0, \]

(2.8) \[ h_{\nu,k} H_{\nu-1}'(h_{\nu,k}) - \nu H_{\nu}'(h_{\nu,k}) = h_{\nu,k} H_{\nu}''(h_{\nu,k}), \]
which readily follow from the fact that \( H_\nu \) is a particular solution of the Struve differential equation [7] p. 288, that is, satisfies
\[
x H_\nu''(x) + H_\nu'(x) + x \left( 1 - \frac{\nu^2}{x^2} \right) H_\nu(x) = \frac{x^\nu}{\sqrt{\pi} 2^{\nu-1} \Gamma(\nu + \frac{1}{2})},
\]
and from the recurrence relations [7] p. 292
\[
\begin{align*}
2 H_\nu'(x) + \nu H_\nu(x) &= x H_{\nu - 1}(x), \\
H_{\nu - 1}(x) + x H_{\nu - 1}'(x) &= (\nu + 1) H_{\nu}'(x) + x H_\nu''(x).
\end{align*}
\]
By using the Mittag-Leffler expansion [1] Lemma 1
\[
\frac{H_{\nu - 1}(x)}{H_\nu(x)} = \frac{2\nu + 1}{x} - \sum_{n \geq 1} \frac{2x}{h_{\nu,n}^2 - x^2}
\]
we obtain that
\[
\Omega_4 = \sum_{n \geq 1, n \neq k} \frac{1}{h_{\nu,n}^2 - h_{\nu,k}^2} = \lim_{x \to h_{\nu,k}} \left( \frac{2\nu + 1}{2x^2} \frac{H_{\nu - 1}(x)}{2xH_\nu(x)} - \frac{1}{h_{\nu,k}^2 - x^2} \right)
\]
\[
= \frac{2\nu + 1}{2h_{\nu,k}} - \lim_{x \to h_{\nu,k}} \frac{(h_{\nu,k}^2 - x^2)H_{\nu - 1}(x) + 2xH_\nu(x)}{(h_{\nu,k}^2 - x^2)H_\nu(x)}.
\]
Now, applying the Bernoulli-Hospital rule two times and the relations (2.6), (2.7) and (2.8) we get
\[
\Omega_5 = \frac{1}{2h_{\nu,k}} \lim_{x \to h_{\nu,k}} \frac{(h_{\nu,k}^2 - x^2)H_{\nu - 1}(x) + 2xH_\nu(x)}{(h_{\nu,k}^2 - x^2)H_\nu(x)}
\]
\[
= \frac{1}{2h_{\nu,k}} \lim_{x \to h_{\nu,k}} \frac{(h_{\nu,k}^2 - x^2)H_{\nu - 1}'(x) - 4xH_{\nu - 1}'(x) - 2H_{\nu - 1}(x) + 4H_\nu'(x) + 2xH_\nu''(x)}{(h_{\nu,k}^2 - x^2)H_\nu'(x) - 4xH_\nu'(x) - 2H_\nu(x)}
\]
\[
= \frac{1}{2h_{\nu,k}} \left( -\nu h_{\nu,k}H_{\nu - 1}'(h_{\nu,k}) - 2H_{\nu - 1}(h_{\nu,k}) + 4H_\nu'(h_{\nu,k}) + 2h_{\nu,k}H_\nu''(h_{\nu,k}) \right)
\]
\[
= \nu - 1 + \frac{h_{\nu,k}^{-2}}{\sqrt{\pi} 2^{\nu-1} \Gamma(\nu + \frac{1}{2}) H_\nu(h_{\nu,k})}
\]
which completes the proof of (1.7). Now, to prove (1.8) observe that by means of (1.7) and the analogous of (1.6) for the zeros of Struve functions we have
\[
\sum_{n \geq 1, n \neq k} \frac{1}{h_{\nu,n}^2 - h_{\nu,k}^2} = \frac{1}{2h_{\nu,k}} \sum_{n \geq 1, n \neq k} \frac{1}{h_{\nu,n}^2 - h_{\nu,k}^2} - \frac{1}{2h_{\nu,k}} \sum_{n \geq 1, n \neq k} \frac{1}{h_{\nu,n}^2 + h_{\nu,k}^2}
\]
\[
= \frac{1}{2h_{\nu,k}} \left( \nu + 2 - \frac{h_{\nu,k}^{-2}}{\sqrt{\pi} 2^{\nu-1} \Gamma(\nu + \frac{1}{2}) H_\nu(h_{\nu,k})} \right) - \frac{1}{2h_{\nu,k}} \left( \sum_{n \geq 1} \frac{1}{h_{\nu,n}^2 + h_{\nu,k}^2} - 1 \right),
\]
which completes the proof. \(\square\)

**Proof of Theorem 3.** First we note that if \( \nu = n + \frac{1}{2} \) and \( n \in \mathbb{N} \), then for all \( z \in \mathbb{C} \) there holds
\[
(2.10) \quad \frac{2^{1-\nu}}{\Gamma(\nu)} z^\nu e^z K_\nu(z) = \prod_{k=1}^{n} \left( 1 - \frac{z}{z_{\nu,k}} \right),
\]
which by using logarithmic differentiation yields the next result
\[
(2.11) \quad \frac{K_{\nu+1}(z)}{K_\nu(z)} = 1 + \frac{2\nu}{z} - \sum_{k=1}^{n} \frac{1}{z - z_{\nu,k}}.
\]
We note that the equality (2.11) is already known [3, Lemma 3.2] and it is a corresponding Mittag–Leffler expansion for \( K_\nu \). Now, let us notice that from (2.11) it follows that

\[
\sum_{k=1, k \neq j}^{n} \frac{1}{z_{\nu,k} - z_{\nu,j}} = \lim_{z \to z_{\nu,j}} \left( \frac{K_{\nu+1}(z)}{K_\nu(z)} - 1 - \frac{2\nu}{z} - \frac{1}{z_{\nu,j} - z} \right) = \lim_{z \to z_{\nu,j}} \frac{z_{\nu,j} - z - \nu - 1}{z_{\nu,j} - z - \nu} K_{\nu+1}(z) - (\nu + 1) K_\nu(z) - z K_\nu(z).
\]

On the other hand, by using the fact that \( K_\nu \) is a particular solution of the modified Bessel differential equation, i.e., there holds

\[ z^2 K_\nu''(z) + z K_\nu'(z) - (\nu^2 + \nu) K_\nu(z) = 0, \]

and in view of the relations

\[ z K_\nu'(z) = \nu K_\nu(z) - z K_{\nu+1}(z), \]

\[ z K_{\nu+1}(z) + (\nu + 1) K_\nu(z) = -z K_\nu(z), \]

we obtain the next identities for all \( k \in \{1, 2, \ldots, n\} \)

\[
(2.12) \quad z_{\nu,k} K_{\nu+1}(z_{\nu,j}) + K_\nu(z_{\nu,k}) = 0,
\]

\[
(2.13) \quad K_\nu'(z_{\nu,k}) = -K_{\nu+1}(z_{\nu,k})
\]

and

\[
(2.14) \quad z_{\nu,k} K_{\nu+1}'(z_{\nu,j}) + (\nu + 1) K_{\nu+1}(z_{\nu,j}) = 0.
\]

Applying the Bernoulli-Hospital rule two times and in view of (2.12), (2.13) and (2.14) we get

\[
\sum_{k=1, k \neq j}^{n} \frac{1}{z_{\nu,k} - z_{\nu,j}} = -z_{\nu,j} K_{\nu+1}'(z_{\nu,j}) - 2z_{\nu,j} K_{\nu+1}'(z_{\nu,j}) + 2(z_{\nu,j} + 2\nu - 1) K_\nu(z_{\nu,j}) - 2 K_{\nu+1}(z_{\nu,j}) \frac{K_{\nu}'(z_{\nu,j})}{K_\nu(z_{\nu,j})},
\]

which completes the proof of (1.11).

Now, we focus on the identities (1.11) and (1.12). These can be deduced by using the next relations

\[
\sum_{k=1, k \neq j}^{n} \frac{1}{z_{\nu,k} - z_{\nu,j}} = \frac{1}{2z_{\nu,j}} \sum_{k=1, k \neq j}^{n} \frac{1}{z_{\nu,k} - z_{\nu,j}} - \frac{1}{2z_{\nu,j}} \sum_{k=1, k \neq j}^{n} \frac{1}{z_{\nu,k} + z_{\nu,j}}
\]

and

\[
\sum_{k=1, k \neq j}^{n} \frac{1}{z_{\nu,k} - z_{\nu,j}^2} = \frac{1}{2z_{\nu,j}} \sum_{k=1, k \neq j}^{n} \frac{1}{z_{\nu,k} - z_{\nu,j}^2} - \frac{1}{2z_{\nu,j}} \sum_{k=1, k \neq j}^{n} \frac{1}{z_{\nu,k} + z_{\nu,j}}
\]

Alternatively, the identities (1.11) and (1.12) can be deduced as follows. First, let us notice that from (2.10) it follows that

\[
(2.15) \quad \prod_{k=1}^{n} \left( 1 - \frac{z_{\nu,k}^2}{z_{\nu,j}} \right) = 2(1 - \nu) \frac{z_{\nu,j} K_\nu(z_{\nu,j}) K_\nu(-z_{\nu,j})}{2^n \Gamma(\nu)^2}.
\]

Logarithmic differentiation of the previous expression gives

\[
-\sum_{k=1}^{n} \frac{2z_{\nu,k}^2}{z_{\nu,k} - z} = \frac{2\nu}{z} K_\nu'(z) - \frac{K_\nu'(z)}{K_\nu(z)} - \frac{K_\nu'(z)}{K_\nu(-z)},
\]

which can be rewritten as follows

\[
\sum_{k=1}^{n} \frac{1}{z_{\nu,k}^2 - z^2} = \frac{K_{\nu+1}(z)}{2z K_\nu(z)} - \frac{K_{\nu+1}(-z)}{2z K_\nu(-z)} - \frac{2\nu}{z^2}.
\]
This in turn implies that

\[(2.16) \quad \sum_{k=1, k \neq j}^{n} \frac{1}{z^2 \nu, k - z^2 \nu, j} = \lim_{z \to -z_{\nu,j}} \left( \frac{K_{\nu+1}(z)}{2z K_{\nu}(z)} - \frac{2\nu}{z^2} - \frac{1}{z^2 \nu, j - z^2} \right) = \frac{K_{\nu+1}(-z_{\nu,j})}{2z \nu, j K_{\nu}(-z_{\nu,j})} =: K_1 - K_2. \]

By using the Bernoulli-Hospital rule, two times, and then the relations \[(2.12), (2.13) \text{ and } (2.14),\] we can conclude that

\[(2.17) \quad K_1 = \frac{1}{4z_{\nu,j}^2} \lim_{z \to -z_{\nu,j}} \frac{z(z_{\nu,j}^2 - z^2)K_{\nu+1}(z) - 4\nu(z_{\nu,j}^2 - z^2)K_{\nu}(z) - 2z^2 K_{\nu}(z)}{(z_{\nu,j}^2 - z) K_{\nu}(z)} = \frac{-4z_{\nu,j}^2 K_{\nu}''(z_{\nu,j}) - 4z_{\nu,j}^2 K_{\nu+1}'(z_{\nu,j}) - 2(4z_{\nu,j} - 8\nu z_{\nu,j}) K_{\nu}''(z_{\nu,j}) - 6z_{\nu,j} K_{\nu+1}(z_{\nu,j})}{-8z_{\nu,j}^2 K_{\nu}'(z_{\nu,j})} = 1 - \frac{3\nu}{2z_{\nu,j}^2}. \]

Using the substitution \(z \mapsto -z_{\nu,j}\) from \[(2.11),\] it follows that

\[(2.18) \quad K_2 = \frac{1}{2z_{\nu,j}^2} - \frac{\nu}{z_{\nu,j}^2} + \frac{1}{2z_{\nu,j}} \sum_{k=1}^{n} \frac{1}{z_{\nu,k} + z_{\nu,j}}. \]

Combination of \((2.16), (2.17) \text{ and } (2.18)\) yields the proof of \((1.11)\).

Similarly, let us notice that from \[(2.15),\] using the substitution \(z \mapsto i z\) it follows that

\[\prod_{k=1}^{n} \left( 1 + \frac{z^2}{z_{\nu,k}^2} \right) = \frac{2z^{2\nu} K_{\nu}(iz) K_{\nu}(-iz)}{2^{2n} \Gamma(\nu)^2}, \]

which in turn implies that

\[\prod_{k=1}^{n} \left( 1 - \frac{z^2}{z_{\nu,k}^2} \right) = \frac{4(-1)^{\nu} z^{2\nu} K_{\nu}(z) K_{\nu}(-z) K_{\nu}(iz) K_{\nu}(-iz)}{2^{2n} \Gamma(\nu)^4}. \]

Logarithmic differentiation of the previous expression gives

\[-\sum_{k=1}^{n} \frac{4z^3}{z_{\nu,k}^4 - z^4} = \frac{4\nu}{z} K_{\nu}'(z) - \frac{K_{\nu}'(z)}{K_{\nu}(z)} - \frac{i K_{\nu}'(iz)}{K_{\nu}(iz)} - \frac{i K_{\nu}'(-iz)}{K_{\nu}(-iz)}. \]

which can be rewritten as

\[\sum_{k=1}^{n} \frac{4z^3}{z_{\nu,k}^4 - z^4} = \frac{8\nu}{z} + \frac{K_{\nu+1}(z)}{K_{\nu}(z)} - \frac{K_{\nu+1}(-z)}{K_{\nu}(-z)} + \frac{i K_{\nu+1}(iz)}{K_{\nu}(iz)} - \frac{i K_{\nu+1}(-iz)}{K_{\nu}(-iz)}. \]

Consequently we have

\[(2.19) \quad \sum_{k=1, k \neq j}^{n} \frac{1}{z^4 \nu, k - z^4 \nu, j} = \lim_{z \to -z_{\nu,j}} \frac{K_{\nu+1}(z)}{2z K_{\nu}(z)} - \frac{8\nu}{z^4} - \frac{4z^3}{z_{\nu,j}^4 - z^4} + \frac{1}{4z_{\nu,j}^4} \left( -\frac{K_{\nu+1}(-z_{\nu,j})}{K_{\nu}(-z_{\nu,j})} + i \frac{K_{\nu+1}(iz_{\nu,j})}{K_{\nu}(iz_{\nu,j})} - i \frac{K_{\nu+1}(-iz_{\nu,j})}{K_{\nu}(-iz_{\nu,j})} \right) =: K_3 + K_4. \]

By using again the Bernoulli-Hospital rule two times, and then the relations \[(2.12), (2.13) \text{ and } (2.14),\] we obtain that

\[(2.20) \quad K_3 = \frac{1}{16z_{\nu,j}^4} \lim_{z \to -z_{\nu,j}} \frac{z(z_{\nu,j}^4 - z^4)K_{\nu+1}(z) - 8\nu(z_{\nu,j}^4 - z^4)K_{\nu}(z) - 4z^4 K_{\nu}(z)}{(z_{\nu,j}^4 - z) K_{\nu}(z)} = \frac{-4z_{\nu,j}^4 K_{\nu}''(z_{\nu,j}) - 8z_{\nu,j}^4 K_{\nu+1}'(z_{\nu,j}) + 32z_{\nu,j}^4 (2\nu - 1) K_{\nu}'(z_{\nu,j}) - 20z_{\nu,j}^4 K_{\nu+1}(z_{\nu,j})}{-32z_{\nu,j}^4 K_{\nu}'(z_{\nu,j})} = \frac{2 - 7\nu}{4z_{\nu,j}^4}. \]
Finally, from (2.11) it holds

\begin{equation}
(2.21)
K_4 = \frac{1}{z_{\nu,j}^3} \left( -1 + \frac{6\nu}{z_{\nu,j}} - \sum_{k=1}^{n} \left( \frac{1}{z_{\nu,j} + z_{\nu,k}} + \frac{i}{i z_{\nu,j} - z_{\nu,k}} + \frac{i}{i z_{\nu,j} + z_{\nu,k}} \right) \right)
\end{equation}

\begin{equation}
= \frac{1}{z_{\nu,j}^3} \left( -1 + \frac{6\nu}{z_{\nu,j}} - \sum_{k=1}^{n} \left( \frac{1}{z_{\nu,j} + z_{\nu,k}} + \frac{2z_{\nu,j}}{z_{\nu,j}^2 + z_{\nu,k}^2} \right) \right).
\end{equation}

From (2.19), (2.20) and (2.21) the desired formula (1.12) immediately follows. □
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