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Abstract

There has been a recent push in making machine learning models more interpretable so that their performance can be trusted. Although successful, these methods have mostly focused on the deep learning methods while the fundamental optimization methods in machine learning such as linear programs (LP) have been left out. Even if LPs can be considered as whitebox or clearbox models, they are not easy to understand in terms of relationships between inputs and outputs. As a linear program only provides the optimal solution to an optimization problem, further explanations are often helpful. In this work, we extend the attribution methods for explaining neural networks to linear programs. These methods explain the model by providing relevance scores for the model inputs, to show the influence of each input on the output. Alongside using classical gradient-based attribution methods we also propose a way to adapt perturbation-based attribution methods to LPs. Our evaluations of several different linear and integer problems showed that attribution methods can generate useful explanations for linear programs. However, we also demonstrate that using a neural attribution method directly might come with some drawbacks, as the properties of these methods on neural networks do not necessarily transfer to linear programs. The methods can also struggle if a linear program has more than one optimal solution, as a solver just returns one possible solution. Our results can hopefully be used as a good starting point for further research in this direction.

1 Introduction

Linear Programs (LP) are a commonly used technique for optimization, widely applied in schedule optimization in smart grids [Zhu et al., 2012], to solve combinatorial problems [Paulus et al., 2021] and most recently resource planning during Covid-19 crisis [Petrović, 2020]. Besides their applicability to a wide range of problems, their efficiency is an important reason for their popularity [Spielman and Teng, 2004]. Although very popular, there have not been many efforts to make their results understandable, especially for non-experts in optimization. The only major effort in this direction is sensitivity analysis [Higle and Wallace, 2003], which is commonly used in conjunction with LPs and provides information about how much the solution changes if the input parameters are modified slightly [Ward and Wendell, 1990].

In recent years, explainable artificial intelligence (XAI) methods have risen in popularity [Adadi and Berrada, 2018]. Providing explanations for a machine learning (ML) model is useful in many different ways. For experts, an explanation allows validating if the behavior of the model is correct, or if it just follows a Clever Hans behavior [Stammer et al., 2021]. Explaining the model’s reasoning also helps laymen to build trust in the model as it is easier to comprehend and trust the model’s decision [Gunning et al., 2019]. XAI may also facilitate the knowledge of humans who work with the ML system. One category of XAI is attribution methods. These provide contribution scores for all input features of a given ML model thus highlighting important and irrelevant features. There are various attribution methods such as integrated gradients [Sundararajan et al., 2017], Grad-CAM
Figure 1: The inverted pendulum on a cart problem (left) can be solved as a ReLU network (middle) and can be explained via attribution methods. It is also possible to encode the ReLU network as a linear program via defining constraint for each layer (right). However, even if the LP formulation is equivalent to the ReLU-net, no equivalent explanation methods exist.

[Selvaraju et al., 2017] or LIME [Ribeiro et al., 2016]. They are mostly focused on deep neural networks and especially image-based tasks, as it is possible to visualize the attributions as an overlay over the original image, highlighting important segments. As common as XAI, and specifically attribution methods, are for deep neural networks, this topic has not been discussed for LPs. As the integration of optimizers and deep learning has gained significant interest [Amos and Kolter, 2017, Paulus et al., 2021] it is natural to apply these methods to other types of models.

In this work, we extend the attribution methods to obtain explanations for LPs, which we term XLP, that share equivalences with neural nets (NN) and further justify the transfer. It has been shown that ReLU NN [Nair and Hinton, 2010] or even recurrent NN [Rumelhart et al., 1986] might be viewed as LPs [Wang and Chankong, 1992] (see Fig. 1). We note that several attribution methods that require a certain model architecture cannot be applied to linear programs directly as the structure of an LP is different from the structure of a neural network. This makes all propagation-based approaches not feasible for LPs. Additionally, attribution methods that require an error measurement of the model cannot be applied directly, as an LP does not have an inherent model error. We make use of four different attribution methods: saliency maps, gradient times input, integrated gradients, and a modified version of occlusion to explain LPs, by computing attributions either for the optimal solution of the linear program or for some function applied to the optimal solution. As an important result, we show that standard properties of attribution methods, namely sensitivity, completeness, and implementation invariance do not hold for LPs.

Overall, we make the following key contributions: (1) We show that neural attribution methods can be extended to explain LPs. (2) We provide an extensive analysis of the theoretical properties of these methods on LPs and show that these properties do not necessarily translate from NNs to LPs. (3) We provide an empirical evaluation of the four attribution methods on four different LP use cases. (4) Furthermore, we provide an empirical evaluation of a real-world optimization problem and a MAP inference problem.

2 Background and Related Work

Linear Programs. LPs are a special family of optimization programs, restricted to a linear objective function and linear constraints [Karloff, 2008]. An LP can be formulated as

$$\mathbf{x}^* = \arg \max_{\mathbf{x}} \quad \mathbf{w}^T \mathbf{x}$$

s.t. $$\mathbf{A} \mathbf{x} \leq \mathbf{b}$$

where $$\mathbf{x} \in \mathbb{R}^n$$ is the optimization variable and $$\mathbf{w} \in \mathbb{R}^n$$ is weight vector. The optimization constraints are specified by the matrix $$\mathbf{A} \in \mathbb{R}^m \times n$$ and the vector $$\mathbf{b} \in \mathbb{R}^m$$. $$\mathbf{A}$$, $$\mathbf{b}$$ and $$\mathbf{w}$$ are constant parameters of the LP. $$\mathbf{x}^*$$ is called the optimal solution of the LP. Integer programs (ILP) add an additional restriction requiring $$\mathbf{x}$$ to be a valid integer points. For an LP, the solution map $$\mathbf{S}$$ is a function that maps from the parameters to the optimal solution. It is defined as: $$\mathbf{S} : \mathbf{A}, \mathbf{b}, \mathbf{w} \to \mathbf{x}^*$$. $$\mathbf{S}$$ can be differentiated thereby allowing for the computation of gradients of an LP or ILP [Paulus et al., 2021, Agrawal et al., 2019]. Similarly, it is possible to define the objective map $$\mathbf{O}$$ as the function which maps from the parameters to the objective function value of the optimal solution.
**Sensitivity Analysis.** Sensitivity analysis is a general method to explain the behavior of a mathematical model to variations in its input parameters [Saltelli and Annoni, 2010]. A problem is *sensitive* to an input parameter if changing this parameter slightly also changes the solution of the model. In terms of LPs, it is investigated how much the parameter values of $w$ or $b$ can be changed such that the current optimal basis remains optimal [Koltai and Terlaky, 2000]. It is also reported how fast the optimal solution value changes within these intervals. The results often depend on the used LP solver, making them difficult to interpret correctly [Jansen et al., 1997]. Sensitivity analysis differs from the approach of this work in the sense that we aim to find the influence of inputs on the LP output, not the input sensitivity.

**Neural attribution methods.** Given a model $M$ with input $x = (x_1, \ldots, x_n)$, an attribution method provides attribution scores $c_M(x) = (c_1, \ldots, c_n)$, such that each $c_i$ describes the relevance of $x_i$ on the output of $M$.

Saliency maps [Simonyan et al., 2014] are one of the simplest and earliest examples of gradient-based methods where the backpropagated gradients at the input values are used as attributions. Guided backpropagation [Springenberg et al., 2015] and deconvolutional nets [Zeiler and Fergus, 2014] both have a slightly different approach by masking out some of the gradient signals. Instead of propagating the gradients back through the whole network to the input layer, Grad-CAM uses the gradient signals at the last convolutional layer to combine both high-level information and provide spatially accurate attributions [Selvaraju et al., 2017]. These methods can be considered *local*, as they are based solely on the gradients. On the other hand, *global* methods describe the effect of a feature on the output w.r.t. a baseline, by multiplying the gradient with the model input. Examples are gradient times input [Shrikumar et al., 2016] or integrated gradients [Sundararajan et al., 2017].

Layerwise relevance propagation [Bach et al., 2015], deep Taylor decomposition [Montavon et al., 2017] and DeepLIFT [Shrikumar et al., 2017] are all examples of *propagation-based* attribution methods. They compute the attributions for the input values by propagating relevance backwards through the network and explicit rules allow for better attribution control [Shrikumar et al., 2017]. *Perturbation-based* approaches alter, mask or remove some input features of the model. Attributions are then obtained by comparing the original model output with the output of the changed features e.g., Occlusion [Zeiler and Fergus, 2014] or LIME [Ribeiro et al., 2016]. They can be applied to any model without knowledge about the model architecture but tend to get slower as the input size grows [Ivanovs et al., 2021].

Generating attributions can also be approached from a *causal* point of view. It is possible to use the notion of causality [Pearl, 2009] to interpret a neural network as a structural causal model [Chattopadhyay et al., 2019]. This allows computing the average causal effects of input neurons on the output neurons. This inherently causal metric can be used as attribution. CXPlain [Schwab and Karlen, 2019] provides a framework to generate attributions for an arbitrary model based on the principle of *Granger* causality [Granger, 1969]. Similar to a perturbation-based method, they compute the attributions as a difference between the original model output and the model with a masked input feature.

### 3 XLP Using Attribution Methods

Although attribution methods have their flaws [Kindermans et al., 2019], they have proven to be effective, especially for image-based tasks on neural networks. The concept of attributions can be directly translated to LPs, specifically to the solution and the objective map functions. For the solution map, the attributions show the influence of all parameters on the optimal solution. When computed for the objective map, they show the influence of the parameters on the scalar output of the objective function.

This view of an LP makes it possible to apply attribution methods in general. However, not all neural attribution methods are suitable for LPs such as those requiring an NN-like structure of the model (e.g. convolutional layers as for Grad-CAM), as such structures are not available in an LP. Additionally, propagation-based approaches can also not be applied directly. The solution map of an LP is a single, non-linear function and it is not possible to propagate attributions step-by-step through this function as opposed to a NN. We identify and present four different LP-applicable methods.
Saliency: Using saliency maps is one of the simplest approaches to generate attributions via gradients. The attributions for all input parameters are the partial derivatives of that parameter w.r.t. the model function [Simonyan et al., 2014]. For an LP $M$, the saliency attributions are:

$$ c_M(x_i) = \frac{\partial M(x)}{\partial x_i} $$  \hfill (2)

where $x_i$ is one of $\{ A, b, w \}$ and the model can be either $S(A, b, w)$ or $O(A, b, w)$.

Gradient times Input (GxI): There have been arguments that multiplying the partial derivative of a parameter with the parameter itself increases the quality of the attribution [Shrikumar et al., 2016]. GxI is an extension of the saliency method in this direction. The partial derivatives of the parameters w.r.t. model function are multiplied with the parameter values themselves, resulting in the following formulation, with the same elements as Eq. 2:

$$ c_M(x_i) = x_i \frac{\partial M(x)}{\partial x_i} $$  \hfill (3)

Integrated Gradients (IG): To obtain the IG attributions, it is necessary to select a baseline point in the input space of the model which acts as a reference to measure the relevance against. In the context of an LP, the baseline $\bar{x}$ consists of the values $A$, $b$ and $w$. The attributions are obtained by integrating the model gradient along the path between baseline and input value.

$$ c_M(x_i) = (x_i - \bar{x}_i) \cdot \int_{\alpha=0}^{1} \frac{\partial S(\bar{x})}{\partial x_i} \bigg|_{\bar{x}=\bar{x}+\alpha(x-\bar{x})} d\alpha $$  \hfill (4)

This method was specifically designed so that the attributions fulfill several desirable properties, which encouraged the evaluation of the theoretical capabilities of attribution methods. The behavior of attribution methods on LPs w.r.t. these properties is analyzed in more detail in section 4.4. When this method is applied to classification tasks with NNs, a reference point should be neutral in terms of the classification output [Bach et al., 2015]. This approach is not directly suitable for LPs, as they have no classification output. Therefore, we use baseline points corresponding to a neutral problem state, which are selected based on the general knowledge about the problem.

Occlusion (Occ): This is a simple perturbation-based attribution method [Zeiler and Fergus, 2014] and computes the attributions for a feature $x_i$ under the model $M$ as: $c_M(x_i) = M(x) - M(x_{[x_i=0]})$. Intuitively, attributions are defined as the difference between the normal model output and the model output if the feature is set to zero. This assumes that an input feature with a value of zero does not influence the model outcome, which allows us to estimate the true influence of the feature. However, setting a parameter to zero in an LP does not always result in a zero influence of that parameter. If part of $b$ or $w$, the change can modify the problem significantly (Fig. 9 in supplementary).

We approach the problem from a slightly different perspective. Instead of masking out a single value of a parameter, which has a possibly large influence on other parameters, certain structures are masked out. These structures should be meaningful units by themselves and can be part of multiple parameters. These structures can be selected so that they do not have an undesired influence on other parts of the problem, making it possible to compute their influence.

This approach has two significant advantages: (1) The meaningful structures can be selected flexibly, whereas the other methods always provide attributions for the parameters. (2) It can be easier to understand the attributions for meaningful structures, as these already have meaning themselves. The standard parameters of an LP also have a meaning, but it might be more difficult to understand if one is not familiar with LPs. However, these advantages also come with a drawback. To compute attributions, it is necessary to specify the meaningful structures beforehand, the other methods can be directly applied to an LP in a more “exploratory” way. Note that this approach is not restricted to occlusion, but can also be applied for other perturbation-based methods.

Computation Complexity: In addition to the accuracy the actual runtime of an attribution method is an important factor to consider. In general, gradient-based attribution methods are known to be fast, as they require only a single forward and backward pass through the model (e.g. in case of saliency or GxI) or a fixed number of these cases (e.g. 100 to approximate the integral for IG). On the other hand, the complexity of Occ is linear in the number of selected meaningful structures, which can limit its scalability to large problems. However, computing the gradient for a large LP is time-consuming as well, so Occ with even a moderate number of structures can be faster than e.g. IG.
Figure 2: Process to generate attributions for a problem. We start with an LP. This LP is solved and
the partial derivatives w.r.t. the parameters are computed with CVXPY [Diamond and Boyd, 2016].
Then, an attribution method is used to generate gradient-based attributions.

4 Empirical Analysis

We now evaluate the attribution methods on two LPs (maximum flow (MF) and resource optimization
(RO)) and two ILPs (knapsack (KS) and shortest path (SP)), each with several cases. These problems
were selected to cover the typical use case of linear programs, resource optimization, as well as some
typical combinatorial problems. This evaluation should check if the attribution methods can generate
reasonable attributions for LPs and under which circumstances they might fail (Fig. 2).

4.1 Evaluation Structure: Type Categorization

Evaluating attribution methods is not trivial, as there are no ground-truth attributions available to
compare. Additionally, it is possible to argue that different sets of attributions provide reasonable
explanations of a problem making their evaluation notoriously difficult. This problem has been
tackled by defining metrics to measure the quality of attributions [Ancona et al., 2018]. Unfortunately,
these metrics cannot be applied to LPs, as they either depend on removing specific elements of the
problem or are designed for image-based tasks [Goh et al., 2020]. Therefore, we follow the more
informal approach to compare the produced attributions and decide how reasonable they are as often
done to compare heatmaps of attributions for image-based NN tasks [Shrikumar et al., 2017].

The concrete settings in all problems are kept small so the attributions can be evaluated by hand. The
problem cases are split into three different types: Type I: These cases describe a typical situation
of an LP, where a unique optimal solution exists. Type II: These cases have more than one optimal
solution. Type III: Especially intricate cases, e.g. implicit constraints like \( x \geq 0 \) are deciding factors.

4.2 Exact Problem Descriptions

The first problem is one of the earliest use-cases for linear programming, resource optimization
[Dantzig, 1951]. Given the resource costs and the sale prices of several different products, as well as
a limit for each resource, the objective is to maximize the total revenue. The instance of this problem
for our evaluation has two different products and resources. The problem is evaluated in all three
case types with type III being the edge-case in which implicit constraint \( x \geq 0 \) is relevant. The LP
formulation for the problem with example values is:

\[
\begin{align*}
\hat{x} &= \arg \max_x \begin{pmatrix} 1 & 2 \end{pmatrix} \begin{pmatrix} x_1 \\ x_2 \end{pmatrix} \\
\text{s.t.} & \begin{pmatrix} 1 & 2 \\ 1 & 1 \end{pmatrix} \begin{pmatrix} x_1 \\ x_2 \end{pmatrix} \leq \begin{pmatrix} 10 \\ 10 \end{pmatrix}
\end{align*}
\] (5)

The maximum flow problem is the second LP for the evaluation [Goldberg and Tarjan, 1988]. Given
a directed graph with designated source and target nodes as well as a maximum capacity for each
edge, the objective is to maximize the flow which reaches the target. Flow can be routed along edges
in the graph under two constraints: The flow along an edge cannot exceed that edge’s capacity and
the incoming and outgoing flow has to be the same for all nodes except source and target. The first
example of this problem is type I, whereas the second is type II, as it consists of a bottleneck at
the target node which results in multiple solutions of the same quality. Both cases are on the same
general graph structure (Fig. 3), with different edge weights between them. The full mathematical
formulation of the maximum flow problem can be found in Appendix B.
Figure 3 & Table 1: Left: Graph layout for the maximum flow problem. The source and target nodes are highlighted in green and orange respectively. All edges have the flow/capacity for MF1 annotated. The numbers are unique edge identifiers. Right: Evaluation cases of the used LPs and ILPs.

The third problem, an ILP, is the knapsack problem [Salkin and De Kluyver, 1975]. For a set of items with a weight and a value each, a subset with the highest value should be found which is still lighter than a maximum weight. This problem is an integer problem, as each item can either be part of the subset or not, which results in possible values of 0 and 1 for the optimization variable. The three cases of the problem cover all three types. The ILP formulation of the problem follows Eq. 1. The parameter A is a vector of the item weights, b is the total capacity of the knapsack, and w is a vector of all item values. The knapsack problem has just a single constraint.

The last problem is the shortest path problem [Taccari, 2016]. Given a directed graph with a source and a target node, the objective is to find the shortest path from source to target. Each edge in the graph has an associated cost. As for MF, there are two cases with a unique optimal solution in the first and two different optimal solutions in the latter case. The graph layout is similar to Fig. 3. The LP formulation and the exact graph layout can be found in Appendix B. Tab. 1 summarizes the settings.

Selecting Baselines for IG. Selecting a suitable baseline for integrated gradients on LPs is different from NNs. To select a baseline, it is recommended to use a point in the input space where the classification model has a neutral outcome. However, LPs have no classification setting. Therefore, we selected points in the input space which can be considered neutral based on general problem knowledge. An example is the baseline with equal value and weight for all items in KS, resulting in no preference for any item at the baseline. More details can be found in Appendix B.

Meaningful Structures for Occ. The method Occ requires the selection of problem parts for which the attributions should be computed. For the graph-based problems, all edges are considered as such. For RO, each resource, and for KS each item is used as a meaningful structure.

4.3 Systematic Discussion of Results

For the type I cases, the generated attributions are overall reasonable, with some notable exceptions. The attributions provided by the saliency method are skewed if the input parameters have largely different sizes such as in RO1. The parameter inputs and the results are shown in Tab. 2. The input has $b \gg A$, which results in attributions for $c(b) \ll c(A)$. However, as both A and b are part of the same linear constraints, their influence on the problem should be on a similar level.

In general, attribution methods struggle to capture the influence of combined parameters, for example, the parameter A, which encodes the graph structure via the incidence matrix, on MF and SP. Each element of A is not meaningful by itself, but only in combination with other elements. The gradient-based methods do not provide reasonable attributions for this parameter (Appendix C). These methods can only provide reasonable attributions for the edge weights.

Overall type I cases, IG only provides reasonable attributions with a near-zero baseline. The attributions generated by other baselines were either noisy or they were even misleading as shown in case MF1 in Tab. 2. At the baseline, all edges have the same capacity. However, the attributions indicate that only the last two edges are relevant, which is not reasonable, as all edges are saturated and thus equally important in this example.

For type II cases, the attribution methods provided mixed results. In nearly all cases, the attributions for the solution map were not able to highlight that there is more than one optimal solution. Instead, the attributions were similar to the corresponding type I cases. The reason for this behavior is that the LP solver just returns a single solution and does not provide any hints that more than one optimal
Table 2: (a) The value of the parameters (Par) b are 8 times larger than the value of A. This causes the saliency (Sal) attributions for b to be only 1/8 of the attributions for A. The attributions for gradient times input (GxI) are more suitable in this case. (b) When comparing the attributions between a near-zero baseline for IG (IG-nz) and the baseline with the same values for all edges (IG-as), the latter are rather misleading, as they do not show any influence for all edges except the last two.

![Image](image1.png)

Figure 4: (a) All possible optimal solutions for case RO4 with selected solution highlighted in orange. (b) and (c) Comparison of the attributions for the cases RO3 and RO4. At case RO3, there is a unique optimal solution, and the attributions provide reasonable information. For the case RO4, the attributions are still relatively similar to case RO3, even if here multiple optimal solutions are possible. The attributions are not able to provide information that multiple optimal solution exist.

The objective map attributions have similar problems, except for RO4. Here, the attributions highlight that just one constraint is relevant, indicating that multiple optimal solutions exist. The attributions generated with Occ highlight that there is more than one optimal solution in all cases, however, they do not provide further insights which makes them not sufficient to explain such a situation. Otherwise, the observations for the type I cases about the saliency attribution scaling, attributions for combined parameters, and different baselines for IG are also true for the type II cases.

The type III cases only consist of two different situations. In RO5, both constraints are active at the optimal solution and the solution is also limited by the implicit constraint x \( \geq 0 \). As the implicit constraint is not defined by any parameters, the attribution methods fail, resulting in all methods providing misleading attributions for this case (see Appendix C). The second type III example is KS3. Here, the normal set of items was extended by one very heavy item which cannot be selected, as its weight alone exceeds the knapsack limit. However, this item is very valuable. This causes misleading gradients for the solution map, and therefore also misleading attributions of the gradient-based methods (Tab. 3). Intuitively, it is expected that the attributions for the weight of all items have a -ve sign, as a larger weight, in general, corresponds to a reduced total value of the selected weights, because fewer items can be selected. However, the attributions for items 3 to 7 have a +ve sign, indicating the opposite connection which is not plausible. The attributions of Occ for this case were reasonable, as this method is not based on gradients.

**Scaling Attributions - Real World Problem of Energy System Design.** Real-world problems are often substantially more complex. This results in larger problems with more parameters, and
As the energy level is modeled on an hourly basis for a year, it has over 40000 different problem
variables. By using Occ, the problem can be split into a small number of high-level meaningful
structures, in this case, the months. In Tab. 4, the influence of each month on the battery capacity of
the PV system is shown. It can be observed that the months in the spring and autumn have the largest
influence. This is reasonable, as the battery is the most important during these seasons because it
carries excess energy produced during the day into the evening. To explore the problem in greater
depth, it would now be possible to select more fine-grained meaningful structures to look at.

4.4 LP Attribution Methods Properties

For attribution methods, it is beneficial to have properties that describe the behavior of a method
especially because it might be difficult to evaluate attributions for larger problems by hand. The
following three properties are all proven to hold for Saliency, GxI, and IG (if they apply to that
method). However, it turns out that they do not hold anymore for these methods when applied to LPs.

Sensitivity: describes that the attributions are generated according to relations between input and
output [Sundararajan et al., 2017]. It can be split into two parts: If changing a model feature results
in a change in the model output, that feature should have non-zero attributions. Additionally, if the
output of a model remains the same despite a feature change, this feature should have zero attributions.
This property is relevant for any kind of model and says that basic relations between input and output
should be visible in the attributions. As shown in Tab. 2, the first part of sensitivity is violated for
the gradient-based methods. The attributions for the capacity of edge 1 are zero for all methods,
but the edge has a large influence on the problem as it is responsible for 7/9 of the total flow. The
violation of the second part can be observed in Tab. 3. All methods have non-zero attributions for the
first item, even if it does not affect the problem. Occ violates the first part of sensitivity in RO5. In
theory, the second part should hold for Occ, as removing a non-relevant item from an LP should not
change its solution. However, if such an item is removed and there were previously multiple optimal
solutions, the solver may choose a different optimal solution, resulting in non-zero attributions. (See
SP2, Appendix C).

Completeness: also known as summation to delta [Shrikumar et al., 2017] only applies to attribu-
tion methods having a baseline. The attribution method fulfills completeness, if the condition
\[ \sum c_M(x, \bar{x}) = M(x) - M(\bar{x}) \] is true i.e., attributions of a model at input \( x \) compared to a baseline \( \bar{x} \)

| KS3 | c(A) |
|-----|------|
| Sal | (-0.08, -0.19, 0.04, 0.02, 0.04, 0.01, 0.03)^T |
| GxI | (-1.65, -1.88, 0.18, 0.06, 0.24, 0.24, 0.10)^T |
| IG  | (-1.63, -1.86, 0.17, 0.06, 0.24, 0.02, 0.10)^T |

Table 3: This table shows the gradient-based attributions w.r.t. A for the objective map of case KS3.
As A describes the item weights, there should be a -ve correlation between the values of A and
and the total value of the objective function. However, the attributions for some items have a +ve sign,
indicating that increasing the weight of these items has a +ve influence on the total value, which is
not reasonable. This behavior occurs for all three gradient-based methods. Occ is not affected by this
(the Occ attributions show influence of a whole item on the result, which is always +ve or zero).

| Month | J | F | M | A | M | J | J | A | S | O | N | D |
|-------|---|---|---|---|---|---|---|---|---|---|---|---|
| Occ   | 1 | 4 | 5 | 7 | 4 | 0 | 0 | 0 | 3 | 4 | 1 | 0 |

Table 4: Occ attributions show the influence of each month on the battery capacity. Large values
(green) mean high influence, small values (orange) correspond to low influence.
should sum up to the difference between the model output at $x$ and $\bar{x}$. Again, IG fulfills this property for NNs, but not for LPs.

**Implementation Invariance:** states that the attributions for two functionally equivalent, but differently implemented models should be the same [Sundararajan et al., 2017]. This is reasonable, as the attributions should not depend on the specific implementation of the model, but rather on the function the model expresses. All considered attribution methods fulfill implementation invariance on NNs. Unfortunately, it can be shown that *neither of these methods fulfills implementation invariance on LPs*. The reason behind this is that the solution of an LP, and therefore also its gradients and the attributions, sometimes depend on the LP solver. If an LP has multiple optimal solutions, the solver returns any of them. The returned solution depends not only on the type of solver but also on its implementation. Therefore, it can (and will) happen that two differently implemented solvers will return different optimal solutions resulting in different gradients leading to different attribution values for the same problem. One could argue that the solver is technically not part of the model. Nevertheless, the attributions depend on the LP solver if the LP has more than one optimal solution and such cases can occur regularly [Koltai and Terlaky, 2000]. Therefore, this finding is important when attribution methods are applied to LPs. The solver dependence also prevents other properties of attributions methods on LPs. For e.g, Occ would fulfill the second part of sensitivity if the method would not be solver-dependent.

**Further Properties:** There are other proposed properties which are not as relevant for LPs, as for example input invariance [Kindermans et al., 2019] or linearity. These properties are especially desirable if the model has an NN-like structure and are therefore not as important for LPs.

### 5 Implications of XLP

If LPs were to be “properly explainable” (refering to an intuitive, human level understanding), then this would have incredible implications for science and industry in general (well beyond artificial intelligence (AI) research). Climate-/energy systems researcher could design sustainable infrastructure to cover long-term energy demand [Schaber et al., 2012]. However, LP explainability also naturally comes with strong implications within AI research directly due to established equivalences/use-cases like the discussed relationship between NNs and LPs or for instance in quantifying uncertainty and probabilistic reasoning as in MAP inference for acquiring the “most probable assignment”,

$$\arg\max_{x \in \mathcal{X}} P(x; \theta) = \arg\max_{x \in \mathcal{X}} \frac{1}{Z(\theta)} \exp(\langle \theta, \phi(x) \rangle) = \arg\max_{\mu \in \mathcal{M}} \langle \theta, \mu \rangle$$  \hspace{1cm} (6)$$

Here $\mathcal{X}$ denotes the space of random variables $X_i$ and $P(x; \theta)$ is the probability density function of a Markov Random Field (MRF) with parameters $\theta$, sufficient statistic $\phi$. Further $\mathcal{M}$ is called the *marginal polytope* of the MRF’s graph [Wainwright et al., 2008] (formally, $\mathcal{M}(G) = \{ \mu \mid \exists \theta. (\mu = E[\phi(x)]) \}$ with graph $G$, informally, the *convex hull* of the vectors $\phi(x)$). It is known that several NP-hard combinatorial optimization problems can solved by exploiting the equivalence in Eq. 6 [Sontag, 2010], thereby, possibly allowing for a “transportability” of explainability to such optimization problems (e.g. maximum cuts).

**Attributions showcase:** Given graph $G$ in Fig. 5 which consists of three different random variables $X_1$, $X_2$ and $X_3$ each with binary states. $X_1$ is more likely to be 0, $X_3$ is more likely to be 1 and $X_2$ is equally likely in both states. The edges cause connected nodes to have more likely the same state. This results in all three variables having a zero state in the MAP. The exact values for $\phi$ and $\theta$ are presented in Appendix E. With the transformation to an LP shown in Eq. 6, it is possible to compute attributions. Tab. 5 shows the Occ attributions for the edges in terms of the variable states instead of

|   | $X_1$ | $X_2$ | $X_3$ |
|---|---|---|---|
| $E_{12}$ | 0 | -1 | -1 |
| $E_{23}$ | 0 | 0 | -1 |

Figure 5: Example graph $G$. Here, $X_1=1$, $X_2=0$ and $X_3 = \text{equally likely 0 or 1}$.

Table 5: Occ attributions showing the influence of the edges on the variable states.
\( \mu \), as \( \mu \) only encodes the variable state, for a more condensed view. The attributions show that the edges have a negative influence on some nodes, causing them to be zero at MAP.

6 Conclusions and Future Work

We showed that generating attributions for linear programs with neural attribution methods is indeed possible, opening a new possible research area, XLP, to explain linear programs. Evaluation of four different attribution methods on several different LPs/ILPs showed that the methods have varying success. GxI and Occ provided overall the most reasonable attributions, especially in cases with a unique optimal solution. Saliency and IG were not as effective, because the former struggles with differently scaled input values and the baseline selection for the latter was ineffective. However, all methods struggled generally when LPs had more than one optimal solution. We showed that properties of attribution methods that are valid for NNs get violated in LPs. As future work, solving the dependency of the attribution methods on the solver can make attribution methods for LPs apply better. The development of evaluation metrics for these methods is also an important task. Finally, designing better attribution methods specifically tailored to LPs is an important future direction.
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A Appendix for “Machines Explaining Linear Programs”

We make use of this appendix following the main paper to provide additional details.

Code

We have made our code publicly available at https://anonymous.4open.science/r/
Machines-Explaining-Linear-Programs-75D2/README.md

B Problem specifications

Maximum Flow Problem: For a given directed graph \( G = (V, E) \) with nodes \( V \) and edges \( E \), the goal is to maximize the flow from a selected source node \( s \) to the designated target node \( t \). The problem can be described as follows:

\[
\begin{align*}
\text{maximize} & \quad \sum_{u:(u,t)\in E} f(u,t) \\
\text{subject to} & \quad f(u,v) \geq 0 \quad \forall u, v \in V \\
& \quad - \sum_{u:(u,v)\in E} f(u,v) + \sum_{w:(v,w)\in E} f(u,v) = 0 \quad \forall v \in V \setminus \{s,t\} \\
& \quad f(u,v) \leq c(u,v) \quad \forall (u,v) \in E
\end{align*}
\]

In this formulation, \( f(u,v) \) describes the flow from node \( u \) to node \( v \) and \( c(u,v) \) is the capacity of the directed edge from \( u \) to \( v \). The first constraint ensures that the flow is always positive while the second constraint assures that the incoming and outgoing flow is the same for all nodes except source and target. The last constraint guarantees that the flow on each edge does not exceed the edge capacity.

For the evaluation of this problem, the LP formulation is made more concise with the use of the incidence-matrix. In the problem formulation, the optimization variable \( x \in \mathbb{R}^n \) describes the flow along each edge. The vector \( w \in \mathbb{R}^n \) is the negation of the target node row of the incidence matrix and describes which edges are connected to the target. The graph structure is encoded in \( A \in \mathbb{R}^{(m-2) \times n} \) which holds all rows of the incidence matrix except the row for the source and the target node. The vector \( b \in \mathbb{R}^n \) describes the capacities for all edges. It is necessary that the ordering of edges in \( A, b, \) and \( w \) is the same. The full formulation is presented in Eq. 8.

\[
\begin{align*}
\text{maximize} & \quad w^T x \\
\text{subject to} & \quad Ax = 0 \\
& \quad x \leq b \\
& \quad x \geq 0
\end{align*}
\]

Shortest Path Problem: Given a directed graph \( G = (V, E) \), with designated source node \( s \) and target node \( t \) as well as edge costs \( w_{ij} \), the objective is to find the path which connects \( s \) and \( t \) with the lowest combined edge weights. The optimization variables \( x_{ij} \) for all edges \( (i,j) \in E \) describe if the said edge is part of the optimal path or not. The optimization problem can then be formulated as follows:

\[
\begin{align*}
\text{minimize} & \quad \sum_{(i,j)\in E} w_{ij} x_{ij} \\
\text{subject to} & \quad \forall i : \sum_j x_{ij} - \sum_j x_{ij} = \begin{cases} 1, & \text{if } i = s; \\ -1, & \text{if } i = t; \\ 0, & \text{otherwise} \end{cases} \quad \forall (i,j) \in E
\end{align*}
\]
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Similar to MF, it is possible to provide a more concise formulation for this problem as well. For this problem \( A \in \mathbb{R}^{m \times n} \) is the incidence-matrix. Next, \( b \in \mathbb{R}^n \) is a vector of all zeros, except for a 1 at the position of the source node and a -1 at the target node. Lastly, \( w \in \mathbb{R}^n \) is the vector of all edge costs. The ordering of the edges in \( A, b, \) and \( w \) has to be the same. This results in the following formulation:

\[
\begin{align*}
\text{maximize} & \quad c^T x \\
\text{subject to} & \quad Ax = b \\
& \quad x \geq 0 \\
& \quad x \in \{0, 1\}^n
\end{align*}
\]

The graph for SP is shown in Fig. 6.

**PlexPlain Problem:** The LP models the energy level of a simple house with a PV system and battery storage. Given the energy demand of the house over a year and the energy produced by a PV system, the capacity of the PV and the battery should be optimized. As the model spans a year and the energy levels are described on an hourly basis, the linear program consists of thousands of variables. The full LP formulation is given in Eq. 11

\[
\begin{align*}
\text{minimize} & \quad c_{PV} \text{cap}_{PV} + c_{bat} \text{cap}_{bat} + c_{buy} \sum_i e_{buy, i} \\
\text{subject to} & \quad e_{PV, i} \leq \text{cap}_{PV} \text{available}_{PV, i} \\
& \quad e_{bat, i} \leq \text{cap}_{bat} \\
& \quad e_{bat, \text{start}} = e_{bat, \text{end}} - e_{out, \text{start}} + e_{in, \text{start}} \\
& \quad e_{bat, i} = e_{bat, i-1} - e_{out, i} + e_{in, i} \forall i \geq 1 \\
& \quad \text{demand}_i = e_{buy, i} + e_{out, i} - e_{in, i} + e_{PV, i}
\end{align*}
\]

where “co” describes the cost and “cap” the capacity of an element. All variables with “bat” are related to the battery storage and “buy” is related to buying energy from the grid. All variables with “e” describe the energy of the element, for example \( e_{PV} \) is the produced energy of the PV-system. The LP has \( 24 \times 365 = 8760 \) time steps and if not specified otherwise, \( 0 \leq i \leq 8760 \).

**Parameter values for all cases:** In Tab. 6, 7, 8 and 9, the full parameter values for all cases are provided. For MF the graph structure is provided in the main paper. The graph structure for SP is shown in Fig. 6. The Parameters for these problems are given as information about the edges, as the general graph structure is the same for the different cases of these problems.

**Baselines for IG:** Several different baselines were tested for IG: As default value, the near-zero baseline was used. The values of the baseline are all parameter values divided by 100. This is a relatively close approximation of a zero baseline, which is often not feasible in LPs. The other baselines were different between problems. For RO, three other baselines were tested, a baseline in which constraint 1 is the active constraint, one with constraint 2 active, and the last one with both
Table 6: Parameters for the resource-optimization problem.

|    | A         | b       | w       |
|----|-----------|---------|---------|
| RO1| \[
\begin{pmatrix}
1.0 & 1.0 \\
2.0 & 1.0 \\
\end{pmatrix}
\] | (8.0, 10.0) | (1.0, 2.0) |
| RO2| \[
\begin{pmatrix}
1.0 & 1.0 \\
2.0 & 1.5 \\
\end{pmatrix}
\] | (10.0, 10.0) | (1.0, 2.0) |
| RO3| \[
\begin{pmatrix}
1.0 & 2.25 \\
2.0 & 1.0 \\
\end{pmatrix}
\] | (10.0, 10.0) | (1.0, 2.0) |
| RO4| \[
\begin{pmatrix}
1.0 & 1.0 \\
2.0 & 1.0 \\
\end{pmatrix}
\] | (10.0, 10.0) | (1.0, 2.0) |
| RO5| \[
\begin{pmatrix}
1.0 & 2.0 \\
2.0 & 1.0 \\
\end{pmatrix}
\] | (10.0, 10.0) | (1.0, 2.0) |

Table 7: Edge capacities for the maximum flow problem cases. Both cases work with the same graph structure.

| Edge | MF1 | MF2 |
|------|-----|-----|
| 1    | 0.8 | 0.8 |
| 2    | 0.2 | 0.2 |
| 3    | 0.6 | 0.6 |
| 4    | 0.1 | 0.3 |
| 5    | 0.4 | 0.4 |
| 6    | 0.4 | 0.2 |
| 7    | 0.5 | 0.3 |

Constraints active. For MF and SP, a baseline with the same weights for all edges was used in addition to the near-zero baseline. For KS, a baseline with the average values and weights of all items (divided by 10) was used as well. The division by 10 is done to ensure that the baseline values are smaller than the values of the original input, otherwise, the attributions for the parameters would have different signs.

C Detailed Results

Attributions for the incidence matrix: One of the situations where the gradient-based methods fail to produce reasonable attributions for parameters with combined meaning is the incidence matrix for the graph-based problems. The parameter \( A \) for the first case of the maximum flow problem is the following:

\[
A = \begin{pmatrix}
  e_1 & e_2 & e_3 & e_4 & e_5 & e_6 & e_7 \\
  n_2 & -1 & 0 & 1 & 1 & 0 & 0 & 0 \\
  n_3 & 0 & -1 & -1 & 0 & 1 & 1 & 0 \\
  n_4 & 0 & 0 & 0 & -1 & -1 & 0 & 1 \\
\end{pmatrix}
\]  

This parameter holds the full incidence-matrix, except the rows for the source and target nodes (\( n_1 \) and \( n_5 \), respectively). The saliency attributions w.r.t. \( A \) for the objective map are:

\[
\begin{pmatrix}
0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 \\
-0.23 & -0.07 & -0.20 & -0.03 & -0.13 & -0.13 & -0.16 \\
-0.29 & -0.08 & -0.25 & -0.04 & -0.17 & -0.17 & -0.21 \\
\end{pmatrix}
\]  

Table 8: Parameters for the knapsack problem.

| Item | 1   | 2   | 3   | 4   | 5   | 6   | 7   | b   |
|------|-----|-----|-----|-----|-----|-----|-----|-----|
| KS1 w| 3.0 | 2.0 | 4.0 | 2.0 | 2.0 |     |     |     |
| KS1 A| 5.0 | 3.0 | 6.0 | 2.0 | 4.0 |     |     | 10.0|
| KS2 w| 4.0 | 4.0 | 1.0 | 3.0 |     |     |     |     |
| KS2 A| 4.0 | 6.0 | 3.0 | 3.0 |     |     |     | 10.0|
| KS3 w| 50.0| 15.0| 3.0 | 2.0 | 4.0 | 2.0 | 3.0 |     |
| KS3 A| 20.0| 10.0| 5.0 | 3.0 | 6.0 | 2.0 | 4.0 | 10.0|
|   | 1    | 2    | 3    | 4    | 5    | 6    |
|---|------|------|------|------|------|------|
| SP1| 0.5  | 2.0  | 1.8  | 4.2  | 1.2  | 2.1  |
| SP2| 0.5  | 2.0  | 1.8  | 3.9  | 1.2  | 2.1  |

Table 9: Edge weights for the shortest path problem cases. The graph structure is the same in both cases.

Figure 7: Visualization of RO5. The optimal solution is at the intersection of both constraints. Due to the limitation of $x \geq 0$, the optimal solution is also at the $x_2$-axis.

It does not seem reasonable that the attributions for the second node are all zero, as this node is responsible for 7/9 of the total flow to the target node. Additionally, the attributions for the other two nodes are all negative, which is also not plausible. This or similar behavior occurs in all cases when attributions for the incidence matrix are computed.

More details about RO5: In this case, the problem has a unique optimal solution, which is at the intersection between both constraints and the $x_2$-axis (Fig. 7). Both constraints and the implicit constraint $x \geq 0$ are relevant. Additionally, the influence of both constraints should be similar, as they influence the optimal solution in the same way.

However, all gradient-based attribution methods show unbalanced influence for the parameters of both constraints. The results of Occ were even more misleading, as this method assigns zero attributions to both constraints. The results for the gradient-based methods are displayed in Tab. 10.

Violations of Sensitivity: Occlusion does violate the sensitivity property on LPs, which can be observed in two different cases. The first part of sensitivity is violated in case RO5, where the method

| Method | $c(A)$ | $c(b)$ |
|--------|--------|--------|
| Grad   | $\begin{pmatrix} 0.0 & -16.48 \\ 0.0 & -3.52 \end{pmatrix}$ | $\begin{pmatrix} 1.65 \\ 0.35 \end{pmatrix}$ |
| GxI    | $\begin{pmatrix} 0.0 & -16.48 \\ 0.0 & -3.52 \end{pmatrix}$ | $\begin{pmatrix} 16.48 \\ 3.52 \end{pmatrix}$ |
| IG     | $\begin{pmatrix} 0.0 & -12.50 \\ 0.0 & -7.30 \end{pmatrix}$ | $\begin{pmatrix} 12.50 \\ 7.30 \end{pmatrix}$ |

Table 10: Attributions for the objective map for RO5. It is expected that both constraints have a similar influence on the problem, which is not visible in the attributions. For IG, the results with the near-zero baseline are shown.
Figure 8: Graph for SP2. The source node is highlighted in green and the target node in orange. The first optimal path is shown in orange and the second one in blue. The edge numbers are shown in red.

| Occ | $e_1$ | $e_2$ | $e_3$ | $e_4$ | $e_5$ | $e_6$ |
|-----|------|------|------|------|------|------|
| $c(e_2)$ | 0    | none | 1    | -1   | 0    | 1    |
| $c(e_5)$ | 0    | 0    | 1    | -1   | none | 1    |

Table 11: Occlusion attributions for case SP2.

provides zero attributions for both constraints, even if both of them are relevant in this case (see Fig. 7).

The second part of sensitivity states, that the attributions for a parameter should be zero if that parameter does not influence the problem. One would assume that this property is valid for Occ, as removing a non-relevant part of the problem should not change the problem outcome, and therefore result in zero attributions. However, this is unfortunately not true. If a problem does have more than one optimal solution, the solver returns one of them. The attributions for the problem are based on this solution. If now a non-relevant part of the problem is removed, the solver may choose a different optimal solution, resulting in different attributions. This can be observed for SP2. The problem is shown in Fig. 8, where both optimal paths are highlighted. Neither edge 2 nor edge 5 does influence the optimal paths. However, the generated attributions for edges 2 and 5 are not zero, which violates the second part of sensitivity, as shown in Tab. 11.

D Applying Granger causality to LPs

Suppose there is a set of parameters $X$ and the model produces the output $Y$. Then, a parameter $x_i \in X$ is causing $Y$ by the definition of Granger, if $\epsilon_X < \epsilon_{X \setminus \{x_i\}}$ [Granger, 1969]. This means that the error of the model using the full parameter set $X$ is smaller than the model using the full set except for $x_i$. This has two assumptions: first, $X$ contains all relevant information for $Y$, and second, $X$ is available before $Y$. Both these assumptions are met for LPs.

As an LP does not have an inherent prediction error, the formulation cannot be applied directly. However, it is possible to use the model output as a ground truth. To get the difference in performance for an input parameter, it is removed from the LP. The modified program is solved and the difference between the output of the original and the modified model can be used as the Granger causal effect of the removed parameter. In the following equation, $X$ is the combination of all parameters the linear program uses, and $x_i$ is a certain parameter. The formulation can also be applied for the objective map, in this case, $S$ has to be replaced by $O$.

$$c(x_i) = S(X) - S(X \setminus \{x_i\})$$

(14)

This formulation is very close to the modified version of Occ for LPs.
Figure 9: This figure shows the effects of masking a single element of one parameter from the problem. Setting a single entry of \(b\) to zero also affects the corresponding values of \(A\) (marked in red). If the full constraint is removed at once, no undesired side-effects occur and it is possible to compute attributions for the constraint.

E  MAP assignment details

The example for the MAP is based on a small graph which consists of the nodes \(V = \{X_1, X_2, X_3\}\) and the edges \(E = \{E_{12}, E_{23}\}\). Each node stands for one random variable which can have the states \(x \in \{0, 1\}\). The state of each random variable is influenced by the potentials \(\phi_i\) for the nodes and \(\phi_{ij}\) for the edges.

\[
\begin{align*}
\phi_{X_1}(0) &= 10 & \phi_{X_1}(1) &= 2 \\
\phi_{X_2}(0) &= 8 & \phi_{X_2}(1) &= 8 \\
\phi_{X_3}(0) &= 5 & \phi_{X_3}(1) &= 10 \\
\phi_{E_{12}}(x_1, x_2) &= \phi_{E_{23}}(x_2, x_3) &= \begin{cases} 20 & \text{if } a = b \\ 1 & \text{otherwise} \end{cases}
\end{align*}
\]

The parameters \(\theta_i = \log \phi_i\) and \(\theta_{ij} = \log \phi_{ij}\) are not normalized to obtain a proper probability distribution, because the normalization is not relevant for the LP version of the MAP. The LP formulation of the MAP problem works on the marginal polytope \(\mathcal{M}\) of the Markov random field. This polytope is obtained by encoding the variable and edge states into a vector \(\mu\) [Sontag, 2010].

The resulting LP is then:

\[
\begin{align*}
\max \mu & \sum_{i \in V} \sum_{x_i} \theta_i(x_i) \mu_i(x_i) + \sum_{ij \in E} \sum_{x_i, x_j} \theta_{ij}(x_i, x_j) \mu_{ij}(x_i, x_j) \\
\mu_i(x_i) & \in [0, 1] \forall i \in V, x_i \\
\sum_{x_i} \mu_i(x_i) & = 1 \forall i \in V \\
\mu_i(x_i) & = \sum_{x_j} \mu_{ij}(x_i, x_j) \forall ij \in E, x_i \\
\mu_j(x_j) & = \sum_{x_i} \mu_{ij}(x_i, x_j) \forall ij \in E, x_j
\end{align*}
\]

In this LP, \(\mu_i\) for \(i \in V\) encodes the state of the random variable \(i\). \(\mu_{ij}\) encodes the state of edge \(ij\). The constraints ensure that the encoding is correct. It is possible to use Occ to obtain attributions for parts of the problem. In this case, attributions were computed for both edges, by removing the respective parts of \(\mu\) and \(\theta\) from the problem. The presented attributions in the main paper were obtained by reversing the encoding of the variable states from \(\mu\) and performing the Occlusion formula on the variable states directly, which results in easier interpretable attributions.