Exploration of Planetary Hyperspectral Images with Unsupervised Spectral Unmixing: A Case Study of Planet Mars
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Abstract: We propose to replace traditional spectral index methods by unsupervised spectral unmixing methods for the exploration of large datasets of planetary hyperspectral images. The main goal of this article is to test the ability of these analysis techniques to automatically extract the spectral signatures of the species present on the surface and to map their abundances accurately and with an acceptable processing time. We consider observations of the surface of Mars acquired by the imaging spectrometer OMEGA aboard MEX as a case study. The moderate spatial resolution (≈300 m/pixel at best) of this instrument implies the systematic existence of geographical mixtures possibly conjugated with non-linear (e.g., intimate) mixtures. We examine the sensitivity of a series of state-of-the-art methods of unmixing to the intrinsic spectral variability of the species in the image and to intimate assemblages of compounds. This study is made possible thanks to the use of well-controlled synthetic data and a real OMEGA image, for which the present icy species (water and carbon dioxide ices) and their characteristic spectra are widely known by the planetary community. Furthermore, reference maps of component abundances are built by the inversion of a more realistic physical model (simulating the propagation of solar light through the atmosphere and reflected back to the sensor) in order to validate the methods with the real image by comparison with the maps extracted by unmixing. The results produced by the processing pipeline of the eigenvalue likelihood maximization (ELM), vertex component analysis (VCA) and non-negativity condition least squares error estimators (NNLS) are the most robust to non-linear effects, highly-mixed pixels and different types of mixtures. Despite this fact, the produced results are not always the best because the VCA method assumes the existence of pure pixels in the image, that is pixels completely occupied by a single species. However, this pipeline is very fast and provides endmember spectra that are always interpretable. Finally, it produces more accurate distribution maps than the spectral index methods. More generally, the potential benefits of unsupervised spectral unmixing methods in planetary exploration is emphasized.
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1. Introduction

In the last two decades, visible and near-infrared imaging spectroscopy has proven to be crucial to study the Earth and other planets from orbit. Since its first appearance aboard a spacecraft in 1989,
this remote sensing technique has been used to study the surface and the atmosphere of Mars, Venus, Jupiter, Saturn, the Moon, etc. [1–8]. The main advantage of imaging spectroscopy is its ability to map the chemical composition and the physical state of planetary materials, thus providing clues about the geological and environmental evolution.

The OMEGA instrument (Observatoire pour la Minéralogie, l’Eau, les Glaces et l’Activité [9]) is an imaging spectrometer on board the Mars Express orbiter (European Space Agency). Since 2004, it has been mapping Mars with channels in the near-infrared spectral range (0.92–5.2 µm) and 96 channels in the visible and near-infrared range (0.36–1.0 µm). The OMEGA instrument provides a global coverage at a medium resolution (1–4 km) of the entire surface of Mars, as well as snapshots of selected areas with a resolution of a few hundreds of meters. OMEGA has provided a wealth of information concerning the composition and distribution of minerals and volatile species at the surface and in the atmosphere of Mars through the spectral analysis of the re-diffused solar light [10–13].

In the literature, the datasets collected by OMEGA have been exploited to map specific minerals or ices at the surface, even though such mapping is often performed in a relative sense. In particular, classical analyses by spectral index methods have been carried out for determining the spatio-temporal distribution of H$_2$O and CO$_2$ ices at the high latitudes of the red planet [12,14,15]. More generally, these rather simple methods require prior knowledge of the compounds expected on the scene and on their characteristic spectral signatures, such as the position and shape of the distinctive absorption bands. Nonetheless, it is often difficult to predict the existence of certain minerals or ices in the field of planetary exploration. Although many authors have proposed the use of laboratory measurements as reference signatures, planetary surface materials especially rocks and ices present reflectance spectra with a higher diversity than those observed in the laboratory [16]. Finally, spectral index methods discard most of the information enclosed in a hyperspectral image by reducing an entire spectrum to only a few channels, which can be subject to noise and other instrumental artifacts. In this context, although these techniques are simple to implement and numerically very efficient for exploring whole datasets, we propose to replace spectral index methods advantageously by unsupervised unmixing methods. The latter are widely used in terrestrial remote sensing [17]. The main contribution of this article is to test the ability of these analysis techniques in the planetary domain to automatically extract the characteristic spectral signatures of the present species at the ground level and to accurately map their abundances while preserving an acceptable processing time. Special attention is paid to the ices since the latter usually present distinct and strong absorption features that are especially suitable for unmixing. On the other hand, in most realistic situations, such species are highly mixed and present high intrinsic spectral variabilities (e.g., due to grain size effects).

Due to the wide application of spectral unmixing, many unmixing algorithms have been proposed according to the expected type of mixing [18,19]. Spectral mixing models can be characterized as either linear or nonlinear [20,21]. Current unsupervised unmixing methods mathematically model the spectral signal acquired by sensors based on a linear mixture model [22–25]. This widely-adopted assumption supposes that the spectrum of each pixel of a hyperspectral image is a linear mixture of some elementary chemical species (hereafter called endmembers). Based on the linear mixture assumption, it is indeed possible to extract the spectra of existent endmembers in a hyperspectral image and to process the spectrum of each pixel to obtain the corresponding abundance of each endmember. Both operations can be completed in an unsupervised way. Non-linear effects due to more complex mixtures may exist in a hyperspectral image because of intimate assemblages of compounds at the surface and multiple scattering between reflecting topographical facets, or between the latter and the atmosphere [26,27]. Three hyperspectral mixture models jointly with Bayesian algorithms for supervised hyperspectral unmixing have been introduced in [28]. Based on the residual component analysis model [29], the proposed general formulation assumes the linear model to be corrupted by an additive term whose expression can be adapted to account for nonlinearities (NL), endmember variability (EV) or mismodeling effects (ME). In [30], a proposed nonlinearity model generalizes RCA-nonlinearities model [28] by accounting for multiple scattering effects. Nevertheless, a linear
mixture model is considered to be adequate to realize a first exploration of the image, i.e., to identify and qualitatively map the existent materials [31,32].

The majority of linear spectral unmixing is based on dividing the whole process of linearly unmixing a given hyperspectral image into three sequential steps [33]: (i) the estimation of the number of endmembers; (ii) the extraction of the spectral signatures of the endmembers; and (iii) the computation of the abundances of the endmembers.

The first step consists of estimating the number of endmembers that exist in the image. This is one of the most essential parameters for the endmember extraction methods performed in the second step of spectral unmixing. For this purpose, thresholding techniques based on a principal component analysis are often used [31]. However, this rather simple strategy is limited as the cut-off threshold is not easy to determine because the eigenvalues related to the signal and the noise are often similar. More sophisticated approaches have been proposed in the literature and belong to two families. The first family is based on the eigenvalues of the covariance or correlation matrices of the data, such as the techniques referred to as Harsanyi–Farrand–Chan (HFC) [34] and eigenvalue likelihood maximization (ELM) [35]; the other is based on the minimization of the error when data are projected onto a given sub-space, such as the method referred to as hyperspectral signal identification by minimum error (HySime) [36].

The second step consists of extracting the representative spectra of the endmembers from a hyperspectral image. For this purpose, one can find three types of approaches (see Table 1): (i) statistical methods, (ii) non-negative matrix factorization (NMF) methods and (iii) geometrical methods. The statistical method referred to as principal component analysis (PCA) is classically used along with a linear mixture model to access the relevant information from planetary scenes [37]. Even though PCA permits pixel classification into distinct spectral types, it generally fails to provide automatically-interpretable spectral components (i.e., endmembers). On the other hand, independent component analysis (ICA) [38] has been proposed to extract the endmembers in a hyperspectral image by assuming that physical sources are non-Gaussian and mutually independent. Application of ICA on images acquired by the OMEGA hyperspectral imager allowed the retrieval of meaningful endmembers in [39]. Nonetheless, the role of ICA in carrying out spectral unmixing is questioned in [38], since the independence of the abundance distributions is not satisfied. Another important limitation of ICA is the potential unphysical results in the form of negative values affecting the extracted spectra or abundances. The unmixing problem has also been solved in a Bayesian framework through Bayesian positive source separation (BPSS) [40], ensuring a unique, robust solution. In [31], a combination of spatial ICA and BPSS applied on OMEGA data led to endmembers whose associated spectra and abundance maps correlated satisfactorily with reference signatures and the outcomes of physical models, respectively. However BPSS, based on Monte Carlo simulations, is quite computationally demanding. NMF [41] constitutes the basis of the second family of techniques by simultaneously finding the endmembers and abundance matrices whose product is the closer to the observed data, according to a given metric. Such a technique requires regularization to reduce the number of solutions. Several NMF-associated methods have been developed for spectral unmixing based on different practical constraints [42], such as the minimum volume [43], the sparse abundances [44], the low-rank property [45], the hypergraph structure [46], etc. As explained below, minimum-volume constrained non-negative matrix factorization (MVC-NMF), for example, considers the minimum-volume enclosing simplex as a constraint. The MiniDisCo-NMF algorithm [23] makes the assumption of minimum spectral dispersion for the regularization. The NMF approach has been used in planetary exploration to estimate the surface composition of Mars, using data acquired by the Martian rovers [47]. Geometrical approaches are contrarily based on the geometrical properties of the linear mixture model of hyperspectral data. Methods belonging to the third family are more adapted to the data and are generally more efficient. They can be divided into two sub-families: direct methods, including pixel purity index (PPI), N-Findr [48], vertex component analysis (VCA) [49] and sequential maximum angle convex cone (SMACC) [50]; and advanced methods, including MVC-NMF [44], minimum-volume
simplex analysis [51], minimum-volume enclosing simplex (MVES) [52] and simplex identification via split augmented Lagrangian (SISAL) [53]. Direct methods are very efficient as they extract the extremal points of the simplex formed by the data as endmembers. However, they assume that there is at least one pure pixel for each endmember in the image (the so-called pure pixel assumption). If this assumption is not satisfied, the extracted endmembers correspond to mixed spectra. On the other hand, advanced methods aim at either: (i) finding the simplex with the minimum volume that contains all the data points to extract the extremal points of the simplex as endmembers (e.g., MVSA, MVES and SISAL); or (ii) minimizing the projection error of the data to a subset and using the simplex volume as the regularization term (e.g., MVC-NMF). In the latter case, methods are considered to be hybrid as they are based on both geometric and NMF concepts. Advanced geometrical methods do not require the pure pixel assumption and may provide endmembers for which a pure sample does not exist in the image. Although these endmembers may be optimal from a mathematical point of view, their interpretation may become difficult as they may be unphysical [32]. In this article, two geometrical methods and one hybrid method are selected for the spectral unmixing of hyperspectral data because of their high efficiency. The following three representative methods are evaluated: VCA, representing the direct geometrical methods; SISAL, representing the advanced simplex volume optimization methods; and MVC-NMF, representing the factorization methods with the simplex volume condition.

Table 1. Categories of endmember extraction and unmixing methods. The methods marked with blue can be applied to endmember extraction, and methods marked with purple are suited for both endmember extraction and unmixing. PPI, pixel purity index.

| Geometrical-Based Approaches          | NMF Methods                             | Statistical Methods |
|--------------------------------------|-----------------------------------------|---------------------|
| pure pixel based                     | MVCA-NMF [44]                           | ICA [38]           |
|                                      | $L_{1/2}$ sparsity-constrained NMF ($L_{1/2}$-NMF [55]) | Bayesian approached [40] |
|                                      | graph-regularized $L_{1/2}$-NMF (GLNMF [43]) |                     |
|                                      | VCA [49]                                |                     |
|                                      | MiniDisCo-NMF [23]                      |                     |
| minimum volume based                 | MVSA [51]                               |                     |
|                                      | subspace vertex pursuit-NMF (SVP-MNF [45]) |                     |
|                                      | MVES [52]                               |                     |
|                                      | hypergraph-regularized $L_{1/2}$-NMF    |                     |
|                                      | MVC-NMF [44]                            |                     |
|                                      | (HG$L_{1/2}$-NMF [46])                  |                     |
|                                      | SISAL [53]                              |                     |

The last step aims at computing the abundances of the endmembers based on the extracted spectra by least squares estimators, subject to different conditions. In this article, two approaches have been considered: NNLS (non-negativity condition least squares error estimators) and FCLS (full condition least squares error estimators). The former estimates the abundances of the endmembers by assuming that the abundance values should be positive, while the latter assumes not only positivity, but also the unity of the sum of abundances on each pixel.

Since the main goal of this article is to evaluate the validity of the linear mixture model for unsupervised identification and mapping of ices and, to a lesser extent, the minerals that are found on the planet Mars, based on images acquired by the instrument OMEGA, we focus on a polar case study implying compounds such as CO$_2$, H$_2$O and mineral dust. The reason for this choice is the availability of large time series of OMEGA observations acquired above the Martian poles and the numerous, distinctive and often overlapping absorption bands that characterize the icy materials on Mars. In addition, a full analysis of their spectra by the inversion of reflectance radiative transfer models is sometimes feasible [56–58], even though such a type of analysis requires substantially more numerical effort. In this article, the physical approach provides reference maps in order to validate the considered methods for dataset exploration.

The plan of this article is as follows. In Section 2, we briefly present the concept of unsupervised linear unmixing, including the linear mixture model, the methods for estimating the number of endmembers, the methods for extracting the endmembers, as well as the approaches for decomposing the spectra of the pixels in a hyperspectral image. In Section 3, we present the experiments and the results obtained with synthetic data that validate the unsupervised scheme of linear unmixing.
In Section 4, the experiments and results obtained on real OMEGA data are detailed. We draw our conclusions in the final section.

2. The Methodology of Linear Unmixing

In this section, we introduce the methodology of unsupervised linear unmixing for hyperspectral images. The unmixing of a hyperspectral image is based on the linear mixture model, which is introduced in Section 2.1. For the first step, which is the estimation of the number of endmembers, we evaluate the HFC, ELM and HySime methods. They are briefly introduced in Section 2.2. For the second step, which is the extraction of endmembers, we evaluate the VCA, SISAL and MVC-NMF methods, for which brief introductions are presented in Section 2.3. For the final step (computing the abundances of the endmembers), we evaluate NNLS and FCLS, which are introduced in Section 2.4.

2.1. The Linear Mixture Model

We note that $X$ is the matrix representing the hyperspectral image cube, where $X = \{x_1, x_2, \ldots, x_N\}$ and $x_k = \{x_{1,k}, x_{2,k}, \ldots, x_{N_s,k}\}^T$, $x_{l,k}$ is the value of the $k$-th pixel at the $l$-th band, $N_s$ is the number of spectral bands and $N_a$ is the number of pixels. We assume that the spectrum of each pixel is a linear mixture of the spectra of $N_c$ endmembers, leading to the following model:

$$X = MS + n$$

where $M = \{m_1, m_2, \ldots, m_{N_c}\}$ is the mixing matrix, where $m_n$ denotes the spectral signature of the $n$-th endmember. $S = \{s_1, s_2, \ldots, s_{N_c}\}^T$ is the abundance matrix, where $s_n = \{s_{n,1}, s_{n,2}, \ldots, s_{n,N_a}\}$ $(s_{n,k} \in [0, 1]$ is the abundance of the $n$-th endmember at the $k$-th pixel). $n$ stands for the additive noise of the image. For separating $M$ and $S$ from $X$ without any a priori information, we first have to estimate the number of endmembers. In the second step, we can perform a linear unmixing of $X$ in order to obtain $M$ and $S$.

2.2. Estimation of the Number of Endmembers

In this section, we briefly present the two families of methods for estimating the number of endmembers: the methods based on the eigenvalues of the covariance and correlation matrices (including HFC and ELM) and the methods based on the minimization of the linear projection errors (the HySime methods).

Harsanyi–Farrand–Chan

According to the linear mixture model of Equation (1), we note that $K$ is the sample covariance matrix of $X$ and $R$ is its correlation matrix. Suppose that $\lambda_i$ and $\hat{\lambda}_i$ are the $i$-th eigenvalues of $K$ and $R$, respectively, with $i \geq 0$, $\lambda_i > \lambda_{i+1}$ and $\hat{\lambda}_i > \hat{\lambda}_{i+1}$. Theoretically, if there are $N_c$ endmembers present in $X$, the eigenvalues $\hat{\lambda}_i$, $(i > N_c)$ and $\lambda_i$, $(i > N_c)$ correspond to the noise variance. We therefore have:

$$\begin{cases} \hat{\lambda}_i - \lambda_i > 0, & i \leq N_c \\ \hat{\lambda}_i - \lambda_i = 0, & i > N_c \end{cases}$$

Noting $z_i = \hat{\lambda}_i - \lambda_i$, the HFC method presented in [34] uses a Neyman–Pearson test [59] to threshold the $z_i$ value in order to estimate the number of endmembers.

Eigenvalue Likelihood Maximization

The HFC method needs to fix the false alarm value $\alpha$ in order to determine the threshold for $z_i$, which can affect the estimated number of endmembers.
In [35], it was proposed to use the distribution of the $z_i$ values for estimating the number of endmembers without any parameter, which can give a precise number of endmembers, even if the SNR is very low. According to [60], the distribution of $z_i$ can be modeled by:

$$
\begin{align*}
    z_i &\sim N(\mu_i, \sigma_i^2), & i &\leq N_c \\
    z_i &\sim N(0, \sigma_i^2), & i &> N_c
\end{align*}
$$

where $N$ is the symbol for a Gaussian probability distribution function, $\mu_i$ is unknown and $\sigma_i$ can be given by $\sigma_i^2 \approx \frac{2}{N} (\hat{\lambda}_i^2 + \lambda_i^2)$, if the number of samples is sufficiently large (which is usually the case for hyperspectral images) [60].

According to Equation (3), we can define a likelihood function:

$$
H(i) = \prod_{l=1}^{N_{sl}} \frac{1}{\sigma_l} \exp\left(-\frac{z_{l,i}^2}{2\sigma_l^2}\right)
$$

and we take its logarithmic value:

$$
\tilde{H}(i) = \log H(i) = -\sum_{l=1}^{N_{sl}} \frac{z_{l,i}^2}{2\sigma_l^2} - \sum_{l=1}^{N_{sl}} \log \sigma_l.
$$

According to [35], the number of endmembers is given by:

$$
\hat{N}_c = \arg \max_i \{ \tilde{H}(i) \} - 1
$$

Hyperspectral Signal Identification by Minimum Error

HySime, as proposed in [36], consists of two steps: the estimation of the noise $n$ and the estimation of $N_c$ by projecting the data into a sub-space. For estimating the noise, the authors consider that one given spectral band of a hyperspectral image can be obtained by a linear regression of the adjacent bands. The difference between the reconstructed band and the original band is the estimated noise.

According to [36], the number of endmembers corresponds to the dimension of the sub-space, which minimizes the mean square errors between the denoised original data and the projected one.

2.3. Endmember Extraction

According to the linear mixture model presented in Section 2.1, if the data are noise free, all the hyperspectral data are contained inside a simplex, of which the extrema are the endmembers. The geometrical methods for endmember extraction use this property and extract the extremes of the simplex as endmembers. As mentioned in the Introduction, the direct methods, such as VCA, N-Findr and SMACC, require the pure pixel assumption. Since pure pixels do not always exist in a hyperspectral image, advanced methods, such as SISAL, MVES, MVSA, MVC-NMF, etc., are proposed in order to find the real endmembers in case they are not present in the image. However, it should then be noted that they could be more difficult to physically interpret than the endmembers extracted by direct methods, which always exist in the image.

In this article, we select VCA to represent the direct methods. Simplex identification via split augmented Lagrangian (SISAL) and minimum-volume constrained non-negative matrix factorization (MVC-NMF) are selected to represent the advanced methods SISAL, being based on simplex optimization, while MVC-NMF is based on non-negative matrix factorization with an optimal simplex as the regularization term.

Vertex Component Analysis

VCA, as proposed in [49], is a very efficient method for extracting endmembers that are linearly mixed. VCA iteratively projects the data onto the direction orthogonal to the sub-space spanned by
the endmembers already determined. The extreme of this projection is the new endmember signature. The algorithm stops the iteration when all the \( N_c \) endmembers are extracted, where \( N_c \) is the number of endmembers, which has to be fixed before performing VCA.

Simplex Identification via Split Augmented Lagrangian

SISAL has recently been proposed to solve the linear unmixing of the minimum-volume simplex \[53\]. Being a non-convex optimization problem with convex constraints, the positivity constraints are replaced by soft constraints, forcing the spectral vectors to belong to the convex hull of the endmember signatures. The resulting problem is solved by a sequence of augmented Lagrangian optimizations. SISAL is fast, and its effectiveness has been tested on simulated data. Unlike VCA, the extrema of the simplex obtained by SISAL may not be present in the hyperspectral image; thus, SISAL does not assume the presence of pure pixels.

Minimum-Volume Constrained Non-Negative Matrix Factorization (MVC-NMF)

MVC-NMF is proposed for endmember extraction of highly-mixed hyperspectral data, without the pure pixel assumption \[44\]. This method decomposes mixed pixels by analyzing the connection between the spectral unmixing analysis and the non-negative matrix factorization. Injecting the constraint of the minimum volume of the simplex as a regularization term of the non-negative matrix factorization, MVC-NMF is less dependent on the initializations, robust to different levels of noise, less sensitive to the estimated number of endmembers and applicable to images with or without pure pixel representations.

Because the advanced statistical method BPSS applied to images of Mars \[31,32\] has already led to very satisfactory results, we use the latter as a reference to which we compare the outcomes of the previous methods in Section 4.

Bayesian Positive Source Separation

BPSS proposes to estimate the matrices \( M \) and \( S \) in a Bayesian framework under a linear model with inherent positivity and additivity constraints and no pure pixel assumption \[40\]. In BPSS, the noise, \( S \) and \( M \) are assumed to follow Gaussian, Dirichlet and Gamma probability density functions, respectively. The method of BPSS is based on hierarchical Bayesian models to encode prior information regarding the parameters of interest. The complexity of the estimation from the resulting posterior distribution is overcome using Markov chain Monte Carlo methods. In BPSS, the degree of uncertainty affecting the extracted endmember spectra can be estimated as the results are computed as probability distribution functions.

2.4. Linear Unmixing of Hyperspectral Images

Based on the spectra of the extracted endmembers, the abundances of each can be estimated by unmixing the image based on least squares error estimators, with the following conditions:

- **unconditioned (UCLS)**, which directly solves the following equation:
  \[
  S_{Ucls} = \arg\min_{S} ||X - MS||^2,
  \]  
  (6)

- **subject to the non-negativity condition (NNLS)**, which solves the following equation:
  \[
  S_{Nnls} = \arg\min_{S} ||X - MS||^2,
  \quad s.t. \quad S \geq 0
  \]  
  (7)
subject to both the non-negativity condition and the sum-to-one condition (FCLS) [61], which solves the following equation:

$$\hat{S}_{Fcls} = \arg \min_S \|X - MS\|^2,$$

$$s.t. \ S \geq 0 \ and \ \sum_{n=1}^{N_c} s(n,k) = 1$$

(8)

We mainly focus on linear unmixing models in this article. Nevertheless, we also consider the recent multilinear mixing model [62,63] in the comparative experiment (Section 4). In the following, we abandon examining the UCLS condition since it can lead to unphysical negative values for the abundances.

2.5. Performance Metrics

To assess the performance of spectral unmixing models, four quantitative criteria, spectral angle mapper (SAM), reconstruction error (RE), correlation coefficients and mean square error (MSE), will be applied. SAM is used to measure the spectral distortion between the actual and estimated endmembers and is defined as the following equation:

$$SAM(e_n, \hat{e}_n) = \arccos\left(\frac{\langle e_n, \hat{e}_n \rangle}{\|e_n\|_2 \|\hat{e}_n\|_2}\right)$$

(9)

where $e_n$ is the reference spectral signature and $\hat{e}_n$ is the estimated endmember. To evaluate how well different spectral unmixing models fit the observed data, the reconstruction error (RE) is computed as Equation (10):

$$RE = \|\hat{X} - X\|_F$$

(10)

where $\hat{X}$ is the reconstructed data from spectral unmixing model. The smaller $RE$, the better the model fits the data. We choose correlation coefficients between the reference abundances and the abundances of the identified endmembers as the third quantitative criterion, which is computed according to Equation (11):

$$\rho(A_i, \hat{A}_i) = \frac{Cov(A_i, \hat{A}_i)}{\delta A_i \delta \hat{A}_i}$$

(11)

where $A_i$ is the reference abundance and $\hat{A}_i$ is the estimated abundance. The larger the correlation coefficients, the higher the accuracy of the estimated abundance. Moreover, the correlation coefficients also can be used to evaluate the performance of the endmember extraction. The last performance metric we consider is the MSE:

$$MSE(A_i, \hat{A}_i) = \frac{1}{N_p} \|A_i - \hat{A}_i\|_F$$

(12)

where $N_p$ is the number of pixels. The smaller the MSE, the better the quality of the estimation.

3. Sensitivity Study

In this section, we evaluate the sensitivity of the unmixing approaches with regard to several aspects by using well-controlled synthetic datasets (see Table 2). In Section 3.1, the sensitivity to the degree of mixing of the endmembers is evaluated. In Section 3.2, the sensitivity to the variations in the spectra of the endmembers caused by non-linear effects is studied.
3.1. Sensitivity with Regard to the Degree of Mixing: Experiments and Results with Synthetic Data

This experiment is carried out based on synthetic data simulated according to the linear mixture model presented in Section 2.1. Since the spatial resolution of the images acquired by the OMEGA instrument is relatively moderate (typically one kilometer), we cannot be assured that there are pure pixels for each endmember. The purpose of this experiment is to evaluate the efficiency of the endmember extraction methods when the pixels are highly mixed. We use the synthetic spectra of three typical materials present on the south pole of Mars (H$_2$O, CO$_2$ and dust [10]) for generating the synthetic data. The main chemical composition of dust is fine-grain iron(III) oxide [64,65].

The reference spectra of the three endmembers are simulated by a surface reflectance model [13] and are shown in Figure 1. Note that the spectrum of the dust endmember is affected by atmospheric absorption. The noise is additive Gaussian, and the SNR is set to 20 dB, which is in the lower half of the typical range of SNR variations in the images acquired by the OMEGA instrument. The abundances of these endmembers are simulated following a Dirichlet distribution, which allows us to set the maximal abundance of each endmember. In this experiment, our aim is to evaluate the performances of the three endmember extraction methods when the endmembers are highly mixed. The maximal abundance of each endmember varies from 0.6–1, with an increment of 0.2.

![Figure 1. Reference spectra of three typical Mars components calculated by numerical modeling.](image)

We then compute the correlation coefficient and the spectral angle between the spectra of the extracted endmembers and the reference spectra simulated in the laboratory. Ideally, for a given compound, the extracted endmember that has the maximal correlation coefficients and the minimal spectral angle can be associated with this compound. We must note that, if the sources are correctly extracted for the current experiment, the abundance retrieval is necessarily satisfactory because we exactly use the linear model to generate and unmix the data.

The correlation coefficients between the reference spectra of the compounds and the identified extracted endmembers are shown in Table 3. When the endmembers are moderately to not highly mixed, i.e., the maximal abundance of each endmember is between 0.7 and one, the extracted endmembers by the three methods can be easily identified. It can be seen that the SISAL method always gives the best results, while the results of the VCA and MVC-NMF methods are degraded to approximately the same level. When the endmembers are highly mixed (i.e., maximal abundances equal to 0.6), the performance of SISAL declines dramatically. Meanwhile, the results of VCA are quite stable, and the results of MVC-NMF are similar to the former. Thus, in the highly-mixed case, the SISAL method, which does not require the pure pixel assumption, can extract distorted endmembers that are unphysical. In all likelihood, SISAL will then not be robust against the presence of outlier spectra and of significant levels of noise for some channels. In contrast, the MVC-NMF method based on the same principles is more robust. On the other hand, because the VCA method is based on the pure pixel assumption, it always extracts endmembers that exist in the image; they are then more likely to be approximately relevant, even though they are actually mixed spectra.

From this experiment, we can conclude that the performance of VCA is not always the best one, due to its requirement for the pure pixel assumption. However, it is the most robust method with
regard to a high degree of mixing. In contrast, the SISAL method provides the best results in general, except when the endmembers are highly mixed (i.e., the maximal abundance of each endmember is 0.6). The MVC-NMF method always gives intermediate results.

Table 2. Characteristics of the datasets.

| Dataset          | Synthetic Dataset I | Synthetic Dataset II | ORB0041 Image |
|------------------|---------------------|----------------------|---------------|
| spatial size     | 21 × 1500           | 21 × 1500            | 300 × 128     |
| spectral size    | 256 bands           | 256 bands            | 183 bands     |

Table 3. Correlation coefficients (CC) and spectral angles (SA) between the reference spectra and the spectra of the endmembers extracted by VCA, SISAL and MVC-NMF when the maximal abundances of the endmembers range from 0.6–1.

| Maximal Abundance | Method       | H₂O  | CO₂  | Dust |
|-------------------|--------------|------|------|------|
| 1                 | VCA [49]     | 1.000| 1.000| 1.000|
|                   | SISAL [53]   | 1.000| 1.000| 1.000|
|                   | MVC-NMF [44] | 1.000| 1.000| 1.000|
| 0.8               | VCA [49]     | 0.987| 0.990| 0.970|
|                   | SISAL [53]   | 0.998| 0.999| 0.997|
|                   | MVC-NMF [44] | 0.995| 0.994| 0.986|
| 0.6               | VCA [49]     | 0.970| 0.969| 0.820|
|                   | SISAL [53]   | 0.574| 0.939| 0.865|
|                   | MVC-NMF [44] | 0.919| 0.906| 0.937|

3.2. Sensitivity with Regard to Non-Linear Effects: Experiments and Results with Synthetic Data

In this section, we again simulate a linear mixture of spectra corresponding to three typical compounds present on the surface of the south pole of Mars, according to typical observation conditions and to the properties of the OMEGA instrument. However, this time, we apply spectral non-linear effects caused by the variations in the acquisition geometry and in the grain sizes of the materials. The incidence angle \( \theta \) varies from 45 degrees–85 degrees, with an increment of two degrees. The grain sizes \( G \) of the three materials vary according to ranges typical of Martian conditions and are tabulated in Table 4. Similar parameter values were used for simulating the materials on the polar regions of Mars in [66]. The spatial distributions of these parameters (shown in Figure 2) reflect the fact that we consider all possible combinations of their values for simulating the synthetic data. The spectra of the three endmembers (when the incidence angles and the grain sizes form combinations of extremal values) are shown in Figure 3. For of clarity, we note these spectra by the notations shown in Table 5. As illustrated by Figure 2, different acquisition geometries and material granularities change the radiative transfer of solar light within the surface according to the wavelength, and this affects the calculated reflectance spectra. Some remarks can be drawn accordingly:

- For H₂O ice, the grain size causes the most variation. The most different spectra are \( M^2_{H₂O} \) and \( M^3_{H₂O} \). The correlation coefficient between these two spectra is only 0.830.
- For CO₂ ice, the spectral shapes under different conditions remain quite similar. Although the most different spectra are \( M^2_{CO₂} \) and \( M^3_{CO₂} \), the correlation coefficient between them is 0.987.
- For dust, the shapes of all the spectra are extremely similar. Even though the spectra \( M^2_{Dust} \) and \( M^3_{Dust} \) are the most different, their correlation coefficient is 0.994.

Additive noise has been simulated according to the SNR characteristic of the OMEGA instrument.
Table 4. Grain sizes of the three endmembers in the synthetic data.

| Endmember | H₂O (µm) | CO₂ (µm) | Dust (µm) |
|-----------|----------|----------|-----------|
| minimal grain size | 100 | 45,000 | 25 |
| maximal grain size | 1000 | 60,000 | 30 |
| increment | 200 | 5000 | 2.5 |

Figure 2. The spatial distribution of the parameters for simulating the synthetic data. The dimension of each image is $21 \times 1500$ pixels. For visualization, all the values of these parameters are normalized to $[0, 255]$. The scale of the parameters related to the gray values in the image are shown on the color bars to the right of each image. (a) Abundance of H₂O ice; (b) abundance of CO₂ ice; (c) abundance of dust; (d) solar angle $\theta$ (in degrees); (e) grain sizes $G$ of H₂O ice; (f) grain sizes $G$ of CO₂ ice; (g) grain sizes $G$ of dust.

Figure 3. Spectral variations of the three endmembers (H₂, CO₂ and dust) caused by different solar angles ($\theta$) and different grain sizes ($G$). The spectra are shown when the two parameters form a combination of extreme values.
Table 5. Notations of the spectra of the three endmembers with variations caused by different observation geometries and grain sizes.

| Notation | Endmember | Grain Size $G$ | Incidence Angle $\theta$ |
|----------|-----------|----------------|--------------------------|
| $M^1_{\text{H}_2\text{O}}$ | $\text{H}_2\text{O}$ | 45 | 100 |
| $M^2_{\text{H}_2\text{O}}$ | $\text{H}_2\text{O}$ | 45 | 900 |
| $M^3_{\text{H}_2\text{O}}$ | $\text{H}_2\text{O}$ | 85 | 100 |
| $M^4_{\text{H}_2\text{O}}$ | $\text{H}_2\text{O}$ | 85 | 900 |
| $M^1_{\text{CO}_2}$ | $\text{CO}_2$ | 45 | 45,000 |
| $M^2_{\text{CO}_2}$ | $\text{CO}_2$ | 45 | 60,000 |
| $M^3_{\text{CO}_2}$ | $\text{CO}_2$ | 85 | 45,000 |
| $M^4_{\text{CO}_2}$ | $\text{CO}_2$ | 85 | 60,000 |
| $M^1_{\text{Dust}}$ | Dust | 45 | 25 |
| $M^2_{\text{Dust}}$ | Dust | 45 | 35 |
| $M^3_{\text{Dust}}$ | Dust | 85 | 25 |
| $M^4_{\text{Dust}}$ | Dust | 85 | 35 |

3.2.1. Estimation of the Number of Endmembers

The methods ELM, HySime and HFC have been used for estimating the number of endmembers $N_c$ of the synthetic data. The HFC method requires the false alarm parameter $\alpha$. It has been set as $10^{-3}$, $10^{-4}$ and $10^{-5}$ for our experiments. These values are suggested in [34]. Besides, our experiments show that when this value continues to decrease, it does not particularly affect the estimated number of endmembers. The results of the three methods are shown in Table 6.

Table 6. Number of endmembers estimated by the use of ELM, hyperspectral signal identification by minimum error (HySime) and HFC.

| Method | ELM [35] | HySime [36] | HFC [34] $\alpha = 10^{-3}$ | HFC [34] $\alpha = 10^{-4}$ | HFC [34] $\alpha = 10^{-5}$ |
|--------|-----------|--------------|-----------------------------|-----------------------------|-----------------------------|
| $N_c$  | 5         | 12           | 18                          | 17                          | 17                          |

It can be seen that the numbers estimated by the HySime and HFC methods are much larger than the real number of physical sources (i.e., three). In such cases, the analysis of the extracted endmembers turns into a rather unfeasible task. The reason for this result may come from the higher sensitivity of HySime and HFC to subtle contributions in the image, such as the detection of residual artifacts, which could be valuable in other situations, but are out of the scope of this article. Therefore, these two methods are not further considered in this section. On the other hand, the ELM technique detects the presence of five endmembers. This result corresponds more satisfactorily to the chosen physical scenario, even though it is slightly biased. In accordance with what was observed in Figure 3, the $\text{H}_2\text{O}$ grain size differences produce larger spectral differences than the $\text{CO}_2$ and dust grain sizes. The grain size differences are also more important than the acquisition geometry. Note that the correlation coefficient between the most different spectra of the water ice is only 0.803. Therefore, a pure component may lead to several endmembers, according to its intrinsic spectral variability, which is a non-linear function of its properties. This assumption will also be validated by the extraction of the endmembers.

3.2.2. Extraction of Endmembers

VCA, SISAL and MVC-NMF are then used for extracting the five endmembers from the synthetic image, for which the spectra are shown in Figure 4. The abundances of these endmembers are computed respectively by using NNLS and FCLS (see Equations (7) and (8)), which are quite similar. The major difference is the contrast of the abundance maps. We then compare the extracted spectra
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(Figure 4) with the reference spectra of the endmembers under different conditions (Figure 3) by computing the correlation coefficients between them. The coefficient values are shown in Table 7.

For the endmembers extracted by VCA, the first and the third endmembers correspond very well to $M_2^3$H$_2$O (water ice when the incidence angle $\theta = 45$ degrees and the grain size $G = 900$) and $M_3^2$H$_2$O (water ice when the incidence angle $\theta = 85$ degrees and the grain size $G = 100$). The fourth and the fifth endmembers perfectly (with correlation coefficients equal to one) correspond to $M_2^2$CO$_2$ (CO$_2$ ice when $\theta = 45$ and $G = 60,000$) and $M_3^3$CO$_2$ (CO$_2$ ice when $\theta = 85$ and $G = 45,000$). The second endmember corresponds very well to $M_1^1$Dust (dust ice when $\theta = 45$ and $G = 25$). The extracted endmembers and the reference spectra are very well correlated (correlation coefficients are always higher than 0.995).

However, SISAL extracts endmembers that are not always interpretable. The 2nd, 3rd and the 4th endmembers can be identified respectively as $M_4^4$CO$_2$ (CO$_2$ ice when $\theta = 85$ and $G = 60,000$), $M_1^1$H$_2$O (water ice when $\theta = 45$ and $G = 100$) and $M_3^3$H$_2$O (water ice when $\theta = 45$ and $G = 900$). However, we cannot make a physical interpretation for the first and the fifth endmembers, even considering their abundances. This may due to the fact that since the SISAL method does not require the pure pixel assumption, it may extract non-existing endmembers in the image, which cannot be physically interpreted.

Physical interpretations of the spectra extracted by MVC-NMF are more satisfactory than in the SISAL case. There are always two endmembers corresponding to H$_2$O ice of large and small grain size (respectively, $M_1^1$H$_2$O and $M_2^2$H$_2$O). In contrast to the results of VCA, there is only one endmember that corresponds to CO$_2$ ice, and there are two endmembers corresponding to dust, differing only by their incidence angles (respectively, $M_{\text{Dust}}^1$ and $M_{\text{Dust}}^3$).

Figure 4. The spectra of the five endmembers extracted by VCA, SISAL and MVC-NMF with the synthetic data.
Table 7. Correlation coefficients between the extracted endmembers by the use of VCA, SISAL and MVC-NMF and the reference spectra of the endmembers under different non-linear spectral effects. A bold face stresses, in each case, the best result.

| Endmember | $M_{H_2O}^1$ | $M_{H_2O}^2$ | $M_{H_2O}^3$ | $M_{H_2O}^4$ | $M_{CO_2}^1$ | $M_{CO_2}^2$ | $M_{CO_2}^3$ | $M_{Dust}^1$ | $M_{Dust}^2$ | $M_{Dust}^3$ | $M_{Dust}^4$ |
|------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|
| **VCA [49]** |             |             |             |             |             |             |             |             |             |             |             |
| 1st        | 0.907       | **0.998**   | 0.835       | 0.996       | 0.718       | 0.733       | 0.677       | 0.692       | 0.397       | 0.411       | 0.384       | 0.399       |
| 2nd        | 0.552       | 0.372       | 0.596       | 0.406       | 0.460       | 0.465       | 0.439       | 0.449       | **0.995**   | 0.992       | 0.994       | 0.993       |
| 3rd        | 0.987       | 0.822       | **0.999**   | 0.870       | 0.861       | 0.866       | 0.840       | 0.849       | 0.648       | 0.664       | 0.640       | 0.656       |
| 4th        | 0.861       | 0.730       | 0.865       | 0.775       | 0.999       | **1.000**   | 0.988       | 0.994       | 0.512       | 0.531       | 0.503       | 0.517       |
| 5th        | 0.823       | 0.670       | 0.836       | 0.719       | 0.993       | 0.986       | **1.000**   | 0.998       | 0.484       | 0.501       | 0.474       | 0.489       |
| **SISAL [53]** |             |             |             |             |             |             |             |             |             |             |             |             |
| 1st        | 0.626       | 0.308       | 0.710       | 0.376       | 0.613       | 0.594       | 0.653       | 0.636       | 0.703       | 0.710       | 0.694       | **0.711**   |
| 2nd        | 0.800       | 0.664       | 0.808       | 0.710       | 0.995       | 0.992       | 0.994       | **0.996**   | 0.449       | 0.467       | 0.439       | 0.453       |
| 3rd        | **0.996**   | 0.868       | 0.995       | 0.910       | 0.856       | 0.864       | 0.830       | 0.841       | 0.589       | 0.606       | 0.580       | 0.596       |
| 4th        | 0.866       | **0.994**   | 0.784       | 0.984       | 0.676       | 0.692       | 0.630       | 0.647       | 0.319       | 0.333       | 0.306       | 0.320       |
| 5th        | −0.221      | −0.354      | −0.157      | −0.343      | −0.228      | −0.228      | −0.232      | −0.229      | 0.637       | 0.620       | **0.646**   | 0.630       |
| **MVC-NMF [44]** |             |             |             |             |             |             |             |             |             |             |             |             |
| 1st        | 0.838       | 0.697       | 0.847       | 0.745       | **0.999**   | 0.997       | 0.996       | 0.999       | 0.489       | 0.507       | 0.479       | 0.494       |
| 2nd        | 0.518       | 0.280       | 0.583       | 0.325       | 0.455       | 0.454       | 0.451       | 0.453       | **0.984**   | 0.983       | 0.980       | 0.984       |
| 3rd        | 0.905       | **0.998**   | 0.833       | 0.996       | 0.722       | 0.737       | 0.680       | 0.696       | 0.393       | 0.408       | 0.381       | 0.395       |
| 4th        | **0.997**   | 0.866       | 0.996       | 0.908       | 0.857       | 0.864       | 0.831       | 0.842       | 0.608       | 0.624       | 0.599       | 0.615       |
| 5th        | 0.393       | 0.202       | 0.449       | 0.236       | 0.313       | 0.315       | 0.298       | 0.305       | 0.966       | 0.958       | **0.970**   | 0.963       |
3.2.3. Extraction of the Abundances

The abundances of the endmembers extracted by VCA and MVC-NMF (the ones obtained by SISAL are not taken into consideration as the physical interpretations of their spectra cannot be completed) are then computed by using NNLS and FCLS. In order to confirm the identification of the endmembers, the estimated abundances are compared to the real abundances used for simulating the synthetic data. In any case, the spectral unmixing of the synthetic data is affected by source splitting effects linked to the non-linear spectral effects, thus making necessary the recombination of the five endmembers into three physical sources. After assigning each extracted endmember to one of the three physical sources, the abundance map of a given physical source is obtained by adding the individual abundances of the associated endmembers. The reconstructed maps are not displayed here to save space.

We note that \( s_n \) is the computed abundance of the \( n \)-th endmember. In addition, we recall that the first and third endmembers extracted by VCA are identified as \( \text{H}_2\text{O} \) ice, the fourth and fifth endmembers as \( \text{CO}_2 \) ice and the second endmember as dust. Therefore, the abundances of \( \text{H}_2\text{O} \) ice, \( \text{CO}_2 \) ice and dust are, respectively, \( s_1 + s_3 \), \( s_4 + s_5 \) and \( s_2 \). For the endmembers extracted by MVC-NMF, the abundances of \( \text{H}_2\text{O} \) ice, \( \text{CO}_2 \) ice and dust are, respectively, \( s_3 + s_4 \), \( s_1 \) and \( s_2 + s_5 \).

In Table 8, we show the correlation coefficients and the mean square error between the real abundances of \( \text{H}_2\text{O} \) ice, \( \text{CO}_2 \) ice and dust (see Figure 2a–c) and the reconstituted abundances of the physical sources from the VCA and MVC-NMF results.

According to Table 8, it can be seen that the abundances of the physical sources reconstituted from the VCA results are always more closely correlated to the real abundances, no matter what estimator we use (NNLS or FCLS). The mean square errors obtained by VCA are also smaller. Within the abundances of the endmembers extracted by VCA, the results of the two estimators (NNLS and FCLS) are very close.

Table 8. Correlation coefficients and the mean square error between the real abundances of \( \text{H}_2\text{O} \) ice, \( \text{CO}_2 \) ice and dust, reconstruction error (RE) and the time cost of each method and the abundances of the endmembers extracted by VCA and MVC-NMF.

| Method                | Correlation Coefficients | Mean Square Error | RE | Time (s) |
|-----------------------|--------------------------|-------------------|----|----------|
|                       | H\(_2\)O Ice  | CO\(_2\) Ice   | Dust | H\(_2\)O Ice  | CO\(_2\) Ice   | Dust |          |          |
| VCA [49] + NNLS       | 0.9924           | 0.9988          | 0.9863 | 0.0021           | 0.0004          | 0.0027 | 1.5027  | 9.52     |
| VCA [49] + FCLS       | 0.9929           | 0.9977          | 0.9944 | 0.0016           | 0.0009          | 0.0022 | 1.8292  | 9.46     |
| VCA [49] + MLMp [63]  | 0.9993           | 0.9932          | 0.9885 | 0.0032           | 0.0028          | 0.0026 | 1.8742  | 16.07    |
| MVC-NMF [44] + NNLS   | 0.9904           | 0.9985          | 0.9739 | 0.0032           | 0.0025          | 0.0059 | 3.0210  | 1085.63  |
| MVC-NMF [44] + FCLS   | 0.9912           | 0.9983          | 0.9878 | 0.0031           | 0.0025          | 0.0042 | 3.0450  | 1085.48  |
| MVC-NMF [44] + MLMp [63] | 0.9969      | 0.9999          | 0.9864 | 0.0046           | 0.0027          | 0.0023 | 2.0556  | 1093.57  |

3.3. Conclusions on the Experiments with Synthetic Data

The first experiment aims to test the sensitivity of the unmixing approaches with regard to the purity of the endmembers. According to the results shown in Section 3.1, it can be seen that when the spectra of the pixels are simple linear mixtures of the endmembers, VCA can produce robust results even when the pixels are highly mixed. The second experiment aims to evaluate the sensitivity of the approaches with regard to the spectral variations caused by non-linear effects (including observation geometries and grain sizes). According to the results shown in Section 3.2, for estimating the number of endmembers, it is the ELM method that can provide the most reasonable result. For the extraction of endmembers, VCA and MVC-NMF can both produce good spectral signatures. The abundances of the endmembers extracted by VCA and MVC-NMF are also coherent to the references. However, it has to be remarked that VCA is much more efficient than MVC-NMF with regard to the computation time.
4. Experiments and Results with Real Data

In the following section, experiments are carried out on a real hyperspectral image taken by the OMEGA instrument. This image is briefly introduced in Section 4.1. Its number of endmembers is estimated by ELM, HFC and HySime in Section 4.2. In Section 4.3, endmember spectra are extracted by VCA, SISAL and MVC-NMF and are then compared for identification with the reference spectra of the expected materials. Based on the spectra extracted by VCA, SISAL and MVC-NMF, the abundance maps are computed by NNLS and FCLS in Section 4.4. They are then compared with the abundances obtained by the state-of-the-art unmixing method BPSS, as presented in [31]. In Section 4.5, another comparison is performed, this time on a restricted area with the reference abundances obtained in [58] by inversion of a physical model. Finally, in Section 4.5, we summarize the results of linear unmixing obtained on the ORB0041 image.

4.1. Dataset: The ORB0041 Image

The ORB0041 image (see Figure 5a) taken in late summer covers a large part of the south polar permanent cap (SPPC) and layered deposits of Mars. Prior to the analysis, it has been calibrated into reflectance factor units, but has not been corrected for atmospheric effects. We reduce the spatial extent of the image to this region of interest. Previous studies by [67] detected three principal chemically pure species on the surface: water ice, CO$_2$ ice and mineral dust. Physical analysis conducted independently by [13] on a selection of representative spectra showed that intimate mixtures of grains usually dominate the properties of the superficial icy deposits in the region. Furthermore, component abundance and granularity maps were computed by applying a Gaussian regularized sliced inverse regression (GRSIR) to the bright part of the SPPC of the image, trained with a library of synthetic spectra generated by a physical model [58]. The latter is built by assuming that the detected chemical components are intimately mixed. The ROI for the physical analysis of the ORB0041 image is shown in Figure 5b. The resulting abundances of H$_2$O ice, CO$_2$ ice and dust are shown in Figure 6. Being generated thanks to a more realistic model that takes into account the non-linear effects of the intimate mixture, the resulting abundances computed by GRSIR can serve as a reference for our experiment. Alternatively, [31] applied to the same OMEGA observation a blind source separation consisting of an ICA followed by a Bayesian scheme that implements positivity constraints. It has to be remarked that, in [31], the number of endmembers is manually fixed to three. The endmembers extracted by using VCA, SISAL and MVC-NMF are again identified by comparing their abundances with the abundances of the endmembers obtained in [31], which are shown in Figure 7.

Figure 5. (a) OMEGAORB0041 image of the south pole of Mars. (R-band 100, G-band 50 and B-band 24); (b) ROI (in white), where the GRSIR has computed the physical parameters of the chemical components.
4.2. Estimation of the Number of Endmembers

First, we use ELM, HySime and HFC for estimating the number of endmembers in the ORB0041 image. The results are shown in Table 9.

Table 9. Numbers of endmembers estimated in the ORB0041 image by the use of the ELM, HySime and HFC methods.

| Method       | Estimated Number |
|--------------|------------------|
| ELM [35]     | 4                |
| HySime [36]  | 10               |
| HFC [34]     | 22 (α = 10^-3)   |
| HFC [34]     | 21 (α = 10^-4)   |
| HFC [34]     | 19 (α = 10^-5)   |

When we use the HySime method, the estimated number of endmembers is 10, which is considered too large, according to the previous studies. On the other hand, the numbers estimated by the HFC method are 22, 21 and 19, when \( \alpha = 10^{-3}, 10^{-4} \) and \( 10^{-5} \), respectively. These numbers are also too large. Only ELM provides a realistic evaluation.

4.3. Extraction of the Endmembers

We extract four endmembers from image ORB0041 by using the VCA, SISAL and MVC-NMF methods (Figure 8). In order to identify the extracted spectra, the correlation coefficients and the
spectral angles between the latter and the reference spectra (see Figure 1) are computed (shown in Table 10). A spectroscopic visual inspection of the spectra is also carried out. Table 10 shows that the VCA method can extract mineral dust better than MVC-NMF and SISAL, while the MVC-NMF method can extract water ice better than VCA and SISAL. From a spectroscopic point of view, the quality of the dust endmembers extracted by VCA and MVC-NMF is excellent. In addition, the spectrum of dust extracted by SISAL is also plausible. Careful examinations of the spectra associated with the second and third endmembers lead to two different explanations for source splittings when one considers the VCA and the MVC-NMF outcomes. In the first case, the variation of the H$_2$O grain size can very well explain the spectral differences; whereas, in the second case, one can observe an intimate contamination by CO$_2$ ice for the second endmember, which is absent for the third one.

![Figure 8. Spectra of the endmembers extracted, respectively, by VCA, SISAL and MVC-NMF from the ORB0041 image. The endmembers are sorted according to their chemical nature.](image)

It can be seen that, although the third endmember extracted by SISAL can be visually identified as water ice, according to the correlation coefficient and the visual identification, the spectral angle between its spectrum and the reference spectrum of water ice is not the minimum (25.3 degrees). Meanwhile, the third endmembers extracted by both VCA and MVC-NMF correspond very well to water ice, according to the correlation coefficients and the spectral angles. In the previous section, it has been seen that the non-linear effects can split one physical source into several endmembers. From Table 10, we can see that the second endmembers extracted by VCA and MVC-NMF are also very similar to water ice (according to their high correlation coefficients and relatively small spectral angles). As for the CO$_2$ ice, according to the maximal correlation coefficients, it can be well extracted by all three methods. However, the minimal spectral angles between the reference spectrum of CO$_2$ ice and the extracted endmembers are relatively high (around 13–14 degrees) when compared to the equivalent values for the other endmembers. A difference in the dust contamination in the CO$_2$ ice between the reference and the extracted spectra can well account for this apparent lower adequacy, without questioning the physical quality of the produced CO$_2$ endmember by all three methods. According to Table 10, the VCA and MVC-NMF methods work better than SISAL on the ORB0041 image. The performances of VCA and MVC-NMF are very similar. However, it has to be noticed that
the computational complexity of MVC-NMF is considerably higher than VCA (VCA needs less than one second, compared to the half an hour required by MVC-NMF).

Table 10. Correlation coefficients and spectral angles between the reference spectra (in Figure 1) and the spectra of the endmembers extracted, respectively, by the use of VCA, SISAL and MVC-NMF with the ORB0041 image. A bold face stresses, in each case, the best result.

| Correlation Coefficient | Spectral Angle (degrees) |
|-------------------------|--------------------------|
|                         | VCA [49]                |
| Endmember               | H₂O  | CO₂ | Dust | H₂O  | CO₂ | Dust |
| 1st                     | 0.833 | 0.959 | 0.540 | 15.6   | 13.2 | 24.3 |
| 2nd                     | 0.922 | 0.789 | 0.548 | 14.6   | 22.6 | 28.5 |
| 3rd                     | 0.933 | 0.896 | 0.677 | 8.79   | 19.2 | 18.5 |
| 4th                     | 0.835 | 0.503 | 0.959 | 14.9   | 33.8 | 3.83 |
|                         | SISAL [53]              |
| 1st                     | 0.802 | 0.952 | 0.530 | 16.1   | 14.6 | 23.1 |
| 2nd                     | 0.577 | 0.829 | 0.293 | 75.0   | 57.4 | 84.6 |
| 3rd                     | 0.898 | 0.853 | 0.503 | 25.3   | 21.7 | 39.6 |
| 4th                     | 0.657 | 0.246 | 0.925 | 18.3   | 37.3 | 5.16 |
|                         | MVC-NMF [44]            |
| 1st                     | 0.825 | 0.956 | 0.530 | 15.9   | 13.4 | 24.4 |
| 2nd                     | 0.884 | 0.937 | 0.606 | 13.0   | 15.0 | 22.8 |
| 3rd                     | 0.954 | 0.865 | 0.664 | 7.45   | 20.2 | 19.3 |
| 4th                     | 0.826 | 0.432 | 0.946 | 14.9   | 34.7 | 4.38 |

4.4. Extraction of the Abundances

In this section, we compute the abundance maps of the H₂O ice, CO₂ ice and the dust endmembers extracted by VCA, SISAL and MVC-NMF on the ORB0041 image. For each case, the abundance maps are estimated by the NNLS, FCLS and multilinear mixing model (MLMp [63]). According to Equation (7), the sum of the abundances estimated by NNLS is not necessarily equal to one (since the NNLS is not subjected to the sum-to-one condition). We can then perform an empirical normalization of the abundances estimated by NNLS with the following equation:

\[
\hat{s}_{i}^{\text{Norm}} = \frac{\hat{s}_{i}}{\sum_{i=1}^{N_c} \hat{s}_{i}},
\]

in order to force the sum of the abundances to be equal to one. This normalization also corresponds to a first-order correction of the photometric and shadow effects [68]. According to Equation (8), the sum of the abundances estimated by FCLS must be equal to one; therefore, such a normalization is not necessary for FCLS.

4.4.1. Abundance Maps of the Endmembers Extracted by VCA

We display in Figure 9 the abundances computed for the VCA endmembers, respectively, by using NNLS, NNLS after normalization by Equation (13), FCLS and MLMp. It can be seen that the normalization can satisfactorily correct the large-scale spatial variation that we note in the upper right corner of the maps for the abundances obtained by using NNLS (especially for the abundances of CO₂ ice). Such a variation is linked to the increasingly large values of incidence that are encountered in this part of the image. In contrast, applying the FCLS conditions makes the estimation of the abundances even more sensitive to the photometric effect.
Figure 9. Abundance maps computed with the spectra of the endmembers extracted by VCA. The abundances are, respectively, estimated by the use of NNLS (first row), normalized NNLS abundances by the use of Equation (13) (second row), FCLS (third row) and MLMp (fourth row).

When we compare the abundance maps estimated by using NNLS with the abundance maps of water ice, CO$_2$ ice and mineral dust obtained in [31] (see Figure 7), it can be seen that the abundance maps of the 1st, 3rd and 4th endmembers, respectively, correspond to CO$_2$ ice, water ice and dust. This observation is coherent with the identification of the spectra of the endmembers (see Section 4.3). The abundance maps of the fourth and the first endmembers estimated by FCLS correspond well to dust and CO$_2$ ice. However, neither the second nor the third abundance maps are similar to the abundance of water ice.
4.4.2. Abundance Maps of the Endmembers Extracted by SISAL

With the help of the endmember spectra extracted by using SISAL, we then operate NNLS and FCLS in order to compute the abundance maps of the endmembers. The results of NNLS are also normalized by Equation (13). The results are shown in Figure 10.

Figure 10. Abundance maps computed with the spectra of the endmembers extracted by SISAL. The abundances are, respectively, estimated by the use of NNLS (first row), normalized NNLS abundances by the use of Equation (13) (second row), FCLS (third row) and MLMp (fourth row).

When compared to the results in [31], it can be observed that the first and the fourth abundance maps estimated by each method (NNLS, FCLS and MLMp), respectively, correspond to CO$_2$ ice and dust, which is consistent with the identification of the spectra of the endmembers extracted by SISAL in Section 4.3. However, although the third abundance maps obtained by NNLS and FCLS are similar to the abundance of water ice, the background values are too high (more than 0.3), and the contrasts are very low. These results also conform to the identification of the spectra, since the correlation coefficient
of the most correlated endmember to the water ice extracted by SISAL is only 0.89 and the spectral angle is more than 20 degrees.

4.4.3. Abundance Maps of the Endmembers Extracted by MVC-NMF

With the help of the endmember spectra extracted by using MVC-NMF, we then operate NNLS, FCLS and MLMp in order to compute the abundance maps of the endmembers. The results of NNLS are also normalized by Equation (13). The results are shown in Figure 11.

The 1st, 3rd and 4th abundance maps, respectively, correspond to CO$_2$ ice, water ice and dust. This observation is consistent with the identification of the spectra in Section 4.3. The abundances estimated by FCLS are less noisy and more contrasted than the other maps, a tendency especially noticeable for water ice, for which the background abundance is relatively low.

![Abundance maps](image)

**Figure 11.** Abundance maps computed with the spectra of the endmembers extracted by MVC-NMF. The abundances are, respectively, estimated by the use of NNLS (first row), normalized NNLS abundances by the use of Equation (13) (second row), FCLS (third row) and MLMp (fourth row).
4.5. Validation of the Abundances

In the previous sections, we identified the extracted endmembers by comparing their spectra with the reference spectra and by visually comparing their abundances with those obtained by the method presented in [31]. We recall that the 1st, 3rd and 4th endmembers extracted by the VCA, SISAL and MVC-NMF methods are identified as CO$_2$ ice, H$_2$O ice and dust. In addition, according to Table 10, it has been observed that the second endmembers extracted by VCA and MVC-NMF might be additional endmembers related to water ice because of the source splitting effect. We have therefore added the abundance maps produced by VCA and MVC-NMF for the second and the third endmembers in order to map water ice. We now quantify the adequacy of the spatial distribution of the three compounds as depicted by the results of the selected unmixing methods with the reference abundance maps computed by GRSIR. The latter are shown in Figure 6. The correlation coefficients between the reference abundances and the abundances of the identified endmembers are shown in Table 11. It can be seen that the combination of abundances for the second and the third endmembers extracted by VCA and MVC-NMF generally improves the correlation coefficients. This confirms that combining these endmembers into a common water ice physical source is necessary to comprehend all the details of its spatial distribution.

Table 11. Unmixing performance of different models for the ORB0041 image: correlation coefficients, RE, MSE and time (in second). A bold face stresses, in each case, the best result (correlation coefficients between the abundances computed by the spectral unmixing and spectral index approaches and the reference abundances generated by GRSIR with a physical model).

| Method | Correlation Coefficient | RE | MSE | Time (s) |
|--------|------------------------|----|-----|--------|
|        | H$_2$O | H$_2$O (Combined) | Dust | CO$_2$ |       |
| **VCA [49] + NNLS** | 0.820 | 0.842 | 0.871 | 0.729 | 3.1495 | 53.7938 | 9.68 |
| **VCA [49] + NNLS** (normalized) | 0.827 | 0.877 | 0.869 | 0.910 | 3.3439 | 51.5418 | 9.68 |
| **VCA [49] + FCLS** | 0.345 | 0.394 | 0.693 | 0.490 | 7.8934 | 91.4053 | 9.54 |
| **VCA [49] + MLMp [63]** | 0.348 | 0.388 | 0.685 | 0.492 | 5.6624 | 90.8815 | 16.88 |
| **SISAL [53] + NNLS** | 0.345 | n/a | 0.787 | 0.665 | 3.2110 | 73.3173 | 19.75 |
| **SISAL [53] + NNLS** (normalized) | 0.254 | n/a | 0.863 | 0.568 | 3.2628 | 73.3985 | 19.75 |
| **SISAL [53] + FCLS** | 0.374 | n/a | 0.845 | 0.665 | 3.4686 | 73.3424 | 19.12 |
| **SISAL [53] + MLMp [63]** | 0.384 | n/a | 0.854 | 0.664 | 3.7195 | 73.3374 | 29.83 |
| **MVC-NMF [44] + NNLS** | 0.411 | 0.576 | 0.887 | 0.657 | 3.2379 | 69.8420 | 1216.74 |
| **MVC-NMF [44] + NNLS** (normalized) | 0.394 | 0.581 | **0.902** | 0.616 | 3.4806 | 67.9421 | 1216.74 |
| **MVC-NMF [44] + FCLS** | 0.467 | 0.507 | 0.894 | 0.604 | 3.8670 | 70.1721 | 1216.36 |
| **MVC-NMF + MLMp [63]** | 0.468 | 0.510 | 0.894 | 0.605 | 3.7741 | 70.1235 | 1224.66 |
| **BPSS [40]** | 0.791 | n/a | 0.792 | **0.941** | 3.4463 | 130.9763 | 67.14 |
| Spectral ratio | 0.410 | n/a | n/a | 0.790 | n/a | n/a | n/a |

The work in [12] proposed two spectral indices suitable for obtaining, in a relative sense, the spatial distribution of H$_2$O and CO$_2$ ices while minimizing the influence of the acquisition geometry and the atmospheric contribution to the signal. In order to contrast the relative accuracy of the latter approach, we compute the H$_2$O and CO$_2$ ratio maps for the observation ORB0041 and estimate their correlation coefficients with the reference. Table 11 illustrates the possibility of using linear unmixing methods instead of spectral indices, beyond the fact that the former are unsupervised. Indeed, the H$_2$O index, for instance, fails to satisfactorily reproduce the spatial distribution of H$_2$O ice on the polar cap. Furthermore, an index for dust cannot be put forward. The CO$_2$ index, on the other hand, gives more reliable results, although they are not optimal.
Discussion of the Experiments with the ORB0041 Image

According to the unmixing results obtained with the ORB0041 image, the following conclusions can be drawn:

- The number of endmembers estimated by using the ELM method is more reasonable than the one obtained by both the HySime and the HFC methods, which is coherent with the results obtained from synthetic data in Section 3.2.
- The endmember spectra extracted by VCA and MVC-NMF are more correlated to the reference spectra than SISAL. All three chemical components (water ice, CO\textsubscript{2} ice and mineral dust) can be clearly identified when VCA and MVC-NMF are used.
- It has to be noted that VCA directly extracts the extremal points as endmembers, while MVC-NMF has to solve an optimization problem. Therefore, the computational complexity of MVC-NMF is considerably higher than VCA. In order to extract four endmembers from the ORB0041 image, VCA needs less than one second, while MVC-NMF takes around 20 min on a machine with an Intel i3 540 CPU and 6 GHz of memory. This can be a key issue when analyzing large series of OMEGA images.
- The combination of VCA + NNLS provides the best abundance maps for the three major compounds of the south pole of Mars, provided that the abundances have been normalized after the unmixing by using Equation (13). Consequently, adding the sum-to-one condition (FCLS) directly in the unmixing step does not always improve the unmixing results. Following [68], we explain this fact by mentioning the frequent presence of shadows in orbital images at the sub-pixel level due to small-scale topography. The pixel fraction occupied by shadows can be especially large at high latitudes (such as in the case of the ORB0041 image), for which typical sun elevations are low. As they are often spectrally correlated with another endmember (dust in our case), shadows cannot appear as independent endmembers themselves, but are nevertheless present. The effective endmembers are “extremes” (i.e., they contain less shadow proportion) compared to the rest of the spectra. Consequently, to account for shadows inside the simplex, it is better not to impose the sum-to-one condition while the positivity is relevant, as confirmed in this experiment.
- Even though the unmixing is based on a very simple linear model, it can provide a similar relative spatial distribution of the materials to that achieved by a complete physical analysis, which requires complex physical models and much a priori information about the compounds. Conversely, the linear unmixing approaches used in this article are unsupervised and parameter free. In addition, the computational complexity of the linear unmixing approaches is very low. A typical combination of ELM + VCA + NNLS, which covers the complete unmixing chain, requires only a few seconds.
- We do not have an absolute ground truth regarding the state of the southern permanent polar cap. Nonetheless, the abundance maps obtained by the best unmixing methods and the physical maps show very satisfactory relative agreement. On the contrary, the correlation between abundance maps obtained by spectral indices and physical maps is relatively low. This indicates that the approach of spectral indices is not reliable when an intimate mixture of compounds prevails.

5. Conclusions

In this article, the capability of a chain of unsupervised linear unmixing applied to the analysis of synthetic, as well as real hyperspectral images is investigated in the framework of a Martian case study. For each of the three steps in the linear unmixing chain, several methods are evaluated. For the first step, the estimation of the number of endmembers, the ELM, HySime and HFC methods are compared. For the second step the extraction of endmembers, the VCA, SISAL and MVC-NMF methods, each representing a major category of geometrical approach, are selected for evaluation. For the third step, the linear unmixing of hyperspectral data, the NNLS and FCLS conditions are tested. Three different datasets are used for evaluating the chain: synthetic data simulated strictly according to a linear mixture model,
synthetic data simulated by a more realistic model with non-linearities caused by photometric and grain size variations and a real image from ORB0041 acquired by the OMEGA instrument.

Because the synthetic data of the first experiment are simulated strictly by the linear mixture model, all methods of each step provide very similar results, except when the endmembers are highly mixed (i.e., the maximal abundance of each endmember is only 0.6). In this case, the VCA method still provides relatively good endmembers, while the other two methods fail. Thus, in the highly-mixed case, the SISAL method, which does not require the pure pixel assumption, can extract distorted endmembers that are unphysical. In all likelihood, SISAL will then not be robust against the presence of outlier spectra and of significant levels of noise for some channels, a situation often encountered in planetary hyperspectral data. On the other hand, because the VCA method is based on the pure pixel assumption, it always proposes endmembers that exist in the image; although they may actually be mixed spectra, they are more likely to be approximately relevant.

With the synthetic data of the second experiment, only ELM provides a reasonable number of endmembers, while HySime and HFC overestimate this parameter. The VCA + NNLS, VCA + FCLS, MVC-NMF + NNLS and MVC-NMF + FCLS methods all provide good endmember signatures. However, the spectral unmixing of the data is affected by source splitting linked with the non-linear spectral effects, thus making necessary the recombination of the extracted endmembers into a lower number of real physical sources. The abundance map of a given physical source is then obtained by adding the individual abundances of the associated endmembers. Such a recombination could be a hurdle in an automatic processing pipeline if it were performed manually. Consequently, we suggest two possible remedies: (i) work out a recombination based on an unsupervised analysis of the nature of the endmembers; or (ii) include an atmospheric and a photometric correction step prior to the spectral unmixing, if feasible, to decrease the probability of source splitting. On the other hand, source splitting due to the intrinsic variability of the physical properties of a given compound could be considered satisfactory as it is, if one accepts getting the spatial distribution of its different forms separately. We should note also that FCLS is systematically slightly better than NNLS because, although non-linearities exist in the synthetic data, there is only a limited number of physical sources and no shadow is present in the data. In such a situation, the application of the sum-to-one condition can improve the precision of the results.

On the real image of the south pole of Mars acquired at high latitudes by the OMEGA instrument, ELM is the only method that provides a reasonable number of endmembers. The VCA + NNLS (normalized) method gives the best endmember signatures and abundances, while applying the FCLS condition leads to degraded results. This is because the latter condition does not allow us to take the contribution of shadows properly into account in the spectral signal. In contrast, VCA + NNLS (normalized) compares well with a state-of-the art unmixing approach (BPSS) and with the outcome of a complete physical analysis. The latter is performed by the inversion of a physical model that offers a more accurate simulation of the signal, but requires a lot more a priori information. Conversely, the unsupervised chain is nearly automatic, not requiring any prior information, notwithstanding the possible requirement of endmember recombination into actual physical sources should non-linear effects be noticeable. In addition, a physical model usually pertains to a given terrain unit among others (in our case, the bright part of the SPPC spectrally dominated by CO₂ ice), while the unsupervised unmixing chain can extract the spectra and provide the abundances of the compounds on the whole image. The drawback of simplicity and efficiency is that unsupervised linear unmixing usually provides the relative spatial variations of compound abundances, not absolute values. This is comparable to the classical spectral index methods, but our study has shown that the latter, in contrast with the unmixing, do not even satisfactorily reproduce the relative spatial distribution when intimate mixtures prevail, which is the usual situation on planetary surfaces.

All the previous elements lead to the general conclusion that the ELM + VCA + NNLS combination offers the best compromise in terms of accuracy and efficiency. Because it requires only a few seconds to process an OMEGA image or equivalent imagery, the unsupervised unmixing chain we have proposed
has great potential for the planetary exploration of large image series, at least if they contain ices with distinct and strong signatures, similar to our case study. In the Martian case, this may be a key asset for the systematic exploitation of the OMEGA and CRISM (compact reconnaissance imaging spectrometer for Mars) datasets at high latitudes.
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Abbreviations

The following abbreviations are used in this manuscript:

OMEGA Observatoire pour la Minéralogie, l’Eau, les Glaces et l’Activité
HFC Harsanyi–Farrand–Chan
ELM eigenvalue likelihood maximization
NMF non-negative matrix factorization
PCA principal component analysis
ICA independent component analysis
BPSS Bayesian positive source separation
MVC-NMF minimum-volume constrained non-negative matrix factorization
VCA vertex component analysis
SMACC sequential maximum angle convex cone
KLF Kalman filter
MVES minimum-volume enclosing simplex
SISAL simplex identification via split augmented Lagrangian
MVSA minimum-volume simplex analysis
NNLS non-negativity condition least squares error estimators
FCLS full condition least squares error estimators
UCLS unconditioned least squares error estimators
SNR signal to noise ratio
SPPC south polar permanent cap
GRSIR Gaussian regularized sliced inverse regression
ROI region of interest
MLMp proposed multilinear mixing models
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