RELATIVE CYCLES WITH MODULI AND REGULATOR MAPS
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Abstract. Let $X$ be a separated scheme of finite type over a field $k$ and $D$ a non-reduced effective Cartier divisor on it. We attach to the pair $(X, D)$ a cycle complex with modulus, whose homotopy groups - called higher Chow groups with modulus - generalize additive higher Chow groups of Bloch-Esnault, Rülling, Park and Krishna-Levine, and that sheafified on $X_{Zar}$ gives a candidate definition for a relative motivic complex of the pair, that we compute in weight 1.

When $X$ is smooth over $k$ and $D$ is such that $D_{red}$ is a normal crossing divisor, we construct a fundamental class in the cohomology of relative differentials for a cycle satisfying the modulus condition, refining El-Zein’s explicit construction of the fundamental class of a cycle. This is used to define a natural regulator map from the relative motivic complex of $(X, D)$ to the relative de Rham complex.

Finally, when $X$ is moreover connected and proper over $C$, we use relative Deligne cohomology to define relative intermediate Jacobians with modulus $J^r_{X/D}$ of the pair $(X, D)$. For $r = \dim X$, we show that $J^r_{X/D}$ is the universal regular quotient of the Chow group of 0-cycles with modulus.
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1. INTRODUCTION

1.1. A quest for a geometrically defined cohomology theory for an algebraic variety, playing in algebraic geometry the rôle of ordinary cohomology of a topological space, dates back to the work of A. Grothendieck and early days of algebraic geometry. In [3], A. Beilinson gave a precise conjectural framework for such hoped-for theory, foreseeing the existence of an Atiyah-Hirzebruch type spectral sequence for any scheme $S$ (arbitrary singular)

$$E_2^{p,q} = H^{p-q}_{\mathcal{M}}(S, \mathbb{Z}(-q)) \Rightarrow K_{-p-q}(S)$$

converging to $K_*(S)$, Quillen’s algebraic $K$-theory of $S$. Narrowing the context a little, fix a perfect field $k$ and consider the category $\textbf{Sch}_k$ of separated schemes of finite type over $k$. When $X$ is smooth and quasi-projective, S. Bloch’s apparently naïve definition of Higher Chow groups, given in terms of algebraic cycles, provides the right answer, as established in [17] and [32]. In larger generality, motivic
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cohomology groups have been defined by V.Voevodsky [41] and M.Levine [31] as Zariski hypercohomology of certain complexes of sheaves, and they are known to agree with Bloch’s definition in the smooth case [42]. So, if $X$ is any scheme of finite type over $k$, we are now able to consider the motivic cohomology groups

$$X \mapsto H^*_M(X, \mathbb{Z}(r)) = H^*_M(X, \mathbb{Z})$$

having a number of good properties, including the existence of the spectral sequence (1.1) for smooth $X$.

While the smooth case is thus established, the conjecture in the general form proposed by Beilinson is still widely open. As motivating example consider, for a smooth variety $X$, the $K$-theory of its $m$-th thickening $X_m$, $K_*(X \times_k \text{Speck}[t]/t^{m})$. These groups behave very differently from the corresponding motivic cohomology groups, since according to the current definitions one has

$$H^*_M(X, \mathbb{Z}(r)) = H^*_M(X \times_k \text{Speck}[t]/t^{m}, \mathbb{Z}(r)),$$

and this quite obviously prevents the existence of the desired spectral sequence. The insensibility of motivic cohomology to nilpotent thickening is manifesting the fact that, in Voevodsky’s triangulated category $\text{DM}(k, \mathbb{Z})$, one has $M(X) = M(X_m)$. From this point of view, the available definitions are not completely satisfactory, as they fail to encompass this kind of non-homotopy invariant phenomena.

1.2. Without an appropriate categorical framework, such as the one provided by $\text{DM}(k, \mathbb{Z})$, the quest starts again from algebraic cycles. The first attempt was made by S.Bloch and H.Esnault, that in [2] introduced additive higher Chow groups of 0-cycles over a field in order to describe the $K$-theory of the ring $k[t]/(t^2)$ and gave the first evidence in this direction, showing that these groups are isomorphic to the absolute differentials $\Omega^n_k$ agreeing with Hasselholt-Madsen description of the $K$-groups of a truncated polynomial algebra. Their work was refined in [1] and extended by K.Rülling to higher modulus in [36], where the additive higher Chow groups of 0-cycles were actually shown to be isomorphic to the generalized deRham-Witt complex of Hasselholt-Madsen.

The generalization to schemes was firstly given by J.Park in [35], that defined additive higher Chow groups for any variety $X$. Park’s groups were then further studied by A.Krishna and M.Levine in [25], that proved a number of structural properties for smooth projective varieties, such as a projective bundle formula, a blow-up formula and some basic functorialities.

1.2.1. Additive higher Chow groups are a modified version of Bloch’s higher Chow groups, defined by imposing some extra condition, commonly called “Modulus Condition”, on admissible cycles and are conjectured to describe the relative $K$-groups $K_*^{nil}(X, m)$, where $K_*^{nil}(X, m)$ denotes the homotopy fiber

$$K(X \times_k \mathbb{A}^1_k) \to K(X \times_k k[t]/t^{m}).$$

From this point of view, additive higher Chow groups are a candidate definition for the relative motivic cohomology of the pair

$$(X \times_k \mathbb{A}^1_k, X \times_k k[t]/t^{m} = X_m).$$

One of the goals of this paper is to generalize this construction, defining for every pair $(\overline{X}, D)$ consisting of a scheme $\overline{X}$ (separated and of finite type over $k$) together with a (non reduced) effective Cartier divisor $D \hookrightarrow \overline{X}$, cubical abelian groups

$$z^r(\overline{X}[D, \bullet]) \subset z^r(\overline{X}, \bullet), \quad (\text{Bloch’s cubical cycle complex})$$

those $n$-th homotopy groups will be called higher Chow groups of $\overline{X}$ with modulus $D$

$$\text{CH}^r(\overline{X}[D, n]) = \pi_n(z^r(\overline{X}[D, \bullet])) = H_n(z^r(\overline{X}[D, \bullet])).$$

These groups are controvariantly functorial for flat maps of pairs and covariantly functorial for proper maps of pairs. Sheafifying this construction on $\overline{X}_{\text{Zar}}$ we obtain, for every $r \geq 0$, complexes of sheaves

$$\mathbb{Z}_{\overline{X}[D]}(r) \to \mathbb{Z}_{\overline{X}}(r)$$
called relative motivic complexes, naturally mapping to $\mathbb{Z}_X(r)$, the complexes of sheaves computing Bloch’s higher Chow groups $\text{CH}^r(\overline{X}; n)$. We call the hypercohomology groups of $\mathbb{Z}_{\overline{X}|D}(r)$ the motivic cohomology groups of the pair $(\overline{X}, D)$,
\[
\text{H}^r_{\Lambda}(\overline{X}|D, \mathbb{Z}) = \text{H}^r(\overline{X}_{\text{Zar}}, \mathbb{Z}_{\overline{X}|D}(r)).
\]
The choice of the words is quite optimistic, since at this moment only few properties of our relative motivic cohomology groups and of higher Chow groups with modulus are established. A significant issue is represented by the contravariant functoriality for all maps, for which an appropriate moving lemma has to be established.

1.3. When $\overline{X} = C$ is a smooth projective curve over $k$ and $D$ is an effective divisor on it, the Chow group of 0-cycles with modulus is indeed a classical object. In [40], J-P. Serre introduced and studied the equivalence relation on the set of divisors on $C$ defined by the “modulus” $D$ (this explains the choice of the terminology), describing in terms of divisors the relative Picard group $\text{Pic}(C, D)$, that is the group of equivalence classes of pairs $(\mathcal{L}, \sigma)$, where $\mathcal{L}$ is a line bundle on $C$ and $\sigma$ is a fixed trivialization of $\mathcal{L}$ on $D$. When the base field $k$ is finite and $C$ is geometrically connected, the group
\[
\lim_{\rightarrow} \text{CH}_0(C|D)
\]
is isomorphic to the idèle class group of the function field $k(C)$ of $C$.

In [28], M. Kerz and S. Saito introduced Chow groups of 0-cycles with modulus for varieties over finite fields and used it to prove their main theorem on wildly ramified Class Field Theory. If $X$ is smooth over $k$, take a compactification $X \rightarrow \overline{X}$, with $\overline{X}$ integral and proper over $k$, and a (possibly non reduced) closed subscheme $D$ supported on $\overline{X} - X$. Then the group $\text{CH}_0(\overline{X}|D)$ is defined as the quotient of the group of 0-cycles $z_0(X)$ modulo rational equivalence with modulus $D$ (see [28] and 3.1), and it is used to describe the abelian fundamental group $\pi_1^{ab}(X)$. This work is one of the main sources of motivations for the present paper, and explains our choice of generalizing additive higher Chow groups to the case of an arbitrary pair. Higher Chow groups with modulus (1.2) recover (for $n = 0$ and $r = \dim \overline{X}$) Kerz-Saito definition (see Theorem 3.3).

1.4. Motivated by 1.3, we can use our relative motivic complexes to give a definition of higher Chow groups with compact support. Let $X$ be a separated scheme of finite type over $k$ and let $\overline{X}$ be a proper compactification of $X$ such that the complement of $X$ in $\overline{X}$ is the support of an effective Cartier divisor $D$. Define for $r, n \geq 0$
\[
\text{CH}^r(X, n)_c = \{ \text{CH}^r(\overline{X}|mD, n) \}_{m \in \text{pro-Ab}}
\]
where $\text{pro-Ab}$ denotes the category of pro-Abelian groups. This definition does not depend on the choice of the compactification $\overline{X}$, and it is consistent with the definition of $K$-theory with compact support proposed by M. Morrow in [34].

We give an overview of the content of the different sections.

1.5. Section 2 contains the definitions of our objects of interest, namely higher Chow groups with moduli and relative motivic cohomology groups, together with some basic properties. We define relative Chow groups with modulus, generalizing Kerz-Saito’s definition, in Section 3, where they are also shown to be isomorphic to higher Chow groups with modulus for $n = 0$. In Section 4 we compute the relative motivic cohomology groups in codimension 1, showing that
\[
\mathbb{Z}_{\overline{X}|D}(1) \cong \mathcal{O}_{\overline{X}|D}[-1] = \text{Ker}(\mathcal{O}_{\overline{X}} \rightarrow \mathcal{O}_D)[-1] \quad (\text{quasi-isomorphism})
\]
generalizing Bloch’s computation in weight 1, $\mathbb{Z}_{\overline{X}}(1) \cong \mathcal{O}_{\overline{X}}[-1]$, and proving the first of the expected properties of the relative motivic cohomology groups.
1.6. Suppose that $D$ is an effective Cartier divisor on $\overline{X}$ such that its reduced part $D_{\text{red}}$ is a normal crossing divisor on $\overline{X}$. Our first main result, presented in Section 5, is the construction of a fundamental class in the cohomology of relative differentials for a cycle satisfying the modulus condition. More precisely, consider the sheaves

$$\Omega^{\geq r}_{\overline{X}|D} = \Omega^{\geq r}_{\overline{X}}(\log D) \otimes \mathcal{O}_{\overline{X}}(-D), \quad r \geq 0$$

where $\Omega^{\geq r}_{\overline{X}}(\log D)$ denotes the sheaf of absolute Kähler differential $r$-forms on $\overline{X}$ with logarithmic poles along $|D_{\text{red}}|$. Using El-Zein’s explicit construction of the fundamental class of a cycle given in [16], we can show that if an admissible cycle satisfies the Modulus Condition, then its fundamental class in Hodge cohomology with support appears as restriction of a unique class in the cohomology with support of sheaves constructed out of (1.3) (Theorem 5.9). The refined fundamental class is then shown to be compatible with proper push forward (Lemma 5.14). Some further technical lemmas are proved in Section 6.

1.7. Let $(\overline{X}, D)$ be as in 1.6. The second main technical result of this paper, presented in Section 7, is the construction, using the fundamental class in relative differentials, of regulator maps from the relative motivic complex $Z_{\overline{X}|D}(r)$ to a relative de Rham complex of $\overline{X}$

$$\phi_{dR}: Z^{\geq r}_{\overline{X}|D}(r) \to \Omega^{\geq r}_{\overline{X}|D}(r) = \Omega^{\geq r}_{\overline{X}}(\log D) \otimes \mathcal{O}_{\overline{X}}(-D) \quad \text{in } D^{-}(\overline{X}_{\text{zar}})$$

where $\Omega^{\geq r}_{\overline{X}}(\log D)$ denotes the $r$-th sheaf of the complex $\Omega^{\geq r}_{\overline{X}}$. The map $\phi_{dR}$ is compatible with flat pullbacks and proper push forwards of pairs.

When $\overline{X}$ is a smooth algebraic variety over the field of complex numbers, we can use the same technique to define regulator maps to a relative version of Deligne cohomology (see (8.10)) and to Betti cohomology with compact support

$$\phi_{B}: \epsilon^{*}Z^{\geq r}_{\overline{X}|D}(r) \to \Omega^{\geq r}_{\overline{X}|D}(r); \quad \phi_{B}: \epsilon^{*}Z^{\geq r}_{\overline{X}|D}(r) \to j_{!}Z(r)_{X} \quad \text{in } D^{-}(\overline{X}_{\text{an}}),$$

where $\epsilon$ is the morphism of sites and $j: X \to \overline{X}$ is the open embedding of the complement of $D$ in $\overline{X}$, generalizing Bloch’s regulator from higher Chow groups to Deligne cohomology, constructed in [4].

1.8. Suppose that $\overline{X}$ is moreover connected and proper over $\mathbb{C}$, and consider the induced maps in cohomology in degree $2r$. We have a commutative diagram (see 9.1.1)

$$\begin{array}{ccc}
0 & \to & J^{r}_{\overline{X}|D} \\
\phi_{\text{iso}}^{r} \downarrow & & \phi_{\text{iso}}^{r} \\
H^{2r}_{\overline{X}|D}(\overline{X}|D, \mathbb{Z}(r)) & \to & H^{2r}_{\overline{X}|D}(\overline{X}|D, \mathbb{Z}(r)) \to H^{2r}_{\overline{X}_{\text{an}}, j!\mathbb{Z}(r)_{X}}
\end{array}$$

and in analogy with the classical situation, we call the kernel $J^{r}_{\overline{X}|D}$ the $r$-th relative intermediate Jacobian of the pair $(\overline{X}, D)$. We note that they admit a description in terms of extensions groups $\text{Ext}^{1}$ in the abelian category of enriched Hodge structures defined by S.Bloch and V.Srinivas in [6].

One can show that $J^{r}_{\overline{X}|D}$ fits into an exact sequence

$$0 \to U^{r}_{\overline{X}|D} \to J^{r}_{\overline{X}|D} \to J^{r}_{\overline{X}|D_{\text{red}}} \to 0,$$

where $U^{r}_{\overline{X}|D}$ is a unipotent group (i.e. a finite product of $\mathbb{G}_{a}$) and $J^{r}_{\overline{X}|D_{\text{red}}}$ (constructed as $J^{r}_{\overline{X}|D}$ with $D_{\text{red}}$ in place of $D$) is an extension of a complex torus by a finite product of $\mathbb{G}_{m}$. If we compose with the canonical map

$$\text{CH}^{r}(\overline{X}|D) \to H^{2r}_{\overline{X}|D}(\overline{X}|D, \mathbb{Z}(r))$$

we get an induced map

$$\rho^{r}_{\overline{X}|D}: \text{CH}^{r}(\overline{X}|D)_{\text{hom}} \to J^{r}_{\overline{X}|D}$$

(1.4)
that we may view as the Abel-Jacobi map with $\mathbb{G}_a$-part, where $\text{CH}^r(X|D)_{\text{hom}}$ is the subgroup of $\text{CH}^r(X|D)$ consisting of the classes of cycles homologically trivial.

The problem of considering a suitable equivalence relation with modulus for algebraic cycles in order to define a $\mathbb{G}_a$-valued Abel-Jacobi map was already sketched by S.Bloch in [5], with reference to his joint work with H.Esnault. In case $r = d := \dim X$, the Jacobian (or Albanese) $J^d_X(X|D)$ is actually a commutative algebraic group and the map (1.4) becomes

$$\rho_{X|D} : \text{CH}_0(X|D)^0 \to J^d_X(X|D),$$

where $\text{CH}_0(C|D)^0$ denotes the degree 0 part of the Chow group $\text{CH}_0(C|D)$ of zero-cycles with modulus. A different construction of Albanese variety with modulus was given by H.Russell in [37] and (in characteristic zero) by K.Kato and H.Russell in [27] using duality theory for 1-motives with unipotent part.

In Section 9 we prove, using transcendental arguments, that $J^d_X(X|D)$ with $d = \dim X$ is the universal regular quotient of $\text{CH}_0(C|D)^0$, in analogy with the results of H.Esnault, V.Srinivas and E.Viehweg [12] and L.Barbieri-Viale and V.Srinivas [7] for singular varieties (Theorem 9.5).
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2. Cycle complex with modulus

2.0.1. We fix a base field $k$. Let $\mathbb{P}^1_k = \text{Proj}[Y_0, Y_1]$ be the projective line over $k$ and denote by $y$ the rational coordinate function $Y_1/Y_0$ on $\mathbb{P}^1_k$. Let $p_i^n: (\mathbb{P}^1)^n \to (\mathbb{P}^1)^{n-1}$ for $n \in \mathbb{N} \setminus \{0\}, 1 \leq i \leq n$ be the projection onto the $i$-th component. We use on $(\mathbb{P}^1)^n$ the rational coordinate system $(t_1, \ldots, t_n)$, where $t_i = t \circ p_i$. Let

$$\square^n = (\mathbb{P}^1_k \setminus \{1\})^n$$

and let $i_{t,\epsilon}^n : \square^n \to \square^{n+1}$ with

$$i_{t,\epsilon}^n(t_1, \ldots, t_n) = (t_1, \ldots, t_{i-1}, \epsilon, t_i, \ldots, t_n),$$

for $n \in \mathbb{N}, 1 \leq i \leq n+1, \epsilon \in \{0, \infty\}$, be the inclusion of the codimension one face given by $t_i = \epsilon, \epsilon \in \{0, \infty\}$. The assignment $n \mapsto \square^n$ defines a cocubical object $\square^\ast$. Note that this is an extended cocubical object in the sense of [33, 1.5]. We conventionally set $\square^0 = \text{Speck}$.

A face of $\square^n$ is a closed subscheme $F$ defined by equations of the form

$$y_i = \epsilon_1, \ldots, y_i = \epsilon_r; \; \epsilon_j \in \{0, \infty\}.$$

For a face $F$, we write $i_F : F \hookrightarrow \square^n$ for the inclusion. Finally, we write $F_i^n \subset (\mathbb{P}^1)^n$ for the Cartier divisor on $(\mathbb{P}^1)^n$ defined by $(y_i = 1)$ and put $F_n = \sum_{1 \leq i \leq n} F_i^n$.

2.0.2. Let $Y$ be a scheme of finite type over $k$, equidimensional over $k$, $D$ an effective Cartier divisor and $F$ a simple normal crossing divisor on $Y$. Assume that $D$ and $F$ have no common components. Let $X$ be the open complement $X = Y - (F + D)$.

**Lemma 2.1.** Let $W$ be an integral closed subscheme of $X$ and let $V \subset W$ be an integral closed subscheme of $W$. Let $\overline{W}$ (resp. $\overline{V}$) be the closure of $W$ (resp. of $V$) in $Y$. Let $\phi_{\overline{W}} : \overline{W}^N \to Y$ (resp. $\phi_{\overline{V}} : \overline{V}^N \to Y$) be the normalization morphism. Then the inequality $\phi_{\overline{W}}(D) \leq \phi_{\overline{V}}(F)$ as Cartier divisors on $\overline{W}^N$ implies the inequality $\phi_{\overline{W}}(D) \leq \phi_{\overline{V}}(F)$ as Cartier divisors on $\overline{V}^N$.

**Proof** We use the same argument as [26, Proposition 2.4]. Let $Z = \overline{W}^N \times_{\overline{V}} \overline{V} \hookrightarrow \overline{W}^N$ and let $Z^N$ be its normalization. By the universal property of the normalization, there exists a unique surjective morphism $h$ making the diagram

```
```

commutative. Note that all the schemes are of finite type over the base field $k$, so the normalization morphisms are finite and hence $h$ is finite too. Note that $\overline{V}$ is not contained in $D_{\text{red}}$ nor $F$ and hence intersects properly both $D$ and $F$. We can therefore apply [26, Lemma 2.1] to get from $\phi_{\overline{W}}(D) \leq \phi_{\overline{V}}(F)$ the inequality

$$f^* \phi_{\overline{W}}(D) \leq f^* \phi_{\overline{V}}(F)$$

on $Z^N$.

By the commutativity of the above diagram, we get then $h^*(\phi_{\overline{V}}(F) - \phi_{\overline{W}}(D)) \geq 0$. Since $h$ is a finite surjective morphism between normal varieties, we have that the pullback along $h$ of a Cartier divisor $E$ is effective only if $E$ was already effective (see [26, Lemma 2.2]). In particular, we have $\phi_{\overline{V}}(F) - \phi_{\overline{W}}(D) \geq 0$, proving the lemma.

2.1. Cycle complexes.
2.1.1. Let $\overline{X}$ be a scheme of finite type over $k$, equidimensional over $k$, and let $D$ be an effective Cartier divisor on $\overline{X}$. Let $X$ be the open complement of $D$ in $\overline{X}$. We define the cycle complex of $X$ with modulus $D$ as follows.

**Definition 2.2.** Let $C^r(\overline{X}|D, n)$ be the set of all integral closed subschemes $V$ of codimension $r$ on $X \times \square^n$ which satisfy the following conditions:

1. $V$ has proper intersection with $X \times F$ for all faces $F$ of $\square^n$.
2. For $n = 0$, $C^r(\overline{X}|D, 0)$ is the set of all integral closed subschemes $V$ of codimension $r$ on $X$ such that the closure of $V$ in $\overline{X}$ does not meet $D$.
3. For $n > 0$, let $\overline{V}$ be the closure of $V$ in $\overline{X} \times (\mathbb{P}^1)^n$ and $\overline{V}^N$ be its normalization and $\phi_{\overline{V}} : \overline{V}^N \to \overline{X} \times (\mathbb{P}^1)^n$ be the natural map. If $(D \times (\mathbb{P}^1)^n) \cap \overline{V} \neq \emptyset$, then the following inequality as Cartier divisors holds:

$$\phi_{\overline{V}}^*(D \times (\mathbb{P}^1)^n) \leq \phi_{\overline{V}}^*(\overline{X} \times F_n). \tag{2.1}$$

An element of $C^r(\overline{X}|D, n)$ is called a relative cycle of codimension $r$ for $(\overline{X}, D)$.

**Remark 2.3.** The condition 2.2(3) implies $\overline{V} \cap (D \times (\mathbb{P}^1)^n) \subset \overline{X} \times F_n$ as closed subsets of $\overline{X} \times (\mathbb{P}^1)^n$, and hence $\overline{V} \cap (D \times \square^n) = \emptyset$ and $V$ is closed in $\overline{X} \times \square^n$. This implies that $C^r(\overline{X}|D, n)$ is viewed as a subset of the set of all integral closed subschemes $W$ of codimension $r$ on $\overline{X} \times \square^n$ which intersects properly with $\overline{X} \times F$ for all faces $F$ of $\square^n$.

Let $V \subset W$ be integral closed subschemes of $X \times \square^n$ which are closed in $\overline{X} \times \square^n$. Lemma 2.1 shows that if the inequality (2.1) holds for $\overline{W}$, then it also holds for $\overline{V}$. This implies then the following.

**Lemma 2.4.** Let $V \in C^r(\overline{X}|D, n)$. For a face $F$ of $\square^n$ of dimension $m$, the cycle $(id_X \times i_F)^*(V)$ on $X \times F \simeq X \times \square^m$ is in $C^r(\overline{X}|D, m)$.

**Definition 2.5.** Let $\mathfrak{z}^r(\overline{X}|D, n)$ be the free abelian group on the set $C^r(\overline{X}|D, n)$. By Lemma 2.4, the cocubical object of schemes $n \to \square^n$ gives rises to a cubical object of abelian groups:

$$\underline{n} \to \mathfrak{z}^r(\overline{X}|D, n) \quad (\underline{n} = \{0, \infty\}^n, \ n = 0, 1, 2, 3, \ldots).$$

The associated non-degenerate complex is called the cycle complex $\mathfrak{z}^r(\overline{X}|D, \bullet)$ of $X$ with modulus $D$:

$$\mathfrak{z}^r(\overline{X}|D, n) = \mathfrak{z}^r(\overline{X}|D, n) / \mathfrak{z}^r(\overline{X}|D, n)_{\text{degn}}.$$  

The boundary map of the complex $\mathfrak{z}^r(\overline{X}|D, \bullet)$ is given by

$$\partial = \sum_{1 \leq i \leq n} (-1)^i (\partial_i^1 - \partial_i^0),$$

where $\partial_i^r : \mathfrak{z}^r(\overline{X}|D, n) \to \mathfrak{z}^r(\overline{X}|D, n - 1)$ is the pullback along $\iota_i^r$, well defined by Lemma 2.4. The $q$-th homology group of the complex will be denoted by

$$CH^r(\overline{X}|D, q) = H_q(\mathfrak{z}^r(\overline{X}|D, \bullet)).$$

We call it the higher Chow group of $X$ with modulus $D$.

**Remark 2.6.**

1. By Remark 2.3, $\mathfrak{z}^r(\overline{X}|D, n)$ can be naturally viewed as a subcomplex of $\mathfrak{z}^r(\overline{X}, n)$, the (cubical version) of Bloch’s cycle complex, so that we have a natural map

$$CH^r(\overline{X}|D, q) \to CH^r(\overline{X}, q).$$

2. The above definition generalizes the additive higher Chow groups defined by Bloch and Esnault [2], Park [35], Krishna and Levine [25]. In case $\overline{X} = Y \times \mathbb{A}^1$ with $Y$ of finite type over $k$ and $D = n \cdot Y \times \{0\}$ for $n \in \mathbb{Z}_{>0}$, $CH^r(\overline{X}|D, q)$ coincides with $TCH^r(Y, q + 1; \mathfrak{m})$.

**Lemma 2.7.** Let $\overline{X}$ and $D$ be as above. Let $r \in \mathbb{N}$. 


(1) Let \( f : Y \to X \) be a proper morphism of schemes of finite type over \( k \), equidimensional over \( k \). Assume that \( f^*D \) is defined as effective Cartier divisor on \( Y \). Then the push-forward of cycles induces a map of complexes:

\[
\phi_* : z^r, Y \| f^*D, \bullet \to z^r, X \| D, \bullet .
\]

(2) Let \( f : Y \to X \) be a flat morphism of schemes of finite type over \( k \), equidimensional over \( k \). Then the pull-back of cycles induces a map of complexes:

\[
f^* : z^r, X \| D, \bullet \to z^r, Y \| f^*D, \bullet .
\]

Proof The proof of the Lemma uses the same argument of [26], Theorem 3.1 (1) and (2).

2.1.2. In 1.4, we introduced the notion of higher Chow group with compact support for a scheme of finite type over \( k \) as the cohomology of the pro-complex \( \{ z^r, X \| D, \bullet \} \) \( D \subset X \) for a chosen compactification \( X \) of \( X \) with complement an effective Cartier divisor. The following Lemma shows that this object is well defined and does not depend on the choice of \( X \).

Lemma 2.8. Let \( X \) be an integral scheme of finite type over \( k \) and choose a compactification \( \tau : X \to \bar{X} \), where \( \bar{X} \) is a proper integral scheme over \( k \), \( \tau \) is an open immersion such that \( X - X \) is the support of a Cartier divisor. The pro-complex

\[
\{ z^r, \bar{X} \| D, \bullet \} \quad (D \subset \bar{X})
\]

where \( D \) ranges over all effective Cartier divisors with \( |D| = \bar{X} - X \), does not depend on the compactification \( X \to \bar{X} \).

It is indeed enough to show the following

Lemma 2.9. Let \( X \to \bar{X} \) and \( X \to \bar{X}' \) be two compactifications as above. Let \( \phi : \bar{X}' \to \bar{X} \) be a proper surjective morphism which is the identity on \( X \). Let \( D \subset \bar{X} \) be an effective Cartier divisor supported on \( \bar{X} - X \) and put \( D' = \phi^*D \). Then we have the equality (cf. Definition 1.2)

\[
C^r(\bar{X} \| D, n) = C^r(\bar{X}' \| D', n)
\]

as subsets of the set of integral closed subschemes of \( X \times \Delta^n \).

Proof This follows immediately from the definition of the modulus condition and [25, Lemma 3.2]

2.1.3. Let \( \bar{X} \) and \( D \) be as in 2.1.1. For \( U \) étale over \( \bar{X} \), we let \( D \) denote \( D \times \bar{X} \) for simplicity. As for Bloch’s cycle complex, the presheaves

\[
z^r(- | D, n) : U \to z^r(U | D, n)
\]

are sheaves for the étale topology on \( \bar{X} \). We define

\[
\mathbb{Z}(r)_{\bar{X}|D} \quad \text{(resp. } \mathbb{Z}(r)_{\bar{X}|D}^{\text{ét}} \text{) }
\]

as the cohomological complex of sheaves \( z^r(- | D, 2r - i) \) in degree \( i \) on \( X_{\text{zar}} \) (resp. \( X_{\text{ét}} \)).

Definition 2.10. We introduce the motivic cohomology of the pair \( (\bar{X}, D) \) as the hypercohomology of the complex of sheaves \( \mathbb{Z}(r)_{\bar{X}|D} \).

\[
H^q_M(\bar{X} | D, \mathbb{Z}(r)) = H^q(\bar{X}_{\text{zar}}, \mathbb{Z}(r)_{\bar{X}|D}).
\]

2.1.4. In the following Sections we will prove some properties of these groups and relate them to various cohomology theories, namely a relative version of de Rham cohomology and Deligne cohomology, constructing the corresponding Regulator maps.
3. Relative Chow groups with modulus

Let \( \overline{X} \) and \( D \) be again a pair consisting of an integral scheme \( \overline{X} \) of finite type over \( k \) and an effective Cartier divisor \( D \) on it. Fix an integer \( r \geq 1 \). In this Section we give a description of the groups \( CH^r(\overline{X}|D,0) \) in terms of the relative Chow groups \( CH^r(\overline{X}|D) \) defined below.

**Definition 3.1.** Let \( Z_r^r(X) \) (resp. \( Z_r^r(\overline{X}) \)) be the free abelian group on the set \( C^r(X) \) (resp. \( C^r(\overline{X}) \)) of integral closed subschemes \( W \subset X \) of codimension \( r \) (resp. integral closed subschemes \( W \subset \overline{X} \) of codimension \( r \) such that \( W \cap D = \emptyset \)). For an integral scheme \( Z \) and an effective Cartier divisor \( E \) on \( Z \), we set

\[
G(Z,E) = \lim_{\rightarrow \overline{U}} \Gamma(U, Ker(O^\overline{X}_U \rightarrow O^E_\overline{X})),
\]

where \( U \) ranges over all open subscheme of \( Z \) containing \( |E| \). We then put

\[
\Phi^r(\overline{X},D) = \bigoplus_{W \in C^{r-1}(X)} G(\overline{W}^N, \gamma^W D),
\]

where \( \overline{W}^N \) denotes the normalization of the closure \( \overline{W} \) of \( W \) in \( \overline{X} \) and \( \gamma^W D \) is the pullback of the Cartier divisor \( D \) via the natural map \( \gamma^W : \overline{W}^N \rightarrow \overline{X} \). We set

\[
CH^r(\overline{X}|D) = \text{Coker}(\Phi^r(\overline{X},D) \rightarrow Z_r^r(\overline{X}|D)),
\]

where \( \delta \) is induced by the composite of the divisor map on \( \overline{W}^N \) and the pushforward map of cycles via \( \gamma^W \) for \( W \in C^{r-1}(X) \). The groups \( CH^r(\overline{X}|D) \) are called *Chow groups of \( \overline{X} \) with modulus \( D \).*

**Remark 3.2.** The notations of Definition 3.1 should be compared with the one in [30, 1.1 and 2.9]. Note that in the definition of a modulus pair \((\overline{X}, Y)\) in *loc. cit.*, \( X = \overline{X} - |Y| \) is required to be quasi-affine over \( k \). In this paper we don’t need this condition.

The main result of this section is the following

**Theorem 3.3.** There is a natural isomorphism

\[
CH^r(\overline{X}|D,0) \overset{\cong}{\rightarrow} CH^r(\overline{X}|D).
\]

3.1. A description of relative cycles. For the proof of Theorem 3.3 we need to give an alternative and more concrete presentation of the modulus condition of Definition 2.2. This is the content of Lemma 3.4 and 3.7 below.

3.1.1. Let \( n \in \mathbb{N} \). For \( 1 \leq i \leq n \), we denote by \( \square^n_i \) the closure of the \( n \)-th dimensional box \( \square^n \) in the \( i \)-th direction, i.e.

\[
(P^1)^n \supset \square^n_i = \square \times \cdots \times P^1 \times \cdots \times \square = (P^1)^n - \sum_{j \neq i} F^n_j \simeq \square^{n-1} \times P^1.
\]

We let \( F^n_i \) denote \( F^n_i \cap \square^n_i \) for simplicity and write \( pr_i : \overline{X} \times \square^n_i \rightarrow \overline{X} \times \square^{n-1} \) for the projections removing the \( i \)-th factor \( P^1 \).

**Lemma 3.4.** Let \( V \in C^r(X \times \square^n) \) be an integral cycle, and \( \overline{V} \) the closure of \( V \) in \( \overline{X} \times (P^1)^n \). For \( 1 \leq i \leq n \), let \( \overline{V}_i \) be the closure of \( V \) in \( \overline{X} \times \square^n_i \), \( \overline{V}^N_i \) be its normalization. Let \( \phi^{\overline{X}}_i : \overline{V}^N_i \rightarrow \overline{X} \times \square^n_i \) be the natural map. Then the condition (3) of Definition 2.2 implies the following condition:

(3)' The following inequality as Cartier divisors holds for all \( 1 \leq i \leq n \):

\[
\phi^{\overline{X}}_i(D \times \square^n_i) \leq \phi^{\overline{X}}_i(\overline{X} \times F^n_i).
\]

The converse implication holds if either \( n = 1 \) or none of the components of \( \overline{V} \cap (D \times (P^1)^n) \) is contained in \( \bigcap_{1 \leq i \leq n} \overline{X} \times F^n_i \).
Proof The condition (3)' follows from Definition 2.2(3) by base change via the open immersion \((\mathbb{P}^1)^n - \sum_{j \neq i} F_j^n \to (\mathbb{P}^1)^n\). The converse implication holds if the generic points of \(V \cap (D \times (\mathbb{P}^1)^n)\) are all in
\[
\bigcup_{1 \leq i \leq n} ((\mathbb{P}^1)^n - \sum_{j \neq i} F_j^n) = \begin{cases} 
(\mathbb{P}^1)^n & \text{if } n = 1, \\
(\mathbb{P}^1)^n - \bigcap_{1 \leq i \leq n} F_j^n & \text{if } n > 1,
\end{cases}
\]
proving the last assertion.

Remark 3.5. The condition (3)' of Lemma 3.4 implies \(V_i \cap (D \times \square^n) \subset X \times F_i^n\) as closed subsets of \(X \times \square^n\), and this in turn implies that \(V\) is closed in \(X \times \square^n\).

Lemma 3.6. Let \(n \geq 1\) and let \(V \in C^n(X \times \square^n)\). Suppose that \(V\) intersects properly \(v_i^n(X \times \square^{n-1})\). Write
\[
\partial_i^n V = (i_{n, \infty})^{-1}(V) \subset X \times \square^{n-1}.
\]
For \(1 \leq i \leq n\), let \(\bar{V}_i\) be the closure of \(V\) in \(X \times \square^n\), and put
\[
W_i = \text{pr}_i(\bar{V}_i) \subset X \times \square^{n-1}, \quad \bar{W}_i = \bar{W}_i \setminus \partial_i^n V, \quad \bar{V}_i = \bar{V}_i \times \bar{W}_i.
\]
Then \(\bar{V}_i\) is finite over \(W_i\) and
\[
V_i \cap (D \times \square^n) \subset \bar{V}_i \subset \bar{W}_i[y],
\]
where \(\bar{W}_i[y]\) denotes \(\bar{W}_i \times (\mathbb{P}^1 - \{\infty\})\).

Proof By definition, \(\bar{V}_i\) is proper over \(\bar{W}_i\) and closed in \(\bar{W}_i[y] = \bar{W}_i \times (\mathbb{P}^1 - \{\infty\})\). Since \(\bar{W}_i[y]\) is affine over \(\bar{W}_i\), we have immediately that \(\bar{V}_i\) is finite over \(\bar{W}_i\). By assumption, \(V \cap (D \times \square^n) = \emptyset\), so that we have \(\partial_i^n V \cap (D \times \square^{n-1}) = \emptyset\). Hence \(D \times \square^n = \text{pr}_i^{-1}(D \times \square^{n-1})\) does not intersect \(\text{pr}_i^{-1}(\partial_i^n V)\), and therefore \(\bar{V}_i \cap (D \times \square^n) \subset \bar{V}_i = \bar{V}_i \setminus \text{pr}_i^{-1}(\partial_i^n V)\).

Lemma 3.7. Let \(V\) be as in Lemma 3.6. Then the condition (3)' of Lemma 3.4 for \(V\) is equivalent to the following condition:

\((3)^\prime\) Let \(\bar{W}_i^N\) be the normalization of \(\bar{W}_i\) and \(\bar{W}_i^{N,o} = \bar{W}_i^N \times_{\bar{W}_i} \bar{W}_i^o\). Then there exists an integer \(\nu \geq 1\) such that
\[
\bar{V}_i \times_{\bar{W}_i} \bar{W}_i^N \subset \bar{W}_i^{N,o}[y] := \bar{W}_i^{N,o} \times (\mathbb{P}^1 - \{\infty\})
\]
is the divisor of a function of the form
\[
f = (1 - y)^m + \sum_{1 \leq \nu \leq m} a_\nu(1 - y)^{m-\nu}\quad \text{with } a_\nu \in \Gamma(\bar{W}_i^{N,o}, I_\nu^{\nu}/_{\bar{W}_i}^N),
\]
where \(I_{\bar{W}_i}^{\nu} \subset \mathcal{O}_{\bar{W}_i}^N\) is the ideal sheaf for the divisor \(D \times X \bar{W}_i^N\) in \(\bar{W}_i^N\) and \(I_\nu^{\nu}/_{\bar{W}_i}^N\) denotes its \(\nu\)-th power.

Proof Let \(y \in \Gamma(\bar{V}_i^o, \mathcal{O})\) be the image of \(y\). By Lemma 3.6, \(\bar{V}_i^o\) is finite over \(\bar{W}_i^o\) and the minimal polynomial of \(y\) over the function field \(K\) of \(\bar{W}_i\) can be written as:
\[
f(T) = (1 - T)^m + \sum_{1 \leq \nu \leq m} a_\nu(1 - T)^{m-\nu} \in \Gamma(\bar{W}_i^{N,o}, \mathcal{O})[T].
\]
We claim that \(\bar{V}_i \times_{\bar{W}_i} \bar{W}_i^N \subset \bar{W}_i^{N,o}[y]\) coincides with the divisor of the function
\[
h = (1 - y)^m + \sum_{1 \leq \nu \leq m} a_\nu(1 - y)^{m-\nu} \in \Gamma(\bar{W}_i^{N,o}[y], \mathcal{O}).
\]
Indeed, since \(\text{div}(h) \subset \bar{V}_i \times_{\bar{W}_i} \bar{W}_i^N\), it is enough to show that it is irreducible. But this is clear as \(\text{div}(h)\) is finite over \(\bar{W}_i^{N,o}\) and its generic fiber over \(\bar{W}_i^{N,o}\) is irreducible. The last assertion of Lemma 3.6 follows then from the following.
Claim 3.8. The condition 3.4(3) holds if and only if \( a_{\nu} \in \Gamma(W_i^{N,o}, I_{W_i}^\nu) \) for all \( \nu \geq 1 \).

The question is local on \( \overline{X} \) and we may assume that the ideal sheaf \( I_D \subset \mathcal{O}_{\overline{X}} \) is generated by a regular function \( \pi \in \Gamma(\overline{X}, \mathcal{O}) \). Note that, by Lemma 3.6, we have

\[
\mathcal{V}_i \cap (D \times \square_i) \subset \mathcal{V}_i',
\]

so that we can actually remove \( \partial_0^\infty V \) to check the modulus condition. If we still denote by \( \pi \) the image of \( \pi \in \Gamma(\mathcal{V}_i', \mathcal{O}) \), we see then that the condition 3.4(3) is equivalent to require that

\[
\theta := \frac{1 - \nu}{\pi} \in \Gamma(\mathcal{V}_i^N \times \mathcal{V}_i', \mathcal{O}),
\]

for every \( i = 1, \ldots, n \), where \( \mathcal{V}_i^N \) is the normalization of \( \mathcal{V}_i \). Since \( \pi \) does not vanish identically on \( \mathcal{V}_i \), we have \( \pi \in K \) and thus the minimal polynomial of \( \theta \) over \( K \) is

\[
g(T) = T^m + \sum_{1 \leq \nu \leq m} \frac{a_{\nu}}{\pi^\nu} T^{m-\nu}.
\]

Since \( \mathcal{V}_i' \) is finite over \( \mathcal{W}_i' \), (3.5) is equivalent to the condition that \( \theta \) is finite over \( \Gamma(\mathcal{W}_i^{N,o}, \mathcal{O}) \), which is equivalent to

\[
\frac{a_{\nu}}{\pi^\nu} \in \Gamma(\mathcal{W}_i^{N,o}, \mathcal{O}) \quad \text{for all } \nu,
\]

completing the proof of Claim 3.8.

3.2. Proof of theorem 3.3. By definition, the groups \( CH^r(\overline{X}|D, 0) \) and \( CH^r(\overline{X}|D) \) have the same set of generators \( Z'^r(\overline{X}|D, 0) = Z'^r(\overline{X}|D) \) and to prove the theorem it suffices to construct a surjective homomorphism \( \phi: Z'^r(\overline{X}|D, 1) \rightarrow \Phi'^r(\overline{X}, D) \) which fits into a commutative diagram

\[
\begin{array}{ccc}
Z'^r(\overline{X}|D, 1) & \xrightarrow{\partial} & Z'^r(\overline{X}|D, 0) \\
\downarrow \phi & & \| \\
\Phi'^r(\overline{X}, D) & \xrightarrow{\delta} & Z'^r(\overline{X})_D
\end{array}
\]

Let \( V \in C^r(\overline{X}|D, 1) \) be an integral cycle of codimension \( r \), \( V \subset X \times \square \) satisfying the modulus condition of Definition 2.2. By Remark 2.3, we note that \( V \) is actually closed in \( \overline{X} \times \square \). Let \( \overline{V} \) be the closure of \( V \) in \( \overline{X} \times \mathbb{P}^1 \), \( \overline{W} \subset \overline{X} \) its image along the projection \( \overline{X} \times \mathbb{P}^1 \rightarrow \overline{X} \) and \( \overline{W}^N \) the normalization of \( \overline{W} \). We write \( \gamma_W \) for the natural map \( \overline{W}^N \rightarrow \overline{X} \). Let \( \partial_0^\infty V \) denote \( \iota_0^{-1}(V) \) (resp. \( \partial_0^\infty V \) denote \( \iota_0^{-1}(V) \)) where \( \iota_0 \) and \( \iota_1 \) are the two closed immersions \( \overline{X} \rightarrow \overline{X} \times \mathbb{P}^1 \) induced by \( \infty \in \mathbb{P}^1 \) and \( 0 \in \mathbb{P}^1 \) respectively. The restriction to \( V \) of the projection \( X \times \mathbb{P}^1 \rightarrow \mathbb{P}^1 \) induces a rational function \( g_V \in k(\overline{V})^\times \), and by [18, Prop. 1.4 and §1.6] we have

\[
\partial V = \partial_0^\infty V - \partial_0^\infty V = \gamma_W^*(\text{div}_{\overline{W}} (N_{k(\overline{W})/k(\overline{W})} g_V)),
\]

where \( N_{k(\overline{W})/k(\overline{W})} : k(\overline{V})^\times \rightarrow k(\overline{W})^\times \) denotes the norm map induced by \( \overline{V} \rightarrow \overline{W} \), which is generically finite by Lemma 3.6. We claim that

\[
N_{k(\overline{V})/k(\overline{W})} g_V \in G(\overline{W}^N, \gamma_W^* D)
\]

Indeed, let \( \overline{W}^o = \overline{W} \setminus \partial_0^\infty V \) and \( \overline{W}^{N,o} = \overline{W}^N \times_{\overline{W}} \overline{W}^o \). By Lemma 3.6 we have that

\[
\overline{V} \times_{\overline{W}} \overline{W}^{N,o} \subset \overline{W}^{N,o}[y] = \overline{W}^{N,o} \times (\mathbb{P}^1 - \{\infty\})
\]

is the divisor of a function of the form

\[
f(y) = (1 - y)^m + \sum_{1 \leq \nu \leq m} a_{\nu}(1 - y)^{m-\nu}
\]
with \( a_\nu \in \Gamma(\overline{W}^N, \mathcal{I}_{\overline{W}^N}(D)) \) and where \( \mathcal{I}_{\overline{W}^N}(D) \subset \mathcal{O}_{\overline{W}^N} \) denotes the ideal sheaf of the pullback \( \gamma^*_W D \) of \( D \) to \( \overline{W}^N \). Since \( \partial \overline{V} \cap \overline{D} = \emptyset \), (3.8) follows from the equality:

\[
N_{\overline{W}/k(\overline{V})} g_\nu = f(0) = 1 + \sum_{1 \leq \nu \leq m} a_\nu.
\]

We define now \( \phi : \overline{\mathbb{P}}(\overline{X}, 1) \to \Phi^r(\overline{X}, D) \) by the assignment

\[
\phi(V) = N_{\overline{W}/k(\overline{V})} g_\nu \in G(\overline{W}^N, \gamma^*_W D) \subset \Phi^r(\overline{X}, D) \quad (V \in C^r(\overline{X}, 1), D)\).
\]

The commutativity of (3.6) then follows from (3.7).

To complete the proof of Theorem 3.3, it remains to show the surjectivity of \( \phi \). Take \( W \in C^{r-1}(X) \) and \( g \in G(\overline{W}^N, \gamma^*_W D) \). Let \( \Sigma \subset \overline{W}^N \) be the closure of the union of points \( x \in \overline{W}^N \) of codimension one such that \( v_x(g) < 0 \), where \( v_T \) is the valuation associated to \( x \). Since \( \overline{W}^N \) is normal, we have \( g \in \Gamma(\overline{W}^N - \Sigma, \mathcal{O}) \) and the assumption \( g \in G(\overline{W}^N, \gamma^*_W D) \) implies

\[
g - 1 \in \Gamma(\overline{W}^N - \Sigma, \mathcal{I}_{\overline{W}^N}(D)).
\]

Now we identify \( g \) with a morphism \( \psi_g : \overline{W}^N - \Sigma \to \mathbb{P}^1 - \{ \infty \} \). Let \( \Gamma \subset \overline{W}^N \times \mathbb{P}^1 \) be the closure of the graph of \( \psi_g \), \( \Gamma \subset \overline{W}^N \times \mathbb{P}^1 \) its image along \( \overline{W}^N \times \mathbb{P}^1 \to \overline{W}^N \times \mathbb{P}^1 \) and \( V = \overline{W} \cap (\overline{W} \times \mathbb{P}^1) \subset \overline{X} \times \mathbb{P}^1 \).

It suffices to show that the cycle \( V \) defined in this way belongs to \( \overline{\mathbb{P}}(\overline{X}, 1), D \), i.e. that it satisfies the modulus condition, and that \( \phi(V) = g \). Note that once the first assertion is proven, the second follows from the very construction of \( V \).

We have the following diagram of schemes

\[
\begin{array}{ccc}
\overline{W} & \xrightarrow{i_{\infty}} & \overline{W} \times \mathbb{P}^1 \\
\pi \downarrow & & \downarrow \pi \\
\overline{W}^N & \xrightarrow{i_{\infty}} & \overline{W}^N \times \mathbb{P}^1 \\
\| & & \| \\
\overline{W}^N & \xrightarrow{i_{\infty}} & \overline{W}^N \times \mathbb{P}^1 \\
\downarrow \xi & & \downarrow \xi \\
\overline{W}^N & \xrightarrow{i_{\infty}} & \overline{W}^N \times \mathbb{P}^1 \\
\downarrow \pi & & \downarrow \pi \\
\overline{W}^N & \xrightarrow{i_{\infty}} & \overline{W}^N \times \mathbb{P}^1 \\
\end{array}
\]

where the horizontal arrows denoted \( i_{\infty} \) are induced by the inclusion \( \infty \in \mathbb{P}^1 \) and where the squares are cartesian. Indeed this is obvious for the left one, and for the right one we notice that the natural map \( \Gamma \to \overline{\mathbb{P}} \times \overline{\mathbb{P}} \) is an isomorphism, since it is both birational and closed (both are closed subschemes of \( \overline{W}^N \times \mathbb{P}^1 \)).

Moreover, we note that

\[
\Sigma \subset \pi^{-1}_{\overline{\mathbb{P}}}(\overline{\mathbb{P}}^n \times \infty) \cap \overline{\mathbb{P}}.
\]

Indeed, let \( \eta \) be a generic point \( \in \Sigma \). Then there exists a unique \( \xi \in \Gamma \) of codimension 1, such that \( \eta = \pi_{\overline{\mathbb{P}}}(\xi) \) and we have \( v_\xi(g) = v_\eta(g) < 0 \) (note that \( g \in k(\overline{\mathbb{P}}) = k(\overline{W}^N) \), as \( \Gamma \) is birational to \( \overline{W}^N \)). Such point \( \xi \) is actually in \( (\overline{W}^N \times \infty) \cap \Gamma \): the projection \( \overline{W}^N \times \mathbb{P}^1 \to \mathbb{P}^1 \) induces a well-defined morphism

\[
\Gamma \backslash (\overline{W}^N \times \infty) \to \mathbb{P}^1 - \{ \infty \}
\]

that corresponds to \( g \), so that the point \( \xi \) where \( g \) is not regular is forced to belong to \( (\overline{W}^N \times \infty) \cap \Gamma \). From the diagram (3.10), one sees that (3.11) is equivalent to

\[
\Sigma \subset \pi_{\overline{\mathbb{P}}}(i_{\infty}^{-1}(V)) = \xi_{\infty}^{-1}(\Gamma),
\]

so that \( \overline{W}^{N,\nu} := \overline{W}^N \times_{\overline{\mathbb{P}}} (\overline{W} \backslash i_{\infty}^{-1}(V)) \subset \overline{W}^N - \Sigma \), and hence

\[
\overline{V} \times_{\overline{\mathbb{P}}} \overline{W}^{N,\nu} = \Gamma \times_{\overline{\mathbb{P}}} \overline{W}^{N,\nu} \subset \overline{W}^{N,\nu} \times (\mathbb{P}^1 - \{ \infty \})
\]
is given by $\Gamma \cap (\Phi^{-N}N - \Sigma) \times (\mathbb{P}^1 - \{\infty\})$. This is, by definition, the graph of $\psi_g$ and hence it is the divisor of $y - g$ where $y$ is the standard coordinate of $\mathbb{P}^1$. By the equivalent condition given by Lemma 3.7, this proves that $V$ satisfies the modulus condition of Definition 2.2 (and in particular it is closed in $X \times \square^1$). This completes the proof of Theorem 3.3.
4. Relative cycles of codimension 1

Let $\widetilde{X}$ and $D$ be again as in Section 2, with $D$ an effective Cartier divisor on $\widetilde{X}$. The purpose of this Section is to investigate the relative motivic cohomology groups $H^r_{\mathcal{M}}(\widetilde{X}/D, \mathbb{Z}(1))$ in weight 1.

4.0.1. Assume in what follows that $\widetilde{X} = \text{Spec}(A)$ is the spectrum of a normal local domain $A$. We write $I_D$ or $I$ for the invertible ideal of $D \subset \widetilde{X}$. Let $A[t_1, \ldots, t_n]$ be the polynomial ring in the variables $t_i$ on $A$ and write $f \in A[t_1, \ldots, t_n]$ as

$$f = \sum_{\Delta \in \Lambda} a_{\Delta}(1 - t)^{\Delta} \quad (a_{\Delta} \in A),$$

for the multi-index

$$\Lambda = \{\Delta = (\lambda_1, \ldots, \lambda_n) \mid \lambda_i \in \mathbb{Z}_{\geq 0}\}, \quad (1 - t)^{\Delta} = \prod_{1 \leq i \leq n} (1 - t_i)^{\lambda_i}.$$  

We say that $f$ is admissible for $I_D$ if $a_{(0, \ldots, 0)} \in A^\times$ and

$$a_{\Delta} \in I_D^{\vert \Delta \vert} \quad \text{for} \quad \Delta \neq (0, \ldots, 0),$$

where $\vert \Delta \vert = \max\{\lambda_i \mid 1 \leq i \leq n\}$ for $\Delta = (\lambda_1, \ldots, \lambda_n)$. We let $\tilde{P}_n(A[I])$ denote the set of $f \in A[t_1, \ldots, t_n]$ which are admissible for $I_D$. It’s easy to check that that $\tilde{P}_n(A[I])$ forms a monoid under multiplication.

4.0.2. Let $y = Y_0/Y_1$ be the rational coordinate function on $\mathbb{P}^1$ of 2.0.1. We fix the affine coordinate $t = 1 - \frac{1}{y}$ on $\square = \mathbb{P}^1 \setminus \{1\}$, so that $\square = \text{Spec}(k[t])$. Similarly, we choose a coordinate system $t_1, \ldots, t_n$ on $\square^n$ so that $X \times \square^n = \text{Spec}(A[t_1, \ldots, t_n])$.

**Lemma 4.1.** We keep the notations of 4.0.1 and 4.0.2. Let $V \subset X \times \square^n$ be an integral closed subscheme of codimension 1. Then $V \in \mathbb{Z}^1(\widetilde{X}/D, n)$ if and only if there exists $f \in \tilde{P}_n(A[I])$ such that $V = \text{div}(f)$ on $X \times \square^n$.

**Proof.** Assume $V \in \mathbb{Z}^1(\widetilde{X}/D, n)$. Then $V$ satisfies the conditions of Lemma 3.6, and in particular it has proper intersection with $\iota_i^\infty(V \times \square^{n-1})$ for every $i = 1, \ldots, n$. By induction on $n$, we may assume that there exists $g \in \tilde{P}_{n-1}(A[I])$ such that

$$\partial_{i}^\infty V = \text{div}(g(t_1, \ldots, t_{i-1}, t_{i+1}, \ldots, t_n)) \subset X \times \square^{n-1}.$$  

Since $\nabla_i$ is of codimension 1 in $X \times \square^n$, the restriction to $\nabla_i$ of the projection

$$X \times \square^n \to X \times \square^{n-1}$$

is surjective (see Lemma 3.6). Then, by Lemma 3.7, the Modulus condition for $V$ is equivalent to the condition that $V = \text{div}(f)$ with $f \in A[t_1, \ldots, t_n]$ of the form

$$f = (1 + \sum_{1 \leq \nu \leq m} a_{\nu}(1 - t_i)^{\nu}) \cdot g^{N},$$

where $N \geq 0$ is some integer and

$$a_{\nu} \in \Gamma(X \times \square^{n-1} - \partial_{i}^\infty V, I_{\nu}^\nu O) = I_{\nu} \cdot A[t_1, \ldots, t_{i-1}, \ldots, t_{i+1}, \ldots, t_n]|_{g \in \square^{n-1}} \quad \text{for} \quad \nu \geq 1.$$  

It is easy to see that this implies $f \in \tilde{P}_n(A[I])$.

Conversely assume $V = \text{div}(f)$ for $f \in \tilde{P}_n(A[I])$. It is easy to see that $V$ and $\partial_{i}^\infty V$ satisfy the conditions of Lemma 3.6 and Lemma 3.7. One can also check that none of the components of $\nabla_i \cap (D \times (\mathbb{P}^1)^{n})$ is contained in $\bigcap_{1 \leq i \leq n} X \times F_i^n$. Hence, by Lemma 3.4, $V$ satisfies the condition (3) of 2.2.

The good position condition with respect to the faces is clear for every cycle of the form $\text{div}(f)$ and we conclude that $V \in \mathbb{Z}^1(\widetilde{X}/D, n)$. 
Corollary 4.2. We keep the notations of 4.0.1 and 4.0.2. Let $\seff(XD,n)$ be the submonoid of effective relative cycles and let $P_n(A[I]) = (\tilde{P}_n(A[I]))/A^\times$. For $n \geq 1$ there is an isomorphism of monoids

$$V : P_n(A[I]) \xrightarrow{\cong} \seff(XD,n) : f \mapsto V(f) := \text{div}(f),$$

and an isomorphism of groups

$$V : P_n(A[I])^{gr} \xrightarrow{\cong} \seff(XD,n) : f/g \mapsto V(f) - V(g),$$

where

$$P_n(A[I])^{gr} = \{ f/g \mid f, g \in P_n(A[I]) \}.$$

4.0.3. We follow the notation of [25, §1.1]). The assignment

$$\underline{n} \mapsto P_n(A[I]) \quad (\underline{n} = \{0, \infty\}^n, \ n = 0, 1, 2, 3...$$

defines an extended cubical object of monoids (see [33, 1.5]) in the following way. For the inclusions $\eta_{n,i}: \underline{n-1} \to \underline{n}$ ($\in \{0, \infty\}$, $i = 1, ..., n$), we define boundary maps

$$\eta_{n,i}: A[t_1, \ldots, t_n] \to A[t_1, \ldots, t_{n-1}] \quad \text{for } \epsilon \in \{0, \infty\}$$

by

$$\eta_{n,i}(f(t_1, \ldots, t_n)) = f(t_1, \ldots, t_{i-1}, 0, t_{i+1}, \ldots, t_n),$$

$$\eta_{n,i}(f(t_1, \ldots, t_n)) = f(t_1, \ldots, t_{i-1}, 1, t_i, \ldots, t_n).$$

For projections $pr_i: \underline{n} \to \underline{n-1} (i = 1, ..., n)$, we define

$$pr_{n,i}: A[t_1, \ldots, t_{n-1}] \to A[t_1, \ldots, t_n]$$

by

$$pr_{n,i}(f(t_1, \ldots, t_{n-1})) = f(t_1, \ldots, t_{i-1}, t_i, \ldots, t_{n-1}).$$

They all induce corresponding maps on $P_n(A[I])$, denoted with the same letters. Permutation of factors are defined in an obvious way and involutions $\tau_{n,i}$ are defined as the maps $P_n(A[I]) \to P_n(A[I])$ induced by $t_i \to 1 - t_i$. For the multiplications

$$\mu: \{0, \infty\}^2 \to \{0, \infty\}; \mu(\infty, \infty) = \infty; \mu(a, b) = 0 \text{ for } (a, b) \neq (\infty, \infty),$$

we define $\mu^*: P_1(A[I]) \to P_2(A[I])$ as the map induced by $1 - t \to (1 - t_1)(1 - t_2)$. The isomorphisms in Corollary 4.2 are compatible with cubical structure.

Theorem 4.3. Under the above assumptions, we have $CH^1(XD,n) = 0$ for $n \neq 1$ and there is a natural isomorphism

$$\delta: CH^1(XD,1) \xrightarrow{\cong} (1 + I)^\times,$$

where $(1 + I)^\times = (1 + I) \cap A^\times$ viewed as a subgroup of $A^\times$.

Proof. The vanishing of $CH^1(XD,n)$ for $n = 0$ is a direct consequence of the definition, since $X$ is local. In what follows we show the assertion for $n \geq 1$. By 4.0.3 we are reduced to compute the homotopy groups $H_i(P_n(A[I])^{gr})$ of the cubical objects of abelian group

$$\underline{n} \mapsto P_n(A[I])^{gr}.$$

Recall that these are homology groups of the complex

$$\cdots \xrightarrow{\partial} P_n(A[I])^{gr} / P_{n}(A[I])^{gr}_{deg} \xrightarrow{\partial} P_{n-1}(A[I])^{gr} / P_{n-1}(A[I])^{gr}_{deg} \xrightarrow{\partial} \cdots \xrightarrow{\partial} P_1(A[I])^{gr} / P_1(A[I])^{gr}_{deg},$$

where

$$P_n(A[I])^{gr}_{deg} = \sum_{i=1}^{n} pr_{n,i}^*(P_{n-1}(A[I])^{gr}), \quad \partial = \sum_{i=1}^{n} (-1)^i(\eta_{n,i,0}^* - \eta_{n,i,\infty}^*).$$

Let

$$NP_n(A[I])^{gr} = \bigcap_{2 \leq i \leq n} \text{Ker}(\eta_{n,i,0}^*) \cap \bigcap_{1 \leq i \leq n} \text{Ker}(\eta_{n,i,\infty}^*).$$
and consider the complex

\[ \cdots \xrightarrow{\eta_{n+1}^{1,0}} NP_n(A|I)^{gr} \xrightarrow{\eta_n^{1,0}} NP_{n-1}(A|I)^{gr} \xrightarrow{\eta_n^{1,0}} \cdots \to NP_1(A|I)^{gr}. \]

By [33, Lemma 1.6], we have a natural isomorphism

\[ H_1(NP_\bullet(A|I)^{gr}) \xrightarrow{\cong} H_1(P_\bullet(A|I)^{gr}/P_\bullet(A|I)^{deg}) \]

and we are reduced to show the existence of isomorphisms

\[ H_1(NP_\bullet(A|I)^{gr}) \simeq \begin{cases} 1 + I & \text{if } n = 1, \\ 0 & \text{if } n > 1. \end{cases} \tag{4.2} \]

Consider

\[ H : \text{Frac}(A[t_1, \ldots, t_n]) \to \text{Frac}(A[t_1, \ldots, t_{n+1}]) \]

defined by

\[ H(f(t_1, \ldots, t_n)) = 1 + (f(1))^{-1} f(t_2, \ldots, t_{n+1}) - 1)(1 - t_1), \]

where \((1) = (1, \ldots, 1)\). One easily checks that this induces the maps (of sets)

\[ H : P_n(A|I) \to P_{n+1}(|A|I), \quad H : NP_n(A|I)^{gr} \to NP_{n+1}(A|I)^{gr} \]

and we have, for \(\phi \in P_n(A|I)^{gr}\)

\[ \eta_{n+1}^{i,1,0}(H(\phi)) = \begin{cases} H(\eta_{n,i-1,1}(\phi)) & \text{if } 2 \leq i \leq n + 1, \\ 1 & \text{if } i = 1 \text{ and } \epsilon = \infty, \\ \phi \pmod{A^\times} & \text{if } i = 1 \text{ and } \epsilon = 0. \end{cases} \tag{4.3} \]

Hence \(H\) induces a map \(NP_n(A|I)^{gr} \to NP_{n+1}(A|I)^{gr}\), and if \(n > 1\) we have

\[ \eta_{n+1,1,0}^{i,1,0}(H(\phi)) = \phi \quad \text{for } \phi \in \text{Ker}(NP_n(A|I)^{gr} \xrightarrow{\eta_n^{1,0}} NP_{n-1}(A|I)^{gr}). \]

This proves (4.2) for \(n > 1\). To show (4.2) for \(n = 1\), we define a map

\[ \delta : P_1(A|I)^{gr} \to (1 + I)^\times : f/g \to f(0)g(1)/g(0)f(1), \quad (f, g \in P_1(A|I)). \]

It is easy to see that this is a well-defined group homomorphism and that

\[ NP_2(A|I)^{gr} \xrightarrow{\eta_2^{1,0}} NP_1(A|I)^{gr} \xrightarrow{\delta} 1 + I \tag{4.4} \]

is a complex (note that \(NP_1(A|I)^{gr} = P_1(A|I)^{gr}\)). To show that it is exact, we compute the boundary for \(f \in P_1(A|I)\)

\[ \eta_{2,i,1}^{1,0}(H(f)) = \begin{cases} 1 & \text{if } \epsilon = \infty, \\ 1 + (f(0)/f(1) - 1)(1 - t_1) & \text{if } i = 2 \text{ and } \epsilon = 0, \\ f \pmod{A^\times} & \text{if } i = 1 \text{ and } \epsilon = 0. \end{cases} \]

Hence, for \(f, g \in P_1(A|I)\) with \(f(0)/f(1) = g(0)/g(1)\), we have

\[ H(f)/H(g) \in NP_2(A|I)^{gr} \quad \text{and} \quad \eta_{2,1,0}^{i,1,0}(H(f)/H(g)) = f/g. \]

This proves the exactness of (4.4) and completes the proof of Theorem 4.3.
5. Fundamental class in relative differentials

In [16], El Zein gave an explicit construction of Grothendieck’s “fundamental class” [19] of a cycle on a smooth scheme $Y/k$ in Hodge cohomology, defining a morphism from the Chow ring of $Y$ to $H^*(Y, \Omega^*_Y/k)$. It turns out that this approach can be partially followed and extended to construct a relative version of El Zein’s fundamental class.

In this section, we consider an integral scheme $Y$ of pure dimension $n$, smooth and separated over a field $k$. We write $\Omega^1_{Y/k}$ for the Zariski sheaf of relative Kähler differentials on $Y$ and $\Omega^1_Y = \Omega^1_{Y/k}$ for the sheaf of absolute differentials. Note that $\Omega^1_{Y/k}$ is a coherent sheaf on $Y$, while $\Omega^1_Y$ is just quasi-coherent, in general. For $r \geq 0$, we let $C^r(Y)$ be the set of integral closed subschemes of codimension $r$ on $Y$.

5.1. Review of El Zein’s fundamental class.

5.1.1. Let $K_Y$ be the Cousin complex of $\Omega^n_{Y/k}$, namely

$$K_Y = \bigoplus_{y \in Y^{(i)}} i_y H^n_y(\Omega^n_{Y/k})$$

where $i_y : y \to Y$ is the inclusion and $H^n_y(\Omega^n_{Y/k}) = \lim_{U \supset y} H^n_U(U, \Omega^n_{Y/k}|_U)$, the limit being over all open subsets of $Y$ containing $y$. Since $Y$ is smooth over $k$, $\Omega^n_{Y/k}$ is dualizing on $Y$ and therefore $K_Y$ is a residual complex on $Y$ [22, VI.1.1]. Take $W \subset C^r(Y)$ and let $\iota : W \to Y$ be the inclusion. Let $\eta$ be the generic point of $W$. Let $K_W = \iota^! K_Y$ be the residual complex on $W$ constructed in [22, VI.3]. By [22, VI.3] one has

$$K_W = i_{\eta*} H^n_{\Omega^n_W}$$

where the isomorphism follows from [20, 6.3] since $\omega^{\Omega^n_W}_W$ is dualizing for $\mathcal{O}_W$. Let $J \subset \mathcal{O}_W$ be the maximal ideal and write $\omega_{W/Y, \eta}$ for $(J^r/J^2)^\vee$. The fundamental class of $W$ is defined to be at first [16, III.1.i] a morphism of sheaves

$$\rho_{W/k} : \Omega^{n-r}_{W/k} \cong \iota_{\eta*} (\Omega^{n-r}_{W/k})_{\eta} \to (\Omega^n_Y)_{\eta} \otimes \omega_{W/Y, \eta}$$

where $\rho$ is the fundamental local isomorphism of [22, III.7.2].

This map is then extended [16, III.1.ii] to a morphism of complexes

$$\rho_{W/k} : \Omega^{n-r}_{W/k}[n-r] \to K_W.$$  

Pushing forward to $Y$ and composing with the Trace morphism [22, VI.4.2]

$$\iota_* \mathcal{O}_W \otimes_{\mathcal{O}_Y} \Omega^{n-r}_{Y/k} \cong \iota_* \Omega^{n-r}_{W/k} \xrightarrow{\iota_* \rho_{W/k}} \iota_* K_W[-n+r] \xrightarrow{T_{\iota*}} K_Y[-n+r]$$

we get then an element in

$$\mathrm{Hom}_{D(\mathcal{O}_Y)}(\iota_* \mathcal{O}_W \otimes_{\mathcal{O}_Y} \Omega^{n-r}_{Y/k}, K_Y[-n+r]) \cong \mathrm{Hom}_{D(\mathcal{O}_Y)}(\iota_* \mathcal{O}_W, \Omega^n_Y[-n+r] \otimes_{\mathcal{O}_Y} \Omega^{n-r}_{Y/k})^\vee.$$  

Since $K_Y[-n+r] \otimes_{\mathcal{O}_Y} (\Omega^{n-r}_{Y/k})^\vee$ is a resolution by quasi-coherent injective modules of the sheaf $\Omega^{n-r}_{Y/k}$ (see [22, IV.3]), we finally get an element in relative Hodge cohomology with support by the natural map

$$\mathrm{Ext}_{\mathcal{O}_Y}(\iota_* \mathcal{O}_W, \Omega^n_Y) \to H^n_W(Y, \Omega^n_Y) = \lim_{n} \mathrm{Ext}_{\mathcal{O}_Y}(\mathcal{O}_{W^n}, \Omega^n_Y),$$

where $W_n \subset Y$ are the infinitesimal thickenings of $W \hookrightarrow Y$ (see [20, 2.8]). We still call it the fundamental class of $W$, denoted $cl^W(W)_{\mathcal{O}_Y(k)}$.

Remark 5.1. One can show (see again [16, Thm. 3.1]) that $cl^W(W)_{\mathcal{O}_Y}$ lies in the image of $H^n_W(Y, \Omega^n_{Y/k, cl})$, where $\Omega^n_{Y/k, cl} \subset \Omega^n_Y$ is the subsheaf of closed forms.
5.1.2. Using the technique of [30, A.6], one can construct a cycle class $c_{\Omega}^r(W)$ in the absolute Hodge cohomology group with support $H^r_W(Y, \Omega^r_Y)$ starting from the relative case of 5.1.1. We quickly recall the argument. Let $k_0 \subset k$ be the prime subfield of $k$ and let $I$ be the set of smooth $k_0$-subalgebras of $k$, partially ordered by inclusion: it is a filtered set. For $Y$ and $W$ as in 5.1.1, we fix a $k_0$-algebra $A$ and a smooth separated $A$-scheme $Y_A$ together with a closed integral subscheme $W_A$, flat over $A$, such that

$$Y_A \otimes_A k = Y$$

and $W_A \otimes_A k = W$. For every $B \in I$ containing $A$, we write $Y_B$ (resp. $W_B$) for the base change $Y_A \otimes_A B$ (resp. $W_A \otimes_A B$). A Čech cohomology computation shows then that

$$H^r_W(Y, \Omega^r_Y) = H^r_W(Y, \Omega^r_{Y/k_0}) \cong \lim_{\substack{\longrightarrow \atop B \in I}} H^r_W(Y_B, \Omega^r_{Y_B/k_0}).$$

Note that, by construction, $\text{codim}_Y W = \text{codim}_{Y_B} W_B$ for every $B \in I$ containing $A$.

5.1.3. The morphism (5.1) can be made explicit. Suppose we have $f_1, \ldots, f_r$ a regular system of parameters of $O_{Y, \eta}$, $\omega \in \Gamma(W, \Omega^n_{W/k})$ a differential form on $W$, $\hat{\omega}$ a lifting in $\Omega^n_{W/k, \eta}$ of the image of $\omega$ in $\Omega^n_{W/k, \eta}$. For a closed subscheme $V \subset Y$, the description (5.2) holds also for the absolute fundamental class $c_{\Omega}^r(W)_V$ in $H^r_W(Y, \Omega^r_Y)$ via the boundary morphism.

In view of 5.1.2, the description (5.2) holds also for the absolute fundamental class $c_{\Omega}^r(W)_V$ in $H^r_W(Y, \Omega^r_Y)$ via the boundary morphism.

In what follows we give a refinement of the fundamental class in a relative setting with modulus (see Theorem 5.9).

**Lemma 5.2.** For a closed subscheme $T \subset Y$ of pure codimension $a$,

$$H^q_T(Y, \Omega^j_Y) = 0 \quad \text{for } q < a \text{ and } j > 0.$$  

**Proof.** First notice that by 5.1.2 we can reduce to the relative case and replace $\Omega^j_Y$ by $\Omega^j_{Y/k}$, $\Omega^j_{Y/k, \eta}$ be a generic point of $T$. Since $O_{Y, \eta}$ is Gorenstein and $\Omega^j_{Y/k, \eta}$ is finite, we can apply local duality [20, Th.6.3] and get

$$H^q_T(\text{Spec}(O_{Y, \eta}), \Omega^j_{Y/k, \eta}) \cong \text{Hom}(\text{Ext}^{a-q}(\Omega^j_{Y/k, \eta}, O_{Y, \eta}), I)$$

where $I$ is a dualizing module for $O_{Y, \eta}$. As $\Omega^j_{Y/k, \eta}$ is free, we deduce that

$$H^q_T(\text{Spec}(O_{Y, \eta}), \Omega^j_{Y/k, \eta}) = 0 \quad \text{for } q \neq a.$$
Note that if \( a = \dim Y \), i.e. \( T \) is a closed point of \( Y \), cohomology with support in \( T \) agrees with local cohomology and we get the lemma by the above argument. The general case is then obtained by (descending) induction on the codimension of \( T \) by means of the long exact localization sequence

\[
\cdots \lim_{\overset{\longrightarrow}{W \subset T}} H^q_W(T, \Omega^i_{Y/k}) \to H^q_T(Y, \Omega^i_{Y/k}) \to H^q_{\Spec(O_{Y,k})}(\Omega^i_{Y/k}) \to \cdots
\]

the limit being over all closed proper subschemes of \( T \).

**Remark 5.3.** By the localization exact sequence, (5.3) implies that for \( W \in C'(Y) \) and an open subset \( V \subset Y \) containing the generic point of \( W \), we have

\[
H^q_W(Y, \Omega^r_Y) \to H^q_{W \cap V}(V, \Omega^r_Y).
\]

In particular, the affine description (5.2) characterizes \( \phi^r_U(W) \) (as well as \( \phi^r_K(W) \)).

### 5.2. Relative version of El Zein’s fundamental class.

#### 5.2.1. Let \( Y \) be again a smooth variety over \( k \). We fix now a (reduced) simple normal crossing divisor \( F \) and an effective Cartier divisor \( D \) on \( Y \). In what follows, we will assume that \( F \) and \( D \) satisfy the following condition:

(\( \star \)) There is no common component of \( D \) and \( F \), and \( D_{\text{red}} + F \) is a (reduced) simple normal crossing divisor on \( Y \)

Write

\[
X = Y - (F + D) \hookrightarrow Y - F \hookrightarrow Y
\]

for the open complement of \( F + D \) in \( Y \) and \( \iota_X \) for the open immersion \( X \hookrightarrow Y \).

**Remark 5.4.** In section 7.3, we will work in a situation where \( (X, Y - F, Y) = (X_n, \overline{X}_n, Y_n) \) with

\[
X_n = X \times \square^n \hookrightarrow \overline{X}_n = \overline{X} \times \square^n \hookrightarrow Y_n = \overline{X} \times (\mathbb{P}^1)^n \supset D_n = D \times (\mathbb{P}^1)^n
\]

where \( X \subset \overline{X} \supset D \) are as in \( \S 2 \) and \( \overline{X} \) is smooth over \( k \) and the reduced part of \( D \) is a simple normal crossing divisor.

**Definition 5.5.** [see Definition 2.2] Let \( X, Y, F, D \) be as above and let \( W \) be an integral closed subscheme of codimension \( r \) on \( X \). Let \( \overline{W} \) be the closure of \( W \) in \( Y \), \( \overline{W}^N \) its normalization and \( \phi_{\overline{W}} : \overline{W}^N \to Y \) the natural map. We say that \( W \) satisfies the modulus condition (with respect to the divisor \( D \) and the face \( F \)) if the following inequality as Cartier divisors on \( \overline{W}^N \) holds

\[
\phi^*_{\overline{W}}(D) \leq \phi^*_{\overline{W}}(F).
\]

We denote by \( C'(Y, F, D) \) the set of integral closed subschemes \( W \) of codimension \( r \) on \( X \) that do satisfy the modulus condition.

Note that the condition implies that \( \overline{W} \cap (Y - F) \cap D = \emptyset \) and that \( W \) is closed in \( Y - F \).

**Definition 5.6.** Let \( \Omega^r_Y(\log F + D) \) be the sheaf of logarithmic differentials for the standard log structure on \( Y \) defined by the divisor \( D_{\text{red}} + F \) (see [24, 1.5-1.7]): it is the subsheaf of \( (\iota_X)_* \Omega^r_X \) of differential forms with logarithmic poles along \( D_{\text{red}} + F \). We write \( \Omega^r_Y(\log F + D) \) for its \( r \)-th external product and set

\[
\Omega^r_Y(\log F) = \Omega^r_Y(\log F + D) \otimes_{\mathcal{O}_Y} \mathcal{O}_Y(-D).
\]

By the same argument used to prove Lemma 5.2, we have the following

**Lemma 5.7.** For a closed subscheme \( T \subset Y \),

\[
H^q_T(Y, \Omega^r_{Y|D}(\log F)) = 0 \quad \text{for} \quad q < \dim_Y(T).
\]

**Remark 5.8.** Let \( W \in C'(X) \) and \( \overline{W} \subset Y \) be its closure. The long exact localization sequence, together with (5.6), implies the injection

\[
H^q_{\overline{W}}(Y, \Omega^r_{Y|D}(\log F)) \hookrightarrow H^q_{\overline{W}}(X, \Omega^r_X).
\]
We now come to the main result of this section:

**Theorem 5.9.** For $W \in C^{n}(Y, F, D)$ there is an element

$$
eq^{a}_{b}(W) \in H_{W}^{r}(Y, \Omega^{r}_{Y|D}(\log F))$$

which maps to the fundamental class $d^{f}_{0}(W) \in H_{W}^{r}(X, \Omega_{X})$ under the map (5.7).

The proof is divided into several steps. We start with the following reduction

**Claim 5.10.** Let $F_{1}, \ldots, F_{n}$ be the irreducible components of $F$ and let $Z$ be the reduced part of $\overline{W} \times F$. We may assume the following conditions:

1. $Z$ is irreducible of pure codimension $r + 1$ in $Y$;
2. $Y = \text{Spec}(A)$ is affine equipped with $\pi \in A$ and $s_{i} \in A$ with $1 \leq i \leq n$ such that $D = \text{Spec}(A/\pi)$ and $F_{i} = \text{Spec}(A/(s_{i}))$.

**Proof** Lemma 5.7 together with the localization sequence implies that we have

$$H_{W}^{r}(Y, \Omega^{r}_{Y|D}(\log F)) \xrightarrow{\sim} H_{W}^{r}(Y, \Omega^{r}_{Y|D}(\log F)_{|Y - T})$$

for every closed subscheme $T \subset \overline{W}$ of codimension strictly larger then $r + 1$ in $Y$. Therefore we can disregard the irreducible components $Z_{i}$ of $Z$ with $\text{codim}_{Y}(Z_{i}) > r + 1$ and, by shrinking $Y$ around the generic points of $Z$ of codimension $r + 1$ in $Y$, we can assume the conditions of Claim 5.10 except for the irreducibility of $Z$.

This last reduction can be shown as follows: take a finite open covering $Y = \cup U_{i}$ such that each $U_{i}$ contains at most one irreducible component of $Z$. Fixing a total order on $I$, let $I^{(a)}$ for $a \in \mathbb{Z}_{\geq 0}$ be the set of tuples $\alpha = (i_{0}, \ldots, i_{a})$ in $I$ with $i_{0} < \cdots < i_{a}$. For $(i_{0}, \ldots, i_{a}) \in I^{(a)}$, put $U_{\alpha} = U_{i_{0}} \cap \cdots \cap U_{i_{a}}$. We have the Mayer-Vietoris spectral sequence associated to the covering $\cup U_{i}$.

$$E_{1}^{a,b} = \bigoplus_{\alpha \in I^{(a)}} H_{W\cap U_{\alpha}}^{b}(U_{\alpha}, \Omega^{r}_{Y|D}(\log F)_{|U_{\alpha}}) \Rightarrow H_{W}^{a+b}(Y, \Omega^{r}_{Y|D}(\log F)).$$

Putting $V_{i} = U_{i} \cap X$ we have the induced covering $X = \cup_{i \in I} V_{i}$ and the analogue of (5.9)

$$E_{1}^{a,b} = \bigoplus_{\alpha \in I^{(a)}} H_{W\cap V_{\alpha}}^{b}(V_{\alpha}, \Omega^{r}_{X|V_{\alpha}}) \Rightarrow H_{W}^{a+b}(X, \Omega^{r}_{X}).$$

By (5.6), (5.9) gives rise to an exact sequence

$$0 \rightarrow H_{W}^{r}(Y, \Omega^{r}_{Y|D}(\log F)) \rightarrow \bigoplus_{i \in I} H_{W\cap U_{i}}^{r}(U_{i}, \Omega^{r}_{Y|D}(\log F)) \rightarrow \bigoplus_{(i, j) \in I^{(1)}} H_{W\cap U_{i}\cap U_{j}}^{r}(U_{i} \cap U_{j}, \Omega^{r}_{Y|D}(\log F))$$

and (5.10) gives the similar exact sequence for $H_{W}^{r}(X, \Omega^{r}_{X})$. We can therefore replace $Y$ by $U_{i}$ and assume that $Z$ is irreducible.

### 5.3. The case $\overline{W}$ is a normal variety.

We first prove the following

**Lemma 5.11.** Let $I_{\overline{W}} \subset A$ be the ideal of definition for $\overline{W} \subset Y = \text{Spec}(A)$. There exist $f \in I_{\overline{W}}$ and $a \in A$ such that $f = s_{i} + \pi a$ for some $1 \leq i \leq n$.

**Proof** Indeed, the modulus condition (5.5) implies that

$$\overline{W} \times_{X} D \subset \overline{W} \times_{X} F \subset F.$$

Since $\overline{W} \times_{X} F$ is assumed to be irreducible, $\overline{W} \times_{X} D \subset F$ for some $1 \leq i \leq n$ so that $s_{i} \in I_{\overline{W}} + (\pi)$. This proves the lemma.
Since \( Z \) is contained in \( F \), by the proof of Lemma 5.11, \( f = s_i + \pi a \) is a regular parameter of the local rings of \( Y \) at points of \( Z \). By the normality of \( Y \), \( W \) is regular at the generic point of \( Z \) and we may assume by (5.8) that, after shrinking \( Y \) around the generic point of \( Z \), we can complete \( f \) to a regular sequence \( f_1 = f, f_2, \ldots, f_r \) in \( A \) such that \( I_Y = (f_1, f_2, \ldots, f_r) \). Put \( U_j = \text{Spec}(A[1/f_i]) \) for \( 1 \leq j \leq r \). By the local description (5.2), we have that \( d_{cl}^r(W) \in H^r_W(X, \Omega_X^r) \) is given by the cohomology class of the Čech cocycle
\[
\omega' = \log f \wedge \log f_2 \wedge \cdots \wedge \log f_r \in H^0(X \cap U_1 \cap \cdots \cap U_r, \Omega_X^r)
\]
\[
= H^0(X \setminus W, \Omega_X^r|_{X \setminus W}).
\]
Since the cohomology class of \( \log f \wedge \log f_2 \wedge \cdots \wedge \log f_r \) vanishes, we see that \( d_{cl}^r(W) \in H^r_W(X, \Omega_X^r) \) can be also represented by the cocycle
\[
\omega = \log \left( \frac{f}{s_i} \right) \wedge \log f_2 \wedge \cdots \wedge \log f_r \in H^0(X \cap U_1 \cap \cdots \cap U_r, \Omega_X^r)
\]
It suffices then to show that \( \omega \) is a restriction of an element of \( H^0(U_1 \cap \cdots \cap U_r, \Omega_Y^r|_D \log F) \). Indeed Lemma 5.11 implies
\[
\log \left( \frac{f}{s_i} \right) = \log (1 + a/s_i \pi) = \frac{\pi}{f} (-a \log s_i + da + a \log \pi)
\]
which proves the desired assertion.

5.4. The case of an arbitrary \( Y \). Let \( \phi_{\overline{W}}: \overline{W}^N \to \overline{W} \) be the normalization morphism. Since it is finite, there exist an integer \( M \) and a closed immersion
\[
i_{\overline{W}^N}: \overline{W}^N \hookrightarrow \overline{W} = Y \times \mathbb{P}^M
\]
which fits into the commutative square
\[
\begin{array}{ccc}
\overline{W}^N & \xrightarrow{\phi_{\overline{W}}} & \overline{W} = Y \times \mathbb{P}^M \\
\downarrow \phi_{\overline{W}^N} & & \downarrow \phi_Y \\
\overline{W} & \xrightarrow{\overline{p}_Y} & Y \\
\end{array}
\]
where \( p_Y \) is the projection (this is an idea due to Bloch, taken from [15, Appendix]). Noting \( \phi_W = i_{\overline{W}^N} \circ p_{\overline{W}} = p_Y \circ i_{\overline{W}^N} \), the modulus condition (5.5) implies
\[
\overline{W}^N \cap \overline{P}_X^M \in C^{r+M} (\mathbb{P}^M_Y, \mathbb{P}^M_F, \mathbb{P}^M_D) \quad \text{(cf. Definition 5.5)}.
\]
By the normal case 5.3, the fundamental class
\[
c_{\Omega}^{r+M}(\overline{W}^N \cap \overline{P}_X^M) \in H^{r+M}_{\overline{W}^N \cap \overline{P}_X^M} (\mathbb{P}^M_X, \Omega^{r+M}_{\mathbb{P}_X^M})
\]
arises from an element of \( H^{r+M}_{\overline{W}^N} (\mathbb{P}^M_Y, \Omega^{r+M}_{\overline{P}_X^M} \log \mathbb{P}^M_F) \). Now Theorem 5.9 follows from the commutativity of the following diagram
\[
\begin{array}{cccc}
\text{H}^{r+M}_{\overline{W}^N} (\mathbb{P}^M_Y, \Omega^{r+M}_{\overline{P}_X^M} \log \mathbb{P}^M_F) & \xrightarrow{(p_Y)_*} & \text{H}^{r+M}_{\overline{W}^N \cap \overline{P}_X^M} (\mathbb{P}^M_X, \Omega^{r+M}_{\mathbb{P}_X^M}) \\
\downarrow (p_Y) & & \downarrow (p_Y)_* \\
\text{H}^r_{\overline{W}^N} (Y, \Omega_Y^r|_D \log F) & \xrightarrow{(5.7)} & \text{H}^r_W (X, \Omega_X^r) \\
\end{array}
\]
and from the fact that \((p_X)_* (c_{\Omega}^{r+M}(\overline{W}^N \cap \overline{P}_X^M)) = c_{\Omega}^{r}(W) \in H^r_W (X, \Omega_X^r) \). Here the vertical maps are induced by the trace maps
\[
\text{R}(p_X)_* \Omega^{r+M}_{\mathbb{P}_X^M} \to \Omega_X^r \quad \text{and} \quad \text{R}(p_Y)_* \Omega^{r+M}_{\overline{P}_X^M} \log \mathbb{P}^M_F \to \Omega_Y^r|_D \log F.
\]
which come from Lemma~5.14 below where one takes $(Y', F', D') = (\mathbb{P}^M_Y, \mathbb{P}^M_F, \mathbb{P}^M_D)$. Note that the commutativity of (5.12) follows from the functoriality of the trace maps (5.13), so that the only thing which is possibly left to be checked is the identity

$$ (p_X)_* (cl^+_{\Omega^M} (\overline{W}^N \cap \mathbb{P}^M_X)) = cl^+_{\Omega}(W) \in H^r(W, \Omega^r_X) $$

which follows from the compatibility with proper push forward of El Zein's fundamental class. See [16, III.3.2] and Section 5.5 below.

5.5. **Compatibility with proper push forward.** Let $(Y, F, D)$ and $(Y', F', D')$ be two triples satisfying the condition (\star) of 5.2.1 and let $f : Y' \to Y$ be a proper morphism. We say that $f$ is *admissible* if the following condition holds:

\begin{itemize}
  \item [(\star)] The pullback of the Cartier divisors $F$ and $D$ along $f$ are defined and satisfy $f^*(F) = F'$ and $D' \geq f^*(D)$ and $|f^{-1}(D)| = |D|$.
\end{itemize}

Note that the condition implies that $D' - D'_{\text{red}} \geq f^*(D - D_{\text{red}})$ and $X' = f^{-1}(X)$ so that the restriction $f|_{X'}$ of $f$ to $X'$ is proper.

**Lemma 5.12.** Let $f : (Y', F', D') \to (Y, F, D)$ be an admissible proper morphism between the triples $(Y', F', D')$ and $(Y, F, D)$. Let $X = Y - (F + D)$ and $X' = Y' - (F' + D')$. Then the proper pushforward of cycles by $f|_{X'}$ induces a homomorphism

$$ f_* : C^{r+\dim Y'-\dim Y}(Y', F', D') \to C^r(Y, F, D), \quad r \geq 0. $$

**Proof** Let $W$ be a closed integral subscheme of $X'$ satisfying the modulus condition (5.5) with respect to $D'$ and $F'$. Let $f(W)$ denote the image of $W$ via $f|_{X'}$, endowed with the structure of closed integral subscheme. We need check $f(W)$ satisfies (5.5) with respect to $D$ and $F$. We may suppose that $\dim W = \dim f(W)$. Let $\overline{W}$ (resp. $\overline{f(W)}$) denote the closure of $W$ in $Y'$ (resp. $f(W)$ in $Y$) and let $\phi_{\overline{W}} : \overline{W}^N \to Y'$ (resp. $\phi_{\overline{f(W)}} : \overline{f(W)}^N \to Y$) be the normalization morphism. Note that, by construction, $f(\overline{W}) = \overline{f(W)}$ intersects properly both $D$ and $F$. Then there exists a finite and surjective map $h : \overline{W}^N \to \overline{f(W)}^N$ making the diagram

\[
\begin{array}{ccc}
\overline{W}^N & \xrightarrow{\phi_{\overline{W}}} & Y' \\
\downarrow{h} & & \downarrow{f} \\
\overline{f(W)}^N & \xrightarrow{\phi_{\overline{f(W)}}} & Y
\end{array}
\]

commutative. The condition (\star) implies

$$ h^*(\phi_{\overline{f(W)}}^*(D)) = \phi_{\overline{W}}^*(f^*(D)) \leq \phi_{\overline{W}}^*(D') \leq \phi_{\overline{W}}^*(f^*(F)) = \phi_{\overline{W}}^*(f^*(F)) = h^*(\phi_{\overline{f(W)}}^*(F)). $$

By [26, Lemma 2.2] (see also Lemma 2.1), this implies $\phi_{\overline{f(W)}}^*(D) \leq \phi_{\overline{f(W)}}^*(F)$, completing the proof.

**Remark 5.13.** Noting that the pushforward defined at the level of cycles commutes with the boundary maps as in the case of Bloch’s higher Chow groups, Lemma 5.12 proves the covariant functoriality of Lemma 2.7, giving a map of complexes

$$ f_* : \mathbb{Z}(s)\overline{X}|_{D'} \to \mathbb{Z}(r)\overline{X}|_{D} \quad \text{with} \quad s = r + \dim X' - \dim X. $$

5.5.1. Let $g : X' \to X$ be a proper morphism between smooth schemes over $k$. Put $\delta = \dim X - \dim X'$. Using [22, VI, 4.2; VII, 2.1] or [9, 3.4], for integers $r, s \geq 0$ with $s - r = \delta$, we can construct a trace map in the bounded derived category $D^b(X)$ of complexes of $\mathcal{O}_X$-modules

$$ (5.14) \quad Tr_g : Rg_*\Omega^s_{X'}[\delta] \to \Omega^s_X. $$
One way to define this is the following. Arguing as in 5.1.2, we may assume that the base field \( k \) is finitely generated over its prime subfield \( k_0 \). Write \( d = t + \dim X \) and \( d' = t + \dim X' \) with \( t = \trdeg_{k_0}(k) \). We have an isomorphism

\[
\Omega_X^s \cong \mathcal{H}om_{D(X)}(\Omega_X^{d-r}, \Omega_X^d),
\]

given by \( \alpha \mapsto (\beta \mapsto \alpha \wedge \beta) \) (note that we are choosing a sign, as we could have set \( \alpha \mapsto (\beta \mapsto \beta \wedge \alpha) \)).

Noting \( d' - s = d - r \) we have isomorphisms

\[
Rg_*\Omega_X^s[\delta] \cong Rg_*R\mathcal{H}om_{D(X')}((\Omega_X^{d-r}, \Omega_X^d)[\delta]) \cong Rg_*R\mathcal{H}om_{D(X)}((\Omega_X^{d-r}, \Omega_X^d), g^0[\delta])
\]

(5.16)

\[
\cong R\mathcal{H}om_{D(X)}(Rg_*\Omega_X^{d-r}, \Omega_X^d),
\]

where the last isomorphism is Grothendieck-Verdier duality and the second isomorphism comes from the isomorphism

\[
g^1\Omega_X^s \cong g^1\pi_X^*k_0[-d] \cong \pi_X^1k_0[-d] \cong \Omega_X^d[d' - d],
\]

where \( \pi_X : X \to \Spec k_0 \) and \( \pi_X : X' \to \Spec k_0 \) are the structural morphisms. By adjunction, the natural map \( g^1\Omega_X^{d-r} \to \Omega_X^{d-r} \) induces \( \Omega_X^{d-r} \to Rg_*\Omega_X^{d-r} \), which induces the desired map (5.14) via (5.15) and (5.16).

**Lemma 5.14.** Let \( f : (Y', F', D') \to (Y, F, D) \) be a morphism satisfying the condition (\( \clubsuit \)). Let \( g = X' \to X \) be the induced morphism and \( r : X \to Y \) and \( r' : X' \to Y' \) be the open immersions. Then, for integers \( r, s \geq 0 \) with \( s - r = \delta := \dim Y - \dim Y' \), there exists a natural map in \( D^b(Y) \):

\[
(5.17) \quad Tr_f : Rf_*\Omega_Y^s(\log F')[\delta] \to \Omega_Y^s(\log F)
\]

which fits into the commutative diagram

\[
\begin{array}{ccc}
Rf_*\Omega_Y^s(\log F')[\delta] & \xrightarrow{\cong} & Rf_*\Omega_Y^s[\delta] \\
\downarrow{Tr_f} & & \downarrow{Rf_*Tr_g} \\
\Omega_Y^s(\log F) & \xrightarrow{Tr_f} & Rf_*\Omega_Y^s
\end{array}
\]

**Proof** Let \( \Sigma = D_{\text{red}} + F \) and \( \Sigma' = D'_{\text{red}} + F' \). We are ought to construct a natural map

\[
(5.18) \quad Tr_f : Rf_*\Omega_Y^s(\log \Sigma')(-D')[\delta] \to \Omega_Y^s(\log \Sigma)(-D).
\]

Let \( D'' = f^*(D - D_{\text{red}}) + D'_{\text{red}} \). By (\( \clubsuit \)), we have \( D'' \leq D' \) and therefore it is enough to show the existence of a natural map

\[
Rf_*\Omega_Y^s(\log \Sigma')(-D'')[\delta] \xrightarrow{\cong} \mathcal{H}om_{D(Y)}((\Omega_Y^{d-r}(\log \Sigma)(D)), \Omega_Y^d(\Sigma)),
\]

\[
(5.19) \quad \Omega_Y^s(\log \Sigma)(-D) \cong \mathcal{H}om_{D(Y)}((\Omega_Y^{d-r}(\log \Sigma)(D)), \Omega_Y^d(\Sigma)),
\]

\[
(5.20) \quad \Omega_Y^s(\log \Sigma')(-D'')[\delta] \cong Rf_*R\mathcal{H}om_{D(Y)}((\Omega_Y^{d-r}(\log \Sigma'), \Omega_Y^d(\Sigma' - D''))[\delta])
\]

\[
\cong Rf_*R\mathcal{H}om_{D(Y)}((\Omega_Y^{d-r}(\log \Sigma')(f^*D), \Omega_Y^d(\Sigma' + f^*D_{\text{red}} - D'_{\text{red}}))[\delta])
\]

\[
\cong R\mathcal{H}om_{D(Y)}(Rf_*((\Omega_Y^{d-r}(\log \Sigma')(f^*D)), \Omega_Y^d(\Sigma))
\]

where the last isomorphism follows from the Verdier duality and the isomorphism

\[
f^!(\Omega_Y^d(\Sigma)) \cong f^!(\Omega_Y^d(f^*\Sigma)) \cong \Omega_Y^d(\Sigma' + f^*D_{\text{red}} - D'_{\text{red}})[\delta]
\]

using the assumption \( F' = f^*F \). By adjunction, the natural map

\[
f^*\Omega_Y^{d-r}(\log \Sigma)(D) \to \Omega_Y^{d-r}(\log \Sigma')(f^*D)
\]
induces
\[ \Omega_{Y'}^d \to Rf_*(\Omega_{Y}^d)(f^*D), \]
which induces the desired map (5.18) via (5.19) and (5.20).

Now take \( W \in C^e(Y', F', D') \). Under the assumption of Lemma 5.14, we have a commutative diagram

(5.21)
\[
\begin{array}{ccc}
H^s_W(Y', \Omega^s_{Y'|D'})(\log f^*F) & \xrightarrow{f^*} & H^r_{f(W)}(Y, \Omega^r_{Y|D})(\log F) \\
\downarrow (5.7) & & \downarrow (5.7) \\
H^s_W(X', \Omega^s_{X'}) & \xrightarrow{g^*} & H^r_{f(W)}(X, \Omega^r_X)
\end{array}
\]

where \( f^* \) (resp. \( g^* \)) are induced by \( \text{Tr}_f \) (resp. \( \text{Tr}_g \)).

**Lemma 5.15.** Let
\[ cl^s_{R}(W/Y') \in H^s_W(Y', \Omega^s_{Y'|D'})(\log f^*F), \quad cl^r_{R}(f_*(W)/Y) \in H^r_{f(W)}(Y, \Omega^r_{Y|D})(\log F) \]
denote the fundamental classes of \( W \) and \( f_*(W) \) from Theorem 5.9 (the latter makes sense by Lemma 5.12). Then we have

(5.22)
\[ cl^r_{R}(f_*(W)/Y) = f_*cl^s_{R}(W/Y') \in H^r_{f(W)}(Y, \Omega^r_{Y|D})(\log F). \]

**Proof** Since the relative fundamental classes restrict to El Zein’s fundamental classes under the maps (5.7) in (5.21), the lemma follows from the compatibility of El Zein’s fundamental class for proper morphisms. See [21, Prop. 4.2.3] for an explicit proof in the case of the crystalline fundamental class. The proof in loc. cit. can be easily adapted to our situation.
6. Lemmas on cohomology of relative differentials

In this section we prove two lemmas which will be used in the construction of regulator maps to the relative de Rham cohomology and relative Deligne cohomology in §7 and §8.

6.1. Independence of relative de Rham complex from the multiplicity of $D$. Let $(Y, F, D)$ be as in 5.2.1, $X = Y - (F + D)$ and write $D_{red}$ for the reduced part of $D$. Let $D_1, \ldots, D_n$ be the irreducible components of $D$ and $e_i$ the multiplicity of $D_i$ in $D$. We have the relative de Rham complex

$$\Omega_{Y|D}^\bullet(\log F) : \mathcal{O}_Y(-D) \xrightarrow{d} \Omega_{Y|D}^1(\log F) \xrightarrow{d} \Omega_{Y|D}^2(\log F) \to \cdots \to \Omega_{Y|D}^q(\log F) \to \cdots$$

The following lemma shows that, in some cases (notably in characteristic 0), $\Omega_{Y|D}^\bullet(\log F)$ does not depend on $e_i$ for $i \in I := \{1, \ldots, n\}$.

**Lemma 6.1.** In the above setting, assume further that $e_i < p$ for all $i \in I$ if $p = \text{ch}(k) > 0$. Then the natural map

$$\Omega_{Y|D}^\bullet(\log F) = \Omega_Y^\bullet(\log F + D)(-D_{red}) \to \Omega_{Y|D}^\bullet(\log F + D)(-D_{red})$$

is a quasi-isomorphism (see Definition 5.6).

**Proof** We endow $\mathbb{N}^I$ with a semi-order as follows: for $m = (m_i)_{i \in I}$ and $n = (n_i)_{i \in I} \in \mathbb{N}^I$, we say that $m \leq n$ if $m_i \leq n_i$ for every $i \in I$. For every multi-index $m = (m_i)_{i \in I} \in \mathbb{N}^I$, we set

$$D_m = \sum_{i \in I} m_i D_i \quad \text{and} \quad I_m = \mathcal{O}_Y(-D_m).$$

Let $m_{\text{max}} = (e_1, \ldots, e_n)$. The assignment (6.1) gives rise to a filtration on the de Rham complex indexed by $m \in \mathbb{N}^I$ with $m_{\text{max}} \geq m \geq (1, \ldots, 1)$:

$$\Omega_Y^\bullet(\log F + D)(-D_{red}) \supset \Omega_{Y|D}^\bullet(\log F + D)(-D_{m}).$$

Fix now $\nu \in I$, an integer $q \geq 0$ and $m = (m_1, \ldots, m_n) \in \mathbb{N}^I$. We define a sheaf $\omega^q_{m, \nu}$ on $Y_{\text{zar}}$ as

$$\omega^q_{m, \nu} = \Omega_Y^\bullet(\log F + D)(-D_m) / \omega_Y^\bullet(\log F + D)(-D_{m+\delta_\nu}) = I_m \otimes_{\mathcal{O}_Y} \Omega_{Y|D}^\bullet(\log F + D)(-D_{m+\delta_\nu}),$$

where $\delta_\nu$ denotes the multi-index ($\delta_\nu^i = 1$ and $\delta_\nu^i = 0$ for $i \neq \nu$). The exterior derivative on $\Omega_Y^\bullet(\log F + D)$ induces a map

$$d^q_{m, \nu} : \omega^q_{m, \nu} \to \omega^{q+1}_{m, \nu}$$

locally defined by

$$\prod_{i=1}^n \pi_i^{m_i} \otimes \omega \mapsto \prod_{i=1}^n \pi_i^{m_i} \otimes \left( d\omega + \sum_{i=1}^n m_i \cdot d\log(\pi_i) \wedge \omega \right),$$

where $\pi_i \in \mathcal{O}_Y$ denotes a local uniformizer of $D_i$, for each $i \in I$. Thus we get a complex:

$$\omega_{m, \nu}^\bullet : I_m \otimes \mathcal{O}_{D_\nu} d^0_{m, \nu} \omega^1_{m, \nu} d^1_{m, \nu} \omega^2_{m, \nu} d^2_{m, \nu} \cdots .$$

**Lemma 6.1** follows then from a repeated application of the following result:

**Lemma 6.2.** Assume $(m_\nu, p) = 1$ if $p = \text{ch}(k) > 0$. Then the complex $\omega_{m, \nu}^\bullet$ is acyclic.

**Proof** This is shown in [29, Theorem 3.2]. For the reader’s convenience, we include a sketch of the proof here. Let $\nu \in \{1, \ldots, n\}$ and write

$$\omega^q_{D_\nu} = \Omega^q_{D_\nu}(\log(F + \sum_{i \in I - \{\nu\}} D_i)|_{D_\nu})$$

for the sheaf of q-differential forms on $D_\nu$ with logarithmic poles along the restriction of the divisor $F + \sum_{i \notin \nu} D_i$ to $D_\nu$. We have an exact sequence

$$0 \to \Omega^q_{Y}(\log(F + \sum_{i \in I - \{\nu\}} D_i)) \to \Omega^q_{Y}(\log(F + \sum_{i \in I} D_i)) \xrightarrow{\text{Res}_{D_\nu}} \omega^{q-1}_{D_\nu} \to 0,$$
where $\text{Res}^{q}_{\nu}$ is the residue homomorphism along $D_{\nu}$ (see e.g. [14, 2.3]). This induces an exact sequence

\begin{equation}
0 \rightarrow I_{m} \otimes \omega^{q}_{D_{\nu}} \rightarrow \omega^{q}_{m,\nu} \xrightarrow{\text{Res}^{q}_{m,\nu}} I_{m} \otimes \omega^{q-1}_{D_{\nu}} \rightarrow 0,
\end{equation}

where $\text{Res}^{q}_{m,\nu} = \text{id} I_{m} \otimes \text{Res}^{q}_{\nu}$. Now a direct computation shows

\[ d^{q-1}_{m,\nu} \circ \text{Res}^{q}_{m,\nu} + \text{Res}^{q+1}_{m,\nu} \circ d^{q}_{m,\nu} = m_{\nu} \cdot \text{id} \omega^{q}_{m,\nu}, \]

where $I_{m} \otimes \omega^{q}_{D_{\nu}}$ is viewed as a subsheaf of $\omega^{q}_{m,\nu}$ via (6.2). This gives, under the assumption $(m_{\nu}, p) = 1$ (if $p = \text{ch}(k) > 0$), the contracting homotopy of the complex $\omega^{*}_{m,\nu}$, completing the proof of the lemma.

6.2. Analogue of homotopy invariance for relative differentials.

**Proposition 6.3.** Let $\overline{X}$ be a smooth variety over a field $k$ and let $D \subset \overline{X}$ be an effective divisor such that $D_{\text{red}}$ is simple normal crossing. Let $\mathbb{P} = \mathbb{P}_{k}$ be the projective space of dimension $m$ with $H \subset \mathbb{P}_{k}$, a hyperplane. Let $\pi : \mathbb{P} \times \overline{X} \rightarrow \overline{X}$ be the projection. Then the natural map

\[ \pi^{*} : \Omega^{r}_{\overline{X}}(\log D)(-D) \rightarrow \mathbb{R} \pi_{*} \Omega^{r}_{\mathbb{P} \times \overline{X}}(\log \tilde{H} + \tilde{D})(-\tilde{D}) \]

is an isomorphism for every $r > 0$ in the bounded derived category $D(\mathbb{X}_{\text{ Zar}})$ of Zariski sheaves on $\overline{X}$. Here, in the second term, we let $\tilde{H}$ (resp. $\tilde{D}$) denote $\overline{X} \times k H$ (resp. $\overline{D} \times k$ $\mathbb{P}^{m}_{k}$) for simplicity.

**Proof** By the derived projection formula, it is enough to show that the natural map

\begin{equation}
\pi^{*} : \Omega^{r}_{\overline{X}}(\log D) \rightarrow \mathbb{R} \pi_{*} \Omega^{r}_{\mathbb{P} \times \overline{X}}(\log \tilde{H} + \tilde{D})
\end{equation}

is an isomorphism for every $r > 0$. Since the logarithmic structure on the left side (resp. on the right side) is taken, by definition, with respect to the reduced structure of $D$ (resp. of $\tilde{D} + \tilde{H}$), we may assume that $D$ is reduced (see Definition 5.6).

Write $D_{1}, \ldots, D_{n}$ for the irreducible components of $D$. We prove (6.3) by induction on the $n$. If $n = 0$, the assertion is well-known and follows from the projective bundle formula for sheaves of differential forms; we recall the argument. Let $i_{H}$ be the closed immersion $\overline{X} \times H \rightarrow \overline{X} \times \mathbb{P}$ $\pi_{H} : \overline{X} \times H \rightarrow \overline{X}$ be the projection on the first factor. Taking residues along $H$ gives an exact sequence of sheaves of $\mathcal{O}_{\overline{X} \times \mathbb{P}}$-modules

\begin{equation}
0 \rightarrow \Omega^{r}_{\overline{X} \times \mathbb{P}} \rightarrow \Omega^{r}_{\overline{X} \times \mathbb{P}}(\log \tilde{H}) \xrightarrow{\text{Res}^{H}} (i_{H})_{*} \Omega^{r-1}_{\overline{X} \times H} \rightarrow 0,
\end{equation}

and pushing forward (6.4) along $\pi$ gives rise to a distinguished triangle

\begin{equation}
\mathbb{R}(\pi_{H})_{*} \Omega^{r-1}_{\overline{X} \times H}[-1] \rightarrow \mathbb{R} \pi_{*} \Omega^{r}_{\overline{X} \times \mathbb{P}} \rightarrow \mathbb{R} \pi_{*} \Omega^{r}_{\overline{X} \times \mathbb{P}}(\log \tilde{H}) \xrightarrow{\text{shift}}
\end{equation}

that we write for convenience shifted by 1 on the left. Let $\xi$ be the first Chern class of $H$ in Hodge cohomology

\[ \xi = c_{1}(\mathcal{O}_{\mathbb{P}}(H)) \in H^{1}(\mathbb{P}, \mathcal{O}_{\mathbb{P}}^{1}) = H^{1}(\mathbb{P}, \mathcal{O}_{\mathbb{P}}^{1}/k), \]

and view it as a global section of the direct image sheaf $\mathbb{R}^{1} \pi_{*} \mathcal{O}_{\overline{X} \times \mathbb{P}}^{1}$. By the projective bundle formula, the cup product with the powers of $\xi$ determines an isomorphism in the derived category of bounded complexes of $\mathcal{O}_{\overline{X}}$-modules

\begin{equation}
\bigoplus_{0 \leq j \leq m} \Omega^{r-j}_{\overline{X}}[-j] \xrightarrow{\sim} \mathbb{R} \pi_{*} \mathcal{O}_{\overline{X} \times \mathbb{P}}^{j} : (c_{0}, \ldots, c_{m}) \mapsto \sum_{0 \leq j \leq m} \pi^{*}(c_{j}) \cup \xi^{j}.
\end{equation}

Similarly, we have an isomorphism

\begin{equation}
\bigoplus_{0 \leq j \leq m-1} \Omega^{r-1-j}_{\overline{X}}[-j] \xrightarrow{\sim} \mathbb{R}(\pi_{H})_{*} \Omega^{r-1}_{\overline{X} \times H} : (c_{0}, \ldots, c_{m-1}) \mapsto \sum_{0 \leq j \leq m-1} \pi^{*}_{H}(c_{j}) \cup \xi^{j}_{H},
\end{equation}

where $\xi_{H} \in H^{1}(H, \Omega^{1}_{H})$ is the restriction of $\xi$ to $H$. We have an exact sequence of complexes

\[ 0 \rightarrow \bigoplus_{0 \leq j \leq m-1} \Omega^{r-(1+j)}_{\overline{X}}[-(1+j)] \rightarrow \bigoplus_{0 \leq k \leq m} \Omega^{r-k}_{\overline{X}}[-k] \rightarrow \Omega^{r}_{\overline{X}} \rightarrow 0, \]
where $\iota$ is the natural inclusion. By (6.5), (6.6) and (6.7) there is then a commutative diagram

$$
\begin{array}{ccc}
\bigoplus_{0 \leq j \leq m-1} \Omega_X^{r-1-j}[-(1+j)] & \xrightarrow{i} & \mathbb{R}(\pi_H)_* \Omega_X^{r-1}[-1] \\
\bigoplus_{0 \leq j \leq m} \Omega_X^{r-j}[-j] & \xrightarrow{\sim} & \mathbb{R}\pi_* \Omega_X^{r} \times \mathbb{P}
\end{array}
$$

that proves the desired isomorphism $\Omega_X^{r} \xrightarrow{\sim} \mathbb{R}\pi_* \Omega_{X \times \mathbb{P}}^{r}(\log \tilde{H})$.

Suppose now $n \geq 1$ and write $I = \{1, \ldots, n\}$. Following [38, 2], for each $1 \leq a \leq n$ we define

$$D[a] = \prod_{\{i_1, \ldots, i_a\} \subset I} D_{i_1} \cap \cdots \cap D_{i_a},$$

where $\{i_1, \ldots, i_a\} \subset I$ range over all pairwise distinct indices. Note that $D[a]$ is the disjoint union of smooth varieties and that we have a canonical finite morphism

$$i_a : D[a] \to \mathbb{X} \text{ for } a \geq 1.$$

On each $D[a]$, we have a divisor with simple normal crossings

$$E_a = \prod_{1 \leq i_1 < \cdots < i_a \leq n} \left( (D_{i_1} \cap \cdots \cap D_{i_a}) \cap (\sum_{j \notin \{i_1, \ldots, i_a\}} D_j) \right) \subset D[a].$$

For example, if $n = 2$ then $D[1]$ is the disjoint union of $D_1$ and $D_2$, and $E_1$ is given by two copies of the divisor $D_1 \cap D_2$, one on each component of $D[1]$. Then there is an exact sequence of sheaves on $\mathbb{X}$

$$0 \to \Omega_{\mathbb{X}}^{r} \xrightarrow{\iota} \Omega_{\mathbb{X}}^{r}(\log D) \xrightarrow{\rho_a} i_* \Omega_{D[a]}^{r-1}(\log E_1) \xrightarrow{\rho_2} i_* \Omega_{D[2]}^{r-2}(\log E_2) \to \cdots \to i_* \Omega_{D[a]}^{r-a}(\log E_a) \xrightarrow{\rho_a+1} i_* \Omega_{D[a+1]}^{r-a-1}(\log E_{a+1}) \to \cdots$$

where $\iota$ is the canonical inclusion, $\iota_a$ denote for simplicity the pushforwards by $i_a$ for all $a \geq 1$, and the maps $\rho_a$ are given by the alternating sums of the residues (see [38, Proposition 2.2.1]). Similarly we have an exact sequence of sheaves on $\mathbb{X} \times \mathbb{P}$

$$0 \to \Omega_{\mathbb{X} \times \mathbb{P}}^{r} \to \Omega_{\mathbb{X} \times \mathbb{P}}^{r}(\log \tilde{H}) \xrightarrow{\iota_{\times \mathbb{P}}} \Omega_{\mathbb{X} \times \mathbb{P}}^{r}(\log \tilde{H} + \tilde{D}) \xrightarrow{i_* \Omega_{D[a]}^{r-1}(\log \tilde{H} + E_1)} \cdots \xrightarrow{i_* \Omega_{D[a]}^{r-a}(\log \tilde{H} + E_a)} \iota_{\times \mathbb{P}} \Omega_{\mathbb{X} \times \mathbb{P}}^{r-a}(\log \tilde{H} + E_{a+1}) \cdots$$

where for simplicity we write $i_*$ for the pushforwards by $D[a] \times \mathbb{P} \to \mathbb{X} \times \mathbb{P}$ and $E_a$ for $E_a \times \mathbb{P}$ for all $a \geq 1$. By induction assumption, we have the isomorphisms

$$\Omega_{\mathbb{X}}^{r} \xrightarrow{\sim} \mathbb{R}\pi_* \Omega_{\mathbb{X} \times \mathbb{P}}^{r}(\log \tilde{H}), \quad i_* \Omega_{D[a]}^{r-a}(\log E_a) \xrightarrow{\sim} \mathbb{R}\pi_* i_* \Omega_{D[a]}^{r-a}(\log \tilde{H} + E_a),$$

which implies the desired assertion (6.3) by a standard argument from homological algebra.

**Remark 6.4.** In the notations of Proposition 6.3, let $U$ denote the open complement of $\mathbb{X} \times H$ in $\mathbb{X} \times \mathbb{P}$. It is isomorphic to a $m$-dimensional affine space $\mathbb{A}^m_{\mathbb{X}}$. Let $j : U \to \mathbb{X} \times \mathbb{P}$ be the open immersion. Then we have a canonical injective map

$$\Omega_{\mathbb{X} \times \mathbb{P}}^{r}(\log \tilde{H}) \to j_* \Omega_{U}^{r}$$

that allows us to identify the sheaf of $r$-differential forms with logarithmic poles along $H$ with a subsheaf of (the push forward of) the sheaf of $r$-differential forms on an affine space over $\mathbb{X}$. The isomorphism of Proposition 6.3 induced by the pullback along the projection $\pi$ can be therefore interpreted as a weak homotopy invariance property, justifying the title of this section.
7. Regulator maps to relative de Rham cohomology

7.1. Preliminary lemmas. We resume the assumptions and the notations of 5.2.1.

7.1.1. Let $i: Z \hookrightarrow Y$ be a smooth integral closed subscheme of $Y$ which is transversal with $D_{red} + F$. By definition, for any irreducible components $E_1, \ldots, E_s$ of $D_{red} + F$, the scheme-theoretic intersection

$$Z \times_Y E_1 \times_Y \cdots \times_Y E_s$$

is smooth. Letting $D_Z = D \times_Y Z$ and $F_Z = F \times_Y Z$, this means that (7.1) is satisfied for $(Z, D_Z, F_Z)$ instead of $(Y, D, F)$. Let $W \in C^r(Y, F, D)$ and let $W_1, \ldots, W_n$ be the irreducible components of the intersection $W \cap (Z \cap X)$, so that each $W_i$ is closed in $Z \cap X$. Suppose that, for $i = 1, \ldots, n$, $W$ and $Z \cap X$ intersect properly at $W_i$ (i.e., that $W_i$ has codimension $r$ in $Z \cap X$ for every $i$). As cycle on $Z \cap X$ we can then write the intersection of $W$ and $Z \cap X$ as

$$i^*W = \sum_{1 \leq i \leq n} n_i[W_i]$$

where $n_i \in \mathbb{Z}$ are the intersection multiplicities of $W_i$ for $i = 1, \ldots, n$. Lemma 2.1 shows then that we have $W_i \in C^r(Z, F_Z, D_Z)$ for all $i$.

Lemma 7.1. Let $Z$ and $W$ be as in 7.1.1. Let $cl^r_\Omega(W) \in H^r_W(Y, \Omega^r_Y|D)(\log F))$ be the relative fundamental class of $W$ of 5.9. We have

$$i^*cl^r_\Omega(W) = \sum_{1 \leq i \leq n} n_i cl^r_\Omega(W_i),$$

where $i^*: H^r_W(Y, \Omega^r_Y|D)(\log F)) \to H^r_{W\cap Z}(Z, \Omega^r_{Z|D_Z})(\log F_Z))$ is the pullback along $i$ and $cl^r_\Omega(W_i)$ for $i = 1, \ldots, n$ are the relative fundamental classes of $W_i$ with respect to $(Z, D_Z, F_Z)$.

Proof We have the following commutative diagram

$$\begin{array}{ccc}
H^r_W(Y, \Omega^r_Y|D)(\log F)) & \xrightarrow{i^*} & H^r_{W\cap Z}(Z, \Omega^r_{Z|D_Z})(\log F_Z)) \\
\downarrow{(5.7)} & & \downarrow{(5.7)} \\
H^r_W(X, \Omega^r_X) & \xrightarrow{i^*} & H^r_{W\cap (Z \cap X)}(Z \cap X, \Omega^r_{Z|X})(\log F_Z)).
\end{array}$$

Since the relative fundamental class of $W$ restricts to El Zein’s fundamental class under the map (5.7), the assertion may be shown after restriction to $X$. We are therefore reduced to the case $Y = X$, i.e. $D = \emptyset$, with $W$ integral closed subscheme of codimension $r$ in $Y$ and $Z$ smooth integral closed subscheme of codimension $p$ in $Y$, properly intersecting $W$.

Let $cl_Y(W) \in H^r_W(Y, \Omega^r_Y)$ be the fundamental class of $W$ in $Y$ and let $cl_Z(i^*W) = cl_Z(W \cdot Z)$ denote the element

$$\sum_{1 \leq i \leq n} n_i cl_Z(W_i) \in H^r_{W\cap Z}(Z, \Omega^r_Z)$$

where we let again $\{W_i\}_i$ be the irreducible components of the intersection $W \cap Z$ and $n_i \in \mathbb{Z}$ be the intersection multiplicities. If $i^*: H^r_W(Y, \Omega^r_Y) \to H^r_{W\cap Z}(Z, \Omega^r_Z)$ is the pullback along $i: Z \hookrightarrow Y$, we have then to show the following identity

$$i^* cl_Y(W) = cl_Z(i^*W) \in H^r_{W\cap Z}(Z, \Omega^r_Z).$$

By [16, III.3, Lemme 1], the cup product with the fundamental class of the smooth subvariety $Z$ defines an injective Gysin map

$$\iota: H^r_{W\cap Z}(Z, \Omega^r_Z) \to H^{r+p}_{W\cap Z}(Y, \Omega^{r+p}_Y) : \alpha \to \alpha \cup cl_Y(Z).$$

that maps, for every $i = 1, \ldots, n$, the fundamental class of $W_i$ in $Z$ to the fundamental class of $W_i$ in $Y$. Hence we have

$$\iota(cl_Z(i^*W)) = cl_Z(i^*W) \cup cl_Y(Z) = cl_Y(i^*W).$$
By [16, III Theorem 1] (see also [21, II, 4.2.12]), we have the compatibility with the intersection product
\[ cl_Y(W \cdot Z) = cl_Y(W) \cup cl_Y(Z) \] in \( H^{r+p}_{Y \cap Z}(Y, \Omega_Y^{r+p}) \).

Finally, since the composite map
\[ H^i_W(Y, \Omega_Y^r) \xrightarrow{\iota^*} H^i_{W \cap Z}(Z, \Omega_Z^r) \xrightarrow{\iota^*} H^i_W(Y, \Omega_Y^{r+p}) \]
is also given by the cup product with \( cl_Y(Z) \), we get
\[ \iota(\iota^* cl_Y(W)) = cl_Y(W) \cup cl_Y(Z) = cl_Y(W \cdot Z) = \iota(cl_Z(\iota^* W)). \]

Hence the identity (7.1) follows from the injectivity of the Gysin map (7.2).

### 7.2. Relative de Rham cohomology.

#### 7.2.1. We resume again the assumptions of 5.2.1 and write \( \Omega^*_{Y|D}(log F) \) for the relative de Rham complex

\[ \Omega^*_{Y|D}(log F) : \mathcal{O}_Y(-D) \xrightarrow{d} \Omega^1_{Y|D}(log F) \xrightarrow{d} \Omega^2_{Y|D}(log F) \rightarrow \cdots \rightarrow \Omega^r_{Y|D}(log F) \rightarrow \cdots \]

It is canonically a subcomplex of the de Rham complex \((\iota_X^*, \Omega^*_{X}, d)\). For every \( r \geq 0 \), we can consider the (brutal) truncated complex \( \Omega^r_{Y|D}(log F) = \sigma_{\geq r}(\Omega^*_{Y|D}(log F)) \), i.e. the subcomplex of \( \Omega^*_{Y|D}(log F) \) defined by

\[ 0 \rightarrow \cdots \rightarrow 0 \rightarrow \Omega^r_{Y|D}(log F) \xrightarrow{d} \Omega^{r+1}_{Y|D}(log F) \rightarrow \cdots \]
as well as the truncated de Rham complex \( \Omega^r_{Y|D} = \sigma_{\geq r}(\Omega^*_Y) \subset \Omega^*_Y \).

Let \( T \) be an integral closed subscheme of \( Y \) of codimension \( c \). For \( r \geq 0 \) we define the relative de Rham cohomology of \( Y \) with support on \( T \) as the Zariski hypercohomology with support

\[ H^q_T(Y, \Omega^r_{Y|D}(log F)). \]

There is a strongly convergent spectral sequence

\[ E_1^{p,q} \Rightarrow H^{p+q}_T(Y, \Omega^r_{Y|D}(log F)), \]

where, for \( p, q \geq 0 \), we let

\[ E_1^{p,q} = \begin{cases} H^p_T(Y, \Omega^p_{Y|D}(log F)) & \text{ if } p \geq r, \\ 0 & \text{ if } p < r. \end{cases} \]

We see that, by Lemma 5.7, \( E_1^{p,q} = 0 \) for \( q < c \). Thus we have

\[ H^{p+q}_T(Y, \Omega^r_{Y|D}(log F)) = 0 \] for \( p + q < r + c. \)

Assume now that \( \text{codim}_Y(T) = r \). Lemma 5.7, together with the definition of the \( E_1 \)-terms of the spectral sequence, gives us that \( E_1^{p,q} \neq 0 \) for \( p + q = 2r \) if and only if \( p = q = r \). We can see similarly that \( E_\infty^{r,r} \simeq E_1^{r,r} \), so that we finally get

\[ H^{2r}_T(Y, \Omega^{2r}_{Y|D}(log F)) \xrightarrow{d} \text{Ker}(H^{2r}_T(Y, \Omega^{2r}_{Y|D}(log F))) \xrightarrow{d} H^{2r}_T(Y, \Omega^{2r+1}_{Y|D}(log F))) \]

where \( d \) is the map induced by the exterior derivative.

**Remark 7.2.** Let \( V \) be any open subset \( V \subset Y \) containing the generic point of \( T \). By (7.7), the localization exact sequence (together with (5.6)) implies the injection

\[ H^{2r}_T(Y, \Omega^{2r}_{Y|D}(log F)) \xrightarrow{\iota^*} H^{2r}_{T|V}(V, \Omega^{2r}_{Y|D}(log F)_{|V}). \]

In particular, for \( V = X \) we get from (7.8) the injection

\[ \iota^*_X : H^{2r}_T(Y, \Omega^{2r}_{Y|D}(log F)) \xrightarrow{\iota^*_X} H^{2r}_{T|X}(X, \Omega^{2r}_X). \]

We can now give a refinement of Theorem 5.9.
Theorem 7.3. For $W \subset \mathcal{C}(Y, F, D)$, there is a unique element, called the fundamental class of $W$ in the relative de Rham cohomology,

$$c^r_{DR}(W) \in \mathbb{H}^2_W(Y, \Omega^r_{Y,D}(\log F))$$

which maps under the map (7.7) to the fundamental class $c^r_{\Omega}(W) \in \mathbb{H}^r_W(Y, \Omega^r_{Y,D}(\log F))$ defined in Theorem 5.9.

Proof The spectral sequence (7.5) has an analogue in the non relative setting

$$\mathbb{E}^p_q = \mathbb{H}^p_W(X, \Omega^p_X)$$

for $\mathbb{E}^p_q = \mathbb{H}^q_W(X, \Omega^p_X)$ if $p \geq r$ and 0 otherwise. Using 5.2 instead of (5.6) we have the analogue of (7.7), namely

$$\mathbb{H}^2_W(X, \Omega^r_X) \cong \text{Ker}(\mathbb{H}^2_W(X, \Omega^r_X) \rightarrow \mathbb{H}^2_W(X, \Omega^{r+1}_X)).$$

By [16, Thm. 3.1] (see Remark 5.1), the fundamental class $c^r_{\Omega}(W) \in \mathbb{H}^r_W(Y, \Omega^r_X)$ is in the kernel of the map induced by the exterior derivative $d$. Therefore by (7.9), the absolute class $c^r_{\Omega}(W)$ gives rise to an element of $\mathbb{H}^r_W(X, \Omega^r_X)$. By (5.7), Theorem 5.9 and (7.7), the same holds for the relative fundamental class $c^r_{\Omega}(W) \in \mathbb{H}^r_W(Y, \Omega^r_{Y,D}(\log F))$, giving rise to $c^r_{DR}(W) \in \mathbb{H}^r_W(Y, \Omega^r_{Y,D}(\log F))$ as required. The last stated property is then clear by construction.

Lemma 7.4. Let $Z$ and $W$ be as in 7.1.1. Let $c^r_{\Omega}(W) \in \mathbb{H}^r_W(Y, \Omega^r_{Y,D}(\log F))$ be the fundamental class of $W$ in relative de Rham cohomology of Theorem 7.3. Then we have

$$i^* c^r_{\Omega}(W) = \sum_{1 \leq i \leq n} n_i c^r_{DR}(W_i),$$

where $i^* : \mathbb{H}^r_W(Y, \Omega^r_{Y,D}(\log F)) \rightarrow \mathbb{H}^r_{W,Z}(Z, \Omega^r_{Z,D}(\log F_Z))$ is the pullback along $i$ and $c^r_{DR}(W_i)$ for $i = 1, \ldots, n$ are the relative fundamental classes of $W_i$ in de Rham cohomology.

Proof By the construction of $c^r_{\Omega}$ (cf. (7.7)), the lemma follows from the same assertion for $c^r_{\Omega}$, that is proven in Lemma 7.1.

7.3. The construction of the regulator map.

7.3.1. Let $\overline{X}$ be a smooth variety over a field $k$ and let $D \subset \overline{X}$ be an effective Cartier divisor on $\overline{X}$ such that the reduced part $D_{\text{red}}$ is simple normal crossing. Let $X = \overline{X} - D$ be the open complement.

Let $\Omega^1_{\overline{X}}(\log D)$ be the Zariski sheaf on $\overline{X}$ of absolute Kähler differentials on $X$ with logarithmic poles along $D_{\text{red}}$ (see Definition 5.6). We write $\Omega^r_{\overline{X}}(\log D)$ for its $r$-th external power and set

$$\Omega^r_{\overline{X}} = \Omega^1_{\overline{X}}(\log D) \otimes_{\mathcal{O}_{\overline{X}}} \mathcal{O}_{\overline{X}}(-D).$$

The exterior derivative gives rise to the relative de Rham complex

$$\Omega^r_{\overline{X}} : \mathcal{O}_{\overline{X}}(-D) \rightarrow \Omega^1_{\overline{X}} \rightarrow \Omega^2_{\overline{X}} \rightarrow \cdots \rightarrow \Omega^r_{\overline{X}} \rightarrow \cdots.$$ 

For every $r \geq 0$, we have the (brutally) truncated complex

$$\Omega^r_{\overline{X}} : 0 \rightarrow \cdots \rightarrow \Omega^r_{\overline{X}} \rightarrow \cdots \rightarrow \Omega^{r+1}_{\overline{X}} \rightarrow \cdots$$

In this section we show that Theorems 5.9 and 7.3 can be used to construct a cycle map in the derived category $D^{-}(\mathcal{X}_{\text{zar}})$ of bounded above complexes of Zariski sheaves on $\overline{X}$

$$\phi_{DR} : \mathcal{Z}(r)_{\overline{X}} \rightarrow \Omega^r_{\overline{X}},$$

where $\mathcal{Z}(r)_{\overline{X}}$ is the relative motivic complex introduced in (2.2). The induced maps

$$\phi_{DR}^q : \mathbb{H}^q_{\mathcal{M}}(\overline{X}, \mathcal{Z}(r)) \rightarrow \mathbb{H}^q(\mathcal{X}_{\text{zar}}, \Omega^r_{\overline{X}})$$

are called the regulator maps to relative de Rham cohomology.
7.3.2. In what follows all the cohomology groups are taken over the Zariski site. We use the notation $A_*$ to denote a cubical object $A; \Box \to C$ in an abelian category $C$. The associated chain complex is denoted $A_*$ and we write $A_*/(A_*)_{\text{degn}} = (A_*)_{\text{non-degn}}$ for the non-degenerate quotient. In the notations of Section 2, we write

$$X_n = X \times \Box^n \to X_n = X \times (\mathbb{P}^1)^n \supset D_n = D \times (\mathbb{P}^1)^n.$$  

Write $F_n$ for the divisor $X \times ((\mathbb{P}^1)^n - \Box^n)$, $D_n$ for the divisor $D \times (\mathbb{P}^1)^n$ on $Y_n$ and $\pi_n : Y_n \to X$ for the projection. The triple $(Y_n, F_n, D_n)$ satisfies the condition ($\star$) of 5.2.1 and we can consider the complex $\Omega_{Y_n|D_n}(\log F_n)$ on $(Y_n)_{\text{zar}}$.

7.3.3. For a Zariski open subset $\overline{U}$ of $X$, we write $U$ for the intersection $\overline{U} \cap X, \overline{U}_n$ for $\pi_n^{-1}(\overline{U}) \subset Y_n$ and $U_n$ for $\overline{U}_n \cap X_n$. Let $S_U^{r,n}$ be the set of (Zariski) closed subsets of $U_n$ of pure codimension $r$ whose irreducible components are in $C^r(\overline{U}|D \cap \overline{U}, n)$ (cf. Definition 2.2). In particular, for every $V \in C^r(\overline{U}|D \cap \overline{U}, n)$, we have

$$\phi_\overline{U}(D \cap \overline{U} \times (\mathbb{P}^1)^n) \leq \phi(U \times F_n)$$  

where $\overline{V}$ denotes the closure of $V$ in $\overline{U}_n \times (\mathbb{P}^1)^n$. We can therefore apply Theorem 7.3 to get a natural map

$$cl_U^{r,n} : \mathbb{H}^r(\overline{U}|D \cap \overline{U}, n) \to \lim_{W \in S_U^{r,n}} \mathbb{H}^{2r}(\overline{U}_n, \Omega_{Y_n|D_n}^{\geq r}(\log F_n))$$

sending a cycle $\sum_{1 \leq i \leq r} m_i[W_i]$ with $W_i \in C^r(\overline{U}|D \cap \overline{U}, n)$ and $m_i \in \mathbb{Z}$ to

$$\sum_{1 \leq i \leq r} m_i \cdot cl_U^{r} W_i \in \mathbb{H}^{2r}(U_n, \Omega_{Y_n|D_n}^{\geq r}(\log F_n)),$$

where $\overline{W}$ is the Zariski closure of $W = \bigcup_{1 \leq i \leq r} W_i$ in $\overline{U}_n$.

7.3.4. For $i = 1, \ldots, n, \epsilon \in \{0, \infty\}$, let $i_{\epsilon,*}^{n,i}$ denote the inclusion of the face of codimension 1 in $U \times \Box^n$ given by the equation $y_i = \epsilon$. Lemma 7.4 shows then that the diagram

$$
\begin{array}{ccc}
\mathbb{H}^r(\overline{U}|D \cap \overline{U}, n) & \xrightarrow{\lim_{W \in S_U^{r,n}}} & \mathbb{H}^{2r}(\overline{U}_n, \Omega_{Y_n|D_n}^{\geq r}(\log F_n)) \\
\downarrow[i_{\epsilon,*}^{n,i}] & & \downarrow[i_{\epsilon,*}^{n,i}] \\
\mathbb{H}^r(\overline{U}|D \cap \overline{U}, n - 1) & \xrightarrow{\lim_{W \in S_U^{r,n-1}}} & \mathbb{H}^{2r}(\overline{U}_{n-1}, \Omega_{Y_{n-1}|D_{n-1}}^{\geq r}(\log F_{n-1}))
\end{array}
$$

is commutative, where the left vertical map $i_{\epsilon,*}^{n,i}$ denotes the pullback of cycles along $i_{\epsilon,*}^{n,i}$ and the right vertical $i_{\epsilon,*}^{n,i}$ denotes the pullback of differentials along the same map.

The map $cl_U^{r,n}$ is then contravariant for face maps, giving rise to a natural map of cubical objects of complexes

$$\mathbb{H}^r(\overline{U}|D \cap \overline{U}, *)[-2r] \xrightarrow{cl_U^{r,*}} \lim_{W \in S_U^{r,n}} \mathbb{H}^{2r}(U_*, \Omega_{Y_*|D_*}^{\geq r}(\log F_*))[-2r].$$

Lemma 7.5. Let $i$ be a positive integer. The natural map

$$\Omega_{X|D}^i = \Omega_{X}^i(\log D)(-D) \to \mathbb{R}(\pi_i)_* \Omega_{X|D}^i(\log F_i)$$

is an isomorphism in $D^-(X_{\text{zar}})$. 
Proof. The proof is by induction on $n$. The case $n = 1$ follows from Proposition 6.3, applied in the case $m = 1$ and $H$ the $k$-rational point $y = 1$ in $\mathbb{P}^1$. For $i = 1, \ldots, n$, we denote by $F^n_{i,1}$ the face $y_i = 1$ of the closed box $(\mathbb{P}^1)^n$. Let $\phi : (\mathbb{P}^1)^n \to (\mathbb{P}^1)^{n-1}$ be the projection to the last $(n - 1)$ factors. Note that $D_n = \phi^*(D_{n-1})$ and $F_n = F^n_{1,1} + \phi^*(F_{n-1}).$

By Proposition 6.3 applied to $Y_{n-1} \times \mathbb{P}^1 \xrightarrow{\phi} Y_{n-1}$, together with the derived projection formula, we get then

$$(7.13) \quad \lim\limits_{\tau} \Omega^n_{Y_{n-1}}(\log D_{n-1} + F_{n-1})(-D_{n-1}) \xrightarrow{\sim} \mathbb{R}(\phi)_* (\Omega^n_{Y_{n}}(\log(\phi^*(D_{n-1} + F_n) + F^{n}_{1,1}))(D_n)).$$

Applying $\mathbb{R}(\pi_{n-1})_*$ to (7.13), the claim follows from the induction assumption.

7.3.5. Let $I_n(r)^*$ be the Godement resolution of the complex $\Omega_{Y_{n}|D_n}(\log F_n)$ on $(Y_n)_{\text{zar}}$. By functoriality of Godement resolutions, $I_n(r)^*$ has a natural structure of cubical object in the category of complexes making the canonical map $\Omega_{Y_{n}|D_n}(\log F_n) \to I_n(r)^*$ a morphism of cubical objects.

Let $U_n$ be a closed subscheme of $Y_n$ of pure codimension $r$ and let $\tau_{\leq 2r} \Gamma_{\mathbb{P}^1(U_n, I_n(r)^*)}$ be the canonical (good) truncation of $\Gamma_{\mathbb{P}^1(U_n, I_n(r)^*)}$. By (7.6), we have

$$(7.14) \quad \lim_{\substack{\text{w} \in S^r_{U_n}}} \tau_{\leq 2r} \Gamma_{\mathbb{P}^1(U_n, I_n(r)^*)} \xrightarrow{\alpha_{r,n}} \lim_{\substack{\text{w} \in S^r_{U_n}}} \mathbb{H}^{2r}_{\mathbb{P}^1}(U_n, \Omega_{Y_{n}|D_n}^{\geq r}(\log F_n))[-2r]$$

are quasi-isomorphisms, both compatible with the cubical structure.

Remark 7.6. The complex $I_n(r)^* = I_n(r)^*(\mathbb{X}, D)$ is contravariantly functorial in the pair $(\mathbb{X}, D)$, where by a morphism of pairs $(\mathbb{X}, D) \to (\mathbb{X}', D')$ we mean a morphism of schemes $f : \mathbb{X} \to \mathbb{X}'$ such that $f^*(D')$ is defined and $f^*(D') \leq D$ as Cartier divisors on $\mathbb{X}$.

7.3.6. Combining (7.14) and (7.12), we have a diagram of complexes

$$(7.15) \quad \begin{array}{ccc}
\mathbb{Z}^r(U|D \cap U, n)[-2r] & \xrightarrow{\alpha_{r,n}} & \lim_{\substack{\text{w} \in S^r_{U_n}}} \mathbb{H}^{2r}_{\mathbb{P}^1}(U_n, \Omega_{Y_{n}|D_n}^{\geq r}(\log F_n))[-2r] \\
\beta_{r,n} & & \\
\lim_{\substack{\text{w} \in S^r_{U_n}}} \tau_{\leq 2r} \Gamma_{\mathbb{P}^1}(U_n, I_n(r)^*) & \xrightarrow{\beta_{r,n}} & \Gamma(U_n, I_n(r)^*)
\end{array}$$

where $\beta_{r,n}$ is the canonical map “forget supports”. Since all the morphisms are contravariant for face maps, we get a diagram of cubical objects of complexes

$$(7.16) \quad \begin{array}{ccc}
\mathbb{Z}^r(U|D \cap U, *)[-2r] & \xrightarrow{\alpha_{r,*}} & \lim_{\substack{\text{w} \in S^r_{U}}} \mathbb{H}^{2r}_{\mathbb{P}^1}(U, \Omega_{Y_{*}|D_*}^{\geq r}(\log F_*))[-2r] \\
\beta_{r,*} & & \\
\lim_{\substack{\text{w} \in S^r_{U}}} \tau_{\leq 2r} \Gamma_{\mathbb{P}^1}(U, I_*(r)^*) & \xrightarrow{\beta_{r,*}} & \Gamma(U, I_*(r)^*)
\end{array}.$$
Let \( \text{Tot}(\tau_{\leq 2r} \Gamma_{S_U}^r((U_*, \mathcal{I}_s(r)^*)) \) be the total complex of the non-degenerate associated complex

\[
\lim_{W \in S_U^r} \frac{\tau_{\leq 2r} \Gamma_W^r(U_*, \mathcal{I}_s(r)^*)}{\tau_{\leq 2r} \Gamma_W^r(U_*, \mathcal{I}_s(r)^*)}_{\text{deg}}
\]

and let

\[
\alpha^{r,*}: \text{Tot}(\tau_{\leq 2r} \Gamma_{S_U}^r((U_*, \mathcal{I}_s(r)^*)) \to \lim_{W \in S_U^r} (\mathbb{H}^{2r}_f(U_*, \Omega^r_{X,D}(\log F_s))[-2r])_{\text{non-deg}} \cong F_{*,r}
\]

be the induced morphism. Since the maps \( \alpha^{r,*} \) are quasi-isomorphisms for every \( n \), the same holds for \( \alpha^{r,*} \).

Let \( \Omega_{X,D}^{\geq r} \to \mathcal{I}(r)^* \) be the Godement resolution of the relative de Rham complex \( \Omega_{X,D}^{\geq r} \) on \( X \) and let \( \gamma \) be the inclusion to the factor at \( * = 0 \)

\[
\mathcal{I}(r)^* \xrightarrow{\gamma} \Gamma(U_*, \mathcal{I}_s(r)^*)
\]

By Lemma 7.5, the induced map

\[
\mathcal{I}(r)^* \xrightarrow{\gamma} \text{Tot}(\Gamma(U_*, \mathcal{I}_s(r)^*)) = \Gamma(U_*, \mathcal{I}_s(r)^*)
\]

is a quasi-isomorphism. Combining it with the previously constructed maps we get a diagram of complexes

\[
\begin{array}{ccc}
\mathbb{H}^{2r}_f(U_*, \Omega^r_{X,D}(\log F_s))[-2r] & \xrightarrow{\delta^{r,*}} & F_{*,r} \\
\downarrow \alpha^{r,*} & & \downarrow \gamma \\
\text{Tot}(\Gamma(U_*, \mathcal{I}_s(r)^*)) & \xrightarrow{\delta^{r,*}} & \Gamma(U_*, \mathcal{I}_s(r)^*)
\end{array}
\]

that sheafified on \( X_{\text{zar}} \) gives the desired map (7.10)

\[
\phi_{\text{DR}}: Z(r)_{X,D} \to \Omega_{X,D}^{\geq r}.
\]

**Remark 7.7.** The strategy used to construct regulator map (7.10), that relies on the existence of a functorial flasque resolution of the relative de Rham complexes \( \Omega_{Y_n|D_n}^{\geq r}(\log F_n) \) is due to Sato, taken from [39, 3.5-3.10].

### 7.4. Compatibility with proper push forward

Let \( (Y, F, D) \) and \( (Y', F', D') \) be two triples satisfying the condition (*) of 5.2.1 and let \( f: (Y', F', D') \to (Y, F, D) \) be an admissible proper morphism between the triples \( (Y', F', D') \) and \( (Y, F, D) \) (see §5.5). Suppose that \( f \) is either a closed immersion or a smooth morphism. The Gysin map of Lemma 5.14 can be turned into a map of complexes

\[
f_*: Rf_* \Omega_{Y'|D'}^{p+n}(\log F')[n] \to \Omega_{Y|D}^{p+n}(\log F)
\]

where \( n = \dim Y - \dim Y' \). We can show this by the same method of [22, II.5] (see also [23, Prop. 2.2]). It induces a map of the relative de Rham cohomology groups with supports

\[
f_*: \mathbb{H}_f^{2r}(Y', \Omega_{Y'|D'}^{\geq r}(\log F')) \to \mathbb{H}_f^{2r}(Y, \Omega_{Y|D}^{\geq r}(\log F))
\]

that is compatible with the fundamental class of Theorem 7.3, namely

\[
f_*c^{f|D}_DR(W) = c^{f|D}_DR(f_*([W]))
\]

where the equality (7.16) follows from (5.22) and the fact that the fundamental class of a cycle is a cohomology class of a closed form (see Remark 5.1).
7.4.1. We resume the notations of Section 2 and 7.3.2. Let $f : \overline{X} \to \overline{X}$ be a proper morphism between smooth varieties over $k$ that is either a closed immersion or a smooth morphism. Let $D'$ and $D$ be effective Cartier divisors such that $D'_{\text{red}}$ and $D_{\text{red}}$ are simple normal crossing. Write $X' = \overline{X} - D'$ (resp. $X = \overline{X} - D$) for the open complement. Suppose for simplicity that $D' = f^*D$. The map of cubical complexes

$$\mathcal{Z}(U | D \cap U, \star)[-2r] \xrightarrow{cl^{r}_{U, \star}} \lim_{W \in S^{r}_{U, \star}} H^{2r}(U_{\star}, \Omega^{\geq r}_{Y_{\star}|D_{\star}}(\log F_{\star}))[-2r]$$

classified in 7.3.4 is compatible with the pushforward (7.15). This can be used to show that the regulator map constructed in Section 7.3 is compatible with the proper pushforward, i.e. that the diagram

$$\begin{align*}
\mathcal{Z}(r')_{\overline{X}|D'} & \xrightarrow{\phi_{DR}} \Omega^{\geq r'}_{\overline{X}|D'} \\
\downarrow f^* & \quad \quad \quad \quad \quad \downarrow f^* \\
\mathcal{Z}(r)_{\overline{X}|D} & \xrightarrow{\phi_{DR}} \Omega^{\geq r}_{\overline{X}|D}
\end{align*}$$

is commutative.
8. Regulator maps to relative Deligne cohomology

In this section we work over the base field $k = \mathbb{C}$. For an algebraic variety $Y$ over $\mathbb{C}$, write $\mathcal{O}_Y$ for the analytic sheaf of holomorphic functions on $Y$ and $\Omega^1_Y$ for the sheaf of holomorphic $i$-th differential forms.

8.1. Relative Deligne complex. Let $\overline{X}$ be a smooth variety over $\mathbb{C}$ and let $D \subset \overline{X}$ be an effective Cartier divisor on $\overline{X}$ such that the reduced part $D_{red}$ is simple normal crossing. Let $j: X = \overline{X} - D \hookrightarrow \overline{X}$ be the open complement. Write $\Omega^i_{\overline{X}}(\log D)$ for the sheaf of meromorphic $i$-th differential forms on $\overline{X}_{an}$ that are holomorphic on $X$ and with at most logarithmic poles along $D_{red}$. Resuming the notations of 7.3, we write

$$\Omega^i_{\overline{X}|D} = \Omega^i_{\overline{X}}(\log D) \otimes_{\mathcal{O}_{\overline{X}}} \mathcal{O}_{\overline{X}}(-D),$$

and $\Omega^i_{\overline{X}|D}$ for the (analytic) de Rham complex. Let $\mathbb{C}_X$ denote the constant sheaf $\mathbb{C}$ on $X_{an}$.

Lemma 8.1. Assume $D$ is a reduced simple normal crossing divisor on $\overline{X}$. Then the canonical map $j!\mathbb{C}_X \to \Omega^i_{\overline{X}|D}$ is a quasi-isomorphism.

Proof Write $D_1, \ldots, D_n$ for the irreducible components of $D$. We use the strategy of the proof of Proposition 6.3, doing induction on $n$. If $n = 0$ the assertion is clear. Write $I = \{1, \ldots, n\}$ and for each $1 \leq a \leq n$ define

$$D^{[a]} = \bigcap_{\{i_1, \ldots, i_a\} \subset I} D_{i_1} \cap \cdots \cap D_{i_a},$$

where $\{i_1, \ldots, i_a\} \subset I$ range over all pairwise distinct indices. Then $D^{[a]}$ is the disjoint union of smooth varieties and we have a canonical finite morphism

$$i_a: D^{[a]} \to \overline{X} \quad \text{for } a \geq 1.$$

The lemma follows then from the standard exact sequences

$$0 \to j!\mathbb{C}_X \to \mathbb{C}_{\overline{X}} \to (i_1)_!\mathbb{C}_{D^{[1]}} \to (i_2)_!\mathbb{C}_{D^{[2]}} \to \cdots,$$

$$0 \to \Omega^i_{\overline{X}|D} \to \Omega^i_{\overline{X}} \to (i_1)_!\Omega^i_{D^{[1]}} \to (i_2)_!\Omega^i_{D^{[2]}} \to \cdots.$$ 

Remark 8.2. By Lemma 6.1, in characteristic 0 the relative de Rham complex $\Omega^i_{\overline{X}|D}$ is independent from the multiplicity of $D$. Lemma 8.1 gives then

$$j!\mathbb{C}_X \simeq \Omega^i_{\overline{X}|D_{red}} \simeq \Omega^i_{\overline{X}|D}$$

where $\Omega^i_{\overline{X}|D_{red}}$ is defined as $\Omega^i_{\overline{X}|D}$ with $D$ replaced by $D_{red}$.

8.1.1. Let $Y, X, F, D$ be as in 5.2.1 and write

$$X = Y - (F + D) \hookrightarrow \overline{X} = Y - F \hookrightarrow Y.$$

On $Y_{an}$ we have the relative de Rham complex $\Omega^i_Y|D_{log} F)$ and the truncated subcomplex $\Omega^i_Y|D_{log} F)$. Write $\Omega^i_Y|D_{log} F)$ for the variant of $\Omega^i_Y|D_{log} F)$ with $D$ replaced by $D_{red}$.

Lemma 8.3. We have a natural isomorphism in $D^b(Y_{an})$

$$(8.1) \quad \beta: \mathbb{R}\tau_* j!\mathbb{C}_X \simeq \Omega^i_Y|D_{red}_{log} F).$$

Proof By Lemma 8.1 we have a functorial quasi-isomorphism

$$j!\mathbb{C}_X \simeq \Omega^i_{\overline{X}|D_{red}}$$

and pushing forward along $\tau$ one has the quasi-isomorphisms

$$\mathbb{R}\tau_* \Omega^i_{\overline{X}|D_{red}} \simeq \tau_* \Omega^i_{\overline{X}|D_{red}} \simeq \Omega^i_Y|D_{red} F)$$

where the canonical map $\Omega^i_Y|D_{red} F) \hookrightarrow \tau_* \Omega^i_{\overline{X}|D_{red} F}$ is a quasi-isomorphism by using the same argument as [10, II, Lemme 6.9].
For every integer \( r \geq 0 \), write \( \mathbb{Z}(r)_X \) for the constant sheaf \((2i\pi)^r \mathbb{Z} \subset \mathcal{C} \) on \( X_{\text{an}} \). We define the relative Deligne complex for the triple \((Y, F, D)\) as the object in the bounded derived category \( D^b(Y_{\text{an}}) \) given by
\[
(8.2) \quad Z(r)_{Y,F,D} = \text{Cone}[\mathbb{R}^s j_* \mathbb{Z}(r)_X \oplus \Omega^r_{Y,D}(\log F) \overset{\sim}{\longrightarrow} \mathbb{R}^s j_* \mathbb{C}_X][1],
\]
where \( \epsilon \) is induced by \( \mathbb{Z}(r)_X \hookrightarrow \mathbb{C}_X \) and \( \gamma \) is the composite
\[
\Omega^r_{Y,D}(\log F) \to \mathbb{R}^s j_* \mathbb{Z}(r)_X \oplus \Omega^r_{Y,D}(\log F) \overset{\beta}{\sim} \mathbb{R}^s j_* \mathbb{C}_X,
\]
where the last isomorphism \( \beta \) is defined in (8.1). We have then a natural distinguished triangle in \( D^b(Y_{\text{an}}) \):
\[
(8.3) \quad Z(r)_{Y,F,D} \to \mathbb{R}^s j_* \mathbb{Z}(r)_X \oplus \Omega^r_{Y,D}(\log F) \to \mathbb{R}^s j_* \mathbb{C}_X 
\]
\[\xrightarrow{\sim}\].

**Remark 8.4.** We note that the map \( \gamma \) is a priori defined only at the level of the derived category. However, after replacing \( \Omega^r_{X,D} \) with a functorial resolution \( \Omega^r_{X,D_{\text{red}}} \to \Omega^r_{X,D} \), we can lift it to an actual morphism of complexes.

8.1.2. Let \( W \in C^r(Y, F, D) \) and write \( \overline{W} \) for its closure in \( Y \). By definition, \( W \) is a closed subvariety of \( X \) of codimension \( r \) whose closure \( \overline{W} \) in \( Y \) satisfies the modulus condition (5.5). As noted in after Definition 5.5, the condition implies that
\[
\overline{W} \cap (Y - F) \cap D = \emptyset
\]
and that \( W \) is closed in \( \overline{W} = Y - F \). Therefore, the localization exact sequence for \( X \hookrightarrow \overline{X} \) gives the isomorphism
\[
H^i_{\overline{W}, \overline{X}}(X_{\text{an}}, j_! \mathbb{Z}(r)_X) \overset{\sim}{\longrightarrow} H^i_W(X_{\text{an}}, Z(r)_X).
\]
In particular, we have
\[
H^i_{\overline{W}, \overline{X}}(X_{\text{an}}, R^s j_* \mathbb{Z}(r)_X) \overset{\sim}{\longrightarrow} H^i_W(X_{\text{an}}, Z(r)_X),
\]
so that purity for the Betti cohomology implies
\[
H^i_{\overline{W}, \overline{X}}(X_{\text{an}}, R^s j_* \mathbb{Z}(r)_X) = 0 \quad \text{for} \quad i < 2r,
\]
and that for \( i = 2r \) we have the Betti fundamental class
\[
l^r_W(W) \in H^r_{\overline{W}}(X_{\text{an}}, R^s j_* \mathbb{Z}(r)_X) = H^{2r}_W(X_{\text{an}}, Z(r)_X),
\]
obtained by the fundamental class of \( W \) in \( H^r_{\overline{W}}(X_{\text{an}}, Z) \) after multiplication by \((2i\pi)^r\).

**Theorem 8.5.** For \( W \in C^r(Y, F, D) \) we have
\[
H^q_{\overline{W}}(X_{\text{an}}, Z(r)_{Y,F,D}) = 0 \quad \text{for} \quad q < 2r
\]
and there is a unique element, called the fundamental class of \( W \) in the relative Deligne cohomology,
\[
l^r_W(W) \in \mathbb{H}^{2r}_{\overline{W}}(Y_{\text{an}}, Z(r)_{Y,F,D})
\]
which maps to \((l^r_W(W), l^r_{DR}(W))\) under the (injective) map
\[
\mathbb{H}^{2r}_{\overline{W}}(Y_{\text{an}}, Z(r)_{Y,F,D}) \to \mathbb{H}^{2r}_{\overline{W}}(Y_{\text{an}}, R^s j_* \mathbb{Z}(r)_X) \oplus \mathbb{H}^{2r}_{\overline{W}}(Y_{\text{an}}, \Omega^{2r}_{Y,D}(\log F))
\]
arising from (8.2), where \( l^r_{DR}(W) \in \mathbb{H}^{2r}_{\overline{W}}(Y_{\text{an}}, \Omega^{2r}_{Y,D}(\log F)) \) is the de Rham fundamental class of Theorem 7.3.

**Proof** From (8.3) we have the long exact sequence
\[
\mathbb{E}^{i-1}_{\overline{W}}(Y_{\text{an}}, R^s j_* \mathbb{C}) \to \mathbb{E}^i_{\overline{W}}(Y_{\text{an}}, Z(r)_{Y,F,D}) \to \mathbb{E}^i_{\overline{W}}(Y_{\text{an}}, R^s j_* \mathbb{Z}(r)_X) \oplus \mathbb{E}^i_{\overline{W}}(Y_{\text{an}}, \Omega^{2r}_{Y,D}(\log F)) \to \mathbb{E}^i_{\overline{W}}(Y_{\text{an}}, R^s j_* \mathbb{C}_X).
\]
Recall that by (7.6) we have the vanishing
\[
H^i_{\overline{W}}(Y_{\text{an}}, \Omega^{2r}_{Y,D}(\log F)) = 0 \quad \text{for} \quad i < 2r,
\]
so that the first assertion follows from (8.9) and (8.5), proving at the same time the injectivity of (8.8).

To prove the second assertion, it suffices to show that \(cl'_B(W)\) and \(cl'_{DR}(W)\) have the same image in \(\mathbb{H}^{2r}_{W}(Y_{an},R\tau_*j!\mathbb{C})\), giving rise to a unique element in \(\mathbb{H}^{2r}_{W}(Y_{an},\mathbb{Z}(r)_{(Y,F,D)}\)), that we denote \(cl'_D(W)\).

Note that pulling back along the inclusion \(i_X : X \to Y\) gives rise to a commutative diagram

\[
\begin{array}{c}
\mathbb{H}^{2r}_{W}(Y_{an},\mathbb{R}\tau_*j!\mathbb{Z}(r)_X) \oplus \mathbb{H}^{2r}_{W}(Y_{an},\Omega^{2r}_{Y|D}(\log F)) & \to & \mathbb{H}^{2r}_{W}(Y_{an},\mathbb{R}\tau_*j!\mathcal{C}_X) \\
\downarrow i_X & & \downarrow \cong \\
\mathbb{H}^{2r}_{W}(X_{an},\mathbb{Z}(r)_X) \oplus \mathbb{H}^{2r}_{W}(X_{an},\Omega^{2r}_{X}) & & \mathbb{H}^{2r}_{W}(X_{an},\mathbb{C}_X).
\end{array}
\]

where the right vertical map is an isomorphism by (8.4). As noticed in [13, Remark 6.4(b)], the fundamental classes

\[cl'_B(W) \in \mathbb{H}^{2r}_{W}(X_{an},\mathbb{Z}(r)_X) \quad \text{and} \quad cl'_{DR}(W) \in \mathbb{H}^{2r}_{W}(X_{an},\Omega^{2r}_{X})\]

have the same image in \(\mathbb{H}^{2r}_{W}(X_{an},\Omega^{2r}_{X}) \cong \mathbb{H}^{2r}_{W}(X_{an},\mathbb{C})\). The claim follows then from the fact that, by Theorem 5.9, the class \(cl'_D(W) \in \mathbb{H}^{2r}_{W}(Y_{an},\Omega^{2r}_{Y|D}(\log F))\) maps, via the pullback along \(i_X\), to the class \(cl'_{DR}(W)\).

8.2. The construction of the regulator map.

8.2.1. We introduce a relative version \(\mathbb{Z}(r)_{\mathbb{X}|D}\) of the Deligne complex on \(\mathbb{X}\):

\[(8.10) \quad \mathbb{Z}(r)_{\mathbb{X}|D} : j!\mathbb{Z}(r)_X \to \mathcal{O}_{\mathbb{X}}(-D) \to \Omega^{1}_{\mathbb{X}|D} \to \cdots \to \Omega^{r-1}_{\mathbb{X}|D},\]

where \(j!\mathbb{Z}(r)_X\) is put in degree zero and the map \(j!\mathbb{Z}(r)_X \to \mathcal{O}_{\mathbb{X}}(-D)\) is obtained by adjunction from the canonical inclusion \(\mathbb{Z}(r)_X \to \mathcal{O}_X\). The hypercohomology groups

\[\mathbb{H}^{r}_{D}(\mathbb{X}|D,\mathbb{Z}(r)) = \mathbb{H}^{r}(\mathbb{X}_{an},\mathbb{Z}(r)_{\mathbb{X}|D})\]

are called the relative Deligne cohomology groups for the pair \((\mathbb{X}, D)\). By Lemmas 8.1 and 6.1, the definition of \(\mathbb{Z}(r)_{\mathbb{X}|D}\) implies the following

**Lemma 8.6.** Let \(r \geq 0\) and let \(\Omega^{2r}_{\mathbb{X}|D}\) be the \(r\)-th (brutally) truncated subcomplex of \(\Omega^{\leq r}_{\mathbb{X}|D}\). Then there is a natural distinguished triangle in \(D^b(\mathbb{X}_{an})\)

\[\mathbb{Z}(r)_{\mathbb{X}|D} \to j!\mathbb{Z}(r)_X \oplus \Omega^{2r}_{\mathbb{X}|D} \to j!\mathcal{C}_X \to .\]

**Example 1.** For \(r = 0\) we have \(\mathbb{Z}(0)_{\mathbb{X}|D} = j!\mathbb{Z}_X\), so that \(H^r_{D}(\mathbb{X}|D,\mathbb{Z}(0)) = H^r(X,\mathbb{Z})\) is nothing but Betti cohomology with compact support.

For \(r = 1\), let \(\mathcal{O}^{\times}_{\mathbb{X}|D}\) (resp. \(\mathcal{O}^{\times}_{D}\)) denote the sheaf of invertible holomorphic functions on \(\mathbb{X}\) (resp. on \(D\)) and let \(\mathcal{O}^{\times}_{\mathbb{X}|D}\) be the kernel of the restriction map

\[1 \to \mathcal{O}^{\times}_{\mathbb{X}|D} \to \mathcal{O}^{\times}_{\mathbb{X}} \to \mathcal{I}_D \to \mathcal{O}^{\times}_D \to 1,\]

where \(\mathcal{I}_D : D \to \mathbb{X}\) is the closed immersion. Then the complex \(\mathbb{Z}(1)_{\mathbb{X}|D}\) is quasi isomorphic to \(\mathcal{O}^{\times}_{\mathbb{X}|D}[-1]\) via the exponential map. In particular, one has

\[H^2_{D}(\mathbb{X}|D,\mathbb{Z}(1)) \cong \text{Pic}(\mathbb{X}|D).\]
8.2.2. In this section we construct a cycle map in the derived category $D^-(\overline{\mathcal{X}}_{an})$ of bounded above complexes of analytic sheaves on $\overline{\mathcal{X}}$

\[(8.11)\]

\[\phi_D: \epsilon^*\mathcal{Z}(r)\overline{\mathcal{X}}|D \to \mathcal{Z}(r)\mathcal{P}|\overline{\mathcal{X}}|D.\]

where $\mathcal{Z}(r)\overline{\mathcal{X}}|D$ is the relative motivic complex of (2.2) and $\epsilon: \overline{\mathcal{X}}_{an} \to \overline{\mathcal{X}}_{zar}$ is the map of sites. The induced maps

\[\phi_B^D: H^q_D(\overline{\mathcal{X}}|D, \mathcal{Z}(r)) \to H^q_B(\overline{\mathcal{X}}|D, \mathcal{Z}(r))\]

are called the regulator maps to relative Deligne cohomology.

In the notations of Section 2 and 7.3.2, we write again for $n \geq 0$

\[X_n = X \times \square^n \to \overline{\mathcal{X}}_n = \overline{\mathcal{X}} \times \square^n \to Y_n = \overline{\mathcal{X}} \times (\mathbb{P}^1)^n \supset D_n = D \times (\mathbb{P}^1)^n.\]

Let $F_n$ be the divisor $\overline{\mathcal{X}} \times ((\mathbb{P}^1)^n - \square^n)$, $D_n$ the divisor $D \times (\mathbb{P}^1)^n$ on $Y_n$ and $\pi_n: Y_n \to \overline{\mathcal{X}}$ the projection. Let $\mathcal{Z}(r)\mathcal{P}|(Y_n,F_n,D_n)$ be the sheaf on $(Y_n)_{an}$ defined as $\mathcal{Z}(r)\mathcal{P}|(Y,F,D)$ for the triple $(Y,F,D) = (Y_n,F_n,D_n)$. The analogue of Lemma 7.5 is given by

**Lemma 8.7.** Let $i$ be a positive integer. The natural map

\[\mathcal{Z}(r)\mathcal{P}|\overline{\mathcal{X}}|D \xrightarrow{j_i} \mathcal{R}(\pi_n)_*\mathcal{Z}(r)\mathcal{P}|(Y_n,F_n,D_n),\]

is an isomorphism in $D^-(\overline{\mathcal{X}}_{an})$.

**Proof** By Lemma 8.6 and (8.3), the statement follows from the natural isomorphism

\[\Omega^q_X(\log D)(-D) \to \mathcal{R}(\pi_n)_*\Omega^q_{X_n}|D_n(\log F_n) \quad \text{for } i > 0,
\]

given by Lemma 7.5, and from the isomorphism

\[(8.12)\]

\[j_i\mathcal{Z}_X \xrightarrow{\sim} \mathcal{R}(\pi_n)_*(j_n)_i\mathcal{Z}_{X_n} \quad \text{with } \pi_n: \overline{\mathcal{X}}_n = \overline{\mathcal{X}} \times \square^n \to \overline{\mathcal{X}},\]

which follows from the homotopy invariance for the Betti cohomology, where $j_n: X_n \to \overline{\mathcal{X}}_n$ denotes the open immersion.

The method developed in 7.3 applies, *mutatis mutandis*, to this setting, using the fundamental class in relative Deligne cohomology constructed in Theorem 8.5 and Lemma 8.7 in place of Lemma 7.5. This gives rise to the natural map (8.11). The same argument (this time using the fundamental class (8.6) in Betti cohomology and (8.12) in place of Lemma 7.5) provides a cycle map in $D^-(\overline{\mathcal{X}}_{an})$

\[(8.13)\]

\[\phi_B: \epsilon^*\mathcal{Z}(r)\overline{\mathcal{X}}|D \to j_i\mathcal{Z}(r)\overline{\mathcal{X}},\]

whose induced maps in cohomology will be called regulator maps to Betti cohomology.

**Remark 8.8.** By construction, we have the following commutative square of distinguished triangles in $D^-(\overline{\mathcal{X}}_{an})$

\[
\begin{array}{ccc}
\epsilon^*\mathcal{Z}(r)\overline{\mathcal{X}}|D & \xrightarrow{\Delta} & \epsilon^*\mathcal{Z}(r)\overline{\mathcal{X}}|D \oplus \epsilon^*\mathcal{Z}(r)\overline{\mathcal{X}}|D \\
\phi_D & \downarrow & \phi_D \oplus \phi_{DR} \\
\mathcal{Z}(r)\mathcal{P}|\overline{\mathcal{X}}|D & \to & j_i\mathcal{Z}(r)\overline{\mathcal{X}} \oplus \Omega^\infty_{\overline{\mathcal{X}}|D} \\
\phi_B & \downarrow & \\
j_i\mathcal{C}_X & \to & j_i\mathcal{C}_X
\end{array}
\]

where $\Delta$ is the diagonal and $\delta$ is the difference of identity maps, and the lower distinguished triangle comes from Lemma 8.6.
9. The Abel-Jacobi map for relative Chow groups

9.1. Relative intermediate Jacobians.

9.1.1. We resume the setting of 8. Let \( X \) be a smooth variety over \( \mathbb{C} \) equipped with an open embedding \( X \to \overline{X} \) into a smooth proper variety \( \overline{X} \) such that \( X \) is the complement of an effective Cartier divisor \( D \), with \( D_{\text{red}} \) a simple normal crossing. By definition, the relative Deligne complex (8.10) fits into the distinguished triangle in \( D^b(X_{\text{an}}) \)

\[
\Omega^{q,r}_{\overline{X}/D}[-1] \to \mathbb{Z}(r)_{\overline{X}/D} \to j_!\mathbb{Z}(r)_X \xrightarrow{+} \]

from which we get an exact sequence

\[
0 \to E^{q-1,r}_{\overline{X}/D} \to H^q_D(\overline{X}|D, \mathbb{Z}(r)) \to H^q(\overline{X}_{\text{an}}, j_!\mathbb{Z}(r)_X),
\]

where \( E^{q-1,r}_{\overline{X}/D} \) is defined to be the cokernel

\[
E^{q,r}_{\overline{X}/D} = \text{Coker}(H^q(\overline{X}_{\text{an}}, j_!\mathbb{Z}(r)_X) \to H^q(\overline{X}_{\text{an}}, \Omega^{q,r}_{\overline{X}/D})).
\]

By Theorem 8.5, we have a commutative diagram

\[
\begin{array}{ccc}
H^q_M(\overline{X}|D, \mathbb{Z}(r)) & \xrightarrow{\phi_B^{q,r}} & H^q_D(\overline{X}|D, \mathbb{Z}(r)) \\
\downarrow \phi_B^{q,r}_D & & \downarrow \\
E^{q-1,r}_{\overline{X}/D} & \xrightarrow{\phi^{q,r}_{\overline{X}/D}} & H^q(\overline{X}_{\text{an}}, j_!\mathbb{Z}(r)_X)
\end{array}
\]

Thus we get the induced map

\[
\rho^{q,r}_{\overline{X}/D}: H^q_M(\overline{X}|D, \mathbb{Z}(r))_{\text{hom}} \to E^{q-1,r}_{\overline{X}/D}
\]

where \( H^q_M(\overline{X}|D, \mathbb{Z}(r))_{\text{hom}} \) is, by definition, the kernel of the regulator map to Betti cohomology \( \phi^{q,r}_B \).

9.1.2. Particularly interesting is the case \( q = 2r \). We write \( J^{2r}_{\overline{X}/D} \) for \( E^{2r-1,r}_{\overline{X}/D} \) and we call it the \( r \)-th relative intermediate Jacobian (for the pair \( \overline{X}, D \)). By Theorem 3.3, we have a natural map

\[
\text{CH}^r(\overline{X}|D) \to H^{2r}_M(\overline{X}|D, \mathbb{Z}(r)),
\]

where \( \text{CH}^r(\overline{X}|D) \) is the relative Chow group of codimension \( r \) cycles on \( \overline{X} \). The morphism \( J^{2r}_{\overline{X}/D} \) of (9.2) induces a map

\[
\rho^{2r}_{\overline{X}/D}: \text{CH}^r(\overline{X}|D)_{\text{hom}} \to J^{2r}_{\overline{X}/D}
\]

that we call the relative Abel-Jacobi map.

**Lemma 9.1.** Let the notation be as above and assume that \( D \) is a reduced normal crossing divisor on \( \overline{X} \). Then the Hodge to de Rham spectral sequence

\[
E_1 = H^b(\overline{X}_{\text{an}}, \Omega^a_{\overline{X}/D}) \Rightarrow H^{a+b}(\overline{X}_{\text{an}}, \Omega^b_{\overline{X}/D}) \simeq H^{a+b}(\overline{X}_{\text{an}}, j_!\mathbb{C}_X)
\]

degenerates at the page \( E_1 \) and

\[
F^r H^*(\overline{X}_{\text{an}}, j_!\mathbb{C}_X) = H^*(\overline{X}_{\text{an}}, \Omega^{2r}_{\overline{X}/D})
\]

is the \( r \)-th Hodge filtration for the Hodge structure on \( H^*(\overline{X}_{\text{an}}, j_!\mathbb{C}_X) \).

**Proof.** This follows from the same argument as in the proof of Lemma 8.1, using again the standard exact sequences as in loc. cit.

\[
0 \to j_*\mathbb{C}_X \to \mathbb{C}_{\overline{X}} \to (i_1)_* \mathbb{C}_{D^{[1]}} \to (i_2)_* \mathbb{C}_{D^{[2]}} \to \cdots,
\]

\[
0 \to \Omega^*_{\overline{X}/D} \to \Omega^*_{\overline{X}} \to (i_1)_* \Omega^*_{D^{[1]}} \to (i_2)_* \Omega^*_{D^{[2]}} \to \cdots.
\]
9.1.3. Let \( J^r_{\mathcal{X}/D_{\text{red}}} \) be defined as \( J^r_{\mathcal{X}/D} \) with \( D \) replaced by \( D_{\text{red}} \). By Lemma 9.1, we can write \( J^r_{\mathcal{X}/D_{\text{red}}} \) as quotient
\[
(9.4) \quad J^r_{\mathcal{X}/D_{\text{red}}} = H^{2r-1}(\overline{\mathcal{X}}_{\text{an}}, j! \mathbb{C}_X)/F^r + H^{2r-1}(\overline{\mathcal{X}}_{\text{an}}, j! \mathbb{Z}(r)_X),
\]
where \( F^r = H^{2r-1}(\overline{\mathcal{X}}_{\text{an}}, \Omega^\leq_r^\vee_{\mathcal{X}/D_{\text{red}}}) \) is the \( r \)-th Hodge filtration on \( H^{2r-1}(\overline{\mathcal{X}}_{\text{an}}, j! \mathbb{C}_X) \). By [8, Prop. 2], we further have
\[
H^{2r-1}(\overline{\mathcal{X}}_{\text{an}}, j! \mathbb{C}_X)/F^r + H^{2r-1}(\overline{\mathcal{X}}_{\text{an}}, j! \mathbb{Z}(r)_X) \cong \text{Ext}_{\text{MHS}}(\mathbb{Z}, H^{2r-1}(\overline{\mathcal{X}}_{\text{an}}, j! \mathbb{Z}(r)_X)).
\]
For \( r = 1 \) or \( \dim X \), \( J^r_{\mathcal{X}/D_{\text{red}}} \) is an extension of the Jacobian \( J^r_{\mathcal{X}} \) by a finite product of copies of \( \mathbb{C}^\times \). In the intermediate case, the canonical map
\[
J^r_{\mathcal{X}/D_{\text{red}}} \to J^r_{\mathcal{X}}
\]
is not surjective in general, but \( J^r_{\mathcal{X}/D_{\text{red}}} \) is still a non compact complex Lie group, extension of a complex torus by a product of copies of \( \mathbb{C}^\times \) (see [8, Lemma 6]).

Remark 9.2. When \( D \) is not reduced, the relative intermediate Jacobian \( J^r_{\mathcal{X}/D} \) still has an interpretation as an extension group, but this time in the category of enriched Hodge structure \( E\text{H}S \) defined by Bloch and Srinivas [6].

9.1.4. We note that there is an exact sequence
\[
0 \to U^r_{\mathcal{X}/D} \to J^r_{\mathcal{X}/D} \xrightarrow{\pi} J^r_{\mathcal{X}/D_{\text{red}}} \to 0,
\]
where
\[
U^r_{\mathcal{X}/D} = \text{Ker}(H^{2r-1}(\overline{\mathcal{X}}_{\text{an}}, \Omega^{\leq_r}_{\mathcal{X}/D}) \to H^{2r-1}(\overline{\mathcal{X}}_{\text{an}}, \Omega^{\leq_r}_{\mathcal{X}/D_{\text{red}}})).
\]
The only thing to check is the surjectivity of \( \pi \), which is a consequence of the commutative diagram
\[
\begin{array}{ccc}
H^q(\overline{\mathcal{X}}_{\text{an}}, \Omega^\bullet_{\mathcal{X}/D}) & \xrightarrow{=} & H^q(\overline{\mathcal{X}}_{\text{an}}, \Omega^{\leq_r}_{\mathcal{X}/D}) \\
\downarrow & & \downarrow \\
H^q(\overline{\mathcal{X}}_{\text{an}}, \Omega^\bullet_{\mathcal{X}/D_{\text{red}}}) & \xrightarrow{\alpha} & H^q(\overline{\mathcal{X}}_{\text{an}}, \Omega^{\leq_r}_{\mathcal{X}/D_{\text{red}}})
\end{array}
\]
where the isomorphism comes from Lemma 6.1 and \( \alpha \) is surjective by Lemma 9.1. Thus we may view the map (9.3) as the Abel-Jacobi map with \( \mathbb{G}_a \)-part. An analogous construction has been made in [12] and [6] for Chow groups for singular varieties.

9.2. Universality of Abel-Jacobi maps for zero-cycles with moduli. In this section we prove a universal property of the Abel-Jacobi maps for zero-cycles with moduli (see Theorem 9.5). It is an analogue of [12, Th.4.1] where a similar property is shown for Abel-Jacobi maps for zero-cycles on singular varieties. We also note that it is a Hodge theoretic analogue of [37, Th.3.29] (cf. also [27]).

9.2.1. Let the notation be as in §8.1 with \( d = \dim(X) \). We consider the Abel-Jacobi map
\[
\rho^\circ_{\mathcal{X}/D} : A_0(\overline{\mathcal{X}}|D) \to J^d_{\mathcal{X}/D},
\]
where \( A_0(\overline{\mathcal{X}}|D) = \text{CH}^d(\overline{\mathcal{X}}|D)_{\text{hom}} \) is the degree-0 part of the Chow group \( \text{CH}^d(\overline{\mathcal{X}}|D) \) of zero cycles with modulus \( D \). Recall (cf. (3.3))
\[
(9.7) \quad \text{CH}^d_0(\overline{\mathcal{X}}|D) = \text{Coker}( \bigoplus_{C \in \text{C}_1^N(X)} G(\overline{C}, \gamma_{\overline{C}}^* D) \xrightarrow{\delta} Z_0(X)),
\]
where \( \text{C}_1^N(X) \) is the set of the normalizations of integral closed curves on \( X \), and for \( C \in \text{C}_1^N(X) \), \( \overline{C} \) is the smooth compactification of \( C \) with the natural morphism \( \gamma_C : \overline{C} \to \overline{X} \), and \( G(\overline{C}, \gamma_{\overline{C}}^* D) \) is the subgroup of \( \text{C}(\overline{C})^\times \) defined as (3.1), and \( \delta \) is induced by the divisor map on \( C \) and the pushforward map of zero cycles via \( \gamma_C \).
9.2.2. By definition, we have
\[ J^d_{X|D} = \text{Coker}(H^{2d-1}(\overline{X}_{\text{an}}, j_!\mathbb{Z}(d)_X) \to H^{2d-1}(\overline{X}_{\text{an}}, \Omega^d_{X|D})). \]
We endow \( J^d_{X|D} \) with the structure of a complex Lie group as a quotient of the finite-dimensional complex vector space \( H^{2d-1}(\overline{X}_{\text{an}}, \Omega^d_{X|D}) \) by a discrete subgroup. By (9.5), we have an exact sequence
\[ 0 \to U^d_{X|D} \to J^d_{X|D} \xrightarrow{\pi} J^d_{X|D_{\text{red}}} \to 0, \]
where \( U^d_{X|D} \) is a finite-dimensional complex vector space. By (9.4) we see that \( J^d_{X|D_{\text{red}}} \) is a semi-abelian variety, due to the fact that the non-zero Hodge numbers of
\[ H^{2d-1}(\overline{X}_{\text{an}}, j_!\mathbb{Z}(d)_X) \]
are among \( \{(-1,0), (0,-1), (-1,-1)\} \) (cf. [12, 3]).

Lemma 9.3. \( J^d_{X|D} \) has a unique structure as a commutative algebraic group for which \( \pi \) is a morphism of algebraic groups.

Proof This follows from the fact noted in [11, (10.1.3.3)] that the isomorphism classes of analytic and algebraic group extensions of an abelian variety by \( \mathbb{G}_a \) or \( \mathbb{G}_m \) coincide (see [12, Lem.3.1]).

Definition 9.4. Take a point \( o \in X \) and define a map of sets
\[ \iota_o : X \to A_0(\overline{X}|D) ; x \to [x] - [o]. \]
For a commutative algebraic group \( G \), a homomorphism of abelian groups
\[ \rho : A_0(\overline{X}|D) \to G \]
is called regular if \( \rho \circ \iota_o : X \to G \) is a morphism of algebraic varieties.

The following theorem implies that \( J^d_{X|D} \) is the universal regular quotient of \( A_0(\overline{X}|D) \).

Theorem 9.5. Let the notation be as in 9.2.1.
(1) The map \( \rho_{X|D} : A_0(\overline{X}|D) \to J^d_{X|D} \) is surjective and regular.
(2) For a regular map \( \rho : A_0(\overline{X}|D) \to G \), there is a unique morphism \( h_\rho : J^d_{X|D} \to G \) of algebraic groups such that \( \rho = h_\rho \circ \rho_{X|D} \).

Remark 9.6. (1) It is easy to see that the universality does not depend on the choice of the base point \( o \in X \).
(2) By the same argument as [12, Lem.1.12], one can shows that the image of \( \rho \circ \iota_o \) is contained in the connected component of \( G \).
(3) Suppose that \( \dim(X) = 1 \). Then, by Lemma 9.7 below, \( J^d_{X|D} \) is the generalized Jacobian of \( \overline{X} \) with modulus \( D \). Thus \( \rho_{X|D} \) is an isomorphism and Theorem 9.5 in this case follows from [40, Ch.V Th.1].

9.3. The proof of the universality theorem.

9.3.1. We recall some basic facts on structure of a complex Lie groups. Let \( G \) be a connected commutative complex Lie group and \( \Omega(G) \) be the space of the invariant holomorphic 1-forms on \( G \). We have a natural isomorphism
\[ \tau_G : G \xrightarrow{\sim} \Omega(G)'/H_1(G, \mathbb{Z}) ; g \to \left\{ \omega \to \int_e^x \omega \right\} \quad (g \in G, \omega \in \Omega(G)), \]
where \( H_1(G, \mathbb{Z}) \to \Omega(G)' \) is given by integration of 1-forms over topological cycles, \( e \in G \) is the unit and the integration is over a chosen path from \( e \) to \( x \). Note that \( \Omega(G)' \) is the identified with the space \( \text{Lie}(G) \) of the invariant vector fields on \( G \) and \( \tau_G^{-1} \) is given by the exponential map \( \text{Lie}(G) \to G \).
For a given morphism \(f : M \to G\) of complex manifolds and a point \(o \in M\) with \(e = f(o)\), we have a formula
\[
\tau_G(f(x)) = \left\{ \omega \to \int_0^x f^*\omega \right\} \quad (x \in M, \ \omega \in \Omega(G)),
\]
where \(f^* : \Omega(G) \to \Omega^0(M, \Omega^1_M)\) is the pullback along \(f\).

**Lemma 9.7.** Put
\[
\Omega(\overline{X} | D) := \left\{ \omega \in \Omega^0(\overline{X}_{\text{an}}, \Omega_X^{-1}(D)) \mid d\omega = 0 \in \Omega^0(\overline{X}_{\text{an}}, \Omega_X^2) \right\}.
\]

1. There is a canonical isomorphism of complex Lie groups
\[
\tau_{\overline{X} | D} : J^d_{\overline{X} | D} \cong \Omega(\overline{X} | D)^\vee / \text{Image}(\Omega^1(\overline{X}_{\text{an}}, \mathbb{Z})),
\]
where \(\Omega^1(\overline{X}_{\text{an}}, \mathbb{Z}) \to \Omega(\overline{X} | D)^\vee\) is given by integration of 1-forms over topological cycles.
2. Let \(\varphi_{\overline{X} | D} : X \to J^d_{\overline{X} | D}\) be the composite of \(\rho_{\overline{X} | D}\) and \(\iota_0\). Then
\[
\tau_{\overline{X} | D}(\varphi_{\overline{X} | D}(x)) = \left\{ \omega \to \int_0^x \omega \right\} \in \Omega(\overline{X} | D)^\vee \quad (x \in X).
\]
3. The pullback of holomorphic 1-forms by \(\varphi_{\overline{X} | D}\) induces an isomorphism
\[
\varphi_{\overline{X} | D} : \Omega(J^d_{\overline{X} | D}) \xrightarrow{\sim} \Omega(\overline{X} | D) \subset \Omega^0(\overline{X}_{\text{an}}, \Omega_X^1).
\]

**Proof** Recall the definition of the Jacobian (9.8). By the Poincaré duality we have a canonical isomorphism
\[
H^{2d-1}(\overline{X}_{\text{an}}, j_*\mathbb{Z}(d)X) \cong H_1(\overline{X}_{\text{an}}, \mathbb{Z}).
\]
From the spectral sequence
\[
E^{p,q}_1 = \begin{cases} 
\Omega^p(\overline{X}_{\text{an}}, \Omega_{\overline{X} | D}^{d-p}) & \text{if } p < d \\
0 & \text{otherwise}
\end{cases} \Rightarrow \Omega^{p+q}(\overline{X}_{\text{an}}, \Omega_{\overline{X} | D}^{-d})
\]
we get an isomorphism
\[
H^{2d-1}(\overline{X}_{\text{an}}, \Omega_{\overline{X} | D}^{-d}) \xrightarrow{\sim} \text{Coker}(H^d(\overline{X}_{\text{an}}, \Omega_{\overline{X} | D}^{d-1}) \xrightarrow{d} H^d(\overline{X}_{\text{an}}, \Omega_{\overline{X} | D}^{d-2})).
\]
Hence, by Serre duality, we have a natural isomorphism
\[
H^{2d-1}(\overline{X}_{\text{an}}, \Omega_{\overline{X} | D}^{-d})^\vee \cong \Omega(\overline{X} | D),
\]
where
\[
\Omega(\overline{X} | D) = \left\{ \omega \in \Omega^0(\overline{X}_{\text{an}}, \Omega_X^{-1}(\log D) \otimes \omega_{\overline{X} - X}, \Omega_X(D')) \mid d\omega = 0 \in \Omega^0(\overline{X}_{\text{an}}, \Omega_X^2) \right\}
\]
and \(D'\) denotes the divisor \(D - D_{\text{red}}\). Lemma 9.7(1) follows then from (9.10) and the following claim.

To show (9.11), we may work locally at a point \(x \in D\). Choose a system of regular parameters \((\pi_1, \ldots, \pi_r, t_{1}, \ldots, t_s)\) in \(\mathcal{O}_{X,x}\) such that \(\pi_i\) are the local equations of the irreducible components \(D_i\) of \(D\) passing through \(x\). Let \(n_i\) be the multiplicity of \(D_i\) in \(D\). Then a local section \(\omega\) of \(\Omega_X^{-1}(D)\) at \(x\) is written as
\[
\omega = \frac{\xi}{\pi_1^{n_1} \cdots \pi_r^{n_r}} \quad \text{with} \quad \xi = \sum_{1 \leq i \leq r} a_i d\pi_i + \sum_{1 \leq j \leq s} b_j dt_j \quad (a_i, b_j \in \mathcal{O}_{X,x}).
\]
Put \(\pi = \pi_1 \cdots \pi_r\). If \(\omega \in \Omega(\overline{X} | D)\), we have
\[
0 = d\omega = \frac{1}{\pi_1^{n_1} \cdots \pi_r^{n_r}} \left[ -\sum_{1 \leq l \leq r} n_l \frac{d\pi_l}{\pi_l} \wedge \xi + d\xi \right],
\]
which implies
\[(9.12)\quad \eta := \sum_{1 \leq i \leq r} n_i \frac{d\pi_i}{\pi_i} \wedge \xi \in \Omega_{X,x}.\]

We compute
\[
\eta = \sum_{1 \leq i \leq r} (n_i \pi_i a_i - n_i \pi_i a_l) \frac{d\pi_i}{\pi_i} \wedge \frac{d\pi_j}{\pi_j} + \sum_{1 \leq i \leq s} n_i b_i \frac{d\pi_i}{\pi_i} \wedge dt_j
\]
Thus (9.12) implies \(b_j\) are divisible by \(\pi_i\) for all \(j, l\) and \(n_i \pi_i a_i - n_i \pi_i a_l\) are divisible by \(\pi_i \pi_j\) for all \(i, l\).

This implies that \(b_j\) and \(\pi_i a_i\) are divisible by \(\pi\) for all \(i, j\). Hence
\[
\omega = \frac{1}{\pi_1^{n_1-1} \cdots \pi_r^{n_r-1}} \left( \sum_{1 \leq i \leq r} a_i' \frac{d\pi_i}{\pi_i} + \sum_{1 \leq j \leq s} b_j' dt_j \right) \quad \text{with} \quad b_j' = b_j / \pi, \ a_i' = \pi_i a_i / \pi \in \mathcal{O}_{X,x}
\]
so that \(\omega\) is a local section of \(\Omega_{X}^1(\log D)(D')\) at \(x\). This proves (9.11) and the proof of Lemma 9.7(1) is complete.

We now prove Lemma 9.7(2). Suppose first that \(\dim X = 1\), i.e. that \(\overline{X}\) is a smooth complex connected projective curve. In this case we have
\[(9.13)\quad \mathbb{Z}(1)_{\overline{X}/D} = j_{!} \mathbb{Z}(1)_{X} \to \mathcal{O}_{\overline{X}}(-D),\]
where \(j : X = \overline{X} \setminus D \hookrightarrow \overline{X}\) is the open immersion. The long exact sequence arising from (9.13) gives an exact sequence
\[
0 \to J^D_{X,D} \to H^2_D(\overline{X}|D, \mathbb{Z}(1)) \to \mathbb{Z} \to 0,
\]
where \(J^D_{X,D} = H^1(\overline{X}_{an}, \mathcal{O}_{\overline{X}}(-D))/H^1(\overline{X}_{an}, j_{!} \mathbb{Z}(1)_{X})\) and we used the trace isomorphism
\[(9.14)\quad H^2(\overline{X}_{an}, j_{!} \mathbb{Z}(1)_{X}) \cong \mathbb{Z}.
\]
Let \(Z_0(X)\) be the group of 0-cycles on \(X\). According to Theorem 8.5 (where one takes \(F = \emptyset\) and \(Y = \overline{X}\)), we have defined the fundamental class
\[(9.15)\quad cl_D^1(\alpha) \in H^2_{|\alpha|}(\overline{X}_{an}, \mathbb{Z}(1)_{\overline{X}/D}) \quad \text{for} \ \alpha \in Z_0(X)\]
as the unique element which maps to the pair \((cl_D^1(\alpha), cl_{DR}^1(\alpha))\) in
\[
H^2_{|\alpha|}(\overline{X}_{an}, j_{!} \mathbb{Z}(1)) \oplus H^2_{|\alpha|}(\overline{X}_{an}, \Omega_{\overline{X}}^2) = H^2_{|\alpha|}(\overline{X}_{an}, j_{!} \mathbb{Z}(1)) \oplus H^2_{|\alpha|}(\overline{X}_{an}, \Omega^1_{X|D}).
\]
This gives us a homomorphism
\[
cl_D : Z_0(X) \to H^2_D(\overline{X}|D, \mathbb{Z}(1)) = H^2_{|\alpha|}(\overline{X}_{an}, j_{!} \mathbb{Z}(1)_{\overline{X}/D})
\]
which maps \(\alpha\) to the image of \(cl_D^1(\alpha)\) under \(H^2_{|\alpha|}(\overline{X}|D, \mathbb{Z}(1)) \to H^2_D(\overline{X}|D, \mathbb{Z}(1))\), the forget support map. By the definition (9.3) we have a commutative diagram
\[(9.16)\quad \begin{array}{ccc}
Z_0(X)_{\deg 0} & \xrightarrow{cl_D} & H^2_D(\overline{X}|D, \mathbb{Z}(1)) \\
\downarrow & & \downarrow \\
CH^1(\overline{X}|D)_{\text{hom}} & \xrightarrow{cl_{D|D}} & J^D_{X,D}
\end{array}
\]
To compute \(cl_D\) we use an isomorphism
\[(9.17)\quad \exp : \mathbb{Z}(1)_{\overline{X}/D} \cong \mathcal{O}_{\overline{X}}^\times_{|D|}[-1] \ \text{in} \ D^b(\overline{X}_{an}),
\]
which is induced by the exponential sequence
\[(9.18)\quad 0 \to j_{!} \mathbb{Z}(1)_{X} \to \mathcal{O}_{\overline{X}|D} \xrightarrow{\exp} \mathcal{O}_{\overline{X}|D}^\times \to 0
\]
in view of (9.13). The composite map

\[ Z_0(X) \xrightarrow{\exp} H^2(\mathbb{X}, (1)_{\mathbb{X}}) \xrightarrow{\exp} H^1(\mathbb{X}, \mathcal{O}^x_{\mathbb{X}}) \]

is computed as follows: Let \( \mathcal{K}^x_{\mathbb{X}} \) be the subsheaf of the constant sheaf of rational functions on \( \mathbb{X} \) that are congruent to 1 modulo \( D \). We have an isomorphism

\[ \text{div}_X : H^0(\mathbb{X}, \mathcal{K}^x_{\mathbb{X}}/\mathcal{O}^x_{\mathbb{X}}) \xrightarrow{\cong} Z_0(X), \]

given by taking the divisors of rational functions on \( \mathbb{X} \). This gives us a map

\[ L : Z_0(X) \xrightarrow{\text{div}_X} H^0(\mathbb{X}, \mathcal{K}^x_{\mathbb{X}}/\mathcal{O}^x_{\mathbb{X}}) \xrightarrow{\partial} H^1(\mathbb{X}, \mathcal{O}^x_{\mathbb{X}}), \]

where \( \partial \) is the boundary map arising from the exact sequence

\[ 1 \rightarrow \mathcal{O}^x_{\mathbb{X}} \rightarrow \mathcal{K}^x_{\mathbb{X}} \rightarrow \mathcal{K}^x_{\mathbb{X}}/\mathcal{O}^x_{\mathbb{X}} \rightarrow 1. \]

**Lemma 9.8.** We have \( \exp \circ \partial = L \).

**Lemma 9.9.** Consider the composite map

\[ \epsilon : H^0(\mathbb{X}, \mathcal{O}^x_{\mathbb{X}})^{\vee} \cong H^1(\mathbb{X}, \mathcal{O}_{\mathbb{X}}(-D)) \xrightarrow{\exp} H^1(\mathbb{X}, \mathcal{O}^x_{\mathbb{X}}), \]

where the first isomorphism is due to the Serre duality and the second map is induced by (9.18). Take points \( x, o \in X \) and consider

\[ \gamma_{[o,x]} = \{ \omega \mapsto \int_o^x \omega \} \in \Omega(\mathbb{X} D)^{\vee}/H_1(X, \mathbb{Z}). \]

Then we have \( \epsilon(\gamma_{[o,x]}) = L([x] - [o]) \). If \([x] - [o] \in Z_0(X)\).

Note that in case \( \dim(X) = 1 \), we have \( \Omega(\mathbb{X} D) = H^0(\mathbb{X}, \Omega^1_{\mathbb{X}}) \) and also a commutative diagram

\[ \begin{array}{ccc}
H^1(\mathbb{X}, \mathcal{O}_{\mathbb{X}}(-D)) & \xrightarrow{\cong} & H^0(\mathbb{X}, \Omega^1_{\mathbb{X}})^{\vee} \\
| & | & | \\
H^1(\mathbb{X}, j_{\mathbb{Z}}(1)X) & \xrightarrow{\cong} & H_1(X, \mathbb{Z})
\end{array} \]

where the lower isomorphism is due to Poincaré duality and the right vertical map is given by integration on topological 1-cycles. Hence Lemma 9.7(2) in case \( \dim(X) = 1 \) follows from (9.16) and Lemmas 9.8 and 9.9.

**Proof of Lemma 9.9:** Let \( \gamma \) be a path in \( X \) from \( o \) to \( x \). Let \( V = \mathbb{X} \setminus \gamma \) be the complement of \( \gamma \) in \( \mathbb{X} \). Let \( t_x \) (resp. \( t_o \)) be a holomorphic function having a simple zero on \( x \) (resp. \( o \)) defined on a small neighborhood of \( x \) (resp. \( o \)). Let \( U \) be an open neighborhood of \( \gamma \), disjoint from \( D \), such that the function \( g = \frac{1}{2\pi i} \log \left( \frac{t_x}{t_o} \right) \) is single valued on \( V \cap U \). Then the cocycle \( \{ V \cap U, \frac{t_x}{t_o} \} \in H^1(\mathbb{X}, \mathcal{O}^x_{\mathbb{X}}) \) represents the element \( L([x] - [o]) \). By multiplying by a \( C^\infty \)-function \( f \), that we can choose identically 0 on \( D \) and identically 1 on neighborhood of \( \gamma \) containing \( U \), we can consider a \( \overline{\partial} \)-closed form

\[ \alpha = \frac{1}{2\pi i} \bar{\partial} f \log \left( \frac{t_x}{t_o} \right) \]

of type \((0,1)\), representing a lifting of the class of \( g \) in \( H^1(\mathbb{X}, \mathcal{O}_{\mathbb{X}}(-D))/H^1(\mathbb{X}, j_{\mathbb{Z}}(1)X) \) (we are using the fact that one can compute the cohomology group \( H^1(\mathbb{X}, \mathcal{O}_{\mathbb{X}}(-D)) \) by means of Dolbeaut cohomology). This gives rise to an element in \( \Omega(\mathbb{X} D)^{\vee}/H_1(X, \mathbb{Z}) \)

\[ \Omega(\mathbb{X} D) \ni \omega \mapsto \int_{\overline{\gamma}} \alpha \wedge \omega \]

and it suffices to show that

\[ \int_{\overline{\gamma}} \alpha \wedge \omega = \int_o^x \omega \]
for every form $\omega \in \Omega(X,D)$. For $\epsilon > 0$, let $\Gamma_\epsilon$ denote a tubular neighborhood of $\gamma$ of radius $\epsilon$. Since $\omega$ is $d$-closed, we have

$$\alpha \wedge \omega = \frac{1}{2\pi i} \int f \log \left( \frac{t_x}{t_o} \right) \wedge \omega = \frac{1}{2\pi i} d(f \log \left( \frac{t_x}{t_o} \right) \omega)$$

on $X \setminus \Gamma_\epsilon$. By Stokes theorem we get then

$$\int_X \alpha \wedge \omega = \lim_{\epsilon \to 0} \int_{\Gamma_\epsilon} \alpha \wedge \omega = \lim_{\epsilon \to 0} \int_{\partial \Gamma_\epsilon} \frac{1}{2\pi i} \log \left( \frac{t_x}{t_o} \right) \omega$$

where we used the fact that $f$ is 1 on $\Gamma_\epsilon$ (for $\epsilon$ sufficiently small). By cutting down the boundary $\partial \Gamma_\epsilon$ into pieces, one finally sees that

$$\lim_{\epsilon \to 0} \int_{\partial \Gamma_\epsilon} \frac{1}{2\pi i} \log \left( \frac{t_x}{t_o} \right) \omega = \int_0^x \omega$$

completing the proof of the Lemma.

**Proof of Lemma 9.8:** Take $\alpha \in Z_0(X)$. Note

$$\text{div}^{-1}(\alpha) \in H^0_{[\alpha]}(\mathcal{X}_{an}, K_X^\times/\mathcal{O}_{X,D}^\times)$$

since the restriction of $\text{div}^{-1}(\alpha)$ to $H^0(\mathcal{X}-|\alpha|, K_X^\times/\mathcal{O}_{X,D}^\times)$ vanishes. We have a commutative diagram

$$\begin{array}{c}
H^0_{[\alpha]}(\mathcal{X}_{an}, K_X^\times/\mathcal{O}_{X,D}^\times) \xrightarrow{\partial} H^1_{[\alpha]}(\mathcal{X}_{an}, \mathcal{O}_{X,D}^\times) \\
\downarrow \quad \downarrow \quad \downarrow \\
H^0(\mathcal{X}_{an}, K_X^\times/\mathcal{O}_{X,D}^\times) \xrightarrow{\partial} H^1(\mathcal{X}_{an}, \mathcal{O}_{X,D}^\times)
\end{array}$$

Thus it suffices to show (cf. (9.15))

$$\partial(\text{div}^{-1}(\alpha)) = \text{exp}(c\ell^1_D(\alpha)) \in H^1_{[\alpha]}(\mathcal{X}_{an}, \mathcal{O}_{X,D}^\times)$$

For this we first note that the composite map

$$H^2_{[\alpha]}(\mathcal{X}_{an}, Z(1)_{X,D}) \xrightarrow{\exp} H^1_{[\alpha]}(\mathcal{X}_{an}, \mathcal{O}_{X,D}^\times) \xrightarrow{\text{dlog}} H^1_{[\alpha]}(\mathcal{X}_{an}, \Omega_{X,D}^1)$$

coincides with the map induced by the map $Z(1)_{X,D} \to \Omega_{X,D}^1 = \Omega_{X,D}^1[-1]$ from Lemma 8.6. Hence $d\log(\exp(c\ell^1_D(\alpha))) = c\ell^1_D R(\alpha) \in H^1_{[\alpha]}(\mathcal{X}_{an}, \mathcal{O}_{X,D}^\times)$. Hence the desired claim follows from the following.

**Claim 9.10.** We have

1. $d\log : H^1_{[\alpha]}(\mathcal{X}_{an}, \mathcal{O}_{X,D}^\times) \to H^1_{[\alpha]}(\mathcal{X}_{an}, \Omega_{X,D}^1)$ is injective.
2. $d\log(\partial(\text{div}^{-1}(\alpha))) = c\ell^1_D R(\alpha) \in H^1_{[\alpha]}(\mathcal{X}_{an}, \mathcal{O}_{X,D}^\times)$.

To show (1), we consider a commutative diagram

$$\begin{array}{cccc}
0 & \xrightarrow{d} & H^1_{[\alpha]}(\mathcal{X}_{an}, \mathcal{O}_{X,D}^\times) & \xrightarrow{\partial} H^1_{[\alpha]}(\mathcal{X}_{an}, \mathcal{O}_{X,D}^\times) \\
0 & \xrightarrow{d} & H^1_{[\alpha]}(\mathcal{X}_{an}, JZ(1)_{X}) & \xrightarrow{\partial} H^1_{[\alpha]}(\mathcal{X}_{an}, J\mathcal{C}_X)
\end{array}$$

where the horizontal sequences are exact arising from (9.18) and the exact sequence

$$0 \to J\mathcal{C}_X \to \mathcal{O}_{X}(D) \xrightarrow{d} \Omega_{X,D}^1 \to 0.$$

The injectivity of the first map in the upper (resp. lower) sequence follows from the vanishing of $H^1_{[\alpha]}(\mathcal{X}_{an}, JZ(1)_{X})$ (resp. $H^1_{[\alpha]}(\mathcal{X}_{an}, J\mathcal{C}_X)$) by semi-purity. Thus (1) follows from the injectivity of the right vertical map due to the trace isomorphism (9.14).
To show (2) take a sufficiently small open $U \subset X = \overline{X} - |D|$ such that $|\alpha| \subset U$ and that there is $f \in \Gamma(U - |\alpha|, \mathcal{O}_U^\times)$ such that $\alpha = \text{div}_U(f)$. We have a commutative diagram

$$
\begin{array}{cccc}
H^0_{|\alpha|}(\overline{X}_{\text{an}}, \mathcal{K}_{\overline{X}}^\times/\mathcal{O}^\times_{\overline{X}|D}) & \xrightarrow{\partial} & H^0_{|\alpha|}(\overline{X}_{\text{an}}, \mathcal{O}_{\overline{X}|D}) & \xrightarrow{d\log} & H^1_{|\alpha|}(\overline{X}_{\text{an}}, \Omega^1_{\overline{X}|D}) \\
\cong & & \cong & & \cong \\
H^0_{|\alpha|}(U, \mathcal{K}_U^\times/\mathcal{O}_U^\times) & \xrightarrow{\partial} & H^1_{|\alpha|}(U, \mathcal{O}_U^\times) & \xrightarrow{d\log} & H^1_{|\alpha|}(U, \Omega^1_U) \\
\psi & & \delta & & \\
H^0(U - |\alpha|, \mathcal{O}_U^\times) & \xrightarrow{d\log} & H^0(U - |\alpha|, \Omega^1_U) 
\end{array}
$$

where the vertical maps in the upper column are isomorphisms by excision, $\delta$ is a boundary map in the localization sequence associated to $\tau : U - |\alpha| \to U$, and $\delta$ is induced by the inclusion $\tau_* \mathcal{O}_U^\times - |\alpha| \to \mathcal{K}_U^\times$. By definition we have $\psi(f) = \text{div}_U^{-1}(\alpha)$. Hence Claim 9.10(2) follows from the fact $\delta(d\log f) = d\log|\alpha|$, which follows from (5.2). This completes the proof of Claim 9.10 and Lemma 9.7(2) for $\dim(X) = 1$.

For $\dim \overline{X} > 1$, the assertion follows from the covariant functoriality of the cycle class maps (7.10) and (8.11) for proper morphisms of pairs. Finally Lemma 9.7(3) follows from (2).

**Lemma 9.11.** Let $\rho : A_0(\overline{X}|D) \to G$ be a regular map with $G$ connected and $\psi_\rho : X \to G$ be the composite of $\rho$ and $\iota_0$ (see Definition 9.4). Then $\Omega(G) \to H^0(X_{\text{an}}, \Omega^1_X)$, the pullback map on holomorphic 1-forms, induces

$$
\psi_\rho^* : \Omega(G) \to \Omega(\overline{X}|D).
$$

The proof of this Lemma will be given later. In view of (9.9), Lemma 9.11 implies the following corollary.

**Corollary 9.12.** Under the notation of Lemma 9.11, we have $\rho = h_\rho \circ \iota_{\overline{X}|D}$, where $h_\rho : J^1_{\overline{X}|D} \to G$ is the morphism of algebraic groups defined by the commutative diagram

$$
\begin{array}{ccc}
J^1_{\overline{X}|D} & \xrightarrow{\sim} & \Omega(\overline{X}|D) / \text{Image}(H^1(X_{\text{an}}, \mathbb{Z})) \\
\downarrow{h_\rho} & & \downarrow{\lambda_\rho} \\
G & \xrightarrow{\sim} & \Omega(G) / \text{Image}(H^1(G_{\text{an}}, \mathbb{Z}))
\end{array}
$$

where $\lambda_\rho$ is induced by $\psi_\rho^*$ in Lemma 9.11 and $\psi_{\rho_*} : H^1(X_{\text{an}}, \mathbb{Z}) \to H^1(G_{\text{an}}, \mathbb{Z})$.

We need some preliminaries for the proof of Lemma 9.11.

**Lemma 9.13.** Let $\rho : A_0(\overline{X}|D) \to G$ be a regular map with $G$ connected. Let $C$ be a smooth projective curve and $\gamma : C \to \overline{X}$ be a morphism such that $C = \gamma^{-1}(X)$ is not empty. Take $o \in C$ and write $o$ also for its image in $X$. Consider the composite map

$$
\psi : C \xrightarrow{\gamma_*} X \xrightarrow{\iota_0} A_0(\overline{X}|D) \xrightarrow{\rho} G.
$$

Then the image of $\psi^* : \Omega(G) \to H^0(C, \Omega^1_C)$ is contained in $H^0(C, \Omega^1_C(\gamma^* D))$.

**Proof** Put $m = \gamma^* D$ and let $\rho_m : A_0(C|m) \to J^1_C$ be the Abel-Jacobi map for the curve $C$ with modulus $m$. We have a commutative diagram

$$
\begin{array}{ccc}
C & \xrightarrow{\iota_0} & A_0(C|m) \\
\downarrow{\gamma} & & \downarrow{\gamma_*} \\
X & \xrightarrow{\iota_0} & A_0(\overline{X}|D) \xrightarrow{\rho} G
\end{array}
$$
where the right vertical map is induced by $\gamma_* : Z_0(C) \to Z_0(X)$ (see (9.7)). By the assumption that $p$ is regular, $\rho \circ \gamma_* : A_0(\overline{C}[m]) \to G$ is also regular. By Remark 9.6(3) we know that the generalized Jacobian $J^1_{\overline{C}[m]}$ is universal, so that there exists a morphism $h : J^1_{\overline{C}[m]} \to G$ of algebraic groups such that $\rho \circ \gamma_* = h \circ \rho_{\overline{C}[m]}$. Hence $\psi$ factors as

$$\psi : C \xrightarrow{\varphi} J^1_{\overline{C}[m]} \xrightarrow{h} G,$$

where $\varphi$ is the composite $C \xrightarrow{i} A_0(\overline{C}[m]) \xrightarrow{\psi} J^1_{\overline{C}[m]}$. Hence $\psi^*$ in the lemma factors as

$$\Omega(C) \xrightarrow{h^*} \Omega(J^1_{\overline{C}[m]}) \xrightarrow{\varphi^*} H^0(C, \Omega^1_C).$$

Now the lemma follows from the fact (cf. [40, Ch.V Prop.5] and Lemma 9.7(3)) that

$$\varphi^*(\Omega(J^1_{\overline{C}[m]})) = H^0(\overline{C}, \Omega^1_C(m)) \subset H^0(C, \Omega^1_C).$$

**Lemma 9.14.** Let the notation be as in (9.7). The restriction map

$$\theta : H^0(X, \Omega^1_X)/H^0(\overline{X}, \Omega^1_{\overline{X}}(D)) \to \prod_{C \in C^*_f(X)} H^0(C, \Omega^1_C)/H^0(\overline{C}, \Omega^1_{\overline{C}}(\gamma^*_CD))$$

is injective.

**Proof** Let $Z$ be an irreducible component of $D$. It suffices to show the map

$$H^0(\overline{X}, \Omega^1_{\overline{X}}(D + Z))/H^0(\overline{X}, \Omega^1_{\overline{X}}(D)) \xrightarrow{\theta} \prod_{C \in C^*_f(X)} H^0(\overline{C}, \Omega^1_C(\gamma^*_CD))$$

is injective. Let $\omega \in H^0(\overline{X}, \Omega^1_{\overline{X}}(D + Z))$ such that $\theta(\omega) = 0$. We want to show $\omega \in H^0(\overline{X}, \Omega^1_{\overline{X}}(D))$. Since $\Omega^1_{\overline{X}}(D + Z)/\Omega^1_{\overline{X}}(D)$ is a locally free $O_Z$-module, it suffices to show $\omega|_U \in H^0(U, \Omega^1_X(D))$ for some open subset $U \subset \overline{X}$ with $U \cap Z = \emptyset$. Choose an affine open $U = \text{Spec}(A)$ satisfying the following conditions:

($\diamondsuit 1$) $Z_U := Z \cap U \neq \emptyset$ and $U \cap Z' = \emptyset$ for any component $Z' \neq Z$ of $D$.

($\diamondsuit 2$) There exists a regular system of parameters $\pi, t_1, \ldots, t_r$ in $A$, with $r = d - 1$, such that $Z_U = \text{Spec}(A/\pi)$ and

$$H^0(U, \Omega^1_{\overline{X}}) = Ad\pi \oplus \bigoplus_{1 \leq i \leq r} Adt_i.$$

Let $n$ be the multiplicity of $Z$ in $D$. We can write

$$\omega|_U = \frac{1}{\pi^{n+1}} (ad\pi + \bigoplus_{1 \leq i \leq r} b_i dt_i) \text{ with } a, b_i \in A.$$

Assume, by contradiction, that $a$ is not divisible by $\pi$ in $A$. Then we can take a closed point $x \in Z_U$ such that $a \in O^\times_{\overline{X},x}$. Consider the ideal

$$I = (t_1 - t_1(x), \ldots, t_r - t_r(x)) \subset A,$$

where for a section $f \in A$, $f(x) \in \mathbb{C}$ denotes the residue class at the point $x$. By construction, there exists a unique irreducible component $W \subset U$ of $\text{Spec}(A/I)$ passing through $x$. The condition ($\diamondsuit 2$) above implies then that $\dim W = 1$ and that $W$ is regular at $x$. Let $\overline{C}$ be the normalization of the closure of $W$ in $\overline{X}$. Then $\overline{\pi} = \pi \mod I$ is a local parameter of $\overline{C}$ at $x$. By definition, the pullback of $\omega$ to $\overline{C}$ is written locally at $x$ as

$$\omega|_{\overline{C}} = \frac{1}{\pi^{n+1}} \overline{\pi} a \overline{\pi} \overline{\pi} \overline{\pi} (\overline{\pi} = a \mod I).$$

Now recall that, by assumption, we have $\omega|_{\overline{C}} \in H^0(\overline{C}, \Omega^1_{\overline{C}}(\gamma^*_CD))$. On the other hand, $\overline{\pi} \in O^\times_{\overline{C},x}$ since $a \in O^\times_{\overline{X},x}$. This is a contradiction and so $a$ must be divisible by $\pi$. 

We repeat the same argument: if \( b_1 \) is not divisible \( \pi \) in \( A \), we can take a closed point \( x \in Z_U \) such that \( b_1 \in O_{X,x}^\times \). Considering this time the ideal

\[
I' = (t_1 - t_1(x) - \pi, t_2 - t_2(x), \ldots, t_r - t_r(x)) \subset A,
\]
we get in the same way a contradiction, proving that also \( b_1 \) must be divisible \( \pi \). Iterating the proof for \( b_i \) with \( i \geq 2 \), we finally have that the restriction \( \omega|_U \) belongs to \( H^0(U, \Omega^1_X(D)) \), completing the proof.

**Proof of Lemma 9.11:** Since an invariant differential form on a commutative Lie group is closed, it suffices to show the image of \( \psi^*_p : \Omega(G) \to H^0(X_{an}, \Omega^1_X) \) is contained in \( H^0(X_{an}, \Omega^1_X(D)) \). The assertion follows then from Lemma 9.13 and Lemma 9.14.

We can finally proof the main Theorem of this section

**Proof of Theorem 9.5:** Theorem 9.5(2) follows from Corollary 9.12 and Remark 9.6(2). We are left to show Theorem 9.5(1). Let \( \varphi_X : X \to J^d_X \) be as Lemma 9.7(2). By loc.cit, it is analytic. One can then show that it is a morphism of algebraic varieties by the same argument as in the proof of [12, Th.4.1(i)].

It remains to show the surjectivity of \( \rho_X |_{D} \). Let \( C \in C_1^N(X) \) and put \( m = \gamma^* C \). By Lemma 9.7 we have a commutative diagram

\[
\begin{array}{ccc}
A_0(\overline{C}|m) & \xrightarrow{\rho^{\overline{C}|m}} & J^1_{\overline{C}|m} \\
\downarrow{\gamma^*_C} & & \downarrow{\gamma^*_C} \\
A_0(X|D) & \xrightarrow{\rho^{X|D}} & J^d_{X|D}
\end{array}
\]

where the right vertical map is induced by the pullback \( \gamma^*_C : \Omega(X|D) \to \Omega(C|m) \), and \( \rho^{\overline{C}|m} \) is an isomorphism by Remark 9.6(3). Noting that \( H^0(X_{an}, \Omega^1_X(D)) \) is of finite dimension, the argument of the proof of Lemma 9.14 shows that there is a finite subset \( \{C_i\}_{i \in I} \subset C_1^N(X) \) such that the pullback map

\[
\Omega(X|D) \to \bigoplus_{i \in I} \Omega(\overline{C}_i|\gamma^*_C_i D)
\]

is injective. From the above diagram, this implies the composite map

\[
\bigoplus_{i \in I} A_0(\overline{C}_i|\gamma^*_C_i D) \to A_0(X|D) \xrightarrow{\rho^{X|D}} J^d_{X|D}
\]

is surjective and hence so is \( \rho_X |_{D} \). This completes the proof.
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