Identification of the functional states of human vitamin K epoxide reductase from molecular dynamics simulations†‡

N. Chatronabc, B. Chalmond, a A. Trouvé, a E. Benoît, b H. Caruel, c V. Lattardb and L. Tchertanov d †‡

In mammals, the enzymatic activity of vitamin K epoxide reductase (VKORC1) requires a protein conformational reorganisation that includes several transient enzymatic states involving a dynamic electron transfer. Regarding the structurally non-characterised human enzyme (hVKORC1), this process remains poorly explained and the different redox states of the enzyme generated by its biochemical transformation are unknown. Here, we report a 3D model of the fully reduced hVKORC1 at the atomistic level. By exploring this model through molecular dynamics (MD) simulations, we established the most probable intermediate states of the enzyme which were used for generation of the putative functionally-related enzymatic states. Enzymatic functionality of each state was assigned by probing their recognition properties with respect to vitamin K in its quinone and hydroxyquinone forms. Two states were identified as contributing to the two-step vitamin K transformation. The state highly selective for native vitamin K was further validated through analyses of its free energy of binding with vitamin K agonists (VKAs) that showed a high correlation with the experimental inhibiting constants.

Introduction

The mammalian vitamin K epoxide reductase (VKOR) VKORC1 is an endoplasmic reticulum (ER)-resident transmembrane protein involved in γ-carboxylation of glutamate residues of vitamin K-dependent proteins (PVKD). These proteins include blood clotting factors, matrix Gla protein and osteocalcin,1,2 and their enzymatic modification by VKORC1 is mandatory for essential physiological processes, such as coagulation,3 calcium homeostasis,4 energy metabolism,5 signal transduction and cell development.6,7 Specifically, VKORC1 converts the inactive form of vitamin K (vitamin K 2,3-epoxide) into vitamin K quinone and its reduced active form, vitamin K hydroquinone, the cofactor used for PVKD activation.1 The active site of VKORC1 contains a highly conserved CXXC motif9 that is essential for vitamin K quinone reduction.9 Two other cysteine amino acids, which participate in the electron exchange between the active site and a thioredoxin-like domain in bacterial species, are also conserved among species.10–12 The function of the latter cysteine residues in human VKORC1 remain controversial13,14 as the regulation of human enzyme activity differs from that of the bacterial enzyme, i.e. in the absence of a thioredoxin domain, hVKORC1 should use an external partner as a redox source.15

Deregulation of the catalytic activity of hVKORC1, usually prompted by naturally occurring mutations, is responsible for different diseases including haemorrhaging disorders16 and arterial calcifications,17 whereas hVKORC1 polymorphisms are associated with resistance to vitamin K agonists (VKAs).18 Analysis of hVKORC1 structure–function relationships may provide a better understanding of its activation process and guide therapeutic strategies aimed at neutralizing enzyme dysfunctions.

As for many membrane proteins, VKOR structure remains very much a matter of debate. In the absence of hVKORC1 structural data, homology models were built from the crystallographic structure of Synechococcus sp. VKOR, a bacterial homolog of hVKORC1, in which the 280-amino acid sequence is organised into five transmembrane helices.19 This homology modelling has produced divergent topologies of the human protein, including a three-helix (3-H TM) a four-helix (4-H TM) and a five-helix (5-H TM) transmembrane model20–22 (Fig. 1). The 3-H TM model suggested by Stafford23,24 was improved by adding a charged residue distribution that affects TM orientation.25,26 The 4-H TM topology model generated by a recent biophysical study of VKORC1 and VKORC1L1 could be more
physiologically relevant but establishing a reliable 3D model for hVKORC1 remains a challenge. VKORC1 contributes to vitamin K transformation within the endoplasmic reticulum. It has been proposed that the redox partner of VKORC1 is a protein disulphide isomerase or thioredoxin-like protein, namely TMX, TMX4, and ERP18.

A thiol/disulphide-based mechanism of vitamin K reduction proposed in ref. 8 and 30 postulates a sequence of chemical transformations involving the four cysteine residues of hVKORC1 – C43, C51, C132 and C135 – in particular, their reversible protonation/deprotonation of the sulphur atom (S) followed by forming/breaking of the disulphide bonds. These events are associated with hVKORC1 conformational reorganisation leading to transition from the passive (inactive) to the active states through transient intermediate enzymatic products.

There are different combinations of protonation states for each cysteine residue coded for the nine distinct forms of VKORC1 – the extreme sets in which all cysteine residues are either deprotonated and linked by S–S bonds (oxidised form) or protonated (SH, reduced form) and the intermediate sets formed by combination of protonated and deprotonated cysteine residues. The endoplasmic reticulum location of VKORC1 suggests that once integrated into a membrane, the protein folding is stabilized by the two disulphide bonds, maintaining a fully folded (inactive) enzyme state. This enzyme state can be activated by external factors, such as binding of thioredoxin(s) initiating a reduction in hVKORC1 protein by thiol–disulphide exchange. Because of electron-transfer, the covalently linked cysteine residues of hVKORC1 switch to enzymatically active items, specifying intermediate (or metastable) states of the protein that become capable of transforming vitamin K. In accordance with a multi-step procedure for vitamin K modification, the biochemical and structural data show four or five intermediate states. Such an abundance of enzymatic transformations and the approximate assignment of the cysteine residue’s states/functions indicate that modelling of the activation process and definition of the enzymatically active and biologically relevant hVKORC1 states is a bona fide enigma.

Considering the questions addressed on VKORC1 topology and on the assignment of the biologically consistent states, the theoretical description of hVKORC1 structural features should be (i) maximally disassociated from the uncertain/contradictory literature data, and (ii) based on methods yielding pragmatic and sine qua non releases.

In the present work, we have designed an hVKORC1 3D atomistic model to be used in MD simulation. To avoid a priori assignment of the sulphur bridge, we performed this simulation on a fully reduced form of enzyme. We do not state that the protein dynamics of this model, which are described using the classical mechanics approximation, will reproduce exactly the functional states of protein that are mandatorily associated with proton exchange and disulphide bridge formation/disruption. However, the MD conformations generated over multiple short simulations (100 ns) and the extended trajectories (the microsecond time scale), could be sufficient to predict the functionally relevant enzymatic states of hVKORC1. We distinguished four conformations viewed as plausible mimics of the intermediate states of enzyme. The predicted conformations were further optimised and subjected to MD simulations producing the functionally related enzymatic states, which were assigned by probing their recognition properties with respect to vitamin K in its quinone and hydroxyquinone forms. Two states were identified as contributing to two-steps vitamin K transformation. The state highly selective for native vitamin K was further validated through analyses of its free energy of binding with the vitamin K agonists (VKas) that showed a high correlation with the experimental inhibiting effect.

Results and discussion

1. Modelling of hVKORC1

After searching the Protein Data Bank (PDB), we retrieved four reports describing the structure of VKOR from Synechococcus sp. (bVKOR, 283 amino acids, aas) [ESI, Table S1‡]. The alignment of the sequences revealed a bVKOR segment (13–181 aas) having the best identity/homology (25/36%) with hVKORC1 (163 aas) [ESI, Fig. S2A‡]. Since the homology is weak between sequences, we first used a set of independent bioinformatics methods for prediction of the secondary structure composition in proteins. These methods are designed on distinct concepts and algorithms and they correctly forecasted all structural elements of the experimentally characterized bVKOR (4NV5, resolution of 2.80 Å) [ESI, Fig. S1‡], thus validating the accuracy of the prediction methods. These methods were applied to predict the secondary structure of the target sequence, hVKORC1. Apparently, the overall structure of hVKORC1 consisted of one short and four elongated helices (ESI, Fig. S2B‡). Secondly, we built a homology model for hVKORC1 using 4NV5 as a template. The homology model denotes the four-helix structure of the VKORC1 transmembrane domain, which is consistent with the predicted secondary structure composition and the experimental data supporting the 4-H TM topology. In our model, the first and the second transmembrane helices, respectively TM1 and TM2, are linked by the extended loop (L1‡) with a small horizontal helix (HH) in the middle, while the other helices are

![Fig. 1 Proposed topological models for VKOR. A three-helix transmembrane domain (3-H TMD) model with the N- and C-terminus located in the endoplasmic reticulum (ER) lumen and in the cytoplasm respectively (left). A four-helix transmembrane domain (4-H TMD) model with the N- and C-terminus located in the cytoplasm (right). Positions of the first and the last residues of the transmembrane (TM) helices and a short helix (HH) are shown. The conserved cysteine residues are denoted as orange balls.](image-url)
linked by the short loops in a head-to-tail manner, as TM2–TM3 and TM3–TM4 (Fig. 2A). The four-helix compacted transmembrane bundle is stabilized by (i) the coil-coiled dimeric structural motif composed of a HxxHCxC heptad repeat (hydrophobic residues H, charged residues C and random residues x) – LYLHVK30 and LGCLRTR100 – from TM1 and TM2 respectively, and (ii) the mutual hydrophobic interactions between four TMs (ESI, Fig. S3‡).

The two cysteine residues, C43 and C51, are positioned at L12 and the two others, C132 and C135, at helix TM4. The feasibility of the prediction was encouraging, with the per domain estimation indicating a low quality secondary structure prediction for only several residues at the extremity of TM1 and TM3, for the HH, and for the distal segments of L12 (Fig. 2B).

Assignment of the transmembrane fraction in template and target was achieved by the two-prediction consensus associated with the secondary structure and the membrane topology contents respectively (ESI, Fig. S1 and S2B‡).

In accordance with the 4-H TM topology, our in silico prediction showed that the extended loop L12 and the short TM3–TM4 linker were located in ER lumen, whereas the N- and C-terminals together with the loop linker TM2–TM3 were positioned in the cytoplasm. The transmembrane topology assignment was used for an appropriate embedding of the hVKORC1 structural model in phospholipid bilayers, mimicking the ER membrane (Fig. 2C). Instead of phosphatidylethanolamine (PE) used in a bilayer composition in the MD simulation of hVKORC1,34 we generated the membrane with phosphatidylcholine (PC) molecules, as this is most appropriate for reticulum content.35

2. Structure and dynamics of hVKORC1

Since the simulated system, which is composed of the hVKORC1 homology model embedded in the membrane and completed with water molecules (Fig. 2C), may be too large to expect statistical convergence within a 100 ns MD simulation, we first performed five repeats (replicas 1–5) to probe the conformational variability of protein using the random starting velocities. Such probing may be pertinent when scanning a large conformation diversity of the fully reduced model. The
Fig. 3 Structural features of hVKORC1. (A) The secondary structure evolution over MD simulations (all trajectories were merged). The \( \alpha \)-helix, \( \beta \)-helix, \( \beta \)-bridge, turn and loop are shown in red, orange, light-green, blue and cyan, respectively, and referred to the predicted helices (top). (B–C) Drift of helices, monitored over the extended (1 \( \mu \)s) simulations, is shown for 3'. Two centroids, assigned on the last four residues at the top and at the bottom of each helix, were defined. A sole centroid for HH was assign on seven residues. Coordinates of each centroid were computed for each MD simulation time step and presented as the lines connecting the two TM centroids, in 3D space (B) and as the points projected on the x–y plane (C) coloured from blue (\( t = 0 \)) to yellow (\( t = 1 \mu \)s) for the top of TM helices; from black (\( t = 0 \)) to green (\( t = 1 \mu \)s) for the bottom; and from red (\( t = 0 \)) to yellow (\( t = 1 \mu \)s) for HH. (D) Drift of the two L\(_2\) sub-fragments, R33–S50 and S57–N77, respect to HH was monitored for each simulation separately. Centroids were defined on HH and on each sub-fragment of the L\(_2\) subdivided into the proximal and distal parts in respect to HH as shown at the left. Coordinates of each centroid (five in total) were computed for each MD simulation time and presented as the lines connecting the two sequent centroids projected on the y–z plane, and presented as the color-coded lines or points superimposed into the hVKORC1 conformation at \( t = 0 \) (grey). (E) Hydrophobic/hydrophilic (red/cyan) content of L\(_2\) is shown on the sequence and on the structure.

We assessed the protein secondary structure with DSSP. Analysis performed on the individual MD trajectories of different lengths and on the merged data, indicated well-defined, long-lived transmembrane helices (Fig. 3A, ESI, Fig. S4A\(^\ddagger\)), supporting a correctness of the four-helix model. However, L\(_2\) demonstrated some structural variability over MD simulations. In particular, the fold of sequence R33–N77 (L\(_2\)) was interpreted as the two loops linked either by a short \( \alpha \)-helix (70–90%) or by a 3\(_{10}\)-helix/turn. The tiny turns and the short \( \alpha \)- or 3\(_{10}\)-helices observed in the L\(_2\) and in the loops linking each pair of transmembrane helices were only partially stable.

The root mean square fluctuations (RMSFs) computed for each residue from either the short (100 ns) or the prolonged (1 \( \mu \)s) simulations were comparable (ESI, Fig. S5\(_\alpha\)). As expected, the highest fluctuations were principally observed for the residues of L\(_2\) of the N- and C-terminals and also, but essentially less so, of the loop-linkers, TM2–TM3 and TM3–TM4 (Fig. 2F).
To identify the source of the high RMSD values, we first analysed the structural drift of the folded TM and HH helices, and secondly that of the coiled L12. Surprisingly, within the same TM helix the movement of residues at the extremities of the TM helices, either close to the cytoplasm or to the ER lumen, was not equivalent during the simulations. This difference was in the path direction and the absolute value of displacement, resulting in a bent TM drift (Fig. 3B and C; ESI, Fig. S4B†).

The small HH of L12 is well conserved over the simulations and to a first approximation may be viewed as the internally stable structural element in the studied time-scale that is able to move with respect to the membrane helices rather than change a structure fold per se. The HH is displaced largely in a plane defined by the apexes of the TM helices and along their axes (Fig. 3C). This ample alteration of HH position may simultaneously depend on the TM helices drift and on the large movements of the two coiled sub-fragments of L12, encompassing R33–S50 and S57–N77 respectively (Fig. 3E). The drift of these sub-fragments showed that the luminal part of hVKORC1 was running from a ‘cave-like’ to a ‘plateau-like’ configuration (Fig. 3D), showing that the relative positions of the two loop sub-fragments and of the HH and TM helices varied from proximal to distant.

The slow motions of hVKORC1 were characterized by the principal component analysis (PCA). Ten PCA modes were sufficient to describe ~80–90% of the total fluctuations of the hVKORC1 backbone (Fig. 4A). The two first modes illustrate large atomic motions of the residues from the loop L12, the loop-linkers TM2–TM3 and TM3–TM4, and the N- and C-terminals. Nevertheless, the direction of the motions and their amplitudes presented by each corresponding mode are not equivalent in distinct trajectories (Fig. 4B).
Since the distance between sulphur atoms (S–S) in the cysteine residues is the indicative metric that distinguishes conformations between favouring or frustrating the formation of a disulphide bond, S–S, the six distances between each pair of sulphur atoms were monitored over each MD trajectory (Fig. 4C). Despite the same initial structural model at $t = 0$, in which three S-atoms (from C51, C132 and C135) are adjacent (all interatomic S–S distances of 4–6 Å), and the sole S-atom (from C43) is largely distant (at 20 Å) in this S-cluster, the model evolution over the different MD trajectories was not equivalent. Each S–S distance is initially either short or large and then this varied significantly during the simulation with respect to the primary value. Delimiting the range of 4–6 Å as favourable for the establishment of the S–S bond, and considering an occurrence of such a contact during the simulations, we suggest that the pairs C43–C51, C51–C132, C132–135 and C51–C135 are the candidates for the S–S covalent bonding. Conversely, the systematically observed large distance between C43 and C135, and between C43 and C132, indicates a low probability of interaction between these pairs of residues. The multiple MD conformations have a short S–S distance between two pairs of cysteine residues simultaneously (C43–C51 and C132–C135) and this may encourage the formation of the two S–S bridges.

To focus our analysis on the protein backbone conformational changes, we decided to perform the clustering calculations. We found that (i) the MD conformations of each trajectory were grouped (cutoff of 2 Å) in one (2), two (1, 3) or more (4) clusters (subsets) and (ii) the subsets are mutually exclusive (the portioning effect) (Fig. 4D), giving large conformational samples to be analyzed.

We further searched the conformational space explored by protein in the 1 μs MD simulations using an estimation of the population (density) of the conformations in the low dimensional space (the first PCA mode). The similarity matrix $W$ (see Methods and References herein) computed from the raw conformations or after a PCA reduction, is structured into blocks, each consisting of a set of close conformations (Fig. 5A).

The different blocks are plausibly associated with metastable or intermediate states. The blocks show distinct patterns in the analysed trajectories that are partitioned (after the 200–300 ns) into the segregate blocks in 3° and are arranged into the extended rosette-like crowds in 1°, which may indicate revisited conformations. Note first that the PCA dimension reduction does not really degrade the cluster patterns but results in highly contrasted similarity content. Second, for computation and display purposes, this PCA reduction can be helpful for the data analysis. Each vector $x_i$ is replaced by a vector $\xi_i$ of very small dimension $r$ by a PCA (typically, $r = 2$ or 3).

The local occupation density $n(x)$ at a given scale $\sigma$ is estimated as described in Methods, inducing a free energy landscape $U(x)$ that reflects the similarity matrix composed of blocks corresponding to time intervals where the energy is relatively stable. This property is emphasized by the slow variable profiles, as shown in ESI (Fig. S7 and S8†) for the trajectory 3°. A slow variable is a one-dimensional function $q(x)$ that is related to the underlying Langevin dynamics and thus to the similarity

Fig. 5 Spectral analysis of the MD simulation data. (A) Similarity matrices (pairwise distance) between all observed conformations ($x_i$, $i = 1, ..., N$) computed for all Cα-atoms of 1° and 3° trajectories before (top) and after the PCA (bottom), in which each vector $x_i$ was replaced by the vector $\xi_i$ of a dimension 2. The color-coded distance between each vector, yellow for the similar conformations and blue for the distant. (B) The temporal evolution of the variation $\Delta U(\xi) = U(\xi) - U(\xi_0)$ with respect to the energy of the initial conformation at $t = 0$. (C) The trace of the trajectories of the conformations after a 2D PCA reduction on the energy surface for trajectories 1° and 3° plotted with respect to the two first PCA components. (D) The energy landscapes for the two trajectories using the spline surface representation.

Similar to the RMSF values, the PCA denotes the greatest mobility of L12 with respect to the other domains. The PCA cross-correlation patterns of the short and extended trajectories are generally comparable and demonstrate the highly coupled motions between distant structural subunits (insert in Fig. 4A; ESI, Fig. S6†). The strong correlation of the TM helices motion, apparently, is associated with their drift, while the large dynamic flexibility of the extra-membrane loop L12 exposed to an aqueous environment demonstrates a rich conformational variability in the hVKORC1 model.

Since the distance between sulphur atoms (S–S) in the cysteine residues is the indicative metric that distinguishes conformations between favouring or frustrating the formation of a disulphide bond, S–S, the six distances between each pair of sulphur atoms were monitored over each MD trajectory (Fig. 4C). Despite the same initial structural model at $t = 0$, in which three S-atoms (from C51, C132 and C135) are adjacent (all interatomic S–S distances of 4–6 Å), and the sole S-atom (from C43) is largely distant (at 20 Å) in this S-cluster, the model evolution over the different MD trajectories was not equivalent. Each S–S distance is initially either short or large and then this varied significantly during the simulation with respect to the primary value. Delimiting the range of 4–6 Å as favourable for the establishment of the S–S bond, and considering an occurrence of such a contact during the simulations, we suggest that the pairs C43–C51, C51–C132, C132–135 and C51–C135 are the candidates for the S–S covalent bonding. Conversely, the systematically observed large distance between C43 and C135, and between C43 and C132, indicates a low probability of interaction between these pairs of residues. The multiple MD conformations have a short S–S distance between two pairs of cysteine residues simultaneously (C43–C51 and C132–C135) and this may encourage the formation of the two S–S bridges.

To focus our analysis on the protein backbone conformational changes, we decided to perform the clustering calculations. We found that (i) the MD conformations of each trajectory were grouped (cutoff of 2 Å) in one (2), two (1, 3) or more (4) clusters (subsets) and (ii) the subsets are mutually exclusive (the portioning effect) (Fig. 4D), giving large conformational samples to be analyzed.

We further searched the conformational space explored by protein in the 1 μs MD simulations using an estimation of the population (density) of the conformations in the low dimensional space (the first PCA mode). The similarity matrix $W$ (see Methods and References herein) computed from the raw conformations or after a PCA reduction, is structured into blocks, each consisting of a set of close conformations (Fig. 5A).

The different blocks are plausibly associated with metastable or intermediate states. The blocks show distinct patterns in the analysed trajectories that are partitioned (after the 200–300 ns) into the segregate blocks in 3° and are arranged into the extended rosette-like crowds in 1°, which may indicate revisited conformations. Note first that the PCA dimension reduction does not really degrade the cluster patterns but results in highly contrasted similarity content. Second, for computation and display purposes, this PCA reduction can be helpful for the data analysis. Each vector $x_i$ is replaced by a vector $\xi_i$ of very small dimension $r$ by a PCA (typically, $r = 2$ or 3).

The local occupation density $n(x)$ at a given scale $\sigma$ is estimated as described in Methods, inducing a free energy landscape $U(x)$ that reflects the similarity matrix composed of blocks corresponding to time intervals where the energy is relatively stable. This property is emphasized by the slow variable profiles, as shown in ESI (Fig. S7 and S8†) for the trajectory 3°. A slow variable is a one-dimensional function $q(x)$ that is related to the underlying Langevin dynamics and thus to the similarity
Fig. 6  Molecular dynamics simulations of the hVKORC1 models M¹–M⁴. (A) The optimized and refined by MD simulations structural models (deep teal) with S–S of 2.1 Å are superposed with conformations identified from MD simulations of fully protonated model (grey). For each model, numerated by Roman, the pairs of cysteine residues forming S–S bond are denoted at the top. Protein is depicted as cartoon, the cysteine residues (C43, C51, C132 and C135) are shown as sticks coloured by the atoms type. (B) The RMSDs from the initial coordinates (t = 0 ns) are computed on the Cα atoms over MD trajectories (100 ns) of M¹–M⁴ (blue, orange, deep teal and red, respectively). (C) The RMSFs are computed on the Cα atoms over the 100 ns simulations of M¹–M⁴ (blue, orange, deep teal and red, respectively). (D) The secondary structure evolution over MD simulations of M¹–M⁴. The α-helix, 3₁₀ helix, β-bridge, turn and loop are shown in red, orange, light-green, blue and cyan, respectively, and referred to the predicted helices.
matrix $W$, which gives a synthetic and simplified view of the blocks in $W$, as is the case in spectral clustering.\cite{12,13}

For the free energy profile the temporal evolutions of energy $U$ are plotted as curves $t_i \rightarrow U(x_i)$ or $t_i \rightarrow U(\xi_i)$ depending on whether one considers PCA dimension reduction or not. However, it is interesting to represent the free energy landscape $U(x)$ as a hypersurface parametrized using the conformation $x$. For visualization we use a 2D reduction to display the free energy landscape as a 2D surface in 3D as $\xi \rightarrow U(\xi)$, and display the evolution of the dynamics as a random walk in this landscape. Doing so, the trace of the path of the random walk on the energy landscape is plotted (Fig. 5C) and reveals a sampled version of the main visited basins. The energy landscape is useful for computation of the energy minima locations, as shown in Fig. 5D. In fact, these minima are extracted from a continuous smooth representation of the sampled surface, which is computed using a spline model.\cite{14}

When applied to the trajectory $3''$, the energy landscape shows three well-defined and highly populated local minima that probably correspond to the metastable states of hVKORC1, and are linked by saddles connecting two neighbouring minima that describe a transition between the different states (Fig. 5C and D). The observed dynamics of these multiple-basin landscapes involves long period motions within a basin followed by fast transition to another basin, which is an event described as a ‘jumping among minima’ that has been observed in a study of molecular dynamics using other methods.\cite{15} The height of the energy barriers is proportional to the timescale that is necessary to stochastically convert between states. The energy landscape of $1''$ trajectory, with a meaningless minimum at the beginning of a simulation, is better described as a fall of leaves to the ground reaching the global minimum.

In summary, based on the prediction of secondary structure and comparative (homology) modelling we have obtained a 3D model of hVKORC1 consisting of four transmembrane helices that corresponds to the 4-H TM topology. The MD simulations of this model in the fully reduced state and integrated into a membrane were analysed with the statistical methods (RMSDs, RMSFs, PCA, cross-correlation, clustering), which gave evidence on features of the hVKORC1 dynamics that can be related to its functions. In particular, the ability of the extended luminal loop to undergo ample movements reflects the conformational plasticity of hVKORC1 enabling us to provide suitable sites for substrate recognition and binding. The binding pocket for thioredoxin proteins, which are the hVKORC1 reducers, may be constituted by numerous hydrophobic residues (60%) in the loop (Fig. 3E). The correlated movements of the transmembrane helices and the luminal loop indicate the global conformational adaptability of hVKORC1, which is relevant to the proton transfer processes followed by forming/breaking of the disulphide bonds, and consequently, to the hVKORC1 conformational reorganisation that leads to different transient enzymatic states, from inactive to active. Observing the variation in distances between the sulphur atoms from the cysteine residues indicates a great conformational variability in hVKORC1 associated with these multiple states.

We selected pairs of cysteine residues viewed as candidates for establishing disulphide bonds. The stochastic MD trajectory representation by the similarity matrix, energy profile and energy surface, provided the highly populated minima that are composed of conformations showing short $S \cdots S$ contact between two pairs of cysteine residues.

The hVKORC1 conformations having a short C51-C132 contact that may mimic the active state of hVKORC1 described in the literature\cite{16} and observed in most crystallographic structures of the bacterial homologue, bVKOR. The hVKORC1 conformation showing a short $S \cdots S$ distance between the pairs of cysteine residues C132-C135 is also observed in crystallographic structure 3KP9 of bVKOR.\cite{17}

3. Modelling the enzymatically relevant states of hVKORC1

The hVKORC1 conformations that have a short $S \cdots S$ distance between the pairs of cysteine residues were locally modified to adjust the predicted state of hVKORC1. Specifically, the hydrogen atoms connected to at the sulphur atoms that exhibited a short $S \cdots S$ distance were removed and the $S \cdots S$ distance was constrained to 2.1 Å, which is typical for an $S \cdots S$ bond. The resulting models were optimised and made the subject of standard MD simulations. These models may represent four intermediate states of hVKORC1 – the state stabilised with two pairs of covalently bonded sulphur atoms from cysteine residues C43-C51 and C132-C135 (M*), and the states stabilized by a lone $S \cdots S$ bond linking either C132-C135 (M[0]) or C51-C132 (M[1]) or C43-C51 (M[2]) (Fig. 6A).

It was suggested that the MD trajectories of 100 ns would be sufficient to achieve the equilibrated states since the models’ $M^1-M^4$ were stiffened by the one or two $S \cdots S$ bridges with respect to the fully-protonated initial model of hVKORC1 with four cysteine residues in reduced form (SH). The RMSDs, which were computed for the Cz atom positions relative to the initial structure ($\tau = 0$ ns), show the excellent (M*) and satisfactory stability (M[0]-M[2]) within the simulation time (Fig. 6B). The RMSFs showed that the largest contribution to the ample fluctuations in all simulated models was gathered by the extended luminal loop, L2, and the inter-helices loops, which is similar to the fully-protonated model (Fig. 6C and 2F). However, the values of these fluctuations were considerably diminished. The lowest values of RMSFs were observed in the MD simulation of M*, where only the S57-N77 loop fluctuations up to 3.5 Å were present. In models containing a single $S \cdots S$ bond fluctuation values up to 5 Å were observed, varying in the order: $M^0 > M^4 > M^3 > M^1$.

Analysis of the protein secondary structure content (DSSP)\cite{18} indicated well-defined, long-lived transmembrane helices, which was strongly conserved in all models (Fig. 6D; ESI, Fig. S9†). In contrast, L2 demonstrated some structural variability that was similar to the fully-protonated model. Nevertheless, the overall conformational variability was diminished for each model, $M^1-M^4$, as shown by the reduced number of clusters composed of similar conformations (within a cut-off of 2 Å). Indeed, only one highly populated cluster was observed in the conformational set of $M^1, M^3$ and $M^4$ with populations of...
76, 73 and 56%, respectively, as well as in $M^I$ where the conformations are grouped in three distinct clusters with populations of 37, 24 and 18% (ESI, Fig. S10‡).

The representative conformations extracted from each of the most populated clusters are different (i) in conformation of L-loop, (ii) in folding of HH and (iii) in position of HH relative to $M^I$. The representative conformations extracted from each of the most populated clusters are different (i) in conformation of L-loop, (ii) in folding of HH and (iii) in position of HH relative to $M^I$.

### Table 1: The vitamin K docking into hVKORC1.
Each form of vitamin K was docked (AutoDock) on every target. Docking poses were characterized by a number of poses, their population ([in %], separated by slash) and scores (separated by slash, in kcal mol$^{-1}$). Poses with population more than 10% (in black) were analysed. The best score values are denoted in bold.

| Form           | $\text{vitK}^{\text{EP}}$ | $\text{vitK}^{\text{2-OH}}$ | $\text{vitK}^{\text{3-OH}}$ | $\text{vitK}^{\text{QU}}$ |
|----------------|--------------------------|-----------------------------|-----------------------------|--------------------------|
| $T^I$          | [58/42] -7.0/-6.8         | [73/54/22/4/9/1/7] -7.2/-6.9| [7/37/5/3/8/1/1/7] -7.3/-6.8| [5/60/17/19] -7.0/-7.0/-6.9|
| $T^II$         | [42/25/1/16/13] -6.9/-6.9/6.7/-6.6 | [7/30/22/4/9/1/7] -7.2/-6.9 | [7/11/21/2/5/3/56] -6.7/-5.7 | [6/52/20/4/1/14/9] -6.8/-6.7/-6.5 |
| $T^III$        | [2/88/12] -6.2/-7.7       | [5/30/27/10/12/1] -6.3/-6.2/-6.1/-6.0 | [3/33/61/6] -6.7/-6.3       | [3/44/42/4/4] -6.5/-6.2 |
| $T^IV$         | [4/74/14/10/2] -7.4/-7.2/-7.2 | [5/9/82/7/1/1] -7.6         | [5/41/44/8/6/1] -7.7/-7.4   | [6/48/36/12/1/2/1] -8.2/-7.6/-7.4 |

The representative conformations extracted from each of the most populated clusters are different (i) in conformation of L-loop, (ii) in folding of HH and (iii) in position of HH relative to $M^I$.
to the TM helices. The small helix HH was observed in fragment L58–L60 in MIII, while in MII–MIII, the regularly folded structure included the residues that preceded and followed this region (Fig. 7A). The most folded and compacted L-loop is detected in MII. In MIII the HH is oriented horizontally with respect to TMs that is positioned in close proximity to the transmembrane domain. In the other models the HH axis is coincident with the TMs helices, but its relative position with respect to TMs varies from proximal (in MIII) to distant (in MIV).

The representative conformation from each of the most populated clusters was characterized with *Ppocket* in order to localize a surface pocket that could be a binding site for vitamin K. In all conformations, we found that the pocket is positioned between the TM helices in the proximity of the endoplasmic reticulum lumen, and that the pocket’s volume varies from 450 Å³ (MIII) to ~530 Å³ (MIV) (Fig. 7B). It is interesting to note that during the simulations we observed the lipids being inserted into the pocket, indicating the hydrophobic nature of residues forming in the pocket’s cavity.

4. Recognition of vitamin K by hVKORC1

It was supposed that the representative conformation for each identified cluster is the target (T) for the vitamin K epoxide or its degraded form, namely vitamin K hydroxyquinone (ligand, L). First, to identify the appropriate target of the native form, the vitamin K epoxide (vKEP) was docked (AutoDock) with each target, T¹-T⁴. The docking of the full-length vitamin K produced mutual poses of the ligand that probably arose from high flexibility of the aliphatic chain. Since only the naphthoquinone fragment of vitamin K is functional, the aliphatic chain was cut at the fourth carbon atom and the cleaved vitamin K was re-docked with the targets. The number of vitamin K poses within each target was diminished, but the docking scores were much closer and were not clearly distinguishable from the L-T complexes (Table 1). Nevertheless, a visual inspection of the ligand poses with an occurrence greater than 10% permits us to distinguish between the apt and irrelevant L-T complexes.

In T¹, which has two S-S bridges, the two alternative poses of the substrate in the binding pocket gave a comparable score and population. Similarly, in TIII the substrate is localized in four clusters composed of the randomly oriented molecule. In contrast, the poses of vKEP in TIV form the unique highly populated cluster (88%), which qualifies the vKEP-TIV complex as very plausible (Fig. 7C). The visual inspection of the docking solution showed that vitamin K is localized in the proximity of the protonated residues C43 and C135 of TIII with the epoxide fragment oriented towards these residues. The vitamin K docking with TIV showed the most populated poses of a substrate in a position remote from the protonated cysteine residues.

Consequently, from these docking trials we have defined TIV as the most probable target of a vitamin K epoxide. This target may represent the active (or activated) state of hVRORC1 that recognizes specifically vK²OH and performs the first step in vitamin K transformation, which is the opening of the epoxide cycle of vitamin K by a cleavage in the C–O bond.

To better study the enzymatic steps leading to vitamin K transformation, we probed a vitamin K hydroxyquinone (vK²-OH and vK³-OH) docking with the targets TIII and TIV. The docking results indicated that (i) vK²-OH formed the more populated docking poses with all inspected modified targets with respect to vK³-OH; (ii) the best pose of vK²-OH was obtained by the docking with TIV. The vitamin K quinone (vitK³) was randomly positioned in the pocket forming four principle clusters.

5. The vitamin K affinity to hVKORC1

Since the complexes vK²EP-TIII and vK²-OH-TIV were potentially plausible, as was found from the docking trials (scores, poses and their population), we studied their stability and compared the free binding energy that maintains these complexes. First, we reconstituted the full-length vitamin K by a consequent growing of its aliphatic chain cleaved prior to the docking. The two complexes with the reconstituted vitamin K were further studied using MD simulations.

The RMSDs calculated on the backbone atoms from TIII and TIV showed that their values were reduced relative to the free targets and were stable during the 100 ns MD simulations (ESI, Fig. S11A). The pattern of the RMSFs generally corresponds to that in free targets [ESI, Fig. S11B†]. Analysis of the vKEP-TIII conformations at the end of the simulations (80–100 ns) revealed that vitamin K is stably bound to the hydrophobic groove of the target formed with residues of TMs and HH (Fig. 7D; ESI, PDB Files S1, S1-1, S1-2†). The naphthoquinone fragment of vitamin K in vKEP-TIII is located in the proximity of C135, with a distance of 4.0 Å between the carbon atom of the epoxide fragment of vitamin K and the sulphur atom of C135.

### Table 2

The free energy of binding in the vitamin K-targets complexes. The free binding energy (ΔGbind) and contributions of electrostatic (ΔGelec), van der Waals (ΔGvdw), and solvation energies (ΔGpol and ΔGnon-pol) were calculated using MM-PBSA for the complexes formed by targets TIII and TIV with vitamin K epoxide (vK²EP), vitamin K hydroxyquinone (vK²-OH), and VKAs, acenocoumarol (A), difenacoum (D), phenprocoumon (P) and warfarin (W). The solvation energy is decomposed into polar (ΔGpol) and non-polar (ΔGnon-pol) parts. All energy values are in kcal mol⁻¹.

| Ligand-target | ΔGelec | ΔGvdw | ΔGpol | ΔGnon-pol | ΔGbind |
|---------------|--------|-------|-------|-----------|--------|
| vK²EP-TIII    | −1.1 ± 0.3 | −53.5 ± 5.2 | −8.1 ± 0.8 | −5.7 ± 0.4 | −52.3 ± 5.2 |
| vK²-OH-TIV    | −1.0 ± 0.4 | −47.6 ± 3.6 | −9.9 ± 2.1 | −5.4 ± 0.4 | −44.1 ± 3.1 |
| A-TIV         | −0.9 ± 0.4 | −42.5 ± 2.9 | −10.4 ± 1.3 | −4.5 ± 0.2 | −37.6 ± 2.9 |
| D-TIII        | −0.5 ± 0.2 | −46.9 ± 2.7 | −9.3 ± 2.3 | −5.2 ± 0.3 | −43.2 ± 3.4 |
| P-TIII        | −0.7 ± 0.3 | −34.3 ± 3.4 | −6.3 ± 1.0 | −3.9 ± 0.2 | −32.5 ± 3.7 |
| W-TIV         | −0.7 ± 0.4 | −34.6 ± 2.1 | −9.5 ± 1.6 | −4.1 ± 0.2 | −29.9 ± 2.6 |
which corresponds well to the suggested association between the vitamin K epoxide and VKORC1. The aliphatic chain of vitamin K protrudes into the membrane in the direction perpendicular to the naphthoquinone plane, between TM2 and TM3. In the $vK^{2-OH}$ complex the partially transformed molecule is still bound in the binding site, but is displaced from the position observed in $vK^{EP}$.

The binding free energy, $\Delta G$, estimated by the MM/PBSA approach differs considerably, with values of $-52.3$ and $-44.1$ kcal mol$^{-1}$ for $vK^{EP} \cdot T^{III}$ and $vK^{2-OH} \cdot T^{IV}$ respectively (Table 2 and Fig. 8B). The decomposition of $\Delta G$ for the different terms contributing to the binding affinity of vitamin K helps to identify the primary forces driving such a binding. The van-der-Waals energy ($\Delta G_{vdw}$) shows more variation ($-53.5$ kcal mol$^{-1}$ for $vK^{EP} \cdot T^{III}$ and $-47.6$ kcal mol$^{-1}$ for $vK^{2-OH} \cdot T^{IV}$) than for the other terms, and appears to be the principal force contributing to the difference in the final binding energy values ($\Delta G_{bind}$) in the studied complexes (Table 2). The electrostatic energy ($\Delta G_{el}$) and the solvation energy, represented by polar ($\Delta G_{pol}$) and non-polar ($\Delta G_{non-pol}$) parts, show only minor variations between two complexes.

To identify the key molecular determinants responsible for the binding of vitamin K to the targets, we calculated the per residue energy contribution of all the protein residues to the overall binding energy. In both complexes, $vK^{EP} \cdot T^{III}$ and $vK^{2-OH} \cdot T^{IV}$, the free energy binding value is only influenced by the hydrophobic residues demonstrating a favourable contribution to the vitamin K affinity (Fig. 7E and 8A). The largest contribution to vitamin K epoxide affinity was from F55 interacting with the naphthoquinone fragment within the binding site and by F86 interfacing the aliphatic chain protruding into the membrane. In the $vK^{2-OH} \cdot T^{IV}$ complex the vitamin K hydroxyquinone is mainly bound by the highly increased interaction with F86, while the interaction with F55 is reduced with respect to $vK^{EP} \cdot T^{III}$. The other residues, L22, A26, F87, V112, A115, G116, L120 and V134, contribute positively to the substrate affinity in both forms, though their impact is different. The role of F55 as a key residue binding either the substrate or warfarin was recently reported.

This simple analysis of the free binding energy has shown that (i) the hydrophobic interactions are key to vitamin K recognition by hVKORC1, (ii) $T^{III}$ provides the most favourable hydrophobic interactions, which are greater than the target $T^{IV}$ and (iii) F55 contributes most to affinity of the vitamin K epoxide in the binding pocket of $T^{III}$, while F86 preserves the binding of vitamin K hydroxyquinone to $T^{IV}$.

6. Models-based concept of the hVKORC1 enzymatic cycle

By considering the distinct recognition properties of the generated models of hVKORC1 with respect to vitamin K in its different forms, we attempted to assemble these models in a logical scheme that presents a plausible enzymatic cycle of the vitamin K transformation. Initially, in the absence of external factors hVKORC1 is apparently folded in the fully deprotonated state and is stabilized by two S–S covalent bonds. This state, represented by the $T^{I}$ model that non-selectively recognized vitamin K and that might correspond to the inactive state of hVKORC1. Upcoming protons (delivered by a thioredoxin through the inter-protein proton exchange) perturb the hVKORC1 by initiating a break of S–S bridge between the L-loop cysteine residues, C43 and C51, and their protonation producing the state described by model $T^{II}$. Further proton-transfer (intra-protein) promotes a reduction in the cysteine residues, C132 and C135, which is accompanied by conformational adaptation of hVKORC1 to a state favourable to vitamin K binding in the pocket in close proximity to the activated cysteine...
interaction of vitamin K with hVKORC1 (Fig. 9C), and this is derived from the enzymatic mechanism specified for the bacterial homolog hvKOR.35 According to the second hypothesis, the thioredoxin protein initiates the reduction in hVKORC1 as a proton donor (Fig. 9B). This simple and comprehensive sketch may reflect the most rational and probably the most credible catalytic cycle of the hVKORC1 enzymatic mechanism.

7. Inhibitor affinity to hVKORC1

Since target TIII is highly selective for native vitamin K binding, we postulated that this state is a target of the vitamin K agonists (VKAs). The well-known VKAs, namely acenocoumarol (A), difena coum (D), phenprocoumon (P) and warfarin (W) were docked with TIII. As the AVKs do not contain the aliphatic chain, the docking trials produced a highly populated cluster, which demonstrated the unique pose of each inhibitor. Each inhibitor is localized in the binding pocket of the target that takes the position of the naphthoquinone fragment of the vitamin K (Fig. 10B). Each inhibitor-target complex was further studied using MD simulations (100 ns). Similar to vkEP⁻TIII, the RMSDs of hVKORC1 in each inhibitor-target complex were stable during the MD simulations (ESI, Fig. S11†) and each inhibitor was stably bound to the hydrophobic groove of the target (Fig. 10D; ESI, PDB Files S2, S2-1, S2-2†). The binding free energy (ΔG) was estimated using the MM/PBSA method and gave values of −37.6 ± 2.9, −43.2 ± 3.4, −32.5 ± 3.7 and −29.9 ± 2.6 kcal for A, D, P and W respectively (Fig. 8B and Table 2), which are significantly smaller than for the vitamin K epoxide. The decomposition of the binding free energy for the different terms contributing to inhibitor affinity showed that the primary forces driving inhibitor binding are also the van-der-Waals interactions. The calculated per residue energy contribution of all target residues indicated that the free energy binding value is only influenced by the hydrophobic residues, which demonstrate a favourable contribution to the inhibitor affinity, principally from F55 and V134, similarly to the natural substrate binding (Fig. 10C). F55 was previously reported as a key residue for warfarin binding.45

To validate the calculated binding free energy values, the experimental measurements were performed to determine the inhibiting effect of these molecules (acenocoumarol, difena coum, phenprocoumon and warfarin) on hVKORC1 activity. These molecules show a wide range of hVKORC1 inhibition effects. The obtained Ki values indicate the following order of hVKORC1 activity: D > A > P > W. The lowest value of the binding free energy (ΔG) is shown by difena coum (D), which is the inhibitor that has the best inhibition effect, while the highest value of ΔG was displayed by warfarin (W), having the smallest Ki (Fig. 8C).

Despite the limitations of the MM/PBSA method compared to more accurate approaches such as alchemical free energy perturbation molecular dynamics (FEP/MD),46 we have obtained a qualitative characterisation of VKAs binding with hVKORC1 that is in good correlation with the experimentally measured inhibiting effect. We have found that hydrophobic interactions...
are key to hVKORC1 inhibition by VKAs as revealed by MD simulations and MM/PBSA free energy calculations.

Conclusions and perspectives

As suggested in our working hypothesis, the hVKORC1 model with all protonated cysteine residues is a paradigmatic specimen used to predict the enzymatic states of a protein through exploration of its conformational space using MD simulations. Distinct and independent statistical techniques showed the great conformational variability of the protein. Estimation of the energy profile and capture of the protein conformations at local minima provided a set of pro-models mimicking the biologically relevant states.

The generated models of the functional metastable states of hVKORC1 and their validation through in silico screening led to the concept of two plausible mechanisms for enzymatic reactions. These results suggest several additional questions, the most important being the real enzymatic machinery of hVKORC1. What is the exact role of thioredoxin(s) in initiating the hVKORC1 reduction? i.e. does it behave as a proton donor or as a co-partner participating in covalent binding with VKORC1? Additional experimentally based studies will be required to select the most appropriate hypothesis. Furthermore, structural models depicting distinct metastable states of protein represent the different steps in the catalytic cycle. The validation of these states using a docking of vitamin K in its epoxide and hydroquinone forms have qualified two hVKORC1 conformations as the active states (active-I and active-II), and these two states may be pertinent targets for the development of novel highly selective and state-specific molecules. The use of model TIV as a target is more questionable as this model may require a prior presence of vitamin K in the active site. Theoretically, such a state may be targeted by a competitive ligand that would prevent the inactive state folding required for the next

Fig. 10 Inhibitors binding to hVKORC1. (A) Structural formula of acenocoumarol (A), difenacoum (D), phenprocoumon (P) and warfarin (W). (B) Docking poses of inhibitors in the binding pocket of hVKORC1. The protein is viewed as cartoon with cysteine residues in sticks; each inhibitor is shown in ball-and-sticks. (C) The per residues contribution to the binding energy (ΔG) of TIII to acenocoumarol (1st column), difenacoum (2nd column), phenprocoumon (3rd column) and warfarin (4th column). (D) AVKs, (A, D, P and W) stabilized by van-der-Waals interactions with hydrophobic residues of TIII. Protein is depicted as cartoon; inhibitors are showed in ball-and-sticks with their surface; the hydrophobic residues are drawing in sticks with a color coded for the strength of interaction, from a strong (in dark) to a weak (white), and the contribution to the binding free energy, from a positive (blue) to a negative (yellow).
enzymatic cycle. In this context, the other enigmatic question that remains unanswered is, do the cysteines exert the same role in the active site and the redox-active?

The hydrophobic interactions between the substrate and the targets were identified as the main factor contributing to such a difference, and the alternation of these interactions leads to selective target sensitivity to a given form of vitamin K. The state, which was identified as contributing to the first step in vitamin K transformation, was validated through analysis of hVKORC1’s binding energy with three vitamin K agonists. The obtained in silico data was found to be highly correlated with data measured in vitro, and as such, this validated our theoretical models.

Methods

1. Structural modelling

The protein modelling. The hVKORC1 sequence (Q9BQ6) was retrieved from UniprotKB (http://www.uniprot.org/uniprot). PRELATOR, GOR IV, PSIPRED, PROF and Jpred were used for prediction of the secondary structure of hVKORC1. HMMTOP, OCTOPUS, SPECTOPUS, PHOBIUS, POLYPHOBIUS, PROF, PHILUS and SCAMPI were used for estimation of the transmembrane part of protein (ESI, Methods). The crystallographic structures of homologous proteins (ESI, Table S1†) were found by a BLAST search. The sequence alignment of hVKORC1 (Q9BQ6, target, 163 residues) and bVKOR (Q2JIF6, template, 283 residue) was used to identify the bVKOR segment having the best identity/homology with hVKORC1. Structure of bVKOR (4NV5), containing this segment, was chosen as a template for homology modelling of hVKORC1. The hVKORC1 model was generated with MODELLER.† The missing residues (C43, C51, C132 and C135) were considered in a protonated state (SH). No constraint was applied on cytochrome-cysteine distances. This model [M] represents the fully protonated hVKORC1. For a modelling of the partially protonated or fully deprotonated protein, the MD conformations of the fully protonated hVKORC1 were used. The conformations that have a short S⋯S distance between the pairs of cysteine residues were locally modified to adjust the predicted state of hVKORC1. Specifically, the hydrogen atoms connected to the sulphur atoms that exhibited a short S⋯S distance were removed and the S⋯S distance was constrained to 2.1 Å, which is typical for an S–S bond. The resulting models – M1, stabilised with two pairs of covalently bonded sulphur atoms from residues C43–C51 and C132–C135, M2, M3 and M4, stabilized by a lone S–S bond linking C132–C135, C51–C132 and C43–C51 respectively, were optimised and minimised.

Modeling of the systems. A lipid bilayer was used to mimic the membrane environment in which hVKORC1 exist. This lipid bilayer, initially composed of 200 1,2-dilauroyl-sn-glycero-3-phosphocho-line (DLPC) lipids, had been prepared with MemBuilder† resulting in an area per lipids of 63 Å² and a bilayer thickness and 31 Å, consistent with experimentally measured values (cf. 64 Å² for the area per lipid and 30 Å for the bilayer thickness†). This lipid bilayer had been completed with 4000 water molecules (TIP3P)† and pre-equilibrated during 1.5 ns of MD. To setup the protein-membrane systems, each structural model of hVKORC1 was embedded in the equilibrated and hydrated membrane using the g_memb tool† from GROMACS package. The protein coordinates were scaled down by a 100 factor in the membrane surface plane. 8 lipids and 52 water molecules that overlapped with the protein model were removed. Protein coordinates were finally restored during a short (1 ns) MD simulation. Cl− ions were placed randomly to neutralize the system. The total number of atoms in the system (protein, DLPC lipids, water molecules and counter ions) was 58 241 and the box size was 80 × 80 × 87 Å³. The 3D models M, M1, M2, M3 and M4 were used for a modelling of each protein-membrane system.

2. Molecular dynamics simulations

Set-up of the system. The set-up of molecular dynamics (MD) simulations were performed using GROMACS 4.6.5 program package. The CHARMM-36 force field‡ modified to support DLPC lipids simulations§ was employed. The 50 000-step energy minimization was performed on each full system using a steepest descent energy minimization. The equilibration was performed on the solvent, keeping the solute atoms (except H-atoms) restrained for 100 ps at 310 K and a constant volume (NVT). The temperature of protein, membrane and solvent (water and ions) was separately coupled to the velocity rescale thermostat,‡ modified Berendsen thermostat,§ with a relaxation time of 0.1 ps. Each system has been equilibrated during 1 ns (NPT) with all non-hydrogen atoms of the protein and DLPC membrane harmonically restrained. A semi-isotropic coordinate scaling and the Parrinello–Rahman pressure coupling were used to maintain the pressure at 1 bar, with a relaxation time of 5 ps. The Nose–Hoover thermostat‡ was applied on the protein, lipids and solvent (water and ions) separately, with a relaxation time of 0.5 ps, to keep temperature constant at 310 K. Water and ions were allowed to move freely during equilibration.

Production of MD trajectories. For the system containing the model M, five 100 ns trajectories of MD simulations were carried out with different starting velocities. Two trajectories were extended to 1 μs. For each system containing the models M1–M4, two MD trajectories of 100 ns were performed. A time step of 2 fs was used to integrate the equations of motion based on the Leap-Frog algorithm.‡ Coordinates files were recorded every 5 ps. Neighbour searching was performed by the Verlet algorithm.‡ The particle mesh Ewald (PME) method was used to treat long-range electrostatic interactions at every step. The van der Waals interactions were modeled using a 6–12 Lennard-Jones potential. Electrostatic interactions were computed using a particle mesh Ewald algorithm. The list for the electrostatic interactions was updated every 5 steps. The Nose–Hoover thermostat‡ was used to keep simulation temperature constant by coupling (τ = 0.5 ps) the protein, lipids and solvent (water and ions) separately to a temperature bath of 310 K. Pressure
was kept constant (1 bar) by Parrinello–Rahman coupling\(^3\) and semi-isotropic coordinate scaling \((\tau = 2\) ps\). Coordinates files were recorded every 5 ps.

All simulations were performed on HP computer TURING, IBM Blue Gene/Q at IDRIS, using parallel 1.6 GHz 64-bit POW-ERPC A2 node cards.

3. Standard analysis of MD trajectories

Standard GROMACS routines were utilized in the analysis of MD trajectories (RMSD, RMSF, PCA and clustering calculation). Visual inspection of conformations was made with PyMOL. Standard GROMACS routines were utilized in the analysis of ERPC A2 node cards. Cross-correlation matrices were calculated with Bio3d R package.\(^6\)

The RSMD and RMSF values were calculated on the Cz atoms using the initial model \((t = 0\) ns as a reference). RSMD, RMSF, PCA, cluster analysis, correlation matrices and structural drift were calculated after leave-square fitting the protein snapshots using transmembrane region as the reference, thus removing the rigid-body motion from the analysis. Transmembrane region was assessed using the secondary structure analysis detected that TM1, TM2, TM3 and TM4 consist of G9-H28, N77-L93, A102-I123 and C132-R151 respectively.

Principal component analysis. The collective motions of hVKORC1 were investigated by principal components analysis (PCA). For an N-atoms system, a trajectory matrix contains in \(X\) atoms using the initial model (at \(t = 0\) ns as a reference). RSMD, RMSF, PCA, cluster analysis, correlation matrices and structural drift were calculated after leave-square fitting the protein snapshots using transmembrane region as the reference, thus removing the rigid-body motion from the analysis. Transmembrane region was assessed using the secondary structure analysis detected that TM1, TM2, TM3 and TM4 consist of G9-H28, N77-L93, A102-I123 and C132-R151 respectively.

The principle components (PCs) are obtained by a diagonalization of the covariance matrix \(C\), elements of which are defined as:

\[
e_{ij} = \langle (x_i - \langle x_i \rangle)(x_j - \langle x_j \rangle) \rangle
\]

where \(\langle (x_i - \langle x_i \rangle)(x_j - \langle x_j \rangle) \rangle\) denotes an average performed over the all the time steps of the trajectory.

The principle components (PCs) are obtained by a diagonalization of the covariance matrix \(C\).

\[
C = VAV^T
\]

This results in a diagonal matrix \(A\) containing the eigenvalues as diagonal entries and a matrix \(V\) containing the corresponding eigenvectors. If the eigenvectors are sorted such that their eigenvalues are in decreasing order, the eigenvector with the largest eigenvalues \((i.e.,\) the first PCs\) accounts for the highest proportion of variance within the data. The second component is orthogonal to the first one and accounts for the second highest proportion of variance, and so on.

Cross-correlations analysis. The extent to which the fluctuations of a system are correlated depends on the magnitude of the cross-correlation coefficient \((CC_{ij})\). The \(CC_{ij}\) of the atomic fluctuations obtained from the MD simulations \((CC_{PCA})\) were computed using:

\[
CC_{ij}^{PCA} = \frac{\langle \Delta r^T_i \Delta r_j \rangle}{\sqrt{\langle \Delta r^T_i \Delta r_i \rangle \langle \Delta r^T_j \Delta r_j \rangle}}
\]

where \(i\) and \(j\) are two atoms \(Cz\); \(\Delta r_i\) and \(\Delta r_j\) are displacement vectors of \(i\) and \(j\); and \(\Delta r^T\) denotes the transpose of a column vector.

If \(CC_{ij} = 1\) the fluctuations of \(i\) and \(j\) are completely correlated (same phase and period), if \(CC_{ij} = -1\) the fluctuations of \(i\) and \(j\) are completely anticorrelated, and if \(CC_{ij} = 0\) the fluctuations of \(i\) and \(j\) are not correlated. All snapshots were fitted using the transmembrane domain \(Cz\) as a reference before performing cross-correlations analysis.

Clustering. A cluster analysis was performed on each MD trajectory of models I–IV considering either the all simulation or the productive \((20–100\) ns\) using an ensemble-based approach\(^6\) with Gromos\(^6\) after snapshots fitting using the transmembrane domain \(Cz\) as a reference. The algorithm extracts representative MD conformations from a trajectory by clustering the recorded snapshots according to their \(Cz\)-atoms RMSDs. The procedure for each trajectory is described as follows: (i) a reference structure is randomly picked up in the MD conformational ensemble and all conformations distant by less than an arbitrary cutoff \(r\) are popped out of the ensemble; this step is repeated until no conformation remains in the ensemble, providing a set of reference structures distant from at least \(r_i\) (ii) the MD conformations are grouped into \(n\) reference clusters based on their RMSDs from each reference structure using the RMSD cutoff \(r = 2\) Å.

The drift monitoring. The helices drift analysis was performed using the centroids \((C_i)\) defined on the \(Cz\) atoms for each group of amino acids (aas): \(C_0 (51–56\) aas\) for HH and two centroids for each TM helix extremity – \(C_1 (9–12\) aas\) and \(C_2 (25–28\) aas\) for TM1, \(C_3 (77–80\) aas\) and \(C_4 (90–93\) aas\) for TM2, \(C_5 (102–105\) aas\) and \(C_6 (120–123\) aas\) for TM3, \(C_7 (132–135\) aas\) and \(C_8 (148–151\) aas\) for TM4. The L\(_2\)-loop motion were analysed using the centroids defined on HH \((C_i, 51–56\) aas\) and on the loop residues 47–50 and 35–38 \((C_{32}, 39–46\) \((C_{34}, 57–60\) and 69–72 \((C_4), 61–68 \((C_5)\). Positions of these centroids were monitored over MD simulations, and their coordinates were projected on the \(x-z\) and \(y-z\) planes.

4. Advanced statistical analysis

We performed a statistical analysis of each observed MD trajectory \(X = \{x_1, \ldots, x_N\}\) using an estimation of the density of the conformations in a low dimensional space using the first modes arising from the PCA. The local occupation density \(\pi(x)\) at a given scale \(\sigma\) is estimated using a Parzen Window density estimator \((\text{implemented in MATLAB})\) with a Gaussian kernel:

\[
\pi(x) \propto \sum_{i=1}^{N} \exp\left(-\frac{\|x - x_i\|^2}{2\sigma^2}\right)
\]

inducing a free energy landscape

\[
U(x) = -k_BT \log(\pi(x)) + C.
\]

This energy should not be identified with the potential (force field) driving the MD simulation, but should be considered as
a statistical proxy used to analyse the region of high occupation linked with potential meta-stable states visited by the dynamics. Introducing the similarity matrix between conformations

$$W_{ij} = \exp\left(-\frac{\|x_i - x_j\|^2}{2\sigma^2}\right),$$

we have $$\pi(x_i) \propto \sum_{j=1}^{N} W_{ij}.$$ However, beyond the occupation density some of the dynamical aspects can be empirically analysed through the estimation of a random walk on the simulated data that is compatible with the occupation density. Let us consider a random walk $$\pi \rightarrow X_n$$ on the MD conformations such that the transition probability $$P_{ij}$$ between $$i$$ and $$j$$ is given by

$$P_{ij} = P(X_{n+1} = j|X_n = i) \propto \frac{W_{ij}}{W_{i+} + W_{i-}},$$

with $$\alpha = \frac{1}{2}$$. After the time change $$\tau_n = n\sigma^2 k_B T$$, this random walk approximates a continuous diffusion $$i \rightarrow X_t$$ following a Langevin diffusion $$dX_t = -\nabla U(X_t) dt + \sqrt{2k_B T} d\mathbf{w}$$, giving an occupation density $$\pi(x)$$ at equilibrium consistent with the observations. The spectral analysis of the associated Laplacian $$L_{ij} = \delta_{ij} - P_{ij}$$ gives interesting slow variables for the estimated dynamics that are strongly linked with the metastable states.

### Slow variables

A companion matrix of the Markov kernel $$P$$ is the normalized graph Laplacian $$L = I - P$$, which is a generalization of the standard Laplacian on a grid. Its eigenvalues have a key position in spectral clustering. They are approximated indicator variables of clusters in the normalized graph Laplacian. They are approximately given by eigenvalues of the normalized graph Laplacian

$$\lambda_i \approx \frac{1}{C_0} \sum_j P_{ij} \sum_k W_{jk}.$$ 

5. **Molecular docking, MD simulations and analysis of the complexes**

**Ligands modelling.** The vitamin K coordinates were retrieved from the crystallographic structure 2WJN, containing menaquinone 7.78 The structural models of vitamin K in four forms – epoxide (vitK<sub>EP</sub>), quinone (vitK<sub>Q</sub>) and hydroquinone with the hydroxy group at the carbon atom in position 3 (vitK<sub>OH</sub>) and 3 (vitK<sub>2OH</sub>) – was prepared from menaquinone 7 structure, using UCSF Chimera v1.10.1. The constructed vitamin K models were cleaved at the fourth carbon atom of the aliphatic chain. The coordinates of acenocoumarol (A) were retrieved from ref. 72. The structure of difenacoum (D), phenprocoumon (P) and warfarin (W) were modeled from 3D structure of acenocoumarol using UCSF Chimera v1.10.1. All models of vitamin K and of inhibitors were minimized and used as input for Swissparam,79 generating topology files for each ligand.

**Targets selection.** For each simulated system (where the protein is M<sub>1</sub>, M<sub>2</sub>, M<sub>3</sub>, M<sub>4</sub>), the representative conformations were extracted by a fast clustering, based on convergence analysis of the concatenated trajectories.80 We selected the more-represented reference structure for each simulated model, and defined the targets T<sub>1</sub>, T<sub>2</sub>, T<sub>3</sub>, T<sub>4</sub>, T<sub>5</sub>.

**Pockets detection.** The proteins pockets were detected using MDpocket, a software based on the fpoint algorithm.41 For each MD conformation, MDpocket associates the \( \alpha \)-spheres (i.e., spheres contacting with four protein atoms without any other atom within the sphere) to a grid point. The pockets maps were produced by iterating this step over all conformers employing the default parameters. MDpocket requires the superposition of each conformer on a reference structure prior to any calculation to avoid artefacts which may occurred over the grid-based process. The selected pockets were further analyzed in a second MDpocket run. For each selected pocket, the grid points with an occupancy time of at least 0.5 (i.e., grid points associated with \( \alpha \)-spheres at least 50% of the simulation time) were retained to extract the pocket’s metrics, such as volume, over the MD trajectory.

**Molecular docking.** The docking calculations were performed by using the AutoDock,42 a hybrid search method that applies a Lamarckian genetic algorithm (GA). Exploration of the binding site is based on a global search that uses a GA followed by an adaptive local search method derived from the optimization algorithm of Solis and Wets.43 The graphical user interface of AutoDock 4.2 was used for preparation of ligand and receptor files. Grid maps of interaction energies for various atom types were carried out with a grid box of dimension 20 x 20 x 23 Å centered on the previously detected pockets. Calculations were performed with a population size of 150, number of energy evaluations of 5 x 10<sup>6</sup>, maximum number of generations of 27 000 and mutation and crossover rates of 0.02 and 0.8, respectively. The number of runs was set to 100 to explore a large number of poses of the highest affinity, and the Solis and Wets algorithm was used to relax the best 10% of the obtained conformations. The binding pocket coordinates were explicitly defined in the input file.

The binding affinity of ligand-hVKORC1 complexes was expressed in terms of number of clusters, poses population and docking scores. For each ligand conformation, the most populated poses (>10%) were saved and analyzed.

**MD simulations.** The systems composed of protein (protein is a ligand-hVKORC1 complex) the DLPC lipids, water molecules and counter ions, were constructed and equilibrated as described above. For each system including a ligand-hVKORC1 complex, two MD trajectories each of 100 ns were performed. The six pdf files supplied contain the atomic coordinates of the ligand-hVKORC1 complexes (ligand = vitK<sub>EP</sub> and warfarin, W) at t = 0 and t = 100 ns for each trajectory.

**Free energy calculation.** Standard MM-PBSA (Molecular Mechanics – Poisson Boltzmann Surface Area) method44 has been used for calculation of thermodynamic parameters and free energy of binding. In MM-PBSA, the free energy difference of binding \( \Delta G_{\text{bind}} \) between a ligand (L) and a receptor (R) to form a complex RL is defined as:

$$\Delta G_{\text{bind}} = \Delta H - T\Delta S \equiv \Delta E_{\text{MM}} + \Delta G_{\text{sol}} - T\Delta S$$
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\[ \Delta E_{\text{MM}} = \Delta E_{\text{int}} + \Delta E_{\text{elect}} + \Delta E_{\text{vdw}} \]

where \( \Delta E_{\text{MM}}, \Delta G_{\text{sol}} \) and \(-T\Delta S\) are the changes of the gas phase MM energy, the solvation free energy decomposed into polar \((\Delta G_{\text{pol}})\) and non-polar \((\Delta G_{\text{non-pol}})\) parts, and the conformational entropy upon binding, respectively. The solute and solvent dielectric coefficients were set to 16 and 80, respectively.

\[ \Delta E_{\text{int}} \text{ includes } \Delta E_{\text{int}} \text{ (covalent bonding including the bond, angle and dihedral energies), electrostatic } \Delta E_{\text{elect}} \text{ and van der Waals } \Delta E_{\text{vdw}} \text{ energies. The polar contribution was calculated using PB model, while the non-polar free energy estimated by solvent accessible surface area (SASA).} \]

\( \Delta G_{\text{bind}} \) was computed for each generated ligand-target complex over the merged trajectories containing 400 frames (and also for the individual MD simulation replicas over a trajectory containing 200 frames). We used the \textit{g_mmpbsa} module of GROMACS, which combines subroutines from GROMACS and APBS to calculate the enthalpy contribution \((\Delta H)\) to the Gibbs free energy and the per-residue energy decomposition. The energy components \( \Delta E_{\text{MM}} \) and the polar and non-polar components of \( \Delta G_{\text{sol}} \) were calculated in the bound and unbound forms, and subsequently their contribution to the binding energy \( \Delta G_{\text{BE}} \) of residue \( x \) (ref. 76) was calculated as follows:

\[ \Delta R_{\text{BE}}^x = \sum_{i=0}^{n} \left( A_i^{\text{bound}} - A_i^{\text{free}} \right) \]

where \( A_i^{\text{bound}} \) and \( A_i^{\text{free}} \) are the energy of \( i \)th atom from \( x \) residue in bound and free forms, respectively, and \( n \) is the total number of atoms in the residue.

The \textit{g_mmpbsa} module does not include the calculation of entropic terms and therefore it gives the relative binding energy. Since we have used the analogous compounds showing the same binding mode, the entropy contribution was neglected.\(^6\)

6. Measuring the dissociation constants of inhibitors

Recombinant hVKORC1 protein was expressed in \textit{P. pastoris} and microsomal fractions containing recombinant proteins were prepared as described previously.\(^18\) VKOR activity was performed as described previously.\(^77\) To evaluate the inhibiting effect of acenocoumarol, difenacoum and phenprocoumon on VKOR activity, \( K_i \) were determined after addition of anticoagulant to the standard reaction [\textit{i.e.}, 200 mM Hepes buffer (pH 7.4) containing 150 mM KCl, 1 mM dithiothreitol, 0.75 to 2 g L\(^{-1}\) of total proteins containing membrane VKORC1] in the presence of increasing amounts of vitamin K1 epoxide (from 0.003 to 0.2 mM) using anticoagulant concentrations from about 0.05 to 20 \( \times \) \( K_i \). Data were fitted by non-linear regression to the non-competitive inhibition model\(^*\) using the R-fit program. \( K_i \) values were obtained from at least three separate experiments performed on three different batches of protein.

\[ v = \frac{V_{\text{max}}[S]}{aK_m + a'[S]} = \left( \frac{1}{\alpha} \right) V_{\text{max}}[S] \left( \frac{\alpha'}{\alpha} \right) K_m + [S] \]

where \( \alpha = 1 + \frac{[I]}{K_i} \) and \( \alpha' = 1 + \frac{[I]}{K_i} \).
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