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ABSTRACT

A number of studies have shown that the convective stability criterion for the intracluster medium (ICM) is very different from the Schwarzschild criterion, due to the effects of anisotropic thermal conduction and cosmic rays. Building on these studies, we develop a model of the ICM in which a central active galactic nucleus (AGN) accretes hot intracluster plasma at the Bondi rate and produces cosmic rays that cause the ICM to become convectively unstable. The resulting convection heats the intracluster plasma and regulates its temperature and density profiles. By adjusting a single parameter in the model (the size of the cosmic-ray acceleration region), we are able to achieve a good match to the observed density and temperature profiles in a sample of eight clusters. Our results suggest that convection is an important process in cluster cores. An interesting feature of our solutions is that the cooling rate is much sharper peaked about the cluster center than is the convective heating rate. As a result, in several of the clusters in our sample, a compact cooling flow arises in the central region with a size $r_{cd}$ that is typically a few kpc. The cooling flow matches onto a Bondi flow at smaller radii. The mass accretion rate in the Bondi flow is equal to, and controlled by, the rate at which mass flows in through the cooling flow. Our solutions suggest that the AGN regulates the mass accretion rate in these clusters by controlling $r_{cd}$; if the AGN power rises above the equilibrium level, $r_{cd}$ decreases, the mass accretion rate drops, and the AGN power drops back down to the equilibrium level.

Subject headings: convection — cooling flows — galaxies: active — galaxies: clusters: general — magnetic fields — turbulence

1. INTRODUCTION

In many clusters of galaxies, the radiative cooling time of intracluster plasma within the central 50 kpc is much shorter than a cluster’s likely age. In the cooling-flow model, plasma heating is neglected and the rate at which plasma cools to low temperatures is large, exceeding $10^3 M_{\odot} \text{yr}^{-1}$ in some clusters (Fabian 1994). High spectral resolution X-ray observations, however, show that the actual rate at which plasma cools to low temperatures is much less than the cooling-flow model prediction (B"ohringer et al. 2001; David et al. 2001; Molendi & Pizzolato 2001; Peterson et al. 2001, 2003; Tamura et al. 2001; Blanton et al. 2003). This discrepancy, some times referred to as the “cooling-flow problem,” suggests that plasma heating approximately balances radiative cooling in cluster cores. Plasma heating is also relevant to other problems in the study of galaxy clusters. Numerical simulations of cluster formation show that some heat source in addition to supernovae is needed to explain observed temperature and density profiles, star formation histories, and mass-temperature and luminosity-temperature scaling relations (Suginohara & Ostriker 1998; Lewis et al. 2000; Voit et al. 2002; Tornatore et al. 2003; Nagai & Kravtsov 2004; Borgani et al. 2004; Dolag et al. 2004).

There has recently been great interest in the heating of the intracluster medium (ICM) by active galactic nuclei (AGNs) at the centers of clusters. The importance of such “AGN feedback” is suggested by the observation that almost all clusters with strongly cooling cores possess active central radio sources (Burns 1990; Ball et al. 1993; Eilek 2004), and by the correlation between the X-ray luminosity from within a cluster’s cooling radius and the mechanical luminosity of a cluster’s central AGN (B"irzan et al. 2004; Eilek 2004). One of the unsolved problems regarding AGN feedback is to understand how AGN power is transferred to the diffuse ambient plasma. A number of mechanisms have been investigated, including Compton heating (Binney & Tabor 1995; Ciotti & Ostriker 1997, 2001; Ciotti et al. 2004; Sazonov et al. 2005), shocks (Tabor & Binney 1993; Binney & Tabor 1995), magnetohydrodynamic (MHD) wave-mediated plasma heating by cosmic rays (B"ohringer & M"orfill 1988; Rosner & Tucker 1989; Loewenstein et al. 1991), and cosmic-ray bubbles produced by the central AGN (Churazov et al. 2001, 2002; Reynolds 2001; Br"uggen 2003; Reynolds et al. 2005), which can heat intracluster plasma by generating turbulence (Loewenstein & Fabian 1990; Churazov et al. 2004; Cattaneo & Teyssier 2007) and sound waves (Fabian et al. 2003; Ruszkowski et al. 2004a, 2004b), and by doing $pdV$ work (Begelman 2001a, 2001b; Ruszkowski & Begelman 2002; Hoeft & Br"uggen 2004). Although considerable progress has been made, it is still not clear how AGN feedback controls the density and temperature profiles of a cluster’s intracluster plasma in a way that is both self-regulating and consistent with observations.

In this paper, we explore the hypothesis that central AGNs heat and regulate intracluster plasma by causing the intracluster medium to become convectively unstable, a scenario that was investigated in two earlier studies (Chandran 2004, 2005, hereafter Papers I and II, respectively). At first glance, this hypothesis seems obviously incorrect, since observations show that the specific entropy $s$ in intracluster plasmas increases with radius $r$. However, several recent studies have shown that the Schwarzschild criterion ($ds/dr > 0$) does not apply to low-density, magnetized plasmas such as those found in clusters, in which the charged-particle gyroradii are much less than the Coulomb mean free path. In such plasmas, heat and charged particles diffuse primarily along magnetic field lines, and only weakly across the magnetic field. This anisotropy turns out to have a profound effect on convective stability, as shown analytically by Balbus (2000, 2001) and numerically by Parrish & Stone (2005, 2007). These authors considered a stratified plasma in which the gravitational acceleration is in the $z$ direction and the equilibrium magnetic field is in the $xy$-plane, and showed that the convective stability criterion is $dT/dz > 0,$
not $ds/dz > 0$, where $T$ is the temperature. When cosmic rays are present, the convective stability criterion becomes $nk_B dT/dz + dp_{cr}/dr > 0$, as shown analytically by Chandran & Dennis (2006) and numerically by Rasera & Chandran (2007). Here, $n$ and $p_{cr}$ are the thermal plasma number density and cosmic-ray pressure, respectively. In galaxy clusters, the gravitational acceleration is in the $-r$ direction, and the convective stability criterion is

\[ nk_B \frac{dT}{dr} + \frac{dp_{cr}}{dr} > 0. \]  

(Paper II and Appendix B provide a more extensive discussion.) Although $dT/dr > 0$ in cluster cores, equation (1) shows that cosmic rays produced by an AGN at the center of a cluster can lead to convective instability, since centrally produced cosmic rays satisfy $dp_{cr}/dr < 0$.

In this paper, we construct a spherically symmetric, steady-state model of convective intracluster plasmas using mixing-length theory, and compare this model to observations. We assume that a central supermassive black hole accretes hot intracluster plasma at the Bondi rate, and converts a small fraction of the accreted rest-mass energy into cosmic rays that are accelerated by shocks within some distance $r_{\text{source}}$ of the center of the cluster. The resulting cosmic-ray pressure gradient leads to convection, which in turn heats the thermal plasma in the cluster core by advecting internal energy inward and allowing the cosmic rays to do $pdV$ work on the thermal plasma. The model also includes thermal conduction, cosmic-ray diffusion, and radiative cooling. The model involves much less emission from plasma at temperatures below one-third of the cluster’s average temperature than the cooling flow model (Fabian 1994), and thus offers a possible solution to the cooling-flow problem.

We compare the density and temperature profiles predicted by the model to the profiles inferred from X-ray observations of eight clusters. We adjust a single parameter, the size $r_{\text{source}}$ of the cosmic-ray acceleration region, to optimize the fit. The model solutions match the observations well, with the exception of the density with the central $\leq 50$ kpc of Sersic 159 – 03, which is underestimated by the model. We suggest a possible explanation for this discrepancy in §3. We also find that the cosmic-ray luminosities of the AGNs in our sample are strongly correlated with the observationally inferred mechanical luminosities of these AGNs. Our results suggest that AGN-driven convection is an important process in cluster cores.

An attractive feature of this model and other models based on AGN feedback and Bondi accretion is that they are self-regulating. One argument for why Bondi accretion is self-regulating was advanced by Nulsen (2004) and Böhringer et al. (2004), who noted that the Bondi accretion rate is a monotonically decreasing function of the specific entropy near the center of the cluster. Thus, if the central plasma becomes too cool, the Bondi accretion rate rises, the AGN feedback heating increases, and the specific entropy of the central plasma rises back to its equilibrium value. In this paper, we offer an additional explanation for how AGN heating on large scales ($\geq 5$ kpc) can regulate the mass accretion rate onto the central black hole. In our solutions, we find that the radiative cooling rate is more sharply peaked about the center of a cluster than is the convective heating rate. As a result, in several of the clusters in our sample, the central region becomes a cooling flow. The radius of this cooling flow, $r_{\text{cf}}$, is typically a few kpc in our solutions. At smaller radii, the flow makes a transition from a cooling flow to a Bondi flow. However, as in the work of Quataert & Narayan (2000), the mass accretion rate of the inner Bondi flow is controlled by the surrounding cooling flow. In our model, which has no mass dropout, the mass accretion rate is approximately the plasma mass interior to $r_{\text{cf}}$ divided by the cooling time at $r_{\text{cf}}$. The AGN then regulates the mass accretion rate by controlling $r_{\text{cf}}$: if the AGN power rises above the equilibrium level, the size of the central cooling flow decreases, the mass accretion rate drops, and the AGN power then drops back down to the equilibrium level.

This paper extends the previous models of Paper I and Paper II in several ways. In contrast to Paper I, the present paper takes into account the role of anisotropic thermal conduction and cosmic-ray diffusion, which strongly modify the convective stability criterion. In contrast to Paper II, we take the cosmic-ray acceleration to occur within a relatively small fraction of the total volume at any given radius, which allows for localized pockets of excess cosmic-ray pressure that tend to rise buoyantly. We also take into account the nonzero average radial velocity, and compare the model to a larger sample of clusters.

The rest of this paper is organized as follows. We present the basic equations of the model in §2. In §3, we compare our model calculations to observations. In §4 we consider the radial profiles of the different heating rates and the factors that determine whether AGN feedback or thermal conduction is the dominant heat source at $r \approx 100$ kpc. In §5 we discuss the central cooling flows that arise in our model solutions for several of the clusters in our sample. We also comment in §5 on the viability of the Bondi accretion model for the AGN at the centers of clusters. We summarize our results in §6. We present results on the radial profiles of the turbulent velocity and cosmic-ray pressure in Appendix A. In Appendix B we present a systematic derivation of the two-fluid mixing-length theory that we employ in our model.

### 2. MODEL EQUATIONS

We describe the intracluster medium using a standard set of two-fluid equations for cosmic rays and thermal plasma (Drury & Volk 1981; Jones & Kang 1990), modified to include thermal conduction, viscous dissipation, and radiative cooling:

\[ \frac{d\rho}{dt} = -\rho \nabla \cdot \mathbf{v}, \]  

\[ \frac{d\mathbf{v}}{dt} = -\nabla (\rho + p_{cr}) - \rho \nabla \Phi - \nabla \cdot \Pi_{\text{visc}}, \]  

\[ \frac{dp_{cr}}{dt} = -\gamma p \nabla \cdot \mathbf{v} + (\gamma - 1) [H_{\text{visc}} + \nabla \cdot (\kappa \cdot \nabla T) - R], \]

and

\[ \frac{dp_{cr}}{dt} = -\gamma_{cr} p_{cr} \nabla \cdot \mathbf{v} + \nabla \cdot (\mathbf{D} \cdot \nabla p_{cr}) + (\gamma_{cr} - 1) \dot{E}_{\text{source}}, \]

where

\[ \frac{d}{dt} \equiv \frac{\partial}{\partial t} + \mathbf{v} \cdot \nabla, \]  

$\rho$ is the plasma density, $\mathbf{v}$ is the bulk velocity of the two-fluid mixture, $p$ and $p_{cr}$ are the plasma and cosmic-ray pressures, $T$ is the plasma temperature, $\Phi$ is the gravitational potential, $\Pi_{\text{visc}}$ is the viscous stress tensor, $\gamma$ and $\gamma_{cr}$ are the plasma and cosmic-ray adiabatic indices (which are treated as constants), $H_{\text{visc}}$ is the rate of viscous heating, $\kappa$ is the thermal conductivity tensor, $R$ is the radiative cooling rate, $\dot{E}_{\text{source}}$ is the rate of injection of cosmic-ray energy per unit volume by the central radio source, and $\mathbf{D}$ is an effective momentum-averaged cosmic-ray diffusion tensor. For the
calculations presented in §3, we set $\gamma = 5/3$ and $\gamma_{\text{cr}} = 4/3$. We ignore radiative cooling of cosmic rays, which is reasonable if protons make the dominant contribution to the cosmic-ray pressure. We also neglect Coulomb interactions between cosmic rays and thermal plasma, as well as wave-mediated heating of the thermal plasma by cosmic rays. As discussed below, we take into account the effects of the magnetic field on $k$ and $D$, but we neglect the Lorentz force and resistive dissipation. In the following subsections, we describe the approximations we use to solve the above equations.

2.1. Mixing Length Theory

To account for convection, we write each fluid quantity as an average value plus a turbulent fluctuation:

$$v = \langle v \rangle + \delta v,$$

$$p = \langle p \rangle + \delta p,$$

etc., where $\langle \ldots \rangle$ denotes an average over the turbulent fluctuations. We take the averaged quantities to be spherically symmetric and independent of time, and we treat the fluctuating quantities as small. To obtain equations for the average cluster properties, we average equations (2) through (5). We evaluate the averages over the turbulent fluctuations, and can also be neglected in the average of equation (3). The viscous term in equation (3) is important primarily for dissipating small-scale velocity fluctuations, and can be neglected throughout our solutions. As a result, we can to a reasonable approximation drop the inertial terms in the average of equation (3). The viscous term in equation (3) is important primarily for dissipating small-scale velocity fluctuations, and can also be neglected in the average of equation (3). The average of equation (3) then reduces to

$$\frac{d}{dr}\langle p_{\text{tot}} \rangle = -\langle \rho \rangle \frac{d\Phi}{dr},$$

where

$$p_{\text{tot}} = p + p_c.$$  

2.3. Gravitational Potential

We take the gravitational potential to be the sum of four components,

$$\Phi = \Phi_c + \Phi_s + \Phi_{\text{BH}} + \Phi_p,$$

where $\Phi_c$ is the contribution from the cluster’s dark matter, $\Phi_s$ is the contribution from the stars in the brightest cluster galaxy (BCG), $\Phi_{\text{BH}}$ is the contribution from the black hole at $r = 0$, and $\Phi_p$ is the contribution from the intracluster plasma. We take the cluster dark matter to have an NFW density profile (Navarro et al. 1997),

$$\rho_{\text{DM}} = \frac{\delta_c \rho_{\text{crit}}(z) r_s^3}{r(r + r_s)^2},$$

where

$$\delta_c = \frac{200}{3} \frac{c^3}{\ln(1 + c) - c/(1 + c)},$$

$r_s$ is the scale radius, $c$ is the concentration parameter, and $\rho_{\text{crit}} = 3H^2/(8\pi G)$ is the critical density at the redshift $z$ of the cluster. The latter is calculated assuming $\Omega_0 = 0.3$, $\Omega_{\Lambda,0} = 0.7$, and $H_0 = 70$ km s$^{-1}$ Mpc$^{-1}$. The values of $r_s$, $c$, and $z$ for the eight clusters we consider in §3 are taken from the literature and listed in Table 1.

We take the stellar mass density to have a Hernquist profile in which the stellar mass interior to radius $r$ is

$$M_{\text{stars}}(r) = \frac{M_{\text{HB}} r^2}{(r + a)^2},$$

### Table 1

| Cluster          | BCG     | $r_s$ (kpc) | $c$   | $\rho_{\text{tot}}$ | $R_v$ (kpc) | $M_{\text{BH}}$ (10$^3 M_\odot$) |
|------------------|---------|------------|------|---------------------|------------|----------------------------------|
| Virgo            | NGC 4486 (M87) | 56.0     | 2.8  | (see below)         | 21.96      | 0.93                            |
| Abell 262        | NGC 0708 | 85        | 6.6  | -21.08              | 1.06       | 0.417                           |
| Sersic 159–03    | ESO 291–009 | 159      | 6.56 | -22.16,              | 1.00       | 1.13                            |
| Abell 4059       | ESO 349–010 | 744      | 2.7  | -22.73,              | 1.06       | 1.91                            |
| Hydra A          | PGC 026269 | 77       | 12.3 | -22.97,              | 0.82       | 2.38                            |
| Abell 496        | PGC 015524 | 129      | 7.75 | -22.48,              | 1.12       | 1.51                            |
| Abell 1795       | PGC 049005 | 430      | 4.21 | -22.04,              | 1.00       | 1.01                            |
| Perseus          | NGC 1275 | 481      | 4.09 | 0.0179               | 0.03       | 1.72                            |
where $M_0$ is the total stellar mass and $a$ is a scale length equal to $R_e/1.8153$, where $R_e$ is the radius of the isophote enclosing half the galaxy’s light. (Hernquist 1990). As in Graham et al. (2006), we set $M_0 = \frac{3}{4}L_B$, where $L_B$ is the BCG $B$-band luminosity, and $\alpha_B = 5.3 M_0/L_B$ is the $B$-band stellar mass-to-light ratio for a 12 Gyr old single stellar population (Worthey 1994). We set $L_B/L_B = 10^{0.4(M_B-M_0)}$, where $M_B$ and $M_0$ are, respectively, the solar and BCG absolute $B$-band magnitudes, and $M_B = 5.47$ (Cox 2000). The values of $R_e$ and $M_B$ for each cluster are taken from the literature (see Table 1).

We determine the black hole mass using the mass-luminosity relation given in equation (6) of Lauer et al. (2007):

$$\log\left(\frac{M_{BH}}{M_\odot}\right) = 8.67 - 0.528(M_V + 22),$$  \hspace{1cm} (16)

where $M_V$ is the BCG absolute $V$-band magnitude. We set $M_V = M_B = (B - V)$, where $M_B$ and the $B - V$ color index for each cluster are taken from the Hyperleda database (Paturel et al. 2003) and listed in Table 1. The resulting values of $M_{BH}$ for each cluster are also listed in Table 1.

The contribution to the gravitational potential from the intracluster plasma $\Phi_p$ is not determined ahead of time, but is instead obtained by solving $\nabla^2 \Phi_p = -4\pi G\langle \rho \rangle$, where $\langle \rho \rangle$ is the average plasma density that results from solving the model equations.

2.4. Radiative Cooling and Chemical Composition

We use the analytic fit of Tozzi & Norman (2001) to approximate the full cooling function for free-free and line emission:

$$R = n_i n_e \left[ 0.0086 \left( \frac{k_B T}{1 \text{ keV}} \right)^{-1.7} + 0.058 \left( \frac{k_B T}{1 \text{keV}} \right)^{0.5} + 0.063 \right] \times 10^{-22} \text{ergs cm}^{-3} \text{s}^{-1},$$  \hspace{1cm} (17)

where $n_i$ is the ion density, $n_e$ is the electron density, $k_B$ is the Boltzmann constant, and the numerical constants correspond to 30% solar metallicity. Because we treat the turbulent fluctuations as small, we can replace $n_i$, $n_e$, and $T$ in equation (17) by their average values when calculating $R$. We take the intracluster plasma to be fully ionized and to have a uniform chemical composition, with a hydrogen mass fraction of $X = 0.7$ and a helium mass fraction $Y = 0.29$. We take the metals to have a mean charge-to-mass ratio equal to that of helium. The mean molecular weight is then

$$\mu \equiv \frac{\rho}{(n_e + n_i)n_{H1}} = 0.62.$$  \hspace{1cm} (18)

The mean molecular weight per electron is then

$$\mu_e \equiv \frac{\rho}{n_e n_{H1}} = 1.18.$$  \hspace{1cm} (19)

In addition,

$$\frac{n_i}{n_e} = 0.91,$$  \hspace{1cm} (20)

and

$$\frac{n_e}{n_{H1}} = 1.21,$$  \hspace{1cm} (21)

where $n_{H1}$ is the hydrogen number density.

2.5. Transport

Cluster magnetic fields are easily strong enough to cause cosmic rays and heat to diffuse primarily along magnetic field lines, so that

$$\kappa \simeq \kappa_{||} \hat{b} \hat{b},$$  \hspace{1cm} (22)

and

$$\mathbf{D} \simeq D_{||} \hat{b} \hat{b},$$  \hspace{1cm} (23)

where $\hat{b}$ is the magnetic field unit vector, and $\kappa_{||}$ and $D_{||}$ are the parallel conductivity and diffusivity. We take the parallel conductivity to be the classical Spitzer thermal conductivity (Spitzer & Harm 1953; Braginskii 1965),

$$\kappa_{||} = \kappa_{S} = 9.2 \times 10^{30} n_e k_B \left( \frac{k_B T}{5 \text{ keV}} \right)^{5/2} \times \left( \frac{10^{-2} \text{ cm}^{-3}}{n_e} \right) \left( \frac{37}{\ln \Lambda_c} \right) \text{cm}^2 \text{s}^{-1},$$  \hspace{1cm} (24)

where $\ln \Lambda_c$ is the Coulomb logarithm. The local anisotropy of $\kappa$ and $\mathbf{D}$ turns out to be critical for convective stability, as discussed by Balbus (2000, 2001), Parrish & Stone (2005, 2007), Chandran & Dennis (2006), and Rasera & Chandran (2007), and we take this anisotropy into account in our mixing length theory for intracluster convection (see, e.g., the discussion preceding eq. [B29]). However, when we average equations (2) through (5) and solve for the structure of the ICM, we are interested in the transport of heat and cosmic rays over distances much greater than the correlation length of the magnetic field, $l_B$, which is $\sim 1-10$ kpc (Kronberg 1994; Taylor et al. 2001, 2002; Vogt & Ensslin 2003, 2005; see Schekochihin et al. 2005 and Schekochihin & Cowley 2006 for a recent discussion of intracluster magnetic fields and turbulence). For transport over such large scales, averaging over the turbulent magnetic field leads to an effectively isotropic conductivity, which we denote $\kappa_T$, that is reduced relative to $\kappa_{||}$ (Rechester & Rosenbluth 1978; Chandran & Cowley 1998). Theoretical studies find that the reduction is by a factor of $\sim 5-10$ (Narayan & Medvedev 2001; Chandran & Maron 2004; Maron et al. 2004). In this paper, we assume that

$$\kappa_T = \frac{\kappa_{||}}{8}.$$  \hspace{1cm} (25)

We take the average of the conductive heating term to be given by

$$\langle \nabla \cdot (\kappa T) \rangle = \frac{1}{r^2} \frac{d}{dr} \left( r^2 \kappa_T \frac{d}{dr} \langle T \rangle \right),$$  \hspace{1cm} (26)

with $T$ set equal to $\langle T \rangle$ in equation (24). Similarly, we assume that

$$\langle \nabla \cdot (\mathbf{D} \cdot \mathbf{p}_{\perp}) \rangle = \frac{1}{r^2} \frac{d}{dr} \left( r^2 D_{\perp} \frac{d}{dr} \langle p_{\perp} \rangle \right).$$  \hspace{1cm} (27)

We take the value of $D_{\perp}$ to be

$$D_{\perp} = \sqrt{D_0^2 + v_{\perp}^2 r^2},$$  \hspace{1cm} (28)

where $D_0 = 10^{28}$ cm$^2$ s$^{-1}$ and $v_{\perp} = 10$ km s$^{-1}$. The $v_{\perp}$ term is loosely motivated by a simplified picture of cosmic-ray
“self-confinement,” in which cosmic rays are scattered by waves generated by the streaming of cosmic rays along field lines. If, contrary to fact, the field lines were purely radial, efficient self-confinement would limit the average radial velocity of the cosmic rays to the Alfvén speed $v_A$, allowing the cosmic rays to travel a distance $r$ in a time $\sim r/v_A$. For constant $v_A$, this scaling can be approximately recovered by taking the cosmic rays to diffuse isotropically with $D_e \propto r$, the scaling that arises from equation (28) when $v_A/r > D_e$. This self-confinement scenario is too simplistic, since in clusters field lines are tangled, $v_A$ varies in space, and it is not known whether cosmic rays are primarily scattered by cosmic-ray-generated waves or by magnetohydrodynamic (MHD) turbulence excited by large-scale stirring of the intracluster plasma. It is not clear, however, how to improve on equation (28). Self-confinement in the presence of tangled field lines is not well understood, and the standard theoretical treatment of scattering by MHD turbulence, which takes the fluctuations to have wavevectors directed along the background magnetic field, is known to be inaccurate (Bieber et al. 1994; Chandran 2000; Yan & Lazarian 2004). A more definitive treatment must thus await further progress in our understanding of MHD turbulence and cosmic-ray transport. The value of $D_e$ is needed in the mixing-length theory developed below. We assume that $D_e/D_\parallel = \kappa_T/k_\parallel$, and thus set

$$D_\parallel = 8D_e.$$ (29)

### 2.6. The Mass Accretion Rate and Cosmic-Ray Luminosity of the Central AGN

We assume that the black hole at $r = 0$ in our model, with a mass $M_{BH}$ given by equation (16), accretes intracluster plasma at the Bondi (1952) rate,

$$\dot{M} = \frac{\pi G^2 M_{BH}^2 \rho}{c_s^3},$$ (30)

where $c_s$ is the adiabatic sound speed, and $\rho$ and $c_s$ are evaluated using the average plasma parameters at the radius $r = 0.2$ kpc, which defines the inner boundary of our model solutions. We assume that this accretion powers a jet that leads to shocks, which in turn accelerate cosmic rays. We take the cosmic-ray luminosity to be

$$L_{cr} = \eta \dot{M} c^2,$$ (31)

where

$$\eta = 5 \times 10^{-3}.$$ (32)

An argument against Bondi accretion in clusters is that the radiative luminosities of AGNs in elliptical galaxies are typically several orders of magnitude smaller than the nominal Bondi accretion power, given by $P_{Bondi} = 0.1 M_{BH} c^2$, where $M_{BH}$ is the Bondi accretion rate given in equation (30). (Allen et al. 2006). However, the mechanical luminosities $L_{mech}$ of these AGNs are often much larger than their radiative luminosities. Moreover, in a recent study of nine AGNs in nearby X-ray luminous elliptical galaxies, Allen et al. (2006) found a strong correlation between $P_{Bondi}$ (as calculated from the observed plasma temperature and density profiles) and $L_{mech}$ (as inferred from the energies and timescales required to inflate the observed X-ray cavities). Allen et al. (2006) found that $L_{mech}$ can be related to $P_{Bondi}$ by a power-law fit of the form $\log (P_{Bondi}/10^{45} \text{ erg s}^{-1}) = c_1 + c_2 \log (L_{mech}/10^{43} \text{ erg s}^{-1})$, with $c_1 = 0.65 \pm 0.16$ and $c_2 = 0.77 \pm 0.20$, and that the fraction of $\dot{M} c^2$ that is converted into mechanical luminosity ranges from 1.3% for a jet power of $10^{42} \text{ erg s}^{-1}$ to 3.7% for a jet power of $10^{44} \text{ erg s}^{-1}$. Results consistent with these were also found by Tan & Blackman (2005). These authors reviewed studies of M87 and estimated that $L_{mech}$ is about an order of magnitude larger than the radiative luminosity, and that $L_{mech} \sim 0.01M_{Bondi} c^2$. Our choice of $\eta = 0.005$ is smaller than the accretion efficiencies found in these studies, in part to provide a more conservative estimate, and in part because only part of the mechanical energy is converted into cosmic rays.

We note that Bondi accretion in clusters has been considered previously by a number of authors (e.g., Quataert & Narayan 2000; Di Matteo et al. 2003; Nulsen 2004, Böhringer et al. 2004; Springel et al. 2005; Cattaneo & Teyssier 2007). Also, in Tan & Blackman’s (2005) analysis, part of the reason for the small value of $\eta$ is that part of the mass flowing in through the Bondi radius never reaches the central black hole because it forms stars in a gravitationally unstable disk. Thus, the Bondi accretion rate in our model may be significantly higher than the time derivative of the mass of the central black hole.

Pizzolato & Soker (2005) and Soker (2006) considered a different “cold feedback” scenario for mass accretion, in which cold gas fuels the central AGN. In § 5 we address several issues related to the question of whether one expects Bondi accretion or some form of cold feedback in clusters.

### 2.7. Cosmic-Ray Acceleration by the Central Radio Source

The spatial distribution of cosmic-ray injection into the ICM is not precisely known. Some clues are provided by radio observations, which show that cluster-center radio sources (CCRS) differ morphologically from radio sources in other environments. As discussed by Eilek (2004), roughly half of the CCRS in a sample of 250 sources studied by Owen & Ledlow (1997) are “amorphous,” or quasi-isotropic, presumably due to jet disruption by the comparatively high-pressure, high-density cluster-core plasma. With the exception of Hydra A, the CCRS in the Owen & Ledlow (1997) study are smaller than non-cluster-center sources, with most extending less than 50 kpc from the center of the host cluster (Eilek 2004). Given these findings, we take the cosmic-ray acceleration to be concentrated within the cluster core.

In Paper II, it was assumed that the cosmic rays are accelerated in an approximately volume-filling manner. In contrast, in this paper, it is assumed that cosmic-ray energy is injected into the intracluster medium in only a fraction of the volume at any given radius. We then take

$$\dot{E}_{source} = \langle \dot{E}_{source} \rangle + \delta \dot{E}_{source},$$ (33)

where

$$\langle \dot{E}_{source} \rangle = S_0 e^{-r^2/r_{source}}$$ (34)

can be thought of as an average of $\dot{E}_{source}$ over spherical polar angles. The constant $r_{source}$ is a free parameter that characterizes the size of the cosmic-ray acceleration region. The constant $S_0$ is determined on energy grounds from the equation $L_{cr} = 4\pi \int_0^{\infty} dr r^2 \langle \dot{E}_{source}(r) \rangle$ and equation (31). After determining $\langle \dot{E}_{source}(r) \rangle$, we set

$$\delta \dot{E}_{rms} = \eta_2 \langle \dot{E}_{source} \rangle,$$ (35)

where $\delta \dot{E}_{rms}$ is the rms value of $\delta \dot{E}_{source}$, and $\eta_2$ is a constant that is related to the volume filling factor of the cosmic-ray acceleration region. For example, suppose that $\dot{E}_{source} = C = \text{constant}$ in a fraction $f_{cr}$ of the volume between radius $r$ and $r + dr$, and
that $\dot{E}_{\text{source}} = 0$ in the remainder of the volume between $r$ and $r + dr$. In this case, $\langle E_{\text{source}}(r) \rangle = f_{\text{cr}} C^2$, $\langle E_{\text{source}}^2 \rangle = f_{\text{cr}} C^2$, and $\delta E_{\text{rms}} = \langle E_{\text{source}}^2 \rangle - \langle E_{\text{source}}(r) \rangle^2 = \langle E_{\text{source}}(r) \rangle (f_{\text{cr}} - 1)^{1/2}$. For the calculations presented below, we set $\beta = 2.5$, which corresponds to $f_{\text{cr}} = 0.138$. These fluctuations in the cosmic-ray source term drive fluctuations in the fluid quantities and contribute to convection. This effect is incorporated into the two-fluid mixing length theory presented in Appendix B. The fluctuations in $E_{\text{source}}$ result in larger fluctuations (spatial variations) in $\dot{p}_{\text{cr}}$ and $p$ than in the model of Paper II, which in some sense represents the “cosmic-ray bubbles” or X-ray cavities seen in about one-fourth of the clusters in the Chandra archive (Birzan et al. 2004).

2.8. Summary and Numerical Method

The approximations described above lead to a set of coupled ordinary differential equations for the average density, temperature, and cosmic-ray pressure and the rms turbulent velocity. These equations are presented in Appendix B. We solve this set of equations using a shooting method, in which we guess the electron density, temperature, and cosmic-ray pressure at the inner radius of our model ($r_1 = 0.2$ kpc) and then update these guesses until the model solution satisfies the three boundary conditions at the outer radius, $r_{\text{outer}}$. These outer boundary conditions are the observed electron density $n_{\text{e, outer}}$ and temperature $T_{\text{outer}}$ at $r_{\text{outer}}$, and a condition on $(dp_{\text{cr}}/dr)$ at $r_{\text{outer}}$, which amounts to requiring that $\langle p_{\text{cr}} \rangle \rightarrow 0$ as $r \rightarrow \infty$. The value of $r_{\text{outer}}$ for a cluster is taken to be the radius of the first observational data point outside of the cluster’s cooling radius, $r_{\text{cool}}$, given in Table 2 (except for Virgo, for which we take $r_{\text{outer}}$ to be the outermost data point, which lies inside of $r_{\text{cool}}$). The values of $r_{\text{outer}}$, $n_{\text{e, outer}}$, and $T_{\text{outer}}$ are listed in Table 3. After finding the values of $n_{\text{e}}$, $T$, and $p_{\text{cr}}$ at $r_1$ needed to match the boundary conditions at $r_{\text{outer}}$, we integrate the equations out to radii greater than $r_{\text{outer}}$ as needed to compare to the data. A more extensive discussion of our numerical method is given in Appendix B.

3. COMPARISON TO OBSERVATIONS

We compare our model solutions with observations of the central regions ($r < 0.25 r_{\text{vir}}$, where $r_{\text{vir}} = r_{\text{cr}}$ is the virial radius) of eight clusters: Virgo, Abell 262, Sersic 159–03, Abell 4059, Hydra A, Abell 496, Abell 1795, and Perseus. Temperature and hydrogen number density ($n_H$) profiles for these clusters are taken from Table 5 of Kaasstra et al. (2004). Redshifts ($z$) and angular-diameter distances $d_{\text{ad, cdm}}$ are given in Table 1 of Kaasstra et al. (2004). The data of Kaasstra et al. (2004) are obtained assuming a standard cold dark matter (SCDM) cosmology with $\Omega = 1$ and $H_0 = 50$ km s$^{-1}$ Mpc$^{-1}$. We convert to a $\Lambda$CDM cosmology with $\Omega_0 = 0.3$, $\Omega_{\Lambda, 0} = 0.7$, and $H_0 = 70$ km s$^{-1}$ Mpc$^{-1}$ by calculating the ratio of angular-diameter distance in the two cosmologies, $\zeta = d_{\text{ad, cdm}} / d_{\text{ad, cdm}}$, for each cluster in the sample. We then multiply Kaasstra et al.’s (2004) values for $n_H$ by $\zeta$ (since the observed X-ray flux and angular size are fixed) and multiply linear distances by $\zeta^{-1}$. Values of $\zeta$ as well as the cooling radius, are given in Table 2. (The conversion from $n_{\text{H1}}$ to $n_{\text{H2}}$ is given by eq. [21]).

We adjust a single parameter, $r_{\text{source}}$, to fit to the observations. The optimal values for $r_{\text{source}}$ are given in Table 3. The temperature and density profiles in the model solutions are plotted in Figures 1 and 2. We note that the central peak in the Perseus temperature data is due to the hard power-law spectrum of the central active galaxy NGC 1275 (E. Churazov 2005, private communication). The values of $M$ and $L_X$, as well as for fluid quantities at $r_1 = 0.2$ kpc and $r_{\text{source}}$, are given in Table 3. The radial profiles of the rms turbulent velocity and cosmic-ray pressure are presented in Appendix A.

| Cluster   | $r_{\text{source}}$ (kpc) | $n_{\text{e}}(r_1)$ (cm$^{-3}$) | $k_B T(r_1)$ (keV) | $\dot{p}_{\text{cr}}(r_1)/p(r_1)$ | $\langle (\dot{p}_{\text{cr}})(r_1)/\zeta(r_1) \rangle$ (kernele $^{-1}$) | $M_{\text{Bondi}}$ (M$\odot$ yr$^{-1}$) | $L_X$ (erg s$^{-1}$) | $r_{\text{outer}}$ (kpc) | $k_B T_{\text{outer}}$ (keV) | $n_{\text{e, outer}}$ (cm$^{-3}$) |
|-----------|---------------------------|---------------------------------|-------------------|-----------------------------------|---------------------------------|-----------------------------|----------------|------------------------|-----------------------------|-----------------------------|
| Virgo     | 1.70                      | 0.115                           | 1.27              | 0.268                             | 0.00207                         | 0.00203                      | 5.77$ \times 10^{41}$ | 49.3                    | 2.50                      | 2.85$ \times 10^{-3}$                |
| Abell 262 | 34.0                      | 0.231                           | 0.118             | 0.153                             | 0.0388                          | 0.0232                       | 6.59$ \times 10^{42}$ | 93.6                    | 2.16                      | 1.22$ \times 10^{-3}$                |
| Sersic 159–03 | 46.0                  | 0.397                           | 0.133             | 0.365                             | 0.399                           | 1.13$ \times 10^{44}$ | 165               | 2.38                    | 1.35$ \times 10^{-3}$                |
| Abell 4059 | 24.0                      | 0.168                           | 0.727             | 0.156                             | 0.0562                          | 0.0607                       | 1.72$ \times 10^{43}$ | 137                    | 3.89                      | 1.75$ \times 10^{-3}$                |
| Hydra A   | 35.0                      | 0.742                           | 0.340             | 0.257                             | 0.839                           | 2.38$ \times 10^{44}$ | 160               | 3.28                    | 2.05$ \times 10^{-3}$                |
| Abell 496 | 5.00                      | 0.0437                          | 0.965             | 0.701                             | 0.0201                          | 0.00650                      | 1.85$ \times 10^{42}$ | 96.2                    | 3.93                      | 2.53$ \times 10^{-3}$                |
| Abell 1795| 40.0                      | 0.671                           | 0.165             | 0.701                             | 0.077                           | 0.363                        | 1.03$ \times 10^{44}$ | 184                    | 5.56                      | 2.19$ \times 10^{-3}$                |
| Perseus   | 16.0                      | 2.47                            | 0.487             | 0.121                             | 0.0264                          | 0.343                        | 9.75$ \times 10^{43}$ | 162                    | 5.27                      | 2.16$ \times 10^{-3}$                |

Note.—Here $r_{\text{source}}$ is the size of the cosmic-ray acceleration region that leads to the best fit between the mixing-length model and the observations of Kaasstra et al. (2004); $n_{\text{e}}(r_1)$, $T(r_1)$, $(\dot{p}_{\text{cr}})(r_1)$, and $p(r_1)$ are the electron density, temperature, thermal pressure, and cosmic-ray pressure at the inner radius $r_1 = 0.2$ kpc; and $\zeta$ and $\dot{p}_{\text{cr}}$ are the radial velocity and adiabatic sound speed. $M_{\text{Bondi}}$ is the Bondi accretion rate based on the plasma density and plasma temperature at $r = r_1$, and $L_X = 0.005 M_{\text{Bondi}}$ is the cosmic-ray luminosity of the central radio source. $T_{\text{outer}}$ and $p_{\text{cr, outer}}$ are the observed temperature and electron density at the radius $r_{\text{outer}}$ of the outer boundary used in our shooting method.
Overall, the model profiles match the observations quite well, which suggests that convection is an important process in cluster cores. The model, however, substantially underestimates the observed density in Sersic 159–03 at $r \leq 50$ kpc. This discrepancy may be explained by a recent study by Werner et al. (2007). These authors found that Sersic 159–03 has the largest soft X-ray excess of all clusters observed by XMM-Newton and argued that the observed excess is best explained by inverse Compton scattering between cosmic microwave background photons and relativistic electrons, with the nonthermal electrons being concentrated in the cluster core. When they modeled the observed emission as coming from a combination of thermal plasma and nonthermal electrons, they found that the X-ray emission between 0.3 and 10 keV from nonthermal electrons is a substantial fraction of the emission from the thermal plasma at large radii ($\sim 35\%–55\%$ at $r \simeq 375$ kpc), but only a small fraction of the emission at small radii ($\sim 1\%–7\%$ at $r \leq 50$ kpc). Thus, the nonthermal contribution to the emission measure does not lead directly to a large change in the observationally

Fig. 1.—Solid lines show the electron density as a function of radius in our model solutions for the eight clusters in our sample. The data points are from the observations of Kaastra et al. (2004).

Fig. 2.—Solid lines show the temperature as a function of radius in our model solutions for the eight clusters in our sample. The data points are from the observations of Kaastra et al. (2004).
Inferred electron density at $r \leq 50$ kpc. On the other hand, Werner et al. (2007) note that if there is a nonthermal proton population with significantly more pressure than the nonthermal electrons, the total cluster mass may be significantly underestimated. Moreover, since the nonthermal pressure inferred by Werner et al. (2007) peaks strongly toward the cluster’s center, the actual gravitational acceleration in the central 50–100 kpc may be much larger than in an NFW profile calculated neglecting nonthermal pressure. This is an issue for all the clusters that we consider, but especially for Sersic 159–03, since it has the largest soft excess. We note that although the nonthermal emission is less peaked than the thermal emission in the results of Werner et al. (2007) (i.e., $p_{\text{nt}}/n_e^2$ decreases toward the center, where $p_{\text{nt}}$ is the nonthermal pressure), the nonthermal pressure is more peaked than the thermal pressure ($p_{\text{nt}}/p$ increases inward). If we were to recalculate our model solutions using a larger gravitational acceleration in the cluster core, the thermal plasma density would peak more sharply near the cluster center than in Figure 1. Thus, the deviation between the model and observations of Sersic 159–03 may be due to a significant underestimate of the gravitational acceleration in this cluster, resulting from its unusually large nonthermal pressure.

One of the quantities that is calculated as part of our solutions is the cosmic-ray luminosity $L_{\text{cr}}$ of the central AGN. To further test the plausibility of our model, we compare the theoretically predicted values of $L_{\text{cr}}$ from Table 3 and the observationally inferred mechanical luminosity $L_{\text{mech}}$ of the central AGN in the six clusters in our sample for which we were able to find published values. The mechanical luminosities are taken from Birzan et al. (2004), and are calculated from observations of X-ray cavities, by assuming that an energy $pV$ (where $p$ is the surrounding pressure and $V$ is the cavity volume) per cavity is released during a time equal to the buoyancy timescale. We plot $L_{\text{mech}}$ versus $L_{\text{cr}}$ in Figure 3. The error bars in this figure take into account projection effects on the estimate of the cavity volume as well as uncertainties in the ages of the cavities. These two luminosities are strongly correlated over a range of $\sim 100–1000$ in luminosity.

4. The Energy Budget of the intracluster medium

In our model, radiative cooling is balanced by a combination of thermal conduction, convective heating, and radial inflow due to the accretion onto the central AGN. To distinguish between these last two mechanisms, we separate the average radial velocity into two components,

$$\langle v_r \rangle = v_{\text{inflow}} + v_{\text{r, turb}},$$

where

$$v_{\text{inflow}} = -\frac{\dot{M}}{4\pi r^2 (\rho)}.$$  

is the inflow rate that arises in a laminar radial flow with constant mass accretion rate $\dot{M}$. The term $v_{\text{r, turb}}$ is an additional average radial velocity that is induced by the convection. (Its value is given by $-\langle \dot{\rho} \delta v_r \rangle/\langle \rho \rangle$, as in eq. [B5].) With this definition in hand, we write the average of equation (4), divided by $(\gamma - 1)$, as

$$0 = \langle H_{\text{inflow}} + H_{\text{conv}} + H_{\text{visc}} + H_{\text{mech}} - R \rangle.$$  

Here,

$$\langle H_{\text{inflow}} \rangle = -\frac{1}{(\gamma - 1)r^2} \frac{d}{dr} \left[ r^2 v_{\text{inflow}} \langle \rho \rangle \right] - \frac{\langle p \rangle}{r^2} \frac{d}{dr} \left[ r^2 v_{\text{inflow}} \right]$$

is the source term associated with $v_{\text{inflow}}$. The term

$$\langle H_{\text{conv}} \rangle = \frac{\langle \nabla \cdot (\rho \mathbf{v}) \rangle}{(\gamma - 1)} - \rho \nabla \cdot \mathbf{v} - H_{\text{inflow}}$$

is the convective heating rate of the thermal plasma, excluding viscous dissipation. It includes the turbulent diffusion of heat as well as the turbulent $pdV$ work done on the thermal plasma by cosmic rays. The average of the viscous dissipation term is set equal to

$$\langle H_{\text{visc}} \rangle = \frac{0.42 \rho \mu_{\text{rms}}^2}{\ell},$$

where $\ell = 0.4r$ is the mixing length, $\mu_{\text{rms}}$ is the rms turbulent velocity defined in equation (B71), and the constant 0.42 is taken from direct numerical simulations of compressible magneto-hydrodynamic turbulence (Haugen et al. 2004).

In Figure 4, we plot the averages of $H_{\text{inflow}}$ (dotted line), $H_{\text{conv}}$ (long-dashed line), $H_{\text{visc}}$ (short-dashed line), and $R$ (solid line), integrated over volume from the inner radius of our model ($r_1 = 0.2$ kpc) out to radius $r$. We find that $\langle H_{\text{visc}} \rangle \ll \langle H_{\text{conv}} \rangle$ everywhere in each cluster, and so we omit $H_{\text{visc}}$ from the figures to keep the plots easier to read.

We can divide the clusters into two groups, those with AGN-dominated heating and those with conduction-dominated heating. In Hydra A and Sersic 159–03, the heating within the central
100 kpc is dominated by convection driven by the central AGN. In all of the other clusters, the heating within the central 100 kpc is dominated by thermal conduction. The inability of conduction to balance cooling in Hydra A and Sersic 159–03 was previously noted by Zakamska & Narayan (2003). These authors constructed density and temperature profiles for clusters assuming that radiative cooling is balanced by conductive heating, setting the thermal conductivity equal to a constant $f_c$ times the Spitzer thermal conductivity. For Hydra A and Sersic 159–03, they found that the values of $f_c$ that best fit the observations were 1.5 and 5.6, respectively, much larger than the theoretically expected value of $f_c \approx 0.1$–0.2. In contrast, for Abell 1795 the best-fit value of $f_c$ was 0.2.

What are the characteristics of a cluster that determine whether AGN feedback or thermal conduction is the dominant heat source within the central 100 kpc? Given that $\kappa_S \propto T^{5/2}$, it seems clear that a lower average temperature $T_{avg}$ makes thermal conduction less able to balance radiative cooling, leading in turn to a relatively greater role for AGN feedback. However, although $T_{avg}$ is important for determining the relative strength of conduction and AGN feedback, on its own the value of $T_{avg}$ does not explain our results, since Virgo and Abell 262 have temperatures comparable to that of Sersic 159–03 and lower than that of Hydra A. An equally important factor appears to be the baryon density in the core. In particular, the clusters with AGN-dominated heating are significantly denser at a given radius than clusters with conduction-dominated heating that have similar average temperatures. For example, for radii between 20 and 50 kpc, the electron density in Sersic 159–03 is 2–3 times greater than in Virgo. Similarly, at $r = 100$ kpc the electron density in Hydra A is ~60% larger than in Abell 4059, even though Abell 4059 has a higher average temperature and larger virial mass. (Typically, at a fixed radius the density is larger in hotter, more massive clusters.) It thus appears that the clusters in which AGN feedback dominates most strongly over conduction are those in which the clusters’ ongoing formation channels unusually large quantities of baryons toward the clusters’ cores.

We conclude this section with a few additional comments relating to Figures 3 and 4. Birzan et al. (2004) found that their observationally inferred values of $L_{mech}$ for 16 clusters were correlated with the X-ray luminosity inside the cooling radius $r_{cool}$, denoted $L_X$, supporting the idea that AGN feedback is at least part of the solution to the cooling-flow problem. However, the level of the mechanical luminosity in their study turns out to be a factor of 1 to 20 lower than the X-ray luminosity, which raises the question of whether the mechanical luminosity is sufficient to offset cooling in these clusters. Our model solutions and Figure 3 show that the mechanical luminosity is indeed sufficient when thermal conduction is also accounted for, and our discussion above regarding AGN-dominated heating versus conduction-dominated heating offers an explanation for the large variations in the ratio $L_X/L_{mech}$. When heating is dominated by conduction, AGN feedback heating is only a small fraction of the power radiated from within the cooling radius, and $L_X/L_{mech}$ is large. On the other hand, when AGN-driven convection dominates the heating, the AGN heating power is similar to the total power radiated from within $r_{cool}$, and $L_X \sim L_{mech}$.

We note that Figure 4 shows that in Hydra A, Sersic 159–03, and Virgo, conduction actually acts to cool the plasma over a limited range of $r$ due to the local maximum in the temperature profile. Also, in none of the clusters is the total convective heating rate equal to $L_{cr}$. This is because the cosmic-ray luminosity is the power deposited into the cosmic-ray fluid, and only part of this is transferred to the thermal plasma through $pdV$ work. Additional plasma heating arises from the redistribution (turbulent diffusion) of plasma thermal energy resulting from the convective motions. As can be seen from Figure 4 and Table 3, the total convective heating of the thermal plasma is typically on the order of one-third of $L_{cr}$.
5. CLUSTERS WITH CENTRAL COOLING FLOWS

An important point to emerge from Figure 4 is the appearance of central cooling flows in several clusters (Abell 262, Sersic 159-03, Hydra A, Abell 1795, and Perseus) with radii \( r_d \) that are typically a few kpc. Heating is unable to balance cooling at \( r < r_{\text{cf}} \) in these clusters for several reasons: the AGN feedback heating is distributed over a large volume, thermal conduction becomes less efficient at small \( r \) due to the lower temperatures and the fact that \( \kappa_T \propto r^{-3/2} \), and the radiative losses per unit volume peak sharply at small \( r \) due to the large plasma densities. As a result, a cooling flow develops in which the energy lost to cooling is replenished by the inflow. Within this central region, we have the approximate relation \( t_{\text{cool}} \sim t_{\text{inflow}} \), where \( t_{\text{inflow}} = r/r_{\text{inflow}} \) is the inflow time and \( t_{\text{cool}} = 1.5m_KT/r \) is the local cooling time. Because \( t_{\text{inflow}} \sim t_{\text{cool}} \), the mass accretion rate at \( r = r_{\text{cf}} \) is approximately given by

\[
\dot{M} \sim 4\pi r_{\text{cf}}^2 \rho(r_{\text{cf}}) \left( \frac{r_{\text{cf}}}{t_{\text{cool}}(r_{\text{cf}})} \right) \sim \frac{M_{\text{cf}}}{t_{\text{cool}}(r_{\text{cf}})},
\]

(42)

where \( r_{\text{cf}} \) is the radius of the central cooling flow region, and \( M_{\text{cf}} \) is the mass of plasma contained within the cooling flow region. Because we have no sources or sinks of plasma, \( M \) is independent of \( r \) in our model.

How do these central cooling flows match onto adiabatic Bondi flow at smaller \( r \)? In our model, as \( r \) decreases from \( r_{\text{cf}} \) toward zero, \( \rho \) rises and \( T \) decreases until the Bondi accretion rate at the fixed radius \( r_1 = 0.2 \) kpc matches the cooling-flow mass accretion rate given by equation (42). However, our forcing the flow to become adiabatic at \( r_1 \) is artificial, and leads to an unrealistic plasma profile near \( r_1 \) with an abrupt transition in the flow at \( r_1 \). A better approach was adopted by Quataert & Narayan (2000). These authors investigated radial inflow with cooling in the absence of thermal conduction and cosmic rays using a numerical shooting method and solved all the way in to the sonic point, \( r = r_{\text{sonic}} \), at which \( \rho \rho = c_s \). They found a smooth transition from an outer cooling flow with \( t_{\text{inflow}} \sim t_{\text{cool}} \) to an inner adiabatic Bondi flow with \( t_{\text{inflow}} \ll t_{\text{cool}} \), provided that \( r_{\text{sonic}} \ll r_1 \), where

\[
r_s = \frac{GM_{\text{BH}}}{c_s^2} = 0.05 \text{ kpc} \left( \frac{M_{\text{BH}}}{10^9 M_\odot} \right) \left( \frac{\sigma}{300 \text{ km s}^{-1}} \right)^2
\]

(43)

is the radius within which gravity is dominated by the black hole, and \( \sigma \) is the circular velocity of the BCG, which was taken to be independent of \( r \). They also found that equation (42) was an accurate estimate of the numerically calculated mass accretion rate in the absence of mass dropout. For \( r_{\text{sonic}} < r_1 \), Quataert & Narayan’s solution satisfies \( c_s \sim \sigma \propto r_1 > r \). In the absence of mass dropout, the condition \( t_{\text{cool}} = t_{\text{inflow}} \) leads to the relation \( \rho \propto r^{-3/2} \) within the cooling-flow part of their solution. The Bondi accretion rate \( M_{\text{bond}} \) (given by eq. [30] evaluated at a radius \( r \) within the cooling-flow part of their solution thus increases toward smaller \( r \), as \( r^{-3/2} \). At a sufficiently small value of \( r \), which we call \( r_{\text{ad}} \), the Bondi accretion rate equals the rate \( M_{\text{cf}} \) at which mass flows in through the cooling flow, and the flow makes a transition to an adiabatic Bondi flow. At \( r < r_{\text{ad}} \), the ratio \( t_{\text{cool}}/t_{\text{inflow}} \) increases toward smaller \( r \), and so the neglect of cooling at \( r < r_{\text{ad}} \) is self-consistent. We note that the Bondi accretion formula can be applied in the model of Quataert & Narayan (2000) at the outer boundary of the adiabatic flow region, \( r_{\text{ad}} \), even if \( r_{\text{ad}} \) lies outside the region in which the black hole dominates the gravitational acceleration. This is because the Bondi accretion rate depends only on the specific entropy \( s \) of the plasma and \( M_{\text{BH}} \), and \( s \) is constant for \( r < r_{\text{ad}} \).

Because the mass accretion rate in the central accretion flow is fundamentally controlled by the surrounding cooling flow (as described by eq. [42]), the AGN regulates \( M \) primarily by controlling the properties of the central cooling flow, and in particular by determining the value of \( r_{\text{cf}} \). For example, if \( M \) rises above the equilibrium value, the AGN-feedback heating rises. This then reduces \( r_{\text{cf}} \), because one has to go to smaller \( r \) in order for \( \rho \) to rise enough that cooling exceeds the convective heating rate. The reduction in \( r_{\text{cf}} \) reduces \( M \), as can be seen from equation (42), which then causes \( M \) to drop back down to its equilibrium level.

As mentioned above, the existence of a smooth transition from a cooling flow to an inner adiabatic Bondi flow requires that \( r_{\text{sonic}} < r_\text{ad} \). Otherwise, as described by Quataert & Narayan (2000), the ratio \( t_{\text{cool}}/t_{\text{inflow}} \) decreases inward in the supersonic region at \( r_1 < r < r_{\text{sonic}} \), and the plasma cools rapidly to very low temperature. In this case, the cooling plasma could still end up fueling the central black hole, but it would do so through some process other than the one we have assumed in our model, e.g., by forming stars whose winds then feed the black hole or through infalling cold gas (see, e.g., Pizzolato & Soker 2005; Soker 2006).

Under what conditions is \( r_{\text{sonic}} > r_\text{ad} \)? One factor that can cause \( r_{\text{sonic}} \) to exceed \( r_\text{ad} \) is a small central black hole mass, since a smaller \( M_{\text{BH}} \) reduces \( r_{\text{ad}} \). In addition, as illustrated in Quataert & Narayan’s approximate analytic results, if the black hole’s contribution to gravity were hypothetically ignored, \( r_{\text{sonic}} \) would increase with increasing \( M \). Thus, a sufficiently large \( M \) can also cause \( r_{\text{sonic}} \) to exceed \( r_{\text{ad}} \). A large \( M \) results from either a large \( L_{\text{ crit}} \) or a small accretion efficiency \( \eta \). As discussed in § 4, \( L_{\text{crit}} \) is approximately determined by the baryon density and temperature at the cooling radius; a higher density and/or lower temperature at \( r_{\text{cool}} \) means that thermal conduction can offset less of the radiative cooling within the cooling radius, which in turn leads to a larger \( L_{\text{crit}} \). Thus, to summarize, smaller values of \( M_{\text{BH}} \), \( \eta \), or \( T(r_{\text{cool}}) \) and/or larger values of \( \rho(r_{\text{cool}}) \) can cause \( r_{\text{sonic}} \) to exceed \( r_{\text{ad}} \), preventing a smooth transition from a cooling flow to an inner Bondi flow, and causing the cooling of intracluster plasma to low temperatures at \( r > r_s \).

We note that if the accretion efficiency \( \eta_{\text{cool}} \) that arises when plasma cools to low temperature outside \( r_s \) is much smaller than the accretion efficiency \( \eta \) associated with Bondi accretion, then a flow that cools rapidly outside \( r_s \) will need a much higher \( M \) (and larger \( r_{\text{cf}} \)) in order for AGN feedback to provide the heating needed to offset cooling within the cooling radius. A much larger \( M \), in conjunction with plasma cooling to low temperatures outside \( r_s \), would imply a much larger star formation rate within the BCG. Thus, a small \( M_{\text{BH}} \) or large \( L_{\text{crit}} \) could lead to the condition \( r_{\text{sonic}} \gg r_{\text{ad}} \) and cause star formation at rates that significantly exceed the Bondi accretion rates listed in Table 3.

Returning to our model calculations, we list in Table 3 the values of \( \langle |\nu_1|/c_s \rangle \) at \( r = r_1 \) for the clusters in our sample. The value of \( \langle |\nu_1|/c_s \rangle \) reaches its maximum at \( r = r_1 \) in our solutions, and thus our solutions satisfy \( \langle |\nu_1|/c_s \rangle < 1 \) at all radii. Our calculations are thus at least marginally consistent with our assumptions of hydrostatic equilibrium and Bondi accretion. We also note that the sound crossing time \( t_s \) is shorter than the cooling time \( t_{\text{cool}} \) at all radii in our model solutions. However, our model imposes an abrupt and artificial transition in the flow at \( r = 0.2 \) kpc, which causes our solution near \( r = 0.2 \) kpc to be inaccurate. In addition, there is significant uncertainty in the values of \( M_{\text{BH}} \) and \( \eta \). It is thus possible that some of the clusters reach a sonic transition outside \( r_s \). Further investigation of this issue is needed.
6. SUMMARY

There is a growing consensus that AGN feedback holds the key to solving the cooling-flow and overcooling problems for clusters of galaxies. However, the way in which an AGN’s power is delivered to the diffuse intracluster plasma is still not well understood. In this paper, we suggest that an AGN’s mechanical luminosity heats the intracluster plasma by accelerating cosmic rays that cause the intracluster medium to become convectively unstable. We explore this idea by developing a steady-state, mixing-length theory model. By adjusting a single parameter in the model (the size of the cosmic-ray acceleration region, \( r_{\text{source}} \)), we obtain a good match to the observed density and temperature profiles in 7 out of the 8 clusters in our sample. Our model underestimates the density in the eighth cluster, Sersic 159–03, within the central \( \lesssim 50 \) kpc. We suggest that this discrepancy may result from the fact that the parameters in our NFW mass model are determined neglecting the cosmic-ray pressure. At the same time, Sersic 159–03 has the largest soft X-ray excess of any cluster observed by XMM-Newton, and likely contains a large population of non-thermal particles concentrated in the cluster core (Werner et al. 2007). If the mass model were recalculated taking the nonthermal pressure into account, the gravitational acceleration would be larger, especially in the cluster core, which would increase the plasma density at \( r \leq 50 \) kpc in our model calculations and possibly bring the model into agreement with the observations.

We also find that the cosmic-ray luminosities of the AGN in our sample are strongly correlated with the observationally inferred mechanical luminosities of these AGN. Our results suggest that AGN-driven convection is an important process in cluster cores. In our model solutions, the radiative cooling rate is much more peaked about \( r = 0 \) than is the rate of convective heating. As a result, a compact central cooling flow arises in our model calculations for several of the clusters in our sample. The radii of the cooling flows, \( r_{\text{cf}} \), are typically a few kpc. The mass accretion rate onto the central AGN in these clusters is roughly the plasma mass at \( r < r_{\text{cf}} \) divided by the cooling time at \( r_{\text{cf}} \). We suggest that the AGN regulates the mass accretion rate in these clusters by controlling \( r_{\text{cf}} \); if the AGN power rises above the equilibrium level, the size of the central cooling flow decreases, the mass accretion rate drops, and the AGN power then drops back down to the equilibrium level.
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APPENDIX A

PROFILES OF THE COSMIC-RAY PRESSURE AND TURBULENT VELOCITY

The profiles of the rms turbulent velocity \( u_{\text{rms}} \) (defined in eq. [B71]) and the cosmic-ray pressure (as a fraction of the thermal pressure) are plotted in Figures 5 and 6. Although it is difficult to see in the cases of Sersic 159–03, Hydra A, Abell 496, and Abell 1795, Figure 6 shows that \((d/dr)(p_{\text{cr}}/p) > 0\) at small \( r \). [This can also be seen by comparing the figures with the values of \( p_{\text{cr}}(r_1)/p(r_1) \) listed in Table 3.] This is not because \( dp_{\text{cr}}/dr > 0 \) (in fact, \( dp_{\text{cr}}/dr < 0 \) at all \( r \) for each cluster), but instead because the thermal pressure decreases with radius more rapidly than the cosmic-ray pressure. We note that there was an error in one of the plotting subroutines used for Paper II, which resulted in the velocities plotted in Figure 4 of Paper II being too large by a factor of 3.

![Fig. 5.—Plot of the rms turbulent velocity as a function of radius in the model solutions.](image-url)
In this Appendix we describe the two-fluid mixing length theory that we use to model the convective intracluster medium. We take all fluid quantities to be the sum of an average value and a turbulent fluctuation, so that
\[
\langle \rho \rangle = \langle \rho \rangle + \delta \rho,
\]
\[
\langle r \rangle = \langle r \rangle + \delta r,
\]
etc. We take all average quantities to depend only on the radial coordinate \( r \), and we set \( \langle r \rangle = \langle r \rangle \hat{r} \). We wish to solve for four quantities: \( \langle \rho \rangle \), \( \langle v \rangle \), \( \langle T \rangle \), and \( \langle p_{\text{cr}} \rangle \). To do so, we take the averages of four equations: equations (2), (3), and (5), as well as the total-energy equation. The latter is obtained by taking the dot product of equation (3) with \( v \) and adding the resulting equation to the sum of equations (4) and (5), which yields
\[
\frac{\partial}{\partial t} \left( \frac{\rho v^2}{2} + \rho \Phi + \gamma - 1 \right) + \nabla \cdot \left( \frac{\rho v v}{2} \right) = \rho \frac{\partial \Phi}{\partial t} - R + E_{\text{source}},
\]
where \( \Gamma_{\text{visc}} \) is the viscous energy flux, and where we have made use of the relation \( H_{\text{visc}} = (\nabla \cdot \Gamma_{\text{visc}}) \cdot v = -\nabla \cdot \Gamma_{\text{visc}} \). We assume that the viscous energy flux is much less than the advective energy flux, and thus drop \( \Gamma_{\text{visc}} \). We also set \( \partial \Phi / \partial t = 0 \).

The average of equation (2) can be written
\[
\langle v \rangle = -\frac{1}{\langle \rho \rangle} \left( Q + \frac{\dot{M}}{4\pi r^2} \right),
\]
where
\[
Q \equiv \langle \delta \rho \delta v \rangle,
\]
\[\text{Fig. 6.—Ratio of cosmic-ray pressure to thermal pressure in the model solutions.}\]
and the mass accretion rate \( \dot{M} = -4\pi r^2 \langle \rho v_r \rangle \) is a constant. The average of equation (3) yields

\[
\frac{d}{dr} \langle p_{\text{tot}} \rangle = -\langle \rho \rangle \frac{d\Phi}{dr},
\]

where

\[
p_{\text{tot}} = p + p_{\text{cr}}
\]

is the total pressure. In writing equation (B6), we have taken the convection to be subsonic, so that the Reynolds stress can be neglected. We have also dropped the viscous stress, which is unimportant in the averaged equation. The average of equation (5) can be written

\[
D_{\text{cr}} \frac{d^2 \langle p_{\text{cr}} \rangle}{dr^2} = \frac{(1 - \gamma)}{r^2} \frac{d}{dr} (r^2 F) + (1 - \gamma_{\text{cr}})(W + \langle E_{\text{source}} \rangle) - \frac{d\langle p_{\text{cr}} \rangle}{dr} \left[ \frac{1}{r^2} \frac{d}{dr} (r^2 D_{\text{cr}}) \right] + \frac{\gamma_{\text{cr}} \langle p_{\text{cr}} \rangle}{r^2} \frac{d}{dr} (r^2 \langle v_r \rangle) + \langle v_r \rangle \frac{d\langle p_{\text{cr}} \rangle}{dr},
\]

where

\[
F \equiv \frac{\langle \delta v \cdot \delta \rho \rangle}{\gamma - 1},
\]

and

\[
W \equiv \langle \delta p \nabla \cdot \delta v \rangle.
\]

In writing equation (B8), we have again made use of the fact that the convection is subsonic, which implies that the total-pressure fluctuation is very small. As a result, we can set \( \delta p \simeq -\delta p_{\text{cr}}, \langle \delta v_r \delta p_{\text{cr}} \rangle = -\langle \delta v_r \delta p \rangle \), and \( \langle \delta p_{\text{cr}} \nabla \cdot \delta v \rangle = -\langle \delta p \nabla \cdot \delta v \rangle \). The average of equation (B3) yields

\[
\kappa_T \frac{d^2 \langle T \rangle}{dr^2} = Q \frac{d\Phi}{dr} + \frac{\gamma \langle \rho \rangle}{(\gamma - 1)r^2} \frac{d}{dr} (r^2 \langle v_r \rangle) - \langle \langle v_r \rangle \frac{d\Phi}{dr} + \langle \delta p_{\text{cr}} \rangle \frac{d}{dr} \rangle \frac{d}{dr} \left[ \frac{1}{r^2} \frac{d}{dr} (r^2 D_{\text{cr}}) \right] + \frac{1}{r^2} \frac{d}{dr} (r^2 F) + W + R - \frac{d\langle T \rangle}{dr} \left[ \frac{1}{r^2} \frac{d}{dr} (r^2 \kappa_T) \right],
\]

where we have dropped the \( \langle \rho v_r^2/2 \rangle \) term, since it is much smaller than the other terms for subsonic convection. In equation (B11), \( \kappa_T \) is the average (isotropic) thermal conductivity given by equations (24) and (25), where \( T \) is set equal to \( \langle T \rangle \) in equation (24).

To solve equations (B4), (B6), (B8), and (B11) for \( \langle \rho \rangle, \langle v_r \rangle, \langle T \rangle, \) and \( \langle p_{\text{cr}} \rangle \), we need to express the quantities \( Q, F, \) and \( W \) in terms of these average fluid quantities, thereby closing the equations. We accomplish this by using a two-fluid mixing length theory. Our approach is to first estimate \( Q, F, \) and \( W \) using a local mixing length theory. In the local theory, the properties of the turbulence at some radius are determined only by the average fluid properties and gradients at that radius. We then use this local theory as the basis for a nonlocal mixing length theory, as in Paper II. In the nonlocal theory, the properties of the turbulence at some radius \( r \) are determined by a weighted average of the turbulence properties in the local mixing length theory over a range of radii. Our mixing-length theory differs from stellar mixing-length theory (Cox & Giuli 1968) in two important ways: we include a cosmic-ray fluid, and we take into account the fact that the diffusion of heat and cosmic rays occurs almost entirely along magnetic field lines.

We derive quantities in the local mixing length theory as follows. We take the convective turbulence to have a correlation length \( l \), also called the mixing length, where

\[
l = \alpha r,
\]

\( \alpha \) is a constant, and \( r \) is the distance from the center of the cluster. Fluid parcels in convective regions are taken to rise or sink a distance \( l \) before breaking up and mixing into the surrounding plasma. We take \( l \) to be much smaller than the pressure scale height, so that \( \alpha \) is treated as \( \ll 1 \). (However, as in standard mixing-length theory, after the mixing-length theory equations are derived, we relax the requirement that \( \alpha \ll 1 \), and set \( \alpha = 0.4 \) when applying the model to clusters in \( \S \, 3. \) We treat the fluctuations as small quantities, and take \( \langle \langle \delta \rho \rangle^2 \rangle / \langle \rho \rangle, \langle \langle \delta T \rangle^2 \rangle / \langle T \rangle, \langle \langle \delta p_{\text{cr}} \rangle^2 \rangle / \langle p_{\text{cr}} \rangle, \) and \( \langle \langle \delta v_r \rangle^2 \rangle / c_s \) to be \( \sim O(\alpha) \) (meaning of order \( \alpha \)), where \( c_s \) is the sound speed. We then expand the equations in powers of \( \alpha \), and keep only the lowest order nonvanishing terms in this expansion. The quantities \( Q, F, \) and \( W \) involve products of fluctuating quantities, and are thus \( \sim O(\alpha^2) \). We take \( R, \langle E_{\text{source}} \rangle, \kappa_T, D_{\text{cr}}, D_{\text{visc}}, \) and \( H_{\text{visc}} \) to be \( \sim O(\alpha^2) \), so that, e.g., radiative cooling, conduction, and turbulent heating are of the same order in \( \alpha \) in equations (B8) and (B11). (Since the fluctuations are small, we can write, e.g., that \( \langle \rho \rangle \simeq \bar{\rho}_0 \langle \rho \rangle (T)/\mu m_H \), where \( \mu \) is the mean molecular weight.) There are two contributions to the average velocity \( \langle v \rangle \). One is driven by the turbulent fluctuations, and, as will be seen below, is of order \( \alpha^2 \). The second arises from the net inflow of mass toward the center of the cluster. In our model, the mass accretion rate is set by the Bondi accretion rate calculated from the plasma parameters at the inner radius \( r_1 = 0.2 \) kpc, as described in \( \S \, 2. \) We treat this second contribution to \( \langle v \rangle \) as also of order \( \alpha^2 \).
We now proceed to estimate typical values for $\delta T$, $\delta n$, and $\delta \rho_{\alpha}$ to first order in $\alpha$; i.e., ignoring terms of order $\alpha^2$. Because we take the fluid displacement and the correlation length to be comparable, we need to use a Lagrangian approach to formally integrate the equations. We take the initial position of a fluid element at time $t = 0$ to be denoted $r_0$, and its position at time $t$ to be

$$r(r_0, t) = r_0 + \xi(r_0, t),$$  

(B13)

where $\xi$ is the displacement of the fluid element. We use the shorthand notation that $\rho(t)$, $T(t)$, $p(t)$, $\rho_{\alpha}(t)$, and $\mathcal{L}(t)$ are the density, temperature, pressure, cosmic-ray pressure, and displacement at time $t$ of the fluid element that started at position $r_0$ at $t = 0$. The velocity at time $t$ of the fluid element that starts at $r_0$ at $t = 0$ is given by

$$\mathbf{v} = \left. \frac{\partial r}{\partial t} \right|_{r_0} = \left. \frac{\partial \xi}{\partial t} \right|_{r_0}.\quad \text{(B14)}$$

We then have that

$$\left. \frac{\partial}{\partial t} \right|_{r_0} = \left. \frac{\partial}{\partial r} \right|_{r_0} + \mathbf{v} \cdot \nabla,$$ \quad \text{(B15)}

where the spatial derivatives on the right-hand side are with respect to $\mathbf{r}$, not $r_0$. The Jacobian matrix $\mathbf{J}$ for the transformation from $r_0$ to $\mathbf{r}$ is given by the equation

$$J_{ij} = \frac{\partial r_i}{\partial r_0_j}.\quad \text{(B16)}$$

The determinant of this matrix, denoted $J$, satisfies the equation

$$\left. \frac{\partial}{\partial t} \ln J \right|_{r_0} = \nabla \cdot \mathbf{v},\quad \text{(B17)}$$

where the spatial derivatives on the right-hand side are again with respect to $\mathbf{r}$, not $r_0$. Using equations (B15) and (B17), we rewrite equation (2) as

$$\left. \frac{\partial \ln \rho}{\partial t} \right|_{r_0} = -\left. \frac{\partial \ln J}{\partial t} \right|_{r_0}.$$ \quad \text{(B18)}

We integrate equation (B18) in time from $t = 0$ to $t = \Delta t$ holding $r_0$ fixed (as in the time integrals below), where

$$\Delta t = \frac{1}{u_L}$$ \quad \text{(B19)}

is the “mixing time,” and $u_L$ is the rms radial velocity in the local mixing length theory. We set $\xi(0) = 0$ and $\rho(0) = \langle \rho \rangle$, where $\langle \rho \rangle$ is shorthand notation for the average density at $r_0$. We then obtain

$$\frac{\rho(\Delta t)}{\langle \rho \rangle} = \frac{1}{J(\Delta t)},$$ \quad \text{(B20)}

where $J(\Delta t)$ is the Jacobian at $t = \Delta t$ evaluated for the initial position $r_0$. If we start at $t = 0$ with a fluid element of infinitesimal volume $d^3 r_0$ centered at $r_0$, then at time $\Delta t$ its volume is $d^3 r = J(\Delta t) d^3 r_0$. Thus, equation (B20) is a statement of mass conservation. The Lagrangian density perturbation at time $\Delta t$ is

$$\Delta \rho_{\text{Lag}} \equiv \rho(\Delta t) - \rho(0) = \rho(\Delta t) - \langle \rho \rangle.$$ \quad \text{(B21)}

Combining equations (B20) and (B21), we write

$$\frac{\Delta \rho_{\text{Lag}}}{\langle \rho \rangle} = \frac{1}{J(\Delta t)} - 1.$$ \quad \text{(B22)}
To solve for the pressure fluctuation, we write equation (4) in the form

$$\frac{\partial p}{\partial t} \bigg|_{t_0} = -\gamma p \frac{\partial \ln J}{\partial t} \bigg|_{t_0} + (\gamma - 1) \delta H_{ic},$$

(B23)

where

$$H_{ic} = \nabla \cdot (\kappa_{ij} \hat{b}_i \cdot \nabla T)$$

is the rate of heating due to thermal conduction, and $\delta H_{ic}$ is the deviation of $H_{ic}$ from its average value. In writing equation (B23), we have dropped terms of order $\alpha^2$. [$\delta H_{ic} \sim O(\alpha)$, since $\delta T \sim O(\alpha)$, $\kappa_\parallel \sim O(\alpha^{-2})$, and $\nabla^2 \delta T \sim \delta T/\ell^2 \sim O(\alpha^{-1})$.] We integrate equation (B23) from $t = 0$ to $t = \Delta t$, setting $\xi(0) = 0$ and $p(0) = \langle p \rangle$, where $\langle p \rangle$ is the average density at $t_0$. To first order in $\alpha$, we can replace $\gamma p \partial \ln J / \partial t|_{t_0}$ with $\gamma \langle p \rangle \partial \ln J / \partial t|_{t_0}$. We thus obtain

$$\Delta p_{\text{Lag}} = -\gamma \langle p \rangle \ln J(\Delta t) + (\gamma - 1) \int_0^{\Delta t} \delta H_{ic}(t) \, dt,$$

(B25)

where

$$\Delta p_{\text{Lag}} \equiv p(\Delta t) - p(0) = p(\Delta t) - \langle p \rangle$$

is the Lagrangian pressure perturbation at time $\Delta t$. Because the density fluctuations are small, the value of $J(\Delta t)$ is very close to 1. Writing $J(\Delta t) = 1 + x$, the quantity $x$ is of order $\alpha$. Thus, $\ln J(\Delta t) = x + O(\alpha^2) = 1 - |J(\Delta t)|^{-1} + O(\alpha^2)$ and

$$\ln J(\Delta t) = -\frac{\Delta p_{\text{Lag}}}{\langle p \rangle} + O(\alpha^2).$$

(B27)

To first order in $\alpha$, we can thus rewrite equation (B25) as

$$\Delta p_{\text{Lag}} = \frac{\gamma \langle p \rangle \Delta p_{\text{Lag}}}{\langle p \rangle} + (\gamma - 1) \int_0^{\Delta t} \delta H_{ic}(t) \, dt.$$
We estimate that

\[
(\gamma - 1) \int_0^{\Delta t} \delta H_{\text{tg}} \, dt = -\frac{0.3(\gamma - 1)\kappa_1 \Delta T_{\text{Lag}} \Delta t}{l^2},
\]

(B30)

where \(\Delta T_{\text{Lag}} = \delta T_{\text{Lag}}(\Delta t)\) is the Lagrangian temperature perturbation at time \(\Delta t\), and the numerical factor of 0.3 is chosen somewhat arbitrarily to reflect (1) our expectation that the length scale of the temperature fluctuations is somewhat larger than \(l\), which is just the radial component of the displacement vector, not the full modulus of \(\xi\), and (2) the fact that \(\delta H_{\text{tg}}\) increases from zero to its maximum value as \(t\) ranges from 0 to \(\Delta t\), so the typical value of \(\delta H_{\text{tg}}\) is less than its value at \(t = \Delta t\). Finally, we obtain the relation

\[
\Delta p_{\text{Lag}} = \langle \rho \rangle \Delta \rho_{\text{Lag}}(\rho) - \frac{0.3(\gamma - 1)\kappa_1 \Delta T_{\text{Lag}} \Delta t}{l^2}.
\]

(B31)

To first order in \(\alpha\),

\[
\frac{\Delta T_{\text{Lag}}}{\langle T \rangle} = \frac{\Delta \rho_{\text{Lag}}}{\langle \rho \rangle} - \frac{\Delta \rho_{\text{Lag}}}{\langle \rho \rangle},
\]

(B32)

where \(\langle T \rangle\) is the average temperature at \(r_0\). Equations (B31) and (B32) combine to give

\[
\Delta p_{\text{Lag}} = \Delta \rho_{\text{Lag}} \left( \frac{\langle p \rangle}{\langle \rho \rangle} \right) \left( \frac{\gamma + a_1}{1 + a_1} \right),
\]

(B33)

where

\[
a_1 = \frac{0.3(\gamma - 1)\kappa_1 \langle T \rangle}{\ln L_\rho(\rho)}
\]

(B34)

is roughly the ratio of the mixing time \(\Delta t\) to the time for heat to diffuse a distance \(l\) along the magnetic field. When \(a_1 \ll 1\) the thermal plasma expands adiabatically, and when \(a_1 \gg 1\) the thermal plasma expands isothermally.

To solve for the cosmic-ray pressure fluctuation, we write equation (5) in the form

\[
\frac{\partial p_{\text{cr}}}{\partial t}\bigg|_{r_0} = -\gamma_{\text{cr}} p_{\text{cr}} \frac{\partial \ln J}{\partial r}\bigg|_{r_0} + \delta H_{\text{diff}} + (\gamma_{\text{cr}} - 1)\delta \hat{E}_{\text{source}},
\]

(B35)

where

\[
\delta H_{\text{diff}} = \nabla \cdot (D \frac{\partial b}{\partial t} \cdot \nabla p_{\text{cr}}),
\]

(B36)

\(\delta H_{\text{diff}}\) is the deviation of \(H_{\text{diff}}\) from its average value, \(\hat{E}_{\text{source}}\) is the cosmic-ray energy per unit volume generated by the central radio source, and \(\delta \hat{E}_{\text{source}}\) is the deviation of \(E_{\text{source}}\) from its average value. As discussed in § 2.7, \(\delta \hat{E}_{\text{source}}\) can be significantly larger than \(\langle E_{\text{source}} \rangle\) if the cosmic rays are accelerated in a small fraction of the volume. We thus treat \(\delta \hat{E}_{\text{source}}\) as \(O(\alpha)\) and \(\langle E_{\text{source}} \rangle\) as \(O(\alpha^2)\). We integrate equation (B35) from \(t = 0\) to \(t = \Delta t\), setting \(\xi(0) = 0\) and \(p_{\text{cr}}(0) = \langle p_{\text{cr}} \rangle\), where \(\langle p_{\text{cr}} \rangle\) is the average cosmic-ray pressure at \(r_0\). To first order in \(\alpha\), we can replace \(\gamma_{\text{cr}} p_{\text{cr}} \partial \ln J / \partial t\bigg|_{r_0}\) with \(\gamma_{\text{cr}} \langle p_{\text{cr}} \rangle \partial \ln J / \partial t\bigg|_{r_0}\). Using equation (B27), we obtain

\[
\Delta p_{\text{cr, Lag}} = \frac{\gamma_{\text{cr}} \langle p_{\text{cr}} \rangle \Delta \rho_{\text{Lag}}}{\langle \rho \rangle} + \int_0^{\Delta t} [\delta H_{\text{diff}} + (\gamma_{\text{cr}} - 1)\delta \hat{E}_{\text{source}}] \, dt,
\]

(B37)

where

\[
\Delta p_{\text{cr, Lag}} = p_{\text{cr}}(\Delta t) - \langle p_{\text{cr}} \rangle,
\]

(B38)

is the Lagrangian cosmic-ray pressure perturbation at time \(\Delta t\).

We treat parallel cosmic-ray diffusion in the same way as parallel thermal conduction and make the estimate

\[
\int_0^{\Delta t} \delta H_{\text{diff}} \, dt = -\frac{0.3D_1 \Delta p_{\text{cr, Lag}} \Delta t}{l^2}.
\]

(B39)

We assume that \(\delta \hat{E}_{\text{source}}\) is typically positive in outwardly moving fluid elements and negative in inwardly moving fluid elements. Here, we are focusing on a fluid element that is moving outward (the discussion can be repeated with little alteration for inwardly moving fluid parcels), and thus we treat \(\delta \hat{E}_{\text{source}}\) as positive. We then make the estimate that

\[
\int_0^{\Delta t} \delta \hat{E}_{\text{source}} \, dt = \delta \hat{E}_{\text{rem}} \Delta t.
\]

(B40)
where $\delta E_{\text{rms}}$ is the rms value of $\delta E_{\text{source}}$, which is determined from equation (35). Substituting equations (B39) and (B40) into equation (B37), we obtain

$$\Delta p_{\text{cr, Lag}} = \frac{\gamma_c\langle p_{\text{cr}} \rangle \Delta p_{\text{Lag}}}{(1 + a_2) \langle p \rangle} + (\gamma_c - 1)\delta E_{\text{rms}} \tau, \quad \text{(B41)}$$

where

$$\tau = \left( \frac{u_L}{l} + \frac{0.3D_k}{l^2} \right)^{-1} \quad \text{(B42)}$$

is the effective time during which cosmic rays can accumulate in the fluid parcel as a result of the cosmic-ray source term. (Where $\tau$ is roughly the shorter of the mixing time $l/u_L$ and the diffusion time $l^2/D_k$.) The quantity $a_2$ is given by

$$a_2 = \frac{0.3D_k}{lt_L} \quad \text{(B43)}$$

and is approximately the ratio of $\Delta t$ to the time for cosmic rays to diffuse a distance $l$ along the magnetic field. When $a_2 \ll 1$, the cosmic rays expand adiabatically if $\delta E_{\text{rms}} = 0$. When $a_2 \gg 1$ the cosmic ray pressure in the fluid element remains constant as the element is displaced if $\delta E_{\text{rms}} = 0$, as in the linear Parker instability in the large-$D_k$ limit (Parker 1966; Shu 1974; Ryu et al. 2003).

Since it is assumed that the convection is subsonic, the total pressure in the fluid element remains approximately the same as the average total pressure in the fluid element’s surroundings. We take

$$\hat{r} \cdot \xi(\Delta t) = l, \quad \text{(B44)}$$

and thus to first order in $\alpha$

$$\Delta p_{\text{Lag}} + \Delta p_{\text{cr, Lag}} = l \frac{d}{dr} \langle p_{\text{tot}} \rangle. \quad \text{(B45)}$$

Adding equations (B33) and (B41) and using equation (B45), we obtain

$$l \frac{d}{dr} \langle p_{\text{tot}} \rangle = c_{\text{eff}}^2 \Delta p_{\text{Lag}} + (\gamma_c - 1)\delta E_{\text{rms}} \tau, \quad \text{(B46)}$$

where

$$c_{\text{eff}} = \left[ \left( \frac{\gamma + a_1}{1 + a_1} \right) \frac{\langle p \rangle}{\langle \rho \rangle} + \frac{\gamma_c \langle p_{\text{cr}} \rangle}{(1 + a_2) \langle p \rangle} \right]^{1/2} \quad \text{(B47)}$$

is an effective sound speed for the medium.

The fluctuating quantities appearing in equations (B5), (B9), and (B10) are Eulerian fluctuations, in that they involve the difference between some quantity and the average of that quantity at the same location. To first order in $\alpha$, we can write the Eulerian density fluctuation of our outwardly displaced fluid element at time $\Delta t$, denoted $\Delta \rho$, as

$$\Delta \rho = \Delta \rho_{\text{Lag}} - l \frac{d\langle p \rangle}{dr}. \quad \text{(B48)}$$

Combining equations (B46) and (B48), we find that

$$\Delta \rho = l \left( \frac{1}{c_{\text{eff}}^2} \frac{d\langle p_{\text{tot}} \rangle}{dr} - \frac{d\langle p \rangle}{dr} \right) - \frac{\gamma_c - 1}{c_{\text{eff}}^2} \delta E_{\text{rms}} \tau. \quad \text{(B49)}$$

The fluid is convectively stable if an outwardly displaced parcel is heavier than its surroundings (i.e., if $\Delta \rho > 0$) for any value of $u_L$. We note that as $u_L$ increases, $a_1$ and $a_2$ decrease, $c_{\text{eff}}^2$ increases, and $\tau$ decreases. Since $d\langle p_{\text{wa}} \rangle/dr < 0$, it follows that

$$\frac{d}{du_L} \Delta \rho > 0. \quad \text{(B50)}$$

Thus, if $\Delta \rho > 0$ as $u_L \rightarrow 0$, then $\Delta \rho > 0$ for any $u_L$ ($u_L$ is by definition nonnegative), and the medium is convectively stable. On the other hand, if $\Delta \rho < 0$ as $u_L \rightarrow 0$, then the medium is convectively unstable. The necessary and sufficient condition for convective
stability is thus that $\Delta \rho$ be positive in the limit $u_L \to 0$. As $u_L \to 0$, we have that $a_1 \to \infty$, $a_2 \to \infty$, $\tau \to l^2/(0.3D_{\parallel})$, and $c_{\text{eff}}^2 \to \langle p \rangle/\langle \rho \rangle$. For constant mean molecular weight $\mu$, this then leads to the stability criterion

$$l \left( n k_B \frac{dT}{dr} + \frac{dp_{\text{cr}}}{dr} \right) - \frac{(c_{\text{cr}} - 1) \delta E_{\text{ms}} l^2}{0.3 D_{\parallel}} > 0,$$

where $n = \rho/(\mu m_H)$ is the number density of thermal particles. If one sets $\delta E_{\text{ms}}$ to zero, then equation (B51) reduces to the stability criterion derived by Chandran (2005) and Chandran & Dennis (2006). Here, we have kept the fluctuations in $E_{\text{source}}$, which act to destabilize the medium to convection, since localized excesses in the cosmic-ray pressure lead to pockets of buoyant, lower density fluid.

If the convective stability criterion is satisfied at some radius, we set the local convective velocity $u_L$ to zero at that radius. Otherwise the fluid is convectively unstable, and we estimate the value of $u_L$ by solving the polynomial equation

$$u_L^2 = \frac{\Delta \rho}{16} l \frac{d \langle p \rangle}{dr}.$$

Equation (B52) states that the mean radial kinetic energy of the fluid element is the mixing length times the buoyancy force on the fully displaced parcel times the numerical factor of $1/16$ that is commonly used in one-fluid mixing length theory (Cox & Giuli 1968). Once $u_L$ is found, we determine $\Delta \rho_{\text{Lag}}$ and $\Delta \rho_{\text{Lag}}$ using equations (B46) and (B33), respectively. The Eulerian pressure perturbation at time $\Delta t$, denoted $\Delta \rho$, is then given by the equation

$$\Delta \rho = \Delta \rho_{\text{Lag}} - l \frac{d \langle p \rangle}{dr}.$$

We then estimate the quantity $F$ in equation (B9) to be

$$F_L = c_{\text{avg}} u_L \Delta \rho / (\gamma - 1).$$

Here, as below, the $L$ subscript is used to denote the estimate obtained using local mixing length theory. We set

$$c_{\text{avg}} = 1/2$$

with $\Delta \rho$ determined from equation (B49). We estimate the quantity $Q$ in equation (B5) to be

$$Q_L = c_{\text{avg}} u_L \Delta \rho,$$

where the integrand on the left-hand side of this equation is evaluated at the changing location of the displaced fluid parcel. Thus, the typical value of $\nabla \cdot \delta v$ is

$$\frac{1}{\Delta t} \left( - \Delta \rho_{\text{Lag}} / \langle \rho \rangle \right) = \frac{u \Delta \rho_{\text{Lag}}}{l \langle \rho \rangle}.$$

We thus set

$$W_L = -c_{\text{avg}} u_L \Delta \rho \Delta \rho_{\text{Lag}} / l \langle \rho \rangle.$$

Having estimated $Q$, $F$, and $W$ using local mixing length theory, we now use these estimates as the basis for a nonlocal theory. In the study of Ulrich (1976), the nonlocal heat flux is given by a weighted spatial average of the heat flux obtained from local mixing length theory. We adopt the same approach, and set

$$F_{\text{NL}}(z) = \int_{-\infty}^{\infty} dz_1 F_L(z_1) \psi_p(z - z_1),$$

$$W_{\text{NL}}(z) = \int_{-\infty}^{\infty} dz_1 W_L(z_1) \psi_p(z - z_1).$$
and

\[ Q_{\text{NL}}(z) = \int_{-\infty}^{\infty} dz_1 Q_{\text{F}}(z_1) \psi_{\text{F}}(z - z_1), \]  

(B60)

where

\[ z = \ln \left( \frac{r}{r_{\text{ref}}} \right), \]  

(B61)

\( r_{\text{ref}} \) is an unimportant constant, and the NL subscripts denote values in our nonlocal theory. Different forms for the kernel function \( \psi_{\text{F}} \) were considered by Ulrich (1976). Here, we adopt the following values:

\[ \psi_{\text{F}}(x) = \psi_{\text{F}}(x) = \begin{cases} \alpha^{-1} e^{-x/\alpha} & \text{if } x > 0, \\ 0 & \text{if } x \leq 0, \end{cases} \]  

(B62)

and

\[ \psi_{\text{NL}}(x) = \begin{cases} \alpha_{\text{NL}}^{-1} e^{-x/\alpha_{\text{NL}}} & \text{if } x > 0, \\ 0 & \text{if } x \leq 0. \end{cases} \]  

(B63)

Equations (B58)–(B63) are equivalent to the differential equations

\[ \alpha r \frac{dF_{\text{NL}}}{dr} + F_{\text{NL}} = F_L, \]  

(B64)

\[ \alpha r \frac{Q_{\text{NL}}}{dr} + Q_{\text{NL}} = Q_L, \]  

(B65)

and

\[ \alpha_{\text{NL}} W_{\text{NL}} \frac{dW_{\text{NL}}}{dr} + W_{\text{NL}} = W_L. \]  

(B66)

For \( r > r_{\text{conv}} \), where \( r_{\text{conv}} \) is the largest radius at which the fluid is locally unstable to convection, \( F_L = 0 \) and \( F_{\text{NL}} \propto r^{-1/\alpha} \). When \( F \) and \( W \) are set equal to \( F_{\text{NL}} \) and \( W_{\text{NL}} \) in equations (B8) and (B11), the terms containing \( F_{\text{NL}} \) are \( \propto r^{-1-1/\alpha} \) for \( r > r_{\text{conv}} \). To obtain the same scaling for the terms containing \( W_{\text{NL}} \), the value of \( \alpha_{\text{NL}} \) is determined from the equation

\[ \alpha_{\text{NL}}^{-1} = \alpha^{-1} + 1. \]  

(B67)

Equations (B62) and (B63) represent a one-sided average, in the sense that the nonlocal quantities \( F_{\text{NL}}, Q_{\text{NL}}, \) and \( W_{\text{NL}} \) depend only on the values of \( F_L, Q_L, \) and \( W_L \) at smaller radii. A more sophisticated nonlocal theory could be developed along different lines (see, e.g., Travis & Matsushima 1973; Ulrich 1976; Xiong 1991; Grossman et al. 1993), but is beyond the scope of this paper.

The final equations for our mixing-length model are then equations (B4), (B6), (B8), (B11), (B64), (B65), and (B66), which form a system of two second-order ordinary differential equations (ODEs), four first-order ODEs, and one algebraic equation (eq. [B4]) for the seven variables \( \langle \rho \rangle, \langle v_T \rangle, \langle T \rangle, \langle p_c \rangle, F_{\text{NL}}, Q_{\text{NL}}, \) and \( W_{\text{NL}} \). Eight boundary conditions are required to specify a solution. Two boundary conditions are obtained by requiring that the model density and temperature match the observed values \( \rho_{\text{outer}} \) and \( T_{\text{outer}} \) at the outer radius \( r_{\text{outer}} \). For 7 of the 8 clusters in our sample (all except Virgo), we choose \( r_{\text{outer}} \) to be the center of the first radial bin outside the cooling radius \( r_{\text{cool}} \). Values of \( r_{\text{cool}} \) for each cluster are given in Table 2. For Virgo, we take \( r_{\text{outer}} \) to be the outermost data point, which lies inside of \( r_{\text{cool}} \). Since we do not solve all the way in to the sonic point, we are forced to pick inner boundary conditions (at \( r_1 = 0.2 \) kpc) in a somewhat arbitrary way. We take \( d\langle T \rangle/dr, d\langle p_c \rangle/dr, F_{\text{NL}}, Q_{\text{NL}}, \) and \( W_{\text{NL}} \) to vanish at \( r = r_1 \). These “no-flux” boundary conditions set the diffusive and turbulent energy fluxes to zero at the inner boundary. Although this choice is undoubtedly inaccurate, we expect that it has only a small effect on our solution for the structure of the intracluster medium at \( r \gg r_1 \). The eighth boundary condition is obtained by assuming that \( \langle p_c \rangle \to 0 \) as \( r \to \infty \). This condition is translated into a condition on \( \langle p_c \rangle \) at \( r_{\text{outer}} \) as follows. The value of \( r_{\text{outer}} \) is chosen to be significantly greater than \( r_{\text{source}} \) and much greater than \( D_0/\upsilon_d \), so that for \( r > r_{\text{outer}} \), \( \dot{E}_{\text{source}} \) is negligible and \( D_{\text{out}} \approx \upsilon_d r \). In addition, \( r_{\text{outer}} \) is taken to be outside \( r_{\text{conv}} \), the largest radius at which the intracluster medium is locally convectively unstable, so that \( F_{\text{NL}} = F_{\text{outer}}(r/r_{\text{outer}})^{-1/\alpha} \) and \( W_{\text{NL}} = W_{\text{outer}}(r/r_{\text{outer}})^{-1-1/\alpha} \) for \( r > r_{\text{outer}} \), where \( F_{\text{outer}} \) and \( W_{\text{outer}} \) are the values of \( F_{\text{NL}} \) and \( W_{\text{NL}} \) at \( r = r_{\text{outer}} \). We also take \( \langle v_T \rangle \) to be negligible for \( r > r_{\text{outer}} \). This latter assumption is reasonable, since \( Q_{\text{NL}} = Q_{\text{outer}}(r/r_{\text{outer}})^{-1/\alpha} \) for

---

6 The case \( \upsilon_d = 0 \) requires a different approach and is not treated in this paper.
\[ r > r_{\text{conv}}, \text{where } Q_{\text{outer}} \text{ is the value of } Q_{\text{NL}} \text{ at } r_{\text{outer}}. \] The resulting value of \( v_1 \) is significantly less than \( v_2 \) for \( r > r_{\text{conv}} \) in the numerical solutions we present in § 3, and thus \( v_1 \) plays only a small role in equation (B8) at \( r > r_{\text{conv}} \). Solving equation (B8) and requiring that \( \langle p_c \rangle \rightarrow 0 \) as \( r \rightarrow \infty \), we find that for \( r \geq r_{\text{outer}} \):

\[
d\langle p_c \rangle \over dr = \chi \left( \frac{\langle \rho \rangle}{r} + (\gamma - 1) \frac{\langle p_c \rangle}{r} \right),
\]

(B68)

where

\[
\chi = (2\alpha - 1)(\gamma - 1)F_{\text{outer}}^{1/2} + \alpha(\gamma - 1)W_{\text{outer}}^{1/2}.
\]

(B69)

Equation (B68) applied at \( r = r_{\text{outer}} \) provides the eighth boundary condition. We then solve our system of equations using a shooting method. We guess the values of \( \langle \rho \rangle, \langle T \rangle, \) and \( \langle p_c \rangle \) at \( r = r_1 \) and then integrate the equations from \( r = r_1 \) to \( r = r_{\text{outer}} \). We then update our three guesses using Newton’s method until the three boundary conditions at \( r_{\text{outer}} \) are met.

To compare to future observations and to analyze the turbulent diffusion of metals in the ICM (see, e.g., Rebusco et al. 2005), it is of interest to calculate the rms turbulent velocity. We define a nonlocal turbulent velocity, \( u_{\text{NL}} \), through the equation

\[
\alpha \frac{dh_{\text{NL}}}{dr} + u_{\text{NL}} = u_L.
\]

(B70)

Since \( u_L \) (and thus \( u_{\text{NL}} \)) is an estimate of the radial component of the velocity of a convective fluid element, the full rms turbulent velocity is roughly

\[
u_{\text{rms}} = \sqrt{3u_{\text{NL}}},
\]

(B71)

which is the quantity plotted in Figure 5.
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