A KENNICUTT–SCHMIDT LAW FOR INTERVENING ABSORPTION LINE SYSTEMS
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ABSTRACT

We argue that most strong intervening metal absorption line systems, where the rest equivalent width of the Mg ii λ2796 line is >0.5 Å, are interstellar material in, and outflowing from, star-forming disks. We show that a version of the Kennicutt–Schmidt law is readily obtained if the Mg ii equivalent widths are interpreted as kinematic broadening from absorbing gas in outflowing winds originating from star-forming galaxies. Taking a phenomenological approach and using a set of observational constraints available for star-forming galaxies, we are able to account for the density distribution of strong Mg ii absorbers over cosmic time. The association of intervening material with star-forming disks naturally explains the metallicity and dust content of strong Mg ii systems, as well as their high H i column densities, and does not require the advection of metals from compact star-forming regions into the galaxy halos to account for the observations. We find that galaxies with a broad range of luminosities can give rise to absorption of a given rest equivalent width and discuss possible observational strategies to better quantify true galaxy–absorber associations and further test our model. We show that the redshift evolution in the density of absorbers closely tracks the star formation history of the universe and that strong intervening systems can be used to directly probe the physics of both bright and faint galaxies over a broad redshift range. In particular, in its simplest form, our model suggests that many of the statistical properties of star-forming galaxies and their associated outflows have not evolved significantly since z ~ 2. By identifying strong intervening systems with galaxy disks and quantifying a version of the Kennicutt–Schmidt law that applies to them, a new probe of the interstellar medium is found which provides complementary information to that obtained through emission studies of galaxies. Implications of our results for galaxy feedback and enrichment of the intergalactic medium are discussed.
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1. INTRODUCTION

Quasar spectra often reveal the presence of intervening metal absorption systems that span the entire observable redshift range between the observer and the source (Burbidge et al. 1966). A possible association of such absorption systems with intervening galaxy disks was first suggested by Wagoner (1967). An alternative explanation associating such systems with large (compared to the size of visible disks) halos of galaxies was considered by Bahcall & Spitzer (1969), who paved the way to the use of intervening absorption systems as probes of the large-scale environment of galaxies (Weymann et al. 1978). Despite enormous efforts over the last three decades to determine whether absorption arises in galaxy disks or halos, the question remains largely unresolved. This is particularly true for the Mg ii λλ2796, 2803 absorption line systems; these absorbers can be detected at relatively low redshifts (z > 0.2) in the optical spectra of quasars, so understanding their origin has been a more tractable problem for modern instrumentation, as we now discuss.

Initial follow-up imaging and spectroscopy of galaxies in the fields of quasars known to show Mg ii absorption confirmed the association of strong (with rest equivalent width $W_0 > 1$ Å) intervening systems with galaxies whose luminosities are in the range $10^{-2} L^* - 10 L^*$ (Bergeron 1986; Steidel 1995). Nevertheless, a clear picture connecting absorbers and galaxies has yet to emerge (York 1982; Bergeron & Boissé 1991; Bechtold & Ellingson 1992; Steidel et al. 1994, 1997, 2002; Tripp & Bowen 2005; Kacprzak et al. 2007; Chen & Tinker 2008). Much progress has been made in characterizing the properties of absorption line systems from studying the spectra of large numbers of QSOs discovered in wide-area sky surveys (Nestor et al. 2005; Prochter et al. 2006; York et al. 2006). Following on from the earliest analysis of the redshift distribution of absorption lines (Lanzetta et al. 1987; Tytler et al. 1987; Sargent et al. 1988), it is now well documented that the cosmic density of absorbers per unit redshift and unit rest equivalent width, as a function of $W_0$, $d^2N/dzdw$, follows an exponential distribution (Nestor et al. 2005; Prochter et al. 2006), but how this distribution is related to the association of absorption lines with galaxies is unknown. Recent statistical analyses reveal that strong Mg ii systems are dusty (York et al. 2006; Ménard et al. 2008) and that the dust-to-gas ratio of moderate redshift systems is consistent with local interstellar material (ISM) values (Ménard & Chelouche 2009), but may be substantially lower at higher redshifts (Petitjean et al. 1996). This suggests that the gas composition of such systems is not considerably different from solar values (York et al. 2006; Ménard & Chelouche 2009). There are recent indications that strong systems are associated with star formation activity (Bouché et al. 2006, 2007b; Wild et al. 2007; Zibetti et al. 2007; Ménard et al. 2009), yet the nature of this connection is not well understood.

Despite the recent progress in the phenomenology of intervening absorption systems, little is known with confidence about the physical state and origin of the gas (Churchill et al. 2005; Chelouche et al. 2008, and references therein). Different models attribute the absorption to either galactic winds (e.g., Bouché 2008; Oppenheimer & Davé 2008) or cool clumps condensing out from the virialized gaseous halos of galaxies (e.g., Mo & Miralda-Escude 1996; Maller & Bullock 2004; Kaufmann et al.
We note, however, possible deviations from a simple power law at low column densities and SFRs (Bigiel et al. 2008; Prochter et al. 2006; Bouché et al. 2007b). Here, we argue that strong Mg II absorbers are, in fact, star-forming galactic disks and their associated outflows. To this end, we note two observationally robust scalings: the relation between the (geometric) mean H I column density of strong Mg II absorbers and $W_0$ such that (Ménard & Che louche 2009),

$$N_{\text{HI}} = (3 \pm 0.5) \times 10^{19} W_0^{1.7 \pm 0.3} \text{cm}^{-2},$$

(1)

and the relation between the (maximum) velocity of galactic winds, $v_w$, and the SFR (denoted by $\Upsilon$) such that

$$v_w \simeq 70 \xi_w^2 \left( \frac{\Upsilon}{1 M_\odot \text{yr}^{-1}} \right)^{0.35 \pm 0.05} \text{km s}^{-1}.$$

(2)

Here, $\xi_w = 1$ for Na I lines (Martin 2005) and $\xi_w \lesssim 3$ for Mg II lines, as statistically estimated from the stacked spectra of a sample of star-forming DEEP2 galaxies (Weiner et al. 2009).

To clarify, we note that $\xi_w > 1$ does not necessarily mean that Mg II ions travel faster than Na I ions and that it may be that observational effects, such as optical depth or partial filling by emission, are important (Murray et al. 2007; Martin & Bouché 2009).

Here, we assume, with little justification at this stage, that outflow kinematics are responsible for the line broadening of strong Mg II systems. In particular, we consider a case in which the rest equivalent width of strong Mg II troughs and the velocities of outflows are related by

$$W_0 \simeq 2 \left( \frac{v_w}{100 \text{ km s}^{-1}} \right) \text{Å}.$$

(3)

This proportionality between the kinematic broadening and $W_0$ is justified for strong Mg II systems whose absorption troughs are saturated, and $W_0$ mirrors the velocity dispersion of the gas. Since $v_w$ is a measure of the outflow velocity toward the center of a galaxy, we add the proportionality factor of 2 to account for a background object sight line intercepting both the receding and advancing sides of a symmetric outflow (see Figure 1). This model neglects the contribution of infalling material (e.g., cool filaments or galactic fountains; Bregman 1980; Brooks et al. 2009) whose covering factor is expected to be small (Saito et al. 2009) and the velocity spread moderate. It also neglects contribution to the velocity field from galactic rotation which is expected to be small for thin disks, as determined from current data (Zwaan et al. 2008). Inclination effects will be treated in Section 3.

Combining the above, seemingly unrelated, relations for $N_{\text{HI}}(W_0)$ and $v_w(\Upsilon)$ using Equation (3), we obtain an expression relating the SFR to the H I column density, with the following form:

$$\Upsilon \simeq (0.1 \pm 0.03) \times \left( \frac{N_{\text{HI}}}{10^{20} \text{ cm}^{-2}} \right)^{1.7 \pm 0.3} \left( \frac{\xi_w^2}{3} \right)^{-2.9 \pm 0.4} M_\odot \text{yr}^{-1}.$$

(4)

This relationship between the SFR of an Mg II host galaxy and the H I column density of the absorbing gas qualitatively has the same functional form as the Kennicutt–Schmidt law for star formation in galaxies (Kennicutt 1998; Bouché et al. 2007c; Genzel et al. 2010). An analogous scaling is obtained if, instead of using Equation (1), one uses the relation between the dust column density and $W_0$ found by Ménard et al. (2008).\footnote{Ménard et al. (2008) find that the reddening $E(B-V)$ due to intervening systems’ dust and $W_0$ are related such that $E(B-V) \propto W_0^{1.9 \pm 0.2}$. Assuming the reddening is a proxy for the dust column and a constant dust-to-gas ratio, a completely analogous relation to Equation (1) is obtained.}

The paper is organized as follows: Section 2 qualitatively argues for a Kennicutt–Schmidt like star formation law (Schmidt 1959; Kennicutt 1989, 1998) for strong intervening Mg II systems. A more quantitative approach is taken in Section 3 where a phenomenological model is formulated, which links the properties of star-forming galaxies to those of absorbers. The results of our model fit to the observations are outlined in Section 4. We discuss the implications of our results for the study of strong intervening systems and galaxy disks across cosmic time in Section 5. A summary follows in Section 6.

2. A KENNICUTT–SCHMIDT LAW FOR STRONG Mg II ABSORBERS

Perhaps the best-known property of star-forming galaxy disks is that they obey the Kennicutt–Schmidt law for star formation (Schmidt 1959; Kennicutt 1989, 1998) whereby the star formation rate (SFR) per unit area scales with the mean column density of the disk to some power.\(^3\) The underlying physical mechanism behind this phenomenological scaling is not fully understood and considerable theoretical and observational effort has been invested in identifying its origin (Silk 1997; Kravtsov 2003; Krumholz & McKee 2005; Bigiel et al. 2008; Leroy et al. 2008; Krumholz et al. 2009; Genzel et al. 2010; Gnedin & Kravtsov 2010).

Recent spectroscopic observations reveal that many star-forming galaxies give rise to outflows of cool gas from their centers (Heckman et al. 1990, 2000; Martin 2005; Rupke et al. 2005; Veilleux et al. 2005; Tremonti et al. 2007; Weiner et al. 2009; Rubin et al. 2010). Furthermore, a relation exists between the outflow velocity and the SFR (Martin 2005; Weiner et al. 2009; Rubin et al. 2010). The physical nature of such outflows and their prevalence in the galaxy population as a whole are currently poorly constrained. Nevertheless, it has been suggested that such outflows can provide the necessary negative feedback effects that determine and maintain the observed SFRs observed in galaxies (Strickland & Stevens 1999; Shaviv & Dekel 2003; Murray et al. 2005), and as a means for enriching the IGM (Dalcanton 2007; Oppenheimer & Davé 2008, and references therein).

As mentioned above, there is mounting evidence that strong Mg II absorbers ($W_0 > 1$ Å) are connected to star formation activity and, as such, could be related to the gaseous outflows associated with it (Norman et al. 1996; Prochter et al. 2006;...
If most strong Mg\(\text{II}\) systems probe galaxy disks, then their statistical properties should be accounted for by those of galaxies. In particular, the exponential density distribution of such absorption systems as a function of \(W_0\), \(\partial^2 N/\partial z \partial W_0\) should be describable by the following expression\(^5\):

\[
\frac{\partial^2 N(W_0, z)}{\partial z \partial W_0} = c \frac{(1 + z)^2}{H_0} E(z) \int_{L_{\text{min}}}^{L_{\text{max}}} dL \phi_z(L) \sigma_z(L) P_z(W_0|L),
\]

where \(E(z) = \sqrt{\Omega_M(1 + z)^3 + \Omega_\Lambda}\) is the redshift-dependent luminosity function, \(L_{\text{min}}(L_{\text{max}})\) is the minimum (maximum) luminosity of galaxies that give rise to strong Mg\(\text{II}\) systems, and \(\sigma_z(L)\) is the luminosity and redshift-dependent geometrical cross-section for detecting an Mg\(\text{II}\) absorption around a galaxy of luminosity \(L\). This probability may be written as

\[
P_z(W_0|L) = \int d\Upsilon P_z(W_0|\Upsilon) P_z(\Upsilon|L),
\]

where \(P_z(\Upsilon|L)\) is the probability of having a certain SFR, \(\Upsilon\), for a galaxy of luminosity \(L\), and \(P_z(W_0|\Upsilon)\) is the probability of having a certain \(W_0\)—i.e., outflow velocity—for a galaxy with an SFR \(\Upsilon\). For simplicity, we assume that there are no hidden correlations among the various variables apart from those explicitly stated here. Whether this holds in realistic systems is unclear, but assessing the degree to which any hidden correlations may change our results is beyond the scope of this paper.

The model defined above seeks to connect the observable properties of absorbers to those of their host galaxies. Unfortunately, the properties of galaxies and absorption line systems are well measured only over particular redshift intervals, and these intervals do not always overlap. The properties of galaxies are best understood at very low redshift, but the characteristics of UV absorption line systems have been determined largely at intermediate and high redshift. For example, as we shall see below, faint galaxies have a potentially important contribution to the cosmic density of strong systems and their properties are known only locally. We can therefore proceed in one of two ways: we can (1) extrapolate the local properties of (faint) galaxies to higher redshifts or (2) extrapolate the properties of absorbers to low redshifts. The first approach requires the extrapolation of the locally determined galaxy luminosity function, \(\sigma_{z=0}(L), P_{z=0}(\Upsilon|L),\) and \(P_{z=0}(W_0|\Upsilon)\) to higher \(z\). In contrast, the second approach requires only that we extrapolate \(\partial^2 N(W_0)/\partial z \partial W_0\) to low redshifts. Furthermore, with the installation of the Cosmic Origin Spectrograph (COS) on the Hubble Space Telescope (HST), the properties of low-redshift absorption lines are likely to be determined (at least for \(W_0 \geq 1\) \(\text{Å}\) systems) in the near future. Conversely, many of the properties of faint galaxies at high redshifts are likely to remain uncertain for some time.

With the above in mind, we restrict our analysis to \(z \sim 0\) and will henceforth drop the \(z\)-dependence from our derived values and distributions (we return to the effects of redshift evolution

\(^5\) We assume a flat universe with \(\Omega_\Lambda = 0.7, \Omega_M = 0.3\), and \(H_0 = 70\text{ km s}^{-1}\text{ Mpc}^{-1}\).

\(^6\) Unless otherwise specified, the following normalization holds:

\[\int P(x|\gamma)dx = 1.\]
in Section 5.5). Specifically, we take a Schechter form for the luminosity function of galaxies that give rise to metal absorption systems

$$\phi(L)dL = f_L \phi^*(L^*) \frac{a}{L^*} e^{-L/L^*} dL.$$  \hfill (7)

We adopt the parameterization of James et al. (2008) who carried out a census of star-forming galaxies in the local universe and found: $\alpha \approx -1.4$, $\phi^* \approx 3 \times 10^{-3} \text{Mpc}^{-3}$ ($L^* \approx 1.4 \times 10^{10} L_\odot$, with $L_\odot$ being the solar luminosity). We note that this particular parameterization for the luminosity function of galaxies is one out of many, and somewhat different, parameter values that are reported in the literature depending on the selection criteria and filter used (Marzke et al. 1998; Zwaan et al. 2001; Norberg et al. 2002; Blanton et al. 2003; Faber et al. 2007). As we do not know whether all star-forming disk galaxies give rise to Mg II systems, we define $f_L$ to be the fraction of galaxies that cause Mg II absorption and allow it to be smaller than unity. We neglect a possible dependence of $f_L$ on the galaxy luminosity. We take $L_{\text{max}} \to \infty$ implying that the model considers all galaxies with luminosity $L > L_{\text{min}}$ as contributing to the population of Mg II absorbers. It turns out that, due to the exponentially small number of very luminous galaxies, the particular $L_{\text{max}}$ chosen has little effect on the predicted number density of $W_0 \geq 1$ Å absorbers. That said, the particular choice of $L_{\text{max}}$ may affect model predictions concerning the number density of the strongest systems, which are rare and their statistics rather poorly determined.

The cross-section for Mg II absorption from galaxy disks, $\sigma(L) = \pi R_{\text{MgII}}(L)^2$ (with $R_{\text{MgII}}(L)$ being the effective radius of the absorbing region), is unknown, as is its dependence on galaxy luminosity. We assume that this cross-section scales with that of the H I disk, $\sigma_{\text{HI}}$, as deduced from 21 cm emission down to a column density limit of $\gtrsim 10^{19} \text{cm}^{-2}$ (Zwaan et al. 2005). We therefore define

$$\sigma(L) = \xi_w \sigma_{\text{HI}}(L^*) \left( \frac{L}{L^*} \right)^\gamma$$ \hfill (8)

with $\gamma$ being of order unity, which is qualitatively consistent with the observed local scaling of H I disk cross-sections (see Figure 10 of Zwaan et al. 2005), which shows a constant probability for detecting absorbers through disks spanning a range of luminosities. For infrared galaxy disks $\gamma \sim 0.7$ (Courteau et al. 2007), while in the optical $\gamma \sim 0.6$ (de Jong & Lacey 2000). Interestingly, a similar scaling has been recently reported between the effective radius of Mg II absorbing envelopes of galaxies and their luminosity (Chen et al. 2010a). In Equation (8), $\xi_w$ stands for the relative size of the Mg II strong absorption cross-section compared to the H I disk (assumed to be luminosity independent). This factor is currently poorly constrained and will be determined below from a fit of our model predictions to available absorption line data.

We next define the probabilities $P(\Upsilon | L)$ and $P(W_0 | \Upsilon)$ based on data from the literature. James et al. (2008, see their Figure 3) found no clear trend between the specific SFR (i.e., SFR per unit luminosity), as determined from Hα luminosities and galaxy luminosity; we determine $P(\Upsilon | L)$ from their data, and present its cumulative version in Figure 2. The probability of having a certain rest equivalent width for the Mg II line per given SFR, $P(W_0 | \Upsilon)$, was determined from Martin (2005) who measured the outflow velocity in Na I absorption lines as a function of the SFR. In doing so we assume that outflow kinematics, as observed along a sight line to a background object, traces global outflow properties (Martin 2005), and neglect possible complications related to the effects of partial covering of the wind over the disk area Martin & Bouché (2009). The translation from the outflow velocity of Na I lines to $W_0$, using Equation (3), requires knowledge of $\xi_w$ (see Section 2) whose value $\in [1, 10]$ (Martin 2005; Tremonti et al. 2007; Weiner et al. 2009, see also Section 2) but is left here as a free parameter and will be determined from a fit of Equation (5) to the available absorption line data. We have used data pertaining to the high SFR bins of Martin (2005), resulting in the best characterization of $P(W_0 = \xi_w \nu \Upsilon)$ for high SFRs (see her Figure 6 for $\Upsilon > 100 \, M_\odot \text{yr}^{-1}$). We then assume that the deduced $P(W_0 | \Upsilon)$ also holds for lower SFR up to a scaling factor such that the maximum velocity, hence $W_0$, in each star formation bin is $\propto \Upsilon^\beta$ with $\beta \approx 0.3$ (Martin 2005; Weiner et al. 2009, see our Figure 2). This is consistent with the Martin (2005) results and is, presently, the only viable assumption given the quality of the data. To summarize, our model thus far relies on observable properties of star-forming galaxies with only two quantities, $\xi_w$ and $\xi_w$, both poorly constrained by observations and left as free parameters whose values will be determined by a fit to absorption line data.

It is, currently, not well determined how inclination affects the observable properties of a galaxy outflow and any attempt to directly account for it in our model is subject to large uncertainties. While it is unlikely that an outflow is spherically symmetric, the details are obscure both observationally and theoretically (for a very recent work providing new insights into inclination issues see Chen et al. 2010b). That said, our model is unlikely to be considerably affected by such uncertainties since we use the observationally determined statistical properties of outflows from spectroscopic surveys of star-forming galaxies. Such studies probe galaxies with a broad range of inclinations to our sight line, hence the effects of inclination already appears in the data and enter our model, by definition, via $P(W_0 | \Upsilon)$.

We predict the number density of absorption line systems with a given equivalent width, $\frac{d^2 N(W_0, \zeta = 0)}{\partial \Upsilon \partial W_0}$ from Equation (5) using a Monte Carlo scheme: we first pick...
a galaxy whose luminosity, $L$, follows from the luminosity function. Given $L$, we use $P(Y|L)$ to statistically determine its SFR. The following step statistically determines $W_0$ from $P(W_0|Y)$. At this point, we have fully specified the statistical relation between galaxy and absorbing properties. This scheme is iterated to create a mock catalog of galaxies and their absorbing characteristics from which the statistical properties of the predicted absorbers may be deduced and compared to observations. The size of the sample is determined by the requirement that good statistics are realized for the strongest Mg II absorbers, which are inherently rare.

3.1. The Kinematic Properties of Outflows Across Disks

The properties of Mg II winds across galaxy disks are poorly determined and only a characteristic velocity, $v_{w}$, over the entire UV-emitting disk surface is measured. Whether or not outflows are thermally expanding or radiatively driven, it is likely that their kinematics will depend on their proximity to luminous or energetic sources in the disk such as star-forming regions, dense stellar environments, or active galactic nuclei (Martin 2006; Fujita et al. 2009, and references therein). These are not distributed uniformly over the galaxy but rather cluster in the inner annuli of the disk (Leroy et al. 2008; Rahman & Murray 2010, and references therein). To allow for the (likely) possibility that gas kinematics varies across the disk surface of galaxies, we consider a general velocity profile of the form:

$$v_w(\rho) = \xi_w(\rho)v_w = \left(1 + \frac{\rho}{\rho_0}\right)^\epsilon \xi_w v_w,$$

with $\rho$ being the impact parameter to the host’s center and $\epsilon < 0$ is a power-law index (with $\xi_w$ having the usual definition). We define the (projected) core radius within which the velocity profile flattens as some fraction of the radius of the Mg II absorbing disk such that $\rho_0(L) \equiv \eta R_{\text{Mg II}}(L)$ with $\eta$ assumed constant. We choose $\epsilon = -0.5$ so that on scales $\rho \gg \rho_0$, an inverse square-root law is recovered mimicking, for example, the radial dependence of the escape velocity from a point mass (Chelouche & Netzer 2005) or the terminal velocity of a radiation pressure driven cloud from a point source of a given luminosity (Chelouche & Netzer 2001). On scales $\rho < \rho_0$, galactic structure becomes important and the approximation of a point source breaks down leading to a flattening of the velocity profile. Having very little information about the dynamics of galactic outflows, this is the simplest form for the velocity profile that is consistent with the data (see Section 4.1 for further details). The inclusion of this part of the model in our Monte Carlo calculations is straightforward and requires us to randomly pick the impact parameter $\rho$ in addition to the host luminosity in order to predict $W_0$ for a specific sight line. We present results for this extension to the model in Section 4.1.

At this point, our model now relies on three free parameters: $\xi_w(L^*)$ (or $R_{\text{Mg II}}(L^*)$), $\xi_w$, and $\eta$, all of which are poorly determined by observations. In what follows, we shall restrict our analysis to models in which $\eta$ is either $\gg 1$ (a constant wind velocity over the disk surface) or $\eta = 0.1$ which roughly corresponds to the star-forming region of galaxies being enclosed within their inner few kpc.

4. RESULTS

When comparing our model predictions to the data it is important to note that many of the parameters in Equation (5) (e.g., $n_z$ and $\sigma_\epsilon$) are constrained by observations of galaxies at low redshifts and that their high-$z$ analogs may, in principle, have different values. Instead of attempting to predict how galaxy properties may have changed with redshift, we instead extrapolate $\partial^2 N/\partial z \partial W_0$ to redshifts of zero. As the statistics of strong Mg II systems are only loosely determined at present times, we have used higher redshift data to estimate $\partial^2 N/\partial z \partial W_0$ at low-$z$. In particular, we used the non-evolutionary curves in Figure 10 of Nestor et al. (2005) to estimate the relative normalization, i.e., the shape of $\partial^2 N/\partial z \partial W_0$ at different rest equivalent width slices used by the authors over the range $0.6 < W_0 < 3.5$ Å. The overall normalization of $\partial^2 N/\partial z \partial W_0$ at $z \approx 0$ was chosen such that $\int_{W_0}^{\infty} \partial^2 N/\partial z \partial W_0 = \partial N(W_0)\big|_{z=0} \partial z \partial W_0 = \partial^2 N(W_0)$, and $\partial N(W_0 > 1$ Å, $z = 0)/\partial z \partial W_0 = 0.05^{+0.01}_{-0.00}$ which is consistent with the extrapolations to $z = 0$ based on the best-fit models of Prochter et al. (2006, see their Table 4) to their high-redshift data set. The quoted uncertainty qualitatively brackets the range in values predicted by the different extrapolation methods used in Prochter et al. (2006) and the measured value of $0.16^{+0.09}_{-0.05}$ reported by Churchill (2001, see his Figure 7) for $z \approx 0$ systems. The number statistics of stronger systems ($W_0 > 2$ Å) is less secure at low redshifts, and our uncertainty for $W_0 > 2$ Å bins was chosen to include the factor between the predictions of the non-evolutionary models and the evolutionary curves of Nestor et al. (2005, compare their Figures 10 and 13) for $z = 0$. We neglect sample incompleteness effects arising from dust extinction at the high $W_0$ end of the distribution but note that these can result in an underestimate of $\partial N(W_0 > 3$ Å, $z \approx 1)/\partial z$ by up to about 20% (Ménard et al. 2008).

The numerical evaluation of Equation (5), for the case of a constant wind velocity over the disk surface, and its comparison to the observed number density of Mg II lines, as extrapolated to $z = 0$, are shown in Figure 3. (The solution for a model in which the wind varies as a function of $\rho$, with $\eta < 1$, is discussed in Section 4.1.) In this case, the fitting scheme involves a search in a two parameter space that is spanned by $\xi_w$ and $\xi_\sigma$, which are rather poorly determined observationally (the former parameter enters implicitly through the definition of $P(W_0|Y)$ (Figure 2), while the latter enters explicitly in Equation (5)). Here we have taken $\alpha = -1.4$, $\gamma = 0.7$ (we define $\delta = \alpha + \gamma$ as this is the only relevant parameter given the form of Equation (5); hence $\delta = -0.7$, and $\beta = 0.3$. While somewhat uncertain, these values are relatively well constrained observationally, and the sensitivity of the model to the small uncertainties in those parameters will be further investigated below. A good fit to the (extrapolated) $\partial^2 N/\partial z \partial W_0$ data below is obtained for $\xi_w = 1.6$ and for an effective cross-section for Mg II absorption around an $L^*$ galaxy whose projected radius $R_{\text{Mg II}}(L^*) \equiv \sqrt{\sigma(L^*)/\pi} = \xi_w \sigma_{\text{H I}}(L^*)/\pi$ satisfies

$$R_{\text{Mg II}}(L^*) \simeq 40 \left[ \frac{1}{0.05} \frac{\partial N(W_0 > 1$ Å)}{\partial z} \bigg|_{W_0 = \text{f L}}^{-1/2} \int \frac{\phi^*}{3 \times 10^{-3} \text{Mpc}^{-3}} \right]^{1/2} \text{kpc.}$$

Not all radial forms are allowed: cuspy velocity profiles for which the velocity of the wind diverges as $\rho \to 0$ (as in the case $v_{w}(\rho) \propto \rho^\delta$ for which $\eta \ll 1$) would be in disagreement with the data since, in this case, high-$W_0$ values in the $\partial^2 N/\partial z \partial W_0$ distribution would be determined by low-luminosity objects rather than high-luminosity ones. In this case, model predictions will take on a power-law form at large $W_0$ values reflecting the geometrical cross-section for fast outflows rather than the exponential decay of the luminosity function (see below).
Zwaan et al. (2005, see their Figure 18) find that the typical (projected) H I radius of an $L^*$ galaxy at $z = 0$, as detected down to a column density limit of $3 \times 10^{15}$ cm$^{-2}$ is $\sim 35$ kpc, i.e., of order $R_{\text{H I}}$ for $f_L = 1$, indicating that $\xi_v \approx 1$. Such scales are also consistent with the size of the Milky Way disk measured at similarly low H I column densities (Kalberla & Dedes 2008).

We examined how galaxies of different luminosities contribute to the estimated values of $\partial^2 N(z > 0)/\partial z \partial W_0$. We show the results in Figure 4. If, as pointed out by Steidel et al. (1994, 1997) and Keeney et al. (2006), galaxies with $L \ll 0.1 L^*$ are seen to give rise to strong absorption, then absorbers with $W_0 > 0.5$ Å can indeed be fully accounted for by star-forming galaxy disks. Whether $L \ll 0.1 L^*$ galaxies give rise to strong metal absorption systems is unclear, since our model does not require it. Furthermore, at such low luminosities, galaxy disks become H I poor and do not seem to follow the relation assumed by Equation (8) (Zwaan et al. 2005).

It is important to note that our model does not reproduce the number density of weak absorbers with $W_0 \ll 0.5$ Å. As can be seen in Figure 4, at these equivalent widths, there is a clear discrepancy between the number density of Mg II lines predicted for all galaxy luminosities in our model and the observed number density of Mg II systems. This difference suggests that the physical origins of weak Mg II systems may be different from that proposed herein (Richter et al. 2009). This conclusion is related to and further strengthened by the fact that $W_0 \sim 0.5$ Å is also the value at which a break is seen in the $\partial^2 N(z > 0)/\partial z \partial W_0$ function (Nestor et al. 2005).

Consider now the sensitivity of the predictions for $\partial^2 N(z > 0)/\partial z \partial W_0$ to the various parameters of the model. In particular, $\xi_v$ (or $R_{\text{Mg II}}$) is essentially unknown, as is $\xi_w$. (One may obtain indirect statistical information regarding $\xi_w$ from the data of Weiner et al. (2009), yet its interpretation in terms of $\xi_w$ is not unique; see Section 5.4). We find that our model predictions change in the following way: varying $\xi_v$ changes the shape of the predicted curve such that larger $\xi_v$ results in a more shallow decline at the high-$W_0$ end. This is due to fainter and more numerous galaxies contributing to the signal at the high-$W_0$ end. Varying $\xi_v$ (or $R_{\text{Mg II}}$) merely changes the normalization of the models but maintains their shape unaltered. The same behavior applies for $f_L$. In addition to the above parameters, we have also considered the effect of measurement uncertainties on the observationally deduced values used by our model and held fixed in the above analysis. For example, adopting smaller values of $\beta$ results in more low-luminosity objects giving rise to stronger lines, in turn giving rise to a flatter $\partial^2 N(z > 0)/\partial z \partial W_0$ distribution. Likewise, increasing $\delta$ results in a smaller contribution to the number density from low-luminosity objects (since the product of their density and cross-section—i.e., their opacity—is smaller), creating a flatter $\partial^2 N(z > 0)/\partial z \partial W_0$ curve for weak lines.

In order to quantify the degeneracies inherent in the model and to constrain the physics most relevant to forming strong intervening systems in galaxy disks, we have considered a range of values for all the relevant parameters in our model: $20 < R_{\text{Mg II}}(L^*) < 60$ kpc ($0.3 \lesssim \xi_v \lesssim 2.3$), $-0.7 < \delta < -0.1$, $0.25 < \beta < 0.4$, $10^{-3} < L_{\text{min}}/L^* < 0.1$, and $1 < \xi_w < 3$. In this multi-parameter space, we have calculated a grid of models and evaluated their agreement with the data using $\chi^2$ statistics. Examples for a few such models and their
agreement with the data are shown in Figure 3 (dotted curves). Presenting the regions in phase space for which the fits are acceptable, we show in Figure 5 various contour plots as a function of two parameters at a time. The quantity plotted is the mean significance with which models may be rejected. It should be emphasized that, in each inset, we have marginalized over the remaining parameters of the model such that the geometric mean of the reduced $\chi^2$ values has been evaluated at any point and the mean significance accordingly calculated. We also note that, due to our marginalization, it is possible, in principle, to find very good agreement between specific models and the data also in parameter space regions where the mean significance is low. Clearly, the models are in good agreement with the data for the range of parameters discussed above. For example, models for which the size of the Mg II disk of an $L^\star$ galaxy is greater than $\sim 30$ kpc (for $f_L = 1$ and with the disk size of other galaxies following from Equation (8)) can explain the observed $\delta^2 N/\delta z \delta W_0$ distribution, given the uncertainties. To conclude, the fit is sensitive to $\xi_w$ and $\xi_w$ and to a lesser extent on the values of $\delta$ and $L_{\text{min}}$ within the observationally motivated range of values. This also means that our model is effectively sensitive only to $\xi_w$, $\xi_w$, and $\eta$ and therefore provides a $\leq 3$ parameter fit to the data.

It is evident from Figure 5 that good fits are obtained for $\xi_w \gtrsim 1$. In particular, the model, wherein the outflow velocity field across the disk is uniform, suggests that $1 < \xi_w < 2$. Therefore, our model predicts that the Mg II transitions could be a purely observational effect, as discussed in Martin & Bouché (2009). Our conclusion that $\xi_w \gtrsim 1$ is further supported by the difference in the Mg II line profiles seen toward the centers of galaxies by Weiner et al. (2009), compared to the Na I profiles observed by Martin (2005). We return to this point in Section 5.4.

If most star-forming galaxies brighter than $10^{-2} L^\star$ give rise to strong Mg II absorption, then Figure 5 suggests that $35 \text{ kpc} < R_{\text{Mg II}}(L^\star) < 60$ kpc for the studied parameter space. Such sizes are comparable to those deduced by Kacprzak et al. (2008, see their Equation (3)) given the occurrence of strong systems and based on a very different set of arguments. Our deduced sizes are also consistent with the recent findings of Ménard et al. (2009) who show that the O II luminosity function,

Figure 5. Rejection confidence contours for our models. The multi-parameter space has been divided into subplots, each of which refers to two parameters among the five, and the results for the remaining parameters have been marginalized over. Each point gives the mean rejection probability of the marginalized model, as determined from reduced $\chi^2$ statistics, $\chi^2_c$. The mean value of $\chi^2_c$ at each point (not shown) is the geometric mean of the reduced $\chi^2$ of all models being marginalized over. The 60% contour level (see labels) correspond to $\chi^2_c \simeq 1$. It should be emphasized, however, that even in regions whose (mean) rejection probability is relatively high, there may be individual models providing a very good fit to the data. Clearly, model predictions are in good agreement with the data for the various parameter ranges considered here. Model predictions are particularly sensitive to the values of $R_{\text{Mg II}}(L^\star)$ and $\xi_w$ with the other parameters having a lesser effect on the quality of the fit.

(A color version of this figure is available in the online journal.)
which traces star-forming regions in the universe, can be fully accounted for by the number density of strong Mg II systems that surround star-forming galaxies on similar scales. Interestingly, such sizes have also been found to characterize the H I disks of L∗ galaxies, as measured for the Westerbork H I Survey of Irregular and Spiral Galaxies (WHISP) sample (van der Hulst et al. 2001). In particular, Zwaan et al. (2005, see their Figure 18) found a projected H I radius of L∗ galaxies to be in the range 25–50 kpc. This implies that, in our model, ξσ ∼ 1. This conclusion is consistent with the findings of Bowen et al. (1995a, see their Figure 29) who showed that the projected radius of the H I disk for an L∗ galaxy is ≥25 kpc, and that the size of the Mg II absorption cross-section is of at least a comparable size. This means that the cross-section for strong Mg II absorption is much larger than that of the optical- and UV-emitting disks. This makes outflows visible for studies in which the galaxy itself acts as a background source against which Mg II systems that are associated with the galaxy are detectable (Tremonti et al. 2007; Weiner et al. 2009).

The match between H I disk sizes and the predicted R_Mg II is also consistent with properties of the Rao et al. (2006) sample of absorbers for which the typical H I column densities that are associated with W_0 ≥ 0.5 Å systems are of order ≥10^19 cm^{-2}. Such H I column densities are somewhat below the limiting column densities of galaxies in the WHISP sample, which is ≃3 × 10^{19} cm^{-2} (Zwaan et al. 2005). Given that the apparent disk sizes increase with increasing sensitivity of the observations (so that lower gas columns can be probed) and extrapolating the results of Zwaan et al. (2005, see their Figure 18), we find that the projected radius of L∗ galaxies down to a column density of 10^{19} cm^{-2} is ≥40 kpc, in line with our findings. We note that about 50% of Mg II systems with 0.5 < W_0 < 1 Å have H I column densities smaller than 5 × 10^{18} cm^{-2} (Rao et al. 2006) i.e., considerably below the detection limit of the WHISP sample. This implies that the cross-section for dilute low column density gas, as appropriate for W_0 ≥ 0.5 Å systems, is essentially unknown and may be larger than that which is currently deduced from low-sensitivity 21 cm emission studies; see, e.g., Braun & Thilker (2004) who find evidence for an extended envelope of low column density gas on scales ≥50 kpc around M31.

Further evidence that strong Mg II systems are probing disks comes from the fact that the coherence size of W_0 ∼ 0.5 absorbers, as estimated from observations of lensed quasars, is found to be 3^{+3}_{−1} kpc (Ellison et al. 2004). In our model, such systems predominantly arise in low-luminosity galaxies with 10^{-3} L^∗ < L < 10^{-2} L^∗ (see Figure 4 and below). As such, our model implies a coherence length of order the disk radius, i.e., R_Mg II(L/L^*)^{1/2} ∼ 3.5–8 kpc (for f_L = 1), a value that is consistent with observations.

4.1. The Kinematic Properties of Outflows Across Disks

In Section 3.1, we defined the projected core radius of the disk, within which the outflow velocity approaches a constant value, to be ρ_0(L) = η R_Mg II(L). In our model for the kinematics of outflows across disks (Equation (9)), we adopt η = 0.1 for no other reason than the fact that, in this case, ρ_0 coincides with the optical, star-forming size of the disk. Running Monte Carlo simulations and including the effect of random sight lines through the disk surface, we find that it is possible to fit the data well if ξ_w = 3.6. This means that, for an L∗ galaxy, the core in the velocity profile occurs for ρ_0(L^∗) = η R_Mg II(L^∗) ~ 4 kpc, while the maximum velocity of the Mg II lines is ≥3 times higher than that measured for the NaI lines. For galaxies with Υ ∼ 10 M⊙ yr^{-1}, this model predicts maximum wind velocities of ≥250 × 10^3 Å ∼ 500 km s^{-1} toward their cores. Note, however, that the mean velocity (and conversely W_0), as measured for a statistical sample of such galaxies, will be lower since only a fraction of all objects would launch outflows from their centers that travel at the maximum velocity according to P(W_0|η) (see also Section 5.4).

The above solution is, however, non-unique, and equally good fits may be obtained, for example, when taking ξ_w = 6 and η = 0.03 (while holding all other parameters fixed). In particular, the current data quality for d^2 N/∂z∂W_0, as extrapolated to z ∼ 0 and for large values of W_0, provides few constraints on the allowed ξ_w, η ranges, and that ξ_w ∼ η^{-0.5} traces a good solution curve in phase space with all other parameters held fixed and given the current data; see Figure 6. However, different models have different predictions for the number statistics of the strongest systems. In particular, in models for which v_w is higher (and η correspondingly smaller), the abundance of the strongest systems is dominated by sight lines passing close to the centers of relatively faint galaxies (see above). Currently, the d^2 N/∂z∂W_0 data set alone cannot be used to reliably constrain physical models for galactic outflows. As we discuss in Section 5.4, however, there are additional data that may be used to shed light on the kinematics of galactic outflows.

5. DISCUSSION

A Kennicutt–Schmidt law for strong absorbers is consistent with the notion that most strong Mg II systems seen in the spectra of background quasars arise in disks of intervening star-forming galaxies. We have shown that the density distribution of strong Mg II absorbers, d^2 N(z = 0)/∂z∂W_0, can be fully accounted for if galaxy disks with the same properties as those observed
in low-redshift galaxies are responsible for the absorption. Our model implies that (1) the Mg\textsc{ii} absorption cross-section for a galaxy is comparable to that of the H\textsc{i} cross-section of nearby galaxy disks and that (2) the velocity of the outflowing gas that gives rise to intervening Mg\textsc{ii} absorption is consistent, up to a factor of order unity, with the outflow kinematics measured for Na\textsc{i} and Mg\textsc{ii} absorption troughs toward the centers of local star-forming galaxies. The notion that strong Mg\textsc{ii} systems are material in, and outflowing from, galaxy disks is also consistent with the recent findings of Bernet et al. (2008) indicating that the magnetic fields associated with strong systems are comparable to galactic values.

The association of strong Mg\textsc{ii} systems with galaxy disks is also physically appealing as it naturally resolves several outstanding theoretical problems in the field: for example, if strong Mg\textsc{ii} systems are ISM in extended disks then the problem of cloud formation, confinement, and stability in dilute intergalactic environments (Binney et al. 2009) is, clearly, alleviated. Furthermore, there is no need to transport cool metal-rich material from galaxy centers to large scales while avoiding over-ionization and mixing. In fact, in our model, the physics of strong intervening Mg\textsc{ii} systems is exactly that of the ISM, which is (at least initially) gravitationally bound and enriched by stars in its environment.

Below, we discuss a few implications of our results.

5.1. Absorber–Galaxy Associations

As demonstrated above, a broad range of galaxy luminosities gives rise to strong Mg\textsc{ii} absorption. For \( W_0 \gtrsim 0.5 \, \text{Å} \) systems, the galaxies which give rise to the absorption have luminosities \( > 10^{-2} L^* \). For example, the model shown in Figure 4 predicts that there is a 50% chance that the hosts of \( W_0 \lesssim 0.7 \, \text{Å} \) Mg\textsc{ii} systems are fainter than \( 0.1 L^* \). It may therefore be challenging to identify the galaxy which directly hosts the absorber, since it could be outshone by the nearby quasar. In such cases, only bright hosts or neighboring galaxies that are clustered around the true host may be detected (provided they are bright enough and far enough from the quasar sight line).

Given the predictions of our model, a better approach to studying the origin of \( W_0 \lesssim 1 \, \text{Å} \) systems at high redshifts is to use \( \gamma \)-ray bursts (GRBs) as background sources rather than quasars (e.g., Vergani et al. 2009, and references therein). With this technique, deep images of the fields obtained after the GRB light has faded are more likely to reveal fainter galaxies, even when the GRB host galaxy is also present (Price et al. 2007; Thöne et al. 2008; Chen et al. 2009).

Alternatively, a comprehensive study of absorption lines arising from very low-redshift galaxies could be used to test the predictions of our model. Although \( HST \) is required to record spectra of UV lines at \( z \sim 0 \), nearby galaxies probed by quasar sight lines can be selected a priori by the same properties studied in our model, such as their luminosity, morphology, SFR, etc. Probing a significant number of galaxies with a range of these properties would enable us to map the distribution of metal line properties directly. The installation of COS aboard \( HST \), with a sensitivity higher than the spectrographs previously available on the satellite, now makes a large survey possible.

Our model gives specific predictions for the statistical relations between the absorber properties (namely, \( W_0 \)) and its host galaxy properties (such as \( Y \) and \( L \)). Nevertheless, judging from Figure 5, the allowed parameter space in which there is good agreement between our model and the available Mg\textsc{ii} data is large. In this section, we therefore focus on a small subset of all models whose parameterizations are given in Table 1, and all provide equally good fits to the data (specifically, all models trace the dashed black curve in Figure 3). This set of models, which we label A, B, and C, is consistent with the notion that galaxies much fainter than \( 0.01L^* \) contribute little to the cross-section for \( W_0 \gtrsim 1 \, \text{Å} \) systems. This agrees with recent findings that galaxies much fainter than \( \sim 0.01L^* \) are gas deficient and contribute little to the matter density in H\textsc{i} (Zwaan et al. 2005). Figure 7 shows the predicted luminosity, SFR, and rest equivalent width distributions: upper panels are relevant to situations where galaxies are selected based on their associated absorber properties, and the lower panels to cases in which a galaxy sample is first obtained and follow-up observations are then carried out to look for their associated absorption systems. As shown, weak absorbers that arise in disks select for fainter star-forming hosts while strong absorbers tend to be associated with brighter star-forming objects. Nevertheless, our model does not preclude the possibility that some strong systems arise in early-type galaxies; statistically, however, the number counts of strong systems can be fully accounted for by star-forming galaxies alone.

More quantitatively, our models suggest that the typical luminosities of the hosts of \( W_0 \sim 2 \, \text{Å} \) systems are around \( 0.1 L^* \). This seems to be consistent with the recent findings of Christensen et al. (2009) who found faint \( L \lesssim 0.1L^* \) galaxies in the fields of such absorbers. According to the model, by selecting the rare, \( W_0 > 4 \, \text{Å} \) absorbers, one is most likely to select galaxies with \( L \gtrsim L^* \) and with an SFR \( Y > 1 M_\odot \, \text{yr}^{-1} \). Nevertheless, the exact numbers depend on the particular model chosen, as can be seen by comparing models A, B, and C. For example, models B and C give very different predictions for the SFR distribution of \( W_0 > 4 \, \text{Å} \) hosts such that, for model C, a considerable fraction of hosts have \( Y > 7 M_\odot \, \text{yr}^{-1} \) while, for model B, galaxies with \( Y \gtrsim 1 M_\odot \, \text{yr}^{-1} \) can substantially contribute to the number of such systems. The different predictions in each case imply that reliable measurements of the \( L(W_0) \) distributions will constrain the model. Further, all models predict that galaxies with luminosities \( L^* \lesssim L \lesssim 6L^* \) give rise to \( W_0 > 4 \, \text{Å} \) absorbers. The fields of such ultra-strong systems have recently been imaged by Nestor et al. (2007) who find an excess of \( L > L^* \) near quasar sight lines. This fact is consistent with our findings, although a more quantitative comparison awaits secure identifications of galaxies in those fields.

Our model implies that surveys which first select host galaxies according to their luminosity and SFRs and then study absorption through their disks would see a broad range of absorber properties at any given luminosity and SFR bin. For example, a faint dwarf with \( L \sim 0.01L^* \) is likely to give rise to an absorber with \( W_0 \sim 0.6 \, \text{Å} \). However, the chances of a very bright galaxy, \( L \gtrsim 1L^* \), giving rise to the same \( W_0 \) are also considerable (see Figure 7). This may be the reason for the scarcity of clear relations between galaxy and absorber properties (in addition to uncertainties related to

| Model | \( L_{\text{min}}(L^*) \) | \( \delta \) | \( \xi_w \) | \( R_{\text{MgII}}(L^*) \) (kpc) | \( \eta \) | \( \beta \) | Color Coding |
|-------|----------------|-----|---|----------------|-----|---|--------|
| A     | 0.001          | −0.7| 1.6| 40             | \( > 1 \) | 0.3 | Green  |
| B     | 0.01           | −0.7| 3.6| 40             | 0.1 | 0.3 | Black  |
| C     | 0.01           | −0.2| 2 | 60             | \( > 1 \) | 0.42| Red    |
the identification of the true host). The model is qualitatively consistent with the recent findings of Bouché et al. (2007b), Wild et al. (2007), and Ménard et al. (2009), and which are further discussed in Section 5.6. Our results highlight the need for large samples of quasar–galaxy pairs, which would overcome the large scatter in galaxy–absorber properties and help to reveal the underlying galaxy–absorber association.

The findings presented here are consistent with the notion that most large-scale galaxy–absorber associations, where the impact parameter is much larger than the HI disk size of the true host galaxy, arise from galaxy–galaxy clustering. This agrees with recent findings concerning the low covering factor (of order 20%–50% within a few tens of kpc of the host galaxy) for Mg ii absorption on such scales (Tripp & Bowen 2005; Chen & Tinker 2008; Barton & Cooke 2009; Gauthier et al. 2010; Bowen & Chelouche 2010). This may also be the reason for some edge-on galaxies apparently being associated with strong absorption along sight lines at right angles and far above their disks (Steidel et al. 2002). It is possible, in principle, to use our model and some knowledge of galaxy–galaxy clustering to predict the $W_0$ distribution and covering factor as a function of the impact parameter from bright galaxies, which are not necessarily the true hosts of the absorber, and to compare to the data (Chen & Tinker 2008; Bowen & Chelouche 2010). This raises the interesting possibility that galaxy–galaxy clustering and group kinematics may be directly probed by absorber–galaxy studies leading to a better understanding of structure formation and to additional constraints on halo occupation distribution (HOD) models (Bouché et al. 2006; Zheng et al. 2007; Tinker & Chen 2008; Lundgren et al. 2009).

According to the model, absorption through our own Galaxy disk ($L \sim L^* \text{ and } \Upsilon \sim 1 M_\odot \text{ yr}^{-1}$) would yield $W_0 \sim 1.2 \pm 0.8$ Å (this was calculated from the relevant $W_0$ distributions with the uncertainty corresponding to one standard deviation around the average). The mean $W_0$ or outflow speed from the Galactic disk, as would be measured from Mg ii absorption lines toward extragalactic objects, is $\sim W_0/2 \sim 0.6 \pm 0.4$ Å or $\sim 60 \pm 40 \text{ km s}^{-1}$ (neglecting the possibly important contribution of galactic rotation to the observed profile along some sight lines to extragalactic objects). This is consistent with the results of Bowen et al. (1995b, see their Figure 1) who found similar velocity dispersion in several local Mg ii systems toward quasars. We note that our analysis predicts that the observed velocities of the Na i lines should be a factor $\gtrsim 2$ lower than those of the true host. The model is qualitatively consistent with the recent findings of Bouché et al. (2007b), Wild et al. (2007), and Ménard et al. (2009), and which are further discussed in Section 5.6. Our results highlight the need for large samples of quasar–galaxy pairs, which would overcome the large scatter in galaxy–absorber properties and help to reveal the underlying galaxy–absorber association.

The findings presented here are consistent with the notion that most large-scale galaxy–absorber associations, where the impact parameter is much larger than the HI disk size of the true host galaxy, arise from galaxy–galaxy clustering. This agrees with recent findings concerning the low covering factor (of order 20%–50% within a few tens of kpc of the host galaxy) for Mg ii absorption on such scales (Tripp & Bowen 2005; Chen & Tinker 2008; Barton & Cooke 2009; Gauthier et al. 2010; Bowen & Chelouche 2010). This may also be the reason for some edge-on galaxies apparently being associated with strong absorption along sight lines at right angles and far above their disks (Steidel et al. 2002). It is possible, in principle, to use our model and some knowledge of galaxy–galaxy clustering to predict the $W_0$ distribution and covering factor as a function of the impact parameter from bright galaxies, which are not necessarily the true hosts of the absorber, and to compare to the data (Chen & Tinker 2008; Bowen & Chelouche 2010). This raises the interesting possibility that galaxy–galaxy clustering and group kinematics may be directly probed by absorber–galaxy studies leading to a better understanding of structure formation and to additional constraints on halo occupation distribution (HOD) models (Bouché et al. 2006; Zheng et al. 2007; Tinker & Chen 2008; Lundgren et al. 2009).

According to the model, absorption through our own Galaxy disk ($L \sim L^* \text{ and } \Upsilon \sim 1 M_\odot \text{ yr}^{-1}$) would yield $W_0 \sim 1.2 \pm 0.8$ Å (this was calculated from the relevant $W_0$ distributions with the uncertainty corresponding to one standard deviation around the average). The mean $W_0$ or outflow speed from the Galactic disk, as would be measured from Mg ii absorption lines toward extragalactic objects, is $\sim W_0/2 \sim 0.6 \pm 0.4$ Å or $\sim 60 \pm 40 \text{ km s}^{-1}$ (neglecting the possibly important contribution of galactic rotation to the observed profile along some sight lines to extragalactic objects). This is consistent with the results of Bowen et al. (1995b, see their Figure 1) who found similar velocity dispersion in several local Mg ii systems toward quasars. We note that our analysis predicts that the observed velocities of the Na i lines should be a factor $\gtrsim 2$ lower than those of the true host.

The model is qualitatively consistent with the recent findings of Bouché et al. (2007b), Wild et al. (2007), and Ménard et al. (2009), and which are further discussed in Section 5.6. Our results highlight the need for large samples of quasar–galaxy pairs, which would overcome the large scatter in galaxy–absorber properties and help to reveal the underlying galaxy–absorber association.

The findings presented here are consistent with the notion that most large-scale galaxy–absorber associations, where the impact parameter is much larger than the HI disk size of the true host galaxy, arise from galaxy–galaxy clustering. This agrees with recent findings concerning the low covering factor (of order 20%–50% within a few tens of kpc of the host galaxy) for Mg ii absorption on such scales (Tripp & Bowen 2005; Chen & Tinker 2008; Barton & Cooke 2009; Gauthier et al. 2010; Bowen & Chelouche 2010). This may also be the reason for some edge-on galaxies apparently being associated with strong absorption along sight lines at right angles and far above their disks (Steidel et al. 2002). It is possible, in principle, to use our model and some knowledge of galaxy–galaxy clustering to predict the $W_0$ distribution and covering factor as a function of the impact parameter from bright galaxies, which are not necessarily the true hosts of the absorber, and to compare to the data (Chen & Tinker 2008; Bowen & Chelouche 2010). This raises the interesting possibility that galaxy–galaxy clustering and group kinematics may be directly probed by absorber–galaxy studies leading to a better understanding of structure formation and to additional constraints on halo occupation distribution (HOD) models (Bouché et al. 2006; Zheng et al. 2007; Tinker & Chen 2008; Lundgren et al. 2009).

According to the model, absorption through our own Galaxy disk ($L \sim L^* \text{ and } \Upsilon \sim 1 M_\odot \text{ yr}^{-1}$) would yield $W_0 \sim 1.2 \pm 0.8$ Å (this was calculated from the relevant $W_0$ distributions with the uncertainty corresponding to one standard deviation around the average). The mean $W_0$ or outflow speed from the Galactic disk, as would be measured from Mg ii absorption lines toward extragalactic objects, is $\sim W_0/2 \sim 0.6 \pm 0.4$ Å or $\sim 60 \pm 40 \text{ km s}^{-1}$ (neglecting the possibly important contribution of galactic rotation to the observed profile along some sight lines to extragalactic objects). This is consistent with the results of Bowen et al. (1995b, see their Figure 1) who found similar velocity dispersion in several local Mg ii systems toward quasars. We note that our analysis predicts that the observed velocities of the Na i lines should be a factor $\gtrsim 2$ lower than those of the true host.

The model is qualitatively consistent with the recent findings of Bouché et al. (2007b), Wild et al. (2007), and Ménard et al. (2009), and which are further discussed in Section 5.6. Our results highlight the need for large samples of quasar–galaxy pairs, which would overcome the large scatter in galaxy–absorber properties and help to reveal the underlying galaxy–absorber association.

The findings presented here are consistent with the notion that most large-scale galaxy–absorber associations, where the impact parameter is much larger than the HI disk size of the true host galaxy, arise from galaxy–galaxy clustering. This agrees with recent findings concerning the low covering factor (of order 20%–50% within a few tens of kpc of the host galaxy) for Mg ii absorption on such scales (Tripp & Bowen 2005; Chen & Tinker 2008; Barton & Cooke 2009; Gauthier et al. 2010; Bowen & Chelouche 2010). This may also be the reason for some edge-on galaxies apparently being associated with strong absorption along sight lines at right angles and far above their disks (Steidel et al. 2002). It is possible, in principle, to use our model and some knowledge of galaxy–galaxy clustering to predict the $W_0$ distribution and covering factor as a function of the impact parameter from bright galaxies, which are not necessarily the true hosts of the absorber, and to compare to the data (Chen & Tinker 2008; Bowen & Chelouche 2010). This raises the interesting possibility that galaxy–galaxy clustering and group kinematics may be directly probed by absorber–galaxy studies leading to a better understanding of structure formation and to additional constraints on halo occupation distribution (HOD) models (Bouché et al. 2006; Zheng et al. 2007; Tinker & Chen 2008; Lundgren et al. 2009).

According to the model, absorption through our own Galaxy disk ($L \sim L^* \text{ and } \Upsilon \sim 1 M_\odot \text{ yr}^{-1}$) would yield $W_0 \sim 1.2 \pm 0.8$ Å (this was calculated from the relevant $W_0$ distributions with the uncertainty corresponding to one standard deviation around the average). The mean $W_0$ or outflow speed from the Galactic disk, as would be measured from Mg ii absorption lines toward extragalactic objects, is $\sim W_0/2 \sim 0.6 \pm 0.4$ Å or $\sim 60 \pm 40 \text{ km s}^{-1}$ (neglecting the possibly important contribution of galactic rotation to the observed profile along some sight lines to extragalactic objects). This is consistent with the results of Bowen et al. (1995b, see their Figure 1) who found similar velocity dispersion in several local Mg ii systems toward quasars. We note that our analysis predicts that the observed velocities of the Na i lines should be a factor $\gtrsim 2$ lower than those of the true host.
measured for Mg II (see Table 1); i.e., of order $30 \pm 15 \, \text{km s}^{-1}$ as would be observed along extragalactic sight lines. This value is qualitatively consistent with that observed for the Ca II lines (Bowen 1991, see their Figure 5). A more quantitative comparison between the kinematics of different ions requires better understanding of the structure and dynamics of galactic winds.

Lastly, we note that our prediction for the Galactic wind velocity is similar to the outflow speed predicted at one pressure scale height above the disk by Everett et al. (2008) based on fits to the large-scale diffuse X-ray emission and using an energy driven outflow model. It is therefore possible that the outflowing cool material which is probed by Mg II lines provides the necessary initial conditions for the onset of a large-scale thermal wind, as advocated by these authors (see also Section 5.9). Therefore, even if intervening Mg II systems relate only to outflowing matter within one pressure scale height above the disk, they could be related to large-scale outflows that ultimately escape the galaxy and perhaps join the IGM; we return to this point in Section 5.9.

5.2. Metallicity and Dust Content

If strong Mg II systems arise from the ISM within, and outflowing from, galactic disks, then our model can be used to predict the metallicity, $Z$, of strong absorbers, as would be observed in the local universe, using the metallicity–luminosity relation for $z = 0$ galaxies. In particular, we take a log-normal distribution whose mean luminosity-dependent metallicity is $\pm 1.5 Z_\odot (L/L_\odot)^{0.5}$ with a scatter of order $\pm 0.2$ dex around the mean ($Z_\odot$ is the solar metallicity). This is consistent with the results of Tremonti et al. (2004), see however Kewley & Ellison (2008) for uncertainties in this relation. This defines the probability $P(Z|L)$. The metallicity distribution for an absorber of a given $W_0$ is, by construction of our model, $P(Z|W_0) = \int dL P(Z|L) P(L|W_0)$. Using these distributions, we have carried out Monte Carlo simulations and constructed a mock sample of absorbers and their associated galaxies, which is statistically identical to that used in the previous sections yet now also includes the metallicity for each system.

The results are shown in Figure 8 where a relation between the mean (or median) metallicity and $W_0$ is well defined. However, the scatter is large and individual systems having the same $W_0$ may have their metallicities differ by an order of magnitude. In particular, strong systems with $W_0 \gtrsim 1$ Å have mean metallicities of $\langle Z \rangle \gtrsim Z_\odot$ (e.g., $W_0 \sim 5$ Å systems have $\langle Z \rangle \gtrsim 2 Z_\odot$) while weaker systems, which originate in disks, have sub-solar metallicities. Evidently, the exact numbers depend on the particular model chosen. We emphasize that these results are model predictions for the metallicity of strong Mg II systems, as would be observed at $z = 0$. Predictions for higher redshift systems will require knowledge of the metallicity of high-redshift disks. A quantitative extrapolation of our results to high redshifts is beyond the scope of the present work.

Comparing to data in the literature, we assume that the dust-to-gas ratio of strong intervening systems can be used as a proxy for their metallicity. We therefore take the statistically measured dust-to-HI column ratio, as converted to metallicity and extrapolated to $z = 0$ by Ménard & Chelouche (2009), and plot the mean ratio and its uncertainty in Figure 8. As can be seen in the figure, both the mean and median metallicities derived using model C predict values that are larger than observed. Models A and B, however, agree with current measurements surprisingly well. In particular, the predicted trend whereby weaker systems have a lower mean metallicity is in nice agreement with the observations, and the predicted values are consistent (up to $\sim 20\%$ for the mean) with the data within the quoted uncertainties. The obtained $W_0$–$Z$ relation may also explain the relatively rapid increase in the equivalent widths of Fe II $\lambda 2600$ absorption line with $W_0$ (at a given H I column; see Figure 1 in Ménard & Chelouche 2009) since stronger systems are more metal-rich.

The agreement between model predictions and the extrapolated data is surprising given the crude metallicity estimators used. For example, the metallicity–luminosity relation of Tremonti et al. (2004) was determined from metallicity measurements of H I regions on compact scales in galaxies. However, it is not clear whether the metallicities of gas in galactic H I regions need be the same as interstellar gas between H II regions. In this respect, it is interesting to note that Bowen et al. (2005) found good agreement between the metallicity of a damped Ly$\alpha$ absorption (DLA) system (absorption by neutral hydrogen with column densities $N_{\text{HI}} > 20.3$; Wolfe et al. 1986) measured from its metal absorption spectrum and that deduced from emission. There are, however, contrary examples where H I region metallicities do not agree with interstellar absorption metallicities (Cannon et al. 2005; Churchill et al. 2005), although untangling the effects of metallicity radial profiles (Giove et al. 2002; Bresolin et al. 2004) — and indeed, deciding whether the correct galaxy has been identified as the origin of the DLA system — complicates the task of matching emission and absorption metallicities. Our models do not include metallicity gradients, an omission that will lower the predicted metallicities for sight lines that intercept the outer regions of disks. While metallicity gradients can have a crucial effect on the large-scale extinction...
through extended galaxy disks (Zaritsky 1994; Holwerda et al. 2005; Chelouche et al. 2007; Ménard et al. 2010) and may be easily incorporated into our calculation scheme, we believe that more elaborate models are currently unwarranted as the involved uncertainties on the metallicity of disks on large scales are large (Giveon et al. 2002; Boissier et al. 2004). Better estimations of the metallicity or dust-to-gas ratio of $W_0 \geq 0.5$ Å systems promise to shed light on the metallicity gradients in the outer regions of disks.

DLAs are known to consistently show metallicities less than the solar value (e.g., Petitjean et al. 2000; Nestor et al. 2003; Khare et al. 2004; Chen et al. 2005; Péroux et al. 2007). While at first this seems to contradict our model predictions, we note that the probability for obtaining a DLA for a strong intervening system with a given $W_0$ is similar, within a narrow $W_0$ range, for all systems with $W_0 > 0.6$ Å (Rao et al. 2006) with no DLAs currently selected by $W_0 < 0.6$ Å systems. Therefore, most DLA surveys, which select by HI column density, may, in fact, select $0.6 < W_0 < 1.5$ Å systems as the most abundant (see Figure 3). The metallicity associated with such systems, in our model, is indeed sub-solar. Furthermore, DLA systems are observed at high redshifts while our formalism was developed (and applied for extrapolated Mg II data) at $z \sim 0$. If the evolution in metallicity of DLA systems is similar to that of Mg II systems, then we expect their typical metallicity to be still lower. Specifically, using the evolution in the dust-to-gas ratio from Ménard et al. (2008, see their Figure 3) as a proxy to the evolution in the metallicity, one finds that typical DLA metallicity should be $< 0.2 Z_\odot$ at $z \sim 1.5$. At still higher redshifts $z \sim 3$ and using the metallicity evolution curves of Kulkarni & Fall (2002), the typical metallicity is expected to be $< 0.02 Z_\odot$ and in agreement with observations (Kulkarni et al. 2005). We note, however, that the scatter around the mean value is expected to be large (see Figure 8), which could account for the large range of metallicities reported by Péroux et al. (2007, 2008), Frank & Péroux (2010), and Kaplan et al. (2010).

In addition, extinction effects could bias magnitude-limited samples against finding high metallicity, high dust content DLA systems (Bouché 2008, and references therein).

5.3. The HI Distribution of Strong Mg II Systems

If disk galaxies give rise to Mg II absorption, then the observed $N_{HI}$ distribution of strong systems should be accounted for by disks. At present, our knowledge of the HI column densities associated with strong Mg II systems is limited to high redshifts (Rao et al. 2006), while our knowledge of the HI distribution in disks is limited to nearby objects. Here we make use of the probability for an absorber of a given $W_0$ to show an HI column density greater than some value, $P_{W_0}(N_{HI} > N_{HI}^{lim})$. This probability was determined from the observations for $z \sim 1$ systems by Rao et al. (2006, see their Figure 2) and is shown in the inset of Figure 9.8

Here we assume that the above-determined $P_{W_0}(N_{HI} > N_{HI}^{lim})$ is applicable to low-$z$ systems and calculate the number density of Mg II systems per unit redshift that give rise to $N_{HI} > N_{HI}^{lim}$, $\partial N/\partial z = \int_{N_{HI}^{lim}}^{\infty} dW_0 (\partial^2 N/\partial z \partial W_0) P_{W_0}(N_{HI} > N_{HI}^{lim})$. We take $\partial N/\partial z \partial W_0$ from our best-fit model to the extrapolated data of Nestor et al. (2005) and show the results in Figure 9. The uncertainties on the predicted $\partial N/(\partial z W_0)$ signal shown in Figure 9 include only those due to Poisson noise in determining $P_{W_0}(N_{HI} > N_{HI}^{lim})$ from the Rao et al. (2006) data and do not include additional uncertainties of a factor $> 3$ on the amplitude of the $\partial^2 N/\partial z \partial W_0$ signal (see Section 3). Comparison with the HI data of Zwaan et al. (2005, see their Figure 8), which were obtained from 21 cm emission observations of local galaxy disks, shows overall agreement: the shape of the $\partial N/(N_{HI} > N_{HI}^{lim})/\partial z$ curve is reproduced given the uncertainties. Furthermore, the amplitude is also consistent within the uncertainties lending further credibility to the model and our estimates for the cross-section of galaxy disks. The uncertainties on the 21 cm emission data show both the statistical errors reported by Zwaan et al. (2005) as well as possible systematic effects discussed in Ryan-Weber et al. (2003). For $N_{HI}^{lim} < 10^{19.8}$ cm$^{-2}$, the WHISP sample suffer from sensitivity issues and is therefore incomplete. However, an extrapolation of the power-law trend at low column densities as implied by 21 cm observations is seen to be consistent with the much lower columns probed by strong Mg II systems. This may be related to the fact that strong systems seem to trace the Galactic dust-to-gas relation (Bohlin et al. 1978; Ménard & Chelouche 2009).

As is evident from Figure 9, the number counts of strong systems with the highest $N_{HI}$ seem to be higher by a factor

---

8 We note that while Rao et al. (2006) use various selection criteria to construct their sample, which particular set of criteria used is not important and results in a similar $P_{W_0}(N_{HI} > N_{HI}^{lim})$ given the uncertainties.
of $\sim 3$ than implied by the 21 cm emission data. This fact was already noted by Zwaan et al. (2005) and it remains to be seen whether it persists when better statistics are gathered with COS. The reason for this mismatch is not known and several possible factors that could cause it: for example, if the local Schmidt–Kennicutt law also holds at high redshift then the fact that the global SFR increases with redshift (Lilly et al. 1996; Madau et al. 1998) may mean that $N_{\text{HI}}$ increases with redshift, possibly in a complicated manner. Therefore, it may be that our assumption that $P_{\text{HI}}(N_{\text{HI}} > N_{\text{HI}}^{\text{lim}})$, as derived for high-$z$ systems, is directly applicable to the local universe is unwarranted. Specifically, given the fact that the global SFR has decreased by about an order of magnitude from $z \sim 1$ to present times and using the Schmidt–Kennicutt scaling $N_{\text{HI}} \propto Y^{2/3}$, $N_{\text{HI}}$ may be lower by a factor $\sim 4$ compared to that measured by Rao et al. (2006, see Figure 9) for high-$z$ systems. A low-$z$ analog to the Rao et al. (2006) compilation or higher-$z$ 21 cm observations of galaxy disks will be most useful in settling this issue. A further systematic effect may be related to the typical beam size used by each approach: in absorption line studies, the quasar emission region sets the angular resolution, which is of order $10^{-3}$ rad in diameter. In contrast, radio surveys have typical beam sizes which are $\sim 10^{3}$ times larger. As demonstrated by Zwaan et al. (2005, and references therein), lower resolution results in an underestimation (smearing) of high column density regions (see also Curran 2010). The degree to which this explains the apparent mismatch in the number of systems with the highest $\text{HI}$ columns is unclear and depends on the structure of the ISM. Lastly, it may also be that the highest $N_{\text{HI}}$ systems are over-represented in the Rao et al. (2006) sample due to the combination of selection criteria used; an effect which cannot be easily identified given the small number statistics for $N_{\text{HI}} > 10^{21}$ cm$^{-2}$ systems in their work. We note that a recent census of DLA systems by Noterdaeme et al. (2009) at $z \gtrsim 2$ shows consistency, up to a scaling factor, with the Zwaan et al. (2005) results.

It is worth noting that there is an additional, potentially important, systematic effect that relates to dust extinction and reddening: Ménard et al. (2008) have shown that high-column systems may be missed by magnitude-limited samples, such as the Sloan Digital Sky Survey (SDSS). Using the mean dust-to-gas ratio for strong systems from Ménard & Chelouche (2009) and taking a Small Magellanic Cloud (SMC) reddening curve, we estimate $E(B-V) \approx 0.2$ mag for $N_{\text{HI}} \sim 10^{21.3}$ cm$^{-2}$ systems, implying a mere $\sim 50\%$ completeness of the SDSS for such systems (Ménard et al. 2008, see their Figure 2). Higher column density regions, assuming the same mixture of dust and gas, may be completely missed by magnitude-limited samples, leading to further uncertainties concerning the true column density distribution of strong systems. It is important to try to map the outer regions of galaxies in 21 cm down to the lowest possible columns (Braun & Thilker 2004) and test whether the cross-section and column density distribution of disks and their outflows at low-$z$ can indeed explain the properties of strong systems.

Our finding that most strong Mg $\text{II}$ systems are accountable for by disks implies that one does not lose most strong absorption systems due to an extinction bias, as concluded by Ellison et al. (2004). In our model, the DLA and strong Mg $\text{II}$ systems are both characterized by having two facets of the same phenomenon: ISM in (and outflowing from) galaxy disks. This is in line with the results of other studies that compared the properties of H$\text{I}$- and Mg $\text{II}$-selected DLAs finding no statistically significant difference between the two populations (Péroux et al. 2004). It is also in agreement with the cosmic mass density of Mg $\text{II}$-selected DLAs and H$\text{I}$-selected DLAs being similar (see, e.g., Figure 17 of Noterdaeme et al. 2009).

Our findings are also consistent with the notion that the high-end tail of the observed H$\text{I}$ column density distribution, for a given $W_0$, arises in less luminous, hence metal- and dust-poor disks (Bouché 2008) while sight lines through metal-rich star-forming galaxies having, on average, large H$\text{I}$ columns and dust-rich gas may be missed due to extinction. If true then, on average, galaxy disks allow through a considerable fraction of the light from background sources. This conclusion can be checked, observationally, by deriving a better estimate for the local value of $\delta^2 N/\delta z \delta W_0$ (especially at the high-$W_0$ end of the distribution which would be most affected by the extinction bias), and by carefully searching for background sources behind crowded stellar fields so that their density may be compared to that of objects in the field. A better understanding of the opacity of star-forming disks to background radiation would also reveal the degree to which our parameter estimates are affected by extinction bias at the high-$W_0$ and high-$\Upsilon$ tails of the distributions and would help to determine whether additional physics (such as a luminosity dependent $f_\text{L}$ and $\xi_w$) is required.

### 5.4. Starburst Winds and Mg $\text{II}$ Systems’ Kinematics

Our model implies that the number counts of strong intervening systems can be fully accounted for by the number of star-forming disks ($f_L \sim 1$ given the number counts of Marzke et al. 1998) if the cross-section for strong Mg $\text{II}$ systems is of order the area of the H$\text{I}$ disk ($\xi_w \sim 1$). This allows us to calculate the mean Mg $\text{II}$ absorption line profile that would be observed against the galactic continuum for an ensemble of galaxies (e.g., with a given SFR) by stacking their individual (predicted) spectra. Specifically, using the luminosity function of galaxies and their star formation probability distributions, we created a mock catalog of galaxies and their associated absorbers according to the modeling scheme of Section 3. An absorption spectrum for each galaxy was then constructed under the assumption that the absorption trough is saturated and that the outflow fully covers the UV-emitting disk (but see Martin & Bouché 2009). This means that we approximate the absorption line profile, as would be seen along a single sight line through a disk, as a rectangle centered at the systemic velocity of the galaxy. The mean line profile for a sample of galaxies, with some given properties, was then calculated by taking the mean flux at every photon energy of all spectra. This procedure is qualitatively similar to that carried out by Weiner et al. (2009) for DEEP2 data. To allow comparison with the Weiner et al. (2009) results, we calculated $\nu_{75\%}$, the velocity at which 75% of the flux is transmitted through the blue wing of the (mean) line profile, as a function of the SFR of the galaxies.

The resulting line profiles are shown in Figure 10. The shape of the predicted line profile, as would be observed along sight lines to background objects that pierce through intervening disks, is characterized by a deep trough at the systemic velocity of the galaxy with symmetrically extended blue and red wings. The shape of the mean line profile is not determined by optical depth effects—individual systems are saturated by construction—but rather by effective partial covering effects when averaging over the full sample of galaxies.
This comes about from the fact that some systems in the ensemble have high velocity absorption components while others do not. In the latter case, the unattenuated continuum contributes to the mean line profile. This predicts saturated mean absorption line troughs that do not reach a flux level of zero, consistent with the 1:1 doublet ratio reported by Weiner et al. (2009) for their mean line profiles (note that our modeled absorption line profiles are not convolved with the instrumental line spread function hence the black troughs at the systemic velocity).

The exact velocity up to which the line profile extends is not very sensitive to the chosen parameterization (solid line models in Figure 10). Nevertheless, for one of our runs, we assumed that the UV-emitting region is of radius \( \rho = \eta R_{\text{Mg\,II}} \), i.e., smaller than the size of the H\(_\alpha\) disk. In this case, only the outflow kinematics within \( \rho_0 \) will contribute to the formation of the mean line profile (magenta line in Figure 10). Models in which the outflow kinematics varies across the disk (e.g., model B) result in the absorption trough extending to much higher velocities. More quantitatively, for model B, we find that, for \( 10 < Y < 13 \, M_\odot\, \text{yr}^{-1} \) (30 < \( Y < 60 M_\odot\, \text{yr}^{-1} \)), \( v_{75\%} \simeq 300 \text{ km s}^{-1} \) (\( v_{75\%} \simeq 450 \text{ km s}^{-1} \)), which is consistent with the results of Weiner et al. (2009) for Mg\,II winds (see Figure 10). Results for models A, B, and C for which the UV-emitting surface is the entire disk or the wind velocity is constant across the disk, seem to underpredict the observed characteristic outflow velocities. Our results imply that galaxies with a relatively low SFR will show only low-to-moderate velocity outflows (Rubin et al. 2010).

When observed at high spectral resolution, strong intervening systems often show several discrete absorption components (e.g., Churchill & Vogt 2001), implying that the absorbing medium is clumpy. Drawing from the apparent correspondence between intervening Mg\,II systems and galactic winds, this may indicate that galactic winds are largely clumpy and that their structure is characterized by clouds and filaments. Some support for this notion comes from Na\,I studies of winds in star-forming galaxies (Rupke et al. 2002; Martin 2005; Martin & Bouché 2009; Sato et al. 2009). Indeed, a highly complex density structure may be expected in such dense and dynamically evolving environments due to the development of various instabilities (e.g., Kelvin–Helmholtz) as the winds accelerate and expand (Strickland & Stevens 1999; Strickland et al. 2004). Conversely, the physical picture of galactic outflows naturally explains the rich line profile phenomenology of intervening systems: in this picture, the rich multi-component absorption that characterizes intervening systems is mostly due to (hydro-) dynamical effects related to outflow physics and is not related to the clustering of halos. One way to test and refine our model would be to compare the absorption line profiles of galactic winds, as observed toward the centers of star-forming disks, with those seen toward background objects whose sight lines pierce through the disks of the same galaxies. Even more revealing would be to find background objects behind star-forming galaxies and use their spectra to constrain the small-scale physics of galactic winds, which is not accessible for studies using the galaxy itself as a background on accounts of the large emitting area (Martin & Bouché 2009).

5.5. Redshift Evolution

Several authors have found indications for evolution in the number density of intervening systems as a function of redshift (Sargent et al. 1988; Petitjean & Bergeron 1990; Steidel 1990). Most relevant to our study are the recent results of Nestor et al. (2005) who find tentative evidence for redshift evolution in the number density of absorbers, \( \partial^2 N/\partial z \partial W_0 \), as a function of \( W_0 \). In particular, evolution effects seem to be more pronounced for strong absorbers and the number of such systems decreases from high redshifts to present times (see, however, Lundgren et al. 2009) who find that the number density of \( W_0 > 2 \, \text{Å} \) systems actually increases from high redshift to \( z \simeq 0.4 \). Nevertheless, the uncertainties in the observed evolution of \( \partial^2 N/\partial z \partial W_0 \) are large, and better statistics, as a function of \( W_0 \), are required especially at low redshifts. In our model, \( W_0 \) is a direct consequence of the SFR of galaxies, which is known to be evolving. It is therefore natural to ask what our model predicts for the redshift evolution of \( \partial^2 N/\partial z \partial W_0 \) given the evolution in the properties of galaxies over cosmic time.

In its present form, our model does not include evolutionary effects, and additional assumptions are required to incorporate them into the formalism if any comparison is to be made with data relevant to absorption line systems at high-\( z \). As noted in Section 3, the properties of low-luminosity star-forming galaxies are poorly determined at high redshifts. Nevertheless, using a specific set of assumptions, we can check whether our model is consistent with observations. We rely on the recent work of Gabasch et al. (2004) who find that the Schechter luminosity function provides an adequate description of galaxy statistics at high-\( z \) and give values for \( \phi^* \) and \( L^* \) for several redshift intervals. Due to the slope of the faint end of the high-\( z \) luminosity function being difficult to determine due to incompleteness, we hold \( \alpha \) fixed at the local value. (A similar approach was taken by Gabasch et al. only with \( \alpha = -1.25 \).) We fit \( \phi^*(z) \) and \( L^*(z) \) values reported by Gabasch et al. for...
a second-order polynomial fit to the support for our simplified approach may be gained from the distributions hold at high redshifts and that only the luminosity a straightforward way: we assume that all local relations and not evolve with redshift in the range 0 at z ≳ 2. At still higher redshifts, the mean SFR density declines as does the predicted ∂N(z)/∂z, which traces it, and is therefore very different than the predictions of the non-evolutionary curves (see Figure 12). It is worth noting that a very different model, which ties the evolution of strong intervening systems to that of intermediate mass halos, was suggested by Tinker & Chen (2010, see their Figure 6) and predicts a much steeper decline in ∂N(z)/∂z for z > 2 than the one found here. Our calculations show that the density of absorbers above some W0 limit peaks at intermediate redshifts, depending on W*0 (Figure 12). Specifically, the density of W0 ≥ 1 Å systems peaks at z ≳ 2 while that of stronger systems with W0 > 3.5 Å peaks at earlier times corresponding to z ≳ 3.5. At present, high-z data are scarce and our model is consistent with recent measurements of the ∂N(W0 > 1.5 Å; z ≳ 4.3)/∂z by Jiang et al. (2007).

Comparing our model predictions to observations, we see that the curvature in the data as a function of redshift is well traced by the models for a broad range of W*0. Furthermore, while the amplitude of the signal for W0 > 1.5 Å systems is matched by the model, the model seems to overpredict the signal for W0 > 2.5 Å by ~15% and that for W0 > 3.5 Å by >50%. As noted by Nestor et al. (2005), the statistics of W0 > 3.5 Å systems is poor and quantifying the systematics that affect the ∂N(z)/∂z measurement is challenging. It is therefore possible that the true number density of such systems is actually higher than reported in their work. Whether this can account for the entire difference between the ∂N(z)/∂z predicted by model B and the observations is unknown. Alternatively, our model, whose normalization relies on extrapolated data from high-z measurements, may be inaccurate. As discussed in Section 3, we have extrapolated the non-evolutionary curves of Nestor et al. (2005) to z = 0 to determine the relative normalization of the ∂N(W0 = 0, z = 0)/∂z∂W0 curve, while our model predicts a more rapid decline in the number of stronger systems at low-z. Attempting to fit the Nestor et al. (2005) data set for ∂N(W0 > W*0; z)/∂z, we arrive at a somewhat different parameterization than our model B, which we term as model B1, with ∂N/W0 limit peaks at 4 Å systems is 1 Å systems peaks at earlier times corresponding to z ≳ 3.5. At present, high-z data are scarce and our model is consistent with recent measurements of the ∂N(W0 > 1.5 Å; z ≳ 4.3)/∂z by Jiang et al. (2007).

Comparing our model predictions to observations, we see that the curvature in the data as a function of redshift is well traced by the models for a broad range of W*0. Furthermore, while the amplitude of the signal for W0 > 1.5 Å systems is matched by the model, the model seems to overpredict the signal for W0 > 2.5 Å by ~15% and that for W0 > 3.5 Å by >50%. As noted by Nestor et al. (2005), the statistics of W0 > 3.5 Å systems is poor and quantifying the systematics that affect the ∂N(z)/∂z measurement is challenging. It is therefore possible that the true number density of such systems is actually higher than reported in their work. Whether this can account for the entire difference between the ∂N(z)/∂z predicted by model B and the observations is unknown. Alternatively, our model, whose normalization relies on extrapolated data from high-z measurements, may be inaccurate. As discussed in Section 3, we have extrapolated the non-evolutionary curves of Nestor et al. (2005) to z = 0 to determine the relative normalization of the ∂N(W0 = 0)/∂z∂W0 curve, while our model predicts a more rapid decline in the number of stronger systems at low-z. Attempting to fit the Nestor et al. (2005) data set for ∂N(W0 > W*0; z)/∂z, we arrive at a somewhat different parameterization than our model B, which we term as model B1, with ∂N/W0 limit peaks at 4 Å systems is 1 Å systems peaks at earlier times corresponding to z ≳ 3.5. At present, high-z data are scarce and our model is consistent with recent measurements of the ∂N(W0 > 1.5 Å; z ≳ 4.3)/∂z by Jiang et al. (2007).

Comparing our model predictions to observations, we see that the curvature in the data as a function of redshift is well traced by the models for a broad range of W*0. Furthermore, while the amplitude of the signal for W0 > 1.5 Å systems is matched by the model, the model seems to overpredict the signal for W0 > 2.5 Å by ~15% and that for W0 > 3.5 Å by >50%. As noted by Nestor et al. (2005), the statistics of W0 > 3.5 Å systems is poor and quantifying the systematics that affect the ∂N(z)/∂z measurement is challenging. It is therefore possible that the true number density of such systems is actually higher than reported in their work. Whether this can account for the entire difference between the ∂N(z)/∂z predicted by model B and the observations is unknown. Alternatively, our model, whose normalization relies on extrapolated data from high-z measurements, may be inaccurate. As discussed in Section 3, we have extrapolated the non-evolutionary curves of Nestor et al. (2005) to z = 0 to determine the relative normalization of the ∂N(W0 = 0)/∂z∂W0 curve, while our model predicts a more rapid decline in the number of stronger systems at low-z. Attempting to fit the Nestor et al. (2005) data set for ∂N(W0 > W*0; z)/∂z, we arrive at a somewhat different parameterization than our model B, which we term as model B1, with ∂N/W0 limit peaks at 4 Å systems is 1 Å systems peaks at earlier times corresponding to z ≳ 3.5. At present, high-z data are scarce and our model is consistent with recent measurements of the ∂N(W0 > 1.5 Å; z ≳ 4.3)/∂z by Jiang et al. (2007).

Comparing our model predictions to observations, we see that the curvature in the data as a function of redshift is well traced by the models for a broad range of W*0. Furthermore, while the amplitude of the signal for W0 > 1.5 Å systems is matched by the model, the model seems to overpredict the signal for W0 > 2.5 Å by ~15% and that for W0 > 3.5 Å by >50%. As noted by Nestor et al. (2005), the statistics of W0 > 3.5 Å systems is poor and quantifying the systematics that affect the ∂N(z)/∂z measurement is challenging. It is therefore possible that the true number density of such systems is actually higher than reported in their work. Whether this can account for the entire difference between the ∂N(z)/∂z predicted by model B and the observations is unknown. Alternatively, our model, whose normalization relies on extrapolated data from high-z measurements, may be inaccurate. As discussed in Section 3, we have extrapolated the non-evolutionary curves of Nestor et al. (2005) to z = 0 to determine the relative normalization of the ∂N(W0 = 0)/∂z∂W0 curve, while our model predicts a more rapid decline in the number of stronger systems at low-z. Attempting to fit the Nestor et al. (2005) data set for ∂N(W0 > W*0; z)/∂z, we arrive at a somewhat different parameterization than our model B, which we term as model B1, with ∂N/W0 limit peaks at 4 Å systems is 1 Å systems peaks at earlier times corresponding to z ≳ 3.5. At present, high-z data are scarce and our model is consistent with recent measurements of the ∂N(W0 > 1.5 Å; z ≳ 4.3)/∂z by Jiang et al. (2007).

Comparing our model predictions to observations, we see that the curvature in the data as a function of redshift is well traced by the models for a broad range of W*0. Furthermore, while the amplitude of the signal for W0 > 1.5 Å systems is matched by the model, the model seems to overpredict the signal for W0 > 2.5 Å by ~15% and that for W0 > 3.5 Å by >50%. As noted by Nestor et al. (2005), the statistics of W0 > 3.5 Å systems is poor and quantifying the systematics that affect the ∂N(z)/∂z measurement is challenging. It is therefore possible that the true number density of such systems is actually higher than reported in their work. Whether this can account for the entire difference between the ∂N(z)/∂z predicted by model B and the observations is unknown. Alternatively, our model, whose normalization relies on extrapolated data from high-z measurements, may be inaccurate. As discussed in Section 3, we have extrapolated the non-evolutionary curves of Nestor et al. (2005) to z = 0 to determine the relative normalization of the ∂N(W0 = 0)/∂z∂W0 curve, while our model predicts a more rapid decline in the number of stronger systems at low-z. Attempting to fit the Nestor et al. (2005) data set for ∂N(W0 > W*0; z)/∂z, we arrive at a somewhat different parameterization than our model B, which we term as model B1, with ∂N/W0 limit peaks at 4 Å systems is 1 Å systems peaks at earlier times corresponding to z ≳ 3.5. At present, high-z data are scarce and our model is consistent with recent measurements of the ∂N(W0 > 1.5 Å; z ≳ 4.3)/∂z by Jiang et al. (2007).

Comparing our model predictions to observations, we see that the curvature in the data as a function of redshift is well traced by the models for a broad range of W*0. Furthermore, while the amplitude of the signal for W0 > 1.5 Å systems is matched by the model, the model seems to overpredict the signal for W0 > 2.5 Å by ~15% and that for W0 > 3.5 Å by >50%. As noted by Nestor et al. (2005), the statistics of W0 > 3.5 Å systems is poor and quantifying the systematics that affect the ∂N(z)/∂z measurement is challenging. It is therefore possible that the true number density of such systems is actually higher than reported in their work. Whether this can account for the entire difference between the ∂N(z)/∂z predicted by model B and the observations is unknown. Alternatively, our model, whose normalization relies on extrapolated data from high-z measurements, may be inaccurate. As discussed in Section 3, we have extrapolated the non-evolutionary curves of Nestor et al. (2005) to z = 0 to determine the relative normalization of the ∂N(W0 = 0)/∂z∂W0 curve, while our model predicts a more rapid decline in the number of stronger systems at low-z. Attempting to fit the Nestor et al. (2005) data set for ∂N(W0 > W*0; z)/∂z, we arrive at a somewhat different parameterization than our model B, which we term as model B1, with ∂N/W0 limit peaks at 4 Å systems is 1 Å systems peaks at earlier times corresponding to z ≳ 3.5. At present, high-z data are scarce and our model is consistent with recent measurements of the ∂N(W0 > 1.5 Å; z ≳ 4.3)/∂z by Jiang et al. (2007).
where the contribution of the relatively rare star-forming systems is small. At higher redshifts, the deviation from a power law is less pronounced yet may be possible to detect even at $z \sim 1$ provided the statistics of $W_0 > 5$ Å systems may be determined to better than $\sim 10\%$. For comparison, we also plot a version of our model A with $\xi_{W} = 1.37$ and all other parameters fixed at their model A values. This model provides a good fit to the data sets described above (aside from the Weiner et al. 2009 results; Section 5.4) but does not show deviation from an exponential decay in $d^2N(W_0, z)/dzdW_0$ even at large $W_0$. Therefore, a test for the connection between outflows from star-forming disks and strong intervening systems would be to check for deviations from an exponential at high $W_0$ values at high redshifts and compare those to the mean Mg II absorption troughs observed toward star-forming galaxies. Nevertheless, any proper comparison between the data and the model requires a good understanding of potential systematics, such as dust extinction, that are expected to be more important at small impact parameters from galaxy centers, and which would select against detecting high $W_0$ systems.

If this model is correct then by measuring the density of absorbers over a broad redshift range one may be able to measure $\rho_{\text{SFR}}$ in a way which is complementary to that accomplished by studying the emission characteristics of star-forming regions. In fact, better measurement of $dN(W_0 > W_{0}\text{lim}; z \sim 4)/dz$ may provide interesting constraints on the SFR history of the universe and help constrain the physical model proposed here. It is, however, important to stress that, in order to be able to provide robust star formation density measurements, the physics of galaxies and their associated outflows needs to be better understood. Alternatively, should $\rho_{\text{SFR}}$ be estimated by other means, it may be possible to investigate the physics of bright as well as faint galaxies, in terms of their outflows and disk sizes, up to the highest possible redshifts (so long as a bright background object is present), thereby evading the limitations plaguing emission-based studies.

### 5.6. SFRs for Strong Systems

Several studies have aimed to measure the SFR associated with intervening absorption line systems (Wolfe et al. 2003; Kulkarni et al. 2006; Wolfe & Chen 2006; Bouché et al. 2007b; Gharanfoli et al. 2007; Wild et al. 2007; Noterdaeme et al. 2010; Nestor et al. 2010). In some studies, only upper limits for the SFRs of host galaxies were obtained, while in other, lower bounds were measured due to contamination by the quasar light, finite fiber or slit sizes, and dust extinction (assuming that the true host galaxy had been detected). In a few cases, integral field unit (IFU) observations were obtained leading to more reliable estimates for the SFR associated with strong systems.

We have used our model B1 at various redshifts, as defined above, to calculate the SFR distributions as a function of $W_0$. In particular, the results for a run of our model with $10^4$ absorber–galaxy pairs are shown in Figure 13 where, although most absorbing systems are associated with low star-forming galaxies, the scatter is large and a high star formation tail is observed. This behavior is reflected in the large difference between the median and the mean of the SFR (as calculated from a run of our model B1 with $10^4$ absorber–galaxy systems) especially for $W_0 \gtrsim 1$ Å absorbers. A clear trend is seen whereby the mean or median SFR increases with $W_0$. The mean and median values are also plotted for higher redshift models. These SFRs show a slight increase with $z$. Below, we discuss some of the data sets used to derive SFRs at...
different redshifts and examine how consistent they are with our models. Measurements of the SFR for individual systems with known $W_0$ have been reported by Bouché et al. (2007b), using IFU observations, and are shown in Figure 13. These data correspond to $z \simeq 1$ systems with which our model predictions are consistent. Additional measurements have recently been reported by Noterdaeme et al. (2010) for lower redshift ($z \sim 0.5$) systems and our model predicts comparable mean and scatter around the mean (compare the scatter in the simulated systems to the measurements in Figure 13). It should be noted that while the Noterdaeme et al. (2010) study is biased to galaxies with brighter emission lines, the reported SFR should still be treated as a lower limit on accounts of fiber losses. Just how representative the Noterdaeme et al. (2010) measurements are of the true SFR in absorber hosts is yet to be determined. Very high SFRs around two sight lines with ultra-strong systems at $z \sim 0.7$ with $W_0 > 3 \, \text{Å}$ were reported by Nestor et al. (2010), consistent with our model predictions. We note, however, that in these cases an interacting galaxy pair is observed and it is not clear which galaxy hosts the absorber and whether a particular galaxy–absorber association is at all meaningful in these cases.

Kulkarni et al. (2006) placed upper limits on the SFR in $z \sim 2.4$ DLA systems of $\gtrsim 1 \, M_\odot \, \text{yr}^{-1}$. As discussed in Section 5.3, a large fraction of the DLA population may be associated with strong Mg II systems. Given the results of Rao et al. (2006) that show a rather uniform column density distribution for systems of different $W_0$ (for $W_0 > 0.6 \, \text{Å}$), the objects in the Kulkarni et al. (2006) sample are likely to be associated with the more numerous $W_0 \gtrsim 0.6 \, \text{Å}$ systems (for $W_0 < 0.6 \, \text{Å}$ systems, the probability for detecting a DLA is considerably reduced given the data reported by Rao et al. 2006). Figure 13 compares the upper limits of the Kulkarni et al. (2006) sample, to which we have assigned a value of $W_0 = 0.6 \, \text{Å}$ (and note that 68% of selected systems are expected to lie in the range $0.6 < W_0 < 1.7 \, \text{Å}$ given the shape of the $\Delta^2 N(W_0, z = 2)/\partial \delta \partial W_0$ distribution; see Figure 13), and to the predictions for the SFR at $z = 2$. Clearly, model predictions are in qualitative agreement with observations.

Wild et al. (2007) have measured the mean SFR for strong absorbers at intermediate ($z \sim 0.6$) and high ($z \sim 1.1$) redshifts (shown in Figure 13). In particular, all systems with $W_0 > 0.6$ were considered in their study. As before, we assign a $W_0 = 0.6 \, \text{Å}$ value and note that 68% of those systems are expected to lie in the interval $0.6 < W_0 < 1.7 \, \text{Å}$. Our mean $z = 0$ and $z = 1$ models seem to overpredict the data by almost an order of magnitude, while the median values are within a factor $\sim 3$ of the measurements. A similar discrepancy was noted by Wild et al. (2007) when comparing their estimates for the SFR to those deduced by Prochaska et al. (2005) and Rao et al. (2006). As pointed out by Wild et al. (2007), fiber losses could be important, especially in cases where the host extends, or is located beyond, 8 kpc from a quasar sight line. In fact, our model predicts that much of the absorption originates from scales as large as the size of the H i disk, and hence beyond the central 8 kpc of $>0.01L^*$ galaxies. Therefore, the reported values should be considered as lower limits on the mean SFRs associated with strong systems. Lastly, we note a potential bias in probing highly star-forming systems using absorption line systems: the Kennicutt–Schmidt law predicts that, on average, disks with higher SFRs would be more optically thick, having higher metallicities and, potentially, higher extinctions through their disks. It is therefore likely that the high SFR end of the distribution of absorbing galaxies will not be recorded in surveys where the background quasars are drawn from magnitude-limited samples.

5.7. The $W_0 - \rho$ Relation for Strong Systems

Our model gives specific predictions concerning the relation between $W_0$ and the impact parameter, $\rho$, from the center of the host galaxy (but not from satellite galaxies that may cluster around the true host). In comparing our model predictions to the Steidel & Sargent (1992), Steidel et al. (1994), and Steidel (1995) data set, we assume that these studies identify true absorber–host associations. The Steidel et al. sample includes the impact parameter between the absorber and the host galaxy, the rest equivalent width, and the luminosity of the host. To properly compare model predictions to the data, we first select a particular absorber–galaxy pair from the Steidel et al. sample. For the chosen system, which is characterized by a certain galaxy luminosity and impact parameter, we calculated the predicted, $W_0 = W_0(L, \rho)$, according to our model B prescription, using a Monte Carlo approach. This procedure is then repeated for all absorber–galaxy pairs in the Steidel et al. sample.\footnote{We do not show the results for models A and C but note their poor agreement with the data for the following reason: the Steidel et al. sample suggests a decline in the mean $W_0$ for $\rho > 50$ kpc. In contrast to that, models A and C are characterized by constant wind velocity across galaxy disks. As brighter galaxies have larger disks and more intense SFR, these models predict, on average, an increase in the mean $W_0$ with increasing impact parameter.}
The statistical predictions for \( W_0(\rho) \) are compared to the observations in Figure 14 in which a typical realization of the Monte Carlo simulation is shown. Clearly, the agreement is satisfactory in terms of the predicted mean and the scatter around the mean. Nevertheless, it is important to emphasize that one should be cautious to not over-interpret the outcome of this comparison. In particular, to properly account for the observations, especially at large impact parameters, one needs to account for the possibility of satellite galaxies contributing to the absorption. This is currently not included in our model. While one does not expect the cross-section of satellite galaxies to fully cover the sky at large impact parameters around the host, we note that recent studies show that, in contrast to the classic picture, the covering factor for strong Mg\( \text{II} \) absorption in galaxy halos is, on average, smaller than unity on \( \lesssim 50 \) kpc scales (Tripp & Bowen 2005; Chen & Tinker 2008). In particular, Tripp & Bowen (2005) reported a covering factor of order 50% for strong systems. If due to \( \sim L^* \) hosts, then this value is qualitatively consistent with the expectations from randomly inclined thin disks. A more comprehensive census of absorbers and satellite galaxies on large scales around hosts is needed to further test and constrain the model.

5.8. The Kennicutt–Schmidt Law Revisited

In Section 2, we qualitatively showed that strong intervening systems obey a version of the Kennicutt–Schmidt law for star formation. In particular, by combining observed relations between absorbers and star-forming galaxies, the power-law dependence of the SFR on the (absorbing) H\( \text{I} \) column density was deduced. In addition, the correct normalization of the Kennicutt–Schmidt law was obtained when using an order-of-magnitude estimate for the size of the H\( \text{I} \) disk of absorbers’ hosts. However, having now obtained a more quantitative connection between absorbers and galaxies, the proper disk size, as a function of \( W_0 \), may be used to arrive at a consistent Kennicutt–Schmidt relation for absorbers within the framework of the model. More specifically, we need to evaluate the expression

\[
\Sigma_s((N_{\text{HI}})) = \frac{\Upsilon(W_0((N_{\text{HI}}))]}{\pi R_{\text{eff}}[L(W_0((N_{\text{HI}})))]^2}.
\]

Aside from \( W_0((N_{\text{HI}})) \), all other relations are given by our model. In particular, \( \Upsilon(W_0) \) and \( L(W_0) \) are drawn from the distributions shown in Figure 7 whereas \( R_{\text{eff}}(L) \) comes from the fit to the \( \delta^2 N(z = 0)/\delta z \delta W_0 \) distribution, as performed in Section 4 for the different models considered here.

What \( W_0((N_{\text{HI}})) \) relation should we take? The Kennicutt–Schmidt law, \( \Sigma_s((N_{\text{HI}})) \), connects the SFR per unit surface in the disk to the arithmetic mean of the total hydrogen column density over the disk: \( \langle N_{\text{HI}} \rangle = \langle N_{\text{HI}} + 2N_{\text{HI}} \rangle \). For the Kennicutt (1989, 1998) samples, it was found that \( \langle N_{\text{HI}} \rangle \approx 2 \langle N_{\text{HI}} \rangle \) and we shall therefore assume that the total hydrogen column density, as traced by strong Mg\( \text{II} \) systems and as averaged over a finite patch in the disk, satisfies \( \langle N_{\text{HI}} \rangle = 2 \langle N_{\text{HI}} \rangle \) (Fukugita et al. 1998). Note that this does not necessarily imply that H\( \text{II} \) molecules should be seen along sight lines to background quasars since galaxy disks are highly structured, the H\( \text{II} \) gas has a low covering factor and sight lines through molecular gas may be obscured by dust extinction (Zwaan & Prochaska 2006).

H\( \text{I} \) observations of galaxy disks show a very broad range of column densities over the disk surface (Zwaan et al. 2005), and defining the relevant mean, \( \langle N_{\text{HI}} \rangle \), is important. As discussed in Section 5.3, the H\( \text{I} \) distribution for galaxy disks is consistent with that measured for absorbers by Rao et al. (2006). In particular, for both distributions, the arithmetic mean is much larger than the geometric mean. For strong intervening Mg\( \text{II} \) systems, Ménard & Chełouche (2009) showed that the arithmetic mean is about 20 larger than the geometric mean for 0.5 \( \lesssim W_0 < 0.7 \) \( \text{Å} \) systems in the Rao et al. (2006) sample. Interestingly, in that sample, the measured H\( \text{I} \) column density for strong systems never exceeds \( 5 \times 10^{21} \text{ cm}^{-2} \), even though the geometric mean over all systems in a given \( W_0 \) bin does increase as, roughly, \( W_0^2 \) (Equation (1)). At such a column density, the expected reddening for a galactic dust-to-gas ratio is \( E(B-V) \sim 0.3 \) mag, and the SDSS is expected to miss most of the systems resulting in an underestimation of \( \langle N_{\text{HI}} \rangle \), perhaps explaining the flat \( \langle N_{\text{HI}}(W_0) \rangle \) dependence (Ménard et al. 2008). If galaxy disks are self-similar, as would be expected for, e.g., a turbulent medium down to the dissipation scale, then the median and mean would, in fact, be proportional for all galaxy luminosities. For these reasons, we shall assume the following expression linking the arithmetic mean of the total hydrogen column density and \( W_0 \): \(^{11}\)

\[
W_0((N_{\text{HI}})) = \left( \frac{(N_{\text{HI}})}{1.2 \times 10^{21} \text{ cm}^{-2}} \right)^{0.6} \text{ Å}.
\]

In doing so, we implicitly assume that the Rao et al. (2006) data are of relevance to \( z = 0 \) systems. This assumption is supported by our findings (Section 5.3) and the findings of Zwaan et al. (2005) concerning the match between the H\( \text{I} \) cross-section of

\(^{11}\) We note, for completeness, that we have tried a different set of models in which the column density distribution along sight lines piercing through disks at certain annuli obeys the H\( \text{I} \) column density distribution of Zwaan et al. (2005, see their Figure 3), while the mean column density at any given annuli decreases exponentially with the impact parameter from the galaxy center (e.g., Kalberla & Dedes 2008) and references therein). This model resulted in a similar Kennicutt–Schmidt law as the one presented here and will not be further discussed due to its more complicated nature.
The relevant radius, $R_{\text{eff}}$, considered in Equation (12) is that which roughly corresponds to the size of the optical disk and over which the Schmidt–Kennicutt law was originally evaluated. In our model: $R_{\text{eff}}(L) \approx \eta R_{\text{Mg}_2}(L/L^*)^{\gamma/2} \approx 4(L/L^*)^{0.35}$ kpc, and therefore corresponds, by definition, to the core radius discussed in Section 4.1. We ran Monte Carlo simulations obtaining, as before, a mock absorber–galaxy catalog listing [$\Sigma$, $(N_{\text{HI}})$] for each object, and calculated the mean relation between the two quantities shown in Figure 15.

Comparing our model predictions for the Kennicutt–Schmidt law derived for absorbers to the classic Kennicutt–Schmidt law for galaxies, we find that the slope of the relation matches well the galactic Schmidt–Kennicutt law. The obtained normalization has an offset of a factor $\sim 1.0$ along the $x$-axis or a factor $\sim 1.0$ along the $y$-axis compared to the Kennicutt–Schmidt relation for absorbers and the observed one for galaxies to be very good. Furthermore, upon taking, for example, the ratio of the geometric to arithmetic mean to be 50, we find an excellent match with the Schmidt–Kennicutt law for galaxies. A qualitatively similar agreement with the galactic Schmidt–Kennicutt law is obtained also for models A, B, and C (Figure 15).

To further check the correspondence between absorber and galaxies, it is of considerable interest to extend the $W_0$ range of the Rao et al. (2006) sample and quantify the Kennicutt–Schmidt law over a broader range of parameter space. Interestingly, deviations from the classic Kennicutt–Schmidt law at the low $N_{\text{HI}}$ end have recently been reported for galaxy disks, showing a flattening and a subsequent truncation at still lower column densities (Bigiel et al. 2008). Our model predictions suggest that most strong, $W_0 \gtrsim 0.5$ Å systems arise in faint galaxies having relatively low SFRs. The nature of absorption systems is that they probe highly localized regions in space, so it is of interest to see whether deviations from a pure power law are consistent between absorption and emission derived Schmidt–Kennicutt laws. If such deviations persist as better statistics are obtained, then it may be possible to better quantify the correspondence between our view of disks in absorption and in emission. This will allow us to probe faint star-forming disks at high redshifts using absorbers’ phenomenology in a way which is complementary to that employed by emission studies. In particular, these approaches suffer from somewhat different systematics and their synergy will hopefully help to better quantify star formation phenomenon and galaxy evolution physics across cosmic time.

Thus far, we have considered a global version of the Kennicutt–Schmidt law, as deduced from the phenomenology of Mg II systems. Nevertheless, there may also be a local version of this law (Kennicutt et al. 2007) whereby local outflow properties relate to local star formation processes. At present, we do not have observational evidence to support this hypothesis but note that a relation between the column density of O vi ions and the velocity dispersion of their resonance 1032 Å absorption transition has been recently reported by Bowen et al. (2008; see also Heckman et al. 2002). Interestingly, the power-law slope of this relation is similar to the $N_{\text{HI}}$--$W_0$ relation discussed in this work. It is possible that this is a different manifestation of the Kennicutt–Schmidt law, highlighting the preponderance of outflows and feedback effects from local star-forming regions in the Galaxy.

5.9. IGM Enrichment by Galactic Outflows

We find no evidence that galactic outflows, as probed by strong Mg II systems, extend considerably beyond the H I disk of their hosts (i.e., $\xi_\sigma \sim 1$). This is consistent with a scenario in which most outflows that give rise to strong Mg II systems are launched from compact regions in the disk and do not necessarily escape the galaxy and join the IGM. That said, our results do not preclude the possibility that galactic outflows reach the large-scale galactic halo since, on these scales, the outflow opacity drops as the gas expands. Mapping $W_0 \gtrsim 0.5$ Å systems around nearby galaxies of known disk inclinations will shed light on the geometry and origin of the gas and help to determine its role in galaxy formation and IGM evolution models. In addition, better estimates for the spatial distribution of $N_{\text{HI}} \gtrsim 10^{18}$ cm$^{-2}$ will determine just how far above the disk the cool component of galaxy outflows extends. In any
case, the connection established here between disk outflows and strong intervening systems implies, by means of number counts, that the phenomenon of gas acceleration and ejection from compact star-forming regions occurs over a broad range of galaxy luminosities and is not limited to (bright) starburst galaxies (Heckman 2003, and references therein).

A Chandra imaging survey of edge-on disks by Strickland et al. (2004) presented evidence for extended X-ray emission at right angles from disks for objects with significant SFRs. These authors found that while a galaxy like the Milky Way shows extended X-ray emission on a few kpc scales above and below the disk plane, (two) fainter galaxies in their sample, with a lower SFR, showed no evidence for such emission. This led Strickland et al. (2004) to conclude that extended emission due to large-scale hot gas bubbles expanding from the disk only occurs when $Y > 0.1 M_\odot$ yr$^{-1}$. Nevertheless, to explain the shape of the $\partial^2 N/\partial z \partial W_0$ distribution for $W_0 \gtrsim 0.5 \AA$, our model requires that outflows occur in disks with an SFR as low as $Y > 10^{-2} M_\odot$ yr$^{-1}$. Specifically, in our model, galaxies with $Y > 0.1 M_\odot$ yr$^{-1}$ can account for the Nestor et al. (2005) data for $W_0 > 1 \AA$. It remains to be seen whether the smooth shape of the $\partial^2 N/\partial z \partial W_0$ distribution (with no apparent break at $W_0 \simeq 1 \AA$) is due to a fortuitous combination of strong and weak-system populations. Alternatively, the absence of hot gas around galaxies with low SFRs could indicate that there is little physical connection between the cold gas that is traced by Mg ii systems seen to be outflowing from the disk and the extended X-ray-emitting gas extending high above the disk in some galaxies. If true, then this may indicate that cold gaseous outflows, manifested as strong Mg ii systems, are relatively compact, although covering most of the disk surface, and little can be inferred from their observable properties on the ultimate fate of galactic winds. It may also mean that while cool outflows are ubiquitous in star-forming systems, only in some objects are conditions favorable for launching large-scale X-ray-emitting winds (Everett et al. 2008). A better understanding of galactic winds or fountains may be gained by investigating the statistical properties of high-ionization line absorbers (Sembach et al. 2003; Grimes et al. 2009) and through the modeling of energy and momentum driven outflows (Strickland & Stevens 2000; Murray et al. 2005; Davé & Oppenheimer 2007; Fangano et al. 2007; Kobayashi et al. 2007; Everett et al. 2008; Fujita et al. 2009).

It is worthwhile comparing the outflow velocity of cool Mg ii outflows to the circular velocity, $v_c$, of galaxies which serves as a measure of the escape velocity, $v_e \simeq \sqrt{2} v_c$. Courteau et al. (2007) have quantified the dependence of the circular velocity, $v_c$, of galaxies on their luminosity and find that $v_c \propto L^{0.3}$, which is similar to the scaling of the wind velocity with the SFR. Noting that $L^*$ galaxies at $z \sim 0$ produce stars at a rate of $\sim 1.7 M_\odot$ yr$^{-1}$, and using Equation (2) we find

$$v_w/v_c \sim 0.5 \xi_w,$$

where we have taken a simplified disk geometry of radius $r_0 = \eta L_{\text{Mg}^\text{ii}}$ and assumed a constant velocity outflow being launched perpendicular to it. As the outflow velocity declines with $r > r_0$, resulting in a wind velocity smaller than the escape velocity, we neglect the contribution to the mass loss rate from radii larger than $r_0$. In estimating the mass loss rate, we have taken $r_{300 \text{pc}} = r_0/(300 \text{pc}) = 1$ to be the relevant pressure scale height of the disk (Jerjen 1998), and a typical hydrogen column for the outflowing material of $10^{20}$ cm$^{-2}$, as appropriate for $W_0 \sim 1 \AA$ systems (Rao et al. 2006) and assuming hydrogen mostly in H I. We also take a typical (one-sided) outflow speed of $v_w = 70 \xi_w$ km s$^{-1}$ (corresponding to a $W_0 \sim 1.4 \xi_w$ A system), with $m_p$ being the proton mass. We expect Equation (15) to have only a very weak dependence on galaxy luminosity since $R_{\text{Mg}^\text{ii}} v_w/Y \propto L^{0.7+0.3}/L \propto \text{const.}$, which is consistent with the conclusions of Dalcanton (2007). Assuming a 40% duty cycle for such outflows (see above) and relevant $\xi_w \gtrsim 1$, galaxies expel gas from their centers at a rate comparable to the rate at which gas is turned into stars. Interestingly, the typical density of the outflowing cool material used here is $N_{\text{H}1}/r_0 \sim 10^{-2} \text{cm}^{-3}$, somewhat lower than the density of the cool ISM phase in the central regions of our Galaxy but in good agreement with expectations on larger, $> 10$ kpc, scales (Jerjen 1998, see her Figure 2). Clearly, our estimates are very qualitative as the particular geometry and structure of the outflowing material is not known (cf. Tremonti et al. 2007) who interpret similar Mg ii outflows in post-starburst galaxies as extending out to 100 kpc from galaxy centers in the form of thin shells). In addition, we do not know what fraction of the gas column density is bound to the disk and what remainder constitutes the outflow, which could lead to our above expression overestimating the mass outflow rate by a factor of a few (assuming solar metallicity) for a given pressure scale height of the disk. However, despite our qualitative estimates and using the phenomenology of strong intervening absorption systems, we arrive at a mass loss rate that is of order the SFR from galaxies, as has been suggested by other works based on very different sets of arguments (Murray et al. 2005; Bouché et al. 2007a; Dalcanton 2007; Davé & Oppenheimer 2007).

6. SUMMARY

We have argued that quasar sight lines that show strong Mg ii absorption systems (with $W_0 > 0.5 \AA$) in their spectra, largely probe intervening star-forming disks. While a considerable fraction of the (H I) column density associated with those systems is likely to originate in the gravitationally bound star-forming disk itself, the rest equivalent width of the lines,
is largely set by the outflow kinematics. A version of the Kennicutt–Schmidt law is obtained when combining the statistical properties of strong intervening systems with those of outflowing material from star-forming galaxies. In this case, the observed cosmic density of intervening systems, $\partial^2 N/\partial z \partial W_0$, naturally follows from the luminosity function of galaxies and allows us to establish a statistical relation between absorbers and their host galaxies. Conversely, knowledge of the $\partial^2 N/\partial z \partial W_0$ distribution and the SFR in galaxies may be used to shed light on the properties of galactic outflows with preliminary results pointing to an agreement between model predictions and kinematic data for Mg II outflows.

The model presented herein gives detailed and testable predictions for the association between galaxies and absorbers. For example, based on a fit to the number density distribution of strong intervening systems, the model suggests that galaxies brighter than $>10^{-2}L^*$ can give rise to strong intervening systems, which is in broad agreement with the observations. In addition, we find that galaxies over a wide range of luminosities can give rise to absorbers of a given $W_0$. More specifically, $W_0 \sim 1$ Å systems can originate from faint $L \sim 0.1 L^*$ as well as bright $L \sim L^*$ galaxies, which may help explain the lack of clear correlations between galaxy and absorber properties in samples with small numbers of quasar–galaxy pairs. Detailed predictions for the statistical relations between the $W_0$ of absorbers and the SFR and luminosity of their hosts (and vice-versa) are provided and can be compared to observations. The model highlights a potential difficulty in the proper identification of the true host galaxies of absorbers due to their faintness and the presence of galaxy–galaxy clustering. This highlights the importance of UV observations of nearby intervening systems to properly study the absorber–galaxy connection and demonstrates the advantage in probing such environments at high redshifts using GRBs. Further tests of our model are becoming possible with the recent installation of COS on board HST. In particular, it may be possible to obtain more reliable estimates for the local cosmic density of absorbers, $\partial^2 N(z = 0)/\partial z \partial W_0$, which is crucial for appropriately calibrating the model and extrapolating its predictions to higher redshifts. Better identification of the true hosts of absorption systems and their associated SFR, particularly for the faintest galaxy hosts, will enable us to compare model predictions to observations. Mapping the outskirts of galaxy disks and looking for the signatures of galactic outflows may lead to a better understanding of galactic outflows with direct implications for intervening systems’ phenomenology.

The simple correspondence advocated here between absorbers and star-forming disks accounts for several additional properties of strong intervening systems. Specifically, by using the luminosity–metallicity relation for galaxies and the deduced absorber–disk relation, we can account for the metallicity of absorbers extrapolated to $z = 0$. Furthermore, considering the evolution in the luminosity function of galaxies with redshift, the evolution in the number density of absorbers per unit redshift, $\partial N(z)/\partial z$ is matched. Interestingly, in its simplest version, the model suggests that many of the statistical properties of star-forming galaxies (such as the specific SFR, the dependence of galaxy disk radius on luminosity, and the outflow velocity dependence on the SFR) have not evolved, considerably, since $z \sim 2$. As model predictions are rather sensitive to the scaling laws for galaxies, measurement of absorber density at higher redshifts may prove to be an important probe of galactic physics. In addition, we find that model predictions concerning the SFR in absorbers’ hosts are consistent with current observations, yet uncertain systematic effects preclude a more comprehensive comparison at this stage. In addition, we find that the number density of Ly$\alpha$ absorbers with $N_{\text{HI}} > 10^{18}$ cm$^{-2}$ is broadly consistent with the results of 21 cm emission studies of local galaxies. Nevertheless, the abundance of absorbers with H I columns in excess of $10^{13}$ cm$^{-2}$ seems to exceed that which is inferred locally. At present, we do not know whether this relates to evolution effects or to the very different beam sizes used by each approach.

Attributing absorbers to gravitationally bound galaxy disks and their related outflows avoids many of the theoretical complications associated with models that attempt to identify such systems with diffuse halo gas. For example, problems related to the formation of gas around galaxies that is cool, yet has a high velocity dispersion, are avoided. The need to advect metal-rich gas from the centers of galaxies to large scales without considerable mixing and disruption due to various dynamical instabilities is also alleviated, and the relevant physics to consider is just that of the ISM. Cloud stability issues become irrelevant since the gas is, at least initially, gravitationally bound and a mass reservoir exists to replenish any evaporating fraction of it. Our findings point to a different physical state (and possibly also an origin) for weak Mg II systems whose properties are not accounted for by the model.

Our results imply that strong intervening systems can be used to study the properties of star-forming galaxies at high redshift where direct imaging, especially of faint objects, is challenging. In particular, our model implies that the evolution in the density of absorbers across cosmic time closely traces the global SFR density. Therefore, it may be possible to determine the star formation history of our universe using absorption line phenomenology. This nicely complements emission studies that are prone to different systematic effects. A further advantage is that absorption systems may be detected to very high redshifts provided enough bright background sources, such as quasars and GRBs, may be found. In addition, metal absorption systems may be used to probe the outer parts of galactic disks, estimate their metallicity in an independent way, and assist in quantifying the metallicity gradient in disks. This has profound implications for galaxy formation and evolution, IGM enrichment history, and feedback processes across cosmic time.
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