OPTIMIZATION OF INDUCED VOLTAGE ON BURIED PIPELINE FROM HV POWER LINES USING GRASSHOPPER ALGORITHM (GOA)

Khadidja BOUALLAG, Rabah DJEKIDEL, Sid Ahmed BESSEDIK

Laboratory for Analysis and Control of Energy Systems and Electrical Systems LACoSERE, Laghouat University (03000), Algeria, k.bouallag@lagh-univ.dz

Abstract

The buried metallic pipeline which parallels to the HV power line is subject to induced voltages from the AC currents flowing in the conductors, these voltages can affect the operating personnel, pipeline associated equipment, and the pipeline integrity. This paper analyses the induced voltage and current on the buried pipeline running parallel to HV power lines. It also presents an optimization procedure of different parameters that affect the level of the induced voltage in the pipeline during normal operating conditions. A comparison study between the proposed optimization algorithms (GOA, GE, DE and PSO) is done with a maximization of a given objective function. The simulation results establish that the GOA algorithm provides a faster convergence and better solution than the other optimization algorithms. Thus, the statistical analysis according to Friedman’s rank test confirmed the superiority of this proposed algorithm. Furthermore, the results show that the parameters optimization of the metallic pipeline is an effective approach to provide the best performance for mitigation which is generally sufficient to reduce the induced voltage experienced by the buried metallic pipeline to enforce the safety limit.
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1. INTRODUCTION

Installing pipelines in energy utility corridors containing HV power lines subjects the buried metallic pipelines to induced AC voltages. This can be transferred by the electrical interference due to the inductive and conductive effects. The inductive coupling is the most important among those both effects of an HV power line on a buried steel pipeline; it is the result of the time-varying electromagnetic induction produced by the HV power line currents. These induced AC voltages can affect the operating personnel, pipeline associated equipment, and pipeline cathodic protection systems [1-7]. In order to minimize the possibility of AC corrosion and to ensure personnel safety, many standards and regulations provide safety limits relevant to the inductive coupling which can be tolerated on steel buried pipelines [8-11]. The European Standard Regulation (CENELEC) sets the limit of the induced voltage on a pipeline to 60V under operating conditions [11]. On the other hand, NACE imposes a stricter limit of 15V under operating conditions [10].

In the steady-state analysis for a buried metallic pipeline, it has been found that the induced voltage and current on the pipeline are dependent on many parameters, such as resistivity of the soil, relative permeability of the pipeline and, resistivity of pipeline coating, they can also depend on other parameters. This study aims to find the optimized parameters which offer a reduced induced voltage on the buried pipeline, an intelligent algorithm employing Grasshopper Optimization (GOA) is used to get the optimal parameters for use in the analysis method. Grasshopper Optimization Algorithm (GOA) is a novel dominant meta-heuristic algorithm proposed by S. Saremi et al. in 2017 for optimization problems [12]. It mimics grasshopper swarm's behavior and their social interaction, three factors influencing GOA algorithm, wind direction, gravity, and social interaction [13]. In the four recent years, the GOA algorithm is widely applied to various optimization problems in a variety of industrial fields, such as power systems control, renewable energy resources, electrical energy consumption and high-voltage transmission system, due to its easy deployment, high accuracy and effectiveness. It is used to solve the single objective and multi objective optimization problems, and it was tested for constrained and unconstrained test functions. The results show that the GOA algorithm could provide very competitive results, the good robustness and the superior performance of this algorithm was confirmed compared with other optimization algorithms [14-20]. But, at the same time, the GOA algorithm has some shortcomings: (1) original linear convergence parameter causes the processes of exploration and exploitation unbalanced; (2) unstable convergence speed; and (3) easy to fall into the local optimum [21, 22].

In this case study, in order to verify the robustness and the effectiveness of the proposed GOA...
algorithm, the obtained result is compared with genetic algorithm (GA), differential evolution (DE) and particle swarm optimization (PSO) algorithms.

2. INDUCTIVE COUPLING

The inductive interference between the HV power line and metallic pipeline is the result of the magnetic field generated by the currents flowing within the HV power line conductors; this magnetic coupling is quantified by the mutual impedance of the two circuits and is represented as distributed induced electromotive forces (EMF) sources on the pipeline, this induced electromotive forces cause currents circulation on the metallic pipeline and voltages between the pipeline and the surrounding earth. In inductive coupling, the metallic pipeline acts as the single turn secondary of an air-core transformer in which the HV overhead power line is the primary, as shown in Figure 1 [23-25].

![Fig. 1. Inductive coupling between buried pipeline and HV overhead power line](image)

3. NODAL NETWORK ANALYSIS

In this case, the nodal network analysis is used for the induced voltage calculation on the buried pipeline, it based on the $\pi$ type concentrated equivalent circuit impedance matrix. Therefore, this technique offers more robust and reliable results. This induced voltage on the buried pipeline is caused by the induced electromotive force (EMF) produced by the inductive coupling due to the HV overhead power line. Where the buried pipeline is located inside the zone of influence parallel to nearby HV power line, it is required to model the complex system (buried pipeline, power conductors and soil) and determination of its electrical characteristics, a metallic pipeline can be considered as a long lossy transmission conductor of known geometrical dimensions and physical characteristics as shown in Figure 2 [24, 25]. The equations of the pipeline-ground circuit can be written as follows [8, 24-29]:

$$\frac{d^2 V(x)}{dx^2} - y z I(x) + \frac{dE(x)}{dx} = 0$$  \hspace{1cm} (2)

$$\frac{d^2 I(x)}{dz^2} - y z J(x) + y \frac{E(x)}{z_c} = 0$$  \hspace{1cm} (3)

The general solution of equations (5) and (6) is given by the following relations:

$$V(x) = -Z_c \left( A e^{\gamma x} - B e^{-\gamma x} \right)$$  \hspace{1cm} (7)

$$I(x) = \left( A e^{\gamma x} + B e^{-\gamma x} \right) + \frac{E}{z_c}$$  \hspace{1cm} (8)

Where, $\gamma$ is the propagation constant of the buried pipeline; $Z_c$ is the characteristic impedance of the buried pipeline, they are given by [8, 24-29]:

$$\gamma = \sqrt{\varepsilon \mu}$$  \hspace{1cm} (9)

$$Z_c = \frac{\varepsilon}{\mu}$$  \hspace{1cm} (10)

The series impedance per unit length with earth return of the circuit pipeline and earth is given by [8, 26]:

$$\frac{dV(x)}{dx} + z . I(x) - E(x) = 0$$  \hspace{1cm} (2)

More so, considering the Figure 2 and applying Kirchhoff’s current law to node c,

$$I(x) - dl(x) = y dx V(x) + I(x)$$  \hspace{1cm} (3)

Dividing through by $dx$,

$$\frac{dl(x)}{dx} + y V(x) = 0$$  \hspace{1cm} (4)
z = \frac{\sqrt{\rho_p \rho_e \mu_c \cdot f}}{3.163 \cdot r_p} + 2 \cdot 10^{-4} \cdot f + j \left[ \frac{\sqrt{\rho_p \rho_e \mu_c \cdot f}}{3.163 \cdot r_p} + 4 \cdot 10^{-4} \cdot f \log_e \left( \frac{D_p}{r_p} \right) \right] \left[ \Omega \frac{S}{km} \right] 

(11)

Where, \( r_p \) is the pipeline’s radius; \( \mu_c \) is the relative permeability of the pipeline’s metal; \( \rho_e \) is the pipeline’s resistivity.

The parallel admittance per unit length of the circuit pipeline and earth is computed using the following formula [8,26]:

\[
y = \frac{\pi D_p}{\rho_c \delta_c} + j \omega \epsilon_0 \epsilon_r \pi D_p \left[ \frac{S}{km} \right]
\]

(12)

The series impedance and the parallel admittance per unit length for buried pipeline can represent in complex form as follows:

\[
z = |z| e^{j\theta z}
\]

(13)

\[
y = |y| e^{j\theta y}
\]

(14)

Where, \(|z|\) and \(|y|\) are the magnitudes of the series impedance and parallel admittance; \(\theta z\) and \(\theta y\) are the phases of the series impedance and parallel admittance, respectively.

Where, \(A\) and \(B\) are two constants determined by the boundary conditions (conditions existing at the ends of the pipeline section). They can be expressed as follows [8,24-29]:

\[
A = \frac{E}{2Z} \left( 1 + v_1 \right) e^{y \cdot L} - e^{-2y \cdot L} - v_1 e^{y \cdot L}
\]

(15)

\[
B = \frac{E}{2Z} \left( 1 + v_2 \right) e^{y \cdot L} - e^{-2y \cdot L} - v_2 e^{y \cdot L}
\]

(16)

Where, \(v_1\) and \(v_2\) are respectively the coefficients of reflection at the entry and at the exit of the pipeline section, they are given by the following relations [8,24-29]:

\[
v_1 = \frac{Z_A - Z_c}{Z_A + Z_c}
\]

(17)

\[
v_2 = \frac{Z_B - Z_c}{Z_B + Z_c}
\]

(18)

For a pipeline section that continues to run for a few kilometres beyond the parallel routing with the HV overhead power line without earthing [8, 24-29]. For this case,

\[
Z_A = Z_B = Z_c
\]

(19)

We obtain;

\[
v_1 = v_2 = 0
\]

(20)

This leads to the following Equations [8, 22-27]:

\[
V(x) = \frac{E}{2\gamma} \left( e^y(x-L) - e^{-y \cdot x} \right)
\]

(21)

\[
I(x) = \frac{E}{2Z_c} \left( 2 - e^y(x-L) - e^{-y \cdot x} \right)
\]

(22)

More generally, the solutions of this system, the AC induced voltage and current levels presented on the pipeline (including magnitude and phase angle) can be expressed in complex form as described below,

\[
V_{ij} e^{j\phi_{ij}} = \frac{1}{2} \left( |E| e^{j(x-L)} - e^{-y \cdot x} \right) e^{j\left( \theta_1 + \theta_2 \right) + j\left( \theta_1 \cdot \phi \cdot \pi / \gamma \right)}
\]

(23)

\[
I_{ij} e^{j\phi_{ij}} = \frac{1}{2} \left( |E| e^{-2j(x-L)} - e^{-y \cdot x} \right) e^{j\left( \theta_1 + \theta_2 \right) + j\left( \theta_1 \cdot \phi \cdot \pi / \gamma \right)}
\]

(24)

The maximum induced voltage on the buried pipeline occurs at the ends of the parallel routing at \( x = L \) and \( x = 0 \), and is given by [8, 24-29]:

\[
V(0) = V(L) = \frac{U_{\max}}{\gamma} \left( 1 - e^{-y \cdot L} \right)
\]

(25)

Outside the exposure, the pipeline voltage and current decrease according to the following exponential function [28]:

\[
V(x) = U_{\max} \cdot e^{-y \cdot x}
\]

(26)

\[
I(x) = \frac{U_{\max} \gamma}{Z_c} \cdot e^{-y \cdot x}
\]

(27)

with: \( x \) is the co-ordinate outside the parallel section.

The total longitudinal electromotive force induced on the buried pipeline due to the three-phase currents and the two earth wires currents is given by [8,27,29]:

\[
E = -I_{pa} Z_{pa} - I_{pb} Z_{pb} - I_{pc} Z_{pc} - I_{pf} Z_{pf} - I_{f1} Z_{f1} - I_{f2} Z_{f2}
\]

(28)

Where, the indices ‘a’, ‘b’, ‘c’, ‘g1’, ‘g2’, and ‘p’ represent the power lines’ phase conductors, power lines’ earth wires, and pipeline, respectively. Since the earth wires have zero voltage drops, the voltages are given by the equation below:

\[
\Delta V_{g1} = I_{g1} Z_{g1a} + I_{g1} Z_{g1b} + I_{g1} Z_{g1c} + I_{g1} Z_{g1g1} + I_{g1} Z_{g1g2} \approx 0
\]

\[
\Delta V_{g2} = I_{g2} Z_{g2a} + I_{g2} Z_{g2b} + I_{g2} Z_{g2c} + I_{g2} Z_{g2g2} + I_{g2} Z_{g2g1} \approx 0
\]

(29)

Therefore, we can deduce from Equation (29) the currents in the earth wires; we can write them as follows:

\[
I_{f1} = \frac{Z_{g1a}}{Z_{g1a} + Z_{g1b} + Z_{g1c} + Z_{g1g1} + Z_{g1g2}} - I_{g1} \frac{Z_{g1b}}{Z_{g1a} + Z_{g1b} + Z_{g1c} + Z_{g1g1} + Z_{g1g2}} - I_{g1} \frac{Z_{g1c}}{Z_{g1a} + Z_{g1b} + Z_{g1c} + Z_{g1g1} + Z_{g1g2}}
\]

(30)

\[
I_{f2} = -I_{g2} \frac{Z_{g2a}}{Z_{f1a} + Z_{f1b} + Z_{f1c} + Z_{f1g1} + Z_{f1g2}}
\]
Thus, substituting theses values into the Equation (28) and combining terms, we obtain the equation of the induced electromotive force, which is presented as:

\[
E = \left[ I_c (Z_{pa} - \frac{Z_{pg1}}{Z_{pa}Z_{pg1}}Z - \frac{Z_{pg2}}{Z_{pa}Z_{pg2}}Z) + I_b (Z_{pb} - \frac{Z_{pg1}}{Z_{pb}Z_{pg1}}Z - \frac{Z_{pg2}}{Z_{pb}Z_{pg2}}Z) + I_c (Z_{pc} - \frac{Z_{pg1}}{Z_{pc}Z_{pg1}}Z - \frac{Z_{pg2}}{Z_{pc}Z_{pg2}}Z) \right]
\]

(31)

In low frequencies, the self and mutual impedances with earth return of the conductors are obtained according to Carson-Clem’s formulae [29]:

\[
Z_{ii} = R_i + \pi^2 f^2 \rho_s 0.10^{-4} + j \omega 2.10^{-4} \left[ \ln \left( \frac{D_e}{R_{GM}} \right) \right] \frac{\Omega}{km}
\]

(32)

\[
Z_{ij} = \pi^2 f^2 \rho_s 0.10^{-4} + j \omega 2.10^{-4} \left[ \ln \left( \frac{D_e}{d_{ij}} \right) \right] \frac{\Omega}{km}
\]

(33)

Where, \( R_i \) is the DC resistance per unit length of conductor in (\( \Omega/km \)), \( R_{GM} \) is the geometric mean radius of the conductor in (m); \( d_{ij} \) is the distance between the conductor \( i \) and the conductor \( j \); \( D_e \) is the complex penetration depth and is given by [29]:

\[
D_e = \sqrt{2.8 \rho_s} \pi^4 \delta \ , \delta = 503 \sqrt{\frac{\rho_s}{f}}
\]

(34)

Where, \( \delta \) is the skin depth of the ground; \( \rho_s \) is the earth resistivity (assumed uniform) (\( \Omega/m \)); \( f \) is the frequency of the current in (Hz); \( j \) is the imaginary number.

4. GRASSHOPPER OPTIMIZATION ALGORITHM (GOA)

The grasshopper optimization algorithm (GOA) is a novel meta-heuristic algorithm for global optimisation inspired by different movement characteristics in larval and adult phases of grasshoppers, in the larval stage, the grasshopper progresses in slack, short paces where in the adulthood stage, the grasshopper progresses quickly with long paces. The GOA algorithm simulates the swarming behaviour of grasshoppers and based on three factors, the social interaction, gravity force and wind advection to control the movement of the grasshopper position, the target of food is also an important influence factor. With the influence of the three concepts, the migration process of the grasshopper swarm is divided into two stages which are exploration and exploitation. In GOA algorithm, the position of the grasshoppers in the swarm represents a possible solution of a given optimization problem [12, 31-34].

The mathematical model employed to simulate the swarming behaviour of grasshoppers is given as follows:

\[
X_i = S_i + G_{ij} + A_i
\]

(35)

Where, \( X_i \) is the position of the \( i^{th} \) grasshopper, \( S_i \), \( G_{ij} \), and \( A_i \) indicate the social interaction, gravity force, and wind advection on the \( i^{th} \) grasshopper, respectively. Note that to prepare random behavior, the equation written as:

\[
X_i = r_1 S_i + r_2 G_{ij} + r_3 A_i
\]

(36)

Where, \( r_1, r_2 \) and \( r_3 \) are random numbers that interval rang [0, 1].

The social interaction force between each grasshopper and the other grasshopper can be defined as following [12, 31-35].

\[
S_i = \frac{N}{\sum_{j=1}^{N} d_{ij}} d_{ij} \text{ if } j \neq i
\]

(37)

Where, \( d_{ij} \) is the distance between the grasshopper \( i^{th} \) and grasshopper \( j^{th} \), calculated as,

\[
d_{ij} = \sqrt{x_j - x_i}
\]

(38)

\[
\bar{d}_{ij} \text{ is a unit vector from the } i^{th} \text{ grasshopper to the } j^{th} \text{ grasshopper which can be defined as,}
\]

\[
\bar{d}_{ij} = \frac{x_j - x_i}{d_{ij}}
\]

(39)

\( N \) is the total number of grasshoppers, and \( s \) is a function to define the strength of social forces which can be defined as following [12, 31-34].

\[
s(f) = f e^{-f} - e^{-f}
\]

(40)

Where, \( f \) and \( l \) are the intensity of the attraction and the attractive length scale.

The factor of gravity \( G_l \) is denoted as follows [12, 31-34].

\[
G_l = -g \bar{e}_g
\]

(41)

Where, \( g \) is the gravitational constant and \( \bar{e}_g \) is the unity vector to earth center.

The factor of wind direction \( A_l \) can be calculated as following [12, 31-34]:

\[
A_l = u \bar{e}_o
\]

(42)

Where, \( u \) is a constant drift and \( \bar{e}_o \) is a wind direction unity vector.

The position of the grasshopper (Equation 36) can be rewritten as follow:

\[
X_i = \sum_{j=1}^{N} s(f_j - x_i) \frac{x_j - x_i}{d_{ij}} \cdot g \bar{e}_g + u \bar{e}_o
\]

(43)
In this mathematical model the grasshopper reach the comfort zone very quickly and swarm does not converge to a specified point. To solve the optimization problems, the model presented above should be equipped with special parameters to show exploration and exploitation in different stages of optimization. A modified version of this equation is proposed as follows:

\[ X_i = c \sum_{j=1}^{N} \left( \frac{a_{ij} - b_{ij}}{2} \right) \left( \frac{d_{ij} - d_{ij}^*}{d_{ij}} \right) + \mathcal{T}_d \]  

(44)

Where, \( a_{ij} \) and \( b_{ij} \) represent the upper and lower boundaries of the search space in the \( d \)-th dimension respectively, and \( \mathcal{T}_d \) is the food target position which represents the best fitness position in the \( d \)-th dimension.

The parameter \( c \) is called a decreasing coefficient, it is responsible for reducing the comfort zone, repulsion zone, and attraction zone, and it can be calculated as follow [12, 31-34].

\[ c = c_{\text{max}} - l \left( c_{\text{max}} - c_{\text{min}} \right) \frac{L}{m} \]  

(45)

Where, \( c_{\text{max}} \) and \( c_{\text{min}} \) are the maximum value and the minimum value of \( c \) respectively; \( l \) is the current iteration and \( L \) is the maximum number of iterations.

The pseudo-code of the grasshopper algorithm is described as follows [34-36]:

1. Randomly initialize positions of all (grasshoppers) solutions.
2. Set the parameters values of the GOA algorithm.
3. Do:
   - Evaluate the objective function value (fitness value).
   - Determine the best grasshopper among all the grasshopper in the population found so far.
   - Update grasshopper’s positions according to Equation (44).
   - Update the decreasing coefficient according to Equation (45).
   - While a satisfactory solution has been found.

Through employing the GOA optimization technique with other algorithms, including GA, DE and PSO to identify the more efficient algorithm (the detailed basic principles of these last three algorithms can be found in references [38, 39]), this one is employed to find the optimal values of the optimization parameters to be inserted in the proposed method to estimate the induced voltage on the buried metallic pipeline by maximizing the objective function mentioned below in Equation (46) [29].

\[ OF = -\sqrt{\left( U_{\text{max}} - U_{\text{opt}} \right)^2} \]  

(46)

Where, \( U_{\text{max}} \) is the initial maximum induced voltage on buried pipeline (before optimization) and \( U_{\text{opt}} \) is the new maximum induced voltage after optimization. The negative sign shows the maximization of this objective function [29].

The steps to represent the search GOA optimization algorithm are summarized as follows [39-41]:

Step 1: Set the parameters of the proposed method (data), set initial parameters of GOA algorithm and grasshoppers swarm (population size \( N \), \( \left( c_{\text{max}} \right) \), \( \left( c_{\text{min}} \right) \) maximum number of iteration \( l \), \( f \) (intensity of attraction), \( l \) (attractive length scale), the domain search for the optimisation parameters \( a_{ij}, b_{ij} \).

Step 2: The optimization process is started by creating a set of random population (solutions \( X \) ).

Step 3: Compute the objective function value (fitness function) of these solutions using Equation (46).

Step 4: Update the new current search agent position by Equation (44), the value of the objective function of the new position is calculated.

Step 5: At each iteration \( m \), the best solution \( \mathcal{T}_d \) obtained is assigned according to its value and the coefficient parameter \( c \) is updating using Equation (45).

Step 6: If there is a better solution, update the best objective function \( \mathcal{T}_d \) and corresponding position.

Then, determine if the stop criterion is reached \( (m \geq L) \). If yes, the iteration is terminated. Else, let \( m = m + 1 \), and the iteration will be continued iteratively until the satisfaction of an end criterion.

Step 7: Finally, the position and objective function value of the best globe solution (minimum value in the objective function) is returned when the algorithm reaches to its maximum number of iteration.

5. STATISTICAL ANALYSIS

The Friedman statistical test is a nonparametric rank-based method; it is employed to assess the statistical differences between the results obtained by a number of algorithms. In this study, the Friedman test is used to analyze the objective function values obtained using the different algorithms. Also, the Friedman statistical test is performed to see if there is a significant difference among the results obtained by the tested algorithms concerned by the comparison; where if the Asymp. Sig (p-value) associated with the Friedman test is small than the critical value \( (P < 0.05) \). Hence there is significant difference between the tested algorithms. In addition, the Friedman test compares the average ranks of all algorithms. All tests have completed under the same conditions and parameters values. Generally, for the training/testing methodology, the data set is divided into training set (80%) and testing set (20%) [14, 39, 42-46].
6. CASE STUDY

Consider the single-circuit 275 kV overhead transmission line and a parallel metallic buried pipeline section in the immediate vicinity at a separation distance of 30 m. The pipeline continues for several kilometers after the two ends (A and B) of the parallel routing with the HV overhead power line (L=10 Km). Beyond the parallel route, the pipeline extends for 5 km without earthing as shown in Figure 3.

Fig. 3. Representation of the circuit formed by the pipeline and the HV power line

The simplified schematic diagram of the HV overhead transmission line structure used in this proposed study, with the arrangement and geometric details is shown in Figure 4. The three-phase currents on the power line have been assumed under balanced operation with the magnitude of 500 A, at nominal frequency f =50 Hz.

Fig. 4. 275 kV single circuit three phase overhead transmission line

The physical parameters of the buried metallic pipeline used in this analysis are described in Table-1.

7. RESULTS AND DISCUSSION

The first step in this interference analysis should be the calculation of the induced voltage and current levels on the buried metallic pipeline in the steady state operating conditions with no optimization applied.

Fig. 5. Induced voltage along the buried pipeline

The profile of the induced current flowing in the buried metallic pipeline is shown in Figure 6. It can be observed that it is considerably reduced at the two terminals of the metallic pipeline, and becomes significant at the mid-point of the zone of influence, beyond the two terminals of the pipeline, at the metallic pipeline sections that run perpendicular to the HV power line, this current decrease gradually.

Fig. 6. Induced current along the buried pipeline
In the second step, a comparison of the performance of the selected optimization techniques (GOA, GA, PSO, DE) is performed in order to obtain the best possible result for the estimated target values of the different parameters that affect the induced voltage on the underground metallic pipeline. For solving this constrained optimisation problem, all the optimisation algorithms were operated using a population size of 20 and 100 iterations. Each one of these parameters defines the search space, considering the upper and lower boundaries. The evolution of these algorithm techniques in the limited search space is guided by an objective function described in equation (46) that is defined to be maximized. These algorithms were coded in Matlab environment (R2012b) on windows 8 platform with 13-4005U Processor 1.7 GHZ processor speed and 4 GB RAM. To ensure a fair comparison, the experiments for each algorithm were repeated 10 times.

The parameter settings of all optimization algorithms are presented in Table-2.

Table 2: Parameter settings of GOA, GA, PSO and DE algorithms

| Algorithms | Parameters setting |
|------------|--------------------|
| GOA        | Search agents=20, cmax=1;cmin=0.00001. |
| GA         | Population size N=20, Mutation probability =0.2, Crossover probability =0.4, Number of bits =25. |
| PSO        | Swarm size =20; c1= c2 = 2. Linearly decreases from 0.6 to 0.3 |
| DE         | Population size N = 20; step size = 1.5 and crossover probability = 0.95. |

The variation of the objective function that is used to evaluate the optimal parameter values with the number of iterations of the proposed algorithms is illustrated in Figure (7). The optimization process undertaken by these algorithms is increased in order to determine the optimal values of the system parameters (variables) according to the search area, which give a smallest value of the induced voltage on the metallic pipeline. It is evident from this Figure that the objective function value obtained by the GOA algorithm is the highest (maximization), which indicates that the GOA algorithm shows a very fast convergence speed and attains a better optimal solution than GA, PSO and DE algorithms. Therefore, this results comparison confirms that GOA algorithm is more effective for solving this maximization problem of an objective function evaluation. Regarding the computational time for each algorithm, the GA algorithm was the fastest algorithm with 1.306313 seconds; the GOA optimizer algorithm is ranked in the last place with 9.559436 seconds.

In a various previous studies, the results demonstrate that the GOA algorithm has fast convergence speed and highly accurate solutions compared to other algorithms, which indicates the good searching and the performance superiority of GOA algorithm.

The simulation results for the different best parameter values obtained by the GOA optimization algorithm are presented in Figures (8-14), where it becomes obvious that the search of this GOA algorithm converges quickly to the optimum values (optimal solution) of the proposed set of parameters of the buried pipeline.

The best objective function values obtained by the proposed GOA, GA, DE and PSO algorithms and the required computational time for each algorithm to reach the maximum number of iterations are shown in Table-3.

Table 3: The optimum values of the GOA, GA, DE and PSO evolutionary algorithms

| Parameters                     | Initial value | Optimized value |
|--------------------------------|---------------|-----------------|
| Resistivity of the soil (ohm.m) ($\rho_s$) | 100           | 500             |
| Relative permeability of the pipeline ($\mu_r$) | 300           | 500             |
| Resistivity of pipeline coating (ohm.m) ($\rho_c$) | 0.25×10⁶      | 1×10⁸           |
| Resistivity of pipeline (ohm.m) ($\rho_p$) | 1.7×10⁻⁷      | 1.4×10⁻⁸        |
| Relative permittivity of the pipeline coating ($\varepsilon_r$) | 5             | 13              |
| Thickness of the coating (m) ($\delta$) | 0.004         | 0.0028          |
| Pipeline radius (m) ($r_p$) | 0.3           | 0.45            |

The final simulation results of the optimization procedure for the pipeline parameters are summarized in the Table-4 below,
The latest step, it is observed from the results presented in Table-4 that the performance of the proposed GOA algorithm is better than the other competitive algorithms. However, it is necessary to conduct the statistical tests like Friedman rank test to prove the significance of the proposed GOA algorithm.

The statistical analysis of results procured using GA, DE, PSO and GOA algorithms are exhibited in Table-5.

Tab. 5: Statistics and Mean ranking coefficient of the Friedman’s test for each algorithm.

| Test statistics       | Algorithms   | Mean rank |
|-----------------------|--------------|-----------|
| Friedman Chi-squared statistic | GOA 7        | 8         |
| Degrees of freedom df | DE 3         | 11        |
| Asymp. sig. (P value) | PSO 5        | 5         |
| Sigma                 | Proposed GOA Algorithm 2 | 3.5291    |

As seen from Table-5 and after analyzing the results of the Friedman test, the GOA algorithm attains the lowest rank, which means the better performance of this algorithm. Thus, it may be concluded that GOA algorithm provide better quality solution when compared to other optimization techniques.

In order to reduce the induced voltage on the pipeline to an acceptable level, it can be seen from Table 4 that the optimized value of the pipeline coating resistivity tends to decrease in comparison with the original value.

To properly mitigate the induced AC voltage on the pipeline to a tolerable range, as illustrated in Table 4, the optimized value of the relative permittivity of the pipeline coating increases with respect to the initial value.
In order to limit the amplitude of the induced voltage on the buried metallic pipeline to a safe range, it can be seen from Table 4 that the optimized value of the coating thickness decreases compared to the initial value.

To minimize the level of the induced voltage on the buried metallic pipeline to an acceptable range, as shown in Table 4, the optimized value of the pipeline radius increases relative to the original value.

Finally, after selecting the appropriate optimization parameters, the induced voltage on the buried metallic pipeline as a function of the parallel exposure length is presented in Fig. 15. It is obvious that a very significant reduction in the induced voltage can be effected; notably at the two terminals of the buried pipeline. This induced voltage is decreased to a target value (less than 15V rms). The optimization of the buried pipeline design parameters can be suggest as a proper mitigation solution to decrease the induced voltage and current on the pipeline to a safe level.

As a result, the use of an optimization procedure is very helpful for obtaining the optimal parameters of the buried pipeline for providing a mitigation system, which effectively reduces the induced voltage on the pipeline to acceptable levels to protect the operating personnel and reduce the threat of AC induced corrosion.

7. CONCLUSION

The coordination between the metallic pipeline and HV power line needs to be arranged so that the effect between them is minimized. In this paper, a methodology for computation of induced voltage on buried metallic pipeline due to the inductive coupling with nearby HV power line under steady state-condition is presented. In order to optimize the different parameters of the metallic pipeline that influence the level of this AC induced voltage, a maximization problem of an objective function is conducted using GOA, GA, DE and PSO optimization algorithms. In the first case, the obtained results have shown that the induced voltage along the length of the pipeline parallel section is higher at the two terminals of the pipeline (at the beginning and end of the pipeline) and zero at the mid-point of the pipeline length. The value of the longitudinal current is maximum on the middle point of the pipeline length and decreases at both ends of the pipeline. In the second case, the simulation results show that the GOA algorithm offers more faster convergence and better accuracy of final solution compared to other meta-heuristic algorithms. Then the statistical analysis using Friedman rank test confirm the significance and robustness of the GOA algorithm. The optimization analysis by the proposed GOA algorithm manages to choose the optimum design parameters of the metallic pipeline, which express a very good result of minimization of induced voltage on the buried pipeline that provides the personnel safety and the complete protection of the pipeline integrity.
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