Combining Image Processing Techniques and Mobile Sensor Information for Marker-less Augmented Reality Based Reconstruction
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Abstract— Marker-less Augmented Reality(AR) based reconstruction using mobile devices, is a near impossible task. When considering vision based tracking approaches, it is due to the lack of processing power in mobile devices and when considering mobile sensor based tracking approaches, it is due to the lack of accuracy in mobile Global Positioning System(GPS).

In order to address this problem this research presents a novel approach which combines image processing techniques and mobile sensor information which can be used to perform precise position localization in order to perform augmented reality based reconstruction using mobile devices. The core of this proposed methodology is tightly bound with the image processing technique which is used to identify the object scale in a given image, which is taken from the user’s mobile device. Use of mobile sensor information was to classify the most optimal locations for a given particular user location.

This proposed methodology has been evaluated against the results obtained using 10cm accurate Real-Time Kinematic(RTK) device and against the results obtained using only the Assisted Global Positioning System(A-GPS) chips in mobile devices. Though this proposed methodology require more processing time than A-GPS chips, the accuracy level of this proposed methodology outperforms that of A-GPS chips and the results of the experiments carried out further convince that this proposed methodology facilitates improving the accuracy of position localization for augmented reality based reconstruction using mobile devices under certain limitations.
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I. INTRODUCTION

Augmented reality is the integration of digital information with the user’s environment in real time [1]. Unlike virtual reality, which creates a totally virtual environment, augmented reality uses the existing environment and overlays new digital information on top of it. This information is mostly animations or contextual digital information [1]. In augmented reality digital information is added to the real environment through some devices (goggles, smartphones, Head Mounted Displays) and the information presented often requires the actual precise location of the user. For instance, when visiting some ruins, one could see a depiction of what the site used to look like superimposed over the remains. This is useful not only for historical representations but also for educational purposes (architects, engineers) [2].

Popularity over augmented reality has rapidly increased during the past decade. Some consider augmented reality as one of the most revolutionary inventions in recent years [3]. One of the reasons for its growing popularity is, its unique ability to provide a mediated perception of the real-world environment by seamlessly integrating it with computer-generated content [4].

This research mainly concerns augmented reality based reconstruction for relatively large objects such as partially destroyed ancient monuments. With this proposed solution users would have the opportunity to see ancient monuments in their full structure at their original location. Hence, users will have the chance to relive the glory and beauty of these ancient monuments. When considering augmented reality based reconstruction for such large objects, aspects such as position accuracy, stability and hardware support are important facts [5].

Even though at present there are many ongoing researches and studies on augmented reality, precise augmentation with mobile devices using marker-less approach has been a constant issue [1]. Typically in augmented reality, cameras and other sensors are used to track user’s absolute location so that when the user moves, the object stays in the programmed position [6]. But as mobile devices have a relatively low processing power and as they are equipped with relatively low cost GPS chips [7] and as GPS localization requires the line of
site to four or more satellites which makes it even harder to accurately perform position localization in some urban environments [8], doing precise augmentation using the maker-less approach for mobile devices has become an even bigger issue in recent past.

Even though the emerging 5G communication technologies act as critical enablers for future mobile augmented reality applications to achieve ultra-low latency and extremely high data rates while Multi-access Edge Computing (MEC) brings enhanced computational power closer to the users to complement mobile augmented reality [9], not all mobile devices are capable of handling 5G communication technology. Our work is more concentrated on any mobile device that is equipped with a camera and a GPS chip.

In this research it is expected to combine the two approaches of mobile sensor information based augmented reality and vision based tracking for outdoor augmented reality to overcome the disadvantages of using a single approach. Furthermore efficiency and the accuracy of the augmented reality based reconstruction has been increased using the implemented method for position localization using mobile devices which uses both image processing techniques and mobile sensor information.

II. RELATED WORK

A. Augmented reality using sensor information

According to a research done on global pose estimation using multi sensor fusion, outdoor augmented reality typically requires tracking in unprepared environments [10]. For global registration, GPS is currently the best sensing technology, but its precision and update rate are not sufficient for high quality tracking. In this research the researchers have presented a system that uses Kalman filtering for fusion of Differential Global Positioning System(DGPS) or RTK based GPS with barometric heights and also an inertial measurement unit with gyroscopes, magnetometers and accelerometers to improve the transient oscillation. They have developed a hardware tracking module using Differential-GPS or Real-Time Kinematic based GPS. This hardware tracking module is suitable to use with handheld augmented reality devices due to its small weight and form factor [10]. A typical DGPS receiver is accurate for less than one meter [11]. Hence, with the hardware module these researchers were able to obtain higher accuracy rate for position localization.

There have been hybrid approaches which combined the data of the compass, accelerometer and the GPS together in order to calculate where the object should be augmented in the field of view without any actual processing of the real image [10]. With the compass it is possible to tell the direction which the device is pointing at and the accelerometer is used to calculate orientation of the device using gravitation to its advantage [12]. But typically, inertial sensors are subjected to drift and magnetometer measurements are distorted by electromagnetic fields in the environment.

B. Marker-based augmented reality using Vision based tracking

Fiducial markers can be introduced and localized in the environment, so that online localization can be achieved by simply recognizing them using an appropriate sensing pipeline [1]. Fiducial markers typically consists of small colored LEDs (Light Emitting Diode) or pieces of paper. This tracking method may lead to more accurate localization results than the maker less approaches [1]. But it requires intrusive and accurate positioning of markers within the environment and markers could clutter the physical environment as well [1]. And also there is a certain possibility that these markers could be fully or partially destroyed with the time due to environmental effects.

C. Marker-less augmented reality using Vision based tracking

As the computational power of devices used for augmented reality applications improved, it became possible to register the pose of the camera in real time using features which already exist in the natural environment [1]. Complicated image processing algorithms are used to detect features in the captured images which are unique in their surroundings, such as points, corners and the intersections of lines. In a research done in 2014, for each of these features an unique “descriptor” is calculated which allows for identification and differentiation of each feature [1]. By matching features detected in the scene with those detected in the object to be tracked, the pose can be computed using similar algorithms as those used in the Fiducial marker techniques [1]. Some of the more common natural feature detection and description algorithms include Scale Invariant Feature Transform(SIFT), Speeded Up Robust Features(SURF), Binary Robust Independent Elementary Feature(BRIEF), Oriented FAST and Rotated BRIF(ORB), Binary Robust Invariant Scalable Keypoints(BRISK) and Fast Retina Keypoint(FREAK) [13]. When considering vision based tracking for outdoor augmented reality, performance is a critical issue. To increase the accuracy level of a vision based tracking system the number of reference images should be increased. When increasing the number of reference images, then the number of comparisons will increase as well [5]. Hence, the tracking time would increase rapidly. Since mobile phones are not equipped with high computational power (with respect to laptops and other devices used for augmented reality) this is a major problem that needs to be solved. Also when considering an outdoor environment lighting condition is also a fact to be concerned with [5].

D. Location positioning for an indoor environment

In a research done in 2010 by Gerhard Reitmayr, et al. the researchers have presented a vision-based location positioning system using augmented reality technique for indoor navigation [14]. The method proposed in this paper automatically recognizes a location using image sequences of that indoor environment, and it realizes augmented reality by seamlessly overlaying the users view with location
information. In order to obtain these location positions in this research, the researchers have used a pre-constructed image database and location models, which consists of locations and paths between locations, of an indoor environment. Location is recognized by using prior knowledge about the layout of the indoor environment. To carry out the experiments of this research the researchers have used highly sophisticated equipment such as wireless camera, mobile personal computer has been used together with a Head Mounted Display. In this research the researcher have not used GPS-based location positioning systems to a great extent as GPS radio signals have difficulty in penetrating building walls. Since this proposed approach is for indoor usage and indoor environments usually consists of high number of walls the accuracy level given by a GPS-based location positioning systems will be relatively low. Results of the experiments carried out in this research have shown that this proposed system produces an average location recognition success rate of 89% in an indoor environment.

III. RESEARCH DESIGN AND IMPLEMENTATION

The methodology proposed in this paper consists several phases which are briefed in the next few sections. Some of these phases are a one time process for certain site (particularly the first two phases) and some of the phases needs to be carried out repeatedly for each user that visits the site.

A. Obtaining reference images

Initially a set of locations were selected from the site that was going to be reconstructed. Named those set of locations as reference locations(for explanation purposes) and calculated their accurate GPS coordinates using an 10cm accurate RTK device. Each of these selected locations were a predefined distance away from the object. Each of these selected reference locations were associated with a bearing value which is the angle of which, someone would look at the object from that particular location. From each of these selected locations an image was captured. This image was zoomed into the object so that more than 90% of the image is the object itself. These images were named as reference images which will be used as template images when performing template matching. Figure 1 further illustrates how those set of locations were selected. When implementing this phase of the research design a set of 32 locations were selected and each of the locations were 5m away from the object. Number of reference locations and the distance to the object from each reference location is highly dependent on the scale of the object (6ft x 6ft x 6ft object was used during the experiments).

B. Deriving functions for each reference location

Once the reference images are obtained the next phase of the research design would be to derive functions for each of the selected reference locations. These functions represent the scale deviation of the object in the image against the distance to the object from the location where that image was captured by the user. These functions will be useful when determining the distance from the user’s location to the object when the scale of the object in the user image is known. These derived function will have the distance to the object from a particular location as the domain and the scale of the object in an image as the co-domain.

When deriving these functions a set of three images were captured 5m, 6m and 7m away from the object respectively, for each of the selected reference locations. Increasing this number of three(images per reference location) would increase the accuracy of the derived functions. Once the set of three images were captured, a newly implemented algorithm was used to identify the scale of the object in each of the captured images. This data was then used together with linear regression with least square estimation technique [15] to derive the functions for each of the reference locations.

C. Identifying the most optimal set of reference locations

Once the users arrives to the site with their mobile phones, it is assumed that a user captures a geo tagged image of the site without zooming in or out. It is also assumed that this image has a full portion of the object as well. Comparing the user image with all the captured reference images won’t be the most optimal method since efficiency is one of the factors that has to be considered in this type of an augmented reality based reconstruction. Hence, the closest eight reference locations were selected based on the user’s approximate location which is produced by the geo tag of the user image which the user captures. When calculating the closes eight locations great circle distance finding method with Vincenty equation [16] was used.
D. Using template matching to find the best matching reference location

Reducing the selected eight optimal reference images to one particular reference image that best matches with the user’s location is done through the implemented algorithm. This implemented new algorithm has seen the usage of existing typical template matching algorithm. Drastic changes in day time lighting conditions would have a negative effect on this implemented template matching algorithm. Before approaching with this implemented algorithm, the scale of the image taken by the user was reduced to 20% of its original scale in order to improve the performance of the implemented algorithm. This scale value is highly dependent on the scale of the object which was used for the evaluation and it may be a different value for an object with a different scale. Even though this implemented algorithm has provided substantially accurate results throughout the evaluation process and has been optimized in certain ways, this approach is similar to a typical brute force mechanism. Hence, there can be future enhancements to optimize this algorithms in order to improve its efficiency.

The implemented approach of reducing the set of eight optimal reference location in order to find the best matching reference locations based on the user’s approximate location contains the following steps.

- Obtain the user image and set it as the source image.
- Scale down the source image to a predefined value in order to reduce the number of pixels in the user image and improve the performance of this algorithm.
- Obtain the most optimal set of reference images based on the users current geo location.
- Scale down all the optimal reference images to a certain value (this value depends on the scale of the object) and set them as template images for the initial iteration.
- Perform typical template matching algorithm using user image and each of the scaled down template images and compute a correlation score.
- Increase the scale of the template images minimally and use them as template images for the next iteration and perform template matching.
- Until the scale of template image reaches a predefined value (this value depends on the scale of the object) repeat the previous two steps.
- Obtain the highest 10 correlation scores of each template and select the template which has the largest sum over its 10 highest correlation scores and set it as the best matching template.

Algorithm 1 is the pseudo code of the implemented algorithm. This was also used to identify the scale of the object in the user image captured by the user.

E. Obtaining the scale of the object in the user image

Result of the previous phase provide us with the best matching template image and the reference location of which that template image was captured. More than 90% of all the template images (Reference images) are filled with the object itself. Hence, the scale of the template image when it best matches with the source image can be assumed as the scale of the object in the user image.

When implementing this phase top ten correlation values of the best matching template were obtained. Average scale values of the best matching template which had the highest ten correlation scores was taken and assumed as the scale of the object in the user image.

F. Obtaining users accurate location

As the scale value of the user image has been identified and the best matching location based on the user location is known, obtain the function at the best matching location and solve that particular function using the scale of the object in the user image in order to obtain the distance from the user’s location to the object.

Reference locations were selected in a way that each of those locations are a predefined distance away from the object. Best matching location is also one of those reference locations. Hence the distance from the object to the best matching location is known.

As the distance from the user to the object is known and also the distance from the best matching location to the object is also known, in order to obtain the distance from the user to the best matching location, subtract distance from the best matching location to the object from the distance to the object from the user.

As the accurate GPS coordinates (10cm accurate) of the best matching location is known together with the bearing value associated with the best matching location, use great circle distance finding method with Vincenty equation [16] together with the distance from the user to the best matching location in order to obtain user’s accurate GPS coordinate.
SourceImage = user image;
GeoSource = Geo tag of the source image;
OptimalImageArray[] = optimal reference images;
SourceImage = Scale(SourceImage)*0.2 (20%);
BestMatchRate = 0;
BestMatchLocation = 0; BestMatchScale = 0;
StartingScale; FinalScale; StepSize;
for TImage in OptimalImageArray[] do
  TemplateImage = TImage; AccuracyArray=[]
  for j in range(StartingScale, FinalScale, 1) do
    Template = Scale(TemplateImage)*j*StepSize; Perform template matching (SourceImage, Template) TMCCOEFFNORMED;
    Accuracy=MatchingAccuracy;
    AccuracyArray.append(j,Accuracy);
  end
  SortedAccuracyArray[] = Sort (AccuracyArray on Accuracy);
  MatchRate = average of first 10 Accuracy in SortedAccuracyArray[];
  MatchScale = average of first 10 j values in SortedAccuracyArray[];
  if BestMatchRate ≥ MatchRate then
    BestMatchRate = MatchRate;
    BestMatchLocation = location of Image;
    BestMatchScale = MatchScale;
  end
end
Algorithm 1: Pseudo code of the implemented algorithm

G. Augmentation

• User’s accurate GPS coordinates are now obtained as a result of the previous phases.
• Geo location of the partially destroyed object is known as pre-knowledge.
• Hence, user’s accurate location relative to the object can be calculated.
• Using this relative position initial augmentation can proceed.
• To keep track of the augmented three dimensional object, use extended tracking mechanism.

H. High level view of the proposed methodology

Figure 2 depicts a high level view of the process that is carried out in the proposed methodology in order to perform the necessary augmented reality based reconstruction using mobile devices.

IV. EVALUATION AND RESULTS

The main problem that arises when considering augmented reality based reconstruction using mobile devices, is the low accuracy of the position localization achieved by using the A-GPS chips in the mobile device. Purpose of this research paper is to bridge that gap and provide an accurate and efficient position localization method which can be used with mobile devices for augmented reality based reconstruction. In order to evaluate the proposed methodology the same data set was used to conduct three different experiments. Below are the brief explanations of those three experiments.

1) Experiment 1 - Template matching using original images with image size increasing by 0.01% in each iteration (step size 0.01%).
2) Experiment 2 - Template matching using original images with image size increasing by 0.1% in each iteration (step size 0.1%).
3) Experiment 3 - Template matching using gray scaled images with image size increasing by 0.01% in each iteration (step size 0.01%).

When evaluating this proposed methodology a set of 26 locations were used and the GPS coordinates of those 26 location given by a typical A-GPS(Assisted-GPS) chip in a mobile device was recorded and those data were compared against the GPS coordinates of those 26 locations given by a 10cm accurate RTK device. In the next phase for all the three experiments GPS coordinates of the 26 locations given by the proposed methodology were compared against the GPS coordinates of the 26 locations given by a 10cm accurate RTK.
Figure 3. Mobile A-GPS data against RTK data.

Figure 4 is a Google map image of 11 of the above recorded position localization points obtained using 10cm accurate RTK device(gray points) and position localization points obtained using the methodology proposed in this research study(blue markers).

Table 1 depicts a summary of all the position localization data obtained throughout the evaluation process using the pro- posed methodology and by using the existing GPS localization method in mobile devices which uses A-GPS.

| Error(cm) | 0-10 | 10-40 | 40-150 | 150-500 | 500-800 |
|-----------|------|-------|--------|---------|---------|
| A-GPS     | 0.0% | 0.0%  | 7.69%  | 73.08%  | 19.23%  |
| Exp 1     | 30.77% | 46.15% | 23.08% | 0.0%    | 0.0%    |
| Exp 2     | 34.62% | 26.92% | 26.92% | 11.54%  | 0.0%    |
| Exp 3     | 30.77% | 42.31% | 23.08% | 3.85%   | 0.0%    |
| Avg of all Exp | 32.05% | 38.46% | 24.36% | 5.13%   | 0.0%    |

Table 2 depicts a summary of all the feedback time data obtained when using the proposed methodology for localization for all the three carried out experiments.

| Feedback time | Experiment 1 | Experiment 2 | Experiment 3 |
|---------------|--------------|--------------|--------------|
|               | 828.75s      | 101.55s      | 601.84s      |

Table 1: Summary of Accuracy Levels

Table 2: Summary of Efficiency of the Proposed Methodology

Average processing time obtained in each of the above three experiments were 828.75s, 101.55s and 601.84s respectively. Even though the accuracy of the proposed methodology is not dependent on the hardware equipment used for the evaluation the average processing time is highly dependent on the low-end server machines used throughout the evaluation. Even with this low-end server machine, with the parameters used in experiment 2, the proposed methodology has been able to provide a feedback by requiring only 101 seconds. This amount of time is minimal compared to the feedback times obtained in other two experiments. Even this value can be optimized to be even less with the use of a high-end server machine.

V. CONCLUSION

Even though the methods used in Experiment 1 and Experiment 3 did not provide a timely feedback, method used in Experiment 2 provided a feedback consuming a minimal amount of time compared to the other two experiments. Considering the accuracy level of the localization value, this proposed methodology got some promising results which were substan- tially better than the existing position localization methodology of mobile devices. Out of the 26 evaluated locations, position localization values using mobile devices did not have any location matched with at least 40cm accuracy level whereas when using the proposed methodology, an average of 70.51% of the evaluated locations were matched with a accuracy level of 40cm or better. Out of the 26 evaluated locations, 92.31% were not matched with at least 150cm accuracy level when using A-GPS chips in
mobile devices to perform the position localization. But when considering the proposed methodology only an average of 5.13% of the evaluated locations were not matched with at least 150cm accuracy. The definitive goal of this research project was to combine image processing techniques and mobile sensor information in order to achieve less time consuming and accurate position localization using mobile devices for augmented reality based reconstructions of large objects. With the results of Experiment 1, Experiment 2 and Experiment 3 it can be said that the primary goal of this research was achieved. Considering the secondary goals and objectives, the implemented algorithm in section III was the algorithm which was used to identify the scale of an object in the user image and it was further developed and trained using linear regression to accurately calculate users position from a given new user image and the proposed methodology was successfully evaluated against the assumed ground truth data which was obtained using a RTK device. Hence, it can be said that secondary goals and objectives has been achieved under certain conditions. Therefore the proposed methodology will be useful for position localization for augmented reality based reconstructions using mobile devices.

VI. DISCUSSION AND FUTURE WORK

Improving this proposed methodology so that the negative effect of drastic changes in the day time lighting condition is reduced. This would be a much needed future enhancement in order to provide the user with the experience of AR reconstruction with a high accuracy level during the day time. Efficiency wise, proposed approach in this paper requires relatively high amount of time to provide a feedback. Even though this is down to the low-end devices used throughout the evaluation, this feedback time could also be reduce by optimizing the implemented algorithm. When augmenting the necessary object occlusion handling was not considers. Hence, one other future implication would be to handle occlusion while augmenting the object and provide the user with much more realistic AR experience.

AR is growing rapidly and its applications are increasing everyday. Most of this rapid growth is down to the improvement of smart mobile devices. But when considering augmented reality based reconstruction, mobile devices are not equipped with necessary sensors and the processing power to handle this task.

In 2018 May, Google released there new ARCore software which is capable of many AR applications including augmented reality based reconstruction using mobile devices. Although this software has the capability to handle AR based reconstruction with mobile devices, most of the mobile devices are not capable of handling this software. That is largely due to the unique sensors that this software requires which are not necessarily built into every smart mobile device. Throughout this research as the RTK device has a relatively higher accuracy(10cm) compared to a mobile device, data given by the RTK device were taken in as the ground truth. Figure 3 is a Google map image of 11 of the above recorded position localization points obtained using 10cm accurate RTK device(gray points) and position localization points obtained using A-GPS chips in mobile devices(red points).
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