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ABSTRACT: In this paper we present a dimensional renormalization scheme suitable for holographic theories. We use the bulk physics in the supergravity limit as a definition of the dual CFT. Similar to the perturbative quantization of a QFT, one is free to choose a convenient renormalization scheme, and the holographic renormalization method is only one such choice. We show how the bulk theory can be rendered finite with a renormalization scheme that corresponds to dimensional renormalization in the dual CFT. The method does not require any cut-offs and does not introduce any dimensionful parameters. It delivers a one-to-one map between bulk and boundary counterterms and leads to an exact and unambiguous identification of field theoretical objects in terms of bulk data. In particular, we resolve long standing issues regarding the identification of the renormalization scale and beta functions on both sides of the AdS/CFT correspondence. Furthermore, the method is considerably simpler than standard holographic renormalization on a practical level when evaluating correlation functions.
1 Introduction

In the supergravity limit, the AdS/CFT correspondence provides an exact equivalence between a classical gravitational field theory living in the bulk of an asymptotically locally AdS space (AlAdS) and a quantum field theory (QFT) living in one less dimension. The AdS/CFT dictionary in this limit consists of two postulates. First, for every bulk field $\Phi$ there exists a primary single trace operator $O$ in the boundary theory and its source $\phi_0$ is equal to the value of $\Phi$ at the boundary, up to a conformal factor. Second, if $S[\phi_0]$
denotes the on-shell action for the bulk field $\Phi$ with the boundary condition prescribed by $\phi_0$ and $W[\phi_0]$ denotes the generating functional of connected correlation functions of the dual operator $O$, then the AdS/CFT correspondence postulates

$$S[\phi_0] = -W[\phi_0],$$

(1.1)

for finite, renormalized expressions. However, when a specific problem is considered, usually both the generating functional and the on-shell action diverge and require renormalization. The renormalization of quantum field theories is a broad, well-studied, and well-understood topic. Among various methods, two renormalization schemes are among most common and therefore most important: cut-off and dimensional renormalization. As for the renormalization of the AdS action, the standard procedure has been holographic renormalization.

Holographic renormalization [1–6] is a powerful procedure suitable for renormalization of holographic theories. Since divergences in the on-shell action in (1.1) emerge from the asymptotic region of the bulk spacetime, the procedure introduces an appropriate cut-off. Next, suitable counterterms located on a cut-off surface are added, so that eventually the cut-off can be removed, yielding finite renormalized correlation functions. Despite its appeal, a successful execution of holographic renormalization can be technically involved as several counterterms are usually required. Furthermore, the form of counterterms changes from case to case and hence each system requires an execution of the entire procedure. Most treatments concentrate on the holographic renormalization of a bulk system consisting of gravity coupled to a specific scalar field [4–16], where the dual operator is relevant or the analysis is applicable to 2-point functions only.

In this paper we propose a dimensional renormalization scheme, where the regulator shifts the spacetime dimension $d$ and conformal dimensions $\Delta$ of operators without the introduction of a cut-off. We treat objects such as correlation functions as functions of dimensions and derive them in a certain region of the parameter space $(d, \Delta)$. Then we use the principle of analytic continuation to extend the result beyond this region. An advantage of the proposed method relative to holographic renormalization is that it does not introduce any additional scales and required fewer counterterms, if any. In this paper we analyze a simple model of a real, interacting bulk scalar field on a fixed AdS background dual to an operator of arbitrary dimension $\Delta$. The method, however, is applicable in more general settings involving other bulk fields such as gravity or gauge fields, non-trivial backgrounds, or more complicated Lagrangians. Here we elucidate the details of the proposed dimensional renormalization method in a simple context rather than struggle with technicalities not directly related to the procedure. For comparison, a comprehensive analysis of generic irrelevant scalar operators in the context of holographic renormalization is rather cumbersome and can be found in [17, 18].

This idea of using analytic continuation for the derivation of position space 3- and 4-point functions of various operators was used extensively in the literature, [17, 19–26]. While generally expressions presented in these papers may be defined by the analytic continuation in dimensions, for special values of $d$ and $\Delta$ one encounters singularities that must be dealt with. In the framework of holographic renormalization these singularities signal an appearance of special, logarithmic counterterms and this observation was used in
to rederive holographic anomalies. Here, we show how dimensional renormalization simplifies calculations of 3- and 4-point functions. Since properties such as locality of counterterms are manifest in momentum space, we employ the momentum space formalism in our calculations.

On a conceptual level, the additional, radial direction in the bulk should correspond to the RG scale of the dual field theory. Despite significant progress, the details of such a correspondence remain elusive. A successful approach to the holographic renormalization group [29–31] is based on the relation between the Hamilton-Jacobi equation in the bulk and the Callan-Symanzik equation in the dual QFT. It is shown that rescaling the bulk metric corresponds to changing the renormalization scale of the dual QFT. More recently, there have been investigations into a connection between holographic RG flow and Wilsonian flow, [32–38]. This approach addresses a relation between an effective scale of the dual QFT and the radial cut-off in the bulk.

In this paper we return to a more fundamental concept in textbook QFT where the renormalization scale is introduced via QFT counterterms, as considered in [39]. We show that the proposed procedure is equivalent to the dimensional renormalization of the boundary QFT in the sense that counterterms on both sides of the correspondence match. Since it is the counterterms that introduce the renormalization scale, one can unambiguously address long standing questions regarding the structure of beta functions and RG flows. In particular, we identify unambiguously the renormalization scale, beta functions and anomalies of the dimensionally renormalized theory in terms of the bulk data.

2 Notation and outlook

2.1 Notation and definitions

In this paper we will consider a single bulk scalar field $\Phi$ in a Euclidean $(d+1)$-dimensional AdS background in the Poincaré patch,

$$ds^2 = \frac{1}{z^2} \left[ dz^2 + dx^2 \right]. \quad (2.1)$$

The field $\Phi$ of mass $m$ is dual to a conformal primary operator $O$ of dimension $\Delta$ satisfying $m^2 = \Delta (\Delta - d)$. Throughout this paper we assume $\Delta > d/2$.

Furthermore, we consider a specific model described by a real bulk scalar field $\Phi$ with a single interaction of the form $\Phi^M$, with integer $M \geq 3$,

$$S = \int_0^\infty dz \int d^d x \sqrt{g} \left[ \frac{1}{2} \partial_\mu \Phi \partial^\mu \Phi + \frac{1}{2} m^2 \Phi^2 - \frac{\lambda}{M} \Phi^M \right], \quad (2.2)$$

where $\lambda$ is an arbitrary coupling constant. By adding multiple interaction terms our method is applicable to any potential $V(\Phi)$ with a Taylor expansion around $\Phi = 0$.

Since we are interested in correlation functions of the dual field theory, our analysis is inherently perturbative in $\lambda$. We do not require the on-shell action to converge in $\lambda$, and equivalently we do not assume that the generating functional converges. We treat these
objects as formal power series that keep track of all correlation functions simultaneously. For this reason we solve equations of motion perturbatively in $\lambda$ by expanding the field,

$$
\Phi(z, x) = \Phi_{0}(z, x) + \lambda \Phi_{1}(z, x) + \lambda^{2} \Phi_{2}(z, x) + O(\lambda^{3}).
$$

(2.3)

Following the notation of [17] by the subscript $\{-\}$ we denote the order of an object with respect to the coupling $\lambda$.

The second part of the AdS/CFT dictionary is the imposition of boundary conditions. Throughout this paper we impose Dirichlet asymptotic boundary conditions on the bulk field. The bulk scalar can be expanded in the radial variable, and by $\phi_{i}(\alpha)$ we denote a coefficient of $z^{\alpha}$ in this expansion. In every AlAdS spacetime the expansion contains two universal terms: a source coefficient $\phi_{(d-\Delta)}$ and a vev coefficient $\phi_{(\Delta)}$. Dirichlet boundary conditions identify the CFT source $\phi_{0}$ with the leading source term in the $\lambda$ expansion,

$$
\phi_{0} = \phi_{(0)(d-\Delta)}, \quad \Phi = z^{d-\Delta} \phi_{0} + \text{subleading in } z.
$$

(2.4)

The vev coefficient is then related to the 1-point function $\langle O \rangle$, of the dual operator, where the subscript indicates sources turned on.

The dual field theory lives on flat Euclidean spacetime. Given a generating functional $W[\phi_{0}]$ of the dual field theory, correlation functions read

$$
\langle O(x_{1}) \ldots O(x_{n}) \rangle = (-1)^{n} \frac{\delta^{n} W[\phi_{0}]}{\delta \phi_{0}(x_{1}) \ldots \delta \phi_{0}(x_{n})}_{\phi_{0}=0}.
$$

(2.5)

In this paper we always consider generating functionals of connected correlation functions and by $\langle - \rangle$ we denote connected correlators.

The majority of the calculation is carried out in momentum space. This is similar to the standard dimensional renormalization method applied to momentum space Feynman diagrams. For the holographic theories under consideration, we analyze the momentum space version of Witten diagrams. We follow the notation of [40]: $x$ denotes a general vector in position space while $k$ denotes a vector in momentum space. By $x = |x|$ and $k = |k|$ we denote lengths of the vectors. Fourier transform of the $n$-point function is denoted by $\langle O(k_{1}) \ldots O(k_{n}) \rangle$. Due to momentum conservation, this object contains a delta function, so we can define

$$
\langle O(k_{1}) \ldots O(k_{n}) \rangle = (2\pi)^{d} \delta \left( \sum_{j=1}^{n} k_{j} \right) \langle O(k_{1}) \ldots O(k_{n}) \rangle.
$$

(2.6)

### 2.2 Dimensional regularization

A typical renormalization procedure consists of two steps: regularization and renormalization. In the first step one introduces a regulator so that undefined quantities become finite. One can choose various regularization methods such as a cut-off or dimensional regularization schemes. Cut-off regularization is very similar to the holographic scheme: one identifies the spacetime region producing the divergence and excises it so that QFT
quantities become finite. In contrast, the dimensional regularization method introduces a
dimensionless regulator, henceforth denoted by $\epsilon$, that shifts dimensions.

The procedure of dimensional regularization starts with finding a non-empty open
region of the parameter space $(d, \Delta)$ such that the on-shell action in (2.2) produces finite
correlation functions of the dual CFT. We shall prove that all correlators can be regarded
as functions of $d$ and $\Delta$ and they are finite and analytic analytic at least in the region

$$\frac{d}{2} < \Delta < \min \left( \frac{d+1}{2}, \frac{M-1}{M-d} \right),$$

where $M$ is the order of interaction in the action (2.2). Therefore, in this range all holo-
graphic correlation functions are finite and no renormalization is required. Outside this
range we invoke the power of analytic continuation. Hence, if one obtains an expression for
a correlation function for $d$ and $\Delta$ satisfying (2.7), it represents the unique valid correlation
function for any $d$ and $\Delta$ for which it is well-defined. In particular the standard relation
between the 1-point function and the vev coefficient of the bulk field holds,

$$\langle \mathcal{O} \rangle_{s, \text{reg}} = -(2\Delta - d)\phi(\Delta).$$

The subscript ‘reg’ stands for ‘regulated’, meaning that the equality holds for any
$d$ and $\Delta$ as long as the right hand side is well-defined by means of analytic continuation.

The analytically continued correlation functions may become singular at some points
of the parameter space $(d, \Delta)$. A singularity in a correlation function may occur only for
some specific discrete set of values of dimensions $d$ and $\Delta$. This is strikingly different to
the case of the holographic renormalization, where counterterms are required in almost any
case.

Assume we are interested in the system with dimensions $d$ and $\Delta$ such that some
correlation function becomes singular. The regularization procedure shifts these dimensions
by small quantities proportional to the regulator,

$$d \mapsto \hat{d} = d + u\epsilon, \quad \Delta \mapsto \hat{\Delta} = \Delta + v\epsilon,$$

where $u$ and $v$ are fixed numbers that indicate a direction of the shift in the parameter
plane $(d, \Delta)$. Correlators are now regulated, i.e., finite, but divergent in the $\epsilon \to 0$ limit.
In a local QFT all singularities should be local and may be canceled by the addition
of appropriate counterterms. Given a regularization procedure, there exists a set of all
possible counterterms. Two different regularization schemes will have two different sets
of counterterms. In particular, one usually needs more counterterms in the holographic
renormalization scheme than in the dimensional scheme. This stems from the fact that
dimensional regularization does not introduce any scale, so there are fewer ways to produce
a counterterm of an appropriate dimension.

Typically, counterterms are not uniquely fixed, leading to some scheme-dependence
in the renormalized theory. A particular choice of scheme-dependent terms is called a
renormalization scheme within the given regularization scheme. For example, in the context
of dimensionally regulated perturbative QED the most standard renormalization schemes
are the on-shell scheme, MS and \(\overline{\text{MS}}\). Furthermore, counterterms depend both on the regulator and an additional scale: a renormalization scale \(\mu\).

A fully renormalized QFT does not depend on the choice of regularization or renormalization scheme. For example, perturbative QED is uniquely defined by its classical Lagrangian, irrespectively of the regularization and renormalization methods. Any discrepancies originating from a choice of the renormalization scheme must be local and adjustable by local counterterms. However, a choice of a convenient scheme may significantly simplify the renormalization procedure.

We will say that two renormalization schemes are equivalent if there exists a one-to-one correspondence between counterterms and their respective contributions to correlation functions are equal.\(^1\) For example, MS and \(\overline{\text{MS}}\) renormalization schemes are trivially equivalent as they share the same set of counterterms. In this paper we show that our proposed dimensional renormalization procedure is equivalent to the standard dimensional renormalization of the dual CFT. Bulk counterterms are covariant in the bulk, built up out of objects such as the bulk fields. The boundary counterterms involve boundary data such as the dual operator \(\mathcal{O}\) and its source.

Finally, let us point out that if two renormalization schemes are equivalent, then they have identical beta functions. Indeed, beta functions are regularization-dependent objects, so there is no reason for two beta functions in two different regularization schemes to agree. Nevertheless, within equivalent renormalization schemes, beta functions depend on divergences only and hence are immune to finite counterterms.

### 2.3 Renormalization

For a generating functional of the dual CFT we introduce the following notation: \(W_{\text{reg}}[\phi_0; \epsilon]\) denotes a regulated generating functional, where the dimensions \(d\) and \(\Delta\) are shifted according to (2.9). The regulated functional is expected to have a singularity at \(\epsilon = 0\) and appropriate counterterms need to be added. These can be gathered into a counterterm functional \(W_{\text{ct}}[\phi_0; \epsilon, \mu]\), which now -- in addition to the regulator -- depends on a renormalization scale \(\mu\) arising purely on dimensional grounds. Finally the renormalized generating functional is

\[
W[\phi_0; \mu] = \lim_{\epsilon \to 0} \left( W_{\text{reg}}[\phi_0; \epsilon] + W_{\text{ct}}[\phi_0; \epsilon, \mu] \right).
\]

By a slight abuse of language we also refer to the sum \(W_{\text{reg}} + W_{\text{ct}} = W + O(\epsilon)\) as a renormalized generating functional. The same notation is applicable to the on-shell action and all correlation functions.

The proposed renormalization procedure is recursive in nature with an induction over the order of \(\lambda\). At each step two sources of divergences may be identified. The first occurs when the asymptotic value problem (2.4) in the bulk becomes ill-defined. Indeed, only when \(\Delta < d\) the source term of order \(d - \Delta\) is the most leading term in the radial expansion of the bulk field \(\Phi\). Dimensional renormalization leads to an unambiguous extension of the divergences.

\(^1\)This is a stronger definition than the standard one.\(^{[41]}\). Usually one would say that two renormalization schemes are equivalent if they lead to the same quantized theory. Cut-off and dimensional renormalization schemes would then be equivalent.
definition (2.4) to the case $\Delta \geq d$. In the process, however, divergences may arise, which can be removed by turning on subleading source terms $\phi_{(n)(d-\Delta)}$. These subleading terms depend on the QFT source $\phi_0$ as well as a renormalization scale $\mu$. Their coefficients are necessarily divergent in the $\epsilon \to 0$, but the divergence is easy to retrieve from the radial expansion of the bulk field.

The second source of divergences follows from an explicit integration appearing in a definition of correlation functions. Their removal requires a local counterterm action, which we call the Wess-Zumino counterterm for its role in the emergence of anomalies. All in all, we show that the renormalized generating functional of the dual field theory may be expressed in terms of the bulk data as

$$W[\phi_0; \mu] = W_{\text{reg}}[\phi_{(d-\Delta)}][\phi_0; \epsilon, \mu; \epsilon] + W_{WZ}[\phi_{(d-\Delta)}][\phi_0; \epsilon, \mu; \epsilon, \mu]$$

From the point of view of the dimensionally regulated dual QFT, the redefined source $\phi_{(d-\Delta)}$ is identified with the bare source, while $\phi_0$ is the renormalized source. This form of the renormalized generating functional is the most general form arising from a multiplicative renormalization of the dual QFT.

In the context of a perturbative QFT the first term in (2.11) leads to a beta function. Hence, the beta function of a genuine dimensional renormalization procedure can be immediately read off of this expression. For example, in the case of a marginal operator satisfying $\Delta = d$ one finds

$$\beta_{\phi_0} = - \left( \frac{\partial \phi_{(d-\Delta)}}{\partial \phi_0} \right)^{-1} \mu \frac{\partial}{\partial \mu} \phi_{(d-\Delta)}.$$  

The Wess-Zumino counterterm is responsible for the emergence of anomalies. It can be written both in terms of bulk fields as well as QFT data. Its most general form is

$$W_{WZ} = \int d^{d-1}x \mu^{ue} L_{WZ} [\phi_{(d-\Delta)} \mu^{-(u-v)\epsilon}, \phi_{(\Delta)} \mu^{-\epsilon \nu}, \partial_j]$$

for some local functional $L_{WZ}$, where $\Pi$ denotes a canonical momentum, $\Pi = -z \partial_z \Phi + (\hat{d} - \hat{\Delta}) \Phi$. The second line expresses the counterterm covariantly in terms of the bulk data. Mathematically, to make the second line well-defined, one needs to evaluate it at some cut-off surface of constant $z$ and then take the limit $z \to 0$. Since in the dimensional renormalization procedure no cut-off is available, this turns out to be a defining property of all possible bulk counterterms: they must be covariant in the bulk fields and supported on the boundary. In other words the leading term in the radial expansion of the second line of (2.13) is proportional to $z^0$, so that the finite limit exists.

The counterterm depends on the renormalization scale both explicitly and via the redefined source $\phi_{(d-\Delta)}$. The total scaling anomaly $A$ appears due to the explicit dependence
and one finds,

\[ A = \mu \frac{\partial}{\partial \mu} [\mu^\omega L_{WZ}] . \]  

(2.14)

Since the dependence of (2.13) on the renormalization scale \( \mu \) is identical to its explicit dependence on the radial variable \( z \), we find,

\[ \mu \frac{\partial}{\partial \mu} = z \frac{\partial}{\partial z} . \]  

(2.15)

This is a long sought relation between the radial direction of the bulk and the renormalization scale of the boundary theory. From the point of view of the bulk theory one is forced to use explicit radial coordinate \( z \) in the counterterm (2.13), which breaks diffeomorphism invariance and hence it introduces the anomaly. Furthermore, since the bulk theory is classical and no scale is introduced via renormalization, the renormalization scale \( \mu \) must be related to the only available scale: the AdS radius \( L \). By dimensional analysis this simply requires \( L \sim \mu^{-1} \) up to a proportionality factor that can be fixed to one.

3 Scalar 2-point functions

This section is devoted to the analysis of 2-point functions both from the point of view of the bulk theory as well as the dual CFT. The topic is well-understood since the first days of the AdS/CFT correspondence and hence it allows us to emphasize differences between the holographic renormalization procedure and the proposed dimensional renormalization.

We start by presenting a comparison between the cut-off and the dimensional renormalization procedure of a 2-point function directly in a CFT. Then we discuss the holographic 2-point function obtained by means of the standard holographic renormalization and then we move to the proposed dimensional renormalization. We conclude by showing exact correspondence between the dimensional renormalization directly in the CFT and the dimensional renormalization in AdS. In particular we show the exact correspondence between the counterterms and equality of their local, scheme-dependent contributions. Finally, we show how the scaling anomaly emerges from the holographic context.

Given a dimension \( \Delta \) of a scalar operator and \( d \) denoting spacetime dimension, we consider two cases depending on the value of \( 2\Delta - d \). If \( 2\Delta - d \neq 2n \) for a non-negative integer \( n \), then we talk about a generic case. On the other hand we will refer to the case of \( 2\Delta - d = 2n \) for a non-negative integer \( n \) as a special case. We always assume than \( n \) is a non-negative integer.

3.1 Renormalization of a CFT

It is a well-known fact that the conformal symmetry of the dual CFT fixes the form of the 2-point function to be

\[ \langle O(x)O(0) \rangle = \frac{C_O}{x^{2\Delta}} , \]  

(3.1)

where \( C_O \) is a theory-specific constant. Its renormalization properties are best exposed by looking at the Fourier transform. Since the integral

\[ \int d^d x \ e^{-i k \cdot x} \frac{1}{x^{2\Delta}} = \frac{\pi^{d/2} 2^{d-2\Delta}}{\Gamma(\Delta) \Gamma(\frac{d}{2} - \Delta)} k^{2\Delta - d} \]  

(3.2)
converges only for $0 < 2\Delta < d$, a regularization is necessary outside this region.

3.1.1 Cut-off renormalization

In the cut-off regularization one can regulate the Fourier transform by cutting out a small ball around $x = 0$. If $\delta$ denotes the cut-off, then one finds

$$\int_{x > \delta} d^d x \ e^{-i k \cdot x} \frac{1}{x^{2\Delta}} = \frac{\pi^{d/2} 2^{d-2\Delta}}{\Gamma\left(\frac{d}{2} - \Delta\right)} k^{2\Delta - d}$$

$$- \frac{2\pi^{d/2} \delta^{d-2\Delta}}{(d-2\Delta)\Gamma\left(\frac{d}{2}\right)} {}_2F_1\left(\frac{d}{2} - \Delta, \frac{d}{2}; \frac{d}{2} - \Delta + 1; -\frac{k^2 \delta^2}{4}\right)$$

assuming $2\Delta - d \neq 2n$. As expected, the second term has a finite $\delta \to 0$ limit only if $2\Delta < d$. Otherwise, the hypergeometric function can be expanded around $\delta = 0$ leading to a finite number of divergent terms. In particular first two terms are

$$\delta^{d-2\Delta} \frac{\pi^{d/2}}{\Gamma\left(\frac{d}{2}\right)} \left[ -\frac{2}{d-2\Delta} + \frac{k^2 \delta^2}{d(d-2\Delta+2)} + O(k^4 \delta^4) \right].$$

In any case all terms are local, i.e., they have the momentum dependence of the form $(k\delta)^{2m}$ for an integer $m$, as follows from the definition of hypergeometric functions. Terms divergent in the $\delta \to 0$ limit are those with $2m < 2\Delta - d$ and hence there is only finitely many of them. From their locality it then follows that they can be removed by appropriate counterterms. For example the two listed terms are removable by terms proportional to $\int d^d x \phi_0^2$ and $\int d^d x \phi_0 \partial^2 \phi_0$, where $\phi_0$ is the source for the operator $O$. Eventually, in a generic case the 2-point function is given by

$$\langle\langle O(k)(-k)\rangle\rangle = C_O \pi^{d/2} 2^{d-2\Delta} \frac{\frac{d}{2} - \Delta}{\Gamma\left(\frac{d}{2} - \Delta\right)} k^{2\Delta - d}$$

for a theory-dependent constant $C_O$. Notice that this results appears on the right hand side of the expression (3.2), which is well-defined for all values of $d$ and $\Delta$ for which $2\Delta - d \neq 2n$. One can therefore ask whether it was really necessary to consider any counterterms.

While the cut-off regularization is a perfectly good renormalization scheme, it is definitely not the simplest one. The regularized expression (3.3) becomes complicated and requires utilization of special functions. Moreover, as we can see, the counterterms are required in almost any physically interesting case. To be precise, given $d$ and $\Delta$ one needs exactly

$$\text{number of counterterms} = \max\left(\left\lfloor\Delta - \frac{d}{2}\right\rfloor + 1, 0\right),$$

where $\lfloor x \rfloor$ is a floor function rounding $x$ down to the largest integer not exceeding $x$. We only assume $\Delta > 0$ here.

Further inconvenience is created by the fact that the form of counterterms depends strongly on the values of parameters $d$ and $\Delta$. In the special case of $2\Delta - d = 2n$, the expression (3.3) changes and logarithmic terms appear. For example, in case of $n = 1$, i.e.,
\[ \Delta = d/2 + 1 \] one finds

\[ \langle\langle \mathcal{O}(k)\mathcal{O}(-k) \rangle\rangle_{\text{reg}} = C_{\mathcal{O}}\pi^{d/2} \frac{1}{\Gamma \left( \frac{d}{2} \right)} \left[ \frac{k^2}{2d} \left( -1 + \gamma_E - \psi \left( \frac{d}{2} + 1 \right) + \log \left( \frac{k^2 \delta^2}{4} \right) \right) + O(\delta^2) \right], \]

where \( \psi \) denotes the digamma function. The first term is removed by the counterterm as before, but the removal of the logarithmic terms requires a counterterm

\[ W_{\text{ct}}[\phi_0] = -\frac{C_{\mathcal{O}}\pi^{d/2}}{4d\Gamma \left( \frac{d}{2} \right)} \left[ \log(\delta^2 \mu^2) + a_0 \right] \int d^d x \phi_0 \partial^2 \phi_0 \]

(3.8)

to be added to the generating functional \( W_{\text{reg}} \). The renormalization scale \( \mu \) appears due to dimensional reasons and \( a_0 \) is an undetermined constant. The 2-point function then reads

\[ \langle\langle \mathcal{O}(k)\mathcal{O}(-k) \rangle\rangle = c_{\mathcal{O}}k^{2\Delta - d}, \]

(3.11)

where we gathered the constant term into a new theory-dependent constant \( c_{\mathcal{O}} \). Furthermore, if \( 2\Delta - d \neq 2n \), no counterterms are required and the fully renormalized 2-point function is immediately given by (3.11).

If, however, \( 2\Delta - d = 2n \), then \( k^{2\Delta - d} = k^{2n} \) is a local function, being the Fourier transform of \( \partial^{2n} \delta(x) \). In such a case one can introduce a regulator \( \epsilon \) and shift dimensions according to (2.9) for fixed numbers \( u \) and \( v \). As we will see not all choices of \( u \) and \( v \) regulate the theory, but a set of such bad pairs is sufficiently small.

In order to regulate the 2-point function (3.11), one needs to choose a scheme such that the regulated power of momentum, \( 2\Delta - d \), is no longer integral. This requires use

\[ a'_0 = -1 + \gamma_E - \psi \left( \frac{d}{2} + 1 \right) - 2 \log 2 - a_0. \]

(3.10)

Constant \( a'_0 \) is scheme-dependent and can be adjusted at will by changing either the renormalization scale \( \mu \) or the free counterterm constant \( a_0 \).

### 3.1.2 Dimensional renormalization

In many applications the dimensional renormalization turns out to be a simpler procedure than the cut-off renormalization. One reason is a smaller number of counterterms required, another reason is generally simpler expressions. We have seen that for the cut-off renormalization of a 2-point function one needs a sequence of counterterms whenever \( \Delta \geq d/2 \). What is more the regularized expressions such as (3.3) and (3.7) change their form depending on a relation between dimensions \( d \) and \( \Delta \). On the other hand, as we will see, in the dimensional regularization procedure the regulated expression has a fixed form and the counterterms are required in discreet special cases \( 2\Delta - d = 2n \) only.

Since the expression (3.2) is analytic in \( d \) and \( \Delta \), one can extend it to any values of parameters if the function is well-defined. This leads to the regulated 2-point function,

\[ \langle\langle \mathcal{O}(k)\mathcal{O}(-k) \rangle\rangle_{\text{reg}} = c_{\mathcal{O}}k^{2\Delta - d}, \]

where we gathered the constant term into a new theory-dependent constant \( c_{\mathcal{O}} \). Furthermore, if \( 2\Delta - d \neq 2n \), no counterterms are required and the fully renormalized 2-point function is immediately given by (3.11).

If, however, \( 2\Delta - d = 2n \), then \( k^{2\Delta - d} = k^{2n} \) is a local function, being the Fourier transform of \( \partial^{2n} \delta(x) \). In such a case one can introduce a regulator \( \epsilon \) and shift dimensions according to (2.9) for fixed numbers \( u \) and \( v \). As we will see not all choices of \( u \) and \( v \) regulate the theory, but a set of such bad pairs is sufficiently small.
of any scheme such that \( u \neq 2v \). Then the constant \( c_{\mathcal{O}} \) in (3.11) can be expanded in the regulator,

\[
c_{\mathcal{O}}(u, v; \epsilon) = \frac{2c^{(-1)}_{\mathcal{O}}(u, v)}{(2v - u)\epsilon} + c^{(0)}_{\mathcal{O}}(u, v) + O(\epsilon)
\]
and the regulated 2-point function now reads

\[
\llangle \mathcal{O}(k)\mathcal{O}(-k) \rrangle_{\text{reg}} = k^{2n} \left[ \frac{2c^{(-1)}_{\mathcal{O}}(u, v)}{(2v - u)\epsilon} + c^{(-1)}_{\mathcal{O}} \log k^2 + c^{(0)}_{\mathcal{O}} + O(\epsilon) \right].
\]

The specific factor of \( 2/(2v - u) \) is chosen in such a way that the leading \( c^{(-1)}_{\mathcal{O}} \) constant turns out to be a coefficient of a physically relevant term \( k^{2n}\log k^2 \).

The leading divergence can be removed by the addition of the counterterm

\[
W_{\text{ct}}[\phi_0] = a_{\text{ct}}(u, v; \epsilon) \int \! d^3 \vec{x} \phi_0 \partial^2n \phi_0 \mu^{-(u-2v)\epsilon}
\]

(3.14)
to the regulated generating functional \( W_{\text{reg}}[\phi_0] \). Here \( \phi_0 \) denotes the source of the operator \( \mathcal{O} \) and the renormalization scale \( \mu \) appears due to dimensional reasons. The value of the counterterm constant is only partially determined by the divergence of the regulated 2-point function. By calculating the contribution of the counterterm to the 2-point function one finds that the divergence is cancelled if

\[
a_{\text{ct}}(u, v; \epsilon) = \frac{(-1)^n c^{(-1)}_{\mathcal{O}}(u, v)}{(2v - u)\epsilon} + a_0(u, v) + O(\epsilon),
\]

(3.15)
where \( a_0 \) is an arbitrary constant. The finite \( \epsilon \to 0 \) limit exists and leads to the renormalized correlation function

\[
\llangle \mathcal{O}(k)\mathcal{O}(-k) \rrangle = k^{2n} \left[ c^{(-1)}_{\mathcal{O}} \log \left( \frac{k^2}{\mu^2} \right) + c^{(0)}_{\mathcal{O}} + 2(-1)^{n+1}a_0 \right]
\]

(3.16)

In the last line we redefined theory-specific and scheme-dependent constants to match the form found in the cut-off renormalization (3.9). This result, however, is valid for any \( n \). Furthermore note that in the dimensional renormalization a single counterterm was sufficient for the successful renormalization, regardless of the value of \( n \).

### 3.2 Holography

In this section we first review the usual holographic renormalization procedure for the scalar 2-point function in the AdS background. Next, we will show how the dimensional renormalization method can be applied to the evaluation of the 2-point function from the bulk theory. We will discuss how the bulk and boundary counterterms match, leading to the equivalence of the proposed bulk renormalization and the usual dimensional renormalization procedure in the CFT. Finally we show how anomalies emerge in both formalisms and that they both match.
3.2.1 Set-up

For the analysis of the scalar 2-point function we need to consider a single bulk scalar field $\Phi_c$ governed by the action,

$$S = \frac{1}{2} \int_0^\infty dz \int \sqrt{g_c} \left[ g_{\mu\nu}^c \partial_\mu \Phi_c \partial_\nu \Phi_c + m_c^2 \Phi_c^2 \right]$$

(3.17)
on the fixed (Euclidean) AdS background of radius $L$,

$$g_{\mu\nu}^c dx^\mu dx^\nu = \frac{L^2}{z^2} \left[ dz^2 + dx^2 \right].$$

(3.18)

Coordinates have dimensions of $L$, which we denote as $[L] = [z] = [x] = 1$. The total action remains dimensionless which assigns standard dimensions,

$$[g_{\mu\nu}^c] = 0, \quad [\Phi_c] = -\frac{d-1}{2}, \quad [m_c^2] = -2.$$ (3.19)

In particular $\Phi_c$ has the standard dimension of the free field (note that $d$ is the spacetime dimension of the boundary theory). Furthermore, from the CFT analysis we know that dimensions of an operator $\mathcal{O}$ and its source $\phi_0$ are

$$[\phi_0] = -(d - \Delta), \quad [\mathcal{O}] = -\Delta.$$ (3.20)

Usually $L$ is set to one, but we anticipate that this scale will be essential for the renormalization of the theory. Nevertheless, one can normalize fields differently, so that the scale will almost entirely disappear. Define field $\Phi$, the metric $g_{\mu\nu}$ and dimensionless mass $m^2$ according to

$$\Phi_c = L^{-\frac{1}{2}(d-1)} \Phi, \quad g_{\mu\nu}^c = L^2 g_{\mu\nu}, \quad m_c^2 = m^2 L^{-2}.$$ (3.21)

New fields have the following dimensions

$$[\Phi] = 0, \quad [g_{\mu\nu}] = -2, \quad [d^d x \sqrt{g}] = 0, \quad [m^2] = 0.$$ (3.22)

Note that an unusual dimension of the metric remains consistent with the fact that in Fefferman-Graham gauge the dynamical part of the metric $\gamma_{ij}$, defined by

$$ds^2 = g_{\mu\nu} dx^\mu dx^\nu = \frac{1}{z^2} \left[ dz^2 + \gamma_{ij} dx^i dx^j \right]$$

(3.23)

remains dimensionless, $[\gamma_{ij}] = 0$. Hence it sources an operator of dimension $d$ in the dual field theory, as it should.

With the above redefinitions the action takes form

$$S = \frac{1}{2} \int_0^\infty dz \int d^d x \sqrt{\bar{g}} \left[ g^{\mu\nu} \partial_\mu \Phi \partial_\nu \Phi + m^2 \Phi^2 \right].$$ (3.24)

The redefined mass $m^2$ is dimensionless and we use the parametrization,

$$m^2 = \Delta(\Delta - d), \quad \Delta > \frac{d}{2}.$$ (3.25)
From now on we will always assume \( \Delta > d/2 \).

Notice that all parameters and dynamical fields in the action (3.24) are dimensionless. This is in agreement with the fact that the dual field theory is conformal and hence does not contain any scale. The equation of motion following from this action reads

\[
(-\Box_g + m^2) \Phi = 0,
\]

where the Laplacian is taken with respect to the metric \( g_{\mu\nu} \).

In this paper we mostly work in the momentum space by Fourier transforming along the \( x \)-directions parallel to the boundary. By \( \Phi(z, k) \) we denote the Fourier transform of the scalar field along \( x \). The equation of motion then expands into

\[
[-z^2 \partial_z \partial_z + (d - 1)z \partial_z + (m^2 + k^2 z^2)] \Phi(z, k) = 0.
\]

The most general solution satisfying the regularity condition \( \Phi \sim e^{-kz} \) at \( z = \infty \) is given by the Bessel function \( K \),

\[
\Phi(z, k) = A(k) z^{d/2} K_{\Delta - d/2}(kz),
\]

where \( A(k) \) is an undetermined function.

The near-boundary expansion of the field depends on whether \( \Delta - d/2 \) is an integer or not. Since throughout this paper we assume \( \Delta > d/2 \) we can limit ourselves to the following cases,

\[
\Phi(z, k) = z^{d-\Delta} \sum_{j=0}^{\infty} \phi(d-\Delta+2j) z^{2j} + \begin{cases} z^{\Delta} \sum_{j=0}^{\infty} \phi(\Delta+2j) z^{2j} & \text{if } 2\Delta - d \neq 2n, \\ z^{\Delta} \log z \sum_{j=n}^{\infty} \phi(\Delta-n+2j) z^{2j} & \text{if } 2\Delta - d = 2n, \end{cases}
\]

where \( n \) is a non-negative integer. We assume standard Dirichlet boundary conditions, which singles out the coefficient \( \phi(d-\Delta) \) to be the source \( \phi_0 \) of the dual operator \( O \), and hence we write \( \phi(d-\Delta) = \phi_0 \). For simplicity, we refer to the coefficient \( \phi(\Delta) \) as the vev term, despite the fact that its relation to the actual expectation value \( \langle O \rangle_s \) of the dual operator requires the execution of the renormalization procedure. All remaining coefficients are determined locally in terms of \( \phi(d-\Delta) \) and \( \phi(\Delta) \). For example, in the generic case,

\[
\phi(d-\Delta+2) = \frac{\partial^2 \phi(d-\Delta)}{2(2\Delta - d - 2)}.
\]

For other coefficients relations can be read off of the solution (3.28) or found in [13, 39].

The precise form of the solution (3.28) normalized with the condition

\[
\Phi = \phi(d-\Delta) z^{d-\Delta} + \text{subleading in } z
\]

as \( z \) approaches the boundary at \( z = 0 \) reads

\[
\Phi(z, k) = \phi(d-\Delta)(k) \frac{k^{\Delta - d/2} z^{d/2} K_{\Delta - d/2}(kz)}{2^{\Delta - d/2-1} \Gamma(\Delta - d/2)}
\]
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for any $\Delta > d/2$. The value of the coefficient of $z^\Delta$, however, depends on whether $\Delta - d/2$ is a non-negative integral. One finds
\begin{equation}
\phi(\Delta) = \phi(d-\Delta) \times \begin{cases} 
\frac{1}{\Gamma\left(\frac{\Delta}{2}\right)} \left( \frac{k}{2} \right)^{2\Delta-d} & \text{if } 2\Delta - d \neq 2n, \\
\frac{(-1)^n}{n!(n-1)!} \left( \frac{k}{2} \right)^{2n} \left( -\log k^2 + 2\log 2 - 2\gamma_E + H_n \right) & \text{if } 2\Delta - d = 2n
\end{cases} \tag{3.33}
\end{equation}
where $H_n = \sum_{j=1}^{n} \frac{1}{j}$ denotes the $n$-th harmonic number.

### 3.2.2 Holographic renormalization

Having discussed basic properties of the cut-off and dimensional renormalization methods in a CFT, we will now discuss elements of the holographic renormalization procedure. Essentially we review classic results of [6, 10, 11, 39] and compare them to other renormalization methods, including the proposed dimensional renormalization, to be discussed in the next section.

In the holographic renormalization, similarly to the cut-off renormalization in a QFT, dimensions $d$ and $\Delta$ are fixed and the cut-off $\delta$ on the radial variable becomes the regulator. The aim of the procedure is then to add local counterterms localized on the cut-off surface in such a way that the on-shell action or equivalently its derivative, i.e., the 1-point function with sources becomes finite. The form of the counterterms strongly depends on values of $d$ and $\Delta$ and in case of a free massive field in AdS the number of required counterterms grows as the conformal dimension $\Delta$ grows. In particular, the first two counterterms are
\begin{equation}
S_{ct} = \int_{\delta} d^d x \sqrt{\gamma_\delta} \left[ \frac{1}{2} (d - \Delta) \phi^2 + \frac{\Phi_{\Delta} \phi}{2(2\Delta - d - 2)} \right]. \tag{3.34}
\end{equation}

By $\gamma_\delta$ we denote the induced metric on a slice of constant $z = \delta$ and the index on the integral indicates that the integral is taken on such a slice. Similarly, $\Box_\delta$ is a Laplacian with respect to the induced metric, $(\gamma_\delta)_{ij} = z^{-2} \delta_{ij}$.

The first term in (3.34) is always present (we assume $\Delta > d/2$), the second term appears if $\Delta > d/2 + 1$ and more terms are required for $\Delta > d/2 + 2$. The counterterm is written in a covariant way and hence its explicit dependence on the cut-off $\delta$ is implicit. Assuming $\Delta > d/2 + 1$ its expansion in terms of the boundary data gives
\begin{equation}
S_{ct} = \delta^{d-2\Delta} \int_{\delta} d^d x \left[ \frac{1}{2} (d - \Delta) \phi^2_{(d-\Delta)} + \frac{d - \Delta + 1}{2(2\Delta - d - 2)} \phi_{(d-\Delta)} \delta^2 \partial^2 \phi_{(d-\Delta)} \right]. \tag{3.35}
\end{equation}

Clearly, for $\Delta > d/2 + 1$, both terms diverge in the $\delta \to 0$ limit. Only when the counterterm action is added to the regulated on-shell action a finite $\delta \to 0$ limit exists.

In general the number of terms in the counterterm action is given exactly by (3.6). Each counterterm has a form $c_j \Phi \Box^2 \phi$ for specific values of constants $c_j$ determined by the near-boundary expansion. We will not need the exact form of such counterterms, see [12, 39] for an example.

All in all, in a generic case the renormalized 1-point function with sources reads,
\begin{equation}
\langle \mathcal{O}(x) \rangle_s = -(2\Delta - d) \phi(\Delta). \tag{3.36}
\end{equation}
By taking minus a derivative with respect to the source $\phi_0$ the 2-point function can be calculated. From (3.33) we immediately find
\[
\langle \langle O(k)O(-k) \rangle \rangle = (2\Delta - d) \frac{\Gamma \left( \frac{d}{2} - \Delta \right)}{\Gamma \left( \Delta - \frac{d}{2} \right)} \left( \frac{k}{2} \right)^{2\Delta - d}.
\]
(3.37)

By comparing with (3.5) or (3.11) we find specific values of the theory-dependent constants $c_O$ and $C_O$.

If, on the other hand $2\Delta - d = 2n$, the form of the radial expansion and the form of counterterms changes. According to (3.29) logarithmic terms appear, which alters the analysis significantly. If one considers $n = 1$, i.e., $\Delta = d/2 + 1$ exactly, then the radial expansion reads,
\[
\Phi(z, k) = z^{\frac{d}{2} - 1} \left[ \phi_{\left(\frac{d}{2} - 1\right)} + z^2 \left( \phi_{\left(\frac{d}{2} + 1\right)} + \tilde{\phi}_{\left(\frac{d}{2} + 1\right)} \log z^2 \right) + O(z^4) \right].
\]
(3.38)

The expansion now contains logarithmic terms in addition to powers. $\phi_{\left(\frac{d}{2} - 1\right)}$ is the source term and $\phi_{\left(\frac{d}{2} + 1\right)}$ is the vev term. All remaining terms are local functionals of these coefficients. Furthermore, as discussed in [39], the 1-point function with sources in this case reads
\[
\langle O(x) \rangle_s = -2 \left[ \phi_{\left(\frac{d}{2} + 1\right)} + \tilde{\phi}_{\left(\frac{d}{2} + 1\right)} \right],
\]
(3.39)

so an additional local contribution appears. Finally, the numerical coefficient in the second term of (3.34) diverges and hence the counterterm is replaced by
\[
S_{ct} = \int d^d x \sqrt{\gamma} \delta \left[ \frac{d}{4} - 2 \Phi^2 - \frac{1}{4} \left( \log \frac{\delta}{L} + a_0 \right) \Phi \Box \Phi \right],
\]
(3.40)

where $a_0$ is an undetermined scheme-dependent constant. On dimensional grounds we have included the only available scale, the AdS radius $L$, in the construction of the counterterm. Notice that this is the first place where the AdS radius appears explicitly since the redefinition (3.21) took place.

All in all the renormalized 2-point function reads
\[
\langle \langle O(k)O(-k) \rangle \rangle = k^2 \left[ \frac{1}{2} \log(k^2L^2) + (\gamma_E - \log 2 - a_0) \right].
\]
(3.41)

This result agrees with (3.9) and (3.16) if one identifies the renormalization scale $\mu$ with the AdS radius, $L = \mu^{-1}$.

In the holographic renormalization method, similarly to the cut-off renormalization in a QFT, one usually needs a large number of counterterms in order to renormalize the theory. Furthermore, the form of the counterterms strongly depends on fixed dimensions $d$ and $\Delta$. As we shall see, these issues can be avoided in the dimensional renormalization in AdS.

### 3.2.3 Hybrid renormalization

As pointed out in the previous section, special cases satisfying $2\Delta - d = 2n$ require a special treatment in holographic renormalization. For that reason it is popular to use a
blend of holographic renormalization in the bulk and dimensional renormalization in the dual field theory. In this approach one considers slightly shifted, regularized dimensions $\hat{d}$ and $\hat{\Delta}$ defined by (2.9) with small $\epsilon$. Since special cases such as $2\Delta - d = 2n$ for the 2-point functions constitute a discreet set, one can always shift actual dimensions slightly in order to avoid radial expansions with logarithms such as (3.38). Then one proceeds with the regular holographic renormalization method and obtains expressions for generic, regulated correlation functions in the dual CFT. Finally, the dimensional renormalization in the QFT can be applied to yield finite expressions.

As an example, consider the case of $2\Delta - d = 2$. If one shifts the dimensions $d$ and $\Delta$ in such a way that $2\Delta - \hat{d} < 2$, then only the first term in (3.34) is required to yield the on-shell action finite. Hence the regulated 2-point function (3.11) follows, with regulated dimensions

$$\langle\langle \mathcal{O}(k)\mathcal{O}(-k)\rangle\rangle_{\text{reg}} = (2\Delta - \hat{d})\Gamma\left(\frac{\hat{d}}{2} - \hat{\Delta}\right)\Gamma\left(\frac{\hat{\Delta}}{2} - \frac{\hat{d}}{2}\right)\left(k^2\right)^{2\Delta - \hat{d}}. \quad (3.42)$$

This expression is a valid 2-point function if $\epsilon$ is kept positive and small. However, it still diverges in $\epsilon \to 0$ limit and hence it requires further renormalization. Now the QFT counterterm (3.14) is added to the generating functional of the dual QFT such that the finite $\epsilon \to 0$ limit exists.

This method of renormalization was successfully used for evaluation of correlation functions in generic cases in many papers, including [17, 19–26]. In [27, 28] the authors use the hybrid renormalization method to analyze anomalies in the dual CFT from the point of view of bulk diffeomorphisms, recovering in particular results of [1, 2].

The problem with the hybrid renormalization method is that this is an ad hoc procedure, which combines both genuine holographic renormalization in the bulk and dimensional renormalization of the dual field theory. Its advantage is that one does not need to worry about special cases on the bulk side, which would lead to exceptional radial expansions and counterterms. On the other hand the hybrid renormalization requires exactly the same amount of counterterms as the holographic renormalization. What is more some of these counterterms come from the genuine holographic renormalization method while other follow from dimensional regularization. This make the whole procedure much more messy and hinders any relation between the renormalization properties of the bulk and boundary theories.

### 3.3 Dimensional renormalization

The idea behind the dimensional renormalization of a QFT is to treat dimensions $d$ and $\Delta$ as parameters, derive correlation functions in some ‘region of convergence’ and then analytically continue the result. Only when singularities in the continued expression arise, the counterterms are necessary.

Here we want to apply the same reasoning to the holographic theory, i.e., to the correlation functions derived from the bulk action (3.24). For this to work one would need first to find a region of the parameter space $(d, \Delta)$ such that the on-shell action converges. As it stands, this unfortunately never happens. Therefore we have no much choice but to
include the first term of the counterterm action (3.34) in our bulk action. Therefore we start our analysis from the action

$$S_{\text{free}} = \lim_{\delta \to 0} \left[ \frac{1}{2} \int_\delta^\infty dz \int_\delta^\infty d^4x \sqrt{g} \left( g^{\mu\nu} \partial_\mu \Phi \partial_\nu \Phi + m^2 \Phi^2 \right) + \frac{1}{2} (d - \Delta) \int_\delta^\infty d^4x \sqrt{\gamma} \delta \Phi^2 \right]. \quad (3.43)$$

Let us make two comments here. Firstly, since we always assume $\Delta > d/2$ the included term would always appear in holographic renormalization. Hence it is a universal term and we can simply include it in our defining action if we feel like it. Secondly, notice that the cut-off $\delta$ is introduced for the sake of definition only. Formally, every object in the above expression has a non-trivial radial dependence and every formal definition must deal with this fact. For example, a proper definition of the integral in (3.24) requires an introduction of the cut-off that is eventually sent to zero. To summarize, the entire action $S_{\text{free}}$ does not depend on $\delta$ and the cut-off was introduced merely as a formal tool.

Now, by the analysis of the previous section we know that, when evaluated on a solution to the equation of motion, this action is finite if

$$\frac{d}{2} < \Delta < \frac{d}{2} + 1. \quad (3.44)$$

In particular, the 2-point function (3.37) follows,

$$\langle \langle O(k)O(-k) \rangle \rangle = (2\Delta - d) \frac{\Gamma \left( \frac{d}{2} - \Delta \right)}{\Gamma \left( \Delta - \frac{d}{2} \right)} \left( \frac{k^2}{2} \right)^{2\Delta - d}. \quad (3.45)$$

The idea of the dimensional renormalization method is to treat the action (3.43) and the correlators it produces as functions of dimensions $d$ and $\Delta$. The above 2-point function is analytic in $d$ and $\Delta$ as long as $2\Delta - d \neq 2n$. Therefore it represents the unique, analytically continued 2-point function for any such case. In particular no counterterms are required in order to obtain a finite correlator.

This may not seem like a substantial improvement over the holographic renormalization method, but this is only because for now we considered such a simple problem. A possibility of evaluating higher-point correlation functions without a need for any counterterms turns out to be a significant simplification as we will see in sections 6.1 and 6.2. Furthermore, as we will see in the following subsection, in cases when renormalization is required, only a single counterterm is needed and a direct identification between bulk and boundary counterterms is possible.

### 3.3.1 Regularization

As we can see from (3.45), the 2-point function exhibits singularities only in the special case when $2\Delta - d = 2n$ for a non-negative integer $n$ (we assume $\Delta > d/2$). Let us assume now that this is the case. As in the dimensional renormalization in QFT or hybrid renormalization we consider shifted dimensions $\hat{d}$ and $\hat{\Delta}$ defined by (2.9). Notice also that this parameterization differs from the one used in [40, 42, 43] as here we regulate actual dimensions. As before, not all choices of $u$ and $v$ regularize the 2-point function and we
need to work in a regularization scheme with \( u \neq 2v \). The regulated 2-point function then reads

\[
\langle \langle O(k) O(-k) \rangle \rangle_{\text{reg}} = (2\Delta - d) \frac{\Gamma \left( \frac{d}{2} - \Delta \right)}{\Gamma \left( \frac{\Delta - d}{2} \right)} \left( \frac{k}{2} \right)^{2\Delta - d} \]

\[
= \frac{(-1)^n k^{2n}}{4^{n-1}((n-1)!)^2} \left[ \frac{1}{(u-2v)\epsilon} + \left( -\frac{1}{2} \log k^2 + \log 2 - \gamma_E + H_{n-1} \right) + O(\epsilon) \right],
\]

(3.46)

where \( H_n = \sum_{j=1}^n j^{-1} \) denotes the \( n \)-th harmonic number. We assumed \( 2\Delta - d = 2n \) and \( u \neq 2v \) and hence the expression possesses a single pole in the regulator \( \epsilon \).

### 3.3.2 Renormalization

Let us start our discussion from the point of view of the dual QFT. The divergence in (3.46) can be removed by a counterterm of the form (3.14), where \( \phi_0 = \phi_{(\Delta - d)} \) is the source for the dual operator. To be precise one needs

\[
W_{\text{ct}}[\phi_0] = a_{\text{ct}} \int d^d x \phi_0 \Phi \Phi \phi_0^{(u-2v)\epsilon}
\]

(3.47)

with the value of the counterterm constant \( a_{\text{ct}} \) fixed by the divergence of the regulated 2-point function. Hence,

\[
a_{\text{ct}} = -\frac{1}{2 \cdot 4^{n-1}((n-1)!)^2} \left[ \frac{1}{(2v - u)\epsilon} + a_0 + O(\epsilon) \right],
\]

(3.48)

where \( a_0 \) is an arbitrary constant, so that the renormalized 2-point function becomes finite and reads

\[
\langle \langle O(k) O(-k) \rangle \rangle = \frac{(-1)^n k^{2n}}{4^{n-1}((n-1)!)^2} \left[ -\frac{1}{2} \log \left( \frac{k^2}{\mu^2} \right) + \log 2 - \gamma_E + H_{n-1} + a_0 \right].
\]

(3.49)

The entire constant can be incorporated into the renormalization scale \( \mu \). We see that this expression agrees with the form of the renormalized 2-point function in a CFT given by (3.16). For this particular model we find specific values of parameters,

\[
c_0' = -\frac{(-1)^n}{2 \cdot 4^{n-1}((n-1)!)^2}, \quad a_0' = 2(\gamma_E - \log 2 - H_{n-1} - a_0).
\]

(3.50)

Furthermore, for \( n = 1 \) we recover the result (3.41) obtained by the holographic renormalization method. The two expressions agree up to scheme-dependent terms, which can be adjusted by a redefinition of \( \mu \).

Now we want to understand the renormalization procedure from the bulk point of view. Consider the following term localized on the boundary of AdS,

\[
a_{\text{ct}} \lim_{z \to 0} \int z d^d x \sqrt{\gamma_{\Phi}} \Phi(n) \Phi
\]

(3.51)
and add it to the action (3.43). The value of constant $\bar{a}_{ct}$ is yet to be determined. By using expansion (3.29) one finds

$$
\bar{a}_{ct} \lim_{z \to 0} \int_z d^d x \sqrt{g} z \Phi \Box^n \Phi =
= \bar{a}_{ct} \lim_{z \to 0} \int_z d^d x z^{-d+2n} \Phi \partial^{2n} \Phi
= \bar{a}_{ct} \lim_{z \to 0} \int_z d^d x \left[ \phi(d-\Delta) \partial^{2n} \phi(d-\Delta) + \text{subleading in } z \right]
= \bar{a}_{ct} \int d^d x \phi(d-\Delta) \partial^{2n} \phi(d-\Delta). \tag{3.52}
$$

The key observation here is that, when the covariant term in the first line is expanded in the radial variable, it results in a finite term supported on the boundary of AdS. For this to hold, however, it is essential that dimensions match correctly, i.e., it is necessary that $2\Delta - d = 2n$ for a non-negative integer $n$. Only then the finite $z \to 0$ limit correctly reproduces the CFT counterterm (3.14) with $\epsilon = 0$. Therefore by adding a single counterterm (3.51) one should be able to render the 2-point function finite.

However, the above expression is valid in the bare, unregularized theory. In the theory regularized one finds instead

$$
\bar{a}_{ct} \int d^d x \sqrt{\gamma} \Phi \Box^n \Phi = \bar{a}_{ct} \int d^d x \left[ \frac{z}{L} \phi(d-\Delta) \partial^{2n} \phi(d-\Delta) + \text{subleading in } z \right], \tag{3.53}
$$

since dimensions $d$ and $\Delta$ are shifted according to (2.9), while the value of $n$ remained fixed by their unperturbed values. Hence the double limit $z, \epsilon \to 0$ is undefined. Note that in the regulated theory field $\Phi$ remains dimensionless as it follows from the requirement that the action remains dimensionless.

We can resolve this issue by inserting a compensating factor of $z^{-(u-2v)\epsilon}$ in the regularized theory. This, however, would violate the requirement that the action remains dimensionless for any dimensions $d$ and $\Delta$. Indeed, all coordinates have the dimension of the AdS radius $L$ and the dimension of the source $\phi(d-\Delta)$ equals $\Delta - d$. Therefore the counterterm (3.47) remains dimensionless even after the regularization procedure. Hence the compensating factor must use the only available scale: the radius of AdS, $L$. We conclude, that the correct form of the regularized counterterm having a finite $z, \epsilon \to 0$ limit is

$$
S_{ct} = \bar{a}_{ct} \lim_{z \to 0} \int_z d^d x \sqrt{g} z \Phi \Box^n \Phi \left( \frac{z}{L} \right)^{-(u-2v)\epsilon}
= \bar{a}_{ct} \int d^d x \phi(d-\Delta) \partial^{2n} \phi(d-\Delta) L^{-(u-2v)\epsilon}. \tag{3.54}
$$

Clearly, we have traded the problematic $z$ factor in (3.53) for a scale-dependence of the boundary counterterm!

Due to the additional minus sign in (1.1) we have $W_{ct} = -S_{ct}$. Hence, for the right hand side of the bulk counterterm (3.54) to match minus the boundary counterterm (3.47) we can set $\bar{a}_{ct} = -a_{ct}$ as well as

$$
L = \frac{1}{\mu}. \tag{3.55}
$$
This is the fundamental relation between an emergent renormalization scale \( \mu \) of the quantum theory leaving on the boundary of the AdS spacetime and the AdS radius \( L \) present in the classical bulk theory. Notice that this is not a postulate of any kind, but rather a derived result. To be precise one can maintain the equality of \((3.47)\) and \((3.54)\) by introducing an arbitrary positive factor \( \alpha \) in \((3.55)\), \( L = \alpha / \mu \), while simultaneously redefining the subleading counterterm constant \( a_0 \) in \((3.48)\) by an \( \alpha \)-dependent factor. Therefore an introduction of a proportionality factor \( \alpha \neq 1 \) results in finite, local, scheme-dependent terms removable by adjustments of counterterms. For that reason we may fix \( \alpha = 1 \).

### 3.3.3 Equivalence between counterterms

As we have seen above, in the special case \( 2\Delta - d = 2n \) a single counterterm \((3.54)\) is necessary in order to render the 2-point function finite. This is also a feature of the dimensional renormalization of a QFT as discussed in section 3.1.2. Furthermore, the two counterterms \((3.54)\) and \((3.47)\) are equal when the identification of scales \((3.55)\) is made. The equivalence of the dimensional renormalization schemes in the bulk and the dual QFT is the statement that bulk and boundary counterterms match. We have seen that the two counterterms

\[
S_{ct} = \lim_{z \to 0} \int_{z} d^d x \sqrt{\gamma_z} \Phi \square_z \Phi \left( \frac{z}{L} \right)^{-(u-2v)\epsilon},
\]

\[
W_{ct} = \int d^d x \phi_{(d-\Delta)\n} \partial^n \phi_{(d-\Delta)\mu}^{-(u-2v)\epsilon}
\]

are equal provided \((3.55)\) holds. The existence of counterterms requires the condition \( 2\Delta - d = 2n \) to be satisfied for a non-negative integer \( n \). Therefore the map implementing equivalence of the two schemes assigns

\[
S_{ct}[\Phi; \epsilon, L] \mapsto -W_{ct}[\phi_{(d-\Delta)\n}; \epsilon, \mu^{-1}].
\]

The awkward minus sign arises due to the minus sign in the AdS/CFT defining equation \((1.1)\). Without the minus sign their contributions to correlation functions would have opposite signs.

First let us argue that \((3.56)\) and \((3.57)\) are indeed the most general counterterms contributing to the 2-point functions. From the point of view of the dual CFT all possible counterterms are classified by dimensions. For a counterterm to contribute to the 2-point function of an operator \( O \), one needs exactly two sources \( \phi_0 \). Locality implies that an even number of derivatives may appear. Any term containing two sources of conformal dimension \( \Delta - d \) and \( 2n \) derivatives has a total dimension \( 2(\Delta - d) + 2n \). For the entire counterterm action to be scale-invariant one needs this to be equal to \( -d \). Hence we arrive at the conclusion that the most general counterterm in the regulated theory takes form \((3.57)\) and requires \( 2\Delta - d = 2n \) for a non-negative integer \( n \). The renormalization scale \( \mu \) appears on dimensional grounds so that the entire expression remains dimensionless in the regularized theory.

From the bulk point of view every counterterm should be built up from covariant quantities such as the bulk field \( \Phi \), so that Poincaré symmetries of the dual theory are
maintained. The counterterm contributing to the 2-point function requires two boundary sources and from linearity of the equation of motion (3.26) it requires two bulk fields. Locality demands a dependence on an even number of derivatives. While in the holographic renormalization scheme there is plenty of terms satisfying these conditions, in the dimensional scheme one has an important additional constraint: no scale. The AdS radius $L$ may appear only with powers proportional to the regulator $\epsilon$ since otherwise the dual QFT would contain an explicit dependence on the scale. And the lack of any cut-off requires that a valid bulk counterterm in the dimensional regularization scheme must live on the boundary! This can happen only if fields have an appropriate radial expansion. The leading term of the bulk field $\Phi$ is the source term proportional to $z^{d-\Delta}$. Each covariant derivative induced on a slice of constant $z$ comes with the factor of $z$ and $\sqrt{\gamma_z} = z^{-d}$. Altogether the integrand of (3.57) is supported on the boundary only if $2\Delta - d = 2n$ is satisfied for a non-negative integer $n$.

This shows that (3.56) and (3.57) represent all possible counterterms in dimensionally regulated theories. From (3.54) we also know that $S_{ct}$ reduces to $W_{ct}$ when fields are expanded in the radial variable.

A last missing piece of information is how to reconstruct the bulk counterterm from the boundary one. To do it, one needs to invert expansions of bulk fields in terms of boundary data. However, due to the limit in (3.56), it is always the most leading term in the expansion of the bulk field that matters. Hence, given the boundary counterterm (3.57) its bulk covariant version is obtained by substitutions,

$$
\phi(\hat{d}-\hat{\Delta}) \mapsto \Phi z^{-(\hat{d}-\hat{\Delta})}, \quad \partial_i \mapsto z^{-1}\nabla_i, \quad d^d x \mapsto d^d x \sqrt{\gamma} \tag{3.59}
$$

together with (3.55). Explicit powers of the radial variable cancel leading to (3.56).

This finalizes the proof of the equivalence of the bulk and boundary dimensional renormalization procedures as far as 2-point functions go. In the following sections we generalize this procedure to higher-point correlation functions and we show that the equivalence holds true.

The emergence of the renormalization scale in the holographic renormalization is usually attributed to the cut-off, [1, 2, 39]. In the dimensional renormalization scheme the renormalization scale is related to the AdS scale $L$ by (3.55). This is a very natural phenomenon. The AdS theory is a classical theory and does not require any additional scales. Furthermore the dimensional regularization method does not introduce any additional scales, so the only possibility is a relation between the AdS radius $L$ and the renormalization scale $\mu$. This is what we found in equation (3.55).

### 3.3.4 Scaling anomaly

In the dimensional renormalization the scaling anomaly arises as a failure of the counterterms to be scale-invariant. Consider an infinitesimal rescaling of the boundary according to $\delta_\sigma x = \sigma x$. Since the theory is conformal, the infinitesimal transformation of the source $\phi_0$ is,

$$
\delta_\sigma \phi_0(x) = \sigma \left[ x^i \partial_j \phi_0 - (\Delta - d) \phi_0 \right], \tag{3.60}
$$
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Therefore the scale variation of the CFT counterterm (3.47) in the regulated theory reads
\[ \delta_{\sigma} W_{ct} = (2v - u)\epsilon W_{ct} = \mu \frac{d}{d\mu} W_{ct}. \] (3.61)

Since the counterterm constant (3.48) multiplying such a counterterm is of order \(1/\epsilon\), this leads to the violation of scale invariance. Indeed, the 2-point function (3.49) depends on the renormalization scale \(\mu\),
\[ \mu \frac{d}{d\mu} \langle O(k)O(-k) \rangle = -L \frac{d}{dL} \langle O(k)O(-k) \rangle = \frac{(-1)^{n-1}k^{2n}}{4^{n-1}[(n-1)!]^2}. \] (3.62)

From the point of view of the bulk theory the failure of the dual CFT to be non-anomalous stems from the fact that the corresponding counterterm (3.56) fails to be invariant under the corresponding isometry of AdS. Indeed, an explicit dependence on the radial coordinate breaks the invariance under the scalings, \(\delta_{\sigma} x = \sigma x\) and \(\delta_{\sigma} z = \sigma z\). The variation of the counterterm (3.54) then reads
\[ \delta_{\sigma} S_{ct} = (2v - u)\epsilon S_{ct} = -L \frac{d}{dL} S_{ct}. \] (3.63)

As expected, anomalies derived in AdS and in the dual CFT agree provided (3.55) is used.

Let us also comment to what extent the customarily assumed relation between the renormalization scale \(\mu\) and the radial variable \(z\) holds. Notice that by introducing the compensating factor of \((z/L)^{(u-2v)\epsilon}\) in (3.56) we effectively exchanged the \(z^{(u-2v)\epsilon}\) factor in the expansion (3.53) for \(L^{(u-2v)\epsilon}\). In other words an explicit dependence of counterterms on the radial variable \(z\) in (3.56) is the same as an explicit dependence of (3.57) on the renormalization scale \(\mu\). Recall that the regulated theory is non-anomalous and hence the only source of the scale dependence in the renormalized theory is via counterterms, as indicated by equation (2.10). We arrive at the conclusion that
\[ \mu \frac{\partial}{\partial \mu} = -L \frac{\partial}{\partial L} = z \frac{\partial}{\partial z}. \] (3.64)

These can be applied to a renormalized on-shell action or a renormalized generating functional. One needs to remember about a relative sign in (1.1).

4 Higher-point functions

Now we start investigations into dimensional renormalization of higher-point correlation functions of a holographic theory. In this section we lay ground for the subsequent renormalization procedure and deal with all technicalities. This involves the analysis of a radial expansion of bulk fields, an extraction of vev coefficients, regularization procedure and analytic continuation of correlation functions. In particular we show that regulated correlation functions of the dual field theory are analytic functions of dimensions and hence methods of complex analysis can be applied. Finally we identify and classify all divergences that may appear in the regulated correlators.
4.1 Bulk problem

We consider a real scalar bulk field $\Phi$ governed by the action with a potential $V(\Phi)$ having a Taylor series expansion around $\Phi = 0$. However, for simplicity, we will limit our considerations to a single monomial in the potential, i.e., we consider the action

$$ S = \int_0^\infty dz \int d^d x \sqrt{g} \left[ \frac{1}{2} \partial_\mu \Phi \partial^\mu \Phi + \frac{1}{2} m^2 \Phi^2 - \frac{\lambda}{M} \Phi^M \right], $$

(4.1)

for a fixed integer $M \geq 3$. As it stands this action is useful for the derivation of the equations of motion,

$$ (-\Box_g + m^2 - \lambda \Phi^{M-2}) \Phi = 0. $$

(4.2)

The coupling constant $\lambda$ is dimensionless, $[\lambda] = 0$. We assume Dirichlet boundary condition, i.e., the asymptotic boundary condition

$$ \Phi = z^{d-\Delta} \phi_{(d-\Delta)} + \text{subleading in } z. $$

(4.3)

This prescription is valid if the source term $\phi_{(d-\Delta)}$ is the most leading term in the radial expansion, which happens for $\Delta < d$. Note that this is a genuine asymptotic problem and no cut-off of any sort is required.

In order to proceed with the dimensional renormalization method we must be a little more careful about the definition of the action (4.1). In order to add interactions to the bulk system, we should add them to the free theory action (3.43). In this way out starting point is

$$ S = \lim_{\delta \to 0} \int_0^\infty dz \int_\delta d^d x \sqrt{\gamma} \left( \frac{1}{2} \partial_\mu \Phi \partial^\mu \Phi + \frac{1}{2} m^2 \Phi^2 - \frac{\lambda}{M} \Phi^M \right) + \frac{1}{2} (d-\Delta) \int_\delta d^d x \sqrt{\gamma} \Phi^2. $$

(4.4)

As before, the action does not depend on the cut-off, which is used merely as a tool for the sake of the definition. The boundary term does not alter equations of motion.

In section 3.3 we have argued that the free theory action (3.43) converges in an non-empty, open range of parameter space defined by (3.44). In the following sections we will show that the interacting action (4.4) converges whenever the following inequalities are satisfied,

$$ \frac{d}{2} < \Delta < \min \left( \frac{d}{2} + 1, \frac{M-1}{M-d} \right). $$

(4.5)

We state this condition here, since through the remainder of this paper it will reappear repeatedly on a regular basis. Notice that the condition produces a non-empty subset of the parameter space $(d, \Delta)$ for any $M > 2$ and hence our further conclusions are applicable for any analytic potential $V(\Phi)$.

4.1.1 Perturbative solution

The equation of motion (4.2) can be solved perturbatively in $\lambda$. Throughout our analysis we treat $\lambda$ as a formal, ‘infinitesimal’ parameter and we are oblivious to the issues of convergence of the perturbative series. This is a perfectly justified approach if we are interested in correlation functions of the dual CFT.
From now on, we follow the notation of [17] and by \{-\} we denote the order of any function with respect to the coupling constant \(\lambda\). With this convention we may write
\[
\Phi(z, x) = \Phi_{\{0\}}(z, x) + \lambda \Phi_{\{1\}}(z, x) + \lambda^2 \Phi_{\{2\}}(z, x) + O(\lambda^3)
\] (4.6)
and substitute it to the equation of motion (4.2). This leads to the infinite tower of equations with the first three being,
\[
\begin{align*}
(-\Box + m^2)\Phi_{\{0\}} &= 0, \\
(-\Box + m^2)\Phi_{\{1\}} &= \Phi_{\{0\}}^{M-1}, \\
(-\Box + m^2)\Phi_{\{2\}} &= (M-1)\Phi_{\{0\}}^{M-2}\Phi_{\{1\}}, \quad (4.7)
\end{align*}
\]
and so on. For \(n \geq 1\) the equation satisfied by \(\Phi_{\{n\}}\) reads
\[
(-\Box + m^2)\Phi_{\{n\}} = \sum_{(n_j)} \prod_{j=1}^{M-1} \Phi_{\{n_j\}}, \quad (4.8)
\]
where the sum on the right hand side is taken over all sequences \((n_1, n_2, \ldots, n_{M-1})\) of non-negative integers such that \(\sum_{j=1}^{M-1} n_j = n - 1\). When Fourier transformed to momentum space, each equation becomes an inhomogeneous ordinary differential equation. Therefore each \(\Phi_{\{n\}}\) is given by a sum of a homogeneous solution and an inhomogeneous one. The homogeneous part takes form of the free field equation and is determined by the boundary condition of order \(\lambda^n\), i.e., \(\phi_{\{n\}(d-\Delta)}\). Therefore, perturbative solution of order \(\lambda^n\) can be written as
\[
\Phi_{\{n\}}[\phi(d-\Delta)] = \Phi_{\{n\}}\text{inhom}[\phi(d-\Delta)] + \Phi_{\{0\}}[\phi_{\{n\}(d-\Delta)}]. \quad (4.9)
\]
The inhomogeneous part of the solution \(\Phi_{\{n\}}\text{inhom}\) depends on lower order sources \(\phi_{\{k\}(d-\Delta)}\) for \(k < n\). This part of the solution can be expressed in terms of Witten diagrams. At each step a homogeneous part \(\Phi_{\{0\}}[\phi_{\{n\}(d-\Delta)}]\) can be added, which is sourced by \(\phi_{\{n\}(d-\Delta)}\).

From the point of view of the dual CFT the source \(\phi_0\) is identified with the leading source term \(\phi_{\{0\}(d-\Delta)} = \phi_0\). In principle, one could also turn on subleading sources in \(\lambda\), but these will contribute locally to correlation functions and from the point of view of the dual CFT can be removed by source redefinition. On the other hand – as we will see – divergent subleading sources will essentially appear when non-trivial renormalization is required. Therefore, we will allow for subleading terms in the source coefficient to be turned on.

Let us continue the discussion of the perturbative solution to the equation of motion. The inhomogeneous part of the solution can be represented in terms of propagators. Bulk-to-bulk propagator in position space is denoted by \(G_{d,\Delta}(z, x; z’, x’)\) and bulk-to-boundary propagator by \(K_{d,\Delta}(z, x; x’)\). The bulk-to-boundary propagator \(K_{d,\Delta}\) is defined by
\[
\begin{align*}
(-\Box + m^2)K_{d,\Delta}(z, x; x’) &= \delta(z)\delta(x - x’), \\
\lim_{z \to 0}[z^{-(d-\Delta)}K_{d,\Delta}(z, x; x’)] &= 1, \quad (4.10) \\
K_{d,\Delta}(\infty, x; x’) &= 0.
\end{align*}
\]
while the bulk-to-bulk propagator $G_{d,\Delta}$ solves
\[
\begin{cases}
(-\Box_g + m^2)G_{d,\Delta}(z, x; x') = \frac{1}{\sqrt{g}}\delta(z - z')\delta(x - x'), \\
\lim_{z_0\to 0}[z^{-(d-\Delta)}G_{d,\Delta}(z, x; z', x')] = 0, \\
G_{d,\Delta}(\infty, x; z', x') = 0.
\end{cases}
\] (4.11)

Position space solutions to these equations can be found in standard lecture notes on AdS/CFT, see for example [39]. When Fourier transformed in boundary directions one obtains their momentum space versions. The bulk-to-boundary propagator is
\[
K_{d,\Delta}(z, k) = \frac{2^{\frac{d-\Delta+1}{2}}}{\Gamma\left(\Delta - \frac{d}{2}\right)}k^{\Delta - \frac{d}{2}}z^{\frac{d}{2}}K_{\Delta - \frac{d}{2}}(kz)
\] (4.12)
while for the bulk-to-boundary propagator one finds
\[
G_{d,\Delta}(z, k; \zeta) = \begin{cases} 
(z\zeta)^{d/2}I_{\Delta - \frac{d}{2}}(k\zeta) & \text{for } z \leq \zeta, \\
(z\zeta)^{d/2}I_{\Delta - \frac{d}{2}}(k\zeta)K_{\Delta - \frac{d}{2}}(kz) & \text{for } z > \zeta,
\end{cases}
\] (4.13)

In terms of the propagators, perturbative solutions to the equation of motion with the asymptotic boundary condition are
\[
\Phi_{\{0\}}(z, x) = \int d^d x' \sqrt{g(x')}K_{d,\Delta}(z, x; x')\phi_{\{0\}(d-\Delta)}(x'),
\] (4.14)
\[
\Phi_{\{n\}}^{inhom}(z, x) = \int dz' d^d x' \sqrt{g(z', x')}G_{d,\Delta}(z, x; z', x')\sum_{(n_j)}^{M-1} \prod_{j=1}^{M-1} \Phi_{\{n_j\}}(z', x')
\] (4.15)

These are position space expressions, which Fourier transform into
\[
\Phi_{\{0\}}(z, k) = K_{d,\Delta}(z, k)\phi_{\{0\}(d-\Delta)}(k),
\] (4.16)
\[
\Phi_{\{n\}}^{inhom}(z, k) = \int_0^{\infty} d\zeta \sqrt{g(\zeta)} G_{d,\Delta}(z, k; \zeta)\sum_{(n_j)}^{M-1} \left(\star_{j=1}^{M-1} \Phi_{\{n_j\}}\right)(\zeta, k),
\] (4.17)

where $\star_{j=1}^{M-1}$ denotes an $(M-2)$-fold convolution with respect to momentum,
\[
\left(\star_{j=1}^{M-1} \Phi_{\{n_j\}}\right)(\zeta, k) = \int \frac{d^d q_1}{(2\pi)^d} \cdots \int \frac{d^d q_{M-2}}{(2\pi)^d} \Phi_{\{n_1\}}(\zeta, q_1)\Phi_{\{n_2\}}(\zeta, q_2 - q_1) \cdots \times \Phi_{\{n_{M-2}\}}(\zeta, q_{M-2} - q_{M-3})\Phi_{\{n_{M-1}\}}(\zeta, k - q_{M-2}).
\] (4.18)

As in (4.8) the sums are taken over all sequences $(n_1, n_2, \ldots, n_{M-1})$ of non-negative integers such that $\sum_{j=1}^{M-1} n_j = n - 1$. The right hand sides of these equations depend on lower order perturbative solutions $\Phi_{\{k\}}$ with $k < n$. Hence, they can be solved recursively order by order in $\lambda$. The recursive nature of (4.17) is best visible in its graphical representation by means of the Witten diagrams in Figure 1.
By expanding the bulk-to-bulk propagator in (4.17) according to (4.13), the perturbative solution reads

$$
\Phi_{\text{inhom}}(z, k) = z^{d/2} K_{\Delta - \frac{d}{2}}(kz) \int_0^z d\zeta \zeta^{-d/2-1} I_{\Delta - \frac{d}{2}}(k\zeta) \sum_{\{n_j\}} \left( \star^{M-1} \Phi_{\{n_j\}} \right)(\zeta, k) + z^{d/2} I_{\Delta - \frac{d}{2}}(kz) \int_0^\infty d\zeta \zeta^{-d/2-1} K_{\Delta - \frac{d}{2}}(k\zeta) \sum_{\{n_j\}} \left( \star^{M-1} \Phi_{\{n_j\}} \right)(\zeta, k).
$$

(4.19)

Since both propagators vanish exponentially fast at $z = \infty$ the second integral is always convergent. The first integral, however, may diverge at $\zeta = 0$, but only if $\Delta \geq d$. Indeed, if $\Delta < d$, then the source term $\phi(d - \Delta)$ is the most leading term in each perturbative solution $\Phi_{\{n_j\}}$. Hence the most leading term in the radial expansion of the first integrand is $\zeta^{(M-2)(d-\Delta)-1}$ and so the integral converges. If, on the other hand, $\Delta \geq d$, terms more leading than the source may appear and the integral diverges.

4.1.2 Radial expansion

First recall that the structure of the asymptotic expansion of $\Phi$ can be easily inferred from the equation of motion, for specific expressions see [17, 39]. The zeroth order expansion is given by (3.29). The exact form of the expansion of subleading terms in $\lambda$ depends on specific values of parameters $d$ and $\Delta$. If certain discreet conditions are met, the expansion would contain logarithmic terms, such as these encountered in (3.29) for $2\Delta - d = 2n$. However, since such cases form a discreet subset of the parameter plane $(d, \Delta)$ and we will regularize our theory by shifting the dimensions, we may concentrate on a generic case where no logarithms appear.

Assuming $\Delta < d$, the most leading term in the radial expansion of $\Phi$ is the source term $\phi(d - \Delta)$. There are, however, three candidates for the first subleading term. These are either the first subleading term in $\Phi_{\{0\}}$ of order $d - \Delta + 2$, the vev term $\phi(\Delta)$ of order $\Delta$, or a leading term of the perturbative solution $\Phi_{\{1\}}$. By looking at the equation of motion...
we find that the aforementioned terms in the radial expansion of $\Phi$ are

$$
\Phi = z^{d-\Delta} \phi_{(d-\Delta)} + z^{d-\Delta+2} \phi_{(d-\Delta+2)} + \cdots + z^{(M-1)(d-\Delta)} \phi_{((M-1)(d-\Delta))} + \cdots + z^\Delta \phi_{(\Delta)} + \cdots,
$$

(4.20)

Notice that if $\Delta < d$, then $(M-1)(d-\Delta) > d - \Delta$ and hence all omitted terms are subleading with respect to the ones written explicitly. If, however, $\Delta \geq d$, then $d - \Delta < 0$ and every next perturbative solution $\Phi_{\{n\}}$ contains terms of even more negative powers than $\Phi_{\{n-1\}}$. In such a case the source term is no longer the most leading term in the radial expansion.

Given $\phi_{(d-\Delta)}$ and $\phi_{(\Delta)}$ all remaining coefficients are locally determined by the equations of motion. For example,

$$
\phi_{((M-1)(d-\Delta))} = \frac{\lambda \phi_{(d-\Delta)}^{M-1}}{M(M-2)(d-\Delta) \left( \frac{M-1}{M} d - \Delta \right)}.
$$

(4.21)

Not surprisingly this expression becomes ill-defined whenever $\Delta = d$ or $\Delta = (M-1)d/M$, which is part of the upper bound in (4.5).

For further analysis it will be important to classify all terms that can appear in $\Phi$ and in $\Phi_{\{n\}}$ for a given $n$. Since every term $\phi_{(\alpha)}$ in the radial expansion of $\Phi$ is a local functional of the source $\phi_{(d-\Delta)}$ and the vev $\phi_{(\Delta)}$ the only allowed values of $\alpha$ are those satisfying

$$
\alpha = p(d - \Delta) + q\Delta + 2r,
$$

(4.22)

where $p, q, r$ are non-negative integers such that

$$
p + q = k(M - 2) + 1
$$

(4.23)

for some non-negative integer $k$ and no restriction on $r$. Clearly, $p$ counts the number of sources, $q$ - the number of vevs and $2r$ the number of derivatives in the coefficient $\phi_{(\alpha)}$. For example, the term (4.21) arises as $p = M - 1$ and $q = r = 0$, which is the first allowed term with $k = 1$.

If one limits themselves to the analysis of possible terms appearing in the $n$-th perturbative solution $\Phi_{\{n\}}$, then the condition (4.23) is accompanied with the requirement $k \leq n$. All these facts follow from equation (4.19) and simple combinatorics.

### 4.1.3 Canonical momentum and 1-point function

The AdS/CFT correspondence (1.1) dictates that the 1-point function in the dual field theory is given by a derivative of the on-shell action with respect to the source $\phi_{(0)(d-\Delta)} = \phi_0$,

$$
\langle \mathcal{O}(x) \rangle_s = \frac{\delta S}{\delta \phi_{(d-\Delta)}(x)} = \int d^d u d z \frac{\delta S}{\delta \Phi(z, u)} \frac{\delta \Phi(z, u)}{\delta \phi_{(d-\Delta)}(x)}.
$$

(4.24)
While for $\Delta < d$ the second functional derivative produces a delta function with the specific power of the radial variable, $z^{d-\Delta} \phi(u-x) \delta(z)$, the first term is identified with the canonical momentum following from action (4.4),

$$\Pi(z, u) = \frac{1}{\sqrt{\gamma}} \frac{\delta S}{\delta \Phi(z, u)} = -z \partial_z \Phi(z, u) + (d - \Delta) \Phi(z, u).$$  (4.25)

Assume $\Delta < d$. When expanded in powers of the radial variable the canonical momentum has the same form of the expansion as the bulk field in (4.20),

$$\Pi = 0 \times z^{d-\Delta} \phi_{(d-\Delta)} - 2z^{d-\Delta+2} \phi_{(d-\Delta+2)} + \ldots$$
$$- (M - 2)(d - \Delta) z^{(M-1)(d-\Delta)} \phi_{((M-1)(d-\Delta))} + \ldots$$
$$- 2\Delta - d z^\Delta \phi_{(\Delta)} + \ldots,$$  (4.26)

where in each line the omitted terms are subleading with respect to the ones written explicitly.

The expression (4.24) for the 1-point function is well-defined if the leading term in the radial expansion of the canonical momentum is the vev term of order $\Delta$. As we can see this occurs exactly when the condition (4.5) is satisfied. This means that the identity

$$\langle O(x) \rangle_s = \lim_{z \to 0} z^{-\Delta} \Pi(z, x) = -(2\Delta - d) \phi_{(\Delta)}(x).$$  (4.27)

holds when the condition (4.5) is satisfied. Consequently, it must hold in the regulated theory as long as singularities are absent. This statement the vev coefficient $\phi_{(\Delta)}$ to be an analytic function of dimensions, the fact that we will prove in section 4.2.3.

### 4.2 Correlation functions

Having defined the usual asymptotic problem for the bulk scalar field $\Phi$ and extracting the 1-point function by means of the formula (4.27), we may extract correlation functions and show their analyticity in dimensions $d$ and $\Delta$.

#### 4.2.1 Extraction of the vev

In lieu of the relation (4.27) one needs to evaluate the vev coefficient $\phi_{(\Delta)}$ of the $n$-th perturbative solution (4.19). The radial expansion of the second integral in (4.19) can be obtained by noticing that

$$(z\zeta)^{d/2} I_{-\frac{d}{2}}(kz) K_{-\frac{d}{2}}(\zeta) = \frac{z^\Delta}{2\Delta - d} K_{d,\Delta}(\zeta, k) + O(z^{\Delta+2}),$$  (4.28)

where $K_{d,\Delta}$ is the bulk-to-boundary propagator. Hence, due to the prefactor of $z^\Delta$, one needs to extract a constant term $z^0$ from the actual integral. This formally amounts to taking the lower integration limit $z = 0$. On the level of Witten diagrams in Figure 1 it corresponds to moving the bulk point $(z, x)$ to the boundary, leading to the expression,

$$\phi_{(n)}(\Delta)(k) = \frac{1}{2\Delta - d} \int_0^\infty d\zeta \sqrt{g(\zeta)} K_{d,\Delta}(\zeta, k) \sum_{(n_j)} \left( *_{j=1}^{M-1} \Phi_{(n_j)} \right) (\zeta, k).$$  (4.29)
By using (4.27) we arrive at the 1-point function of order $\lambda^n$,
\[
\langle O(k) \rangle_{\{n\},s} = -\int_{0}^{\infty} d\zeta \sqrt{g(\zeta)} K_{d,\Delta}(\zeta, k) \sum_{\langle n_j \rangle} \left( \ast_{j=1}^{M-1} \Phi_{\{n_j\}} \right) (\zeta, k).
\]
(4.30)

Let us recall that the sum is taken over all sequences $(n_1, n_2, \ldots, n_{M-1})$ of non-negative integers such that $\sum_{j=1}^{M-1} n_j = n - 1$.

This standard procedure [19] is valid under two assumptions. The integral in (4.29) must converge and the first integral in (4.19) cannot contribute to the vev coefficient. To check the first condition one can count powers of the radial variable in the expansion of the integrand in (4.29). Assuming $\Delta < d$, the most leading term of any $\Phi_{\{n_j\}}$ does not exceed a source term. Hence, the most leading term in the power expansion of the integrand is $\zeta^{(M-1)d-M\Delta-1}$. Therefore the integral converges for $\Delta < (M-1)d/M$. Once again we recover the condition (4.5).

The same method can be applied to the analysis of the first integral in (4.19). By power counting one finds that this expression does not contain terms of order $z^\Delta$ as long as the condition (4.5) is satisfied. Hence we see that equation (4.30) holds for any dimensions satisfying condition (4.5).

4.2.2 Functional dependence

In the next section we will analytically continue the theory in $d$ and $\Delta$. For that to work we have to actually define what we mean by such a continuation. For example, in case of the usual Feynman diagram calculations in a QFT it is results of momentum space integrals that are continued in $d$. In a similar fashion we want to regard expressions such as (4.30) as a function of $d$ and $\Delta$ and analytically continue the result.

To make this precise, consider the on-shell action or the generating functional $W$ as a functional of the CFT source $\phi_{\{0\}}(d-\Delta) = \phi_0$. When expanded in $\phi_0$, each term represents a correlation function. Whether in position or momentum space, each $N$-point function is a function of $N$ vectors: the ‘arguments’ of the dual operators $O(x_j)$. However, due to homogeneity and isotropy of constant radial slices of the AdS spacetime, any correlation function depends on scalar distances only $x_{ij} = |x_i - x_j|$. In momentum space this translates into the dependence on scalar products $k_{ij} = k_i \cdot k_j$ with $i \neq j$. Therefore we may consider any $N$-point function to be a scalar function of $N(N-1)/2$ scalar parameters. These parameters and their number do not depend on dimensions $d$ or $\Delta$. At least for $d$ sufficiently large no geometrical dependencies between different $x_{ij}$ exist and so all these variables are independent. Hence, if values of $x_{ij}$ or $k_{ij}$ are kept fixed, the correlation function becomes a function of $d$ and $\Delta$. It will be the task of the next section to show that this dependence is in fact analytic.

By simple counting of legs in a Witten diagram one finds that for a given $n$ the perturbative solution $\Phi_{\{n\}}$, and hence also its coefficient $\phi_{\{n\}(\Delta)}$, depend functionally on exactly
\[
N_n = n(M - 2) + 1
\]
(4.31)
sources \( \phi_{(0)(d-\Delta)} = \phi_0 \). Therefore, if we define kernels \( \mathcal{W}_n \) according to
\[
\langle O(x) \rangle_{\{n\}\text{,}s} = \int d^d x_1 \ldots \int d^d x_N, \mathcal{W}_n(x; x_1, \ldots, x_N) \phi_0(x_1) \ldots \phi_0(x_N), \quad (4.32)
\]
then the \((N_n + 1)\)-point function reads
\[
\langle O(x) O(x_1) \ldots O(x_{N_n}) \rangle = (-1)^{N_n} \left. \frac{\partial^{N_n} \langle O(x) \rangle_s}{\partial \phi_0(x_1) \ldots \partial \phi_0(x_N)} \right|_{\phi_0=0}
= (-1)^{N_n} \lambda^n \sum_{\sigma \in S_{N_n}} \mathcal{W}_n(x; x_{\sigma(1)}, \ldots, x_{\sigma(N_n)})
= (-1)^{N_n} N_n! \lambda^n \mathcal{W}_n(x; x_1, \ldots, x_{N_n}). \quad (4.33)
\]
The sum extends over all permutations \( \sigma \) of the set \( \{1, 2, \ldots, N_n\} \) and in the last line we have used the fact that kernels \( \mathcal{W}_n \) are symmetric in all their arguments. This follows from the symmetry of the defining equation (4.15) best visualized in the complete symmetry of the sum of the corresponding Witten diagrams. Finally, the entire generating functional \( W \) can be built up out of \( \phi_{(n)(\Delta)} \) by combining correlation functions. We find
\[
W[\phi_0] = \sum_{n=0}^{\infty} \lambda^n \frac{(-1)^{N_n}}{N_n + 1} \int d^d x \langle O(x) \rangle_{\{n\}\text{,}s} \phi_0(x)
= \sum_{n=0}^{\infty} \lambda^n \frac{(-1)^{N_n+1}}{N_n + 1} \int dz d^d x \sqrt{g} \Phi_{\{0\}} \sum_{(n_j)} \prod_{j=1}^{M-1} \Phi_{(n_j)}, \quad (4.34)
\]
where in the last line we used a position space version of (4.29) as well as the zeroth order solution (4.14). The generating functional is a formal power series in the coupling \( \lambda \) with the term of order \( \lambda^n \) containing exactly \( N_n + 1 \) sources and its kernel is proportional to the \((N_n + 1)\)-point function. We conclude that the kernels \( \mathcal{W}_n \) defined in equation (4.32) are directly proportional to the correlation function and hence they are the objects that can be regarded as functions of dimensions \( d \) and \( \Delta \). These are the objects whose analytic properties we will analyze in the next section.

### 4.2.3 Analytic continuation

In previous sections we have shown that the expression (4.30) defining the 1-point function with sources turned on converges if condition (4.5) is satisfied. We may regard each vev coefficient \( \phi_{(n)(\Delta)} \) a function of dimensions \( d \) and \( \Delta \) by looking at its kernel \( \mathcal{W}_n \) defined in (4.32). In this section we want to show that \( \mathcal{W}_n \) are analytic functions of \( d \) and \( \Delta \) in the strip given by the complex version of the condition (4.5),
\[
\frac{\text{Re} \, d}{2} < \text{Re} \, \Delta < \min \left( \frac{\text{Re} \, d}{2} + 1, \frac{M-1}{M} \text{Re} \, d \right). \quad (4.35)
\]
Assuming that being true, all correlation functions can be analytically extended beyond this region. Therefore, if one derives an expression for some correlation function as a
function of dimensions, this expression is valid for any \( d \) and \( \Delta \) as long as the expression is non-singular.

The analyticity follows from a rather standard combination of Hartog, Morera, Cauchy and Fubini theorems. The Hartog theorem states that analyticity in two variables is equivalent to the analyticity in each variable separately. The Cauchy theorem states that in a simply-connected domain all integrals of an analytic function over closed curves vanish. The Morera theorem implies the opposite: if an integral of a function vanishes for any closed curve in a domain, then this function is analytic in this domain. The Fubini theorem allows for a change of the order of integration of a function \( f \) of several variables: for example the change is allowed if any iterated integral of \( |f| \) exists.

Consider the expression (4.29) that defines \( \phi_{\{n\}}(\Delta) \) and its kernel \( W_n \) in (4.32). We want to show that for any closed curve \( C \) in the parameter space \((d, \Delta) \in \mathbb{C}^2\) completely contained in the region (4.35),

\[
\int_C W_n(d, \Delta) \, dd = 0, \quad \int_C W_n(d, \Delta) \, d\Delta = 0.
\]

(4.36)

Then, by the combination of Hartog and Morera theorem \( W_n(d, \Delta) \) would be analytic in (4.35).

Consider expression (4.29) for the vev coefficient. By using (4.16) and (4.17) recursively, one can rewrite it as a long expression containing a number of integrals of propagators and determinants \( \sqrt{g} \) and depending on the source \( \phi_{\{0\}}(d-\Delta) \). In order to calculate (4.36) we have to commute the contour integrals through all integrals appearing in the expansion of (4.29). By Fubini theorem this would be allowed if the series of integrals in (4.29) converges when each term is replaced by its absolute value. Indeed, first notice that for a real \( \nu \) the Bessel functions \( K_\nu(x) \) and \( I_\nu(x) \) are non-negative for all \( x > 0 \) and hence each term in the full expansion is positive in such case. Then, if \( \Delta - d/2 \) becomes complex, one can use the estimates

\[
|K_{a+bi}(x)| \leq 2K_a(x), \quad |I_{a+bi}(x)| \leq \sqrt{\cosh(\pi b)}I_a(x),
\]

(4.37)

valid for any \( x, a > 0 \) and real \( b \). Hence, the change of the order of integration is allowed.

Finally, we need to prove that the integrand in the full expansion of (4.29) is analytic, so that the contour integrals (4.36) vanish by Cauchy theorem. Notice that each propagator is an explicit combination of Bessel and power functions and all three functions \( \nu \mapsto K_\nu(z) \), \( \nu \mapsto I_\nu(z) \) and \( \nu \mapsto z^\nu \) are analytic for \( \text{Re} \, z > 0 \) and \( \text{Re} \, \nu > 0 \). Hence the product of propagators and power functions is analytic in \( d \) and \( \Delta \) and by the Cauchy theorem (4.36) vanishes. This proves the analyticity of the kernels (4.32) and hence the analyticity of all regulated correlation functions of the dual CFT with respect to dimensions \( d \) and \( \Delta \) in the region (4.35).

The conclusion is this: whatever quantity one calculates in a specific system, first calculate it for general \( d \) and \( \Delta \). If the expression is well-defined inside the range (4.5), then its analytic continuation is unique. For example, if one is interested in correlation functions of some operator of dimension \( \Delta \geq d \), then one calculates the correlation function in this range and the solution can be analytically continued outside the region. The obtained expression is a valid correlation function for the case of interest – if it exists.
4.3 Divergences

Now that we have shown analytic properties of all correlation functions, we may look for singularities of their analytically continued expressions. Correlation functions are given recursively by a composition of equations (4.16), (4.17) and (4.29). First, notice that both bulk-to-boundary and bulk-to-bulk propagators are continuous functions of dimensions $d$ and $\Delta$, as one clearly sees from exact expressions (4.12) and (4.13). This means that the zeroth order solution $\Phi_{\{0\}}$ given by (3.32) is never singular and it is a continuous function of dimensions. Note that this does not imply that all coefficients in the radial expansion of $\Phi_{\{0\}}$ are finite. For example a divergence in the 2-point function (3.46) stems from the divergence of the vev coefficient $\phi_{\{0\}(\Delta)}$ despite the fact that the bulk solution is regular for all $d$ and $\Delta$. We will use this observation in sections 5.1.1 and 5.2.1 in order to extract divergences of certain coefficients in the radial expansions.

In general the above statement fails for higher perturbative solutions and for correlation functions. However, continuity of $\Phi_{\{0\}}$ and both propagators implies that singularities in the regulator $\epsilon$ emerge from integrals in (4.17) and (4.29) only. All integrals converge at $z = \infty$, due to the exponential fall-off of propagators. Therefore all singularities emerge from the lower, near-boundary region of integration.

Consider a divergence arising in a perturbative solution $\Phi_{\{n\}}$ due to the first integral in (4.19). A divergence is manifested as follows: for a fixed bulk point $(z, x)$ the perturbative solution $\Phi_{\{n\}}(z, x)$ is a function of dimensions $d$ and $\Delta$. We say that this solution is divergent at some point $(d, \Delta)$ if $\Phi_{\{n\}}(z, x)$ has a singularity there.

Consider now a divergent integral either in (4.19) or (4.29). We may expand the integrand around $z = 0$ and try to integrate the series term by term. In principle every integral of $z^\alpha$ for $\alpha \leq -1$ will diverge while for $\alpha > -1$ one finds

$$\int_0^{\Lambda^{-1}} dz \ z^\alpha = \frac{\Lambda^{-\alpha-1}}{\alpha+1}. \quad (4.38)$$

The upper limit $\Lambda^{-1}$ is arbitrary and does not contribute to the singularity. The function on the right hand side is nevertheless singular at $\alpha = -1$ only. Since the integral is convergent and the result is analytic in $\alpha$ on an open and non-empty subset of the complex plane, the function

$$f(\alpha) = \frac{\Lambda^{-\alpha-1}}{\alpha+1} \quad (4.39)$$

is the unique extension of the integral to any $\alpha \in \mathbb{C}\{−1\}$. Therefore, after the analytic continuation only terms of order equal exactly to $−1$ in the integrals of (4.17) and (4.29) contribute to the divergence of the correlation function.

In the remainder of this section we want to show that if some correlation function or a perturbative bulk solutions becomes singular, then there exists a triple $(p, q, r)$ of non-negative integers such that

$$p(d - \Delta) + q\Delta + 2r = d, \quad p > \max(1, q), \quad (4.40)$$

As usual, we assume $\Delta > d/2$. This will simply follow from the knowledge of the form (4.22) of all possible powers in the radial expansion of bulk fields.
As pointed out above these singularities come either from the first integral in (4.19) or from the explicit integration in (4.29). We will discuss these two cases separately, but in both we find that a singularity implies condition (4.40).

### 4.3.1 Asymptotic value problem

As discussed above both bulk-to-bulk and bulk-to-boundary propagators are well-defined and continuous for any values of dimensions $d$ and $\Delta$ (we always assume $\Delta > d/2$). This means that the zeroth order solution $\Phi^{(0)}$ is well-defined and obeys asymptotic condition $\Phi^{(0)} = z^{d-\Delta} \phi_{(d-\Delta)} + \text{subleading in } z$. For an interacting theory the asymptotic value problem is well-defined when the source term $\phi_{(d-\Delta)}$ is the most leading term in the radial expansion, which requires $\Delta < d$.

For $\Delta \geq d$ we may use analytic continuation to set-up the asymptotic problem. We start with the expression (4.19) for all $\Phi^{(n)}$ and then we use analytic continuation. The prescription may fail at certain values of $d$ and $\Delta$, but otherwise defines a valid solution. The asymptotic value problem becomes a statement that the term of order $d-\Delta$ in the bulk solution $\Phi$ must be equal to the source of the dual field theory even if $\Phi$ contains more leading terms. Again, this intuitive prescription does not require any cut-offs.

A singularity in a dimensionally continued version of (4.19) may only appear in the first integral, in its lower limit. This occurs when the integrand contains a term of order $-1$. Each of the perturbative solutions $\Phi^{(n)}$ contains terms of order (4.22) for some triples $(p_j, q_j, r_j)$, while the factor in front expands into $\zeta^{\Delta-d+2n-1}$ for a non-negative integer $n$. In total we see that if the integrand contains a term of order $-1$, then the condition (4.40) is satisfied with

$$p = \sum_{j=1}^{M-1} p_j, \quad q = 1 + \sum_{j=1}^{M-1} q_j, \quad r = n + \sum_{j=1}^{M-1} q_j. \tag{4.41}$$

Hence, assuming that the perturbative solution $\Phi^{(n)}$ becomes singular after its analytic continuation, we arrive at the following conclusions:

1. Condition (4.40) is satisfied with $q \geq 1$.
2. Each $\Phi^{(n)}$ must contribute at least one source or vev coefficient, i.e., $p_j > 0$ or $q_j > 0$ for all $j$. Hence $p + q \geq 3$.
3. The expression multiplying the term $\zeta^{-1}$ in the integrand is a local functional of sources and vevs and contains exactly $p$ sources $\phi_{(d-\Delta)}$ and $q-1$ vevs $\phi_{(\Delta)}$.

We will use all these properties in following sections.

### 4.3.2 Remaining divergences

Remaining divergences in the correlation function (4.29) follow from the explicit integral there. Again, by expanding the integrand in the radial variable we find that if a singularity occurs, then the following statements are true:

1. Condition (4.40) is satisfied with $q \geq 0$. 
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2. Each $\Phi_{(n_j)}$ in (4.29) must contribute at least one source or vev coefficient, i.e., $p_j > 0$ or $q_j > 0$ for all $j$. Hence again $p + q \geq 3$.

3. The expression multiplying the term $\zeta^{-1}$ in the integrand is a local functional of sources and vevs and contains exactly $p$ sources $\phi_{(d-\Delta)}$ and $q$ vevs $\phi_{(\Delta)}$. As we can see there is a difference in $q$ when comparing these statements to the ones listed in previous subsection.

Additional inequalities in (4.40) follow from the assumption that $\Delta > d/2 > 0$ and the observation that in any case $p + q \geq 3$. Assume that it is possible that $q \geq p$. This means for $\Delta > 0$, $p(d-\Delta) + q\Delta + 2r \geq pd + 2r$. Hence for the condition (4.40) to be satisfied with $q \geq p$ one needs $p \in \{0, 1\}$. These cases can be analyzed separately.

For $p = 0$ or $p = 1$ we need $q \geq 2$. For $p = 0$ the condition (4.40) requires $\Delta = \frac{d-2r}{q} < \frac{d}{2}$ contradicting $\Delta > d/2$. Similarly for $p = 1$ we have $\Delta = \frac{-2r}{q-1} < 0$.

As we will see in following sections numbers $p$, $q$ and $r$ in (4.40) correspond to a number of source terms $\phi_{(d-\Delta)}$, vev terms $\phi_{(\Delta)}$ and derivatives included in an appropriate counterterm canceling the divergence in a correlation function. For that reason we will include in our analysis the special case encountered in the analysis of 2-point functions, $2\Delta - d = 2n$, for a non-negative integer $n$. This corresponds to $p = 2$, $q = 0$ and $r = n$.

### 4.3.3 Regularization

Assume now that the condition (4.40) is satisfied and a singularity in some correlation function appears. In such a case we introduce a regulator $\epsilon$ by shifting dimensions according to (2.9),

$$d \mapsto \hat{d} = d + u\epsilon, \quad \Delta \mapsto \hat{\Delta} = \Delta + v\epsilon,$$

for fixed complex numbers $u$ and $v$. As we shall see not all choices of $u$ and $v$ regulate the action, but a set of good, regulating choices is uncountable and dense in the plane $(u, v) \in \mathbb{C}^2$. Remember that this parameterization differs from the one used in [40, 42, 43] as here we regulate actual dimensions and not their combinations.

Assume (4.42) regulates the correlation functions, i.e., no term of power exactly $-1$ occurs underneath any of the integrals in (4.29) nor (4.19) for all $n$. This means that every term $z^{-1}$ gets regulated to $z^{-1+O(\epsilon)}$. This introduces a divergence in $\epsilon$, since now the integral (4.38) reads

$$\int_0^{\Lambda^{-1}} dz z^{-1+p(d-\Delta)+q\Delta+2r-d} = \int_0^{\Lambda^{-1}} dz z^{-1+a_{pq}\epsilon} = \frac{\Lambda^{-a_{pq}\epsilon}}{a_{pq}\epsilon},$$

where

$$a_{pq} = p(u - v) + qv - u, \quad p > \max(1, q).$$

For the above expression to be valid we must make sure that the regularization (4.42) actually regulates the divergences, i.e., that $a_{pq} \neq 0$ for all $p > \max(1, q)$. As one can see from (4.22) one can always guarantee this by certain choices of $u$ and $v$. For example, one can choose $u$ rational and $v$ irrational or vice versa. Two useful regularization schemes are:
• $u = v$, which gives $a_{pq} = q - 1$. This choice regularizes every case with $q \neq 1$. Its advantage is that the dimension of the source, $\hat{d} - \hat{\Delta}$, remains unchanged. An important drawback is that this scheme does not renormalize singularities with $q = 1$, which is crucial in the analysis of the marginal case $d = \Delta$.

• $u = 2v$, which gives $a_{pq} = v(p - q - 2)$. This choice regularizes every case apart from $(p, q) = (2, 0)$. This means that it regulates all correlation functions but not 2-point functions. A huge advantage of this scheme is that the combination $\hat{\Delta} - \hat{d}/2$ appearing as an order of Bessel functions in propagators remains unchanged.

5 Dimensional renormalization

As discussed in the previous section there exist two sources of divergences in holographic correlation functions: a divergence in a perturbative solution $\Phi_{\{n\}}$ arising in the first integral of (4.19) and the divergences in the lower limit of the integral in (4.29). Now we will show how these singularities can be removed by appropriate counterterms.

5.1 Perturbative bulk solutions

In this section we want to show that divergences in perturbative bulk solutions can be removed by source redefinition, i.e., by turning on subleading sources $\phi_{\{n\}(\hat{d} - \hat{\Delta})}$. The procedure is inductive over the order $n$ of $\lambda$. The zeroth order solution $\Phi_{\{0\}}$ is given by the bulk-to-boundary propagator in (4.16) and hence it is well-defined for all $d$ and $\Delta$. Hence we define a trivially renormalized bulk solution, $\Phi_{\{0\}}^{\text{ren}}[\phi_0] = \Phi_{\{0\}}[\phi_0]$.

Assume now that we have a renormalized bulk solutions $\Phi_{\{k\}}^{\text{ren}}$ for all $k < n$ for some fixed $n$. This was achieved by turning on some sources of order $k < n$, so that

$$\Phi_{\{k\}}^{\text{ren}}[\phi_0] = \Phi_{\{k\}}[\phi_{(\hat{d} - \hat{\Delta})}]$$

is divergence-free. This means that for given $\hat{d}$ and $\hat{\Delta}$ the renormalized bulk solutions $\Phi_{\{k\}}^{\text{ren}}$ are finite when the regulator $\epsilon$ is taken to zero. By $\Phi_{\{k\}}[\phi_{(\hat{d} - \hat{\Delta})}]$ we denote the $k$-th order solution (4.17) sourced by its argument, the redefined source.

Consider the only source of divergence in $\Phi_{\{n\}}$: the first integral in (4.19). The integrand now contains renormalized bulk solutions $\Phi_{\{k\}}^{\text{ren}}$ for $k < n$. Hence the integrand is finite in $\epsilon \to 0$ limit and the divergence emerging from the integral is at most linear. From the discussion of previous section we know that the divergence occurs if the condition (4.40) is satisfied with $p > q \geq 1$ and we may rewrite the integral as follows,

$$z^{\hat{d}/2}K_{\Delta - \frac{\hat{d}}{2}}(kz) \int_0^z d\zeta \zeta^{-\hat{d}/2 - 1}I_{\Delta - \frac{\hat{d}}{2}}(k\zeta) \sum_{\{n_j\}} \left( \ast_{j=1}^{M-1} \Phi_{\{n_j\}}^{\text{ren}} \right)(\zeta, k)$$

$$= K_{\Delta}(k, z) \times 2^{\Delta - \frac{\hat{d}}{2} - 1} \Gamma \left( \Delta - \frac{\hat{d}}{2} \right) \int_0^z d\zeta \zeta^{-\hat{d}/2 - 1}k^{-(\Delta - \frac{\hat{d}}{2})}I_{\Delta - \frac{\hat{d}}{2}}(k\zeta) \sum_{\{n_j\}} \left( \ast_{j=1}^{M-1} \Phi_{\{n_j\}}^{\text{ren}} \right)(\zeta, k)$$

$$= K_{\Delta}(z, k) \times \left( \sum_{p > q \geq 1} z^{a_{pq}\epsilon} a_{pq}^\epsilon N(a_{pq}\epsilon) + \text{finite} \right)$$

(5.1)

(5.2)
In the last line we have used the bulk-to-boundary propagator $K_{d,\Delta}$ and represented an overall divergence in terms of some coefficients $\mathcal{N}(a_{pq\epsilon})$, where $a_{pq}$ is defined in (4.44). We also know that these coefficients are locally expressible in terms of the source $\phi_{(d-\Delta)}$ and vev coefficients $\phi_{\{k\}(\Delta)}^{\text{ren}}$ for $k < n$. Furthermore, the overall power of momentum is equal to an even non-negative integer as the series expansion of $k^{-\nu} I_{\nu}(kx)$ contains only powers $k^{2n}$ for a non-negative integer $n$.

5.1.1 Renormalization

The reasoning above shows that all divergences in a perturbative solution $\Phi_{\{n\}}$ are local. Furthermore, it delivers a simple procedure for their extraction. Since the bulk-to-boundary propagator satisfies $K_{d,\Delta} = z^{d-\Delta} + \text{subleading in } z$, the divergence is completely determined by coefficients in $\Phi_{\{n\}}$ close to the source term, namely those of $z^{d-\Delta+a_{pq\epsilon}}$ for $a_{pq}$ defined in (4.44).

The divergence may therefore be removed by turning on a source of order $\lambda^n$. The value of the source is given by the expression in brackets in (5.2). Equivalently, the subleading source is such that

$$z^{d-\Delta} \phi_{\{n\}(d-\Delta)} + \sum_{p>q \geq 1} z^{d-\Delta+a_{pq\epsilon}} \phi_{\{n\}(d-\Delta+a_{pq\epsilon})}^{\text{ren}} = O(\epsilon^0). \quad (5.3)$$

All terms $\phi_{\{n\}(d-\Delta+a_{pq\epsilon})}^{\text{ren}}$ are locally expressible in terms of lower order sources and vevs and follow from equations of motion. We assume here that the renormalization procedure has been carried out up to order $n - 1$, so $\phi_{\{n\}(d-\Delta+a_{pq\epsilon})}^{\text{ren}}$ are coefficients in $\Phi_{\{n\}}$ that are sourced by the truncated source $\phi_{(d-\Delta)}^{(n-1)}$ defined as

$$\phi_{(d-\Delta)}^{(k)} = \phi_0 + \sum_{j=1}^k \lambda^j \phi_{(d-\Delta)}^{(j)}. \quad (5.4)$$

This lets us conclude that we need

$$\phi_{\{n\}(d-\Delta)} = -\sum_{p>q \geq 1} \mu^{-a_{pq\epsilon}} \phi_{\{n\}(d-\Delta+a_{pq\epsilon})}^{\text{ren}} + O(\epsilon^0)$$

$$= -\sum_{p>q \geq 1} \mu^{-(u-v)\epsilon} \phi_{\{n\}(d-\Delta+a_{pq\epsilon})}^{\text{ren}} [\phi_0 \mu^{-(u-v)\epsilon}, \phi_{(\Delta)}^{\text{ren}}, \phi_{\Delta}^{\text{ren}}, \partial_j] + O(\epsilon^0). \quad (5.5)$$

The renormalization scale $\mu$ was introduced on dimensional grounds so that the right hand side has a correct dimension of the source. From point 3 in section 4.3.1 we know that each $\mathcal{N}(a_{pq\epsilon})$, and hence each $\phi_{\{n\}(d-\Delta+a_{pq\epsilon})}^{\text{ren}}$, depends on exactly $p$ sources $\phi_0$ and $q - 1$ vev coefficients $\phi_{(\Delta)}$. This allows us to redistribute the renormalization scale accordingly. This redistribution is precisely such that dimensions of $\phi_0 \mu^{-(u-v)\epsilon}$ and $\phi_{(\Delta)} \mu^{-\nu\epsilon}$ are equal to unrenormalized $d$ and $\Delta$ respectively.

By turning on the subleading source we render the perturbative solution finite, according to (4.9). By carrying out this procedure order by order in $\lambda$ we renormalize all perturbative bulk solutions by turning on subsequent sources building up full $\phi_{(d-\Delta)}$. Now
each $\Phi_{\{n\}}[\phi_{(d-\Delta)}]$ has a finite limit $\epsilon \to 0$. In this way we have traded a singularity in the bulk solutions for a singularity in sources. As we will see this effectively induces a beta function in the dual theory.

In the remaining part of the paper we will abandon a superscript ‘ren’ on perturbative bulk solutions, assuming instead that the redefined source $\phi_{(d-\Delta)}$ is turned on.

5.2 Remaining divergences

Having redefined sources according to (5.5) we may may look at singularities coming from the final integral in (4.29). In other words, we look for singularities of the vev coefficient $\hat{\phi}_{\{n\}(\Delta)}[\phi_{(d-\Delta)}]$ in each bulk solution $\Phi_{\{n\}}$ now sourced by $\phi_{(d-\Delta)}$. By the source redefinition procedure these bulk fields are finite at $\epsilon \to 0$. Hence the integral in (4.29) may produce at most linear singularity from its lower limit.

A divergence can be retrieved by radial expanding the integrand in (4.29) and keeping terms of order $-1 + O(\epsilon)$ as usual. Clearly, each term is a local functional of the source $\phi_{(d-\Delta)}$ and lower order vev coefficients $\phi_{\{k\}(\Delta)}$ for $k < n$. In section 4.2.2 we combined all terms $\hat{\phi}_{\{n\}(\Delta)}$ into a generating functional $W$. We can therefore consider divergences in all regulated correlation functions by defining divergent part of the generating functional,

$$W_{\text{div}}(\epsilon) = \int d^d x \sum_{p > \max(1, q)} \frac{\mu^{-a_{pq}\epsilon}}{a_{pq}\epsilon} D_{(a_{pq}\epsilon)} + O(\epsilon^0). \quad (5.6)$$

The sum is organized in terms of the powers of the renormalization scale $\mu$ and $D_{(a_{pq}\epsilon)}$ are some coefficients that have a finite, non-zero limit $\epsilon \to 0$ limit. The constants $a_{pq}$ are defined in (4.44). Precise values of $D_{(a_{pq}\epsilon)}$ can be simply retrieved by expanding the bulk field in (4.29) in the radial variable. As no additional singularities are present, the final divergence is at most a single pole in $\epsilon$.

In the remainder of this section we will show how the coefficients $D_{(a_{pq}\epsilon)}$ can be extracted from the bulk solutions and the on-shell action itself.

5.2.1 Extraction from bulk solutions

While the method for the extraction of divergences from expanding (4.29) is perfectly valid, it would be useful to retrieve the divergences from the canonical momentum or – even better – the on-shell action. This is achieved in a manner similar to that of section 5.1.1.

Assume that subleading sources have been turned on, so that each perturbative bulk solution $\Phi_{\{n\}}$ is regular at $\epsilon = 0$. It does not imply, however, that each coefficient in their radial expansions are such continuous functions. Nevertheless, it does imply certain cancellations between singularities.

Consider the vev coefficient $\phi_{(\Delta)}$ in the regulated theory. If some correlation function has a singularity in $\epsilon$, so does the vev coefficient. However, as $\epsilon \to 0$, the full bulk solution $\Phi$ must remain continuous. This means that divergences between the vev coefficient $\phi_{(\Delta)}$ and all other terms $\epsilon$-close to the vev term, $\phi_{(\Delta+O(\epsilon))}$, must combine into a finite expression,

$$z^{\Delta} \phi_{(\Delta)} + \sum_{p > \max(1, q)} z^{\Delta + a_{pq}\epsilon} \phi_{(\Delta + a_{pq}\epsilon)} = O(\epsilon^0), \quad (5.7)$$
where $a_{pq}$ are defined in (4.44). According to the results of section 4.3.2 the sum contains all possible terms $\epsilon$-close to the vev term. This leads to a simple expression for singularities of the vev coefficient

$$
\phi(\Delta) = - \sum_{p > \max(1, q)} \phi(\Delta + a_{pq}\epsilon) + O(\epsilon^0).
$$

(5.8)

By point 3 of section 4.3.2 each term on the right hand side is a local functional of exactly $p$ sources $\phi_0$ and $q$ vevs of lower order.

Notice that this method of extraction of the divergence is identical to the one described in section 5.1.1 and hence equation (5.7) has the same form as equation (5.3). There is, however, a difference when it comes to the renormalization. While before we could have simply redefined sources by means of equation (5.5), a similar procedure is not possible here. The renormalization will be achieved by an addition of a counterterm.

5.2.2 Extraction from on-shell action

In general the canonical momentum can be functionally integrated to the on-shell action. This procedure, however, may be difficult, especially for the case of irrelevant operators. Furthermore, it would be much more convenient to be able to extract the divergence from the bulk action directly, as is the case for the holographic renormalization method, at least for $\Delta < d$.

The idea here is that the vev coefficient $\phi(\Delta)$ follows solely from the constant term roughly of the form $\phi(d-\Delta)\phi(\Delta)$ in the on-shell action. This is the $p = q = 1$ term and hence the power of the radial variable in the on-shell action equals $-1$ exactly and is immune to any regularization (4.42). After a regularization every other term multiplied by $z^{-1+a_{pq}\epsilon}$ in the on-shell action corresponds to a local term of order $z^{\Delta+a_{pq}\epsilon}$ in the canonical momentum.

Let us first consider the free theory action (3.43). When integrated by parts this action becomes

$$
S_{\text{free}} = \frac{1}{2} \lim_{z \to 0} \int_z \int d^d x \sqrt{\gamma} \Phi \Pi + O(\epsilon^{0}).
$$

(5.9)

and posses the finite limit when (4.5) is satisfied. The product $\Phi \Pi$ in this expression contains a term $\phi(d-\Delta)\phi(\Delta)$ multiplied by $z^0 = 1$. This is the term which produces the 1-point function when differentiated with respect to the source. Any other term of the order $z^0$ is then related to the local terms in (5.7) encoding the divergences of the vev.

When regulated according to (4.42), only the vev producing term $\phi(d-\Delta)\phi(\Delta)$ remains unregulated. Every other local term is now multiplied by a power of the radial variable shifted by a factor proportional to the regulator $\epsilon$. In particular terms of order $O(\epsilon)$ must encode singularities of all correlation functions. Indeed, when the on-shell action is differentiated with respect to the field $\Phi$ it produces the canonical momentum where all singularities of the vev coefficient $\phi(\Delta)$ are encoded in local terms $\phi(\Delta + O(\epsilon))$.

There is a straightforward method to remove the vev producing term $\phi(d-\Delta)\phi(\Delta)$ from the action, while simultaneously keeping all divergent terms. Write,

$$
S_{\text{div}} = -\frac{1}{2} \int_0^\infty dz \frac{\partial}{\partial z} \int d^d x \sqrt{\gamma} \Phi \Pi + O(\epsilon^0).
$$

(5.10)
The constant term is now removed by the derivative, while the dependence of the remaining terms on $\epsilon$ is unchanged. Furthermore, in this way we have rewritten the analytically continued on-shell action as an integral over the radial variable.

Consider now the full action (4.4). By using the equations of motion (4.2) we arrive at

$$W_{\text{div}} = -S_{\text{div}} = \frac{1}{2} \int_0^{\mu^{-1}} \mathrm{d}z \left[ \frac{\partial}{\partial z} \int \mathrm{d}^d \mathbf{x} \sqrt{\gamma} \Phi \Pi + \lambda \frac{M - 2}{M} \int \mathrm{d}^d \mathbf{x} \sqrt{g} \Phi = M \right] + O(\epsilon^0). \quad (5.11)$$

By the principle of analytic continuation, one only needs to extract terms of order $z^{-1+O(\epsilon)}$ in the integrand and then integrate them in order to obtain singularities in $\epsilon$. The divergence does not depend on the choice of $\mu$ since the integral converges at infinity. Note that it is important to redefine sources according to (5.5) before this divergence is evaluated. To see how this procedure works in practice, let us consider an example in a free field theory, which we analyzed in section 3.3.

### 5.2.3 Example

Let us quickly check equations (5.8) and (5.11) for the case of the 2-point function of an operator of dimension $\Delta = 3$ in $d = 4$ spacetime dimensions as discussed in section 3.3. The radial expansion is given by (3.38), which in this case reads

$$\Phi = z^{1+(u-v)\epsilon} \phi_0 + z^{3+v\epsilon} \phi_3 + z^{3+(u-v)\epsilon} \phi_3 + O(z^5). \quad (5.12)$$

The source term is $\phi^{(1+(u-v)\epsilon)}_0 = \phi_0$, while $\phi^{(3+v\epsilon)}_0$ is the vev term. The third coefficient, locally expressible in term of the source, is given by (3.30), which here gives

$$\phi^{(3+(u-v)\epsilon)}_0 = \frac{\partial^2 \phi_0}{2(2v-u)\epsilon}. \quad (5.13)$$

This is indeed divergent in the $\epsilon \to 0$ limit and hence equation (5.8) predicts,

$$\phi^{(3+v\epsilon)}_0 = -\frac{\partial^2 \phi^{(1+(u-v)\epsilon)}_0}{2(2v-u)\epsilon} + O(\epsilon^0). \quad (5.14)$$

This shows that the regulated 2-point function must be divergent at $\epsilon = 0$ and allows for the extraction of this divergence. By using (4.27) we find that the divergent part of the regulated 2-point function in momentum space is equal to $k^2/((2v-u)\epsilon)$ in agreement with previously found (3.13).

The same result one obtains by the analysis of the on-shell action. The integrand in (5.11) reads

$$-\frac{1}{2} \sqrt{\gamma} z \Phi = (2 + (2v-u)\epsilon) \phi_0 \phi^{(3+v\epsilon)}_0 + \frac{z^{(u-2v)\epsilon}}{2(2v-u)\epsilon} \phi_0 \partial^2 \phi_0 + O(z^2). \quad (5.15)$$

When differentiated with respect to $z$ the first term vanishes and the second one produces a divergence in the generating functional,

$$S_{\text{div}} = \frac{1}{2(2v-u)\epsilon} \phi_0 \partial^2 \phi_0 + O(\epsilon^0). \quad (5.16)$$

By taking minus two functional derivatives with respect to the source $\phi_0$, this produces the correct divergence in the 2-point function equal $k^2/((2v-u)\epsilon)$. 
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5.3 Renormalization

Now we want to understand how the procedure described in the previous subsections impacts the generating functional. From the point of view of the bulk physics, the source redefinition alters the 1-point function. Indeed, the regulated 1-point function in (4.27) was derived under the assumption that the CFT source is given by the entire bulk source term \( \phi_{(d-\Delta)} \). Since now, however, the CFT source \( \phi_0 = \phi_{(0)(d-\Delta)} \), we may introduce a redefined 1-point function,

\[
\langle O(x) \rangle_{s, \text{redef}} = \frac{\delta S}{\phi_0(x)} = \int d^d u \frac{\delta S}{\delta \phi_{(d-\Delta)}(u)} \frac{\delta \phi_{(d-\Delta)}(u)}{\delta \phi_0(x)} = \int d^d u \langle O(u) \rangle_{s, \text{reg}}[\phi_{(d-\Delta)}] \frac{\delta \phi_{(d-\Delta)}(u)}{\delta \phi_0(x)}.
\]  

(5.17)

The first term underneath the integral is identified with the regulated 2-point function as presented in equation (4.24). The second term equals \( \delta(u - x) + O(\lambda) \), where the subleading terms emerge from the source redefinition (5.5).

The 1-point function with sources turned on is a functional derivative of the generating functional and the expression (5.17) is a derivative of

\[
W_{\text{reg}}[\phi_{(d-\Delta)}][\phi_0] = \langle \exp \left(- \int d^d x \phi_{(d-\Delta)}[\phi_0] O \right) \rangle_{\text{reg}}.
\]

(5.18)

This immediately leads to a CFT interpretation of the result. Since \( p \geq 2 \) in (4.40), each subleading source \( \phi_{(n)(d-\Delta)} \) depends functionally on at least two sources \( \phi_0 \). Hence one may use a parametrization,

\[
\phi_{(d-\Delta)} = \phi_0 Z[\phi_0 \mu^{-(u-v)\epsilon}, \phi_{(\Delta)} \mu^{-\epsilon}, \partial_j], \quad Z = 1 + O(\epsilon^0).
\]

(5.19)

Now we clearly recognize the multiplicative renormalization factor of a dimensionally regulated QFT. This allows us to identify \( \phi_0 \) with the renormalized source and \( \phi_{(d-\Delta)} \) with the bare source. Further implications will be analyzed in section 5.4.

The remaining part of the renormalization procedure is to extract divergences of \( W_{\text{reg}}[\phi_{(d-\Delta)}][\phi_0] \) and construct a local counterterm functional,

\[
W_{WZ}[\phi_0] = -W_{\text{reg}}[\phi_{(d-\Delta)}][\phi_0] + O(\epsilon^0).
\]

(5.20)

The subscript \( WZ \) stands for Wess-Zumino. The functional \( W_{WZ} \) is not exactly equal to the Wess-Zumino action, since here it is a quantity divergent in \( \epsilon \). It does, however, generate anomalies in the dual field theory and hence its name seems to be appropriate.

The overall renormalized generating functional would be then equal to (2.11). In order to finalize the renormalization procedure we need to show two facts. First, the divergence in \( W_{\text{reg}}[\phi_{(d-\Delta)}][\phi_0] \) must be local and its contribution to any correlation function should be expressible locally in terms of sources and lower order vev coefficients. Second, there should exist a unique correspondence between bulk and boundary counterterms. We deal with these two issues in the following subsections.
5.3.1 Derivation

To derive the Wess-Zumino counterterm, we have to consider the structure of the 1-point function (5.17). We can parametrize the functional derivative there as follows,

$$\frac{\delta \phi(\hat{d} - \hat{\Delta})}{\delta \phi_0(x)} = \delta(u - x) + \lambda K[\phi_0](u - x),$$

(5.21)

for some functional $K$ containing at least one CFT source $\phi_0$. The 1-point function then can be written as

$$\langle O(x) \rangle_{s, \text{redef}} = \langle O(x) \rangle_{s, \text{reg}}[\phi(\hat{d} - \hat{\Delta})] - \lambda(2\hat{\Delta} - \hat{d}) \int d^d u \phi(\hat{\Delta})[\phi(\hat{d} - \hat{\Delta})]K[\phi_0].$$

(5.22)

The divergences of the regulated 1-point function with sources are captured by (5.8). On the level of the generating functionals, the divergence is captured by $W_{\text{div}}$ in (5.6), which can be retrieved from the on-shell action by means of the formula (5.11). The second term in (5.22) is subleading in $\lambda$ with respect to the first and is ‘more local’ than the first term. That means that if a contribution to the $n$-point function is considered, the second term depends on lower order correlation functions only. Hence, working order by order in $\lambda$ one can use (5.8) to derive the divergence in the first term of (5.22) and use lower order result for the second term. This produces a total divergence of the 1-point function that is local and hence can be gathered into a local generating functional,

$$W_{\text{reg}}[\phi(\hat{d} - \hat{\Delta})][\phi_0] = \int d^d x \sum_{p>\max(1,q)} \frac{\mu^{-a_{pq}\epsilon}}{a_{pq}\epsilon} D'(a_{pq}\epsilon) \left[ \phi(\hat{d} - \hat{\Delta}), \phi(\hat{\Delta}), \partial j \right] = - \int d^d x \sum_{p>\max(1,q)} \mu^{\nu \epsilon} D'(a_{pq}\epsilon) \left[ \phi(\hat{d} - \hat{\Delta}) \mu^{-(u-v)\epsilon}, \phi(\hat{\Delta}) \mu^{-v\epsilon}, \partial j \right].$$

(5.23)

where $a_{pq}$ are defined in (4.44). As in the case of (5.6) the sum is organized in terms of the powers of the renormalization scale $\mu$ and $D'(a_{pq}\epsilon)$ are some coefficients that have a finite, non-zero limit $\epsilon \to 0$ limit. Each term $D'(a_{pq}\epsilon)$ depends on $p$ source coefficients $\phi(\hat{d} - \hat{\Delta})$ and $q$ vev coefficients $\phi(\hat{\Delta})$ as it was the case for (5.6). If no source redefinition is required, i.e., $\phi_0 = \phi(\hat{d} - \hat{\Delta})$, then $D'(a_{pq}\epsilon) = D(a_{pq}\epsilon)$ and the on-shell action (5.11) can be used to find the divergences. In such a case $W_{\text{WZ}} = -W_{\text{div}} = S_{\text{div}}$.

The Wess-Zumino counterterm is simply (5.20). As we have argued, it is a local counterterm, contributing locally to all correlation function. In the next subsection we show how it can be rewritten in terms of the bulk data.

5.3.2 Equivalence of counterterms

As discussed above the Wess-Zumino counterterm is local from the point of view of the CFT. Each term $D'(a_{pq}\epsilon)$ in (5.23) depends on exactly $p$ source coefficients and $q$ vev coefficients and the counterterm can be written similarly to (5.5) as

$$W_{\text{WZ}}(\epsilon, \mu) = - \int d^d x \sum_{p>\max(1,q)} \frac{\mu^{-a_{pq}\epsilon}}{a_{pq}\epsilon} D'(a_{pq}\epsilon) \left[ \phi(\hat{d} - \hat{\Delta}), \phi(\hat{\Delta}), \partial j \right].$$

(5.24)
In order to obtain the corresponding covariant bulk counterterm, one needs to covariantize this expression. This can be achieved by the same logic as presented in section 3.3.3. We have

\[
\sqrt{\gamma}(z\mu)^{-a_{pq}\epsilon} D'(\epsilon) \Phi, -(2\hat{\Delta} - \hat{d})^{-1}\Pi, \nabla_j] = \\
= \mu^{-a_{pq}\epsilon} D'(\epsilon) \Phi, -(\hat{d} - \hat{\Delta}) + \text{subleading in } z, \phi_{(\Delta)} \text{ + subleading in } z, \partial_j \\
= \mu^{-a_{pq}\epsilon} D'(\epsilon) \Phi, -(u-v)^\epsilon \mu^{-ve}, \phi_{(\Delta)} \text{ + subleading in } z \\
\]

where the omitted terms are subleading in the radial variable. As usual the counterterm contribution should be evaluated for generic \(d\) and \(\Delta\) in the range (4.42) and then analytically continued. In particular all above equalities hold in the region of convergence (4.42).

The bulk-covariant version of the counterterm (5.24) then reads

\[
W_{WZ} = \lim_{z \to 0} \int d^4 x \sqrt{\gamma} z \sum_{p > \max(1,q)} \frac{(\mu z)^{-a_{pq}\epsilon}}{a_{pq}\epsilon} D'(\epsilon) \Phi, -(2\hat{\Delta} - \hat{d})^{-1}\Pi, \nabla_j] = \\
= \lim_{z \to 0} \int d^4 x \sqrt{\gamma} z \sum_{p > \max(1,q)} \frac{1}{a_{pq}\epsilon} \left( \frac{z}{L} \right)^{-a_{pq}\epsilon} D'(\epsilon) \Phi, -(2\hat{\Delta} - \hat{d})^{-1}\Pi, \nabla_j],
\]

where we have used equation (3.55) to relate the renormalization scale \(\mu\) to the AdS radial \(L\). Notice that it is precisely the condition (4.40) that ensures that this expression is of order \(z^0\) in the radial variable and hence it is supported on the boundary. In fact every covariant bulk term that is supported on the boundary requires the condition (4.40) to be satisfied. This follows from the radial expansion of the bulk fields \(\Phi\) and \(\Pi\) in the range (4.5). It is a straightforward generalization of the argument of section 3.3.3 for the case of higher-point correlation functions.

All of this shows that expressions: (5.24) and (5.26) are identical and equal to each other. This established the promised result of exact equality of counterterms both on the CFT and the bulk side of the AdS/CFT correspondence.

### 5.4 QFT interpretation

By combining results of two previous sections, we have obtained a perturbative procedure for dimensional renormalization of any correlation function. This led us to a conclusion that the renormalized generating functional is the sum of the regulated generating functional with redefined sources (5.18) and an explicit Wess-Zumino counterterm action (5.24),

\[
W[\phi_0; \mu] = W_{\text{reg}}[\phi_{(\hat{d} - \hat{\Delta})} \Phi_0; \epsilon, \mu] + W_{WZ}[\phi_{(\hat{d} - \hat{\Delta})} \Phi_0; \epsilon, \mu; \epsilon, \mu].
\]

Here \(\Phi_{(\hat{d} - \hat{\Delta})}\) is the redefined source, given recursively by equation (5.5). Now we want to compare this result with a standard dimensionally regulated QFT.

#### 5.4.1 Renormalization

Perturbative dimensional renormalization of a QFT is a standard textbook material. A regulated generating functional (of connected correlation functions) can be written as

\[
W_{\text{reg}}[\phi_0] = \left( \exp \left( - \int d^4 x \phi_0 O \right) \right)_{\text{reg}},
\]

where

\[
\text{reg} = \lim_{\alpha \to 0} \left( \int d^4 x \phi_0 O \right)_{\text{reg}},
\]

and

\[
\alpha = \frac{1}{(2\hat{\Delta} - \hat{d}) \text{Im} \int d^4 x \phi_0 O}.
\]
where the expectation value is taken in the regulated theory. The multiplicative renormalization procedure [41] results in a perturbative renormalization factor $Z$ introduced in the action and a possible anomaly inducing Wess-Zumino counterterm. The renormalized generating functional can then be written as

$$W[\phi_0; \mu] = \langle \exp \left( - \int d^d x \phi_0 Z[\phi_0, \mathcal{O}; \epsilon, \mu] \mathcal{O} \right) \rangle_{\text{reg}} + W_{WZ}[\phi_0, \mathcal{O}; \epsilon, \mu] \quad (5.29)$$

with $Z = 1 + O(\phi_0)$. This expression has precisely the form we have found in previous sections. The first term is produced by a perturbative source redefinition leading to equation (5.18). This equation proves an equivalence between the AdS and CFT counterterms. To be precise, equation (5.19) shows that the renormalization $Z$ factor obtained there and the standard QFT renormalization factors are equal. The counterterms on two sides of the correspondence match exactly.

The remaining part of the equivalence is to show that the Wess-Zumino counterterms match. A dictionary between the CFT counterterms expressed by means of the CFT data and the bulk counterterms given by the bulk objects is expressed by the equality of (5.24) and (5.26). We have also seen from equation (5.25) that for a valid bulk counterterm to be supported on the boundary, one needs the condition (4.40) to be satisfied. We may now also argue that every CFT counterterm must also satisfy this condition.

Indeed, in a dimensionally regulated CFT all possible counterterms can be easily classified. As no scale is available, a counterterm must be composed out of sources, operators and derivatives in such a way that it becomes dimensionless. The renormalization scale $\mu$ may appear only with a power that vanishes in the $\epsilon \to 0$ limit, where $\epsilon$ is a regulator. For example, the counterterm (3.57) is a valid term only if $2\Delta - d = 2n$, for a non-negative integer $n$. In general, for a counterterm built up with $p$ sources, $q$ 1-point functions $\langle \mathcal{O} \rangle_s$ and $2r$ derivatives to be dimensionless, one needs the condition (4.40) to be satisfied. This leads to the conclusion that the most general QFT counterterm must indeed be of the form (5.24).

### 5.4.2 Classification of cases

Depending on dimensions $d$ and $\Delta$ only a certain class of counterterms is allowed. The classification is the standard one:

- For $\Delta < d$ only counterterms containing the source $\phi_0$ are allowed, i.e., $q = 0$ in (4.40). Furthermore, this condition can be satisfied for a finitely many triples $(p, q, r)$ only. Indeed, in addition to $q = 0$ one needs $p < d/(d-\Delta)$ and $r < d/2$. Therefore this is a case of a super-renormalizable theory since only a finite number of counterterms may appear.

- In a marginal case $\Delta = d$ counterterms with a single operator insertion may appear as well. Then the condition (4.40) is satisfied for $q = 1$, $r = 0$ and arbitrary $p \geq 2$. In total a single renormalization factor $Z[\phi_0]$ appears, plus a possible anomaly if the spacetime dimension $d$ is even. This is the case of a renormalizable theory.
For $\Delta > d$ the number of different counterterms is unlimited. Since $(d - \Delta) < 0$, with $p$ sufficiently large one can increase $q$ without limits. This is the case of a non-renormalizable theory. Non-renormalizability means here that an infinite number of different counterterms is required to renormalize all correlation functions. The theory remains renormalizable in the sense that every correlator can be renormalized. In particular for any $N$, if one limits the attention to $n$-point functions with $n \leq N$, then a finite number of counterterms is required. This is also the case where terms such as $\Phi^3 \Pi^2$ may appear in the bulk Wess-Zumino counterterm. From the point of view of the holographic renormalization procedure such multitrace counterterms where analyzed in [17, 18].

Obviously, in any case one needs to consider counterterms only if the condition (4.40) is satisfied. Otherwise correlation functions are uniquely determined by analytic continuation from the region of convergence (4.5).

5.5 Scale-dependence

Scale-dependence of any local QFT is governed by the Callan-Symanzik equation,

$$
\frac{\mu}{d\mu} W[\phi_0; \mu] = \left( \mu \frac{\partial}{\partial \mu} + \int d^d x \beta(\phi_0) \frac{\delta}{\delta \phi_0(x)} \right) W[\phi_0; \mu] = \int d^d x A[\phi_0].
$$

Since dimensions of the operators are fixed by the bulk mass, we do not have anomalous dimensions.

Let us act with the derivative with respect to the scale on the renormalized generating functional (5.27). The explicit renormalization scale appears either via the redefined source $\phi_{(d-\Delta)}$ or explicitly in the Wess-Zumino counterterm. The derivative is therefore equal

$$
\frac{\mu}{d\mu} W[\phi_0; \mu] = \int d^d u \frac{\delta(W_{\text{reg}} + W_{\text{WZ}})}{\delta \phi_{(d-\Delta)}(u)} \frac{\partial}{\partial \mu} \phi_{(d-\Delta)}(u) + \mu \frac{\partial}{\partial \mu} W_{\text{WZ}}
$$

$$
= \int d^d x \frac{\delta W[\phi_0; \mu]}{\delta \phi_0(x)} \int d^d u \left( \frac{\delta \phi_{(d-\Delta)}(u)}{\delta \phi_0(x)} \right)^{-1} \mu \frac{\partial}{\partial \mu} \phi_{(d-\Delta)}(u) + \mu \frac{\partial}{\partial \mu} W_{\text{WZ}},
$$

where in the second line we have used a chain rule in order to obtain a functional derivative of the renormalized generating functional with respect to the renormalized source $\phi_0$. By comparing with the RG equation (5.30) we immediately identify the beta function and the anomaly,

$$
\beta(\phi_0) = - \int d^d u \left( \frac{\delta \phi_{(d-\Delta)}(u)}{\delta \phi_0(x)} \right)^{-1} \mu \frac{\partial}{\partial \mu} \phi_{(d-\Delta)}(u),
$$

$$
\int d^d x A = \lim_{\epsilon \to 0} \mu \frac{\partial}{\partial \mu} W_{\text{WZ}}(\phi_0).
$$

The redefined source is given by (5.5), while the Wess-Zumino counterterm by (5.24). This is an extremely simple and powerful expression for the field theoretic data in a dimensionally regulated QFT by means of the bulk data of a holographic theory.
5.5.1 Holographic beta function

The expression for beta function \( (5.32) \) agrees with a definition valid in a perturbative QFT,
\[
\beta(\phi_0) = \mu \frac{d}{d\mu} \phi_0
\]
(5.34)
since the two expressions are related by the functional version of a derivative of an inverse function, \( (f^{-1})' = -1/f' \). Notice that from the point of view of the standard perturbative renormalization it is the renormalized source \( \phi_0 \) that is scale-dependent, while the bare source \( \phi_{(d-\Delta)} \) is scale-independent. This is despite equation (5.5), which could suggest that the situation is rather the opposite.

Consider a marginal case where the dimensions satisfy \( d = \Delta \). In such a case \( \phi_{(d-\Delta)} \) is a polynomial in the renormalized source \( \phi_0 \). To be more specific, it has the following expansion,
\[
\phi_{(d-\Delta)} = \phi_0 \left[ 1 + \sum_{n=1}^{\infty} \lambda^n a_n \left( \phi_0 \mu^{-(u-v)\epsilon} \right)^n \right] = \phi_0 Z[\lambda \phi_0 \mu^{-(u-v)\epsilon}],
\]
(5.35)
with the dependence on the renormalization scale \( \mu \) that can be argued purely on dimensional grounds. The renormalization factor has an expansion
\[
Z(g) = 1 + \sum_{n=1}^{\infty} a_n g^n,
\]
(5.36)
where coefficients \( a_n \) are the same that appear in the redefined source (5.35). Once again, the standard QFT textbooks identify \( \phi_0 \) with the renormalized source, while the product \( \phi_{(d-\Delta)} = \phi_0 Z[\lambda \phi_0 \mu^{-(u-v)\epsilon}] \) is a bare source.

If the deformation is marginal, then the functional derivative underneath the integral in (5.32) becomes proportional to \( \delta(x - u) \) and we find
\[
\beta_{\phi_0} = -\left( \frac{\partial \phi_{(d-\Delta)}}{\partial \phi_0} \right)^{-1} \mu \frac{\partial}{\partial \mu} \phi_{(d-\Delta)}.
\]
(5.37)
This expression typically will depend explicitly on the renormalization scale. Indeed, the source \( \phi_{(d-\Delta)} \) is dimensionful and even for a marginal operator its dimension is \( [\phi_{(d-\Delta)}] = (v - u)\epsilon \). In the context of the perturbative QFT one usually defines a dimensionless coupling \( g = \phi_0 \mu^{-(u-v)\epsilon} \). The beta function for \( g \) then reads
\[
\beta_g = -(u - v)\epsilon g + \mu^{-(u-v)\epsilon} \beta_{\phi_0}
\]
(5.38)
and the right hand side depends on \( g = \phi_0 \mu^{-(u-v)\epsilon} \) only.

5.5.2 Holographic anomalies

The anomaly given by (5.33) can be expressed more explicitly in terms of the bulk data via equation (5.24). It is not clear, however, how the coefficients \( D'_{(a\mu\epsilon)} \) can be directly retrieved from the on-shell action. This is due to the effect described by equation (5.22).
While it is straightforward to use (5.11) to obtain a divergence in the regulated vev coefficient \( \phi_{(d-\Delta)} \), the actual Wess-Zumino counterterm requires a careful analysis of the generating functional (5.18).

The situation simplifies for relevant operators, \( \Delta < d \). In such a case no source redefinitions appear and the only singularity in correlation functions follows from the explicit integral in (4.29). In such case

\[
W_{WZ} = -W_{\text{div}} = S_{\text{div}} \tag{5.39}
\]

where the divergent part of the on-shell action is given by (5.11). A divergence of the Wess-Zumino counterterm must be at most linear for the anomaly to be finite. We find

\[
\lim_{\epsilon \to 0} \mu \frac{\partial}{\partial \mu} W = \int d^d x \sum_{p=2}^{\infty} D_{(a_{\rho \sigma})} \Phi_{(d-\Delta)} \Phi_{(\Delta)} \Phi_{(j)} \tag{5.40}
\]

Since this is a case of a relevant operator, only counterterms with \( q = 0 \) can appear. Constants \( a_{\rho \sigma} \) are defined in (4.44). Furthermore, there is only a finite number of non-vanishing terms under the sum.

If the divergent part of the action is parametrized as

\[
S_{\text{div}} = \int_{0}^{\mu^{-1}} d\tau \int d^d x \sum_{p=2}^{\infty} \tau^{-a_{\rho \sigma}} \mathcal{L}_{(-1+a_{\rho \sigma})} + \text{finite}, \tag{5.41}
\]

then this implies

\[
D_{(a_{\rho \sigma})} = \mathcal{L}_{(-1+a_{\rho \sigma})}. \tag{5.42}
\]

The anomaly can be read off of the on-shell action, as it is the case for the holographic renormalization procedure. Recall, however, that a proper derivation of the counterterm requires prior renormalization of sources, the same procedure that one encounters in a perturbative QFT.

Finally, as in the case of 2-point functions, we see that (5.26) implies

\[
\frac{\mu}{\partial \mu} = -L \frac{\partial}{\partial L} = \tau \frac{\partial}{\partial \tau} \tag{5.43}
\]

relating a change in the radial coordinate with the change of the renormalization scale.

6 Examples

Here we present two simple examples in \( d = 3 \) spacetime dimensions. In both cases we consider the action (4.1) with cubic interaction,

\[
S = \int d^3 x d\tau \sqrt{g} \left[ \frac{1}{2} g^{\mu \nu} \partial_\mu \Phi \partial_\nu \Phi + \frac{1}{2} m^2 \Phi^2 - \frac{\lambda}{3} \Phi^3 \right]. \tag{6.1}
\]

Formally, this action needs to be supplemented with the boundary term as indicated in (4.4).
In the first example we consider the dual operator $O$ of dimension $\Delta = 2$, while in the second we analyze the case of $\Delta = 3$. The first example is a relevant operator with only a single singularity corresponding to the condition (4.40) satisfied with $p = 3$ and $q = r = 0$. In the latter case we have a more complicated example of a marginal operator. Its 2- and 3-point function in momentum space was evaluated in \cite{42} by means of holographic renormalization.

In both cases we will carry out a renormalization procedure up to order $\lambda^2$ and compute 2-, 3-, and 4-point functions. In both cases we use the same regularization scheme, $u = 2$ and $v = 1$. The idea behind such a scheme is that the combination $\hat{\Delta} - d/2$ appearing as orders of Bessel functions in propagators (4.12) and (4.13) does not regulate, so it is equal to unregulated $\Delta - d/2$. Since Bessel functions of a half-integral order simplify to elementary functions, the propagators simplify considerably.

6.1 Relevant operator

Here we consider an operator of dimension $\Delta = 2$ in $d = 3$ spacetime dimensions. The bulk action is given by (6.1). The propagators in the scheme with $u = 2$ and $v = 1$ read

\begin{align*}
K_{d,\Delta}(z, k) &= z^{1+\epsilon}e^{-kz}, \\
G_{d,\Delta}(z, k; \zeta) &= \frac{(z\zeta)^{1+\epsilon}}{k} \times \begin{cases} 
eq e^{-kz}\sinh(k\zeta) & \text{for } \zeta < z, \\
eq e^{-k\zeta}\sinh(kz) & \text{for } \zeta > z \end{cases}
\end{align*}

6.1.1 2-point function

The coefficient of $z^{2+\epsilon}$ in the bulk-to-boundary propagator equals $-k$ and hence the 2-point function is finite and reads

\begin{equation}
\langle\langle O(k)O(-k)\rangle\rangle_{\text{reg}} = -k.
\end{equation}

6.1.2 3-point function

The 3-point function is given by the following triple-$K$ integral,

\begin{align*}
\langle\langle O(k_1)O(k_2)O(k_3)\rangle\rangle_{\text{reg}} &= -2\lambda \int_0^\infty dz z^{-d-1}K_{d,\Delta}(z, k_1)K_{d,\Delta}(z, k_2)K_{d,\Delta}(z, k_3) \\
&= -2\lambda \int_0^\infty dz z^{-1+\epsilon}e^{-(k_1+k_2+k_3)z} \\
&= -2\lambda \Gamma(\epsilon)(k_1 + k_2 + k_3)^\epsilon \\
&= -\frac{2\lambda}{\epsilon} + 2\lambda [\log(k_1 + k_2 + k_3) + \gamma_E] + O(\epsilon).
\end{align*}

As expected, the 3-point function is singular and from the point of view of the CFT the singularity is canceled by the Wess-Zumino counterterm,

\begin{equation}
W_{WZ}[\phi_0; \epsilon, \mu] = \lambda \left( -\frac{1}{3\epsilon} + a_0 \right) \int d^d x \mu^{-\epsilon}\phi_0^3.
\end{equation}
The total renormalized generating functional is then \( W = W_{\text{reg}} + W_{WZ} \). By taking minus three derivatives of this expression we arrive at a finite, renormalized correlation function,
\[
\langle \langle O(k_1)O(k_2)O(k_3) \rangle \rangle = 2\lambda \left[ \log \left( \frac{k_1 + k_2 + k_3}{\mu} \right) + \gamma_E - 3a_0 \right].
\] (6.7)

The 3-point function is anomalous and the total anomaly in the generating functional is
\[
\lim_{\epsilon \to 0} \mu \frac{d}{d\mu} W[\phi_0; \mu] = \lim_{\epsilon \to 0} \mu \frac{\partial}{\partial \mu} W_{WZ}[\phi_0; \mu] = \frac{\lambda}{3} \int d^3x \phi_0^3.
\] (6.8)

6.1.3 Divergences in the 3-point function

While the computation of the 3-point function is straightforward, let us discuss its divergence. The counterterm (6.6) is written in the language of the dual CFT and we would like to rewrite it in terms of the bulk data. Since \( \Phi = z^{1+\epsilon} \phi_0 + O(z^2) \) the counterterm from the bulk perspective reads
\[
S_{WZ} = -W_{WZ} = \lambda \left( \frac{1}{3\epsilon} - a_0 \right) \lim_{z \to 0} \int d^3x \sqrt{\gamma_z} \Phi^3(z\mu)^{-\epsilon} = \lambda \left( \frac{1}{3\epsilon} - a_0 \right) \lim_{z \to 0} \int d^3x \sqrt{\gamma_z} \Phi^3 \left( \frac{z}{L} \right)^{-\epsilon},
\] (6.9)

where in the last line we used the relation \( L = \mu^{-1} \) to relate the renormalization scale \( \mu \) to the only available scale in classical AdS, its radius \( L \).

In the above calculations we have simply evaluated the 3-point function together with its divergence. On the other hand one should be able to extract the singularity at \( \epsilon = 0 \) without the need for the evaluation of the entire correlation function. First, let us see how procedure of section 5.2.1 allows us to extract the divergence in the 3-point function from local terms in the bulk solution. For that one needs to radial expand the bulk field \( \Phi \) and find values of coefficients in terms of the source and vev. Up to order \( \lambda \), in the scheme \( u = 2 \) and \( v = 1 \), the expansion reads
\[
\Phi = \phi_0 z^{1+\epsilon} + \phi_{\{0\}(2+\epsilon)} z^{2+\epsilon} + O(z^3) + \lambda \left[ \phi_{\{1\}(2+\epsilon)} z^{2+2\epsilon} + \phi_{\{1\}(2+2\epsilon)} z^{2+2\epsilon} + O(z^3) \right] + O(\lambda^2).
\] (6.10)

The source coefficient is \( \phi_{\{0\}(1+\epsilon)} = \phi_0 \) while \( \phi_{\{2+\epsilon\}} \) is the vev term. The fourth coefficient in the expansion, \( \phi_{\{1\}(2+2\epsilon)} \), is given locally in terms of the source by equations of motion,
\[
\phi_{\{1\}(2+2\epsilon)} = -\frac{\phi_0^2}{\epsilon(1+\epsilon)}
\] (6.11)
and is divergent. From this it follows that the divergence in the vev coefficient is simply
\[
\phi_{\{1\}(2+\epsilon)} = -\phi_{\{1\}(2+2\epsilon)} + O(\epsilon^0) = \frac{\phi_0^2}{\epsilon} + O(\epsilon^0).
\] (6.12)

By taking two derivatives with respect to the source \( \phi_0 \) and remembering about the minus sign in (1.1) we confirm the singularity in (6.5).
The total divergence of the generating functional can also be extracted from the on-shell action by means of the formula (5.11). We need to expand the integrand and keep terms of order $z^{-1+O(\epsilon)}$ only. We find once again

$$S_{\text{div}} = -\frac{\lambda^3}{3\epsilon} \int d^d x \phi_0^3 + O(\epsilon^0),$$

which again agrees with (6.5) as $W = -S$.

6.1.4 4-point function

Since no counterterms are available, the 4-point function must be finite on its own. This is a rather important improvement over the method of holographic renormalization, where counterterms are required in almost any case. It does not mean, however, that we may send $\epsilon$ to zero at the very beginning of the calculations. Rather, it signals the fact that the singularity in the 4-point function is removable, so the finite $\epsilon \to 0$ limit exists after all integrals are evaluated. Nevertheless, in the dimensional regularization method it is physically possible – and rather simple – to evaluate the 4-point function at all.

The regulated 4-point function reads

$$\langle \langle O(k_1)O(k_2)O(k_3)O(k_4) \rangle \rangle = 4 \left[ I(k_1, k_2; k_3, k_4) + I(k_1, k_3; k_2, k_4) + I(k_1, k_4; k_2, k_3) \right],$$

where the expressions $I(k_1, k_2; k_3, k_4)$ correspond to three distinct Witten diagrams in Figure 2. In terms of propagators one has

$$I(k_1, k_2; k_3, k_4) = \lim_{\epsilon \to 0} \int_0^{\infty} dz z^{-d-1} K_{d,\Delta}(z, k_1) K_{d,\Delta}(z, k_2) \times$$

$$\times \int_0^{\infty} d\zeta \zeta^{-d-1} G_{d,\Delta}(\zeta, |k_1 + k_2|; \zeta) K_{d,\Delta}(\zeta, k_3) K_{d,\Delta}(\zeta, k_4).$$

By definition the integral is symmetric under two transpositions $k_1 \leftrightarrow k_2$ or $k_3 \leftrightarrow k_4$ as well as the joint transposition $(k_1, k_2) \leftrightarrow (k_3, k_4)$. Note also that due to the momentum conservation $|k_1 + k_2| = |k_3 + k_4|$, and we denote

$$k_{12} = |k_1 + k_2|, \quad s_{ij} = k_i + k_j.$$
Note that $s_{ij} \geq k_{ij}$ by triangle inequality, $k_{12} = k_{34}$, but $s_{12} \neq s_{34}$ in general.

The bulk-to-bulk propagator in (6.15) can be divided into its two parts and each part can be integrated separately. The resulting expression contains the regulator $\epsilon$ but a finite limit $\epsilon \to 0$ exists. The final expression reads

$$I(k_1, k_2; k_3, k_4) = \frac{1}{4k_{12}^2} \left[ 2 \text{Li}_2 \left( -\frac{s_{12} - k_{12}}{s_{34} + k_{12}} \right) - 2 \text{Li}_2 \left( -\frac{s_{12} + k_{12}}{s_{34} - k_{12}} \right) \right] + \log \left( \frac{s_{34} + k_{12}}{s_{34} - k_{12}} \right) \log \left( \frac{s_{34}^2 - k_{12}^2}{(s_{12} + k_{12})^2} \right),$$

(6.17)

where $\text{Li}_2$ denotes dilogarithm. The full 4-point function is given by (6.14).

### 6.2 Marginal operator

Here we consider a marginal operator with $\Delta = d = 3$. For a marginal operator we expect a sequence of singularities in all $n$-point functions for $n \geq 3$. The only way to satisfy the condition $q_{ij} \geq 3$ in our case is $q = 1$ and $r = 0$ with arbitrary $p \geq 2$. This indicates a present of beta functions but excludes any anomalies, which require $q = 0$.

The bulk action is given by (6.1). The propagators in the scheme with $u = 2$ and $v = 1$ read

$$K_{d,\Delta}(z, k) = z^3 e^{-kz}(1 + kz),$$

(6.18)

$$G_{d,\Delta}(z, k; \zeta) = \left( \frac{z \zeta}{k^3} \right) \times \left\{ \begin{array}{ll}
e^{-k\zeta}(1 + kz) (k\zeta \cosh(k\zeta) - \sinh(k\zeta)) & \text{for } \zeta < z, \\
e^{-k\zeta}(1 + kz) (k\zeta \cosh(k\zeta) - \sinh(k\zeta)) & \text{for } \zeta > z
\end{array} \right. \text{ (6.19)}$$

The 2-point function does not require a regularization. From (6.18) the coefficient of $z^{3+\epsilon}$ equals $-k^3/3$, regardless of the regularization, and hence

$$\langle \langle O(k)O(-k) \rangle \rangle_{\text{reg}} = \langle \langle O(k)O(-k) \rangle \rangle = k^3.$$  

(6.20)

### 6.3 3-point function

By expanding bulk fields in (4.29) one finds the following expression for the 3-point function,

$$\langle \langle O(k_1)O(k_2)O(k_3) \rangle \rangle_{\text{reg}} = -2\lambda \int_{0}^{\infty} dz z^{-d-1}K_{d,\Delta}(z, k_1)K_{d,\Delta}(z, k_2)K_{d,\Delta}(z, k_3)$$

$$= -2\lambda \int_{0}^{\infty} dz z^{-d-4+\epsilon} e^{-(k_1+k_2+k_3)z}(1+k_1z)(1+k_2z)(1+k_3z)$$

$$= \frac{2\lambda}{3-\epsilon} \Gamma(-1+\epsilon)(k_1+k_2+k_3)^{-\epsilon} \left[ k_1^3 + k_2^3 + k_3^3 - \epsilon Q_1 + \epsilon^2 k_1 k_2 k_3 \right]$$

(6.21)

where

$$Q_1 = Q_1(k_1, k_2, k_3) = k_1 k_2 k_3 - (k_1^2 k_2 + 5 \text{ permutations}).$$

(6.22)

While the integral in the second line is heavily divergent, one can carry it out by assuming $\epsilon$ sufficiently large. The last line remains divergent in $\epsilon \to 0$ limit and its expansion in the regulator reads

$$\langle \langle O(k_1)O(k_2)O(k_3) \rangle \rangle_{\text{reg}} = \frac{2\lambda}{3\epsilon} (k_1^3 + k_2^3 + k_3^3) +$$

$$\frac{2\lambda}{3} \left[ Q_1 + (k_1^3 + k_2^3 + k_3^3) \left( \log(k_1 + k_2 + k_3) + \gamma_E - \frac{4}{3} \right) \right] + O(\epsilon).$$

(6.23)
Let us now discuss in some detail divergences encountered in this 3-point function from the AdS point of view. We will show how the analysis of section 5.1.1 is applicable in this case. First we will discuss the extraction of divergences from the integral (6.21) directly, then we will show how this divergence is seen in the radial expansion of the bulk field Φ.

6.3.1 The integral
For the singularities in the 3-point function (6.23) we may use expression in the first line of (6.21) directly, by expanding propagators up to and including terms of order $z^3$. The divergence is then given by

$$\langle \langle O(k_1)O(k_2)O(k_3) \rangle \rangle_{\text{reg}} = -2\lambda \int_0^\mu \text{d}z \left[ \ldots + \frac{1}{3} z^{-1+\epsilon} (k_1^3 + k_2^3 + k_3^3) + \ldots \right]$$

$$= -\frac{2\lambda}{3\epsilon} (k_1^3 + k_2^3 + k_3^3) + \text{finite.} \quad (6.24)$$

In the first line, under the integral, we have written explicitly the only relevant term of the form $z^{-1+O(\epsilon)}$. Despite the fact that the most leading term is $z^{-4+\epsilon}$, only terms of order close to $-1$ contribute to the divergence, as explained in section 4.3.

6.3.2 Radial expansion
The radial expansion of the bulk field Φ up to order $\lambda$ reads

$$\Phi = z^4 (\phi_0 + \lambda \phi_{(1)}(\epsilon)) + z^{2+\epsilon} (\phi_{(0)}(2+\epsilon) + \lambda \phi_{(1)}(2+\epsilon)) + z^{3+\epsilon} (\phi_{(0)}(3+\epsilon) + \lambda \phi_{(1)}(3+\epsilon)) + O(\lambda^2, z^4). \quad (6.25)$$

The CFT source is $\phi_0 = \phi_{(0)}(\epsilon)$ while $\phi_{(n)}(3+\epsilon)$ are vev coefficients. We have also included the first subleading in $\lambda$ source $\phi_{(1)}(\epsilon)$. All remaining coefficients are determined locally in terms of these by means of the equation of motion,

$$\phi_{(2+\epsilon)} = \frac{\partial^2 \phi_{(\epsilon)}}{2}, \quad (6.26)$$

$$\phi_{(1)}(2\epsilon) = \frac{\phi_0^2}{\epsilon(3-\epsilon)}, \quad (6.27)$$

$$\phi_{(1)}(2+2\epsilon) = \frac{\partial^2 \phi_{(1)}(2\epsilon)}{1-\epsilon(2+\epsilon)}, \quad (6.28)$$

$$\phi_{(1)}(3+2\epsilon) = -\frac{2\phi_0 \phi_{(0)}(3+\epsilon)}{\epsilon(3+\epsilon)}. \quad (6.29)$$

First let us actually see what would happen if one tried to extract the divergence in the vev coefficient $\phi_{(1)}(3+\epsilon)$ without carrying out the renormalization of the source. Equation (5.8) would imply that

$$\phi_{(1)}(3+\epsilon) = -\phi_{(1)}(3+2\epsilon) + O(\epsilon^0) = \frac{2\phi_0 \phi_{(0)}(3+\epsilon)}{3\epsilon} + O(\epsilon^0). \quad (6.30)$$

This would suggest that the divergence in the 3-point function equals

$$-\frac{2\lambda}{3\epsilon} (k_1^3 + k_2^3 + k_3^3). \quad (6.31)$$
In comparison with (6.23), clearly the factor proportional to $k_1^3$ is missing. Such a factor can be obtained by turning on a subleading source $\phi_{\{1\}\{\epsilon\}}$. To find the value of this source we use equation (5.5). From the radial expansion (6.25) we see that there is a single term with the power $\epsilon$-close to the source term, namely $\phi_{\{1\}\{2\epsilon\}}$. As expected it is locally expressible in terms of the CFT source $\phi_0$ according to (6.27). Therefore we need

$$\phi_{\{1\}\{\epsilon\}} = -\mu^{-\epsilon} \phi_{\{1\}\{2\epsilon\}} + O(\epsilon^0) = -\frac{\phi_0^2 \mu^{-\epsilon}}{3\epsilon} + O(\epsilon^0). \tag{6.32}$$

With the redefined source the full bulk solution $\Phi_{\{1\}}$ is given by the sum (4.9) where the inhomogeneous part follows from (4.19), while the homogeneous piece reads,

$$\Phi_{\{0\}} \left[ -\lambda \frac{\mu^{-\epsilon}}{3\epsilon} \phi_0^2 \right] (z, k) = -\lambda \frac{\mu^{-\epsilon}}{3\epsilon} K_{d, \Delta} (z, k) (\phi_0 * \phi_0)(k). \tag{6.33}$$

This homogeneous solution contains a vev coefficient of order $3 + \epsilon$, which contributes to the 3-point function. Now the argument (6.30) can be used, by considering all terms to be sourced by the combined $\phi_{\{0\}\{\epsilon\}} + \lambda \phi_{\{1\}\{\epsilon\}}$. One finds

$$\phi_{\{1\}\{3+\epsilon\}}[\phi_0] - \frac{\mu^{-\epsilon}}{3\epsilon} \phi_{\{0\}\{3+\epsilon\}}[\phi_0^2] = -\phi_{\{1\}\{3+2\epsilon\}}[\phi_0] + O(\epsilon^0), \tag{6.34}$$

which correctly leads to the divergence in $\phi_{\{1\}\{3+\epsilon\}}[\phi_0]$ to be equal to that found in (6.23).

### 6.3.3 Renormalization

From the point of view of the bulk theory we have turned on the subleading source $\phi_{\{1\}\{\epsilon\}}$. The total source reads

$$\phi_{\{\epsilon\}} = \phi_0 + \lambda \mu^{-\epsilon} \left( -\frac{1}{3\epsilon} + a_0 \right) \phi_0^2 + O(\lambda^2), \tag{6.35}$$

where $a_0$ is an arbitrary scheme-dependent constant. The bulk solution $\Phi_{\{1\}}$ remains now continuous when $\epsilon \to 0$. This changes the value of the 1-point function with sources, since according to (5.17) we now have

$$\frac{\delta \Phi(z, u)}{\delta \phi_0(x)} = z^{d-\Delta} \phi_0(x) \left[ 1 + 2\lambda \mu^{-\epsilon} \left( -\frac{1}{3\epsilon} + a_0 \right) \phi_0(u) + O(\lambda^2) \right]. \tag{6.36}$$

Therefore, the 1-point function $\langle \mathcal{O} \rangle_s$ in the renormalized theory, which is finite in the $\epsilon \to 0$ limit, is related to the 1-point function $\langle \mathcal{O} \rangle_{s, reg}$ of the regulated theory,

$$\langle \mathcal{O} \rangle_s = -3 \left[ 1 + 2\lambda \mu^{-\epsilon} \left( -\frac{1}{3\epsilon} + a_0 \right) \phi_0 \right] \phi_{\{3+\epsilon\}}[\phi_{\{\epsilon\}}] + O(\lambda^2). \tag{6.37}$$

The vev coefficient $\phi_{\{3+\epsilon\}}$ is a functional of the entire source $\phi_{\{\epsilon\}}$. The renormalized source for the dual operator remains $\phi_0 = \phi_{\{0\}\{\epsilon\}}$.

When two functional derivatives of this expression are taken, one finds that all divergences cancel and a finite $\epsilon \to 0$ limit exists. While the vev coefficient $\phi_{\{3+\epsilon\}}[\phi_{\{\epsilon\}}]$ remains divergent according to (6.34), the prefactor emerging from the source renormalization cancels the divergence. In other words, while $W_{\text{div}}$ in (5.6) is divergent, the regulated
functional after source redefinition (5.23) is finite, due to the local terms in (5.22). This means that $W_{WZ} = 0$ and no anomalies are present.

Now, however, we would like to discuss how this procedure relates to the CFT renormalization. By looking at the divergence (6.23) we can write down a counterterm that needs to be added to the regulated generating functional $W_{\text{reg}}$ in order to cancel the divergence in the 3-point function. To be precise,

$$ W[\phi_0] = W_{\text{reg}}[\phi_0] - \lambda \mu^{-\epsilon} \left( -\frac{1}{3\epsilon} + a_0 \right) \int d^{3+2\epsilon} x \phi_0^2(O), $$  \hspace{1cm} (6.38)

where $a_0$ is an arbitrary scheme-dependent constant. By taking minus one functional derivative we find (6.37). When minus three functional derivatives with respect to the source $\phi_0$ are taken, the second term cancels the divergence in the regulated 3-point function following from the first term.

The above expression is not particularly useful. It shows that the divergence is canceled by a local term, but it is not clear how it is related either to the holographic theory or the dual CFT. From the point of view of the dual field theory we should consider the multiplicative renormalization by an insertion of the $Z$ factor,

$$ W = \langle \exp \left( -\int d^{3+2\epsilon} x \phi_0 Z[\lambda \phi_0 \mu^{-\epsilon}] O \right) \rangle_{\text{reg}}, $$  \hspace{1cm} (6.39)

And indeed, when expanded in $\lambda$ this generating functional agrees with (6.38) provided that

$$ Z(g) = 1 + g \left( -\frac{1}{3\epsilon} + a_0 \right) + O(g^2). $$  \hspace{1cm} (6.40)

The counterterm action (6.38) follows then simply from expanding the regularized action $W_{\text{reg}}[\phi(\epsilon)][\phi_0]$ as expected from (5.18).

The final renormalized 3-point function reads

$$ \langle O(k_1)O(k_2)O(k_3) \rangle = \frac{2\lambda}{3} \left[ Q_1 + (k_1^3 + k_2^3 + k_3^3) \left( \log \frac{k_1 + k_2 + k_3}{\mu} + \gamma_E - \frac{4}{3} - 3a_0 \right) \right], $$  \hspace{1cm} (6.41)

where $Q_1$ is given by (6.22).

By means of the equation (5.37) we find the beta function,

$$ \mu \frac{d}{d\mu} \phi_0 = \beta_{\phi_0} = -\frac{\lambda}{3} \phi_0^2 \mu^{-\epsilon} + O(\phi_0^3). $$  \hspace{1cm} (6.42)

The explicit renormalization scale appears, since $\phi_0$ is a dimensionful coupling. If we define dimensionless quantity $g = \phi_0 \mu^{-\epsilon}$, then the beta function reads

$$ \mu \frac{d}{d\mu} g = \beta_g = -\epsilon g - \frac{\lambda}{3} g^2 + O(g^3), $$  \hspace{1cm} (6.43)

a form more familiar from the perspective of a dimensionally renormalized QFT.
6.4 4-point function

Finally we want to apply the method of dimensional renormalization to the 4-point function. The computations are technically more involved but straightforward in execution. The regulated 4-point function reads

\[
\langle \langle \mathcal{O}(k_1) \mathcal{O}(k_2) \mathcal{O}(k_3) \mathcal{O}(k_4) \rangle \rangle_{\text{reg}} = 4 \left[ I(k_1, k_2; k_3, k_4) + I(k_1, k_3; k_2, k_4) + I(k_1, k_4; k_2, k_3) \right],
\]

(6.44)

where the expressions \( I(k_1, k_2; k_3, k_4) \) correspond to three distinct Witten diagrams in Figure 2. In terms of propagators one has

\[
I(k_1, k_2; k_3, k_4) = \int_0^\infty dz z^{-\hat{d}} K_{\hat{d}, \Delta}(z, k_1) K_{\hat{d}, \Delta}(z, k_2) \times \\
\times \int_0^\infty d\zeta \zeta^{-\hat{d}} G_{\hat{d}, \Delta}(z, |k_3 + k_4|; \zeta) K_{\hat{d}, \Delta}(\zeta, k_3) K_{\hat{d}, \Delta}(\zeta, k_4).
\]

(6.45)

By definition the integral is symmetric under two transpositions \( k_1 \leftrightarrow k_2 \) or \( k_3 \leftrightarrow k_4 \) as well as a joint transposition \( (k_1, k_2) \leftrightarrow (k_3, k_4) \).

As in the case of the 3-point function one can explicitly evaluate the 4-point function. Its finite part is rather long and unwieldy, so let us concentrate on the divergences.

Divergences in the regulated expression for the 4-point function is best expressed in terms of 2- and 3-point functions. Such a representation is however not unique. This is because one can freely move the contribution proportional to 2-point functions between various terms. The total divergence is obviously fixed and unique, so it is only a problem of the representation that becomes ambiguous. To be specific, the divergence equals

\[
\langle \langle \mathcal{O}(k_1) \mathcal{O}(k_2) \mathcal{O}(k_3) \mathcal{O}(k_4) \rangle \rangle_{\text{reg}} = 2\lambda a_1 \left[ \langle \langle \mathcal{O}(k_1) \mathcal{O}(k_2) \mathcal{O}(-k_1 - k_2) \rangle \rangle_{\text{reg}} + 5 \text{ permutations} \right] \\
- 4\lambda^2 a_1^2 \left[ \langle \langle \mathcal{O}(k_1 + k_2) \mathcal{O}(-k_1 - k_2) \rangle \rangle_{\text{reg}} + 2 \text{ permutations} \right] \\
- 6\lambda^2 a_2 \left[ \langle \langle \mathcal{O}(k_1) \mathcal{O}(-k_1) \rangle \rangle_{\text{reg}} + 3 \text{ permutations} \right] + \text{finite},
\]

(6.46)

where

\[
a_1 = -\frac{1}{3\epsilon} + a_0,
\]

(6.47)

\[
a_2 = \frac{1}{9\epsilon^2} - \frac{1 + 18\epsilon}{27\epsilon}.
\]

(6.48)

Here \( a_0 \) is an arbitrary number that parametrizes the ambiguity of the representation. When the correlation function is expanded in terms of its actual momentum space expressions, \( a_0 \) cancels against various terms and the actual divergence is fixed, unique and \( a_0 \)-independent. Notice however that we use here the same symbol that we introduced to denote scheme-dependent constant in (6.35). Indeed, we will find that \( a_1 \) is equal to the renormalization constant for the 3-point function that we found in (6.35).

Note that this expression contains 3 distinct types of terms: a single terms containing six 3-point functions related by a symmetry and two different terms containing various combinations of 2-point functions. Notice that all terms are in principle of order \( \epsilon^{-2} \) as the regulated 3-point function itself has a linear divergence in \( \epsilon \).
Using the regulated expression we may immediately write down a counterterm in the generating function that renormalizes both 3- and 4-point functions. We find

\[ W[\phi_0] = W_{\text{reg}}[\phi_0] - \lambda a_1 \mu^{-\epsilon} \int d^{3+2\epsilon} x \phi_0^2(O)_{\text{reg},s} - \lambda^2 a_2 \mu^{-2\epsilon} \int d^{3+2\epsilon} x \phi_0^3(O)_{\text{reg},s} + \frac{1}{2} \lambda^2 a_1^2 \mu^{-2\epsilon} \int d^{3+2\epsilon} x \phi_0^2(x) \int d^{3+2\epsilon} y \phi_0^2(y) \langle O(x) O(y) \rangle_{\text{reg},s} + O(\phi_0^5). \]

(6.49)

When three or four functional derivatives are taken, this expression leads to finite correlation functions. As in the case of 3-point functions, we now want to analyze the bulk and the boundary systems from their respective points of view and recover the correct counterterms.

Formally, counterterm constants in this expression may contain some finite, subleading pieces that can be adjusted by a change of the renormalization scale. Therefore, without loss of generality we may use (6.47) and (6.48) without any finite pieces. In this way the resulting expressions will be more comprehensive.

6.4.1 Radial expansion

For the bulk analysis we have to carry out a radial expansion of the bulk field up to order \( \lambda^2 \). The zeroth and first order solution was already analyzed in section 6.3.2. Up to the order \( \lambda^2 \) one finds

\[
\Phi = z^\epsilon (\phi_0 + \lambda \phi_{(1)}(\epsilon) + \lambda^2 \phi_{(2)}(\epsilon)) + z^{2+\epsilon} (\phi_0^{(2+\epsilon)} \phi_{(1)}(0) + \lambda \phi_{(2)}^{(2+\epsilon)} + \lambda^2 \phi_{(3+\epsilon)} + O(\lambda^4))
+ \lambda \left[ z^\epsilon (\phi_{(1)}^{(2\epsilon)} + \lambda \phi_{(2)}(3\epsilon)) + z^{2+\epsilon} (\phi_{(1)}^{(2+2\epsilon)} + \lambda \phi_{(2)} (2+2\epsilon)) + z^{3+\epsilon} (\phi_{(1)}^{(3+2\epsilon)} + \lambda \phi_{(2)} (3+2\epsilon)) + O(z^4) \right]
+ \lambda^2 \left[ z^\epsilon (\phi_{(1)}^{(3\epsilon)} + z^{2+\epsilon} \phi_{(2)} (2+3\epsilon)) + z^{3+\epsilon} \phi_{(2)} (3+3\epsilon) + O(z^4) \right] + O(\lambda^3). \quad (6.50)
\]

The CFT source is \( \phi_0 = \phi_0(\epsilon) \) while \( \phi_{(\nu)}(3+\epsilon) \) are vev coefficients.

In addition to local coefficients listed in section 6.3.2, we now find

\[
\phi_{(2)}(2\epsilon) = \frac{2\phi_0 \phi_{(1)}(\epsilon)}{\epsilon (3-\epsilon)}, \quad (6.51)
\]

\[
\phi_{(2)}(3\epsilon) = \frac{\phi_0^2}{\epsilon^2 (3-\epsilon)(3-2\epsilon)}, \quad (6.52)
\]

\[
\phi_{(2)}(2+2\epsilon) = \frac{\partial^2 \phi_{(1)}(2\epsilon) + 2 \phi_{(0)}(2+\epsilon) \phi_{(1)}(\epsilon) + 2 \phi_0 \phi_{(1)}(2+\epsilon)}{(1-\epsilon)(2+\epsilon)}, \quad (6.53)
\]

\[
\phi_{(2)}(2+3\epsilon) = \frac{\partial^2 \phi_{(2)}(3\epsilon) + 2 \phi_{(0)}(2+\epsilon) \phi_{(1)}(2\epsilon) + 2 \phi_0 \phi_{(1)}(2+\epsilon)}{2(1-2\epsilon)(1+\epsilon)}, \quad (6.54)
\]

\[
\phi_{(2)}(3+2\epsilon) = -\frac{2(\phi_0 \phi_{(1)}(3+\epsilon) + \phi_{(1)}(\epsilon) \phi_{(0)}(3+\epsilon))}{\epsilon (3+\epsilon)}, \quad (6.55)
\]

\[
\phi_{(2)}(3+3\epsilon) = \frac{3(1-\epsilon) \phi_0^2 \phi_{(0)}(3+\epsilon)}{\epsilon^2 (3+2\epsilon)(3+\epsilon)(3-\epsilon)}. \quad (6.56)
\]
where in terms of two zeroth order solutions \( \Phi^{\phi}\) sources. The term \( \phi\) different sources, say we mean here is as follows. The vev coefficient required for the finiteness of \( \Phi^{\phi}\) source. The renormalized generating functional is then given by,

\[
\Phi^{(2)}(\epsilon) z^{2\epsilon} + \Phi^{(3)}(\epsilon) z^{3\epsilon} = -\frac{\phi_0^3}{9\epsilon^2}(1 + \log z) + \frac{1 + 18a_0 + 3\log^2 \mu^2}{27\epsilon} \phi_0^3 + O(\epsilon^0). \tag{6.57}
\]

This divergence will be removed from \( \Phi^{(2)}\) if we turn on the source of order \( \lambda^2 \),

\[
\phi^{(2)}(\epsilon) = a_2 \phi_0^3 \mu^{-2\epsilon}, \tag{6.58}
\]

where \( a_2 \) is given in (6.48). When \( \phi^{(2)}(\epsilon) z^\epsilon \) is added to the expression above, it becomes finite. All in all, the redefined source, up to order \( \lambda^2 \) reads now

\[
\phi(\epsilon) = \phi_0 + \lambda a_1 \mu^{-\epsilon} \phi_0^2 + \lambda^2 a_2 \mu^{-2\epsilon} \phi_0^3 + O(\lambda^3), \tag{6.59}
\]

where constants \( a_1 \) and \( a_2 \) are given by (6.47) and (6.48).

For pedagogical reasons we may now check that the renormalized 1-point function with sources is finite up to 4-point functions. We follow the equation (5.17), which now gives

\[
-\frac{1}{4}(\mathcal{O})_s = \phi^{(3+\epsilon)}[\phi_0] + \lambda \left[ \phi^{(3+\epsilon)}[\phi_0] + a_1 \mu^{-\epsilon} (2\phi_0 \phi^{(3+\epsilon)}[\phi_0] + \phi^{(3+\epsilon)}[\phi_0]^2) \right] + \lambda^2 \left[ \phi^{(3+\epsilon)}[\phi_0] + a_1 (2\phi_0 \phi^{(3+\epsilon)}[\phi_0, \phi_0] + \phi^{(3+\epsilon)}[\phi_0, \phi_0]^2) \right] + 2a_1^2 \phi_0^2 \phi^{(3+\epsilon)}[\phi_0] + 3a_2 \phi_0^3 \phi^{(3+\epsilon)}[\phi_0] + a_2 \phi^{(3+\epsilon)}[\phi_0]^2 + O(\lambda^3). \tag{6.60}
\]

In this expression we have two similar terms \( \phi^{(3+\epsilon)}[\phi_0, \phi_0] \) and \( \phi^{(3+\epsilon)}[\phi_1, \phi_2] \). What we mean here is as follows. The vev coefficient \( \phi^{(3+\epsilon)}[\phi_1, \phi_2] \) appears in \( \Phi^{(1)} \), which is given in terms of two zeroth order solutions \( \Phi^{(0)} \). Each \( \Phi^{(0)} \) can be in principle sourced by two different sources, say \( \phi_1 \) and \( \phi_2 \), and hence \( \phi^{(3+\epsilon)}[\phi_1, \phi_2] \) is a functional of these two sources. The term \( \phi^{(3+\epsilon)}[\phi_0, \phi_0^2] \) can be traced back to the redefinition of the source required for the finiteness of \( \Phi^{(1)} \).

Again, by taking minus three derivatives of the above expression one finds that the divergences cancel, leading to a finite 4-point function.

6.4.3 Renormalization

From the point of view of the CFT the redefined source (6.59) is identified with the bare source. The renormalized generating functional is then given by,

\[
W[\phi_0] = (\exp \left( - \int d^d x \phi_0 \mathcal{Z}[\lambda \phi_0 \mu^{-\epsilon}] \right))_{\text{reg}}, \tag{6.61}
\]

where

\[
\mathcal{Z}(g) = 1 + a_1 g + a_2 g^2 + O(g^3), \tag{6.62}
\]
where $a_1$ and $a_2$ are given in (6.47) and (6.48). At this point one can once again confirm that (6.61) reproduces (6.49) up to $\lambda^2$ by expanding the functional in $\lambda$. Notice that a curious double integral term in (6.49) appears as a consequence of the expansion of the exponential function that brings down the operator $O$ twice.

Finally we want to calculate the beta function to this order in $\lambda$. At this point one may be worried by the appearance of a double pole in the counterterm coefficient $a_2$. Intuitively finiteness of a beta function follows from a cancellation between a pole in a renormalization constant and $\epsilon$ coming from a derivative $\mu \partial / (\partial \mu) \mu^{O(\epsilon)} = O(\epsilon)$. On the other hand we do expect the coefficient $a_2$ to have a double pole in $\epsilon$ simply as a composition of two integrals in (6.45), both of them resulting in a single pole in $\epsilon$. In fact this effect is responsible for $a_2 = a_1^2 + O(\epsilon^{-1})$. As we will now see it is this non-trivial term of order $\epsilon^{-1}$ that is visible to the beta function.

To calculate the beta function we may simply use equation (5.37). By inverting a derivative of the bare source with respect to $\phi_0$ up to order $\lambda^2$ we arrive at the beta function,

$$
\beta_{\phi_0} = \lambda \epsilon a_1 \phi_0^2 \mu^{-\epsilon} + 2 \lambda^2 \epsilon (a_2 - a_1^2) \phi_0^3 \mu^{-2\epsilon} + O(\phi_0^4)
$$

$$
= -\frac{1}{3} \lambda \phi_0^2 \mu^{-\epsilon} - \frac{2}{27} \lambda^2 \phi_0^3 \mu^{-2\epsilon} + O(\phi_0^4). \tag{6.63}
$$

In terms of the dimensionless coupling $g = \phi_0 \mu^{-\epsilon}$,

$$
\beta_g = -\epsilon g - \frac{1}{3} \lambda g^2 - \frac{2}{27} \lambda^2 g^3 + O(g^4). \tag{6.64}
$$

This expression is finite and has the form expected from the dimensionally regulated QFT.
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