The Single Particle Excitation Spectrum of Degenerate Fermi gases in a ring cavity
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By considering a spin-\(\frac{1}{2}\) degenerate Fermi gases in a ring cavity where strong interaction between atoms and light gives rise to a superradiance, we find the cavity dissipation could cause a severe broadening in some special cases, breaking down the quasi-particle picture which was constantly assumed in mean field theory studies. This broadening happens when the band gap resonant with polariton excitation energy. Interestingly enough, this broadening is highly spin selective depending on how the fermions are filled and the spectrum becomes asymmetric due to dissipation. Further, a non-monotinous dependence of the maximal broadening of the spectrum against cavity decay rate \(\kappa\) is found and the largest broadening emerges at \(\kappa\) comparable to recoil energy.

Discussion of steady state distribution of fermions in a cavity can be found in Ref.\(^{30}\), but studies for fermion spectrum is still quite limited. In this article, we will study the fermion excitation spectrum by a systematic Keldysh formalism which could be applied to general nonequilibrium many body systems. To keep our study as simple as possible, we choose to study one dimensional spin-\(\frac{1}{2}\) Fermi gases in a ring cavity. Since absorption of cavity photon will flip spin together with a momentum transfer, therefore the condensation of cavity field will induce a spin-orbit-coupling (SOC) of fermions. This is originally proposed by Han Pu and his coworkers\(^{32, 33}\) in a bosonic system.

In this article, we will first introduce the experimental setup and corresponding hamiltonian in section II, then we will establish the Keldysh formalism for calculating fermion’s excitation spectrum and distribution function under steady state assumption in section III. Dyson equations for cavity field self-energies and fermion self-energies are given. In section IV, we will present the numerical results for cavity photon spectrum and fermion excitation spectrum in different parameter regions. A spin selection of spectrum broadening is discovered to be connected with the fermion occupation. Maximal spectrum broadening is found to be non-monotonous dependent on cavity decay rate \(\kappa\). For small \(\kappa\) and large \(\kappa\), the spectrum is more close to well defined quasi-particle spectrum, and the largest broadening happens for moderate \(\kappa\) around recoil energy. This result is in accord with how fast a steady state could be reached in a one-dimensional lattice fermion system\(^{34}\), where steady state is most difficult to be reached for \(\kappa \sim E_r\). In this parameter region, photon loss rate resonant with atom motion, therefore the adiabatic approximation breaks down. Both calculations show that \(\kappa \sim E_r\) is the most unstable case. Finally, we make conclusion in section V.

I. INTRODUCTION

Recent developments in experiments extend traditional cavity QED\(^{12}\) to a many body system by putting quantum degenerate gases into cavities\(^{3-5}\). Strong interactions between atoms and light are realized, and a steady state superradiance is achieved\(^{5, 6}\). This field naturally combines the studies of the non-equilibrium driven-dissipative systems and the quantum many body systems together\(^{7}\). As coherence is very important for realizing superradiance, therefore how dissipation influences this many body state is of fundamental importance. Regarding nontrivial effect of dissipation, one example is the dynamical critical exponent being shifted by the presence of dissipation. A theoretical prediction of the critical exponent shift is from 0.5 to 1\(^{8, 9}\). While the measurement on static and dynamical structure factor shows the flux critical exponent is shifted to 0.7 in normal phase side, and 1.1 in superradiant side\(^{10, 12}\). The mechanism for the critical exponent shift is not yet fully understood. Another example is, in a cavity superradiance assist hopping system, dissipation could induce an emergent electric field and drives atoms to flow in one direction, forming a “real space Fermi sea” for degenerate fermions\(^{13}\).

Although there are nontrivial effects for dissipation, there are still many cases these effect are not major and can be neglected. There are many previous theoretical works\(^{14-27}\) on superradiance in a cavity assume that the atomic excitations are well defined quasi-particles, so that dissipation effect could be neglected. However, the validity of this quasi-particle assumption has not yet been justified in many cases. Some efforts are devoted to calculating dynamics and dissipation of Bose gases in a cavity\(^{28, 29}\), where the spectrum broadening is found and the critical behavior of the quasiparticle lifetime is analyzed\(^{8, 9}\). Even more, extra spectrum broadening by Baeliev damping is predicted for interacting bosons\(^{31}\).

II. SET UP

Here we propose to put degenerate spin-\(\frac{1}{2}\) Fermi gases into a ring cavity as shown in Fig. 1. Here we suppose the...
interactions between fermions could be neglected. The ring cavity supports two traveling wave modes in clockwise and anti-clockwise directions. Here we suppose the pumping laser is in anti-clockwise direction polarized in $\hat{y}$ while a one dimensional fermions cloud is laid in $\hat{x}$ direction. Photons interact with the atoms by a two photon coupling in spin-1/2 Fermi gases. Pumping field is labeled in $\hat{z}$ direction. The hamiltonian of the system could be then formulated as

$$\hat{H} = \int dx \hat{\Psi}^\dagger(x)\hat{H}_t\hat{\Psi}(x) + \frac{\delta_c\hat{a}^\dagger\hat{a} + i\epsilon_p(\hat{a}^\dagger - \hat{a})}{2},$$

under rotating wave approximation (RWA). The atomic field operator $\hat{\Psi}(x)$ could be written as $\hat{\Psi}(x) = (1/L) \sum_\lambda |\lambda_\sigma\rangle e^{ik_x x}$ in second quantization form, $L$ is the size of atom cloud in $x$ direction. $\sigma = \sigma_x \pm i\sigma_y$ are spin ladder operators, where $\sigma_{i=x,y,z}$ are Pauli matrices. In original frame the Raman process will flip the atom’s spin at the same time shift the momentum by $k_0 e_x$, here $\hat{H}_t$ is the atomic hamiltonian after unitary transformation $\hat{U} = e^{-ik_0 x \sigma_z}$. It is clear the hamiltonian is invariant under a U(1) transformation $\hat{a} \rightarrow e^{i\delta_\sigma} \hat{a}$, $\hat{c}_\sigma \rightarrow e^{i\delta_\sigma/2} \hat{c}_\sigma$ if we turn off $\epsilon_p$ term. Therefore the hamiltonian without $\epsilon_p$ term has $U(1)$ symmetry. $\epsilon_p$ term is an explicit symmetry broken term coming from direct exchange of photons between cavity and pumping laser field. $\delta_\sigma = \omega_p - \omega_c$ is the cavity detune frequency. $\omega_c$ and $\omega_p$ are frequency for cavity mode and pumping field frequency respectively. $\eta = \Omega_g k_0/\Delta_\sigma$ is the atom cavity coupling strength, with $\Omega$ being the pumping laser amplitude, $g_0$ being single atom cavity coupling strength, $\Delta_\sigma$ being ac Stark shift of the atom. The ring cavity’s decay rate is assumed as $\kappa$.

When $\epsilon_p \neq 0$ is turning on, the U(1) symmetry will be explicitly broken so that the vacuum expectation value of $\hat{a}$ is nonzero, leading to a SOC in fermions. We stress that this SOC by cavity photon condensation is in general different from previous SOC by Raman lasers \cite{35, 37}, where the atomic spectrum cannot fluctuate.

## III. Method

### A. Keldysh formalism

Here our aim is to obtain the fermionic excitation spectrum in presence of dissipation. Since this dissipative system does not in general reach thermal equilibrium in long time limit, therefore we choose Keldysh formalism to formulate this problem\cite{38}. In ordinary equilibrium field theory we assume the density operator $\hat{\rho} = \exp(-\beta \hat{H})$, and all correlation functions are thermal ensemble averaged functions. However, in general nonequilibrium systems the distribution function is unknown and varying with time. Keldysh formalism does not assume any ad hoc distribution function and both the distribution function and single particle excitation spectrum could be solved at the same time.

According to our setup, free fermions are coupled to a single mode cavity whose decay rate is $\kappa$. The action could be written down by a closed time path integral as

$$S = \sum_{\lambda = \pm} \int_{C_\lambda} dt \left[ \int dx \bar{\psi}_\lambda \left( -i\partial_t \frac{(\hat{a}_\lambda \hat{a}_\lambda - \hat{a}_\lambda^\dagger \hat{a}_\lambda^\dagger)}{2m} + \eta(\hat{a}_\lambda^\dagger \hat{a}_\lambda + \hat{a}_\lambda \hat{a}_\lambda^\dagger) \right) \right],$$

where $C_\lambda = \pm$ are two branches of closed time path, $C_+$ is the positive branch and $C_-$ is the negative branch, as is shown in Fig.2. Cavity field $a_\lambda(t)$ and atom field $\psi_\lambda(x,t)$ are defined on path $C_\lambda$ respectively. $\psi_\lambda(x,t) = (\psi_\lambda^\dagger, \psi_\lambda)^T$ is the fermion spinor field. After we introduce Keldysh rotation, we define $a_{\sigma \dagger} \equiv (a_+ - a_-)/\sqrt{2}$, $a_\sigma \equiv (a_+ + a_-)/\sqrt{2}$, and $\psi_{\sigma \dagger} \equiv \frac{1}{\sqrt{2}}(\psi_{\uparrow \uparrow} + \psi_{\downarrow \downarrow})$, $\psi_{\sigma} \equiv \frac{1}{\sqrt{2}}(\psi_{\uparrow \uparrow} - \psi_{\downarrow \downarrow})$, $\bar{\psi}_{\sigma \dagger} \equiv \frac{1}{\sqrt{2}}(\bar{\psi}_{\uparrow \uparrow} - \bar{\psi}_{\downarrow \downarrow})$ where $\sigma = \uparrow$ or $\downarrow$ is the spin index. Then the action can be expressed as

$$S = S_c + S_{at} + S_{int}.$$
The action of cavity field is

$$S_c = \frac{1}{2} \int \left[ -i \frac{d\omega}{2\pi} A^\dagger(\omega) \left( \frac{0}{(\pi_0^{-1})^R} \right) A(\omega) \right]$$

(5)

$$A(\Omega) = (a_{\Omega}(\omega), a_{\Omega}^*(\omega), \alpha_{\Omega}(\omega), \alpha_{\Omega}^*(\omega))^T.$$

The inverse of propagators are defined as

$$\left( (\pi_0^{-1})^R \right)^{\dagger} = \begin{pmatrix} \omega + \delta_c + i\kappa & 0 \\ 0 & -\omega + \delta_c - i\kappa \end{pmatrix},$$

$$\left( (\pi_0^{-1})^K \right) = \begin{pmatrix} 2i\kappa & 0 \\ 0 & 2i\kappa \end{pmatrix}.$$

The atomic action is

$$S_{at} = \int drdr' \Psi^T(r) \left[ \begin{pmatrix} L_0^R(r; r') & L_0^K(r; r') \\ L_0^K(r; r') & L_0^A(r; r') \end{pmatrix} \right] \Psi(r'),$$

(8)

where $$r = (x, t)$$, $$dr = dxdt$$ and $$\Psi(x, t) = (\psi_{\uparrow\uparrow}, \psi_{\downarrow\downarrow})^T(x, t)$$, $$L_0^R(r, r') = L_0^B(r-r')$$ and $$L_0^K(r, r')$$ are inverse retard, advanced and Keldysh Green’s functions. Their definition could be better expressed in frequency and momentum space, which is

$$S_{at} = \int \frac{dk}{(2\pi)^2} \Psi^T(r) \left[ \begin{pmatrix} \epsilon + i\kappa & -0 \frac{(k + \alpha_{\sigma\sigma})^2}{2m} \\ 0 & \epsilon - i\kappa \end{pmatrix} \right] \Psi(r'),$$

(9)

where $$\Psi(k, \epsilon)$$’s variables are neglected, $$F(\epsilon) = 1 - 2n_F(\epsilon)$$ and $$n_F(\epsilon) = (\exp((\epsilon - \mu)/T) + 1)^{-1}$$ is the zero temperature Fermi-Dirac distribution function. Finally the interaction action could be written as

$$S_{int} = \frac{\eta}{\sqrt{2}} \int dr \sum_{\sigma = \uparrow, \downarrow} \Psi^T(r) (a_\sigma(t) \sigma^+ + a_\sigma(t) \sigma^-) \hat{\gamma}_q \Psi(r).$$

(10)

where $$\hat{\gamma}_q = \sigma_x, \hat{\gamma}_\alpha = \mathbb{1}$$ are defined in Keldysh space.

In this strongly interacting atom light system, one basic question is whether there is a steady state solution in long time limit. This question could be answered as long as we know the exact form of Keldysh Green’s function for cavity field $$\Pi^K(t, t') = \Pi_1^{\uparrow\uparrow}(r, r') = -i((a_{\uparrow\uparrow}(t), a_{\uparrow\uparrow}(t'))^T(a_{\uparrow\uparrow}(t'), a_{\uparrow\uparrow}(t'))),$$ and Keldysh function of fermions $$G^K(r, r') = -i(\langle 1 \rangle_1 \Psi_2^{\uparrow\uparrow}(r')) \rangle.$$ These functions are related to the excitation spectrum and the distribution function evolution. Without assuming that the system being time translational invariant, $$\Pi^K(t, t')$$ will be not only a function of time difference $$t - t'$$, but also a function of $$(t + t')/2$$, which manifests time evolution of distribution function. If for large $$(t + t')/2, \Pi(t, t')$$ becomes $$(t + t')/2$$ independent, then we say the system reaches steady state. In present work we will focus on the spectrum study, therefore we assume that steady state could be always reached in long time limit.

By this assumption, all Green’s functions become functions of $$t - t'$$ only. In steady state approximation, we assume the cavity expectation value becomes $$\langle a \rangle = \alpha$$ in long time limit, where $$\langle \cdot \rangle$$ is ground state average. We define retard and advanced Green’s function for fermions are $$G^R(r, r') = -i\theta(t - t') \langle 1 \rangle_1 \Psi_2^{\uparrow\uparrow}(r') \rangle, \quad G^A(r, r') = -i\theta(t' - t) \langle 2 \rangle_2 \Psi_2^{\uparrow\uparrow}(r') \rangle.$$ Let us assume the fermions are in zero temperature, with the cavity vacuum expectation value $$\sigma$$ self consistently determined by steady state equation, then the zeroth order Green’s function could be written as

$$G^{0, R}_{\uparrow\uparrow}(k, \epsilon) = \frac{1}{2\Delta_k} \left( \frac{\Delta_k + \nu_0 k}{\epsilon + i0^+ - \xi_k^±} + \frac{\Delta_k - \nu_0 k}{\epsilon + i0^+ - \xi_k^±} \right),$$

(11)

$$G^{0, R}_{\downarrow\downarrow}(k, \epsilon) = \frac{1}{2\Delta_k} \left( \frac{\Delta_k - \nu_0 k}{\epsilon + i0^+ - \xi_k^±} + \frac{\Delta_k + \nu_0 k}{\epsilon + i0^+ - \xi_k^±} \right),$$

(12)

$$G^{0, R}_{\uparrow\downarrow}(k, \epsilon) = \frac{\eta\alpha}{2\Delta_k} \left( \frac{1}{\epsilon + i0^+ - \xi_k^±} - \frac{1}{\epsilon + i0^+ - \xi_k^±} \right)$$

(13)

$$G^{0, R}_{\downarrow\uparrow}(k, \epsilon) = \frac{\eta\alpha^*}{2\Delta_k} \left( \frac{0}{\epsilon + i0^+ - \xi_k^±} + \frac{0}{\epsilon + i0^+ - \xi_k^±} \right),$$

(14)

where $$\xi_k^± = \frac{k^2}{2m} - \mu \pm \Delta_k$$ is the dispersion of up-
per band and lower band, $2\Delta_k = 2\sqrt{(v_0 k)^2 + \eta^2 |\alpha|^2}$ is the energy splitting between two bands, $v_0 = k_0/m$ is "recoll" velocity. The advanced Green’s function is $G^A(k,\epsilon) = (G^R(k,\epsilon))^\dagger$. Meanwhile, as we know $k$ is conserved, therefore $G^{K,A,R}(r_1, r_2) = G^{K,A,R}(r_1 - r_2)$. For Keldysh Green’s function, we have $G^K(k,\epsilon) = G^R(k,\epsilon)F(k,\epsilon) - F(k,\epsilon)G^A(k,\epsilon)$ where $F(k,\epsilon)$ is the distribution function. If the system reaches thermal equilibrium, $F(k,\epsilon) = (1 - 2n_F(\epsilon))\mathbb{1}$ ($\mathbb{1}$ is a unit matrix in spin space, $n_F(\epsilon) = 1/(\exp((\epsilon - \mu)/T) + 1)$ is Fermi distribution at temperature T). However, steady state distribution $F(k,\epsilon)$ does not necessarily be thermal distribution, therefore in principle $F(k,\epsilon)$ need to calculated self-consistently. But here, for simplicity, we assume the fermion distribution is fixed at zero temperature Fermi-Dirac distribution. Our mission in this article is to obtain the excitation spectrum function $\mathcal{A}(k,\epsilon) = -\frac{1}{\pi} \text{Im} G^R(k,\epsilon)$.

Feynman rules for Feynman diagrams in Keldysh formalism are introduced in Fig. 3 based on our Keldysh path integral formalism.

### B. Dyson equations

In this section, we will present self-consistent Dyson equations under steady state approximation. First of all, let us consider cavity photon self-energies, and this self-energy correction comes from polarization of fermions which could be shown diagrammatically in Fig. 4. Their explicit expressions are

\[
\chi^R(\bar{\epsilon}) = -\frac{i\eta^2}{2} \sum_k \left( G^R_{+\downarrow}(\bar{k} + \bar{\bar{q}}) G^A_{+\downarrow}(\bar{k}) + G^A_{+\downarrow}(\bar{k} + \bar{\bar{q}}) G^R_{+\downarrow}(\bar{k}) 
+ G^R_{+\uparrow}(\bar{k} + \bar{\bar{q}}) G^R_{+\downarrow}(\bar{k}) \right) 
\]

\[
\chi^A(\bar{\epsilon}) = \frac{i\eta^2}{2} \sum_k \left( G^A_{+\downarrow}(\bar{k} + \bar{\bar{q}}) G^A_{+\downarrow}(\bar{k}) + G^A_{+\downarrow}(\bar{k} + \bar{\bar{q}}) G^R_{+\downarrow}(\bar{k}) 
+ G^R_{+\uparrow}(\bar{k} + \bar{\bar{q}}) G^R_{+\downarrow}(\bar{k}) \right) 
\]

\[
\chi^K(\bar{\epsilon}) = \frac{i\eta^2}{2} \sum_k \left( G^R_{+\downarrow}(\bar{k} + \bar{\bar{q}}) G^A_{+\downarrow}(\bar{k}) + G^A_{+\downarrow}(\bar{k} + \bar{\bar{q}}) G^R_{+\downarrow}(\bar{k}) 
+ G^R_{+\uparrow}(\bar{k} + \bar{\bar{q}}) G^R_{+\downarrow}(\bar{k}) \right) 
\]

\[
\chi^A(\bar{\epsilon}) = \frac{i\eta^2}{2} \sum_k \left( G^A_{+\downarrow}(\bar{k} + \bar{\bar{q}}) G^A_{+\downarrow}(\bar{k}) + G^A_{+\downarrow}(\bar{k} + \bar{\bar{q}}) G^R_{+\downarrow}(\bar{k}) 
+ G^R_{+\uparrow}(\bar{k} + \bar{\bar{q}}) G^R_{+\downarrow}(\bar{k}) \right) 
\]

where $\bar{\bar{q}} = (0, \omega), \bar{k} = (k, \epsilon)$. Then let us define susceptibility matrices

\[
\tilde{\chi} = \left( \begin{array}{cc} \chi^A(\omega) & \chi^K(\omega) \\ \chi^K(\omega) & \chi^A(\omega) \end{array} \right),
\]

where we denote the space as time-reversal space, in short, T space, then the Dyson equations for cavity photons can be written as

\[
\left( \begin{array}{cc} \tilde{\Pi}^A & \tilde{\Pi}^R \\ \tilde{\Pi}^R & \tilde{\Pi}^A \end{array} \right)^{-1} = \left( \begin{array}{cc} \tilde{\pi}^A & \tilde{\pi}^R \\ \tilde{\pi}^R & \tilde{\pi}^A \end{array} \right)^{-1} - \left( \begin{array}{c} 0 \\ \tilde{\chi}^A \end{array} \right)
\]

where $\tilde{\pi}$ in $\tilde{\Pi}$, $\tilde{\pi}$ means matrix in T space (time-reversal space). Further, let us discuss the symmetry of $\Pi^R(\omega)$ in T space. $\Pi^R_{11}(\omega) = -i(\alpha(\omega)a(\omega))$, $\Pi^R_{22}(\omega) = -i(\alpha(\omega)a(-\omega))$, then we have $\Pi_{11}(\omega) = -\Pi_{22}(\omega)$.

For the self-energy of fermions, we consider the Hatree term and the Fock term. Since the Hatree terms can be written as $i\frac{\eta}{\pi} \sum_k \left( G^R_{+\uparrow}(k,\epsilon) + G^A_{+\uparrow}(k,\epsilon) \right)$, this is a constant shift of the chemical potential. In our scheme, we will fix the chemical potential of fermions, therefore we add the Hatree term contribution to chemical potential and require this dressed chemical potential to be fixed. On the other hand, the Fock terms can be shown diagrammatically as Fig. 5. These self-energies can be explicitly written down as

\[
\Sigma^R_{\sigma\sigma'}(\epsilon) = \frac{i\eta^2}{2} \int \frac{d\omega}{2\pi} \left( G^R_{\sigma\sigma'}(\epsilon - \omega) \Pi^R_{\sigma\sigma}(\omega) 
+ G^K_{\sigma\sigma'}(\epsilon - \omega) \Pi^A_{\sigma\sigma}(\omega) \right)
\]
in different parameter regions. We will finally answer the question that when will the quasi-particle picture be valid.

A. Single particle excitation spectrum of fermions

Before we present the numerical results for fermions’ spectrum function, let us first analyze when will the spectrum deviate from sharp quasi-particle peaks, or in other words, when will the self-energy \( \Sigma \) get large corrections. By Eqn. [23], [24], [25], we could learn that both cavity, fermion spectrum and distribution contribute to the self-energy. Since the cavity photons are in a steady state rather than an equilibrium state, the typical distribution function is \( F_B(\omega) = 1 + 2n_B(\omega) = \text{diag}\{1, -1\} \), which is quite different from the zero temperature equilibrium distribution function \( F_B^{eq}(\omega) = \text{sgn}\(\omega\)\). Considering dressed photon will not change this steady state distribution much, we will use this approximate steady state distribution for qualitative estimation. At the same time, let us make use of \( G^R_0 \) and \( G^R_K \)'s imaginary parts being delta functions, then we can get simplified expressions for fermion self-energies as

\[
\text{Im}\Sigma_{\uparrow\uparrow}(\epsilon \pm) \approx \frac{\eta^2}{\pi} P_{\uparrow\uparrow}^{\pm} (n_{B_{\uparrow\uparrow}}(\omega + \Delta) + n_{F}(\epsilon \pm)) \text{Im}\Pi_{22}^{\pm}(-\Delta \epsilon)
\]

\[
\text{Im}\Sigma_{\downarrow\downarrow}(\epsilon \pm) \approx \frac{\eta^2}{\pi} P_{\downarrow\downarrow}^{\pm} (n_{B_{\downarrow\downarrow}}(\omega + \Delta) + n_{F}(\epsilon \pm)) \text{Im}\Pi_{11}^{\pm}(\Delta \epsilon)
\]

where \( \text{Im} \) stands for imaginary part, \( \Delta \epsilon = \epsilon_+ - \epsilon_- \) is the energy gap between two bands, \( P_{\uparrow\uparrow}^{\pm} = \frac{1}{2} (1 \pm v_0 k / \Delta_k) \), \( P_{\downarrow\downarrow}^{\pm} = \frac{1}{2} (1 \mp v_0 k / \Delta_k) \) are spin projection factors. \( n_{B_{\uparrow\uparrow}}(\omega) \) and \( n_{B_{\downarrow\downarrow}}(\omega) \) are cavity photon steady state distribution functions, 1, 2 are T space indices. From our calculation we found \( n_{B_{\downarrow\downarrow}}(\omega) = 0 \) and \( n_{B_{\uparrow\uparrow}}(\omega) = -1 \) for almost every \( \omega \). Therefore we could further simplify the expressions as

\[
\text{Im}\Sigma_{\uparrow\uparrow}(\epsilon \pm) \approx -\frac{\eta^2}{\pi} P_{\uparrow\uparrow}^{\pm} (1 - n_{F}(\epsilon \pm)) \text{Im}\Pi_{22}^{\pm}(-\Delta \epsilon)
\]

\[
\text{Im}\Sigma_{\downarrow\downarrow}(\epsilon \pm) \approx \frac{\eta^2}{\pi} P_{\downarrow\downarrow}^{\pm} n_{F}(\epsilon \pm) \text{Im}\Pi_{11}^{\pm}(\Delta \epsilon)
\]

From above expression we could see large self-energy correction for spin up branch is only possible when \( n_F(\epsilon \pm) = 1 \), that is k mode being not occupied. A large correction for spin down branch is only possible when \( n_F(\epsilon \pm) = 0 \). Bare in mind that spin up branch shifts to the left and spin down branch shift to the right side, then we can check our claim in spectrum function visually.

The second important ingredient for large \( \Sigma \) is big \( \text{Im}\Pi_{\sigma\sigma}(\Delta \epsilon) \). In this part we discuss the condition for large \( \text{Im}\Pi_{\sigma\sigma}(\pm 2\Delta_k) \) where \( 2\Delta_k \) is the band gap at momentum k. As \( |\Pi^{-1}|^R = \omega + \delta + ik - \chi^R \), therefore large \( \text{Im}\Pi_{\sigma\sigma}(\pm 2\Delta_k) \) means the real part and imaginary part of \( |\Pi^{-1}|^R \) being both small. First of all, we could always find a momentum k so that the real part of \( \Pi \) is small, thus we take \( k^* \) to denote the momentum for smallest Re\(|\Pi^{-1}|^R \). On the other hand, the imaginary part of \( |\Pi^{-1}|^R \) is determined by the cavity decay rate \( \kappa \) and density of states (DOS) of particle hole excitations \( \text{Im}\chi^R \), therefore large \( \Pi^R \) requires small \( \kappa \) and vanishing

IV. NUMERICAL RESULTS FOR SINGLE PARTICLE EXCITATION SPECTRUM

In this section, we will show the numerical results for cavity photon spectrum and fermion excitation spectrum
Be-while finally in (c),

three figures, cavity decay rate

FIG. 6: Fermion spectrum at high filling factor. In all three figures, cavity decay rate $\kappa = E_r$, cavity detune is $\delta_c = -70E_r$, and the pumping field strength is $E_p = 80E_r$, the atom number is 1600, chemical potential is $\mu = 6E_r$. The chemical potential is taken to be $E = 0$ and labeled as white dashed lines in three figures. In (a), $\eta = 0.78E_r$, $A(\epsilon)$ is shown for the cavity excitation pole being in double occupancy region while in (b), $\eta = 0.738E_r$, $A(\epsilon)$ is shown for the cavity excitation pole being in single occupancy region and finally, while finally in (c) $\eta = 0.7E_r$, $A(\epsilon)$ is shown for the cavity excitation pole being in zero occupancy region. In (a1),(a2), (b1), (b2) and (c1), (c2) we give the real part and imaginary part of cavity photon’s Green’s function. The white dashed line is the fermion level which we take as zero energy.

is nonzero only for single occupancy when $n_F(\epsilon_-) = 1$ and $n_F(\epsilon^+) = 0$, therefore small $[\Pi^{-1}]^R$ could be only achieved in double occupied region and zero occupied region.

In the following paragraph, we will first present our data for different typical filling and pole positions of polaron for $\kappa \sim E_r$, then we will go on to present how $\kappa$ changes the spectrum broadening.

In high filling case where double occupancy is possible, there are three typical cases, determined by polaron pole position determined by Re$[\Pi^R_F(\omega^*)]^{-1} = 0$, whose solution we denoted as $\omega^*$. $\omega^*$ will match certain $2\Delta_k$, for a specified $k^*$ (If $\omega^* < 2\Delta_{k=0} = 2\eta|\alpha|$, we take $k^* = 0$). The position of $k^*$ can be classified by how $k$ mode is filled. First suppose $0 < k_{F_1} < k_{F_2}$ are two real solution for $\xi_\pm(k) = 0$, then the first typical case is $|k^*| \leq k_{F_1}$, we call double filling region because in this region both upper band and lower band are occupied; the second case is $k_{F_1} < |k^*| \leq k_{F_2}$, which we addressed as single filling region and finally $|k^*| > k_{F_2}$, zero filling region. Both the fermion excitation spectrum and photon excitation spectrum are given in Fig. 7(a), (b), (c). One could see only in (a) and (c) cases, fermion excitation spectrum have large corrections. As we addressed previously, a large correction in self-energy $\Sigma$ requires large $\Pi^R$ satisfying

Im$\chi^R(\omega = \pm 2\Delta_k)$. Small $\kappa$ requires high finesse cavity while vanishing Im$\chi^R(\omega = \pm 2\Delta_k)$ means no particle-hole (PH) excitation at momentum $k$. Because the atomic gas and cavity photons are in strong interacting region therefore as long as Im$\chi^R(\omega = \pm 2\Delta_k)$ exists, it is large ($\sim$ MHz $\gg$ recoil energy). Further, DOS of PH excitations

FIG. 7: Fermion spectrum at middle filling when the Fermi level pass through the band gap. $\mu = E_r$ with other parameters except $\eta$ unchanged. In (a) ($\eta = 0.31E_r$), the cavity photon excitation energy matches $2\Delta_k$ for $k$ in single filling region. In (b) ($\eta = 0.29E_r$), the cavity photon excitation energy matches $2\Delta_k$ for a $k$ in zero filling region.
interaction. Also because of the filling selection, the self-energy \( \Sigma \) gets very small corrections, therefore the spectrum remains a prefect quasi-particle spectrum. We also calculated the distribution function of fermions in this region by accessing \( G^K \), where we found \( n_F(\epsilon) \) is close to zero temperature fermi distribution as we initially supposed. Therefore in this region, the spectrum is almost unchanged, one can safely omit the corrections from dissipation. Finally, when \( |k^z| > k_{F2} \), the "spin up" band get large self-energy correction. Because the low energy spectrum is unchanged in this region, this spectrum variation is secondary and will only change the details in "high" temperature physics. Still, the reason for symmetry broken is the choice of \( 1 - n_F(\epsilon_{k^+)}) \sim 1 \).

Results of moderate filling (chemical potential in band gap) and shallow filling are presented in Fig. 7 and Fig. 8 respectively. From previous analysis, we can find when the chemical potential is right in the gap, the particle hole excitation DOS is always large, therefore the quasi particle pole is not changed. This is verified by Fig. 7 (a) and (b). The spectrum broadening in spin up branch of Fig. 7(b) is caused by zero occupancy for \( k \) mode. Finally, we could also analyze shallow filling case while an extra region is possible as is shown in Fig. 8(c). When the cavity photon excitation gap is very small, then the spin up spectrum is broadened for \( |k| < k_{F1} \). But for all the cases except the example given in Fig. 6(a), the spectrum broadening is not around lowest energy state, therefore less important. In the next section, we will focus on case Fig. 6(a), and give the cavity decay rate dependence on the maximal broadening of the spectrum.

**B. Spectrum dependence on cavity decay rate**

Here in this section we will present how the maximal spectrum broadening changes against cavity decay rate \( \kappa \). With an extremely small \( \kappa \), the cavity becomes perfect, no photon leaks out, then the spectrum of fermions must be unchanged. For a small cavity decay rate \( \kappa \ll E_r \), when particle-hole excitations are suppressed, we find the fermion excitation spectrum will split into two peaks, whose distance increases with \( \kappa \). For \( \kappa \sim E_r \), two peaks will merge into one peak and the spectrum width will reach its maximum. Further increasing of cavity decay rate will lead to a strong coupling between environment and system, large dissipation like a frequent measurement could pin the system in its original spectrum. This is also the situation we find numerically, the quasi particle peak becomes sharper and sharper when \( \kappa \) becomes much larger than recoil energy.

In Fig. 9, we show how this full width at half maximum of spectrum function changes against cavity decay rate \( \kappa \). The full width at half maximum of spectrum \( A(k^z, \omega) \) is

![FIG. 8: Fermion spectrum at low filling when the Fermi level is below the band gap. \( \mu = 0.5E_r \) and other parameters except \( \eta \) are unchanged. In (a) \( \eta = 0.537E_r \), the cavity photon excitation energy matches \( 2\Delta_k \) for \( k \) in single filling region. In (b) \( \eta = 0.525E_r \), the cavity photon excitation energy matches \( 2\Delta_k \) for a \( k \) in zero filling region for large \( k \). In (c) \( \eta = 0.556E_r \), the cavity photon excitation energy matches \( 2\Delta_k \) for a \( k \) in zero filling region for small \( k \).

1 - \( n_F(\epsilon_{k^+}) \sim 1 \) or \( n_F(\epsilon_{k^+}) \sim 1 \). In case (a), \( n_F(\epsilon_{k^+}) \sim 1 \) is satisfied, a large correction could be expected in spin down branch when we get large density of cavity excitation photons. The result is shown in Fig. 6(a), and in (a1) and (a2) we show real part and imaginary part of \( \Pi^R_k(\omega) \). To summarize the result, first, the \( \mathbb{Z}_2 \) symmetry of the spectrum is broken by dissipation, only one branch is unstable by the choice of dissipation. Second, it is the lowest energy of the whole spectrum that is modified, leading to a vacuum change for fermions. This is the most non-trivial case where we could reach a differ-
defined as $\Gamma$, displaying in the lower middle of Fig. 9. One can observe that the spectrum at very small $\kappa$, the resonance of cavity photon and atom gap is quite exact, but the decay process is blocked by Pauli principle. The splitting of the spectrum reconcile Pauli principle and the requirement of resonance which brings photon absorption process on shell.

\[ \frac{\Gamma}{E_r} \]

\[ {\cal A}(k^*,\omega) \]

\[ \kappa/E_r \]

FIG. 9: Here we define $\Gamma$ to be the full width of half maximum of $A(k^*,\omega)$. Three typical $A(k^*,\omega)$ for $\kappa \ll E_r$ (solid line), $\kappa \sim E_r$ (dotted line) and $\kappa \gg E_r$ (dashed line) are given in the inner figure. $\Gamma$ is found to be peaked at $\kappa \sim 0.5 E_r$.

V. CONCLUSION

Based on Keldysh formalism, we calculated the spectrum function $A(k^*,\omega) = \frac{1}{E_r} (G_{11}(k^*,\omega) - G_{22}(k^*,\omega))$ by obtain $G_{i1}^{R}(k^*,\omega)$ with the help of Dyson equations. We found that the cavity dissipation will result a broadening when the band gap resonant with polariton excitation energy, and this broadening becomes large when the cavity decay rate $\kappa$ matches recoil energy. Interestingly enough, this broadening is highly spin selective depending on how fermion is filled and make the spectrum asymmetric. To be specific, there will be no obvious spectrum broadening when the momentum $k^*$ for resonant gap $2\Delta_k$- is singly occupied; there will be a spectrum broadening on spin down branch for $k^*$ being double occupied and a broadening on spin up branch for $k^*$ being zero occupied. The most interesting case is when the chemical potential allows double occupancy and the low energy spectrum is affected, causing inconsistency against our ground state assumption. Further study on this special parameter region with a self-consistent treatment is needed in the future.
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Appendix A: Analytical Expression for Dynamical Susceptibility

Let us rewrite the retard expression for \( \chi_R(\omega) \) in more explicit form,

\[
\chi^R(\omega) = \frac{\dot{\eta}^2}{2} \sum_{k,\epsilon} (G^R_{\uparrow\uparrow}(\epsilon + \omega, k)G^K_{\downarrow\downarrow}(\epsilon, k) + G^K_{\uparrow\uparrow}(\epsilon + \omega, k)G^A_{\downarrow\downarrow}(\epsilon, k))
\]

\[
= \frac{\eta^2}{2} \sum_k \left( \frac{P^+_{\uparrow\downarrow}P^-_{\downarrow\uparrow}(1 - 2n_F^+)}{\omega - 2\Delta_k + i0^+} + \frac{P^-_{\uparrow\downarrow}P^+_{\downarrow\uparrow}(1 - 2n_F^+)}{\omega + 2\Delta_k + i0^+} \right)
\]

\[
+ \frac{P^+_{\uparrow\downarrow}P^-_{\downarrow\uparrow}(1 - 2n_F^+)}{\omega - 2\Delta_k - i0^+} + \frac{P^-_{\uparrow\downarrow}P^+_{\downarrow\uparrow}(1 - 2n_F^+)}{\omega + 2\Delta_k - i0^+}
\]

\[
= \chi_0(\omega + i0^+) + 2\chi_1(\omega + i0^+) + \chi_2(\omega + i0^+)
\]  

(A1)

\( P^\pm_{\uparrow\downarrow} = \frac{1}{2}(1 \pm v_0 k/\Delta_k), P^\pm_{\downarrow\uparrow} = \frac{1}{2}(1 \pm v_0 k/\Delta_k) \) are projection factors, and \( \chi_0, \chi_1 \) and \( \chi_2 \) are introduced as follows

\[
\chi_0(\omega + i0^+) = \eta^2 \sum_k \left[ \frac{1}{4(\omega + 2\Delta_k + i0^+)} - \frac{1}{4(\omega - 2\Delta_k + i0^+)} \right] (n_{F,k}^+ - n_{F,k}^-)
\]  

(A2)

\[
\chi_1(\omega + i0^+) = \eta^2 \sum_k \left[ \frac{d_z}{4(\omega - 2\Delta_k + i0^+)} + \frac{d_z}{4(\omega + 2\Delta_k + i0^+)} \right] (n_{F,k}^+ - n_{F,k}^-)
\]  

(A3)

\[
\chi_2(\omega + i0^+) = \eta^2 \sum_k \left[ \frac{d_z^2}{4(\omega + 2\Delta_k + i0^+)} - \frac{d_z^2}{4(\omega - 2\Delta_k + i0^+)} \right] (n_{F,k}^+ - n_{F,k}^-)
\]  

(A4)

Similarly, we can find \( \dot{\chi}^R(\omega) = \chi_0(\omega + i0^+) - \chi_2(\omega + i0^+) \). In the following we are going to calculate analytical expressions for \( \chi_{0,1,2} \).

\[
\chi_0(\omega + i0^+) = \frac{N\eta^2}{2\pi v_0} \left[ \frac{\lambda_\omega}{\sqrt{1 - \lambda_\omega^2}} \left( -\arctan \left( \frac{1 - \lambda_\omega}{\lambda_\omega} \tan \frac{\theta}{2} \right) - \arctan \left( \frac{1 + \lambda_\omega}{\lambda_\omega} \tan \frac{\theta}{2} \right) \right) \right] \left[ \frac{1}{1 - \sin \theta} \right] \theta_\epsilon_F
\]  

(A5)

where \( \lambda_\omega = (\omega + i0^+)/2\eta |\alpha|, \theta_F = \arctan(v_0 k_F/\eta |\alpha|), \theta_I = \arctan(v_0 k_I/\eta |\alpha|) \).

\[
\chi_1(\omega + i0^+) = \eta^2 \sum_k \left[ \frac{2\omega d_z}{\omega^2 - \Delta_k^2} \right] = \frac{N\eta^2}{2\pi v_0} \left( \ln \left[ \frac{\omega + i0^+ + \Delta_F}{\omega + i0^+ - \Delta_F} \right] - \ln \left[ \frac{\omega + i0^+ + \Delta_I}{\omega + i0^+ - \Delta_I} \right] \right)
\]  

(A6)

where \( \Delta_F = 2\sqrt{v_0^2 k_F^2 + \eta^2 |\alpha|^2}, \Delta_I = 2\sqrt{v_0^2 k_I^2 + \eta^2 |\alpha|^2}. \theta_{F,I}, \Delta_{F,I} \) contain information of filling fraction as well as Fermi surface.

\[
\chi_2(\omega) = \eta^2 \sum_k \frac{d_\omega^2 \Delta_k}{\omega^2 - 4\Delta_k^2} = \sum_k \frac{\eta^2 \Delta_k}{\omega^2 - 4\Delta_k^2} - \eta^4 |\alpha|^2 \sum_k \frac{1}{\Delta_k^2(\omega^2 - 4\Delta_k^2)}
\]  

(A7)
These Dyson equations are:

\[
\Pi^{(1)}(t,t') = -i\theta(t-t')\delta a_{\alpha}(t)\delta a_{\beta}(t'), \quad \Pi^{(2)}_{22}(t,t') = -i\theta(t-t')\delta a_{\alpha}^{\dagger}(t)\delta a_{\beta}^{\dagger}(t'),
\]

\[
\Pi^{R}(t,t') = -i\theta(t-t')\delta a_{\alpha}(t)\delta a_{\beta}(t'), \quad \Pi^{K}(t,t') = -i\theta(t-t')\delta a_{\alpha}^{\dagger}(t)\delta a_{\beta}^{\dagger}(t').
\]

(\alpha, \beta = \text{cl, v}) \Pi^{(2)}_{22} = \hat{\Pi}^{(2)}_{22}, \quad \Pi^{K}_{22} = \hat{\Pi}^{K}_{22}, \quad \Pi^{K}_{2x2} = \hat{\Pi}^{K}_{2x2}, \quad \hat{\Pi}^{0}_{2x2} = 0.

In our article we suppose steady state could be reached in long time limit, therefore \(\hat{\Pi}^{0}_{2x2}(t,t') = \hat{\Pi}^{0}_{2x2}(t-t')\), and \(\hat{\Pi}^{\alpha\beta}(\omega) = \int d(t-t')e^{i\omega(t-t')}\hat{\Pi}^{\alpha\beta}_{2x2}(t-t')\).

The Dyson equations for cavity fluctuation correlation functions can be explicitly written as

\[
\Pi^{R}_{ab}(t,t') = \pi^{0R}_{ab}(t-t') + \sum_{c,d=1,2} \left( \pi^{0R}_{ac}(\omega)\chi^{R}_{cd}(\omega)\Pi^{R}_{db}(\omega) \right),
\]

where the matrix indices are in \(2 \times 2\) T (time-reversal) space. According to steady state approximation, after Fourier transformation, we get

\[
\Pi^{R}_{ab}(\omega) = \pi^{0R}_{ab}(\omega) + \sum_{c,d=1,2} \pi^{0R}_{ac}(\omega)\chi^{R}_{cd}(\omega)\Pi^{R}_{db}(\omega)
\]

\[
\Pi^{K}_{ab}(\omega) = \pi^{0K}_{ab}(\omega) + \sum_{c,d=1,2} \left( \pi^{0K}_{ac}(\omega)\chi^{A}_{cd}(\omega)\Pi^{A}_{db}(\omega) + \pi^{0R}_{ac}(\omega)\chi^{R}_{cd}(\omega)\Pi^{K}_{db}(\omega) + \pi^{0R}_{ac}(\omega)\chi^{K}_{cd}(\omega)\Pi^{A}_{db}(\omega) \right)
\]

FIG. 10: Diagrammatic illustration of Dyson equation for \(\Pi^{R}\). Here red dot represent cl vertex and blue dot represent q vertex. These Dyson equations are:

1. \(\Pi^{R}_{11} = \pi^{0R}_{11} + \pi^{0R}_{11} \circ \chi^{R}_{11} \circ \Pi^{R}_{11} \circ \pi^{0R}_{11} \circ \chi^{R}_{11} \circ \Pi^{R}_{11}\); 2. \(\Pi^{R}_{12} = \pi^{0R}_{11} \circ \chi^{R}_{12} \circ \Pi^{R}_{12} \circ \pi^{0R}_{12} \circ \chi^{R}_{12} \circ \Pi^{R}_{12}\);

3. \(\Pi^{K}_{22} = \pi^{0R}_{22} \circ \chi^{K}_{22} \circ \Pi^{K}_{22} \circ \pi^{0R}_{22} \circ \chi^{K}_{22} \circ \Pi^{K}_{22}\);

4. \(\Pi^{K}_{21} = \pi^{0R}_{22} \circ \chi^{K}_{21} \circ \Pi^{K}_{21} \circ \pi^{0R}_{22} \circ \chi^{K}_{21} \circ \Pi^{K}_{21}\);

Finally, for the Keldysh Green’s function, we have