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Abstract

Off-policy learning is key to scaling up reinforcement learning as it allows to learn about a target policy from the experience generated by a different behavior policy. Unfortunately, it has been challenging to combine off-policy learning with function approximation and multi-step bootstrapping in a way that leads to both stable and efficient algorithms. In this work, we show that the TREE BACKUP and RETRACE algorithms are unstable with linear function approximation, both in theory and in practice with specific examples. Based on our analysis, we then derive stable and efficient gradient-based algorithms using a quadratic convex-concave saddle-point formulation. By exploiting the problem structure proper to these algorithms, we are able to provide convergence guarantees and finite-sample bounds. The applicability of our new analysis also goes beyond TREE BACKUP and RETRACE and allows us to provide new convergence rates for the GTD and GTD2 algorithms without having recourse to projections or Polyak averaging.

1. Introduction

Rather than being confined to their own stream of experience, off-policy learning algorithms are capable of leveraging data from a different behavior than the one being followed, which can provide many benefits: efficient parallel exploration as in Mnih et al. (2016) and Wang et al. (2016), reuse of past experience with experience replay (Lin, 1992) and, in many practical contexts, learning form data produced by policies that are currently deployed, but which we want to improve (as in many scenarios of working with an industrial or health care partner). Moreover, a single stream of experience can be used to learn about a variety of different targets which may take the form of value functions corresponding to different policies and time scales (Sutton et al., 1999) or to predicting different reward functions as in Sutton & Tanner (2004) and Sutton et al. (2011). Therefore, the design and analysis of off-policy algorithms using all the features of reinforcement learning, e.g. bootstrapping, multi-step updates (eligibility traces), and function approximation has been explored extensively over three decades. While off-policy learning and function approximation have been understood in isolation, their combination with multi-steps bootstrapping produces a so-called *deadly triad* (Sutton, 2015; Sutton & Barto, 2018), i.e., many algorithms in this category are unstable.

A convergent approach to this triad is provided by importance sampling, which bends the behavior policy distribution onto the target one (Precup, 2000; Precup et al., 2001). However, as the length of the trajectories increases, the variance of importance sampling corrections tends to become very large. The TREE BACKUP algorithm (Precup, 2000) is an alternative approach which remarkably does not rely on importance sampling ratios directly. More recently, Munos et al. (2016) introduced the RETRACE algorithm which also builds on TREE BACKUP to perform off-policy learning without importance sampling.

Until now, TREE BACKUP and RETRACE($\lambda$) had only been shown to converge in the tabular case, and their behavior with linear function approximation was not known. In this paper, we show that this combination with linear function approximation is in fact divergent. We obtain this result by analyzing the mean behavior of TREE BACKUP and RETRACE using the ordinary differential equation (ODE) (Borkar & Meyn, 2000) associated with them. We also demonstrate this instability with a concrete counterexample.

Insights gained from this analysis allow us to derive a new gradient-based algorithm with provable convergence guarantees. Instead of adapting the derivation of Gradient Temporal Difference (GTD) learning from (Sutton et al., 2009c), we use a primal-dual saddle point formulation (Liu et al., 2015; Macua et al., 2015) which facilitates the derivation of sample complexity bounds. The underlying saddle-point problem combines the primal variables, function approximation parameters, and dual variables through a bilinear term.
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In general, stochastic primal-dual gradient algorithms like the ones derived in this paper can be shown to achieve $O(1/k)$ convergence rate (where $k$ is the number of iterations). For example, this has been established for the class of forward-backward algorithms with added noise (Rosasco et al., 2016). Furthermore, this work assumes that the objective function is composed of a convex-concave term and a strongly convex-concave regularization term that admits a tractable proximal mapping. In this paper, we are able to achieve the same $O(1/k)$ convergence rate without having to assume strong convexity with respect to the primal variables and in the absence of proximal mappings. As corollary, our convergence rate result extends to the well-known gradient-based temporal difference algorithms GTD (Sutton et al., 2009c) and GTD2 (Sutton et al., 2009b) and hence improves the previously published results.

The algorithms resulting from our analysis are simple to implement, and perform well in practice compared to other existing multi-steps off-policy learning algorithms such as GQ (Maei & Sutton, 2010) and AB-TRACE($\lambda$) (Mahmood et al., 2017).

2. Background and notation

In reinforcement learning, an agent interacts with its environment which we model as discounted Markov Decision Process ($S, A, \gamma, P, r$) with state space $S$, action space $A$, discount factor $\gamma \in [0, 1]$, transition probabilities $P : S \times A \to (S \to [0, 1])$ mapping state-action pairs to distributions over next states, and reward function $r : (S \times A) \to \mathbb{R}$. For simplicity, we assume the state and action space are finite, but our analysis can be extended to the countable or continuous case. We denote by $\pi(a | s)$ the probability of choosing action $a$ in state $s$ under the policy $\pi : S \to (A \to [0, 1])$. The action-value function for policy $\pi$, denoted $Q^\pi : S \times A \to \mathbb{R}$, represents the expected sum of discounted rewards along the trajectories induced by the policy in the MDP: $Q^\pi(s, a) = \mathbb{E} \left[ \sum_{t=0}^{\infty} \gamma^t r_t | (s_0, a_0) = (s, a), \pi \right]$. $Q^\pi$ can be obtained as the fixed point of the Bellman operator over the action-value function $T^\pi Q = r + \gamma P^\pi Q$ where $r$ is the expected immediate reward and $P^\pi$ is defined as:

$$(P^\pi Q)(s, a) \triangleq \sum_{s' \in S} \sum_{a' \in A} P(s' | s, a) \pi(a' | s') Q(s', a') .$$

In this paper, we are concerned with the policy evaluation problem (Sutton & Barto, 1998) under model-free off-policy learning. That is, we will evaluate a target policy $\pi$ using trajectories (i.e. sequences of states, actions and rewards) obtained from a different behavior policy $\mu$. In order to obtain generalization between different state-action pairs, $Q^\pi$ should be represented in a functional form. In this paper, we focus on linear function approximation of the form:

$$Q(s, a) \triangleq \theta^T \phi(s, a) ,$$

where $\theta \in \Theta \subset \mathbb{R}^d$ is a weight vector and $\phi : S \times A \to \mathbb{R}^d$ is a feature map from a state-action pairs to a given $d$-dimensional feature space.

Off-policy learning (Munos et al., 2016) provided a unified perspective on several off-policy learning algorithms, namely: those using explicit importance sampling corrections (Precup, 2000) as well as Tree Backup (TB($\lambda$)) (Precup, 2000) and Q($\lambda$)$^\pi$ (Harutyunyan et al., 2016) which do not involve importance ratios. As a matter of fact, all these methods share a general form based on the $\lambda$-return (Sutton & Barto, 2018) but involve different coefficients $\kappa_i$ in:

$$G^\lambda_k \triangleq Q(s_k, a_k) + \sum_{t=k}^{\infty} (\lambda \gamma)^{t-k} \prod_{i=k+1}^{t} \kappa_i \delta_\lambda \left( r_t + \gamma \mathbb{E}_{\pi} Q(s_{t+1}, \cdot) - Q(s_t, a_t) \right)$$

$$= Q(s_k, a_k) + \sum_{t=k}^{\infty} (\lambda \gamma)^{t-k} \prod_{i=k+1}^{t} \kappa_i \delta_\lambda ,$$

where $\mathbb{E}_{\pi} Q(s_{t+1}, \cdot) \triangleq \sum_{a \in A} \pi(a | s_{t+1}) Q(s_{t+1}, a)$ and $\delta_\lambda \triangleq r_t + \gamma \mathbb{E}_{\pi} Q(s_{t+1}, \cdot) - Q(s_t, a_t)$ is the temporal-difference (TD) error. The coefficients $\kappa_i$ determine how the TD errors would be scaled in order to correct for the discrepancy between target and behavior policies. From this unified representation, Munos et al. (2016) derived the Retrace($\lambda$) algorithm. Both TB($\lambda$) and Retrace($\lambda$) consider this form of return, but set $\kappa_i$ differently. The TB($\lambda$) updates correspond to the choice $\kappa_i = \pi(a_i | s_i)$ while Retrace($\lambda$) sets $\kappa_i = \min \left( 1, \frac{\pi(a_i | s_i)}{\mu(a_i | s_i)} \right)$, which is intended to allow learning from full returns when the target and behavior policies are very close. The importance sampling approach (Precup, 2000) converges in the tabular case by correcting the behavior data distribution to the distribution that would have been induced by the target policy $\pi$. However, these correction terms lead to high variance in practice. Since $Q(\lambda)$ does not involve importance ratios, this variance problem is avoided but at the cost of restricted convergence guarantees satisfied only when the behavior and target policies are sufficiently close.

The analysis provided in this paper concerns TB($\lambda$) and Retrace($\lambda$), which are convergent in the tabular case, but have not been analyzed in the function approximation case. We start by noting that the Bellman operator $^\pi R$ underlying
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1 We overload our notation over linear operators and their corresponding matrix representation.
Assumption 1. These algorithms can be written in the following form:

\[
(RQ)(s, a) \triangleq Q(s, a) + \mathbb{E}_\mu \left[ \sum_{t=0}^{\infty} (\lambda \gamma)^t \left( \prod_{i=1}^{t} \delta_i \right) \times (r_t + \gamma \mathbb{E}_\pi Q(s_{t+1}, \cdot) - Q(s_t, a_t)) \right]
\]

\[
= Q(s, a) + (I - \lambda \gamma P^{\pi \mu})^{-1}(T^\pi Q - Q)(s, a)
\]

where \( \mathbb{E}_\mu \) is the expectation over the behavior policy and MDP transition probabilities and \( P^{\pi \mu} \) is the operator defined by:

\[
(P^{\pi \mu}Q)(s, a) \triangleq \sum_{s' \in S} \sum_{a' \in A} P(s' | s, a) \mu(a' | s') \kappa(s', a') Q(s', a')
\]

In the tabular case, these operators were shown to be contraction mappings with respect to the max norm (Precup, 2000; Munos et al., 2016). In this paper, we focus on what happens to these operators when combined with linear function approximation.

3. Off-policy instability with function approximation

When combined with function approximation, the temporal difference updates corresponding to the \( \lambda \)-return \( G^\lambda_k \) are given by

\[
\theta_{k+1} = \theta_k + \alpha_k \left( \lambda \gamma A_k Q(s_k, a_k) \right) \nabla_\theta \mathbb{E}_\pi Q(s_k, a_k)
\]

\[
= \theta_k + \alpha_k \left( \sum_{t=k}^{\infty} (\lambda \gamma)^{t-k} \left( \prod_{i=k+1}^{t} \kappa_i \right) \delta_t^k \right) \phi(s_k, a_k)
\]

where \( \delta_t^k = r_t + \gamma \theta_{k+1} \mathbb{E}_\pi \phi(s_{t+1}, \cdot) - \theta_t^k \phi(s_t, a_t) \) and \( \alpha_k \) are positive non-increasing step sizes. The updates (1) imply off-line updating as \( G^\lambda_k \) is a quantity which depends on future rewards. This will be addressed later using eligibility traces: a mechanism to transform the off-line updates into efficient on-line ones. Since (1) describes stochastic updates, the following standard assumption is necessary:

**Assumption 1.** The Markov chain induced by the behavior policy \( \mu \) is ergodic and admits a unique stationary distribution, denoted by \( \xi \), over state-action pairs. We write \( \Xi \) for the diagonal matrix whose diagonal entries are \( \xi(s, a) \) for \( s \in S, a \in A \).

Our first proposition establishes the expected behavior of the parameters in the limit.

**Proposition 1.** If the behavior policy satisfies Assumption 1 and \( (\theta_k)_{k \geq 0} \) is the Markov process defined by (1) then:

\[
\mathbb{E} [\theta_{k+1} | \theta_0] = (I + \alpha_k A) \mathbb{E} [\theta_k | \theta_0] + \alpha_k b
\]

where matrix \( A \) and vector \( b \) are defined as follows:

\[
A \triangleq \Phi^T \Xi (I - \lambda \gamma P^{\pi \mu})^{-1} (\gamma P^\pi - I) \Phi
\]

\[
b \triangleq \Phi^T \Xi (I - \lambda \gamma P^{\pi \mu})^{-1} r
\]

**Sketch of Proof (The full proof is in the appendix).**

\[
\theta_{k+1} = \theta_k + \alpha_k \left( \sum_{t=k}^{\infty} (\lambda \gamma)^{t-k} \left( \prod_{i=k+1}^{t} \kappa_i \right) \phi(s_k, a_k) \right)
\]

\[
\times \left( [\gamma \mathbb{E}_\pi \phi(x_{t+1}, \cdot) - \phi(x_t, a_t)]^T \theta_k + r_t \right)
\]

\[
= \theta_k + \alpha_k (A_k \theta_k + b_k)
\]

So, \( \mathbb{E}[\theta_{k+1} | \theta_0] = (I + \alpha_k A) \mathbb{E} [\theta_k | \theta_0] + \alpha_k b \) where \( A = \mathbb{E}[A_k] \) and \( b = \mathbb{E}[b_k] \)

The ODE (Ordinary Differential Equations) approach (Borkar & Meyn, 2000) is the main tool to establish convergence in the function approximation case (Bertsekas & Tsitsiklis, 1995; Tsitsiklis et al., 1997). In particular, we use Proposition 4.8 in Bertsekas & Tsitsiklis (1995), which states that under some conditions, \( \theta_k \) converges to the unique solution \( \theta^* \) of the system \( A \theta^* + b = 0 \). This crucially relies on the matrix \( A \) being negative definite i.e \( y^T Ay < 0 \), \( \forall y \neq 0 \). In the on-policy case, when \( \mu = \pi \), we rely on the fact that the stationary distribution is invariant under the transition matrix \( P^\pi \) i.e \( d^T P^\pi = d^T \) (Tsitsiklis et al., 1997; Sutton et al., 2015). However, this is no longer true for off-policy learning with arbitrary target/behavior policies and the matrix \( A \) may not be negative definite: the series \( \theta_k \) may then diverge. We will now see that the same phenomenon may occur with TB(\( \lambda \)) and RETRACE(\( \lambda \)).

**Counterexample:** We extend the two-states MDP of Tsitsiklis et al. (1997), originally proposed to show the divergence of off-policy TD(0), to the case of function approximation over state-action pairs. This environment has only two states, as shown in Figure 1, and two actions: left or right.

![Figure 1. Two-state counterexample.](image_url)

We assign the features \( \{ (1, 0)^T, (2, 0)^T, (0, 1)^T, (0, 2)^T \} \) to the state-action pairs \( \{(\text{left right}), (\text{right left}), (\text{left left}), (\text{right right})\} \). The target policy is given by \( \pi(\text{right} | \cdot) = 1 \) and the behavior policy is \( \mu(\text{right} | \cdot) = 0.5 \).
In this particular case, both TB(\lambda) and RETRACE(\lambda) share the same matrix $P^{\alpha}\mu$ and $P^{\alpha}\mu = 0.5 P^{x}$:

$$P^{x} = \begin{pmatrix} 0 & 1 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 1 & 0 & 0 & 0 \end{pmatrix}, (P^{x})^{n} = \begin{pmatrix} 0 & 1 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 1 & 0 & 0 \end{pmatrix} \forall n \geq 2$$

If we set $\beta := 0.5 \gamma \lambda$, we then have:

$$(I - \lambda \gamma P^{\alpha}\mu)^{-1} = \begin{pmatrix} 1 & \frac{\beta}{1 - \beta} & \frac{\beta}{1 - \beta} & 0 \\ 0 & \frac{1 - \beta}{1 - \beta} & 1 & 0 \\ \beta & \frac{1 - \beta}{1 - \beta} & 0 & 1 \\ \beta & \frac{1 - \beta}{1 - \beta} & 0 & 1 \end{pmatrix}$$

$$A = \begin{pmatrix} \frac{6 \gamma - \beta - 5}{3(\gamma - \beta - \beta - \gamma)} & 0 \\ \frac{6 \gamma - \beta - 5}{3(\gamma - \beta - \beta - \gamma)} & -5 \end{pmatrix}.$$ 

Therefore, $\forall \gamma \in (\frac{5}{2}, 1)$ and $\forall \lambda \in [0, \min(1, \frac{12 \gamma - 10}{\gamma})]$, the first eigenvalue $e_{1} = \frac{6 \gamma - \beta - 5}{3(\gamma - \beta - \beta - \gamma)}$ of $A$ is positive. The basis vectors $(1, 0)\top$ and $(0, 1)\top$ are eigenvectors of $A$ associated with $e_{1}$ and -5, then if $\theta_{0} = (\eta_{1}, \eta_{2})\top$, we obtain $E[\theta_{k} | \theta_{0}] = (\eta_{1} \prod_{i=0}^{k-1} (1 + \alpha_{i} e_{1}), \eta_{2} \prod_{i=0}^{k-1} (1 - 5 \alpha_{i}))\top$ implying that $||E[\theta_{k} | \theta_{0}]|| \geq ||\eta_{1} \prod_{i=0}^{k-1} (1 + \alpha_{i} e_{1})||$. Hence, as $\sum_{k} \alpha_{k} \rightarrow \infty$, $||E[\theta_{k} | \theta_{0}]|| \rightarrow \infty$ if $\eta_{1} \neq 0$.

4. Convergent gradient off-policy algorithms

If $A$ were to be negative definite, RETRACE(\lambda) or TB(\lambda) with function approximation would converge to $\theta^{*} = -A^{-1} b$. It is known (Bertsekas, 2011) that $\Phi \theta^{*}$ is the fixed point of the projected Bellman operator:

$$\Phi \theta^{*} = \Pi^{\mu} R (\Phi \theta^{*}),$$

where $\Pi^{\mu} = \Phi(\Phi\top \Sigma \Phi)^{-1} \Phi\top$ is the orthogonal projection onto the space $S = \{ \Phi \theta | \theta \in \mathbb{R}^{d} \}$ with respect to the weighted Euclidean norm $||.||_{\Sigma}$. Rather than computing the sequence of iterates given by the projected Bellman operator, another approach for finding $\theta^{*}$ is to directly minimize (Sutton et al., 2009a; Liu et al., 2015) the Mean Squared Projected Bellman Error (MSPBE):

$$MSPBE(\theta) = \frac{1}{2} ||\Pi^{\mu} R (\Phi \theta) - \Phi \theta||_{\Sigma}^{2}.$$ 

This is the route that we take in this paper to derive convergent forms of TB(\lambda) and RETRACE(\lambda). To do so, we first define our objective function in terms of $A$ and $b$ which we introduced in Proposition 1.

**Proposition 2.** Let $M = \Phi\top \Sigma \Phi = E[\Phi \Phi\top]$ be the covariance matrix of features. We have:

$$MSPBE(\theta) = \frac{1}{2} ||A \theta + b||_{M^{-1}}^{2}.$$ 

(The proof is provided in the appendix.)

In order to derive parameter updates, we could compute gradients of the above expression explicitly as in Sutton et al. (2009c), but we would then obtain a gradient that is a product of expectations. The implied double sampling makes it difficult to obtain an unbiased estimator of the gradient. Sutton et al. (2009c) addressed this problem with a two-timescale stochastic approximations. However, the algorithm obtained in this way is no longer a true stochastic gradient method with respect to the original objective. Liu et al. (2015) suggested an alternative which converts the original minimization problem into a primal-dual saddle-point problem. This is the approach that we chose in this paper.

The convex conjugate of a real-valued function $f$ is defined as:

$$f^{**}(y) = \sup_{x \in X} (\langle y, x \rangle - f(x)),$$

and $f$ is convex, we have $f^{**} = f$. Also, if $f(x) = \frac{1}{2} ||x||_{M^{-1}}$, then $f^{*}(x) = \frac{1}{2} ||x||_{M}$. Note that by going to the convex conjugate, we do not need to invert matrix $M$. We now go back to the original minimization problem:

$$\min_{\theta} MSPBE(\theta) \Leftrightarrow \min_{\theta} \frac{1}{2} ||A \theta + b||_{M^{-1}}^{2} \Leftrightarrow \min_{\omega} \max_{\omega} (\langle A \theta + b, \omega \rangle - \frac{1}{2} ||\omega||_{M}^{2})$$

The gradient updates resulting from the saddle-point problem (ascent in $\omega$ and descent in $\theta$) are then:

$$\omega_{k+1} = \omega_{k} + \eta_{k} (A \theta_{k} + b - M \omega_{k})$$

$$\theta_{k+1} = \theta_{k} - \alpha_{k} A\top \omega_{k}$$

(3)

where $\{\eta_{k}\}$ and $\{\alpha_{k}\}$ are non-negative step-size sequences. As the $A$, $b$ and $M$ are all expectations, we can derive stochastic updates by drawing samples, which would yield unbiased estimates of the gradient.

**On-line updates:** We now derive on-line updates by exploiting equivalences in expectation between forward views and backward views outlined in Maei (2011).

**Proposition 3.** Let $e_{k}$ be the eligibility traces vector, defined as $e_{-1} = 0$ and:

$$e_{k} = \lambda \gamma k (s_{k}, a_{k}) e_{k-1} + \phi(s_{k}, a_{k}) \quad \forall k \geq 0.$$ 

Furthermore, let $\hat{A}_{k} = e_{k} (\gamma E_{x}[\phi(s_{k+1}, \cdot)] - \phi(s_{k}, a_{k}))\top$, $\hat{b}_{k} = r(s_{k}, a_{k})e_{k}$, $\hat{M}_{k} = \phi(s_{k}, a_{k})\phi(s_{k}, a_{k})\top$. Then, we have $E[\hat{A}_{k}] = A$, $E[\hat{b}_{k}] = b$ and $E[\hat{M}_{k}] = M$.

(The proof is provided in the appendix.)

This proposition allows us to replace the expectations in Eq. (3) by corresponding unbiased estimates. The resulting detailed procedure is provided in Algorithm 1.
Algorithm 1 Gradient Off-policy with eligibility traces

Given: target policy $\pi$, behavior policy $\mu$

Initialize $\theta_0$ and $\omega_0$

for $n = 0 \ldots$ do
  set $c_0 = 0$
  for $k = 0 \ldots$ end of episode do
    Observe $s_k, a_k, r_k, s_{k+1}$ according to $\mu$
    Update traces
    $e_k = \lambda \gamma n(s_k, a_k)e_{k-1} + \phi(s_k, a_k)$
    Update parameters
    $\delta_k = r_k + \gamma \theta_k^T \mathbb{E}_\pi \phi(s_{k+1}, \ldots) - \theta_k^T \phi(s_k, a_k)$
    $\omega_k = \omega_k + \eta_k(\delta_k - \omega_k^T \phi(s_k, a_k))$
    $\theta_k = \theta_k - \alpha_k \omega_k^T e_k (\gamma \mathbb{E}_\pi \phi(s_{k+1}, \ldots) - \phi(s_k, a_k))$
  end for
end for

5. Convergence Rate Analysis

In order to characterize the convergence rate of the algorithm 1, we need to introduce some new notations and state new assumptions.

We denote by $||A|| \triangleq \sup_{||x||=1} ||Ax||$ the spectral norm of the matrix $A$ and by $c(A) = ||A|| ||A^{-1}||$ its condition number. If the eigenvalues of a matrix $A$ are real, we use $\lambda_{\max}(A)$ and $\lambda_{\min}(A)$ to denote respectively the largest and the smallest eigenvalue.

If we set $\eta_k = \beta \alpha_k$ for a positive constant $\beta$, it is possible to combine the two iterations present in our algorithm as a single iteration using a parameter vector $z_k \triangleq \left( \frac{\theta_k}{\sqrt{\beta} \omega_k} \right)$

$z_{k+1} = z_k - \alpha_k (\hat{G}_k z_k - \hat{g}_k)$

where:

$\hat{G}_k \triangleq \left( \begin{array}{c} 0 \\ -\sqrt{\beta} A_k \end{array} \right) \hat{G}_k \triangleq \left( \begin{array}{c} 0 \\ -\sqrt{\beta} \omega_k \end{array} \right)$

Let $G \triangleq \mathbb{E}[\hat{G}_k]$ and $g = \mathbb{E}[\hat{g}_k]$. It follows from the proposition 3 that $G$ and $g$ are well defined and more specifically:

$G = \left( \begin{array}{c} 0 \\ -\sqrt{\beta} A \end{array} \right) \hat{G}_k \triangleq \left( \begin{array}{c} 0 \\ -\sqrt{\beta} \omega_k \end{array} \right)$

Furthermore, let $F_k = \sigma(z_0, \hat{G}_0, \hat{g}_0, \ldots, z_k, \hat{G}_k, \hat{g}_k, z_{k+1})$ be the sigma-algebra generated by the variables up to time $k$. With these definitions, we can now state our assumptions.

Assumption 2. The matrices $A$ and $M$ are nonsingular. This implies that the saddle-point problem admits a unique solution $(\theta^*, \omega^*) = (-A^{-1}b, 0)$ and we define $z^* \triangleq (\theta^*, \frac{1}{\sqrt{\beta}} \omega^*)$.

Assumption 3. The features and reward functions are uniformly bounded. This implies that the features and rewards have uniformly bounded second moments. It follows that there exists a constant $\sigma$ such that:

$\mathbb{E}[||\hat{G}_k z_k - \hat{g}_k||^2 | F_{k-1}] \leq \sigma^2 (1 + \|z_k\|^2)$

Before stating our main result, the following key quantities needs to be defined:

$\rho \triangleq \lambda_{\max}(A^T M^{-1} A)$, $\delta \triangleq \lambda_{\min}(A^T M^{-1} A)$

$L_G \triangleq \mathbb{E} \left[ \hat{G}_k^T \hat{G}_k | F_{k-1} \right]$

The following proposition characterize the convergence in expectation of $||z_k - z^*||^2 = ||\theta_k - \theta^*||^2 + \frac{1}{4} \|w_k\|^2$

Proposition 4. Suppose assumptions 2 and 3 holds and if we choose $\beta = \frac{8\rho}{L_{\min}(M)}$ and $\alpha_k = \frac{9^2 \times 8 \zeta^3}{8 \alpha^3 (k+1)^2 + 9 \zeta^2}$ where $\zeta = 2 \times 9^2 c(M)^2 \rho^2 + 32 c(M)L_G$. Then the mean square error $\mathbb{E}[||z_k - z^*||^2]$ is upper bounded by:

$9^2 \times 8^2 c(M) \left( \frac{(8\delta + 9\zeta) \mathbb{E}[||z_0 - z^*||^2]}{(8^{25} \delta^2 k + 9^2 \zeta^2)} + \frac{8\zeta^2 (1 + ||z^*||^2)}{(8^{25} \delta^2 k + 9^2 \zeta^2)} \right)$

Sketch of Proof (The full proof is in the appendix). The beginning of our proof relies on Du et al. (2017) which shows the linear convergence rate of deterministic primal-dual gradient method for policy evaluation. More precisely, we make use of the spectral properties of matrix $G$ shown in the appendix of this paper. The rest of the proof follows a different route exploiting the structure of our problem.

The above proposition 4 shows that the mean square error $\mathbb{E}[||z_k - z^*||^2]$ at iteration $k$ is upper bounded by $\rho^2$.

Existing stochastic saddle-point problem results:
Chen et al. (2014) provides a comprehensive review of stochastic saddle-point problem. When the objective function is convex-concave, the overall convergence rate is $O(1/\sqrt{k})$. Although several accelerated techniques could improve the dependencies on the smoothness constants of the problem in their convergence rate, the dominant term that depends on the gradient variance still decays only as $O(1/\sqrt{k})$.

When the objective function is strongly convex-concave, Rosasco et al. (2016) and Palaniappan & Bach (2016) showed that stochastic forward-backward algorithms can achieve $O(1/k)$ convergence rate. Algorithms in this class
are feasible in practice only if their proximal mappings can be computed efficiently. In our case, our objective function is strongly concave because of the positive-definiteness of $M$ but is otherwise not strongly convex. Because our algorithms are vanilla stochastic gradient methods, they do not rely on proximal mappings.

**Singularity:** If assumption 2 does not hold, the matrix $G$ is singular and either $Gz + g = 0$ has infinitely many solutions or it has no solution. In the case of many solutions, we could still get asymptotic convergence. In Wang & Bertsekas (2000), the saddle-point formulation also provides a rich value function using $RAB-TREE$. In both GTD and GTD2, the quantities result 4 can apply to GTD/GTD2 algorithms. Recall that with high probability, $\text{MSPBE}(\bar{\theta}_k) \in O(1/\sqrt{k})$ where $\bar{\theta}_k \triangleq \sum_{i=1}^{k} \alpha_i \theta_i$. However, they studied an alternated version of GTD/GTD2 as they added a projection step into bounded convex set and Polyak-averaging of iterates. Wang et al. (2017) studied also the same version as Liu et al. (2015) but for the case of Markov noise case instead of the i.i.d assumptions. They prove that with high probability $\text{MSPBE}(\bar{\theta}_k) \in O\left(\sum_{i=1}^{k} \alpha_i^2 \right)$ when the step-size sequence satisfies $\sum_{k} \alpha_k = \infty$, $\sum_{k} \alpha_k^2 < \infty$. The optimal rate achieved in this setup is then $O(1/\sqrt{k})$. Recently, Lakshminarayanan & Szepesvári (2017) improved on the existing results by showing for the first time that $\mathbb{E}[\|\bar{\theta}_k - \theta^*\|^2] \in O(1/k)$ without projection step. However, the result still consider the Polyak-averaging of iterates. Moreover, the constants in their bound depend on the data distribution that are difficult to relate to the problem-specific constants, such as those present in our bound 4. Finally, Dalal et al. (2017) studied sparsely projected version of GTD/GTD2 and they showed that for step-sizes $\alpha_k = \frac{1}{k^{c/2}}, \eta_k = \frac{1}{k^{c/2}(1-c)}$ where $c \in (0, 1)$, $\|\bar{\theta}_k - \theta^*\| \in O(k^{-\frac{1}{2}+\frac{c}{2}})$ with high probability. The projection is called sparse as they project only on iterations which are powers of 2.

Our work is the first to provide a finite-sample complexity analysis of GTD/GTD2 in its original setting, i.e. without assumption a projection step or Polyak-averaging and with diminishing step-sizes.

**6. Related Work and Discussion**

**Convergent RETRACE:** Mahmood et al. (2017) have recently introduced the ABQ(γ) algorithm which uses an action-dependent bootstrapping parameter that leads to off-policy multi-step learning without importance sampling ratios. They also derived a gradient-based algorithm called AB-Trace(λ) which is related to RETRACE(λ). However, the resulting updates are different from ours, as they use the two-timescale approach of Sutton et al. (2009a) as basis for their derivation. In contrast, our approach uses the saddle-point formulation, avoiding the need for double sampling. Another benefit of this formulation is that it allows us to provide a bound of the convergence rate (proposition 4) whereas Mahmood et al. (2017) is restricted to a more general two-timescale asymptotic result from Borkar & Meyn (2000). The saddle-point formulation also provides a rich literature on acceleration methods which could be incorporated in our algorithms. Particularly in the batch setting, Du et al. (2017) recently introduced Stochastic Variance Reduction methods for state-value estimation combining GTD with SVRG Johnson & Zhang (2013) or SAGA Defazio et al. (2014). This work could be extended easily to our algorithms in the batch setting.

**Existing Convergence Rates:** Our convergence rate result 4 can apply to GTD/GTD2 algorithms. Recall that GTD/GTD2 are off-policy algorithms designed to estimate the state-value function using temporal difference TD(0) return while our algorithms compute the action-value function using RETRACE and Tree Backup returns. In both GTD and GRTD2, the quantities $A_k$ and $b_k$ involved in their updates are the same and equal to $A_k = \phi(s_k)(\gamma \phi(s_{k+1}) - \phi(s_k))^\top$, $b_k = r(s_k, a_k)\phi(s_k)$ while the matrix $M_k$ is equal to $\phi(s_k)\phi(s_k)^\top$ for GTD2 and to identity matrix for GTD.

The table 1 show in chronological order the convergence rates established in the literature of Reinforcement learning. GTD was first introduced in Sutton et al. (2009c) and its variant GTD2 was introduced later in Sutton et al. (2009b). Both papers established the asymptotic convergence with Robbins-Monro step-sizes. Later, Liu et al. (2015) provided the first sample complexity by reformulating GTD/GTD2 as an instance of mirror stochastic approximation (Nemirovski et al., 2009). Liu et al. (2015) showed that with high probability, $\text{MSPBE}(\bar{\theta}_k) \in O(1/\sqrt{k})$ where $\bar{\theta}_k \triangleq \sum_{i=1}^{k} \alpha_i \theta_i$. However, they studied an alternated version of GTD/GTD2 as they added a projection step into bounded convex set and Polyak-averaging of iterates. Wang et al. (2017) studied also the same version as Liu et al. (2015) but for the case of Markov noise case instead of the i.i.d assumptions. They prove that with high probability $\text{MSPBE}(\bar{\theta}_k) \in O\left(\sum_{i=1}^{k} \alpha_i^2 \right)$ when the step-size sequence satisfies $\sum_{k} \alpha_k = \infty$, $\sum_{k} \alpha_k^2 < \infty$. The optimal rate achieved in this setup is then $O(1/\sqrt{k})$. Recently, Lakshminarayanan & Szepesvári (2017) improved on the existing results by showing for the first time that $\mathbb{E}[\|\bar{\theta}_k - \theta^*\|^2] \in O(1/k)$ without projection step. However, the result still consider the Polyak-averaging of iterates. Moreover, the constants in their bound depend on the data distribution that are difficult to relate to the problem-specific constants, such as those present in our bound 4. Finally, Dalal et al. (2017) studied sparsely projected version of GTD/GTD2 and they showed that for step-sizes $\alpha_k = \frac{1}{k^{c/2}}, \eta_k = \frac{1}{k^{c/2}(1-c)}$ where $c \in (0, 1)$, $\|\bar{\theta}_k - \theta^*\| \in O(k^{-\frac{1}{2}+\frac{c}{2}})$ with high probability. The projection is called sparse as they project only on iterations which are powers of 2.

Our work is the first to provide a finite-sample complexity analysis of GTD/GTD2 in its original setting, i.e. without assumption a projection step or Polyak-averaging and with diminishing step-sizes.

**7. Experimental Results**

**Evidence of instability in practice:** To validate our theoretical results about instability, we implemented TB(λ), RETRACE(λ) and compared them against their gradient-based counterparts GTB(λ) and GRETTRACE(λ) derived in this paper. The first one is the 2-states counterexample that we detailed in the third section and the second is the 7-states versions of Baird’s counterexample (Baird et al., 1995). Figures 2 and 3 show the MSBPE (averaged over 20 runs) as a function of the number of iterations. We can see that our gradient algorithms converge in these two counterexamples whereas TB(λ) and RETRACE(λ) diverge.
Convergent Tree Backup and Retrace with Function Approximation

| Paper                          | step-sizes | Projection | Polyak averaging | Convergence rate                          |
|-------------------------------|------------|------------|------------------|-------------------------------------------|
| Sutton et al. (2009c), Sutton et al. (2009b) | $\eta_k = \beta \alpha_k, \beta > 0, \sum \alpha_k = \infty, \sum \alpha_k^2 < \infty$ | No | No | $\theta_k \rightarrow \theta^*$ with probability one |
| Liu et al. (2015)            | constant step-size, $\alpha_k = \eta_k$ | Yes | Yes | MSPBE($\theta_t$) $\in O/\sqrt{k}$ with high probability |
| Wang et al. (2017)           | $\alpha_k = \eta_k, \sum \alpha_k = \infty, \sum \alpha_k^2 < \infty$ | Yes | Yes | MSPBE($\theta_t$) $\in O/\lambda$ with high probability |
| Lakshminarayan & Szepesvári (2017) | constant step-size, $\alpha_k = \eta_k$ | No | Yes | $\mathbb{E}||\theta_k - \theta^*||^2 \in O(1/k)$ |
| Dalal et al. (2017)          | $\alpha_k = \frac{c}{k}, \eta_k = \frac{c}{k}$ where $c \in (0, 1)$ | Yes | No | $||\theta_k - \theta^*|| \in O(k^{-2+\tau})$ with high probability |
| Our work                     | $\eta_k = \beta \alpha_k, \beta > 0, \alpha_k \in O(1/k)$ | No | No | $\mathbb{E}||\theta_k - \theta^*||^2 \in O(1/k)$ |

Table 1. Convergence results for gradient-based TD algorithms shown in previous work (Sutton et al., 2009b;c; Liu et al., 2015; Wang et al., 2017; Lakshminarayan & Szepesvári, 2017; Dalal et al., 2017). $\theta_k$ stand for the Polyak-average of iterates: $\hat{\theta}_k \triangleq \frac{\sum_k \alpha_k \theta_k}{\sum_k \alpha_k}$. Our algorithms achieve $O(1/k)$ without the need for projections or Polyak averaging.

Figure 2. Baird’s counterexample. The combination of linear function approximation with TB and Retrace leads to divergence (left panel) while the proposed gradient extensions GTB and GRetrace converge (right panel).

Figure 3. In the 2-states counterexample of section 3 showing that the gradient-based TB and Retrace converge while TB and Retrace diverge.

Comparison with existing methods: We also compared GTB($\lambda$) and GRetrace($\lambda$) with two recent state-of-the-art convergent off-policy algorithms for action-value estimation and function approximation: GQ($\lambda$) (Maei, 2011) and AB-Trace($\lambda$) (Mahmood et al., 2017). As in Mahmood et al. (2017), we also consider a policy evaluation task in the Mountain Car domain. In order to better understand the variance inherent to each method, we designed the target policy and behavior policy in such a way that the importance sampling ratios can be as large as 30. We chose to describe state-action pairs by a 96-dimensional vector of features derived by tile coding (Sutton & Barto, 1998). We ran each algorithm over all possible combinations of step-size values $(\alpha_k, \eta_k) \in \{0.001, 0.005, 0.01, 0.05, 0.1\}^2$ for 2000 episodes and reported their normalized mean squared errors (NMSE):

$$\text{NMSE}(\theta) = \frac{||\Phi\theta - Q^\pi||^2}{||Q^\pi||^2}$$

where $Q^\pi$ is estimated by simulating the target policy and averaging the discounted cumulative rewards over trajectories. As AB-Trace($\lambda$) and GRetrace($\lambda$) share both the same operator, we can evaluate them using the empirical $\text{MSPBE} = \frac{1}{2}||\hat{A}\theta + \hat{b}||_M^{-2}$ where $\hat{A}$, $\hat{b}$ and $\hat{M}$ are Monte-Carlo estimates obtained by averaging $\hat{A}_k$, $\hat{b}_k$ and $\hat{M}_k$ defined in proposition 3 over 10000 episodes. Figure 6 shows that the best empirical MSPBE achieved by AB-Trace($\lambda$) and GRetrace($\lambda$) are almost identical across value of $\lambda$. This result is consistent with the fact that they both minimize the MSPBE objective function. However, significant differences can be observed when computing the 6th percentiles of NMSE (over all possible combination of step-size values) for different values of $\lambda$ in Figure 5. When $\lambda$ increases, the NMSE of GQ($\lambda$) increases sharply due to increased influence of importance sampling ratios. This clearly demonstrate the variance issues of GQ($\lambda$) in contrast with the other methods based on the Tree Backup and Retrace returns (that are not using importance ratios). For intermediate values of $\lambda$, AB-Trace($\lambda$) performs better but its performance is matched by GRetrace($\lambda$) for small and very large values of $\lambda$. In fact, AB-Trace($\lambda$) updates the function parameters $\theta$ as follows:

$$\theta_{k+1} = \theta_k - \alpha_k (\delta_k e_k - \Delta_k)$$

where $\Delta_k \triangleq \gamma w_k^T e_k (\mathbb{E}_\pi \phi(s_{k+1}, \cdot) - \lambda \sum_a \kappa(s_k, a) \mu(a | s_k) \phi(s_k, a))$ is a gradient correction term. When the instability or the variance of the correction term could be very small and the update of $\theta$ would be essentially $\theta_{k+1} \sim \theta_k - \alpha_k \delta_k e_k$ so that $\theta_{k+1}$ follows the semi-gradient of the mean squared error.
Comparison between the best empirical MSPBE obtained by each algorithm for different values of \( \lambda \). Only GRETRACE(\( \lambda \)) and AB-TRACE(\( \lambda \)) are showed here because the other algorithms do not have the same operators and hence not the same MSPBE. Note that MSPBEs depend on \( \lambda \). Thus, MSPBEs are not directly comparable across different values of \( \lambda \). Both GRETRACE(\( \lambda \)) and AB-TRACE(\( \lambda \)) have very similar performances. AB-TRACE(\( \lambda \)) performs slightly better.

8. Conclusion

Our analysis highlighted for the first time the difficulties of combining the Tree Backup and Retrace algorithms with function approximation. We addressed these issues by formulating gradient-based algorithm versions of these algorithms which minimize the mean-square projected Bellman error. Using a saddle-point formulation, we were also able to provide convergence guarantees and characterize the convergence rate of our algorithms GTB and GRETRACE. We also developed a novel analysis method which allowed us to establish a \( O(1/k) \) convergence rate without having to use projections or Polyak averaging (which might also make implementation more difficult). Furthermore, our proof technique is general enough that we were able to apply it to the existing GTD and GTD2 algorithms. Our experiments finally suggest that the proposed GTB(\( \lambda \)) and GRETRACE(\( \lambda \)) are robust to step-size selection and have less variance than both GQ(\( \lambda \)) (Maei, 2011) and AB-TRACE(\( \lambda \)) (Mahmood et al., 2017).
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