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ABSTRACT. We give a complete classification of tangential bidifferential operators of total order at most \( n \) which are expressed purely in terms of the Laplacian on the ambient space of an \( n \)-dimensional manifold. This gives a curved analogue of the classification, due to Ovsienko–Redou and Clerc, of conformally invariant bidifferential operators on the sphere. As an application, we construct a large class of formally self-adjoint conformally invariant differential operators.

1. Introduction

Representation theory completely classifies \([2]\) the conformally invariant differential operators on the \( n \)-sphere: The space of conformally invariant differential operators of order \( 2k \in \mathbb{N} \) is the span of the restriction \( \Delta^k \tilde{u} \big|_{G} \), where \( \Delta \) is the Laplacian on Minkowski space \( (\mathbb{R}^{n+1,1}, -d\tau^2 + dx^2) \) with \( S^n \) identified with the projectivization of the null cone \( G := \{(x, \tau) \in \mathbb{R}^{n+1,1} : |x|^2 = \tau^2\} \). \( \tilde{u} \) is an element of the space \( \tilde{E}[\frac{2n-k}{2}] \) of functions on \( \mathbb{R}^{n+1,1} \) which are homogeneous of degree \( -\frac{n-2k}{2} \) with respect to the dilations \( (x, \tau) \mapsto (cx, c\tau) \). Graham, Jenne, Mason and Sparling proved \([11]\) that when \( k \leq \frac{n}{2} \), applying this construction to the Fefferman–Graham ambient space \([8]\) of a pseudo-Riemannian \( n \)-manifold yields nontrivial operators. The resulting \textbf{GJMS operators} are conformally invariant differential operators with leading-order term \( \Delta^k \). While \( \tilde{\Delta} \) is formally self-adjoint on \( \mathbb{R}^{n+1,1} \), an additional argument is needed to conclude that the GJMS operators are formally self-adjoint \([7, 9, 12, 13]\).

Representation theory also gives \([5, 6, 15]\) a complete classification of the space of conformally invariant bidifferential operators on the \( n \)-sphere, though now the situation is much more complicated: Ovsienko and Redou showed \([15]\) that for generic \( w_1, w_2 \in \mathbb{R} \), the space of conformally invariant bidifferential operators \( D_{2k;\ w_1,\ w_2} : \tilde{E}[w_1] \otimes \tilde{E}[w_2] \to \tilde{E}[w_1 + w_2 - 2k] \) of total order \( 2k \) is one-dimensional. Clerc classified \([5, 6]\) the space of conformally invariant bidifferential operators \( D_{2k;\ w_1,\ w_2} \) for the remaining weights, showing that it can be one-, two-, or three-dimensional, depending on the choice of \( w_1, w_2 \), the total order \( 2k \), and the dimension \( n \). On curved manifolds, Case, Lin and Yuan \([4]\) constructed the operator \( D_{2k;\ w_1,\ w_2} := \frac{n-2k}{2} \) on all conformal manifolds of dimension \( n \geq 2k \). Note that \( w_1 = w_2 = -\frac{n-2k}{2} \) is the unique choice of weights for which \( D_{2k;\ w_1,\ w_2} \) can be \textbf{formally self-adjoint}; i.e. for which the associated Dirichlet form

\[ (u_1, u_2, u_3) \mapsto \int_M u_1 D_{2k;\ w_1,\ w_2}(u_2 \otimes u_3) \ dvol \]
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on compactly-supported functions is symmetric. On the sphere, one can prove that
\( D_{2k, \frac{n-2k}{2}, \frac{n-2k}{2}} \) is formally self-adjoint via the realization of its Dirichlet form as
the residue of a symmetric conformally invariant trilinear form \([1]\). Case, Lin and
Yuan \([4]\) proved by direct computation that \( D_{2k, \frac{n-2k}{2}, \frac{n-2k}{2}} \) is formally self-adjoint on
curved manifolds if \( k \leq 2 \).

Our primary goal is to show that the full range of operators identified by Ovsienko–
Redou \([15]\) and Clerc \([5, 6]\) admit curved analogues under the natural dimensional
assumption \( n \geq 2k \). Our secondary goal is to better understand the formal self-
adjointness of \( D_{2k, \frac{n-2k}{2}, \frac{n-2k}{2}} \) and related linear operators.

We approach this problem by adapting the construction \([11]\) of the GJMS op-

\[
\tilde{E}[w_1] \otimes \tilde{E}[w_2].
\]

The relevance of this is that tangential operators on \((\tilde{E}, \tilde{g})\) determine
conformally invariant operators previously constructed by Case, Lin and Yuan \([4]\).

Restricting this observation to the conformal class of the round sphere recovers
the conformally invariant bidifferential operators classified by Ovsienko and
Redou \([15]\). Taking \( w_1 = w_2 = -\frac{n-2k}{2} \) on general conformal 2k-manifolds recovers the
conformally invariant operators previously constructed by Case, Lin and Yuan \([4]\).

More generally, the above recursive relation can be solved for all \( w_1, w_2 \in \mathbb{R} \).
As in Clerc’s work on the sphere \([5, 6]\), the space of tangential operators \([11]\) —
called \textbf{Ovsienko–Redou operators} — can be one-, two-, or three-dimensional.
The following three theorems completely characterize the space of Ovsienko–Redou
operators.

Our first theorem characterizes those weights for which the space of Ovsienko–
Redou operators is one-dimensional, and gives a basis for this space. To simplify
our notation, we set

\[
\binom{k}{s, t} := \frac{k!}{(k-s-t)!s!t!}
\]

for \( k, s, t \in \mathbb{N}_0 \).

\textbf{Theorem 1.1.} Let \((\mathbb{M}, [g])\) be a conformal manifold. Let \( k \leq n/2 \) be a positive
integer and let \( w_1, w_2 \in \mathbb{R} \). Suppose that either

1. at most one of \( w_1 \in \mathcal{I}_k \) or \( w_2 \in \mathcal{I}_k \) or \( w_1 + w_2 \in \mathcal{O}_k \) holds;
2. \( w_1, w_2 \in \mathcal{I}_k \) with \( w_1 + w_2 + n \leq k \), but \( w_1 + w_2 \notin \mathcal{O}_k \);
3. \( w_1 \in \mathcal{I}_k \) and \( w_1 + w_2 \in \mathcal{O}_k \) with \( w_2 \geq k \), but \( w_2 \notin \mathcal{I}_k \); or
4. \( w_2 \in \mathcal{I}_k \) and \( w_1 + w_2 \in \mathcal{O}_k \) with \( w_1 \geq k \), but \( w_1 \notin \mathcal{I}_k \).
Then the space of Ovsienko–Redou operators is one-dimensional and spanned by

\( \tilde{D}_{2k;w_1,w_2}(u \otimes v) := \sum_{s=0}^{k} \sum_{t=0}^{k-s} \binom{k}{s} \binom{k}{t} a_{s,t} \Delta^{k-s-t}(\Delta^s u)(\Delta^t v), \)

\[ a_{s,t} := \frac{\Gamma(-w_1 - w_2 - \frac{n-2k}{2} + s + t) \Gamma(w_1 + \frac{n}{2} - s) \Gamma(w_2 + \frac{n}{2} - t)}{\Gamma(-w_1 - w_2 - \frac{n-2k}{2}) \Gamma(w_1 + \frac{n-2k}{2}) \Gamma(w_2 + \frac{n-2k}{2})}, \]

where the ratio of Gamma functions is understood via analytic continuation. Moreover, for each \( g \in [g] \), the operator \( \tilde{D}_{2k;w_1,w_2} \) determines a natural bidifferential operator \( D^g_{2k;w_1,w_2} : C^\infty(M)^\otimes 2 \to C^\infty(M) \) such that

\[ D^{uv} g_{2k;w_1,w_2}(u \otimes v) = e^{(w_1+w_2-2k) \nabla} D^g_{2k;w_1,w_2}(e^{-w_1 \nu} u \otimes e^{-w_2 \nu} v) \]

for all \( u, v, \nabla \in C^\infty(M) \).

The operator \( D^g_{2k;w_1,w_2} \) is natural in the sense that it can be expressed as a complete contraction of polynomials in the covariant derivatives of the Riemannian curvature tensor, of \( u \), and of \( v \). The conformal transformation law (1.2) is succinctly expressed as the statement that \( D_{2k;w_1,w_2} \) is a conformally invariant map

\[ D_{2k;w_1,w_2} : \mathcal{E}[w_1] \otimes \mathcal{E}[w_2] \to \mathcal{E}[w_1 + w_2 - 2k], \]

where \( \mathcal{E}[w] \) is the conformal density bundle

\[ \mathcal{E}[w] := \left\{ \tilde{u}|_{\mathcal{G}} : \tilde{u} \in \mathcal{G}[w] \right\}; \]

see Section 2 for further details.

Recall that the Gamma function \( \Gamma(z) \) has no zeros, has simple poles at the nonpositive integers, and that \( \Gamma(z) \) is real-valued for \( z \in \mathbb{R} \). Under the conditions of Theorem 1.1, any pole of the numerator of \( a_{s,t} \) is also a pole of the denominator. Moreover, the order of each pole of the numerator is at most the order of the same pole of the denominator, and there is at least one choice of \( s, t \in \mathbb{N}_0 \) such that \( a_{s,t} \neq 0 \). It follows that \( D_{2k;w_1,w_2} \) is a nontrivial real operator under the conditions of Theorem 1.1.

The exceptional set \( \mathcal{I}_k \) in Theorem 1.1 has an interesting interpretation in terms of harmonic extensions. Specifically, if \( w \notin \mathcal{I}_k \) and \( u \in \mathcal{E}[w] \), then there is \( \mathcal{I}_k \) an extension \( \tilde{u} \in \mathcal{E}[w] \) of \( u \) such that \( \Delta^k \tilde{u} = 0 \) along the set \( \mathcal{G} \subset \mathcal{G} \) which is identified with \( (M^n, [g]) \). By contrast, if \( w_1 \in \mathcal{I}_k \) and \( w_1, w_2 \) satisfy one of the assumptions in Theorem 1.1, then \( a_{s,t} = 0 \) if \( s < k - i \), where \( w_1 = -\frac{n-2k}{2} - i \). Thus the only nonzero terms in the expression for \( \tilde{D}_{2k;w_1,w_2} \) involve those powers \( \Delta^i u \) which cannot be assumed to vanish along \( \mathcal{G} \).

Our second theorem characterizes those weights for which the space of Ovsienko–Redou operators is two-dimensional, and gives a basis for this space.

**Theorem 1.2.** Let \( (M^n, [g]) \) be a conformal manifold. Let \( k \leq n/2 \) be a positive integer and let \( w_1, w_2 \in \mathbb{R} \).
(1) If $w_1, w_2 \in \mathcal{I}_k$ with $w_1 + w_2 + n > k$ but $w_1 + w_2 \not\in \mathcal{O}_k$, then the space of Ovsienko–Redou operators is two-dimensional and spanned by

\[ D_{2k; w_1, w_2}^{(1)} := \sum_{s=k-1}^{k-s} \sum_{t=0}^{k} \binom{k}{s} \binom{k}{t} a_{s,t} \Delta^{k-s-t}((\tilde{\Delta}^s\tilde{u})(\tilde{\Delta}^t\tilde{v})), \]

\[ D_{2k; w_1, w_2}^{(2)} := \sum_{s=0}^{j} \sum_{t=k-j}^{k-s} \binom{k}{s} \binom{k}{t} a_{s,t} \Delta^{k-s-t}((\tilde{\Delta}^s\tilde{u})(\tilde{\Delta}^t\tilde{v})), \]

where

\[ a_{s,t} := \frac{\Gamma(-w_1 - w_2 - \frac{n-2k}{2} + s + t)\Gamma(w_1 + \frac{n}{2} - s)\Gamma(w_2 + \frac{n}{2} - t)}{\Gamma(-w_1 - w_2 - \frac{n-2k}{2})\Gamma(w_1 + \frac{n}{2})\Gamma(w_2 + \frac{n}{2})}, \]

where $w_1 = -\frac{n-2k}{2} - i$ and $w_2 = -\frac{n-2k}{2} - j$ and the ratio of Gamma functions is understood via analytic continuation.

(2) If $w_1 \in \mathcal{I}_k$ and $w_1 + w_2 \in \mathcal{O}_k$ with $w_2 < k$ but $w_2 \not\in \mathcal{I}_k$, then the space of Ovsienko–Redou operators is two-dimensional and spanned by

\[ D_{2k; w_1, w_2}^{(1)} := \sum_{s=k-1}^{k-s} \sum_{t=0}^{k} \binom{k}{s} \binom{k}{t} a_{s,t} \Delta^{k-s-t}((\tilde{\Delta}^s\tilde{u})(\tilde{\Delta}^t\tilde{v})), \]

\[ D_{2k; w_1, w_2}^{(2)} := \sum_{s=0}^{j} \sum_{t=k-j}^{k-s} \binom{k}{s} \binom{k}{t} a_{s,t} \Delta^{k-s-t}((\tilde{\Delta}^s\tilde{u})(\tilde{\Delta}^t\tilde{v})), \]

where

\[ a_{s,t} := \frac{\Gamma(-w_1 - w_2 - \frac{n-2k}{2} + s + t)\Gamma(w_1 + \frac{n}{2} - s)\Gamma(w_2 + \frac{n}{2} - t)}{\Gamma(-w_1 - w_2 - \frac{n-2k}{2})\Gamma(w_1 + \frac{n}{2})\Gamma(w_2 + \frac{n}{2})}, \]

where $w_1 = -\frac{n-2k}{2} - i$ and $w_1 + w_2 = -\frac{n-2k}{2} - j$ and the ratio of Gamma functions is understood via analytic continuation.

(3) If $w_2 \in \mathcal{I}_k$ and $w_1 + w_2 \in \mathcal{O}_k$ with $w_1 < k$ but $w_1 \not\in \mathcal{I}_k$, then the space of Ovsienko–Redou operators is two-dimensional and spanned by

\[ D_{2k; w_1, w_2}^{(1)} := \sum_{s=0}^{i} \sum_{t=k-i}^{k-s} \binom{k}{s} \binom{k}{t} a_{s,t} \Delta^{k-s-t}((\tilde{\Delta}^s\tilde{u})(\tilde{\Delta}^t\tilde{v})), \]

\[ D_{2k; w_1, w_2}^{(2)} := \sum_{s=0}^{j} \sum_{t=k-j}^{k-s} \binom{k}{s} \binom{k}{t} a_{s,t} \Delta^{k-s-t}((\tilde{\Delta}^s\tilde{u})(\tilde{\Delta}^t\tilde{v})), \]

where

\[ a_{s,t} := \frac{\Gamma(-w_1 - w_2 - \frac{n-2k}{2} + s + t)\Gamma(w_1 + \frac{n}{2} - s)\Gamma(w_2 + \frac{n}{2} - t)}{\Gamma(-w_1 - w_2 - \frac{n-2k}{2})\Gamma(w_1 + \frac{n-2k}{2})\Gamma(w_2 + \frac{n}{2})}, \]

where $w_2 = -\frac{n-2k}{2} - i$ and $w_1 + w_2 = -\frac{n-2k}{2} + j$ and the ratio of Gamma functions is understood via analytic continuation.

Moreover, the operators $\tilde{D}_{2k; w_1, w_2}^{(j)}$, $j \in \{1, 2\}$, determine natural conformally invariant bidifferential operators $D_{2k; w_1, w_2}^{(j)} : \mathcal{E}[w_1] \otimes \mathcal{E}[w_2] \to \mathcal{E}[w_1 + w_2 - 2k]$.

The only difference in the coefficients $a_{s,t}$ in Theorem 1.1 and Theorem 1.2 is a change in the denominators which ensures that $a_{s,t}$ are real-valued and not all zero in the range $s, t \geq 0$ and $s + t \leq k$. The summations in Theorem 1.2 are indexed so that only nonzero terms $a_{s,t}$ are included.

Our third theorem characterizes those weights for which the space of Ovsienko–Redou operators is three-dimensional, and gives a basis for this space. Note that
this case never occurs when \( n > 2k \), and there is only one choice of weights for which this case occurs when \( n = 2k \).

**Theorem 1.3.** Let \( (M^n, [g]) \) be a conformal manifold. Let \( k \leq n/2 \) be a positive integer and let \( w_1, w_2 \in \mathbb{R} \). Suppose that \( w_1, w_2 \in I_k \) and \( w_1 + w_2 \in O_k \). Then \( w_1 = w_2 = 0 \) and \( k = n/2 \), and the space of Ovsienko–Redou operators is threedimensional and spanned by

\[
\tilde{D}^{(1)}_{n;0,0}(u \otimes \tilde{v}) := \tilde{\Delta}^k(u\tilde{v}),
\]

\[
\tilde{D}^{(2)}_{n;0,0}(u \otimes \tilde{v}) := \tilde{v}\tilde{\Delta}^k_{k^2},
\]

\[
\tilde{D}^{(3)}_{n;0,0}(u \otimes \tilde{v}) := \tilde{v}\tilde{\Delta}^k_{k^2}.
\]

Moreover, the operators \( \tilde{D}^{(j)}_{2k;w_1,w_2}; j \in \{1, 2, 3\} \), determine natural conformally invariant bidifferential operators \( D^{(j)}_{2k;w_1,w_2}; \mathcal{E}[w_1] \otimes \mathcal{E}[w_2] \rightarrow \mathcal{E}[w_1 + w_2 - 2k] \).

The restriction \( n \geq 2k \) is only imposed in Theorems 1.1 to 1.3 to ensure that the induced operator \( D_{2k;w_1,w_2} \) is independent of the ambiguities of the ambient metric \([8]\). In particular, if \( n \) is odd or if \( (M^n, [g]) \) is either locally conformally flat or admits an Einstein metric, then the operators \( D_{2k;w_1,w_2} \) can be defined for all \( k \in \mathbb{N} \). We leave the details of these cases, including the determination of the dimension of the space of Ovsienko–Redou operators, to the interested reader.

We define the Ovsienko–Redou operators in terms of the ambient Laplacian for Einstein manifolds. To simplify the exposition, we present the formula only in the case of weights as in Theorem 1.2.

**Theorem 1.4.** Let \( (M^n, g) \) be an Einstein manifold with \( \text{Ric} = 2(n - 1)\lambda g \). Let \( k \in \mathbb{N} \) and let \( w_1, w_2 \in \mathbb{R} \) satisfy one of the conditions of Theorem 1.2. Then

\[
D_{2k;w_1,w_2}(u \otimes v) = \sum_{s=0}^{k} \sum_{t=0}^{k-s} \binom{k}{s, t} a_{s,t} L_{k-s-t;w_1 + w_2 - 2s - 2t}(L_{s;w_1}(u)L_{t;w_2}(v)),
\]

where

\[
L_{r;w} := \prod_{j=0}^{r-1} (\Delta + 2(w - 2j)(n + w - 2j - 1)\lambda).
\]

Theorem 1.4 gives an alternative expression for the Ovsienko–Redou operators on the sphere (cf. [1115]). The proof of Theorem 1.4 is readily adapted to handle the case as in Theorem 1.2 or Theorem 1.3.

Theorem 1.4 suggests that the commutator of the Ovsienko–Redou operator \( D_{2k;\frac{n-2k}{2}, \frac{n-2k}{2}} \), \( n > 2k \), with first spherical harmonics is proportional to the Ovsienko–Redou operator \( D_{2k-2;\frac{n-2k+1}{2}, \frac{n-2k-1}{2}} \). We verify this by direct computation.

**Theorem 1.5.** Let \( (S^n, d\theta^2) \) be the round \( n \)-sphere and let \( k \in \mathbb{N} \) be such that \( n > 2k \). Denote \( D_{2k} := D_{2k;\frac{n-2k}{2}, \frac{n-2k}{2}} \) and let \( \{x^0, \ldots, x^n\} \) be the standard Cartesian coordinates on \( \mathbb{R}^{n+1} \supset S^n \). Then

\[
\sum_{i=0}^{n} x^i [D_{2k}, x^i] = -\frac{k(n + 2k - 2)(n + k - 3)(n - 2k)}{18} D_{2k-2;\frac{n-2k+3}{2}, \frac{n-2k-3}{2}}.
\]
where \([D, f](u \otimes v) := D((uf) \otimes v) - f D(u \otimes v)\) for all \(u, v, f \in C^\infty(S^n)\).

The proof of Theorem 1.5 proceeds by direct computation in the ambient space (cf. [3]). We expect our method also computes the commutator of any Ovsienko–Redou operator with the first spherical harmonics. We have presented only the case \(k = 1, 2, 3\) because of the expectation of a strong link between formally self-adjoint conformally invariant polydifferential operators, sharp Sobolev inequalities, and curvature prescription problems [4]. Specifically, it is natural to ask if the sharp Sobolev inequality

\[
\int_{S^n} u D_{2k; -\frac{n-2k}{2}, -\frac{n-2k}{2}} (u \otimes u) \, dvol_g \geq C \left( \int_{S^n} |u|^{\frac{2n}{n-2k}} \, dvol_g \right)^{\frac{n-2k}{2}}
\]

holds for all nonnegative \(u \in C^\infty(S^n)\), and if so, to classify the minimizers. Theorem 1.5 establishes a key step in applying the rearrangement-free strategy of Frank and Lieb [3, 10] to classify the local minimizers of (1.3), if any.

In order to use variational methods to prove (1.3) and to study related curvature prescription problems, one needs to know that the Ovsienko–Redou operators \(D_{2k; -\frac{n-2k}{2}, -\frac{n-2k}{2}}\) are formally self-adjoint. Case, Lin and Yuan [4] proved this in the case \(k \leq 2\) and conjectured it for general \(k \in \mathbb{N}\). We verify formal self-adjointness for \(k \leq 3\).

**Theorem 1.6.** Let \((M^n, g)\) be a pseudo-Riemannian manifold and let \(k \leq 3\) be a positive integer. Then \(D_{2k; -\frac{n-2k}{2}, -\frac{n-2k}{2}}\) is formally self-adjoint.

We prove Theorem 1.6 by using the definition of the Ovsienko–Redou operators in terms of ambient Laplacians to derive an explicit formula for \(D_{2k; -\frac{n-2k}{2}, -\frac{n-2k}{2}}\) in terms of the formally self-adjoint “building blocks” used by Juhl [13] in his formulas for the GJMS operators. We expect that an analogous formula can be derived for the Ovsienko–Redou operators (cf. [3, 13]).

As another application of Theorems 1.4 to 1.3 we construct a large family of conformally invariant differential operators mapping \(\mathcal{E}[-\frac{n-2k}{2}]\) to \(\mathcal{E}[-\frac{n+2k}{2}]\) by inserting a natural scalar Riemannian invariant into a suitably chosen Ovsienko–Redou operator. Moreover, we show that these operators are formally self-adjoint when they are of order at most six.

**Theorem 1.7.** Let \((M^n, [g])\) be a conformal manifold, let \(k \leq n/2\) be a positive integer, and let \(\mathcal{I} \in \mathcal{E}[-2\ell]\), \(\ell \leq k\), be a natural scalar Riemannian invariant on \((\widetilde{G}, \widetilde{g})\). Then the operator \(\widetilde{D} : \mathcal{E}[-\frac{n-2k}{2}] \to \mathcal{E}[-\frac{n+2k}{2}]\),

\[
\widetilde{D}(\widetilde{u}) := \widetilde{D}_{2k; -2\ell, -2\ell, -\frac{n-2k}{2}}(\mathcal{I} \otimes \widetilde{u})
\]

is tangential. In particular, \(\widetilde{D}\) induces a natural conformally invariant differential operator \(D : \mathcal{E}[-\frac{n-2k}{2}] \to \mathcal{E}[-\frac{n+2k}{2}]\). Moreover, if \(k \leq \ell + 3\), then \(D\) is formally self-adjoint.

The cases \(\ell = 0\) and \(\ell = k\) recover the GJMS operators and multiplication by a scalar conformal invariant, respectively. The next simplest case of Theorem 1.7 is when \(\ell = 2\) and \(k = 3\). Up to a multiplicative constant, the only nontrivial natural scalar Riemannian invariant on \((\widetilde{G}, \widetilde{g})\) which is homogeneous of weight \(-4\) is \(|\widetilde{Rm}|^2\).

In this case

\[
\widetilde{D}(\widetilde{u}) = \frac{n-10}{2} \Delta(|\widetilde{Rm}|^2 \widetilde{u}) + \frac{n-10}{2} |\widetilde{Rm}|^2 \widetilde{\Delta} \widetilde{u} + 2\widetilde{a} \widetilde{\Delta} |\widetilde{Rm}|^2,
\]
which induces the manifestly formally self-adjoint operator
\[ Du = \frac{n-10}{2} \Delta (|W|^2 u) + \frac{n-10}{2} |W|^2 \Delta u + \left( 2 \Delta |W|^2 - \frac{(n-6)^2}{2} J |W|^2 \right) u \]
on \( (M^n, g) \).

More generally, Theorems 1.1 to 1.3 produce a much larger class of conformally invariant differential operators by allowing \( \bar{u} \in \mathcal{E}[w] \) for \( w \) arbitrary. A key point in Theorem 1.7 is that \( \bar{D} \) is formally self-adjoint in \( (\mathcal{G}, \bar{g}) \), and hence the induced operator on \( (M^n, g) \) is plausibly — and actually when \( k \leq \ell + 3 \) — formally self-adjoint.

This article is organized as follows:

In Section 2, we collect necessary background on the ambient metric.

In Section 3, we characterize precisely when (1.1) is tangential and thereby prove Theorems 1.1 to 1.3.

In Section 4, we prove Theorem 1.4.

In Section 5, we prove Theorem 1.5.

In Section 6, we prove Theorem 1.7.

2. Background

We begin by recalling some relevant aspects of ambient spaces needed to construct and study conformally invariant polydifferential operators.

Let \( (M^n, [g]) \) be a conformal manifold of signature \( (p, q) \). The conformal class \([g]\) is equivalent to a ray subbundle
\[ \mathcal{G} := \{(x, g_x) : x \in M, g \in [g]\} \subset S^2 T^* M. \]

Regard \( \mathcal{G} \) as a principle \( \mathbb{R}_+ \)-bundle with dilation \( \delta_\lambda : \mathcal{G} \to \mathcal{G} \),
\[ \delta_\lambda (x, g_x) := (x, \lambda^2 g_x), \]
and projection \( \pi : \mathcal{G} \to M, \)
\[ \pi(x, g_x) := x. \]
The canonical metric on \( \mathcal{G} \) is the degenerate metric \( g \) defined by
\[ g(X, Y) := g_x(\pi_* X, \pi_* Y) \]
for \( X, Y \in T_{(x, g_x)} \mathcal{G} \). Given a choice of metric \( g \in [g] \), we identify \( \mathbb{R}_+ \times M \cong \mathcal{G} \) via \( (t, x) \cong (x, t^2 g_x) \).

Consider now the space \( \mathcal{G} \times \mathbb{R} \). We extend the projection and dilation to maps
\( \pi : \mathcal{G} \times \mathbb{R} \to M \) and \( \delta_\lambda : \mathcal{G} \times \mathbb{R} \to \mathcal{G} \times \mathbb{R} \) in the natural way:
\( \pi(x, g_x, \rho) := x \) and \( \delta_\lambda (x, g_x, \rho) := (x, \lambda^2 g_x, \rho) \). Let \( i : \mathcal{G} \to \mathcal{G} \times \mathbb{R} \) denote the inclusion \( \mathcal{G} \hookrightarrow \mathcal{G} \times \{0\} \).

A pre-ambient space is a pair \((\tilde{\mathcal{G}}, \tilde{g})\) consisting of a dilation invariant subspace \( \tilde{\mathcal{G}} \subset \mathcal{G} \times \mathbb{R} \) containing \( \mathcal{G} \times \{0\} \) and a pseudo-Riemannian metric \( \tilde{g} \) of signature \((p+1, q+1)\) satisfying \( \delta_\lambda^* \tilde{g} = \lambda^2 \tilde{g} \) and \( e^* \tilde{g} = g \). Let \( \rho \) denote the \( \mathbb{R} \)-coordinate in \( \mathcal{G} \times \mathbb{R} \). An ambient space is a pre-ambient space \((\tilde{\mathcal{G}}, \tilde{g})\) such that
\begin{align*}
(1) & \quad \text{Ric}(\tilde{g}) = O(\rho^\infty), \text{ if } n \text{ is odd}; \\
(2) & \quad \text{Ric}(\tilde{g}) = O^+(\rho^{n-2}/2), \text{ if } n \text{ is even}.
\end{align*}

Here we say that a symmetric two-tensor field \( S \in \Gamma(S^2 T^* \tilde{\mathcal{G}}) \) is \( O^+(\rho^m) \) if
\begin{align*}
(1) & \quad S = O(\rho^m); \text{ and} \\
(2) & \quad \text{for each } z \in \mathcal{G}, \text{ the tensor } (\iota^*(\rho^{-m} S))(z) \in S^2 T^*_z \mathcal{G}\text{ is of the form } \pi^* s \text{ for some } s \in S^2 T^*_x M, x := \pi(z), \text{ satisfying } \text{tr}_{g_x} s = 0.
\end{align*}
Fefferman and Graham proved [3] Theorem 2.3] that ambient spaces always exist. Indeed, given a choice of metric \( g \in [g] \), there is [3 Theorem 2.9(A)] a one-parameter family of metrics \( g_{\rho} \) on \( M \), the \( \rho \) coefficients of which depend naturally on \( g \), such that \( g_{0} = g \) and

\[
\tilde{g} := 2\rho dt^2 + 2t dt d\rho + t^2 g_{\rho}
\]

is an ambient metric on \( \tilde{G} := \mathbb{R}_+ \times M \times (-\varepsilon, \varepsilon) \) for some \( \varepsilon > 0 \). Moreover, \( g_{\rho} \) is unique [3 Theorem 2.9(B)] modulo \( O(\rho) \) if \( n \) is odd, and modulo \( O^+ (\rho^{n\over 2}) \) if \( n \) is even.

Let \( X \) be the infinitesimal generator of the dilations \( \delta_\lambda : \tilde{G} \to \tilde{G} \). In coordinates, if \( g \in [g] \) is given, then \( X = t\partial_t \). Given \( w \in \mathbb{R} \), define

\[
\tilde{E}[w] := \{ \tilde{f} \in C^\infty(\tilde{G}) : X \tilde{f} = w \tilde{f} \}.
\]

The space of conformal densities of weight \( w \) is

\[
\mathcal{E}[w] := \{ f|_{\tilde{G}} : \tilde{f} \in \tilde{E}[w] \}.
\]

Note that if \( f \in \mathcal{E}[w] \), then \( f(x, \lambda^2 g_x) = \lambda^w f(x, g_x) \); i.e. \( \mathcal{E}[w] \) may be identified with the space of equivalence classes for the equivalence relation

\[
(f, g) \sim (e^{wu} f, e^{2u} g).
\]

Note also that if \( \tilde{I} \) is a natural scalar Riemannian invariant which is homogeneous of degree \(-2k \), \( k \leq n/2 \), with respect to dilations, then \( \tilde{I}|_{\rho = 0, t = 1} \) determines a local conformal invariant of weight \(-2k \) on \( (M^n, g) \). Two examples are [8]

\[
|\tilde{R}m|^2|_{\rho = 0, t = 1} = |W|^2,
\]

\[
\tilde{\Delta}|\tilde{R}m|^2|_{\rho = 0, t = 1} = \Delta|W|^2 + 4(n-10)\nabla^i (W_{ijkl} C^{ijk}) - 4(n-10) P^i_{jk} W_{ijkl} W^{mkl} + 4(n-5)(n-10)|C|^2 - 4J|W|^2,
\]

where \( W_{ijkl} \) is the Weyl tensor and \( C_{ijk} := \nabla_i P_{jk} - \nabla_j P_{ik} \) is the Cotton tensor.

Set \( Q := |X|^2 \in \tilde{E}[2] \), so that \( Q \) is a defining function for \( G \subset \tilde{G} \). A polydifferential operator

\[
D : \tilde{E}[w_1] \otimes \cdots \otimes \tilde{E}[w_j] \to \tilde{E}[w_1 + \cdots + w_j - 2k]
\]

is **tangential** if \( T^* (\tilde{D}(\tilde{u}_1, \ldots, \tilde{u}_j)) \) depends only on the restrictions \( T^* u_1, \ldots, T^* u_j \). In this case \( \tilde{D} \) determines a conformally invariant polydifferential operator

\[
D : \mathcal{E}[w_1] \otimes \cdots \otimes \mathcal{E}[w_j] \to \mathcal{E}[w_1 + \cdots + w_j - 2k]
\]

by

\[
D(u_1, \ldots, u_j) := T^*(\tilde{D}(\tilde{u}_1, \ldots, \tilde{u}_j))
\]

where \( \tilde{u}_1, \ldots, \tilde{u}_j \) are such that \( T^* \tilde{u}_i = u_i \) for \( i \in \{1, \ldots, j\} \). The operator \( D \) is well-defined in odd dimensions, and in even dimensions provided the restriction of \( \tilde{D} \) to \( \rho^{-1}(\{0\}) \) depends only on \( \tilde{g} \) modulo \( O^+ (\rho^{n\over 2}) \). This observation is responsible for the condition \( k \leq n/2 \) in Theorems [1.1] to [1.3] (cf. [11]).
3. Classification of curved Ovsienko–Redou operators

We now turn to the proofs of Theorems 1.1 to 1.3. Our first task is to characterize the bidifferential operators \([\tilde{\mathcal{D}}]\) which are tangential.

**Lemma 3.1.** Fix a dimension \(n \in \mathbb{N}\) and weights \(w_1, w_2 \in \mathbb{R}\). Given \(k \in \mathbb{N}_0\), the ambient operator

\[
\tilde{D}(\tilde{u} \otimes \tilde{v}) := \sum_{s=0}^{k} \sum_{t=0}^{k-s} \binom{k}{s} a_{s,t} \Delta^{k-s-t} \left( (\tilde{\Delta}^s \tilde{u}) (\tilde{\Delta}^t \tilde{v}) \right)
\]

is tangential if and only if

\[
\begin{align*}
(3.1a) \quad & (2w_1 + n - 2s - 2)a_{s+1,t} = -(2w_1 + 2w_2 + n - 2k - 2s - 2t)a_{s,t}, \\
(3.1b) \quad & (2w_2 + n - 2t - 2)a_{s,t+1} = -(2w_1 + 2w_2 + n - 2k - 2s - 2t)a_{s,t}
\end{align*}
\]

for all \(s, t \in \mathbb{N}_0\) such that \(s + t \leq k\).

**Proof.** It is known \([11]\), Equation (1.8)] that

\[
[\tilde{\Delta}^\ell, Q] = 2\ell \tilde{\Delta}^{\ell-1}(2X + n + 4 - 2\ell)
\]

for all \(\ell \in \mathbb{N}\). We immediately deduce that

\[
\begin{align*}
\tilde{\Delta}^r \left( (\tilde{\Delta}^s(Q\tilde{u})) (\tilde{\Delta}^t\tilde{v}) \right) & = 2s(2w_1 + n - 2s)\tilde{\Delta}^r \left( (\tilde{\Delta}^{s-1} \tilde{u}) (\tilde{\Delta}^t \tilde{v}) \right) \\
& + 2r(2w_1 + 2w_2 + n - 2r - 4s - 4t)\tilde{\Delta}^{r-1} \left( (\tilde{\Delta}^s \tilde{u}) (\tilde{\Delta}^t \tilde{v}) \right) \mod Q
\end{align*}
\]

for all \(\tilde{u} \in \tilde{E}[w_1 - 2]\), all \(\tilde{v} \in \tilde{E}[w_2]\), and all \(r, s, t \in \mathbb{N}_0\). Equation (3.3) implies that

\[
\frac{1}{2} \tilde{D}(Q\tilde{u} \otimes \tilde{v}) = \sum_{s=0}^{k} \sum_{t=0}^{k-s} \binom{k}{s} \binom{k-1}{t} \left[ (2w_1 + n - 2s - 2)a_{s+1,t} + (2w_1 + 2w_2 + n - 2k - 2s - 2t)a_{s,t} \right] \tilde{\Delta}^{k-1-s-t} \left( (\tilde{\Delta}^s \tilde{u}) (\tilde{\Delta}^t \tilde{v}) \right) \mod Q
\]

for all \(\tilde{u} \in \tilde{E}[w_1 - 2]\) and all \(\tilde{v} \in \tilde{E}[w_2]\). In particular, \(\tilde{D}\) is tangential in its first factor if and only if (3.1a) holds. Switching the roles of \(\tilde{u}\) and \(\tilde{v}\) in (3.3) yields

\[
\frac{1}{2} \tilde{D}(\tilde{u} \otimes Q\tilde{v}) = \sum_{s=0}^{k} \sum_{t=0}^{k-s} \binom{k}{s} \binom{k-1}{t} \left[ (2w_2 + n - 2t - 2)a_{s,t+1} + (2w_1 + 2w_2 + n - 2k - 2s - 2t)a_{s,t} \right] \tilde{\Delta}^{k-1-s-t} \left( (\tilde{\Delta}^s \tilde{u}) (\tilde{\Delta}^t \tilde{v}) \right) \mod Q
\]

for all \(\tilde{u} \in \tilde{E}[w_1]\) and all \(\tilde{v} \in \tilde{E}[w_2 - 2]\). In particular, \(\tilde{D}\) is tangential in its second factor if and only if (3.1b) holds. \(\square\)

The proofs of Theorems 1.1 to 1.3 amount to studying the solutions to the recursive system (3.1).

**Proof of Theorem 1.1** Suppose first that \(w_1, w_2 \not\in \mathcal{I}_k\) and \(w_1 + w_2 \not\in \mathcal{O}_k\). Then the coefficients in (3.1) are nonzero for all \(s, t \in \mathbb{N}_0\) such that \(s + t \leq k\). It follows that \(a_{s,t}\) is uniquely determined by the choice of \(a_{0,0}\). Our basis element takes

\[
a_{0,0} = \frac{\Gamma(w_1 + \frac{n}{2}) \Gamma(w_2 + \frac{n}{2})}{\Gamma(w_1 + \frac{n-2k}{2}) \Gamma(w_2 + \frac{n-2k}{2})}.
\]
Suppose next that exactly one of $w_1 \in \mathcal{I}_k$ or $w_2 \in \mathcal{I}_k$ or $w_1 + w_2 \in \mathcal{O}_k$ holds. We present the case $w_1 \in \mathcal{I}_k$; the other cases are similar. Let $j \in \{0, \ldots, k-1\}$ be such that $w_1 = \frac{n-2k}{2} - j$. By assumption, $-w_2 + j \notin \{0, -1, \ldots, 1-k\}$. Equation (3.1) requires that

\begin{align*}
(k - j - s - 1)a_{s+1,t} &= (-w_2 + j + s + t)a_{s,t}, \\
(2w_2 + n - 2t - 2)a_{s,t+1} &= 2(-w_2 + j + s + t)a_{s,t}.
\end{align*}

It follows that $a_{s,t}$ is uniquely determined by the choice of $a_{k-j,0}$; moreover, $a_{s,t} = 0$ if $s < k - j$. Our basis element takes

\[
a_{k-j,0} = \frac{\Gamma(-w_2 + k)\Gamma(0)\Gamma(w_2 + \frac{n}{2})}{\Gamma(-w_2 + j)\Gamma(-j)\Gamma(w_2 + \frac{n-2k}{2})} = (-1)^j j! \frac{\Gamma(-w_2 + k)\Gamma(w_2 + \frac{n}{2})}{\Gamma(-w_2 + j)\Gamma(w_2 + \frac{n-2k}{2})}.
\]

Suppose finally that we are in one of the last three cases of Theorem 1.1. We present the case $w_1, w_2 \in \mathcal{I}_k$ with $w_1 + w_2 + n \leq k$ but $w_1 + w_2 \notin \mathcal{O}_k$; the other cases are similar. Let $i, j \in \{0, \ldots, k-1\}$ be such that $w_1 = -\frac{n-2k}{2} - i$ and $w_2 = \frac{n-2k}{2} - j$. By assumption, $i + j \geq k$ and $\frac{n-2k}{2} + i + j \notin \{0, -1, \ldots, 1-k\}$. Equation (3.1) requires that

\begin{align*}
(k - i - s - 1)a_{s+1,t} &= \left(\frac{n-2k}{2} + i + j + s + t\right)a_{s,t}, \\
(k - j - t - 1)a_{s,t+1} &= \left(\frac{n-2k}{2} + i + j + s + t\right)a_{s,t}.
\end{align*}

It follows that $a_{s,t}$ is uniquely determined by the choice of $a_{k-i,k-j}$; moreover, $a_{s,t} = 0$ if $s < k - i$ or $t < k - j$. Our basis element takes

\[
a_{k-i,k-j} = (-1)^{i+j} i! j! \frac{\Gamma(n+2k)}{\Gamma\left(n-\frac{2k}{2} + i + j\right)}.
\]

Finally, the formula [11] Equation (3.5)]

\[
(3.4) \quad \tilde{\Delta}(w f) = t^{-2} \left(-2\rho \partial^2_t + (2w + n - 2 - \rho g^{ij}g_{ij}') \partial_t + \Delta g_\rho + \frac{w}{2} g^{ij}g_{ij}'\right) f,
\]

$w \in \mathbb{R}$ and $f = f(x, \rho)$, for the Laplacian of the ambient metric (2.1) implies that $D_{2k;w_1,w_2}$ is natural and depends only on $g^{(\ell)}_{ij}\big|_{\rho=0}, \ell \leq k-1$, and $g^{ij}g^{(k)}_{ij}\big|_{\rho=0}$, where $g^{(\ell)}_{ij} := \partial^\ell \rho g_{ij}$. Since $k \leq n/2$, we conclude that $D_{2k;w_1,w_2}$ is independent of the ambiguity of $g_\rho$. \hfill \Box

Proof of Theorem 1.2. Suppose that $w_1, w_2 \in \mathcal{I}_k$ are such that $w_1 + w_2 + n > k$ but $w_1 + w_2 \notin \mathcal{O}_k$; the other cases are similar. Let $i, j \in \{0, \ldots, k-1\}$ be such that $w_1 = -\frac{n-2k}{2} - i$ and $w_2 = -\frac{n-2k}{2} - j$. By assumption, $i + j < k$ and $\frac{n-2k}{2} + i + j \notin \{0, -1, \ldots, 1-k\}$. Equation (3.1) requires that

\begin{align*}
(k - i - s - 1)a_{s+1,t} &= \left(\frac{n-2k}{2} + i + j + s + t\right)a_{s,t}, \\
(k - j - t - 1)a_{s,t+1} &= \left(\frac{n-2k}{2} + i + j + s + t\right)a_{s,t}.
\end{align*}
It follows that $a_{s,t}$ is uniquely determined by the independent choices of $a_{k-i,0}$ and $a_{0,k-j}$; moreover, $a_{s,t} = 0$ if $s < k - i$ and $t < k - j$. Our two basis elements take

$$a^{(1)}_{k-i,0} = (-1)^{i!} \frac{\Gamma(\frac{j}{2} + j)}{\Gamma(\frac{n-2k}{2} + i + j)}, \quad a^{(1)}_{0,k-j} = 0,$$

$$a^{(2)}_{0,k-j} = (-1)^{i!} \frac{\Gamma(\frac{j}{2} + i)\Gamma(k-i)}{\Gamma(\frac{n-2k}{2} + i + j)\Gamma(k-j)}, \quad a^{(2)}_{k-i,0} = 0.$$

That $D_{2k;w_1,w_2}$ is natural and well-defined follows as in the proof of Theorem 1.1.

Proof of Theorem 4.3. It readily follows from the definitions of $I_k$ and $O_k$ that if $w_1, w_2 \in I_k$ and $w_1 + w_2 \in O_k$, then $n = 2k$ and $w_1 = w_2 = 0$. In this case, (3.1) implies that

$$(k - s - 1)a_{s+1,t} = (s + t)a_{s,t},$$

$$(k - t - 1)a_{s,t+1} = (s + t)a_{s,t}.$$

It readily follows that $a_{s,t} = 0$ if $(s, t) \notin \{(0, 0), (0, k), (k, 0)\}$, and that the values of $a_{0,0}$, $a_{0,k}$, and $a_{k,0}$ may be independently chosen. Our three basis elements take $a^{(1)}_{0,0} = a^{(2)}_{0,k} = a^{(3)}_{k,0} = 1$ and all other coefficients to be zero.

That $D_{2k;w_1,w_2}$ is natural and well-defined follows as in the proof of Theorem 1.1.

4. A commutator formula on $S^n$

In this section we prove Theorem 1.3 by a lengthy direct computation. Our computations implicitly include the formula for the commutator of the Ovsienko–Redou operators $D_{2k;\frac{n}{2},\frac{n}{2}}$ with a single first spherical harmonic, which may be of independent interest.

Relative to the analogous commutator identity for the GJMS operators $\Delta$, the most involved step in our computation is the removal of the first-order derivatives. The result is expressed by the following lemma:

Lemma 4.1. Let $(\mathbb{R}^{n+1,1}, \tilde{g})$ be Minkowski space. Given $r, s, t \in \mathbb{N}_0$, denote

$$\tilde{D}_i(\tilde{u} \otimes \tilde{v}) := x^i \left[ \tilde{\Delta}^r \left( (L_{\tilde{v}x} \tilde{\Delta}^s \tilde{u}) (\tilde{\Delta}^t \tilde{v}) \right) - x^i \tilde{\Delta}^r \left( (L_{\tilde{v}x} \tilde{\Delta}^s \tilde{u}) (\tilde{\Delta}^t \tilde{v}) \right) \right].$$

Then

$$\sum_{i=0}^n \tilde{D}_i(\tilde{u} \otimes \tilde{v}) \equiv \tau \tilde{\Delta}^{r-1} \left( (\tilde{\Delta}^{s+1} \tilde{u}) (\tilde{\Delta}^t \tilde{v}) - (\tilde{\Delta}^{s} \tilde{u}) (\tilde{\Delta}^{t+1} \tilde{v}) \right) \pmod{Q}$$

for all $\tilde{u}, \tilde{v} \in C^\infty(\mathbb{R}^{n+1,1})$.

Proof. To begin, observe that if $x, y \in \{r, x^0, \ldots, x^n\}$, then

$$[\tilde{\Delta}, x] = 2L_{\tilde{v}x},$$

$$[\tilde{\Delta}, L_{\tilde{v}x}] = 0,$$

$$[L_{\tilde{v}x}, L_{\tilde{v}y}] = 0,$$
where $\mathcal{L}_Y \bar{u} := \bar{g}(Y, \bar{\nabla} \bar{u})$. Denote $X^i := \tau \bar{\nabla} x^i - x^i \bar{\nabla} \tau$. A direct computation using (4.1), (4.2) and (4.3) yields

\begin{equation}
\bar{D}_i(\bar{u} \otimes \bar{v}) = x^i \bar{\Delta}^r \left( (\mathcal{L}_{X^i} \bar{\Delta}^s \bar{u})(\bar{\Delta}^t \bar{v}) \right)
- 2r x^i \bar{\Delta}^{r-1} \left( (\mathcal{L}_{\bar{\psi}_x} \bar{\Delta}^s \bar{u})(\mathcal{L}_{\bar{\psi}_\tau} \bar{\Delta}^t \bar{v}) - (\mathcal{L}_{\bar{\psi}_\tau} \bar{\Delta}^s \bar{u})(\mathcal{L}_{\bar{\psi}_x} \bar{\Delta}^t \bar{v}) \right)
= \bar{\Delta}^r \left( x^i \mathcal{L}_{X^i} \bar{\Delta}^s \bar{u})(\bar{\Delta}^t \bar{v}) \right)
- 2r \bar{\Delta}^{r-1} \left( (\tau \mathcal{L}_{\bar{\psi}_x} \mathcal{L}_{\bar{\psi}_x} \bar{\Delta}^s \bar{u})(\bar{\Delta}^t \bar{v}) - ((\mathcal{L}_{\bar{\psi}_x} \bar{\psi}_x, + 1) \mathcal{L}_{\bar{\psi}_\tau} \bar{\Delta}^s \bar{u})(\bar{\Delta}^t \bar{v}) \right)
+ (\mathcal{L}_{\bar{\psi}_x} \bar{\Delta}^s \bar{u})(\mathcal{L}_{\bar{\psi}_x} \bar{\Delta}^t \bar{v}) - (\mathcal{L}_{\bar{\psi}_\tau} \bar{\Delta}^s \bar{u})(\mathcal{L}_{\bar{\psi}_x} \bar{\Delta}^t \bar{v})
+ (\mathcal{L}_{\bar{\psi}_x} \bar{\Delta}^s \bar{u})(\mathcal{L}_{\bar{\psi}_\tau} \bar{\Delta}^t \bar{v}) - (\mathcal{L}_{\bar{\psi}_\tau} \bar{\Delta}^s \bar{u})(\mathcal{L}_{\bar{\psi}_x} \bar{\Delta}^t \bar{v})
+ 4r(r - 1) \bar{\Delta}^{r-2} \left( (\mathcal{L}_{\bar{\psi}_x} \mathcal{L}_{\bar{\psi}_x} \bar{\Delta}^s \bar{u})(\mathcal{L}_{\bar{\psi}_\tau} \bar{\Delta}^t \bar{v}) - (\mathcal{L}_{\bar{\psi}_x} \mathcal{L}_{\bar{\psi}_\tau} \bar{\Delta}^s \bar{u})(\mathcal{L}_{\bar{\psi}_x} \bar{\Delta}^t \bar{v}) \right)
+ (\mathcal{L}_{\bar{\psi}_x} \bar{\Delta}^s \bar{u})(\mathcal{L}_{\bar{\psi}_x} \bar{\Delta}^t \bar{v}) - (\mathcal{L}_{\bar{\psi}_\tau} \bar{\Delta}^s \bar{u})(\mathcal{L}_{\bar{\psi}_x} \bar{\Delta}^t \bar{v}) \right).
\end{equation}

Next observe that

\begin{equation}
\sum_{i=0}^{n} (x^i)^2 = Q + \tau^2,
\end{equation}

\begin{equation}
\sum_{i=0}^{n} \mathcal{L}_{x^i} \bar{\psi}_x = X + \tau \mathcal{L}_{\bar{\psi}_\tau},
\end{equation}

\begin{equation}
\sum_{i=0}^{n} \mathcal{L}_{\bar{\psi}_x} \mathcal{L}_{\bar{\psi}_x} = \bar{\Delta} + \mathcal{L}_{\bar{\psi}_\tau} \mathcal{L}_{\bar{\psi}_\tau}.
\end{equation}

Additionally,

\begin{equation}
\sum_{i=0}^{n} (\mathcal{L}_{\bar{\psi}_x} \mathcal{L}_{\bar{\psi}_\tau} \bar{u})(\mathcal{L}_{\bar{\psi}_x} \bar{v}) = \frac{1}{2} \bar{\Delta} (\bar{u} \mathcal{L}_{\bar{\psi}_\tau} \bar{u}) - \frac{1}{2} \left( \bar{u} \mathcal{L}_{\bar{\psi}_\tau} \bar{\Delta} \bar{u} + (\mathcal{L}_{\bar{\psi}_\tau} \bar{u})(\bar{\Delta} \bar{v}) \right)
+ (\mathcal{L}_{\bar{\psi}_x} \mathcal{L}_{\bar{\psi}_\tau} \bar{u})(\mathcal{L}_{\bar{\psi}_x} \bar{v}),
\end{equation}

\begin{equation}
\sum_{i=0}^{n} (\mathcal{L}_{\bar{\psi}_x} \bar{u})(\mathcal{L}_{\bar{\psi}_x} \bar{v}) = \frac{1}{2} \bar{\Delta} (\bar{u} \bar{v}) - \frac{1}{2} \bar{\Delta} \bar{u} - \frac{1}{2} \bar{\Delta} \bar{v} + (\mathcal{L}_{\bar{\psi}_\tau} \bar{u})(\mathcal{L}_{\bar{\psi}_x} \bar{v})
\end{equation}

for all $\bar{u}, \bar{v} \in C^\infty(\mathbb{R}^{n+1,1})$. Set

$$
\bar{D} := \sum_{i=0}^{n} \bar{D}_i(\bar{u} \otimes \bar{v}).
$$
Combining (3.2), (4.10) and (4.11) yields the desired conclusion.

\[
\tilde{D}(\bar{u} \otimes \bar{v}) = \tilde{\Delta}^r \left( (\tau \tilde{X} \tilde{\Delta}^s \tilde{u}) (\tilde{\Delta}^t \bar{v}) - (Q \mathcal{L}_{\tilde{\varphi}} \tilde{\Delta}^s \tilde{u}) (\tilde{\Delta}^t \bar{v}) \right) \\
- 2r \tilde{\Delta}^{r-1} \left( (\tilde{\Delta}^{s+1} \tilde{u}) (\tilde{\Delta}^t \bar{v}) - ((X + n + 1) \mathcal{L}_{\tilde{\varphi}} \tilde{\Delta}^t \bar{v}) (\tilde{\Delta}^{s+1} \tilde{u}) \right) \\
+ \frac{r}{2} \tilde{\Delta} \left( (\tilde{\Delta}^s \tilde{u}) (\tilde{\Delta}^t \bar{v}) \right) - \frac{r}{2} (\tilde{\Delta}^{s+1} \tilde{u}) (\tilde{\Delta}^t \bar{v}) - \frac{r}{2} (\tilde{\Delta}^s \tilde{u}) (\tilde{\Delta}^{t+1} \bar{v}) \\
+ (X \tilde{\Delta}^s \tilde{u}) (\mathcal{L}_{\tilde{\varphi}} \tilde{\Delta}^t \bar{v}) - 2 (\mathcal{L}_{\tilde{\varphi}} \tilde{\Delta}^s \tilde{u}) (X \tilde{\Delta}^t \bar{v}) \\
+ 4r(r - 1) \tilde{\Delta}^{r-2} \left( (\tilde{\Delta}^{s+1} \tilde{u}) (\mathcal{L}_{\tilde{\varphi}} \tilde{\Delta}^t \bar{v}) - \frac{1}{2} \tilde{\Delta} \left( (\mathcal{L}_{\tilde{\varphi}} \tilde{\Delta}^s \tilde{u}) (\tilde{\Delta}^t \bar{v}) \right) \right) \\
+ \frac{1}{2} (\mathcal{L}_{\tilde{\varphi}} \tilde{\Delta}^{s+1} \tilde{u}) (\tilde{\Delta}^t \bar{v}) + \frac{1}{2} (\mathcal{L}_{\tilde{\varphi}} \tilde{\Delta}^s \tilde{u}) (\tilde{\Delta}^{t+1} \bar{v}) + \frac{1}{2} \tilde{\Delta} \left( (\tilde{\Delta}^s \tilde{u}) (\mathcal{L}_{\tilde{\varphi}} \tilde{\Delta}^t \bar{v}) \right) \\
- \frac{1}{2} (\tilde{\Delta}^{s+1} \tilde{u}) (\mathcal{L}_{\tilde{\varphi}} \tilde{\Delta}^t \bar{v}) - \frac{1}{2} (\tilde{\Delta}^s \tilde{u}) (\mathcal{L}_{\tilde{\varphi}} \tilde{\Delta}^{t+1} \bar{v}) - (\mathcal{L}_{\tilde{\varphi}} \tilde{\Delta}^s \tilde{u}) (\tilde{\Delta}^{t+1} \bar{v}) \right).
\]

Simplifying this by combining like terms and using (4.11) yields

\[
\tilde{D}(\bar{u} \otimes \bar{v}) = \tau \tilde{\Delta}^r \left( ((X - r) \tilde{\Delta}^s \tilde{u}) (\tilde{\Delta}^t \bar{v}) \right) - \tilde{\Delta}^r \left( Q (\mathcal{L}_{\tilde{\varphi}} \tilde{\Delta}^t \tilde{u}) (\tilde{\Delta}^t \bar{v}) \right) \\
- r \tau r \tilde{\Delta}^{r-1} \left( (\tilde{\Delta}^{s+1} \tilde{u}) (\tilde{\Delta}^t \bar{v}) - (\tilde{\Delta}^s \tilde{u}) (\tilde{\Delta}^{t+1} \bar{v}) \right) \\
+ 2r \tilde{\Delta}^{r-1} \left( (\mathcal{L}_{\tilde{\varphi}} \tau \tilde{X} \tilde{\Delta}^s \tilde{u}) (\tilde{\Delta}^t \bar{v}) \right) + ((X + n + 1) \mathcal{L}_{\tilde{\varphi}} \tilde{\Delta}^s \tilde{u}) (\tilde{\Delta}^t \bar{v}) \\
- 2(r - 1)((\mathcal{L}_{\tilde{\varphi}} \tilde{\Delta}^s \tilde{u}) (\tilde{\Delta}^t \bar{v}) + 2(\mathcal{L}_{\tilde{\varphi}} \tilde{\Delta}^s \tilde{u}) (X \tilde{\Delta}^t \bar{v}) \right).
\]

Now recall that

\[
[\mathcal{L}_{\tilde{\varphi}}, X] = \mathcal{L}_{\tilde{\varphi}}.
\]

Combining (3.2), (4.10) and (4.11) yields the desired conclusion. \qed

It is now straightforward to compute the commutator of \(D_{2k; -\frac{n-2k}{3}, -\frac{n-2k}{3}}\) with the first spherical harmonics.

**Proof of Theorem 4.23** Define \(C: \tilde{E}[-\frac{n-2k+3}{3}] \otimes \tilde{E}[-\frac{n-2k}{3}] \rightarrow \tilde{E}[-\frac{2n+2k+3}{3}]\) by

\[
C(\bar{u} \otimes \bar{v}) := \sum_{i=0}^{n} x^i \left( \tau \tilde{D}_{2k}(x^i \bar{u} \otimes \bar{v}) - x^i \tilde{D}_{2k}(\tau \bar{u} \otimes \bar{v}) \right).
\]

Theorem 1.1 implies that \(C\) is tangential, and hence

\[
C(\bar{u} \otimes \bar{v})|_{Q=0, \tau=1} = \sum_{i=0}^{n} x^i [D_{2k}, x^i](u \otimes v),
\]

where \(u := \bar{u}|_{Q=0, \tau=1}\) and \(v := \bar{v}|_{Q=0, \tau=1}\). Direct computation using (4.1) and (4.2) yields

\[
C(\bar{u} \otimes \bar{v}) = 2 \sum_{i=0}^{n} \sum_{s=0}^{k-s} \sum_{t=0}^{k-s} \binom{k}{s} \binom{k}{t} x^i \left( (k - s - t)a_{s, t} \mathcal{L}_X \tilde{\Delta}^{k-s-t} \left( (\tilde{\Delta}^s \tilde{u}) (\tilde{\Delta}^t \bar{v}) \right) \right) + s a_{s, t} \left( \tau \tilde{\Delta}^{k-s-t} \left( (\mathcal{L}_{\tilde{\varphi}} \tilde{\Delta}^{s-1} \tilde{u}) (\tilde{\Delta}^t \bar{v}) \right) - x^i \tilde{\Delta}^{k-s-t} \left( (\mathcal{L}_{\tilde{\varphi}} \tilde{\Delta}^{s-1} \tilde{u}) (\tilde{\Delta}^t \bar{v}) \right) \right).
\]
We conclude that applying Lemma 4.1 and Equations (4.5) and (4.6) yields
\[ C(\tilde{u} \otimes \tilde{v}) \equiv 2\tau \sum_{s=0}^{k} \sum_{t=0}^{k-s} \left( \frac{k}{s; t} \right) \left[ (k - s - t)a_{s,t}X(\Delta^{k-1-s-t}(\tilde{u}^\prime)) \right. \\
+ sa_{s,t}\Delta^{k-s-t}\left( ((X - k + s + t)\Delta^{s-1}\tilde{u})\tilde{v} \right) \\
- (k - s - t)sa_{s,t}\Delta^{k-1-s-t}\left( (\Delta^{s}\tilde{u})\tilde{v} - (\Delta^{s-1}\tilde{u})\tilde{v}' \right) \left. \right] \bmod Q. \]

Evaluating the weights and re-indexing the summation yields
\[ C(\tilde{u} \otimes \tilde{v}) \equiv -2\tau \sum_{s=0}^{k} \sum_{t=0}^{k-s} \left( \frac{k}{s; t} \right) \left[ \left( \frac{2(n + k)}{3} + s - 1 \right)a_{s,t} - ta_{s+1,t-1} \right. \\
+ \left. \left( \frac{n + k}{3} + s - t \right)a_{s+1,t} \right] \Delta^{k-1-s-t}\left( (\Delta^{s}\tilde{u})\tilde{v} \right) \bmod Q. \]

Denote \( c_{s,t} := \left( \frac{2(n + k)}{3} + s - 1 \right)a_{s,t} - ta_{s+1,t-1} + \left( \frac{n + k}{3} + s - t \right)a_{s+1,t}. \)

Direct computation gives
\[ c_{s,t} = \frac{(n + 2k - 2)(n + k - 3)}{6} \Gamma\left( \frac{n-2k}{6} + s + t \right)\Gamma\left( \frac{n+4k}{6} - s - 1 \right)\Gamma\left( \frac{n+4k}{6} - t \right). \]

We conclude that
\[ C(\tilde{u} \otimes \tilde{v}) \equiv \frac{k(n + 2k - 2)(n + k - 3)(n - 2k)}{18} \tau D_{2k-2; -\frac{n-2k+3}{6}, -\frac{n-2k}{6}} \bmod Q, \]
Restricting to \( S^n \) yields the desired conclusion. \( \square \)

5. AN INTRINSIC FORMULA ON EINSTEIN MANIFOLDS

In this section we give an intrinsic formula for the Ovsienko–Redou operators of an Einstein manifold.

To begin, recall [8] that the ambient space of an Einstein manifold is known. This gives rise to a simple formula for the ambient Laplacian acting on suitably chosen extensions (cf. [14] Lemma 4.1).

Lemma 5.1. Let \( (M^n, g) \) be an Einstein manifold with \( \text{Ric} = 2(n-1)\lambda g \) and let \( (\tilde{G}, \tilde{g}) := (\mathbb{R}_+ \times M \times (-\varepsilon, \varepsilon), 2\rho \, dt^2 + 2t \, dt \, dp + \rho^2(1 + \lambda \rho)^2 g) \) be its ambient space. Set \( \tau := t(1 + \lambda \rho) \). For any \( f \in C^\infty(M) \) and \( w \in \mathbb{R} \), it holds that
\[ \Delta_{\tau^w} \tilde{f} = \tau^{w-2}(\Delta + 2w(n + w - 1)\lambda) \tilde{f}, \]
where \( \tilde{f}(t, x, \rho) := f(x) \).

Proof. One readily computes from [8,4] that if \( f = f(x, \rho) \), then
\[ \Delta t^w f = t^{w-2}(-2\rho \rho^2 + (2w + n - 2 - 2n(1 + \lambda \rho)^{-1}\lambda \rho) \partial_\rho \]
\[ + \Delta_{\rho} + nw(1 + \lambda \rho)^{-1}\lambda f \]
The conclusion readily follows. \( \square \)
Applying Lemma 5.1 yields an intrinsic formula for the Ovsienko–Redou operators of an Einstein manifold.

**Proof of Theorem 1.4.** Let \( r \in \mathbb{N}_0 \). Lemma 5.1 implies that

\[
\tilde{\Delta}^r \tau^w f = \tau^{w-2r} L_{r,w} f
\]

for any \( r \in \mathbb{N} \) and \( w \in \mathbb{R} \). The conclusion readily follows. \( \square \)

### 6. Conformally Invariant Differential Operators

We conclude this article by discussing the formal self-adjointness of the Ovsienko–Redou operators and the conformally invariant operators they determine as in Theorem 1.7. A key simplifying step is the following linear analogue of Lemma 3.1.

**Lemma 6.1.** Let \((M^n, [g])\) be a conformal manifold. Let \( k \leq n/2 \) be a positive integer and fix \( \tilde{f} \in \mathcal{E}[-2\ell] \). Then

\[
\tilde{D}_f(u) := \sum_{s=0}^{k} \binom{k}{s} \frac{\Gamma(\ell+s)\Gamma(\ell+k-s)}{\Gamma(\ell)} \tilde{\Delta}^{k-s} \left( \tilde{f} \tilde{\Delta}^s u \right)
\]

defines a tangential operator \( \tilde{D}_f : \mathcal{E}\left[-\frac{n-2k-2\ell}{2}\right] \rightarrow \mathcal{E}\left[-\frac{n+2k+2\ell}{2}\right] \), and hence determines a natural conformally invariant differential operator \( D_f : \mathcal{E}\left[-\frac{n-2k-2\ell}{2}\right] \rightarrow \mathcal{E}\left[-\frac{n+2k+2\ell}{2}\right] \).

**Remark 6.2.** The operator \( D_f \) is natural in the sense that given \( g \in [g] \), one can express \( D_f \) as a complete contraction of a polynomial in \( \nabla^\ell \text{Rm}, \nabla^\ell u \), and the Taylor coefficients of \( \tilde{f} \) with respect to \( \rho \).

**Proof.** Observe that the coefficients of \( \tilde{D}_f \) satisfy (3.1a). It follows from the proof of Lemma 3.1 that \( \tilde{D}_f \) is tangential. The properties of \( D_f \) follow as in the proof of Theorem 1.1. \( \square \)

The weights in Lemma 6.1 are chosen so that the induced operators \( D_f \) can be formally self-adjoint. We adapt Fefferman and Graham’s derivation [9] of Juhl’s formulas [13] for the GJMS operators to prove formal self-adjointness when \( k \leq 3 \).

Fix a Riemannian manifold \((M^n, g)\). Let \((\widehat{G}, \tilde{g})\) be its ambient space with \( \tilde{g} \) as in (2.1). Set

\[
w(\rho) := \left( \frac{\det g_{\rho}}{\det g} \right)^{1/4}
\]

and denote \( \tilde{\Delta} := w \circ \tilde{\Delta} \circ w^{-1} \). Direct computation [9] Equation (2.4)] yields

\[
\tilde{\Delta}_{w}(t^\gamma u) = t^{\gamma-2} \left[ -2\rho \partial_\rho^2 + (2\gamma + n - 2)\partial_\rho + \tilde{\mathcal{M}}(\rho) \right] u,
\]

\[
\tilde{\mathcal{M}}(\rho) := \delta(g_{\rho}^{-1} d) - \frac{[-2\rho \partial_\rho^2 + (n - 2)\partial_\rho + \delta(g_{\rho}^{-1} d)]w(\rho)}{w(\rho)},
\]

where \( u = u(x, \rho) \) and \( \delta \) is the divergence with respect to \( g = g_0 \). Note in particular that \( \tilde{\mathcal{M}}(\rho) \) is a second-order, formally self-adjoint operator on \((M^n, g)\) for each \( \rho \in \mathbb{R} \). Indeed, we may consider \( \tilde{\mathcal{M}}(\rho) \) as a generating function

\[
\tilde{\mathcal{M}}(\rho) = \sum_{N \geq 1} \frac{1}{((N-1)!)^2} \left( -\frac{\rho}{2} \right)^{N-1} \mathcal{M}_{2N}
\]
for a family \( \{ M_{2N} \}_{N \in \mathbb{N}} \) of second-order, formally self-adjoint operators on \((M^n, g)\).

Denote
\[
R_j := -2\rho \partial^j_x + 2j\partial_x + \tilde{M}(\rho).
\]

Given \( u \in C^\infty(M) \), define \( \tilde{u} := t^{-\frac{n-2\ell+2\ell}{2}} w^{-1}u \), where \( u(x, \rho) := u(x) \). Given \( \tilde{f} \in \mathcal{E}[\mathcal{E}[-2\ell]] \), define \( f = f(x, \rho) \) by \( \tilde{f} = t^{-2\ell}f \). Since \( w(0) = 1 \) and \( \tilde{\Delta}_k = w \circ \Delta^k \circ w^{-1} \)
for all \( k \in \mathbb{N}_0 \), we conclude from Lemma 6.1 that
\[
D_{\tilde{f}}(u) = \sum_{s=0}^{k} b_s R_{1-k-\ell} \cdots R_{k-2s-\ell-1} \left( f R_{k+\ell-2s+1} \cdots R_{k+\ell-1}u \right) \bigg|_{\rho=0},
\]
where
\[
b_s := \frac{(k) \left[ (\ell + s) \Gamma(\ell + k - s) \right]}{\Gamma(\ell)^2},
\]
with the convention that the empty product equals the identity operator.

We expect that one can expand (6.2) to produce a manifestly formally self-adjoint formula for \( D_{\tilde{f}} \) for all orders (cf. [9, Theorem 1.1; 13, Theorem 1.1]). The next three lemmas verify this expectation in the low-order cases \( k \in \{1, 2, 3\} \).

Throughout the rest of this section we use primes to denote the evaluation of derivatives of given extensions with respect to \( \rho \) at \( \rho = 0 \); e.g. \( f' := \partial_\rho \tilde{f} \big|_{\rho=0} \) and \( f'' := \partial^2_\rho \tilde{f} \big|_{\rho=0} \).

**Lemma 6.3.** Let \((M^n, g)\) be a Riemannian manifold and fix \( \tilde{f} \in \mathcal{E}[\mathcal{E}[-2\ell]] \). Let \( D_{\tilde{f}} \colon \mathcal{E}[-\frac{n-2\ell+2\ell}{2}] \to \mathcal{E}[-\frac{n+2\ell}{2}] \) be as in Lemma 6.1. Then
\[
D_{\tilde{f}}u = \ell(\partial M_2 u + M_2(u f) - 2\ell u f').
\]

In particular, \( D_{\tilde{f}} \) is formally self-adjoint.

**Proof.** Equation (6.2) asserts that
\[
D_{\tilde{f}}u = \ell(R_{-\ell}(uf) + f R_{\ell}u) \bigg|_{\rho=0}.
\]
Expanding this via (6.1) and recalling that \( u' = 0 \) yields the claimed formula for \( D_{\tilde{f}} \). The final conclusion follows from the fact that \( M_2 \) is formally self-adjoint. □

**Lemma 6.4.** Let \((M^n, g), n \geq 4\), be a Riemannian manifold and fix \( \tilde{f} \in \mathcal{E}[\mathcal{E}[-2\ell]] \). Let \( D_{\tilde{f}} \colon \mathcal{E}[-\frac{n-4\ell+2\ell}{2}] \to \mathcal{E}[-\frac{n+4\ell}{2}] \) be as in Lemma 6.1. Then
\[
D_{\tilde{f}}u = \ell(\partial + 1) \left( f M^2_2 u + M^2_2(u f) + \frac{2\ell}{\ell + 1} M_2(f M_2 u) \right)
+ (\ell + 1) (f M_4 u + M_4(u f)) - 4\ell (f' M_2 u + M_2(u f')) + 4\ell(\ell + 1) u f'' 
\]

In particular, \( D_{\tilde{f}} \) is formally self-adjoint.
Remark 6.5. If $\ell = -1$, then the conclusion of Lemma 6.4 is that \[ D_\bar{f} u = 2M_2(fM_2u). \]

Proof. Equation (6.2) asserts that \[ D_\bar{f} u = \ell(\ell+1)\mathcal{R}_{-\ell}(u\phi) + 2\ell^2\mathcal{R}_{-\ell}(fR_{\ell+1}u) + \ell(\ell+1)fR_{\ell-1}\mathcal{R}_{\ell+1}u, \]
where the right-hand side is evaluated at $\rho = 0$. Recall that $u' = 0$. Direct computation yields
\[ fR_{\ell-1}\mathcal{R}_{\ell+1}u = -(\ell-1)fM_4u + fM_2^2u, \]
\[ \mathcal{R}_{-\ell}(fR_{\ell+1}u) = -2(\ell+1)f'\mathcal{M}_2u + (\ell+1)fM_4u + M_2(fM_2u), \]
\[ \mathcal{R}_{-\ell}\mathcal{R}_{-\ell}(u\phi) = 4\ell(\ell+1)uf'' - 4\ell M_2(u\phi') + (\ell+1)M_4(u\phi) + M_2^2(u\phi) \]
at $\rho = 0$. Inserting these into (6.3) yields the claimed formula for $D_\bar{f}$. The final conclusion follows from the fact that $M_2$ and $M_4$ are formally self-adjoint. □

Lemma 6.6. Let $(M^n, g)$, $n \geq 6$, be a Riemannian manifold and fix $\bar{f} \in \mathcal{E}[-2\ell]$. Let $D_\bar{f} : \mathcal{E}[\frac{-n-2\ell}{2}] \to \mathcal{E}[\frac{-n+2\ell}{2}]$ be as in Lemma 6.1. Then
\[ D_\bar{f} u = \ell(\ell+1)(\ell+2)\left( (fM_3^2u + M_3^2(u\phi)) + \frac{3\ell}{\ell+2}(M_2(fM_2^2u) + M_2^2(fM_2u)) \right) \]
\[ + 3\ell(M_2(fM_4u) + M_4(fM_2u)) + 2(\ell+1)(fM_4M_2u + M_2M_4(u\phi)) \]
\[ + (\ell+2)(fM_2M_4u + M_4M_2(u\phi)) + \frac{(\ell+1)(\ell+2)}{2}(fM_6u + M_6(u\phi)) \]
\[ - \frac{12\ell(\ell+1)}{\ell+2} M_2(f'\mathcal{M}_2u) - 6\ell(f'\mathcal{M}_2^2u + M_2^2(u\phi')) \]
\[ - 6(\ell+2)(f'\mathcal{M}_4 + M_4(f'\phi')) + 12(\ell+1)(f''\mathcal{M}_2u + M_2(u\phi'')) \]
\[ - 8(\ell+1)(\ell+2)uf''' \]
In particular, $D_\bar{f}$ is formally self-adjoint.

Remark 6.7. If $\ell = -2$, then the conclusion of Lemma 6.6 is that \[ D_\bar{f} u = -12(M_2(fM_2^2u) + M_2^2(fM_2u)) - 48(M_2(f'\mathcal{M}_2u). \]

Proof. Equation (6.2) asserts that \[ D_\bar{f} u = \ell(\ell+1)(\ell+2)\mathcal{R}_{-\ell}(u\phi) \]
\[ + 3\ell^2(\ell+1)\mathcal{R}_{-\ell}\mathcal{R}_{-\ell}(fR_{\ell+2}u) + 3\ell^2(\ell+1)\mathcal{R}_{-\ell}(fR_{\ell+1}R_{\ell+2}u) \]
\[ + \ell(\ell+1)(\ell+2)fR_{\ell-2}\mathcal{R}_{\ell+2}u, \]
where the right-hand side is evaluated at $\rho = 0$. Recall that $u' = 0$. Direct computation yields
\[ fR_{\ell-2}\mathcal{R}_{\ell+2}u = \frac{(\ell-1)(\ell-2)}{2} fM_6u - 2(\ell-1)fM_2M_4u \]
\[ - (\ell-2)fM_4M_2u + fM_2^2u \]
and
\[ \mathcal{R}_{-\ell}(fR_{\ell+2}u) = 2\ell(\ell+2)f'M_4u - 2(\ell+2)f'M_2^2u - \frac{(\ell-1)(\ell+2)}{2} fM_6u \]
\[ + (\ell+2)f(M_2M_4u + M_4M_2u) - \ell M_2(fM_4u) + M_2(fM_2^2u) \]
Proof of Theorem 1.6. Let \( \tilde{u} \) be a Riemannian manifold and let \( k \leq \min\{3, n/2\} \) be a positive integer. Given \( f \in \tilde{E}[-2\ell] \), let \( D : \tilde{E}[-n-k'-2\ell] \rightarrow \tilde{E}[-n+2k+2\ell] \) be the natural conformally invariant differential operator determined by

\[
(\tilde{D}(\tilde{u}) := \tilde{D}_{2k; -n-k-2\ell}(\tilde{f} \otimes \tilde{u})
\]

for \( \tilde{u} \in \tilde{E}[-n-2k-2\ell] \). Then \( D \) is formally self-adjoint.

Proof. Direct computation yields

\[
\tilde{D}(\tilde{u}) = \sum_{s=0}^{k} \frac{k}{s} \frac{\Gamma\left(\frac{n}{2} - 2\ell - s\right)\Gamma(\ell + s)^2}{\Gamma\left(\frac{n}{2} - 2\ell - k\right)\Gamma(\ell)^2} D_{\Delta, s}(\tilde{u}).
\]

We conclude from Lemma 6.1 that \( \tilde{D} \) is a linear combination of tangential operators with common domain \( \tilde{E}[-n-2k-2\ell] \). Since \( k \leq 3 \), we conclude from Lemmas 6.3, 6.4 and 6.6 that the induced operator \( D \) is a linear combination of formally self-adjoint operators.

We conclude with the proofs that the Ovsienko–Redou operators and that differential operators of Theorem 1.7 are formally self-adjoint if they involve at most six ambient derivatives of the input functions.

Proof of Theorem 1.6. Denote \( D_{2k} := D_{2k; -n-2k-2\ell} \). The fact that \( a_{s,t} = a_{t,s} \) for this choice of weights implies that \( D_{2k} \) is symmetric in its arguments. Applying Corollary 6.8 with \( f = \tilde{u} \) implies that the map \( v \mapsto D_{2k}(u \otimes v) \) is formally self-adjoint for all \( u \in \tilde{E}[-n-2k] \). Combining these observations yields the desired result.

Proof of Theorem 1.7. This follows immediately from Corollary 6.8 with \( f = \tilde{f} \).

Remark 6.9. The conjectured formal self-adjointness of the introduction follows if the operators of Lemma 6.1 are formally self-adjoint for all \( k \in \mathbb{N} \). This is readily seen from the proofs of Corollary 6.8 and Theorems 1.6 and 1.7.
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