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Abstract

The purpose of this article is to propose and investigate a partial order structure weaker than the lattice structure and which have nice properties regarding closure operators. We extend accordingly closed pattern mining and formal concept analysis to such structures we further call confluences. The primary motivation for investigating these structures is that it allows to reduce a lattice to a part whose elements are connected, as in some graph, still preserving a useful characterization of closure operators. Our investigation also considers how reducing one of the lattice involved in a Galois connection affects the structure of the closure operators ranges. When extending this way formal concept analysis we will focus on the intensional space, i.e. in reducing the pattern language, while recent investigations rather explored the reduction of the extensional space to connected elements.
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1. Introduction

Until recently, searching for closed patterns or patterns when exploring data was restricted to lattices as pattern languages. A pattern in some language \( L \) is said closed whenever it can be obtained by applying a closure operator to some pattern. This subject has been thoroughly explored both from a mathematical and algorithmical point of view as well in formal concept analysis (further referred to as FCA) [1], Galois analysis [2, 3] and, more recently, in data mining [4]. Most of this work considers support-closed patterns. In this case, we consider a set of objects \( O \) and a pattern may occur or not in each object. The support set of a pattern is then the subset of objects in which the pattern occurs. The language is a lattice with respect to a general-to-specific ordering and each object is described by a pattern. Patterns that cannot be specialized without reducing their support set are said support-closed. Clearly, there is some redundancy in enumerating all patterns when we are concerned with properties relative to their occurrences, such as frequency, and it is interesting to only consider support-closed patterns. In a lattice, support-closed patterns may be efficiently searched for because there exists a closure operator on the lattice that returns, as the closure \( c = f(t) \) of some pattern \( t \), the unique most specific support-closed pattern sharing the same support set \( \text{ext}(t) \) as \( t \), i.e. the most specific element of the equivalence class of patterns whose support set is \( \text{ext}(t) \). In such a case, a Galois connection relates the intensional space, i.e. the pattern language, and the extensional space, i.e. the powerset of objects, and a closure operator is defined on each space. The corresponding set of closed elements pairs is then a lattice, we refer to, in general, as a Galois lattice, and more precisely as a concept lattice when the connection relates an intensional space and an extensional space. In this case, the elements of the \((\text{ext}(c), c)\) pair represents respectively the extent and the intent of a concept. Furthermore, by rewriting inclusion of support sets as valid implications on the object set, we may define, in various ways, an implication basis such that all valid implications are generated from the implication basis using a set of logical rules [5] [1] [2] [6] [4]. Finally, recent work have shown that applying an interior operator to either the extensional space \( X = 2^O \) [7] or to the intensional space as proposed in [8] or both [9] led to a new Galois connections, and to a concept lattice, smaller than the original one, we further refer to as an abstract concept lattice. As a dual of a closure operator, the range of an interior operator defined on a lattice \( T \) is a subset closed under join.
and will be further called an abstraction of $T$. The most investigated pattern language, in particular in FCA, is the power set $2^I$ of some attribute set $I$. However various work have shown that the whole methodology was preserved when considering as a pattern language any complete lattice, as for instance a finite lattice of intervals. Direct application of the standard FCA methodology for such settings is always possible by embedding the pattern language in the power set of some attribute set, therefore allowing to have generic algorithms, but they can also be addressed directly as far as the language is a finite lattice \cite{10, 8, 11, 9}.

Recently, pattern mining has gone beyond this general framework in two directions. First, various mining problems have been investigated that come down to searching for closed patterns which cannot be considered, strictly speaking, as support-closed patterns, such as convex hulls of subsets of a given set of points, or sequential patterns with wild-cards. Solving the problem then mainly means defining and building the corresponding closure operator \cite{12}. To characterize such closure operators, the authors make direct use of the well-known theorem, on which relies also FCA, stating that in a finite lattice $T$ there is an equivalence between the families closed under the meet operator and the closure operators on $T$ (see for instance \cite{13}). This means there is a practical interest in closure operators that goes beyond establishing a relationship between two partial orders. Second, various mining problems have been addressed in which the pattern language is not a lattice, in particular problems where closed patterns are support-closed patterns with respect to some dataset of objects. A framework has been proposed for that purpose in which the language is a family $F$ included in a host lattice $2^I$. For instance, consider the set of the subgraphs generated by subsets of the edge set $I$ of a graph $G$. Searching for support-closed patterns w.r.t. some object set can be performed as a standard $2^I$ lattice mining problem. However if we want to consider as a language the family $F$ of connected subgraphs of $G$, represented by their edge subset, then $F$ is not a lattice\footnote{The intersection of two such connected subgraphs is not necessarily connected} still there is a closure operator that applied to some connected edge subset $x$ return the unique support-closed connected edge subset greater than $x$. This means that we can use the same kind of algorithm that specializes a closed pattern, computes the support of the new pattern and closes it in the same way we do in the lattice mining case. In their paper \cite{14} M. Boley and coauthors
state in particular the necessary and sufficient conditions that the family $F$ of subsets of $I$ has to fulfill in order to guarantee that, whatever the dataset $O$ of objects is, there exists a closure operator to compute support-closed patterns. The present article found its motivation in the latter work and investigates to what extent standard results about closure operators in lattices may be extended in such a way that formal concept analysis itself is extended while preserving its ability to preserve order structures.

We define and investigate a partial order structure, we further call a confluence, weaker than the lattice structure, which have nice properties regarding closure operators and extend accordingly formal concept analysis. The primary motivation for investigating confluences is that they allow in particular to reduce a lattice to a part whose elements are connected elements with respect to some graph, still preserving a useful characterization of closure operators, so widening their use in pattern mining and FCA. Our investigation goes then on how reducing one of the lattice involved in a Galois connection affects the structure of the closure operator ranges, and then investigates more specifically how FCA can be extended this way, focussing on the intensional space, i.e. in reducing the pattern language.

First, we characterize closure operators and their range in a confluence. A confluence is characterized as a finite partial order $F$ with possibly several minimal elements $m$ and such that each of its principal up-set $F^m$ is a lattice. We say then that in $F$ it exists local meet operators and show that in $F$ the join $\lor_m$ and $\lor_{m'}$ operators of two principal up-sets $F^m$ and $F^{m'}$ return the same element when applied to elements belonging to both up sets, and as a consequence we may define a single local join operator $\lor_F$. We extend then the theorem on finite lattices mentioned above to confluences and obtain in particular that the set $f[F]$ of closed elements of a confluence $F$ also is a confluence. We investigate then confluences of a lattice $T$ or lattice confluences. A confluence $F$ of $T$ is defined as a subset of $T$ which is a confluence whose local join operator $\lor_F$ is the join operator of $T$. We see then that confluences generalize abstractions as defined above. When considering a powerset as the host lattice $T$, a confluence is close to, but differs to the notion of confluent set systems as defined in [14] (see Section 6). We investigate then what happens when, starting from a Galois connection between two lattices $L$ and $X$, we reduce $L$ to be a confluence of it: we obtain then a Galois confluence, i.e.

\footnote{with some mild restriction we discuss further}
a set of pairs of closed elements, so generalizing the Galois lattice definition. Second, we apply these results to extend the notions of concept lattice and abstract concept lattices, here in reducing the pattern language, to concept confluences and related implication bases. Finally we propose an efficient algorithm, extending the algorithm proposed in [14], to compute the set of abstract closed patterns of a strongly accessible subconfluence of $2^I$.

The article is organized as follows. In Section 2 we discuss closure operators on lattices before defining and investigating in Section 3 confluences and confluences. In Section 4 we investigate the connection between a lattice and a confluence deriving from the reduction of the second lattice to one of its confluence. In Section 5 we briefly summarize concept lattices and abstract concept lattices as a methodology for analyzing the unknown structure of the data. In Section 6 we investigate how formal concept analysis is extended when reducing the pattern language to a confluence, and introduce concept confluences. Section 7 discuss the algorithm mentioned above that lists concepts of a confluence. Finally we discuss this work in Section 8 before concluding.

Lattice confluences and confluences were first defined and investigated in [15] together with intensional concept confluences and related implications. Part of Section 4 also benefits from the investigation on extensional concept confluences in [16]. Overall, Section 3 and Section 4 represents a complete presentation of the necessary definition and results to reduce either the intensional or the extensional space in FCA to confluences. Algorithm 1 of Section 7 is presented here for the first time.

2. Closure operators on a lattice

2.1. Closure and interior operators

An ordered set is a set $E$ on which a partial order $\leq$ is defined. A $\wedge$-semilattice is an ordered set in which any elements pair $x, y$ has a greatest lower bound $x \wedge y$, also called their meet. Dually in a $\vee$-semilattice any pair $x, y$ has a least upper bound $x \vee y$, also called their join. A lattice is both a $\wedge$-semilattice and a $\vee$-semilattice.

All ordered sets mentioned in this article are finite. As a consequence, all lattices are complete, i.e. any part $C$ has a least upper bound and a greatest lower bound, $\wedge$-semilattices with a maximum (a top element $\top$) and $\vee$-semilattices with a minimum (a bottom element $\bot$) are lattices. Furthermore all lattices have both a top element and a bottom element.
We say that a subset $C$ of a lattice $T$ is closed under meet whenever the greatest lower bound $\bigwedge_{c \in C'} c$ of any part $C' \subseteq C$ also belongs to $C$. This definition also applies to the empty set and therefore $\top = \bigwedge \emptyset$ also belongs to $C$. As a consequence, $C$ being finite is a lattice. Dually, a part $A$ of a lattice $T$ is said closed under join whenever the lowest upper bound $\bigvee_{a \in A'} a$ of any part $A' \subseteq A$ also belongs to $A$ and therefore $\bot$ also belongs to $A$. In what follows a part of a lattice $T$ closed under join is also called an abstraction of $T$.

**Example 1.** Consider the lattice $T = 2^{abcd}$ with the inclusion order $\subseteq$ and set theoretic intersection $\cap$ (respectively set theoretic union $\cup$) as meet (respectively join) operators.

- $A = \{\emptyset, a, c, abc\}$ is a lattice but is not closed under meet (as $abcd \notin A$) and is not closed under join (as $a \cup c = ac \notin A$)

- $C = \{a, ab, ac, abcd\}$ is closed under meet but not under join (as $\emptyset$ does not belong to $C$).

Let $E$ be an ordered set, we will denote by $E_t = \{x \in E \mid x \geq t\}$ its principal up sets and $E_t = \{x \in E \mid x \leq t\}$ its principal down sets with respect to a given element $t$. We first recall definitions of closure and dual closure operators:

**Definition 1.** Let $E$ be an ordered set and $f : E \to E$ be an map such that for any $x, y \in E$, $f$ is monotone, i.e. $x \leq y \implies f(x) \leq f(y)$ and idempotent, i.e. $f(f(x)) = f(x)$, then:

- if $f$ is extensive, i.e. $f(x) \geq x$, $f$ is called a closure operator

- if $f$ is intensive, i.e. $f(x) \leq x$, $f$ is called a dual closure operator.

In the first case, an element such that $x = f(x)$ is called a closed element.

Results regarding closure operators have dual results regarding dual closure operators. Such dual closure operators are also called interior operators or kernel operator or also projections depending of the context. In the remaining of this article we call them interior operators. We define hereunder a closure subset of an ordered set $E$ as the range of a closure operator, and give the dual definition of an interior subset.

**Definition 2 (T.S. Blyth [13]).** Let $E$ be an ordered set,
• a subset $C$ is called a closure subset if there is a closure operator $f : E \to E$ such that $C = f[E]$.

• a subset $A$ is called an interior subset if there is an interior operator $p : E \to E$ such that $A = p[E]$.

The following result gives a general characterization of closure subsets of an ordered set:

**Proposition 1** (T.S. Blyth [13]). A subset $C$ of an ordered set $E$ is a closure subset of $E$ if and only if for every $x \in E$ the set $C \cap E^x$ has a bottom element $x_*$. The closure $f : E \to E$ is then unique and defined as $f(x) = x_*$. Dually $A$ is an interior subset of $E$ if and only if for every $x \in E$ the set $A \cap E_x$ has a top element. Interior operators have the interesting property to produce closure operators when composed with closure operators:

**Proposition 2** (See proof[A]). Let $E$ be an ordered set, $f$ be a closure operator on $E$ and $p$ be an interior operator on $E$, then $p \circ f$ is a closure operator on $p[E]$

### 2.2. Closure subsets and interior subsets of a lattice

A well know results states then that the closure subsets of a complete lattice are the subsets closed under meet operator $\land$ [11]:

**Proposition 3.** Let $T$ be a lattice, a subset $C$ of $T$ is a closure subset if and only if $C$ is closed under meet. The closure $f : T \to T$ is then unique and defined as $f(x) = \bigwedge_{c \in C \cap T} x_c$.

The dual result states that a subset $A$ of a lattice $T$ is an interior subset whenever $A$ is closed under join. The interior operator $p : T \to T$ is then defined as $p(x) = \bigvee_{a \in A \cap T_x} a$. Because of their role in simplifying the view of data in data analysis the set $A = p[T]$ of the interior subsets of a lattice is called an *abstraction*. Technically an abstraction is a sub-join-semilattice with same minimum as its host lattice.

**Example 2.** Consider the lattice $T = 2^{abcd}$ of example [1]

• $A = \{\emptyset, ab, ac, abc\}$ is an abstraction of $T$ whose associated interior operator $p$ is such that $p(x)$ is the greatest element of $A$ which is included in $x$. We then have, $p(a) = \emptyset$ and $p(abcd) = abc$. 
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• $C = \{a, ab, ac, abcd\}$ is a closure subset of $T$. The associated closure operator $f$ is such that $f(x)$ is the least element in $C$ which contains $x$. We then have, $f(abc) = abcd$ and $f(ab) = ab$.

We deduce from Proposition 2 this straightforward corollary allowing to define a closure operator on an abstraction from closure the closure operator on its host lattice:

**Proposition 4.** Let $A$ be an abstraction of a lattice $T$, $f$ be a closure operator on $T$ and $p$ be the interior operator associated to $A$, then $p \circ f$ is a closure operator on $A$.

This means that by reducing the lattice $T$ through an abstraction, we preserve the existence of a closure operator. This result, though then not explicitly stated, is the basis of works on abstract concept lattices [9, 17].

We are interested now in confluences which are structures weaker than lattices in which a characterization of closure subsets generalizing Proposition 3 holds.

### 3. Closure operators on a confluence

#### 3.1. Confluence as a generalization of the lattice structure

**Definition 3.** Let $F$ be an ordered set such that for any $t \in F$, $F^t$ is a $\land$-semilattice with a greatest element $\top_t$. $F$ is called a confluence, $x \land_t y$ is a local infimum or local meet, and $\top_t$ a local top.

From now on, as we consider finite ordered sets, all confluences are finite and in the definition $F^t$ is a lattice. Hereunder we give a lemma stating that given two elements their various local joins coincide whenever upper bounds exists.

**Lemma 1** (See proof A). Let $F$ be a confluence, then for any $t$ in $F$ and $x, y \in F^t$,

1. The join $x \lor_t y$ is the least element of $F^x \cap F^y$ and is denoted by $x \lor_F y$.
2. Let $t' \geq t$ then $F^{t'}$ is a sublattice of $F^t$ i.e. $\land_{t'} = \land_t$.

**Proof**
1. When $z \geq t$, the elements of $F$ greater than or equal to $z$ are also the elements of $F^t$ greater than or equal to $z$, i.e. $(F^t)^z = F^z$, and therefore, let $x, y \in F^t$, $x \lor_t y$ is the lowest element of $(F^t)^x \cap (F^t)^y$ i.e. the lowest element of $F^x \cap F^y$.

2. Whenever $t' \geq t$, we have that $F^{t'} = (F^t)^{t'}$ and as a principal up set of $F^t$ it is a sublattice of $F^t$.

Furthermore, as we are in the finite case, we only need minimal elements of $F$ to check whether $F$ is a confluence:

**Lemma 2.** $F$ is a confluence if and only if for any $m \in \min(F)$, $F^m$ is a lattice.

**Proof Lemma 2**

Let $M = \min(F)$. ($\Rightarrow$) If $F$ is a confluence, then all $F^m$ are lattices. ($\Leftarrow$) Suppose all $m$ in $M$ are such that $F^m$ is a lattice, and consider any $t \geq m$ and two elements $t_1, t_2 \in F^t$, we have then that $t_1, t_2 \in F^m$. We know that $t_1 \land_m t_2$ is the greatest lower bound of $t_1$ and $t_2$ in $F^m$. As $t$ is a lower bound of $\{t_1, t_2\}$ and $t \in F^m$, we have that $t_1 \land_m t_2 \in F^t$. Therefore $t_1 \land_m t_2$ also is the greatest lower bound of $\{t_1, t_2\}$ in $F^t$ and as a consequence $t_1 \land t_2$ exists and that means that $F^t$ is a $\land$-semilattice. Furthermore, $\top_m$ belongs to $F^t$ and so $F^t$ has a maximum and therefore $F^t$ is a lattice. As for any $t \in F$ there exists some $m \in M$ with $t \geq m$, $F$ is a confluence.

As a corollary of the latter Lemma we obtain that confluenes generalize lattices:

**Lemma 3.** A lattice is a confluence with a minimum.

### 3.2. Subsets closed under local meet as closure subsets

We have generalized in the previous section the definition of a lattice by considering a partial order $F$ each up-set $F^t$ of which is a lattice. Our purpose is now to generalize Proposition 3. We start defining what we call a subset closed under local meet.

**Definition 4.** A subset $C$ of a confluence $F$ is called closed under local meet whenever for any element $t \in F$, $C \cap F^t$ is closed under $\land$.
Lemma 4. Let $C \subseteq F$ be closed under local meet in $F$, then $C$ is a confluence with same local meet operators as $F$.

Proof
For any $t \in C$, $C \cap F^t$ has $t$ as its minimal element and may be rewritten as $C^t$. $C^t$ being closed under $\land_t$ is a lattice. As a result, $C$ is a confluence whose local meet operators are the same as those of $F$.

Example 3. Let $F = \{a, b, abc\}$.
- $\{a, b, abc\}$ is closed under local meet as $\{a, abc\}$ is closed under $\land_a$ and $\{b, abc\}$ is closed under $\land_b$.
- $\{a, b\}$ is not closed under local meet as $\{a\}$ is not closed under $\land_a$: $\land_{ab} = abc$ does not belong to $\{a, b\}$.

We obtain then that the following theorem extends Proposition 3 to confluences:

Theorem 1 (See proof A). Let $F$ be a confluence. A subset $C$ of $F$ is a closure subset if and only if $C$ is closed under local meet. The closure operator $f : F \rightarrow F$ is then defined as $f(t) = \bigwedge_{t \in C \cap F^t} c$.

Note that this means that $C = f[F]$ also is a confluence. As a consequence of Lemma 2 we have that $f(t)$ rewrite as $\bigwedge_{m \in C \cap F^t} c$ for any $m \in \text{min}(F)$ s.t. $t \geq m$.

As a summary, we have a generalization of the meet operator which is the basis of most work on closed patterns in data mining, as in formal concept analysis.

Example 4. A typical example of such a structure is the set of connected subgraphs induced by the vertices (or edges) of a given graph. We consider here a family $F = \{a, b, abc, abd, abcd\}$, representing connected edge subsets of a graph, which diagram is represented in the leftmost part of Figure 1. Here we have that $abc \land_a abd = a$ and $abc \land_b abd = b$ i.e. there are two maximal lower bounds of $abc$ and $abd$ in $F$ because $ab$ does not belong to $F$. Note that the up sets $F^a$ and $F^b$ are lattices, and share the same join operator, which in this case is the union operator.
Figure 1: The diagram on the left represents a family $F$ of connected subgraphs each generated by a subset (represented by a word) of the edges $\{a, b, c, d\}$ of the original graph. The subgraphs generated by $a$ and by $b$ are the minimal elements. The diagram on the right represents the concept confluence $f[F]$ (see Section 6.2) with respect to the set of subgraphs $O = \{o_1, o_2, o_3\}$ represented on the middle part of the figure. The closed patterns $abc$ and $abcd$ represent the greatest connected subgraphs whose support sets are respectively $\{o_2, o_3\}$ and $\{o_3\}$. The thick box around closed patterns $a$ and $b$ indicates that both patterns have the same support set $\{o_1, o_2, o_3\}$.

The main motivation here is therefore to address problems in which such connectivity constraints are appropriate. This means that we are interested in the particular case, exemplified above, of confluences included in a host lattice and sharing the same joins.

3.3. Subconfluence of a lattice as a generalization of the abstraction structure

We have previously define an abstraction $A$ of a lattice $T$ as a subset of $T$ closed under the join operator, and also as the range $A = p[T]$ of an interior operator $p$. It was also shown that composing an interior operator $p$ with a closure operator $f$ on a lattice $T$ we obtain a closure operator $p \circ f$ on the abstraction $A = p[T]$. In this section we generalize the abstraction definition by defining a subconfluence $F$ of a lattice $T$ as a subset of $T$ which is a confluence with same join as $T$ and is associated with a family of interior operators $\{p_t\}$. More generally, a subconfluence is a subset of a confluence which share the same join. We will then show that reducing the lattice to such a structure $F$ we obtain a closure operator $f_F$ on $F$ such that $f_F(t) = p_t \circ f(t)$.

**Definition 5.** Let $T$ be a lattice and $F \subseteq T$ be a confluence with as join $\forall_F = \forall$, $F$ is then called a subconfluence of $T$.
Proposition 5 hereunder, gives two alternative definitions of subconfluences. In particular, the characteristic property 5.3 is close to, but differs from, the definition of a confluent system given by M. Boley and co-authors [14] and that we further discuss in Sections 6 and 7.

Proposition 5. Let $F$ be a subset of a lattice $T$, the following statements are equivalent:

1. $F$ is a subconfluence of $T$
2. For any $t \in F$, $F^T$ is a dual closure subset of $T^t$ with interior operator $p_t$ defined by $p_t(x) = \bigvee_{q \in F^t \cap T^t} q$
3. For any $x, y, t$ in $F$ such that $x$ and $y$ belong to $F^t$, $x \lor y$ belongs to $F$

Proof

$1 \Rightarrow 2$ $F^T$ is a part of the sublattice $T^t$ which is closed under $\lor$ and following the dual of Proposition 3 this is equivalent to say that $F^T$ is a dual closure subset of $T^T$.

$2 \Rightarrow 1$ as for any $t$, $F^t$ as a dual closure subset of $T^T$ is a lattice which have $\lor$ as join operator.

$2$ is equivalent to $3$ following the dual of Proposition 3.

Example 5. Example 4 displayed the set $F$ of edge subsets of a graph $G = (X, E)$ as an example of confluence. As noticed then, the join in $F$ is the set theoretic union and therefore $F$ is a subconfluence of $2^E$.

We obtain straightforwardly that subconfluences generalize abstractions:

Lemma 5. An abstraction of a lattice $T$ is a subconfluence of $T$ with a minimum which is $\bot_T$.

Again, by considering abstractions of a lattice $T$ as subconfluences containing the minimum of $T$, we find a previous result, here the dual of Proposition 3 that characterizes abstractions as ranges of interior operators on lattices: whenever the subconfluence $F$ is an abstraction, there is only one interior operator to consider, namely $p_{\bot}$ which is such that $p_{\bot}[X] = F$. It will prove useful to note that these interior operators are ordered as follows:

Lemma 6. Let $F$ be a subset of a lattice $T$. For all $q, t \in F$ if $q \leq t$, and $x \in T^q$, then $p_t(x) = p_q(x)$. 
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Proof By definition $p_t(x)$ (resp. $p_q(x)$) is the greatest element of $F^t \cap T_x$ (resp. $F^q \cap T_x$). As $F^t \subseteq F^q$, we have also that $F^t \cap T_x \subseteq F^q \cap T_x$. As both sets have greatest elements, the greatest element of $F^t \cap T_x$ is also the greatest element of $F^q \cap T_x$. \hfill \Box

Theorem 1 gave us a general condition to obtain closure operators on confluences. We see hereunder that when considering subconfluences of a lattice, we may generalize Proposition 4 that gave a way to obtain closure operators on abstractions of a lattice from closure operators on the lattice:

**Proposition 6** (See A). Let $F$ be a subconfluence of a lattice $T$, $f$ be a closure on $T$, and $\{p_t\}$ the family of interior operators associated to $F$, then $f_F$ defined as $f_F(t) = p_t \circ f(t)$ is a closure operator on $F$.

This is a nice result that allows to obtain closures on subconfluences of a lattice. As subconfluences generalize abstractions this will be the basis to extend FCA further than abstract concept lattices by considering either in the intensional or in the extensional side subconfluences rather than lattices, thus obtaining closure operators whose ranges are confluences and will result in concept confluences generalizing concept lattices. In the next sections we show how using results related to Proposition 6 we may extend FCA.

4. From Galois lattices to Galois confluences

Formal Concept Analysis deals with an intensional space, a lattice $L$ describing patterns, and an extensional space, a lattice $X$ representing object subsets in which the patterns occur.

4.1. Galois lattices and abstract Galois lattices

We first need to define the nature of the connection between these two spaces:

**Definition 6.** Given two ordered sets $X$ and $L$ a Galois connection between $X$ and $L$ is a pair of mappings $(i : X \rightarrow L, e : L \rightarrow X)$ such that:

- For any $x$ and $x'$ in $X$, we have that $x \leq x'$ implies $i(x) \geq i(x')$
- For any $l$ and $l'$ in $L$, we have that $l \leq l'$ implies $e(l) \geq e(l')$
- For any $x$ in $X$ and $l$ in $F$ we have that $e \circ i(x) \geq x$ and $i \circ e(l) \geq l$
The following proposition summarizes the main characteristics of the Galois connection whenever $X$ and $L$ are lattices. As a matter of fact only the third one, depends on this supplementary condition.

**Proposition 7.** Let $(i, e)$ be a Galois connection between two lattices $X$ and $L$

1. $f = i \circ e$ is a closure operator on $L$ with $f[L] = i[X]$ as closure subset.
2. $h = e \circ i$ is a closure operator on $X$ with $h[X] = e[L]$ as closure subset.
3. $h[X]$ and $f[L]$ are two anti-isomorphic lattices and the $(x, l)$ pairs where $l = i(x)$ and $x = e(l)$ form a lattice $G$, ordered following $X$, isomorphic to $h[X]$, called the Galois lattice of $(i, e)$.
4. Let $\equiv_e$ and $\equiv_i$ the equivalence relations defined respectively as $l \equiv_e l'$ iff $e(l) = e(l')$ and $x \equiv_i x'$ iff $i(x) = i(x')$, then $i(e(l))$ and $e(i(x))$ are the maxima of the equivalence classes to which belong respectively $l \in L$ and $x \in X$.

Proposition 4 tells that composing an interior operator with a closure operator results in a closure operator. As a matter of fact applying an interior operator to one of the ordered set involved in a Galois connection results in a new Galois connection:

**Proposition 8 (See [9]).** Let $X$ and $L$ be ordered sets, $(i, e)$ be a Galois connection on $(X, L)$, $p$ be an interior operator on $X$ (resp. on $L$), and $A = p[X]$ (resp. $A = p[L]$), we have that $(i, p \circ e)$ (resp. $(p \circ i, e)$) is a Galois connection on $(A, L)$ (resp. $(X, A)$).

The property is symmetrical, i.e. the interior operator may be composed with either maps $e$ or $i$ or both as we may first compose one map with an interior operator, thus obtaining a new Galois connection, and then an interior operator to the other map, also resulting in the Galois connection $(p_e \circ e, p_i \circ i)$.

Furthermore, as applying an interior operator to a lattice $X$ results in a lattice, precisely an abstraction of $X$, the resulting Galois connection define a new Galois lattice. We have then, following Proposition 7 when $A = p[L]$ a closure operator $p \circ i \circ e$ on $A$ with closed elements $p \circ i[X]$, a closure operator $e \circ p \circ i$ on $X$ with closed elements $e[A]$, and a Galois lattice $G$ of pairs $(x, l)$ of closed elements s.t. $l = p \circ i(x)$ and $x = e(l)$. In this case, $G$ is called an abstract Galois lattice.
4.2. Galois confluences

Following Proposition 6 we may build a closure operator on a subconfluence $F$ of $T$ by considering the family of interiors operators $\{p_t\}$ associated to $F$, i.e. equivalently the family of abstractions $p_t[T^t]$. We investigate here what happens when considering a Galois connection between two lattices $X$ and $L$ and reducing one of the lattice to a subconfluence of it. In what follows we consider, with no loss of generality, subconfluences of the lattice $L$, the results about subconfluences of $X$ being just a rewriting of the results regarding subconfluences of $L$.

Our first remark is that since $i \circ e$ is a closure operator on $L$ and $F$ is a subconfluence of $L$ we have the following corollary of Proposition 6:

**Theorem 2.** Let $(i, e)$ be a Galois connection on the pair of lattices $(X, L)$, $F$ be a subconfluence of $L$, then $f : F \rightarrow F$ defined as

$$\forall t \in F, f(t) = p_t \circ i \circ e(t)$$

is a closure operator on $F$.

We will further define a Galois confluence isomorphic to $f[F]$ by considering the pairs $(x = e(t), t)$ where $t$ is closed, i.e. $t = f(t)$. Hereunder we investigate how this confluence may be obtained as a set of Galois lattices. As a subconfluence of $L$ is a set of abstractions of $L^t$, we first note hereunder that we may define a set of Galois connections, as far as we consider for each $L^t$ only elements $x$ of $X$ such that $i(x) \in L^t$. In what follows we still note $i$ and $e$ their restrictions to part of their domain.

**Proposition 9.** Let $t$ be an element of $L$, then the restrictions of $i$ and $e$ to respectively $X_{e(t)}$ and $L^t$ are such that

$$(i, e) \text{ define a Galois connection on } (X_{e(t)}, L^t)$$

**Proof** As $i$ and $e$ define a Galois connection on $X, L$ we know that they are anti monotonic and therefore:

- For any $y \in L^t$, $e(y) \leq e(t)$ i.e. $e(y) \in X_{e(t)}$ and as a consequence $e[L^t] \subseteq X_{e(t)}$
- For any $x \in X_{e(t)}$, $i(x) \geq i(e(t)) \geq t$ (as $i \circ e$ is a closure operator) and as a consequence $i(x) \in L^t$, i.e. $i[X_{e(t)}] \subseteq L^t$
This means that the restrictions of these functions have domains and codomains as follows: \( e : L^t \to X_{e(t)} \) and \( i : X_{e(t)} \to L^t \), and as they inherit the properties of \((i, e)\) on \((X, L)\), they also define a Galois connection on \((X_{e(t)}, L^t)\).

This leads to the following corollary of Proposition 9:

**Corollary 1.** Let \((i, e)\) be a Galois connection on the pair of lattices \((X, L)\), \(F\) be a subconfluence of \(L\), and \(p_t\) the interior operator associated to \(t\) in \(F\), then

1. \( f_t = p_t \circ i \circ e \) is a closure operator on \(F^t\) with \( f_t[F^t] = p_t \circ i[X_{e(t)}] \)
2. \( h_t = e \circ p_t \circ i \) is a closure operator on \(X_{e(t)}\) with \( h_t[X_{e(t)}] = e[F^t] \)

\( f_t \) and \( h_t \) are called *local closure operators*.

We have seen that the local closure operators \( f_t \) allow to define a closure operator on \(F\), in the following result we show that by joining the ranges of the local closure operators \( h_t \) we obtain the range \( e[F] \):

**Theorem 3.** Let \((i, e)\) be a Galois connection on the pairs of lattices \((X, L)\), \(F\) be a subconfluence of \(L\), then

\[
e[F] = \bigcup_{t \in F} h_t[X_{e(t)}] = \bigcup_{m \in \text{min}(F)} h_m[X_{e(m)}]
\]

**Proof** Regarding the first equality, from Proposition 8 and considering \( p \) as the identity function, we deduce that the right part of the equality rewrites as \( \bigcup_{t \in F} e[F^t] \). Furthermore, as \( F \) may be rewritten as the union of its up sets, we have that \( F = \bigcup_{t \in F} F^t \). By applying the intensional function to both sides we obtain \( e[F] = e[\bigcup_{t \in F} F^t] \). As \( e[F] \) is the image of \( F \) by \( e \), it is straightforward that \( e[F] = \bigcup_{t \in F} e[F^t] \).

The second equality states that we only need the closure operators associated to the minimal elements of \( F \). From Theorem 3 we have \( e[F] = C = \bigcup_{t \in F} h_t[X_{e(t)}] \).

Let \( C' = \bigcup_{m \in \text{min}(F)} h_m[X_{e(m)}] \), as \( \text{min}[F] \subseteq F \) we clearly have \( C' \subseteq C \). We have then to show that any element in \( C \) may be rewritten as an element of \( C' \). Let then \( c \) be an element of \( C \), this means that there exists \( t \in F \) and
\[ x \in X_{e(t)} \text{ such that } c = h_t(x). \] First, there necessarily exists \( m \in \min[F] \) such that \( t \geq m \) and also that because \( e \) is anti monotonic we have \( e(m) \geq e(t) \) and therefore, whenever \( x \) belongs to \( X_e(x) \) it also belongs to \( X_e(m) \). Now, let \( z = i(x) \), recall that \( z \in L^t \) since we have to apply \( p_t \) to \( z \) to build \( h_t(x) \) and we have seen that \( t \geq m \). From Lemma 6, we can then deduce that \( p_t(i(x)) = p_m(i(x)) \) and therefore \( c = e \circ p_m \circ i(x) \) with \( x \in X_{e(m)} \). This means that \( c \) belongs to \( C' \). Overall we have shown that \( C' = C = e[F] \). 

This generalizes Proposition 8: we now have that the union of local closed elements of \( X \) with respect to a confluence \( F \) of \( L \) is the range of \( X \) under the operator \( e \). Again we only need the set of minimal elements \( \min(F) \).

The confluence \( f[F] \) is isomorphic with the set of pairs \( P = \{(x, l) | x \in F, l = f(l), x = e(l) \} = \{(x, l) | l \in F, l = p_t \circ i(x) \text{ for some } t \in F \text{ such that } t \leq i(x), x = e(l) \} \). This leads to generalize Galois lattices and define Galois confluences:

**Definition 7.** The set \( P = \{(x, l) | l \in F, l = f(l), x = e(l) \} \) is a confluence isomorphic with \( f[F] \) and is called the Galois confluence defined on the confluence \( F \) of \( L \) and the lattice \( X \) by the maps \( i : X \rightarrow L \), and \( e : L \rightarrow X \)

This Galois confluence is the union of its up sets, i.e. the Galois lattices of \((i, e) \) on \((X_{e(t)}, L^t) \). To summarize, by reducing the lattice involved in a Galois connection to a confluence, we obtain a set of Galois connections, that can be reduced to the set of those associated to minimal elements of the confluence. As guaranteed by Proposition 6, we obtain a closure operator on this confluence but also obtain a characterization of the corresponding Galois confluence as a set of Galois lattices.

5. Formal Concept Analysis

In standard Formal Concept Analysis, \( X \) is \( 2^O \) where \( O \) is the set of objects in which patterns of \( L \) may occur while \( L \) is \( 2^I \) where \( I \) is a set of attributes also called *items*. The Galois lattice is then a *concept lattice* whose elements \((x, l) \), called *concepts*, have \( x \) as their *extent* and \( l \) as their *intent*. More recently, this formulation has been extended to better cope with wider data representations. In particular, the intensional space \( L \) may be any pattern language with a lattice structure, allowing then to represent interval structures or logical conjunction as well as sets of subgraphs [18, 8, 3]. Note that, any Galois connection between two lattices may be rewritten as the
connection between two powersets and therefore there is no strict gain in expressive power in the more general setting. However, the direct formulation of the pattern language as a powerset is often useful and we will use it in what follows. In more recent FCA the pattern language is often called a pattern structure. Additionally, in order to simplify the resulting representation according to an external point of view on data, interior operators has been used to obtain abstract concept lattices.

5.1. Concept lattices and abstract concept lattices

The standard case in which closed patterns are searched for is when the language is a lattice and that closure of a pattern relies on the occurrences of the pattern in a set of objects. In data mining the set of occurrences is known as the support set of the pattern.

Definition 8. Let \( L \) be an ordered set and \( O \) be a set of objects, a relation of occurrence on \( L \times O \) is such that if \( t_1 \geq t_2 \) and \( t_1 \) occurs in \( o \) then \( t_2 \) occurs in \( o \).

The support set of \( t \) in \( O \) is defined as \( \text{ext}(t) = \{ o \in O \mid t \text{ occurs in } o \} \).

This means that \( L \) is ordered following a specificity order: if \( t_1 \) is more specific (or less general) than \( t_2 \) then the support set of \( t_1 \) is included into the support set of \( t_2 \). When \( L \) is a lattice, the interesting case is the one in which objects are described as elements of \( L \) through a mapping \( d : O \rightarrow L \). Then \( o \in \text{ext}(t) \) if and only if \( d(o) \geq t \), i.e. an object is in the support set of some pattern whenever its description is more specific than the pattern:

Proposition 10. Let the pattern language \( L \) be a lattice, \( O \) be a set of objects, and \( d : O \rightarrow L \) the description function, then for any subset \( e \) of \( O \)

\[
\text{int}(e) = \bigwedge_{o \in e} d(o)
\]

is the greatest pattern more specific or equal than all objects in \( e \) and \( (\text{int}, \text{ext}) \) is a Galois connection on \( (2^O, T) \).

\( \text{int}(e) \) is called the intension of \( e \), and the corresponding Galois lattice \( G \) is called a concept lattice.

Let us consider the equivalence relation \( \equiv_e \) on \( L \) associated to support sets equality. The maximal elements of an equivalence class associated to some support are then defined as support-closed. Following Proposition 7 such a
class has a greatest element that can be obtained from any of its elements \( t \) by applying a closure operator: \( f(t) = \text{int} \circ \text{ext}(t) \). The support-closed elements form exactly the closure subset \( f[T] \) and each of them represents the class associated to its support. In this case, \( f \) is then denoted as a support closure operator. In the standard FCA case, the lattice is a powerset \( 2^X \) of attributes, the description of an object \( i \) is the subset of attributes in relation with \( i \) and the Galois lattice formed by pairs of corresponding closed elements in \( 2^X \) and \( 2^O \) ordered following \( 2^O \) is called in the FCA community a concept lattice\(^\text{1}\). We also use this terminology in our wider presentation.

The set of frequent support closed patterns, i.e. the support-closed elements with support greater than or equal to some threshold, represents then all the equivalence classes corresponding to frequent supports. Such a class has also minimal elements, called generators. When the patterns belong to \( 2^X \), the min-max basis of implication rules\(^\text{19}\) that represents all the implications \( t \rightarrow t' \) that hold on \( O \), i.e. such that \( \text{ext}(t) \subseteq \text{ext}(t') \), is defined as follows:

\[
m = \{ g \rightarrow f \mid g \text{ is a generator } f \neq g, \text{ext}(g) = \text{ext}(f) \}\]

5.2. Abstract concept lattices

Proposition\(^\text{8}\) allows to define abstract concept lattices, where the interior operator applies to the extensional space \( X = 2^O \)\(^\text{7}\) or to the intensional space therefore obtaining projected pattern structures as proposed in \(^\text{8}\) or both \(^\text{9}\). The general purpose is to reduce the concept lattice sizes, i.e. the number of concepts, by simplifying the pattern language or the extensional space.

6. Concept confluences as union of concept lattices

Concept confluences follow then from the results of Section\(^\text{4.2}\). A concept confluence is simply defined as a Galois confluence associated to the Galois connection (\( \text{int}, \text{ext} \)) As mentioned before, any of the two lattices involved in the Galois connection can be relaxed to be a confluence, leading to either an intensional concept confluence when \( L \) is reduced to \( F \subseteq L \) or to an extensional concept confluence when \( X = 2^O \) is reduced to \( F \subseteq 2^O \). In both cases, reducing the lattice to a confluence generalizes the reduction of the lattice to an abstraction, which we have seen to be special cases of confluences. However, in the particular case of abstraction both lattices can
be reduced together, still leading to an abstract concept lattice, while in the wider confluence case, the symmetry is disrupted. As we have seen in Section 4.2 a closure operator is defined on the confuence \( F \subseteq L \) while on the lattice \( X \) we have a set of closure operators whose union of ranges is the range of the map \( e \). As we will see in Section 6.3 we still may reduce one of the lattice to be a abstraction, which still is a lattice, while the other is reduced to a confluence, and still obtain a concept confluence. What happens whenever both lattices are reduced to confluenes is beyond the scope of this article, and will be briefly discussed in the conclusion. Now, in the formulation in Section 4.2 the choice to reduce the lattice \( L \) to a confluence was in purpose: in the remaining of the article we reduce this way the intensional lattice to be a subconfluence of patterns and examine the consequences of this reduction in formal concept analysis.

In this case, the concept confluence is defined following Definition 7 where \( F \) is a subconfluence of \( L \), \( X = 2^O \), \( i = \text{int}, e = \text{ext} \). The elements of the concept confluence are therefore pairs of closed elements \((e, c)\) where \( c \) is support-closed, i.e. \( c = p_c \circ \text{int} \circ \text{ext}(c) \) and \( e = \text{ext}(c) \) is the support set of \( c \).

Theorem 2 tells then that when we consider a dataset of objects \( O \) described as elements of the pattern lattice \( L \) and reduce \( L \) to be a subconfluence of \( F \) of \( L \), we have a closure operator \( f \) on \( F \) such that \( f(t) \) is the greatest pattern, i.e. the most specific one, greater than \( t \) and sharing the same support set \( \text{ext}(t) \), and therefore we can reduce our set of patterns to maximal ones, according to their support set. Conversely, in order to guarantee that such a support closure operator exists for any set of objects \( O \) described in \( L \), a subset of \( L \) has to be a subconfluence of \( L \):

**Proposition 11.** Let \( F \) be a subset of the lattice \( L \), then the support closure operator on \( F \) with respect to any set \( O \) whose objects are described as elements of \( L \) exists if and only if \( F \) is a subconfluence of \( L \).

**Proof** We only need here to show that whenever \( F \) is not a confluence, there is always an object set \( O \) such that the support closure operator does not exist. Recall that \( F \) is not a confluence means that there is some \( t \) in \( F \) and some \( x, y \) in \( F^t \) such that \( x \lor y \) does not belong to \( F \) (and so \( x \neq y \)). Consider then \( O = \{x \lor y\} \), we have that both \( x \) and \( y \) occur in \( x \lor y \) and are maximal among patterns of \( F \) that occur in \( x \lor y \) since \( x \lor y \) does not belong to \( F \). Now, a support closure operator \( f \) should then be such that \( f(x) = x \) and \( f(y) = y \) as they are both maximal patterns that occur in \( x \lor y \). Furthermore, consider as \( t \) one of the maximal lower bounds of both
x and y in \(F\). Then the support closure of \(t\), \(f(t)\) should be be either \(x\) or \(y\).

But, whatever is the choice \(f\) is then not monotone and therefore \(f\) cannot be a closure operator.

In the M. Boley and collaborators work [14], a confluent system \((S, X)\) is such that \(S \subseteq 2^X\). Defined this way, \(S\) is similar to our definition of a confluence of \(2^X\) except that \(\bot = \emptyset\) belongs to \(S\) and \(x \cup y\) is only required to belong to \(F\) when \(x \supseteq t\) and \(y \supseteq t\) for any \(t \neq \emptyset\). Proposition 11 is a straightforward adaptation of the theorem of [14] in which confluent systems replaces confluenes of \(T = 2^X\), and which prohibits to have any \(x \in X\) common to all objects in \(O\).

**Example 6.** \((S = \{\emptyset, ab, ac\}, X = \{abcd\})\) is a set system following the definition of M. Boley and co-authors, but is not a subconfluence of \(2^{abcd}\) because \(ab\) and \(ac\) are both greater than \(\emptyset\) while \(abc\) does not belong to \(S\). On the contrary, \(F = \{ab, ac\}\) is a subconfluence of \(2^{abcd}\). Let \(O = \{o\}\) be an object set and \(d(o) = abcd\) the unique object description in \(2^{abcd}\). There is no closure operator on \(S\) as there are two maximal elements \(S\), namely \(ab\) and \(ac\) that have same support set \(\{o\}\) as \(\emptyset\): \(f(\emptyset)\) cannot be defined. On \(F\) we may define a support closure operator \(F\) and we have that \(f(ab) = ab\) and \(f(ac) = ac\).

Recall that according to Lemma 6 to compute the support closure of some \(t\) we only need \(p_m\) where \(m \in \min(F)\) and \(m \leq t\) and that whether \(t\) is greater than two minimal elements \(m\) and \(m'\) then \(p_m(t) = p'_m(t)\). For instance, in our example of connected subgraphs generated by edges of some graph, the minimal elements are the edges. As a consequence, connected subgraphs under some edge \(e\) simply are obtained by projecting subgraphs containing \(e\) on their connected component containing \(e\).

### 6.1. Implications

Another question regards the definition and construction of an implication basis whose implications have both left part and right part in \(F\). An implication \(p \rightarrow q\) holds on \(F\) whenever \(\operatorname{ext}(p) \subseteq \operatorname{ext}(q)\) and a basis of such implications is typically made of implications such that both \(p\) and \(q\) belong to the same equivalence class i.e. \(\operatorname{ext}(p) = \operatorname{ext}(q)\). Whenever \(F\) is a lattice, the nodes of the concept lattice represents these equivalence classes and \(q\) is a closed pattern i.e. the greatest element of the class, and therefore we have \(p \leq q\). As an example the min-max basis is made of the implications \(p \rightarrow q\).
where \( p \neq q \) and \( p \) is a minimal element of the class of \( q \). Whenever \( F \) is a confluence, we have seen that each such equivalence class is associated to several closed patterns \( q_1 \ldots q_m \) each being the greatest element of a subclass. We have then in the basis both implications of the form \( p_i \rightarrow q_i \) where \( p_i \leq q_i \) and both belong to subclass \( i \) together with implications of the form \( p_j \rightarrow q_i \) where \( j \neq i \) and therefore \( p_j \) and \( q_j \) are unordered. We extend the idea of the min-max basis to confluences as follows:

**Definition 9.** Let \( F \) be a confluence, and \( F(e) = \{ t \in F \mid \text{ext}(t) = e \} \), the min-max basis \( B = B_i \cup B_e \) of implications in \( F \) is defined as the set

\[
\{ p \rightarrow q \mid \text{ext}(p) = \text{ext}(q), p \neq q, p \in \min(F(e)), q \in f[F(e)] \}
\]

The internal sub basis \( B_i \) is made of the implications of the form \( p_i \rightarrow q_i \) where \( p_i \leq q_i \) and the external sub basis \( B_e \) is made of the implications of the form \( p_j \rightarrow q_i \) where \( \{ p_j, q_j \} \) are unordered.

There are other implication basis such as the minimal Guigue-Duquenne basis [5] that can be as well extended to the case of confluences.

**6.2. Example**

We consider here the example displayed in Figure 1. We have \( F = \{a, b, abc, abd, abcd\} \) and \( O = \{ab, abc, abcd\} \). To compute the closures in \( F \) we take advantage of the fact that \( F \) has two minimal elements \( a \) and \( b \) and that for any \( t \geq a \) (resp. \( t \geq b \)) we can write \( f(t) = p_a \circ \text{int} \circ \text{ext}(t) \) (resp. \( f(t) = p_b \circ \text{int} \circ \text{ext}(t) \)). We obtain then:

- \( f(a) = p_a \circ \text{int}(\{ab, abc, abd, abcd\}) = p_a(ab) = a \)
- \( f(b) = p_b \circ \text{int}(\{ab, abc, abd, abcd\}) = p_b(ab) = b \)
- \( f(abc) = p_a \circ \text{int}(\{abc, abd, abcd\}) = p_a(abc) = abc \) (we could have used \( p_b \) as \( abc \in L^b \) with the same result \( abc \))
- \( f(abd) = p_a \circ \text{int}(\{abcd\}) = p_a(abcd) = abcd \) (same remark as above)
- \( f(abcd) = p_a \circ \text{int}(\{abcd\}) = p_a(abcd) = abcd \) (same remark as above)

Note that the confluence \( F \) is the union of the two lattices \( F^a = \{a, abc, abd, abcd\} \) and \( F^b = \{b, abc, abd, abcd\} \). Therefore we have \( f[F] = \{a, ab, abc, abd, abcd\} \) which is a confluence whose minimal elements are \( f(a) = a \) and \( f(b) = b \). We have that \( f[F] = f[F^a] \cup f[F^b] \) where \( f[F^a] \) and \( f[F^b] \) are the sets of closed
patterns from the concept lattices built respectively from \((F^a, O^a)\), and from \((F^b, O^b)\). We have here \(f[F^a] = \{a, abc, abcd\}\) and \(f[F^b] = \{b, abc, abcd\}\).

Regarding the min-max implication basis we first consider the set of extensions \(\text{ext}[F] = \{e_1 = \{ab, abc, abcd\}, e_2 = \{abc, abcd\}, e_3 = \{abcd\}\}\) together with the corresponding equivalence classes \(F(e_1), F(e_2), F(e_3)\). Each equivalence class may contain disjoint subclasses \(C_a\) and \(C_b\) of elements from \(f[F^a]\) and \(f[F^b]\). We denote hereunder such an equivalence class by \(C_a + C_b\). The closed elements are underlined.

- \(F(e_1) = \{a\} + \{b\}\)
- \(F(e_2) = \{abc\}\)
- \(F(e_3) = \{abd, abcd\}\)

Figure 1 displays on the left the confluence \(F\), on the middle we have the object set \(O\), and on the right is represented the confluence \(f[F]\) of support closed patterns of \(F\). The min-max implication basis is made of the internal basis \(B_i = \{abc \rightarrow abcd\}\) (this implication holds both in \((F^a, O^a)\) and in \((F^b, O^b)\)) plus the external basis \(B_e = \{a \rightarrow b, b \rightarrow a\}\).

### 6.3. Abstract closed patterns in confluences

In this section we consider abstract closed patterns as those obtained in *extensionally abstract concept lattices*, called here *abstract concept lattices* for short, by constraining the space \(2^O\) to be an abstraction \(A = p_A[2^O]\) where \(p_A\) is the interior operator associated to \(A\). As stated in Section 5.2 Proposition 8 leads to a Galois connection \((\text{int}, p_A \circ \text{ext})\), the abstract extension \(\text{ext}_A(t)\) of some pattern \(t\) is the union of the elements of \(A\) contained in its (standard) extension, i.e. \(\text{ext}_A = p_A \circ \text{ext}\). It is then straightforward that abstract concept confluences are simply the Galois confluences of Definition 7 derived from this new Galois connection:

**Theorem 4.** Let \(F\) be a subconfluence of a lattice \(L\), \(O\) a set whose objects are described as elements of \(L\), \(A = p_A(O)\) an abstraction of \(A\), then:

Let \(p_t\) denote the local description operators on \(F\), we have that

\[ f_A(t) = p_t \circ \text{int} \circ p_A \circ \text{ext}(t), \]

where \((\text{int}, p_A \circ \text{ext})\) is a Galois connection on \((L, A)\), is a support closure operator on \(F\) with respect to \(A\) and \(f_A[F]\) is a confluence.
We continue here the example of section 6.2 by using the abstraction
\[ A = \{\{o_1, o_2\}, \{o_1, o_3\}\} = \{\{ab, abc\}, \{ab, abcd\}\}. \]
Recall that \( p_A(e) = \bigcup_{a \in A, a \subseteq e} a \). We obtain then:

- \( f_A(a) = p_a \circ \text{int} \circ p_A(\{o_1, o_2, o_3\}) = a \) as \( p_A(\{o_1, o_2, o_3\}) = \{o_1, o_2, o_3\} = \{ab, abc, abcd\} \)
- \( f_A(b) = p_b \circ \text{int} \circ p_A(\{o_1, o_2, o_3\}) = b \) (same reason as above)
- \( f_A(abc) = p_a \circ \text{int} \circ p_A(\{o_2, o_3\}) = \top_a = \text{abcd} \) as \( p_A(\{o_2, o_3\}) = \emptyset \) and therefore \( p_a \circ \text{int}(\emptyset) = p_a(\top_a) = \top_a \)
- \( f_A(abd) = p_a \circ \text{int} \circ p_A(\{o_3\}) = \top_a = \text{abcd} \) as \( p_A(\{o_3\}) = \emptyset \) (as above)
- \( f_A(abcd) = p_a \circ \text{int} \circ p_A(\{o_3\}) = \text{abcd} \) (same as above)

\( F \) is represented on the left of Figure 2. The corresponding abstract support closure confluence \( f_A[F] \) is displayed on the right of the figure. What happens here, is that there are only two possible support sets as \( \text{ext}_A[F] = \{\emptyset, O\} \). As a result the two minimal elements of \( f_A[F] \) share the same abstract support set \( O \) whereas the unique maximal element \( \top_a = \top_b = \text{abcd} \) have an empty abstract support set.

Figure 2: Diagram of the abstract support closed connected subgraphs confluence \( f_A[F] \) (on the left part of the figure) with respect to the abstraction \( A = \{\{o_1, o_2\}, \{o_1, o_3\}\} \) of \( O \). The support closed element \( abc \) of \( f[F] \) as been projected to the maximal element of \( F \), \( abcd \), because its extension \( \{abc, abcd\} \) is projected on \( \emptyset \) as no element of \( A \) is included in \( \{abc, abcd\} \).
7. Algorithmics

An algorithm listing the closed elements of a strongly accessible set system \((F, S)\) such that \(\emptyset \in F\) has been proposed in [20]. A set system is made of a family \(F \subseteq 2^X\) of subsets of \(S\), but in what follows we report the strong accessibility definition of set systems in [20] by directly referring to the family \(F\).

**Definition 10.** A family \(F \subseteq 2^S\) is called strongly accessible if for any pair of elements \(t_1, t_2\) of \(F\) such that \(t_1 \subseteq t_2\) there exists a path \(t_1, t_1 \cup \{x_1\}, \ldots, t_1 \cup \{x_1, \ldots, x_k\} = t_2\) whose elements all belong to \(F\).

The definition of a confluent set system \((F, S)\) by M. Boley and co-authors [20] is close to our definition of a confluent family \(F \subseteq 2^S\) but differs in that no constraint is required on \(\emptyset\) that can then freely belong to any confluent set system. The consequence is that in their analog of Proposition 11 it is required that no element of \(S\) is shared by all object descriptions in \(O\), thus ensuring that \(\emptyset\) is a support closed element and that the support closure operator exists. When applied to listing the elements of such a strongly accessible confluent set system, including \(\emptyset\), which are support closed with respect to a set of objects, the algorithm is shown to output closed elements in a delay which is polynomial in the size of the multiset \(D = \{d(o_i) \subseteq X \mid o_i \in O\}\). This algorithm, adapted to multicore systems, has been implemented in PARAMINER [21].

Strongly accessible confluences of \(2^S\), as defined here, in general have several minimal elements and does not contain \(\emptyset\). Adapting the Boley’s algorithm to strongly accessible confluences of \(2^S\) requires to start from these minimal elements. We present hereunder an adaptation following the presentation of the original algorithm in [21]. This allows, for instance to search for support closed elements in the family \(F\) of the connected vertex subsets of some graph with size at least \(k\). Note that adding the emptyset element we do obtain a confluent set system but not a strongly accessible one: in such a confluent set system, there is no way to reach \(\emptyset\) from a vertex susbets of size at least \(k\).

PARAMINER performs a depth-first search, adding an atom \(e\) to a closed pattern \(P\), checking whether \(P \cup \{e\}\) is in \(F\), then computing the closure in \(F\) of this pattern. PARAMINER uses an exclusion list \(EL\) made of atoms of \(S\): the algorithm enumerates first the closed elements of \(F\) containing the first atom \(e_1\), then \(e_1\) is put in \(EL\) and the closed elements of \(F\) not
containing $e_1$ but containing $e_2$ are enumerated, $e_2$ is put in $EL$ and so on. We add an exclusion list $ELM$ made of minimal elements in $F$: we enumerate first the closed elements containing the minimal element $m_1$ then those not containing $m_1$ but another minimal element $m_2$ and so on. The exclusion list $ELM$ allows to avoid enumerating twice the same closed pattern starting from two different minimal elements. For this purpose, we use the function \( \text{not\_include\_any\_of}(P, ELM) \) that returns TRUE whenever $P$ is included in no element of $ELM$.

The function $Clo$ computes the closure in $F$ of any pattern $P$ by first computing the support closure of $P$, $\text{int} \circ \text{ext}(P)$ in $2^S$ and then applying the interior operator $p_m$ corresponding to the current minimal element $m$. The algorithm may enumerate abstract closed patterns in confluences as defined Section 6.3, we just need to generalize the closure function $Clo$ in order to compute the abstract support closure $p_m \circ \text{int} \circ p_A \circ \text{ext}(P)$.

**Algorithm 1**

**Requires:**
A set $S$, a strongly accessible confluence $F$ of $2^S$,
a set $O$ of objects $o$ each described as $d(o)$ in $2^S$

**Ensures:**
Output the abstract support closed patterns in $F$ w.r.t. $O$,

1: $ELM \leftarrow \emptyset$
2: for all $m \in \min(F)$ do
3:     $P \leftarrow Clo(m)$
4:     if \( \text{not\_include\_any\_of}(P, ELM) \) then
5:         $\text{enum\_clo}(P, ELM, \emptyset)$
6:     $ELM \leftarrow ELM \cup \{m\}$
7: end if
8: end for

**Function** $\text{enum\_clo}(P, ELM, EL)$

**Requires:**
A closed pattern $P$, an exclusion list $ELM$ of minimal elements of $F$,
an exclusion list $EL$ of elements of $S$

**Ensures:**
Output the closed patterns with $P$ as an ancestor in the enumeration tree
1: Output $P$
2: for all $e$ s.t. $P \cup \{e\} \in F$ do
3: \(Q \leftarrow \text{Clo}(P \cup \{e\})\)
4: if not include any of \((Q, ELM)\) and \(Q \cap EL = \emptyset\) then
5: \(\text{enum}_\text{clo}(Q, ELM, EL)\)
6: \(EL \leftarrow EL \cup \{e\}\)
7: end if
11: end for

**Function Clo\((P)\)**

**Requires:** A pattern \(P \in F\), an object set \(O\)

**Ensures:** Returns the (abstract) support closed pattern containing \(P\) and which has the same (abstract) support

1: \(Q \leftarrow \cap o \in \text{ext}(P)\) /* Closure of \(P\) in \(2^S\)*/
2: \(m \leftarrow \text{an element of min}(F)\) s.t. \(m \subseteq P\)
3: return \(p_m(Q)\) /*Closure of \(P\) in \(F\)*/

This algorithm comes down to the original algorithm whenever minimal elements are items, except that the empty set closure is not computed and that there is then no reason to distinguish the two exclusion lists: not include any of \((Q, ELM)\) is then equivalent to \(Q \cap ELM = \emptyset\). Note that, differently from the generic algorithm PARAMINER there is a clear distinction between the family \(F\) that has to be confluent and strongly accessible and the selection on closed elements brought by the extensional abstraction. When simply interested in frequent closed patterns, i.e. patterns whose support \(\text{ext}(P)\) is greater than some threshold \(s\), the abstract support set is \(\emptyset\) whenever \(|\text{ext}(P)| < s\) and else is unchanged. When the abstract support set is \(\emptyset\), the closure operator on \(2^S\) returns \(S\) and therefore \(\text{Clo}(P, D)\) returns \(\top_P\) which is the same as \(\top_m\) whenever \(m \subseteq P\). Note that in this case there is no recursive call as \(\top_m\) cannot be augmented. The only closed patterns for which the minimal frequency support constraint is not guaranteed is then precisely the \(\{\top_m\}\) patterns. Outputting the elements \((c, e)\) of the associated concept confluence is straightforward, though ordering them in a confluence needs a further post-processing.

Detailed proof of correctness and performance analysis of our Algorithm 1 are out of the scope of the present work. However, it is straightforward that correctness relies on correctness of Algorithm 1 in [20] that output closed element in a strongly accessible family containing \(\emptyset\). Note that each of the
subproblems solved in the calls line 5 of our Algorithm 1 comes down to listing closed elements in a strongly accessible family of $2^{S \setminus m}$ in the very same way as Algorithm 1 in [20]. Our Algorithm 1 lists then first at the first iteration the closed elements of $F^{m_1}$ then the closed elements in $F^{m_2}$ that do not belong to $F^{m_1}$, then those of $F^{m_3}$ that do not belong neither to $F^{m_2}$ nor to $F^{m_3}$ and so on.

Example 7. We consider $S = abcde$ and $F = \{ab, ac, abc, abd, acd, abcd\}$ with $\min(F) = \{ab, ac\}$. We also consider an object set $O$ with descriptions $d[O] = \{abde, abcd, acd\}$ and no extensional abstraction, i.e. $p_A = Id_2O$. The closure operator on $F$ is then s.t. $f(ab) = abd$, $f(ac) = acd$, $f(abc) = abcd$ which are the only support closed elements. Algorithm 1 lists the corresponding closed patterns as follows:

- $f(ab) = abd$
- $enum\_clo(abd, \emptyset, \emptyset)$
  - $\rightarrow abd$
  - $enum\_clo(abcd, \emptyset, \emptyset)$
    * $\rightarrow abcd$
- $f(ac) = acd$
- $enum\_clo(acd, \{ab\}, \emptyset)$
  - $\rightarrow acd$
  - $not\_include\_any\_of(abcd, \{ab\})$ fails as $abcd \supseteq ab$

- End

8. Discussion

We have extended in this article the well-known equivalence between subsets closed under meet of a (finite) lattice $T$ and closure operators on $T$, by weakening the lattice to be a confluence $F$. Relaxing lattices to be confluences is a path to introduce such connectivity constraints inside formal concept analysis and closed pattern mining. We obtain a first nice result:
Closure operators on a confluence $F$ are equivalent to subsets $C$ of $F$ closed under local meet, i.e. subsets such that for any minimal element $m$, the part of $C$ greater than or equal to $m$ is closed under the meet operator of $F^m$. As in the lattice case, we have that $f[F] = C$ and that the closure operators preserve the structure: $f[F]$ is a confluence.

Formal concept analysis deals with how some pattern lattice is related to the power set of a set of objects described as elements of the pattern lattice via a Galois connection. With the purpose of extending formal concept analysis in the direction of simplifying the resulting representation, it was previously shown that by applying an interior operator to one of (or both) the lattices related by a Galois connection, we still obtain two lattices, a Galois connection between them, and an abstract concept lattice smaller than the original concept lattice. As we have investigated closure operators on confluences and shown that they preserve the confluence structure, the question arose then of relaxing the abstraction structure to a confluence included in the original lattice. We defined this way a confluence $F$ of a (host) lattice $T$ as a subset of $T$ such that each up-set $F^t$ rooted in any element $t$ of $T$ is closed under the join operator $\lor$ of $T$. An abstractions of $T$ is then a subconfluence of $T$ with a minimum. We obtain then the following result:

- Starting from Galois connection between two lattice $L$ and $X$ and restricting one of them, say $L$, to one of its confluence $F$ we obtain a set of Galois connections between the up-sets of $F$ and $X$, a closure operator $f$ on $F$ and a set of closure operators $h_m$ on $X$. We also obtain a set of pairs $(e(t), t)$ forming a confluence called a Galois confluence.

We may observe that symmetry is disrupted: a closure operator is defined only on the subconfluence of $L$ while in $X$ we rather have a family of closure operators. As a consequence all pairs in the Galois confluence have different closed elements of $F$ but two pairs may share a same element $e(t)$, which is closed w.r.t. two different closure operators on $X$. When applied to formal concept analysis we have then two directions: either we consider an intensional subconfluence, i.e. a subconfluence of the pattern lattice or we consider an extensional subconfluence, i.e. a subconfluence of the power set of objects. Section 6 investigates the concept confluences resulting from the former choice. There have been recently promising investigations on the other direction, in which case the power set of objects may be reduced to connected subgraphs of some graph whose vertices are the objects under investigation and have as labels their description in the pattern language[22, 23].
Coming back to the intensional case, the connected vertex subset of Example 4 should not mislead us about the kind of data analysis problems that can be addressed: general graph mining, in which matching two subgraphs leads in general to various maximal lower bounds (see for instance [24]), cannot be addressed by defining subconfluences. Formal concept analysis have however been successfully adapted to such cases by first considering as intensional space a powerset of subgraphs $2^S$ and then extract maximal subgraphs from them [25]. There is then a, possibly high, price to pay regarding the number of closed patterns to consider.

The general idea in using subconfluences of pattern languages is to restrict the language w.r.t. some a priori bias regarding what relates the primitive elements of the language. Example 4 displays a subconfluence of $2^E$, where $E$ is the edge set of some graph. This allows to consider relational graphs, as gene interaction graphs, where an object is therefore described as an edge subset, i.e. a set of interactions that occur in this object [21, 26]. We consider hereunder the case of connected conjunctions by considering connected subgraphs induced by vertex subsets of a graph $G = (S, E)$.

**Example 8.** Let $X = \{P(a, b), Q(b), P(b, c), Q(c), P(c, d), Q(d)\}$ be a set of ground predicates and $G = (S, E)$ be the graph obtained when considering that an edge connect two predicates whenever they share an argument: $(P(a, b), Q(b))$ is an edge but $(P(a, b), Q(c))$ is not. Consider then the connected subsets of predicates, representing connected conjunction of positive literals: $(P(a, b)Q(b)P(b, c)$ is connected but $P(a, b)Q(d)P(b, c)$ is not. By composing the resulting subconfluence of $2^S$ with an abstraction (see [22]) we may better define the targeted pattern language. For instance, by requiring that in such a pattern, considered as a subgraph, all vertices have degree at least 2, we select $(P(a, b)P(b, c)P(c, a))$ but not $(P(a, b)P(b, c)P(c, d))$.

In the following case connectivity expresses sequentiality:

**Example 9.** Let $S = a_1, a_2, \ldots, a_n$ be a sequence of distinct events that does not always all occur but always occur in the sequence order. A word is a contiguous subsequence of events $a_ia_i+1\ldots a_{i+k}$. Consider then a set $O$ of observations each made of a subsequence of $S$. When considering $2^S$ as the pattern language, patterns as $a_1, a_3, a_4, a_5$, are made of various words. When considering $S$ as the vertex set of a graph $G$ whose edges relate, for any $i$, $a_i$ to $a_{i+1}$, we obtain that the set $W$ of words is the subconfluence of $2^S$ associated to the connected vertex subsets of $G$ and therefore support closed words are
obtained using a closure operator: given a word \( m \), the closed word \( f(m) \) is the largest word including \( m \) and occurring in the same observations. For instance, \( f(a_3, a_4) \) could be \( a_2, a_3, a_4, a_5 \). It is also possible to introduce \( k \)-bounded gaps in the words by adding additional edges. For instance \( a_1a_3a_4 \) is a 2-bounded gaps pattern since for any \( a_i a_j \) in this subsequence we have that \( j - i \leq 2 \). The set \( W_k \) of \( k \)-bounded gaps patterns again is a subconfluence of \( 2^S \) associated to connected vertex subsets of the previous graph to which \( a_i a_{i+2} \) edges have been added. In both cases, the algorithm provided in Section 7 lists the corresponding support closed patterns.

Using confluences in formal concept analysis and closed pattern mining has still to be explored in depth. Any pattern language which has a least general generalization operator \([27, 28]\) is a candidate to apply connectivity constraint and extract confluences. From a theoretical point of view there is still investigations to be performed regarding confluences and lattice confluences as order structures. In particular our study here is limited to finite orders. As in the case of lattices, results and definitions on confluences holds in the case of infinite but complete structures, however in the infinite case minimal elements may not exist and all consequences of Lemma 2 as second equality in Theorem 3 should be ignored.

Regarding algorithmics, Algorithm 1 is restricted to strongly accessible confluent families. However, this strong limitation can be overcome. One way for this is changing the host lattice in such a way that the confluence becomes strongly accessible, which may however result in a large number of atoms.

9. Conclusion

There is still much to explore, in particular regarding the definition of implication bases and the algorithms to build them. The construction and visualisation of a concept confluence diagram is also an open problem. A major domain of interest for such an extended FCA is its application to analyse data in complex networks. A first work introduced graph abstractions and their use, in reducing the extensional space to analyze an attributed graph \([29]\). More recently, a work on extensional confluences has been presented in order to extract a confluence of subcommunities, associated to local closed patterns and local implications, in an attributed graph\([22]\). We argue that
extending FCA in this direction is a way to widen its scope in data analysis, as modeling data in a labelled graph is an active domain. Further work concerns applications to directed graphs and multiplex networks, and in the theoretical side, the reduction of both intensional and extensional spaces to confluences. An area of application would then be situations in which observations are connected in some way, as for instance experiments sharing some initial conditions, while patterns are made of possibly connected attributes, as for instance gene expressions in an interaction network.

References

[1] B. Ganter, R. Wille, Formal Concept Analysis: Mathematical Foundations, Springer Verlag, 1999.

[2] N. Caspard, B. Monjardet, The lattices of closure systems, closure operators, and implicational systems on a finite set: a survey, Discrete Appl. Math. 127 (2) (2003) 241–269. doi:http://dx.doi.org/10.1016/S0166-218X(02)00209-3.

[3] E. Diday, R. Emilion, Maximal and stochastic Galois lattices, Discrete Appl. Math. 127 (2) (2003) 271–284. doi:http://dx.doi.org/10.1016/S0166-218X(02)00210-X.

[4] N. Pasquier, Y. Bastide, R. Taouil, L. Lakhal, Efficient mining of association rules using closed itemset lattices, Information Systems 24 (1) (1999) 25–46.

[5] J. Guigues, V. Duquenne, Famille non redondante d’implications informatives résultant d’un tableau de données binaires, Mathématiques et Sciences humaines 95 (1986) 5–18.

[6] K. Bertet, B. Monjardet, The multiple facets of the canonical direct unit implicational basis, Theor. Comput. Sci. 411 (22-24) (2010) 2155–2166. doi:10.1016/j.tcs.2009.12.021. URL http://dx.doi.org/10.1016/j.tcs.2009.12.021

[7] H. Soldano, V. Ventos, Abstract Concept Lattices, in: P. Valtchev, R. Jäschke (Eds.), International Conference on Formal Concept Analysis (ICFCA), Vol. 6628 of LNAI, Springer, Heidelberg, 2011, pp. 235–250.
[8] B. Ganter, S. O. Kuznetsov, Pattern structures and their projections, in: International conference on conceptual structures (ICCS), Vol. 2120 of LNCS, Springer, 2001, pp. 129–142.

[9] N. Pernelle, M.-C. Rousset, H. Soldano, V. Ventos, Zoom: a nested Galois lattices-based system for conceptual clustering, J. of Experimental and Theoretical Artificial Intelligence 2/3 (14) (2002) 157–187.

[10] M. Liqüère, J. Sallantin, Structural machine learning with Galois lattices and graphs, in: International Conference on Machine Learning (ICML), Morgan Kaufmann Publishers Inc., San Francisco, CA, USA, 1998, pp. 305–313.

[11] G. Polaillon, Interpretation and reduction of Galois lattices of complex data, in: V. M. Rizzi A, B. H (Eds.), Advances in Data Science and Classification, Springer-Verlag, 1998, pp. 433–440.

[12] H. Arimura, T. Uno, Polynomial-delay and polynomial-space algorithms for mining closed sequences, graphs, and pictures in accessible set systems, in: SIAM International Conference on Data Mining (SDM), SIAM, 2009, pp. 1087–1098.

[13] T. S. Blyth, Lattices and Ordered Algebraic Structures, Universitext, Springer, 2005.

[14] M. Boley, T. Horváth, A. Poigné, S. Wrobel, Listing closed sets of strongly accessible set systems with applications to data mining, Theor. Comput. Sci. 411 (3) (2010) 691–700.

[15] H. Soldano, Closed patterns and abstraction beyond lattices, in: C. V. Glodeanu, M. Kaytoue, C. Sacarea (Eds.), Formal Concept Analysis 12th International Conference, ICFCA 2014, Cluj-Napoca, Romania, June 10-13, Vol. 8478 of Lecture Notes in Computer Science, Springer, 2014, pp. 203–218. doi:10.1007/978-3-319-07248-7, URL http://dx.doi.org/10.1007/978-3-319-07248-7

[16] H. Soldano, Extensional confluences and local closure operators, in: J. Baixeries, C. Saracea, M. Ojeda-Aciego (Eds.), Formal Concept Analysis 13th International Conference, ICFCA, Vol. 9113 of LNCS, Springer, Nerja (Malaga), Spain, 2015, pp. 128–144.
[17] H. Soldano, V. Ventos, Abstract Concept Lattices, in: P. Valtchev, R. Jäschke (Eds.), International Conference on Formal Concept Analysis (ICFCA), Vol. 6628 of LNAI, Springer, Heidelberg, 2011, pp. 235–250.

[18] S. Ferré, O. Ridoux, An introduction to logical information systems, Information Processing and Management 40 (3) (2004) 383–419.

[19] N. Pasquier, R. Taouil, Y. Bastide, G. Stumme, L. Lakhal, Generating a condensed representation for association rules, Journal Intelligent Information Systems (JIIS) 24 (1) (2005) 29–60.

[20] M. Boley, T. Horváth, A. Poigné, S. Wrobel, Listing closed sets of strongly accessible set systems with applications to data mining, Theor. Comput. Sci. 411 (3) (2010) 691–700.

[21] B. Negrevergne, A. Termier, M.-C. Roussset, J.-F. Méhaut, Paraminer: a generic pattern mining algorithm for multi-core architectures, Data Mining and Knowledge Discovery 28 (3) (2013) 593–633. doi:10.1007/s10618-013-0313-2

[22] H. Soldano, G. Santini, D. Bouthinon, Local knowledge discovery in attributed graphs, in: A. Esposito (Ed.), 27th IEEE International Conference on Tools with Artificial Intelligence, ICTAI, Vietri sul Mare, Italy, IEEE Computer Society, 2015, pp. 250–257.

[23] H. Soldano, Extensional confluences and local closure operators, in: C. S. Jaume Baixeries, M. Ojeda-Aciego (Eds.), Formal Concept Analysis 13th International Conference, ICFCA, Nerja (Malaga), Spain, Vol. 9113 of LNCS, Springer, 2015, pp. 128–144.

[24] B. Douar, M. Liquiere, C. Latiri, Y. Slimani, Lc-mine: a framework for frequent subgraph mining with local consistency techniques, Knowl. Inf. Syst. 44 (1) (2015) 1–25. doi:10.1007/s10115-014-0769-4

[25] S. O. Kuznetsov, M. V. Samokhin, Learning closed sets of labeled graphs for chemical applications, in: S. Kramer, B. Pfahringer (Eds.), Inductive Logic Programming (ILP), Vol. 3625 of Lecture Notes in Computer Science, Springer, 2005, pp. 190–208.

[26] X. Yan, X. J. Zhou, J. Han, Mining closed relational graphs with connectivity constraints, in: Proceedings of the 21st International Conference
on Data Engineering, ICDE ’05, IEEE Computer Society, Washington, DC, USA, 2005, pp. 357–358. doi:10.1109/ICDE.2005.86
URL http://dx.doi.org/10.1109/ICDE.2005.86

[27] G. D. Plotkin, A further note on inductive generalization (1971).

[28] W. W. Cohen, A. Borgida, H. Hirsh, Computing Least Common Subsumers in Description Logics, in: National Conference on Artificial Intelligence, 1992, pp. 754–760.

[29] H. Soldano, G. Santini, Graph abstraction for closed pattern mining in attributed network, in: T. Schaub, G. Friedrich, B. O’Sullivan (Eds.), European Conference in Artificial Intelligence (ECAI), Vol. 263 of Frontiers in Artificial Intelligence and Applications, IOS Press, 2014, pp. 849–854.

A. Proofs

Proof Proposition 2

- \( p \circ f \) Extensive on \( p[L] \)?
  
  Let \( x \in p[L] \), we have first \( f(x) \geq x \) as \( f \) extensive, then \( p \circ f(x) \geq p(x) \)
  as \( p \) monotone, finally \( p(x) = x \) as \( x \) belongs to \( p[L] \) and \( p \) is idempotent.
  
  As a result, \( p \circ f(x) \geq x \)

- \( p \circ f \) monotone on \( p[L] \)? As both \( p \) and \( f \) are monotone, obviously
  
  \( p \circ f \) is monotone

- \( p \circ f \) idempotent on \( p[L] \)?
  
  1. We have \( p \circ f(x) \geq x \) as \( p \circ f \) is extensive. Applying \( f \) then \( p \), both
     monotones, to this inequality, we obtain \( p \circ f \circ p \circ f(x) \geq p \circ f(x) \)

  2. We have \( f(x) \geq p \circ f(x) \) as \( p \) is intensive, and \( f \circ f(x) \geq f \circ p \circ f(x) \)
     as \( f \) is monotone. As \( f \) is idempotent, this means \( f(x) \geq f \circ p \circ f(x) \)
     \( f(x) \), and finally \( p \circ f(x) \geq p \circ f \circ p \circ f(x) \).

  From 1 and 2 we deduce \( p \circ f \circ p \circ f(x) = p \circ f(x) \)

\[ \square \]

Proof Theorem 1

36
• ⇒ \( C \) is a closure subset of \( F \) means that there exists a closure operator \( f : F \to F \) such that \( f[F] = C \).

For any \( x \in F^t \), we have that \( f(x) \in F^t \) (extensivity of \( f \)) i.e. \( f[F^t] \subseteq F^t \) and therefore we can then define \( f_t : F^t \to F^t \) such that for any \( x \in F^t \), \( f_t(x) = f(x) \). It is straightforward that \( f_t \) is a closure on \( F^t \), since \( f \) is a closure on \( F \). Now, in one hand, we have obviously that \( f_t[F^t] \subseteq F^t \) and that \( f_t[F^t] = f[F^t] \subseteq C \), and therefore \( f_t[F^t] \subseteq C \cap F^t \).

In another hand, consider any \( x \in C \cap F^t \), as \( x \in C \) we have that \( x = f(x) \) and therefore \( x = f_t(x) \), as a conclusion \( C \cap F^t \subseteq f_t[F^t] \).

From these two inequalities we deduce that \( f_t[F^t] = C \cap F^t \). This means that \( C \cap F^t \), is the range of a closure operator on the lattice \( F^t \), and according to Proposition 3 is closed under \( \wedge_t \). As this is true for any \( t \) in \( F \), \( C \) is closed under local meet in \( F \).

• ⇐ Let \( C \) be a subset of \( F \) closed under local meet. This means that for any \( t \), \( C \cap F^t \) is a subset of the lattice \( F^t \) which is closed under the meet operator \( \wedge_t \) and therefore is also a lattice. As a result of Proposition 3 we have then that there exists a closure operator \( f_t \) on \( F^t \) such that for any \( x \in F^t \), \( f_t(x) = \wedge_{t \in C \cap F^t} x = \wedge_{t \in C \cap F^t} c = f_t[F^t] \). We will consider then the mapping \( f : F \to F \) such that \( f(x) = f_t(x) \). It is straightforward that \( f \) is a closure operator.

  - For any \( x \in F \), \( f(x) = f_t(x) \) and we have that \( x \leq f_t(x) = f(x) \) and therefore \( f \) is extensive.
  
  - For any \( x, y \in F \) with \( x \leq y \) we have that \( f_t(x) \leq f_t(y) \) and as \( F^y \) is a sublattice of \( F^x \) we have \( \wedge_y = \wedge_x \) and therefore \( f_t(y) = f_y(y) \). We obtain then that \( f_t(x) \leq f_y(y) \) i.e. \( f(x) \leq f(y) \) and conclude that \( f \) is monotone.
  
  - Let \( y = f_t(x) = f(x) \). As \( f_t \) is idempotent we have \( f(x) = f(x) \).

As above, \( F^y \) is a sublattice of \( F^x \) and therefore \( f_y(y) = f_x(y) \). We obtain then that \( f_t(x) = f_y(y) \) i.e. \( f(x) = f(f(x)) \) and conclude that \( f \) is idempotent.

We may rewrite \( C \) as \( C = \cup_{t \in F} C \cap F^t \). For any \( t \in F \) we have by definition \( C \cap F^t = f_t[F^t] = f[F^t] \), and therefore \( C = \cup_{t \in F} f[F^t] = f[F] \).

As a conclusion \( C \) is a closure subset of \( F \). 

\( \square \)
Proof Proposition \[ \text{From Proposition } 5 \text{ we know that for any } t \in F, \] \[ F^T = p_t[T^t] \text{ is the abstraction of the lattice } T^t \text{ associated to the interior operator } p_t. \] Following Proposition 4 this means that \( p_t \circ f \) is a closure operator on \( F^t \) we further denote by \( f_i. \) \( f_F \) is then defined by \( f_F(t) = f_i(t). \) We obtain then that \( f_F \) is a closure operator on \( F: \)

- \( f_F \) extensive? For any \( t \in F, \) \( f_F(t) = f_i(t) \geq t \) as \( f_i \) is extensive on \( F^t \)

- \( f_F \) monotone? For any \( x, y \in F \) and \( y \geq x, \) we have \( f_x(x) \leq f_x(y) \) as \( f_x \) is monotone. Furthermore we have \( f_x(y) = p_x \circ f(y) = p_y \circ f(y) = f_y(y) \) following Lemma 6 and therefore \( f_x(x) \leq f_y(y) \) i.e. \( f_F(x) \leq f_F(y). \)

- \( f_F \) idempotent? For any \( x \in F, \) let \( y = f_x(x). \) We have \( f_x(x) = f_y(x) \) as \( f_x \) is idempotent. But we also know, again following Lemma 6 that \( f_x(y) = f_y(y), \) and as a result \( f_x(x) = f_y(y) \) i.e. \( f_F(x) = f_F(y) = f_F(f_F(x)). \)