Dynamical invariants in a non-Markovian quantum-state-diffusion equation
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We find dynamical invariants for open quantum systems described by the non-Markovian quantum-state-diffusion (QSD) equation. In stark contrast to closed systems where the dynamical invariant can be identical to the system density operator, these dynamical invariants no longer share the equation of motion for the density operator. Moreover, the invariants obtained with a biorthonormal basis can be used to render an exact solution to the QSD equation and the corresponding non-Markovian dynamics without using master equations or numerical simulations. Significantly we show that we can apply these dynamical invariants to reverse engineering a Hamiltonian that is capable of driving the system to the target state, providing a different way to design control strategy for open quantum systems.
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I. INTRODUCTION

The theory of the open quantum system [1] provides a realistic and complete description that takes into account the often uncontrollable and inevitable interaction between the system under consideration and its environment. This particular field has attracted much attention from physicists because environment-induced effects play a vital role in a wide variety of research topics such as quantum information [2], quantum transport [3], and quantum optics [4]. Indeed, in practical quantum information processing, the inevitable interactions between the system and the environment generally lead to a deterioration of quantum information, which is one of the biggest hurdles of building quantum devices or setups. Conventionally, the Markov approximation was extensively used because of its simplicity and validity for systems where the system-bath coupling is weak and the memory effect of the bath is negligible. The Markovian approximation entails that the open system dynamics is forgetful and is valid only when memory effects of the environment are negligible. However, this approximation becomes invalid when the system-environment coupling is strong or when the environment is structured [1]. Consequently, general non-Markovian environments have to be considered in explaining new experimental advances in quantum optics [5], as well as in various quantum information tasks where environmental memory can be utilized to control entanglement dynamics [6]. Therefore, it is vital to have a non-Markovian description of the system’s dynamics under the influence of the memory effects and the backaction of the environment without making any approximation. However, a precise description of non-Markovian open systems has long been a challenge. To this end, many theoretical approaches have been developed [7–11]. Among them, a stochastic Schrödinger equation called the non-Markovian quantum state diffusion (QSD) [10,11], which was derived from a microscopic Hamiltonian, has several advantages over other exact master equations and has been proven to be a powerful tool in the study of the system dynamics. While originally derived for systems embedded in a bosonic bath, the QSD framework has been extended to deal with a fermionic bath as well [12,13]. Exact master equations were derived for many interesting systems such as dissipative multilevel atoms [14], multiple qubits [15], and quantum Brownian motion [10,16], which was also exactly given via a path-integral approach [17]. Recently, a generic tool for deriving a non-Markovian master equation has been developed using QSD [18] which is applicable to a generic open quantum system irrespective of the system-environment coupling strength and the environment frequency distribution. Quantum continuous measurement [19–21] and the quantum control method [22] employing the QSD were also studied.

In quantum mechanics, an invariant of a quantum system remains intact during evolution of the system. The Lewis-Riesenfeld dynamical invariant [23,24], which was first introduced to find the solutions for time-dependent Schrödinger equations, has been used lately to engineer quantum states [25,26], perform quantum computation tasks [27], as well as study shortcuts to adiabaticity [28]. However, it has been shown that for closed systems under Hermitian Hamiltonians, the system density matrix itself (evolved by the propagator) can be a dynamic invariant, since they share the same linear equation of motion. The dynamical invariant has also been extended to non-Hermitian Hamiltonians [29] and convolutionless master equations [30]. In this paper, we show that for open systems whose dynamics can be described by the QSD equation, the invariants are no longer equivalent to the reduced density operator. It is also possible to obtain an analytic solution of the QSD equation using the dynamical invariants.

Published by the American Physical Society under the terms of the Creative Commons Attribution 3.0 License. Further distribution of this work must maintain attribution to the author(s) and the published article’s title, journal citation, and DOI.

*lianaowu@gmail.com
under a biorthonormal basis, yielding new information on the analytical quantum trajectories. Using the QSD invariants, we can also reverse engineer a Hamiltonian that is capable of driving the system to the target state. Unlike unitary evolutions, this control protocol allows the spectrum of the state to change, making it more appealing to experimental realizations.

II. QSD EQUATION

We consider a generic quantum system embedded in a bosonic bath with the Hamiltonian [10,11] (setting $\hbar = 1$)

$$
H = H_{\text{sys}} + \sum_k (g_k L b_k^d + g_k^* L^\dagger b_k) + \sum_k \omega_k b_k^d b_k,
$$

(1)

where $H_{\text{sys}}$ is the Hamiltonian of the system, $L$ is the Lindblad operator, $b_k$ denotes the $k$th-mode annihilation operator of the bosonic bath with frequency $\omega_k$, and $g_k$ stands for the coupling strength. The bath can be represented by a set of complex numbers $\{z_k\}$ which labels the Bargmann coherent state of each bath mode $k$. One remarkable feature of this open system is that the influence of the bath can be fully encoded in a bath correlation function, $\alpha(t,s) = \sum_k |g_k|^2 e^{-i\omega_k(t-s)}$. If we define a function $z^*_n \equiv -i \sum_k g_k^* z^*_k e^{i\omega_k(t-s)}$ that characterizes the time-dependent states of the bath and interpret $z_k$ as a Gaussian random variable, then $z^*_n$ becomes a Gaussian random process with a zero mean $M[z^*_n] = 0$ and the correlation function $\alpha(t,s) = M[z(z^*_n)]$, where $M[\cdot]$ stands for the ensemble average. For simplicity, we first consider the case of a zero-temperature bath. In this case, the state $|\psi_\alpha(t)\rangle = (z^* |\Psi_{\text{tot}}\rangle)$, obtained by projecting the total wave function $|\Psi(t)\rangle$ onto the bath state $|z\rangle$, corresponds to a quantum trajectory of the system and obeys a linear, time-local QSD equation [10],

$$
\frac{\partial}{\partial t} |\psi_\alpha(t)\rangle = [-i H_{\text{sys}} + L z^* - L^\dagger \tilde{O}(t,z)]|\psi_\alpha(t)\rangle,
$$

(2)

where $O$ is an operator ansatz defined by the functional derivative $\frac{\partial}{\partial z} |\psi(t)\rangle = O(t,s,z^*)|\psi(t)\rangle$, and $\tilde{O}(t,z^*) = \int_0^t O(t,s,z^*)ds$. The reduced density operator $\rho_\alpha(t) \equiv \text{Tr}_{\text{bath}}[|\psi_\alpha(t)\rangle \langle \psi_\alpha(t)|]$ can be obtained as $\rho_\alpha(t) = M[|\psi_\alpha(t)\rangle \langle \psi_\alpha(t)|]$ by the ensemble average of the quantum trajectories under all possible realizations of the noise function and then the corresponding non-Markovian master equations can, in principle, be derived. The main challenge in the application of the QSD is to derive the functional derivative $O$ operator. This $O$ operator can be exactly obtained for some simple models (see, e.g., [10]) or perturbatively derived for more general systems [31]. Note that the QSD equation under a specific noise realization $z^*$ can be formally interpreted as a Schrödinger equation with the non-Hermitian effective Hamiltonian

$$
H_{\text{eff}} = H + i L z^* - i L^\dagger \tilde{O}(t,z^*).
$$

(3)

Below we use the dynamical invariants to analytically solve the QSD equation, which could give us an explicit expression for the reduced density matrix.

III. DYNAMICAL INVARIANTS IN AN OPEN QUANTUM SYSTEM

The Lewis-Riesenfeld dynamical invariant was first developed [23] to study the magnetic-moment series for a charged particle moving nonrelativistically in an electromagnetic field and later generalized [24] to solve the time-dependent Schrödinger equation. The invariant $I(t)$ was defined so that its expectation value under any density operator $\rho(t)$ is time independent, i.e., $\frac{d}{dt} \text{Tr}[\rho(t)I(t)] = \frac{d}{dt} \text{Tr}[I(t)] = 0$.

It has been shown that the Lewis-Riesenfeld dynamical invariant is useful in dealing with time-dependent quantum problems, such as quantum computing in continuous time [27]. In fact, for closed systems whose dynamics is governed by a Hermitian Hamiltonian, the Lewis-Riesenfeld dynamical invariant obeys $\frac{d}{dt} I(t) = -i[H,I(t)]$, i.e., the von Neumann equation, and thus shares the same dynamical behavior as the density operator. As a result, with the knowledge of the dynamical invariant, one can know the dynamics of the system under consideration. It is shown [25] that the dynamical invariant $I(t)$, the propagator $U(t)$, and the density operator $\rho(t)$ are mutually equivalent to each other without considering the Lewis-Riesenfeld phase. Indeed, if we let $I(t) = \rho(t)$, then for any unitary propagator $U(t)$ and density operator $\rho(t)$, we have $\tilde{I} = \text{Tr}[\rho(0)\rho(t)]$, which is time independent. The propagator $U(t)$ can also be written as $U(t) = \sum_n \langle \varphi_n(t) | \varphi_n(0) \rangle$, where $| \varphi_n(t) \rangle$ is the instant eigenvector of the dynamical invariant. Thus, it readily follows that if a closed system is initially prepared in one of the eigenvectors of $I(0)$, then it will necessarily evolve to the instant eigenvector of $I(t)$ with the same index at a later time $t$. This property makes the dynamical invariant a valuable tool for both studying the state engineering [25] and calculating the geometric phases.

In contrast, for an open quantum system whose dynamics is determined by the QSD equation, the problem becomes complicated. The reduced density operator under a particular realization of noise function $z$ can be shown to satisfy

$$
\frac{\partial}{\partial z} P_z(t) = i [P_z(t) H_{\text{eff}} - H_{\text{eff}} P_z(t)],
$$

(4)

where $P_z(t) = \langle \psi_z(t) | \langle \psi_z(t)|$ and $H_{\text{eff}}$ is the effective time-dependent non-Hermitian Hamiltonian given by the QSD in Eq. (2). If one directly defines the dynamical invariant as $I(t) = \text{Tr}[P_z(t)H_{\text{eff}} - H_{\text{eff}} P_z(t)]$, which differs from Eq. (4) unless $H_{\text{eff}}$ is Hermitian. Thus, the dynamical invariant defined this way does not give the reduced density operator of the system under a given noise channel $z$.

On the other hand, various studies [28,29] have used the biorthonormal basis to study the dynamical invariants for a non-Hermitian system. In such a framework, a complete biorthonormal set of eigenvectors is introduced so that the left and right eigenvectors of the Hamiltonian are given, respectively, by $H_{\text{eff}} | \psi_\lambda(t) \rangle = \lambda(t) | \psi_\lambda(t) \rangle$ and $| \psi_\lambda(t) \rangle H_{\text{eff}} = \lambda(t) | \psi_\lambda(t) \rangle$, where the orthonormal condition becomes $\langle \psi_\mu | \psi_\mu \rangle = \delta_{\mu,\lambda}$ and the completeness is $\sum_\lambda | \psi_\lambda \rangle \langle \psi_\lambda | = 1$. Note that it should be carefully checked.
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if such an eigendecomposition indeed exists for the system under consideration because it may not be always so for any non-Hermitian Hamiltonian [32]. For the criteria proposed in [32], we have the system Hamiltonian as the self-adjoint part, and the rest should generally be continuous and bounded for real physical scenarios. Then, the time evolution is now governed by $i|\dot{\psi}(t)\rangle = H_{\text{eff}}|\psi(t)\rangle$ and $i\frac{d}{dt}|\dot{\psi}(t)\rangle = H_{\text{eff}}^\dagger|\dot{\psi}(t)\rangle$.

As a result, the definition $\frac{d}{dt}\text{Tr}[\hat{P}_c(t)I(t)] \equiv 0$, where $\hat{P}_c(t) = |\psi_z^+(t)\rangle\langle\psi_z^+(t)|$, gives

$$\frac{\partial}{\partial t} I(t) = -i[H_{\text{eff}}, I(t)], \quad (5)$$

which has the same form as in the Hermitian case, albeit non-Hermitian. The Hamiltonian of the system is

$$H(t) = \lambda_{\omega} J_z + \lambda \sigma \sigma_+ + \sum_{\gamma} \frac{\gamma}{2} \left| z_{\gamma} \right|^2 \langle \gamma | G(t) | \gamma \rangle$$

under the rotating-wave approximation (RWA). This model is central result and it applies to any realizations of the noise and can be used to give an analytical solution to the QSD equation. For a system with known $O$ determined, we can analytically predict the quantum trajectory for each realization of the noise $z_{\gamma}$, which was previously determined numerically using the RWA method. The reduced density operator of the system can be obtained by analytically taking the ensemble average for all realizations of noises via Novikov’s theorem [18].

IV. QUANTUM TRAJECTORIES

As an illustrative example, we apply the dynamical invariants method to the quantum dynamics of a dissipative qubit under the rotating-wave approximation (RWA). This model is widely used to display the decoherence effects and is exactly solvable. The Hamiltonian of the system is $H_0 = \sigma_z$, and the Lindblad operator is $L = \lambda \sigma_+$, where $\lambda$ is the system-bath coupling strength and $\sigma$ are Pauli matrices. The $O$ operator for this model [10] takes the form of $O(t,z^*) = F(t)\sigma_+$, where $F(t)$ is a function depending on both the system parameters and the bath spectral density. We can obtain the dynamical invariant for a given channel $z$ via Eq. (5) as

$$I(t) = \sigma_z + 2\lambda \int_0^t \sigma_+^* \exp \left( \int_u^t 2i + \lambda F(s)ds \right) d\sigma_-$$

$$\equiv \sigma_+ + g(t)\sigma_- \quad (7)$$

where $\sigma_+ = \sigma_0 + \sigma_1$ for real physical scenarios. Then, the time evolution is now governed by $i|\dot{\psi}(t)\rangle = H_{\text{eff}}|\psi(t)\rangle$ and $i\frac{d}{dt}|\dot{\psi}(t)\rangle = H_{\text{eff}}^\dagger|\dot{\psi}(t)\rangle$.

FIG. 1. (Color online) The real and imaginary part of the wave function vs time $t$ under one random realization of the noise function $z_{\gamma}$ for the RWA spin-boson model, where we used $\gamma = \Gamma = \lambda = 1$. The solid circles correspond to the numerical solutions; the solid open circles and triangles correspond to the analytical results obtained via the dynamical invariant given by Eq. (5).

The left and right eigenvectors can be readily obtained and we finally have

$$|\psi_{\gamma}(t)\rangle = \psi_1(0) \exp \left[ -\lambda \int_0^t F(\tau)d\tau - it \right] \left( \begin{array}{c} 1 \\ 0 \end{array} \right)$$

assuming an initial state $|\psi_{\gamma}(t)\rangle = |\psi_1(0),\psi_2(0)\rangle^T$, with $T$ denoting the transpose of a matrix. In particular, for the Ornstein-Uhlenbeck noise $a(t,s) = \gamma \Gamma \exp(-\gamma |t - s|)/2$, $F(t)$ can be explicitly given by $F(t) = -\gamma F(t) + 2\lambda F(t) + \lambda F(t)^2 + \lambda \gamma / 2$. In Fig. 1, we plot the real and imaginary parts of the wave function against time, and an excellent agreement with the numerical solution is observed.

Implementation of $\mathcal{M}(\gamma)|\psi_{\gamma}(t)\rangle$ gives the reduced density operator. This provides us with an analytic tool to deal with the QSD equation. For a system with known $O$ operator, we can use it to directly obtain an explicit expression for the reduced density operator as a function of time neither using a master equation nor resorting to numerical calculations. This can be very beneficial for high-dimensional systems whose numerical calculations may be very time consuming. Another more complex example is the dissipative three-level atom with $H_0 = \omega J_z = \omega_0 |0\rangle \langle 0| - |2\rangle \langle 2|$ and $L = J_+ = \sqrt{2}(0(|1\rangle \langle 1| + |2\rangle \langle 2|))$. The $O$ operator for this model [33] explicitly depends on the noise $z_{\gamma}$ and is given by $O = F(t)J_+ + G(t)J_+J_+ + P_c(t)J_+F_2$, where $F(t)$, $G(t)$, and $P_c(t)$ are time-dependent functions that can, in principle, be calculated once the correlation function $a(t,s)$ is known. It is clear that we can assume an upper-triangular invariant of the form

$$I(t) = \begin{pmatrix} 0 & a(t) & b(t) \\ 0 & 1 & c(t) \\ 0 & 0 & 2 \end{pmatrix}.$$
dynamic invariant $I(t)$ for this model,
\[ a(t) = \mathcal{R}\{[2F(t) + G(t)] - i\omega, \sqrt{2z_t}\}, \]
\[ b(t) = \mathcal{R}\{[F(t) - i\omega, \sqrt{2}[2a(t)P_s(t) - [a(t) - c(t)]z_t]]\}, \]
\[ c(t) = \mathcal{R}\{-2G(t) - i\omega, \sqrt{2}[z_t - 2P_s(t)]\}, \]
where $\mathcal{R}\{g(t), h(t)\} = \int_0^t \exp\{\int_0^t g(s)ds\}h(u)du$. We then have
\[ |\psi_+(0)\rangle = \psi_1(0)e^{-i\omega t}|0\rangle + \psi_2(0)e^{i\omega t}\left(-2\int_0^t F(s) + G(s)ds\right)|\psi_2(t)\rangle + \psi_3(0)e^{-i\omega t}\left[-2\int_0^t F(s)ds\right]|\psi_3(t)\rangle, \quad (11) \]
where
\[ |\psi_2(t)\rangle = a(t)|0\rangle + |1\rangle, \]
\[ |\psi_3(t)\rangle = \frac{b(t) + a(t)c(t)}{2}|0\rangle + c(t)|1\rangle + |2\rangle. \quad (12) \]
It analytically reveals the quantum trajectory of the dissipative three-level system.

V. REVERSE ENGINEERING

Now we show how to use dynamical invariants to design a Hamiltonian that can be used to drive an initial state to a target state by means of reverse engineering [25]. Specifically, to design the needed Hamiltonian, we first construct an invariant $I(t)$ such that one of its time-dependent eigenvectors $|\psi_i\rangle$ follows the desired time-evolution path, according to Eq. (6). The rest of the eigenvectors $\mathcal{R} = \{|\psi_i\rangle; i = 2, \ldots, N\}$ are left as undetermined parameters which we will use later to make the invariant compatible with the QSD equation. Then, we take the time derivative of this invariant to obtain its equation of motion and compare it with Eq. (5), where $H_{\text{eff}}$ should be formally compatible with Eq. (3), imposed by the QSD equation, i.e., $H_s$ should be Hermitian, both $H_e$ and $L$ should be noise independent, and the $O$ operator is determined by $H_e$ and $L$. This is achievable by choosing an appropriate set of basis $\mathcal{R}$. We then have the desired Hamiltonian $H_e$ of the system and the corresponding $L$ operator.

As an illustrative example, we consider a two-level open system with the target state $|\psi_T\rangle = (|0\rangle + |1\rangle)/\sqrt{2}$. By letting this state be one of the eigenvectors of the invariant, we first make a noise-dependent invariant of the form
\[ I(t) = \begin{pmatrix} p(t, z_t^+) & -p(t, z_t^+) - 1 \\ p(t, z_t^+) - 1 & -p(t, z_t^+) \end{pmatrix}, \quad (13) \]
where $p(t, z_t^*)$ is a function determined by the Hamiltonian $H_e$ of the system and Lindblad operator $L$ that we are designing. If the coefficient $c_p(t)$ in the general solution to Eq. (6) decays to zero for the other eigenvector of the invariant, we certainly find the steady target state. Unlike a closed system, the specific form of the effective Hamiltonian of the QSD poses constraints on $H_e$ and $L$ in that $H_e$ needs to be Hermitian and noise independent. With both $H_e$ and $L$ given, the $O$ operator is then determined. Taking this into consideration and inserting Eq. (13) into Eq. (5), we find that $H_e = -i\sigma_z$ and $L = \lambda(\sigma_z - i\sigma_y)$. In Fig. 2, we numerically plot the fidelity between the engineered state and the target state, as well as the purity of the engineered state for three randomly chosen mixed initial states. It can be seen that the fidelity monotonically increases to one and become unity after some time, indicating a steady target state is reached. In sharp contrast to the closed quantum system that evolves unitarily, the spectrum of the state is free to change, and we can drive a mixed state to a target pure state by using the non-Markovian dynamics of an open quantum system.

VI. CONCLUSION

In conclusion, we studied the dynamical invariants in non-Markovian open systems whose temporal evolution is governed by the non-Markovian QSD equation. For systems that have an exact operator representation of the function derivative in the form of the $O$ operator, the dynamical invariant can be obtained analytically. Dynamical invariants of the QSD equation are discovered, and it is found that the non-Hermitian dynamical invariants do not share the same equation of motion as the reduced density matrix but its eigenvectors can be used to generate an analytical expression of the solution of QSD. This enables us to obtain the temporal evolution of the open system without deriving and then solving the non-Markovian master equations. Using reverse engineering along with the QSD invariants, we are able to design a Hamiltonian and Lindblad operator that can be used to drive an initial state to a target state via non-Markovian evolution.
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APPENDIX : DERIVATION FOR THE SOLUTION TO QSD

Using Eq. (5), we take the time derivative of

$$ I | \phi_\lambda \rangle = \lambda | \phi_\lambda \rangle, \quad \text{(A1)} $$

and project it onto $| \tilde{\phi}_\mu \rangle$,

$$ -i \lambda \langle \tilde{\phi}_\mu | H_{\text{eff}} | \phi_\lambda \rangle + i \mu \langle \tilde{\phi}_\mu | H_{\text{eff}} | \phi_\lambda \rangle + \mu \langle \tilde{\phi}_\mu | \phi_\lambda \rangle = \lambda \langle \phi_\mu | \phi_\lambda \rangle + \lambda \langle \tilde{\phi}_\mu | \phi_\lambda \rangle. \quad \text{(A2)} $$

Thus,

$$ \dot{\lambda} \delta_{\mu, \lambda} = (\mu - \lambda) \left[ \langle \tilde{\phi}_\mu | \phi_\lambda \rangle + i \langle \tilde{\phi}_\mu | H_{\text{eff}} | \phi_\lambda \rangle \right], \quad \text{(A3)} $$

$$ \mu = \lambda \Rightarrow \dot{\lambda} \equiv 0, \quad \text{(A4)} $$

$$ \mu \neq \lambda \Rightarrow | \tilde{\phi}_\mu \rangle = -i \langle \tilde{\phi}_\mu | H_{\text{eff}} | \phi_\lambda \rangle. \quad \text{(A5)} $$

We then expand the wave function in this basis:

$$ | \psi(t) \rangle = \sum_\lambda c_\lambda(t) | \phi_\lambda \rangle. \quad \text{(A6)} $$

Inserting it into the QSD equation and projecting onto $| \tilde{\phi}_\mu \rangle$, we have

$$ \sum_\lambda c_\lambda \delta_{\mu, \lambda} + \sum_\lambda c_\lambda \langle \tilde{\phi}_\mu | H_{\text{eff}} | \phi_\lambda \rangle = -i \lambda \sum_\lambda c_\lambda \langle \tilde{\phi}_\mu | H_{\text{eff}} | \phi_\lambda \rangle. \quad \text{(A7)} $$

Therefore,

$$ \dot{c}_\mu = \sum_\lambda \left[ -i c_\lambda \langle \tilde{\phi}_\mu | H_{\text{eff}} | \phi_\lambda \rangle - c_\mu \langle \tilde{\phi}_\mu | \phi_\lambda \rangle \right]. \quad \text{(A8)} $$

and using Eq. (A5),

$$ \dot{c}_\mu = \sum_{\lambda \neq \mu} \left[ -i c_\lambda \langle \tilde{\phi}_\mu | H_{\text{eff}} | \phi_\lambda \rangle + ic_\mu \langle \tilde{\phi}_\mu | H_{\text{eff}} | \phi_\lambda \rangle \right] $$

$$ -ic_\mu \langle \tilde{\phi}_\mu | H_{\text{eff}} | \phi_\mu \rangle - c_\mu \langle \tilde{\phi}_\mu | \phi_\mu \rangle $$

$$ = -ic_\mu \left[ i \langle \tilde{\phi}_\mu | H_{\text{eff}} | \phi_\mu \rangle + \langle \tilde{\phi}_\mu | \phi_\mu \rangle \right]. \quad \text{(A9)} $$

Now the differential equations for coefficients $c_\mu(t)$ are decoupled and can be readily solved,

$$ c_\mu(t) = c_\mu(0) \exp \left[ - \int_0^t d\tau \left[ \langle \tilde{\phi}_\mu | H_{\text{eff}} | \phi_\mu \rangle + \langle \tilde{\phi}_\mu | \partial/\partial \tau | \phi_\mu \rangle \right] \right]. \quad \text{(A10)} $$

[1] H. P. Breuer and F. Petruccione, Theory of Open Quantum Systems (Oxford, New York, 2002).
[2] M. A. Nielsen and I. L. Chuang, Quantum Computation and Quantum Information (Cambridge University Press, Cambridge, 2000).
[3] P. Rebentrost et al., New J. Phys. 11, 033003 (2009).
[4] M. O. Scully and M. S. Zubairy, Quantum Optics (Cambridge University Press, Cambridge, 1997).
[5] Bi-Heng Liu et al., Nat. Phys. 7, 931 (2011).
[6] Adeline Orieux et al., Sci. Rep. 5, 8575 (2015).
[7] B. Bellomo, R. Lo Franco, and G. Compagno, Phys. Rev. Lett. 99, 160502 (2007).
[8] J. Piilo, S. Maniscalco, K. Härkönen, and K.-A. Suominen, Phys. Rev. Lett. 100, 180402 (2008).
[9] M. W. Y. Tu and W.-M. Zhang, Phys. Rev. B 78, 235311 (2008).
[10] L. Diósi, N. Gisin, and W. T. Strunz, Phys. Rev. A 58, 1699 (1998).
[11] W. T. Strunz, L. Diósi, and N. Gisin, Phys. Rev. Lett. 82, 1801 (1999).
[12] M. Chen and J. Q. You, Phys. Rev. A 87, 052108 (2013).
[13] X. Zhao, W. Shi, L.-A. Wu, and T. Yu, Phys. Rev. A 86, 032116 (2012); O. D. Skoromnik, I. D. Feranchuk, and C. H. Keitel, ibid. 87, 052107 (2013).
[14] J. Jing, X. Zhao, J. Q. You, and T. Yu, Phys. Rev. A 85, 042106 (2012).
[15] J. Jing, X. Zhao, J. Q. You, W. T. Strunz, and T. Yu, Phys. Rev. A 88, 052122 (2013).
[16] W. T. Strunz and T. Yu, Phys. Rev. A 69, 052115 (2004).
[17] B. L. Hu, J. P. Paz, and Y. Zhang, Phys. Rev. D 45, 2843 (1992).
[18] Y. Chen, J. Q. You, and T. Yu, Phys. Rev. A 90, 052104 (2014).
[19] L. Diósi, Phys. Rev. Lett. 100, 080401 (2008); 101, 149902(E) (2008).
[20] H. M. Wiseman and J. M. Gambetta, Phys. Rev. Lett. 101, 140401 (2008).
[21] L.-A. Wu, D. A. Lidar, and S. Schneider, Phys. Rev. A 70, 032322 (2004).
[22] J. Jing, L.-A. Wu, M. Byrd, J. Q. You, T. Yu, and Z.-M. Wang, Phys. Rev. Lett. 114, 190502 (2015).
[23] H. R. Lewis, Phys. Rev. Lett. 18, 510 (1967).
[24] H. R. Lewis and W. B. Riesenfeld, J. Math. Phys. 10, 1458 (1969).
[25] J. Jing, L.-A. Wu, M. S. Sarandy, and J. G. Muga, Phys. Rev. A 88, 053422 (2013).
[26] X. Chen, E. Torrontegui, and J. G. Muga, Phys. Rev. A 83, 062116 (2011).
[27] M. Sarandy, E. Duzzioni, and R. Serra, Phys. Lett. A 375, 3343 (2011).
[28] S. Ibáñez, S. Martínez-Garaot, X. Chen, E. Torrontegui, and J. G. Muga, Phys. Rev. A 84, 023415 (2011).
[29] X.-C. Gao, J.-B. Xu, and T.-Z. Qian, Phys. Rev. A 46, 3626 (1992).
[30] M. S. Sarandy, E. I. Duzzioni, and M. H. Y. Moussa, Phys. Rev. A 76, 052112 (2007).
[31] Z. Z. Li, C. T. Yip, H. Y. Deng, M. Chen, T. Yu, J. Q. You, and C.-H. Lam, Phys. Rev. A 90, 022122 (2014); D.-W. Luo, C.-H. Lam, L.-A. Wu, T. Yu, H.-Q. Lin, and J. Q. You, ibid. 92, 022119 (2015).
[32] J. Wong, J. Math. Phys. 8, 2039 (1967).
[33] J. Jing and T. Yu, Phys. Rev. Lett. 105, 240403 (2010).