Infrared spectroscopy of radioactive hydrogen chloride $\text{H}^{36}\text{Cl}$
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Abstract

We present the first report of optical absorption spectroscopy of $\text{H}^{36}\text{Cl}$, a radioactive isotopologue of hydrogen chloride. We used Fourier-transform infrared spectroscopy to determine the line center wavenumbers of the fundamental rovibrational band lines $\text{P}(10)$–$\text{R}(10)$ and the first overtone band lines $\text{P}(1)$–$\text{R}(7)$ with total uncertainty of less than 0.0018 cm$^{-1}$ (60 MHz) and 0.007 cm$^{-1}$ (0.2 GHz), respectively, at 68 % confidence level. We also performed a rotational analysis on the bands to determine the related molecular constants. We further compared the linewidths and relative intensities of the lines to those of the stable isotopologues $\text{H}^{35}\text{Cl}$ and $\text{H}^{37}\text{Cl}$. The new spectroscopic information assists in developing optical instrumentation for the detection of $\text{H}^{36}\text{Cl}$.

1. Introduction

Hydrogen chloride is an important molecule that plays a role in atmospheric chemistry [1,2], astrochemistry [3-5], the semiconductor industry [6], and in the research of volcanic activity [7-10] and planetary atmospheres [11-13]. While the rovibrational bands of HCl were studied in detail already in the 1960s [14-16], early works on HCl date to the beginning of the 20th century to the development of early spectrometers and the acceptance of quantum mechanics [17-19]. In recent years, there have been many publications that report increasingly accurate line parameters [20-24]. The naturally occurring stable isotopologues $\text{H}^{35}\text{Cl}$, $\text{H}^{37}\text{Cl}$, and their deuterated forms are usually studied. However, to the best of our knowledge, there are no prior reports on optical spectroscopy of $\text{H}^{36}\text{Cl}$.
Chlorine-36 is a radioactive isotope of chlorine that is formed naturally in the atmosphere [25] and can be used, for example, for groundwater dating [26-29]. The species is also formed in nuclear facilities by neutron activation of $^{35}$Cl impurities found in reactor materials [30-33]. This is a major concern due to the long (ca. 301 000 years) half-life of $^{36}$Cl. Some of $^{36}$Cl may be released to the environment in the form of H$^{36}$Cl.

Owing to their high sensitivity and selectivity, optical spectroscopy methods are well suited for the detection of radioactive compounds in the gas phase [34]. These methods can also offer a more affordable and portable alternative to the current state-of-the-art method, Accelerator Mass Spectrometry [35]. In addition, spectroscopic methods do not depend on the specific activity of the species of interest, which might lead to less laborious sample preparation than in Liquid Scintillation Counting [36], as the need for a complex radiochemical separation is circumvented.

Prior research on optical spectroscopy of radioactive compounds has focused especially on laser spectroscopy of radiocarbon dioxide $^{14}$CO$_2$ [34,37-45]. One goal has been to develop highly sensitive and portable field instruments for emission monitoring of this species in nuclear facilities and their decommission sites. In general, the development of laser spectroscopy instrumentation for the detection of radioactive molecules is hindered by the lack of spectroscopic information. For example, we only recently reported the first absorption measurements and rotational analysis of radiocarbon methane $^{14}$CH$_4$ [46,47], another important species of concern in nuclear facility emission monitoring [48].

Here we report the results of our Fourier-transform infrared spectroscopy (FTIR) measurements of the fundamental and first overtone rovibrational bands of H$^{36}$Cl. These results aid the development of optical instrumentation for monitoring this species. In the following sections, we first describe the sample preparation, measurement and line-fitting procedures, after which we summarize the main results. Finally, we present the rotational analysis and discuss the results for the overtone band. Supplementary information contains information about the experimentally observed linewidths and relative intensities of the H$^{36}$Cl fundamental band lines, including a comparison to those of H$^{35}$Cl.

2. Sample preparation and measurement conditions

The gaseous H$^{36}$Cl sample was prepared by pipetting 50 µl of $^{36}$Cl-enriched NaCl solution (3.7 MBq/ml activity concentration; American Radiolabeled Chemicals, Inc.) into a 10-cm long IR Quartz cell (Suprasil 300; FireflySci Type 34). The aqueous sample was subsequently dried to solid NaCl using a flow of compressed air, after which a few drops of concentrated sulfuric acid were added and the cell was closed with PTFE stoppers. Finally, the reaction of the solid NaCl with sulfuric acid to produce HCl was initiated by tilting the sample cell to combine the reagents. This simple gas cell system was not equipped with a pressure gauge or a temperature meter to minimize the sample cell volume and sample losses.

Given the specific activity of $^{36}$Cl (1220 Bq/µg), the total amount of $^{36}$Cl in the sample was expected to be 4.2 µmol. Based on the FTIR measurements, we obtained 1.6 mbar of gaseous H$^{36}$Cl. This estimate assumes the HITRAN H$^{36}$Cl line intensities for H$^{36}$Cl (see Supplementary Note 4). This means that the yield into gas phase was 43 %, assuming 296 K temperature and 28 ml volume of the sample cell. The sample also contained approximately 0.4 mbar and 0.8 mbar of the stable isotopologues, H$^{35}$Cl and H$^{37}$Cl, respectively. The total partial pressure of HCl was 2.7 mbar. Since the pressure increase in the sample cell due to the produced HCl is small and the partial pressure of water in concentrated sulfuric acid is negligible [49], it is reasonable to assume 1 atm (1013.25 mbar) pressure in the cell during the measurements. The lab pressure was within a few mbar of this pressure upon filling the sample cell.
3. Measurement of the fundamental band

The H\textsuperscript{36}Cl measurements in the mid-infrared (MIR) were executed using a commercial FTIR instrument (Bruker IFS 120HR). We used a Globar light source, Ge-on-KBr beam splitter, and liquid-nitrogen-cooled InSb detector. The raw spectrum is a result of processing 10 co-added double-sided interferograms using the Mertz method [50]. We used the manufacturer-specified resolution setting of 0.02 cm\textsuperscript{-1} (600 MHz). The manufacturer defines the resolution as the full width at half maximum (FWHM) of the assumed instrument line shape (ILS) function if triangular apodization was used; we used Norton-Beer medium apodization [51], which corresponds to 0.0095 cm\textsuperscript{-1} (285 MHz) half width at half maximum (HWHM) of the resulting ILS function. Table 1 lists other relevant FTIR instrument settings used.

The 100% transmission baseline was determined manually from the HCl spectrum by first low-pass filtering the spectrum, excluding the HCl peaks from the data, and finally by using Savitzky-Golay filtering [52] and defining the result as the baseline. The spectrum was then divided by this baseline to obtain the HCl transmission spectrum. The result was further converted into absorption spectrum using the Naperian Beer-Lambert law [53]

$$\alpha(\tilde{\nu}) = -\frac{1}{L} \ln \left( \frac{I(\tilde{\nu})}{I_0(\tilde{\nu})} \right),$$

where $\alpha(\tilde{\nu})$ is the absorption coefficient, $L$ is the absorption path length (10 cm), $I(\tilde{\nu})$ is the raw spectrum, and $I_0(\tilde{\nu})$ is the 100% transmission baseline. The resulting absorption spectrum is shown in Fig. 1.

### Table 1. Relevant FTIR instrument settings used for the MIR measurements.

| Light source   | Globar               |
|----------------|----------------------|
| Beam splitter  | Ge-on-KBr            |
| Detector       | InSb                 |
| Aperture diameter | 1 mm               |
| Apodization function | Norton-Beer medium |
| Assumed HWHM of ILS function | 0.0095 cm\textsuperscript{-1} (285 MHz) |
| Number of co-added interferograms | 10               |
| Type of interferograms | Double-sided       |
| Interferogram processing method | Mertz            |
| Zero-filling factor | 2               |
| Optical band-pass filtering | 2614–3378 cm\textsuperscript{-1} |
| Digital band-pass filtering | 10–20 kHz (1975–3950 cm\textsuperscript{-1}) |
| HeNe reference laser down-converted frequency | 80 kHz          |
The measured HCl absorption spectrum (blue). The middle peak of each of the peak triplets belongs to \( \text{H}^{36}\text{Cl} \) as revealed by the included \( \text{H}^{37}\text{Cl} \) (yellow) and \( \text{H}^{35}\text{Cl} \) (orange) HITRAN lines (mirrored for clarity). The inset shows a zoomed view of the R(3) lines. In addition to the HCl peaks, there are interfering air absorption lines (especially in the R-branch), and an etalon effect caused by the sample cell windows. Note that the amounts of the stable isotopologues \( \text{H}^{37}\text{Cl} \) and \( \text{H}^{35}\text{Cl} \) in the sample do not follow their natural abundances. The \( \text{H}^{35}\text{Cl} \) lines are thus the weakest in the spectrum.

The absorption spectrum in Fig. 1 shows a peak structure characteristic to the fundamental rovibrational band of HCl. Instead of the typical \( \text{H}^{37}\text{Cl} \) and \( \text{H}^{35}\text{Cl} \) peak doublets, we see triplets whose middle peak of each belongs to \( \text{H}^{36}\text{Cl} \). We only consider lines P(10)–R(10) in this article, as lines further from the band center were masked by noise. The strongest \( \text{H}^{36}\text{Cl} \) peak is line R(3) with 0.108 cm\(^{-1}\) peak absorption (34 % in transmission) and the weakest is line R(10) with 0.008 cm\(^{-1}\) peak absorption (92 % in transmission). In addition to the strong HCl lines, attention in Fig. 1 is drawn to the interfering air absorption lines and to the etalon effect. The free spectral range of the etalon is typically 2.3–2.8 cm\(^{-1}\) (70–80 GHz), which matches well with the 1.25-mm thickness of the sample cell windows. The etalon and the interfering air absorption lines are included in the fit model as discussed below.

4. Fitting procedure

Due to the relatively high measurement pressure (1 atm), pressure broadening dominates most of the transition linewidths (see Supplementary Note 1). For this reason, we chose to model the absorption peaks as Lorentzian functions. All of the 21 rotational components (lines P(10)–R(10)) of the \( \text{H}^{36}\text{Cl} \) fundamental band were fitted separately such that a typical fitting window was 4–9 cm\(^{-1}\) around the \( \text{H}^{36}\text{Cl} \) peak in question. To give an example, Fig. 2 shows the fit for line R(3). The fit model consists of three Lorentzian functions (one for each HCl isotopologue), a constant for a possible residual background offset, and a sine function to consider the etalon effect. In addition, extra Lorentzian functions were added for air absorption lines when necessary; in the case of the R(3) line, two small air peaks were fitted (Fig. 2).
Fig. 2. Fit to the measured R(3) lines (upper panel) and the fit residual (lower panel). The three major peaks belong to H$_{\text{37}}$Cl (leftmost), H$_{\text{36}}$Cl (middle), and H$_{\text{35}}$Cl (rightmost). The background fit consists of a constant, a sine function, and two Lorentzian functions for the two small air absorption peaks at approximately 2961.4 cm$^{-1}$ and 2961.7 cm$^{-1}$.

The lack of systematic features in the residual in Fig. 2 shows that the chosen fit model indeed describes the data well. The signal-to-noise ratio of the H$_{\text{36}}$Cl peak is 212, defined as the ratio of the maximum peak absorption to the standard deviation of the fit residual. The peaks with the lowest SNR that were included in the analysis of the fundamental band are P(10) and R(10) (SNR=15). Note that we also calibrated the wavenumber axis using the HITRAN zero pressure wavenumbers and the related 1-atm pressure shifts of the H$_{\text{35}}$Cl and H$_{\text{37}}$Cl P(10)–R(10) lines [20,54,55]. The analysis revealed an average offset of -0.0101 cm$^{-1}$ (-303 MHz) between the fitted H$_{\text{35}}$Cl or H$_{\text{37}}$Cl line center wavenumbers and the corresponding HITRAN values. Note that the average offset was calculated by weighting the data points by the inverses of the corresponding fit uncertainties. A similarly weighted standard deviation of the offsets is 0.00124 cm$^{-1}$ (37 MHz), which was combined with the fit uncertainties of the line center wavenumbers (see Results).
5. Results

Table 2 lists the fit results for the \textsubscript{H}\textsuperscript{36}Cl line center wavenumbers. The numbers in parentheses in Table 2 are one standard deviation uncertainties in least significant digits as obtained from the fit. The total uncertainty column contains the combined effect of the fit uncertainties and the calibration uncertainty at 68 % confidence level. Other uncertainty sources, such as the uncertainty of the baseline determination or the measurement pressure via the pressure shifts, are negligible. Overall, the total wavenumber uncertainties are below 0.0018 cm\(^{-1}\) (60 MHz).

While determination of the line center wavenumbers was the main objective of this research, the measurements also provided information about the widths and relative intensities of the lines. These results are discussed separately in Supplementary information. Briefly, the relative intensities of the \textsubscript{H}\textsuperscript{36}Cl seem to follow those of the stable isotopologues \textsubscript{H}\textsuperscript{35}Cl and \textsubscript{H}\textsuperscript{37}Cl as expected based on previous research on the stable isotopologues. However, our results for the pressure-broadened linewidths are systematically larger than the HITRAN reference data for the stable isotopologues.

Table 2. Line center wavenumber \(\tilde{\nu}\) results for the \textsubscript{H}\textsuperscript{36}Cl fundamental band. The numbers in parentheses are one standard deviation fit uncertainties in least significant digits and the values in the column denoted by \(\sigma \tilde{\nu}\) represent the combined effect of the fit and calibration uncertainties at 68 % confidence level. The symbol \(\tilde{\nu}\)\(_{\text{calc}}\) refers to the calculated line center wavenumbers as obtained from the rotational analysis discussed in the next section. Note that all the values in the table are given at 1 atm pressure and 296 K temperature.

| Line | \(\tilde{\nu}\) (cm\(^{-1}\)) | \(\sigma \tilde{\nu}\) (10\(^{-4}\) cm\(^{-1}\)) | \(\tilde{\nu} - \tilde{\nu}\)\(_{\text{calc}}\) (10\(^{-4}\) cm\(^{-1}\)) |
|------|------------------|-----------------|-------------------|
| P(10) | 2651.0675(13) | 18 | 9 |
| P(9) | 2676.8101(6) | 14 | 0 |
| P(8) | 2702.0639(4) | 13 | -6 |
| P(7) | 2726.8168(3) | 13 | 3 |
| P(6) | 2751.0527(2) | 13 | 10 |
| P(5) | 2774.7574(2) | 13 | -1 |
| P(4) | 2797.9207(2) | 13 | 0 |
| P(3) | 2820.5297(2) | 13 | -5 |
| P(2) | 2842.5712(3) | 13 | 7 |
| P(1) | 2864.0247(4) | 13 | 1 |
| R(0) | 2905.1493(4) | 13 | -1 |
| R(1) | 2924.7790(2) | 13 | -2 |
| R(2) | 2943.7809(2) | 13 | -4 |
| R(3) | 2962.1397(2) | 13 | 6 |
| R(4) | 2979.8392(2) | 13 | 1 |
| R(5) | 2996.8709(2) | 13 | -1 |
| R(6) | 3013.2251(2) | 13 | 7 |
| R(7) | 3028.8887(3) | 13 | 4 |
| R(8) | 3043.8510(4) | 13 | 3 |
| R(9) | 3058.1013(6) | 14 | 2 |
| R(10) | 3071.6279(13) | 18 | -9 |
6. Rotational analysis

We retrieved the molecular constants for the $^3$H$^{36}$Cl fundamental rovibrational band. The $\nu = 0$ band line center wavenumbers of a diatomic molecule can be approximately expressed as [56]

$$
\tilde{\nu} = \tilde{\nu}_{v=0} + (\tilde{B}_v + \tilde{B}_0)m + (\tilde{B}_v - \tilde{B}_0 - \tilde{D}_v + \tilde{D}_0)m^2 + (\tilde{B}_v + \tilde{B}_0 - 2\tilde{D}_v - 2\tilde{D}_0)m^3 + (3\tilde{H}_v - 3\tilde{H}_0 - \tilde{D}_v + \tilde{D}_0)m^4 + (3\tilde{H}_v + 3\tilde{H}_0)m^5 + (\tilde{H}_v - \tilde{H}_0)m^6,
$$

where $\tilde{\nu}_{v=0}$ is the band center, $\tilde{B}$ is the rotational constant, and $\tilde{D}$ and $\tilde{H}$ are the different order centrifugal distortion constants. The integer $m = -J$ for the P-branch and $m = J + 1$ for the R-branch. The rotational quantum number $J$ refers to the lower state.

We could not determine the centrifugal distortion constants $\tilde{H}$ in a statistically significant manner; we thus assumed $\tilde{H} = \tilde{H}_v = \tilde{H}_0$ and constrained its value to $1.66742 \times 10^{-8}$ cm$^{-1}$. This value is the predicted $\tilde{H}_0$ of H$^{36}$Cl, which we calculated using $\tilde{H}_0$, $\tilde{H}_1$, and $\tilde{H}_2$ of H$^{36}$Cl given in the supplementary material of Ref. [20], the approximate Dunham expression [57,58]

$$
\hat{c}_{v,j} = \hat{y}_{0,j} + \hat{y}_{1,j}(v + 1) + \hat{y}_{2,j}(v + 1)^2 \quad (2)
$$

and the approximate isotope relation [15,67]

$$
\frac{\hat{y}_{i,j}^*}{\hat{y}_{i,j}} = \rho^{i+2j}, \quad \rho = \sqrt{\frac{\mu}{\mu^*}}, \quad (3)
$$

where the asterisk denotes a different isotope, $\hat{y}_{i,j}$ are Dunham coefficients [57], $\mu$ is the reduced mass, and $\hat{c}_{v,0} - \hat{c}_{0,0} = \tilde{\nu}_{v=0}, \hat{c}_{v,1} = \tilde{B}_v, \hat{c}_{v,2} = \tilde{D}_v$, and $\hat{c}_{v,3} = \tilde{H}_v$.

Eqs. (2) and (3) and the molecular constants of H$^{36}$Cl given in the supplementary material of Ref. [20] were further used to predict in a similar manner the remaining molecular constants for H$^{36}$Cl. The results are listed in Table 4 together with the experimental molecular constants that we determined from the measured line center wavenumbers of lines P(10)–R(10) in least-squares fits using the combination relations [15,56]

$$
R(J - 1) - P(J + 1) = \left(4\tilde{B}_0 - 6\tilde{D}_0 + \frac{27}{4}\tilde{H}\right)(J + \frac{1}{2}) - \left(8\tilde{D}_0 + 34\tilde{H}\right)(J + \frac{1}{2})^3 + 12\tilde{H}(J + \frac{1}{2})^5 \quad (4)
$$

$$
R(J - 1) + P(J) = 2\tilde{\nu}_{v=0} + 2(\tilde{B}_1 - \tilde{B}_0 - (\tilde{B}_1 - \tilde{B}_0))(J + \frac{1}{2})^2 - 2(\tilde{B}_1 - \tilde{B}_0))^4, \quad (5)
$$

where $J = 1, ..., 9$ for Eq. (4) and $J = 1, ..., 10$ for Eq. (5).

First, the lower-state parameters $\tilde{B}_0$ and $\tilde{D}_0$ were determined in a least-squares fit using Eq. (4) and the assumption $\tilde{H} = 1.66742 \times 10^{-8}$ cm$^{-1}$. However, prior to fitting, we shifted the measured H$^{36}$Cl line center wavenumbers to those corresponding to zero pressure assuming the HITRAN H$^{36}$Cl pressure shifts [54,55]. After this, we determined the band center $\tilde{\nu}_{v=0}$ and upper-state parameters $\tilde{B}_1$ and $\tilde{D}_1$ using Eq. (5). The lower-state parameters were fixed during the least-squares fit to those obtained from the fit of Eq. (4). In addition, to consider the fit uncertainties of the lower-state parameters in the determination of the upper-state parameters, we repeated the fit a hundred times, each time drawing new $\tilde{B}_0$ and $\tilde{D}_0$ values from normal distributions whose expectation values and standard deviations were chosen to be the original $\tilde{B}_0$ and $\tilde{D}_0$ values and their respective fit uncertainties obtained from the fit of Eq. (4). Finally, we calculated the standard deviations of the hundred new $\tilde{B}_0$ and $\tilde{D}_0$ values and combined them with the fit uncertainties obtained from the original fit of Eq. (5) to estimate the total uncertainties of the upper-state parameters.
Table 3. The experimental and predicted fundamental band molecular constants for H\textsuperscript{36}Cl obtained as explained in the text. The values refer to zero pressure.

| Parameter | Experimental (cm\textsuperscript{-1}) | Predicted (cm\textsuperscript{-1}) |
|-----------|---------------------------------------|-------------------------------------|
| \(\tilde{\nu}_{\text{i}=0}\) | 2884.8936(3) | 2884.8933 |
| \(\tilde{B}_0\) | 10.43210(4) | 10.43213 |
| \(\tilde{B}_1\) | 10.12843(4) | 10.12847 |
| \(\tilde{D}_0/10^{-4}\) | 5.275(3) | 5.273 |
| \(\tilde{D}_1/10^{-4}\) | 5.207(3) | 5.206 |
| \(\tilde{H}_0/10^{-8}\) | | 1.66742 |

The experimental and predicted molecular constants in Table 4 are in excellent agreement. This is also true for the observed minus calculated line center wavenumber values in column 4 of Table 2 (denoted by \(\tilde{\nu} - \tilde{\nu}_\text{calc}\)). These values were calculated using Eq. (1), the experimental constants in Table 4, and the assumption \(\tilde{H} = \tilde{A}_e = \tilde{A}_0\); the pressure shifts were reapplied before the comparison. The largest difference is 0.0010 cm\textsuperscript{-1} (30 MHz) and all the values are within the estimated total uncertainties.

Although the experimental and calculated wavenumbers are in excellent agreement, it is well known that the molecular parameters obtained with this traditional approach may perform poorly in predicting accurate line center wavenumbers for transitions with high quantum number \(j\) values [20]. Indeed, we repeated the above-explained procedure to determine the molecular constants also for H\textsuperscript{35}Cl and H\textsuperscript{37}Cl. Even though the result parameters were within two standard deviations from those obtained with more refined methods [20] or from highly accurate experiments consisting of a considerably larger dataset [59], our model for H\textsuperscript{35}Cl (H\textsuperscript{37}Cl) predicts up to 0.050 cm\textsuperscript{-1} or 1.5 GHz larger (0.020 cm\textsuperscript{-1} or 0.6 GHz lower) wavenumber values for lines P(15) and R(15) when compared to the corresponding HITRAN line center wavenumbers. We can then expect similar inaccuracy for the H\textsuperscript{36}Cl model.

7. The first overtone band

We also measured the first overtone 2 – 0 rovibrational band of H\textsuperscript{36}Cl. Due to the limited amount of Na\textsuperscript{36}Cl solution available for us at the time, we conducted the measurements with the same sample that we used in the MIR measurements. For these near infrared (NIR) measurements, we co-added 100 interferograms and used a Si-on-CaF\textsubscript{2} beam splitter, Tungsten light source, and a liquid-nitrogen-cooled InSb detector. The measurement settings, baseline determination, and fitting procedure were similar to what we used in the MIR measurements. The relevant measurement settings are listed in Table 5.

Table 4. Relevant FTIR instrument settings for the NIR measurements.

| Light source | Tungsten |
|--------------|----------|
| Beam splitter | Si-on-CaF\textsubscript{2} |
| Detector | InSb |
| Aperture diameter | 1 mm |
| Apodization function | Norton-Beer medium |
| HWHM of ILS function | 0.0095 cm\textsuperscript{-1} (285 MHz) |
| Number of co-added interferograms | 100 |
| Type of interferograms | Double-sided |
| Interferogram processing method | Mertz |
| Zero-filling factor | 2 |
| Optical band-pass filtering | 6667-5000 cm\textsuperscript{-1} |
| Digital band-pass filtering | 25–35 kHz (4937-6912 cm\textsuperscript{-1}) |
| HeNe reference laser down-converted frequency | 80 kHz |
Despite the longer averaging time, the SNR in the NIR measurements is worse than in the MIR measurements. This was expected, since the HCl overtone transitions are typically 30–50 times weaker than the corresponding fundamental ones. The P-branch is also considerably interfered by air absorption. For these reasons, we could only reliably analyze lines P(1)–R(7), and only the H$^{37}$Cl lines R(1)–R(7) were used in the wavenumber axis calibration. The calibration revealed an average offset of -0.01479 cm$^{-1}$ (-443 MHz) compared to the corresponding HITRAN values [20,54]. However, because the HITRAN pressure-shift data is extrapolated from the MIR measurements by Pine and Looney [55], we chose to use the NIR pressure-shift data by Asfin et al. [23] to calculate the H$^{37}$Cl line center wavenumbers at 1 atm. The standard deviation of the offsets is 0.00364 cm$^{-1}$ (109 MHz) and was again interpreted as the calibration uncertainty. Note that in the calculation of the average and the standard deviation of the offsets, the data points were again weighted using the inverses of the fit uncertainties. As an example, Fig. 5 shows the overtone line R(3) fit. This is the strongest H$^{36}$Cl line whose peak absorption is 0.0027 cm$^{-1}$ (97.3% in transmission) with an SNR of 20; the lowest SNR is 7 and for line P(1) with 0.0010 cm$^{-1}$ peak absorption (99.0% in transmission).

![Absorption spectra and residual](image)

**Fig. 3.** Fit to the measured first overtone R(3) lines (upper panel) and the fit residual (lower panel). The leftmost and rightmost peaks are fitted air absorption lines and the remaining three fitted peaks belong to H$^{37}$Cl, H$^{36}$Cl, and H$^{35}$Cl in the order of increasing wavenumber. In addition to the two air absorption lines, the background function consists of a constant and a sine.
Table 6 lists the fit parameter results for the H\(^{36}\)Cl first overtone band. Due to the generally modest SNR, we could not determine the linewidths and relative intensities reliably, for which reason we report only the line center wavenumbers. The numbers in parentheses are one standard deviation fit uncertainties in least significant digits. The total uncertainty column values represent the combined fit and calibration uncertainties at 68 % confidence level. They are less than 0.007 cm\(^{-1}\) (0.2 GHz). The observed minus calculated column values in Table 6 are again in good agreement with the experiment and deviate less than 0.005 cm\(^{-1}\) (150 MHz) from the experimental values, not including the low SNR lines P(1) and R(0), for which large deviations are apparent. The observed minus calculated values have been obtained from a similar rotational analysis to what was discussed for the MIR measurements. However, due to the small number of P-branch lines, we used Eq. (1) directly in the least-squares fit, made the \(\vec{H}_v = \vec{H}_0 = 1.66742 \times 10^{-8}\) cm\(^{-1}\) assumption, and fixed the remaining lower-state parameters to the experimental values in Table 4.

Table 5. Line parameter results for the H\(^{36}\)Cl first overtone band. The line center wavenumber is denoted by \(\tilde{\nu}\). The numbers in parentheses are one standard deviation fit uncertainties in least significant digits and the values in the column denoted by \(\sigma \tilde{\nu}\) represent the combined effect of the fit and calibration uncertainties at 68 % confidence level. The symbol \(\tilde{\nu}_\text{calc}\) refers to the calculated line center wavenumbers as obtained from the rotational analysis discussed in the text. Note that all the wavenumber values in the table are given at 1 atm pressure.

| Line | \(\tilde{\nu}\) (cm\(^{-1}\)) | \(\sigma \tilde{\nu}\) (10\(^{-3}\) cm\(^{-1}\)) | \(\tilde{\nu} - \tilde{\nu}_\text{calc}\) (10\(^{-3}\) cm\(^{-1}\)) |
|------|----------------|----------------|----------------|
| P(1) | 5645.043(5) | 7 | 21 |
| R(0) | 5685.525(5) | 6 | -21 |
| R(1) | 5703.965(3) | 5 | -5 |
| R(2) | 5721.168(2) | 5 | 3 |
| R(3) | 5737.113(2) | 4 | -1 |
| R(4) | 5751.802(2) | 4 | -1 |
| R(5) | 5765.227(2) | 4 | 2 |
| R(6) | 5777.370(3) | 5 | 3 |
| R(7) | 5788.217(4) | 5 | -2 |

Table 7 lists the experimental and predicted molecular constants obtained for the first overtone band in a similar manner as discussed for the fundamental band. The accuracy of the experimental parameters is not sufficient to ensure accurate line center wavenumber predictions for high \(J\) values. We advise using the predicted molecular constants instead. For example, similarly predicted molecular constants for H\(^{37}\)Cl predict up to 0.027 cm\(^{-1}\) (0.8 GHz) larger line center wavenumbers for lines P(15) and R(15) compared to HITRAN.

We note that the predicted molecular constants for H\(^{37}\)Cl agree within at least five significant decimals compared to the literature values [20] not including the band center, which agrees within 0.0011 cm\(^{-1}\) (33 MHz).

Table 6. Experimental and predicted first overtone band molecular constants for H\(^{36}\)Cl obtained as explained in the text. The values refer to zero pressure.

| Parameter | Experimental (cm\(^{-1}\)) | Predicted (cm\(^{-1}\)) |
|-----------|----------------|----------------|
| \(\tilde{\nu}_{2-0}\) | 5665.895(10) | 5665.898 |
| \(\vec{B}_{2}\) | 9.8274(8) | 9.8272 |
| \(\vec{B}_{2}/10^{-4}\) | 5.18(11) | 5.15 |
8. Conclusions and outlook

In this article, we reported the first absorption spectrum of \( ^{36}\text{Cl} \). The measurements of the fundamental and the first overtone rovibrational bands were performed using a commercial FTIR instrument with a thermal light source and using a sample prepared from the reaction between sulfuric acid and \( ^{36}\text{Cl} \)-enriched NaCl salt. The simple gas cell system helped to maximize the number density of the species of interest inside the cell, which provided us with strong absorption lines in the MIR and allowed us to determine the fundamental band P(10)–R(10) line center wavenumbers (referenced to the HITRAN values of the stable isotopologues \( ^{35}\text{Cl} \) and \( ^{37}\text{C} \)), with total uncertainties of less than 0.0018 cm\(^{-1}\) (60 MHz) at 68 % confidence level. Due to the order of magnitude weaker molecular transitions and consequently modest SNR in the NIR, we could determine the first overtone band line center wavenumbers of only lines P(1)–R(7) and with total uncertainties of less than 0.007 cm\(^{-1}\) (0.2 GHz) at 68 % confidence level.

The simple gas cell system came with the downside of not knowing the exact pressure and temperature inside the sample cell. However, the initiation of the reaction at atmospheric pressure and room temperature made it possible to estimate the measurement conditions with reasonable accuracy. In the Supplementary information, we investigated the linewidths and relative intensities of the \( ^{36}\text{Cl} \) lines and compared them to the corresponding literature values of the stable isotopologues \( ^{35}\text{Cl} \) and \( ^{37}\text{Cl} \). The relative intensities showed similar behavior as the reference HITRAN data, implying that the line intensities of the different isotopologues are similar as expected based on previous research on the stable isotopologues. However, as discussed in the Supplementary information, the linewidths for all three isotopologues were systematically larger than the HITRAN reference data for \( ^{35}\text{Cl} \) and \( ^{37}\text{Cl} \).

An advantage of having atmospheric pressure inside the sample cell during measurements was to minimize the distorting effect of the ILS function and to allow us to use a simple Lorentzian fit model. However, precise control of the measurement pressure and measurements in lower pressures to reduce the linewidths would enable much more accurate line center wavenumber determinations. To increase measurement sensitivity, an external coherent light source in the FTIR instrument instead of the thermal source could be useful, especially if combined with photoacoustic detection [47]. For accurate linewidth determinations, eliminating the ILS function altogether would be helpful. This could be done by using optical frequency combs [60] or by avoiding FTIR altogether (i.e., by using tunable laser absorption spectroscopy instead) [55,61,62]. In particular, the sensitivity improvement by laser absorption spectroscopy would allow more accurate characterization of the first overtone band. In addition, determination of the absolute line intensities would require a more elaborate sample preparation and gas-control system to ensure accurate external knowledge of the sample concentration [22]. Finally, as future applications in monitoring \( ^{36}\text{Cl} \) will expectedly require very high sensitivities to detect trace amounts of this species, it would be valuable to demonstrate low-concentration measurements using some highly sensitive laser spectroscopy method, such as cavity ring-down spectroscopy [34,39] or photoacoustic spectroscopy [37,46,63]. These pursuits are assisted by our results, as we now have reasonably accurate knowledge on the line center wavenumbers of \( ^{36}\text{Cl} \), and the simple models from the rotational analyses can be used to predict line positions of yet unobserved transitions.
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Supplementary Note 1: Justification of using Lorentzian functions to model the absorption peaks

Based on the HITRAN data for the stable isotopologues $^3\text{HCl}$ and $^3\text{HCl}$ [1,2], the expected values for the pressure-broadened HWHMs of the fundamental band lines $P(10)$–$R(10)$ are larger than 0.013 cm$^{-1}$ (0.4 GHz), less than 0.090 cm$^{-1}$ (2.7 GHz) and 0.048 cm$^{-1}$ (1.4 GHz) on average. Although these expected HWHMs include the self-broadenings [3], the effect is generally small (less than 0.0005 cm$^{-1}$ or 15 MHz for all lines) due to the relatively low total amount of HCl (2.7 mbar). The theoretical Doppler HWHMs are less than 0.0033 cm$^{-1}$ (0.1 GHz), whereas the HWHM of the assumed instrument line shape (ILS) function is 0.0095 cm$^{-1}$ (0.3 GHz). A rule of thumb states that instrumental broadening is negligible if the instrumental linewidth is less than one third of the true line shape [4]. Therefore, except for the narrowest lines far from the band center, pressure broadening dominates the linewidths. For this reason, we modeled the absorption peaks as Lorentzian functions and report the fitted linewidths as the pressure-broadened linewidths. However, we considered the Doppler and instrument broadening induced inaccuracies by combining $\Delta \gamma = \sqrt{\gamma_{\text{fit}}^2 - \gamma_D^2 - \gamma_{\text{ILS}}^2}$ with the fit uncertainty and other uncertainty sources as discussed in the uncertainty analysis (Supplementary Note 2). Here, $\gamma_{\text{fit}}$ is the fitted HWHM of the Lorentzian function, $\gamma_D$ is the Doppler HWHM, and $\gamma_{\text{ILS}}$ is the HWHM of the assumed ILS function. The estimate stems from the assumption that the total observed linewidth can be approximated by $\sqrt{\gamma_L^2 + \gamma_D^2 + \gamma_{\text{ILS}}^2}$, which, according to numerical simulations that we performed, works reasonably well with the Norton-Beer medium apodization function. The minimum and maximum values for $\Delta \gamma$ are 0.00053 cm$^{-1}$ (16 MHz) and 0.00363 cm$^{-1}$ (109 MHz), respectively, which indeed implies that the Doppler and instrumental broadening effects are generally small.
Supplementary Note 2: Linewidths, integrated absorption coefficients, and uncertainty analysis

Supplementary Table 1 lists the H\textsuperscript{36}Cl fit results for the linewidths (HWHM pressure broadenings) and the integrated absorption coefficients (line areas). The numbers in parentheses are one standard deviation uncertainties in least significant digits as obtained from the fit. The total uncertainty columns contain the combined effect of the fit uncertainties and other uncertainty sources for the respective line parameters at 68 % confidence level. Supplementary Table 2 contains a breakdown of the typical magnitudes of the different uncertainty contributions.

For the HWHMs, the total uncertainty estimates stated in Supplementary Tables 1 and 2 consist of the fit uncertainty, effect of the baseline determination uncertainty, uncertainty in the measurement pressure, and the effect of the ILS function. The effect of self-broadenings and temperature are negligible. The uncertainty of the 100 % transmission baseline has been obtained via numerical simulations where we systematically applied variation to the baseline and observed how the fit results changed. The effect of pressure has been estimated assuming 1 % (ca. 10 mbar) pressure uncertainty and the fact that pressure broadening is proportional to pressure. For the strongest lines, all the uncertainty sources are important. For the weakest lines, the instrumental broadening dominates. The total uncertainties are 2–5 % for lines P(7)–R(6). Note that for these lines the rule of thumb \( \gamma_{\text{ILS}} < 1/3 \gamma_{\text{tot}} \) holds.

For the integrated absorption coefficients, the total uncertainty estimates stated in Supplementary Tables 1 and 2 consist of the fit uncertainty, the effect of the ILS function, the effect of the baseline uncertainty, uncertainty in the measurement temperature, and uncertainty in the absorption path length. The effect of the ILS function has been estimated based on tests where we simulated instrument broadened absorption peaks and observed how well a Lorentz fit recovered the original line parameters. The temperature effect has been estimated by calculating how a 2-K temperature change affects the assumed HITRAN H\textsuperscript{36}Cl line intensities according to the line intensity temperature dependence equation found in HITRAN documentation [5]. The absorption path length uncertainty stems from a possible tilt of the sample cell with respect to the light propagation direction. It is this path length uncertainty that has the largest contribution to the total uncertainty of the strongest lines. For the weakest lines, all uncertainty contributions are important. The total uncertainties are 2–5 % for lines P(8)–R(8).
Supplementary Table 1. Pressure-broadened linewidth \( \gamma \) (HWHM) and integrated absorption coefficient \( \alpha_{\text{int}} \) (line area) results for the H\(^{36}\)Cl fundamental band. The numbers in parentheses are one standard deviation fit uncertainties in least significant digits and the values in columns denoted with \( \sigma \) are our estimates of the total uncertainties of the respective line parameters at 68 % confidence level. The symbol \( \gamma_{\text{ref}} \) refers to the corresponding pressure-broadened HWHMs of the H\(^{35}\)Cl isotopologue as obtained from the HITRAN database. Similarly, \( \alpha_{\text{ref}} \) refers to the expected integrated absorption coefficients (Supplementary Note 3) calculated using the HITRAN H\(^{35}\)Cl line intensities, and a number density corresponding to 1.60 mbar partial pressure, i.e., our estimate of the amount of H\(^{36}\)Cl in the sample (Supplementary Note 4). The final column in the table thus compares the relative intensities of H\(^{36}\)Cl to those of H\(^{35}\)Cl. Note that all the values in the table are given at 1 atm pressure and 296 K temperature.

| Line   | \( \gamma \) (cm\(^{-1}\)) | \( \sigma \gamma \) (%) | \( (\gamma - \gamma_{\text{ref}}) / \gamma \) (%) | \( \alpha_{\text{int}} \) (10\(^{-2}\) cm\(^{-2}\)) | \( \sigma \alpha_{\text{int}} \) (%) | \( (\alpha_{\text{int}} - \alpha_{\text{ref}}) / \alpha_{\text{int}} \) (%) |
|--------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| P(10)  | 0.0237(15)      | 15              | 32              | 0.067(3)        | 13              | 15              |
| P(9)   | 0.0228(7)       | 12              | 10              | 0.142(4)        | 6               | 2               |
| P(8)   | 0.0293(5)       | 7               | 9               | 0.299(4)        | 4               | -1              |
| P(7)   | 0.0373(4)       | 5               | 9               | 0.561(4)        | 3               | -4              |
| P(6)   | 0.0495(3)       | 3               | 10              | 0.978(4)        | 2               | -2              |
| P(5)   | 0.0603(3)       | 2               | 10              | 1.434(5)        | 2               | -4              |
| P(4)   | 0.0730(3)       | 2               | 11              | 1.932(5)        | 2               | -1              |
| P(3)   | 0.0792(3)       | 2               | 8               | 2.133(6)        | 2               | -1              |
| P(2)   | 0.0861(3)       | 2               | 7               | 1.929(6)        | 2               | 1               |
| P(1)   | 0.0938(6)       | 2               | 5               | 1.181(5)        | 2               | 3               |
| R(0)   | 0.0920(6)       | 2               | 2               | 1.256(6)        | 2               | 2               |
| R(1)   | 0.0863(3)       | 2               | 8               | 2.184(6)        | 2               | 1               |
| R(2)   | 0.0800(2)       | 2               | 10              | 2.594(5)        | 2               | 0               |
| R(3)   | 0.0732(2)       | 2               | 14              | 2.488(5)        | 2               | -1              |
| R(4)   | 0.0597(2)       | 2               | 9               | 2.029(5)        | 2               | -1              |
| R(5)   | 0.0477(2)       | 3               | 9               | 1.445(5)        | 2               | 0               |
| R(6)   | 0.0373(3)       | 4               | 11              | 0.920(5)        | 2               | 2               |
| R(7)   | 0.0288(3)       | 7               | 10              | 0.516(4)        | 3               | 4               |
| R(8)   | 0.0235(4)       | 11              | 14              | 0.261(4)        | 5               | 7               |
| R(9)   | 0.0202(7)       | 15              | 21              | 0.120(3)        | 7               | 11              |
| R(10)  | 0.0156(12)      | 27              | 15              | 0.046(3)        | 13              | 8               |

Supplementary Table 2. A breakdown of the typical magnitudes of the different uncertainty contributions to the total uncertainties of the H\(^{36}\)Cl fundamental band linewidths and integrated absorption coefficients listed in Supplementary Table 1.

| Line parameter                  | Uncertainty type | Min–max       | Median       |
|---------------------------------|------------------|---------------|--------------|
| Pressure-broadened linewidth \( \gamma \) | Fit              | 0.3–8 %       | 0.6 %        |
|                                 | Baseline         | 0.3–10 %      | 0.9 % (1 mbar)|
|                                 | Pressure         | 1 % (ca. 10 mbar) | 1 % (ca. 10 mbar) |
|                                 | ILS              | 0.6–24 %      | 3 %          |
|                                 | Total            | 2–27 %        | 3 %          |
| Integrated absorption coefficient (line area) \( \alpha_{\text{int}} \) | Fit              | 0.2–6 %       | 0.5 %        |
|                                 | ILS              | 0.1–5 %       | 0.3 %        |
|                                 | Baseline         | 0.3–12 %      | 0.7 %        |
|                                 | Temperature      | 0.1–4 % (2 K) | 0.7 % (2 K)  |
|                                 | Path length      | 1 % (1 mm)    | 1 % (1 mm)   |
|                                 | Total            | 2–13 %        | 2 %          |
Supplementary Note 3: Comparison of the $^\text{36}\text{Cl}$ linewidths and relative intensities to those of the stable isotopologues $^\text{35}\text{Cl}$ and $^\text{37}\text{Cl}$

In the fourth column of Supplementary Table 1 (denoted by $(\gamma - \gamma_{\text{ref}})/\gamma$), we compare the measured HWHMs to the corresponding HITRAN values of $^\text{35}\text{Cl}$. This comparison is interesting because there are multiple reports on $^\text{35}\text{Cl}$ and $^\text{37}\text{Cl}$ linewidths where the differences between the different isotopologues are small, typically within the stated measurement uncertainties that are of the order of a few percent [3,6-12]. However, the HWHMs of $^\text{36}\text{Cl}$ in this study are systematically larger than the HITRAN values for $^\text{36}\text{Cl}$. The median of the differences is 10 %, whereas the median of the estimated total uncertainties is 3 %. We also determined the HWHMs for the stable isotopologues $^\text{35}\text{Cl}$ and $^\text{37}\text{Cl}$ from our experimental data and these also seemed to follow this trend; the median of the differences between the experimental HWHMs for $^\text{36}\text{Cl}$ ($^\text{37}\text{Cl}$) and the corresponding HITRAN values is 8 % (7 %). The HITRAN data for the linewidths are based on laser spectroscopy measurements by Pine and Looney [2], who estimated 2–4 % total uncertainty for their results. On the other hand, Asfin et al. [7] reported in a recent study widths that were approximately 5 % smaller than the results of Pine and Looney. The reasons for the deviations of our results from the previously reported linewidth values are unknown. The determined HWHMs of the three HCl isotopologues together with the corresponding HITRAN data are plotted in Supplementary Figure 1.

Supplementary Figure 1. Plot of the determined fundamental band linewidths (HWHM) of the three HCl isotopologues together with the corresponding HITRAN values for the stable isotopologues. Apart from self-broadenings, note that HITRAN assumes the $^\text{36}\text{Cl}$ air broadenings also for $^\text{37}\text{Cl}$. The error bars for the $^\text{36}\text{Cl}$ linewidths correspond to the estimated total uncertainties in Supplementary Table 1. The error bars for the stable isotopologues were determined in a similar manner.
For the final column of Supplementary Table 1, we multiplied the H$_{36}^{35}$Cl HITRAN line intensities with a number density corresponding to 1.6 mbar of H$_{36}^{35}$Cl (see Supplementary Note 4) to obtain the expected integrated absorption coefficients $\alpha_{\text{ref}}$. The column thus compares the relative intensities of H$_{36}^{35}$Cl to those of H$_{35}^{35}$Cl. The agreement between the values is excellent, which is further illustrated in Supplementary Figure 2, where we plotted the measured integrated absorption coefficients divided by the aforementioned number densities together with the corresponding HITRAN line intensities for the stable isotopologues. The results imply that the line intensities of H$_{36}^{35}$Cl are indeed similar to those of the stable isotopologues. However, it is noteworthy that the line intensities depend slightly on the wavenumber of the transition and on the mass of the molecule [13,14].

Supplementary Figure 2. Plot of the experimental integrated absorption coefficients, i.e., line areas (squares, left axis) of the three HCl isotopologues divided by the estimated number densities corresponding to 0.39 mbar, 1.60 mbar, and 0.76 mbar partial pressures for H$_{35}^{35}$Cl, H$_{36}^{35}$Cl, and H$_{37}^{35}$Cl, respectively, and of the HITRAN H$_{35}^{35}$Cl and H$_{37}^{35}$Cl line intensities (diamonds, right axis) divided by the corresponding natural abundances given in HITRAN. The error bars for H$_{36}^{35}$Cl correspond to the estimated total uncertainties in Supplementary Table 1. The error bars for the other two isotopologues have been determined similarly. The plot illustrates how the relative intensities of the measured lines behave compared to the HITRAN data of the stable isotopologues.
Supplementary Note 4: Explanation for our estimate of the gaseous $H^{36}Cl$ content in the sample

The integrated absorption coefficients $\alpha_{\text{int}}$ in the fifth column of Supplementary Table 1 are proportional to the $H^{36}Cl$ line intensities and number density. Since we do not have accurate external knowledge of the $H^{36}Cl$ number density, we cannot determine the absolute line intensities from our integrated absorption coefficient data. The integrated absorption coefficients thus reveal only the relative intensities of the lines. However, similar to the linewidths, there are several prior reports on $H^{35}Cl$ and $H^{37}Cl$ where the differences between the intensities of the different isotopologues are small and typically within the stated measurement uncertainties [6,11,12,14]. Therefore, we can estimate the number density of $H^{36}Cl$ in the sample if we assume the HITRAN $H^{35}Cl$ line intensities. We performed this by calculating the weighted average of the ratio of the $H^{36}Cl$ integrated absorption coefficients to the HITRAN $H^{35}Cl$ line intensities [1,15]. The weights given to the data points are the inverses of the respective fit uncertainties. The obtained result is a number density corresponding to 1.60 mbar partial pressure, which is our estimate of the amount of $H^{36}Cl$ in the sample. A similarly weighted standard deviation is 0.04 mbar. The same calculation yields 0.39(2) mbar and 0.76(4) mbar for $H^{35}Cl$ and $H^{37}Cl$, respectively. Note that the HITRAN line intensities include the natural abundances of the different isotopologues, which we considered in the calculations.
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