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Abstract

Freshmen in Higher Education are required to exhibit a strong inclination to taking ownership of their own learning. It entails well-developed self-regulated learning competences. This demand is further exacerbated in purely online settings such as open distant learning, MOOCs, or disruptive circumstances like the COVID pandemic. Time management skills are an essential component in this process and the target of this study, wherein 348 students covered a course through two conditions: the control group attended the semester in an unchanged way, while students in the experimental group were weekly invited to estimate and log their workload and time allocations, via “reflection amplifiers” provided on their mobile devices. While no major difference in time management and learning performance was observable, data reveals that perceived time allocation and prescribed study-time differ substantially. These results raise questions, on the students’ side, about the potential of qualitative (self-inputted) learning analytics to raise awareness on where time investments go. On the teachers’ side, the results highlight the need to better plan the curricula workload specifically for first-year students.
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1 Introduction

Students in their first year at university (freshmen) face a very different organization of learning compared to secondary school [1]. A deficient adaptation process leads to growing helplessness, ultimately culminating in withdrawals [2–8]. Among prominent factors influencing success in the first year, one finds the increased workload [9] requiring a renewed awareness to time-related issues [10]. Needed and available time, quantity and difficulty level of learning activities, teacher versus student estimations [11, 12], strategic balance between superficial and deep learning [9], time requirements in single courses and in the curriculum as a whole are all entangled and dynamic parameters that freshmen will have to deal with, often without being adequately prepared for it, as shown by studies of low and high profile students [10].

Time allocation issues have also grown in importance since the Bologna reform and its European Credit Transfer System (ECTS) which introduced a generalized and comparable time quantum. Workload-related issues have de facto imbued official documents as a curricular measure (one credit accounts for 25 h of studying, both via contact hours with teachers as well as self-study or practice), and has become an explicit concern for Higher Education (HE) institutions. However, because study-time is highly student- and task-dependent, not much is known about possible discrepancies between theoretical and real amount of invested time [13, 14]. Curriculum developers, therefore, regularly refer to estimates based on experience and sometimes rough guesses. Daele et al. [15] pinpoint mismatches between students and teachers in their study-time expectations and perceptions, concluding that teachers lacked tools allowing
them to more objectively estimate the quantity of study-time needed for their course. Samoilova et al. [16] observe that both in an online and blended learning context, measuring student workload is essential for optimizing learning, but workload research is still under development. Gerrard et al. [14] or Prégent et al. [9] highlight the importance of appropriate workload planning and recommend the coordination of more integrated curricula by academic staff. Black [17] shows that students’ study-time is often unevenly distributed between subject modules and the resulting irritation carries the danger, in severe cases, of subject withdrawals and dropout, especially in the first university year. Various internal and external factors might affect the curricular equilibrium as envisaged by the university course developers: uneven prior knowledge of the subject domains, disparate number of homework tasks requested in each subject, or a poor distribution of assignments over the term. Additionally, a diversity of self-regulated learning (SRL) skills affects student efficacy. Claessens et al. [18] conclude their review of empirical studies on time management by stating that the relationship between time management and academic performance is not well understood.

An improved knowledge of study-time allocation is, therefore, not only vital for students but also for teaching staff. Designing syllabi and individual learning activities with an appropriate workload both within and between parallel and successive courses, is no trivial undertaking and even a bigger challenge in times of a pandemic, when large portions of the curriculum pivot toward distant and blended learning [19], imparting an even more critical role than before to self-regulated learning and time management skills. Recent research works on time management in college students conclude that time management is a significant self-regulatory process through which students actively manage when and for how long they engage in the activities deemed necessary for reaching their academic goals [20]. Indeed, becoming a “professional student” implies taking an active role to manage one’s own studying, learning, or academic engagement [21, 22]. However, despite the overall importance granted to SRL [23], the evidence that it should not be taken for granted among freshmen [24], and the indications from research that its underpinning skills, including time management, can be learnt [18, 25], reports of concrete programs, tactics and tools likely to sustain the development of such skills remain scarce in HE [26–31]. This stands in contrast to more frequent contributions concerned with measurement and scales for those skills, correlations they can have with achievement or stress [32, 33], or specific inquiries on procrastination behaviors [34]. Even more striking, while on national and international level [35], HE institutions have been tasked with providing environments also supportive of study-time skills, that is “behaviors that aim at achieving an effective use of time while performing certain goal-directed activities” ([18], p.262), only a few attempts emerge in literature to harness new technological possibilities to guiding appropriate interventions and educating students to better self-regulate their study-time, by devoting deliberate attention to it. Among this modicum of ideas to teachers and institutions for tackling the challenge of training students in effective time management strategies, one can nevertheless pinpoint the recent push toward innovative use of educational datasets for pedagogic purposes learning analytics [36] has yet found a fertile cross-disciplinary application in promoting and facilitating self-regulated learning [37–39]. Claessens et al. [18] suggest that self-monitoring and logging of study-time by students have the potential to improve the perceived control of time and, therefore, student satisfaction, while reducing stress and anxiety. Tabuenca et al. [40] use self-observation data on mobile devices to create awareness, as a helpful mechanism to stimulate reflection and make students seek better time management strategies to master the intended workload. By offering educators possibilities to reflect on their teaching effectiveness through the interaction footprints of their students [41], Learning Analytics (LA) can also inform some important pedagogical planning that has hitherto largely depended on guess-work, such as curricular workload and the awarding of credits for student effort. Recent research investigated, the institutional conditions and aspirations for implementing LA, and concluded that teaching staff aspired to adapt the curriculum and to improve student support [42] using these new sources of knowledge about teaching and learning practice [36]. By measuring and monitoring students’ actual time spent on tasks per subject, useful comparisons on credit awards (ECTS points) between different modules of a course and different phases of the syllabus can be drawn, with the goal to inform curricular adaptations, arrive at realistic and balanced student workloads and improve the current pedagogical models by modifying their interaction model [41, 43–45]. A recent survey study highlighted that students themselves displayed a strong interest in receiving regular updates on their learning that facilitated their SRL [42, 46]. Similarly, institutions indicated an interest in knowing what’s in each course [47].

The aim of the current study, therefore, is to explore the effect of a weekly prompt to reflect on workload and study-time management, conveyed through smartphones. Its originality is to combine a technology-enhanced approach based on learning analytics with more traditional pedagogical emphasis put on meta-learning, defined as an awareness and understanding of the phenomenon of learning itself as opposed to pure subject knowledge [48]. Among the many concrete aspects of learning that can be made an object of meta-learning, in our case study-time management is the target. Three research questions guided this study:
• Research question 1 (RQ1). Do students who conduct regular reflection exercises on their study-time (experimen-
tal group) outperform the rest of the students (control
group) regarding their time management skills and learning
performance? The assumption here is that regular reflection
exercises on study-time along the semester will impact
positively students’ time management skills, and
consequently their learning performance. The objective
behind RQ1 is to determine whether students’ time and
learning management skills can be enhanced through
increased awareness.
• Research question 2 (RQ2). Do time logs help first-
semester students to organize their study-time according
to their expected workload? The assumption here is that
students do not distribute their study-time (workload)
coherently by considering the ECTS distribution in first-
semester modules. In this study, first-semester students
will seize the opportunity to reflect on their time manage-
ment using time logs.
• Research question 3 (RQ3). What evidence can be
extracted using learning analytics and reflection amplifi-
ers with first-semester students toward smoothing the
transition to higher education? The rationale here is that
data provided by students will provide a fuller picture
of the role of time allocation in first-semester university
courses and deliver valuable information for evidence-
based decision making by course developers and aca-
demic workload policies.

2 Methodology

Self-observation mechanisms [49] were combined with
performance data to understand how time allocation occurs
in regular university courses. The multi-part longitudinal
design of the experiment consisted of two types of data col-
lection actions. Firstly, diagnostic tests along the course
assessed, on a regular basis, students’ overall knowledge
in the Computer Fundamentals module. This involved the
entire cohort. Secondly, in the experimental group, an inter-
vension took place, whereby an external researcher invited
students to reflect on their study-load allocation across
the six different subject disciplines. Students were asked,
through dedicated mobile prompts called “reflection ampli-
fiers”, to log their weekly study-time spent on Computer
Fundamentals using their own mobile device. The exper-
iment ran over an entire first semester at the university.

2.1 Course and participants

The first-year semester of a computer sciences degree at
Technical University of Madrid comprises six modules.
Mathematical Analysis (MA), Discrete Mathematics (DM),
Computer Fundamentals (CF) and Programming Fundamen-
tals (PF) carry each an equal weight of 6 ECTS (the equiva-
 lent of 4 h face-to-face + 5.4 h of self-organized study dis-
tributed over 16 weeks), whereas the Programming Lab (PL)
and Operating Systems Lab (OS) modules require a 3 ECTS
workload. Alarmed by the high rates of dropouts and failed
students in previous years within the CF module, this study
aimed at supporting students to reflect on the time devoted
to studying in their first semester with a special attention
to the CF module. Hence, interventions were always performed
during CF classes. The module comprises both theoretical
lectures and practical workshops. A total of 796 students
were enrolled in the course. They were all offered, at the
start of the semester, to take part in the experiment.

2.2 Materials

Weekly structured introspective episodes on self-perceived
efficacy (See “Appendix”) were designed as “Reflection
Amplifiers” [49]). This appellation refers to compact, struc-
tured and repeated reflection affordances offered to students
in order to make aspects of their learning (here: time man-
agement) deliberate objects of attention. Interspersed with
a first-order learning task, reflection amplifiers steer learners’
attention toward a meta-learning level (here: a measurement
of time investment and time management strategies). To stu-
dents’ natural focus on the learning task at hand, RAs add
an explicit focus on the learning dispositions and processes
that are at play in this very task. RAs are purposely designed
as “quick-to-fill” meta-learning affordances in order not to
divert learners from the first-order task. These prompts
present delimited, structured, and concise opportunities
to develop observations about aspects of the learning pro-
cess and strategies [50]. RAs provide a single engagement
point with a defined target of reflection. They assume that
by being invited to interpret their learning actions, learn-
ers will develop an increased awareness of and an intensi-
fied presence in the learning process itself [51]. Specific to
our study, the RAs were presented on the students’ mobile
devices as a personal response system raising two multiple-
choice questions (Fig. 1a, b) related to time management
aspects: First, weekly most time-consuming module, and,
second, estimated invested time in this module (scale: less
than 1 h/between 1 and 2 h/between 2 and 4 h/between 4
and 6 h/more than 6 h). This focus on an individual mod-
ule makes sense because the six modules mentioned above
run in parallel, and, therefore, demand student time to be
divided up. Proper time management measurements were
also requested (Fig. 1c).

Additionally, three RA prompts were sent every week
(see “Appendix A”) that invited students to think and answer
about how they were using their time for learning the six
modules comprising their first semester at the university.
2.3 Measure instruments

In this study, the following variables were explored to investigate the above cited research questions:

2.3.1 Learning performance

During the semester, three different types of assessments measured students’ knowledge progression: Firstly, a Moodle test measured students’ knowledge at the end of each of the five teaching blocks comprising the CF module. These online tests included ten multiple-choice questions that students should complete in 20 min; Secondly, a practical exam at the end of the course asked students to solve a problem on paper and simulate the solution both on the computer (using Multisim software) and in the digital-analog training system (using the ETS-7000 hardware). Finally, an overall written test exam at the end of the course measured students’ learning outcomes in the subject. The overall assessment values ranged from 0 (lowest learning outcome) to 10 (highest learning outcome). The marks obtained for the three types of tests were used to relate self-reported study-time spent to perceived efficacy and performance.

2.3.2 Time management

There are not many validated scales to measure time management skills. The most relevant according to Claessens et al. [18] are the following: the time management behavior scale (TMBS) comprises three subscales: (a) setting goals and priorities, (b) mechanics of time management, and (c) preference for organization [32]; the time structure questionnaire (TSQ) focuses on five different aspects: (i) sense of purpose, (ii) structured routine, (iii) present orientation, (iv) effective organization, and (v) persistence [52]; and, the time management questionnaire (TMQ), which includes items on attitudes toward time management and planning the allocation of time [53]. Since this research study is focused on self-regulated time toward knowledge achievement in the context of a higher education course, we decided to use the TMQ as it is the most frequently tested in an educational context. The TMQ consists of three subscale constructs including: (1) short-range planning, (2) long-range planning, and (3) time attitudes. The TMQ uses an 18-item scale with a 5-point Likert-type response format having values ranging from strongly agree (5) to strongly disagree (1). Pre- and Post-questionnaires were held using the TMQ test capturing time management...
experiences of students in the entire cohort, i.e., experimental and control group.

3 Results

This section presents the results from a quantitative analysis of the data collected through the instruments mentioned above: the pre/post time management questionnaires (TMQ) completed by control and experimental group, reflection exercises where students in the experimental group logged their weekly study-time, and the grades obtained by control and experimental group in the final assessment. A total of 348 students out of 796 accepted the consent form and completed the pre-questionnaire (88.51% male, 11.49% female).

3.1 Effects of being prompted by reflection amplifiers

This study aimed to explore the effects of being prompted by RAs on learning performance. It was expected that students logging study-time would improve their time management skills and obtain higher grades in the assessment as a consequence of reflection episodes suggested to the experimental group (RQ1).

The Cronbach’s alpha coefficient concluded in reliable values for all the TMQ subscales ranging from 0.83 to 0.70 (See Table 1). These scores demonstrate adequate internal consistency. Nunnally [54] has suggested that score reliability of 0.70 or better is acceptable. A Shapiro–Wilk test was conducted with the aim to confirm the normal distribution assumption toward performing an analysis of variance (ANOVA). The p-values (higher than 0.05) and the observations of the Q-Q plots confirm that time management samples are normally distributed. However, the p-values obtained in the grades sample deviate from normality.

The number of students participating in the reflection exercise decreased as the course progressed. Therefore, the experimental group (n = 45) finally comprised students who had participated in all measurements: (1) logged their study-time at least 3 times out of the 6 week-points; (2) participated in the final CF assessment; (3) completed the pre and the post TMQ questionnaire. The control group involved 93 students who agreed to participate in the experiment, participated in the final CF assessment, and completed the pre and the post TMQ questionnaire.

The figures presented in Table 2 show that TMQ means decreased from the pre-questionnaire to the post-questionnaire both in the control and experimental group. Regarding the assessment in the CF module, the results show slightly higher means in the experimental group. The values obtained in the assessment show a slight difference between the control (M = 2.25; SD = 2.15) and the experimental group (M = 2.36; SD = 2.27).

An analysis of variance (ANOVA) was performed to confirm no significant differences between the control and the experimental group in the pre-test. The results presented in Table 3 show that there are no significant differences in the initial measure with the exception of long-range planning (Pr. = 0.02 < 0.1). These results confirm that students from both the control and experimental groups started into the semester without meaningful differences in time management skills. A second ANOVA was performed to identify significant time management variations in the post-test as a consequence of the interventions in the experimental group. Contrary to our expectations, the results concluded in non-significant variances between the means with the exception of long-range planning (Pr. = 0.07 < 0.1). Additionally, a third ANOVA test aimed at identifying significant differences in learning performance (CF assessment) as a consequence of the treatment between control and experimental group. Likewise, the results concluded in non-significant differences.

| Table 1 | Reliability coefficient (Cronbach’s Alpha) for “time management” |
|---|---|---|---|
| Subscale | Items | α | Sample item |
| Short-range planning | 7 | .83 | Do you spend time each day planning? |
| Time attitudes | 6 | .72 | Do you believe that there is room for improvement in the way you manage your time? |
| Long-range planning | 5 | .70 | Do you have a set of goals for the entire quarter |
| Overall TMQ scale | 18 | .83 | |

*Internal consistency (α ≥ 70)
3.2 Study-time distribution in the freshmen cohort

Table 4 illustrates the distribution of votes by module, as collected along the semester (Fig. 1a above). Although the top four modules (MA, DM, CF, PF) are all officially weighted the same in the curriculum (6 ECTS equivalent to 150 h of study), students weighted them very differently in terms of perceived time requirements. The MA module received 3.6 times as much temporal attention than CF module, despite equal credits. Similarly, PL received 3 times as much temporal attention than the OS module.

Figure 2 illustrates the longitudinal distribution of study-time over the entire semester (6 measurements). Here it becomes obvious that the demands per module differ over the runtime of the course with a spike in PL at week-point 3 and in CF at week-point 4. Nonetheless, as also illustrated in Table 4, MA comes out as the most time intensive part over the entire period, with the exception of week-point 4. These results confirm the assumption (RQ2) that students do not distribute their study-time (workload) coherently by considering the ECTS distribution.

3.3 Correlation between time logged and learning performance

In order to investigate RQ2, a Pearson's correlation analysis was run (Table 5) to determine the relationship between the mean quantity of time logged throughout the course (Time), the number of logs performed throughout the course

| Study Case | TMQ scale/subscale | Sum of Squares | df | Mean square | F  | Pr(> F) |
|------------|-------------------|----------------|----|-------------|----|---------|
| Pre-test   | Overall time management | 163  | 1  | 163.09  | 2.30  | 0.13    |
|            | Short-range planning | 25   | 1  | 24.55   | 0.78  | 0.36    |
|            | Time attitudes     | 1.1  | 1  | 1.06    | 0.12  | 0.72    |
|            | Long-range planning | 46   | 1  | 46.05   | 5.22  | 0.02*   |
| Post-test  | Overall time management | 33  | 1  | 33.08   | 0.35  | 0.55    |
|            | Short-range planning | 3    | 1  | 3.37    | 0.10  | 0.74    |
|            | Time attitudes     | 3.6  | 1  | 3.36    | 0.29  | 0.58    |
|            | Long-range planning | 33.8 | 1  | 33.81   | 3.31  | 0.07*   |
| Assessment | Learning performance | 0.3  | 1  | 0.35    | 0.05  | 0.80    |

Table 4 Responses to the question “In which modules did you devote more time this week?” n = 699 votes from 554 reports (See “Appendix 1” RA-A)

| Module                  | ECTS | %    | n  |
|-------------------------|------|------|----|
| Mathematical analysis   | 6    | 38.91| 272|
| Discrete mathematics    | 6    | 24.75| 173|
| Programming fundamentals| 6    | 12.73| 89 |
| Computer fundamentals   | 6    | 10.73| 75 |
| Programming lab         | 3    | 9.73 | 68 |
| Operating systems lab   | 3    | 3.15 | 22 |
(Number of logs), the measure of TMQ performed at the end of the course (Time management), and the grades obtained in the final assessment (Assessment). Pearson’s r indicates the strength of the linear relationship between two variables for which the values range between $-1 < 0 < 1$. The values closer to 1 (−1) depict a stronger positive (negative) correlation, meaning that the second variable tends to increase (decrease) when the values of the first value are increased and vice versa. The closer the values are to 0, the weaker the correlation is. We can verbally describe the strength of the correlation using the guide that Evans [55] suggested for the absolute value of r (Strength: 0.00–0.19 “very weak”; 0.20–0.39 “weak”; 0.40–0.59 “moderate”; 0.60–0.79 “strong”; 0.80–1.0 “very strong”).

In RQ2, we anticipated that time management (TMQ) skills would be positively correlated with logging time (i.e., Number of logs and Time logged). On the one hand, the results of the analysis do not depict a significant correlation between time management skills and logging time (Number of logs). On the other hand, the correlation analysis suggests a significant weak positive correlation between time management skills and the quantity of time logged (Time). The correlation between the number of logs and the quantity of time logged is obvious and consequently discarded from further analysis. Additionally, we expected that the learning performance measured in different assessments throughout the course would be positively correlated with time management and logging time. However, the results do not suggest any correlation between learning performance (Assessment) and the rest of the measurements. This result is similar to other studies as recounted by Broadbent and Poon ([56], p.10).

### 3.4 Findings from reflection episodes toward improved accessibility

This work analyzes the results obtained during the case study to identify the potential of learning analytics and reflection amplifiers to make of learning time a deliberate object of attention in new HE students (See “Appendix”). The following aspects were investigated to explore the potential of fostering time management skills toward improved adaptation of students in their first semester at the university (RQ3).

#### 3.4.1 Weekly time spent on the course

Students in the experimental group were prompted across different week-points (Appendix RA-B in wp. 1, 2, 3, 5) on how much time they had devoted to studying Computer Fundamentals on a scale ranging from 1 to 5 (1-Less than 1 h; 2-Between 1 and 2 h; 3-Between 2 and 4 h; 4-Between 4 and 6 h; 5-More than 6 h). A total of 554 reports were collected throughout the semester resulting in M(SD) = 2.07(0.80) which hints at 1–2 h weekly and lies far from the 5.4 h of the Bologna calculation for this 6 ECTS module which might further explain the low grades obtained in the assessments. Dropouts would perhaps devote even less time to study the module.

#### 3.4.2 Knowledge of theoretical study-time

In the presented CF module example, 6 ECTS are equivalent to approximately 5.4 weekly hours of self-study outside the classroom. In week-point 3, we asked students whether they knew how much time they are supposed to devote to self-study for a 6 ECTS credits subject (Appendix RA-F). Only 23% answered correctly between 4–6 h. Some 1% of the students responded ‘less than 1 h’; ‘between 1–2 h” was reported by 4%; ‘between 2–4 h” was reported by 25%; ‘more than 6 h” was reported by 31%; and 13% of them replied that they did not know.

#### 3.4.3 Spreading effect of time-consuming modules

In week-point 2 (n = 105), students that reported an imbalance in their workload (Appendix RA-E in wp. 2), clearly pinpointed to Mathematical Analysis (44%), Programming Fundamentals (38%), and Discrete Mathematics (11%) as the most influential modules on their time allocation. With regard to the most time-consuming modules during that week, students considered that this influenced the time they should have devoted to the rest of the subjects. The answers provided show that 52% of the students indicated that those subjects had contributed to an imbalance of their weekly study-time.

#### 3.4.4 Study-time anticipation

In week-point 5 (n = 81), students were invited to report how much time they devoted to Computer Fundamentals that week (RA-B). Additionally, they were invited to look forward and estimate how much time they expected to devote to the same subject the following week (RA-C). 49% of the

### Table 5 Pearson’s correlation analysis

| R | Assessment Management | Time | Number of logs | Time |
|---|-----------------------|------|----------------|------|
| Assessment Management | 1 |
| Time | -0.05 | 1 |
| Number of logs | 0.23 | 0.30 | 1 |
| Time | 0.15 | 0.37* | - | 1 |

*Correlation significance ($p < 0.01$)
students responded they would devote the same amount of time, 37% reported they would devote more time, whereas 12% said they would devote even less time. Reports from the following data point show that only 16% devoted more time, 53% devoted same time, and 31% devoted less time.

3.4.5 Work at home

A prompt in week-point 6 \((n = 77)\) aimed at exploring which activities required most of their study-time at home (RA-H). Multiple answers were possible for this item. 35% reported “study for exams”, 30% answered “make exercises”, 17% reported “write assignments”, 9% reported “prepare practical workshops”, 3% reported “other activities”, 2% reported “look for documentation”, and 2% chose “install or/and understand a new software”.

3.4.6 Familiarity with subject modules

The post-questionnaire included an extra item that invited students \((n = 175)\) from both the control and experimental group to quantify their previous knowledge of the modules when they started the university \((0.-\text{Nothing}, 1.-\text{Minor things}, 2.-\text{Most things}; 3.-\text{Everything})\). Mean (and standard deviation) calculation resulted in disparate values across modules: 1.24 (1.41) in ‘Mathematical Analysis’, 0.79 (2.12) in ‘Discrete Mathematics’, 0.78 (0.71) in ‘Programming Fundamentals’, 0.77(0.71) in ‘Programming Lab’, 0.58 (1.41) in ‘Computer Fundamentals’, and 0.5(0) in ‘Operating Systems Lab’.

4 Discussion and implications

This work focused on the abrupt change in study methodology that students undergo as they move from secondary education to higher education. In this transition, students move from a teacher guided education, to an education in which they must guide their own learning tasks and organize their time according to their particular circumstances (e.g., expertise, available tools). Most students in their initial university semester face, for the first time, the challenge of managing their study-time (workload) in a balanced way considering the complexity and specific needs of each course remit. In the worst case, this leads some students to withdraw modules prematurely or even abandon their studies. This work rekindled the need to promote the ability of students to reflect on their own methods by making of study-time a deliberate object of attention [18]. Here, reflection amplifiers and learning analytics were combined and evaluated to bridge this gap and to facilitate universal access to higher education by fostering time management skill. Therefore, the following research questions were investigated.

In RQ1, we explored whether students who conducted regular reflection exercises on their study-time outperformed the rest of the students regarding their time management skills and learning performance. Contrary to our expectations, the resulting estimate of time on task among subjects confirmed other similar studies [14, 57] as being sometimes dramatically off target to the expected curricular presets. Since no notable improvement in neither time management (as compared with the control group) nor assessment grades were observable, the longitudinal aspect also suggests, that, left to their own devices in terms of study-time management, students will develop into a diverse range of directions. Data confirms the impression that first-semester university students do not have a habit to regulate their study-time effectively, and cannot be expected to do so by themselves. This may be an indication of a more general lack of SRL competences that would, therefore, need further support from the HE institutions. We may speculate that with specific guidance and training in study-time management, the results would perhaps look different [18]. It reminds us that like any aspect of self-regulation, enhancement of time management requires reliable feedback and cannot be learnt entirely through SRL [58]. This feedback could take different forms and intensities, from a mirroring of their learning analytics data to students (possibly enriched with some kind of social yardstick) to more complex and time-consuming oral feedback by a pedagogical adviser. A substantial number of students left the course, without us being able to unambiguously identify the reasons for such withdrawals. From other research investigations, we noted that time-related issues are seen as the single biggest factor for dropout [57, 59].

In RQ2, we explored whether time logs can help first-semester students to organize their study-time considering their expected workload. This study had, as a goal, a better understanding and an improved knowledge of study-time amount and allocation in first-semester university courses. Our data showed that self-reported time allocation and prescribed study-time differ substantially among students and modules (Table 4). In this respect, we used learning analytics to show that students do not distribute their workload coherently by considering the ECTS distribution in first-semester modules (Fig. 2). Students were able to produce, through self-observation mechanisms, information related to study-time which is likely to help institutions to better plan their curricula, while at the same time making students more aware of where their time investments go, thus providing evidence-based input for reflection.

The inquiry looked specifically at students’ perceived time management behavior as part of their SRL over the period of one semester, comparing one subject module with parallel running ones. The experimental group was prompted—but not guided—to self-report and reflect on their study-time investment over the respective week. On
the one hand, the results of the correlation analysis presented in Table 5 suggests that students who logged more time obtained higher time management skills. On the other hand, neither the number of the time logs, nor the quantity of time logged moderated students learning performance. These results are consistent with previous studies investigating SRL and improved academic achievement ([56], p.10), and inconsistent with others [53, 60]. Therefore, further research is needed to investigate whether time logs (reflection exercises) integrated in all subject modules running in parallel during the first-year semester might lead to better time management skills and learning performance in longitudinal studies. On the whole, and despite a lack of observed effects or RA on performance and time-management skills development, the results question the fundamental challenge of the following three aspects: (1) establishing the “right” frequency of reflective episodes during learning while preventing under- and over-prompting effect; (2) fixing the “right” length of the reflective episodes. In this study, RA was kept as relatively short. The important looming question is: can a reflection be short and useful?; (3) assessing the “right” total time of exposure to RA needed to anchor “habits of reflection” [56] without taxing cognitive resources for first-order tasks, otherwise reflection periods could themselves fuel time-management problems!

In RQ3, we aimed to explore the potential of learning analytics and reflection amplifiers in first-semester students toward facilitating the transition to higher education. The weak correlation between time management and academic achievement as well as the fact that in our study even persistent students’ time management skills and perceived self-efficacy decreased (if only slightly) over the term, would further indicate that irregularities in student study-time depend less on the time management skills students bring to the course, but rather puts more responsibility on the study organizers to arrange for more balanced environmental arrangements and better integrated and orchestrated syllabi across the curriculum. This finding is in line with Gerrard et al. [14] who call for better coordinated scaffolding arrangements for first-year students.

Since time management skills decreased slightly from the first part to the last part of the semester (Table 2), even as non-persistent students removed themselves from the course, greater pressure on time-related skills seem to be inherent in the curriculum. HE institutions would have a role to play as part of measuring and promoting time management skills to counter potential stress and work overload caused by varying demands on student time and effort. Data provided by students through a combination of learning analytics and reflection amplifiers delivered valuable information for evidence-based decisions to develop academic workload policies. On the one hand, most students (77%) did not know how much time they should devote to study outside contact hours depending on the number of ECTS credits assigned to a module (see Sect. 3.4 above). On the other hand, the result of the time logs show that students unevenly distribute their study-time throughout the semester without balancing the expected effort for each specific module. Factors like previous knowledge in the subject area (familiarity), the number and difficulty of assignments required throughout the semester, or the assessment type are course elements that affect the learning experiences and student engagement [17, 20].

Students do not consider the number of ECTS assigned to the module to balance their weekly workload. They are unaware of the hours that correspond to each subject (see Sect. 3.4.2). Freshmen seem to give more dedication to those subjects that are more familiar to them because of their prior knowledge (see Sect. 3.4.6). The most time-consuming modules seem to penalize students’ performance in the rest of the modules (see Sect. 3.4.3). Hence, teachers must instruct students about the time requirements of each subject using learning analytics and identify unexpected scenarios to support students as soon as possible. Regular time logs and qualitative learning analytics are useful tools for instructional designers to identify when students are at risk and dropouts begin to occur, and whether they are associated with certain subject modules or specific learning activities (see Sect. 3.4.5).

5 Conclusions

While temporal awareness of students may not directly affect their academic performance, there is some indication that perceived time requirements influences students’ decisions for staying on a course to a greater extent than the actual time spent. The student views on individual subjects is influenced by the amount of time they allocate to it. In simplified terms, a module is portrayed as “hard” or “easy”, not necessarily based on the level of cognitive difficulty alone but also in terms of time and effort needed to succeed. This subjective opinion, even when not based on real facts (actual time measured), can become the cause and origin of higher stress levels and work overload, potentially leading to withdrawal. An environment where this can be observed even more clearly is MOOCs. Here, again, the single biggest factor for dropping out is time-related [61].

Despite the non-conclusive relationship between time management and student grades, the development of SRL in pre-university education, which is to continue in higher education can be seen as an imperative challenge for the sector as a whole. However, SRL requires flexible and adaptable environments and structures that allow for personalized approaches. If structural constraints are too rigid, there is no room for SRL to flourish. Students, therefore, need “space” to improve on their learning strategies, evaluate
them against perceived personal success and progress, and to personalize their learning experiences. Learning analytics, providing evidence-based feedback, can support such efforts, but, at the same time, teaching staff are required to establish realistic and integrated workload expectations that can also serve as benchmarks. Learning analytics measurements on a regular, if not continuous basis, would be able to inform faculty on how to adapt their syllabi in terms of complexity, volume, assignments and assessments to arrive at a workload balance avoiding spikes, and troughs of activity that put unbalanced pressure on students. In this way, it is the alignment of learning designs combined with learning analytics that would enable improved curricula leading to better learning and higher retention. This view is also expressed in the increasing amount of recent literature on “learning analytics for learning design” (LALD) (cf. e.g., [36, 62, 63]). Our hitherto limited experiment would still maintain the views expressed by Claessens et al. [18] that effective time management through self-monitoring and logging of study-time by the students has the potential to improve the perceived control of time and student satisfaction, while reducing stress and anxiety. We can add to this that it will not work in isolation, but only in concert with the institutional and curricular arrangements. Further research is needed to see whether more flexible, but clearly communicated self-determination of student study-time would result in clearer linkages between SRL time management and academic performance. Educational stakeholders should clearly identify and report how many weekly hours of study per subject are required to obtain the best learning outcomes. These beacons would probably help students to better plan their week, setting well-defined personal goals. At the same time, the curricular orchestration of simultaneously running learning designs can be helped by regular iterations of study-time inquiries through learning analytics data.

In our multi-part investigation, raising awareness among students on how they spend their study-time turned out not to be a valid measure for enhancing their time management skills, nor did it lead to better achievements. While we found the regular self-observation and self-reporting by way of time logs generally useful, automated tracking and feedback on how well students distribute their time perhaps would have helped to keep them better engaged. In a similar fashion to leisure-time monitoring and self-awareness via various mobile apps and wearable technologies (cf. the “Quantified Self” movement [64]), closer unobtrusive monitoring providing feedback in case of unusual behaviors would help to understand where time is being devoted, but also to potentially identify bad practices of both teachers and students.

Our data are clearly showing an imbalance across a single curriculum as experienced by the students, despite an equal weight in terms of ECTS credits. Exploiting the findings of this research exercise, could, therefore, initiate innovative actions in curricular management to arrive at greater congruence in the learning experiences of individuals across parallel modules and courses. On these insights, a curricular planning system of balanced student workload can be created and further developed, making use of emergent learning analytics tools and methods, while at the same time motivating students to self-monitor and self-evaluate their time investments through their learning data, in order to alleviate stress factors and to reduce dropout and procrastination for reasons of work overload. The next step of this investigation is the establishment of an academic trans-disciplinary workgroup to discuss the curricular adaptations in the tasks, timetable etc., and the reasoning behind student workload of individual subjects. It will be interesting to compare student experiences with staff expectations and arguments. The direction this research will take is to further investigate the time-related course elements and study disposition of students, so as to arrive at a full understanding of student workload and curricular expectation, combined with deferring greater ownership of the learning process to the students through SRL.

Coming back to the research question, from a methodological point of view, the triangulation process applied in the experimentation invites not to deal with learning analytics in isolation. A refined picture of study-time in the course is obtained when learning analytics (applied on tests or exams) is coupled with a structured, frequent, and active information intake by students. This input (here obtained through reflection amplifiers) can in turn become a basis of its own, where upon a learning analytics process can be applied.

Exploiting the findings of this research exercise, could, therefore, initiate innovative actions in curriculum management to arrive at greater congruence in the learning experiences of individuals across parallel modules and courses. It holds the promise to improve universal access by reducing the withdrawals of students on the grounds of work overload.

5.1 Limitations

Different aspects limited this research. On the one hand, all data measurements analyzed in this article were collected in the sessions of a single subject module (CF). It would be of interest to investigate what the results would have been considering the measurements and reflection exercise performed in the sessions of all subject modules comprised within the first semester. On the other hand, data collection was not carried out every week, but was carried out every two weeks. This fact may have impacted students’ failure to internalize the reflection process as a routine integrated in their weekly duties as a professional learner [65].
Appendix

Appendix A: Reflection amplifiers (A–H) prompted in 6 week-points (wp) over the semester

| Wp | id | Reflection amplifiers |
|----|----|------------------------|
| 1  | A  | Which modules required most of your study-time this week? |
|    | B  | How much time did you devote to study Computer Fundamentals this week? (not counting class hours) |
|    | C  | How much study-time you expect to devote to Computer Fundamentals the next week? (not counting class hours) |
|    | D  | How much time did you devote to study the most time-consuming module? (not counting class hours) |
| 2  | A  | Which modules required most of your study-time this week? |
|    | E  | Do you think those modules imbalance your study-time in the rest of the modules? |
|    | B  | How much time did you devote to study Computer Fundamentals this week? (not counting class hours) |
| 3  | A  | Which modules required most of your study-time this week? |
|    | F  | The Computer Fundamentals module has 6 ECTS credits. Do you know how much study-time / WEEKLY work corresponds to it? (not counting class hours) |
|    | B  | How much time did you devote to study Computer Fundamentals this week? (not counting class hours) |
| 4  | A  | Which modules required most of your study-time this week? |
|    | G  | A module of 6 ECTS credits requires 5 h of study-time per week outside the classroom. How much time did you devote to the most time-consuming module this week? (not counting class hours) |
|    | C  | How much study-time you expect to devote to Computer Fundamentals the current week? (not counting class hours) |
| 5  | A  | Which modules required most of your study-time this week? |
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