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Abstract

In this paper, we propose a new model to segment cells in phase contrast microscopy images. Cell images collected from the similar scenario share a similar background. Inspired by this, we separate cells from the background in images by formulating the problem as a low-rank and structured sparse matrix decomposition problem. Then, we propose the inverse diffraction pattern filtering method to further segment individual cells in the images. This is a deconvolution process that has a much lower computational complexity when compared to the other restoration methods. Experiments demonstrate the effectiveness of the proposed model when it is compared with recent works.

1. Introduction

Phase contrast microscopy is one of the most fundamental inventions that we can observe cells without any damages. Tremendous amounts of images are obtained from the phase contrast microscopy and the analysis of these images is critical. Cell segmentation in phase contrast microscopy images is still a great challenge because of the diversity of cells’ appearance and artifacts. Many approaches have been proposed to deal with these issues. By taking advantage of the gradient of cells’ boundary, methods like Active Contour [3] is introduced. However, the boundary cues are not always strong enough, therefore, this method often either can not converge or over-segment. To learning a statistical model from data, machine learning based methods [1][6] are proposed. However, these generic image analysis techniques have limits in the case of cell adhesion, cell event, artifacts, etc. It is evident that generic image analysis techniques, which are designed for natural images, have limits in phase contrast microscopy cell segmentation problem. Until recently, Yin et al. [11][8] analyzed the uniqueness of the phase contrast microscopy and proposed a method via modeling phase contrast imaging theory. Though effective, these methods have a huge computation cost. Another novel method [13] proposed by modeling the differences between cells and non-cells when absorbing lights. This method needs sufficient prior information to tuning the parameters.

Background subtraction is an important pre-processing step in phase contrast microscopy cell segmentation, however limited number of works have done this. One common method is rolling ball filtering [2]. But this method fails to work if the background is not uniform, which is quite often in phase contrast images. Another common method is to model the background as a second-order polynomial function [8][11]. However, the background in phase contrast microscopy images is more complicated than that, hence this model can not remove the background sufficiently. In recent years, low-rank techniques have been introduced to deal with background subtraction in natural images. Wright et al. [9] modelled the background as a low-rank matrix approximately and the foreground image as a sparse one. This method can learn the model of background from data directly.

In this work, we utilize the fact that images obtained from the similar environment tend to have similar background. Therefore cells can be obtained by subtracting the background. We formulate this problem as a low-rank and structured sparse matrix decomposition problem. Due to the existence of noise, we propose inverse diffraction pattern filtering to get accurate individual cells.

2. Methodology

In this section, we first illustrate the proposed method for background subtraction, which is based on low-rank and structured sparse matrix decomposition. Then, we demonstrate our proposed inverse diffraction patterns filtering.

2.1. Cell Images Background Subtraction

For a phase contrast microscopy image sequence, scenario that defined as \( \mathbf{A} = [a_1, a_2, a_3, \ldots, a_n] \). For each microscopy image, we can model it as the combination of a background part and a foreground part as \( a_i = b_i + e_i \), where \( b_i \) and \( e_i \) are the matrices for the background and foreground, respectively. It is easy to find that the background of images from a certain image sequence are lin-
early correlated. Specifically, we first vectorize each background matrix and stack them together as a single matrix as $B = \{\text{vec}(b_1), \text{vec}(b_2), \ldots, \text{vec}(b_n)\}$. Theoretically, this matrix should be approximately low-rank. Besides, we employ the sparse matrix to model the foreground cells as $E = [\text{vec}(e_1), \text{vec}(e_2), \ldots, \text{vec}(e_n)]$. To capture the structures in cells, we integrate generalized fused lasso (GFL) \cite{10} in the model. Therefore, we formulate the problem as:

$$\min_{B,E} \quad \text{rank}(B) + \lambda \|E\|_{gfl}, \quad \text{s.t.} \quad A = B + E,$$

where $\lambda$ is a positive trade-off parameter and the definition of $\|\cdot\|_{gfl}$ is written as:

$$\|E\|_{gfl} = \sum_{k=1}^{n} \{\|e_k\|_1 + \gamma \sum_{(p,q) \in N} \omega^p_{k} |e^p_{k} - e^q_{k}|\},$$

where $e_k$ is the foreground of $k$-th frame in an image sequence; the pixel $p$ and $q$ are the spatial neighborhood in the set $N$ (i.e. 4-connected neighborhood); $\gamma$ is a heuristic parameter, which is used to balance the sparsity and structural information of objects: the $\omega^p_{k}$ is weights between pixel $p$ and $q$ and computed as $\omega^p_{k} = e^{-\frac{||e^p_{k}||_2^2}{2\pi^2 \sigma^2}}$. However, the rank function is hard to be optimized due to its non-convexity. We then use the nuclear norm, which is the sum of the singular values of $B$, as an alternative relax solution:

$$\min_{B,E} \quad \|B\|_* + \lambda \|E\|_{gfl}, \quad \text{s.t.} \quad A = B + E,$$

where the $\|\cdot\|_*$ means the nuclear norm of a matrix, such as the sum of the matrix’s singular values.

### 2.1.1 Optimization

We now illustrate how to optimize Eq. \cite{11} based on the Augmented Lagrange Multipliers (ALM) \cite{7,12}. We introduce the Lagrange multiplier $Y$, the problem can be rewritten as

$$L(B, E, \lambda) = \|B\|_* + \lambda \|E\|_{gfl} + \langle Y, A - B - E \rangle + \frac{\mu}{2} \|A - B - E\|_F^2,$$

where $\mu$ is a positive scalar. The optimal solution of $B$ and $C$ can be computed in an alternative way. Firstly, we update the $B_{t+1}$ by fixing $E = E_t$,

$$B_{t+1} = \arg \min_B L(B, E_t, Y_t, \mu_t)$$

$$= \arg \min_B \|B\|_* + \langle Y_t, A - B - E_t \rangle + \frac{\mu_t}{2} \|A - B - E_t\|_F^2,$$

Next, we update $E$ by fixed the $B$ as:

$$E_{t+1} = \arg \min_E L(B_{t+1}, E, Y_t, \mu_t)$$

$$= \arg \min_E \|E\|_{gfl} + \langle Y_t, A - B_{t+1} - E \rangle + \frac{\mu_t}{2} \|A - B_{t+1} - E\|_F^2,$$

In each iteration, the Lagrange multiplier is updated as:

$$\mu_{t+1} = \begin{cases} 
\rho \mu_t, & \text{if } \frac{\mu_t}{\|E_t^* - E_t\|_F/\|A\|_F} < \varepsilon \\
\mu_t, & \text{otherwise}
\end{cases}$$

where $\rho$ is a constant that is larger than 1; $\varepsilon$ is a very small positive scalar.

### 2.2. Inverse Diffraction Pattern (IDP) filtering

In \cite{8}, the phase contrast microscopy image is approximated by a linear combination of $M$ diffraction patterns as:

$$g \propto \sum_{m=1}^{M} \Phi_m * \{\sin \theta_m \delta(r) + (\varsigma_p \cos \theta_m - \sin \theta_m) \text{airy}(r)\},$$

where $\theta_m$ denotes the $m$-th phase retardation, which is defined as $\theta_m = \frac{2\pi m - 1}{M}$; $\delta(r)$ is the Dirac delta function; $\varsigma_p$ is the amplitude attenuation factor caused by the phase ring, and we treat it as a constant at here; $\Phi_m$ is the coefficient of $m$-th basis; $\text{airy}(r)$ is an obscured airy pattern with the radius $r$ that is defined in \cite{8}. For simplification, we define that

$$\text{PSF}(\theta_m) = \sin \theta_m \delta(r) + (\varsigma_p \cos \theta_m - \sin \theta_m) \text{airy}(r),$$

where $\text{PSF}(\theta_m)$ is the point spread function of the phase retardation $\theta_m$.

Mathematically, this is a convolution process that images convolve with a complicated kernel. In order to restore the ideal image, we need deconvolution process that reverses the effects of the convolution on the observed data. More specifically, we need to seek the solution of a convolution equation of the form:

$$h * f = y,$$

where $h$ is the ideal image and contaminated by convolving with the kernel $f$. The convolution result, which is the observed image, is $y$. To serve such purpose, we apply deconvolution in the Frequency domain, which is written as:

$$HF = Y,$$
where $Y$, $H$ and $F$ denote the Fourier transformation of $y$, $h$ and $f$ respectively. By computing the inverse filter of $F$ as

$$F^{-1} = \frac{H}{Y},$$

we can restore the $H$ as $F^{-1}FH = H$. Consequently, the inverse filter can be computed in the time domain as

$$f^{-1} = \tilde{g}^{-1}(F^{-1}),$$

where $f^{-1}$ is the inverse filter of $f$; $\tilde{g}^{-1}$ is the inverse Fourier transform. With the definition of $PSF^{-1}(\theta_m)$ as the inverse of the $PSF(\theta_m)$, which is called as inverse diffraction pattern (IDP) and shown in Figure 2, we can recover ideal images as:

$$\Phi_m = \tilde{g} * PSF^{-1}(\theta_m),$$

where $\tilde{g}$ is the phase contrast microscopy image after background subtraction by the proposed method.

Usually, simple deconvolution is not robust due to the influence of noise, especially artifacts. In the presence of non-negligible noise, noise amplification will cause severe distortion [4]. The reason makes it success in our task is that noise is suppressed successfully by the proposed background subtraction method. Since the imaging condition is maintained to be unchanged for a certain sequence, the noise is also similar in each frame. Thus, the noise among frames are also approximately linearly correlated, which is similar to the medium. Thus, it can be treated as a part of the background and removed by the proposed method efficiently.

### Table 1. The comparison of cell segmentation ACC on three dishes.

| Method                  | Dish1 | Dish2 | Dish3 |
|-------------------------|-------|-------|-------|
| Preconditioning         | 0.974 | 0.974 | 0.956 |
| Ours                    | 0.995 | 0.995 | 0.981 |
| Time                    | <1 sec|       |       |

### Table 2. Performance comparison between ours and the Preconditioning restoration method.

| Method                  | Dish1 | Dish2 | Dish3 | Time |
|-------------------------|-------|-------|-------|------|
| Preconditioning         | 0.974 | 0.974 | 0.956 | 262 sec|
| Ours                    | 0.995 | 0.995 | 0.981 | <1 sec|

### 3. Experimental Results

#### 3.1. Evaluation Metrics and Data

The evaluation metric and data in [13] are adopted in the experiments to facilitate comparisons with related works. The definition of the evaluation metric, accuracy, is $ACC = (TP + |N| - |FP|)/(|P| + |N|)$, where $P$ denotes the positives, $N$ denotes the negatives, $TP$ denotes the true positives and $FP$ denotes the false positives. The data set consists of three different cell dishes under different exposure durations and the ground truth data is labeled by two annotators.

#### 3.2. Comparison and Evaluation

We conduct the performance comparison with different methods, shown in Table 1. Both the preconditioning...
method [11] and the proposed method achieved satisfactory results, where ours is slightly better than the preconditioning method. Our speed is much faster than the preconditioning method on these datasets, shown in Table 2. Although the performance of the proposed method is comparable to the cell-sensitive imaging [13], the proposed method holds some advantages. In cell-sensitive imaging method, the exposure time of images is a required parameter. Since the imaging information is not always available, this limits its application. Our method is designed to be independent of such parameters. This makes the proposed method more generally applicable. Also, our results demonstrate that the proposed method has better performance on removing artifacts in background images when compared to the cell-sensitive imaging method, shown in Figure 4. For qualitative evaluation, Figure 5 shows more results on background subtraction and restored artifact-free phase contrast images by the proposed method.

4. Conclusion

In this paper, we propose a new approach for cell segmentation with two stages. We first remove background through a low-rank and sparse matrix decomposition. Then we obtain the accurate cells by introducing the inverse diffraction pattern filtering. It is inspired by optics model based restoration methods but much more efficient than them. Our experiments validate the effectiveness of the proposed method on cell segmentation.
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