A numerical investigation of the mechanics of intracranial aneurysms walls: Assessing the influence of tissue hyperelastic laws and heterogeneous properties on the stress and stretch fields
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Abstract

Numerical simulations have been extensively used in the past two decades for the study of intracranial aneurysms (IAs), a dangerous disease that occurs in the arteries that reach the brain. They may affect up to 10% of the world’s population, with up to 50% mortality rate, in case of rupture. Physically, the blood flow inside IAs should be modeled as a fluid-solid interaction problem. However, the large majority of those works have focused on the hemodynamics of the intra-aneurysmal flow, while ignoring the wall tissue’s mechanical response entirely, through rigid-wall modeling, or using limited modeling assumptions for the tissue mechanics. One of the explanations is the scarce data on the properties of IAs walls, thus limiting the use of better modeling options. Unfortunately, this situation is still the case, thus our present study investigates the effect of different modeling approaches to simulate the motion of an IA. We used three hyperelastic laws — the Yeoh law, the three-parameter Mooney-Rivlin law, and a Fung-like law with a single parameter — and two different ways of modeling the wall thickness and tissue mechanical properties — one assumed that both were uniform while the other accounted for the heterogeneity of the wall by using a “hemodynamics-driven” approach in which both thickness and material constants varied spatially with the cardiac-cycle-averaged hemodynamics. Pulsatile numerical simulations, with patient-specific vascular geometries harboring IAs, were carried out using the one-way fluid-solid interaction solution strategy implemented in solids4foam, an extension of OpenFOAM®, in which the blood flow is solved and applied as the driving force of the wall motion. We found that different wall morphology models yield smaller absolute differences in the mechanical response than different hyperelastic laws. Furthermore, the stretch levels of IAs walls were more sensitive to the hyperelastic and material constants than the stress. These findings could be used to guide modeling...
decisions on IA simulations, since the computational behavior of each law was different, for example, with the Yeoh law yielding the smallest computational time.
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1. Introduction

Intracranial aneurysms (IAs) are pathological dilatations of the human vascular system normally found in the bifurcations of the cerebral arteries tree. The most common form has a saccular shape, with a prevalence of up to 90% in the brain arteries [1], being a dangerous disease that may affect up to 10% of the world’s population [2] and with up to 50% mortality rate, in case of rupture [3, 4]. This pathology has, in the past three decades, been investigated experimentally [5, 6], which, for example, led to the understanding of the importance of hemodynamics on its development, but also numerically through Computational Fluid Dynamics (CFD), which provided detailed information on the hemodynamics [7] — although still being a debatable topic in the clinical practice [8, 9].

Due to the nature of the pathology, better modeling is continuously sought to allow for more reliable numerical simulations, for example, through the use of Fluid-Solid Interaction (FSI) modeling [10, 11], although numerical techniques to solve FSI problems pose challenging numerical difficulties [12, 13]. Additionally, using an FSI strategy employed for patient-specific IA geometries requires the modeling of their wall tissue that also poses difficulties hard to overcome, such as the lack of patient-specific data of the wall thickness, the constitutive behavior of the tissue and its material properties. This is particularly important due to the large variability of the disease.

Previous experimental works showed that IAs walls are more likely to have wall thickness and mechanical and failure properties varying spatially [14, 15]. This local morphology is caused by the natural history of a particular IA [16, 17]. Meng et al. [18], for example, hypothesized two biological pathways, dependent on different local hemodynamic conditions, that would lead to different wall phenotypes — the authors name these two phenotypes as “type-I”, comprising small IAs with thin and translucent walls, and “type-II”, encompassing large IAs with thick, white or yellow, atherosclerotic walls. Moreover, a spectrum of
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morphologies would exist between these broad phenotypes, as investigated by Kadasi et al. [14], for example, who found that 27% of IAs are type-I, 8% are type-II, and 65% contain both patch types.

How a patient-specific IA grows also influences its mechanical behavior, classically considered to be well described by hyperelastic laws [19] — even though particular laws to suitably represent it do not exist [20]. In the last decade, a few works mechanically characterized samples of IA tissue using uniaxial tests to failure, obtaining the values of the material constants that appear in hyperelastic laws classically associated with artery tissue behavior [21]. Typical examples are the Mooney-Rivlin (MR) law [22], the Yeoh law [23], and an isotropic exponential Fung-like quadratic law [24]. Apart from the mechanical constants, other properties of IAs tissue have also been reported by Costalat et al. [22], for example, who found that the tissue of unruptured IAs is stiffer than ruptured IAs tissue. Finally, in possession of IA tissue samples, these works have also measured their average thickness, further confirming that an IA is globally thinner than its surrounding arteries.

Although it is still a challenge to measure the local morphology, i.e. the local wall thickness and tissue material properties, for a large number of patient-specific IAs, some works on the subject exist. Signorelli et al. [15], for example, used an “indentation device” to measure, in a point-wise manner, the elasticity modulus of an IA sac sample with a resolution of 1 mm². Their findings suggest that the rupture site is less stiff, i.e. with a smaller elasticity modulus than the rest of the sac, where they found that stiff regions were mixed with thinner regions. The technique has the same drawbacks as classical uniaxial tests, though, because it still requires the aneurysm tissue to be collected, hence in vivo measurements are unfeasible. In this regard, imaging techniques are thought to be a promising alternative to measuring the local thickness of a patient-specific IA sac, as performed by Kleinloog et al. [25] through an experimental study in which the wall thickness of IAs was measured using a 7T Magnetic Resonance Imaging.

Cebral et al. [26] used CFD to investigate an IA sac’s local morphological heterogeneity. The authors subdivided the wall of a sample of IAs into five regions with specific phenotypes: atherosclerotic, hyperplastic, thin, the rupture site, and “normal-appearing” by intraoperative observation and correlated each of them with local hemodynamics. They found a similar relationship between the local hemodynamics conditions investigated by Meng et al. [18], so-called “low-flow” and “high-flow” effects, and the wall phenotypes. Their study is a good example of how numerical simulations could be used to predict the IA sac heterogeneity on a patient-by-patient basis.

Therefore, accounting for all these modeling requirements makes the modeling of a patient-specific IA...
wall a challenge due to both the scarce experimental data to feed numerical models and the large variability of the disease, which prevents patient-specific computations. This is reflected in the modeling choices used by the few numerical works that investigated the mechanical response of IAs. For example, in terms of the approach to estimating the wall thickness, we found a majority that employed uniform thickness throughout the IA sac and branches [27, 28, 29, 30], and a small amount that employed a uniform thickness for the aneurysm sac and a different one on the branches [31], or a lumen-diameter thickness [10]. Finally, only a single work obtained the patient-specific thickness distribution of the IA sac [32] and compared it with a whole uniform wall model, nonetheless the authors used micro-computed tomography to scan the aneurysm sac, a technique that is difficult to apply in a larger cohort of IAs.

Regarding the selection of constitutive law, works that numerically solved the FSI problem with patient-specific IA subjects have used several different ones. Surprisingly, we found a majority that has chosen the small-strain Hookean law that, rigorously, should not be used in finite-deformation motions [33, 30, 11, 34]. Other works employed the classic neo-Hookean law [35] or more specialized ones, such as exponential laws [28] and the MR law [36], although in a smaller number, and not always using the material properties of patient-specific IA tissue.

Despite the uncertainty about which law to choose, the assessment of the impact of different material laws on the mechanics of IAs walls has been the subject of even fewer studies. Torii et al. [28] performed FSI simulations for one IA case, by assuming, first, the rigid wall assumption — thus “pure” CFD simulations —, and three elastic laws: the Hookean law (thus, assuming small strains), the St. Venant-Kirchhoff law, and another hyperelastic law using the exponential strain-energy function proposed by Demiray [37]. Their findings showed that the displacement profiles were qualitatively similar among all the elastic laws, although the maximum displacement with the exponential hyperelastic law was 36% smaller than that for the St. Venant-Kirchhoff law. Unfortunately, their results on the wall mechanics were limited to the displacement field, no stresses or strain were analyzed because their focus was on the hemodynamics.

An earlier trial to assess different constitutive laws in IAs’ mechanical response was conducted by Ramachandran et al. [38], with patient-specific IAs geometries. The authors assumed them to be statically determined, i.e. their mechanical response was independent of the material properties, and investigated the impact of different constitutive laws on the wall stresses and strains by numerically simulating only the aneurysm sac with Computational Solid Dynamics (CSD) by using a numerical modeling similar to inflation experiments. They used both anisotropic and isotropic versions of Fung-like laws, the Yeoh law
with three parameters, the St. Venant-Kirchhoff law, and Hooke’s law too. Their results suggested that the aneurysm sac may indeed be statically determined regarding different material laws. However, they only studied the aneurysm sac, i.e. they removed the surrounding arteries portions that may have had an impact on the aneurysms sac stresses, and their pressure-inflation model employed static boundary conditions (BCs), which limits their conclusions. Indeed, the authors highlighted that these conclusions may not stand when the full vasculature would be simulated with dynamical BCs that realistically reflect the cardiac cycle forces.

In this current scenario, it is clear that it remains broadly unknown what is the average impact of the use of different hyperelastic laws and wall morphology models in the mechanics of IAs, i.e. in the stress and strain fields of the IA sac. Therefore, the aim of this work was to assess what could be the impact of choosing different material laws and different morphology models to numerically obtain the mechanical response of IAs. More specifically, we investigated whether a wall model with uniform thickness and material constants, for example, would be acceptable to be used, given the dominant heterogeneity existing for this disease. This is essential in investigations of IA rupture while promising tools that could extract the heterogeneity of the wall more accurately are not ready to do that for a large cohort of patient-specific IAs and, also, because ultimately the rupture event depends on the stress and strain levels on the wall.

2. Numerical Methodology

2.1. Sample Selection and Geometry Preparation

We selected twelve vascular geometries from digital subtraction angiography (DSA) examinations collected retrospectively. Nine were collected in the Albert Einstein Israelite Hospital, São Paulo, and approved to be used by the institution’s Research Ethics Committee as also by the Research Ethics Committee of the Faculty of Medicine of São Paulo State University (UNESP), Campus of Botucatu. The additional three vascular geometries were obtained from the Aneurisk dataset repository [39], which provides a set of IAs geometries used during the Aneurisk project and are available under the “CC BY-NC 3.0” license. We used these additional geometries due to the lack of sufficient ruptured cases in the original dataset to build a representative sample.

The twelve vasculatures harbored thirteen bifurcation IAs, all of them originating from the more common bifurcation spots of IA occurrences in the brain vessels (the internal carotid artery (ICA) and middle cerebral artery (MCA)). Seven were unruptured and six ruptured with maximum dome diameter ranging from, roughly, 3 mm to 7 mm, thus categorizing them as small- or medium-sized IAs (mean ± standard deviation equals
4.93 ± 1.59 mm for the ruptured group and 6.28 ± 1.30 mm for the unruptured group). For reference, they were labeled by appending their rupture status, prefix “r” for ruptured and “ur” for unruptured, to their parent artery. For example, an unruptured case in the ICA bifurcation is labeled “urICA”, followed by a natural number in case of repetition.

The DSA images were segmented using the Vascular Modeling Toolkit (VMTK)® library [40] with the level-set segmentation method [41]. The selection of the volume of interest was not defined a priori but chosen large enough to ensure that it enclosed only the aneurysm and its closest surrounding vessels. Subsequently, a triangulated surface was generated with the Marching Cubes algorithm [42, 43]. Inlet and outlet profiles were artificially created in the surfaces to impose BCs for the numerical simulations.

2.2. Physical and Mathematical Modeling and Boundary Conditions

In the flow domain, blood was assumed to be a weakly compressible Newtonian fluid flowing in an isothermal laminar regime, hence the continuity, momentum, and an equation of state were solved for the fields of flow velocity, \( v^f \), pressure \( p^f \), and blood density \( \rho^f \). For a moving control volume in the fluid domain, \( V^f(t) \), and using the arbitrary Lagrangian-Eulerian (ALE) framework, where the reference coordinate system is given by \( \chi \), the continuity equation is written as:

\[
\frac{\partial}{\partial t} \left( \int_{V^f(t)} \rho^f dV \right) \bigg|_\chi + \oint_{S^f(t)} \rho^f \left( v^f - \omega \right) \cdot n^f dS = 0, \tag{1}
\]

where \( \omega \) is the velocity of the referential system of the ALE formulation, and \( n^f \) is the outward normal vector to the control surface \( S^f \); additionally, the momentum equation in integral form is given by:

\[
\frac{\partial}{\partial t} \left( \int_{V^f(t)} \rho^f v^f dV \right) \bigg|_\chi + \oint_{S^f(t)} \rho^f v^f \left( v^f - \omega \right) \cdot n^f dS = \oint_{S^f(t)} \sigma^f \cdot n^f dS, \tag{2}
\]

where \( \sigma^f \) is the Cauchy stress tensor, given by:

\[
\sigma^f = -p^f I + \mu^f \left[ \nabla v^f + \left( \nabla v^f \right)^T \right] - \frac{2}{3} \mu^f \left( \nabla \cdot v^f \right) I, \tag{3}
\]

and \( I \) is the second-order identity tensor. Blood dynamic viscosity was assumed to be \( \mu^f = 3.3 \times 10^{-3} \text{ Pa.s} \).

Finally, blood compressibility was assumed to be governed by the barotropic equation of state, which has already been used to model the behavior of blood in FSI problems [44, 45, 46]. It can be applied for liquids at “low pressures” when the change in density is linearly related to the pressure change according to
the definition of the bulk modulus of the fluid, $\kappa^f$:

$$\kappa^f = \rho^f \frac{\partial p^f}{\partial \rho^f}.$$  

(4)

In this case, the pressure and the fluid density are related by:

$$\rho^f = \rho_0^f + \frac{\rho_0^f}{\kappa^f} (p^f - p_0^f),$$

(5)

where the subscript “0” indicates a reference state of the fluid, assumed to be blood at an average cardiac cycle pressure, 100 mmHg, with $\rho_0^f = 1000.0$ kg/m$^3$. Blood bulk modulus was assumed to be $2.2 \times 10^9$ Pa [44].

The solid domain, i.e. the IA and artery walls, was assumed as isotropic and represented by a hyperelastic constitutive law. In the finite-deformation regime, the momentum equation was solved in the total Lagrangian formulation and integral form, written as:

$$\int_{V_0^s} \rho_0^s \frac{\partial^2 u}{\partial t^2} (\xi, t) dV_0 = \int_{V_0^s} \nabla_0 \cdot \left[ J F^{-1} \cdot (\sigma^s + \sigma_0^s) \right] dV_0,$$

(6)

where $u$ is the motion displacement, $\rho_0^s$ is the tissue density at the reference configuration, and $F = I + (\nabla_0 u)^T$ is the deformation gradient of the motion, with $J = \det (F)$. The subscript “0” indicates any property or derivative that was evaluated with respect to the coordinates system of the reference configuration, indicated by $\xi$. The reference configuration was assumed to be the domain configuration at the time zero and to be pre-stressed with a Cauchy prestress field calculated by $\sigma_0^s = J^{-1} F \cdot S_0 \cdot F$. The second Piola-Kirchhoff prestress tensor, $S_0$, was computed using the same approach employed by Bazilevs et al. [10].

Finally, the Cauchy stress of the solid, $\sigma^s$, was calculated using three different hyperelastic laws that are defined based on their strain-energy function, $\Psi$, as follows:

- **the MR law with 3 material constants** [47]:
  
  $$\Psi(I_1, I_2) = c_{10} (I_1 - 3) + c_{01} (I_2 - 3) + c_{11} (I_1 - 3) (I_2 - 3);$$

  (7)

- **the Yeoh law with 3 material constants**
  
  $$\Psi(I_1) = c_{10} (I_1 - 3) + c_{20} (I_1 - 3)^2 + c_{30} (I_1 - 3)^3;$$

  (8)
• and an “isotropic” version of the exponential Fung-like law, originally proposed by Demiray [37]:

$$\Psi(I_1) = \frac{k_1}{k_2} \left[ e^{\frac{k_2}{2}(I_1 - 3)} - 1 \right], \tag{9}$$

where $I_1$ and $I_2$ are the first and second invariants of the right Cauchy-Green deformation tensor. The complete constitutive model employed a volumetric-decomposition approach as explained in Holzapfel et al. [48]. In this framework, the volumetric part of the tissue motion, dependent on the tissue compressibility, was ultimately measured by the Poisson’s ratio of the tissue, $\nu^s$, through its bulk modulus, $\kappa^s$, as computed by the linearized theory:

$$\kappa^s = \frac{E}{3(1 - 2\nu^s)}, \tag{10}$$

For the simulations in this work, the Poisson ratio was assumed to be 0.48 — we performed a parametric study of its influence on the stresses and stretch on an IA sac surface and found that by increasing it above 0.48, both average fields over the sac changed by less than 2%, on average, for all the hyperelastic laws, while still yielding reasonable computational times. The linearized Young’s modulus for the hyperelastic laws was also calculated based on the uniaxial deformation, resulting in $E = 6 \left( \frac{\partial \Psi}{\partial I_1} + \frac{\partial \Psi}{\partial I_2} \right)$ [49].

**Boundary conditions (BCs)**

At the flow inlet (see Fig. 1), a time-varying pulsatile velocity profile was imposed varying spatially according to the fully-developed laminar flow in a pipe:

$$v_{inlet}^{f}(r, t) = 2 \frac{q_a(t)}{A_{inlet}} \left[ 1 - \frac{4r^2}{d_a^2} \right], \tag{11}$$

where $A_{inlet}$ is the cross-sectional area of the inlet artery, $d_a$ is its diameter, and $r$ is the radial coordinate of the circular inlet section — an artificial circular-section extension, with a length equal to twice the diameter $d_a$, was added to the artery inlet to impose this inlet flow condition. The blood flow rate, $q_a(t)$, corresponding to the flow pulse from the beginning of systole until the end of the diastole, was obtained by multiplying the normalized flow rate reported by Hoi et al. [50], for older adults, by the mean blood flow rate in the respective IA parent artery reported by Zarrinkoob et al. [51]. This population-averaged rate was employed because the patient-specific blood flow rate waveform at the ICA was not available. An example of the profile used for IAs on the ICA is shown in Fig. 2a. Moreover, the pressure gradient was set to zero at the inlet.

At the outlets, a flux-corrected velocity and a resistance BC for pressure were imposed. The resistance BC is defined as being proportional to the blood flow rate profile, but with levels ranging between the normal
FSI interface
Flow traction, $t_f$ (pressure and viscous forces) are interpolated to the wall’s inner surface

Parent Artery Inlet
Specified velocity, $v_f$ \text{inlet}(r, t)$, with paraboloid profile and temporal profile based on the average blood flow rate, $\bar{q}_a(t)$

Flow Outlets
Resistance BC, $\rho_{outlet}(t)$

Outers Surface
Specified traction given by the intracranial pressure, $p_o$

Branches Sections
Zero displacement, $u = 0$

FSI interface

Figure 1: Schematic two-dimensional (2D) representation of the BCs applied in the aneurysms 1WFSI simulations and the domains of artery and IA wall tissue and blood flow.
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Figure 2: (a) Flow rate profile waveform for older adults in a cardiac cycle from Hoi et al. [50] (non-dimensional time axis by dividing per the cardiac period, $T = 0.94$ s) and (b) pressure waveform used at the flow outlets computed as being proportional to the flow rate and between the normal range 80 to 120 mmHg.

Figure 2: (a) Flow rate profile waveform for older adults in a cardiac cycle from Hoi et al. [50] (non-dimensional time axis by dividing per the cardiac period, $T = 0.94$ s) and (b) pressure waveform used at the flow outlets computed as being proportional to the flow rate and between the normal range 80 to 120 mmHg. Since the distances between the outlets and the aneurysm were not sufficiently long and we did not add cylindrical extensions at the outlets to avoid large computational meshes, reports show that it is important to use this BC [52].

On the outer surface of the solid wall (the abluminal surface), a pressure of $p_o = 5$ mmHg, corresponding to the intracranial pressure, was imposed. Although the intracranial pressure seems to vary among patients,
we have found similar values in related studies [53, 36]. On branch “sections” that were artificially created due to the segmentation process (indicated in Fig. 1), we imposed zero displacements, i.e.:

$$\mathbf{u} = \mathbf{0}.$$  \hspace{1cm} (12)

2.3. **Modeling the Heterogeneity of the IA Wall**

The modeling of the thickness, $c_{\text{ia}}$, and material constants of the IA sac wall — represented here as $c_{ij}$ as they correspond to the constants appearing in the laws given by Eqs. (7) to (9) — will be referenced as “wall morphology modeling” and two approaches were employed. In the *uniform-wall model*, we assumed that both $c_{\text{ia}}$ and $c_{ij}$ were uniform over the IA sac, while in the abnormal-wall model we assumed that the two wall properties’ distributions are governed by the adjacent time-averaged wall shear stress (TAWSS) and oscillatory shear index (OSI) fields of the intra-aneurysmal flow. Both approaches used the same modeling for the IA’s surrounding branches.

Computationally, both were built with scripts in VMTK® and an in-house code based on the Visualization Toolkit (VTK®). The thickness field defined by each model was used to build the computational mesh of the solid domain (see Section 2.4), whereas the material constants fields were computationally created in these meshes. The starting point was the manual delineation of the *neck contour*, over the triangulated surface extracted from the DSA exams, by interactively marking its path. Mathematically, the neck contour or path, $\Gamma_{\text{ia}}$, separates the surface of the branches, $S_b$, from the IA sac, $S_{\text{ia}}$ (see Fig. 3 for a schematic example of $\Gamma_{\text{ia}}$ and other terms used in this section).

*Morphology of the Branches Wall*

The thickness of $S_b$, $e_b$, was based on established evidence that arteries thickness is dependent on the vessel lumen diameter [54] and used the wall-to-lumen ratio (WLR) [55] to estimate the branch thickness. The WLR is defined as $WLR \equiv \frac{\text{artery wall thickness}}{\text{artery lumen diameter}} = \frac{e_b}{d_l}$, where $d_l$ is the artery lumen diameter at a specified position along the vasculature. Therefore, the local branch thickness was calculated as $e_b(\xi) = WLR \times d_l(\xi)$ (note that $e_b$ was defined at the reference configuration, hence defined in material coordinates, $\xi$).

The lumen diameter of each geometry was estimated by using VMTK®, by computing the distance between the vasculature *centerlines* and its surface [41]. Empirical values of the WLR in the cerebral arteries were reported by Nakagawa et al. [55] and used to define a functional form of WLR according to the lumen
Figure 3: Schematic illustration of the morphology model’s components used in this work: the branches surface, $S_b$, has a lumen diameter-dependent thickness and uniform material constants; with the uniform-wall model, the aneurysm sac has a “sac” uniform thickness and material constants, while with the abnormal-wall model, this prior uniform assumption was changed according to “abnormal-hemodynamics” patches defined based on the local TAWSS and the OSI.

diameter, as follows:

$$WLR = \begin{cases} 
0.070 & d_l < 2\text{mm} \\
0.070 + 0.018(d_l - 2) & 2\text{mm} < d_l < 3\text{mm} \\
0.088 & d_l > 3\text{mm} 
\end{cases} \quad (13)$$

**Uniform-wall model**

We estimated the uniform thickness of the IA sac, $e_{ia}$, as a weighted average of the surrounding branches thickness field, $e_b(\xi)$ as follows:

$$e_{ia} = \frac{\int_{S_b} g_n(\xi) e_b(\xi) dS_b}{\int_{S_b} g_n(\xi) dS_b} \quad (14)$$

where $f_a$ is a factor to control how much thinner the aneurysm wall was compared to the vasculature; $f_a = 0.75$ was used consistently for all geometries, consequently $e_{ia}$ was within the range that agrees with measured values available in the literature. The weight function, $g_n$, was the minimum geodesic distance between each point of the surrounding branches, $S_b$, and the line that separates the sac and what was named the region of aneurysm influence (see Fig. 3). This line may not be coincident with the aneurysm neck contour, because, depending on its morphology and location, there might exist regions that neither belong to
the healthy vasculature nor the aneurysm sac. Therefore, it may be imagined as a separation between the *hypothetical healthy vasculature* and the region of aneurysm influence. This line was computed automatically as being 0.5 mm apart from the neck contour.

Finally, the computational procedure used to build these fields created a discontinuity between the thickness on $S_{ia}$ and the branches thickness distribution defined over $S_b$. To correct this biologically unrealistic discontinuity, the resulting thickness was smoothed out using the array smoothing script provided by VMTK® with 15 iterations.

We assumed the material constants, $c_{ij}$, as uniform on both $S_b$ and $S_{ia}$, but with different values according to rupture status, following experimental evidence that ruptured IAs are less stiff than unruptured ones. Hence, the values for each constant (see Table 1) were based on averages of experimental data, with ruptured and unruptured IA, provided by Costalat et al. [22] for the MR law and Brunel et al. [23] for the Yeoh law. We were not able to find any work that fit mechanical data of IA tissue to the isotropic Fung law, hence we based the values used here on the constants used by Torii et al. [56], $k_1 = 0.3536 \text{ MPa}$ and $k_2 = 16.7$, based on experiments with porcine carotid arteries. See Fig. 4a for an example of the resulting fields of $e_w(\xi)$ and $c_{10}(\xi)$.

Table 1 – Material constants selected for arteries branches, $S_b$, and the IA sac, $S_{ia}$, according to rupture status based on experimental works by Costalat et al. [22] and Brunel et al. [23], for the material laws employed here.

| Law   | Constant | $S_b$ | $S_{ia}$ |
|-------|----------|-------|----------|
|       |          |       |          |
|       | $c_{10}$ (MPa) | 0.1966 | 0.19 | 0.19 |
| MR    | $c_{01}$ (MPa)   | 0.0163 | 0.026 | 0.023 |
|       | $c_{11}$ (MPa)   | 7.837  | 1.377  | 11.780 |
| Yeoh  | $c_{10}$ (MPa)   | 0.1067 | 0.07 | 0.12 |
|       | $c_{20}$ (MPa)   | 5.1602 | 2.10 | 6.80 |
|       | $c_{30}$ (MPa)   | 0.0    | 0.0  | 0.0  |
| Fung  | $k_1$ (MPa)      | 0.3536 | 0.1768 | 0.7072 |
|       | $k_2$ (-)        | 16.7   | 16.7  | 16.7  |

**Abnormal-wall model**

We selected two “abnormal-hemodynamics” conditions adjacent to the aneurysm wall that were already associated with phenotypic changes, more specifically, with type-I and type-II regions as proposed by Meng et al. [18]. The type-I phenotype is more likely to be caused by the occurrence of high TAWSS, $> 10 \text{ Pa}$, and
low OSI, $<0.001$ (“high-flow” effects) and cause local wall thinning and stiffening. On the other hand, the type-II phenotype is more likely to be caused by disturbed flow characterized by low TAWSS, $<5\text{Pa}$, and high OSI, $>0.01$ (“low-flow effects”), causing local stiffening and thickening with atherosclerosis. Those specific thresholds for TAWSS and OSI were chosen based on the averaged values reported by Furukawa et al. [57] and Cebral et al. [26].

For each patient-specific IA geometry, these regions were identified after performing CFD simulations using the rigid-wall assumption — the specific methodology of these simulations can be found elsewhere [58]. The TAWSS and OSI were computed and the identification of the abnormal-hemodynamics patches was performed automatically by using an in-house code implemented with the VTK® library (see Fig. 4b). Patches that were neither identified as type-I or II were labeled “normal”.

The fields of aneurysm thickness, $e_{\text{IA}}$, and of each material constants on $S_{\text{IA}}$ were computationally “updated” according to the illustration in Fig. 3. If a portion of the aneurysm is identified as a type-I patch, the thickness was decreased by 5% and the material constants were increased by 20%. On type-II patches,
both thickness and material constants were increased by 20%. The properties on normal patches remained unaltered, i.e. with the same properties as defined in the uniform-wall model (see Fig. 4c). Finally, these fields were also smoothed to avoid unrealistic discontinuities introduced during the computation procedure.

2.4. Computational Meshes and Numerical Strategies

The numerical simulations were performed in solids4foam [59], an extension of the foam-extend library [60, 61], version 4.0, which uses the second-order-accurate Finite Volume Method (FVM) as the discretization method. The one-way fluid-solid interaction (1WFSI) solution strategy implemented in solids4foam was used, in which the blood flow is first solved assuming a rigid wall and, at each time-step, the wall traction forces are applied as the driving force of the wall motion, whereas the solid deformation is not passed back to the fluid domain. This strategy was chosen to avoid the numerical instabilities that arise in the numerical solution of flow in arterial geometries. That allowed us to simulate a relatively large number of patient-specific IA geometries. Furthermore, in this work we were interested in the mechanical response of the wall, hence only simulating it with the blood flow forces is sufficient for this comparative analysis.

The discretized version of the Eq. (6), with the different hyperelastic laws and morphology models, was solved by using the segregated algorithm in solids4foam, while the flow governing equations were solved with the PISO algorithm [62], adapted for the flow of a compressible fluid. In the solution of both sub-problems, we selected second-order interpolation profiles for the spatial discretization to maintain the second-order accuracy level of the FVM. The central differences scheme was used for all the Laplacian terms, with non-orthogonal and skewness corrections [63]. Particularly for the flow’s momentum and pressure equations, the second-order upwind scheme was used for the advective term. Moreover, all the gradients in the equations were discretized with the least-squares scheme. The temporal discretization was performed by using the implicit first-order Euler approach for the solid momentum equation and the implicit second-order Euler approach for the flow’s momentum equation. Finally, the normalized residual convergence criteria were: $1 \times 10^{-6}$ for the flow’s pressure equation, $1 \times 10^{-8}$ for the flow’s momentum equation, and $1 \times 10^{-9}$ for the outer iterations of the solid’s momentum.

The fluid and solid computational meshes were built with the triangulated surfaces extracted with VMTK®. The mesh of the flow domain was generated using the utility cartesianMesh provided by foam-extend as part of the cfMesh library. This utility automatically creates polyhedral meshes that are predominantly composed of hexahedral cells, i.e. the interior of the mesh consists of cells close in shape to hexahedra. To fit the curved boundary, the cells adjacent to the wall are, generically, polyhedra with a prismatic boundary-layer-refined
region composed of five layers. Subsequently, the FSI interface of this fluid mesh, a quadrilateral surface, was “re-meshed”, i.e. the structure of it was modified to only contain triangular faces by using VMTK®. This re-meshing procedure was necessary because of the possibility of pressure oscillations infecting the solid displacement solution when using quadrilateral cells with the segregated approach and the FVM [64]. The solid mesh was, then, created by extruding that re-meshed surface in the outward direction using VMTK® with the thickness field defined in Section 2.3. Six layers were used in the extrusion.

For the type of fluid meshes used in this work, mesh-sensitivity studies were carried out extensively with different IAs geometries and were not included here. They yielded a volume density of cells in the range of 3000 to 4000 cells/mm³ (an example of this study can be found in Oliveira et al. [58]). This level of refinement was assured for the meshes used in this work. We carried out a separate mesh-independence study of the solid meshes by also using the 1WFSI strategy with three systematically-refined meshes. The result was a mesh with a surface-cells density of approximately 240.0 cells/mm², with 6 layers of cells along with the thickness. We also carried out a time-step refinement study yielding a time-step of $1 \times 10^{-4}$ s. Finally, two cardiac cycles were solved in each simulation, but only the second one was used for the analysis.

2.5. Data Analysis

Physical Variables of Analysis And Metrics Employed

We selected the largest principal Cauchy stress field of the solid wall, $\sigma_1 \equiv \sigma_1^s(x, t_{ps})$ (we drop the superscript "s" henceforth), and its largest principal stretch, $\lambda_1(x, t_{ps})$ (given by the square root of the largest principal value of $C$) as the main subjects of our analysis. Both were taken at the deformed configuration at the peak-systole, i.e. $t = t_{ps}$ (see Fig. 2a).

Both fields were analyzed only on the luminal and abluminal sides of the aneurysmal region, i.e. on $S_{la}^l$ and $S_{la}^{abl}$. To perform the statistical analysis, we computed two metrics of the fields. The 99th percentile of each field, $(\sigma_1)_{99}$ and $(\lambda_1)_{99}$, were used as “proxies” of the fields’ maximum specifically for the statistical analysis, due to possible mesh-induced differences in the absolute maximum. The second metric was the surface average of a field over a surface, $S$, defined as follows, for $\sigma_1$:

$$
\langle \sigma_1 \rangle_S = \frac{1}{A(S)} \int_S \sigma_1(x) dS, \ x \in S,
$$

where $A(\cdot)$ is the area operator and $S$ is either $S_{la}^l$ or $S_{la}^{abl}$. For $\sigma_1$, the surface-average metric gives a measure of the total traction on $S$ caused by this stress. A similar physical meaning cannot be said about $(\lambda_1)$ although the same definition was used regardless.
Computationally, the 99th percentile was computed with Python’s NumPy library [65], whereas the surface average was computed using an in-house code that computes the integral in Eq. (15) with first-order accuracy.

**Statistical Analysis**

Statistical tests were performed with n = 13, for the 99th percentiles and the surface averages, by using the SciPy library [66] with a significance level of $\alpha = 0.05$ (hence, 95% confidence interval). All distributions were tested for normality by using the Shapiro-Wilk test.

To compare the two wall morphology models, for each hyperelastic law, the paired t-test and the Wilcoxon signed-rank tests were used for normal and non-normal distributions, respectively. Similarly, to compare the three distributions of the hyperelastic laws, the ANOVA test and the Kruskal-Wallis test were used *a priori* for normal and for non-normal distributions, respectively. Subsequently, pair-wise posthoc analyses were performed to test the distributions. The t-test and Dunn’s posthoc methods were employed, in this case, for normal and non-normal distributions, respectively, via Python’s scikit-posthoc library.

**Relative Comparison Among Different Models**

To quantify the differences among the metrics, we computed the *absolute* differences between the mean of the distributions obtained with each modeling approach. If $\bar{\mathcal{M}}$ is the mean of the distribution of a metric $\mathcal{M}$, for a fixed hyperelastic law, the mean difference between the uniform and abnormal wall morphologies for a sample was defined as:

$$D_{\mathcal{M}}^{\text{WM}} = \big| \bar{\mathcal{M}}_{\text{AWM}} - \bar{\mathcal{M}}_{\text{UWM}} \big|,$$

where the superscript “WM” stands for “wall morphology”, and, consequently, “UWM” and “AWM” indicate the uniform and abnormal-wall models.

Because three hyperelastic laws were employed and none can be assumed the “gold standard” to represent IA tissue, first, a difference similar to Eq. (16), but in a pair-wise manner between the three laws, MR, Yeoh, and isotropic Fung, was computed. Then, the maximum of these values was found, or mathematically:

$$D_{\mathcal{M}}^{\text{HL}} = \max_{i,j} \left( \big| \bar{\mathcal{M}}_i - \bar{\mathcal{M}}_j \big| \right),$$

where the superscript “HL” stands for “hyperelastic laws” and the pair $(i,j)$ assumes the values in the set of permutations among the three hyperelastic laws.
3. Results

A preliminary qualitative analysis of the $\sigma_1$ and $\lambda_1$ fields in two representative cases of the ruptured and unruptured groups (labeled from now on as $R$ and $U$, respectively), namely, cases rMCA1 and uICA1 suggests that the different hyperelastic laws exert less influence on $\sigma_1$ than on $\lambda_1$ and this seems to be true for both IAs (see Fig. 5). The $\lambda_1$ field in case rMCA1 has a different overall magnitude on its sac depending on the law, whereas the qualitative differences in uICA1 are less apparent (see on the top panel of Fig. 6 how the Fung and Yeoh laws produce higher levels of stretch in much larger areas than the MR law). On the other hand, for both $\sigma_1$ and $\lambda_1$, the two morphology models produce similar fields, regardless of the particular hyperelastic law or the rupture status. Similar trends were found when inspecting the abluminal surface, $S_{abl}$.

These two IA cases were chosen as representative examples because they yielded the largest absolute difference $D_{\lambda_1}^{HL}$ in the groups $R$ and $U$, respectively. Nevertheless, the patterns indicated by them seem to be examples of larger trends. By comparing the sample’s distributions for the three hyperelastic laws (see Fig. 7), $\sigma_1$’s metrics did not reach statistical significance ($p = 0.73$ and $p = 0.57$, with the uniform-wall model and abnormal-wall model, respectively, for $\langle \sigma_1 \rangle_{S_{abl}}$; similar values were found for $\langle \sigma_1 \rangle_{99}$). Furthermore, a posthoc analysis using the t-test in a pair-wise manner yielded that the three distributions are not significantly different (p-values depicted in Fig. 7 with the symbol “---P---”, for the abnormal-wall model only; similar p-values were found with the uniform-wall model).

The opposite was the case for the distribution of $\lambda_1$’s (Fig. 8), in which case the three distributions were significantly different ($p = 0.033$ with the uniform-wall model and $p = 0.026$ with the abnormal-wall model for $\langle \lambda_1 \rangle_{S_{abl}}$, with similar values found for $\langle \lambda_1 \rangle_{99}$). Nevertheless, a posthoc analysis, using Dunn’s test, indicated that only the differences between the pairs (MR, Yeoh) and (MR, Fung) were indeed significant (see p-values below the plots in Fig. 8).

Furthermore, the different behavior of $\lambda_1$ between the ruptured and unruptured cases evidenced above is part of a trend by noting a visible and consistent “separation” of $\lambda_1$ levels according to rupture status (see the data points in Fig. 8), independently of hyperelastic law or morphology model. That gap is the largest for the isotropic Fung law, explaining the large dispersion of the distributions of $\lambda_1$’s metrics, although the same can also be perceived with the Yeoh and MR models, to a smaller extent. This particular feature did not occur for $\sigma_1$’s metrics — note that they spread over a range between, approximately, 0.15 MPa to 0.30 MPa but are not visibly segregated by rupture status (see the data points in Fig. 7).

By comparing the distributions between the uniform-wall model and abnormal-wall model, they reached
Figure 5: Largest principal Cauchy stress, $\sigma_1$, at the peak systole, on $S_{\text{IA}}$, for cases rMCA1 (top panel) and urICA1 (bottom panel), with different hyperelastic laws (columns), and wall morphology models (rows).
Figure 6: Largest principal stretch, $\lambda_1$, at the peak systole, on $S_{11}'$, for cases rmCA1 (top panel) and urICA1 (bottom panel), with different hyperelastic laws (columns), and wall morphology models (rows).
statistical significance for both $\lambda_1$ metrics, irrespective of the hyperelastic law (see the p-values above the plots of Fig. 8). The same did not occur for the $\sigma_1$, for which statistical significance was only reached by $\langle \sigma_1 \rangle_{S_{1a}}$’s distributions with all laws, whereas the distribution of $\langle \sigma_1 \rangle_{99}$ was only reached for the Fung law.

The absolute differences between the means of $\sigma_1$ and $\lambda_1$ were larger when the hyperelastic laws were compared than when comparing the wall morphology models (Table 2), especially on the luminal surface and irrespective of the morphology model, confirming that the mechanical response is more sensitive to the choice of hyperelastic law. More specifically, it is possible to note that the influence of the hyperelastic laws is more drastic for $\lambda_1$ and depends on the rupture status — note how the mean absolute difference is larger for the ruptured group than the unruptured one in Table 2. Finally, as verified above, that difference for $\lambda_1$ reached statistical significance, whereas it did not with $\sigma_1$.

It is important to note that similar plots of Figs. 7 and 8 were inspected for the metrics calculated on the abluminal surface and the same trends were found (as also indicated by Table 2). This suggests that the trends reported here occur on the whole wall of the IA.

Finally, it is important to note that we performed the same analysis presented above for the $\sigma_1$ and $\lambda_1$
Figure 8: Box plots and data points (placed on top of their respective box plot) of the distributions of $\langle \lambda_1 \rangle_{S_{la}}$ (left) and $\langle \lambda_1 \rangle_{99}$ (right) for the IA sample simulated with the three hyperelastic laws (along the x-axis) and segregated by morphology model and rupture status. The diamond shape indicates the mean of each distribution. The p-values resulting from hypothesis tests comparing the distributions are shown below and above the plot’s area through the special symbol where the two circles visually indicate the two distributions that were compared and the resulting p-value.

Table 2 – Maximal absolute difference for the selected metrics (surface average and 99th percentile) of the $\sigma_1$ and $\lambda_1$ fields on different surfaces of the IA wall, among the set of pair-wise comparisons of the different hyperelastic laws used for both wall morphology models (Eq. (17)). The differences were averaged over each rupture-status group.

| Side   | Field Metric, $\mathcal{M}$ | $D_{\mathcal{H}}$ | $D_{\mathcal{W}}$ |
|--------|----------------------------|-------------------|-------------------|
| $S_{la}$ | $\langle \sigma_1 \rangle$ (kPa) | $\langle \sigma_1 \rangle_{99}$ (kPa) | $\langle \lambda_1 \rangle$ ($\times$ $10^{-3}$) | $\langle \lambda_1 \rangle_{99}$ ($\times$ $10^{-3}$) |
| Abnormal | $\mathcal{R}$ | $\mathcal{U}$ | $\mathcal{R}$ | $\mathcal{U}$ | $\mathcal{R}$ | $\mathcal{U}$ | $\mathcal{R}$ | $\mathcal{U}$ |
| MR    | 19.1 | 12.9 | 19.8 | 12.6 | 20.6 | 8.25 | 21.3 | 8.49 | 22.4 | 8.79 |
| Yeoh  | 59.3 | 60.6 | 60.4 | 61.9 | 4.23 | 15.1 | 5.28 | 12.2 | 10.8 | 13.7 |
| Fung  | 43.3 | 14.2 | 47.4 | 14.1 | 5.03 | 1.74 | 5.74 | 2.47 | 9.12 | 2.60 |
| $S_{abl}$ | $\langle \sigma_1 \rangle$ (kPa) | $\langle \sigma_1 \rangle_{99}$ (kPa) | $\langle \lambda_1 \rangle$ ($\times$ $10^{-3}$) | $\langle \lambda_1 \rangle_{99}$ ($\times$ $10^{-3}$) |
| Abnormal | $\mathcal{R}$ | $\mathcal{U}$ | $\mathcal{R}$ | $\mathcal{U}$ | $\mathcal{R}$ | $\mathcal{U}$ | $\mathcal{R}$ | $\mathcal{U}$ |
| MR    | 3.79 | 3.49 | 4.79 | 4.06 | 6.28 | 6.51 | 6.71 | 7.97 | 7.70 | 9.35 |
| Yeoh  | 8.90 | 55.2 | 6.74 | 46.9 | 0.124 | 6.16 | 1.86 | 13.2 | 4.01 | 14.4 |
| Fung  | 37.1 | 12.2 | 40.3 | 12.3 | 3.06 | 1.47 | 4.07 | 2.24 | 6.27 | 2.17 |

fields but taken at the instant of low diastole, $t_{ld}$ (see Fig. 2a), and in general the same trends still hold for the $\sigma_1$. Regarding $\lambda_1$’s metrics, the same trends above hold too, although the values of the absolute differences
between the models tend to decrease uniformly. These trends can be perceived by inspecting $\langle \sigma_1 \rangle$ and $\langle \lambda_1 \rangle$ along a cardiac cycle in Fig. 9, where it is clear that the largest differences among the models occur near the peak-systole and any difference tends to decrease after the systolic period towards the diastolic period. The large differences among the hyperelastic laws during the systole probably occur as a manifestation of the nonlinearities of the modeling depending on the level of forces driving the motion, which are higher during the systole.

![Graph](image)

Figure 9: Central tendency plots (mean and confidence interval based on the 95-percentile) along a cardiac cycle (dimensionless time, normalized by the cardiac period $T$) of $\langle \sigma_1 \rangle$ and $\langle \lambda_1 \rangle$ and $\lambda_1$, computed over $S_{ia}$, for the whole IA sample for the three hyperelastic laws and the abnormal-wall model.

4. Discussion

The use of numerical simulations to study IAs has increased substantially in the last two decades, although the majority of the works were focused on the hemodynamics inside the IA [4], thus primarily using CFD as their main computational tool. Investigations on the hemodynamics were helpful to a more complete understanding of the role played by the blood flow in an IA’s natural history [67]. Nevertheless, investigations on the mechanical response of IA geometries under physiologically realistic conditions, which seems to account for a small percentage of all the works on the subject, are of foremost importance and can be helpful to further understand both their mechanics and, more importantly, the rupture event, which is ultimately a phenomenon occurring in the wall tissue. As argued in the introduction of this work, the lack of that kind of study is understandable due to the complex modeling requirements to realistically represent a patient-specific IA wall tissue. In this regard, to the authors’ knowledge, our study is the first attempt to thoroughly assess the
impact of both hyperelastic laws and wall morphology models — i.e. thickness and material constants — on the mechanical response of IAs with a relatively large population’s sample.

We employed a realistic modeling of the wall morphology — what we named the “abnormal-wall model” — and the technique to create it allows for patient-specific prediction of the wall morphology based on the underlying hemodynamics. Nonetheless, our results suggest that the abnormal-wall model predicts a similar mechanical response to a model where the aneurysm wall has uniform thickness and material constants, the uniform-wall model — a common alternative used in previous works when patient-specific data is missing, for example —, with absolute differences smaller than when different hyperelastic laws were compared and consistent for the whole cardiac cycle. These findings indicate that the uniform-wall model may be used to find the mechanical response in populational studies of IAs. Care must be taken, though, depending on the particular application of the numerical results because Cebral et al. [68], for example, using similar modeling to the abnormal-wall model to investigate the rupture site of IAs, found that a wall with both uniform thickness and stiffness was not able to predict the rupture point specifically, compared to models with focal properties changes.

Furthermore, according to our results, when numerically simulating the geometry of an IA, the mechanical response in terms of the stretches, $\lambda_1$, was more sensitive to the constitutive law chosen and, additionally, yielded clear differences between ruptured and unruptured IAs. In that regard, the comparative behavior among each law is most likely to be related to their response given the stiffer material properties of the unruptured group. Therefore, as stiffer an IA tissue is, all laws tend to yield the same, or at least similar, mechanical response, in terms of stresses, whereas as less stiff it is, i.e. closer to a ruptured condition, the MR deviates from both Yeoh and Fung results.

We found few studies that investigated the impact of different modeling choices on the mechanical response of IAs. Torii et al. [28] assessed the impact of different materials laws mainly on the hemodynamics, using a single IA geometry, thus limiting the possibility of comparison with our results (regarding the wall motion the authors only reported the maximum displacement on the IA sac and only used one law that we also employed, the Fung law). Ramachandran et al. [38] also directly compared different material laws in patient-specific IA geometries, although they assumed static BCs and simulated only the IA sac, i.e. without the branches walls. They employed anisotropic and isotropic versions of the Fung law, the Yeoh law, and both small and finite strain versions of Hooke’s law. Although the material constants they have employed were different, their conclusions broadly agree with the findings in this work, i.e. that the material laws predicted
similar responses in terms of the wall stresses. Although, it is important to note that their study did not use the MR law, the one that presented the most divergent response compared to the Yeoh and Fung responses. The authors recognized, though, that their results could not hold as more patient-specific modeling features were added to the whole IA wall model in populational studies by avoiding the “uniform modeling choices applied across the patient population”. The comparison performed here between the uniform-wall model and abnormal-wall model suitably addresses their concerns by showing that the absolute differences between a uniform wall IA and a realistic one, in terms of their mechanical response as given by $\sigma_1$ and $\lambda_1$, are smaller than when comparing different material laws.

From a practical perspective, by assessing the impact of different materials laws and morphology models, suitable modeling can be chosen depending on the particular goals of the simulations. In large cohort studies, for example, simpler models could be used to assess average quantities over the IAs sacs, while keeping the computational times low — for example, the Yeoh law yielded the fastest results while the uniform-wall model and abnormal-wall model yielded similar computational times.

**Limitations**

There exist some controversy on the BCs applied on the artificial sections of the vascular branches because it is difficult to predict which numerical BC can be realistically applied in there. The majority of works we found that have simulated CSD or FSI in vascular geometries commonly employed zero-displacements too [11, 53], although a few [10] applied a BC that allows the arterial branch to slide along the section’s tangential direction, but constrains the displacement along with its normal — hence a “zero-shear traction” BC. We performed a numerical study comparing both and found that, although the displacement field was affected by different BCs, both $\sigma_1$ and $\lambda_1$ were unaltered on the aneurysm sacs, with qualitative differences on these fields only near the locations of the sections, as expected. Furthermore, we found that the sections should be made at least two local diameters away from the IAs neck lines to safely assume that the zero-displacement BC would not influence the stress and stretch distribution on the IA. For all the geometries used here, this length was assured for all the branches, including the parent artery.

Additionally, it is important to note that we only employed isotropic laws, despite the tissue of arteries and IAs being anisotropic, based on evidence that anisotropic laws yield similar mechanical responses compared to their isotropic versions [38], although it is important to further confirm that in larger studies.

The values by which thickness and material constants were altered in the assumptions made for the abnormal-wall model (see Fig. 3) were somewhat arbitrary, even if based on scarce data available in the
literature on this subject. For example, we could not find quantitative data on how much thinner the type-I patches are compared to normal walls. In atherosclerotic walls, hence type-II patches, data gathered by Holzapfel and Ogden [69], based on earlier studies, show that arteries with atherosclerotic plaques can be up to 1.5 times thicker than when they are healthy. Similarly, their elastic modulus can be 4 times larger in the later stages of plaque development and in the presence of calcification, but much smaller than 1.5 times in earlier stages. Due to this lack of data, the factors that correctly represented the histological observations for each patch were selected and used consistently among all geometries. Nevertheless, we carried out a parametric study by incrementally changing these scale factors of thickness and material constants separately on type-I and type-II patches (see supplementary material). By then computing $\langle \sigma_1 \rangle_{Sl_{IA}}$ and $\langle \lambda_1 \rangle_{Sl_{IA}}$, we found a mean maximum absolute difference of 20.9 kPa and $5.47 \times 10^{-3}$, respectively, computed between the extremes of the parametric intervals, when the thickness of type-II patches was varied — all the other yield smaller differences. Most importantly, the variation induced by focal changes in thickness and material constants were consistent among all IAs, as expected, therefore our main conclusions would likely withstand if other scale factors were chosen.

Finally, a further limitation was due to the use of the 1WFSI numerical strategy that ignores the two-way coupling between the fluid and solid domains. Nevertheless, given the comparative nature of this work, it is sufficient to set a baseline modeling for all cases simulated, in such a way that a “full” two-way fluid-solid interaction modeling would alter the $\sigma_1$ and $\lambda_1$ consistently and, thus not altering our main conclusions.

5. Conclusions

The challenges involved in the experimental acquisition of mechanical properties of patient-specific IAs prevent the use of better modeling to study this disease, especially if numerical simulations are to be used to help in this endeavor. This scenario is particularly pressing because a better understanding of the rupture, and eventual prediction of it, passes through the capacity to compute the mechanical response of an IA wall. In this scenario, this study help to assess the likely impact of certain modeling choices on the mechanical response of IAs.

We found that different wall morphology models — i.e. different thickness and material properties — yield smaller absolute differences than when comparing different constitutive laws, in terms of both stress and stretches of the mechanical response. Furthermore, different hyperelastic laws produced significantly different stretch fields, explained by the likely higher sensitivity of stretch to the material constants of the law,
indicating that ruptured aneurysms had much larger stretches than unruptured ones. The same behavior was not encountered for the stress fields in the IA sac. These findings may help future studies to choose more suitable modeling to investigate other aspects of the mechanical response of IAs.
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Supplementary Material

Influence of Local Thickness and Material Constants

Two parametric studies were carried out by changing the scale factors applied to build the abnormal-wall model by scaling the thickness and material constants of type-I and type-II patches. A simpler modeling of the flow was applied, though, by using a steady-state blood flow model at peak-systole conditions as the driven force of the arterial and IA wall motion and numerically solving it with the 1WFSI strategy with the same BCs presented in main study. Only the Yeoh hyperelastic law was used — it is reasonable to assume that the same behavior would be found for the MR and Fung laws —, with \(\nu_s = 0.48\). The study was carried out in two stages: first, by varying \(e_{ia}\), locally, and, in the sequence, changing the fields of the the material constants, \(c_1\) and \(c_2\).

In the first stage, uniform elasticities over the aneurysm, \(c_1\) and \(c_2\), were assumed to isolate the effect of the varying \(e_{ia}\) on each patch type, calculated as follows:

1. on type-I patches, \(e_{ia}\) was first kept unchanged and then decreased by 5, 10, 20, and 30\%, while keeping the type-II patches 20\% thicker;
2. on type-II patches, \(e_{ia}\) was first kept unchanged and then increased by 5, 10, 20, and 30\%, while keeping the type-I patches 5\% thinner.

The computational meshes were created similarly as in the main study, but, in this case, for each new thickness field, a new mesh was generated, whereas a single fluid computational mesh was used.

In the second stage, uniform \(e_{ia}\) was assumed over \(S_{ia}^l\) — thus, a single mesh was used — to isolate the effect of varying the material constants, \(c_1\) and \(c_2\), which were both, first, kept uniform and, then, decreased by 10, 20, and 30\%, on type-I and type-II patches at the same time.

Note that the parametric intervals employed ([5\%, 30\%]) included the actual values selected for the abnormal wall morphology model. The surface-averages of \(\sigma_1\) and \(\lambda_1\) were computed over \(S_{ia}^l\) at the deformed configuration. The results are shown in Fig. S1.

The plots show how \(\langle \sigma_1 \rangle_{S_{ia}^l}\) and \(\langle \lambda_1 \rangle_{S_{ia}^l}\) changed with both local changes in \(e_{ia}\) and \(e_{ij}\). The absolute difference between the extremes of the parametric intervals was computed for each IA case, and its average annotated above each plot.
Figure S1: Surface-averaged $\sigma_1$ (left column) and $\lambda_1$ (right column) over $S^{1a}_{la}$, grouped by rupture status, versus the percentual variation of $\varepsilon_{ia}$ (first row) and material constants, $c_{10}$ and $c_{20}$, (second row) applied separately on type-I and type-II patches. Above each plots is annotated the mean maximum absolute difference among all IAs.