SaleNet: A low-power end-to-end CNN accelerator for sustained attention level evaluation using EEG
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Abstract—This paper proposes SaleNet - an end-to-end convolutional neural network (CNN) for sustained attention level evaluation using prefrontal electroencephalogram (EEG). A bias-driven pruning method is proposed together with group convolution, global average pooling (GAP), near-zero pruning, weight clustering and quantization for the model compression, achieving a total compression ratio of 183.11x. The compressed SaleNet obtains a state-of-the-art subject-independent sustained attention level classification accuracy of 84.2% on the recorded 6-subject EEG database in this work. The SaleNet is implemented on an Artix-7 FPGA with a competitive power consumption of 0.11 W and an energy-efficiency of 8.19 GOps/W.

Index Terms—Brain-machine interface (BMI), Convolutional neural network (CNN), Field-programmable gate array (FPGA), Sustained attention level evaluation, Model compression

I. INTRODUCTION

Brain-machine interfaces (BMIs) aim to establish an efficient communication channel between the human brain and the external world [1]. Sustained attention level evaluation is one of the most crucial scenarios of BMI. It can benefit ubiquitous scenes such as the diagnosis of attention deficit hyperactivity disorder (ADHD) [2] and the interaction efficiency in classroom [3].

EEG is one of the popular bio-markers in BMI or brain-computer interface (BCI) applications. A number of literature has explored the relationship between EEG and human mental status [4]–[6]. Both the time domain feature such as mobility [6], and the frequency domain feature such as band energy [4] were found to be related with sustained attention levels. However, the previous algorithms and systems are still designed based on handcraft features. Holding the insights that EEG is related with attention levels, an end-to-end neural network (NN) based scheme is expected to achieve better attention level classification accuracy. In addition, although [4] implemented the algorithm into mobile device, there is still a lack of low power hardware solution for long-term and real-time sustained attention level monitoring.

As NN based models achieved brilliant success in fields such like biomedical signal processing, the design of NN accelerators attracted more and more attention of researchers [7]–[10]. [8] proposed BioCNN for the EEG based emotion recognition on field-programmable gate array (FPGA), which held a competitive low power consumption of 0.15 W. However, it utilized a traditional scheme of separate feature extracting and classifying modules. The feature extractor was offline while the CNN was only exploited as a classifier, which made it unsuitable to develop a portable BMI. [9] and [10] developed end-to-end CNNs for EEG based seizure detection and electrocardiography (ECG) based beats classification, respectively. [9] achieved a near-100% seizure detection accuracy on hardware, but the upper-1W power consumption was still an issue in clinical practice. The light 1-d CNN in [10] obtained a high throughput efficiency as well as a high beats classification accuracy. However, it was a challenge to handle more difficult tasks in biomedical signal processing using the model with only 11k weights.

In this work, we proposes an end-to-end CNN architecture for the sustained attention level evaluation, namely SaleNet. The contributions of this work are listed as follows:

a) We proposes a bias-driven pruning method for the model compression. A compression flow including group convolution, global average pooling (GAP), near-zero pruning, bias-driven pruning, weight clustering and quantization achieves 183.11x model compression ratio.
b) The SaleNet achieves a subject-independent accuracy of 84.2% on the binary attention level classification task, which aligns with the state-of-the-art.
c) The SaleNet is implemented on FPGA with a competitive power consumption of 0.11 W and an energy efficiency of 8.19 GOps/W.

The rest of the paper is organized as follows. Section II introduces the algorithm and hardware design of the proposed CNN architecture for low cost sustained attention level evaluation. Section III illustrates the experimental results, while Section IV concludes the entire work.

II. ALGORITHM AND HARDWARE DESIGN

A. Architecture of the SaleNet

The proposed SaleNet is shown in Fig. 1, which consists of four convolutional blocks, a GAP layer as well as a linear layer. Each convolutional block includes a 1-d convolutional layer, a 1-d batch normalization (BN) layer and a rectified linear unit (ReLU) layer. The kernel size of each convolutional layer is 16. In order to compress the CNN model, the group
convolution as shown in Equ. 1 is applied in the last three convolutional layers with group number of 8, 8 and 16.

\[
out(i) = bias(i) + \sum_{k=1}^{e} w(i, k) \ast in(k), \quad i \in [0, C_{out})
\]  
(1)

The boundary points \(s\) and \(e\) in group convolution are given by Equ. 2 and 3, where \(g\) is the group number.

\[
s = i \times \frac{C_{out}}{g}
\]  
(2)

\[
e = s + \frac{C_{in}}{g} - 1
\]  
(3)

The \(C_{out}\) and \(C_{in}\) denote the channel numbers of the output map and the input map, respectively. The normal convolutional layer is equivalent with the condition of \(g = 1\) in Equ. 1. Since the group convolution treats the input feature map as individual groups, both the weight number and operation number of the convolutional layers can be reduced by \(g\) times.

The linear layer in CNN usually requires a huge memory and computational load. In SaleNet, the GAP is applied to avoid the large linear layer. It can reduce both the weight number and operation number of the linear layers to \(1/p\), where \(p\) is the pooling size.

B. Near-zero pruning and negative pruning

ReLU makes a non-linear reflection from negative value to zero as shown in Equ. 4,

\[
ReLU(x) = \max(x, 0)
\]  
(4)

which significantly increases the sparsity of the data flow in the forward propagation and makes it possible to reduce the model size as well as the computational load using pruning methods such as zero-pruning. This study recruits two pruning strategies, namely near-zero pruning and bias-driven pruning. Since the GAP dramatically reduces the size of the linear layer, the convolutional layers dominate the parameter and the operation numbers of the SaleNet, with contributions of 97.11% and 97.82%, respectively. As a result, the pruning methods are designed for the weights of the convolutional layers.

1) Near-zero pruning: In the classification task, the accuracy depends only on the comparing results rather than the exact values of the output from the final linear layer. It is practicable to remove several weights with small absolute values, which are usually not related to the model accuracy.

2) Bias-driven pruning: This paper proposes an efficient pruning method based on the bias of the BN layers. Since there is always a ReLU layer behind each BN layer, the negative output of the BN layer makes no sense to the inference result of the network. As shown in Fig. 2, the negative rate of the BN output is strongly related with the BN bias in most BN layers. Thus the BN bias can be a indicator to decide whether the corresponding convolution and BN should be executed. In SaleNet, we set three different thresholds for the first three BN layers. For each channel of the BN output, when the BN bias is smaller than the threshold, the convolutional weights of the channel are pruned.

---

C. Weight clustering and quantization

Low bit quantization can reduce both the memory requirement and the operation width of the model, which will further benefit the power consumption and the inference latency. After network pruning, we exploits weight clustering to reduce the bit width of the weights of the convolutional layers. The K-means clustering is applied to the weights of each convolutional layer to achieve a sub-8bit convolutional model.

For the quantization phase, there is a compromise between the model size and the classification accuracy. While keeping the classification accuracy above 80% for the attention evaluation, we reduce the model width as low as possible.

D. Hardware implementation

1) Process engine: As demonstrated in Equ. 1, the 1-d convolution is equivalent with several inner product operations. The BN layer in SaleNet is illustrated in Equ. 5.

\[
out_{BN} = \frac{x - E[x]_{BN}}{\sqrt{Var[x]_{BN} + 10^{-5}}} \times \gamma + \beta
\]  
(5)

The \(\gamma\) and \(\beta\) are two learnable parameters. The \(E[x]_{BN}\) and \(Var[x]_{BN}\) denote the mean and variance of each channel in a mini-batch, which are calculated and stored before the inference phase.
A process engine (PE) architecture according to Equ. 6 is designed for both the 1-d convolutional block and the linear layer.

\[ \text{out}_{PE} = \left( \sum_{i=0}^{127} x[i]w[i] + b \right) \times w_{BN} + \beta \]  

When utilized in convolutional block, the \( w \) denotes the weight of the convolutional layer, while the \( b \) and the \( w_{BN} \) are calculated by Equ. 7 and 8,

\[ b = \text{bias} - E_{BN} \]  

\[ w_{BN} = \frac{\gamma}{\sqrt{Var_{BN} + 10^{-6}}} \]

where the \( \text{bias} \) denotes the convolutional layer bias. When the PEs are recruited for the inference of linear layer, the \( w \) and \( b \) in Equ. 6 denote the weight and bias of the linear layer, while the \( w_{BN} \) and \( \beta \) are set to 1 and 0, respectively.

### II. Hardware architecture

2) Hardware architecture: The hardware architecture on FPGA is illustrated in Fig. 3. The weights of the SaleNet and the output of the first three convolutional blocks are stored in the on-chip block random access memory (BRAM). Totally 16 PEs are implemented, each occupying 128 multipliers, 64 adders and 128 registers. According to the network configuration, the inference of the four convolutional blocks needs PE cycles of 5016, 5076, 5016 and 5024, respectively. Thanks to the GAP layer, the inference of the linear layer only needs one PE cycle.

Since the large number of the convolutional kernel channels and the long range of the input EEG signals, the output map of each convolutional block in SaleNet occupies more than 1MB memory. It is necessary to apply a memory re-use scheme for the output maps of the convolutional blocks. To this end, the output maps of the first three convolutional blocks occupy the same space of the on-chip BRAM. According to the co-design of the group number and PE number, when a data slice is loaded into the PEs, the PE results can be directly stored to the corresponding address without affecting the subsequent calculations. The output map of the last convolutional block is utilized directly for the GAP output. For leveraging the latency and the power consumption, the data loading from the BRAM is completed in a fast clock domain of 50 MHz, while the PEs are executed in a slow clock domain of 10 MHz.

### III. Experimental Results

#### A. Data acquisition

Six subjects were recruited for the EEG acquisition of this study. A number clicking task was designed to label the sustained attention levels of the subjects. There was a 7 × 7 random number matrix on a screen. The subjects were asked to click number from 1 to an arbitrarily large number. Once the subjects clicked the target number, the number matrix was refreshed and the target number increased by 1. Each subject was asked to complete a 12-minute trial. Each trial consists of four 3-minute phases. In the first and the third phases, the subjects were asked to relax as much as possible, while the subjects were asked to complete the number clicking task in the second and the fourth phases. The data collected from the number clicking phases were labeled as high attention levels. Seven channels prefrontal EEG of each subject was recorded in the designed 12-minute trial. The EEG acquisition device is a module based on the neural signal recorder in [11].

#### B. Sustained attention level evaluation

During the evaluation, we randomly selected one subject as the test set and the other five subjects as the train set. After training with a batch size of 16, the SaleNet achieved a subject-independent (SI) accuracy of 89.8%. For the requirement of real-time processing, we fixed the running mean and variance of the BN layers and evaluated the SaleNet using a batch size of 1, still obtaining an high SI accuracy of 85.9%. A comparison between the proposed SaleNet and several state-of-the-art attention evaluation works was shown in Table I. Compared to other works, the SaleNet provided an end-to-end CNN solution on FPGA with high SI accuracy, which is more possible to be integrated into portable BMIs.

#### C. Compression of the SaleNet

1) Group convolution and GAP: The group convolution and GAP compress the model size by 13.9x without significant
evaluation accuracy deterioration as shown in Table II. It should be highlighted that the GAP layer not only reduced the model size, but also suppressed the over-fitting issue to make sure the SaleNet achieve a high evaluation accuracy.

### Table II

**RESULTS OF THE GROUP CONVOLUTION AND GAP**

| Model             | Parameters | Operations | Compression ratio | Accuracy* |
|-------------------|------------|------------|-------------------|-----------|
| baseline (4 layer CNN) | 428.99k    | 510.42M    | 1x                | 0.71      |
| baseline + GAP    | 268.48k    | 510.26M    | 1.6x              | 0.89      |
| baseline + group conv. | 191.43k   | 66.72M     | 2.2x              | 0.72      |
| SaleNet (baseline + group conv. + GAP) | 30.91k     | 66.56M     | 13.9x             | 0.89      |

* Best accuracy in the first 100 epochs with a batch size of 16

2) Pruning and quantization: The results of the near-zero pruning (NZP) and the bias-driven pruning (BDP) were shown in Fig. 4. The near-zero pruning thresholds were set as 0.017, 0.014, 0.015 and 0.014 for the four convolutional layers. An average compression ratio of 2.36x was achieved. According to the analysis in Fig. 2, the bias-driven pruning was utilized on the first three convolutional blocks, with thresholds of -0.061, -0.046 and -0.183, respectively. Results showed the proposed bias-driven pruning could further reduce 2.62k parameters after the near-zero pruning, corresponding a compression ratio of 1.26x. There was no accuracy deterioration in the pruning step.

After the weight clustering and the quantization, the bit width of the convolutional weights, the convolutional bias, the BN weights, the BN bias, the linear weights and the linear bias were set to 7, 8, 16, 14, 8 and 11, respectively. Comparing to the standard 32 bit representation of the non-zero network parameters, this step contributed a compression ratio of 4.43x. The accuracy dropped from 85.9% to 84.2% during the quantization step, which was still reliable for the attention evaluation application.

Comparing to the baseline model in Table II, the group convolution, the GAP, the near-zero pruning, the bias-driven pruning, the weight clustering together with the quantization contributed a total compression ratio of 183.11x.

### D. Hardware implementation

The SaleNet consumed 65731 LUTs, 35199 FFs, 736 DSPs and 68 BRAMs on a Xilinx Artix-7 FPGA with the tool of Vivado 2017.4. Table III showed a comparison between the SaleNet and several state-of-the-art FPGA solutions in physiological signal processing. Since the sustained attention level evaluation task is not sensitive to sub-second level delay, the SaleNet made a compromise between latency and power consumption. Compared to other solutions, the SaleNet holds a competitive design power consumption of 0.11 W and an energy-efficiency of 8.19 GOpWs/W.

### Table III

**COMPARISON WITH THE STATE-OF-THE-ART FPGA SOLUTIONS**

| Publication | Task | Signal | Sample rate | #Channel | Method | End-to-end | Precision | Throughput | Power | Energy efficiency |
|-------------|------|--------|-------------|----------|--------|------------|-----------|------------|-------|------------------|
| ISCAS 20    | Emotion recognition | EEG    | 128Hz      | 14       | FE+CNN  | No         | 16FD      | 1.65GOp/s | 0.15W | 11.07k          |
| TBioCAS 21  | Seizure detection  | EEG    | 256Hz      | 18       | CNN    | Yes        | 16FD      | 25.7GOp/s | 1.59W | -                |
| TCAS I 21   | Beats classification | ECG    | 360Hz      | 1        | CNN    | Yes        | 16FD      | 0.90GOp/s | -     | -                |
| ISCAS 22    | Attention Evaluation | EEG    | 250Hz      | 5        | CNN    | Yes        | 16FD      | 8.19GOp/s | 0.11W | -                |

| Product     | CNN size | Parameter | Board   |
|-------------|----------|-----------|---------|
| Spartan-6   | 1.028MOPs| -         | Virtex-5 |
| ZC702       | 66.56MOPs| 11.07k    | Artix-7 |
| Artix-7     | 30.91k   | -         |         |

* Feature extractor
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