The Development of a Defect Detection Model from the High-Resolution Images of a Sugarcane Plantation Using an Unmanned Aerial Vehicle
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Abstract: This article presents a defect detection model of sugarcane plantation images. The objective is to assess the defect areas occurring in the sugarcane plantation before the harvesting seasons. The defect areas in the sugarcane are usually caused by storms and weeds. This defect detection algorithm uses high-resolution sugarcane plantations and image processing techniques. The algorithm for defect detection consists of four processes: (1) data collection, (2) image preprocessing, (3) defect detection model creation, and (4) application program creation. For feature extraction, the researchers used image segmentation and convolution filtering by 13 masks together with mean and standard deviation. The feature extraction methods generated 26 features. The K-nearest neighbors algorithm was selected to develop a model for the classification of the sugarcane areas. The color selection method was also chosen to detect defect areas. The results show that the model can recognize and classify the characteristics of the objects in sugarcane plantation images with an accuracy of 96.75%. After the comparison with the expert surveyor’s assessment, the accurate relevance obtained was 92.95%. Therefore, the proposed model can be used as a tool to calculate the percentage of defect areas and solve the problem of evaluating errors of yields in the future.
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1. Introduction

Sugarcane is an economic crop of Thailand and the raw material of the sugar factory. Thailand has suitable geographical and climatic conditions for sugarcane cultivation. Moreover, it is the 4th largest sugar producer in the world after Brazil, India, and the European Union [1]. Currently, the Thai government supports the agriculture and biotechnology industry to improve the economy and increase the competitiveness of the country. The industry is operated by applying modern agricultural technology such as the use of sensor systems and advanced data analysis techniques [2]. The average age of sugarcane cultivation is 12 months per harvest. The assessment and survey of sugarcane plantation by the expert surveyor is operated in 2 stages: the first 4 months after planting, and the last 2 months before harvesting. For the harvesting methods, the sugarcane will be harvested by human labor and a sugar harvester [3].

Kamphaeng Phet province is one of the most widely cultivated sugarcane provinces in Thailand. It is located in the lower northern region of Thailand, with sandy soil suitable for farming and growing crops with an area of 2.1 million acres. The land use is divided into three groups: 1.24 million acres of agriculture, 0.47 million acres of forest, and 0.39 million acres of residential land. Kamphaeng Phet’s gross domestic product of $3547 million is ranked 2nd in the northern region and ranked 4th in the country. The climatic condition in Kamphaeng Phet is categorized as tropical grassland.
with rain–drought alternation, and storms that cause damage to crops. The major economic crops of Kamphaeng Phet province in the farming sector include rice, cassava, corn, sugarcane, banana, and tobacco. Because the sugarcane can resist the intense storms more than other plants, it has the most cultivation area of 0.29 million acres [4].

Sugarcane assessment for the factory is one of the problems that has an impact on factory resource management such as labor, machinery, and production costs. Currently, the assessment of sugarcane yield before entering the factory depends on the assessment of expert surveyors. Surveyors use the individual’s personal assessment experience and it affects yield deviation [5]. In addition, there can be defects in the sugarcane plantation such as sugarcane falls due to storms and plants being stunted by weeds. The defect sugarcane areas cannot be detected by general survey, and it may influence deviation between assessment and actual yield. As mentioned above, the problem of error estimation leads to the development of the defect detection method for sugarcane plantations. Previous studies on the defect detection method uses two data sources: (1) satellite images and (2) unmanned aerial vehicle images. The data acquisition in both sources has different advantages and disadvantages. The details are as follows:

There are 24 high-definition satellites in Thailand which cover the areas with wide-angle images [6]. Thai Chot is one of the natural resource satellites used to capture the the areas covering the world, but there is an implication of high cost associated to access the specific plantation areas and a limitation to update the information. The disadvantage of using the satellite is that it takes 26 days/time to capture the images of the interesting areas and most of the areas would be covered by clouds [7].

An unmanned aerial vehicle (UAV) is an automatic airplane without a pilot on board [8]. High quality cameras are installed and equipped to take daylight and infrared photographs. The camera can record images from a long distance and broadcast them images to the controller. In addition, the recorded images have a high resolution in 4K, and it is suitable for image processing to analyze the health of agricultural plots.

An unmanned aerial vehicle was used to explore the space over the sugarcane plot to create a route map for cultivation [9]. Some researchers used a UAV to detect Bermuda grass in the sugarcane plots [10] and weeds in the sugar beet plantation [11]. A UAV was not only used to explore and analyze plant diseases in the vineyard [12] and sugarcane plots [13], but also classified the vegetation variety [14]. Moreover, there were studies which were conducted during the tilling stage of cultivation images for sugarcane yields assessment [15,16]. However, this research applied a UAV to assess sugarcane yields in the mature stage. As mentioned above, the defect in the sugarcane plantation needs to be analyzed for the sugarcane yield assessment. The proposed method uses the images from a UAV to analyze the damage rate of the defect areas. In addition, the defect rate from image processing techniques can be used to estimate the sugarcane yield together with climate factors.

The main contribution of this paper is to develop a framework to detect the defect areas in the sugarcane plantations. The sugarcane defect rate obtained from the study can be used to replace the climatic factors such as soil series and rainfall. In this research, the researchers have used fewer features to classify the sugarcane areas. The researchers in [16] have proposed eight statistical values (mean, average deviation, standard deviation, variance, kurtosis, skewness, maximum, and minimum) whereby the accuracy is low compared to the methods used in this proposed research which use mean and standard deviation with 13 filtering masks.

Moreover, in the future, the industrial plants will benefit in terms of resource management such as data collection, cost of climate factors survey, and reduction of yield deviation. The sugarcane industry can explore sugarcane plots faster. This will help to allocate the resources during the harvesting season in an efficient way, and consequently, the harvester machine can reduce the number of sugarcane burning. In Thailand, The burning of sugarcane is one cause of the air pollution problems (PM$_{2.5}$ or PM$_{10}$) by farmers during the harvesting season. As a result, when the factory uses the harvester machine, this can enhance the development of green industries in the future.
2. Material and Method

An unmanned aerial vehicle of the DJI company (Phantom4 model) was proposed for the collection of datasets to create a defect detection model. The DJI Phantom4 is capable of flying up to 30 min, with a wind resistance of 10 m/s and equipped with an ultra-high-definition quality camera which is 20,962 cm$^2$ calculated from 72 dpi. In this research, two software were proposed to develop the model, including (1) Google Earth Engine editor for creating coordinates of the sugarcane plantation, and (2) MATLAB 2015b for model development and image processing. The conceptual framework of the study is shown in Figure 1.

![Figure 1. The conceptual framework of the defect detection model.](image)

In Figure 1, the defect detection framework for sugarcane plantation consists of 4 main steps: data collection, image-preprocessing, defect detection model creation, and application program creation. The details of each steps are discussed below.

2.1. Data Collection

The sugarcane datasets were collected from a sugar factory in Kamphaeng Phet Province. After the data cleaning process, 2724 plots, out of the total 3442 plots, were left. The collection of data by unmanned aerial vehicles was done by random sampling considering different environmental factors, such as sugarcane varieties, sugarcane ratoon, soil series, and yield levels (Table 1).

![Table 1. Environmental factors of sugarcane plantation in 2017.](image)

The selection of patterns from the sample plantation was carried out by the Cartesian product method [17] from the factors in Table 1. The resulting Cartesian product had 594 patterns ($3 \times 3 \times 3 \times 22 = 594$), in which only 90 data matched the pattern from the actual dataset. The details of the population (red spots) are shown in Figure 2A, and the samples (red spots) are shown in Figure 2B.
Figure 2. Population and sampling data of sugarcane plantation: (A) population and (B) sampling.

Figure 2B shows a sampling of the selected sugarcane plots in the province of Kamphaeng Phet. The sampling images were used to develop a model for analyzing the defect present in a sugarcane plantation. The sample datasets are shown in Figure 3.

A survey was done in September to October 2018 using the UAV, which consists of the four conditions: height from the ground at 200 m to 300 m, undefined environment, shooting time, and the size of the images (3078 × 5472 pixels). The images collected from the survey were used as the datasets for the study and development of the defect detection model.
2.2. Image Preprocessing

The image-preprocessing process is one of the crucial steps for the preparation of datasets before using image processing techniques. The images collected from the UAV have a shadow region formed during shooting at different times. The shadows were mostly created by trees and different sugarcane heights. Therefore, it is necessary to have shadow detection and shadow adjustment methods before the image is being processed. The sample image with the shadow region is shown in Figure 4.

![Image of sugarcane plantation with hard and soft shadows](image-url)

**Figure 4.** The top view of the sugarcane plantation image captured by the unmanned aerial vehicle (UAV).

The sugarcane area was divided into 2 categories: hard shadow and soft shadow [18]. The image was taken from a height of 200 m for both hard and soft shadow (Figure 4). The original image was converted to a grayscale and Otsu’s thresholding method was applied to detect the shadow region [19]. However, the sugarcane under the shadow region could not be analyzed as defects because of thresholding. Therefore, the shadow detection and the shadow adjustment were proposed before applying Otsu’s thresholding method.

2.2.1. Shadow Detection

Shadow detection is one of the methods in the image preprocessing step before applying the image processing technique. The shadow region affects the analysis of the defect areas in the image. Some researchers have suggested shadow detection of outdoor images [20] and infrared images [21]. In this study, a shadow detection algorithm using LAB [22] color space and statistical values [23] was proposed as shown in Figure 5.

![Shadow detection algorithm diagram](image-url)

**Figure 5.** Shadow detection algorithm.
The shadow detection method consists of the following steps.

- **Step 1:** Convert the color image to LAB color space.
- **Step 2:** Calculate the mean of each color plane followed by the standard deviation of $L$ plane.
- **Step 3:** Detect the shadow pixel by thresholding. The conditions for thresholding are shown in the Figure 5 and the algorithm is shown as a pseudo-code in Algorithm 1.
- **Step 4:** Divide the areas into 2 regions: the shadow regions $g_i(x, y)$ and the non-shadow region regions $h_i(x, y)$. The shadow region has a pixel value of 0 (black) and the non-shadow region has a pixel value of 255 (white). The results from the shadow detection method are used as an input for shadow adjustment process.

**Algorithm 1** Pseudo-code description of a shadow detection. Input = UAV image. Output = Binary image ($g_i(x, y)$ represents the shadow region and $h_i(x, y)$ represents the non-shadow region)

```
1: Procedure Shadow Detection (image)
2: height ← Image height from image
3: width ← Image width from image
4: vertical scan at h:
5:   for $x \in \{0, \text{height}\}$ do
6:     raster scan at w:
7:       if mean (A ($x, y$)) + mean (B ($x, y$)) <= 256
8:         if (L ($x, y$) <= mean (L)) – standard deviation (L) /3
9:             shadow region ($g_i(x, y)$)
10:            else
11:               non-shadow region ($h_i(x, y)$)
12:          end if
13:        else
14:          if pixel (L($x, y$)) < pixel (B ($x, y$))
15:             shadow region ($g_i(x, y)$)
16:          else
17:             non-shadow region ($h_i(x, y)$)
18:          end if
19:       end if
20:     end for
21:   end for
22: End procedure
```

2.2.2. Shadow Adjustment

The shadow adjustment process was applied after the shadow detection process. Moreover, this process is considered as a crucial step for image preparation before entering the sugarcane image classification. Currently, there are a number of methods already developed for shadow adjustment methods, such as the shadow adjustment from RGB-D color images [24], the shadow adjustment of the high buildings from satellite images [25], and shadow adjustment for the survey of utilization areas [26]. The adjustment of a shadow depends on the amount of lights in shadows and non-shadow regions [27]. The flowchart of shadow adjustment method is shown in Figure 6.

The shadow adjustment process consists of 3 steps for calculating the light source of the shadow region $g_i(x, y)$ and the non-shadow region $h_i(x, y)$ areas. The constant ratio is calculated from the brightness values of the pixel in the shadow areas.

- **Step 1:** Calculate the light source of the shadow and non-shadow areas in the output image given by the shadow detection method. The light source value was calculated from Equations (1) and (2).
\[ e_{1,i} = k_{i} \left[ \frac{\sum_{x=1}^{M} \sum_{y=1}^{N} (g_i(x,y))^p}{MN} \right]^{1/p} \]  

where \( e_{1,i} \) is the xy-summation of the shadow region. 
\( MN \) is the number of pixels on the shadow region. 
\( k_{i} \) is the scale factor defined by R channel (KR), G channel (KG), B channel (KB). 
\( p \) is the weight of each gray value in the light source.

\[ e_{2,i} = k_{i} \left[ \frac{\sum_{x=1}^{M} \sum_{y=1}^{N} (h_i(x,y))^p}{MN} \right]^{1/p} \]  

where \( e_{2,i} \) is the xy-summation of the non-shadow region. 
\( MN \) is the number of pixels on the non-shadow region. 
\( k_{i} \) is the scale factor defined by R channel (KR), G channel (KG), B channel (KB). 
\( p \) is the weight of each gray value in the light source.

- **Step 2**: Determine the value of \( p \) that is suitable for adjusting the intensity of the shadow areas. Brightness, contrast, and average gradient of the shadow area were compared with the non-shadow areas. The appropriate p-values generated from the experiments is shown in Section 3.2.
- **Step 3**: Calculate the constant ratio of the light source values in both areas and proceed to adjust the intensity of the shadow area as in Equation (3).

\[ g_{-h_i}(x,y) = g_i(x,y) \cdot \frac{e_{2,i}}{e_{1,i}} \]  

where \( g_{-h_i} \) is the new shadow region. 
\( e_{2,i}/e_{1,i} \) is the rate constant of shadow and non-shadow regions. 
\( g_i(x,y) \) is a shadow region.

![Diagram of Shadow Adjustment](image)

**Figure 6. Overview of shadow adjustment.**

After the shadow adjustment process, the shadow areas are usually brighter and sharper than original images. Therefore, those images were used for the development of the model for detecting the defects in the sugarcane plantation.
2.3. Defect Detection Model Creation

The development of the defect detection model in sugarcane plantation consists of 4 steps: (1) feature extraction, (2) classification of sugarcane areas, (3) defect area classification, and (4) data integration. The details are as follows.

2.3.1. Feature Extraction

The feature extraction process is one of the essential steps for classification of objects within sugarcane plot such as sugarcane area, weeds, soil, water sources, roads, and trees. In this research, 90 UAV images were selected for texture analysis and image segmentation. For the image segmentation process, the image was resized to \(3000 \times 5000\) pixels for non-border and non-missing parts of the sub-image. The researchers divided the image into \(50 \times 50\) grid cells because the researcher can carefully label the images which are to be categorized. From \(50 \times 50\) grid cells, 60,000 sub-images were generated from one image. However, the researchers selected a region of interest (\(50 \times 50\)) from the image as the datasets as shown in Table 2, for training the model.

| Category   | Dataset 1 Training and Validation Set | Dataset 1 Testing Set | Dataset 2 Training and Validation Set | Dataset 2 Testing Set |
|------------|--------------------------------------|-----------------------|---------------------------------------|-----------------------|
| Sugarcane  | 5956                                 | 1449                  | 5956                                  | 1449                  |
| Trees      | 2820                                 | 705                   | -                                     | -                     |
| Weed       | 3144                                 | 786                   | 3144                                  | 786                   |
| Total      | 11,890                               | 2940                  | 9100                                  | 2235                  |

The datasets were divided into two categories as shown in Table 2: Dataset 1 consists of sugarcane, trees, and weeds images whereas dataset 2 contains weeds and trees images. In both of the datasets, 80–20 ratio was used to split the datasets into training and testing sets. Each category of datasets has 5 varying sizes such as (1) \(10 \times 10\), (2) \(20 \times 20\), (3) \(25 \times 25\), (4) \(40 \times 40\), and (5) \(50 \times 50\), respectively, as shown in Table 4. This size is calculated using the greatest common factor (GCF) algorithm. The conceptual framework of feature extraction is presented in Figure 7.

The conceptual framework is explained by using \(50 \times 50\) pixel which consists of 4 steps:

- Step 1: Convert RGB color image to grayscale format.
- Step 2: Convolute the grayscale images by 13 filtering masks to get the features. In this research, standardized filters \([28] (3 \times 3)\) as shown in Figure 8 was used.
- Step 3: The statistical values such as mean and standard deviation are calculated from step 2. This process achieves 26 characteristics.
- Step 4: Select the features that are related to the class of the category using the WEKA program \([29]\). WEKA program uses the "Information Gain-Based Feature" selection method to find the
significant features which is known as entropy. The features must pass the threshold value of more than 0.05. This value is selected using a T-score distribution method which separates the group of data obtained from entropy and eliminates those groups that have least relationship with the class (sugarcane, trees, and weeds). When the threshold value 0.05 was used as a condition, it gives the most significant features for the classification of sugarcane areas.

![Image: Filtering Masks]

**Figure 8.** The characteristics of 13 filtering masks.

2.3.2. The Sugarcane Areas Classification Process

The sugarcane area classification is a process used to classify sub-areas (sugarcane, trees, and weed) within an image. The dataset used in the development of the process is shown in Table 2; which consists of training and validation sets for training purposes and the testing set to evaluate the model. In the experiments, the K-nearest neighbors method [30] was selected to develop a model for classification of sugarcane areas.

2.3.3. The Defect Areas Classification Process

This process was carried out after identification of sugarcane areas from the previous step. In this process, color analysis and color selection methods were used to eliminate other colors except green shades. The color selection method is performed by converting the RGB color image into the HSV color space and then selecting Hue channel into 3 ranges (yellow–green: 60–80 degrees, green: 81–140 degrees, and green–cyan: 141–169 degrees) of green shades [31]. The color selection process provides only the areas of trees, weeds, and green water sources. However, the stunted weeds, ground, and roads were eliminated since their color space does not fall under the given range.

2.3.4. Data Integration Process

The data integration is a process that combines the results of the sugarcane areas classification and defect areas classification. This process is performed by the logical AND operator to integrate the defects and sugarcane areas.

2.4. Application Program Creation

The graphical user interface (GUI) was developed to assist the selection of sugarcane areas from the images. Moreover, the user interface can be used to draw the polygonal lines [32] to select the region of interest and help to reduce errors by avoiding other objects in the image. After drawing a polygon into the desired area, the program will analyze the selected area and identify the faulty spots such as water sources, weeds, defect sugarcane, etc. The defect detection rate in the GUI is shown as a percentage in the top right corner of the program window as shown in Figure 17.
3. Experiment Results

The aim of developing a defect detection model in sugarcane plantation images is to reduce the yield estimation error. The model uses high-resolution images captured from the UAV. The proposed methods consist of 4 steps: data collection, image-preprocessing, defect detection model creation, and application program creation. For image preprocessing, the researchers designed two experiments: (1) performance testing for shadow detection and (2) the performance testing for shadow adjustment. Whereas, for the evaluation of defect detection models, the performance testing for sugarcane area classification and defect area classification experiments were designed.

3.1. The Performance Testing for Shadow Detection

The shadow detection is one of the image preprocessing steps. The experiment was carried out with experts by manually plotting shadow and non-shadow areas as shown in Figure 9A. The sugarcane plot contains 100 by 100 grid cells. The conditions for identification of the shadow region in the grid cell for both expert and proposed model must have 50% of shadow in the square (thick square) [33]. The example of experiments for shadow detection is shown in Figure 9.

![Figure 9](image-url)

**Figure 9.** The comparison results between experts and the shadow detection process. (A,C) Original image, (B) the results of the expert, and (D) the results of the shadow detection.

The experiment was conducted to compare the results of all 90 images. The experimental results found that the average precision was 75.92% with a recall of 92.23% and F1-measure of 80.11%. The overall accuracy obtained from the experiments was 98.44%. The relationship between the sensitivity (true positive rate: TP) and 1-specificity rate (false positive rate: FP) is shown in Figure 10.

![Figure 10](image-url)

**Figure 10.** ROC curve results of the shadow detection process.
The ROC curve of the experimental result shows that the average sensitivity and 1-specificity was 85.80% and 99.88% respectively. The result has a high performance due to the adjacent left corner and the average areas under the curve (AUC) which was 99.67%. Therefore, the method proposed for shadow detection areas is highly effective in detecting the shadow region in the sugarcane areas.

3.2. The Performance Testing for Shadow Adjustment

The results obtained from shadow detection method is passed as an input to this method. This process adjusts the intensity of the shadow areas from approaching the non-shadow areas. In this method, the parameter $p$ of the Minkowski norm \cite{34} (Equations (2) and (3)) is adjusted from 1 to 10 to get the proper $p$-value. The $p$-value is selected based on 3 factors such as brightness, contrast, and the average gradient of each image. The sample $p$-value for one of the sugarcane plant images is shown in Table 3.

| Region and $p$/Condition | $r$ | $g$ | $b$ | $r$ | $g$ | $b$ |
|--------------------------|-----|-----|-----|-----|-----|-----|
| shadow region            | 46.60 | 67.54 | 63.82 | 21.63 | 22.62 | 21.02 |
| $p = 1$                  | 130.28 | 146.91 | 126.16 | 52.53 | 46.05 | 45.43 |
| $p = 2$                  | 130.05 | 146.84 | 126.27 | 52.45 | 46.03 | 45.47 |
| $p = 3$                  | 129.87 | 146.76 | 126.31 | 52.39 | 46.00 | 45.50 |
| $p = 4$                  | 129.74 | 146.69 | 126.36 | 52.35 | 45.99 | 45.50 |
| $p = 5$                  | 129.66 | 146.64 | 126.39 | 52.32 | 45.97 | 45.52 |
| $p = 6$                  | 129.59 | 146.60 | 126.42 | 52.30 | 45.96 | 45.53 |
| $p = 7$                  | 129.55 | 146.57 | 126.45 | 52.29 | 45.96 | 45.54 |
| $p = 8$                  | 129.51 | 146.55 | 126.48 | 52.28 | 45.95 | 45.55 |
| $p = 9$                  | 129.48 | 146.54 | 126.50 | 52.27 | 45.95 | 45.55 |
| $p = 10$                 | 129.46 | 146.53 | 126.52 | 52.26 | 45.95 | 45.56 |
| non shadow region        | 130.32 | 146.92 | 126.15 | 51.89 | 45.75 | 45.71 |

This process selects the result that is closest to the value of the non-shadow areas from all three factors in each color plane. The experimental results are shown in Figure 11.

![Figure 11. The experimental result of adjusting the variable $p$ of the image dataset.](image)

The experiment found that most of the images have an exponential value of $p = 1$, but there are some images with $p$-value of 2, 3, and 4, due to brighter non-shadow region than the shadow region. As a result, it is necessary to adjust the $p$-value to be closest to the non-shadow area.

3.3. The Performance Testing for Sugarcane Areas Classification

The sugarcane areas classification is a process to identify the categories of objects present in the images such as sugarcane, trees, weeds, and others. The experiment is divided into 2 parts:
(1) the experiment for feature selection and (2) the experiment to develop model for sugarcane area classification. The experiment was conducted with 2 datasets as shown in Table 2.

3.3.1. The Experiment of Feature Selection

Feature selection is a process of gathering important attributes from the image which can help to distinguish from the other image. The selection of features is carried out by correlation with classes of each category from the sub-images of the 2 datasets. The features that passed the threshold value of 0.05 were used to train the model and eliminate the less important features. The experimental results are shown in Table 4.

Table 4. Feature selection data for all sub-images.

| Attribute | Dataset 1 | Dataset 2 | Dataset 1 | Dataset 2 |
|-----------|-----------|-----------|-----------|-----------|
| 10 × 10   | 0.027     | 0.047     | 0.026     | 0.038     |
| 20 × 20   | 0.033     | 0.055     | 0.030     | 0.046     |
| 25 × 25   | 0.056     | 0.084     | 0.048     | 0.064     |
| 40 × 40   | 0.057     | 0.087     | 0.049     | 0.067     |
| 50 × 50   | 0.068     | 0.103     | 0.145     | 0.081     |
| Mean1     | 0.026     | 0.045     | 0.061     | 0.070     |
| Mean2     | 0.046     | 0.055     | 0.068     | 0.077     |
| Mean3     | 0.064     | 0.072     | 0.085     | 0.098     |
| Mean4     | 0.067     | 0.076     | 0.094     | 0.102     |
| Mean5     | 0.071     | 0.093     | 0.104     | 0.115     |
| Mean6     | 0.084     | 0.094     | 0.106     | 0.117     |
| Mean7     | 0.088     | 0.099     | 0.117     | 0.124     |
| Mean8     | 0.098     | 0.118     | 0.118     | 0.126     |
| Mean9     | 0.106     | 0.128     | 0.117     | 0.124     |
| Mean10    | 0.114     | 0.139     | 0.107     | 0.116     |
| Mean11    | 0.123     | 0.150     | 0.116     | 0.124     |
| Mean12    | 0.132     | 0.161     | 0.125     | 0.133     |
| Mean13    | 0.141     | 0.172     | 0.134     | 0.142     |
| Std1      | 0.090     | 0.224     | 0.519     | 0.012     |
| Std2      | 0.099     | 0.262     | 0.548     | 0.016     |
| Std3      | 0.116     | 0.238     | 0.432     | 0.023     |
| Std4      | 0.175     | 0.329     | 0.570     | 0.065     |
| Std5      | 0.219     | 0.364     | 0.602     | 0.113     |
| Std6      | 0.287     | 0.475     | 0.649     | 0.156     |
| Std7      | 0.344     | 0.560     | 0.670     | 0.191     |
| Std8      | 0.391     | 0.695     | 0.700     | 0.226     |
| Std9      | 0.438     | 0.733     | 0.730     | 0.261     |
| Std10     | 0.485     | 0.770     | 0.760     | 0.296     |
| Std11     | 0.532     | 0.807     | 0.790     | 0.331     |
| Std12     | 0.579     | 0.844     | 0.819     | 0.366     |
| Std13     | 0.626     | 0.881     | 0.849     | 0.391     |

In Table 4, the features that do not satisfy the given conditions are underlined and the other features were used in training the model.

3.3.2. The Experiment of Sugarcane Area Classification Model Creation

For sugarcane classification, 2 datasets were used to train the model using the K-nearest neighbor algorithm. After training the model, the model which gives the best accuracy to classify the sugarcane area was selected for the research. The model was trained and validated using the 10-fold cross-validation method. The experimental results are shown in Table 5.

Table 5. Performance of the K-nearest neighbors algorithm, K = 31.

| Sub-Image Size/Dataset | Dataset 1 | Dataset 2 | Average |
|------------------------|-----------|-----------|---------|
| 10 × 10                | 81.4945   | 87.4945   | 86.1586 |
| 20 × 20                | 86.6946   | 92.8462   | 91.5462 |
| 25 × 25                | 88.5235   | 94.3187   | 91.4223 |
| 40 × 40                | 90.5117   | 96.0859   | 94.6124 |
| 50 × 50                | 91.3842   | 96.7473   | 95.0109 |
| **Accuracy**           | **83.2629** | **89.4697** | **91.6564** | **92.1986** |
The experiment shows that dataset 1 with size $50 \times 50$ pixels obtained the highest accuracy of 91.38% with the 10-fold cross-validation whereas, the testing set gave of 85.65% which results in overfitting. Dataset 2 with a size $50 \times 50$ pixels had the highest accuracy of 96.75% with a 10-fold cross-whereas, the testing set gave 95.01%. Therefore, the dataset 2 was proposed for the development of sugarcane area classification model but both of the datasets could not identify trees. The results given by the experiments were compared with what the sugarcane surveyor experts marked. The only condition for identification of sugarcane area by the experts and models that there must be more than 50% of sugarcane area in the grid cell. Figure 12 shows the sugarcane classification done by the model and the experts.

![Image A](image1.png) ![Image B](image2.png) ![Image C](image3.png) ![Image D](image4.png)

**Figure 12.** The comparison between experts and the sugarcane area classification model. (A) The results from expert of dataset 1, (B) the results from model of dataset 1, (C) the results from expert of dataset 2, and (D) the results from model of dataset 2.

In Figure 12, the non-sugarcane areas are identified by thick squares. In the performance testing of model 1 (created from dataset 1): the expert identified the trees, weeds, and other areas that are non-sugarcane for comparison with the result of the model. However, in model 2 (created by dataset 2): the expert identified the weeds and other areas that are non-sugarcane for comparison with the result of model. The results obtained from classification of sugarcane areas by experts and the proposed model are shown in Table 6.

| Performance Factors | Dataset 1 | Dataset 2 |
|---------------------|-----------|-----------|
| Precision           | 67.44%    | 77.58%    |
| Recall              | 70.19%    | 80.79%    |
| F1-measure          | 66.67%    | 77.53%    |
| Overall accuracy    | 69.38%    | 85.66%    |

**Table 6.** Tabulation of precision, recall, f1-measure, and accuracy of each dataset.

The relationship between sensitivity (true positive rate: TP) and 1-specificity (false positive rate: FP) calculated from confusion metrics is shown in Figure 13.

The ROC curve of experiment result found that model 2 is more efficient than model 1. The average sensitivity in the model 2 was 74.03%, and the 1-specificity was 87.54%. The curve of model 2 was
adjacent to the left corner and the average areas under curve (AUC) was 92.27% (see Figure 13B). The average sensitivity in the model 1 69.38%, and the 1-specificity was 71.01%. The average areas under curve (AUC) was 89.42% (see Figure 13A). Both models cannot identify the trees in sugarcane plantation images. Therefore, model 2 is chosen to create a model for sugarcane area classification.

![Figure 13](image)
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**Figure 13.** ROC curve results of the sugarcane area classification model. (A) ROC curve results of model 1 and (B) ROC curve results of model 2.

### 3.4. The Performance Testing for Defect Areas Classification

The sugarcane defect area classification is a process applied after the shadow detection, the shadow adjustment, and the sugarcane area classification process. This experiment consists of results from the color selection and the data integration. The experiment was compared with what the sugarcane surveyor experts marked to identify the defect areas that were divided into 100x100 grid cells in the original images. The only condition for identification of the defect area by experts and the models is that there must be more than 50% of defects (thick square) in the square. See an example of the operation in Figure 14.
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**Figure 14.** Comparison results between experts and the defect defection model. (A) The results of the expert and (B) the results of the defect defection model.

The experiment was conducted to compare the results of all 90 images. The experiment results found that the average precision was 76.06% with recall value of 81.49% and F1-measure 79.73%. The overall accuracy of defect areas was 87.20%. The relationship between sensitivity (true positive rate: TP) and 1-specificity (false positive rate: FP) is shown in Figure 15.

This ROC curve of experiment result found that the average sensitivity and 1-specificity was 87.20% and 75.78% respectively. The result has a high performance due to the adjacent left corner and the average areas under curve (AUC) was 92.95%. Therefore, the parameters and the model can be applied for application program creation.
4. Result and Discussion

The defect detection model was developed by image processing techniques with high-resolution images taken from an unmanned aerial vehicle. The model consists of five main processes such as shadow detection, shadow adjustment, feature extraction, sugarcane area classification, and defect area classification process. The results obtained from the experiments were used to develop the application to assess the defect on the sugarcane plantation. The results of the defect detection model is shown in Figure 16.

The image preprocessing techniques consists of the shadow area detection and shadow adjustment process. The experiment found that the shadow detection method can detect the shadow cast by trees and high sugarcane with the accuracy of 99.67% as shown in Figure 16B. The shadow adjustment process applies intensity adjustment in the shadow areas as a result shown in Figure 16C.
In the sugarcane area classification, 50 × 50 pixels sub-images were used for extraction of features for the development of model. After training the features, dataset 2 (having sugarcane and weeds) gave the highest accuracy in the development of the model. However, the sugarcane area classification model could not identify the trees in either of the datasets, but it could identify the sugarcane area and weeds with the accuracy 92.27% for ROC curve in Figure 13B. The result of the sugarcane area classification is shown in Figure 16D.

The defect detection, the color selection process (see in Figure 16E) and data integration process were proposed. The data integration process was operated by combining the results of sugarcane area classification and color selection process (see in Figure 16F). The experiment found that the defect detection process was able to identify the defect in sugarcane plantation image with the accuracy 92.95%.

The overall experiment of the proposed method can detect the defects such as water sources, defect areas, ground, residences, and road in the sugarcane plantation. However, the method could not identify trees in sugarcane plantation. Therefore, the researcher developed the graphical user interface (GUI) to solve the problem of identifying trees in the sugarcane plantation while drawing the polygon on the interested areas. The GUI is shown in Figure 17.

![Figure 17. The result of defect detection process together with the graphical user interface.](image)

The GUI is used for drawing the interesting regions for classifying the sugarcane areas whereby the trees in the image are not selected. The example plantation (10008002) as given in Figure 17, which shows the percentage of the defects in interested areas. With the introduction of the GUI, the experts are satisfied with the program with a satisfaction level of good (4.53). The performance comparisons of the proposed methods with the methods discussed in the literature review is presented in Table 7. The description presented on for table is reflected as per the information given in the reference paper.

The proposed method is different from the methods discussed in the literature. The researchers in [10,12,13] have analyzed the sugarcane plants in the mature stage, the same as the proposed method. However, different features and classifiers were used resulting in different accuracy. When comparing our results with the other methods, the proposed classifier generated an overall accuracy of 96.75% which is higher than the other methods that use the plants in the mature stage. The higher accuracy is due to the introduction of shadow detection and shadow adjustment preprocessing steps. In our approach, the researchers have extracted features using standard deviation, mean value, and 13 filtering masks. The researchers have not used other statistical values such as kurtosis, skewness, variance, etc. because it generated 82% [16] accuracy which is less than the proposed methods. The other methods were not compared since the detection is done during the tilling stage.
Table 7. Comparison of weed detection applications considering factors such as overall accuracy (OA), classifier, and types of features used.

| Crop            | Stage   | Detection | OA     | Classifier | Feature Used                  |
|-----------------|---------|-----------|--------|------------|-------------------------------|
| Sugarcane [10]  | mature  | weed      | 92.54% | RF         | Multispectral VI              |
|                 |         |           |        |            | Texture                       |
| Sugar beet [11] | tillering | weed     | 96%    | CHM        | Multispectral VI              |
| Maize [11]      | tillering | weed     | 80%    | CHM        | Multispectral VI              |
| Vineyard [12]   | mature  | Missing plant | 80%  | CWSI       | Multispectral NDVI            |
| Sugarcane [13]  | mature  | Leaf Disease | 96%  | SVM        | Spectral Sensor Data          |
| Sugarcane [15]  | tillering | Sugarcane Stalk | -   | -          | Spectral GRVI                 |
| Sugarcane [16]  | tillering | weed     | 82%    | RF         | Spectral Texture              |
|                 |         |           |        |            | Statistical Mean              |
|                 |         |           |        |            | Average Deviation             |
|                 |         |           |        |            | Standard Deviation            |
|                 |         |           |        |            | Variance                      |
|                 |         |           |        |            | Kurtosis                      |
|                 |         |           |        |            | Skewness                      |
|                 |         |           |        |            | Maximum                       |
|                 |         |           |        |            | Minimum                       |
| Sugarcane       | mature  | weed      | 96.75% | KNN        | Spectral Texture              |
| This paper      |         |           |        |            | Mean                          |
|                 |         |           |        |            | Standard deviation            |

SVM: Support Vector Machine; RF: Random Forest; KNN: K-Nearest Neighbors; CHM: Canopy Height Model; VI: Vegetation Index; NDVI: Normalized Difference Vegetation Index; GRVI: Green-Red Vegetation Index.

5. Conclusions

For the development of the model to analyze the defect areas of the sugarcane plantations, high-resolution image taken from an unmanned aerial vehicle was used. This model uses shadow detection, shadow adjustment, feature extraction, and classification methods. For feature extraction, the algorithm was developed by using 13 filter masks together with convolution operations into the sub-images. In each mask, the mean and standard deviation were calculated which makes up to 26 characteristics. The result of the process obtained 26 characteristics from the mean and standard deviation of the data to represent the value of the sub-image. The feature selection method was used based on the calculation of entropy between attributes and the class labeling. The 22 features extracted from the feature selection methods were trained and tested using the K-nearest neighbors classification algorithm in WEKA. The algorithm provided an accuracy of 96.75%. The model can classify the objects in the image, including water sources, defect areas, ground, residences, and roads precisely, but it cannot classify trees. Some parts of the trees and sugarcane have similar characteristics when extracted, thus making it difficult to distinguish between the sugarcane and trees. However, this method can be applied in conjunction with the selection of areas, excluding trees from the image. Therefore, while selecting the sugarcane plot on the GUI application, the user must avoid trees in order to have a high accuracy of sugarcane detection areas. The developed model can be used as a tool to calculate the percentage of defect areas, which can possibly solve the problem on sugarcane yield deviation. For future work, an automatic method such as Fourier analysis can be applied for detecting the tree automatically and the model will be improved to classify the objects with greater accuracy. Moreover,
the industrial plants will benefit in resource management such as data collection, cost of climate factors survey, and yield deviation reduction.
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