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Abstract
Federated learning has been proposed as a privacy-preserving machine learning framework that enables multiple clients to collaborate without sharing raw data. However, client privacy protection is not guaranteed by design in this framework. Prior work has shown that the gradient sharing strategies in federated learning can be vulnerable to data reconstruction attacks. In practice, though, clients may not transmit raw gradients considering the high communication cost or due to privacy enhancement requirements. Empirical studies have demonstrated that gradient obfuscation, including intentional obfuscation via gradient noise injection and unintentional obfuscation via gradient compression, can provide more privacy protection against reconstruction attacks. In this work, we present a new reconstruction attack framework targeting the image classification task in federated learning. We show how commonly adopted gradient postprocessing procedures, such as gradient quantization, gradient sparsification, and gradient perturbation, may give a false sense of security in federated learning. Contrary to prior studies, we argue that privacy enhancement should not be treated as a byproduct of gradient compression. Additionally, we design a new method under the proposed framework to reconstruct images at the semantic level. We quantify the semantic privacy leakage and compare it with conventional image similarity scores. Our comparisons challenge the image data leakage evaluation schemes in the literature. The results emphasize the importance of revisiting and redesigning the privacy protection mechanisms for client data in existing federated learning algorithms.

1 Introduction
The past decade has seen a growing demand for a large amount of training data for deep learning, as well as the increased storage and computational capabilities of edge devices. Federated learning has emerged as a privacy-preserving framework under which multiple participants jointly solve a machine learning problem [34, 58]. In a classical federated network, a central server broadcasts a global model to selected clients and collects model updates without directly accessing raw data. Generic solutions such as federated averaging (FedAvg) [43] have been proposed with different variants. In FedAvg, a server transmits a global model to participants based on a predefined client sampling strategy. On the client side, the model will be locally optimized with decentralized private training data. Once the models are transmitted back to the server, an updated global model is constructed by averaging all received local models. During the whole process, raw data will not be exchanged. To reduce the communication cost and improve the model accuracy, especially when clients' data are not independent and identically distributed (IID), gradient quantization and personalized client cost functions have been incorporated into FedAvg [40, 51].

Even without direct access to the raw data, client privacy is not guaranteed in the aforementioned FedAvg framework. Recent studies have shown that client data can be reconstructed based on gradient inversion attack [72, 73]. Specifically, Zhu et al. [73] proposed an attack method that can reconstruct pixel-wise accurate images and token-wise matched texts. This method was further improved to recover high-resolution images with increased batch sizes [17, 65]. Meanwhile, various attack evaluation frameworks have been proposed to quantify the privacy loss based on image similarity scores calculated between the reconstructed images and clients’ raw images [26, 61].

To achieve provable differential privacy, researchers have studied adding noise to gradients without significantly reducing the model utility [60, 66]. Nevertheless, it is not clear how differentially private gradients can defend against well-designed data reconstruction attacks [71]. In addition to gradient perturbation, empirical studies demonstrated that gradient compression can serve as a good deterrence to the reconstruction attack [61, 73]. Recent studies suggest that low-bit gradient quantization can be used as effective defenses [70]. Since gradient compression is proposed to reduce the communication cost, privacy protection is not considered by design. Quantifying the privacy gain of various gradient obfuscation
procedures, including intentional ones such as differential privacy through noise injection and unintentional ones such as gradient compression, remains an open problem.

In this study, we show that the aforementioned gradient obfuscation strategies may give a false sense of security. We investigate the image classification task with high-resolution input and improve the image reconstruction attack. We summarize our contributions as follows:

- We propose a reconstruction attack framework with improved reconstruction quality in federated learning. Contrary to previous studies, we show that gradient compression, such as quantized stochastic gradient descent (QSGD) [4] and Top-\(k\) sparsification [3], may not be treated as effective defenses to prevent privacy leakage.
- We evaluate several existing defense schemes that perturb the model updates or features. The attack results show that these defenses can still be vulnerable to adversaries, thus advocating the importance of more effective privacy protection designs in federated learning.
- We explore an image reconstruction attack at a semantic level and measure the corresponding image privacy leakage. Although the reconstructions do not necessarily match the original images pixel by pixel, the private information can still be exploited by adversaries. Our work is a step toward a more thorough understanding of the privacy leakage problem in federated learning.

The rest of this paper is organized as follows. Section 2 reviews the relevant work. Section 3 describes the background of federated learning, including the concepts, gradient post-processing tools, and data reconstruction attacks. We present the reconstruction framework in Section 4 and evaluate three existing defense schemes in Section 5. Section 6 introduces the attack at the semantic level and the corresponding evaluation metric. Finally, we conclude the paper and discuss the future work in Section 7.

2 Related Work

2.1 Federated Learning and Client Privacy

In federated learning, a server coordinates the learning procedure and generally has access to the model structure and parameters. In this work, the investigated threat model is an honest-but-curious server that follows the FedAvg framework to aggregate client updates, while inspecting the private information without interfering with the training. The attacks concerning data privacy and model confidentiality in federated learning can be categorized into three types: membership inference attack, model inversion/data reconstruction attack, and property inference attack [32,52].

In spite of its popularity, FedAvg and its variants have exhibited vulnerabilities in protecting client data privacy [42]. Recent studies have shown a particular interest in model inversion attacks. Zhu et al. [73] proposed the deep leakage from gradient (DLG) algorithm, in which a dummy input batch of data is updated iteratively to match the shared gradients. They demonstrated that DLG could reconstruct pixel-wise accurate images and token-wise matched texts. This attack has been further developed by revealing labels via analytical methods [57,65,72]. Researchers have proposed to reconstruct high-resolution inputs by employing the image prior and improving the design of the cost functions [17,31,65]. For example, Jeon et al. [31] updated the parameters of a generative model to obtain reconstructed results. Meanwhile, it has been shown that the modern Transformer model adopted in language tasks can also be compromised under the data reconstruction attack [15]. From a mathematical viewpoint, researchers have demonstrated that DLG is equivalent to solving a system of equations [49,50]. The data reconstruction attack can also be interpreted from a Bayesian perspective [6].

Our work is closely related to those studies focused on gradient inversion attacks in federated learning [17,65,72,73]. We propose a new attack framework toward high-resolution image data reconstruction in federated learning. By assuming a successful analytical label recovery and improving the design to reduce the redundancy in the unknowns, we increase the quality of reconstructed images and the efficiency of the attack algorithm. Compared to prior work that does not consider client local update [65] or does not consider a batch of input data for high-resolution images [17,73], we show that an adversary can still reconstruct client data in a more realistic federated learning setting.

2.2 Attack Evaluation and Privacy Leakage

In the literature, various evaluation metrics are adopted as proxies to measure privacy leakage. Pioneering work [17,61,73] used a conventional image similarity score or the distance between original and reconstructed images as the evaluation metric, including the mean squared error (MSE), peak signal-to-noise ratio (PSNR) [20], and structural similarity index measure (SSIM) [59]. In addition, Wei et al. [61] proposed the attack success rate, namely, the percentage of successfully reconstructed training data. Follow-up studies [26,65] further leveraged the neural network based image perceptual scores, such as learned perceptual image patch similarity (LPIPS) [69] as the attack evaluation metric. LPIPS is known to emulate humans’ perception well so it has been increasingly popular for evaluating the quality of reconstructed images. Compared to other indicators, such as differential privacy budget of the algorithm or mutual information between the training examples and gradient [41,45], LPIPS is more intuitive and interpretable. We will use LPIPS as one of the evaluation metrics.

In this work, we demonstrate how an attacker can reveal the high-level semantics in the raw image, which may not
be captured by the image similarity scores such as SSIM or PSNR. We find that there exists ambiguity in telling whether an attack is successful or not. These results raise concerns about the existing evaluations and highlight the importance to revisit the privacy leakage issue in federated learning. We further propose a method to evaluate semantic privacy loss.

### 2.3 Privacy Enhancement and Defense

Preserving privacy is a priority in designing federated learning algorithms. Homomorphic encryption provides privacy protection by aggregating the ciphertexts directly [18]. However, the additional computational cost and communication overhead could dominate the training procedure [67]. Meanwhile, differentially private machine learning has been developed to achieve provable privacy guarantees [1]. After clipping the gradient and adding Gaussian noise, user-level membership privacy can be enhanced at the cost of the model accuracy [60, 62]. More sophisticated schemes add noise to the manifold representation of gradients [35, 66], where the model accuracy can be greatly improved given the same privacy protection with reduced noise power. However, the vulnerabilities can still be exploited by model inversion attacks as differential privacy does not imply protection against reconstruction attacks or Bayesian restoration targeting attribute privacy [22, 71]. Similar issues also exist in those defense methods that put attention on a particular type of attack [10]. Other works focused on the protection provided by a trusted shuffling server [13, 19] or secure aggregation protocols [9]. These methods preserve privacy while increasing the system complexity drastically.

In this study, we perform attacks on various gradient obfuscation defense schemes, including gradient compression [61], differentially private training [62], and representation perturbation [66]. We do not consider cryptography based defense [67] and other more advanced solutions, including blockchain-based decentralized optimization or federated network topology modification [47].

### 3 Preliminaries

Consider a federated learning architecture optimized with FedAvg, which is a backbone of commonly-adopted federated learning algorithms. Denote the mth client’s dataset by $\mathcal{D}_m = \{(x_{m,i}, y_{m,i})\}_{i=1}^{N_m}$, where the ith example $(x_{m,i}, y_{m,i})$ contains an input-output pair drawn from a distribution $p_m$. The local objective function $f_m$ is defined as the empirical risk over the local data:

$$f_m(w) = \frac{1}{N_m} \sum_{i=1}^{N_m} \ell(w; x_{m,i}, y_{m,i}),$$

where $\ell$ is a sample-wise loss function quantifying the error of the model with a weight vector $w \in \mathbb{R}^d$ estimating the label $y_{m,i}$ given an input $x_{m,i}$. Federated learning optimizes the following problem:

$$\min_{w \in \mathbb{R}^d} f(w) = \frac{1}{M} \sum_{m=1}^{M} f_m(w),$$

where $M$ is the total number of clients. In FedAvg, the server will select a subset $\mathcal{C}_k$ of clients and broadcast a global model $w^{(k)}$ in each communication round $k$. Once the model is received, the mth client will initialize a local model $w_m^{(k,0)}$ and optimize it with multiple gradient descent steps. For the gradient descent based method, the local model updated at step $t$ may be formulated as

$$w_m^{(k,t)} = \frac{w_m^{(k,0)} - \eta \sum_{u=0}^{t-1} \nabla \ell(w^{(k,u)}_m; x_{m,i}, y_{m,i})}{\eta},$$

where $\eta$ is the learning rate. For simplicity, in this work we also call the weight difference $w_m^{(k,0)} - w_m^{(k,t)}$ the gradient. After $\tau$ local update steps, the client will choose to transmit an obfuscated gradient $\Delta_m^{(k)}$ based on a postprocessing function $\Phi(\cdot)$, i.e.,

$$\Delta_m^{(k)} = \Phi(w_m^{(k,0)} - w_m^{(k,\tau)}).$$

#### Threat model.

We consider an honest-but-curious server as an attacker. The goal of the attacker is to inspect sensitive information of client private data without accessing them directly. Specifically, the server may reconstruct training examples that are close to raw ones. The attacker knows the shared model $w^{(k)}$ and transmitted gradients $\Delta_m^{(k)}$’s, while it does not modify the model or gradients. It can also access public data and pretrained neural network models such as an image-denoising network. In general, the attacker has sufficient computational resources and memory. We do not consider a stronger attacker that can modify the gradients or model weights. It has been shown that when the integrity of the model/gradient is compromised, the data can be trivially reconstructed [16, 63].

We characterize the postprocessing function $\Phi(\cdot)$ as follows. First, we describe several examples of $\Phi(\cdot)$ that are designed to improve communication efficiency.

**Example 1** *(SignSGD Compression).* To save communication cost, the client will use a compression function to reduce the size of gradients. For example, one can use the low precision quantization such as signSGD [8], i.e.,

$$\Phi_{\text{sign}}(g) = \text{sign}(g).$$

Other commonly adopted compression schemes include FedPAQ [51] and Top-$k$ sparsification [3]. We give the example of gradient quantization and sparsification as follows. We use $\Phi_q$ and $\Phi_{\text{qsgd}}$ to represent a deterministic uniform quantizer and a stochastic QSGD [4] quantizer, respectively.
Example 2 (Gradient Quantization). A client can use a quantizer to compress the gradients. Given an input $g$, a quantization operator $Q$ will process each entry $g_i$ as follows:

$$Q(g_i) = \frac{\kappa}{s} |g_i|_p \cdot \text{sign}(g_i) \cdot \xi_i(g, s), \quad (6)$$

where $\kappa$ is a scaling factor, $s$ is a predefined parameter and the number of representation levels is equal to $2s + 1$, $||g||_p$ is the $l_p$ norm of the input vector $g$, and $\xi_i(g, s)$ is an integer value representing the unsigned quantized level of the $i$th coordinate of the input vector $g$. For a stochastic quantizer $\phi_{qgdb}$, we set $\xi_i$ in (6) by $\xi_i^s$ defined as follows:

$$\xi_i^s(g, s) = \begin{cases} 
1 & \text{with prob. } 1 - p, \\
1 + 1 & \text{with prob. } p = \frac{|g_i|}{\kappa ||g||_p} - l,
\end{cases} \quad (7)$$

where $l \in [0, s)$ is an integer and $\frac{|g_i|}{\kappa ||g||_p} \in [1/s, (l + 1)/s]$.\[Example 3 (Gradient Sparsification). In Top-$k$ compression [3], the client selects the $k$ largest components of the gradient in absolute values and zeros out other entries. We denote this function by $\phi_{topk}$. Next, we state the definition of differential privacy and give the example of noisy gradients.\]

Definition 1 (Differential Privacy). A randomized mechanism $M : D \rightarrow R$ with domain $D$ and range $R$ satisfies $(\epsilon, \delta)$-differential privacy if, for any two adjacent inputs $d, d' \in D$, and for any subset of outputs $S \subseteq R$, it holds that

$$P[M(d) \in S] \leq e^\epsilon P[M(d') \in S] + \delta. \quad (8)$$

Example 4 (Noisy Gradient). To achieve a provable differential privacy guarantee, the client will inject additive Gaussian noise to the gradient [1, 60]. Suppose the input $g$ is bounded, the postprocessing function may be written as

$$\phi_{dp}(g) = g + n, \quad (9)$$

where each entry of $n$ is an independent Gaussian variable. The privacy protection increases with the noise power [62].\]

We now review the data reconstruction attack methods of DLG [73] and inverting gradient (InvertGrad) [17]. Consider a client $m$ holding image data $\{X_{m,i}\}_{i=1}^{N_m}$, where each matrix $X_{m,i} \in \mathbb{R}^{h \times w}$ denotes an image with height $h$ and width $w$. Here, we assume grayscale images for the simplicity of presentation unless otherwise specified. An adversarial server is interested in reconstructing $\{X_{m,i}\}_{i=1}^{N_m}$ that is close to the client raw data. In DLG [73], the attacker starts from some input $X'_{m,i}$.\]

In InvertGrad [17], the cost function is replaced by cosine distance and the attack optimization is formulated as follows:

$$\{X_{m,i}\}_{i=1}^{N_m} = \text{argmin}_{X_{m,i}} \|\hat{\Delta}_{m}^i - \hat{\Delta}_{m}^i\|^2. \quad (10)$$

where $\hat{\Delta}_{m}^i$ is the $i$th entry of the matrix $X$.\]

In a practical federated learning setting, when the gradients are averaged over multiple training examples and local iterations, the attack optimization problem is still difficult to solve. The effectiveness of these attack methods becomes even more questionable when the gradients are post-processed by the function $\xi(\cdot)$, leaving vague conclusions on the privacy protection provided by federated learning.\]

4 Reconstruction From Obfuscated Gradient

In this section, we present our framework to reconstruct image data from the obfuscated gradient (ROG). The schematic is illustrated in Figure 1, and the details are given in the following sections. For the simplicity of presentation, we first discuss the reconstruction attack on a single image $X_{m,i}$. The method can be applied to the reconstruction of a batch of data.\]

4.1 Attack Scheme

The proposed attack scheme uses four steps to reconstruct client image data. We will first introduce each step in its general form, and discuss the realizations in Section 4.2.\]

First, the attacker derives the label $y_{m,i}$ and selects an initial image $X'_{m,i}$. The image can be randomly initialized, for example, by using independent random variables drawn from a Gaussian distribution or a uniform distribution. The initialization can also be implemented as repetitive patterns or a natural image [61]. After the initialization, instead of looking for the numerical solutions of (10) directly, we introduce an encoding step to preprocess the image first. From the perspective of solving the system of equations, the solution will be easier to determine if the number of unknowns decreases. To reduce the correlations among different coordinates of input
The encoding function enc(·) can be implemented intuitively as a lossy bicubic downsampling function [20], or as complicated as a neural network encoder [3]. In the second step, the attacker applies the decoding function dec(·) to map the representation \(Z_{m,i}\) back to an image \(\hat{X}_{m,i}\), which is then fed into the federated learning model together with the label \(y_{m,i}\) to compute the gradient \(\Delta_{m}^{(k)}\). Third, the attacker solves the following minimization problem (e.g., using Adam [36]) and update the compact representation \(Z_{m,i}\) accordingly:

\[
Z_{m,i}^{*} = \arg\min_{Z_{m,i}} \| \Delta_{m}^{(k)} - \Delta_{m}^{(k)} \|^2.
\]

Fourth, after the optimization terminates when the error is below a threshold or after some predefined number of iterations, we decode \(Z_{m,i}^{*}\) and use postprocessing tools to enhance the image quality. Next, we will present the realizations under the attack framework and make comparisons with existing work.

### 4.2 Realizations and Comparisons

One implementation of the ROG framework is given as follows. We use independent random variables from uniform distribution \(U(0, 1)\) to initialize the reconstruction image \(X_{m,i}'\). We use the ImageNet validation dataset as the client private data. All images are resized to the resolution of \(128 \times 128\). We keep these parameters fixed throughout the paper unless otherwise specified. We randomly select four reconstruction results and compare them with InvertGrad [17]. We report average LPIPS (defined in Appendix A).

To ensure the computational efficiency and avoid vanishing gradient in the backpropagation, we choose bicubic downsampling as the encoding function \(\text{enc}(\cdot)\), with a scaling factor of 4. The decoding function \(\text{dec}(\cdot)\) corresponds to the bicubic upsampling with the same scaling factor. Finally, we treat the postprocessing in the last step as an image enhancement task. In particular, we randomly apply one of the downsampling approaches, including nearest neighbor, bilinear scaling, and bicubic scaling, and add Gaussian noise to the training examples in the ImageNet dataset [14]. This procedure approximates the effect of the image degradation at different levels [68]. Later, a neural network is optimized with the synthetic dataset to enhance the image quality. More details of the experimental setups and implementations can be found in Appendix A.

Three different model architectures are considered as the instances of shared model in federated learning, namely, LeNet [73], VGG-7 [55], and ResNet-18 [23]. As the batch normalization layers are reported to cause accuracy drop and raise privacy concerns in federated learning [24, 26], we remove these layers in our study and leave them for future work. The attack results that focused on the batch normalization regularizer [65] are not included. For the reconstruction attack, we use the ImageNet validation dataset as the client private data. All images are resized to the resolution of \(128 \times 128\). We set the batch size to \(B = 16\) and the number of local epochs to \(\tau = 5\). The learning rate is set to \(5 \times 10^{-3}\). We keep these settings throughout the paper unless otherwise specified. We randomly select four reconstruction results and compare them with InvertGrad [17]. We report average LPIPS (defined in Appendix B) of the whole batch. Because we observe consistent reconstruction results across three neural network architectures, we present only the LeNet attack results in Figure 2 and

Figure 1: Schematic of the proposed attack method. The attacker first encodes an initial image \(X_{m,i}'\) into a low-dimensional representation \(Z_{m,i}\) to reduce the number of unknowns. Second, the attacker calculates the gradient by decoding the representation \(Z_{m,i}\) to image \(\hat{X}_{m,i}\) and feeding it to the target neural network model. Third, the representation \(Z_{m,i}\) is updated by solving an optimization problem to minimize the discrepancy between the dummy gradient \(\Delta_{m}^{(k)}\) and client gradient \(\Delta_{m}^{(k)}\). The final reconstruction results are obtained via decoding and postprocessing. Reconstructions can be different based on different postprocessing tools or optimization procedures.

Figure 2: Reconstructed images using two attack schemes on LeNet under FedAvg. ROG reconstruction \(\hat{X}_{m,i}\)'s are visually similar to the raw images \(X_{m,i}\)'s. In comparison, the attack algorithm InvertGrad fails to recover meaningful private visual information.
in subsequent experiments. Figure 3 shows the reconstructed images in the full batch, and we compare the best and the worst reconstructed images in Appendix C. The reconstruction on other neural network architectures can be found in Appendix D. ROG reconstruction results are visually similar to the original image $X_m$’s. In comparison, InvertGrad fails to reconstruct private image data.

**Comparison with InvertGrad.** The main differences between ROG and InvertGrad are twofold. First, we propose to find the numerical solution to the optimization problem of (14) in a low dimensional space. Compared to InvertGrad that directly looks for the solution in the original image space, ROG converges faster and yields more stable reconstruction results (see “Ablation study” below). Second, InvertGrad employs the total variation loss $L_{TV}$ as an image prior. In our study, we train a neural network model on an additional public image dataset as a postprocessing module, which can be considered as a stronger image prior compared to the total variation regularization term $L_{TV}$. Note that InvertGrad fails to reconstruct the data based on the raw gradients, and we do not include their attack results in the subsequent empirical studies. Please refer to Appendix D for the detailed comparison with InvertGrad/DLG on a whole batch of 16.

**Ablation Study.** We further investigate the effect of two components in ROG attack, including low-dimensional representation and image postprocessing. First, we remove the postprocessing module and compare the convergence rate under different dimensions of representations $Z_m$. We optimize three autoencoders [5] to obtain different encoding functions $\text{enc}()$ and the decoding functions $\text{dec}()$ in ROG attack. For autoencoders, we set the dimension $d_z$ of the vectorization of the representation $Z_m$ to 8192, 2048, and 512, respectively. In the reconstruction attack, the dimension $d_z$ is equal to the number of unknown variables that an adversary wants to reconstruct. A smaller $d_z$ makes it easier for the attacker to solve the system, but will also lead to more information loss during the encoding and decoding procedure. For the baseline method without projection, the number of unknown variables is equal to the number of pixels in the images. In our study, where each RGB image has a resolution of $128 \times 128$, the number of unknowns is 49,152. The “no projection” baseline sets encoding function $\text{enc}()$ and decoding function $\text{dec}()$ to identity functions. The optimization curves of different attack schemes are shown in Figure 4. It can be observed that the three methods with the autoencoder projection converge faster than the baseline method without projection. The results confirm the effectiveness of the latent vector projection in ROG. When the dimension $d_z$ further decreases, the convergence is slower. We visualize the reconstruction when using bicubic downsampled representation ($d_z = 3072$) and autoencoder latent representation ($d_z = 8192$) in Figure 5(a). The number of iterations is set to 100. The autoencoder representation ($d_z = 8192$) gives slightly better results. Overall, reconstructed images are distorted and blurry with certain structural information revealed.

Second, we remove the low-dimensional projection step and apply the postprocessing module directly. This is equivalent to further postprocess the output of InvertGrad/DLG. The number of iterations is set to 20k, following [17, 65]. The results are shown in Figure 5(b), which are unrecognizable (raw images are in Figure 2). Combining the two components, ROG improves efficiency and reconstruction quality. In particular, the number of iterations can be reduced from $10^4$ to $10^2$. The quality improvement is more than 70%, improving LPIPS from 0.7 to 0.2. From the two experiments above, we conclude that the low-dimensional representation and postprocessing are both necessary to ensure fast and high-quality reconstruction.
4.3 Attack on Compressed Gradients

We now discuss the attack results when the compressed gradients are transmitted. The experimental setups are the same as Section 4.2. We use a 3-bit uniform quantizer \( \phi_q \), a 3-bit QSGD quantizer \( \phi_{qsgd} \), and the Top-\( k \) method \( \phi_{topk} \) with the sparsity parameter set to 0.95. The reconstruction results are shown in Figure 6. It can be observed that our reconstruction has revealed visual information of the original image data, indicating that even the low precision quantization and sparsification schemes do not provide privacy enhancement despite the information loss. Contrary to prior empirical studies [61, 73], we demonstrate that gradient compression should not be automatically treated as a defense scheme against reconstruction attacks. Prior work on communication-efficient federated learning showed that gradient compression does not significantly affect the model accuracy [3, 4, 51]. From the perspective of the ROG reconstruction, we confirm the intuition that compressed gradients still preserve most of the information with respect to the raw data. As gradient compression does not incorporate privacy protection by design, the observations of failed reconstruction in the literature may give a false sense of security.

**Reconstruction from signSGD [8].** The ROG attack method can be extended to the scenario when the 1-bit compressor \( \text{sign} \cdot \) is adopted. Bernstein et al. [8] showed that the signSGD algorithm converges fast even though only the signs of the gradients are transmitted. In our attack, we modify the original optimization problem (14) to

\[
Z^*_{m,i} = \arg\min_{Z_{m,i}} \left\| \tanh(g') - \text{sign}(g) \right\|^2, \tag{15}
\]

where \( g \) is the client gradient, \( g' \) is the dummy gradient generated in the attack framework, and \( \text{tanh}(\cdot) \) is the hyperbolic tangent function approximating the \( \text{sign}(\cdot) \) operator. We use the differentiable \( \tanh(\cdot) \) function to facilitate the SGD-based optimization of (15). After the optimization terminates, we normalize each image with the maximum absolute values across all coordinates. The results are shown in Figure 7. Since the \( \text{sign}(\cdot) \) operator does not preserve the magnitude information, the original normalized images on the second row tend to have a reduced contrast. We further apply the histogram equalization algorithm to enhance the contrast [20]. Counterintuitively, although the 1-bit \( \text{sign}(\cdot) \) operator is applied and a great amount of information is discarded, the reconstructed images reveal important information such as the dominant objects in the foreground and the structure information in the background.

5 Attack on Existing Defenses

In this section, we discuss the attack results under three state-of-the-art defense schemes, including Soteria [56], PRECODE [54], and FedCDP [62]. All defenses are reported to be effective against the existing gradient leakage attacks, including DLG and InvertGrad. For clarity, we first briefly review these schemes and then provide the empirical attack results.
5.1 Review of Defense Schemes

**Soteria [56].** Soteria chooses a fully connected layer of the convolutional neural network model as a *defended layer* and perturbs the data representation. Let \( X \) and \( X' \) denote the raw image and reconstructed image via the perturbed representation, respectively. Their corresponding data representations in the defended layer are denoted as \( r \) and \( r' \). To reduce the risk of information leakage, Soteria formulates the problem by maximizing the distance between the original image \( X \) and the reconstructed version \( X' \), while maintaining the similarity between the original representation \( r \) and the target representation \( r' \). The constrained optimization problem is given as:

\[
\begin{align}
\max_{r'} & \|X - X'\|_2, \\
\text{s.t.} & \|r - r'\|_0 \leq \rho.
\end{align}
\]

(16a)

(16b)

In Soteria, the \( \ell_0 \) norm can ensure the sparsity and its effect can be equivalently represented by a pruning rate. Since this defense has an optimization stage, it will introduce non-negligible computational overhead, especially for the nodes in the fully-connected layers. It has been shown that Soteria is robust and does not impede the convergence of FedAvg [56]. However, this defense does not provide provable privacy protection. For example, Balunović [6] discussed that Soteria only introduced the randomness to the defended layer, and an attacker may still compromise the model by circumventing it. In our attack, we directly reconstruct the noisy image \( X' \) by using the perturbed representation and utilizing the postprocessing tools to enhance the image quality. We will demonstrate that the postprocessing network in the ROG framework is robust to the perturbation in the image space.

**PRECODE [54].** PRECODE perturbs the data representation by adding a variational block between two successive layers in a neural network. The variational block is composed of an encoder and a decoder, which are realized as fully connected layers. Given an input \( x \), the encoder projects \( x \) to a representation \( z \), and then generates a feature \( b \sim q(b \mid z) \) from a Gaussian distribution. The decoder reconstructs a representation \( \hat{z} = p(z \mid b)p(b) \).

The randomness comes from the sampling of the random vector in the variational block and will affect the gradients in other layers in the backpropagation. Compared to Soteria, an attacker cannot bypass this layer to remove the effect of perturbation. On the other hand, the variational block is available to the attacker based on a white-box model assumption. We let the attacker match the gradients in the variational block without modifying the ROG pipeline. We will show that PRECODE does not effectively protect federated learning against the data reconstruction attack.

**FedCDP [62].** FedCDP is a gradient leakage resilient defense based on client level differential privacy (DP) mechanism. It applies per-example gradient clipping and noise injection to achieve provable DP guarantees. In each layer \( \ell \), the gradient \( g_{m,\ell,i} \) is computed for every individual training example \( X_{m,i} \), and the clipping step is formulated as:

\[
g_{m,\ell,i} = g_{m,\ell,i}/\max\left(1, \frac{\|g_{m,\ell,i}\|_2}{C}\right),
\]

(17)

where \( C \) is a constant of the clipping upper bound. The Gaussian noise vector is then added to the clipped gradient, namely,

\[
\phi_{\text{dp}}(\hat{g}) = \hat{g} + n, \quad n_i \sim \mathcal{N}(0, \sigma^2C^2).
\]

(18)

Wei et al. [62] have shown that FedCDP can achieve client level per-example differential privacy, and the scheme is robust to data reconstruction attacks.

However, differential privacy may not explicitly protect attribute privacy. For example, Zhang et al. [71] studied the model inversion problem in centralized learning. They found that the attack accuracy remains unchanged despite the various settings of differential privacy budgets. In this work, we empirically study the attack against the client differentially private algorithm in federated learning. Our results indicate that the popular differentially private gradient descent training [1] and the federated implementation [62] may need to be carefully redesigned.

5.2 Attack Results

We first perform the ROG attack against the three defense schemes, Soteria, PRECODE, and FedCDP. We use the same experimental setups as in Section 4.2. For Soteria, we follow Sun et al. [56] and use the configuration of the original paper to achieve a pruning rate of 80% that provides the highest protection level. For FedCDP, we use a clipping upper bound \( C = 4 \) adopted by Wei et al. [62]. We treat the clipped gradient \( \hat{g} \) as the raw signal and use the signal-to-noise ratio (SNR)
we choose the CIFAR-10 dataset \cite{37} with \( k \) categories assigned to clients. To measure the model accuracy, we perform the ROG attack targeting the ImageNet validation dataset assigned to clients. To quantify privacy leakage, we observe that the data representation based defenses, including Soteria and PRECODE, can still be vulnerable to the data reconstruction attack. Despite artifacts introduced in the post-processing stage, the reconstructed results are close to the original images. In the meantime, FedCDP does not protect privacy effectively as the structural information and semantics can be revealed. We provide more discussions as follows.

Trade-off between accuracy and privacy. In this experiment, we examine the trade-off between the model test accuracy and privacy leakage. We choose the SNR values from \( \{-20, -15, -10, -5, 0\} \) dB for FedCDP, corresponds to \( \varepsilon \in \{108.0, 15.2, 4.6, 1.9, 1.0\} \). To quantify privacy leakage, we perform the ROG attack targeting the ImageNet validation dataset assigned to clients. To measure the model accuracy, we choose the CIFAR-10 dataset \cite{37} with \( c = 10 \) categories as the image classification task in federated learning. We use a different dataset as the original ImageNet training data has been exploited during the postprocessing network training. Following Hsu et al. \cite{25}, we simulate the non-IID data with the symmetric Dirichlet distribution \cite{21}. Specifically, for the \( m \)th client, we draw a random vector \( q_m \sim \text{Dir}(\alpha) \), where \( q_m = [q_{m,1}, \ldots, q_{m,c}]^T \) belongs to the \((c-1)\)-standard simplex. Images with category \( k \) are assigned to the \( m \)th client in proportional to \((100 \cdot q_{m,k})\%\). The parameter \( \alpha \) is set to 0.5. A total of 100 clients are considered, and 10 of them are selected with equal probability in each communication round. We terminate the training after 100 communication rounds and use the model accuracy as the utility metric. The trade-off between the model accuracy and privacy leakage of different methods is shown in Figure 9(a). In general, defense schemes sacrifice the model accuracy to reduce privacy leakage. The cross points in the upper right corner represent desired defense schemes that achieve high model accuracy and privacy protection. The proposed ROG attack shifts the achievable utility-privacy region to the bottom left, indicating that existing privacy-preserving federated learning algorithms may give a false sense of security. FedAvg and the three defense schemes can be effective against the InvertGrad attack, which may be misleadingly classified as desirable defense schemes. We present qualitative reconstruction results under different FedCDP settings in Figure 9(b). When the SNR decreases, the reconstructed results gradually degrade. Even when the SNR is low, some structural information can still be revealed. We note that there exists a relatively smooth transition for the attack results against different defense settings. As a result, it is ambiguous to tell whether an attack is successful or not.

Figure 8: Attack against defense schemes Soteria \cite{56}, PRECODE \cite{54}, and FedCDP \cite{62}. The two feature perturbation based schemes, Soteria and PRECODE, are not effective to defend against the ROG reconstruction attack. Furthermore, FedCDP may not protect attribute privacy effectively. It can be observed that most of the structural information can be reconstructed.

Based on the observation, we point out that existing federated learning algorithms and defenses can still be vulnerable to reconstruction attacks. Differential privacy tools may not explicitly protect data attributes, such as the pixels of images in our simulation, while they could sacrifice the model utility to a large extent. Meanwhile, other defense schemes that do not rely on the differential privacy concept were evaluated on some specific attack designs without provable privacy guarantees. We have shown that these heuristic defenses do not provide satisfactory privacy protection. Our results indicate the importance of redesigning the privacy-preserving framework for federated learning in parallel with the existing differential privacy paradigm.

Unevaluated defenses. There exist other defense schemes that we do not evaluate in this paper. For example, Huang et al. \cite{26,27} proposed to encode the images by compositing several training examples and flipping the signs of the data randomly. The vulnerability of data encoding has been shown in recent work \cite{12}; with a well-designed attack that formulated the problem as a noisy linear system, the original images can be recovered. Other defenses combine differential privacy with secure aggregation \cite{2,33} to achieve stronger protection. Some studies have shown that the individual gradient can be recovered in secure aggregation \cite{39}. A comprehensive evaluation of these defenses is out of the scope of this paper. The design and evaluation of hybrid defenses are active research fields and we leave them for future work.
6 Attack at a Semantic Level

In this section, we present a variant of the ROG attack by using a different postprocessing module. We propose to reconstruct a good-quality image at a semantic level (ROGS). Instead of focusing on the pixel-level error between the original image and the reconstructed counterpart, ROGS leverages a pretrained generative model $G$, such as BigGAN [11], to synthesize realistic images while maintaining the semantics of the original image. The generative model $G$ maps a latent vector $z$ to the image space, and the output has a similar distribution to the real images. We search the latent space of the generative model $G$ and restrict the similarity between the generated image and the original ROG lower-quality reconstruction. The goal of ROGS attack is to reconstruct an image sharing the same knowledge and semantics as in the original private image. Image reconstruction via the ROGS attack differs from the notion of property inference attack [44] that target sensitive information. Sensitive information is generally difficult to define and corresponding privacy relies on personal preference [48]. Compared to property inference, such as recovering gender, age, or race, ROGS may be viewed as a more general attack that diversifies the concept of compromising privacy. It has the capability to reveal privacy even if some sensitive information is not present in the corpus.

From the technical perspective, we let ROGS invert an input to the GAN latent space, which is also known as the GAN inversion task in the literature [30, 64]. The optimization problem can be formulated as

$$z_{m,i}^* = \arg\min_{z_{m,i}} \mathcal{L}(G(z_{m,i}), \hat{X}_{m,i}),$$

(19)

where $\mathcal{L}$ is a loss function quantifying the distance between two images, $z$ denotes a latent vector, and $\hat{X}$ is the original ROG output. The ROGS attack will take the latent vector $z_{m,i}^*$ as the input and output $G(z_{m,i}^*)$ as the attack result.

In our implementation, we use a combination of the $\ell_2$ distance and the LPIPS metric, namely,

$$\mathcal{L}(X_1, X_2) = \lambda_1 \cdot \|X_1 - X_2\|_2 + \lambda_2 \cdot \text{LPIPS}(X_1, X_2),$$

(20)

where $\lambda_1$ and $\lambda_2$ are the coefficients balancing the two terms. The loss function encourages the reconstructed image to preserve the structure with the $\ell_2$ distance and the perceptual styles of the original image with the LPIPS score. We choose the BigGAN model [11] as the generative model $G$, which is a class conditional GAN model trained on the ImageNet...
dataset. In particular, given a latent vector $z_{m,i}$ and a class label $y_{m,i}$, the output of the model is constrained to be within the specific class. We start from a random initialization in the latent space and use the Adam optimizer to solve (19).

We use lower-quality images obtained in the ROG attack and show the attack results of ROGS in Figure 10. It can be observed that the optimization process begins with a random initialization from the same image class, and gradually changes the foreground and background during the latent space search. In the first row, the raw image shows that a Bernese mountain dog is standing on the grass, facing the camera in the dark. The initialization chooses a dog of the same breed running on the grass in the daytime. During the optimization, the dog’s posture and orientation are changed smoothly to match the lower-quality input. Meanwhile, the background is also gradually changed to the grass in the dark night. Although the reconstruction is not pixel-wise accurate, privacy leakage can still happen when rich semantics are revealed in the reconstructed image, although the results do not perfectly match the raw images. There exists ambiguity in telling whether the attack is successful or not, let alone using an algorithm to automatically calculate the attack success rate. Second, the pixel-level based metrics, including MSE, PSNR, and SSIM, may fail to capture privacy leakage in some scenarios. For example, for the attack against signSGD in Figure 7, the average SSIM is 0.37, which may not be able to fully capture the perceptual similarity due to the color jitter effect. A low PSNR value or a high MSE may give misleading results.

To measure privacy leakage at a semantic level, we use a state-of-the-art multi-label classification network [7] to tag the images. Specifically, the classification network has been trained on OpenImage (V6) [38], which contains 9,600 classes, including the object category, color, season, etc. Given two images $X_1$ and $X_2$, suppose their detected tags are denoted by set $A$ and $B$, respectively. The Jaccard similarity [29]
Table 1: Image pair and corresponding tags in the ROGS attack.

| Image | Tags | Image | Tags |
|-------|------|-------|------|
| ![Image](image1) | Black, Dog, White, Brown, Green, Snout, Grass, Tints and shades, Turquoise (Color), Habitat, Beige, Grey, Carnivore, Bernese mountain dog, Light, Limb, ... | ![Image](image2) | Post box, Mailbox, Red, Daytime, Maroon, Infrastructure, Public space, White, Snow, Carmine, Line, Amber (Color), Morning, Circle, Material, ... |
| ![Image](image3) | Dog, Snout, Black, Brown, White, Bernese mountain dog, Green, Tints and shades, Habitat, Grass, Carnivore, Shoe, Nature, Turquoise (Color), ... | ![Image](image4) | Post box, Red, Mailbox, Snow, Daytime, White, Maroon, Carmine, Public space, Composite material, Structure, Line, Product, Winter, ... |
| ![Image](image5) | Bird, Brown, Beak, Orange (Color), Feather, Habitat, Daytime, Amber (Color), American robin, Morning, Branch, Twig, Ivory (Color), ... | ![Image](image6) | Pollinator, Moths and butterflies, Flowering plant, Flower, Arthropod, Insect, Yellow, Butterfly, Magenta, Green, Purple coneflower, Spring (Season), ... |
| ![Image](image7) | Bird, Beak, Brown, Feather, Habitat, Orange (Color), Amber (Color), Daytime, Ivory (Color), Ecoregion, Blond, Orange (Color), Peach (Color), ... | ![Image](image8) | Pollinator, Arthropod, Moths and butterflies, Butterfly, Insect, Invertebrate, Yellow, Wing, Flowering plant, Green, Ecosystem, Computer wallpaper, ... |

Table 2: Comparisons between ROG and ROGS with different metrics. ROGS improves the semantic similarity score.

| Image | Attack | PSNR | SSIM | LPIPS | Jaccard |
|-------|--------|------|------|-------|--------|
| Dog   | ROG    | 22.1 dB | 0.897 | 0.332 | 0.400 |
|       | ROGS   | 14.9 dB | 0.611 | 0.348 | 0.632 |
| Mailbox | ROG    | 21.3 dB | 0.946 | 0.206 | 0.433 |
|       | ROGS   | 14.5 dB | 0.832 | 0.237 | 0.600 |
| Robin | ROG    | 20.8 dB | 0.836 | 0.299 | 0.250 |
|       | ROGS   | 15.3 dB | 0.285 | 0.350 | 0.600 |
| Butterfly | ROG    | 21.3 dB | 0.900 | 0.287 | 0.312 |
|       | ROGS   | 13.9 dB | 0.334 | 0.458 | 0.579 |
| Random Noise | 6.5 dB | 0.006 | 1.409 | 0.030 |
| Same Class Image | 7.7 dB | 0.070 | 0.631 | 0.248 |

1 Average similarity between ROGS and random Gaussian noise over five repetitions.
2 Average similarity between ROGS and images from the same ImageNet class over five repetitions.

The evaluation results of the same set of images in Figure 10 are given in Table 1 and Table 2. Table 1 lists the pairs of the original image and the reconstructed one, along with the detected tags excluding some generic tags such as “Photograph”, “World”, and “Color”. Table 2 gives the reconstruction quality scores. It is observed that the tags of the dominating objects can be detected, including “Bernese mountain dog”, “Post box”, “Bird”, and “Butterfly”. The background information is also included in the tags, such as “Grass”, “Snow”, “Twig”, and “Purple coneflower”. The average PSNR, SSIM, and LPIPS scores compared to an image randomly selected from the same class are around 7.7 dB, 0.07, 0.63, respectively. PSNR values of ROGS results are around 14 dB, which are worse than the ROG reconstruction and better than the random cases. In addition, ROGS has slightly worse LPIPS values and worse SSIM compared to ROG. In other words, ROGS does not directly improve the image similarity at the pixel level as compared to ROG, but consistently outperforms ROG in terms of Jaccard similarity scores, which is more oriented toward recognition at the semantic level. We now compare the difference between the SSIM value and the Jaccard similarity. For the first pair of Bernese mountain dogs, SSIM and Jaccard values are above 0.6 and tend to agree with each other. For the second pair of post boxes, the SSIM gives a much higher value, 0.832, compared to Jaccard similarity, 0.6. A large discrepancy between SSIM and Jaccard can be found in the third and fourth pairs. For the third pair of robins, the SSIM is 0.285, which is relatively low. In the meantime, the semantics have been

between \( A \) and \( B \) is given as follows:

\[
J(A, B) = \frac{|A \cap B|}{|A \cup B|},
\]

(21)

where \( |\cdot| \) denotes the cardinality of the set. The Jaccard similarity ranges from 0 to 1 by design.

The evaluation results of the same set of images in Figure 10 are given in Table 1 and Table 2. Table 1 lists the
successfully reconstructed, which is also reflected in a Jaccard similarity of 0.6. A similar pattern can be observed in the fourth pair. The reconstruction has revealed important information about butterflies resting on the flower. Such a privacy loss may be ignored when merely checking the SSIM value of 0.334.

**Limitations.** We would like to clarify that the aforementioned Jaccard similarity is not intended to replace the current metrics for image privacy loss measurement, but rather to serve as a supplement or as a motivation to help us rethink the privacy leakage problem. In the meantime, there still exist some limitations in the reconstruction and evaluation at the semantic level. We give some negative reconstruction examples in Figure 11. When the raw images contain a complicated scenario, such as including multiple dominating objects, the attack algorithm may fail to converge. This can be observed in the first row of Figure 11. Another example is when the raw image involves human faces, the reconstruction may not be able to reveal the person’s identity. This may not be considered as a severe privacy leakage in some applications, such as facial data analysis. Furthermore, not all of the semantics can be included in the tags, such as the action, orientation, and body size. In addition, the multi-label classification neural network may not always give the correct tags. For example, a tag “Shoe” is detected in the second row of Table 1, which can be considered as a misclassification. The importance of different tags and their correlations may also need to be considered to improve the similarity score design. A more comprehensive study is out of the scope of this work. However, we hope these results can inspire researchers to revisit the privacy leakage issues in federated learning.

### 7 Discussion and Future Work

The concept of federated learning was proposed to preserve sensitive client data for multi-party machine learning. In this work, we have shown that it is possible to reconstruct client data with high quality from noisy gradients in a more realistic federated learning setting compared to existing attacks. Contrary to prior empirical work, we have demonstrated that gradient compression and perturbation cannot be treated as effective privacy protection strategies. Our attack scheme has also successfully reconstructed private information under existing defenses. Based on these observations, we conjecture that for federated learning algorithms that do not provide privacy guarantees for data attributes, an adversary can always find a certain attack scheme to disclose the privacy in the raw data, as long as the mutual information between gradient and raw data is not close to zero.

In the future, it will be interesting to investigate the trade-off between utility and privacy for hybrid defenses. As it has been observed in [26], a combination of multiple defenses can provide better privacy protection. Besides, differentially private training with secure aggregation [2,33] may also have potential to defend against the proposed ROG attack. In parallel to the existing differential privacy paradigm, a more general formulation of the privacy concept will be worth exploring. We also believe that the study of privacy leakage beyond the image classification task will provide more insights to the research community.
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We discuss additional simulation results as follows. First, we provide more reconstruction results on the whole batch and set the number of iterations to 24k. For DLG, we use L-BFGS optimizer and set the number of iterations to 300. We demonstrate the full batch reconstruction with InvertGrad and DLG in Figure 15. For InvertGrad, we use the Adam optimizer and set the number of iterations to 300. We show the best 16 and worst 16 reconstructed images when the batch size is set to 128. The LPIPS values. In Figure 14, we show the best 16 and worst 16 reconstructed images when the batch size is set to 128. The best reconstructed images convey meaningful pictorial information, whereas the worst reconstructed images are almost unrecognizable.

\[ \text{MSE}(X, Y) = \frac{1}{hw} \sum_{i=1}^{h} \sum_{j=1}^{w} (X_{i,j} - Y_{i,j})^2, \]  

where \( X_{i,j} \) denotes the \((i,j)\)th entry of the matrix \( X \). The PSNR in dB is given by:

\[ \text{PSNR}(X, Y) = 10 \cdot \log_{10} \left( \frac{\text{MAX}_n^2}{\text{MSE}} \right), \]  

where \( \text{MAX}_n \) is the maximum possible pixel value of the image. By definition, PSNR is a pixel-wise similarity metric. SSIM better approximates the perception model. Given two images \( X, Y \), suppose \( \mu_X \) and \( \mu_Y \) are the average of \( X \) and \( Y \), \( \sigma_X^2 \) and \( \sigma_Y^2 \) are the variance of the two images, and \( \sigma_{XY} \) is the covariance. The SSIM is given by:

\[ \text{SSIM}(X, Y) = \frac{(2\mu_X\mu_Y + c_1)(2\sigma_{XY} + c_2)}{\mu_X^2 + \mu_Y^2 + c_1(\sigma_X^2 + \sigma_Y^2 + c_2)}, \]  

where \( c_1 \) and \( c_2 \) are two variables to stabilize the division. By design, \( \text{SSIM} \in [0, 1] \), and a higher value indicates a higher similarity.

Compared to the traditional image quality metrics, LPIPS was proposed based on the activations of convolutional neural networks. Consider the \( l \)th layer of a neural network with unit-normalized feature \( A_l \in \mathbb{R}^{H_l \times W_l \times C_l} \), where \( H_l, W_l, \) and \( C_l \) denote its height, width, and channels, respectively. With predefined coefficients \( c_l \in \mathbb{R}^{C_l} \), the LPIPS value can be calculated as

\[ \text{LPIPS}(X, Y) = \sum_l \frac{1}{H_l W_l} \sum_{h,w} \| c_l \odot (A_{h,w} - B_{h,w}^l) \|_2^2, \]  

where \( A_{h,w}^l \) and \( B_{h,w}^l \) denote the feature maps of two images.

### C More Reconstruction Examples

We provide more reconstruction results on the whole batch in addition to those given in Section 4 and Figure 3. The reconstruction of a batch size of 16 under a 3-bit QSGD quantizer is shown in Figure 12. We compare the best and worst reconstruction results in Figure 13 when different batch sizes are used. The best and worst results are selected based on LPIPS values. In Figure 14, we show the best 16 and worst 16 reconstructed images when the batch size is set to 128. The best reconstructed images convey meaningful pictorial information, whereas the worst reconstructed images are almost unrecognizable.

### D Additional Experiments

We discuss additional simulation results as follows. First, we demonstrate the full batch reconstruction with InvertGrad and DLG in Figure 15. For InvertGrad, we use the Adam optimizer and set the number of iterations to 24k. For DLG, we use L-BFGS optimizer and set the number of iterations to 300. We use the original implementations provided by [17, 73].
Neural Network Architectures In this experiment, we study the impact of different neural network architectures on the attack scheme. We choose the LeNet, VGG-7, and ResNet-18 and demonstrate the reconstruction results in Figure 16. Intuitively, the increased number of nodes in a neural network appears to give the adversary more advantages, as the number of known conditions will also increase. On the other hand, more sophisticated neural network architecture will have an increased nonlinearity, thus impeding a successful reconstruction. In Figure 16, we can observe that all reconstructed images under different neural network architectures are visually similar.