How arbitrary are perturbative calculations of the electroweak phase transition?
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Abstract

We investigate the extent to which perturbative calculations of the electroweak phase transition are arbitrary and uncertain, owing to their gauge, renormalisation scale and scheme dependence, as well as treatments of the Goldstone catastrophe and daisy diagrams. Using the complete parameter space of the Standard Model extended by a real scalar singlet with a $Z_2$ symmetry as a test, we explore the properties of the electroweak phase transition in general $\bar{R}_\xi$ and covariant gauges, OS and $\overline{\text{MS}}$ renormalisation schemes, and for common treatments of the Goldstone catastrophe and daisy diagrams. Reassuringly, we find that different renormalisation schemes and different treatments of the Goldstone catastrophe and daisy diagrams typically lead to only modest changes in predictions for the critical temperature and strength of the phase transition. On the other hand, the gauge and renormalisation scale dependence may be significant, and often impact the existence of the phase transition altogether.
1 Introduction

A central motivation for the ambitious program of the next generation experiments that probe physics beyond the Standard Model (SM) is to understand aspects of electroweak symmetry breaking in the cosmological context [1–3]. If the electroweak phase transition (EWPT) was strongly first order, it would satisfy Sakharov’s third condition for baryogenesis [4] and the collision of sound shells could create a stochastic gravitational wave background that is expected to peak at a frequency range visible to LISA [1]. In the SM, however, the EWPT is predicted to be a crossover [5–9] and new states near the electroweak scale would be needed to change it to a strong first-order transition [10–47]. Either a 27 TeV upgrade to the LHC [48] or the ambitious 100 TeV proposal [49] could potentially confirm the SM prediction [5–9].
Phenomenological studies usually assess the impact of new states on the EWPT through the perturbative effective potential. As has long been recognised, the perturbative effective potential depends on a choice of gauge and gauge fixing parameter $\xi$ [50], a choice of renormalisation scheme [51, 52] and a choice of renormalisation scale [53]. Besides these choices, there are different ways to remedy infrared (IR) divergences caused by Goldstone boson loops and different treatments of daisy diagrams [54]. These subjective factors lead to theoretical uncertainties and a degree of arbitrariness associated with the perturbative EWPT predictions. For a recent update on non-perturbative approaches, see Ref. [55, 56]. An effective field theory approach is also being developed that promises a gauge-independent evaluation of the effective potential free of some of the problems of the traditional approaches [55–59].

In this work we are predominantly motivated by the possibility of a first-order EWPT. In that case, the ground state makes a discontinuous jump while electroweak symmetry breaks. As is customary, we characterise a transition by a critical temperature, below which the transition is possible, and a transition strength. More detailed descriptions could include, for example, the latent heat, which characterises the energy available to phenomena such as gravitational waves, and the nucleation temperature. A critical temperature is defined as any temperature at which the effective potential contains two degenerate minima, i.e.,

$$V(\Phi, T_c) = V(\Theta, T_c),$$

where $\Phi$ and $\Theta$ are distinct locations in the field space where the potential has a minimum at the temperature $T_c$. For non-manifestly gauge covariant calculations the strength of the transition is typically quantified by

$$\gamma_{\text{EW}} = \frac{\sum_i (\Phi_i - \Theta_i)^2}{T_c},$$

where the sum only includes components of the fields that break EW symmetry. Within electroweak baryogenesis, the condition that $\gamma_{\text{EW}} \gtrsim 1$ approximately corresponds to avoiding washing-out baryon asymmetries by sphaleron processes [50]. The rate of sphaleron processes is governed by the spaleron action, which in the context of baryogenesis could be a more appropriate characterization of a phase transition than $\gamma_{\text{EW}}$. The sphaleron action is gauge independent if computed carefully [60–62]. However, computing it requires solving a system of coupled differential equations, and hence it tends to be calculated for benchmarks rather than scans. Such computationally expensive calculations are not currently feasible for this study because we wish to explore the arbitrariness of perturbative calculations across the parameter space of a model. So we leave that for future work. We compute $T_c$ and $\gamma_{\text{EW}}$ numerically from the effective potential using PhaseTracer; see the manual [63] for an overview of the numerical methods used. For the purposes of the work described here we extended PhaseTracer to include other approaches such as the so called $\hbar$ expansion approach of Ref. [50]. These features should be available in a future release of PhaseTracer and are not to our knowledge implemented in any other public software.

1The code for this is in the development branch of our github repository and will later be released in a future stable version.
In this work, for the first time we present a comprehensive study of uncertainties that arise in the simplest widely used techniques in theoretical calculations. Such techniques include gauge-independent methods that lack resummation at leading order and gauge-dependent methods that include leading-order resummation. Additionally, we examine numerical differences arising from different renormalisation schemes and gauge sensitivity arising from $R_\xi$ and covariant gauges and gauge-dependent tadpole constraints. Quantifying gauge dependence is difficult, as although there are indications from perturbativity, it is unclear how much to change the gauge parameter. Our investigation of renormalisation scheme and scale dependence, and the two gauge-independent approaches, on the other hand, do not depend on these choices. Approximate as they may be, such techniques are fast and simple and have been used in phenomenological analyses in many models, including large multi-parameter scans. In this paper we are agnostic about the theoretical properties, assumptions and shortcomings in the methods, and instead focus on their numerical differences and arbitrariness, and leave it to the reader to decide the most appropriate method for their analysis.

As our benchmark model, we consider the SM augmented by a real scalar singlet (the SSM) and a $\mathbb{Z}_2$ discrete symmetry imposed on the potential. This model is ideal in its simplicity for highlighting key features of the parameter space as it includes both tree-level and thermal barriers depending on whether the discrete symmetry is broken at non-zero temperatures (but is enforced at zero temperature). It also includes cases where the gauge boson thermal loops are sufficiently important that gauge dependence might become crucial, as it does in the SM with a light Higgs boson. We build on recent progress in examining the impact of theoretical uncertainties on the EWPT. The gauge dependence of tunneling rates and the implications for gravitational wave signals in gauge-dependent techniques were examined in Ref. [60, 64, 65] and the scale dependence in multiple models was investigated in Ref. [66–68]. Here, we consider the combined impacts of choices of scale, gauge and gauge fixing parameter, treatment of higher-order daisies, and the Goldstone catastrophe (GC).

The paper is organised as follows. In Sec. 2 we define our model and discuss various treatments of the effective potential, including choices of renormalisation scheme and gauge. In Sec. 3, we describe modifications to the effective potential to account for daisy diagrams and avoid the GC. In Sec. 4, we show our numerical results on the impact of the choice of renormalisation scheme, scale, resummation methods, and gauge. Finally, the conclusions and discussions are given in Sec. 5.

## 2 The effective potential

Evidently, analysing the dynamics of the phase transition requires an accurate treatment of the effective potential. In the following subsections, we discuss the methods considered in this paper. Unfortunately, all methods suffer from some of the following potential theoretical ambiguities:

1. Gauge dependence — the effective potential is fundamentally gauge dependent as it only contains one-particle irreducible loop diagrams. This doesn’t include external

\(^2\)For example, we do not consider lattice calculations, or the $\hbar$-expansion in dimensional reduction.
Figure 1: Daisy contributions to the two-point function from the quartic interaction. Each additional loop contributes a factor $\lambda T^2/m^2$, spoiling perturbativity unless appropriately resummed.

1. Gauge corrections that would otherwise be included in scattering amplitudes to cancel the gauge dependence with other diagrams and maintain gauge independence [69]. The choice of gauge can strongly impact the EWPT predictions; for example, in the SM the strength of the EWPT at leading order is proportional to terms involving the gauge parameter, $\xi^{3/2}$ [50].

2. Scale dependence — the one-loop potential and resulting phenomenological predictions could strongly depend on the scale $Q$ and choice of renormalisation scheme. The dependence originates from regularizing the loop corrections in a particular scheme, as usual.

3. The IR problem [70–72] — the perturbative expansion may break down near the critical temperature. The loop expansion involves the mode occupation $g \rightarrow gn_B \sim gT/m$ for gauge bosons and $\lambda \rightarrow \lambda T^2/m^2$ for scalars as shown in the daisy diagram in Fig. 1. This expansion diverges when $T \gg m$. Specifically the Goldstone contributions can get large deep in the broken phase and the gauge boson contributions can get large for small field values when $m \approx 0$. There exists two prescriptions that alleviate the IR problem by resumming the most dangerous daisy diagrams to all orders; see Sec. 3.2.

4. Goldstone catastrophe (GC) [74–76] — Goldstone bosons could be massless, e.g., in the $\xi = 0$ gauge in the tree-level vacuum, and lead to divergences in the second-derivatives of the potential. Although terms in one-loop corrections to the potential of the form $x^2 \ln x \rightarrow 0$ vanish as $x \rightarrow 0$, the second derivatives diverge, meaning that we could not compute e.g., the Higgs masses at one-loop. Whilst the photon is also massless, its mass isn’t field-dependent, and doesn’t lead to these problems. See Sec. 3.1 for a discussion of the treatments of this problem considered in this work.

5. Tadpole constraints — fixing parameters to ensure agreement at one-loop with experimentally measured Higgs mass and vacuum expectation value (VEV) can

---

3Though Ref. [60] notes that such terms come with opposite signs and that the gauge dependence isn’t strong for gauges consistent with a perturbative expansion.

4In the SM it is common to use $\lambda \sim g^2$ which reduces the theory to power counting in a single coupling. This though is model dependent, see for instance Ref. [73].
reintroduce gauge dependence if not done carefully, even in an otherwise gauge-independent method (see Sec. 2.4). To do so one should only impose the tadpole conditions at tree-level. However in this case one must include one-loop tadpoles diagrams in corrections to the masses and other loop calculations.

The occurrences of these problems in the treatments in this paper are summarised in Tab. 1. In addition, uncertainties on the SM nuisance parameters, such as the top mass, result in parametric uncertainties.

The benchmark model (the SSM) used in our calculations is the SM extended by a real scalar singlet. The tree-level Higgs potential for the Higgs doublet and the real scalar field respects a $\mathbb{Z}_2$ symmetry, $S \rightarrow -S$,

\begin{equation}
V_0(H,S) = -\mu_h^2 H^\dagger H + \lambda_h (H^\dagger H)^2 - \mu_s^2 S^2 + \frac{\lambda_s}{4} S^4 + \frac{\lambda_{hs}}{2} H^\dagger H S^2.
\end{equation}

Note the convention of the negative sign in front of the $\mu_h^2$ and $\mu_s^2$ terms. Denoting the fields as

\begin{equation}
H = \frac{1}{\sqrt{2}} \begin{pmatrix} G^+ \\ \phi_h + iG^0 \end{pmatrix} \quad \text{and} \quad S = \phi_s,
\end{equation}

where we treat $\phi_h$ and $\phi_s$ as real background fields, the tree level effective potential takes the form

\begin{equation}
V_0(\phi) = -\frac{\mu_h^2}{2} \phi_h^2 + \frac{\lambda_h}{4} \phi_h^4 - \frac{\mu_s^2}{2} \phi_s^2 + \frac{\lambda_s}{4} \phi_s^4 + \frac{\lambda_{hs}}{4} \phi_h^2 \phi_s^2,
\end{equation}

where $\phi \equiv (\phi_h, \phi_s)$.

We impose constraints on the free parameters in the potential to fix the masses of the scalar particles and the vacuum. First, we require that at zero temperature an extremum occurs at $\phi_h = v_h \simeq 246$ GeV and $\phi_s = v_s = 0$,

\begin{equation}
\left. \frac{\partial V}{\partial \phi_h} \right|_{v} = 0 \quad \text{and} \quad \left. \frac{\partial V}{\partial \phi_s} \right|_{v} = 0,
\end{equation}

where $v \equiv (v_h, v_s)$ and the potential is to be evaluated at $T = 0$. We could impose this constraint on the tree-level or one-loop potential. The second condition in eq. (6)
is satisfied trivially with a vanishing singlet VEV, while, at tree-level, the first condition for the Higgs requires,

$$\mu_h^2 = \lambda_h v_h^2. \quad (7)$$

We only fix the zero-temperature vacuum in our model — at finite temperature the vacuum needn’t satisfy eq. (6). Typically, at high-temperature the vacuum lies at the origin, $\phi = (0, 0)$. As the Universe cools, there is a smooth transition in the singlet direction, $(0, 0) \rightarrow (0, v_s(T))$. From that state, there is the possibility of a FOPT that breaks EW symmetry, $(0, v_s(T)) \rightarrow (v_h(T), 0)$. Subsequently, the ground state smoothly evolves to the desired $(v_h, 0)$ state at zero temperature. This was demonstrated to be the only possible pathway for a FOPT in a high-temperature approximation [77]. For further discussion see appendix A.

Second, we require that the vacuum reproduces the experimentally measured Higgs mass, $m_h = 125.25 \text{ GeV}$ [78], and the desired scalar singlet mass, which we treat as an input in this work. If we neglect the momentum in the self energy (see remarks in Sec. 3.3 detailing the impact of this approximation) this corresponds to,

$$\frac{\partial^2 V}{\partial \phi_h^2} \bigg|_{v_h} = m_h^2 \quad \text{and} \quad \frac{\partial^2 V}{\partial \phi_s^2} \bigg|_{v_s} = m_s^2. \quad (8)$$

To ensure the potential has the correct form for this we eliminate the $\lambda_h$ quartic by fixing $m_h$ and exchange $\mu_s^2$ for the singlet mass $m_s$. This leaves only $m_s$, $\lambda_s$ and $\lambda_{hs}$ as free parameters in our model.

The desired squared masses are positive, which ensures the zero-temperature VEVs correspond to minima of the potential. After fixing the Lagrangian parameters, we check that the global minimum of the potential at zero temperature is

$$\langle \phi_h \rangle = v_h \simeq 246 \text{ GeV} \quad \text{and} \quad \langle \phi_s \rangle = v_s = 0, \quad (9)$$

as desired. We may impose eq. (8) on the tree-level or one-loop potential. The tree-level scalar masses are

$$m_h^2 = -\mu_h^2 + 3\lambda_h v_h^2 = 2\lambda_h v_h^2, \quad (10)$$

$$m_s^2 = -\mu_s^2 + \frac{\lambda_{hs}}{2} v_h^2. \quad (11)$$

where we use $m_{h,s}$ to emphasise that these are scheme-dependent tree-level masses. When solving this at higher order with the one-loop Higgs pole mass and one-loop tadpoles, we numerically solve for $\lambda_h$ including the one-loop tadpoles iteratively. We detail treatments of the one-loop corrections to this potential in the following subsections.
2.1 $\overline{\text{MS}} + R_\xi$: The $\overline{\text{MS}}$ scheme in the standard $R_\xi$ gauge

This is a standard treatment of the effective potential. The one-loop corrections to the potential in the standard $R_\xi$ [79] gauges and $\overline{\text{MS}}$ scheme are given by [50, 53]

$$V_{CW}(\phi) = \frac{1}{64\pi^2} \left[ \sum_{i\in h} n_i m_i^4(\phi, \xi) \left( \log \left( \frac{m_i^2(\phi, \xi)}{Q^2} \right) - \frac{3}{2} \right) ight. 
+ \sum_{i\in V} n_i m_i^4(\phi) \left( \log \left( \frac{m_i^2(\phi)}{Q^2} \right) - \frac{5}{6} \right) 
- \sum_{i\in FP} n_i m_i^4(\phi, \xi) \left( \log \left( \frac{m_i^2(\phi, \xi)}{Q^2} \right) - \frac{3}{2} \right) 
\left. - \sum_{i\in f} n_i m_i^4(\phi) \left( \log \left( \frac{m_i^2(\phi)}{Q^2} \right) - \frac{3}{2} \right) \right], \tag{12}$$

where $Q$ is the renormalisation scale and $m_i$ are field-dependent $\overline{\text{MS}}$ masses (for their specific forms in our model see appendix C), and we have suppressed the scale dependence of the masses. The sum over $h$ represents a sum over the scalar fields, which at the electroweak breaking minimum can be separated into physical Higgs and Goldstone bosons. The sum over $V$ includes transverse and longitudinal massive gauge bosons. The third term is a gauge dependent sum over Faddeev-Popov (FP) ghosts that contribute to the effective potential in $\xi \neq 0$ gauges. There is one FP ghost corresponding to each vector boson with mass

$$m_{FP}^2 = \xi m_V^2. \tag{13}$$

Lastly, the sum over $f$ includes relevant fermion fields.

The one-loop thermal corrections in the $R_\xi$ gauge are

$$V_T(\phi, T) = \frac{T^4}{2\pi^2} \left[ \sum_{i\in h} n_i J_B \left( \frac{m_i^2(\phi, \xi)}{T^2} \right) + \sum_{i\in V} n_i J_B \left( \frac{m_i^2(\phi)}{T^2} \right) 
- \sum_{i\in FP} n_i J_B \left( \frac{m_i^2(\phi, \xi)}{T^2} \right) + \sum_{i\in f} n_i J_F \left( \frac{m_i^2(\phi)}{T^2} \right) \right]. \tag{14}$$

Note that in the tree-level minimum, the Goldstone boson masses are proportional to the corresponding gauge boson masses and $\xi$ and thus equal the FP ghost masses in eq. (13),

$$m_G^2 = \xi m_V^2 = m_{FP}^2, \tag{15}$$

and that the degrees of freedom match, $n_G = n_{FP}$. As a result, the $\xi$-dependence from Goldstone and FP ghost contributions cancel in eqs. (12) and (14), as expected from Nielsen’s identity.

\footnote{Although we refer to this as the standard $R_\xi$ gauges, it is important to note that we do not use fixed VEVs in the gauge fixing Lagrangian, as is standard when calculating most observables. However since the field in the effective potential should be allowed to vary, the use of a fixed VEV would spoil cancellations of the mixing between the scalar (goldstones) and the gauge sectors, so instead the field is allowed to fluctuate away from the minimum. Although we still refer to this as the standard $R_\xi$ gauge here, it is sometimes referred to as the background field $R_\xi$ gauge in the literature, see e.g. [80], to distinguish it from the case with a fixed VEV.}
We construct the total effective potential by adding the one-loop terms to the tree-level potential,

\[ V(\phi, T) = V_0(\phi) + V_{CW}(\phi) + V_T(\phi, T). \]  

(16)

Additionally, there are further possible modifications to the potential to treat the GC and resum daisy diagrams; see Sec. 3.

2.2 \textbf{MS + cov: The MS scheme in the covariant gauge}

The previous MS treatment considered the standard R\(_{\xi}\) gauge. The standard R\(_{\xi}\) gauge used for effective potentials includes scalar fields that we vary in the gauge fixing Lagrangian. However this means that a different gauge is used for calculating the potential at each field value, which may be a cause for some concern \[54, 81, 82, 6\]. To remedy this, the effective potential of the SSM using the covariant gauge (sometimes called the Fermi gauges in the literature) \[81–84\] in the MS scheme has been used in recent work \[48\]. The gauge fixing Lagrangian in this gauge is,

\[ L_{g.f.} = -\frac{1}{2} \xi W (\partial_{\mu} W^a_{\mu})^2 - \frac{1}{2} \xi B (\partial_{\mu} B_{\mu})^2. \]  

(17)

This avoids the issue of a fixed VEV at the expense of mixing between the Goldstones and the gauge sector. We here use the same potential as derived in Ref. [48], but with a \(\mathbb{Z}_2\) discrete symmetry enforced,

\[ V_{CW}(\phi) = \sum_{i \in h} n_i \frac{m^4_i(\phi, \xi_W, \xi_B)}{64\pi^2} \left[ \log \left( \frac{m^2_i(\phi, \xi_W, \xi_B)}{Q^2} \right) - \frac{3}{2} \right] \]

\[ + \sum_{i \in V} n_i \frac{m^4_i(\phi)}{64\pi^2} \left[ \log \left( \frac{m^2_i(\phi)}{Q^2} \right) - \frac{5}{6} \right] \]

\[ - \sum_{i \in f} n_i \frac{m^4_i(\phi)}{64\pi^2} \left[ \log \left( \frac{m^2_i(\phi)}{Q^2} \right) - \frac{3}{2} \right], \]

\[ V_T(\phi, T) = \frac{T^4}{2\pi^2} \left[ \sum_{i \in h, V} n_i J_B \left( \frac{m^2_i(\phi, \xi_W, \xi_B)}{T^2} \right) + \sum_{i \in f} n_i J_F \left( \frac{m^4_i(\phi)}{T^2} \right) \right]. \]  

(18)

(19)

In the above, the field-dependent fermion, Higgs and gauge boson masses take their usual form. There are two gauge-fixing parameters, \(\xi_W\) and \(\xi_B\), that appear only implicitly through the masses of the mixed Goldstone-ghost scalars,\(^7\)

\[ m^2_{1,\pm} = \frac{1}{2} \left( \chi \pm \text{Re} \sqrt{\chi^2 - \Upsilon_W} \right), \]

\[ m^2_{2,\pm} = \frac{1}{2} \left( \chi \pm \text{Re} \sqrt{\chi^2 - \Upsilon_Z} \right), \]  

(20)

(21)

where

\[ \chi = \frac{1}{\partial_{\phi_h} \partial_{\phi_h}} V_0 = -\mu^2_h + \lambda_h \phi^2_h + \frac{1}{2} \lambda_h s^2, \]  

(22)

\(^6\)It has also been pointed out recently that this condition is not Renormalisation Group invariant \[80\].

\(^7\)They separate into Goldstone and ghost modes when \(\xi = 0\).
and the gauge dependence appears only in the terms
\[ \Upsilon_W = \chi g_W^2 \xi \phi_h^2 \quad \text{and} \quad \Upsilon_Z = \chi \left( g_W^2 \xi + g_B^2 \right) \phi_h^2. \] (23)

Because the \( \Upsilon \) terms are proportional to the derivative of the tree-level potential, the \( \xi \)-dependence vanishes in the tree-level minima, as expected from Nielsen’s identity. If \( \Upsilon > 0 \), by increasing \( \xi \) sufficiently it may be possible to make the square roots in eqs. (20) and (21) imaginary. As we take the real part, in this regime the potential would become independent of \( \xi \).

The multiplicities for the Goldstone-like modes are \((n_1, n_2) = (2, 1)\) respectively to account for six terms in the effective potential, that is double the number of Goldstone modes. This is because the Goldstone and ghost contributions mix in the covariant gauge, so the total number of terms in the gauge-dependent effective potential is the same as in the \( R_\xi \) gauge. The positive and negative roots in eqs. (20) and (21) may both produce zero eigenvalues, potentially resulting in GC. The zeros occur in the tree-level vacuum, where \( \Upsilon = \chi = 0 \) for all \( \xi \). For the negative roots, however, when \( \xi = 0 \) the zero eigenvalues are field-independent and so cannot contribute to the GC.

2.3 HT: The high-temperature approximation

The high-temperature (HT) approximation of the total effective potential is
\[ V_{HT}(\phi, T) = V_0(\phi) + \frac{1}{2} c_h T^2 \phi_h^2 + \frac{1}{2} c_s T^2 \phi_s^2, \] (24)
where the Debye coefficients \( c_h \) and \( c_s \) are given in eqs. (47) and (48). At zero temperature, this reduces to the tree-level potential, \( V_{HT}(\phi, T = 0) = V_0(\phi) \).

Equation (24) is obtained by considering only the leading terms of a high-temperature approximation of the finite-temperature correction in eq. (14). Namely, for \( y \equiv m/T \ll 1 \), the thermal functions are approximated by the leading terms in the expansions \cite{70}
\[ J_B(y^2) \simeq -\frac{\pi^4}{45} + \frac{\pi^2}{12} y^2, \] (25)
\[ J_F(y^2) \simeq \frac{7\pi^4}{360} - \frac{\pi^2}{24} y^2. \] (26)
The zero-temperature Coleman-Weinberg corrections are neglected. Importantly, the gauge parameter \( \xi \) and renormalisation scale \( Q \) do not appear in this high-temperature expansion, leaving an explicitly gauge- and scale-independent high-temperature approximation to the potential. However, the fact that \( Q \) does not explicitly appear in the potential may in fact worsen the scale dependence, as explicit and implicit scale dependence are expected to partially cancel. The tadpole constraints are applied at tree-level, which avoids a potential source of gauge dependence.

In this scheme, the potential contains only quadratic and quartic terms, and the critical temperature and transition strength can be solved analytically,
\[ T_c^2 = \frac{\lambda_h c_s \mu_s^2 - \lambda_s c_h \mu_h^2 - \sqrt{\lambda_h \lambda_s} \left| c_s \mu_h^2 - c_h \mu_s^2 \right|}{\lambda_s c_h - \lambda_h c_s}, \] (27)
\[ \gamma = \frac{1}{T_c} \left[ \frac{\mu_h^2 + \frac{1}{2} c_h T_c^2}{\lambda_h} + \frac{\mu_s^2 + \frac{1}{2} c_s T_c^2}{\lambda_s} \right]. \] (28)
2.4 PRM: The $\hbar$ expansion

This is a technique for computing the critical temperature and transition strength in a gauge-independent way [50]. The method exploits the Nielsen identity [85], which, when truncating the effective potential to one-loop, means that the one-loop effective potential is gauge independent at tree-level turning points. To maintain gauge independence, we ultimately use the tree-level, one-loop and high-temperature expansion of the effective potential in Sec. 2.3. As usual, the renormalisation scale enters explicitly in the Coleman-Weinberg potential and implicitly in the Lagrangian parameters.

We first find the minima of the tree-level potential, $\phi_{\text{tree}}$. It is possible that the structure of minima in the tree-level potential does not match that of the one-loop potential. Therefore if there is only one minimum at tree-level, we further consider a saddle point. If there are no saddles, we consider a maximum. To ensure gauge independence of the critical temperature, the two points must be turning points. To ensure that no gauge dependence creeps into the tree-level potential, we fix Lagrangian parameters only using tree-level tadpoles and tree-level constraints on masses. To ensure the validity of Nielsen’s identity, we cannot modify the field-dependent masses in the Coleman-Weinberg potential, even by terms that are formally order $O(\hbar^2)$ or resum daisy terms by either the Parwani or Arnold-Espinosa methods.

We then turn to the one-loop potential with no daisy resummation. We find the temperature at which the two points considered are degenerate in the one-loop potential. This is the critical temperature, $T_c$. Lastly, at that critical temperature, we find the minima of the gauge-invariant high-temperature expansion of the potential, $\phi_{\text{HT}}$. We use this in our estimate of the transition strength. For the strength of a transition involving one field that breaks electroweak symmetry,

$$\gamma_{\text{EW}} = \frac{|\phi_{\text{HT}}|}{T_c}.$$  (29)

In multi-field cases beyond our model, we would use the distance from $\phi_{\text{HT}}$ to the $h$-axis.

Importantly, because we use tree-level constraints and tadpoles to maintain gauge independence, we predict $v \simeq 246.22$ GeV and $m_h \simeq 125.25$ GeV only at tree-level. The most common approach for calculating the masses and observables in BSM theories to fix $v = 246.22$ GeV and use the loop corrected effective potential to fix parameters in the potential such that the minimum lies at $v = 246.22$ GeV. In this way, one-loop tadpole diagrams vanish and do not need to be included in calculating observables. This is the approach implemented in most public tools, and therefore one needs to proceed with care when using the PRM method. The one-loop predictions for them could be quite different and disagree with measurements, and, depending on how they are computed, be gauge dependent. As we shall discuss, there is a risk that we are merely trading sensitivity to the choice of gauge for imprecision in agreement with experimental measurements; neither are desirable. Alternatives approaches, such as the Fleischer–Jegerlehner treatment of tadpoles [86] may provide an approach to ensure that $\lambda$ is extracted from the Higgs mass at the order $\hbar$ without re-introducing gauge dependence into to effective potential (see also Ref. [87] for a recent discussion about the differences in these approaches). Later

---

8In our modified version of PhaseTracer, this choice is model-dependent and not automated.
we study the impact of extracting $\lambda_h$ at one loop by reintroducing gauge dependence via one-loop EWSB conditions and label this PRM + 1LHiggs_1LTad.

Lastly, we note that whilst the daisy treatments are an all-order resummation, and thus do not naturally fit into an $\hbar$-expansion scheme, Ref. [50] proposed a gauge-invariant modification to eq. (34) that could be incorporated into the PRM scheme. This method requires the effective three-dimensional theory and, as far as we know, is only rigorously proven to capture the $O(\hbar^2 T^3)$ terms correctly. The conflict between IR divergences, which appear to require an all-order resummation, and the $\hbar$ expansion is further discussed in Ref. [88].

2.5 OS-like: The on-shell-like scheme

The on-shell-like (OS-like) scheme is often used in studies of first-order phase transitions (see e.g. Ref. [39, 66, 89–97]). This scheme has the practical advantage that the tree-level VEVs and mass eigenstates are preserved at the one-loop level. That is, the masses extracted from the one-loop potential are the same as those extracted from the tree-level potential, and both potentials have a minimum at the same location in field space. Therefore in this work we compare results from the MS scheme and this OS-like scheme to indicate the differences in results that may be expected between the two most commonly used schemes.

Uncertainties from zero-temperature higher-order corrections are often estimated by comparing results in different renormalisation schemes. While both schemes can provide controlled approximations allowing predictions that can be tested in experiments, the predictions will not in general be the same, with the difference coming from theoretical uncertainties arising from missing higher-order corrections in the respective schemes. Therefore, comparing the calculation in different schemes provides sensitivity to missing higher-order corrections and can be used as an estimate of this theoretical uncertainty.

Ref. [89] demonstrated that for field-dependent masses of the form

$$m^2(\phi) = m^2 + g\phi^2,$$

we may pick counter-terms that satisfy the OS conditions and bring the zero-temperature one-loop corrections in the Landau gauge into the simple form

$$V_1(\phi) = \frac{1}{64\pi^2} \sum_i \tilde{n}_i \left[ m_i^4(\phi) \left( \log \left( \frac{m_i^2(\phi)}{m_i^2(v)} \right) - \frac{3}{2} \right) + 2m_i^2(v)m_i^2(\phi) - \frac{1}{2}m_i^4(v) \right],$$

where $i$ ranges over the entire field-dependent mass spectrum (including scalars, gauge bosons and fermions), and we have defined $\tilde{n}_i \equiv (-1)^{2s_i}n_i$ to absorb the sign for particle species of spin $s_i$. The last term is field-independent and so is often ignored. The finite-temperature corrections are identical to those in Sec. 2.1.

We make a common simplification: we ignore the limitation eq. (30) and use eq. (31) in our SSM model with the field-dependent masses in appendix C. The OS conditions remain satisfied; however, eqs. (12) and (31) differ by terms that do not appear in the tree-level Lagrangian and cannot be interpreted as counter-terms. However, we predominantly consider transitions between ground states in which mixing between the Higgs and singlet vanishes, that is, between $(v_h(T), 0)$ and $(0, v_s(T))$ ground states. This potential is correct
along these axes as the field-dependent masses are in the form eq. (30). See e.g. Ref. [32] for further discussion about implementing an OS-like scheme in scalar extensions of the SM.

3 Modifications to the effective potential

The treatments in Sec. 2 may be modified to alleviate the Goldstone catastrophe and resum daisy diagrams.

3.1 Goldstone catastrophe

The Goldstone catastrophe (GC) occurs when a massless goldstone boson entering loop functions leads to an infrared divergence. The GC should appear directly in the $\overline{\text{MS}}$ $\xi = 0$ potential at three-loop order and higher and in the electroweak symmetry breaking conditions at two-loop order and higher [75]. Furthermore it is very common in BSM physics investigations for the effective potential to be calculated using the effective potential approximation or OS-like schemes, and as discussed in Sec. 2 this causes the second derivative of the one-loop potential to diverge. For example, in the $\overline{\text{MS}}$ case this happens when the tree-level masses that appear in loop functions of the Coleman-Weinberg potential are fixed using a tree-level EWSB condition\footnote{Note the EWSB constraints in eq. (6) are still applied at one-loop to fix the parameters appearing explicitly in the tree-level potential, here we just describe the standard treatment of tree-level $\overline{\text{MS}}$ masses that enter the loop functions.}, such that for $\xi = 0$ we have massless Goldstone bosons. This particular issue could be avoided simply by relating the parameters to the Higgs pole masses with self energies evaluated with the momentum set equal to the Higgs mass [11] (see also Sec. 3.3 for comments on the impact of including the momentum), but here we consider instead two more direct alternatives that avoid the massless Goldstone and could be used to avoid the GC appearing directly in the potential and electroweak symmetry breaking conditions:

1. GC\textunderscore SelfEnergy\textunderscore Sol: Adding the tree-level Goldstone boson mass with a one-loop self-energy correction to all Goldstone masses [74, 75]

\[ M^2_G(\phi) = m^2_G(\phi) + \Sigma_G(\phi, p = 0), \tag{32} \]

where the self energy contribution for the Goldstone can be given by,

\[ \Sigma_G(\phi, p = 0) = \frac{1}{\phi_h} \frac{\partial V'_{\text{CW}}}{\partial \phi_h}, \tag{33} \]

where $V'_{\text{CW}}$ does not include Goldstone boson contributions. This correction depends on the renormalisation scale and gauge.\footnote{We also apply this to the OS-like scheme and this introduces a renomalisation scale which we simply fix to ensure $d^2 V_{\text{CW}}/d\phi_n^2\bigg|_v = (1/v_h) dV_{\text{CW}}/d\phi_h|_v$.}

2. GC\textunderscore Tadpole\textunderscore Sol: Applying EWSB constraints eq. (6) at one-loop when calculating the masses that enter the one-loop corrections to the potential.
In both cases this effectively adds a correction to the potential which is formally beyond the one-loop precision we aim for, while shifting the Goldstone masses away from the tree-level value. The former is formally re-summing a sub-class of corrections to all-orders, providing a principled solution (please see the extensive discussion in Refs. [74, 75] for details), while the latter is simply a convenient way to avoid the massless tree-level Goldstone that is easy to apply and done in the literature [66], while only introducing spurious two-loop pieces to the effective potential.

3.2 Daisy diagrams

There are two popular methods for resumming daisy diagrams:

1. Parwani [98]: This resums the finite-temperature daisy diagrams. To use the Parwani method, the mass eigenvalues appearing throughout the one-loop potential are replaced by thermal mass eigenvalues (see appendix C) and one forgoes the inclusion of any explicit daisy term. With this method it is important to only substitute in the thermal masses with lowest order from the high temperature expansion to avoid a introducing spurious linear terms [99, 100].

2. Arnold-Espinosa [101]: This resums only the zeroth Matsubara modes in the daisy diagrams. We add the daisy term

\[ V_{\text{daisy}}(\phi, T) = -\frac{T}{12\pi} \sum_i \left[ (\tilde{m}_i^2(\phi, T) )^{3/2} - \left( m_i^2(\phi) \right)^{3/2} \right] \]  

(34)

where \( \tilde{m}_i^2(\phi, T) \) are thermal masses including Debye corrections (see appendix C), and we have suppressed their gauge and scale dependence.

Both methods introduce terms to the effective potential that are cubic in the coupling \( g \) for gauge bosons and to the \( 3/2 \) power in scalar couplings. The thermal mass is, by contrast, quadratic in \( g \) and linear in scalar couplings. Neither treatment changes the zero-temperature potential. See Ref. [102, 103] for recent progresses about the two-loop order computations.

3.3 Renormalisation group equations

We take into account both the implicit and explicit scale dependence of the effective potential by using renormalisation group equations (RGEs) to run the \( \overline{\text{MS}} \) parameters and compute the full \( \overline{\text{MS}} \) renormalised effective potential. To do this we implement a \texttt{FlexibleSUSY 2.6.1} [104, 105] version of the effective potential in \texttt{PhaseTracer}. The \texttt{FlexibleSUSY} spectrum generator has two-loop RGEs, one-loop threshold corrections for the extraction of the gauge and Yukawa couplings and it also extracts the Higgs potential parameters using one-loop electroweak symmetry breaking conditions and one-loop self energies. The latter include the \( p^2 \) contributions, which are neglected when masses are calculated using the one-loop effective potential approximation. We have checked that it will lead to 1.3\% difference on extracted \( \lambda_h \) and 1.0\% difference on output

\footnotesize
\[ ^{11} \text{FlexibleSUSY uses SARAH 4.14.3 [106–109] and parts of the SOFTSUSY [110, 111] code.} \]
Figure 2: The gauge dependence from different methods for the critical temperature (top) and transition strength (bottom) in $R_\xi$ (left) and covariant gauge (right) for the benchmark point in eq. (35).

$T_c$ for benchmark point defined later in eq. (35). Due to the small size of this correction we do not consider it in our uncertainties. Since FlexibleSUSY uses the $\xi = 1$ gauge all the calculations using RGEs are fixed to that gauge and there are no Goldstone IR divergences for this choice. The inputs of the FlexibleSUSY model file are $m_h$, $m_s$, $\lambda_s$ and $\lambda_{hs}$, while $\lambda_h$, $\mu_h$ and $\mu_s$ are determined by EWSB conditions.

4 Results

We now investigate different sources of uncertainty in the analysis of a PT, including gauge dependence, renormalisation scale dependence, treatment of the Goldstone catastrophe (GC), resummation of daisy diagrams, and renormalisation schemes. We do so by applying the treatments discussed in Secs. 2 and 3 to the SSM. After considering them separately, we compare their typical sizes across the available parameter space. The numerical uncertainties associated with our computational methods are discussed in appendix D.

4.1 Gauge dependence

4.1.1 Benchmark point

First, in Fig. 2 we show the $\xi$-dependence of the critical temperature $T_c$ and transition strength $\gamma_{EW}$ in the $R_\xi$ and covariant gauges for different methods, using a benchmark
Figure 3: As per Fig. 2, but for $\xi \leq 1$. Lines for PRM and HT are not shown here, as they are independent of $\xi$ and exactly the same as in Fig. 2.

As a reference, in Fig. 2 we show the PRM and HT methods which, of course, are independent of the gauge parameter $\xi$. The left panels of Fig. 2 show results for the $R_\xi$ gauge. In the $\overline{\text{MS}}$ scheme, with $\xi$ increasing, the critical temperature $T_c$ increases slightly for small values of $\xi$, and then decreases significantly for large values of $\xi$. With $\xi$ increasing even further, there is no FOPT for this benchmark point anymore in the gauge-dependent schemes. The choice of treatment of the GC has limited impact.

In Fig. 2 we investigated $\xi \leq 60$. However, there may be constraints on perturbativity that impose $\xi \lesssim 1$ [60, 81]. We see in Fig. 3 that varying the gauge between $\xi = 0$ and 1 results in only slight changes in the properties of the FOPT. We furthermore see that some methods do not depend smoothly on $\xi$. For example, the $T_c$ of $\overline{\text{MS}}$ blows up at $\xi = 0$. This originates from the GC: due to the catastrophe, the second-derivatives of the one-loop potential are singular, and so the Lagrangian parameters required in the tree-level potential to maintain finite scalar masses diverge. Although using the modified $\mu$ from one-loop tadpole cures the GC at $\xi = 0$, the Goldstone may be massless at tree-level in

This benchmark lies near the center of the region of parameter space in which a FOPT could occur. We vary the gauge parameter between $\xi = 0$ and 60. Note that the upper limit may lie beyond constraints from perturbativity [60, 81], as increasing the gauge parameter aggravates IR divergences that spoil perturbation theory. The legend follows the notation introduced in Secs. 2 and 3. In the three $\overline{\text{MS}}$ methods, we used the Arnold-Espinosa technique to resum daisy terms, and set $Q = m_t$. The gauge dependence of the OS-like scheme is not presented as eq. (31) is only valid at $\xi = 0$.

As a reference, in Fig. 2 we show the PRM and HT methods which, of course, are independent of the gauge parameter $\xi$. The left panels of Fig. 2 show results for the $R_\xi$ gauge. In the $\overline{\text{MS}}$ scheme, with $\xi$ increasing, the critical temperature $T_c$ increases slightly for small values of $\xi$, and then decreases significantly for large values of $\xi$. With $\xi$ increasing even further, there is no FOPT for this benchmark point anymore in the gauge-dependent schemes. The choice of treatment of the GC has limited impact.

In Fig. 2 we investigated $\xi \leq 60$. However, there may be constraints on perturbativity that impose $\xi \lesssim 1$ [60, 81]. We see in Fig. 3 that varying the gauge between $\xi = 0$ and 1 results in only slight changes in the properties of the FOPT. We furthermore see that some methods do not depend smoothly on $\xi$. For example, the $T_c$ of $\overline{\text{MS}}$ blows up at $\xi = 0$. This originates from the GC: due to the catastrophe, the second-derivatives of the one-loop potential are singular, and so the Lagrangian parameters required in the tree-level potential to maintain finite scalar masses diverge. Although using the modified $\mu$ from one-loop tadpole cures the GC at $\xi = 0$, the Goldstone may be massless at tree-level in

\begin{align}
\lambda_s = 0.1, \quad \lambda_{hs} = 0.3 \quad \text{and} \quad m_s = 65 \text{ GeV}.
\end{align}
the one-loop vacuum for other values of $\xi$. For this benchmark point, when $\xi = 0$, $M_{\tilde{G}_0}^2 \simeq M_{\tilde{B}_0}^2 \simeq -840 \text{ GeV}^2$; when $\xi = 0.0995$, $M_{\tilde{G}_0}^2 \simeq 0 \text{ GeV}^2$ and $M_{\tilde{B}_0}^2 \simeq -200 \text{ GeV}^2$; when $\xi = 0.1286$, $M_{\tilde{G}_0}^2 \simeq 250 \text{ GeV}^2$ and $M_{\tilde{B}_0}^2 \simeq 0 \text{ GeV}^2$. This is why we see two singularities (zeros) in the $T_c$ ($\gamma_{\text{EW}}$) of the orange curve for $\overline{\text{MS}} + \text{GC_Tadpole_Sol}$ at $\xi \simeq 0.1$ and $\xi \simeq 0.13$. The catastrophe could occur at other $\xi$ for other choices of benchmark point. In contrast, adding the one-loop self-energy to the Goldstone masses avoids a catastrophe at any $\xi$ as seen in the blue curve for $\overline{\text{MS}} + \text{GC_SelfEnergy_Sol}$.

In PRM + 1LHiggs_1LTad, we use one-loop tadpole conditions to set the Lagrangian parameter $\mu_h$ and extract $\lambda_h$ and $\mu_s$ at the one-loop level from the measured Higgs pole mass and the input singlet pole mass, respectively. The one-loop tadpoles are required if one wants to extract $\lambda_h$ from the Higgs mass at the one-loop level using the standard approach we applied in the $\overline{\text{MS}}$ calculation, where the tadpoles vanish in the mass corrections and do not need to be explicitly included\textsuperscript{12}. A one-loop extraction of $\lambda_h$ is required for a consistent order $\hbar$ calculation of the effective potential consistent with the measured Higgs pole mass. As a result, the $T_c$ and $\gamma_{\text{EW}}$ calculations in this method are closer in spirit to those in the $\overline{\text{MS}}$ method and numerically are closer when far away from the $\xi$ values where the $\overline{\text{MS}}$ and pure PRM results match. This, however, introduces gauge dependence, which contradicts the purpose of the PRM method. This gauge dependence originates from the gauge dependence of the $\overline{\text{MS}}$ scalar masses (which are extracted at the one-loop level) used in the one-loop tadpole conditions. Just as in the $\overline{\text{MS}}$ scheme, however, $T_c$ significantly changes with increasing $\xi$ for this case at this benchmark point.

We show results in the covariant gauge in the right panels of Figs. 2 and 3, where $\xi \equiv \xi_B = \xi_W$. As anticipated, results from the covariant and $R_\xi$ gauges are identical at $\xi = 0$. The results for the $\overline{\text{MS}}$ calculation without any modification to solve the GC cannot be seen as the GC exists for all $\xi$ in the covariant gauge.

Different to the $R_\xi$ gauge, in the covariant gauge the $T_c$ for $\overline{\text{MS}} + \text{GC_SelfEnergy_Sol}$ and $\text{GC_Tadpole_Sol}$ respectively increase and decrease almost linearly with $\xi$ increasing. Meanwhile, there are some discontinuities in the lines of the covariant gauge when $\xi$ is small, while the lines then become continuous when $\xi$ is large. This is because we take the real part of the square root in eqs. (20) and (21) and for sufficiently large $\xi$, the $\xi$-dependent parts are imaginary. This behavior can also be seen in the results of PRM + 1LHiggs_1LTad in the covariant gauge, i.e. there are two steps in the results at small $\xi$ and the results are independent of $\xi$ for large $\xi$. This gauge independence, however, does not necessarily mean that this method is a better choice, because it is simply due to the fact that we ignored the imaginary gauge-dependent parts of the squared masses. There are no results when $\xi > 46.5$ for $\overline{\text{MS}} + \text{GC_Tadpole_Sol}$ because our iterative solver for $\lambda_h$ using one-loop EWSB did not converge. The gauge dependence of the $\overline{\text{MS}} + \text{GC_SelfEnergy_Sol}$ in the covariant gauge is also fairly strong, though it shows a different tendency.

The gauge dependence in the calculations of $T_c$ and $\gamma_{\text{EW}}$ originates from two sources: indirectly from the Lagrangian parameters chosen by solving one-loop tadpole conditions and explicitly in the one-loop potential. The indirect dependence causes $T_c$ to decrease with increasing $\xi$, as shown by the PRM + 1LHiggs_1LTad results in $R_\xi$ gauge, which only suffers from this source. The explicit dependence, on the other hand, increases $T_c$, as

\textsuperscript{12}Though they must be accounted for if you use the tree-level EWSB condition to rewrite the tree-level Higgs mass as $m_h = \sqrt{2} \lambda v$. 
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Figure 4: Gauge-dependence of the $\overline{\text{MS}} + \text{GC}_{\text{SelfEnergy}}_{\text{Sol}}$ scheme for the critical temperature $T_c$ in two-dimensional scans. We use the difference in eq. (36) between $\xi = 0$ and $\xi = 25$ to show the gauge-dependence in the upper panels. We show the corresponding $T_c(\xi = 0)$ displayed in the lower panels. In the blank regions there are no points with a FOPT at $\xi = 0$ and $\xi = 25$.

shown by the $\overline{\text{MS}} + \text{GC}_{\text{SelfEnergy}}_{\text{Sol}}$ results in the covariant gauge with large $\xi$. In this case, the $\xi$ dependence vanishes in the zero-temperature vacuum, as the square roots in eqs. (20) and (21) are imaginary, such that the tadpoles are gauge independent. However, the potential remains gauge dependent at other field values. When both contributions appear at the same time, such as in the $\overline{\text{MS}}$ scheme with the $R_\xi$ gauge and the $\overline{\text{MS}} + \text{GC}_{\text{Tadpole}}_{\text{Sol}}$ in the covariant gauge, the indirect dependence through tadpoles overpowers the explicit dependence.

4.1.2 Two-dimensional scans

The above discussion is based on a single benchmark point. The magnitude of the gauge dependence, however, may depend strongly on the Lagrangian parameters. In Fig. 4, we show the uncertainty from the choice of gauge parameter in the $\overline{\text{MS}} + \text{GC}_{\text{SelfEnergy}}_{\text{Sol}}$ prediction for the critical temperature $T_c$ with three two-dimensional scans of the Lagrangian parameters. We quantify this uncertainty through

$$\Delta_\xi T_c \equiv |T_c(\xi = 0) - T_c(\xi = 25)|,$$

where $T_c(\xi = 0, 25)$ is the critical temperature with $\xi = 0, 25$ in the $\overline{\text{MS}} + \text{GC}_{\text{SelfEnergy}}_{\text{Sol}}$ scheme. As discussed in the introduction, this quantification is somewhat arbitrary.
We attempted to pick an upper limit, $\xi = 25$, that strikes a balance between understating the uncertainty and constraints from perturbativity. If we were to increase the upper limit further, eventually there would be no points with FOPT simultaneously at $\xi = 0$ and the upper limit. We scan over two of the three free parameters, while fixing $m_s$, $\lambda_{hs}$ and $\lambda_s$ to their values in eq. (35) in the left, middle and right panels, respectively. To help understand the gauge dependence further, we show $T_c(\xi = 0)$ in the lower panels.

We found no valid points in the blank regions of Fig. 4. The causes for this and the phase structures of points in those regions are discussed in appendix A. In the colored regions, the critical temperature changes with the varying input parameters. The trends can be derived from the expression of $T_c$ in the high-temperature approximation, eq. (27).

Alternatively, consider the two minima at temperature $T$, $\phi_s(T) \equiv (v_{\text{high}}^s = 0, v_{\text{high}}^h(T))$ and $\phi_h(T) \equiv (v_{\text{low}}^h(T), v_{\text{low}}^s = 0)$. We may Taylor expand the difference in potential around $T = 0$ [23, 112]

$$\Delta V(T = T_c) \approx \Delta V(T = 0) + T_c \frac{\partial \Delta V}{\partial T} \bigg|_{T = 0},$$

where $\Delta V(T) \equiv V(\phi_s(T), T) - V(\phi_h(T), T)$. Since this difference vanishes at the critical temperature and $\Delta V(T = 0) < 0$, we find

$$T_c \approx -\frac{\Delta V(T = 0)}{\frac{\partial \Delta V}{\partial T} \big|_{T = 0}}.$$ 

Accordingly, a smaller gap at zero temperature may imply a lower $T_c$. In the SSM at tree level we have

$$\Delta V(T = 0) = -\frac{1}{4} \frac{\mu^4_s}{\lambda_s} + \frac{1}{4} \frac{\mu^4_h}{\lambda_h} \approx -\frac{1}{4} \frac{(\frac{1}{2} \lambda_{hs} v_h^2 - m_s^2)^2}{\lambda_s} + \frac{1}{8} m_h^2 v_h^2,$$

where $\frac{1}{2} \lambda_{hs} v_h^2 > m_s^2$. We can approximately infer that with increasing $\lambda_s$ and $m_s$, and decreasing $\lambda_{hs}$, the gap $\Delta V(T = 0)$ and thus $T_c$ must increase. This agrees with the lower panels of Fig. 4.

In the upper panels of Fig. 4, we show the uncertainty in $T_c$ caused by changing the gauge parameter $\xi$ in the regions in which a FOPT could occur for both $\xi = 0$ and $\xi = 25$. The change $\Delta \xi T_c$ varies from $-73$ GeV to $+55$ GeV, and increases smoothly with $\lambda_{hs}$ decreasing, $m_s$ increasing and $\lambda_s$ increasing. In Appendix B we also provide Tab. 2 which shows precise input parameters and the output critical temperatures of the benchmark point in eq. (35) and points around it for $\xi = 0$ and $\xi = 25$, to give quantitative results that also show the trends discussed here.

### 4.2 Renormalisation scale dependence

The renormalisation scale dependence of the PT properties originates from the scale-dependence of the one-loop corrections to the effective potential. If RGEs are used, this may be partly balanced by renormalisation-scale dependence of the Lagrangian parameters. In this work, we run the Lagrangian parameters to different scales using FlexibleSUSY, which uses the MS scheme with $\xi = 1$ by default. We do not consider the OS-like scheme in this section, since there is no free renormalisation scale to vary for that method.
Figure 5: The renormalisation scale dependence in the \( \overline{\text{MS}} \) scheme and PRM method found by varying the renormalisation scale from \( Q = \frac{1}{2}m_t \) to \( 2m_t \). In each of the columns, we vary one input parameter of the benchmark point in eq. (35). The lower edges, center and upper edges of the bands in the first and third rows show the \( T_c \) and \( \gamma_{\text{EW}} \) at \( Q = \frac{1}{2}m_t, m_t, \) and \( 2m_t \) separately. The second and last rows show the fractional change in \( T_C \) and \( \gamma_{\text{EW}} \), respectively. The labels ‘w AE’, ‘w PW’ and ‘w/o daisy’ indicate daisy resummation with the Arnold-Espinosa method, the Parwani method, and no resummation, respectively.

4.2.1 Benchmark point

In Fig. 5, we show the renormalisation scale dependence in the \( \overline{\text{MS}} \) scheme and PRM methods, by varying the renormalisation scale from \( Q = \frac{1}{2}m_t \) to \( Q = 2m_t \). We choose this
Figure 6: Similar to Fig. 5 though for $T_c \lesssim 60$ GeV, and only results for the $\overline{\text{MS}}$ scheme with AE are shown by colored lines.

interval because it is expected to capture uncertainty from the most important missing high-order corrections from the top quark at $T = 0$. Here we use the one-loop resummed Goldstone mass to treat the GC. In each of the panels, we vary one input parameter around the benchmark point in eq. (35). The top and bottom two rows of panels in Fig. 5 show the uncertainties on $T_c$ and $\gamma_{\text{EW}}$, respectively. The lower edge, center, and upper edge of the bands in the first and third rows indicate results at $Q = \frac{1}{2}m_t$, $m_t$, and $2m_t$, respectively. To highlight the uncertainties, we separately show the fractional changes, $(T_c(Q = \frac{1}{2}m_t) - T_c(Q = 2m_t))/T_c(Q = m_t)$ and $(\gamma(Q = \frac{1}{2}m_t) - \gamma(Q = 2m_t))/\gamma(Q = m_t)$, directly by colored lines in the second and fourth rows of panels.

We see almost no parameter dependence in the results at $\lambda_{hs} \lesssim 0.2$ and $m_s \gtrsim 90$ GeV. In these regions the transition is between $(\phi_h = 0, \phi_s = 0)$ and $(\phi_h \neq 0, \phi_s = 0)$ and thus is independent of parameters related to the singlet. Unlike Ref. [113], we show PRM results even if the high-temperature approximation of the effective potential contained a single minimum at the critical temperature. For $\lambda_s \approx 0.15$, that single minima was at the origin for $Q = \frac{1}{2}m_t$ leading to $\gamma_{\text{EW}} = 0$. The change in $T_c$ for the PRM methods is typically mild and less than about 10%, though $\gamma_{\text{EW}}$ shows more sensitivity, typically less than about 20%.

A common and important feature in all the results, however, is that the uncertainties rise sharply when the critical temperature is sensitive to the Lagrangian parameters. This is not only true for the uncertainty caused by scale dependence, but also true for the uncertainty caused by gauge dependence discussed in the above subsection, and the uncertainties presented in the following subsection. As the variation of renormalisation scale or gauge parameter slightly changes the Lagrangian parameters, it is obvious that when the critical temperature is sensitive to the parameters, the critical temperature and transition strength become sensitive to the renormalisation scale or gauge parameter. This happens in the region of large $\lambda_{hs}$, small $\lambda_s$ and small $m_s$, where the critical temperature is relatively small. There are no results for $T_c < 30$ GeV in Fig. 5 because we find points in the plots by a grid scan of the parameters, and the grid misses fine-tuned cases
in which $T_c < 30 \text{ GeV}$. To find results in that region we perform a more detailed scan in a smaller parameter range where we expect to find smaller $T_c$. We show the MS result for the resulting low temperature range in Fig. 6. To obtain $T_c < 5 \text{ GeV}$, the parameters have to be tuned to one part in $10^7$. The reason can be seen from eq. (39). A zero critical temperature means no energy gap between the EW VEV in the $\phi_h$ direction and a local minimum on $\phi_s$ direction, so the parameters should cancel each other.

With RGE running and the Parwani method, the scale uncertainties in the MS result for $T_c$ are about 16 GeV for $T_c \approx 150 \text{ GeV}$. As $T_c$ decreases, the relative uncertainty changes from approximately constant to sharply increasing in magnitude at $T_c < 40 \text{ GeV}$. Using the Arnold-Espinosa method or eliminating daisy resummation results in similar uncertainties with the same tendency. When $T_c \lesssim 20 \text{ GeV}$, the daisy corrections, which are proportional to the temperature $T^4$ (see eq. (34)), are negligible. Consequently, in this regime the scale dependence of different treatments of daisy resummation are approximately the same.

We see that $\Delta Q_{T_c}$ of the MS scheme without RGE running is smaller than the one with RGE running, which is counter-intuitive. For example at leading order there are cancellations such thatootnote{Note that the left-hand side in eq. (40) includes contributions from wavefunction renormalisation, $-\gamma_\phi \frac{dV}{d\phi}$, where $\gamma_\phi$ here is the anomalous dimension, as well as contributions from the $\beta$ functions for the Lagrangian parameters.} $[68]
\begin{equation}
\mu \frac{d}{d\mu} (V_0 + V_{CW}) = 0 \tag{40}
\end{equation}
and there can be further cancellations of scale dependence in the temperature-dependent parts of the potential. In the Parwani method, scale dependence in finite-temperature bosonic contributions cancels scale dependence in temperature-dependent terms introduced in the CW potential by the Parwani method. The cancellation eq. (40) is, however, spoilt by next-to-leading order terms, such as two-loop running of parameters in the tree-level potential and one-loop running of parameters in the CW potential, and in general requires that we consider the $\beta$-functions for all Lagrangian parameters and the anomalous dimensions of the fields. In our calculation, we apply two-loop RGEs and omit the anomalous dimension, such that eq. (40) no longer holds exactly. Furthermore, we include finite-temperature corrections from the top quark, and the scale cancellations in the Parwani method only occur for bosonic corrections. Consequently, results that include RGE running suffer from greater scale uncertainties than results without RGE running, and the Parwani method makes the situation even worse. This is somewhat counter-intuitive, as the derivative of the Parwani improved Coleman Weinberg potential with respect to the RG scale has terms that are quadratic in temperature and negative in sign, so one might expect they naively cancel the scale dependence of the quadratic contribution to the thermal functions. However, the combined $\beta$ function for the thermal mass turns out to be negative as it is dominated by top quark interactions. So the new scale-dependent contribution in Parwani adds to, rather than cancels, the scale dependence of the un-resummed theory.

In Fig. 7, we display the zero-temperature potentials of the MS scheme with the Arnold-Espinoza method for the benchmark point of $\lambda_s = 0.1$, $\lambda_{hs} = 0.3$ and $m_s = 65 \text{ GeV}$. We can see clearly that eq. (40) does not hold with RGE running in our calculation, and that the potential suffers from greater scale dependence when we include RGE
running. We also mark the tree-level minimum since the PRM method evaluates the one-loop potential at the minima of the tree-level potential. Fig. 7 shows that changes in the one-loop potential at the tree-level minima with RGE running are smaller than that without RGE running, as with RGE running the tree-level minima approximately lie on a horizontal line of constant potential. Therefore, the $\Delta_Q T_c$ for the PRM method with RGE running is smaller than $\Delta_Q T_c$ without RGE running. Note that for the PRM method, $T_c(Q = \frac{1}{2} m_t) > T_c(Q = 2 m_t)$.

Fig. 5 shows that $\Delta_Q T_c$ of the PRM method with RGE running is rather small and roughly independent of Lagrangian parameters, typically about 5% for $T_c$, though it can exceed about 20% for very small critical temperatures. Without RGE running, $\Delta_Q T_c$ can be larger than 15%, and increases rapidly with $T_c$ decreasing. This implies that proper RGE running is quite essential in the PRM method to reduce the renormalisation scale dependence. Looking only at $\Delta_Q T_c$, the MS scheme has larger scale uncertainties than the PRM method, but considering $\Delta_Q \gamma$, the MS scheme has smaller scale uncertainties than the PRM method. The increased uncertainty in $\gamma$ in the PRM method may be connected to the fact that the numerator, $\Delta \phi_h$, and denominator, $T_c$, are obtained from two different potentials in this method.

Finally, we consider a broader variation of the renormalisation scale from $Q = T/2$ to $2\pi T$. This interval was chosen to capture uncertainty from missing higher-order corrections at finite temperature, specifically involving the soft scale $\sim gT$ and the first Matsubara mode as discussed in Ref. [67]. Here, the renormalisation scale changes throughout a calculation, as whenever the potential is evaluated at a temperature $T$, the renormalisation scale is set to a scale $Q \propto T$. We perform calculations at $Q = T$, $Q = T/2$ and $Q = 2\pi T$ by solving the following equations iteratively for $T$,

$$T_c(Q = T) = T, \quad T_c(Q = T/2) = T, \quad T_c(Q = 2\pi T) = T. \quad (41)$$

By doing so, we ensure that at temperature $T = T_c$ the potential was computed at the renormalisation scales $Q = T/2$, $T$ and $2\pi T$, as required. We show the variation in the critical temperature in Fig. 8. We see that the uncertainty bands are broader compared to Fig. 5, especially for the PRM method for which the relative uncertainty was always
Figure 8: Similar to Fig. 5, but for the renormalisation scale dependence in the MS scheme and PRM method found by varying the renormalisation scale from $Q = T/2$ to $2\pi T$ by solving eq. (41).

Figure 9: The renormalisation scale dependence in the MS scheme for the critical temperature $T_c$ found by varying the renormalisation scale from $Q = \frac{1}{2}m_t$ to $2m_t$ in 2-dimensional scans. In the blank regions there are no points with a FOPT at both $Q = \frac{1}{2}m_t$ and $2m_t$. We fix $m_s = 62.5$ GeV in the left panel, $\lambda_{hs} = 0.3$ in the middle panel, and $\lambda_s = 0.1$ in the right panel.

greater than about 25%. The $\Delta Q T_c / T_c$ of MS scheme flips sign and shoots up at low $T_c$. With scale $Q$ fixed by eq. (41), $T_c$ also decreases with $\lambda_{hs}$ increasing, or $\lambda_s$ and $m_s$ decreasing. The slope of $T_c$ against the input parameters is larger when $Q = 2\pi T$ than when $Q = T/2$, especially for low $T_c$. Thus the uncertainty flips sign at certain value of $T_c$. 
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Figure 10: Differences in critical temperature and transition strength with different methods for resummation of daisy diagrams, in the \( \overline{\text{MS}} \) scheme of \( \xi = 0 \) and \( Q = m_t \). ‘PW’ and ‘AE’ stand for adding daisy resummation using the Parwani method and the Arnold-Espinosa method respectively, while ‘ND’ indicates no resummation of daisy diagrams. In each of the panels we vary one input parameter about the benchmark point in eq. (35).

4.2.2 Two-dimensional scans

We now turn to two-dimensional planes of the SSM parameters to check the renormalisation scale dependence throughout the model’s parameter space. Here we change the scale using RGE running, use the \( \overline{\text{MS}} \) scheme and the \( R_\xi \) gauge, and include daisy corrections. In Fig. 9, we show the difference of critical temperature \( \Delta_Q T_c = |T_c(Q = \frac{1}{2} m_t) - T_c(Q = 2 m_t)| \) on the \( \lambda_s-\lambda_{hs}, m_s-\lambda_s \) and \( m_s-\lambda_{hs} \) planes. The colored regions are obtained by two-dimensional scans with \( m_s = 62.5 \text{ GeV} \) fixed in the left panel, \( \lambda_{hs} = 0.3 \) fixed in the middle panel, and \( \lambda_s = 0.1 \) fixed in the right panel. In the blank regions there were no points with a FOPT at both \( Q = \frac{1}{2} m_t \) and \( Q = 2 m_t \).

The tendency exhibited in the two-dimensional planes in Fig. 9 is consistent with that in the one-dimensional results. The uncertainties at first decrease with \( \lambda_{hs} \) increasing, \( \lambda_s \) decreasing and \( m_s \) decreasing, but subsequently rise sharply. In most of the parameter space, the uncertainties lie around 8 GeV – 16 GeV. The magnitude of the uncertainties can reach more than 50 GeV when \( T_c < 60 \text{ GeV} \) (see Fig. 6). The maximum value of \( \Delta T_c \) is dependent on the resolution of the scan. With two-dimensional grid scans of 200 points per dimension in the ranges \( 0.1 < \lambda_{hs} < 0.5, \ 0.01 < \lambda_{hs} < 0.3 \) and \( 10 \text{ GeV} < m_s < 120 \text{ GeV} \), we found a maximum \( \Delta T_c \) of 40.2 GeV at the parameter point \( \lambda_{hs} = 0.43, \lambda_s = 0.1, m_s = 76.9 \text{ GeV}, T_c(Q = \frac{1}{2} m_t) = 6.2 \text{ GeV} \) and \( T_c(Q = 2 m_t) = 46.4 \text{ GeV} \).

4.3 Daisy resummation dependence

In Fig. 10, we present differences in \( T_c \) and \( \gamma_{\text{EW}} \) with different treatments of daisy diagrams — the Parwani method and the Arnold-Espinosa method described in Sec. 3.2, and discarding resummation of daisy diagrams. We can see that in the SSM the effects of
daisy resummation on transition properties are relatively small (though this effect may be bigger in other models; see e.g. Ref. [11, 32, 114]).

The changes in $T_c$ caused by switching between the Parwani and the Arnold-Espinosa methods are less than 3% and the changes caused by switching off daisy resummation altogether were less than 6%. The changes decrease with $\lambda_{hs}$ increasing or $\lambda_s$ and $m_s$ decreasing, which means $T_c$ decreasing (see top panels of Fig. 11). Unlike changes caused by varying the gauge parameter or renormalisation scale, varying the treatment for daisy resummation does not alter the Lagrangian parameters. Therefore, here the changes in $T_c$ do not rise sharply at low $T_c$. On the other hand, the relative changes in $\gamma_{EW}$ are typically even smaller, but increase rapidly for large $T_c$, simply because that $\gamma_{EW}$ are very small. The absolute changes in $\gamma_{EW}$ are less than 0.06 when $T_c > 100$ GeV and $\gamma_{EW} < 0.4$.

### 4.4 Comparison of renormalisation schemes and other methods

We now turn to the renormalisation schemes. In Fig. 11, we compare results of the $\overline{\text{MS}}$ and OS-like scheme, together with the high temperature approximation which is independent of renormalisation scheme, and the PRM method which depends on the $\overline{\text{MS}}$ scheme. In both the $\overline{\text{MS}}$ scheme and the OS-like scheme, we use $\xi = 0$, the Arnold-Espinosa method for daisy resummation, and resum the Goldstone boson mass to solve the GC. The renormalisation scale in the $\overline{\text{MS}}$ scheme is set to $m_t$. For the $\overline{\text{MS}}$ potential used in the PRM method we adopt the same settings as in the $\overline{\text{MS}}$ scheme, except that we do not resum daisies.

Since the zero-temperature one-loop corrections depend on the choice of renormalisation scheme, the tadpole conditions result in different Lagrangian parameters, $\lambda_h$, $\mu_h$ and $\mu_s$, in each scheme. Therefore, every part of the effective potential can be different

![Figure 11: Critical temperature and transition strength in the $\overline{\text{MS}}$ scheme, OS-like scheme, HT approximation, and PRM method. The other settings ($\xi = 0, Q = m_t$, using Arnold-Espinosa method and GC SelfEnergy Sol) are the same if they are optional in that scheme. In each of the panels we vary one input parameter about the benchmark point in eq. (35).](image-url)
in the \( \overline{\text{MS}} \) and the OS-like schemes. However, the differences in \( T_c \) and \( \gamma_{EW} \) are typically mild with the OS and \( \overline{\text{MS}} \) schemes giving surprisingly similar results for the choice of renormalisation scale we make for the \( \overline{\text{MS}} \) scheme (\( Q = m_t \)). It was also found in previous work that the OS-like result lies within the scale variation uncertainty \([66]\). This suggests that the differences to the OS-like scheme is not really accessing any higher-order corrections beyond the \( \overline{\text{MS}} \) scale variation though the very close agreement we see must be coincidental in nature.

Except for the flat region \( \lambda_{hs} < 0.17 \) in the left panels and \( m_s > 88 \text{ GeV} \) in the right panels of Fig. 11, \( T_c \) in the \( \overline{\text{MS}} \) scheme is larger than \( T_c \) in the OS-like scheme, and vice-versa for the transition strengths in the bottom panels. With critical temperature decreasing, the difference \( \Delta T_c = T_c(\overline{\text{MS}}) - T_c(\text{OS-like}) \) increases monotonically from about 1 GeV to more than 10 GeV. This occurs for the whole parameter space, which can be seen from the results of the two-dimensional scans in Fig. 12.

The \( T_c \) of the high-temperature approximation and the PRM method are far lower than that of the OS-like scheme and the \( \overline{\text{MS}} \) scheme. There is no result for small \( \lambda_{hs} \), large \( \lambda_s \) and \( m_s \), because the expression of \( T_c \) of HT, eq. (27), assumes a minimum of the form \((0, v_{s}^{\text{high}})\) exists at \( T_c \). The differences between results from the HT approximation and the OS-like scheme are easy to understand. They both use tree-level tadpole conditions to solve the Lagrangian parameters, \( \lambda_h \), \( \mu_h^2 \) and \( \mu_s^2 \), which results in exactly the same tree-level potential. The one-loop finite-temperature corrections are also supposed to be similar. Since the zero-temperature one-loop correction in the OS-like scheme is zero at the EW VEV, the only obvious difference is the zero-temperature one-loop correction of the OS-like scheme around the minimum of \( \phi_h = 0 \). In this minimum, the fermions and vectors are massless, and the only non-vanishing contribution to the zero-temperature one-loop correction comes from scalars and is always positive. Therefore, to compensate this increase in the potential, the OS-like scheme needs larger thermal corrections, i.e. higher temperature than in the HT approximation, to achieve degenerate minima. As for the PRM method, it also uses tree-level tadpole conditions, and the zero-temperature one-loop corrections in the \( \overline{\text{MS}} \) scheme reduce the vacuum energy gap, so it leads to lower \( T_c \) than the HT approximation. However, in the HT approximation, both the vacua tend
towards the origin as temperature increases, as can be seen in appendix A, which also reduces the vacuum energy gap, while the vacua in the PRM method are fixed. These two impacts cancel each other to some extent, leading to similar results in these two schemes. In contrast the results can also diverge more at higher critical temperatures. In that case the HT expansion is, as you would expect, becoming a better approximation of the $\overline{MS}$ calculation and gets closer to the $\overline{MS}$ result.

### 4.5 Comparison in whole parameter space

Here we compare all the possible changes investigated above in the whole parameter space. As shown in Fig. 13 on 2-dimensional planes, changing the renormalisation scale between $\frac{1}{2}m_t$ and $2m_t$ or changing the gauge parameter between $\xi = 0$ and 25 always induce the greatest changes in the properties of the FOPT. The impact of the treatment of daisies (Arnold-Espinosa versus Parwani), the GC, and the renormalisation scheme dependence ($\overline{MS}$ versus OS-like) are always subdominant.

In Fig. 14, we show the greatest uncertainty of each point, which was the renormalisation scale uncertainty or gauge uncertainty, in a 3-dimensional random scan. We sampled $10^5$ points with flat priors in the parameter space of

\[
\lambda_{hs} \in [0.1, 0.5], \quad \lambda_s \in [0, 0.3], \quad m_s \in [10 \text{ GeV}, 110 \text{ GeV}].
\]
Figure 14: Results from three-dimensional scans. In the top panels, we show the maximum change in the critical temperature on two-dimensional planes, where points of small uncertainty are on top of points of large uncertainty. In the bottom panels, we show the relationship between the maximum changes in $T_c$ and $\gamma_{\text{EW}}$ and their values. With these choices, about 20% of points had a FOPT at $\xi = 0$ and $Q = m_t$. Of those points, about 50% didn’t have a FOPT at $\xi = 25$ and about 10% didn’t have a FOPT at either $Q = \frac{1}{2}m_t$ or $2m_t$ (or both). In about 80% of cases gauge dependence was the greatest source of uncertainty. The top panels show the samples on planes of Lagrangian parameters with points with the smallest scale uncertainty shown on top. There are no strong trends on these planes, though samples of small uncertainty tend to lie at large $m_s$. In the bottom panels, the uncertainties are shown versus $T_c$ and $\gamma_{\text{EW}}$, colored by the source of the maximal uncertainty. When $T_c < 100$ GeV, varying the gauge parameter between 0 – 25 always results in a greater change in the critical temperature than varying the renormalisation scale between $\frac{1}{2}m_t$ – $2m_t$. When $T_c > 100$ GeV, on the other hand, varying the renormalisation scale can have the greatest impact, and the lower bound of maximal uncertainty on $T_c$ is given by points for which the maximum uncertainty comes from changing the renormalisation scale. The relative maximal uncertainty on $T_c$ derived from gauge dependence decreases with $T_c$ increasing, while for scale dependence the relative maximal uncertainty always lies around 10%. Conversely, varying the renormalisation scale can have the greatest impact on $\gamma_{\text{EW}}$ for small $\gamma_{\text{EW}}$, and $\max |\Delta \gamma_{\text{EW}}|/\gamma_{\text{EW}}$ derived from gauge dependence increase with $\gamma_{\text{EW}}$ increasing. The relative maximal uncertainty on $\gamma_{\text{EW}}$ can scarcely reach about 500%, because large $\gamma_{\text{EW}}$ corresponds small $T_c$, which become sensitive to the Lagrangian parameters.
Figure 15: Distributions of maximum change in the critical temperature (upper) and transition strength (lower) for samples shown in Fig. 14. The bars are colored by the fraction of points for which gauge dependence was the greatest source of uncertainty.

The relative uncertainties can be as large as 100% when one of the $T_c \simeq 0$ GeV, but it is rare to encounter such cases in general scans because the parameters need to be fine-tuned to achieve low $T_c$. In Fig. 15, we display the distribution of relative and absolute uncertainties of $T_c$ and $\gamma$ of the 3-dimensional random scan. We find that absolute (relative) uncertainties of $T_c$ and $\gamma$ for most of the samples are smaller than 13 GeV (10%) and 0.4 (14%), respectively, but that no samples have uncertainties smaller than 10 GeV (9%) and 0.19 (11%). In extreme and rare cases, $\max |\Delta T_c|$ and $\max |\Delta \gamma_{\text{EW}}|$ reached 77 GeV and 0.49 respectively, and in an even more detailed scan the maximum uncertainty would be even larger. We see from the colors of the bars that for points with moderate or large uncertainties, the greatest source of uncertainty is almost always gauge dependence. This final remark is subject to the choice of scales and gauge parameters that we compare. With a smaller range of gauge parameters, $\xi = 0$ to $\xi = 3$, it was instead found that scale dependence was the greatest source of uncertainty for the majority of the parameter space.

5 Conclusions

First-order phase transitions could have occurred in the history of our Universe, helped lead to the abundance of matter over anti-matter, and left behind observable gravitational wave signatures. In perturbative calculations in models of particle physics, however,
the properties and occurrence of first-order phase transitions are sensitive to somewhat arbitrary choices, including choices of renormalisation scale and gauge. We investigated the impact of those choices in detail, using the electroweak phase transition in the SM extended by a real scalar singlet as a benchmark. We explored the three-dimensional parameter space of this model through one- and two-dimensional slices as well as three-dimensional scans.

We refrain from making recommendations about the best choices, and instead wish to emphasise the sizes of the uncertainties and which choices influence the results the most. The scale dependence in the $\overline{\text{MS}}$ scheme and gauge dependence were the most significant sources of arbitrariness. Regarding the former, we found that

- Changing $Q$ from $\frac{1}{2}m_t$ to $2m_t$ induced moderate changes in the PT properties, typically less than about 10%.
- Scale dependence was particularly severe in the PRM scheme, and only somewhat alleviated by using RGE running.
- Counter-intuitively, applying two-loop RGE running in the $\overline{\text{MS}}$ scheme worsened scale dependence, possibly because this was not a strict fixed-order calculation and because we neglected the anomalous dimension of the fields.
- Similarly, the Parwani method worsened scale dependence, despite the possibility of cancellations in the scale dependence between the CW and finite-temperature parts of the potential.
- Whenever the PT properties strongly depend on the choices of Lagrangian parameters, they inevitably strongly depend on the choice of scale.
- Only about 10% of our points with a FOPT at $Q = m_t$ didn’t have a FOPT at both $Q = \frac{1}{2}m_t$ and $2m_t$.

In an OS-like scheme, on the other hand, we found quite similar results to the $\overline{\text{MS}}$ scheme at $Q = m_t$, though in extreme cases the differences in critical temperature reached about 10 GeV. Regarding gauge dependence, we found that

- In the $\overline{\text{MS}}$ scheme the gauge dependence of the critical temperature and transition strength could be $\mathcal{O}(100\%)$ in extreme cases when $\xi$ was varied from 0 to 25 for both the $R_\xi$ and covariant gauges, though was typically milder.
- When varying between $\xi = 0$ and 1, with an upper bound consistent with an $\mathcal{O}(1)$ bound from perturbativity [60, 81], the gauge dependence was extremely mild.
- The gauge-independent PRM and HT predictions for PT properties were similar to each other and quite different from those from the $\overline{\text{MS}}$ method.
- Despite being gauge independent, gauge dependence creeps into the PRM and HT methods when Lagrangian parameters are determined from tadpole conditions or mass constraints in a gauge-dependent way. In these cases the gauge dependence was similar to that in the $\overline{\text{MS}}$ scheme.
• In the $R_ξ$ gauge, we can avoid the GC at $ξ = 0$ by using the Higgs mass squared parameter obtained from one-loop tadpole conditions in the calculation of the field-dependent Goldstone masses. However, even with this approach, Goldstone catastrophes still occurred for other choices of $ξ$ for which Goldstones were massless in the EW vacuum.

• About 50% of our points with a FOPT at $ξ = 0$ didn’t have a FOPT at $ξ = 25$.

Finally, the impact of the different treatments of daisy diagrams and the GC were relatively small, always changing the critical temperature by less than about 10 GeV.

In summary, we investigated the major sources of arbitrariness in perturbative treatments of FOPTs, including renormalisation scales and schemes, and gauges and gauge fixing parameters. We found that moderate variations in these choices, especially the choice of gauge parameter, may lead to significant changes in the predictions for the FOPTs.
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A Phase structure

In the SSM, the FOPT almost always happens between a minimum of the form $\phi_s \equiv (v_{h}^{\text{high}} = 0, v_{s}^{\text{high}})$ and minimum of the form $\phi_h \equiv (v_{h}^{\text{low}}, v_{s}^{\text{low}} = 0)$, as shown in the top left panel in Fig. 16. Fig. 16 shows the evolution of minima of the effective potential with temperature for different cases. In all the cases, there is only one minimum at high temperature, $T > 400$ GeV. In the top left panel, a second-order phase transition occurs at $T \simeq 300$ GeV from the origin to a minimum at $(\phi_h = 0, \phi_s \neq 0)$, indicated by orange lines. With temperature decreasing, a FOPT becomes possible below $T_c = 114$ GeV, after which the minimum at $(\phi_h \neq 0, \phi_s = 0)$ becomes the deepest minimum of the effective potential.
Figure 16: Typical phase structures in the SSM. The lines show the field values at a particular minimum as a function of temperature. The arrows indicate that at that temperature the two phases linked by the arrows are degenerate and thus that a FOPT could occur in the direction of the arrow.

There are parameter points for which no FOPT occurs during the evolution of the potential with temperature. They may be split into three cases:

- The minimum at \((\phi_h \neq 0, \phi_s = 0)\) is never the deepest minimum, so there is no transition from the minimum at \((\phi_h = 0, \phi_s \neq 0)\) to it, as shown in the top right panel of Fig. 16. This happens for large \(\lambda_{hs}\), small \(\lambda_s\) and \(m_S\), i.e. the top left corners of the \(\lambda_s-\lambda_{hs}\) and \(m_s-\lambda_{hs}\) planes in Fig. 4.

- There is never a minimum at \((\phi_h = 0, \phi_s \neq 0)\) during the evolution, and the phase transition from the origin to \((\phi_h \neq 0, \phi_s = 0)\) is not a strong first-order transition. This is similar to the situation in the SM. This case is displayed in the bottom left panel of Fig. 16, and corresponds to small \(\lambda_{hs}\) and large \(\lambda_s\) and \(M_S\). This kind of transition is ignored in 2-dimensional and 3-dimensional scans.

- The phase transition from the minimum at \((\phi_h = 0, \phi_s \neq 0)\) to the minimum at \((\phi_h \neq 0, \phi_s = 0)\) is not first-order, which is presented in the bottom right panel of Fig. 16. It is caused by large \(\lambda_s\) and small \(m_s\).

In our calculations, there are more complicated phase structures than above cases, caused by numerical problems, such as the fact that the thermal functions are not smooth.
To maintain consistency, unless otherwise stated we only compare and show the type of FOPT shown in the top left panel of Fig. 16 in our results.

## B Benchmark point

| $m_s$ | $\lambda_s$ | $\lambda_{hs}$ | $\xi$ | $\mu_h^2$ | $\mu_s^2$ | $\lambda_h$ | $T_c$ | $\gamma_{\text{EW}}$ | $\nu_s^\text{high}(T_c)$ | $\nu_h^\text{low}(T_c)$ |
|-------|-------------|----------------|------|----------|----------|-------------|------|----------------|----------------|----------------|
| 65    | 0.1         | 0.3            | 0    | 8720.10  | 4860.43  | 0.129       | 113.54 | 1.79           | 211.04         | 203.53         |
|       |             |                | 25   | 7721.33  | 5267.03  | 0.106       | 114.56 | -1.90          | 220.43         | -217.13        |
|       |             |                |      | 998.8    | -406.6   | 0.023       | -1.016 | 3.69           | -9.39          | -13.60         |
| 58    | 0.1         | 0.3            | 0    | 8723.64  | 5722.60  | 0.129       | 94.90  | 2.36           | 234.75         | 223.58         |
|       |             |                | 25   | 7725.12  | 6128.86  | 0.106       | 82.86  | 2.87           | 245.66         | 237.40         |
|       |             |                |      | 998.53   | -406.26  | 0.023       | 12.04  | -0.51          | -10.91         | -13.82         |
| 72    | 0.1         | 0.3            | 0    | 8716.74  | 3900.27  | 0.129       | 129.87 | 1.36           | 180.70         | 176.87         |
|       |             |                | 25   | 7717.74  | 4307.17  | 0.106       | 142.13 | -1.31          | 185.05         | -186.62        |
|       |             |                |      | 999.00   | -406.90  | 0.023       | -12.26 | 2.68           | -4.36          | -9.75          |
| 65    | 0.09        | 0.3            | 0    | 8720.11  | 4862.84  | 0.129       | 108.47 | 1.94           | 224.43         | 209.92         |
|       |             |                | 25   | 7721.34  | 5269.44  | 0.106       | 105.38 | 2.13           | 235.65         | 224.44         |
|       |             |                |      | 998.77   | -406.60  | 0.023       | 3.09   | -0.19          | -11.23         | -14.52         |
| 0.11  | 0.3         | 0.3            | 0    | 8720.09  | 4858.02  | 0.129       | 117.62 | 1.68           | 199.57         | 197.81         |
|       |             |                | 25   | 7721.32  | 5264.62  | 0.106       | 121.80 | 1.73           | 207.02         | 210.41         |
|       |             |                |      | 998.77   | -406.59  | 0.023       | -4.19  | -0.05          | -7.45          | -12.61         |
| 65    | 0.27        | 0.3            | 0    | 8718.11  | 3953.10  | 0.129       | 128.62 | 1.40           | 183.27         | 179.53         |
|       |             |                | 25   | 7719.28  | 4319.66  | 0.106       | 140.41 | 1.35           | 185.10         | 189.13         |
|       |             |                |      | 998.83   | -366.56  | 0.023       | -11.79 | 0.05           | -1.82          | -9.60          |
| 0.33  | 0.1         | 0.3            | 0    | 8722.40  | 5766.98  | 0.129       | 94.00  | -2.39          | 236.00         | 224.32         |
|       |             |                | 25   | 7723.71  | 6213.46  | 0.106       | 78.95  | -3.03          | 248.13         | -239.03        |
|       |             |                |      | 998.69   | -446.47  | 0.023       | 15.05  | 0.64           | -12.13         | 14.71          |

**Table 2:** Values of Lagrangian parameters, critical temperature, $\gamma_{\text{EW}}$, and VEVs for points around the benchmark point in the $\overline{\text{MS}} + \text{GC}_\text{SelfEnergy}_\text{Sol}$ scheme. All dimensionful quantities are in GeV or GeV$^2$. The blue numbers show difference between quantities evaluated at $\xi = 0$ and 25.

In Tab. 2, we present input parameters, parameters extracted from tadpole conditions, critical temperature and transition strength of the benchmark point used in Sec. 4, for different gauge parameters. Here we used the $\overline{\text{MS}}$ scheme in $R_\xi$ gauges, the Arnold-Espinosa technique to resum daisy terms, $\text{GC}_\text{SelfEnergy}_\text{Sol}$ to solve the GC and set $Q = m_t$. 


## Mass spectrum

The field-dependent Higgs and singlet masses are given by the eigenvalues of the scalar mass matrix

\[ M_\phi^2(\phi) = \begin{pmatrix} \frac{\partial^2V}{\partial \phi_h^2} & \frac{\partial^2V}{\partial \phi_h \partial \phi_s} \\ \frac{\partial^2V}{\partial \phi_h \partial \phi_s} & \frac{\partial^2V}{\partial \phi_s^2} \end{pmatrix}, \tag{43} \]

When evaluated at the EW VEV, they are the masses of the Higgs and singlet. The off-diagonal terms vanish in the \( \mathbb{Z}_2 \)-symmetric model because \( v_s = 0 \) at \( T = 0 \), such that the masses are the simply the diagonal entries, which are given in eqs. (10) and (11). The \( Z \) boson and photon field-dependent masses are similarly obtained as eigenvalues of the neutral gauge boson mass matrix

\[ M_{A^0}^2(\phi) = \begin{pmatrix} \frac{1}{4} g^2 \phi_h^2 & -\frac{1}{4} gg' \phi_h^2 \\ -\frac{1}{4} gg' \phi_h^2 & \frac{1}{4} g^2 \phi_h^2 \end{pmatrix}. \tag{44} \]

We use the third family approximation for the fermions, and so include the masses

\[ m_{b,t,\tau}^2(\phi) = \frac{y_{b,t,\tau}^2}{2} \phi_h^2. \tag{45} \]

This ignores fermions lighter than the bottom quark.

The scalars and longitudinal components of the gauge bosons receive Debye corrections at finite temperature. The Debye corrections are diagonal matrices that are added to the corresponding mass matrices before diagonalisation, with eq. (43) becoming

\[ M_\phi^2(\phi, T) = \begin{pmatrix} \frac{\partial^2V}{\partial \phi_h^2} + c_h T^2 & \frac{\partial^2V}{\partial \phi_h \partial \phi_s} \\ \frac{\partial^2V}{\partial \phi_h \partial \phi_s} & \frac{\partial^2V}{\partial \phi_s^2} + c_s T^2 \end{pmatrix}, \tag{46} \]

where the scalar Debye coefficients are

\[ c_h = \frac{1}{48} \left[ 9g^2 + 3g'^2 + 2 \left( 6y_t^2 + 6y_b^2 + 2y_{\tau}^2 + 12\lambda_h + \lambda_{hs} \right) \right], \tag{47} \]

\[ c_s = \frac{1}{12} \left[ 2\lambda_{hs} + 3\lambda_s \right]. \tag{48} \]

For the longitudinal components of the gauge bosons, eq. (44) becomes

\[ M_{A^0}^2(\phi) = \begin{pmatrix} \frac{1}{4} g^2 \phi_h^2 + \frac{11}{6} g^2 T^2 & -\frac{1}{4} gg' \phi_h^2 \\ -\frac{1}{4} gg' \phi_h^2 & \frac{1}{4} g^2 \phi_h^2 + \frac{11}{6} g^2 T^2 \end{pmatrix}. \tag{49} \]

Note that the ghosts do not get a thermal mass \[115\]. Lastly, the Goldstone boson masses receive the Debye correction \( c_h T^2 \) in both the \( R_\xi \) and covariant gauges, and the
longitudinal component of the $W$ boson receives the Debye correction $\frac{11}{6} g^2 T^2$. Performing the diagonalisation leaves the following field-dependent thermal boson masses,

$$
\overline{m}_h^2(\phi, T) = - (\mu_h^2 + \mu_s^2) + 3 \left( \lambda_h \phi_h^2 + \lambda_s \phi_s^2 \right) + \frac{1}{2} \lambda_h \left( \phi_h^2 + \phi_s^2 \right) + (c_h + c_s) T^2 \\
+ \left[ \left( - (\mu_h^2 - \mu_s^2) + 3 \left( \lambda_h \phi_h^2 - \lambda_s \phi_s^2 \right) - \frac{1}{2} \lambda_h \left( \phi_h^2 - \phi_s^2 \right) + (c_h - c_s) T^2 \right]^2 \\
+ 4 \lambda_h^2 \phi_h^2 \phi_s^2 \right]^{\frac{1}{2}},
$$

(50)

$$
\overline{m}_s^2(\phi, T) = - (\mu_h^2 + \mu_s^2) + 3 \left( \lambda_h \phi_h^2 + \lambda_s \phi_s^2 \right) + \frac{1}{2} \lambda_h \left( \phi_h^2 - \phi_s^2 \right) + (c_h + c_s) T^2 \\
- \left[ \left( - (\mu_h^2 - \mu_s^2) + 3 \left( \lambda_h \phi_h^2 - \lambda_s \phi_s^2 \right) - \frac{1}{2} \lambda_h \left( \phi_h^2 - \phi_s^2 \right) + (c_h - c_s) T^2 \right]^2 \\
+ 4 \lambda_h^2 \phi_h^2 \phi_s^2 \right]^{\frac{1}{2}},
$$

(51)

$$
m_G^2(\phi, T) = \mu_h^2 + \lambda_h \phi_h^2 + \frac{1}{2} \lambda_h \phi_s^2 + c_h T^2,
$$

(52)

$$
m_R^2(\phi) = g_4^2 \phi_h^2,
$$

(53)

$$
m_{W_L}^2(\phi, T) = g^2 \phi_h^2 + \frac{11}{6} g^2 T^2,
$$

(54)

$$
m_{\gamma_T}^2(\phi) = 0,
$$

(55)

$$
m_{\gamma_L}^2(\phi, T) = \frac{1}{24} \left[ \left( g^2 + g'^2 \right) \left( 3 \phi_h^2 + 22 T^2 \right) \\
- \sqrt{9 (g^2 + g'^2)^2 \phi_h^4 + 44 T^2 (g^2 - g'^2)^2 (3 \phi_h^2 + 11 T^2)} \right],
$$

(56)

$$
m_{Z_T}^2(\phi) = \frac{g^2 + g'^2}{4} \phi_h^2,
$$

(57)

$$
m_{Z_L}^2(\phi, T) = \frac{1}{24} \left[ \left( g^2 + g'^2 \right) \left( 3 \phi_h^2 + 22 T^2 \right) \\
+ \sqrt{9 (g^2 + g'^2)^2 \phi_h^4 + 44 T^2 (g^2 - g'^2)^2 (3 \phi_h^2 + 11 T^2)} \right].
$$

(58)

At zero temperature, the photon mass vanishes as expected. The degrees of freedom for these masses are $n_h = n_s = 1$, $n_G = 3$, $n_{\gamma_L} = n_{Z_L} = 2$, $n_{\gamma_T} = n_{Z_T} = 1$, $n_{W_L} = 4$, $n_{W_T} = 2$, $n_T = 4$, and $n_h = n_l = 12$. The degrees of freedom for the scalar particles differs in the covariant gauge, as discussed in Sec. 2.2.

### D Numerical uncertainties

All the numerical results presented above are obtained using PhaseTracer [63]. In the manual [63], we have shown the numerical uncertainty in the calculation of a phase
transition using the HT method and the SSM as an example. The differences between the analytic formulae and the numerical results from PhaseTracer are less than about 0.01%. In this section, we further discuss numerical uncertainties and issues we encountered in this work.

The SM parameters involved in the effective potential models include mass of the SM-like Higgs \( m_h \), SM EW VEV at zero-temperature \( v \), the gauge coupling constants \( g \) and \( g' \), and the Yukawa coupling \( y_t \), \( y_b \) and \( y_\tau \). Since we use FlexibleSUSY for our RGE running, we use the default values in FlexibleSUSY in all the models to be consistent:

\[
\begin{aligned}
m_h &= 125.25 \text{ GeV}, & v &= 247.4554 \text{ GeV}, & g &= 0.6477, & g' &= 0.3586, \\
y_t &= 0.9341, & y_b &= 0.01547, & y_\tau &= 0.010014.
\end{aligned}
\]

(59)

Modifying these values will of course affect the values of \( T_c \) and \( \gamma_{EW} \). However, by regenerating all the results with \( m_h = 126.0 \text{ GeV} \) and \( v = 246 \text{ GeV} \) we have checked that it will not qualitatively change our above discussions and conclusions.

There is no closed-form solution for calculation of the thermal functions, \( J_B(y^2) \) and \( J_F(y^2) \), in eq. (25). The precision of several numerical methods to do this has been fully discussed in [116]. PhaseTracer adopts the same method as CosmoTransitions [117], calculating a series of points by quadrature integration in SciPy library for Python and then using B-spline interpolation to get thermal functions of any point. This method is very fast and pretty accurate except around \( y^2 = 0 \). We find that the second-order derivative of the thermal function obtained in this way is not continuous at \( y^2 = 0 \). Fortunately, it is very rare that the minima at \( T_c \) encounter \( y^2 = 0 \), so the \( T_c \) of the FOPT is not ruined.

Nevertheless, the discontinuity of the second-order derivatives of the thermal function around zero mass may introduce an additional artificial minimum in the effective potential, which will form an artificial phase. In some cases, there is a transition between this artificial phase and an ordinary phase, especially if the Arnold-Espinosa method is used for daisy resummation. The Parwani method can partially avoid this situation, because the Debye corrections to the field-dependent masses are positive such that we do not encounter zero masses at the minimum. In any case, the artificial phase cannot affect our results because we focus on the FOPT described in appendix A, and ignore other transitions.

As already discussed, the number density of parameter points sampled in the scan will impact the maximum change in the critical temperature and transition strength found. Since the maximum change occurs when \( T_c \) is very sensitive to the input parameters, the more detailed scan we have, the larger the maximum uncertainty we are likely to obtain. Besides, the local minimum finding algorithm adopted in PhaseTracer has large numerical uncertainty when the potential around the minimum tends to be flat, and has a chance of misidentifying a saddle point as a minimum. This causes noise in our plots. The more detailed scan we have, the more noisy points will appear.

These numerical problems do not only exist in the SSM or only when using PhaseTracer. As the SSM is quite a simple model, we anticipate that further issues and larger uncertainties could be found in more complicated models. Therefore, they should be carefully considered in any perturbative calculations of phase transitions.
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