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Abstract—The widespread adoption of 5G cellular technology will evolve as one of the major drivers for the growth of IoT-based applications. In this paper, we consider a Service Provider (SP) that launches a smart city service based on IoT data readings: in order to serve IoT data collected across different locations, the SP dynamically negotiates and rescales bandwidth and service functions. 5G network slicing functions are key to lease appropriate amounts of resources over heterogeneous access technologies and different site types. Also, different infrastructure providers will charge slicing service depending on specific access technology supported across sites and IoT data collection patterns.

We introduce a pricing mechanism based on Age of Information (AoI) to reduce the cost of SPs. It provides incentives for devices to smooth traffic by shifting part of the traffic load from highly congested and more expensive locations to lesser charged ones, while meeting QoS requirements of the IoT service. The proposed optimal pricing scheme comprises a two-stage decision process, where the SP determines the pricing of each location and devices schedule uploads of collected data based on the optimal uploading policy. Simulations show that the SP attains consistent cost reductions tuning the trade-off between slicing costs and the AoI of uploaded IoT data.

Index Terms—Age of Information, IoT, Markov Decision process, pricing mechanism, Simulated Annealing.

I. INTRODUCTION

Data collection at scale represents the key signature of future IoT applications, posing significant challenges in the integration of emerging 5G networks and IoT technologies as identified in early studies [1]. In fact, pervasive object readings will play a decisive role in the context of smart cities for both process monitoring and management [2]. Using IoT, a whole new set of applications will be able to feed local information generated by both objects and mobile devices into their databases. Such information streams are consumed for management and prediction purposes by services such as city air management, smart waste management or traffic management, and demand-response schemes [3]. Data brokerage is thus emerging as one of the most interesting business opportunities: new service providers in 5G networks can seize the opportunity to mediate between companies purchasing IoT data and device owners. This is considered a cornerstone in creating a marketplace for IoT data [4]–[7] which is essential for the uptake of smart city services.

The architecture of IoT networks must be able to support local data streams collected from highly heterogeneous information sources, including e.g., meters for water and electricity management, outdoor and indoor positioning data, parking presence sensors, and a whole new set of user-generated contents related to mobile application-specific data. Indeed, the long-standing problem of integrated architectures and protocols to support IoT data collection appears finally solved by the uptake of 5G connectivity [8]. Slicing techniques offered by 5G technology allow Infrastructure Providers (InP) to offer differentiated services to their customers using shared resource pools. A slice for IoT services, in this context, is a share of mobile network infrastructure obtained by forming a logical network on top of the physical one connecting IoT devices (Fig.1). More generally, traffic differentiation in 5G systems can be obtained by isolating specific traffic categories within slices, which in turn can be dedicated to serving target verticals under specific service isolation guarantees [9] [10]. Smart city services, where Service Providers (SP) support IoT data readings from mobile sensing devices are a key use case of slicing service. In this context, the role of the SP is to lease resources (radio, processing, storage and radio resources) in the form of one or more dedicated slices and from one or multiple InPs; the leased slice will support the connectivity of the fleet of devices taking part to the IoT sensing services at a cost for the upload of sensed data.

The costs incurred by sensing services depend on a number of factors, including the business model and the ownership of the sensing devices. It is possible that sensing devices are owned by the SP whereas the sensing services are designed and run by third parties and offered, e.g., as a smartphone app. In this case, the sensing services involve payments to the SP [11]. If the SP is in charge of the sensing services and also the slicing services, in turn, non-monetary costs – similar to the shadow prices defined in [12] – can be used effectively as a penalty to avoid hot-spot phenomena by deterring the upload of sensed data in congested areas.

IoT sensing services relying on 5G technology pose their own challenges. The informative content of sensed data changes over time depending on the profile of the IoT sensing service. Information on traffic mobility, for instance, will retain its value on the timescale of the tenths of seconds, whereas temperature and pollution measurements will change in the timescale of the hours. Clearly, managing IoT devices requires a mechanism to control information freshness, the latter being also referred to as the age of information (AoI). Such mechanism, known as aging control, determines when
IoT readings should be uploaded to avoid stale information.

Controlling the AoI dynamics of data carried by IoT devices permits to trade-off between the value of IoT sensing readings – indeed specific to a tagged service – for the cost for uploading them using the 5G IoT slicing service. Motivated by the aging control problem intrinsic to IoT devices, and by the traffic offloading capabilities enabled by 5G technology, in this paper we investigate the following two questions:

1) given the requirements of a tagged IoT sensing service and the SP charging rates, what is the optimal upload strategy to control information freshness at the device level?

2) how should the SP incentivize users to offload IoT data in order to reduce the costs to lease the resource slice?

In the first part of the paper, we address the first question via the control of AoI at the device level, and we derive an optimal upload strategy. Sensing devices trigger the upload of sensed data depending on two factors: the application profile and the price for the IoT sensing service. It is the application profile to determine for how long sensed data retains their value, whereas location-dependent prices determine the unit cost of sensed data uploads performed using the IoT slice. The problem is formulated as a Markov decision process (MDP). The optimal stationary policy solving the problem has the multi-threshold structure: the upload of information occurs depending on the upload prices available to a tagged device, i.e., prices available in the cell it is connected to, and on the AoI relative to the data stored in the device memory. In the second part of the paper, the minimization of the slicing service costs is addressed: the SP optimizes the vector of prices that are exposed to devices with the aim to minimize the cost paid to the InP for leasing the slice while satisfying the applications’ delay target.

Prior art and main contribution. The two control actions considered in this work are traffic offloading control and aging control. Traffic offloading is a standard networking technique to perform load balancing and avoid traffic congestion. However, in 5G networks, it must work on a per slice basis, and must be made available to SPs in a transparent fashion with respect to InP traffic management tools. Aging control on the other hand is a key requirement for sensing applications in IoT systems. These two problems have been addressed separately [13]–[17], but no prior work has considered the two problems at once to the best of the authors’ knowledge. This paper aims to connect these two research lines within a unified framework. We propose algorithms to solve the joint offloading and AoI control in Sec. VI. We report numerical results in Sec. VII and we revise related works in Sec. VIII. A closing section ends the paper.

II. SYSTEM DESCRIPTION

A Service Provider (SP) offers Internet connectivity to heterogeneous IoT devices over a physical region (Fig.1). The SP can act as a data broker, i.e., it collects data from device owners or from mobile IoT devices deployed across the region and sell the data to interested parties under Data as a Service (DaaS) scheme or use the collected data to run his own service. To that aim, a single SP can aggregate resources leased from various available InPs at different locations. Each InP provides dedicated 5G slices for IoT data collection at certain cost. In practice, sensed data is relayed using a fleet of mobile devices uploading them at the need while mobile relays are served through resources across a pool of base stations covered by the selected InPs infrastructures.

Because sensed data belongs to a variety of categories, e.g., healthcare data, environmental monitoring data, road traffic data, etc., it has different time sensitivity. SP customers will require brokered IoT data to comply with certain QoS requirements. Throughout this work, the latency of delivered IoT data is the reference SLA metric (indeed it is a fundamental parameter for, e.g., industrial automation, intelligent transport systems, and healthcare monitoring applications). Latency, in turn, is impacted by the locations from which mobile devices upload sensed data. Note that aggregated traffic may vary significantly across regional locations, e.g., due to the presence of hotspots. Ultimately, the SPs need to grant target QoS figures for a given IoT application and obey standardized SLA. To this aim, the key enabler is 5G network slicing by which the SP negotiates and adjusts the scale of bandwidth and service functions. In practice, this entails orchestrating
slicing functionality across heterogeneous access technologies (5G, LTE, 3G, and Wi-Fi), over different site types (macro, micro, and pico base stations) and over multiple InPs. The cost of leased infrastructures depends on chosen InPs, specific access technology supported across regional sites, and IoT data collection patterns. For the sake of clarity, we shall refer to bandwidth costs only, but the whole framework may well include also costs for local computation and/or storage [18].

In order to comply with SLA agreements for IoT data collection, the SP dynamically determines the resources per slice required to match the current demand. Due to scarcity of resources, higher costs will be incurred in crowded and congested locations. Hence, the SP designs an IoT data collection policy by which freshness of IoT data is traded off against costs. In fact, the upload of non-critical data can be deferred to occur at a location with smaller costs yet complying with SLAs, i.e., target latency figures.

The key mechanism detailed in the next section is a price-based load balancing scheme where the SP incentivizes users not to upload data from congested locations. Prices are dynamically set, e.g., based on the congestion levels. Different locations are tagged by a price to upload a unit of IoT data. The whole scheme takes advantage of user mobility: while IoT devices are carried by users appliances and move across the regions, data upload can be diverted towards less congested locations. Through pricing, the SP can shift the IoT traffic generated by mobile IoT devices from locations where data are sensed to less crowded ones, where leased slice resources are relatively cheaper. Following example provides the intuition behind the traffic offloading mechanism.

Fig. 2(a) shows a scenario that has no control mechanism for traffic upload. As a result, up-link traffic is high in location $i$ and the SP may lose part of the data due to outage. In addition, upload costs would be higher as well. In Fig. 2(b), in contrast, upload traffic is well distributed. A traffic offloading mechanism is adopted, and there is no overburden on any particular access point.

In the following sections, we introduce the mechanism that combines aging control and traffic offloading. This mechanism, deployed at each device, is designed based on the aggregated mobility of the devices. Nonetheless, if the individual mobility of devices is available, the mechanism can also leverage this information, noting that the objective of the device is to find an optimal strategy to upload the collected data. If decisions are made per device, using individual mobility patterns, heterogeneity across devices does not impact the upload decisions of each device.

III. TRAFFIC OFFLOADING

In this section, we formulate the SP pricing scheme which is used to minimize the total cost incurred by the SP. The resulting control problem accounts for the mobility pattern of devices and the delay requirements of the IoT data collection service. At each location, the SP selects the corresponding InPs. Let $L = \{1, 2, ..., L\}$ be the set of locations. We denote by $B_i$ the maximum bandwidth at location $i$, $1 \leq i \leq L$, resulting in a maximum bandwidth vector $B$. Each location is tagged with a unit price, resulting in a price vector $p = (p(i), i \in L) \in \mathbb{R}^L$. The price vector induces a set of $K$ different prices denoted by $\mathcal{P}_K$, $\mathcal{P}_K = \{P_1, ..., P_K\}$, where $P_1 < ... < P_K$. Prices impact location-dependent upload policies which determine when a mobile IoT device should upload sensed data, based on the current age of information. The age of information represents the time elapsed from sensor reading until upload. Let $\Delta_i(p)$ be the random variable representing the age of information based on the price vector at upload time – for data collected at location $i$. Let $C_i$ be the monetary unit cost to lease bandwidth at location $i$. Let $D_i$ be the amount of data generated by devices at location $i$ during a time slot. Finally, the upload control is represented by variable $Y_{ij}(p)$, which is the average traffic rate for data collected at location $i$ and uploaded at location $j$. Notations are summarized in Table I.

Next, we pose the optimization problem faced by the SP, named here as TRAFFIC OFFLOADING:

$$\min_p \sum_{i \in L} \sum_{j \in L} C_i Y_{ij}(p)$$

subject to

$$\sum_{j \in L} Y_{ij}(p) \leq B_i, \forall i \in L$$  \hspace{1cm} (1)

$$\sum_{j \in L} Y_{ij}(p) = D_i, \forall i \in L$$  \hspace{1cm} (2)

$$\mathbb{P}(\Delta_i(p) > d) \leq \epsilon, \forall i \in L$$  \hspace{1cm} (3)

$$Y_{ij} \geq 0, \forall i, \forall j \in L$$  \hspace{1cm} (4)

In this model, (1) is the per location constraint on the available bandwidth for the IoT slice, and (2) is a flow conservation constraint. Constraint (3) provides a tunable SLA constraint on the age of information collected at specific location $i \in L$, depending on a target latency value $d > 0$ and on tolerance $\epsilon > 0$.

The main challenge to solve the TRAFFIC OFFLOADING problem is to account for the mobility pattern of devices. In fact, they collect data at some tagged location, and they upload it according to the chosen policy, in order to meet QoS requirements. In practice, once a sensing device is associated with a tagged location, it will be informed of a price available for the IoT slicing service, so that the decision to upload or not can be implemented onboard of sensing devices in a fully distributed fashion. In Section V we shall provide an algorithm able to determine the optimal price vector $p$ solving the traffic offloading problem. Before that, in the next section, we determine the optimal upload control at the device for a given price vector $p$.

AoI is key for IoT data, as it represents how “fresh” is information, e.g., given the rate at which new samples are produced by a given sensor [19]–[21] AoI is the time difference between the time of generation and the time of successful delivery of data to destination. In general different services have different QoS requirements: services using data collected from various IoT devices have thus different tolerance with respect to the age of information. For example services
which provide traffic status updates may need AoI in the order of seconds. Conversely, traffic status predictors may tolerate higher values of AoI. In essence, AoI is a new performance metric able to complement traditional throughput/delay-based performance evaluation.

Throughout this work, the control of AoI is corresponds to the upload control with the upload control. More explicitly, the reward that the MSP achieves by uploading data depends on the value of the information at upload time. The case for a utility-based model is that it is flexible enough to allow the MSP to run different services by simply changing the utility function and pricing scheme. As an example, since the value of the information for real time updates decays very fast, it could be approximated as an exponential function. Different AoI utility functions could possibly used to match different QoS requirements [22].

IV. AGING CONTROL

Each device decides to upload data or defer based on its actual location, the vector of prices, and the age of information stored in its buffer. Let \( x_t \) be the age of information for data collected at time \( t \) by a tagged device: \( x_t = 1 \) when the device collects it, and increases by one at every time slot, except when the device uploads data or the collected data reaches the maximum age, denoted by \( M \). Note that \( M \) is a design parameter, assumed to be fixed and given. We let \( \mathcal{M} = \{1, \ldots, M\} \) so that \( x_t \in \mathcal{M} \). Let \( U(x) \) be the utility corresponding to uploading data with age of information \( x \), where \( U(\cdot) \) is a non-increasing function. The selection of the utility function is up to the SP. For example, if the SP wants to collect data concerning traffic updates, the value of the information may decrease exponentially fast. For pollution level updates, in contrast, the value may not decrease as fast. The state of a tagged device at time \( t \) is denoted \( s_t = (x_t, l_t) \), where \( x_t \) is the AoI as described in the above paragraph and \( l_t \) is the device’s location at time \( t \). Location \( l_t \in \mathcal{L} \) is the state of a finite, discrete, ergodic Markov chain, whose dynamics determines the mobility pattern. We denote the transition probability between location \( l \) and \( k \) by \( \lambda_{lk} \); \( \Lambda = \{\lambda_{lk}\} \), is the corresponding transition probability matrix. Finally, let \( \pi = [\pi_1, \pi_2, \ldots, \pi_L] \) be the steady state probability distribution.

The action set available at each device is to upload or defer, i.e., \( \mathcal{A} = \{0, 1\} \), where 0 means “defer” and 1 “upload”; the action taken at time \( t \) is denoted by \( a_t \). Hence the dynamics of the age of information at a tagged device is given by

\[
x_{t+1} = \begin{cases} 1, & \text{if } a_t = 1, \\ \min(x_t + 1, M), & \text{if } a_t = 0. 
\end{cases}
\]

Next, we characterize the transition probability of the resulting MDP. Let \( s = (x, l) \) be the current state of the device and let \( s' = (x', l') \) be its next state under action \( a \). The transition probability from \( s \) to \( s' \), under action \( a \), is given by

\[
\Gamma_{s,a,s'} = \begin{cases} \lambda_{l,l'}, & \text{if } x' = \min(x + 1, M) \text{ and } a = 0 \\ x' = 1 \text{ and } a = 1, & \text{otherwise.} \end{cases}
\]

\textbf{Instantaneous reward.} The instantaneous reward under the state action pair \( (s_t, a_t) \) at time \( t \), \( r_t(s_t, a_t) \), is

\[
r_t(s_t, a_t) = U(x_t) - p(l_t) \cdot a_t.
\]

\textbf{Upload policy.} The upload policy \( \mu \) for a tagged device is a probability distribution over the action space. In the rest of the discussion, we restrict to stationary policies; since our action space is a binary set, a policy simplifies into function \( \mu = \mu(s) \) expressing the probability the device performs action \( a = 1 \) in state \( s \).

\textbf{Problem statement:} The objective of each device is to maximize the expected average reward:

\[
\text{AGING CONTROL: } \max_{\mu} \mathbb{E}[r, \mu]
\]

\[
\mathbb{E}[r, \mu] = \lim_{\eta \to \infty} \frac{1}{\eta} \sum_{t=0}^{\eta-1} \mathbb{E}[r_t(x_t, l_t, a_t); \mu]
\]

Note that, if \( P_1 = 0 \), for any optimal strategy, the devices will upload immediately their collected data at locations with the price \( P_1 = 0 \). Alternatively, if \( P_1 > 0 \), the instantaneous reward can be expressed as

\[
r_t(s_t, a_t) = U(x_t) - (p(l_t) - P_1) \cdot a_t - P_1 a_t.
\]

Therefore, the value \( P_1 \) can be interpreted as the energy cost of each uploaded message. In the remainder of this paper, except otherwise noted, and without loss of generality, we assume \( P_1 = 0 \).

In what follows we characterize the optimal control policy that solves (7). We begin by introducing a special type of strategy, referred to as a \textit{multi-threshold strategy}. 

![Figure 2. a) Without traffic offloading mechanism b) With traffic offloading mechanism.](image)
Table I

| Notation  | Description |
|-----------|-------------|
| \( L \)  | set of regional locations; \( L = \{1, \ldots, L\} \) |
| \( P \)  | set of upload unit prices; \( P = \{p_1, \ldots, p_K\} \) |
| \( M \)  | set of information age values; \( M = \{1, \ldots, M\} \) |
| \( D_i \) | amount of data generated at location \( i \) during a time slot |
| \( \Pi_{ij} \) | transition probability from location \( i \) to \( j \) |
| \( A_{\tau} \) | probability of moving from location \( i \) to \( j \) in \( n \) steps without entering taboo set \( A \) |
| \( \pi_i \) | occupation probability of location \( i \) |
| \( B_i \)  | maximum bandwidth at location \( i \) |
| \( C_i \)  | monetary unit cost to lease bandwidth at location \( i \) |
| \( d \)  | target latency |
| \( N \) | number of IoT devices |
| \( F \) | average size of the collected data |
| \( \kappa \) | timeslot duration (seconds) |

Basic parameters

| Variables |
|-----------|
| \( t \) | current timeslot |
| \( x_t \) | age of information at time \( t \) |
| \( l_t \) | location at time \( t \) |
| \( s_t \) | state at time \( t \); \( s_t = (x_t, l_t) \) |
| \( a_t \) | action at time \( t \), where \( t \) means upload, and \( 0 \) defer |
| \( \mu(x, l) \) | function expressing the probability that the device performs action \( a = 1 \) in state \( s = (x, l) \) |
| \( \Gamma_{x,a,s'} \) | transition probability from \( s \) to \( s' \) under action \( a \) |
| \( r_t(s_t, a_t) \) | instantaneous reward under state action pair \( (s_t, a_t) \) at time \( t \) |

States, actions, transitions and rewards

Definition 1 (Multi-threshold strategy). A multi-threshold strategy is such that there exists \( K \) and threshold values \( \tau^{(j)} \), \( j = 0, \ldots, K - 1 \) such that \( \tau^{(0)} \leq \tau^{(1)} \leq \ldots \leq \tau^{(K)} \leq M \) and

\[
\mu(x, l) = \begin{cases} 
1 & \text{if } x \geq \tau^{(j)} \text{ and } p(l) \leq P_j \\
0 & \text{otherwise}
\end{cases}
\]

Note that \( K \) is the number of thresholds, and \( \tau^{(1)} \) and \( \tau^{(K)} \) are the minimum and maximum threshold values, \( \tau^{(1)} = 0 \) and \( \tau^{(K)} \leq M \).

A device using this multi-threshold strategy uploads the collected data at its current location \( l \) at price \( p(l) = P_j \) if the age of information exceeds \( \tau^{(j-1)} \). The following theorem reduces the problem of finding the optimal strategy for the AGING CONTROL problem to the one of finding the \( K \) thresholds \( \tau^{(j)}, j = 1, \ldots, K \).

Theorem 1. The optimization problem (7) admits a unique deterministic optimal multi-threshold strategy.

The proof of the above theorem is available in Appendix A.

We now characterize some further properties of the optimal thresholds. A qualitative description of the behavior of the optimal policy is depicted in Fig. 4. We observe that a multi-threshold strategy is a simple procedure to implement the distributed IoT upload control. In practice, when data is stored on a device, the AoI is one. Thus the device at the beginning will start by uploading only at locations where the price is \( P_1 = 0 \). Whenever AoI reaches \( \tau^{(j)} \), i.e., \( x \geq \tau^{(j)} \), the device switches to a second phase wherein an upload occurs if prices are less than or equal to \( P_j \), that is either in locations with corresponding prices \( P_1 \) or \( P_j \). Similarly, once a new threshold is reached, say \( \tau^{(j)} \), the device will upload the collected data at locations with a price less than or equal to \( P_j \).

Illustrative example. Figure 3 displays a simple illustration of the multi-threshold policy, wherein a device attached to a bicycle enters a location \( i \) where the price is \( P_j \) and the age of the information is such that it can only upload if price is \( P_j \). After displacement, the device enters a new location \( j \) with a tagged price of \( P_{j+1} \). By this time, age is higher than threshold \( \tau^{(j)} \), allowing the device to upload information with either \( P_1 \) or \( P_j \). Now, the device can upload the information as the price is acceptable.

As an immediate consequence of the proof of the previous theorem, we obtain the following corollary.

Figure 3. The upload mechanism: depending on the AoI, the upload decision is taken based on the shadow price value at the current location.

Figure 4. Structure of the multi-threshold policy; at the increase of the age of information upload action is optimal for an increasingly larger set of prices.
Corollary 1. At any location \( l \), \( \mu(x, l) = 1 \) if \( x \geq \tau(K) \).

The above corollary implies that the maximum age that can be reached by a message is \( \tau(K) \), where \( \tau(K) \leq M \).

In general, the set of locations where a device is allowed to upload data, as well as the age of information when the upload action is performed, depends on the distribution of the prices across the set of locations \( \mathcal{L} \) used for the slice leased by the SP. Such distribution can be optimized to reduce the cost of infrastructure utilization and yet satisfy the QoS requirements of the IoT service. In the next section, we shall connect the dynamics of AoI, the structure of the multi-threshold strategy, and the distribution of the prices. Before doing so, we shall further characterize additional properties of the multi-threshold policy. In particular, a key step is to characterize the number of prices that the optimal threshold strategy uses with positive probability.

Let \( \mathcal{L}_i = \{ l \in \mathcal{L} | p(l) \leq P_i \} \) and \( K_i p_i = \sum_{l \in \mathcal{L}_i} \lambda l \). In addition,

\[
S(i) = \sum_{x=2}^{M} (U(x) - U(M))(1 - K_i p_i) + U(1) - U(M) \quad (9)
\]

and

\[
K_i p_i = K_{i-1} p_i - K_{i+1}, \quad (10)
\]

Theorem 2. Let \( \mathcal{U} \) be the set of prices corresponding to locations wherein the optimal policy is to upload. Then,

- \( \mathcal{U} = \{ P_i \} \), if and only if

\[
S(1) < p(l), \quad \forall l \in \mathcal{L} \setminus \mathcal{L}_1 \quad (11)
\]

- \( \{ P_i \} \subseteq \mathcal{U} \), with \( P_i \neq 0 \), if and only if

\[
U(1) - (K_i p_i U(2) + (1 - K_i p_i) U(M)) > P_i \quad (12)
\]

\[
S(i) < p(l), \quad \forall l \in \mathcal{L} \setminus \mathcal{L}_i \quad (13)
\]

- \( \{ P_i, P_{i+1}, \ldots, P_{i+k} \} \subseteq \mathcal{U} \), if and only if condition (12) is met and

\[
S(i + k) < p(l), \quad \forall l \in \mathcal{L} \setminus \mathcal{L}_{i+k} \quad (14)
\]

The proof of the above theorem is available in Appendix B.

Theorem 2 establishes conditions under which devices upload data if and only if they are found in a given finite set of locations. In the following section, we derive optimal pricing assignments minimizing SP costs while still satisfying users QoS requirements, for a given assignment of price to locations.

Corollary 2. If \( P_i \neq 0 \), \( \mathcal{U} = \emptyset \), if and only if

\[
\sum_{x=1}^{M} (U(x) - U(M)) < p(l), \quad \forall l \in \mathcal{L} \quad (15)
\]

Proof of the above corollary is available in Appendix C.

V. JOINT AGING CONTROL AND TRAFFIC OFFLOADING

Once we determined the optimal distributed upload control, we return to the Traffic Offloading problem introduced in Sec. III.

A. Pricing as a tool for joint aging control and offloading

We recall that the SP aims at setting optimally the value of the shadow prices to reduce the total cost to lease resources from different InPs. Let us assume N IoT devices spread over the set of locations \( \mathcal{L} \). Each device generates data to be collected and sent to the IoT server located in the core network every \( \kappa \) seconds. Let \( \pi_j \) be the ergodic probability of a device collecting data at location \( j \) – which in turn depends on the mobility profile of devices. Hence, the total rate of collected data by devices in location \( j \) is given by

\[
D_j = N \pi_j F / \kappa, \quad (16)
\]

where \( F \) is the average size of the collected data.

First, observe that if shadow prices are constant over locations, i.e., \( p(l) = P_i \), \( l \in \mathcal{L} \), each device will transmit immediately the collected data and the total cost for SP is

\[
\sum_{j \in \mathcal{L}} C_j D_j = \frac{NF}{\kappa} \sum_{j \in \mathcal{L}} C_j \pi_j. \quad (17)
\]

Our primary interest for the distributed upload control via shadow pricing is to perform load balancing by shifting part of the traffic load from highly congested locations, which we expect indeed to be more expensive to lease, to lesser charged locations. At the same time, we aim at ensuring the QoS requirements of the IoT service. Under shadow pricing vector \( p \), the total rate uploaded at location \( j \) under the optimal threshold strategy is given by

\[
Y_j(p) = \sum_{i \in \mathcal{L}} Y_{ij}(p) = \sum_{i \in \mathcal{L}} D_i \pi_{y_{ij}(p)} = \frac{NF}{\kappa} \sum_{i \in \mathcal{L}} \sum_{j \in \mathcal{L}} \pi_{y_{ij}(p)} \quad (18)
\]

Hence the total cost writes

\[
\sum_{j \in \mathcal{L}} C_j Y_j(p) = \frac{NF}{\kappa} \sum_{j \in \mathcal{L}} C_j \left( \sum_{i \in \mathcal{L}} \pi_{y_{ij}(p)} \right) \quad (19)
\]

In what follows, we leverage the above equation as the objective of our optimization problem.

B. Formulation of joint offloading and aging control problem

Next, we account for the Aging Control problem introduced in Sec. IV under the Traffic Offloading problem introduced in Sec. III. The resulting joint problem is posed as follows.

JOINT OFFLOADING AND AGING CONTROL (JOAC):

\[
\text{minimize } \pi_{y_{ij}(p)} C_j \quad (20)
\]

subject to

\[
\sum_{i \in \mathcal{L}} \pi_{y_{ij}(p)} \leq f(\Delta_j), \quad \forall j \in \mathcal{L} \quad (21)
\]

\[
\sum_{j \in \mathcal{L}} \pi_{y_{ij}(p)} = D_i, \quad \forall i \in \mathcal{L} \quad (22)
\]

\[
\mathbb{P}(\Delta_i(p) > d) \leq \epsilon, \quad \forall i \in \mathcal{L} \quad (23)
\]

\[
y_{ij}(p) \geq 0, \quad \forall i, \forall j \in \mathcal{L} \quad (24)
\]
where \( y_{ij} \) is the expected per device upload rate for data collected at location \( i \) and uploaded at location \( j \).

We can calculate \( y_{ij}(p) \) based on the threshold strategy from section IV: we need to calculate the probability that a device collects data at location \( i \) and uploads it at location \( j \). The calculation is performed by determining \( f(i, j, t) \), namely the probability that a device collects data from location \( i \) and uploads it at time \( t \) in location \( j \). Such computation involves the use of taboo probability, defined as follows:

\[
A^{\lambda_{ij}}_{n} = \mathbb{P}(l_{1}, ..., l_{n-1} \notin A, l_{n} = j | l_{0} = i).
\]

This is the probability of moving from location \( i \) to location \( j \) in \( n \) steps without entering the taboo set \( A \); such transition probabilities are calculated in the standard way by considering the \( n \)-th power of the taboo matrix, which is obtained by zeroing the columns and the rows of the transition probability matrix corresponding to the taboo states, i.e., the states in \( A \). Based on the optimal threshold strategy, if a device collects data from a location \( i \in L_{1} \), it will immediately upload it. Thus for \( i \in L_{1} \), we have

\[
f(i, z, t; p) = \begin{cases} 1, & \text{if } z = i \text{ and } t = 1, \\ 0, & \text{otherwise.} \end{cases}
\]

For \( i \notin L_{1} \) and \( z \in L_{j} \), let us consider \( \tau(i) = \max(\tau(j) | \tau(j) < t) \). The explicit expression can be derived as follows

\[
f(i, z, t; p) = \begin{cases} 0, & \text{for } t < \tau(j) \\ \sum_{l_{1} \notin L_{1}} \sum_{l_{z} \notin L_{z}} \cdot \sum_{l_{t-1} \notin L_{t-1}} \mathcal{L}_{0}^{\lambda_{i1}} \cdot \mathcal{L}_{t}^{\lambda_{1t}} \cdot \mathcal{L}_{t-1}^{\lambda_{t-1}} \cdot \mathcal{L}_{\tau(i)}^{\lambda_{t-1} \tau(i)} & \text{for } \tau(j) \leq t \leq \tau(K) \\ 0, & \text{for } \tau(K) < t \leq M \end{cases}
\]

where

\[
n_{k} = \tau(k+1) - \tau(k), \quad k = 1, \ldots, K
\]

with \( \tau(K+1) = M \). The expression of \( y_{iz} \) for \( z \in L_{j} \) yields

\[
y_{iz} = \sum_{t=\tau(i)}^{\tau(K)} f(i, z, t; p).
\]

Once we obtained the values of \( f(i, z, t) \), we can derive the stationary probability distribution for the age of information – at the upload time – for the data collected at location \( i \), namely \( \Delta_{i}(p) \),

\[
F_{\Delta_{i}}(d) := \mathbb{P}(\Delta_{i}(p) > d) = \sum_{t=d+1}^{\tau(K)} \sum_{z \in L} f(i, z, t; p).
\]

Relation (29) provides an important measure for SP: it is the probability that an input shadow price vector can meet the requirements for the IoT data collected at a tagged location. Furthermore starting from \( F_{\Delta_{i}}(d) \), it is possible to evaluate the deviation of the age of collected data from its average value, e.g., by using Chebyshev inequality.

Finally, the expected age of collected data from location \( i \in L \) is given by

\[
E[\Delta_{i}(p)] = \sum_{t=0}^{\tau(K)} \sum_{z \in L} t \cdot f(i, z, t; p)
\]

The JOAC problem is a constrained non-linear integer valued optimization problem defined over the set of multi-threshold policies. Finding a solution is made difficult because the structure of function \( Y \) is not convex over the shadow price vectors \( p \). In what follows, we propose a heuristic algorithm which utilizes the structure of the devices’ optimal strategy to solve the problem.

VI. ALGORITHMS FOR OPTIMAL PRICING

We introduce efficient algorithms to solve the joint traffic offloading and aging control pricing problem. The algorithms are driven by the rationale according to which a shadow price vector should permit to offload as much traffic as possible towards locations with smaller costs. In order to obtain the optimal pricing, we begin by showing that optimal prices correspond to optimal users thresholds, allowing us to simplify analysis through the control of thresholds rather than prices (Section VI-A). Then, we consider a Markov Chain Monte Carlo (MCMC) approach to find the optimal thresholds (Section VI-B), followed by its simulated annealing (SA) extension – a standard technique for constrained combinatorial optimization problems [23], [24] (Section VI-C). The special nature of our problem allows us to further refine the SA solution leveraging the independence of nodes that are geographically far apart (Section VI-D and VI-E).

A. From prices to thresholds

In the JOAC problem introduced in the previous section, shadow prices set by SP are our control variables. Next, we argue that thresholds set by users can alternatively be taken as our controls. Indeed, SP prices impact users thresholds, and users thresholds impact load at different locations. Hence, framing the problem exclusively based on users thresholds rather than prices simplifies the analysis.

Let \( \tau_{i} \) be the AoI threshold corresponding to location \( i \). A threshold \( \tau_{i} = t \) means a device uploads data collected at location \( l \) only if its age exceeds \( t \). Then, the threshold vector \( \tau \) is an \( L \) dimensional vector given by \( \tau = (\tau_{1}, \tau_{2}, \ldots, \tau_{L}) \), comprising one threshold per location.

Let \( \tau_{\max} \) be the maximum threshold induced from all pricing vectors in \( R^{L} \). Then, \( \tau_{\max} \) is given by

\[
\tau_{\max} = \max\{ t \in \mathbb{N} | \mathbb{P}(\Delta_{i}(t, 0_{-i}) > d) < \epsilon, \forall i \in L \}
\]

where \( \Delta_{i}(t, 0_{-i}) \) is the age of data collected at location \( i \), in a setup wherein all locations except \( i \) correspond to threshold \( \tau_{i} = 0 \). Let \( S \) be the set of feasible threshold values, i.e., \( S = \{0, 1, \ldots, \tau_{\max}\} \).

Finally, the threshold-based JOAC (T-JOAC) is given as follows:

**Threshold-based JOAC (T-JOAC):**

\[
\min_{\tau \in \tau, \underline{a}} W(\tau) := \sum_{j \in L} Y_{j}(\tau) C_{j}
\]

\[
y_{ij}(\tau) \geq 0, \forall i, \forall j \in L
\]
where
\[ \tau_{c,d} = \{ \tau \in S^L \mid \mathbb{P}(\Delta_i(\tau) > d) < \epsilon, Y_i(\tau) \leq B_i \forall i \}. \] (34)

In the above formulation, the objective function corresponds to (19)-(20) in JOAC. The constraints (33) and (34) capture (24) and (20)-(23), respectively.

Let \( \tau_{c,d}^* \) be the set of optimal threshold vectors,
\[ \tau_{c,d}^* = \{ \tau \in \tau_{c,d} \mid W(\tau) = \min_{\tau' \in \tau_{c,d}} W(\tau') \}. \] (35)

Next, we present efficient algorithms to find elements in \( \tau_{c,d}^* \).

**B. Markov Chain Monte Carlo (MCMC)**

MCMC starts from a feasible solution and attempts to improve it by performing random perturbations. A key feature of MCMC is the use of trial and error to avoid being trapped at local minima. Furthermore, it is simple to implement in a distributed way.

Given the current state, the procedure generates a trial state at random and evaluates the objective function at that state. If the trial state improves the objective function, i.e., if the objective function evaluated at the trial state is better than at the current state, the system jumps to this new state. Otherwise, the trial is accepted or rejected based on a certain probabilistic criterion. The main feature of the procedure is that a worse-off solution may be accepted as a new solution with a certain probability.

Next, we introduce the Boltzmann-Gibbs distribution corresponding to T-JOAC,
\[ \pi_T(\tau) = \frac{1}{Z} \exp^{-W(\tau)/T}, \] (36)
where \( Z \) is a normalization constant
\[ Z = \sum_{\tau' \in S^L} \exp^{-W(\tau')/T}, \] (37)
and \( T \) is a constant, referred to as the temperature, and whose discussion is deferred to the upcoming section.

MCMC has multiple flavors. Next, we consider the most common MCMC method, namely Metropolis–Hastings (MH) [25]. One of the ingredients of MH is a transition matrix \( Q^* \) for any irreducible discrete time Markov chain (DTMC). The states of the DTMC are given by the reachable T-JOAC threshold vectors (see (34)). Chain \( Q^* \) is the proposal chain, as samples collected from \( Q^* \) are the proposal threshold vectors. Then, based on those proposals, the MH algorithm decides whether or not they will be accepted.

Although the algorithm works for any irreducible proposal chain, the choice of the chain impacts its time to convergence. We begin by considering the simplest chain, whose transition matrix is uniform and symmetric. Noting that the threshold vector is an \( L \)-dimensional vector \( \tau \), in the simplest setting, we allow every single component of the vector to be updated conditional on the other \( L - 1 \) components being fixed and given. In this case, the algorithm is also known as Gibbs sampler, and it is a special case of the MH algorithm. Then, in Sections VI-D and VI-E we indicate how to leverage spacial information to refine the proposal matrix and reduce convergence time by allowing multiple dimensions of vector \( \tau \) to be updated simultaneously.

The proposal chain is given by \( Q^* \). Let \( q^*(\tau, \tau') \) be the entry at position \((\tau, \tau')\) of the corresponding transition matrix:
\[ q^*(\tau, \tau') = \begin{cases} \frac{1}{L(\tau_{\max} - 1)}, & \exists i : \tau_i \neq \tau_i' \text{ and } \tau_j = \tau_j', \forall j \neq i, \\ 0, & \text{otherwise.} \end{cases} \] (38)

Clearly, \( \sum_{\tau'} q^*(\tau, \tau') = 1 \) as each transition corresponds to the change of one of the \( L \) thresholds to one of the distinct \( \tau_{\max} = 1 \) values.

Let \( \delta(\tau, \tau') \) be the change in the objective function when going from \( \tau \) to \( \tau' \),
\[ \delta(\tau, \tau') = W(\tau') - W(\tau) = \sum_j \delta_j(\tau, \tau') \] (39)
where
\[ \delta_j(\tau, \tau') = (Y_j(\tau') - Y_j(\tau))C_j. \] (40)

To describe the Markov chain \( \tau(0), \tau(1), \ldots \), assume that the threshold vector at iteration \( t \) is given by \( \tau \). Then, the threshold vector is determined as follows

1) choose threshold vector \( \tau' \) according to \( Q^* \), i.e., choose \( \tau' \) with probability given by (38). Threshold vector \( \tau' \) is the proposal threshold vector;

2) let the acceptance function be given as follows,
\[ \bar{a}(\tau, \tau') = \frac{\pi_T(\tau')}{\pi_T(\tau)} = e^{-\delta(\tau, \tau')/T}. \] (41)

If \( \bar{a}(\tau, \tau') \geq 1 \), i.e., if \( \delta(\tau, \tau') \leq 0 \), then \( \tau' \) is accepted, \( \tau(t + 1) \leftarrow \tau' \). Otherwise, it is accepted with probability \( \bar{a}(\tau, \tau') \) and rejected otherwise. If rejected, the threshold vector remains unchanged, \( \tau(t + 1) \leftarrow \tau(t) \).

The proof of the following statement is reported in Appendix D.

**Lemma 1.** The Markov chain produced by the above algorithm has stationary distribution \( \pi_T \).

In what follows, we extend the above algorithm through a simulated annealing approach.

**C. Simulated annealing**

Next, we consider simulated annealing. It corresponds to allowing \( T \) to decrease in time, in order to guarantee the convergence to an optimal threshold vector (and corresponding pricing). Let \( T_t \) be the temperature at iteration \( t \). For a temperature \( T_t \), we define an inhomogeneous Markov chain \( \{Y_t\}_{t \in \mathbb{N}} \) with transition kernel \( Q_{T_t} \) at time \( t \). If \( T_t \) decays to zero sufficiently slowly, the Markov chain \( Q_{T_t} \) will reach a sufficiently small neighborhood of the target equilibrium, \( \pi_T \). For this reason \( T_t \) is called the cooling schedule of SA. In this paper we use the standard cooling schedule in the form \( T_t = \frac{\bar{a}}{\log(t + 1)} \) where \( \bar{a} > 0 \) is a constant that determines the cooling rate order.

**Theorem 3.** If \( T_t \) assumes the parametric form
\[ T_t = \frac{\bar{a}}{\log(t + 1)} \] (42)
where
\[ \hat{a} = \frac{N F}{\kappa} \max_{j \in \mathcal{L}} C_j, \]
then
\[ \lim_{t \to \infty} \pi_{T_1}(\{\tau \in \tau_{c,d}^*\}) = 1 \]

The above theorem shows that the Markov chain with transition matrix \( QT_1 \) converges to an optimal threshold \( s^* \in S^* \), where \( S^* \) is the set of the optimal solutions of the T-JOAC problem (see (35)).

**Proof.** Our proof is based on the technique introduced in [26]. Note that the objective function \( W \) is nonnegative and its maximum value is attained when data is collected by all devices at locations where cost is maximal. Thus \( \hat{a} > W(\tau) \) for all states \( \tau \). In particular, letting \( d^* \) denote the maximum value of \( W(\tau) \) at all states \( \tau \) which correspond to a local but not global minima, we have \( \hat{a} > d^* \). Then,
\[
\sum_{t=1}^{\infty} \exp^{-d^*/T_1} = \sum_{t=1}^{\infty} \exp\left(-\frac{d^*}{T_1} \log(t+1)\right) \geq \sum_{t=1}^{\infty} \frac{1}{t+1} = +\infty
\]

Theorem 1 in [26] ensures that under the above condition the limit (44) holds, which completes the proof. \( \square \)

**Algorithm 1:** Simulated Annealing (SA) algorithm for T-JOAC at time \( t \), at the neighborhood of location \( i \)

1. **Assignment Phase**
   - Set temperature \( T_i = \hat{a}/\log(1+t) \)
   - Set new threshold \( \tau'_i \) uniformly at random, \( \tau'_i \in S\{\tau_i(t-1)\} \)
   - Set \( \tau'_j = \tau_j(t-1) \), \( \forall j \in \mathcal{L}\{i\} \)

2. **Test Phase**
   - At each \( j \in \mathcal{N}_i \) locally measure \( \delta_j \) (see (40)) and \( P(\Delta_j(\tau^*) > d) \)
   - Each location \( j \in \mathcal{N}_i \) sends measurements to location \( i \)

3. **Decision Phase**
   - if \( \tau' \) does not satisfy constraints for all locations in \( \mathcal{N}_i \) then
     - go back to selection phase (line 4)
   - Set \( \delta = \sum_{j \in \mathcal{N}_i \cup \{i\}} \delta_j(\tau(t-1), \tau^*) \) (see (39))
   - \( \tau_i(t) \leftarrow \tau_i(t-1) \)
   - if \( \delta \leq 0 \) then
     - \( \tau_i(t) \leftarrow \tau'_i \)
   - else
     - \( \tau_i(t) \leftarrow \tau'_i \) with probability \( e^{-\delta/T_1} \) (see (41))

**Output:** \( \tau_i(t) \)

**D. Simulated annealing leveraging neighborhoods**

1) **Neighborhood structure:** Next, we leverage the neighborhood structure between locations to specialize SA to our T-JOAC problem. Let the neighborhood set \( \mathcal{N}_i \) for location \( i \) be defined as follows: a location \( j \) belongs to \( \mathcal{N}_i \) if \( j \) is located within a given radius such that data offloaded to \( j \) can be impacted by traffic generated at location \( i \).

Note that the neighborhood structure depends primarily on the geographic position of the locations, mobility of the devices, and the maximum time that a device can wait before uploading the data. Indeed, let \( \tau_{max} \) be a threshold vector wherein all elements equal \( \tau_{max} \). Such threshold vector corresponds to nodes that defer transmissions as much as possible. Then, the neighborhood of location \( i \) is defined as follows,
\[
\mathcal{N}_i = \{ j \in \mathcal{L} \mid Y_{ij}(\tau_{max}) > 0 \ or \ Y_{ji}(\tau_{max}) > 0 \}.
\]

Indeed, if traffic at locations \( i \) and \( j \) does not interfere with each other under the extreme scenario where all thresholds are set to their maximum values, one can safely assume that locations \( i \) and \( j \) are not neighbors.

Let \( G(V, E) \) be the location neighborhood graph, where \( V \) is the set of vertices representing the locations and \( E \) is the set of edges, where an edge is a link between two vertices indicating that the two corresponding locations are neighbors.

2) **Simulated annealing leverage neighborhoods:** Hereafter, we describe the detailed implementation of the simulated annealing algorithm for solving the T-JOAC problem (see Algorithm 1). Time is divided into discrete slots. At the first slot, we begin by initializing the thresholds of all locations to zero, which corresponds to a price \( p = 0 \). Then, at each time slot \( t \), we let \( T_i = \hat{a}/\log(1+t) \) (the initial temperature \( T_i \) should be large enough to allow all candidate solutions to be accepted uniformly at random), and the system goes through three phases: assignment, testing, and decision. The SP selects a location \( i \in \mathcal{L} \) uniformly at random and runs Algorithm 1. During the assignment phase, the threshold of location \( i \) is modified, while letting all other thresholds unchanged (lines 1–4). At the test phase, the SP receives measurements from all locations which are possibly affected by a change in the threshold of location \( i \), i.e., from all \( j \in \mathcal{N}_i \), and checks whether the newly generated threshold vector \( \tau' \) is feasible (lines 5–10). If it’s not feasible, the algorithm returns to the selection phase. Otherwise, it continues in the decision phase, by assessing the change in the objective function, \( \delta \), again using data from \( j \in \mathcal{N}_i \cup \{i\} \) (line 11). If the change is negative, the new threshold vector is accepted (lines 13–14). Otherwise, it is accepted with probability \( \exp(-\delta/T_1) \). SP repeats this procedure until the established stopping conditions are satisfied, i.e., either threshold vector is not changed for two successive time slots or \( T_i < \varepsilon \).

3) **Independent sets:** To accelerate the SA algorithm, we exploit independent sets of locations, i.e., a partition of locations into sets where locations within each set are not affected by a change of threshold that may occur in other locations of the same set. In the following paragraph, we indicate how the proposed chain can be adapted to account for independent sets of locations, under a serial implementation. In practice, the speedup is obtained since the algorithm can be run in parallel for all the locations that belong to the same independent set, as indicated in Section VI-E. Our experiments demonstrate that this parallelization can attain a two-fold speedup of the run time with respect to the basic implementation of the algorithm.
4) Proposal chain leveraging the neighborhood structure: Given the neighborhood structure, we adopt the proposal chain introduced in (38) in order to allow for multiple threshold adjustments at the same iteration. The new proposal chain \( \tilde{Q}^* \), whose \((\tau, \tau')\) entry is denoted by \( \tilde{q}^*(\tau, \tau') \), is given as follows:

\[
\tilde{q}^*(\tau, \tau') = \begin{cases} 
\frac{1}{|M_{\tau}|}, & \text{if } \tau \sim \tau' \\
0, & \text{otherwise}
\end{cases}
\]  
(47)

where

\[ M_\tau = \{ \tau' | \tau \sim \tau' \} \]  
(48)

and \( \tau \sim \tau' \) denotes that threshold vectors \( \tau \) and \( \tau' \) are adjacent. Two threshold vectors are adjacent if they differ in at least one position and, in addition, all positions that differ across the two threshold vectors correspond to locations that belong to the same independent set, i.e., in the location neighborhood graph \( G(V, E) \) there is no edge between the locations whose thresholds differ. If each location corresponds to its own independent set, i.e., if we have \( L \) independent sets, then \( |M_{\tau}| = |L| - 1 \) and the above proposal chain reduces back to (38).

Note that the above proposal chain produces proposal threshold vectors wherein multiple thresholds may change concomitantly with respect to the current threshold vector. Then, a straightforward adaptation of Algorithm 1 accepts or rejects the proposal threshold vector as a whole, treated as a single entity.

In the following section, in contrast, we treat each of the neighborhoods independently. In particular, at each step of the algorithm, we have multiple new proposal thresholds, which are evaluated in parallel and may be independently accepted or rejected. Even if one neighborhood rejects a particular proposal for a new threshold, other independent neighborhoods may accept their proposals.

### E. Accelerated simulated annealing with parallel computations: a coloring approach

1) Colorings: Fewer independent sets correspond to more opportunities for concomitant threshold adjustments. A partition of the locations into independent sets can be obtained as the result of a graph coloring procedure. The coloring of a graph is a function that assigns different colors to adjacent vertices of a graph.

Given a graph \( G \), the Graph Coloring Problem (GCP) seeks the minimum number of colors \( \chi(G) \) which can be used to color \( G \). Such a number is called the chromatic number. An upper bound for the chromatic number is given by the maximum vertex degree plus one, and is attained by a greedy coloring procedure. Nonetheless, such upper bound (may be loose) and optimal coloring is an NP-hard problem, motivating heuristic solutions. We observed that simulated annealing can be used as a heuristic to solve GCP [27] to obtain a near optimal solution. We can thus account for the coloring process and the resulting parallelization to T-JOAC in an extension to Algorithm 1.

2) SA for colorings: The location coloring is obtained by using a specialized simulated annealing algorithm. Let \( H = \{ h_1, h_2, ..., h_L \} \) be the set of available colors. Then, the coloring (vector) \( c \) indicates, for each location, its corresponding color, i.e., \( c_i = h_m \) if the color of location \( l \) equals \( h_m \).

A coloring is feasible if, for any pair of locations \( i, j \) such that \( i \in N_j \), we have \( c_j \neq c_i \). Let \( \phi(e) \) be the set of colors used by coloring \( c = (c_1, c_2, ..., c_L) \). Thus the objective of the coloring procedure is to find a feasible solution that minimizes the cardinality of set \( \phi(e) \). The algorithm begins with an initial feasible coloring scheme, then improve it further using simulated annealing. The initial coloring schemes could be achieved with a random allocation of one color to each location, where the number of colors are equal to the number of locations or an intermediate solution is obtained by greedy algorithm. The temperature \( T_n \) is structurally similar to \( T_i \) used in Algorithm 1, noting that now \( b \) plays the role of \( \tilde{a} \), and corresponds to an upper bound on the number of colors to be adopted. In the simplest setting, we let \( b = L \).

Algorithm 2 is used to continuously search for better colorings. In lines 5 and 6 the algorithm chooses a location \( l \) uniformly at random, and a color from \( H \setminus \{ c_j^{(n-1)} \} \). Lines 7 and 8 produce the proposal coloring vector \( c' \). Lines 9–15 test if the proposal is accepted or not. Finally, if the new coloring vector uses fewer colors than the current best candidate, the
new coloring vector is broadcasted to all locations.

**Algorithm 3**: Accelerated SA algorithm (at time slot $t$

```
Input: $L, H, S, s, \tau(t-1), c(t-1), \tau^*$
1. $c(t) \leftarrow c(t-1)$; \hspace{0.5cm} $\tau(t) \leftarrow \tau(t-1)$
2. if there exists untreated broadcasted $c^*$ then
   update colorings at all locations
3. $c(t) \leftarrow c^*$
5. Choose uniformly at random a color $h(t) \in \phi(c)$
6. **Optimal threshold search**
7. run in parallel
8. run Algorithm 1 at neighborhood of first location
    with color $h(t)$
    : run Algorithm 1 at neighborhood of last location
    with color $h(t)$
11. Update $\tau(t)$ given outputs from parallel runs of
    Algorithm 1
12. if $W(\tau^*) > W(\tau(t))$ then
13. $\tau^* \leftarrow \tau(t)$
14. if threshold vector is not changed for two successive time
    slots or $T_i < \varepsilon$ then
15. stop
Output: $\tau(t), \tau^*$ and $c(t)$
```

In summary, Algorithm 2 is continuously run by the SP, e.g., at a fast time scale, and as improvements are found they are broadcasted to the locations which locally run Algorithm 1. In particular, the time scale at which Algorithm 2 is executed, whose iterations are denoted by $n$, is decoupled from the scale of the time slots considered in Algorithm 1, denoted by $t$. The integrated solution involving Algorithms 1 and 2 is presented in Algorithm 3, and is described in the sequel.

3) SA for T-JOAC with colorings: The accelerated simulated annealing for T-JOAC is obtained by leveraging the colorings produced by Algorithm 2, integrating them with Algorithm 1 as shown in Algorithm 3. As explained previously, the SP continuously broadcasts colorings $c^*$ obtained using Algorithm 2. At line 5 of Algorithm 3, the SP selects a color $h(t)$ from set of colors $\phi(c)$ currently in use. Then, Algorithm 1 is run locally (in parallel) at locations colored with the same color $h(t)$ (lines 7 – 10 in Algorithm 3). As in the basic implementation, such locations generate new threshold values which are then combined into a new threshold vector $\tau(t)$ (line 11 in Algorithm 3). By locally searching for optimal thresholds at multiple locations we improve the running time for computing optimal thresholds, as further evidenced in the evaluation that follows.

VII. EVALUATION

A. Experimental setup

To validate our theoretical results, we use vehicular mobility traces of the city of Cologne (Germany), covering a region of 400 km² in a period of 24 hours in a typical work day, involving more than 700,000 individual vehicles. The dataset is available at [28]. It comprises the list of users’ position records, each record including a sampling timestamp, the user ID, and her position in $(x, y)$ cartesian coordinates. Positions are sampled each second. User mobility is spanned across 230 (macro) cells and the coverage of each cell is determined posteriori according to the Voronoi tessellation shown in Fig. 5. In order to generate the transition probability across cells, we have restricted it to a subset of records corresponding to one hour of trace data. Then, we have resampled our dataset at 2 second intervals to discretize the process: within such a time step the probability for a user to cross two cells is bounded below by 0.05.

B. Aging control analysis

In the first set of experiments, we have validated our aging control policy on real-world traces. The computation of the optimal policy using the proposed model requires estimating the transitions of the Markov chain $\Gamma$, $U(x)$ and price $p_l$ of each location $l \in L$. In our reference setting, the utility of the message decays linearly over time, and remains zero afterward, $U(x) = \max(M-x, 0)$. We assume that the device will collect data as soon as the existing data is uploaded. Performance of the policy is evaluated over 67 epochs corresponding to a total duration of 134s for a device: at each epoch, a device either uploads or defers based on the multi-threshold policy obtained from the model. All 230 locations are divided into 3 effective groups, namely range 1, range 2, and range 3, corresponding to each a specific cost $C_1$, $C_2$, and $C_3$, respectively, sorted in ascending order. The grouping of locations is based on the congestion level, corresponding to low congestion, medium congestion, and high congestion respectively. The intuition is that the location with a higher cost should be configured with higher price according to the previous analysis. The results displayed in this section are configured with three prices ($P_1, P_2, P_3$), $\tau^{(1)} = 0$, two effective threshold values $(\tau^{(2)}, \tau^{(3)})$ and $M = 10$. Locations that belong to range 1, 2 and 3 are assigned $P_1 = 0$, $P_2$ and $P_3$, respectively.

Note that we considered the initial price to be zero throughout our model description and numerical experiments. In addition, in our experiments we set the maximum price $P_3 = 9$, and the intermediate price $P_2 = 6$. In particular, the values of $P_2$ and $P_3$ are chosen according to our experimental goals, namely, to illustrate a threshold policy which is not degenerate to either always transmit or never transmit – we set $P_2$ and
$P_3$ with enough separation to illustrate their impact, while remaining in the same order of magnitude.

Since the transition matrix $\Gamma$ is derived from traces, it is interesting to compare how the optimal policy obtained by our model compares against its alternatives. In particular, note that the mobility in the traces is neither stationary nor memoryless. Therefore, one of our goals is to assess to what extent our results still hold if those assumptions are removed.

In Fig. 6(a) we compared 1) the theoretical optimal reward predicted by our model – i.e., using the empirical transition matrix $\Gamma$, 2) the average reward obtained simulating data collection and upload using the original real traces under the optimal policy predicted by our model and, finally, 3) the optimal reward obtained by using the multi-threshold policy calculated by exhaustive search on the real traces. The match appears quite tight and also rather insensitive to the variation of $M$.

C. Offloading under unconstrained aging control

We now explore how prices can be used to affect the freshness of information delivered by each device. To this aim, Fig. 6(b) and 6(c) illustrate how the average reward changes as function of the price. Fig. 6(b) is obtained by fixing $P_1$ and $P_3$ and varying $P_2$ from 2 to 8. It shows that the average reward decreases with price $P_2$. Indeed, as $P_2$ becomes larger, the device has more incentive to upload the collected data to locations in range 1. It is possible that the age of collected data becomes higher – i.e., upload occurs farther from the origin site – which explains why the average reward decreases with $P_2$. We observe the same behavior by changing the price $P_3$ and making $P_1$ and $P_2$ fixed, as depicted in Fig. 6(c). In summary, if we ignore QoS constraints, the SP should indeed increase the price for locations in range 2 and range 3: the effect is to shift all collected traffic to locations in range 1, which are less expensive to lease.

D. Offloading under aging control with AoI constraints

Fig. 7(a) shows the relative volume of traffic uploaded in range 1, 2, and 3 under optimal pricing for increasing values of the AoI constraint $d$. From these simulation results, we can get some useful insights on the load balancing operated by the proposed pricing scheme. The first point on the x-axis corresponds to the profile of traffic obtained under uniform flat price, that is No Strategy (NS), meaning that all IoT traffic is uploaded where it is produced. The remaining points correspond to the optimal prices for different values of $d$. First, we observe that it is possible to shift an important part of traffic (13%–32%) towards locations in range 1 (which corresponds to price $P_1 = 0$). A smaller part of traffic (1%–12%) is instead shifted to locations in range 3. When $d$ increases, we observe that more traffic is shifted since devices have more opportunities to upload collected data in locations in range 1.

Fig. 7(b) shows how the price impacts the cost incurred by the SP. A larger value of $d$ for data generated at a given location means lower sensitivity to delay, which in turn increases the probability to upload at locations in range 1, which explains why the total cost is ultimately decreasing with the QoS constraint $d$ (total cost reduced by approximately 50% when $d = 18$).

E. Leveraging coloring for joint offloading and aging control

Results concerning location coloring are depicted in Fig. 8, where, we considered $d = 7$, $\epsilon = 0.01$ (factor which determines the neighborhood of locations in the SA algorithm) and used the same cell topology as mentioned for earlier numerical results. Fig. 8 shows the convergence of the minimum number of colors for a region of 20 locations and 230 locations. Different temperatures are considered to test the convergence of the algorithm. The results obtained using Algorithm 2 are compared to the integer linear programming ILP (branch-and-bound) [29] which is more conventional and can be considered as a baseline solution for coloring algorithms. As shown in Fig. 8(a) SA algorithm has optimal results for the region with less locations. However, when tested on the region with full 230 locations, the SA algorithm lags behind the ILP as depicted in Fig. 8(b). For the purposes of traffic offloading, the near-optimal solution to the coloring problem provided by the SA algorithm is acceptable as shown in the next set of experiments.

For the results shown in Fig. 9, we used a 20 macro cell topology; with no loss of generality, we have normalized the traffic generation as $\frac{NE}{T} = 1$. We consider $d = 7$, $\epsilon = 0.01$, and the maximum threshold $t_{\text{max}} = d + 3$. The temperature used to control the number of iteration was derived by trying different configurations; the basic trade-off is to perform a number of iterations large enough for the algorithm to converge to the minimum value and yet bound it to a maximum value for the sake of computation time. We discovered by numerical exploration that use of $T_i = \hat{a}/\log(1+t)$ or $T_i = \hat{a}/t^{2.8}$, where $\hat{a} = 10^6$, produces the same optimum value where the latter has faster convergence. Hence, we used the temperature setting that is best suited for the algorithm. Fig. 9 shows the difference in the convergence of average cost using Algo. 1 (without coloring) and Algo. 3 (with coloring). As it can be observed, the proposed coloring method significantly speeds up the convergence compared to the case where the coloring method is not deployed. The gain in performance holds for all the three considered values of $d$ (Fig. 9:1-3). The improvement in convergence time with respect to the SA without coloring is about 50% , namely two fold improvement.

VIII. RELATED WORK

Most related works tackle either the control of AoI in IoT networks or traffic offloading for 5G networks.

Aging control for IoT. Aging control is at the core of IoT sensing applications, as it captures the trade-off between data staleness and resources utilization. Given the increasing demand for IoT systems, the literature on control of AoI is correspondingly growing. Most of the work on information aging control focus on users’ standpoint, accounting for costs as perceived by the devices whose AoI is under control. Connections of AoI with traffic offloading are typically analyzed in the literature as a downstream effect of aging control. The potential relationship
driver of the 5G technology, beyond multimedia traffic, is the current growth of mobile IoT connections [8]. Actually, with both new LTE-M radio interface and the new suite of architectural paradigms, 5G interfaces key infrastructural assets able to ease both IoT access to radio resources and computing at the edge of the network. Traffic offloading is enabled by 5G technology through slicing. Technical aspects such as slice insulation and fair slice allocation are still under development to upgrade LTE technology towards 5G, with large effort by the research community to overcome such technical issues [31] [32] [33]. Nevertheless, slicing techniques are currently under standardization: specifications of the 5G system’s slicing architecture and its requirements are available [18]. In future 5G networks virtual private networks for IoT data collection will be shipped to SPs on top of the existing mobile network infrastructure with InP dedicated customer support. The traffic offloading mechanisms proposed in this work can be used by any such SP at the slice level for cost minimization purposes.

IX. CONCLUSION

Future IoT service providers will need ubiquitous IoT data collection, mandating in turn the support of IoT access at scale over the 5G infrastructure. At the same time, new schemes to

---

**Figure 6.** a) Expected average rewards for i. theoretical model, ii. simulation and iii. exhaustive search; $P_1 = 0$, $P_2 = 6$ and $P_3 = 9$. b) Effect of price $P_2$ on the average reward, $P_1 = 0$ and $P_3 = 9$; $M = 10$. c) Effect of price $P_3$ on the average reward $P_1 = 0$ and $P_2 = 6$; $M = 10$.

**Figure 7.** Load balancing: a) effect of pricing for various values of $d$, $\epsilon = 0.01$ b) cost incurred by the MSP for various values of $d$.

**Figure 8.** Convergence SA for coloring of a)20 locations b)230 locations.
control data generation and upload should allow to SPs to perform IoT data brokerage across diverse access resources made available by concurrent infrastructure providers at different costs, in the form of 5G IoT resource slices.

This paper introduces a new framework to connect two fundamental aspects: the AoI of IoT data to be uploaded and the cost of 5G resources leased in order to obtain network access services. The upload control can be performed in a distributed way at the device level using optimal dynamic multi-threshold policies. Such policies have been showed to outperform their static counterparts. At same time, a SP can control prices to match optimal multi-threshold policies to service requirements while minimizing operational costs. It does so at the slice level by incentivizing users to perform IoT data uploads where resources leased from InPs are cheaper. This work opens new directions at the bridge between IoT and 5G research, by describing on a quantitative basis how to trade-off IoT data freshness and load balancing, as supported by the 5G slicing paradigm. In particular, we envision real testbed deployments and the investigation of strategic mobility patterns to reduce costs as interesting areas for future exploration.

Figure 9. Comparing convergence of two algorithms for 1) \( d = 7 \) 2) \( d = 9 \) 3) \( d = 12 \).
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D. Connors and P. Kumar, “Simulated annealing type markov chains satisfying the Bellman equation for the average cost MDP $\rho V$ that from [34] there exist a value function $\max$ that is the optimal policy for any given location switches from 0 to 1 at most once and finally iii) that if uploading is optimal for a certain value of the age of information at a given price, it is also optimal for larger prices as well. Such facts are proved formally in the following lemma.

**Lemma 2.** For any optimal policy, for $x = 2, \ldots, M$ the following facts hold:

i. $V(x-1, l) \geq V(x, l), \forall l \in L$.

ii. $\Delta H(x-1, l) \geq 0 \Rightarrow \Delta H(x, l) \geq 0, \forall l \in L$.

iii. $\Delta H(x, l-1) \geq 0 \Rightarrow \Delta H(x, l) \geq 0, \forall l \in L$.

iv. $V(x, l-1) \geq V(x, l), \forall l \in L$.

**Proof.** We show each of the four items above in the corresponding order.

i. We can verify the result directly by backward induction on (49). For a deterministic policy, we define

$$Z_{l}(x) := V(x, l) - U(x) + \rho = \max \left( -p(l) + \sum_{l' \in L} \lambda_{ll'} V(1, l'), \sum_{l' \in L} \lambda_{ll'} V(\min(x + 1, M), l') \right)$$

We shall prove that $Z_{l}(x) \geq Z_{l}(x+1)$. This implies $V(x, l) \geq V(x+1, l)$ since $V(x, l) - U(x) \geq V(x+1, l) - U(x) + (x+1) \geq V(x+1, l) - U(x)$, where the last step holds because $U$ is non increasing. First, we observe that

$$Z(M-1) = \max \left( -p(l) + \sum_{l' \in L} \lambda_{ll'} V(1, l'), \sum_{l' \in L} \lambda_{ll'} V(M, l') \right)$$

so that the inductive basis holds true.

Now, in the general case we can observe that if the statement is true for $x + 1$, that is $Z_{l}(x+1, l) \geq Z_{l}(x+2, l)$, it needs to hold for $x$ as well. Using the induction hypothesis, we have $V(x+1, l) \geq V(x+2, l)$ and thus

$$Z_{l}(x) = \max \left( -p(l) + \sum_{l' \in L} \lambda_{ll'} V(1, l'), \sum_{l' \in L} \lambda_{ll'} V(x + 1, l') \right) \geq \max \left( -p(l) + \sum_{l' \in L} \lambda_{ll'} V(1, l'), \sum_{l' \in L} \lambda_{ll'} V(x + 2, l') \right)$$

which concludes the inductive step.

ii. It is sufficient to write $\Delta H(x-1, l) - \Delta H(x, l) = \sum_{l' \in L} \lambda_{ll'} (V(x+1, l') - V(x, l')) \leq 0$.

iii. In this case, we can directly verify

$$\Delta H(x, l-1) - \Delta H(x, l) = -p(l-1) + p(l) + \sum_{l' \in L} (\lambda_{(l-1)l'} - \lambda_{ll'}) (V(1, l') - V(x+1, l')) \geq \tilde{\kappa} \sum_{l' \in L} (\lambda_{(l-1)l'} - \lambda_{ll'}) = 0$$

where

$$\tilde{\kappa} = \sup_{l' \in L} \{ V(1, l') - V(x+1, l') \}.$$
iv. Immediate since \( p(l + 1) \geq p(l) \).

In what follows, we complete the proof of Theorem 1.

**Proof.** The proof of the multi-threshold structure is a consequence of Lemma 2. In particular, let us define

\[
\tau^{(l)} := \max \{ x \mid \Delta H(x, l) < 0, \ \forall x \leq l \}
\]

so that in location \( l \) it is optimal to upload for \( x \geq \tau^{(l)} \) for all prices \( p \leq P_l \); also, from \( \tau^{(l)} \), it follows that \( \tau^{(1)} \leq \tau^{(2)} \leq \ldots \leq \tau^{(L)} \).

**B. Proof of Theorem 2**

**Proof.** (i) The following condition has to be satisfied for the optimal policy to be always using price \( P_1 = 0 \):

\[
\Delta H(x, l) < 0, \ \forall l \in \mathcal{L}, x = 1, \ldots, M.
\]  

(59)

From (50) and (51), the condition (59) yields

\[
\sum_{l' \in \mathcal{L}} \lambda_{ll'} (V(1, l') - V(x + 1, l')) < p(l), \quad \forall l \in \mathcal{L} / \mathcal{L}_1, x = 1, \ldots, M - 1.
\]  

(60)

Since the value function \( V \) is non-increasing, the conditions in (60) are satisfied if and only if

\[
\sum_{l' \in \mathcal{L}_1} \lambda_{ll'} (V(1, l') - V(x + 1, l')) > p(l),
\]  

\[
\sum_{l' \not\in \mathcal{L}_1} \lambda_{ll'} (V(1, l') - V(x + 1, l')) < p(l),
\]  

\( \forall l \in \mathcal{L} / \mathcal{L}_1, x = 1, \ldots, M - 1. \)

(61)

Let assume that the device can not upload data at any location \( l \in \mathcal{L}_1 \); from (49) we have

\[
V(x, l) - V(x - 1, l) = U(x) - U(x - 1), \ \forall l \in \mathcal{L}_1
\]  

(62)

\[
V(x, l) - V(x - 1, l) = U(M) - U(x), \ \forall l \in \mathcal{L}_1
\]  

(63)

and (63) yield, respectively,

\[
V(1, l) - V(M, l) = U(1) - U(M), \ \forall l \in \mathcal{L}_1
\]  

(64)

\[
V(1, l) - V(M, l) = \sum_{x=1}^{M} (U(M) - U(x)), \ \forall l \in \mathcal{L} / \mathcal{L}_1
\]  

(65)

Plugging these values of \( V(1, l) - V(M, l) \) into (61) gives the condition (11).

The derivations of (ii) and (iii) are similar to the above proof.

**C. Proof of Corrolary 2**

**Proof.** (i) The following condition has to be satisfied for the optimal policy to never upload :

\[
\Delta H(x, l) < 0, \ \forall l \in \mathcal{L}, x = 1, \ldots, M.
\]  

(66)

From (50) and (51), the condition (59) yields

\[
\sum_{l' \in \mathcal{L}} \lambda_{ll'} (V(1, l') - V(x + 1, l')) < p(l), \quad \forall l \in \mathcal{L}, x = 1, \ldots, M - 1.
\]  

(67)

Since the value function \( V \) is non-increasing, the conditions in (67) are satisfied if and only if

\[
\sum_{l' \in \mathcal{L}} \lambda_{ll'} [V(1, l') - V(M, l')] < p(l),
\]  

(68)

\[ \forall l \in \mathcal{L} \]. Let assume the device can not upload data at any location \( l \in \mathcal{L} \); from (49) we have

\[
V(x, l) - V(x - 1, l) = U(M) - U(x), \ \forall l \in \mathcal{L}
\]  

(69)

(69) yields,

\[
V(1, l) - V(M, l) = \sum_{x=1}^{M} (U(x) - U(M)), \ \forall l \in \mathcal{L}
\]  

(70)

D. Proof of Lemma 1

If the temperature is fixed, the transition matrix of the resulting time-reversible Markov chain, \( Q_T = (q_T(\tau, \tau')) \), \( 0 \leq \tau, \tau' \leq \tau_{max} \), is given by:

\[
q_T(\tau, \tau') = \begin{cases} 
\frac{\pi(\tau')}{\pi(\tau)}, & \text{if } \frac{\pi(\tau')}{\pi(\tau)} < 1 \text{ and } \tau \neq \tau', \\
q_T(\tau, \tau'), & \text{if } \frac{\pi(\tau')}{\pi(\tau)} \geq 1 \text{ and } \tau \neq \tau', \\
q_T(\tau, \tau) + \sum_{z=1}^{n} q_T(\tau, z) \left( 1 - \min\{1, \frac{\pi_T(z)}{\pi_T(\tau)}\} \right), & \text{if } \tau = \tau'. 
\end{cases}
\]

(71)

(72)

In what follows, we drop subscript \( T \) to simplify presentation.

**Proof.** The above discrete time Markov chain, with transition probability matrix given by (71), has stationary distribution given by \( \pi(\tau) \) if the following balance equations hold

\[
\sum_{\tau \in S} \pi(\tau) q(\tau, \tau') = \pi(\tau').
\]

(73)

Next, we show that the above equality holds. Indeed,

\[
\sum_{\tau \in S} \pi(\tau) q(\tau, \tau') = \sum_{\tau \in C_1(\tau')} \pi(\tau) q(\tau, \tau') + \sum_{\tau \in C_2(\tau')} \pi(\tau) q(\tau, \tau') + \pi(\tau') q(\tau', \tau')
\]

(74)

(75)

where

\[
C_1(\tau') = \{ \tau \in \tau_{sd} \setminus \{\tau'\} \mid \pi(\tau') < \pi(\tau) \}
\]

(76)

\[
C_2(\tau') = \{ \tau \in \tau_{sd} \setminus \{\tau'\} \mid \pi(\tau') \geq \pi(\tau) \}
\]

(77)
Then,
\[ \sum_{\tau \in S} \pi(\tau) q(\tau, \tau') = \] (78)
\[ = \sum_{\tau \in C_1(\tau')} \pi(\tau') q^*(\tau, \tau') \pi(\tau) + \sum_{\tau \in C_2(\tau')} \pi(\tau) q^*(\tau, \tau') + q^*(\tau', \tau') \] (79)
\[ + \pi(\tau') \left( q^*(\tau', \tau') + \sum_{z \in C_2(\tau')} q^*(\tau', z) \left( 1 - \frac{\pi(z)}{\pi(\tau')} \right) \right) \]
\[ = \sum_{\tau \in C_1(\tau')} \pi(\tau') q^*(\tau, \tau') + \sum_{\tau \in C_2(\tau')} \pi(\tau) q^*(\tau, \tau') + q^*(\tau', \tau') + \pi(\tau') \sum_{z \in C_2(\tau')} q^*(\tau', z) - \sum_{z \in C_2(\tau')} q^*(\tau', z) \pi(z) \] (80)

Finally, as \( Q^* \) is symmetric and stochastic, \( q^*(\tau, \tau') = q^*(\tau', \tau) \),
\[ \sum_{\tau \in S} \pi(\tau) q(\tau, \tau') = \] (81)
\[ = \pi(\tau') \left( \sum_{\tau \in C_1(\tau')} q^*(\tau, \tau') + \sum_{\tau \in C_2(\tau')} q^*(\tau, \tau') + q^*(\tau', \tau') \right) \] (82)
\[ = \pi(\tau'), \] (83)
which shows that (73) holds and concludes the proof. \( \square \)