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Abstract

Recently, a lot of attention has been focused on the incorporation of 3D data into face analysis and its applications. Despite providing a more accurate representation of the face, 3D face images are more complex to acquire than 2D pictures. As a consequence, great effort has been invested in developing systems that reconstruct 3D faces from an uncalibrated 2D image. However, the 3D-from-2D face reconstruction problem is ill-posed, thus prior knowledge is needed to restrict the solutions space. In this work, we review 3D face reconstruction methods in the last decade, focusing on those that only use 2D pictures captured under uncontrolled conditions. We present a classification of the proposed methods based on the technique used to add prior knowledge, considering three main strategies, namely, statistical model fitting, photometry, and deep learning, and reviewing each of them separately. In addition, given the relevance of statistical 3D facial models as prior knowledge, we explain the construction procedure and provide a comprehensive list of the publicly available 3D facial models. After the exhaustive study of 3D-from-2D face reconstruction approaches, we observe that the deep learning strategy is rapidly growing since the last few years, becoming the standard choice in replacement of the widespread statistical model fitting. Unlike the other two strategies, photometry-based methods have decreased in number since the required strong assumptions cause the reconstructions to be of more limited quality than those resulting from model fitting and deep learning methods. The review also identifies current gaps and suggests avenues for future research.
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1. Introduction

Facial analysis has been widely exploited in many different applications, including human-computer interaction [1, 2], security [3, 4], animation [5, 6], and even health [7, 8, 9, 10]. A recent trend in this field is to incorporate 3D data to overcome some of the intrinsic problems of the ubiquitous 2D facial analysis. Due to the 3D nature of the face, a 2D image is insufficient to accurately capture its geometry, as it collapses one dimension. Furthermore, 3D imaging provides a representation of the facial geometry that is invariant to pose and illumination, which are two of the major inconveniences of 2D imaging.

The advantages brought by 3D facial analysis systems come at the price of a more complex imaging process, which can often limit their scope. 3D facial information is usually captured using stereo-vision systems [11, 12, 13], 3D laser scanners [14] (e.g. NextEngine and Cyberware), and RGB-D cameras (such as Kinect). The first two capture high quality facial scans but require controlled environments and expensive machinery. In contrast, RGB-D cameras are cheaper and easier to use, but the resulting scans are of limited quality [15, 16].

An appealing alternative to capturing a 3D scan of the face is to estimate its geometry from an uncalibrated 2D picture [17, 18, 19]. This 3D-from-2D reconstruction alternative aims to combine the simplicity of capturing 2D images with the benefit of a 3D representation of the facial geometry.

Even though this approach is attractive, it is an inherently ill-posed problem. From a single picture, the individual facial geometry, the pose of the head and its texture (including illumination and colour) have to be recovered, which leads to an underdetermined problem. As a consequence, there are ambiguities in the solution of the 3D-from-2D face reconstruction since a single 2D picture can be generated from different 3D faces, and it is hard to determine which corresponds to the true geometry.

Recent methodological progress has helped to achieve remarkably convincing reconstructions, which has made it possible to use 3D-from-2D face reconstruction in a wide variety of fields [20, 21, 22, 23]. Some of them are even able to recover local details, such as wrinkles, or to reconstruct the 3D face from images viewed under extreme conditions, such as occlusions or large head poses [17, 18].

A key to their success is the addition of prior knowledge to resolve ambiguities in the solutions. In the last decade, we can distinguish three strategies for adding this prior information, namely, statistical model fitting, photometric stereo, and deep learning. In the first one, prior
knowledge is encoded in a 3D facial model, built from a set of 3D facial scans, which is fitted to the input images. In the second one, a 3D template face or a 3D facial model is combined with photometric stereo methods to estimate the facial surface normals. Approaches under this strategy generally use information from multiple images, which further constrains the problem. In the last one, the 2D-3D mapping is directly learnt from a collection of 3D-2D pairs using deep learning systems that, after learning, encode prior knowledge of the geometry and appearance of faces.

In this work, we review the research on 3D face reconstruction from one or more uncalibrated 2D images in the last decade. For each of the three main strategies described separately (i.e., statistical model fitting, photometric stereo, and deep learning), we summarise, compare and discuss the most relevant approaches proposed in the last decade. We introduce a common mathematical framework to all the proposed methods whose notation is summarised in Appendix A.

Although there are other reviews of the field [24, 25, 26, 27, 28, 29], none of them provides an in-depth and up-to-date study of the state-of-the-art research on 3D-from-2D face reconstruction. Stylianou and Lanitis [25] presented a survey on 3D face reconstruction from 2D images, but they only covered works up to 2009. The rapid expansion in this field over the last decade and the emergence of the deep learning techniques make this work obsolete. Also, Levine and Yu [24] presented a review of this topic, but narrowed it to reconstruction from single images, focusing on model fitting approaches for face recognition. More recently, Zollhöfer et al. [28] presented another review on 3D face reconstruction from single images, but they focused only on optimisation-based approaches, also missing methods based on deep learning and photometric stereo. This last work was updated in 2020 by Egger et al. [29]. They presented a very extensive survey specially focused on statistical facial models, reviewing 3D data acquisition, 3D facial model construction, and 2D image generation. Even though they included 3D face reconstruction, it is only reviewed as an application of the 3D facial models and they focused on single-image reconstruction (both RGB and RGB-D) and model fitting, discussing briefly methods based on deep learning. Other surveys of 3D face reconstruction, such as Suen et al. [26] and Widanagamaachchi and Dharmaratne [27], study the general strategies, discussing their strengths and drawbacks, but without providing an in-depth review of the most relevant works within each of them.

The remainder of this survey is organised as follows: in Section 2, we first introduce the most popular way of constructing a statistical 3D facial model and list the publicly available models. In Section 3, we review methods based on statistical model fitting. In Sections 4 and 5, we review the photometry-based and deep learning approaches, respectively. Section 6 groups methods that use other machine learning approaches, such as regression. Finally, in Section 7, a summary and conclusions are provided.

2. Statistical 3D Facial Models

As stated in the introduction, 3D-from-2D face reconstruction is an ill-posed problem, thus it requires some kind of prior knowledge to resolve the otherwise underdetermined solution.

Statistical 3D facial models are the most popular way of adding this prior information since they encode the geometric variations of the face, possibly in conjunction with the appearance. This kind of models consist of a mean face along with the modes of variation of its geometry and appearance. Fitting a 3D facial model to a photograph is done by estimating, apart from the model parameters, the 3D pose and the illumination such that the projection into the image plane of the resulting 3D face produces an image as similar as possible to the given picture.

In this section, we explain how the 3D facial models are built and provide a list of the ones that are publicly available. We refer to [29] for a detailed review on statistical facial models.

2.1. Construction of a 3D facial model

The most widespread statistical models of 3D faces are the 3D Morphable Models (3DMM), which were introduced to the community by Blanz and Vetter [30]. A 3DMM consists of a shape (i.e., geometry) model and, optionally, an albedo (a.k.a texture or colour) model, separately constructed using principal component analysis (PCA). In this work, we use texture, albedo or colour indistinctly, and we explicitly mention when the lighting is modelled separately from raw colour.

Let $M$ be the number of 3D faces in the training set and $N$ the number of vertices in each mesh. Let $x = (x_1, y_1, z_1, \ldots, x_N, y_N, z_N) \in \mathbb{R}^{3N}$ be the shape vector of a mesh, and $c = (R_1, G_1, B_1, \ldots, R_N, G_N, B_N) \in [0, 1]^{3N}$ the albedo vector that contains the $R$ (red), $G$ (green), and $B$ (blue) values of the RGB colour model for each of the $N$ vertices. The idea behind the 3DMM is that, if the set of 3D faces is sufficiently large, one can express any new textured shape as a linear combination of the shapes and textures of the training 3D faces:

$$x_{\text{new}} = \sum_{m=1}^{M} a_m x_m, \quad c_{\text{new}} = \sum_{m=1}^{M} b_m c_m$$

with $a_m, b_m \in \mathbb{R}$ and $a_m = 1, \ldots, M$.

Thus, we can parametrise any new face by its shape $x_{\text{new}} = (a_1, \ldots, a_M)^T$ and albedo $c_{\text{new}} = (b_1, \ldots, b_M)^T$. However, this parametrisation gets more complicated when the number of shapes in the training set $M$ is large. PCA helps compressing the data, performing a basis transformation to an orthogonal coordinate system defined by the eigenvectors $\phi_i$ and $\psi_i$ of the covariance matrices computed over the shapes and albedos in the training set. In
the orthogonal basis given by PCA,
\[
\mathbf{x}_{\text{new}} = \mathbf{x} + \sum_{i=1}^{M-1} \alpha_i \phi_i = \mathbf{x} + \mathbf{\Phi} \mathbf{\alpha},
\]
\[
\mathbf{c}_{\text{new}} = \mathbf{c} + \sum_{i=1}^{M-1} \beta_i \psi_i = \mathbf{c} + \mathbf{\Psi} \mathbf{\beta},
\]
with \( \mathbf{x} = \frac{1}{M} \sum_{m=1}^{M} \mathbf{x}_m \) the mean shape, \( \mathbf{\alpha} = (\alpha_1, \ldots, \alpha_{M-1})^T \) the shape parameters of the model, and \( \mathbf{\Phi} = (\phi_1, \ldots, \phi_{M-1}) \in \mathbb{R}^{3N \times (M-1)} \) the matrix of the shape basis of the model; \( \mathbf{c} \), \( \mathbf{\beta} \) and \( \mathbf{\Psi} \) are analogously defined for the texture. The probability of the shape parameters \( p(\mathbf{\alpha}) \) is given by
\[
p(\mathbf{\alpha}) \propto \exp \left( -\frac{1}{2} \sum_{i=1}^{M-1} \left( \frac{\alpha_i}{\sigma_i} \right)^2 \right)
\]
where \( \sigma_i^2 \) are the eigenvalues of the corresponding eigenvectors \( \phi_i \). The probability of the albedo parameters \( p(\mathbf{\beta}) \) is defined analogously.

Finally, the shape model of the 3DMM is defined by the mean shape, \( \bar{\mathbf{x}} \), the eigenvectors of the shape covariance matrix, \( \mathbf{\Phi} \), and the corresponding eigenvalues, \( \{\sigma_i^2\}_{i=1}^{M-1} \). Similarly, the albedo model is given by \( \bar{\mathbf{c}} \), \( \mathbf{\Psi} \), and \( \{\sigma_i^2\}_{i=1}^{M-1} \).

However, some of the variation modes (eigenvectors \( \phi_i \), \( \psi_i \)) may have very small variance (eigenvalues \( \sigma_i^2 \omega^2 \)) thus they are dispensable. Keeping only the directions that represent most of the variance of the training set allows us to reduce the dimension of the data, which is very useful when \( M \) is large. Assuming the eigenvalues \( \sigma_i^2 \omega^2 \) (denoting either \( \sigma_i^2 \) or \( \sigma_i^2 \omega^2 \)) are ordered in descending order, the \( \tilde{M} \) first eigenvectors with higher eigenvalues
\[
\tilde{M} = \arg \max_{1 \leq m \leq M-1} \left\{ \sum_{i=1}^{m} \sigma_i^2 \omega^2 \leq \eta \sigma_{\text{total}} \right\}.
\]

keep the 100\(\%\) of the total variance \( \sigma_{\text{total}} \).

Although most of the existing 3D statistical facial models are based on the procedure explained above, Jin et al. [31] claimed that a drawback of PCA is that it learns the data globally, so subtle information, such as wrinkles, is not captured. Therefore, it is very hard to reconstruct facial details by fitting a 3DMM. They proposed to apply non-negative matrix factorisation (NMF) instead of PCA since it decomposes a shape into localised features, which improves the reconstruction of the details.

Building a 3D facial model, either using PCA or NMF, requires full (i.e. dense) point-to-point correspondence across all of the faces in the training set. This is not an easy task since any small inaccuracy in the correspondence may lead to a model of poor quality. There are two main ways of establishing this dense correspondence: directly in 3D, usually deforming a 3D template non-rigidly, or in a common 2D space where all the 3D faces are projected, usually a UV-space.

Other techniques to build a 3D statistical facial model have been proposed, such as Brunton et al. [32], Lüthi et al. [33] and Tran and Liu [34]. However, we only explain the construction of the 3DMM, since they are the most widespread 3D facial models.

2.2. Available 3D facial models

In the last decades, several 3DMM have been built and made public. Blanz and Vetter [30] constructed a morphable model with 200 laser scans of heads of young adults (100 males and 100 females). They put the 3D faces of the training set in point-to-point correspondence using an optical flow algorithm based on the flattening of the 3D faces to a UV-space in 2D. Each 3D face is associated to 2D cylindrical parametrisation by a bijective mapping. Notice that establishing a dense correspondence between two UV images implicitly establishes a 3D-to-3D dense correspondence (due to the bijection). Paysan et al. [35] constructed the well-known Basel Face Model (BFM) by applying the nonrigid iterative closest point (NICP) algorithm [36] to compute these dense correspondences directly between 3D faces. The BFM was built also with 100 female and 100 male subjects between 8 and 62 years old, with an average of 24.97 years old. One technical improvement of the BFM with respect to the 3DMM of Blanz and Vetter is the scanner, which is able to capture the facial geometry with higher resolution and precision in shorter time.

Huber et al. [37] presented the Surrey Face Model (SFM). It was built from 169 subjects, very diverse both in age (see Figure 1) and in ethnicity (60% Caucasian, 20% Eastern Asian, 6% Black African and 14% of other ethnicities comprising South Asian, Arabic or Latin). The scans were put in dense correspondence using the iterative multiresolution dense 3D registration method [38], which registers two 3D faces in three stages (global mapping, local matching, and energy minimisation) in a coarse-to-fine manner. To build the texture model, the 2D images captured by the camera system that generated the 3D scans were mapped to the registered 3D faces, obtaining in this way textured 3D faces. These textures were mapped back to 2D through a mapping that preserves the geodesic distances. The texture model was built from these resulting 2D representations.

![Figure 1: SFM dataset age distribution](image)
Booth et al. [39] and Dai et al. [40] proposed fully automated pipelines to construct a 3DMM, both consisting mainly of an automatic detection of landmarks, the computation of a shared triangulation across all the meshes and the model construction. To locate a set of 3D landmarks in the facial meshes, Booth et al. [39] detected 2D landmarks various rendered 2D images from each mesh using a state-of-the-art landmark detector. These 2D landmarks were mapped to the 3D face by inverting the rendering. Then, dense correspondences were established by deforming a predefined template mesh to fit the facial shapes using the NICP algorithm. From an initial PCA model of all fittings, erroneous correspondences can be identified by the corresponding shape vectors that behave as outliers. The final model was then obtained by applying PCA on the training sets after excluding the outliers. With this pipeline, they presented the largest 3DMM until now, the Large Scale Facial Model (LSFM), built from 9,663 individuals covering a wide variety of ages (Figure 2), gender (48% male), and ethnicity (82% White, 9% Asian, 5% mixed heritage, 3% Black and 1% other ethnicities). The size of this dataset allowed the construction of smaller models from shapes of a specific age range and ethnicity.

The pipeline presented by Dai et al. [40] is similar to the one in [39]; however, rather than rendering images from the 3D scans to detect landmarks in 2D, Dai et al. [40] used the 2D image captured by the image system, like Huber et al. [37]. The dense correspondences were also established by deforming a 3D facial template to each facial shape, but instead of using NICP, they used an approach based on the coherent point drift algorithm [42] and refined the correspondences using optical flow for the texture channel. Finally, the facial model was built from the meshes in dense correspondence using PCA. They built a 3D model of the whole head, the Liverpool-York Head Model (LYHM), with 1,212 3D scans of subjects from a wide range of ages (Figure 3) and balanced in gender.

In contrast to all the previous models, which capture geometric variations due to shape only, Cao et al. [41] constructed the FaceWarehouse model, a bilinear face model that includes also expression variations. They used a Kinect system to capture 20 expressions (one of them being the neutral) of 150 individuals aged between 7 and 80 years old. For each of the expressions, 74 landmarks were located on the 2D picture using active shape model [43]. These landmarks were then used to guide the fitting process of the Blanz and Vetter face model [30] to the depth map. Individual-specific expression blendshapes were then generated from the meshes obtaining 47 expressions for each subject, which were used as the face database. To build the bilinear face model, they assembled all the vectorised meshes into a 3-rank data tensor (vertices × identities × expressions) and applied N-mode singular value decomposition to decompose it.

| 3DMM                  | #subjects | % Males | Age (years old) | Expression | Ethnicity       |
|-----------------------|-----------|---------|-----------------|------------|----------------|
| BlanzVetter 1999 [30] | 200       | 50      | “young adults”  | ×          | –              |
| BFM [35]              | 200       | 50      | 8-62            | ×          | “most Europeans” |
| SFM [37]              | 169       | –       | Fig. 1          | ×          | 60% Caucasian  |
| LSFM [39]             | 9663      | 48      | Fig. 2          | ×          | 82% White      |
| LYHM [40]             | 1212      | 50      | Fig. 3          | ×          | –              |
| FaceWarehouse [41]    | 150       | –       | 7-80            | ✓          | “various”      |

Figure 2: LSFM dataset age distribution (extracted from [39]).

Figure 3: LYHM dataset age distribution (extracted from Dai et al. [40]).
3. Statistical Model Fitting Methods

Using a statistical model as the representation of the prior knowledge of the 3D structure of a face allows for a reconstruction of a new 3D face from one or more photographs by finding the linear combination of the model bases that best fits to the given 2D image(s).

Essentially, fitting a 3D facial model to 2D images implies optimising a non-linear cost function. Other approaches have also been explored, such as the linearisation of the cost function or a probabilistic point of view.

In this section, we summarise and compare the most relevant proposed approaches to fit a 3D facial model to a one or more 2D images in the last decade. First, we overview the different inputs the community has been using, analysing their strengths and weaknesses (Section 3.1). Then, we review the three different approaches we have identified among the 3DMM fitting works: non-linear optimisation of a cost function (Section 3.2), linear approaches (Section 3.3), and probabilistic approaches (Section 3.4). Finally, in Section 3.5, we explain how some researchers have proposed to fit a 3DMM in a local manner by dividing the face into subregions. The reviewed proposals are compiled in Tables 2 and 3, and main conclusions are summarised in Section 3.6.

3.1. Input types

Reconstructing the 3D facial geometry and appearance of a person from a single in-the-wild picture is much more challenging than using multiple images. This is why most works have mainly focused on 3D face reconstruction from a single image. Even so, some researchers have considered multiple images to improve the reconstruction accuracy by observing the subject’s face under different poses and illumination conditions. In the same line, others have proposed to use 2D video sequences as a simple way of obtaining a set of pictures from the same person. However, when using a video, the temporal relation between frames has to be taken into account when reconstructing the 3D facial shape.

On the other hand, landmark locations and simple image features, such as raw pixel values and texture edges, are the most used features to estimate the 3DMM parameters. Nonetheless, some researchers have proposed to extract complex features from the input image, which are considered to be more robust against changes in imaging conditions.

3.1.1. Multiple images methods

Piotraschke and Blanz [57] took advantage of the multiple input images to reconstruct a single 3D face by combining the 3D faces that resulted from applying a single-image method to each of the input images. In contrast, [31, 51, 49, 59, 66, 67] estimated the parameters from all the input images at the same time by minimising a cost function that is the sum of the cost function applied to each of the images: \( E(\theta) = \sum_{j=1}^{P} E_j(\theta_j) \), where some of the parameters \( \theta_j \) are shared across all the images (such as the shape parameters) and some are not (such as the projection parameters or the illumination). Jin et al. [31], Sariyanidi et al. [66] used that technique to fit the 3DMM to a set of independent images, whereas [51, 49, 59, 67] used videos but considering the set of frames as separate images.

Booth et al. [17], extending their work from [62], added a fitting procedure to videos. However, since a video provides more information than multiple independent images, they added a term to the cost function that ensures temporal smoothness of the parameters, i.e., regularity across consecutive frames. Garrido et al. [58] also proposed a technique to fit the 3D facial model to videos but in an iterative manner by optimising the parameters for each of the frames.

Contrary to all the above approaches, Hernandez et al. [61] proposed to estimate the model parameters for each frame of a video sequence by imposing photo-consistency between consecutive frames. However, unlike Booth et al. [17], they minimised a local representation \( F \) around the projection over consecutive frames, \( t \) and \( t + 1 \), of the 3D vertices, \( i = 1, \ldots, N \) of the estimated 3D faces for each frame, \( x^t = x(\alpha^t) \) and \( x^{t+1} = x(\alpha^{t+1}) \):

\[
E = \sum_{t} \sum_{i=1}^{N} \left\| F(x^t_i, \zeta^t) - F(x^{t+1}_i, \zeta^{t+1}) \right\|^2_2
\]

where \( x^t_i \) represents the ith vertex of \( x^t \), \( F(x^t_i, \zeta^t) \) is the projection of the vertex \( x^t_i \) according to the projection parameters of frame \( t \), \( \zeta^t \), and \( F \) is the local feature extraction function (image colour, image intensity, complex image features, etc.).

3.1.2. Image features

Booth et al. [62, 17] used image features to construct a texture model that was later employed to recover the facial appearance, whereas Huber et al. [53], Zhu et al. [55], Hernandez et al. [61] and Gecer et al. [64] used them in the reconstruction process.

Gecer et al. [64] extracted identity features from the input and rendered images using a pre-trained face recognition networks and used them to compute the difference between both images.

On the other hand, Hernandez et al. [61], Huber et al. [53], and Zhu et al. [54] extracted image features from patches of the input image \( I_{in} \) around the projections of 3D vertices from the reconstruction into the image plane. Unlike the first authors [61] who projected all the vertices in the 3D facial mesh, [53, 54] only extracted features around the projected the 3D-landmarks \( \hat{\ell}_{2D} \).

Huber et al. [53] and Zhu et al. [55] also proposed to include complex image features (e.g. SIFT or HOG) in the fitting process, but their approach differed from [62, 17] in many ways. They trained a cascaded regressor that jointly optimised the camera \( \zeta \) and the shape \( \alpha \).
| Reference                  | Images | Features used to fit | Fitting | Camera parameters | Shape | Texture | Illumination model |
|---------------------------|--------|----------------------|---------|------------------|-------|---------|-------------------|
| Aldrian and Smith [44]    | Single | Landmarks            | Linear  | Maximise posterior | Colour channels ratios | Lambertian |
| Aldrian and Smith [45]    | Single | Landmarks            | Linear  | Maximise posterior | Minimise error | Lambertian + specular |
| Aldrian and Smith [46]    | Single | Landmarks            | Linear  | Maximise posterior | Minimise error | Lambertian + specular |
| Aldrian and Smith [47]    | Single | Landmarks            | Linear  | Maximise posterior | Minimise error | Lambertian + specular |
| Schönborn et al. [48]    | Single | Render image, landmarks | Minimise error | Maximise posterior | Maximise posterior | Spherical harmonics |
| Shi et al. [49]           | Video  | Landmarks            | Minimise error | Minimise error | – | – |
| Ding et al. [50]          | Single | Landmarks            | Linear  | Maximise posterior | – | – |
| Qu et al. [51]            | Multiple| Landmarks        | Minimise error | Minimise error | – | – |
| Qu et al. [52]            | Single | Landmarks            | Minimise error | Minimise error | – | – |
| Huber et al. [53]         | Single | Features around landmarks | Cascaded regression | Cascaded regression | – | – |
| Zhu et al. [54]           | Single | Landmarks            | Minimise error | Minimise error | – | – |
| Zhu et al. [55]           | Single | Features around landmarks | Cascaded regression | Cascaded regression | – | – |
| Bas et al. [56]           | Single | Landmarks, texture edges | Minimise error | Minimise error | – | – |
| Piotraschke and Blanz [57]| Multiple| Render image, landmarks | Minimise error | Minimise error | Minimise error | Phong |
| Garrido et al. [58]       | Video  | Render image, landmarks | Minimise error | Minimise error | Minimise error | Lambertian |
| Thies et al. [59]         | Single, video | Render image, landmarks | Minimise error | Minimise error | Minimise error | Lambertian |
| Hu et al. [60]            | Single | Render image, landmarks | Minimise error | Minimise error | Minimise error | Phong |
| Hernandez et al. [61]     | Video  | Image features around projected 3D vertices | Minimise error | Minimise error | – | – |
| Booth et al. [62]         | Single | Render image, landmarks | Minimise error | Minimise error | Minimise error | Image features |
| Jin et al. [31]           | Two    | Render image, landmarks | Regression model | Minimise error | Minimise error | Phong |
| Booth et al. [17]         | Single, video | Render image, landmarks | Minimise error | Minimise error | Minimise error | Image features |
parameters given an initial feature vector, thereby avoiding the optimisation of a non-linear cost function. These feature vectors were SIFT features extracted from patches of the input image $I_{\text{in}}$ around the projections of the 3D-landmarks into the image plane $\hat{\ell}^{2D}$. Hence, at each step $t$, given the parameters $\theta_t = \{\zeta_t, \alpha_t\}$ estimated by the previous weak regressor $R_{t-1}$, the 3D-landmarks in $x(\alpha_t)$, $\{\hat{\ell}_i^{3D}(\alpha_t)\}_{i=1}^L$, were projected into the image plane $\mathcal{P}(\hat{\ell}_i^{3D}(\alpha_t), \zeta_t) = \hat{\ell}_i^{2D}(\alpha_t)$, and image features were extracted from patches of $I_{\text{in}}$ centred at $\hat{\ell}_i^{2D}(\alpha_t)$, $\{\ell_i^t = f(\theta_t, \hat{\ell}_i^{2D}(\alpha_t))\}_{i=1}^L$. Each weak regressor $R_i$ inputted a vector of features $\ell_i^t = [\ell_i^t, \ldots, \ell_i^2]$ and outputted an optimal parameter update $\Delta \hat{\theta}_t$ such that $\theta_{t+1} = \theta_t + \Delta \hat{\theta}_t$.

3.2. Non-linear optimisation of a cost function

Blanz and Vetter [30] not only introduced the 3DMMs to the community but also proposed a method to fit them to a single facial image, indicating a way of extending it to many images that inspired many others. Their fitting process was based on a simple idea: if the input image and the image rendered from the fitted 3D face are similar, the 3D reconstruction is faithful to the input image. In an iterative manner, using the stochastic gradient descent method, they optimised the shape $\alpha$ and the albedo $\beta$ parameters alongside with a set of rendering parameters $\rho$ (including intrinsic camera parameters, projection parameters as well as illumination parameters) such that they produced an image $I_{\text{mod}}$ as close as possible to the input $I_{\text{in}}$: i.e., they minimised the sum of the Euclidean distance between each pixel $(x, y)$ of the input and the reconstructed images:

$$E_1(\alpha, \beta, \rho) = \sum_{x,y} \|I_{\text{in}}(x, y) - I_{\text{mod}}(x, y)\|^2_2.$$  

$I_{\text{mod}}$ was rendered using the Phong reflectance model [68] and a perspective projection defined by $\mathcal{P}_{\text{PP}} : \mathbb{R}^3 \rightarrow \mathbb{R}^2$

$$\mathcal{P}_{\text{PP}}(v, \zeta) = \frac{f}{v_z} \begin{pmatrix} v_x' \\ v_y' \\ 1 \end{pmatrix} + \begin{pmatrix} \alpha_x \\ \alpha_y \end{pmatrix}$$

where $\begin{pmatrix} v_x' \\ v_y' \\ v_z' \end{pmatrix} = Rv + \tau$ (5)

for a point $v \in \mathbb{R}^3$. The projection parameters $\zeta = \{R, \tau, f, o\}$ include the rotation matrix $R$ and the translation $\tau$ of the face, the focal length $f$ and the coordinates of the optical axis in the image plane $o = (\alpha_x, \alpha_y)^T$.

However, only by minimising the distance between the input and the rendered images, a face-like surface is not guaranteed since the minimisation is ill-posed. To solve this issue, Blanz and Vetter added to the cost function a regularisation term for the parameters using the prior probabilities of the model coefficients (see eq. (3)) and an ad-hoc prior for the rendering coefficients:

$$E_{\text{reg}}(\alpha, \beta, \rho) = \sum_{i=1}^{N-1} \frac{\alpha_i^2}{\sigma^2_{\alpha_i}} + \sum_{i=1}^{N-1} \frac{\beta_i^2}{\sigma^2_{\beta_i}} + \sum_{j} \frac{(\rho_j - \bar{\rho}_j)^2}{\sigma^2_{\rho_j}}.$$  

Later, in [69], they extended their work by adding to the cost function a term that enforces a fixed set of facial feature points (landmarks) in the reconstructed facial shape, $\ell_i^{3D} (i = 1, \ldots, L)$, to be such that their projections, $\hat{\ell}_i^{2D}$, lie over the corresponding set of manually annotated landmarks in the input image, $\ell_i^{2D}$,

$$E_{\text{land}2D}(\zeta) = \sum_{i=1}^L \left\| \ell_i^{2D} - \hat{\ell}_i^{2D} \right\|_2^2.$$  

This 3DMM fitting approach based on the minimisation of the distance between the input and the rendered image has been followed by many others [49, 51, 52, 54, 57, 31, 59, 56, 61, 60, 62, 17, 63, 65, 66].

Piotrachke and Blanz [57] used Blanz and Vetter’s approach [69], adding an automatic landmark detector to ex-
tract the facial points in the input image, thus obtaining a fully automatic system. Whereas, Thies et al. [59] used [69] for face reenactment by fitting a 3DMM to the source and the target subjects and transferring to the target subject the estimated expression of the source subject.

Hernandez et al. [61], Qu et al. [52], Liu et al. [65] and Zhu et al. [54] proposed to use only one of the error terms used by Blanz and Vetter [69]. Whereas Hernandez et al. [61] focused on ensuring photometric consistency, Qu et al. [52], Liu et al. [65] and Zhu et al. [54] used only the landmark term (eq. (6)), including to the set of the facial landmarks, the contour landmarks. Qu et al. [52] separated the in-face and the contour landmarks in two terms. Since the contour landmarks are not well defined in non-frontal poses, treating contour landmarks separately allowed them to define the 2D contour landmark in a softer manner: a 2D contour landmark corresponding to a 3D contour landmark is the nearest landmark in the image to the projection of the 3D landmark. Similarly, Liu et al. [65] iteratively updated the 2D contour landmarks while estimating the shape and projection parameters. This update consisted in taking as new landmarks the nearest points on the 2D contour line to the projected 3D contour landmarks. In this way, the contour landmarks’ correspondence is improved, helping to better estimate the 3D face. In contrast, Zhu et al. [54] jointly estimated the 3DMM parameters, the projection parameters and the position of 3D landmarks on the 3DMM given the 2D landmarks on the image. They observed that the pose parameters and the landmarks depended on each other; thus, they proposed to iteratively estimate first the shape and pose parameters and then update the landmarks position.

Koujan and Roussos [67] also used only a set of corresponding 3D-2D points to fit the 3DMM to images but, contrary to [52, 65, 54], they obtained a dense set of points. They used a video sequence to estimate the 3D facial geometry of a person by first computing optical flow from a reference frame to all the rest, and then finding correspondences between the set of moving 2D points identified by the optical flow algorithm and the 3D vertices of the facial shape, which was previously initialised using only landmarks.

Sariyanidi et al. [66], Booth et al. [62, 17], and Gecer et al. [64] completely redefined the image error, $E_I$. The first authors defined the image error as the gradient correlation [70] between the input and the rendered images, $E_I = \nabla I_{in}^T \nabla I_{mod}$, which they claimed is more robust against illumination variations and occlusions. The gradients $\nabla I$, are computed as the concatenation of the magnitude-normalised differences along the vertical and horizontal axes for each of the $K$ pixels. However, their main contribution is a regularisation of the model parameters based on adding inequality constraints to the minimisation problem, whose upper and lower bounds are extracted from the 3DMM. The authors argued that adding a regularisation term to the cost function (see eq. (3.2)) may lead to unsatisfying results, either because of a too smoothed 3D face or the opposite, since the weight of the regularisation on the minimisation problem is controlled by a parameter that is chosen ad-hoc.

Booth et al. [62, 17] proposed a texture model constructed from a dense feature-based representation of in-the-wild images. Instead of using the per-pixel RGB values of the 3D face, the training samples used to build the texture model (see eq. (2)) were image feature vectors, $f$. These were obtained by applying a dense feature extraction function to each of the in-the-wild images in the training set. Then, assuming known shape parameters $\alpha$ (thus, known 3D facial shape, $x(\alpha)$) and projection parameters $\beta$ for each training image, they computed the projection of the 3D faces $x(\alpha)$ according to $\beta$ into the image plane $P(x(\alpha), \beta)$, and sampled the feature vectors on the location of the projection of the 3D faces. Therefore, for each training image, they obtained a vector $\mathbf{f}$ composed of the features vectors on the location of the corresponding projected 3D face. Then, the image error $E_I$ was redefined as

$$E_I(\alpha, \beta, \zeta) = \| \mathbf{F}(P(x(\alpha), \zeta)) - \mathbf{f}(\beta) \|^2_2,$$

where $\mathbf{F}$ is the function that extracts the features from the pixels in the input image corresponding to the location of the projected reconstructed 3D face $P(x(\alpha), \zeta)$, and $\mathbf{f}(\beta)$ is the instance of the feature-based texture model corresponding to the parameters $\beta$.

With a similar idea, Gecer et al. [64] used a perceptual loss that minimised the cosine distance of image features extracted from $I_{in}$ and $I_{mod}$ using the ArcFace network [71]. They also minimised the Euclidean distance between features from intermediate layers, together with the image error (eq. (4)) and a landmarks error, to estimate the shape, expression, and texture 3DMM parameters, and the rendering parameters. Differently from the other works, Gecer et al. [64] trained a generative adversarial network to estimate a refined texture UV-map from the texture parameters estimated by minimising the cost function.

The works studied above [62, 17, 61, 57, 52, 59, 64] jointly optimised the shape, texture, and projection parameters by minimising a single cost function. However, other approaches [58, 60, 63, 49, 51] proposed to reconstruct the 3D facial shape by minimising a cost function in different stages.

Some researchers [58, 31, 51, 49] proposed to estimate the 3D face in stages where each one estimated finer details than the previous one. Qu et al. [51] fitted the 3D facial model only by minimising the landmarks error, first using a single image and then including multiple images to refine the previous reconstruction.

Jin et al. [31] divided the fitting process into a coarse and a fine-scale stage, estimating in a prior step the projection parameters using a regression model. In the global fitting stage, they minimised the distance between the 2D-landmarks and the projections of the 3D-landmarks into the image, as in eq. (6). Then, in the detail fitting stage,
they minimised the difference between the input image and the rendered image, as in eq. (4), adding a term that enforced the model parameters in the detail fitting stage to be similar to the parameters estimated in the global fitting stage. Similarly, Shi et al. [49] estimated in the global stage the shape and expression model parameters together with the projection parameters. They also used the image error to refine the coarse 3D face; however, unlike [31] who assumed a Phong reflectance model, they adopted a Lambertian reflectance model and regularised the parameters by minimising the difference to reference parameters, where the reference surface normals were extracted from the coarse 3D shape and the reference albedo from the FaceWarehouse [41].

Garrido et al. [58] also used the coarse-to-fine framework to estimate the facial geometry. In a coarse-scale stage, they optimised all the parameters by minimising a cost function with an image distance term $E_t$, a landmark distance term $E_{\text{lmk2D}}$, and a regularisation term $E_{\text{reg}}$. In the medium-scale stage, all the parameters were fixed except the projection parameters, which were reestimated together with a 3D deformation field by minimising again the same cost function but deforming the reconstructed shape according to the estimated deformation field. Finally, the fine-scale deformation field was estimated by inverse rendering optimisation such that the synthesised shading gradients matched the gradients of the illumination in the corresponding input image as good as possible.

Hu et al. [60] and Jiang et al. [63] also minimised a non-linear error function at different stages. Unlike [58, 31, 51, 49], who estimated in each stage more subtle details than the previous one, [60, 63] split the 3D facial reconstruction process into the estimation of the facial geometry of the subject and the estimation of the appearance, including the illumination.

Different from [60] who clearly separated the geometric and the photometric stages, Jiang et al. [63] refined in the photometric stage the reconstruction resulting from the geometric stage, while estimating the appearance. In the geometric stage, they minimised the distance between the 2D landmarks and the projection of the 3D landmarks, estimating the projection, shape and expression parameters. In the photometric stage, a Lambertian reflectance model was assumed and approximated using spherical harmonic functions. First, the albedo and illumination parameters were estimated by minimising the image error $E_t$ (eq. (4)) using the shape estimated in the geometric stage. Then, a vertex displacement was allowed and estimated by minimising again the image error using the already estimated albedo and illumination parameters. Finally, fine geometric details were recovered using a shape-from-shading method that reestimated the surface normals by minimising the difference in intensity gradients between the input image and the rendered image.

In the work by Hu et al. [60], both stages are iterated in turn a few times to refine the solution. The geometric phase is composed of three steps: in the first step the projection parameters $\zeta$ are estimated by minimising the distance between the projection of the 3D-landmarks and the 2D-landmarks $E_{\text{lmk2D}}$ (eq. (6)); in the second step the shape parameters $\alpha$ are estimated by minimising the distance between 3D-landmarks in the model $\hat{\ell}^{3D}$ and the back-projected 2D-landmarks $\ell^{3D}$ to the model using the already estimated projection parameters:

$$E_{\text{lmk2D}}(\alpha) = \sum_{i=1}^{L} \| \ell_i^{3D} - \hat{\ell}_i^{3D} \|^2_2.$$ 

In the last step of the geometric stage, they detected contour facial points in the input and the rendered images, and added these points to the set of landmarks used in the previous steps (the estimation of the camera and the shape parameters) to refine the solution.

The second stage is also divided in three steps where the light direction, the light intensity and the texture parameters are estimated assuming the Phong model as a reflectance model of the facial surface. First, the light direction is estimated by minimising the image distance $E_t$ (eq. (4)) and taking all the other variables as constants. The estimated light direction is fed to the next step where the light intensity is computed again by minimising the image distance. The same procedure is used to estimate the texture parameters.

One notable contribution of Hu et al. [60] with respect to the previous approaches is that they linearised all the error functions except the one that estimates the projection parameters (i.e. the ones used to estimate the shape, light direction, light intensity, and texture parameters). This linearisation resulted on closed-form solutions, which they claimed increases the computational efficiency.

This idea of linearising the cost function was also exploited by Bas et al. [56] who again divided the 3D face reconstruction in two parts: the estimation of the shape and projection parameters in a linear manner (with closed-form solutions) and a non-linear refinement of the estimated shape. Unlike [60], they linearised the estimation of the projection parameters. Rather than a perspective projection (see eq. (5)), they considered a scaled orthographic projection. The scaled orthographic projection model assumes that the variation in depth is small relative to the distance from the camera. Under these assumptions, the projection of $v \in \mathbb{R}^3$ only depends on a uniform scale factor $s \in \mathbb{R}$. Thus, for a set of projection parameters $\zeta = \{R, \tau, s\}$:

$$P_{\text{SOP}}(v, \zeta) = s \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \end{pmatrix} R v + s \tau. \quad (8)$$

With this projection model, the projection parameters, which are estimated by minimising the landmarks distance $E_{\text{lmk2D}}$ (eq. (6)), are obtained in a linear manner using the POS algorithm [72]. Likewise, since the landmarks in the 3D model $\hat{\ell}^{3D}$ depend on the shape parameters $\alpha$, matching their projections $\hat{\ell}^{2D}$ by eq. (8) to the landmarks
in the input image $\ell^{2D}$, they obtained a linear system of equations for $\alpha$, $\alpha_0 = b$. These initial estimations of $\zeta$ and $\alpha$ are refined by including texture edges to the fitting procedure, minimising a non-linear cost function with a landmark distance term $E_{\text{link2D}}$, a regularisation term $E_{\text{reg}}$, and an edge distance term $E_{\text{edge}}$ defined as

$$E_{\text{edge}} = \frac{1}{|B|} \sum_{v \in B} \min_{p \in \hat{L}} \| p - \mathcal{R}_{\text{SOP}}(v, \zeta) \|_2^2,$$

where $\mathcal{B}$ is the set of pixels in the input image detected as texture edges, $\mathcal{B}_\alpha$ is the occluding boundary of the 3D face, defined as the set of vertices that lie on a mesh edge whose adjacent mesh faces have a change of visibility, and $|\mathcal{B}|$ indicates the size of $\mathcal{B}_\alpha$.

### 3.3. Linear approaches

All the previously mentioned works exploit the optimisation of a non-linear error function very similarly to the approach presented originally by Blanz and Vetter [30, 69]. However, Aldrian and Smith [44] observed that the optimisation problem proposed by Blanz and Vetter [69] (and followed by many others) is highly complex, computationally expensive and prone to be stuck on local minima due to its ill-posed nature. To avoid that, they proposed an alternative: to fit the 3DMM in a linear manner, separately for the projection parameters, the facial geometry and the texture. Unlike [56], who refined in a non-linear manner the reconstruction resulting from the linear stage, Aldrian and Smith [44] proposed a completely linear approach that was later further explored [46, 45, 47, 50].

Aldrian and Smith [44] proposed to estimate a camera projection matrix $C$ such that the projection of the 3D-landmarks matches the 2D-landmarks, i.e., ideally $\hat{\ell}_i^{2D} = \hat{\ell}_i^{2D} = \mathcal{P}(\ell_i^{3D}, C) = C\ell_i^{3D}, \forall i = 1, \dots, L$. That is, $C$ is such that the landmark distance $E_{\text{link2D}}$ is minimised

$$E_{\text{link2D}}(C) = \sum_{i=1}^L \| \ell_i^{2D} - C\ell_i^{3D} \|^2 \frac{2}{2}.$$
the normals about the viewing direction. Thus, the rendered image is constructed as
\[ I_{\text{mod}} = I \ast (D \gamma_d \ast (\mathbf{c} + \Psi \beta) + S \gamma_s) \]
where \( I \) denotes the colour of the light source, \( \gamma_d \) and \( \gamma_s \) are the diffuse and specular lighting parameters, and \( D \) and \( S \) are the respective spherical harmonics basis functions. The symbol \( \ast \) denotes the element-wise multiplication.

With this image-formation model, they first estimated the diffuse light parameters \( \gamma_d \) and the texture parameters \( \beta \) in the SUV space by minimising \( \mathcal{E}(\gamma_d, \beta) = \mathbb{E}_U(\gamma_d, \beta) + \mathbb{E}_V(\gamma_d, \beta) \), where
\[
\mathbb{E}_U = \sum_{k=1}^{K} \left[ (I_{\text{in}})_k - (I_{\text{mod}})_k \right]^2 \\
= \sum_{k=1}^{K} \left[ r^2_k (I_{\text{in},d})_k - r^2_k (I_{\text{mod},d})_k \right]^2 \\
= \sum_{k=1}^{K} \left[ r^2_k (I_{\text{in},d})_k - r^2_k (D_k \gamma_d \ast (\mathbf{c} + \Psi_k \beta)) \right]^2
\]
(and \( \mathbb{E}_V \) is defined analogously) for \( K \) intensity observations. This error function is minimised by setting to zero the partial derivatives, which leads to a linear system of equations that is solved for the texture model parameters \( \beta \) and the diffuse light parameters \( \gamma_d \). To estimate the specular reflectance parameters \( \gamma_s \), they considered separately the low and the high frequencies (low and high order spherical harmonics) so that \( I_s = I_{s,l} + I_{s,h} \). For the low order frequencies, they used the illumination environment computed in the diffuse fitting stage \( \gamma_d \) and \( \beta \). Thus, specular reflectance parameters \( \gamma_s \) are computed considering the specular-only image, which is computed as the difference between the corrected image and the diffuse-only image
\[ I_s = I_{\text{in}} - D \gamma_d \ast (\mathbf{c} + \Psi \beta) = I \ast S \gamma_s. \tag{9} \]
Therefore, for known \( \gamma_d \) and \( \beta \), eq. (9) is a linear system of equations. For higher orders, given that lighting is unknown, they solved the unconstrained problem using least-squares.

In [45], Aldrian and Smith relaxed further the assumptions and considered an unconstrained illumination, avoiding the premise of a common, known and fixed colour for all the light sources, but assuming non-specular reflectance to estimate the diffuse part. As in [46], they modelled the illumination using spherical harmonics basis functions. However, the rendered image \( I_{\text{mod}} \) is constructed slightly different since an unconstrained illumination is assumed,
\[ I_{\text{mod}} = D \gamma_d \ast (\mathbf{c} + \Psi \beta) + S \gamma_s. \]
They also considered the colour response of the camera in the model by adding a colour transformation and an offset, which are determined using the mean texture as initialisation to correct the input image. Then, they estimated the diffuse reflectance parameters \( \gamma_d \) and the texture parameters \( \beta \) by ignoring the specular part and minimising the difference between the corrected image \( I_{\text{mod}} \) and the rendered image \( D \gamma_d \ast (\mathbf{c} + \Psi \beta) \), with some regularisation terms on the parameters. The specular reflectance parameters \( \gamma_s \) are estimated in the same way as in [46] with the equivalent specular-only image
\[ I_s = I_{\text{in}} - D \gamma_d \ast (\mathbf{c} + \Psi \beta) = S \gamma_s. \]

Although Aldrian and Smith proposed different strategies to reconstruct the texture [44, 46, 45, 47], the suggested approach to estimate the 3D facial geometry remains unchanged throughout their works. Ding et al. [50] considered that Aldrian and Smith’s approach has two main drawbacks: first, in the camera projection matrix estimation, they do not take into account the orthonormal nature of the rotation matrix, and second, estimating the camera and the shape parameters separately, in a two-step manner, does not guarantee to decrease the cost function in each step. To solve the first drawback, they proposed to rescale and orthogonalise the camera projection matrix resulting from Aldrian and Smith’s algorithm to enforce orthonormality of the rotation matrix. The second disadvantage was solved by jointly estimating the camera projection matrix and the shape parameters using the Levenberg-Marquardt algorithm.

3.4. Probabilistic approach
A very different approach for fitting a 3DMM was proposed by Schönborn et al. [48] where they reformulated the process of fitting a 3DMM as a probabilistic inference problem, drawing samples from the posterior distribution over the set of all the parameters \( \theta \) - containing the 3DMM’s parameters (shape \( \alpha \) and texture \( \beta \), the illumination and the projection parameters \( \zeta \) - given the input image \( I_{\text{in}} \), \( p(\theta | I_{\text{in}}) \). Although the use of the posterior probability was also exploited by others [44, 46, 45, 47, 50], Schönborn et al. [48] reinterpreted the model fitting procedure. They used the Metropolis-Hastings algorithm to draw samples of the parameters \( \theta \) distributed according the posterior distribution \( p(\theta | I_{\text{in}}) \) by stochastically accepting or rejecting samples. Such posterior distribution was computed by applying the Bayes’ theorem, \( p(\theta | I_{\text{in}}) \propto p(I_{\text{in}} | \theta) p(\theta) \). The first term, \( p(I_{\text{in}} | \theta) \), is a Gaussian distribution where each pixel is treated independently, considering different distributions for foreground and background pixels. The background distribution is trained on all the background pixels of the input image and the foreground distribution is known from the 3DMM. In the second term, \( p(\theta) \), they integrated all sources of information to estimate a distribution of the parameters. Basically, they observed that, given a completely automatic pipeline where a face detector and a landmarks detector are needed, both detectors are forced to make an early decision that might be unreliable due to strong pose and illumination variations. Thus, they included the results of the face and landmarks detectors as detection maps, assigning each pixel
in the image the likelihood of having a face (or a specific landmark) in that position. In this way, for each detected face box, $p(\theta)$ is biased with the position and size of the box and with the landmarks detection map of the box $L_i$, $p(\theta(box_i, L_i))$. Then, all these proposal distributions (one per detected face) are combined constructing a global distribution $p(\theta|\text{allboxes}, L_i)$ by computing the mean of the face box-distributions, which includes the knowledge about all the detections.

3.5. Local approaches

Most of the proposed techniques to reconstruct the 3D face of a person from one or more images approach the problem in a global manner, fitting the whole facial model to the image(s). However, Ding et al. [50] and Piotraschke and Blanz [57] addressed the fitting procedure in a local manner considering subregions of the face, although in slightly different ways.

Ding et al. [50] divided the face into four subregions (nose, mouth, eyes, rest) and fitted each of them locally, depending on both their own vertices and adjacent subregions. They estimated the shape parameters four times separately, $\alpha_i$, $i = 1, 2, 3, 4$, each ensuring that the corresponding face region was optimally fitted without considering the others. Then, the four shape parameters vectors were linearly combined with blending weights that depended on the vertices: $x = x + \sum_{i=1}^{4} w_i (\Phi \alpha_i)$, with $\sum_{i=1}^{4} w_{ij} = 1$, $\forall$ vertex j. The four shape parameters vectors were estimated at the same time by maximising the posterior probability of the shape parameters given a set of known landmark locations similarly to Aldrian and Smith [44, 46, 45, 47]. Nevertheless, there are two differences: 1) the projection of the 3D-landmarks into the image plane $\ell^2D$ is the linear combination of the projected 3D-landmarks of the four shapes reconstructed with each $\alpha_i$, and 2) instead of estimating ad-hoc the variances of the landmarks in the image plane $\sigma^2_{2D}$ in $\ell^2D|\alpha \sim N(\ell^2D|\sigma^2_{2D})$, a constant weighting factor was used.

Piotraschke and Blanz [57] used multiple in-the-wild pictures of a person and reconstructed individual 3D shapes from each of them very similarly to [69]. Then, they evaluated their quality and combined the best results to form a single 3D face. They studied and compared four quality measures: the Mahalanobis distance, which measures the distance of the reconstruction from the mean shape taking into account the standard deviations observed in the training data, the Euclidean distance from the reconstruction to the mean shape of the model, and the normal distance, which measures the difference between the surface normals of the reconstructed face and the normals of the average face. They found that this last distance measure was the closest to the quality judgements of humans observers. Therefore, the proposed strategy for building a single 3D facial shape from several reconstructions is: 1) fit the 3DMM separately to each of the input pictures, 2) on each segment of the face, select a set of the K best results according to the normal distance, $(S_{seg}^k)_{k=1}^{K}$, 3) for each segment, compute a weighted linear combination of the best reconstructions,

$$S_{seg} = \sum_{k=1}^{K} \lambda_k S_{seg}^k$$

with

$$\lambda_k = \frac{1 - \frac{k-1}{K}}{\sum_{i=1}^{K} 1 - \frac{i-1}{K}}.$$ 

and finally 4) merge the segments into a single 3D face.

3.6. Take-home message

As stated before, fitting a 3DMM to 2D images basically consists on finding the linear combination of the model bases that produce a 3D face that best resembles the person of the pictures. To do so, the community used different input modalities and proposed different approaches. Whereas the most widespread input is a single image, since it is the most challenging, some researchers fitted a 3DMM to a collection of images from the same subject or even video sequences, which provide more information by observing the subject from different poses and illuminations. Also, most of the proposed works used a set corresponding landmarks to drive the fitting process, but other features such as texture edges [56] or image features [53] have been adopted.

We have identified three main approaches to fit a 3DMM to images: the optimisation of a non-linear cost function, which is the most widespread, the linearisation of the cost function, and a probabilistic point of view. Although all three approaches are different in the way they optimise the model parameters, the fitting process is guided by the same main elements: the landmarks or corresponding 2D-3D points, the rendered image, and statistical regularisation. The set of 2D-3D corresponding points guides the fitting by imposing the known 2D location of the 3D points when projected to the image plane. The rendered image does so by imposing some similarity measure between the rendered and the input images. And, finally, plausible reconstructions are ensured by imposing the statistical regularisation that is defined by the 3DMM.

Whereas the optimisation of a non-linear cost function allows incorporating many different (complex) terms easily, it may be prone to get stuck on local minima or even diverge, and it can be slower than desired due to its computational cost. On the other hand, the linearisation of the cost function avoids most of the issues posed by non-linear approaches given its simpler nature, but it does not allow adding complex terms to the optimisation problem. Finally, probabilistic approaches favour the modelling of uncertainties to the probabilistic inference problem, however, the process of drawing samples from a posterior distribution may be very slow.

4. Photometric Methods

Photometric 3D-from-2D face reconstruction methods estimate the lighting parameters and surface normals from
a set of images usually assuming a Lambertian reflectance model, which defines each pixel \((x, y)\) in an image \(I\) as

\[
I(x, y) = \mathcal{A}(x, y)l^Tn(x, y)
\]

where \(\mathcal{A}(x, y)\) is the albedo of the pixel \((x, y)\), \(n\) its surface normal and \(l\) the light source vector. This model can be approximated using spherical harmonics basis functions, \(Y(n)\), as

\[
I(x, y) \approx \mathcal{A}(x, y)\gamma^T Y(n)
\]

where \(\gamma\) are the coefficients of the spherical harmonics functions.

This approach to reconstruct the 3D geometry of a surface based on photometry was originally introduced by Woodham [75] who proposed to estimate the surface normals from several 2D images by observing the object under different lighting conditions. However, Woodham’s work assumed a rigid geometry of the object, fixed Lambertian reflectance, fixed camera pose, and uniform albedo. These assumptions have been relaxed by subsequent works to adapt to more realistic settings.

As stated above, the 3D-from-2D face reconstruction problem is ill-posed when considering a single image, and additional constraints are needed to adequately constrain the solution. Some approaches, like Woodham [75], do so by using only a collection of images of the same subject [76, 77, 78, 79] (Section 4.1), whereas others also used template shapes [80, 81] or 3D facial models [82] (Section 4.2). The reviewed works on 3D-from-2D face reconstruction based on photometry are summarised in Table 4, and main conclusions are outlined in Section 4.3.

### 4.1. Multiple images methods

Kemelmacher-Shlizerman and Seitz [76] reconstructed the 3D facial shape of a subject given a collection of in-the-wild photos. They proposed to decompose the matrix \(M \in \mathbb{R}^{n \times d}\) of the \(n\) vectorised and frontalised images into a matrix \(\Gamma \in \mathbb{R}^{n \times 4}\) containing the coefficients of the lighting and a matrix \(S \in \mathbb{R}^{4 \times d}\) containing the albedo and the surface normals. The initial estimation of \(\Gamma\) and \(S\) was computed using singular value decomposition and taking the rank-4 approximation. Then, the matrices were refined by selecting, for each pixel, the images whose decomposition error was small in that pixel and using them to recalculate their shape vector (the corresponding column of \(S\)). This process was repeated until convergence was achieved.

This work [76] inspired many others. Snape et al. [79] also proposed to decompose a matrix formed by vectorised images; however, the collection of photos was not restricted to a single subject. Thus, they proposed to decompose \(M\) into \((\Gamma \ast C)S\), where \(\ast\) denotes the Khatri-Rao product and \(C\) is a matrix containing the shape coefficients. This allowed them to recover normals for multiple subjects at the same time, unlike Kemelmacher-Shlizerman and Seitz [76], who only recovered the facial geometry of one individual.

Suwajanakorn et al. [78] used the work proposed by Kemelmacher-Shlizerman and Seitz [76] to build a personalised reference shape from a photo collection of a single subject. Their goal was to reconstruct a 3D shape for each frame of a video sequence. Thus, they deformed the personalised template shape to match each frame. These deformations were estimated via a proposed 3D optical flow approach combined with shading cues. This 3D optical flow algorithm computed dense correspondences between the 3D personalised shape and each frame and deformed the mesh to fit the image. These deformations were then refined by minimising a photometric error.

| Reference | Images | Prior | Illumination model |
|-----------|--------|-------|-------------------|
| Kemelmacher-Shlizerman and Seitz [76] | Multiple | Collection of images | Lambertian |
| Kemelmacher-Shlizerman and Basri [83] | Single | Template mesh | Lambertian |
| Lee and Choi [84] | Single | Illumination-shape model | Lambertian |
| Kumar et al. [85] | Single | Illumination-shape model | Non-Lambertian |
| Lee and Choi [86] | Single | Illumination-shape model | Lambertian |
| Lee and Choi [87] | Single | Illumination-shape model | Lambertian |
| Suwajanakorn et al. [78] | Video | Collection of images | Lambertian |
| Snape et al. [79] | Multiple | Collection of images from multiple subjects | Lambertian |
| Roth et al. [80] | Multiple | Collection of images and template mesh | Lambertian |
| Roth et al. [82] | Multiple | Collection of images and 3DMM | Lambertian |
| Li et al. [89] | Single | 3DMM fitting | Lambertian |
| Cao et al. [88] | Single | 3DMM fitting | Lambertian |
| Rotger et al. [90] | Single | 3DMM fitting | Lambertian |
Also using only a collection of photos of the same person, Liang et al. [77] reconstructed the whole head. They proposed to clusterise the photos according to the yaw angle of the face. The frontal cluster was used to initialise the reconstruction, and then the different clusters were used to reconstruct the rest of the head progressively. Their method was also based on the work by Kemelmacher-Shlizerman and Seitz [76].

Unlike the works above, Zeng et al. [81] proposed to use only three images (one frontal and two profile ones) and a set of reference meshes. First, an initial estimation of the shape is computed using [76]. This initialisation is refined by minimising an energy function with three terms: a shading term that penalises dissimilarity between the initial and the new estimations; a multi-view consistency term that forces projections of the same 3D point onto neighbouring views to be similar for all the reference shapes; and finally a smoothness term that ensures smooth transitions in depth. According to Zeng et al. [81], using a set of reference meshes, contrary to using a single template mesh, helps increasing the probability of finding the most similar candidate for the input face.

With a similar idea, Roth et al. [80] used a single 3D facial template mesh but, instead of three input images [81], they used a collection of photos. The mesh was warped to all the images by deforming it so that the projection of its landmarks matched the 2D landmarks in all the images (with individual projection matrices). This personalised template mesh was projected into all the images to obtain facial regions for each of them. The facial regions were used to build the matrix $M$ that was decomposed into $\Gamma$ and $S$ following [76]. In their latter publication [82], Roth et al. extended their work by building the personalised template via 3DMM fitting [54]. Also, instead of following [76] to estimate the normals, albedo, and lighting parameters in the Lambertian reflectance model (see eq. (10)), they proposed to minimise an energy function. This function consisted of a term that penalised the difference between each image pixel and its estimated value (according to eq. (10)), and another one that penalised the distance between the ground truth and the estimated surface normals. Finally, they use a coarse-to-fine scheme to first fit the overall face shape and later adapt the coarse estimation to the details present in the collection.

### 4.2. Single image methods

Differently from the works studied above, Kemelmacher-Shlizerman and Basri [83], Lee and Choi [84, 86, 87] and Kumar et al. [85] only used a single image to reconstruct the 3D face of a person. Whereas Kemelmacher-Shlizerman and Basri [83] included a template mesh as prior knowledge, Lee and Choi [84, 86, 87] and Kumar et al. [85] trained a model that integrated illumination and shape information. Differently, Rotger et al. [90], Cao et al. [88] and Li et al. [89] used photometric methods to refine a coarse 3D face estimated by means of 3DMM fitting.

Kemelmacher-Shlizerman and Basri [83] proposed to recover the albedo, surface normals, and lighting by adopting the spherical harmonics approximation (eq. (11)) of the Lambertian model using a template face for which the albedo, surface normals, and depth map were known. The proposed reconstruction scheme consisted in: 1) recovering the spherical harmonics coefficients $\gamma$ by fitting the reference shape to the input image (using the normals and albedo of the reference template), 2) estimating the depth map for the input image (by writing the normals as functions of the depth) given the estimated $\gamma$ and the albedo of the template, and 3) recovering the albedo with the estimated spherical harmonics coefficients and depth map.

Lee and Choi [84, 86, 87] reformulated the estimation of the 3D shape as a photometry-based model fitting problem. Whereas the above approaches vectorised the images to build 2D matrices, Lee an Choi kept the 2D nature of the images and worked with tensors. They assumed a Lambertian reflectance model and approximated it using spherical harmonics such that

$$I = F \times_3 I^T$$

where $I \in \mathbb{R}^{n_x \times n_y \times n_z}$ is an image, $F \in \mathbb{R}^{n_x \times n_y \times n_1}$ is the 3rd-order tensor related to surface characteristics (albedo, normals), and $I \in \mathbb{R}^{n_1}$ is the light source vector. In Lee and Choi [84], they proposed to parametrise $F$ as a function of a personal identity vector $\iota$ by decomposing it similarly to 3DMM (see Section 2.1) and using $N$-mode singular value decomposition so that $F = \bar{F} + T \times_4 \iota$, where $\bar{F} \in \mathbb{R}^{n_x \times n_y \times n_1}$ is the mean of $F$, $T \in \mathbb{R}^{n_x \times n_y \times n_1 \times n_4}$ is formed by the basis functions, and $\iota \in \mathbb{R}^{n_4}$.

In [86], Lee et al. proposed a method to estimate an image depth by fitting a model that considers cast shadows. Similarly to [84], they first reduced the dimension of the training images by building a subspace with tensor decomposition techniques. The representations of the training examples in that subspace were transformed to hyperspherical coordinates to simplify the problem. Finally, a linear mapping was learnt to estimate the depth from these hyperspherical coordinates. The work presented in [84] and [86] was compiled in [87].

Kumar et al. [85], different from all the works above, did not assume a Lambertian model but used apparent bidirectional reflectance distribution functions to model the illumination of faces. They proposed to approximate the field of such functions using tensor splines, which are combinations of Cartesian tensors and B-splines. However, whereas the Lambertian model (see eq. (10)) explicitly includes the surface normals in the formula, tensor splines do not; thus, recovering the surface normals from the illumination in the image is a nontrivial task. To solve this problem, Kumar et al. assumed local homogeneity of the apparent bidirectional reflectance distribution func-
tions field, i.e., neighbouring pixels have the same shape, only differing by a rotation, which allowed them to derive a surface normal at a pixel by rotating the known normal at another pixel.

Whereas the previous works estimated the 3D face by directly applying photometry-based methods, Rotger et al. [90], Cao et al. [88], and Li et al. [89] used photometry-based methods to refine a coarse 3D face that was estimated by fitting a 3DMM. The idea behind these works is to refine the coarse 3D face estimating per-vertex displacements, which, basically, result from the minimisation of an image error

$$E_1 = \| I_{in} - A\gamma^TY \|^2_2$$

where $A$, $\gamma$, and $Y$ are as in eq. (11).

Rotger et al. [90] modelled the per-vertex displacement $\nu^i$ as functions of the normals $n^i$ and a value $d^i$, which can be roughly understood as the distance from the $i$th pixel to a wrinkle. The wrinkles in $I_{in}$ were detected as changes on the facial texture according to the partial derivatives in both horizontal and vertical directions. Thus, the updated vertices were computed as $v^i + \nu^i$, where $\nu_i = \lambda n^i d^i$. $\lambda \in \mathbb{R}$ is the value that controls the magnitude of the displacement and was computed by minimising

$$E_1 = \sum_{i=1}^{n_x \times n_y} \| I_{in}^i - A^n_i \gamma^TY(n^i + \nu^i) \|^2_2$$

where $n^i + \nu^i$ denotes the normal vector estimated at the updated vertex $v^i + \nu^i$, $Y(n)$ denotes the spherical harmonics basis functions computed for $n$, and $n_x \times n_y$ is the number of pixels in $I_{in}$.

In contrast, Li et al. [89] and Cao et al. [88] directly updated the normals, instead of estimating displacements for each vertex. The first authors added to their image formation model the shadows that cannot be explained by a Lambertian model:

$$I = A\gamma^TY + B.$$  (12)

They iteratively estimated $A$ and $B$ by minimising the difference between both sides of eq. (12) and fixing the normals as the coarse 3D face normals. In a following step, they fixed $A$ and $B$, and estimated the normals.

Differently from the other authors, Cao et al. [88] considered a near point light model, instead of distant directional light sources, given that, since it requires a subset of $K < n_x \times n_y$ key pixels and $E$ light sources, its computational cost and space requirements are lower. They modelled the near point light model by changing the light source vector $l$ in eq. (10) for the scaled directions $e$, which depend on the lights positions and brightness. Thus, they jointly estimated the albedo $A$, the normals update, and the light positions and brightness, by minimising the difference between the input and the modelled image.

### 4.3. Take-home message

3D-from-2D face reconstruction methods based on photometry try to recover the surface normals from a 2D image(s), generally, by assuming a Lambertian illumination model that decomposes an RGB image into albedo, lighting and normals. However, since the images are unconstrained, the source light is unknown and so is the pure albedo. Therefore, additional prior knowledge has to be added to the reconstruction problem in order to constrain it.

The type of prior knowledge used in the proposed works clearly separates them into two groups: the ones that constrain the reconstruction by taking a multiple images from the same subject under different lighting conditions, poses, expressions, etc., and the ones that use a single image but add 3D constraints in the form of 3DMMs or 3D facial templates.

Essentially, the approaches that use a collection of images are based on the decomposition of the matrix formed by the vectorised images into two matrices, one containing the lighting information and the other containing the albedo and surface normals. The single-image approaches are more heterogeneous. For example, some works constructed an illumination-shape model that is then fitted to the image, whereas others refine the coarse 3D face obtained with 3DMM-fitting by minimising the difference between the input image and the image obtained with the Lambertian model using the estimated refined normals.

### 5. Deep Learning Methods

The 3D-from-2D face reconstruction methods from Section 3 and 4 use models to embody prior knowledge: statistical model fitting methods include a geometry (and usually texture) model, and photometric methods model the reflectance of the face. In contrast, deep learning methods directly learn the mapping between the 2D image and the 3D face, encoding prior knowledge in the weights of the trained network.

Although deep learning has shown to be a very powerful tool in many different applications, its direct application in 3D-from-2D face reconstruction is hampered by the lack of ground truth 3D facial scans. However, researchers have proposed different approaches to generate and learn from realistic representative training data, circumventing the obstacle of the lack of ground truth data.

In this section, we present and compare the most relevant works in 3D-from-2D face reconstruction that use deep learning as the main tool. Among the many elements that are involved in the learning process, we consider three representative ones, namely, 1) the training set used to train the network, 2) the learning framework, and 3) the training criterion. We organise this section according to these items.

Tables 5, 6, and 7 summarise the main characteristics of each of the reviewed deep learning works according to the
| Reference                  | Synthetic training | Learning framework |  |  |  |
|---------------------------|--------------------|--------------------|-----------------|-----------------|-----------------|
|                           | Fit Render         | Network type       | # Layers        | Skip connect.   | Iterative       |
|                           |                    |                    |                 | 3D space        | 2D space        |
| Song et al. [91]          | −                  | Encoder            | 3               | No              | No              |
|                           |                    | Decoder            | 3               | No              | No              |
| Zhu et al. [92]           | ×                  | CNN                | 6               | No              | Yes             |
| Richardson et al. [93]    | ×                  | Residual           | 18              | Yes             | Yes             |
| Jourabloo and Liu [94]    | ×                  | CNN                | 6               | No              | Yes             |
| Jourabloo and Liu [95]    | ×                  | CNN                | 5               | No              | No              |
|                           |                    | CNN                | 6               | No              | Yes             |
| Bhagavatula et al. [96]   | ×                  | CNN                | 16              | No              | No              |
|                           |                    | CNN                | 19              | Yes             | No              |
| Alp Güler et al. [98]     | ×                  | Residual           | 101             | Yes             | No              |
|                           |                    | FC                 | 4 × 1           | No              | No              |
| Jackson et al. [99]       | ×                  | Encoder            | 6               | Yes             | No              |
|                           |                    | Decoder            | 5               | Yes             | No              |
| Richardson et al. [100]   | ×                  | Residual           | 19              | Yes             | Yes             |
|                           |                    | CNN                | 16              | No              | No              |
| Sela et al. [101]         | ×                  | Encoder            | 8               | Yes             | No              |
|                           |                    | Decoder            | 8               | Yes             | No              |
| Tewari et al. [102]       | ×                  | CNN                | 8               | No              | No              |
| Jourabloo et al. [103]    | ×                  | CNN                | 24              | Yes             | No              |
| Trigeorgis et al. [104]   | ×                  | Residual           | 50              | No              | No              |
| Tran et al. [105]         | ×                  | Residual           | 101             | Yes             | No              |
|                           |                    | Encoder            | 8               | Yes             | No              |
|                           |                    | Decoder            | 8               | Yes             | No              |
| Liu et al. [106]          | ×                  | Encoder            | 21              | No              | No              |
|                           |                    | 2 × 1              | No              | No              |                |
| Liu et al. [107]          | ×                  | Encoder            | 21              | No              | No              |
|                           |                    | 2 × 1              | No              | No              |                |
| Kim et al. [108]          | ×                  | CNN                | 8               | No              | Yes             |
| Tran and Liu [34]         | ×                  | Encoder            | 14              | No              | No              |
|                           |                    | Decoder            | 15 // 17        | No              | No              |
| Sengupta et al. [109]     | ×                  | CNN                | 3               | No              | No              |
|                           |                    | Residual           | 2 × 10          | Yes             | No              |
|                           |                    | CNN                | (2 × 3) // 2    | No              | No              |
| Tewari et al. [110]       | ×                  | CNN                | 8               | No              | No              |
| Feng et al. [111]         | ×                  | Encoder            | 21              | Yes             | No              |
|                           |                    | Decoder            | 17              | No              | No              |
| Guo et al. [18]           | ×                  | Residual           | 18              | Yes             | No              |
|                           |                    | Encoder            | 10              | Yes             | No              |
|                           |                    | Decoder            | 9               | Yes             | No              |
| Genova et al. [112]       | ×                  | Encoder            | 22              | No              | Yes             |
|                           |                    | Decoder            | 3               | No              | Yes             |
| Tewari et al. [113]       | ×                  | CNN                | 8               | No              | No              |
| Zhu et al. [114]          | ×                  | CNN                | 6 // 7          | No              | Yes             |
| Tran and Liu [115]        | ×                  | Encoder            | 14              | No              | No              |
|                           |                    | Decoder            | 15 // 17        | No              | No              |

1 Bhagavatula et al. [96] compare two different CNNs, one with 8 layers and the other with 16.
| Reference      | Synthetic training | Learning framework | Training criterion |
|----------------|--------------------|--------------------|--------------------|
|                | Fit | Render | Network type | # Layers | Skip connect. | Iterative | Param. | 3D space | 2D space |
| Tran et al. [116] | x  | x  | Encoder | 14 | No | No | x |
|                |     |     | Decoder | 15 // 17 | No | No |    |
| Zhou et al. [117] | x  | x  | Encoder | 11 // 4 | No | No | x  | x |
|                |     |     | Decoder | 4 | No | No |    |
| Sanyal et al. [118] |  |  | Residual | 50 | Yes | No | x  | x |
|                |     |     | FC | 3 | Yes | No |    |
| Galteri et al. [119] | x  | x  | Generator | 19(enc)+19(dec) | No | No | x |
|                |     |     | Discriminator | 19 | No | No |    |
| Galteri et al. [120] | x  | x  | Generator | 19(enc)+19(dec) | No | No | x |
|                |     |     | Discriminator | 19 | No | No |    |
| Deng et al. [121] | x  | x  | Residual | 50 | Yes | No | x  | x |
|                |     |     | FC | 3 | Yes | No |    |
| Wu et al. [122] | x  | x  | CNN | 19 | No | No | x  | x |
|                |     |     | FC | 2 x 2 | No | No |    |
| Yi et al. [123] | x  | x  | Encoder2 | 6 | Yes | No | x  | x |
|                |     |     | Decoder2 | 5 | Yes | No |    |
|                |     |     | CNN | 5 | No | No |    |
|                |     |     | FC | 3 x 1 | Yes | No |    |
| Piao et al. [124] | x  |  | Generator4 | 8(enc)+8(dec) | Yes | No | x  | x |
|                |     |     | Discriminator3 | 6 | No | No |    |
|                |     |     | Encoder | 20 | No | No |    |
|                |     |     | Decoder | 5 | No | No |    |
| Yoon et al. [125] | x  |  | Encoder4 | 19 | No | No | x  | x |
|                |     |     | Encoder4 | 5(enc)+6(dec) | No | No |    |
|                |     |     | FC | 2 x 4 | No | No |    |
|                |     |     | Decoder | 10 | No | No |    |
| Wang et al. [126] |  |  | CNN | 28 | No | No | x |
| Savov et al. [127] |  |  | CNN | 7 | No | No | x |
| Ramon et al. [128] |  |  | CNN | 16 | No | No | x |
|                |     |     | MLP | 4 | No | No |    |
| Zeng et al. [129] | x  | x  | Encoder | 10 | Yes | No | x  | x |
|                |     |     | Decoder | 9 | Yes | No |    |
|                |     |     | CNN | 9+16x | Yes | No |    |
| Bai et al. [130] | x  |  | Residual | 49 | Yes | Yes | x  | x |
|                |     |     | Residual | 16 | Yes | Yes |    |
| Chinaev et al. [131] | x  |  | CNN | 28 | No | No | x  | x |
| Chaudhuri et al. [132] | x  |  | CNN | 25 | No | No | x  | x |
|                |     |     | FC | 3 x 1 | No | No |    |
| Chaudhuri et al. [133] |  |  | Residual | 18 | Yes | No | x  | x |
|                |     |     | Encoder | 8 | Yes | No |    |
|                |     |     | Decoder | 8 | Yes | No |    |
| Zhang et al. [134] | x  | x  | CNN | 4 | No | No | x  | x |
|                |     |     | FC | 3 x 3 | No | No |    |

1. Galteri et al. [119, 120] proposed a generator with an encoder-decoder architecture, with 19 layers each.
2. Yi et al. [123] stacked two encoder-decoder networks, followed by two CNNs.
3. Piao et al. [124] considered a CycleGAN composed of two stacked GANs. The generators are encoder-decoder networks with 8 layers each.
4. Yoon et al. [125] used two parallel encoders for the same decoder.
5. One of the encoders used by Yoon et al. [125] is an hourglass network, which has an encoder-decoder architecture with 5 and 6 layers, respectively.
6. Zeng et al. [129] trained separately two CNN with skip connections, one that refines the output of the other.
Table 7: 3D-from-2D face reconstruction approaches based on deep learning - part III.

| Reference                  | Synthetic training | Learning framework | Training criterion |
|----------------------------|--------------------|--------------------|--------------------|
|                            | Fit | Render | Network type | # Layers | Skip connect. | Iterative | Param. | 3D space | 2D space |
| Guo et al. [135]           | x   | x      | CNN           | 28       | No            | No        | x      | x        | x        |
|                            |     |        | FC            | 2 × 1     | No            | No        |        |          |          |
| Lin et al. [136]           | –   |        | Generator     | Mixed1    | Mixed1        | No        | x      | x        | x        |
|                            |     |        | Discriminator | 6         | No            | No        |        |          |          |
| Shang et al. [137]         | x   | x      | Residual      | 50        | Yes           | No        |        | x        | x        |
| Koizumi and Smith [138]    | –   |        | Encoder       | 8         | Yes           | No        | x      | x        |          |
|                            |     |        | Decoder       | 8         | Yes           | No        |        |          |          |
| Lattas et al. [139]        | –   |        | Encoder2      | 19        | No            | No        | –      |          |          |
|                            |     |        | Decoder2      | 19        | No            | No        |        |          |          |
|                            |     |        | CNN           | 1013      | Yes           | Yes       |        | x        |          |
|                            |     |        | Generator     | 24 + (3 × 24) | Yes | No |          |          |
|                            |     |        | Discriminator2 | 3 × 4   | No            | No        |        |          |          |
| Wang et al. [140]          | x   | x      | Residual      | 18        | Yes           | No        | x      |          |          |
|                            |     |        | Enc-Dec       | 4(enc)+4(dec)3 | Yes | No |          |          |
|                            |     |        | Enc-Dec       | 4(enc)+4(dec)3 | Yes | No |          |          |
| Tewari et al. [141]        | –   |        | CNN           | 5         | No            | No        | x      |          |          |
|                            |     |        | CNN           | 5         | No            | No        |        |          |          |
|                            |     |        | CNN           | 7         | No            | No        |        |          |          |
| Chai et al. [142]          | x   | x      | Encoder       | 16        | No            | No        | x      | x        |          |
|                            |     |        | Decoder       | 2 × 5     | No            | No        |        |          |          |
|                            |     |        | FC            | 2         | No            | No        |        |          |          |
|                            |     |        | CNN           | 16        | No            | No        |        |          |          |
|                            |     |        | CNN           | 16        | Yes           | No        |        |          |          |
| Fan et al. [143]           | x   |        | CNN           | 52        | Yes           | No        | x      |          |          |
|                            |     |        | MLP           | #verts × 1 | No            | No        |        |          |          |
| Li et al. [144]            | x   |        | Encoder       | 18 // 50  | Yes           | No        | x      |          |          |
|                            |     |        | Decoder       | N/A       | No            | No        |        |          |          |
| Tu et al. [145]            | x   | x      | Generator     | 50        | Yes           | No        | x      |          |          |
|                            |     |        | Discriminator | 6(CNN)+4(FC)| Yes | No |          |          |
| Wang et al. [146]          | x   | x      | Residual      | 18        | Yes           | No        | x      | x        |          |
|                            |     |        | Encoder       | (#images+1)×4 | No | No |          |          |
|                            |     |        | Decoder       | 5         | No            | No        |        |          |          |
| Zhu et al. [147]           | x   | x      | Encoder       | 21        | Yes           | No        | x      |          |          |
|                            |     |        | Decoder       | 17        | No            | No        |        |          |          |
| Chen et al. [148]          | –   |        | CNN           | 16        | No            | No        | x      | x        |          |
|                            |     |        | Encoder       | 8         | Yes           | No        | x      | x        |          |
|                            |     |        | Decoder       | 8         | Yes           | No        |        |          |          |
| Gao et al. [149]           | x   | x      | Generator     | Mixed4    | Mixed4        | No        | x      | x        |          |
|                            |     |        | Discriminator | N/A       | No            | No        |        |          |          |
| Shu et al. [150]           | x   | x      | CNN           | N/A       | Yes           | No        | x      |          |          |
|                            |     |        | Encoder       | 8         | Yes           | No        |        |          |          |
|                            |     |        | Decoder       | 8         | Yes           | No        |        |          |          |

1 Lin et al. [136] used a mixed generator composed of a CNN, a residual network and three GCN, two of them with skip connections.
2 Lattas et al. [139] used as generator the pre-trained network from Gecer et al. [64]. They also adopted the GAN architecture from Wang et al. [151] that has three discriminators.
3 Wang et al. [140] trained two encoder-decoder networks separately for different tasks.
4 The generator used by Gao et al. [149] is composed of a residual network, four parallel fully connected layers and three GCN, one of them with skip connections.
above items. The training set column indicates whether the network was built by fitting a 3DMM to real images or by rendering synthetic images from a 3D face (or both). In the learning framework, four attributes are specified: the network type, the number of layers, whether skip connections are used, and whether the learning process is iterative. The number of layers is indicated as $A \times B$ if the network consists of $A$ networks of $B$ layers each, and $B_1/B_2/\cdots/B_n$ if there are $n$ networks arranged in parallel with $B_1, \ldots, B_n$ layers respectively. Finally, the training criterion column indicates if the loss function is computed in a parameters space, the 3D space, and/or the 2D space.

5.1. Training data set

As we have mentioned above, the biggest obstacle when applying deep learning to 3D-from-2D face reconstruction is the lack of training data, since obtaining the huge number of 3D facial scans together with their corresponding 2D pictures required by deep learning algorithms is impractical. To overcome this limitation, researchers have proposed techniques for building synthetic training sets. These techniques take advantage of pre-built 3DMMs to obtain 3D faces in a much more accessible way.

We can distinguish two main strategies to build synthetic training sets. The first one is fitting a 3DMM to real images, and then rendering synthetic images using the estimated 3D faces. The second one is generating 3D faces by randomly sampling from a 3DMM and then, again, rendering synthetic images using the generated 3D faces. We refer to the first approach as Fit&Render and to the second one as Generate&Render.

The Fit&Render strategy was first introduced by Zhu et al. [92]. They proposed a face profiling technique that is used to generate images across larger poses, creating the 300W-LP (300W large poses) database. They first estimated a 3D mesh over the given face image by fitting a 3DMM using [152] and [54] over the background. Then, the 3D mesh was rotated and projected to the image to generate a synthetic image similar to the original one but with a large pose. This 300W-LP database has been used by many other authors [96, 111, 98, 99, 34, 115, 116, 123, 114, 134, 135, 137, 145, 149, 150] since it includes realistic and challenging facial images with the ground truth 3DMM and projection parameters. Galteri et al. [119, 120] also followed the Fit&Render strategy to augment the Face Recognition Grand Challenge dataset [153] by generating images with novel poses similarly to Zhu et al. [92].

Closely related to the Fit&Render strategy, some other works proposed to fit a 3DMM to images without rendering afterwards [94, 95, 103, 106, 105, 19, 125, 131, 132, 144]. Jourabloo and Liu [94, 95], Jourabloo et al. [103], and Chinaev et al. [131], Chaudhuri et al. [132] and Li et al. [144] estimated the 3DMM parameters independently for each training image, whereas Liu et al. [106] and Tran et al. [105, 19] combined parameters extracted from multiple images of the same person. Liu et al. [106] fitted a 3DMM to multiple images enforcing common shape parameters to all the images of the same subject and estimating independently for each image the shape deformation due to expressions. In contrast, Tran et al. [105, 19] computed a weighted average of the shape and texture parameters estimated from the pictures of the same person. The resulting parameters were considered the ground-truth for all the images of that subject. Differently from all the other works, Yoon et al. [125] used the non-linear face model created by Lombardi et al. [154], who used an autoencoder network to learn a non-linear representation of textured 3D faces, and took as training set the images fitted by Lombardi et al. [154] in their training phase. This training dataset consists of 2D videos (i.e. consecutive 2D images) from different angles and the corresponding model parameters.

The Generate&Render strategy was used by Richardson et al. [93], proposing a weak perspective projection and the Phong reflectance model Phong [68] to render the synthetic images. This approach was strictly followed by some [97, 100, 101] and inspired others [18]. Richardson et al. [100] and Sela et al. [101] trained their networks using only the dataset generated by [93], unlike Dou et al. [97], who also used publicly available 3D face databases, namely, the FRGC2 database [155], the BU-3DFE database [156], and the UHDB31 database [157]. Guo et al. [18] also followed the strategy presented by [93]. However, they considered that the rendered images in [93] were not sufficiently photo-realistic. To overcome this shortcoming, they proposed an inverse rendering method, which they used to create their own synthetic training set.

Similarly to Richardson et al. [93], Piao et al. [124] followed the Generate&Render strategy to build their training set. However, they added small free-form deformations to the nose an chin of some of the generated 3D faces. According to the authors, this allowed them to synthesise more realistic facial shapes, since real faces may not be completely captured by a linear model.

Sengupta et al. [109] and Genova et al. [112] trained their networks in a two stage manner. Sengupta et al. [109], in the first stage, trained a simple network over synthetic data extracted using the Generate&Render technique. In the second stage, they used the pre-trained simple network to obtain normal, albedo and lighting estimates for a set of real images. The training data set was composed of synthetic 3D-2D data and 2D real images with the estimated normals, albedo and lighting, whose goal was to prevent the network to produce trivial solutions. In contrast, Genova et al. [112] trained the network with different training sets in each stage. In the first stage, they used synthetic 3D-2D data generated following the Generate&Render strategy, whereas in the second stage, they used only unlabelled images within an autoencoder architecture.

The two main strategies, Fit&Render and Generate&Render, were combined by Trigeorgis et al. [104], Zeng et al. [129] and Kim et al. [108]. Trigeorgis et al. [104]
constructed their training dataset using the ICT-3DRFE database [158] and the Photoface database [159] to generate synthetic images varying the illumination. They followed the Fit&Render strategy using the LSFM [39] as 3DMM and adding expressions with the FaceWarehouse model [41]. With the same models, they randomly generated synthetic 3D faces, which were aligned to in-the-wild images to provide realistic backgrounds to the rendering. Zeng et al. [129] built their training set in a similar way, using both strategies, although they also added images from the CACD dataset [160] without corresponding 3D faces to train their network in a self-supervised manner. In contrast, Kim et al. [108] built a first training set using Generate&Render which was used to pre-train the network. Then, during iterative training, they followed the Fit&Render strategy using the pre-trained network to estimate the model parameters from real images. Gaussian noise was added to these estimated parameters before rendering synthetic images, which were used to train the network in the next iteration.

Although most of the works built training sets following one of the two main strategies, there are others that followed none of them. Song et al. [91], Bai et al. [130], Fan et al. [143], Ramon et al. [128], Lattas et al. [139], Wang et al. [146] and Zhu et al. [147] trained their network using only real data. The first authors obtained the 2D-3D pairs from the BU-3DFE database [156], whereas Bai et al. [130], and Fan et al. [143] used the Stirling/ESRC 3D face database and the FRGC v2.0 database, respectively. The first authors enlarged the training set by rendering 2D images from the textured 3D scans, whereas [143] fitted a 3DMM to 2D images and then non-rigidly registered them to the triangulated depth images to obtain ground truth 3D faces with the same triangulation. In a similar way, Zhu et al. [147] also fitted a 3DMM but to RGB-D images and the non-rigid registration was conducted by finding correspondences based on geometry and texture. Instead, Ramon et al. [128], Lattas et al. [139], and Wang et al. [146] built the training set themselves. The first [128] captured 2D images and 3D faces from more than 6,000 subjects, and the second [139] captured 3D faces and reflectance maps of over 200 individuals under 7 different expressions. Since Wang et al. [146] estimated the 3DMM parameters, they constructed a dataset by refining, with known photometric parameters, the coarse shape extracted by fitting a 3DMM to three images captured under different lighting conditions. In addition, they enlarged the training set by following the Generate&Render approach but transferring the albedo from the captured images. They also rendered synthetic images from 3D faces obtained by non-rigidly registering the mean of the 3DMM to the 3D faces in the Light Stage [161] database and, again, transferring the albedos from the captured images.

On the other hand, given the lack of real 2D-3D paired data, a new strategy is raising in the last few years that consists in self-supervised training. [102, 110, 113, 34, 115, 116, 121, 117, 127, 122, 136, 133, 138, 140, 141, 142, 148] trained their networks in an self-supervised manner by adding a rendering layer at the end of the network, which renders a synthetic image given the features estimated by the main network. This enables to train the networks end-to-end without the need of ground truth 3D faces. Some works [102, 110, 113, 34, 115, 116, 121, 117, 122, 140, 142] trained their network with synthetically modified images to enlarge the variability in illumination, pose, etc., whereas others only used real images [127, 136, 133, 138, 141, 148].

In addition, Zhou et al. [117] used a set of real 3D facial scans to train an autoencoder network, whose decoder is used in the image-to-mesh encoder-decoder network, and Wu et al. [122] pre-trained their network in a fully supervised manner using the 300W-LP dataset generated by Zhu et al. [92]. Sanyal et al. [118] and Wang et al. [126] also trained their network in a self-supervised manner, but instead of by rendering a synthetic image, they projected only the landmarks position onto the image plane.

Liu et al. [107] and Tu et al. [145] also trained their networks in a self-supervised manner, but they did not add a rendering layer. Liu et al. [107] trained a 3D-to-3D autoencoder network to use the decoder in the 3D face reconstruction process, similarly to [117]. Like [117], they used 3D facial scans to train the autoencoder in a self-supervised manner (without having dense correspondence between the input 3D scan and the output reconstruction), but included synthetic 3D faces generated using a 3DMM to also train it in a supervised manner (having dense correspondence). On the other hand, Tu et al. [145] combined images with ground truth 3DMM and pose parameters, with images without supervision. In this way, the network estimates parameters for the images without ground truth from the conditional distribution learnt from the images with ground truth.

5.2. Learning framework

The core part of a deep learning algorithm is the network itself, in terms of its architecture and how it learns its weights. The most straightforward learning framework is a single neural network that is trained in a single pass (Section 5.2.1). As an alternative, networks can be trained iteratively (Section 5.2.2) and/or exploiting the potential of multiple networks, such as in the encoder-decoder architecture (Section 5.2.3), in the generative adversarial networks (Section 5.2.4), or by training each network for a specific task (Section 5.2.5)

5.2.1. Single Network with Single-Pass Training

Chinaev et al. [131], Guo et al. [135], Chaudhuri et al. [132], Ramon et al. [128], Tewari et al. [102, 110, 113], Savov et al. [127], Wang et al. [126] and Wu et al. [122] used a convolutional neural network (CNN). Chinaev et al. [131] and Guo et al. [135] used the MobileNet [162] to estimate the parameters of a 3DMM. Whereas the first authors directly estimated the 3DMM, the rendering and projection
parameters with the MobileNet, [135] passed its output through two separated fully-connected layers: one to estimate the 3DMM and projection parameters and the other to estimate the 2D landmark locations. Chaudhuri et al. [132] built a CNN with Fire Modules from the SqueezeNet [163] and squeeze-and-excite modules [164] with the aim of reducing the model size and complexity without compromising the accuracy of the results. Similarly, Ramon et al. [128] used the VGGNet [165] concatenated with a 3-layers multilayer perceptron to estimate the shape and the projection parameters for each of the $K$ input images of the same subject, thus obtaining $K$ different outputs. The $K$ shape parameters vectors are then combined by a multilayer perceptron to output a single vector. Tewari et al. [102, 110, 113] and Savov et al. [127] based their network on the AlexNet architecture [166] to estimate the 3DMM parameters (shape, expression, and texture) together with the rendering parameters (projection and illumination parameters). Besides, Savov et al. [127] used an additional AlexNet to estimate the age of the person, and they employed a soft weights sharing strategy [167] between both networks, which consists in adding layers that linearly combine activations from analogous layers from both networks. In the training stage, the weights of the linking layers are learnt jointly to the rest of both AlexNets, and thus the network learns which weights to share.

Tewari et al. [110, 113] improved their work [102] by refining the output of the CNN by estimating displacements for each vertex in the resulting 3D face as coefficients from a generative model that is learnt directly from the training data. Similarly, Wang et al. [126] trained a CNN to output shape and expression parameters from a 3DMM, the projection parameters, and middle-level corrections. These corrections are represented as a deformation 3D field modelled by linear manifold harmonics basis functions [168]. In contrast, Wu et al. [122] used the VGGNet [165] to extract features from three images of the same subject (frontal, left, and right views). These features are then processed by two separated fully-connected layers: one of them estimates the projection parameters of each image, and the other one estimates the 3DMM shape and expression parameters of the subject from the concatenation of all the features extracted by the network. Finally, a coloured mesh is obtained by recovering the texture of the face from the input images.

On the other hand, Tran et al. [105], Trigeorgis et al. [104], Deng et al. [121], Shang et al. [137], Jourabloo et al. [103] and Koizumi and Smith [138] used residual CNNs. Whereas the first four authors used the ResNet architecture [169], the first one with 101 layers and the latter three with 50 layers, Jourabloo et al. [103] added two fully-connected layers at the end of each residual block, and Koizumi and Smith [138] adopted the U-Net [170].

Whereas [104, 137, 138] used a simple learning framework, they differ in some aspect from the rest of the proposed works. Trigeorgis et al. [104] estimated the facial normals instead of regressing the 3D face or 3DMM parameters. Unlike the other works, which are focused on single-image reconstruction, Shang et al. [137] proposed to use two additional images from adjacent views with respect to the target image. This multi-view framework allows them to further drive the reconstruction by imposing multi-view consistency. Finally, Koizumi and Smith [138] trained their network to build a correspondence map between a 3DMM and the input image without the need of any predefined initial set of correspondences (e.g., 2D-3D landmark correspondences), also estimating a depth map. With the correspondence and depth maps, they are able to solve a least squares problem to first estimate the 3DMM shape parameters and then the 3DMM texture and the rendering parameters. The network is trained end-to-end by adding the least squared layer and a rendering layer.

5.2.2. Iterative Training

In contrast to the single pass training adopted by the works in the previous section, other authors proposed to train their networks in an iterative manner. We can distinguish two different approaches: one is based on iteratively improving the synthetic training set, and the other on iteratively refining the result of the previous iteration. Kim et al. [108] followed the first approach. They updated the training set in each iteration by adding synthetic images that were rendered using parameters (after adding a Gaussian noise) estimated from real images by the trained network up to the current iteration. Thus, in each iteration, the network was trained over a training set generated by the “previous” network. In this way, the training data distribution is more similar to the real distribution, alleviating the bias effect of the synthetic data in the training process.

The second approach follows a similar idea to that of a cascaded regressor: each regressor estimates an update of the input parameters, which are estimated by the previous regressor, such that they are closer to the ground truth.

Richardson et al. [93], Sanyal et al. [118], Zhu et al. [92, 114], Bai et al. [130] and Zhang et al. [134] used the same architecture for all the iterations. Richardson et al. [93] and Sanyal et al. [118] proposed a network based on the ResNet architecture [169], although the latter added 3 fully-connected layers to regress 3DMM parameters from the features extracted by the ResNet. In contrast, Zhang et al. [134] and Zhu et al. [92] used simple 4 and 6-layers CNNs, respectively. In addition, the first authors stacked 3 streams of 3 fully-connected layers to regress separately the 3D shape, the 2D landmarks, and the pose parameters. Similarly, Zhu et al., in their extended work [114], proposed a two-stream network: two separated CNNs with 5 and 6 layers each and a fully-connected layer to combine the output of both streams. This architecture allowed them to separately process two different types of features extracted from the 3D face estimated in the previous iteration. Differently from [93, 118, 92, 114], Bai et al. [130]
reconstructed the 3D facial shape of a subject from a collection of 2D pictures. In addition, their approach differs from that of the other works since, instead of estimating the parameters update, they estimated an update of the previously estimated 3D face for 3 iterations. In each of them, they learn an adaptive basis $\Phi_{\text{adap}}$ that models the current update as $\Delta x^i = \Phi_{\text{adap}} \alpha_{\text{adap}}^i$, thus the final reconstruction is computed as $x = x + \Phi \alpha + \sum_{i=1}^{\tau} \Phi_{\text{adap}} \alpha_{\text{adap}}^i$. The model parameters $\alpha$, $\alpha_{\text{adap}}$ and the pose parameters are estimated by minimising a cost function composed of a landmark error and a photo-consistency term, which ensures consistency across all the images. The minimisation is done using gradient descent, where the best step size is computed using a multi-layer perceptron network.

In contrast, Jourabloo and Liu [94, 95] considered two different regressors that were alternated: one that estimated the 3DMM parameters updates, and another one that estimated the projection parameters updates. Whereas in [94] they used a “simple” CNN, in [95] they changed all the regressors except the first one. They used a Siamese network [171] that has two branches with shared weights. The input to this network is the original face image together with its mirrored image. This ensures that the estimated update of the 2D landmarks (projection of the 3D landmarks) for both the input image and the mirrored image are similar, which they claimed that further constrains the face alignment problem, and thus ending up with better reconstructions.

### 5.2.3. Encoder-Decoder

The encoder-decoder architecture partitions the network in two parts: the encoder, which extracts representative features of reduced fixed dimensionality from the input face image, and the decoder, which estimates a reconstruction of the input data from the features estimated by the encoder. This reconstruction may be a synthetic 2D image resembling the input one, or parameters of a 3DMM with which the 3D face can be recovered, among others.

Tran and Liu [34] proposed to use a single CNN encoder that estimates the projection parameters and two sets of features that can be related to shape and texture. These two sets of features are decoded by two CNNs: one decoder converts the shape features estimated by the encoder into a 3D shape, and the other decoder transforms the texture features into an UV texture map. The resulting coloured 3D face is then rendered into a synthetic 2D image that is used to train the network in a self-supervised manner. In their latter works, [115, 116], they estimated separately the lighting of the input image, instead of estimating jointly all the texture-related features. They assumed a Lambertian illumination model and approximated it using spherical harmonic basis functions, so the encoder estimated the spherical harmonics coefficients, in addition to the projection, the shape, and the texture (without lighting) parameters.

Chaudhuri et al. [133], Li et al. [144], Yoon et al. [125] and Zhou et al. [117] followed a very similar approach but without separating the shape-related and texture-related features and proposing a more complex architecture. Chaudhuri et al. [133] and Li et al. [144] trained two networks in an end-to-end manner to estimate separately the identity-specific features and the expression-specific features. The first authors [133] trained the ModelNet, an encoder-decoder network with one encoder and two separate decoders that estimate shape and albedo corrections. The TrackNet is a residual network that estimates the pose, expression, and illumination coefficients for each of the input images. Like in [34, 115, 116], a rendering layer is added to train both networks in a self-supervised manner. On the other hand, Li et al. [144] trained two parallel encoder-decoder networks to estimate the identity and the expression features separately by taking global and local perspectives, respectively. To do so, the identity network inputs the cropped face from the input image, whereas the expression network inputs different local regions of the input facial image, both detected using [172]. The encoders are ResNet networks [169], with 18 layer and 50 layers, each. The decoders are MLP networks that estimate the identity and the expression deformations with respect to the mean face of a 3DMM.

Unlike [133, 144], Yoon et al. [125] and Zhou et al. [117] considered two different encoders but only one decoder. The first authors used the VGGNet [165] and the hourglass network [173] to extract features from the input image. Features extracted from intermediate layers from both encoders are concatenated and processed by two separate blocks of fully-connected layers [174]. With this architecture they estimated separately the pose parameters and the parameters of the deep appearance face model of Lombardi et al. [154]. As explained in Section 5.1, this model is constructed as an autoencoder network, where the encoder learns a representation of a textured 3D face, and the decoder recovers the original surface from the representation. Thus, the decoder used by Yoon et al. [125] that recovers the textured 3D face from the model parameters is the pre-trained decoder from the model.

In contrast, Zhou et al. [117] used one encoder to extract features from a 2D image and the other one to extract features from a 3D coloured facial meshes. Therefore, their architecture consists of a mesh-to-mesh stream and an image-to-mesh stream, which share the decoder. This allowed them to jointly train the decoder 1) in a fully supervised manner for the mesh-to-mesh stream; and 2) in a self-supervised manner for the image-to-mesh stream by adding a final rendering layer that creates a synthetic image from the resulting 3D face. For the image-encoder they used a simple CNN, whereas the mesh-encoder and the decoder consist of four geometric convolutional filters as presented by Ranjan et al. [175].

In other encoder-decoder approaches, the decoder reconstructs a 3D representation of the face from the image
features extracted by the encoder. Song et al. [91], Genova et al. [112], Liu et al. [106] and Liu et al. [107] output a 3D facial mesh reconstructed from an input image. Song et al. [91] stacks two radial basis function networks, which extract the same intrinsic representation from the 2D image (the 2D-network) and from the 3D face (the 3D-network), respectively. Thus, the encoder-decoder architecture was constructed by stacking the 2D-network (encoder) and the inverted 3D-network (decoder). Liu et al. [106] and Liu et al. [107] used the SphereFace network [176] to estimate separately identity and identity-irrelevant (expression) features. Two different multilayer perceptron networks were used as decoders, which output the identity and identity-irrelevant difference with respect to a mean shape. The final reconstruction was computed adding these differences to the mean shape. However, whereas [106] trained directly the image-to-mesh network, [107] trained a mesh-to-mesh autoencoder, similarly to [117], and then used the trained decoder as the decoder in the image-to-mesh network. Unlike [91, 106, 107], Genova et al. [112] estimated the parameters of a 3DMM using the FaceNet network [177] as the encoder and a network with two fully-connected layers as the decoder.

Sela et al. [101] and Feng et al. [111] estimated depth maps from the input images by using encoder-decoder networks with skip connections. The former based their network on the U-Net architecture [170], where the skip connections are used between corresponding layers in the encoder and the decoder. The network’s output are a depth map and a correspondence map from each pixel of the image to a vertex of a reference mesh, with which a coarse facial mesh is built. From this coarse mesh and the input image, fine details are reconstructed by estimating a displacement map. On the other hand, Feng et al. [111] proposed a residual CNN with an encoder-decoder architecture where the encoder maps the input image to a feature map and the decoder converts this feature map into a position map containing the XYZ coordinates of the estimated shape. Zhu et al. [147] trained the network from [111] to estimate a shape update from an initial shape estimation \( \tilde{x}_0 \) obtained with [114]. More specifically, they input the vertex positions and the texture of \( \tilde{x}_0 \) as UV-maps. The texture UV-map is weighted by an attention map extracted from the visibility of the vertices in the input image. The final reconstruction is obtained by adding the estimated update to \( \tilde{x}_0 \).

Differently from all the previous works, Jackson et al. [99] reconstructed volumetric representations of the face by stacking two encoder-decoder networks to refine the output of the first network with the second one. Each network is a hourglass network [173], which uses residual modules and skip connections between corresponding layers in the encoder and the decoder. Using residual modules allowed the authors to compute the next-resolution features by taking into account features from previous resolutions. The feature representation estimated by the encoder is mapped back to the spatial domain using residual modules and combining features from different resolutions from the encoder using the skip connections. A closely related work was presented by Yi et al. [123], who used [99] to map the input image to a volumetric representation. However, Yi et al. [123] added a CNN to estimate the projections parameters and the shape and expression parameters from a 3DMM. The projection parameters are refined in a post-processing step by aligning the facial geometry estimated with the 3DMM to the volume predicted by the hourglass networks.

5.2.4. Generative Adversarial Networks

Lin et al. [136], Galteri et al. [119, 120], Tu et al. [145], Gao et al. [149], and Piao et al. [124] proposed to use generative adversarial networks (GANs) to learn the distribution of the ground truth parameters. Basically, the idea behind GANs is to jointly train two separate networks, the generator and the discriminator, to compete with each other. The generator \( G : \mathcal{X} \to \mathcal{Y} \) is a simple mapping function that maps the input data \( x \in \mathcal{X} \) to a (possibly) different space \( y \in \mathcal{Y} \). The discriminator estimates the probability of a data point \( y \in \mathcal{Y} \) of being ground truth data and not being synthetically generated by \( G \). In this framework, the discriminator is trained to correctly distinguish between real and synthetic data, whereas the generator is trained to fool the discriminator by generating data resembling real data.

Lin et al. [136] and Galteri et al. [119, 120] trained a GAN architecture to refine the coarse approximation obtained with 3DMM fitting approaches. Specifically, Lin et al. [136] used this approach to refine the texture estimated by the 3DMM-based reconstruction network proposed by [121]. The texture parameters are the input of a graph convolutional network (GCN) [178, 179] with 8 graph convolutional layers and skip-connections similar to a residual network. At the same time, image features are extracted from the input image using FaceNet [177], which are decoded by a GCN similar to the previous one. The outputs of the GCNs are stacked together are further processed by a single graph convolutional layer. The output of this architecture is a refined per-vertex texture. Finally, a rendering layer generates a synthetic image that is passed to a 6-layer CNN discriminator.

On the other hand, Galteri et al. [119, 120] refined the coarse shape obtained by fitting a 3DMM using a conditional GAN. It consists of an encoder-decoder generator that inputs a coarse 3D face and outputs its detailed version, and a discriminator, with the same architecture as the encoder, that estimates the probability of a detailed 3D face of being a ground truth 3D face, given the coarse face. In addition, this conditional GAN was trained using the procedure proposed by Karras et al. [180], which is based on progressively and simultaneously growing the dimension of the generator and the discriminator. That is, in each iteration, the coarse 3D face and the real detailed 3D face are down-sampled to a certain resolution and the GAN architecture is trained. When the training
for a given resolution is concluded, the scale of the input is doubled, and a new set of convolutional layers is added to both $G$ and $D$. According to the authors, this way of training the GAN model allows progressively learning finer details as the resolution of the input increases.

Since processing 3D meshes is harder than processing 2D images, Galteri et al. [119, 120] converted the 3D faces into 2D images by projecting them to the image plane using an orthographic projection. Nonetheless, instead of projecting the $(x, y, z)$ coordinates of the mesh vertices, they extracted 3 features from each vertex. Galteri et al. [119] used the depth (i.e. $z$ coordinate) and the azimuth and elevation angles of the normal vector. However, Galteri et al. [120] experimentally found that the azimuth angle did not add relevant information, and thus they replaced it by the mean curvature of the surface at the given vertex, which encodes the local variability of the face.

Tu et al. [145] and Gao et al. [149] used a discriminator to enforce the generator to regress more realistic reconstructions. The first authors [145] proposed a conditional GAN, where the generator is a 50-layer ResNet network [169] that estimates 3DMM shape $\alpha$ and expression $\beta$ parameters, and the projection parameters $\zeta$, and the discriminator determines whether the estimated parameters follow the conditional distribution learnt from images with ground truth parameters. More specifically, they processed images $\mathbf{I}$ with known $\{\alpha, \beta, \zeta\}$, and images $\tilde{\mathbf{I}}$ with $\{\tilde{\alpha}, \tilde{\beta}, \tilde{\zeta}\}$ generated by the generator with a 6-layer CNN that outputs feature vectors $\mathbf{f}$ and $\tilde{\mathbf{f}}$, respectively. Then, a 4-layer fully-connected network determines if $\tilde{\mathbf{f}}$ is consistent with $\{\tilde{\alpha}, \tilde{\beta}, \tilde{\zeta}\}$ in the same way as $\mathbf{f}$ is consistent with the ground truth $\{\alpha, \beta, \zeta\}$. This way, according to the authors, the generator is trained to regress more precise and robust parameters. Gao et al. [149] followed a similar idea, in this case, training a discriminator to distinguish real 3D faces from the ones estimated by the generator. The generator is an encoder-decoder network. The encoder is a 50-layer ResNet [169] to which 4 fully-connected branches are attached to estimate separately the lighting and pose parameters and identity and expression features. Unlike Tu et al. [145], the identity and expression are not modelled by a 3DMM, but decoded by 2 GNCs: one that estimated the 3D face from both features and the other that used only the identity to estimate the albedo. This architecture was trained during a fix number of epochs, until the lighting parameters were learnt, and then changed the albedo decoder by a CNN with skip-connections with the encoder. According to the authors, this allows improving the details of the facial albedo.

Piao et al. [124] argued that training, on the one hand, training the network directly on 2D-3D synthetic pairs causes the network to have trouble dealing with real images, due to the gap between synthetic and real data. On the other hand, training the network in a self-supervised manner is likely to overfit. To overcome this, Piao et al. [124] used a cycle-consistent GAN (CycleGAN) [181] to transform realistic 2D images to synthetic-style images, which were then processed by an encoder-decoder network to estimate position UV-maps of the 3D face, similarly to Feng et al. [111] (see Section 5.2.3). A CycleGAN consists of two GANs concatenated forming a cycle. More in detail, consider a GAN formed by a generator $G_r: \mathcal{S} \rightarrow \mathcal{R}$ that maps a synthetic image $\mathbf{I}_s$ to a real image $\mathbf{I}_r$, and a discriminator $D_r$ that estimates the probability of an image $\mathbf{I} \in \mathcal{R}$ of being an actual real image and not one generated by $G_r$. Analogously, we can define its “inverse” GAN, which is formed by the generator $G_s: \mathcal{R} \rightarrow \mathcal{S}$ and the discriminator $D_s$. Then, the whole end-to-end trainable network is:

$$\mathbf{I}_s \xrightarrow{G_s} \mathbf{I}_r \xrightarrow{\text{Enc-Dec}} \text{Facial position UV-map.} \quad (13)$$

According to the authors, mapping the realistic images to a synthetic-style facilitates the shape estimation process of the 3D face reconstruction network.

5.2.5. Multiple Networks for Different Tasks

In this section, we group the approaches that use multiple networks, where each one is trained for different tasks. These approaches can be divided into three main blocks: multi-stage systems, coarse-to-fine systems, and networks with multiple-branches.

A multi-stage system consists in training multiple networks to estimate different parameters in a sequential manner. Sengupta et al. [109], Bhagavatula et al. [96] and Tewari et al. [141] used a CNN to extract features from the input image(s) and considered multiple networks to estimate different parameters from the CNN’s output. However, whereas the input in [109, 96] is a single image, Tewari et al. [141] used four frames from a video. Sengupta et al. [109] used two different residual blocks to learn to separate low and high frequency variations into normals and albedo (separately). Then, the output of the two residual blocks and the input image were jointly used to learn the lighting parameters. Bhagavatula et al. [96] estimated the warping parameters from a template to the input image and the projection parameters using different fully connected networks. Then, the 3D face was built using the estimated parameters, and 3D landmarks were projected into the image. Finally, the projected 3D landmarks were refined by extracting features from each of them and estimating their offset with a fully connected layer. On the other hand, Tewari et al. [141] used a Siamese CNN to extract features from the input frames. These features are fed into a CNN, which averages them and estimates the shape and albedo parameters, common to all the frames. Also the per-frame parameters (pose, illumination, and expression) are estimated with another Siamese CNN using as input the features of the frame and the shape and albedo parameters. However, the main contribution of [110] is that the shape and albedo models were learnt in the training stage, constructing facial models. Then, in the test
step, only the model parameters are regressed. Unlike the above works, where each network regresses different features from the input image, Shu et al. [150] proposed a main network that estimated a depth map and two additional networks that helped regularise the output of the main network. First, a DenseNet [182] was trained to estimate the 3DMM shape and expression parameters and the projection parameters. Once trained, this network was fixed and used to regularise the output depth map estimated by the main network, a U-Net network [170]. This network was trained with images whose ground truth depth map is known, but also with pairs of unlabelled images taken at the same time instance from different points of view. According to the authors, this type of data allows generalising to unseen real images, but ensuring photo-consistency directly on the multi-view images is not possible since the same anatomical point may have different pixel colours in both images due to lighting. For this reason, they trained another network (at the same time as the main one) to predict the suitability of each pixel to be used in the multi-view photo-consistency loss, giving more weight to those pixels whose colours do not change much between images.

A coarse-to-fine system successively refines the output of the first network with a second network, each of them specifically trained to estimate a coarse 3D face and fine-level details, respectively. This approach was followed by [143, 100, 18, 19, 129, 139, 140, 146, 148]. Fan et al. [143] first estimated a personalised template and then refined it by estimating an update using a network based on the 50-layer ResNet [169]. The personalised template is initially estimated by fitting a 3DMM to the input image, then each vertex of the initial template is refined by different 1-layer multi-layer perceptron (MLP) networks. These MLP take into consideration not only the vertex in question but also a neighbourhood, together with their colours extracted by projecting the template into the input image.

Wang et al. [146], Richardson et al. [100], Tran et al. [19] and Chen et al. [148] also proposed to use two different networks, one that estimated the coarse 3D face (coarse network) and the other one that refined it (fine network). All of them obtained the coarse 3D face by regressing parameters of a 3DMM. The coarse networks of the first three works [146, 100, 19] was based in the ResNet network [169], whereas the latter [148] trained the VGG-Face [183] architecture. Unlike the other works, Richardson et al. [100] estimated the 3DMM and rendering parameters in the fine network iteratively by adding a feedback channel.

Wang et al. [146] converted the parameters into a normal map, which, together with the input image(s), was the input of the fine network. In the refinement stage, the normal map is processed by a 4-layer CNN encoder, and so are the input images, but in this case the encoders share their weights. The features extracted from the normal map and the input images are passed to a 5-layer CNN decoder that estimates the refined normal map. In contrast, Richardson et al. [100] converted the resulting parameters into a depth map, which was the input of the fine network based on the hypercolumn architecture [184] with the VGG-Face network [183] as a base. This work [100] inspired Guo et al. [18] to apply the coarse-to-fine framework to videos instead of single images. To do so, they included a tracking coarse network that predicted the next frame’s coarse parameters.

On the other hand, Tran et al. [19] and Chen et al. [148] represented the fine details as a displacement map from the coarse face, and both used the image-translation network proposed by Isola et al. [185]. Tran et al. [19] computed the ground truth displacements maps with [186], whereas Chen et al. [148] added a rendering layer to train the network in a self-supervised manner. More specifically, the fine network from [148] inputs two UV-texture maps, one extracted from the input image and the other extracted from the albedo estimated with the coarse network, and estimates a displacement map. To train this network, the refined textured 3D face was rendered to generate a synthetic image that was compared to the input image.

Differently from the other authors that proposed a coarse-to-fine scheme, Zeng et al. [129], Wang et al. [140] and Lattas et al. [139] stacked three different networks. Zeng et al. [129] trained each of them to refine the depth map estimated by the previous network by taking into account also the input image. The coarse network is a U-Net [170], whereas the fine and the finer networks are CNNs based on the hypercolumn architecture [184] with 9 and 16 layers, respectively. The first two networks were trained in a fully supervised manner, whereas the last one was self-supervised. In contrast, Wang et al. [140] and Lattas et al. [139] reconstructed photo-realistic 3D faces by refining the texture estimated by a 3DMM fitting-based approach, instead of refining directly the geometry. Wang et al. [140] computed the 3D facial normals and an UV texture map from the coarse 3D facial shape. First, with a 18-layers ResNet [169] network, they estimated the texture and illumination parameters modelled by a 3DMM and spherical harmonics (see eq. (11)), respectively. These parameters are then used to train a U-Net-based [170] network to translate the texture UV map into an albedo UV map, which is then used to train another U-Net-based network to refine the coarse 3D face by estimating per-vertex displacements. In contrast, Lattas et al. [139] refined the output from [64] by inferring the diffuse and specular albedo and normals, which are then used to improve the reconstructed 3D face. First, the texture UV map estimated by [64] is enhanced with a super resolution network [187], then an image-to-image network [151] is trained to estimate the diffuse albedo by removing the illumination from the enhanced UV texture map. Finally, another 3 image-to-image networks [151] are trained to infer the specular albedo, specular and diffuse normals.

Finally, the third block is composed of approaches whose architectures have multiple parallel networks that process the input image to estimate different attributes. Alp Güler et al. [98] and Dou et al. [97] attached different branches
to a main network where each of them estimates different parameters. Alp Güler et al. [98] proposed to add branches at the end of a ResNet-based network [169] to separately estimate the U- and V-coordinates of an UV-map. In contrast, the network proposed by Dou et al. [97] has a “sub-CNN” that combines features from intermediate layers of the VGG-Face network [183]. This sub-CNN estimates expression-specific features while the main network, the VGG-Face, estimates the identity-specific features. Both types of features are then combined to form a 3D face.

On the other hand, Chai et al. [142] proposed to process the input image by two separate streams: one to estimate the shape and the other to estimate the texture. The shape stream is an encoder-decoder architecture: the VGGNet [165] extracted features from the image, which are decoded by two 5-layers (transposed) CNNs to estimate identity and expression attributes, respectively. These attributes are added to construct the final 3D shape. In addition, the features extracted by the encoder are passed through two fully-connected layers to estimate the pose, illumination, and albedo parameters, these last ones modelled by a 3DMM. The texture stream basically consists of a style transfer network, where the style of the input image is transferred to the albedo modelled by the 3DMM. First, another VGGNet [165] processes the sampled visible face region from the input image. Then, the output of this VGGNet, together with the estimated albedo, are passed as input to a 16-layers CNN containing residual blocks to estimate a realistic skin-style texture map. Finally, the estimated shape, texture, pose, and illumination are used to render a synthetic image that is used to train the network.

5.3. Training criterion

Another decisive element for the learning is the training criterion, i.e the loss function (also called cost or error function) minimised by the network in the training process. Evidently, this loss function depends directly on the training criterion, i.e the loss function (also called cost or error function) minimised by the network in the training process.

Most of the works presented above estimate the parameters of a 3DMM from the input image. Among them, a popular term included in the cost function is the error between the estimated and the ground truth parameters [112, 94, 95, 108, 109, 105, 19, 92, 114].

Tran et al. [105, 19] found that the Euclidean loss favours estimates closer to the origin, resulting in faces closer to the mean face, thus less detailed. To avoid this, they used the asymmetric Euclidean loss, which decouples the over-estimation and under-estimation errors (first and second terms in eq. (14), respectively), favouring reconstructions further away from the mean

\[
E_{\text{asym}}(\theta, \theta_{gt}) = w_1 \| \text{abs}(\theta_{gt}) - \max(\text{abs}(\theta), \text{abs}(\theta_{gt})) \|_2^2 + w_2 \| \text{abs}(\theta) - \max(\text{abs}(\theta), \text{abs}(\theta_{gt})) \|_2^2 ,
\]

(14)

where abs(·) and max(·) are defined for each element of the vector of estimated parameters \( \theta \) and the vector of ground truth parameters \( \theta_{gt} \). The weights \( w_1, w_2 \in \mathbb{R} \) control the trade-off between the over- and under-estimation errors. In addition, in [19] they included a loss function to learn to predict the bump map \( \Gamma(x, y) \) defined as a displacement for each pixel \((x, y)\) in the input image, that refines the 3D face estimated by [105]. This bump loss computes the error of the estimated bump map, including the difference between the gradient of the estimated and the ground truth bump maps to favour smoother surfaces

\[
E_{\text{bump}}(\Gamma, \Gamma_{gt}) = \| \Gamma - \Gamma_{gt} \|_1 + \left\| \frac{\partial \Gamma_{gt}}{\partial x} - \frac{\partial \Gamma_{gt}}{\partial x} \right\|_1 + \left\| \frac{\partial \Gamma_{gt}}{\partial y} - \frac{\partial \Gamma_{gt}}{\partial y} \right\|_1.
\]

5.3.1. Weighted Parameters Errors

Kim et al. [108], Jourabloo et al. [103], Zhu et al. [92, 114], Tu et al. [145], Guo et al. [135] and Genova et al. [112] used a weighted parameters distance cost, which computes the Euclidean distance between \( \theta \) and \( \theta_{gt} \), but with weighting factors for each parameter to balance their global importance:

\[
E_{\text{wpdc}}(\theta, \theta_{gt}) = (\theta - \theta_{gt})^T W (\theta - \theta_{gt}).
\]

(15)

The main difference between each of these works is the weighting matrix. Kim et al. [108] proposed to use a weight matrix \( W = \Sigma^T \Sigma \) where \( \Sigma \) is a diagonal matrix with weights that incorporate the standard deviation of each parameter, \( \sigma_i, \Sigma = \text{diag}(\sigma_1, w_1, \ldots, \sigma_K, w_K) \), where the \( w_i \) are empirically determined by the authors. Similarly, the weight matrix used by Jourabloo et al. [103] is a diagonal matrix with the inverse of the standard deviations of each parameter, \( W = \text{diag}\left(\frac{1}{\sigma_1}, \ldots, \frac{1}{\sigma_K}\right) \), which normalises the importance of each element in the loss function.

As described in Section 5.2.2, Zhu et al. [92, 114] used a cascaded regressor approach to iteratively estimate the parameters update \( \Delta \theta^k \) to move the initial parameters \( \theta^0 \) closer to the \( \theta_{gt} \). Thus, the cost function in eq. (15) is slightly modified to

\[
E_{\text{wpdc}}(\Delta \theta, \Delta \theta_{gt}) = (\Delta \theta - \Delta \theta_{gt})^T W (\Delta \theta - \Delta \theta_{gt})
\]

where \( \Delta \theta_{gt} = \theta_{gt} - \theta^0 \). In both works, the weight matrix is a diagonal matrix \( W = \text{diag}(w) \), \( w = (w_1, \ldots, w_K) \). Zhu
et al. [92] defined the weights \( w_i, i = 1, \ldots, K \) as

\[
    w_i = \frac{\| \mathcal{P}(\mathbf{x}(\tilde{\theta}[i]), \tilde{\theta}[i]) - \mathcal{P}(\mathbf{x}(\theta_{gt}), \theta_{gt}) \|_2}{\sum_{k=1}^{K} w_k}
\]

Here, \( \tilde{\theta}[i] \) defines the vector of parameters where the \( i \)th element comes from the estimated parameter \( \tilde{\theta}[i] = \theta_i \), whereas the rest come from the ground truth \( \tilde{\theta}_j = \theta_{j,gt}, \forall j \neq i \). \( \mathbf{x}(\theta) \) defines the 3D facial shape built with the shape and expression parameters from \( \theta \), and \( \mathcal{P}(\mathbf{x}(\theta), \theta) \) defines the projection of \( \mathbf{x}(\theta) \) according to the projection parameters in \( \theta \). On the other hand, Zhu et al. [114] proposed to optimise the weights in each iteration

\[
    w^* = \arg \min_w \| \mathcal{P}(\mathbf{x}(\hat{\theta}), \hat{\theta}) - \mathcal{P}(\mathbf{x}(\theta_{gt}), \theta_{gt}) \|_2^2 + \lambda \| \text{diag}(w)(\theta - \theta_{gt}) \|_2^2
\]

\[
    \text{s.t. } 0 \leq w_i \leq 1, \quad \forall i
\]

where \( \hat{\theta} = \theta + \text{diag}(w)(\theta - \theta_{gt}) \) and \( \lambda \in \mathbb{R} \). According to the authors, adding the weighted updated \( \text{diag}(w)(\theta - \theta_{gt}) \) to the current estimated parameters \( \theta \) allowed estimating a new face closer to the ground truth face, thus improving the final result.

Tu et al. [145] and Guo et al. [135] proposed a weighting matrix highly based on that of [92] (eq. 16). Whereas the former [145] only computed the projection of the landmarks, rather than projecting the whole facial reconstruction \( \mathbf{x}(\theta) \), Guo et al. [135] computed the distance between the 3D faces directly and normalised the weights by their maximum value:

\[
    w_i = \frac{\| \mathbf{x}(\tilde{\theta}[i]) - \mathbf{x}(\theta_{gt}) \|_2}{\max \{ w_k \}_{k=1}^{K}}
\]

In contrast to the previous works, Genova et al. [112] used a common weight for all the parameters of the same space, i.e., one weight for the shape parameters and another one for the texture parameters. Additionally, they used other two terms: identity loss and batch distribution loss. The first one ensures that the 3D-features \( f \) extracted from a real input image and from the image rendered using the parameters estimated by the decoder over the real input image are similar, and it is computed based on cosine similarity: \( E_{\text{id}}(f_i, f_j) = f_i \cdot f_j \). The batch distribution loss is a regularisation term applied at a batch level rather than to the whole training set, which enforces the estimated parameters to match a zero-mean standard normal distribution, assumed by the 3DMM.

5.3.2. \( L_p \) Norms in the Parameters Space

Wu et al. [122], Yoon et al. [125], Jourabloo and Liu [94, 95], Sengupta et al. [109], Chaudhuri et al. [132] and Shu et al. [150] used a loss function over the parameters that consisted simply in computing the \( L_p \) norm of the difference between the estimated and ground truth parameters (raised to \( p \)th power):

\[
    E_{p}\text{-norm}(_p)(\theta, \theta_{gt}) = \| \theta - \theta_{gt} \|_p^p = \sum_{i=1}^{K} |\theta_i - \theta_{i,gt}|^p.
\]

Chaudhuri et al. [132] used the \( L_1 \) norm to compute the parameters error, together with a landmarks error term. On the other hand, Chai et al. [142], Wu et al. [122], Yoon et al. [125], Jourabloo and Liu [94, 95], and Shu et al. [150] used the \( L_2 \) norm. The first authors used it to estimate the pose, illumination and texture parameters, as well as the identity and expression attributes of the shape stream (see Section 5.2.5). [122, 125] used it to pre-train their network in a fully supervised-manner, and [94, 95] estimated the update of the parameters in the cascaded CNN they proposed. Thus, for Jourabloo and Liu [94, 95], in eq. (17), \( \theta_{gt} \) is the ground truth update (difference between current estimate and ground truth parameters), and \( \theta \) is the update estimated by the current CNN. In addition, Jourabloo and Liu [95] also estimated the location of the 2D landmarks in the input face; thus they included a landmark term that ensures the landmarks on the input face are similar to the landmarks on the mirrored image (with a reordering). This term minimises the \( L_2 \) norm of the difference between the projected landmarks over the original image and over the mirrored image. Similarly, Wu et al. [122], Yoon et al. [125] and Shu et al. [150] added a landmark term, but they minimised the distance between the landmarks on the input image and the projection of the landmarks of the estimated 3D face. In addition, Shu et al. [150] ensured consistency in the parameters estimated from images taken simultaneously but from different points of view by minimising their difference.

Sengupta et al. [109] used a loss function composed of four terms \( E = w_\gamma E_\gamma + w_n E_n + w_\beta E_\beta + w_\mathbf{n} E_\mathbf{n} \). The error over the lighting parameters \( \gamma \) was computed using a \( L_2 \) norm, whereas the first three terms, namely, the error over the surface normals \( \mathbf{n} \), the error over the \( 3DMM \) texture parameters \( \beta \), and the image error were computed using the \( L_1 \) norm:

\[
    E_\gamma(\gamma, \gamma_{gt}) = \| \gamma - \gamma_{gt} \|_2,
\]
\[
    E_n(\mathbf{n}, \mathbf{n}_{gt}) = \| \mathbf{n} - \mathbf{n}_{gt} \|_1,
\]
\[
    E_\beta(\beta, \beta_{gt}) = \| \beta - \beta_{gt} \|_1,
\]
\[
    E_\mathbf{n}(\mathbf{I}_{\text{mod}}, \mathbf{I}_{\text{in}}) = \| \mathbf{I}_{\text{mod}} - \mathbf{I}_{\text{in}} \|_1.
\]

The image error \( E_\mathbf{n} \) was defined as the \( L_p \) norm of the per-pixel difference between the input image \( \mathbf{I}_{\text{in}} \) and the image rendered with the estimated parameters \( \mathbf{I}_{\text{mod}} \). Whereas Sengupta et al. [109], Tran and Liu [34], Zhou et al. [117] and Deng et al. [121] used a \( L_1 \) norm as in eq. (19), [102, 110, 113, 100, 115, 116, 122, 127, 133] computed the image error using the Euclidean distance (\( L_2 \) norm).
5.3.3. Self-Supervision

Unlike the above works, Tewari et al. [102, 110, 113, 141], Tran and Liu [34, 115], Tran et al. [116], Deng et al. [121], Savov et al. [127], Chaudhuri et al. [133], Chen et al. [148], Shang et al. [137], Gao et al. [149] used the image error to drive the learning in a self-supervised manner by training the network to produce 3D faces whose rendered images are similar to the input images. They used the self-supervision over the whole reconstruction process. Therefore, to further constrain the training, they added a 2D landmarks error to the loss function:

$$\mathbb{E}_{\text{lmk2D}} = \sum_{i=1}^{L} \| \ell_{i}^{2D} - \hat{\ell}_{i}^{2D} \|^{2}$$  \hspace{1cm} (20)

where $\ell_{i}^{2D}$ are the landmarks in the input image and $\hat{\ell}_{i}^{2D}$ the projection of the landmarks onto the 3D face. Also, Chen et al. [148] further ensured the image similarity by minimising the difference between the image features extracted using the pre-trained VGG-Face network [183] from the input and the rendered image.

In addition, the estimated parameters have to be regularised to ensure the reconstruction of realistic 3D faces. Tewari et al. [102, 110, 113], Chen et al. [148], Savov et al. [127] and Shang et al. [137] used a statistical regularisation term. Tewari et al. [141] also used statistical regularisation but only for the expression parameters, since the expression model is the only one not learnt during training. They regularised the shape and albedo by adding a smoothness term for both of them.

As explained in Section 5.2.1, Shang et al. [137] used two additional adjacent images to improve the quality of the final reconstruction. Thus, they added an image consistancy loss that is defined as

$$\mathbb{E}_{\text{px consistency}}(\hat{I}_{\text{mod}}, I_{\text{in}}) = \frac{1}{|I|} \sum_{i \in I} \| I_{\text{in}}(i) - \hat{I}_{\text{mod}}(i) \|_{1}$$

where $\hat{I}_{\text{mod}}$ is the synthesised target image from the adjacent image, $I(i)$ represents the $i$th pixel value of $I$ and $I$ is the set of pixels jointly visible in the target and the adjacent images.

On the other hand, Chaudhuri et al. [133] regularised the parameters with $L_1$ loss, in addition to two terms that ensured smooth shape deformations. Tran and Liu [34] added an adversarial loss, training a discriminator network to distinguish between real images and rendered images while training the generator to produce more realistic faces. In their latter work, Tran and Liu [115] stated that the adversarial loss does not encourage the rendered image to be similar to the input image, but only to be close to the distribution of real images. To solve this issue, they proposed a perceptual loss to enforce similar feature representations of both the rendered and the input image as computed by a feature extraction function $\varphi$:

$$\mathbb{E}_{I, \varphi}(I_{\text{mod}}, I_{\text{in}}) = \frac{1}{|C|} \sum_{j \in C} \| \varphi_{j}(I_{\text{mod}}) - \varphi_{j}(I_{\text{in}}) \|^{2}_{W_{j}H_{j}C_{j}}.$$  \hspace{1cm} (21)

They chose $\varphi$ to be the VGG-Face network [183], thus $\varphi_{j}(I)$ is the activation of the $j$th layer of the VGG-Face network when processing $I$ with dimension $W_{j} \times H_{j} \times C_{j}$, $C$ is a subset of layers of the network. The image error used by Tran and Liu [115] is then a combination of the image error as in eq. (19) (using the $L_2$ norm) and the features error as in eq. (21). Finally, they added three regularisation terms: albedo symmetry and albedo constancy and shape smoothness within a neighbourhood. Tran et al. [116] claimed that the strong regularisations used by Tran and Liu [115] prevented the network from estimating high-level details and proposed another strategy to regularise the resulting shapes and textures. Such strategy consisted in applying the strong regularisation to auxiliary shapes and albedos and regularising the original ones by imposing similarity between them.

Similarly to Tran and Liu [115], Deng et al. [121] used the $L_1$ image error (eq. (19)), the landmarks error (eq. (20)) and a perceptual loss, which, in this case, was defined as the cosine distance between features extracted using the FaceNet [177] from $I_{\text{in}}$ and $I_{\text{mod}}$,

$$\mathbb{E}_{I, \varphi}(I_{\text{mod}}, I_{\text{in}}) = 1 - \frac{\varphi(I_{\text{in}})^{T} \varphi(I_{\text{mod}})}{\|\varphi(I_{\text{in}})\|_2 \|\varphi(I_{\text{mod}})\|_2}.$$  \hspace{1cm} (22)

Finally, they added statistical regularisation for all the estimated parameters. In addition, they proposed an approach to reconstruct the 3D face of a subject given multiple images. They observed that the shape parameters should be the same across different images, but that the rest of them depend on each image. Thus, they jointly trained a CNN to estimate a positive value measuring the confidence of the shape parameters for each of the images and used these confidences to compute the final shape parameters.

Like in the previous works, Wu et al. [122] and Yoon et al. [125] trained their network in a self-supervised manner using an image error and a landmarks error. However, since they reconstructed the 3D face of a subject from several images, they adapted the image error. As described in Section 5.2.1, Wu et al. [122] used three images (frontal, left, and right views), thus their image error takes into account the difference between several pairs of images:

$$\mathbb{E}_{I} = \| I_{B}^{I} - I_{A \rightarrow B}^{\text{mod}} \|^{2}_{2} + \| I_{B}^{I} - I_{C \rightarrow B}^{\text{mod}} \|^{2}_{2} + \| I_{A}^{I} - I_{B \rightarrow A}^{\text{mod}} \|^{2}_{2} + \| I_{C}^{I} - I_{B \rightarrow C}^{\text{mod}} \|^{2}_{2} + \| I_{A}^{I} - I_{B \rightarrow A}^{\text{mod}} \|^{2}_{2} + \| I_{C}^{I} - I_{B \rightarrow C}^{\text{mod}} \|^{2}_{2}.$$  \hspace{1cm} (23)

where $I_{A}^{I}$, $I_{B}^{I}$, and $I_{C}^{I}$ are the three input images (right, frontal, and left, respectively), and $I_{A \rightarrow B}^{\text{mod}}$ represents the estimated 3D face coloured with image $I_{B}^{I}$ projected into $I_{A}^{I}$. However, the authors stated that using only the image
error does not ensure good alignment between the input and the rendered images, thus they proposed an alignment term that minimised the flow between them

\[ E_{\text{align}}(I_{\text{in}}, I_{\text{mod}}^{A\rightarrow B}) = \sum_{p} \left( \left\| F(I_{\text{mod}}^{A\rightarrow B}(p), I_{\text{in}}^{B}(p)) \right\|^2_2 + \right. \]

\[ \left. \left\| F(I_{\text{mod}}^{B}(p), I_{\text{in}}^{A\rightarrow B}(p)) \right\|^2_2 \right) \]

where \( F(I(p), I'(p)) \) is the optical flow from \( I \) to \( I' \) at pixel \( p \) estimated using [188]. This alignment error was computed for the same pairs of images as in the image error (eq. (23)):

\[ E_{\text{align}} = E_{\text{align}}(I_{\text{in}}^{B}, I_{\text{mod}}^{A\rightarrow B}) + E_{\text{align}}(I_{\text{in}}^{B}, I_{\text{mod}}^{C\rightarrow B}) + \]

\[ E_{\text{align}}(I_{\text{in}}^{A}, I_{\text{mod}}^{B\rightarrow A}) + E_{\text{align}}(I_{\text{in}}^{C}, I_{\text{mod}}^{B\rightarrow C}). \]

Shu et al. [150] also used a multi-view photo-consistency loss very similar to [122] (eq. (23)) but with two images instead of three. However, they stated that the same anatomical point may not have the same pixel colour across the different images. Therefore, to account for this issue, they added a suitability map \( S(I_{\text{mod}}^{A\rightarrow B}) \), estimated from \( I_{\text{mod}}^{A\rightarrow B} \) by another network that weighted the suitability of a pixel to be used for computing the photo-consistency loss:

\[ E = \left\| S(I_{\text{in}}^{A\rightarrow B}) \odot M \odot (I_{\text{in}}^{A} - I_{\text{mod}}^{B\rightarrow A}) \right\| \]

where \( M \) is the occlusion mask to account for the common visible face region and \( \odot \) the Hadamard product.

On the other hand, Yoon et al. [125] used 2D videos as input and, thus, added a texture consistency term that ensured the recovered 3D texture did not change much along consecutive frames.

Differently from the previous self-supervised works that used both the image and the landmarks errors (eqs. (19) and (20)) to train their networks, Chai et al. [142], Wang et al. [140], Lin et al. [136], Koizumi and Smith [138], Zhou et al. [117], Sanyal et al. [118], Wang et al. [126] only considered one of them: [140, 136, 138, 117, 142] used only the image error, whereas Sanyal et al. [118] and Wang et al. [126] employed the landmarks errors. Given that both trained their networks in a self-supervised manner, only one of those error functions is not sufficient to drive the training process, and thus they added other losses to constrain it.

Chai et al. [142] and Wang et al. [140] trained multiple networks to estimate different attributes of the 3D face (see Section 5.2.5): the first estimated separately the shape and the texture, whereas the latter trained three different networks that use the previous one to refine the reconstruction. Chai et al. [142] trained in a self-supervised manner only the texture stream to transfered the style of the face region in the input image to the texture modelled by a 3DMM, obtaining a realistic skin texture \( T_{\text{out}} \). The 3DMM texture parameters are estimated in the shape stream, which was trained in a fully-supervised manner.

The texture stream was trained using an image error of the visible facial regions and the cosine distance (eq. (22)) between \( \text{id}-\text{features} \) extracted from ArcFace [71]. In addition, the style transfer was ensured by including a perceptual and style losses. The perceptual loss was computed as in eq. (21) but between the 3DMM texture and the output transferred texture, \( T_{\text{out}} \), and using \( \varphi \) as the VGGNet [165]. The style loss was computed as

\[ E_{\text{style}}(T_{\text{in}}^{A}, T_{\text{out}}) = \frac{1}{|C|} \sum_{j \in C} \left\| G_{\varphi}^j(T_{\text{in}}^{A}) - G_{\varphi}^j(T_{\text{out}}) \right\|^2_F, \]

where \( C \) is a subset of layers of the VGGNet [165] represented as \( \varphi \). \( T_{\text{in}}^{A} \) is the visible facial regions of the input image, and \( \| \|_F \) is the Frobenius norm. \( G_{\varphi}^j(I) \) is the Gram matrix defined as

\[ G_{\varphi}^j(I) = \frac{\hat{\varphi}_j(I)^T \hat{\varphi}_j(I)}{W_j H_j C_j}, \]

where \( \hat{\varphi}_j(I) \) is the activation of the \( j \)-th layer of \( \varphi \) (whose shape is \( W_j \times H_j \times C_j \)) reshaped into a 2D matrix of dimension \( W_j H_j \times C_j \), for an input image \( I \).

On the other hand, Wang et al. [140] trained their first network to estimate the albedo \( \beta \) and illumination parameters with an \( L_1 \) image error term and a \( L_2 \) regularisation term over \( \beta \). Their second network was trained to estimate an albedo UV map with an adversarial loss, an image error, and a perceptual loss (eq. (21)), similar to [115]. Finally, their third network, which estimates per-vertex displacement from the coarse 3D face, was trained with the \( L_1 \) norm of the difference between the gradient of the input and the rendered images, claiming that using the gradients of the images forces the networks to focus on geometric details. The displacements were regularised with two terms, one that ensured small values and another that ensured similarity between displacements of neighbouring vertices. Similarly to [115] and the second network of [140], Lin et al. [136] trained a GAN architecture to refine the 3D facial texture (see Section 5.2.4) with a loss function that consisted of: the \( L_2 \) image error computed over the facial region, the perceptual loss from [121] (eq. (22)), the \( L_2 \) norm of the per-vertex difference between the coarse and the refined texture, and an adversarial loss. On the other hand, Koizumi and Smith [138] trained the U-Net [170] to build a correspondence map between the input image and a 3DMM, with which the 3DMM and rendering parameters are estimated using least squares and a rendering layer. Thus, apart from an image error, they computed the least squares residuals so as to train the network to obtain a correspondence map that allows the LS layer to reconstruct accurate 3D faces. Also, the 3DMM parameters and intrinsic camera parameters are regularised: the first statistically and the latter by penalising different vertical and horizontal focal lengths and shear.

As explained in Section 5.2.3, Zhou et al. [117] proposed an architecture with two encoders that share a sin-
ingle decoder, leading to two streams: one mesh-to-mesh, where the input of the encoder is a 3D coloured mesh; and another one image-to-mesh, where the input of the encoder is a 2D image. They jointly trained both streams by linearly combining a reconstruction error for the mesh-to-mesh, defined as the norm of the difference between the input coloured mesh and the estimated coloured mesh; and an image error for the image-to-mesh stream. This joint training procedure allowed the authors to constrain the self-supervision on the image-to-mesh stream. Liu et al. [107] followed a similar idea: they trained a mesh-to-mesh autoencoder network where the decoder extracted features from the input mesh and the decoders recovered the 3D face (see Section 5.2.3). Once trained, the decoders may be stacked to the SphereFace network [176], that acts as encoder extracting features from images, to form a 3D-from-2D face reconstruction encoder-decoder network. The mesh-to-mesh network was trained in both self-supervised and supervised manner (see Section 5.1) with cost functions that consisted of per-vertex Euclidean distance between the input and the output, the cosine distance between the input and the rendered image (within a neighbourhood), and a regularisation term, which ensures the displacements to be similar within a neighbourhood.

5.3.4. Loss Functions in the 3D Space

Another loss function that was used is the Euclidean distance over the 3D faces directly [96, 97, 106, 93, 100, 123, 129, 130, 131, 134, 135, 143, 144, 146, 147, 149]. [96, 106, 134, 130, 143, 147, 144, 149] outputed the re-gressed 3D face, whereas [97, 93, 100, 131, 135, 123, 146] outputed 3DMM parameters. Thus, to apply the Euclidean loss to the 3D faces, first the 3D geometry (and texture in some cases) have to be recovered by multiplying the model basis to the estimated parameters. In addition, Chimaev et al. [131] included the $L_2$ norm between the projection to the image plane of the ground truth and the reconstructed 3D faces, and Gao et al. [149], Guo et al. [135] and Wang et al. [146] included the $L_2$ norm between the ground truth 2D landmarks and the projection of the estimated 3D landmarks. Also, Wang et al. [146] added an angular distance between the estimated and the ground truth normals, $\frac{1}{|T|} \sum_{i \in T} 1 - \mathbf{n}_i^T \mathbf{n}_{gt}$; and Li et al. [144] added the cross-entropy loss to obtain more robust identity-features.

Gao et al. [149] trained their network with unlabelled images in a self-supervised manner (Section 5.3.3), but also with images with corresponding shape $\alpha$ and expression $\delta$ 3DMM parameters. For these labelled images, they minimised the difference between the reconstructed $\tilde{x}$ and the ground truth $x(\alpha, \delta)$ 3D faces, but also added a term to ensure smooth reconstructions and another term to train the network to disentangle the identity from the expression. The smoothness was ensured by comparing the difference of each vertex in the reconstruction $\tilde{x}$, to its first order neighbours $\mathcal{N}_i$ to that of a template $x^t$ (the mean of the 3DMM):

$$\mathbb{E}_{\text{smooth}}(\tilde{x}, x^t) = \sum_{i} \left| \tilde{x}_i - \frac{1}{|\mathcal{N}_i|} \sum_{j \in \mathcal{N}_i} \tilde{x}_j - \left( x^t_i - \frac{1}{|\mathcal{N}_i|} \sum_{j \in \mathcal{N}_i} x^t_j \right) \right|.$$
the identity and the expression of two input images $I_A$ and $I_B$ from different subjects:

$$E = \|x(\alpha^A, \delta^B) - x_f(\alpha^A_{\text{id}}, \delta^B_{\text{id}})\|_1,$$

where $x(\alpha^A, \delta^B)$ is the 3D face recovered from the shape parameters $\alpha^A$ from $I_A$ and the expression parameters $\delta^B$ from $I_B$, and similarly $x_f(\alpha^A_{\text{id}}, \delta^B_{\text{id}})$ is the decoded 3D face taking the identity features $\alpha^A_{\text{id}}$ estimated by the encoder from $I_A$ and the expression features $\delta^B_{\text{id}}$ estimated from $I_B$. Also, the albedo symmetry was ensured by minimising the difference between the estimated albedo and its flipped version.

Unlike the other works, Yi et al. [123] separated the influence of the shape parameters $\alpha$ and the expression parameters $\delta$ to the final facial geometry: $x(\alpha, \delta)$

$$E_x = w_\alpha \|x(\alpha, \delta_{\text{gt}}) - x(\alpha_{\text{gt}}, \delta_{\text{gt}})\|_2^2 +$$

$$w_\delta \|x(\alpha_{\text{gt}}, \delta) - x(\alpha_{\text{gt}}, \delta_{\text{gt}})\|_2^2,$$

where $\alpha_{\text{gt}}$ and $\delta_{\text{gt}}$ are the ground-truth shape and expression parameters, respectively. Also, they added a landmarks error computed as the distance between the projection of the landmarks of the ground-truth 3D face $x(\alpha_{\text{gt}}, \delta_{\text{gt}})$ using the estimated projection parameters and the ground-truth projection parameters.

Also differently from the previous works, Tu et al. [145] proposed a set of three landmark errors to ensure consistency in 3D and in the image plane. The first is the distance between the projected 3D landmarks (from the reconstructed 3D face), $\ell^{2D}$, and the ground truth 2D landmarks, $\ell^{2D}$. The second is the distance between the 3D landmarks of the estimated 3D face, $\ell^{3D}$, and the back-projection of $\ell^{2D}$ estimated in the backward pass, $\hat{\ell}^{3D}$. Finally, to ensure the consistency of the cycle formed by the forward and the backward pass, they computed the distance between the ground truth 2D landmarks, $\ell^{2D}$, and the projection of $\hat{\ell}^{3D}$ into the image plane, $\hat{\ell}^{2D}$.

As explained in Section 5.2.5, Chen et al. [148] refines a coarse 3D face modelled by a 3DMM by estimating a displacement depth map. To do so, they trained a network in a self-supervised manner by minimising the image error. Although, without further constraints, artefacts and distortions may appear. For this reason, they added a smoothness term that ensured similar estimations in a neighbourhood, and a regularisation term that prevented large displacements. Also in a coarse-to-fine manner, Zeng et al. [129] estimated a depth map from a single image by stacking three networks. Unlike [148], Zeng et al. [129] trained their networks with ground truth reconstructions. Therefore, the coarse network was trained in a fully-supervised manner by minimising the difference between predicted $D$ and ground-truth $D_{\text{gt}}$ depths maps

$$E_D = \|D - D_{\text{gt}}\|_1.$$

They also included the normals error as in eq. (18) to avoid over-sharpening estimations produced by the $L_1$ loss in the depth error function. The loss function used to train the fine network was a linear combination of the depth error (eq. (25)) and the fully supervised version of the image error (eq. (19)). Similarly to many other works, Zeng et al. [129] rendered the synthetic image by modelling the illumination with spherical harmonics basis functions (see eq. (11)). However, since the ground-truth normals $n_{\text{gt}}$ are known, the lighting parameters for the $\gamma$ can be recovered as

$$\gamma^* = \arg\min_\gamma \|A^T\gamma(n_{\text{gt}}) - I_{\text{in}}\|_2^2$$

where $A$ is the albedo estimated by the SfSNet [109], and $Y(n_{\text{gt}})$ are the spherical harmonics basis functions computed with $n_{\text{gt}}$. Therefore, the supervised image error is

$$E_{I(n)} = \|A^T\gamma(n) - I_{\text{in}}\|_2.$$  \hspace{1cm} (26)

Finally, the finer network, that refines the output of the F-Net, was trained in a self-supervised manner using the depth error (eq. (25)) and the supervised image error (eq. (26)), although taking $D_{\text{gt}}$ and $n_{\text{gt}}$ as the output of the F-Net.

Shu et al. [150] and Shang et al. [137] also considered a depth loss (eq. (25)) like [129]. The first authors also added the normals error but regularised the output depth with a 3DMM. They also minimised the difference between the estimated depth map and the depth map obtained from a 3DMM-reconstruction $x(\alpha, \delta)$, where $\alpha$ and $\delta$ are the shape and expression 3DMM parameters estimated from the input image with a pre-trained network. In contrast, Shang et al. [137] used the depth error as an additional multi-view consistency loss to ensure depth consistency across the three input images. The designed depth consistency loss is very similar to the image consistency loss (eq. (5.3.3)) but the synthesised depth map from the adjacent view are scaled to rectify the difference of scale in both depth maps.

To also train the network on face recognition, Liu et al. [106] added to the Euclidean loss a softmax loss that served as a face identification error. Bhagavatula et al. [96] added an Euclidean loss over the 2D regressed landmarks so the network also learned to estimate the 2D landmarks over the input image.

5.3.5. Adversarial loss

As explained in Section 5.2.4, Tu et al. [145], Gallner et al. [119, 120], Gao et al. [149], Piao et al. [124], Lin et al. [136] used GANs, which consists of a generator $G$ and a discriminator $D$, which are jointly trained for $D$ to discriminate between real and fake data and for $G$ to fool $D$. Therefore, $D$ is trained to maximise $\log(D(y_{\text{gt}})) \in (-\inf, 0]$, while $G$ is trained to minimise $\log(1 - D(G(x))) \in (-\inf, 0]$. This is expressed mathe-
matically as the following minimax problem
\[
\min_G \max_D \mathcal{L}_{adv}(G, D)
\]
where
\[
\mathcal{L}_{adv}(G, D) = \mathbb{E} \left[ \log (D(y_{gt})) \right] + \mathbb{E} \left[ \log (1 - D(G(x))) \right]
\]
and \(\mathbb{E}[X]\) expresses the expected value of a random variable \(X\).

In the case of Tu et al. [145], since they evaluated the consistency of the predicted 3DMM with the input image by taking pairs consisting of the parameters and a latent representation of the image computed with an encoder, eq. (27) is modified as
\[
\mathcal{L}_{adv}(G, D) = \mathbb{E} \left[ \log (D(f, p)) \right] + \mathbb{E} \left[ \log (1 - D(\hat{f}, G(I))) \right]
\]
where \(f\) is the latent representation of an image with ground truth parameters \(p\) and \(\hat{f}\) is the latent representation of an image \(I\) with parameters \(G(I)\) estimated by the generator.

Galteri et al. [119, 120], Gao et al. [149] and Lin et al. [136] trained a simple GAN by adopting the paradigm of Improved Wasserstein GAN [189] which allows for a more stable training, where the adversarial loss is defined as
\[
\mathcal{L}_{adv}(G, D) = \mathbb{E} \left[ D(I_{in}) \right] - \mathbb{E} \left[ D(I_{mod}) \right] + \lambda \mathbb{E} \left[ \|\nabla I D(I)\| \right]
\]
where \(I\) is uniformly sampled between pairs of points from the distribution of real and generated images. Since Gao et al. [149] used the discriminator to distinguish real from fake 3D faces and not images, in eq. (28), \(I_{in}\) is the real 3D face, \(I_{mod}\) is the estimated 3D face, and \(I\) are 3D faces uniformly sampled between the real and fake distributions.

In contrast, Piao et al. [124] used a CycleGAN to map the real images to synthetic-style images and backwards. The CycleGAN is composed of two GANs concatenated forming a cycle (see eq. (13)) and it is trained following the same idea of the simple GANs but, additionally, a cycle-consistency loss has to be taken into account. This loss function enforces both generators to be able to recover the original image after performing a cycle. That is, let \(G_r: S \rightarrow R\) and \(G_s: R \rightarrow S\) be both generators, with \(R\) and \(S\) the space of the real and the synthetic images, respectively; then, the cycle-consistency loss is defined as
\[
\mathcal{L}_{cyc}(G_s, G_r) = \mathbb{E} \left[ \|G_r(G_s(I)) - I_r\|_1 \right] + \mathbb{E} \left[ \|G_s(G_r(I)) - I_s\|_1 \right]
\]
where \(I_r, G_r(I_r) \in R\) and \(I_s, G_s(I_s) \in S\). Also, Piao et al. [124] noticed that the adversarial losses (eq. (27)) for each GAN and the cycle-consistency loss are not sufficient to avoid artefacts and large deformations in the image domain-transfer results. To further constrain the image mapping between the real and synthetic image spaces, they considered a landmarks error defined as
\[
\mathcal{L}_{lmks}(G_1, G_2) = \mathbb{E} \left[ \|\hat{I}^D - \ell_2^D(I)\|_2 \right] + \mathbb{E} \left[ \|\hat{I}_r^D - \ell_2^D(G_s(I))\|_2 \right]
\]
where \(\ell^D\) denotes the landmarks coordinates estimated in the image \(I\). Finally, the 3D face reconstruction network, which inputs a synthetic-style image and recovers the position UV-map (see eq. (13)), was trained by minimising three loss functions: one that computed the distance between the resulting and the ground-truth position UV-maps, another one that computed the scalar product between the ground-truth normals and the vectors formed by adjacent vertices, and a landmarks distance term.

5.3.6. Other Losses

Ramon et al. [128] and Guo et al. [18] used the Euclidean distance between the projections of the estimated and ground-truth 3D faces. The first authors inputed a set of \(K\) images of the same subject, thus the loss function is
\[
E = \sum_{k=1}^{K} \|P(x^{ak}), \zeta^k) - P(x_{gt}, \zeta_{gt})\|_2^2
\]
where \(\zeta^k\) and \(\zeta_{gt}\) are the estimated and ground-truth projection parameters of the \(k\)th image, respectively, \(x^{ak}\) and \(x_{gt}\) are the estimated and ground-truth 3D faces, and \(P(x, \zeta)\) represents the projection of \(x\) according to \(\zeta\).

As explained in Section 5.2.5, Guo et al. [18] considered three different networks: the coarse network, which computed a coarse estimate of all the parameters; the tracking coarse network, which estimated the coarse parameters of the next frame in a video sequence; and the fine network, which refined the coarse result. The coarse network was trained similarly to Guo et al. [18] (eq. (29)). However, to be able to control the effect the projection parameters \(\zeta\) and the geometry parameters \(\theta_{geo}\) (shape and expression) individually, the estimated 3D face was projected considering the projection parameters as the estimated values and the geometry parameters as the ground truth values (and the other way around):
\[
E = wE_{proj} + (1 - w)E_{geo}
\]
where
\[
E_{proj} = \|P(x^{\theta_{geo}}, \zeta) - P(x^{\theta_{geo}}, \zeta_{gt})\|_2^2 \quad \text{and} \quad E_{geo} = \|P(x^{\theta_{geo}}, \zeta_{gt}) - P(x^{\theta_{geo}}, \zeta_{gt})\|_2^2.
\]
In the tracking coarse network, to this loss function, they added an image error term, and they trained the fine network with an Euclidean distance loss between the ground
truth and the estimated displacement map.

Song et al. [91] trained a coupled radial basis function network with a loss function that consists of a reconstruction error, a smoothness regularisation term, and a point distribution consistency. The first one ensures that both networks can be stacked together by minimising the difference between the input of one and the output of the other. The second one minimises the energy of the gradient of the map that converts a 2D image (or 3D face) into an intrinsic representation and the gradient of its inverse. And the third one makes the distributions of two sets of intrinsic representations (one from 3D and the other from 2D) similar to each other.

Jackson et al. [99] and Yi et al. [123] used the sigmoid cross-entropy loss to train an hourglass network to estimate the volumetric representation of a face. Trigeorgis et al. [104] compared two different losses to learn to estimate surface normals from facial images: the angular distance between the estimated and the ground truth normals, \( E = 1 - \sum_i n_i^T n_{i,gt} \), and the smoothed version of the \( L_1 \) norm proposed by [190].

Alp Güler et al. [98], Sela et al. [101] and Feng et al. [111] proposed three different ways to train a network to estimate a depth representation of the 3D face. The first one [98] divided each dimension of the UV-space into a discrete part and a residual part. They used the softmax cross-entropy loss to estimate the discrete part and the smoothed version of the \( L_1 \) norm proposed by [190] to estimate the residual part. Sela et al. [101] proposed a loss function that is a linear combination of the \( L_1 \) norm over the difference between the estimated and ground truth depth maps and the \( L_1 \) norm of the difference between the normals of both depth maps. And Feng et al. [111] proposed a loss function that computes the Euclidean distance between the ground truth and the estimated position UV-maps with a weight mask that assigns a weight to each pixel in the map to penalise errors on the facial regions that have more discriminative features.

Finally, Shang et al. [137] proposed an epipolar loss to account for multi-view consistency. This loss is computed as the symmetric epipolar distance between the 2D landmarks of the input image and the corresponding 2D landmarks in the adjacent-view images.

### 5.4. Take-home message

Deep learning has proven to be a very powerful tool applicable in many different fields, gaining the attention of great part of the research community, and 3D-from-2D face reconstruction is not an exception. In the last few years, a large amount of works have proposed to reconstruct the 3D facial geometry of a person from one or more images, or even video sequences, using deep learning, as can be seen in Tables 5, 6, and 7.

However, deep learning has an important drawback: the need of huge training sets, in this case, composed of corresponding pairs of 2D images and 3D faces. Since obtaining this amount of ground truth 3D facial scans is not always feasible, the first works focused on building synthetic data by fitting a 3DMM to real images [92] and/or rendering synthetic images from 3D faces obtained by sampling from the 3DMM [93]. Even thought these approaches allow for the construction of large heterogeneous training sets, reconstructing of 3D faces outside the distribution learnt by the 3DMM may be a difficult task, given that the network is not taught with anything but 3DMM-generated faces, and therefore facial details are hardly captured.

To avoid the need of corresponding 3D faces, most recent works train their network in a self-supervised manner by adding a rendering layer that generates a synthetic image from the reconstructed 3D face, and minimising the difference between the input and the rendered image. In most works, this rendering layer is complemented with a more complex learning framework, such as encoder-decoder networks or generative adversarial networks. Also, many works followed a “divide and conquer” approach by proposing architectures composed of several networks where each of them is trained for a specific task. For example, some trained each of the networks to estimate a single attribute (identity, expression, albedo, lighting, pose, etc.), and others proposed sequential networks where each of them refines the output of the previous one.

### 6. Other Machine Learning Methods

Although deep learning has been a widely used tool in 3D-from-2D face reconstruction, other machine learning methods have been explored. Some researchers approached the 3D-from-2D face reconstruction as a regression problem [191, 192, 193, 194, 195, 196, 197, 198, 199].

Sánchez-Escobedo et al. [198], Rara et al. [196] and Dou et al. [191] trained regressors using the partial least squares algorithm [200]. Sánchez-Escobedo et al. [198] proposed to build a regression matrix \( B \) that regresses the 3D face surfaces as a linear combination of the contour of the images, \( \mathbf{X} = CB \). The response matrix \( \mathbf{X} \in \mathbb{R}^{M \times 3N} \) is built by concatenating the \( M \) vectorised 3D training shapes. The predictor matrix \( \mathbf{C} \in \mathbb{R}^{M \times 2L} \) is built by concatenating the pixel locations \((x, y)\) of the \( L \) 2D contours of the input images (with different poses). After training, this regression matrix can reconstruct a 3D face \( \mathbf{x} \) from the contours of the input images of a subject \( \mathbf{c} \), as \( \mathbf{x} = B\mathbf{c} \).

Rara et al. [196] trained two partial least squares regression models to estimate shape and texture model coefficients from the parameters of a spherical harmonics projection model. The shape and texture models were built applying PCA over aligned shapes and textures from the USF Human ID 3D database (similarly to 3DMM, see Section 2.1), whereas the spherical harmonics projection model was built from the input image and the training images as explained next. From each image \( \mathbf{I}_i \) in the training set, its reflected light \( \mathbf{B}_i \) is estimated assuming a Lambertian illumination model as \( A_i Y^2 \) in eq. (11). Therefore, each image can be recovered as a weighted combination of the columns of \( \mathbf{B}_i \); \( \mathbf{I}_i = \mathbf{B}_i \mathbf{l}_i \). Then, for an input image
\[ I_{\text{in}} \text{, we can solve } I_m = B_l I_{\text{in}} \text{ for } I_{\text{in}} \text{ for each } B_l \text{. This allows to compute the spherical harmonics projection images } I_l = B_l I_{\text{in}} \text{, from a spherical harmonics projection model is built using PCA similarly to the shape and texture models.} \]

A similar idea was followed by Dou et al. [191]. They built two statistical models; one that encoded the variation of the position of the 2D landmarks in a face, and another one that encoded the variation of the 3D landmarks. Thus, given coefficients of the 2D-landmarks-model, their proposed partial least squares regressor estimated coefficients of the 3D-landmarks-model, which were mapped back to landmarks in \( \mathbb{R}^3 \). The 3D landmarks were used to reconstruct the 3D facial shape by recovering the coefficients of a coupled dictionary model. Such model was built from corresponding pairs of sparse 3D landmarks and dense point sets.

Different from the previous works, Rara et al. [197] used a principal component regression model. Their proposed approach resembles that of [191] in the sense that their regressor also estimates coefficients on a 3D shape model from coefficients on a 2D shape model. The main difference is that Rara et al. [197] estimated directly parameters on a statistical model built from dense 3D shapes, instead of a model built from sparse sets of 3D landmarks.

In contrast to the above approaches that used a single regressor, [192, 193, 194, 195, 201, 199] proposed a cascade of linear regressors to estimate the 3D shape. Tian et al. [199], similarly to [197], trained a cascade of regressors \( R^k \) to predict the shape update \( \Delta x^k \) according to the difference between the ground truth 2D landmarks \( \ell^2D \) and the 3D landmarks of the previous shape projected into the image \( \ell^2D,k \), \( x^k = x^{k-1} + \Delta x^k = x^{k-1} + R^k (\ell^2D, k) \). The regressors are trained by minimising the Euclidean distance between the ground truth shape update \( \Delta x^k_{\text{gt}} = x^k_{\text{gt}} - x^{k-1} \) and the estimated shape update by the current regressor over the \( M \) training pairs,

\[ R^k = \text{arg min}_R \sum_{m=1}^M \| \Delta x^k_{m,\text{gt}} - R (\ell^2D_{m,\text{gt}} - \ell^2D_{m,k-1}) \|_2^2 \].

Jeni et al. [192, 193] and Liu et al. [194, 195, 201] estimated the 2D landmarks in the input image along with the 3D shape. The first two methods [192, 193] used as input a 2D video, reconstructing the 3D face for each frame. They applied a cascaded regressor that estimated a dense set of facial points in the 2D frame, which were in correspondence with the vertices of a 3D face model. Then, the 3D face model was fitted to the frame by minimising the Euclidean distance between the projection of the model vertices and the estimated 2D facial points. Liu et al. [194, 195, 201] jointly estimated the 2D landmarks and the 3D shape, alternately updating each of them. In each step, the 2D landmarks were updated through the landmarks regressor \( R^2_\ell \) on the texture features extracted around the landmarks in the input image \( h(I_{\text{in}}, \ell^2D,k-1) \),

\[ \ell^2D,k = \ell^2D,k-1 + \Delta \ell^2D,k = \ell^2D,k-1 + R^k (h(I_{\text{in}}, \ell^2D,k-1)). \]

Then, a shape regressor estimated the update of the shape according to the landmarks update, \( x^k = x^{k-1} + \Delta x^k_{\text{id}} + \Delta x^k_{\text{exp}} \), thus the regressor estimated the identity and the expression updates as separated elements, i.e., \( R^k_x (\Delta^2D,k) = (\Delta x^k_{\text{id}}, \Delta x^k_{\text{exp}}) \).

Differently from all the previous works, Wang et al. [202] addressed the 3D face reconstruction from an uncalibrated 2D video as a minimisation problem based on dense optical flow. First, a 3D personalised template is obtained from the collection of frames with [80], and the method by [203] is applied to estimate a dense 2D optical flow of the video. With this two elements, they proposed the following energy function to translate the 2D optical flow to the personalised template,

\[ E(f, R, \tau) = \sum_{i=1}^N \| P (R(v_i + f(v_i)) + \tau) - L (P R v_i + \tau) \|_c \],

where \( \{v_i\}_{i=1}^N \) is the set of 3D vertices of the personalised 3D facial template, \( P = (\begin{smallmatrix} 0 & 0 & 0 \\ 1 & 0 & 0 \\ 0 & 1 & 0 \end{smallmatrix}) \) is the projection matrix of the weak perspective camera model and \( R \) and \( \tau \) are the rotation and translation. \( f(v) = (\Delta v^x, \Delta v^y, \Delta v^z) \in \mathbb{R}^3 \) is the per-vertex displacement which is to be estimated from the 2D optical flow \( L \). Also, two additional terms are added to ensure local smoothness and rigidity of the deformations \( f(\cdot) \), and a fourth term to regularise the deformations in the temporal domain, i.e., deformations from consecutive frames cannot be very different. Finally, the resulting 3D face is refined by minimising the difference between the input images and the synthetic image obtained by assuming a Lambertian reflectance modelled using spherical harmonics (eq. (11)).

7. Summary and Conclusions

In this paper, we review the state-of-the-art of 3D-from-2D face reconstruction in the last decade, separating the different proposed approaches into three main strategies: 3D facial model fitting (Section 3), photometric stereo (Section 4), and deep learning (Section 5).
As we have explained throughout this paper, recovering the 3D face from uncalibrated 2D pictures is an underdetermined problem, thus, further constraints must be added to reconstruct unequivocally the 3D facial geometry. In the last decade, researchers have explored two different ways of adding such constraints: one way is considering a collection of photos from the same person, and the other way is adding statistical constraints.

The first approach is mostly followed by photometric stereo-based methods, which base the reconstruction process on studying the reflectance of the light on the face, i.e. on recovering the 3D geometry according to shadows. The use of multiple images allows the researchers to have many samples of lighting conditions. Whereas these methods are able to recover geometric details, the assumptions they consider, such as Lambertian reflectance, are too restrictive, and the estimated 3D faces usually show artefacts. As a result, this strategy has been barely explored, and most researchers have focused their efforts on constraining the problem with statistical priors.

Statistical constraints help obtaining plausible 3D faces by restricting the space of solutions of the 3D-from-2D face reconstruction problem avoiding artefacts or unrealistic 3D faces. The 3DMM are the most widespread statistical facial models, because of their capacity of encoding the geometric (and possibly texture) variations of the human face, and they are used to ensure plausibility of the solutions. For this reason, many researchers have explored the strategy of fitting a 3DMM to an image to recover the 3D face. Essentially, this fitting consists in estimating the model parameters by minimising the difference between the image and the projection of the 3DMM onto the image plane. However, minimising this difference on the 2D space is not sufficient to recover fine facial details. Thus, most 3DMM fitting approaches only reconstruct coarse shapes, and they are not able to recover subtle geometric details that are still important to achieve faithful reconstructions.

In the last few years, there has been a growing trend towards recovering such subtle details of each person, while keeping a realistic 3D face. This has produced a decrease on the effort invested in the previous mentioned strategies, photometric stereo and 3DMM fitting. Instead, many researchers have applied deep learning methods, which have shown to perform satisfactorily in many fields. Nevertheless, the main drawback of deep learning methods is the huge amount of data needed to train them. Therefore, many researchers have taken advantage of pre-built 3DMM to generate synthetic training sets: fitting a 3DMM to real images and/or rendering synthetic images from randomly sampled faces from a 3DMM.

Even so, if a deep learning method is trained with a 3DMM-generated dataset, it will only learn to recover faces that are encoded by the 3DMM. Thus, as in 3DMM fitting methods, fine details are hardly captured. In view of this issue, the most recent methods are exploring the use of self-supervision with autoencoders or GANs, avoiding the need of corresponding 2D-3D data.

### Appendix A. Notation

#### Appendix A.1. 3D facial model

- $M$: number of faces in the model
- $N$: number of vertices of the meshes

**Shape model**

- $\mathbf{x}$: shapes in 3D
- $\tilde{M}$: number of eigenvectors in the 3D facial shape model
- $\phi_i \in \mathbb{R}^{3N}$: eigenvectors of 3D facial shape model
- $\Phi = \begin{pmatrix} \phi_1 & \cdots & \phi_{\tilde{M}} \end{pmatrix} \in \mathbb{R}^{(3N) \times \tilde{M}}$
- $\sigma^2_{\alpha_i} \in \mathbb{R}$: eigenvalues of shape model
- $\alpha_i \in \mathbb{R}$: shape model parameters
- $\alpha = (\alpha_1, \ldots, \alpha_{\tilde{M}})$
- $\mathbf{x}(\alpha)$: 3D face generated by $\alpha$

**Texture model**

- $\mathbf{c}$: albedo of a 3D face (a.k.a texture or colour)
- $\tilde{N}$: number of eigenvectors in the 3D facial texture model
- $\psi_i \in \mathbb{R}^{3N}$: eigenvectors of texture model
- $\Psi \in \mathbb{R}^{(3N) \times \tilde{N}}$
- $\sigma^2_{\beta_i} \in \mathbb{R}$: eigenvalues of texture model
- $\beta_i \in \mathbb{R}$: texture model parameters
- $\beta = (\beta_1, \ldots, \beta_{\tilde{N}})$
- $\gamma_d$: diffuse lighting parameters
- $\gamma_s$: specular lighting parameters

#### Appendix A.2. 3D facial model fitting

- $\mathbf{I}_{\text{in}}$: input image
- $\mathbf{I}_{\text{mod}}$: rendered image from reconstructed 3D face
- $L$: number of landmarks
- $\ell^{2D}$: landmarks in the input image
- $\ell^{3D}$: landmarks in the 3D face
- $\tilde{\ell}^{2D}$: projection of landmarks in the 3D face $\ell^{3D}$ into the image plane
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