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Abstract—The Fifth Generation (5G) of wireless networks introduced native support for Machine-Type Communication (MTC), which is a key enabler for the Internet of Things (IoT) revolution. Current 5G standards are not yet capable of fully satisfying the requirements of critical MTC (cMTC) and massive MTC (mMTC) use cases. This is the main reason why industry and academia have already started working on technical solutions for beyond-5G and Sixth Generation (6G) networks. One technological solution that has been extensively studied is the combination of network densification, massive Multiple-Input Multiple-Output (mMIMO) systems and user-centric design, which is known as distributed mMIMO or Cell-Free (CF) mMIMO. Under this new paradigm, there are no longer cell boundaries: all the Access Points (APs) on the network cooperate to jointly serve all the devices. In this paper, we compare the performance of traditional mMIMO and different distributed mMIMO setups, and quantify the macro diversity and spatial signal diversity performance they provide. Aiming at the uplink in industrial indoor scenarios, we adopt a path loss model based on real measurement campaigns. Monte Carlo simulation results show that the grid deployment of APs provides higher average channel gains, but radio stripes deployments provide lower variability of the received signal strength.

Index Terms—MTC, IIoT, distributed massive MIMO, macro-diversity gain, signal spatial diversity.

I. INTRODUCTION

The Fifth Generation (5G) of wireless communication systems is the first generation providing native support to Machine-Type Communication (MTC) services in addition to the traditional Human-Type Communication (HTC) services. Academia and industry split MTC use cases into two broad categories: i) massive MTC (mMTC), which aims at providing wireless connectivity to a massive number of Machine-Type Devices (MTDs); and ii) Ultra-Reliable Low-Latency Communications (URLLC), also known as critical MTC (cMTC), which encompasses use cases with very stringent requirements in terms of latency and reliability [1]. However, some of the more demanding requirements of mMTC and cMTC cannot be fully supported by current 5G networks [2].

5G introduced massive Multiple-Input Multiple-Output (mMIMO) technology to enhance the spectral efficiency for HTC use cases, thus enabling the provisioning of very high data rates [3]. mMIMO relies in the use of Base Stations (BSs) with a very high number of receive/transmit antenna elements, thus providing great spatial multiplexing capabilities. Recent works have also studied the performance gains that mMIMO can provide to mMTC [4] and cMTC use cases [5], [6]. However, as networks become denser, the inter-cell interference, inherent to the traditional cellular paradigm, represents a major bottleneck for the system performance. A promising solution to solve this issue is distributed mMIMO, also known as Cell-Free (CF) mMIMO, which consists on the combination of network densification, mMIMO and a novel user-centric design paradigm [3]. In a distributed mMIMO system, there are no cell boundaries, thus all the Access Points (APs) in the network jointly cooperate to serve all the users. By using fronthaul connections, the APs are connected to Central Processing Units (CPUs), which perform coordination and signal processing tasks.

In [7], authors showed that a distributed mMIMO setup with fully centralized processing outperforms the traditional mMIMO setup, in both uplink and downlink, in terms of network availability, which is the probability (computed with respect to the random users’ positions) that the error probability is below a given target. As also discussed in [7], given a total number of antenna elements, it is more beneficial to deploy many single-antenna APs rather than fewer multiple-antenna APs. However, this approach requires a higher front-end capacity and also incurs higher deployment costs. In [8], authors compare the performance of centralized, distributed and cooperative signal processing schemes of a distributed mMIMO network implemented with radio stripes. Meanwhile, authors in [9] compare the performance of centralized mMIMO and distributed mMIMO deployments using computer simulations. They focus on HTC applications in indoor scenarios that require very high data rates, thus considering only the Line of Sight (LOS) case. Their results show that distributed mMIMO setups require less transmit power in the downlink when compared to a centralized mMIMO setup to provide high data rates to several users simultaneously. Using real measurement data obtained in two different factory scenarios, Arnold et al. [10] demonstrated that a distributed mMIMO setup provides a better signal coverage than a centralized mMIMO setup.

Related works have utilized distributed mMIMO networks in either grid configuration of APs or a radio stripes deployment [1], but none of them compared thoroughly the performance achieved with such different settings. In this paper, we introduce performance metrics to compare centralized mMIMO deployments and distributed mMIMO deployments in an indoor industrial scenario. We utilize the average channel gain to measure the macro-diversity gain of each scheme, and the

1Radio stripe is a low cost implementation of distributed mMIMO proposed by Ericsson in 2019 [11] and that has been studied in some recent works, e.g. [8], [12], [13].
Fig. 1: Centralized mMIMO (a), Distributed mMIMO (b) and radio stripes (c) deployments in an indoor square area with sides of length $d$ m. $K$ MTDs are randomly distributed in this area and served by a common BS, in the case of centralized mMIMO, or by $Q$ APs, in the case of distributed mMIMO or radio stripes setups.

Coefficient of Variation (CV) of the channel gains to measure the variability of the received signal strength. In the case of distributed mMIMO, we compare the performance achieved by different distributed mMIMO deployment schemes: Totally Distributed (TD) mMIMO, where many single-antenna APs are employed, and Partially Distributed (PD) mMIMO, where there is a fewer number of APs but that are equipped with multiple antennas. Thus, differently from the aforementioned works, we compare the performance achieved by distributed mMIMO when APs are employed in grid or radio stripes configurations in terms of macro-diversity gain and variability of the received signal strength in an uplink scenario. The main goal of this work is to find out which deployment of APs is more suitable for Industrial Internet of Things (IIoT) applications with stringent latency and reliability requirements, thus requiring a more predictable wireless channel. Aiming at such industrial use cases, we utilize a path loss model validated by 3GPP for indoor industrial scenarios \[14\].

The performance of all the mMIMO deployment schemes is evaluated for the case where an MTD is at a typical position, and for the case where the MTD is located at the worst case position. Our simulation results show that the distributed mMIMO scheme using the grid deployment enhances significantly the average channel gain of the received signal, but the radio stripes configuration is the one that provides the lower variability of the received signal strength, which is a desired characteristic for scalable cMTC scenarios in 6G networks.

This paper is organized as follows. The considered system model and centralized/distributed mMIMO schemes are presented in Section \[II\].

Analytical expressions for the average channel gain of a single device achieved with centralized and distributed mMIMO setups are obtained in Section \[III\]. Numerical results comparing the performance of the centralized and distributed mMIMO schemes are discussed in Section \[IV\].

Finally, we conclude in Section \[V\].

II. SYSTEM MODEL

We consider the uplink of an indoor industrial scenario, which is a factory hall of dimensions $d_x \times d_y \times h$ m$^3$. We also consider a system that operates with a carrier frequency $f_c = 3.5$ GHz since the 3.4-4.2 GHz band is the main candidate for industrial private networks with bandwidths of up to 100 MHz \[14\].

As illustrated in Fig. 1, the single-antenna devices in this indoor industrial scenario are served by a total number of $M$ antenna elements, which can be deployed in the factory hall according to one of the following schemes:

1) **Centralized mMIMO** (Fig. 1a): a single AP with $M$ antenna elements is located at the center of the factory hall. In this case, the indoor scenario can be seen as a single-cell network served by a single BS \[15\].

2) **Distributed mMIMO** (Fig. 1b): $Q$ APs are uniformly distributed on the ceiling of the factory hall in a grid configuration.

3) **Radio Stripes** (Fig. 1c): low cost deployment of distributed massive MIMO where the antennas and associated processing units (APUs) are serially located inside the same cable, which also provides synchronization, data transfer and power supply via a shared bus \[3\]. A single radio stripe with $Q$ APs is positioned around the walls of the factory hall \[3\].

In both distributed mMIMO and radio stripes deployments, each AP is equipped with $S = M/Q$ antenna elements. We denote the case of $S > 1$ as a Partially Distributed (PD) setup, and the case of $S = 1$ (that is, single antenna APs) as Totally Distributed (TD) setup.

A. Signal Model

Similar to \[16\], we study the signal model for a single active device in the network. The $M \times 1$ received signal vector is

$$y = \sqrt{P_T}g x + n,$$  \hspace{1cm} (1)

where $P_T$ is the transmit power of the MTD, $g \in \mathbb{C}^{M \times 1}$ is the channel vector between the M antenna elements and the device antenna, $x \in \mathbb{C}$ is the transmitted symbol with $\mathbb{E}\{|x|^2\} = 1$, $n \in \mathbb{C}^{M \times 1}$ is the vector of Additive White Gaussian Noise (AWGN) samples, such that $n \sim \mathcal{CN}(0_{M \times 1}, \sigma_n^2 I_M)$, and $\sigma_n^2$ is the variance of the noise.

2As shown in \[9\], given a number of antenna elements, the vertical deployment of antenna elements on the wall, that is, using more than one radio stripe on the same wall, does not yield significant performance gains.

3In this work, we choose values of $M$ and $Q$ such that $S$ is an integer.
The vector of wireless channel coefficients between the device and the $Q$ APs is
\[ \mathbf{g} = [\mathbf{g}_1^T, \mathbf{g}_2^T, \ldots, \mathbf{g}_Q^T]^T \in \mathbb{C}^{M \times 1}, \]  
where $\mathbf{g}_q = \sqrt{\beta_q} \mathbf{h}_q^T \in \mathbb{C}^{S \times 1}$
is the vector of wireless channel coefficients between the device and the $q$-th AP, $\beta_q$ is the large scale fading coefficient between the device and the $q$-th AP, and $\mathbf{h}_q \in \mathbb{C}^{S \times 1}$ is the vector of small scale fading coefficients from the device to the $q$-th AP. For simplicity, we assume that the CPU has perfect CSK.

### B. Large Scale Fading

In order to consider the impact of the large scale fading in the indoor industrial scenario, we adopt the model from [14]. This model is supported by a measurement campaign at 3.5 GHz in two different types of industrial scenarios and for different APs and devices deployments. As in [15], we consider the “dense factory clutter” scenario with “clutter embedded APs”, which characterizes the most harsh channel conditions. This setup assumes that there is No Line-of-Sight (NLOS) between the APs and served devices. Due to this fact and also to the high abundance of industrial equipment with reflective metallic materials in the factory hall, we assume a Rayleigh small scale fading model, thus $\mathbf{g}_q \sim \mathcal{CN}(\mathbf{0}_{1 \times S}, \mathbf{\beta}_q \mathbf{I}_S)$, where $\beta_q < 1$ is the large scale fading term that accounts for path loss and shadowing.

In the considered scenario, the path loss (in dB) is modeled as [14]
\[ \text{PL}_{dB} = 32.5 + 20 \log_{10} f_c + 10 \eta \log_{10} d_{3D} \text{ [dB]}, \]  
where $f_c$ is the carrier frequency in GHz, $\eta = 3.19$ is the path loss exponent, and $d_{3D}$ is the 3D distance between the AP and the MTD in meters.

The total attenuation due to distance and shadowing is then given by
\[ \text{PL}_{dB} = \text{PL}_{dB} + X_{dB} \text{ [dB]}, \]  
where $X_{dB} \sim \mathcal{N}(0, \sigma_S^2)$ is a log-normal random variable that represents the shadowing term with $\sigma_S = 7.56$ dB [13].

The linear model for the large scale fading coefficient between the device and the $q$-th AP is finally given by
\[ \beta_q(d_q, \sigma_S) = \frac{1}{\text{PL}_{dB} + X_{dB}} = \frac{10^{X_{dB}/10}}{\text{PL}(d_q)}, \]  
where PL is the total attenuation due to path loss and shadowing in linear scale, and PL is the path loss in linear scale.

### III. Macro Diversity Gain Analysis

In this section, we present closed-form expressions of the average channel gain $\mathbb{E}\{||\mathbf{g}||^2\}$ for the considered mMIMO setups. The objective of this analysis is to quantify the macro diversity gain obtained with distributed mMIMO when compared to centralized mMIMO. Let us define $Z \triangleq 10^{X_{dB}/10}$, which is the shadowing in linear scale. Then, the expected value of the shadowing in linear scale can be calculated as
\[ \mathbb{E}\{Z\} = \int_{-\infty}^{\infty} 10^{Z/10} \frac{1}{\sqrt{2\pi}\sigma_S} \exp\left(-\frac{Z^2}{2\sigma_S^2}\right) dZ = \frac{1}{\sqrt{2\pi}\sigma_S^2} \exp\left(-\frac{1}{400}\right) \times \int_{-\infty}^{\infty} \exp\left(-\frac{Z}{\sqrt{2\sigma_S^2}} - \frac{1}{20} \ln(10)\right) dZ \]  
\[ = \exp\left(-\frac{1}{400}\right) \times \int_{-\infty}^{\infty} \frac{1}{\sqrt{2\pi}\sigma_S^2} \exp\left(-\frac{[Z - 2\sigma_S^2 \ln(10)/20]^2}{2\sigma_S^2}\right) dZ \]  
\[ = 10^{2\sigma_S^2 \ln(10)/400}, \]  
where we rewrote the integrand to include the Gaussian Probability Density Function (PDF), which integrates to 1, and performed simple algebraic transformations.

Finally, using the transformed random variable in (6), the expected value of the large-scale fading coefficient between an MTD and an AP antenna element is
\[ \mathbb{E}\{\beta_q\} = \mathbb{E}\{Z\} \mathbb{E}\{\mathbf{g}\} = 10^{2\sigma_S^2 \ln(10)/400} \frac{M}{\text{PL}(d_3)}. \]  

#### A. Centralized mMIMO

In the centralized mMIMO setup, all the antenna elements are co-located at the same position, thus the large scale fading coefficient between the MTD and each one of the $M$ antenna elements is approximately the same. Thus, we assume $\beta_q = \beta \forall q$. The channel vector can be written as $\mathbf{g} = \beta ||\mathbf{h}||^2$. Using (6), and the fact that $\mathbb{E}\{||\mathbf{h}||^2\} = M$ is the array gain owing to the $M$ antennas at the BS, the average channel gain is given by
\[ \mathbb{E}\{||\mathbf{g}||^2\} = \mathbb{E}\{\beta||\mathbf{h}||^2\} = \mathbb{E}\{\beta\} \cdot \mathbb{E}\{||\mathbf{h}||^2\} = 10^{2\sigma_S^2 \ln(10)/400} \frac{M}{\text{PL}(d_3)}. \]

#### B. Distributed mMIMO

We now derive an expression for any distributed mMIMO setup. The channel vector between an MTD and the $Q$ APs was given by (2). Then, the average channel gain is
\[ \mathbb{E}\{||\mathbf{g}||^2\} = \sum_{q=1}^{Q} \mathbb{E}\{||\mathbf{g}_q||^2\} = \sum_{q=1}^{Q} \mathbb{E}\{\beta_q\} \mathbb{E}\{||\mathbf{h}_q||^2\} = 10^{2\sigma_S^2 \ln(10)/400} \frac{M}{\text{PL}(d_3)}. \]

The expected value of each large-scale fading coefficient $\mathbb{E}\{\beta_q\}$ is computed using (6). We also used the fact that $\mathbb{E}\{||\mathbf{h}_q||^2\} = S$ is the array gain owing to the $S$ antenna elements in each AP. The summation in (10) corresponds to the macro-diversity gain owing to the spatial distribution of the antenna elements.

Comparing (2) and (10), we observe that the distributed mMIMO setup exchanges the array gain of a BS with many...
TABLE I: Expected value and standard deviation of the channel gain for an MTD at a typical position in the factory hall and for all the mMIMO deployments.

| Parameter | Centralized mMIMO | PD mMIMO | TD mMIMO | PD Radio Stripes | TD Radio Stripes |
|-----------|-------------------|----------|----------|------------------|------------------|
| $\mathbb{E}\{\|g\|^2\}$ | −63.6114 dB | −63.7807 dB | −60.3654 dB | −71.5584 dB | −71.5476 dB |
| $\sigma_g$ | −57.6406 dB | −60.9926 dB | −56.6184 dB | −68.7296 dB | −70.4862 dB |
| $c_v = \sigma_g/\mathbb{E}\{\|g\|^2\}$ | 3.9544 | 1.9002 | 2.3697 | 1.9181 | 1.2768 |

TABLE II: Expected value and standard deviation of the channel gain for an MTD at the worst case position in the factory hall and for all the mMIMO deployments.

| Parameter | Centralized mMIMO | PD mMIMO | TD mMIMO | PD Radio Stripes | TD Radio Stripes |
|-----------|-------------------|----------|----------|------------------|------------------|
| $\mathbb{E}\{\|g\|^2\}$ | −77.5595 dB | −69.8238 dB | −67.2229 dB | −74.4385 dB | −74.4755 dB |
| $\sigma_g$ | −71.5887 dB | −64.4698 dB | −62.3856 dB | −74.0119 dB | −75.4007 dB |
| $c_v = \sigma_g/\mathbb{E}\{\|g\|^2\}$ | 3.9544 | 3.2999 | 3.0460 | 1.1032 | 0.8081 |

Fig. 2: Empirical CCDF of the channel gains for the MTD at a (a) typical position and (b) worst case position in the factory hall and for all the different mMIMO deployments.

Fig. 2: Empirical CCDF of the channel gains for the MTD at a (a) typical position and (b) worst case position in the factory hall and for all the different mMIMO deployments.

antenna elements by the macro diversity gain owing to the spatial distribution of many APs.

IV. NUMERICAL RESULTS

In this section, we compare the performance achieved under the different mMIMO settings presented in Section III using Monte Carlo simulations. Similar to [15] and [6], we consider a square indoor industrial scenario with sides of length $d = 100$ m and two different situations: i) the MTD is located at a typical position $d_{MTD} = [55 \text{ m}, 75 \text{ m}]$, and ii) the worst case position, which depends on the specific mMIMO deployment. In the case of centralized mMIMO or mMIMO using the grid deployment, the worst position for the MTD is any of the corners of the square area. On the other hand, in the case of radio stripes deployment, the worst position is the center of the square area.

As the simulation parameters, we set $f_c = 3.5$ GHz and $M = 64$. In the centralized mMIMO deployment, the BS is located at the position $d_{BS} = [50 \text{ m}, 50 \text{ m}]$. For the grid deployments, we evaluate the performance of a PD mMIMO deployment with $Q = 16$ APs, each equipped with $S = 4$ antennas, and TD mMIMO deployment with $Q = 64$ single-antenna APs. Similarly, we also evaluate the performance of a PD radio stripe deployment with $Q = 16$ APs, each equipped with $S = 4$ antennas, and a TD radio stripe deployment with $Q = 64$ single-antenna APs. In all cases, the height of the APs is $h_{AP} = 6$ m, and the MTD is at a height $h_{MTD} = 1.5$ m.

A. Macro Diversity Gain Analysis

Fig. 2a shows the empirical Complementary Cumulative Distribution Function (CCDF) of the channel gains for the typical case, while Fig. 2b shows the same results for the worst case. Moreover, Tables I and II list the expected value, standard deviation $\sigma_g$ and CV of the channel gains for both cases. The CV, also known as relative standard deviation, is a normalized measure of the dispersion of a PDF and is given by

$$c_v = \frac{\sigma_g}{\mathbb{E}\{\|g\|^2\}}.$$  

The CV is a metric that measures the variability of the received signal strength. Less variability can be exploited for more efficient utilization of spectrum resources.

When we analyze the results of the typical case in Fig. 2a and in Table I we note that the radio stripes configurations achieve the lowest average channel gains, while the distributed mMIMO setups with grid distribution achieve the highest average channel gain. However, the radio stripe settings present the lowest standard deviation of the instantaneous channel gains, which means that the received signal strength presents less fluctuations. The centralized mMIMO setup achieves an 5The expected values of the average channel gains obtained in our simulations match the theoretical values obtained using the closed form expressions derived in Section III.
We now consider the results for the worst case scenario shown in Fig. 2 and Table II. We observe that the lowest average channel gain and the higher standard deviation are achieved by the centralized mMIMO scheme. The grid configuration still outperforms the radio stripes configurations for both PD and TD mMIMO setups in terms of average channel gain, but now the radio stripes configurations also outperform the centralized mMIMO setup. As shown by the CV values in Table II, the PD and TD radio stripe deployments provide the received signal strength with lower variability.

By analyzing the results of the distributed mMIMO schemes using both grid or radio stripes setups, we conclude that the more the antenna elements are distributed, the higher is the average channel gain and the lower is its variability. This happens because the MTD is likely to be very close to one AP or to subset of APs, thus the average distance from the MTD to any nearest AP is much shorter compared to the distance between the MTD and the BS in the centralized mMIMO. When we utilize radio stripes, the APs are only located on the walls of the factory hall, thus the average distance between the MTD and the APs is higher when compared to the distributed mMIMO scheme where the APs are located on the ceiling. On the other hand, the installation and maintenance costs of the radio stripe system is lower when compared to the traditional distributed mMIMO, since the latter requires much more fronthaul connections between the APs and the CPU. The PD mMIMO schemes present a slightly inferior performance, but they can significantly reduce the required amount of fronthaul signaling when compared to TD deployments. This fact evinces the existence a trade-off between the achieved macro-diversity gain and the required fronthaul capacity.

### B. Signal Spatial Diversity

In this subsection, we consider only the TD mMIMO setting with \( Q = 64 \) single-antenna APs. We assume that the CPU has perfect knowledge of the large scale fading coefficients.

---

**TABLE III**: Expected value, standard deviation and ratio of the channel gains for an MTD at a typical position in the factory hall and for the TD mMIMO setup with \( M = 64 \) and \( S = 1 \).

| Parameter | \(|Q_{AP}| = 1\) | \(|Q_{AP}| = 4\) | \(|Q_{AP}| = 8\) | \(|Q_{AP}| = 16\) | All APs |
|-----------|----------------|----------------|----------------|----------------|---------|
| \(E\{||R||^2\}\) | -65.1311 dB | -61.5440 dB | -60.9829 dB | -60.6403 dB | -60.3654 dB |
| \(\sigma_g\) | -57.6394 dB | -56.6582 dB | -56.6305 dB | -56.6199 dB | -56.6184 dB |
| \(c_v = \sigma_g/E\{||g||^2\}\) | 5.6127 | 3.0802 | 2.7242 | 2.5237 | 2.3697 |

**TABLE IV**: Expected value, standard deviation and ratio of the channel gains for an MTD at the worst case position in the factory hall and for the TD mMIMO setup with \( M = 64 \) and \( S = 1 \).

| Parameter | \(|Q_{AP}| = 1\) | \(|Q_{AP}| = 4\) | \(|Q_{AP}| = 8\) | \(|Q_{AP}| = 16\) | All APs |
|-----------|----------------|----------------|----------------|----------------|---------|
| \(E\{||R||^2\}\) | -68.8524 dB | -67.8685 dB | -67.5936 dB | -67.4158 dB | -67.2229 dB |
| \(\sigma_g\) | -62.4535 dB | -62.3929 dB | -62.3870 dB | -62.3821 dB | -62.3856 dB |
| \(c_v = \sigma_g/E\{||g||^2\}\) | 4.3640 | 3.5283 | 3.3164 | 3.1840 | 3.0460 |

We observe that the lowest average channel gain and the higher standard deviation are achieved by the centralized mMIMO scheme. The grid configuration still outperforms the radio stripes configurations for both PD and TD mMIMO setups in terms of average channel gain, but now the radio stripes configurations also outperform the centralized mMIMO setup. As shown by the CV values in Table II, the PD and TD radio stripe deployments provide the received signal strength with lower variability.

By analyzing the results of the distributed mMIMO schemes using both grid or radio stripes setups, we conclude that the more the antenna elements are distributed, the higher is the average channel gain and the lower is its variability. This happens because the MTD is likely to be very close to one AP or to subset of APs, thus the average distance from the MTD to any nearest AP is much shorter compared to the distance between the MTD and the BS in the centralized mMIMO. When we utilize radio stripes, the APs are only located on the walls of the factory hall, thus the average distance between the MTD and the APs is higher when compared to the distributed mMIMO scheme where the APs are located on the ceiling. On the other hand, the installation and maintenance costs of the radio stripe system is lower when compared to the traditional distributed mMIMO, since the latter requires much more fronthaul connections between the APs and the CPU. The PD mMIMO schemes present a slightly inferior performance, but they can significantly reduce the required amount of fronthaul signaling when compared to TD deployments. This fact evinces the existence a trade-off between the achieved macro-diversity gain and the required fronthaul capacity.

---

Average channel gain that is better than the setups with radio stripes and worse than the grid setups, but it presents the highest standard deviation, which means that the received signal strength is subject to a high variability. Nevertheless, as can be seen in Table II the lowest value of CV is achieved by the PD mMIMO setup because the MTD is very close to a multi-antenna AP in this case.

---

![Empirical CCDF of the channel gains of an MTD at a typical position](image)

![Empirical CCDF of the channel gains of an MTD at the worst case position](image)

Fig. 3: Empirical CCDF of the channel gains of an MTD at (a) a typical position and (b) the worst case position in the factory hall for the distributed mMIMO setting and \( M = 64 \), \( S = 1 \).
between the MTD and all the APs, thus it can select the subset of closest APs to decode its signal. Let \(Q_{AP}\) denote this subset, and let \(|Q_{AP}|\) denote its cardinality. In Figs. 3A and 3B, we plot the empirical CCDF of the channel gains for the typical and worst cases, respectively, and for \(|Q_{AP}| \in \{1, 4, 8, 16\}\). Moreover, Tables III and IV list the average channel gain, the standard deviation of the channel gains, and the CV values for the typical and worst cases, respectively. These tables also show the mean value of the ratio between the channel gain achieved when only the APs in \(Q_{AP}\) are used to decode the signal from the MTD and the channel gain achieved when all the APs are used. Thus, this ratio is a measure of how much energy of the signal transmitted by the MTD is captured by the APs in \(Q_{AP}\).

We observe that the greater the number of APs is used to decode the signal from the MTD, the greater the average channel gain and the lower the variability of the received signal strength are. However, the performance gains are much more accentuated in the typical case when compared to the worst case. In the latter case, the performance achieved with \(|Q_{AP}| = 16\) is very close to the performance achieved when all APs are used. Nevertheless, utilizing only a subset of APs to serve an MTD reduces significantly the required fronthaul capacity for signal processing.

Note also that the subset of neighboring APs captures a significant portion of the energy of the signal transmitted by the MTD. In other words, only the neighboring APs within the communication range of the MTD have non-negligible channel gains due to the macro-diversity, which leads to the signal spatial diversity in distributed mMIMO. Using this fact, if the appropriate subset of APs is chosen to decode the signal from an MTD, and if the subsets of APs for different MTDs are different or only partially overlapped, the interference in a multi-user setup be significantly reduced when compared to the centralized mMIMO deployment [15].

V. CONCLUSIONS

In this paper, we compared the performance of centralized mMIMO and different distributed mMIMO setups for the typical and worst cases of each scheme. Our simulation results showed that distributed mMIMO schemes using grid deployments provide a highest average channel gain, which is interesting for applications that demand high data rates, but distributed mMIMO using the radio stripes deployment provides a lower variability of the received signal strength, which may be desirable for applications with more stringent latency and reliability requirements such as cMTC in beyond-6G and 6G networks. We showed that the more distributed the antenna elements are, the higher the achieved macro-diversity gain is. Finally, we also illustrated the signal spatial diversity achieved by the distributed mMIMO using the grid configuration. By using only the subset of closest APs to decode the signal transmitted by a single MTD, we still achieve a satisfactory performance while at the same time reducing significantly the required fronthaul capacity. Moreover, the proper choice of APs used to the decode the signal transmitted by an MTD opens the path for robust interference mitigation mechanisms based on the spatial signal diversity provided by distributed mMIMO. The framework of this paper is scalable, that is, even increasing the physical dimensions, number of antenna elements or number of devices, the relative performance among the schemes shall be the same.
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