Integration of various protein similarities using random forest technique to infer augmented drug-protein matrix for enhancing drug-disease association prediction
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Abstract
Identifying new therapeutic indications for existing drugs is a major challenge in drug repositioning. Most computational drug repositioning methods focus on known targets. Analyzing multiple aspects of various protein associations provides an opportunity to discover underlying drug-associated proteins that can be used to improve the performance of the drug repositioning approaches. In this study, machine learning models were developed based on the similarities of diversified biological features, including protein interaction, topological network, sequence alignment, and biological function to predict protein pairs associating with the same drugs. The crucial set of features was identified, and the high performances of protein pair predictions were achieved with an area under the curve (AUC) value of more than 93%. Based on drug chemical structures,
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the drug similarity levels of the promising protein pairs were used to quantify the inferred drug-associated proteins. Furthermore, these proteins were employed to establish an augmented drug-protein matrix to enhance the efficiency of three existing drug repositioning techniques: a similarity constrained matrix factorization for the drug-disease associations (SCMFDD), an ensemble meta-paths and singular value decomposition (EMP-SVD) model, and a topology similarity and singular value decomposition (TS-SVD) technique. The results showed that the augmented matrix helped to improve the performance up to 4% more in comparison to the original matrix for SCMFDD and EMP-SVD, and about 1% more for TS-SVD. In summary, inferring new protein pairs related to the same drugs increase the opportunity to reveal missing drug-associated proteins that are important for drug development via the drug repositioning technique.
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**Introduction**

The similarities among proteins have been applied to many bioinformatics fields, including drug repositioning. The indication of a drug can be repurposed to treat another disease by targeting other similar target proteins. However, there are no gold standard features to identify the similarities among proteins to repurpose the use of drugs. Therefore, investigating various features to describe proteins sharing common drugs can be beneficial in a drug repositioning technique.

Drug repositioning, also known as drug repurposing, is a technique for using existing drugs for new indications. In principle, the procedure of drug discovery involves i) screening and searching for the compounds associated with the disease in the laboratory, ii) confirmation of safety for indication uses, iii) clinical research phase I, iv) clinical research phase II, v) clinical research phase III to finally confirm the drug usage on people, vi) approval of the drug by Food and Drug Administration (FDA) reviews, and vii) FDA post-market safety to ensure public availability of the drug. As the chemical structures of existing drugs are already known and these drugs are safe for humans, finding new indications of existing drugs can reduce the cost, resources, and time required to find a new drug to treat disease. For example, Pfizer discovered Sildenafil for curing coronary artery disease. This drug has also been known as Viagra since 1989 whose usage is repurposed to treat erectile dysfunction by increasing blood flow to the penis.

In drug repositioning, the identification of drug-disease associations is the first step to screen common existing drugs to cure various diseases. However, the in vitro experiments for identifying drug-disease associations are time intensive and costly. Therefore, the computational approaches of drug repositioning to predict novel drug-disease associations have become an important task. One of the most important steps to infer new associations is the way to define common middle information that might be related or linked to both drugs and diseases. This common link can be a protein that is related to a certain drug or disease. Drug-protein associations play an important role in the identification of drug-disease associations. Drug-protein associations represent the binding between drugs and proteins to utilize poly-pharmacology concepts such as chemical substructures, pharmacophore functional sites, and pathways. The identification
of possible drug-protein target interactions is a vital procedure in accelerating drug development and drug design; particularly, in drug repositioning, since it reduces the number of chemical compounds that potentially bind to potential targets.\textsuperscript{11,12} The associations between drugs and protein targets play an important role to disclose the functions and chemical structures of pharmaceutically protein targets such as enzymes, ion channels, G-protein-coupled receptors (GPCRs), and nuclear receptors including structure similarity and sequence similarity between drugs and their targets.\textsuperscript{13} The computational technique for drug repositioning is effective in predicting and guiding that an existing drug can be used to cure other diseases as well as to treat drug-resistant cases. Zhang et al. proposed the computational model of a similarity constrained matrix factorization for the drug-disease associations (SCMFDD) based on known drug-disease associations from a curated database, drug features, and disease semantic descriptors.\textsuperscript{9} Protein target was utilized to account for computing drug-drug similarities features including substructures, enzymes, pathways, and drug-drug interactions while disease semantic information was calculated from MeSH information.

Several computational models have been developed for drug repositioning based on the similarities among target proteins. These techniques are established based on a similarity scheme, called guilt-by-association,\textsuperscript{14} which can be expressed in many ways to define the similarities between two drugs and among the target proteins, including disease proteins. The similarity scheme is applied to predict drug-target interactions to support the drug repositioning approach.\textsuperscript{15–17} Gottlieb et al. proposed the PREDICT method to predict drug-disease indications based on the similarity of the drugs that are used to cure similar diseases.\textsuperscript{1} This method combines the two schemes of the drug similarities and disease similarities. In the case of a drug similarities scheme, the authors investigated the information regarding protein-protein interaction (PPI) data, gene ontology, sequence alignment, and phenotypes from target-related drugs. Afterward, they ensembled the two similarity schemes using geometric means to represent the maximum similarity score for each candidate drug-disease pair. They obtained an area under the curve (AUC) of 0.92 for predicting drug indications. Zhang et al. introduced the Similarity-based LArge-margin learning of Multiple Sources (SLAMS) method based on the multiple data sources of a drug’s chemical structures, protein targets and side-effect profiles to retrieve novel drugs for diseases.\textsuperscript{2} The SLAMS method integrates various similarity-based features of drugs and protein targets, which can play an important role in the drug design, and are related to therapeutic use for helping in the drug repositioning model. With the same integrated multiple data sources, the SLAMS method achieved an AUC of 0.89, while the PREDICT method achieved an AUC of 0.87. Khalid et al. proposed the similarity scheme that predicts approved and novel drug targets with new disease associations (SPANTD) method,\textsuperscript{7} which reveals various interesting features that can be combined into a scoring matrix. These features include similarity among proteins, similarity among proteins’ module pathways in the biological function, the pairwise binding site’s structural similarity among proteins, and disease-disease similarity. The authors combined all similarity features with a scoring matrix for drug disease associations. Later, they applied a genetic algorithm to compute the scoring matrix and then predicted the drug-disease association. The SPANTD method achieved an AUC of 0.97 to predict candidate drug-disease associations.
Network-based methods have been successfully used for predicting several tasks, including disease-disease association predictions,\textsuperscript{18} disease protein association predictions,\textsuperscript{19–25} and drug-disease association predictions.\textsuperscript{26,27} Several computational drug repositioning approaches focus on a heterogeneous network of different types of nodes such as drugs, proteins, and diseases. Wu et al. proposed the ensemble meta-paths and singular value decomposition (EMP-SVD) model, which generates five meta-paths, and constructed the latent features of drugs and diseases using the singular value decomposition (SVD) technique.\textsuperscript{28} They investigated the reliable negative, which is the set of drugs that cannot treat diseases. Then, for each meta-path, they employed a random forest algorithm to construct a classifier corresponding to each path. All five classifiers were ensembled to predict candidate drugs for new indications. Moreover, the EMP-SVD method was improved to a new version called topology similarity and singular value decomposition (TS-SVD).\textsuperscript{29} This method integrates the common neighbors count matrices of drugs and diseases constructed based on a heterogeneous network to achieve topological similarity matrices of drugs and diseases. After that, the dimension of the topological similarity matrix of drug and disease was reduced using SVD to represent drug-disease pairs. Then, the authors employed a random forest classifier to predict potential drug-disease associations based on the reliable negative, which is defined by the $k$-step neighbors among drugs and diseases. Both the EMP-SVD and TS-SVD models were generated based on proteins, which were presented as the middle nodes to link drugs and diseases in a heterogeneous network. Another technique that utilized the function of proteins or gene ontology (GO) profiles as the middle nodes to link drugs and diseases in the tripartite network, called meta-path-based gene ontology profiles for predicting drug-disease associations (MGP-DDA), was proposed.\textsuperscript{26} The MGP-DDA model integrates a meta-path based on GO terms to construct a drug repositioning model.

Recently, the protein-protein similarity vectors (PPSVs) technique has been proposed to develop drug repositioning based on the multi-data aspects of protein similarity, such as network topology, proteomic data, functional analysis, and druggable property to determine the associations between proteins and their approved drug.\textsuperscript{27} The PPSVs exploited the manner of separating the drug-disease matrix for individual diseases to emphasize the potential drugs that can treat a specific disease. Then, the random forest classifier was applied to predict candidate drug-disease associations. The PPSVs achieved an AUC of 98.9%. As several previous studies have used the scheme of similarities among target proteins to predict drug-disease pairs, the similarity of protein interactions might also be crucial to explain the common drugs among the target proteins.

In this study, the relationship among drug-associated proteins based on several biological aspects is applied to drug repositioning approaches. The similarities of protein pairs that are related to the same drugs can play a potential role in the drug repositioning technique. The prediction of the associated proteins sharing the same drugs is performed by a machine learning technique, and the prediction results are used to create an augmented drug-protein matrix that enhances the efficiency of existing drug repositioning models. Section 2 characterizes the proposed method for investigating protein pairs that share the same drugs and the process of achieving an augmented drug-protein matrix. Section 3 demonstrates the performance of predicting protein pairs associating
the same drugs. This section also compares the performances of the original drug-protein and the augmented drug-protein matrices when subjected to drug repositioning approaches. Section 4 discusses the results. Section 5 concludes the study and presents future work.

**Materials and methods**

The overview of this study is summarized in five steps, as shown in Figure 1. First, data on drugs, diseases, gene ontologies, protein interactions, and drug-disease interactions are collected based on several published databases. Second, feature analysis is performed by feature selection in different biological meanings categorized into four groups: (1) protein interactions, (2) topological network, (3) sequence alignment, and (4) similarity of functions among proteins. Third, the prediction process is established from ensemble random forest classifiers. Fourth, an augmented drug-protein matrix is inferred based on the target protein prediction. Finally, the drug-disease associations were predicted using the existing drug repositioning models with the augmented drug-protein matrices.

**Dataset**

The human (Homo sapiens) proteins were fetched from the Search Tool for the Retrieval of Interacting Genes/Proteins (STRING v.11) database. The ensemble protein IDs in
STRING were converted to protein symbols by using the Universal Protein Resource (Uniprot) database. This mapping resulted in 3,591,273 interactions of human proteins. The DrugBank database was employed to identify the approved drugs and their target proteins as well as their genes. Only the published evidence of the approved drugs and their target proteins was considered from the DrugBank database.

The human protein pairs having common approved drugs were assigned as positive labels. Otherwise, the protein pairs were assigned negative labels. In total, we obtained 27,683 and 3,563,590 human protein pairs for the positive and negative labels, respectively. The protein sequences were retrieved from uniprot.org by protein symbols using the getUniProt in the R language. The level modules for understanding functions in biological systems were obtained from the Kyoto Encyclopedia of Genes and Genomes (KEGG) database. GO annotation was achieved from the Gene Ontology Annotation (GOA) database. The computational drug similarity was retrieved from DD.chem.data, represented in the bionetdata package v1.0.1 of R language. The DD.chem.data provides the scoring matrix, which represents the chemical structure similarity among the approved drugs from the DrugBank database. The scoring matrix contains the real value, where zero represents a completely different chemical structure between drugs, and one means an identical chemical structure between drugs.

In drug repositioning approaches, information on drug-disease interactions was extracted from the Comparative Toxicogenomics Database (CTD). Moreover, the set of genes or proteins that interact with diseases originated from a database of gene-disease associations (DisGeNET).

**Features analysis**

We observed similarity among proteins in several biological aspects categorized into four different groups: PPI, topological network, sequence alignment, and biological functions. We obtained a total of 13 features, as described below:

**PPI data.** Seven features of protein interactions were retrieved from the STRING v.11 database.

- Conserved neighborhood: This is the inter-gene nucleotide counting that occurs repeatedly in a close neighborhood of genomes.
- Fusion: The score is obtained from individual gene-fused events in other species.
- Co-occurrence: This is derived from the presence or absence of similar patterns of genes in the phylogenetic profile.
- Co-expression: The score is computed from similar patterns of mRNA expression levels in the same or other species.
- Experiments: This is the list of significant protein interactions obtained from affinity chromatography.
- Databases: The score is derived from various curated databases.
- Text mining: This is computed from the co-occurrence of genes or protein names in the abstract of scientific literature.
Topological network data. To extract topological network data, a PPI network model was constructed by retrieving protein interactions from the STRING database. Only interactions with high confidence scores (more than 800) were selected. Then, a weighted adjacency matrix of this was used to calculate two topological features which were common neighbors and closer proteins as follows.

- **Common neighbors**: The common neighbor score, $Nei(P_j, P_k)$, represents the similarity of common neighbors between the two proteins, $j$ and $k$, in the network. It can be calculated using the cosine similarity as follows:

$$Nei(P_j, P_k) = \frac{N(P_j) \cdot N(P_k)}{||N(P_j)|| ||N(P_k)||} = \frac{|N(P_j) \cap N(P_k)|}{\sqrt{|N(P_j)| \cdot |N(P_k)|}} \quad (1)$$

where $N(P_j)$ and $N(P_k)$ are the neighborhood vectors in proteins $j$ and $k$, respectively. This score lies between zero and one. Zero means no common neighbors between the two proteins, while one means that all proteins are the protein neighbors.

- **Closer proteins**: The closer protein score, $Closer(P_j, P_k)$, was calculated from the inverse of the length of the shortest path between two proteins in the network. This can be computed as follows:

$$Closer(P_j, P_k) = \frac{1}{D(P_j, P_k)} \quad (2)$$

where $D(P_j, P_k)$ is the step of the shortest path between proteins $j$ and $k$. The score lies between zero and one. The score for self-proteins is one, while that for two disjoint proteins is zero.

Sequence alignment data. The similarity of proteins’ sequences regions was identified. The similarity between the two sequences can conserve the structure, function, or evolution of these proteins. Two approaches, local and global alignments, were used to identify similarities.

- **Local alignment**: The local alignment score represents the alignment of the most similar regions between the two protein sequences. The local alignment method employs BLOSUM62 for the substitution matrix. The gap opening is assigned a value of 10, while the gap extension is assigned 0.5.

- **Global alignment**: The global alignment score represents the alignment of similarities in the whole sequences of any two proteins. The global alignment parameter is the same substitution matrix as that used in the local alignment approach.

Biological function data. The biological functions between proteins in terms of the similarity of modules, including GO domains, were integrated. The common modules and GO are detailed as below.
Common modules: The common module, \( PW(P_j, P_k) \), is computed from the number of common modules between two proteins. The protein modules are obtained from the KEGG database, which is the collection of the molecular interaction, reaction, and relation.\(^{34-36} \) The score can be computed as follows:

\[
PW(P_j, P_k) = |PW(P_j) \cap PW(P_k)|
\]  

where \( PW(P_j) \) and \( PW(P_k) \) are the module sets in proteins \( j \) and \( k \), respectively.

GO: The gene ontology, \( GO(P_j, P_k) \), represents the similarity ontology domains of the cellular component, molecular function, and biological process between two proteins. It was retrieved from the GOA database.\(^{37} \) The score can be calculated based on cosine similarity as follows:

\[
GO(P_j, P_k) = \frac{|GO(P_j) \cap GO(P_k)|}{\sqrt{|GO(P_j)| \cdot |GO(P_k)|}}
\]  

where \( GO(P_j) \) and \( GO(P_k) \) are the sets of GO profiles in proteins \( j \) and \( k \), respectively.

This study attempted to collect several related biological features for protein pairs. All biological features were rescaled to standard values between zero and one. However, some of these features might be irrelevant to classifying protein pairs that share common drugs. To verify the features, a feature selection technique was employed to retrieve the crucial features for prediction. These are detailed as follows:

Forward selection: This method starts with no feature and then continues adding the most relevant feature which improves the performance value of the AUC score. The method repeatedly adds the feature until the added feature can no longer improve the performance value.

Predicting protein pairs associated with the same drugs

This study employed a random forest classifier to predict protein pairs sharing the same drugs. A grid search technique was utilized to identify the best hyperparameters in the forest. The parameters were set in increments of 50 from 50 to 300 for the number of trees and were set as the square root of the number of features to examine the best split. The vector of label classes is assigned as a binary vector, in which one represents a positive label (protein pairs that have common approved drugs) and zero represents a negative label.

The framework for determining crucial features is illustrated in Figure 2. First, the data of protein pairs are randomly split, with 20% for a test set and the remaining for a training set. To split the protein pairs data into a training set and a test set, the proportion of positive and negative labels remains with the same proportion in the protein pair data. Second, the negative labels are randomly selected to obtain the balance data between the positive and negative labels for both a training set and a test set. Third, the protein pairs in the training set are randomly split, with 80% for generating a random forest classifier based on a forward selection and 20% for validating the performance of forward selection. Fourth, 20% of the test set is applied to evaluate the performance of the optimal
feature model in one experiment. Later, all four steps above are repeated in 10 experiments to prevent bias from randomly splitting the data. After that, 10 optimal feature sets are obtained from 10 experiments. Then, all 10 optimal feature sets are voted to achieve crucial features. Next, the crucial features are applied to a random forest model to predict protein pairs sharing common drugs. The protein pair data are randomly split, with 20% for a test set and the remaining for a training set. A random forest model with crucial features obtained from the training set was generated. The performance of the model was evaluated on the test set. These training and testing processes were performed for five iterations, and the average performance was evaluated. Finally, the protein pairs with an average score exceeding 0.5 were inferred to share common drugs.

**Generating an augmented drug-protein matrix**

This study focuses on drug-protein associations to reinforce the performance of the existing drug repositioning approaches such as EMP-SVD and TS-SVD. The protein pairs predicted to share common drugs were employed to augment the drug-protein matrix used in the approaches. The EMP-SVD and TS-SVD methods were used based on a heterogeneous network with three node types: drugs, proteins, and diseases. The edges represent interactions between nodes, including drug-protein, drug-disease, and protein-disease interactions. The data on approved drug-protein interactions were insufficient. Therefore, the prediction of protein pairs sharing common drugs was applied to generate an augmented drug-protein matrix (ADPM). If protein A and protein B were predicted to share common drugs, then protein A might be related to drugs with target protein B. In contrast, protein B might be related to drugs with target protein A. Then, ADPM can be
calculated as follows:

\[
ADPM(d, p) = \begin{cases} 
1; & \text{if } Pred(p_i, p_j) \geq 0.5 \text{ or } d = Dr(p), \\
0; & \text{otherwise}
\end{cases}
\]  

(5)

where \(d \in \{Dr(p_i), Dr(p_j)\}\), \(p \in \{p_i, p_j\}\), \(Dr(p_i)\) and \(Dr(p_j)\) are the sets of drugs for proteins \(i\) and \(j\), respectively, and \(Pred(p_i, p_j)\) is the prediction score of proteins \(p_i\) and \(p_j\) from the previous section.

**Evaluating performance**

In this study, evaluation metrics of classification performance include AUC, accuracy, precision, sensitivity, F1, and area under precision-recall curve (AUPR) scores. The performance scores can be explained as follows.

The AUC value is the area under the curve of the receiver operating characteristic (ROC) which is plotted between sensitivity (\(SEN\)) and false positive rate (\(FPR\)) at different thresholds. \(SEN\) and \(FPR\) are calculated as follows:

\[
SEN = \frac{TP}{TP + FN}  
\]  

(6)

\[
FPR = \frac{FP}{FP + TN}  
\]  

(7)

where \(TP\) is the number of correctly predicted protein pairs found in the positive set, \(TN\) is the number of correctly predicted pairs found in the negative set, \(FN\) is the number of positive protein pairs incorrectly predicted as negative, and \(FP\) is the number of negative protein pairs incorrectly predicted as positive.

The accuracy (\(ACC\)) is the overall correct prediction, which can be computed as follows:

\[
ACC = \frac{TP + TN}{TP + TN + FP + FN}  
\]  

(8)

The F1 score is the harmonic mean of precision (\(PRE\)) and sensitivity (\(SEN\)), which are expressed in Equations (9) and (6), respectively. The F1 score can be computed as follows:

\[
PRE = \frac{TP}{TP + FP}  
\]  

(9)

\[
F1 = \frac{2 \times PRE \times SEN}{(PRE + SEN)}  
\]  

(10)

In addition, AUPR, which is the area under the curve of plotting between precision on the y-axis and sensitivity on the x-axis for several thresholds of the prediction score, is computed to visualize the model performance. All performance scores range between zero and one. A performance score close to one indicates high prediction accuracy.
Results
This section demonstrates the performance outcomes of predicting protein pairs that might have common drugs based on crucial features. Moreover, the analysis of drugs’ similarities between protein pairs is considered. In addition, we apply the protein pairs that might have common drugs to generate an augmented drug-protein matrix to enhance the performance of the EMP-SVD, an existing drug repositioning approach.

Identification of optimal features to classify protein pairs sharing common drugs
To obtain significant features for identifying protein pairs sharing common drugs, we employed a forward selection technique to determine the crucial features. This technique starts adding the most relevant features for prediction and then adds the other relevant feature. These processes are performed continuously in each step until the algorithm cannot find any features that can improve performance. In our experiments, we used AUC as our performance measure. We performed overall 10 experiments to obtain the set of optimal features. All procedures are shown in Figure 3. Local alignment was used as an initial feature in all 10 experiments; the results showed an AUC greater than 0.93. To perform the majority votes, we observed whether a feature was visible in all sets of optimal features. Interestingly, the fusion feature was found in only three sets of optimal features. The database and co-occurrence features were found in seven and eight sets of optimal features, respectively. The remaining features were found in all 10 sets of optimal features, respectively. Therefore, we discarded only the fusion feature. The results are shown in Figure 4. Finally, we obtained 12 optimal features: (1) local alignment, (2) GO, (3) experiments, (4) common modules, (5) text mining,

| Experiment | ACC  | AUC  | AUPR | F1   | PRE  | SEN  |
|------------|------|------|------|------|------|------|
| Experiment 1 | 0.8576 | 0.9380 | 0.9323 | 0.8665 | 0.8154 | 0.9245 |
| Experiment 2 | 0.8596 | 0.9401 | 0.9351 | 0.8672 | 0.8225 | 0.9171 |
| Experiment 3 | 0.8590 | 0.9402 | 0.9332 | 0.8696 | 0.8089 | 0.9042 |
| Experiment 4 | 0.8569 | 0.9362 | 0.9280 | 0.8685 | 0.8035 | 0.9449 |
| Experiment 5 | 0.8510 | 0.9390 | 0.9327 | 0.8625 | 0.8006 | 0.9348 |
| Experiment 6 | 0.8570 | 0.9368 | 0.9312 | 0.8675 | 0.8082 | 0.9362 |
| Experiment 7 | 0.8559 | 0.9379 | 0.9324 | 0.8667 | 0.8062 | 0.9370 |
| Experiment 8 | 0.8655 | 0.9446 | 0.9414 | 0.8717 | 0.8335 | 0.9135 |
| Experiment 9 | 0.8589 | 0.9415 | 0.9379 | 0.8676 | 0.8175 | 0.9241 |
| Experiment 10 | 0.8538 | 0.9369 | 0.9312 | 0.8649 | 0.8037 | 0.9362 |

Figure 3. Performance of 10 experiments using the forward selection technique.
(6) global alignment, (7) co-expression, (8) common neighbors, (9) conserved neighborhood, (10) closer proteins, (11) databases, and (12) co-occurrence. These crucial features were used by the random forest classifiers to predict protein pairs sharing common drugs. The optimal features in each experiment, as well as their performance values, are shown in Supplementary Table S1.

**Performance of predicting protein pairs sharing common drugs**

The crucial features obtained from the forward selection method were used by the random forest classifiers. Classifications with the random forest model were performed for five iterations with random sets of training and test data. Table 1 shows the classification performances and their average values. The results showed an average accuracy score of 85.7%, representing an overall correct prediction. The average precision and sensitivity of the model approximated as 0.813 and 0.928, respectively. This means that the model correctly predicted positive labels from all positive predictions with 81.3% accuracy and actual positives with 92.8% accuracy. The F1 score, which is the harmonic mean

| Iterations | AUC    | AUPR   | PRE    | SEN    | ACC    | F1     |
|------------|--------|--------|--------|--------|--------|--------|
| 1          | 0.938042 | 0.932256 | 0.815358 | 0.924494 | 0.857569 | 0.866503 |
| 2          | 0.940308 | 0.935017 | 0.816502 | 0.925939 | 0.858923 | 0.867784 |
| 3          | 0.939822 | 0.932861 | 0.802847 | 0.947435 | 0.857388 | 0.869169 |
| 4          | 0.935980 | 0.927651 | 0.817325 | 0.923772 | 0.858652 | 0.867294 |
| 5          | 0.938990 | 0.932777 | 0.811543 | 0.919436 | 0.852962 | 0.862127 |
| Average    | 0.938628 | 0.932112 | 0.812715 | 0.928215 | 0.857099 | 0.866575 |

**Figure 4.** The number of experiments in which the observing feature was found.

**Table 1.** Performance of predicting protein pairs for five iterations.
of precision and sensitivity showed an average value of 0.867. In addition, the area under the ROC curve was 0.939. The ROC curve for the five iterations is shown in Figure 5. There is more than 93% chance of the model classifying positive and negative labels for all five iterations. Moreover, the average AUPR is 0.932. The precision-recall curve for five iterations is illustrated in Figure 6.

**Novel drug associations corresponding to the predicted protein pairs**

The average prediction score of each protein pair was calculated from the prediction scores of the pairs from all five classification models. If the average prediction score was greater than 0.5, then the protein pair was inferred to share common drugs. However, the amount of positive data was dominated by that of negative data (positive labels: 27,683 and negative labels: 3,563,590). Positive data can be unrevealed in the negative data group. Our results indicated 638,830 false positive pairs which is much higher than the number of true positive pairs (27,479). Therefore, we investigated the group of false positive prediction pairs using the similarity levels of the drug’s chemical structures. These levels were derived from the maximum values of the chemical structure similarity of all possible drug pairs for a protein pair using the DD.CHEM database. The highest level of drug similarity was one, which indicates an identical chemical structure between two drugs. A higher level of drug similarity indicates the similarity of their chemical structures. Therefore, our predicted protein pairs with high drug similarity

![Figure 5. ROC curve for five iterations.](image-url)
levels can presumably be proteins that are related to the same drugs. In the false positive group, there are 4718 pairs with drug similarity levels greater than or equal to 0.5. A quarter of these pairs have a level $\geq 0.7$. There are up to 85 protein pairs having the highest level of 1. This is a hint that several protein pairs are yet to be discovered to share common drugs. All protein pairs having drug similarity levels greater than or equal to 0.5 are reported in Supplementary Table S2. Table 2 shows an example of 10 protein pairs with the highest drug similarity level of 1.

**Table 2.** Ten protein pairs with the highest drug similarity levels.

| Target protein 1 | Target protein 2 | Drug 1    | Drug 2    |
|------------------|------------------|-----------|-----------|
| P25021           | P13945           | DB00751   | DB00368   |
| P07550           | P41145           | DB06216   | DB00295   |
| P35372           | P08588           | DB00611   | DB00408   |
| P35372           | P07550           | DB00704   | DB00397   |
| P13945           | P41145           | DB01001   | DB00295   |
| P08588           | P41143           | DB11273   | DB00295   |
| P35372           | P13945           | DB00921   | DB00368   |
| P18825           | P41143           | DB01049   | DB00295   |
| P13945           | P41143           | DB11278   | DB00295   |
| P35372           | P18825           | DB00704   | DB00397   |

![Figure 6. Pr curve for five iterations.](image)

levels can presumably be proteins that are related to the same drugs. In the false positive group, there are 4718 pairs with drug similarity levels greater than or equal to 0.5. A quarter of these pairs have a level $\geq 0.7$. There are up to 85 protein pairs having the highest level of 1. This is a hint that several protein pairs are yet to be discovered to share common drugs. All protein pairs having drug similarity levels greater than or equal to 0.5 are reported in Supplementary Table S2. Table 2 shows an example of 10 protein pairs with the highest drug similarity level of 1.
We further investigated the similarity between the two drugs, as shown in Table 2. We employed the CTD database, which reports inferred associations based on chemical-gene interactions. If gene A has a curated association with chemical C and that with disease B, then chemical C has been reported as an inferred association with disease B. The gene that links the drug and disease of the inferred association is called the inferred gene. The inferred associations, on the other hand, report a relationship between a chemical and a condition; it does not imply that the drug has a potential therapeutic role in that disease. The database indicates an inferred association between epinastine (DB00751) and COVID-19 (MESH: C000657245)\textsuperscript{43} and an inferred association between norepinephrine (DB00368) and COVID-19 (MESH: C000657245).\textsuperscript{43–45} Directed evidence of marker association was found. Asenapine (DB06216) and morphine (DB00295) are related to basal ganglia disease (MESH:D001480).\textsuperscript{46,47}

Additionally, both butorphanol (DB00611) and loxapine (DB00408) have inferred associations with Arrhythmias, cardiac disease (MESH:D001145).\textsuperscript{48–51} The database also provides the inferred associations between naltrexone (DB00704) and amyotrophic lateral sclerosis 1 (MESH:C531617),\textsuperscript{52} as well as those between phenylpropanolamine (DB00397) and amyotrophic lateral sclerosis 1 (MESH:C531617).\textsuperscript{52–70}

The drugs that have been reported as inferred associations with COVID-19 (MESH: C000657245) are albuterol (DB01001), morphine (DB00295), buprenorphine (DB00921), and norepinephrine (DB00368).\textsuperscript{43–45,71} In addition, the chemical morphine (DB00295) is marker-directed evidence for vertigo disease (MESH: D014717),\textsuperscript{72,73} while dihydroergocornine (DB11273) is its therapeutic-directed evidence.\textsuperscript{74} Moreover, naltrexone (DB00704) and phenylpropanolamine (DB00397) have inferred associations with esophageal squamous cell carcinoma (MESH:D000077277).\textsuperscript{75,76} For the drug pair between ergoloid mesylate (DB01049) and morphine (DB00295) and the pair between DL-methylephedrine (DB11278) and morphine (DB00295), we could not find evident support for their associations. The full list of inferred associations between drug and disease with inferred gene symbols and the literature support for the drug-drug pairs listed in Table 2 is shown in Supplementary Table S3.

**Augmented drug-protein matrix**

Drug-protein associations can be drawn from various aspects such as direct targets and functional relations. However, the limitation of the associations between drug and protein targets affects the efficiency of inferring new indications of drug repositioning approaches. In this case, the number of protein targets of drugs in the DrugBank database was investigated and revealed that one drug is mostly associated with one protein, as shown in Figure 7. To achieve the aim of drug repositioning, we attempted to find more proteins associated with the drugs. Therefore, our analysis addressed the associations between the proteins and the approved drugs.

The prediction results of protein pairs sharing the same drugs were employed to further obtain more drug-protein associations. Using the criteria in Equation (5), the number of drug-protein associations in $ADPM$ increased from 16,868 associations in the original matrix to 926,204 associations in the augmented matrix. The number of drugs and the number of their target proteins are shown in Figure 8.
Performance of drug-repositioning approaches with the augmented drug-protein matrix

To demonstrate the enhanced efficiency of the drug-repositioning approaches with the use of the augmented drug-protein matrix, SCMFDD, EMP-SVD, and TS-SVD were implemented using the augmented drug-protein matrix. Table 3 shows the performance of each method with the use of the original drug-protein matrix and the augmented drug-protein matrix. These three methods yielded better performance in all performance measures with the use of the augmented drug-protein matrix. TS-SVD with the augmented matrix provided the best performance.

**Figure 7.** The frequency of drugs and their associated proteins are based on direct target protein information from all approved drugs.

**Figure 8.** Frequency of drugs and their associated proteins based on our prediction results of protein pairs related to the same drugs.

**Performance of drug-repositioning approaches with the augmented drug-protein matrix**

To demonstrate the enhanced efficiency of the drug-repositioning approaches with the use of the augmented drug-protein matrix, SCMFDD, EMP-SVD, and TS-SVD were implemented using the augmented drug-protein matrix. Table 3 shows the performance of each method with the use of the original drug-protein matrix and the augmented drug-protein matrix. These three methods yielded better performance in all performance measures with the use of the augmented drug-protein matrix. TS-SVD with the augmented matrix provided the best performance.
In SCMFDD, the augmented drug-protein matrix was modified by converting the drugs’ name from ‘DrugBank ID’ to ‘Chemical MeSH ID’ for enhancing the possibility of drug-protein associations in the drug-protein matrix to compute drug-drug similarities based on Jaccard similarity in SCMFDD method. The SCMFDD method utilized drug feature similarities and disease semantic similarity in low-rank spaces using the matrix factorization technique. The disease semantic similarity was computed from MeSH information. There are five drug features into account drug feature-based similarities such as substructures, protein targets, pathways, enzymes, and drug-drug interactions. Only protein target features can be improved with the augmented drug-protein association. Since the SCMFDD method individually employed drug feature-based similarities to generate predictive models, the result in Table 3 shows the performance of the SCMFDD using the protein target features to compute the drug feature-based similarities. The dataset of the SCMFDD method contains 269 drugs and 598 diseases with 18,416 known drug-disease associations. For drug feature-based dataset composes 881 types of compound substructures, 623 protein targets, 247 enzymes, 465 pathways, and 2086 interactions among drugs. Consequently, the dataset of drugs and proteins from the augmented drug-protein matrix were mapped into the same dataset of the SCMFDD method. The dimensions of the original drug-protein and augmented drug-protein matrix for the SCMFDD method were 269×529. The original drug-protein matrix of SCMFDD has 1,526 associations between drugs and proteins while the number of drug-protein associations increased to 39,420 associations in the augmented drug-protein matrix of the SCMFDD method. The performance of SCMFDD with the augmented drug-protein matrix in Table 3 was superior to that of SCMFDD with the original drug-protein matrix when using protein targets to compute drug feature-based similarity.

The augmented drug-protein matrix was applied to enhance the performance of the existing drug repositioning models (EMP-SVD and TS-SVD). Both models required information on the drug-protein matrix, disease-protein matrix, and drug-disease matrix. All matrices were constructed using various databases such as DrugBank, CTD, and DisGeNET. Consequently, the dimensions of the drug-protein matrix and augmented drug-protein matrix were 2,120×9,314, and those of the drug-disease and disease-protein matrices were 2,120×1,437 and 1,437×9,314, respectively.

### Table 3. Performance of the drug-repositioning techniques with the use of the augmented drug-protein matrix.

| Methods      | Original drug-protein matrix | Augmented drug-protein matrix |
|--------------|-----------------------------|-------------------------------|
|              | AUPR | AUC  | F1   | AUPR  | AUC   | F1   |
| SCMFDD       | 0.8377 | 0.8403 | 0.7765 | 0.8741 | 0.8750 | 0.8025 |
| EMP-SVD      | 0.9467 | 0.9444 | 0.8730 | 0.9786 | 0.9751 | 0.9163 |
| TS-SVD       | 0.9946 | 0.9933 | 0.9699 | 0.9994 | 0.9993 | 0.9947 |

Kitsiruwanwatt et al. [17]
The EMP-SVD model employed five meta-paths. Meta-path 1 was an adjacency matrix between drugs and diseases. Meta-path 2 described the path from drug to disease when passing a protein. Meta-path 3 described the path of drug-protein-drug-disease. Meta-path 4 described the drug-disease-drug-disease path. Meta-path 5 described the drug-disease-protein-disease path. We conducted experiments for every single meta-path and the ensemble meta-path and compared the performances of EMP-SVD when using the augmented and original drug-disease matrices. The performances of EMP-SVD with the original drug-protein and augmented drug-protein matrices are shown in Tables 4 and 5, respectively. The results showed that the performance of EMP-SVD with the augmented drug-protein matrix for all five meta-paths and the ensemble five meta-paths was superior to that of EMP-SVD with the original drug-protein matrix.

The EMP-SVD model was proposed based on five meta-paths, SVD techniques, and the reliable negative. The TS-SVD method was based on the common neighbors’ count matrix of drugs and diseases to achieve a topological similarity matrix, SVD, and a reliable negative, which was defined by k-step neighbors among drugs and diseases. We then investigated the performances of TS-SVD model with the augmented and original drug-protein matrices. These performances are presented in Table 6. The results showed that the TS-SVD with the augmented drug-protein matrix performed better than that with the original drug-protein matrix. Thus, our predictions of protein pairs sharing common drugs are efficient and can be used to improve the performance of existing drug repositioning models.

The augmented drug-protein matrix integrating the predictions of protein pairs sharing common drugs can discover the unrevealed associations of drug-associated proteins. The augmented drug-protein matrix enhances the performances of both EMP-SVD and TS-SVD. In EMP-SVD, the augmented drug-protein matrix influenced meta-path 2 and meta-path 3, which are composed of a direct path from the drug to protein. Tables 4 and 5 indicate that the augmented drug-protein matrix enhances the AUC values for meta-path 2 and meta-path 3 to 6.3% and 4.7%, respectively. Meanwhile, the augmented drug-protein matrix enhances the AUC value to 2.6%, 2.6%, 3.3%, and 3.3% for meta-paths 1, 4, and 5, respectively. In addition, EMP-SVD determined the reliable negative, which is the drug that cannot treat the disease, including that there are no common proteins between the drug and disease based on a heterogeneous network. Therefore, the augmented drug-protein matrix also impacts a reliable negative set for splitting a training

| Table 4. Performance of EMP-SVD when using the original drug-protein matrix. |
|-----------------|--------|--------|--------|--------|--------|--------|
| Meta-path | AUPR   | AUC    | PRE    | SEN    | ACC    | FI     |
| 1        | 0.937876 | 0.930704 | 0.870958 | 0.863608 | 0.865914 | 0.867194 |
| 2        | 0.897673 | 0.897781 | 0.850625 | 0.803789 | 0.820629 | 0.826455 |
| 3        | 0.919201 | 0.910094 | 0.848763 | 0.829973 | 0.836200 | 0.838955 |
| 4        | 0.938146 | 0.930872 | 0.867714 | 0.867984 | 0.869438 | 0.867831 |
| 5        | 0.931524 | 0.929587 | 0.888159 | 0.831903 | 0.853229 | 0.858980 |
| Ensemble | 0.946732 | 0.944475 | 0.893206 | 0.853809 | 0.869400 | 0.873000 |
set and a test set. Consequently, the augmented drug-protein matrix also has a minimal effect on the performance of meta-paths 1, 4, and 5.

Comparing the performance between the original and augmented drug-protein matrices based on the EMP-SVD and TS-SVD methods using the same set of drug-protein, disease-protein, and drug-disease associations, the performance scores of the TS-SVD method outperformed those of the EMP-SVD method when using the augmented drug-protein matrix. From the five-fold cross-validation, the prediction results from EMP-SVD and TS-SVD methods with prediction scores of more than 0.5 are shown in Supplementary Table S4 and S5, respectively.

### Table 5. Performance of EMP-SVD when using an augmented drug-protein matrix.

| Meta-path | AUPR   | AUC     | PRE    | SEN    | ACC    | F1     |
|-----------|--------|---------|--------|--------|--------|--------|
| 1         | 0.963804 | 0.955047 | 0.886046 | 0.917661 | 0.902514 | 0.901438 |
| 2         | 0.962469 | 0.954054 | 0.875309 | 0.919919 | 0.899171 | 0.897019 |
| 3         | 0.963386 | 0.953268 | 0.876241 | 0.910318 | 0.894400 | 0.892817 |
| 4         | 0.963871 | 0.955054 | 0.887318 | 0.916610 | 0.902686 | 0.901540 |
| 5         | 0.967072 | 0.960462 | 0.888840 | 0.916595 | 0.903629 | 0.902421 |
| Ensemble  | 0.978641 | 0.975175 | 0.917317 | 0.916026 | 0.915829 | 0.916323 |

### Table 6. Performance comparison of the TS-SVD method between the original and augmented drug-protein matrices.

| Performance | Prediction using original drug-protein matrix | Prediction using augmented drug-protein matrix |
|-------------|-----------------------------------------------|-----------------------------------------------|
| AUPR        | 0.994626                                      | 0.999454                                      |
| AUC         | 0.993322                                      | 0.999362                                      |
| PRE         | 0.961498                                      | 0.991664                                      |
| SEN         | 0.978513                                      | 0.997811                                      |
| ACC         | 0.969914                                      | 0.994571                                      |
| F1          | 0.969921                                      | 0.994727                                      |

Candidate drug-disease associations with the use of an augmented drug-protein matrix

New candidate drug-disease associations can be identified by selecting the false positives with high prediction scores from EMP-SVD and TS-SVD methods with the augmented matrix. The threshold for the candidate pairs was arbitrary to choose from the scores of range from 0.5 to 1.0. Therefore, with high confidence with scores of more than 0.9, there were about four drug-disease associations predicted by the EMP-SVD method (see Table 7) and only one drug-disease association found by the TS-SVD (see Table 8).
Table 7. The top 10 candidate drug-disease associations in the false positive group are predicted from the EMP-SVD method when using an augmented drug-protein matrix.

| DrugBank ID | Drug name   | DiseaseID | Disease name                      | Inference gene symbol | PubMedIDS            | Prediction score |
|-------------|-------------|-----------|-----------------------------------|-----------------------|----------------------|------------------|
| DB00177     | Valsartan   | MESH: D006943 | Hyperglycemia CCL2, CD163, COL3A1, IL6, NOS3, PTGS2 | 29035695, 20836762, 11696579, 14514642 | 0.9421875          |
| DB00158     | Folic Acid  | MESH: D020820 | Dyskinesias ALB, SLC22A2         | 10511253, 22525860    | 0.9164062          |
| DB01698     | Rutin       | MESH: D011041 | Poisoning ALB, SLC22A2         | 10511253, 22525860    | 0.9166667          |
| DB00945     | Acetylsalicylic acid | MESH: D004681 | Encephalomyelitis, Autoimmune, Experimental PPARA, SIRT1 | 17261635, 23547115 | 0.9053385          |
| DB00331     | Metformin   | MESH: D008527 | Medulloblastoma BRD2, CCNE1, CDK6, ESR2, IRS2, MYC, SKP2 | 24231268, 19270706, 19270706 | 0.8984375          |
| DB01211     | Clarithromycin | MESH: D003967 | Diarrhea IL1A | 11173893[9220047][9398876] 9570263[9855324, 9278552 | 0.8909598          |
| DB00947     | Fulvestrant | MESH: D000647 | Amnesia APP, CSF2, IL6, POMC | 12642396, 8877002, 8003924, 1989931, 2841920 | 0.8878478          |
| DB00338     | Omeprazole  | MESH: D012131 | Respiratory Insufficiency SLC23A1 | 11984597 | 0.88125          |
| DB00166     | Lipoic Acid | MESH: D058426 | Neointima AGT, MMP2              | 19258495[29609002, 17964422 | 0.880816          |
| DB09220     | Nicorandil  | MESH: D002375 | Catalepsy AGT                     | 1034924             | 0.8765625          |
However, to describe the relevance of a potential existing drug to treat another disease of the prediction results, the top 10 candidates of both methods were then validated with the present knowledge in the databases and literature as follows.

The top 10 novels of drug-disease pairs based on prediction scores from EMP-SVD and TS-SVD are shown in Tables 7 and 8, respectively. These pairs have not been reported as approved drug-disease pairs yet. Additionally, most of the novel drug-disease associations are found in the relationship based on the CTD database,\textsuperscript{40} which reports inferred associations by determining between chemical-gene interaction and disease-gene interaction. The gene that links chemicals and disease is called the inference gene. With the chemical-gene interaction and the disease-gene interaction on the CTD database, false positive pairs from EMP-SVD were further validated by their inference genes while all false positive pairs from TS-SVD were not found any inference genes involved with.

For the top prediction score of candidate drug-disease pairs from EMP-SVD using the augmented drug-protein matrix, valsartan (DB00177) is used to treat hypertension to lower the risk of cardiovascular events, such as strokes and myocardial infarctions; while hyperglycemia (MESH:D006943) is frequently associated with diabetes in which there is too much sugar in the blood due to a lack of insulin to transport glucose into the bloodstream.\textsuperscript{32} The CTD database reports that valsartan and hyperglycemia have an inferred association; moreover, inference genes are CCL2, CD163, COL3A1, IL6, NOS3, PTGS2.\textsuperscript{62,77–79} Furthermore, valsartan is assessed for the safety

\begin{table}[h]
\centering
\caption{The top 10 candidate drug-disease associations in false positive group are predicted from the TS-SVD method when using an augmented drug-protein matrix.}
\begin{tabular}{lllll}
\hline
DrugBankID & Drug name & DiseaseID & Disease name & Prediction score \\
\hline
DB01003 & Cromoglicic acid & MESH: D003555 & Cystinuria & 0.9140625 \\
DB00732 & Atracurium besylate & MESH: D056828 & Hereditary Angioedema Type III & 0.8984375 \\
DB14562 & Andexanet alfa & MESH: D014777 & Virus Diseases & 0.8671875 \\
DB11560 & Lesinurad & MESH: D012162 & Retinal Degeneration & 0.86328125 \\
DB00019 & Pegfilgrastim & MESH: D003555 & Cystinuria & 0.85546875 \\
DB04115 & Berberine & MESH: C563739 & Erythrokeratodermia Variabilis 3 & 0.8359375 \\
DB00348 & Nitisinone & MESH: D012162 & Retinal Degeneration & 0.8125 \\
DB04115 & Berberine & MESH: D020165 & Carbamoyl-Phosphate Synthase I Deficiency Disease & 0.80078125 \\
DB00023 & Asparaginase Escherichia coli & MESH: D012162 & Retinal Degeneration & 0.76171875 \\
DB01625 & Isopropamide & MESH: D012162 & Retinal Degeneration & 0.76171875 \\
\hline
\end{tabular}
\label{table:8}
\end{table}
and efficiency of diabetes in clinical testing (ClinicalTrials.gov Identifier: NCT00097786), the result indicates that valsartan has a relative reduction of 14% for patients with a glucose tolerance problem.\textsuperscript{80}

In addition, the CTD database presents that, rutin (DB01698) and poisoning (MESH: D011041),\textsuperscript{81,82} acetylsalicylic acid or aspirin (DB00945) and encephalomyelitis (MESH: D004681),\textsuperscript{83,84} metformin (DB00331) and medulloblastoma (MESH:D008527),\textsuperscript{85–88} clarithromycin (DB01211) and diarrhea (MESH:D003967),\textsuperscript{89} fulvestrant (DB00947) and amnesia (MESH:D000647),\textsuperscript{90–94} omeprazole (DB00338) and respiratory insufficiency (MESH:D012131),\textsuperscript{95} lipoic acid (DB00166) and neointima (MESH:D058426),\textsuperscript{96–98} and nicorandil (DB09220) and catalepsy (MESH:D002375)\textsuperscript{99} have reported as inferred associations between drugs and diseases, as shown in Table 7. Based on the CTD database, folic acid or vitamin B9 (DB00158) which is located in many supplements that are used to treat megaloablastic anemia\textsuperscript{32} therapeutic evidence is not found or an inferred association with dyskinesias (MESH:D020820). Dyskinesias is an unpredictable writhing movement of the face, arms, or legs. Dyskinesias indication is a side effect of certain Parkinson’s drugs such as levodopa.\textsuperscript{100} However, Folic Acid, vitamin B6, and vitamin B12 which are a supplement for Parkinson’s disease are evaluated for safety and efficiency of treatment in clinical testing (ClinicalTrials.gov Identifier: NCT00853879).

**Discussion**

This study exploits the various aspects of similarities among proteins to predict protein pairs that share common drugs and create an augmented drug-protein matrix to enhance the performance of drug repositioning approaches. The similarities among proteins in diversified biological meanings were categorized into four groups: PPI data, network, sequence alignment, and biological functions. The PPI data provide information on the relationships among protein pairs in physical and functional interactions. The network representing the associations among proteins indicates interactions between two proteins through the network structure and their neighborhood. Sequence alignment describes the structural and evolutionary similarities among protein pairs. The biological functions characterize the molecular interaction, reaction, and relation as well as the biological process among proteins.

For all 10 experiments, the forward selection algorithm yields the importance of features by ordering. The feature that appears first is the most important, while the one that turns up last is the least important, as shown in Supplementary Table S1. The local alignment feature is an outstanding feature for predicting protein pairs sharing common drugs. If the regions in the sequence of the two proteins are similar, then the common drugs can bind to these similar regions. The GO feature and common module feature are remarkable for most relevant features because they explain similar biological functions. The common drug might affect proteins in the same module of the complex system. The experimental feature is also one of the most relevant features for prediction. If the experimental data indicate directed interactions among proteins, they should operate together in some biological mechanisms. Then, the common drugs of these two proteins might relate to these two interacting proteins. The experimental results show that the fusion feature is irrelevant for our prediction, indicating that the score of an individual gene fused in other
species is not suitable for inferring common drugs between two proteins. From the feature selection algorithm, the crucial features are effect for predicting protein pairs sharing common drugs and yield a relatively high performance with an AUC of 0.939. Therefore, with the high prediction of predicting protein pairs, an augmented matrix for drugs and proteins was created to provide more relative information to infer new drug-disease associations.

To evaluate the performance of the use of an augmented drug-protein matrix for drug repositioning approaches, SCMFDD, EMP-SVD, and TS-SVD were implemented and compared. These three methods yielded better performance when using the augmented matrix. The SCMFDD method employed the drug feature similarities and disease semantic similarities for predicting a new drug-disease pair. The augmented matrix directly improved the protein target features for computing drug similarities. Thus, it resulted in better performance when using the augmented matrix. The EMP-SVD and TS-SVD were the methods based on meta-paths and topologies that directly applied a drug-protein matrix in their models. The EMP-SVD model was proposed based on five meta-paths, SVD techniques, and the reliable negative. Recently, a drug-repositioning method with topological similarity and singular value decomposition (TS-SVD), an improved version of EMP-SVD, was developed. The TS-SVD method was based on the common neighbors’ count matrix of drugs and diseases to achieve a topological similarity matrix, SVD, and a reliable negative, which was defined by k-step neighbors among drugs and diseases. We then investigated the performances of the TS-SVD model with the original and augmented drug-protein matrices. The performances were improved from 0.9946 to 0.9995 using the augmented matrices. The performance scores of the TS-SVD are quite high because the TS-SVD performed a filtering process of the reliable negative sample before fitting the model. We investigated the impact of the filtering process and compared the performances with filtering and without filtering reliable negative samples based on drug-protein associations via DrugBank database are shown in the Supplementary Table S6. The performances were decreased when generating a predictive model without selecting reliable negative samples. This result showed that filtering the reliable negative data based on k-step neighbors among drugs and diseases impacts predicting the drug repositioning approach. However, this filtering process might be considered to bias by separating positive and real negative samples to refine the data before generating a predictive model. Nevertheless, the augmented drug-protein matrix could improve the performance showing that the TS-SVD with the augmented drug-protein matrix performed better than that with the original drug-protein matrix. Thus, our predictions of protein pairs sharing common drugs are efficient and can be used to improve the performance of existing drug repositioning models.

Our study reveals 10 promising protein pairs sharing the same drugs, whose corresponding drugs show high similarity in terms of the chemical structure. However, these protein pairs have not been reported as directed evidence of sharing common drugs in the database. Therefore, these potential pairs are compelling for further studies of drug development and design. One limitation of this study is the insufficient data available for approved drugs related to protein pairs, generating noisy data in the negative set.
Conclusions

This study proposes the use of a random forest model for predicting protein pairs that share common drugs. The features of the model were based on the relationships among proteins in various biological aspects. This study could be useful in enhancing the opportunity to discover missing drug-associated proteins. The forward selection technique provides a set of crucial features for prediction. The results obtained from the feature selection technique revealed crucial features, such as local alignment, GO, experiments, common modules, text mining, global alignment, co-expression, common neighbors, conserved neighborhood, closer proteins, databases, and co-occurrence. The model yielded high performance, with an AUC exceeding 93%.

Moreover, this study suggested 10 novel potential protein pairs predicted to share common drugs. These protein pairs have not yet been known to share the same drug in DrugBank. They achieved a very high chemical structure similarity score. Therefore, these 10 protein pairs are very interesting for further investigation.

Furthermore, this study proposes an augmented drug-protein matrix based on the predictions of protein pairs sharing the same drugs. The augmented matrix can enhance the performance of existing drug repositioning techniques. Hence, the predictions of protein pairs sharing the same drugs can be used for drug repositioning.
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