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Abstract—This paper considers a distributed optimization problem in a multi-agent system where a fraction of the agents act in an adversarial manner. Specifically, the malicious agents steer the network of agents away from the optimal solution by sending false information to their neighbors and consume significant bandwidth in the communication process. We propose a distributed gradient-based optimization algorithm in which the non-malicious agents exchange quantized information with one another. We prove convergence of the solution to a neighborhood of the optimal solution, and characterize the solutions obtained under the communication-constrained environment and presence of malicious agents. Numerical simulations to illustrate the results are also presented.

I. INTRODUCTION

The problem of making decisions and optimizing certain objectives over a network of spatially distributed agents is one that finds application in several areas, including unmanned autonomous systems, smart grid, and increasingly distributed learning [1][2]. In such systems, each agent plays a part in solving the optimization problem by carrying out computations using available local information in coordination with neighboring agents. Certain network objectives are formulated as optimization problems of the form:

$$\min_{x \in \mathcal{X}} f(x) = \sum_{i=1}^{n} f_i(x),$$

where $n$ is the number of agents in a network, $f_i(\cdot)$ is the local objective function of agent $i$, $x_i$ is the decision variable corresponding to each agent and $f(\cdot)$ is the global objective function that will be optimized. Each agent $i$ has to perform an optimization of its local objective function $f_i(x_i)$ and then iteratively communicates its decision variable $x_i$ with neighbors in a network where the objective $f_i(\cdot)$ is only known by each agent $i$.

Solving Problem (1) calls for a distributed implementation in which agents carry out local computations and exchange information with neighboring agents. When the objective function is strongly convex, with Lipschitz continuous gradients, convergence to the optimal solution using gradient-based methods can be achieved at a linear rate [3][5]. It is known that noisy communication channels and adversarial nodes in the network can slow down the linear convergence rate [6][7]. In spatially distributed systems with band-limited communication channels, where agents may resort to exchanging low-bit (quantized) information at each time-step, the resulting convergence rate is also impacted. Researchers have explored how quantization affects the performance of these distributed optimization algorithms [8][11].

In this paper, we assume that malicious nodes not only send bad information, but also hog the communication bandwidth. This results in the non-malicious nodes needing to manage the limited bandwidth available by quantizing the iterates broadcast to neighboring nodes. To solve this, we propose a distributed subgradient with quantized and adversarial attack method (DISQAAM) where non-adversarial agents send quantized information and adversarial agents send perturbed estimates using an attack vector. Different researchers have explored how adversarial nodes and quantized information affect the performance of distributed algorithms. In [7][12][15], the authors examined different detection mechanisms that identify malicious agents and agents that cannot be compromised by adversarial attack. In fact, the authors in [14] even examined a detection framework for non-strongly convex functions.

A similar problem was studied in [16][18], where the convergence was obtained when information is compressed with fewer bits and in some cases to just one bit of information. Since quantization introduces errors, some authors are studying ways to compensate for the quantization errors introduced [19]. However, none of these methods simultaneously explore the constraints arising from quantization and adversarial attack and still guarantee convergence.

A. Contributions

We characterize convergence properties of a distributed subgradient algorithm in the presence of adversarial agents and limited bandwidth for communication. We show that the algorithm converges to a neighborhood of the optimal solution and that the closeness can be expressed in terms of the number of bits from the quantization and the size of the attack vector. Our results show that if a step size is chosen with respect to the strong convexity and Lipschitz parameters and the subgradient bound is expressed in terms of a suitable step size, then non-adversarial agents are still able to approach the optimal solution despite the presence of adversarial agents. Furthermore, the performance of the algorithm is expressed as a function of the adversarial attack vector and fineness of the quantization.

The rest of the paper follows the following structure: In Section II, the optimization problem and attack model is presented. Section III presents the algorithm and convergence result is discussed in Section IV. Numerical experiments...
follow in Section VI to illustrate the theoretical results and
the paper ends with concluding remarks in Section VII.

B. Notation

We respectively denote the set of positive and negative reals as \( \mathbb{R}_+ \) and \( \mathbb{R}_- \). We denote a vector or matrix transpose as \((\cdot)^T\), and the L2-norm of a vector by \( ||\cdot|| \). We also denote the gradient of a function \( f(\cdot) \) as \( \nabla f(\cdot) \) and an \( n \) dimensional vector of ones as \( 1_n \).

II. PROBLEM FORMULATION

Suppose we have an undirected graph \( G = (\mathcal{V}, \mathcal{E}) \) comprising \( n \) nodes where \( \mathcal{V} = 1, 2, \ldots n \) is the set of nodes (agents) and \( \mathcal{E} = (i, j) \) is the set of edges. Let the neighbors of each agent \( i \) be denoted by the set \( N_i = \{ j : (i, j) \in \mathcal{E} \} \). The agents are to jointly solve the problem

\[
\min_{x \in \mathcal{X}} f(x) = \sum_{i=1}^{n} f_i(x),
\]

where each agent \( i \) has a component \( f_i(\cdot) \) of the objective function. We assume that some agents in the network act in an adversarial (malicious) manner by perturbing their estimate at each iteration and overwhelming the communication bandwidth for coordination in the network. To manage the limited bandwidth left, the non-adversarial nodes quantize the information shared with neighboring nodes. The uniform quantizer is chosen to ensure that agents use equal quantize the information shared with neighboring nodes. The agents are to jointly solve the problem

\[
\min_{x \in \mathcal{X}} f(x) = \sum_{i=1}^{n} f_i(x),
\]

where each agent \( i \) has a component \( f_i(\cdot) \) of the objective function. We assume that some agents in the network act in an adversarial (malicious) manner by perturbing their estimate at each iteration and overwhelming the communication bandwidth for coordination in the network. To manage the limited bandwidth left, the non-adversarial nodes quantize the information shared with neighboring nodes. The uniform quantizer is chosen to ensure that agents use equal

\[
||\cdot||_2
\]

The agents are to jointly solve the problem

\[
\min_{x \in \mathcal{X}} f(x) = \sum_{i=1}^{n} f_i(x),
\]

where each agent \( i \) has a component \( f_i(\cdot) \) of the objective function. We assume that some agents in the network act in an adversarial (malicious) manner by perturbing their estimate at each iteration and overwhelming the communication bandwidth for coordination in the network. To manage the limited bandwidth left, the non-adversarial nodes quantize the information shared with neighboring nodes. The uniform quantizer is chosen to ensure that agents use equal

\[
||\cdot||_2
\]

The agents are to jointly solve the problem

\[
\min_{x \in \mathcal{X}} f(x) = \sum_{i=1}^{n} f_i(x),
\]

where each agent \( i \) has a component \( f_i(\cdot) \) of the objective function. We assume that some agents in the network act in an adversarial (malicious) manner by perturbing their estimate at each iteration and overwhelming the communication bandwidth for coordination in the network. To manage the limited bandwidth left, the non-adversarial nodes quantize the information shared with neighboring nodes. The uniform quantizer is chosen to ensure that agents use equal

\[
||\cdot||_2
\]

The agents are to jointly solve the problem

\[
\min_{x \in \mathcal{X}} f(x) = \sum_{i=1}^{n} f_i(x),
\]

where each agent \( i \) has a component \( f_i(\cdot) \) of the objective function. We assume that some agents in the network act in an adversarial (malicious) manner by perturbing their estimate at each iteration and overwhelming the communication bandwidth for coordination in the network. To manage the limited bandwidth left, the non-adversarial nodes quantize the information shared with neighboring nodes. The uniform quantizer is chosen to ensure that agents use equal

\[
||\cdot||_2
\]

The agents are to jointly solve the problem

\[
\min_{x \in \mathcal{X}} f(x) = \sum_{i=1}^{n} f_i(x),
\]

where each agent \( i \) has a component \( f_i(\cdot) \) of the objective function. We assume that some agents in the network act in an adversarial (malicious) manner by perturbing their estimate at each iteration and overwhelming the communication bandwidth for coordination in the network. To manage the limited bandwidth left, the non-adversarial nodes quantize the information shared with neighboring nodes. The uniform quantizer is chosen to ensure that agents use equal

\[
||\cdot||_2
\]

The agents are to jointly solve the problem

\[
\min_{x \in \mathcal{X}} f(x) = \sum_{i=1}^{n} f_i(x),
\]

where each agent \( i \) has a component \( f_i(\cdot) \) of the objective function. We assume that some agents in the network act in an adversarial (malicious) manner by perturbing their estimate at each iteration and overwhelming the communication bandwidth for coordination in the network. To manage the limited bandwidth left, the non-adversarial nodes quantize the information shared with neighboring nodes. The uniform quantizer is chosen to ensure that agents use equal

\[
||\cdot||_2
\]

The agents are to jointly solve the problem

\[
\min_{x \in \mathcal{X}} f(x) = \sum_{i=1}^{n} f_i(x),
\]

where each agent \( i \) has a component \( f_i(\cdot) \) of the objective function. We assume that some agents in the network act in an adversarial (malicious) manner by perturbing their estimate at each iteration and overwhelming the communication bandwidth for coordination in the network. To manage the limited bandwidth left, the non-adversarial nodes quantize the information shared with neighboring nodes. The uniform quantizer is chosen to ensure that agents use equal

\[
||\cdot||_2
\]

The agents are to jointly solve the problem

\[
\min_{x \in \mathcal{X}} f(x) = \sum_{i=1}^{n} f_i(x),
\]

where each agent \( i \) has a component \( f_i(\cdot) \) of the objective function. We assume that some agents in the network act in an adversarial (malicious) manner by perturbing their estimate at each iteration and overwhelming the communication bandwidth for coordination in the network. To manage the limited bandwidth left, the non-adversarial nodes quantize the information shared with neighboring nodes. The uniform quantizer is chosen to ensure that agents use equal

\[
||\cdot||_2
\]

The agents are to jointly solve the problem

\[
\min_{x \in \mathcal{X}} f(x) = \sum_{i=1}^{n} f_i(x),
\]

where each agent \( i \) has a component \( f_i(\cdot) \) of the objective function. We assume that some agents in the network act in an adversarial (malicious) manner by perturbing their estimate at each iteration and overwhelming the communication bandwidth for coordination in the network. To manage the limited bandwidth left, the non-adversarial nodes quantize the information shared with neighboring nodes. The uniform quantizer is chosen to ensure that agents use equal

\[
||\cdot||_2
\]

The agents are to jointly solve the problem

\[
\min_{x \in \mathcal{X}} f(x) = \sum_{i=1}^{n} f_i(x),
\]

where each agent \( i \) has a component \( f_i(\cdot) \) of the objective function. We assume that some agents in the network act in an adversarial (malicious) manner by perturbing their estimate at each iteration and overwhelming the communication bandwidth for coordination in the network. To manage the limited bandwidth left, the non-adversarial nodes quantize the information shared with neighboring nodes. The uniform quantizer is chosen to ensure that agents use equal

\[
||\cdot||_2
\]

The agents are to jointly solve the problem

\[
\min_{x \in \mathcal{X}} f(x) = \sum_{i=1}^{n} f_i(x),
\]

where each agent \( i \) has a component \( f_i(\cdot) \) of the objective function. We assume that some agents in the network act in an adversarial (malicious) manner by perturbing their estimate at each iteration and overwhelming the communication bandwidth for coordination in the network. To manage the limited bandwidth left, the non-adversarial nodes quantize the information shared with neighboring nodes. The uniform quantizer is chosen to ensure that agents use equal

\[
||\cdot||_2
\]
Another representation of Equation (3) is given by:

\[ h_i(k) = \sum_{j \in N_i} w_{ij} x_j(k) + x_i(k) - q_i(k) \]

\[ + \sum_{j \in N_i} w_{ij} (q_j(k) - x_j(k)) - \alpha(k) g_i(x_i(k)). \]  

(5)

The iterative update equation is now given as:

\[ x_i(k+1) = [h_i(k)]_x = h_i(k) - \xi_i(h_i(k)). \]  

(6)

We obtain the matrix form of the above update as

\[ H(k) = W X(k) + (I - W)(X(k) - Q(k)) - \alpha(k) G(X(k)), \]  

(7)

\[ X(k+1) = H(k) - \Xi(H(k)), \]  

(8)

and \( W \) is the doubly stochastic matrix. Suppose \( \bar{x}(k) \) and \( \bar{\xi}(k) \) are the mean of \( x_i(k) \) and \( \xi_i(h_i(k)) \) respectively, we obtain \( \bar{x}(k) = \frac{1}{n} \sum_{i=1}^{n} x_i(k) = \frac{1}{n} X^T 1 \in \mathbb{R}^d \), and

\[ \bar{\xi}(k) = \frac{1}{n} \sum_{i=1}^{n} \xi_i(h_i(k)) = \frac{1}{n} (\Xi(k))^T 1 \in \mathbb{R}^d. \]  

(9)

We can define the quantization error for each agent \( i \) as \( \Delta_i(k) = x_i(k) - q_i(k) \) and the average of the errors as \( \Delta(k) = \frac{1}{n} \sum_{i=1}^{n} \Delta_i(k) \). We now have obtain: \( \bar{h}(k) = \bar{x}(k) - \frac{\alpha(k)}{n} \sum_{i=1}^{n} g_i(x_i(k)) \), and \( \bar{x}(k+1) = \bar{h}(k) - \bar{\xi}(k) \). Thus, we obtain the iterative equation:

\[ \bar{x}(k+1) = \bar{x}(k) - \frac{\alpha(k)}{n} \sum_{i=1}^{n} g_i(x_i(k)) - \bar{\xi}(k). \]  

(10)

Now we introduce a Lemma that accounts for the bounds of the projection error according to equation (9).

**Lemma 1:** Let Assumptions \([\ref{ass1}]\) and \([\ref{ass2}]\) hold with \( \Delta(k) \) being the average of the quantization errors. If the step size \( \alpha \) for each agent \( i \) is constant such that \( \alpha \leq 1 \), the error due to projection is bounded given by the following relationship:

\[ ||\bar{\xi}(k)|| \leq \sqrt{\Delta(k)} + \sqrt{\frac{L}{n}} \alpha. \]

**Proof:** See Appendix \( \text{VII-A} \).}

**IV. MAIN RESULT**

This section explores the convergence analysis according to the proposition in sections \([\ref{prop1}]\) and \([\ref{prop2}]\). This is shown in the following theorem.

**Theorem 1:** Let Assumptions \([\ref{ass1}]\) and \([\ref{ass2}]\) hold, and the step size \( \alpha \) satisfies \( \alpha \leq \frac{2}{\mu + L} \) and \( \frac{\alpha}{\mu + L} \leq \alpha \leq \frac{2}{\mu + L} \).

Given that the size of a uniform quantization interval with \( b \) bits be upper-bounded by \( b \leq \frac{\mu}{L} \), and the subgradient bound be upper-bounded by \( \bar{L} \leq \sqrt{n} \alpha \), then the iterates generated when non-adversarial send quantized estimates converge to a neighborhood of the optimal solution, \( x^* \) with the neighborhood size given by

\[ \sqrt{\bar{L} + b \frac{\mu}{L} + 2\sqrt{3} \alpha ||e(k)||}. \]

**Proof:** Since \( x^* \) is the optimal solution of \([\ref{eq:opt}]\) and \( x^a \) is the adversary according to \( x^a = x^* + e(k) \), we obtain:

\[ ||\bar{x}(k+1) - x^*-e(k)||^2 \]

\[ = ||\bar{x}(k+1) - x^*||^2 + ||e(k)||^2 + \alpha(k) \sum_{i=1}^{n} g_i(x_i(k)) - ||\bar{x}(k) - x^*||^2 \]

\[ - 2||\bar{x}(k) - x^*||^2 \alpha(k) \sum_{i=1}^{n} g_i(x_i(k)) \]

\[ + 2\bar{\xi}(k) \sum_{i=1}^{n} g_i(x_i(k)) - (\bar{x}(k) - x^*) + 2e(k) ||\bar{\xi}(k)|| \]

By expansion, we obtain the following:

\[ ||\bar{x}(k+1) - x^*-e(k)||^2 \]

\[ = ||\bar{x}(k+1) - x^*||^2 + 2\bar{\xi}(k) \sum_{i=1}^{n} g_i(x_i(k)) - (\bar{x}(k) - x^*) + 2e(k) ||\bar{\xi}(k)|| \]

By inspection, the upper bound of the preceding expression \( ||\bar{x}(k+1) - x^*-e(k)||^2 \) has eight terms. In what follows, we bound some of the eight terms, starting with the fifth term.

\[ 2e(k) \sum_{i=1}^{n} g_i(x_i(k)) - (\bar{x}(k) - x^*) \]

\[ \leq ||e(k)||^2 + \alpha(k) \sum_{i=1}^{n} g_i(x_i(k)) - (\bar{x}(k) - x^*) ||^2 \]

\[ - 2||\bar{x}(k) - x^*||^2 \alpha(k) \sum_{i=1}^{n} g_i(x_i(k)) \]

\[ \leq ||e(k)||^2 + \alpha^2 \sum_{i=1}^{n} g_i(x_i(k)) ||^2 + ||\bar{x}(k) - x^*||^2 \]

\[ - \alpha \sum_{i=1}^{n} g_i(x_i(k)) ||^2 - ||\bar{x}(k) - x^*||^2 \]

where \( c_1 = \frac{2}{\mu + L} \) and \( c_2 = \frac{2\mu L}{\mu + L} \). We proceed by bounding the second term of the derived upper bound of \( 2e(k) \sum_{i=1}^{n} g_i(x_i(k)) - (\bar{x}(k) - x^*) \). In this re-
We will show that \( \left( \frac{3\alpha^2}{n} - \frac{3\alpha \mu}{n} c_1 \right) \leq 0 \), when \( \alpha \leq c_1 \). To do this, it suffices to show that \( 3\alpha^2 - 3\alpha n c_1 \leq 0 \). We know that the root of the equation in \( \alpha \) of \( \alpha (3\alpha - 3\alpha n c_1) = 0 \) is \( \alpha = 0 \) and \( \alpha = n c_1 \), and we have solution \( 0 \leq \alpha \leq n c_1 \). So \( \alpha \in [0, n c_1] \). If \( \alpha \leq c_1 \) and \( n \geq 1 \), it implies that \( \alpha \leq n c_1 \). Alternatively, if \( \alpha \leq c_1 \), then \( \alpha^2 \leq \alpha c_1 \) and consequently \( \frac{3\alpha^2}{n} - \frac{3\alpha \mu}{n} c_1 \leq 0 \) for \( n > 0 \). We now obtain \( \left( \frac{3\alpha^2}{n} - \frac{3\alpha \mu}{n} c_1 \right) \left( \sum_{i=1}^{n} ||g_i(x_i(k))|| \right)^2 \leq 0 \). Therefore the bounds on \( ||\bar{x}(k+1) - x^* - e_k(k)||^2 \) is:

\[
||\bar{x}(k+1) - x^* - e_k(k)||^2 \leq (3 - 3\alpha c_2)||\bar{x}(k) - x^*||^2 + 3||e_k(k)||^2 + \beta ||\bar{x}(k)||^2. 
\]

To show that \( 3 - 3\alpha c_2 \geq 0 \), we show that \( 3\alpha c_2 \leq 3 \Rightarrow \alpha c_2 \leq 1 \). If \( \alpha \leq 1/\mu \), then we have the following: \( \alpha c_2 \leq \frac{1}{\mu^2} \frac{2\mu L}{\mu + L} = \frac{2\mu L}{\mu + L} \). If \( \mu = L \), then \( \mu + L = 2L \Rightarrow \alpha c_1 \leq 1 \). Since \( \alpha c_1 \leq 1 \), then we have that \( 3 - 3\alpha c_2 \geq 0 \). For \( 3 - 3\alpha c_2 \) not to grow unbounded we need \( 3 - 3\alpha c_2 \in (0, 1) \). This implies that we need \( 3(1 - \alpha c_2) \leq 1 \) or equivalently when \( \alpha \geq \frac{2}{3\alpha c_2} = \frac{\mu + L}{3\mu L} \). If \( \alpha \in \left( \frac{\mu + L}{3\mu L}, \frac{1}{\mu} \right) \), then the expression \( (3 - 3\alpha c_2) \) will not grow unbounded. From Lemma 1 we obtain: \( ||\bar{x}(k)||^2 \leq ||\Delta(k)||^2 + 2L^2 \alpha \). and it leads to:

\[
||\bar{x}(k+1) - x^* - e_k(k)||^2 
\leq (3 - 3\alpha c_2)||\bar{x}(k) - x^*||^2 + 3||e_k(k)||^2 + 24||\Delta(k)||^2 + 6L^2 \alpha^2.
\]

This leads to following relationship:

\[
||\bar{x}(k+1) - x^* - e_k(k)||^2 
\leq (3 - 3\alpha c_2)||\bar{x}(k) - x^*||^2 + 3||e_k(k)||^2 + \frac{24(\ell)}{2^{2\beta+2}} + 6L^2 \alpha^2,
\]

\[
\leq (3 - 3\alpha c_2)||\bar{x}(k) - x^*||^2 + 3||e_k(k)||^2 + \frac{6(\ell)}{2^{2\beta}} + 6L^2 \alpha^2.
\]

If \( \bar{x}(k+1) - x^* < 0 < e_k(k) \), then \( ||\bar{x}(k+1) - x^* - e_k(k)|| \geq ||\bar{x}(k+1) - x^*|| \). In addition, if \( e_k(k) \leq 0 \), then \( ||\bar{x}(k+1) - x^* - e_k(k)|| \geq ||\bar{x}(k+1) - x^*|| \) also holds. Therefore, the bound on \( ||\bar{x}(k+1) - x^* - e_k(k)||^2 \) is:

\[
||\bar{x}(k+1) - x^*||^2 
\leq (3 - 3\alpha c_2)||\bar{x}(k) - x^*||^2 + 3||e_k(k)||^2 + \frac{6(\ell)}{2^{2\beta}} + 6L^2 \alpha^2.
\]

By applying recursion principles, we obtain the following:

\[
||\bar{x}(k) - x^*||^2 
\leq (3 - 3\alpha c_2)^k ||\bar{x}(0) - x^*||^2 + 3||e_k(k)||^2 + \frac{6(\ell)}{2^{2\beta}} + 6L^2 \alpha^2.
\]

Equivalently, we the following relationship:

\[
||\bar{x}(k) - x^*|| \leq (3 - 3\alpha c_2)^{k/2} ||\bar{x}(0) - x^*|| + \sqrt{3} ||e_k(k)|| 
\]

\[+ \frac{\sqrt{6}}{2^{2\beta}} \ell + \sqrt{6} \alpha \] (12)

For \( \ell / 2^{2\beta} \ell \) to be small, we need \( \sqrt{6} / 2^{2\beta} \ell \leq 1 \), which implies that \( \ell \leq \frac{1}{\sqrt{2^{2\beta}}} \). In addition, if \( \sqrt{6} \alpha \leq 1 \) or \( \ell \leq 1/\sqrt{6} \), the size of the neighborhood is given by: \( \sqrt{\frac{(1 + 2^\beta \alpha)}{2^{2\beta}}} ||e_k(k)|| \), and the non-adversarial agents can
converge to the neighborhood of the optimal solution, $x^*$.

There are trade-offs in the results obtained by combining adversarial attack and quantization as constraints. This is evident in the proof of Theorem 1 where we needed the condition $\|\pi(0) - x^*\| < e(k)\|$ when $e(k) > 0$ for the algorithm to converge. However, such condition is not needed when $e(k) \leq 0$. In addition, due to strong convexity assumption and boundedness on the coefficient of the error term, the step size lies in the domain $(\frac{\mu + L}{\mu}, \frac{\mu + L}{\mu})$. Moreover, the subgradient bound needs to depend on the step size as well to aid convergence.

In addition, our previous result [3] show that increasing the number of adversarial agents leads to an increase in the convergence neighborhood. However, when quantization is added as a constraint, increasing the number of bits leads to reduction of the error bounds. While the authors in [8, 10, 11] show that convergence of distributed subgradient methods with quantization depends on the quantization levels and the number of bits, our proposed method adds adversarial attack to the constraint and still obtain similar convergence attributes.

V. Numerical Experiments

We illustrate our theoretical results via simulations by considering a network comprising $n = 10$ agents with a fraction of $n$ acting in an adversarial manner. At each time step, the malicious agents use the algorithm in Equation (4), with each malicious agent using a different attack vector. The strongly convex objective function to solve the problem in equation (2) used for simulation is given by the following:

$$f(x) = \frac{1}{2} x^T x$$

(13)

We examine the influence of the uniform quantizer used by the non-adversarial agents by varying the number of bits mostly leads to reduction of errors in the neighborhood of the optimal solution, $x^*$, as seen in figures 2a, 2b, and 2c. We also observe that convergence to the neighborhood of the optimal solution despite the number of adversarial agents leads to an increase in the number of bits mostly leads to reduction of errors in the neighborhood of the optimal solution, $x^*$.

VI. Conclusion

We explore the performance of a distributed subgradient algorithm with two constraints described. By using a strongly convex function, an adequate step size and a uniform quantizer, we show convergence to the neighborhood of the optimal solution of the distributed optimization problem considered. We explore scenarios where adversarial agents upscale their estimates using different vector at each iteration. We also show that convergence to a neighborhood of the optimal solution is unaffected even with one bit of information being exchanged by non-adversarial agents in a network. Numerical experiments affirm that when adversarial agents send an attack vector at each iteration, increasing the number of bits mostly leads to reduction of errors in approaching the optimal solution despite the presence of attack values. However, as the number of adversarial agents increases in the network, the convergence error increases. Our result holds for strongly convex functions under certain conditions and interested researchers should consider the problem described in this paper for non-strongly convex functions as an open problem.

Appendix

A. Proof of Lemma 1

Proof: We begin with the relationship:

$$\xi((k)) = \frac{1}{n} \sum_{i=1}^{n} \xi_i(h_i(k)).$$

(14)

By squaring both sides of equation (14), and using the bound of $\sum_{i=1}^{n} \|\xi_i(h_i(k))\|^2$ shown in [11] as:

$$\sum_{i=1}^{n} \|\xi_i(h_i(k))\|^2 \leq \frac{8}{n^2} \sum_{i=1}^{n} \|\Delta_i(k)\|^2 + 2L^2 \alpha^2(k)$$

(15)

we obtain $\|\xi((k))\|^2 \leq \frac{8}{n^2} \sum_{i=1}^{n} \|\Delta_i(k)\|^2 + 2L^2 \alpha^2(k)$. Equivalently, we have:

$$\|\xi((k))\| \leq \sqrt{n} \left( \sum_{i=1}^{n} \|\Delta_i(k)\|^2 \right)^{1/2} + \sqrt{2L} \alpha.$$  

(16)

If $\ell \leq 1$, then $\|\Delta_i(k)\| \leq 1$ and $\|\Delta_i(k)\|^2 \leq 1$. So it yields $\sum_{i=1}^{n} \|\Delta_i(k)\|^2 \leq \sum_{i=1}^{n} 1 = n$. From equation (16),

$$\sqrt{\frac{8}{n}} \left( \sum_{i=1}^{n} \|\Delta_i(k)\|^2 \right)^{1/2} \leq \sqrt{\frac{8}{n}} \sqrt{n} = \sqrt{\frac{8}{n}}.$$

When $n \geq 1$, we obtain the bound:

$$\sqrt{\frac{8}{n}} \left( \sum_{i=1}^{n} \|\Delta_i(k)\|^2 \right)^{1/2} \leq \sqrt{\frac{8}{n}} \sum_{i=1}^{n} \|\Delta_i(k)\|.$$  

(17)
By dividing both sides of equation (17) by $n$, we obtain:

$$
\frac{\sqrt{8}}{n} \left( \sum_{i=1}^{n} \| \Delta_i(k) \|_2^2 \right)^{1/2} \leq \frac{\sqrt{8}}{n} \sum_{i=1}^{n} \Delta_i(k) = \sqrt{8} \Delta(k),
$$

The norm of the error due to projection is bounded as:

$$
\| \bar{\xi}(k) \| \leq \sqrt{8} \Delta(k) + \sqrt{2} \frac{\overline{L}}{\alpha}. \quad (18)
$$

By squaring both sides of equation (18), we obtain $\| \bar{\xi}(k) \|^2 \leq 8 \| \Delta(k) \|^2 + 2L^2 \alpha^2(k)$, which consequently proves Lemma 1.
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