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Abstract
Humans’ perception system closely monitors audio-visual cues during multiparty interactions to react timely and naturally. Learning to predict timing and type of reaction responses during human-human interactions may help us to enrich human-computer interaction applications. In this paper we consider a presenter-audience setting and define an audience response prediction task from the presenter’s textual speech. The task is formulated as a binary classification problem as occurrence and absence of response after the presenter’s textual speech. We use the BERT model as our classifier and investigate models with different textual contexts under causal and non-causal prediction settings. While the non-causal textual context, one sentence preceding and one sentence following the response event, can hugely improve the accuracy of predictions, we showed that longer textual contexts with causal settings attain F1-Score improvements matching and exceeding the non-causal textual context performance within the experimental evaluations on the OPUS and TED datasets.

Index Terms: audience response prediction, language model, text classification

1. Introduction
Audience responses, such as cheers, claps, laughter or bodily gestures, generate interactivity with the presenter and define a key asset for the assessment of interaction quality. Learning an understanding for the timing and type of audience responses may help to assess interaction quality as well as to synthesize timely and proper response generation. For example, audience responses are inserted in sitcoms to grab the audience’s attention, making them follow up and react accordingly. Deep learning models can be deployed to precisely predict audience responses over large datasets, which can be constructed from caption data such as the Open Subtitles Dataset (OPUS) [1].

Audience responses mainly rely on the context, which can be defined as the uttered text preceding the response as well as the following text. Several deep learning models were presented for laughter prediction in sitcoms using words, word2vec and character trigrams [2], using audio and language features [3], and using audio, video and text modalities [4]. These models consider the preceding utterance as the context to define a causal laughter prediction model. On the other hand, using the following utterance in the context can leverage the classification performance, and define a practical upper bound for the prediction task. A third factor would be the length of the context history. We should expect improvements in prediction performance as the context history gets longer with a likely performance saturation as context gets uncorrelated with the response event.

In this study we set our goal as to predict audience response from the presenter’s textual speech. We formulate the task as a binary classification problem; whether a response occurs (+) or not (-) right after the presenter’s textual speech. In order to train and test the binary classifier, we build a balanced dataset of (+) and (-) response event classes together with the associated textual context from TV shows, where (+) response events are set as laughter, sobbing and cheering instances. Lately, language models trained for multiple tasks and on large datasets can outperform classical machine learning algorithms on many tasks [5]. BERT is a pre-trained model for the next sentence prediction that can be fine-tuned for context labeling tasks. We use the BERT model as our classifier and investigate roles of different textual context settings for the binary classification task. Textual context unit is set as a sentence and the context is organized as a sequence of sentences. Different length textual contexts under causal and non-causal settings are investigated for the audience response prediction. Main contributions of this study are listed as:

• We propose a BERT based audience response prediction model.
• We define a standard model with single sentence textual context preceding the response event.
• We show that using the non-causal textual context, one sentence preceding and one sentence following the response event, can hugely improve the accuracy of predictions.
• We investigate the textual context length with the causal setting and observe performance improvements matching and exceeding the non-causal textual context performance.

2. Literature Review
Audience response is characterized by many factors, whereas timing and the type of the response are two important factors. Several studies have been conducted on the relation between applause and rhetorical devices [6] [7], where rhetorical devices are defined by actions done by the presenter including: contrasts, puzzle-solution, headline-punchline and combination. Certain parts of speech can trigger similar responses like greeting phrases usually trigger clapping [8] [9].

Audience response is also a subject of sitcoms where the responses are placed at certain moments of the episodes. Responses are usually laughter effects or pre-recorded laughter sounds whereas other responses (clapping, cheering etc.) are rarely used. Few studies focuses on predicting audience laughter timings in TV sitcom episodes. In [10], Bertero and Fung used audio and language features for humor prediction over the dialogues of “The Big Bang Theory” TV show. They compared performances of CRF, CNN, RNN deep learning structures and reported CNN as the best performer with 68.5% F-Score. Also, they reported performance improvements by using LSTM in [2] and by multimodal approach in [11]. In another study [4], Patro et al. made an effort to the similar problem and argued that existing LSTM and BERT based networks with only language
features do not perform as well as joint text and video or only video-based solutions. They used text, audio, and video modalities for predicting laughter tracks on the aforementioned TV show. They reported 79.96%, 79.30%, 81.32% F-Scores for text only, video only and fusion respectively. Kayatani et al., in their study [12], prepared a new dataset for the show and they include timestamps of laughter instances over the episodes. The study focuses on textual, facial expression, and character modalities, claiming that knowing the speaking character improves prediction performance.

Choube and Soleymani [13] suggested context-aware hierarchical multimodal fusion with visual, textual and acoustic channels. They experiment with baselines and their methodology over the UR-FUNNY dataset and reported the highest F-Score as 68.85%. Hasan et al. proposed Humor Knowledge enriched Transformer (HTK) [14]. They incorporate humor central external knowledge besides visual and acoustic channels by employing separate transformer encoders. They reported 77.36% and 79.41% accuracy in humorous punchline detection over UR-FUNNY and MUSiCaLD datasets.

On the other hand, there are several works using single modality which is text, usually short texts, in order to detect humor. Fan et al. suggested internal and external attention neural network [15] for the humor detection in which two types of attention mechanisms are integrated to capture the incongruity and ambiguity in humor text. In their other work [16], they proposed Ambiguity Comprehension Gated Attention network to learn phonetic structures and semantic representation for humor recognition. They showed the benefits of their contributions over two public short text datasets.

Navarrette et al. proposed an audience response prediction system in a political setting from Barack Obama’s speech, based on speech, silent pauses and co-gestures [17]. They indicated that Obama uses pauses especially to emphasize his jokes and let the audience get the point. Similarly, Ruf and Navarrette focuses on gestures (head movements, hand gestures etc.) and obtain experimental results over Donald Trump’s speech sessions [18].

In the perspective of audience response, the real life scenarios and instances such as political speech in front of a crowded, TED Talks are valuable data sources for machine learning. Liu et al. extracted the “applause” instances from the TED talks dataset, studied the applause generation and proposed hypothesized rhetorical devices for applause generation [9].

In this work, we use only textual features with BERT [19] which is a generalized language model pre-trained on a huge dataset. In the training of downstream task, audience response prediction, we take advantage of an extensively large dataset sourced from OPUS [11] and TED Talks [20]. Causal and non-causal prediction schemes are investigated on both datasets. Instead of only humor or laughter prediction, we deal with various kinds of additional audience responses such as sigh, cry, scream (see Table I).

3. Methodology

Modeling and predicting audience response is a valuable skill for an engaging agent in human-computer interaction scenarios. In this study, we propose an audience response prediction model from the presenter’s textual speech. While our model defines a binary classification task to predict response occurrence (+) and (-) non-occurrence, we test the performance of the model with different length textual contexts under causal and non-causal settings.

3.1. Approach

We take the textual context unit as a sentence and the context is organized as a sequence of sentences. Hence, the sequence of sentences for the presenter can be defined as

$$S = \{... , s_{t-1}, s_t, s_{t+1}, ... \}$$  \hspace{1cm} (1)

where $s_t$ is the sentence uttered at present time $t$. Then, an audience response event $e_t$ can be defined to occur or not to occur preceding $s_t$ and following $s_{t+1}$ as

$$e_t = \begin{cases} + & \text{response event} \\ - & \text{no response} \end{cases}$$  \hspace{1cm} (2)

Then the audience response prediction problem can be defined as

$$\hat{e}_t = \arg \max_{e} \text{ARP}_e^m (e|s_{t-n}, s_{t-n+1}, ..., s_{t+n})$$  \hspace{1cm} (3)

where $\text{ARP}_e^m$ is the audience response prediction network with textual context from sentence $s_{t-n}$ to $s_{t+n}$.

A set of different context configurations are used in the experimental evaluations. We set single sentence response prediction model (ARP$_e^0$) as the standard model, where the task to predict response occurrence $\hat{e}_t$ by observing the sentence $s_t$ at time $t$. Furthermore, knowing the future is expected to bring important evidence for the occurrence of the response. Hence, we define a non-causal target predictor as AR$_P^0$, which performs prediction for $\hat{e}_t$ by observing the sentence $s_t$ and $s_{t+1}$. Although such a non-causal predictor is often not useful for timely response prediction, it can define a performance target for the causal predictors (ARP$_e^m$). In the experimental evaluations we test textual context up to sentence lengths of $n = 4$.

3.2. Model

While transformer-based language models are trained for text completion, masked language and next sentence prediction, they can also be fine-tuned for various tasks. Textual modality from the spoken sentences can be modeled using these language models. The self-attention technique in transformer models combines information from all elements of a sequence into context-aware representations. These representations can infer a likelihood for the audience response. In this study, we use the BERT [19] model for this inference task.

![Figure 1: Audience response prediction model](image-url)
For this task, we fine-tune a 12 layer encoder transformer based BERT model, where each encoder layer contains a self-attention layer, and add a normalization layer and a feed forward layer. The 12-layer BERT model is used with an uncased vocabulary from the transformers library, with two labels at the output. In BERT, the first token of the last layer, the CLS token is reserved for classification. At the input, SEP uses word-piece tokenizer, breaking each word into sub-words. After tokenization, we encode the tokens into word embedding and attention masks.

For training, we use Adam optimizer with learning rate of 2e-5, epsilon as 1e-8 and all models are fine-tuned for four epochs. All experiments were done on Tesla V100 GPU with memory 32GB. Figure 1 illustrates the model. In the model configuration, sentences are associated using the [SEP] token, the [CLS] token is appended at the start and [SEP] token at the end; in the figure, two preceding sentences $S_{t-1}$ and $S_t$ are associated together with the special tokens to predict the likelihood of the (+) response event occurrence for $e_1$. Bert tokenizer is then used to retrieve the sentences token embeddings (indices of input sequence tokens in the vocabulary) and attention masks (mask to avoid performing attention on padding token indices), both embeddings and attention masks are fed to BERT model, the first token of the output embedding indicates the (+) response event occurrence.

4. Experimental Evaluations

4.1. Datasets

We set audience responses as diverse as possible including laughter, sobbing and cheering instances. A large set of response events are used from the OpenSubtitles Dataset (OPUS) [1]. Each line in the dataset is considered as a uttered sentence. For the lines containing an event in the middle, words from the beginning of the line till the event are considered the preceding turn, and words after the event till the end of the line are considered the following turn. We make sure that no response or any hearing impaired notation is present in the textual context.

Table 1: Distribution of (+) response events in the ARC from the OPUS dataset

| Responses | # of occurrences |
|-----------|------------------|
| clap      | 8811             |
| applause  | 17455            |
| cheer     | 76377            |
| chuckle   | 237996           |
| cry       | 39010            |
| laugh     | 362991           |
| scream    | 161390           |
| shout     | 76980            |
| sigh      | 240409           |
| grunt     | 204236           |
| sob       | 45486            |
| Total:    | 1471141          |

To evaluate the audience response prediction in presenter-audience setting, we utilize the TED gesture dataset, which is a large-scale English-language dataset of TED talks videos [20].

We collected the transcriptions containing 5975 (+) response and 55642 (-) response events. Models fine-tuned on OPUS dataset are then fine-tuned on the TED dataset for one epoch.

4.2. Evaluation metrics

Since the response prediction task is defined as a binary classification problem, the receiver operating characteristic curve (ROC) would be a valuable objective evaluation metric. Furthermore, we also report unweighted average recall (UAR), F1-Score, and the area under the ROC curve (AUC) metrics.

The UAR metric is defined as the average of (+) response and (-) response recall rates, as

$$\text{UAR} = \frac{R^+ + R^-}{2}. \quad (4)$$

The recall rates $R^+$ and $R^-$ are defined as

$$R^+ = \frac{TP}{TP + FN}, \quad R^- = \frac{TN}{TN + FP}. \quad (5)$$

where $TP$ is true positive, $FN$ is false negative, $TN$ is true negative and $FP$ is false positive. Recall that F1-Score is defined as the harmonic mean of recall and precision and calculated as

$$F1 = \frac{TP}{TP + (FP + FN)/2}. \quad (6)$$

Hence monitoring UAR and F1-Score has indications for the precision as well.

4.3. Results

Experimental evaluations are carried over the balanced OPUS and unbalanced TED datasets. The single sentence response prediction model ARP$^0_n$ is set as the standard and the non-causal response prediction model ARP$^n_0$ is set as the target. Knowing the future should bring important evidence for the occurrence of the response. Hence the non-causal model can define a performance target for the causal predictors (ARP$^n_0$). We test the textual context with the causal predictors up to sentence lengths of $n = 4$. Furthermore, we incorporate the Naive Bayes algorithm, which is used in [17] by Navarrete et al. for audience response prediction, as a baseline.

Figure 2 presents the Receiver Operating Characteristic (ROC) curves for the standard ARP$^0_n$, the non-causal target ARP$^n_0$, and the causal predictor with context length of 4, ARP$^n_0$, over the balanced OPUS dataset. While the target ARP$^n_0$ performs significantly better compared to the standard ARP$^0_n$, the causal predictor with context length of 4 outperforms the target predictor clearly. This is an encouraging observation that longer causal context can predict audience response better than the non-causal target.

Table 2 presents UAR, AUC and F1-Score performances of the causal response predictors ARP$^n_0$, compared to the standard and the target over the OPUS dataset. The UAR performances of the Naive Bayes baseline, $UAR_{NB}$, are also given in Table 2. It is clear that performance improvements are consistent as $n$ gets larger. Starting from $n = 2$, ARP$^n_0$ performs better than the non-causal target ARP$^n_0$. Although incremental performance improvements getting smaller as $n$ gets larger, we still observe more than 1% improvements for all metrics with $n = 4$. This is likely due to the rich and large ARC collected from the OPUS dataset that provides better training performance with increasing context length. Although the Naive Bayes baseline performance is also improving as context gets larger, it sustains a
Figure 2: Receiver Operating Characteristic (ROC) curves for the standard ARP$^0$, the non-causal target ARP$^i$, and the causal predictor with context length of 4, ARP$^3$, over the OPUS and TED datasets.

Table 2: Response prediction performance of the proposed networks together with the Naive Bayes baseline UAR on the balanced ARC from the OPUS dataset

| Network | UAR$_{NB}$ | UAR | AUC | F1-Score |
|---------|------------|-----|-----|---------|
| ARP$^0$ | 62.76      | 74.00 | 81.46 | 74.43   |
| ARP$^1$ | 67.51      | 82.80 | 90.02 | 82.93   |
| ARP$^2$ | 66.28      | 80.66 | 88.24 | 80.93   |
| ARP$^3$ | 68.75      | 84.89 | 91.96 | 85.01   |
| ARP$^4$ | 70.71      | 87.14 | 93.89 | 87.23   |
| ARP$^5$ | 72.48      | 88.82 | 95.15 | 88.88   |

significant lower UAR performance compared to the proposed ARP models.

Figure 2b presents the ROC curves for the standard ARP$^0$, the non-causal target ARP$^i$, and the causal predictor with context length of 4, ARP$^3$, over the unbalanced TED dataset. Models are first pre-trained on the OPUS, then fine-tuned over the training partition and evaluated on the test where train and test splits are respectively 80% and 20% over the TED dataset. Performance tendency is partially different than the ones over the OPUS dataset. The target ARP$^i$ performs better than ARP$^0$.

On the other hand, performances of the causal predictor with context length of 4 and the target predictor are similar. Table 3 presents UAR, AUC and F1-Score performances over the TED dataset for balanced and unbalanced testing. Although context length 2 and greater performs better than the standard ARP$^0$, performance improvements are not consistent as in the OPUS dataset. Compared to the OPUS dataset, while UAR performance is holding high above 79% for balanced and unbalanced testings, and F1-Score is holding high for balanced testing, especially F1-Score performance drop for the unbalanced testing is noticeable. This indicates lower precision performance on the unbalanced testing, which yields higher false positives for the unbalanced TED dataset.

Table 3: Response prediction performance of ARP models fine-tuned on the unbalanced and tested on the balanced/unbalanced TED dataset

| Network | UAR | AUC | F1-Score |
|---------|-----|-----|---------|
| ARP$^0$ | 76.76 / 77.33 | 86.18 / 86.5 | 76.84 / 39.87 |
| ARP$^1$ | 81.30 / 81.10 | 89.15 / 88.91 | 81.24 / 44.69 |
| ARP$^2$ | 79.43 / 79.50 | 87.59 / 87.61 | 79.25 / 42.44 |
| ARP$^3$ | 80.38 / 78.35 | 88.45 / 88.38 | 80.27 / 46.77 |
| ARP$^4$ | 80.43 / 80.51 | 88.65 / 88.48 | 80.36 / 45.00 |
| ARP$^5$ | 79.93 / 80.09 | 88.22 / 88.22 | 79.80 / 43.71 |

5. Conclusions

Audience response prediction is a valuable tool for the speaker that gives him confidence in the speech. In this paper, we train a language model to predict the occurrence of audience responses. Modeling textual context requires having transcriptions of the uttered speech. We investigated a set of different context configurations on a BERT driven classification model. Results indicate that extending the length of causal textual context improves the performance much like the non-causal context. While the context in this paper is based on textual modality capturing uttered sentence sequences, other modalities, such as acoustic speech, have the potential to bring complementary information to improve audience response prediction performance. Although the balanced test scenarios result in high UAR and F1-Score performances, under the more likely unbalanced testing conditions we observed degradation on the F1-Score and precision performances. Another key observation is the consistent performance improvements for longer context lengths on the OPUS dataset, it is not the case on the TED dataset. This suggests that the larger and richer OPUS dataset keeps training ARP models better as context lengths get longer.
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