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ABSTRACT

Deep learning is gaining increasing popularity for spatiotemporal forecasting. However, prior works have mostly focused on point estimates without quantifying the uncertainty of the predictions. In high stakes domains, being able to generate probabilistic forecasts with confidence intervals is critical to risk assessment and decision making. Hence, a systematic study of uncertainty quantification (UQ) methods for spatiotemporal forecasting is missing in the community. In this paper, we describe two types of spatiotemporal forecasting problems: regular grid-based and graph-based. Then we analyze UQ methods from both the Bayesian and the frequentist point of view, casting in a unified framework via statistical decision theory. Through extensive experiments on real-world road network traffic, epidemics, and air quality forecasting tasks, we reveal the statistical and computational trade-offs for different UQ methods: Bayesian methods are typically more robust in mean prediction, while confidence levels obtained from frequentist methods provide more extensive coverage over data variations. Computationally, quantile regression type methods are cheaper for a single confidence interval but require re-training for different intervals. Sampling based methods generate samples that can form multiple confidence intervals, albeit at a higher computational cost.
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1 INTRODUCTION

Forecasting the spatiotemporal evolution of time series data is at the core of data science. Spatiotemporal forecasting exploits the spatial correlations to improve the forecasting performance for multivariate time series [10]. Many works have used deep learning for spatiotemporal forecasting, applied to various domains from weather [62, 65] to traffic [20, 34] forecasting. However, the majority of existing works focus on point estimates without generating confidence intervals. The resulting predictions fail to provide credibility for assessing potential risks and assisting decision making, which is critical especially in high-stake domains such as public health and transportation.

It is known that deep neural networks are poor at providing uncertainty and tend to produce overconfident predictions [3]. Therefore, uncertainty quantification (UQ) is receiving growing interests in deep learning [17, 47, 55, 60]. There are roughly two types of UQ methods in deep learning. One leverages frequentist thinking and focuses on robustness. Perturbations are made to the inference procedure in initialization [16, 32], neural network weights [17], and datasets [33, 45]. The other type is Bayesian, which aims to model posterior beliefs of network parameters given the data [24, 28, 43]. A common focal point of both approaches is the generalization ability of the neural networks. In forecasting, we not only wish to explain in-distribution examples, but also generalize to future data with model misspecifications and distribution shifts. Time series data provide the natural laboratory for studying this problem.

Spatiotemporal sequence data pose unique challenges to UQ: (1) Spatiotemporal dependency: accurate forecasts require models that can capture both spatial and temporal dependencies. (2) Evaluation metrics: point estimates often use mean squared error (MSE) as a metric, which only measures the averaged point-wise error for the sequence. For uncertainty, common metrics such as held-out log-likelihood require exact likelihood computation. The number of possibilities grows exponentially with the length of the sequence. (3) Forecasting horizon: the sequential dependency in time series often leads to error propagation for long-term forecasting, so does uncertainty. Unfortunately, most existing deep UQ methods deal with scalar classification/regression problems with a few exceptions. [55] proposes to use concrete dropout for climate down-scaling but not for forecasting. [56] proposes a Bayesian neural network based on variational inference. Still, a systematic study of UQ methods for spatiotemporal forecasting with deep learning is missing in the data science community.
In this paper, we conduct a benchmark study of deep uncertainty quantification for spatiotemporal forecasting. We investigate spatiotemporal forecasting problems on a regular grid as well as on a graph. We compare 2 types of UQ methods: frequentist methods including Bootstrap, Quantile regression, Spline Quantile regression and Mean Interval Score regression; and Bayesian methods including Monte Carlo dropout, and Stochastic Gradient Markov chain Monte Carlo (SG-MCMC). We analyze the properties of both frequentist and Bayesian UQ methods, as well as their practical performances. We further provide a recipe for practitioners when tackling UQ problems in deep spatiotemporal forecasting. We experimented with many real-world forecasting tasks to validate our hypothesis: road network traffic forecasting, epidemic forecasting, and air quality prediction.

Our contributions include:

- We conduct the first systematic benchmark study for deep learning uncertainty quantification (UQ) in the context of multi-step spatiotemporal forecasting.
- We cast frequentist and Bayesian UQ methods under a unified framework and adapt 6 UQ methods for grid-based and graph-based spatiotemporal forecasting problems.
- Our study reveals that posterior sampling excels at mean prediction whereas quantile and mean interval score regression obtain confidence levels that cover data variations better.
- We also notice that the sample complexity of posterior sampling is lower than that of the bootstrapping method, potentially due to posterior contraction [61].

2 RELATED WORK

2.1 Spatiotemporal Forecasting

Spatiotemporal forecasting is challenging due to the higher-order dependencies in space, time, and variables. Classic Bayesian statistical models [10] often require strong modeling assumptions. There is a growing literature on using deep learning due to its flexibility. Depending on the geometry of the space, the existing methods fall into two categories: regular grid-based such as Convolutional LSTM [35, 58, 62–64] and graph-based such as Graph Convolutional LSTM [20, 34, 66]. The high-level idea behind these architectures is to integrate spatial embedding using (Graph) Convolutional neural networks with deep sequence models such as LSTM. However, most existing works in deep learning forecasting only produce point estimation rather than probabilistic forecasts with built-in uncertainty.

2.2 Uncertainty Quantification

Two types of deep UQ methods prevail in data science. Bayesian methods model the posterior beliefs of network parameters given the data. For example, Bayesian neural networks learning (BNN) uses approximate Bayesian inference to improve inference efficiency. Wang et al. [57] proposes natural parameter network using exponential family distributions. Shekhtovtsov and Flach [50] proposes new approximations for categorical transformations. However, these BNNs are focused on classification problems rather than forecasting. [55] use concrete dropout for climate downscaling. [56] proposes a Bayesian deep learning model VI for weather forecasting.

On the other hand, frequentist UQ methods emphasize the robustness against variations in the data. For instance, [19, 46] propose prediction intervals as the forecasting objective. [2] proposed a UQ method with bootstrapping using the influence function. This paper extends previous works and studies the efficacy and efficiency of various methods for UQ in spatiotemporal forecasts. We defer the detailed discussion of these methods to Section 4.3. To the best of our knowledge, there does not exist a systematic benchmark study of these UQ methods for deep spatiotemporal forecasting.

3 DEEP SPATIOTEMPORAL FORECASTING

3.1 Problem Definition

Given multivariate time series $X = (X_1, \cdots, X_t)$ of $t$ time step, where $X_t \in \mathbb{R}^{P \times D}$ indicating $D$ features from $P$ locations. We also have a spatial correlation matrix $A \in \mathbb{R}^{P \times P}$ indicating the spatial proximity. Deep spatiotemporal forecasting approximates a function $f$ with deep neural networks such that:

$$f : (X; A) \rightarrow (X_{t+1}, \cdots, X_{t+H}; A)$$

where $H$ is the forecasting horizon.

Spatiotemporal forecasting exploits spatial correlations to improve the prediction performance. A popular idea behind existing deep learning models is to integrate a spatial embedding of $X_t$ into a deep sequence model such as an RNN or LSTM. Mathematically speaking, that means to replace the matrix multiplication operator in an RNN with a convolution or graph convolution operator.

For grid-based data we can use convolution, which is the key idea behind ConvLSTM [62]. As the locations are distributed as a grid, we reshape $X_t$ into a tensor of shape $W \times H \times D$ with $W \times H = P$ representing the width and the height of the grid. A convolutional RNN model becomes:

$$h_{t+1} = \sigma(W^h \cdot h_t + W^x \cdot X_t) \longrightarrow h_{t+1} = \sigma(W^h \cdot h_t + W^x \cdot X_t)$$

where $h_t$ are the hidden states of the RNN and $*$ is the convolution $(W \ast X)(i, n) = \sum_j W[i, j]X_t[m - i, n - j]$.

For graph-based data we use graph convolution, leading to graph convolutional RNN, similar to the design of DCRNN [34]:

$$h_{t+1} = \sigma(W \ast_g h_t + W \ast_g X_t)$$

Where $*_g$ stands for graph convolution. There are many variations for graph convolution or graph embedding. One example is

$$W \ast_g X_t = W \cdot (D^{-1}A) \cdot X_t$$

Here $D \in \mathbb{R}^{P \times P}$ contains the diagonal element of $A$. One can also replace the random walk matrix $D^{-1}A$ with the normalized Laplacian matrix $I - D^{1/2}(D - A)D^{1/2}$ as in [29].

These deep learning models are developed only for point estimation. We will use them as base models to design and compare various deep UQ methods for probabilistic forecasts.

3.2 Evaluation Metrics

For point estimation, mean squared error (MSE) or mean absolute error (MAE) are well-established metrics. But for probabilistic forecasts, MSE is insufficient as it cannot characterize the quality of the prediction confidence. While held-out likelihood is the gold standard in the existing UQ literature, it is difficult to use for deep learning as they often do not generate explicit likelihood outputs.
We define Mean Interval Score (MIS) as a scoring function for interval forecasts. It is also known as Winkler loss [4]. It rewards narrower confidence or credible intervals and encourages intervals that include the observations (coverage). From a computational perspective, MIS only requires three quantiles while CRPS requires integration over all quantiles. From a statistical perspective, MIS does not constrain the model to be parametric, nor does it require explicit likelihood functions. It is therefore better suited for comparison across a wide range of methods.

We formally define MIS for estimated upper and lower confidence bounds. For a one-dimensional random variable $Z \sim \mathbb{P}_Z$, if the estimated upper and lower confidence bounds are $u$ and $l$, where $u$ and $l$ are the $(1-\rho)$ and $\rho$ quantiles for the $(1-\rho)$ confidence interval, MIS is defined using samples $z_i \sim \mathbb{P}_Z$:

\[
MIS_N(u, l, \rho) = \frac{1}{N} \sum_{i=1}^{N} \left( u - l \right) + \frac{2}{\rho} (z_i - u) \mathbb{1} \{ z_i > u \} + \frac{2}{1-\rho} (l - z_i) \mathbb{1} \{ z_i < l \}.
\]

In the large sample limit, MIS converges to the following expectation:

\[
MIS_{\infty}(u, l, \rho) = (u - l) + \frac{2}{\rho} (\mathbb{E} \{ Z - u | Z > u \} + \mathbb{E} \{ l - Z | Z < l \}) + \frac{2}{1-\rho} (z_i - u) \mathbb{1} \{ z_i > u \} + \frac{2}{1-\rho} (l - z_i) \mathbb{1} \{ z_i < l \}.
\]

We prove the following two novel propositions about the consistency of MIS as a scoring function, which demonstrates that minimizing MIS will lead to unbiased estimates for the confidence intervals. The first proposition is concerned with the consistency of MIS in the large sample limit and the second studies the finite sample consistency of it. Proofs for both propositions are deferred to Appendix A.

**Proposition 1.** Assume that the distribution $\mathbb{P}_Z$ of $Z$ has a probability density function. Then for $(u^*, l^*) = \arg\min_{u > l} MIS_{\infty}(u, l, \rho)$, $[l^*, u^*]$ is the $(1-\rho)$ confidence level.

**Proposition 2.** For $(u^*, l^*) = \arg\min_{u > l} MIS_{\infty}(u, l, \rho)$, $[l^*, u^*]$ is the $(1-\rho)$ quantile of the empirical distribution formed by the samples $\{z_1, \cdots, z_N\}$.

Note from Proposition 2 that the optimal interval for MIS contains $\rho$ portion of the data points, because of the balance it strikes between rewarding narrower intervals and the penalty towards excluding observations. Next, we describe a unified framework based on statistical decision theory to better understand uncertainty quantification.

**4 UNCERTAINTY QUANTIFICATION IN SPATIOTEMPORAL FORECASTS**

We cast uncertainty quantification from frequentist and Bayesian perspectives into a single framework. Then we describe both the Bayesian and frequentist techniques to enable deep spatiotemporal forecasting models to generate probabilistic forecasts.

**4.1 A Unified Framework**

We start from a statistical decision theory point of view to examine uncertainty quantification. Assume that each datum $X$ and its label $Y$ are generated from a mechanism specified by a probability distribution with parameter $\theta$: $p(Y|X; \theta)$. We further assume that the parameter $\theta$ is distributed according to $p(\theta)$. The goal of a probabilistic inference procedure is to minimize the statistical risk, which is an expectation of the loss function over the distribution of the data as well as $p(\theta)$, the distribution of the class of models considered. Concretely, consider an estimator $\hat{\theta}$ of $\theta$, which is a measurable function of the dataset $\{X\} = \{X_0, \cdots, X_N\}$. We wish to minimize its risk:

\[
\text{Risk}(\hat{\theta}, \theta) = \mathbb{E} \left[ \| f(\hat{\theta}) - f(\theta) \|^2 \right] = \mathbb{E}_\theta \left[ \mathbb{E} \left[ \| f(\hat{\theta}) - f(\theta) \|^2 | \theta \right] \right] = \mathbb{E} \mathbb{E}_\theta [\| f(\hat{\theta}) - f(\theta) \|^2 (X) ] \tag{5}\]

where in this paper, function $f$ is taken to be the prediction of the deep learning model given its parameters.

When we design an inferential procedure, we can use equation 5 or equation 6. If we take the procedure of equation 5 and be a frequentist, we first seek the estimator $\hat{\theta}$ to minimize $\mathbb{E} \left[ \| f(\hat{\theta}) - f(\theta) \|^2 \right]$. In practice, we minimize the empirical risk over the training dataset $\{X\}$, $\sum_{i \in \{0, \cdots, N\}} (f(X_i; \hat{\theta}) - Y_i)^2$, instead of the original expectation that is agnostic to the algorithms.

If we take the procedure of equation 6 and be Bayesian, we first take the expectation over the distribution of the parameter space $\theta$, conditioning on the training dataset $\{X\}$. We can find that minimizing $\mathbb{E}_\theta \left[ \| f(\hat{\theta}) - f(\theta) \|^2 (X) \right]$ is equivalent to taking $f(\hat{\theta})$ to be $\mathbb{E}_\theta [ f(\theta) ]$. For a proper prior distribution over $\theta$, this boils down to the posterior mean of $f(\theta)$. In this work, we also take function $f$ to be the output of the model.

To quantify uncertainty of the respective approaches, it is important to capture variations in $\theta$ that determine the distribution of the data. There are two sources of in-distribution uncertainties corresponding to different modes of variations in $\theta$: effective dimension of the estimator $\hat{\theta}$ being smaller than that of the true $\theta$, often times addressed to as the bias correction problem; and the variance of the estimator $\hat{\theta}$, often approached via parameter calibration. On top of that, we are also faced with distribution shift that poses additional challenges.

Frequentist methods aim to directly capture variations in $\theta$ that determine the distribution of the data. For example, quantile regression explores the space of predictions within the model class by ensuring proper coverage of the data set. Bootstrap method resamples the data set to target both the bias correction and parameter calibration problems, albeit possessing a potentially high resampling variance. Bayesian methods often leverage prior knowledge about the distribution of $\theta$ and use MCMC sampling to integrate different models to capture both variations in the parameter space.

In practice, it is important to understand the sample complexity (e.g., number of resampling runs in bootstrap or number of MCMC samples) of all methods and how it scales with the model and data complexity. For deep learning models, it is also crucial to capture the trade-off between the variance incurred by the algorithms and
their computation complexity. To understand the performance of the uncertainty quantification methods, we apply the statistically consistent metric MIS to measure how well the confidence intervals computed from either frequentist or Bayesian methods capture the uncertainty of the predictions given the data. In what follows, we introduce the computation methods for uncertainty quantification.

4.2 Frequentist UQ Methods

We start by describing the frequentist methods. The general idea behind them is to directly capture variations in the dataset, either by resampling the data or by learning an interval bound to encompass the dataset.

**Bootstrap.** The (generalized) bootstrap method [15] randomly generates in each round a weight vector over the index set of the data. The data are then resampled according to the weight vector. With every resampled dataset, we retrain our model and generate predictions. Using the predictions from different retrained models, we infer the variations of the quantile loss have also been explored by Kivaranovic et al. [30], Pearce et al. [46], Tagasovska and Lopez-Paz [52].

**MIS Regression** For a fixed confidence level $\rho$, we can directly minimize MIS to obtain estimates of the confidence intervals. Specifically, we use MIS as a loss function for deep neural networks, we use a multi-headed model to jointly output the upper bound $u(x)$, lower bound $l(x)$, and the prediction $f(x)$ for a given input $x$, and minimize the neural network parameter $\theta$:

$$L_{\text{MIS}}(y, u(x), l(x), f(x); \theta, \rho) = \min_{\theta} \left\{E_{(x,y) \sim D} \left( (u(x) - l(x)) + \frac{\rho}{2} (y - u(x)) I(y > u(x)) + \frac{1}{\rho} (l(x) - y) I(y < l(x)) + |y - f(x)| \right) \right\}$$  \hspace{1cm} (7)

Here $I(\cdot)$ is an indicator function, which can be implemented using the identity operator over the larger element in Pytorch.

**Quantile Regression** We can use the one-sided quantile loss function [31] to generate predictions for a fixed confidence level $\rho$. Given an input $x$, and the output $f(x)$ of a neural network, parameterized by $\theta$, quantile loss is defined as follows:

$$L_{\text{Quantile}}(y, f(x); \theta, \rho) = \min_{\theta} \left\{E_{(x,y) \sim D} \left( (y - f(x))(\rho - I(y < f(x))) \right) \right\}$$  \hspace{1cm} (8)

Quantile regression behaves similarly as the MIS regression method. Both methods generate one confidence interval per time. Similar ideas of directly optimizing the prediction interval using different variations of quantile loss have also been explored by Kivaranovic et al. [30], Pearce et al. [46], Tagasovska and Lopez-Paz [52].

One caveat of these methods is that different predicted quantiles can cross each other due to variations given finite data. This will lead to a strange phenomenon when the size of the data set and the model capacity is limited: the higher confidence interval does not contain the interval of lower confidence level or even the point estimate. One remedy for this issue is to add variations in both the data and the parameters to increase the effective data size and model capacity. In particular, during training, we can use different subsets of data and repeat the random initialization from a prior distribution to form an ensemble of models. In this way, our modified MIS and quantile regression methods have integrated across different models to quantify the prediction uncertainty and have taken advantage of the Bayesian philosophy.

Another solution to alleviate the quantile crossing issue is to minimize CRPS by assuming the quantile function to be a piece-wise linear spline with monotonicity [19], a method we call Spline Quantile regression (SQ). In the experiment, we also included this method for comparison.

4.3 Bayesian UQ Methods

We describe the Bayesian approaches to UQ. These methods impose a prior distribution over the class of models and average across them, either via MCMC sampling or variational approximations.

**Stochastic Gradient MCMC (SG-MCMC)** To estimate expectations or quantiles according to the posterior distribution over the parameter space, we use SG-MCMC [38, 59]. We find in practice that the stochastic gradient thermostat method (SGNHT) [12, 49] is particularly useful in controlling the stochastic gradient noise. This is consistent with the observation in [24] where stochastic gradient thermostat method is applied to an i.i.d. image classification task.

To generate samples of parameter values $\theta$ (with a slight abuse of notation) according to SGNHT, we first denote the loss function (or the negative log-likelihood) over a minibatch of data as $\mathcal{L}(\theta)$. We then introduce hyper-parameters including the diffusion coefficients $A$ and the learning rate $h$ and make use of auxiliary variables $p \in \mathbb{R}^d$ and $\xi \in \mathbb{R}$ in the algorithm. We randomly initialize $\theta$, $p$, and $\xi$ and update according to the following update rule.

$$\begin{align*}
\theta_{k+1} &= \theta_k + p_k h \\
p_{k+1} &= p_{k} - \nabla \mathcal{L}(\theta_k) h - \xi_k p_k h + N(0, 2Ah) \\
\xi_{k+1} &= \xi_k + \left( \frac{p_k^2 p_k}{\mathcal{A}} - 1 \right) h.
\end{align*}$$  \hspace{1cm} (9)

Upon convergence of the above algorithm at $K$-th step, $\theta_K$ follows the distribution of the posterior. We run parallel chains to generate different samples according to the posterior and quantify the prediction uncertainty.

**Approximate Bayesian Inference** SG-MCMC can be computationally expensive. There are also approximate Bayesian inference methods introduced to accelerate the inference procedures [14, 40]. In particular, the Monte Carlo (MC) drop-out method sets some of the network weights to zero according to a prior distribution [18]. This method serves as a simple alternative to variational Bayes methods which approximate the posterior [7, 22, 37, 47, 48]. We use the popular MC dropout [18] method in the experiments.

4.4 A Recipe for UQ in Practice

The above-mentioned UQ methods have different properties. Table 1 shows an overall comparison of different UQ methods for deep spatiotemporal forecasting. The relative computation budget is displayed in the “Computation” row. The numbers represent the numbers of parallel cores required to finish computation within the same amount of time.

It is worth noting that when comparing computational budgets, we assume only one level of confidence (usually 95%) is estimated. If $n$ confidence levels are required, then the computation complexity of quantile regression and MIS regression multiplies by $n$, whereas
We benchmark the performance of both frequentist and Bayesian methods for forecasting. Double check marks represent robustly highest performance in experiments.

- **Large data, sufficient computation**: We recommend SG-MCMC and bootstrap as both methods generate accurate predictions with high-quality uncertainty quantification, which means the corresponding MIS is small, and have asymptotic consistency.

- **Large data, limited computation**: We recommend MIS and quantile regression. Both of them prevail in providing accurate results with high-quality uncertainty quantification.

- **Small data**: Bayesian learning with SG-MCMC can have an advantage here. By choosing a proper prior, SG-MCMC can lead to better generalization. Frequentist methods are often inferior with very limited samples, especially for mean prediction, see experiments for more details.

- **Asymptotic consistency**: Both bootstrap and SG-MCMC methods are asymptotically consistent, making them the default choice when the computational budget and the dataset are sufficient. When the computational budget is restrictive, the comparison is about sample complexity: the number of bootstrap resampling versus the number of MCMC chains determines which method needs more parallel computing resources. We found in our experiments that the sample complexity of bootstrap is consistently higher than that of posterior sampling.

## 5 EXPERIMENTS

We benchmark the performance of both frequentist and Bayesian UQ methods on many spatiotemporal forecasting applications, including air quality PM2.5, road network traffic, and COVID-19 incident deaths. Air quality PM2.5 is on a regular grid, while traffic and COVID-19 are on graphs.

### 5.1 Datasets

**Air Quality PM2.5**: The air quality PM2.5 dataset contains hourly weather and air quality data in Beijing provided by the KDD competition of 2018. The weather data is at the grid level (21 × 31), which contains temperature, pressure, humidity, wind direction, and wind speed, forming a 21 × 31 × 5 tensor at each timestamp. The air quality data is from 35 stations in Beijing. The air quality index we considered is PM2.5 measured in micrograms per cubic meter of air (µg/m³). According to the air quality index provided by the U.S. Environmental Protection Agency [34], the air quality is unhealthy from 101 to 300, and hazardous from 301 to 500. We follow the setting in [36] to map PM2.5 to grid-based data using the weighted average over stations.

1https://www.biendata.xyz/competition/kdd_2018/

\[
PM2.5_k = \frac{1}{\sum l \frac{1}{d_i^c + \epsilon}} PM2.5_l
\]

Here \(d_{i,cell}\) is the distance between station i and the grid cell k. \(\epsilon\) is introduced to prevent divide-by-zero error.

**METR-LA Road Network Traffic**: The METR-LA [26] dataset contains 4 months vehicle speed information from loop detector sensors in Los Angeles County highway system. The maximum speed limit on most California highways is 65 miles per hour. The task is to forecast the traffic speed for 207 sensors simultaneously. We build the spatial correlation matrix \(A\) using road network distances between sensors \(v_i\) and \(v_j\) and a Gaussian kernel:

\[
A_{ij} = \exp\left(-\frac{d(v_i, v_j)}{\sigma^2}\right)
\]

**COVID-19 Incident Death**: The COVID-19 dataset contains reported deaths from Johns Hopkins University [13] and the death predictions from a mechanistic, stochastic, and spatial metapopulation epidemic model called Global Epidemic and Mobility Model (GLEAM) [5, 6, 9, 11, 53, 69]. Both data are recorded for the 50 US states during the period from May 24th to Sep 12th, 2020. We use the residual between the reported death and the corresponding GLEAM predictions to train the model (http://covid19.gleamproject.org/).

We construct the spatial correlation matrix \(A\) using air traffic between different states. Each element in the matrix is the average number of passengers traveling between two states daily. The air traffic data were obtained from the Official Aviation Guide (OAG) and the International Air Transportation Association (IATA) databases (updated in 2021) [25, 44]. See Appendix B.2 for details.

### 5.2 Experiment Setup

For all experiments, we start with a deep learning point estimate model (Point) based on Sec. 3.1. We use as deep learning models ConvLSTM [62] for grid-based data and DCRNN [34] for graph-based data. Then we modify and adapt the deep learning models to incorporate 6 different UQ methods as in Sec. 4.

For the ConvLSTM model [62], we follow the best setting reported in [36] with 3 × 3 filter, 256 hidden states, and 2 layers. We applied early stopping, autoregressive learning, and gradient clipping [67] to improve the generalization. As PM2.5 is closely related to weather, we use a combined loss

\[
\mathcal{L} = \text{MAE}(\text{weather}) \times 0.2 + \text{MAE}(\text{PM2.5})
\]

For the DCRNN model, we use the exact setting in [34] for the traffic dataset and use calibrated network distance to construct the graph. We applied early stopping, curriculum learning, and gradient clipping [67] to improve the generalization. For the COVID-19 dataset, we chose to forecast the residual rather than directly predicting the death number because the latter has lower accuracy due to limited samples, see Sec. 6.2 for quantitative comparisons.

We report the mean absolute error (MAE) as a point estimate metric. For UQ metric, we use MIS suggested in Sec 3.2 for 95% confidence intervals. As MIS combines both the interval and coverage, we also report the interval score, which is the average difference between the upper and lower bounds.
### Table 2: Performance comparison of 6 different UQ methods applied to grid-based air quality PM2.5, graph-based traffic and COVID-19 incident death forecasting. (F) indicates frequentist methods and (B) standards for Bayesian methods. We compare these methods using the mean absolute error (MAE), the mean interval score (MIS), and the width of the confidence bounds.

| Horizon H | Metric | Point Bootstrap (F) | Quantile (F) | SQ (F) | MIS(F) | MC Dropout (B) | SG-MCMC (B) |
|-----------|--------|---------------------|-------------|--------|-------|--------------|------------|
| first 12 hrs | MAE | 22.93 | 22.27 | 24.89 | 23.35 | 24.41 | 22.11 | **21.83** |
| Interval width | — | 469.36 | 157.53 | 188.30 | **147.68** | 736.50 | 223.63 |
| first 24 hrs | MAE | 25.17 | 23.37 | 26.25 | 24.67 | 25.93 | 24.42 | **23.10** |
| Interval width | — | 515.51 | 171.12 | 217.34 | **156.02** | 828.42 | 279.21 |
| total 48 hrs | MAE | 26.77 | 25.69 | 27.82 | 26.47 | 30.20 | 26.03 | **24.73** |
| Interval width | — | 531.19 | 189.35 | 253.15 | **179.96** | 881.05 | 315.34 |
| METR-LA Traffic | 15 min | MAE | 2.38 | 2.63 | 2.43 | 2.67 | 2.63 | 2.47 | **2.32** |
| | MIS | — | 39.76 | 18.32 | 29.04 | **18.26** | 27.61 | 32.21 |
| | Interval width | — | 7.86 | 115.25 | 82.45 | 137.34 | **8.47** | 57.44 |
| | 30 min | MAE | 2.73 | 3.19 | 2.79 | 3.10 | 3.08 | 2.94 | **2.54** |
| | MIS | — | 38.48 | 21.54 | 49.03 | **21.09** | 33.38 | 31.87 |
| | Interval width | — | 8.92 | 121.51 | 84.39 | 141.74 | **8.46** | 56.22 |
| | 1 hour | MAE | 3.14 | 3.99 | 3.19 | 3.75 | 3.65 | 3.70 | **3.00** |
| | MIS | — | 38.58 | 25.74 | 60.56 | 24.33 | 43.11 | 30.35 |
| | Interval width | — | 11.65 | 145.0 | 8.38 | 15.55 | 14.46 | 18.79 |
| COVID-19 Incident Death | 1W | MAE | 34.32 | 32.57 | 36.63 | 34.42 | 39.03 | 34.27 | **29.72** |
| | MIS | — | 856.87 | 413.37 | 1049.69 | 427.53 | 790.24 | 563.77 |
| | Interval width | — | 32.48 | 190.98 | 23.73 | 227.19 | **27.61** | 43.11 |
| | 2W | MAE | 33.72 | 32.38 | 36.81 | 34.03 | 36.35 | 33.64 | **27.65** |
| | MIS | — | 762.55 | 363.14 | 1010.97 | 379.27 | 868.43 | 599.14 |
| | Interval width | — | 36.25 | 219.06 | 24.46 | 260.24 | **55.93** | 45.45 |
| | 3W | MAE | 41.37 | 40.33 | 44.29 | 41.24 | 43.15 | 41.26 | **34.62** |
| | MIS | — | 1028.43 | 411.05 | 1292.98 | **402.46** | 905.66 | 821.71 |
| | Interval width | — | 39.95 | 242.47 | 24.16 | 291.96 | **62.39** | 46.16 |
| | 4W | MAE | 42.37 | 41.71 | 46.20 | 41.79 | 44.45 | 42.28 | **40.66** |
| | MIS | — | 1035.26 | 455.27 | 1303.92 | **428.82** | 891.45 | 852.26 |
| | Interval width | — | 43.61 | 262.09 | 23.85 | 316.13 | **67.52** | 47.58 |

5.3 Implementation Details

We adapt ConvLSTM and DCRNN to implement various UQ methods with the following parameter settings.

**Bootstrap** We randomly dropped 50% of training data while keeping the original validation and testing data. We obtain 25 samples for constructing mean prediction and confidence intervals.

**Quantile regression** We apply the pinball loss function [31] with the corresponding quantile (0.025, 0.5, 0.975). The model and learning rate setup is the same as point estimation.

**SQ regression** We use the linear spline quantile function to approximate a quantile function and use the CRPS as the loss function. For every prediction, there are 11 trained parameters to construct the quantile function. The 1st parameter is the intercept term. The next 5 can be transformed to the slopes of 5 line segments. The last 5 can be transformed to a vector of the 5 knots’ positions. The model and learning rate setup are the same as point estimation.

**MIS regression** We combine MAE with MIS (equation 7) and directly minimize this loss function. The model and learning rate setup is the same as [34].

**MC Dropout** We implement the algorithm provided by [70] and simplify the model by only considering the model uncertainty. We apply random dropout through the testing process with 5% drop rate and iterate 50 times to achieve a stable prediction. The result for comparison averages the performance of 10 trials.

**SG-MCMC** We set the learning rate of SG-MCMC $h = 5e^{-4}$, as defined in Eqn. 9, and we selected a Gaussian prior $\theta \sim N(0, 4)$ with random initialization as $\theta_0 \sim N(0, 0.2)$. We selected different priors and initialization parameters around the choices above. The performances are fairly stable for different choices as long as the model would not diverge (e.g., random initialization variance too large). We note here a symmetric Gamma prior could also work in this case with $\theta \sim \Gamma(0.1, 1)$. We apply early stopping at epoch 50, and it helps to improve the generalization on testing set. Our result is averaged from 25 posterior samples.

We use V100 GPUs to perform all the experiments. In addition to the MAE and MIS scores discussed in section 3.2, we also include the widths of the confidence bounds to demonstrate the coverage.

5.4 Forecasting Performances

Table 2 compares the forecasting performances for 6 UQ methods across three different applications: (1) PM 2.5 forecasting for next 12 - 48 hours on the hourly recorded weather and air quality dataset, (2) 15 min - 1 hour ahead traffic speed forecasting on METR-LA and (3) four weeks ahead mortality forecasting on COVID-19. Performances for air quality are aggregated for the entire sequence of training data while lead to better prediction accuracy in MAE, even outperforming the
point estimation models. On the other hand, frequentist methods generally outperform Bayesian methods for the inference of 95\% confidence intervals in MIS.

In specific, directly minimizing MIS score function achieves the best performance in MIS, which is expected. Quantile regression has a similar performance to the MIS-regression, but under-performs in both MAE and MIS. SQ enjoys good prediction accuracy, but has a larger MIS score compared to MIS-regression. MC dropout has relatively good MAE, but the MIS scores are often the highest among all UQ methods.

We note that bootstrap still under-performs most methods due to the limited amount of samples we have. SQ regression helps avoid the confidence interval crossing issue. However, it suffers from a large MIS due to the small number of knots for linear spline quantile function construction. For MC dropout, its prediction accuracy is relatively robust but its MIS is unsatisfactory.

5.5 Forecasts Visualization

We visualize the forecasts of Quantile regression (F) and SG-MCMC (B) for three different tasks in Figure 1, 2, 3. Black solid lines indicate the ground truth. Green lines are the quantile regression predictions and orange lines are the forecasts from SG-MCMC. The shades represent the estimated 95\% confidence intervals. In general, we can see that Bayesian method SG-MCMC generates mean predictions much closer to the ground truth but often comes with narrower credible intervals. For example, in PM 2.5 prediction, the confidence intervals of SG-MCMC fail to cover the ground truth for both 24 and 48 hours prediction on 03/06 to 03/08.

On the other hand, frequentist method quantile regression typically captures the true values with wider confidence interval bounds. This corresponds to its low MIS score reported in Table 2. Among all the tasks, the confidence interval bounds of quantile regression generally capture ground truth with 95\% probability. For COVID-19 forecasting, quantile regression suffers from limited amount of samples, occasionally resulting in poor performances in states including Texas (US-TX) and New Jersey (US-NJ).

6 ABLATION STUDY

6.1 Sample Complexity: Bootstrap and SG-MCMC

Both bootstrap and SG-MCMC provide asymptotic consistency. Yet the sample complexities are often large for complex datasets. It is clear from Figure 4 that the MIS score decreases as more Monte Carlo samples are drawn for both the bootstrap method and SG-MCMC posterior sampling method, indicating that sample variance is a major contribution to the inaccuracies. More importantly, we observe that the MIS score decreases faster with SG-MCMC than with bootstrap, signaling a smaller sample complexity for SG-MCMC.

Figure 4: MIS of Bootstrap and SG-MCMC with increasing number of samples for COVID forecasting.

6.2 COVID-19 models: mechanistic, deep learning and hybrid

For COVID-19 mortality forecasting, we have limited amount of data, which is insufficient to train a deep model. Instead, we train our model on the residual between the reported death and the corresponding GLEAM predictions, leading to a hybrid method called DeepGLEAM. Essentially, DeepGLEAM is learning the correction...
term in the mechanistic GLEAM model. An alternative approach is to directly train our model on the raw incident death counts, which we refer as Deep.

Table 3 shows the RMSE comparison among these models for four weeks ahead forecasting. We can see that DeepGLEAM outperform the mechanics GLEAM model while the Deep model is much worse w.r.t point estimates. In fact, there is a 6.6% improvement for DeepGLEAM and 17% improvement for DeepGLEM on average from GLEAM.

| Horizon H | DeepGLEAM | Deep | GLEAM |
|-----------|-----------|------|-------|
| 1W        | 66.03     | 239.94 | 73.59 |
| 2W        | 57.67     | 213.31 | 65.46 |
| 3W        | 70.12     | 189.49 | 73.75 |
| 4W        | 70.75     | 161.88 | 70.16 |

Table 3: RMSE comparison of different approaches for COVID-19 mortality forecasting

In Figure 5, we visualize the predictions from these three different methods: Deep, GLEAM, and DeepGLEAM models in California. The input data (for training or validation) are from weeks before 34, and we start the prediction from week 34, labeled by the vertical dash line. It can be observed that the Deep model fails to predict the dynamics of COVID-19 evolution. One reason for this phenomenon is the distribution shifts in the epidemiology dynamics. With limited data, deep neural networks do not have enough information to guide their predictions. On the other hand, GLEAM and DeepGLEAM leverage mechanistic knowledge about disease transmission dynamics as inductive bias to infer the underlying dynamics change.

6.3 Anatomy of the performance: Coverage versus accuracy

We conclude from Table 2 that in all the experiments we perform, better performance in MIS is related to not only higher accuracy but also larger confidence bounds. This phenomenon indicates that the deep learning models we consider in this paper generally tend to be overconfident and benefit greatly from better capturing of all sources of variations in the data.

7 CONCLUSION

We conduct benchmark studies on uncertainty quantification in deep spatiotemporal forecasting from both Bayesian and frequentist perspectives. Through experiments on air quality, traffic and epidemics datasets, we conclude that, with a limited amount of computation, Bayesian methods are typically more robust in mean predictions, while frequentist methods are more effective in covering variations in the data. It is of interest to understand how to best combine Bayesian credible intervals with frequentist confidence intervals to excel in both mean predictions and confidence bounds. Another future direction worth exploring is how to explicitly make use of the spatiotemporal structure of the data in the inference procedures. Current methods we analyze treats minibatches of data as i.i.d. samples. For longer time series with a graph structure, it would be interesting to leverage the spatiotemporal nature of the data to construe efficient inference algorithms [1, 2, 39]. One limitation of current method is that the confidence interval does not reflect the prediction accuracy. We hypothesize this is due to the limited samples and complexity of the dynamics.
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A THEORETICAL ANALYSIS

Proof of Proposition 1. Since the distribution \( P_Z \) of \( Z \) has probability density \( p_Z \),

\[
MIS_\infty(u, l, \rho) = (u - l) + \frac{2}{\rho} \left( \int_{u}^{\infty} (z - u) p_Z(z) \, dz + \int_{\infty}^{l} (l - z) p_Z(z) \, dz \right)
\]

We demonstrate in the following that the minimum of \( MIS_\infty(u, l, \rho) \) is achieved when \( u \) and \( l \) define the \((1 - \rho)\) confidence level.

For simplicity of exposition, we let \( p_Z \) be symmetric around 0 and let \( l = -u \). Then

\[
MIS_\infty(u; \rho) = 2u + \frac{4}{\rho} \left( \int_{u}^{\infty} (z - u) p_Z(z) \, dz \right)
\]

Setting

\[
0 = \frac{d}{du} MIS_\infty(u; \rho) = 2 - \frac{4}{\rho} \left( \int_{u}^{\infty} p_Z(z) \, dz \right)
\]

we reach the conclusion that the upper bound \( u^* \) that achieves the minimum \( MIS \) satisfies:

\[
\int_{u^*}^{\infty} p_Z(z) \, dz = \frac{\rho}{2}
\]

Therefore, \([u^*, l^*]\) defines the \((1 - \rho)\) confidence level. \(\Box\)

Proof of Proposition 2. We think about minimizing the MIS score over lower and upper bounds \( l \) and \( u \), given samples \( z_1, \ldots, z_N \) from the posterior distribution:

\[
(u, l) = \arg\min_{u \geq l, u, l \in \mathbb{R}} MIS_N(u, l)
\]

\[
= \arg\min_{u \geq l, u, l \in \mathbb{R}} \left\{ (u - l) + \frac{2}{\rho N} \sum_{i=1}^{N} (z_i - u) I \{ z_i > u \} + (l - z_i) I \{ z_i < l \} \right\}
\]

We prove in the following that the minimum of MIS score is achieved when we sort \( \{z_1, \ldots, z_N\} \) in an increasing order and take \( l = z_{(p \cdot N/2)} \) and \( u = z_{N - (1 - p \cdot N/2)} \), which define the quantile of the empirical distribution formed by the samples \( \{z_1, \ldots, z_N\} \).

We first note that \( MIS_N(u, l) \) is a continuous function with respect to \( u \) and \( l \). Since \( MIS_N(u, l) \) is piece-wise linear, we simply need to check that

\[
MIS_N(z_1^+, l) = (z_1 - l) + \frac{2}{\rho N} \sum_{i=1}^{N} ((z_i - u) I \{ z_i > u \} + (l - z_i) I \{ z_i < l \})
\]

\[
= MIS_N(z_1^+, l).
\]

The result holds similarly for \( l \).

In what follows we prove that \( MIS_N(u, l) \) is decreasing in \( l \) whenever \( l \leq z_{(p \cdot N/2)} \). Whenever \( l \geq z_{(1 - p \cdot N/2)} \), \( MIS_N(u, l) \) is increasing in \( l \). We can use similar reasoning to prove that the minimum is achieved when \( u = z_{N - (1 - p \cdot N/2)} \).

Consider derivative of \( MIS_N(u, l) \) over \( l \)

\[
\frac{\partial MIS_N(u, l)}{\partial l} = -1 + \frac{2}{\rho \cdot N} \sum_{i=1}^{N} \frac{\partial ((l - z_i) I \{ z_i < l \})}{\partial l}
\]

Since

\[
(l - z_i) I \{ z_i < l \} = \begin{cases} l - z_i & \text{if } z_i < l \\ 0 & \text{if } z_i \geq l \end{cases}
\]

\[
\frac{\partial ((l - z_i) I \{ z_i < l \})}{\partial l} = \begin{cases} 1 & \text{if } z_i < l \\ 0 & \text{if } z_i \geq l \end{cases}
\]

\[
\frac{\partial ((l - z_i) I \{ z_i < l \})}{\partial l} \geq 1, \quad \forall l \leq z_{(p \cdot N/2)}.
\]

When \( l \leq z_{(p \cdot N/2)} \), \( \frac{\partial ((l - z_i) I \{ z_i < l \})}{\partial l} \leq 1 \). Hence \( MIS_N(u, l) \) is decreasing in \( l \) whenever \( l \leq z_{(p \cdot N/2)} \). Whenever \( l \geq z_{(1 - p \cdot N/2)} \),

\[
\frac{\partial ((l - z_i) I \{ z_i < l \})}{\partial l} \geq 1,
\]

making \( MIS_N(u, l) \) increasing in \( l \). Therefore, \( l = z_{(p \cdot N/2)} \) is the minimum of \( MIS_N(u, l) \).

The above two facts complete the proof and conclude that

\[
\arg\min_{u \geq l, u, l \in \mathbb{R}} MIS_N(u, l) = (z_{(N - (1 - p \cdot N/2))}, z_{(p \cdot N/2)}), \quad \Box
\]

which define the quantile of the empirical distribution formed by the samples \( \{z_1, \ldots, z_N\} \).

B EXPERIMENT DETAILS

B.1 Point Estimation Model Implementation

For the ConvLSTM experiment on air quality dataset, we concatenate the interpolated PM2.5 at grid level with the weather data and use 24-hour sequence as input to forecast PM2.5 in the next 48 hours. The training data is from January 2nd 2017 to January 31st 2018. We split it into 72-hour sequences. For every sequence, the data is normalized for each channel (temperature, pressure, humidity, wind direction, wind speed, PM2.5). We use one month data from February 1st to February 28th in 2018 for validation and the following month data from March 1st to March 26th for testing, using the first 26 and 24 24-hour records respectively as the input to make the next 48 hour’s PM2.5 forecast.

For the DCRNN model used in traffic dataset, we use two hidden layers of RNN with 64 units. The filter type is a standard random walk and the diffusion step is 2. The learning rate of DCRNN is fixed at 1e-2 with Adam optimizer. We perform early stopping at 50 epochs.

For the COVID-19 dataset, We use an encoder-decoder sequence to sequence learning framework in the DCRNN structure. The encoder reads as input a 7 \times 50 \times 4 tensor that comprises the daily residuals between the observed death number and the GLEAM forecasts for the 50 US states over 4 different prediction horizon. It encodes the information in 7 hidden layers. The decoder produces forecasts of the weekly residuals between the true death number and the GLEAM forecasts for each state for the following 4 weeks. We perform autoregressive weekly death predictions (from one week ahead to four weeks ahead). The DCRNN model only has one hidden layer of RNN with 8 units to overcome the overfitting problem. The filter type is Laplacian and the diffusion step is 1. The base learning rate of DCRNN is 1e-2 and decay to 1e-3 at epoch 13 with Adam optimizer. We have a strict early stopping policy to deal with the overfitting problem. The training stops as the validation error does not improve for three epochs after epoch 13.

B.2 Global Epidemic and Mobility Model.

The Global Epidemic and Mobility model (GLEAM) is a stochastic, spatial, age-structured epidemic model based on a metapopulation approach which divides the world into over 3,200 geographic subpopulations constructed using a Voronoi tessellation of the Earth’s surface. Subpopulations are centered around major transportation hubs (e.g. airports) and consist of cells with a resolution of approximately 25 x 25 kilometers [5, 6, 9, 11, 53, 69]. High resolution data are used to define the population of each cell. Other attributes of...
Table 4: Performance comparison of different DeepGLEAM Models for COVID-19 mortality forecasting.

| Horizon $H$ | Metric | Point | Bootstrap | Quantile | SQ | MAE-MIS | MC Dropout | SG-MCMC |
|-------------|--------|-------|-----------|----------|----|---------|------------|---------|
| 1W          | RMSE   | 68.56 | 70.73     | 70.26    | 73.82 | 76.32   | 68.58      | 62.42   |
|             | MIS    | —     | 1216.63   | 430.72   | 1299.78 | 424.49  | 831.86     | 715.40  |
| 2W          | RMSE   | 59.26 | 61.69     | 60.94    | 65.44 | 65.39   | 59.27      | 51.21   |
|             | MIS    | —     | 1135.01   | 331.94   | 1272.82 | 368.20  | 796.54     | 727.27  |
| 3W          | RMSE   | 70.35 | 73.27     | 71.72    | 73.88 | 74.95   | 70.32      | 66.72   |
|             | MIS    | —     | 1464.52   | 392.66   | 1559.62 | 416.23  | 997.65     | 930.55  |
| 4W          | RMSE   | 72.29 | 72.41     | 73.44    | 70.44 | 75.16   | 72.24      | 68.40   |
|             | MIS    | —     | 1482.08   | 418.77   | 1586.95 | 468.49  | 1034.68    | 971.55  |

individual subpopulations, such as age-specific contact patterns, health infrastructure, etc., are added according to available data [42].

GLEAM integrates a human mobility layer - represented as a network - that uses both short-range (i.e., commuting) and long-range (i.e., flight) mobility data from the Offices of Statistics for 30 countries on 5 continents as well as the Official Aviation Guide (OAG) and IATA databases (updated in 2021). The air travel network consists of the daily passenger flows between airport pairs (origin and destination) worldwide mapped to the corresponding subpopulations. Where information is not available, the short-range mobility layer is generated synthetically by relying on the "gravity law" or the more recent "radiation law" both calibrated using real data [51].

The model is calibrated to realistically describe the evolution of the COVID-19 pandemic as detailed in [9, 11]. Lastly, GLEAM is stochastic and produces an ensemble of possible epidemic outcomes for each set of initial conditions. To account for the potentially different reporting levels of the states, a free parameter Infection Fatality Rate (IFR) multiplier is added to each model. To calibrate and select the most reasonable outcomes, we filter the models by the latest hospitalization trends and confirmed cases trends, and then we select and weight the filtered models using Akaike Information Criterion [68]. The forecast of the evolution of the epidemic is formed by the final ensemble of the selected models.

B.3 Additional Results

Figure 6 visualizes the forecasts of Quantile regression (F) and SG-MCMC(B) for COVID-19 for the rest of the 41 states in U.S. Black solid lines indicate the ground truth. Green lines are the quantile regression predictions and orange lines are the forecasts from SG-MCMC. The shades represent the estimated 95% confidence intervals. In general, we can see that SG-MCMC generates mean predictions much closer to the ground truth but often comes with narrower credible intervals.

In addition to autoregressive forecasting, we also build an ensemble DeepGLEAM model by training based on the ensembled data along the forecasting horizon as the output. We use the ensemble DeepGLEAM model which predicts the next 4 weeks death prediction together from the first decoder. Table 4 shows the performance among the UQ methods, which shares similar results with the autoregressive model.