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Abstract
We study genus 1 Gromov-Witten invariants of Fano complete intersections in the projective spaces. Among other things, we show a reconstruction theorem for genus 1 invariants with only ambient insertions, and compute the genus 1 invariants with 1 marked point. For cubic hypersurfaces of dimension $\neq 4$ and odd dimensional intersections of two quadrics, we obtain a complete reconstruction theorem for genus 1 Gromov-Witten invariants.
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1 Introduction

The genus 1 Gromov-Witten invariants of Calabi-Yau hypersurfaces in projective spaces are first computed by Zinger ([Zin08], [Zin09b]). The result is then extended to Calabi-Yau complete intersections by Popa ([Pop12]). Afterwards, there are different new proofs ([KL18] for CY complete intersections [GR19] and [CGLZ20] for quintic 3-folds).

In this paper, we study the genus 1 Gromov-Witten invariants of Fano complete intersections of dimension $\geq 3$. One difficulty in this case is that there exist nontrivial invariants of arbitrary lengths, contrary to the Calabi-Yau case. Thus it is natural to first use the tautological relations to reduce the computation to invariants as simple as possible. Even if one wants to compute the genus 1 invariants with only ambient insertions (cup products of hyperplane classes), such a process definitely needs information of the genus 0 invariants with primitive insertions. This gives one motivation for our previous paper [Hu15], where we study the full quantum cohomology (i.e. allowing arbitrary primitive insertions) of non-exceptional complete intersections. For the latter notion, see Definition 2.1; by [BaM04, §3] and [Hu21], the exceptional complete intersections are exactly the ones that have semi-simple quantum cohomology.

The approach of [Hu15] is using the monodromy invariance and thus the symmetric reduction of the WDVV equation, and geometry in some special cases (= the cases in Theorem 1.2). We obtained a conditional algorithm; conditional means that the algorithm will automatically check some conditions in the running for the recursion to work. That the conditions are always true, or equivalently the effectiveness of the algorithm, is the double root recursion conjecture. See [Hu15, §1] for a full account.

There is a master space localization method [FL19] which in genus 1 produces an algorithm that computes at least the invariants with ambient insertions. Recently there is another approach [ABPZ21], which shows a new degeneration formula, and gives an effective algorithm in all genera. However, at present, this algorithm seems not easy to give explicit computations.

In this paper, as an application and a continuation of [Zin09b] and [Hu15], we compute the symmetric reduction, which arises from the big monodromy groups of smooth projective complete intersections, of the tautological relations for genus 1 Gromov-Witten invariants induced by the Getzler’s relation in $H^*(\overline{M}_{g,4})$ [Get97, Theorem 1.8], and compute the genus 1 invariants with 1 marked point. The main results are the following theorems.

**Theorem 1.1** (= Proposition 3.4). For any non-exceptional Fano complete intersection $X$ of dimension $\geq 3$ in projective spaces, and any $k \geq 0$, one can reconstruct the genus 1 Gromov-Witten invariants of $X$ with $k$ primitive insertions, from the following:

(i) the genus 0 Gromov-Witten invariants of $X$;

(ii) the genus 1 Gromov-Witten invariants of $X$ with less than $k$ primitive insertions;

(iii) the genus 1 Gromov-Witten invariants of $X$ with $k$ primitive insertions and at most one ambient insertion.

In particular, one can reconstruct the genus 1 Gromov-Witten invariants of $X$ with only ambient insertions, from the genus 0 Gromov-Witten invariants of $X$, and genus 1 Gromov-Witten invariants of $X$ with only one marked point, using the monodromy invariance.

**Theorem 1.2** (= Proposition 3.10). In the following two cases of Fano complete intersections $X$ in projective spaces, one can reconstruct the genus 1 Gromov-Witten invariants of $X$ with arbitrary insertions, from the genus 0 Gromov-Witten invariants of $X$, and genus 1 Gromov-Witten invariants of $X$ with only one marked point, using the monodromy invariance:

(i) cubic hypersurfaces of dimension 3 and dimension $\geq 5$;

(ii) complete intersections of odd dimensions $\geq 3$, of two quadrics.

---

1 The algorithm is implemented as a Macaulay2 package
[https://github.com/huxw06/Quantum-cohomology-of-Fano-complete-intersections](https://github.com/huxw06/Quantum-cohomology-of-Fano-complete-intersections)
Here Gromov-Witten invariants are by default primary ones, i.e. without inserting $\psi$-classes. By the topological recursion relations in genus 0 and 1 (e.g. [Get98, (3)]), the non-primary invariants in genus 0 and 1 can be reconstructed from the primary ones.

**Theorem 1.3** (= Theorem 5.12). Let $X$ be a smooth complete intersection of multidegree $d = (d_1, \ldots, d_r)$ in $\mathbb{P}^{n-1}$, with Fano index $\nu_d = n - |d| \geq 1$. Suppose $d_i \geq 2$ for $1 \leq i \leq r$. Then for $0 \leq b \leq \left\lfloor \frac{n}{\nu_d} \right\rfloor$, \[
(\eta_1 + \nu_d b)_{1,b} = \frac{1}{2} \text{Coeff}_{q^b} \left\{ \frac{\Theta^{(1)}_{n+p}(q)\Theta^{(0)}_{n-1-r-p}(q) + \sum_{p=1}^{r} \Theta^{(1)}_{n-p}(q)\Theta^{(0)}_{n-1-r+p}(q)}{\Phi_0(q)} \right\} 
\]
\[
= \frac{n}{24} \text{Coeff}_{q^b} \left\{ \left( n - 1 \right) - \sum_{k=1}^{r} \frac{1}{d_k} \right\} - \sum_{\beta=0}^{\infty} \hat{c}_{1+b}^{(b)}(0) \nu_d \beta \left( L(q)^{1+\nu_d b - \nu_d b - 1} \right) 
\]
\[
- L(q) \sum_{\beta=0}^{\infty} \hat{c}_{1+b+1+\nu_d b - \nu_d b \beta}^{(b)} q^\beta + \frac{1}{2} \left( 1 + \nu_d b - \nu_d b \right) L(q)^{1+\nu_d b - \nu_d b - 2} 
\]
\[
- \frac{\Phi_0(q)}{\Phi_0(q)} \sum_{\beta=0}^{\infty} \hat{c}_{1+b+1+\nu_d b - \nu_d b \beta}^{(b)} q^{\beta+1} \left( 1 + \nu_d b - \nu_d b \right) L(q)^{1+\nu_d b - \nu_d b - 1} 
\]
\[
- \frac{\prod_{k=1}^{r} d_k}{24} \text{Res}_{w=0} \left\{ \frac{(1+w)^n(c_{1+b+1}^{(b)} + c_{1+b+1}^{(b)} w)}{w^{n-r} \prod_{k=1}^{r} (d_k w + 1)} \right\}. \tag{1}
\]

Here $\hat{c}_{i,j}^{(b)} \in \mathbb{Q}$ are constants introduced by Popa-Zinger [PoZ14], which are defined recursively: \[
\sum_{\beta=0}^{\infty} \sum_{\mu,l=0}^{p-\nu_d b} c_{\mu,l}^{(b)} w^\mu q^\mu = \sum_{\beta=0}^{\infty} q^\beta w^{w+\beta} p \prod_{k=1}^{r} \prod_{i=1}^{d_k} (d_k w + i) / \prod_{j=1}^{\beta} (w+j) \tag{2}
\]
\[
\sum_{\beta_1 + \beta_2 = \beta} \sum_{\beta_1 \geq \beta_2} c_{\beta_1}^{(b)} c_{\beta_2}^{(b)} = \delta_{\beta,0} \delta_{\beta,l}, \text{ for } \beta, l \in \mathbb{Z}_{\geq 0}, \ l \leq p - \nu_d \beta. \tag{3}
\]

The series $\Theta^{(0)}_{p}(q)$ and $\Theta^{(1)}_{p}(q)$ are Fano counterparts to the series with the same notations in the cases of Calabi-Yau hypersurfaces [Zin09b, (3.42), (3.43)]. We have (see Lemma 4.14 and 4.15) \[
\Theta^{(0)}_{p}(q) = \Phi_0(q) \sum_{\beta=0}^{\infty} \hat{c}_{p-\nu_d b}^{(b)} q^\beta L(q)^{p-\nu_d b} \tag{4}
\]
and \[
\Theta^{(1)}_{p}(q) = \Phi_0(q) \sum_{\beta=0}^{\infty} \hat{c}_{p-\nu_d b}^{(b)} q^\beta L(q)^{p-\nu_d b - 1} 
+ \Phi_1(q) \sum_{\beta=0}^{\infty} \hat{c}_{p-\nu_d b}^{(b)} q^\beta L(q)^{p-\nu_d b} 
+ \Phi'_0(q) \sum_{\beta=0}^{\infty} \hat{c}_{p-\nu_d b}^{(b)} q^{\beta+1} (p - \nu_d \beta) L(q)^{p-\nu_d b - 1} 
+ L(q)^{p} \Phi_0(q) \sum_{\beta=0}^{\infty} \hat{c}_{p-\nu_d b}^{(b)} q^{\beta+1} \left( \frac{p - \nu_d \beta}{2} \right) L(q)^{p-\nu_d b - 2} \tag{5}
\]
The series of $q$, $L(q)$, $Φ₀(q)$ and $Φ₁(q)$ in (1), (4) and (5) in turn have the following formulae (Proposition 6.2 and 6.3)

$$L(q) = \sum_{k=0}^{\infty} \frac{\prod_{i=1}^{k-1} (k|d| + 1 - in)}{k!} \left( \frac{d^{|q|}}{n} \right)^k,$$

$$Φ₀(q) = L(q)^{1/2} \cdot (1 + d^{|\frac{|d|}{n}qL(q)|d|})^{-\frac{1}{2}},$$

$$Φ₁(q) = \frac{3r² - 2|q| \sum_{i=1}^{r} (d^{|\frac{|d|}{n}qL(q)|d|})^{-\frac{1}{2}} L(q)^{-\frac{1}{2}} (L(q) - 1)(1 + d^{|\frac{|d|}{n}qL(q)|d|})^{-\frac{1}{2}}}{24|d|n³} \times \left( |d|n - |d| - 3r² + 1 \right) L(q)^{n+1}$$

$$+ |d|n(n - |d|) (4|d|² - 5|d|n - 6|d|r - 2n² + 6nr + n + 3r² - 2) L(q)^{2n+1} + n(n - |d|)² (2|d|² + |d|n - 6|d|r + 3r² - 1) L(q)^{3n+1} + (n - |d|)³ \left( (|d|n - |d| - 3r² + 1) L(q)^{3n+1} \right),$$

where (following the notations in [PoZ14])

$$|d| = \sum_{i=1}^{r} dᵢ, \ d^d = \prod_{i=1}^{r} dᵢ^{|d|}, \ d! = \prod_{i=1}^{r} dᵢ!.$$

The proof of Theorem 1.3 follows the line of the approach invented by Zinger in the Calabi-Yau cases (CY hypersurfaces in [Zin09b], and CY complete intersections in [Pop12]). Namely, we compute the reduced genus 1 GW invariants by the Atiyah-Bott localization theorem [AB84], and then compute the difference between the reduced invariants and the standard ones. In the localization computation, we find a way that greatly simplifies the computations in [Zin09b] and [Pop12]: we evaluate the equivariant generating function by equating the equivariant parameters to the $n$-th roots of unity (see Lemma 4.9 and Corollary 4.10). This avoids elaborate use of symmetric functions in loc. cit.

The formula (1) is not as neat as that for the Calabi-Yau complete intersections (compare to [Zin08, Theorem 2] and [Pop12, Theorem 1]). This is due to the positive Fano index $n_d$. In Section 7 we propose some conjectural formulae related to the first row of the right hand side of (1), based on numerical examples and residue computations in lower degrees.

Theorem 1.3 together with Theorem 1.1 gives a complete reconstruction result for genus 1 GW invariants of non-exceptional Fano complete intersections with only ambient insertions, assuming the double root recursion conjecture [Hu15, Conjecture 1.14]. We regard the two cases in Theorem 1.2 as the border cases of the non-exceptional Fano complete intersections. By [Hu15, Theorem 1.10, 1.11, 1.13], the genus GW invariants in the border cases can be reconstructed by essentially linear recursions (and do not need the double root recursion). Combined with Theorem 1.3 and Theorem 1.2, we obtain a complete reconstruction result for genus 1 GW invariants in the border cases.

However, in the cases other than these two border cases, our approach does not achieve a complete reconstruction result for genus 1 GW invariants with an arbitrary number of primitive insertions. We have computed the equations obtained by the symmetric reduction of Getzler’s relation, and only 3 of them are presented in this paper (see (38), (48), and (52)). Then numerical experiments suggest that the undetermined initial values in Theorem 1.1 cannot be determined by these equations. This is reminiscent of the case of the genus 0 initial values $F^{(k)}(0)$ (defined in (23)) in [Hu15], which turn out to be determined by the double root recursion. Our experience from [Hu15] then suggests the following question:
Question 1.4. Are the undetermined initial values in Theorem 1.1 reconstructible from symmetric reductions of tautological relations in higher genera? More generally, to what extent can the cohomological field theory associated with a Fano complete intersection be determined by its monodromy invariance?

The paper is organized as follows. In Section 2 we collect the results in [Hu15] on genus 0 Gromov-Witten invariants of Fano complete intersections that will be used in this paper. In Section 3 we compute the symmetric reduction of the genus 1 Getzler relation of Gromov-Witten invariants, and prove Theorem 1.1 and 1.2. In Section 4 and Section 5, we compute the genus 1 invariants with 1 marked point. Sections 6 and 7 contain formulae related to hypergeometric series associated with Fano complete intersections that are used in Section 4.
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2 Recap of quantum cohomology of Fano complete intersections

Let $X$ be a smooth Fano complete intersection of dimension $n \geq 3$ in a projective space $\mathbb{P}$. Denote the Fano index of $X$ by $\lambda_X$. Denote the subgroup of $H^*(X; \mathbb{C})$ generated by the image of $H^*(\mathbb{P}; \mathbb{C})$, via the imbedding, by $H^*_{\text{prim}}(X; \mathbb{C})$. Then $H^*(X; \mathbb{C}) = H^*_{\text{amb}}(X; \mathbb{C}) \oplus H^*_{\text{prim}}(X; \mathbb{C})$. Let $\gamma_0, \ldots, \gamma_M$ be a basis of $H^*(X; \mathbb{C})$. Let $T^0, \ldots, T^M$ be the dual basis with respect to $\gamma_0, \ldots, \gamma_M$. Then the generating functions of genus 0 and 1 Gromov-Witten invariants are defined respectively as

$$F(T^0, \ldots, T^M) = \sum_{k \geq 0} \sum_{\beta = 0}^{\infty} \frac{1}{k!} \langle \sum_{i=0}^{M} \gamma_i T^i, \ldots, \sum_{i=0}^{M} \gamma_i T^i \rangle_{0,k,\beta},$$

$$G(T^0, \ldots, T^M) = \sum_{k \geq 0} \sum_{\beta = 0}^{\infty} \frac{1}{k!} \langle \sum_{i=0}^{M} \gamma_i T^i, \ldots, \sum_{i=0}^{M} \gamma_i T^i \rangle_{1,k,\beta},$$

where the GW invariants outside of the stable range are defined to be zero, as a convention.

The evaluation of a function $h(T^0, \ldots, T^M)$ at $T^0 = \cdots = T^M = 0$ is simply denoted by $h(0)$. For example, if each $\gamma_i$ has pure complex degree $b_i$, then the dimension formula of the virtual fundamental class yields

$$\frac{\partial^k F}{\partial T^{i_1} \cdots \partial T^{i_k}}(0) = \left\{ \begin{array}{ll} \langle \gamma_{i_1}, \ldots, \gamma_{i_k} \rangle_{1,k,\beta}, & \text{if } \beta = \frac{\dim X - 3 + \sum_{p=1}^{k} b_p - k}{\lambda_X} \in \mathbb{Z}_{\geq 0}; \\
0, & \text{otherwise}, \end{array} \right.$$  

and

$$\frac{\partial^k G}{\partial T^{i_1} \cdots \partial T^{i_k}}(0) = \left\{ \begin{array}{ll} \langle \gamma_{i_1}, \ldots, \gamma_{i_k} \rangle_{1,k,\beta}, & \text{if } \beta = \frac{\sum_{p=1}^{k} b_p - k}{\lambda_X} \in \mathbb{Z}_{\geq 0}; \\
0, & \text{otherwise}. \end{array} \right.$$  

We recall the following result [Hu15, Theorem 3.7], which is a consequence of the monodromy invariance of Gromov-Witten invariants (e.g. [LT98, Theorem 4.2]) and the bigness of the monodromy groups of projective complete intersections ([Del73]).

Definition 2.1. $X_n(d)$ is called an exceptional complete intersection (in the projective spaces), if it is one of the following cases: (i) $X_n(2)$; (ii) $X_n(2, 2)$, $n$ is even; (iii) $X_2(3)$, i.e., a cubic surface. Otherwise $X_n(d)$ is called non-exceptional.

Theorem 2.2.  (i) Let $X$ be an even-dimensional non-exceptional complete intersection of dimension $n \geq 4$. Suppose $\gamma_0, \ldots, \gamma_n$ be a basis of $H^*(X; \mathbb{C})$, where $\gamma_0, \ldots, \gamma_n$ is a basis of $H^*_{\text{amb}}(X; \mathbb{C})$, and $\gamma_{n+1}, \ldots, \gamma_{n+m}$ is an orthonormal basis of $H^n_{\text{prim}}(X; \mathbb{C})$, in the sense
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$Q(\alpha_i, \alpha_j) = \delta_{ij}$. Let $t^0, \ldots, t^{n+m}$ be the dual basis of $\gamma_0, \ldots, \gamma_{n+m}$. Then for $g \geq 0$, the genus $g$ generating function $F_g$ can be written in a unique way as a series in $t^0, \ldots, t^n$ and $s$, where

$$s = \sum_{\mu=n+1}^{n+m} \frac{(\mu^2)}{2}. \quad (14)$$

(ii) Let $X$ be an odd-dimensional complete intersection of dimension $n \geq 3$. Suppose $\gamma_0, \ldots, \gamma_{n+m}$ be a basis of $H^*(X, \mathbb{C})$, where $\gamma_0, \ldots, \gamma_n$ is a basis of $H^*_{\text{prim}}(X, \mathbb{C})$, and $\gamma_{n+1}, \ldots, \gamma_{n+m}$ is a symplectic basis of $H^*_{\text{prim}}(X, \mathbb{C})$. Let $t^0, \ldots, t^{n+m}$ be the dual basis of $\gamma_0, \ldots, \gamma_{n+m}$. Then for any $g \geq 0$, the genus $g$ generating function $F_g$ can be written in a unique way as a series in $t^0, \ldots, t^n$ and $s$ with the degree of $s$ not greater than $\frac{m}{2}$, where

$$s = - \sum_{\mu=n+1}^{n+m} t^{\mu+\frac{m}{2}}. \quad (15)$$

Now let $X$ be a smooth non-exceptional Fano complete intersection of multidegree $d = (d_1, \ldots, d_r)$ in the projective space $\mathbb{P}^{n+r}$, and $n \geq 3$. Let $h$ be the hyperplane class in $H^*(X; \mathbb{C})$. We define

$$h_i = h \cup \cdots \cup h_i \quad \text{(i factors)} \quad (16)$$

$$\tilde{h} = \left\{ \begin{array}{ll}
h_i, & ax \geq 2, \\
h + d!, & ax = 1,
\end{array} \right. \quad (17)$$

and

$$\tilde{h}_i = \tilde{h} \circ \cdots \circ \tilde{h} \quad \text{(i factors)} \quad (18)$$

where $\circ$ stands for the small quantum product. Let $M$ and $W$ be the transition matrices between $h_i$ and $\tilde{h}_i$:

$$h_i = \sum_{j=0}^{n} M^j_i \tilde{h}_j, \quad \tilde{h}_i = \sum_{j=0}^{n} W^i_j h_j, \quad \text{for } 0 \leq i \leq n. \quad (19)$$

**Lemma 2.3** ([Hu15, Lemma 6.1]). The matrices $M$ and $W$ are unipotent and upper triangular. Namely, $M^i_i = W^i_i = 1$ for $0 \leq i \leq n$, and $M^i_j = W^i_j = 0$ for $0 \leq i < j \leq n$.

The Poincaré pairing matrix, with respect to the basis $\tilde{h}_i$‘s, $(g_{e,f})_{0 \leq e, f \leq n}$ and its inverse matrix $(g^{e,f})_{0 \leq e, f \leq n}$ are given by ([Hu15, Lemma 6.2])

$$g_{e,f} = \int_X \tilde{h}_e \cup \tilde{h}_f = \left\{ \begin{array}{ll}
(d^d)^{-\frac{e+f-n}{2x}} \prod_{i=1}^{r} d_i & \text{if } \frac{e+f-n}{2x} \in \mathbb{Z}_{\geq 0}; \\
0, & \text{otherwise},
\end{array} \right. \quad (20)$$

$$g^{e,f} = \frac{1}{\prod_{i=1}^{r} d_i} \left\{ \begin{array}{ll}
-d^d, & \text{if } e + f = n - ax; \\
1, & \text{if } e + f = n; \\
0, & \text{otherwise}.
\end{array} \right. \quad (21)$$

We extend $1, \tilde{h}_1, \ldots, \tilde{h}_n$ to a basis as in Theorem 2.2. Namely, $\gamma_i = \tilde{h}_i$ for $0 \leq i \leq n$, and if $n$ is even (resp. $n$ is odd), $\gamma_i$ for $n + 1 \leq i \leq n + m$ is an orthonormal (resp. symplectic) basis of $H^*_{\text{prim}}(X)$. Let $\tau^0, \ldots, \tau^{n+m}$ be the corresponding dual basis, and let $s$ be defined as (14) (resp. as (15)). We extend the Poincaré matrix $(g_{i,j})$ to allow $0 \leq i, j \leq n + m$, and similarly the matrix $(g^{i,j})$. For example, if $n$ is odd,

$$g^{i,i+m} = -1, \quad g_{i,i+m} = 1, \quad \text{for } n + 1 \leq i \leq n + \frac{m}{2}, \quad g^{i,j} = 0 \text{ for } |i - j| \neq \frac{m}{2}. \quad (22)$$
By Theorem 2.2, the genus 0 and 1 generating functions $F$ and $G$ are the functions of $\tau^0, \ldots, \tau^n$ and $s$. Then we define
\[
F^{(k)}(\tau^0, \ldots, \tau^n) = \left( \frac{\partial^{k}}{\partial s^k} F \right) \bigg|_{s=0}, \quad G^{(k)}(\tau^0, \ldots, \tau^n) = \left( \frac{\partial^{k}}{\partial s^k} G \right) \bigg|_{s=0}. \tag{23}
\]
When the above basis is chosen, we often use compressed notations of the following form
\[
F_{i_1, \ldots, i_k} := \frac{\partial^k F}{\partial \tau_{i_1} \cdots \partial \tau_{i_k}}, \quad F_{ss} = \frac{\partial^2 F}{\partial s^2}, \tag{24}
\]
and similarly for $G$. Commas in subscripts or superscripts are sometimes omitted to save space, when no confusion arises.

The advantage of the coordinates $\tau_i$’s is that some coefficients of $F$, which in view of (12) are combinations of Gromov-Witten invariants with pure degree classes $h_i$’s, have concise formulae. Let us see some examples that will be used in this paper. By [Hu15, Lemma 6.5],
\[
F^{(0)}_{a,b,c}(0) = \begin{cases} \binom{a+b+c-n}{x} \prod_{i=1}^{r} d_i, & \text{if } \frac{a+b+c-n}{x} \in \mathbb{Z}_{\geq 0}; \\ 0, & \text{otherwise}. \end{cases} \tag{25}
\]
By [Hu15, Theorem 6.7],
\[
\sum_{e=0}^{n} F^{(0)}_{a,b,c,e}(0) g^{e,0} = \begin{cases} c(n, l, d) (d^d)^{a-b+c-n} (\prod_{i=1}^{r} d_i), & \text{if } a, b, c \geq 1 \text{ and } l = \frac{a+b+c-1}{x} \in \mathbb{Z}_{\geq 0}; \\ 0, & \text{otherwise}, \end{cases} \tag{26}
\]
where
\[
c(n, l, d) := 1 + \sum_{i=n-lx}^{n} \sum_{j=0}^{n} j - i aX \quad M_j^i W_j^i (d^d)^{a-b+c-n} - \sum_{i=n-lx}^{n} \sum_{j=0}^{n} \frac{j-i}{aX} M_j^i W_j^i (d^d)^{a-b+c-n}. \tag{27}
\]
By [Hu15, Theorem 6.8 and 6.10],
\[
F^{(1)}_{i_1}(0) = \delta_{i,0}. \tag{28}
\]
The formulae (25) and (26) suggest the following convention: if $i_p > n$, then we set
\[
F_{i_1, \ldots, i_p-1, i_p, i_p+1, \ldots, i_k} = d^d F_{i_1, \ldots, i_p-1, i_p-aX, i_p+1, \ldots, i_k}. \tag{29}
\]
We apply the same convention to $G_{i_1, \ldots, i_k}$. Then (25) and (21) yield
\[
\sum_{e=0}^{n} \sum_{f=0}^{n} F^{(0)}_{a,b,c,e} g^{e,0} F_{c,df}(0) = F^{(0)}_{a+b,c,d}(0). \tag{30}
\]
In fact, this is a direct consequence of ([Giv96, Corollary 9.3 and 10.9]) that in the small quantum cohomology ring
\[
\bar{h}^{n+1} = d^d h^{n+1-aX}. \tag{31}
\]
The following result on the symmetric reduction of WDVV equation for $F$ ([Hu15, Theorem 4.1 and 4.2]) will be used in the symmetric reduction of Getzler’s relation in genus 1.

**Theorem 2.4.** If dim $X$ is even, the WDVV equation for $F$ is equivalent to the WDVV equation for $F^{(0)}$ together with
\[
\sum_{e=0}^{n} \sum_{f=0}^{n} F_{a,b,c}^{e,f} F_{e,f} + 2s F_{a,b} F_{ss} = F_{sa} F_{sb}, \quad (\text{resp. mod } s^{m/2} \text{ if dim } X \text{ is odd})
\]
for $0 \leq a, b \leq n, \tag{32}
\]
and
\[
\sum_{e=0}^{n} \sum_{f=0}^{n} F_{a,b,c}^{e,f} F_{e,f} + 2(s F_{ss})^2 = 0. \quad (\text{resp. mod } s^{m/2} \text{ if dim } X \text{ is odd}) \tag{33}
\]
3 Symmetric reduction of Getzler’s relations

Throughout this section, we suppose that $X$ is a smooth non-exceptional Fano complete intersection of multidegree $d = (d_1, \ldots, d_r)$ in the projective space $\mathbb{P}^{n+r}$, $n = \dim X \geq 3$, and $m = \text{rank} H_{\text{prim}}(X)$. We follow the notations introduced in Section 2. First, we recall the effect of the Euler vector field on the genus 1 generating function $G$.

Lemma 3.1.

\begin{equation}
\left( \sum_{i=0}^{n} \sum_{j=0}^{n} \sum_{k=0}^{n} (1 - i)W_j^i M_k^r \frac{\partial}{\partial \tau^k} + a_X \frac{\partial}{\partial \tau^1} - \delta_{1,a_X} d! \frac{\partial}{\partial \tau^0} \right) G
\end{equation}

\begin{equation}
= - \frac{1}{24} \int_X c_{n-1}(T_X)c_1(T_X).
\end{equation}

Proof. Let $t^0, \ldots, t^n$ be the basis of $H^*_\text{amb}(X; \mathbb{C})^\vee$ dual to $1, h, \ldots, h_n$. The Euler vector field in terms of $t^i$ and $s$ is equal to

\begin{equation}
E = \sum_{i=0}^{n} (1 - i)t^i \frac{\partial}{\partial t^i} + (2 - n)s \frac{\partial}{\partial s} + a_X \frac{\partial}{\partial t^1}.
\end{equation}

By Lemma 2.3 and (17) have

\begin{equation}
M_1^k = \begin{cases} -d!\delta_{1,a_X}, & \text{if } k = 0; \\ 1, & \text{if } k = 1; \\ 0, & \text{otherwise} \end{cases}
\end{equation}

It follows that in the coordinates $\tau_i$’s we have

\begin{equation}
E = \sum_{i=0}^{n} \sum_{j=0}^{n} \sum_{k=0}^{n} (1 - i)W_j^i M_k^r \frac{\partial}{\partial \tau^k} + (2 - n)s \frac{\partial}{\partial \tau^1} - d! \frac{\partial}{\partial \tau^0}.
\end{equation}

Then the divisor equation, the dimension formula of virtual fundamental classes, and the formula of degree 0 GW invariants ([Man99, \S VI.6.3]) yield (34).

Then we recall Getzler’s relation. We use $\sum_{\mathcal{P}(a,b,c,\ldots)}$ to denote the summation over all the permutations of $a,b,c,\ldots$. We use $\sum_{\mathcal{P}(a,b,c,\ldots)}^\pm$ to denote the signed summation over all the permutations of $a,b,c,\ldots$. For example,

\begin{equation}
\sum_{\mathcal{P}(a,b,c,d)} (\pm)h(\tau^a, \tau^b, \tau^c, \tau^d) = \sum_{\sigma \in S_4} \text{sgn} (\sigma(a,b,c,d))h(\tau^{\sigma(a)}, \tau^{\sigma(b)}, \tau^{\sigma(c)}, \tau^{\sigma(d)})
\end{equation}

where $\text{sgn} (\sigma(a,b,c,d)) = \pm 1$ is determined by

\begin{equation}
\tau^{\sigma(a)} \tau^{\sigma(b)} \tau^{\sigma(c)} \tau^{\sigma(d)} = \text{sgn} (\sigma(a,b,c,d)) \cdot \tau^a \tau^b \tau^c \tau^d.
\end{equation}

So there are nontrivial signs only if the dimension $n$ is odd, and some of $a,b,c,\ldots$ lie in the range $[n + 1, n + m]$, i.e. corresponding to primitive cohomology classes.

Getzler’s relation [Get97, Theorem 1.8] for genus 1 GW invariants is

\begin{equation}
\sum_{\mathcal{P}(a,b,c,d)} (\pm) \sum_{\mu=0}^{n+m} \sum_{\nu=0}^{n+m} \sum_{\lambda=0}^{n+m} \sum_{\rho=0}^{n+m} \left( 3F_{ab\lambda \beta} G_{\mu \nu \delta}^\rho F_{pcd} - 4F_{ab\lambda \beta} G_{\mu \nu \delta}^\rho G_{vd} - F_{ab\lambda \beta} G_{\mu \nu \delta}^\rho G_{\mu} + 2F_{ab\lambda \beta} G_{\mu \nu \delta}^\rho G_{\mu} \right)
\end{equation}

\begin{equation}
+ \frac{1}{6} F_{abc\lambda \beta} G_{\mu \nu \delta}^\rho G_{\mu} + \frac{1}{24} F_{abcd\lambda \beta} G_{\mu \nu \delta}^\rho - \frac{1}{4} F_{abc\lambda \beta} G_{\mu \nu \delta}^\rho = 0.
\end{equation}

Here we have arranged the order in the products, the superscripts, and the subscripts so that (37) holds in both even and odd dimensions.
\textbf{Definition 3.2.} We use \( \sim \) to express that the difference between both sides are combinations (i.e. sums of products) of terms involving only genus 0 GW invariants. We use \( (N,l) \) to express that the difference between both sides are combinations of terms involving only the following type of GW invariants:

(i) genus 0 invariants;
(ii) genus 1 invariants with at most \( 2N - 2 \) primitive insertions;
(iii) genus 1 invariants with \( 2N \) primitive insertions and at most \( l - 1 \) ambient insertions.

In particular, we denote \( (N,0) \) by \( \mathcal{N} \).

Our strategy to compute the symmetric reduction of Getzler’s relation is the same as that of the WDVV equation ([Hu15, §4]). Namely, for \( 0 \leq k \leq 4 \) we assume \( k \) of \( a, b, c, d \) lies in \( [n + 1, n + m] \), and assume they are equal or not, and then compute (37) in the coordinates \( \tau_i, 0 \leq i \leq n, \) and \( s \). We present only 3 equations in Section 3.1 to 3.3 which will be used in this paper. We adopt Einstein’s summation convention in the range \( [0, n] \cap \mathbb{Z} \). For example,

\[
F_{abc}^{e_1} F_{cd}^{f_1} G_{ij} := \sum_{e=0}^{n} \sum_{f=0}^{n} \sum_{i=0}^{n} \sum_{j=0}^{n} F_{abc}^{e_1} F_{cd}^{f_1} G_{ij},
\]

and also

\[
F_{abc}^{(0)}(0) g^{e_i} y_{i+d} := \sum_{i=0}^{n} \sum_{e=0}^{n} F_{abc}^{(0)}(0) g^{e_i} y_{i+d}.
\]

3.1 \( 0 \leq a, b, c, d \leq n \)

\textbf{Lemma 3.3.} Suppose \( 0 \leq a, b, c, d \leq n \). Then

\[
\sum_{\mathcal{P}(a,b,c,d)} (3F_{abc}^{e_1} F_{cd}^{f_1} G_{ij} + 6sF_{abs}^{e_1} F_{cd}^{f_1} G_{s}) + 6sF_{abc}^{e_1} F_{cds} G_{is} + 12s^2 F_{abs}^{e_1} F_{cds} G_{is}
\]

\[
-4F_{abc}^{e_1} F_{cd}^{f_1} G_{ij} - 8sF_{abs}^{e_1} F_{cd}^{f_1} G_{dj} - 8sF_{abc}^{e_1} F_{esi} G_{ds}
\]

\[
-8sF_{abs}^{e_1} F_{cd} G_{ds} - 16s^2 F_{abs}^{e_1} F_{cds} G_{ds}
\]

\[
-F_{abc}^{e_1} F_{cd}^{f_1} G_{ij} - 2sF_{abs}^{e_1} F_{cd}^{f_1} G_{j} - 2sF_{abc}^{e_1} F_{cds} G_{s} + 4s^2 F_{abs}^{e_1} F_{cds} G_{s}
\]

\[
+2F_{abc}^{e_1} F_{cd}^{f_1} G_{ij} + 4sF_{abs}^{e_1} F_{cds} G_{j} + 4sF_{abc}^{e_1} F_{id} G_{s}
\]

\[
+4sF_{abs}^{e_1} F_{ds} G_{s} + 8s^2 F_{abc}^{e_1} F_{ds} G_{s}
\]

\[
= \sum_{\mathcal{P}(a,b,c,d)} \left( \frac{-1}{6}(F_{abc}^{e_1} F_{idk} G_{kj} + 2sF_{abc}^{e_1} F_{id} G_{ks} + 2sF_{abc}^{e_1} F_{id} G_{ks} + (-1)^n m F_{abc}^{e_1} F_{id})
\right)
\]

\[
+2(-1)^n m + 4sF_{abc}^{e_1} F_{ds} + 4s^2 F_{abc}^{e_1} F_{ds}
\]

\[
-\frac{1}{4} F_{abc}^{e_1} F_{idk} G_{kj} + 2sF_{abc}^{e_1} F_{id} G_{ks} + 2sF_{abc}^{e_1} F_{id} G_{ks} + (-1)^n m F_{abc}^{e_1} F_{id}
\]

\[
+2(-1)^n m + 4sF_{abc}^{e_1} F_{ds} + 4s^2 F_{abc}^{e_1} F_{ds}
\]

\[
+1 F_{abc}^{e_1} F_{idk} G_{kj} + 4sF_{abc}^{e_1} F_{id} G_{ks} + 4s^2 F_{abc}^{e_1} F_{id}
\]

\[
+(-1)^n m F_{abc}^{e_1} F_{cds} + 2sF_{abc}^{e_1} F_{cds} + 2sF_{abc}^{e_1} F_{cds} + 4s^2 F_{abc}^{e_1} F_{cds}
\right) .
\]
Proof. When the dimension $n$ of $X$ is even, a direct computation gives
\[
\sum_{\mu=0}^{n+m} \sum_{\nu=0}^{n+m} \sum_{\lambda=0}^{n+m} \sum_{\rho=0}^{n+m} F_{abc} g^\lambda g^\mu g^\nu g^\rho F_{pقد} = F_{abc} g^\epsilon F_{cdf} g^{ij} G_{ij} + 2sF_{abs} F_{cdf} g^{ij} G_{sj} + 2sF_{abe} g^\epsilon F_{cds} G_{is} + 2sF_{abs} F_{cds} G_s + 4s^2 F_{abs} F_{cds} G_{ss}.
\]
(39)

When $n$ is odd, as suggested by (22), we extend the range of the superscripts of the primitive variables $\tau^i$ and the corresponding inverse pairings $g^{ij}$ from $[n+1, n+m] \cap \mathbb{Z}$ to $[n+1, \infty) \cap \mathbb{Z}$, and define
\[
\tau^{i+m} = -\tau^i, \quad \text{for } i \geq n + 1
\]
and
\[
g^{i+m, j} = g^{i, j+m} = -g^{i, j}, \quad \text{for } i, j \geq n + 1.
\]
Moreover, we set $\mu = \frac{m}{2}$ for $\mu \geq n + 1$. These conventions make calculations of Grassmann variables $\tau^i$ uniformly for $i \geq n + 1$. For example, we have
\[
g^{i', i} = 1, \quad \frac{\partial F}{\partial\tau^i} = -\tau^{i'} \frac{\partial F}{\partial s}
\]
We adopt these conventions in the odd dimensional cases in this proof. Then
\[
\sum_{\mu=0}^{n+m} \sum_{\nu=0}^{n+m} \sum_{\lambda=0}^{n+m} \sum_{\rho=0}^{n+m} F_{abc} g^\lambda g^\mu g^\nu g^\rho F_{pقد} = F_{abc} g^\epsilon F_{cdf} g^{ij} G_{ij} + \sum_{\mu=n+1}^{n+m} \tau^\mu F_{abs} (-g^{\mu'} G_{s1}) g^{ij} F_{jcd}
\]
\[
+ \sum_{\nu=n+1}^{n+m} F_{abs} g^{ij} (-g^{\nu'} G_{sj}) (-g^{\nu'} F_{scd})
\]
\[
+ \sum_{\mu=n+1}^{n+m} \sum_{\nu=n+1}^{n+m} \tau^\mu F_{abs} (-g^{\mu'} G_s + \tau^{\nu'} G_{ss}) (-g^{\nu'} F_{scd})
\]
\[
= F_{abc} g^\epsilon F_{cdf} g^{ij} G_{ij} + 2sF_{abs} F_{cdf} g^{ij} G_{sj} + 2sF_{abe} g^\epsilon F_{cds} G_{is} + 4s^2 F_{abs} F_{cds} G_s + 2sF_{abs} F_{cds} G_{ss}.
\]

Namely, (39) remains true when $n$ is odd. Similar computations show that for both even and odd $n$ we have
\[
\sum_{\mu=0}^{n+m} \sum_{\nu=0}^{n+m} \sum_{\lambda=0}^{n+m} \sum_{\rho=0}^{n+m} F_{abc} g^\lambda g^\mu g^\nu g^\rho G_{υδ} = F_{abc} g^\epsilon F_{cdf} g^{ij} G_{dj} + 2sF_{abs} F_{cdf} g^{ij} G_{dj} + 2sF_{abe} g^\epsilon F_{cςδ} G_{ds} + 2sF_{abs} F_{cςδ} G_{ds} + 4s^2 F_{abs} F_{cςδ} G_{ds},
\]
\[
\sum_{\mu=0}^{n+m} \sum_{\nu=0}^{n+m} \sum_{\lambda=0}^{n+m} \sum_{\rho=0}^{n+m} F_{abc} g^\lambda g^\mu g^\nu G_{υν} = F_{abc} g^\epsilon F_{icd} g^{ij} G_{j} + 2sF_{abs} F_{scd} g^{ij} G_{j} + 2sF_{abe} g^\epsilon F_{icδs} G_{s} + 2sF_{abs} F_{icδs} G_{s} + 4s^2 F_{abs} F_{icδs} G_{s},
\]
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Combining these yields that the sum of the first two rows of \((37)\) is equal to LHS of \((38)\). The RHS of \((38)\) is obtained in the same way:

\[
\sum_{\mu=0}^{n+m} \sum_{\nu=0}^{n+m} \sum_{\lambda=0}^{n+m} \sum_{\rho=0}^{n+m} F_{abc\lambda\rho} e_i F_{ijk\lambda\rho} = F_{abcd\epsilon i} F_{ijk\epsilon j} + 2sF_{abcs} F_{sdj\epsilon i} G_j + 2sF_{abcs} G_i F_{ids} G_s + 2sF_{abcs} F_{ds} G_s + 4s^2 F_{abcs} F_{dss} G_s.
\]

\[
\sum_{\mu=0}^{n+m} \sum_{\nu=0}^{n+m} \sum_{\lambda=0}^{n+m} \sum_{\rho=0}^{n+m} F_{abcd\lambda\rho} e_i F_{ijk\lambda\rho} = F_{abcd\epsilon i} F_{ijk\epsilon j} + 2sF_{abcs} F_{sdj\epsilon i} G_j + 2sF_{abcs} G_i F_{ids} G_s + 2sF_{abcs} F_{ds} G_s + 4s^2 F_{abcs} F_{dss} G_s.
\]

\[
\sum_{\mu=0}^{n+m} \sum_{\nu=0}^{n+m} \sum_{\lambda=0}^{n+m} \sum_{\rho=0}^{n+m} F_{abce\lambda\rho} e_i F_{ijk\lambda\rho} = F_{abce\epsilon i} F_{ijk\epsilon j} + 4sF_{abcs} F_{cds} G_j + 2sF_{abcs} F_{cds} G_s + 2sF_{abcs} F_{cde} G_s + 4s^2 F_{abcs} F_{cde} G_s.
\]

\[
\sum_{\mu=0}^{n+m} \sum_{\nu=0}^{n+m} \sum_{\lambda=0}^{n+m} \sum_{\rho=0}^{n+m} F_{abce\lambda\rho} e_i F_{ijk\lambda\rho} = F_{abce\epsilon i} F_{ijk\epsilon j} + 4sF_{abcs} F_{cds} G_j + 2sF_{abcs} F_{cds} G_s + 2sF_{abcs} F_{cde} G_s + 4s^2 F_{abcs} F_{cde} G_s.
\]

Fix \(N \in \mathbb{Z}_{\geq 0}\) \((0 \leq N \leq \frac{m}{2}\) if \(n\) is odd), and \(I = (i_1, \ldots, i_t)\), where \(0 \leq i_1, \ldots, i_t \leq n\). Let \(y = G^{(N)}_{i_1, \ldots, i_t}(0), \ y_i = G^{(N)}_{i_1, i, \ldots, i_t}(0), \ y_{i,j} = G^{(N)}_{i_1, i, \ldots, i_t, i_j}(0)\). \(42\)

Note that by the convention \((29)\), any subscripts \(i, j \geq 0\) are allowed. For \(1 \leq a, b, c, d \leq n\) let

\[
\begin{align*}
\mathcal{W}_{a,b,c,d} & = \sum_{\mathcal{A}(a,b,c,d)} \left( \frac{N}{2} F_{ab}^{(1)}(0) y_{c+d} - \frac{1}{24} F_{a+b,c,d}^{(0)}(0) g^{fi} y_i + \frac{1}{12} F_{abde}^{(0)}(0) g^{ci} y_{i+d} - \frac{1}{3} F_{a+b,c}^{(1)}(0) y_d \\
& + \frac{1}{6} F_{ab}^{(1)}(0) F_{cd}^{(1)}(0) - \frac{N}{12} F_{a+b,c,d}^{(1)}(0) + \frac{N}{6} F_{abde}^{(0)}(0) g^{ci} F_{id}^{(1)}(0) y \right)
\end{align*}
\]

\(43\)

**Proposition 3.4.** Using the Euler field and Getzler’s relation \((37)\), one can reconstruct \(G^{(0)}\) from \(G^{(0)}_{i}(0)\) for \(1 \leq i \leq n\) and genus zero GW invariants. More generally, for \(k \geq 1\), one can reconstruct \(G^{(k)}\) from \(G^{(k)}(0)\) and \(G^{(k)}_{j}(0)\) for \(1 \leq j \leq n\), and \(G^{(j)}\) for \(0 \leq i \leq k - 1\), and genus zero GW invariants.

**Proof.** For \(0 \leq a, b, c, d \leq n\), we compute the coefficients of \(\tau^i \cdots \tau^i s^N\) in \((38)\). Using \((30)\) we get

\[
\sum_{\mathcal{A}(a,b,c,d)} (3y_{a+b,c+d} - 4y_{a,b+c+d}) + 24 \mathcal{W}_{a,b,c,d}
\]

\[
+ N \sum_{\mathcal{A}(a,b,c,d)} \left( -2F_{ab}^{(1)}(0) F_{c}^{(1)}(0) y_d + 4F_{abde}^{(1)}(0) F_{id}^{(1)}(0) y \right)^{(N)} \sim 0.
\]
Suppose $1 \leq a, b, c, d \leq n$. Then by (28) we obtain
\[
\left( y_{a+b,c+d} + y_{a+c,b+d} + y_{a+d,b+c} \right) - \left( y_{a+b,c+d} + y_{b,a+c+d} + y_{c,a+b+d} + y_{d,a+b+c} \right) + w_{a,b,c,d} \overset{(N,l)}{=} 0. \tag{44}
\]
Taking $c = d = 1$ in (44), we get
\[
y_{2,a+b} + 2y_{a+1,b+1} - y_{a,b+2} - y_{b,a+2} - 2y_{1,a+b+1} + w_{a,b,1,1} \overset{(N,l)}{=} 0. \tag{45}
\]
So
\[
\left( y_{a+1,b+1} - y_{a,b+2} \right) - \left( y_{a+2,b} - y_{a+1,b+1} \right) \overset{(N,l)}{=} 2y_{1,a+b+1} - y_{2,a+b} - w_{a,b,1,1}.
\]
Let $k = a + b$. Then for $1 \leq i \leq k - 1$,
\[
\left( y_{i+1,k-i+1} - y_{i,k-i+2} \right) - \left( y_{i+1,k-i} - y_{i+1,k-i+1} \right) \overset{(N,l)}{=} 2y_{1,k+1} - y_{2,k} - w_{i,k-i,1,1}.
\]
Summing over $i = 1, \ldots, k - 1$, we get
\[
y_{2,k} \overset{(N,l)}{=} \frac{2k}{k+1}y_{1,k+1} - \frac{1}{k+1} \sum_{i=1}^{k-1} w_{i,k-i,1,1}. \tag{46}
\]
By Lemma 3.1, the Euler vector field yields
\[
y_{1,i} \overset{(N,l)}{=} y_i. \tag{47}
\]
So for all $1 \leq i, j \leq n$ we have $y_{i,j} \overset{(N,l)}{=} $ a linear combination of $y_1, \ldots, y_n$ and $y_i$ with coefficients the genus 0 GW invariants of $X$. This holds also for $i$ or $j = 0$ by the fundamental class axiom. Hence the conclusion follows from induction on $l$ and $N$.

3.2 0 ≤ a, b, c ≤ n and n + 1 ≤ d ≤ n + m

**Lemma 3.5.** Suppose that $n$ is even (resp. $n$ is odd). Suppose $0 \leq a, b, c \leq n$. Then

\[
\begin{align*}
12 & \sum_{(a,b,c)} F_{ab}g^{\xi}F_{scf}g^{\eta}F_{ij} \nonumber \\
& + \sum_{(a,b,c)} (12F_{ab}F_{sc} - 4F_{ab}g^{\xi}F_{cij} + 16sF_{ab}F_{scf} + 24sF_{ab}F_{ssc})g^{fj}G_{s} \\
& - 12 \sum_{(a,b,c)} (F_{ab}F_{sc} + F_{sc}F_{ab} + F_{ab}F_{scf} - F_{ab}g^{\xi}F_{s} - 2sF_{ab}F_{ss})g^{fj}G_{a} \\
& - 12 \sum_{(a,b,c)} (F_{ab}F_{sc} + 2sF_{ab}F_{ssc} + 2sF_{ss}F_{ac} + 4s^2F_{ss}F_{ssc} + 2sF_{ssc}g^{\xi}F_{scf})G_{sa} \\
& + 12 \sum_{(a,b,c)} (F_{ab}F_{ss}F_{f} - F_{ab}g^{\xi}F_{ssa} - 2sF_{ss}F_{f}) \\
& - 2F_{ab}g^{\xi}F_{s} + 2F_{ab}g^{\xi}F_{sf} + 4F_{ab}g^{\xi}F_{ss} - 4sF_{ab}F_{ss} + 4sF_{ss}F_{ss}g^{fj}G_{f} \\
& + 24(s \sum_{(a,b,c)} F_{ab}F_{ss} + 2F_{ab}g^{\xi}F_{s} + 2sF_{ab}g^{\xi}F_{ssi} + 6sF_{ab}F_{ss} + 4s^2F_{ssc}F_{ss})G_{s} \\
& + 48s(\sum_{(a,b,c)} F_{ab}F_{ssa} + F_{ab}g^{\xi}F_{s} + 2sF_{ssc}F_{ss})G_{ss} \\
& = - (F_{ab}g^{\xi}F_{sfj}g^{fj} + ((-1)^n + 2)F_{ab}g^{\xi}F_{ssi} + 2sF_{ab}g^{\xi}F_{ss} \\
& + (2(-1)^n + 4)F_{ss} + 2((-1)^n + 6)sF_{s} + 4s^2F_{ss} + 2F_{fj}g^{f} + 2sF_{ssfj}g^{fj})F_{abc}.
\end{align*}
\]
\[ + F_{sabc}e_i F_{ijg}^f + 2s F_{sabc} F_{sfg}^j + (-1)^n m F_{sabc}e_i F_{si} + 2s F_{sabc}e_i F_{ssi} \\
+ 2((-1)^n m + 2)s F_{sabc} F_{ss} + 4s^2 F_{sabc} F_{sss} \\
+ \frac{1}{2} \sum_{\not (a, b, c)} (F_{sabc}e_i F_{ijf}^g + F_{sabc} F_{sfg}^j + 2s F_{sabc} F_{sfg}^j + ((-1)^n m - 4) F_{sabc}e_i F_{sci} \\
- 6s F_{sabc}e_i F_{ssci} - ((-1)^n m + 2) F_{sabc} F_{ssc} - 2s F_{sabc} F_{sssc} + 2((-1)^n m - 4) s F_{sabc} F_{ssc} \\
- 4s^2 F_{sabc} F_{sssc} - 2F_{sabc} F_{sci} \Big) \) \tag{48}

(resp. mod $s^n$ if $n$ is odd).

The proof is given in Appendix A.

**Proposition 3.6.** With the notations defined in (42), we have

(i) if $a_X = n - 1$, then for $2 \leq k \leq n$,

\[ y_k^{(N, l)} \sim 2N y \times \begin{cases} c(n, \frac{k - 1}{2}, d)b(d)\frac{k - 1}{2x}, & \text{if } \frac{k - 1}{2} \in \mathbb{Z}_{\geq 0}; \\
0, & \text{otherwise.} \end{cases} \tag{49} \]

(ii) if $a_X < n - 1$, then for $3 \leq k \leq n$,

\[ y_k^{(N, l)} \sim 2N y \times \begin{cases} c(n, \frac{k - 1}{2}, d)b(d)\frac{k - 1}{2x}, & \text{if } \frac{k - 1}{2} \in \mathbb{Z}_{\geq 0}; \\
0, & \text{otherwise.} \end{cases} \tag{50} \]

**Proof.** For $0 \leq a, b, c \leq n$, computing the coefficients of $\tau^i \cdots \tau^i s^N$ of (48) yields

\[ 3F_c^{(1)}(0)y_{a+b} + 3F_b^{(1)}(0)y_{a+c} + 3F_a^{(1)}(0)y_{b+c} - 3y_{a+b+c} \\
- 3F_a^{(1)}(0)F_b^{(1)}(0)y_c + F_a^{(1)}(0)F_b^{(1)}(0)y_b + F_a^{(1)}(0)F_c^{(1)}(0)y_a + 6NF_{abc}^{(0)}g^{e_1}F_i^{(1)}(0)y \sim 0. \]

Suppose $1 \leq a, b, c \leq n$. Then by (28) we get

\[ -3y_{a+b+c} + 6NF_{abc}^{(0)}g^{e_0}y \sim 0. \tag{51} \]

Applying (26), we obtain (50), and (49) in the range $3 \leq k \leq n$. When $a_X = n - 1$, by the definition (42) of $y_k$ and the convention (29), we have $y_{n+1} = d^dy_2$. Hence taking $a = b = 1$ and $c = n - 1$ in (51) yields (49).

**3.3** $n + 1 \leq a, b, c, d \leq n + m$

**Lemma 3.7.** Suppose $(n, d) \neq (3, (2, 2))$. Then

\[ 3(F_{sc} F_{sf}g^{e_i}g^{f_j}G_{ij} + 4s F_{ss} F_{seg}e_i G_{si} \\
+ 2F_{ss} F_{sfg}^{f_j} G_{j} + 6s F_{ss} F_{ssg} G_{s} + 4s^2 F_{ss} F_{ss} G_{ss} \) \\
= -\frac{1}{2} F_{ss} F_{sfg}^{gj} - \frac{1}{8} F_{ss} F_{seg}^{e_i} F_{ijf}^{gj} - \frac{1}{4}s F_{ss} F_{ssg}^{gj} + \frac{3}{4}s F_{ss} F_{seg}^{e_i} F_{ssi} \\
+ \frac{1}{2} F_{sc} F_{sf} g^{e_i} g^{f_j} F_{sij} - \frac{(-1)^n m}{8} - 1) F_{ss} F_{ss} - \frac{1}{2} s F_{ss} F_{ss} + \frac{1}{2} s^2 F_{ss} F_{ss}. \tag{52} \]

**Proof.** We first treat the case that the dimension $n$ is even. We take $a = b = c = d$ in (37). A direct
computation gives

\[
\sum_{\mu=0}^{n+m} \sum_{\nu=0}^{n+m} \sum_{\lambda=0}^{n+m} \sum_{\rho=0}^{n+m} \left( 3F_{aa\lambda\beta}^{\lambda\mu} G_{\mu\nu} G_{\rho\nu} F_{paa} - 4F_{aa\lambda\beta}^{\lambda\mu} F_{\mu\nu} G_{\rho\nu} G_{va} - F_{aa\lambda\beta}^{\lambda\mu} F_{\mu\nu} G_{\rho\nu} G_{\nu} + 2F_{aa\lambda\beta}^{\lambda\mu} F_{\mu\nu} G_{\rho\nu} G_{\nu} \right)
\]

\[
= 3F_{ssf} F_{sfg} \epsilon_{i j} g_{f j} G_{i j} + 12 s F_{ssf} F_{sfg} \epsilon_{i j} G_{i j}
\]

\[
+ (-F_{sfg} \epsilon_{i j} F_{sij} - 2sF_{ssf} + 6F_{ssf}) g_{f j} G_{j} + (8sF_{ssf} - 4F_{sfg} \epsilon_{i j} F_{sji} - 2sF_{sfg} \epsilon_{i j} F_{ssi} - 4s^2 F_{ssf} F_{ssf}) G_{s}
\]

\[
+ 12s^2 F_{sfg} F_{ssf} G_{ss} + \left( \tau^a \right)^2 (...) + \left( \tau^a \right)^2(\ldots),
\]

(53)

where \((\ldots)\) means functions of \(\tau^0, \ldots, \tau^n\) and \(s\). From (32) and (33) we have

\[-F_{sfg} \epsilon_{i j} F_{sij} - 2sF_{ssf} + 6F_{ssf} = 6F_{ssf}, \]

and

\[8sF_{ssf} F_{ssf} - 4F_{sfg} \epsilon_{i j} F_{sji} - 2sF_{sfg} \epsilon_{i j} F_{ssi} - 4s^2 F_{ssf} F_{ssf} = 18sF_{ssf} F_{ssf}. \]

It follows that the sum of the terms without common factor \((\tau^a)^2\) or \((\tau^a)^4\) in (53) is equal to LHS of (52). On the other hand,

\[
\sum_{\mu=0}^{n+m} \sum_{\nu=0}^{n+m} \sum_{\lambda=0}^{n+m} \sum_{\rho=0}^{n+m} \left( \frac{1}{6} F_{abc\lambda\beta}^{\lambda\mu} G_{\mu\nu} G_{\rho\nu} + \frac{1}{24} F_{abcd\lambda\beta}^{\lambda\mu} G_{\mu\nu} G_{\rho\nu} - \frac{1}{4} F_{ab\mu\nu} G_{\rho\nu} \right)
\]

\[
= \frac{1}{2} F_{ssf} F_{sfg} \epsilon_{i j} G_{f j} + \frac{1}{8} F_{sfg} \epsilon_{i j} F_{sji} G_{f j} + \frac{1}{4} 8F_{ssf} F_{sfg} \epsilon_{i j} G_{f j} - \frac{3}{4} 8F_{sfg} \epsilon_{i j} F_{ssi}
\]

\[
- \frac{1}{4} F_{sfg} \epsilon_{i j} F_{sij} + \frac{m}{8} F_{sfg} \epsilon_{i j} F_{si} + \frac{m-4}{4} F_{ssf} F_{ssf} + \frac{m+2}{4} F_{ssf} F_{ssf} - \frac{1}{2} s^2 F_{ssf} F_{ssf}
\]

\[
+ \left( \tau^a \right)^2(...) + \left( \tau^a \right)^2(...) = 0.
\]

(54)

By (33),

\[F_{sfg} \epsilon_{i j} F_{ssf} F_{ssf} + 2sF_{ssf} F_{ssf} = 0. \]

It follows that the sum of the terms without common factor \((\tau^a)^2\) or \((\tau^a)^4\) in (54) gives RHS of (52). Recall that (Hu15, Corollary A.3) \(m = rank H^*_{even}(X) \geq 3\). So (53) = (54) implies that the sums of the terms without common factor \((\tau^a)^2\) or \((\tau^a)^4\) of both sides are equal. Hence we have (52).

If \(n\) is odd, to obtain a non-trivial equation, we take \(n+1 \leq a < c \leq n + \frac{b}{2}, b = a' = a + \frac{b}{2}\) and \(d = c' = c + \frac{m}{2}\) in (37). We adopt the conventions introduced in the odd dimensional cases of the proof of Lemma 3.3. Then a calculation of Grassmann variables yields

\[
\sum_{\rho(a',a',c',c')} \left( \pm \sum_{\mu=0}^{n+m} \sum_{\nu=0}^{n+m} \sum_{\lambda=0}^{n+m} \sum_{\rho=0}^{n+m} \left( 3F_{aa'\alpha\beta}^{\lambda\mu} G_{\mu\nu} G_{\rho\nu} F_{pcc'} - 4F_{aa'\alpha\beta}^{\lambda\mu} F_{\mu\nu} G_{\rho\nu} G_{vc'} \right)
\]

\[-F_{aa'\alpha\beta}^{\lambda\mu} F_{pcc'} G_{\nu} + 2F_{aa'\alpha\beta}^{\lambda\mu} F_{\mu\nu} G_{\rho\nu} G_{\nu} \right)
\]

\[
= 8 \times (3F_{ssf} F_{sfg} \epsilon_{i j} G_{i j} + 12 s F_{ssf} F_{sfg} \epsilon_{i j} G_{i j} + (-F_{sfg} \epsilon_{i j} F_{sji} - 2sF_{ssf} + 6F_{ssf}) g_{f j} G_{j} + (8sF_{ssf} F_{ssf} - 4F_{sfg} \epsilon_{i j} F_{sji} - 2sF_{sfg} \epsilon_{i j} F_{ssi} - 4s^2 F_{ssf} F_{ssf}) G_{s} + 12s^2 F_{ssf} F_{ssf} G_{ss})
\]

\[
+ \tau^a \tau^d(...) + \tau^c \tau^c(...)(...) + \tau^a \tau^a \tau^c \tau^c(...) \ldots,
\]

(55)
and
\[
\sum_{\mathcal{P}(a,d',c',c'')} (-1)^{s+c+c'+d'} \sum_{\nu=0}^{d} \sum_{\rho=0}^{d} \sum_{\mu=0}^{d} \sum_{\lambda=0}^{d} (1/6) F_{a\lambda'c\lambda} G^\lambda F_{\mu\nu'c'} G^\nu' \\
-1/24 F_{a\lambda'c'c'} G^\lambda F_{\mu\rho'c'} G^\rho' - 1/4 F_{a\lambda'c'c'} G^\lambda F_{\mu\nu'c'} G^\nu') \\
= 8 \times (1/2) F_{s_{ij}F_{f_{ij}}} + (1/8) F_{ss_{ij}F_{f_{ij}}} + (1/4) F_{ss_{ij}G^{f_{ij}}} - (3/4) F_{ss_{ij}G^{f_{ij}}} - 1/4 F_{ss_{ij}G^{f_{ij}}F_{ss_{ij}}} + 1/8 F_{ss_{ij}G^{f_{ij}}F_{ss_{ij}}} + (1/4) F_{ss_{ij}G^{f_{ij}}F_{ss_{ij}}} - 1/2 F_{ss_{ij}G^{f_{ij}}F_{ss_{ij}}} \\
+ \tau^a \tau^{a'} (\ldots) + \tau^c \tau^{c'} (\ldots) \ldots + \tau^a \tau^{a'} \tau^c \tau^{c'} (\ldots),
\]
where (\ldots) means functions of \(\tau^i, \ldots, \tau^n\) and \(s\). By [Hu15, Theorem A.2], if \(n \geq 3\) or \(d \neq (2,2)\), we have \(m = \text{rank} H^*_\text{prim}(X) \geq 6\). So \((55)\) yields \((52)\).

**Corollary 3.8.** Let \(y, y_i, y_{i,j}\) be defined as in \((42)\). Then
\[
F^{(1)}_e(0) F^{(1)}_y(0) G^e G^{f_{ij}} + (4N + 2) F^{(2)}(0) F^{(1)}_e(0) G^e y_i + (4N^2 + 2N) F^{(2)}(0) y^N_i \sim 0. \quad (57)
\]

**Proof.** If \((n, d) \neq (3, 2, 2)\), by computing the coefficients of \(\tau^i \cdots \tau^i s^N\) of \((52)\) we get \((57)\). Now suppose \((n, d) = (3, 2, 2)\). Then by Riemann-Roch one can compute \(m = \text{rank} H^*_\text{prim}(X) = 4\). With the notations in the proof of Lemma 3.7, we have
\[
s = -\tau^a \tau^{a'} - \tau^c \tau^{c'}, \quad s^2 = 2 \tau^a \tau^{a'} \tau^c \tau^{c'}.
\]
Thus \((55)\) yields a more complicated identity involving \(G\) and \(F\). But one can check that in the abbreviated terms \(\tau^a \tau^{a'} (\ldots)\) and \(\tau^c \tau^{c'} (\ldots)\) in \((55)\) and \((56)\), there is at least one additional factor \(s\) for \(G_s\) and \(G_s\) \((0 \leq i \leq n)\), and an additional factor \(s^2\) for \(G_{ss}\). Similarly, in the abbreviated term \(\tau^a \tau^{a'} \tau^c \tau^{c'} (\ldots)\) in \((55)\) and \((56)\), there is one additional factor \(s\) for \(G_{ss}\). Hence computing the coefficients of \(\tau^i \cdots \tau^i s^N\) of \((55)\) yields \((56)\), we get again \((57)\).

### 3.4 Cubic hypersurfaces and odd dimensional complete intersections of two quadrics

We use the results in Section 3.1-3.3 to show Theorem 1.2. First we recall that ([Hu15, Theorem 1.8 and 1.10]) for \(d = (3)\) or \((2,2)\),
\[
F^{(2)}(0) = 1. \quad (58)
\]

**Lemma 3.9.** Let \(y, y_i, y_{i,j}\) be defined as in \((42)\), where \(I = 0\). Then
\[
\frac{d^d}{2n} \sum_{i=1}^{n-2} u_{i,n-i-1,1,1} + \frac{1}{2} u_{n-1,n-1,1,1} \\
= (-4d!N + d^d - 2d!) y_n + \left(\frac{(4n-2)d!}{n} N + 2d! - d^d + \frac{d^d - d!}{n}\right) d^d y_1 \\
+(4d! N + 2d! - \frac{2d^d}{n}) N d! y.
\]

The proof is given in the appendix B.

**Proposition 3.10.** Suppose (i) \(d = (3)\) and \(n \geq 3\) and \(n \neq 4\) or (ii) \(d = (2,2)\) and \(n \geq 3\) and \(n\) is odd. Then the genus 1 Gromov-Witten invariants of \(X\) can be reconstructed from the genus 0 invariants, and the genus 1 invariants with 1 marked point.
We are going to compute the reduced genus 1 Gromov-Witten invariant. Let \( M \) be a smooth Fano hypersurface of \( \mathbb{P}^{n-1} \) of multidegree \( d = (d_1, \ldots, d_r) \). Without loss of generality, we assume that \( d_i \geq 2 \) for \( 1 \leq i \leq r \). We denote the Fano index of \( X \) by

\[
\nu_d = n - |d| = n - \sum_{i=1}^{r} d_i.
\]

We are going to compute the reduced genus 1 Gromov-Witten invariant \( \langle h_a \rangle^0 \) of \( X \), defined by Zinger [Zin09a]. We follow the strategy of Zinger [Zin09b]. By the dimension constraint this invariant vanishes unless

\[
\beta = \frac{a - 1}{\nu_d} \in \mathbb{Z}_{\geq 0}.
\]

Let \( \mathcal{M}_{1,1}(\mathbb{P}^{n-1}, \beta) \) be the open substack of \( \overline{\mathcal{M}}_{1,1}(\mathbb{P}^{n-1}, \beta) \) parametrizing genus 1 stable maps with smooth domain curves. Let \( \overline{\mathcal{M}}_{1,1}(\mathbb{P}^{n-1}, \beta) \) be the Zariski closure of \( \mathcal{M}_{1,1}(\mathbb{P}^{n-1}, \beta) \). Let

\[
\frac{1}{(\prod_{i=1}^{r} d_i)^2} (y_{n,n} - 2d^d y_{1,n} + (d^d)^2 y_{1,1}) + \frac{4N + 2}{\prod_{i=1}^{r} d_i} (y_{n} - d^d y_1) + (4N^2 + 2N) y \sim 0. \tag{60}
\]

Taking \( a = b = n - 1 \) in (45) we get

\[
d^d y_{2,n-1} + 2y_{n,n} - 2d^d y_{2,n-1} - 2d^d y_{1,n} + w_{n-1,n-1,1,1} \sim 0. \tag{61}
\]

Then by (46) we get

\[
y_{n,n} \sim \frac{(2n-1)d^d}{n} y_{1,n} - \frac{d^d}{2n} \sum_{i=1}^{n-2} w_{i,n-1-i,1,1} - \frac{1}{2} w_{n-1,n-1,1,1}. \tag{62}
\]

By (34) or directly using the divisor equation, we have

\[
y_{1,n} = \frac{\langle N(n-2) + 1 \rangle y_{n} - (d^d - d^d!) y_{1,1}}{N} y_{1,1} = \frac{N(n-2)}{n-1} y_{1}. \tag{63}
\]

Recall [Hu15, (203)],

\[
c(n, 1, d) = \frac{d^d}{d!}.
\]

So by Proposition 3.6 (i),

\[
y_{n} \sim 2N c(n, 1, d) \cdot d^d y = 2d! N y. \tag{64}
\]

Applying (59) to (62), and then substituting (62), (63) and (64) into (60), after simplification we get, (i) if \( d = 3 \),

\[
\frac{9(n-4)N(nN + n - 4N - 1)}{(n-1)^2} y \sim 0. \tag{65}
\]

If \( n \geq 5, nN + n - 4N - 1 > 0 \). So \( y \sim 0 \) for \( n \geq 5 \). If \( n = 3, \frac{9(N)(N-2)}{4} y \sim 0 \). But when \( N = 2, y = 0 \) for the degree reason.

(ii) if \( d = (2, 2) \),

\[
\frac{16N^2}{(n-1)^2} y \sim 0. \tag{66}
\]

So we are done. \( \Box \)

4 Reduced genus 1 Gromov-Witten invariants of Fano complete intersections

Let \( X \) be a smooth Fano hypersurface of \( \mathbb{P}^{n-1} \) of multidegree \( d = (d_1, \ldots, d_r) \). Without loss of generality, we assume that \( d_i \geq 2 \) for \( 1 \leq i \leq r \). We denote the Fano index of \( X \) by

\[
\nu_d = n - |d| = n - \sum_{i=1}^{r} d_i.
\]

We are going to compute the reduced genus 1 Gromov-Witten invariant \( \langle h_a \rangle^0 \) of \( X \), defined by Zinger [Zin09a]. We follow the strategy of Zinger [Zin09b]. By the dimension constraint this invariant vanishes unless

\[
\beta = \frac{a - 1}{\nu_d} \in \mathbb{Z}_{\geq 0}. \tag{68}
\]

Let \( \mathcal{M}_{1,1}(\mathbb{P}^{n-1}, \beta) \) be the open substack of \( \overline{\mathcal{M}}_{1,1}(\mathbb{P}^{n-1}, \beta) \) parametrizing genus 1 stable maps with smooth domain curves. Let \( \overline{\mathcal{M}}_{1,1}(\mathbb{P}^{n-1}, \beta) \) be the Zariski closure of \( \mathcal{M}_{1,1}(\mathbb{P}^{n-1}, \beta) \). Let
\[ \pi : \mathcal{M} \to \mathcal{M}_{1,1}(\mathbb{P}^{n-1}, \beta) \text{ be the universal curve, } ev : \mathcal{M} \to \mathbb{P}^{n-1} \text{ be the universal morphism. The push-forward } \pi_*ev^* \bigoplus_{k=1}^{r} \mathcal{O}(d_k) \text{ is locally free on } \mathcal{M}_{0,1}(\mathbb{P}^{n-1}, \beta), \text{ but not locally free on } \mathcal{M}_{1,1}(\mathbb{P}^{n-1}, \beta). \]

Nevertheless, there exists a well-defined Euler class of \( \pi_*ev^* \bigoplus_{k=1}^{r} \mathcal{O}(d_k) \) ([Zin07a]), and we have the hyperplane property ([LZ09]) of reduced genus 1 Gromov-Witten invariants

\[ \langle h_0 \rangle_1^0 = \int_{[\mathcal{M}_{1,1}(\mathbb{P}^{n-1}, \beta)]} ev^* h_0 \cup e(\pi_*ev^* \bigoplus_{k=1}^{r} \mathcal{O}(d_k)). \]  

(Vakil and Zinger [VZ08] constructed (see also [HL10] for a simplified construction) a modular desingularization \( \rho : \mathcal{M}_{0,1}(\mathbb{P}^{n-1}, \beta) \to \mathcal{M}_{1,1}(\mathbb{P}^{n-1}, \beta) \), and a locally free sheaf \( \mathcal{V}_1 \), such that \( \rho_* \mathcal{V}_1 \cong \pi_*ev^* \bigoplus_{k=1}^{r} \mathcal{O}(d_k) \), and then

\[ \langle h_0 \rangle_1^0 = \int_{[\mathcal{M}_{0,1}(\mathbb{P}^{n-1}, \beta)]} ev^* h_0 \cup e(\mathcal{V}_1). \]  

Then we compute \( \langle h_0 \rangle_1^0 \) via Atiyah-Bott localization theorem. We follow the set-up of [Zin09b]. We equip \( \mathbb{P}^{n-1} \) a \( T = (\mathbb{C}^*)^{n} \)-action, such that

1. let \( \gamma_{n-1} \) be the induced equivariant tautological line bundle, and \( x = c_1(\gamma_{n-1}) \), the equivariant first Chern class;
2. let \( P_1, \ldots, P_n \) be the \( n \) fixed points of \( \mathbb{P}^{n} \), then \( H^*_T(P_i) = \mathbb{Q}[\alpha_1, \ldots, \alpha_n] \), and \( x |_{P_i} = \alpha_i \);
3. let \( \phi_i = \prod_{k \neq i} (x - \alpha_k) \in H^*_T(\mathbb{P}^{n-1}) \), then \( e(T\mathbb{P}^{n-1})|_{P_i} = \prod_{k \neq i} (\alpha_i - \alpha_k) = \phi_i |_{P_i} \).

We linearize \( \mathcal{O}(1) \) such that \( e(\mathcal{O}(1)) = \alpha_i \) at \( P_i \), for \( 1 \leq i \leq n \), and linearize \( T\mathbb{P}^{n-1} \) such that \( e(T\mathbb{P}^{n-1}) = \prod_{k \neq i} (\alpha_i - \alpha_k) \) at \( P_i \). Let

\[ F(\alpha, x, q) = \sum_{\beta} q^\beta (ev_{1, \beta} \ast e(\mathcal{V}_1)) \in H^*_T(\mathbb{P}^{n-1})[q]. \]  

Lemma 4.1. We have

\[ F(\alpha, \alpha_i, q) = \sum_{\beta} q^\beta \int_{\overline{\mathcal{M}}_{1,1}(\mathbb{P}^{n-1}, \beta)} e(\mathcal{V}_1) ev^*_i \phi_i, \]  

and

\[ \langle h_{1+\nu\alpha} \rangle_{1, \beta}^0 = \sum_{i=1}^{n} \frac{1+\nu\alpha_i^\beta \text{Coeff}_{\nu\beta} \{ F(\alpha, \alpha_i, q) \}}{\prod_{j \neq i} (\alpha_i - \alpha_j)}. \]  

Proof. From the definition we have

\[ F(\alpha, x, q) = \sum_{\beta} q^\beta (F_{\beta,0} x^{n-2-\nu\alpha} + \sum_{i=1}^{n-2-\nu\alpha} F_{\beta,i} (\alpha) x^{n-2-\nu\alpha+i}), \]  

where \( F_{\beta,i}(\alpha) \in \mathbb{Q}[\alpha_1, \ldots, \alpha_n] \) is a symmetric polynomial homogeneous of degree \( i \). In particular,

\[ F_{\beta,0} = \langle h_{1+\nu\alpha} \rangle_{1, \beta}^0. \]  

By the projection formula we compute the localization of \( F(\alpha, x, q) \) at \( P_i \):

\[ F(\alpha, \alpha_i, q)|_{P_i} = \sum_{\beta} q^\beta \int_{\mathbb{P}^{n-1}} (ev_{1, \beta} \ast e(\mathcal{V}_1)) \phi_i = \sum_{\beta} q^\beta \int_{\overline{\mathcal{M}}_{1,1}(\mathbb{P}^{n-1}, \beta)} e(\mathcal{V}_1) ev^*_i \phi_i. \]
One notices that $F(\alpha, x, q)$ is completely determined by $F(\alpha, \alpha_1, q), \ldots, F(\alpha, \alpha_n, q)$. Moreover

$$F(\alpha, \alpha_z, qa^{\nu_\alpha}) = \sum_{\beta=1}^{\infty} q^\beta (F_{\beta,0} a^{n-2} + \sum_{i=1}^{n-2-\nu_\alpha} F_{\beta,i}(\alpha) a^{n-2-i}).$$

(77)

Hence

$$F_{\beta,0} = \sum_{i=1}^{n} \alpha_i^{1+\nu_\beta} \Coef_{a^\beta}\{F(\alpha, \alpha_z, q)\}.\quad (78)$$

\[\square\]

Remark 4.2. Our task is to extract the coefficient of $q^\beta \alpha_i^{n-2}$ in $F(\alpha, \alpha_z, qa^{\nu_\alpha})$ to get $F_{\beta,0}$. In [Zin09b] and [Pop12], the Calabi-Yau case is done by some sophisticated use of symmetric functions. The approach in this paper is simple and direct: we evaluate the equivariant series at $\alpha_i = \zeta^i$ in (78), where $\zeta$ is a primitive $n$-th root of unity.

### 4.1 Contributions in the torus localization

In this section, we recall some equivariant generating functions of genus 0 Gromov-Witten invariants introduced in [PoZ14] and then express the localization contributions in terms of these equivariant generating functions. Proposition 4.4, 4.5, and Lemma 4.3 in the following correspond to [Zin09b, Prop. 1.1, 1.2 Lemma 2.3] respectively, and the proofs are identical and thus omitted.

Let $\pi : \mathcal{M}_{0,1}(\mathbb{P}^{n-1}, 1)$ be the universal curve, $ev : \mathcal{M}_{0,1}(\mathbb{P}^{n-1}, 1) \to \mathbb{P}^{n-1}$ be the universal morphism, $\varsigma_i : \mathcal{M}_{0,i}(\mathbb{P}^{n-1}, 1) \to \mathcal{M}_{0,1}(\mathbb{P}^{n-1}, 1)$ be the section of $\pi$ corresponding to the $i$-th marked points of the fiber curves, and $ev_i = ev \circ \varsigma_i$. Let $V_0 = F_{x} \bigoplus_{k=1} F_{\nu_1} \mathcal{O}(d_k)$, which is locally free. The restriction of sections to the $i$-th marked points gives rise to a surjective morphism of locally free sheaves $V_0 \to \psi_i F_{x} \bigoplus_{k=1} \mathcal{O}(d_k)$. When $l = 2$, let $V_0 = \ker(ev_1)$, and $V_0' = \ker(ev_2)$. Then we define

$$Z_1^*(h, q) := \sum_{\beta=1}^{\infty} q^\beta \int_{\mathcal{M}_{0,2}(\mathbb{P}^{n-1}, \beta)} e(V_0') \frac{e(V_0')}{h - \psi_1} ev_1^* \phi_1,$$

(79)

$$Z_{ij}^*(h, q) := h^{-1} \sum_{\beta=1}^{\infty} q^\beta \int_{\mathcal{M}_{0,2}(\mathbb{P}^{n-1}, \beta)} e(V_0') \frac{e(V_0')}{h - \psi_1} ev_1^* \phi_1 ev_2^* \phi_j,$$

(80)

$$Z_{ij}^*(h_1, h_2, q) := \frac{1}{2h_1 h_2} \sum_{\beta=1}^{\infty} q^\beta \int_{\mathcal{M}_{0,2}(\mathbb{P}^{n-1}, \beta)} e(V_0') \frac{e(V_0')}{(h_1 - \psi_1)(h_2 - \psi_2)} ev_1^* \phi_1 ev_2^* \phi_j,$$

(81)

$$Z_p^*(x, h, q) := x^{r+p} + \sum_{\beta=1}^{\infty} q^\beta ev_1^* \left( \frac{e(V_0') \psi_1}{h - \psi_1} \right).$$

(82)

Let $Z(h, u) \in u \cdot Q(\alpha_1, \ldots, \alpha_n, h)[[u]]$. Following [Zin09b, Definition 2.1], we say that $Z(h, u)$ is regularizable (at $h = 0$) if there exists $u(\alpha_1, \ldots, \alpha_n, h)[[u]]$ and $Z(h, u) \in u\mathbb{Q}(\alpha_1, \ldots, \alpha_n, h)[[u]]$, such that $Z(h, u)$ is regular at $h = 0$ and

$$1 + Z(h, u) = e^\eta(u/h) (1 + \tilde{Z}(h, u)).$$

(83)

Lemma 4.3. $Z_1^*(h, q)$ is regularizable.

This enables us to define

$$\eta_i(q) := \text{Res}_{h=0} \left\{ \ln (1 + Z_i^*(h, q)) \right\},$$

(84)

and

$$\Phi_0(\alpha_z, q) := \text{Res}_{h=0} \left\{ h^{-1} e^{-\eta_i(q)} (1 + Z_i^*(h, q)) \right\} = \left\{ e^{-\eta_i(q)} h (1 + Z_i^*(h, q)) \right\}|_{h=0}.$$
Proposition 4.4. (i) The contribution of graphs of type $A_i$ to $F(\alpha, \alpha_i, q)$ is equal to
\[
A_i(u) := \frac{1}{\Phi_0(\alpha_i, u)}\text{Res}_{h_1=0}\text{Res}_{h_2=0} \left\{ e^{-\eta_i(u)/h_1} e^{-\eta_i(u)/h_2} \tilde{Z}_{ij}(h_1, h_2, u) \right\}.
\] (86)

(ii) The contribution of graphs of type $\tilde{A}_{ij}$ to $F(\alpha, \alpha_i, q)$ is equal to
\[
\tilde{A}_{ij}(u) := \prod_{k \neq j}(\alpha_j - \alpha_k) \text{Res}_{h=0} \left\{ e^{-\eta_i(u)/h} \tilde{Z}_{ij}(h, u) \right\}.
\] (87)

Proposition 4.5. 1. The contribution of graphs of type $B_i$ to $F(\alpha, \alpha_i, q)$ is equal to
\[
B_i(u) = \frac{\prod_{k=1}^r(d_k \alpha_i)}{24} \text{Res}_{h=0, \infty, -d_{\alpha_i}} \left\{ \prod_{k=1}^n(\alpha_i - \alpha_k + h) \frac{Z_j^*(h, u)}{h^2 \prod_{k=1}^r(d_k \alpha_i + h) + \prod_{k=1}^r(d_k \alpha_j + h) + Z_j^*(h, u)} \right\}.
\]

2. The contribution of graphs of type $\tilde{B}_{ij}$ to $F(\alpha, \alpha_i, q)$ is equal to
\[
\tilde{B}_{ij}(u) = -\frac{\prod_{k=1}^r(d_k \alpha_j)}{24 \prod_{k \neq j}(\alpha_j - \alpha_k)} \text{Res}_{h=0, \infty, -d_{\alpha_j}} \left\{ \prod_{k=1}^n(\alpha_j - \alpha_k + h) \frac{Z_j^*(h, u)}{h^2 \prod_{k=1}^r(d_k \alpha_i + h) + \prod_{k=1}^r(d_k \alpha_j + h) + Z_j^*(h, u)} \right\}.
\]

Combining Proposition 4.4 and 4.5, we get
\[
F(\alpha, \alpha_i, q) = \sum_{\beta=1}^{\infty} q^\beta \int_{\mathcal{N}_{n,1}(\mathbb{P}^{n-1}, \beta)} \left. \phi_i \right|_{\mathcal{M}}
= A_i(q) + \sum_{j=1}^{n} A_{ij}(q) + B_i(q) + \sum_{j=1}^{n} \tilde{B}_{ij}(q)
= \frac{1}{\Phi_0(\alpha_i, q)}\text{Res}_{h=0, h_2=0} \left\{ e^{-\eta_i(q)/h_1} e^{-\eta_i(q)/h_2} \tilde{Z}_{ij}(h_1, h_2, q) \right\}
+ \sum_{j=1}^{n} \prod_{k \neq j}(\alpha_j - \alpha_k) \text{Res}_{h=0} \left\{ e^{-\eta_i(q)/h} \tilde{Z}_{ij}(h, q) \right\}
+ \frac{\prod_{k=1}^r(d_k \alpha_i)}{24} \text{Res}_{h=0, \infty, -d_{\alpha_i}} \left\{ \prod_{k=1}^n(\alpha_i - \alpha_k + h) \frac{Z_j^*(h, q)}{h^2 \prod_{k=1}^r(d_k \alpha_i + h) + \prod_{k=1}^r(d_k \alpha_j + h) + Z_j^*(h, q)} \right\}
- \frac{\prod_{k=1}^r(d_k \alpha_j)}{24 \prod_{k \neq j}(\alpha_j - \alpha_k)} \text{Res}_{h=0, \infty, -d_{\alpha_j}} \left\{ \prod_{k=1}^n(\alpha_j - \alpha_k + h) \frac{Z_j^*(h, q)}{h^2 \prod_{k=1}^r(d_k \alpha_i + h) + \prod_{k=1}^r(d_k \alpha_j + h) + Z_j^*(h, q)} \right\}.
\]

4.2 Hypergeometric series associated with Fano complete intersections

In this section, we recall some hypergeometric-type series introduced in [Zin09b], [Pop12], and [PoZ14] that are related to genus 0 Gromov-Witten invariants of Fano complete intersections in $\mathbb{P}^n$. Let
\[
\mathcal{P} := \{ 1 + \sum_{i=1}^{\infty} a_i(w) q^i \in \mathbb{Q}(w)[[q]] | a_i(w) \text{ are regular at } w = 0 \text{ for } i \geq 1 \},
\]
\[
\mathcal{D} : \mathbb{Q}(w)[[q]] \to \mathbb{Q}(w)[[q]], \quad \mathcal{D} H(w, q) := (1 + \frac{q}{w} \frac{d}{dq}) H(w, q),
\] (88)
\[
\mathcal{F}(w, q) := \sum_{\beta=0}^{\infty} q^{\beta} \frac{w^\alpha \beta}{(w+j)^n} \prod_{j=1}^{\beta} \prod_{k=1}^{r}(d_k w + i),
\]
\[
\mathcal{G}(w, q) := \sum_{\beta=0}^{\infty} q^{\beta} \frac{w^\alpha \beta}{(w+j)^n} \prod_{j=1}^{\beta} \prod_{k=1}^{r}(d_k w + i).
\]
Define $c_{p,l}^{(β)}$, $c_{p,l}^{(0)} \in \mathbb{Q}$ with $p, β, l \geq 0$ by
\[
\sum_{β=0}^{∞} \sum_{l=0}^{∞} c_{p,l}^{(β)} w^l q^β = w^p D^p F(w, \frac{q}{w^μ}) = \sum_{β=0}^{∞} q^β \frac{(w + β)^p}{\prod_{j=1}^{p} (w + j)^{n}} \prod_{k=1}^{p} (d_k w + i),
\]
(89)
\[
\sum_{β_1 + β_2 = β, β_1, β_2 \geq 0} \sum_{k=0}^{p-ν_4 β_1} \sum_{k=0}^{p-ν_4 β_2} c_{p,k}^{(β_1)} c_{k,l}^{(β_2)} = δ_{β,0}δ_{p,l}, \text{ for } β, l \in \mathbb{Z}_{≥0}, \ l \leq p - ν_4 β.
\]
(90)

As a convention, we set
\[
c_{p,l}^{(β)} = 0, \text{ for } l < 0 \text{ or } p < 0.
\]
(91)

For $p \geq 0$ we have ([PoZ14, (2.7)])
\[
c_{p,k}^{(0)} = c_{p,k}^{(0)} = δ_{p,k}.
\]
(92)

One can show
\[
c_{p,l}^{(β)} = δ_{β,0}δ_{p,l} - \sum_{β_1=0}^{β-1} \sum_{k=0}^{p-ν_4 β_1} c_{p,k}^{(β_1)} c_{k,l}^{(β_β - β_1)}, \text{ for } β, l \in \mathbb{Z}_{≥0}, \ l \leq p - ν_4 β.
\]
(93)

For $p \geq 0$, define
\[
\tilde{F}_p(w, q) := \sum_{β=0}^{∞} \sum_{l=0}^{∞} \frac{c_{p,l}^{(β)} q^β}{w^p-ν_4 β-1} D^l \tilde{F}(w, q),
\]
(94)
\[
\tilde{F}_p(w, q) := \sum_{β=0}^{∞} \sum_{l=0}^{∞} \frac{c_{p,l}^{(β)} q^β}{w^p-ν_4 β-1} D^l \tilde{F}(w, q).
\]
(95)

In particular, $\tilde{F}_0(w, q) = \tilde{F}(w, q)$ and $\tilde{F}_0(w, q) = \tilde{F}(w, q)$. Then we define
\[
\tilde{F}(w_1, w_2, q) := \sum_{p=0}^{∞} \tilde{F}_p(w_1, q) \tilde{F}_{n-1-r-p}(w_2, q) + \sum_{p=1}^{r} \tilde{F}_{n-p}(w_1, q) \tilde{F}_{n-1-r+p}(w_2, q).
\]
(96)

Following [PoZ14, page 465], we define $C_{p,s}^{(b)}, \tilde{C}_{p,s}^{(b)} \in \mathbb{Q}[α_1, \ldots, α_n][[q]]$ with $p, b, s \geq 0$ by
\[
\sum_{s=0}^{∞} \sum_{b=0}^{∞} C_{p,s}^{(b)} z^{s-r-b} w^s = w^p z^r \sum_{β=0}^{∞} q^β \frac{(z + \frac{β}{α_k} d_k z + \frac{i}{w})}{\prod_{j=1}^{p} \prod_{k=1}^{b} (z - α_k + \frac{d_k z + i}{w})},
\]
(97)
\[
\tilde{C}_{p,s}^{(b)} = δ_{s,0}δ_{p,s}, \text{ for } b, s \in \mathbb{Z}_{≥0}, \ b \leq s \leq p.
\]
(98)

**Definition 4.6.** For a function $g$ of $α_1, \ldots, α_n$, we denote by $g(ζ)$ the value of $g$ at $α_k = ζ_k = \exp(\frac{2πiζ_k}{n})$ for $1 \leq k \leq n$.

**Lemma 4.7.** Suppose $0 \leq s \leq p$. Then $\tilde{C}_{p,s}^{(b)}(ζ) = 0$ when $ν_4 \nmid b$, and $\tilde{C}_{p,s}^{(bγ)}(ζ) = c_{p,s}^{(γ)} q^{γ}$ for $γ \in \mathbb{Z}_{≥0}$.
Proposition 4.8. \( \hat{C}^{(b)}_{p,s} \) are recursively given by

\[
\hat{C}^{(0)}_{p,p} = 0, \quad \hat{C}^{(0)}_{p,s} = 0 \quad \text{when} \quad p > s,
\]

and

\[
\hat{C}^{(b)}_{p,s} = \delta_{b,0} \delta_{p,s+b} - \sum_{i=0}^{s-1} \hat{C}^{(b)}_{p,i} \hat{C}^{(0)}_{i,s} - \sum_{b_1 + b_2 = b} \sum_{0 \leq b_1 \leq b-1} \hat{C}^{(b_1)}_{p,b_1} \hat{C}^{(b_2)}_{p,b_2}, \quad \text{for} \ b, s \in \mathbb{Z}_{\geq 0}, \ s \leq p. \tag{99}
\]

On the other hand we have

\[
\sum_{s=0}^{\infty} \sum_{b=0}^{s} \hat{C}^{(b)}_{p,s} (\zeta) y^{s-b} w^b = \sum_{\beta=0}^{\infty} q^{\beta} w^{\nu_d \beta} \left( y + \beta \right)^p \prod_{k=1}^{\beta} \prod_{v=0}^{d_k} (d_k y + i) \prod_{j=1}^{\beta} (y + j)^n \mod w^n.
\]

Suppose \( b < n \). Then \( \hat{C}^{(b)}_{p,s} (\zeta) = 0 \) when \( \nu_d \nmid b \). If \( b = \nu_d \gamma \) then

\[
\hat{C}^{(\nu_d \gamma)}_{p,s} (\zeta) = \hat{C}^{(\gamma)}_{p,s-\nu_d \gamma} q^{\gamma}.
\]

Comparing (93) and (99), we obtain the conclusion by induction on \( b \). \( \square \)

### 4.3 Equivariant hypergeometric series

In this section, we recall the formulae in [PoZ14, §3] expressing the equivariant generating functions in terms of equivariant hypergeometric series, and then compute their values at roots of unity. Define

\[
\mathcal{Y}(x, h, q) := \sum_{\beta=0}^{\infty} q^{\beta} \frac{\prod_{k=1}^{\beta} \prod_{v=0}^{d_k} (d_k x + i h)}{\prod_{v=0}^{\beta} (\prod_{j=1}^{\beta} (x - \alpha_j + i h) - \prod_{j=1}^{\beta} (x - \alpha_j))}, \tag{100}
\]

and for \( p \geq 0 \) define inductively

\[
\mathcal{D}^0 \mathcal{Y}_0(x, h, q) := x^p \mathcal{Y}(x, h, q), \tag{101}
\]

\[
\mathcal{D}^p \mathcal{Y}_0(x, h, q) := (x + h q \frac{d}{dq}) \mathcal{D}^{p-1} \mathcal{Y}_0(x, h, q). \tag{102}
\]

Then we define

\[
\mathcal{Y}_p(x, h, q) := \mathcal{D}^p \mathcal{Y}_0(x, h, q) + \sum_{i=1}^{p} \sum_{j=0}^{p-i} \hat{C}^{(i)}_{p,j} h^{p-i-j} \mathcal{D}^j \mathcal{Y}_0(x, h, q). \tag{103}
\]

**Proposition 4.8.**

\[
1 + \mathcal{Z}^*_i(h, q) = \begin{cases} \mathcal{Y}(\alpha_i, h, q), & \text{if} \ \nu_d > 1; \\ e^{-\frac{d}{d} q} \mathcal{Y}(\alpha_i, h, q), & \text{if} \ \nu_d = 1. \end{cases} \tag{104}
\]

Denote by \( \sigma_i(\alpha) \) the \( i \)-th elementary symmetric polynomial in \( \alpha_1, \ldots, \alpha_n \). Then

\[
\mathcal{Z}^*_ij(h_1, h_2, q) = \frac{1}{2h_1 h_2 (h_1 + h_2)} \times \sum_{p_1 + p_2 + 1 = n-1}^{p_1 + p_2 + l \geq 0} (-1)^l \sigma_i(\alpha) (-\alpha_1^{p_1} \alpha_2^{p_2} + \frac{1}{\alpha_i^l} \mathcal{Z}_{p_1}(\alpha_1, h_1, q) \mathcal{Z}_{p_2-r}(\alpha_2, h_2, q)), \tag{105}
\]

and

\[
\mathcal{Z}^*_ji(h, q) = \frac{1}{h} \begin{cases} \sum_{p_1 + p_2 + v = n-1}^{p_1 + p_2 + v \geq 0} (-1)^v \sigma_v(\alpha) (-\alpha_1^{p_1} \alpha_2^{p_2} + \frac{\alpha_1^{p_2}}{\alpha_2^2} \mathcal{Y}_v(\alpha_1, h, q)), & \text{if} \ \nu_d > 1; \\ \sum_{p_1 + p_2 + v = n-1}^{p_1 + p_2 + v \geq 0} (-1)^v \sigma_v(\alpha) (-\alpha_1^{p_1} \alpha_2^{p_2} + \frac{\alpha_1^{p_2}}{\alpha_2^2} e^{-\frac{d}{d} q} \mathcal{Y}_v(\alpha_1, h, q)), & \text{if} \ \nu_d = 1. \end{cases} \tag{106}
\]
Proof. From the definition we have
\[
Z_p'(x, h, q)|_{p_i} = Z_p'(\alpha_i, h, q)
\]
\[
= \alpha_i^{r+p} + \sum_{\beta=1}^{\infty} q^\beta \int_{\mathcal{M}_{0,2}(\mathbb{P}^{n-1}, \beta)} \frac{e(V_0) eV_1^* \phi_i}{h - \psi_1}
\]
\[
= \alpha_i^{r+p} + \sum_{\beta=1}^{\infty} q^\beta \int_{\mathcal{M}_{0,2}(\mathbb{P}^{n-1}, \beta)} \frac{e(V_0) eV_2^* x^p}{h - \psi_1} eV_1^*(x^r \phi_i)
\]
\[
= \alpha_i^{r+p} + \alpha_i^r \sum_{\beta=1}^{\infty} q^\beta \int_{\mathcal{M}_{0,2}(\mathbb{P}^{n-1}, \beta)} \frac{e(V_0) eV_2^* x^p}{h - \psi_1} eV_1^* \phi_i.
\]
In particular,
\[
Z_0^*(x, h, q)|_{p_i} = Z_0^*(\alpha_i, h, q)
\]
\[
= \alpha_i^r + \alpha_i^r \sum_{\beta=1}^{\infty} q^\beta \int_{\mathcal{M}_{0,2}(\mathbb{P}^{n-1}, \beta)} \frac{e(V_0)}{h - \psi_1} eV_1^* \phi_i
\]
\[
= \alpha_i^r + \alpha_i^r \sum_{\beta=1}^{\infty} q^\beta \int_{\mathcal{M}_{0,1}(\mathbb{P}^{n-1}, \beta)} \frac{e(V_0)}{h(h - \psi_1)} eV_1^* \phi_i
\]
\[
= \alpha_i^r (1 + Z_i^*(h, q)).
\]
So
\[
1 + Z_i^*(h, q) = \frac{Z_0^*(\alpha_i, h, q)}{\alpha_i^r}.
\](107)
Then (104) follows from [PoZ14, Theorem 6]. Let
\[
Z^*(x_1, x_2, h_1, h_2, q) := \sum_{\beta=1}^{\infty} q^\beta (eV_1 \times eV_2)_r \left( \frac{e(V_0)}{(h_1 - \psi_1)(h_2 - \psi_2)} \right).
\](108)
Thus
\[
Z^*(\alpha_i, \alpha_j, h_1, h_2, q)
\]
\[
= \sum_{\beta=1}^{\infty} q^\beta \int_{\mathcal{M}_{0,2}(\mathbb{P}^{n-1}, \beta)} \frac{e(V_0) eV_1^* \phi_i eV_2^* \phi_j}{(h_1 - \psi_1)(h_2 - \psi_2)}
\]
\[
= \prod_{k=1}^{r} (d_k \alpha_i) \sum_{\beta=1}^{\infty} q^\beta \int_{\mathcal{M}_{0,2}(\mathbb{P}^{n-1}, \beta)} \frac{e(V_0) eV_1^* \phi_i eV_2^* \phi_j}{(h_1 - \psi_1)(h_2 - \psi_2)}
\]
\[
= 2h_1 h_2 \alpha_i^r \left( \prod_{k=1}^{r} d_k \right) Z_{ij}^*(h_1, h_2, q).
\]
So
\[
\tilde{Z}_{ij}^*(h_1, h_2, q) = \frac{Z^*(\alpha_i, \alpha_j, h_1, h_2, q)}{2h_1 h_2 \alpha_i^r \left( \prod_{k=1}^{r} d_k \right)}.
\](109)
Then (105) follows from [PoZ14, Theorem 6].
By definition,
\[ Z_j^n(h, q) = -2 \text{Res}_{h_2=\infty} \{ h_2 Z_j^n(h, h_2, q) \}. \]  
(110)

By definition, \( Z_p(\alpha_1, h, q) \) is holomorphic at \( h = \infty \) and
\[ Z_p(\alpha_1, h, q)|_{h=\infty} = \alpha^r_p. \]
(111)

So we get (106).

Now we compute the values of the equivariant generating series in Proposition 4.8 at the roots of unity.

**Lemma 4.9.**

\[ \mathcal{Y}(x, h, q)(\zeta) = \tilde{\mathcal{F}}(\frac{x}{h}, \frac{q}{x^\nu_d}). \]  
(112)

\[ \mathcal{Y}_p(x, h, q)(\zeta) = x^{p+r} \tilde{\mathcal{F}}_p(\frac{x}{h}, \frac{q}{x^\nu_d}). \]
(113)

**Proof.** By definition we have

\[ \mathcal{Y}(x, h, q)(\zeta) = \sum_{\beta=0}^{\infty} q^{\beta} \prod_{k=1}^{l_1} (d_k x + i h) = \tilde{\mathcal{F}}(\frac{x}{h}, \frac{q}{x^\nu_d}). \]
(114)

By (88) and (112) we have

\[ D^p \mathcal{Y}_0(x, h, q)(\zeta) = x^{p+r}(1 + \frac{h q}{x} \frac{d}{dq}) \mathcal{Y}(x, h, q)(\zeta) = x^{p+r} (D^p \tilde{\mathcal{F}})(\frac{x}{h}, \frac{q}{x^\nu_d}). \]
(115)

Taking \( p = 0 \) we get the \( p = 0 \) case of (113). By Lemma 4.7,

\[ \mathcal{Y}_p(x, h, q)(\zeta) = D^p \mathcal{Y}_0(x, h, q)(\zeta) + \sum_{\gamma=0}^{p-\nu_d} \sum_{j=0}^{\nu_d} \tilde{c}_{p,j} q^{\gamma} h^{p-\nu_d \gamma - j} D^j \mathcal{Y}_0(x, h, q)(\zeta). \]
(116)

By (92) and (94),

\[ \tilde{\mathcal{F}}_p(w, q) = D^p \tilde{\mathcal{F}}(w, q) + \sum_{\beta=0}^{p-\nu_d} \sum_{\gamma=0}^{\nu_d} \tilde{c}_{p,d} q^{\beta} h^{p-\nu_d \beta - \gamma} D^j \tilde{\mathcal{F}}(w, q). \]
(117)

Comparing this with (116), by (115) and induction on \( p \) we get (113).

**Corollary 4.10.**

\[ 1 + Z_i^n(h, q)(\zeta) = \begin{cases} \tilde{\mathcal{F}}(\frac{x}{h}, \frac{q}{x^\nu_d}), \text{ if } \nu_d > 1; \\ e^{-\frac{\pi h x}{\nu_d}} \tilde{\mathcal{F}}(\frac{x}{h}, \frac{q}{x^\nu_d}), \text{ if } \nu_d = 1. \end{cases} \]
(118)

\[ h Z_j^n(h, q)(\zeta) = \begin{cases} \sum_{p=0}^{n-1} \psi_j \psi_i^{n-1-p} (-1 + \tilde{\mathcal{F}}(\frac{h}{h_1}, \frac{q}{h_2})), \text{ if } \nu_d > 1; \\ \sum_{p=0}^{n-1} \psi_j \psi_i^{n-1-p} (-1 + e^{-\frac{\pi h x}{\nu_d}} \tilde{\mathcal{F}}(\frac{h}{h_1}, \frac{q}{h_2})), \text{ if } \nu_d = 1. \end{cases} \]
(119)

\[ 2 h_1 h_2 (h_1 + h_2) \tilde{Z}_i^n(h_1, h_2, q \alpha_i^{\nu_d})(\zeta) + n \zeta_i^{n-1} \]

\[ = \begin{cases} \psi_i^{n-1} (\tilde{\mathcal{F}}(\frac{h_1}{h_2}, \frac{q}{h_2}) q), \text{ if } \nu_d > 1; \\ \psi_i^{n-1} \exp (-\pi h x \zeta_i (\frac{1}{h_1} + \frac{1}{h_2})) \tilde{\mathcal{F}}(\frac{h_1}{h_2}, \frac{q}{h_2}, q), \text{ if } \nu_d = 1. \end{cases} \]
(120)
Proof. (118) follows from (104) and (112). Note that \( \sigma_i(\zeta) = 0 \) for \( 1 \leq i \leq n-1 \), and \( \sigma_0(\zeta) = 1 \). Then (119) follows from (105) and (113). Finally (120) follows from (105), (118), and (96).

Corollary 4.11. \( \hat{Z}(\frac{1}{h}, q) - 1 \) is regularizable.

Proof. By Proposition 4.3, the equivalent condition for regularizability \([\text{Zin09}b, (2.3)]\) holds for \( Z^*_i(h, q) \). Then by (118), \([\text{Zin09}b, (2.3)]\) also holds for \( \hat{Z}(\frac{1}{h}, q) - 1 \). So \( \hat{Z}(\frac{1}{h}, q) - 1 \) is regularizable.

Define
\[
\mu(q) := \text{Res}_{h=0} \left( \ln \hat{Z}(\frac{1}{h}, q) \right),
\]
\[
L(q) = 1 + q \frac{d}{dq} \mu(q),
\]
and
\[
Q(h, q) := e^{-\frac{\mu(q)}{q}} \hat{Z}(\frac{1}{h}, q),
\]
By Corollary 4.11, \( Q(h, q) \) is holomorphic at \( h = 0 \). This enables us to define
\[
\Phi_0(q) = Q(0, q), \quad \Phi_1(q) := \frac{d}{dh} Q(h, q)|_{h=0}.
\]
The closed formulae of \( \mu(q), L(q), \Phi_0(q) \) and \( \Phi_1(q) \) will be given in Section 6.

4.4 Localization Contributions valued at roots of unity

In this section, we evaluate the localization contributions obtained in Proposition 4.4 and 4.5, at the roots of unity. The results are Proposition 4.16 and 4.23. Then Lemma 4.1 and Remark 4.2 one gets the reduced genus 1 Gromov-Witten invariants \( (h_{1+\nu_4}^\beta)_{1, \beta} \).

4.4.1 Contributions of type A valued at roots of unity

Proposition 4.12.

\[
A_i(q_1^{\nu_4^a})(\zeta) + \sum_{j=1}^{n} A_j(q_2^{\nu_4^a})(\zeta)
\]
\[
= \frac{c_i^{n-2}}{2} \sum_{p=0}^{n-1} q^{\nu_4^a} \text{Coeff}_{q^{\nu_4^a}} \left\{ \text{Res}_{h_1=0} \text{Res}_{h_2=0} \left( \frac{1}{h_1 h_2 (h_1 + h_2)} e^{-\mu(q)}(h_1 + h_2) F\left( \frac{1}{h_1}, \frac{1}{h_2}, q \right) \right) \right\}
\]
\[
\times \sum_{p=0}^{\infty} c_{\beta}^{(b)} q^{\beta} L(q)^{p-\nu_4^a \beta} \}
\]

Proof. By (118), we have
\[
\eta_i(q_1^{\nu_4^a})(\zeta) = \zeta_i \cdot \begin{cases} 
\mu(q), & \text{if } \nu_4 > 1, \\
-d^i q + \mu(q), & \text{if } \nu_4 = 1.
\end{cases}
\]
and
\[
\Phi_0(\alpha_i, q_1^{\nu_4^a})(\zeta) = \Phi_0(q).
\]
Then by (86) and (120),
\[
A_i(q_1^{\nu_4^a})(\zeta) = \frac{c_i^{n-2}}{2 \Phi_0(q)} \text{Res}_{h_1=0} \text{Res}_{h_2=0} \left\{ \frac{1}{h_1 h_2 (h_1 + h_2)} e^{-\mu(q)}(h_1 + h_2) F\left( \frac{1}{h_1}, \frac{1}{h_2}, q \right) \right\}.
\]
By (87) and (119), when \( \nu_d > 1 \),
\[
\sum_{j=1}^{n} \hat{A}_{ij}(q\alpha_i^{\nu_d})(\zeta) = \sum_{j=1}^{n} \sum_{p=0}^{n-1} \alpha_i^{n-p} \alpha_j^{p+n-2} \text{Res}_{h=0} \text{Res}_{h=2=0} \left\{ \frac{1}{\mu_{h_1 h_2} h_1 h_2} e^{-\mu(q\alpha_i^{\nu_d})(\frac{1}{h_1} + \frac{1}{h_2})} F \left( \frac{1}{h_1}, \frac{1}{h_2}, q\alpha_i^{\nu_d} \right) \right\}
\]
\[
= \sum_{j=1}^{n} \sum_{p=0}^{n-1} \frac{2\Phi_0(q\alpha_i^{\nu_d}) \prod_{k \neq j}(\alpha_j - \alpha_k)}{q^{2\nu_d}} \left\{ \text{Res}_{h=0} \left\{ \frac{1}{h} e^{-\mu(q\alpha_i^{\nu_d})} \right\} \left( -1 + \hat{c}(\frac{1}{h}, q) \right) \right\}
\]
\[
= \alpha_i^{n-2} \sum_{p=0}^{n-1} q^{\nu_d-1} \text{Coeff}_{q^{\nu_d-1}} \left\{ \text{Res}_{h=0} \text{Res}_{h=2=0} \left\{ \frac{1}{h} e^{-\mu(q)} \right\} F \left( \frac{1}{h}, \frac{1}{h}, q \right) \right\}
\]
\[
= \alpha_i^{n-2} \sum_{p=0}^{n-1} q^{\nu_d-1} \left\{ \text{Res}_{h=0} \left\{ \frac{1}{h} e^{-\mu(q)} \right\} \left( -1 + \hat{c}(\frac{1}{h}, q) \right) \right\},
\]
When \( \nu_d = 1 \), the computation needs to be slightly modified: we need to replace the last residue by
\[
\text{Res}_{h=0} \left\{ \frac{1}{h} e^{-\mu(q)} \right\} \left( -1 + e^{-\frac{d}{\nu_d} \hat{c}(\frac{1}{h}, q)} \right),
\]
which is still equal to the unmodified residue. We have
\[
\text{Res}_{h=0} \left\{ \frac{1}{h} e^{-\mu(q)} \right\} \left( -1 + e^{-\frac{d}{\nu_d} \hat{c}(\frac{1}{h}, q)} \right) = \text{Res}_{h=0} \left\{ \frac{1}{h} e^{-\mu(q)} \right\} \left( -1 + \hat{c}(\frac{1}{h}, q) \right),
\]
where in the last equality we use the regularizability of \( \hat{c}(\frac{1}{h}, q) - 1 \). Hence we get (124).

**Definition 4.13.** Define
\[
\Theta_p^{(0)}(q) := \text{Res}_{h=0} \left\{ \frac{1}{h} e^{-\mu(q)} \hat{c}(\frac{1}{h}, q) \right\},
\]
and
\[
\Theta_p^{(1)}(q) := \text{Res}_{h=0} \left\{ \frac{1}{h} e^{-\mu(q)} \hat{c}(\frac{1}{h}, q) \right\}.
\]

**Lemma 4.14.**
\[
\Theta_p^{(0)}(q) = \Phi_0(q) \sum_{\beta=0}^{\infty} c_{p,p-\nu d} q^\beta L(q)^{p-\nu d}.
\]
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Proof. By computing the commutators relating to the operator \( D \), we have
\[
e^{-\frac{\mu(q)}{\hbar}} D e^{-\frac{\mu(q)}{\hbar}} \frac{1}{\hbar} q = e^{-\frac{\mu(q)}{\hbar}} (1 + \hbar \frac{d\mu(q)}{dq}) e^{-\frac{\mu(q)}{\hbar}} \frac{1}{\hbar} q
\]
\[
= (1 + q \frac{d\mu(q)}{dq} + \hbar \frac{d\mu(q)}{dq}) e^{-\frac{\mu(q)}{\hbar}} \frac{1}{\hbar} q.
\]
Then
\[
\Theta_p^{(0)}(q) = \text{Res}_{\hbar=0} \left\{ \frac{1}{\hbar} \sum_{\beta=0}^{\infty} \sum_{s=0}^{p-\nu_4 \beta} \tilde{c}_{p,s}^{(\beta)} \hbar^{p-\nu_4 \beta-s} (1 + q \frac{d\mu(q)}{dq} + \hbar \frac{d\mu(q)}{dq}) e^{-\frac{\mu(q)}{\hbar}} \frac{1}{\hbar} q \right\}
\]
\[
= \sum_{\beta=0}^{\infty} \tilde{c}_{p,p-\nu_4 \beta}^{(\beta)} q^{\beta} (1 + q \frac{d\mu(q)}{dq}) \Phi_0(q) = \Phi_0(q) \sum_{\beta=0}^{\infty} \tilde{c}_{p,p-\nu_4 \beta}^{(\beta)} q^{\beta} L(q)^{p-\nu_4 \beta}.
\]

Lemma 4.15.

\[
\Theta_p^{(1)}(q) = \Phi_0(q) \sum_{\beta=0}^{\infty} \tilde{c}_{p,p-\nu_4 \beta}^{(\beta)} q^{\beta} L(q)^{p-\nu_4 \beta-1}
\]
\[
+ \Phi_1(q) \sum_{\beta=0}^{\infty} \tilde{c}_{p,p-\nu_4 \beta}^{(\beta)} q^{\beta} L(q)^{p-\nu_4 \beta}
\]
\[
+ \Phi_0(q) \sum_{\beta=0}^{\infty} \tilde{c}_{p,p-\nu_4 \beta}^{(\beta)} q^{\beta+1} (p - \nu_4 \beta) L(q)^{p-\nu_4 \beta-1}
\]
\[
+ L(q)^{\nu_4} \Phi_0(q) \sum_{\beta=0}^{\infty} \tilde{c}_{p,p-\nu_4 \beta}^{(\beta)} q^{\beta+1} \left( \frac{p - \nu_4 \beta}{2} \right) L(q)^{p-\nu_4 \beta-2}.
\]

(128)

Proof. For any function \( f(q) \) and \( k \geq 0 \),
\[
(f(q) + \hbar q \frac{d}{dq})^k = f(q)^k + \binom{k}{2} \hbar q f(q)^{k-2} \frac{df(q)}{dq} + k \hbar f(q)^{k-1} \frac{d}{dq} + o(\hbar).
\]
Then
\[
\Theta_p^{(1)}(q) = \text{Res}_{\hbar=0} \left\{ \frac{1}{\hbar} \sum_{\beta=0}^{\infty} \sum_{s=0}^{p-\nu_4 \beta} \tilde{c}_{p,s}^{(\beta)} q^{\beta} \hbar^{p-\nu_4 \beta-s} (1 + q \frac{d\mu(q)}{dq} + \hbar \frac{d\mu(q)}{dq}) e^{-\frac{\mu(q)}{\hbar}} \frac{1}{\hbar} q \right\}
\]
\[
= \sum_{\beta=0}^{\infty} \tilde{c}_{p,p-\nu_4 \beta-1}^{(\beta)} q^{\beta}(1 + q \frac{d\mu(q)}{dq}) p-\nu_4 \beta-1 \Phi_0(q)
\]
\[
+ \sum_{\beta=0}^{\infty} \tilde{c}_{p,p-\nu_4 \beta}^{(\beta)} q^{\beta+1}(p - \nu_4 \beta) (1 + q \frac{d\mu(q)}{dq}) p-\nu_4 \beta-1 \frac{d\Phi_0(q)}{dq}
\]
\[
+ \sum_{\beta=0}^{\infty} \tilde{c}_{p,p-\nu_4 \beta}^{(\beta)} q^{\beta+1} \left( \frac{p - \nu_4 \beta}{2} \right) (1 + q \frac{d\mu(q)}{dq}) p-\nu_4 \beta-2 \left( \frac{d\mu(q)}{dq} + q \frac{d^2\mu(q)}{dq^2} \right) \Phi_0(q),
\]
So we get (128).
Proposition 4.16. The type A Contribution to

\[
\sum_{\beta=0}^{\infty} q^\beta \langle h_{1+(n-d)\beta} \rangle_{1,\beta}^0 = \sum_{\beta=0}^{\infty} q^\beta \mathcal{F}_{\beta,0}
\]

is equal to

\[
\frac{1}{2} \sum_{\rho=0}^{n-1} q^\frac{\rho}{d} \text{Coeff}_{q^\rho} \{ \frac{1}{2} \sum_{\rho=0}^{n-1} p^{\rho} \Theta_p^{(1)}(q) \Theta_0^{(0)}(q) + \sum_{p=1}^{r} \Theta_{n-p}^{(1)}(q) \Theta_0^{(0)}(q) \Theta_p^{(0)}(q) \}\cdot
\]

Proof. By Proposition 4.4 and 4.12, and Lemma 4.14, the type A contribution is equal to

\[
\frac{1}{2} \sum_{\rho=0}^{n-1} q^\frac{\rho}{d} \text{Coeff}_{q^\rho} \{ \frac{A(q)}{\Phi_0(q)} \Theta_0^{(0)}(q) \}\cdot
\]

where

\[
A(q) = \text{Res}_{\xi_1=0} \text{Res}_{\xi_2=0} \left\{ \frac{1}{h_1 h_2 (h_1 + h_2)} e^{-\mu(q)(\frac{1}{h_1} + \frac{1}{h_2})} \Phi(\frac{1}{h_1}, \frac{1}{h_2}, q) \right\}
\]

\[
= \text{Res}_{\xi_1=0} \text{Res}_{\xi_2=0} \left\{ \frac{1}{h_1 h_2 (h_1 + h_2)} e^{-\frac{\mu(q)}{h_1} e^{-\frac{\mu(q)}{h_2}} \left( \sum_{p=0}^{n-1} \tilde{s}_p(\frac{1}{h_1}, q) \tilde{s}_{n-1-r-p}(\frac{1}{h_2}, q) + \sum_{p=1}^{r} \tilde{s}_n(\frac{1}{h_1}, q) \tilde{s}_{n-1-r+p}(\frac{1}{h_2}, q) \right) \} \right\}
\]

\[
= \sum_{p=0}^{n-1} \Theta_p^{(1)}(q) \Theta_0^{(0)}(q) + \sum_{p=1}^{r} \Theta_{n-p}^{(1)}(q) \Theta_0^{(0)}(q) \Theta_p^{(0)}(q). \quad (129)
\]

4.4.2 Contributions of type B valued at roots of unity

Proposition 4.17.

\[
\mathcal{B}_i(q \alpha_{t}^{(n)}) \Theta^{(n)}(q) + \sum_{j=1}^{n} \tilde{B}_{ij}(q \alpha_{t}^{(n)}) \Theta^{(n)}(q) = \frac{\zeta_{n}^{n-2} \sum_{k=1}^{r} d_k}{24} \left\{ \text{Res}_{\xi=0, \xi<0-d} \left\{ \frac{1}{h^3 \prod_{k=1}^{n} (d_k + h)} \tilde{s}(\frac{1}{h}, q) - \tilde{s}_p(\frac{1}{h}, q) \right\} \right\}. \quad (130)
\]

Proof. First we suppose \(d > 1\). By \((18)\),

\[
\mathcal{B}_i(q \alpha_{t}^{(n)}) \Theta^{(n)}(q) = \frac{\zeta_{n}^{n-2} \sum_{k=1}^{r} d_k}{24} \left\{ \text{Res}_{\xi=0, \xi<0-d} \left\{ \frac{1}{h^3 \prod_{k=1}^{n} (d_k + h)} \tilde{s}(\frac{1}{h}, q) - \tilde{s}_p(\frac{1}{h}, q) \right\} \right\}. \quad (131)
\]

By \((18)\) and \((19)\),

\[
\tilde{B}_{ij}(q \alpha_{t}^{(n)}) \Theta^{(n)}(q) = -\frac{\prod_{k=1}^{r} (d_k \zeta_j)}{24 \prod_{k \neq j} (\zeta_j - \zeta_k)} \left\{ \text{Res}_{\xi=0, \xi<0-d} \left\{ \frac{1}{h^2 \prod_{k=1}^{n} (d_k \zeta_j + h)} Z_{\zeta_j}(h, q \alpha_{t}^{(n)}) \right\} \right\}, \quad (132)
\]

\[
= -\frac{\prod_{k=1}^{r} d_k}{24 \prod_{k \neq j} (\zeta_j - \zeta_k)} \sum_{p=0}^{n-1} \left\{ \frac{\zeta_j^{p+n-2} \sum_{k=1}^{r} d_k (d_k \zeta_j + h)}{h^3 \prod_{k=1}^{n} (d_k + h)} \tilde{s}(\frac{1}{h}, q \alpha_{t}^{(n)}) - 1 \right\}. \quad (133)
\]
So
\[ \sum_{j=1}^{n} \tilde{g}_{ij}(qa^\nu_d)(\zeta) = -\frac{\zeta_{n-2}^{i} \prod_{k=1}^{n} d_k}{24} \times \sum_{p=0}^{n-1} q^{\nu_d} \text{Coeff} \frac{h^3 \prod_{k=1}^{p} (d_k + h)}{h^3 \prod_{k=1}^{p} \left( d_k + h \right)} \left\{ \text{Res}_{h=0,\infty} \left\{ -d \frac{(1 + h)^{n-1} - \tilde{g}_{p}(\frac{1}{h}, q) - 1}{\tilde{g}(\frac{1}{h}, q)} \right\} \right\}. \] (132)

Then (130) follows. In the case \( \nu_d = 1 \), the fraction \( \frac{\tilde{g}(\frac{1}{h}, q) - \tilde{g}(\frac{1}{h}, q)}{\tilde{g}(\frac{1}{h}, q)} \) in the right hand side of (131) is replaced by \( \frac{\tilde{g}(\frac{1}{h}, q) - e^{a\nu_d}}{\tilde{g}(\frac{1}{h}, q)} \), and the fraction \( \frac{\tilde{g}(\frac{1}{h}, q) - 1}{\tilde{g}(\frac{1}{h}, q)} \) in the right hand side of (132) is replaced by \( \frac{\tilde{g}(\frac{1}{h}, q) - e^{a\nu_d}}{\tilde{g}(\frac{1}{h}, q)} \). So the final result remains the same.

We need to compute the residues in (130).

**Lemma 4.18.**

\[ \text{Res}_{h=0,\infty} \left\{ \frac{(1 + h)^{n-1} - \tilde{g}_{p}(\frac{1}{h}, q)}{\tilde{g}(\frac{1}{h}, q)} \right\} \]

\[ = -\text{Res}_{h=0,\infty} \left\{ \frac{(1 + h)^{n-1} - \tilde{g}_{p}(\frac{1}{h}, q) - 1}{\tilde{g}(\frac{1}{h}, q)} \right\}. \] (133)

**Proof.** Recall
\[ \tilde{g}(\frac{1}{h}, q) = \sum_{\beta=0}^{\infty} q^{\beta} \prod_{j=1}^{p} (d_k + i) \prod_{k=1}^{j} (1 + \beta h)^{n-1} \] (134)

\[ \tilde{g}(\frac{1}{h}, q) = \sum_{\beta=0}^{\infty} q^{\beta} \prod_{j=1}^{p} (d_k + i) \prod_{k=1}^{j} (1 + \beta h)^{n-1} \] (135)

\[ \tilde{g}(\frac{1}{h}, q) = \sum_{\beta=0}^{\infty} q^{\beta} \prod_{j=1}^{p} (d_k + i) \prod_{k=1}^{j} (1 + \beta h)^{n-1} \] (136)

Since \( d_1 \geq 2 \) for \( 1 \leq l \leq r \), \( \tilde{g}(\frac{1}{h}, q) \) is holomorphic at \( h = -d_k \), and the coefficient of each positive power of \( q \) in
\[ (1 + h)^{n-1} (\tilde{g}(\frac{1}{h}, q) - 1) \]
has a zero of the same order as \( \prod_{l=1}^{p} (d_k + h) \). So
\[ \text{Res}_{h=-d_k} \left\{ \frac{(1 + h)^{n-1} - \tilde{g}_{p}(\frac{1}{h}, q)}{\tilde{g}(\frac{1}{h}, q)} \right\} \]

\[ = \text{Res}_{h=-d_k} \left\{ \frac{(1 + h)^{n-1} - \tilde{g}_{p}(\frac{1}{h}, q) - 1}{\tilde{g}(\frac{1}{h}, q)} \right\}. \]

Then the residue theorem yields
\[ \text{Res}_{h=0,\infty} \left\{ \frac{(1 + h)^{n-1} - \tilde{g}_{p}(\frac{1}{h}, q)}{\tilde{g}(\frac{1}{h}, q)} \right\} \]

\[ = -\text{Res}_{h=0,\infty} \left\{ \frac{(1 + h)^{n-1} - \tilde{g}_{p}(\frac{1}{h}, q) - 1}{\tilde{g}(\frac{1}{h}, q)} \right\}. \]
Lemma 4.19.

\[
\text{Res}_{h=0} \left\{ \frac{(1 + h)^n - 1}{h^3 \prod_{k=1}^{n} (d_k + h)} \left( 1 - \sum_{\beta = 0}^{\infty} p_{-\nu_4 \beta} \hat{c}(\beta) q^\beta L(q)^{p-\nu_4 \beta} \right) + \sum_{l=0}^{\infty} \bar{c}(\beta) q^\beta L(q)^{p-\nu_4 \beta-l} \right\}
\]

\[
= \frac{n}{\prod_{k=1}^{n} d_k} \left\{ \frac{(n - 1)}{2} - \sum_{k=1}^{r} \frac{1}{d_k} \right\} \left( 1 - \sum_{\beta = 0}^{\infty} \hat{c}(\beta) q^\beta \right) - \sum_{\beta = 0}^{\infty} \bar{c}(\beta) q^\beta \right) \left( 1 - \sum_{l=0}^{\infty} \bar{c}(\beta) q^\beta L(q)^{p-\nu_4 \beta-l} \right).
\]  

(137)

Proof. A direct computation yields (137). For (138), first we have

\[
\text{Res}_{h=0} \left\{ \frac{(1 + h)^n - 1}{h^3 \prod_{k=1}^{n} (d_k + h)} \left( 1 - \sum_{\beta = 0}^{\infty} p_{-\nu_4 \beta} \hat{c}(\beta) q^\beta L(q)^{p-\nu_4 \beta} \right) \right\}
\]

\[
= -\text{Res}_{w=0} \left\{ \frac{(1 + w)^n - w^n}{w^{n-r} \prod_{k=1}^{n} (d_k w + 1)} \left( 1 - \sum_{\beta = 0}^{\infty} \hat{c}(\beta) q^\beta L(\tilde{w})^{p-\nu_4 \beta} \right) \right\}
\]

Then for \( p = 1 + \nu_4 \gamma \), by counting the index in the powers of \( w \) we have

\[
\text{Coeff}_{q^{a}} \left\{ -\text{Res}_{w=0} \left\{ \frac{(1 + w)^n - w^n}{w^{n-r} \prod_{k=1}^{n} (d_k w + 1)} \left( 1 - \sum_{\beta = 0}^{\infty} \hat{c}(\beta) q^\beta L(\tilde{w})^{p-\nu_4 \beta} \right) \right\} \right\}
\]

\[
= \text{Res}_{w=0} \left\{ \frac{(1 + w)^n - w^n}{w^{n-r} \prod_{k=1}^{n} (d_k w + 1)} \left( \hat{c}(\gamma) \tilde{c}_{0} + \hat{c}(\gamma) \tilde{c}_{1} \right) \right\}
\]

\[
= \text{Res}_{w=0} \left\{ \frac{(1 + w)^n + \hat{c}(\gamma) \tilde{c}_{0} + \hat{c}(\gamma) \tilde{c}_{1}}{w^{n-r} \prod_{k=1}^{n} (d_k w + 1)} \right\}.
\]  

□

Lemma 4.20.

\[
\text{Res}_{h=0} \left\{ \frac{(1 + h)^n - 1}{h^3 \prod_{k=1}^{n} (d_k + h)} \left( \hat{F}(\frac{1}{h}, q) - \hat{F}(\frac{1}{h}, q) \right) \right\}
\]

\[
= \frac{n}{\prod_{k=1}^{n} d_k} \left\{ \frac{(n - 1)}{2} - \sum_{k=1}^{r} \frac{1}{d_k} \right\} \left( 1 - \sum_{\beta = 0}^{\infty} \hat{c}(\beta) q^\beta \right) \left( 1 - \sum_{l=0}^{\infty} \bar{c}(\beta) q^\beta L(q)^{p-\nu_4 \beta-l} \right)
\]

\[
- \sum_{\beta = 0}^{\infty} \hat{c}(\beta) q^\beta \left( \frac{p-\nu_4 \beta}{2} \right) L(q)^{p-\nu_4 \beta-2} L(q)'
\]

\[
- \sum_{\beta = 0}^{\infty} \bar{c}(\beta) q^\beta \left( p-\nu_4 \beta \right) L(q)^{p-\nu_4 \beta-1} \frac{\Phi'(q)}{\Phi_0(q)} - \sum_{\beta = 0}^{\infty} \bar{c}(\beta) q^\beta L(q)^{p-\nu_4 \beta-1} \right\}.
\]  

(139)
Proof. By Corollary 4.11, we have

\[
\frac{\tilde{\mathcal{S}}(\frac{1}{p}, q) - \tilde{\mathcal{S}}_p(\frac{1}{p}, q)}{\tilde{\mathcal{S}}(\frac{1}{p}, q)} = 1 - \frac{e^{-\nu(p)} \tilde{\mathcal{S}}_p(\frac{1}{p}, q)}{e^{-\nu(p)} \tilde{\mathcal{S}}(\frac{1}{p}, q)}
\]

\[
= 1 - \frac{e^{-\nu(p)} \sum_{l=0}^{\infty} e^{-\nu(p) \xi_{p,l}^{\beta}} q^\beta p^{-\nu(p) \beta - l} D^{x_{p,l}^\beta} \tilde{\mathcal{S}}(\frac{1}{p}, q)}{e^{-\nu(p)} \tilde{\mathcal{S}}(\frac{1}{p}, q)}
\]

Then a direct computation of residues gives (139).

**Lemma 4.21.**

\[
\text{Coeff} \frac{\sum_{l=0}^{\infty} e^{-\nu(p) \xi_{p,l}^\beta} q^\beta p^{-\nu(p) \beta - l} D^{x_{p,l}^\beta} \tilde{\mathcal{S}}(\frac{1}{p}, q)}{q^\nu \cdot \text{Res}_{w=0} \left\{ \frac{(1 + w)^n - 1}{w^{n-1} \prod_{k=1}^{r}(d_k w + 1)} \frac{\tilde{\mathcal{S}}(w, q) - \tilde{\mathcal{S}}_p(w, q)}{\tilde{\mathcal{S}}(w, q)} \right\}}.
\]

**Proof.** We write the residue to compute as

\[
\text{Res}_{w=0} \left\{ \frac{(1 + w)^n - 1}{w^{n-1} \prod_{k=1}^{r}(d_k w + 1)} \frac{\tilde{\mathcal{S}}(w, q) - \tilde{\mathcal{S}}_p(w, q)}{\tilde{\mathcal{S}}(w, q)} \right\}.
\]

Then (140) follows from the previous Lemma 4.22.

**Lemma 4.22.** We have

\[
\text{Coeff} \frac{\sum_{l=0}^{\infty} e^{-\nu(p) \xi_{p,l}^\beta} q^\beta p^{-\nu(p) \beta - l} D^{x_{p,l}^\beta} \tilde{\mathcal{S}}(\frac{1}{p}, q)}{q^\nu \cdot \text{Res}_{w=0} \left\{ \frac{(1 + w)^n - 1}{w^{n-1} \prod_{k=1}^{r}(d_k w + 1)} \frac{\tilde{\mathcal{S}}(w, q) - \tilde{\mathcal{S}}_p(w, q)}{\tilde{\mathcal{S}}(w, q)} \right\}}.
\]

and

\[
\text{Coeff} \frac{\sum_{l=0}^{\infty} e^{-\nu(p) \xi_{p,l}^\beta} q^\beta p^{-\nu(p) \beta - l} D^{x_{p,l}^\beta} \tilde{\mathcal{S}}(\frac{1}{p}, q)}{q^\nu \cdot \text{Res}_{w=0} \left\{ \frac{(1 + w)^n - 1}{w^{n-1} \prod_{k=1}^{r}(d_k w + 1)} \frac{\tilde{\mathcal{S}}(w, q) - \tilde{\mathcal{S}}_p(w, q)}{\tilde{\mathcal{S}}(w, q)} \right\}} = 0.
\]

**Proof.** Unraveling the definition of \(\tilde{\mathcal{S}}_p(w, q)\), we have

\[
\tilde{\mathcal{S}}_p(w, q) = 1 + \sum_{\beta=0}^{\infty} \sum_{l=0}^{\infty} \sum_{\beta'=0}^{\infty} \sum_{\beta''=0}^{\infty} q^\beta p^{-\nu(p) \beta - l} w^{\nu(p) \beta} D^{x_{p,l}^\beta} \frac{w^{\nu(p) \beta'} \prod_{k=1}^{\nu(p) \beta''} (d_k w + i)}{\prod_{k=1}^{\nu(p) \beta'} (w + j)^n - w^n}.
\]
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It follows that
\[ \text{ord}_{w=0} \text{Coeff}_{q^a} \hat{F}_p(w, q) \geq \nu q^a - p. \]
Hence the second equality. Moreover, the difference between \( \hat{F}_p(w, q) \) and \( \hat{F}_p(w, q) \) has order \( \geq n - p \) at \( w = 0 \). So the first equality follows. \( \square \)

Applying Lemma 4.18-4.21 to RHS of (130), some elementary manipulations yield:

**Proposition 4.23.** The type B Contribution to

\[ \sum_{\beta=0}^{\infty} q^\beta \langle h_{1+(\pi-\eta)} \rangle_{1, \beta} = \sum_{\beta=0}^{\infty} q^\beta \mathcal{F}_{\beta,0} \]

is equal to

\[ \frac{n}{24} \sum_{p=0}^{n-1} \frac{e^{-1}}{q^{x_4}} \text{Coeff}_{q^{x_4}} \left\{ \left( \frac{n-1}{2} - \sum_{k=1}^{r} \frac{1}{d_k} \right) \left( 1 - \sum_{\beta=0}^{\infty} \hat{c}_{p,p-\nu q_4}q^\beta (L(q)^{p-\nu q_4} - 1) \right) \right\} \]

\[ -L(q) \sum_{\beta=0}^{\infty} \hat{c}_{p,p-\nu q_4}q^{\beta+1} (p - \nu q_4) \left( \frac{p-\nu q_4}{2} \right) L(q)^{p-\nu q_4-2} \]

\[ -\frac{\Phi'(q)}{\Phi_0(q)} \sum_{\beta=0}^{\infty} \hat{c}_{p,p-\nu q_4}q^{\beta+1} (p - \nu q_4) L(q)^{p-\nu q_4-1} - \sum_{\beta=0}^{\infty} \hat{c}_{p,p-\nu q_4}q^{\beta} (L(q)^{p-\nu q_4-1} - 1) \}

\[ -\prod_{k=1}^{d_k} \frac{n-1}{24} \sum_{p=0}^{n-1} q^{-x_4} \text{Res}_{w=0} \left\{ \frac{(1+w)^n (H_{p,0}^d + H_{p,1}^d) w}{w^{n-r} \prod_{k=1}^{d_k} (d_k w + 1)} \right\} \]

\[ -\prod_{k=1}^{d_k} \frac{n-1}{24} \sum_{p=0}^{n-1} q^{-x_4} \text{Coeff}_{q^{x_4}} \left\{ \text{Res}_{w=0} \frac{(1+w)^n}{w^{n-r} \prod_{k=1}^{d_k} (d_k w + 1)} \hat{F}(w, q) - \hat{F}(w, q) \right\} \]

5 The difference between reduced and standard genus 1 GW invariants

Zinger in [Zin08] proved a formula that expresses the difference between the standard genus 1 GW invariants and the reduced ones:

**Theorem 5.1 ([Zin08, Theorem 1A]).** For \( \mu = (\mu_1, \ldots, \mu_k) \in H^*(X; \mathbb{Q})^k \), and \( \beta \in \mathbb{Z}_{>0} \),

\[ \langle \mu_1, \ldots, \mu_k \rangle_{1, \beta} - \langle \mu_1, \ldots, \mu_k \rangle_{1, \beta} = \sum_{m=1}^{\infty} \sum_{J \subset [k]} \left( (-1)^{m+|J|} (m + |J|; 0)_{|J| \in J} \right)_{[m], J} \]

\[ \times \sum_{p=0}^{|X|-2m} \text{GW}_{(m, J)}^\beta (\eta_{p, c_{\text{dim } X-2m-|J|-p}(X); \mu_1, \ldots, \mu_k}). \] (141)

We refer the reader to [Zin08, §2.1, 2.2] for the definition of the notations in this formula. Here we only recall that \( \text{GW}_{(m, J)}^\beta (\eta_{p, c_{(X); \mu_1, \ldots, \mu_k}}) \) is a variant of the usual genus 0 Gromov-Witten invariants. The related moduli space \( \mathcal{Z}_{(m, J)}(X, \beta) \) parametrizes morphisms from curves like

\[ (\text{an } m = 3 \text{ example}) \]

\[ (C_1, \beta_1 = 5) \]

\[ (C_2, \beta_2 = 2) \]

\[ (C_3, \beta_2 = 4) \]
to $X$, where each line stands for a connected semistable curve $C_i$ of arithmetic genus 0, such that the restriction of the morphism to $C_i$ is a stable map with a strictly positive degree $\beta_i$. A formal definition is given by the cartesian definition

$$\overline{\mathcal{M}}_{(m,J)}(X, \beta) \xrightarrow{\bigcup_{J_1 \sqcup \cdots \sqcup J_m = J} \prod_{i=1}^{m} \overline{\mathcal{M}}_{0,0,J_i}(X, \beta_i)} \big( \overline{\mathcal{M}}_{m,0}(X, \beta) \big)$$

(142)

where $\overline{\mathcal{M}}_{(m,J)}(X, \beta)$ is equipped with a natural $\Sigma_m$-action, and $\mathcal{Z}_{(m,J)}(X, \beta) = \overline{\mathcal{M}}_{(m,J)}(X, \beta)/\Sigma_m$. Thus the above graph represent an point in $\overline{\mathcal{M}}_{(3,J)}(X,11)$ where $J = \{1, 2, 3, 4, 5, 6\}$. The virtual cycle class $[\overline{\mathcal{M}}_{(m,J)}(X, \beta)]^{vir}$ is defined by the Gysin map via $\Delta$, and $[\mathcal{Z}_{(m,J)}(X, \beta)]^{vir}$ is the induced cycle class via the quotient.

By [Zm07b, Corollary 1.2],

$$(m + |J|; 0, \ldots, 0)_{m,J} = \frac{m^{|J|} \cdot (m - 1)!}{24}.$$  

(143)

Let $\beta \in \mathbb{Z}_{>0}$ and $a = 1 + \nu q \beta$. Then

$$\langle h_a \rangle_1 - \langle h_a \rangle^0_1 = \sum_{m=1}^{\infty} \sum_{J \subseteq \{1\}} \left((-1)^{m + |J|} \langle m + |J|; 0 \rangle_{[m],J} \sum_{p=0}^{\dim X - 2m - |J|} GW_{(m,J)}^\beta(\eta_p, c_{\dim X - 2m - |J| - p}(T_X); h_a) \right)$$

$$= \sum_{m=1}^{\infty} \left((-1)^m m! \sum_{p=0}^{\dim X - 2m} GW_{(m,\{1\})}^\beta(\eta_p, c_{\dim X - 2m - p}(T_X); h_a) \right) + \frac{1}{24} \sum_{p=2}^{n-1-r} \sum_{m=1}^{r-2m \leq p} \left((-1)^m m! \sum_{p=0}^{\dim X - 2m - p} GW_{(m,\{1\})}^\beta(\eta_p, c_{\dim X - 2m - p}(T_X); h_a) \right)$$

(144a)

$$= \frac{1}{24} \sum_{p=2}^{n-1-r} \sum_{m=1}^{r-2m \leq p} \left((-1)^m m! \sum_{p=0}^{\dim X - 2m - p} GW_{(m,\{1\})}^\beta(\eta_p, c_{\dim X - 2m - p}(T_X); h_a) \right) + \frac{1}{24} \sum_{p=2}^{n-1-r} \sum_{m=1}^{r-2m \leq p} \left((-1)^m m! \sum_{p=0}^{\dim X - 2m - p} GW_{(m,\{1\})}^\beta(\eta_p, c_{\dim X - 2m - p}(T_X); h_a) \right).$$

(144b)

In the following subsections we compute (144a) and (144b) respectively.

### 5.1 Computation of the first sum

In this section we compute (144a). First we compute the Chern class of $T_X$:

$$GW_{(m,\{1\})}^\beta(\eta_{p-2m}, c_{\dim X - 2m - p}(T_X); h_a) = \langle \eta_{p-2m} \epsilon^p \epsilon_{\dim X - 2m - p}(T_X)^e ; [\mathcal{Z}_{(m,\{1\})}(X, \beta)]^{vir} \rangle$$

$$= \text{Coeff}_{x^{n-1-r}} \left( \frac{(1 + x)^n}{\prod_{k=1}^{n} (1 + d_k x)} \right) \times \langle \eta_{p-2m} \epsilon^p \epsilon_{n-1-r-p}(T_X)^e ; [\mathcal{Z}_{(m,\{1\})}(X, \beta)]^{vir} \rangle.$$
Lemma 5.2.

\[
\sum_{\beta=1}^{\infty} \sum_{m=1}^{2m \leq p} \left( (-1)^m (m-1)! (ev_0^*h_{n-1-r-p} \prod_{i=1}^{m} \pi_i^* \frac{1}{1-\psi_0} ev_1^*h_{1+\nu_4 \beta}, [Z(m,[1]) (X, \beta)]^{vir}) \right)
= - \sum_{\beta>0} q^\beta \left( \text{Coeff}_{q^\beta} \text{Coeff}_{u^\nu_4 \beta} \text{Coeff}_{(\phi)} \right)
\]

\[
\left\{ \frac{\sum_{n=0}^{2-r} w_{n-1} \prod_{j=0}^{n} q^j w_{\nu_4 \beta} \int \left[ \mathcal{M}_{0,2} (X, \beta) \right]^{vir} \frac{1}{(n-\psi_0)} ev_1^*h_{n-1-r} ev_2^*h_{1+f} )}{1 + \left( \prod_{k=1}^{r} d_k \right)^{-1} \sum_{n=0}^{m} \left( w_{n-1} \sum_{\beta=1}^{m} q^j w_{\nu_4 \beta} \int \left[ \mathcal{M}_{0,1} (X, \beta) \right]^{vir} \frac{1}{h(n-\psi_1)} ev_1^*h_{n-1-r} \right) } \right\},
\]

(145)

Proof. By splitting the virtual cycle class via (142),

\[
\sum_{m=1}^{2m \leq p} \left( (-1)^m (m-1)! (ev_0^*h_{n-1-r-p} \prod_{i=1}^{m} \pi_i^* \frac{1}{1-\psi_0} ev_1^*h_{1+\nu_4 \beta}, [Z(m,[1]) (X, \beta)]^{vir}) \right)
= \sum_{m=1}^{2m \leq p} \left( (-1)^m (m-1)! \prod_{k=1}^{r} d_k \sum_{\beta_i=0}^{\beta} \sum_{m=1}^{\beta_i=0} \sum_{\sum_{i=1}^{m} \pi_i=0} \text{Coeff}_{q^\beta} \text{Coeff}_{u^\nu_4 \beta} \text{Coeff}_{(\phi)} \left( \frac{1}{1-\psi_1} ev_1^*h_{n-1-r-p_i} ev_2^*h_{1+\nu_4 \beta_i} \int \left[ \mathcal{M}_{0,2} (X, \beta_i) \right]^{vir} \frac{1}{1-\psi_1} \right) \right)
\]

So

\[
\sum_{\beta=1}^{\infty} \sum_{m=1}^{2m \leq p} \left( (-1)^m (m-1)! (ev_0^*h_{n-1-r-p} \prod_{i=1}^{m} \pi_i^* \frac{1}{1-\psi_0} ev_1^*h_{1+\nu_4 \beta}, [Z(m,[1]) (X, \beta)]^{vir}) \right)
= \sum_{\beta=1}^{\infty} \sum_{m=1}^{2m \leq p} \left( (-1)^m (m-1)! \prod_{k=1}^{r} d_k \sum_{\beta_i=0}^{\beta} \sum_{\sum_{i=1}^{m} \pi_i=0} \text{Coeff}_{q^\beta} \text{Coeff}_{u^\nu_4 \beta} \text{Coeff}_{(\phi)} \left( \frac{1}{1-\psi_1} ev_1^*h_{n-1-r-p_i} ev_2^*h_{1+\nu_4 \beta_i} \int \left[ \mathcal{M}_{0,2} (X, \beta_i) \right]^{vir} \frac{1}{1-\psi_1} \right) \right)
\]

Since \( \text{dim} \left[ \mathcal{M}_{0,1} (X, \beta_i) \right]^{vir} = n - r - 3 + \nu_4 \beta_i \), the last sum is equal to

\[
\sum_{m=1}^{2m \leq p} \left( (-1)^m (m-1)! \prod_{k=1}^{r} d_k \sum_{\beta_i=0}^{\beta} \sum_{\sum_{i=1}^{m} \pi_i=0} \text{Coeff}_{q^\beta} \text{Coeff}_{u^\nu_4 \beta} \text{Coeff}_{(\phi)} \left( \frac{1}{1-\psi_1} ev_1^*h_{n-1-r-p_i} ev_2^*h_{1+\nu_4 \beta_i} \int \left[ \mathcal{M}_{0,2} (X, \beta_i) \right]^{vir} \frac{1}{1-\psi_1} \right) \right)
\]

Since \( \text{dim} \left[ \mathcal{M}_{0,1} (X, \beta_i) \right]^{vir} = n - r - 3 + \nu_4 \beta_i \), the last sum is equal to

\[
\sum_{m=1}^{2m \leq p} \left( (-1)^m (m-1)! \prod_{k=1}^{r} d_k \sum_{\beta_i=0}^{\beta} \sum_{\sum_{i=1}^{m} \pi_i=0} \text{Coeff}_{q^\beta} \text{Coeff}_{u^\nu_4 \beta} \text{Coeff}_{(\phi)} \left( \frac{1}{1-\psi_1} ev_1^*h_{n-1-r-p_i} ev_2^*h_{1+\nu_4 \beta_i} \int \left[ \mathcal{M}_{0,2} (X, \beta_i) \right]^{vir} \frac{1}{1-\psi_1} \right) \right)
\]

\[
= - \sum_{\beta>0} q^\beta \left( \text{Coeff}_{q^\beta} \text{Coeff}_{u^\nu_4 \beta} \text{Coeff}_{(\phi)} \right)
\]
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\[
\left\{ \frac{\sum_{c=0}^{n-1-r} \sum_{f=0}^{n-2-r} \left( w^{e-f} u^f \sum_{\beta=1}^{\infty} q^\beta w^\nu_\alpha \beta \int_{|\mathcal{M}_{0,2}(X,\beta)|_{vir}} \frac{1}{h(h-\psi_1)} e^1 h_{n-1-r-e} \nu_{1+r}^2 h_{1+f} \right)}{1 + \left( \prod_{k=1}^r d_k \right)^{-1} \sum_{c=0}^{n-1-r} \sum_{f=0}^{n-2-r} \left( w^e u^f \sum_{\beta=1}^{\infty} q^\beta w^\nu_\alpha \beta \int_{|\mathcal{M}_{0,1}(X,\beta)|_{vir}} \frac{1}{h(h-\psi_1)} e^1 h_{n-1-r-e} \nu_{1+r}^2 h_{1+f} \right)} \right\}.
\]

Lemma 5.3.

\[
\sum_{e=0}^{n-1-r} \sum_{f=0}^{n-2-r} \left( w^{e-f} u^f \sum_{\beta=1}^{\infty} q^\beta w^\nu_\alpha \beta \int_{|\mathcal{M}_{0,2}(X,\beta)|_{vir}} \frac{1}{h(h-\psi_1)} e^1 h_{n-1-r-e} \nu_{1+r}^2 h_{1+f} \right)
= \prod_{k=1}^r d_k \cdot \frac{w^n}{h} \sum_{j=1}^{n-1-r} u^j \sum_{j=1}^{n-1-r} \left( e^{-d} q^\nu_\alpha \nu_{j+} \left( \frac{q}{h}, q \right) - 1 \right)
\]

if \( \nu_d = 1 \)
\[
\left( e^{-d} q^\nu_\alpha \nu_{j+} \left( \frac{q}{h}, q \right) - 1 \right)
\]

if \( \nu_d \geq 2 \mod w^{n-r} \).

(146)

Proof.

\[
\sum_{e=0}^{n-1-r} \sum_{f=0}^{n-2-r} \left( w^{e-f} u^f \sum_{\beta=1}^{\infty} q^\beta w^\nu_\alpha \beta \int_{|\mathcal{M}_{0,2}(X,\beta)|_{vir}} \frac{1}{h(h-\psi_1)} e^1 h_{n-1-r-e} \nu_{1+r}^2 h_{1+f} \right)
= \frac{1}{h} \sum_{j=1}^{n-1-r} u^j \left( \sum_{i=0}^{n-1-r} w^{1+i-j} q^\beta w^\nu_\alpha \beta \int_{|\mathcal{M}_{0,2}(\nu_{n-1},\beta)|_{vir}} \frac{e^{i}(\nu_0)}{h-\psi_1} e^1 h_{n-1-r-e} \nu_{1+r}^2 h_{j} \right)
= \prod_{k=1}^r d_k \cdot \frac{w^n}{h} \sum_{j=1}^{n-1-r} u^j \sum_{j=1}^{n-1-r} \left( \nu_{j+} h_{1+r} \nu_{b_i}, 0 \leq i \leq n-1-r \right).
\]

By [PoZ14, Theorem 5],

\[
\left( Z_j^*(h, qw^\nu_{\alpha}) - h_{j+r} \right)|_{b_i \rightarrow w^t, 0 \leq i \leq n-1-r} = w_{j+r} \cdot \begin{cases} 
\left( e^{-d} q^\nu_\alpha \nu_{j+} \left( \frac{q}{h}, q \right) - 1 \right), & \text{if } \nu_d = 1 \\
\left( \nu_{j+} h_{1+r} \nu_{b_i}, 0 \leq i \leq n-1-r \right), & \text{if } \nu_d \geq 2 \mod w^{n-r} .
\end{cases}
\]

So we get (146).

Lemma 5.4.

\[
1 + \left( \prod_{k=1}^r d_k \right)^{-1} \sum_{e=0}^{n-1-r} \left( w^e \sum_{\beta=1}^{\infty} q^\beta w^\nu_\alpha \beta \int_{|\mathcal{M}_{0,1}(X,\beta)|_{vir}} \frac{1}{h(h-\psi_1)} e^1 h_{n-1-r-e} \nu_{1+r}^2 h_{1+f} \right)
= \begin{cases} 
e^{-d} q^\nu_\alpha \nu_{j+} \left( \frac{q}{h}, q \right), & \text{if } \nu_d = 1 \\
\nu_{j+} h_{1+r} \nu_{b_i}, 0 \leq i \leq n-1-r \right), & \text{if } \nu_d \geq 2 \mod w^{n-r} .
\end{cases}
\]

Proof.

\[
\sum_{e=0}^{n-1-r} \sum_{f=0}^{n-2-r} \left( w^e u^f \sum_{\beta=1}^{\infty} q^\beta w^\nu_\alpha \beta \int_{|\mathcal{M}_{0,1}(X,\beta)|_{vir}} \frac{1}{h(h-\psi_1)} e^1 h_{n-1-r-e} \nu_{1+r}^2 h_{1+f} \right)
= \prod_{k=1}^r d_k \cdot \frac{w^n}{h} \sum_{j=1}^{n-1-r} u^j \sum_{j=1}^{n-1-r} \left( Z_j^*(h, qw^\nu_{\alpha}) - h_{j+r} \right)|_{b_i \rightarrow w^t, 0 \leq i \leq n-1-r}.
\]

Then again by [PoZ14, Theorem 5], we get (147).
Proposition 5.5.

\[
\sum_{\beta > 0} q^\beta \sum_{p=2}^{n-1-r} \sum_{m=1}^{2m \leq p} (-1)^m (m-1)! \text{GW}_{(m,0)}^\beta (\eta_{p-2m}, c_{n-1-r-p}(T_X); h_{1+\nu_d}) \\
= - \prod_{k=1}^r d_k \cdot \sum_{\beta > \nu_d} q^\beta \left( \text{Coeff}_{q^\beta} \text{Coeff}_{u^{n-r-2}} \left\{ \frac{(1+w)^n}{\delta_0(w,q) \prod_{k=1}^r (1+d_k w)} \right\} \right.
\]

Proof. By Lemma 5.2, 5.3 and 5.4, we have

\[
\sum_{\beta > 0} q^\beta \sum_{p=2}^{n-1-r} \sum_{m=1}^{2m \leq p} (-1)^m (m-1)! \text{GW}_{(m,0)}^\beta (\eta_{p-2m}, c_{n-1-r-p}(T_X); h_{1+\nu_d}) \\
= \sum_{\beta > 0} q^\beta \sum_{p=2}^{n-1-r} \sum_{m=1}^{2m \leq p} (-1)^m (m-1)! \left( \text{Coeff}_{x^{n-1-r-p}} \left\{ \frac{(1+x)^n}{\prod_{k=1}^r (1+d_k x)} \right\} \right)
\times (\eta_{p-2m} \text{ev}_0^* h_{n-1-r-p} \text{ev}_0^* h_{1+\nu_d}, [Z_{(m,[1])}(X,\beta)])^{\nu_d}) \\
= \sum_{p=2}^{n-1-r} \left( \text{Coeff}_{x^{n-1-r-p}} \left\{ \frac{(1+x)^n}{\prod_{k=1}^r (1+d_k x)} \right\} \right)
\times \sum_{\beta > 0} q^\beta \sum_{m=1}^{2m \leq p} (-1)^m (m-1)! (\eta_{p-2m} \text{ev}_0^* h_{n-1-r-p} \text{ev}_0^* h_{1+\nu_d}, [Z_{(m,[1])}(X,\beta)])^{\nu_d}) \\
= - \prod_{k=1}^r d_k \cdot \sum_{p=2}^{n-1-r} \left( \text{Coeff}_{x^{n-1-r-p}} \left\{ \frac{(1+x)^n}{\prod_{k=1}^r (1+d_k x)} \right\} \right)
\times \sum_{\beta > 0} q^\beta \left( \text{Coeff}_{q^\beta u^{\nu_d}} \text{Coeff}_{x^{n-r-2}} \left\{ \frac{w}{\delta_0(w,q)} \left( e^{-d_0 f} \delta_0(w,q), \quad \text{if } \nu_d = 1 \right) \right\}^{-1}
\times \sum_{j=1}^{n-1-r} u^{j-1} \left\{ (e^{-d_0 f} \delta_j(w,q) - 1), \quad \text{if } \nu_d = 1 \right\}
\left\{ \delta_j(w,q) - 1, \quad \text{if } \nu_d = 2 \right\}) \right)
\times \sum_{\beta > 0} q^\beta \left( \text{Coeff}_{q^\beta u^{\nu_d}} \text{Coeff}_{w^{n-r-2}} \left\{ \delta_0(w,q)^{-1} \sum_{j=1}^{n-1-r} u^{j-1} \left\{ (\delta_j(w,q) - e^{d_1 q w}), \quad \text{if } \nu_d = 1 \right\} \right) \right)
\right)
\]

By the following Lemma 5.6, for \( p \leq 1, \)

\[
\text{Coeff}_{w^{p-1}} \left\{ F_0(w,q)^{-1} \sum_{j=1}^{n-1-r} u^{j-1} \left\{ (\delta_j(w,q) - e^{d_1 q w}), \quad \text{if } \nu_d = 1 \right\} \right) = 0.
\]

So the right hand side of (49) is equal to

\[
- \prod_{k=1}^r d_k \cdot \sum_{\beta > 0} q^\beta \left( \text{Coeff}_{q^\beta u^{\nu_d}} \text{Coeff}_{w^{n-r-2}} \left\{ \frac{(1+w)^n}{\delta_0(w,q) \prod_{k=1}^r (1+d_k w)} \right\} \right).
\]
\[ \sum_{j=1}^{n-1-r} w^{i-1} \left\{ F_j(w, q) - e^{d/q} w^{i-1} \right\} = \text{RHS of (148)}. \]

**Lemma 5.6.** For \( p \geq 0 \), \( \tilde{F}_p(w, q) \) is regular at \( w = 0 \), i.e. \( \text{Coeff}_{w^i} \{ \tilde{F}_p(w, q) \} = 0 \) for \( i < 0 \).

**Proof.** By the definition (89) of the coefficients \( c_{i,j}^{(b)} \),

\[
\tilde{F}_p(w, q) = \sum_{\beta=0}^{\infty} \sum_{l=0}^{p-\nu_d \beta} \frac{\tilde{c}_{p,l}^{(\beta)}}{w^{p-\nu_d \beta}} D_i \tilde{F}(w, q)
\]

\[
= \sum_{\beta=0}^{\infty} \sum_{l=0}^{p-\nu_d \beta} \left( \tilde{c}_{p,l}^{(\beta)} \sum_{r=0}^{\infty} \sum_{s=0}^{\infty} c_{l,s}^{(\beta')} w^n q^{\beta'} w^{l,s} \right) \]

\[
= \sum_{\beta=0}^{\infty} \sum_{s=0}^{p-\nu_d \beta} q^{\beta} w^{l,s} \sum_{l=0}^{p-\nu_d \beta_1} \tilde{c}_{p,l}^{(\beta_1)} c_{l,s}^{(\beta_2)} \]

For \( s \leq p-\nu_d \beta \), by (90), 
\[
\sum_{\beta_1+\beta_2=\beta} q^{\beta} w^{l,s} \sum_{l=0}^{p-\nu_d \beta_1} \tilde{c}_{p,l}^{(\beta_1)} c_{l,s}^{(\beta_2)} = 0 \].
So we are done. \( \square \)

### 5.2 Computation of the second sum

In this section we compute (144b) on \( X \). First we have

\[
GW_{(m,1)}^{(X)}(\eta_p-2m, c_{n-2-r-p}(T_X); h_a) = \langle \eta_p-2m e^{v_0^*} (c_{n-2-r-p}(T_X) h_a), [Z_{(m,0)}(X, \beta)]^{\text{vir}} \rangle
\]

\[
= \text{Coeff}_{x^{n-2-r-p}} \left\{ \frac{(1+x)^n}{\Pi_{k=1}^r (1+d_k x)} \right\} \langle \eta_p-2m e^{v_0^*} h_{n-2-r-p+a}, [Z_{(m,0)}(X, \beta)]^{\text{vir}} \rangle.
\]

**Lemma 5.7.**

\[
\sum_{\beta=1}^{\infty} q^{\beta} \sum_{m=1}^{2m \leq p} (-1)^{m+1} m! (ev_0^* h_{n-1-p+\nu_d \beta}) \prod_{i=1}^{m} \frac{1}{1-\psi_0} [Z_{(m,0)}(X, \beta)]^{\text{vir}}
\]

\[
= \text{Coeff}_{h_{-p}} \left\{ \sum_{e=1}^{m} \sum_{\beta=1}^{\infty} q^{\beta} f_{(\nu_0,1)(X, \beta)]^{\text{vir}}} \frac{1}{(1-\psi_0) e} [Z_{(m,0)}(X, \beta)]^{\text{vir}} \right\}.
\]

**Proof.** By splitting of the virtual cycle class via (142),

\[
\sum_{m=1}^{2m \leq p} (-1)^{m+1} m! (ev_0^* h_{n-2-p+a}) \prod_{i=1}^{m} \frac{1}{1-\psi_0} [Z_{(m,0)}(X, \beta)]^{\text{vir}}
\]

\[
= \sum_{m=1}^{2m \leq p} \frac{(-1)^{m+1}}{(\Pi_{k=1}^r d_k)^m} \sum_{\beta_1+\beta_2=\beta} \sum_{l=0}^{\nu_d \beta_1} \sum_{l=0}^{p-\nu_d \beta_1} (m^{e_{n-1-p,a}} \prod_{i=1}^{m} \frac{1}{1-\psi_0} [Z_{(m,0)}(X, \beta)]^{\text{vir}}).
\]
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So
\[
\sum_{\beta=1}^{\infty} q^\beta \sum_{m=1}^{2m \leq p} (-1)^{m+1} m! \langle \text{ev}_1^n h_{n-1-p+\nu_\beta} \rangle \prod_{i=1}^{m} \pi_i^* \frac{1}{1-\psi} \cdot [\mathcal{Z}(m, \beta)(X, \beta)]^\text{vir}
\]
\[
= \sum_{\beta=0}^{\infty} \sum_{m=1}^{2m \leq p} \frac{(-1)^{m+1}}{(\prod_{k=1}^{\beta} d_k)^{m-1}} \sum_{\beta_1=\beta} \sum_{p_i+p=\nu_\beta} q^\beta \left( \prod_{i=1}^{m} \langle \text{ev}_1^n h_{n-1-p_i} \rangle \frac{1}{1-\psi} \cdot [\mathcal{M}_{0,1}(X, \beta_i)]^\text{vir} \right)
\]
\[
= \sum_{\beta=1}^{2m \leq p} \frac{(-1)^{m+1}}{(\prod_{k=1}^{\beta} d_k)^{m-1}} \sum_{p_i+p=\nu_\beta} \prod_{i=1}^{m} \tilde{Z}_{p_i-2}(q)
\]
\[
= \text{Coeff}_{w^p} \left\{ \frac{\sum_{i=0}^{\infty} Z_i(q) w^{i+2}}{1 + (\prod_{k=1}^{d} d_k)^{-1} \sum_{i=0}^{\infty} \tilde{Z}_i(q) w^{i+2}} \right\},
\]
where
\[
\tilde{Z}_i(q) := \sum_{\beta=1}^{\infty} q^\beta \int_{[\mathcal{M}_{0,1}(X, \beta)]^\text{vir}} \frac{1}{1-\psi} \cdot \text{ev}_1^n h_{n-3-i+\nu_\beta}
\]
\[
= \sum_{\beta=1}^{\infty} q^\beta \int_{[\mathcal{M}_{0,1}(X, \beta)]^\text{vir}} \psi^i \text{ev}_1^n h_{n-3-i+\nu_\beta}.
\]
So we get (150).

Lemma 5.8. For \(2 \leq p \leq n - 2 - r\),
\[
\text{Coeff}_{w^p} \left\{ \frac{\sum_{i=0}^{\infty} q^\beta \int_{[\mathcal{M}_{0,1}(X, \beta)]^\text{vir}} \frac{1}{h(h-\psi)^{\nu_\beta}} \text{ev}_1^n h_{n-3-i}}{1 + (\prod_{k=1}^{d} d_k)^{-1} \sum_{\beta=1}^{\infty} q^\beta \int_{[\mathcal{M}_{0,1}(X, \beta)]^\text{vir}} \frac{1}{h(h-\psi)^{\nu_\beta}} \text{ev}_1^n h_{n-3-i}} \right\}
\]
\[
= \left( \prod_{k=1}^{r} d_k \right) \cdot \text{Coeff}_{w^p} \left\{ 1 - \begin{cases} e^{d_1 q w} \delta(w, q)^{-1}, & \text{if } \nu_\beta = 1 \\ \delta(w, q)^{-1}, & \text{if } \nu_\beta \geq 2 \end{cases} \right\}.
\]

Proof. Define
\[
Z_p^*(h, q) := h_{r+p} + \sum_{\beta=1}^{\infty} q^\beta \text{ev}_{1*} \left( \frac{e^{(\gamma_0^q)_{w}} \text{ev}_1^2 h_{r+p}}{h-\psi} \right),
\]
which is a non-equivariant version of \(Z_p^* (x, h, q)\). Then by the string equation we have
\[
Z_0^*(h, q) = h_r \left( 1 + \sum_{\beta=1}^{\infty} q^\beta \sum_{i=0}^{n-1-r} h_r \int_{[\mathcal{M}_{0,1}(\nu_\beta)]^\text{vir}} \frac{e^{(\gamma_0^q)_{w}} \text{ev}_1^n h_{n-1-i}}{h(h-\psi)} \right).
\]
By [PoZ14, Theorem 5],
\[
Z_0^*(h, q, \nu_\beta) = \begin{cases} e^{-d_1 q} h_r \cdot \delta(h, q), & \text{if } \nu_\beta = 1 \\ h_r \cdot \delta(\frac{h}{h}, q), & \text{if } \nu_\beta \geq 2. \end{cases}
\]
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This means that, when \( \nu_d \geq 2 \),
\[
1 + \sum_{\beta = 1}^{\infty} q^\beta w^\nu_d \beta \sum_{i=0}^{n-1-r} w^i \int_{\mathcal{M}_{0,1}(p_{n-1}, \beta)} e(V_0^\beta) e^w h_{n-1-i} \frac{e(V_0^\beta) e^w h_{n-1-i}}{h(h - \psi_1)} \mod w^{n-r}.
\]
Then for \( 2 \leq p \leq n - 2 - r \),
\[
\text{Coeff}_{h^p} \left\{ \sum_{e} \sum_{\beta=1}^{\infty} q^\beta \int_{\mathcal{M}_{0,1}(p_{n-1}, \beta)} e(V_0^\beta) e^w h_{n-1-e} \right\} \\
= \text{Coeff}_{h^p} \left\{ 1 - \frac{1}{\delta(w, q)} \right\} \text{Coeff}_{w^n} \left\{ 1 - \frac{1}{\delta(w, q)} \right\}.
\]
So we complete the proof in the cases \( \nu_d \geq 2 \). The case \( \nu_d = 1 \) is similar.

**Proposition 5.9.**
\[
\sum_{\beta > 0} \sum_{p=2}^{n-2-r} \sum_{m=1}^{2m \leq p} (-1)^{m+1} m! GW^{\beta}_{(m, [1])} (\eta_{p-2m}, c_{n-2-r-p}(T_X); h_{1+\nu_d \beta})
\]
\[
= \prod_{k=1}^{r} d_k \cdot \text{Coeff}_{w^{n-2-r}} \left\{ \frac{(1 + w)^n}{\delta_0(w, q) \prod_{k=1}^{n-1} (1 + d_k w)} \right\} \text{Coeff}_{w^n} \left\{ 1 - \frac{1}{\delta(w, q)} \right\}.
\]

**Proof.** By Lemma 5.7 and 5.8 we have
\[
\sum_{\beta > 0} \sum_{p=2}^{n-2-r} \sum_{m=1}^{2m \leq p} (-1)^{m+1} m! GW^{\beta}_{(m, [1])} (\eta_{p-2m}, c_{n-2-r-p}(T_X); h_{1+\nu_d \beta})
\]
\[
= \prod_{k=1}^{r} d_k \cdot \sum_{p=2}^{n-2-r} \left( \text{Coeff}_{x^{n-2-r-p}} \left\{ \frac{(1 + x)^n}{\prod_{k=1}^{n-1} (1 + d_k x)} \right\} \right)
\]
\[
	imes \text{Coeff}_{w^n} \left\{ 1 - \frac{e^{d_{qvw}} \delta_0(w, q)^{-1}}{\delta_0(w, q)^{-1}} \right\}.
\]
By the definition of \( \delta_0(w, q) \) we have
\[
\text{Coeff}_{w^n} \left\{ 1 - \frac{e^{d_{qvw}} \delta_0(w, q)^{-1}}{\delta_0(w, q)^{-1}} \right\}
= 0.
\]
So the right hand side of (155) is equal to
\[
\prod_{k=1}^{r} d_k \cdot \left( \text{Coeff}_{w^{n-2-r}} \left\{ \frac{(1 + w)^n}{\delta_0(w, q) \prod_{k=1}^{n-1} (1 + d_k w)} \right\} \right) \text{Coeff}_{w^n} \left\{ 1 - \frac{e^{d_{qvw}} \delta_0(w, q)^{-1}}{\delta_0(w, q)^{-1}} \right\}
\]
5.3 The final formula

**Proposition 5.10.** For a Fano complete intersection $X \in \mathbb{P}^{n-1}$ of multidegree $d$ and Fano index $\nu_d$, and for $1 \leq \beta \leq \frac{n-2-r}{\nu_d}$,

$$\langle h_{1+\nu_d \beta} \rangle_1 - \langle h_{1+\nu_d \beta} \rangle_0 = \frac{\prod_{k=1}^{r} d_k}{24} \cdot \text{Coeff}_{w} \text{Coeff}_{w^{n-r}} \left\{ \frac{(1+w)^n (\delta_0(w) - \delta_{1+\nu_d \beta}(w, q))}{\delta_0(w) \prod_{k=1}^{r} (1+d_kw)} \right\}.$$  \hspace{1cm} (156)

**Proof.** Applying Proposition 5.5 and 5.9 to (144) we get

$$\sum_{\beta > 0} q^\beta \langle h_{1+\nu_d \beta} \rangle_1 - \sum_{\beta > 0} q^\beta \langle h_{1+\nu_d \beta} \rangle_0 = -\frac{\prod_{k=1}^{r} d_k}{24} \sum_{1 \leq \beta \leq \frac{n-2-r}{\nu_d}} q^\beta \left( \text{Coeff}_{w} \text{Coeff}_{w^{n-r}} \right) \left\{ \frac{(1+w)^n}{\delta_0(w) \prod_{k=1}^{r} (1+d_kw)} \left\{ \delta_{1+\nu_d \beta}(w, q) - e^{d lw}, \text{ if } \nu_d = 1 \right\} \right\} \right\} \right\} \left\{ \delta_0(w) - 1, \text{ if } \nu_d \geq 2 \right\}.$$  \hspace{1cm} (157)

**Remark 5.11.** The difference (5.10) vanishes, a priori, when $\beta > \frac{n-2-r}{\nu_d}$.

**Theorem 5.12.** Let $X$ be a smooth complete intersection of multidegree $d$ in $\mathbb{P}^{n-1}$, with Fano index $\nu_d \geq 1$. Then for $0 \leq b \leq \frac{n-1}{\nu_d}$,

$$\langle h_{1+\nu_d b} \rangle_{1,b} = \frac{1}{2} \text{Coeff}_{q} \left\{ \Theta_{1+\nu_d b}^{(0)}(q) \left( \sum_{p=0}^{n-r-1} \Theta_{p}^{(0)}(q) \Theta_{n-1-r-p}^{(0)}(q) + \sum_{p=1}^{r} \Theta_{n-p}^{(1)}(q) \Theta_{n-1-r+p}^{(0)}(q) \right) \right\} \Phi_0(q)$$

$$+ \frac{n}{24} \text{Coeff}_{q} \left\{ \left( \frac{n-1}{2} - \sum_{k=1}^{r} \frac{1}{d_k} \right) \left( 1 - \sum_{\beta = 0}^{\infty} \zeta_{1+\nu_d b, 1+\nu_d b - \nu_d \beta} q^\beta \left( L(q)^{1+\nu_d b - \nu_d \beta} - 1 \right) \right) \right\}$$

$$- L(q)^{1+\nu_d b - \nu_d \beta} + \frac{\Phi_0(q)}{\Phi_0(q)} \sum_{\beta = 0}^{\infty} \zeta_{1+\nu_d b, 1+\nu_d b - \nu_d \beta} q^\beta \left( L(q)^{1+\nu_d b - \nu_d \beta - 1} - 1 \right)$$

$$- \frac{\Phi_0(q)}{\Phi_0(q)} \sum_{\beta = 0}^{\infty} \zeta_{1+\nu_d b, 1+\nu_d b - \nu_d \beta - 1} q^\beta \left( L(q)^{1+\nu_d b - \nu_d \beta - 1} - 1 \right)$$

$$- \prod_{k=1}^{r} d_k \text{Res}_{w=0} \left\{ \frac{(1+w)^n (\zeta_{1+\nu_d b, b}^{(b)} + \zeta_{1+\nu_d b, 1}^{(b)})}{w^{n-r-1} \prod_{k=1}^{r} (d_kw + 1)} \right\}.$$  \hspace{1cm} (157)

**Proof.** For $1 \leq b \leq \frac{n-1}{\nu_d}$, (157) follows from Proposition 5.10, 4.16 and 4.23. By definition and (92) we have

$$\Theta_p^{(1)}(0) = 0.$$  \hspace{1cm} (158)

So when $b = 0$ (157) reads

$$\langle h_1 \rangle_{1,0} = -\frac{\prod_{k=1}^{r} d_k}{24} \text{Res}_{w=0} \left\{ \frac{(1+w)^n}{w^{n-r-1} \prod_{k=1}^{r} (d_kw + 1)} \right\}.$$  \hspace{1cm} (159)

This is also true by a genus 1 axiom of GW invariants.
6 Some formulae related to hypergeometric series associated with Fano complete intersections

In this section, we give closed formulae for the series \( \mu(q) \), \( L(q) \), \( \Phi_0(q) \), and \( \Phi_1(q) \) that appear in (157).

6.1 Series and their formulae

Let

\[
\varphi(z, q) := \sum_{\beta=0}^{\infty} q^\beta \prod_{k=1}^{d_k} (d_k + iz) \prod_{j=1}^{d_k} ((1 + jz)^n - 1).
\]

(160)

Then

\[
\mu(q) = \text{Res}_{z=0} (\ln \varphi(z, q)),
\]

\[
Q(z, q) = e^{-\mu(q)} z \varphi(z, q),
\]

and

\[
\Phi_i(q) = \frac{\partial^i}{\partial z^i} Q(z, q)|_{z=0}.
\]

Recall \( L(q) = 1 + q\mu'(q) \). We define

\[
L_1(q) := qL'(q) = q\mu'(q) + q^2\mu''(q),
\]

\[
L_2(q) := qL_1'(q) = q\mu'(q) + 3q^2\mu''(q) + q^3\mu'''(q).
\]

Note that

\[
Q(z, 0) = \varphi(z, 0) = 1.
\]

So

\[
\Phi_0(q) \in 1 + q\mathbb{C}[[q]], \quad \Phi_1(q) \in q\mathbb{C}[[q]].
\]

Define an operator

\[
D_z := 1 + qz \frac{\partial}{\partial q}.
\]

Induction on \( n \) yields

\[
e^{-\frac{\mu(q)}{2}} \circ D_z^n \circ e^{\frac{\mu(q)}{2}} Q(z, q)
\]

\[
= L^n\Phi_0(q) + z \left( L^n\Phi_1(q) + nqL^{n-1}\Phi_0'(q) + \left( \frac{n}{2} \right) L^{n-2}L_1\Phi_0(q) \right)
\]

\[
+ z^2 \left( L^n\Phi_2(q) + \left( \frac{n}{2} \right) L^{n-2}L_1\Phi_1(q) + nqL^{n-1}\Phi_1'(q) \right)
\]

\[
+ \left( \frac{n(n-1)(n-2)(n-3)}{8} \right) L^{n-4}L_1^2 + \left( \frac{n(n-1)(n-2)}{6} \right) L^{n-3}L_2 \Phi_0(q)
\]

\[
+ \left( \frac{n}{2} \right) qL^{n-2} + \left( \frac{n(n-1)(n-2)}{2} \right) qL^{n-3}L_1 \Phi_0'(q) + \left( \frac{n}{2} \right) q^2L^{n-2}\Phi_0''(q) \right) + o(z^2). \hspace{1cm} (161)
\]

**Lemma 6.1.**

\[
L(q)^n - qd^d L(q)^{[d]} = 1. \hspace{1cm} (162)
\]

**Proof.** We have

\[
(D_z^n - q \prod_{k=1}^{d_k} (d_k D_z + iz)) \varphi(z, q) = \varphi(z, q). \hspace{1cm} (163)
\]
We expand
\[ q \prod_{k=1}^{r} \prod_{d} (d_k D_z + iz) \varphi(z, q) \]
\[ = q \left( \left( \prod_{k=1}^{r} d_k^{i_k} \right) D_z^{i_k - 1} + \left( \prod_{k=1}^{r} d_k^{i_k} \right) \sum_{k=1}^{r} \delta_{d_k} D_z^{i_k - 1} \right) + d^d \cdot \frac{1}{2} \left( \sum_{k_1=1}^{r} \sum_{k_2=1}^{r} \sum_{i_1=1}^{k_1} \sum_{i_2=1}^{k_2} \frac{i_1 i_2}{d_{k_1} d_{k_2}} - \sum_{k=1}^{r} \sum_{i=1}^{k} \frac{i^2}{d_k^2} \right) z^{2} D_z^{i_k - 2} + o(z^2) \varphi(z, q) \]
\[ = q \left( d^d D_z^{|d|} + \frac{d^d (|d| + r)}{2} z D_z^{i_k - 1} + d^d \vartheta(z) z^{2} D_z^{i_k - 2} + o(z^2) \right) \varphi(z, q), \]
where
\[ \vartheta(d) := \frac{1}{2} \left( \sum_{k_1=1}^{r} \sum_{k_2=1}^{r} \sum_{i_1=1}^{k_1} \sum_{i_2=1}^{k_2} \frac{i_1 i_2}{d_{k_1} d_{k_2}} - \sum_{k=1}^{r} \sum_{i=1}^{k} \frac{i^2}{d_k^2} \right) \]
\[ = \frac{1}{8} |d|^2 + \left( \frac{r}{4} - \frac{1}{6} \right) |d| + \left( \frac{r^2}{8} - \frac{r}{4} - \frac{1}{12} \right) \sum_{k=1}^{r} \frac{1}{d_k}. \]

Then we apply (161) to LHS of (163), and extract the coefficient of \( z^0 \). We obtain
\[ (L(q)^n - q d^d L(q)^{|d|}) \Phi_0(q) = \Phi_0(q). \]
But \( \Phi_0(q) = 1 + O(q) \) is invertible in \( \mathbb{C}[\![q]\!] \), so we get (162).

**Proposition 6.2.** We have
\[ L(q) = \sum_{k=0}^{\infty} \prod_{i=1}^{k-1} \frac{(k|d| + 1 - in)}{k!} \left( \frac{d^d q}{n} \right)^k, \quad (164) \]
and
\[ \mu(q) = \sum_{k=1}^{\infty} \frac{(d^d)^k \prod_{i=1}^{k-1} (k|d| + 1 - in)}{k! n^k} q^k. \quad (165) \]

**Proof.** Let \( \tau(q) := L(q^{\frac{1}{d^d}}) \). Then (162) reads
\[ \tau(q)^n - n q \tau(q)^{|d|} = 1, \]
and (164) is equivalent to
\[ \tau(q) = \sum_{k=0}^{\infty} \prod_{i=1}^{k-1} \frac{(k|d| + 1 - in)}{k!} q^k. \]

We show this by Lagrange inversion. For brevity, we treat only the case \( r = 1 \), namely \( d = (d) \). For a function \( f(z) \) holomorphic in \( U \setminus \{z_0\} \), where \( U \) is an open neighborhood of \( z_0 \), we denote by
\[ \oint_{z_0} f(z)dz \]
the integral along a circle in \( U \) centered at \( z_0 \), in the counterclockwise direction. Since
\[ dq = \frac{(n^2 - nd) \tau^{n+d-1} + nd \tau^{d-1}}{n^2 \tau^{2d}} d\tau, \]
the integral along a circle in \( U \) centered at \( z_0 \), in the counterclockwise direction. Since
\[ dq = \frac{(n^2 - nd) \tau^{n+d-1} + nd \tau^{d-1}}{n^2 \tau^{2d}} d\tau, \]
41
Proposition 6.3. and that 1 is a simple root of \( \tau^n - 1 = 0 \), we have

\[
\frac{1}{2\pi\sqrt{-1}} \int_0 q^{k+1} dq = \frac{n^k(n-d)}{2\pi\sqrt{-1}} \int \frac{\tau^d}{(\tau^n - 1)^k} d\tau + \frac{n^{k+1}}{2\pi\sqrt{-1}} \int \frac{\tau^d}{(\tau^n - 1)^{k+1}} d\tau.
\]

Let \( \sigma = \tau^n \). Then

\[
\frac{1}{2\pi\sqrt{-1}} \int_0 \sigma^2 d\sigma = \frac{1}{2n\pi\sqrt{-1}} \int_1 (\sigma-1)^k d\sigma = \frac{1}{n} \left( \frac{a^{-n+1}}{k-1} \right).
\]

Hence

\[
\frac{1}{2\pi\sqrt{-1}} \int_0 q^{k+1} dq = n^{k-1}(n-d) \left( \frac{d_k-n+1}{k-1} \right) + n^k \left( \frac{d_k-n+1}{k} \right)
\]

\[
= \prod_{k=1}^{n-1} \frac{(kd+1-in)}{k!}.
\]

\[\square\]

(i)

\[
\Phi_0(q) = L(q) \frac{q^{d+1}}{2} \cdot (1 + d^3(1 - \frac{|d|}{n})qL(q)^{|d|})^{-\frac{2}{3}}.
\] (166)

(ii)

\[
\Phi_1(q) = \frac{3^2 - 2|d|\sum_{s=0}^{S-1} \frac{1}{2^s} - 1}{24|d|} \left( L(q) \frac{q^{d+1}}{2} (L(q) - 1) \right) (1 + d^3(1 - \frac{|d|}{n})qL(q)^{|d|})^{-\frac{2}{3}}
\]

\[
+ \frac{L(q) \frac{q^{d+1}}{2}}{24|d|^3} \cdot (1 + d^3(1 - \frac{|d|}{n})qL(q)^{|d|})^{-\frac{2}{3}} \times \left( |d|^3 (|d|n - |d| - 3r^2 + 1) L(q)
\right.
\]

\[
+ |d|^2n (2|d| - 6|d|n - 6|d|r + 3n^2 + 6nr + n + 3r^2 - 1) L(q)^n
\]

\[
+ 3|d|^2(n - |d|) (|d|n - |d| - 3r^2 + 1) L(q)^{n+1}
\]

\[
+ |d|^2(n - |d|) (4|d|^2 - 5|d|n - 12|d|r - 2n^2 + 6nr + n + 6r^2 - 2) L(q)^{2n}
\]

\[
+ 3|d|^2(n - |d|)^2 (|d|n - |d| - 3r^2 + 1) L(q)^{2n+1}
\]

\[
+ n(n - |d|)^2 (2|d|^2 + |d|n - 6|d|r + 3r^2 - 1) L(q)^{3n}
\]

\[
+ (n - |d|)^3 (|d|n - |d| - 3r^2 + 1) L(q)^{3n+1}.
\] (167)

The proof is given in the next section.

6.2 ODEs from hypergeometric series

As in the proof of Lemma 6.1, extracting the coefficient of \( z \) and \( z^2 \) in (163), we obtain respectively

\[
(L(q)^n \Phi_1(q) + nqL(q)^{n-1}\Phi_0(q) + \binom{n}{2} L(q)^{n-2}L_1(q)\Phi_0(q))
\]

\[
- q|d| \left( L(q)^{|d|} \Phi_1(q) + q|d|L(q)^{|d|-1}\Phi_0(q) + \binom{|d|}{2} L(q)^{|d|-2}L_1(q)\Phi_0(q) \right)
\]

\[
- q|d|^2(|d|+1) (1 + q\Phi'(q))^{d-1} \Phi_0(q) = \Phi_1(q),
\] (168)
\[ (L^n \Phi_2(q) + \binom{n}{2} L^{n-2} L_1 \Phi_1(q) + n q L^{n-1} \Phi_1'(q) \\
+ \left( \frac{n(n-1)(n-2)(n-3)}{8} L^{n-4} L_1^2 + \frac{n(n-1)(n-2)}{6} L^{n-3} L_2 \right) \Phi_0(q) \\
+ \left( \frac{n}{2} \right) q L^{n-2} + \frac{n(n-1)(n-2)}{2} q L^{n-3} L_1 \Phi_0'(q) + \left( \frac{n}{2} \right) q^2 L^{n-2} \Phi_0''(q) \right) \\
- q d^4 (L^{d|d-2} \Phi_2(q) + \left( \frac{|d|}{2} \right) L^{d|d-2} L_1 \Phi_1(q) + q \left( \frac{|d|}{2} \right) q^{d|d-1} \Phi_1'(q) \\
+ \left( \frac{|d|}{2} \right) q L^{d|d-2} + \frac{|d|(|d| - 1)(|d| - 2)(|d| - 3)}{6} L^{d|d-4} L_1^2 + \frac{|d|(|d| - 1)(|d| - 2)}{6} L^{d|d-3} L_2 \Phi_0(q) \\
+ \left( \frac{|d|}{2} \right) q L^{d|d-2} + \frac{|d|(|d| - 1)(|d| - 2)}{2} q L^{d|d-3} L_1 \Phi_0'(q) + \left( \frac{|d|}{2} \right) q^2 L^{d|d-2} \Phi_0''(q) \right) \\
- q d^4 \vartheta(d) L^{d|d-3} \Phi_0(q) = \Phi_2(q). \] (169)

Applying (6.1) to (168), the sum of terms involving \( \Phi_1(q) \) vanishes, and we obtain an ODE for \( \Phi_0(q) \). Similarly from (169) we obtain an ODE for \( \Phi_1(q) \). Set

\[ A(q) := \left( \frac{n}{2} \right) L^{n-2} L_1 - q d^4 \left( \frac{|d|}{2} \right) L^{d|d-2} L_1 - q \frac{d^4(|d| + r)}{2} L^{d|d-1}, \] (170)

\[ B(q) := n q L^{n-1} - q^2 d^4 |d| L^{d|d-1}, \] (171)

and

\[ C(q) := \left( \frac{n(n-1)(n-2)(n-3)}{8} L^{n-4} L_1^2 + \frac{n(n-1)(n-2)}{6} L^{n-3} L_2 \right) \\
- q d^4 \left( \frac{|d|(|d| - 1)(|d| - 2)(|d| - 3)}{2} L^{d|d-4} L_1^2 + \frac{|d|(|d| - 1)(|d| - 2)}{6} L^{d|d-3} L_2 \right) \\
- q \frac{d^4(|d| + r)}{2} \left( \frac{|d| - 1}{2} \right) L^{d|d-3} L_1 - q d^4 \vartheta(d) L^{d|d-2} \Phi_0(q) \\
+ \left( \frac{n}{2} \right) q L^{n-2} + \frac{n(n-1)(n-2)}{2} q L^{n-3} L_1 \\
- \frac{d^4(|d| - 1)(|d| - 2)}{2} q^2 L^{d|d-3} L_1 - \frac{d^4(2|d| + r)(|d| - 1)}{2} q^2 L^{d|d-2} \Phi_0'(q) \\
+ \left( \frac{n}{2} \right) L^{n-2} - q d^4 \left( \frac{|d|}{2} \right) L^{d|d-2} q^2 \Phi_0''(q). \] (172)

Then

\[ A(q) \Phi_0(q) + B(q) \Phi_0'(q) = 0, \]

and

\[ A(q) \Phi_1(q) + B(q) \Phi_1'(q) + C(q) = 0. \]

Since \( \Phi_0(0) = 1 \) and \( \Phi_1(0) = 0 \), we obtain

\[ \Phi_0(q) = e^{- \int_0^q \frac{A(s)}{B(q)} ds}, \] (173)

and

\[ \Phi_1(q) = - \Phi_0(q) \int_0^q \frac{C(s)}{B(q) \Phi_0(s)} ds. \] (174)

We are left to integrate the integrals in the following two subsections.
Proof of Proposition 6.3 (i). Our strategy is to manipulate the integrand into a total differential. In the process we need to write the functions $L_i(q)$ and their derivatives in terms of $L(q)$. So we need repeatedly use

$$L'(q) = \frac{d^d L_{[d]+1}}{n + q d^d(n - |d|) L_{[d]^1}},$$

$$L_1(q) = \frac{d^d q L_{[d]+1}}{n + (n - |d|) d^d q L_{[d]^1}},$$

and

$$L_2(q) = \frac{n^2 + (n^2 + n)d^d q L_{[d]} + (n - |d|)(d^d)^2 q^2 L_{[d]^2}}{(n + d^d(n - |d|) L_{[d]})^2} L_1,$$

which are all derived from (162). Then computations yield

$$A(q) = \frac{q d^d L_{[d]-1}}{2} \left( n - r - 1 - \frac{n|d|}{n + q d^d(n - |d|) L_{[d]}} \right),$$

(176)

$$B(q) = \frac{q(n + d^d(n - |d|) q L_{[d]})}{L},$$

(177)

$$\frac{\partial}{\partial q}(n + d^d(n - |d|) q L_{[d]}) = d^d n(n - |d|) \cdot \frac{(1 + d^d q L_{[d]}) L_{[d]}}{n + d^d(n - |d|) q L_{[d]}}.$$

(178)

$$\frac{\partial}{\partial q}(n + d^d(n - |d|) q L_{[d]}) = d^d n(n - |d|) \cdot \frac{n L' + d^d|d| n L_{[d]}}{L(n + d^d(n - |d|) q L_{[d]})^2}.$$

Then

$$\frac{A(q)}{B(q)} = \frac{d^d L_{[d]}}{2} \cdot \left( \frac{n - r - 1}{n + d^d(n - |d|) q L_{[d]}} - \frac{n|d|}{(n + d^d(n - |d|) q L_{[d]})^2} \right)$$

$$= -\frac{r + 1}{2} \frac{L'}{L} + \frac{1}{2} \frac{\partial}{\partial q}(n + d^d(n - |d|) q L_{[d]})$$

$$= -\frac{r + 1}{2} \ln L - \frac{1}{2} \ln \left( n + d^d(n - |d|) q L_{[d]} \right).$$

Hence

$$-\int_0^q \frac{A(q)}{B(q)} dq = \frac{r + 1}{2} \ln L - \frac{1}{2} \ln \left( n + d^d(n - |d|) q L_{[d]} \right),$$

and (166) follows.

Proof of Proposition 6.3 (ii). From (176) and (177) we can compute the derivatives

$$A'(q) = \frac{d^d L_{[d]-1} + d^d(|d| - 1) L_{[d]-2} L_1}{2(n - r - 1 - n|d|/(n + d^d(n - |d|) q L_{[d]})^2)}$$

$$+ \frac{d^d q L_{[d]-1}}{2} \cdot \frac{n|d|}{(n + d^d(n - |d|) q L_{[d]})^2} \left( d^d_q(n - |d|) L_{[d]}' + d^d(n - |d|) L_{[d]}' - L_{[d]}' \right)$$

$$B'(q) = \frac{n + 2d^d(n - |d|) q L_{[d]} + d^d d^d q L_{[d]-1} L_1}{L(n + d^d(n - |d|) q L_{[d]})^2}.$$
and thus also
\[
\frac{\Phi'_0(q)}{\Phi_0(q)} = -\frac{A(q)}{B(q)},
\]
and
\[
\frac{\Phi''_0(q)}{\Phi_0(q)} = -\frac{A'(q)B(q) + A(q)B'(q) + A(q)^2}{B(q)^2}.
\]
We put
\[
w(q) = d^{|d|} L(q)^{|d|}.
\]
Then one can see that \( \frac{C(q)}{\Phi_0(q)} \) can be written as a polynomial of \( w(q) \). Moreover, using (6.1) and
\[
\frac{\partial}{\partial q} (d^{|d|} L(q)^{|d|}) = \frac{n d^{|d|} L^{|d|}(1 + d^{|d|} L^{|d|})}{n + d^{|d|} (n - |d|) q L^{|d|}}
\]
we get
\[
\int_0^q \frac{C(q)}{B(q) \Phi_0(q)} dq = \frac{1}{24 n} \left[ \frac{1}{(1 + w)^{3/2}} \times \left( -\frac{15 n^4 |d|^2}{(n w + n - |d| w)^4} + \frac{1}{(n w + n - |d| w)^3} \times \left( \frac{n^3 (14 n |d| - 12 r |d| + 14 |d|^2 + 3 |d|)}{w} \right) + \frac{2 n^2 |d| + 6 n r |d|}{w} - \frac{2 n^2 + 6 n r + 2 n^2 |d|}{w} - \frac{2 n^2 + 6 n r + 2 n^2 |d|}{w} \right) dw. \right.
\]
To compute this integration, one can make a further change of variables \( x = (1 + w)^{1/2} - 1 \). Then a lengthy computation yields
\[
\int_0^q \frac{C(q)}{B(q) \Phi_0(q)} dq = \frac{1}{24 n} \left( \frac{1}{d L(q)} \left( |d| + (n - |d|) L(q)^n \right) \left( -|d|^3 n (|d| n - |d| - 3 r^2 + 1) \right) L(q) \right.
\]
\[
-|d|^2 n^2 \left( 2 |d|^2 - 6 |d| n - 6 |d| r + 3 n^2 + 6 n r + n + 3 r^2 - 1 \right) L(q)^n
\]
\[
-3 |d|^2 n (n - |d|) \left( |d| n - |d| - 3 r^2 + 1 \right) L(q)^{n+1}
\]
\[
-|d|^2 n (n - |d|) \left( 4 |d|^2 - 5 |d| n - 12 |d| r - 2 n^2 + 6 n r + n + 6 r^2 - 2 \right) L(q)^{2n}
\]
\[
-3 |d| n (n - |d|)^2 \left( |d| n - |d| - 3 r^2 + 1 \right) L(q)^{2n+1}
\]
\[
-3 |d| n (n - |d|)^2 \left( 2 |d|^2 + 6 |d| n - 6 |d| r + 3 r^2 - 1 \right) L(q)^{3n}
\]
\[
-n (n - |d|)^3 \left( |d| n - |d| - 3 r^2 + 1 \right) L(q)^{3n+1}
\]
\[
+ \frac{3 r^2 + 2 |d| \sum_{k=1}^r \frac{1}{d} + 1}{|d|} n (1 - L(q)^{-1}) \right). \]
So by (166) and (174) we obtain (167).

\[
\square
\]

7 Further simplifications of \( A(q) \)

Recall the expression (129) of the series \( A(q) \), which appears in (157). In this section, we make some simplifications of this expression and propose some conjectural closed formulae. We need to deal with the sum
\[
\sum_{p=0}^{n-1-r} \Theta_p^{(1)}(q) \Theta_{n-1-r-p}^{(0)}(q)
\]
(180)
and
\[ \sum_{p=1}^{r} \Theta_{n-p}^{(1)}(q)\Theta_{n-1-r+p}^{(0)}(q). \]  
\[ (181) \]

### 7.1 The first sum

By the definition of \( \Theta_p^{(0)}(q) \) and \( \Theta_p^{(1)}(q) \), we have

\[ \sum_{p=0}^{n-1-r} \Theta_p^{(1)}(q)\Theta_{n-1-r-p}^{(0)}(q) \]
\[ = \sum_{\beta=0}^{\infty} q^\beta (1 + q\frac{d\mu(q)}{dq})^{n-1-r-n_4\beta-1}\Phi_0(q)^2 \left( \sum_{p=0}^{n-1-r} \sum_{\beta_1+\beta_2=\beta, \beta_1, \beta_2 \geq 0} \tilde{c}(\beta_1)\tilde{c}(\beta_2) \right) \]
\[ + \sum_{\beta=0}^{\infty} q^\beta (1 + q\frac{d\mu(q)}{dq})^{n-1-r-n_4\beta-1}\Phi_0(q)\Phi_1(q) \left( \sum_{p=0}^{n-1-r} \sum_{\beta_1+\beta_2=\beta, \beta_1, \beta_2 \geq 0} \tilde{c}(\beta_1)\tilde{c}(\beta_2) \right) \]
\[ + \sum_{\beta=0}^{\infty} q^{\beta+1} (1 + q\frac{d\mu(q)}{dq})^{n-1-r-n_4\beta-1}\Phi_0(q)\Phi'_0(q) \]
\[ \times \left( \sum_{p=0}^{n-1-r} \sum_{\beta_1+\beta_2=\beta, \beta_1, \beta_2 \geq 0} \tilde{c}(\beta_1)\tilde{c}(\beta_2) \right) \]
\[ + \sum_{\beta=0}^{\infty} q^{\beta+1} (1 + q\frac{d\mu(q)}{dq})^{n-1-r-n_4\beta-2}\Phi_0(q)^2 \left( \mu'(q) + q\mu''(q) \right) \]
\[ \times \left( \sum_{p=0}^{n-1-r} \sum_{\beta_1+\beta_2=\beta, \beta_1, \beta_2 \geq 0} \tilde{c}(\beta_1)\tilde{c}(\beta_2) \right) \left( \frac{p-n_4\beta_2}{2} \right). \]
\[ (182) \]

Let
\[ U_1(n, d, \beta) := \sum_{p=0}^{n-1-r} \sum_{\beta_1+\beta_2=\beta, \beta_1, \beta_2 \geq 0} \tilde{c}(\beta_1)\tilde{c}(\beta_2) \]
\[ U_2(n, d, \beta) := \sum_{p=0}^{n-1-r} \sum_{\beta_1+\beta_2=\beta, \beta_1, \beta_2 \geq 0} \tilde{c}(\beta_1)\tilde{c}(\beta_2) \]
\[ U_3(n, d, \beta) := \sum_{p=0}^{n-1-r} \sum_{\beta_1+\beta_2=\beta, \beta_1, \beta_2 \geq 0} \tilde{c}(\beta_1)\tilde{c}(\beta_2) \]
\[ (p-n_4\beta_2)(n-1-r-p-n_4\beta_1). \]

**Lemma 7.1.**

\[ U_2(n, d, \beta) = (n-r)\delta_{\beta,0} - (n-r-n_4)d^d\delta_{\beta,1}. \]
\[ (183) \]
Proof. By [PoZ14, (2.9)],

\[
U_2(n, d, \beta) = \sum_{p=0}^{n-1-r} \sum_{\beta_1 + \beta_2 = \beta, \beta_1, \beta_2 \geq 0} v_{n-1-r-p,n-1-r-p-\nu d \beta_1} c_{p,p-\nu d \beta_2}^{(\beta_2)}
\]

\[
= \sum_{p=0}^{n-1-r} \sum_{\beta_1 + \beta_2 = \beta, \beta_1, \beta_2 \geq 0} \tilde{c}_{n-1-r-p,n-1-r-p-\nu d \beta_1} c_{p,p-\nu d \beta_2}^{(\beta_2)}
\]

\[
= \sum_{p=0}^{n-1-r} \sum_{\beta_1 + \beta_2 = \beta, \beta_1, \beta_2 \geq 0} \tilde{c}_{n-1-r-p+\nu d \beta_1,n-1-r-p-\nu d \beta_1} c_{p-p-\nu d \beta_1, p-\nu d \beta_2}^{(\beta_2)}
\]

\[
= \sum_{p=0}^{n-1-r} \sum_{\beta_1 + \beta_2 = \beta, \beta_1, \beta_2 \geq 0} \tilde{c}_{n-1-r-p+\nu d \beta_1,n-1-r-p-\nu d \beta_1} c_{p-p-\nu d \beta_1, p-\nu d \beta_2}^{(\beta_2)}
\]

\[
= \sum_{p=0}^{n-1-r} \sum_{\beta_1 + \beta_2 = \beta, \beta_1, \beta_2 \geq 0} \tilde{c}_{n-1-r-p+\nu d \beta_1,n-1-r-p-\nu d \beta_1} c_{p-p-\nu d \beta_1, p-\nu d \beta_2}^{(\beta_2)}
\]

\[
= \sum_{p=0}^{n-1-r} \sum_{\beta_1 + \beta_2 = \beta, \beta_1, \beta_2 \geq 0} \tilde{c}_{n-1-r-p+\nu d \beta_1,n-1-r-p-\nu d \beta_1} c_{p-p-\nu d \beta_1, p-\nu d \beta_2}^{(\beta_2)}
\]

Using the symmetry of the range in summations we compute

\[
\sum_{p=0}^{n-1-r} \sum_{\beta_1 + \beta_2 = \beta, \beta_1, \beta_2 \geq 0} \tilde{c}_{n-1-r-p,n-1-r-p-\nu d \beta_1} c_{p,p-\nu d \beta_2}^{(\beta_2)} (p - \nu d \beta_2)
\]

\[
= \sum_{p=0}^{n-1-r} \sum_{\beta_1 + \beta_2 = \beta, \beta_1, \beta_2 \geq 0} \tilde{c}_{n-1-r-p,n-1-r-p-\nu d \beta_1} c_{p,p-\nu d \beta_2}^{(\beta_2)} (n - 1 - r - p - \nu d \beta_1)
\]

\[
= \frac{1}{2} \sum_{p=0}^{n-1-r} \sum_{\beta_1 + \beta_2 = \beta, \beta_1, \beta_2 \geq 0} \tilde{c}_{n-1-r-p,n-1-r-p-\nu d \beta_1} c_{p,p-\nu d \beta_2}^{(\beta_2)} ((p - \nu d \beta_2) + (n - 1 - r - p - \nu d \beta_1))
\]

\[
= \frac{1}{2} \sum_{p=0}^{n-1-r} \sum_{\beta_1 + \beta_2 = \beta, \beta_1, \beta_2 \geq 0} \tilde{c}_{n-1-r-p,n-1-r-p-\nu d \beta_1} c_{p,p-\nu d \beta_2}^{(\beta_2)} ((n - r - \nu d) + (n - r - \nu d))
\]

\[
= \frac{(n - r)(n - r - 1)}{2} \delta_{\beta,0} - \frac{(n - r - \nu d)(n - r - \nu d - 1)}{2} d^d \delta_{\beta,1}
\]

and

\[
\sum_{p=0}^{n-1-r} \sum_{\beta_1 + \beta_2 = \beta, \beta_1, \beta_2 \geq 0} \tilde{c}_{n-1-r-p,n-1-r-p-\nu d \beta_1} c_{p,p-\nu d \beta_2}^{(\beta_2)} \left( p - \nu d \beta_2 \right)
\]

\[
= \frac{1}{2} \sum_{p=0}^{n-1-r} \sum_{\beta_1 + \beta_2 = \beta, \beta_1, \beta_2 \geq 0} \tilde{c}_{n-1-r-p,n-1-r-p-\nu d \beta_1} c_{p,p-\nu d \beta_2}^{(\beta_2)} \left( \left( p - \nu d \beta_2 \right) + \left( n - 1 - r - p - \nu d \beta_1 \right) \right)
\]

\[
= \frac{1}{4} \sum_{p=0}^{n-1-r} \sum_{\beta_1 + \beta_2 = \beta, \beta_1, \beta_2 \geq 0} \tilde{c}_{n-1-r-p,n-1-r-p-\nu d \beta_1} c_{p,p-\nu d \beta_2}^{(\beta_2)}
\]

\[
\times \left( -2(p - \nu d \beta_2)(n - 1 - r - p - \nu d \beta_1) + (n - 1 - r - \nu d \beta)^2 - (n - 1 - r - \nu d \beta) \right)
\]

\[
= \frac{1}{2} \left( n - 1 - r - \nu d \beta \right) U_2(n, d, \beta) - \frac{1}{2} U_3(n, d, \beta)
\]
Following, we give some partial results.

**Proof.**

\[ U_3(n, d, \beta) = \binom{n-r}{3} \delta_{\beta, 0} - \binom{|d|-r}{3} d^3 \delta_{\beta, 1}. \quad (186) \]

By (183), (184), (185), and the results in Section 6, the computation of (180) amounts to that of \( U_1(n, d, \beta) \) and \( U_3(n, d, \beta) \). For the latter, we have the following conjecture.

**Conjecture 7.2.**

\[ U_3(n, d, \beta) = \binom{n-r}{3} \delta_{\beta, 0} - \binom{|d|-r}{3} d^3 \delta_{\beta, 1}. \quad (185) \]

The sum \( U_1(n, d, \beta) \) is the most difficult one. We have not even a conjectural formula. In the following, we give some partial results.

**Lemma 7.3.** Suppose \( n \geq |d| + 1 \) and \((\beta - 1)n \geq \beta|d| - r - 1\). Then \( U_1(n, d, \beta) = 0 \).

**Proof.** Then condition \((\beta - 1)n \geq \beta|d| - r - 1\) is equivalent to \( n - r - 1 \leq \beta \nu d \). Recall

\[ U_1(n, d, \beta) = \sum_{p=0}^{n-1-r} \sum_{\beta_1 + \beta_2 = \beta, \beta_1, \beta_2 \geq 0} \tilde{c}_{n-1-r-p, n-1-r-p-\nu d, \beta_1} \tilde{c}_{p, p-\nu d, \beta_2-1}. \quad (187) \]

If \( U_1(n, d, \beta) \) does not vanish, both the subscripts \( n-1-r-p-\nu d, \beta_1 \) and \( p-\nu d, \beta_2-1 \) are nonnegative, which imply \( n - 2 - r - \nu d \beta \geq 0 \). \( \square \)

**Conjecture 7.4.** For \( n \geq |d| \),

\[ U_1(n, d, \beta) = 0 \text{ if and only if } (\beta - 1)n \geq \beta|d| - r - 1. \quad (188) \]

**Lemma 7.5.**

\[ U_1(n, d, 1) = -\frac{d^3}{2} \left( \sum_{i=1}^{r} \frac{d_i - 1}{2} \right)^2 - \sum_{i=1}^{r} \frac{(d_i - 1)(2d_i - 1)}{6d_i}. \quad (189) \]

In particular,

\[ U_1(n, d, 1) = \frac{(d - 1)(d - 2)(3d - 1)d^{d-1}}{24}. \]

**Proof.**

\[ U_1(n, d, 1) = \sum_{p=0}^{n-1-r} \sum_{\beta_1 + \beta_2 = 1, \beta_1, \beta_2 \geq 0} \tilde{c}_{n-1-r-p, n-1-r-p-\nu d, \beta_1} \tilde{c}_{p, p-\nu d, \beta_2-1} \]

\[ = \sum_{p=0}^{n-1-r} \left( \hat{c}_{n-1-r-p, n-1-r-p-\nu d}^{(1)} \tilde{c}_{p, p-\nu d}^{(0)} + \hat{c}_{n-1-r-p, n-1-r-p-\nu d}^{(0)} \tilde{c}_{p, p-\nu d}^{(1)} \right) \]

\[ = \sum_{p=0}^{n-1-r} \hat{c}_{p, p-\nu d}^{(1)}, \]

where we have used [PoZ14, (2.7)]. Again using [PoZ14, (2.7)] we have

\[ \hat{c}_{p, p-\nu d}^{(1)} = -\prod_{i=1}^{r} d_i \cdot \text{Res}_{w=0} w^{\nu d-p} \prod_{k=1}^{\nu d} \prod_{i=1}^{d_i} (d_k w + j) \left( w + 1 \right)^{n-r-p}. \]
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where the summation is taken over the set of lists \( K = (k_1, k_2, \ldots) \) of nonzero integers \( k_j \) satisfying 
\[
\sum_{j=1}^{\infty} jk_j \leq 2|d| - n - r - 2.
\]

For example, when \( r = 2 \), for \( d_1 + d_2 \geq 6 \), this conjecture reads
\[
U_1(2|d| - 6, d, 2) = (d_1!)^2 (d_2!)^2 \left( \frac{|d|}{2} - 2r - 3 - \frac{\sum jk_j}{(2|d| - n - r - 2 - \frac{\sum jk_j}{2})} \right) \times \prod_{j=1}^{\infty} \frac{1}{k_j! \left( \frac{2 \sum_{i=1}^{r} d_j h_j(d_i)}{j} \right)}.
\]

Remark 7.7. For given \( r \) and \( 2d - n \), one can in principle show this conjecture by computations of residues. We have a proof in the following cases (i) \( 2|d| - n = r + 2 \); (ii) \( r = 1 \) and \( 2d - n = 5 \).

### 7.2 The second sum

\[
\sum_{p=1}^{r} \Theta^{(1)}_{n-r-p}(q) \Theta^{(0)}_{n-1-r+p}(q)
\]

\[
= \sum_{p=1}^{r} \left( \sum_{\beta_1=0}^{\infty} c_{n-1-r+p,n-1-r+p-v_4 \beta_1} q^{\beta_1} \left( 1 + q \frac{d \mu(q)}{d q} \right)^{n-1-r+p-v_4 \beta_1} \Phi_0(q) \right) \times \left( \sum_{\beta_2=0}^{\infty} c_{n-p,n-p-v_4 \beta_2} q^{\beta_2} \left( 1 + q \frac{d \mu(q)}{d q} \right)^{n-p-v_4 \beta_2} \Phi_1(q) \right)
\]

\[
+ \sum_{\beta_2=0}^{\infty} c_{n-p,n-p-v_4 \beta_2} q^{\beta_2+1} \Phi_1(q) + \frac{d \mu(q)}{d q} \frac{d \Phi_0(q)}{d q}
\]

\[
+ \sum_{\beta_2=0}^{\infty} c_{n-p,n-p-v_4 \beta_2} q^{\beta_2+1} \left( 1 + q \frac{d \mu(q)}{d q} \right)^{n-p-v_4 \beta_2} \frac{d \Phi_0(q)}{d q}
\]

\[
+ \sum_{\beta_2=0}^{\infty} c_{n-p,n-p-v_4 \beta_2} q^{\beta_2+1} \left( 2 \right) \left( 1 + q \frac{d \mu(q)}{d q} \right)^{n-p-v_4 \beta_2} \left( \frac{d \mu(q)}{d q} + q \frac{d^2 \mu(q)}{d q^2} \right) \Phi_0(q)
\]

So
\[
U_1(n, d, 1) = -\prod_{i=1}^{r} d_i \cdot \operatorname{Res}_{w=0} \sum_{p=0}^{n-1-r} w^{n-r-p} \prod_{k=1}^{r} \prod_{j=1}^{p} \left( d_k w + j \right) \frac{1}{(w+1)^{n-r-p}}
\]

\[
= -\frac{d^d}{2} \left( \sum_{i=1}^{r} \frac{d_i - 1}{2} \right)^2 - \sum_{i=1}^{r} \frac{(d_i - 1)(2d_i - 1)}{6d_i}.
\]
\[
= \sum_{\beta=0}^{\infty} q^\beta \left(1 + q \frac{d\mu(q)}{dq}\right)^{2n-1-r-\nu d\beta-1} \Phi_0(q) \left( \sum_{p=1}^{r} \sum_{\beta_1, \beta_2 \geq 0} \tilde{c}_{n-1-r+p,n-1-r+p-\nu d\beta_1} \tilde{c}_{n-p,n-p-\nu d\beta_2} \right)
+ \sum_{\beta=0}^{\infty} q^\beta \left(1 + q \frac{d\mu(q)}{dq}\right)^{2n-1-r-\nu d\beta-1} \Phi_0(q) \left( \sum_{p=1}^{r} \sum_{\beta_1, \beta_2 \geq 0} \tilde{c}_{n-1-r+p,n-1-r+p-\nu d\beta_1} \tilde{c}_{n-p,n-p-\nu d\beta_2} \right)
+ \sum_{\beta=0}^{\infty} q^{\beta+1} \left(1 + q \frac{d\mu(q)}{dq}\right)^{2n-1-r-\nu d\beta-1} \Phi_0(q) \left( \sum_{p=1}^{r} \sum_{\beta_1, \beta_2 \geq 0} \tilde{c}_{n-1-r+p,n-1-r+p-\nu d\beta_1} \tilde{c}_{n-p,n-p-\nu d\beta_2} \right)
\]
\times \left( \sum_{p=1}^{r} \sum_{\beta_1, \beta_2 \geq 0} \tilde{c}_{n-1-r+p,n-1-r+p-\nu d\beta_1} \tilde{c}_{n-p,n-p-\nu d\beta_2} \left(n - \nu d\beta_2\right) \right)
+ \sum_{\beta=0}^{\infty} q^{\beta+1} \left(1 + q \frac{d\mu(q)}{dq}\right)^{2n-1-r-\nu d\beta-2} \Phi_0(q) \left( \mu'(q) + q \mu''(q) \right)
\times \left( \sum_{p=1}^{r} \sum_{\beta_1, \beta_2 \geq 0} \tilde{c}_{n-1-r+p,n-1-r+p-\nu d\beta_1} \tilde{c}_{n-p,n-p-\nu d\beta_2} \left(n - \nu d\beta_2\right) \right). \tag{190}
\]

Let
\[
V_1(n, d, \beta) = \sum_{p=1}^{r} \sum_{\beta_1, \beta_2 \geq 0} \tilde{c}_{n-1-r+p,n-1-r+p-\nu d\beta_1} \tilde{c}_{n-p,n-p-\nu d\beta_2} \left(n - \nu d\beta_2\right),
\]
\[
V_2(n, d, \beta) = \sum_{p=1}^{r} \sum_{\beta_1, \beta_2 \geq 0} \tilde{c}_{n-1-r+p,n-1-r+p-\nu d\beta_1} \tilde{c}_{n-p,n-p-\nu d\beta_2} \left(n - \nu d\beta_2\right) \left(n - \nu d\beta_1\right),
\]
\[
V_2(n, d, \beta) = \sum_{p=1}^{r} \sum_{\beta_1, \beta_2 \geq 0} \tilde{c}_{n-1-r+p,n-1-r+p-\nu d\beta_1} \tilde{c}_{n-p,n-p-\nu d\beta_2} \left(n - \nu d\beta_2\right) \left(n - \nu d\beta_1\right).
\]

Using the symmetry of the range in summations we compute
\[
\sum_{p=1}^{r} \sum_{\beta_1, \beta_2 \geq 0} \tilde{c}_{n-1-r+p,n-1-r+p-\nu d\beta_1} \tilde{c}_{n-p,n-p-\nu d\beta_2} \left(n - \nu d\beta_2\right) = \frac{1}{2} \sum_{p=1}^{r} \sum_{\beta_1, \beta_2 \geq 0} \tilde{c}_{n-1-r+p,n-1-r+p-\nu d\beta_1} \tilde{c}_{n-p,n-p-\nu d\beta_2} \left(n - \nu d\beta_2\right) + \left(n - \nu d\beta_1\right)
\]
\[
= \frac{2n - 1 - r - \nu d\beta}{2} \sum_{p=1}^{r} \sum_{\beta_1, \beta_2 \geq 0} \tilde{c}_{n-1-r+p,n-1-r+p-\nu d\beta_1} \tilde{c}_{n-p,n-p-\nu d\beta_2}
\]
\[
= \frac{2n - 1 - r - \nu d\beta}{2} V_2(n, d, \beta),
\]
and
\[
\sum_{p=1}^{r} \sum_{\beta_1, \beta_2 \geq 0} \tilde{c}_{n-1-r+p,n-1-r+p-\nu d\beta_1} \tilde{c}_{n-p,n-p-\nu d\beta_2} \left(n - \nu d\beta_2\right) = \frac{1}{2} \sum_{p=1}^{r} \sum_{\beta_1, \beta_2 \geq 0} \tilde{c}_{n-1-r+p,n-1-r+p-\nu d\beta_1} \tilde{c}_{n-p,n-p-\nu d\beta_2} \left(n - \nu d\beta_2\right) + \left(n - \nu d\beta_1\right)
\]
\[
= \frac{1}{2} \sum_{p=1}^{r} \sum_{\beta_1, \beta_2 \geq 0} \tilde{c}_{n-1-r+p,n-1-r+p-\nu d\beta_1} \tilde{c}_{n-p,n-p-\nu d\beta_2} \left(n - \nu d\beta_2\right) + \left(n - \nu d\beta_1\right)
\]
\[
= \frac{1}{2} \sum_{p=1}^{r} \sum_{\beta_1, \beta_2 \geq 0} \tilde{c}_{n-1-r+p,n-1-r+p-\nu d\beta_1} \tilde{c}_{n-p,n-p-\nu d\beta_2} \left(n - \nu d\beta_2\right) + \left(n - \nu d\beta_1\right).
\]
\[ V_1(n, d, \beta) = -\frac{r(|d| - 1)d^d}{2}\delta_{\beta, 1} + \frac{r(|d| - 1)d^{2d}}{2}\delta_{\beta, 2}. \]  
(191)

\[ V_2(n, d, \beta) = r\delta_{\beta, 0} - 2rd^d\delta_{\beta, 1} + rd^{2d}\delta_{\beta, 2}. \]  
(192)

\[ V_3(n, d, \beta) = \left( n^2r - n(r^2 + r) + \frac{r(r + 1)(r + 2)}{6}\delta_{\beta, 0} \right) \\
- \left( (2r|d| - r^2 - r)n - \left( (r^2 + r)|d| - \frac{r(r + 1)(r + 2)}{3}\right) \right)d^d\delta_{\beta, 1} \\
+ \left( n^2r - n(r^2 + r) + \frac{r(r + 1)(r + 2)}{6}\right)d^{2d}\delta_{\beta, 2}. \]  
(193)

A Proof of Lemma 3.5

From (32) we get

\[ F_{abces}g^{ef}F_{sf} + F_{abce}g^{ef}F_{ssf} + 2F_{sabc}F_{ss} + 2sF_{ssabc}F_{ss} + 2sF_{sabc}F_{sss} = F_{ssa}F_{sb} + F_{sa}F_{ssb}, \]  
(194)

\[ F_{abces}g^{ei}F_{si} + F_{abce}g^{ei}F_{sici} + 2sF_{sabc}F_{ss} + 2sF_{sabc}F_{ssc} = F_{sac}F_{sb} + F_{sa}F_{sbc}, \]  
(195)

\[ F_{abce}g^{ei}F_{si} + F_{abce}g^{ei}F_{sisi} + F_{abce}g^{ei}F_{sici} + F_{abce}g^{ei}F_{sisci} \]
\[ + 2sF_{sabc}F_{ss} + 2sF_{sabc}F_{ssc} + 2F_{sabc}F_{ssc} = F_{sacf}F_{sb} + F_{sacf}F_{sbc} + F_{sa}F_{sbcf} \]  
(196)

and

\[ F_{sabc}g^{ei}F_{sfi} + F_{abce}g^{ei}F_{sffi} + F_{sabc}g^{ei}F_{senci} + F_{abce}g^{ei}F_{senci} \]
\[ + 2sF_{sabc}F_{ss} + 2sF_{sabc}F_{ssc} + 2sF_{sabc}F_{ssc} + 2sF_{sabc}F_{ssc} = F_{sasc}F_{sb} + F_{sasc}F_{ssb} + F_{sasc}F_{sbc} + F_{sa}F_{ssbc} \]  
(197)

From (33) we get

\[ F_{sacg}g^{ef}F_{sfh} + F_{scg}g^{ef}F_{sfab} + 2sF_{ssa}F_{ssb} + 2sF_{ssa}F_{ssb} = 0, \]  
(198)

and

\[ F_{sacg}g^{ef}F_{sfh} + F_{sacg}g^{ef}F_{sfhbc} + F_{sacg}g^{ef}F_{sfab} + F_{sacg}g^{ef}F_{sfabc} \]
\[ + 2sF_{ssac}F_{ssb} + 2sF_{ssc}F_{ssbc} + 2sF_{ssc}F_{ssbc} + 2sF_{ssc}F_{ssabc} = 0. \]  
(199)
Proof of Lemma 3.5. Suppose that the dimension $n$ is even. Then

$$
\sum_{\mu=0}^{n+m} \sum_{\nu=0}^{n+m} \sum_{\lambda=0}^{n+m} \sum_{\rho=0}^{n+m} F_{ab\alpha \lambda} \lambda^\mu G_{\mu \nu \rho} G_{\rho \nu \lambda} F_{\rho \nu \lambda} = \tau^d (F_{abe \alpha} \epsilon^i F_{scf \epsilon^j} G_{ij} + 2s F_{abc} F_{scf \epsilon^j} G_{j} + 2s F_{abc} F_{scf \epsilon^j} G_{j})
$$

$$
+ F_{abe \alpha} \epsilon^i F_{scf \epsilon^j} G_{ji} + 2s F_{abe \alpha} \epsilon^i F_{ssc Gs} + 2s F_{abc} F_{scf \epsilon^j} G_{j} + 2s F_{abc} F_{ssc Gs} + 4s^2 F_{ssc Gs}),
$$

$$
\sum_{\mu=0}^{n+m} \sum_{\nu=0}^{n+m} \sum_{\lambda=0}^{n+m} \sum_{\rho=0}^{n+m} F_{ab\lambda \alpha} \lambda^\mu G_{\mu \nu \rho} G_{\rho \nu \lambda} = \tau^d (F_{abe \alpha} \epsilon^i F_{csf \epsilon^j} G_{ij} + 2s F_{abc} F_{csf \epsilon^j} G_{j} + 2s F_{abc} F_{csf \epsilon^j} G_{j})
$$

$$
+ F_{abe \alpha} \epsilon^i F_{scf \epsilon^j} G_{ji} + 2s F_{abc} \epsilon^i F_{ssc Gs} + 2s F_{abc} \epsilon^i F_{ssc Gs} + 2s F_{abc} \epsilon^i F_{ssc Gs} + 4s^2 F_{ssc Gs}),
$$

$$
\sum_{\mu=0}^{n+m} \sum_{\nu=0}^{n+m} \sum_{\lambda=0}^{n+m} \sum_{\rho=0}^{n+m} F_{ab\alpha \lambda} \lambda^\mu G_{\mu \nu \rho} G_{\rho \nu \lambda} = \tau^d (F_{abe \alpha} \epsilon^i F_{scf \epsilon^j} G_{ij} + 2s F_{abc} F_{scf \epsilon^j} G_{j} + 2s F_{abc} F_{scf \epsilon^j} G_{j})
$$

$$
+ 2s F_{abc} F_{scf \epsilon^j} G_{ji} + 2s F_{abc} \epsilon^i F_{ssc Gs} + 2s F_{abc} \epsilon^i F_{ssc Gs} + 2s F_{abc} \epsilon^i F_{ssc Gs} + 4s^2 F_{ssc Gs}),
$$

$$
\sum_{\mu=0}^{n+m} \sum_{\nu=0}^{n+m} \sum_{\lambda=0}^{n+m} \sum_{\rho=0}^{n+m} F_{ab\lambda \alpha} \lambda^\mu G_{\mu \nu \rho} G_{\rho \nu \lambda} + 2s F_{abc} F_{ssc Gs} + 2s F_{abc} \epsilon^i F_{ssc Gs} + 2s F_{abc} \epsilon^i F_{ssc Gs} + 4s^2 F_{ssc Gs},
$$

$$
\sum_{\mu=0}^{n+m} \sum_{\nu=0}^{n+m} \sum_{\lambda=0}^{n+m} \sum_{\rho=0}^{n+m} F_{ab\alpha \lambda} \lambda^\mu G_{\mu \nu \rho} G_{\rho \nu \lambda} + 2s F_{abc} F_{ssc Gs} + 2s F_{abc} \epsilon^i F_{ssc Gs} + 2s F_{abc} \epsilon^i F_{ssc Gs} + 4s^2 F_{ssc Gs},
$$

$$
\sum_{\mu=0}^{n+m} \sum_{\nu=0}^{n+m} \sum_{\lambda=0}^{n+m} \sum_{\rho=0}^{n+m} F_{ab\alpha \lambda} \lambda^\mu G_{\mu \nu \rho} G_{\rho \nu \lambda} + 2s F_{abc} F_{ssc Gs} + 2s F_{abc} \epsilon^i F_{ssc Gs} + 2s F_{abc} \epsilon^i F_{ssc Gs} + 4s^2 F_{ssc Gs},
$$

\text{52}
Summing over the permutations, the sum of the first two rows of (37) is equal to

\[
\tau^d \left( 12 \sum_{\mathcal{P}(a,b,c)} F_{abc}^{e_i} F_{scfg}^{f_j} G_{ij} 
+ \sum_{\mathcal{P}(a,b,c)} (12F_{abf} F_{sc} - 4F_{abc}^{e_i} F_{cif} + 16sF_{sab} F_{scf} + 24sF_{abf} F_{ssc}) g^{f_j} G_{sj} \right) 
- 4 \sum_{\mathcal{P}(a,b,c)} (F_{bcf}^{e_i} F_{sif} + F_{sbc} F_{sf} + 2sF_{sbc} F_{ssf} + F_{sce}^{e_i} F_{bif} + F_{sc} F_{sbf}) 
+ 2sF_{ssc} F_{abf} + 4sF_{ssc} F_{scf} + 2sF_{ssc} F_{sf} + 2sF_{sab} F_{scf}) g^{f_j} G_{aj} 
- 4 \sum_{\mathcal{P}(a,b,c)} (F_{bcf}^{e_i} F_{si} + 2sF_{bcf}^{e_i} F_{ssi} + 4sF_{bac} F_{scss} + 8s^2 F_{sbc} F_{ssc} + 4sF_{sbc}^{e_i} F_{scf}) G_{sa} 
+ \left( \sum_{\mathcal{P}(a,b,c)} (-2F_{abc}^{e_i} F_{scf} + 4sF_{sabc} F_{scf} - 4sF_{sabc} F_{ssc} - 2F_{sce}^{e_i} F_{abf} - 2F_{sc} F_{sbf} - 4sF_{ssc} F_{sbf} 
+ 6F_{sabc}^{e_i} F_{scf} + 12sF_{sabc} F_{scf} + 12F_{sabc} F_{sbf} + 24sF_{sabc} F_{ssc} \right) g^{f_j} G_{j} 
+ \left( \sum_{\mathcal{P}(a,b,c)} (12F_{sabc} F_{sc} + 12sF_{sabc} F_{ssc} - 6F_{abc}^{e_i} F_{sci} + 8sF_{sabc} F_{sa} 
+ 16s^2 F_{sabc} F_{ssa} - 4sF_{abc}^{e_i} F_{sci} - 8s^2 F_{sabc} F_{ssc} + 8sF_{sabc}^{e_i} F_{sci} 
+ 12F_{abc}^{e_i} F_{si} + 24sF_{abc}^{e_i} F_{ssi} + 72sF_{abc} F_{sbc} + 48s^2 F_{abc} F_{ssc} \right) G_{s} 
+ 8s \sum_{\mathcal{P}(a,b,c)} (2F_{sabc} F_{sc} + 4sF_{sabc} F_{ssc} - 8F_{abc}^{e_i} F_{sci}) G_{sa} \right). \tag{200}
\]

By (195) we get

\[
F_{bcf}^{e_i} F_{sif} + F_{sbc} F_{sf} + 2sF_{sbc} F_{ssf} 
+ F_{sce}^{e_i} F_{bif} + F_{sc} F_{sbf} + 2sF_{ssc} F_{abf} + F_{sc} F_{sbf} + 2sF_{ssc} F_{sf} + 2sF_{ssc} F_{sf} 
= 3F_{sbc} F_{sf} + 3F_{sbc} F_{sf} + 3F_{sc} F_{sbf} - 3F_{sc} F_{sbf} - 6sF_{sbc} F_{ssf}. \tag{201}
\]

Using (32), (194), and (198) successively we get

\[
F_{bcf}^{e_i} F_{si} + 2sF_{bcf}^{e_i} F_{ssi} + 6sF_{sbc} F_{ss} + 4s^2 F_{sbc} F_{ssc} 
+ 2F_{sbc} F_{sc} + 4sF_{sabc} F_{ssc} + 4sF_{sabc} F_{ssc} + 8s^2 F_{sabc} F_{ssc} + 4sF_{sabc}^{e_i} F_{scf} 
= 3F_{sbc} F_{sc} + 6sF_{sabc} F_{ssc} + 6sF_{sabc} F_{ssc} + 12s^2 F_{sabc} F_{ssc} + 6sF_{sabc}^{e_i} F_{scf}. \tag{202}
\]

Using (196) we get

\[
\sum_{\mathcal{P}(a,b,c)} (-2F_{abc}^{e_i} F_{scf} + 4sF_{sabc} F_{scf} - 4sF_{sabc} F_{ssc} - 2F_{sce}^{e_i} F_{abf} - 2F_{sce} F_{sab} - 4sF_{ssc} F_{sab} 
+ 6F_{sabc}^{e_i} F_{scf} + 12sF_{sabc} F_{scf} + 12F_{sabc} F_{sbf} + 24sF_{sabc} F_{ssc} \right) g^{f_j} G_{j} 
- 24s F_{sabc} F_{sc} + 24sF_{abc}^{e_i} F_{sif} + 48sF_{sabc} F_{sf} - 48sF_{sabc} F_{ss} + 48sF_{sabc} F_{ss} \right). \tag{203}
\]

Using (195), (197) and (199) successively we get

\[
\sum_{\mathcal{P}(a,b,c)} (12F_{abc} F_{sc} + 12sF_{abc} F_{ssc} - 6F_{abc}^{e_i} F_{sci} + 8sF_{sabc} F_{sa} 
+ 16s^2 F_{sabc} F_{ss} - 4sF_{abc}^{e_i} F_{ssi} - 8s^2 F_{sabc} F_{ssc} + 8sF_{sabc}^{e_i} F_{sci} 
+ 12F_{abc}^{e_i} F_{si} + 24sF_{abc}^{e_i} F_{ssi} + 72sF_{abc} F_{sbc} + 48s^2 F_{abc} F_{ssc} \right) \tag{204}
\]
Finally using \((195)\) we get
\[
\sum_{\beta(a,b,c)} (2F_{\beta ab}F_{\beta sc} + 4sF_{\beta ab}F_{\beta sc} - F_{\beta abc}g^{ci}F_{\beta ci})
\]
\[
= 6s \sum_{\beta(a,b,c)} F_{\beta sc}F_{\beta sa} + 6(F_{\beta abc}g^{ci}F_{\beta si} + 2sF_{\beta abc}F_{\beta sa}).
\] (205)

Applying \((201)-(205)\) to \((200)\) yields that the sum of the first two rows of \((37)\) is equal to \(\tau^d \times \text{LHS of } (48)\).

A direct computation of the sum of the third row of \((37)\) gives RHS of \((48)\). We omit the details because RHS is not used in the application in this paper of Lemma 3.5.

If the dimension \(n\) of \(X\) is odd, we take \(n + 1 \leq d \leq n + \frac{s}{2}\). We adopt the conventions introduced in the odd dimensional cases of the proof of Lemma 3.3. Then all the equations in the above proof are still true, with the factor \(\tau^d\) replaced by \(-\tau^{d+\frac{s}{2}}\). Since \(\tau^d s^{\frac{s}{2}} = 0\), \((48)\) holds in the \mod s^{\frac{s}{2}}\) sense. \(\square\)

**B Proof of Lemma 3.9**

In this section, we prove Lemma 3.9. Let \(X\) be a smooth complete intersection in \(\mathbb{P}^{n+r}\) of dimension \(n \geq 3\) and multidegree \(d = (d_1, \ldots, d_r)\). We recall the results in [Hu15, §D.8, D.9]. For \(I = (i_1, \ldots, i_r)\) and \(J = (j_1, \ldots, j_r) \in \mathbb{Z}^r\), we say \(J \leq I\) if \(j_k \leq i_k\) for \(1 \leq k \leq r\). Define
\[
I - J = (i_1 - j_1, \ldots, i_r - j_r),
\] (206)
and
\[
\begin{pmatrix} I \\ J \end{pmatrix} = \prod_{k=1}^r \begin{pmatrix} i_k \\ j_k \end{pmatrix}.
\] (207)

We denote \((0, \ldots, 0) \in \mathbb{Z}^r\) by \(0\), when no confusion arises in the context. For \(I = (i_0, i_1, \ldots, i_n) \in \mathbb{Z}_{\geq 0}^{n+1}\), we define
\[
\partial_{r,i} := (\partial_{r,0})^{i_0} \circ \ldots \circ (\partial_{r,n})^{i_n}.
\] (208)

For \(0 \leq j \leq n\) let \(e_j\) be the \(j\)-th unit vector in \(\mathbb{Z}^{n+1}\). Then for \(I = (p_0, \ldots, p_n) \in \mathbb{Z}_{\geq 0}^{n+1}\) with \(|I| \geq 1\),
\[
\partial_{r, j + e_j} F^{(0)}(0) = \frac{1}{a_X} \left( -\sum_{i=0}^{n} \sum_{j=0}^{n} (1-i) W_i^j M_i^k p_j \partial_{r, j + e_j} F^{(0)}(0) \right)
\]
\[
+ (3-n) \partial_{r,i} F^{(0)}(0),
\] (209)
and for \(I \in \mathbb{Z}_{\geq 0}^{n+1}\),
\[
\partial_{r,i} \partial_{r,j} \partial_{r,k} \partial_{r,l} F^{(0)}(0)
\]
\[
= - \sum_{0^{n+1} \leq j \leq I \atop J \neq 0^{n+1}} \begin{pmatrix} I \\ J \end{pmatrix} \sum_{a=0}^{n} \sum_{b=0}^{n} (\partial_{r,i} \partial_{r,j} \partial_{r,k} \partial_{r,l} F^{(0)}(0)) g^{ab} (\partial_{r,a} \partial_{r,b} \partial_{r,k} \partial_{r,l} F^{(0)}(0))
\]
\[
+ \sum_{0^{n+1} \leq j \leq I} \begin{pmatrix} I \\ J \end{pmatrix} \sum_{a=0}^{n} \sum_{b=0}^{n} (\partial_{r,i} \partial_{r,j} \partial_{r,k} \partial_{r,l} F^{(0)}(0)) g^{ab} (\partial_{r,a} \partial_{r,b} \partial_{r,k} \partial_{r,l} F^{(0)}(0)).
\] (210)

For \(I = (p_0, \ldots, p_n) \in \mathbb{Z}_{\geq 0}^{n+1}\) with \(|I| \geq 1\),
\[
a_X \partial_{r,i} \partial_{r,l} F^{(1)}(0) = -\sum_{i=0}^{n} \sum_{j=0}^{n} \sum_{k=0}^{n} (1-i) W_i^j M_i^k p_j \partial_{r, j + e_j} F^{(1)}(0) + \partial_{r,i} F^{(1)}(0).
\] (211)
For $i \geq 1$ and $I \in \mathbb{Z}_{\geq 0}^{n+1}$,

$$\partial_{\tau^i} \partial_{\tau^j} F^{(1)}(0) = -\sum_{0^{n+1} \leq j \leq I \atop j \neq 0^{n+1}} \binom{I}{j} \sum_{a=0}^{n} \sum_{b=0}^{n} (\partial_{\tau^a} \partial_{\tau^b} \partial_{\tau^i-1} \partial_{\tau^j} F^{(0)}(0)) g^{ab} (\partial_{\tau^a} \partial_{\tau^b} F^{(1)}(0))$$

$$+ \sum_{0^{n+1} \leq j \leq I} \binom{I}{j} (\partial_{\tau^i} \partial_{\tau^j} F^{(1)}(0)) (\partial_{\tau^i-1} \partial_{\tau^j} F^{(1)}(0)).$$

(212)

By [Hu15, Example 6.11], we have

**Lemma B.1.** In the case $v_d = n - 1$, the only off-diagonal entries of the matrix $(M^i)$ are

$$M^0_{n-1} = -d!, \quad M^1_{n-1} = d! - d^d.$$

Accordingly, the only off-diagonal entries of the matrix $(W^i)$ are

$$W^0_{n-1} = d!, \quad W^1_{n} = -d! + d^d.$$

Moreover,

$$F^{(1)}(\tau) = \tau^0 - \frac{1}{2} d! \sum_{1 \leq i, j \leq n, i+j=n} \tau^i \tau^j - d! d d^{n-1} \tau^n + O((\tau)^3).$$

(215)

We need to compute some higher order leading terms of $F^{(0)}$ and $F^{(1)}$. For $a_1, \ldots, a_k \in \mathbb{Z}$, we set

$$p(a_1, \ldots, a_k) = \sharp \{ i \in [1, k] : a_i = 1 \}.$$

**Lemma B.2.** Suppose $d = (3)$ or $(2, 2)$.

(i) Let $1 \leq a, b, c, d \leq n$ satisfying $a + b + c + d = n + 1$. Then $F^{(0)}_{a, b, c, d}(0) = 0$.

(ii) Let $1 \leq a, b, c \leq n$ satisfying $a + b + c = n$. Then $F^{(0)}_{a, b, c, n}(0) = d! \prod_{i=1}^{r} d_i$.

(iii) Let $1 \leq a, b, c \leq n$ satisfying $a + b + c = n + 1$. Then

$$F^{(0)}_{a, b, c, n-1}(0) = (d^d - p(a, b, c) d!) \prod_{i=1}^{r} d_i.$$ 

(216)

(iv) $F_{1, n-1, n-1, n}(0) = (d^d - d^d) \prod_{i=1}^{d} d_i$, $F_{2, n-1, n-1, n-1}(0) = (d^d)^2 \prod_{i=1}^{d} d_i$.

(v) $F_{1, 1, 1, n-1, n-1}(0) = (d^d - 2d!) \prod_{i=1}^{d} d_i$, $F_{1, 1, 1, n-1, n-1}(0) = (d^d - d^d) (d^d + 2d!) \prod_{i=1}^{d} d_i$.

**Proof.** Suppose $I = (p_0, \ldots, p_n) \in \mathbb{Z}_{\geq 0}^{n+1}$, satisfying $|I| = \sum_i p_i = 3$. Then by (209) and Lemma B.1,

$$\partial_{\tau^i} \partial_{\tau^j} F^{(0)}(0)$$

$$= \frac{1}{n-1} \left( - \sum_{i=0}^{n} \binom{1}{i} p_i \partial_{\tau^i} F^{(0)}(0) - W^0_{n-1} p_{n-1} \partial_{\tau^{i+n_0}} \partial_{\tau^{i+n_1}} F^{(0)}(0) ight) - (2 - n) M^0_{n-1} p_{n-1} \partial_{\tau^{i+n_0}} F^{(0)}(0) - (1 - n) M^1_{n-1} p_{n-1} \partial_{\tau^{i+n_0}} F^{(0)}(0) + (3 - n) \partial_{\tau^i} F^{(0)}(0))$$

$$= \sum_{i=1}^{n-1} \frac{ip_i - n}{n-1} \partial_{\tau^i} F^{(0)}(0) + M^0_{n-1} p_{n-1} \partial_{\tau^{i+n_0}} F^{(0)}(0) + M^1_{n-1} p_{n-1} \partial_{\tau^{i+n_0}} F^{(0)}(0).$$
(i) Suppose \( \sum_i ip_i = n \). By (25), 
\[
\partial_{r,i} F^{(0)}(0) = \partial_{r,i+e_0-e_n-1} F^{(0)}(0) = \partial_{r,i+e_1-e_n} F^{(0)}(0) = 0,
\]
thus
\[
\partial_{r,i+e_k} F^{(0)}(0) = \frac{1}{n-1} \left( - \sum_{i=0}^{n} (1-i)p_i \partial_{r,i} F^{(0)}(0) + (3-n)\partial_{r,i} F^{(0)}(0) \right) = 0.
\]

Then by (210) and (25) one can show that \( \partial_{r,i} F^{(0)}(0) = 0 \) for all \( I = (p_0, \ldots, p_n) \) satisfying \( |I| = 4 \) and \( \sum_i ip_i = n+1 \).

(ii) Suppose \( \sum_i ip_i = 2n - 1 \). Then by (25) and Lemma B.1,
\[
\partial_{r,i+e_k} F^{(0)}(0) = d^d \prod_{i=1}^{r} d_i - p_{n-1} d! \prod_{i=1}^{r} d_i + p_n (d! - d^d) \prod_{i=1}^{r} d_i.
\]

If \( p_n = 1 \) and \( p_{n-1} = 0 \), then \( \partial_{r,i+e_k} F^{(0)}(0) = d! \prod_{i=1}^{r} d_i \). This shows (ii) when \( a = 1 \). Then (210) and (25) yield (ii).

(iii) If \( a = 1 \), then \( p(a,b,c) = p_{n-1} \) and \( p_n = 0 \). So (210) yields (iii) when \( a = 1 \). Then (210) and (25) yield (iii).

(iv) If \( p_{n-1} = 2 \) and \( p_n = 1 \), then
\[
\partial_{r,i+e_k} F^{(0)}(0) = 2(\partial_{r,i} F^{(0)}(0)) + 2M_0^d \partial_{r,i+e_0-e_n-1} F^{(0)}(0) + M_n^d \partial_{r,i+e_n} F^{(0)}(0)
\]
\[
= 2(d^d)^2 \prod_{i=1}^{r} d_i - 2d!d^d \prod_{i=1}^{r} d_i + (d! - d^d)d^d \prod_{i=1}^{r} d_i = (d^d - d!)d^d \prod_{i=1}^{r} d_i.
\]

(v) Suppose \( I = (p_0, \ldots, p_n) \in \mathbb{Z}_{\geq 0}^{n+1} \), satisfying \( |I| = \sum_i p_i = 4 \). Then
\[
\partial_{r,i} \partial_{r,k} F^{(0)}(0) = \frac{1}{n-1} \left( - \sum_{i=0}^{n} (1-i)p_i \partial_{r,i} F^{(0)}(0) - (1-n)M_n^1 p_n \partial_{r,i+e_1-e_n} F^{(0)}(0) - W_{n-1}^0 p_{n-1} \partial_{r,i+e_0-e_n-1} F^{(0)}(0) - (2-n)M_n^0 p_{n-1} \partial_{r,i+e_0-e_n-1} F^{(0)}(0) + (3-n)\partial_{r,i} F^{(0)}(0) \right).
\]

By the fundamental class axiom, \( \partial_{r,i+e_0-e_n-1} F^{(0)}(0) = 0 \). Thus
\[
\partial_{r,i} \partial_{r,k} F^{(0)}(0) = \sum_{i=0}^{n} \frac{ip_i - n - 1}{n-1} \partial_{r,i} F^{(0)}(0) + M_n^1 p_n \partial_{r,i+e_1-e_n} F^{(0)}(0).
\]

If \( p_1 = p_{n-1} = 2 \), then
\[
\partial_{r,i} \partial_{r,k} F^{(0)}(0) = (d^d - 2d!) \prod_{i=1}^{r} d_i.
\]
If $p_1 = p_n = 1$ and $p_{n-1} = 2$, then

$$
\partial_{\tau_1} \partial_{\tau_i} F^{(0)}(0) = 2(d^d - d!) d^d \prod_{i=1}^r d_i + (d! - d^d)(d^d - 2d!) \prod_{i=1}^r d_i = (d^d - d!)(d^d + 2d!) \prod_{i=1}^r d_i.
$$

Lemma B.3. Let $X$ be a cubic hypersurface of dimension $n \geq 3$.

(i) Let $1 \leq a, b, c \leq n$ satisfying $a + b + c = n + 1$. Then $F^{(1)}_{a,b,c}(0) = -d!$.

(ii) $F^{(1)}_{1,n-1,n}(0) = -d!(d^d + d!)$, $F^{(1)}_{2,n-1,n-1}(0) = -d!d^d$.

Proof. Suppose $I = (p_0, \ldots, p_n) \in \mathbb{Z}_{\geq 0}^{n+1}$, satisfying $|I| = \sum_i p_i = 2$ Then

$$(n - 1)\partial_{\tau_1} \partial_{\tau_I} F^{(1)}(0) = -\sum_{i=0}^n (1 - i)p_i \partial_{\tau_i} F^{(1)}(0) - (1 - n)M_n^I p_n \partial_{\tau_{i+1} - n} F^{(1)}(0)$$

$$-W_n^0 \partial_{\tau_{i+1} - n} F^{(1)}(0) - (2 - n)M_{n-1}^0 p_{n-1} \partial_{\tau_{i+1} - n - 1} F^{(1)}(0) + \partial_{\tau_r} F^{(1)}(0).$$

By the fundamental class axiom, $\partial_{\tau_{i+1} - n - 1} F^{(1)}(0) = 0$. So

$$\partial_{\tau_1} \partial_{\tau_I} F^{(1)}(0) = \sum_i ip_i - 1 \partial_{\tau_i} F^{(1)}(0) + M_n^I p_n \partial_{\tau_{i+1} - n} F^{(1)}(0). \quad (218)$$

(i) Suppose $\sum_i ip_i = n$, and $p_0 = 0$. Then $p_n = 0$. Then (218) and (215) yields $\partial_{\tau_1} \partial_{\tau_I} F^{(1)}(0) = -d!$.

(ii) If $p_{n-1} = p_1 = 1$, then (218) and (215) yields

$$\partial_{\tau_1} \partial_{\tau_I} F^{(1)}(0) = 2\partial_{\tau_1} F^{(1)}(0) + M_n^I p_n \partial_{\tau_{i+1} - n} F^{(1)}(0)$$

$$= -2d!d^d + (d! - d^d)(-d!) = -d!(d^d + d!).$$

By (212) and Lemma B.2 we get

$$\partial_{\tau_{n-1}} \partial_{\tau_{n-1}} \partial_{\tau_1} F^{(1)}(0)$$

$$= -2(\partial_{\tau_{n-1}} \partial_{\tau_1} \partial_{\tau_{n-1}} F^{(0)}(0)) g^{-1,1}(\partial_{\tau_1} \partial_{\tau_{n-1}} F^{(1)}(0))$$

$$- (\partial_{\tau_{n-1}} \partial_{\tau_1} \partial_{\tau_{n-1}} F^{(0)}(0)) g^{1,0}(\partial_{\tau_0} F^{(1)}(0))$$

$$- (\partial_{\tau_{n-1}} \partial_{\tau_1} \partial_{\tau_{n-1}} F^{(0)}(0)) g^{n,0}(\partial_{\tau_n} F^{(1)}(0))$$

$$+ 2(\partial_{\tau_{n-1}} \partial_{\tau_1} F^{(1)}(0))(\partial_{\tau_{n-1}} \partial_{\tau_1} F^{(1)}(0))$$

$$= -d!d^d.$$

Proof of Lemma 3.9. Suppose $1 \leq a, b, c, d \leq n$ and $a + b + c + d = n + 1$. Thus $a, b, c, d \leq n - 2$ and the sum of any two of $a, b, c, d$ is $\leq n - 1$. Then by (215) we have

$$F_{a,b}(1)y_{c+d} + F_{a,c}(1)y_{b+d} + F_{a,d}(1)y_{a+b} + F_{b,d}(1)y_{a+c} + F_{b,c}(1)y_{a+b} = 0, \quad (219)$$

$$F_{a+b,c}(1)y_d + F_{a+c,b}(1)y_d + F_{a+c,d}(1)y_d + F_{b+c,d}(1)y_d + F_{b+c,a}(1)y_d$$

$$+ F_{b+d,c}(1)y_d + F_{b+d,a}(1)y_d + F_{c+d,a}(1)y_d + F_{c+d,b}(1)y_d$$

$$= -3p(a, b, c, d)d!y_1, \quad (220)$$
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and
\[ F^{(1)}_{a,b}(0)F^{(1)}_{c,d}(0) + F^{(1)}_{a,c}(0)F^{(1)}_{b,d}(0) + F^{(1)}_{a,d}(0)F^{(1)}_{b,c}(0) = 0. \] (221)

By Lemma B.2 and (21), we have
\[
(F^{(0)}_{a+b,c,d,f}(0)g^{fi} + F^{(0)}_{a+c,b,d,f}(0)g^{fi} + F^{(0)}_{a+d,b,c,f}(0)g^{fi} + F^{(0)}_{c+d,a,b,f}(0)g^{fi} + F^{(0)}_{b+d,a,c,f}(0)g^{fi} + F^{(0)}_{b+c,a,d,f}(0)g^{fi})y_i
\]
\[
= \begin{cases} 
 6d^4 \prod_{i=1}^r d_i \times 6 \times g^{n-1,i}y_i, & \text{if } p(a,b,c,d) = 0 \\
 6d^4 \prod_{i=1}^r d_i \times 3 + (6d^4 - d!^r) \prod_{i=1}^r d_i \times 3 \times g^{n-1,i}y_i, & \text{if } p(a,b,c,d) = 1 \\
 6d^4 \prod_{i=1}^r d_i + (6d^4 - d!) \prod_{i=1}^r d_i \times 4 + (6d^4 - 2d!) \prod_{i=1}^r d_i \times g^{n-1,i}y_i, & \text{if } p(a,b,c,d) = 2 \\
 ((6d^4 - d!) \prod_{i=1}^r d_i \times 3 + (6d^4 - 2d!) \prod_{i=1}^r d_i \times g^{n-1,i}y_i), & \text{if } p(a,b,c,d) = 3 
\end{cases}
\] (222)

and
\[
F^{(0)}_{a+b,c,d,e}(0)g^{ej}y_{j+a} = \begin{cases} 
 F^{(0)}_{a+b,c,d}(0)g^{aj}y_{j+a}, & \text{if } a > 1 \\
 F^{(0)}_{b,c,d,a}(0)g^{aj}y_{j+1} + F^{(0)}_{b,c,d,n}(0)g^{n-1,j}y_{j+1}, & \text{if } a = 1 
\end{cases}
\] (223)

By Lemma B.3 (i),
\[
F^{(1)}_{a+b,c,d}(0) + F^{(1)}_{a+c,b,d}(0) + F^{(1)}_{a+d,b,c}(0) + F^{(1)}_{c+d,a,b}(0) + F^{(1)}_{d,a,c}(0) + F^{(1)}_{b+c,a,d}(0) = -6d!. \] (224)

By (215), (21) and Lemma B.2 we have
\[
F^{(0)}_{b,c,d,e}(0)g^{e_j}F^{(1)}_{i,1}(0) = \begin{cases} 
 F^{(0)}_{b,c,d,a}(0)g^{aj}F^{(1)}_{i,1}(0), & \text{if } a > 1 \\
 F^{(0)}_{b,c,d,1}(0)g^{1,j}F^{(1)}_{i,1}(0) + F^{(0)}_{b,c,d,n}(0)g^{n-1,j}F^{(1)}_{i,1}(0), & \text{if } a = 1 
\end{cases}
\] (225)

Applying (219)-(225) to (43) we get
\[
w_{a,b,c,d} = -\frac{1}{6}(6d^4 - 3d!p(a,b,c,d)y_1 + \frac{1}{2} \times p(a,b,c,d)d!y_1 + \frac{2}{3}N \times 3d!p(a,b,c,d)y_1 - \frac{1}{3}N(-6d!)y_1
\]
\[
= (2Np(a,b,c,d)d! + p(a,b,c,d)d! - d^4) + 2Nd!y.
\]

It follows that
\[
\sum_{i=1}^{n-2} w_{i,n-1,i,1,1} = (4(n-1)d!N + (2d! - d^4)n + 2d^4 - 2d!)y_1 + 2(n-2)Nd!y. \] (226)
Moreover (215), (21), Lemma B.2 and B.3 yield

\[
\begin{align*}
\omega_{n-1,n-1,1,1} &= 8NF_{n-1,1,0}(0) + \frac{1}{6}(F_{2n-2,1,n-1,1}(0) + 4F_{n,n-1,1,n-1}(0) + F_{2,n-1,n-1,1,1}(0))g^{n-1,1}y_1 \\
&\quad + (2F_{n-1,1,1,1}(0)g^{n-1,1}y_1 + F_{n-1,1,1,1}(0))g^{1,0}y_1 + F_{n-1,1,1,1}(0)g^{n,0}y_1) \\
&\quad - \frac{2}{3}N \times 6F_{n-1,1,1}(0)y_1 + \frac{8}{3}N(3N - 2)F_{n-1,1,1}(0)F_{n-1,1,1}(0) \\
&\quad - \frac{1}{3}N(F_{2n-2,1,1,1}(0) + 4F_{n,n-1,1,1}(0) + F_{2,n-1,n-1,1,1}(0)) \\
&\quad + 2N(F_{n-1,1,1,1,1}(0)g^{n-1,1,1}F_{1,n-1,1}(0) + F_{n-1,n-1,1,1,1}(0)g^{1,n-1,1}F_{1,n-1,1}(0))y_1 \\
&= (4d!N - d^d + 2d)(-2y_1 + d^d y_1 + 2Nd!y_1).
\end{align*}
\]

Hence (59) follows from (226) and (227). \qed
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