Cyclic heat release variability in a spark ignition engine under exhaust gas recirculation
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Abstract. We have studied cyclic heat release variability in a spark-ignition engine under exhaust gas recirculation (EGR), using nitrogen to simulate EGR. Five EGR levels are examined. We used wavelet analysis to identify the dominant modes of fluctuation and how these modes vary in time. It is found that at a low EGR level, the heat release variations exhibit high-frequency intermittent oscillations. As the EGR level increases, the high-frequency oscillations tend to become more persistent, occurring continuously over many cycles. When the EGR level is sufficiently high, intermittent oscillations are observed at both high and low frequencies. In addition, persistent low-frequency fluctuations are present at the high EGR level. We have fitted theoretical probability models to the empirical heat release distributions. Depending on the EGR level, a three-parameter probability density function such as the generalized logistic distribution, a four-parameter distribution such as Johnson SB, or the five-parameter Wakeby distribution is found to provide a good fit. The goodness of fit of the theoretical distributions is assessed by the Kolmogorov-Smirnov (KS) test statistics. A good understanding of cyclic variability is essential to develop effective control strategies for efficient combustion.

1 Introduction

Cycle-to-cycle variability in a combustion process is a common occurrence in spark-ignition engines. One of the possible mechanisms of this variability is the mixing of exhaust gases with fresh intake charge. Several investigators have examined the effect of recirculating exhaust gases on cyclic variations of pressure and heat release. Many of these studies are based on the methods of nonlinear dynamics [1-17]. In this paper, we examine the effect of exhaust gas recirculation (EGR) on cycle-to-cycle heat release variability by using nitrogen to simulate EGR. By increasing the EGR level we covered the crossover of combustion conditions. Starting from a stable combustion process we examined lean intermittent combustion and finally the absence of combustion in the high limit of EGR. Physically, the cycle-to-cycle fluctuations appear and evaluate directly due to the changes in EGR which is was identified by Heywood [1]. This idea was later considered in several papers [9,11-13,16] to build the simple combustion model based on each cycle amounts of air, fuel and residual gases in combustion chamber.

In this paper, we examine the effect of exhaust gas recirculation (EGR) on cycle-to-cycle heat release variability by using nitrogen to simulate EGR. Five EGR levels are examined. We use wavelet analysis to identify the dominant modes of fluctuation and how these modes vary in time. It is found that at a low EGR level, the heat release variations exhibit high-frequency intermittent oscillations. As the EGR level increases, the high-frequency oscillations tend to become more persistent, occurring continuously over many cycles. When the EGR level is sufficiently high, intermittent oscillations are observed at both high and low frequencies. In addition, persistent low-frequency fluctuations are present at the high EGR level. We have fitted theoretical probability models to the empirical heat release distributions. Depending on the EGR level, a three-parameter probability density function such as the generalized logistic distribution, a four-parameter distribution such as Johnson SB, or the five-parameter Wakeby distribution is found to provide a good fit. The goodness of fit of the theoretical distributions is assessed by the Kolmogorov-Smirnov (KS) test statistics [18]. A good understanding of cyclic variability is essential to develop effective control strategies for efficient combustion.

Our presentation is organized as follows. First, we briefly describe the experimental procedure. This is followed by a review of wavelet analysis methodology and its application to the heat release data. Next, we discuss the theoretical probability models that are used to fit the data. Finally, a few concluding remarks are given.

2 Experimental setup and procedure

The experimental setup used in the present investigation is depicted in Figure 1. Experiments were performed in
3 Wavelet Analysis

A wavelet is a small wave with zero mean and finite energy. Consider a time series \( \{ x_i \} \) with \( i = 1, 2, 3, \ldots, N \). The continuous wavelet transform (CWT) of this time series with respect to a wavelet \( \psi(t) \) is given by the convolution of the time series with a scaled and translated version of \( \psi(t) \). The function \( \psi(t) \) is referred to as an analyzing wavelet or a mother wavelet. The convolution is expressed by [32-34]

\[
W_s(\tau) = C \int_{-\infty}^{\infty} x(t) \psi^*_{s, \tau}(t) dt \quad \text{for} \quad s, \tau \in \mathbb{R}
\]

Here \( \delta t \) is the sampling interval, and an asterisk on \( \psi \) denotes its complex conjugate. The symbols \( s \) and \( n \) (or \( n' \)) are called scale and time index, respectively. The scale parameter controls the dilation \((s > 1)\) and contraction \((s < 1)\) of the mother wavelet. The time index, \( n \), indicates the location of the wavelet in time; in other words, as \( n \) varies, the signal is analyzed in the vicinity of this point. The amount of signal energy contained at a specific scale \( s \) and location \( n \) is given by the squared modulus of the CWT and is referred to as the wavelet power spectrum \( |W_s(\tau)|^2 \).

The wavelet power spectrum (WPS) is a measure of the variance at different scales or frequencies. The WPS which depends on both scale and time is represented by a surface. By taking contours of this surface and plotting them on a plane, a time-scale representation of the spectrum may be derived. From the time-scale representation of the WPS, the dominant spectral modes of variability and the time interval over which these modes may persist can be discerned by visual inspection. A time-scale representation is found to be useful for extracting important features of signals arising in many applications. An alternate representation, namely, a time-frequency representation has also been used. A scale-to-frequency conversion, which follows a reciprocal relationship, can be easily made by use of the formula:

\[
f = f_0 f_s / s, \quad \text{where} \quad f \text{ is the instantaneous frequency of the signal, } f_s \text{ is the sampling frequency, and } f_0 \text{ is the center frequency of the mother wavelet (see below). In our analysis we used a complex Morlet wavelet as the mother wavelet. A complex Morlet wavelet consists of a plane wave modulated by a Gaussian function and is described by:}
\]

\[
\psi(t) = \pi^{-1/4} e^{-\alpha^2} e^{-q^2/2}.
\]

Here \( \alpha_0 = 2 \pi f_0 \) is referred to as the order of the wavelet, with \( f_0 \) being the center frequency. The value of \( \alpha_0 \) controls the number of oscillations that is present in the mother wavelet and thus influences the frequency and time resolutions of the corresponding wavelet transform.

A larger value of \( \alpha_0 \) provides a higher frequency resolution whereas a smaller value improves the time resolution. A Morlet wavelet of order 6 is often chosen as the mother wavelet. This choice provides a good balance between time and frequency localizations.
the scale is approximately equal to the Fourier period and thus the terms scale and period can be used interchangeably for interpreting the results. Wavelet analysis has been used in a wide variety of applications. In our recent work, we have employed continuous wavelet transform to study cyclic variability in the combustion process of various engines [23,27,34-35].

We now discuss the results of our wavelet analysis of the heat release data for different EGR levels. The time series of the heat release variations for percent EGR levels of 17.22, 20.26, 23.12, 26.15, and 29.05% are plotted in Fig. 2. The WPS of these time series are displayed in Fig. 3. Consider first the WPS shown in Figure 3a for 17.22% EGR level. It is apparent from this figure that at this level of EGR, the heat release fluctuations exhibit a high-frequency intermittent pattern in the 2-8 cycle band. In addition, intermittent oscillations are observed around the 12-cycle band.

Next, we consider the EGR level of 20.26% for which Figure 3b applies. At this EGR level, the high-frequency (2-8 cycle) intermittent patterns exist together with several weaker low-frequency oscillations that persist over several engine cycles. As the EGR level is increased to 23.12% and 26.15%, the high-frequency oscillations become more persistent spanning many cycles, and the low-frequency fluctuations tend to disappear (Figures 3c, d). Finally, when the EGR level is increased to 29.05%, Figure 3e reveals that intermittent oscillations appear in the 2-8 cycle band. Intermittent fluctuations are also observed around the low frequency 24-cycle band. Furthermore, we see more persistent low-frequency variations around the 64-cycle band spanning approximately 125 to 575 cycles.

4 Heat Release Probability Distributions

The statistical properties of the heat release data for the different EGR levels considered here are listed in Table 1. The histograms of the data are depicted in Fig. 4. Clearly the histograms show that the heat release variations deviate from a normal or Gaussian distribution. This can also be inferred from the skewness and kurtosis values presented in Table 1. Note that for a normal distribution, the skewness is zero, and the kurtosis has the value 3.
Fig. 4. Corresponding histograms of each of the heat release time series shown in Fig. 2. EGR levels are: (a) 17.22%, (b) 20.26%, (c) 23.12%, (d) 26.15%, and (e) 29.05%.

Table 1. Statistics of the time series (see Fig. 2): EGR, Mean, standard deviation DS, skewness, and kurtosis.

| EGR    | Mean [J] | SD [J] | Skewness | Kurtosis |
|--------|----------|--------|----------|----------|
| 115 (17.22%) | 398.6    | 29.8   | -2.98    | 21.6     |
| 135 (20.26%) | 343.0    | 89.5   | -1.23    | 3.94     |
| 155 (23.12%) | 225.3    | 151    | -0.06    | 1.54     |
| 175 (26.15%) | 135.9    | 125    | 0.58     | 2.12     |
| 195 (29.05%) | -22.7    | 14.4   | 1.12     | 5.16     |

We have fitted several theoretical (non-Gaussian) distributions to these data. Among them, depending on the EGR level, a three-parameter generalized logistic distribution, a four-parameter Johnson SB distribution, or a five-parameter Wakeby distribution is found to provide a good fit. Note that the intermittency is signaled by larger discrepancy from the Gaussian value. Namely for EGR 115 and 195, which is consistent with the wavelet analysis (see Figs. 3a and e, respectively).

Increasing EGR level we evolve from good to poor combustion characterized by the single peak probability distributions with different inclinations. Note the skewers is changing the sign (Tab. 1). In the middle of the considered EGR levels the combustion process is characterized by double peak probability pressure distribution corresponding to different combustion in these two opposite limits of good and poor combustion.

The theoretical probability density functions are superimposed on the corresponding histograms in Fig. 4. A brief description of the theoretical distributions is given in Appendix A. The goodness of fit of the theoretical distributions was estimated on the basis of the Kolmogorov-Smirnov test statistics. For each distribution, the null hypothesis that the theoretical distribution provides a good fit was found to hold at a significance level of 0.05 or less.

5 Concluding Remarks

We have examined the cycle-to-cycle heat release variations in a spark ignition engine at different levels of EGR, using nitrogen to simulate EGR. The EGR levels were varied by maintaining the fuel-oxidizer ratio at the stoichiometric value. Our results indicate that at low EGR levels, the heat release variations exhibit high-frequency intermittent oscillations together with weaker, persistent low-frequency oscillations. As the EGR level increases, the high-frequency oscillations become persistent while the low-frequency fluctuations tend to disappear. When the EGR is sufficiently high, intermittent oscillatory patterns are observed at both high and low frequencies. In addition, persistent low-frequency fluctuations occur at the high EGR level. These results may be useful to develop effective control strategies for efficient combustion in spark ignition engines [14-19].

Finally, it is worth noting that the observed intermittency leads to the specific bifurcation scenario (see the sequence Figs. 2a-e). Following generalized logistic dynamics, in the larger and small EGR levels, one used to observe the 3-cycle period which is unstable to transition into chaotic oscillations. Thus, the chaotic oscillations could be responsible for the EGR cases of
20.26 and 26.15. Indeed, on the wavelet power spectra we identify fluctuations with multiple periods (Fig. 3b and d). The problem appearing the intermittency was also illustrated in terms histograms, and expressed in statistical description by using standard deviation, skewness and kurtosis. However, the actual situations are more complicated because of the influence additional random fluctuations. The sources of these fluctuations are both external and internal [1], such as fluctuating mixture composition due to imperfections in injection procedure and the spatial non-uniformity of mixture. Similar intermittent transitions were observed in the recent works on HCCI (homogenous charge compression ignition) engines where the EGR plays the important role [27,36-37].
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Appendix A. Theoretical Probability Models

(a) Generalized Logistic Distribution

The generalized logistic distribution is an extension of the well-known logistic distribution and is used in many applications [38]. It is defined by the following probability density function:

\[
f(x) = \begin{cases} 
\frac{(1-kz)^{-1/k}}{\sigma^2(1+(1+kz)^{-1/k})^2} & k \neq 0 \\
\frac{\exp(-z)}{(1+\exp(-z))^2} & k = 0
\end{cases}
\] (A1)

with

\[1 + k \frac{(x-\mu)}{\sigma(1+(1+kz)^{-1/k})^2} > 0 \quad \text{for} \quad k \neq 0\]

\[-\infty < x < +\infty \quad \text{for} \quad k = 0\] .

Here

\[z = \frac{x-\mu}{\sigma}\]

is the standardized variable, and the symbols \(k\), \(\sigma\), and \(\mu\) denote the shape, scale and location parameters, respectively. The corresponding cumulative distribution functions are:

\[F(x) = \begin{cases} 
\frac{1}{1+(1+kz)^{-1/k}} & k \neq 0 \\
\frac{\exp(-z)}{1+\exp(-z)} & k = 0
\end{cases}
\] (A2)

(b) Johnson SB Distribution

The Johnson SB distribution belongs to a family of distributions introduced by Johnson [39]. The letter SB denotes that it is a bounded distribution. Various aspects of these distributions have been developed by Bowman and Shenton [40] and Kotz and van Dorp [41], among others. The Johnson SB distribution, which is also referred to as the 4-parameter lognormal distribution, is described by the cumulative distribution function (cdf):

\[F(x) = \Phi\left(\gamma + \delta \ln \frac{x-\xi}{\lambda+\xi-x}\right),\] (A3)

with \(\xi \leq x \leq \xi+\lambda\). Here \(\lambda\) and \(\xi\) are the scale and location parameters, respectively; \(\gamma\) and \(\delta\) are the shape parameters, and the function \(\Phi\) denotes the Laplace integral (see [40] for details).

The Johnson SB distribution has found applications in numerous situations including modeling of precipitation events [42,43], toxicological studies involving human exposure to airborne pollutants [44], and forest ecology and management [45].

(c) Wakeby Distribution

Let \(X\) be a random variable, and \(F(x) = P(X \leq x)\) where \(P\) defines the probability and \(F(x)\) is the corresponding cdf. The Wakeby distribution is defined as a distribution whose inverse cdf, \(x(F)\), is given by

\[x(F) = \xi + \frac{\alpha}{\beta} \left[1-\left(1-F\right)^{\gamma}\right] - \frac{\gamma}{\delta} \left[1-\left(1-F\right)^{-\delta}\right].\] (A4)

Here the range of \(x\) is:

\[\xi \leq x < \infty \quad \text{if} \quad \delta \geq 0 \quad \text{and} \quad \gamma > 0;\] (A5a)

\[\xi \leq x \leq \xi + \alpha / \beta - \gamma / \delta \quad \text{if} \quad \delta < 0 \quad \text{or} \quad \gamma = 0.\] (A5b)

The symbols \(\alpha\), \(\beta\), \(\gamma\), and \(\delta\) are called shape parameters, and \(\xi\) is referred to as the location parameter [46].

In order that the function \(x(F)\) given by Eq. (A4) represents an inverse cumulative density function, certain restrictive conditions should be imposed among the various parameters (see [46] for details).

By the Wakeby distribution contains five parameters, it can take a wider range of shapes than those with fewer parameters. Accordingly, it offers a lot more flexibility for fitting different types of data than other distributions. For specific choices of the various parameters, the Wakeby distribution mimics the shapes of many skewed distributions (such as lognormal, generalized extreme value, and generalized Pareto) that are often used. Note, however, that in contrast to the generalized logistic and Johnson SB distributions, the cdf or pdf of the Wakeby distribution cannot be expressed in closed form.

The cumulative distribution function, \(F(x)\), is computed by numerically inverting the function given in Eq. (A4). The probability density function, \(f(x)\), which is the derivative of \(F(x)\), is subsequently found from the relation [39]:

\[f(x) = \frac{1-F(x)^{\gamma+1}}{\gamma+\alpha\left[1-F(x)^{\gamma}\right]^{\gamma+2}}.\] (A6)

Since its introduction, the Wakeby distribution has been used in several applications (see, for example, [47]).