CAPLET PRICING IN AFFINE MODELS FOR RISK-FREE RATES

CLAUDIO FONTANA

Abstract. Risk-free rates (RFRs) play a central role in the reform of interest rate benchmarks. We study a model for RFRs driven by a general affine process. In this context, under minimal assumptions, we derive explicit valuation formulas for forward-looking and backward-looking caplets/floorlets, term-basis caplets as well as 1-month and 3-month RFR futures contracts.

1. Introduction

The interest rate benchmarks reform is bringing a change of paradigm in fixed income markets. On 5 March 2021, the FCA announced that Libor rates will either cease to be provided or will no longer be representative benchmarks after 31 December 2021 (with the exception of US Libor rates for some tenors, that will be discontinued after June 2023). The new benchmark rates, as well as fallback rates for existing contracts, are provided by alternative nearly risk-free rates (RFRs), which are determined by overnight rates backed by actual transactions. Such overnight rates include SOFR in the US, SONIA in the UK, €STR in the Euro area.

The transition from Libor rates to RFRs has recently started to affect non-linear derivatives. The volume of trading in SOFR caps/floors has been 85.6 USD bn in 2021, increasing from 18.8 USD bn in 2020. In the case of SONIA caps/floors, there was basically no trading activity in 2020, while the volume reached 72.5 USD bn in 2021 (source: ISDA, see [ISD21, ISD22]).

In the post-Libor universe, one can consider forward-looking and backward-looking caps/floors, depending on the rate which defines their payoff. While forward-looking caps/floors are based on forward-looking term rates and are conceptually similar to classical Libor caps/floors, backward-looking caps/floors have a significantly different nature, since their payoff is determined by the compounded in-arrears RFR (see [LM19, Pit20]). This corresponds to a new type of payoff, which has Asian features and is fully determined only at the end of the accrual period. While it is reasonable to believe that both types of caps/floors will exist in post-Libor markets, backward-looking caps/floors currently play a major role. Indeed, the Libor fallbacks protocol translates existing contracts into backward-looking contracts (see [ISD20]). Furthermore, at the time of writing, market consensus on the definition of forward-looking term rates has not been reached (see [LB22] for a recent analysis of the challenges of the adoption of forward-looking term RFRs).
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In this paper, we derive pricing formulas for forward-looking and backward-looking options in the context of a short-rate RFR model driven by a general affine process. While the valuation of forward-looking payoffs is relatively straightforward, the backward-looking case requires a more elaborate analysis. By relying on Fourier methods and a study of the integrability properties of suitable functionals of the affine process, we obtain pricing formulas expressed as one-dimensional integrals, which can be efficiently implemented with fast Fourier transform (see [CM99]). We work under minimal technical assumptions, without imposing ad-hoc integrability requirements. We also study term-basis caplets, corresponding to exchange options between forward-looking and backward-looking rates (see [LM19]). Moreover, we derive alternative pricing formulas based on forward measures, which can be explicitly computed for some popular models, including multi-factor Hull-White and Wishart models. Finally, we study futures contracts, currently the most liquid RFR-based products. In the case of 1-month RFR futures, we obtain a pricing formula that does not even require the explicit characteristic function of the driving process.

Short-rate modeling is probably the most natural approach for modeling RFRs. In [Mer18], one of the first papers on SOFR modeling, a Gaussian Hull-White short-rate model is adopted. In recent short-rate approaches to RFR modeling, the Hull-White model has remained dominant. This is for instance the case of [Has21, Hof20, Tur21, Xu22], where pricing formulae for backward-looking caplets are derived, and also of [RB21], where in addition collateralization and funding costs are taken into account. However, the Hull-White model does not support volatility smiles (see, e.g., [Pit20]). Moreover, as shown in [AB20], spikes and jumps are a prominent feature of RFRs and have a sizable effect on the pricing of backward-looking caplets. This motivates the modeling of RFRs by means of general affine processes and the study of their pricing aspects.

Let us also mention that backward-looking caplets have been analyzed in the seminal work [LM19] in the context of an extended Libor market model, in [Wi20] for the SABR model and in [MS20] by adopting a rational model for the savings account associated to an RFR. Finally, in the recent work [FGS22], a general model is proposed for RFRs based on affine semimartingales, also allowing for stochastic discontinuities, but without a specific focus on pricing applications.

This paper is structured as follows. In Section 2, we recall some essential notions on affine processes and prove two additional properties of the solutions to the associated Riccati ODEs. Section 3 contains the description of the modeling framework and the definition of forward/backward-looking rates. In Section 4, we derive pricing formulas for backward/forward-looking caplets/floorlets and term-basis caplets, while in Section 5, we consider the valuation of futures contracts.
\( p_t : D \times B_D \to [0,1]; t \geq 0 \), where \( B_D \) denotes the Borel \( \sigma \)-algebra of \( D \). We also introduce the set \( \mathcal{U} := \mathbb{C}_+^m \times i\mathbb{R}^n \), where \( \mathbb{C}_- := \{ u \in \mathbb{C} : \text{Re}(u) \leq 0 \} \). Setting \( d := m + n \), we recall the following definition (see [DFS03] and [KRM15, Definition 2.2]).

**Definition 2.1.** The process \( X \) is called affine with state space \( D \) if

(i) it is stochastically continuous (i.e., its transition kernels satisfy \( \lim_{s \to t} p_s(x, \cdot) = p_t(x, \cdot) \) weakly for all \((t, x) \in \mathbb{R}_+ \times D \)) and

(ii) there exist functions \( \phi : \mathbb{R}_+ \times \mathcal{U} \to \mathbb{C} \) and \( \psi : \mathbb{R}_+ \times \mathcal{U} \to \mathbb{C}^d \) such that

\[
(2.1) \quad \int_D e^{(u,\xi)} p_t(x, d\xi) = e^{\phi(t,u)+(\psi(t,u),x)},
\]

for all \((t, u) \in \mathbb{R}_+ \times \mathcal{U}\) and for every \( x \in D \).

Requirement (i) in Definition 2.1 implies the regularity of the affine process \( X \) (see [KRST11, Theorem 5.1]), meaning that the derivatives \( \partial_t \phi(t, u)|_{t=0} \) and \( \partial_t \psi(t, u)|_{t=0} \) exist for all \( u \in \mathcal{U} \) and are continuous at \( u = 0 \). As a consequence, in view of [DFS03, Theorem 2.7], the functions \( \phi \) and \( \psi \) in (2.1) are determined by the following system of generalized Riccati ODEs:

\[
\begin{align*}
\frac{\partial \phi(t, u)}{\partial t} &= F(\psi(t, u)), \quad \phi(0, u) = 0, \\
\frac{\partial \psi(t, u)}{\partial t} &= R(\psi(t, u)), \quad \psi(0, u) = u \in \mathcal{U},
\end{align*}
\]

with the functions \( F \) and \( R \) admitting explicit representations of Lévy-Khintchine type as follows:

\[
F(u) = (\alpha_0 u, u) + (\beta_0, u) + \int_{D \setminus \{0\}} (e^{(u,\xi)} - 1 - \langle u, h(\xi) \rangle) \mu_0(d\xi),
\]

\[
R_i(u) := (\alpha_i u, u) + (\beta_i, u) + \int_{D \setminus \{0\}} (e^{(u,\xi)} - 1 - \langle u, h(\xi) \rangle) \mu_i(d\xi), \quad \text{for all } i = 1, \ldots, d,
\]

with respect to a set of parameters \((\alpha, \beta, \mu)\) satisfying the admissibility requirements of [DFS03, Definition 2.6], where \( \mu_i, i = 0, 1, \ldots, d, \) are Lévy measures on \( D \) and \( h \) is a truncation function. The functions \( F \) and \( R \) completely characterize the law of the affine process \( X \) and are therefore called the functional characteristics of \( X \).

In the following, we shall work with time integrals of the affine process \( X \). More specifically, let \( \Lambda \in \mathbb{R}^d \) and consider the process \( Y = (Y_t)_{t \geq 0} \) defined by \( Y_t := \int_0^t \langle \Lambda, X_s \rangle ds \), for all \( t \geq 0 \). Note that, since \( X \) is càdlàg, the integral is well-defined pathwise. The couple \((X, Y)\) can be regarded as a process on the enlarged state space \( D \times \mathbb{R} \). The following well-known result, which is a direct consequence of [DFS03, Proposition 11.2], asserts that \((X, Y)\) is an affine process.

**Proposition 2.2.** Let the process \((X, Y)\) be defined as above. Then, \((X, Y)\) is an affine process on the state space \( D \times \mathbb{R} \) and, for all \((t, u, v) \in \mathbb{R}_+ \times \mathcal{U} \times i\mathbb{R} \), it holds that

\[
(2.3) \quad \mathbb{E}\left[ e^{(u,X_T)+vY_t} \mid \mathcal{F}_t \right] = e^{\Phi(T-t,u,v)+(\Psi(T-t,u,v),X_t)+vY_t},
\]

where \( \Phi : \mathbb{R}_+ \times \mathcal{U} \times i\mathbb{R} \to \mathbb{C} \) and \( \Psi : \mathbb{R}_+ \times \mathcal{U} \times i\mathbb{R} \to \mathbb{C}^d \) are solutions to

\[
\begin{align*}
(2.4a) \quad & \frac{\partial \Phi(t, u, v)}{\partial t} = F(\Psi(t, u, v)), \quad \Phi(0, u, v) = 0, \\
(2.4b) \quad & \frac{\partial \Psi(t, u, v)}{\partial t} = R(\Psi(t, u, v)) + v\Lambda, \quad \Psi(0, u, v) = u.
\end{align*}
\]
Remark 2.3. For a generic vector \( x \in \mathbb{C}^d \), let us introduce the notation \( x = (x_I, x_J) \in \mathbb{C}^m \times \mathbb{C}^n \). Writing \( \Psi(t, u, v) = (\Psi_f(t, u, v), \Psi_J(t, u, v)) \), it can be seen that \( \Psi_J(t, u, v) \) solves a linear ODE with initial value \( u_J \) and is therefore globally well-defined on \( \mathbb{R}_+ \) (see \cite[Section 11.2]{DFS03}). In particular, \( \Psi_J(t, u, v) \) is linear in \( (u_J, v) \) and does not depend on \( u_I \). Note also that the function \( \Phi(\cdot, u, v) \) can be explicitly solved as \( \Phi(t, u, v) = \int_0^t F(\Psi(s, u, v)) \) for all \( (t, u, v) \in \mathbb{R}_+ \times \mathcal{U} \times \mathbb{R}^n \). For pricing applications, we need to extend the domain of the affine transform formula (2.3) of the joint process \((X, Y)\) beyond the set \(\mathcal{U} \times \mathbb{R}^n\). This issue has been studied in detail in \cite{KRM15}, whose approach is followed here. As a preliminary, noting that the admissibility requirements of \cite[Definition 2.6]{DFS03} imply that \( \mu_j = 0 \), for all \( j = m + 1, \ldots, n \), let us define the set

\[
\mathcal{Y} := \left\{ y \in \mathbb{R}^d : \sum_{i=0}^m \int_{|\xi| \geq 1} e^{\langle y, \xi \rangle} \mu_i(d\xi) < +\infty \right\}.
\]

The set \(\mathcal{Y}\) is non-empty and convex and constitutes the effective real domain of the functions \(F\) and \(R\) given in (2.2), which are therefore well-defined convex functions on \(\mathcal{Y}\). Note that, by definition, the set \(\mathcal{Y}\) only depends on the behavior of the large jumps of \(X\).

Assumption 2.4. It holds that \(0 \in \mathcal{Y}^\circ\), with \(\mathcal{Y}^\circ\) denoting the interior of \(\mathcal{Y}\).

Noting that \(0 \in \mathcal{Y}\) always holds, Assumption 2.4 represents a mild technical requirement that can be easily checked, since the measures \(\mu_i\), \(i = 0, 1, \ldots, m\), are explicitly known in applications. In particular, Assumption 2.4 is trivially satisfied by every continuous affine process, since in that case \(\mathcal{Y} = \mathbb{R}^d\). Under Assumption 2.4, the set \(S(\mathcal{Y}^\circ) := \{ u \in \mathbb{C}^d : \operatorname{Re}(u) \in \mathcal{Y}^\circ \}\) is non-empty and the functions \(F\) and \(R\) can be analytically extended to \(S(\mathcal{Y}^\circ)\). This enables us to study the Riccati ODEs (2.4a)-(2.4b) for \((u, v) \in S(\mathcal{Y}^\circ) \times \mathbb{C}\), replacing \(F\) and \(R\) by their analytic extensions to \(S(\mathcal{Y}^\circ)\). Since \(F\) and \(R\) are locally Lipschitz on \(S(\mathcal{Y}^\circ)\), the (possibly local) solution \((\Phi, \Psi)\) to (2.4a)-(2.4b) is unique if constrained to stay in the open domain \(S(\mathcal{Y}^\circ)\). For \((u, v) \in S(\mathcal{Y}^\circ) \times \mathbb{C}\), let us denote by \(T_+(u, v)\) the maximal lifetime of the solution to the Riccati system (2.4a)-(2.4b) such that \(\Psi(t, \operatorname{Re}(u), \operatorname{Re}(v)) \in \mathcal{Y}^\circ\) for all \(t \leq T_+(u, v)\).

The following proposition is a direct consequence of \cite[Theorem 2.26]{KRM15} and provides the desired extension of the affine transform formula (2.3).

Proposition 2.5. Suppose that Assumption 2.4 holds. Then, the following hold:

(i) for \((u, v) \in \mathcal{Y}^\circ \times \mathbb{R}\), it holds that \(\mathbb{E}[e^{\langle u, X_T \rangle + vY_T}] < +\infty\) for all \(T \leq T_+(u, v)\);

(ii) for \((u, v) \in S(\mathcal{Y}^\circ) \times \mathbb{C}\), it holds that

\[
\mathbb{E}[e^{\langle u, X_T \rangle + vY_T} | \mathcal{F}_t] = e^{\Phi(T-t, u, v) + \langle \Psi(T-t, u, v), X_t \rangle + vY_t},
\]

for all \(0 \leq t \leq T < +\infty\) such that \(T - t \leq T_+(u, v)\), where \(\Phi(\cdot, u, v)\) and \(\Psi(\cdot, u, v)\) solve (2.4a)-(2.4b) with \(F\) and \(R\) analytically extended to \(S(\mathcal{Y}^\circ)\).

For convenience of notation, similarly as in \cite{HKRS17}, let us introduce the sets

\[
\mathcal{Y}_t := \{ (u, v) \in \mathcal{Y}^\circ \times \mathbb{R} : T_+(u, v) > t \}, \quad \mathcal{D}_t := S(\mathcal{Y}_t) = \{ (u, v) \in \mathbb{C}^{d+1} : (\operatorname{Re}(u), \operatorname{Re}(v)) \in \mathcal{Y}_t \},
\]

for \(t \geq 0\). The sets \(\mathcal{Y}_t\) and \(\mathcal{D}_t\) are open and the results of \cite{KRMS10} imply that \(\mathcal{Y}_t\) is convex. Moreover, the affine transform formula (2.3) holds for all \((u, v) \in \mathcal{D}_{T-t}\).

The following result states that the set \(\mathcal{Y}_t\) is order-preserving, for all \(t \geq 0\). We denote by \(\leq\) the partial order on \(\mathbb{R}^{+}_t\) and recall the notation \(x = (x_I, x_J)\) for any vector \(x \in D = \mathbb{R}^{+}_t \times \mathbb{R}^n\).
It is easily seen that the set $\mathcal{Y}$ is order-preserving. In the following lemma, we show that this property extends to $\mathcal{Y}_t$ for all $t \geq 0$.

**Lemma 2.6.** Let $(u,v) \in \mathcal{Y}_t$, for some $t \geq 0$. If $(y,z) \in D \times \mathbb{R}$ is such that $y_I \leq u_I$, $y_J = u_J$ and $z = v$, then $(y,z) \in \mathcal{Y}_t$.

**Proof.** By [KRM15, Lemma 5.8], it holds that $y \in \mathcal{Y}^\circ$. Note that $\Psi_f(s,u,v) = \Psi_f(s,y,z)$, for all $s \geq 0$, since the function $\Psi_f(\cdot, u, v)$ does not depend on $u_I$ (see Remark 2.3 and $(u_J, v) = (y_J, z)$). Hence, considering the first $m$ components of (2.4), we have that

$$\frac{\partial}{\partial s}\Psi_f(s,y,z) = R_f(\Psi_f(s,y,z), \Psi_f(s,u,v)) + v\Lambda_I, \quad \Psi_f(0,y,z) = y_I.$$  

Therefore, the functions $\Psi_f(\cdot, y, z)$ and $\Psi_f(\cdot, u, v)$ solve the same ODE with initial conditions $\Psi_f(0,y,z) = y_I = \Psi_f(0,u,v)$. By [KRM15, Lemma 5.7], the map $x_I \to R_f(x_I, \Psi_f(s,u,v))$ is quasi-monotone increasing with respect to the natural cone $\mathbb{R}_+^n$, for all $s \geq 0$. The comparison result of [Vol73] then implies that $\Psi_f(s,y,z) \leq \Psi_f(s,u,v)$, for all $s < T_+(y,z) \lor T_+(u,v)$. Arguing by contradiction, suppose that $T_+(y,z) < T_+(u,v)$, corresponding to one of the following two situations: (i) the function $\Psi_f(\cdot, y, z)$ explodes before time $T_+(u,v)$; (ii) the function $\Psi_f(\cdot, y, z)$ remains finite but reaches the boundary of $\mathcal{Y}$ before time $T_+(u,v)$. In case (ii), continuity implies that $\Psi_f(T_+(y,z), y,z) \leq \Psi_f(T_+(u,v), u,v)$, and, since $T_+(y,z) < T_+(u,v)$, we have that $\Psi(T_+(y,z), u,v) \in \mathcal{Y}^\circ$. Again by [KRM15, Lemma 5.8], this implies that $\Psi_f(T_+(y,z), y,z) \in \mathcal{Y}^\circ$, thus showing that case (ii) cannot occur. To address case (i), we recall from [KRM15, Lemma 5.5] that there exists a convex non-negative function $g$ which is finite on $\mathcal{Y}$ such that

$$(x_I, R_f(x_I)) \leq g(x)(1 + |x_J|^2)(1 + |x_I|^2), \quad \text{for all } x = (x_I, x_J) \in \mathcal{Y}^\circ.$$  

Arguing similarly as in the proof of [KRM15, Proposition 5.1], this implies that

$$\frac{\partial}{\partial s}\left|\Psi_f(s,y,z)\right|^2 = 2\left(\Psi_f(s,y,z), R_f(\Psi_f(s,y,z)) + v\Lambda_I\right)$$

$$\leq \tilde{g}(\Psi_f(s,y,z))(1 + |\Psi_f(s,y,z)|^2)(1 + |\Psi_f(s,y,z)|^2),$$

with $\tilde{g}(-) := 2(g(-) + |v\Lambda_I|)$. By inspecting the proof of [KRM15, Lemma 5.5], we can notice that $g(x) \leq g(x')$, for all $x, x' \in \mathcal{Y}$ such that $x_I \leq x'_I$ and $x_J = x'_J$. Therefore, it holds that

$$\frac{\partial}{\partial s}\left|\Psi_f(s,y,z)\right|^2 \leq \tilde{g}(\Psi_f(s,u,v))(1 + |\Psi_f(s,u,v)|^2)(1 + |\Psi_f(s,y,z)|^2), \quad \text{for all } s < T_+(y,z).$$

By Gronwall’s inequality applied to the function $s \to (1 + |\Psi_f(s,y,z)|^2)$, we therefore have that

$$|\Psi_f(s,y,z)|^2 \leq |y_I|^2 + (1 + |y_J|^2) \int_0^t h(s) e^{\int_0^t h(\xi) d\xi} ds, \quad \text{for all } s < T_+(y,z),$$

where $h(s) := \tilde{g}(\Psi_f(s,u,v))(1 + |\Psi_f(s,u,v)|^2)$. The right-hand side of (2.6) is finite-valued up to time $T_+(u,v)$, thus implying that case (i) cannot occur. Therefore, $T_+(y,z) \geq T_+(u,v)$ must necessarily hold. Since $T_+(u,v) > t$ by assumption, this shows that $(y,z) \in \mathcal{Y}_t$. \hfill $\square$

We close this section with the following result on the convexity of the function $\Psi_f$. While it can be deduced from the results of [KRMST10], we prefer to provide a self-contained direct proof.

**Lemma 2.7.** Let $(u_1, v_1), (u_2, v_2) \in \mathcal{Y}_t$, for some $t \geq 0$, and define $(u_3, v_3) := \lambda (u_1, v_1) + (1 - \lambda)(u_2, v_2)$, for $\lambda \in [0,1]$. Then it holds that $\Psi_f(s,u_3,v_3) \leq \lambda \Psi_f(s,u_1,v_1) + (1 - \lambda)\Psi_f(s,u_2,v_2)$, for all $s \in [0,t]$.
Proof. For brevity of notation, let us define \( f(s) := \lambda \Psi_I(s, u_1, v_1) + (1 - \lambda) \Psi_I(s, u_2, v_2) \), for all \( s \in [0, t] \). Since the map \((u, v) \mapsto \Psi_J(s, u, v)\) is linear and does not depend on \( u_1 \) (see Remark 2.3), we have that \( \Psi_J(s, u_\lambda, v_\lambda) = \lambda \Psi_J(s, u_1, v_1) + (1 - \lambda) \Psi_J(s, u_2, v_2) \). By (2.4b) together with the convexity of \( R_I \), it holds that

\[
\frac{\partial}{\partial s} \Psi_I(s, u_\lambda, v_\lambda) - R_I(\Psi_I(s, u_\lambda, v_\lambda), \Psi_J(s, u_\lambda, v_\lambda)) = \Lambda_I v_\lambda = \lambda \Lambda_I v_1 + (1 - \lambda) \Lambda_I v_2
\]

\[
= \lambda \left( \frac{\partial}{\partial s} \Psi_I(s, u_1, v_1) - R_I(\Psi_I(s, u_1, v_1), \Psi_J(s, u_1, v_1)) \right) + (1 - \lambda) \left( \frac{\partial}{\partial s} \Psi_I(s, u_2, v_2) - R_I(\Psi_I(s, u_2, v_2), \Psi_J(s, u_2, v_2)) \right)
\]

\[
\leq \frac{\partial}{\partial s} f(s) - R_I(f(s), \Psi_J(s, u_\lambda, v_\lambda)).
\]

By assumption, \( T_+(u_1, v_1) \cap T_+(u_2, v_2) > t \). Moreover, due to the convexity of \( \mathcal{Y}_t \), we have that \( T_+(u_\lambda, v_\lambda) > t \). This implies that \((f(s), \Psi_J(s, u_\lambda, v_\lambda)) \in \mathcal{Y}^o \) and \((\Psi_I(s, u_\lambda, v_\lambda), \Psi_J(s, u_\lambda, v_\lambda)) \in \mathcal{Y}^o \), for all \( s \in [0, t] \). The claim then follows from the comparison result of [Vol73], using the fact that the map \( x_1 \mapsto R_I(x_1, \Psi_J(s, u_\lambda, v_\lambda)) \) is quasi-monotone increasing, for all \( s \in [0, t] \). \( \square \)

Remark 2.8. For later use, we recall that the functions \( \Phi(\cdot, u, v) \) and \( \Psi(\cdot, u, v) \) appearing in Proposition 2.5 satisfy the following semiflow relations, for all \((u, v) \in \mathcal{Y}^o \times \mathbb{R} \):

\[
\Phi(s + t, u, v) = \Phi(t, u, v) + \Phi(s, \Psi(t, u, v), v),
\]

\[
\Psi(s + t, u, v) = \Psi(s, \Psi(t, u, v), v),
\]

for all \( 0 \leq s \leq t < +\infty \) such that \( s + t \leq T_+(u, v) \) (see [KRM15, Lemma 4.3]).

3. Model setup

In this section, we present the general affine modeling framework for a risk-free overnight rate. Let \( X = (X_t)_{t \geq 0} \) be an affine process on \((\Omega, \mathcal{F}, \mathbb{F}, P)\) taking values in the space \( D = \mathbb{R}_+^{m \times n} \times \mathbb{R}^n \). Adopting a short rate approach, we model the instantaneous RFR process \( r = (r_t)_{t \geq 0} \) as follows:

\[
r_t := \ell(t) + \langle \Lambda, X_t \rangle,
\]

for all \( t \geq 0 \), where \( \Lambda \in \mathbb{R}^d \), with \( d = m + n \), and \( \ell : \mathbb{R}_+ \to \mathbb{R} \) is a function satisfying \( \int_0^T |\ell(t)| dt < +\infty \), for all \( T > 0 \). In line with [BM01], the function \( \ell \) in (3.1) serves to fit the RFR term structure at \( t = 0 \). We assume that \( r \) also represents the collateral rate for collateralized OTC transactions, as well as the price alignment interest (PAI) for cleared derivatives. As pointed out by [LM19, RB21], this is consistent with the collateralization schemes currently prevailing in the market. Adopting a martingale approach, we can therefore assume that \( P \) is a pricing measure with respect to the savings account \( B = (B_t)_{t \geq 0} \) given by \( B_t = \exp(\int_0^t r_s ds), t \geq 0 \). Denoting by \( P_t(T) \) the price at time \( t \) of a zero-coupon bond (ZCB) with maturity \( T \), it holds that

\[
P_t(T) = \mathbb{E}[B_t/B_T | \mathcal{F}_t],
\]

for all \( 0 \leq t \leq T < +\infty \).

We denote \( Y := \int_0^T \mathbb{E}[B_t/B_T | \mathcal{F}_t] \), similarly as in Section 2, and introduce the following assumption.

Assumption 3.1. For every \( T > 0 \), it holds that \( (0, -1) \in \mathcal{Y}_T \).

In view of Proposition 2.5, Assumption 3.1 ensures that ZCB prices are well-defined by (3.2) for all maturities \( T > 0 \). Note also that Assumption 3.1 implies the validity of Assumption 2.4.
In the following, we always suppose that Assumption 3.1 is satisfied without further mention. We emphasize that the pricing formulae obtained in Section 4 will not rely on any additional technical or integrability requirement beyond Assumption 3.1.

In line with the terminology of [LM19], we give the following definition, denoting by $P_T$ the expectation under the $T$-forward measure $P^T$ defined by $dP^T/dP := 1/(B_T P_0(T))$, for $T > 0$.

**Definition 3.2.** For all $0 \leq S < T < +\infty$, we define:

(i) the backward-looking rate $R(S, T) := (B_T/B_S - 1)/(T - S)$;
(ii) the forward-looking rate $F(S, T) := \mathbb{E}^T[R(S, T)|\mathcal{F}_S]$.

We point out that part (ii) of Definition 3.2 is well-posed since ZCB prices are well-defined for all maturities. More specifically, for all $0 \leq S < T < +\infty$, it holds that

$$1 + (T - S)F(S, T) = \mathbb{E}^T[B_T/B_S|\mathcal{F}_S] = 1/P_S(T).$$

The fundamental difference between forward-looking and backward-looking rates consists in the fact that the forward-looking rate $F(S, T)$ is observable at time $S$, while the backward-looking rate $R(S, T)$ is only known at the end of the accrual period $[S, T]$. According to Definition 3.2, the forward-looking rate $F(S, T)$ represents the fixed rate $K$ that makes equal to zero the value at time $S$ of a swap (overnight indexed swap) delivering payoff $R(S, T) - K$ at maturity $T$.

**Remark 3.3.** In reality, the backward-looking rate $R(S, T)$ is computed by compounding the daily overnight rate over the period $[S, T]$. Part (i) of Definition 3.2 corresponds to the usual continuous-time approximation (see, e.g., [LM19]). Due to its affine structure, our model setup allows for an exact computation of the error induced by the continuous-time approximation. However, it is empirically shown in [SS21] that this approximation error is practically negligible.

For brevity of notation, we introduce the following shorthand notation, for $(u, v) \in S(\mathcal{Y}^o) \times \mathbb{C}$:

$$A^0(t, t + \tau, v) := \Phi(\tau, 0, -v) - vL(t, t + \tau), \quad B^0(\tau, v) := \Psi(\tau, 0, -v), \quad \text{for all } \tau \leq T_+(0, -v),$$

$$A^1(t, t + \tau, u) := \Phi(\tau, u, -1) - L(t, t + \tau), \quad B^1(\tau, u) := \Psi(\tau, u, -1), \quad \text{for all } \tau \leq T_+(u, -1),$$

where $L(t, t + \tau) := \int_t^{t+\tau} \ell(z)dz$ and $(\Phi, \Psi)$ solves (2.4a)-(2.4b). Making use of this notation and in view of Proposition 2.5 and Assumption 3.1, ZCB prices can be expressed as follows:

$$P_t(T) = e^{A^0(t, T, 1) + (B^0(T-t, 1), X_t)}, \quad \text{for all } 0 \leq t \leq T < +\infty.$$

4. Pricing of options on forward and backward-looking rates

As explained in Section 1, one can consider two distinct types of caplets/floorlets, depending on whether the payoff is determined by the forward-looking or the backward-looking rate.

**Definition 4.1.** For $0 \leq S < T < +\infty$ and $K > 0$,

(i) a forward-looking caplet is defined by the payoff $(T - S)\max(F(S, T) - K, 0)$ at maturity $T$;
(ii) a backward-looking caplet is defined by the payoff $(T - S)\max(R(S, T) - K, 0)$ at maturity $T$.

Forward-looking and backward-looking floorlets are defined in an analogous way. Since the reference probability $P$ is assumed to be a pricing measure with respect to the numéraire $B,$
arbitrage-free prices of forward-looking and backward-looking caplets can be expressed as follows:

\[
\pi_t^{c,F}(S,T,K) := (T - S) \mathbb{E} \left[ \frac{B_t}{B_T} (F(S,T) - K)^+ | \mathcal{F}_t \right],
\]

(4.1)

\[
\pi_t^{c,B}(S,T,K) := (T - S) \mathbb{E} \left[ \frac{B_t}{B_T} (R(S,T) - K)^+ | \mathcal{F}_t \right].
\]

The prices of forward-looking and backward-looking floorlets can be expressed in a similar way and shall be denoted by \(\pi_t^{f,F}(S,T,K)\) and \(\pi_t^{f,B}(S,T,K)\), respectively.

**Remark 4.2.** (1) As pointed out by several authors (see [LM19, MS20, Pit20]), Definition 3.2 together with Jensen’s inequality implies the following relation between the two types of caplets:

\[
\pi_t^{c,F}(S,T,K) = (T - S) \mathbb{E} \left[ (F(S,T) - K)^+ | \mathcal{F}_t \right] \leq (T - S) \mathbb{E} \left[ (R(S,T) - K)^+ | \mathcal{F}_t \right] = \pi_t^{c,B}(S,T,K),
\]

with the same inequality holding in the case of floorlets.

(2) Always as a consequence of Definition 3.2, it holds that

\[
\pi_t^{c,B}(S,T,K) - \pi_t^{f,B}(S,T,K) = \pi_t^{c,F}(S,T,K) - \pi_t^{f,F}(S,T,K), \quad \text{for all } t \in [0,S].
\]

**Remark 4.3.** According to the prevailing ISDA protocol (see [ISD20]), the primary fallback for derivatives based on Libor rates is the compounded overnight risk-free rate with the addition of a credit adjustment spread. In the case of Libor caplets, this means that a tenor-dependent spread \(c(T - S)\) has to be added to the rate in (4.1). For all combinations of tenors and currencies, the values of the credit adjustment spread have been fixed on 5 March 2021 on the basis of historical data. Therefore, since the spread \(c(T - S)\) is predetermined, the valuation of caplets/floorlets under the ISDA fallback provisions reduces to formulae (4.1), replacing \(K\) with \(K - c(T - S)\).

The possibility of a dynamic credit adjustment spread \((S_t)_{t \geq 0}\), such as the across-the-curve credit spread index (AXI) proposed by [BDZ20], can also be taken into account in our framework. Modeling \((S_t)_{t \geq 0}\) as an affine function of \((X_t)_{t \geq 0}\), one can derive pricing formulas for options written on credit-adjusted RFRs by a straightforward adaptation of the following theorems.

Until the end of this section, let us consider fixed but arbitrary \(0 \leq S < T < +\infty\), \(K > 0\) and denote \(K' := 1 + (T - S)K\), for brevity of notation. Moreover, we define

\[
h(w, \lambda) := \frac{1}{2\pi} \frac{(1 + (T - S)K)^{w+1}\lambda}{(w + 1\lambda)(w - 1 + 1\lambda)}, \quad \text{for all } w \in \mathbb{R} \setminus \{0, 1\} \text{ and } \lambda \in \mathbb{R}.
\]

Note that the function \(\lambda \mapsto h(w, \lambda)\) is integrable on \(\mathbb{R}\), for every \(w \in \mathbb{R} \setminus \{0, 1\}\).

The next result presents a general pricing formula for forward-looking caplets/floorlets, based on a Fourier decomposition of the payoff. Since forward-looking caplets/floorlets can be reduced to put/call options on ZCBs (see formula (4.5) below), the proof follows the well-known structure of [Fil09, Corollary 10.4], here extended to the case of general affine processes.

---

5See [https://www.isda.org/2021/03/05/isda-statement-on-uk-fca-libor-announcement](https://www.isda.org/2021/03/05/isda-statement-on-uk-fca-libor-announcement)
**Theorem 4.4.** There exist constants $w_- < 0$ and $w_+ > 1$ such that the prices of forward-looking caplets and floorlets can be expressed respectively as follows, for all $w \in (w_-, w_+) \setminus \{0, 1\}$:

\[
\pi^c_F(t, S, T, K) = \begin{cases} 
\Pi^F_t(w), & \text{for } w \in (w_-, 0), \\
\Pi^F_t(w) + P_t(S), & \text{for } w \in (0, 1), \\
\Pi^F_t(w) + K'P_t(T), & \text{for } w \in (1, 0),
\end{cases}
\]

\[
\pi^f_F(t, S, T, K) = \begin{cases} 
\Pi^F_t(w), & \text{for } w \in (1, w_+), \\
\Pi^F_t(w) + P_t(S), & \text{for } w \in (0, 1), \\
\Pi^F_t(w), & \text{for } w \in (w_-, 1),
\end{cases}
\]

for all $t \in [0, S]$, where

\[
\Pi^F_t(w) := \int e^{(w+i\lambda)A^0(S, T, 1) + A^1(t, S, (w+i\lambda)B^0(T-S, 1)) + (B^1(S-t, (w+i\lambda)B^0(T-S, 1)), X_S)}h(w, \lambda)d\lambda.
\]

**Proof.** By Assumption 3.1 it holds that $T_+(0, -1) > T$. The semiflow property (2.7) implies that $\Psi(S, B^0(T-S, 1), -1) = \Psi(T, 0, -1)$ and, hence, $(B^0(T-S, 1), -1) \in \mathcal{Y}_S$. Since $\mathcal{Y}_S$ is open, there exist $w_+ > 1$ and $w_- < 0$ such that $(wB^0(T-S, 1), -1) \in \mathcal{Y}_S$ for all $w \in (w_-, w_+)$. In view of Proposition 2.5(i), this implies that

\[
\mathbb{E} \left[ \frac{1}{B_S} \int_{\mathbb{R}} |P_S(T)w+i\lambda| h(w, \lambda)|d\lambda \right] 
\leq \mathbb{E} \left[ \frac{P_S(T)w}{B_S} \right] \int_{\mathbb{R}} |h(w, \lambda)|d\lambda
\]

\[
= \mathbb{E} \left[ e^{-Y_{S-L}(0, S)+wA^0(S, T, 1)+w(B^0(T-S, 1), X_S)} \right] \int_{\mathbb{R}} |h(w, \lambda)|d\lambda < +\infty,
\]

for all $w \in (w_-, w_+) \setminus \{0, 1\}$. We can therefore apply Fubini’s theorem and obtain

\[
\mathbb{E} \left[ \frac{B_t}{B_S} \int_{\mathbb{R}} P_S(T)w+i\lambda h(w, \lambda)|d\lambda \bigg| \mathcal{F}_t \right]
\]

\[
= \int_{\mathbb{R}} \mathbb{E} \left[ \frac{B_t}{B_S} P_S(T)w+i\lambda \bigg| \mathcal{F}_t \right] h(w, \lambda)d\lambda
\]

\[
= \int_{\mathbb{R}} \mathbb{E} \left[ e^{-Y_{S-L}(0, S)+wA^0(S, T, 1)+w(B^0(T-S, 1), X_S)} \bigg| \mathcal{F}_t \right] h(w, \lambda)d\lambda = \Pi^F_t(w),
\]

where the last equality follows from an application of formula (2.3), which is justified due to the fact that $((w + i\lambda)B^0(T-S, 1), -1) \in \mathcal{D}_S \subseteq \mathcal{D}_{S-L}$. The result then follows by noting that

\[
\pi^e_F(t, S, T, K) = \mathbb{E} \left[ \frac{B_t}{B_T} \left( \frac{1}{P_S(T)} - K' \right)^+ \bigg| \mathcal{F}_t \right] = \mathbb{E} \left[ \frac{B_t}{B_S} \left( 1 - K'P_S(T) \right)^+ \bigg| \mathcal{F}_t \right]
\]

and applying Lemma A.1 to the last term on the right-hand side of (4.5), making use of (4.4). In the case of a forward-looking floorlet, formula (4.3) can be proved in an analogous way. \hfill \square

The valuation of backward-looking caplets/floorlets requires a more delicate analysis, mainly as a consequence of the different measurability properties of their payoffs. In particular, we shall make use of the following integrability property of a functional of the affine process.

**Lemma 4.5.** For every $0 \leq S \leq T < +\infty$, there exist constants $\eta_1, \eta_2 \in (0, 1)$ such that

\[
\mathbb{E} \left[ e^{-(1+\eta_1)Y_S+\eta_1(Y_T-Y_S)} \right] < +\infty \quad \text{and} \quad \mathbb{E} \left[ e^{-(1-\eta_2)Y_S-(1+\eta_2)(Y_T-Y_S)} \right] < +\infty.
\]

Moreover, the constants $\eta_1$ and $\eta_2$ do not depend on $S$. 
 Proof. Since $\mathcal{Y}_T$ is open and $(0, -1) \in \mathcal{Y}_T$, due to Assumption 3.1 there exists $\varepsilon > 0$ such that $(0, -1 - \varepsilon) \in \mathcal{Y}_T$. Moreover, since $(0, 0) \in \mathcal{Y}_T$ always holds, we can assume that $(0, \varepsilon) \in \mathcal{Y}_T$, for $\varepsilon$ small enough. Taking $\eta_1 = \varepsilon^2/(1 + 3\varepsilon)$, Hölder’s inequality with $p = (1 + 3\varepsilon)/(1 + 2\varepsilon)$ and $q = p/(p - 1)$ implies that
\[
\mathbb{E}[e^{-(1+\eta_1)Y_\mathcal{S}+\eta_1(Y_\mathcal{T}-Y_\mathcal{S})}] = \mathbb{E}[e^{-(1+2\eta_1)Y_\mathcal{S}+\eta_1Y_\mathcal{T}}] \\
\quad \leq \mathbb{E}[e^{-p(1+2\eta_1)Y_\mathcal{S}}]^{\frac{1}{p}}\mathbb{E}[e^{q\eta_1Y_\mathcal{T}}]^{\frac{1}{q}} = \mathbb{E}[e^{-(1+\varepsilon)Y_\mathcal{S}}]^{\frac{1}{p}}\mathbb{E}[e^{\varepsilon Y_\mathcal{T}}]^{\frac{1}{q}} < +\infty,
\]
as a consequence of part (i) of Proposition 2.5, together with the fact that $\mathcal{Y}_\mathcal{S} \subseteq \mathcal{Y}_T$, for every $S \in [0, T]$. Similarly, taking $\eta_2 = \varepsilon^2/(2 + 3\varepsilon)$, $p = (2 + 3\varepsilon)/(2\varepsilon)$ and $q = p/(p - 1)$, we have that
\[
\mathbb{E}[e^{-(1-\eta_2)Y_\mathcal{S}-(1+\eta_2)(Y_\mathcal{T}-Y_\mathcal{S})}] = \mathbb{E}[e^{2\eta_2 Y_\mathcal{S}-(1+\eta_2)Y_\mathcal{T}}] \\
\quad \leq \mathbb{E}[e^{2\eta_2 Y_\mathcal{S}}]^{\frac{1}{p}}\mathbb{E}[e^{-q(1+\eta_2)Y_\mathcal{T}}]^{\frac{1}{q}} = \mathbb{E}[e^{\eta_2 Y_\mathcal{S}}]^{\frac{1}{p}}\mathbb{E}[e^{-(1+\varepsilon)Y_\mathcal{T}}]^{\frac{1}{q}} < +\infty,
\]
again by part (i) of Proposition 2.5.

By relying on Lemma 4.5, we are now in a position to state the following theorem, which provides a general Fourier-based pricing formula for backward-looking caplets/floorlets. In the next theorem, we consider the case of valuation before the accrual period (i.e., for $t \leq S$), referring to Remark 4.7 for the valuation inside the accrual period (i.e., for $t \in [S, T]$).

Theorem 4.6. There exist constants $w_- < 0$ and $w_+ > 1$ such that the prices of backward-looking caplets and floorlets can be expressed respectively as follows, for all $w \in (w_-, w_+) \setminus \{0, 1\}$:

\begin{align}
\pi^B_t(S, T, K) &= \begin{cases} 
\Pi^B_t(w), & \text{for } w \in (w_-, 0), \\
\Pi^B_t(w) + P_t(S), & \text{for } w \in (0, 1),
\end{cases} \\
\pi^f_t(S, T, K) &= \begin{cases} 
\Pi^f_t(w), & \text{for } w \in (1, w_+), \\
\Pi^f_t(w) + K'P_t(T), & \text{for } w \in (0, 1),
\end{cases}
\end{align}

for all $t \in [0, S]$, where
\[
\Pi^B_t(w) := \int_{\mathbb{R}} e^{\phi(S,T,w+i\lambda)+A^1(t,S,B^0(T-S,w+i\lambda))+(B^1(S-t,B^0(T-S,w+i\lambda)),X_t)} h(w, \lambda) d\lambda.
\]

Proof. We first show that there exist constants $w_- < 0$ and $w_+ > 1$ such that
\[
(B^0(T - S, w_-, -1)) \in \mathcal{Y}_S \quad \text{and} \quad (B^0(T - S, w_+, -1)) \in \mathcal{Y}_S.
\]
By (4.6) together with [KRM15 Theorem 2.14-(a)], the ODEs (2.4a)-(2.4b) admit a solution up to time $S$ starting from $(u, v) = ((\Psi(T - S, 0, \eta_1), -\eta_1 + (1 + \eta_1))$ (however, note that it may happen that $(\Psi(T - S, 0, \eta_1), -(1 + \eta_1)) \in \partial \mathcal{Y}_S$). In addition, since $(0, \eta_1) \in \mathcal{Y}_T$ by Lemma 3.3 the semiflow property (2.7) implies that $(\Psi(T - S, 0, \eta_1), \eta_1) \in \mathcal{Y}_S$. Let $\gamma := \eta_1/(1 + 2\eta_1) \in (0, 1)$. Noting that $\gamma_\eta_1 - (1 - \gamma)(1 + \eta_1) = -1$, the convexity of $\mathcal{Y}_S$ implies that
\[
(\Psi(T - S, 0, \eta_1), -1) = \gamma(\Psi(T - S, 0, \eta_1), \eta_1) + (1 - \gamma)(\Psi(T - S, 0, \eta_1), -(1 + \eta_1)) \in \mathcal{Y}_S.
\]
Letting $w_- := -\eta_1$ proves the first property in (4.9). Arguing in a similar way, (4.6) implies the existence of a solution up to time $S$ of the ODEs (2.4a)-(2.4b) starting from $(u, v) = (\Psi(T - S, 0, -(1 + \eta_2)), -(1 - \eta_2))$. Moreover, it holds that $(\Psi(T - S, 0, -(1 + \eta_2)), -(1 + \eta_2)) \in \mathcal{Y}_S$ and convexity of $\mathcal{Y}_S$ then implies that $(\Psi(T - S, 0, -(1 + \eta_2), -1) \in \mathcal{Y}_S$, thus proving the second
property in (4.9) with \( w_+ := 1 + \eta_2 \). Moreover, Lemma 2.6 and Lemma 2.7 together imply that \((B^0(T - S, w), -1) \in \mathcal{Y}_S\) for all \( w \in (w_-, w_+).\) By Proposition 2.5 it follows that
\[
\mathbb{E} \left[ \frac{1}{B_S} \int_{\mathbb{R}} \left( \frac{B_S}{B_T} \right)^{w+1/2} h(w, \lambda) d\lambda \right] 
\leq \mathbb{E} \left[ \frac{1}{B_S} \left( \frac{B_S}{B_T} \right)^w \right] \int_{\mathbb{R}} |h(w, \lambda)| d\lambda
\]
(4.10)
\[= \mathbb{E} \left[ e^{-Y_S - L(0, S) + A_0(S, T, w) + (B^0(T - S, w), X_S)} \right] \int_{\mathbb{R}} |h(w, \lambda)| d\lambda < +\infty,\]
for all \( w \in (w_-, w_+) \setminus \{0, 1\}.\) We can therefore apply Fubini’s theorem and obtain
\[
\mathbb{E} \left[ \frac{B_t}{B_S} \int_{\mathbb{R}} \left( \frac{B_S}{B_T} \right)^{w+1/2} h(w, \lambda) d\lambda \bigg| \mathcal{F}_t \right] 
\leq \mathbb{E} \left[ \frac{B_t}{B_S} \left( \frac{B_S}{B_T} \right)^w \right] \int_{\mathbb{R}} |h(w, \lambda)| d\lambda
\]
(4.11)
\[= \int_{\mathbb{R}} \mathbb{E} \left[ \frac{B_t}{B_S} \left( \frac{B_S}{B_T} \right)^{w+1/2} \bigg| \mathcal{F}_t \right] h(w, \lambda) d\lambda\]
\[= \int_{\mathbb{R}} \mathbb{E} \left[ e^{-Y_S - L(t, s) + A_0(S, T, w) + (B^0(T - S, w), X_S)} \bigg| \mathcal{F}_t \right] h(w, \lambda) d\lambda = \Pi^B_t(w),\]
where the second equality follows from formula (2.5) using that \((0, -(w + i\lambda)) \in \mathcal{D}_{T-S} \subseteq \mathcal{D}_T,\) for every \( w \in (w_-, w_+),\) which is in turn a consequence of \((0, -w_-) \in \mathcal{Y}_T\) and \((0, -w_+) \in \mathcal{Y}_T\) together with the convexity of \(\mathcal{Y}_T.\) To justify the last equality in (4.11), note that, in view of Remark 2.3 and arguing as in the proof of [KRM15, Proposition 5.1], it holds that
\[
\text{Re}(B^0_t(T - S, w, +i\lambda)) \leq B^0_t(T - S, w) \quad \text{and} \quad \text{Re}(B^0_t(T - S, w, i\lambda)) = B^0_t(T - S, w).
\]
Recalling that \((B^0(t - S, w), -1) \in \mathcal{Y}_S\) for all \( w \in (w_-, w_+),\) Lemma 2.6 therefore implies that \((\text{Re}(B^0(T - S, w + i\lambda)), -1) \in \mathcal{Y}_S.\) The last equality in (4.11) then follows by applying formula (25) with \((u, v) = (B^0(T - S, w + i\lambda), -1).\) Formula (4.7) follows by noting that
\[
\pi^c_B(S, T, K) = \mathbb{E} \left[ \frac{B_t}{B_S} \left( \frac{B_T}{B_S} - K' \right)^{1/2} \bigg| \mathcal{F}_t \right] = \mathbb{E} \left[ \frac{B_t}{B_S} \left( 1 - K' B_T \right)^{1/2} \bigg| \mathcal{F}_t \right]
\]
and applying Lemma A.1 to the last term on the right-hand side of (4.12), making use of (4.11). In the case of a backward-looking flooredit, formula (4.8) can be proved in an analogous way. \(\square\)

**Remark 4.7.** Since the payoff of backward-looking caplets/floors is \(\mathcal{F}_T\)-measurable and not \(\mathcal{F}_S\)-measurable, one may also consider the valuation of such products inside the accrual period \([S, T].\) In this case, the price of a backward-looking caplet for \(t \in [S, T]\) can be expressed as
\[
\pi^c_B(S, T, K) = \mathbb{E} \left[ \left( \frac{B_t}{B_S} - K' \frac{B_t}{B_T} \right)^{1/2} \bigg| \mathcal{F}_t \right]
\]
(4.13)
\[= \int_{\mathbb{R}} \mathbb{E} \left[ \left( \frac{B_t}{B_T} \right)^{w+1/2} \bigg| \mathcal{F}_t \right] \left( \frac{B_t}{B_S} \right)^{-(w-1+i\lambda)} h(w, \lambda) d\lambda
\]
\[= \int_{\mathbb{R}} \mathbb{E} \left[ e^{A_0(t, T, w+1/2) + (B(t - T, w+i\lambda), X_t)} \left( \frac{B_t}{B_S} \right)^{-(w-1+i\lambda)} \bigg| \mathcal{F}_t \right] h(w, \lambda) d\lambda,
\]
for any \( w \in (w_-, 0). \) The application of Fubini’s theorem in (4.13) is justified by (4.10), while the last equality follows from formula (2.5) using the fact that \((0, -w-i\lambda) \in \mathcal{D}_T\) for all \( w \in (w_-, w_+),\) as shown in the proof of Theorem 4.6.
As pointed out in [LM19], in a market where forward-looking and backward-looking rates are present, one may also consider a term-basis caplet, corresponding to an exchange option between forward-looking and backward looking rates. The payoff of a term-basis caplet is given by \((T - S)(R(S, T) - F(S, T))^+\) and the corresponding arbitrage-free price is

\[
\pi_t^{\text{TB}}(S, T) = (T - S)E \left[ \frac{B_t}{B_T} (R(S, T) - F(S, T))^+ \bigg| \mathcal{F}_t \right], \quad \text{for } t \in [0, T].
\]

Observe that the price of a term-basis caplet equals the price of the corresponding term-basis floorlet for all \(t \in [0, S]\). This fact is a direct consequence of the definition of forward-looking rate. On the other hand, for \(t \in [S, T]\), term-basis caplets/floorlets reduce to backward-looking caplets/floorlets that can be priced as in Remark 4.7. In the following, we therefore restrict our attention to the valuation of term-basis caplets on \([0, S]\). As a preliminary, let us define

\[
k(w, \lambda) := \frac{1}{2\pi} \frac{1}{(w + 1\lambda)(w - 1 + 1\lambda)}, \quad \text{for all } w \in \mathbb{R} \setminus \{0, 1\} \text{ and } \lambda \in \mathbb{R}.
\]

Similarly as above, the next theorem relies on a Fourier representation of the payoff of a term-basis caplet. The proof requires a specific analysis of the integrability properties of the terms appearing in the representation and of the applicability of the affine transform formula (2.5).

**Theorem 4.8.** There exists a constant \(w_- < 0\) such that the price of a term-basis caplet can be expressed as follows, for all \(w \in (w_-, 1) \setminus \{0\}:

\[
\pi_t^{\text{TB}}(S, T) = \begin{cases} 
\Pi_t^{\text{TB}}(w), & \text{for } w \in (w_-, 0), \\
\Pi_t^{\text{TB}}(w) + P_t(S), & \text{for } w \in (0, 1),
\end{cases}
\]

for all \(t \in [0, S]\), where

\[
\Pi_t^{\text{TB}}(w) := \int_{\mathbb{R}} e^{\{t, S, B^0(T - S, w + 1\lambda) \} - (w + 1\lambda) B^0(T - S, 1)} + A^0(S, T, w + 1\lambda) - (w + 1\lambda) A^0(S, T, 1)
\]

\[
\times e^{\{t, S, t, B^0(T - S, w + 1\lambda) \} - (w + 1\lambda) B^0(T - S, 1), X_t)} k(w, \lambda) d\lambda.
\]

**Proof.** Observe that the price \(p_t^{\text{TB}}(S, T)\) of a term-basis caplet can be expressed as follows:

\[
\pi_t^{\text{TB}}(S, T) = \mathbb{E} \left[ \frac{B_t}{B_T} \left( \frac{B_T}{B_S} - \frac{1}{P_S(T)} \right)^+ \bigg| \mathcal{F}_t \right] = \mathbb{E} \left[ \frac{B_t}{B_S} \left( 1 - \frac{B_S}{B_T P_S(T)} \right)^+ \bigg| \mathcal{F}_t \right].
\]

In order to apply Lemma A.1 we first note that

\[
\mathbb{E} \left[ \frac{1}{B_T} \int_{\mathbb{R}} \left( \frac{B_S}{B_T P_S(T)} \right)^{w + 1\lambda} k(w, \lambda) d\lambda \right] \leq \mathbb{E} \left[ \frac{1}{B_S} \left( \frac{B_S}{B_T P_S(T)} \right)^w \right] \int_{\mathbb{R}} |k(w, \lambda)| d\lambda.
\]

The expected value on the right-hand side of the above inequality is obviously finite for \(w = 0\) and \(w = 1\) and, therefore, for all \(w \in (0, 1)\) by convexity. Moreover, letting \(\eta_1 \in (0, 1)\) be the constant appearing in Lemma 4.5 an application of Hölder’s inequality yields

\[
\mathbb{E} \left[ \frac{1}{B_T} \left( \frac{B_S}{B_T P_S(T)} \right)^{2\eta} \right] \leq \mathbb{E} \left[ \frac{1}{B_S} \left( \frac{B_S}{B_T} \right)^{-\eta_1} \right]^{1/2} \mathbb{E} \left[ \frac{1}{B_S} P_S(T)^{\eta_1} \right]^{1/2}.
\]

Recall from the proof of Theorem 4.6 that \((\Psi(T - S, 0, \eta_1), -1) \in \mathcal{Y}_S\). Therefore, the first expectation on the right-hand side of (4.17) is finite-valued, while for the second we have

\[
\mathbb{E} \left[ \frac{1}{B_S} P_S(T)^{\eta_1} \right] \leq \mathbb{E} \left[ \frac{1}{B_S} (\eta_1 P_S(T) + 1 - \eta_1) \right] = \eta_1 P_0(T) + (1 - \eta_1) P_0(S) < +\infty,
\]
where we have used the convexity of the function $\alpha \mapsto P_S(T)^\alpha$ and Assumption [5.1]. Therefore, taking $w_- := -\eta_1 / 2$, we have that (4.16) is finite-valued for all $w \in (-w_-, 1) \setminus \{0\}$. We can therefore apply Fubini’s theorem and obtain

$$
\mathbb{E} \left[ \frac{B_t}{B_s} \int_{\mathbb{R}} \left( \frac{B_S}{B_T P_S(T)} \right)^{w+i\lambda} k(w, \lambda) d\lambda \bigg| \mathcal{F}_t \right] = \int_{\mathbb{R}} \mathbb{E} \left[ \frac{B_t}{B_s} \left( \frac{B_S}{B_T P_S(T)} \right)^{w+i\lambda} \bigg| \mathcal{F}_t \right] k(w, \lambda) d\lambda
$$

(4.18)

$$
= \int_{\mathbb{R}} \left[ B_t e^{A^0(S,T,w+i\lambda)+(B^0(T-S,w+i\lambda),X_s) P_S(T)-(w+i\lambda) \left| \mathcal{F}_t \right.} \right] k(w, \lambda) d\lambda
$$

$$
= \int_{\mathbb{R}} e^{-L(t,S)} + A^0(S,T,w+i\lambda)-(w+i\lambda)A^0(S,T,1)
$$

$$
\times \int_{\mathbb{R}} [e^{-\gamma_2(y_1)}+(B^0(T-S,w+i\lambda)-(w+i\lambda)B^0(T-S,1),X_s) \bigg| \mathcal{F}_t] k(w, \lambda) d\lambda = \Pi_T^{1B}(w).
$$

In (4.18), the second equality follows from an application of formula (2.5), using the fact that $(0, -(w + i\lambda)) \in D_{T-S} \subseteq D_T$ for all $w \in (-w_-, 1) \setminus \{0\}$ (compare with the proof of Theorem 4.4).

To justify the last equality in (4.18), note first that $B^0_S(T-S, w)-wB^0_S(T-S, 1) = 0$ (see Remark 2.3). For all $w \in (0, 1)$, Lemma 2.7 implies that $B^0_s(T-S, w)-wB^0_s(T-S, 1) \leq 0$. Lemma 2.6 and Assumption 3.1 then imply $B^0(T-S, w)-wB^0(T-S, 1), -1) \in \mathcal{Y}_S$, for all $w \in (0, 1)$. Similarly as in the proof of [KRM15] Proposition 5.1, we have that $	ext{Re}(B^0_s(T-S, w+i\lambda)) \leq B^0_s(T-S, w)$ and a further application of Lemma 2.4 yields $B^0(T-S, w+i\lambda)-(w+i\lambda)B^0(T-S, 1), -1) \in \mathcal{D}_S$. This justifies the last equality in (4.18) for all $w \in (0, 1)$. Considering now the case $w \in (w_-, 0)$, note that, since (4.17) is finite, there exists a solution up to time $S$ to (2.4a)-(2.4b) starting from $(B^0(T-S, w_+) - w_-B^0(T-S, 1), -1)$, but this point may lie on the boundary $\partial \mathcal{Y}_S$. However, setting $\gamma := w/w_- \in (0, 1)$, again by Lemma 2.4 we have that

$$
B^0_s(T-S, w)-wB^0_s(T-S, 1) = B^0_s(T-S, \gamma w_+) - \gamma w_-B^0_s(T-S, 1)
$$

$$
\leq \gamma (B^0_s(T-S, w_+) - w_-B^0_s(T-S, 1)).
$$

In particular, since $(0, -1) \in \mathcal{Y}_S$ by Assumption 3.1 and the set $\mathcal{Y}_S$ is convex, this implies that $(B^0(T-S, w)-wB^0(T-S, 1), -1) \in \mathcal{Y}_S$, for all $w \in (w_-, 0)$. Similarly as above, this yields $(B^0(T-S, w+i\lambda)-(w+i\lambda)B^0(T-S, 1), -1) \in \mathcal{D}_S$, thus completing the proof of (4.18). Formula (4.14) then follows by applying Lemma A.1 to equation (4.15), making use of (4.18). \qed

**Remark 4.9.** It is interesting to remark that the pricing function $\Pi_T^{1B}(w)$ in Theorem 4.8 does only depend on the first $m$ components of the affine process $X$. This follows from the fact that $B^0_s(T-S, w+i\lambda)-(w+i\lambda)B^0_s(T-S, 1) = 0$ (see Remark 2.3 and the proof of Theorem 4.8).

The pricing formulae stated in Theorems 4.4, 4.6 and 4.8 are based on Fourier decomposition of the payoffs. Alternative pricing formulae can be obtained by passing to the $S$-forward and $T$-forward measures, exploiting the fact that the characteristic function of the affine process $X$ under any forward measure can be explicitly determined. We illustrate this methodology in the case of forward-looking and backward-looking caplets, the other cases being analogous.

**Proposition 4.10.** It holds that

$$
\pi_t^{cF}(S, T, K) = P_t(S) p_t^S(T^F) - K' P_t(T) p_t^T(T^F),
$$

(4.19)
(4.20) \[ \pi^B_t(S, T, K) = K' P_t(T) q^T_t(\mathcal{I}^B) - P_t(S) q^S_t(\mathcal{I}^B), \]

where \( \mathcal{I}^F := (-\infty, -A^0(S, T, 1) - \log(K')) \), \( \mathcal{I}^B := (\log(K') - L(S, T), +\infty) \) and

- \( p^F_t(dy) \) and \( p^B_t(dy) \) denote respectively the \( \mathcal{F}_t \)-conditional distributions of the random variable \( \langle B^0(T - S, 1), X_S \rangle \) under the \( S \)-forward and \( T \)-forward measures;
- \( q^F_t(dy) \) and \( q^B_t(dy) \) denote respectively the \( \mathcal{F}_t \)-conditional distributions of the random variable \( Y_T - Y_S \) under the \( S \)-forward and \( T \)-forward measures.

Proof. Formula (4.19) is a direct consequence of (4.5) and (3.4), while formula (4.20) follows from (4.12) together with the fact that \( B_T/B_S = \exp(L(S, T) + (Y_T - Y_S)) \). \( \square \)

The distributions appearing in Proposition 4.10 can be recovered from the \( \mathcal{F}_t \)-conditional characteristic function of \( (\langle B^0(T - S, 1), X_S \rangle, Y_T - Y_S) \) under the \( S \)-forward and \( T \)-forward measures. In view of Proposition 2.5, the latter can be computed as follows, for all \((\zeta_1, \zeta_2) \in \mathbb{R}^2\):

\[
\mathbb{E}^S \left[ e^{i\zeta_1 \langle B^0(T - S, 1), X_S \rangle + i\zeta_2 (Y_T - Y_S)} \right | \mathcal{F}_t] \\
= \frac{1}{P_t(S)} \mathbb{E} \left[ e^{-L(t,S) - (Y_S - Y_t) + i\zeta_1 \langle B^0(T - S, 1), X_S \rangle + i\zeta_2 (Y_T - Y_S)} \right | \mathcal{F}_t] \\
= \frac{1}{P_t(S)} \mathbb{E} \left[ e^{-L(t,S) + A^0(S,t,1) - (Y_S - Y_t) + (i\zeta_1 B^0(T - S, 1) + B^0(T - S, -1\zeta_2), X_S)} \right | \mathcal{F}_t] \\
= \frac{1}{P_t(S)} \mathbb{E}^0(S,T,-i\zeta_2) + A^1(t,S,1\zeta_1 B^0(T - S, 1) + B^0(T - S, -1\zeta_2)) + (B^1(S,t,1\zeta_1 B^0(T - S, 1) + B^0(T - S, -1\zeta_2)), X_1).
\]

\[
\mathbb{E}^T \left[ e^{i\zeta_1 \langle B^0(T - S, 1), X_S \rangle + i\zeta_2 (Y_T - Y_S)} \right | \mathcal{F}_t] \\
= \frac{1}{P_t(T)} \mathbb{E} \left[ e^{-L(t,T) - (Y_S - Y_t) + i\zeta_1 \langle B^0(T - S, 1), X_S \rangle + i\zeta_2 (Y_T - Y_S)} \right | \mathcal{F}_t] \\
= \frac{1}{P_t(T)} \mathbb{E} \left[ e^{-L(t,T) + A^0(S,T,1) - (Y_S - Y_t) + (i\zeta_1 B^0(T - S, 1) + B^0(T - S, -1\zeta_2), X_S)} \right | \mathcal{F}_t] \\
= \frac{1}{P_t(T)} \mathbb{E}^0(S,T,-i\zeta_2) + A^1(t,S,1\zeta_1 B^0(T - S, 1) + B^0(T - S, -1\zeta_2)) + (B^1(S,t,1\zeta_1 B^0(T - S, 1) + B^0(T - S, -1\zeta_2)), X_1).
\]

Remark 4.11. For some specific models, the conditional distributions appearing in Proposition 4.10 can be explicitly computed. In particular, this is the case for the following models:

- The (multi-factor) Hull-White model, which has the property of preserving the Gaussian distribution under all forward measures. In that setting, one can deduce from Proposition 4.10 the caplet pricing formulas derived in [Has21, Hol20, Tur21, Xu22] and [RB21].
- The Cox-Ingersoll-Ross model, which leads to noncentral \( \chi^2 \) distributions with known parameters under all forward measures (see [Fil09] Section 10.3.2.2]).
- More generally, short rate models driven by a Wishart process \( X \), as considered in [Gno12]. In this case, it can be shown that \( X \) has a noncentral Wishart distribution with known parameters under all forward measures (see [CFG19] Lemma 5.3)).

5. Pricing of futures contracts

In this section, we show that 1-month (1M) and 3-month (3M) futures contracts can be efficiently priced in the context of the affine RFR framework introduced in Section 4. This is especially important in view of calibration of a model given that futures contracts are currently
the most liquid RFR-based products. As explained in [Mer18, LM19], 1M and 3M futures contracts are characterized by different settlement specifications. A 3M futures contract settles at $T$ at the backward-looking rate $R(S, T)$ (representing the geometric average of overnight rates over the period $[S, T]$, with $T - S$ being equal to three months). In this case, denoting by $f^{3M}(t, S, T)$ the 3M futures rates at time $t$, it holds that

$$(5.1) \quad f^{3M}(t, S, T) = \mathbb{E}[R(S, T)|\mathcal{F}_t] = \frac{1}{T - S} \left( e^{L(S, T)} \mathbb{E}[e^{Y_T - Y_S}|\mathcal{F}_t] - 1 \right),$$

for $0 \leq t \leq S < T < +\infty$. As long as $(0, 1) \in \mathcal{Y}_T$, the conditional expectation in the right-hand side of (5.1) can be explicitly computed by a direct application of Proposition 2.5.

For a 1M futures contract, the settlement is made at the rate $\log(B_T/B_S)/(T - S)$ (representing the arithmetic average of overnight rates over the period $[S, T]$, with $T - S$ being equal to one month). Denoting by $f^{1M}(t, S, T)$ the 1M futures rates at time $t$, it holds that

$$(5.2) \quad f^{1M}(t, S, T) = \frac{1}{T - S} \mathbb{E} \left[ \int_S^T r_u du \bigg| \mathcal{F}_t \right] = \frac{1}{T - S} \left( L(S, T) + \mathbb{E}[Y_T - Y_S|\mathcal{F}_t] \right),$$

provided that the expectation is finite. In the statement of the following result, we denote by $\mu_i$, $i = 0, 1, \ldots, m$, the Lévy measures appearing in (2.2) and by $\Phi_u$ and $\Phi_v$ the partial derivatives of $\Phi$ with respect to its second and third argument, respectively, and similarly for $\Psi_u$ and $\Psi_v$.

**Proposition 5.1.** Suppose that the following condition holds:

$$(5.3) \quad \int_{D \setminus \{0\}} |\xi| \mu_i(d\xi) < +\infty, \quad \text{for all } i = 0, 1, \ldots, m.$$ 

Then, for all $0 \leq t \leq S < T < +\infty$, the 1M futures rate $f^{1M}(t, S, T)$ is given by

$$(5.4) \quad f^{1M}(t, S, T) = \frac{L(S, T) + \Phi_v(T - t, 0, 0) - \Phi_v(S - t, 0, 0)}{T - S} + \frac{\langle \Psi_v(T - t, 0, 0) - \Psi_v(S - t, 0, 0), X_t \rangle}{T - S}.$$ 

**Proof.** Condition (5.3) implies that $\mathbb{E}|Y_T| < +\infty$, for all $T > 0$ (see [FJR20, Proposition 5.1]). To compute the conditional expectation in the right-hand side of (5.2) we first compute the $\mathcal{F}_t$-conditional characteristic function of $Y_T - Y_S$:

$$\mathbb{E} \left[ e^{i\zeta(Y_T - Y_S)}|\mathcal{F}_t \right] = \mathbb{E} \left[ e^{i\zeta(\Phi(T - S, 0, 0) + \langle \Psi(T - S, 0, 0), X_s \rangle)|\mathcal{F}_t} \right]$$

$$= e^{\Phi(T - S, 0, 0) + \langle \Psi(T - S, 0, 0), X_t \rangle + \langle \Psi(T - S, 0, 0), X_t \rangle}, \quad \text{for } \zeta \in \mathbb{R}.$$ 

Therefore, we have that

$$\mathbb{E}[Y_T - Y_S|\mathcal{F}_t] = -i \frac{d}{d\zeta} \mathbb{E} \left[ e^{i\zeta(Y_T - Y_S)}|\mathcal{F}_t \right]_{\zeta = 0} = \Phi_v(T - S, 0, 0) + \Phi_u(S - t, 0, 0)\Psi_v(T - S, 0, 0) + \langle \Psi_u(S - t, 0, 0)\Psi_v(T - S, 0, 0), X_t \rangle,$$

where the differentiability of the functions $\Phi$ and $\Psi$ is ensured by condition (5.3) (see [DFS03, Lemmata 5.3 and 6.5]). Formula (5.1) then follows by relying on the semiflow relations (2.7). □

Formula (5.4) requires the knowledge of the solution $(\Phi, \Psi)$ to the Riccati system (2.4a)–(2.4b). There exists however an alternative procedure, which only relies on the functional characteristics $(F, R)$, explicitly given in (2.2). The next proposition follows directly from [FJR20, Lemma 5.2].
Proposition 5.2. Suppose that condition (5.3) holds. Then, for all $0 \leq t \leq S < T < +\infty$, the 1M futures rate $f^{1M}(t, S, T)$ is given by

\begin{equation}
 f^{1M}(t, S, T) = \frac{1}{T - S} \left( L(S, T) + \int_S^T \langle \Lambda, \mathbb{E}[X_u | \mathcal{F}_t] \rangle \, du \right),
\end{equation}

where

\[ \mathbb{E}[X_u | \mathcal{F}_t] = e^{(u-t)A}X_t + \int_0^{u-t} e^{sA} \bar{b} \, ds, \]

with the matrix $A \in \mathbb{R}^{d \times d}$ and the vector $\bar{b} \in \mathbb{R}^d$ given by

\[ A_{ij} := \partial_{u_i} R_j(u) \bigg|_{u=0} \quad \text{and} \quad \bar{b}_i := \partial_{u_i} F(u) \bigg|_{u=0}, \quad \text{for all } i, j = 1, \ldots, m. \]

In the specific case of Gaussian affine diffusive models, the futures pricing formula stated in Proposition 5.2 reduces to the explicit formula utilized in the recent work \cite{SS21}.

Appendix A. Fourier decomposition of payoff functions

In this appendix, we recall the following well-known result (see, e.g., \cite{Fil09}, Lemma 10.2).

Lemma A.1. Let $k > 0$. For any $x \in \mathbb{R}_+$ the following holds:

\[ \frac{1}{2\pi} \int_\mathbb{R} x^{w+i\lambda} \frac{k^{-w-1+i\lambda}}{(w+i\lambda)(w-1+i\lambda)} \, d\lambda = \begin{cases} (k-x)^+, & \text{if } w < 0, \\ (x-k)^+ - x = (k-x)^+ - k, & \text{if } 0 < w < 1, \\ (x-k)^+, & \text{if } w > 1. \end{cases} \]
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