Prediction and Modelling of Corrosion in Steel Storage Tank Using Non-destructive Inspection
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Abstract: The ability to detect and classify damages in complex materials and structures is an important problem from both safety and economical perspectives. This paper develops a novel approach based on geostatistical analysis for the corrosion prediction. Our approach is based on using geostatistics for modeling oil tank thickness from nondestructive data. First of all the semivariogram was obtained from the scatter points set. Then computing the ordinary kriging predictions at unmonitored points. Finally, simulating the thickness along the surface of the tank.
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1. Introduction

Corrosion of pipelines, pressure vessels and storage tanks of any liquid contain radioactive material or oil are a very important issue in the petrochemical and nuclear industries. In these industries the pipelines, pressure vessels and storage tanks are often carrying hazardous or valuable liquids. The environmental and economic impacts of any leakage can have severe consequences. The structures that need inspection are often large and only partially accessible [1-5]. The inspection and maintenance strategies to detect damages can be costly and economical planning is mandatory [2].

During the last years increasingly powerful and versatile geostatistical tools have been developed for geoscience applications. Geostatistics is a set of tools used for characterizing spatial variation, spatial prediction, spatial simulation and spatial optimization (e.g., sampling design). Applications of geostatistics are found in a wide range of fields including biology, environmental science, geography, geology, meteorology and mining [6]. The goal of geostatistical analysis is to predict values where no data have been collected [7].

The semivariogram is a fundamental tool in geostatistics, which measures regionalized spatial variability of \( x(\mathbf{u}_a) \), where \( \mathbf{u}_a \) is the coordinate vector at each of the observation points (\( a = 1, 2, 3,...N \)) in a two-or three-dimensional space for the variable \( x \). The empirical semivariogram \( \gamma(h) \) is defined as half the average quadratic difference between two observations of a variable separated by a distance vector \( h \) [8-15]:

\[
\gamma(h) = \frac{1}{2N(h)} \sum_{a=1}^{N(h)} [x(\mathbf{u}_a) - x(\mathbf{u}_a + h)]^2
\] (1)

The experimental semivariograms were fitted with various theoretical models like spherical, exponential, gaussian, linear and power by the weighted least square method. The theoretical model that gave minimum standard error is chosen for further analysis. The adequacy of the fitted models was checked on the
basis of validation tests.

Kriging is a technique of making optimal, unbiased estimates of regionalized variables at unsampled locations using the structural properties of the semivariogram and the initial set of data values. Kriging takes into consideration the spatial structure of the parameter and hence score over other methods like arithmetic mean method, nearest neighbour method, distance weighted method, and polynomial interpolation. Also, kriging provides the estimation variance at every estimated point, which is an indicator of the accuracy of the estimated value. This is considered as the major advantage of kriging over other estimation techniques [9].

Ordinary kriging (OK), allows the mean to vary spatially: the mean is estimated for each prediction neighborhood. OK predictions are weighted averages of the available data. The OK weights define the Best Linear Unbiased Predictor (BLUP). The OK prediction, \( \hat{Z}(x_0) \), is defined as [11, 12]:

\[
\hat{Z}(x_0) = \sum_{n=1}^{n} \lambda_a Z(x_a)
\]

with the constraint that the weights, \( \lambda_a \), OK, sum to 1 to ensure an unbiased prediction:

\[
\sum_{n=1}^{n} \lambda_a = 1
\]

So, the objective of the kriging system is to find appropriate weights by which the available observations will be multiplied before summing them to obtain the predicted value. These weights are determined using the coefficients of a model fitted to the variogram (or another function such as the covariance function). The kriging prediction error must have an expected value of 0:

\[
E\left\{ \hat{Z}(x_0) - Z(x_0) \right\} = 0
\]

The kriging (or prediction) variance \( \sigma_{ok}^2(x_0) \), is expressed as:

\[
\sigma_{ok}^2(x_0) = E\left[ \left( \hat{Z}(x_0) - Z(x_0) \right)^2 \right]
\]

That is, we seek the values of \( \lambda_1, \ldots, \lambda_n \) (the weights) that minimize this expression with the constraint that the weights sum to one (Eq. (3)). This minimization is achieved through Lagrange multipliers. The conditions for the minimization are given by the OK system comprising \( n + 1 \) equation and \( n + 1 \) unknown:

\[
\sum_{\beta=1}^{n} \lambda^{ok}_\beta \gamma(x_a - x_\beta) + \psi_{ok} = \gamma(x_a - x_0) \quad a = 1, \ldots, n
\]

where, \( \psi_{ok} \) is a Lagrange multiplier. Knowing \( \psi_{ok} \), the prediction variance of OK can be given as:

\[
\sigma_{ok}^2 = \psi_{ok} - \gamma(0) + \sum_{\beta=1}^{n} \lambda^{ok}_\beta \gamma(x_a - x_0)
\]

The kriging variance is a measure of confidence in predictions and is a function of the form of the variogram, the sample configuration and the sample support (the area over which an observation is made, which may be approximated as a point or may be an area) [13].

Our study is based on using geostatistics analysis for modeling oil tank thickness from nondestructive data. First of all the semivariogram was obtained from the scatter points set to be interpolated. Then computing the ordinary kriging predictions and finally, simulating the thickness along the surface of the tank.

2. Experiments

The present study was carried out on crude oil storage tank T-3510A which stores oil before exporting through 12’’ oil export line to El-hamra terminal, Western desert, Egypt. Settling operation is done through the tank to separate all residual water. T 3510 A consists of nineteen plates every pate has nine meters long and 2.4 m width which was arranged
through the tank shell in three courses. T-3510A with a chemical composition of C 0.21 %, Mn 1.5 %, S 0.045% and Fe balance. The ultrasonic measurements were carried out by Krautkramer DM4 at fixed intervals of 1.2 m × 4.5 m (Fig. 1). The ultrasonic thickness gauge was calibrated before reading by standard calibration block with variable thickness.

Data sets were characterised statistically; this description included the calculation of mean, median, minimum, maximum, coefficient of variation, standard deviation, skewness.

Spatial variability of tank thickness was determined using the geostatistical method for estimating the relationship between the variance and the sampling interval. The resultant data were employed to plot variograms along (h) distance. Kriging was used to compile cartograms of tank thickness. If trends were present, then regression kriging was used. Like regression, regression kriging recognizes that the variation has two components, namely the trend and the residuals from the trend. It differs from regression in that it takes into account the dependence in the residuals, which it treats as spatially correlated stationary random variables. So the residuals have a variogram, and the kriging systems draw their entries from this variograms.

The regression kriging predictions are computed as follow. The first step is to model trend, as in trend-surface analysis, and remove it from the data. The residuals from the trend (or detrended data) are treated as spatially correlated stationary random variables. Their variogram is computed and modeled and then used to krig. Finally, the trend is added back to the kriged estimates and finally simulation.

Histogram were made with (Smith statistical backage, Version 2.8, Copyright ©1995-2005 Garey Smith). Calculations and variogram plotting were made with (SURFER, Version 10.0, Copyright ©1993-2010, Golden Software, Inc.). Spatial distribution map and simulation were made with (Gridat Geostatistical software, Version 2.0.1, Copyright ©2010 ampiroid).

3. Results and Discussion

3.1 Statistical Analysis

The distribution of thickness was checked through building of histogram (Figure 2) and performing of statistical analysis to check the type of distribution and homogeneity (Table 1). It is shown from Figure 2 that the distributions is homogenous, i.e. without statistically significant gaps. On the other hand Table 1 indicates that the thickness ranged from 13.9 to 14.8. The mean value of the data sets was 14.4, which was very close to the median value that was 14.5. The coefficient of skewness is not very high (-0.52), indicating that the distribution is only slightly asymmetric. The very low value of the coefficient of variation (0.017) reflect the fact that the histograms do not have a tail of high values. The ordinary kriging method works better if the distribution of the data values is close to a normal [14]. Therefore, it is interesting to see how close the distribution of the data values comes to being normal. Fig. 2 shows also the plots of the normal distribution adjusted to the
histogram. It can be seen that the histograms are reasonably close to the normal distribution.

3.2 Spatial Dependence Analysis

Estimation of the experimental variogram was undertaken for each sample to enable identification of spatial variability in thickness: low thickness zones indicate the presence of corrosive ions or water which allow increasing the electrochemical reaction and hence increasing the corrosion rate. Different types of semivariogram models used to fit the points include exponential, Gaussian, spherical, tetraspherical, pentaspherical, Hole effect models. The spherical model had the best fits and was selected as the theoretical model applied for spatial predictions. The spherical model is defined as [14]:

\[
\gamma(h) = \begin{cases} 
  c_0 + c \left( \frac{3h}{2a} - \frac{1}{2} \left( \frac{h}{3} \right)^3 \right) & \text{for } h \leq a \\
  c_0 + c & \text{for } h > a
\end{cases}
\]

where \((c_0)\) is the nugget variance parameter, \((c)\) the sill variance parameter, and \((a)\) the range of spatial correlation. Figs. 3 and 4 indicate the directional experimental variograms in directions 0°, 45°, 90°, 135°, 180°, 225°, 270° and 315°, respectively.

Table 3 shows the parameters of the fitted models to the variograms constructed. All the variograms were fitted to spherical model. The variogram of 0-direction shows significant difference in range which may demonstrate the enhancement of the variogram's spatial continuity. All variograms have low nugget values which indicate that the variables under study have strong spatial dependence. The very low \(k\) values for all directions indicate a large lag \(h\) and the sampling density closely matched the spatial variation. The global variogram can be written as:

\[
\gamma(h) = \begin{cases} 
  0.0015 + 0.071 \left( \frac{3h}{5.1} - \frac{1}{2} \left( \frac{h}{3} \right)^3 \right) & \text{for } h \leq 2.55 \\
  0.0725 & \text{for } h > 2.55
\end{cases}
\]

3.3 Cross Validation and Interpretation of Results

The reliability of the techniques was assessed by applying a cross validation technique. This allows comparing estimated and true values only using the information available in the known data set. In cross validation the estimation method is tested at the locations of existing samples. The value at a particular location was temporarily discarded from the sample data set; the value at the same location was then estimated using the remaining samples. Once the estimate was calculated it was compared to the true sample value that was initially removed. This procedure was repeated for all available samples. The resulting true and estimated values were compared using summary statistics like mean, standard deviation, and so on.

The cross validation results of the spherical model is shown in Table 3. The model has a mean error (ME) of -0.0015, (which is very near to zero); mean square error (MSE) of 0.063, (which is very low as...
compared to the variance of the data). Here the bracketed quantities refer to the requirements to consider a model as adequate [7]. The above cross validation results show that the chosen model and its parameters are adequate.

3.4. Spatial Prediction

Kriging was used to provide 2-D mapping of the thickness measurements. Kriging involves interpolation between measurement locations. Ordinary kriging (OK), which allows the mean of the measurements to vary spatially, was used in this study. This means that the kriged output provides a smoothed interpolation of the tank thickness since kriging predictions are weighted moving averages of the available data set [15, 16]. The kriging thickness
map is shown in Fig. 5. Ordinary kriging, always results in values that are “best” in the sense that the expected squared prediction error is minimal. However, the problem is that the field with predicted values is usually smoother than the field from which observations were obtained [15, 16].

Recently, sequential simulation was proposed to overcome the limitations inherent in ordinary kriging. The simulation approach takes into account not only the spatial variation of observed data at sampled locations but also the variation in estimations at unsampled locations, which kriging estimation ignores.

![Fig. 4 Experimental and fitted semivariograms for steel oil storage tank thickness in different directions, (a) 180°, (b) 225°, (c) 270° and (d) 315°.](image-url)
Table 2  Parameters of the spherical semivariogram models used.

| Direction | Semivariogram model type | Range (a) | Sill (C₀ + C) | Nugget C₀ | Ratio k C₀/(C₀ + C) |
|-----------|--------------------------|-----------|---------------|-----------|--------------------|
| 0         | Spherical                | 3.14      | 0.072         | 0.001     | 0.014              |
| 45        | Spherical                | 2.68      | 0.072         | 0.001     | 0.014              |
| 90        | Spherical                | 2.68      | 0.073         | 0.002     | 0.027              |
| 135       | Spherical                | 2.69      | 0.073         | 0.002     | 0.027              |
| 180       | Spherical                | 2.39      | 0.072         | 0.002     | 0.028              |
| 225       | Spherical                | 2.28      | 0.072         | 0.002     | 0.028              |
| 270       | Spherical                | 2.28      | 0.073         | 0.001     | 0.014              |
| 315       | Spherical                | 2.27      | 0.073         | 0.001     | 0.014              |

Table 3  Regional-scale validation, performance obtained in cross-validation mode for the whole study tank.

| Statistical factors       | Thickness (mm) |
|---------------------------|----------------|
| Minimum                   | 13.9           |
| 25th quartile             | 14.4           |
| Median                    | 14.5           |
| 75th quartile             | 14.6           |
| Mean                      | 14.49          |
| Maximum                   | 14.72          |
| Coefficient of skewness   | -0.69          |
| Coefficient of variation  | 0.012          |
| ME                        | -0.0015        |
| MSE                       | 0.063          |

Fig. 5  Spatial prediction map by ordinary kriging for oil storage tank thickness.

Assessment of uncertainty for all data available in the geostatistical simulation is possible. All possible data at unsampled locations can be modeled. The simulation approach overcomes the failure of ordinary kriging to reproduce clusters. In addition, geostatistical simulations can collect mapping uncertainties at several locations simultaneously (i.e., multi-location uncertainty or spatial uncertainty) which is lacking in the ordinary kriging estimation used to assess the reliability [17-21]. Therefore, based on the semivariogram model, sequential simulation (Fig. 6) was used to generate a number of sets of values (realizations) that aim to reproduce each sample semivariogram and the theoretical semivariogram model. The technique used collected data to calculate the thickness at unsampled locations. The simulation thickness map is shown in Fig. 6.

4. Conclusions

(1) Geostatistical analysis can provide necessary information for determining the spatial extend of inspection or the optimal number of samples that should be taken. It allows predicting the thickness for the required life along the tank. This information can facilitate the optimization of repair or maintenance strategies for oil steel tank structures;

(2) Characterization of spatial dependence by estimating a regular and theoretical semi-variograms indicated that the spherical model was generally the
best to describe the tank thickness;

3) The approach with spatial variability provides more differentiated information about the condition of the tank and so the service life time can be predicted more accurately.
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