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Abstract

The index of a selfadjoint Fredholm operator is zero by the well-known fact that the kernel of a selfadjoint operator is perpendicular to its range. The Fredholm index was generalised to families by Atiyah and Jänich in the sixties, and it is readily seen that on complex Hilbert spaces this so called index bundle vanishes for families of selfadjoint Fredholm operators as in the case of a single operator. The first aim of this note is to point out that for every real Hilbert space and every compact topological space $X$ there is a family of selfadjoint Fredholm operators parametrised by $X \times S^1$ which has a non-trivial index bundle. Further, we use this observation and a family index theorem of Pejsachowicz to study multiparameter bifurcation of homoclinic solutions of Hamiltonian systems, where we generalise a previously known class of examples.
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1 Introduction

A bounded operator $T \in \mathcal{L}(H)$ on a Hilbert space $H$ is called Fredholm if it has finite dimensional kernel and cokernel. The difference of the dimensions of these spaces is called the Fredholm index of $T$. As the kernel of the adjoint of an operator satisfies $\ker(T^*) = \text{im}(T)^\perp$, it follows that $\text{ind}(T) = \dim \ker(T) - \dim \ker(T^*)$. Hence, if $T$ is selfadjoint, the index vanishes.

Atiyah and Jänich independently introduced a generalisation of the Fredholm index to families of operators which is called the index bundle. For a compact topological space $\Lambda$ and a family $L = \{L_\lambda\}_{\lambda \in \Lambda} \subset \mathcal{L}(H)$ of Fredholm operators on $H$, this is an element of the K-theory group $K(\Lambda)$ if $H$ is a complex Hilbert space, or an element of $KO(\Lambda)$ if $H$ is a real Hilbert space. It is not difficult to see that the index bundle of the family of adjoint operators $L^* = \{L_\lambda^*\}_{\lambda \in \Lambda}$ satisfies $\text{ind}(L^*) = -\text{ind}(L)$. Thus we obtain for a family of selfadjoint operators $2\text{ind}(L) = 0$.

This, however, does not imply that $\text{ind}(L)$ is trivial in the corresponding $K$-theory group if there are elements of order 2. If $H$ is a complex Hilbert space, it can still be shown that the index bundle of a family of selfadjoint Fredholm operators is trivial. This fact can be found in [3, Ex. 3.36], and we also recall it in Section 2 below. The argument, however, strongly uses that $H$ is complex and so it is not clear if the same is true if $H$ is real.

A first aim of this note is to point out that the index bundle can very well be non-trivial for families of selfadjoint operators on real Hilbert spaces. To explain our approach, let $H$ be a real Hilbert space. The index bundle for families of Fredholm operators of index 0 belongs to the reduced $KO$-theory group $KO(\Lambda)$ which is a sub-group of $KO(\Lambda)$. To have a chance to
find selfadjoint families with a non-trivial index bundle, we have to consider spaces $\Lambda$ such that $K\tilde{O}(\Lambda)$ is non-trivial and has elements of order 2. Suitable spaces that satisfy these assumptions are of the form $\Lambda = X \times S^1$ for an arbitrary compact topological space $X$ as by the product theorem [1 Cor. 2.4.8]

$$\tilde{K}O(X \times S^1) \cong \tilde{K}O(X) \oplus \tilde{K}O(S^1) \oplus \tilde{K}O^{-1}(X)$$

and $\tilde{K}O(S^1) \cong \mathbb{Z}_2$.

Our first theorem below shows that for every separable real Hilbert space $H$ and compact topological space $X$ there is a family $L$ of selfadjoint Fredholm operators on $H$ parametrised by $X \times S^1$ such that $\text{ind}(L) \neq 0 \in \tilde{K}O(X \times S^1)$. Furthermore, we show that if $\tilde{K}O(X)$ and $\tilde{K}O^{-1}(X)$ are trivial, then every family of Fredholm operators of index 0 can either be deformed to a constant family or to our family $L$.

Our interest in the above question comes from multiparameter bifurcation theory. The index bundle has been used to construct bifurcation invariants for families of nonlinear operator equations in real Banach spaces for more than three decades (see, e.g., [8], [2], [5], [3], [6], [12], [13], which is far from being exhaustive). Recently, the authors have computed in [15] and [16] the index bundle for families of discrete dynamical systems to study bifurcation of their solutions.

Often the families of equations in bifurcation theory are gradients of functionals, which makes it necessary to deal with selfadjoint operators. This is the case, e.g., when studying bifurcation of homoclinic solutions of Hamiltonian systems. It is the main objective of this paper to point out that the index bundle can be used to study multiparameter bifurcation in this setting. To the best of our knowledge this has not been done before. The only work we are aware of that has considered a related question is [14], where the operators were complexified to avoid working with index bundles on a real Hilbert space. Finally, we construct an explicit example of Hamiltonian systems having a non-trivial index bundle, which generalises previous work of Pejsachowicz from [10].

The paper is structured as follows. In the next section we outline the construction of the index bundle and recall the Atiyah-Jänich Theorem that we need later. Our theorem on the non-triviality of the index bundle is stated and proved in Section 3. Finally, Section 4 is devoted to bifurcation theory. Here we firstly obtain an abstract multiparameter bifurcation result for homoclinics of Hamiltonian systems by using an index theorem of Pejsachowicz. Secondly, we construct an explicit example in this setting with a non-trivial index bundle and compare it to an example from [14].

2 The Index Bundle

The aim of this section is to recall the construction of the index bundle and the Atiyah-Jänich Theorem. There are several references on this subject, which discuss the constructions on various levels of generality (see, e.g., [1], [4], [21] and [18]). Here we mainly follow [5], and assume throughout that $H$ is real, separable and of infinite dimension. Let us recall that the space $\Phi(H)$ of all Fredholm operators on $H$ has the path components

$$\Phi_k(H) = \{ T \in \Phi(H) : \text{ind}(T) = k \}.$$

As we are eventually interested in families of selfadjoint Fredholm operators, we henceforth assume that all our families are in the path component $\Phi_0(H)$.

Let $\Lambda$ be a compact topological space and $L : \Lambda \to \Phi_0(H)$ a family of Fredholm operators of index 0. It is not difficult to see that there is a finite dimensional subspace $V \subset H$ such that
If $P$ denotes the orthogonal projection onto the orthogonal complement $V^\perp$ of $V$, then we obtain from (1) that the composition
\[ H \xrightarrow{L_\lambda} H \xrightarrow{P} V^\perp \]
is surjective for every $\lambda \in \Lambda$. Consequently, the family of kernels of $PL_\lambda$ canonically are a vector bundle $E(L, V)$ over $\Lambda$ whose total space is given by
\[ \{ (\lambda, u) \in \Lambda \times H : L_\lambda u \in V \}. \]
It is easy to see that the dimension of $E(L, V)$ is the dimension of $V$. Hence, if we denote by $\Theta(V)$ the product bundle with fibre $V$, we obtain a reduced $KO$-theory class
\[ \text{ind}(L) = [E(L, V)] - [\Theta(V)] \in \widetilde{KO}(\Lambda). \]

(i) if $L_\lambda$ is invertible for all $\lambda \in \Lambda$, then $\text{ind}(L) = 0 \in \widetilde{KO}(\Lambda)$.

(ii) if $H : \Lambda \times I \to \Phi_0(H)$ is a homotopy of Fredholm operators, then
\[ \text{ind}(H_1) = \text{ind}(H_0) \in \widetilde{KO}(\Lambda). \]

(iii) if $L, M : \Lambda \to \Phi_0(H)$ are two families, then $\text{ind}(LM) = \text{ind}(L) + \text{ind}(M) \in \widetilde{KO}(\Lambda)$.

Moreover, the index bundle has the following naturality property

(iv) if $\Lambda'$ is another compact space and $f : \Lambda' \to \Lambda$, then
\[ \text{ind}(f^*L) = f^* \text{ind}(L) \in \widetilde{KO}(\Lambda'), \]
where the family $f^*L : \Lambda' \to \Phi_0(H)$ is defined by $(f^*L)_{\lambda} = L_{f(\lambda)}$.

The probably most remarkable property of the index bundle is the following Atiyah-Jänich Theorem [1, App.].

**Theorem 2.1.** The map
\[ \text{ind} : [\Lambda, \Phi_0(H)] \to \widetilde{KO}(\Lambda) \]
is a bijection, where $[\Lambda, \Phi_0(H)]$ denotes the homotopy classes of maps $\Lambda \to \Phi_0(H)$.

Note that $[\Lambda, \Phi_0(H)]$ actually is a semi-group, and (iii) implies that the index map in Theorem 2.1 is a semi-group homomorphism.

The following lemma is well known, but we include its proof for the convenience of the reader.
Lemma 2.2. Let $L^*$ denote the family of adjoints of the family $L : \Lambda \to \Phi_0(H)$, i.e. $L^* = \{L^*_\lambda\}_{\lambda \in I}$. Then

$$\text{ind}(L^*) = -\text{ind}(L) \in \widetilde{KO}(\Lambda).$$

Proof. For $\varepsilon > 0$, we have

$$\| (L^*_\lambda L \varepsilon u) \|^2 = \| L^*_\lambda L \varepsilon u \|^2 + \varepsilon^2 \| L \varepsilon u \|^2 + \varepsilon^2 \| u \|^2 \geq \varepsilon^2 \| u \|^2, \quad u \in H.$$ 

Consequently, $L^*_\lambda L \varepsilon + \varepsilon$ is injective and has closed range. As $L^*_\lambda L \varepsilon + \varepsilon$ is also selfadjoint, it is an invertible operator. Now the properties (i)-(iii) from above imply

$$0 = \text{ind}(L^* L + \varepsilon I_H) = \text{ind}(L^* L) = \text{ind}(L^*) + \text{ind}(L),$$

which shows the assertion.

Let us now consider the case of families of selfadjoint operators. Note that by Lemma 2.2, $2 \text{ind}(L) = 0 \in \widetilde{KO}(\Lambda)$, which however only implies that $\text{ind}(L)$ is trivial if $\widetilde{KO}(\Lambda)$ has no 2-torsion.

Let us point out that the construction of the index bundle works analogously if $H$ is a complex Hilbert space, in which case $\text{ind}(L)$ is an element of the reduced $K$-theory group $\widetilde{K}(\Lambda)$. If, in this case, $L : \Lambda \to \Phi_S(H)$ is a family of selfadjoint operators, we can consider the homotopy $H : \Lambda \times I \to \Phi_0(H)$ given by $H(\lambda,s) = L \lambda + s I_H$. As the spectra of selfadjoint operators are real, we see that $H(\lambda,s)$ is invertible for $s \neq 0$. Hence it follows from the homotopy invariance in (ii) and the property (i) that $\text{ind}(L) = \text{ind}(H_0) = 0 \in \widetilde{K}(\Lambda)$. In other words, the index bundle of a family of selfadjoint operators on a complex Hilbert space vanishes (see [4, Ex. 3.36]).

The previous argument obviously does not work if $H$ is a real Hilbert space as the homotopy $H$ could not be defined without complexifying $H$. A uniform gap in the spectrum close to 0 would allow a similar argument, but the next section shows that such a gap does not exist in general.

3 The Theorem

3.1 Statement of the Theorem and a Corollary

The following theorem shows that the index bundle can be non-trivial for families of selfadjoint Fredholm operators on real Hilbert spaces.

Theorem 3.1. Let $X$ be a compact topological space and $H$ a real separable Hilbert space of infinite dimension.

(i) There exists a family $L : X \times S^1 \to \Phi_S(H)$ such that

$$\text{ind}(L) \neq 0 \in \widetilde{KO}(X \times S^1).$$

(ii) If $\widetilde{KO}(X)$ and $\widetilde{KO}^{-1}(X)$ are trivial, then every family $M : X \times S^1 \to \Phi_0(H)$ is either homotopic to a constant family or to the family $L$ in $\Phi_S(H)$ from (i).

Note that the assumptions of (ii) hold in particular if $X$ is contractible, and for $X = S^n$ if $n \equiv 5 \mod 8$ or $n \equiv 6 \mod 8$. The special case that $X$ is a point is worth to be written down as a corollary.

Corollary 3.2. Every loop in $\Phi_0(H)$ is homotopic to a loop in $\Phi_S(H)$.

We now prove Theorem 3.1 in the next section.
3.2 Proof of Theorem\ref{thm:main}

We split the proof into several steps.

Step 1: Preliminaries

Before we construct the family $L$, we need to recall various preliminaries. The parity is a $\mathbb{Z}_2$-valued homotopy invariant for paths in $\Phi_0(H)$ that was constructed by Fitzpatrick and Pejsachowicz (see, e.g., \cite{FP}). To briefly recap its construction, let us firstly recall that a path $M : [a, b] \to GL(H)$ is called a parametrix for $L : [a, b] \to \Phi_0(H)$ if $M_\Theta L_\Theta = I_H + K_\Theta$, $\Theta \in [a, b]$, for compact operators $K_\Theta$. By using the Bartle-Graves Theorem, it can be shown that parametrices always exist (see \cite[Thm. 2.1]{FP}). Secondly, the Leray-Schauder degree $\deg_{LS}(f, \Omega)$ is a mapping degree for continuous maps $f : \Omega \to E$ where $\Omega$ is a bounded domain in a real Banach space $E$ and $f = I_E - C$ is a perturbation of the identity by a (generally nonlinear) compact map such that $f(u) \neq 0$ for all $u \in \partial \Omega$. When applied to a linear isomorphism $f = I_E - K$, where $K$ is a compact operator, it can be shown that

$$\deg_{LS}(I_E - K) = (-1)^m,$$

(2)

where

$$m = \sum_{\lambda < 0} m(\lambda)$$

and $m(\lambda)$ denotes the algebraic multiplicity of $\lambda$ as an eigenvalue of $I_E - K$. Finally, the parity of a path $L : [a, b] \to \Phi_0(H)$ having invertible endpoints is given by

$$\sigma(L, [a, b]) = \deg_{LS}(M_a L_a) \deg_{LS}(M_b L_b) \in \mathbb{Z}_2 = \{\pm 1\},$$

(3)

where $M : [a, b] \to GL(H)$ is a parametrix for $L$.

The parity is invariant under homotopies in $\Phi_0(H)$ that keep the endpoints invertible. Moreover,

(C) if $L_c$ is invertible for some $a < c < b$, then

$$\sigma(L, [a, b]) = \sigma(L, [a, c]) \sigma(L, [c, b]).$$

(N) if $L_\Theta$ is invertible for all $\Theta \in [a, b]$, then $\sigma(L, [a, b]) = 1$.

For closed paths $L : S^1 \to \Phi_0(H)$ the parity can be defined as in \cite{FP} as long as there is some $z_0 \in S^1$ for which $L_{z_0}$ is invertible. The latter assumption can be lifted by considering $S^1$ as obtained from an interval $[a, b]$ by identifying $a$ and $b$ \cite{FP}. Then there exists a parametrix $M : [a, b] \to GL(H)$ and the parity of the closed path $L$ is defined by

$$\sigma(L, S^1) = \deg_{LS}(M_a M_b^{-1}).$$

It can be shown that this definition does not depend on the choice of the interval $[a, b]$, and that $\sigma(L, S^1) = \sigma(L, [a, b])$ in case that $L_a = L_b$ is invertible. Moreover, the following property is a fundamental relation between the parity and the index bundle (see \cite[Prop. 2.7]{FP})

$$\sigma(L, S^1) = w_1(\text{ind}(L)) \in \mathbb{Z}_2,$$

(4)
where \( w_1 : \widetilde{KO}(S^1) \to \mathbb{Z}_2 \) is the isomorphism induced by the first Stiefel-Whitney class. Let us recall that the Stiefel-Whitney classes are maps \( w_k : \widetilde{KO} \to H^k(\Lambda; \mathbb{Z}_2), k \in \mathbb{N}, \) for any compact topological space \( \Lambda, \) such that

\[
f^* w_k([E] - [F]) = w_k(f^*([E] - [F])) \in H^k(\tilde{\Lambda}; \mathbb{Z}_2)
\]

for any compact topological space \( \tilde{\Lambda} \) and any continuous map \( f : \tilde{\Lambda} \to \Lambda. \) Note that we identify in \( \mathbb{H} \) the cohomology group \( H^1(S^1; \mathbb{Z}_2) \) and \( \mathbb{Z}_2. \)

**Step 2: The path \( \tilde{L}^1 \)**

Let \( \{e_k\}_{k \in \mathbb{Z}} \) be a complete orthonormal system of \( H. \) We denote by \( P_0 \) the orthogonal projection onto the span of \( e_0 \) and by \( P_{\pm} \) the orthogonal projections onto the closures of the spans of \( \{e_k\}_{\pm k \in \mathbb{N}}, \) respectively. Consider the paths of operators

\[
\tilde{L}^1_{\Theta} = P_+ - P_- + \Theta P_0, \quad \Theta \in [-1, 1],
\]

and the constant path \( M_\Theta = P_+ - P_- + P_0 \in GL(H). \) Then

\[
M_\Theta \tilde{L}^1_{\Theta} = I_H - (1 - \Theta) P_0, \quad \Theta \in [-1, 1],
\]

and thus \( M \) is a parametrix for \( \tilde{L}^1. \) Note that by \( \mathbb{3}, \) \( \deg_{LS}(M\tilde{L}^1_1) = \deg_{LS}(I_H) = 1 \) and \( \deg_{LS}(M\tilde{L}^1_{-1}) = \deg_{LS}(I_H - 2P_0) = -1, \) which means that \( \sigma(L^1, [-1, 1]) = -1. \)

**Step 3: The path \( \tilde{L}^2 \)**

We claim that there is a path \( \tilde{L}^2 \) in \( \Phi_S(H) \cap GL(H) \) such that \( \tilde{L}^2_0 = \tilde{L}^1 \) and \( \tilde{L}^2_1 = \tilde{L}^1_{-1}. \) Note that \( \tilde{L}^1_1 = P_+ + P_0 - P_- \) and \( \tilde{L}^1_{-1} = P_+ - P_- - P_0. \) Let \( A_+: \text{im}(P_+ + P_0) \to \text{im}(P_+) \) be the right shift, and \( A_- : \text{im}(P_-) \to \text{im}(P_+) \) the left shift. These are orthogonal operators. We set

\[
N := A_+(P_+ + P_0) - A_- P_- \in GL(H)
\]

and obtain for \( u, v \in H \)

\[
\langle N^* \tilde{L}^1_{-1} N u, v \rangle = \langle \tilde{L}^1_{-1} N u, N v \rangle = \langle A_+(P_+ + P_0) u, A_+(P_+ + P_0) v \rangle - \langle A_- P_- u, A_- P_- v \rangle = \langle (P_+ + P_0) u, (P_+ + P_0) v \rangle - \langle P_- u, P_- v \rangle = \langle (P_+ + P_0 - P_-) u, v \rangle = \langle \tilde{L}^1_1 u, v \rangle.
\]

Consequently, \( N^* \tilde{L}^1_{-1} N = \tilde{L}^1_1. \) As \( GL(H) \) is path-connected, there is a path \( \{W_\lambda\}_{\lambda \in I} \) in \( GL(H) \) connecting \( N \) to the identity \( I_H. \) Now \( \tilde{L}^2_\lambda := W_\lambda^* \tilde{L}^1_{-1} W_\lambda, \lambda \in I, \) is a path in \( \Phi_S(H) \cap GL(H) \) that connects the endpoints of \( \tilde{L}^1. \)

**Step 4: Construction of the family \( L \)**

It readily follows from (C) and (N) that the concatenation of \( \tilde{L}^1 \) and \( \tilde{L}^2 \) is a closed path \( \tilde{L} : S^1 \to \Phi_S(H) \) such that \( \sigma(\tilde{L}, S^1) = -1. \)

We now define the family \( L : X \times S^1 \to \Phi_S(H) \) as the trivial extension \( L(x,z) = \tilde{L}_z, (x,z) \in X \times S^1 \).


\( X \times S^1 \). Let \( \iota : S^1 \to X \times S^1 \) be the map \( \iota(z) = (x_0, z) \) for some \( x_0 \in X \). Then \( L \circ \iota = \tilde{L} \) and we get from the naturality (iv) of the index bundle that

\[
\iota^* \text{ind}(L) = \text{ind}(\iota^*L) = \text{ind}(\tilde{L}) \in \widetilde{KO}(S^1).
\]

Hence it follows from the naturality of the first Stiefel-Whitney class that

\[
\iota^*(w_1(\text{ind}(L))) = w_1(\iota^*(\text{ind}(L))) = w_1(\text{ind}(\tilde{L})) = \sigma(\tilde{L}, S^1),
\]

where we have used 4 in the last equality. Finally, as \( \sigma(\tilde{L}, S^1) = -1 \), this implies that \( w_1(\text{ind}(L)) \neq 1 \in H^1(X \times S^1; \mathbb{Z}_2) \) and so \( \text{ind}(L) \) is non-trivial as claimed.

**Step 5: Proof of (ii)**

Let us first recall from the introduction that

\[
\text{ind} : [X \times S^1, \Phi_0(H)] \to \widetilde{KO}(X \times S^1) \cong \mathbb{Z}_2
\]

is a bijection. Hence there are only two homotopy classes and one of them contains the constant family given by the identity \( I_{H \circ} \). As the family \( L \) from (i) has a non-trivial index bundle, it cannot be homotopic to a constant family. Thus any given family in \( \Phi_0(H) \) is either homotopic to the constant family \( I_{H \circ} \) or to \( L \), which shows the assertion.

## 4 Multiparameter Bifurcation for Homoclinic Solutions of Hamiltonian Systems

### 4.1 The Fitzpatrick-Pejsachowicz Bifurcation Theorem and its Limits

Let \( X, Y \) be Banach spaces and \( \Lambda \) a compact connected CW-complex. Let \( F : \Lambda \times X \to Y \) be a continuous family of \( C^1 \)-Fredholm maps such that \( F(\lambda, 0) = 0 \) for all \( \lambda \in \Lambda \). We call \( \lambda^* \in \Lambda \) a bifurcation point if in every neighbourhood of \( (\lambda^*, 0) \in \Lambda \times X \) there is some \( (\lambda, u) \) such that \( F(\lambda, u) = 0 \) and \( u \neq 0 \). If we denote by \( L_\lambda := D_0F_\lambda \) the Fréchet derivative of \( F_\lambda \) at \( 0 \in X \), then it clearly follows from the implicit function theorem that \( L_\lambda \) is not invertible if \( \lambda^* \) is a bifurcation point. On the other hand, it is readily seen that the non-invertibility of \( L_\lambda \) is in general not sufficient for the existence of bifurcation points.

We have recalled in the previous section that a non-trivial index bundle implies the existence of some \( \lambda^* \in \Lambda \) such that \( L_{\lambda^*} \) is not invertible. Pejsachowicz and Fitzpatrick pointed out the importance of the index bundle for bifurcation theory in a series of papers (cf. e.g. 8, 5, 12). Here we use the main theorems of 12 and 11 (see also 13) in a slightly modified version from 20. In what follows, we denote by \( w_k, k \in \mathbb{N} \), the Stiefel-Whitney classes, which map \( \widetilde{KO}(\Lambda) \) to \( H^k(\Lambda; \mathbb{Z}_2) \). Further, \( B(F) \subseteq \Lambda \) is the set of all bifurcation points in \( \Lambda \).

**Theorem 4.1.** If there is some \( \lambda_0 \in \Lambda \) for which \( L_{\lambda_0} \) is invertible and \( w_k(\text{ind}(L)) \neq 0 \in H^k(\Lambda; \mathbb{Z}_2) \) for some \( k \in \mathbb{N} \), then \( B(F) \neq \emptyset \). Moreover, if \( \Lambda \) is a topological manifold of dimension \( m \geq 2 \) and \( 1 \leq k \leq m - 1 \), then the dimension of \( B(F) \) is at least \( m - k \) and the set \( B(F) \) is not contractible to a point.
Here we refer by dimension of the set $B(F)$ to the Lebesgue covering dimension. Note that Pejsachowicz showed in [12, Rem. 1.2.1] that the existence of some $\lambda_0 \in \Lambda$ for which $L_{\lambda_0}$ is invertible cannot be lifted.

It is a pretty common setting in applications of bifurcation theory that $X = Y$ is a Hilbert space $H$ and the maps $F_\lambda : H \to H$ are gradients of functionals, i.e., there is a family of $C^2$ functionals $f : \Lambda \times H \to \mathbb{R}$ such that $F_\lambda = \nabla f_\lambda$ for all $\lambda \in \Lambda$. In this case, $L_\lambda := D_0 F_\lambda$ is a selfadjoint operator. Consequently, $\text{ind}(L) \in KO(\Lambda)$ is the index bundle of a family of selfadjoint Fredholm operators. It is the main aim of this paper to stress out that Theorem 4.1 can be applied to find bifurcation points for important equations that are gradients of functionals.

4.2 Bifurcation of Homoclinic Solutions of Hamiltonian Systems

Let $\Lambda$ be a connected closed smooth manifold, and $\mathcal{H} : \Lambda \times \mathbb{R} \times \mathbb{R}^{2n} \to \mathbb{R}$ a smooth map. We consider the family of Hamiltonian systems

$$\begin{cases} J u'(t) + \nabla_u \mathcal{H}(t, u(t)) = 0, & t \in \mathbb{R} \\ \lim_{t \to \pm \infty} u(t) = 0, \end{cases} \quad (6)$$

where $\lambda \in \Lambda$ and

$$J = \begin{pmatrix} 0 & -I_n \\ I_n & 0 \end{pmatrix}$$

is the standard symplectic matrix. In what follows, we assume that $\mathcal{H}$ is of the form

$$\mathcal{H}_\lambda(t, u) = \frac{1}{2} (A(\lambda, t) u, u) + G(\lambda, t, u),$$

where $A : \Lambda \times \mathbb{R} \to \mathcal{L}(\mathbb{R}^{2n})$ is a family of symmetric matrices, $G(\lambda, t, u)$ vanishes up to second order at $u = 0$, and there are $p > 0$, $C \geq 0$ and $g \in H^1(\mathbb{R}, \mathbb{R})$ such that

$$|D^2_g G(\lambda, t, u)| \leq g(t) + C |u|^p.$$

Moreover, we suppose that $A_\lambda := A(\lambda, \cdot) : \mathbb{R} \to \mathcal{L}(\mathbb{R}^{2n})$ converges uniformly in $\lambda$ to families

$$A_\lambda(\pm \infty) := \lim_{t \to \pm \infty} A_\lambda(t), \quad A_\lambda(-\infty) := \lim_{t \to -\infty} A_\lambda(t), \quad \lambda \in \Lambda,$$

and that the matrices $J A_\lambda(\pm \infty)$ are hyperbolic, i.e. they have no eigenvalues on the imaginary axis. Note that by (8), $\nabla_u \mathcal{H}_\lambda(t, 0) = 0$ for all $(\lambda, t) \in \Lambda \times \mathbb{R}$, so that $u \equiv 0$ is a solution of (6) for all $\lambda \in \Lambda$.

Let us now briefly recall the variational formulation of the equations (6) from [10, §4]. The bilinear form $b(u, v) = (Ju', v)_{L^2(\mathbb{R}, \mathbb{R}^{2n})}$, $u, v \in H^1(\mathbb{R}, \mathbb{R}^{2n})$, extends to a bounded form on the well known fractional Sobolev space $H^{\frac{1}{2}}(\mathbb{R}, \mathbb{R}^{2n})$, which can be described in terms of Fourier transforms (cf. eg. [17, §10]). Under the assumption (8), the map $f : \Lambda \times H^{\frac{1}{2}}(\mathbb{R}, \mathbb{R}^{2n}) \to \mathbb{R}$ given by

$$f_\lambda : H^{\frac{1}{2}}(\mathbb{R}, \mathbb{R}^{2n}) \to \mathbb{R}, \quad f_\lambda(u) = \frac{1}{2} b(u, u) + \frac{1}{2} \int_{-\infty}^{\infty} (A(\lambda, t) u(t), u(t)) \, dt + \int_{-\infty}^{\infty} G(\lambda, t, u(t)) \, dt$$

for $\lambda \in \Lambda$, $u \in H^{\frac{1}{2}}(\mathbb{R}, \mathbb{R}^{2n})$, is a C^2 functional.
is $C^2$. Moreover, its critical points are the (classical) solutions of (6). Finally, the second derivative of $f_\lambda$ at the critical point $0 \in H^\frac{1}{2}(\mathbb{R}, \mathbb{R}^{2n})$ is given by

$$D^2_0 f_\lambda(u, v) = b(u, v) + \int_{-\infty}^{\infty} \langle A(\lambda, t)u(t), v(t) \rangle \, dt$$

(10)

and, by using the hyperbolicity of $JA_\lambda(\pm \infty)$, it can be shown that the corresponding Riesz representations $L_\lambda : H^\frac{1}{2}(\mathbb{R}, \mathbb{R}^{2n}) \to H^\frac{1}{2}(\mathbb{R}, \mathbb{R}^{2n})$ are Fredholm. Consequently, the operators $L_\lambda$ are self-adjoint Fredholm operators, and it follows by elliptic regularity that the kernel of $L_\lambda$ consists of the classical solutions of the linear differential equation

$$\begin{cases}
Ju'(t) + A(\lambda, t)u(t) = 0, & t \in \mathbb{R} \\
\lim_{t \to \pm \infty} u(t) = 0.
\end{cases}$$

(11)

The stable and the unstable subspaces of (11) are

$$E^s(\lambda, 0) = \{ u(0) \in \mathbb{R}^2 : Ju'(t) + A(\lambda, t)u(t) = 0, t \in \mathbb{R}; u(t) \to 0, t \to \infty \},$$

$$E^u(\lambda, 0) = \{ u(0) \in \mathbb{R}^2 : Ju'(t) + A(\lambda, t)u(t) = 0, t \in \mathbb{R}; u(t) \to 0, t \to -\infty \},$$

and it is clear that (11) has a non-trivial solution if and only if $E^s(\lambda, 0)$ and $E^u(\lambda, 0)$ intersect non-trivially. If we consider the systems (6) for the limits (9), i.e.,

$$\begin{cases}
Ju'(t) + A(\lambda, \pm \infty)u(t) = 0, & t \in \mathbb{R} \\
\lim_{t \to \pm \infty} u(t) = 0,
\end{cases}$$

(12)

then the corresponding stable and unstable spaces are given by the generalised eigenvectors of $JA_\lambda(\pm \infty)$ with respect to eigenvalues having negative or positive real parts, respectively. These spaces form vector bundles $E^s(\pm \infty)$ and $E^u(\pm \infty)$ over $\Lambda$ such that

$$E^u(+\infty) \oplus E^s(+\infty) \cong E^u(-\infty) \oplus E^s(-\infty) \cong \Theta(\mathbb{R}^{2n}),$$

and it follows from Pejsachowicz’ index formula [11, Prop. 5.2] that

$$\text{ind}(L) = [E^s(+\infty)] - [E^s(-\infty)] \in \tilde{KO}(\Lambda).$$

(13)

If $B \subset \Lambda$ denotes the set of all bifurcation points of (6), then we obtain from Theorem 4.1 the following result.

**Theorem 4.2.** If there is some $\lambda_0 \in \Lambda$ for which (11) only has the trivial solution, and some $k \in \mathbb{N}$ such that

$$w_k(E^s(+\infty)) \neq w_k(E^s(-\infty)),$$

(14)

then $B \neq \emptyset$. If $m = \dim(\Lambda) \geq 2$ and $1 \leq k \leq m - 1$, then the covering dimension of $B$ is at least $m - k$ and $B$ is not a contractible topological space.

By Theorem 4.1, (13) has a chance to be non-trivial, but it is now important to ensure that (14) can indeed occur in the setting considered in this section, which is our next aim.
4.3 An Example

Let $X$ be a connected closed smooth manifold of dimension $m$. We consider for $\Lambda = X \times S^1$ the family $[\mathcal{F}]$ and assume that there is a $p_0 \in X$ such that

$$A_{(p_0,z)}(+\infty) = \lim_{t \to +\infty} A_{(p_0,z)}(t) = a_+ JS_\Theta, \quad A_{(p_0,z)}(-\infty) = \lim_{t \to -\infty} A_{(p_0,z)}(t) = a_- JS_0$$

for $z = e^{i\Theta}, \Theta \in [-\pi, \pi]$, and consequently

$$S_\Theta = \begin{pmatrix} \cos \Theta & \sin \Theta \\ -\sin \Theta & -\cos \Theta \end{pmatrix}$$

and real numbers $a_\pm \neq 0$. Note that this is in line with the assumptions of the previous section as $a_\pm S_\Theta$ are hyperbolic for all $\Theta \in [-\pi, \pi]$.

We consider the canonical embedding $\iota : S^1 \hookrightarrow X \times S^1$, $z \mapsto (p_0, z)$ and note that

$$E_{p_0}^s(\pm \infty) := \iota^*(E^s(\pm \infty)) \in KO(S^1)$$

are the stable bundles of the equations

$$Ju'(t) + A((p_0, z), \pm \infty)u(t) = 0, \quad t \in \mathbb{R}. \quad (15)$$

Now $S_\Theta$ is the reflection by the line $e_2(\Theta) = (\cos(\frac{\Theta}{2}), \sin(\frac{\Theta}{2}))$, and consequently $\{e_1(\Theta), e_2(\Theta)\}$ for $e_1(\Theta) = (-\sin(\frac{\Theta}{2}), \cos(\frac{\Theta}{2}))$ is a basis of eigenvectors of $S_\Theta$ with corresponding eigenvalues $-1$ and $1$. Clearly, $E_{p_0}^s(-\infty)$ is a product bundle, where the fibre is spanned by $(1, 0)$ if $a_- > 0$ and by $(0, 1)$ if $a_- < 0$. For $E_{p_0}^s(+\infty)$, we just note that every solution of (15) is of the form

$$u(t) = W \begin{pmatrix} e^{a_+ t} & 0 \\ 0 & e^{-a_+ t} \end{pmatrix} W^{-1} e, \quad c \in \mathbb{R}^2,$$

where $W = (e_1(\Theta), e_2(\Theta))$. Consequently,

$$E_{p_0}^s(+\infty) = \{(z, u) \in S^1 \times \mathbb{R}^2 : u \in \text{span}\{e_1(\Theta)\}\} \quad \text{if } a_+ < 0,$$

$$E_{p_0}^s(+\infty) = \{(z, u) \in S^1 \times \mathbb{R}^2 : u \in \text{span}\{e_2(\Theta)\}\} \quad \text{if } a_+ > 0,$$

and in both cases $E_{p_0}^s(+\infty)$ is isomorphic to the M"obius bundle and thus non-orientable.

In summary, we obtain

$$\iota^* w_1(E^s(+\infty)) = w_1(\iota^* E^s(+\infty)) = w_1(E_{p_0}^s(+\infty)) \neq w_1(E_{p_0}^s(-\infty)) = w_1(\iota^* E^s(-\infty))$$

and consequently

$$w_1(E^s(+\infty)) \neq w_1(E^s(-\infty)).$$

This shows by Theorem 4.2 that, if there is some $(p, z) \in X \times S^1$ such that $[\mathcal{F}]_{p_0}$ only has the trivial solution, then the set $B \subset X \times S^1$ of bifurcation points of $[\mathcal{F}]$ is not empty. Moreover, if $m = \dim(X) \geq 1$, then $B$ has at least covering dimension $m$ and is not contractible to a point.
4.4 An Example of Pejsachowicz

The aim of this final section is to revisit an example from [14] that originated from the proof of the main theorem of [10]. We consider the Hamiltonian systems (6) for \( \Lambda = T^m = S^1 \times \cdots \times S^1 \) and

\[
A_\lambda(t) = \begin{cases} \arctan(t)JS_{\Theta_1+\ldots+\Theta_m}, & t \geq 0 \\ \arctan(t)JS_0, & t < 0, \end{cases}
\]

where \( \lambda = (e^{i\Theta_1}, \ldots, e^{i\Theta_m}) \in T^m \), \( \Theta_j \in [\pi, \pi] \), \( j = 1, \ldots, m \), and \( S_\phi \) is defined as before. In order to apply the bifurcation result of the previous section, we only need to show that

\[
\begin{align*}
J u'(t) + A_\lambda(t)u(t) = 0, & \quad t \in \mathbb{R} \\
\lim_{t \to \pm \infty} u(t) = 0,
\end{align*}
\]

only has the trivial solution for some \( \lambda_0 \in T^m \). Let us recall that the stable and unstable spaces of (17) are

\[
E^s(\lambda, 0) = \left\{ u(0) \in \mathbb{R}^2 : J u'(t) + A_\lambda(t)u(t) = 0, \ t \in \mathbb{R}; u(t) \to 0, t \to \infty \right\} \\
E^u(\lambda, 0) = \left\{ u(0) \in \mathbb{R}^2 : J u'(t) + A_\lambda(t)u(t) = 0, \ t \in \mathbb{R}; u(t) \to 0, t \to -\infty \right\}.
\]

The space \( \mathbb{R}^2 \) is symplectic with respect to the canonical symplectic form. As the matrices \( JS_\lambda(t) \) converge uniformly in \( \lambda \) to families of hyperbolic matrices for \( t \to \pm \infty \), it can be shown that \( E^s(\lambda, 0) \) and \( E^u(\lambda, 0) \) are Lagrangian subspaces of \( \mathbb{R}^2 \) (see, e.g., [19, Lemma 4.1]). This implies in particular that \( E^s(\lambda, 0) \) and \( E^u(\lambda, 0) \) are one-dimensional.

Clearly, there is a non-trivial solution of (17) if and only if \( E^u(\lambda, 0) \cap E^s(\lambda, 0) \neq \{0\} \). By a direct computation, one verifies that

\[
\begin{align*}
u_-(t) &= \sqrt{t^2 + 1}e^{-t\arctan(t)} \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \quad t \leq 0, \\
u_+(t) &= \sqrt{t^2 + 1}e^{-t\arctan(t)} \begin{pmatrix} \cos \left( \frac{\Theta_1+\ldots+\Theta_m}{2} \right) \\ \sin \left( \frac{\Theta_1+\ldots+\Theta_m}{2} \right) \end{pmatrix}, \quad t \geq 0,
\end{align*}
\]

are solutions of (17) on the negative and positive half-line, respectively, and so \( u_-(0) \in E^s(\lambda, 0) \) and \( u_+(0) \in E^u(\lambda, 0) \). As \( u_+(0) \) and \( u_-(0) \) are linearly dependent if and only if the second component of \( u_+ \) vanishes, we conclude that (17) has a non-trivial solution if and only if \( \Theta_1 + \ldots + \Theta_m \equiv 0 \mod 2\pi \). Consequently, for \( m \geq 2 \) it follows from our previous section that the covering dimension of the set \( B \) of all bifurcation points is at least \( m-1 \), and \( B \) is not contractible to a point. This was shown in [14, Thm. 4.3]. For \( m = 1 \), i.e. if \( \Lambda = S^1 \), we can conclude that there is a bifurcation point of (6). Actually, as a non-trivial solution of (17) is necessary for a bifurcation point, \( 1 = e^0 \in S^1 \) is the only bifurcation point of (6) in this case. This can also be obtained from the main theorem of [10].
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