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Abstract

We propose Adaptive Deep Kernel Fitting (ADKF), a general framework for learning deep kernels by interpolating between meta-learning and conventional learning. Our approach employs a bilevel optimization objective where we meta-learn feature representations that are generally useful across tasks, in the sense that task-specific Gaussian process models estimated on top of such features achieve the lowest possible predictive loss on average across tasks. We solve the resulting nested optimization problem using the implicit function theorem. We show that ADKF contains Deep Kernel Learning and Deep Kernel Transfer as special cases. Although ADKF is a completely general method, we argue that it is especially well-suited for drug discovery problems and demonstrate that it significantly outperforms previous state-of-the-art methods on a variety of real-world few-shot molecular property prediction tasks and out-of-domain molecular optimization tasks.

1 Introduction

A wide range of real-world applications, particularly problems in healthcare, require machine learning algorithms to make robust predictions with well-calibrated uncertainty given a small training set. Taking drug discovery as an example where the goal is to find novel molecules which optimally fulfill various metrics, Bayesian optimization (BO) is potentially useful for accelerating and automating this process, wherein data collection is guided by an acquisition function. BO is highly sensitive to the quality of the predictions and uncertainty estimates provided by the surrogate model used [9]. Although neural networks have been successfully applied to solving molecular property prediction problems [13], they are notoriously non-robust and overconfident, especially when trained on small datasets. With a small number of available measurements at the early stage of a drug discovery project, it is extremely difficult to fit a neural network with good predictive performance, let alone good predictive uncertainty.

Meta-learning improves the predictive performance of neural networks in the low-data regime by leveraging a large number of small datasets, so that knowledge can be transferred among related low-data tasks. FS-Mol [40] is a recently proposed dataset for benchmarking few-shot learning in drug discovery, which contains thousands of molecular property prediction tasks and defines a robust evaluation procedure. Surprisingly, many popular meta-learning and self-supervised pretraining methods cannot even beat Random Forest on these tasks. The best performing baseline method in FS-Mol, namely ProtoNet [38], employs a neural network to meta-learn data representations which are then fed into a nearest centroid classifier. Although ProtoNet ranks first among FS-Mol baseline methods, its nearest centroid classifier is unsatisfactory in many aspects: 1) it lacks flexibility and tends to underfit when a large number of labeled examples are available; 2) it does not have a clear extension to solving regression problems; and 3) it provides no predictive uncertainty. One way to address these limitations is to replace the nearest centroid classifier with a Gaussian process (GP)
A popular way to combine neural networks and GPs is deep kernel learning [15, 52], wherein a kernel is constructed by first embedding data into a low-dimensional feature representation space using a neural network, then applying a “base kernel” (e.g., a Matérn kernel) to these feature representations. However, there is not a consensus on how to train these models on small datasets. Although early results suggested that the parameters of both neural network and base kernel could be tuned by maximizing the GP marginal likelihood (the conventional way of training GPs in the single-task setting) [52], subsequent work has shown that this can often lead to overfitting and a collapse in the GP’s uncertainty estimates [29]. This problem is especially acute with small datasets. Other researchers have proposed that the parameters in both parts can be jointly trained in a meta-learning framework to avoid overfitting [31, 44]. These works do not report overfitting, but they assume that all datasets can be well-approximated using exactly the same hyperparameters for the base kernel on each dataset. This assumption is unlikely to hold in practice: for example, different tasks may have different amounts of observation noise. Ultimately, neither of these strategies is a totally satisfactory way of training deep kernel GPs to transfer knowledge among small datasets.

In this work, we propose Adaptive Deep Kernel Fitting (ADKF) as a novel framework to address the aforementioned limitations when fitting deep kernel GPs to small datasets. ADKF interpolates between the conventional learning approach of [52] and the meta-learning approach of [31], which is done by partitioning the parameters of a deep kernel into two disjoint sets, then training one set with meta-learning and the other with conventional learning. This allows us to meta-learn generally useful feature representations across tasks, such that task-specific GP models estimated on top achieve the lowest possible predictive error on average across tasks. Although this creates a challenging nested optimization problem, we show that it can be solved using the implicit function theorem. We also demonstrate that ADKF contains [52] and [31] as special cases. While ADKF is a completely general method, we expect it to be especially well-suited for drug discovery problems, as will be argued in Section 2.3. We evaluate ADKF on a variety of real-world few-shot molecular property prediction tasks and out-of-domain molecular optimization tasks, showing that it significantly outperforms previous state-of-the-art methods.

2 Background

2.1 Gaussian Processes

Gaussian processes are tools for specifying priors over functions which are “sufficiently smooth”. A $\mathcal{GP}(m_\theta(\cdot), c_\theta(\cdot, \cdot))$ is fully specified by a mean function $m_\theta(\cdot)$ and a symmetric positive-definite covariance function $c_\theta(\cdot, \cdot)$. It is easy to perform principled model selection and obtain robust probabilistic predictions with GPs. Specifically, with a zero mean function and a Gaussian likelihood with variance $\sigma^2$, the GP hyperparameters $\theta$ are chosen to maximize the log marginal likelihood on the training data $(X, y)$, which trades off data fit and model complexity:

$$\log p(y | X, \theta) = -\frac{1}{2} y^T (c_\theta(X, X) + \sigma^2 I_N)^{-1} y - \frac{1}{2} \log \det (c_\theta(X, X) + \sigma^2 I_N) - \frac{N}{2} \log(2\pi).$$

By Bayes’ rule, the posterior predictive distribution $p(y_* | X_*, X, y, \theta)$ on the test data $(X_*, y_*)$ is a multivariate Gaussian with mean and variance shown below:

$$E[y_* | X_*, X, y, \theta] = c_\theta(X_*, X) (c_\theta(X, X) + \sigma^2 I_N)^{-1} y,$$

$$\text{Var}[y_* | X_*, X, y, \theta] = c_\theta(X_*, X_*) + \sigma^2 I_N - c_\theta(X_*, X) (c_\theta(X, X) + \sigma^2 I_N)^{-1} c_\theta(X, X_*) .$$

2.2 Deep Kernel Learning

Deep kernel learning is a popular way to combine neural networks and GPs. A deep kernel is constructed by using the feature representations $z = f_\phi(x)$ and $z' = f_\phi(x')$ as the inputs to a

---

1 Following the convention [28, 30], we use zero mean functions for GP priors throughout the paper.

2 We slightly abuse the notation and denote all trainable GP hyperparameters by $\theta \in \Theta$, including but not limited to kernel parameters and likelihood parameters.
We propose to solve this bilevel optimization problem using gradient-based optimization techniques.

At its core, ADKF is a method for fitting a GP with a deep kernel function \( \psi \).

This formulates a meta-learning objective where we optimize the average predictive performance on a few-shot learning and meta-learning

Few-shot learning is a type of learning problem that requires learning algorithms to be able to adapt to unseen tasks quickly given a few labeled examples. This typically requires knowledge transfer among related low-data tasks, as single-task learning algorithms would easily overfit.

Specifically, we are given a set of training tasks \( D = \{ T_i \}_{i=1}^D \) and some unseen test tasks \( D_s = \{ T_s \} \).

The uniform distribution over the training tasks in \( D \) is denoted by \( p(T) \). Each task \( T = \{S_T, Q_T\} \) consists of a support set \( S_T = \{(x_n, y_n)\}_{n=1}^{N_{S_T}} \) and a query set \( Q_T = \{(x_m, y_m)\}_{m=1}^{N_{Q_T}} \). The input data \( x \) belongs to the input domain \( X \) (e.g., molecule space), and the target variable \( y \) is either a continuous variable (e.g., inhibitory concentration) or a discrete variable (e.g., binary compound activity).

We denote the collections of all input data points and all targets in the support set \( S_T \) and \( Q_T \), respectively. \( Q_T^D \) and \( Q_T^D \) are similarly defined for the query set \( Q_T \). In a typical few-shot learning setting, a large number \( T = |D| \) of training tasks are available, each of which has only a small number \( N_{S_T} \) of labeled examples in its support set \( S_T \). The goal is to meta-learn a model on the training tasks \( D \), such that it can be quickly adapted to any unseen test task \( T_s \), i.e., to perform well on the query set \( Q_{T_s} \) given a small support set \( S_{T_s} \) associated with \( T_s \) for test time adaptation.

3 Proposed Method: Adaptive Deep Kernel Fitting (ADKF)

This section describes the details of our proposed approach, Adaptive Deep Kernel Fitting (ADKF).

3.1 General Framework

ADKF is most easily understood by separately considering \( \psi_{\text{meta}} \) and \( \psi_{\text{adapt}} \). For a given task \( T \) and meta-learned parameters \( \psi_{\text{meta}} \), the task-specific parameters \( \psi_{\text{adapt}} \) are chosen to minimize the training loss \( L_T \) evaluated on the task’s support set \( S_T \), see (1) below. That is, \( \psi_{\text{adapt}} \) is adapted to the support set \( S_T \) of the task \( T \) under consideration during both meta-training and meta-testing. The resulting optimal value for \( \psi_{\text{adapt}} \) given \( \psi_{\text{meta}} \) and \( S_T \) is called the best response function, denoted by \( \psi^*_{\text{adapt}}(\psi_{\text{meta}}, S_T) \). Knowing that \( \psi_{\text{adapt}} \) will be adapted separately to each task \( T \), the remaining problem is to choose a value for \( \psi_{\text{meta}} \) during meta-training. We propose to do this by minimizing the average predictive validation loss \( L_V \) evaluated on the query set \( Q_T \) of a randomly sampled training task \( T \sim p(T) \) given the optimal task-specific parameters \( \psi^*_{\text{adapt}}(\psi_{\text{meta}}, S_T) \), see (2) below. That is, \( \psi_{\text{meta}} \) is chosen such that our GP achieves the lowest possible average predictive loss on the query set \( Q_T \) of a randomly sampled training task \( T \sim p(T) \) after \( \psi_{\text{adapt}} \) is adapted to the support set \( S_T \). These objectives can be viewed jointly as forming the following bilevel optimization problem:

\[
\psi^*_{\text{meta}} = \arg \min_{\psi_{\text{meta}}} \mathbb{E}_{p(T)}[L_V(\psi_{\text{meta}}, \psi^*_{\text{adapt}}(\psi_{\text{meta}}, S_T), T)], \quad (1)
\]

s.t. \( \psi^*_{\text{adapt}}(\psi_{\text{meta}}, S_T) = \arg \min_{\psi_{\text{adapt}}} L_T(\psi_{\text{meta}}, \psi_{\text{adapt}}, S_T). \quad (2)
\]

This formulates a meta-learning objective where we optimize the average predictive performance on the query sets (in Equation (1)) after processing the associated support sets (in Equation (2)).

We propose to solve this bilevel optimization problem using gradient-based optimization techniques. For the inner loop optimization problem (2), the gradient of \( L_T \) w.r.t. \( \psi_{\text{adapt}} \) can be easily obtained by auto-differentiation. Therefore, for a given task \( T \) and current meta-learned parameters \( \psi_{\text{meta}} \), we can obtain \( \psi^*_{\text{adapt}}(\psi_{\text{meta}}, S_T) \) using, e.g., the L-BFGS optimizer (23). However, for the outer loop optimization problem (1), it is less straightforward how to compute the gradient of \( L_V \) w.r.t. \( \psi_{\text{meta}} \). This is because \( \psi^*_{\text{adapt}}(\psi_{\text{meta}}, S_T) \) is a function of \( \psi_{\text{meta}} \) for a given task \( T \), making the expected
Theorem K

At meta-test time, we make predictions for each unseen test task where we need to compute the negative log posterior predictive likelihood evaluated on the query set marginal likelihood evaluated on the support set non-conjugate likelihoods (e.g., [50] for Bernoulli likelihood). We propose to use the negative log functions in section 3.1, the unspecified parts of the framework were the exact forms of the task-level loss predictive distribution with optimal parameters K p summarized in Algorithm 1. The expected gradient over d dim the Hessian matrix for L in Appendix A. The only potential problem with Equation (4) is the computation and inversion of \( \psi^* \) since \( \frac{\partial}{\partial \psi} L T(\psi_{\text{meta}}, \psi_{\text{adapt}}, S_T^*) \) is small, otherwise an approximation to the inverse Hessian (e.g., [24, 4]) can be used.

In Equation (3), the only potential problem with Equation (4) is the computation and inversion of the Hessian matrix for \( \frac{\partial}{\partial \psi} L T(\psi_{\text{meta}}, \psi_{\text{adapt}}, S_T^*) \) w.r.t. \( \psi_{\text{meta}} \). This computation can be done exactly if \( \psi_{\text{adapt}} \) is small, otherwise an approximation to the inverse Hessian (e.g., [24, 4]) can be used. Combining (3) and (4), we have a recipe for computing the gradient \( \frac{dL T}{d \psi_{\text{meta}}} \) for a single task, as summarized in Algorithm 1. The expected gradient over \( p(T) \) is approximated by averaging the gradients for a batch of \( K \) randomly sampled training tasks. The meta-learned parameters \( \psi_{\text{meta}} \) can then be updated with the averaged gradient using, e.g., the Adam optimizer [19]. This procedure is repeated until convergence. In practice, we evaluate the performance of our model on a small set of validation tasks during meta-training, and use early stopping [33] to avoid overfitting of \( \psi_{\text{meta}} \).

At meta-test time, we make predictions for each unseen test task \( T_* \) based on the GP posterior predictive distribution with optimal parameters \( \psi^*_{\text{meta}} \) and \( \psi^*_{\text{adapt}}(\psi^*_{\text{meta}}, S_T^*) \):

\[
p(Q_{T_*}^y | Q_{T_*}^x, S_T^*, \psi^*_{\text{meta}}, \psi^*_{\text{adapt}}(\psi^*_{\text{meta}}, S_T^*)) \quad (5)
\]

3.2 Specific Implementation

In section 3.1, the unspecified parts of the framework were the exact forms of the task-level loss functions \( L_T \) and \( L V \), and the partition of \( \Psi \). Here we give details for the case where a Gaussian likelihood with variance \( \sigma^2 \) is used, but this could be easily extended to approximate GPs with non-conjugate likelihoods (e.g., [50] for Bernoulli likelihood). We propose to use the negative log marginal likelihood evaluated on the support set \( S_T \) as the training loss \( L_T \), as is common practice:

\[
L_T(\psi_{\text{meta}}; \psi_{\text{adapt}}, S_T) = \frac{1}{2} (S_{\psi_{\text{adapt}}} - K_{\psi_{\text{adapt}}}, S_T) + \frac{1}{2} \log \det(K_{S_T}) + \frac{N_{S_T}}{2} \log(2\pi),
\]

where \( K_{S_T} = k_{\psi_{\text{meta}}; \psi_{\text{adapt}}}(S_T^*, S_T^*) + \sigma^2 I_{N_{S_T}} \). We choose the predictive validation loss \( L V \) to be the negative log posterior predictive likelihood evaluated on the query set \( Q_T \) given the support set
\[ S_T, \text{ also due to its common usage for making predictions with GPs:} \]

\[
\mathcal{L}_V(\psi_{\text{meta}}, \psi_{\text{adapt}}, \mathcal{T}) = -\log \mathcal{N}(Q_T^\psi; K_{Q_T}, \mathcal{S}_S, S_T^\psi, K_{Q_T}, -K_{Q_T} S_T K_S^T, K_{S_T} Q_T). \tag{7}
\]

where \( K_{Q_T} = k_{\psi_{\text{meta}}, \psi_{\text{adapt}}}(Q_T^\psi, Q_T^\psi) + \sigma^2 I_{N \times T} \) and \( K_{S_T} Q_T = K_{Q_T} S_T = k_{\psi_{\text{meta}}, \psi_{\text{adapt}}}(S_T^\psi, Q_T^\psi) \).

This has the advantage that the prediction procedure during meta-testing (in Equation (5)) exactly matches the meta-training procedure, thereby closely following the principle of learning to learn. As for the partition of \( \Psi \), it be can done in many ways in general. We propose to set \( \Psi_{\text{adapt}} = \Theta \) and \( \Psi_{\text{meta}} = \phi \), i.e., to meta-learn the feature extractor parameters \( \phi \) across tasks and to adapt the GP hyperparameters \( \theta \) for each individual task. The reasons for this are as follows: 1) it has a clear and intuitive interpretation: we are meta-learning a generally useful feature extractor \( f_{\phi} \) such that it is possible on average to fit a low-loss GP to the feature representations extracted by \( f_{\phi} \) for each individual task; 2) since \( \dim(\theta) < 10^2 \) for essentially all common GP kernels, the Hessian in Equation (4) can be computed and “inverted” exactly during meta-training using Algorithm 1; 3) optimizing \( \Psi_{\text{adapt}} \) in Equation (3) is computationally efficient, as it does not require backpropagating through the feature extractor \( f_{\phi} \); 4) we conjecture that adapting the GP hyperparameters is more appropriate given the expected differences between tasks: two related tasks are more likely to have different noise levels or variances than to require substantially different feature representations.

### 3.3 Applications

While ADKF could be applied to any type of few-shot learning problem with a meta-dataset, we expect it to be especially well-suited for drug property prediction problems for the following reasons: 1) a large collection of drug property prediction tasks are available for meta-training (which share underlying physical mechanisms); 2) such tasks contain support sets of size \( \sim 10^2 \), which is both large enough to adapt the GP hyperparameters without overfitting and small enough so that exact GP inference is tractable; 3) significant training of the feature extractor is required, as there are no pretrained generally useful feature extractors for molecules available; 4) domain expertise in drug discovery can be injected into the base kernel with hand-curved features and kernel combinations.

### 4 Related Work

**Learning with Deep Kernels.** ADKF is a unified framework containing Deep Kernel Learning (DKL) \[52\] and Deep Kernel Transfer (DKT) \[31\] as two special (extreme) cases. DKL is a single-task method without meta-learned parameters (i.e., \( \Psi_{\text{meta}} = \emptyset \) and \( \Psi_{\text{adapt}} = \Psi \)), where a separate deep kernel GP is learned for each task. DKT is a meta-learning method without task-specific parameters (i.e., \( \Psi_{\text{meta}} = \Psi \) and \( \Psi_{\text{adapt}} = \emptyset \)), where a common deep kernel GP is shared across tasks. Adaptive Deep Kernel Learning (ADKL) \[44\] is a meta-learning approach outside of our framework, wherein task-specific adaptation is amortized by a meta-learned task encoder: the input (i.e., data embedding) to the base kernel is conditioned on the embedding of the corresponding task’s support set.

**Meta-learning.** Meta-learning together with self-supervised pretraining has achieved great performance for few-shot learning problems in computer vision \[20, 45, 47, 16, 50, 43, 2\]. Some of the representative ideas for meta-learning are: MAML \[8\] meta-learns a common initialization of the model parameters as the starting point for task-specific parameter adaptation. ProtoNet \[33\] meta-learns a metric space for the nearest centroid classifier on top. CNP \[11\] constructs a conditional stochastic process, which is conditioned on the support sets via a meta-learned set encoder.

**Implicit Differentiation.** The IFT has been widely used in machine learning, such as solving minimax optimization problems \[48\], tuning hyperparameters \[1, 25, 32, 24, 4\], and meta-learning \[34, 22\]. One challenge of applying IFT is the computation of the inverse Hessian. While early work computed this explicitly \[21, 1\], recent work employed various approximation techniques such as Neumann approximation \[24, 4\], conjugate gradient \[32, 44, 3, 48\], and the identity matrix \[25\].

---

3There are a few reasons for this: the total number of available measurements derived from wet-lab experiments is not comparable to the size of ImageNet \[7\]; unlike natural images, drug molecules lack meaningful invariances and local/global structures, and are not a clear manifold of the whole molecule space.
This section aims to empirically demonstrate that the feature representations learned by ADKF are highly adaptive and generally useful. As argued in Section 3.3, our method is expected to be especially well-suited for problems in drug discovery. Because of this, we evaluate ADKF on the FS-Mol benchmark [40] (Section 5.1) and demonstrate that the feature representations learned by ADKF are transferable to out-of-domain molecular optimization tasks (Section 5.2).

We compare ADKF with four categories of learning algorithms: single-task methods, multi-task pretraining, self-supervised pretraining, and meta-learning methods. Representative methods are chosen within each category: Random Forest (RF), k-Nearest Neighbors (kNN), GP with Tanimoto kernel (GP-ST) [35], single-task GNN (GNN-ST) [13], multi-task GNN (GNN-MT) [6,13], Molecule Attention Transformer (MAT) [26], Prototypical Network with Mahalanobis distance (ProtoNet) [38], Model-Agnostic Meta-Learning (GNN-MAML) [8], Conditional Neural Process (CNP) [11], and Deep Kernel Transfer (DKT) [31]. The implementations of RF, kNN, GNN-ST, GNN-MT, MAT, ProtoNet, and GNN-MAML are taken from [40]. The feature extractor architecture \( f_{\phi} \) used for CNP, DKT, and ADKF is the same as that used for ProtoNet in [40] (with the size of the feature representation being tuned on FS-Mol validation tasks). We use Matérn52 without automatic relevance determination (ARD) [28] as the base kernel in DKT and ADKF, since the typical support set sizes in few-shot learning are too small to adjust a relatively large number of ARD lengthscales. For ADKF, the lengthscale is initialized using the median heuristic [12] with a log-normal prior centered at the initialization. Detailed configurations of these methods can be found in Appendix B.

### 5.1 Few-shot Molecular Property Prediction

**Benchmark.** We conduct our evaluation on the FS-Mol benchmark [40], which is a carefully constructed set of few-shot learning tasks for molecular property prediction. FS-Mol contains over 5,000 tasks with 233,786 unique compounds from ChEMBL27 [27], split into training (4,938 tasks), validation (40 tasks), and test (157 tasks) sets. Each task is associated with a protein target. The original benchmark only considers binary classification of active/inactive compounds, since regressing the actual numeric activity target (IC50 or EC50) is known to be extremely difficult due to, e.g., large measurement noise. We nevertheless include regression (for the log numeric activity target) in our evaluation, as it is a desired and more preferred task to do in real-world drug discovery projects. All multi-task and meta-learning methods are trained from scratch on FS-Mol training tasks. MAT is pretrained on 2 millions molecules sampled from the ZINC15 dataset [41]. Following [31], we treat binary classification as ±1 label regression in GP-ST, DKT, and ADKF. The classification results for RF, kNN, GNN-ST, GNN-MT, MAT, ProtoNet, and GNN-MAML are taken from [40].
To show that 1) the bilevel optimization objective for ADKF is essential in learning ADKF and DKT. The null hypothesis is that the median of their performance differences on all (i.e., ADKF significantly outperforms DKT) for the classification task at all considered support set sizes and for the regression task at support set sizes 64, 128, and 256 (at significance level $\alpha = 0.05$).

### Evaluation Procedure.
The task-level metrics for binary classification and regression are $\Delta\text{AUPRC}$ (change in area under the precision-recall curve) and $R^2_{\alpha}$ (out-of-sample coefficient of determination), respectively. Formulas for computing these metrics can be found in Appendix D. We follow exactly the same evaluation procedure as that in [40], where the averaged performance over ten different stratified support/query random splits of every test task is reported for each compared method. This evaluation process is performed for five different support set sizes 16, 32, 64, 128, and 256.

### Overall Performance.
Figure 1 shows the overall test performance of all compared methods. Note that RF is considered a strong baseline method, since it is widely used in real-world drug discovery projects and has comparable performance to multi-task and self-supervised pretraining methods. The results indicate that ADKF outperforms all the other compared methods at all considered support set sizes for the classification task. For the regression task, the performance gains of ADKF over the second best method, namely DKT, get larger as the support set size increases. In Table 1 we show that ADKF achieves the best mean rank for both classification and regression tasks at all considered support set sizes. The trends of these mean ranks are consistent to the trends of the results in Figure 1.

### Statistical Comparison.
We perform two-sided Wilcoxon signed-rank tests $[51]$ to compare the performance differences between ADKF and the next best method, namely, DKT. The null hypothesis is that the median of their performance differences on all FS-Mol test tasks is zero. Table 2 shows the $p$-values from this test, which indicates that the median of the performance differences is nonzero (i.e., ADKF significantly outperforms DKT) for the classification task at all considered support set sizes and for the regression task at support set sizes 64, 128, and 256 (at significance level $\alpha = 0.05$).

### Ablation Study.
To show that 1) the bilevel optimization objective for ADKF is essential in learning adaptive feature representations and 2) the performance gains of ADKF do not just come from tuning the GP hyperparameters $\theta$ at meta-test time, we consider two ablation models: DKT+ and ADKF−. The test performance of these models are shown in Figure 2. For ADKF−, we follow the ADKF training scheme but assume $\partial \theta^* / \partial \phi = 0$, i.e., the feature extractor parameters $\phi$ are updated using the direct gradient $\partial \mathcal{L}_V / \partial \phi$ rather than $\partial \mathcal{L}_V / \partial \phi$. The results show that ADKF− consistently underperforms ADKF, indicating that the total derivative for the bilevel optimization objective has non-negligible contributions to learning better feature representations. For DKT+, we take a model trained by DKT and adjust the GP hyperparameters $\theta$ for each task at meta-test time. The results show that DKT+ has similar or worse performance compared to DKT, indicating that tuning the GP hyperparameters $\theta$ at meta-test time is not sufficient for obtaining better test performance with DKT.

### Table 1: Mean ranks of all compared methods in terms of their performance on all FS-Mol test tasks.

| Method   | Support set size |
|----------|-----------------|
|          | 16   | 32   | 64   | 128  | 256  |
| GNN-ST   | 9.59 | 9.81 | 10.02| 10.16| 10.49|
| kNN      | 9.17 | 8.89 | 8.75 | 8.75 | 8.23 |
| MAT      | 8.81 | 8.89 | 8.73 | 8.43 | 8.49 |
| RF       | 6.88 | 6.74 | 6.21 | 5.68 | 4.42 |
| GNN-MT   | 6.36 | 6.27 | 6.28 | 6.00 | 6.21 |
| GP-ST    | 5.79 | 5.75 | 5.67 | 5.64 | 5.09 |
| GNN-MAML | 5.72 | 6.20 | 6.64 | 7.12 | 8.23 |
| CNP      | 4.49 | 5.20 | 5.71 | 6.25 | 7.02 |
| ProtoNet | 3.72 | 3.21 | 3.00 | 2.88 | 3.76 |
| DKT      | 3.22 | 3.04 | 2.91 | 2.91 | 2.67 |
| ADKF     | 2.25 | 2.00 | 2.07 | 2.18 | 1.38 |

### Table 2: $p$-values from the two-sided Wilcoxon signed-rank test for statistical comparisons between ADKF and DKT. The null hypothesis is that the median of their performance differences on all FS-Mol test tasks is zero. The significance level is set to $\alpha = 0.05$.

| FS-Mol learning task | Support set size |
|----------------------|-----------------|
|          | 16   | 32   | 64   | 128  | 256  |
| Classification (157 tasks) | $1.4 \times 10^{-12}$ | $8.1 \times 10^{-14}$ | $2.3 \times 10^{-12}$ | $1.0 \times 10^{-8}$ | $3.4 \times 10^{-14}$ |
| Regression (111 tasks) | $8.2 \times 10^{-2}$ | $9.6 \times 10^{-2}$ | $3.7 \times 10^{-5}$ | $7.1 \times 10^{-5}$ | $9.8 \times 10^{-7}$ |
We stress that this is not an important metric, as real-time adaptation is not required in this specific task. ADKF is like ADKF but assuming $\partial \theta / \partial \phi = 0$, i.e., updating $\phi$ with the direct gradient $\partial \mathcal{L}_V / \partial \phi$. DKT+ is like DKT but tuning the GP hyperparameters $\theta$ during meta-testing.

Sub-benchmark Performance. The test tasks in FS-Mol can be partitioned by Enzyme Commission (EC) number [49], which enables sub-benchmark evaluation within the entire benchmark. Ideally, the best method should be able to perform well across all sub-benchmarks. Table 4 shows the test performance of selected methods on all sub-benchmarks at support set size 64 (the median of all consider support sizes) for both the classification and regression tasks. The results indicate that, in addition to achieving best overall performance, ADKF has the best performance on all sub-benchmarks for the regression task and more than half sub-benchmarks for the classification task.

Meta-testing Cost. Figure 3 shows meta-testing costs of all compared meta-learning methods. ADKF is $\sim 2.5x$ slower than CNP, ProtoNet, and DKT, but still much faster than GNN-MAML. We stress that this is not an important metric, as real-time adaptation is not required in this specific application.

Table 3: Mean performance with standard errors (broken down by EC category) of selected methods on all FS-Mol test tasks at support set size 64.

(a) Classification ($\Delta$AUPRC).

| FS-Mol sub-benchmark (EC category) | Method | RF | GP-ST | ProtoNet | DKT | ADKF |
|-----------------------------------|--------|----|-------|----------|-----|------|
| Class Description #tasks          |        |    |       |          |     |      |
| 1 oxidoreductases 7               |        |    |       |          |     |      |
| 2 kinase 125                     | 0.156 ± 0.044 | 0.152 ± 0.040 | 0.137 ± 0.037 | 0.145 ± 0.040 | 0.160 ± 0.045 |
| 3 hydrolases 20                   |        |    |       |          |     |      |
| 4 lyases 2                       | 0.276 ± 0.182 | 0.284 ± 0.189 | 0.265 ± 0.211 | 0.272 ± 0.206 | 0.279 ± 0.201 |
| 5 isomerases 1                    | 0.166 ± 0.040 |        | 0.212 ± 0.052 | 0.172 ± 0.044 | 0.204 ± 0.058 | 0.198 ± 0.046 |
| 6 ligases 1                      | 0.149 ± 0.035 | 0.199 ± 0.028 | 0.170 ± 0.028 | 0.229 ± 0.013 | 0.231 ± 0.022 |
| 7 translocases 1                  | 0.128 ± 0.039 | 0.109 ± 0.049 | 0.099 ± 0.028 | 0.122 ± 0.022 | 0.169 ± 0.033 |
| all enzymes 157                   | 0.163 ± 0.009 | 0.171 ± 0.009 | 0.271 ± 0.009 | 0.271 ± 0.010 | 0.285 ± 0.010 |

(b) Regression ($R^2_{os}$).

| FS-Mol sub-benchmark (EC category) | Method | RF | GP-ST | CNP | DKT | ADKF |
|-----------------------------------|--------|----|-------|-----|-----|------|
| Class Description #tasks          |        |    |       |     |     |      |
| 1 oxidoreductases 6                | 0.108 ± 0.087 | 0.103 ± 0.076 | -0.012 ± 0.011 | 0.098 ± 0.078 | 0.116 ± 0.079 |
| 2 kinase 82                       | 0.160 ± 0.019 | 0.162 ± 0.022 | 0.127 ± 0.017 | 0.343 ± 0.022 | 0.363 ± 0.024 |
| 3 hydrolases 19                    | 0.256 ± 0.058 | 0.267 ± 0.061 | 0.014 ± 0.015 | 0.295 ± 0.063 | 0.310 ± 0.062 |
| 4 lyases 2                        | 0.418 ± 0.405 | 0.417 ± 0.416 | 0.100 ± 0.068 | 0.440 ± 0.418 | 0.442 ± 0.403 |
| 5 isomerases 1                     | 0.125 ± 0.077 | 0.086 ± 0.082 | -0.012 ± 0.010 | 0.209 ± 0.113 | 0.226 ± 0.063 |
| 6 ligases 1                       | 0.182 ± 0.040 | 0.202 ± 0.079 | 0.002 ± 0.004 | 0.277 ± 0.055 | 0.279 ± 0.043 |
| all enzymes 111                   | 0.178 ± 0.019 | 0.181 ± 0.021 | 0.097 ± 0.014 | 0.321 ± 0.021 | 0.340 ± 0.022 |
5.2 Out-of-domain Molecular Optimization

We further show that the feature representation learned by ADKF is useful not only for in-domain molecular property prediction tasks but also for out-of-domain molecular optimization tasks. For this, we perform experiments involving finding molecules with best desired properties within given datasets using Bayesian optimization (BO) with GPs and the expected improvement acquisition function \cite{final} with query-batch size 1. We use the Tanimoto kernel for fingerprint (with radius 2 and 2,048 bits based on count simulation) and Matérn52 kernel without ARD for all the other compared feature representations. All compared feature representations are extracted from the models trained on the FS-Mol dataset from scratch in Section 5.1 except for the pretrained MAT representation and fingerprint. We compare them on the following four representative molecular design tasks.

a) Molecular Docking: We create a dataset of 2,312 molecules sampled from the DockString \cite{reference} training set. The goal is to find molecules with best ESR2 binding scores within the dataset. The binding scores are calculated based on molecular docking using AutoDock Vina \cite{reference}.  

b) Antibiotic Discovery: We take a real-world dataset provided in \cite{reference} for developing antibiotics against E. coli BW25113, which contains 2,335 molecules. The goal is to find best molecules for growth inhibition against E. coli BW25113 within the dataset.  

c) Antiviral Drug Design: We take a real-world dataset provided in an open-source project, COVID Moonshot \cite{reference}, for developing unpatented oral antiviral drug to treat SARS-CoV-2 (the virus causing COVID-19). The dataset contains 1,926 molecules with available IC50 Fluorescence measurement. The goal is to find molecules with top IC50 Fluorescence within the dataset. Since IC50 values span orders of magnitude, we instead maximize pIC50 for the ease of modelling.  

d) Material Design: We create a dataset of 2,012 molecules sampled from the dataset provided in the Harvard Clean Energy Project \cite{reference}. The goal is to find organic molecules with top power conversion efficiency within the dataset. The photovoltaic efficiency is calculated based on expensive DFT simulations.

We repeat each experiment 20 times, each time starting from 16 randomly sampled molecules from the worst ∼ 700 molecules within the dataset. Results of these experiments are shown in Figure 4. It can be seen that the ADKF representation enables fastest discovery of top performing molecules for the molecular docking, antibiotic discovery, and material design tasks. For the antiviral drug discovery task, although the ADKF representation underperforms the MAT and GNN-MT representations, it still achieves competitive performance compared to other baselines.

6 Conclusion and Future Work

Conclusion. We have proposed Adaptive Deep Kernel Fitting (ADKF), a novel framework for deep kernel fitting that interpolates between meta-learning and conventional learning. ADKF meta-learns a feature extractor across tasks such that the task-specific GP models estimated on top of the extracted feature representations can achieve low prediction error on average across tasks. ADKF is implemented by solving a bilevel optimization objective via implicit differentiation. We have showed that ADKF learns generally useful feature representations, achieving state-of-the-art performance on real-world few-shot molecular prediction tasks and on out-of-domain molecular optimization tasks.
Future Work. Some directions for future work are as follows: 1) using ARD in the base kernel so that feature selection for each individual task can be done by the GP model, with potential overfitting problems being reduced by assuming a sparse prior over lengthscales or by learning a low-dimensional manifold for them; 2) adapting the feature extractor to each task as well by allowing small deviations across tasks according to a meta-learned prior on the feature extractor parameters (e.g., as described in [3]); 3) adopting a more principled approximate inference strategy for few-shot GP classification (e.g., using Pólya-Gamma data augmentation [39] or Laplace approximation [18]).
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A Cauchy’s Implicit Function Theorem

We state Cauchy’s Implicit Function Theorem (IFT) in the context of ADKF in Theorem 1.

Theorem 1 (Implicit Function Theorem (IFT)) Let $T'$ be any given task. Suppose for some $\psi'_{\text{meta}}$ and $\psi'_{\text{adapt}}$ that

\[
\frac{\partial L_T(\psi_{\text{meta}}, \psi_{\text{adapt}}, S_{T'})}{\partial \psi_{\text{adapt}}} |_{\psi_{\text{meta}}, \psi_{\text{adapt}}'} = 0. \tag{1}
\]

Suppose that $\frac{\partial L_T(\psi_{\text{meta}}, \psi_{\text{adapt}}, T')}{\partial \psi_{\text{adapt}}} : \Psi_{\text{meta}} \times \Psi_{\text{adapt}} \to \Psi_{\text{adapt}}$ is a continuously differentiable function w.r.t. $\psi_{\text{meta}}$ and $\psi_{\text{adapt}}$, and the Hessian of $\psi'_{\text{meta}}$ and $\psi'_{\text{adapt}}$ is invertible. Then, there exists an open set $U \in \Psi_{\text{meta}}$ containing $\psi'_{\text{meta}}$ and a function $\psi^*_{\text{adapt}}(\psi_{\text{meta}}, T') : \Psi_{\text{meta}} \to \Psi_{\text{adapt}}$ such that $\psi'_{\text{adapt}} = \psi^*_{\text{adapt}}(\psi_{\text{meta}}, T')$ and

\[
\frac{\partial L_T(\psi'_{\text{meta}}, \psi^*_{\text{adapt}}, T')}{\partial \psi_{\text{adapt}}} |_{\psi'_{\text{meta}}, \psi^*_{\text{adapt}}} = 0, \quad \forall \psi'_{\text{meta}} \in U. \tag{2}
\]

Moreover, the rate at which $\psi^*_{\text{adapt}}(\psi_{\text{meta}}, T')$ is changing w.r.t. $\psi_{\text{meta}}$ for any $\psi''_{\text{meta}} \in U$ is given by

\[
\frac{\partial \psi^*_{\text{adapt}}(\psi_{\text{meta}}, T')}{\partial \psi_{\text{meta}}} |_{\psi'_{\text{meta}}} = \left(-\left(\frac{\partial^2 L_T(\psi_{\text{meta}}, \psi_{\text{adapt}}, S_{T'})}{\partial \psi_{\text{adapt}} \partial \psi_{\text{adapt}}'} |_{\psi'_{\text{meta}}, \psi'_{\text{adapt}}}^{-1} \frac{\partial^2 L_T(\psi_{\text{meta}}, \psi_{\text{adapt}}, S_{T'})}{\partial \psi_{\text{adapt}} \partial \psi_{\text{meta}}'} |_{\psi'_{\text{meta}}, \psi'_{\text{adapt}}} \right)_{\psi''_{\text{meta}}, \psi^*_{\text{adapt}}(\psi_{\text{meta}}, T')} \right).
\]

B Detailed Configurations of All Compared Methods

**Single-task Methods.** Single-task methods (RF, kNN, GP-ST, and GNN-ST) are trained on the support set of each test task, without leveraging the knowledge contained in the training tasks. The implementations of RF, kNN, and GNN-ST are taken from [40]. RF, kNN, and GP-ST operate on top of manually curated features obtained using RDKit. RF and kNN use extended connectivity fingerprint [37] (count-based fingerprint with radius 2 and size 2,048) and phys-chem descriptors (with size 42). GP-ST uses fingerprint (with radius 2 and 2,048 bits based on count simulation). Hyperparameter search configurations for these methods are based on the extensive industrial experience from the authors of [40]. GNN-ST uses a 8-layer GNN with a hidden dimension of 128 and a gated readout function [13], considering $\sim 30$ hyperparameter search configurations.

**Multi-task Pretraining.** The implementation of GNN-MT is taken from [40]. GNN-MT shares a 10-layer GNN with a hidden dimension of 128 using principal neighborhood message aggregation [6] across tasks, and uses a task-specific gated readout function [13] and an MLP with one hidden layer on top for each individual task. The model is trained on the support sets of all training tasks with early stopping based on the validation performance on the validation tasks. The task-specific components of the model are fine-tuned for each test task.

**Self-supervised Pretraining.** The implementation of MAT is taken from [40]. We use the official pretrained model parameters [20], which is pretrained on 2 millions molecules sampled from the ZINC15 dataset [41]. We fine-tuned it for each test task with hyperparameter search and early stopping based on 20% of the support set associated with the task.

**Meta-learning Methods.** Meta-learning methods (ProtoNet, GNN-MAML, CNP, DKT, and ADKF) are designed for few-shot learning problems, which enables quick adaptation on unseen test tasks given a few labeled examples. The implementations of ProtoNet and GNN-MAML are taken from [40]. The GNN feature extractor used for GNN-MAML is the same as that used for GNN-ST. ProtoNet, CNP, DKT, and ADKF operates on top of a combination of extended connectivity fingerprint [37] (count-based fingerprint with radius 2 and size 2,048) and features extracted by a GNN. The feature extractor architecture used for CNP, DKT, and ADKF is the same as that used for ProtoNet in [40], with the size of the final feature representation being tuned on the validation tasks.

C Further Experimental Results

Figures 5 and 6 show the box plots for the classification and regression performances of all compared methods on all FS-Mol test tasks, respectively.
D Task-level Evaluation Metrics

**Binary Classification.** Following [40], the task-level metric used for the binary classification task in FS-Mol is the relative area under the precision-recall curve ($\Delta \text{AUPRC}$), which is sensitive to the balance of the two classes in the query sets and allows for a comparison to the performance of a random classifier:

$$
\Delta \text{AUPRC}(\text{target classifier } g, T) = \text{AUPRC}(\text{target classifier } g, Q_T) - \text{AUPRC}(\text{random classifier}, Q_T)
$$

$$
= \text{AUPRC}(\text{target classifier } g, Q_T) - \frac{\#\text{positive data points in } Q_T}{N_{Q_T}}.
$$

**Regression.** We propose to use the out-of-sample coefficient of determination ($R^2_{os}$) as the task-level metric for the regression task in FS-Mol, which takes into account forecast errors:

$$
R^2_{os}(\text{target regressor } g, T) = 1 - \frac{\sum_{(x_m, y_m) \in Q_T} (y_m - g(x_m))^2}{\sum_{y_m \in Q_T} (y_m - \bar{y}_S)^2},
$$

where $\bar{y}_S = \frac{1}{N_S} \sum_{y_n \in S_T} y_n$ is the mean target value in the support set $S_T$. This is different from the regular coefficient of determination ($R^2$), wherein the total sum of squares in the denominator are computed using the mean target value $\bar{y}_{Q_T} = \frac{1}{N_{Q_T}} \sum_{y_m \in Q_T} y_m$ in the query set $Q_T$. 


Figure 5: Box plots for the classification performance of all compared methods on 157 FS-Mol test tasks at different support set sizes.
Figure 6: Box plots for the regression performance of all compared methods on 111 FS-Mol test tasks at different support set sizes.