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Abstract

We study fair allocation of indivisible goods and chores among agents with lexicographic preferences—a subclass of additive valuations. In sharp contrast to the goods-only setting, we show that an allocation satisfying envy-freeness up to any item (EFX) could fail to exist for a mixture of objective goods and chores. To our knowledge, this negative result provides the first counterexample for EFX over (any subdomain of) additive valuations. To complement this non-existence result, we identify a class of instances with (possibly subjective) mixed items where an EFX and Pareto optimal allocation always exists and can be efficiently computed. When the fairness requirement is relaxed to maximin share (MMS), we show positive existence and computation for any mixed instance. More broadly, our work examines the existence and computation of fair and efficient allocations both for mixed items as well as chores-only instances, and highlights the additional difficulty of these problems vis-à-vis their goods-only counterparts.

1 Introduction

Fair division of indivisible items encompasses a wide array of real-world applications ranging from inheritance division [Brams and Taylor 1996], allocation of public housing units [Benabbou et al.]{...}
and course allocation [Budish 2011], to distributing medical equipment and human resources [Pathak et al. 2021; Babus et al. 2020; Aziz and Brandl 2021]. These applications often require dealing with resources that can simultaneously be seen as goods by some agents—generating positive utility—and chores by others—generating negative utility. For example, medical supplies such as vaccines or ventilators [Pathak et al. 2021] may result in negative utilities for some regions due to storage or maintenance costs, while being generally seen as positively valued resources by others.

A standard solution concept in the study of fairness is envy-freeness [Gamow and Stern 1958; Foley 1967], which requires that no agent prefers another agent’s allocation to its own. With indivisible (or discrete) resources, envy-freeness cannot always be guaranteed, motivating the study of its relaxations. A well-studied, and arguably most desirable, relaxation is envy-freeness up to any item (EFX), which states that any pairwise envy can be eliminated by removing any item considered as a good from the envied agent’s bundle and any item seen as a chore from the envious agent’s bundle [Caragiannis et al. 2019; Aziz et al. 2019].

For goods-only problems with additive valuations, the existence and computation of an EFX allocation—except for a few special cases [Plaut and Roughgarden 2020; Mahara 2021; Chaudhury et al. 2020]—remains open. Moreover, EFX is known to be incompatible with well-studied notions of economic efficiency such as Pareto optimality (PO). For chores-only problems or those involving a mixture of goods and chores, little is known about the existence and computation of EFX. Complicating matters further, many of the axiomatic and algorithmic techniques from the goods-only setting do not carry over to mixed items [Bogomolnaia et al. 2017; Aziz et al. 2019].

One plausible approach for tackling such challenging problems is domain restriction. This approach has been widely adopted in the computational social choice literature [Elkind et al. 2016; Fujita et al. 2018; Hosseini and Larson 2019] to investigate structural and computational boundaries of collective decision-making. In this vein, we focus on lexicographic preferences as a subdomain of additive preferences to study existential and computational questions regarding EFX allocations. Lexicographic preferences provide a succinct language for representing complex preferences [Saban and Sethuraman 2014; Lang et al. 2018], and have been widely-studied in psychology [Gigerenzer and Goldstein 1996], machine learning [Schmitt and Martignon 2006], and social choice theory [Taylor 1970].

Restricting preferences to the lexicographic domain has already proven fruitful for goods-only instances. Indeed, Hosseini et al. [2021] have studied the goods problem and showed that under lexicographic preferences, an EFX and PO allocation always exists, can be computed efficiently, and can be further characterized alongside strategyproofness and other desirable properties. Despite these positive results, the chores-only and the mixed-item problems have largely remained
unexplored due to several additional challenges that we describe next.

**Mixed Items:** The allocation of mixed items differs drastically from its goods-only counterpart. First, for indivisible goods, several well-studied variations of picking sequences [Bouveret and Lang 2011; Aziz et al. 2015; Hosseini and Larson 2019; Beynier et al. 2019] satisfy EFX under lexicographic preferences [Hosseini et al. 2021]. However, for mixed items, these variants may violate EFX even for two agents with lexicographic preferences, as we illustrate in Example 1. Second, for goods-only instances, a picking sequence implies Pareto optimality under lexicographic preferences [Hosseini et al. 2021]. In contrast, when dealing with mixed items, sequencibility does not imply Pareto optimality, which leads to additional challenges in designing algorithms for mixed items.

**Example 1.** Suppose there are two agents 1, 2 and four items $o_1, \ldots, o_4$. Each agent’s importance ordering $\triangleright$ over the individual items is as shown below:

1: $o_2^+ \triangleright o_3^+ \triangleright o_3^- \triangleright o_4^+$  
2: $o_2^- \triangleright o_1^- \triangleright o_3^- \triangleright o_4^-$

The superscripts $+$ or $-$ denote whether the agent considers the item to be a good or a chore, respectively. Thus, the item $o_4$ is a good for agent 1 but a chore for agent 2, while $o_2$ and $o_3$ are “common goods” and $o_1$ is a “common chore”. Thus, the instance contains subjective mixed items because $o_4$ is a good for agent 1 but a chore for agent 2.

An agent’s preference over bundles of items is given by the lexicographic extension of its importance ordering $\triangleright$ as follows: Agent 1 prefers any bundle that does not contain the chore $o_1$ (including the empty bundle) to any bundle that does, subject to which it prefers any bundle containing the good $o_2$ to any bundle that does not, and so on. Similarly, agent 2 prefers any bundle containing the good $o_2$ to any other bundle that does not, subject to which any bundle without the chore $o_1$ is preferred over any bundle with it, and so on.

Consider a picking sequence 1221 wherein agent 1 picks its favorite item first, followed by back-to-back turns for agent 2 to pick its favorite remaining item, before agent 1 picks the leftover item. The allocation induced by this sequence is underlined: First, agent 1 picks $o_2$ (its favorite good), followed by agent 2 picking $o_3$ (its favorite remaining good) and then $o_4$ (the chore it dislikes less between $o_1$ and $o_4$), and finally agent 1 is left to pick its most-disliked chore $o_1$.

It is easy to verify that this allocation is neither EFX nor Pareto optimal. Indeed, agent 2 continues to envy agent 1 even after the perceived chore $o_4$ is removed from its own bundle. Moreover, the above allocation is Pareto dominated by an allocation that gives all items to agent 2. □
Contributions. We undertake a systematic examination of the existential and computational boundaries of fair division under lexicographic preferences. The key conceptual takeaway from our work is that the mixed items problem can be significantly more challenging—both structurally and computationally—than its goods-only counterpart. Below we list some important points of distinction between these models that emerge from our study (also see Table 1).

• Envy-freeness: We show that determining the existence of an envy-free allocation is NP-complete even for lexicographic chores-only instances (Theorem 1). By contrast, the goods-only problem is known to admit a polynomial-time algorithm [Hosseini et al. 2021]. Since lexicographic preferences are a subclass of additive valuations, our result extends to the latter domain and strengthens the known hardness results for this problem.

• EFX: Our main result is that an EFX allocation can fail to exist even for instances with objective mixed items (i.e., where each item is either a good for all agents or a chore for all agents) under lexicographic preferences (Theorem 2). This result provides the first counterexample for EFX over (any subdomain of) additive valuations (Corollary 1), and complements the ongoing research effort in understanding the existence of such solutions. By contrast, an EFX allocation always exists for goods [Hosseini et al. 2021], and we show a similar positive result for the chores-only problem (Proposition 7 in the appendix).

• EFX and PO: Given the failure of existence of EFX (and thus EFX+PO) allocations even for objective mixed items, we identify a natural domain restriction where EFX+PO allocations are guaranteed to exist even with subjective mixed items and are efficiently computable (Theorem 3). Notably, our algorithm returns PO solutions despite the failure of the equivalence between PO and sequencibility for mixed items as we observed in Example 1.
• **MMS:** When EFX is further weakened to *maximin share* (MMS), we show universal existence and efficient computation for *any* mixed instance (Theorem 4).

In addition, we consider other notions of fairness and efficiency (such as EF1 and rank-maximality) and paint a comprehensive picture of the existential and computational landscape of fair division under lexicographic preferences.

## 2 Related Work

For the goods-only setting with additive valuations, an EF1 allocation can be computed through the round-robin algorithm [Caragiannis *et al.* 2019] or the envy-cycle elimination algorithm [Lipton *et al.* 2004]. More importantly, EF1 is compatible with PO [Caragiannis *et al.* 2019] and can be computed in pseudo-polynomial time [Barman *et al.* 2018]. For the stronger property of EFX, its existence under additive valuations has been an open question. Unfortunately, EFX is known to also be incompatible with PO when valuations are non-negative [Plaut and Roughgarden 2020]. These negative results no longer hold when the preference domain is restricted to lexicographic preferences. In this domain, not only does an EFX and PO allocation always exist, but one can also be computed efficiently. Furthermore, there is a family of algorithms that can guarantee EFX and PO alongside strategyproofness and other desirable properties [Hosseini *et al.* 2021]. By contrast, under additive valuations, achieving strategyproofness together with EF1 is known to be impossible even for two agents [Amanatidis *et al.* 2017].

Guaranteeing fairness and efficiency becomes more challenging than its goods-only counterpart when some of the items are chores. For mixed items, Aziz *et al.* [2019] showed that with additive valuations, an EF1 allocation can still be computed efficiently by the double round-robin algorithm. The (non-)existence of EFX allocations with additive valuations, on the other hand, has been an open question, which we answer in this paper. However, PO seems harder to guarantee together with EF1, and it is not known whether such allocations exist for three or more agents. A notable exception is the chores-only problem with bivalued additive valuations, where an EF1 and PO allocation can be computed in polynomial time [Ebadian *et al.* 2022; Garg *et al.* 2022].

With additive valuations, an MMS allocation could fail to exist for both the goods-only setting [Kurokawa *et al.* 2018] and the chores-only setting [Aziz *et al.* 2017]. This has given rise to several cardinal [Garg and Taki 2020; Ghodsi *et al.* 2018; Aziz *et al.* 2017] and ordinal [Hosseini and Searns 2021; Babaioff *et al.* 2019] approximation techniques. For goods-only and chores-only problems with additive valuations, MMS allocations are only known to always exist for restricted domains such as personalized bivalued valuations, and allocations that are MMS and PO can be computed in polynomial time under the restrictions of factored bivalued valuations and...
weakly lexicographic valuations (allowing for ties between items) [Ebadian et al. 2022]. However, these results do not imply existence for setting with mixed items, and the constant approximations of MMS may also not always exist [Kulkarni et al. 2021]. These negative results motivate the study of existence and computation of MMS (and its combination with efficiency notions) under restricted domains such as lexicographic preferences.

The term “mixed” has also been used to refer to mixture of indivisible and divisible resources in the literature [Bei et al. 2021; Bhaskar et al. 2021], but in this paper we only consider mixture of indivisible items (goods and chores).

3 Preliminaries

Model. For any \( k \in \mathbb{N} \), we define \([k] := \{1, \ldots, k\}\). An instance of the allocation problem with mixed items is a tuple \( \langle N, M, G, C, \triangleright \rangle \) where \( N := [n] \) is a set of \( n \) agents and \( M \) is a set of \( m \) items \( \{o_1, \ldots, o_m\} \). Here, \( G := (G_1, \ldots, G_n) \) and \( C := (C_1, \ldots, C_n) \) are collections of subsets of \( M \), where, for each \( i \in [n] \), \( G_i \subseteq M \) is the set of goods and \( C_i = M \setminus G_i \) is the set of chores for agent \( i \), respectively. Additionally, \( \triangleright := (\triangleright_1, \ldots, \triangleright_n) \) is a preference profile that specifies for each agent \( i \in N \) an importance ordering \( \triangleright_i \in \mathcal{L} \) over the individual items in \( M \) in the form of a linear order; here \( \mathcal{L} \) is the set of all (strict and complete) linear orders over \( M \) (all goods and chores). For example, we write \( o_1^+ \triangleright_i o_2^- \triangleright_i o_3^+ \) to indicate that agent \( i \) considers items \( o_1 \) and \( o_3 \) as goods and the item \( o_2 \) a chore, and ranks \( o_1 \) above \( o_2 \) and \( o_2 \) above \( o_3 \).\(^1\)

We use \( \triangleright_i(k) \) to denote the \( k \)-th ranked item in the importance ordering of agent \( i \), and \( \triangleright_i(k, S) \) to specify the \( k \)-th ranked item for agent \( i \) among items in set \( S \). Thus, in the above example, \( \triangleright_i(1) = o_1 \) and \( \triangleright_i(1, \{o_2, o_3\}) = o_2 \).

In an instance with objective mixed items, each item is either a good for all agents or a chore for all agents, i.e., for any pair of agents \( i, j \in N \), \( G_i = G_j \) and \( C_i = C_j \). In a goods-only (respectively, chores-only) instance, every item is a good (respectively, a chore) for all agents, i.e., for every agent \( i \in N \), \( G_i = M \) (respectively, \( C_i = M \)).

Bundles. A bundle is any subset \( X \subseteq M \) of the items. Given any bundle \( X \subseteq M \), we will write \( X^i_+ := X \cap G_i \) and \( X^i_- := X \cap C_i \) to denote the sets of goods and chores in \( X \), respectively, according to agent \( i \).

Allocations. An allocation \( A = (A_1, \ldots, A_n) \) is an \( n \)-partition of \( M \), where \( A_i \subseteq M \) is the bundle assigned to agent \( i \). We will write \( \Pi(M) \) to denote the set of all \( n \)-partitions of \( M \). We

\(^1\)Not to be interpreted as “agent \( i \) prefers chore \( o_2 \) over good \( o_3 \)”; see the paragraph on ‘Lexicographic Preferences’ for that.
say that an allocation $A$ is partial if $\bigcup_{i \in N} A_i \subset M$, and complete if $\bigcup_{i \in N} A_i = M$. Unless stated explicitly otherwise, an ‘allocation’ will refer to a complete allocation.

**Lexicographic Preferences.** We will assume that agents’ preferences over bundles are given by the lexicographic extension of their importance orderings $\succ := (\succ_1, \ldots, \succ_n)$, which are over the individual items, taking into account whether an item is considered a good or a chore. Informally, this means that an agent with importance ordering $o_i^+ \succ o_2^+ \succ o_3^+$ prefers any bundle that contains the good $o_1$ over any bundle that does not, subject to that, it prefers a bundle that does not contain the chore $o_2$ over any other bundle that contains $o_2$, and so on. The importance ordering $o_i^+ \succ o_2^+ \succ o_3^+$ over individual items induces the ranking $\succ_i$ over the bundles given by $
abla_i := \{o_i^+, o_2^+, o_3^+\} \succ \{o_i^+, o_2^-, o_3^+\} \succ \{o_1^+, o_2^+\} \succ \{o_3^+\} \succ \emptyset \succ \{o_2^-, o_3^+\} \succ \{o_3^-\}$, where $\emptyset$ denotes the empty bundle.

Formally, given any pair of bundles $X,Y \subseteq M$, we say that agent $i \in N$ prefers bundle $X$ to $Y$, denoted as $X \succ_i Y$, if and only if either (i) there exists a good $g \in G_i \cap (X \setminus Y)$ such that $\{o^+ \in Y \cap G_i : o^+ \succ_i g\} \subset X$, or (ii) there exists a chore $c \in C_i \cap (Y \setminus X)$ such that $\{o^- \in X \cap C_i : o^- \succ_i c\} \subset Y$. For any agent $i \in N$, and any pair of bundles $X,Y \subseteq M$, we will write $X \succeq_i Y$ if either $X \succ_i Y$ or $X = Y$.

**Envy-Freeness.** An allocation $A$ is (a) envy-free (EF) if for every pair of agents $i,h \in N$, $A_i \succeq_i A_h$, (b) envy-free up to one item (E1) if for every pair of agents $i,h \in N$ such that $A_i^+ \cup A_h^- \neq \emptyset$, there exists an item $o \in A_i^+ \cup A_h^-$ such that either $A_i \succeq_i A_h \setminus \{o\}$ or $A_i \setminus \{o\} \succeq_i A_h$, and (c) envy-free up to any item (EFX) if for every pair of agents $i,h \in N$ such that $A_i^+ \cup A_h^- \neq \emptyset$ and for every item $o \in A_i^+ \cup A_h^-$, it must be that (i) if $o \in A_h^+$, $A_i \succeq_i A_h \setminus \{o\}$ and (ii) if $o \in A_i^-$, $A_i \setminus \{o\} \succeq_i A_h$. In Appendix F.1, we define two relaxations of EFX, namely EFX-c and EFX-g.

**Maximin Share.** An agent’s maximin share is its most preferred bundle that it can guarantee itself as a divider in an $n$-person cut-and-choose procedure against adversarial opponents [Budish 2011]. Formally, the maximin share of agent $i$ is given by $\text{MMS}_i := \max_{P \in \Pi(M)} \min_i \{P_1, \ldots, P_n\}$, where $\min \{\} \text{ and } \max \{\}$ denote the least-preferred and most-preferred bundles with respect to $\succ_i$. An allocation $A$ satisfies maximin share (MMS) if each agent receives a bundle that it weakly prefers to its maximin share, i.e., for every $i \in N$, $A_i \succeq_i \text{MMS}_i$.

**Pareto Optimality.** Given a preference profile $\succ$, an allocation $A$ is said to be Pareto optimal (PO) if there is no other allocation $B$ such that $B_i \succeq_i A_i$ for every agent $i \in N$ and $B_h \succ_h A_h$ for some agent $h \in N$. To avoid vacuous solutions such as leaving all chores unassigned, we will always require a Pareto optimal allocation to be complete.
A picking sequence of length $k$ is an ordered tuple $\tau = \langle s_1, s_2, \ldots, s_k \rangle$ where, for each $i \in [k]$, $s_i \in N$ denotes the agent who picks its favorite available item, that is, its top-ranked remaining good, if one exists, or otherwise its bottom-ranked remaining chore as per its importance ordering $\succ_i$. A sequencible allocation is one that can be simulated via a picking sequence. It is known that for goods-only instances, an allocation is sequencible if and only if it is PO [Beynier et al. 2019]. We observe that the equivalence also holds for chores-only problems.

**Proposition 1 (PO $\Leftrightarrow$ sequencible for chores).** An allocation of chores is PO if and only if it is sequencible.

However, when dealing with mixed items, sequencibility is no longer a sufficient condition for guaranteeing PO.

**Proposition 2 (PO and sequencibility for mixed items).** For mixed items, Pareto optimality implies sequencibility, but the converse is not true even for objective mixed items.

To see why sequencibility does not imply PO, consider the objective mixed items instance with three items $\{o_1^+, o_2^+, o_3^-\}$ and two agents where agent 1’s importance ordering is $o_1^+ \succ o_2^+ \succ o_3^-$, and agent 2’s ordering is $o_3^- \succ o_1^+ \succ o_2^+$. The picking sequence $(1, 2, 2)$ allocates $\{o_1^+\}$ to agent 1 and $\{o_3^-, o_2^+\}$ to agent 2. However, this allocation is Pareto dominated by the allocation that gives all items to agent 1.

Given an instance with mixed items, there always exists a Pareto optimal allocation (since there are only finitely many allocations). Further, one such allocation can be computed in polynomial time. This can be shown by observing that a rank-maximal allocation is Pareto optimal; see Appendix A.

All missing proofs and detailed algorithms appear in the appendix.

## 4 Results

We start our investigation by considering the strongest fairness notion—envy-freeness. As we will see, this notion will provide us the first contrast between goods and chores.

**4.1 Envy-Freeness**

With indivisible items, a complete and envy-free allocation may not always exist. Thus, it is of interest to ask whether one can efficiently determine the existence of such solutions. This problem admits a polynomial-time algorithm in case of goods [Hosseini et al. 2021], but turns out to be NP-complete for chores, and by extension, for mixed items (Theorem 1).
Theorem 1 (EF for chores). Determining whether a chores-only instance with lexicographic preferences admits an envy-free allocation is NP-complete.

To understand the sharp contrast in the complexity of the goods and chores problems, recall that for goods, an allocation is envy-free if and only if each agent gets its top-ranked item. One can efficiently check whether there exists a partial allocation satisfying this property via a straightforward matching computation. Furthermore, if such a partial allocation exists, any completion of it is also envy-free.

By contrast, envy-freeness for chores entails that for every agent, the worst or least-preferred chore (i.e., highest-ranked in the importance ordering) in its own bundle is strictly preferred over the worst chore in any other agent’s bundle. Thus, given an envy-free partial allocation, its completion may no longer be envy-free since, upon receiving more items, a different chore could become the worst.

We note that the allocation constructed in the forward direction in the proof of Theorem 1 is sequencible and therefore also Pareto optimal (Proposition 1), implying that the hardness result also holds for EF+PO allocations (Appendix B.2).

4.2 Envy-Freeness up to any Item (EFX)

Let us now turn our attention to a relaxation of envy-freeness called envy-freeness up to any item (EFX). Prior work has shown that an EFX and Pareto optimal allocation always exists for goods [Hosseini et al. 2021]. In Proposition 7 in the appendix, we show that a similar positive result can be achieved for the chores-only problem via the following simple procedure: Fix a priority ordering $\sigma$ over agents. Let the first agent in $\sigma$ pick its most preferred $m - n$ chores. Then, all agents (including the first agent) pick one chore each according to $\sigma$ from the remaining items.

Our main result in this section is that the above positive results for goods-only and chores-only models fail to extend to the mixed items setting: We show that an EFX allocation may not exist even for objective mixed items, i.e., when each item is either a common good or a common chore (Theorem 2).

Theorem 2 (Non-existence of EFX). There exists an instance with objective mixed items and lexicographic preferences that does not admit any EFX allocation.

Since lexicographic preferences are a subclass of additive valuations, our counterexample also shows that an EFX allocation fails to exist under non-monotone and additive valuations (Corollary 1).\footnote{A valuation function $v_i : 2^M \rightarrow \mathbb{R}$ is non-monotone if for some subsets $T \subset S \subseteq M$, we have $v_i(T) > v_i(S)$ and for some (possibly different) subsets $T' \subset S' \subseteq M$, we have $v_i(T') < v_i(S')$.} Our result complements that of Bérczi et al. [2020] who showed that an EFX allocation could fail to exist for two agents with non-monotone, non-additive, and identical utility functions.
Corollary 1. An EFX allocation can fail to exist for instances with non-monotone and additive valuations.

The counterexample in the proof of Theorem 2 (given below) uses only four agents and seven items. Interestingly, for the said number of agents and items, an EFX allocation is guaranteed to exist for goods-only instances even under monotone valuations [Mahara 2021], which is significantly more general than additive (or lexicographic) preferences.

It is also known that when agents belong to one of two given “types”, an EFX allocation is guaranteed to exist for goods-only instances under monotone valuations [Mahara 2021]. Our result in Theorem 2, which also has two types of agents, demonstrates a barrier to extending this result in the non-monotone setting, even under lexicographic preferences.

Proof. (of Theorem 2) Consider an objective mixed items instance with four agents. Agents 1 and 2 have the same importance ordering, and so do agents 3 and 4, as shown below:

\[
1, 2 : \ o_2^- \triangleright o_3^- \triangleright o_4^- \triangleright o_1^+ \triangleright o_5^- \triangleright o_7^- \\
3, 4 : \ o_5^- \triangleright o_6^- \triangleright o_7^- \triangleright o_1^+ \triangleright o_2^- \triangleright o_3^- \triangleright o_4^- 
\]

Since the items are objective, we will find it convenient to use the phrases ‘the good \( o_1^- \)’ and ‘the chore \( o_2^- \)’ instead of just calling them ‘items’.

Suppose, for contradiction, that an EFX allocation exists. Without loss of generality, suppose agent 1 gets the good \( o_1^- \), and let \( A_i \) denote the bundle allocated to agent \( i \). We will show a contradiction via case analysis, depending on the chores allocated to agent 1.

**Case 1:** If \( A_1 \cap \{ o_2^-, o_3^-, o_4^- \} = \emptyset \). That is, agent 1’s allocated chores are a (possibly empty) subset of \( \{ o_5^-, o_6^-, o_7^- \} \), which are all ranked below \( o_1^+ \) according to agent 1’s importance ordering.

This means that regardless of what agent 2 gets, it prefers the bundle \( A_1 \) to its own bundle \( A_2 \). Therefore, \( A_2 \) must be empty, as otherwise agent 2 will prefer \( A_1 \) even when some chore is removed from \( A_2 \). Thus, the chores \( o_2^-, o_3^- \), and \( o_4^- \) must be allocated to agents 3 and 4, which means that one of these agents must get at least two of these chores. Suppose, without loss of generality, that agent 3 gets at least two chores. Then, agent 3 would prefer the empty bundle \( A_2 \) after any chore is removed from \( A_3 \), a contradiction to EFX.

**Case 2:** If \( A_1 \cap \{ o_5^-, o_6^-, o_7^- \} = \emptyset \). That is, agent 1’s allocated chores are a subset of \( \{ o_2^-, o_3^-, o_4^- \} \), which are all ranked above \( o_1^+ \) according to agent 1’s importance ordering.
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This means that regardless of how the remaining chores are assigned, both agents 3 and 4 will strictly prefer $A_1$ over their respective bundles (because their most important item in $A_1$ is $o^+_1$).

Now, if agent 3 or 4 is assigned any item, which must be a chore, then even after removing this chore, it would still envy $A_1$. Therefore, agents 3 and 4 cannot be allocated any item. This means that agent 2 gets at least $\{o^-_5, o^-_6, o^-_7\}$, which implies that after any item (which must be a chore) is removed from agent 2’s bundle, agent 2 envies agent 3 (who is not allocated any item). This contradicts EFX.

**Case 3:** If $A_1 \cap \{o^-_2, o^-_3, o^-_4\} \neq \emptyset$ and $A_1 \cap \{o^-_5, o^-_6, o^-_7\} \neq \emptyset$. That is, agent 1 gets at least one chore above good $o^+_1$ and at least one chore below $o^+_1$ according to its importance ordering.

Choose any $x \in A_1 \cap \{o^-_2, o^-_3, o^-_4\}$ and $y \in A_1 \cap \{o^-_5, o^-_6, o^-_7\}$. Then, because of EFX, agent 1 should not prefer any other agent’s bundle after $y$ is removed from $A_1$. This means that for any $i \in \{2, 3, 4\}$, $A_i$ must contain a chore that is ranked higher than $x$ according to agent 1’s importance order. However, there are at most two chores perceived to be ranked higher than $x$ by agent 1, which contradicts EFX.

\[\square\]

### 4.3 EFX and Pareto optimality

We have seen that an EFX allocation may not exist for mixed items. This negative result prompts us to identify a subclass of lexicographic instances with subjective mixed items for which an EFX and Pareto optimal allocation is guaranteed to exist. Specifically, we will now require that there be an agent whose top-ranked item in its importance ordering is a good (Theorem 3).

**Theorem 3 (EFX+PO when some agent has a top-ranked good).** Given a lexicographic mixed instance where some agent’s top-ranked item is a good, an EFX+PO allocation always exists and can be computed in polynomial time.

**Proof.** (sketch) Let us start by discussing why the allocation returned by our algorithm is EFX, followed by a similar discussion for PO.

**Guaranteeing EFX.** Intuitively, the assumption about some agent’s top-ranked item being a good allows us to deal with the common chores without violating EFX as follows (see Algorithm 1): An agent whose top-ranked item is a good can be given that item together with all items that are common chores for the rest of the $n-1$ agents. Since the preferences are lexicographic, this agent will not envy any other agent regardless of how the remaining items are allocated.

The first agent is now eliminated from the instance along with its assigned bundle. Observe that the reduced instance (with $n-1$ agents) has no common chore, that is, each item is considered as a
Algorithm 1: Finding an EFX+PO allocation when there is an agent whose top-ranked item is a good.

**Input:** A lexicographic mixed instance $\langle N, M, G, C, \succ \rangle$

**Output:** An EFX+PO allocation $A$

1. Select an arbitrary agent $i \in N$ such that $\succ_i(1) \in G_i$
2. Let $C' := \{ o \in M : \forall j \in N \setminus \{i\}, o \in C_j \}$ // The set of all common chores for the remaining agents.
3. $A_i \leftarrow \succ_i(1) \cup C'$
4. $N \leftarrow N \setminus \{i\}$
5. $M \leftarrow M \setminus C_i$
   - The remaining instance has no common chore.
6. while there exists an unallocated item do
7.   if $|N| = 1$ then
8.     Assign all items to the remaining agent
9.   else
10.   Find the smallest $k \in \{1, 2, \ldots, |M|\}$ such that the set $S^k := \{ i \in N : \succ_i(k) \in G_i \}$ is non-empty // set of agents whose $k$th-ranked item is a good.
11.   Select any agent $j \in S^k$
12.   $C' := \{ o \in M : \forall i \in N \setminus \{j\}, o \in C_i \}$
13.   $A_j \leftarrow \{ \succ_j(k) \} \cup C'$
14.   $N \leftarrow N \setminus \{j\}$
15.   $M \leftarrow M \setminus A_j$

return $A$

good by at least one agent. The algorithm now uses the following strategy iteratively: It identifies an agent with the highest-ranking good (say agent $j$ and good $g$), gives good $g$ to agent $j$ together with the common chores of the remaining $n-2$ agents, and then eliminates agent $j$.

Note that since agent $j$ receives its highest-ranked good among the remaining items, it will not envy any agent that is eliminated after it, regardless of how the remaining items are assigned. Furthermore, by the ‘no common chores’ property, any item that is a chore for the rest of the agents must be a good for agent $j$. This means that agent $j$ only receives those items that it considers to be goods. Thus, when evaluating EFX from agent $j$’s perspective, we only need to look at the items in other agents’ bundles that agent $j$ considers to be goods. For any agent that was eliminated before $j$, there can be at most one such item (by virtue of assigning common chores), and thus EFX is maintained.

Guaranteeing PO. Suppose, for contradiction, that the allocation $A$ returned by Algorithm 1 is Pareto dominated by the allocation $B$. We will argue by induction that for every agent $i$, we must have $A_i \subseteq B_i$, which would contradict Pareto optimality since $A$ and $B$ must be distinct. For ease of discussion, let us name the agents according to the order in which they are eliminated by Algorithm 1.
Recall from the above discussion on EFX that the most important item in each agent’s bundle under $A$ must be a good for it, i.e., $\succ_i(1, A_i) \in G_i$. We will argue that each agent $i$ retains this item under $B$, i.e., $\succ_i(1, A_i) \in B_i$. It is easy to see that agent 1 must retain $\succ_1(1, A_1)$ since it is also 1’s most important item overall. Suppose the induction hypothesis is true for agents $1, \ldots, i-1$. Then, it must also hold for agent $i$ because (i) for every agent $h$ eliminated before $i$, $A_h \setminus \{\succ_h(1, A_h)\} \subseteq C_i$, (ii) for every item $o \in A_j$ allocated to an agent $j$ eliminated after $i$, $\succ_i(1, A_i) \succ_i o$, and (iii) $A_i \setminus \succ_i(1, A_i) \subseteq G_i$ as we argued above. Together this means that if $\succ_i(1, A_i) \notin B_i$, then $A_i \succeq_i B_i$, a contradiction.

A similar inductive argument shows that every agent $i$ must retain all other items from $A_i$ in $B_i$. Indeed, the last agent, say $k$, receives all remaining items (i.e., $A_k \subseteq G_k$) and all items allocated to an agent $h$ eliminated before $k$ are chores for $k$. By a similar argument, if the induction hypothesis holds true for agents $k, k-1, \ldots, i-1$, it must also hold for an agent $i > 1$. Now, for agent $i = 1$, since for every agent $j \in N \setminus \{1\}$, $B_j = A_j$ as we argued above, and every item in $A_1 \setminus \{\succ_1(1, A_1)\}$ is a chore for $j$, we must have that if for every $i \in N$, $B_i \succeq_i A_i$, then $B_i = A_i$. This contradicts our assumption that $B$ Pareto dominates $A$.

Another special case where an EFX+PO allocation is guaranteed to exist is when every item is considered a good by at least one agent, i.e., there are no common chores.

**Corollary 2 (EFX+PO for mixed instances without common chores).** Given a lexicographic mixed instance without any common chore, an EFX+PO allocation always exists and can be computed in polynomial time.

### 4.4 Maximin Share (MMS)

In light of the failure in guaranteeing EFX even for objective mixed items, we investigate the existence of MMS allocations for mixed items. We show that not only does an MMS allocation exist for subjective mixed items, but also that such an allocation can be computed efficiently.

We start by characterizing MMS bundles by examining the structure of an agent’s maximin share. Given a lexicographic mixed instance, an agent’s maximin share is identified by its top-ranked item: if agent $i$’s top-ranked item is a good, MMS$_i$ is either an empty set (when the number of goods is less than that of agents), or it is the set of the least preferred $n-1$ goods. Otherwise, when agent $i$’s top-ranked item is a chore, then MMS$_i$ is uniquely defined by the union of the top-ranked item (worst chore) and all the goods.

**Proposition 3 (Characterizing MMS for mixed items).** Given an instance $\langle N, M, G, C, \succ \rangle$ with lexicographic mixed items, the maximin share of agent $i$ can be defined based on whether its top-ranked item is a good or a chore, as follows:
Although EFX may not always exist for mixed items (Theorem 2), we show that whenever such an allocation exists, it also satisfies MMS. Note that the converse does not hold, that is, even for chores-only instances (where EFX always exists), MMS does not imply EFX (Proposition 9 in the appendix).

**Proposition 4 (EFX \(\implies\) MMS for mixed items).** For mixed items under lexicographic preferences, an EFX allocation (whenever it exists) satisfies MMS, but the converse is not always true.

We develop an algorithm that computes an MMS allocation for any lexicographic instance—even with subjective mixed items—in polynomial time.

**Description of algorithm.** Our algorithm (Algorithm 2 in the appendix) first identifies the set \(C'\) of all common chores and proceeds in two steps: In **Step 1**, all common chores are allocated without violating MMS, and in **Step 2**, all remaining items are allocated as goods.

**Step 1.** If there exists an agent whose top-ranked item is a good, i.e., then run Algorithm 1 to achieve an EFX allocation. By Proposition 4, EFX implies MMS for mixed items.

Otherwise, if every agent’s top item is a chore, a priority ordering \(\sigma\) over agents is fixed, and a serial dictatorship is run where agent \(\sigma_1\) picks its most preferred \(|C'| - n + 1\) chores from the set of all common chores, \(C'\), and the remaining agents each pick one remaining chore from \(C'\). Note that if \(|C'| < n\), the first \(n - |C'|\) agents pick one chore and the rest receive nothing. If an agent \(k\) receives its worst chore from \(C_k\), it is given its remaining goods in \(G_k\).

**Step 2.** All remaining items are allocated through a picking sequence. In each turn, an agent picks all remaining items it considers as goods, or picks nothing. All remaining items are only allocated as goods, and thus, do not violate MMS.

**Theorem 4 (MMS for mixed items).** Given a lexicographic mixed instance, there is a polynomial-time algorithm that computes an MMS allocation even for subjective items.

The significance of Theorem 4 stems from providing an efficient algorithm for computing an MMS allocation for any lexicographic mixed instance (including subjective instances). Yet, the problem of computing an MMS+PO allocation remains open even for objective instances.
5 Concluding Remarks

We studied the interaction between fairness and efficiency for mixture of indivisible goods and chores under lexicographic preferences. We showed that an EFX allocation may not always exist for mixed items. Nonetheless, we identified natural classes of lexicographic instances for which an EFX+PO allocation exists and can always be computed efficiently. We further proved an MMS allocation always exists and can be computed efficiently even for subjective mixed instances.

Going forward, it will be interesting to resolve the computational complexity of checking the existence of EFX allocations for mixed items. Another relevant direction will be to explore the space of strategyproof mechanisms satisfying desirable fairness and efficiency guarantees.
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Appendix

A Omitted Material from Section 3

Proposition 1 (PO ⇔ sequencible for chores). An allocation of chores is PO if and only if it is sequencible.

Proof. For chores, we know that PO implies sequencibility due to Proposition 2.

Here, we prove that sequencibility implies PO for chores. Suppose for the sake of contradiction that an allocation $A$ is the outcome of a picking sequence, but is not PO. Then there exists an allocation $B$ which Pareto dominates $A$. Since agents have lexicographic preferences, this means that there exist agents $N' \subset N$ who receive strictly better bundles in $B$ than in $A$, and the allocations of agents in $N \setminus N'$ are identical in $A$ and $B$. Let $N^* = \{i \in N' : B_i \setminus A_i \neq \emptyset \}$. For every agent $i \in N^*$, let $K_i = B_i \setminus A_i$ and $L_i = A_i \setminus B_i$, and let $o^-_i$ be agent $i$'s highest-ranked (worst) chore in $L_i$ according to its importance order $\preceq_i$.

Since $B$ Pareto dominates $A$ and agents have lexicographic preferences, it follows that every agent $i \in N^*$, ranks $o^-_i$ higher than every chore in $K_i$. It is easy to see that $o^-_i$ must be allocated to an agent $j \in N^*$, since $B$ is a complete allocation, and by our assumption that $B$ Pareto dominates $A$ and lexicographic preferences.

Let $H$ be the graph where there is a node for each agent $i \in N^*$, and there is an edge $(i, j)$ if and only if $o^-_i \in B_j$. Since every node in $H$ has an outgoing edge, $H$ must have a cycle. Let $C$ be one such cycle in $H$ involving $k$ agents, and w.l.o.g. let the agents be named so that for each $i \in [k]$, there is an edge $(i, i + 1 \pmod k)$.

For every agent $i \in [k]$, let $r_i$ be the round in the picking sequence that produces allocation $A$ in which they pick $o^-_i$. For each $i \in [k]$, since agent $i + 1 \pmod k$ prefers $B$ to $A$, it follows that agent $i + 1 \pmod k$ ranks $o^-_i$ lower than its highest ranked chore in $A$. This implies that at round $r_i \pmod k$, $o^-_i$ was unavailable, which implies that $r_i < r_{i+1} \pmod k$. However, this implies that $r_1 < r_2 < \cdots < r_k < r_1$, which is a contradiction.

Proposition 2 (PO and sequencibility for mixed items). For mixed items, Pareto optimality implies sequencibility, but the converse is not true even for objective mixed items.

Proof. PO implies sequencibility. Suppose for the sake of contradiction, there exists a PO allocation $A$ which is not sequencible. Suppose $k \in \{0, 1, \ldots, m-2\}$ is the largest number such that there exists a picking sequence of length $k$ which induces a partial allocation $B$ of $k$ items that agrees with $A$. Let $M'$ be the items allocated by $B$. Now, by our choice of $k$, it must hold that in the allocation $B$, no agent receives either their top-ranked good in $M \setminus M'$ if one exists, or their
bottom-ranked chore in $M \setminus M'$ otherwise. For each agent $i \in N$, let $o_i^*$ be either its top-ranked good in $G_i \cap (M \setminus M')$ if it is non-empty, or the bottom-ranked chore in $C_i \cap (M \setminus M')$ otherwise.

Now, let $H$ be the graph where there is a node corresponding to each agent $i$, and there is an edge from agent $i$ to agent $j$ if $o_i^* \in A_j$. Notice that every agent must have an outgoing edge in $H$, and therefore $H$ must have at least one cycle, and that the cycles in $H$ are disjoint.

Let $C$ be the partial allocation of items in $M \setminus M'$ constructed from one such cycle in $H$ as follows: For every pair of agents $i, j$ such that the edge $(i, j)$ is involved in the cycle, agent $i$ is allocated $o_i^*$. All remaining items in $M \setminus M'$, are allocated to the same agents as they are in allocation $A$.

It is easy to see that by our assumption of lexicographic preferences, the complete allocation constructed by allocating items in $M'$ and $M \setminus M'$ according to the partial allocations $B$ and $C$ respectively Pareto dominates $A$. This is a contradiction to our assumption that $A$ is Pareto optimal.

**Sequencibility does not imply PO even for objective mixed items.** Consider the objective mixed items instance with two agents:

1: $o_1^+ \succ o_2^+ \succ o_3^-$
2: $o_3^- \succ o_1^+ \succ o_2^+$

The picking sequence 1, 2, 2 allocates $\{o_1^+\}$ to agent 1 and $\{o_2^+, o_3^-\}$ to agent 2. It is easy to see that this allocation is Pareto dominated by the allocation where agent 1 is given all items. \[\square\]

### A.1 Rank-maximality for Mixed Items

We start by providing a formal definition for rank-maximality when allocating mixed items.

**Rank-Maximality.** A rank-maximal (RM) allocation [Irving et al. 2006; Paluch 2013] is one that maximizes the number of agents who receive their highest-ranked good, subject to which it maximizes the number of agents who receive their second-highest good, and so on, subject to which it maximizes the number of agents who receive their lowest-ranked chore, subject to which it maximizes the number of agents who receive the second-lowest chore, and so on. Given an allocation $A$, its signature refers to a tuple $(n_1^+, n_2^+, \ldots, n_m^+, n_1^-, n_2^-, \ldots, n_m^-)$ where $n_k^+ = |\{i \in N : \succ_i(k, G_i) \in A_i\}|$ is the number of agents who receive their $k$-th highest ranked good and $n_k^- = |\{i \in N : \succeq_i(m - k, C_i) \in A_i\}|$ is the number of agents who receive their $k$-th lowest ranked chore (equivalently, $(m - k)$-th highest ranked chore).

It is easy to see that computing some rank-maximal allocation for a given instance, as well
as verifying whether a given allocation is rank-maximal, can be done in polynomial time. A rank-maximal allocation for mixed items implies Pareto optimality by definition, which gives a polynomial-time algorithm for computing a PO allocation.

**Proposition 5 (PO allocation of mixed items).** Given an instance with mixed items under lexicographic preferences, a Pareto optimal allocation can be computed in polynomial time.

### B Omitted Material from Section 4.1 on EF

#### B.1 Proof of Theorem 1

**Theorem 1 (EF for chores).** Determining whether a chores-only instance with lexicographic preferences admits an envy-free allocation is NP-complete.

**Proof.** Membership in NP is easy to verify. We will show NP-completeness by a reduction from SAT, where we are given a CNF $F = C_1 \land \cdots \land C_s$ of $s$ clauses over $t$ binary variables $Y_1, \ldots, Y_t$, and we are asked whether a satisfying assignment exists. Given any SAT instance, we construct a chores instance as follows.

**Agents:** There are $4t$ agents, denoted by

$$\{X_i, \neg X_i, X_i^*, \neg X_i^* : i \in [t]\}$$

**Chores:** There are $s + 5t$ chores, denoted by

$$\{C_j : j \in [s]\} \cup \{x_i, 1_i, 0_i, 1_i^*, 0_i^* : i \in [t]\}$$

**Preferences:** For any $i \in [t]$, let

$$C_i^+ = \{C_j : C_j \text{ includes } Y_i\}$$

and

$$C_i^- = \{C_j : C_j \text{ includes } \neg Y_i\}$$

In other words, $C_i^+$ (respectively, $C_i^-$) is the set of clauses that are satisfied by $Y_i = 1$ (respectively, $Y_i = 0$).

---

3Here, $C_j$ is a single chore corresponding to clause $j$ of the SAT instance; and $0_i$ and $1_i$ are each a chore corresponding to literals of the binary variable $Y_i$ in the SAT instance.
For every $i \in [t]$, define the importance orderings of agents $X_i, \neg X_i, X_i^+, \neg X_i^+$ as follows.

Agent $X_i :$ others $\triangleright 0 \triangleright x_i \triangleright 1$

Agent $\neg X_i :$ others $\triangleright 1 \triangleright x_i \triangleright 0$

Agent $X_i^+ :$ others $\triangleright x_i^+ \triangleright C_i^+ \triangleright 1 \triangleright 1^+$

Agent $\neg X_i^+ :$ others $\triangleright x_i \triangleright C_i^- \triangleright 0 \triangleright 0^+,$

where alternatives in “others”, $C_i^+$, and $C_i^-$ are ranked w.r.t. a fixed order, e.g. alphabetical order. In particular, $X_i$ and $\neg X_i$ have exactly the same importance ordering after the third chore from the bottom.

$(\Rightarrow)$ Suppose the SAT instance has a solution, denoted by $y_1, \ldots, y_t$. Then we define the following allocation: for every $i \in [t],$

- if $y_i = 1$, then agent $X_i$ gets $\{1_i, x_i\}$, agent $\neg X_i$ gets $\{0_i\}$, agent $X_i^+$ gets $1^+_i$ and as many unchosen chores in $C_i^+$ as possible, and agent $\neg X_i^+$ gets $\{0_i^+\}$;

- if $y_i = 1$, then agent $X_i$ gets $\{1_i\}$, agent $\neg X_i$ gets $\{0_1, x_i\}$, agent $X_i^+$ gets $\{1_i^+\}$, and agent $\neg X_i^+$ gets $0_i^+$ and as many unchosen chores in $C_i^-$ as possible;

It is not hard to verify that the allocation is complete and EF. Notice that $X_i$ and $\neg X_i$ always get their (favorite) bottom-1 or bottom-2 chores, which means that they would not envy any other agent. Also notice that when $y_i = 1$, agent $X_i^+$ does not envy agent $X_i$ because $X_i$ has chore $x_i$. Similarly, when $y_i = 0$, agent $\neg X_i^+$ does not envy agent $\neg X_i$ because $\neg X_i$ has item $x_i$.

$(\Leftarrow)$ Now suppose that the chores instance has a complete and envy-free allocation $A$. Let us define the assignment of values to the Boolean variables as follows. For every $i \in [t]$, if $x_i$ is assigned to agent $X_i$ (respectively, $\neg X_i$), then we let variable $Y_i = 1$ (respectively, $Y_i = 0$). If $x_i$ is not assigned to agent $X_i$ or $\neg X_i$, then the value of variable $Y_i$ is chosen arbitrarily—as we will see soon below, this case would not happen.

We prove that $F$ is satisfied under this assignment. First, we prove that under any complete and EF allocation, for any $i \in [t]$, agent $X_i$ and $\neg X_i$ cannot be allocated a chore that is ranked strictly above $x_i$, i.e. in $M \setminus \{1_i, x_i\}$ and $M \setminus \{0_i, x_i\}$, respectively. Suppose for the sake of contradiction this is not true, and suppose without loss of generality that agent $X_i$’s worst chore has the largest rank among all chores allocated to $X_i$ or $\neg X_i$. Then, since $X_i$ and $\neg X_i$ have identical importance orderings for items ranked above (i.e., worse than) $x_i$ in their lists, envy-freeness dictates that neither of them should get an item they consider worse than $x_i$.

Next, we prove that $x_i$ must be allocated to $X_i$ or $\neg X_i$. Suppose for the sake of contradiction that this is not true. Then the only possibility is that $x_i$ is allocated to $X_i^+$ or $\neg X_i^+$ for some $i' \in [t]$. If $x_i$ is allocated to $X_i^+$, then $X_i^+$ would envy $X_{i'}$. More precisely, if $i = i'$, then $X_i^+$ envies $X_{i'}$. 
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because $X_{i'}$ only gets $\{1_i\}$, and $X^*_i$ prefers $1_i$ to $x_i$. If $i \neq i'$, then $X^*_i$ strictly prefers $x_{i'}$ to $x_i$, which means that $X^*_i$ envies $X_{i'}$ regardless of the allocation of $x_i$. Similarly, if $x_i$ is allocated to $\neg X^*_i$, then $\neg X^*_i$ would envy $\neg X_{i'}$. In either case there is a contradiction to EF.

Therefore, for any $j \in [s]$, clause $C_j$ is not allocated to $X_i$ or $\neg X_i$ for any $i$. Then, we have the following two cases.

- Suppose $C_j$ is allocated to $X^*_i$. If $C_j$ is ranked above $x_i$ w.r.t. agent $X^*_i$’s importance ordering, then agent $X^*_i$ would envy agent $X_i$ according to the reasoning above. Therefore, $C_j \in C^+_i$, which means that agent $X^*_i$ prefers $1_i$ to $C_j$. Therefore, $x_i$ must be allocated to agent $X_i$, otherwise $X^*_i$ would envy $X_i$ (whose allocation is a single item $1_i$ in this case). This means that $C_j$ is satisfied under the assignment defined above.

- Suppose $C_j$ is allocated to $\neg X^*_i$, then following a similar line of reasoning we know that $C_j$ is satisfied by $X_i = 0$.

In either case the clause is satisfied by the assignment defined above. This completes the proof of Theorem 1.

\[ \Box \]

### B.2 Hardness of EF+PO for Chores

**Corollary 3 (EF+PO for chores).** Determining whether a chores instance with lexicographic preferences admits an envy-free and Pareto optimal allocation is NP-complete.

**Proof.** We use an identical reduction to that of the proof of Theorem 1.

($\Rightarrow$) We know that given a SAT instance and a solution $y_1, \ldots, y_t$, the allocation in the proof of Theorem 1 is EF. Here we show that the same allocation is the output of the sequence $\tau$ constructed below, and therefore PO due to Proposition 1. Starting from an empty sequence $\tau$, we construct $\tau$ as follows. For each $i \in [t]$,

- if $y_i = 1$, add to $\tau$ the subsequence $X_i, X_i, \neg X_i, X^*_i$, followed by $X^*_i$ as many times as the number of chores in $C_i$ that $X^*_i$ gets in the allocation, followed by $\neg X^*_i$.

- if $y_i = 0$, add to $\tau$ the subsequence $X_i, \neg X_i, \neg X_i, X^*_i, \neg X^*_i$, followed by $\neg X^*_i$ as many times as the number of chores in $\neg C_i$ that $X^*_i$ gets in the allocation.

It is easy to verify that the picking sequence $\tau$ constructed above produces the allocation in the proof of Theorem 1.

($\Leftarrow$) The converse follows from the proof of Theorem 1.  \[ \Box \]
C Omitted Material from Section 4.3 on EFX+PO

C.1 Proof of Theorem 3

Theorem 3 (EFX+PO when some agent has a top-ranked good). Given a lexicographic mixed instance where some agent’s top-ranked item is a good, an EFX+PO allocation always exists and can be computed in polynomial time.

Proof. Let $A$ be the output of Algorithm 1. Let the total number of rounds be $R$. Since no agent can be selected more than once due to line 14 of Algorithm 1, w.l.o.g. let agents be named according the round during the execution of Algorithm 1 in which they are selected to pick items.

For each round $i \in \{1, 2, \ldots, R\}$, we define $N^i$ to be the remaining agents, $M^i$ to be the unallocated items, and $A^i$ to be the allocated items, at the beginning of round $i$. Specifically, $A^1 = \emptyset$ and $M^1 = M$, and for any $i \in \{2, \ldots, R\}$, $A^i = \bigcup_{h \in \{1, \ldots, i-1\}} A_h$ and $M^i = M \setminus A^i$.

We refer to the instance $\langle N^i, M^i, G, C, \triangleright_\circ \rangle$ as the reduced instance at the beginning of round $i$. For each agent $i \in \{1, 2, \ldots, R\}$, let $g^+_i$ be the top good in $A^i$, i.e., $g^+_i = \triangleright_\circ i(1, A^i)$. Before we begin, we introduce two lemmas about the structure of the output of Algorithm 1 which are used later in the proof.

Lemma 1 shows that for any agent $i \in \{1, 2, \ldots, R\}$, the most important item allocated to $i$ is a good.

**Lemma 1.** For every agent $i \in \{1, 2, \ldots, R\}$, $g^+_i = \triangleright_\circ i(1, A^i)$.

**Proof.** For agent $i$, suppose there exists an item $o \in A^i$ such that $o \triangleright_\circ g^+_i$.

- If $o$ is a good for agent $i$, it contradicts the assumption that $g^+_i$ is the top good in $A^i$.

- Suppose $o$ is a chore for agent $i$. Then, either:

  (Case 1) Item $o$ is a chore for every remaining agent in $N^i$ (at the beginning of round $i$). Then, $o$ must be in $A^i$ by lines 12-13, meaning $o$ is not available in $M^i$ to be picked.

  (Case 2) Otherwise, $o$ is a good for some agent $j \in N^i$, with $j > i$. Then, $o \notin C'$ in line 12 at round $i$, which implies that $o \notin A_i$. \hfill $\square$

**Lemma 2** shows that after round 1, every agent only picks up items which they perceive to be goods.

**Lemma 2.** For every agent $i \in \{2, \ldots, R\}$, $A_i \subseteq G_i$.

**Proof.** Suppose for the sake of contradiction an agent $i \in \{2, \ldots, R\}$ gets an item $c$ it considers a chore, i.e., $c \in A_i \cap C_i$. By Lemma 1 and line 13, $c$ must be a chore for every agent $j \in$
This implies that $c$ is a chore for every agent in $\{i, \ldots, R\}$. However, by lines 12-13, this is impossible and $c$ must have been picked up by an agent $h < i$ in an earlier round, a contradiction.

\[ \square \]

**Part 1: Algorithm 1 satisfies EFX.** Suppose for the sake of contradiction that an agent $i \in N$ envies another agent.

**Part 1.1: Agent $i$ does not envy a later agent $j > i$.** If $i = 1$: agent 1 gets its top-good which is also its top-item, and therefore does not envy any other agent.

Otherwise, if $i \in \{2, \ldots, R\}$: Suppose for the sake of contradiction, agent $i$ envies an agent $j > i$, i.e., $A_j \succ_i A_i$. Any good $g \in G_i$ such that $g \succeq_i g_i^+$, must be already allocated to an earlier agent $h < i$, by construction, since $i$ picks its top remaining good in round $i$. Therefore, $g$ cannot be a source of envy towards any agent $j > i$ by our assumption of lexicographic preferences, and $A_i \succ_i A_j$ for any $j > i$, a contradiction.

**Part 1.2: Agent $i$'s envy for an earlier agent $h < i$ can be eliminated by the removal of any good from $A_h$.** Suppose agent $i$ envies an agent $h < i$. By construction, $g_h^+$ is the only item in $A_h$ that $i$ considers a good, and every other item is a chore for agent $i$, i.e., $A_h \setminus \{g_h^+\} \subseteq C_i$. Then, by Lemma 2 which implies that $A_i \subseteq G_i$, it holds that $A_i \succeq A_h \setminus \{g_h^+\}$ due to lexicographic preferences.

Together, this implies $A$ is EFX, meaning Algorithm 1 satisfies EFX.

**Part 2: Algorithm 1 satisfies PO.** The proof proceeds in the following steps:

- (Lemma 3) We show that for every agent $i \in \{1, 2, \ldots, R\}$, agent $i$ must retain $g_i^+$ in any Pareto dominating allocation $B$. This is because, if agent $i$ were to lose $g_i^+$ in $B$:
  
  - If $i = 1$: Agent 1 cannot be compensated since $g_1^+$ is also its top item overall (by construction).
  
  If $i \in \{2, \ldots, R\}$: Agent $i$ cannot be compensated for losing the good $g_i^+$, which is also its top-ranked item in its allocation (Lemma 1), by getting a good from $A_j$ for any agent $j > i$ who was allocated items in a later round, since $i$ picks its top remaining good in $M_i$ in round $i$.
  
  - Agent $i$ cannot be compensated by gaining a good from $A_h$ for any earlier agent $h < i$ by induction. If agent $h$ cannot lose $g_h^+$, every other item must be a chore for agent $i$ by construction.
  
  - Agent $i$ also cannot be compensated by losing a chore: Agent 1 cannot be compensated since $g_1^+$ is also its top item overall. Every other agent only receives goods (Lemma 2).
• (Lemma 4) We show that for every agent $i \in \{R, R-1, \ldots, 1\}$, and every item $o \in A_i \setminus \{g_i^+\}$, agent $i$ must retain $o$ in $B_i$ by induction:

- For agents $i \in \{R, R-1, \ldots, 2\}$, $o$ must be a good due to Lemma 2. Therefore, this loss of a good must be compensated by adding another good.

- By the induction hypothesis, the good cannot come from an agent $j > i$. Due to Lemma 3, no agent $h < i$ can lose $g_h^+$. The only other items to consider must be chores to agent $i$, meaning that $i$ cannot be compensated for losing the good $o$.

- If agent 1 loses a chore, and it goes to an agent $j > 1$, then by the induction hypothesis and Lemma 3, $j$ is strictly worse off since all agents $k > 1$ retain all the items they get in $A$.

Suppose for the sake of contradiction that there exists an assignment $B$ which Pareto dominates $A$.

**Part 2.1: Every agent $i$ retains its top good $g_i^+$.**

**Lemma 3.** For every agent $i \in \{1, 2, \ldots, R\}$, $g_i^+ \in B_i$.

**Proof.** High level idea. We show by induction that if $i$ loses $g_i^+$, then agent $i$ is worse off in $B$, i.e., $A_i \succ_i B_i$, a contradiction to our assumption that $B$ Pareto dominates $A$. This relies on Lemma 1 that the good $g_i^+$ is $i$’s top item in $A_i$.

We show that if $i$ loses $g_i^+$: (1) Adding another item in $M^i$ which is available at round $i$ does not compensate agent $i$ for losing $g_i^+$. Further, we show that agent $i$ cannot be compensated by adding an item in $A^i$ either. This is because for any agent $h < i$ who picked items in a previous round, our induction hypothesis means every previous agent $h$ retains $g_h^+$ in $B_h$, and by lines 12-13 every other item in $A_h$ is a chore for agent $i$.

**Base case.** True for $i = 1$ due to the construction (lines 1-5), $g_1^+$ is agent 1’s top item among all items. If agent 1 loses $g_1^+$, due to lexicographic preferences, $A_1 \succ_1 B_1$, a contradiction to our assumption that $B$ Pareto dominates $A$.

**Induction step.** Suppose it holds for every $i \in \{1, \ldots, r\}$, where $r < R$, that $g_i^+ \in B_i$. Consider agent $r + 1$.

(1) Agent $r + 1$ cannot be compensated by an item in $M^{r+1}$. Since $g_{r+1}^+$ is agent $r + 1$’s most important item (Lemma 1), removing $g_{r+1}^+$ and adding an item $o \in M^{r+1} \setminus \{g_{r+1}^+\}$, cannot result in a Pareto improvement: If $o$ is a good, it must be ranked higher than $g_{r+1}^+$ by $r + 1$. Then, if $o$ remains in $M^{r+1}$, $r + 1$ must be assigned $o$ in line 13, which contradicts $g_{r+1}^+$ being agent $r + 1$’s top good in $A_{r+1}$. Otherwise, if $o$ is a chore, adding it does not compensate for losing $g_{r+1}^+$. 
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(2) Agent $r + 1$ cannot be compensated by an item in $A_{r+1}$. Every item $o \in A_{r+1}$ must have been picked in a strictly earlier round which means there is some $h < r + 1$, such that $o \in A_h$.

- If $o$ is the top item $g^+_h$ for $h$, then by our assumption that the induction hypothesis is true for all $i \in \{1, \ldots, r\}$, it is retained by agent $h$ in $B_h$ and cannot be in $B_{r+1}$.

- Otherwise, $o$ must be a chore for agent $r + 1$ by lines 12-13. Therefore, adding $o$ to $B_{r+1}$ does not result in a Pareto improvement due to lexicographic preferences.

(3) Agent $r + 1$ cannot be compensated by losing a chore. By Lemma 2, $r + 1$ does not get any chore.

Therefore since the good $g^+_{r+1}$ is $r + 1$’s top item in $A_r$ (Lemma 1) and $r + 1$ cannot obtain a good $o \succ_{r+1} g^+_{r+1}$, losing $g^+_{r+1}$ implies $A_{r+1} \succ_{r+1} B_{r+1}$, which contradicts our assumption that $B$ Pareto dominates $A$. \qed

**Part 2.2: Every agent $i$ retains every item in $A_i \setminus \{g^+_i\}$.

**Lemma 4.** For every agent $i \in \{1, 2, \ldots, R\}$, if $o \in A_i \setminus \{g^+_i\}$, then $o \in B_i$.

**Proof.** By induction, starting with the last agent to pick items, we show that (1) an agent can only lose goods but not chores, and (2) that the agent cannot be compensated for losing the good.

**Base case.** For $i = R$, suppose for the sake of contradiction $o \in A_R \setminus B_R$ is an item agent $R$ loses.

(1) Item $o$ must be a good, i.e., $o \in G_R$ due to Lemma 2.

(2) Suppose $o' \in (B_R \setminus A_R) \cap G_R$ is the good gained by agent $R$ to compensate. Then, $o' \in A_h$ for some agent $h < R$.

- If $o'$ is agent $h$’s top good in $A_h$, i.e., $g^+_h$, then due to Lemma 3, $o' \in B_h$, a contradiction.

- Otherwise, since $R$ is the last agent to pick items and $o'$ is a good for agent $R$, $o'$ cannot have been picked by agent $h$ due to lines 12-13, a contradiction.

**Induction step.** Suppose it holds true for every $i \in \{R, R - 1 \ldots, r\}$, where $r > 1$, that if $o \in A_i \setminus \{g^+_i\}$, then $o \in B_i$. Consider the case of agent $r - 1$.

*The special case of $r - 1 = 1$.* Every item $o \in A_1 \setminus \{g^+_1\}$ is a chore for every other agent by construction (lines 1-5). By our induction assumption and due to Lemma 3, giving $o$ to an agent $j > 1$ who considers $o$ to be a chore results in $j$ being strictly worse off. This contradicts our assumption that $B$ Pareto dominates $A$.

Now, suppose $r - 1 > 1$.

(1) Item $o$ must be a good due to Lemma 2.
(2) Then, $r - 1$ must gain a good to compensate (since $r - 1$ cannot lose a chore) to compensate for losing the good $o$.

Suppose item $o' \in B_{r-1} \setminus A_{r-1}$ is an item agent $r - 1$ gains. By our induction assumption and due to Lemma 3, $o'$ must belong to some agent $h < r - 1$, i.e., $o' \in A_h$ and it cannot be $g_h^+$, i.e., $o' \in A_h \setminus \{g_h^+\}$. Then, by lines 12-13, $o'$ must be a chore for agent $r - 1$. Therefore, $o'$ cannot be compensated for the loss of good $o$, a contradiction to our assumption that $B$ Pareto dominates $A$.

This completes the proof. \(\square\)

Together, Lemmas 3 and 4 above imply that for every agent $i$, $B_i = A_i$, which means $B$ does not Pareto dominate $A$, a contradiction. \(\square\)

### C.2 Proof of Corollary 2

**Corollary 2 (EFX+PO for mixed instances without common chores).** *Given a lexicographic mixed instance without any common chore, an EFX+PO allocation always exists and can be computed in polynomial time.*

**Proof.** Consider a lexicographic mixed instance where every item is considered a good by at least one agent. If there exists an agent $i$ with the top-ranked item as a good, i.e., $\succ_i(1) \in G_i$, then Algorithm 1 guarantees an EFX and PO allocation according to Theorem 3. Therefore, for the rest of the proof, we will focus on the case where every agent’s top-ranked item is a chore, i.e., $\succ_i(1) \in C_i$ for all $i \in N$.

Consider a variation of Algorithm 1 that starts from line 6 (i.e. where there are no common chores). We show that this variation satisfies EFX and PO when every item is considered a good by at least one agent.

Given an arbitrary profile $\succ$, let $A$ be the output of the variation of Algorithm 1 above, and $R$ be the total number of rounds of execution of Algorithm 1 on profile $\succ$. For each round $i \in \{1, 2, \ldots, R\}$, we define $N^i$ to be the remaining agents, $M^i$ to be the unallocated items, and $A^i$ to be the allocated items, at the beginning of round $i$. Specifically, $A^1 = \emptyset$ and $M^1 = M$, and for any $i > 1$, $A^i = \bigcup_{h=1}^{i-1} A_h$ and $M^i = M \setminus A^i$. We refer to the instance $\langle N^i, M^i, G, C, \succ \rangle$ as the reduced instance at the beginning of round $i$. Since no agent can be selected more than once due to line 14 of Algorithm 1, w.l.o.g., for any $i \in \{1, 2, \ldots, R\}$, let agent $i$ be the agent selected by Algorithm 1 at round $i$ of the algorithm. Let $g_i^+$ be the top good in $A_i$.

We begin by showing in Lemma 5 that at any round $i = 1, \ldots, R$, agent $i$‘s most important item in $A_i$ is the good $g_i^+$, using a similar argument to Lemma 1.

**Lemma 5.** For every agent $i \in \{1, 2, \ldots, R\}$, $g_i^+ = \succ_i(1, A_i)$. 


Proof. Suppose for the sake of contradiction that agent \( i \)'s top item in \( A_i \) is a chore \( o \in C_i \), i.e., \( \triangleright_j (1, A_i) \in C_i \). If \( o \) is also a chore for every other remaining agent in \( N^i \), then according to lines 12-13 of Algorithm 1, \( o \) must have been allocated to an agent in a strictly earlier round \( h < i \), a contradiction. Otherwise, if \( o \) is a good for some remaining agent \( j \in N^i \), where \( j > i \), then according to lines 12-13 of Algorithm 1, agent \( i \) cannot be allocated \( o \), a contradiction. \( \square \)

**Part 1:** The variation of Algorithm 1 satisfies EFX. Consider any pair of agents \( i \) and \( j \). Without loss of generality, assume that \( i \) was selected by the algorithm before \( j \).

If agent \( j \) is envious of \( A_i \), the envy must be towards a single good \( o \in A_i \) since all other items allocated to \( i \) are common chores by every agent selected after agent \( i \). Thus, agent \( j \)'s envy, if any, can be eliminated by removing a single good from \( A_i \).

Moreover, agent \( i \) cannot be envious of \( j \) because when \( i \) is selected prior to \( j \) by the algorithm, \( i \)'s top good \( g_i^+ \in A_i \) is more important than any item in \( A_j \), i.e., \( g_i^+ \succ_i A_j \). Since \( g_i^+ \) is also the most important item in \( A_i \) due to Lemma 5, i.e., \( \triangleright_i (1, A_i) = g_i^+ \), by our assumption of lexicographic preferences, agent \( i \) does not envy agent \( j \).

Finally, if there are any excess items, the last agent receives them all. These items must be goods for the last agent since all other chores are assigned in previous rounds. Since preferences are lexicographic, every agent selected before the last agent prefers its own bundle to that of the last agent.

**Part 2:** The variation of Algorithm 1 satisfies PO. Suppose there exists an allocation \( B \) that Pareto dominates \( A \).

We begin by showing that for agent \( i = 1 \), \( g_1^+ \in B_1 \). Suppose \( g_1^+ \notin B \). Since \( B \) Pareto dominates \( A \), this implies that \( B_1 \succ_1 A_1 \). Then, it must hold that either (i) there is a good \( g \in G_1 \) such that \( g \in B \) and \( g \triangleright_1 g_1^+ \), which is impossible by construction and the choice of agent \( 1 \), or (ii) there is a chore \( c \in C_1 \cap A_1 \) such that \( c \notin B \) and \( c \triangleright_1 g_1^+ \), which is impossible since \( g_1^+ \) is the most important item in \( A_1 \) due to Lemma 5.

By a similar argument to Part 2.1 of the proof of Pareto optimality of Algorithm 1 in Theorem 3, it is easy to see that for every agent \( i = 2, \ldots, R \), \( g_i^+ \in B \).

The rest of the proof follows a similar argument to Part 2.2 of the proof of Pareto optimality of Algorithm 1 in Theorem 3 to show that in \( B \), every agent \( 1, \ldots, R \) must retain every item in \( A_i \setminus \{ g_i^+ \} \) as well. This leads us to conclude that for every agent \( B_i = A_i \) which implies that \( B \) does not Pareto dominate \( A \), a contradiction. \( \square \)
Proposition 3 (Characterizing MMS for mixed items). Given an instance \((N, M, G, C, \triangleright)\) with lexicographic mixed items, the maximin share of agent \(i\) can be defined based on whether its top-ranked item is a good or a chore, as follows:

\[
MMS_i = \begin{cases} 
G_i \setminus \{\triangleright_i([n - 1], G_i)\}, & \text{if } \triangleright_i(1) \in G_i \land |G_i| \geq n \\
\emptyset, & \text{if } \triangleright_i(1) \in G_i \land |G_i| < n \\
\triangleright_i(1, C_i) \cup G_i, & \text{if } \triangleright_i(1) \in C_i.
\end{cases}
\]

Proof. Consider the agent \(i \in N\). Let \(\triangleright_i\) denote the importance ranking of agent \(i\) over the items (goods and chores) in \(G_i \cup C_i\). The MMS partition of agent \(i\) is uniquely defined based on its top-ranked item \(\triangleright_i(1)\) in the following cases:

- **Top ranked item is a good, i.e., \(\triangleright_i(1) \in G_i\):** There are two cases according to the size of \(G_i\).
  1. If \(|G_i| \geq n\): the MMS partition for \(i\) is defined as
     \[
     \{\{\triangleright_i(1, G_i) \cup C_i\}, \{\triangleright_i(2, G_i)\}, \ldots, \{\triangleright_i([n, m], G_i)\}\}.
     \]
     The MMS partition for \(i\) is the least preferred bundle. Since preferences are lexicographic, we have \(MMS_i = \{\triangleright_i([n, m], G_i)\} = G_i \setminus \{\triangleright_i([n - 1], G_i)\}\).
  2. If \(|G_i| < n\): the MMS partition for \(i\) is uniquely defined as
     \[
     \{\{\triangleright_i(1, G_i) \cup C_i\}, \{\triangleright_i(2, G_i)\}, \ldots, \{\triangleright_i(|G_i|, G_i)\}, \{\}, \ldots, \{\}\}.
     \]
     Therefore, \(MMS_i = \emptyset\).

- **Top ranked item is a chore, i.e., \(\triangleright_i(1) \in C_i\):** The MMS partition is uniquely defined as
  \[
  \{\{\triangleright_i(1, C_i) \cup G_i\}, \{\triangleright_i(2, C_i)\}, \ldots, \{\triangleright_i(n, C_i)\}\}.
  \]
  Not that if \(|C_i| < n\), then \(\{\triangleright_i(k, C_i)\} = \emptyset\) for all \(k < |C_i|\). The MMS for agent \(i\) is the least preferred partition above. Since preferences are lexicographic, \(MMS_i = \{\triangleright_i(1, C_i) \cup G_i\}\).
D.2 Proof of Proposition 4

Proposition 4 (EFX \(\Rightarrow\) MMS for mixed items). For mixed items under lexicographic preferences, an EFX allocation (whenever it exists) satisfies MMS, but the converse is not always true.

Proof. Let \(A\) be an EFX allocation. Suppose, for contradiction, that \(A\) does not satisfy MMS, and say the MMS guarantee is violated for agent \(i\). Then, using the characterization of MMS in Proposition 3, we have the following cases depending on whether agent \(i\)'s top-ranked item, namely \(\triangleright_i(1)\), is a good for it, and whether the number of items it considers to be goods, namely \(|G_i|\), is at least \(n\):

1. When agent \(i\) considers its top-ranked item a good (i.e., \(\triangleright_i(1) \in G_i\)) and there are at least \(n\) items that it considers goods (i.e., \(|G_i| \geq n\)).

In this case, the MMS share of agent \(i\) is the set of all goods for agent \(i\) except for its favorite \((n - 1)\) goods. We denote this set as \(G^{n+}_i := G_i \setminus \{\triangleright_i([n - 1], G_i)\}\). Thus, a violation of MMS requires that

\[G^{n+}_i \succ_i A_i.\]

In particular, agent \(i\) does not receive any of its favorite \((n - 1)\) goods under \(A\).

We will consider two subcases, depending on whether the bundle \(A_i\) contains a chore for agent \(i\).

(a) When \(A_i \cap C_i \neq \emptyset\).

Let \(h\) denote an agent who owns agent \(i\)'s top-ranked item, i.e., \(\triangleright_i(1) \in A_h\). Then, because of lexicographic preferences, \(i\) must envy \(h\) under \(A\). Furthermore, \(i\) continues to envy \(h\) even after the removal of some chore in \(A_i\), thus violating EFX.

(b) When \(A_i \cap C_i = \emptyset\).

Since agent \(i\) does not receive any of its chores and since \(A\) is not MMS for \(i\), there must exist an item \(o' \in G^{n+}_i\) such that \(o' \notin A_i\). Recall that agent \(i\) does not receive any of its \((n - 1)\) favorite goods in \(G_i\), say \(o_1, \ldots, o_{n-1}\). Thus, there are \(n\) items, namely \(o_1, \ldots, o_{n-1}\) and \(o'\), that are allocated among \((n - 1)\) other agents. Let \(h\) be an agent who receives at least two of these \(n\) items. Then, \(h\) must receive at least one of agent
$i$’s favorite $(n - 1)$ goods, and thus agent $i$ envies agent $h$ even after the removal of the other item in $h$’s bundle, implying a violation of EFX.

2. When agent $i$ considers its top-ranked item a good (i.e., $\triangleright_i(1) \in G_i$) and there are fewer than $n$ items that it considers goods (i.e., $|G_i| < n$).

In this case, the MMS share of agent $i$ is the empty set. Thus, a violation of MMS requires that

$\emptyset \succ_i A_i$.

In particular, this implies that agent $i$’s top-ranked item in its bundle must be a chore (i.e., $\triangleright_i(1, A_i) \in C_i$), and that agent $i$ does not receive its top-ranked item which is a good for it (i.e., $\triangleright_i(1) \notin A_i$).

Let $h$ be the agent who owns agent $i$’s top-ranked item under $A$, i.e., $\triangleright_i(1) \in A_h$. Then, agent $i$ envies agent $h$ even after the removal of the top-ranked chore in its bundle, namely $\triangleright_i(1, A_i)$, which contradicts EFX.

3. When agent $i$ considers its top-ranked item a chore (i.e., $\triangleright_i(1) \in C_i$).

In this case, the MMS share of agent $i$ is its top-ranked chore along with all the items it considers goods, namely $\triangleright_i(1) \cup G_i$. Thus, a violation of MMS requires that

$\triangleright_i(1) \cup G_i \succ_i A_i$.

In particular, agent $i$’s bundle $A_i$ must contain its most undesirable chore $\triangleright_i(1)$ and a strict subset of its goods $G_i$. Let $o \in G_i$ be a good for agent $i$ that is not in its bundle $A_i$, and let $h$ be the agent who own $o$ under $A$, i.e., $o \in A_h$. Then, even after removing $o$ from $h$’s bundle, agent $i$ prefers $h$’s bundle over its own, implying a violation of EFX.

Since we obtain a contradiction in each case, the EFX allocation, $A$, must also be MMS.

To see why MMS does not imply EFX, one can refer to Proposition 9 for chores-only instances.

\[\square\]
Algorithm 2: Algorithm for finding an MMS allocation for mixed items.

**Input:** A lexicographic mixed instance \( \langle N, M, G, C, \triangleright \rangle \)

**Output:** An MMS allocation \( A \)

1. Let \( C' := \{ o \in M : \forall i \in N, o \in C_i \} \)
   
   **Step 1:** Assigning chores according to top-ranked items

2. **if** \( \exists i \in N \) such that \( \triangleright_i(1) \in G_i \) **then**
   
   Run Algorithm 1

3. **else** // Else if \( \forall i \in N, \triangleright_i(1) \in C_i \)
   
   Fix a priority ordering \( \sigma \) over \( n \) agents

4. **if** \( |C'| \geq n \) **then**
   
   Run a serial dictatorship where \( \sigma_1 \) picks his best \( |C'| - n + 1 \) chores

5. All remaining agents pick one chore

6. **else**
   
   Agents pick one chore according to \( \sigma \), and none if no chore is remaining

7. **if** exists an agent who picked its worst chore (highest priority), give that agent its remaining goods

**Step 2:** Serial dictatorship for assigning remaining items

8. Run a serial dictatorship according to priority ordering \( \tau \); agents pick any number of goods among remaining items or nothing (if no item is a good for them).

9. **return** \( A \)

### D.3 Computing MMS for Mixed Items

Algorithm 2 provides a detailed description of how MMS allocations can be computed for (even subjective) mixed items.

**Theorem 4 (MMS for mixed items).** Given a lexicographic mixed instance, there is a polynomial-time algorithm that computes an MMS allocation even for subjective items.

**Proof.** Algorithm 2 guarantees MMS for any lexicographic instance with mixed items. Let \( A \) be the allocation after running the algorithm. The proof is based on two types of instances that are defined through the existence of a special agent. An agent \( i \) is said to be special if either (i) its top-ranked item is a good, i.e., \( \triangleright_i(1) \in G_i \) or (ii) receives its least-preferred chore, i.e., \( \exists c \in A_i^- \) such that \( c \triangleright_i c', \forall c' \in C_i \setminus \{c\} \). Let \( C' := \{ o \in M : \forall i \in N, o \in C_i \} \) be the set of common chores.

**Case (i):** there exists an agent \( i \) with top-ranked item as a good, that is, \( \triangleright_i(1) \in G_i \). Then, run Algorithm 1 that satisfies EFX (and PO). By Proposition 4, any EFX allocation is also MMS, thus, Algorithm 2 is MMS. Note that in this case, the algorithm does not allocate any item in ‘Step 2’, thus, the allocation vacuously remains MMS.

**Case (ii):** every agents’ top-ranked item is a chore, that is, \( \forall i \in N, \triangleright_i(1) \in C_i \). The proof relies on allocating items that are considered as chores by all agents, i.e., \( C' := \{ o \in M : \forall i \in N, o \in C_i \} \). All remaining items in \( M \setminus C' \) by construction are considered goods by at least one
agent. Algorithm 2 proceeds to first allocate items in $C'$—via a serial dictatorship specified by $\sigma$—such that the first agent $\sigma_1$ either receives its most preferred chore (if $|C'| < n$) or its most preferred $|C'| - n + 1$ chores (if $|C'| \geq n$). All other agents pick a single chore from $C' \setminus A_{\sigma_1}$ or an empty set, which satisfies MMS.

Suppose agent $h$ receives its $n$th ranked-chore in $C_h$. Then, agent $h$ receives all goods in $G_h$ (Line 11). These items must be available since the set $C'$ did not contain any item that is considered good by any agent. Thus, we have $A_h \succeq_h \succ_i (1, C_h) \cup G_h$, which implies MMS by Proposition 3. The allocation of remaining items only improves the outcome for all agents since all remaining items are assigned as goods in a serial dictatorship by Algorithm 2 (Line 12). Thus, all agents’ allocations weakly improves.

\section*{E Chores: Additional Results}

In this section, we provide additional results for chores-only instances under lexicographic preferences. Note that by our convention for chores-only instances, the top-ranked item in the importance ordering is actually the least-preferred chore.

\subsection*{E.1 Envy-Freeness}

In Appendix B we addressed the question of computing an envy-free and PO allocation. Let us now consider envy-freeness alongside rank-maximality. For goods, there is a polynomial-time algorithm known for determining whether an envy-free and rank-maximal allocation exists [Hosseini et al. 2021]. By contrast, the problem turns out to be NP-complete for chores (Theorem 5).

Notice that the weaker combination of EF1 and PO is implied by Proposition 7 since any EFX allocation is, by definition, also EF1. Thus, from the viewpoint of exact envy-freeness, the chores problem seems to be significantly harder compared to goods.

\textbf{Theorem 5 (EF+RM for chores).} Determining whether a chores instance with lexicographic preferences admits an envy-free and rank-maximal allocation is NP-complete.

\textbf{Proof.} Membership in NP follows from the fact that both envy-freeness and rank-maximality can be checked in polynomial time. To prove NP-hardness, we will show a reduction from \textsc{Hypergraph Rainbow 3-Colorability} [Dinur et al. 2005; Guruswami and Saket 2017] which asks the following question: Given a hypergraph $H = (V, E)$ with vertex set $V$ and edge set $E \subseteq 2^V$, does there exists a way of assigning each vertex exactly one of three given colors such that each hyperedge receives all three colors? This problem is known to be NP-complete [Koivisto et al. 2020].
Construction of the reduced instance: Let $q := |V|$ and $r := |E|$ denote the number of vertices and hyperedges in the given hypergraph $H = (V, E)$, respectively. We will construct a fair division instance with $n = r + 3$ agents and $m = (q + 1)r + q + 3$ chores. The set of agents consists of $r$ edge agents $e_1, \ldots, e_r$, and three dummy agents $d_1, d_2, d_3$. The set of chores consists of $q \cdot r$ signature chores $\{S^1_i, \ldots, S^q_i\}_{i \in [r]}$, $r$ edge chores $E_1, \ldots, E_r$, $q$ vertex chores $V_1, \ldots, V_q$, and three dummy chores $D_1, D_2, D_3$. With some notational overloading, we will write $E := \{E_1, \ldots, E_r\}$, $V := \{V_1, \ldots, V_q\}$, $S_i := \{S^1_i, \ldots, S^q_i\}$, and $D := \{D_1, D_2, D_3\}$ to denote the unordered sets of edge, vertex, signature, and dummy chores, respectively. Further, we will write $S_{-i} := \{S_1, S_2, \ldots, S_{i-1}, S_{i+1}, \ldots, S_r\}$ to denote the unordered set of signature chores after removing those in $S_i$, and write $V_{e_i}$ to denote the unordered set of vertex chores corresponding to the vertices in the hyperedge $e_i \in E$. Note that for all $i \in [r]$, $|V_{e_i}| \leq q$ and $|S_i| = q$.

| $e_i$: $V_{e_i} \triangleright E \setminus \{E_i\} \triangleright E_i \triangleright D \triangleright S_{-i} \triangleright V \setminus V_{e_i} \triangleright S_i$ |
| $d_1$: $E \triangleright \ldots \triangleright E_i \triangleright E_1 \triangleright S_r \triangleright \ldots \triangleright S_1 \triangleright D \setminus D_i \triangleright D_i \triangleright V$ |

Table 2: Importance orderings of agents in the proof of Theorem 5.

Preferences: Table 2 shows the importance orderings of the agents in terms of a partial order over sets of items. For any pair of sets of chores $C$ and $C'$, we use $C \triangleright C'$ to denote that all chores in $C$ are ranked higher than all chores in $C'$ in the importance ordering. To obtain the exact preference ordering, the partial orders can be extended by ranking the vertex chores in order of their indices (i.e., $V_q \triangleright V_{q-1} \triangleright \ldots \triangleright V_1$) and ranking the edge, signature, and dummy chores arbitrarily.

For every $i \in [r]$, the edge agent $e_i$ prefers the signature chores in the set $S_i$ over all other chores. Subject to that, all vertex chores except for those in $V_{e_i}$ are preferred over the remaining chores; the chores in $V_{e_i}$ are the least preferred chores of $e_i$. The remaining signature chores $S_{-i}$ are preferred over the dummy chores, which are then preferred over the edge chore $E_i$ and the remaining edge chores.

For any $\ell \in [3]$, the dummy agent $d_\ell$ prefers all vertex chores over the dummy chore $D_\ell$, which is preferred over the other two dummy chores and the signature chores, which, in turn, are preferred over the edge chores. This completes the construction of the reduced instance.

Notice that for every $i \in [r]$, any signature chore in the set $S_i$ realizes its largest ranking in the importance list of agent $e_i$. Therefore, any rank-maximal allocation must assign all chores in $S_i$ to $e_i$. By a similar reasoning, the edge chore $E_i$ is also assigned to $e_i$ in any rank-maximal allocation. Next, note that for any fixed $i \in [q]$, the vertex chore $V_i$ is ranked lower by the dummy agents than by the edge agents, and therefore must be assigned to one of $d_1$, $d_2$, or $d_3$ in any rank-maximal allocation. Finally, rank-maximality requires that for any $\ell \in [3]$, the dummy chore $D_\ell$ is assigned to the dummy agent $d_\ell$. It is straightforward to check that the aforementioned necessary conditions
for rank-maximality are also sufficient.

We will now argue the equivalence of solutions.

(⇒) Suppose the hypergraph $H$ admits a feasible rainbow 3-coloring. Then, the desired allocation can be constructed as follows: For every $i \in [r]$, the signature chores in $S_i$ and the edge chore $E_i$ are assigned to the agent $e_i$. The dummy chores $D_1, D_2, D_3$ are assigned to the dummy agents $d_1, d_2, d_3$, respectively. The vertex chores are partitioned between the three dummy agents according to the coloring. That is, if the colors are red, blue, and green, then all chores corresponding to the red-colored vertices are assigned to $d_1$, while those corresponding to the green and blue-colored vertices are assigned to $d_2$ and $d_3$, respectively.

Observe that the allocation satisfies the aforementioned sufficient condition for rank-maximality. Therefore, we only need to establish envy-freeness.

Recall that an allocation of chores is envy-free if and only if each agent considers the worst chore in its bundle to be more preferable than the worst chore in every other agent’s bundle. In the allocation constructed above, for any $i \in [r]$, the worst chore in the bundle of agent $e_i$ (according to $e_i$’s importance order) is the edge chore $E_i$. For any other $j \neq i$, the worst chore in the bundle of $e_j$ (according to $e_i$’s importance order) is $E_j$, which is less preferable than $E_i$ to agent $e_i$. Furthermore, due to the rainbow coloring condition, the worst chore in the bundle of any dummy agent (according to $e_i$) is one of the vertex chores in $V_{e_i}$, which is again less preferable than $E_i$. Therefore, $e_i$ does not envy any other agent.

Let us now consider the perspective of the dummy agent $d_\ell$ for any fixed $\ell \in [3]$. According to $d_\ell$’s preferences, the worst chore in its own bundle is $D_\ell$, whereas that in the bundle of any other dummy agent is in $D \setminus D_\ell$, which is strictly less preferred. Similarly, the worst chore in the bundle of any edge agent $e_j$ is $E_j$, which, again, is less preferred. Therefore, the dummy agent does not envy any other agent either, implying that the allocation is envy-free.

(⇐) Now suppose that there exists an envy-free and rank-maximal allocation, say $A$. By the necessary condition for rank-maximality, we know that for every $i \in [r]$, the edge chore $E_i$ is assigned to the edge agent $e_i$ (and this is the least preferred chore of $e_i$ in its bundle). Furthermore, all vertex chores in $V$ are allocated among the dummy agents. In order for agent $e_i$ to not envy the dummy agents, the vertex chores in $V_{e_i}$ must be allocated among the three dummy agents such that each dummy agent gets at least one chore in $V_{e_i}$. One can now infer a coloring of the hypergraph $H$, wherein the color of a vertex is uniquely determined by the index of the dummy agent that owns the corresponding vertex chore. It is easy to verify that this coloring satisfies the rainbow condition. This completes the proof of Theorem 5. □
ALGORITHM 3: Algorithm for EFX+PO allocation of chores

Input: A lexicographic chores instance \(\langle N, M, \triangleright\rangle\)
Output: An EFX+PO allocation \(A\)
Parameters: A permutation \(\sigma : N \rightarrow N\) of the agents

1. \(A \leftarrow (\emptyset, \ldots, \emptyset)\)
2. if \(m > n\) then
   3. Assign to \(\sigma_1\), its most preferred \(m - n\) chores according to \(\triangleright_{\sigma_1}\)
4. Execute one round of serial dictatorship according to \(\sigma\) on the remaining chores (a picking sequence with \(\langle 1, 1, \ldots, 1\rangle\)).
5. return \(A\)

E.2 Envy-Freeness Up to Any Chore

Next, we will consider a relaxation of envy-freeness called envy-freeness up to any chore (EFX), which requires that any pairwise envy can be eliminated by removing any chore from the envious agent’s bundle. Analogous to the goods setting [Hosseini et al. 2021], one can characterize EFX allocations of chores as ones where any envious agent gets exactly one chore (Proposition 6).

Proposition 6 (EFX characterization for chores). An allocation \(A\) of chores is EFX if and only if each envious agent in \(A\) gets exactly one chore.

Proof. Consider an EFX allocation \(A\). Suppose for contradiction that there exists an envious agent \(i\) such that \(|A_i| \neq 1\). If \(A_i = \emptyset\), then agent \(i\) does not envy any other agent \(h\). Assume \(|A_i| > 1\) and consider an identical preference profile. By assumption, there exists an agent \(h\) such that \(A_h \succ_i A_i\). Since preferences are identical, then \(i\)’s envy toward \(h\) cannot be eliminated by removing any of the chores \(o \in A_i\), violating EFX condition.

For the other direction, suppose \(A\) is an allocation where every envious agent receives exactly one chore. Then by the definition of EFX for chores, each envious agent can remove its single chore and eliminate any potential envy, implying that \(A\) is EFX.

The characterization in Proposition 6 can be used to show that a simple algorithm always returns an EFX and Pareto optimal allocation of chores: Fix a priority ordering \(\sigma\) over agents. Let the first agent in \(\sigma\) pick its most preferred \(m - n\) chores. Then, all agents (including the first agent) pick one chore each according to \(\sigma\) from the remaining items.

Proposition 7 (EFX + PO for chores). Given a chores instance, an EFX and Pareto optimal allocation always exists and can be computed in polynomial time.

We show that the family of algorithms, specified by a priority ordering over agents \(\sigma\) (Algorithm 3) always returns an EFX + PO allocation for allocating chores.
Proof. We start by showing that the allocation $A$ returned by Algorithm 3 is EFX. By Proposition 6, for all agents who receive exactly one chore, i.e., $i \in [2, n]$ envy can be eliminated by removing that chore. Thus, we can focus on the case where $m \geq n$. In this case, agent 1 receives its most preferred $m - n + 1$ chores, that is, $M \setminus \succ_i ([n - 1], M)$. Since preferences are lexicographic, for any $i \in [2, n]$, $\forall c \in A_1, c \succ_i A_i$. Therefore, agent 1 does not envy any other agent’s chore. The rest of agents only receive one chore, and thus, by Proposition 6 their potential envy can be eliminated by removing that chore, implying that the allocation is EFX.

The proof of Pareto optimality is based on sequencibility induced by Algorithm 3. By Proposition 1, an allocation of chores $A$ is PO if and only if it is sequencible. Therefore, it suffices to show that Algorithm 3 can be implemented as a picking sequence, and therefore, it is PO. By construction, Algorithm 3 is specified by a picking sequence $\sigma$, and therefore, its outcome is guaranteed to be PO under lexicographic preferences.

Proposition 7 is encouraging since, under additive valuations, an EFX and PO allocation is not guaranteed to exist; this follows from a straightforward adaption of a counterexample of Plaut and Roughgarden [2020] from the goods-only setting. It is relevant to note that the goods-only counterexample of Plaut and Roughgarden [2020] as well as its adaptation to chores crucially use zero marginal valuations, e.g. goods with zero values for some agents who have additive preferences. If, however, one insists on additive valuations with non-zero marginals (notice that lexicographic preferences are a special case of this class), then, to our knowledge, showing the non-existence of an EFX+PO allocation remains an open problem for both the goods-only and chores-only problems. Thus, our result in Proposition 7 can be seen as progress towards this open question.

The positive result for lexicographic preferences in Proposition 7 motivates us to strengthen the efficiency notion to rank-maximality (RM). Unfortunately, an EFX+RM allocation could fail to exist. Further, the intractability associated with exact envy-free and rank-maximal allocations (Theorem 5) persists even when the fairness requirement is relaxed to EFX.

Theorem 6 (EFX+RM for chores). Determining whether a chores instance admits an EFX and rank-maximal allocation is NP-complete.

Proof. Membership in NP follows from the fact that both EFX and rank-maximality can be checked in polynomial time. To prove NP-hardness, we will follow the proof technique from the goods case (Theorem 3 in Hosseini et al. [2021], and show a reduction from a restricted version

\footnote{Indeed, consider an instance with two agents and three chores. The valuation profiles of the two agents are $(-2, -1, 0)$ and $(-2, 0, -1)$, respectively. Pareto optimality requires that the second chore be assigned to the second agent, while the third chore should be given to the first agent. Now, whichever agent gets the first chore will envy the other agent even after removing the zero-valued chore from its own bundle.}
of 3-SAT called (2/2/3)-SAT, which is known to be NP-complete [Ahadi and Dehghan 2019].

An instance of (2/2/3)-SAT consists of a collection of $r$ variables $X_1, \ldots, X_r$ and $s$ clauses $C_1, \ldots, C_s$, where each clause is specified as a disjunction of three literals, and each variable occurs in exactly four clauses, twice negated and twice non-negated. The goal is to determine if there is a truth assignment that satisfies all clauses.

Construction of the reduced instance: We will construct a fair division instance with $n = 2r + s$ agents and $m = 3r + 3s$ chores. The set of agents consists of $2r$ literal agents $\{x_i, \overline{x}_i\}_{i \in [r]}$ and $s$ dummy agents $\{d_i\}_{i \in [s]}$. The set of chores consists of $2r$ signature chores $\{S_i, \overline{S}_i\}_{i \in [r]}$, $s$ clause chores $\{C_j\}_{j \in [s]}$, $2s$ dummy chores $\{D_i, \overline{D}_i\}_{i \in [s]}$, and $r$ top chores $\{T_i\}_{i \in [r]}$.

| $\triangleright^\dagger$: | $T_s \triangleright \ldots \triangleright T_1 \triangleright C_s \triangleright \ldots \triangleright C_1 \triangleright T_1 \triangleright S_r \triangleright \ldots \triangleright S_1 \triangleright S_1 \triangleright D_s \triangleright \ldots \triangleright D_1$ |
|-------------------------|--------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|
| $x_i$: $*: \triangleright S_i \triangleright \overline{S}_i \triangleright (a-k) \triangleright C_k \triangleright (k-j) \triangleright C_j \triangleright (j-1) \triangleright T_i$ |
| $\overline{x}_i$: $*: \triangleright S_i \triangleright S_i \triangleright (a-k) \triangleright C_k \triangleright (k-j) \triangleright C_j \triangleright (j-1) \triangleright T_i$ |
| $d_\ell$: $*: \triangleright D_\ell \triangleright D_\ell$ |

Table 3: Importance orderings of agents in the proof of Theorem 6.

Preferences: Table 3 shows the importance orderings of the agents. Let $\triangleright^\dagger$ define a reference ordering on the set of chores. For every $i \in [r]$, if $C_j$ and $C_k$ denote the two clauses containing the positive literal $x_i$, then the literal agent $x_i$ ranks $T_i$ at the bottom, and the clause chores $C_j$ and $C_k$ at ranks $m - (j + 1)$ and $m - (k + 1)$, respectively. The missing positions consist of the remaining chores ranked according to $\triangleright^\dagger$ (we write $\triangleright^\dagger$ to denote the top $\ell$ chores in $\triangleright^\dagger$ that have not been ranked so far). The symbol * indicates rest of the chores ordered according to $\triangleright^\dagger$. The preferences of the (negative) literal agent $\overline{x}_i$ and the dummy agents $d_1, \ldots, d_s$ are defined similarly as shown in Table 3. This completes the construction of the reduced instance.

Note that for any fixed $i \in [r]$, the bottom (favorite) chore $T_i$ is ranked at the bottom position by the literal agents $x_i$ and $\overline{x}_i$, and at a higher position by all other agents. Therefore, any rank-maximal allocation must assign $T_i$ to either $x_i$ or $\overline{x}_i$. Similarly, the clause chore $C_j$ must be assigned to a literal agent corresponding to a literal contained in the clause $C_j$ in any rank-maximal allocation. Also note that for a similar reason, the signature chores $S_i, \overline{S}_i$ must be allocated between $x_i$ and $\overline{x}_i$, and, for any fixed $\ell \in [s]$, the dummy chores $D_\ell$ and $\overline{D}_\ell$ must be assigned to the dummy agent $d_\ell$ in any rank-maximal allocation.

The aforementioned necessary conditions for rank-maximality are also sufficient since each clause chore $C_j$ is ranked at the same position by all literal agents corresponding to the literals contained in clause $C_j$. A similar reasoning applies to the top ranked chores, the signature chores, and the dummy chores.

We will now argue the equivalence of solutions.

$(\Rightarrow)$ Given a satisfying truth assignment, the desired allocation, say $A$, can be constructed as
follows: For any \( i \in [r] \), if \( x_i = 0 \), then assign \( \overline{S}_i \) to \( x_i \), and assign \( T_i \) and \( S_i \) to \( \overline{x}_i \). Otherwise, if \( x_i = 1 \), then assign \( S_i \) to \( x_i \), and assign \( T_i \) and \( S_i \) to \( x_i \). Next, for every \( \ell \in [s] \), assign the dummy chores \( D_\ell, \overline{D}_\ell \) to the dummy agent \( d_\ell \). Finally, each clause chore \( C_j \) to assigned to a literal agent \( x_i \) (or \( \overline{x}_i \)) if the literal \( x_i \) (or \( \overline{x}_i \)) is contained in the clause \( C_j \) and the clause is satisfied by the literal, i.e., \( x_i = 1 \) (or \( \overline{x}_i = 1 \)). Note that under a satisfying assignment, each clause must have at least one such literal.

It is easy to verify that allocation \( A \) satisfies the aforementioned sufficient condition for rank-maximality. To see why \( A \) is EFX, observe that for every \( \ell \in [s] \), the dummy agent \( d_\ell \) does not envy any other agent. Additionally, for any \( i \in [r] \), the signature chores \( S_i \) and \( \overline{S}_i \) are the least-preferred chores of \( x_i \) or \( \overline{x}_i \) that they receive under \( A \). As a result, the literal agents do not envy the dummy agents. Furthermore, if \( x_i \) receives the signature chore \( S_i \), then it is not assigned any other chore, and therefore, its envy towards \( \overline{x}_i \) can be eliminated by the removal of \( \overline{S}_i \), implying that \( A \) is EFX.

(\( \Leftarrow \)) Now suppose there exists an EFX and rank-maximal allocation \( A \). Then, \( A \) must satisfy the aforementioned necessary condition for rank-maximality. That is, for every \( \ell \in [s] \), the dummy chores \( D_\ell, \overline{D}_\ell \) are assigned to the dummy agent \( d_\ell \). In addition, for every \( i \in [r] \), the top chore \( T_i \) and the signature chores \( S_i, \overline{S}_i \) are assigned between \( x_i \) and \( \overline{x}_i \). Furthermore, each clause chore \( C_j \) is assigned to a literal agent \( x_i \) (or \( \overline{x}_i \)) such that the literal \( x_i \) (or \( \overline{x}_i \)) is contained in the clause \( C_j \).

Since \( A \) is EFX, we have from Proposition 6 that if \( x_i \) (or \( \overline{x}_i \)) is assigned the signature chore \( S_i \), then it is not assigned any other chore. Thus, in particular, the top chore \( T_i \) and the other signature chore \( S_i \) must be assigned to the other literal agent.

We will construct a truth assignment for the \((2/2/3)\)-SAT instance as follows: For every \( i \in [r] \), if \( S_i \in A_{x_i} \), then set \( x_i = 0 \), otherwise set \( x_i = 1 \). Note that the assignment is feasible as no literal is assigned conflicting values. To see why this is a satisfying assignment, consider any clause \( C_j \). Suppose the clause chore \( C_j \) is assigned to a literal agent \( x_i \) (an analogous argument works when \( \overline{x}_i \) gets \( C_j \)). Then, due to rank-maximality, we know that the literal \( x_i \) must be contained in the clause \( C_j \). Furthermore, from the aforementioned observation, it follows that \( S_i \in A_{x_i} \), implying that \( x_i = 1 \). Thus, the clause \( C_j \) is satisfied, as desired.

\[\square\]

### E.3 Envy-Freeness Up to One Chore

In the search for positive results alongside rank-maximality, we further relax the EFX notion to envy-freeness up to one chore (EF1). However, we show that the intractability persists even under this relaxation.

**Theorem 7 (EF1+RM for chores).** Determining whether a given chores instance admits an EF1 and rank-maximal allocation is NP-complete.
Proof. The proof is similar to that of Theorem 5 but uses a slightly different construction.

We will once again show a reduction from Hypergraph Rainbow 3-Colorability [Dinur et al. 2005; Guruswami and Saket 2017]. Recall that under this problem, we are given a hypergraph $H = (V, E)$ with vertex set $V$ and edge set $E \subseteq 2^V$, and the goal is to determine if there exists a way of assigning each vertex exactly one of three given colors such that each hyperedge receives all three colors.

Construction of the reduced instance: Let $q := |V|$ and $r := |E|$ denote the number of vertices and hyperedges in the given hypergraph $H = (V, E)$, respectively. Let $\Delta := \max_{e \in E} |V \cap e|$ denote the maximum number of vertices in any hyperedge in $E$.

We will construct a fair division instance with $n = r + 3$ agents and $m = q + (\Delta + 2) \cdot r + 3$ chores. The set of agents consists of $r$ edge agents $e_1, \ldots, e_r$, and three dummy agents $d_1, d_2, d_3$. The set of chores consists of $\Delta \cdot r$ Type I signature chores $\{S^1_i, \ldots, S^\Delta_i\}_{i \in [r]}$, $r$ Type II signature chores $\{S^1_r, \ldots, S^r_r\}$, $r$ edge chores $E_1, \ldots, E_r$, $q$ vertex chores $V_1, \ldots, V_q$, and three dummy chores $D_1, D_2, D_3$.

With some notational overloading, we will write $E := \{E_1, \ldots, E_r\}$, $V := \{V_1, \ldots, V_q\}$, $S_i := \{S^1_i, \ldots, S^\Delta_i\}$, and $D := \{D_1, D_2, D_3\}$ to denote the unordered sets of edge, vertex, Type I signature, and dummy chores, respectively. Further, we will write $S_{-i} := \{S_1, S_2, \ldots, S_{i-1}, S_{i+1}, \ldots, S_r\}$ to denote the unordered set of Type I signature chores after removing those in $S_i$, $S'_{-i} := \{S^1_1, \ldots, S^r_{i-1}, S'_1, \ldots, S'_r\} \setminus S^\Delta_i$ to denote the unordered set of Type II signature chores after removing the chore $S^\Delta_i$, and write $V_{e_i}$ to denote the unordered set of vertex chores corresponding to the vertices in the hyperedge $e_i \in E$. Note that for all $i \in [r]$, $|V_{e_i}| \leq q$ and $|S_i| = \Delta$.

| $e_i$: $S^\Delta_i \triangleright S_{-i} \triangleright E \setminus \{E_i\} \triangleright E_i \triangleright V_{e_i} \triangleright S^1_i \triangleright V \setminus V_{e_i} \triangleright D \triangleright S_i$ | $d_i$: $E_r \triangleright \ldots \triangleright E_1 \triangleright S^r_r \triangleright \ldots \triangleright S^1_i \triangleright S_r \triangleright \ldots \triangleright S_1 \triangleright D \setminus D_e \triangleright V \triangleright D_e$ |
|---|---|

Table 4: Importance orderings of agents in the proof of Theorem 7.

Preferences: Table 4 shows the importance orderings of the agents in terms of a partial order over sets of items. To obtain the exact ordering, the partial orders can be extended by ranking the vertex chores in order of their indices (i.e., $V_q \triangleright V_{q-1} \triangleright \ldots \triangleright V_1$) and ranking the edge, signature (Type I and Type II), and dummy chores arbitrarily.

Notice that for every $i \in [r]$, any Type I signature chore in the set $S_i$, as well as the Type II signature chore $S'_i$, realizes its largest ranking in the preference list of agent $e_i$. Therefore, any rank-maximal allocation must assign all chores in $S_i$ as well as the chore $S'_i$ to $e_i$. By a similar reasoning, the edge chore $E_i$ is also assigned to $e_i$ in any rank-maximal allocation. Next, note that for any fixed $i \in [q]$, the vertex chore $V_i$ is ranked lower by the dummy agents than by the edge agents, and therefore must be assigned to one of $d_1, d_2$, or $d_3$ in any rank-maximal allocation.
Finally, rank-maximality requires that for any $\ell \in [3]$, the dummy chore $D_\ell$ is assigned to the dummy agent $d_\ell$. It is straightforward to check that the aforementioned necessary conditions for rank-maximality are also sufficient.

We will now argue the equivalence of solutions.

$(\Rightarrow)$ Suppose the hypergraph $H$ admits a feasible rainbow 3-coloring. Then, the desired allocation can be constructed just like in the proof of Theorem 5, as follows: For every $i \in [r]$, the Type I signature chores in $S_i$, the Type II signature chore $S'_i$, and the edge chore $E_i$ are assigned to the agent $e_i$. The dummy chores $D_1, D_2, D_3$ are assigned to the dummy agents $d_1, d_2, d_3$, respectively. The vertex chores are partitioned between the three dummy agents according to the coloring. That is, if the colors are red, blue, and green, then all chores corresponding to the red-colored vertices are assigned to $d_1$, while those corresponding to the green and blue-colored vertices are assigned to $d_2$ and $d_3$, respectively.

Rank-maximality is easy to check, so we will proceed to showing envy-freeness up to one chore (EF1). Notice that for any $i \in [r]$, the worst chore in the bundle of agent $e_i$ (according to $e_i$’s importance order) is the edge chore $E_i$. For any other $j \neq i$, the worst chore in the bundle of $e_j$ (according to $e_j$’s importance order) is $E_j$, which is less preferable than $E_i$ to agent $e_i$. Therefore $e_i$ does not envy $e_j$.

Next, note that due to the rainbow coloring condition, the chores in $V_{e_i}$ are assigned such that each dummy agent gets at least one chore in $V_{e_i}$. Therefore, the worst chore in the bundle of any dummy agent (according to $e_i$) is one of the vertex chores in $V_{e_i}$, implying that $e_i$ certainly envies each dummy agent. However, if the chore $E_i$ is removed from $e_i$’s bundle, then the worst chore in its residual bundle is the Type II signature chore $S'_i$, which it prefers over the chores in $V_{e_i}$. Thus, the allocation is EF1 as far as the envy from the edge agents to the dummy agents is concerned.

Let us now consider the perspective of the dummy agent $d_\ell$ for any fixed $\ell \in [3]$. According to $d_\ell$’s importance ordering, the worst chore in its own bundle is one of the vertex chores, whereas that in the bundle of any other dummy agent (according to $d_\ell$) is in $D \setminus D_\ell$, which is strictly less preferred. Similarly, the worst chore in the bundle of any edge agent $e_j$ (according to $d_\ell$) is $E_j$ which, again, is less preferred. Therefore, the dummy agent does not envy any other agent either, implying that overall the allocation is EF1.

$(\Leftarrow)$ Now suppose that there exists an EF1 and rank-maximal allocation, say $A$. By the necessary condition for rank-maximality, we know that for every $i \in [r]$, the edge chore $E_i$ is assigned to the edge agent $e_i$ (and this is the least preferred chore of $e_i$ in its bundle). While $e_i$ does not envy any other edge agent, it certainly envies the dummy agents who only receive the dummy and the vertex chores. In order for $A$ to be EF1, it must be that upon the removal of $E_i$, $e_i$’s envy towards each of the dummy agents should be eliminated. This, in particular, requires that each dummy agent must be assigned at least one of the chores in $V_{e_i}$. A rainbow coloring of the hypergraph $H$
can be easily inferred from this assignment. This completes the proof of Theorem 7.

E.4 Maximin Share for Chores

The intractability results in Theorems 6 and 7 prompt us to consider a different relaxation of EFX, namely, maximin share (MMS). Before discussing the result for MMS and rank-maximality, let us take a closer look at the structure of MMS allocations under lexicographic preferences.

For lexicographic preferences, the MMS partition of an agent for a chores-only instance is uniquely defined and can be efficiently computed. By contrast, for additive valuations, there can be multiple MMS partitions, and unless P=NP, there cannot be a polynomial-time algorithm for computing such a partition (since that would constitute an efficient procedure for solving the PARTITION problem). Given a chores instance and an agent \( i \in N \) with importance ordering \( \succ_i \), agent \( i \)'s MMS partition is uniquely given by \( \{\{\succ_i(1)\}, \{\succ_i(2)\}, \ldots, \{\succ_i(n-1)\}, \{\succ_i(n), \ldots, \succ_i(m)\}\} \).

**Proposition 8 (MMS characterization for chores).** An allocation of chores is MMS if and only if any agent who receives its worst chore does not receive another chore.

**Proof.** Consider the agent \( i \in N \). Let \( \succ_i = o_1 \succ o_2 \succ \ldots \succ o_m \). Then, the MMS partition of agent \( i \) is uniquely defined, and its MMS value is given by \( \text{MMS}_i = \min \{\{o_1\}, \{o_2\}, \ldots, \{o_{n-1}\}, \{o_n, \ldots, o_m\}\} \). Since preferences are lexicographic, any bundle \( A_i \) that does not contain \( o_1 \) is preferred to \( A_i' = \{o_1\} \). Moreover, \( A_i' \) satisfies MMS by definition.

**Proposition 9 (EFX vs MMS).** Given any chores instance with lexicographic preferences, any EFX allocation satisfies MMS but the converse is not always true.

**Proof.** Suppose for contradiction that there exists an EFX allocation \( A \) that is not MMS. Then, by Proposition 6 no envious agent receives more than one chore in \( A \). Since \( A \) is not MMS, then there must exist an agent, say \( i \), that receives its least preferred chore (first chore in its importance ordering) along with some other chore. When all agents have identical preferences, agent \( i \) must be envious of some other agent, say the agent that receives the best chore. However, this contradicts Proposition 6 since an envious agent (agent \( i \)) has received more than one chore.

To prove that MMS does not always imply EFX, consider the following instance with four agents and five chores:

1: \( o_5 \succ o_4 \succ o_3 \succ o_2 \succ o_1 \)

2: \( o_5 \succ o_4 \succ o_3 \succ o_2 \succ o_1 \)

3: \( o_5 \succ o_4 \succ o_3 \succ o_2 \succ o_1 \)

4: \( o_4 \succ o_3 \succ o_2 \succ o_1 \succ o_5 \)
The allocation \{\{o_1\}, \{o_2, o_3\}, \{o_4\}, \{o_5\}\} satisfies MMS since all agents receive a bundle excluding their worst chore. However, by Proposition 6 this allocation is not EFX because an envious agent (agent 2) receives more than one chore.

Note that EF1 and MMS are incomparable even under lexicographic preferences.

**Example 2 (MMS vs EF1).** It can also be shown that EF1 and MMS are incomparable notions in that one does not always imply the other. The fact that MMS does not imply EF1 follows from the example in the proof of Proposition 9: Indeed, agent 2 continues to envy agent 1 even after the removal of any good from the latter’s bundle. To prove that EF1 does not imply MMS, consider the following instance with identical preferences:

\[
\begin{align*}
1: & \quad o_5 \succ o_4 \succ o_3 \succ o_2 \succ o_1 \\
2: & \quad o_5 \succ o_4 \succ o_3 \succ o_2 \succ o_1 \\
3: & \quad o_5 \succ o_4 \succ o_3 \succ o_2 \succ o_1 \\
4: & \quad o_5 \succ o_4 \succ o_3 \succ o_2 \succ o_1
\end{align*}
\]

The underlined allocation \{\{o_1, o_5\}, \{o_3\}, \{o_2\}, \{o_4\}\} is EF1; in particular, agent 1’s envy towards all other agents can be eliminated by removing chore o_5 from its bundle. However, this allocation fails to satisfy MMS since agent 1 receives a strict superset of its least preferred chore, which contradicts Proposition 8.

Proposition 9 and Proposition 7 together give the following implication.

**Corollary 4 (MMS+PO for chores).** Given a chores instance, an MMS and Pareto optimal allocation always exists and can be computed in polynomial time.

Note that an MMS (or MMS+PO) allocation could fail to exist under additive valuations [Kurokawa et al. 2018]. Proposition 7 provides a characterization of an agent’s MMS partition which enables us to compute an MMS+PO allocation. However, MMS may no longer exist when rank-maximality is additionally required, even under lexicographic preferences (Example 3). Nevertheless, an MMS and rank-maximal allocation can be computed efficiently whenever such an allocation exist (Theorem 8).

**Example 3 (MMS+RM may not exist).** Consider two agents with the following preferences:

\[
\begin{align*}
1: & \quad o_1 \succ o_2 \succ o_3 \\
2: & \quad o_1 \succ o_3 \succ o_2
\end{align*}
\]
A rank-maximal allocation will assign $o_2$ to 2 and $o_3$ to 1, but then MMS is violated for whichever agent gets $o_1$. \hfill \Box

**Theorem 8 (MMS+RM for chores).** There is a polynomial-time algorithm that, given as input a lexicographic chores instance, computes an MMS and rank-maximal allocation, whenever one exists.

**Proof.** Fix any agent $i \in N$, and suppose its preference is given by $\succ_i := o_1 \succ o_2 \succ \ldots \succ o_m$. Under lexicographic preferences, the MMS partition of agent $i \in N$ is uniquely defined as

$$\{\{o_1\}, \{o_2\}, \ldots, \{o_{n-1}\}, \{o_n, \ldots, o_m\}\}.$$

The definition of MMS immediately gives a characterization for MMS allocations: An allocation is MMS if and only if no agent receives a bundle that is a strict superset of its least preferred chore (first chore in the importance ordering).

The key observation is that any arbitrary rank-maximal allocation that does not assign an agent its top ranked chore satisfies MMS. Given this observation, we construct a polynomial-time algorithm to compute an MMS and rank-maximal allocation, whenever one exists: Compute a rank-maximal allocation $A$ given a preference profile $\succ$. If no agent receives its top ranked chore under $A$ (chore in first position of the importance ordering, i.e., $\succ_i(1)$), then by Proposition 8 allocation $A$ must also be MMS, and we obtain an MMS and RM allocation.

On the other hand, let us assume that the rank-maximal allocation $A$ assigns a chore $o$ to an agent $i \in N$ such that for all $o' \in M$, $o \succ_i o'$, that is, $o$ is the top-ranked chore for $i$. We show that $o$ is a unique chore that is ranked first by every other agent, that is, for all agents $i' \in N$, for all chores $o' \in M$, $o \succ_{i'} o'$. To see why this is correct, suppose that there exists an agent $h$ who ranked $o$ lower in its importance ordering. Then, chore $o$ can be assigned to $j$. This improves the signature of the allocation, contradicting the rank-maximality of $A$. Recall that rank-maximality for the chores-only case is defined as an allocation that maximizes the number of agents who receive their lowest ranked chore, subject to that, maximizes the number of agents who receive their second lowest chore, and so on. Therefore, we can repeatedly check for each agent that can potentially be assigned its top ranked chore, whether it receives any other chore under an RM allocation.

Let $o$ be such chore that is ranked first by all agents. In each iteration, fix an agent $i$ and assign chore $o$ to it. Remove agent $i$ and chore $o$ and compute a rank-maximal allocation, say $A'$, on the reduced instance. Now compare the signature of $A$ with $A'$. If the first $m - 1$ elements in the
signature of A and A’ are equal (i.e., signature associated with the best \( m - 1 \) chores), then the instance admits an MMS and rank-maximal allocation. Otherwise, go to the next iteration. Return NO if all agents are checked above without finding an MMS and rank-maximal allocation. All steps above including computing a rank-maximal allocation can be done in polynomial time.

\[ \square \]

F Mixed Items: Additional Results

Recall that in the mixed-item setting, high-ranked goods in the importance ordering are desirable while high-ranked chores need to be avoided.

We have already seen in Appendix F that an EFX allocation may not always exist. Next, we introduce two relaxations of EFX and discuss their existence and computation.

F.1 EFX Variations for Mixed Instances

We define two relaxations of EFX for mixed items. An allocation \( A \) is

- **Envy-free up to any good (EFX-g)**, if for every pair of agents \( i, h \in N \) such that \( A^+_i \neq \emptyset \), and for every good \( g \in A^+_i \), it holds that \( A_i \succeq_i A_h \setminus \{g\} \), and

- **Envy-free up to any chore (EFX-c)**, if for every pair of agents \( i, h \in N \) such that \( A^-_i \neq \emptyset \), for every chore \( c \in A^-_i \), it holds that \( A_i \setminus \{c\} \succeq_i A_h \).

Notice that EFX implies both EFX-g and EFX-c.

First, we show relaxing EFX to EFX-c is not sufficient to revive the non-existence result of EFX (as shown in Theorem 2). In fact, the same counterexample introduced in the proof of Theorem 2 can be used to illustrate that EFX-c may not always exist even for objective instances.

**Proposition 10 (EFX-c for mixed items).** There exists an instance with objective mixed items and lexicographic preferences that does not admit any EFX-c allocation.

**Remark 1 (EFX-c v. EFX-g v. MMS).** Note that for mixed items, EFX-c does not necessarily imply EFX-g, EFX-g does not always imply EFX-c, and neither EFX-c nor EFX-g necessarily imply MMS.

Consider two agents with identical importance ordering as follows: \( \triangleright_1 = \triangleright_2 = o^{-}_1 \triangleright o^{+}_2 \triangleright o^{+}_3 \triangleright o^{+}_4 \). If agent 1 gets the underlined items (one chore and one good) and another agent gets the other two goods, then such an allocation is EFX-c (up to the removal of chore \( o^{-}_1 \)). However, this allocation is neither EFX-g (removal of either good \( o^{+}_3 \) or \( o^{+}_4 \) does not eliminate 1’s envy for 2), nor MMS.
Now, consider two agents with identical importance ordering as follows: $\succ_1 = \succ_2 = o_1^+ \succ o_2^- \succ o_3^- \succ o_4^-$. Suppose agent 1 gets the underlined items (one good and one chore) and agent 2 gets the other two chores. Such an allocation is EFX-g (up to the removal of good $o_1^+$), but is neither EFX-c (removal of chore $o_3^-$ does not eliminated 2’s envy for 1), nor MMS (2’s maximin share is $\emptyset$ by Proposition 3).

### F.2 Envy-Freeness Up to One Item

For objective mixed items, although an EFX allocation may not exist, an EF1 allocation can be computed in polynomial time through the double round-robin algorithm [Aziz et al. 2019]. The algorithm proceeds in two phases. First, agents pick chores in a round robin fashion according to a fixed order. Second, the order is reversed, and agents pick goods by round-robin according to this reversed order.

Unfortunately, the double round-robin algorithm algorithm fails to guarantee EFX even for two agents with objective goods and chores. Consider two identical agents with preferences: $o_1^+ \succ o_2^- \succ o_3^+ \succ o_4^- \succ o_5^+$. The double round-robin with priority ordering of $\sigma = (1, 2)$ will assign $\{o_3^+, o_4^-\}$ to agent 1 and $\{o_1^+, o_5^+, o_2^+\}$ to agent 2. This allocation is not EFX because agent 1’s envy cannot be eliminated by removing, say, the good $o_5^+$.

The existence and computation of EF1 allocations along with PO even for objective mixed items remains an open problem. Moreover, determining whether an instance admits an EFX allocation (with or without PO) remains open for (objective and subjective) mixed items.