Visual product recommendation using neural aggregation network and context gating
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Abstract. In this paper we focus on the problem of user interests’ classification in visual product recommender systems. We propose the two-stage procedure. At first, the visual features are learned by fine-tuning the convolutional neural network, e.g., MobileNet. At the second stage, we use such learnable pooling techniques as neural aggregation network and context gating in order to compute a weighted average of image features. As a result we can capture the relationships between the products images purchased by the same user. We provide an experimental study with the Amazon product dataset. It was shown that our approach achieves a F1-score of 0.90 for 15 recommendations, which is much higher when compared to 0.66 F1-measure classification of traditional averaging of the feature vector.

1. Introduction

There is a recent rise in interest concerning visual recommender systems [1, 2, 3, 4] that infer user preferences (predict categories of interest for a user) by analysing a set of pictures of items that the user either bought or browsed earlier. Such systems may be used independently or as the core of existing recommender systems in online shops for fast and reliable estimation of categories of products that might be of interest to a particular user based on the information gathered from, e.g., a mobile application. In the recent years several visual feature extraction methods have been developed that reinforce the idea that specific approaches are required in order to learn robust visual features [5, 6, 7].

The categories of products that a user is interested in are often correlated. Hence, in this paper we propose to use modern learnable pooling techniques to capture the interdependencies between images of the same user. Such methods were originally developed for video recognition tasks, for example, face identification and verification on video [8, 9, 10]. Among such techniques the most successful are the neural aggregation network [11], and the context gating [12] that won the prestigious Youtube 8M Large-Scale Video Understanding challenge 2017. Therefore, the goal of this paper is to develop a user modelling engine for visual recommender systems based on combination of known techniques of weighted aggregation of image features, previously used for video analysis tasks. The reported results and conclusions are aimed at a wide range of experts in computer vision and recommender systems.
2. Literature survey

Traditional video recognition methods [8] usually represent each frame as a high-dimensional feature vector, extracted from one of the last layers of a deep convolutional neural network. Next, an ensemble of classifiers is possibly applied to make one decision based on all video frames [13]. For example, authors of article [14] modified the probabilistic approach to face recognition to work with a collection of images and video streams. In the paper [15] it is suggested that the feature vectors for all video frames are uniformly distributed and the Kullback-Leibler divergence can be used to measure the distance between distributions. Several important works on video classification are based on metric learning [16]. For instance, a metric for estimating the similarity between an image and a collection of images and the similarity between two collections of images has been successfully trained in [17].

To speed up the decision-making process, the feature vectors of each image may be combined into a single vector with average or max pooling [18, 19]. Moreover, aggregation methods with trainable weights (“learnable pooling”) are receiving all the more attention. One such technique, called Eigen-PEP [19] embedding integrates visual information from all images by using partial averaging based on a probabilistic model of elastic parts. Afterwards, the intermediate representation is compressed using the primary component analysis method. Canziani and Culurciello presented the CortexNet [20] to extract robust and stable representations of time changing signals. In [21] two video streams with head movements and various facial expressions were compared with a positive definite kernel based on calculation of angles between two linear subspaces. Miech et al. [12] won the prestigious YouTube 8M Large-Scale Video Understanding challenge in 2017 with an approach based on learnable pooling methods such as Soft Bag-of-words, Fisher Vectors, NetVLAD [22, 23] and context gating to model interdependencies between different classes. Interesting results were reported by Yang et al. [11] who proposed to train dynamic weights for frames in a video stream with a neural aggregation system that consists of two sequential attention blocks.

Consequently, methods for trainable aggregation of feature vectors were originally developed as promising solutions to the video classification task and simple object classification. In this paper we decided to apply the most prominent approaches to classification of a set of images in order to create a recommender system based on effective and efficient classification algorithms.

3. Proposed approach

The image-based user interest prediction task can be formulated as follows: it is required to predict the relevant classes of products to a user based on a collection of images of products that this user has previously bought. Every product belongs to one or more of \(D\) categories. In other words, the goal is to estimate posterior probabilities that a user orders a product from each of the \(D\) categories. It is supposed that a collection \(\{X_n(m), m=1, 2, \ldots, M_n\}\) of \(M_n\) images of products that this user has purchased or browsed is available to train a classifier. We assume that there is a single unique item on each picture that belongs to one or more of \(D\) categories, so that each image is associated with a binary label vector \(y\) of length \(D\), which \(d\)-th component is set to 1 if the item on the image belongs to the \(i\)-th category and 0 otherwise.

We propose the following two stage approach for such multi-label image set classification task. At first, transfer learning [24] is applied for feature extraction by adding a classifier to a base deep convolution neural network that was pre-trained on a large set of images such as ImageNet-1000 [25]. Considering the constraints imposed on the system for running on a mobile device, which were discussed in the introduction, the MobileNet [26] architecture was chosen for this paper. We split the \(N\) collections of images into two disjoint sets with size \(N_1\) and \(N_2\). The first set is used in the fine-tuning process to learn the feature extractor. The fine-tuned model is then used to obtain the \(K\)-dimensional feature vectors \(x_n(m)\) for each image in the second subset.

Secondly, these features are aggregated into single \(K\)-dimensional descriptor \(x_n\) of the \(n\)-th user by computing a weighted sum of features of individual images:

\[
x_n = \sum_{m=1}^{M_n} w(x_n(m)) x_n(m),
\]

(1)
where the weights may depend on the features $x_n(m)$. If the equal weights are used then conventional averaging with computation of mean feature vector is implemented [11]. However, in this paper we analyze the neural network-based methods with learning of weights in (1), particularly, the neural aggregation module with an attention mechanism originally used in video-based face recognition [11]:

$$w(x_n(m)) = \frac{\exp(qx_n(m))}{\sum_{j=1}^{M} \exp(qx_n(j))}.$$  

(2)

Here $q$ is the $K$-dimensional vector of learned parameters. Moreover, we additionally use the context gating [12]:

$$x_n^{(1)} = \sigma(Wx_n + b) \odot x_n,$$  

(3)

where $\sigma()$ is logistic sigmoid function, symbol $\odot$ stands for element-wise multiplication, and matrix $W$ and bias $b$ are the learned weights of this layer. Context gating (3) applies a scaling mask to the resulting aggregated vector (3) for modelling the interdependencies of different categories and estimating the categories that often appear together. Hence, the weights for closely related categories should be scaled up if they are present in a single collection. The opposite is also true: for categories that are not likely to appear simultaneously the weights are reduced.

The complete model architecture is shown in Figure 1. Here the aggregated vectors (3) are passed to a fully connected layer with dropout regularization. Because the resulting vector $y$ of labels often contains multiple non-zero elements since the product may belong in more than a single category, the output layer has sigmoid activation. Consequently, the output layer predicts the posterior probabilities that the $d$-th category is relevant to the particular user.

Figure 1. Proposed neural network architecture for item recommendation based on an image collection.

4. Experimental Results

In the experimental study the “Home and Kitchen” 5-core subset of the Amazon Product Data dataset [27] was used (Figure 2), meaning only the items that have at least 5 unique users interacted with and only users that have interacted with at least 5 unique items are kept. Such subset contains 547700 entries of $N=66519$ unique users interacting with 28237 unique items from $D=1000$ categories. The list of categories includes “Cookware”, “Storage & Organization”, “Coffee”, etc. For each user there is data available on the items that the user has bought. The number of items per user $M_n$ varies from 5 to 40; the average user has interacted with 8 unique items. Each user was assigned a $D$-dimensional vector $y$ where $d$-th element is 0 if the user has not bought any items from category $d$, and 1 otherwise if the user has bought at least a single product from category $d$. All experiments were conducted on a single Nvidia GeForce GTX 1080ti GPU. The algorithms were implemented using the Keras framework.

As part of the preprocessing stage each image was resized to 224x224 pixels and RGB values were normalized to the range [-1;1] to conform to the input format required by the MobileNet v1 pre-trained
with ImageNet weights. At first, 70% of all images \((N_1=0.7N=46563)\) selected by random split were used to fine-tune the MobileNet model.

Figure 2. Examples of images from the “Home and Kitchen” subset.

Figure 3. Dependency of precision on different number \(k\) of recommendations.

Figure 4. Dependency of recall on different number \(k\) of recommendations.
It should be noted that since each item belongs to only a few of the categories the resulting target vectors are sparse. To reduce the class imbalance, we implemented the weighted binary cross-entropy objective function. Several values were tested for the positive class weight \{10, 36, 72, 140\} and the best quality was achieved for positive class weight equal to 36. We also found that the hidden layer with 2048 neurons and 50% dropout probability worked best in our experiment. The model was first trained with 22 frozen deepest layers in batches of 64 samples using the ADAM optimizer with a learning rate of 0.001, \(\beta_1 = 0.9\), \(\beta_2 = 0.999\) for 10 epochs. Then it was trained with all layers unfrozen for 20 more epochs with only the learning rate changed to 0.0001.

Figure 5. Dependency of the F1 score on different number \(k\) of recommendations.

As for the aggregation step, we tested four approaches (Average pooling, Neural Aggregation with a single attention block, Neural Aggregation with two sequential attention blocks, Neural Aggregation + Context Gating). For the first approach an average of the feature vectors was obtained. For the second and third approaches one and two attention blocks were utilized respectively similar to [11]. For the proposed approach the two sequential attention blocks were followed by a context gating layer [12], which dynamically rescales the aggregated feature vector using trainable weights.

After the features are pooled into a single vector, it is passed to one dense hidden layer of size 2048 with ReLU activation function, which output is fed into a linear layer with sigmoid activations that predicts the final relevance of categories. 70% of the second subset was used to learn the pooling weights while the remaining 30% of user data was used for testing. The weighted cross entropy function with positive weight equal to 36 was used as the loss. The model was trained with the ADAM optimizer with learning rate = 0.001, \(\beta_1 = 0.9\), \(\beta_2 = 0.999\).

The dependence of the F1-measure on the number of recommendations \(k\) as well as details about precision @\(k\) and recall @\(k\) [28] are presented in Figures 3, 4, and 5. Here the highest F1-measure is achieved by the combination of neural aggregation [11] and context gating [12] is 12-35% higher when compared to simple averaging of visual features. The addition of Context Gating to the neural aggregation network makes it possible to improve the decision-making quality in 5-14%. It should be noted that for averaging the precision falls off sharply by almost 0.2 as the number of top recommendations is increased. Moreover, recall growth is most apparent from 5 to 10 recommendations, however further increasing the parameter \(k\) does not have much of an effect, as it levels out at around 0.8. The most stable precision is obtained via our proposed method as it only degrades by 0.06 from 0.92 at \(k=5\) to 0.86 at \(k=20\). Interestingly, a single neural aggregation block has consistently higher precision than two consequent neural aggregation blocks [11], and despite the recall metric being in favor of two aggregation blocks [11] the later has a lower F1 score starting at \(k=10\). This observation could be attributed to the fact that two neural aggregation blocks [11] need a smaller positive weight for the weighted cross entropy loss function in order to compensate for their increased capacity, which leads to overfitting to positive samples and, consequently, high recall and low precision.
5. Conclusion and Future Work

This paper demonstrates the application of video data analysis methods of aggregation to the task of user interest prediction based on a collection of images of products that the user has previously shopped for. It was experimentally shown that the neural aggregation [11] with context gating [12] outperforms the simple averaging method by up to 34% (Figure 5).

The main direction for further research is to expand the proposed approach into a complete mobile recommender system that would suggest the items from relevant categories to that user based only on the images on the user’s device. Additionally, it is imperative to compare the performance of our approach with traditional recommender system methods, e.g. collaborative filtering or factorization machines [29]. Finally, it is vital to work with other open datasets, e.g., the Amazon Fashion dataset that features collections of clothing items that were bought by Amazon users.
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