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Abstract

Boundaries in gauge field theories are known to be the locus of a wealth of interesting phenomena, as illustrated for example by the holographic principle or by the AdS/CFT and bulk-boundary correspondences. In particular, it has been acknowledged for quite some time that boundaries can break gauge invariance, and thereby turn gauge degrees of freedom into physical ones. There is however no known systematic way of identifying these degrees of freedom and possible associated boundary observables. Following recent work by Donnelly and Freidel, we show that this can be achieved by extending the covariant Hamiltonian formalism so as to make it gauge-invariant under arbitrary large gauge transformations. This can be done at the expense of extending the phase space by introducing new boundary fields, which in turn determine new boundary symmetries and observables. We present the general framework behind this construction, and find the conditions under which it can be applied to an arbitrary Lagrangian. By studying the examples of Abelian Chern–Simons theory and first order three-dimensional gravity, we then show that the new boundary observables satisfy the known corresponding Kac–Moody affine algebras. This shows that this new extended phase space formulation does indeed properly describe the dynamical boundary degrees of freedom, and gives credit to the results which have been previously derived in the case of diffeomorphism symmetry. We expect that this systematic understanding of the boundary symmetries will play a major role for the quantization of gravity in finite regions.
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1. Introduction

The status of boundaries in modern theoretical physics has evolved from being simply “the place where we set boundary conditions” to the locus of a wealth of phenomena whose richness and physical relevance is becoming increasingly apparent. This is epitomized for example in the holographic principle [1,2], the AdS/CFT correspondence [3–5], the bulk-boundary correspondence of condensed matter [6–8], or the study of (entanglement) entropy [9–14]. Depending on the system, the boundaries of interest can be inner to the spacetime (and provide for example a quasi-local description of black holes [15]), at infinity (and describe the asymptotic geometry of spacetime [16–19]), or at finite distances (and delimitate subsystems). To this list one can also add boundaries in the form of defects of arbitrary co-dimension, which can support local excitations in topological quantum field theories [20–23] and play now a central role in condensed matter [24–26] and quantum gravity [27–30]. Although there is no known framework to describe at once the new physics that can emerge on boundaries, one unifying thread has to do with the notion of gauge.

Heuristically, the role of gauge transformations is to identify field configurations which would have otherwise been deemed inequivalent. However, when defining gauge field theories on manifolds with boundaries these latter can break gauge invariance and thereby turn certain gauge degrees of freedom into physical ones. These are for example the famous conformal edge currents of Chern–Simons theory [6,31]. In the context of gravity, these “would-be-gauge” degrees of freedom have been put forward as candidates to explain the origin of black hole entropy [32–34]. By using the Chern–Simons formulation of three-dimensional gravity [35,36] Carlip was able to construct an explicit realization of this idea [32]. His construction relies partly on the fact that the Chern–Simons action is not gauge-invariant and gives rise on the boundary to a Wess–Zumino–Novikov–Witten (WZNW) theory [37–40]. A more general result is actually known to hold. In a seminal paper, Brown and Henneaux proved that the asymptotic symmetries of three-dimensional AdS spacetime were described by two copies of a Virasoro algebra [3], and it was shown later on that the corresponding boundary dynamics is given by a Liouville conformal field theory [4,41]. This constitutes the first example of a realization of AdS/CFT. These examples from three-dimensional gravity are all the more surprising because they give rise to infinitely-many degrees of freedom on the boundary while the bulk can only have finitely-many owing to the topological nature of the theory. Similar proposals exist for the description of four-dimensional black hole entropy [42], but are more complicated due to the unavailability of a Chern–Simons formulation and the need to work with diffeomorphisms [43,44].

It has been known for a while that by slightly generalizing Noether’s two theorems [45] it is possible to consistently assign conserved charges to local gauge symmetries [46,47]. Recently, a huge momentum was gained following the realization that a carefully analysis of boundary conditions and large gauge transformations (i.e. gauge transformations which do not vanish on the boundary) leads to new conserved charges in an unexpectedly broad variety of theories (see [48] and references therein), including most notably QED [47,49,50] and gravity [51]. These results build up on the existence in these theories of infinite-dimensional asymptotic symmetry algebras, like the Bondi–Metzner–Sachs (BMS) algebra in the asymptotically flat gravitational case [52–54]. The existence of well-defined conserved charges associated with certain residual gauge transformations means that these latter are actually best thought of as symmetries, which therefore map between physically inequivalent field configurations. Understanding the origin and the physical implications of these forgotten degrees of freedom, or “soft hairs” as they are now known, is of primordial importance. As far as we are aware however, there exists so far no
systematic and universal understanding of the nature of the conserved charges and asymptotic symmetries which should be considered as physical given an arbitrary theory. Rather, the conserved charges which have been constructed so far always involve some extra structure, in the sense that they live on specific regions of spacetime and require specific boundary conditions (see for example [55]).

In the present paper, we will focus on yet another type of boundary charges, namely those defined at finite distances. Interestingly, the crucial role played by such boundary charge degrees of freedom has been impressively illustrated in numerous (lattice) gauge theory computations of entanglement entropy [12,13,56–62]. In short, if the contribution of boundary degrees of freedom is forgotten one ends up undercounting the entropy. This is remedied by considering so-called extended Hilbert spaces which contain information about gauge transformations with non-vanishing support on the boundary. While most of the results in these approaches are concerned with the Hilbert spaces (attached to local regions or subsystems) of quantum lattice gauge theories, Donnelly and Freidel have recently proposed a classical and continuum analysis of the mechanism at play, and applied it to gravity in metric variables [63]. They have in particular defined an extended phase space containing new boundary degrees of freedom, derived new boundary observables for Yang–Mills theory and gravity, and found in this latter case that they are described by an unexpectedly large symmetry group. This can potentially have very important consequences for the quantization of gravity in finite regions, and therefore deserves a very thorough analysis. In the present work we would like to give some more flesh to their argument, and to compare its consequences with previously known results about boundary observables in gauge theory and gravity. We therefore ask the following two questions:

i) Starting from the Lagrangian of any gauge theory, how to construct in a definite manner an extended phase space containing relevant boundary degrees of freedom?

ii) What is the interpretation of the new boundary observables and symmetries which appear in this extended phase space?

The first question was already studied in [63] on the particular examples of Yang–Mills theory and second order gravity. Here we would like to develop a general understanding of this construction without focusing on a particular example. This will force us to think carefully about boundary terms, corner ambiguities, possible gauge-non-invariance of the Lagrangian, and the definition of the conserved pre-symplectic form. This will be the first part of our work.

The second question on the other hand has to do with specific examples. As mentioned earlier, there are many theories for which the boundary observables and degrees of freedom are (believed to be) known. This includes for example the edge modes of Abelian Chern–Simons theory [6,31, 64] and the WZNW gauge fields of non-Abelian Chern–Simons theory [32,40]. In gravity, observables were constructed in [33,34] with metric variables and in [65] with first order connection and triad variables. This thus begs the question of the relationship between these “old” observables and the “new” observables of [63]. The second part of our work will therefore be devoted to the study of this question in Chern–Simons theory and first order three-dimensional gravity. We will find that the new observables coming from the extended phase space are a “dressed” version of the previously-known observables, but that they satisfy the same current algebra. The case of non-Abelian Chern–Simons theory can be treated along the same ways, and we outline the main steps of the construction in appendix Appendix D. We will also see that the extended phase space obtained by introducing additional boundary degrees of freedom enables to obtain conceptual clarity as to the role of gauge transformations versus that of gauge symmetries.

In other words, while it has been known for quite some time how to describe the boundary dynamics of Chern–Simons theory (i.e. the WZNW action) and how to describe Hamiltonian
boundary observables in Chern–Simons theory and gravity, here we will take these steps further and introduce a new set of boundary variables, which are found through the requirement of gauge-invariance of the so-called covariant Hamiltonian framework, and which will lead to a “dressing” of the previously-known boundary observables. As we will show, for the construction of this extended phase space containing the new dressing boundary variables, it is not enough to simply consider the gauge-invariant Lagrangian of the theory. Instead, let us now present how we will proceed:

In order to simplify the understanding of the interplay between gauge transformations and boundaries, we will focus (as in [63]) on \((d - 2)\)-dimensional\(^1\) spatial boundaries at finite distances. This saves us from having to discuss issues of convergence for e.g. the symplectic structure, which would furthermore require to choose a particular asymptotic spacetime structure (e.g. asymptotically flat or AdS).

The fate of gauge transformations is best studied in the covariant Hamiltonian (or covariant phase space) formalism of [46,47,66]. In this elegant framework, a central role is played by the so-called pre-symplectic potential. This is a \((d - 1)\)-form in spacetime and a 1-form in field-space which is determined by the Lagrangian of the theory, and in turn enables to derive its Noether currents, its symplectic structure, and the generators of infinitesimal gauge transformations. We will therefore start our work in section 2 with a review of the covariant Hamiltonian formalism, and devote particular attention to boundary (i.e. \((d - 1)\)-dimensional) and corner (i.e. \((d - 2)\)-dimensional) terms in the Lagrangian. This is usually overlooked in most treatments, but will enable us to identify possible ambiguities or subtleties in e.g. theories whose Lagrangian is not gauge-invariant. Following the insight of [63], we will show that important information about gauge transformations on the boundary can be obtained by considering finite and field-dependent gauge transformations\(^2\) of the pre-symplectic potential. This means that we will allow for non-vanishing field-space variations \(\delta\) of the finite gauge parameters, lurking towards the idea that they could be promoted to the status of degrees of freedom and thereby contribute to the symplectic structure. The precise way in which this should be done can be understood by noticing that the pre-symplectic potential is not gauge-invariant under such finite field-dependent transformations. Amongst our new results we will in particular derive the general form of this transformation, and show that it is possible to introduce boundary degrees of freedom that “extend” the pre-symplectic potential and ensure its gauge invariance. We will then analyze the conditions under which this extended pre-symplectic potential can be used to assign vanishing Noether charges\(^3\) to gauge transformations and to construct a conserved pre-symplectic form. As we will see, this will amount to relaxing the usual conservation criterion for the pre-symplectic form, and the new boundary degrees of freedom will act as compensating fields for the symplectic flux which is leaked through the boundary. This is precisely realizing the idea that boundary conditions should be relaxed on the boundary, and additional fields introduced in order to keep track of the information flowing through the boundary from one subsystem to the neighboring one.

---

\(^1\) We denote by \(d\) the dimension of spacetime.

\(^2\) The fact that the construction of [63] could more elegantly and rigorously be understood in terms of field-dependent gauge transformations was actually pointed out and studied in [67].

\(^3\) The fact that gauge transformations come with vanishing Noether charges in this extended framework has also been pointed out in the construction of [67], which however obtains gauge-invariance by using a covariant derivative on field-space. As we will see, a more precise statement is actually that the charges are at least gauge-invariant, and at best vanishing.
In section 3, we apply the general results of section 2 to Abelian Chern–Simons theory. This constitutes an ideal testbed because there exists already a known Lagrangian [32,64] and Hamiltonian [31,34] description of the boundary degrees of freedom and of their dynamics. In particular, these descriptions rely respectively on the gauge-non-invariance of the Lagrangian, and on the Regge–Teitelboim criterion for functional differentiability of the Hamiltonian generators [68]. We will first review how these arguments arise, and then show that the extended phase space of [63] and section 2 gives a much more systematic construction, which in particular does not require a choice of boundary conditions or restrictions on the gauge parameters. Out of this construction, we will obtain the dressed boundary observables and their algebra, which is nothing but the affine Kac–Moody algebra of the gauge group [69]. We therefore recover known results, but with the following conceptual advantage: the gauge transformations are now generated by vanishing generators with a closed algebra and assigned gauge-invariant (or vanishing) Noether charges, and the new boundary degrees of freedom of the extended phase space give rise to a new boundary symmetry. The generators of this latter are precisely the boundary observables, which satisfy the current algebra.

Three-dimensional gravity in its first order formulation is studied in section 4. As is well-known, this is a topological field theory [70,71], which as such is invariant under three types of (non-independent) transformations: diffeomorphisms, SU(2) (in the Euclidean case) gauge transformations, and translations. We start by recalling the infinitesimal and finite form of these gauge transformations, and give for the first time the expression for the finite translations in the case of a non-vanishing cosmological constant (the infinitesimal version appears of course in [35]). After repeating the usual Hamiltonian arguments which lead to boundary observables, we proceed following section 2 with the construction of the gauge-invariant extended pre-symplectic potential. This is done for two choices of independent gauge transformations: first for SU(2) gauge transformations and translations, and then for SU(2) gauge transformations and diffeomorphisms. We then study the new observables which appear on the extended phase space. For simplicity we focus on SU(2) gauge transformations and translations, and leave the study of diffeomorphisms (and therefore comparison with [63]) for future work. The result is that the new observables are precisely a dressed (i.e. gauge transformed by the new boundary fields) version of the observables appearing in [65], to which they reduce if the new boundary degrees of freedom are ignored and trivialized. Their algebra is furthermore given by the affine Kac–Moody algebra of ISU(2) (in the case of a vanishing cosmological constant).

While the affine Kac–Moody algebras which we obtain in this work as boundary symmetry algebras are already known to appear from the Regge–Teitelboim condition of functional differentiability of the constraints, what we show here is that the boundary fields of the extended phase space allow for a new realization of these algebras in terms of new boundary observables. What will therefore be important for future work is to understand the physical role played by these boundary fields and observables.

We will present our conclusions and future research directions in section 5. The appendices contain some useful formulas as well as the proof of some more lengthy calculations, the main formulas needed in order to extend this construction to non-Abelian Chern–Simons theory, and a brief treatment of diffeomorphisms.

2. Covariant Hamiltonian formalism and corner ambiguities

In this first section, we present the general framework underlying our construction and that of [63]. This relies on well-established results in the so-called covariant Hamiltonian formalism.
(also known as the covariant phase space formalism), which we here review while carefully keeping track of boundary and corner terms. In particular, we will see that a specific corner ambiguity can be fixed by demanding that the covariant Hamiltonian framework be “preserved” by finite field-dependent gauge transformations, and that this can be done at the expense of introducing new boundary fields.

The reader is free to skip this formal presentation of the results and jump straight to the example of Abelian Chern–Simons theory in section 3.

2.1. Conserved pre-symplectic form

The covariant Hamiltonian formalism is a way of studying the generators of infinitesimal gauge transformations, along with their charges and their algebra, without the need to resort to a non-manifestly-covariant decomposition between space and time. A central object in this formalism is the conserved pre-symplectic form, whose construction we now describe.

For the sake of generality, let us consider a Lagrangian $L[\Phi]$ depending on a set of fields $\Phi$, and add to it a possible boundary term $b[\Phi]$. The variation of the Lagrangian with its boundary term is then given by

$$\delta L_b[\Phi] = \delta(L[\Phi] + db[\Phi]) = E[\Phi] \wedge \delta \Phi + d \theta_{b,c}[\Phi, \delta \Phi].$$

(2.1)

On the right-hand side, the first term identifies the equations of motion $E[\Phi]$, and the second term identifies the pre-symplectic potential

$$\theta_{b,c}[\Phi, \delta \Phi] := \theta_b[\Phi, \delta \Phi] + dc[\Phi, \delta \Phi] := \theta[\Phi, \delta \Phi] + \delta b[\Phi] + dc[\Phi, \delta \Phi].$$

(2.2)

This object is a $(d-1, 1)$-form, i.e. a $(d-1)$-form in spacetime and a 1-form in field space. Since it appears in (2.1) via its exterior derivative, its identification is ambiguous up to the addition of a closed form, which is the so-called corner ambiguity.

From the knowledge of a potential, we can then construct the associated pre-symplectic current $(d-1, 2)$-form by taking a field space derivative, i.e.

$$\omega_{b,c}[\Phi, \delta_1, \delta_2] := \delta \theta_{b,c}[\Phi, \delta \Phi].$$

(2.3)

From (2.2) and the fact that $\delta^2 = 0$, one can see that this reduces to

$$\omega_{b,c}[\Phi, \delta_1, \delta_2] = \delta \theta[\Phi, \delta \Phi] + d\delta c[\Phi, \delta \Phi]$$

$$= \omega[\Phi, \delta_1, \delta_2] + d\delta c[\Phi, \delta \Phi] = \omega_c[\Phi, \delta_1, \delta_2].$$

(2.4)

An important property is that the pre-symplectic current is closed on-shell. More precisely, we have

---

4 Throughout this work, we will always keep track with subscripts of the terms and ambiguities which contribute to the right-hand side of the various equalities and definitions. A subscript $b$ denotes for example the presence of a contribution from a boundary term, a subscript $\ell$ will denote the contribution from a boundary Lagrangian with new fields, a subscript $c$ will denote the contribution coming from a corner ambiguity, etc. Since these objects will all be clearly defined, there should be no ambiguity as to what the subscripts refer to. Furthermore, while section 2 is slightly more formal with these notations, sections 3 and 4 will provide all the concrete examples.

5 We use here the shorthand notation $\delta P \delta Q = \delta_1 P \delta_2 Q - \delta_2 P \delta_1 Q$ for the 2-forms in field space. Furthermore, since in the 2-forms in field space all the fields are acted on by a variation $\delta$, we use the notation $\omega[\Phi, \delta_1, \delta_2]$ instead of $\omega[\delta_1 \Phi, \delta_2 \Phi]$, which will eventually prove to be lighter.
\[ d\omega_{b,c}[\Phi, \delta_1, \delta_2] = d\omega_{c}[\Phi, \delta_1, \delta_2] = d\omega[\Phi, \delta_1, \delta_2] \simeq 0. \]  \hspace{1cm} (2.5)

Notice that these three equalities have a different origin. The first one is a strict equality, and comes from the fact that the boundary term has completely dropped from the pre-symplectic current. The second one comes from the fact that the corner ambiguity is the addition of a total exterior derivative. And finally, the third one is the statement that the pre-symplectic current is closed on-shell.

Let us now consider a \(d\)-dimensional region \(N \subset M\) of spacetime bounded by \(\partial N = \Sigma_1 \cup \Sigma_2 \cup B\), where \(\Sigma_1\) and \(\Sigma_2\) are two \((d-1)\)-dimensional space-like hypersurfaces, and \(B\) is a boundary (which can also consist of an inner boundary and/or a time-like boundary at infinity). Integrating the \((d, 2)\)-form \(d\omega[\Phi, \delta_1, \delta_2]\) over \(N\), we get

\[ \int_N d\omega[\Phi, \delta_1, \delta_2] = \int_{\partial N} \omega[\Phi, \delta_1, \delta_2] = \left( \int_{\Sigma_2} - \int_{\Sigma_1} + \int_B \right) \omega[\Phi, \delta_1, \delta_2] \simeq 0. \]  \hspace{1cm} (2.6)

At this point, one has to impose boundary conditions in order to deal with the contribution at \(B\). Note that these boundary conditions do not know about the boundary conditions on the fields at \(\partial M\) which guarantee that the variational principle is well-defined, and in particular do not know about the existence of a possible boundary term \(d\delta\Theta[\Phi]\) in the Lagrangian. One possibility is to assume that the pre-symplectic flux coming from \(B\) is vanishing. In this case, we get that the pre-symplectic \((0, 2)\)-form, defined as\(^7\)

\[ \Omega_{\Sigma}[\Phi, \delta_1, \delta_2] := \int_{\Sigma} \omega[\Phi, \delta_1, \delta_2], \]  \hspace{1cm} (2.8)

does not depend on the hypersurface \(\Sigma\) when the equations of motion are satisfied. This is the conserved pre-symplectic form.

One weaker possibility is to have boundary conditions at \(B\) which are such that \(\omega[\Phi, \delta_1, \delta_2]|_{B} = d\omega[\Phi, \delta_1, \delta_2]\). In this case, we get that

\[ \int_B \omega[\Phi, \delta_1, \delta_2] = \int_{\partial B} w[\Phi, \delta_1, \delta_2] = \left( \int_{\delta_1} - \int_{\delta_2} \right) w[\Phi, \delta_1, \delta_2] \]  \hspace{1cm} (2.9)

where \(\delta_i = \Sigma_i \cap B\), and the conserved pre-symplectic form is given by

\[ \Omega_{\Sigma, S}[\Phi, \delta_1, \delta_2] := \int_{\Sigma} \omega[\Phi, \delta_1, \delta_2] - \int_{S} w[\Phi, \delta_1, \delta_2]. \]  \hspace{1cm} (2.10)

This happens for example in the case of isolated horizons \([72,73]\).

\(^7\) Alternatively one can first define the \((0, 1)\)-form

\[ \Theta_{\Sigma}[\Phi, \delta \Phi] := \int_{\Sigma} \theta[\Phi, \delta \Phi], \]  \hspace{1cm} (2.7)

and, assuming that the specification of \(\Sigma\) is field-independent so that the field-space variation \(\delta\) can freely pass through the integral, we get that \(\Omega_{\Sigma}[\Phi, \delta_1, \delta_2] = \delta \Theta_{\Sigma}[\Phi, \delta \Phi]\). As pointed out and discussed in \([63,67]\), extra care has to be taken in the case where \(\Sigma\) is defined in a relational manner through the field content of the theory.
In what follows, we will start by assuming that we have a conserved pre-symplectic form as defined in (2.8), but this construction will eventually be relaxed when considering the corner ambiguity. We can now explain how to obtain the generators of gauge transformations.

2.2. Charges and generators of infinitesimal transformations

Let $\epsilon$ denote the parameter of an infinitesimal gauge transformation acting on the fields as $\delta_\epsilon \Phi$. In the case of diffeomorphisms, $\epsilon$ will be a vector field $\xi$, while in the case of internal gauge transformations it will be a Lie algebra element $\alpha$. The generator of this infinitesimal gauge transformation is a function $\mathcal{H}[\epsilon]$ over the phase space, whose Poisson bracket with the fields is

$$\{\mathcal{H}[\epsilon], \Phi\} = \delta_\epsilon \Phi.$$  \hspace{1cm} (2.11)

A fundamental result of the covariant Hamiltonian framework is that this generator is defined by the variational formula

$$\delta \mathcal{H}[\epsilon] = \Omega_\Sigma[\Phi, \delta, \delta_\epsilon].$$ \hspace{1cm} (2.12)

From this, one can see that the algebra of these generators is given by

$$\{\mathcal{H}[\epsilon_1], \mathcal{H}[\epsilon_2]\} = \delta_{\epsilon_1} \mathcal{H}[\epsilon_2] = \Omega_\Sigma[\Phi, \delta_{\epsilon_1}, \delta_{\epsilon_2}].$$ \hspace{1cm} (2.13)

In appendix Appendix B we elaborate a bit on these equalities, and in particular generalize them to the case of a pre-symplectic form containing a boundary piece. This will be important for our discussion in the next section. Also, note that when contracting the symplectic $(0,2)$-form $\Omega_\Sigma$ with a variational vector $\delta_\epsilon$, the quantity $\delta \mathcal{H}[\epsilon]$ which is obtained is not guaranteed to be integrable, i.e. to be a total variation $\delta$ of some expression $\mathcal{H}[\epsilon]$. This requires in general additional integrability conditions. This is the reason for which we use the notation $\delta$.

Another important result is that (2.12) is always given by the sum of a $(d-1)$-dimensional (spatial) bulk integral involving the equations of motion and a $(d-2)$-dimensional boundary (or corner) integral [46,47,74,75]. This boundary integral, which is the on-shell value of the generator, is the charge of the transformation. We would now like to recall the proof of this result. This will be the occasion of introducing the Noether charges, and of seeing how boundary terms and corner ambiguities propagate throughout the calculations.

Consider an infinitesimal internal gauge transformation parametrized by $\alpha$ and acting on the Lagrangian by producing a total derivative, i.e.

$$\delta_\alpha L[\Phi] = dm[\Phi, \alpha].$$ \hspace{1cm} (2.14)

For diffeomorphisms parametrized by $\xi$, the infinitesimal action is given by the Lie derivative, i.e. $\delta_\xi = \mathcal{L}_\xi = d(\xi \lrcorner \cdot) + \xi \lrcorner (d\cdot)$, so we have

$$\delta_\xi L[\Phi] = d(\xi \lrcorner L[\Phi]).$$ \hspace{1cm} (2.15)

In order to treat both cases at once, we will consider a parameter $\epsilon$ and the gauge transformation $\delta_\epsilon = \delta_\alpha + \delta_\xi$. When acting on the Lagrangian with a boundary term, this becomes

---

8 Unless otherwise stated, the infinitesimal gauge transformations will always be field-independent in this work. We will however be led later on to consider finite field-dependent transformations in order to achieve our construction and to illustrate some subtleties which are often overlooked in the literature.
\[ \delta_e L_b[\Phi] = \delta_e (L[\Phi] + db[\Phi]). \tag{2.16} \]

For internal gauge transformations we have \( \delta_a (db[\Phi]) = d(\delta_a b[\Phi]), \) while for diffeomorphisms \( \delta_\xi (db[\Phi]) = d(\xi \, \partial (db[\Phi])). \) This leads to

\[ \delta_e L_b[\Phi] = d(\xi \, \partial L[\Phi] + \xi \, \partial (db[\Phi]) + m[\Phi, \alpha] + \delta_a b[\Phi]). \tag{2.17} \]

On the other hand, using \( d(\delta_\xi b[\Phi]) = d(d(\xi \, \partial b[\Phi]) + \xi \, \partial (db[\Phi])) \) in (2.1) leads to

\[ \delta_e L_b[\Phi] = E[\Phi] \wedge \delta_e \Phi + d(\theta[\Phi, \delta_e \Phi] + d(\xi \, \partial b[\Phi]) + \xi \, \partial (db[\Phi]) + \delta_a b[\Phi]). \tag{2.18} \]

Putting these two equations together finally leads to

\[ E[\Phi] \wedge \delta_e \Phi + d(\theta[\Phi, \delta_e \Phi] + d(\xi \, \partial b[\Phi]) - \xi \, \partial L[\Phi] - m[\Phi, \alpha]) = 0. \tag{2.19} \]

We can now identify the Noether current \((d - 1, 0)\)-form associated with the transformation \( \delta_e \).

It is defined as

\[ J_{b,c}[\Phi, \epsilon] := \theta_c[\Phi, \delta_e \Phi] + d(\xi \, \partial b[\Phi]) - \xi \, \partial L[\Phi] - m[\Phi, \alpha], \tag{2.20} \]

and we can see that on-shell we have

\[ dJ_{b,c}[\Phi, \epsilon] \simeq 0. \tag{2.21} \]

This in turn implies that we can write

\[ J_{b,c}[\Phi, \epsilon] \simeq dQ_{b,c}[\Phi, \epsilon], \tag{2.22} \]

where the \((d - 2, 0)\)-form

\[ Q_{b,c}[\Phi, \epsilon] := Q[\Phi, \epsilon] + \xi \, \partial b[\Phi] + c[\Phi, \delta_e \Phi] \tag{2.23} \]

is the Noether charge density associated to \( \epsilon \). From this expression, one can see that the Noether charge density is only sensitive to boundary terms in the case of diffeomorphisms. Notice however that the corresponding contribution is only present because we have kept the corner term in (2.18), and represents therefore an ambiguity \([46]\). These ingredients are all we need in order to compute the Noether charge associated with a transformation \( \delta_e \). However, in order to prove the result concerning the form of \( \delta \mathcal{H}[\epsilon] \), we need to go through a few more equations.

First, we would like to have an equality which defines the off-shell part of (2.22). For this, we use the fact that we can always rewrite the term involving the equations of motion and the gauge transformation of the fields as

\[ E[\Phi] \wedge \delta_e \Phi = \epsilon N[E, \Phi] - dP[E, \Phi, \epsilon]. \tag{2.24} \]

Noether’s second theorem guarantees that \( N[E, \Phi] = 0 \), which implies in turn that we can write

\[ J_{b,c}[\Phi, \epsilon] = P[E, \Phi, \epsilon] + dQ_{b,c}[\Phi, \epsilon]. \tag{2.25} \]

Now, let us consider the equality

\[
0 = \delta_\delta_a L_b[\Phi] - \delta_a \delta L_b[\Phi] \\
= d(\delta m[\Phi, \alpha] + \delta_\delta a b[\Phi] - \delta_a \theta_c[\Phi, \delta \Phi] - \delta_a \delta b[\Phi]) \\
= d(\delta m[\Phi, \alpha] - \delta_a \theta_c[\Phi, \delta \Phi]). \tag{2.26}
\]

This implies that there exists a \((d - 2, 1)\)-form \( M_c[\Phi, \alpha, \delta \Phi] \) such that

\[
\delta m[\Phi, \alpha] - \delta_a \theta_c[\Phi, \delta \Phi] = dM_c[\Phi, \alpha, \delta \Phi]. \tag{2.27}
\]
Now, the variation of the Noether current is given by
\[
\delta J_{b,c} (\Phi, \epsilon) = \delta \theta_c (\Phi, \delta \epsilon \Phi) + \delta \epsilon (\xi \cdot b(\Phi)) + \delta _c (\epsilon \cdot L[\Phi]) - \delta m[\Phi, \alpha]. \tag{2.28}
\]
The third term can be rewritten using
\[
\begin{align*}
\delta (\xi \cdot L[\Phi]) &= \xi \cdot \delta L[\Phi] \\
&= \xi \cdot (E[\Phi] \wedge \delta \Phi) + \xi \cdot (d \theta_c (\Phi, \delta \Phi)) \\
&= \xi \cdot (E[\Phi] \wedge \delta \Phi) + L \xi \theta_c (\Phi, \delta \Phi) - d (\xi \cdot \theta_c (\Phi, \delta \Phi)) \\
&= \xi \cdot (E[\Phi] \wedge \delta \Phi) + \delta _c (\Phi, \delta \Phi) - d (\xi \cdot \theta_c (\Phi, \delta \Phi)). \tag{2.29}
\end{align*}
\]
and the fourth term can be rewritten using (2.27). One can see here that we have explicitly used the field-independence \(\delta \xi = 0\). Putting this together leads to
\[
\begin{align*}
\delta J_{b,c} (\Phi, \epsilon) &= \omega_c (\Phi, \delta \epsilon \Phi) - \xi \cdot (E[\Phi] \wedge \delta \Phi) + d(\xi \cdot \delta b(\Phi) \\
&+ \xi \cdot \theta_c (\Phi, \delta \Phi) - M_c (\Phi, \alpha, \delta \Phi)). \tag{2.30}
\end{align*}
\]
Finally, rearranging the terms in this equation and using the variation of (2.25) leads to
\[
\omega_c (\Phi, \delta \epsilon \Phi) = \delta P[\Phi, \epsilon] + \xi \cdot (E[\Phi] \wedge \delta \Phi) + d(\delta Q_{b,c} (\Phi, \epsilon) \\
- \xi \cdot \delta b(\Phi) - \xi \cdot \theta_c (\Phi, \delta \Phi) + M_c (\Phi, \alpha, \delta \Phi)) \\
\simeq d(\delta Q_{b,c} (\Phi, \epsilon) - \xi \cdot \delta b(\Phi) - \xi \cdot \theta_c (\Phi, \delta \Phi) + M_c (\Phi, \alpha, \delta \Phi)), \tag{2.31}
\]
where we have used both the equations of motion \(E[\Phi] \simeq 0\) and the linearized equations of motion \(\delta P[\Phi, \epsilon] \simeq 0\). This shows the desired result, namely that
\[
\not\partial \mathcal{H} (\Phi, \epsilon) = \Omega_{\Sigma} (\Phi, \delta, \delta \epsilon) \simeq \int_{\partial \Sigma} (\delta Q_{b,c} (\Phi, \epsilon) - \xi \cdot \delta b(\Phi) - \xi \cdot \theta_c (\Phi, \delta \Phi) + M_c (\Phi, \alpha, \delta \Phi)). \tag{2.32}
\]
Notice that here and in (2.12) we have defined the variation of the generator in terms of the pre-symplectic form without a corner ambiguity. The goal of this work is precisely to determine which corner ambiguity should be used in the definition of the pre-symplectic form, and how this affects the generators and their charges.

Furthermore, notice that the above equation is actually not so useful for computing the charges, since for this one can simply compute \(\Omega_{\Sigma} (\Phi, \delta, \delta \epsilon)\) and then identify the boundary integral. However, it has the advantage of showing the general result that charges associated with gauge transformations are given by boundary integrals, and that, when considering corner ambiguities in the pre-symplectic form, these are seen in the boundary integral defining the charge.

Finally, recall as mentioned above that (2.32) does not guarantee that the finite charge associated to the infinitesimal expression \(\delta \mathcal{H} (\Phi, \epsilon)\) does actually exist. For this, an additional integrability condition is necessary, and can be obtained from the requirement that one must have \(\not\partial \mathcal{H} (\Phi, \epsilon) = 0\) if \(\not\partial \mathcal{H} (\Phi, \epsilon) = \delta \mathcal{H} (\Phi, \epsilon)\) is integrable.

---

9 While the generator \(\delta H[\Phi, \epsilon]\) has to be defined for arbitrary variations, i.e. without using the linearized equations of motion, the corresponding charge is defined by an integration in the solution subspace of field-space, and can therefore be defined using the linearized equations of motion.
2.3. Boundary conditions and degrees of freedom

In the previous two subsection we have seen how, starting from the potential, one can define a conserved pre-symplectic form and derive an expression for (the variation of) the generators of infinitesimal gauge transformations and the associated charges. We would now like to explain how the potential is related to the fixation of boundary conditions and to the appearance of boundary degrees of freedom.

Using (2.1), the variational principle for the action is

\[ \delta \int_M L[\Phi] = \int_M E[\Phi] \wedge \delta \Phi + \int_\partial M \theta[\Phi, \delta \Phi]. \]  

The spacetime boundary integral has to vanish in order for this variation to give the bulk equations of motion. For this, one can impose global boundary conditions which ensure the vanishing of the whole boundary integral. Alternatively, one can achieve this by imposing local boundary conditions, which amounts to finding a field configuration \( \Phi \mid_{\partial M} = \Phi_0 \) such that

\[ d\theta_b[\Phi_0, \delta \Phi_0] = 0. \]  

(2.34)

Typically the choice of \( \Phi_0 \) is imposed by the physics or the solution under consideration, so instead of seeing (2.34) as an equation for \( \Phi_0 \) one has to see it as an equation for the boundary term \( b[\Phi] \). More precisely, knowing what field configuration \( \Phi_0 \) is to be fixed on the boundary, one looks for a boundary term which is then such that (2.34) is satisfied. We will shortly encounter example illustrating this familiar matter.

Now, consider the action \( E^* \Phi \) of finite and field-dependent gauge transformations on the fields \( \Phi \), which possibly changes the Lagrangian by a total derivative as\(^{10}\)

\[ L[E^* \Phi] = L[\Phi] + dm[\Phi, E], \]  

(2.35)

and also possibly affects its boundary term as

\[ b[E^* \Phi] = b[\Phi] + \tilde{b}[\Phi, E]. \]  

(2.36)

This is therefore of the general form

\[ L_b[E^* \Phi] = L_b[\Phi] + dm_b[\Phi, E], \]  

(2.37)

where

\[ m_b[\Phi, E] := m[\Phi, E] + \tilde{b}[\Phi, E] \]  

(2.38)

contains a contribution from the non-invariance of the “bare” Lagrangian and a contribution from the non-invariance of the boundary term. For the sake of generality, we allow for \( m_b[\Phi, E] \) to be non-vanishing on-shell. Taking the variation of (2.37) leads to

\[ \delta(L_b[E^* \Phi]) = E[\Phi] \wedge \delta \Phi + d(\theta_b[\Phi, \delta \Phi] + \delta m_b[\Phi, E]) \]

\[ \quad \overset{bc}{=} E[\Phi] \wedge \delta \Phi + dm_b[\Phi_0, E], \]  

(2.39)

where for the second equality we have used the boundary conditions (2.34). One can see that the field configuration \( \Phi_0 \) on the boundary leaves a contribution of the form \( d\delta m_b[\Phi_0, E] \). As we

\(^{10}\) Notice that this transformation rule is not satisfied in the case of non-Abelian Chern–Simons theory, where an additional bulk piece appears under finite gauge transformations. We comment on this in appendix Appendix D.
shall see on concrete examples below, this contribution will always be non-vanishing in the case of field-dependent gauge transformations, thereby spoiling the well-posedness of the variational principle.

Now, it can happen that this boundary contribution vanishes for field-independent gauge transformations. In this case, the requirement of field-independence is enough to regain a well-defined variational principle. However, it can also be that even for field-independent transformations the boundary contribution is not vanishing. In this case, further restrictions have to be imposed at the boundary. The way to do so without further constraining the boundary fields $\Phi|_{\partial M}$ is to restrict the gauge transformations on the boundary to be such that

$$d\delta m_b[\Phi_0, \mathcal{E}_0] = 0. \quad (2.40)$$

This can either be done by choosing gauge transformations which vanish on the boundary, or more generally by imposing a boundary equation on $\mathcal{E}$.

Now, recall that gauge transformations play the role of identifying field configurations which would have otherwise been thought of as physically distinct. Therefore, if we are led to restricting the allowed gauge transformations on the boundary in order to ensure the definiteness of the variational principle, it means that some of these configurations do not become identified anymore, or in other words that gauge degrees of freedom have now become physical degrees of freedom. This explains formally the origin of the “would-be-gauge” boundary degrees of freedom. We would of course like to know how to describe the dynamics of these boundary excitations. This can be achieved by constructing a gauge-invariant Lagrangian.

In order to make the Lagrangian $L_b[\Phi]$ gauge-invariant, one can add new fields $\Psi$ through a boundary term $\ell[\Phi, \Psi]$ transforming as

$$\ell[\mathcal{E}^* \Phi, \mathcal{E}^* \Psi] = \ell[\Phi, \Psi] + \tilde{\ell}[\Phi, \Psi, \mathcal{E}]. \quad (2.41)$$

Indeed, if we find a boundary term such that

$$\tilde{\ell}[\Phi, \Psi, \mathcal{E}] = -m_b[\Phi, \mathcal{E}] + d(\text{something}), \quad (2.42)$$

then the Lagrangian

$$L_{b, \ell}[\Phi, \Psi] := L_b[\Phi] + d\ell[\Phi, \Psi] \quad (2.43)$$

is strictly gauge-invariant. Then we have

$$\delta L_{b, \ell}[\Phi, \Psi] = \delta(L_{b, \ell}[\mathcal{E}^* \Phi, \mathcal{E}^* \Psi]) = E[\Phi] \wedge \delta \Phi + d(\theta_b[\Phi, \delta \Phi] + \delta \ell[\Phi, \Psi]), \quad (2.44)$$

so the variational principle is well-defined even when performing gauge-transformations. More precisely, it is well-defined when (2.34) is satisfied and when the boundary fields $\Psi$ obey their boundary equations of motion.

In the literature, one can find two different explanations for the origin of the boundary degrees of freedom in e.g. Abelian Chern–Simons theory. Indeed, depending on the choice of boundary conditions and boundary term, it is either argued that boundary degrees of freedom arise because of the need to further constrain the field-independent gauge transformations on the boundary [64], or that they arise because the boundary Lagrangian which is added to obtain gauge-invariance has a kinetic term (which also means that $d\delta m_b[\Phi_0, \mathcal{E}]$ contains $(\partial \mathcal{E})^2$) [32]. This state of affairs is not fully satisfactory, since it is not clear whether the boundary degrees of freedom arise because of the restriction on the allowed gauge transformations or because of the requirement of gauge-invariance. Furthermore, it is known that theories which are strictly gauge-invariant, i.e. with $m[\Phi, \mathcal{E}] = 0$, may still have boundary degrees of freedom, although in this case none of the
above arguments apply. Finally, notice that when adding boundary degrees of freedom through a boundary term \( \ell[\Phi, \Psi] \), this latter will drop from the pre-symplectic current according to what we have discussed above. It is therefore clear that the covariant Hamiltonian method cannot tell us information about the boundary degrees of freedom introduced in this way.

Notice that here we reach this conclusion if indeed we think of the new degrees of freedom \( \Psi \) as being added via a total divergence term \( \ell[\Phi, \Psi] \) to the initial Lagrangian so as to make it gauge-invariant. One could however think of adding degrees of freedom \( \Psi \) which are purely supported on the corner, and not on all of \( \partial M \). This could be done by viewing \( \ell[\Phi, \Psi] \) as an independent Lagrangian, computing its variation to extract its pre-symplectic potential, and then adding this potential as a corner term to the potential \( \theta[\Phi, \delta \Phi] \). This is what has been done for example in [83]. However, it is rather immediate to see (and we will illustrate this with Abelian Chern–Simons theory) that the corner term which is thereby added to the potential is not enough to make this latter gauge-invariant and therefore pursue the construction of the extended gauge-invariant phase space along the lines of [63]. Again, this is a manifestation of our claim that considering the gauge-invariant Lagrangian is not enough in order to construct the extended phase space which contains the dressing boundary degrees of freedom leading to the dressed observables.

We would therefore like to find a more systematic criterion for investigating the presence and the nature of possible boundary degrees of freedom. Following the insight of [63], this can be done by inspecting closer the properties of the pre-symplectic potential itself.

### 2.4. Finite field-dependent transformations of the pre-symplectic potential

In this subsection, we would like to know how the potential transforms under finite and field-dependent gauge transformations. For this, let us forget momentarily about possible boundary terms \( \ell[\Phi, \Psi] \). Let us start by computing the gauge transformation of the variation of the Lagrangian. This is given by

\[
(\delta L_b)[E^* \Phi] = \delta [E^* \Phi] \wedge \delta (E^* \Phi) + d\theta_b[E^* \Phi, \delta(E^* \Phi)]
\]

\[
= E[\Phi] \wedge \delta \Phi + d\theta_b[E^* \Phi, \delta(E^* \Phi)] + d\theta_b[E^* \Phi, \delta(E^* \Phi)],
\]

(2.45)

which is a generalization of Noether’s result (2.24) to the case of finite and field-dependent gauge transformations. We will see below on concrete examples that this relation is indeed correct. Notice, as suggested by the notation, that this relation involves first computing the variation \( \delta \) of the Lagrangian, and then evaluating this variational quantity on the gauge-transformed fields \( E^* \Phi \). Now, demanding that \( (\delta L_b)[E^* \Phi] = \delta (L_b[E^* \Phi]) \) shows that we must necessarily have

\[
\delta \theta_b[E^* \Phi, \delta(E^* \Phi)] = \delta \theta_b[\Phi, \delta \Phi] + dc[\Phi, E, \delta] + \delta m_b[\Phi, E] = p[\Phi, E, \delta E],
\]

(2.46)

where the corner contribution can take the form

\[
dc[\Phi, E, \delta] = dc_1[\Phi, E, \delta] + dc_2[\Phi, E, \delta E].
\]

(2.47)

This simple result shows that the finite field-dependent gauge transformations of the potential can always be written in the form (2.46), and that by doing so one can identify the corner contribution. This generalizes of course straightforwardly to accommodate for the presence of a boundary term \( \ell[\Phi, \Psi] \). More importantly, this shows that the potential is not gauge-invariant (even if \( \delta E = 0 \)).

The only freedom in (2.46) which could be used to cancel the corner ambiguity is that of playing with the boundary term \( b[\Phi] \), adding boundary terms and fields \( \ell[\Phi, \Psi] \), and thereby
changing $\delta m_{b,\ell}[\Phi, \Psi, \mathcal{E}]$. More precisely, if the boundary terms of the Lagrangian transform as (2.36) and (2.41), we have

$$\delta m_{b,\ell}[\Phi, \Psi, \mathcal{E}] = \delta m[\Phi, \mathcal{E}] + \delta \mathcal{B}[\Phi, \mathcal{E}] + \delta \mathcal{C}[\Phi, \Psi, \mathcal{E}],$$  \hspace{1cm} (2.48)

where $\delta m[\Phi, \mathcal{E}]$ is the contribution which comes from the bulk Lagrangian and cannot be adjusted. By changing the boundary terms, we can change the last two terms, but it is clear that there can be corner contributions in (2.46) which cannot be absorbed by these last two terms, no matter what the boundary terms are chosen to be.

In these expressions one can see that $p[\Phi, \mathcal{E}, \delta \mathcal{E}]$ must necessarily contain the equations of motion (and therefore vanish on-shell) in order for the pre-symplectic current

$$\omega[\delta_1, \delta_2, \Phi, \mathcal{E}] := \delta \theta_b[\mathcal{E}^* \Phi, \delta(\mathcal{E}^* \Phi)]$$  \hspace{1cm} (2.49)

to be closed on-shell. In fact, if $p[\Phi, \mathcal{E}, \delta \mathcal{E}] = p[E, \Phi, \mathcal{E}, \delta \mathcal{E}] \simeq 0$ then we have that

$$d\omega[\delta_1, \delta_2, \Phi, \mathcal{E}] \simeq d\omega[\Phi, \delta_1, \delta_2] \simeq 0.$$  \hspace{1cm} (2.50)

We will see that this condition is satisfied for all the examples treated in this paper, namely (Abelian and non-Abelian) Chern–Simons theory as well as three-dimensional gravity without a cosmological constant.

In non-Abelian Chern–Simons theory however, we will see in appendix Appendix D that there is an additional term in the transformed potential which is not vanishing on-shell and which comes from the behavior of the Lagrangian under finite gauge transformations (see previous footnote). It is only when computing the variation of this term, i.e. when going to the pre-symplectic current, that it will become a total exterior derivative.

2.5. Extended pre-symplectic potential

Let us now consider the general case where we have boundary terms $b[\Phi]$ and $\ell[\Phi, \Psi]$. This general Lagrangian has a potential given by $\theta_{b,\ell}[\Phi, \Psi, \delta \Phi, \delta \Psi]$ and which under a gauge transformation becomes

$$\theta_{b,\ell}[\mathcal{E}^* \Phi, \mathcal{E}^* \Psi, \delta(\mathcal{E}^* \Phi), \delta(\mathcal{E}^* \Psi)] = \theta_{b,\ell}[\Phi, \Psi, \delta \Phi, \delta \Psi] + dc[\Phi, \mathcal{E}, \mathcal{E}]$$

$$+ \delta m_{b,\ell}[\Phi, \Psi, \mathcal{E}] - p[E, \Phi, \mathcal{E}, \delta \mathcal{E}].$$  \hspace{1cm} (2.51)

The gauge-non-invariance of the potential can be corrected by introducing new fields $\Pi$. Generally, one can obtain off-shell gauge-invariance by considering

$$\theta_{b,\ell,c,m,p}[\Phi, \Psi, \Pi, \delta \Phi, \delta \Psi, \delta \Pi] := \theta_{b,\ell}[\Phi, \Psi, \delta \Phi, \delta \Psi] + dc[\Phi, \Pi, \mathcal{E}]$$

$$+ \delta m_{b,\ell}[\Phi, \Psi, \Pi] - p[E, \Phi, \Pi, \delta \Pi]$$  \hspace{1cm} (2.52)

provided we choose carefully how the fields $\Pi$ transform under the action of $\mathcal{E}^*$. It should already be clear from the above formula that considering the extended potential and the extended Lagrangian (2.43) is not at all equivalent. Indeed, only the former knows about the corner ambiguities. This will be seen on concrete examples in the next two sections.

Notice that the expression (2.52) is in a sense a “minimal” gauge-invariant extension of the potential, which is the same as the right-hand side of (2.51) where we have replaced $\mathcal{E}$ by $\Pi$. We shall see explicitly on the examples considered in the rest of this work how a gauge-invariant expression like (2.52) can indeed be obtained by computing (2.51) and then promoting the parameters $\mathcal{E}$ to new fields $\Pi$. The expression (2.52) is however not unique, and one is free to add
any functional of the fields and their variations as long as this functional itself is invariant under the finite transformations $E^*$. One can also consider adding contributions from new fields other than $\Pi$. We will not consider the effect of these additional ambiguities in this work. However, let us simply mention that when allowing for such extra ambiguities, one should do so in a manner which preserves the properties of gauge-invariance which are gained from considering the extended potential. This is of course the aforementioned gauge-invariance property under $E^*$, and, as we shall see later on concrete examples, the fact that generator of gauge transformations computed from the extended symplectic structure are vanishing on-shell. We expect that once these conditions related to gauge-invariance are satisfied, the allowed terms that one can add to (2.52) could be related to the dynamics of the boundary degrees of freedom (i.e. describe the canonically-conjugated momenta to the fields $\Pi$). We postpone the investigation of such a possibility to future work.

By construction, the extended gauge-invariant potential is invariant under infinitesimal gauge transformations, i.e.

$$\theta_{b, \ell, c, m, p}[\Phi, \Psi, \Pi, \delta_\varepsilon \Phi, \delta_\varepsilon \Psi, \delta_\varepsilon \Pi] = 0.$$  (2.53)

Furthermore, we will see that the term involving the equations of motion is such that

$$p[E, \Phi, \Pi, \delta_\varepsilon \Pi] = P[E, \Phi, \epsilon],$$  (2.54)

where $P[E, \Phi, \epsilon]$ is the quantity appearing (2.24) and (2.25). Notice that in this equality the new fields $\Pi$ have actually dropped from the right-hand side. This is due to the way in which the fields $\Pi$ have been chosen to transform under the infinitesimal gauge transformations $\delta_\varepsilon$. We shall encounter below multiples examples illustrating this property. Now, in order to understand the consequence of relation (2.53), let us focus on a Lagrangian which has no boundary terms and is strictly gauge-invariant, i.e. with $b[\Phi] = \ell[\Phi, \Psi] = m[\Phi, \epsilon] = 0$. In this case (2.53) leads to

$$\theta[\Phi, \delta_\varepsilon \Phi] + d\theta[\Phi, \delta_\varepsilon] = P[E, \Phi, \epsilon].$$  (2.55)

Using this corner ambiguity in the definition (2.20) of the Noether current and comparing with (2.25) shows that the associated Noether charge is actually vanishing. This is a surprising result, which indicates that there is a systematic way of choosing the corner ambiguity appearing in the definition of the Noether current in such a way as to obtain a vanishing Noether charge for gauge symmetries.

Now, from this extended potential we can construct a pre-symplectic current. According to (2.3), this latter will not depend on the boundary terms $b[\Phi]$ and $\ell[\Phi, \Psi]$, but will contain the corner terms. More explicitly, we have

$$\omega_{b, \ell, c, m, p}[\Phi, \Psi, \Pi, \delta_1, \delta_2] = \omega[\Phi, \delta_1, \delta_2] + dw[\Phi, \Pi, \delta_1, \delta_2] - \delta p[E, \Phi, \Pi, \delta \Pi]$$

$$= \omega_{c, p}[\Phi, \Pi, \delta_1, \delta_2],$$  (2.56)

where we have denoted the corner contribution by

$$dw[\Phi, \Pi, \delta_1, \delta_2] := d\delta c[\Phi, \Pi, \delta].$$  (2.57)

One can see that the pre-symplectic current does not depend on the extra boundary fields $\Psi$. Now, since we focus on the case of theories for which $p[E, \Phi, \Pi, \delta \Pi] \simeq 0$, this pre-symplectic current is closed on-shell, i.e.

$$d\omega_{c, p}[\Phi, \Pi, \delta_1, \delta_2] \simeq d\omega_{c}[\Phi, \Pi, \delta_1, \delta_2] = d\omega[\Phi, \delta_1, \delta_2] \simeq 0.$$  (2.58)
In (2.6) we have already discussed the integration of \(d\omega[\Phi, \delta_1, \delta_2]\). Instead, integrating the \((d, 2)\)-form \(d\omega_c[\Phi, \Pi, \delta_1, \delta_2]\) over \(N\) leads to

\[
\int_N d\omega_c[\Phi, \Pi, \delta_1, \delta_2] = \int_{\partial N} \omega_c[\Phi, \Pi, \delta_1, \delta_2] = \left( \int_{\Sigma_2} - \int_{\Sigma_1} + \int_B \right) \omega_c[\Phi, \Pi, \delta_1, \delta_2] \simeq 0. \tag{2.59}
\]

Assuming that the symplectic flux coming from \(B\) is vanishing, we get that the pre-symplectic \((0, 2)\)-form defined as

\[
\Omega_{\Sigma, \partial \Sigma}[\Phi, \Pi, \delta_1, \delta_2] = \int_{\Sigma} \omega_c[\Phi, \Pi, \delta_1, \delta_2] = \int_{\Sigma} \omega[\Phi, \delta_1, \delta_2] + \int_{\partial \Sigma} w[\Phi, \Pi, \delta_1, \delta_2] = \Omega_{\Sigma}[\Phi, \delta_1, \delta_2] + \Omega_{\partial \Sigma}[\Phi, \Pi, \delta_1, \delta_2] \tag{2.60}
\]

does not depend on the hypersurface \(\Sigma\) when the equations of motion are satisfied. Now, notice that the condition of vanishing flux at \(B\) translates into

\[
\int_B \omega[\Phi, \delta_1, \delta_2] = - \int_B d\omega[\Phi, \Pi, \delta_1, \delta_2], \tag{2.61}
\]

and is therefore a generalization of the condition which leads to (2.10). The fields \(\Pi\) which we have introduced allow to compensate for the “leaking” of the pre-symplectic form through \(B\). Moreover, they give a boundary contribution the pre-symplectic form.

We are now going to study the consequences of this construction through the examples of Abelian Chern–Simons theory and first order three-dimensional gravity.

3. Abelian Chern–Simons theory

In this section, we study the boundary degrees of freedom of Abelian Chern–Simons theory in three ways. First, we are going to review the standard Lagrangian viewpoint. This will illustrate the ambiguities which we have discussed on general grounds in section 2.3. Then, we will discuss the Hamiltonian treatment along the lines of Regge and Teitelboim. This will enable us to identify the boundary observables and their algebra, but we will see that this requires to impose that the parameters of gauge transformations have compact support. Finally, we will see following the construction of [63] that the introduction of new boundary fields allows to relax this condition and to disentangle the role of generators of gauge transformations from that of boundary observables. More precisely, we will obtain boundary observables and at the same time have a generator of gauge transformations which is vanishing on-shell (and as such has no Hamiltonian charge).

3.1. Lagrangian

Let us consider the Lagrangian

\[
L[A] = A \wedge dA. \tag{3.1}
\]

Its variation is
\[ \delta L[A] = 2\delta A \wedge dA + d\theta[A, \delta A] = 2\delta A \wedge dA + d(\delta A \wedge A). \]  
(3.2)

Under infinitesimal and finite gauge transformations, the fields transform as
\[ \delta_\alpha A = d\alpha, \quad \delta_\alpha F = 0, \quad \alpha^* A = A + d\alpha, \quad \alpha^* F = F, \]  
(3.3)

where \( F = dA \) is the Abelian field strength. The Lagrangian, on the other hand, transforms as
\[ \delta_\alpha L[A] = d(A \wedge d\alpha) = d(\alpha dA) \simeq 0, \]  
(3.4)

and
\[ L[\alpha^* A] = L[A] + d(A \wedge d\alpha) = L[A] + d(\alpha dA) \simeq L[A]. \]  
(3.5)

We are now going to discuss how this transformation of the Lagrangian can interfere with the variational principle and the boundary conditions, and how this is in turn related to the appearance of a boundary dynamics.

Note that the specific issue of deriving the boundary dynamics is beyond the scope of the present work, which is simply interested in the construction of the extended gauge-invariant phase space for Chern–Simons theory and three-dimensional gravity. However, since Abelian Chern–Simons theory is the simplest and quintessential example of a theory for which the boundary dynamics can easily be obtained from Lagrangian considerations, we find it interesting to reproduce carefully the arguments for the sake of completeness. In fact, we will see that this discussion requires to go through additional subtleties related to the choice of boundary conditions. In the following two examples, we therefore discuss the boundary dynamics of (3.1) for two choices of boundary conditions. The reader who is interested in the Hamiltonian description of the boundary observables can safely skip to section 3.2.

### 3.1.1. Example 1

With coordinates \( x^\mu = (x^0, x^1, x^2) = (t, \phi, r) \), we have the on-shell variation\(^{11}\)
\[ \delta S[A] \simeq \int_{\partial M} (\delta A_\phi A_\phi - \delta A_\phi A_t). \]  
(3.6)

One way to cancel this boundary variation without the need to introduce a boundary term is to set \( (A_t - vA_\phi)\big|_{\partial M} = 0 \), where we have allowed for the presence of a free parameter \( v \in \mathbb{R} \) (in the fractional Hall effect, this corresponds to the velocity of the bosonic excitations on the boundary \([6,64])\). Using this boundary condition and the gauge transformation (3.5), we get
\[ \delta (S[\alpha^* A]) \simeq \delta \int_{\partial M} A_\phi (v\partial_\phi \alpha - \partial_t \alpha), \]  
(3.7)

which is not vanishing even in the case \( \delta \alpha = 0 \) of field-independent gauge transformations. This is an illustration of the general equation (2.39) which we have discussed in the previous section. One way to cancel this new boundary variation without further restricting the boundary connection (since \( \delta A_\phi\big|_{\partial M} = 0 \) would imply \( \delta A_t\big|_{\partial M} = 0 \) and freeze the dynamics) is to choose one of the two following restrictions on the gauge fields:

---

\(^{11}\) Here and in the rest of the text we use a slight abuse of notation, and write the on-shell equality \( \simeq \) even though we have not yet imposed the boundary conditions that cancel the boundary contribution to the variation and thereby make the bulk equations of motion well-defined. This is just a simple way of dropping bulk contributions proportional to the yet-to-be-defined equations of motion.
\[ \alpha|_{\partial M} = 0, \quad (\partial_t \alpha - v \partial_\phi \alpha)|_{\partial M} = 0. \]  

(3.8)

As discussed in 2.3, this gives rise to boundary would-be-gauge degrees of freedom. However, the exact dynamics of these degrees of freedom is still unclear at the moment. This suggests that we look at the gauge-invariant action.

The gauge-invariant action is obtained simply by promoting \( \alpha \) to a dynamical field \( a \) transforming as \( \alpha^* a = a - \alpha \), which gives

\[ S_{\ell}[A, a] := S[A] + \int_{\partial M} (A_t \partial_\phi a - A_\phi \partial_t a). \]  

(3.9)

However, this action has no kinetic term for \( a \). One could be tempted to derive equations of motion by computing the functional variation with respect to \( A_\phi |_{\partial M} \), but this is not well-defined since \( \delta A_\phi \) appears in the bulk. One procedure sometimes followed in the literature is to write the gauge field as a gauge transformation \( A_\mu = \tilde{A}_\mu + \partial_\mu \alpha \) \cite{6,64,76}. Using the boundary condition to write \( \tilde{A}_t |_{\partial M} = v(\tilde{A}_\phi + \partial_\phi \alpha) - \partial_t \alpha \), the action then becomes

\[ S[\tilde{A}, \alpha] = S[\tilde{A}] + \int_{\partial M} ((v \partial_\phi \alpha - \partial_t \alpha)(\tilde{A}_\phi + \partial_\phi \alpha)). \]  

(3.10)

Choosing the gauge \( \tilde{A}_\phi = \tilde{A}_r = 0 \) in the bulk (which solves the constraint \( \partial_\phi A_r - \partial_r A_\phi = 0 \) conjugated to \( A_r \) then leads to the so-called Floreanini–Jackiw action

\[ S[\alpha] := \int_{\partial M} ((v \partial_\phi \alpha - \partial_t \alpha) \partial_\phi \alpha. \]  

(3.11)

The equations of motion describing the boundary dynamics of the would-be-gauge degrees of freedom are

\[ \partial_t \partial_\phi \alpha - v \partial_\phi^2 \alpha = 0, \]  

(3.12)

or, introducing the field \( \rho := \partial_\phi a \),

\[ \partial_t \rho - v \partial_\phi \rho = 0. \]  

(3.13)

The solution is given by a chiral wave \( \rho(\phi + vt) \).

We have seen in this example that it is possible to obtain a boundary Lagrangian describing the dynamics of \( \alpha \). Now, let us slightly modify the boundary conditions in order to see how the equations of motion (3.12) or (3.13) can be regained.

3.1.2. Example 2

If on the boundary we wish to fix \( \delta(A_t - vA_\phi)|_{\partial M} = 0 \), we have to add a boundary term to the action and consider

\[ S_{b_1}[A] := S[A] + \int_{\partial M} A_\phi (A_t - vA_\phi), \]  

(3.14)

which is indeed such that

\[ \delta S_{b_1}[A] \simeq 2 \int_{\partial M} A_\phi \delta(A_t - vA_\phi). \]  

(3.15)

Under a finite gauge transformation we get
\[ S_{b_1}[\alpha^\ast A] = S_{b_1}[A] + \int_{\partial M} \partial_\phi \alpha \left( \partial_t \alpha - v \partial_\phi \alpha + 2(A_t - v A_\phi) \right), \] (3.16)

which implies that
\[ \delta(S_{b_1}[\alpha^\ast A]) \simeq 2 \int_{\partial M} A_\phi \delta(A_t - v A_\phi) + \delta \int_{\partial M} \partial_\phi \alpha \left( \partial_t \alpha - v \partial_\phi \alpha + 2(A_t - v A_\phi) \right). \] (3.17)

This has to be vanishing in order for the variational principle to be well-defined. The first term is vanishing with our initial choice of boundary conditions. The second term will be vanishing if \( \delta \alpha = 0 \). If we insist on considering field-dependent gauge parameters, then these have to be restricted to satisfy one of the two following two conditions:
\[ \partial_\phi \alpha \mid_{\partial M} = 0, \quad (\partial_t \alpha - v \partial_\phi \alpha + 2(A_t - v A_\phi)) \mid_{\partial M} = 0. \] (3.18)

Again, it is now still not clear what the dynamics of the boundary degrees of freedom is.

However, looking at the gauge-invariant action obtained by promoting \( \alpha \) to be a dynamical field \( a \), one gets
\[ S_{b_1, \ell_1}[A, a] := S_{b_1}[A] + \int_{\partial M} \partial_\phi a \left( \partial_t a - v \partial_\phi a + 2(A_t - v A_\phi) \right), \] (3.19)

which contains a kinetic term for \( a \) (at the difference with (3.9)). This is actually nothing but the Abelian WZNW action for the fields \( a \) coupled to \( A \) [32] (although this latter is usually written in terms of complex coordinates on \( \partial M \)). The corresponding equations of motion can be derived from
\[ \delta S_{b_1, \ell_1}[A, a] \simeq 2 \int_{\partial M} A_\phi \delta(A_t - v A_\phi) + \delta \int_{\partial M} \partial_\phi a \left( \partial_t a - v \partial_\phi a + 2(A_t - v A_\phi) \right) \]
\[ = \int_{\partial M} \left( \partial_\phi \delta a \left( \partial_t a - v \partial_\phi a + 2(A_t - v A_\phi) \right) + \partial_\phi a (\partial_t \delta a - v \partial_\phi \delta a) \right), \] (3.20)

where we have used the boundary condition \( \delta(A_t - v A_\phi) \mid_{\partial M} = 0 \). The equation of motion for \( a \) is therefore
\[ \partial_t \partial_\phi a - v \partial_\phi^2 a = 0, \] (3.21)

which is the same as (3.12). This therefore shows that we have obtained the same boundary dynamics as in the previous example, but the manipulations of the action which are involved in this derivation are completely different, and this can be traced back to the difference in the choice of boundary conditions.

Now, notice that instead of the boundary term in (3.14) one could have also chosen
\[ S_{b_2}[A] := S[A] + \frac{1}{2v} \int_{\partial M} (A_t + v A_\phi)(A_t - v A_\phi), \] (3.22)

which is such that
\[ \delta S_{b_2}[A] \simeq \int_{\partial M} A_\phi \delta(A_t - v A_\phi), \] (3.23)
and therefore enables us to fix the same boundary conditions. Now, following the same steps as above one finds that the gauge-invariant action is given by

$$S_{\delta_{1}\cdot\xi_{2}}[A, a] := S_{\delta_{2}}[A] + \frac{1}{2v} \int_{\partial M} (\partial_{t} a + v \partial_{\phi} a) \left( \partial_{t} a - v \partial_{\phi} a + 2(A_{t} - v A_{\phi}) \right),$$

(3.24)

and the equation of motion for $a$ is therefore

$$\partial_{t}^{2} a - v^{2} \partial_{\phi}^{2} a = 0,$$

(3.25)

or, introducing the field $\rho := \partial_{t} a + v \partial_{\phi} a$,

$$\partial_{t} \rho - v \partial_{\phi} \rho = 0.$$  

(3.26)

The above two simple examples illustrate how the Lagrangian derivation of the boundary dynamics of Abelian Chern–Simons theory does actually depend on how the boundary conditions are written. Although being a simple fact, this also illustrate how, depending on the choice of boundary conditions, field-dependent or field-independent gauge-transformations can interfere with the variational principle. Most importantly, it shows that there is no uniquely defined procedure which enables for the derivation of the boundary dynamics.

Let us now turn to the Hamiltonian description of the boundary observables. As is well-known, these satisfy a current algebra which corresponds to the symplectic structure of the Abelian WZNW action (3.19) [39,77,78].

### 3.2. Hamiltonian

We now review how boundary observables arise in relation with the requirement of functional differentiability of the constraints of the Hamiltonian framework [34,68]. The Hamiltonian action is

$$S[A] = \int_{\Sigma} \left( \partial_{0} A \wedge A + 2A_{0} dA - d(A A_{0}) \right),$$

(3.27)

where the differential forms are understood as pulled-back to the spatial slice $\Sigma$. The canonical Poisson bracket is \(\{A_{a}(x), A_{b}(y)\} = -\varepsilon_{ab}\delta^{2}(x, y)/2\), and generic brackets are given by

$$\{f_1, f_2\} = -\frac{1}{2} \varepsilon_{ab} \int_{\Sigma} d^{2}x \int_{\Sigma} d^{2}y \delta^{2}(x, y) \frac{\delta f_1}{\delta A_{a}(x)} \frac{\delta f_2}{\delta A_{b}(y)}.$$  

(3.28)

Let us now consider the smeared flatness constraint\(^{12}\)

$$\mathcal{F}[\alpha] := -2 \int_{\Sigma} \alpha dA \simeq 0,$$

(3.29)

Its variation is given by

$$\delta \mathcal{F}[\alpha] = -2 \int_{\Sigma} (\delta \alpha dA + \delta A \wedge d\alpha) - 2 \int_{\partial \Sigma} \alpha \delta A.$$  

(3.30)

\(^{12}\) The action (3.27) is of the form $p\dot{q} - \hat{H}_{\text{tot}}$, where $\hat{H}_{\text{tot}}$ is the total Hamiltonian which contains the primary constraints. Although we could discard the factor $-2$ for simplicity, we choose to keep it in order to ensure that all the quantities computed throughout this section are in exact agreement.
In order to compute the Poisson bracket between the constraint and any other function on phase space, these should be functionally differentiable. In the case of the flatness constraint, this requires one of the following conditions:

(1) defining an extended generator by \( \mathcal{F}_c[\alpha] := \delta \mathcal{F}[\alpha] + 2 \int_{\partial \Sigma} \alpha \delta A \),

(2) considering parameters \( \bar{\alpha} \) with compact support, i.e. such that \( \bar{\alpha}|_{\partial \Sigma} = 0 \),

(3) imposing \( \delta A|_{\partial \Sigma} = 0 \),

(4) imposing \( \alpha \delta A|_{\partial \Sigma} = 0 \),

(5) imposing the global condition \( \int_{\partial \Sigma} \alpha \delta A = 0 \).

Let us start with the least restrictive choice and walk our way towards the derivation of the boundary observables.

Condition (1) is the least restrictive choice since it does not require imposing any conditions on the fields or the gauge parameter at the boundary \( \partial \Sigma \). In particular, if we allow for field-dependent parameters \( \alpha \), i.e. with \( \delta \alpha \neq 0 \), the variation inside of the boundary contribution cannot be pulled outside of the integral. An important case of field-dependent transformations is for spatial diffeomorphisms. These are obtained with \( \alpha = \xi \cdot A \). Indeed, in this case we get

\[
\{ \mathcal{F}_c[\xi \cdot A], A \} = d(\xi \cdot A) + \xi \cdot dA = \mathcal{L}_\xi A. \tag{3.31}
\]

Assuming that \( \delta \alpha = 0 \), we can compute the brackets

\[
\{ \mathcal{F}_c[\alpha], A \} = d\alpha, \quad \{ \mathcal{F}_c[\alpha], \mathcal{F}_c[\beta] \} = 2 \int_{\partial \Sigma} d\alpha \beta, \tag{3.32}
\]

showing that \( \mathcal{F}_c[\alpha] \) is indeed the generator of gauge transformations, and that its algebra is anomalous. Furthermore, the extended generator is then integrable and one can write

\[
\mathcal{F}_c[\alpha] = \mathcal{F}[\alpha] + 2 \int_{\partial \Sigma} \alpha A \simeq 2 \int_{\partial \Sigma} \alpha A. \tag{3.33}
\]

Now, if we want the algebra (3.32) to close, we have to impose that the gauge parameters be vanishing at the boundary. In this case we are naturally led to condition (2), and we get back the original constraint \( \mathcal{F}_c[\bar{\alpha}] = \mathcal{F}[\bar{\alpha}] \simeq 0 \) with a closed algebra

\[
\{ \mathcal{F}[\bar{\alpha}], \mathcal{F}[\bar{\beta}] \} = 0. \tag{3.34}
\]

For an arbitrary smearing parameter \( \alpha \) which does not vanish on \( \partial \Sigma \), let us now consider the quantity

\[
\mathcal{O}[\alpha] := -2 \int_{\Sigma} A \wedge d\alpha = \mathcal{F}[\alpha] + 2 \int_{\partial \Sigma} \alpha A \simeq 2 \int_{\partial \Sigma} \alpha A, \tag{3.35}
\]

which is not vanishing (i.e. not a flatness constraint) since \( \alpha \) does not have to satisfy (2). This is an observable since we have

\[
\{ \mathcal{O}[\alpha], \mathcal{F}[\bar{\alpha}] \} = 2 \int_{\partial \Sigma} d\alpha \bar{\alpha} = 0, \tag{3.36}
\]
by virtue of the fact that $\bar{\alpha}$ satisfies (2). Furthermore, for $\alpha$ and $\beta$ such that $\alpha|_{\partial \Sigma} = \beta|_{\partial \Sigma}$, we have $(\alpha - \beta)|_{\partial \Sigma} = 0$, which implies that

$$O[\alpha] - O[\beta] = F[\alpha - \beta] \simeq 0.$$  (3.37)

This shows that the observables $O[\alpha]$ are located on $\partial \Sigma$. Finally, these observables satisfy the current algebra

$$\{O[\alpha], O[\beta]\} = 2 \int_{\partial \Sigma} d\alpha \beta.$$  (3.38)

We see that these observables arise not simply from the requirement of functional differentiability of the flatness constraint, but with the particular addition of condition (2) of compact support for the gauge parameters.

Let us summarize this section by recalling the roles played by $F_c$, $F$ and $O$. We have first obtained a differentiable generator of the gauge transformations by defining the extended generator $F_c$. This generator is not a constraint, and on the surface of the constraint (3.29) it is equal to a surface term. Also, it does not form a closed algebra. We have then restricted ourselves to compactly-supported parameters $\bar{\alpha}$ of gauge transformations, for which $F_c$ then agrees with the original constraint $F$ and is differentiable. Then, because of the requirement of compact support for the parameters, we have seen that the quantity $O$ is an observable since it has vanishing Poisson bracket with the constraint. As expected, for general parameters $\alpha$ which do not vanish on the boundary, one can see that $F_c$ and $O$ are actually weakly equal to the same surface integral and have the same Poisson bracket.

### 3.3. Extended pre-symplectic potential

In order to understand properly the construction of the gauge-invariant extended potential, we are going to study three Lagrangians for Abelian Chern–Simons theory. The first one is the gauge-non-invariant Lagrangian (3.1), the second one is the gauge-invariant Lagrangian obtained by adding boundary fields following (2.43), and the third one is a gauge-invariant Lagrangian obtained by adding bulk fields. This will illustrate a result which is already clear from the general analysis of the previous section, namely that having a gauge-invariant Lagrangian is not enough to guarantee the gauge-invariance of its potential. As anticipated and illustrated in [63], this means in turn that the extended gauge-invariant potential encodes more information about the boundary degrees of freedom than the Lagrangian alone.

#### 3.3.1. Gauge-non-invariant Lagrangian

The Lagrangian which we consider here is simply (3.1), and we would like to show that we have the equality $\delta(L[\alpha^* A]) = (\delta L)[\alpha^* A]$. This computation will involve looking at the gauge transformation of the potential. Computing the variation of (3.5), we obtain

$$\delta(L[\alpha^* A]) = 2\delta A \wedge dA + d(\theta[A, \delta A] + \delta(A \wedge d\alpha))$$

$$= 2\delta A \wedge dA + d(\theta[A, \delta A] + \delta(\alpha dA)),$$  (3.39)

where the potential is given by

$$\theta[A, \delta A] = \delta A \wedge A.$$  (3.40)

On the other hand, computing the gauge transformation of the variation of the Lagrangian leads to
(\delta L)[\alpha^* A] = 2\delta A \wedge dA + 2d(\delta \alpha dA) + d\theta[\alpha^* A, \delta (\alpha^* A)], \tag{3.41}

where the gauge transformation of the potential is found to be

\theta[\alpha^* A, \delta (\alpha^* A)] = \theta[A, \delta A] + d(\delta \alpha (2A + d\alpha)) + \delta (A \wedge d\alpha) - 2\delta \alpha dA \tag{3.42a}

= \theta[A, \delta A] + d(\delta \alpha (A + d\alpha) - \alpha \delta A) + d(\alpha dA) - 2\delta \alpha dA. \tag{3.42b}

The proof of this equation is given in appendix Appendix C. This shows indeed that we have the equality \(\delta(L[\alpha^* A]) = (\delta L)[\alpha^* A]\), and that \(\theta[\alpha^* A, \delta (\alpha^* A)]\) is of the general form given in (2.46).

Now, we can add extra fields in order to define an extended gauge-invariant potential. This can be done by considering a field \(u\) which transforms as \(\alpha^* u = u - \alpha\). Then, defining the extended potential

\theta_{c,m,p}[A, u, \delta A, \delta u] := \theta[A, \delta A] + d(\delta u (2A + du)) + \delta (A \wedge du) - 2\delta udA \tag{3.43a}

= \theta[A, \delta A] + d(\delta u (A + du) - u \delta A) + d(udA) - 2\delta udA, \tag{3.43b}

a direct calculation shows that we indeed have the gauge-invariance property

\theta_{c,m,p}[\alpha^* A, \alpha^* u, \delta (\alpha^* A), \delta (\alpha^* u)] = \theta_{c,m,p}[A, u, \delta A, \delta u]. \tag{3.44}

We have therefore succeeded in defining an off-shell gauge-invariant potential for the Lagrangian (3.1). This is one of the main results of the present article, namely the construction following [63] of the gauge-invariant potential for Abelian Chern–Simons theory.

3.3.2. Gauge-invariant boundary-extended Lagrangian

As observed in (3.4), the Lagrangian (3.1) is not gauge-invariant. This can be remedied by introducing a new boundary field \(a\) which transforms as \(\alpha^* a = a - \alpha\). Then, one way of obtaining a gauge-invariant theory is to consider the Lagrangian

\[ L_{\ell_1}[A, a] := L[A] + d(A \wedge da). \tag{3.45} \]

Alternatively, one can consider

\[ L_{\ell_2}[A, a] := L[A] + d(adA). \tag{3.46} \]

Evidently, these two gauge-invariant Lagrangians lead to the same equations of motion, but differ by a corner ambiguity in the potential.

Let us now look at the potentials for these Lagrangians. For the Lagrangian (3.45) it is given by

\[ \theta_{\ell_1}[A, a, \delta A, \delta a] = \theta[A, \delta A] + \delta (A \wedge da). \tag{3.47} \]

Looking at gauge transformations, we get that

\[ \theta_{\ell_1}[\alpha^* A, \alpha^* a, \delta (\alpha^* A), \delta (\alpha^* a)] = \theta_{\ell_1}[A, a, \delta A, \delta a] + d(\delta \alpha (2A + d\alpha)) + \delta d(\alpha da) - 2\delta \alpha dA, \tag{3.48} \]

which is of the form (2.46). When comparing this with (3.42a), we can see that the term \(\delta m[A, a] = \delta (A \wedge d\alpha)\) has been replaced by \(\delta m_{\ell_1}[A, a] = \delta d(\alpha da)\). This is due to the fact that we have restored the gauge-invariance of the Lagrangian by adding a boundary term, but the gauge transformation of this boundary term leads to a corner term. More precisely, this means that we have added a boundary term \(\ell[A, a] = A \wedge da\) transforming as
\[ \ell[\alpha^*A, \alpha^*a] = \ell[A, a] + \bar{\ell}[A, \alpha] \]
\[ = \ell[A, a] - m[A, \alpha] + d(\text{something}) \]
\[ = A \wedge d\alpha - A \wedge d\alpha + d(\alpha d\alpha), \] (3.49)

thereby leading in the potential to
\[ \delta m_\ell[A, \alpha] = \delta m[A, \alpha] + \delta \bar{\ell}[A, \alpha] = \delta d(\alpha d\alpha). \] (3.50)

Let us now look at the second potential, i.e.
\[ \theta_{\ell_2}[A, a, \delta A, \delta a] = \theta[A, \delta A] + \delta(\alpha dA), \] (3.51)
and compute its gauge-transformation. This is given by
\[ \theta_{\ell_2}[\alpha^*A, \alpha^*a, \delta(\alpha^*A), \delta(\alpha^*a)] = \theta_{\ell_2}[A, a, \delta A, \delta a] + d(\delta\alpha(A + d\alpha) - \alpha\delta A) - 2\delta\alpha dA. \] (3.52)

When comparing this with (3.42b), we can see that the term \( \delta m[A, \alpha] = \delta(\alpha dA) \) has now disappeared.

Now, the two potentials can also be made off-shell gauge-invariant, just like in the previous subsection. For this, we simply need to consider
\[ \theta_{\ell_1, c, m, p}[A, a, u, \delta A, \delta a, \delta u] \]
\[ := \theta_{\ell_1}[A, a, \delta A, \delta a] + d(\delta u(2A + du)) + d(ud\alpha) - 2\delta udA, \] (3.53)
or
\[ \theta_{\ell_2, c, p}[A, a, u, \delta A, \delta a, \delta u] := \theta_{\ell_2}[A, a, \delta A, \delta a] + d(\delta u(A + du) - u\delta A) - 2\delta udA. \] (3.54)

We can see here that the introduction of the boundary fields \( a \), which have the role of making the Lagrangian gauge-invariant, is not enough in order to guarantee that the potential is gauge-invariant.

Furthermore, notice that one could also have considered the boundary Lagrangian \( \ell[A, a] = adA \) (or equivalently \( \ell[A, a] = A \wedge da \)), computed its potential \( d\delta A \), and added this potential as the corner ambiguity to the potential \( \delta A \wedge A \) of the Chern–Simons Lagrangian. However, it is clear that this procedure does also not lead to the fully gauge-invariant potential which we have constructed.

3.3.3. gauge-invariant bulk-extended Lagrangian

One other way of making the Lagrangian gauge-invariant is through the introduction of an additional bulk connection \( B \) which transforms as \( \alpha^*B = B + da \). Then, one can consider
\[ L[A, B] := (A - B) \wedge dA, \] (3.55)
whose variation is given by
\[ \delta L[A, B] = \delta A \wedge (2dA - dB) - \delta B \wedge dA + d(\delta A \wedge (A - B)), \] (3.56)
showing that the combined equations of motion are\(^{13} \) \( dA = 0 = dB \). This is therefore a theory of two flat connections, and one can see that by solving half of the equations of motion, i.e. by

\(^{13} \) Note that the Lagrangian \( L'[A, B] := (A - B) \wedge d(A - B) \) leads to the gauge-invariant potential \( \theta'[A, B, \delta A, \delta B] = \delta(A - B) \wedge (A - B) \), but has equations of motion \( dA = dB \).
writing $B = -da$, the new fields get pushed to the boundary and (3.55) becomes (3.45). Without going on half-shell however, the bulk-extended and boundary-extended Lagrangians differ in a very important way, which has of course to do with the properties of the potential.

The potential for (3.55) is given by

$$\theta[A, B, \delta A] = \delta A \wedge (A - B), \quad (3.57)$$

and its gauge transformation is

$$\theta[\alpha^* A, \alpha^* B, \delta (\alpha^* A)] = \theta[A, B, \delta A] + d(\delta \alpha (A - B)) - \delta \alpha d(A - B). \quad (3.58)$$

Once again, one can make the potential gauge-invariant by adding a field $u$ and considering

$$\theta_{c,p}[A, B, \delta A, \delta u] := \theta[A, B, \delta A] + d(\delta u (A - B)) - \delta ud(A - B), \quad (3.59)$$

which satisfies

$$\theta_{c,p}[\alpha^* A, \alpha^* B, \delta (\alpha^* A), \delta (\alpha^* u)] = \theta_{c,p}[A, B, \delta A, \delta u]. \quad (3.60)$$

### 3.4. Gauge-invariance and boundary symmetries

We are now going to compare the properties of the various gauge-invariant extended potentials which we have introduced so far, and in particular study the boundary contribution to their associated pre-symplectic forms.

Before doing so, let us just recall what happens if we work with the gauge-non-invariant potential $\theta[A, \delta A] = \delta A \wedge A$. In this case, the conserved pre-symplectic form only has a bulk piece which is given by

$$\Omega_\Sigma[A, \delta_1, \delta_2] = -\int_\Sigma \delta A \wedge \delta A, \quad (3.61)$$

and the Hamiltonian generator of the infinitesimal field-independent gauge transformations $\delta \alpha$ is

$$\delta \mathcal{F}_c[\alpha] = \Omega_\Sigma[A, \delta, \delta \alpha] = -2 \int_\Sigma \delta A \wedge d\alpha. \quad (3.62)$$

The reason for which we have denoted this generator by $\mathcal{F}_c[\alpha]$ is that it corresponds actually to the extended generator defined below (3.30). In particular, it satisfies the properties (3.32). As such, this generator of gauge transformations is not vanishing on-shell, and furthermore possesses an anomalous Poisson algebra. The reason for this is that this extended generator does actually coincide with the boundary observables $\mathcal{O}[\alpha]$.

We are now going to see, following again [63], how the introduction of the gauge-invariant extended potential enables to describe these boundary observables in terms of a new boundary symmetry, and how it leads to a generator of gauge transformations which is vanishing on-shell.

#### 3.4.1. Gauge-non-invariant Lagrangian

The conserved pre-symplectic form originating from the extended potential (3.43b) is given by

$$\Omega_{\Sigma, \delta \Sigma}[A, u, \delta_1, \delta_2] = \Omega_\Sigma[A, \delta_1, \delta_2] + \Omega_{\partial \Sigma}[A, u, \delta_1, \delta_2], \quad (3.63)$$

with
\[ \Omega_\Sigma[A, \delta_1, \delta_2] = - \int_\Sigma \delta A \wedge \delta A, \quad \Omega_{\partial \Sigma}[A, u, \delta_1, \delta_2] = - \int_{\partial \Sigma} \delta u \delta(2A + du). \] (3.64)

From these expressions, one can get the Hamiltonian generator of the infinitesimal field-independent gauge transformations \( \delta_\alpha \). This has now a bulk and a boundary contribution whose sum is given by the variational expression

\[ \delta \mathcal{F}[\alpha] = \delta \mathcal{F}_\Sigma[\alpha] + \delta \mathcal{F}_{\partial \Sigma}[\alpha] = \Omega_\Sigma[A, \delta, \delta_\alpha] + \Omega_{\partial \Sigma}[A, u, \delta, \delta_\alpha] \]
\[ = -2 \int_\Sigma \delta A \wedge d\alpha - 2 \int_{\partial \Sigma} \alpha \delta A. \] (3.65)

These generators are actually integrable, and satisfy the closed algebra

\[ \{ \mathcal{F}[\alpha], \mathcal{F}[\beta] \} = \Omega_\Sigma,_{\partial \Sigma}[A, u, \delta_\alpha, \delta_\beta] = 0 \] (3.66)

without the need to restrict the gauge parameters to be vanishing on the boundary. Furthermore, we have that

\[ \mathcal{F}[\alpha] = -2 \int_\Sigma \alpha dA \simeq 0. \] (3.67)

By adding the new fields \( u \) in the extended potential, the extra boundary piece which contributes to the pre-symplectic form is ensuring that \( \mathcal{F}[\alpha] \) is the generator of the infinitesimal transformations \( \delta_\alpha \) and that it has a closed algebra, without the need to resort to the discussion below (3.30). Because of this however, we cannot repeat our previous argument concerning the appearance of the boundary observables \( \mathcal{O}[\alpha] \).

These observables are nonetheless still present here, but they are now encoded in a new boundary symmetry. This latter acts on the fields as

\[ \Delta_\alpha A = 0, \quad \Delta_\alpha u = \alpha, \] (3.68)

and has a generator defined by the variational formula

\[ \delta \tilde{\mathcal{O}}[\alpha] = \Omega_{\partial \Sigma}[A, u, \delta, \Delta_\alpha] = 2 \int_{\partial \Sigma} \alpha \delta(A + du), \] (3.69)

which is integrable if \( \delta \alpha = 0 \). One can see that this is nothing but the previous expression (3.35) for the observables, with the difference that the connection is now “dressed” by the new boundary field \( u \). It is now immediate to see that these symmetry generators satisfy the algebra

\[ \{ \tilde{\mathcal{O}}[\alpha], \tilde{\mathcal{O}}[\beta] \} = \Omega_{\partial \Sigma}[A, u, \Delta_\alpha, \Delta_\beta] = 2 \int_{\partial \Sigma} d\alpha \beta, \] (3.70)

and are observables in the sense that

\[ \{ \mathcal{F}[\alpha], \tilde{\mathcal{O}}[\beta] \} = \Omega_{\partial \Sigma}[A, u, \delta_\alpha, \Delta_\beta] = 0. \] (3.71)

We have thus described here the boundary symmetry and observables of Abelian Chern–Simons theory using the techniques of [63]. As one can see, the introduction of the fields \( u \) in order to obtain a gauge-invariant potential enables to disentangle the notions of gauge transformations and gauge symmetries. The former are generated by a constraint whose generator is vanishing, while the latter are generated by a non-vanishing quantity which is an observable. Furthermore, we see that these observables are given from the onset by a boundary integral, while in (3.35) this is only true weakly (i.e. up to a constraint).
3.4.2. Gauge-invariant boundary-extended Lagrangian

As explained in (2.60), the conserved pre-symplectic form is only sensitive to the presence of a corner term. The pre-symplectic form derived from the three extended gauge-invariant potentials (3.43b), (3.53), and (3.54), is therefore the same, and the analysis carried out above applies exactly identically to the gauge-invariant boundary-extended Lagrangian.

3.4.3. Gauge-invariant bulk-extended Lagrangian

From the extended gauge-invariant potential (3.59), the conserved pre-symplectic form acquires once again a boundary contribution, i.e.

\[
\Omega_{\Sigma,\partial \Sigma}[A, B, u, \delta_1, \delta_2] = \Omega_{\Sigma}[A, B, \delta_1, \delta_2] + \Omega_{\partial \Sigma}[A, B, u, \delta_1, \delta_2],
\]

but it is now given by the following bulk and corner pieces:

\[
\Omega_{\Sigma}[A, B, \delta_1, \delta_2] = - \int_{\Sigma} \delta A \wedge (A - B), \quad \Omega_{\partial \Sigma}[A, B, u, \delta_1, \delta_2] = - \int_{\partial \Sigma} \delta u \delta (A - B).
\]

From this, we get the generators

\[
\delta \mathcal{F}[\alpha] = - \int_{\Sigma} \delta (A - B) \wedge d\alpha - \int_{\partial \Sigma} \alpha \delta (A - B),
\]

which integrate to

\[
\mathcal{F}[\alpha] = - \int_{\Sigma} \alpha d(A - B) \simeq 0,
\]

and satisfy the algebra

\[
\{\mathcal{F}[\alpha], \mathcal{F}[\beta]\} = 0.
\]

By plugging (3.68) one gets

\[
\delta \tilde{\mathcal{O}}[\alpha] = \Omega_{\partial \Sigma}[A, B, u, \delta, \Delta_u] = \int_{\partial \Sigma} \alpha \delta (A - B),
\]

but these boundary observables turn out to have a vanishing Poisson bracket:

\[
\{\tilde{\mathcal{O}}[\alpha], \tilde{\mathcal{O}}[\beta]\} = \Omega_{\partial \Sigma}[A, u, \Delta_u, \Delta_\beta] = 0.
\]

Clearly, this is due to the fact that the pre-symplectic form on the boundary is not quadratic in the boundary variable \(u\). This illustrate the subtle difference which exists between the Lagrangians (3.55) and (3.45). Indeed, although they posses the same equations of motion and the same gauge-invariance property, the former leads to boundary observables with a centrally-extended algebra, while the latter does not. However, one should recall that (3.55) is defined in the first place with more fields living in the bulk.

3.5. Noether charges

Finally, let us end this section by briefly discussing the Noether charges derived from the covariant Hamiltonian analysis. This will illustrate how the corner contribution from the extended potential can be used to obtain gauge-invariant (or vanishing) Noether charges for the gauge symmetries of the theory.
3.5.1. Gauge-non-invariant Lagrangian

We first compute the Noether current associated to the infinitesimal transformation generated by \( \alpha \). From (3.4) one can see that there is a corner ambiguity in this computation since we can write both

\[
\delta_{\alpha}L[A] = d(A \wedge d\alpha) = dm_1[A, \alpha], \quad \delta_{\alpha}L[A] = d(\alpha dA) = dm_2[A, \alpha].
\]

(3.79)

These two choices lead to different Noether currents, namely

\[
J_1[A, \alpha] = -2\alpha dA + 2d(\alpha A), \quad J_2[A, \alpha] = -2\alpha dA + d(\alpha A),
\]

(3.80)

and therefore to the two following different conserved Noether charges:

\[
Q_1[A, \alpha] = \int_{\partial\Sigma} 2\alpha A, \quad Q_2[A, \alpha] = \int_{\partial\Sigma} \alpha A.
\]

(3.81)

One can observe that these Noether charges are not gauge-invariant, i.e. \( \delta_{\beta}Q_{1,2}[A, \alpha] \neq 0 \), unless one imposes the condition \( \alpha \big|_{\partial\Sigma} = 0 \).

3.5.2. Gauge-invariant boundary-extended Lagrangian

All the conclusions of the previous subsection apply here verbatim. This is due to the fact that, for gauge transformations (i.e. not for diffeomorphisms), the Noether current and the pre-symplectic current are insensitive to the boundary terms \( b[\Phi] \) or \( \ell[\Phi, \Psi] \) that one can add to the Lagrangian.

3.5.3. Gauge-invariant bulk-extended Lagrangian

For the Lagrangian (3.55), we have \( m[A, B, \alpha] = 0 \) because of strict gauge-invariance, and the potential is given by (3.57). This leads to the Noether current

\[
J[A, B, \alpha] = -\alpha d(A - B) + d(\alpha(A - B)),
\]

(3.82)

from which we can see that the Noether charge

\[
Q[A, B, \alpha] = \int_{\partial\Sigma} \alpha(A - B)
\]

(3.83)

is actually gauge-invariant, i.e. \( \delta_{\beta}Q[A, B, \alpha] = 0 \).

3.5.4. Extended pre-symplectic potential

One can check by an explicit computation that the plugging an infinitesimal gauge transformation into the extended potentials (3.43b), (3.53), and (3.54) leads to a vanishing result, i.e. that

\[
\theta_{c,m,p}[A, u, \delta_{\alpha}A, \delta_{u}u] = \theta_{c,m,p} = \theta_{\ell_{1,c,m,p}}[A, \alpha, u, \delta_{\alpha}A, \delta_{\alpha}a, \delta_{u}u]
\]

\[
= \theta_{\ell_{2,c,p}}[A, \alpha, u, \delta_{\alpha}A, \delta_{\alpha}a, \delta_{u}u] = 0.
\]

(3.84)

This is not surprising, and is simply a consequence of the definition of the extended potential. Now, in the definition (2.20) of the Noether current we can choose the corner ambiguity to be the corner contribution appearing in the extended potential.

Explicitly, the infinitesimal gauge-invariance of the extended potential (3.43a) is

\[
\theta_{c,m,p}[A, u, \delta_{\alpha}A, \delta_{u}u] = \theta[A, \delta_{\alpha}A] + d(\delta_{\alpha}u(2A + du)) + \delta_{\alpha}(A \wedge du) - 2\delta_{u}udA = 0.
\]

(3.85)
Therefore, using the corner term in the definition of the Noether current leads to
\[
J_{1,c}[A, \alpha] = \theta_c[A, \delta_{\alpha} A] - m_1[A, \alpha] \\
= \theta[A, \delta_{\alpha} A] + d(\delta_{\alpha} u(2A + du)) - A \wedge d\alpha \\
= -\delta_{\alpha}(A \wedge du) + 2\delta_{\alpha} u dA - A \wedge d\alpha \\
= -2\alpha dA + d(u d\alpha).
\]  
(3.86)

We see that the charge is not vanishing, but that it is gauge-invariant. The fact that it is non-vanishing is a consequence of the ambiguity in the definition of \(m[A, \alpha]\). Indeed, if we consider instead the infinitesimal gauge-invariance of the extended potential (3.43b), we get
\[
\theta_{c,m,p}[A, u, \delta_{\alpha} A, \delta_{\alpha} u] = \theta[A, \delta_{\alpha} A] + d(\delta_{\alpha} u(A + du) - u \delta_{\alpha} A) \\
+ \delta_{\alpha}(u dA) - 2\delta_{\alpha} u dA = 0.
\]  
(3.87)

Using the corner term in the definition of the Noether current then leads to
\[
J_{2,c}[A, \alpha] = \theta_c[A, \delta_{\alpha} A] - m_2[A, \alpha] \\
= \theta[A, \delta_{\alpha} A] + d(\delta_{\alpha} u (A + du) - u \delta_{\alpha} A) - \alpha dA \\
= -\delta_{\alpha}(u dA) + 2\delta_{\alpha} u dA - \alpha dA \\
= -2\alpha dA,
\]  
(3.88)

and the charge is therefore vanishing.

This resolves the ambiguity which has been pointed out in the definition of the charges for theories whose Lagrangian is not strictly gauge-invariant. Indeed, even though we cannot use symmetry arguments in order to fix the charge, we can use the corner ambiguity to make it gauge-invariant.

Before moving on to three-dimensional gravity, let us now briefly summarize the results which have been obtained in this section. We have first reviewed the way in which the boundary dynamics of Abelian Chern–Simons theory is obtained from its Lagrangian and the behavior of gauge transformations. Then, we have recalled how the boundary observables, whose algebra is the current algebra of the boundary WZNW theory, are obtained in the Hamiltonian treatment of [34,68]. Finally, we have compared these Hamiltonian boundary observables with the observables arising from the extended phase space treatment of [63].

4. First order gravity

We now turn to the case of three-dimensional gravity in its first order formulation. We are first going to recall the form of the infinitesimal and finite gauge transformations. Following what we did for Chern–Simons theory, we will then recall the structure of the Hamiltonian analysis in the presence of boundaries and describe how boundary observables arise in this framework. We will then apply the framework of [63] to (one choice of parametrization of) the gauge transformations of first-order three-dimensional gravity, and obtain the extended potential and symplectic structure which lead to the boundary symmetries and observables.

4.1. Lagrangian

The Lagrangian for (Euclidean) first order gravity with a cosmological constant is
$$L[e, \omega] := \text{tr} \left( e \wedge F + \frac{1}{6\ell^2} e \wedge [e \wedge e] \right).$$

(4.1)

Its variation is given by

$$\delta L[e, \omega] = \text{tr} \left( \delta e \wedge \left( F + \frac{1}{2\ell^2} [e \wedge e] \right) + \delta \omega \wedge \text{De} \right) + d \text{tr}(\delta \omega \wedge e),$$

(4.2)

from which we can read the pre-symplectic potential.

The symmetries of the theory are the SU(2) gauge transformations, the so-called translations, and the diffeomorphisms. The action of infinitesimal SU(2) gauge transformations is given by

$$\delta^g_a e = [e, \alpha], \quad \delta^g_\omega \omega = D\alpha, \quad \delta^g_\omega F = [F, \alpha],$$

(4.3)

where $\alpha \in \Omega^0(M, \text{su}(2))$. When acting on the Lagrangian, this is of course

$$\delta^g_a L[e, \omega] = 0.$$  

(4.4)

For the infinitesimal translations, the transformation of the various fields is given by

$$\delta^t_\phi e = D\phi, \quad \delta^t_\phi \omega = \frac{1}{\ell^2} [e, \phi], \quad \delta^t_\phi F = \frac{1}{\ell^2} D[e, \phi],$$

(4.5)

where $\phi \in \Omega^0(M, \text{su}(2))$ is an infinitesimal generator. At the level of the Lagrangian, we have

$$\delta^t_\phi L[e, \omega] = d \text{tr} \left( \phi \left( F + \frac{1}{2\ell^2} [e \wedge e] \right) - \frac{1}{\ell^2} \phi [e \wedge e] \right),$$

(4.6)

showing that if the cosmological constant is not vanishing the Lagrangian is not on-shell gauge-invariant. Note that this on-shell non-invariance of the Lagrangian under certain infinitesimal gauge transformations also appears in the case of non-Abelian Chern–Simons theory, as can be seen on (D.4), and for diffeomorphisms in metric general relativity with a non-vanishing cosmological constant. It can actually be traced back to the fact that non-Abelian Chern–Simons theory and gravity with a non-zero cosmological constant are defined by Lagrangians which are not vanishing on-shell. Since in this paper we will construct the extended phase space of first order gravity in the case of a vanishing cosmological constant, we will not be bothered by this fact. However, when extending these results and that of [63] to the case of a non-zero cosmological constant, additional subtleties have to be handled and are discussed in [79,80].

Now, from (4.3) and (4.5), we can compute the algebra structure

$$[\delta^g_\alpha, \delta^g_\beta] = \delta^g_{[\alpha, \beta]}, \quad [\delta^t_\phi, \delta^t_\chi] = \frac{1}{\ell^2} \delta^g_{[\phi, \chi]}, \quad [\delta^g_\alpha, \delta^t_\phi] = \delta^t_{[\alpha, \phi]},$$

(4.7)

which is nothing but that of $\mathfrak{so}(4)$. We will compare this later on with the Poisson algebra of the generators of these infinitesimal transformations. As is well-known, these two algebras will turn out to be equal up to a central extension.

Finally, the infinitesimal action of diffeomorphisms is parametrized by a vector field $\xi$ and given by the Lie derivative $\mathcal{L}_\xi = d(\xi \wedge \cdot) + \xi \wedge (d\cdot)$. Explicitly, this is

$$\delta^d_\xi e_\mu = (\mathcal{L}_\xi e)_\mu = (d(\xi \wedge e) + \xi \wedge (de))_\mu = \partial_\mu \xi^v e_v + \xi^v \partial_v e_\mu,$$

$$\delta^d_\xi \omega_\mu = (\mathcal{L}_\xi \omega)_\mu = (d(\xi \wedge \omega) + \xi \wedge (d\omega))_\mu = \partial_\mu \xi^v \omega_v + \xi^v \partial_v \omega_\mu.$$  

(4.8)

One can then check that we have the well-known relations
\[
\delta^g_{\xi,+} e + \delta^l_{\xi,+} e + \xi \otimes (De) = [e, \xi \otimes \omega] + D(\xi \otimes e) + \xi \otimes (De)
\]

\[
\quad = [e, \xi \otimes \omega] + d(\xi \otimes e) + [\omega, \xi \otimes e] + \xi \otimes (de) + \xi \otimes [\omega, e]
\]

\[
\quad = d(\xi \otimes e) + \xi \otimes (de)
\]

\[
\quad = \mathcal{L}_\xi e
\]

\[
\quad = \delta^d_{\xi} e.
\]

and

\[
\delta^g_{\xi,+} \omega + \delta^l_{\xi,+} \omega + \xi \otimes \left( F + \frac{1}{2\ell^2} [e \wedge e] \right)
\]

\[
\quad = D(\xi \otimes \omega) + \frac{1}{\ell^2} [e, \xi \otimes e] + \xi \otimes \left( F + \frac{1}{2\ell^2} [e \wedge e] \right)
\]

\[
\quad = d(\xi \otimes \omega) + [\omega, \xi \otimes \omega] + \xi \otimes (d\omega) + \frac{1}{2} \xi \otimes [\omega \wedge \omega]
\]

\[
\quad = d(\xi \otimes \omega) + \xi \otimes (d\omega)
\]

\[
\quad = \mathcal{L}_\xi \omega
\]

\[
\quad = \delta^d_{\xi} \omega.
\]

This means that, on-shell, the action of diffeomorphisms can be written as a combination of field-dependent gauge transformations and translations. In other words, we have that

\[
\delta^d_{\xi} \simeq \delta^g_{\xi,+} + \delta^l_{\xi,+} e.
\]

We can now discuss the finite action of these gauge transformations.

Under finite SU(2) gauge transformations parametrized by a group element \( h \), the triad, the connection, and its curvature, transform as

\[
h^* e = h^{-1} e, \quad h^* \omega = h^{-1} \omega h + h^{-1} d\omega, \quad h^* F = h^{-1} F h.
\]

At the level of the Lagrangian, this implies that

\[
L[h^* e, h^* \omega] = L[e, \omega].
\]

The finite version of the translations takes a different form depending on whether there is a cosmological constant or not. If the cosmological constant is vanishing, i.e. for \( \ell^2 = \infty \), we have

\[
\phi^* e = e + D\phi, \quad \phi^* \omega = \omega \quad \phi^* F = F,
\]

where \( \phi \in \Omega^0(M, su(2)) \) is now a finite parameter instead of an infinitesimal generator. At the level of the Lagrangian this leads to

\[
L[\phi^* e, \phi^* \omega] = L[e, \omega] + d\text{tr}(\phi F) \simeq L[e, \omega],
\]

so the Lagrangian is invariant on-shell under finite translations. In the case of a non-vanishing cosmological constant on the other hand, the finite transformations are parametrized by a group element \( t \in SU(2) \). Their action on the triad is given by

\[
t^* e = \frac{\ell}{2} \left[ t^{-1} \left( \omega + \frac{1}{\ell} e \right) - t \left( \omega - \frac{1}{\ell} e \right) t^{-1} + t^{-1} dt - td\ell^{-1} \right]
\]

\[
= \frac{\ell}{2} \left[ t^* \left( \omega - \frac{1}{\ell} e \right) - (t^* e)^* \left( \omega + \frac{1}{\ell} e \right) \right],
\]

(4.16)
while their action on the connection is given by
\[
\begin{align*}
t^* \omega &= \frac{1}{2} \left[ t^{-1} \left( \omega + \frac{1}{\ell} e \right) t + t \left( \omega - \frac{1}{\ell} e \right) t^{-1} + t^{-1} dt + t dt^{-1} \right] \\
&= \frac{1}{2} \left[ t^*_g \left( \omega + \frac{1}{\ell} e \right) + (t^{-1}_g)^* \left( \omega - \frac{1}{\ell} e \right) \right].
\end{align*}
\]

(4.17)

Here we have simply used \( t^*_g \) to denote the action of \( t \) not as a translation but as a gauge transformation of the type (4.12). This shows clearly that \( t^*(\epsilon, \omega) \big|_{t=\frac{1}{\ell}} = (\epsilon, \omega) \) and that at the infinitesimal level \( t^* \) becomes indeed \( \delta^I_{\ell \phi} \) (notice that \( \phi \) picks up here a dimensional factor \( \ell \)).

Finally, for a diffeomorphism \( Y : M \to M \), the finite action is given by the pullback maps
\[
e_{\mu}(x) \mapsto (Y^* e)_{\mu}(x) = \partial_{\mu} Y^\nu(x)e_\nu(Y(x)), \quad \omega_{\mu}(x) \mapsto (Y^* \omega)_{\mu}(x) = \partial_{\mu} Y^\nu(x)\omega_\nu(Y(x)).
\]

(4.18)

4.2. Hamiltonian

In this part we are going to study the extended Hamiltonian generators and their algebra. First of all, the Hamiltonian action takes the form
\[
S[\epsilon, \omega] = \frac{1}{2} \int_M \text{d}^3 x \varepsilon^{\mu \nu \rho} \text{tr} \left( e_{\mu} F_{\nu \rho} + \frac{1}{3\ell^2} e_{\mu} \{ e_\nu, e_\rho \} \right)
\]
\[
= \frac{1}{2} \int \text{d} t^2 \varepsilon^{ab} \text{tr} \left( e_0 F_{ab} + 2 e_a F_{b0} + \frac{1}{\ell^2} e_0 \{ e_a, e_b \} \right)
\]
\[
= \int \text{d} t \int \Sigma \text{tr} \left( \partial_0 \omega \wedge e + \omega_0 D e + e_0 \left( F + \frac{1}{2\ell^2} [ e \wedge e ] \right) - d(\omega_0) \right). \tag{4.19}
\]

with canonical Poisson bracket \( \{ e_a(x), \omega_b(y) \} = -\varepsilon^{ab} \delta^2(x, y) \), and generic brackets
\[
\{ f_1, f_2 \} = -\varepsilon^{ab} \int \text{d}^2 x \int \Sigma \Sigma \delta^2(x, y) \left( \frac{\delta f_1}{\delta e_a(x)} \frac{\delta f_2}{\delta \omega_b(y)} - \frac{\delta f_2}{\delta e_a(x)} \frac{\delta f_1}{\delta \omega_b(y)} \right). \tag{4.20}
\]

Here the multipliers \( \omega_0 \) and \( e_0 \) are enforcing respectively the Gauss and flatness constraints corresponding to the infinitesimal SU(2) gauge transformations and to the translations. These are the gauge transformations which we will focus on for the study of the pre-symplectic potential and of the boundary observables.

Let us now replace the multipliers \( \omega_0 \) and \( e_0 \) by arbitrary smearing parameters and introduce the smeared Gauss and curvature constraints
\[
\mathcal{G}[\alpha] := -\int \Sigma \text{tr}(\alpha D e), \quad \mathcal{F}[\phi] := -\int \Sigma \text{tr} \left( \phi \left( F + \frac{1}{2\ell^2} [ e \wedge e ] \right) \right). \tag{4.21}
\]

The variations are then given by
\[
\delta \mathcal{G}[\alpha] = -\int \Sigma \text{tr}(\delta \alpha D e + \delta e \wedge D \alpha + \delta \omega \wedge [ e, \alpha ]) - \int \delta \Sigma \text{tr}(\alpha \delta e), \tag{4.22}
\]

and
\[
\delta \mathcal{F}[\phi] = - \int_{\Sigma} \text{tr} \left( \delta \phi \left( F + \frac{1}{2\ell^2} [e \wedge e] \right) + \delta \omega \wedge D\phi + \frac{1}{\ell^2} \delta e \wedge [e, \phi] \right) - \int_{\partial \Sigma} \text{tr}(\phi \delta \omega).
\] (4.23)

In order to obtain functionally differentiable quantities, we can then consider the extended generators defined by

\[
\delta G_c[\alpha] := \delta G[\alpha] + \int_{\partial \Sigma} \text{tr}(\alpha \delta e), \quad \delta F_c[\phi] := \delta \mathcal{F}[\phi] + \int_{\partial \Sigma} \text{tr}(\phi \delta \omega).
\] (4.24)

For \( \delta \alpha = 0 = \delta \phi \), these extended generators are integrable and generate the infinitesimal gauge transformations (4.3) and (4.5). Furthermore, they satisfy an algebra which has a first class part

\[
\{G_c[\alpha], G_c[\beta]\} = G_c[[\alpha, \beta]], \quad \{F_c[\phi], F_c[\varphi]\} = \frac{1}{\ell^2} G_c[[\phi, \varphi]],
\] (4.25)

and an anomalous part

\[
\{G_c[\alpha], F_c[\phi]\} = F_c[[\alpha, \phi]] + \int_{\partial \Sigma} \text{tr}(d\alpha \phi).
\] (4.26)

As expected, we see here that the Poisson algebra of the extended generators differs from the algebra structure (4.7) by the presence of a central extension.

In order for this last bracket to close, one has to consider generators with compact support, i.e. \( \tilde{a} |_{\partial \Sigma} = 0 = \tilde{\phi} |_{\partial \Sigma} \). In this case, boundary observables arise following the same mechanism as in sections 3.2 and D.2. In order to describe them, let us focus on the case \( \ell^2 = \infty \). For the \( \mathfrak{su}(2) \) transformations and the translations, we have respectively the observables

\[
\mathcal{O}^B[\alpha] := - \int_{\Sigma} \text{tr}(e \wedge D\alpha) = G[\alpha] + \int_{\partial \Sigma} \text{tr}(\alpha e) \simeq \int_{\partial \Sigma} \text{tr}(\alpha e),
\] (4.27)

and

\[
\mathcal{O}^T[\phi] := - \int_{\Sigma} \text{tr} \left( \omega \wedge d\phi + \frac{1}{2} [\phi, \omega] \right) = F[\phi] + \int_{\partial \Sigma} \text{tr}(\phi \omega) \simeq \int_{\partial \Sigma} \text{tr}(\phi \omega),
\] (4.28)

and their algebra is given by

\[
\{\mathcal{O}^B[\alpha], \mathcal{O}^T[\phi]\} = \mathcal{O}^T[[\alpha, \phi]] + \int_{\partial \Sigma} \text{tr}(d\alpha \phi).
\] (4.29)

We are now going to analyze the behavior of the potential under finite field-dependent SU(2) gauge transformations and translations. As we will see, an extra compatibility condition will be required in order to obtain an extended potential which is gauge-invariant under both types of transformations. From this, we will then be able to proceed with the analysis of the generators of gauge transformations and boundary symmetries. As we have seen in the case of Abelian Chern–Simons theory, the generators of the boundary symmetries will be the boundary observables of the theory.
4.3. SU(2) gauge transformations

Recall that the potential of the Lagrangian $L[e, \omega]$ is given by

$$\theta[e, \delta \omega] = \text{tr}(\delta \omega \wedge e).$$

Since the Lagrangian is strictly gauge-invariant, i.e. $L[h^* e, h^* \omega] = L[e, \omega]$, we have that

$$\delta(L[h^* e, h^* \omega]) = \delta L[e, \omega] = E[\Phi] \wedge \delta \Phi + d \theta[e, \delta \omega],$$

where the last equation of motion is simply the bulk term appearing in (4.2). Now, using the identity $\delta(h^{-1} \delta \omega) = h^{-1} (\delta \omega + D(\delta hh^{-1})h) - \delta(h^* e) = h^{-1} (\delta e + [e, \delta hh^{-1}]h)$, we get

$$\delta(h^* \omega) = h^{-1} (\delta \omega + D(\delta hh^{-1}))h, \quad \delta(h^* e) = h^{-1} (\delta e + [e, \delta hh^{-1}]h),$$

we get

$$\delta L[h^* e, h^* \omega] = E[\Phi] \wedge \delta \Phi + d \theta[e, \delta \omega] + d \text{tr}(e \wedge D(\delta hh^{-1})) + d \theta[h^* e, \delta(h^* \omega)].$$

The proof of this result is given in appendix Appendix C. This is not yet of the form (2.45), but using the fact that

$$e \wedge D(\delta hh^{-1}) = D(e \delta hh^{-1}) - d(e \delta hh^{-1})$$

does lead to the expected form of the transformation, namely to the total derivative of a term involving the equation of motion $De \simeq 0$.

We can now clearly anticipate what will happen when computing the gauge transformation of the potential. Using again (4.32) and (4.34), one gets that

$$\theta[h^* e, \delta(h^* \omega)] = \theta[e, \delta \omega] + \text{tr}(D(\delta hh^{-1}) \wedge e) = \theta[e, \delta \omega] + d \text{tr}(e \delta hh^{-1}) - d(\text{tr}(D \delta hh^{-1})).$$

What we see here is simply the manifestation of the fact that $[63,67]$

$$\delta(h^* \omega) = h^{-1} (\delta \omega + D(\delta hh^{-1}))h = h^* (\delta \omega + (\delta \omega + \delta^g_{hh^{-1}} \omega)),$$

where we have to remember that $h^* (\delta \omega) = h \delta \omega h^{-1}$ since $\delta \omega$ is the difference between two connections. Similarly, we have that

$$\delta(h^* e) = h^{-1} (\delta e + [e, \delta hh^{-1}])h = h^* (\delta e + [e, \delta hh^{-1}]) = h^* (\delta e + \delta_{hh^{-1}} e).$$

Now, we can make the potential gauge-invariant on-shell by adding a field $u \in \Omega^0(\partial \Sigma, SU(2))$, which is a choice of local trivialization transforming as $h^* u = h^{-1} u$. With this, one can check that

$$\delta(h^* u)(h^* u)^{-1} = h^{-1} (\delta uu - (\delta hh^{-1})h = h^* (\delta uu - (\delta hh^{-1})).$$

Defining the extended potential

$$\theta_{c,p}[e, \omega, u, \delta \omega, \delta u] := \theta[e, \delta \omega] + d \text{tr}(e \delta uu^{-1}) - d(\text{tr}(D \delta uu^{-1})),
$$

one can see that

$$\theta_{c,p}[h^* e, h^* \omega, h^* u, \delta(h^* e), \delta(h^* u)] = \theta_{c,p}[e, \omega, u, \delta \omega, \delta u].$$

This defines an extended potential which is gauge-invariant under field-dependent SU(2) gauge transformations. We now turn to the case of the translations.

---

14 Notice that here it is crucial for our purposes to keep terms of the form $\delta h$, i.e. to consider that $h$ are parameters of field-dependent gauge transformations.
4.4. Translations

As one can see by comparing (4.14) with (4.16) and (4.17), the finite translations have a drastically different structure depending on whether the cosmological constant is vanishing or not. For simplicity we will focus here on the case $\ell^2 = \infty$. In addition, we have seen in (4.15) that the Lagrangian is not gauge-invariant under the translations, but transforms with a boundary term. This is analogous to what happened with the gauge transformations in Abelian Chern–Simons theory. For gravity, it is also possible to define Lagrangians which are gauge-invariant from the onset, by adding either a boundary or a bulk field. We discuss this possibility in appendix Appendix E.

Let us now focus on the Lagrangian $L[e, \omega]$ with $\ell^2 = \infty$. Computing the variation of (4.15), we get that

$$\delta(L[\phi^*e, \phi^*\omega]) = \Phi[\Phi] + \delta \Phi + d(\theta[e, \omega] + \phi F).$$

(4.41)

On the other hand, the gauge transformation of the variation of the Lagrangian leads to

$$(\delta L)[\phi^*e, \phi^*\omega] = E[\Phi] \wedge \delta \Phi + d(\theta[\phi^*e, \phi^*\omega]).$$

(4.42)

This is shown in appendix Appendix C, and, importantly, does only hold in the case $\ell^2 = \infty$. Once again, one can compute the gauge transformation of the potential to find

$$\theta[\phi^*e, \phi^*\omega] = \theta[e, \omega] + \frac{\partial \omega}{\Sigma}$$

$$= \theta[e, \omega] - d(\phi \frac{\partial \omega}{\Sigma}) + \frac{\partial F}{\Sigma}$$

$$= \theta[e, \omega] - d(\phi \frac{\partial \omega}{\Sigma}) + \frac{\partial F}{\Sigma} - (\frac{\partial F}{\Sigma})$$

(4.43)

which is exactly of the form (2.46), and shows that $\delta(L[\phi^*e, \phi^*\omega]) = (\delta L)[\phi^*e, \phi^*\omega]$.

Now, we can make the potential gauge-invariant by adding a field $\chi \in \Omega^0(\partial \Sigma, su(2))$ which transforms as $\phi^*\chi = \chi - \phi$. Defining the extended potential

$$\theta_{c,m,p}[e, \omega, \chi, \delta \omega] := \theta[e, \omega] - d(\chi \delta \omega) + \frac{\partial F}{\Sigma} - (\frac{\partial F}{\Sigma})$$

(4.44)

one can then see that

$$\theta_{c,m,p}[\phi^*e, \phi^*\omega, \phi^*\chi, \delta (\phi^*\omega)] \simeq \theta_{c,m,p}[e, \omega, \chi, \delta \omega].$$

(4.45)

Before moving on to the study of the compatibility between the extended gauge-invariant potentials (4.39) and (4.44), let us briefly illustrate once again how the corner ambiguities can be used to obtain a vanishing Noether charge for the gauge transformations.

4.5. Noether charges

For infinitesimal SU(2) gauge transformations, we have $\delta_{\alpha}^L[e, \omega] = 0$. This implies that the associated Noether current is

$$J[e, \omega, \alpha] = \theta[e, \delta_{\alpha}^L\omega] = -d(\alpha D e) + d(\alpha e).$$

(4.46)

Now, the extended potential (4.39) is such that

$$\theta_{c}[e, \omega, u, \delta_{\alpha}^L\omega, \delta_{\alpha}^L u] = \theta[e, \delta_{\alpha}^L\omega] + d(e \delta_{\alpha}^L uu^{-1}) - tr(De \delta_{\alpha}^L uu^{-1}) = 0.$$ (4.47)

Therefore, using the corner term in the definition of the Noether current leads to

$$J_{c}[e, \omega, \alpha] = \theta_{c}[e, \omega, u, \delta_{\alpha}^L\omega, \delta_{\alpha}^L u]$$

$$= \theta[e, \delta_{\alpha}^L\omega] + d(e \delta_{\alpha}^L uu^{-1}) = tr(De \delta_{\alpha}^L uu^{-1}) = -tr(\alpha De),$$ (4.48)
thereby showing that the charge is indeed vanishing.

For infinitesimal translations, the initial Lagrangian transforms as \( \delta^i_{\phi} L[e, \omega] = d\text{tr}(\phi F) \). This implies that the associated Noether current is

\[
J[e, \omega, \phi] = \theta[e, \delta^i_{\phi} \omega] - m[\omega, \phi] = -\text{tr}(\phi F),
\]

(4.49)

so the charge is vanishing from the onset. This is of course consistent with the extended potential, since one can see from (4.44) that \( \theta_{c,m,p}[e, \omega, \chi, \delta^i_{\phi} \omega] \) is actually vanishing term-by-term.

### 4.6. Compatibility between SU(2) and translations

In order to obtain gauge-invariance of the potential under both the SU(2) gauge transformations and the translations (which we recall are studied in the case \( \ell^2 = \infty \)), we have to somehow combine the extended potentials. For this, we need to know how the transformations act on the new boundary fields. This is given by

\[
h^* \chi = h^{-1} \chi h,
\]

\[
\delta(h^* u)(h^* u)^{-1} = \delta uu^{-1}.
\]

(4.50)

With this, we can compute the action of translations on (4.39), which is

\[
\theta_{c,p}[\phi^* e, \phi^* \omega, \phi^* u, \delta(\phi^* u), \delta(\phi^* u)]
\]

\[
= \theta_{c,p}[e, \omega, u, \delta \omega, \delta u] + \text{tr}(\delta \omega \wedge D \phi) + \text{tr}(D(\delta uu^{-1}) \wedge D \phi).
\]

(4.51)

On the other hand, the action of SU(2) gauge transformations on (4.44) is given by

\[
\theta_{c,m,p}[h^* e, h^* \omega, h^* \chi, \delta(h^* \omega)]
\]

\[
= \theta_{c,m,p}[e, \omega, \chi, \delta \omega] + \text{tr}(D(\delta hh^{-1}) \wedge e) + \text{tr}(D(\delta hh^{-1}) \wedge D \chi).
\]

(4.52)

From these two equations, it is clear that a new term is needed in order to obtain a potential which is invariant under both transformations.

The fully-invariant potential is actually given by

\[
\theta[e, \omega, u, \chi, \delta \omega, \delta u]
\]

\[
:= \theta[e, \delta \omega] + \text{tr}(D(\delta uu^{-1}) \wedge e) + \text{tr}(\delta \omega \wedge D \chi) + \text{tr}(D(\delta uu^{-1}) \wedge D \chi)
\]

\[
= \theta[e, \delta \omega] + d\text{tr}((e + D \chi)\delta uu^{-1} - \chi \delta \omega) - \text{tr}((De + [F, \chi])\delta uu^{-1} - \chi \delta F)
\]

\[
\simeq \theta[e, \delta \omega] + d\text{tr}((e + D \chi)\delta uu^{-1} - \chi \delta \omega),
\]

(4.53)

as one can easily check. In the second and third lines, we have simply isolated the equations of motion and then gone on-shell to obtain the expression which is suitable for the computation of the conserved extended pre-symplectic form. We now have all the ingredients necessary for the computation of the generators of gauge transformations and boundary symmetries.

Let us simply observe at this point that this extended potential can also be written in the suggestive form

\[
\theta[e, \omega, u, \chi, \delta \omega, \delta u] = \text{tr}(\delta \omega \wedge \tilde{e}),
\]

(4.54)

where we have introduced the “dressed” fields \( \tilde{e} := u^*(e + D \chi) = u^*(\phi^* e) \) and \( \tilde{\omega} := u^* \omega \). Furthermore, one can check that this expression is of course compatible with the usual correspondence between Chern–Simons theory (which would be here for the gauge group ISU(2)) and three-dimensional gravity. Indeed, just like the potential \( \langle \delta A \wedge A \rangle \) for Chern–Simons theory reduces to \( \text{tr}(\delta \omega \wedge e) \) (with the standard non-trivial paring between rotations and translations).
once the connection \( A \) is decomposed in terms of \( e \) and \( \omega \), one could check using the results of Appendix D that the extended potential of Chern–Simons theory reduces as expected to the extended potential (4.53) if the new Chern–Simons boundary field \( g \in ISU(2) \) is written with the Cartan decomposition \( g = u \chi \).

4.7. Gauge-invariance and boundary symmetries

We are now once again going to follow [63] in order to construct the symplectic form, and extract from it the generators of gauge transformations and the boundary observables generating the boundary symmetries.

To compute the conserved pre-symplectic form arising from the potential (4.53), we have to use the identity

\[
\delta(\delta u u^{-1}) = -\delta u \delta u^{-1} = -\delta u u^{-1} \delta u^{-1} = \delta u u^{-1} \delta u u^{-1} = \frac{1}{2}[\delta u u^{-1}, \delta u u^{-1}].
\]

With this, we then find

\[
\Omega_{\delta \Sigma}[e, \omega, u, \chi, \delta_1, \delta_2] = \Omega_{\Sigma}[e, \omega, \delta_1, \delta_2] + \Omega_{\delta \Sigma}[e, \omega, u, \chi, \delta_1, \delta_2],
\]

with the bulk pre-symplectic form

\[
\Omega_{\Sigma}[e, \omega, \delta_1, \delta_2] = -\int_{\Sigma} \text{tr}(\delta \omega \wedge \delta e),
\]

and the boundary contribution

\[
\Omega_{\delta \Sigma}[e, \omega, u, \chi, \delta_1, \delta_2]
\]

\[
= \int_{\delta \Sigma} \text{tr} \left( \delta (e + D \chi) \delta uu^{-1} + \frac{1}{2} (e + D \chi) [\delta uu^{-1}, \delta uu^{-1}] - \delta \chi \delta \omega \right).
\]

From these expressions for the bulk and the boundary contributions to the conserved presymplectic form, we are going to derive the expressions for the generators of gauge transformations and for the observables generating boundary symmetries.

In order to derive the expression for the generators of the infinitesimal SU(2) gauge transformations, we need to know how the boundary fields \( u \) and \( \chi \) transform under \( \delta \phi \) and \( \delta \phi \). This is given by

\[
\delta \phi u = -\alpha u, \quad \delta \phi \chi = [\chi, \alpha], \quad \delta \phi u = 0, \quad \delta \phi \chi = -\phi.
\]

We therefore find that the generator of infinitesimal SU(2) gauge transformations is given by

\[
\delta G[\alpha] = \Omega_{\Sigma}[e, \omega, \delta, \delta \phi] + \Omega_{\delta \Sigma}[e, \omega, u, \chi, \delta, \delta \phi]
\]

\[
= -\int_{\Sigma} \text{tr}(\delta e \wedge D \alpha + \delta \omega \wedge [e, \alpha]) - \int_{\delta \Sigma} \text{tr}(\alpha \delta e),
\]

while the generator of infinitesimal translations is given by

\[
\delta F[\phi] = \Omega_{\Sigma}[e, \omega, \delta, \delta \phi] + \Omega_{\delta \Sigma}[e, \omega, u, \chi, \delta, \delta \phi] = -\int_{\Sigma} \text{tr}(\delta \omega \wedge D \phi) - \int_{\delta \Sigma} \text{tr}(\phi \delta \omega).
\]

We can now compute the algebra between these generators to find
\[ \{ G[\alpha], G[\beta] \} = \delta^g_\alpha G[\beta] = G[[\alpha, \beta]], \quad \{ F[\phi], F[\psi] \} = \delta^\phi_\psi F[\psi] = 0, \] (4.62)

and
\[ \{ G[\alpha], F[\phi] \} = \delta^g_\alpha F[\phi] = F[\alpha, \phi], \] (4.63)

which is not anomalous anymore, and closes without the need to restrict the gauge parameters on \( \partial \Sigma \). This is to be put in parallel with the results obtained previously with the extended generators.

Our task is now to find a description of the boundary symmetries and of the observables generating them. Since we have constructed our pre-symplectic form by studying the SU(2) gauge transformations and the translations, we naturally expect to find two boundary symmetries, as well as two types of boundary observables generalizing (4.27) and (4.28). First there exists a boundary symmetry which acts on the fields as\(^{15}\)
\[ \Delta^g_\alpha e = 0, \quad \Delta^g_\alpha \omega = 0, \quad \Delta^g_\alpha u = u\alpha, \quad \Delta^g_\alpha \chi = 0, \] (4.64)

and whose generator is given by
\[ \delta \tilde{O}^g[\alpha] = \Omega_{\partial \Sigma} [e, \omega, u, \chi, \delta, \Delta^g_\alpha] = \int_{\partial \Sigma} \text{tr} \left( u' \alpha u^{-1} \left( \delta(e + D\chi) + [e + D\chi, \delta uu^{-1}] \right) \right). \] (4.65)

Notice that this can be rewritten in terms of the dressed fields \( \tilde{e} = u^*(e + D\chi) = u^*(\chi^* e) \) (this is well-defined since the finite actions \( u^* \) and \( \chi^* \) commute) as
\[ \delta \tilde{O}^g[\alpha] = \int_{\partial \Sigma} \text{tr} (\alpha \delta \tilde{e}), \] (4.66)

and it is then explicit that the expression \( \delta \tilde{O}^g[\alpha] \) is integrable. The generators satisfy the algebra
\[ \{ \tilde{O}^g[\alpha], \tilde{O}^g[\beta] \} = \Omega_{\partial \Sigma} [e, \omega, u, \chi, \Delta^g_\alpha, \Delta^g_\beta] = \tilde{O}^g[[\alpha, \beta]], \] (4.67)

and are observables in the sense that
\[ \{ G[\alpha], \tilde{O}^g[\beta] \} = \Omega_{\partial \Sigma} [e, \omega, u, \chi, \delta^g_\alpha, \Delta^g_\beta] = 0, \]
\[ \{ F[\phi], \tilde{O}^g[\beta] \} = \Omega_{\partial \Sigma} [e, \omega, u, \chi, \delta^\phi_\beta, \Delta^g_\beta] = 0. \] (4.68)

We have therefore obtained a new observable \( \tilde{O}^g[\alpha] \) which is a “dressed” version of (4.27) under the action of both boundary fields \( u \) and \( \chi \).

Now, there exists also a boundary symmetry inherited from the translations. This symmetry acts on the fields as
\[ \Delta^1_\alpha e = 0, \quad \Delta^1_\alpha \omega = 0, \quad \Delta^1_\alpha u = 0, \quad \Delta^1_\alpha \chi = u\phi u^{-1}, \] (4.69)

and is generated by
\[ \delta \tilde{O}^1[\phi] = \Omega_{\partial \Sigma} [e, \omega, u, \chi, \delta, \Delta^1_\phi] = \int_{\partial \Sigma} \text{tr} \left( u' \phi u^{-1} \left( \delta\omega + D(\delta uu^{-1}) \right) \right). \] (4.70)

This can be rewritten in terms of the dressed field \( \tilde{\omega} = u^* \omega \) as

\(^{15}\) Recall that \( u \) is here a group element, while in (3.68) it is a Lie algebra element.
\[
\delta \tilde{O}^i[\phi] = \int_{\partial \Sigma} \text{tr}(\phi \delta \tilde{\omega}),
\]
which shows that the generators are integrable. They satisfy the algebra
\[
\{ \tilde{O}^i[\phi], \tilde{O}^j[\varphi] \} = \Omega_{\partial \Sigma}[e, \omega, u, \chi, \Delta^i_{\phi}, \Delta^j_{\varphi}] = 0,
\]
and are observables in the sense that
\[
\{ \mathcal{G}[\alpha], \tilde{O}^i[\varphi] \} = \Omega_{\partial \Sigma}[e, \omega, u, \chi, \delta^i_{\alpha}, \Delta^i_{\varphi}] = 0,
\]
\[
\{ \mathcal{F}[\phi], \tilde{O}^i[\varphi] \} = \Omega_{\partial \Sigma}[e, \omega, u, \chi, \delta^i_{\phi}, \Delta^i_{\varphi}] = 0.
\]
This should be compared with the previous expression (4.28) for the boundary observable associated to the translations.

Finally, we can compute the Poisson bracket between the observables themselves. This is given by
\[
\{ \tilde{O}^g[\alpha], \tilde{O}^i[\phi] \} = \Omega_{\partial \Sigma}[e, \omega, u, \chi, \Delta^g_{\alpha}, \Delta^i_{\phi}]
\]
\[
= \int_{\partial \Sigma} \text{tr}(\mathcal{D}(u\omega u^{-1})u\phi u^{-1})
\]
\[
= \tilde{O}^i[(\alpha, \phi)] + \int_{\partial \Sigma} \text{tr}(d\alpha \phi),
\]
which should be put in parallel with (4.29).

Several remarks are now in order. First of all, as announced and as was the case for Abelian Chern–Simons theory, we have obtained a natural disentanglement between the role of gauge transformations and boundary symmetries [63]. The generators (4.60) and (4.61) of gauge transformations are vanishing on-shell and do not require an extension or the restriction to parameters with compact support. Because of the presence of the new boundary fields \(u\) and \(\chi\), there are two new transformations on the boundary, which are given by (4.64) and (4.69), and which are symmetries since their generators are non-vanishing and constitute observables. At the difference with the observables \(\mathcal{O}^g[\alpha]\) and \(\mathcal{O}^i[\phi]\) obtained previously, the new observables \(\tilde{O}^g[\alpha]\) and \(\tilde{O}^i[\phi]\) obtained here are defined strongly (i.e. not up to constraints) by boundary integrals, and present a dressing of the connection and triad variables by the new boundary fields. Finally, we can also see that the algebra (4.74) is strongly equal to a boundary integral, and that this latter reproduces the central term appearing in (4.29).

Finally, before closing this paper we would like to briefly mention the problem of finding a dynamics for the observables and the boundary variables derived above. One possible definition of the boundary dynamics would mean finding a Lagrangian \(l[\Phi, \Pi]\) whose variation takes the form
\[
\delta l[\Phi, \Pi] = E[\Phi, \Pi] \wedge \delta(\Phi, \Pi) + d\delta[\Phi, \Pi, \delta \Phi, \delta \Pi],
\]
where \(E[\Phi, \Pi]\) are equations of motion for the original fields \(\Phi = (e, \omega)\) and the new boundary fields \(\Pi = (u, \chi)\), and where the potential is the corner term appearing in (4.53), i.e.
\[
\vartheta[\Phi, \Pi, \delta \Phi, \delta \Pi] = \text{tr}((e + D\chi)uu^{-1} - \chi \delta \omega).
\]
This is for example what has been done in [82] (although in another context). Recall first of all, as explained at the end of section 3.3.2, that the boundary Lagrangian which could be added in
order to make (4.1) gauge-invariant is not the appropriate candidate to describe the boundary dynamics along these lines. At first sight, equation (4.54) actually suggests considering $\text{tr}(\tilde{\omega} \wedge \tilde{\epsilon})$ as the boundary Lagrangian. Unfortunately, this possibility does not work either because the term $\text{tr}(\tilde{\omega} \wedge \delta \tilde{\epsilon})$ leads to unwanted corner contributions which, as one can show, cannot be canceled even by adding further terms to the Lagrangian. However, it could be that one can bypass this problem by adding further degrees of freedom canonically conjugated to $u$ and $\chi$, but we choose to leave a more detailed analysis of this question for the future.

5. Conclusion and perspectives

The general understanding of boundary observables and boundary degrees of freedom in field theory, be it for finite boundaries or boundaries at infinity, is still an open question. Indeed, although there exist many examples in which boundary degrees of freedom and their dynamics can be described, often in connection with very interesting physical applications, there is no systematic derivation or understanding (we believe) of the mechanisms at play. As we have recalled in 2.3, this depends strongly for example on a choice of boundary conditions or boundary term. What is however clear is that boundary degrees of freedom are tightly connected to the fate of gauge transformations and gauge invariance.

In this article, we have adopted the point of view of [63], and tried to understand the relationship between the breaking/restauration of gauge-invariance at boundaries and possible associated observables. For this, we have first reviewed in section 2 the covariant Hamiltonian formalism while paying attention to corner ambiguities and boundary terms, and then explained the generic transformation properties of the pre-symplectic potential under finite and field-dependent gauge transformations. We have given in particular a general expression for the extended gauge-invariant potential, which is obtained by introducing boundary fields that restore gauge-invariance at the boundary, and explained how a modification of the usual conserved pre-symplectic form leads to an additional boundary symplectic structure. This is a formalization the idea put forward in [63]. It has the advantage of clearly separating the role of gauge transformations and that of gauge symmetries, the former being generated by constraints and the latter by observables. In summary, the observables arise in this picture as the generators of a new boundary symmetry, which itself arises from the introduction of new boundary fields that ensure gauge-invariance of the potential.

In section 3, we have applied the general framework of section 2 to the explicit example of Abelian Chern–Simons theory. This constitutes an ideal testbed because it is a theory for which the boundary observables and the boundary dynamics are known. We have found that the observables get dressed by the new boundary field ensuring gauge-invariance, taking the form (3.69), and that their Poisson bracket reproduces that of the affine Kac–Moody algebra (3.70). This is in full agreement with the results which have been known for quite some time now, but it makes the whole derivation conceptually clearer. What we have left out of our discussion is the derivation of a dynamics for the boundary observables.

Finally, in section 4 we have studied three-dimensional gravity in its first order formulation. There, not all the gauge symmetries are independent because of the relation (4.11), so we have chosen to focus on the SU(2) gauge transformations and the translations. We have written for the first time the finite form of the translations in the case of a non-vanishing cosmological constant, which is given by (4.16) and (4.17). From this, one can however see that the action of finite field-dependent translations on the potential depends strongly on whether the cosmological constant is vanishing or not, and we have chosen the former case for simplicity. After having introduced
new boundary fields which ensure the gauge-invariance of the potential under both the SU(2) gauge transformations and the translations, we have shown that these gauge transformations are generated at the infinitesimal level by generators which vanish on-shell and have a closed (i.e. non-anomalous) algebra. The boundary observables (4.66) and (4.71) which we have then obtained are a dressed version of the observables (4.27) and (4.28) derived in [65], and satisfy the affine Kac–Moody algebra (4.29).

These results show that the extended phase space formalism recovers, via the new boundary fields and dressed boundary observables, the boundary symmetry algebra which was known in the case of Chern–Simons theory and three-dimensional gravity. It opens however the possibility on the one hand of accessing the boundary observables and symmetries in the case of four-dimensional gravity and diffeomorphism transformations (the results of the extended phase space formulation in this case have been presented in [63]), and on the other hand of accessing the boundary action describing the dynamics of the boundary degrees of freedom.

Let us stress here once again that one of the main results of this paper, besides the construction of the gauge-invariant extended symplectic structure for Chern–Simons theory and first order gravity, is the fact that the boundary observables obtained via the extended phase space construction of [63] and which generate the boundary symmetries are a dressed version of the standard Hamiltonian observables [34,65,68]. We have found that this dressing corresponds simply to the gauge action of the new boundary fields on the bulk fields incoming at the boundary. This result follows in fact straightforwardly from the way in which the extended phase space has been constructed, which is by acting with gauge transformations on the bulk fields and then promoting the parameters of the gauge transformations to new dynamical degrees of freedom (and thereby automatically introducing the dressing). Beyond the mathematical details of this construction, which has been the scope of this paper, what remains open and challenging to understand is the physical meaning of this dressing and of the new boundary degrees of freedom responsible for it. To understand the physical meaning of these fields, one promising avenue would be to connect the present construction and that of [63], which were carried out for boundaries at a finite distance, to (possibly null) boundaries at infinity, which is where one describes electromagnetic and gravitational radiation, and where the wealth of recent results summarized in [55] manifest themselves.

Eventually, we are of course interested in understanding the role of these boundary symmetries for quantum gravity. There are already several results in this direction in e.g. loop quantum gravity [82,83], and this was one of our motivations for studying first order gravity and not second order metric gravity as was done in [63]. In order to go to the four-dimensional case, we will however have to consider both the SU(2) gauge transformations and the diffeomorphisms, and therefore find the four-dimensional generalization of the extended potential (F.12).
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Appendix A. Useful formulas

For $g$-valued differential forms, say $P$ and $Q$ of degree $p$ and $q$, we have denoted in the main text the Lie bracket by

\[ [P \wedge Q] : \Omega^{p+q}(g \otimes g) \to \Omega^{p+q}(g). \]  \hfill (A.1)

With this, we have the useful permutation and cyclicity relations

\[ [P \wedge Q] = (-1)^{pq+1} [Q \wedge P], \quad [P \wedge Q] \wedge R = (-1)^{p(q+r)} [Q \wedge R] \wedge P, \]  \hfill (A.2)

the Leibniz rule

\[ D[P \wedge Q] = [DP \wedge Q] + (-1)^p [P \wedge DQ], \]  \hfill (A.3)

the integration by parts formula

\[ DP \wedge Q = d(P \wedge Q) + (-1)^{p+1} P \wedge DQ, \]  \hfill (A.4)

and finally the squared action of the covariant derivative is given by

\[ DD[P] = [F \wedge P], \]  \hfill (A.5)

where $F$ is the curvature.

Appendix B. Pre-symplectic form and generators with boundaries

In this appendix, we start by recalling where the equalities (2.12) and (2.13) come from. For this, let us introduce abstract coordinates $A, B, \ldots$ on the (infinite-dimensional) phase space. With this, we have the notation

\[ \Omega[\delta_1, \delta_2] = \Omega_{AB}(\delta_1^A \Phi^A)(\delta_2^B \Phi^B), \]  \hfill (B.1)

where $(\delta \Phi)^A$ is a tangent vector, and therefore (2.12) takes the form

\[ \delta \mathcal{H}[\epsilon] = \Omega_{AB}(\delta \Phi)^A(\delta_{\epsilon} \Phi)^B. \]  \hfill (B.2)

This in turns implies that

\[ \frac{\delta \mathcal{H}[\epsilon]}{(\delta \Phi)^A} = \Omega_{AB}(\delta_{\epsilon} \Phi)^B. \]  \hfill (B.3)

We can now calculate the Poisson bracket between $\mathcal{H}[\epsilon]$ and an arbitrary phase space function $f$, which by definition is given in terms of the inverse pre-symplectic form by

\[ \{ \mathcal{H}[\epsilon], f \} = (\Omega^{-1})^{AB} \frac{\delta \mathcal{H}[\epsilon]}{(\delta \Phi)^A} \frac{\delta f}{(\delta \Phi)^B} = - (\delta_{\epsilon} \Phi)^A \frac{\delta f}{(\delta \Phi)^B} = \delta_{\epsilon} f. \]  \hfill (B.4)

It then follow that

\[ \delta_{\epsilon_1} \mathcal{H}[\epsilon_2] = \{ \mathcal{H}[\epsilon_1], \mathcal{H}[\epsilon_2] \} = \Omega_{AB}(\delta_{\epsilon_1} \Phi)^A(\delta_{\epsilon_2} \Phi)^B, \]  \hfill (B.5)

which is (2.13). Note that we have included a minus sign in our definition of $\delta_{\epsilon} f$.

Now, imagine that one has an arbitrary variational quantity $\delta \mathcal{H}[\epsilon]$ which has a bulk and a boundary contribution, i.e. which is of the form

\[ \delta \mathcal{H}[\epsilon] = \delta \mathcal{H}_\Sigma[\epsilon] + \delta \mathcal{H}_{\delta \Sigma}[\epsilon]. \]  \hfill (B.6)
If there is no relation of the form (B.3) between these terms and the pre-symplectic form, it is impossible in general to compute the Poisson bracket between two such phase space functions along these lines. However, as we encounter in the main text, if the pre-symplectic form has a boundary contribution, i.e. if

$$\Omega[\delta_1, \delta_2] = \Omega_\Sigma[\delta_1, \delta_2] + \Omega_\Sigma[\delta_1, \delta_2],$$

(B.7)

and if the two variational contributions are defined by

$$\delta H_\Sigma[\epsilon] := \Omega_\Sigma[\delta, \delta_\epsilon], \quad \delta H_\Sigma[\epsilon] := \Omega_\Sigma[\delta, \delta_\epsilon],$$

(B.8)

then one can see that the above calculation goes through, i.e. that it is possible to compute the Poisson bracket

$$\{ H_\Sigma[\epsilon_1] + H_\Sigma[\epsilon_1] + \delta_\Sigma[\epsilon_2] + \delta_\Sigma[\epsilon_2] \} = \Omega[\delta_\epsilon_1, \delta_\epsilon_2].$$

(B.9)

This explains a subtle yet fundamental difference between the quantities (3.30) and (3.65).

**Appendix C. Details of some calculations**

**Proof of (3.42a)**

\[
\theta[\alpha^* A, \delta(\alpha^* A)] = \delta(A + d\alpha) \wedge (A + d\alpha) \\
= \theta[A, \delta A] + \delta A \wedge d\alpha + \delta d\alpha \wedge (A + d\alpha) \\
= \theta[A, \delta A] + \delta A \wedge d\alpha + \partial (\delta A(A + d\alpha)) - \delta A d\alpha \\
= \theta[A, \delta A] + \delta A \wedge d\alpha - \delta A d\alpha + \partial (\delta A + d\alpha) - \delta A d\alpha \\
= \theta[A, \delta A] + \delta A + d(\delta A + d\alpha) + \delta A - 2\delta A d\alpha \\
= \theta[A, \delta A] + \partial (\delta A + d\alpha) - \alpha \delta A + \delta(A d\alpha) - 2\delta A d\alpha. \quad (C.1)
\]

**Proof of (D.25)**  First, we have that

\[
\theta[g^* A, \delta(g^* A)] = \langle (g^{-1} A g + g^{-1} d g) \wedge (g^{-1} A g + g^{-1} d g) \rangle \\
= \langle (\delta A + D(\delta gg^{-1})) \wedge (A + dgg^{-1}) \rangle \\
= \theta[A, \delta A] + \delta A \wedge dgg^{-1} + (D(\delta gg^{-1}) \wedge (A + dgg^{-1})). \quad (C.2)
\]

The second term can be rewritten as

\[
\langle \delta A \wedge dgg^{-1} \rangle = \delta \langle A \wedge dgg^{-1} \rangle - \langle A \wedge \delta (dgg^{-1}) \rangle \\
= \delta \langle A \wedge dgg^{-1} \rangle - \langle A \wedge gd(g^{-1} \delta g)g^{-1} \rangle \\
= \delta \langle A \wedge dgg^{-1} \rangle - \langle g^{-1} A g \wedge d(g^{-1} \delta g) \rangle \\
= \delta \langle A \wedge dgg^{-1} \rangle - \langle d(g^{-1} A g)g^{-1} \delta g \rangle + \langle (g^{-1} A g)(g^{-1} \delta g) \rangle \\
= \delta \langle A \wedge dgg^{-1} \rangle - \langle d(A - [A \wedge dgg^{-1}]) \delta g \rangle + \langle A \delta gg^{-1} \rangle \\
= \delta \langle A \wedge dgg^{-1} \rangle - \langle dA \delta gg^{-1} \rangle + \langle [A \wedge dgg^{-1}] \delta gg^{-1} \rangle + \langle A \delta gg^{-1} \rangle. \quad (C.3)
\]

The third term can be rewritten as
\[(D(\delta gg^{-1}) \wedge (A + dgg^{-1})) = -\langle D(A + dgg^{-1})\delta gg^{-1} \rangle + d\langle (A + dgg^{-1})\delta gg^{-1} \angle \\
= -\langle dA\delta gg^{-1} \rangle - \langle [A \wedge A]\delta gg^{-1} \rangle \\
- \langle d(dgg^{-1})\delta gg^{-1} \rangle - \langle [A \wedge dgg^{-1}]\delta gg^{-1} \rangle \\
+ d\langle (A + dgg^{-1})\delta gg^{-1} \rangle \\
= -\langle dA\delta gg^{-1} \rangle - \langle [A \wedge A]\delta gg^{-1} \rangle \\
+ \langle d(dgg^{-1}) \wedge dgg^{-1} \rangle - \langle [A \wedge dgg^{-1}]\delta gg^{-1} \rangle \\
+ d\langle A\delta gg^{-1} \rangle. \tag{C.4} \]

Putting this together, we get that
\[
\theta[g^*A, \delta(g^*A)] = \theta[A, \delta A] + 2d\langle A\delta gg^{-1} \rangle + \delta\langle A \wedge dgg^{-1} \rangle - 2\langle \delta gg^{-1}F \rangle \\
+ \langle d(\delta gg^{-1}) \wedge dgg^{-1} \rangle. \tag{C.5} \]

**Proof of (4.6)**

\[
\delta^i_\phi L[e, \omega] = \text{tr} \left( \delta^i_\phi e \wedge \left( F + \frac{1}{2\ell^2} [e \wedge e] \right) + \delta^i_\phi \omega \wedge De \right) + d\text{tr}(\delta^i_\phi \omega \wedge e) \\
= \text{tr} \left( D\phi \wedge \left( F + \frac{1}{2\ell^2} [e \wedge e] \right) + \frac{1}{\ell^2} [e, \phi] \wedge De \right) + \frac{1}{\ell^2} d\text{tr}[e, \phi] \wedge e \\
= \text{tr} \left( -\phi \left( DF + \frac{1}{2\ell^2} D[e \wedge e] \right) + \frac{1}{\ell^2} [e, \phi] \wedge De \right) \\
+ d\text{tr} \left( \phi \left( F + \frac{1}{2\ell^2} [e \wedge e] \right) - \frac{1}{\ell^2} \phi[e \wedge e] \right) \\
= d\text{tr} \left( \phi \left( F + \frac{1}{2\ell^2} [e \wedge e] \right) - \frac{1}{\ell^2} \phi[e \wedge e] \right). \tag{C.6} \]

**Proof of (4.33)**

\[
E[h^*\Phi] \wedge \delta(h^*\Phi) = \text{tr} \left( \delta(h^*e) \wedge \left( h^*F + \frac{1}{2\ell^2} h^*e \wedge h^*e \right) + \delta(h^*\omega) \wedge h^*(De) \right) \\
= E[\Phi] \wedge \delta\Phi + \text{tr} \left( [e, \delta hh^{-1}] \wedge \left( F + \frac{1}{2\ell^2} [e \wedge e] \right) \right) \\
+ D(\delta hh^{-1}) \wedge De \\
= E[\Phi] \wedge \delta\Phi + \text{tr}([e, \delta hh^{-1}] \wedge F + D(\delta hh^{-1}) \wedge De) \\
= E[\Phi] \wedge \delta\Phi + \text{tr}([e, \delta hh^{-1}] \wedge F + De \wedge D(\delta hh^{-1})) \\
= E[\Phi] \wedge \delta\Phi + \text{tr}([e, \delta hh^{-1}] \wedge F + e \wedge DD(\delta hh^{-1})) \\
+ d\text{tr}(e \wedge D(\delta hh^{-1})) \\
= E[\Phi] \wedge \delta\Phi + \text{tr}([e, \delta hh^{-1}] \wedge F + e \wedge [F, \delta hh^{-1}]) \\
+ d\text{tr}(e \wedge D(\delta hh^{-1})) \\
= E[\Phi] \wedge \delta\Phi + d\text{tr}(e \wedge D(\delta hh^{-1})). \tag{C.7} \]
Proof of (4.42)

\[
E[\phi^* \Phi] \wedge \delta(\phi^* \Phi) = \text{tr}(\delta(\phi^* e) \wedge (\phi^* F) + \delta(\phi^* \omega) \wedge \phi^*(D e))
\]

\[
= E[\Phi] \wedge \delta \Phi + \text{tr}(\delta(D \phi) \wedge F + \delta \omega \wedge DD \phi)
\]

\[
= E[\Phi] \wedge \delta \Phi + \text{tr}(\delta \omega \wedge F + [\omega, \phi] \wedge F + [\omega, \delta \phi] \wedge F
\]

\[
+ \delta \omega \wedge [F, \phi])
\]

\[
= E[\Phi] \wedge \delta \Phi + (\delta \phi d F + [\omega, \delta \phi] \wedge F) + d \text{tr}(\delta \phi F)
\]

\[
= E[\Phi] \wedge \delta \Phi + d \text{tr}(\delta \phi F)
\]

\[
= E[\Phi] \wedge \delta \Phi + d \text{tr}(\delta \phi F). \tag{C.8}
\]

Appendix D. Non-Abelian Chern–Simons theory

Here we extend partially the results of section 3 to the case of non-Abelian Chern–Simons theory. We will see that the only extra difficulty in doing so is that one has to deal with the WZNW contribution to the potential.

D.1. Lagrangian

Let us consider the Lagrangian\(^{16}\)

\[
L[A] := \left\langle A \wedge dA + \frac{1}{3} A \wedge [A \wedge A] \right\rangle = \left\langle A \wedge F - \frac{1}{6} A \wedge [A \wedge A] \right\rangle, \tag{D.1}
\]

where \(\langle \cdot \rangle\) denotes a choice of pairing for the Lie algebra elements. Its variation is given by

\[
\delta L[A] = 2 \langle \delta A \wedge F \rangle + d \langle \delta A \wedge A \rangle, \tag{D.2}
\]

from which we can identify the non-Abelian potential. Under infinitesimal and finite gauge transformations, the fields transform as

\[
\delta_\alpha A = D \alpha, \quad \delta_\alpha F = [F, \alpha], \quad g^* A = g^{-1} A g + g^{-1} d g, \quad g^* F = g^{-1} F g. \tag{D.3}
\]

The Lagrangian, on the other hand, transforms as

\[
\delta_\alpha L[A] = \langle d \alpha \wedge dA \rangle = - d \langle d \alpha \wedge A \rangle = d \langle \alpha dA \rangle, \tag{D.4}
\]

and

\[
L[g^* A] = L[A] - \frac{1}{6} \langle d g^{-1} \wedge [d g^{-1} \wedge d g^{-1}] \rangle + d \langle A \wedge d g^{-1} \rangle, \tag{D.5}
\]

where the extra term is the sum of a boundary term and the WZNW bulk term.

\(^{16}\) In this paper we always work in the adjoint representation, so that the non-Abelian field strength is given by \(F = d A + [A \wedge A]/2\).
D.2. Hamiltonian

The Hamiltonian action is

\[ S[A] = \int_{\mathbb{R}} dt \int_{\Sigma} \langle \partial_0 A \wedge A + 2A_0 F - d(AA_0) \rangle, \]  

with canonical Poisson bracket \( \{ A_a(x), A_b(y) \} = -\tilde{\epsilon}_{ab} \delta^2(x, y)/2, \) and generic brackets

\[ \{ f_1, f_2 \} = -\frac{1}{2} \tilde{\epsilon}_{ab} \int_{\Sigma} d^2 x \int_{\Sigma} d^2 y \delta^2(x, y) \frac{\delta f_1}{\delta A_a(x)} \frac{\delta f_2}{\delta A_b(y)}. \]  

Let us consider the smeared constraint

\[ F[\alpha] := -2 \int_{\Sigma} \langle \alpha F \rangle \simeq 0, \]  

whose variation is given by

\[ \delta F[\alpha] = -2 \int_{\Sigma} \langle \delta \alpha F + \delta A \wedge D\alpha \rangle - 2 \int_{\partial \Sigma} \langle \alpha \delta A \rangle. \]  

Now we can proceed as for (3.30). Let us therefore define an extended generator by

\[ \mathcal{F}_c[\alpha] := \delta F[\alpha] + 2 \int_{\partial \Sigma} \langle \alpha \delta A \rangle. \]  

For \( \alpha = \xi \ll A \) we get

\[ \{ \mathcal{F}_c[\xi \ll A], A \} = D(\xi \ll A) + \xi \ll F = d(\xi \ll A) + \xi \ll dA = \mathcal{L}_\xi A. \]  

Adding now the condition that \( \delta \alpha = 0 \), we get the generator of gauge transformations

\[ \{ \mathcal{F}_c[\alpha], A \} = D\alpha, \]  

and we can compute the algebra

\[ \{ \mathcal{F}_c[\alpha], \mathcal{F}_c[\beta] \} = \mathcal{F}_c[[\alpha, \beta]] + 2 \int_{\partial \Sigma} \langle d\alpha \beta \rangle. \]  

Note that to obtain this result we have used the identity

\[ D\alpha \wedge D\beta = [\alpha, \beta] F - d([\alpha, \beta] A) + d\alpha \wedge d\beta. \]  

Once again, this algebra closes if we consider generators \( \tilde{\alpha} \) which are vanishing on \( \partial \Sigma \). In this case, \( \mathcal{F}_c[\tilde{\alpha}] = \mathcal{F}[\tilde{\alpha}] \simeq 0 \) and we have

\[ \{ \mathcal{F}[\tilde{\alpha}], \mathcal{F}[\tilde{\beta}] \} = \mathcal{F}[[\tilde{\alpha}, \tilde{\beta}]]. \]  

For an arbitrary smearing parameter \( \alpha \), let us now consider the quantity

\[ \mathcal{O}[\alpha] := -2 \int_{\Sigma} \langle A \wedge d\alpha + \frac{1}{2} \alpha [A \wedge A] \rangle = \mathcal{F}[\alpha] + 2 \int_{\partial \Sigma} \langle \alpha A \rangle \simeq 2 \int_{\partial \Sigma} \langle \alpha A \rangle, \]  

which is not vanishing (i.e. not a flatness constraint) since \( \alpha \) does not have to vanish on \( \partial \Sigma \). This is an observable since, because \( \tilde{\alpha} \) has compact support, we have
\[ \{ \mathcal{O}[\alpha], \mathcal{F}[\vec{\alpha}] \} = \mathcal{F}[[\alpha, \vec{\alpha}]] + 2 \int_{\partial \Sigma} \langle [\alpha, \vec{\alpha}] A \rangle + 2 \int_{\partial \Sigma} \langle d\alpha \vec{\alpha} \rangle \approx 0. \]  

(D.17)

Now, for \( \alpha \) and \( \beta \) such that \( \alpha|_{\partial \Sigma} = \beta|_{\partial \Sigma} \), we have \( (\alpha - \beta)|_{\partial \Sigma} = 0 \), so

\[ \mathcal{O}[\alpha] - \mathcal{O}[\beta] = \mathcal{F}[\alpha - \beta] \approx 0, \]

(D.18)

showing that the observables \( \mathcal{O}[\alpha] \) are located on the edge. Finally, these observables satisfy the algebra

\[ \{ \mathcal{O}[\alpha], \mathcal{O}[\beta] \} = \mathcal{O}[[\alpha, \beta]] + 2 \int_{\partial \Sigma} \langle d\alpha \beta \rangle. \]  

(D.19)

One can see that all these calculations are simply the non-Abelian generalization of that of section 3.

D.3. Extended pre-symplectic potential

Let us show that the property \( \delta(L[g^* A]) = (\delta L)[g^* A] \) is here indeed satisfied. To compute the variation of (D.5) let us first use the invariance of the trace to rewrite \( L[g^* A] \) as

\[ L[g^* A] = L[A] - \frac{1}{6} \langle g^{-1} dg \wedge [g^{-1} dg \wedge g^{-1} dg] \rangle + d \langle A \wedge dgg^{-1} \rangle. \]  

(D.20)

Using \( \delta(g^{-1} dg) = g^{-1} d(\delta gg^{-1}) g \), we then obtain

\[ \delta(L[g^* A]) = 2 \delta A \wedge F - \frac{1}{2} \langle d(\delta gg^{-1}) \wedge [dgg^{-1} \wedge dgg^{-1}] \rangle + d \langle \theta[A, \delta A] + \delta(A \wedge dgg^{-1}) \rangle, \]

(D.21)

with

\[ \theta[A, \delta A] = \langle \delta A \wedge A \rangle. \]

(D.22)

On the other hand, computing the gauge transformation of the variation of the Lagrangian leads to

\[ (\delta L)[g^* A] = 2 \delta A \wedge F + 2 \langle D(\delta gg^{-1}) \wedge F \rangle + d \theta[g^* A, \delta(g^* A)] \]

\[ = 2 \delta A \wedge F + 2d(\delta gg^{-1})F + d \theta[g^* A, \delta(g^* A)], \]

(D.23)

where we have used the important property

\[ \delta(g^* A) = g^{-1} (\delta A + D(\delta gg^{-1})) g, \]

(D.24)

together with the integration by parts formula (A.4) and the Bianchi identity \( DF = 0 \). Now, as shown in appendix Appendix C, the potential transforms as

\[ \theta[g^* A, \delta(g^* A)] = \frac{1}{2} \langle d(\delta gg^{-1}) \wedge [dgg^{-1} \wedge dgg^{-1}] \rangle, \]

(D.26)

we then get as expected that \( \delta(L[g^* A]) = (\delta L)[g^* A] \). Also, notice that by using
\[ (d(\delta gg^{-1}) \wedge dg^{-1}) = -\frac{1}{2}([dg^{-1} \wedge dg^{-1}]\delta gg^{-1}) + d(dg^{-1}\delta gg^{-1}) \] (D.27)

the transformed potential can be written as

\[ \theta[g^*A, \delta(g^*A)] = \theta[A, \delta A] + d((2A + dg^{-1})\delta gg^{-1}) + \delta(A \wedge dg^{-1}) - 2(\delta gg^{-1}F) \]

\[ -\frac{1}{2}([dg^{-1} \wedge dg^{-1}]\delta gg^{-1}), \] (D.28)

and it is then transparent that in the Abelian case this reduces to (3.42a).

The first line of the expressions (D.25) and (D.28) for the gauge transformation of the potential is indeed of the general form (2.46), but one can now see that there is an extra term in the second line which is neither vanishing on-shell nor a total (exterior of field space) derivative. Therefore, although it is possible to define an extended gauge-invariant potential \( \theta_{c,m,p}[A, u, \delta A, \delta u] \) by promoting the gauge parameters \( g \) to a field \( u \) transforming as \( g^*u = g^{-1}u \), one has to be careful about what happens to this term in the current. It can however easily be checked that we have

\[ \delta(d(\delta uu^{-1}) \wedge duu^{-1}) = d(d(\delta uu^{-1})duu^{-1}), \] (D.29)

which is a corner contribution. The bulk symplectic structure will therefore be unchanged and in particular conserved. From the gauge-invariant extended potential it is then straightforward to follow the steps of the derivation of section 3 and to compute the boundary observables as well as their algebra. This latter can easily be shown to reproduce (D.19).

**Appendix E. Gauge-invariant Lagrangians for the translations**

Just like in the case of Abelian Chern–Simons theory, there are two simple ways of obtaining a Lagrangian which is invariant under the action of the translations (in the case of a vanishing cosmological constant). This is through the introduction of either a boundary or a bulk field.

**E.1. Gauge-invariant boundary-extended Lagrangian**

In order to obtain strict gauge invariance, we can add a dynamical boundary field \( \varphi \in \Omega^0(\partial M, \text{su}(2)) \) which transforms as \( \phi^*\varphi = \varphi - \phi \). Indeed, considering the extended Lagrangian

\[ L_\ell[e, \omega, \varphi] := L[e, \omega] + d\text{tr}(\varphi F), \] (E.1)

we get that

\[ L_\ell[\phi^*e, \phi^*\omega, \phi^*\varphi] = L_\ell[e, \omega, \varphi]. \] (E.2)

Notice also that this preserves the SU(2) gauge invariance. Indeed, since these gauge transformations act as \( h^*\varphi = h^{-1}\varphi h \) on the new field, we get that

\[ L_\ell[h^*e, h^*\omega, h^*\varphi] = L_\ell[e, \omega, \varphi]. \] (E.3)

The symplectic potential for the extended Lagrangian is

\[ \theta_\ell[e, \omega, \varphi, \delta\omega, \delta\varphi] = \theta[e, \delta\omega] + \delta\text{tr}(\varphi F). \] (E.4)

Looking at gauge transformations, we get that

\[ \theta_\ell[\phi^*e, \phi^*\omega, \phi^*\varphi, \delta(\phi^*\omega), \delta(\phi^*\varphi)] = \theta[e, \omega, \varphi, \delta\omega, \delta\varphi] - d\text{tr}(\varphi\delta\omega) - \text{tr}(\delta\phi F). \] (E.5)

As expected, when comparing this to (4.43) we see that the term \( \delta m[\omega, \phi] = \delta \text{tr}(\phi F) \) has been eliminated.
E.2. Gauge-invariant bulk-extended Lagrangian

Adding a bulk term with a field $\varphi$ transforming as $h^*\varphi = h^{-1}\varphi h$ and $\phi^*\varphi = \varphi - \phi$, we can consider the Lagrangian

$$L[e, \omega, \varphi] := \text{tr}((e + D\varphi) \wedge F),$$

(E.6)

which is manifestly strictly gauge-invariant under all the symmetries under consideration. The variation of this Lagrangian is given by

$$\delta L[e, \omega, \varphi] = \text{tr}(\delta e \wedge F + \delta \omega \wedge De) + d\text{tr}(\delta \omega \wedge (e + D\varphi) + \delta \varphi F),$$

(E.7)

as can be shown by using the Bianchi identity $DF = 0$ together with $DD\varphi = [F, \varphi]$. The equations of motion are therefore unchanged. However, the potential is now given by

$$\theta[e, \omega, \varphi, \delta \omega, \delta \varphi] = \theta[e, \delta \omega] + \text{tr}(\delta \omega \wedge D\varphi + \delta \varphi F),$$

(E.8)

and it transforms as

$$\theta[\phi^*e, \phi^*\omega, \phi^*\varphi, \delta(\phi^*\omega), \delta(\phi^*\varphi)] = \theta[e, \omega, \varphi, \delta \omega, \delta \varphi] - \text{tr}(\delta \phi F).$$

(E.9)

There is therefore no corner term in this transformation.

Appendix F. Diffeomorphisms

We have chosen in section 4 to parametrize the total set of gauge transformations of three-dimensional gravity by the SU(2) ones and the translations. Here we say a brief word about diffeomorphisms. This will illustrate some of the additional difficulties which appear in this case, and will serve as a basis for future work on four-dimensional first order gravity (since there the translations do not exist).

In order to compute the transformation of the potential under a finite diffeomorphism, we have to use the variational formula (3.5) of [63]. For a diffeomorphism $Y : M \rightarrow M$, this is

$$\delta(Y^*f) = Y^*(\delta f + L_Y f) = Y^*(\delta f + \delta^4_Y f),$$

(F.1)

where the vector field appearing in the Lie derivative is

$$Y^a(x) := (\delta Y^a \circ Y^{-1})(x).$$

(F.2)

This is analogous to the formulas (4.36) and (4.37). With this, we get that

$$\theta[Y^*e, \delta(Y^*\omega)] = Y^*(\theta[e, \delta \omega] + \text{tr}(L_Y \omega \wedge e)).$$

(F.3)

For the sake of simplicity, let us consider the problem of obtaining an extended potential which is only on-shell gauge-invariant under these finite diffeomorphisms. As discussed in section 2 and exemplified with the study of Abelian Chern–Simons theory, this poses no restrictions at all on the derivation of the pre-symplectic two-form, since this latter is defined in any case from its on-shell conservation. Using the infinitesimal equivalence (4.11), we can write

$$L_Y \omega = \delta^g_{Y^{-1}e} \omega + \delta^l_{Y^{-1}e} \omega + \mathcal{Y}^\perp F \simeq \delta^g_{Y^{-1}e} \omega = D(\mathcal{Y}^\perp \omega),$$

(F.4)

which then leads to
\[ \theta[Y^* e, \delta(Y^* \omega)] \simeq Y^* \left( \theta[e, \delta \omega] + \text{tr}(D(Y^* \omega) \wedge e) \right) \]
\[ = Y^* \left( \theta[e, \delta \omega] + d \text{tr}(e(Y^* \omega)) - \text{tr}(Y^* \omega D e) \right) \]
\[ \simeq Y^* \left( \theta[e, \delta \omega] + d \text{tr}(e(Y^* \omega)) \right). \]

(F.5)

This formula is fundamentally different from the transformation properties (4.35) and (4.43). This is because the resulting expression depends here on the diffeomorphism \( Y \) via \( Y \) and also the global pullback \( Y^* \). In particular, one can see that when forming the pre-symplectic \((0,1)\)-form (2.7) we get

\[ \Theta_\Sigma[Y^* e, \delta(Y^* \omega)] \simeq \int_{\Sigma} \left( \theta[e, \delta \omega] + d \text{tr}(e(Y^* \omega)) \right), \]

(F.6)

which therefore has two sources of gauge-non-invariance. In order to define the extended potential, one has to introduce a coordinate system \( X \) which defines the surface \( \Sigma = X(\sigma) \) and \( \partial \Sigma = X(\partial \sigma) \), where \( \sigma \) is an open subset of \( \mathbb{R}^3 \). With this, we can then consider \( \Theta_\Sigma = X(\sigma)[e, \delta \omega] \), and since under a diffeomorphism \( Y \) we have \( Y^* X = Y^{-1} \circ X \), this becomes

\[ \Theta_\Sigma = X(\sigma)[Y^* e, \delta(Y^* \omega)] \simeq \int_{(Y^{-1} \circ X)(\sigma)} Y^* \left( \theta[e, \delta \omega] + d \text{tr}(e(Y^* \omega)) \right) \]
\[ \simeq \int_{\Sigma = X(\sigma)} \left( \theta[e, \delta \omega] + d \text{tr}(e(Y^* \omega)) \right). \]

(F.7)

Now, for \( X := \delta X \circ X^{-1} \) the analogue for diffeomorphisms of formula (4.38) is given by

\[ \delta(Y^* X) \circ (Y^* X)^{-1} = \delta(Y^{-1} \circ X) \circ (Y^{-1} \circ X)^{-1} = Y^*(X - \mathcal{Y}), \]

(F.8)

which implies that one can construct an on-shell gauge-invariant extended potential \((0,1)\)-form as

\[ \Theta_\Sigma, \partial \Sigma[e, X, \delta \omega, \delta X] := \int_{\Sigma = X(\sigma)} \theta[e, \delta \omega] + \int_{\partial \Sigma = X(\partial \sigma)} \text{tr}(e(X^* \omega)). \]

(F.9)

One can check explicitly that this satisfies \( \Theta[Y^* e, Y^* X, \delta(Y^* \omega), \delta(Y^* X)] = \Theta[e, X, \delta \omega, \delta X] \).

When constructing the pre-symplectic form from this expression, one then has to be extra careful with the subtlety mentioned below (2.7), which has to do with the fact that the locations \( \Sigma \) and \( \partial \Sigma \) are now specified in a field-dependent way. This is described in details in [63] for metric gravity, and we will develop our construction for first order gravity in a subsequent work [80].

As we have already encountered in the main text, the integrability condition for the boundary observables requires (at least if no boundary conditions are put on the fields themselves) that the parameters of the boundary symmetry be field-independent. This means that, starting from the boundary observables corresponding to \( SU(2) \) gauge transformations and translations, one cannot simply use the relations (4.9) and (4.10) in order to construct the boundary observables associated with diffeomorphisms. As mentioned above, the study of diffeomorphisms therefore requires a separate study and will appear in a subsequent work.

Now, the same question as in section 4.6 arises for the compatibility between \( SU(2) \) gauge transformations and diffeomorphisms. Let us once again go on-shell, since this is all that matters for the computation of the pre-symplectic form. The problem of compatibility has to do with
the fact that SU(2) gauge transformations and diffeomorphisms do not commute. One could therefore think of solving this issue by using the gauge-covariant Lie derivative\footnote{This object has appeared previously and been used in \cite{81,82} in the context of first order gravity.} defined as $L^g_\xi := L_\xi - \delta_\xi \omega$. Its action on the frame field is given by $L^g_\xi e = D(\xi J e) + \xi J (De)$, which is indeed a covariant version of (4.9), while its action on the connection is given by $L^g_\xi \omega = \xi J F$. However, one cannot naively substitute $L^g_\xi$ for $L_\xi$ in the above formulas, since there would be no interpretation for (F.1). Instead, one can compute explicitly the action of diffeomorphisms and SU(2) gauge transformations, and then find the additional corner term that makes them commutative, and therefore defines a potential which is fully gauge-invariant.

When acting on a scalar function such as $u$, the Lie derivative is simply the directional derivative $L_\xi u = \xi J du$. With this, the on-shell corner term in the potential (4.39) transforms under diffeomorphisms as

$$\Theta_{\partial \Sigma}[Y^* e, Y^* u, \delta(Y^* u)] = \int_{\partial \Sigma = X(\delta \sigma)} \text{tr}(e\delta uu^{-1}) + \int_{\partial \Sigma = X(\delta \sigma)} \text{tr}(e(Y J yu - 1)).$$

(F.10)

On the other hand, if the SU(2) gauge transformations do not act on $X$, their action on the corner term in the potential (F.9) is given by

$$\Theta_{\partial \Sigma}[h^* e, h^* X, \delta(h^* X)] = \int_{\partial \Sigma = X(\delta \sigma)} \text{tr}(e(X J h + 1)) + \int_{\partial \Sigma = X(\delta \sigma)} \text{tr}(e(X J dh - 1)).$$

(F.11)

From this, one can see that full on-shell gauge-invariance can be obtained by considering

$$\Theta_{\Sigma,\partial \Sigma}[e, \omega, u, X, \delta \omega, \delta u, \delta X] := \int_{\Sigma = X(\sigma)} \theta [e, \delta \omega] + \int_{\partial \Sigma = X(\delta \sigma)} \text{tr}(e\delta uu^{-1} + e(X J u - 1) + e(X J duu^{-1})).$$

(F.12)

The study of this extended potential and of the associated boundary symmetries will be presented in \cite{80}.
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