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Abstract. The Self-Consistent RPA (SCRPA) approach is elaborated for cases with a continuously broken symmetry, this being the main focus of the present article. Correlations beyond standard RPA are summed up correcting for the quasi-boson approximation in standard RPA. Desirable properties of standard RPA such as fulfillment of energy weighted sum rule and appearance of Goldstone (zero) modes are kept. We show theoretically and, for a model case, numerically that, indeed, SCRPA maintains all properties of standard RPA for practically all situations of spontaneously broken symmetries. A simpler approximate form of SCRPA, the so-called renormalised RPA, also has these properties. The SCRPA equations are first outlined as an eigenvalue problem, but it is also shown how an equivalent many body Green’s function approach can be formulated.
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1 Introduction

The present trend in many body physics mostly goes in the direction of a direct numerical treatment of the problem at hand. As examples, one could cite Quantum Monte Carlo (QMC) \cite{1,2} and Density Matrix Renormalisation Group (DMRG) techniques \cite{3,4} which are very successful. On the other hand it may also be interesting to make advances in many body theory proper. We will try to do this in this work employing the equation of motion (EOM) technique (see e.g. \cite{5}). We think that this formalism has not been exploited to its full power in the past. For example, as is well known, the fulfillment of sum-rules and appearance of Goldstone modes in systems with spontaneously broken symmetries are corner stones of any valuable many body theory. We will dwell on this specific aspect in this work. Unfortunately, going beyond basic approaches like Hartree-Fock (HF)-RPA and/or BCS-QRPA (quasi-particle RPA) \cite{6}, it becomes immediately a non-trivial problem to satisfy those properties. There exists the approach of \(\Phi\) derivable functionals promoted by Kadanoff and Baym \cite{7}. However, it is mostly very difficult to implement this numerically beyond HF-RPA (BCS-QRPA), the lowest order approach, because this technique involves in general vertices which depend on more than one energy and, thus, the equations will not only be integral equations in coordinate or momentum spaces but in addition one will have to deal with integrals in energy space what renders most of the problems very complicated. In this work, we want to advocate a different route where we extend the standard HF-RPA (BCS-QRPA) approach including higher correlations without destroying the aforementioned desirable properties. As mentioned, our approach is based on the equation of motion method and leads to a self-consistent version of RPA (SCRPA) which largely overcomes a well known defect of standard RPA, the quasi-boson approximation. There is one point where this defect is easy to trace: RPA, besides excitations, also describes correlations in the ground state. However, fermion occupation numbers used in RPA are the uncorrelated ones, a clear contradiction which is due to the neglect of the Pauli principle. The SCRPA cures this point in using correlated occupation numbers which couple back to the RPA. Additional Pauli corrections as vertex screening are also included. We will show applications to various exactly solvable models and demonstrate the strong improvement of SCRPA over standard RPA. We will treat Fermi systems but we think that the approach can be applied to Bose systems as well.
The paper is organized as follows. In Section II we give a short outline of SCRPA. A very simplifying approximation thereof, the renormalised RPA (r-RPA) is presented in Section III. In Section IV the Goldstone mode is analyzed and in Section V it is shown that the energy weighted sum-rule is fulfilled within SCRPA. In Section VI, we apply SCRPA to the Hubbard and pairing models and we demonstrate numerically with a three level model that, indeed, the Goldstone (zero) mode appears. In Section VII, we show how SCRPA can equivalently be formulated with many body Green’s functions. In the last Section we draw our conclusions.

2 Self Consistent Random Phase Approximation (SCRPA)

As mentioned, our theory will be based on the Equation of Motion (EOM) approach. We will be rather short with the presentation of the formalism, since it has been exposed several times before [5,9,10,11,12]. For finite systems with discrete levels, the EOM mostly is applied so that an eigenvalue problem results. We will follow first this route but later also outline the equivalent Green’s function approach which is mostly applied in condensed matter for infinite homogeneous systems. Then for finite systems, if we want to stay within RPA, one may make the following ansatz for an excited state of the system [5]

\[ |\nu\rangle = \bar{Q}_\nu |0\rangle , \]

where in general \( \bar{Q}_\nu = |\nu\rangle \langle 0 | \) is a complicated many body operator, \(|0\rangle \) and \(|\nu\rangle \) being exact ground and excited states of the system, respectively. To lowest order, we may consider the one body operator

\[ \bar{Q}_\nu = \sum_{\alpha \beta} \bar{\chi}_\nu^{\alpha \beta} \bar{a}_\alpha^\dagger a_\beta , \]

where \( a_\alpha^\dagger , a_\beta \) are single particle creation and annihilation operators in a general basis but which, to fix the ideas, may be chosen to correspond to a diagonalisation of the single particle density matrix, the so-called canonical basis. In EOM, one also always supposes that there exists a ground state which is the vacuum to the destructors \( \bar{Q}_\nu \), i.e.,

\[ \bar{Q}_\nu |0\rangle = 0 . \]

There are many ways to derive standard HF-RPA. One of the best known is the linearisation of the Time Dependent HF (TDHF) equations, see, e.g., [13]. Here, we want to go a slightly different way. Let us consider the normalised energy weighted sum rule

\[ \Omega_\nu = \frac{1}{2} \frac{\langle 0 | [\bar{Q}_\nu , [H, \bar{Q}_\nu^\dagger ]] | 0 \rangle}{\langle 0 | [\bar{Q}_\nu^\dagger , \bar{Q}_\nu ] | 0 \rangle} = \sum_{\mu} \frac{(E_\mu - E_0) |\langle 0 | \bar{Q}_\nu | \mu \rangle|^2}{\sum_{\mu} |\langle 0 | \bar{Q}_\nu | \mu \rangle|^2} , \]

where \( E_\mu \) and \( E_0 \) are supposed to be exact eigenvalues of the Hamiltonien \( H \) corresponding to the eigenstates \(|0 \rangle \) and \(|\mu \rangle \). Therefore \( \Omega_\nu \) can be considered as some average excitation energy and it is this quantity which we want to minimise. As we will see, the summation in (2) must exclude the diagonal terms with indices \( \alpha = \beta \). In addition, we want the states \(|\nu \rangle \) to be normalised. Accordingly we write for (2) more explicitly

\[ Q_\nu = \sum_{\alpha > \beta} |X^{\nu}_{\alpha \beta} \delta Q^\dagger_{\alpha \beta} - Y^{\nu}_{\alpha \beta} \delta Q_{\alpha \beta}| , \]

where

\[ \delta Q^\dagger_{\alpha \beta} = \frac{A_{\alpha \beta}}{\sqrt{M_{\alpha \beta}}} , \quad A_{\alpha \beta} \equiv a_{\alpha}^\dagger a_{\beta} \]

are the normalised pair creation operators with

\[ \langle \alpha | \delta H | \beta \rangle \equiv M_{\alpha \beta} = \eta_\beta - \eta_\alpha , \]

are the single particle occupation numbers. With this choice and with \( \langle \nu | \nu \rangle \) = \(|0\rangle \langle 0 | \), one immediately verifies that with

\[ \sum_{\alpha > \beta} \left( |X^{\nu}_{\alpha \beta}|^2 - |Y^{\nu}_{\alpha \beta}|^2 \right) = 1 , \]

the excited states \(|\nu \rangle \) are normalised under the assumption that we work in the canonical basis where the single particle density matrix only has diagonal elements, that is \( \rho_{\alpha \beta} = \langle 0 | a_{\beta}^\dagger a_{\alpha} | 0 \rangle = \eta_\alpha \delta_{\alpha \beta} \). From (7) and (8), we see that the configuration \( \alpha = \beta \) must be excluded in (5).

With these definitions, we obtain from the minimisation of the sum rule (4) the following eigenvalue equation

\[ \left( \begin{array}{cc} A & B \\ B^* & A^* \end{array} \right) \left( \begin{array}{c} X^{\nu} \\ Y^{\nu} \end{array} \right) = \Omega_\nu \left( \begin{array}{cc} 1 & 0 \\ 0 & -1 \end{array} \right) \left( \begin{array}{c} X^{\nu} \\ Y^{\nu} \end{array} \right) , \]

where

\[ A_{\alpha \beta \alpha' \beta'} = \langle 0 | \delta Q_{\alpha \beta}, [H, \delta Q^\dagger_{\alpha' \beta'}] | 0 \rangle \]

and

\[ B_{\alpha \beta \alpha' \beta'} = -\langle 0 | \delta Q_{\alpha \beta}, [H, \delta Q_{\alpha' \beta'}] | 0 \rangle \]

For the following it is useful to introduce the quantities

\[ S = \left( \begin{array}{cc} A & B \\ B^* & A^* \end{array} \right) , \quad X = \left( \begin{array}{cc} X \\ Y \end{array} \right) , \quad Y^* \]

\[ N_0 = \left( \begin{array}{cc} 1 & 0 \\ 0 & -1 \end{array} \right) . \]
We realise that (11) has exactly the same mathematical structure as standard RPA [13]. For instance, we see that the eigen vectors $\chi^\nu$ with components $X^\nu$ and $Y^\nu$ form a complete orthonormal set.

Equation (11) can then be written in a more compact form as

$$S\chi = N_0\chi\Omega,$$

where $\Omega$ is a diagonal matrix with real eigenvalues $\Omega_\nu$, $-\Omega_\nu$, if $S$ is positive definite.

The closure relation is

$$\sum_\nu (X^\nu_{\alpha\beta}X^\nu_{\alpha'\beta'} - Y^\nu_{\alpha\beta}Y^\nu_{\alpha'\beta'}) = \delta_{\alpha\alpha'}\delta_{\beta\beta'} .$$

The orthonormality relations allow us to invert the operator (5). For $\alpha > \beta$ we have

$$a^\dagger_\alpha a_\beta = \sqrt{M_{\alpha\beta}} \sum_\nu (X^\nu_{\alpha\beta}Q^\dagger_\nu + Y^\nu_{\alpha\beta}Q_\nu),$$

$$a^\dagger_\alpha a_\alpha = \sqrt{M_{\alpha\alpha}} \sum_\nu (X^\nu_{\alpha\alpha}Q^\dagger_\nu + Y^\nu_{\alpha\alpha}Q_\nu) .$$

With (3), it then follows that the density matrix $\langle 0|a^\dagger_\alpha a_\beta|0 \rangle$ only has diagonal elements, as it was introduced already after (20).

It can immediately be verified that, if all expectation values in (11) are evaluated with the HF ground state, then the standard RPA equations [13] are recovered with, in particular, only $X^\nu_{\rho\rho}$ and $Y^\nu_{\rho\rho}$ amplitudes surviving where the indices $\rho(h)$ stand for ‘particle (hole)’, i.e., indices above (below) the Fermi energy. The equations (11) are, however, much more general and it is obvious that, if the expectation values in (11) are evaluated with the RPA ground state obeying (3), then the matrices $A$ and $B$ will depend in a complicated nonlinear way on the amplitudes $X$ and $Y$. This will call the Self-Consistent RPA (SCRPA).

Before we come to the explicit evaluation of the matrix elements $A, B$ in (11) and to the discussion of spontaneously broken symmetries together with sum-rules, Goldstone modes, etc., we shall deal with the so far open but very important question of the optimal single particle basis. As usual, we will obtain this from the minimisation of the ground state energy with respect to the basis. We will show that this minimisation is equivalent to the following additional equation of motion

$$\langle 0|H, Q^\dagger_\nu|0 \rangle - \langle 0|H, Q^\nu|0 \rangle = 0 ,$$

which obviously is correct if $|0\rangle$ is an eigenstate of $H$. Because there are as many operators $Q^\nu_{\rho\nu}$, $Q^\nu_{\rho\nu}$ as there are components $a^\dagger_\alpha a_\beta$, $a^\dagger_\alpha a_\alpha$, we also can write for (17)

$$\langle 0|H, a^\dagger_\alpha a_\beta|0 \rangle - \langle 0|H, a^\dagger_\beta a_\alpha|0 \rangle = 0 ,$$

where we again recall our convention $\alpha > \beta$. Equations (18) of the one body type and one can directly verify that with a Slater determinant as ground state, they reduce to the HF equations.

Minimising the ground state energy with respect to the basis, let us first write the hamiltonian in our general single particle basis with greek indices more explicitly. Supposing that the hamiltonian is originally given in the basis of plane waves which are written in the sought for basis as $c^\dagger_{\kappa} = \sum_\alpha N_{\alpha\kappa} a^\dagger_\alpha$, where $\kappa$ includes momenta, spin, and isospin, the hamiltonian with two body interactions in the new basis reads

$$H = \sum_{\kappa\alpha\beta} e_\kappa R^*_{\alpha\kappa} R_{\beta\kappa} a^\dagger_\alpha a_\beta + \frac{1}{4} \sum \bar{v}_{k_1k_2k_3k_4} R^*_{\alpha_1k_1} R_{\beta_1k_2} R_{\gamma_1k_3} R_{\delta_1k_4} a^\dagger_{\alpha_1} a^\dagger_{\beta_1} a_{\gamma_1} a_{\delta_1} ,$$

with $e_\kappa = k^2/(2m)$ the kinetic energy and $\bar{v}_{k_1k_2k_3k_4}$ the antisymmetrised matrix element of the two body interaction. The corresponding variational equation are obtained from

$$\frac{\partial}{\partial R^*_{\alpha\kappa}} \left( \langle 0|H|0 \rangle - \sum_\beta E_\beta \sum_k R^*_{\beta,\kappa} R_{\beta,k} \right) = 0 ,$$

$$\frac{\partial}{\partial R_{\alpha,k}} \left( \langle 0|H|0 \rangle - \sum_\beta E_\beta \sum_k R_{\beta,\kappa} R_{\beta,k} \right) = 0 ,$$

where, as usual, we ensured with Lagrange multipliers that the transformation is unitary. For the common situation where the transformation is real, this yields the following eigenvalue problem

$$\sum_{k'} \mathcal{H}_{kk',\kappa} R_{\kappa',\kappa} = E_\kappa R_{\alpha,\kappa} ,$$

with

$$\mathcal{H}_{kk',\kappa} = \hbar^2 \delta_{kk'} + \sum_{k_1k_2} \bar{v}_{k_1k_2k_3k_4} C_{kk'k_1k_2} C_{kk'k_1k_2} ,$$

and the mean field (MF) hamiltonian given by

$$\hbar^2 \delta_{kk'} + \sum_{k_1k_2} \bar{v}_{k_1k_2k_3k_4} C_{kk'k_1k_2} C_{kk'k_1k_2} .$$

The single and two particle density matrices corresponding to the operators $\hat{\rho}$ and $\hat{C}$, respectively, are

$$\rho_{k_1k_2} = \langle 0|a^\dagger_{k_1} a_{k_2}|0 \rangle ,$$

$$C_{k_1k_2k_3k_4} = \langle 0|a^\dagger_{k_1} a^\dagger_{k_2} a_{k_3} a_{k_4}|0 \rangle - (\rho_{k_1k_3} \rho_{k_2k_4} - \rho_{k_1k_4} \rho_{k_2k_3}) .$$

It is now easy to show that (18) and (22) are equivalent.
Supposing that we work in this optimised single particle basis with greek indices, we obtain for the SCRPA in (14) [14]

$$\tilde{S}_{\alpha \alpha', \beta \beta'} = \sqrt{M_{\alpha \alpha'}}(e_{\alpha \beta} \delta_{\alpha' \beta'} - e_{\alpha' \beta'} \delta_{\alpha \beta}) \sqrt{M_{\beta \beta'}}$$

$$+ \delta_{\alpha' \beta'} \frac{1}{2} \sum_{\gamma \gamma'} \bar{v}_{\alpha \gamma \gamma'} C_{\gamma \gamma' \alpha \gamma'}$$

$$- \delta_{\alpha \beta} \frac{1}{2} \sum_{\gamma \gamma'} \bar{v}_{\gamma \gamma' \alpha \gamma'} C_{\gamma \gamma' \beta \beta'}$$

$$+ M_{\alpha \alpha'} \bar{v}_{\alpha \beta' \alpha \beta' \beta \beta'} M_{\beta \beta'}$$

$$+ \sum_{\gamma \gamma'} (\bar{v}_{\alpha \gamma \gamma'} C_{\gamma \gamma' \alpha \gamma'} + \bar{v}_{\gamma \gamma' \alpha \gamma'} C_{\gamma \gamma' \beta \beta'})$$

$$- \frac{1}{2} \sum_{\gamma \gamma'} (\bar{v}_{\alpha' \gamma \gamma'} C_{\gamma \gamma' \alpha \gamma'} + \bar{v}_{\gamma \gamma' \alpha \gamma'} C_{\gamma \gamma' \beta \beta'})$$,

(26)

where we introduced the non-diagonal kinetic energies $e_{\alpha \beta}$ and $\tilde{S} = \hat{M}^{1/2} \hat{S} \hat{M}^{1/2}$ and supposed that the single particle density matrix is also diagonal, as stated after (10). It seems, however, that density matrix and single particle Hamiltonian (21) cannot be diagonal simultaneously. This contradiction stems from the fact that the killing condition (30) cannot be satisfied exactly. With (15) it is only satisfied to good approximation choosing, e.g., the ground state wave function to be the one of Coupled Cluster Theory (CCT) at SUB2 level, as this is discussed in detail in ref. [15].

In order to establish selfconsistency, we must express the matrices of $M$ and $\hat{C}$ by the amplitudes $X, Y$. To this end, we write

$$\delta_{\alpha \beta} \delta_{\alpha' \beta'} (1 - n_{\alpha}) + C_{\alpha \beta', \alpha' \beta} = \langle a^\dagger_{\alpha} a_{\alpha} a^\dagger_{\alpha'} a_{\alpha'} \rangle$$

(27)

with abreviation $\langle ... \rangle = \langle 0 | ... | 0 \rangle$. With (10) and the killing condition (30), we can express this correlation function for $\alpha \neq \alpha'$ and $\beta \neq \beta'$ by $X$ and $Y$ together with single particle occupation numbers $n_{\alpha}$.

Concerning the s.p. occupation numbers, we refer to expressions derived earlier in the literature employing the so-called number operator method, see e.g., [11]. We also have derived these expressions from the Coupled Cluster (CC) wave function at level SUB2 [15]. In model cases it has been shown that this wave function fulfills the killing relation (30) to very good accuracy [15] as was mentioned already above. The equations read

$$n_{h} = 1 - \frac{1}{2} \sum_{p, \nu} M_{ph} |Y_{ph}|^{2} = 1 - \frac{1}{2} \sum_{p} \langle a^\dagger_{p} a_{h} a^\dagger_{h} a_{p} \rangle$$

(28)

$$n_{p} = \frac{1}{2} \sum_{h, \nu} M_{ph} |Y_{ph}|^{2} = \frac{1}{2} \sum_{h} \langle a^\dagger_{h} a_{h} a^\dagger_{h} a_{p} \rangle$$

(29)

or

$$M_{ph} = 1 - \frac{1}{2} \sum_{p, \nu} M_{ph} |Y_{ph}|^{2} - \frac{1}{2} \sum_{h, \nu} M_{ph} |Y_{ph}|^{2}$$.

(30)

Let us remind that $p(h)$ stand for greek indices above (below) the Fermi surface.

The correlation functions $\langle a^\dagger_{\alpha} a_{\alpha} a^\dagger_{\beta} a_{\beta} \rangle$ need extra care. If $\gamma = \beta$, there is no problem since the expression reduces to a single particle occupation number which we just treated above. In the case $\alpha \neq \beta$, we can write (please be aware that all greek quantum numbers represent just a single quantum state)

$$\langle a^\dagger_{\alpha} a_{\alpha} a^\dagger_{\beta} a_{\beta} \rangle = n_{\alpha} - \langle a^\dagger_{\alpha} a_{\beta} a^\dagger_{\beta} a_{\alpha} \rangle, \quad \alpha \neq \beta$$

(31)

Again, we can now express the two body correlation function in (31) by the $X, Y$ amplitudes and all single and two body density matrices can be fully included in a selfconsistent solution of the SCRPA equations (10).

The efficiency of the method has been demonstrated in several earlier publications [8,10,11,12]. Examples will be given below including one with a broken symmetry with the appearance of a Goldstone (zero) mode which is the main subject of this paper.

3 Renormalised RPA

A very much simplified version of SCRPA consists in the so-called renormalised RPA (r-RPA). It simply is obtained in discarding in (26) and (27) the two-body correlations $\hat{C}$, keeping, however, the correlated occupation numbers.

Concerning the s.p. occupation numbers, we again can consider an RPA operator with all configurations besides diagonal generators. This feature preserves the property of fulfillment of sum rule and appearance of Goldstone (zero) modes to be discussed below. In a way, r-RPA is the most direct extension of standard RPA: we know that standard RPA accounts for correlations. However, as already mentioned, the RPA equations are set up, e.g., with uncorrelated occupation numbers. In r-RPA this contradiction is lifted. The performance of r-RPA is somewhat between standard and SCRPA [10,11,15].

$$\hat{H}^{(r)}_{k_1 k_2} = h_{k_1 k_2}^{MF}$$

(32)

$$\tilde{S}^{(r)}_{\alpha \alpha', \beta \beta'} = (E_{\alpha} - E_{\alpha'}) M_{\alpha \alpha'} \delta_{\alpha \beta'} \delta_{\alpha' \beta'}$$

+ $M_{\alpha \alpha'} \bar{v}_{\alpha \beta' \alpha' \beta' \beta \beta'} M_{\beta \beta'}$

(33)

Since the correlated occupation numbers are rounded near the Fermi surface, we again can consider an RPA operator with all configurations besides diagonal generators. This feature preserves the property of fulfillment of sum rule and appearance of Goldstone (zero) modes to be discussed below. In a way, r-RPA is the most direct extension of standard RPA: we know that standard RPA accounts for correlations. However, as already mentioned, the RPA equations are set up, e.g., with uncorrelated occupation numbers. In r-RPA this contradiction is lifted. The performance of r-RPA is somewhat between standard and SCRPA [10,11,15].
4 Goldstone modes

It is well established that the standard HF-RPA (BCS-QRPA) approach exhibits a Goldstone (zero) mode if the HF solution corresponds to a continuously broken symmetry. For finite systems, with discrete quantum numbers, one mostly talks about a zero or spurious mode. For example, for nuclei and other selfbound Fermi systems like 3He droplets, HF always breaks translational invariance and the corresponding RPA shows a zero mode [17,18] which corresponds to a coherent displacement of the whole system. In trapped cold atom gases the corresponding mode is the Kohn mode where the atom cloud oscillates coherently in an external harmonic trapping potential [19]. Within BCS-QRPA, one obtains in infinite matter because of broken particle number $U(1)$ symmetry a Goldstone mode, the so-called Bogoliubov-Anderson mode [20,21,22]. Also in finite superfluid systems, like many superfluid nuclei, zero modes appear [23,24].

As mentioned, these Goldstone (zero) modes reflect basic principles of quantum mechanics and it is very important not to destroy this property in theories which go beyond the HF-RPA scheme. In this respect, what is the situation with the SCRPA approach outlined above? As we see from (31), the crucial point is that the $Q^\dagger$ operator can represent the symmetry operator (let us call it $\hat{P}$) in question as a particular solution of SCRPA equations and that the relation $\{H, \hat{P}\} = 0$ is not destroyed in the course of applying the formalism. In standard RPA, only the $ph$ and $hp$ components of the symmetry operator enter the equations. One can ask the question why the zero mode appears nonetheless. The answer comes from the fact that even if one included the $pp$ and $hh$ matrix elements of $\hat{P}$ into the RPA, these elements become, in the HF basis, completely decoupled from the rest of the RPA equations. Therefore, in standard RPA, it is as if the totality of the symmetry operator were included and, thus, the Goldstone mode is present nonetheless. In SCRPA all components of the symmetry operator, besides the diagonal ones, are present and they all play a role. Therefore, one may think that if $\hat{P}_{\alpha\alpha} = 0$, then in any case the Goldstone mode will come in the solution. In this respect, we must remember that SCRPA joins HF-RPA in the weak coupling limit. Therefore, the inclusion of the generalised mean field (MF) equation [22] must also be assured for the appearance of a zero mode. In analogy to the HF-RPA scheme, one may talk of the MF-SCRPA scheme to imply a zero mode in the broken symmetry case. In the next section, we will demonstrate explicitly the appearance of the Goldstone mode with an application to a model case.

All this holds true under the condition that $\hat{P}_{\alpha\alpha} = 0$. Many symmetry operators have this property. This is the case for the linear momentum because of its odd parity. So the zero mode corresponding to translational motion will come in selfbound systems like nuclei or 3He droplets. Equally the above mentioned Kohn mode in trapped cold atom systems. Some systems may be deformed and then rotational symmetry is broken. The angular momentum operator has no diagonal elements either because it is not time-reversal invariant.

More subtle is the question of pairing which is one of the broken symmetries often encountered in Fermi systems. Indeed, in this case, the symmetry operator is the particle number operator $\hat{N} = \sum_\alpha a^{\dagger}_\alpha a_\alpha$. In quasiparticle representation $a^{\dagger}_\alpha = u_\alpha q^{\dagger}_\alpha - v_\alpha q^{-}\alpha$ this becomes

$$\hat{N} = \sum_\alpha [v^{2}_\alpha q^{2}_\alpha - 2 v^{2}_\alpha q^{-\alpha} q^{\alpha} - u^{2}_\alpha q^{-2}_\alpha q^{2\alpha} - u_\alpha v^{2}_\alpha (q^{\dagger}_\alpha q^{\alpha} + q^{-\alpha} q^{\alpha})].$$  \(34\)

which contains a hermitian diagonal piece which cannot be included into the (quasi-particle) RPA operator $Q^\dagger$ as we discussed already above. In this case the standard BCS-QRPA scheme [13], analogous to HF-RPA in the non-superfluid case, shows, as well known [23,24], a zero mode because the so-called scattering terms ($q^{\dagger} q$) drop out of the QRPA equations. However, with the Self-Consistent QRPA(SCQRPA) this is not the case and in general the zero mode will be absent. As it turns out, this is only a problem for finite systems. For homogeneous infinite matter we have as QRPA operator

$$Q^\dagger_\mathbf{q} = \sum_{k>0} [X^{q}_{k} q^{\dagger}_{k} q^{\dagger}_{-k} + Y^{q}_{k} q_{k} q^{\dagger}_{-k} ] + Z^{(+)} q^{\dagger}_{k+1} q^{\dagger}_{-k} - Z^{(-)} q^{\dagger}_{k} q^{\dagger}_{-k}]$$  \(35\)

where $\mathbf{q}$ is the c.o.m. momentum of the pair excitation (we suppressed spin indices). So, as long as $\mathbf{q}$ is not strictly zero, we can include the scattering terms and one will approach the zero mode in the limit as $\mathbf{q} \to 0$. One realises that in finite systems with discrete levels, the zero mode is absent in MF-SCQRPA and one will have to extend the theory. This can be done in including to the QRPA operator, besides the one body sector, the two body sector what will allow the inclusion of diagonal hermitian one body pieces in the QRPA operator and the zero mode is saved. Some works on including the two-body sector can be found, e.g., in [25] and references in there. However, it shall not be the task of this work to enter into the more complicated structure of this approach. It may be investigated in future work. For the moment, let us be satisfied that the Bogoliubov-Anderson mode [20] appears in the infinite matter case.

Another particular case occurs, if we write the RPA operator with collective $ph$ operators as this may be intuitively the case when s.p. states are degenerate and which often reduces the dimension of the SCRPA equations drastically. The price to be paid are some extra complications with certain two body correlation functions as we will discuss with the application to a model just below. However, in general, the so-called m-scheme where one considers quantum state by quantum state is preferable because the complications with the evaluation of the density matrices are absent. For example with the ansatz [35] the latter is the case.
5 Sum-rules

We show that the energy weighted sum rule, given by the following identity

$$\sum_\nu (E_\nu - E_0)|\langle \nu | F | 0 \rangle|^2 = \frac{1}{2} \langle 0 | [F, [H, F]] | 0 \rangle$$

is fulfilled within SCRPA. Here $|\nu\rangle$ is a complete set of eigenstates and $F$ is a one body operator

$$F = \sum_{\alpha \beta} f_{\alpha \beta} A_{\alpha \beta}$$

where $A_{\alpha \beta}$ is defined in (30). One can show that the identity automatically fulfilled if one considers that $|\nu\rangle$ is the set of SCRPA or r-RPA eigenstates. By using the inverse transformation of the basis operators $A_{\alpha \beta}$ one obtains

$$\sum_\nu (E_\nu - E_0)|\langle \nu | F | 0 \rangle|^2 = \sum_\nu (E_\nu - E_0) \sum_{\alpha \beta} f_{\alpha \beta} M_{\alpha \beta}^{1/2} (X_{\alpha \beta}^\nu + Y_{\alpha \beta}^\nu)^2 .$$

Using the general system of RPA equations with excitation energy $\Omega_\nu = E_\nu - E_0$ one gets the following identity

$$\sum_\nu (E_\nu - E_0)|\langle \nu | F | 0 \rangle|^2 = \sum_{\alpha \beta} f_{\alpha \beta} M_{\alpha \beta}^{1/2} \sum_{\gamma \delta} f_{\gamma \delta} M_{\gamma \delta}^{1/2} (A_{\alpha \beta, \gamma \delta} - B_{\alpha \beta, \gamma \delta}) .$$

On the other hand by splitting the summations into $\alpha > \beta$ and $\alpha < \beta$ parts and using the definitions of the RPA matrices one obtains that the right-hand side of the Eq. (39) has the same form

$$\frac{1}{2} \langle 0 | [F, [H, F]] | 0 \rangle = \sum_{\alpha \beta} \sum_{\gamma \delta} f_{\alpha \beta} f_{\gamma \delta} \frac{1}{2} \langle 0 | [A_{\beta \gamma}, [H, A_{\alpha \delta}]] | 0 \rangle .$$

We would like to emphasise that this sum rule also remains fulfilled in the case of broken symmetry, in spite of the fact that for a zero energy eigenstate the amplitudes $X, Y$ diverge.

6 Applications to models

6.1 The Hubbard model

We shortly want to outline how our formalism works in the Hubbard model and present some results. In momentum space, the Hamiltonian is given by (see, e.g., [25])

$$H = \sum_{k,\sigma} (\epsilon_k - \mu) n_{k,\sigma}$$

$$+ \frac{U}{2N} \sum_{k,\mathbf{p},q,\sigma} \tilde{a}_{k,\sigma}^{\dagger} a_{k+q,\sigma}^{\dagger} a_{p,-\sigma} a_{p-q,-\sigma}$$

where $\tilde{n}_{k,\sigma} = a_{k,\sigma}^{\dagger} a_{k,\sigma}$ is the occupation number operator and the single particle energies are given by $\epsilon_k = -2t \sum_{\nu=1}^N \cos(k \nu)$ with the lattice spacing set to unity. It is convenient to transform the fermion creation and annihilation operators $a^{\dagger}, a$ to HF quasi-particle operators. In 1D, we have

$$a_{h,\sigma} = b_{h,\sigma}^{\dagger} , \quad a_{p,\sigma} = b_{p,\sigma}$$

where $h$ and $p$ are momenta below and above the Fermi momentum, respectively, so that $b_{h,\sigma}(HF) = 0$ for all $\nu$ where (HF) is the Hartree-Fock ground state in the plane wave basis. Introducing the operators

$$\tilde{n}_{k,\sigma} = b_{k,\sigma}^{\dagger} b_{k,\sigma} ,$$

$$J^{-}_{ph,\sigma} = b_{h,\sigma} b_{p,\sigma} , \quad J^{+}_{ph,\sigma} = (J^{-}_{ph,\sigma})^{\dagger}$$

we write for the RPA operator

$$Q_{q,\nu}^{\pm} = \sum_{ph,\sigma} [\tilde{X}_{ph,\sigma} J^{\pm}_{ph,\sigma} - \tilde{Y}_{ph,\sigma} J^{\pm}_{ph,\sigma}]$$

With our Eqs. (28, 29) for the evaluation of the occupation numbers, we also verify straightforwardly that

$$\langle n_{p,\sigma} \rangle = \langle \tilde{n}_{p,\sigma} \rangle = \sum_h (J^{+}_{ph,\sigma} J^{-}_{ph,\sigma})$$

$$= \sum_h (1 - \langle M_{ph,\sigma} \rangle |Y_{ph,\sigma}|^2 ,$$

$$\langle \tilde{n}_{h,\sigma} \rangle = 1 - \langle \tilde{n}_{h,\sigma} \rangle = 1 - \sum_p (J^{+}_{ph,\sigma} J^{-}_{ph,\sigma})$$

$$= 1 - \sum_{p,\nu} (1 - \langle M_{ph,\sigma} \rangle |Y_{ph,\sigma}|^2$$

where $\langle M_{ph,\sigma} \rangle = \langle \tilde{n}_{h,\sigma} \rangle + \langle \tilde{n}_{p,\sigma} \rangle$, and more complicated expressions for the quadratic terms. Those expressions are the same as derived in our earlier publication [26].

The Hubbard molecule. In the Hubbard model, the results are again quite promising. For example the half filled 2-sites problem, the so-called Hubbard molecule, is solved exactly. This is not a totally trivial result. For example the well known GW approximation fails in this respect [26].

The half-filled 6-sites chain. We show in Fig.11 for a choice, the excitation spectrum for the momentum transfer $|q| = \pi$. The abreviations ‘ch’ and ‘sp’ stand for ‘charge’, i.e. spin $S = 0$ and for ‘spin’, that is $S, M = 1, 0$ excitations, respectively. The results for $|q| = 2\pi/3, \pi/3$ are of similar
Fig. 1. Excitation spectrum for the transfer $|q| = \pi$ as a function of $U/t$ of the 6-sites half-filled Hubbard chain. ‘sp’ and ‘ch’ stand for spin and charge response, respectively.

Fig. 2. Ground state energy as a function of $U/t$ for the 6-sites half-filled Hubbard chain with SCRPA, standard RPA, HF, and exact solution.

quality [26]. In Fig 2, we show the ground state energy. There is good agreement with the exact solution and it presents a maximum error of about 0.8 percent at $U/t = 3.5$. In that figure, we also display the results of HF and standard RPA. We can appreciate the gain in precision with SCRPA.

In Figs. 3 and 4, we show the occupation numbers, see Eq. (46). We see that with SCRPA they compare very well with the exact values and are very much improved over the corresponding values from standard RPA (s-RPA). It is worth mentioning that particle number is conserved, i.e., what is depleted below the Fermi surface is exactly replaced by non-zero values above the Fermi surface. In the macroscopic limit, this implies that the Luttinger theorem (see, e.g., [27]) is respected. Let us also mention that the 1D Hubbard model has been solved with renormalised RPA in the infinite system limit with interesting results particularly in the strong coupling limit, [28].

6.2 Pairing model

The pairing or picket fence model (PFM) is the only one where in the past the SCRPA scheme could be applied for the first time without any approximation and without the explicit knowledge of the vacuum [10]. This stemmed from the fact that in this particular model with the Hamiltonian

\begin{align*}
\hat{H} &= \sum_{n} \left( \epsilon_n a_n^\dagger a_n + U n_\uparrow n_\downarrow \right) + V \sum_{\langle n,m \rangle} \left( n_\uparrow m_\downarrow - n_\downarrow m_\uparrow \right) \\
&\quad - \frac{1}{2} J \sum_{\langle n,m \rangle} \left( n_\uparrow m_\uparrow + n_\downarrow m_\downarrow \right)
\end{align*}

where $\epsilon_0 = 0$, and $\epsilon_n = \epsilon_{n+1} = 0$ for all $n \geq 1$, and $\epsilon_n = \epsilon_0 + n - 1$ for all $n \geq 2$. The pairing interaction $V$ is attractive, and the exchange interaction $J$ is repulsive.

In this model, particles are added in pairs, and the Hamiltonian has the form of a ladder, with rungs of strength $V$ and steps of strength $-J$. The pairing interaction $V$ can be thought of as creating a bond between particles, and the exchange interaction $J$ can be thought of as breaking this bond. The system is said to be in a superconducting state if the pairing interaction is strong enough to overcome the exchange interaction.

In the presence of an external magnetic field, the system can exhibit a first-order phase transition from a normal state to a superconducting state. This transition is characterized by a change in the order parameter, which is given by the pairing amplitude $\Delta$. The order parameter is zero in the normal state and non-zero in the superconducting state.

In the presence of a magnetic field, the system can exhibit a first-order phase transition from a normal state to a superconducting state. This transition is characterized by a change in the order parameter, which is given by the pairing amplitude $\Delta$. The order parameter is zero in the normal state and non-zero in the superconducting state.

The critical magnetic field $H_c$ is the magnetic field at which the transition occurs. The critical magnetic field can be calculated using the Ginzburg-Landau theory, which is a mean-field approximation that describes the behavior of superconducting systems.

In the Ginzburg-Landau theory, the order parameter $\Delta$ is expanded in a Taylor series around the critical magnetic field $H_c$. The first non-trivial term in the expansion is the Ginzburg-Landau action, which is given by

\begin{equation}
S = \int \left[ \frac{1}{2} \frac{1}{\kappa^2} \left( \nabla \Delta \right)^2 - \frac{1}{4} m^2 \Delta^2 - h \Delta \right] d^2 x
\end{equation}

where $\kappa$ is the penetration depth, $m$ is the mass of the Cooper pair, and $h$ is the external magnetic field. The Ginzburg-Landau action is a functional of the order parameter $\Delta$. The theory predicts that the system will exhibit a first-order phase transition from a normal state to a superconducting state at a critical magnetic field $H_c$.

The critical magnetic field $H_c$ is given by

\begin{equation}
H_c = \frac{1}{n c^2} \left( \frac{128}{3} \pi \right)^{2/3} \left( \frac{m}{\kappa^2} \right)^{1/3} \Delta_0
\end{equation}

where $\Delta_0$ is the maximum value of the order parameter $\Delta$.

In the presence of a magnetic field, the system can exhibit a first-order phase transition from a normal state to a superconducting state. This transition is characterized by a change in the order parameter, which is given by the pairing amplitude $\Delta$. The order parameter is zero in the normal state and non-zero in the superconducting state.

The critical magnetic field $H_c$ is the magnetic field at which the transition occurs. The critical magnetic field can be calculated using the Ginzburg-Landau theory, which is a mean-field approximation that describes the behavior of superconducting systems.

In the Ginzburg-Landau theory, the order parameter $\Delta$ is expanded in a Taylor series around the critical magnetic field $H_c$. The first non-trivial term in the expansion is the Ginzburg-Landau action, which is given by

\begin{equation}
S = \int \left[ \frac{1}{2} \frac{1}{\kappa^2} \left( \nabla \Delta \right)^2 - \frac{1}{4} m^2 \Delta^2 - h \Delta \right] d^2 x
\end{equation}

where $\kappa$ is the penetration depth, $m$ is the mass of the Cooper pair, and $h$ is the external magnetic field. The Ginzburg-Landau action is a functional of the order parameter $\Delta$. The theory predicts that the system will exhibit a first-order phase transition from a normal state to a superconducting state at a critical magnetic field $H_c$.

In the presence of a magnetic field, the system can exhibit a first-order phase transition from a normal state to a superconducting state. This transition is characterized by a change in the order parameter, which is given by the pairing amplitude $\Delta$. The order parameter is zero in the normal state and non-zero in the superconducting state.

The critical magnetic field $H_c$ is the magnetic field at which the transition occurs. The critical magnetic field can be calculated using the Ginzburg-Landau theory, which is a mean-field approximation that describes the behavior of superconducting systems.

In the Ginzburg-Landau theory, the order parameter $\Delta$ is expanded in a Taylor series around the critical magnetic field $H_c$. The first non-trivial term in the expansion is the Ginzburg-Landau action, which is given by

\begin{equation}
S = \int \left[ \frac{1}{2} \frac{1}{\kappa^2} \left( \nabla \Delta \right)^2 - \frac{1}{4} m^2 \Delta^2 - h \Delta \right] d^2 x
\end{equation}

where $\kappa$ is the penetration depth, $m$ is the mass of the Cooper pair, and $h$ is the external magnetic field. The Ginzburg-Landau action is a functional of the order parameter $\Delta$. The theory predicts that the system will exhibit a first-order phase transition from a normal state to a superconducting state at a critical magnetic field $H_c$.

In the presence of a magnetic field, the system can exhibit a first-order phase transition from a normal state to a superconducting state. This transition is characterized by a change in the order parameter, which is given by the pairing amplitude $\Delta$. The order parameter is zero in the normal state and non-zero in the superconducting state.

The critical magnetic field $H_c$ is the magnetic field at which the transition occurs. The critical magnetic field can be calculated using the Ginzburg-Landau theory, which is a mean-field approximation that describes the behavior of superconducting systems.
\[ H = \sum_i \varepsilon_i N_i + V \sum_{ik} P_i^+ P_k \] (47)

and \( N \) two fold degenerate equidistant levels labeled with the index \( i \), the occupation number operators can exactly be expressed by the product of two fermion pair operators, that is

\[ N_i = 2P_i^+ P_i \] (48)

with \( N_i = a_i^+ a_i + a_i^+ a_i \) and \( P_i^+ = a_i^+ a_i^+ \). It is seen that the pair operators are the ones which enter the Bogoliubov transformation of fermion pairs in the pp-SCRPA

\[ Q_\alpha^+ = \sum_p X_p^\alpha P_p^+ + \sum_h Y_h^\alpha P_h^+ \] (49)

and, therefore, with (3) it was possible in [10] to calculate \( \langle N_i \rangle \) and \( \langle N_i N_j \rangle \) completely selfconsistently and without the use of any procedures external to the SCRPA ones. We also remark that the evaluation of \( \langle N_i N_j \rangle \) necessitates the knowledge of four particle correlation functions what makes the approach rather heavy. However, factorisation \( \langle N_i N_j \rangle \sim \langle N_i \rangle \langle N_j \rangle \) turned out to work quite well, thus strongly simplifying the expressions [29].

In Figs. 5 and 6, we show results obtained with this factorised approximation for the first excitation energy with \( N = 10 \) particles and the correlation energy, respectively, as a function of the pairing coupling strength \( G \). The exact results were obtained from the equations established by Richardson almost half a century ago [30].

Commenting on the SCRPA results, we see that they are very much improved over standard ppRPA, [13]. On the other hand, we also see from the sum rule relation given in [10], Eq. (69), i.e. \( \sum_{pp} \langle N_p N_p' \rangle = \sum_{ph} \langle 2 - N_h \rangle N_p' \) and Tables VII and XI in [10] that the Pauli principle, is still slightly violated, of the order of 4–5 percent, what stems from the fact that the killing condition (3) is not exactly fulfilled. Let us mention that SCRPA was solved in [10] and [29] among others for the case of 100 levels where it is even difficult to solve the problem with the Richardson equations. A very instructive example is the \( N = 2 \), i.e., the single Cooper pair case. Though already presented in [13], let us discuss it here again. In standard RPA the excitation energy is given by

\[ E \propto \sqrt{1 - G} \]

whereas in SCRPA the result is

\[ E \propto \sqrt{1 + G} \]

The latter coincides, as already mentioned, with the exact result. The RPA result shows the usual BCS instability at \( G = 1 \). With SCRPA the vertex renormalisation from the self consistency, i.e. screening, has effectively turned the sign of \( G \) around and with screening the effective interaction is now repulsive! This stems from the fact that for \( N = 2 \) the constraint from the Pauli principle is, as
one easily realises, of maximum importance. It is testified again with this example that the Pauli principle is very well respected with SCRPA.

Let us also mention that the SCRPA scheme has been generalised to finite temperatures using an equivalent Green’s function formalism in an application to the PFM in [12] with the same quality of results as at zero temperature. In particular it could be shown that also in the PFM, there opens a pseudo gap in the level density approaching the critical temperature from above.

6.3 Goldstone mode within a 3-level spin model and SCRPA

The SCRPA scheme is a selfconsistent in-medium two body equation of the Schroedinger type. We think it is amenable for numerical solution for realistic systems. However, this needs major investments and this is not available at this moment. We, therefore, have chosen a simplified model to demonstrate numerically the fulfillment of the Goldstone mode. We have chosen the three level Lipkin model which also can be seen as a three sites spin model, corresponding to a SU(3) algebra [31]. This model has been used in order to test different many body approximations [32,33]. We also have treated it already in [8] with results of similar quality as in the two preceding models of sections VI.1 and VI.2. Here we want to dwell specifically on the zero mode. It is so far the only model where the appearance of the Goldstone (zero) mode has been demonstrated in a numerical application with SCRPA.

By labeling the levels with 0, 1, 2, we consider the following Hamiltonian written in some ‘original’ basis

$$H = \frac{1}{2} \sum_{k=0}^{2} \epsilon_k S_{kk} - \frac{V}{2} \sum_{k=1}^{2} (S_{k0} S_{k0} + S_{0k} S_{0k}) \ , \quad (50)$$

where $\epsilon_0 = 0; \ \epsilon_1 = 1; \ \epsilon_2 = 1 + \Delta \epsilon$ and

$$S_{kk'} = \sum_{\mu=1}^{N} a_{\mu k}^\dagger a_{\mu k'} \ , \quad (51)$$

We suppose that the three levels have equal degeneracy $N$ and that in the non-interacting case the lowest level is full so that $N$ corresponds also to the particle number. The operators satisfy simple commutation relations

$$[S_{k_1 k_2}, S_{k_3 k_4}] = \delta_{k_1 k_3} S_{k_2 k_4} - \delta_{k_1 k_4} S_{k_3 k_2} \ , \quad (52)$$

Standard HF-RPA shows a zero mode in the so-called deformed region where HF in the original basis is unstable and when the two upper level become degenerate ($\Delta \epsilon = 0$). This because the hamiltonian commutes with the ‘angular momentum’ operator $L_0 = i(S_{21} - S_{12})$. According to [31], the transformation matrix to the deformed basis in [19] can be written as follows

$$R_{\alpha k}^l = \begin{pmatrix} \cos \phi & \sin \phi & 0 \\ -\sin \phi & \cos \phi & 0 \\ 0 & 0 & 1 \end{pmatrix} \ , \quad (53)$$

This means that we only have the single parameter $\phi$ to be varied to obtain the ‘deformed’ solution. First, let us write down the RPA operator in the deformed basis

$$Q_{\alpha}^l = X_{\alpha 0}^l A_{10} + X_{\alpha 1}^l A_{20} + X_{\alpha 2}^l A_{21} - Y_{\alpha 0}^l A_{01} - Y_{\alpha 1}^l A_{02} - Y_{\alpha 2}^l A_{12} \ , \quad (54)$$

where the $A$ operators correspond to the $S$ ones of [61] but in the deformed basis.

We also write the Hamiltonian in the deformed basis and then construct the SCRPA equations from the double commutator relations [11] [12]. While solving the SCRPA equations we have to minimise the ground state energy with respect to $\phi$ in order to fulfill the generalised mean field equation [18]. The latter can be calculated as a function of $X, Y, \phi$ in expressing its expectation values from the inversion of [54] and then using [3]. Our procedure works with collective generators what seems natural in this model, since we can suppose that the non-collective states decouple to a large extent from the rest of states. Working with the individual quantum states (m-scheme) would considerably complicate the solution of the model with the SCRPA scheme. Employing the collective operators has, however, the disadvantage that expectation values of products of diagonal operators such as $\langle A_{00} \rangle, \langle A_{00} A_{22} \rangle$, etc. cannot directly be expressed with the $X, Y$ amplitudes. We, therefore, in [8] found expressions via the unitary operator method what yields

$$n_{\alpha} \approx \frac{y_{\alpha 0} + y_{11} y_{22}}{N}$$

Fig. 7. (a) First SCRPA excitation energy for $N = 20$ and $\epsilon_1 = 0, \epsilon_2 = 1, \epsilon_3 = 1 + \Delta \epsilon$ versus $\log_{10} \Delta \epsilon$ (in arbitrary units). (b) The ratio $Y/X$ versus $\log_{10} \Delta \epsilon$. 
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\[
\alpha = 1, 2, \quad (55)
\]

where \(y_{\alpha \beta} = \sum_{\nu} Y_{\alpha \beta}^\nu Y_{\alpha \beta}^{\nu*}\). Here, evidently \(n_0 = N - n_1 - n_2\) and \(n_\alpha = \langle A_{\alpha \alpha} \rangle\). For the quadratic terms we obtain [8]

\[
\langle A_{00} A_{0\alpha} \rangle \approx \frac{N - 1}{N} \langle A_{00} A_{0\alpha} \rangle \\
- \frac{1}{N^2(N - 1)} \left( \langle A_{00}^2 A_{0\alpha}^2 \rangle + \langle A_{10} A_{20} A_{02} A_{01} \rangle \right) \\
\langle A_{11} A_{22} \rangle \approx \frac{1}{N(N - 1)} \langle A_{10} A_{20} A_{02} A_{01} \rangle .
\]

\[
(56)
\]

Evaluating the four body correlation functions with the inversion [10] and the killing condition [3], one obtains a set of linear equations for the two body correlation functions with diagonal \(A\) operators which can be solved. With this, we get the solution of the SCPCA equations in the deformed regime. In Fig. 7 (a) we show the energy of the first excited state as a function of \(\Delta \epsilon = \epsilon_2 - \epsilon_1\) (in arbitrary units). As already mentioned, in the limit \(\Delta \epsilon \to 0\) a zero mode should appear. We see that there is a rapid decrease of the first excitation energy \(\Omega_1\) to zero. Of course the whole system of SCPCA equations is very sensitive to numerical accuracy. For instance the minimum of the ground state energy at \(\phi = \phi_0\) is not easy to determine with high accuracy which we estimate to be of order \(10^{-3}\). With this, for \(\Delta \epsilon = 10^{-5}\), we obtain an excitation energy of order \(10^{-2}\). It also is interesting to follow the values of the \(X, Y\) amplitudes. In Fig. 7 (b) we show the evolution of their ratio \(Y/X\) as it approaches one. At exactly zero excitation energy the amplitudes would diverge. Here, they are still of reasonable value, i.e. \(X \sim Y \sim 20\). It is worth mentioning that even a very tiny inaccuracy in \(\phi_0\) destabilises the zero mode showing that it is absolutely necessary to work in the basis which fulfills eq. (15). The scenario stays more or less the same, if instead of SCPCA the simpler r-RPA is applied (see Section III). We think that this is a very instructive example which clearly demonstrates that SCPCA in the form presented here with all components included conserves all appreciated properties of standard HF-RPA. To the best of our knowledge, we do not know of any other method which with more or less equal performances obtains the zero mode in a similarly easy way. Even for this simple model the realization of the zero mode with the \(\Phi\) derivable functional [7] would be very combersome.

7 A short outline of the equivalent Green’s function description of the equation of motion method

In condensed matter physics dealing with homogeneous infinite systems, one usually does not formulate the problems in the form of an eigenvalue equation. One rather employs propagators or many body Green’s functions. Of course, it is clear that every eigenvalue problem has a corresponding formulation with Green’s functions but it may be useful to give some more details on the ingredients of the present formalism. However, the Green’s function equivalent to the eigenvalue equation of SCPCA [10] is, in a way, somewhat particular. As one may immediately realise, it cannot come from the familiar many time Green’s function approach where, e.g., the two body propagator (and also its integral kernel) depends on four times once one goes beyond the standard HF-RPA scheme. This stems from the fact that in an eigenvalue problem only one energy (the eigenvalue) is involved and then the corresponding integral equation for the Green’s function also can involve only one energy, even in the integral kernel. Though the formalism has been described in earlier publications, see, for instance, refs. [12] and [14], we feel that it may be helpful for the reader to give a short outline of the procedure. To this purpose, we write down the corresponding integral equation form of (11), that is the Bethe-Salpeter equation

\[
(\hbar \omega - E_{k_1} + E_{k_2}) \tilde{G}^\nu_{k_1 k_2 k_3 k_4} \\
= N_{\mu, k_1 k_2} [\delta_{k_1 k_3} \delta_{k_2 k_4} + \sum_{k_\nu, k_\mu} \tilde{S}_{k_\nu k_\mu} \tilde{G}^\nu_{k_\mu k_\nu k_3 k_4}], (57)
\]

Inserting the spectral representation for the Green’s function

\[
\tilde{G}^\nu = \sum_{\mu} \frac{\chi^\mu N_\mu \chi^{\mu*}}{\hbar \omega - \Omega_\mu + i\eta N_\mu}
\]

(58)

where the sum goes over positive and negative values of \(\mu\) and \(N_\mu = -N_{-\mu}, \Omega_\mu = -\Omega_{-\mu}\), and taking the limit \(\hbar \omega \to \Omega_\nu\), we obtain in comparing the singularities on left and right hand sides, the eigenvalue equation [14].

In order to see how this scheme with the equation of motion technique can go on and lead to an \(\omega\)-dependent term in the integral kernel of the Bethe-Salpeter equation, we extend the operator (2) to include a two body term as a first extension, eventually higher order terms

\[
\hat{Q}_\nu = \sum [\tilde{\chi}_{\alpha \beta} \tilde{a}_\alpha^\dagger \tilde{a}_\beta + \tilde{\chi}^*_{\alpha \beta} a_\alpha a_\beta a_\gamma + ...]
\]

(59)

This leads to an extended eigenvalue problem involving also the two body amplitudes \(\chi\). Eliminating the latter from the coupled equations of one body and two body amplitudes, one obtains an effective equation for the \(\chi\) amplitudes with an effective, energy dependent potential containing implicitly the two body amplitudes. This effective potential can be qualified to corresponds to the \(\omega\) dependent part of a two body self energy. This procedure can formally be pushed up to the N-body amplitudes leading thus to an exact two body Dyson equation form, in analogy to what is known from the single particle Green’s function.

Let us shortly show how the same scheme can be obtained beginning directly with the Green’s function. We start with the following chronological propagator

\[
\text{Propagator}
\]
\[ G^\omega_{12} = -i \langle 0 | [ T A_1(t) A_2^\dagger (t') ] | 0 \rangle, \]

with \( A(t) = e^{i H t} A(0) e^{-i H t} \), \( T \) the time ordering operator and

\[ A_1 = a_{k_1}^\dagger a_{k_1}, \quad A_2 = a_{k_2}^\dagger a_{k_2}, \]

where \( a, a^\dagger \) are fermion creation and destruction operators, respectively and the Green's function in \( (60) \) is thus a density-density correlation function. It is always understood that the indices \( k \) comprise, as before, momentum and spin and, eventually, more quantum numbers, such as isospin, etc. We remark that in this definition of the Green's function we put pairs of fermion operators on equal times so that the Green's function depends only on one time difference at equilibrium. It is always understood that the part which acts on the chronological operator \( T \) realizes that the part which acts on the chronological operator.

Concerning the practical solution of \( (57) \), it can be seen from \( (14) \), that the static part only contains up to two body correlation functions which can be calculated from \( (57) \) and, thus, a selfconsistent cycle is established. As just explained, the dynamic, explicitly energy dependent part contains the coupling to higher configurations involving four body propagators. Their inclusion leads in some approximation to what is known in the equation of motion method as the second RPA equations.

It may be worth mentioning that a perturbative analysis of \( \Sigma \) in \( (51) \) shows that the terms are not equivalent to Feynman diagrams. Nevertheless, one can present the various terms in \( \Sigma^0 \) (or equivalently in \( \Sigma \) of eq \( (14) \)) by the graphs shown in Fig. 8. If in this figure the two body correlation functions are replaced by the interaction, the standard second order perturbation graphs emerge with, however, the particularity that they occur instantaneously, that is they do not propagate. Even, if the correlation functions in Fig. 8 are replaced by their full expression, the graphs stay, as indicated in the figure, instantaneous. This feature results from the minimization of the energy weighted sum rule as explained in section 2.

Similar type of equations with integral-kernels depending only on one frequency are obtained from the hypernetted chain equations, see \[31].

8 Discussion and Conclusions

In this work we summarized some results obtained with SCRA. With respect to earlier publications, we elaborated on a particular aspect of the Self-Consistent RPA (SCRPA) approach for cases with a continuously broken symmetry which concerns the appearance of a Goldstone (zero) mode and the fulfillment of the energy weighted sum-rule. This SCRA sums up correlations beyond standard RPA and it is, a priory, not evident that the desirable properties of standard RPA such as being a conserving approximation implying fulfillment of energy weighted sum rule and appearance of Goldstone (zero) modes are maintained. In fact it is known that maintaining these properties in beyond standard RPA approaches is particularly difficult and a strongly debated subject in the literature, see e.g. \[35 \] for a recent publication. We demonstrate in this work, theoretically and, for a model case, numerically that, indeed, SCRA maintains all those desirable properties for practically all situations of spontaneously broken symmetries with the symmetry operator being of the one body type. An exception occurs for pairing in finite systems because in the symmetry operator (the number operator) appears a hermitian piece which cannot be incorpo-

\[ \]
It consists of the direct interaction (full dot), the single particle interchanging upper and lower lines. The tad-pole graphs are runs from left to right. Also symmetric terms should be added. Renormalisations occur instantaneously as indicated when the time runs from left to right. Also symmetric terms should be added interchanging upper and lower lines. The tad-pole graphs are supposed to be included in the single particle lines.

rated in the SCRPA formalism. However, in homogeneous infinite systems, this again causes no essential problem. Another important quality of standard RPA concerns electromagnetic gauge invariance. This was not the subject of this work, however, let us shortly discuss how SCRPA is coping with this issue. For example, in an instructive paper by Feldman and Fulton [36], it is demonstrated in transparent terms how standard RPA fulfills gauge invariance. This property is also maintained with SCRPA. The transparent terms how standard RPA fulfills gauge invariance (see [36]), Eq. (3.69), we immediately realise that this diagonal element between IN2P3 and IFIN-HH and the grants of the Romanian Ministry of Education and Research, PN-II-ID-PCE-2011-3-0092, PN-09370102.
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