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Abstract

Accessing daily news content still remains a big challenge for people with print-impairment including blind and low-vision due to opacity of printed content and hindrance from online sources. In this paper, we present our approach for digitization of print newspaper into an accessible file format such as HTML. We use an ensemble of instance segmentation and detection framework for newspaper layout analysis and then OCR to recognize text elements such as headline and article text. Additionally, we propose EdgeMask loss function for Mask-RCNN [4] framework to improve segmentation mask boundary and hence accuracy of downstream OCR task. Empirically, we show that our proposed loss function reduces the Word Error Rate (WER) of news article text by 32.5%.

1. Introduction

Access to daily news content is challenging for blind, low-vision, and otherwise print-disabled individuals [13]. Online news websites are not screen-reader friendly being cluttered with menus, ads, popups, and sidebars, reading which consumes minutes before getting to the actual article content, and having to repeat that for each and every article. News on social media is often low-quality. And print newspapers are not accessible.

We attempted to solve the accessible news problem by applying computer vision to print newspapers, specifically segmenting articles and performing OCR, however, we discovered existing approaches resulted in poor quality. The primary problem was the lack of ground-truth at scale suitable for training. We used automated means to collect additional ground-truth, which was lower quality than expected. Section 4.1 details challenges and the data cleaning process we ultimately devised for a high-quality newspaper article segmentation dataset.

Training a segmentation model on this dataset and performing OCR still resulted in high Word and Character Error Rates (WER/CER). We diagnosed this high error rate to two contributors. First was the inherent WER/CER of the OCR engine, which was fairly low due to the nature of newspaper print. The predominant factor was small errors in segmentation boundary, sometimes of even a single pixel, which would render characters on the edges of the article unrecognizable. This is fundamentally due to the cross-entropy mask loss function, which forms the basis of all segmentation models, being extremely non-sensitive to the boundary pixels as long as there is high area overlap. Section 3.2 details the problem with the mask loss in this regard, and our enhanced loss function – EdgeMask – that addresses this problem.

Overall, this work makes three contributions. First, we present our approach to scale ground-truth for newspaper digitization. Second, we propose the EdgeMask loss function for news article segmentation to help improve accuracy of downstream OCR tasks. And finally, we report on experimental results of a 32.5% reduction in WER in newspaper digitization.

2. Background

Some of the past work has been done for extracting visual content and digitizing historical newspaper for searching and archival purposes [1, 5, 12]. The Google Newspaper Search project [1] was one of the large-scale efforts to digitize newspapers, index it and make the article contents discoverable via search engine. [5] proposed a pipeline for extracting and searching visual content from historic print newspaper scans. A fully convolutional segmentation approach has been applied by [8] and [6] to extract content blocks from newspaper images.

Besides newspaper, there had been similar efforts on digitizing general document PDF and making it accessible. [7] developed an OCR system for historical documents. [10] proposed various techniques to improve accessibility of scanned PDFs to visually impaired.

In the newspaper space, there has been number of effort to digitize entire or some elements of newspaper for search related purposes. In the general print document space, there has been work on digitizing as well as making it accessible to people with vision impaired. To our knowledge, there has been no exact work on making print newspaper accessible...
to print-impaired people including blind and low-vision.

3. Methodology

This section details the newspaper digitization process and the problem with mask loss of Mask-RCNN-based architecture. It also describes our proposed EdgeMask loss function for mitigating digitization issues and the metric used for evaluation.

3.1. Newspaper digitization

The process of digitizing a print newspaper is divided into 3 steps. First, understanding the layout of the newspaper for segmenting news article blocks. Secondly, detecting elements like headline, images, graphical illustration and paragraph text within a news article. And third, applying OCR to extract text and structuring the text based on the semantics of the content. In a newspaper page, there are different block of contents like news articles, ads, illustrations, header and footer. Among these, the most important is news article content and we digitize only such content at present.

The news articles are cropped out using an instance segmentation model, based on the Mask RCNN architecture. A typical article contains a headline, article text and images or graphical illustrations. After segmentation, the headlines and graphical illustration are detected and masked as white pixels. The remainder is the article text which is then extracted using an OCR engine. Similarly, the headline is also extracted using OCR by cropping the headline-detected region. The digitized article is generated in a markdown format with headline as a header and article text as paragraph text. A digitized accessible newspaper is generated by collating all articles in a single file with all headlines in a table of content on the top of the page. A sample output is shown in Fig. 3. Fig. 1 illustrates the end-to-end pipeline for digitization. Section 4.2 details about the complete process of training both news article segmentation model and the headline detection model.

3.2. EdgeMask loss

We used the Mask-RCNN framework and adopted the architecture for training the news article segmentation model. We observed high word error rate and character error rate after OCR. This was primarily due to text getting chopped off at the segmentation boundaries. The original loss function of Mask-RCNN is defined as a multi-task loss as shown in

\[
L = L_{cls} + L_{box} + L_{mask}
\]

where \(L_{cls}\) is the classification loss, \(L_{box}\) is the bounding box regression loss and \(L_{mask}\) is the average binary cross-entropy loss for all the pixels in the mask. This formulation works well for general object instance segmentation because even if the predictions are slightly off by few pixels at the boundary, the end result of identifying an object is not affected. On the other hand, this is very sensitive for newspaper digitization. If the segmentation boundary is smaller than the ground-truth boundary at the edges, then it would miss out on the bottom lines of text and if the boundary is slightly extended, then it would include text from neighboring articles. Both of these scenarios are undesirable for our end task of digitizing the news article contents.

We tackled this problem by proposing a new loss function EdgeMask loss for the Mask RCNN framework. The mask loss function \(L_{mask}\) is modified to improve accuracy of the segmentation towards the boundary. We put more weights for pixels at the boundary of the mask than the pixels at the center and hence penalizing the boundary pixels more for misclassification. The EdgeMask loss is defined as follows

\[
L_{EdgeMask} = \frac{1}{m^2} \left( \sum_{(i,j) \in I} h_{ij} + \lambda \sum_{(p,q) \in B} h_{pq} \right)
\]

where \(B\) is the set of points at boundary of mask with window of size \(k\), \(I\) is the set of points interior to the mask, \(\lambda\) is the weights for the pixels at boundary and \(h_{ij}\) is the binary cross-entropy for a pixel \((i, j)\). For each pixel in the RoI of size \(mn\), the binary cross-entropy is defined as
shown in equation 3.

\[ h_{ij} = -[y_{ij} \log \hat{y}_{ij} + (1 - y_{ij}) \log(1 - \hat{y}_{ij})] \] (3)

3.3. Metrics

All standard metrics for object detection or segmentation task depend on the fundamental concept of average precision (AP). It is computed by calculating the area under the precision-recall curve where TP or FP is calculated by considering some IoU threshold between the predicted boxes and the ground-truth boxes. Some of the common metric include AP, AP@.75, AP@[.5:.05:.95] for each classes and similarly mAP averaged over all classes.

While the IoU-based metrics work fine for generic object detection or segmentation tasks, this metric was not found to be suitable for our application. Our objective is to segment each article region independently. As mentioned in section 3.2, the digitization problem is sensitive to predictions at the boundary of the mask and typical IoU metrics doesn’t capture the same. Considering a scenario when the predicted mask is just a few pixels shorter than the ground-truth mask which results in missing out on the last 1-2 lines of the article text. Although the IoU is still very high, the end digitized text would be meaningless because of the incomplete text. This calls for an alternative metric that could be representative for the task at hand.

In our experiments, we use Character Error Rate (CER) and Word Error Rate (WER) for measuring the correctness of the end digitized text. Using the predicted segmentation mask, we apply OCR on it and compare the predicted text with the ground truth text.

4. Experiments

This section talks about the dataset, the process to generate good quality ground-truth and the training process of the vision models for our digitization pipeline. We also discuss results with various hyperparameters and illustrate segmentation output result as well as the end output of digitized accessible news.

4.1. Data

The data consists of 5600 images of print newspapers and ground-truth of two types - 1) segmentation masks for 5 categories of elements - article, ad, header, headline and graphical illustration, and 2) string of text for each article in the newspaper. The primary challenge related to the data was lack of readily-available ground-truth. So we scraped the internet to find newspaper images with any kind of bounding box or segmentation annotations.

For the majority of data, either the ground-truth segmentation didn’t exist or they were of low quality – overlapping masks and not spanning the actual area of content. Besides, there were lack of label for each mask corresponding to different category of elements. We improved the ground-truth segmentations and added labels by combination of manual labeling, heuristics and labeling by vision models.

First, we create a high-quality dataset by manually labeling 100 images which is then used to fine-tune a Faster-RCNN object detection model, pre-trained on the COCO dataset. Using the fine-tuned model, we generated labels and bounding box annotations for all the newspaper images. The quality of the annotation was further improved by using text bounding box outputs from an OCR region. We take an intersection of the predicted bounding boxes from fine tuned Faster-RCNN model and the text bounding boxes from an OCR engine to get a tighter, high-quality rectangle fit for all news articles. We use a heuristic based on font size and bounding box results from OCR region to distinguish between the labels – headlines and article text. With a combination of such heuristics, very small-scale manual labeling and large-scale vision-based model labeling, we generated good quality ground-truth for the digitization task.

4.2. Training

The details of the digitization pipeline is as follows - given a newspaper page, an instance segmentation model crops out all newspaper articles. For each cropped article, we pass it through a detection model to detect 2 classes of elements - headlines and images. These elements are then masked and the article image is then feed through OCR engine to extract article text. Similarly, the headline region is cropped and digitized using OCR. The news article is hence reconstructed from digitized headline and article text.

We trained two vision models for our digitization pipeline – 1) an instance segmentation model based on Mask-RCNN architecture for segmenting news articles, 2)
| $\lambda$ | WER % | CER % |
|---------|-------|-------|
| 1       | 8.89  | 3.19  |
| 10      | 8.10  | 2.82  |
| 30      | 7.17  | 2.35  |
| **100** | **6.00** | **1.77** |
| 1000    | 15.66 | 4.81  |

Table 1. Word and Character Error Rate (WER/CER) of boundary text for various $\lambda$

| Model               | AP  | AP@.50 | AP@.75 | AP$_m$ | AP$_l$ |
|---------------------|-----|--------|--------|--------|--------|
| Article segmentation| 86.11 | 93.46 | 91.85 | 30.30  | 86.71  |
| Headline detection  | 84.31 | 91.79 | 89.53 | 62.63  | 85.53  |

Table 2. AP score

**5. Discussion**

In Fig. 3, we show the HTML file generated from our newspaper digitization pipeline. The top of the page contains information about the newspaper such as date and name of the newspaper, followed by a table of contents. The digitized version was generated by collating text from all the article blocks independently. In few newspapers, we noticed that some articles are split across two pages, providing only a gist of information on the first page. Such cases will be considered as two different articles in our pipeline and in future, we plan to tackle this as such a design is fairly common across newspapers.

There are various kinds of graphical elements or visual illustrations found in a newspaper, e.g., images, tables, plots, comics, etc. Although, in our pipeline, we detect any such illustration but ignore for digitization. In order to make a newspaper truly digitally accessible, one of the most important direction to work towards is to automatically generate alt-text for any visual illustration and meaningful descriptions for plots, tables and comics [2, 3, 9, 11].

**6. Conclusion**

In this work, we focus towards digitizing and hence making print newspaper accessible to print-disabled individuals. We adopted state-of-the-art computer vision techniques and proposed modifications to aid to our use-case. We proposed EdgeMask loss function for Mask-RCNN framework to improve segmentation mask prediction at the boundary. This significantly improved the end digitized news article texts with a reduction of 32.5% word error rate compared to the vanilla loss criterion. We also shared how we tackled data challenges such as lack of ground-truth using a combination of manual labelling, heuristics and labeling by a vision model. This is our first stepping stone towards our broader goal to make all kinds of printed content accessible.
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