Quantum illumination with a light absorbing target
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In a quantum illumination (QI) protocol, the task is to detect the presence of the target which is typically modelled by a partially reflecting beam splitter. We analyze the performance of QI when the target absorbs part of the light that falls on it, thereby making the scenario more realistic. We present an optical setup that models a target with these characteristics and explore its detectability in the quantum domain in terms of the Chernoff bound (CB). For an idler-free setup, we use the coherent state for QI while the two mode squeezed vacuum (TMSV) state is employed in the signal-idler scheme. In both the cases, we report an absorption-induced enhancement of the detection efficiency indicated by a lowering of CB with increasing amounts of absorption. Interestingly, we show that in the presence of absorption, a more intense thermal background can lead to target detection with enhanced efficiency. Moreover, we observe that the quantum advantage persists even for finite amounts of absorption. However, we find that the quantum advantage offered by TMSV decreases monotonically with absorption, and becomes vanishingly small in the high absorption regime. We also demonstrate the optimality of both the coherent and the TMSV states in their respective setups (idler-free and signal-idler) in the limit of low reflectivity and absorption.

I. INTRODUCTION

Illumination [1–8] is a process by which the presence of an object immersed in a noisy background can be detected. Interestingly, it was reported that quantum mechanical systems can lead to the enhancement in the performance of illumination over classical schemes, providing yet another avenue of quantum advantage [1, 9–11]. In quantum illumination (QI), the object to be detected (target) is modelled by a partially reflecting beam splitter, a multiaslab of dielectric plates, in a thermal background. If the target is present (hypothesis $H_1$), its existence is confirmed by analyzing the reflected light while in the absence of the target (hypothesis $H_0$), the detector merely gets the background thermal signature. Therefore, the problem of detecting the target reduces to the distinguishability of two quantum states, $\rho_0$ and $\rho_1$ that correspond to the hypotheses $H_0$ and $H_1$ respectively. The error probability, $p_e$, involved in distinguishing $\rho_0$ and $\rho_1$ quantifies the performance of the illumination process. A computable upper bound to the error is given by the quantum Chernoff bound (CB), $Q$, [12–16],

$$p_e \leq \frac{1}{2} Q = \frac{1}{2} \min_{0 \leq s \leq 1} \text{tr}(\rho_0^s \rho_1^{1-s}).$$

(1)

When $M$ copies of the probe are used, the above inequality modifies as $p_e(M) \leq \frac{1}{2} Q^M$. Moreover, the Chernoff bound is asymptotically tight [17, 18], i.e., the inequality saturates for large enough $M$. Therefore, to perform the entire analysis regarding the performance of QI, it is enough to compute the Chernoff bound for a single copy to estimate the error incurred due to $M$ copies. Up to now, all the investigations on QI are concentrated on the choices of the probes, ranging from Gaussian to non-Gaussian states in presence or in absence of noise [19–25].

In this paper, we introduce imperfection in a different component involved in the illumination process. In particular, we conceive the target in a more realistic context where in addition to the transmission and reflection, it absorbs some portion of the light impinged on it [26, 27]. We model such a target using a lossy beam splitter (BS) [28–31], naturally occurring in dielectric medium, where the loss quantifies the amount of absorption in the target. Note here that such an absorbing target which can be modelled by auxiliary beam splitters [32] has already been used to assess quantum communication protocols like quantum key distribution [33].

For introducing absorption in QI, we present an optical setup using three lossless beam splitters, among them two are the auxiliary beam splitters, modeling the absorption of the system while the rest one is the primary beam splitter which tunes the reflectivity and the transmissivity of the same, as depicted in Fig. 1. The two auxiliary beam splitters, each of them having reflectivity $r$ and transmission coefficient, $t$, with $r + t = 1$, incorporate the absorption in the optical modes, with the parameter $r$ being the absorption parameter dictating the amount of absorption. On the other hand, the partially transmitted signal and the thermal modes impinge on the primary beam splitter, having reflectivity and transmis-
sivity, κ and τ respectively. Note that the reflectivity of the absorbing target in terms of these parameters is tk, while its transmissivity being tr. In the lossy scenario, we analytically compute the Chernoff bounds both for the coherent as well as for the TMSV states and show that unlike the absorption-free situation, the Chernoff bounds for both the states do not reduce to the Uhlmann’s fidelity (the quantum version of the Bhattacharyya bound) [34]. We exhibit that the absorption of light leads to a lower probability of error both in case of the coherent and the TMSV state which we refer to as absorption-induced enhancement. Note that even in the presence of absorption, the TMSV state continues to outperform the coherent state. Moreover, we prove that the coherent state is an optimal idler-free probe in the limit of low absorption and target reflectivity, while in the signal-idler setup, the TMSV state turns out to be optimal under the same limiting conditions.

The rest of the paper is organised in the following way. We first introduce a detailed formalism of the absorbing BS, highlighting the input-output relations of the optical modes in Sec. II. In Sec. III, we proceed to calculate the analytical forms of the Chernoff bound for the coherent state and demonstrate its optimality in the idler-free illumination protocol. We analyse quantum illumination using the TMSV state in Sec. IV while the quantum advantages of the illumination process with a realistic target having different absorption parameters are shown in SubSec. IV A. In Sec. V, we derive the optimal probes for quantum illumination of an absorbing target in the single mode and two mode regimes. Concluding remarks are presented in Sec. VI.

II. MODELLING ABSORPTION BY A LOSSY BEAM SPLITTER

For a lossy beam splitter (LBS), if \{b_1, b_2\} are the output optical modes and \{a_1, a_2\} are the input optical modes, we have

\[
\langle b_1^\dagger b_1 + b_2^\dagger b_2 \rangle < \langle a_1^\dagger a_1 + a_2^\dagger a_2 \rangle,
\]

which directly follows from the condition of the lossy beam splitter [28], given by

\[
\mathcal{T} + \mathcal{R} < 1,
\]

where \mathcal{T} and \mathcal{R} respectively denote the transmission and reflection coefficients of the LBS. It means that if \(N\) number of photons impinge on both the input modes of the lossy beam splitter, the total number of photons at the output modes is strictly less than \(N\), implying that some other modes intrinsic to the system (beam splitter) get excited. Let \{g_1, g_2\} and \{h_1, h_2\} be the device input modes and output modes respectively. All the output modes \{b, h\} (optical + device) are related to all the input modes \{a, g\} by the matrix \(\hat{A}\) [35] such that

\[
\begin{pmatrix}
\hat{b} \\
\hat{h}
\end{pmatrix} = \begin{pmatrix}
\hat{T} & \hat{A} \\
\hat{F} & \hat{G}
\end{pmatrix} \begin{pmatrix}
\hat{a} \\
\hat{g}
\end{pmatrix} = \Lambda \begin{pmatrix}
\hat{a} \\
\hat{g}
\end{pmatrix}.
\]

The output optical modes are given by \(\hat{b} = \hat{T}\hat{a} + \hat{A}\hat{g}\), where \(\hat{T}\) and \(\hat{A}\) denote the transmission and absorption matrices respectively. Imposing the unitarity condition which in turn implies the photon number conservation (including the photons that get absorbed), we have

\[
\hat{T}^\dagger \hat{T} + \hat{A}^\dagger \hat{A} = \mathbb{I},
\]

with \(\mathbb{I}\) being the identity operator. Note that \(\hat{A}^\dagger \hat{A} \geq 0\) refers to a finite absorption. In our model, as depicted in Fig. 1, the transmission and absorption matrices are taken respectively as

\[
\hat{T}^\dagger \hat{T} = t \mathbb{I}, \quad \text{and} \quad \hat{A}^\dagger \hat{A} = (1-t) \mathbb{I}.
\]

Naturally, \(1 - t = r\), i.e., the reflectivity of the auxiliary BS, which controls the amount of absorption. For a detailed derivation of the \(\hat{T}\) and \(\hat{A}\) matrices, see Appendix A. Our approach of modelling absorption process using two auxiliary beam splitters has an added advantage since it provides an actual optical setup that replicates the loss, giving a physical interpretation to the device modes as well.

III. TARGET DETECTION IN AN IDLER-FREE SETUP

When the target absorbs some of the light that impinges on it, we find that its presence can be detected more efficiently compared to the absorption-free case. We will show in this section and in the succeeding sections that the enhancement features persist both for the classical (idler-free) and quantum illumination schemes – absorption-induced enhancement. Here, we sketch the derivation of the Chernoff bound for the coherent state.

A. Chernoff bound for the coherent state

Here, the objective is to evaluate the distance between \(\rho_0\) (when the target is absent) and the resulting state, \(\rho_1\) after the coherent state (CS) of signal strength \(N_S\), \(|\psi\rangle_S = \exp(-N_S/2) \sum_{n=0}^{\infty} (N_S^n / n!)^{1/2} |n\rangle\) passes through the optical setup that models the light-absorbing target as depicted in Fig. 1. When the target is absent, \(\rho_0 = |\psi\rangle_S \langle \psi| = \sum_{n=0}^{\infty} \bar{n}^n / (1 + \bar{n})^{n+1} |n\rangle \langle m|\) represents the thermal background having mean photon number \(\bar{n}\). As the combined actions of the beam splitters in Fig. 1 preserve Gaussianity, we can analytically compute \(\rho_1\) in the phase space using symplectic operations corresponding to the BS setup in terms of the displacement vector and the covariance matrix (for detailed calculations, see Appendix B). The displacement vector and the covariance matrix in the target-absent (\(\rho_0\)) and -present (\(\rho_1\)) scenarios have the following expressions:

\[
\rho_0 : d_0 = \begin{pmatrix}
0 \\
0
\end{pmatrix}, \quad \sigma_0 = (2\bar{n} + 1)\mathbb{I}_2; \tag{7}
\]

\[
\rho_1 : d_1 = \begin{pmatrix}
2\sqrt{N_S k} t \\
0
\end{pmatrix}, \quad \sigma_1 = (2\bar{n} t + 1)\mathbb{I}_2. \tag{8}
\]

The subscripts, \(i\), of the displacement and the covariance matrix denote the corresponding \(\rho_i S\) (\(i = 0, 1\)) and \(\mathbb{I}_2 =
We will now denote the states in their normal mode form as \( \rho_i = (d_i, S_i, \{\nu_k^i\}) \), where \( d_i \) is the displacement vector and \( S_i \) is the symplectic matrix having a set of \( k \) symplectic eigenvalues \( \{\nu_k^i\} \). In this case, the symplectic decompositions take the forms as

\[
\rho_0 = (d_0, I_2, 2n\bar{\tau} + 1), \quad \rho_1 = (d_1, I_2, 2n\bar{\tau} + 1).
\]

Using Eq. (9) and following the prescription given in Ref. [15], the Chernoff bound for the coherent state reads as \( Q_{CS} = \min_{0 \leq s \leq 1} Q_s^{CS} \), where

\[
Q_s = \exp \left( -\frac{sN_s}{(1 + \bar{n})(1 + \bar{n}\tau)^{1-s} - \bar{n}(\tau)^{1-s}} \right). \tag{10}
\]

Unlike the usual illumination scheme with a non-absorbing target, we interestingly find that the parameter \( s \) in this lossy scenario does not have a unique value (\( \frac{1}{2} \)) in Eq. (10), i.e., the value of \( s \) can be determined depending on the amount of absorption and the background photon strength. For a fixed \( \bar{n} \), the optimal \( s \) increases with the absorption parameter \( r \) as shown in Fig. 2. Notice that it only reduces to the Uhrmann’s fidelity [16], i.e., with \( s = 1/2 \) in the limiting case.

We observe another striking feature which is completely different from the absorption-free case, where, as expected, the detection efficiency decreases when the background thermal noise increases. However, when the absorption parameter is more than a critical value \( (\geq 0.1) \) (see inset of Fig. 2), a higher \( \bar{n} \) actually leads to a lower Chernoff bound. Although this feature of noise-induced enhancement of target detection at the first glance seems counter-intuitive, we can provide a physical explanation for this. In presence of absorption and low reflectivity, the light that reaches the detector is only a fraction of the signal intensity combined with background noise (which also suffers absorption, a feature which is absent in a non-absorbing target) \( (\rho_1) \), while in the absence of the target, a strong thermal background implies that the detector senses a high-intensity light \( (\rho_0) \). It makes the photon number difference between \( \rho_0 \) and \( \rho_1 \) quite high resulting in a more efficient distinguishability.

\section{IV. Absorption Improves Target Detection – Analyzing Quantum Advantage}

In this section, we focus on the quantum advantages obtained in the QI via the signal-idler setup using the two mode squeezed vacuum (TMSV) state, over the coherent state-based optimal classical scheme, in the lossy scenario. We first compute \( Q \) for the TMSV state in this domain and demonstrate a monotonic enhancement of the quantum advantage with respect to the absorption parameter of the target which we illustrate by considering two regimes – intermediate domain and limiting cases.

The two mode squeezed vacuum state, given by \( |\psi\rangle_{TMSV} = \sum_{n=0}^{\infty} \sqrt{N_s^n/\sqrt{(1 + N_s)^{1+n}}} |n\rangle |n\rangle \), is shown to be the optimal two mode probe state for detecting a non-absorbing target [36]. It was also proven that it can outperform the coherent state-based illumination protocol in the low signal strength and high background noise limit [9], thereby establishing the quantum advantage.

Here, we aim to derive an expression for the Chernoff bound achieved by the TMSV state, when trying to detect an absorbing target. For a TMSV state of mean signal strength \( N_S \), the displacement vector and the covariance matrix in the absence \( (\rho_0) \) and presence \( (\rho_1) \) of an absorbing target have the following expressions:

\[
d_0 = d_1 = (0 \ 0 \ 0 \ 0)^T, \tag{11}
\]

\[
\sigma_0 = \begin{pmatrix}
B_0 & 0 & 0 & 0 \\
0 & B_0 & 0 & 0 \\
0 & 0 & S & 0 \\
0 & 0 & 0 & S
\end{pmatrix}, \tag{12}
\]

\[
\sigma_1 = \begin{pmatrix}
AI_2 & \sqrt{\kappa C_q Z_2} \\
\sqrt{\kappa C_q Z_2} & SI_2
\end{pmatrix}, \tag{13}
\]

where \( S = 2N_s + 1, B_0 = 2\bar{n} + 1, B = 2\bar{n}\tau + 1, A = 2\kappa N_{St} + B \) and \( C_q = 2\sqrt{I N_s N_s + 1} \). The normal mode decompositions of \( \rho_0 \) and \( \rho_1 \) thus become [9]

\[
\rho_0 \equiv (d_0, I_4, B_0, S), \quad \rho_1 \equiv (d_1, S_1, \nu_1, \nu_2), \tag{14}
\]

where \( \nu_k = \frac{1}{2} \left( -1 \right)^k (S - A) + \sqrt{(A + S)^2 - 4\kappa C_q} \) with \( I_4 = \text{diag} \{1, 1, 1, 1\} \). The symplectic \( S_1 \) which diagonalises
\( \sigma_1 \), reads as
\[
\gamma_1 = \begin{pmatrix} x_{+}I_2 & x_{-}Z_2 \\ x_{-}Z_2 & x_{+}I_2 \end{pmatrix},
\]
where \( x_{\pm} = \frac{A+S_{\pm}(A+S)^{-1}}{2A(S+S)^{-1}} \). The analytical form of CB for the TMSV state, is \( Q_{TMSV}^s = \min_{0 \leq s \leq 1} \left\{ \left( Q_{s}^{CS} \right)^M \right\} \), where
\[
Q_{s}^{TMSV} = \left[ \frac{4G_s(B_0)G_s(S)G_{1-s}(\nu_1)G_{1-s}(\nu_2)}{\left( \Sigma_{1-s} + \Lambda_s(B_0) \right) \left( \Sigma_{1-s} + \Lambda_s(S) \right) - \Omega_{1-s}^2} \right],
\]
where \( \Sigma_{1-s} = (\Lambda_{1-s}(\nu_1)x_{+}^2 + \Lambda_{1-s}(\nu_2)x_{-}^2) \) and \( \Omega_{1-s} = (\Lambda_{1-s}(\nu_1) + \Lambda_{1-s}(\nu_2))x_{+}x_{-} \). The function \( G_p(x) \) and \( \Lambda_p(x) \) are respectively given by [15]
\[
G_p(x) = \frac{2^p}{(x+1)^p - (x-1)^p},
\]
\[
\Lambda_p(x) = \frac{(x+1)^p + (x-1)^p}{(x+1)^p - (x-1)^p}.
\]

However, one can find that the value of \( s \) which minimises \( Q_s \) to furnish the Chernoff bound again depends on both the loss parameter \( r \) and the mean background noise strength \( \bar{n} \).

**Remark.** Up to numerical accuracy, \( s_{opt} \) for the TMSV and the coherent states are almost identical for the same set of system parameters, i.e., their difference is \( O(10^{-4}) \) or less.

### A. Chernoff bound vs absorption: Quantum advantage of TMSV

In the previous section, we have derived the quantum Chernoff bound of the TMSV state, for a light absorbing target, having reflectivity \( t_{\kappa} \), and absorption coefficient \( r \). Here, we will discuss about the same for the different limit of absorption coefficients. One can identify three regimes - low, intermediate and high absorption parameters and we discuss some novel features of each regime. On the other hand, Eq. (10) can represent the error probability in detecting an absorbing target using the coherent state as the probe and hence comparing the quantities for CS and the TMSV state, we can establish the quantum advantage in the illumination process with light absorbing target provided the CS leads to an optimal classical probe which we will discuss in the next section.

#### 1. Intermediate regime

When the absorbing power of the target is neither too high nor too low, the exact Chernoff bound depends on the optimization of \( s \) which is again dependent on the absorption parameter \( r \) as well as the mean background photon number \( \bar{n} \) and hence cannot be analytically obtained. We numerically verify that when \( s \in (0.5,1) \), the Chernoff bound decreases with the increasing signal strength \( N_S \). The counter-intuitive aspect of the absorbing target is that the detection is enhanced by the presence of absorption. As the target becomes more absorbing, the Chernoff bound goes down steadily, as shown in Fig. 2. It may be explained due to the loss of background thermal noise, which too is absorbed by the target. In other words, in the event of no target, the thermal state reaches the detector while in the presence of the target, the state at the detector is a mixture of a highly absorbed signal and thermal states. Hence distinguishability is enhanced as compared to the case of the non-absorbing target, and the error probability in detection goes down. These results clearly demonstrate the constructive effect of an absorbing target towards its detection. The higher the absorbing power, the more easily can the reflected signal be analysed to infer its presence. In fact, for absorption-less targets, the presence is assessed by analyzing the reflected (presence of) light. On the contrary, for light absorbing targets, their presence is inferred from both the reflected (presence of) light and the absorbed (absence of) light. The absorbing nature of the target yields a better detection probability due to the fact that the background thermal noise is also equally affected. Thus, for a light absorbing target, the background thermal noise enhances detection efficiency as the absorbing power of the target increases (see Fig. 3(c)).

Let us now address the question whether the absorption-induced enhancement in target detection translates to quantum advantage, which for \( M \) copies reads as
\[
\Delta_M = Q_{CS}^M - Q_{TMSV}^M.
\]

**Fig. 3 (a)** depicts that the quantum advantage persists even in presence of absorption although \( \Delta_M \) decreases with the increase of \( r \). The trends of \( \Delta_M \) indicates that the performance of the TMSV and coherent states as probes approach each other with increasing absorbing power. Therefore, an absorbing target leads to a detection with a much lower error probability and also makes the classical protocol as good as compared to the TMSV state-based quantum illumination scheme for high absorption.

#### 2. Limiting cases: low and high absorption

When the absorbing power of the target is low i.e., in the limit \( r \to 0 \), it can be shown that \( s \to \frac{1}{4} \) as depicted in Fig. 2, and the Chernoff bound for the coherent state, with \( kT \to 0 \) and \( \bar{n} \gg 1 \), reduces to
\[
Q_{CS} = \exp \left[ -\frac{kN_S}{2\bar{n}(2 - r - \kappa)} \right].
\]

In the limit of low \( N_S \), we provide the following ansatz for the Chernoff bound of the TMSV state:
\[
Q_{TMSV} = \exp \left[ -\frac{kN_S}{\bar{n}(1 - r - \kappa)} \right],
\]
which matches with numerical calculations up to an accuracy of \( 10^{-5} \). Clearly, for a given signal strength \( N_S \), we see that \( Q_{TMSV} < Q_{CS} \), thereby guaranteeing quantum advantage.
in the low loss regime (see Fig. 3(b)). In this limit, a higher background noise hampers the detection probability, as in the case of a non-absorbing target. Furthermore, it is worthwhile to mention that the quantum advantage is more in the case of a very low absorption regime compared to the completely absorption-free \((r = 0)\) scenario.

Let us now move to another extreme situation, i.e., in the limit \(r \to 1\) when the target approaches the perfect absorption regime. In this scenario, both the signal and the thermal states are almost completely absorbed by the target. It implies that no light reaches the target and hence its presence has to be assessed by the absence of light. Thus, for target detection, the state discrimination problem reduces in differentiating between \(\rho_0 = \rho_T \otimes \rho_I\) and \(\rho_1 = |0\rangle\langle 0| \otimes \rho_I\), where \(\rho_I\) is the reduced state obtained by tracing out the signal mode in \(|\psi\rangle_{TMSV}\) which turns out to be a thermal state with mean photon number \(N_S\). Since \(\rho_I\) is a fixed addition in both \(\rho_0\) and \(\rho_1\), it does not aid in enhancing the detection probability, and we get \(Q_{TMSV} = Q_{CS} = \frac{1}{\sqrt{2}r}\). Some important features emerge from our analysis. Firstly, in both the cases, the optimal \(s\) parameter in the Chernoff bound approaches unity to minimize it. Second, the Chernoff bound decreases with the background thermal noise strength \(\bar{n}\), implying a better detection for higher noise values with \(Q \to 0\) for \(\bar{n} \to \infty\). Finally, the quantum advantage, as defined in Eq. (20), identically vanishes irrespective of \(\bar{n}\) and \(N_S\) for \(r \to 1\).

**V. OPTIMAL PROBES FOR DETECTION OF LIGHT ABSORBING TARGETS**

In this section, we show that, in the limit of low absorbing power and low reflectivity of the target, the coherent state provides the optimal illumination scheme in the single mode regime, whereas the same in the two mode case is exhibited by the TMSV state. We base our analysis on the multiple beam splitter model as depicted in Fig. 1. When the low reflectivity condition of the target is considered in terms of the primary BS, it can be approximated as

\[
U(\kappa) = \exp[\theta(\hat{a}^\dagger \hat{b} - \hat{a}\hat{b}^\dagger)] \approx 1 + \sqrt{\kappa}(\hat{a}^\dagger \hat{b} - \hat{a}\hat{b}^\dagger),
\]

where the reflectivity parameter \(\sqrt{\kappa} = \sin \theta \approx \theta\) in the low reflectivity approximation which leads to a significant contribution in the Chernoff bound as we will show later. On the other hand, in the low loss regime, the auxiliary beam splitters having their reflectivity parameter, satisfying the condition, \(\sqrt{\kappa} = \sin \theta' \approx \theta'\) are approximated as

\[
U(r) = \exp[\theta'(\hat{a}^\dagger \hat{b} - \hat{a}\hat{b}^\dagger)] \approx 1 + \sqrt{r}(\hat{a}^\dagger \hat{b} - \hat{a}\hat{b}^\dagger) + \frac{r}{2}(\hat{a}^\dagger \hat{b} - \hat{a}\hat{b}^\dagger)^2.
\]

The auxiliary BSs are approximated up to the second order of their reflectivity parameter, since we will see that the contribution to the Chernoff bound due to the absorption is absent for lower order terms.

To calculate the minimum error probability in detecting a light absorbing target in the limit of low reflectivity and vanishing loss, the detected state in case of the target being present can be written by expanding about \(\rho_0\) as

\[
\rho_1 = \rho_0 + \epsilon(\sqrt{\kappa}\delta \rho_a + \sqrt{\kappa}\delta \rho_b + r \delta \rho_b + \sqrt{r \kappa} \delta \rho_c),
\]

where \(\kappa \to 0\) is the low reflectivity and \(r \to 0\) represents the low loss approximation. \(\delta \rho_a\) is given by \(\partial \rho_1/\partial \sqrt{\kappa}|_{\kappa \to 0}\) while \(\delta \rho_b = \frac{1}{2} \partial \rho_1/\partial |r|_{r \to 0}\) and \(\delta \rho_c = \partial \rho_1/\partial \sqrt{r \kappa}|_{r \to 0}\) [36]. At the end of our calculations, we take \(\epsilon \to 1\).
In this case, the Chernoff bound can be expressed as [17] \( Q = 1 - \Xi \), where
\[
\Xi = \frac{\epsilon^2}{2} \sum_{j,k} |\langle j | \sqrt{r} \delta \rho_a + \sqrt{r} \delta \rho_b | k \rangle|^2 \left( \frac{1}{\sqrt{\chi_j}} + \frac{1}{\sqrt{\chi_k}} \right)^2.
\] (26)
Here \(|i\rangle\) are eigenvectors of \( \rho_0 \) with corresponding eigenvalues \( \chi_i \). The background thermal noise is considered to be the thermal state \( \rho_{th} = \sum_{m=0}^{\infty} \lambda_m |m\rangle \langle m| \) where \( \lambda_m = \frac{n^m}{m!} \), with \( n \) denoting the mean photon number.

A. Single mode optimal probes

In case of a lossless target, the single mode optimal probe is known to be the coherent state [11, 36]. Let us now identify the optimal probes for detecting a target modelled by a lossy beam splitter. We demonstrate that, even if the target is an absorbing one, the coherent state still remains optimal as probes in the single mode case.

**Theorem 1.** A single mode state with mean photon number \( \bar{N}_S \), which provides the optimal Chernoff bound in illumination for a light absorbing target, is the coherent state when the reflectivity of the primary beam splitter is low in the limit of low absorption and low reflectivity.

**Proof.** A single mode state in the Fock basis can be represented as
\[
|\psi\rangle = \sum_{n=0}^{\infty} C_n |n\rangle,
\] (27)
and in this case, \( \rho_1 \) takes the form as
\[
\rho_1 = \sum_{m=0}^{\infty} \sqrt{\kappa} \sqrt{(m+1)(\lambda_{m+1} - \lambda_m)} \times \left( |\zeta| m \rangle \langle m+1 | + |\zeta^*| m \rangle \langle m+1 | \right) + (1 - rm) \lambda_m + r(m+1) \lambda_{m+1} |m\rangle \langle m|.
\] (28)
where \( \zeta = \sum_n C_n C^*_n \sqrt{n+1} \). Clearly, \( \delta \rho'_a = \delta \rho_c = 0 \), which means that the leading order contribution due to absorption comes from the quadratic terms of the reflectivity parameter of the auxiliary beam splitters. The states \( \delta \rho_a \) and \( \delta \rho_b \) in Eq. (25) are given by
\[
\delta \rho_a = \sum_m \sqrt{(m+1)(\lambda_{m+1} - \lambda_m)} \times \left( \zeta |m\rangle \langle m+1| + \zeta^* |m+1\rangle \langle m| \right),
\] (29)
\[
\delta \rho_b = \frac{1}{2} \sum_m (\lambda_{m+1}(m+1) - m \lambda_m) |m\rangle \langle m|.
\] (30)
Therefore, \( Q \) in Eq. (26) reduces to
\[
Q = 1 - \frac{\epsilon^2}{2} \left[ \sum_{j \neq k} |\langle j | \sqrt{r} \delta \rho_a | k \rangle|^2 \left( \frac{1}{\sqrt{\chi_j}} + \frac{1}{\sqrt{\chi_k}} \right)^2 + \sum_j |\langle j | r \delta \rho_b | j \rangle|^2 \right].
\] (31)

In this case, \( \{ |j\rangle \} \), and \( \{ |k\rangle \} \) correspond to the eigenvectors \( |m\rangle \) of the thermal state and \( \chi_i = \lambda_i \), since \( \rho_0 = \rho_{th} \) in case of the single mode probe. If both the coefficients of \( \epsilon^2 \) in Eq. (31) are maximized by the coherent state, we can conclude that it is the optimal probe for a single mode illumination protocol. Firstly, the second subtracted term is the same for all single mode states, since it is independent of any state parameter and depends only on the background noise. Thus the minimization of \( Q \) depends only on the first subtracted term, which is given by
\[
\kappa \sum_{m=0}^{\infty} \frac{(m+1)(\lambda_m - \lambda_{m+1})^2(\zeta^2 + \zeta^* \zeta)}{(\sqrt{\lambda_m} + \sqrt{\lambda_{m+1}})^2},
\] (32)
where \( \zeta \) contains the dependence on the probe state. It is evident that the optimisation of Eq. (31) depends only on the magnitude of \( \zeta \). In Ref. [36], it has been shown that since \( \zeta = \sum_n C_n C^*_n \sqrt{n+1} \leq \sum_n |C_n| \sqrt{n+1} \), we can consider the \( C_n \)’s to be real. Thus, subject to the normalisation \( \sum_n C^2_n = 1 \) and the energy \( \sum_n n C^2_n = \bar{N}_S \) constraints, the maximization condition for \( \zeta \) reduces to [36]
\[
C_{n+1} \sqrt{n+1} + C_{n-1} \sqrt{n} + 2 C_n (\mu_1 + \mu_2) = 0
\] (33)
which is satisfied by a coherent state of signal strength \( \bar{N}_S \) for Lagrange multipliers \( \mu_1 = -\frac{\sqrt{\bar{N}_S}}{2} \) and \( \mu_2 = -\frac{1}{2\sqrt{\bar{N}_S}} \). Therefore, the coherent state maximises the subtracted terms in Eq. (31) and therefore minimises the Chernoff bound. Thus, a choice for the optimal single mode state for illumination of a light absorbing target is a coherent state with mean signal strength \( \bar{N}_S \).

B. Two mode optimal probes

Let us now move to the scenario of quantum illumination process where two mode states are considered as probes. It was shown that for a low reflectivity, TMSV state act as an optimal probe in the no-absorbing domain [11, 36]. We will now show that the TMSV state still remains optimal in the absorbing regime.

**Theorem 2.** The two mode state providing the optimal illumination protocol for a light absorbing target, is the TMSV state with mean signal photon number \( \bar{N}_S \) in the limit of low reflectivity and low absorption by the target.

**Proof.** An optimal two mode probe state can be represented as [36]
\[
|\psi\rangle = \sum_{n=0}^{\infty} C_n |n, n\rangle,
\] (34)
with
\[
\delta \rho_a = \sum_{n,m} C_n C_{n+1} \sqrt{(n+1)(m+1)(\lambda_{m+1} - \lambda_m)} \times \left( |n, m\rangle \langle n+1, m+1| + |n+1, m+1\rangle \langle n, m| \right),
\] (35)
\[
\delta \rho_b = \frac{1}{2} \sum_{n,m} C^2_n (\lambda_{m+1}(m+1) - m \lambda_m) |n, m\rangle \langle n, m|.
\] (36)
The Chernoff bound is again given by Eq. (31) and in this case, $|i⟩ = |n, m⟩$ and $χ_i = C_n√λ_m$. The second subtracted term due to $δρ_{th}$ reduces to

$$r^2 \frac{4}{4} \sum_{m=0}^{∞} \left[\frac{1}{m+1} \left(λ_{m+1} - mλ_m\right)^2\right],$$

(37)

whose maximization condition is again independent of the state. The minimisation of $Q$ depends only on the first subtracted term,

$$\frac{κ(1 + 2\bar{n})^2}{2\bar{n}} \sum_{n=0}^{∞} \left(\frac{1}{n+1}C_n^2\right)\frac{\bar{n}}{1 + \bar{n}}C_{n+1}^2,$$

(38)

where $M(x, y) = \frac{4xy}{(x + y)^2}$. It can be shown [36] that Eq. (38) is maximised, subject to normalisation and energy constraints, by $C_n^2 = \frac{N_S^\prime}{(1 + N_S)^{n+1}}$ which represents the TMSV state. Therefore, the TMSV state minimises $Q$, thereby giving the optimal two mode state for quantum illumination involving a light absorbing target.

### VI. CONCLUSION

Modelling the target in a realistic manner is one of the most crucial tasks of the illumination process. In earlier works, targets were modelled using a beam splitter with a low reflectivity. However, the beam splitter is seldom perfect and some amount of light gets inevitably lost or absorbed. A realistic model of the target should take into account these inherent target characteristics. Towards fulfilling it, we introduced a target incorporating an additional feature of absorption on top of reflection and transmission which we designed via two auxiliary and a primary beam splitters, thereby ensuring it to be implemented easily in an optical setup.

Our investigation revealed that the absorption of light by the target leads to an enhancement in the performance of the illumination protocol with the coherent state, thereby improving the bound in the classical domain and the quantum illumination (QI) process involving a signal-idler setup via the two mode squeezed vacuum (TMSV) state. Unlike the non-absorbing target, we interestingly found that the Chernoff bound, the upper bound in the error probability of the detection, depends on the loss parameter and the mean photon number, thereby not reducing to the Uhlmann’s fidelity. We also proved that the coherent state for the single mode (classical) scheme is optimal when both the reflectivity of the primary beam splitter and the absorption parameter are very low. It immediately prompted us to interpret the positive value in the difference between the Chernoff bounds for the coherent and the TMSV states as the quantum advantage offered by the TMSV state. We further reported that the quantum advantage decreases with the absorption parameter of the target, thereby furnishing the coherent state as the better probe in intermediate to high absorption regimes. Interestingly, for a light absorbing target, the background thermal noise enhances the detection efficiency with the increase of the absorbing power of the target while for the absorption-free targets, the thermal noise reduces the detection efficiency. Our work widens the model for the target in the illumination procedure taking it a step forward to reality.
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### Appendix A: The transmission and absorption matrices

Here we provide a sketch of the derivation of the transmission matrix $\hat{T}$ and the absorption matrix $\hat{A}$. First, note that the output modes of the two auxiliary beam splitters modelling the absorption, are related to the input modes, by

$$\hat{a}_T = \sqrt{R}\hat{a}_r + \sqrt{T}\hat{g}_2,$$

$$\hat{b}_2 = -\sqrt{R}\hat{a}_r + \sqrt{T}\hat{g}_2,$$

(A1)

and

$$\hat{a}_{S'} = \sqrt{R}\hat{a}_g + \sqrt{T}\hat{g}_1,$$

$$\hat{b}_1 = -\sqrt{R}\hat{a}_g + \sqrt{T}\hat{g}_1.$$

(A2)

And for the final beam splitter, one has

$$\hat{b}_S = \sqrt{R}\hat{a}_T + \sqrt{T}\hat{a}_{S'},$$

$$\hat{b}_T = -\sqrt{R}\hat{a}_T + \sqrt{T}\hat{a}_{S'}.$$

(A3)

Note that the auxiliary beam splitters have a transmission coefficient $t$ while the primary one has $r$, as shown in Fig. 1. The corresponding reflectivities are denoted as $r$ and $κ$ respectively. Following the mode transformation in Eqs. (A1) to (A3), we obtain

$$\begin{pmatrix} \hat{b}_S \\ \hat{b}_T \end{pmatrix} = \hat{T} \begin{pmatrix} \hat{a}_S \\ \hat{a}_T \end{pmatrix} + \hat{A} \begin{pmatrix} \hat{g}_1 \\ \hat{g}_2 \end{pmatrix},$$

(A4)

where $\hat{T} = \sqrt{t}\hat{U}$ and $\hat{A} = \sqrt{\kappa}\hat{U}$, with

$$\hat{U} = \begin{pmatrix} \sqrt{\kappa} & \sqrt{T} \\ \sqrt{T} & -\sqrt{\kappa} \end{pmatrix}. $$

(A5)

It trivially follows from the above analysis that

$$\hat{T}^\dagger\hat{T} = t \mathbb{1}, \text{ and } \hat{A}^\dagger\hat{A} = (1 - t) \mathbb{1},$$

(A6)

establishing $1 - t = r$ as the loss parameter.
Appendix B: Computation of $\rho_1$

We now present the computation of $\rho_1$, which corresponds to the case where the target is present by using the coherent and the TMSV state as the probe states. Recall that we can group the canonical position and momentum operators of an $N$ mode Gaussian state in the vector as

$$\vec{R} = (\hat{x}_1, \hat{p}_1, ..., \hat{x}_N, \hat{p}_N)^T$$  \hspace{2cm} (B1)

and the Gaussian state is completely specified by the displacement vector and the covariance matrix, given by

$$d_i = \langle \hat{R}_i \rangle,$$  \hspace{2cm} (B2)

$$\sigma_{ij} = \frac{1}{2} \{\langle \hat{R}_i \hat{R}_j + \hat{R}_j \hat{R}_i \rangle - 2\langle \hat{R}_i \rangle \langle \hat{R}_j \rangle\},$$  \hspace{2cm} (B3)

where $i, j = 1, 2, ..., d$ with the annihilation operator being $\hat{a} = (\hat{x} + i\hat{p})/2$ in terms of the mode quadratures.

1. Coherent states

When the coherent states are used as probes for target detection, we lay out the sketch of the derivation for $\rho_1$. Since the initial input states are all Gaussian and as mentioned earlier, the optical setup modelling loss preserves Gaussianity, one can efficiently compute $\rho_1$ in the phase space.

As clearly illustrated in the schematic diagram, there are four input modes, two of which correspond to the thermal and the coherent state, while the remaining two modes correspond to the ground states of the device, which are the vacuum states. Note that the combined four states are Gaussian and are described by the following displacement vector and covariance matrix:

$$d = d_T \oplus d_{g1,g2} \oplus d_{CS}$$

$$= (0, 0)^T \oplus (0, 0, 0, 0)^T \oplus (2\sqrt{N_S}, 0)^T,$$

$$\sigma = \sigma_T \oplus \sigma_{g1,g2} \oplus \sigma_{CS} = (2\bar{n} + 1)I_2 \oplus I_4 \oplus I_2,$$  \hspace{2cm} (B4)

where $N_S$ is the signal strength of the coherent state while $\bar{n}$ denotes the average number of photons in the thermal state with $I_4 = \text{diag}\{1, 1, 1, 1\}$. The joint operation of the two auxiliary beam splitters is described by the symplectic operation,

$$S_A = S_1 \oplus S_2,$$  \hspace{2cm} (B5)

where

$$S_{1(2)}(r) = \begin{pmatrix}
\sqrt{1-r} & 0 & \sqrt{r} & 0 \\
0 & \sqrt{1-r} & 0 & \sqrt{r} \\
-\sqrt{r} & 0 & \sqrt{1-r} & 0 \\
0 & -\sqrt{r} & 0 & \sqrt{1-r}
\end{pmatrix},$$  \hspace{2cm} (B6)

with $t$ being the transmission coefficient of the auxiliary beam splitters and follows the same mode transformations as given in Eqs. (A1) – (A3). The resultant state is now described by these updated moments as

$$d \to S_A d,$$

$$\sigma \to S_A \sigma S_A^T.$$  \hspace{2cm} (B7)

Tracing out the device modes, we now have the effective state that impinges in the primary beam splitter, described by

$$d_{es} = (0, 0, 0, 2\sqrt{tN_S})^T,$$

$$\sigma_{es} = (1 + 2\bar{n}t)I_2 \oplus I_2.$$  \hspace{2cm} (B8)

The action of the primary beam splitter with transmissivity $\tau$ is described by the symplectic operation,

$$S_P = S_1(\tau),$$  \hspace{2cm} (B9)

where the form of $S_1$ is given in Eq. (B6). The state can be updated by following the same rules as in Eq. (B7). Finally, the state that impinges on the detector, $\rho_1$ described by the moments reads as

$$d_1 = (2\sqrt{\nu N_S}, 0)^T,$$

$$\sigma_1 = (1 + 2\bar{n}t \nu)I_2.$$  \hspace{2cm} (B10)

2. TMSV state

Let us compute the displacement vector and the covariance matrix of the state that goes to the detector, $\rho_1$, when the TMSV state is used for target detection whose one part is used as the probe, while the other part forms the idler that directly goes to the detector. A TMSV state of squeezing strength $r$ is described by

$$d_{TMSV} = (0, 0, 0, 0)^T,$$

$$\sigma_{TMSV} = \begin{pmatrix}
(2N_S + 1)I_2 & 2\sqrt{N_S(1 + N_S)} Z_2 \\
2\sqrt{N_S(1 + N_S)} Z_2 & (2N_S + 1)I_2
\end{pmatrix}.$$  \hspace{2cm} (B11)

The displacement vector and covariance matrix of the entire state that impinges on the auxiliary beam splitters are given by

$$d = d_T \oplus d_{g1,g2} \oplus d_{TMSV} = (0, 0, 0, 0, 0, 0, 0, 0)^T,$$

$$\sigma = \sigma_T \oplus \sigma_{g1,g2} \oplus \sigma_{TMSV}$$

$$= (2\bar{n} + 1)I_2 \oplus I_4 \oplus \sigma_{TMSV},$$  \hspace{2cm} (B12)

where $\bar{n}$ is the average number of photons and the form of $\sigma_{TMSV}$ is given in Eq. (B11). In this case, the action of the two auxiliary beam splitters on all the modes are given by the following symplectic operation:

$$S_A' = S_A \oplus I_2,$$  \hspace{2cm} (B13)

where $S_A$ is given in Eq. (B5). The updated state is obtained by applying the rules given in Eq. (B7). After tracing out the device modes, we end up with the effective state that impinges on the primary beam splitter, given by

$$d_{es} = (0, 0, 0, 0, 0, 0)^T,$$

$$\sigma_{es} = (1 + 2\bar{n}t \nu)I_2 \oplus \sigma',$$  \hspace{2cm} (B14)

where

$$\sigma' = \begin{pmatrix}
(1 + 2tN_S)I_2 & 2\sqrt{tN_S(1 + N_S)} Z_2 \\
2\sqrt{tN_S(1 + N_S)} Z_2 & (1 + 2N_S)I_2
\end{pmatrix}.$$  \hspace{2cm} (B15)
The effective state falls on the primary beam splitter whose action is described by the symplectic operation as

$$S_P = S_1(\tau) \oplus I_2,$$  \hspace{1cm} (B16)  

where the form of $S_1$ is given in Eq. (B6). The final output state is obtained via the Eq. (B7). Finally, tracing out the transmitted part of the signal, we arrive at the phase space description of $\rho_1$ when the TMSV state is used as the probe:

$$d_1 = (0, 0, 0, 0)^T,$$ \hspace{1cm} (B17)  

$$\sigma_1 = \left( \frac{1 + 2t(\bar{n}\tau + \kappa N_S)}{2\sqrt{t\kappa N_S(1 + N_S)}} \right) I_2 \quad \frac{2\sqrt{t\kappa N_S(1 + N_S)}}{(2N_S + 1)} I_2.$$ \hspace{1cm} (B18)