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This paper investigates the super-resolution (SR) of velocity fields in two-dimensional fluids from the viewpoint of rotational equivariance. SR refers to techniques that estimate high-resolution images from those in low resolution and has lately been applied in fluid mechanics. The rotational equivariance of SR models is defined as the property in which the super-resolved velocity field is rotated according to a rotation of the input, which leads to the inference covariant to the orientation of fluid systems. Generally, the covariance in physics is related to symmetries. To clarify a relationship to symmetries, the rotational consistency of datasets for SR is newly introduced as the invariance of pairs of low- and high-resolution velocity fields with respect to rotation. This consistency is sufficient and necessary for SR models to acquire rotational equivariance from large datasets with supervised learning. Such a large dataset is not required when rotational equivariance is imposed on SR models through weight sharing of convolution kernels as prior knowledge. Even if a fluid system has rotational symmetry, this symmetry may not carry over to a velocity dataset, which is not rotationally consistent. This inconsistency can occur when the rotation does not commute with the generation of low-resolution velocity fields. These theoretical suggestions are supported by the results from numerical experiments, where two existing convolutional neural networks (CNNs) are converted into rotationally equivariant CNNs and the inferences of the four CNNs are compared after the supervised training.

I. INTRODUCTION

In recent years, neural networks (NNs) have been actively applied to the field of fluid mechanics.11,16 In these applications, the physical validity of NNs in inference is important in both theory and practice. One method of enhancing the validity involves explicitly incorporating physics laws such as the Navier–Stokes equations into NNs. These networks are referred to as physics-informed neural networks.6,16 Most physics laws are described with vectors, which are often processed as tuples of scalars such as colors in images.

The difference between scalar and vector is mathematically formulated via the covariance in geometry.7,8 The covariance describes the change in the components of a tensor (e.g., scalar or vector) under certain coordinate transformations. In other words, by changing the direction of observation, it is possible to determine whether a numerical array is a vector having a direction or a tuple of scalars having no direction. These transformation laws can be regarded as a part of the definition of scalars and vectors.10

By incorporating both covariance and physics law into NNs, they can be applied to data on various coordinate systems without compromising accuracy and physical validity. The covariance ensures that scalars and vectors are geometrically invariant and the forms of physics equations are invariant with respect to coordinate systems. If the physical validity is measured by the residual of a covariant physics equation, the value of this residual is independent of certain coordinate systems. Therefore, the residual is sufficiently small in any of these systems once it becomes nearly zero in training.

Super-resolution (SR) has not been well investigated from a geometric point of view. SR refers to methods of estimating high-resolution images from those with low resolution and has been studied in computer vision as an application of NNs.11,15 The success of such NNs has resulted in an increased number of studies that focus on fluid-related SR: idealized turbulent flows in two15,22 and three dimensions,20,21,23–26 Rayleigh–Bénard convection,27 smoke motions in turbulent flows,28–30 flows in blood vessels,31–33 sea surface temperature,34–36 and atmospheric flows.37–39 Physics laws such as the continuity equation can be taken into account as prior knowledge, rendering super-resolved flows more accurate and physically valid.19,24,26,33 However, studies investigating SR models in terms of geometry are scarce, and the invariance of physics equations has yet to be fully exploited.

The covariance of super-resolved fields is satisfied by imposing the equivariance on SR models. The equivariance of a function is generally defined as the property in which the output is transformed according to a transformation of the input.44,45 For instance, if an SR model is equivariant to rotation, rotating the input results in the output being rotated in the same manner (Fig. 1). Therefore, if the input is a vector field, the output satisfies the same transformation law, assuring that the output is a geometric vector field and the SR model applies to input in any orientation.

The equivariance is related to the symmetry of fluid systems. Symmetry in physics is described with Lagrangian.46,47 If a Lagrangian is invariant under certain coordinate transformations, the system is said to be symmetric and the governing equations are unchanged. In deep learning, the term “sym-
“symmetry” is used in a broader sense if a certain property of a system or object is unchanged under a transformation, the system or object is said to have symmetry. For instance, if an SR model is equivariant to rotation (Fig. 1), the output preserves the covariance of vectors. Thus, in the broader sense, this SR model has rotational symmetry. The terms of covariance, equivariance, and symmetry are clarified in Section II.

Various equivariant convolutional neural networks (CNNs) have been developed in recent years. Originally, the CNNs are equivariant to translation. For instance, when an object in an image is translated, the output feature is translated in the same manner. CNNs with other types of equivariance (e.g., rotation) have been studied. These CNNs are understood within unified frameworks describing the equivariant CNNs. The theories and techniques concerning equivariant CNNs have been developed not only for two-dimensional images but also for graph data and three-dimensional volumetric and point cloud data. These studies are considered a part of geometric deep learning.

In computer vision, equivariance has occasionally been utilized in SR. The equivariance can be incorporated into loss functions or discriminators of generative adversarial networks (GANs). In both methods, an image generator acquires the equivariance from training data. Few studies directly impose the equivariance on image generators. Xie et al. developed an SR model with a self-attention module. In their module, the point-wise convolution is utilized to construct key, query, and value, resulting in equivariance to any pixel permutation. Although their module is equivariant to various transformations, it cannot be applied to vector fields.

In fluid mechanics, several studies have employed equivariant NNs for the modeling of Reynolds stress tensors, the surrogate modeling of Navier–Stokes equations, the estimation of flow over multiple particles, and the estimation of higher-rank tensors of fluid stresses. Those studies considered the physics symmetries using equivariant NNs and reported that the imposed equivariance enhances the accuracy or robustness of NNs in inference. To the authors’ knowledge, however, the effect of including the equivariance has not been examined in terms of the fluid SR.

This study aims to investigate the super-resolution of velocity fields in terms of rotational equivariance. To highlight the essence, idealized two-dimensional flows are super-resolved. We clarify relationships among the covariance, equivariance, and symmetry from a theoretical point of view. To support the obtained theoretical suggestions, numerical experiments were conducted. Two existing CNNs for fluid SR were converted into rotationally equivariant CNNs by utilizing a theory of equivariant deep learning. The inferences of the CNNs were compared after the supervised training.

The remaining paper is organized as follows. Section II provides the theoretical discussion. Section III describes all CNNs used in this study. Section IV describes the methods of training and evaluating the CNNs. Section V analyzes the results. Section VI presents the conclusions. The source code used in this study is available on the GitHub repository.

II. COVARIANCE, EQUIVARIANCE, AND SYMMETRY IN SUPER-RESOLUTION

A. Rotational covariance of scalars and vectors

The two-dimensional Euclidean space is considered with the Cartesian coordinate system: $x = (x, y)^T \in \mathbb{R}^2$. Contravariant and covariant vectors are identified because of the orthonormal basis of the Cartesian coordinates. There are two types of transformations in the tensor analysis: active and passive transforms. In the former, scalars and vectors are transformed, whereas the coordinates remain fixed. The latter adopts the opposite treatment. The active transform is employed following the previous studies on equivariant CNNs.

The rotation is first formulated for a position vector $x = (x, y)^T$: $R_\theta \bullet x = \begin{pmatrix} \cos \theta & -\sin \theta \\ \sin \theta & \cos \theta \end{pmatrix} \begin{pmatrix} x \\ y \end{pmatrix}$, (1)

where $\theta$ is a rotation angle and $R_\theta$ is the corresponding rotation matrix. The left-hand side denotes the action of rotation in abstract form, and the right-hand side is the matrix representation for $x$. Generally, the matrix representation is determined by the object on which the rotation acts.

The covariance with respect to rotation is described for a scalar field $\omega(x)$ and a vector field $\mathbf{v}(x)$ as follows:

$\mathcal{R}_\theta \bullet \omega(x) = \omega(R_\theta^{-1} x)$, (2a)

$\mathcal{R}_\theta \bullet \mathbf{v}(x) = R_\theta \mathbf{v}(R_\theta^{-1} x)$, (2b)
Only the referred position is changed for a scalar as in (2a), whereas both the referred position and components are changed for a vector as in (2b). The change in the vector components describes the rotation of its direction. Both scalars and vectors satisfy the linearity. The transformation law, i.e., the covariance (2), distinguishes a vector from a tuple of scalars.

### B. Rotational equivariance of super-resolution models

The equivariance is generally defined as the commutativity of a function $f$ with a set of transformations. Consider a function $f : F^{(in)} \mapsto F^{(out)}$, where $F^{(in)}$ ($F^{(out)}$) is an input (output) tensor field. The function $f$ is equivariant if it satisfies

$$f(R \cdot v^{(in)}) = R \cdot f(v^{(in)}).$$

(3)

The rotation $R$ composes a group, and (3) must hold for all elements of that group. For instance, we consider a set of discrete rotations for every 120 degrees, (3) must hold for all of those rotations. The invariance is a special case of the equivariance: $f(R \cdot v^{(in)}) = f(v^{(in)}) = f(v^{(out)})$, where the output is independent of $R$.

We argue that the equivariance of SR models is a sufficient condition for the covariance of super-resolved velocity fields. An SR model $f$ is assumed to be equivariant (4): $v_{LR}$ is an input velocity field in low resolution (LR) and $v_{HR}$ is the corresponding output in high resolution (HR). Both $v_{LR}$ and $v_{HR}$ are snapshots at the same instantaneous time. When the input is transformed as $R \cdot v_{LR}$, the SR model yields $f(R \cdot v_{LR})$, which is equal to $R \cdot f(v_{LR}) = R \cdot \hat{v}_{HR}$. Clearly, the output $\hat{v}_{HR}$ is transformed in the same manner as the input $v_{LR}$ (Fig. 1), ensuring that the output is a covariant, geometric vector field.

### C. Rotational consistency in dataset for super-resolution

We propose that the rotational consistency in datasets is necessary and sufficient for SR models to acquire rotational equivariance through training. A similar discussion can be made for another transformation such as reflection. In the following, we consider supervised learning and assume that a dataset is so large that a trained SR model is sufficiently accurate.

Rotational consistency in datasets is newly introduced here as the invariance of pairs of LR and HR velocities with respect to rotation. Suppose a dataset $D$ and any pair in it $(v_{LR}, v_{HR})$. The dataset $D$ is rotationally consistent if it contains the transformed pair $(R \cdot v_{LR}, R \cdot v_{HR})$:

$$\forall (v_{LR}, v_{HR}) \in D \rightarrow (R \cdot v_{LR}, R \cdot v_{HR}) \in D.$$  

(4)

The consistency (4) is not necessarily related to physics. For instance, this concept can be applied to a dataset of pairs of LR and HR photos.

An SR model learns rotational equivariance if a training dataset is rotationally consistent. This dataset contains a velocity pair $(v_{LR}, v_{HR})$ and the rotated pair $(R \cdot v_{LR}, R \cdot v_{HR})$. Since the SR model is sufficiently accurate, it yields $f(v_{LR}) \approx v_{HR}$ and $f(R \cdot v_{LR}) \approx R \cdot v_{HR}$. Both equations imply $f(R \cdot v_{LR}) = R \cdot f(v_{LR})$, i.e., the rotational equivariance (3).

Conversely, a training dataset is rotationally consistent if a trained SR model is rotationally equivariant. Consider an LR velocity $v_{LR}$ and the rotated velocity $R \cdot v_{LR}$. The SR model yields $f(v_{LR}) = v_{HR}$, where the inference is denoted by a hat. Using the equivariance (3), we obtain $f(R \cdot v_{LR}) = R \cdot f(v_{LR})$. Since the model accuracy is sufficiently high, the inference is close to the corresponding ground truth. Thus, the dataset contains pairs similar to $(v_{LR}, \hat{v}_{HR})$ and $(R \cdot v_{LR}, R \cdot \hat{v}_{HR})$, implying the rotational consistency (4).

In summary, the above discussion suggests that the rotational consistency in datasets is necessary and sufficient for SR models to acquire rotational equivariance through training. Such a learning process is not required for rotationally equivariant CNNs, where the equivariance is imposed as prior knowledge through the weight sharing of convolution kernels. This fact indicates that the acquisition of rotational equivariance is not necessarily the result of training. The imposed and learned equivariance are compared in Section V.

The above discussion does not necessarily assume a global rotation and holds for local rotations. It may be rare for datasets to contain exactly the same pair as the rotated one. SR models usually infer outputs locally from inputs such as through convolution. These SR models can learn the local equivariance from datasets, which are consistent for local rotations. This point may be different from image classification, in which the inference is based globally on input. Weiler et al. showed that the CNN did not learn rotational equivariance in an image classification task, while it learned when the rotational data augmentation was employed. In Sections VA and VB, we demonstrate that the ordinary CNNs learn rotational equivariance without data augmentation. The difference from the result of Weiler et al. may be attributed to the locality of SR. In the following discussion, the global rotation is considered, while the same results hold for local rotations.

### D. Breaking of rotational consistency in dataset

A dataset may not be rotationally consistent even if the fluid system has rotational symmetry. In other words, the rotational symmetry of fluid systems is not a sufficient condition for the rotational consistency of datasets. The term “symmetry” is used here in the sense of physics, i.e., when a fluid system has rotational symmetry, the Navier—Stokes equations and boundary conditions are unchanged under rotation and a rotated velocity field is a solution. We provide an example where the rotational consistency is broken due to a method of generating LR velocity.

Let us consider that LR images are generated by subsampling HR images. Figure 2 is a schematic that compares the subsampling at intervals of $2 \times 2$ and $3 \times 3$ pixels. When the
interval is $2 \times 2$, the LR image is varied through the orientation of the HR image, whereas it is not when the interval is $3 \times 3$. The pairing between LR and HR images depends on the orientation when the interval is $2 \times 2$ pixels.

| 1 | 2 | 3 | 4 |
|---|---|---|---|
| 11 | 12 | 13 | 14 |
| 21 | 22 | 23 | 24 |

### 3x3 subsampling

| 1 | 2 | 3 | 4 |
|---|---|---|---|
| 11 | 12 | 13 | 14 |
| 21 | 22 | 23 | 24 |

**Subsampling after 90° rotation**

| 4 | 14 | 24 |
|---|---|---|
| 3 | 13 | 23 |
| 2 | 12 | 22 |
| 1 | 11 | 21 |

**FIG. 2.** Schematic showing the commutative property of subsampling with rotation. (left) The upper left pixels (black tiles) are sampled in the $2 \times 2$ windows. (right) The central pixels are sampled in the $3 \times 3$ windows regardless of the orientation.

The above schematic indicates that the subsampling at even intervals does not commute with the rotation of 90 degrees. This statement is formulated by

$$d(R_{90} \cdot v_{HR}) \neq R_{90} \cdot d(v_{HR}), \quad (5)$$

where $d$ is the subsampling operation, $R_{90}$ is the 90-degree rotation, and $v_{HR}$ is an HR velocity field. The input LR velocity is given by $v_{LR} = d(v_{HR})$. In contrast, the subsampling at odd intervals is commutative with the 90-degree rotation, as indicated in Fig. 2.

The rotational consistency in a dataset is broken by the non-commutativity of subsampling (5), even if the fluid system is rotationally symmetric. Suppose an HR velocity $v_{HR}$ and the rotated velocities $R_{\theta} \cdot v_{HR}$ where $\theta = 90°, 180°, 270°$, all of which are snapshots of actual flows because of the rotational symmetry. For simplicity, we focus on $\theta = 90°$. The LR velocities are generated as $v_{LR} = d(v_{HR})$ and $v'_{LR} = d(R_{90} \cdot v_{HR})$. Importantly, $v'_{LR}$ is not equal to $R_{90} \cdot v_{LR} \equiv R_{90} \cdot d(v_{HR})$. The resultant dataset contains $(v_{LR}, v_{HR})$ and $(v'_{LR}, R_{90} \cdot v_{HR})$, but not $(R_{90} \cdot v_{LR}, R_{90} \cdot v_{HR})$. This fact indicates that the rotational consistency (5) is broken.

According to Section II C, the breaking of the rotational consistency in datasets indicates that SR models do not learn rotational equivariance. In such a case, the equivariance is forcefully imposed on an SR model through weight sharing, the accuracy in SR is undermined. These points are demonstrated in Section V C.

### E. A relationship between symmetry in fluid systems and consistency in datasets

It may be natural to consider that the symmetries of a system are reflected in its dataset and an NN learns the symmetries from the dataset; however, this does not always hold in SR. The pairing of LR and HR data needs to be investigated. In fact, a dataset can be made rotationally inconsistent even if the fluid system has rotational symmetry (Section IID). Moreover, a converse example can be provided by applying data augmentation. The rotational consistency (4) is satisfied in an augmented dataset by rotating all LR and HR pairs even if the fluid system is not rotationally symmetric. In such a case, a rotated velocity field is not regarded as an actual flow, although it is contained in the dataset.

For further discussion, it may be necessary to restrict data generation methods. We propose two conditions:

**C1:** HR velocity fields are directly generated from fluid experiments or simulations.

**C2:** LR velocity fields are generated from the HR velocity fields by an operation $\rho$ that commutes with rotation $R_{\theta}$.

Under C1 and C2, a dataset is rotationally consistent if the fluid system has rotational symmetry. The first condition eliminates the possibility of modifying rotational symmetry through data augmentation. Because the fluid system has the symmetry, a sufficiently large dataset contains an HR velocity field and the rotated one. The second condition eliminates a case in which the pairing between LR and HR velocities depends on the orientation as in Section IID. For any pair $(v_{LR}, v_{HR})$, the rotated HR velocity $R_{\theta} \cdot v_{HR}$ is contained in the dataset and it is tied to $R_{\theta} \cdot v_{LR}$. The LR velocity obtained from $R_{\theta} \cdot v_{HR}$ is given by $p(R_{\theta} \cdot v_{HR})$, which equals to $R_{\theta} \cdot p(v_{LR}) = R_{\theta} \cdot v_{LR}$ owing to the commutativity of $p$. Thus, the rotated pair $(R_{\theta} \cdot v_{LR}, R_{\theta} \cdot v_{HR})$ is contained and the dataset is rotationally consistent.

In summary, under C1 and C2, the rotational symmetry of a fluid system is reflected in its dataset; that is, the dataset is rotationally consistent. In this case, an SR model learns the rotational equivariance if the data size is sufficiently large (Section II C). Further, if the SR model becomes equivariant, the output of super-resolved velocity satisfies the covariance of vectors with respect to rotation (Section IID).

The above conditions, C1 and C2, may be too strict. The previous studies reported that data augmentation is effective in reducing test errors or for CNNs to learn rotational equivariance. Condition C1 eliminates those benefits through data augmentation. Moreover, the LR and HR data may be generated from separate fluid simulations. In such a case, condition C2 cannot be assumed because LR data are not generated from HR data. Recently, Desai et al. defined the symmetries of datasets as the invariance of probability density functions of data samples. They demonstrated...
that a GAN can discover the symmetries of a dataset in particle physics. In future work, the definition of symmetries in SR may be extended by using probability density functions to relax condition C2 for considering a case where LR and HR data are separately generated.

III. CNNS USED IN THIS RESEARCH

A. Two existing CNNs for super-resolution of fluids

Numerical experiments were conducted to support the theoretical suggestions described in the previous section. Two types of CNNs were used to confirm that the results are not strongly dependent on the network architecture: the hybrid downsampled skip-connection/multi-scale model (DSC/MS) and the residual in residual dense network (RRDN). Both CNNs were used for achieving single image super-resolution; the input was a snapshot of LR velocity, and the output was the HR velocity at the same instantaneous time.

The hybrid DSC/MS model (hereafter, DSC/MS) was proposed in pioneering work on fluid SR by Fukami et al. They combined their downsampled skip connection (DSC) model with the multi-scale (MS) model. Figure 3 shows the network architecture of DSC/MS. Multi-scale signals in fluid fields can be captured by downsampling and skip connections. The DSC/MS can super-resolve both velocity and vorticity fields in two dimensions. In subsequent studies, DSC/MS was applied to three-dimensional velocity and spatio-temporal SR was achieved by successive use of DSC/MS in space and time. Additionally, a deeper version of DSC/MS has been proposed. Although DSC/MS was proposed relatively early, it is still among the most important CNNs in fluid SR.

The RRDN was proposed by Bode et al. as the generator of their physics-informed GAN. They employed the RRDN for the SR of three-dimensional velocity. A network similar to the RRDN has been applied to two-dimensional passive scalar fields. The RRDN utilizes the residual in residual dense block (RRDB) which extracts multi-scale structures in fluid fields with dense skip connections. Figure 4 shows the network architecture of the RRDN. The RRDB, the core module of the RRDN, has been utilized for SR in fluid mechanics as well as in computer vision. Thus, it is necessary to examine rotationally equivariant CNNs having RRDBs.

B. Construction of rotationally equivariant CNNs

The DSC/MS and RRDN were converted into rotationally equivariant CNNs by replacing each layer with its equivariant counterpart. Mathematically, if each layer is rotationally equivariant, the entire network is equivariant as well. The rotationally equivariant versions are referred to as the Eq-DSC/MS and Eq-RRDN. The DSC/MS and RRDN are equivariant to translation, while the Eq-DSC/MS and Eq-RRDN are equivariant to translation and rotation. The DSC/MS and RRDN are referred to as the original and conventional CNNs, while the Eq-DSC/MS and Eq-RRDN are referred to as the rotationally equivariant and \( C_N \)-equivariant CNNs. The meaning of \( C_N \) is explained below. In the following, the replacement of convolution layers is discussed, followed by a description of the other layers.

The rotationally equivariant convolution is implemented by the theory and software library of Weiler and Cesa. Specifically, the rotational equivariance is achieved by sharing the weights of convolution kernels along the azimuthal and channel directions. Compared with ordinary convolution, this weight sharing reduces the number of learnable parameters. The theory is briefly reviewed in Appendix A.

The regular representation was adopted in all rotationally equivariant convolutions. It is necessary to determine the matrix representation of rotation, which is a hyper-parameter. In the regular representation, the rotation is formulated as a permutation along the channel direction. There are three reasons for adopting the regular representation. First, it comprises all irreducible representations, i.e., all minimal representations. Second, CNNs using the regular representation have exhibited high accuracy in image classification. Third, each channel can be transformed nonlinearly and independently when the regular representation is used. In contrast, when another representation is employed, each channel may not be transformed independently by a nonlinear function such as ReLU. A function such as Norm-ReLU is necessary, as it acts on the vector norm and preserves the vector direction. A limitation such as in Norm-ReLU may reduce the expressive power of CNNs and may not be suitable for SR.

In practice, vector fields are discretized in space, and the rotation acting on them is also discretized. Mathematically, rotations proportional to 360°/\( N \) degrees are described by \( C_N \), the cyclic group of order \( N \) (\( N \in \mathbb{N} \)). CNNs equivariant to any rotation of \( C_N \) are referred to as \( C_N \)-equivariant. This study focuses on rotations in multiples of 90 degrees. These rotations are described by \( C_4 \) or its subgroup \( C_2 \): \( C_4 \) consists of 0-, 90-, 180-, and 270-degree rotations, and \( C_2 \) consists of 0- and 180-degree rotations. Here, the identity map is referred to as the 0-degree rotation.

All convolution layers in the original CNNs were replaced with the \( C_N \)-equivariant layers, while maintaining the number of channels to avoid increasing the calculation time. For instance, the regular representation of \( C_4 \) is composed of the 4 elements. If both input and output of a convolution layer have 64 channels, the \( C_4 \)-equivariant convolution employs 16 sets of features in the regular representation. The other hyper-parameters such as kernel size were the same as in the original convolution layer.

The implementation of the other layers was as follows. A max-pooling layer was replaced with the norm max-pooling when the input was a vector field, whereas it remained unchanged when the input was described with the regular representation. In all cases, the pooling operation is equivariant. Data resizing was performed via linear or bicubic interpolation, both of which are equivariant because the weights of interpolation depend only on the absolute dif-
FIG. 3. Network architecture of the hybrid DSC/MS model (Downsampled Skip-Connection and Multi-Scale). The architecture follows the CNN proposed by Fukami et al. All convolutions are two-dimensional. The symbol $k$ denotes the spatial size of the kernel. Linear interpolation is used in upsampling.

FIG. 4. Network architecture of the RRDN (Residual in Residual Dense Network). The architecture emulates that of the generator of the GAN proposed by Bode et al. All kernels in the convolution layers have a spatial size of $3 \times 3$.

IV. METHODS

Supervised learning was performed using pairs of velocity fields in HR and LR. The HR velocity data were generated from numerical simulations of fluid dynamics. The LR velocity data were obtained by applying the subsampling or average pooling to the HR velocity fields. The source code used in this study is available on the GitHub repository.

Supervision in the $x$ or $y$ coordinate. The skip connection needs no replacement because it is an addition operation between features having the same type. A channel-wise nonlinear function such as ReLU or leaky ReLU needs no replacement because it is equivariant under the regular representation, as discussed above. In the input and output layers, no conversion was required because a vector such as velocity is a feature in the irreducible representation of order 1 and is decomposed with the regular representation.
A. Fluid dynamics simulations

Two types of fluid dynamics simulations were conducted: freely decaying turbulence on a square flat torus and barotropic instability on a periodic channel. The rotational symmetries of the two fluid systems are different. Thus, the dependence of SR on rotational symmetry can be examined by comparing the results.

The governing equations for all experiments are as follows:

\[
\begin{align*}
\frac{\partial \omega_z}{\partial t} + u \frac{\partial \omega_z}{\partial x} + v \frac{\partial \omega_z}{\partial y} &= -\nu (\Delta)^\nu \omega_z, \\
\omega_z &= \Delta \psi - \frac{\partial \mu}{\partial x} - \frac{\partial \nu}{\partial y}, \\
(u, v) &= \left(-\frac{\partial \psi}{\partial y}, \frac{\partial \psi}{\partial x}\right),
\end{align*}
\]

where \( t \) denotes time, \( \nu \) is a positive real number, and \( n_\nu \) is a positive integer. The stream function \( \psi \) is derived by solving the Poisson equation \((6b)\) with the vorticity \( \omega_z \), and the velocity components \((u, v)\) are obtained from \( \psi \) in \((6c)\). In two-dimensional Euclidean space, velocity \((u, v)\) is a vector field, while vorticity \( \omega_z \) is a scalar field. In three dimensions, \( \omega_z \) is the vertical \((z)\) component of the vorticity vector, and the subscript \( z \) denotes this fact. Note that large-scale flows in the ocean or atmosphere are described by similar equations, i.e., quasi-geostrophic equations; the only difference is that the Poisson equation is three-dimensional and includes the depth or altitude dimension.

The governing equations \((6)\) were numerically solved with the spectral method and the fourth-order Runge–Kutta method. A software library, ISPACK\(^{[2]}\), was employed to perform spectral calculations. A discrete Fourier transform was employed along a periodic direction, while a discrete sine/cosine transform was along a direction bounded by two walls.

The freely decaying turbulence experiment was conducted following Refs.\(^{[17]}\) and \(^{[90]}\). Here, \( \nu = 10^{-2} \) and \( n_\nu = 1 \) were set, leading the governing equations \((6)\) to the two-dimensional Navier–Stokes equations. A doubly periodic boundary condition was imposed on the flow domain \([0, 2\pi] \times [0, 2\pi]\). This domain, which is a square flat torus, has a rotational symmetry of 90 degrees. The grid size was 128 \times 128 and determined a truncation wavenumber of 42 for alias-free simulations. The initial condition was given by a superposition of an unstable laminar flow and random perturbations. The laminar flow has a shear region of \((u, v) = \left\{
\begin{align*}
U & \quad \left(\frac{1}{2} \leq \frac{y}{H} \leq \frac{2}{7}\right), \\
U + 2U' \left(\frac{y}{H'} - \frac{1}{2}\right) & \quad \left(-\frac{1}{2} < \frac{y}{H} < \frac{1}{2}\right), \\
-U & \quad \left(-\frac{2}{7} \leq \frac{y}{H} \leq -\frac{1}{2}\right),
\end{align*}\right.
\)

where the shear was controlled by speed \( U \) and width \( l \). The speed was set at \( U = 0.25 \) (positive shear) or \(-0.25 \) (negative shear). The numbers of experiments with \( U = 0.25 \) and \(-0.25 \) were kept the same. The width was set at \( l = 0.45 \) for training and \( 0.40 \) for testing. Each initial perturbation had a random phase and a constant amplitude of \( 10^{-4} \). Subsequently, 800 and 80 simulations were run for training and testing, respectively, while varying the random phases. In each simulation, 14 snapshots of velocity were sampled between \( 31 \leq t \leq 70 \) at intervals of 3. Thus, the training and test datasets comprise 11,200 and 1,120 snapshots, respectively. Results similar to those shown below were obtained from the halved test dataset, implying that the 1,000 snapshots are sufficient for estimating generalization errors.

The barotropic instability\(^{[33]}\) was simulated in a periodic channel. Here, \( \nu = 10^{-30} \) and \( n_\nu = 8 \) were set, resulting in the governing equations \((6)\) being the two-dimensional Euler equations with hyper-viscosity. The channel domain is \([0, 2\pi] \times [-\pi/2, \pi/2]\), where the \( x \) direction is periodic and the \( y \) direction is bounded by the two walls \([\psi = 0 \ (y = \pm \pi/2)]\). This domain exhibits rotational symmetry of 180 degrees. The grid size was 128 \times 64 and determined a truncation wavenumber of 42 for alias-free simulations. The initial condition was given by a superposition of an unstable laminar flow and random perturbations. The laminar flow has a shear region of \((u, v) = \left\{
\begin{align*}
U & \quad \left(\frac{1}{2} \leq \frac{l}{\pi} \leq \frac{2}{7}\right), \\
U + 2U' \left(\frac{l}{\pi'} - \frac{1}{2}\right) & \quad \left(-\frac{1}{2} < \frac{l}{\pi} < \frac{1}{2}\right), \\
-U & \quad \left(-\frac{2}{7} \leq \frac{l}{\pi} \leq -\frac{1}{2}\right),
\end{align*}\right.
\)

where the shear was controlled by speed \( U \) and width \( l \). The speed was set at \( U = 0.25 \) (positive shear) or \(-0.25 \) (negative shear). The numbers of experiments with \( U = 0.25 \) and \(-0.25 \) were kept the same. The width was set at \( l = 0.45 \) for training and \( 0.40 \) for testing. Each initial perturbation had a random phase and a constant amplitude of \( 10^{-4} \). Subsequently, 800 and 80 simulations were run for training and testing, respectively, while varying the random phases. In each simulation, 14 snapshots of velocity were sampled between \( 31 \leq t \leq 70 \) at intervals of 3. Thus, the training and test datasets comprise 11,200 and 1,120 snapshots, respectively. Results similar to those shown below were obtained from the halved test dataset, implying that the 1,120 snapshots are sufficient for estimating generalization errors.

B. Data preparation

The LR snapshots of velocity were obtained by applying the subsampling or average pooling to the HR snapshots, which were generated from the fluid simulations. Subsampling or average pooling has been employed in previous studies on fluid SR\(^{[1,7,8,14,23,24,25,35,36,43,44]}\).

The LR velocity data were obtained in four steps. First, a scale factor \( s \) was determined. When \( s = 2 \), for instance, an LR image is twice as coarse as the HR image. Second, an HR snapshot of size \( H \times W \) was resized to \( H' \times W' \), where \( H' \) (\( W' \)) was the multiple of \( s \) closest to \( H \) (\( W \)). Third, coarsening was performed on the resized HR snapshot by using subsampling or average pooling. In subsampling, pixel values were extracted at intervals of \( s \times s \). In average pooling, each non-overlapping area of \( s \times s \) was replaced with its mean. Fourth, the obtained snapshot of \( H'/s \times W'/s \) was resized to \( H \times W \). Bicubic interpolation\(^{[77]}\) was used in all cases of resizing mentioned above. The above algorithm was applied to \( u \) or \( v \) separately because each velocity component can be added or subtracted independently in the Cartesian coordinates.
The commutativity with rotation is noted here. As discussed in Section II.D, subsampling with an odd \( s \) commutes with the rotation in multiples of 90 degrees, while it does not when \( s \) is even. The average pooling commutes with the rotation regardless of the parity of \( s \) because the averaging operation does not depend on the orientation of images.

In preprocessing, velocity component \( u \) or \( v \) was scaled with the common parameter \( \sigma \) such that 99.9% of scaled values were within the range of \([-1, 1]: u \rightarrow u/\sigma \) and \( v \rightarrow v/\sigma \). This scaling is isotropic; hence, it preserves the rotational symmetry of velocity.

C. Implementation of CNNs

The CNNs were implemented with PyTorch\textsuperscript{22} 1.8.0 and e2cnn\textsuperscript{24} 0.2.1. The latter is a software library for the equivariant deep learning of two-dimensional images.

As for the \( C_n \)-equivariant CNNs, the hyper-parameter \( N \) was determined such that it reflected the rotational symmetry of the fluid system: \( N = 4 \) in the decaying turbulence and \( N = 2 \) in the barotropic instability experiment. The former is rotationally symmetric at every 90 degrees and the latter at 180 degrees. The effect of changing \( N \) is investigated in Appendix B.

The Adam optimizer\textsuperscript{23} was used coupled with the loss function of mean squared error. This loss is invariant to rotation. The mini-batch size for the DSC/MS and Eq-DSC/MS was 100, while that for the RRDN and Eq-RRDN was 32. The learning rate ranged between \( 1 \times 10^{-3} \) and \( 1 \times 10^{-4} \) and was generally the same for the DSC/MS and Eq-DSC/MS and for the RRDN and Eq-RRDN. Each training was terminated by early stopping with a patience parameter of 30 epochs, where 30% of the training data was used for the validation.

Data augmentation was not employed because of the following two reasons. First, data augmentation is not necessary for \( C_n \)-equivariant CNNs because they take rotational equivariance into account as prior knowledge\textsuperscript{24,25,26} Second, data augmentation may impose inappropriate symmetries that the original data do not possess. According to Section II.E, if data augmentation is not employed and the LR data generation commutes with the rotation, the rotational symmetry of fluid systems is reflected in datasets. Thus, without data augmentation, only the commutativity of LR data generation needs to be considered.

D. Evaluation metrics of CNNs

The following three metrics were utilized to evaluate the CNNs: norm error ratio, energy spectral error, and equivariance error ratio. An SR model, implemented by a CNN, is denoted by \( f: v_{\text{LR}}^{(i)} \rightarrow \hat{v}_{\text{HR}}^{(i)} \) where \( v_{\text{LR}}^{(i)} \) is a snapshot of LR velocity, \( \hat{v}_{\text{HR}}^{(i)} \) is the super-resolved velocity, and \( i \) is an index in the test dataset. The ground truth of HR velocity is denoted by \( v_{\text{HR}}^{(i)} \) without a hat.

The norm error ratio (NER) is a score for pixel-wise errors:

\[
NER = \frac{1}{M} \sum_i \left[ \frac{\sum_{\text{space}} \left\| \hat{v}_{\text{HR}}^{(i)} - v_{\text{HR}}^{(i)} \right\|}{\sum_{\text{space}} \left\| v_{\text{HR}}^{(i)} \right\|} \right],
\]

where \( \| \cdot \| \) represents the Euclidean norm and \( M \) is the size of the test dataset.

The energy spectral error (ESE) was introduced by Wang et al.\textsuperscript{27} to evaluate the validity of spatial patterns. The ESE is equal to the root-mean-squared error of the logarithm of the energy spectra between the inference and ground truth:

\[
ESE = \sqrt{\frac{1}{k_{\text{max}} M} \sum_{i,k} \left[ \log \hat{E}^{(i)}(k) - \log E^{(i)}(k) \right]^2},
\]

where \( k_{\text{max}} \) is the maximum of \( k \) and \( \hat{E}^{(i)}(k) \) and \( E^{(i)}(k) \) are the energy spectra of the inference and ground truth, respectively. The ESE is interpreted as the error of spatial correlations through the Wiener—Khintchine theorem.

The equivariance error ratio (EER) is defined by

\[
EER = \frac{1}{M} \sum_i \left[ \frac{\sum_{\text{central region}} \left\| f(\mathcal{R}_\theta \cdot v_{\text{LR}}^{(i)}) - \mathcal{R}_\theta \cdot f(v_{\text{LR}}^{(i)}) \right\|}{\sum_{\text{central region}} \left\| \mathcal{R}_\theta \cdot f(v_{\text{LR}}^{(i)}) \right\|} \right],
\]

where \( \sum_{\text{central region}} \) denotes the summation inside the brackets was taken over the central 48 × 48 pixels to avoid extrapolation effects such as zero padding. If an SR model is rotationally equivariant, the EER is nearly zero. The EER measures the rotational equivariance. If the rotation \( \mathcal{R}_\theta \) is replaced with another transformation in (10), the corresponding EER can be defined. The NER and ESE are referred to as the test errors and are distinct from the EER because the NER and ESE are based on the ground truth while the EER is not.

V. RESULTS AND DISCUSSION

A. Freely decaying turbulence experiment

This subsection compares the \( C_4 \)-equivariant CNNs with the original ones in the freely decaying turbulence experiment. We discuss the SR of the LR velocity generated by subsampling. Similar results were obtained for the LR velocity by average pooling. The scale factor \( s \) was fixed to odd numbers: \( s = 5, 9, \) or 13. The SR with an even \( s \) is examined in Section V.C.

The \( C_4 \)-equivariant CNNs reproduced HR velocity fields similar to those of the original CNNs. Figure 5 shows an example of the vorticity calculated from the super-resolved velocity when \( s = 9 \). The finite difference operation deriving the vorticity emphasizes the small-scale structure in the super-resolved velocity. Regarding the baseline of bicubic interpolation, the shape of each vortex is ambiguous, and the difference from the ground truth is large. All four CNNs accurately reproduce the small-scale structure. The snapshots of
vorticity by Eq-DSC/MS and Eq-RRDN are nearly identical to those by DSC/MS and RRDN, respectively.

The test errors of the $C_4$-equivariant CNNs were comparable to those of the original CNNs. Figure 6 shows the NERs of $C_4$ and ESE at $s = 5$, 9, and 13. Both errors increase as $s$ becomes large, likely because more small-scale components are removed from the input LR velocity and SR becomes more difficult. At each $s$, the test errors of Eq-DSC/MS and Eq-RRDN are approximately equal to or slightly smaller than those of DSC/MS and RRDN, respectively. Further, the test errors of RRDN and Eq-RRDN tend to be smaller than those of DSC/MS and Eq-DSC/MS. This result may be attributed to the fact that the RRDN and Eq-RRDN are deeper and have more learnable parameters than the DSC/MS and Eq-DSC/MS, as discussed below.

The original CNNs learned rotational equivariance from the training data, which explains why the original and $C_4$-equivariant CNNs show comparable accuracy in SR. Figure 7 shows the EERs at the various rotation angles when $s = 9$. The Eq-DSC/MS and Eq-RRDN show relatively small EERs ($\sim 10^{-1}$) at the multiples of 90 degrees [Fig. 7(b)], confirming the imposed $C_4$-equivariance as prior knowledge. The EERs shown by DSC/MS and RRDN at the multiples of 90 degrees are smaller than those shown at the other angles [Fig. 7(a)]. These EERs are approximately $10^{-2}$ (dashed lines) and on the same order of magnitude as the NERs in Fig. 6. Thus, it is difficult to distinguish between errors due to the SR and the rotation.

According to Sections II C through II E, the rotational symmetry of the decaying turbulence system is reflected in the rotational consistency of the dataset because of the subsampling of an odd number $s$ collimates with the 90-degree rotation. This consistency indicates that ordinary CNNs learn the $C_4$-equivariance if the dataset is sufficiently large. The result of Fig. 7 supports these theoretical suggestions.

Learning the $C_4$-equivariance implies that the number of effective parameters is reduced. Table I compares the numbers of all trainable parameters in the CNNs. The DSC/MS (RRDN) has approximately 7.8 (6.0) times more parameters than the Eq-DSC/MS (Eq-RRDN). This difference is due to the weight sharing imposed on the rotationally equivariant kernels. The DSC/MS and RRDN acquired the $C_4$-equivariance through training; thus, their kernel weights would have become closer to those of Eq-DSC/MS or Eq-RRDN. Recently, it has been pointed out that the effective degrees of freedom of NNs are much smaller than the total number of trainable parameters; however, the reasons for that reduction are not quite clear. Our result implies that an NN can learn the symmetry of a system, reducing the effective degrees of freedom.

When the training data size was decreased, the NER and EER increased for the original CNNs. Figure 8 shows the NERs and EERs at the various sizes of the training data, where the EER at 90 degrees was evaluated. For the DSC/MS and RRDN (dashed lines), the reduction in NER is associated with that in EER. This result implies that the acquisition of the $C_4$-equivariance contributes to reducing the test error or vice versa.

The test error was reduced more by imposing the $C_4$-equivariance, as the training data size became small. This imposition was achieved by sharing the weights in the convolution kernels, resulting in the EER being nearly zero for Eq-DSC/MS and Eq-RRDN [Fig. 8(b)]. The NERs of the $C_4$-equivariant CNNs (solid lines) are smaller than those of the original (dashed lines) [Fig. 8(a)]. This difference in NER tends to be larger as the data size decreases. Moreover, the NER difference between Eq-RRDN and RRDN is larger than that between Eq-DSC/MS and DSC/MS. Thus, the conversion to rotationally equivariant networks is more effective for the RRDN than for the DSC/MS. Those results can be explained by the fact that the RRDN has many more trainable parameters than the DSC/MS (Table I). The learning of the $C_4$-equivariance means that more kernel weights take similar values along the azimuthal and channel directions; or equivalently, the kernel pattern becomes similar to the pattern from the weight sharing of the $C_4$-equivariant kernel. This learning process may require more data as a CNN becomes deeper, i.e., an increase in trainable parameters. The imposition of rotational equivariance can eliminate the need for such a large dataset. The previous studies reported that rotationally equivariant CNNs are trainable and show higher accuracy than ordinary CNNs when the training dataset is small. Our result is consistent with theirs; in addition, we reveal that such equivariant CNNs may be effective when the original CNNs are deep.

### Table I. Numbers of trainable parameters in the CNNs.

| Model name                | Number of trainable parameters |
|---------------------------|-------------------------------|
| DSC/MS                    | 1,256,770                     |
| $C_4$-equivariant DSC/MS   | 18,564                        |
| RRDN                      | 209,552                       |
| $C_4$-equivariant RRDN     | 1,256,770                     |

B. Barotropic instability experiment

This subsection discusses the barotropic instability experiment. The results are similar to those of the decaying turbulence in the previous subsection. The main difference stems from the 180-degree rotational symmetry in the periodic channel. The $C_2$-equivariant CNNs were compared with the original ones. The LR velocity obtained by subsampling is super-resolved here by employing the RRDN and Eq-RRDN. Similar results were obtained for the LR velocity by average pooling. We also confirmed that the results are not strongly dependent on the network architecture, namely the RRDN or DSC/MS.

The Eq-RRDN reproduced HR velocity fields similar to those of RRDN. Figure 9 shows an example of the vorticity calculated from the super-resolved velocity when $s = 9$. The vortices obtained by bicubic interpolation have indistinct shapes. In contrast, the Eq-RRDN and RRDN accurately reproduce the change in the vortex shape associated with the collapse of the shear flow. Figure 10 shows the NERs and...
FIG. 5. An example of the vorticity calculated from the super-resolved velocity in the decaying turbulence. The low-resolution velocity was generated by subsampling with the scale factor $s = 9$. “Bicubic interp.” stands for bicubic interpolation. The bottom row shows the difference from the ground truth.

FIG. 6. Test errors of the super-resolved velocity in the decaying turbulence. The input low-resolution velocity was generated by subsampling. The norm error ratio (NER) and energy spectrum error (ESE) are defined by (8) and (9), respectively.

FIG. 7. Equivariance error ratio (EER) against the rotation angle in the decaying turbulence. The EER is defined by (10). The input low-resolution velocity was generated by subsampling with the scale factor $s = 9$. The intervals of rotation angles are $15^\circ$, where $0^\circ$ and $360^\circ$ are omitted. The horizontal dashed lines show $EER = 10^{-2}$. 
The RRDN acquired rotational equivariance through training. Figure 11 shows the EERs at 90 degrees against the various rotation angles when $s = 9$. The Eq-RRDN shows a relatively small EER ($\sim 10^{-6}$) at 180 degrees due to the imposed $C_2$-equivariance [Fig. 11(b)]. The EER of RRDN is the smallest ($\sim 10^{-2}$) at 180 degrees [Fig. 11(a)]. The result suggests that the RRDN has learned the $C_2$-equivariance from the rotationally consistent dataset, and this consistency may reflect the 180-degree rotational symmetry of the periodic channel (Sections II C and II D).

In addition, Fig. 11 implies that the Eq-RRDN and RRDN have learned the local equivariance, which may reflect the symmetry for local rotations. Compared with the other angles, the EERs are smaller not only at 180 degrees but also at 90 and 270 degrees. The rotations of 90, 180, and 270 degrees do not require spatial interpolation or extrapolation of velocity fields. This fact means that the EERs at those angles are solely due to the equivariance of an SR model. The rotational equivariance learned by the SR model may reflect some symmetry of the fluid system. However, the small EER at 90 or 270 degrees is not attributable to the global symmetry because the periodic channel is not rotationally symmetric at both angles. A possible explanation is that the local equivariance may reflect the symmetry with respect to local rotation in the channel flow.

C. Demonstration of breaking of rotational consistency in dataset

This subsection examines the example proposed in Section II D the rotational consistency in a dataset can be broken by subsampling with an even scale factor $s$. In this case, CNNs do not learn rotational equivariance (Section II C). Further, if rotational equivariance is forcefully imposed on an SR model, its accuracy is undermined. To demonstrate these points, the decaying turbulence experiment is investigated by using the RRDN and Eq-RRDN. Similar results were obtained in the barotropic instability experiment. We also confirmed that the results are not strongly dependent on the network architecture, namely the RRDN or DSC/MS.

Figure 12 shows the curves of EER [10] when $s = 4$ or 5. In the average pooling [Fig. 12(a)], the EER is small at the multiples of 90 degrees regardless of $s$. The average pooling always commutes with the 90-degree rotation and the training dataset is rotationally consistent, which indicates that the RRDN has learned the $C_4$-equivariance. In the subsampling [Fig. 12(b)], when $s = 5$ the EER curve is similar to that of average pooling, while it is not when $s = 4$; that is, the EER is the largest at 180 degrees. This result demonstrates that the subsampling of an even $s$ breaks the rotational consistency in datasets and CNNs do not learn rotational equivariance.

The accuracy of Eq-RRDN was undermined owing to the imposed $C_4$-equivariance when the dataset was not rotationally consistent. Figure 13 shows an example of the vorticity calculated from the super-resolved velocity. Here, the input LR velocity was generated by subsampling with $s = 4$. The vorticity field of Eq-RRDN shows larger errors than that of RRDN, and the error magnitude is close to that of bicubic interpolation. This result is different from that shown in Fig. 5 where the vorticity fields of all CNNs exhibit smaller errors than that of the bicubic interpolation.

Similar results were observed at other scale factors $s$. Figure 14 shows the EER and the difference in NER, $\Delta NER$, for $s$ between 4 and 10. Here, $\Delta NER$ is defined as the NER of Eq-RRDN minus that of RRDN. In the average pooling (gray), the EERs of RRDN are on the order of $10^{-2}$ [Fig. 14(a)], suggesting that the RRDN has learned the $C_4$-equivariance regardless of the parity of $s$. Further, $\Delta NER$ is always quite small [Fig. 14(b)], which is likely due to the RRDN being effectively $C_4$-equivariant. In the subsampling (hatched), the EER of RRDN is small when $s$ is odd as in the average pooling, while it is large when $s$ is even. This result suggests that in the latter case, the RRDN did not learn the $C_4$-equivariance. At the even $s$, the large $\Delta NER$ is found, where the error of Eq-RRDN was
FIG. 9. An example of the vorticity calculated from the super-resolved velocity in the barotropic instability. The input low-resolution velocity was generated by subsampling with the scale factor $s = 9$. “Bicubic interp.” stands for bicubic interpolation. The bottom row shows the difference from the ground truth.

FIG. 10. Test errors of the super-resolved velocity in the barotropic instability. The input low-resolution velocity was generated by subsampling. The norm error ratio (NER) and energy spectrum error (ESE) are defined by (8) and (9), respectively.

increased by forcefully imposing the $C_4$-equivariance.

VI. CONCLUSIONS

This study investigated the super-resolution (SR) of velocity fields in two-dimensional fluids from the viewpoint of rotational equivariance. The equivariance is generally defined as the property in which a function (e.g., an SR model) commutes with certain transformations (e.g., rotation).

We have theoretically discussed relationships among equivariance, covariance, and symmetry. The covariance in geometry generally describes the transformation laws of tensors under certain coordinate transformations. A vector is distinguished from a tuple of scalars through the difference in covariance. The equivariance of SR models is a sufficient condition for the covariance of super-resolved velocity vector fields. The rotational consistency in datasets is newly introduced as the invariance of pairs of velocity in high and low resolution (HR and LR). The rotational consistency in datasets is necessary and sufficient for SR models to acquire rotational equivariance through training when the datasets are sufficiently large. Furthermore, it is pointed out that under the following two conditions, the rotational symmetry of fluid systems leads to the rotational consistency of datasets: (i) HR velocity fields are directly generated from fluid experiments or simulations, and (ii) LR velocity fields are generated from the HR ones by an operation $\rho$ that commutes with rotation.

To demonstrate the above theoretical suggestions, this study performed SR with two existing convolutional neural networks (CNNs): the hybrid downsampled skip-connection/multi-scale model (DSC/MS) and the residual in residual dense network (RRDN). By using two types of CNNs, we confirmed that the present results are not strongly dependent on the network architecture. The rotationally equivariant DSC/MS and RRDN were obtained by replacing each layer with its equivariant counterpart. All CNNs were trained with pairs of HR and LR velocities. The HR velocity data were generated from the two-dimensional fluid dynamics simulations, whereas the LR velocity data were obtained as the subsampling or the average pooling of the HR velocity.

The rotationally equivariant CNNs exhibited higher accuracy in SR than the original CNNs (i.e., DSC/MS and RRDN) when the training data size was small. For the large dataset,
the accuracy of the original CNNs was comparable to that of the rotationally equivariant CNNs. This is explained by the fact that the original CNNs acquired rotational equivariance through training. The learning of equivariance may have reduced the effective degrees of freedom of CNNs. A deeper CNN may need more training data to acquire rotational equivariance. The need for such a large dataset can be eliminated by imposing the rotational equivariance as prior knowledge.

Even if a fluid system has rotational symmetry, this symmetry may not carry over to pairs of LR and HR velocities, and the dataset is not rotationally consistent. We have confirmed this hypothesis by comparing the methods that generate LR velocity, namely subsampling and average pooling. In subsampling at even intervals, the patterns of LR velocity depend on the orientation of HR velocity, breaking the rotational consistency in the dataset. In this case, the original CNNs did not learn rotational equivariance. Further, the accuracy in SR was reduced by forcefully imposing rotational equivariance on the CNNs. Therefore, when a rotationally equivariant CNN is used in SR, it is necessary to verify the rotational symmetry of the fluid system and the rotational consistency in the dataset.

There are at least three directions for future work. The first is the investigation of other equivariance in fluid SR, such as the Galilean invariance \cite{galilean} or scale equivariance \cite{scale_equivariance}. The second theme is the condition that characterizes relationships between fluid systems and datasets in terms of symmetry. The above two conditions (i) and (ii) may be too strict. For instance, the proposed conditions cannot be applied to datasets where the LR and HR flows are generated from separate fluid simulations. It will be necessary to relax the conditions for more realistic applications. The third involves SR on curved manifolds such as a sphere. The present paper utilizes the Cartesian coordinates on the flat plane, where the basis is identical at all locations. Generally, basis vectors depend on positions on manifolds, and the convolution must incorporate the difference in those bases \cite{convolution_curved}. Flows on a sphere such as the atmosphere may be suitable for examining the fluid SR on curved manifolds.
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Appendix A: Review on a theory of equivariant convolution

1. Special Euclidean group SE(2)

We briefly review a theory on the convolution equivariant to translation and rotation. \[^44,59,61\] This subsection introduces the combination of translation and rotation, namely the special Euclidean group SE(2).

The translation is first formulated for a position vector \(x = (x, y)^T\):

\[
\mathcal{T}_t \cdot x = x + t, \tag{A1}
\]

where \(t\) is a translation vector. An element of SE(2), \(\mathcal{G}_{\theta, t}\), acts on \(x\) as follows:

\[
\mathcal{G}_{\theta, t} \cdot x = (\mathcal{T}_t \mathcal{R}_\theta) \cdot x = \mathcal{R}_\theta x + t. \tag{A2}
\]

The covariance with respect to SE(2) is described for a scalar field \(\omega(x)\) and a vector field \(v(x)\) in the following:

\[
\mathcal{G}_{\theta, t} \cdot \omega(x) = \omega(\mathcal{R}_\theta^{-1}(x - t)), \tag{A4a}
\]

\[
\mathcal{G}_{\theta, t} \cdot v(x) = \mathcal{R}_\theta v(\mathcal{R}_\theta^{-1}(x - t)), \tag{A4b}
\]

\[
\mathcal{G}_{\theta, t} \cdot F(x) = Q_\theta F(\mathcal{R}_\theta^{-1}(x - t)). \tag{A4c}
\]

As in \[^3\], only the referred position is changed for \(\omega(x)\) in (A4a), whereas both the referred position and vector components are changed for \(v(x)\) in (A4b). Equation (A4c) is used in general cases, where the form of the matrix \(Q_\theta\) is determined by the type of \(F\). For instance, when \(F\) is a stack of vectors, \(Q_\theta\) is a block diagonal matrix consisting of \(\mathcal{R}_\theta\). When \(F\) is a tuple of scalars such as colors, \(Q_\theta\) becomes unity.

2. Linear constraint on equivariant kernels of convolution

The equivariance is achieved by sharing the weights in convolution kernels. \[^44,59,61\] The pattern of weight sharing is obtained by solving the linear constraint described below.
The convolution is defined as

\[ F^{(\text{out})}(y) = \kappa \ast F^{(\text{in})} = \int \kappa(y-x)F^{(\text{in})}(x) \, dx , \quad (A5) \]

where \( \ast \) stands for the convolution, input \( F^{(\text{in})} \) and output \( F^{(\text{out})} \) are tensors generally having different ranks, \( \kappa \) is a kernel, and the integral is performed over the continuous Euclidean plane without boundary. The multiplication between \( \kappa \) and \( F^{(\text{in})} \) is generally a matrix operation. The tensors \( F^{(\text{in})} \) and \( F^{(\text{out})} \) are transformed by an element of \( SE(2) \) as in Eq. (A4c):

\[
\begin{align*}
\mathcal{G}_{\theta,t} \cdot F^{(\text{in})}(x) &= \mathcal{G}^{(\text{in})}_{\theta} F^{(\text{in})}(R^{-1}_{\theta} (x-t)) , \quad (A6a) \\
\mathcal{G}_{\theta,t} \cdot F^{(\text{out})}(x) &= \mathcal{G}^{(\text{out})}_{\theta} F^{(\text{out})}(R^{-1}_{\theta} (x-t)) . \quad (A6b)
\end{align*}
\]

The covariance (A6) implies the equivariance of the convolution (A5). The sufficient condition for the equivariance is the following linear constraint on \( \kappa \):

\[ Q^{(\text{out})}_{\theta} \kappa(x) = \kappa(R_{\theta}x)Q^{(\text{in})}_{\theta} . \quad (A7) \]

Following Ref. 44, the equivariance is confirmed:

\[
\begin{align*}
\kappa \ast (\mathcal{G}_{\theta,t} \cdot F^{(\text{in})}) &= \int \kappa(y-x)Q^{(\text{in})}_{\theta} F^{(\text{in})}(R^{-1}_{\theta}(y-t)) \, dx' \\
&= \int \kappa(y-t-R_{\theta}x')Q^{(\text{in})}_{\theta} F^{(\text{in})}(x') \, dx' \\
&= \int \kappa(R_{\theta}(y-t-x'))Q^{(\text{in})}_{\theta} F^{(\text{in})}(x') \, dx' \\
&= Q^{(\text{out})}_{\theta} F^{(\text{out})}(R^{-1}_{\theta} (y-t)) ,
\end{align*}
\]

(A8)

where the fact that the Jacobian is unity under rotation is exploited. Equation (A8) indicates that the output \( F^{(\text{out})} \) is transformed according to a transformation of the input \( F^{(\text{in})} \), which is the definition of the equivariance (3). In application, a convolution kernel is given by a linear combination of the solution of (A7).

A few important mathematical results are mentioned here. The constraint (A7) is not only sufficient but also necessary for the equivariance of convolution. Moreover, a linear map is equivariant if and only if the map is the equivariant convolution. In the derivation of (A7), the two-dimensionality is not exploited; hence, the same constraint can be derived in the three-dimensional Euclidean space. The convolution satisfying (A7) is equivariant not only to the global rotation but also to local rotation; this is known as the gauge transformation.

4. Example 2: regular representation with point-wise kernel

The effect of changes in position is discussed first. Consider that the input and output are scalars. Scalar has a trivial representation; i.e., all \( Q_{\theta} \) such as in (A6) become unity. Consequently, the constraint (A7) becomes

\[ \kappa(x) = \kappa(R_{\theta}x) , \quad (A9) \]

where \( \kappa(x) \) is a real number depending on \( x \) and acts on a scalar field.

The rotation in multiples of 120 degrees is discussed as an example. A pattern having the wavenumber-3 structure such as \( \cos(3\phi) \) is a solution to (A9), where \( \phi \) is an azimuthal angle. Such a pattern is invariant to the rotation, implying that the output is rotated according to a rotation of the input. The radial structure is not determined by (A9); usually, a certain form such as Gaussian is assumed, and its amplitude is optimized by training.

There is a limitation to expressive power due to the rotational equivariance. For the conventional convolution, a kernel can learn an azimuthal pattern from data, whereas it is not necessarily equivariant to rotation. This is in contrast to the equivariant kernels; the azimuthal pattern is determined by the constraint (A9), which guarantees the rotational equivariance. This example indicates that the weights of equivariant kernels are shared along the azimuthal direction, and this weight sharing reduces the degrees of freedom of kernels.

4. Example 2: regular representation with point-wise kernel

The effect of \( Q_{\theta} \) in (A7) is discussed next. Consider that the convolution is point-wise; that is, the kernel size is \( 1 \times 1 \) pixel if the space is discrete. The input and output are assumed to be the same feature type. Equation (A7) is then simplified as follows:

\[ Q_{\theta} \kappa = \kappa Q_{\theta} , \quad (A10) \]

where the superscripts of \( \text{out} \) and \( \text{in} \) are omitted and the matrix \( \kappa \) spans the channel dimension.

The rotation in multiples of 120 degrees is discussed again. The regular representation is employed here, where the rotation is formulated as a permutation. Figure 15 is a schematic describing the action of the 120-degree rotation on a feature set. Each feature is identified as a vertex of an equilateral triangle. The rotation is regarded as the permutation of these vertices. Mathematically, the feature set in Fig. 15 \((a,b,c)^{T}\) is not a geometric vector; rather, it is regarded as a linearly transformed vector. The set \((a,b,c)^{T}\) can contain complex numbers, also implying that it is not a geometric vector. Ref. 44 discusses the difference between the real and complex representations. In the regular representation, all rotations are described with the following three matrices and
combinations thereof:

\[
Q_0 = \begin{pmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1 \\
\end{pmatrix}, \quad (A11a)
\]

\[
Q_{120} = \begin{pmatrix}
0 & 0 & 1 \\
0 & 1 & 0 \\
1 & 0 & 0 \\
\end{pmatrix}, \quad (A11b)
\]

\[
Q_{240} = \begin{pmatrix}
0 & 1 & 0 \\
0 & 0 & 1 \\
1 & 0 & 0 \\
\end{pmatrix}, \quad (A11c)
\]

The constraint \( (A10) \) must hold for all three matrices in \( (A11) \). The solution is

\[
\kappa = \begin{pmatrix}
\lambda_1 & \lambda_2 & \lambda_3 \\
\lambda_3 & \lambda_1 & \lambda_2 \\
\lambda_2 & \lambda_3 & \lambda_1 \\
\end{pmatrix}, \quad (A12)
\]

where \( \lambda_1, \lambda_2, \) and \( \lambda_3 \) are learnable parameters that are determined by training. The kernel \( (A12) \) has a regular order of \( \lambda_1, \lambda_2, \) and \( \lambda_3 \), which makes \( \kappa \) commutative with a permutation of rotation.

A limitation to expressive power is found again. The equivariant kernel \( (A12) \) has only 3 learnable parameters, although it is a \( 3 \times 3 \) matrix. In contrast, all 9 parameters are learnable in the conventional convolution, which is not necessarily equivariant to rotation. This example indicates that the weights of equivariant kernels are shared along the channel direction, and this weight-sharing reduces the degrees of freedom of kernels.

Appendix B: Dependency on the order of cyclic groups

This section examines the dependency that the rotationally equivariant CNNs have on the order \( N \) of the cyclic group \( \mathbb{C}_N \). The LR velocity generated by subsampling was super-resolved with the scale factor \( s = 9 \) in the decaying turbulence experiment. The test errors did not largely decrease as \( N \) was increased, which is in contrast to the result in image classification [9]. The results here suggest that \( \mathbb{C}_4 \) is a good selection for the hyper-parameter \( \mathbb{C}_N \).

Eq-DSC/MS is first examined. This model has various spatial sizes of kernels in the convolution layers (Fig. 5), all of which were fixed here. In each layer, the number of features was also fixed. For instance, if both input and output of a convolution layer are described with two sets of the regular representation, the number of channels is 16 for \( \mathbb{C}_8 \) and 24 for \( \mathbb{C}_{12} \). Thus, as \( N \) is increased, the number of trainable parameters increases.

The test errors did not significantly decrease with an increase in \( N \). Figure 16 shows the NER (8) and ESE (9) of Eq-DSC/MS for \( \mathbb{C}_4, \mathbb{C}_8, \) and \( \mathbb{C}_{12} \). Note that \( \mathbb{C}_4 \) is a subgroup of \( \mathbb{C}_8 \) and \( \mathbb{C}_{12} \). Both NER and ESE are the minima at \( \mathbb{C}_8 \). The reductions in NER and ESE are only approximately 3% compared with those at \( \mathbb{C}_4 \); even though the number of trainable parameters is approximately doubled from \( \mathbb{C}_4 \) to \( \mathbb{C}_8 \).

The Eq-RRDN is examined next. Generally, the spatial size of kernels needs to be larger when the order of \( \mathbb{C}_N \) is increased because spatial interpolation is used to determine the equivariant kernel weights [5]. Eq-RRDN is appropriate for an experiment varying both \( \mathbb{C}_N \) and kernel size because all kernels have the same spatial size (Fig 5). The Eq-RRDN consisting of one dense block (Fig. 4) was employed here to reduce the training cost. Each convolution layer utilized eight sets of the regular representation. For instance, the number of channels is 32 for \( \mathbb{C}_4 \) and 96 for \( \mathbb{C}_{12} \). Thus, as \( N \) is increased, the number of trainable parameters increases.

Again, the test errors did not significantly decrease with an increase in \( N \). Figure 17 shows the NERs (8) and ESEs (9) of Eq-RRDN against the various \( \mathbb{C}_N \) and spatial sizes of kernels. The error reduction achieved by increasing \( N \) is not as strong as that achieved by increasing the kernel size. A similar error reduction was observed for the RRDN, suggesting that the error reduction realized by increasing the kernel size was not due to the imposed equivariance. A comparison between \( \mathbb{C}_4 \) and \( \mathbb{C}_8 \) in the \( 3 \times 3 \) kernel (Fig. 17) shows that the NER and ESE decrease by only approximately 2%, even though the number of parameters is doubled from \( \mathbb{C}_4 \) to \( \mathbb{C}_8 \). The \( \mathbb{C}_4 \)-equivariance may be optimal in the decaying turbulence experiment from the viewpoint of the balance between the number of trainable parameters and the magnitude of test errors.

![Fig. 15. Schematic describing the action of the 120-degree rotation on a feature set \( (a, b, c) \) with the regular representation. The matrix of \( Q_{120} \) in \( (A11b) \) is used in the figure.](image)

![Fig. 16. Test errors against the orders of cyclic group \( \mathbb{C}_N \) used in the Eq-DSC/MS. The low-resolution velocity was generated by subsampling with the scale factor \( s = 9 \) from the decaying turbulence experiment. The NER (norm error ratio) and ESE (energy spectrum error) are defined by (8) and (9), respectively.](image)
**FIG. 17.** Test errors against the various \( C_N \) and kernel sizes used in the Eq-RDNN. The low-resolution velocity was generated by sub-sampling with the scale factor \( s = 9 \) from the decaying turbulence experiment. The NER (norm error ratio) and ESE (energy spectrum error) are defined by \( \text{(8)} \) and \( \text{(9)} \), respectively.

| NER       | C4 | C8 | C12 |
|-----------|----|----|-----|
| 0.040     | II | III| III |
| 0.035     | III| III| III |
| 0.030     | III| III| III |

| ESE       | C4 | C8 | C12 |
|-----------|----|----|-----|
| 1.1       | III| III| III |
| 0.8       | III| III| III |
| 0.6       | III| III| III |

|        | Kernel 3×3 | Kernel 5×5 |
|--------|------------|------------|
| Cycle group |                |            |

---
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