Disentangling choice value and choice conflict in sequential decisions under risk
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Abstract

Recent years have witnessed a surge of interest in understanding the neural and cognitive dynamics that drive sequential decision making in general and foraging behavior in particular. Due to the intrinsic properties of most sequential decision-making paradigms, however, previous research in this area has suffered from the difficulty to disentangle properties of the decision related to (a) the value of switching to a new patch versus, which increases monotonically, and (b) the conflict experienced between choosing to stay or leave, which first increases but then decreases after reaching the point of indifference between staying and switching. Here, we show how the same problems arise in studies of sequential decision-making under risk, and how they can be overcome, taking as a specific example recent research on the ‘pig’ dice game. In each round of the ‘pig’ dice game, people roll a die and accumulate rewards until they either decide to proceed to the next round or lose all rewards. By combining simulation-based dissections of the task structure with two experiments, we show how an extension of the standard paradigm, together with cognitive modeling of decision-making processes, allows to disentangle properties related to either switch value or conflict. Our study elucidates the cognitive mechanisms of sequential decision making and underscores the importance of avoiding potential pitfalls of paradigms that are commonly used in this research area.

Author summary

A large body of work has investigated how people make sequential decisions under risk. For instance, how people decide whether to continue gambling for potentially greater rewards or to cash in to avoid losing everything. Here, we identify a critical confound in this line of research, between (a) the value of switching and (b) the amount of conflict between choosing to stay or switch. Using a previously proposed paradigm (i.e., the pig dice game) as an example, we replicated behavior from a recent study and showed that switch value is highly correlated with choice conflict. By simulating behavior across hypothetical contexts, we then identified and tested novel variants of this task that allow to deconfound switch value and conflict. However, only by means of sequential sampling
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modeling we could conclude that it is conflict rather than switch value that drives response times in this task. Sequential sampling modeling also shows how the switch value influences other cognitive components in this task.

1 Introduction

Sequential decision making refers to situations in which we continue to take a series of similar actions until we either decide to stop or are required to do so. A very prominent case of sequential decision making is foraging. A foraging animal collects food from their current patch of land (e.g., a grazing area), where resources are gradually depleting, until it decides to leave this patch for a new one, or until no resources are left. Humans face similar dilemmas on a regular basis. A characteristic example are housing bubbles. The longer we wait to sell a house, the higher the potential gain as long as the prices keep increasing. But if the housing market collapses, we might have to sell the house at a price that is even lower than the acquisition costs. Critically, both the grazing animal and the house seller need to trade off the expected benefits and risks of staying in the current situation against those of making a switch [1]. An inherent property of sequential decision-making problems is that this trade-off between staying and switching becomes increasingly difficult the longer one stays in a given environment [2]. Thus, when the animal starts to exploit a new and rich patch, it is obvious that the animal should keep harvesting from the patch for a while. However, as the patch gets more and more depleted, the expected benefits from staying and switching become increasingly similar. The marginal value theorem predicts that a reward-maximizing animal will leave the old patch as soon as the expected benefits of switching is equal to or higher than the expected benefits of staying [1]. As a consequence, the final decision is usually made at the indifference point (IP) between staying and switching [2], which reflects the point of maximal choice conflict. Choice conflict in this context is a latent variable that cannot be observed directly but must be inferred from modeling the choices of a decision maker, taking into account their own idiosyncratic preferences (e.g., risk tendencies).

This feature of sequential decision making has been the center of a recent controversy on the neural basis of foraging [3, 4]. In particular, it has been debated whether the dorsal anterior cingulate cortex (dACC) encodes either the value of switching to the next patch (henceforth: ‘switch value’) [5] or the conflict of choosing whether to stay or to switch [2, 6]. The methodological challenge behind this debate is that both the switch value and the conflict rise until the IP, and thus can be confounded when used as predictors for neural activity (Fig 1). A distinction is only possible after reaching the IP, when switch value keeps rising while choice conflict declines (as the decision to switch becomes more and more obvious; see shaded grey areas in Fig 1). Thus, the two can be dissociated by modifying standard foraging tasks so that more decisions are made after the IP. For example, one could create situations of heavily depleted patches, such that the switch value is very high while choice conflict is relatively low, as it is quite obvious to decide to move away from the depleted patch.

Notably, the same methodological challenge can also be found in sequential decision making under risk and uncertainty. A prominent example of this type of task is the Balloon Analogue Risk Task (BART), which involves inflating a virtual balloon with sequential pumps. Participants accumulate more money the larger the balloon gets, but lose that accumulated money if the balloon pops [7]. Thus, each decision to pump the current balloon rather than cash in and move on to the next balloon comes with potential risk and reward. Consistent with the foraging literature discussed above, neural signals that increase with every pump have been
found in dACC [8], but it remains unclear whether these signals represent the value of cashing in (i.e., switch value), choice conflict, escalating risks, or simply the number of executed pumps per round.

A recent study [9] attempted to tackle this question using a similar task, based on the dice game ‘pig’. In this game, participants repeatedly roll a die in a series of rounds. Every time they roll a die and a number between 2 and 6 faces up, that number is added to their accumulated reward for that round. If they roll a 1, however, the round ends and they lose the rewards accumulated in that round. After every roll of a die that does not result in a 1, participants can choose whether to terminate the current round or to continue rolling the die (Fig 2A). If they decide to terminate, the cumulative sum of rewards is cashed in. Their ultimate payoff depends on the average cumulative sum of rewards per round, so the potential costs of rolling a 1 (and thus losing everything) must be traded off against the disadvantage of cashing in too early (and thus collecting too little for that round). In fact, the expected value (EV) maximizing policy for a risk-neutral player is to keep rolling until the expected loss amount is higher than the EV of one more roll [9]. Thus, the ‘pig’ game exhibits a simpler and less ambiguous definition of the optimal policy compared to the BART, offering a more transparent quantification of risk and expected value (in the BART, participants can only obtain an accurate belief of the loss probability after observing many explosions of the balloon). Still, it shares the BART’s sequential decision-making structure (and that of foraging tasks), and with it the difficulty to separate choice conflict from switch value. Meder and colleagues [9] reported that neural activity in dACC scaled linearly with the cumulative sum of rewards in each round (which effectively represents the switch value in this task), and found a significant correlation between the cumulative sum of rewards and response times (RTs). They concluded that their data provided evidence in support of the switch-value hypothesis and against the conflict hypothesis [5].

Generally speaking, contrasting the two hypotheses of choice conflict versus switch value is important for understanding the computational and neural basis of these sequential decision-making tasks and others. With respect to the dACC, for instance, it is critical to understand
whether this region encodes information related to or correlated with choice conflict—such as task difficulty, error likelihood, mental effort costs, or surprise [10]—or whether it encodes information specifically relevant to adaptive foraging.

The purpose of the current study was to stress the need for careful consideration of a task's structure as well as to demonstrate the benefits of employing computational modeling of behavior when studying sequential decision making. To this end, we used the 'pig' dice game as an exemplary sequential decision-making paradigm and subjected it to careful theoretical and empirical examination. In the following, we will first show that the standard version of the 'pig' dice game cannot dissociate variability in switch value (or in the number of choices to
continue within a given round) from variability in choice conflict. As a consequence, it would be very difficult to disentangle the relative contributions of these variables to neural activity measured while performing the task. Second, we will introduce a simple extension of the paradigm to mitigate this shortcoming. Third, we will present results from two behavioral experiments, one a replication of the original and the other a novel extension of the task that was designed to better discriminate switch value and conflict. Finally, we will use modeling of choice and RT data via the diffusion decision model (DDM, [11, 12]) to map different task dynamics onto parameters of a well-established computational model of decision making.

2 Results

2.1 Structure of the ‘pig’ dice game and modifications

In the version of the ‘pig’ dice game used by Meder and colleagues [9], the dice numbers were multiplied by 10 to specify the rewards. For example, cashing in after rolling a dice three times with numbers 3, 5, 5 would lead to a cumulative sum of rewards of 30+50+50 = 130 (top example in Fig 2A). On the other hand, if a 1 is rolled after 3, 3, 4 are rolled, the reward is not 110 but 0 (bottom example in Fig 2A). The time that participants spent on the entire task was fixed, and the monetary payoff was based on the average number of rewards collected per round. This combination of task design and incentive structure implies a fairly simple definition of the optimal strategy for a risk-neutral player who seeks to maximize EV. The player should continue rolling the die until a cumulative sum of rewards of 200 has been reached and then terminate the current round by cashing in (i.e., IP = 200). The rationale behind this EV-maximizing strategy is that the expected loss of rolling a 1 on the next try exceeds the expected gain of rolling one of the other numbers as soon as more than 200 points have been accumulated.

In this standard version of the game, it takes 4–10 consecutive die rolls to accumulate 200 points. Once that number is reached or crossed, points accumulate at a similarly gradual pace. Given that the latent variable of choice conflict for a risk-neutral player is by definition maximal at 200 points (i.e., at the player’s IP), it is likely that this player will need to make several choices to reach their IP. At the same time, it is unlikely that the player will continue to try accumulating rewards past their IP for long. In other words, the design of this task creates a strong imbalance in the number of decisions prior to and past the IP. This presents a significant challenge for disentangling correlates of reward accumulation and choice conflict, because it means that having greater accumulated reward will also generally mean being nearer to one’s IP (i.e., in a state of greater choice conflict about whether to continue or stop).

To demonstrate this, and to quantify the relationship between reward accumulation and choice conflict under different task conditions, we simulated a participant playing this game who chooses to continue or to stop in a probabilistic manner depending on the current distance of the cumulative rewards from 200 (the risk-neutral IP, details provided in Methods, Fig 2C, yellow curve). On average, this participant made only 9.7% of their decisions to stop the round past this IP. We then varied these risk preferences (IPs) across 100 simulated players (risk neutral on average, and with different sensitivity to value differences, details provided in Methods) and found that, across this population, players made only between 6% and 13% (10% on average) of their decisions past their IP (Fig 2C, where P losing = 1/6). This means that most of the times they make a decision, the cumulative sum is lower than their IP. This low proportion of choices past IP was higher when for risk-averse participants (i.e., IP < 200) compared to risk-seeking participants (i.e., IP > 200) (see Fig 2D, yellow dots).

To mitigate the imbalance of decisions before and after the IP, one can simply increase the probability of losing the cumulative sum of rewards at each roll of the die. In the standard
version, participants have a 1/6 chance of losing with each roll (i.e., if they roll a 1). If this probability is increased to 2/6 (e.g., lose with a roll of 1 or 3) or to 3/6 (e.g., lose with 1, 3, or 5), then the optimal strategy is to shift one’s IP substantially downward. For a risk-neutral participant, this IP would be 85 points for the 2/6 case or 40 for the 3/6 case (Fig 2B, pink and blue curves). As a consequence, participants are expected to make fewer decisions prior to reaching their IP (because these lower IPs will be reached with fewer die rolls) and thus to have more balanced numbers of decisions before and after reaching their IP. Indeed, our simulations predict that participants will make 30% of their decisions past their IP when the probability of losing is 2/6, and that this number increases to 61% when the probability of losing is 3/6 (Fig 2C and 2D; see also Fig A in S1 Text for a group of simulated, on average risk-averse participants).

We tested these predictions empirically across two experiments. The purpose of Experiment 1 was to test whether we can replicate the central results of Meder and colleagues [9]. We also sought to substantiate our critique of the standard version of the task with empirical data. In Experiment 2, we tested the standard version together with the two proposed changes of loss probabilities as described above in a within-subject design.

2.2 Experiment 1: Replication of the standard ‘pig’ dice game

Participants (N = 30) performed the standard version of the ‘pig’ dice game with a constant 1/6 probability of losing with each roll. To estimate each participant’s IP, we regressed the decision to stop or to continue onto the cumulative sum of rewards for a given round, using a hierarchical Bayesian logistic regression model (details provided in the Methods section). The cumulative sum of rewards was a good predictor for the probability of stopping, as indicated by a well-above-zero regression coefficient (the 95% highest density posterior density interval, or HDI, was between 0.03 and 0.05, Fig 3A and Table A in S2 Text). The odds ratio, calculated on the mean of the estimated posterior distribution of the logistic regression coefficient was 1.04. The Bayesian R squared [13] of the logistic regression had a median of 0.62 (HDI = [0.61, 0.63]) (see Fig A in S3 Text). In line with Meder and colleagues [9], we found that the average estimated IP was below the EV-maximizing IP of 200 (HDI = [92.73, 163.06], Fig 3B), indicating risk aversion. Similarly to the results of our simulations, our participants made only very few decisions after the IP (M = 17.1%, SD = 10.7%, Fig 3C). We also calculated the Spearman’s rank correlation between the estimated trial conflict (based on the logistic regression results) and the cumulative sum of rewards. This gives us an idea of how likely it is to dissociate switch value from conflict in this task. The Spearman correlation coefficient was on average .78 (SD = .26) across participants (with 96% of the p values being < 0.01, and 51% of the participants having a coefficient higher than .9).

The low number of decisions made after reaching the IP confirms our simulation results reported above and call into question whether the standard version of the task is suitable to isolate choice conflict from other factors that may drive behavior, such as the expected utility of stopping. Nevertheless, we tried to identify such potential effects by analyzing the RT data of Experiment 1. More specifically, we fitted a hierarchical Bayesian linear regression model (details provided in the Methods section) that regressed log(RT) onto the predictor variables round number, within-round draw number (i.e., the number of times a dice was rolled within a round of the pig dice game), and cumulative sum of rewards. By doing so, we found influences on RT for all predictor variables except for the cumulative sum of rewards (see Fig 3D and Table B in S2 Text). The Bayesian R squared of the linear regression had a median of 0.62 (HDI = [0.61, 0.63]) (see Fig A in S3 Text). A careful look at the development of RT over the course of the round of the game indicates that it is difficult to decipher whether RT decreased beyond the IP (Fig 3E), consistent with the fact that there were relatively few trials after the IP.
More specifically, when comparing the predicted mean RT data at the points of maximum and minimum conflict (Fig 3F) we would expect to see a clear difference (with RT data at the point of maximum conflict being slower), but the 95% HDI of the respective posterior predictives mostly overlap.

To summarize, in Experiment 1 we were able to replicate key behavioral patterns observed in [9] when participants perform a version of the pig dice game with a 1/6 probability of loss. In particular, we show that stopping choices are highly sensitive to the cumulative sum of reward within a round, that participants are on average risk averse, and that RTs demonstrate a trend towards increasing with cumulative sum of rewards. At the same time, we were also able to show that under this task design participants made the vast majority (> 80%) of their...
choices before hitting their IPs. As a result, there were many more trials where the obvious choice was to continue than there were where the obvious choice was to stop, and thus the value of switching tended to be highly correlated with choice conflict. We next examined whether these variables could be decorrelated by modifying the task to better balance the number of choices on either side of one’s IP.

2.3 Experiment 2: Extension of the ‘pig’ dice game

Participants (N = 50) performed a variant of the task in which the probability of losing at every die roll varied across conditions between 1/6, 2/6, and 3/6. As expected, the logistic regression analysis of choices (details about how these analyses were adapted for Experiment 2 are provided in the Methods section) made in this experiment revealed that (1) the cumulative sum of rewards was a good predictor for the probability of stopping in all conditions, as indicated by well-above-zero regression coefficients (HDI = [0.03, 0.05], [0.07, 0.09], [0.09, 0.14] for the 1/6, 2/6, and 3/6 conditions, respectively; Fig 4A and Table A in S2 Text), and (2) the average IP was substantially lower for the two added conditions (standard 1/6 condition: HDI = [108.75, 189.74]; 2/6 condition: HDI = [56.83, 92.89]; 3/6 condition: HDI = [26.56, 49.21]; Fig 4B). Note that in these analyses we tested the effect of the cumulative sum of rewards separately per condition (for an alternative analysis using the condition as a predictor and testing the interaction between condition and the cumulative sum of rewards see S4 Text. The odds ratio, calculated on the mean of the estimated posterior distribution of the logistic regression coefficients was 1.04, 1.08, 1.12 for the 1/6, 2/6, and 3/6 conditions, respectively. The Bayesian R squared of the logistic regression had a median of 0.80 in the 1/6 condition (HDI = [0.788, 0.802]), 0.86 in the 2/6 condition (HDI = [.856, .866]), and .905 in the 3/6 condition (HDI = [0.901, 0.909]) (see Fig B in S3 Text). The group-level IPs were all lower than the ‘risk-neutral’ IPs in their respective conditions, meaning that participants were on average risk-averse in all three conditions. Most importantly, the proportion of decisions made after the IP was substantially greater in the 2/6 condition compared to the 1/6 condition (with a mean difference equal to .13, \(p_{\text{adjusted}} = .018\), DOF = 114, Tukey’s Test adjusted), and in the 3/6 condition compared to the standard 2/6 condition (with a mean difference equal to .31, \(p_{\text{adjusted}} = .001\), DOF = 114, Tukey’s Test adjusted) (Fig 4C). As for Experiment 1, we also calculated the Spearman’s rank correlation coefficient between the estimated trial conflict (based on the logistic regression results) and the cumulative sum of rewards. The Spearman’s coefficient was on average .85 (SD = .28, with 97% of the p values being < 0.01 and 72% of the participants having a coefficient higher than .9) across participants in the 1/6 condition, .42 (SD = .57, with 87% of the p values being < 0.01 and 25% of the participants having a coefficient higher than .9) in the 2/6 condition, and -.42 (SD = .62, with 87% of the p values being < 0.01, 2% of the participants having a coefficient higher than .9 and 32% having a coefficient smaller than -.9).

As with Experiment 1, we tested the influence of round number, decision number, and cumulative sum of rewards on RT data (Table B in S2 Text). Similar to Experiment 1, there was a negative effect of round number on RT in the 1/6 condition (implying faster decisions later in the experiment), but no systematic effects in the other two conditions. The coefficient for the decision number was above 0 for the 1/6 and 2/6 condition (implying slower decisions later in a trial). Most importantly, the cumulative sum of rewards coefficient was lower than 0 in the 3/6 condition, around 0 in the 2/6 condition, and positive in the 1/6 condition. This shows that the relationship between cumulative sum of rewards and RT critically depends on the task settings: As the proportion of decision after the IP increased, the effect of reward sum on RT turned from positive to negative. The Bayesian R squared of the linear regression had a
median of 0.59 in the 1/6 condition (HDI = [0.58, 0.60]) (see Fig B in S3 Text), 0.63 in the 2/6 condition (HDI = [0.62, 0.64]), and .62 in the 3/6 condition (HDI = [0.61, 0.64]).

We also looked at the posterior predictive distributions of RT as a function of the predicted probability to stop (Fig 4E and 4F). Even though on average the RT was lower at a stop probability close to 1 across all conditions, this analysis did not provide conclusive evidence for a decline of RT after the IP. To confirm this point, we also fit linear regression models to predict RTs from cumulative sum of rewards after the IP, separately by participant and condition. On average the cumulative sum of rewards was -0.0001 in the 1/6 condition (SD = 0.003, 5% with p < .01), -0.001 in the 2/6 condition (SD = .003, 7% with p < .01), and -0.002 in the 3/6 condition (SD = 0.003, 8% with p < .01). Therefore, we proceeded with simultaneously fitting choice and RT data using a sequential sampling modeling.
approach. The WAIC of the logistic regression model on choice was 10515, while for the linear regression model on RTs was 6013.

2.4 Sequential sampling modeling

The previous sections provide evidence that switch value and choice conflict are confounded in standard versions of the 'pig' dice game (and any games that share an analogous structure). While, under the appropriate experimental conditions (i.e., higher probabilities of loss), it is possible to increase the number of trials after the estimated IPs, it is still unclear whether this can help identify a (non-monotonic) decline of RT after the IP that would be consistent with the choice conflict hypothesis. This might be because we have thus far relied on separate regression analyses for choice and RT data. As a result, we did not take advantage of the joint information provided by both choice and RT data (and by the full shape of the RT distribution). At the same time, we also did not account for potential asymmetries in the speed with which one chooses to continue versus stop the round, and for ways in which different conditions may affect how cautious participants are in making their decisions. To address these gaps, we present and compare different variants of a process model for decisions made in this game, based on the sequential sampling modeling framework.

Sequential sampling models allow us to fit choice and RT data jointly in order to map them onto meaningful model variables and parameters. In essence, sequential sampling models assume that a decision emerges from a noisy process of evidence accumulation that is terminated as soon as a targeted level of evidence in favor of a particular choice option has been reached [14–17]. We used the core version of the DDM with its four parameters drift rate, boundary separation, starting point, and non-decision time, but no across-trial variability parameters. The drift rate $d_t$ was linked to the utility difference between choosing to continue (vs. to stop) by specifying it at every decision point $t$ as:

$$d_t = d_0 + d_1 \Sigma_t,$$

where $\Sigma_t$ refers to the cumulative sum of rewards, and $d_0$ and $d_1$ are free parameters. A positive drift rate favors the decision to stop, and a negative drift rate favors the decision to continue. It follows that this specification of the drift rate implicitly models choice conflict: As long as $d_0 < d_1 \Sigma_t$, there is more evidence for continuing, but as soon as $d_0 > d_1 \Sigma_t$, there is more evidence for stopping. Critically, at the IP, we have $d_0 = d_1 \Sigma_t$, which implies that the probability to choose either option is $0.5$, the expected RT is longest, reflecting maximum choice conflict. Therefore, we can use the DDM to infer participants’ IPs on the basis of their joint choice and RT data and model risk preferences similarly to how it is done in the logistic regression model. In addition to modeling the influence of accumulated reward on drift rate, we also generated variants of the DDM in which the drift rate was modulated by the decision number (i.e., by substituting the decision number within rounds to $\Sigma_t$ in Eq 1), and that allowed for the possibility that either the cumulative sum of rewards or the decision number might affect the threshold for responding (e.g., participants could become increasingly cautious after each ‘continue’ decision) or bias the starting point (e.g., the evidence required for making a ‘top’ decision could be lowered after each ‘continue’ response). Since the threshold parameter must be positive, the equation for the threshold modulations was a softplus transformation of Eq 1:

$$A_t = \log (1 + \exp (d_0 + d_1 \Sigma_t)),$$

where $A_t$ is the threshold at decision $t$. Since the relative starting point can vary from 0 to 1, we used the Phi transformation instead (i.e., the cumulative function of the standard Gaussian
where $z_t$ is the relative starting point at decision $t$. We also fitted a baseline model in which none of the parameters was modulated by task variables.

The DDM variants were fitted to the choice and RT data of Experiment 2 using a hierarchical Bayesian modeling approach (details are provided in the Methods section). Importantly, all models assumed different sets of parameters across the different conditions of the 'pig' dice game. In total, we compared 19 different DDM variants against each other, including a baseline model that assumed fixed drift-rate, threshold, and starting-point bias for every decision. As can be seen in Fig 5, the DDM variant that provided the most parsimonious account of the data assumed that cumulative sum of rewards impacted all of the considered DDM parameters (i.e., drift rate, threshold, and starting-point bias). In general, all models where the drift rate was modulated by the decision number fitted the data worse than the models where the drift rate was modulated by the cumulative sum of rewards (see S5 Text for the full model comparison including all 19 models). Closer inspection of the posterior predictive distributions of the parameters coefficients (see Table C in S2 Text and Fig 6A) indicated that cumulative sum of reward had the expected influence on the drift rate, with parameter $\delta_1$ being well above 0 in all three conditions.

In the 3/6 condition but not the other two conditions, increases in the cumulative sum of rewards were also associated with higher thresholds, indicating greater overall caution when a lot of rewards had been collected. Across all three conditions, we also found that greater cumulative rewards were associated with a shift in one’s starting point towards the boundary for continuing (vs. stopping). While this may seem counter-intuitive at first (given that participants will also be increasingly likely to stop as cumulative reward increases), we speculate that it may reflect a bias towards repeating the previous response(s) (i.e., perseveration; [18–20]).

**Fig 5.** Model comparison of diffusion decision models (DDMs) based on WAIC (data: Experiment 2). All the models included here have their drift-rate modulated by the cumulative sum of rewards, while their thresholds and starting-point could be either fixed (not modulated), or modulated by either the decision number or the cumulative sum of rewards. Lower WAICs indicate better fits to data after accounting for model complexity. The bars represent the estimated WAIC: **“Best model.” These models do not fit credibly worse than the best model.**

https://doi.org/10.1371/journal.pcbi.1010478.g005
Analogous to the logistic regression analysis, we estimated the IP based on the drift-rate coefficients at a group-level and, based on them, the number of trials before and after the IP:

\[
IP = \frac{-\delta_0}{\delta_1}.
\]

The estimated IP were similar to the ones obtained from the logistic regression: HDI = [115.00 190.98] (standard 1/6 condition); HDI = [61.67 89.19] (2/6 condition); and HDI = [27.50 45.91] (3/6 condition), confirming that participants were on average risk-averse in all three conditions. Accordingly, we also obtained a similar percentage of decisions made after the IP (Fig 6E): again, they were substantially more in the 2/6 condition compared to the 1/6 condition (with a mean difference equal to 0.14, \(p_{\text{adjusted}} = .018\), DOF = 116, Tukey’s Test)
adjusted), and in the 3/6 condition compared to the standard 2/6 condition (with a mean difference equal to .32, \( p = .001 \), Tukey’s Test adjusted). For a direct comparison of the logistic and DDM coefficients, see S6 Text).

By estimating the posterior predictive distributions of mean RT for different probability to stop (Fig 6B) we could confirm one of our central hypotheses, namely that the RT decrease after the IP, and thus reflect choice conflict rather than switch value. More specifically, when comparing the predicted RT for a stop probability close to .5 (i.e., when being at the IP) against the predicted RT for a stop probability close to 1 (i.e., when being well beyond the IP) the difference between mean RT is higher in our proposed conditions (i.e., conditions 2/6 and 3/6) compared to the original one (i.e., condition 1/6) (Fig 6C).

Taken together, the sequential sampling modeling analyses confirm that both choice and RT data in the ‘pig’ dice game primarily reflect choice conflict, and that RT data exhibit a non-monotonic relationship with the cumulative sum of rewards (i.e., switch value), insofar as they first increase up to the IP but then decrease after it. In addition, we found that switch value exerted multiple influences on behavior by affecting the drift rate, the starting-point bias, and (in the 3/6 condition) the boundary separation.

3 Discussion

In this study, we sought to illustrate difficulties inherent to studies of sequential decision-making under risk, in teasing apart how people process the value of switching (stopping a given round and cashing out) from conflict over whether to stay or switch. We further demonstrated how these challenges can be overcome through a combination of cognitive modeling, model-driven experimental modifications, and advanced statistical analyses. To this end, we took the ‘pig’ dice game as an exemplary paradigm of sequential decision making. In this task, a player can pile up rewards over a sequence of repeated die rolls while facing a constant threat of losing all of the collected rewards. By analyzing the expected behavior of a rational (i.e., risk-neutral) agent, we demonstrated that the standard version of the task may not be able to disambiguate choice conflict and switch value (here conceptualized as the sum of collected rewards within a round) because of the limited number of decisions made after the IP. Thus, we extended the ‘pig’ dice game by adding two new conditions, in which we increased the probability of losing the cumulative sum of rewards. This modification led to a more balanced design of the task. Ultimately, the simultaneous modeling of choice and RT data with the DDM allowed us to identify both influences of choice conflict as well as switch value, and to map those influences onto different DDM parameters.

Our findings have broad implications for research into sequential decision-making in general and foraging-like settings in particular. With respect to research on foraging, our results confirm that the pig dice task, as originally devised, faces significant challenges in disentangling contributions of switch value (cf. foraging value) from those of choice conflict when investigating underlying mechanisms, as [9] attempted to do. While we did not collect neural data in this study, we did replicate their behavioral findings with an identical task design (Experiment 1) and showed that proper estimates of choice conflict for such a design are highly collinear with estimates of switch value. Our results are silent on which of these variables better accounts for dACC activity during such a task, but our normative and empirical findings from Experiment 2 suggest a clear path towards resolving this question. Previous studies by Shenhav and colleagues applied this same approach to deconfound foraging value and choice conflict in a non-sequential foraging choice task (originating in [5]) and demonstrated that choice conflict consistently accounted for dACC activity during these choices better than foraging value [2, 6, 21]. While questions remain regarding whether foraging value signals might emerge by
altering other properties of this experimental design (e.g., the reward-related cues), this approach was successful at unambiguously disentangling conflict and foraging value by enabling the authors to test for qualitatively distinct patterns of neural activity (i.e., ones that vary monotonically vs. non-monotonically). It remains to be determined whether a deconfounded version of the ‘pig’ dice task (e.g., our Experiment 2) would continue to demonstrate that dACC tracks switch value (e.g., cumulative sum of rewards) or whether it would determine that activity previously attributed to switch value is in fact better accounted for by choice conflict. Importantly, in extending these theoretical and empirical findings to the domain of sequential choices, our current work provides an even richer account of relevant real-world choice settings, including how trial history effects within such settings help shape choice behavior over the course of a patch/round (see also [22]).

There is a plethora of work showing that people can adapt their choice strategies to different environments [23–26]. Thus, it is possible that participants used different strategies in the three different conditions. Take the 3/6 condition as an example, in which the loss probability at every decision point is 50%. Effectively, this eliminates the sequential element of the task, which is usually characterized by a sequence of multiple consecutive actions that are terminated by a final choice (see Introduction). Therefore, participants may have employed a choice strategy in this condition that is typical of and appropriate for standard 2-alternative-forced-choice tasks and that is well-captured by the DDM. In the other two conditions, however, they may have used a different strategy that could have resulted in different dynamics. Although we cannot rule out this possibility, our modeling results speak against the notion of different strategies, as the DDM provided a good account of the behavioral data across all conditions, and the choice dynamics remained stable in most aspects. Furthermore, we suppose that the within-subject design of Experiment 2, in which each participant was required to perform all three conditions, should have discouraged the adoption of different choice strategies from one condition to the next.

As stated above, the present work has strong connections to both the foraging literature and sequential decision making under risk and uncertainty. The latter does not only include the BART and the ‘pig’ dice game, but also the Angling Risk Task [27], the Columbia Card Task [28], and the stock-buying task used by [29]. Such tasks have been used to study neural and physiological signals underlying evaluations of risky choice (see also [30, 31]). Similarly, our work is related to research on the optimal stopping problem, such as deciding when to give up on a project that requires a lot of resources to become a success [32] or when to stop checking websites for the cheapest flight and buying a ticket [33]. In both cases, the value of breaking up the investment or search process rises monotonically while the decision to ‘call it quits’ becomes more and more obvious. As such, the current findings have very broad implications for research across sequential decision-making tasks in general. First, the basic structure of sequential decision-making paradigms makes it difficult to investigate different dynamics, because most task features (e.g., cumulative rewards, escalating risks) and internal states (e.g., choice conflict) develop in a monotonic manner up to the terminal action. Therefore, it is necessary to understand this limitation and to consider variations of tasks that allow the researcher to investigate what happens after the point of maximum conflict has been reached. To exemplify how to apply our insights to other paradigms, take the BART: This task could be extended by a variant, in which a single pump occasionally increases the balloon’s volume massively. If this happens, the IP has most likely been exceeded to a large extent, and the decision to switch to the next round is fairly easy and made with comparatively little choice conflict.

Our results also demonstrate the utility of combining state-of-the-art statistical analyses of behavior (e.g., hierarchical Bayesian techniques) with similarly sophisticated cognitive
modeling approaches in order to maximize the potential of dissociating different dynamics. First of all, while the extension of the task paradigm in itself revealed that—contrary to previous claims—the relationship between switch value and RT is not necessarily positive (Fig 4D), it provided only relatively weak evidence for a decline of RT after the IP (Fig 4E and 4F). The joint modeling of choice and RT by means of the DDM strengthened this evidence substantially (Fig 6B and 6C). Furthermore, applying cognitive modeling yielded a more fine-grained picture of the various choice dynamics in the ‘pig’ dice game. For instance, our DDM results suggest that switch value not only influences the rate of evidence accumulation within a given trial but also the ‘initial settings’ of the decision process in terms of boundary separation and starting-point bias. In particular, our modeling results suggest the presence of a perseveration (or stickiness) effect of increasing trials within a given round, which leads to fast errors (i.e., fast ‘continue’ choices late in the round, in the presence of high evidence for ‘stopping’). This was made evident by a modulation of the starting point bias by the cumulative rewards in each round. This effect would have not been evident with simple regression analyses, which do not take the whole distribution into account. Taken together, we believe that the combination of extending the experimental paradigm and applying cognitive modeling was pivotal to clarify the complex dynamics in the present sequential decision-making task. It will be important for future research to try to generalize these results to other sequential scenarios and to identify the (potentially diverging) neural correlates of different cognitive mechanisms.

4 Methods

4.1 Ethics statement

The study was approved by the Department of Psychology Ethics Committee at the University of Basel. Participants provided written informed consent before the start of the experiment.

Simulations and task extension

We performed the first simulation to show how a risk-neutral, EV maximizing participant would behave in our extended version of the ‘pig’ dice game. Because we also simulated players with non-neutral risk preferences (see further below), we will use the more general term of expected utility (EU) in the following. The EU of the two options (i.e., stop vs. continue) were calculated as:

\[
EU_{\text{continue}} = (\Sigma r + \bar{Z} \times 10)^a \times p_{\text{winning}}
\]

\[
EU_{\text{stop}} = (\Sigma r)^a
\]

where \(\Sigma r\) is the cumulative sum of rewards, \(\bar{Z}\) is the average winning number in a specific condition. In the 1/6 condition, we have \(\bar{Z} = (2 + 3 + 4 + 5 + 6)/5 = 4\); in the 2/6 condition, we have \(\bar{Z} = (2 + 4 + 5 + 6)/4 = 4.25\); in the 3/6 condition, we have \(\bar{Z} = (2 + 4 + 6)/3 = 4\). Parameter \(a\) was set to 1 for the risk-neutral player, so that the EU was equal to EV.

We simulated choices drawing random samples from a Bernoulli distribution, where the probability to stop was obtained using the softmax function:

\[
p(\text{stop}) = \frac{e^{EU_{\text{stop}} + \theta}}{e^{EU_{\text{stop}} + \theta} + e^{EU_{\text{continue}} + \theta}} \tag{5}
\]

where \(\theta\) is a sensitivity parameter, and was set to 0.2. We simulated 120 minutes of game play per condition.
The IPs of a risk-neutral player for each condition can be obtained by equating EU\text{continue} and EU\text{stop}:

\[
(S_t + Z * 10) * (1 - P_{\text{losing}}) = (S_t); \]
\[
S_t = \frac{Z * 10 * (1 - P_{\text{losing}})}{P_{\text{losing}}}. \]

Therefore, when the probability of losing is 1/6:

\[
S_t = \frac{200/5 * 5/6}{1/6} = 200. \tag{6}
\]

Likewise, when the probability of losing is 2/6:

\[
S_t = \frac{170/4 * 4/6}{2/6} = 85. \tag{7}
\]

Finally, when the probability of losing is 3/6:

\[
S_t = \frac{120/3 * 3/6}{3/6} = 40. \tag{8}
\]

We performed the second simulation to show how a group of participants with different risk preferences and sensitivities would behave in the standard and extended versions of the ‘pig’ dice game. Instead of fixing parameter \( \alpha \) at 1, we randomly drew 100 values of \( \alpha \) from a transformed normal distribution \( \alpha^* \sim \log(1 + \exp(N(M = 0.5, SD = 0.3))) \), so that the resulting \( \alpha \) had a mean of 1. This distribution ensured that on average participants were risk neutral and had an IP on average around 200 when the probability of losing was 1/6. To implement variability in the sensitivity parameter \( \theta \) at .2, we randomly drew 100 values of \( \theta \) from a transformed normal distribution \( \theta^* \sim \log(1 + \exp(N(M = -1.5, SD = 0.3))) \), so that the resulting \( \theta \) had a mean of .2 as the fixed value used in the first simulation (Fig C in S1 Text). To make the simulations more similar to the original task, we simulated 20 minutes of game play per participant and condition.

Finally, we performed a third simulation to show a group of participants with different risk preference but risk averse on average, with an average \( \alpha \) of .8 (Fig B in S1 Text).

4.3 Experiment 1

4.3.1 Participants. In Experiment 1, we tested 30 participants (22 females, age: 18–48, M = 26.1, SD = 6.9). Four participants were excluded, because they did not understand the task (e.g., they made less than 5% either continue or stop decision, or they made more ‘stop’ than ‘continue’ responses at the beginning of a round). The sample size was selected based on previous work with comparable sample sizes, but was not determined by a formal power analysis. Notably, the study that we sought to replicate [9] tested only 20 participants and analyzed the data of only 18 participants.

4.3.2 Experimental procedures. After reading and signing the consent form, participants were instructed on the ‘pig’ dice game. This task was played in multiple rounds for a predetermined amount of time. Following Meder and colleagues [9], participants played the task for 25 min. Each round consisted of multiple sequential decisions to continue rolling a regular six-sided die (and thereby accumulating rewards) or to cash in the cumulative sum of rewards by stopping the current round and proceeding to a new round. The two buttons to ‘continue’ and to ‘stop’ were counterbalanced across participants. As long as any number between 2 and 6
was rolled, the rolled number was multiplied by 10, and the reward was added to the current round’s cumulative sum of rewards. As soon as a 1 was rolled, all cumulative sum of rewards were lost, and the player automatically proceeded to a new round. Participants were informed that they would receive a monetary bonus payment on top of their show-up fee (of 5 Swiss Francs or 1/2 course credits every 15 minutes), and that the amount of this bonus was a function of the average cumulative sum of rewards per round, including the rounds in which all rewards were lost. More specifically, participants were paid out a tenth of this reward average as Swiss Francs. On average, participants received 6.3 Swiss Francs (SD = .94, min = 5, max = 8.5) as a bonus on top of their show-up fee. This incentive structure implies a simple and straightforward definition of the optimal policy for an EV maximizing, risk-neutral player, which is to attempt to accumulate a reward of 200 and then to cash in (see Methods above).

Each round began with a first die roll that was played out automatically. A regular white die with black dots was presented on a green, circular piece of carpet surrounded by a wooden background (Fig 2A). The roll of the die was animated by switching its orientation (tilted by 9 degrees to the right and to the left of the vertical axis) and randomly changing its displayed dots every 150 ms for a variable amount of time, drawn from a uniform distribution between 1.5 and 3.75 s and discretized in steps of 150 ms. Afterwards, the outcome of the current roll was displayed for 2 s by presenting the die in regular orientation. At the same time, the cumulative sum of rewards of the current round was presented on top of the die. In case of rolling a number from 2 to 6, participants had to make their decision to continue or to stop within this 2 s time window. Otherwise, they would be shown the losing die with a 0 reward on top for 2 seconds. In case the participant decided to stop, the cumulative sum of rewards of the current round was shown in the middle of the die for 2.5 s, and a new round started. If the participant decided to continue, the next die roll was animated as described above. After 25 min, the experiment ended (even if a round was not completed). Participants were then shown their average cumulative sum of rewards per round together with the respective bonus payments, received this payment together with their show-up fee, were debriefed, and left the experiment. The task was programmed using Psychopy [34].

4.3.3 Statistical analyses. To estimate the IP for each participant, we performed a hierarchical Bayesian logistic regression analysis that regressed the decision to continue (vs. to stop) onto the cumulative sum of rewards (Σt) at every decision t. The regression model has the form:

\[ p(\text{continue})_t = \frac{1}{1 + \exp(-\beta_0 - \beta_1 \Sigma_t)} \]  

(9)

with \( \beta_0 \) and \( \beta_1 \) representing the intercept and slope coefficients, respectively and \( \Sigma_t \) is the cumulative sum of rewards. The IP, which is defined as the amount of cumulative sum of rewards at which \( p(\text{continue})_t = .5 \), can then be derived as:

\[ IP = -\frac{\beta_0}{\beta_1}. \]  

(10)

We adopted a hierarchical Bayesian approach to estimate the regression coefficients and the IP. Individual coefficients were drawn from group-level Normal distributions:

\[ \beta_0 \sim \mathcal{N}(\mu_{\beta_0}, \sigma_{\beta_0}) \]

\[ \beta_1 \sim \mathcal{N}(\mu_{\beta_1}, \sigma_{\beta_1}) \]
Mean and standard deviations of these distributions were themselves drawn using the following hyper-priors:

\[
\begin{align*}
\mu_{\beta_0} & \sim \text{Cauchy}(0, 5); \sigma_{\beta_0} \sim \text{HCauchy}(0, 1) \\
\mu_{\beta_1} & \sim \text{Cauchy}(0, 1); \sigma_{\beta_1} \sim \text{HCauchy}(0, .5)
\end{align*}
\]

To investigate how RT of stop and continue decisions were affected by different dynamics including choice conflict and switch value, we performed a hierarchical Bayesian linear regression predicting the log(RT) by the variables round number (i.e., \(r\)), within-round decision number, cumulative sum of rewards (i.e., \(\Sigma_t\)), and choice conflict (i.e., \(cc_t\)). Choice conflict was defined as the derivative of the logistic curve taken from the aforementioned analysis on choice data (note that the slope/derivative of this curve is maximal at \(p(\text{stop})_t = .5\) and falls of symmetrically for both smaller and greater values of \(p(\text{stop})_t\)). Thus, the linear regression of RT had the form:

\[
\log(\text{RT}) = \gamma_0 + \gamma_1 r + \gamma_2 t + \gamma_3 \Sigma_t + \gamma_4 cc_t.
\] (11)

Individual regression coefficients were drawn from group-level normal distributions:

\[
\gamma_i \sim N(\mu_i, \sigma_i)
\]

with hyper-priors for the coefficients \(i > 0\):

\[
\mu_i \sim \text{Cauchy}(0, 5); \sigma_i \sim \text{HCauchy}(0, 5)
\]

and for \(i = 0\) (the intercept):

\[
\mu_0 \sim \text{Cauchy}(0, 10); \sigma_0 \sim \text{HCauchy}(0, 5)
\]

All Bayesian hierarchical models were estimated using pystan, a Python interface to Stan [35]. For the logistic and linear regression, we ran 2 chains with 2000 iterations each, the first half of which was discarded. For the sequential sampling models, we ran 4 chains with 8000 iterations each, the first 7000 of which was discarded. At the end of the model fitting procedure we performed the following sanity checks: we checked that the model converged by looking at the R-hat measure being lower than 1.05, we checked that there were not more than 1% divergencies, and we checked that not more than 1% of the iterations ended with a maximum tree depth of 10.

4.4 Experiment 2

4.4.1 Participants. In Experiment 2, we tested 50 participants (35 females, age: 19–36, M = 22.8, SD = 3.2). Nine participants were excluded, using the same criteria as in Experiment 1. A larger sample size than in Experiment 1 was chosen because of the additional 2 conditions of the task and to counteract the problem of the low number of decisions after the IP per participant. However, the sample size was not determined by a formal power analysis.

4.4.2 Experimental procedures. The experimental procedures were largely identical to those of Experiment 1. The only exception was that the task included three different conditions, which varied the probability of losing the cumulative sum of rewards at every decision. Thus, in addition to the standard (1/6) condition, in which all rewards in a certain round were lost when rolling a 1, there was also a 2/6 condition, in which all rewards were lost in a round when rolling a 1 or a 3, and a 3/6 condition, in which all rewards in a round were lost when rolling any odd number (i.e., 1, 3, 5). Moreover, participants played 18 minutes of each
condition, so that the entire experiment would not be too long. The order of conditions was counterbalanced across participants. In particular, we had three possible orders: high to low probability (p = 3/6, p = 2/6, p = 1/6), low to high probability (p = 1/6, p = 2/6, p = 3/6), and middle then high then low probability (p = 2/6, p = 3/6, p = 1/6). We also counterbalanced across participants whether the ‘stop’ button was on the right or on the left of the ‘continue’ button. Participants were instructed about the presence of different conditions prior to the task. On average, participants received 3.4 Swiss Francs (SD = .33, min = 3, max = 4) as a bonus on top of their show-up fee.

4.4.3 Statistical analyses. Statistical analyses of Experiment 2 were largely identical to those of Experiment 1, with performing hierarchical Bayesian logistic and linear regressions for the choice and RT data, respectively. Note that separate regressors were estimated for each task condition.

4.4.4 Sequential sampling modeling. The DDM is arguably the most prominent representative of sequential sampling models. Without assuming across-trial variability in parameters [12], the DDM maps choice and RT data onto the four parameters drift rate $d_t$, boundary separation $a$, non-decision time $T_{er}$, and (relative) starting point $b$ on the basis of the Wiener distribution [36]:

$$RT_t \sim \text{Wiener}(d_t, a, T_{er}, b)$$

with:

$$d_t = \begin{cases} \delta_0 + \delta_1 S_t, & \text{if } \text{choice}_t = \text{stop} \\ -(\delta_0 + \delta_1 S_t), & \text{if } \text{choice}_t = \text{continue} \end{cases}$$

DDM parameters were estimated using hierarchical Bayesian modeling procedures (similarly to the logistic and linear regression models described above). Individual coefficients for drift rate, threshold and starting-point bias were drawn from group-level Normal distributions:

$$\delta_0 \sim \mathcal{N}(\mu_{\delta_0}, \sigma_{\delta_0})$$

$$\delta_1 \sim \mathcal{N}(\mu_{\delta_1}, \sigma_{\delta_1})$$

Mean and standard deviations of these distributions for drift rate and threshold were themselves drawn using the following hyper-priors:

$$\mu_{\delta_0} \sim \mathcal{N}(0, 10); \sigma_{\delta_0} \sim \mathcal{HN}(0, 10)$$

$$\mu_{\delta_1} \sim \mathcal{N}(0, 10); \sigma_{\delta_1} \sim \mathcal{HN}(0, 10)$$

The hyper-priors of the starting-point bias were, however set to:

$$\mu_{\delta_0} \sim \mathcal{N}(0, .8); \sigma_{\delta_0} \sim \mathcal{HN}(0, .5)$$

$$\mu_{\delta_1} \sim \mathcal{N}(0, .8); \sigma_{\delta_1} \sim \mathcal{HN}(0, .5)$$

Since the non decision time did not have coefficients, its prior and hyper priors were the same as the $\delta_0$ parameter of drift rate and threshold parameters.

The DDM was applied to the data of Experiment 2, assuming different parameter sets for each condition.
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