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Abstract—In this paper, we propose a Dual Focal Loss (DFL) function, as a replacement for the standard cross entropy (CE) function to achieve a better treatment of the unbalanced classes in a dataset. Our DFL method is an improvement on the recently reported Focal Loss (FL) cross-entropy function, which proposes a scaling method that puts more weight on the examples that are difficult to classify over those that are easy. However, the scaling parameter of FL is empirically set, which is problem-dependent. In addition, like other CE variants, FL only focuses on the loss of true classes. Therefore, no loss feedback is gained from the false classes. Although focusing only on true examples increases probability on true classes and correspondingly reduces probability on false classes due to the nature of the softmax function, it does not achieve the best convergence due to avoidance of the loss on false classes. Our DFL method improves on the simple FL in two ways. Firstly, it takes the idea of FL to focus more on difficult examples than the easy ones, but evaluates loss on both true and negative classes with equal importance. Secondly, the scaling parameter of DFL has been made learnable so that it can tune itself by backpropagation rather than being dependent on manual tuning. In this way, our proposed DFL method offers an auto-tunable loss function that can reduce the class imbalance effect as well as put more focus on both true difficult examples and negative easy examples. Experimental results show that our proposed method provides better accuracy in every test run conducted over a variety of different network models and datasets.
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I. INTRODUCTION

Segmentation is a crucial part of image processing tasks. From medical imaging to autonomous vehicles, segmentation plays a key role to associate variety of image-based applications. Deep neural network-based semantic segmentation has recently gained popularity due to its high level of accuracy and computational efficiency [1]. A limitation of traditional approaches, such as intensity, edge or hand-crafted feature based segmentation is that accuracy tends to reduce in the presence of complex textures or when image quality is low. Semantic segmentation, however, overcomes these difficulties by breaking down the image into high-to-low level feature maps by using encoder-decoder type deep neural network (DNN) models and adapting them to the specifics of the data during training [2].

In addition, the availability of powerful computational resources and many publicly available datasets has made semantic segmentation increasingly popular and accessible to researchers over recent years [3]. Because semantic segmentation is a pixelwise classifier, it can suffer from class imbalance. That is, when the occurrence of each class is not evenly distributed in terms of pixel count, the network will be biased towards classes having the greatest number of examples, which degrades overall performance [4]. To address this issue, a popular technique is to apply a weight factor to the loss function so that the probabilistic decision is balanced between the classes. A number of studies dealing with class imbalanced datasets have reported that such weighting techniques can improve the classification accuracy, for example, [5, 6].

The ideal setting of class weight parameters is a challenge. In addition to determining the class weight parameters by trial and error [7-9], another common technique to set the weight factor by using the inverse of the number of pixels belonging to each class [5, 10-12]. Although trial and error may yield suitable weight values, it is troublesome as it involves manual adjustment over multiple test runs, which still would not guarantee an optimal classification result. On the other hand, such pixel frequency based method of setting weight parameters may not always reliably produce the most accurate semantic segmentation results, because semantic segmentation performance is more affected by spatial distribution and correlation of the pixels [13] rather than pixel frequency of individual classes alone. Therefore, it is necessary to find a way to identify "hard-to-classify" examples and assign greater weights to them. Focusing this idea, a recent variant of CE namely ‘Focal Loss’ introduces an effective weighting technique, which defines the class weight factor as a function of network’s prediction confidence as shown in Sec III of this paper. In this way, hard examples would receive more loss than the easy examples to balance the overall loss. Although authors showed that FL outperforms conventional weighted cross entropy, its primary limitation like other CE variants is that it only evaluates the loss on true/positive classes. That is, it defines a hard example only by the low prediction score on true classes and elevates the weight factor accordingly. So, if high probability score is obtained on the negative classes, it assigns zero penalty to the network. So the network behaves blind on the negative classes. Although softmax function automatically
reduces the probability score on negative classes when probability on the positive class raises, the network does not train its parameters to produce lower probability on the negative classes. Hence, the network accuracy remains stuck in a ‘pseudo global minima’, which can be alleviated by considering the loss on the negative classes. Another limitation of FL, like all other variants of CE, is that it consists of a scaling coefficient, which is set empirically. So, it is likely that if this scaling coefficient can be optimized automatically depending on the loss function, it would further improve the class weighting effect. Considering these issues, we propose a novel Adaptive Class Weight based Dual Focal Loss (ADFL) technique, whereby the scaling coefficient is learnable and is optimized during the training of the network. This is achieved by introducing an additional layer prior to the softmax layer, which we refer to as the "Adaptive class weight (ACW) layer". The weighted cross entropy function is then replaced by the Dual Focal Loss (DFL) function in the classification layer. We show that ACW layer equivalently produces a scaling/weighting factor similar to that of FL and weighted cross entropy (WCE) influencing the softmax output, except it is trainable in our proposal.

The accuracy and consistency of our method is tested under varying conditions by performing semantic segmentation on three different datasets using three different fully convolutional network (FCN) models. The FCN models are: DeepLabV3+ [1], Ronneberger’s U-net [14] and VGG19 FCN [15]. The datasets used are: the MICCAI MRI datasets on prostate segmentation [16], transrectal (TRUS) ultrasound image datasets of prostate and Cityscape datasets [17]. Besides, as our proposed scaling coefficient is trainable, we also checked our method using two most popular training algorithms – adaptive moment estimation (ADAM) [18] and stochastic gradient descent with momentum (SGDM) [19] to investigate their effect on our method.

The later part of this paper discusses about some relevant works, describes the proposed methodology in details and analyses the results of different experimentations.

II. RELATED WORKS

Multiple strategies have been proposed in recent years to address the class imbalance problem. Although not all of them are centred on semantic segmentation, these approaches are interchangeable between any application domain that concerns class imbalance issue. The most common approach is to impose effective sampling methods. That is, these methods mainly focus on designing the datasets than operating on the DNN models. For instance, Havaei et al. [20] proposed a two-phase training technique to balance the class distribution. They first trained their DNN with a dataset containing equal number of labels so that the DNN learns the image features initially. Then they deployed a second training by keeping the weights fixed, but tuning only the output layer using a more representational set of datasets. A similar strategy was followed by Matthew [21] who evenly distributed the training samples with positive and negative examples. However, such data sampling methods would require a plentiful of dataset for the DNN to learn image features properly using a balanced subsample. Another approach is to replicate the data of minority classes, commonly known as ‘oversampling’ [22]. Although this method has been used in several studies [23-25] and proven to be marginally effective, it can cause overfitting as depicted in [26, 27]. To avoid such overfitting, Jo and Japkowicz [28] divided the datasets into a number of clusters and then separately oversampled each cluster. Shen et al. [29] selectively chose the training examples to uniformly distribute the classes in each mini-batch. Guo and Viktor [30] produced synthetic datasets of hard examples of both majority and minority classes. So, oversampling methods essentially require extra preprocessing of dataset, which is troublesome when data volume is large. In contrast to oversampling, another approach is to ‘undersampling’ of majorities of classes, i.e. to remove the data belonging to majority classes in order to equal it to the minority classes. Although Drummond et al. [31] showed that undersampling is preferable to oversampling in some cases, it removes a part of data that would be rather useful to learn essential image features by the DNN.

A number of studies tackled the class imbalance issue by proposing modification to learning algorithms or training scheme. Thresholding is one of such methods, where the outputs are influenced by a threshold parameter. To set this threshold value, Lawrence et al. [32] used an optimization algorithm, whereas Richard and Lippmann [33] used a prior class probability based on class frequency. Another approach is to apply separate cost values to the classes. For instance, Kukar et al. [34] imposed a cost parameter to the learning rate so that examples with high cost affects more to weight updating. A similar widely popular approach is to apply a class weight parameter to the loss function itself [5, 10-12]. This approach mainly includes different variants of cross entropy (CE) loss function as CE is particularly effective on classification tasks [35]. For example, weighted cross entropy (WCE) [5, 36] is a very popular variant of CE, which applies a weighting factor to the standard CE loss. This weighting factor applies more loss to the minority classes and less to the majority classes. Hence, it tries to balance the loss between imbalanced classes. Li et al. [35] proposed a dual cross entropy (DCE) method, which combines standard CE with a different weighted CE version in order to increase the overall loss when prediction tends to shift to a false class. Lin et al. [6] proposed a CE variant namely Focal Loss (FL) where the weighting factor has been formulated as a function of output probability so that the hard examples will be given more priority than the easy examples. FL has been proven to be a better CE variant than WCE as it can reduce the class imbalance effect by assigning more loss to the weak-examined classes. Although these CE variants has been proven to alleviate the class imbalance issue to some extents, they do not receive any loss feedback on negative/false classes preventing the network achieve the best performance. DCE technique [35] is an exception in this case, because it calculates loss on negative classes as well. However, based on its formulation, it produces more loss when probability on negative class is low and less loss when probability is high. This produces an opposite loss effect on the negative examples, although it considers negative examples unlike other CE variants. Apart from this, the evaluation of the associated weighting factors is done either based on pixel frequency of the classes or by trial and error.

These procedures struggle to establish an optimal weight factor as classification accuracy depends more on spatial correlation between pixels than the number of examples per class [13]. Therefore, automatic optimization of the weight factor would
facilitate the learning process as well as the accuracy. Hence, this study was motivated to propose a novel loss function that would penalize the network on both positive and negative examples, produce more loss for hard examples and can be automatically scaled through backpropagation.

III. METHODOLOGY

A. Cross Entropy Loss

Cross entropy loss or log loss basically evaluates the classification performance of a classifier model. The intuition behind cross entropy loss is that a worst probability distribution, $\hat{P}$ will always require more bits of information which can be expressed as a negative logarithm of $\hat{P}$ (Equation (1)). Integrating this with the formula of expected/average probability of an event (Equation (1)), we get the expression of ‘entropy’ (Equation (2)) that defines the expected value of an information having i possible cases.

\[
\text{Information required, } I = -\log \hat{P} \\
\text{Entropy, } E(I) = -\sum_i \hat{P}_i \log \hat{P}_i,\tag{2}
\]

However, entropy cannot measure how much deviated a distribution, $\hat{P}$ is from the original/true distribution, $P$. Hence, ‘cross entropy’ was derived by adding KL divergence [37] as a distance measure between $\hat{P}$ and $P$ to the entropy function resulting in the expression of Equation (3). This enables a classifier to quantify the deviation of its predicted probability, $\hat{P}$ from the original probability, $P$ over every class $i$.

\[
\text{Cross entropy, } CE = -\sum_i P_i \log \hat{P}_i\tag{3}
\]

B. Weighted Cross Entropy Loss

When a dataset contains imbalanced ratio of classes, the classifier tends to focus more on the class that has the most number of samples. This biases the classification performance to that particular class. Such class imbalance is very frequent in semantic segmentation problems where the number of pixels per class varies differently. To address this, a popular practice is to use weighted cross entropy (WCE) loss function. WCE is a variant of standard CE with an additional ‘class weight’ parameter, $w_t$ as the following equation:

\[
WCE = -\sum_i w_t P_i \log \hat{P}_i \tag{4}
\]

$w_t$ is inversely related to the number of pixels under class $i$. In this study, we used the inverted normalized pixel frequency of the classes as given in Equation (5),

\[
w_t = \frac{|X_i|/|X|}{\sum_i (|X_i|/|X|)} \tag{5}
\]

where, $X$ and $X_i$ indicates the entire pixel set and the pixel set belonging to class $i$ from the training images respectively.

In this way, the loss function acts more sensitive to the minority classes and less sensitive to the majority ones.

C. Focal loss

Focal loss (FL) is a recent variant of WCE. The key feature of FL is that it formulates the weighting factor as a function of prediction confidence of the DNN as shown in Equation (6). In doing so, the classes with low prediction accuracy, i.e. hard examples would receive higher loss than the easy examples.

\[
FL = -\sum_i \alpha(1 - \hat{P}_i)\gamma \log \hat{P}_i \tag{6}
\]

Equation (6) shows that FL has two additional scaling coefficients – $\alpha$ and $\gamma$ to control the degree of weighting. When $\gamma = 0$, FL becomes the WCE and $\alpha$ acts as the class weight parameter. When $\gamma \geq 1$, the weighting factor $(1 - \hat{P}_i)^\gamma$ increases with decreasing $\hat{P}_i$ and vice-versa. Therefore, when $\hat{P}_i$ of a particular class is lower, the weighting factor becomes larger and hence the loss value on that class. To avoid the weighting factor to be larger than necessary, scaling coefficient – $\alpha$ is applied to diminish the weight intensity. The original paper showed that $\gamma = 2$ and $\alpha = 0.25$ yields the best performance.

D. Dual focal loss

For both binary and multi-class classification problem, softmax is the most commonly used function to evaluate the probabilistic output. Softmax converts its input into a one-hot vector, i.e. a vector containing probability score of each class ranging $(0, 1)$. Then CE calculates the loss using the ground truth probability $P_i \in [0, 1]$, as shown in Equation 3. So, the standard CE only takes the loss on positive classes when $P_i = 1$. For negative classes, CE becomes 0 as $P_i = 0$. As a result, the CE function simply becomes a negative logarithm of $\hat{P}_i$. Therefore, for positive classes ($P_i = 1$), when $\hat{P}_i \rightarrow 1$, CE → 0. However, for negative classes ($P_i = 0$), CE becomes 0 even if $\hat{P}_i \rightarrow 1$. It means that the loss becomes zero even if the predicted output gained high confidence on false classes. So, when WCE or FL is used, the weight is applied only to the predicted score on positive classes. This is problematic for the network to achieve proper learning. It is because during the training phase, particularly at initial stage, networks may often produce high $\hat{P}_i$ score on false classes. When this occurs, CE, WCE and FL assign zero loss to the network and thus sends no feedback to the learning parameters causing the false high score of $\hat{P}_i$. Due to the same reason, although FL proved to be better than CE and WCE to address both class imbalance and class weakness, it increases the weight factor on ‘positive hard’ classes ($\hat{P}_i; P_i = 1, \hat{P}_i \ll 1$) only and remains blind to the ‘negative easy’ ($\hat{P}_i; P_i = 0, \hat{P}_i \rightarrow 1$) classes.

To address this issue, we propose a new CE variant named Dual Focal Loss (DFL), which takes into account the loss on false classes as well in addition to the loss on true classes. Besides, it produces a similar weight factor to that of FL, which focuses more on hard examples by using the squared difference between the ground truth $P_i$ and the predicted output $\hat{P}_i$ as shown in Equation (7).

\[
DFL = |P_i - \hat{P}_i| - \sum_i \log(1 - |P_i - \hat{P}_i|) \tag{7}
\]
Equation shows that when $P_l = 1$, DFL becomes standard CE with an additional weight of $|1 - \hat{P}_l|$ as shown in Equation. So, as $\hat{P}_l$ decreases, the additional weight increases and vice-versa. On the other hand, when $P_l = 0$, the log term in DFL becomes $-\sum_i \log(1 - \hat{P}_l)$ as shown in Equation and additional weight becomes $|0 - \hat{P}_l| = \hat{P}_l$, which increases as $\hat{P}_l$ increases. Thus, DFL assigns weighted loss on both positive and negative classes.

$$DFL = |1 - \hat{P}_l| - \sum_i \log(\hat{P}_l)$$  \hspace{1cm} (8)

$$DFL = \hat{P}_l - \sum_i \log(1 - \hat{P}_l)$$  \hspace{1cm} (9)

The visualization of the DFL, FL and CE has been shown in Figure 1. It can be seen that when $P_l = 1$, although FL produces higher loss for lower values of $\hat{P}_l$ and lower loss for higher values of $\hat{P}_l$, it always produces a lower loss value compared to CE for any $\hat{P}_l$. This results in a slower learning of the network. That is, for a given number of iterations and learning rate, the network with FL does not update its parameters as much as with CE. In contrast, when $P_l = 1$, DFL always produces a higher loss value than CE when $\hat{P}_l \to 0$. As $\hat{P}_l \to 1$, DFL produces nearly the same loss value as CE. Hence, while DFL enables the network focus more on hard classes, it produces almost as equal loss as CE for easy cases, which makes the network learn at the same pace as with CE. On the other hand, when $P_l = 0$, FL is zero for any $\hat{P}_l$, whereas DFL produces more loss on high $\hat{P}_l$ and less loss on low $\hat{P}_l$ score. Therefore, unlike FL, DFL can produce weighted loss on both positive and negative classes, which increases proportionally as $|P_l - \hat{P}_l|$ increases. This enables the network achieve better learning by simultaneously reducing loss on both true and false classes.
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In Equation 7 noticeable that the other scaling coefficient $\alpha$, used in FL, is absent in DFL. It is because we propose to make this parameter learnable by backpropagation so that it can tune itself to an optimal value depending on the training dataset. Besides, unlike FL, we designed $\alpha$ as a class wise parameter, i.e., to be individual for each class to induce an additional class-balancing effect. The following section explains our proposed technique to make $\alpha$ parameter learnable.

### E. Adaptive class weight layer

The scaling coefficient $\alpha$ used in FL is equivalent to the class weight parameter $w_i$ used in WCE. While $\alpha$ in FL was set empirically in the original paper, $w_i$ in WCE is usually set either empirically or by using inverse pixel frequency. However, the biasness of DNN models may not always be proportional to the number of samples per class which produces the value of $w_i$. For example, in semantic segmentation tasks, if the region of interest in the image is noisy, the output might be erroneous even if that region of interest belongs to the majority class. Therefore, the optimal value of $w_i$ is unlikely to be achieved using the number of pixels per class. To this end, we propose a scheme where the class weight parameter, or equivalent scaling coefficient for DFL, will be adaptively adjusted during the training phase. For this, we simply multiply the input $x$ of the softmax layer by an adaptive class weight parameter $\tilde{w}_i$. The following part shows how this scheme equivalently produces similar loss effect to standard WCE.

For any class $i$, the output of the softmax layer ($S_i$), which is the previous layer of the cross entropy loss layer, is given by,

$$S_i = \frac{e^{x_i}}{\sum_{i=1}^{n} e^{x_i}}$$  \hspace{1cm} (10)

where, $x$ is the input to the softmax layer; $n$ is the number of classes.

Since $S_i$ is the input to the cross entropy loss layer, Equation (4) becomes,

$$WCE = -w_iP_i \log \left( \frac{e^{x_i}}{\sum_{i=1}^{n} e^{x_i}} \right)$$  \hspace{1cm} (11)
As $P_i \in \{0, 1\}$, CE and WCE is only active when $P_i = 1$. Therefore,

$$WCE = -w_i \left( \log(e^{x_i}) - \log \left( \sum_{i=1}^{n} e^{x_i} \right) \right)$$

$$\Rightarrow WCE = -w_i \left( x_i - \log \left( \sum_{i=1}^{n} e^{x_i} \right) \right) \quad (12)$$

Now, when we multiply the softmax layer input $x$ by $w_i$, the output of the softmax layer becomes,

$$S_i = \frac{e^{w_ix_i}}{\sum_{i=1}^{n} e^{w_ix_i}} \quad (13)$$

Using Equation (13), the standard CE loss shown in Equation (3) becomes:

$$CE = -\log \left( \frac{e^{w_ix_i}}{\sum_{i=1}^{n} e^{w_ix_i}} \right)$$

$$\Rightarrow CE = - \left( w_ix_i - \log \left( \sum_{i=1}^{n} e^{w_ix_i} \right) \right) \quad (15)$$

Subtracting Equation (12) from Equation (10),

$$WCE - CE = \left( -w_ix_i + w_i \log \left( \sum_{i=1}^{n} e^{x_i} \right) \right)$$

$$\Rightarrow WCE - CE = \left( -w_ix_i + \log \left( \sum_{i=1}^{n} e^{w_ix_i} \right) \right) \quad (16)$$

Now, we multiply the softmax layer input $x$ by $w_i$, and pass the output to non-weighted cross entropy layer, the resultant output will be equivalent to the output of the weighted cross entropy layer. Therefore, the derivative of both weighted cross entropy and adaptive class-weighted cross entropy remains unchanged, but adaptive class weight provides the opportunity to tune the class weight parameter automatically.

Based on this idea of weighting the softmax input, we use an adaptive class weight (ACW) layer for DFL, which would provide additional scaling effect similar to $\alpha$ in FL. Now, instead of using ACW layer, if we use a fixed scaling coefficient $\alpha$ like FL, $\alpha$ imposes a proportional effect to the loss function. That is, $\alpha > 1$ would enlarge the loss and $\alpha < 1$ would decrease it. Due to this, if DFL produces a higher loss on a particular class, $\alpha < 1$ would reduce it and thus prevent the network to put more focus on that class. In contrast, if DFL produces a lower loss, $\alpha > 1$ would make the network focus more on that class, which may lead to overfitting and under-focusing on the weak classes. Hence, as stated earlier, choosing the proper $\alpha$ value manually is still challenging as it requires plenty of test runs, which is time-consuming and troublesome. This is why instead of using a fixed scaling coefficient like $\alpha$ in CE or $w_i$ in WCE, a flexible weight factor $\bar{w}_i$, which can be obtained by ACW layer, should be used so that it can tune itself appropriately based on the loss feedback from DFL.

Thereby, we inserted an extra layer named “Adaptive class weight” (ACW) layer (Figure 2) in order of automatic tuning of $\bar{w}_i$ to facilitate DFL.

![Fig. 2. (a) Standard DNN model (b) Proposed modification to DNN model](attachment:image)

Therefore, for any input $x_i$, the output of the ACW layer $Z_i$ on any class $i$ becomes,

$$Z_i = \bar{w}_i x_i \quad (16)$$

To facilitate the initialization of $\bar{w}_i$, we use $\bar{w}_i = w_i$, i.e. the inverse pixel frequency based class weight values at the beginning of the training so that $\bar{w}_i$ is fine-tuned from $w_i$ in order to achieve a better and quicker convergence.

Hence, our proposed methodology can be summarized as follows:

- A new loss function – DFL has been proposed, which follows the idea of FL to impose more loss on hard examples and less on easy examples. However, unlike FL or any of the state-of-the-art CE variants, DFL can impose loss on both positive and negative classes, and it can impose more loss on false high probability score.
- So, at the same time, DFL can focus on ‘true hard’ ($(\bar{P}_i; P_i = 1, \bar{P}_i \ll 1)$) examples as well as ‘false easy’ $(\bar{P}_i; P_i = 0, \bar{P}_i \rightarrow 1)$ examples.
A new layer (ACW) is inserted before the softmax layer which offers a tuneable scaling coefficient to DFL in order to influence the intensity of loss automatically.

Since the proposed method is the combination of ACW layer and DFL, we name it as ‘ADFL’ and use this acronym in the later part of this paper.

IV. EXPERIMENTATION SCHEME

A. DNN models and datasets

Semantic segmentation tasks require fully a different variant of DNN known as fully convolutional networks (FCNs). FCN basically replaces the fully connected layer of a DNN with convolution and upsampling layers, which produces a pixelwise classification output of an image. In this study, we used three different DNN models – DeepLabV3+ [1], VGG19 FCN [2, 15] and Ronneberger’s U-net [14] in order to ensure the effectiveness of the proposed scheme over different cases. For DeepLabV3+, we used ResNet-18 [38] as the backbone architecture. The structural details and description of each of the FCNs are provided in the corresponding cited references.

Three different datasets have been used here, which are – 1) MICCAI MRI datasets of prostate 2) Transrectal Ultrasound (TRUS) images of prostate, and 3) Cityscape datasets. Due to availability and usage in some of our previous studies, we used the MRI and TRUS datasets of prostate here. Although PASCAL VOC2012 [39] and COCO [40] are also two popularly used datasets, we did not use them in our experiment due to limitation of computational resources to train the FCNs on such large datasets. Instead, we took Cityscape [17] as our third dataset which contains relatively smaller number of images. This dataset contains total 701 images of a city’s street view with total 11 classes, which are: sky, cars, buildings, trees, fence, pedestrians, bicyclists, road, pavement and signpost. The MRI datasets are a part of MICCAI Grand Challenge Datasets 2012 [16], which contains 3D MHD formatted images of prostate from total 80 patients. This dataset consists of only two classes – prostate region and background region. The TRUS datasets were collected from Alfred Hospital, Melbourne, which consists of 3D DICOM formatted volumetric ultrasound images of prostate of 5 patients. Like MRI, TRUS dataset also contains two classes only - prostate and background region. These TRUS images were obtained through proper ethical clearance from both Alfred hospital and Monash University. Some visual examples of all three datasets have been shown in Figure 3. Since we will perform semantic segmentation on 2D images only, we broke down all volumetric images into sets of 2D images. Each of the images were resized into 224x224 dimension to match the default input image size of the FCN models. Both MRI and TRUS images are single-channelled as they are grayscale images, whereas Cityscape images are of three channels for being RGB images. All images were in portable network graphics (PNG) format to avoid compression loss as well as obtain the original quality of the image. The total size of each datasets and their distribution into training and testing sets have been given in Table 1.

A. Platform and computational resource

We used MATLAB throughout the experiment including building the FCN models, conversion of 3D volumetric images into 2D image sets, training and testing the models with the datasets. To accelerate the computational time, we used MASSIVE High Performance Computing (HPC) which is a computer cluster provided by Monash University. This computing unit was configured with 13 processors, 120GB of Memory and Nvidia Tesla K80 GPU. For training algorithm, we used two most popular methods – SGDM [19] and ADAM [18]. This will reveal how training algorithms would affect the proposed ACE since it involves a learnable parameter. As the training parameters, we used initial learning rate – 0.0005, momentum – 0.9, mini-batch size – 4, learn rate drop factor – 0.95 and learn rate drop frequency – 5. These parameters were kept constant for all FCN models and datasets. However, the number of epochs varied for different FCN models and datasets, which was set using a small portion of the testing set as the validation set. To have a fair comparison between the loss functions, we used the same number of epochs for a given FCN model and dataset. In addition, we controlled the weight initialization so that weights are always initialized with the same values. In doing so, we subdue the effect of epoch number and random weight initialization on networks’ outcome.

A. Metrics

We used two common metrics: Dice Similarity Coefficient (DSC) and mean Intersection over Union (mIOU) to quantify the segmentation accuracy. Mathematically, they are expressed as follow:

\[
\text{DSC} = \frac{|X \cap Y|}{|X| + |Y|}
\]

\[
\text{mIOU} = \frac{|X \cap Y|}{|X| + |Y| - |X \cap Y|}
\]

where, \(X\) and \(Y\) are number of pixels belonging to "ground truth" and "predicted" region of a particular class. The modulus sign ‘|’ indicates the cardinality of the respective sets.

To quantify the overall accuracy of each test run, we calculated the mean DSC (mDSC) and mean IOU (mIOU) of the predicted segmentation on the test images. For MRI and TRUS datasets, mDSC and mIOU were measured for the ‘prostate’ region only. It is because ‘background’ region is much larger than the ‘prostate’ region and so network’s segmentation on ‘background’ region would naturally be of greater accuracy, which would falsely increase the overall accuracy.

| Datasets                  | Total size | Training size | Testing size |
|---------------------------|------------|---------------|--------------|
| MICCAI MRI of prostate    | 1378       | 1309          | 69           |
| TRUS prostate             | 55         | 47            | 8            |
| Cityscape                 | 701        | 665           | 36           |
V. RESULTS AND DISCUSSION

A. Performance of ADFL across different conditions

The overall experiment of this study consists of three sub-experiments, where each one tests the consistency of performance of ADFL by varying a particular condition such as FCN models, training algorithms and datasets. In all sub-experiments, ADFL was compared with standard CE and WCE on different conditions. Besides, each sub-experiment was conducted with three test runs repeated three times to ensure the consistency of the outcome. Each test run was done with different set of test data, which resembles to 3-fold cross-validation. In all other sub-experiments except 2 (where the proposed method was tested on different datasets) only TRUS dataset was used, because these sub-experiments comprise a large number of total test runs, where TRUS dataset would quicken each test due to having the smallest number of images.

Our first sub-experiment tests the performance of ADFL when different FCN models are used as shown in Table 2. In this case, the training algorithm and dataset were ADAM and TRUS respectively, which were kept fixed for this sub-experiment.

Table 2 shows that ADFL resulted in the best accuracy with every FCN model at every test run. After ADFL, FL found to be the 2nd best across all FCN models, although in few cases (such as with VGG19 FCN) FL was outperformed by CE and/or WCE. It is also noticeable that although WCE is better than CE is majority of the cases, WCE does not always produce better accuracy than CE, such as when VGG19 FCN was used. This indicates that balanced loss distribution is not always guaranteed with WCE loss function. Model-wise, DeepLabV3+ provides the best accuracy for all loss functions, while U-net the least.

Our second sub-experiment tests ADFL over different datasets as shown in Table 3. For this sub-experiment, DeepLabV3+ has been used as the FCN model and ADAM as the training algorithm. Table shows that ADFL always yields the best accuracy for each of the datasets.

Table 3. Performance comparison of ADFL over different datasets.

| Conditions (Loss function + datasets) | Test run#1 | Test run#2 | Test run#3 |
|--------------------------------------|------------|------------|------------|
| WCE+MRI                              | 81.89      | 71.24      | 82.52      | 82.52      | 72.05      | 81.74      | 71.23      |
| CE+MRI                               | 83.63      | 77.93      | 83.17      | 83.17      | 78.04      | 82.20      | 75.35      |
| ADFL+MRI                             | 89.49      | 83.54      | 89.51      | 89.51      | 83.59      | 87.50      | 81.90      |
| FL+MRI                               | 84.78      | 75.26      | 84.12      | 84.12      | 74.88      | 85.28      | 75.12      |
| WCE+TRUS                             | 81.68      | 71.17      | 83.92      | 83.92      | 74.47      | 82.12      | 72.47      |
| CE+TRUS                              | 82.14      | 72.15      | 84.36      | 84.36      | 76.08      | 82.71      | 72.56      |
| ADFL+TRUS                            | 86.90      | 77.37      | 86.09      | 86.09      | 77.16      | 85.89      | 75.93      |
| FL+TRUS                              | 84.21      | 74.82      | 76.30      | 76.30      | 64.59      | 84.09      | 75.72      |
| WCE+Cityscape                        | 63.26      | 54.22      | 66.63      | 66.63      | 57.86      | 66.01      | 57.87      |
| CE+Cityscape                         | 60.91      | 53.09      | 65.35      | 65.35      | 57.24      | 65.79      | 57.82      |
| ADFL+Cityscape                       | 68.43      | 60.31      | 67.24      | 67.24      | 59.01      | 66.92      | 59.05      |
| FL+Cityscape                         | 68.31      | 60.38      | 64.08      | 64.08      | 56.74      | 65.44      | 58.16      |
Table 3 shows that ADFL produced the best accuracy among CE, WCE and FL for every dataset. Besides, like the 1st sub-experiment, FL is the 2nd best in this sub-experiment as well, although it produced lesser accuracy than CE and WCE in few cases. While ADFL causes slight accuracy improvement on Cityscape dataset, it substantially elevates the accuracy on MRI and TRUS datasets. Between CE and WCE, CE seemed to produce better accuracy than WCE on MRI and TRUS datasets in every test run, whereas WCE performed better on Cityscape dataset. This depicts that WCE does not always outperform CE on any dataset, but with more appropriate weight factor obtained from DFL or FL, the accuracy can definitely be improved than CE and WCE.

As the third and final sub-experiment, we test ADFL for two different training algorithms: ADAM and SGDM. The main purpose of this sub-experiment is to check the effect of training algorithm on our proposed ACE since it contains a learnable parameter. In this case, we used DeepLabV3+ with TRUS datasets for all cases.

Results in Table 4 shows that ADFL produces the best accuracy for both ADAM and SGDM among WCE, CE and FL. The accuracy level obtained from ADAM is much higher than that from SGDM for every loss function in every cases. For both ADAM and SGDM, it is noticeable that WCE produces the best accuracy following DFL in almost every test run, whereas FL was the 2nd best in the previous two sub-experiments. CE always produced the least accuracy except with ADAM at test run#1.

Table 4. Performance comparison of ADFL over different training algorithms.

| Conditions (Loss function + training algorithm) | Test run#1 | Test run#2 | Test run#3 |
|------------------------------------------------|------------|------------|------------|
|                                                 | DSC (%)    | mIOU (%)   | DSC (%)    | mIOU (%)   | DSC (%)    | mIOU (%)   |
| WCE+ADAM                                        | 84.72      | 75.00      | 85.13      | 76.01      | 84.95      | 75.55      |
| CE+ADAM                                         | 81.18      | 70.94      | 79.64      | 70.74      | 71.78      | 62.70      |
| ADFL+ADAM                                       | 87.58      | 79.13      | 87.41      | 78.76      | 88.54      | 80.16      |
| FL+ADAM                                         | 84.61      | 74.62      | 84.81      | 75.66      | 86.95      | 78.70      |
| WCE+SGDM                                        | 69.94      | 55.30      | 69.73      | 55.39      | 68.99      | 54.11      |
| CE+SGDM                                         | 54.80      | 41.77      | 58.78      | 45.39      | 58.98      | 46.14      |
| ADFL+SGDM                                       | 75.56      | 63.42      | 74.59      | 61.97      | 75.61      | 63.43      |
| FL+SGDM                                         | 62.82      | 50.04      | 63.09      | 50.15      | 63.46      | 50.35      |

Therefore, the above results prove that ADFL can outperform the present CE function based loss functions such as standard CE, WCE and FL for any data, FCN model and training algorithm. Although different dataset, FCN model or training algorithm may produce different accuracy level, the relative accuracy of ADFL will always be higher than that of CE, WCE and FL.

B. Mutual dependency of ACW layer and DFL

The purpose of the scaling parameter $\alpha$ of both FL and DFL is to interact with the $\gamma$ parameter in order to induce further accuracy. The study of FL showed that with a suitable $\alpha$ value, FL yields more accuracy than without $\alpha$. Since $\alpha$ is automatically evaluated with backpropagation in this study, it is important to check how it influences the proposed loss function – DFL, or in other word, the mutual dependency of ACW layer and DFL. To do this, we checked the accuracy for DFL without ACW layer, ACW layer without DFL and for combined DFL and ACW layer (i.e. ADFL) on all three datasets using DeepLabV3+ and ADAM as shown in Table 5.

Table 5. Importance of the combination of ACW layer and DFL

| Conditions                                  | mDSC (%) | mIOU (%) |
|---------------------------------------------|----------|----------|
| DFL without ACW layer + MRI                | 90.74    | 84.68    |
| DFL with ACW layer + MRI                   | 90.98    | 85.52    |
| ACW layer without DFL + MRI                | 86.30    | 78.50    |
| DFL without ACW layer + TRUS               | 83.39    | 76.77    |
| DFL with ACW layer + TRUS                  | 87.14    | 77.75    |
| ACW layer without DFL + TRUS               | 86.56    | 77.50    |
| DFL without ACW layer + Cityscape          | 65.15    | 57.96    |
| DFL with ACW layer + Cityscape             | 67.84    | 59.86    |
| ACW layer without DFL + Cityscape          | 64.27    | 55.02    |

Table 5 shows that when only DFL is used without the ACW layer, which contains the adaptive scaling parameter, the accuracy degrades to different extents for different datasets. When only the ACW layer is used with standard CE, i.e. without DFL, it degrades the accuracy as well. Therefore, both ACW layer and DFL are needed to be used in combination in order to obtain the highest accuracy than using just either of them. The reason is that while DFL makes the loss function puts more focus on hard examples of both positive and negative classes, ACW layers fine-tune the loss to improve the accuracy.

C. Importance of ACW layer over WCE

As discussed in Sec III, the adaptive weight factor $\alpha$ in the ACW layer with standard CE as the loss function works equivalently as the weight factor used in WCE. Comparing Table 3 and 5, we can see that ACW layer produces better accuracy than WCE when CE is used as the loss function. It means that ACW layers produces a better weight factor than the weight factor used in WCE. To confirm this, we compared WCE with ACW layer-influenced CE using all three datasets with DeepLabV3+ and ADAM as shown in Table 6. This would reveal how ACW would perform solely with standard CE loss in place of WCE.

Table 6 shows that with standard CE and ACW layer, the network produces better accuracy than that with WCE, i.e. CE with conventional pixel frequency based class weight. Therefore, the ACW layer produces a better weight factor than $\gamma$ by automatic tuning through backpropagation and thus reduces the effort of manual tuning.

Table 6. Robustness of ACW layer based CE over WCE

| Conditions                                  | mDSC (%) | mIOU (%) |
|---------------------------------------------|----------|----------|
| ACW layer + CE + MRI                        | 86.30    | 78.50    |
| WCE + MRI                                   | 77.73    | 66.76    |
| ACW layer + CE + TRUS                       | 86.56    | 77.50    |
| WCE + TRUS                                  | 84.62    | 74.28    |
| ACW layer + CE + Cityscape                  | 65.70    | 57.45    |
| WCE + Cityscape                             | 62.65    | 53.45    |

D. Robustness of DFL over FL

Comparing Table 3 and 5, it is visible that DFL without ACW layer produces better accuracy than FL. It means the...
proposed loss function – DFL enhances the idea of focusing on hard examples than FL. The reason, as discussed in Sec. III, is that while FL considers loss only on positive classes, DFL considers loss on both positive and negative classes, which enhances the training performance of the network. To confirm this, an additional experiment has been performed as shown in Table 7 where DFL was compared with FL without ACW layer using all three datasets with DeepLabV3+ and ADAM. To diminish the influence of $\alpha$ in FL, we use $\alpha = 1$.

Table 7. Robustness of DFL over FL.

| Conditions | mIoU (%) |
|------------|----------|
| DFL + MRI  | 90.91    |
| FL + MRI   | 89.16    |
| DFL + TRUS | 83.39    |
| FL + TRUS  | 81.23    |
| DFL + Cityscape | 65.15 |
| FL + Cityscape | 63.92 |

Table 7 shows that DFL produces higher accuracy than FL in every case and hence proves that DFL acts as a better focal loss function than the original FL.

VI. CONCLUSION

In this paper, we propose an Adaptive Class Weight based Dual Focal Loss (DFL) technique to address the class imbalance and class weakness problems of semantic segmentation. This study was primarily motivated by the idea of Focal Loss (FL) proposed by the Facebook AI research team. Unlike FL, our proposed DFL evaluates loss on both positive and negative classes as well as increasing the weight of hard-to-classify classes over those that are easy to classify. We have made the scaling coefficient in DFL learnable, thereby overcoming the limitations of previous approaches in which this parameter was set by trial and error or using inverse pixel frequency, neither of which could guarantee optimality. This parameter is tuned during the training phase by an ‘Adaptive class weight’ (ACW) layer before the softmax layer. The performance of our new loss function was investigated on various network models, datasets and training algorithms. The experimental results are summarized below:

- The combination of DFL and ACW layer yields the highest semantic segmentation accuracy followed by FL in case of every dataset, training algorithms and FCN models.

- WCE does not always produce the best accuracy than CE depending on the datasets and FCN models. So, pixel frequency based class weight does not guarantee the best outcome.

- Using either DFL or ACW, rather than using together, results in slight decrease in accuracy. So, DFL and ACW layer should be used in combination to achieve the best outcome.

- ACW layer with standard CE yields better accuracy than WCE. So ACW layer produces better class weight effect than WCE.

- The proposed loss function – DFL outperforms the state-of-the-art CE variants.

Therefore, we have shown that our proposed loss function offers greater accuracy than FL and other loss functions by effectively addressing the class imbalance and class weakness issue in semantic segmentation using a novel formulation and scaling technique.
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