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Abstract

The classical analysis of Kazakov and Kostov of the Makeenko-Migdal loop equation in two-dimensional gauge theory leads to usual partial differential equations with respect to the areas of windows formed by the loop. We extend this treatment to the case of $U(N)$ Yang-Mills defined on the noncommutative plane. We deal with all the subtleties which arise in their two-dimensional geometric procedure, using where needed results from the perturbative computations of the noncommutative Wilson loop available in the literature. The open Wilson line contribution present in the noncommutative version of the loop equation drops out in the resulting usual differential equations. These equations for all $N$ have the same form as in the commutative case for $N \to \infty$. However, the additional supplementary input from factorization properties allowing to solve the equations in the commutative case is no longer valid.
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1 Introduction

The loop equation has been the subject of a deep study in the literature, since the very beginning of its formulation [1, 2, 3, 4]. It is an evolution equation for a class of gauge invariant operators of gauge theory, the Wilson loop observables, which are considered to be the basic dynamical objects of the theory: in the confining phase, the knowledge of these colorless averages determines all the information. The solution of this loop equation should therefore provide the essential dynamics of the quantum gauge theory. The right hand side of the equation is given by an insertion of the Yang-Mills equation of motion operator into the Wilson loop. The so-called loop operator on the left hand side is constructed out of suitable second order variational derivatives with respect to the contour of the Wilson loop. In the formulation following Polyakov it is given by some projection applied to the standard second variational derivative, for a more recent version see [5]. In the Makeenko-Migdal approach it is given by a construction involving the so-called area derivative.

The equation contains singularities, which are connected both with the usual problem of renormalization of short distance divergences in multi-point Green functions as well as with the restriction of D-dimensional distributions to the one-dimensional contour of the Wilson loop. The precise form of the equation for the renormalized theory is a delicate issue and the related problems are not completely solved. There are at least strong arguments that the standard first and second variational derivation can be interchanged with the renormalization procedure [6]. But due to the short distance singularities of two insertions for first order variation [6, 5] the projection recipe [5] for the loop operator becomes difficult to handle for practical calculations. On the other side the area derivative is less well behaved under renormalization.

Gauge theories in two dimensions have a long history serving as a testing area for problems more complicated in four dimensions. Also in the context of loop equations the situation becomes better in two dimensions. Here a renormalized version of the Makeenko-Migdal equation has been derived by Kazakov and Kostov [7]. An important advantage of their equation is the reduction to an usual partial differential equation with respect to the areas of the windows formed by a general 2-dimensional loop with intersections. They were also able to solve the equation in the large \( N \)-limit. In addition for some set of loops solutions have been obtained for generic \( N \), [8]. Remarkably, from their solution one can derive an expression for Wilson loops winding \( n \) times around a single patch [9], which coincides with the one obtained via other methods, such as lattice [10], or geometric means [11, 12],
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or light-cone gauge perturbation theory with 't Hooft's prescription. In
connection with this solution, it was possible to understand instanton con-
tributions to determine the area-law, and many features of the light-cone
perturbative expansion [13].

More recently, noncommutative gauge theories have received attention
carrying a new idea of physics at short length, essentially based on their tight
relation to string theory. In this context, new issues arise for gauge theories,
especially the merging of space-time transformation and gauge symmetries
in a larger group, and new classes of instanton solutions. An important
discovery was that in these theories, new gauge invariant observables come
together with the Wilson loops, the so-called noncommutative open Wilson
lines [14]. We have therefore a larger set of candidates to encode the full
dynamical content of the theory. The noncommutative generalization of the
Makeenko-Migdal equation was found in [15, 16] for a gauge group $U(N)$

$$\frac{\partial}{\partial \sigma^\mu(\xi)} \frac{\delta}{\delta \sigma^\nu(\xi)} \frac{\langle W_c[C] \rangle}{V} = -\frac{g^2 N}{V^2} \int_C d\eta^\nu \ \delta^{(D)}(\xi - \eta) \langle W_c[C_{\xi\eta}] \rangle \langle W_c[C_{\eta\xi}] \rangle$$

$$- \frac{g^2 N}{(2\pi)^D V \det \theta} \int_C d\eta^\nu \langle W_o[C_{\xi\eta}] W_o[C_{\eta\xi}] \rangle_{\text{conn}} . \quad (1)$$

The closed Wilson loop is defined as

$$W_c[C] = \int dx \frac{1}{N} \text{Tr} U[x + C] , \quad (2)$$

$$U[C] = P \exp \left( i \int_C A_\mu(\xi(\tau)) d\xi^\mu(\tau) \right) , \quad (3)$$

while the open lines are

$$W_o[C] = \int dx \frac{1}{N} \text{Tr} U[x + C] \ast e^{-ik_\xi x} , \quad (4)$$

where $k_\xi = \theta^{-1}(\xi(1) - \xi(0))$ in order to ensure gauge invariance [14]. $V$ is
the volume of space-time, and we assume the matrix $\theta$ to be nondegenerate.

One realizes that it contains a term which involves also the gauge-
invariant open Wilson lines. Moreover, it reproduces the singular nature
of the traditional loop equation with the appearance of the delta function in
the factorized part, so it is natural to ask if going down to two-dimensions, it
will be again possible to give it a regular form. In the noncommutative case
the comparison still cannot be performed with exact geometric expressions
for the loop, but one can compare for instance with the lattice [17, 18], and
with the large amount of calculations that have been done in noncommu-
tative light-cone perturbation theory [19, 20, 21]. Concerning this last case,
the results are summarized in the following.

When using light-cone gauge in two dimensions, there are two differ-
ent prescriptions for the pole of the propagator that one can use: one is
't Hooft’s one [22], which in the commutative case leads to a resummation
of the perturbative series of the Wilson loop which coincides with the non-
perturbative expression, and which exhibits the area law. Another possible
prescription\textsuperscript{1} is WML’s one [24, 25, 26], which is purely perturbative. The
two-dimensional Wilson loop treated with the WML’s prescription can be
shown to reproduce actually only the zero-instanton sector of the complete
result [27], and leads to a resummed expression which consists of exponen-
tial times polynomials in the area [28]. Pure area dependence is ensured by
the invariance of the theory under area-preserving diffeomorphisms [29].

In the noncommutative case, the loop computed with 't Hooft's pre-
scription turns out to be ill-defined [19]. The loop computed with WML’s
prescription is instead finite, with a finite limit different from zero at large
noncommutativity and a continuous but non-analytic behaviour when the
noncommutativity goes to zero.

Our aim is to repeat the way to the two-dimensional Kazakov-Kostov
version of the Makeenko-Migdal equation in the light of these results. We
will find that it is still possible, following the same line of reasoning, to
arrive at a regular version of the equation, which is actually a series of
relation among loops in a wide class of different contours. We will use the
input of the explicit Feynman diagrams computations and we will deal with
the subtleties of the derivation in the noncommutative setting. Remarkably,
we realize that in the final version of the equation the contribution from the
open lines is no more present. Moreover, the final form of the equation turns
out to be the same as the commutative one in the large-\(N\) limit, but valid for

\textsuperscript{1}The two prescription were put in correspondence with two different ways of quantizing
the commutative theory, namely on the light-front ('t Hooft) and at equal-time (Wu-
Mandelstam-Leibbrandt or WML) [23]. The coordinate space propagators are

\[ D_{++}^{\text{'t Hooft}} = -\frac{i}{2}x_+ \delta(x_-), \quad D_{++}^{\text{WML}} = -\frac{1}{2\pi x_- i\epsilon x_+} x_+ \]
generic $N$, and generic $\theta$. At a first glance this could sound quite surprising, since the perturbative computations show that the noncommutative Wilson loop is likely to be very different in general from the large $N$ commutative one. The point is that still the kind of supplementary equation one would write in order to find an explicit solution should be drastically different. The meaning of the final form of the un-supplemented equation can be to put constraints on the perturbative expansion, either on WML’s result or constraining eventual renormalization coefficients introduced in order to give a meaning to the Wilson loop with ’t Hooft propagator. On the other side the equation provides a relation directly for exact loop quantum averages, as they can be derived by nonperturbative means. This opens the perspective of a more powerful test of our equation which challenges the current available nonperturbative techniques [30, 31, 32, 33, 34, 35, 17, 18].

2 Sketch of the Kazakov-Kostov analysis

Since we will closely follow the classical Kazakov-Kostov derivation of the two-dimensional regular loop equation, we report here for convenience its main points.

The first step is to take the expression for the Wilson loop quantum average and to perform the area-derivative $\delta/\delta\sigma^{\mu\nu}(\xi)$ (for a detailed explanation, see [36]). This means one takes the variation of the loop functional when adding a small loop to the contour with infinitesimal area at the point $\xi$ on the contour. One then keeps the contributions linear in the small area. Among these contributions, there is a first term which reproduces as usual the field-strength via the Stokes theorem, and that is all on the classical level. In the quantum case and in the special setting of two dimensions one has a further contribution instead. Namely,

$$\delta W_c[C] = \frac{i}{2N} \langle \text{Tr} P \left[ F_{\mu\nu}(\xi) \exp \left( i \int_C A_\mu(\xi(\tau)) d\xi^\mu(\tau) \right) \right] \rangle \delta \sigma^{\mu\nu}$$

$$- \frac{1}{2N} \langle \text{Tr} \left[ \left( \int_{\delta C} A_\mu(\xi(\tau)) d\xi^\mu(\tau) \right)^2 P \exp \left( i \int_C A_\mu(\xi(\tau)) d\xi^\mu(\tau) \right) \right] \rangle$$

$$+ \mathcal{O}(\delta \sigma^2).$$

(5)

Computing the contribution to the variation coming from the two point function integrated around the small added loop as in [5], see fig.1, one finds a linear dependence on $\delta \sigma^{\mu\nu}$, which is peculiar to two dimensions.
Then, one takes the point-derivative $\partial^{\mu}$ with respect to the position $\xi$ of the previous insertion. The first term in (5) turns as usual into the covariant derivative of the field-strength, and it is the way in which one can insert the quantum dynamics: using the quantum equation of motion one turns this term into an integral along the contour of a two-dimensional delta function, times the correlator of the two parts in which the contour is divided by the insertion point $\xi$ and an integration point $\eta$:

$$-g^2 N \int_{C^\nu} d\eta^\nu \delta(2)(\xi(\tau_0) - \eta(\tau)) \langle W_c[C_{\xi\eta}] W_c[C_{\eta\xi}] \rangle .$$

(6)

The extra term from (5) contains now the derivative of the normalized tensor which defines the small area $\delta\sigma^{\mu\nu}$, which is basically a sign when changing the orientation; therefore it produces a delta function contribution. This exactly cancels the contribution coming from the first term (5) at the trivial coincidence point $\tau = \tau_0$. What remains is the contribution in (6) due to the other value (we assume unique) of the parameter $\tau$ for which it happens that $\xi(\tau_0) = \eta(\tau)$. This residual term after integration along the contour still contains a one-dimensional delta function with respect to the orthogonal direction to the contour. To produce a finite expression one integrates along a small path of infinitesimal length $2\Delta$ intersecting the contour $C$ at $\xi$. This results in the equation

$$\lim_{|\Delta|\to 0} \left[ \frac{\delta}{|\delta\sigma(\xi + \Delta)|} - \frac{\delta}{|\delta\sigma(\xi - \Delta)|} \right] \langle W_c[C] \rangle = -g^2 N \langle W_c[C_1] W_c[C_2] \rangle ,$$

(7)

if $\xi$ is a (simple) self-intersection point and $C_1$ and $C_2$ are the two closed parts in which it divides $C$. If $\xi$ is not a self-intersection point, the r.h.s of (7) is zero. When taking the large-$N$ limit, the correlator of the two loops in (7) factorizes in the product of two single quantum averages.

Eq. (7) is now in a regular form: assuming the loop functionals with many windows to be functions of the areas of these windows alone, due
Figure 2: Graphical representation of the final equation

to the above mentioned symmetry under area-preserving diffeomorphisms, it can be turned into a system of partial differential equations for these functions, of the first order in the derivatives with respect to the areas of the windows:

\[
\left( \frac{\partial}{\partial S_k} + \frac{\partial}{\partial S_i} - \frac{\partial}{\partial S_l} - \frac{\partial}{\partial S_j} \right) \langle W_c[C] \rangle = -g^2N\langle W_c[C_1]W_c[C_2] \rangle. \quad (8)
\]

It can be represented graphically as in fig.2.

Supplementing it with some other assumptions that are justified on the basis of geometrical factorization properties, and on the exponentiation of the simple loop with one window, in the limit of large \(N\) (when \(\langle W_c[C_1]W_c[C_2] \rangle = \langle W_c[C_1] \rangle \langle W_c[C_2] \rangle \)) one can completely determine the system \(\mathbb{P}\), and the results reproduce ’t Hooft’s resummed perturbation theory. These factorization assumptions are not valid for WML’s prescription, for which perhaps different supplementary equations could work together with \(\mathbb{P}\).

3 The Noncommutative Computation

In this section, we repeat the kind of analysis that Kazakov-Kostov did now in the noncommutative setting. We still assume that acting on the noncommutative Wilson loop with \(\partial^\mu \frac{\delta}{\delta A_\mu}\) is a well defined operation (in other words, that it is a functional of the Stokes type). In the commutative case this was guaranteed by the pure area dependence due to invariance under area-preserving diffeomorphisms. This survives in the noncommutative setting. Supports to this assumption come from the fact that for example all the explicit computations performed in \(\mathbb{P}\) show that the Wilson loop averages depend only on the area of the contour. Invariance under area-preserving diffeomorphisms is actually believed to be one of the main ingredients of the structure of the noncommutative gauge group in two dimensions \(\mathbb{P}\).
We will use the light-cone gauge fixing $A_- = 0$ and allow in parallel both the WML’s and ’t Hooft’s prescription for the propagator. In [19] (see also [21]) it was shown that ’t Hooft’s prescription leads to a series of problems originating from the occurrence of products of distributions which are ill-defined, and resulting in some divergences in the perturbative expansion. It was thought that the origin of this fact, when compared with the finite commutative result, and with the smooth expression one gets using instead WML’s prescription as shown in [19, 20, 21], could be perhaps attributed to an incompatibility of the punctual interaction that characterises ’t Hooft’s propagator with the noncommutativity of the space-time. All the evidence was then towards avoiding ’t Hooft’s prescription. Instead, we will take for it another point of view: we take the approach of renormalization of singularities. We therefore assume that the Wilson loop, when treated with ’t Hooft’s prescription, is however regularized in some way in order to have a finite result, and also renormalized through some subtraction procedure, which leaves it of the Stokes type.

3.1 Variation of the Wilson Loop

In repeating the Kazakov-Kostov analysis we start evaluating the area variation of the functional $W_c[C]$. This means we write

$$\frac{1}{V}W_c[C\delta C] = \frac{1}{V}\langle \int dx \frac{1}{N} \text{Tr} P_s \left[ \exp \left( i \int_{\delta C} A_\mu(x + \xi(\tau)) d\xi^\mu(\tau) \right) \right. \right.$$

$$\left. \left. \times \exp \left( i \int_{C} A_\mu(x + \xi(\tau)) d\xi^\mu(\tau) \right) \right] \rangle,$$

where $\delta C$ is a small loop of area $\delta \sigma^{\mu\nu}$ we add to the original contour $C$ at the point $\xi$ in such a way that drawing $\delta C$ does not add new self-intersections [7]. We will consider the same class of contours considered in [7] i.e. with an arbitrary number of simple self-intersections. According to the previous considerations, we still assume that the corresponding Wilson loops depend only on the areas of the windows in which the various self-intersections divide the contour. Expanding the contribution from the $\delta C$-integration in powers of the gauge field as in [7], we single out a first term that reproduces the original Wilson loop, a second term linear in the gauge field on $\delta C$ which is treated in the usual way making use of Stokes’ theorem, and then a tower of contributions containing one or more propagators inside the small loop $\delta C$ or more than two propagators connecting $\delta C$ with $C$. Among these, we should keep only the ones at most linear in $\delta \sigma^{\mu\nu}$. In the commutative case
this amounts to a single term coming from the two-point function of gauge fields both on the small loop. The corresponding term is now with analogous considerations

\[- \frac{1}{2V} \int dx \frac{1}{N} \text{Tr} \left[ \left( \int_{\delta C} \int_{\delta C} A_\mu(x + \xi(\tau)) \ast A_\nu(x + \xi(\tau')) \right) \ast \left( \delta \text{C} \int \delta \text{C} D_{++}(\xi(\tau) - \xi(\tau')) \right) \right]. \tag{10}\]

For this term one can use that quantum averages are indeed invariant under translations [15], therefore the two quantum averages in Eq. (10) are independent of \( x \). We can bring the first one outside the integral over \( dx \). Moreover, this first quantum average is unaffected by the noncommutativity, which starts acting when diagrams with crossing propagators enter the game [19, 21]. Using also that the two-point correlator of the gauge field is diagonal in color space, we see that (10) amounts to the product of \( \frac{1}{V} \langle W_c[C]\rangle \times \text{the same coefficient } (\frac{-1}{2}) \int_{\delta C} \int_{\delta C} D_{++} (\xi(\tau) - \xi(\tau')) \) as in the commutative case. There, this was the only contribution linear in the small area \( |\delta \sigma| \) beyond the \( F \)-insertion term. Kazakov and Kostov used in particular that Green’s function with more than two gauge fields on the small contour yield contributions higher order in \( \delta \sigma^{\mu \nu} \).

This property is still true in the noncommutative case for WML [20, 21], but is no more true for \('t\) Hooft. Explicit calculations in [19] have shown that in the contribution from the crossed part of the four-point function to a loop with a single window of area \( A \) evaluated with \('t\) Hooft’s propagator, one gets a finite part that can be expanded in positive powers of \( 1/\theta \), in which each coefficient is proportional to a power of the area larger than one, plus two terms with a positive power of \( \theta \), of the form \( a \theta + b \theta^2 \). These two terms were the origin of the ill-definiteness we mentioned at the beginning, and we assume here them to be suitably regularized and renormalized. A natural assumption is that this can be done without breaking the pure area dependence, which is a requirement that the symmetry under area-preserving diffeomorphism does not produce anomalies\(^2\). At the end, just by dimensional analysis one expects \( b \) to be a function \( f_b(A, \lambda) \) of a dimensionless combination of the area \( A \) and of some renormalization scale

\(^2\text{This procedure could also be interpreted in relation to the renormalization of the field theory of the one dimensional fermion living on the contour, according to the alternative formulation of the Wilson loop vacuum expectation value already known in the commutative case (see e.g. [6]), and extended to the noncommutative case for example in [10].}\)
\( \lambda, \) and \( a \) to be given by the area \( A \) itself times another function \( f_a(A, \lambda) \) with dimensionless combinations. Altogether

\[
a \theta + b \theta^2 = A f_a(A, \lambda) \theta + f_b(A, \lambda) \theta^2. \tag{11}
\]

These terms can in principle provide a linear dependence on the area.

We now want to make a series of important remarks. The assumption that the symmetry under area-preserving diffeomorphism is not anomalous implies that one can find at least one procedure of regularization and renormalization such that it is preserved. We have been able to find a suitable regularization in coordinate space on a rectangular contour that makes these singular terms to be actually zero, due to a loop coordinate symmetry. This is in contrast to previous treatments based on a momentum space procedure \[19, 20, 21\]. But as usual different treatments of such singular distributional integrals can give different results. We have arguments that this coordinate space procedure can work also at higher orders, but we are not able to put it into a theorem. However, this strongly suggests that a regularization exists that does not break at least the pure area-dependence, and in particular with this regularization \( f_a \) and \( f_b \) and analog terms from higher than four point functions can be zero.

In our subsequent treatment, since the regularization of this integral is such a delicate issue, we are general and allow for non-vanishing coefficients, also in order to avoid being too tight to the rectangle for these singular terms. The main point we stress here is the following: we will see that whenever non-zero, they however will not change the final form of the equation, due to a geometric constraint we will find below. The form \[20\] and the equations derived from it are stable against this ambiguity.

### 3.2 Derivation of the Equation

Green’s functions with two and in principle also more propagators on the small loop \( \delta C \) can potentially provide further contributions linear in the small area \( |\delta \sigma| \). In order to be general, we will write therefore the total extra contribution (i.e. additional to the field strength insertion) to the derivative \( \frac{1}{V} \partial^\mu \frac{\delta \langle W_c[C] \rangle}{\delta \sigma_{\mu \nu}} \) as

\[
\frac{1}{|\delta \sigma|} \left[ \frac{\langle W_c[\delta C] \rangle}{V} - 1 \right] \bigg|_{\text{lin. in } |\delta \sigma|} \partial ^\mu n_{\mu \nu} \frac{\langle W_c[C] \rangle}{V}, \tag{12}
\]
where we have introduced a two-dimensional tensor such that $\delta_{\sigma \mu \nu} = n_{\mu \nu} |\delta \sigma|$, and we have used again that quantum averages are invariant under translations\(^3\).

The next step is to use the result of [15] for the term corresponding to the field-strength insertion, namely the right-hand side of Eq. (1). We see that this contains a delta-like term similar to the one which commonly appears in the right-hand side of the commutative Makeenko-Migdal equation, but already factorized in the two quantum averages relative to the two sections in which the loop is divided, plus a term which contains the connected correlator of the two Wilson lines corresponding to these sections. We will consider later the piece with the Wilson lines. Restricting to the other term, it has for any generic $N$ the same form as the commutative case at $N \to \infty$.

If we write it explicitly in our case it is similar to (6)

\begin{equation}
- \frac{g^2 N}{V^2} \int_C d\eta_\nu(\tau) \delta(2)(\xi(\tau_0) - \eta(\tau)) \langle W_c[C\xi\eta]\rangle \langle W_c[C\eta\xi]\rangle .
\end{equation}

If $\xi$ is not a self-intersection point, a contribution to (13) comes only from the trivial coincidence $\tau = \tau_0$. Otherwise there will be other contributions from the other values of the parameter $\tau$ such that $\eta(\tau) = \xi(\tau_0)$. As in the commutative case, we can conclude that here again (10) cancels the trivial coincidence contribution, both for ’t Hooft and WML, since the two-point contribution is the same for simple loops. Therefore we write

\begin{equation}
\frac{1}{V} \partial^\mu \delta_{\sigma \mu \nu}(\xi) \langle W_c[C]\rangle =
- \frac{g^2 N}{V^2} \int_C d\eta_\nu(\tau) \delta(2)(\xi(\tau_0) - \eta(\tau)) \langle W_c[C\xi\eta]\rangle \langle W_c[C\eta\xi]\rangle + \left[ \frac{\langle W_c[D]\rangle}{V} \right] \partial^\mu n_{\mu \nu} + \text{Wilson lines} ,
\end{equation}

where we have defined

\begin{equation}
\left[ \frac{\langle W_c[D]\rangle}{V} \right] = \frac{1}{|\delta \sigma|} \left[ \frac{\langle W_c[D]\rangle}{V} \right] \text{lin. in } |\delta \sigma| , \text{ 4 p.t and more} .
\end{equation}

\(^3\)We still assume that more complicated correlators of the small loop with $C$ are higher orders in $\delta_{\sigma \mu \nu}$. Further arguments from the consistency condition [16] in the following indicates they however would not contribute to the final form [20] of the equation.
The backslash on the integral in (14) indicates the omission of a small part of the contour around \( \tau = \tau_0 \). Note that \( \partial^\mu n_{\mu \nu} \) can be rewritten as \( \int_{\tau = \tau_0 - \epsilon}^{\tau_0 + \epsilon} d\eta_\nu (\tau) \delta^{(2)}(\xi(\tau_0) - \eta(\tau)) \). The corresponding term with the two-point function in the small loop was just responsible for the cancellation of the trivial coincidence contribution in the first term of the r.h.s. of (14).

We will now require that after renormalization the Wilson loop in 't Hooft's prescription still fulfills the basic requirement of approaching one for vanishing enclosed area. Applying this to the simple loop \( \delta C \) that appears in (14) implies that the corrections we find from four and higher point functions must approach zero as \( |\delta \sigma| \to 0 \), if any, must be set to zero for consistency, and this gives Eq. (14) a well defined meaning. In particular, we assume for the functions \( f_a \) and \( f_b \) previously introduced for the four point function (see eq. (11)), the following form:

\[
\begin{align*}
   f_a(A, \lambda) &= \sum_{i=0}^{\infty} \left( A/\lambda \right)^i f_a^i ; \\
   f_b(A, \lambda) &= \sum_{i=1}^{\infty} \left( A/\lambda \right)^i f_b^i .
\end{align*}
\]  

(16)

Analogous requirements must be satisfied by higher order Green’s functions.

At this stage we follow Kazakov and Kostov’s strategy of eliminating the surviving delta-like singularities still present in Eq. (14). We integrate as in [7] along a small path \( \delta C_\perp \) intersecting the contour \( C \) at the point \( \xi(\tau_0) \), and then let the length of this path going to zero. What we get is the following for \( \xi \) a self-intersection point:

\[
\begin{align*}
   \frac{1}{V} &\lim_{|\Delta| \to 0} \left[ \frac{\delta}{\delta \sigma}(\xi + \Delta) - \frac{\delta}{\delta \sigma}(\xi - \Delta) \right] \langle W_c[C] \rangle = \\
   &- \frac{g^2 N}{V^2} \langle W_c[C_1] \rangle \langle W_c[C_2] \rangle + \left[ \frac{\langle W_c[\delta C] \rangle}{V} \right] \langle W_c[C] \rangle \\
   &+ \lim_{|\Delta| \to 0} \int_{\delta C_\perp} \text{Wilson lines},
\end{align*}
\]

(17)

where \( C_1 \) and \( C_2 \) are the two nontrivial sections in which \( \xi \) divides the original contour \( C \). We give the operation on the left-hand side the same meaning as in [7], and we explicitly translate it into a sum of simple partial derivatives with respect to the areas \( S_m \) of the four windows which meet at
ξ as in eq. (8). Now we consider the same for a non self-intersecting point. We get

\[ \frac{1}{V} \lim_{|\Delta| \to 0} \left[ \frac{\delta/|\delta\sigma(\xi + \Delta)| - \delta/|\delta\sigma(\xi - \Delta)|}{V} \right] \langle W_c[C] \rangle = \left[ \frac{\langle W_c[C] \rangle}{V} \right] \left[ \frac{\langle W_c[C] \rangle}{V} \right] \right. \\
+ \left. \lim_{|\Delta| \to 0} \int_{\delta C_{\perp}} \text{Wilson lines} \right]. \tag{18}

Since by assumption ξ is a non self-intersecting point, the left-hand side is zero. This means that we must require for consistency

\[ \left[ \frac{\langle W_c[C] \rangle}{V} \right] \left[ \frac{\langle W_c[C] \rangle}{V} \right] + \left[ \lim_{|\Delta| \to 0} \int_{\delta C_{\perp}} \text{W. lines} \right] = 0. \tag{19} \]

In the starting loop equation (1) the open Wilson line contribution, in contrast to the first term on the r.h.s., has no evident distributional character. Therefore, we expect this term not to contribute in the limit |Δ| → 0. We comment more on this issue in the appendix and continue taking the vanishing of the Wilson line term in (19) for granted. Then also the first term in (19) has to vanish, i.e. \[ \langle W_c[C] \rangle/V \right] = 0. \] The last statement is independent of the point ξ, and using it now in (17) we get

\[ \frac{1}{V} \left( \frac{\partial}{\partial S_k} + \frac{\partial}{\partial S_i} - \frac{\partial}{\partial S_l} - \frac{\partial}{\partial S_j} \right) \langle W_c[C] \rangle = - \frac{g^2 N}{V^2} \langle W_c[C_1] \rangle \langle W_c[C_2] \rangle, \tag{20} \]

which has the same form as the commutative equation for \( N \to \infty \), but it is valid for generic \( N \) now\(^5\).

Following the line of reasoning of Kazakov and Kostov we arrived at a non-singular version of the Makeenko-Migdal equation for the noncommutative case in two dimensions. Equation (20) is our main result and is expected to be valid also nonperturbatively.

\(^4\)One considers also the external infinite part of the space as a window when \( \xi \) is on the external boundary of the loop. In this case, one drops the partial derivative with respect to this area.

\(^5\)We stress that the explicit presence of the volumes is in the right form in order to cancel the volume contribution coming from each quantum average due to translational invariance.
A first remark is about the solutions of this equation. As already in the commutative case, as it stands it cannot be solved without implementing some further input. Kazakov and Kostov used results from explicit calculations with \( \text{t Hooft}\)'s prescription, and derived a further equation which, combined with the previous in the large \( N \) factorized limit, allowed them to find an explicit solution within the \( \text{t Hooft} \) prescription (corresponding to the exact geometrical one). We cannot use their supplementary equation because looking at the computations in [19] we see it is clearly false in the noncommutative case, and it seems difficult to find at a first sight a valid substitute.

The second remark concerns the role our equation can play in constraining otherwise open renormalization constants for the Wilson loop in \( \text{t Hooft} \) prescription. From the discussion of (19) we know

\[
\frac{\langle W_c \delta C \rangle}{V} = 0 ,
\]

which can be read as the vanishing of the coefficients \( f_0^a \) and \( f_1^b \) of Eq.s (16) and the analog ones from higher point Green functions. We have therefore that the simple renormalized loop with one window and one winding, apart from the known two-point function contribution, should have no terms linear in the area. In addition one can extract from (20) information about the relation among the remaining coefficients of the simple Wilson loop and the ones for Wilson loops with more than one window.

4 Loops with Multiple Windings

As a remarkable example, one can repeat the procedure which allows to derive from (20) an equation for loops with a single window but \( n \) winding around this window. These loops were object of study in the commutative case as a special important class of contours (see [9 13]), and in the noncommutative case were studied in [20].

For instance, we can specialise Eq. (20) to the situation of a loop with one simple intersection point which divides it into two windows, one of area \( S_1 \) and one of area \( S_0 \), such that the boundary of \( S_1 \) is in common with \( S_0 \), see fig.3. The idea is that one sends the area \( S_0 \) to zero and obtains a loop with a single window of area \( S_1 \) but winding twice around it. Then eq. (20) can be written in the following way (see also footnote 4):
In the commutative case one can supplement this equation with the above mentioned further input, which states that the dependence of $W_{c}^{(2)}$ on the outer area $S_0$ reduces to a pure exponential, and that the value of $W_{c}^{(1)}$ is again a pure exponential of the argument. Then the equation for $S_0 \to 0$ relates the derivative of $W_{c}^{(2)}[S_1]$ to the square of $W_{c}^{(1)}[S_1]$. Generalizing to higher windings one was able to find equations closed within the set of loops with one window but multiple windings.

In the noncommutative case this is no more possible since we cannot use that particular further input. The dependence on the boundary area of $W_{c}^{(2)}$ is no more so simple, and certainly the single loop is not an exponential$^{6}$. If we still want to find from (20) an equation for the loop with two windings on a single window $W_{c}^{(2)}[S_1]$, the form of this equation would be

$$\frac{1}{V} \left( 2 \frac{\partial}{\partial S_0} - \frac{\partial}{\partial S_1} \right) W_{c}^{(2)}[S_0, S_1] = - \frac{g^2 N}{V^2} W_{c}^{(1)}[S_1] W_{c}^{(1)}[S_0 + S_1] \ . \ (22)$$

which involves informations also from outside the class of winding loops$^{7}$.

---

$^{6}$This was commented in $^{19}$ as something related to the meaning of abelian-like exponentiation as a test for unitarity in the noncommutative case.

$^{7}$In the commutative case, due to the pure exponential dependence mentioned above, the term in round brackets reproduces $W_{c}^{(2)}[S_1]$, and the equation takes a closed structure already reported by Olesen $^{21}$.
5 Conclusions

We have repeated the analysis of Kazakov and Kostov [7] of the Makeenko-Migdal loop equation in two-dimensional Yang-Mills theory, deriving its non-commutative version on the plane. We started from the results of [15] in general dimensions, and singled out the features peculiar to the case $D = 2$. We took results from the light-cone gauge perturbative computations available in the literature, allowing in principle for both ’t Hooft’s and WML’s prescriptions. We realized that extra contributions can arise in the intermediate steps in ’t Hooft’s case, which however do not contribute to the final form of the equation due to a geometric constraint. We also saw the disappearing of the contribution from the open Wilson lines, found in [15], after performing the integration along a small path orthogonal to the contour, which is a key component of the procedure. At the end, the equation turns out to have the same form as the commutative one at large $N$, but here is valid for generic $N$, and generic $\theta$. This form is stable both against switching between the ’t Hooft and WML prescription and against a series of subtle ambiguities we encounter in its derivation. We interpret the equation both as putting a series of constraints on the perturbative expansion, and as well as the full nonperturbative relation to be fulfilled by the exact expression of the Wilson loop.

We have discussed about the concrete solution of the loop equation, which was possible in the commutative case. Here, the supplementary condition necessary in order to determine the system is much more difficult to find, and we are insofar unable to construct it. We also expect the supplementary input to be different within ’t Hooft and WML prescription. In particular, the simple commutative equation describing loops with multiple windings is no more recoverable, and we have shown the new form, that involves information also from outside the class of winding loops. Solving explicitly this equation is still a challenge, especially from the point of view of nonperturbative approaches, and we are going to undertake it in future investigations.
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7 Appendix

We now turn to the problem of disregarding the contribution from the Wilson lines in the procedure of integrating along a small path intersecting the contour. We already mentioned that this amounts to excluding a certain kind of singularities from this contribution, for instance possible delta functions which pick up a finite result when $\Delta$ in Eq.(17) goes to zero. In order to see which kind of behaviour we should expect, we have performed some rough computations of the Wilson lines term, using ’t Hooft’s prescription in perturbation theory. We have analyzed as prototypes some terms from the four point function, splitting as in [19] the propagator in momentum space in the WML’s one plus terms involving delta functions. The contribution therefore splits into the smooth WML’s result for the lines [42, 43], plus potential singular contributions. Due to the form of the light-cone propagator, these terms can typically produce contributions in Eq.(18) of the form

\[
\int_C d\nu \lim_{|\Delta| \to 0} \int_{\delta C_\perp} \delta([k_{\eta\xi}]_-) \Theta([k_{\eta\xi}]_+) K(k_{\eta\xi}),
\]  

(24)

where $k_{\eta\xi} = \theta^{-1}(\eta - \xi)$, $\Theta$ is the Heaviside step-function, and $K$ is some function of $k_{\eta\xi}$ one could obtain performing the loop integrations with some regularizing cutoff and subtraction were needed. The direction $\nu$ appearing in (24) is fixed for the whole integration, and due to the invariance of the two-dimensional theory under area-preserving diffeomorphism, we can always choose it to be along $x_-$. Recalling the definition of $k_{\eta\xi}$ we write therefore

\[
\int_C d\eta_- \lim_{|\Delta| \to 0} \int_{\delta C_\perp} \delta(\eta_- - \xi_-) \Theta(\eta_+ - \xi_+) K.
\]  

(25)

In this way, the delta function singularity involves only the integration along the contour and not along the small path $\delta C_\perp$. The integration procedure and $\Delta \to 0$ thus give a vanishing contribution. Even if we found this argument for the four-point function, the structure of the light-cone integration makes us suppose that at a generic order in perturbation theory the situation will be roughly the same, although in order to have a proof one should rely on a complete analysis.
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