Shifted equilibria of organic acids and bases in the aqueous surface region†
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Acid–base equilibria of carboxylic acids and alkyl amines in the aqueous surface region were studied using surface-sensitive X-ray photoelectron spectroscopy and molecular dynamics simulations. Solutions of these organic compounds were examined as a function of pH, concentration and chain length to investigate the distribution of acid and base form in the surface region as compared to the aqueous bulk. Results from these experiments show that the neutral forms of the studied acid–base pairs are strongly enriched in the aqueous surface region. Moreover, we show that for species with at least four carbon atoms in their alkyl chain, their charged forms are also found to be abundant in the surface region. Using a combination of XPS and MD results, a model is proposed that effectively describes the surface composition. Resulting absolute surface concentration estimations show clearly that the total organic mole fractions in the surface region change drastically as a function of solution pH. The origin of the observed surface phenomena, hydronium/hydroxide concentrations in the aqueous surface region and why standard chemical equations, used to describe equilibria in dilute bulk solution are not valid in the aqueous surface region, are discussed in detail. The reported results are of considerable importance especially for the detailed understanding of properties of small aqueous droplets that can be found in the atmosphere.

Introduction

Acid–base chemistry at the aqueous interface is of great importance for many processes e.g. in atmospheric chemistry and biochemistry. The different physico-chemical properties of the aqueous surface region in comparison to the bulk have been investigated throughout the last decades. For inorganic salts, the classic electrostatic model with an ion-free surface region,† has been replaced by a model in which ions may be present, and even enriched, at the surface.2,3 Also the possibly changed protolytic properties of the aqueous surface region and its underlying mechanisms have been subject to intensive discussions. These protolytic surface properties have been investigated using different experimental and theoretical approaches, with rather contradictory outcomes.4–14

Discrepancies among experimental results and modeled systems regarding the spatial distribution of hydronium and hydroxide ions at the air–water interface have been debated intensively.5,6,8,10,15 These ions are rather small species with relatively high charge densities. They are strongly hydrated as can be seen from their large hydration enthalpies, ΔH_{hydr} of −1091 (H^+) and −460 (OH^-) kJ mol⁻¹, respectively.16 The effect of the hydration behavior of these chemical species on their residence in the aqueous surface region, their general role in surface chemistry and the influence of the bulk equilibria on the chemical speciation in the surface region are often discussed aspects in this context.

Numerous studies draw conclusions about the pH, i.e. the local hydronium and hydroxide concentrations, in the aqueous surface region upon investigation of indicator species and their ability for protonation/deprotonation at the aqueous surface region.6,8,10,11,13,17 Although acid–base equilibria in the aqueous...
surface region have been investigated for several chemical compounds by various experimental and theoretical techniques, no study has been conducted investigating proton acceptors and donors using the same approach. Results of separate studies on individual compounds show that neutral forms of carboxylic acids and amines are more abundant at the surface region in comparison to their respective charged forms, i.e. carboxylate and ammonium ions. It was found that some ionic species are depleted from the interfacial region, due to the reduced possibility to be fully hydrated. In another study, a thermodynamic approach was used to explain the different degree of protonation in the aqueous surface region to be caused by the different hydration enthalpies of protonated and deprotonated species. Whether these studies allow general conclusions on changed abundances of hydronium/hydroxide ions in the interfacial region as compared to the bulk water is a major concern and should be carefully validated.

In this paper we show that the pH-dependent speciation and distribution of the acid and base forms are quite different in the surface region as compared to the bulk and that it is not possible to draw conclusions on the interfacial hydronium or hydroxide concentration by only examining a neutral species and its respective conjugated charged form. We refer to the surface region as the air-water interface and the number of water molecule layers below (surface-near-bulk region), required to reach bulk solution properties, throughout this work. The depth of this region is difficult to specify, and it is likely dependent on temperature, ionic strength of the aqueous bulk and the specific dissolved solutes. The surface region is thus characterized by distinctly different physico-chemical properties, i.e. solute concentrations, structure, dynamics etc., in comparison with the bulk solution.

Previous XPS studies have shown that the concentration of neutral compounds is significantly higher in the aqueous surface region as compared to the bulk, also in cases where the compound is miscible with water. It can be assumed that the physico-chemical properties of water at the air-water interface and some water molecule layers below the interface are significantly different from bulk water. One example for the deviating properties of water in the bulk and in the surface region is its relative permittivity. In bulk water it amounts to \( \varepsilon_r = 78.5 \) and promotes dissociation of salts and hydration of inorganic ions, and polar or charged functional groups. As discussed above, neutral molecules are more abundant in the surface region than their charged conjugates. This suggests that the relative permittivity of water in the surface region is significantly lower than in aqueous bulk. An equilibrium between species X in the aqueous bulk and the surface region is established, \( X_{\text{bulk}} \rightleftharpoons X_{\text{surface}} \). For neutral chemical species, especially those with a hydrophobic group, this equilibrium is strongly shifted to the right. On the other hand, this equilibrium is most likely shifted to the left for charged species and even more so with increasing charge density and need for hydration. Furthermore, a minimum relative permittivity is required for salts to dissociate, which is increasing with the charge density of the ions. It has not been possible to experimentally determine the relative permittivity of water in the surface region, but the observed distribution between neutral and charged species strongly indicates that it is lower in this region than in the bulk, possibly sufficiently low to hinder dissociation of salts. A consequence of this is that it is difficult for single ions, which are dissolved in the aqueous bulk solution, to reach the surface region and even more so with increasing charge density of the ion. However, ion-pair formation offers one possibility for charged species to reach to the surface region, or at least to be close to it. One such documented example is the two-dimensional guanidinium ion, \( \left[ \text{C(NH}_2\text{)}_3 \right]^+ \), which can reside very close to the air-water interface, when it is accompanied by chloride ions. Guanidinium ions were shown to reach significantly closer to the water surface than in systems without a counter-ion that is able to reside in the surface region.

The dissociation of an acid (HA) in aqueous solution is quantified by a dissociation constant \( K_a \) (or its negative logarithm: p\( K_a \)), defined as the ratio of the activities of the reaction’s products (H\( ^+ \) and A\(^- \)) and the reactant (HA). For weak acids and their conjugated bases and for dilute solutions, concentrations (denoted as [species]) can be used instead of activities (\( a \)) by assuming the activity coefficients to be unity.

\[
\text{HA} + \text{H}_2\text{O} \rightleftharpoons \text{H}_3\text{O}^+ + \text{A}^- \tag{1}
\]

\[
K_a = \frac{a_{\text{H}_3\text{O}^+} \cdot a_{\text{A}}}{a_{\text{HA}}} \approx \frac{[\text{H}_3\text{O}^+][\text{A}^-]}{[\text{HA}]} \tag{2}
\]

The effect of the pH on the actual concentrations of acid and base form of a conjugated acid–base pair in the bulk is given by the so-called Henderson–Hasselbalch equation:

\[
p\text{H} = pK_a + \log\frac{[\text{A}^-]}{[\text{HA}]} \tag{3}
\]

Rearranging eqn (3), we find that the ratio \( R \) of the acid and base concentration in the bulk of the solution can be expressed as

\[
R = \frac{[\text{HA}]}{[\text{A}^-]} = 10^{(p\text{H} - pK_a)} \tag{4}
\]

and the bulk acid fraction \( F_a \) of the solution as

\[
F_a = \frac{[\text{HA}]}{[\text{HA}] + [\text{A}^-]} = \left(10^{(p\text{H} - pK_a)} + 1\right)^{-1}, \tag{5}
\]

which will be used later in the analysis.

Eqns (1)–(5) can be written in a similar way for the protonation of an organic base B using the dissociation constant \( K_b \) (and its negative logarithm: p\( K_b \)).

\[
\text{B} + \text{H}_2\text{O} \rightleftharpoons \text{BH}^+ + \text{OH}^- \tag{6}
\]

\[
K_b = \frac{a_{\text{BH}^+} \cdot a_{\text{OH}^-}}{a_{\text{B}}} \approx \frac{[\text{BH}^+][\text{OH}^-]}{[\text{B}]} \tag{7}
\]

The product of \( K_a \) and \( K_b \) yields the ionic product of water \( K_w \).

\[
K_w = [\text{H}_2\text{O}^+][\text{OH}^-] = K_a K_b \tag{8}
\]
The base fraction $F_B$ is then given as follows.

$$F_B = \frac{[B]}{[B] + [BH^+]} = \left(10^{[pK_a-pH]} + 1\right)^{-1} = \left(10^{[pK_a-pH]-pK_a} + 1\right)^{-1}$$

(9)

The aim of this work is to quantify the surface enhancement of alkyl amines and carboxylic acids and describe the influence of aqueous bulk phase acid–base equilibria on the abundances of these species in the surface region. To provide a more detailed picture of the surface region of aqueous solutions, differences in physico-chemical properties, speciation of the chemical species present and their structural organization based on our observations are discussed. Surface and chemically sensitive X-ray photoelectron spectroscopy (XPS) is used to monitor the abundances of carboxylic acids, namely butyric ($n\text{-}C_4\text{H}_9\text{COOH}$, C4H) and pentanoic acid ($n\text{-}C_5\text{H}_9\text{COOH}$, C5H), and their respective conjugated bases ($C_4^-, C_5^-$) as well as alkyl amines, namely $n$-butyl ($n\text{-}C_4\text{H}_9\text{NH}_2$, A4) and $n$-hexyl amine ($n\text{-}C_6\text{H}_{13}\text{NH}_2$, A6), and their respective conjugated acids ($A4H^+$, $A6H^+$). With its sensitivity to changes in the direct environment on the molecular scale, and utilized in surface sensitive mode, XPS experiments provide information on concentrations of species in the surface region. Results are compared with known properties of the aqueous bulk, such as $pK_a$ of the conjugated acid–base pairs and the pH value of the aqueous bulk. To support our experimental observations, molecular dynamics (MD) simulations were conducted on analogous aqueous systems and used to support the discussion. Results from this concerted study, where both organic acids and bases are investigated as a function of pH and concentration using the same experimental and computational approaches, enable a thorough description of the involved processes in terms of chemical equilibria, surface enrichment and hydration structure.

**Experimental**

**XPS experiments**

XPS experiments were performed at the synchrotron facility MAX-lab, Lund University, using beamline 1411, where X-ray radiation was intersected with a liquid micro-jet containing sample solutions of different organic solutes, pH and concentrations. Our experimental setup is operated in the present study in the same way as described elsewhere.\(^{19,25}\) Photon energies were chosen to create C 1s or N 1s photoelectrons with roughly 70 eV kinetic energy, making the experiments surface sensitive with an electron attenuation length in the order of 10 Å.\(^{26-28}\) This means that species residing close to the air–water interface contribute strongly to the overall recorded photoemission (PE) intensities. Using a simple two-layer model,\(^{19}\) the solution is divided into a bulk and surface region (see definition in the Introduction). This yields a contribution of the surface region to the recorded PE signal of about 33–50%, see ESI† for details, which is in accordance with previously reported values.\(^{29}\)

Hence, the recorded PE intensities yield information of both, the bulk and the surface region. During the analysis, relative PE intensities are used to identify qualitative differences between the surface region and the aqueous bulk region. Furthermore, we consider different approximations to determine actual surface concentrations from recorded PE signals. Total PE intensities of surface enriched species are compared with intensities recorded from surface depleted species, which are used to model bulk contributions to the recorded PE intensities. For the use of these bulk reference intensities, a set of assumptions need to be accepted.\(^{19,25,10}\)

Sample solutions with concentrations given in mol dm\(^{-3}\) (M) were prepared freshly with deionized water (Millipore Direct-Q, resistivity $>18.2$ MΩ cm) and commercially available chemicals from Sigma Aldrich: butyric acid, pentanoic acid, sodium hydroxide, hydrochloric acid, $n$-butyl amine, $n$-hexyl amine. The purities were $>99\%$. All sample solutions were made from dilution of stock solutions and the solution pH was adjusted using sodium hydroxide or hydrochloric acid. Series of pH-dependent XPS experiments were conducted for all named organic compounds in dilute solutions (at less than half the solubility limit in water). Series of concentration-dependent XPS experiments were conducted for butyric acid, sodium butyrate, $n$-hexyl amine and $n$-hexyl ammonium chloride. To gain more insight in the acid–base behavior of the studied systems at the actual ionic strength in bulk solutions, additional acid–base titrations were conducted for each compound (except for $C_5H$ which is taken from ref. 31) at both 25 °C and 10 °C, as the latter is close to the expected temperature of the XPS experiment. The obtained $pK_a$ values are used in the analysis of the XPS results.

**Evaluation of PE spectra**

Carboxylic acids and their respective conjugated bases ($C_4H/C4^-$, $C_5H/C5^-$) were monitored via their C 1s PE intensities, i.e. the intensity of the alkyl chain ($C_4\text{H}_9\text{CH}_3$), the carboxylic acid group (C 1s(COOH)) and its deprotonated form (C 1s(COO\(^-$))) (see Fig. 1). Alkyl amines and their respective conjugated acids ($A4/A4H^+$, $A6/A6H^+$) were observed via both N 1s and C 1s intensities, i.e. the intensity of the alkyl chain (C 1s(CH\(_3\))), the ammonium group (N 1s(NH\(_3\))) and its protonated form (N 1s(NH\(_3\)^+)). Recorded intensities can be compared between different samples when measured during unchanged conditions, i.e. if sample injection and synchrotron radiation operated stably throughout the acquisition time. To monitor the stability of the measurements, the intensity of the water 1b1 level of a 50 mM NaCl aqueous solution was monitored between all sample solutions and intensity variations were $\leq 5\%$. Details on the fitting procedure are described in the ESL†

To study differences in the degree of protonation of the investigated compounds in the probed part of the aqueous solution, acid fractions $F_a = C\text{ 1s(COOH)}/(C\text{ 1s(COOH)} + C\text{ 1s(COO\(-))})$ (eqn (5)) and base fractions $F_B = N\text{ 1s(NH\(_2\))}/(N\text{ 1s(NH\(_2\))} + N\text{ 1s(NH\(_3\)^+))}$ (eqn (9)) were calculated from the PE intensities, respectively, and plotted as a function of solution pH. The same results were used to estimate surface concentrations of the studied solutions as a function of pH with aid of the simple two-layer model (see ESI†). Furthermore, concentration dependent studies were analyzed by means of the Langmuir adsorption model. Results are discussed in detail taking into account molecular-scale driving forces and chemical equilibria.
Results & discussion

In Fig. 1a example spectra of a carboxylic acid, here C 1s spectra of butyric acid, in different protonation states are shown together with a spectrum of formate ions ($\text{HCOO}^-$). The latter is used as bulk reference signal as formate ions can be assumed to be depleted from the aqueous surface region due to their strong hydration and lack of a hydrophobic group. Please note, as annotated in the figures’ legends, the intensities of the distinct spectra are scaled differently. Two PE lines characterize the C 1s spectra, where the peak at lower binding energy (<291 eV) is assigned to the carbon atoms of the alkyl chain (C 1s(CH$_2$)). The peaks at higher binding energies originate from the carbon atom in the carboxylic acid group, where the neutral form is found at 294.3 eV (C 1s(COOH)) and the deprotonated form at 293.2 eV (C 1s(COO$^-$)).

As seen from the relative N 1s PE intensity displayed in Fig. 1b, the n-hexyl amine/n-hexyl ammonium ion system displays a somewhat different behavior with both the neutral and the charged form being strongly enriched in the surface region. PE intensity ratios of the organic solutes with formate or ammonium ions enable a more quantitative analysis of their surface behavior. This will be presented and discussed after discussing the pH dependent measurement series.

Acid and base fractions as a function of solution pH

Acid or base fractions, resulting from pH-dependent XPS studies of C4H, C5H, A4 and A6 solutions were computed and are plotted as a function of solution pH, see Fig. 2. These fractions were fitted using versions of eqn (5) for an acid and eqn (9) for a base, where the maximum fraction (additional factor) and the apparent $pK_a^*$ value (instead of $pK_a$) were introduced as free fit parameters. The abundances of acid and base in the bulk of the solutions, given via the dissociation constant of the acid ($pK_a$), are added to each plot.

In general, the pH corresponding to the midpoint of a weak acid or base fraction curve ($F_A = 0.5; F_B = 0.5$) is defined to be numerically equal to the $pK_a$ value of the acid form. At that point the concentration of the protonated and deprotonated forms of the species in the probed volume is equal. The fractions obtained from XPS experiments, however, reveal to a large extent the composition of the solution’s surface region, while the pH-axis gives a bulk-related property. Hence, the pH corresponding to the midpoint of these XPS-derived fraction curves is referred to as apparent $pK_a^*$, which is introduced here to effectively describe the acid/base fraction curves obtained from XPS results.

It can be clearly seen that the acid and base fraction curves for the region probed with XPS and the aqueous bulk solution have similar shapes but are shifted with respect to each other along the solution pH axis. The curves are shifted towards
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**Fig. 1** PE spectra of organic molecules in the aqueous surface region at different pH values. (a) C 1s PE lines of 50 mM butyric acid, butyrate and 500 mM formate ions. The PE intensities of the latter two are scaled by the indicated numbers in the figure’s legend. The neutral and deprotonated form can be easily distinguished. (b) N 1s PE lines of 20 mM n-hexyl amine, n-hexyl ammonium and 200 mM ammonium ions in aqueous solution. The PE intensities of the latter two are scaled by the indicated numbers in the figure’s legend. The binding energy shift allows the distinction between the base and its conjugated acid form.
higher pH values for carboxylic acids and towards lower pH values for \(n\)-alkyl amines. Hence, for a given solution pH, the region probed by XPS contains more neutral carboxylic acid or alkyl amine molecules than their corresponding charged forms. As this region yields information of both the surface and the bulk region, it can be inferred also from these data sets that the neutral forms are enriched in the surface region as compared to the aqueous bulk. The observed shifts of the fraction curves were interpreted as a different \(pK_a\) of the surface region by others, but we will show here that other effects are more important.

To understand the origin of the observed relative abundances and the role of the pH variation in the bulk of the solution, surface propensities and abundances of the studied organic compounds were investigated in separate experiments. Results are presented and discussed in the following paragraphs, where, with the aid of different model approaches, also absolute surface concentrations are estimated.

### Compound specific surface enrichment

The neutral forms of the studied compounds yield much stronger PE intensities, see Fig. 1. Hence, we can infer that their effective density is higher closer to the air–water interface as compared to their corresponding charged forms. Applying the simple two-layer model (see ESI† for details), enables the estimation of enrichment factors \((g)\) for a certain compound at a specific concentration.¹⁹,³⁰ These enrichment factors are defined as the ratio of the surface and bulk concentration of a compound. A so-called sensitivity factor \((n_s/n_b)\) is introduced that quantifies the sensitivity of XPS to the aqueous surface region. Assuming the surface region contributes with 33–49% to the recorded PE signal, a range of possible enrichment factors are derived and presented in Table 1 (second column). It can be seen that the neutral forms have higher enrichment factors, while the ones for the charged conjugates are lower. The derived values for alkyl amines are overall higher than the ones derived for carboxylic acids. Furthermore, another trend is visible for the studied amines and the carboxylic acids: the longer the alkyl-chain is, the higher the enrichment factors are. Details on Table 1, column 3 and 4 follow later in the text.

Results of concentration-dependent XPS studies enable a more detailed quantification of the surface propensity and accumulation capability as well as enrichment factors for different bulk concentrations of a given compound, employing Langmuir’s adsorption theory. It was shown before, that, despite all simplifications this theory is based on, the obtained
results offer new insights and an intuitive way to advance the analysis.33–35

The surface contributions of the recorded XPS data (I_s, referred to as ‘surface signal’) are plotted as a function of bulk mole fraction x_bulk (see ESI† for details) and fitted to the standard Langmuir equation. This yields compound specific adsorption free energies (ΔG_{ads}), which are a measure of the accumulation capability of a compound in the surface region, and surface coverage \( p = \frac{I_s}{I_{s,max}} \). \( I_{s,max} \) corresponds to the maximum surface signal recorded from a pure compound (\( x_{bulk} = 1 \)). The surface coverage is a term, which is historically connected to Langmuir analysis of monolayers. We use it here to describe and quantify the accumulation capability of solutes in the surface region and thus refer to it as surface accumulation in the followings.

In Fig. 3 experimentally obtained XPS intensities are shown together with the resulting Langmuir fits. The model matches the data well, especially for the neutral species, i.e. butyric acid and n-hexyl amine. \( \Delta G_{ads} \) was found to be roughly \(-7 \text{ kJ mol}^{-1}\) for butyrate ions, \(-15.5 \text{ kJ mol}^{-1}\) for n-hexyl ammonium ions.

| Aq. solution | Enrichment based on the simple two-layer model \( n_b/n_s = 1 \) to 1.5 | Enrichment based on Fig. 3 Langmuir model | Relative enrichment \( \xi_{relative} = \xi_{neutral}/\xi_{charged} \); \( n_b/n_s = 1 \) |
|--------------|-------------------------------------------------|---------------------------------|---------------------------------|
| 50 mM A4H⁺  | 7–11                                            | 71                              | 3.9                             |
| 30 mM A4     | 27–40                                           | 133                             |                                  |
| 20 mM A6H⁺   | 23–35                                           |                                  | 5.4                             |
| 20 mM A6     | 124–186                                         |                                  |                                  |
| 50 mM C4⁻    | 2–3                                            | 4                               | 32.5                            |
| 50 mM C4H    | 65–98                                          | 113                             |                                  |
| 50 mM C5⁻    | 5–7                                            |                                  | 16.6                            |
| 50 mM C5H    | 83–125                                         |                                  |                                  |

Fig. 3 Surface C 1s PE signal versus bulk mole fraction together with Langmuir adsorption fits. Details on the Langmuir fitting procedure can be found in the ESI† (a) Butyrate ions, (b) n-hexyl ammonium ions, (c) butyric acid and (d) n-hexyl amine. Note the difference in x-axis for amine/ammonium pair.
and approximately $-17$ kJ mol$^{-1}$ for both butyric acid and $n$-hexyl amine molecules. The Langmuir fits of the neutral species yield more negative $\Delta G_{\text{ads}}$ values, indicating a stronger propensity to reside in the surface region than their charged conjugates. The difference between the charged and the neutral form is more pronounced for the studied carboxylic acids as compared to the studied amine systems.

The absolute values given for the maximum surface PE signal $I_{s, \text{max}}$ cannot be compared between the different data sets shown in Fig. 3. However, surface accumulation values can be compared, see Fig. 3, right axis. For the concentrations discussed above, i.e. 50 mM and 20 mM for CAH and A6, respectively, the surface accumulation is determined to be 0.52 and 0.35, respectively. For their respective charged forms the surface accumulation is found to be 0.02 and 0.19, respectively, which is considerably lower as compared to the neutral forms. These values enable the estimation of surface concentrations $c_s$ assuming that the maximum surface concentration $c_{s, \text{max}}$ is equal to the concentration that corresponds to the pure compounds $35$ (CAH $\approx 10.9$ M; A6H$^+$, A6 $\approx 7.6$ M), see ESI† for details.

Surface enrichment factors derived from the concentration-dependent studies are listed in Table 1 (column 3). They are overall similar to the ones derived using the simple two-layer model (column 2), showing a stronger enrichment of the neutral species as compared to the charged forms. Values derived from Langmuir fits for CAH and A6H$^+$ are found on the upper limit of the range estimated using the simple two-layer model approach or higher, while the value for A6 is found closer to the lower limit.

**Hydration motifs and driving forces**

To discuss the origin of the observed different surface enrichments, which are strongly connected to a species' solubility in the surface and bulk region, molecular-scale water–solute interactions are considered.12,16 There are energetically more or less favorable interactions between the constituents of a solution that compete with one another. Hydrophilic groups, such as charged functional or polar groups, interact strongly with water, followed by water–water interactions and the weakest, hydrophobic–water interactions. The solution as a system seeks to minimize its energy, and to do so, strong interactions are favored while weak ones are reduced. Due to the presence of hydrophobic alkyl chains the hydrogen bonding of bulk water is considerably rearranged, as water molecules are forced to form voids around them.37 Unbranched alkyl-chains situated at the air–water interface, may point towards the aerial side. Therefore the weak interactions between hydrophobic groups and water are significantly reduced.18 With an increasing number of organic molecules residing in the surface region fewer water molecules are required to occupy the energetically less favorable surface sites directly. The water molecules close to the solutions’ surface can form hydrogen bonds (H-bonds) with the polar head groups or other water molecules close by, which is energetically more favorable for the system. Species that require a high number of H-bonds in three dimensions for hydration, e.g. charged or highly polar groups, are either favored in the surface-near-bulk region or avoid the surface region completely, to have sufficient hydrating water molecules around them.

In the classic electrostatic model of ions close to the aqueous surface, ions are repelled from the surface by image charge repulsion, leading to a depletion of ions in the surface region. By describing the solution as a classic continuum, our findings can also be qualitatively described by means of a declining relative permittivity in the surface region of an aqueous solution. A low dielectric constant in the aqueous surface region may explain the observed strong surface propensity of neutral molecules. Highly charged species instead require a higher relative permittivity to remain dissociated, which explains their depletion from the air–water interface (as well as in vacuum). If the relative permittivity of the surface region is sufficiently low, the dissociation of salts of monovalent ions is hindered. Nevertheless, through the formation of ion-pairs21 charged species can reduce their local charge and thereby get closer to the air–water interface.41 Their effective surface propensity is a result of the sensitive balance between the hydrophobicity of the alkyl chain(s), the hydration of the charged groups and the co-dissolved counter-ions in solution. The latter two points are crucial for the ionic species’ ability to form ion-pairs.
The closer two ions can come towards each other, the stronger the complex and the larger the effective local charge-screening is. It is therefore reasonable to assume that strong hydration hampers the possibility of ion-pair formation. Hence, a strongly hydrated carboxylate group cannot come as close to its counter-ion as the more weakly hydrated ammonium group. This affects in turn how close these species can reside with respect to the air-water interface. This interpretation also explains why the difference in PE signal intensity between neutral and charged species is much larger for the carboxylic acid–carboxylate systems than the ammonium–amine systems, see Table 1, column 4.

From this analysis and discussion it is clear that for the studied acid–base pairs the surface region stabilizes the neutral forms particularly well, while the charged conjugates are less abundant in the aqueous surface region. Furthermore, the surface orientation and structure is a direct result of the relative solubility in the bulk and the surface region, respectively. With the determined enrichment factors from the previous paragraph, the discussion of the pH-dependent measurement series is resumed and extended in the following.

**Composition of the surface region as a function of solution pH**

By changing the solution pH, the distribution of the neutral and charged form of the investigated organic species is regulated in the bulk of the solution. Their relative surface abundances are different, as shown in Fig. 2. Using the resulting enrichment factors from the simple two-layer model (Table 1) the absolute amounts of each species in the surface region as a function of solution pH can now be estimated. For further analysis, a sensitivity factor of $n_b/n_s = 1$ is chosen, yielding the lower surface enrichment factors (see ESI† for details). In Fig. 4, the surface concentrations of each organic compound is plotted as a function of solution pH.

It is clearly seen that the total amount of organic species in the surface region changes dramatically as a function of pH. The charged carboxylates yield rather low surface concentrations, while the carboxylic acid molecules are strongly surface enriched. In comparison to the carboxylates, the studied alkyl ammonium ions have a higher concentration in the surface region. The alkyl amines yield a higher surface concentration than their charged conjugates, but overall lower than the maximum surface concentrations estimated for the studied carboxylic acids. Thus, the relative enrichments of the amines, i.e. the $A4/A4^+$ and $A6/A6^+$ pairs, are smaller than the ones of carboxylic acids, i.e. the $C4H/C4^+$ and $C5H/C5^+$ pairs.

Considering these results, it becomes clear that eqn (1)–(9) cannot be used to derive a pH value or other properties for the surface region. The reason is that the large amount of organic
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**Fig. 4** Concentration of organic compounds in the surface region as a function of pH. The surface concentrations are estimated using the simple two-layer model with a sensitivity factor $n_b/n_s = 1$, see Table 1. (a) 50 mM butyric acid; (b) 50 mM $n$-butyl amine; (c) 50 mM pentanoic acid; (d) 20 mM $n$-hexyl amine.
solutes and the mismatch between organic molecule and charged conjugate in the surface region, leads to properties very different from an ideal, dilute solution for the discussed organic species.

Chemical equilibria

Let us consider an organic acid or base in a solution that consists of two idealized regions, a surface and a bulk region. The prevailing equilibria, i.e. bulk speciation and surface enrichment, for an organic acid (HA) and its ion form (A⁻) are sketched in Fig. 5a. The corresponding ones for an organic base (B) and its ion form (BH⁺) are shown in Fig. 5b. The introduced apparent pKₐ* value, which was introduced to effectively describe the relative acid/base abundances found from results of XPS experiments, does not describe the actual dynamic equilibrium between a neutral acid or base in the surface region with its conjugated charged base and acid, respectively. Instead three coupled equilibria describe the observed relative acid/base abundances in the surface region. These are (i) the acid–base equilibrium in the bulk of the solution (horizontal equilibria in Fig. 5), which is specified by the pH and the pKₐ (or pKₐ*) value of the organic solutes, respectively;

(ii) the distribution equilibrium (left vertical equilibria in Fig. 5) of the neutral acid or base species between the bulk solution and the aqueous surface region, and,

(iii) the distribution equilibrium of the charged forms between the surface region and the bulk of the solution (right vertical equilibria in Fig. 5), which in turn is linked to their ability to attract their co-dissolved counter-ions to the surface region and their attached hydrophobic group, see discussion above.

All these equilibria are expected to establish fast without kinetic restrictions. The difference between the pKₐ* value in the aqueous bulk and the observed apparent pKₐ* is thus a result of the difference between the two vertical surface–bulk equilibria, where the neutral forms are more strongly surface enriched than the charged species. This shifts the fraction curves to higher solution pH values for the studied organic acids and to lower pH values for the studied organic bases, as observed by the XPS experiments, see Fig. 2. Hence, the relative surface propensities of the acid–base pairs and the concentration in the aqueous bulk determine the resulting amount of species and its charged conjugate in the surface region. To further prove our interpretations in a quantitative manner, we propose modifications to eqn (5) and (9), implementing the effective relative surface enrichments of the solutes, which is presented in the following paragraph.

Modeling the relative acid/base abundances in the surface region

As the apparent shift of the curves are mostly governed by the relative surface propensities and abundances of the organic species, eqn (5) and (9) were modified to take their relative surface enrichments into account. This enables the description of the surface acid–base abundances of the different studied compounds as a function of solution pH. For this purpose, the concentrations in the surface region ([species]S) are given as the bulk concentrations ([species]) multiplied with a surface enrichment factor gHA, gA⁻ for the acid or gB, gBH⁺ for the base system.

\[ [\text{HA}]_S = g_{\text{HA}}[\text{HA}] , [\text{A}^-]_S = g_A [\text{A}^-] \text{ and } [\text{BH}^+]_S = g_B [\text{BH}^+] \]

Together with eqn (5) and (9), the interfacial acid and base fractions are then expressed as

\[ F_A = (1 + [\text{A}^-]/[g(\text{HA})])^{-1} = (1 + 10^{p\text{K}_{\text{a}}^* - \text{pH}})^{-1} \]

and

\[ F_B = (1 + 10^{p\text{K}_{\text{a}}^* - \text{pH} - \text{pH}})^{-1} \]

with \( g := g_{\text{HA}}/g_A \) or \( g_B/g_{\text{BH}^+} \), respectively, i.e. the enrichment factor ratio (relative enrichments, see Table 1, column 4) of the neutral and the charged species.

The apparent pKₐ* is defined as pKₐ* := pKₐ + log(g) resulting in pKₐ* − pKₐ = log(g) for an acid and pKₐ* − pKₐ = log(1/g) for a base. Note, pKₐ* is not a real equilibrium constant but the result of three coupled equilibria as described above. In Fig. 6 the original acid and base fractions obtained from results of XPS experiments are shown together with the modeled fractions using eqn (10) and (11) and the relative enrichments factors given in Table 1, column 4.

The modeled fraction curves mimic the experimental data well. This indicates that the difference of the observed apparent pKₐ* in the surface region and the dissociation equilibrium in
the bulk of the solution, given by \( pK_{a} \), are directly related to the relative enrichment of the acid and its conjugated base (or base and its conjugated acid). In Fig. 7 the model behavior is shown together with experimentally obtained values for butyric acid, \( n \)-butyl amine, \( n \)-hexyl amine and pentanoic acid. The difference between the apparent \( pK_{d}^* \) and \( pK_{a} \) is plotted as a function of relative enrichment. It can be seen that the greater the relative enrichment of the neutral species over its charged conjugate, the larger the difference between \( pK_{d}^* \) and \( pK_{a} \). Moreover, as the relative enrichments of surface-active compounds decrease with increasing bulk concentration \( c_{\text{bulk}} \), due to surface saturation, see Fig. 3 and ref. 19, 35, we can anticipate smaller shifts of the observed \( pK_{d}^* \) for higher bulk concentrations, as indicated by the arrows in Fig. 7.

It can be concluded that the resulting acid–base abundance in the surface region is described effectively by taking into account the relative enrichments of the surface-active organic species only. Other possible effects, such as a changed surface pH or different dissociation behavior of a solute in the surface region may still add to the observed abundances, but their contributions can only be of minor extent.

Systems in nature often contain both organic acids and bases. The present results enable us to speculate about the distribution of organic species between bulk and surface region in such mixed aqueous systems, which can, in the case of

---

**Fig. 6** Experimental- and modeled acid or base fractions of organic compounds in the aqueous surface region as a function of the solution pH. The red lines are the modeled acid/base fractions derived from the proposed model. The green lines are the bulk acid/base fractions. (a) Acid fraction of a 50 mM butyric acid solution, (b) base fraction of a 50 mM \( n \)-butyl amine solution, (c) acid fraction of a 50 mM pentanoic acid solution, and (d) base fraction of a 20 mM \( n \)-hexyl amine solution.

**Fig. 7** Difference between the apparent \( pK_{d}^* \) and the dissociation equilibrium \( pK_{a} \) of the bulk of the solution as a function of relative enrichment. The model describes the generally linear behavior, which is in good agreement with the experimentally determined values. For increasing bulk concentration a decreased shift is expected, compare with Langmuir behavior in Fig. 3.
atmospheric aerosols, have rather diverse pH values.\textsuperscript{42} Fig. 8 schematically shows the surface behavior of a carboxylic acid (HA) and an alkyl amine (B), with sufficiently different $pK_a$ and $pK_b$ values, at different pH values. The combined amount of organic acids and bases in the surface region will be higher for both low and high pH values than for intermediate pH values (between 6 and 9). In addition to this, the dominating organic constituents at the surface change with pH. At low pH, neutral organic acids dominate the surface region, while the neutral organic bases dominate this region at high pH. At intermediate pH values, the much smaller amount of organic compounds present in the surface region will be composed of charged species, carboxylate and alkyl ammonium ions.

Conclusions

The surface characteristics of carboxylic acids and alkyl amines with different alkyl-chain lengths in aqueous solution were investigated using surface-sensitive XPS. Results of pH-dependent studies show an apparent shift of the derived acid/base fraction curves with respect to the equilibria describing the acid–base distribution in the aqueous bulk. Using absolute PE intensities from concentration-dependent studies, the absolute surface abundances of the studied acid–base pairs were quantified using different model approaches. It was found that the neutral species are strongly enriched in the surface region. The charged conjugates with more than three carbon atoms in their alkyl-chain were also found to be surface enriched, but less strongly than their respective neutral forms, and are most likely present as ion-pairs in the surface region. The origin of the relative surface propensities of the studied compounds is found to be solely dependent on the differences in the hydration of the species in the bulk and in the surface region. For the charged species, their ability to attract their co-dissolved counter ions towards the surface region in combination with the hydrophobicity of their attached organic group determine their hydration in the aqueous surface region and thereby the ability to reach it.

With aid of the derived surface enrichment factors, surface concentrations of the organic compounds were calculated as a function of solution pH. These estimates illustrate that, depending on the solution pH, the surface region can have a much higher organic mole fraction than the bulk solution, also in cases where the solute is fully miscible with water.

Furthermore, it is concluded that the Henderson–Hasselbalch equation is not applicable for the aqueous surface region, especially when surface-active compounds are examined. The implicit assumption of mass conservation does not apply in the surface region, due to locally inhomogeneous species distributions and steep concentration gradients. This is also the reason for why eqn (1)–(9) cannot be used for indirect conclusions on the hydronium or hydroxide concentrations in the surface region (to compare with ref. 6, 13 and 14).

Instead a combination of bulk acid/base and surface adsorption equilibria describe the observed acid/base abundances in the aqueous surface region. This becomes apparent from Fig. 2, which shows parallel shifted XPS acid–base fraction curves with respect to the bulk abundances specified by $pK_a$, comprising the equilibrium constants of both the vertical and the horizontal equilibria (Fig. 5). The relative enrichments of the studied species explain the observed shifts of the acid or base fraction curves in the surface region relative to the bulk solution. A model is proposed which enables the prediction of surface dissociation curves from relative enrichments of a neutral species and its charged conjugate. As the relative enrichments are sufficient to account for the observed shifted speciation in the surface region, we can infer that there are no significant effects expected of any surface specific dissociation equilibrium or changed pH, even though such effects are not excluded. Instead the species’ respective surface and bulk hydration mechanisms combined with the bulk acid–base equilibrium explain the observed shifted acid–base abundances in the surface region as compared to the bulk.

The presented results are especially relevant for small systems, e.g. submicron aqueous aerosols and droplets, as the importance of surface phenomena generally increases with decreasing droplet size.\textsuperscript{30,43} Many chemical processes in the atmosphere are strongly pH dependent, e.g. secondary organic particle formation and gas-particle partitioning.\textsuperscript{44–46} Thermodynamic equilibrium models based on classic chemical equilibria are often used to estimate aerosol properties, such as composition and acidity, for climate modeling.\textsuperscript{47} The reason for this is that it is extremely challenging to measure the composition and pH of atmospheric droplets. Parameterizations based on either empirical evidence or empirically validated relations from a firm understanding of the underlying physics are often used for modeling of atmospheric particle properties. In this study, we propose parameterizations based on the organic compounds surface behavior, which may help to generalize models and thereby further reduce major uncertainties\textsuperscript{48,49} in climate modeling in the future.
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