A review of artificial neural network learning rule based on multiple variant of conjugate gradient approaches
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Abstract. The evolution of Artificial Neural Network (ANN) begins in 1940s when McCulloch and Pitts published research articles in 1943 discussing about the idea of neural network in general. Basically, the concept of ANN has been inspired by biological human brain model. Then, this concept is transformed into a mathematical formulation and lastly become a machine learning used to solve many problems in this world. Mathematic formulations, design concept, algorithm and computer program can be constructed from ANN. Artificial neural network had undergone many changes on its algorithm and its execution. Otherwise, areas of applications are numerous involving different techniques and approaches of algorithms. ANN algorithm use optimization techniques as a way to find the best outcome based on the problem to be solved. Conjugate Gradient (CG) is one of the popular optimization practices used in ANN to improve learning algorithm nowadays. Therefore, this paper is intended to find out the function and role of modified conjugate gradient method in neural networks and potential related approaches along the age of its advancement. This paper also projected to give an overview approach of ANN with CG method especially on modified CG and overalls performances of those selected models.
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1. Introduction
ANN is a part of machine learning that has become most significant in research and developments today. The concept of machine learning is an ability of the computer to understand the structure of data by using mathematical or statistical model. However, artificial neural network is not just a common process, it needs more process and deals with complicated patterns in large amount of data. This require a deep learning of methodology and systematic algorithm structure. ANN applies several techniques in its execution process such as; supervised learning, unsupervised learning or reinforcement learning. Until now, research on neural network learning algorithm is still being explored and accepted by communities.

This paper is intended to discover the evolvement of ANN learning algorithm using conjugate gradient method and how far the research and development has been made since it had been
discovered. The objectives of this paper are to analyze the related works of ANN learning algorithm based on CG method, its advances until today. This paper also focuses on the implementation of conjugate gradient models in the learning algorithm, the way how those models had been manipulated and how it had improved the overall performance of the outcomes. The paper as well reviews an area of applications and type of CGs used in ANN and the growth of learning algorithm using CGs algorithm.

2. Brief history of artificial neural network

ANN is inspired by biological human brain that consist of up to 60 trillion of interconnected set of neurons to perform network pattern of decision making. Based on this root idea, artificial neural network process begin with very simple interconnected neurons that act as a single processor. The concept of perceptron had been introduced based on Mc Culloch and Pits’ neuron model [56]. The foundation of an ANN is made up from a single layer of input, process and output elements. As a result, from a very basic concept of information processing cycle, ANN then performs as a complex mathematical formulation in order to produce an optimum result for any datasets or problem segments. To complete a network cycle, neuron should be tested in two ways; feed-forward and backward algorithm. Backward algorithm or back propagation is the area most discussed and studied by many researchers before and nowadays.

2.1. The ANN main process

For the beginning, the number of layers usually depends on the complexity of a problem to be solved. There are four main steps in neural network; (i) Initialisation, (ii) Activation, (iii) Weight training and (iv) Iteration used in classification task. However, the steps or activation functions change based on the problem to be solved. The basic information processing elements of neural network begins with neuron connected by links. Each link had its own weight and every neuron consists of more than one weight as well as the adjusted weight. From input neuron, links will move towards the other nodes. This is known as feed-forward (FF) neural network. Each link has numeric and associated weight that connect it through the output. All connected links are called as perceptron. After the input links have been individually weighted, they will be summed together to form as an activation function. In this phase, CG formulations had been applied to find optimum weight connected to the next layer; layer1, (l1) to 2, 3 or up to layerm (l_m). The number of layers in certain network depend on the complexity of a problem to be solved. The following diagram shows an elementary of NN process with feedforward and backpropagate algorithms.

![Artificial Neural Network Process with MCGs Formulations](image-url)

**Figure 1.** Artificial neural network process with MCGs formulations
Meanwhile, as shown in the following diagram, ANN process had been detailed by inserting a CG formulation for each input and proceed with the same formula into the next layer of the network. This level will excluded the error corrections because target of the process is to find optimum output value based on given input value. Application of CG formulations play as main role in order to get better result compare by using any other related NN formulations.

![Feed Forward NN](image)

**Figure 2.** Artificial neural network process in feedforward approach

### 2.2. The error corrections

The error corrections Back Propagation training algorithm is the error corrections where backward process of multilayer network check the fault from the output layer and work backward to the hidden layer. The similar four main steps are also been taken to this level. Normally, CG is use for solving nonlinear functions where back-propagation formula is modify to obtain a new faster learning algorithm. The goal of back-propagation is to update each of the weights in the network so that they could cause the actual output to be closer than the target output, thereby minimizing error for each output neuron and also the network as a whole. The following figure portrayed the process of implementation of MCGs in and backward or backpropagation method. This focus area (BP) in neural network is still evolving and always being discussed until now. Variety of approaches, methods, algorithms, formulations etc can be apply in neural network to find the best solution that will produce a compatible, stable and accurate result among all.

![Back Propagate NN](image)

**Figure 3.** Artificial neural network process in backpropagate approach
3. Review of methodology and materials
This section presents the methodology for review and analysis on the publication papers. A total number of 55 publication papers were collected and analyzed to obtain information based on the number of publication. The reviews are sorted based on modification techniques used, the output result, area of application, and publication year. The published papers involved journals, proceeding conference and technical reports. The keyword ‘artificial neural network using conjugate gradient’ is used to find related papers according to the topic discussed. However, only 32 references are selected which related to CG formulations. Another respective of papers were chosen to show the application areas of ANN. Hence, focus of this paper is to concentrate on the evolvem
tent of CG formulation in ANN most potential aspect to be discovered in future.

3.1. ANN Advancement
Research of ANN are widely improved and evolved since it was discovered in 1950s. Variety of techniques found in ANN to improve performance of learning and not restrict to use CG formulation only. However, many researchers use other approaches of bio-inspired algorithm such as genetic algorithm, particle swarm optimization, bee colony optimization or others.

The following table shows problem and modification technique used by researchers in ANN. Result for each research also is represented to show that those modifications are able to improve the performances of the experimental testing data. The table also shows variety of CG that have been manipulated in ANN problems. It involve with feed-forward and/or with back-propagation algorithms. The performance of implementing CG shows better improvement with accuracy precisely, robustness, reducing errors and faster convergence. Every result paper are summarized and the average are calculated as shown in Table 1.

Table 1. Modification technique and performance of ANN result

| Author | Problem | Technique | Result |
|--------|---------|-----------|--------|
| [22]   | To access CG methods in large-scale typical minimization problems | CGFR, PR, Powell, Shanno-Phua | Result are performed in graph for numerical results on the tested problem. CGR & Powell perform better on 1st test problem. 2nd prob fit better on Shanno-Phuaand Powell. |
| [52]   | A study of NN applications in business - The characteristics Feasibility in buss apps & examples ANN drawback | Basic RFN, FFNN | Reviewed of NN common characteristics and feasibilities in business fields |
| [11]   | To describe the similarities and differences of ANN and AIS to both nervous and immune system | ART, ART1 | ANN show better robustness: – very flexible and damage tolerant, memory: -pattern synaptic strength, learning: - global & local learning rule |
| [20]   | To review the ANN applications in forecasting | ANNs approach | ANNs is: Satisfy the performance in forecasting |
Many factors can affect performance of ANNs

Increase convergence rate and proposed uniform distributed weights performed better than algo in normal distribution. It able to apply on network with different activation function.

Tested on pyrolysis mass spectra for microorganism identification show ANNs more robust and rapid with higher accuracy and cost effectiveness.

RBF showed poorer performance.

MLP & NRBF equally well but NRBF has faster training

The mean of load forecasting using NN was more accurate than traditional procedure. Weather ensemble prediction in NN have strong potential to expand in future.

SBLLM – high speed, min error, good performance, homogeneous behavior

The average result for all 4 classification problems (total time convergence)

Trainbfgs – 4.465s
BFGS – 4.755s
BFGS/AG - 3.180s

Proposed algorithm is generic and easy to implement in all commonly used gradient based optimization processes. It also robust and potentially to enhanced the computational efficiency of the training process.

M-FLANN performed better interpolation (0.03595) and extrapolation (0.2116) ability compare to other NN variants.

ANN has shown better performances; high accuracy, noise tolerance, ease
| Reference | Description |
|-----------|-------------|
| [2]       | To improve the training efficiency of BP-NN algo by adaptively modifying the initial search direction. CG based NN-algo, FRCG, BP-NN. New technique based on CG updates improve about 10-15% by adaptively modify the search direction. It also robust and potentially enhance the computational efficiency. |
| [41]      | To optimize the total structural cost, under constraints related to minimum target for different limit states or performance requirements. NN for mean & standard deviation for dynamic analysis. NN able to represent the relationship between structural responses and intervening random variables also between achieved reliabilities and design parameters. |
| [28]      | To propose modified algs for FFNN by using gradient of performance function (energy & error). MMFNN; traincgAJ, traincgll & traincgak. TraincgAJ performed better result on 3 tested problem with stable result. |
| [8]       | To solve imbalance dataset problems by focusing on optimizing decision boundary of a step function at ANN and applied PSO to train real predicted output. Std ANN, PSO, Modified ANN. Modified ANN with G-Mean trained performed better result compare to conventional ANN. Modified NN: Average : 64.965 |
| [5]       | To study the minimum temperature for Chandigarh city by using past of 10 years data and trained its network to analyzed the result by applying NN models. MLP, BPA. Result shown in graph of accuracy for weather prediction plotted for 10 years. No solid figure/ value given for this study. |
| [8]       | To solve imbalance dataset problems (majority, minority). BPN, PSO, G-mean Train. Measurement of G-mean Train & Test of proposed ANN show an increment compare to conventional ANN. |
| [47]      | To improve ABCA based on BPNN for fast and improved convergence rate of hybrid NN learning method. ABCPNN, GABPNN. ACBPNN more stable compare to GABPNN with average result 96.145% for all four data set. |
| [44]      | To review the performance of BPA and several variations to improve the performance assessed by G-mean. BPA, BP-AG, BP-AGMAL. Result for different problems analysis; Accuracy – BPAGMAL -93.1% Training time- BP-AL – 0.00203 |
| [23]      | To propose a CGNNA in order to achieve a high order accuracy in approximating the second-curvature information of FNN, CGNNA. Average performance result for every CG Models are: PR – 85.7% PR* - 87% MPR* - 87.78% |
To find better accuracy in forecasting by training ANN using several CG models. Numerous of climatic parameter input have been used to test the process.

Performance result in % (average) of error prediction:

- BPCGPR – 3.825%
- BPCGFR – 2.275%
- BPCGPB – 4.01%
- STD BP – 5.47%

To analyze and investigate aspect of QN based on BFGS formula for Hessian approximation with a line search convergent assumption of linearly independent iterates.

Theoretical and numerical aspect of quasi-newton methods are tested based on BFGS update. Modified quasi-Newton are very competitive.

To demonstrate better performance of hybrid technique using LM algorithm

- ABC-BP, ABC-LM, MABCNN, B PNN, APSO_LM

Proposed APSO_LM is much better compare to other algorithms (BPNN, ABCNN, ABC-BP, ABC-LM) in terms of MSE, SD and accuracy.

The convergence speed of trainlm & trainscg higher than other training functions and less number of iterations

To compare the performances of three types of training algorithms for making analysis in medical image of brain hematoma

- GD, CG, QN, trainrp, trainscg, trainlm

The convergence speed of trainlm & trainscg higher than other training functions and less number of iterations

To promote a modified PRPCG algorithm for solving nonsmooth unconstrained convex minimization problem

- CGPRP

PRP is claimed as most effective CG methods for nonsmooth convex optimization problems.

To compare the minimization error in training the prediction models

- GD, Scaled CG, MNN

Scaled CG show faster convergence compared with GD and CG. Able to to train the network to an accuracy level of $10^{-2}$ and $10^{-5}$

To find the best BPA to solve problem of analyzing early detection of DHF

- GD, BQN, CGD, RB and LM

LM showed the best outcome compared to other algorithms for solving the earlier problem detection

4. ANN and MCG, research area

ANN has contribute a lot of growth in many areas of research. In medical and prediction area, ANN is very suitable to be applied. The range of applications is getting wider and among others in medical, mathematical formulations, business, engineering as well as other sectors.

Based on Figure 4, the number of publications in medical and prediction & forecasting have dominated in ANN research area. Factor that contribute to this domination because the nature of NN itself is suit to be implemented in both fields. For the prediction area no matter what in any kind of applications; weather forecast, agriculture, or even in stock market analysis will able to produce better
result by implementing neural network algorithm for their problem solver. Other area such as mathemetic and engineering, neural network can also benefit in analysis and designing a new framework or structure based on requirements of an organization. Meanwhile, other fields such as business, image processing, neurocomputing, meteorology and variety data testing also play as part of neural network research contributors. In image processing area, neural network become one of a main popular field that widely been implemented into this research study. However, image processing focus more on different angle of network architectures factors and approaches such as pattern recognition and data classification. The Self Organizing Mapping (SOM) network in image processing plays as a part of neural network subclasses heritance. By comparing image processing to medical and prediction or forecasting fields, optimization technique with MCGs are more regularly being employed in neural network and became the target of improvement in future studies.

![Figure 4. Application of neural network in multiple areas](image)

5. Result and discussion

5.1. MCGs in ANN contributions

Numerous studies have demonstrated modified conjugate gradient algorithm in neural network. Starting from classical CG and basic Gradient Descend (GD), the area of optimization are broadly used in order to find the most accurate result, minimal cost function and least error square (MSE) in neural network problems. Table 2 shows multiple type of MCGs used in NN problems based on identical research and similar formulations.

| MCGs  | Description                                           | Research Publication |
|-------|-------------------------------------------------------|----------------------|
| GD    | Gradient Descent – basic and initial CG formulation  | [10] [12] [14] [55]  |
| CGFR  | Fletcher-Reeves improve the GD                        | [2] [4] [22] [39]   |
| CGBFGS| Broyden-Fletcher-Goldfarb-Shanno extended formulation of FR | [35] [49]           |
| CGPB  | CG formula with Broyden-Powell                       | [4]                  |
**CGPR**  CG Polak-Ribiére improve the previous formula [22] [23]

**CGPRP**  CG Polak-Ribiére-Polyak update the previous PR method [19]

**CGDP**  CG Descent – Powell alike as Quasi-Newton method [55]

**trainCG**  trainedCG with modification of formulation based on combination of standard CG algorithm [10] [28]

**CGNNA**  CG with combination of NN functions [23]

### 5.1. A Progression of Research Publications

The development of research and study of neural network had grown since 1980s until now. Not restrict to one specific CGs technique only, numerous number of publications evolve synchronize with the growth of modified CG formulation. This happen because the environment of CG itself able to support the optimization function to reach the optimum result of tested data set. Therefore, potential modification algorithm and improvement factors can be done to NN in order to obtain a better outcome among all. To support this claim, Table 3 illustrate the number of publication papers in 10 years gaps. The result shows for the past of 20 years ago, research of feedforward NN was actively made to find the best output role (output gaining for each problem specification). Nevertheless, starting from new century of 2000s, the error corrections function had took place as the priority target of formulation of neural network with CGs optimization in the training algorithm.

**Table 3.** Publication Year of ANN with CGs and Multiple Techniques

| Publication Year | 1980s | 1990s | 2000s | 2010s until recent |
|------------------|-------|-------|-------|-------------------|
| Reference No     | [3] [6] [22] [28] [34] | [1] [11] [15] [20] [22] [31] [32] [45] [46] [52] | [2] [7] [14] [17] [18] [21] [24] [26] [29] [33] [36] [37] [39] [41] [43] [51] [54] | [4] [5] [8] [9] [10] [12] [13] [16] [19] [23] [25] [27] [30] [35] [38] [40] [42] [44] [47] [48] [49] [50] [53] [55] |
| NN Type          | Feedforward NN | Backpropagation NN |
| Problem emphasis | Output gaining | Error corrections |
| Total            | 5              | 10             | 17             | 23             |

### 5.1. Other Modification Techniques in ANN

In spite of using concrete MCG formulation in a research, some researchers have discover a new technique with better solution of improving learning algorithm of neural network. Combination of multiple techniques have led to a new discovery and better performance compare to previous discoveries. Thus, Table 4 show a summarization of the new modification practices in neural network that not only use the conjugate gradient technique, but a hybrid learning algorithm from variety types of other optimization approaches.
### Table 4. Summary of Discovery Modification Technique in ANN

| Author/s | Modification Technique                        | Problem specifications                                                                 | Analysis                                                                 |
|---------|-----------------------------------------------|----------------------------------------------------------------------------------------|--------------------------------------------------------------------------|
| [39]    | **Adaptive gain**                            | To improve the training efficiency of gradient descent method                          | Robust, easy to compute and easy to implement for most nonlinear CG algorithm. |
|         | - modify on the parameter setting.            | To modify the gradient based search direction                                           |                                                                          |
|         | modifies the gradient based search direction  |                                                                                        |                                                                          |
|         | by changing the gain value for each node     |                                                                                        |                                                                          |
| [57]    | **Adaptive regulation**                      | To minimize generalization error, the sum of the bias, the variance and inherent noise | Improved algorithm for adaptation of regularization parameters.          |
|         | - iteratively adapts regulation parameters by |                                                                                        |                                                                          |
|         | minimizing validation error using conjugate   |                                                                                        |                                                                          |
|         | gradient                                     |                                                                                        |                                                                          |
| [58]    | **Cuckoo Search (CS) & Cuckoo Optimization** | To minimize the cost function of MSE between actual and target input                   | ANN-COA produced slightly better result for predicting students’ performance. COA and CS are able to search optimal or near optimal solution in terms of RMSE, MAPE and R. |
|         | Algorithm (COA)                              |                                                                                        |                                                                          |
|         | - minimize a cost function defined as MSE     |                                                                                        |                                                                          |
|         | between actual and target output by adjusting |                                                                                        |                                                                          |
|         | weight and biases.                           |                                                                                        |                                                                          |
| [34]    | **Three-term CGA**                           | To overcome problems of NN search directions if the objective function is scaled       | Promote the sufficient descent and global convergent.                    |
|         | - apply a vector based training algorithm     |                                                                                        |                                                                          |
|         | established the convex function.             |                                                                                        |                                                                          |

### 6. Conclusion

This paper demonstrates the implementation of MCG in ANN and its advancement in many business areas throughout years of publication. Based on the review, it shows numbers of modified conjugate gradient that have been applied in ANN since 1980s with variety of even single modified or combination of several CG algorithms. Majority of ANN research focused on improving training efficiency of learning algorithm. This main goal will be achieved by applying proper formulations and algorithms to increase the performance of overall testing data. Otherwise, the review also performs CG as a main factor of correcting errors in back-propagation algorithm. However, intensive research with experimental testing need to be done in order to prove the performance, effectiveness and efficiency of selected technique. The study can also be extended to explore multiple variant of NN agents and performance factor that can improve or probably could be the best solution in that field. Therefore, this review can be extended in the future to analyse a different characteristics of neural network learning algorithm. Other modification factors such as the network parameters influencer, numbers of neurons and hidden layers, weight adjustment or learning rate can be explored deeper in order to find the most optimal and better result among all. Consequently, to determine the new formulation, techniques and...
models will be the next goal of the following future research by testing it with suitable data set in variety of neural network problem areas.
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