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Abstract
We obtain some maximal probability and moment inequalities for multidimensionally indexed demimartingales. Although the class of single-indexed demimartingales has been studied extensively, no significant amount of work has been done for the corresponding multiindexed class of random variables. This work aims to fill in this gap in the literature by extending well-known inequalities and asymptotic results to this more general class of random variables.
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1 Introduction

The notion of demimartingales was introduced by Newman and Wright in [1] in an effort to generalize the concept of positive association. This new class of random variables contains the class of associated random variables since it can be easily proven that the partial sums of mean zero associated random variables form a sequence of demimartingales. This new class of random objects has been studied extensively over
the last few decades; see for example [2] for an extensive discussion on this topic. The
notion of multidimensionally indexed demimartingales was introduced in [3]. The
idea of random vectors indexed by lattice points is not new and its origin goes back to
statistical mechanics and ergodic theory. Moreover, models of several phenomena in
statistical physics, crystal physics or Euclidean quantum field theories involve multiple
sums of multiindexed random variables. Multidimensional indexed processes are also
termed as random fields in the literature. There are various examples of random fields
such as Markov random fields with applications to spatial data analysis. One of the
basic ideas of stochastic modelling is to develop various models which might be useful
for modelling spatial data. Our work is an attempt in this direction by developing
the idea of demimartingales in random fields framework. Some examples of such
multiindexed demimartingales are given below in Propositions 1, 2 and 3.

Having in mind all these applications and the observation that the partial sums
of mean zero multiindexed associated random variables form a sequence of multiin-
dexed demimartingales (proven in Proposition 1), it makes sense to further explore
the properties and the asymptotic behavior of this general class of random variables.

Throughout the paper all random variables are defined on a probability space
\((\Omega, \mathcal{F}, \mathbb{P})\) and the random variables involved have second order moments wherever
covariances of random variables are considered. Moreover, the following notation will
be used: let \(\mathbb{N}^k\) denote the \(k\)-dimensional positive integer lattice. For \(n, m, \in \mathbb{N}^k\) with
\(n = (n_1, \ldots, n_k)\) and \(m = (m_1, \ldots, m_k)\), we write \(n \leq m\) if \(n_i \leq m_i, i = 1, \ldots, k\)
and \(n < m\) if \(n_i \leq m_i, i = 1, \ldots, k\) with at least one strict inequality. We say that
\(n \to \infty\) if \(\min_{1 \leq j \leq k} n_j \to \infty\) and the notation \(I(A)\) is used to denote the indicator
function of the set \(A\).

The paper is structured as follows: in Sect. 2, we provide some basic definitions and
examples together with important results that will be useful for the rest of the paper.
Section 3 is devoted to Doob-type inequalities and related maximal results. Section 4
discusses a new Chow-type inequality together with an asymptotic result and a Hájek-
Rényi inequality for multiindexed associated random variables. In Sect. 5, we present
some maximal inequalities given in terms of Orlicz functions while, in Sect. 6, an
upcrossing inequality is studied. Finally, Sect. 7 presents a Whittle-type inequality and
provides a strong law.

2 Preliminaries

We start by providing the definition of positive association in the case of single-indexed
random variables introduced by Esary et. al in [4]. Throughout the text, we assume the
measurability of the functions involved as the existence of covariance at appropriate
places.

**Definition 1** A finite collection of random variables \(X_1, \ldots, X_n\) is said to be (posi-
tively) associated if

\[
\text{Cov} (f(X_1, \ldots, X_n), g(X_1, \ldots, X_n)) \geq 0
\]
for any componentwise nondecreasing functions $f, g$ on $\mathbb{R}^n$ such that the covariance is defined. An infinite collection is associated if every finite subcollection is associated.

The notion of positively associated random variables can be extended to the case of multiindexed random variables. The definition is given below.

**Definition 2** A collection of multidimensionally indexed random variables $\{X_i, i \leq n\}$ is said to be associated if for any two coordinatewise nondecreasing functions $f$ and $g$

$$\text{Cov}(f(X_i, i \leq n), g(X_i, i \leq n)) \geq 0,$$

provided that the covariance is defined. An infinite collection is associated if every finite subcollection is associated.

Note that the definition given above is exactly the same as the classical definition of association, stated for the case of multidimensionally indexed random variables, since the index of the variables in no way affects the qualitative property of association, i.e., that nondecreasing functions of all (or some) of the variables are nonnegatively correlated. For more on positively associated random variables and examples we refer the interested reader to the [5].

The class of multidimensionally indexed demimartingales and demisubmartingales was introduced in [3] (see also [6]).

**Definition 3** A collection of multidimensionally indexed random variables $\{S_n, n \in \mathbb{N}^k\}$ is called a multiindexed demimartingale if

$$E[(S_j - S_i) f(S_k, k \leq i)] \geq 0$$

for all $i, j \in \mathbb{N}^k$ with $i \leq j$ and for all componentwise nondecreasing functions $f$. If, in addition, $f$ is required to be nonnegative, then the collection $\{S_n, n \in \mathbb{N}^k\}$ is said to be a multiindexed demisubmartingale.

It can easily be proven that the partial sums of mean zero multiindexed associated random variables form a sequence of multiindexed demimartingales. This is shown in the proposition that follows for the case $k = 2$.

**Proposition 1** Consider positively associated random variables $\{X_{n_1n_2}, (n_1, n_2) \in \mathbb{N}^2\}$ such that $EX_{n_1n_2} = 0$ for all $(n_1, n_2) \in \mathbb{N}^2$ and let $S_{n_1n_2} = \sum_{i=1}^{n_1} \sum_{j=1}^{n_2} X_{ij}$. Then, the sequence $\{S_{n_1n_2}, (n_1, n_2) \in \mathbb{N}^2\}$ is a 2-indexed demimartingale. If $EX_{n_1n_2} > 0$ for all $(n_1, n_2) \in \mathbb{N}^2$ then the sequence $\{S_{n_1n_2}, (n_1, n_2) \in \mathbb{N}^2\}$ forms a 2-indexed demisubmartingale.
**Proof** Let $f$ be a componentwise nondecreasing function and $(m_1, m_2) \leq (n_1, n_2)$. Then,

\[
E \left( (S_{n_1 n_2} - S_{m_1 m_2}) f \left( S_{k_1 k_2}, (k_1, k_2) \leq (m_1, m_2) \right) \right)
\]

\[
= E \left( \sum_{i=1}^{n_1} \sum_{j=1}^{n_2} X_{ij} - \sum_{i=1}^{m_1} \sum_{j=1}^{m_2} X_{ij} \right) f \left( S_{k_1 k_2}, (k_1, k_2) \leq (m_1, m_2) \right)
\]

\[
= E \left( \sum_{i=m_1+1}^{n_1} \sum_{j=1}^{n_2} X_{ij} f \left( S_{k_1 k_2}, (k_1, k_2) \leq (m_1, m_2) \right) \right)
\]

\[
+ E \left( \sum_{i=1}^{n_1} \sum_{j=m_2+1}^{n_2} X_{ij} f \left( S_{k_1 k_2}, (k_1, k_2) \leq (m_1, m_2) \right) \right)
\]

\[
\geq \sum_{i=m_1+1}^{n_1} \sum_{j=1}^{n_2} EX_{ij} Ef \left( S_{k_1 k_2}, (k_1, k_2) \leq (m_1, m_2) \right)
\]

\[
+ \sum_{i=1}^{n_1} \sum_{j=m_2+1}^{n_2} EX_{ij} Ef \left( S_{k_1 k_2}, (k_1, k_2) \leq (m_1, m_2) \right)
\]

\[
= 0
\]

where the inequality is due to the positive association property. Note that in the case where $EX_{n_1 n_2} > 0$ for all $(n_1, n_2) \in \mathbb{N}^2$ and additionally we assume that $f$ is nonnegative, then the latter expression becomes nonnegative proving that the sequence satisfies the 2-indexed demisubmartingale property.

However, it is important to highlight that although the sequence of partial sums of mean zero multiindexed associated random variables forms a sequence of multiindexed demimartingales, the converse statement is not always true. This is proven in the example that follows.

**Example 1** Consider the set of random variables \{\(X_{11}, X_{12}, X_{21}, X_{22}\). In order to prove that these random variables form a 2-indexed demimartingale we need to prove that for any $f$ componentwise nondecreasing function the following relations hold true:

\[
E((X_{12} - X_{11}) f(X_{11})) \geq 0, \quad E((X_{21} - X_{11}) f(X_{11})) \geq 0,
\]

\[
E((X_{22} - X_{11}) f(X_{11})) \geq 0,
\]

\[
E((X_{21} - X_{12}) f(X_{11})) \geq 0, \quad E((X_{21} - X_{12}) f(X_{11}, X_{12})) \geq 0
\]

\[
E((X_{22} - X_{12}) f(X_{11})) \geq 0, \quad E((X_{22} - X_{12}) f(X_{11}, X_{12})) \geq 0
\]

\[
E((X_{22} - X_{21}) f(X_{21})) \geq 0, \quad E((X_{22} - X_{21}) f(X_{11}, X_{21})) \geq 0
\]
and
\[ E((X_{22} - X_{21}) f(X_{11}, X_{12}, X_{21})) \geq 0. \]

Assume that \( X_{12} = X_{21} = X_{22} = X \), then the last 7 relations are satisfied since all become equal to zero and therefore we only need to confirm the first 3. Define,
\[ P(X_{11} = 5, X = 7) = \frac{3}{8}, \quad P(X_{11} = -3, X = 7) = \frac{1}{8}, \]
\[ P(X_{11} = -3, X = -7) = \frac{4}{8}. \]

As it is proven in Example 2.1.4 in [3], for any \( f \) nondecreasing function
\[ E((X - X_{11}) f(X_{11})) \geq 0. \]

Moreover, if \( g \) is chosen as in Example 2.1.4 in [3], we have that
\[ \text{Cov}(g(X_{11}), g(X - X_{11})) < 0 \]
proving that although the random variables form a 2-indexed demimartingale, for the sequence of the 2-indexed demimartingale differences, the positive association property is not satisfied.

Furthermore, it is obvious that, with the natural choice of \( \sigma \)-algebras, a multiindexed martingale forms a multiindexed demimartingale. This is proven by applying the following standard arguments: Let \( \{ S_n, n \in \mathbb{N}^k \} \) be a multiindexed martingale and assume that \( f : \mathbb{R}^{\mathbb{N}^k} \rightarrow \mathbb{R} \) is a measurable function. Then,
\[
E[(S_n - S_m) f(S_k, k \leq m)] = E[E[(S_n - S_m) f(S_k, k \leq m) | \mathcal{F}_m]]
= E[f(S_k, k \leq m) E(S_n - S_m | \mathcal{F}_m)] = 0
\]
where \( \mathcal{F}_n = \sigma(X_m, m \leq n) \). Similarly it can be proven that a multiindexed submartingale is a multiindexed demisubmartingale. However, the converse statement is not true as it can be seen in the counterexample that follows.

**Example 2** Consider \( \{X_{11}, X_{12}, X_{21}, X_{22}\} \) and let \( X_{12} = X_{21} = X_{22} = X \). Assume that \( P(X_{11} = -1, X = -2) = p \) and \( P(X_{11} = 1, X = 2) = 1 - p \) for \( p \in [0, 1/2] \). Then the set \( \{X_{11}, X_{12}, X_{21}, X_{22}\} \) is a 2-indexed demisubmartingale since
\[ E((X - X_{11}) f(X_{11})) \geq 0 \]
for any nonnegative componentwise nondecreasing function \( f \). However,
\[ E[X | X_{11} = -1] = -2 < -1 \]
i.e. the random variables do not possess the 2-indexed submartingale property. (See Example 2.1.3 in [3] for the details.)
The two propositions that follow provide two more examples of sequences that possess the property of multiindexed demi(sub)martingales. The results are given for the special case of \(k = 2\) for simplicity.

**Proposition 2** Consider positively associated random variables \(\{X_{n_1 n_2}, (n_1, n_2) \in \mathbb{N}^2\}\) and let \(\psi_{ij}(t) = E e^{t X_{ij}}\) such that \(\psi_{ij}(t) < \infty\ \forall t \geq 0\). Define

\[
Y_{n_1 n_2}(t) = \prod_{i=1}^{n_1} \prod_{j=1}^{n_2} \frac{e^{t X_{ij}}}{\psi_{ij}(t)}.
\]

Then, \(\{Y_{n_1 n_2}, (n_1, n_2) \in \mathbb{N}^2\}\) forms a 2-indexed demisubmartingale for \(t \geq 0\).

**Proof** Let \(f\) be a positive componentwise nondecreasing function and denote \(g(X_{ij}) = \frac{e^{t X_{ij}}}{\psi_{ij}(t)}\). Then, for \((m_1, m_2) \leq (n_1, n_2),

\[
E \left( (Y_{n_1 n_2} - Y_{m_1 m_2}) f \left( Y_{ij}, (i, j) \leq (m_1, m_2) \right) \right)
\]

\[
= E \left[ \prod_{i=1}^{m_1} \prod_{j=1}^{m_2} g(X_{ij}) \left( \prod_{i=1}^{n_1} \prod_{j=1}^{n_2} g(X_{ij}) \right) \left( \prod_{i=m_1+1}^{n_1} \prod_{j=1}^{n_2} g(X_{ij}) \right) - 1 \right]
\]

\[
\times f \left( Y_{ij}, (i, j) \leq (m_1, m_2) \right) \right] .
\]

Observe that \(g(X_{ij}) = \frac{e^{t X_{ij}}}{\psi_{ij}(t)}\) is an increasing function of \(X_{ij}\) and therefore

\[
f_1 \left( X_{ij}, (i, j) \leq (m_1, m_2) \right) = \left( \prod_{i=1}^{m_1} \prod_{j=1}^{m_2} g(X_{ij}) \right) f \left( Y_{ij}, (i, j) \leq (m_1, m_2) \right)
\]

is a positive componentwise nondecreasing function of \(X_{ij}\)’s. Similarly,

\[
\left( \prod_{i=1}^{n_1} \prod_{j=m_2+1}^{n_2} g(X_{ij}) \right) \left( \prod_{i=m_1+1}^{n_1} \prod_{j=1}^{n_2} g(X_{ij}) \right) - 1
\]

is a componentwise nondecreasing function of \(X_{ij}\)’s. Thus, due to the positive association property and the fact that \(E g(X_{ij}) = 1\) we have that

\[
E \left( (Y_{n_1 n_2} - Y_{m_1 m_2}) f \left( Y_{ij}, (i, j) \leq (m_1, m_2) \right) \right)
\]

\[
\geq E f_1 \left( X_{ij}, (i, j) \leq (m_1, m_2) \right) E \left( \prod_{i=1}^{n_1} \prod_{j=m_2+1}^{n_2} g(X_{ij}) \right) \left( \prod_{i=m_1+1}^{n_1} \prod_{j=1}^{n_2} g(X_{ij}) \right) - 1
\]

\[
\geq E f_1 \left( X_{ij}, (i, j) \leq (m_1, m_2) \right) \left( \prod_{i=1}^{n_1} \prod_{j=m_2+1}^{n_2} E g(X_{ij}) \right) \left( \prod_{i=m_1+1}^{n_1} \prod_{j=1}^{n_2} E g(X_{ij}) \right) - 1
\]

\[
= 0
\]
proving the 2-indexed demisubmartingale property. \(\square\)

**Proposition 3** Let \(\{X_{ij}, (i, j) \in \mathbb{N}^2\}\) are positively associated random variables with \(E X_{ij} \geq 0\) and \(\{Y_{ij}, (i, j) \in \mathbb{N}^2\}\) nonnegative, independent random variables independent of \(\{X_{ij}, (i, j) \in \mathbb{N}^2\}\). Then

\[ T_{n_1n_2} = \sum_{i=1}^{n_1} \sum_{j=1}^{n_2} X_{ij} Y_{ij} \]

forms a 2-indexed demisubmartingale. If \(E X_{ij} = 0\) then \(T_{n_1n_2}\) forms a 2-indexed demimartingale.

**Proof** First, observe that

\[ T_{n_1n_2} - T_{m_1m_2} = \sum_{i=1}^{n_1} \sum_{j=1}^{n_2} X_{ij} Y_{ij} - \sum_{i=1}^{m_1} \sum_{j=1}^{m_2} X_{ij} Y_{ij} = \sum_{i=m_1+1}^{n_1} \sum_{j=1}^{m_2} X_{ij} Y_{ij} \]

\[ + \sum_{i=1}^{n_1} \sum_{j=m_2+1}^{n_2} X_{ij} Y_{ij}. \]

Let \(f\) be a positive componentwise nondecreasing function. Then

\[ E \left[ (T_{n_1n_2} - T_{m_1m_2}) f \left( T_{k_1k_2}, (k_1, k_2) \leq (m_1, m_2) \right) \right] \]

\[ = E \left( \sum_{i=m_1+1}^{n_1} \sum_{j=1}^{m_2} X_{ij} Y_{ij} f \left( T_{k_1k_2}, (k_1, k_2) \leq (m_1, m_2) \right) \right) \]

\[ + E \left( \sum_{i=1}^{n_1} \sum_{j=m_2+1}^{n_2} X_{ij} Y_{ij} f \left( T_{k_1k_2}, (k_1, k_2) \leq (m_1, m_2) \right) \right). \]

Notice that

\[ E \left( \sum_{i=m_1+1}^{n_1} \sum_{j=1}^{m_2} X_{ij} Y_{ij} f \left( T_{k_1k_2}, (k_1, k_2) \leq (m_1, m_2) \right) \right) \]

\[ = \sum_{i=m_1+1}^{n_1} \sum_{j=1}^{m_2} E[X_{ij} Y_{ij} f \left( T_{k_1k_2}, (k_1, k_2) \leq (m_1, m_2) \right)] \]

\[ = \sum_{i=m_1+1}^{n_1} \sum_{j=1}^{m_2} EY_{ij} E(X_{ij} f \left( T_{k_1k_2}, (k_1, k_2) \leq (m_1, m_2) \right)). \]
where the last equality is due to the independence of the random variables $Y_{ij}$. Moreover,

\[
E \left( X_{ij} f \left( T_{k_1k_2}, (k_1, k_2) \leq (m_1, m_2) \right) \right) \\
= E \left[ E \left( X_{ij} f \left( T_{k_1k_2}, (k_1, k_2) \leq (m_1, m_2) \right) \mid Y_{k_1k_2}, (k_1, k_2) \leq (m_1, m_2) \right) \right] \\
= \int E \left( X_{ij} f \left( \sum_{i=1}^{k_1} \sum_{j=1}^{k_2} X_{ij} y_{ij}, (k_1, k_2) \leq (m_1, m_2) \right) \right) \prod_{(k_1, k_2) \leq (m_1, m_2)} dF_{Y_{k_1k_2}}(y_{k_1k_2}) \\
\geq \int E X_{ij} E f \left( \sum_{i=1}^{k_1} \sum_{j=1}^{k_2} X_{ij} y_{ij}, (k_1, k_2) \leq (m_1, m_2) \right) \prod_{(k_1, k_2) \leq (m_1, m_2)} dF_{Y_{k_1k_2}}(y_{k_1k_2}) \geq 0
\]

where the first inequality is due to positive association property and the last one is because of the nonnegativeness of the integrand function. Moreover, $Y_{ij}$ were assumed to be nonnegative, and therefore

\[
E \left( \sum_{i=m_1+1}^{n_1} \sum_{j=1}^{m_2} X_{ij} y_{ij} f \left( T_{k_1k_2}, (k_1, k_2) \leq (m_1, m_2) \right) \right) \geq 0.
\]

Based on the same arguments, we can prove that

\[
E \left( \sum_{i=1}^{n_1} \sum_{j=m_2+1}^{n_2} X_{ij} y_{ij} f \left( T_{k_1k_2}, (k_1, k_2) \leq (m_1, m_2) \right) \right) \geq 0
\]

which leads to the desired result. The case where $E X_{ij} = 0$ gives

\[
E \left( X_{ij} f \left( T_{k_1k_2}, (k_1k_2) \leq (m_1, m_2) \right) \right) = 0
\]

no matter the sign of the function $f$. \hfill \Box

It is worth mentioning that multiindexed random variables, also known as random fields, have been the focus of substantial research activity in the last decades. For example, Gut in [7] provided convergence results for independent multiindexed random variables while in [8] he obtained convergence rates for moderate deviations of certain tail probabilities for the partial sums of multiindexed independent random variables. Roussas in [9] provided conditions under which the joint distribution of suitably normalized and centered at expectation sums of multiindexed positively associated random variables is asymptotically normal. In [10], the authors discuss complete convergence and convergence rates for multiindexed non-identically distributed random variables in the case of martingale dependence structure while strong laws for multiindexed random variables have also been studied in [11] under the assumptions of independence but also for sequences of martingales.

From the discussion above and the related examples and counterexamples it is obvious that the class of multiindexed demimartingales is a wider class of random
variables compared to the class of multiindexed martingales and it generalizes in some sense the class of multiindexed positively associated random variables. A natural question that rises is whether results already known in the literature for multiindexed martingales and positively associated random variables can be extended to the class of multiindexed demimartingales.

This section is concluded by providing some results that are useful for proving some of the main results of this work. Particularly, the next two lemmas can be found in [12] (see Theorems 3.2 and 3.3 respectively). The first one provides a Doob-type inequality for functions of single-indexed demimartingales while the second one, which is a direct consequence of the Doob’s inequality, provides upper bounds for expectations of maxima of functions of a single-indexed demimartingale. The multiindexed analogues of these two results will be proved in the next section.

**Lemma 1** Let $S_1, S_2, \ldots$ be a demimartingale, $g$ be a nonnegative convex function on $\mathbb{R}$ with $g(0) = 0$ and $g(S_i) \in L^1$, $i \geq 1$. Then for any $\varepsilon > 0$,

$$\varepsilon P \left\{ \max_{1 \leq k \leq n} g(S_k) \geq \varepsilon \right\} \leq \int_{\{\max_{1 \leq k \leq n} g(S_k) \geq \varepsilon\}} g(S_n) \, dP.$$

**Lemma 2** Let $S_1, S_2, \ldots$ be a demimartingale and $g$ be a nonnegative convex function on $\mathbb{R}$ with $g(0) = 0$. Suppose $E(g(S_n))^p < \infty$ for $p \geq 1$ and all $n \geq 1$. Then for every $n \geq 1$,

$$E\left( \max_{1 \leq k \leq n} g(S_k) \right)^p \leq \left( \frac{p}{p-1} \right)^p E(g(S_n))^p \quad \text{for} \quad p > 1$$

and

$$E\left( \max_{1 \leq k \leq n} g(S_k) \right) \leq \frac{e}{e-1} \left( 1 + E(g(S_n) \log^+ g(S_n)) \right).$$

The next lemma will be used in the proof of Theorem 4.

**Lemma 3** Let $f(x_1, x_2, \ldots, x_n) = \max\{x_1, x_2, \ldots, x_n\}$. The function $f$ is componentwise convex and its right derivative with respect to its $i$-th component for $i = 1, 2, \ldots, n$ either zero or one.

**Proof** Note that $f$ is convex and hence it is also componentwise convex. Without loss of generality, we will calculate its right derivative with respect to its last component. Define $g(t) = f'_+(x_1, x_2, \ldots, x_{n-1}, t)$ where $f'_+$ denotes the right derivative of the function $f$. Then,

$$g(t) = \lim_{h \to 0^+} \frac{f(x_1, x_2, \ldots, x_{n-1}, t + h) - f(x_1, x_2, \ldots, x_{n-1}, t)}{h}$$

$$= \lim_{h \to 0^+} \frac{\max\{x_1, x_2, \ldots, x_{n-1}, t + h\} - \max\{x_1, x_2, \ldots, x_{n-1}, t\}}{h}$$

$$= \lim_{h \to 0^+} \frac{\max\{\max\{x_1, x_2, \ldots, x_{n-1}\}, t + h\} - \max\{\max\{x_1, x_2, \ldots, x_{n-1}\}, t\}}{h}.$$
Suppose that \( \max\{x_1, x_2, \ldots, x_{n-1}\} = x_j \) for some \( j = 1, 2, \ldots, n-1 \). Then

\[
g(t) = \lim_{h \to 0^+} \frac{\max\{x_j, t + h\} - \max\{x_j, t\}}{h}.
\]

First, consider the case where \( x_j > t \). Then, \( h \) can be chosen sufficiently small such that \( x_j > t + h \) and therefore \( g(t) = 0 \). For the case where \( x_j < t \) and since \( h > 0 \), we also have that \( x_j < t + h \). Thus, \( g(t) = 1 \) which concludes the proof.

3 Doob-Type Inequalities and Related Results

We provide a Doob-type inequality for positive multiindexed demimartingales. The result is inspired by the work of Cairoli in [13] for multidimensionally indexed submartingales.

**Theorem 4** Let \( \{S_n, n \in \mathbb{N}^k\} \) be a positive multidimensionally indexed demimartingale. Then,

a. For \( p > 1 \) and \( ES_n < \infty \),

\[
E \left( \max_{i \leq n} S_i \right)^p \leq \left( \frac{p}{p - 1} \right)^{kp} E (S_n)^p.
\]

b. For any \( \epsilon > 0 \) and \( E \left( S_n \left( \log^+ S_n \right)^k \right) < \infty \),

\[
\epsilon P \left( \max_{i \leq n} S_i \geq \epsilon \right) \leq \sum_{i=1}^k (i - 1)!A^i + k!A^k E \left( S_n \left( \log^+ S_n \right)^k \right)
\]

where \( A = \frac{e}{e-1} \).

**Proof** We start with the first inequality. The proof will follow by induction; we discuss first the case for \( k = 2 \) i.e. the case of a positive 2-indexed demimartingale \( \{S_{ij}, (i, j) \in \mathbb{N}^2\} \). For \( p > 1 \),

\[
E \left( \max_{(i, j) \leq (n_1, n_2)} S_{ij} \right)^p = E \left( \max_{1 \leq j \leq n_2} \max_{1 \leq i \leq n_1} S_{ij} \right)^p = E \left( \max_{1 \leq j \leq n_2} Y_j \right)^p
\]

\( \Box \) Springer
where \( Y_j = \max_{1 \leq i \leq n_1} S_{ij} \) for \( j = 1, 2, \ldots, n_2 \). Let \( f \) be a componentwise nondecreasing function. Then,

\[
E[(Y_{j+1} - Y_j) f(Y_1, \ldots, Y_j)] = E \left[ \left( \max_{1 \leq i \leq n_1} S_{ij+1} - \max_{1 \leq i \leq n_1} S_{ij} \right) f \left( \max_{1 \leq i \leq n_1} S_{i1}, \max_{1 \leq i \leq n_1} S_{i2}, \ldots, \max_{1 \leq i \leq n_1} S_{ij} \right) \right] 
\geq E \left[ \sum_{i=1}^{n_1} (S_{ij+1} - S_{ij}) g'_1(S_{j1}, \ldots, S_{jn_1}) f \left( \max_{1 \leq i \leq n_1} S_{i1}, \max_{1 \leq i \leq n_1} S_{i2}, \ldots, \max_{1 \leq i \leq n_1} S_{ij} \right) \right] 
= \sum_{i=1}^{n_1} E \left( (S_{ij+1} - S_{ij}) g'_1(S_{j1}, \ldots, S_{jn_1}) f \left( \max_{1 \leq i \leq n_1} S_{i1}, \max_{1 \leq i \leq n_1} S_{i2}, \ldots, \max_{1 \leq i \leq n_1} S_{ij} \right) \right) 
\geq 0
\]

where \( g'_1 \) denotes the right derivative of the function \( g(x_1, \ldots, x_n) = \max\{x_1, \ldots, x_n\} \) with respect to its \( i \)-th component which is a nonnegative constant based on the previous lemma. The first inequality is due to the convexity of the maximum function while the last inequality is due to the demimartingale property of the sequence \( \{S_{ij}, 1 \leq j \leq n_2\} \). Thus, the sequence \( Y_j = \max_{1 \leq i \leq n_1} S_{ij} \) forms a demimartingale sequence. By combining the latter result with (1) and Theorem 2 we have that

\[
E \left( \max_{(i, j) \leq (n_1, n_2)} S_{ij} \right)^p \leq \left( \frac{p}{p - 1} \right)^p E(Y_{n_2})^p = \left( \frac{p}{p - 1} \right)^p E \left( \max_{1 \leq i \leq n_1} S_{in_2} \right)^p 
\leq \left( \frac{p}{p - 1} \right)^{2p} E(S_{n_1n_2})^p.
\]

Note that for obtaining the last inequality we applied Theorem 2 again since \( \{S_{in_2}, 1 \leq i \leq n_1\} \) forms a single indexed demimartingale. We assume that the statement is true for \( k - 1 \) and we consider a \( k \)-indexed demimartingale \( \{S_n, n \in \mathbb{N}^k\} \). Let \( (i, i_2, \ldots, i_k) = (i, s) \) where \( s = (i_2, \ldots, i_k) \). Then, for a fixed \( i, 1 \leq i \leq n_1 \), the sequence \( \{S_{is}, s \in \mathbb{N}^{k-1}\} \) forms a \( (k - 1) \)-indexed demimartingale. Then,

\[
E \left( \max_{i \leq n} S_1 \right)^p = E \left( \max_{s \leq n^*} \max_{1 \leq i \leq n_1} S_{is} \right)^p = E \left( \max_{s \leq n^*} Y_s \right)^p
\]

where \( n^* = (n_2, \ldots, n_k) \). By applying similar arguments as the ones for the case where \( k = 2 \), we can prove that \( Y_s \) is a \( (k - 1) \)-indexed demimartingale. By the induction hypothesis and the result of Theorem 2 we have that

\[
E \left( \max_{i \leq n} S_1 \right)^p \leq \left( \frac{p}{p - 1} \right)^{(k-1)p} E \left( \max_{1 \leq i \leq n_1} S_{in_2 \ldots n_k} \right)^p \leq \left( \frac{p}{p - 1} \right)^{kp} E(S_n)^p
\]

since \( \{S_{in_2 \ldots n_k}, 1 \leq i \leq n_1\} \) forms a single indexed demisubmartingale.
For the second inequality, we start again with the case \( k = 2 \). For any \( \epsilon > 0 \),

\[
\epsilon P \left( \max_{(i,j) \leq (n_1,n_2)} S_{ij} \geq \epsilon \right) \leq E \left( \max_{(i,j) \leq (n_1,n_2)} S_{ij} \right) = E \left( \max_{1 \leq j \leq n_2} Y_j \right)
\]

where \( Y_j = \max_{1 \leq i \leq n_1} S_{ij} \). Recall that this is a demimartingale sequence and by employing the second inequality in Theorem 2 we have

\[
\epsilon P \left( \max_{(i,j) \leq (n_1,n_2)} S_{ij} \geq \epsilon \right) \leq E \left( \max_{(i,j) \leq (n_1,n_2)} S_{ij} \right) = E \left( \max_{1 \leq j \leq n_2} Y_j \right)
\]

\[
\leq \frac{e}{e-1} + \frac{e}{e-1} E(Y_{n_2} \log^+ Y_{n_2}) = A + A E \left( \max_{1 \leq i \leq n_1} S_{in_2} \log^+ \max_{1 \leq i \leq n_1} S_{in_2} \right)
\]

\[
= A + A E \left( \max_{1 \leq i \leq n_1} (S_{in_2} \log^+ S_{in_2}) \right)
\]

for \( A = \frac{e}{e-1} \). Observe that the function \( x \log^+ x \) is nondecreasing convex and hence \((Z_i)_{i \geq 1} = (S_{in_2} \log^+ S_{in_2})_{i \geq 1}\) is a single indexed demisubmartingale (Lemma 2.1 in [14]). Then,

\[
\epsilon P \left( \max_{(i,j) \leq (n_1,n_2)} S_{ij} \geq \epsilon \right) \leq A + A(A + A E Z_{n_1} \log^+ Z_{n_1})
\]

\[
= A + A^2 + A^2 E \left( S_{n_1n_2} \log^+ S_{n_1n_2} \log^+ (S_{n_1n_2} \log^+ S_{n_1n_2}) \right)
\]

\[
\leq A + A^2 + 2A^2 E(S_{n_1n_2} \log^+ S_{n_1n_2})^2)
\]

where the last inequality follows from the fact that for any \( x > 0 \), \( \log^+(x \log^+ x) \leq 2 \log x \). We assume that the statement is true for \( k - 1 \) and we will prove its validity for \( k \). Following the same notation as in the first part, for any \( \epsilon > 0 \),

\[
\epsilon P \left( \max_{i \leq n} S_i \geq \epsilon \right) \leq E \left( \max_{s \leq n^*} \max_{1 \leq i \leq n_1} S_{is} \right) = E \left( \max_{s \leq n^*} Y_s \right)
\]

\[
\leq A + \sum_{i=2}^{k-1} (i - 1)!A^i + (k - 1)!A^{k-1} E(Y_{n^*}(\log^+ Y_{n^*})^{k-1}) \tag{2}
\]

due to the induction hypothesis. Following similar steps as before we have that

\[
E \left( Y_{n^*}(\log^+ Y_{n^*})^{k-1} \right) = E \left( \max_{1 \leq i \leq n_1} S_{in^*} \log^+ \max_{1 \leq i \leq n_1} S_{in^*})^{k-1} \right)
\]

\[
= E \left( \max_{1 \leq i \leq n_1} S_{in^*} \log^+ S_{in^*})^{k-1} \right) \leq A + A E Z_{n_1} \log^+ Z_{n_1}
\]

\[
= A + A E \left( S_n \log^+ S_n \log^+ (S_n \log^+ S_n) \right) \leq A + Ak E(S_n \log^+ S_n)^k.
\]
Note that the first inequality is due to the fact that \((Z_i)_{i \geq 1} = (S_{in^r}(\log^+ S_{in^r})^{k-1})_{i \geq 1}\) forms a single indexed demisubmartingale while for the second one the inequality
\[
\log^+ (x (\log^+ x)^{k-1}) \leq k \log^+ x, \quad x > 0
\]
is used. The latter expression together with (2) lead to the desired result. \(\square\)

Theorem 4 was obtained by following the ideas of the corresponding result for positive submartingales proved by Cairoli [13]. In his paper, Cairoli provided counterexamples showing that some classical inequalities for maximums of submartingales with discrete time are not valid in the case of submartingales with multi-dimensional time, including Doob’s inequality. Despite Cairoli’s counterexample, Doob’s type inequality indeed has an extension to the case of multidimensional index as proved in [15] (see Corollary 2.4 there). Moreover, under specific conditions, the well-known Doob’s inequality is also valid for a subclass of multiindexed submartingales (see for example Proposition 1.6 in [16]). Although, in Theorem 4, we proved that Cairoli’s inequalities for multiindexed martingales are also valid for multiindexed demimartingales, it is of interest to check whether the classical Doob’s inequality can be obtained for multiindexed demimartingales. We start by defining the concept of multidimensional rank orders.

Let \(n = (n_1 n_2 \ldots n_k)\). We define the multiindexed rank orders \(R_n^{(j)}\) by

\[
R_n^{(j)} = \begin{cases} 
  \text{j-th largest of } \{S_m : m \leq n\} & \text{for } j \leq \prod_{i=1}^k n_i \\
  \min_{m \leq n} S_m & \text{for } j > \prod_{i=1}^k n_i.
\end{cases}
\]

Theorem 5 Let \(\{S_n, n \in \mathbb{N}^k\}\) be a multiindexed demi(sub)martingale and let \(g\) be a (nonnegative) nondecreasing function on \(\mathbb{R}\) with \(g(0) = 0\). Then for any \(n\) and any \(j\),

\[
E \left[ \int_0^{R_n^{(j)}} udg(u) \right] \leq E(S_ng(R_n^{(j)})) \tag{3}
\]

and for any \(\epsilon > 0\),

\[
\epsilon P \left( R_n^{(j)} \geq \epsilon \right) \leq E \left( S_n I \left( R_n^{(j)} \geq \epsilon \right) \right) \tag{4}
\]

**Proof** For fixed \(j, n_1, n_2, \ldots, n_{k-1}\) we set

\[
Y_i = R_{n_1n_2\ldots n_{k-1}}^{(j)} \quad \text{for } 1 \leq i \leq n_k
\]

with \(Y_0 = 0\). First observe that

\[
S_ng(R_n^{(j)}) = \sum_{i=0}^{n_k-1} S_{n^r,i+1}(g(Y_{i+1}) - g(Y_i)) + \sum_{i=1}^{n_k-1} (S_{n^r,i+1} - S_{n^r,i})g(Y_i)
\]
where \( n^* = (n_1 n_2 \ldots n_k) \) and \( S_{n^*,i} = S_{n_1 n_2 \ldots n_k i} \). We want to prove that
\[
S_{n^*,i+1}(g(Y_{i+1}) - g(Y_i)) \geq Y_{i+1}(g(Y_{i+1}) - g(Y_i)).
\] (5)

Note that
\[
Y_{i+1} \geq Y_i
\]
where the non-degenerate case of (5) is the one for which \( Y_{i+1} = S_{n^*,i+1} \) for \( j = 1 \) while \( Y_{i+1} < S_{n^*,i+1} \) for any \( j > 1 \) and by taking into account the monotonicity of \( g \), (5) holds true for any \( i \). Moreover, for any \( i \),
\[
S_{n^*,i+1}(g(Y_{i+1}) - g(Y_i)) \geq Y_{i+1}(g(Y_{i+1}) - g(Y_i)) \geq \int_{Y_i}^{Y_{i+1}} u \, dg(u)
\]
which leads to
\[
S_n g(R^{(j)}_n) \geq \int_0^{R^{(j)}_n} u \, dg(u) + \sum_{i=1}^{n_k-1} (S_{n^*,i+1} - S_{n^*,i}) g(Y_i)
\]
By taking expectations on both sides we have that
\[
E[S_n g(R^{(j)}_n)] \geq E \left[ \int_0^{R^{(j)}_n} u \, dg(u) \right] + \sum_{i=1}^{n_k-1} E[(S_{n^*,i+1} - S_{n^*,i}) g(Y_i)].
\]
The desired result follows by noticing that the last term is nonnegative due to the single-index demi(sub)martingale property of the sequence \( \{S_{n^*,i}, 1 \leq i \leq n_k\} \). Inequality (4) follows from (3) by choosing \( g(u) = I(u \geq \epsilon) \).

As a direct consequence of Theorem 5 we get the following inequalities. The single-index analogues can be found in [2] (see relations (2.7.1) and (2.7.2)).

**Corollary 1** Let \( \{S_n, n \in \mathbb{N}^k\} \) be a multiindexed demimartingale. Then for any \( \epsilon > 0 \),
\[
\epsilon P \left( \max_{i \leq n} S_i \geq \epsilon \right) \leq E \left( S_n I \left( \max_{i \leq n} S_i \geq \epsilon \right) \right)
\] (6)

and
\[
\epsilon P \left( \min_{i \leq n} S_i \geq \epsilon \right) \leq E \left( S_n I \left( \min_{i \leq n} S_i \geq \epsilon \right) \right)
\]

**Proof** Observe that the first inequality can be obtained by applying (4) for \( j = 1 \) since by definition \( R^{(1)}_n = \max_{i \leq n} S_i \) while the second one follows again by (4) for any \( j \) that satisfies \( j > \prod_{i=1}^k n_i \).
**Remark 1** As it has already been mentioned, for the case of multiindexed martingales the classical Doob’s inequality cannot be established in general. However, inequality (6) shows that in the case of multiindexed demimartingales this celebrated result holds true. It is also important to highlight that, compared to Theorem 4, the upper bound in (6) does not depend on the dimension of the index. Moreover, note that for \( k = 1 \), inequality (6) is reduced to the result of Theorem 1 for the case where \( g(x) = x \).

The Doob-type inequality obtained in (6) becomes the source result for various moment inequalities which generalize results that are already known for the case of single-indexed demimartingales.

**Corollary 2** Let \( \{S_n, n \in \mathbb{N}^k\} \) be a nonnegative multidimensionally indexed demimartingale. Then,

\[
E \left( \max_{1 \leq i \leq n} S_i \right)^p \leq \begin{cases} \left( \frac{p}{p-1} \right)^p E(S_n)^p, & \text{for } p > 1 \\ \frac{e}{e-1} + \frac{e}{e-1} E S_n \log^+ S_n, & \text{for } p = 1. \end{cases}
\]

**Remark 2** Observe that the inequalities of Corollary 2 provide sharper bounds compared to the ones obtained in Theorem 4 while for the case \( k = 1 \), Corollary 2 is reduced to Theorem 2.

For single-indexed positive martingales, Harremoës in [17] provided a maximal moment inequality which can be considered as a strengthening of a classical maximal inequality by Doob. Prakasa Rao in [18] proved that Harremoës result is also valid for a sequence of single-indexed positive demimartingales (see Theorem 2.7.3 in [2]). Motivated by these results, we provide a generalization to the case of multi-indexed demimartingales. The key result for obtaining the particular moment inequality is again expression (6).

**Theorem 6** Let \( \{S_n, n \in \mathbb{N}^k\} \) be a positive multidimensionally indexed demimartingale with \( S_1 = c \in (0, 1) \) when \( \sum_{i=1}^k \ell_i = 1 \). Let \( \gamma(x) = x - \log x - c \) for \( x > 0 \). Then,

\[
\gamma \left( E \left( \max_{i \leq n} S_i \right) \right) \leq 1 - c^2 - \log c + E S_n \log S_n.
\]

For the special case where \( c = 1 \),

\[
\gamma \left( E \left( \max_{i \leq n} S_i \right) \right) \leq E S_n \log S_n.
\]
Proof We use the notation \( S_{\max}^n = \max_{i \leq n} S_i \). Then,

\[
E S_{\max}^n - c = \int_0^\infty P( S_{\max}^n \geq x ) \, dx - c = \int_0^c P( S_{\max}^n \geq x ) \, dx + \int_c^\infty P( S_{\max}^n \geq x ) \, dx - c
\]

\[
\leq \int_c^\infty P( S_{\max}^n \geq x ) \, dx \leq \int_c^\infty \left( \frac{1}{x} \int_{\{S_{\max}^n \geq x\}} S_n \, dP \right) \, dx \quad \text{(due to (6))}
\]

\[
= E \left( S_n \int_c^{S_{\max}^n} \frac{1}{x} \, dx \right) = E \left( S_n \log S_{\max}^n \right) - \log c E S_n.
\]

Observe that due to the demimartingale property \( E S_n = E S_\ell = c \) for \( \sum_{i=1}^k \ell_i = 1 \). Hence,

\[
E S_{\max}^n - c \leq E \left( S_n \log S_{\max}^n \right) - c \log c.
\]

It is known that \( \forall x > 0, \log x \leq x - 1 \). Since \( c \in (0, 1] \) we have that \( \forall x > 0, \log x \leq x - c \) and hence \( \gamma(x) \geq 0 \) for \( x > 0 \) and \( c \in (0, 1] \). Then,

\[
E S_{\max}^n - c \leq E \left[ S_n \left( \log S_{\max}^n + \gamma \left( \frac{S_{\max}^n}{S_n E S_{\max}^n} \right) \right) \right] - c \log c
\]

\[
\leq 1 + E S_n \log S_n + c(\log E S_{\max}^n - c - \log c).
\]

Now,

\[
\gamma \left( E S_n \right) = E S_{\max}^n - c - \log E S_{\max}^n \leq 1 + E S_n \log S_n + c(\log E S_{\max}^n - c - \log c)
\]

\[
- \log E S_{\max}^n
\]

\[
\leq 1 - c^2 - c \log c + (c - 1) \log E \left( \max_{i \leq n} S_i \right) + E S_n \log S_n.
\]

The desired result follows by noticing that \( \max_{i \leq n} S_i \geq c \) and since \( c \in (0, 1] \),

\[
(1 - c) \log E \left( \max_{i \leq n} S_i \right) \geq (1 - c) \log c.
\]

\( \square \)

Next, we obtain a moment inequality for positive multiindexed demimartingales which is motivated by Theorem 3.1 in [19].

Theorem 7 Let \( \{S_n, n \in \mathbb{N}^k\} \) be a positive multiindexed demimartingale with \( S_\ell = c > 0 \) when \( \sum_{i=1}^k \ell_i = 1 \). Moreover, assume that \( E S_n \log S_n < \infty \), \( \forall n \in \mathbb{N}^k \) and

\( \mathfrak{S} \) Springer
\[
\lim_{n \to \infty} E S_n \log S_n = \infty. \text{ Then,}
\]
\[
\limsup_{n \to \infty} \frac{E(\max_{j \leq n} S_j)}{E S_n \log S_n} \leq 1.
\]

**Proof** It was proven earlier that
\[
ES_n^{\text{max}} - c \leq E(S_n \log S_n^{\text{max}}) - c \log c.
\]
According to [19] (see relation (3.2) there) for any \(a, b > 0\) and \(x_0 > e\)
\[
b \log a \leq b \log b + ax_0^{-1} + b(\log x_0 - 1).
\]
By employing this inequality we have that
\[
ES_n^{\text{max}} - c \leq E(S_n \log S_n) - c \log c + x_0^{-1} ES_n^{\text{max}} + ES_n(\log x_0 - 1).
\]
Recall that \(E S_n = c\) and therefore, after some algebraic calculations, we get that
\[
\frac{ES_n^{\text{max}}}{ES_n \log S_n} \leq \frac{x_0}{x_0 - 1} \left(1 + \frac{c(\log x_0 - \log c)}{ES_n \log S_n}\right).
\]
The result is obtained by taking \(\limsup\) on both sides as \(n \to \infty\) and then let \(x_0\) tend to infinity. \qed

### 4 Chow-Type Maximal Inequality

Hadjikyriakou in [3] proved the following Chow-type inequality for multiindexed demimartingales (see also [6]). The result was used to obtain an asymptotic result and further maximal inequalities. Note that \(Y_{n;i} = Y_{n_1 \ldots n_{s-1} i n_{s+1} \ldots n_k}\), i.e., at the \(s\)th position of the index \(n\) the component \(n_s\) is equal to \(i\).

**Theorem 8** Let \(\{S_n, n \in \mathbb{N}^k\}\) be a multiindexed demimartingale with \(S_\ell = 0\) when \(\prod_{i=1}^k \ell_i = 0\) and \(\{c_n, n \in \mathbb{N}^k\}\) be a nonincreasing array of positive numbers. Let \(g\) be a nonnegative convex function on \(\mathbb{R}\) with \(g(0) = 0\). Then, \(\forall \varepsilon > 0,
\]
\[
\varepsilon P \left(\max_{j \leq n} c_j g(S_j) \geq \varepsilon\right) \leq \min \left\{\sum_{j \leq n} c_j E \left[g(S_{j;i}) - g(S_{j;i-1})\right]\right\}.
\]

Next, we provide a Chow-type inequality for multiindexed demimartingales by applying the methodology introduced by [20]. The new approach leads to an upper bound which depends only on a single summation.
Theorem 9 Let \( \{S_n, n \in \mathbb{N}^k\} \) be a multiindexed demimartingale with \( S_0 = 0 \) when \( \prod_{i=1}^k \ell_i = 0 \). Let \( g \) be a nonnegative convex function on \( \mathbb{R} \) with \( g(0) = 0 \) and \( \{c_n, n \in \mathbb{N}^k\} \) be a nonincreasing array of positive numbers. Then, for all \( \epsilon > 0 \)

\[
\epsilon P \left( \max_{j \leq n} c_j g(S_j) \geq \epsilon \right) \leq \min_{1 \leq x \leq k} \sum_{i=1}^{n_x} c_{n_x;i} E \left[ \left( g(S_{n_x};i) - g(S_{n_x};i-1) \right) I \left( \max_{k \leq n} c_k g(S_k) \geq \epsilon \right) \right]
\]

**Proof** The proof is motivated by the the proof of Theorem 2.1 in [20]. First, we define

\[
u(x) = g(x)I\{x \geq 0\} \quad \text{and} \quad v(x) = g(x)I\{x < 0\}
\]

which are both nonnegative convex functions with \( u(x) \) being nondecreasing while \( v(x) \) is a nonincreasing function. Observe that \( g(x) = u(x) + v(x) = \max\{u(x), v(x)\} \)

Therefore,

\[
\epsilon P \left( \max_{j \leq n} c_j g(S_j) \geq \epsilon \right) \leq \epsilon P \left( \max_{j \leq n} c_j u(S_j) \geq \epsilon \right) + \epsilon P \left( \max_{j \leq n} c_j v(S_j) \geq \epsilon \right) \quad (7)
\]

Following the steps and the notation introduced by [20], we consider \( m(\cdot) \) to be a nonnegative nondecreasing function with \( m(0) = 0 \) and let

\[ S'_n = \max_{j \leq n} c_j u(S_j). \]

Without loss of generality we fix \( n_1, \ldots, n_{k-1} \) and denote \( (n^*, i) = (n_1 \ldots n_{k-1} i) \).

Then,

\[
E \left[ \int_0^{S'_n} t dm(t) \right] = \sum_{i=1}^{n_k} E \left[ \int_{S'_{n^*,i}}^{S'_{n^*,i-1}} t dm(t) \right] \leq \sum_{i=1}^{n_k} E \left[ S'_{n^*,i} \left( m(S'_{n^*,i}) - m(S'_{n^*,i-1}) \right) \right] \leq \sum_{i=1}^{n_k} c_{n^*,i} E \left[ u(S'_{n^*,i}) \left( m(S'_{n^*,i}) - m(S'_{n^*,i-1}) \right) \right] \leq \sum_{i=1}^{n_k} c_{n^*,i} E \left[ m(S'_{n^*}) (u(S'_{n^*,i}) - u(S'_{n^*,i-1})) \right] - A
\]

where

\[
A = \sum_{i=1}^{n_k-1} E \left[ (c_{n^*,i+1} u(S'_{n^*,i+1}) - c_{n^*,i} u(S'_{n^*,i})) m(S'_{n^*,i}) \right] + \sum_{i=1}^{n_k-1} (c_{n^*,i} - c_{n^*,i+1}) E [u(S'_{n^*,i}) m(S'_{n^*})].
\]
The second inequality follows by observing that $S_{n^*,i}' \geq S_{n^*,i-1}'$ and thus $S_{n^*,i} = c_{n^*,i}u(S_{n^*,i})$ or $m(S_{n^*,i}') = m(S_{n^*,i-1}')$. We need to prove that $A$ is a nonnegative term. Note that due to the fact that $(c_{n^*,i} - c_{n^*,i+1}) u(S_{n^*,i}) \geq 0$ for any $i$, and by the convexity of the function $u(\cdot)$ we have that

$$A \geq \sum_{i=1}^{n_k-1} E \left[ (c_{n^*,i+1} - c_{n^*,i}) u(S_{n^*,i+1}) - c_{n^*,i} u(S_{n^*,i}) m(S_{n^*,i}') \right]$$

$$+ \sum_{i=1}^{n_k-1} (c_{n^*,i} - c_{n^*,i+1}) E \left[ u(S_{n^*,i}) m(S_{n^*,i}') \right]$$

$$= \sum_{i=1}^{n_k-1} c_{n^*,i+1} E \left[ (u(S_{n^*,i+1}) - u(S_{n^*,i})) m(S_{n^*,i}') \right]$$

$$\geq \sum_{i=1}^{n_k-1} c_{n^*,i+1} E \left[ (S_{n^*,i+1} - S_{n^*,i}) h(S_{n^*,i}) m(S_{n^*,i}') \right] \geq 0.$$

Note that the nonnegativeness of the last expression is due to the definition of a single indexed demimartingale since $h(S_{n^*,i}) m(S_{n^*,i}')$ is a nondecreasing function of $\{S_{n^*,i}, 1 \leq i \leq n_k\}$ where $h$ represents the right derivative of the function $u$. Consider the case where $m(t) = I\{t \geq \epsilon\}$. Then, since $S_{n_k}' \leq \max_{j \leq n} c_{j} g(S_j)$

$$\epsilon P(\max_{j \leq n} c_{j} u(S_j) \geq \epsilon) \leq \sum_{i=1}^{n_k} c_{n^*,i} E \left[ (u(S_{n^*,i}) - u(S_{n^*,i-1})) I\{S_{n_k}' \geq \epsilon\} \right]$$

$$+ \sum_{i=1}^{n_k-1} (c_{n^*,i} - c_{n^*,i+1}) E[ u(S_{n^*,i}) I\{S_{n_k}' \geq \epsilon\}] + c_{n_k} E[ u(S_{n_k}) I\{S_{n_k}' \geq \epsilon\} ]$$

$$\leq \sum_{i=1}^{n_k-1} (c_{n^*,i} - c_{n^*,i+1}) E[ u(S_{n^*,i}) I\{\max_{j \leq n} c_{j} g(S_j) \geq \epsilon\}] + c_{n_k} E[ u(S_{n_k}) I\{\max_{j \leq n} c_{j} g(S_j) \geq \epsilon\} ]$$

$$= \sum_{i=1}^{n_k} c_{n^*,i} E \left[ (u(S_{n^*,i}) - u(S_{n^*,i-1})) I\{\max_{j \leq n} c_{j} g(S_j) \geq \epsilon\} \right].$$

(8)

Similarly, it can be proven that

$$\epsilon P(\max_{j \leq n} c_{j} v(S_j) \geq \epsilon) \leq \sum_{i=1}^{n_k} c_{n^*,i} E \left[ (v(S_{n^*,i}) - v(S_{n^*,i-1})) I\{\max_{j \leq n} c_{j} g(S_j) \geq \epsilon\} \right].$$

(9)

By combining (7)-(9), we have that

$$\epsilon P(\max_{j \leq n} c_{j} g(S_j) \geq \epsilon) \leq \sum_{i=1}^{n_k} c_{n^*,i} E \left[ (g(S_{n^*,i}) - g(S_{n^*,i-1})) I\{\max_{j \leq n} c_{j} g(S_j) \geq \epsilon\} \right].$$
which leads to the desired result. □

As a direct consequence of the Chow-type inequality proven above, we can easily obtain the following convergence result.

**Theorem 10** Let \( \{ S_n, n \in \mathbb{N}^k \} \) be a multiindexed demimartingale with \( S_\ell = 0 \) when \( \prod_{i=1}^k \ell_i = 0 \). Let \( g \) be a nonnegative convex function on \( \mathbb{R} \) with \( g(0) = 0 \) and \( \{ c_n, n \in \mathbb{N}^k \} \) be a nonincreasing array of positive numbers. Assume that, for some \( 1 \leq s \leq k \) and \( p \geq 1 \),

\[
\sum_{i=1}^{\infty} c_{n:s;i}^p E \left[ \left( [g(S_n; s; i)]^p - [g(S_n; s; i-1)]^p \right) \right] < \infty
\]

and

\[
c_n^p E \left( [g(S_n)]^p - [g(S_n; s; i-1)]^p \right) \to 0, \quad n \to \infty.
\]

Then,

\[
c_n g(S_n) \to 0 \quad a.s., \quad n \to \infty.
\]

**Proof** Without loss of generality, we assume that the conditions are satisfied for \( s = k \) and let \( N = (N N \ldots N) \). Then, we can write

\[
P(\max_{n \geq N} c_n g(S_n) \geq \epsilon) = P(\max_{n \geq N} c_n^p [g(S_n)]^p \geq \epsilon^p)
\]

\[
\leq \frac{1}{\epsilon^p} \sum_{i \geq N} c_n^p E \left[ \left( [g(S_{N^*; i})]^p - [g(S_{N^*; i-1})]^p \right) I \left( \max_{n \geq N} c_n^p [g(S_n)]^p \geq \epsilon \right) \right]
\]

\[
\leq \frac{1}{\epsilon^p} \sum_{i \geq N} c_{N^*; i}^p E \left( [g(S_{N^*; i})]^p - [g(S_{N^*; i-1})]^p \right) \]

\[
= \frac{1}{\epsilon^p} \sum_{i=N+1}^{\infty} c_{N^*; i}^p E \left( [g(S_{N^*; i})]^p - [g(S_{N^*; i-1})]^p \right) + \frac{1}{\epsilon^p} \sum_{i=N+1}^{\infty} c_{N^*; i}^p E \left( [g(S_{N^*; i})]^p - [g(S_{N^*; i-1})]^p \right)
\]

\[
\to 0 \quad \text{as} \quad N \to \infty.
\]

The Chow-type inequality provided above can lead to a Hájek-Rényi inequality for multiindexed associated random variables.

**Corollary 3** Let \( \{ X_n, n \in \mathbb{N}^k \} \) be mean zero multiindexed associated random variables, \( \{ c_n, n \in \mathbb{N}^d \} \) a nonincreasing array of positive numbers and \( S_n = \sum_{i \leq n} X_i \). Then \( \forall \epsilon > 0 \)

\[
P(\max_{i \leq n} | S_i | \geq \epsilon) \leq \min_{1 \leq s \leq k} \epsilon^{-2} \sum_{j=1}^{n_s} c_{n:s,j} \left[ 2 \text{Cov}(X_{n:s;j}, S_{n:s;j-1}) + E \left( X_{n:s;j}^2 \right) \right]
\]
Proof

\[ P(\max_{j \leq n} c_j \mid S_j \geq \epsilon) = P(\max_{j \leq n} c_j^2 \mid S_j^2 \geq \epsilon^2) \]

\[ \leq \min_{1 \leq s \leq k} \frac{1}{s} \sum_{i=1}^{n_s} c_{n,s;i}^2 \left( (S_{n,s;i}^2 - S_{n,s;i-1}^2)^2 \right) I \left( \max_{k \leq n} c_k^2 \mid S_k^2 \geq \epsilon^2 \right) \]

\[ \leq \min_{1 \leq s \leq k} \frac{1}{s} \sum_{i=1}^{n_s} c_{n,s;i}^2 \left( (S_{n,s;i} - S_{n,s;i-1})(S_{n,s;i} + S_{n,s;i-1}) \right) \]

\[ = \min_{1 \leq s \leq k} \frac{1}{s} \sum_{i=1}^{n_s} c_{n,s;i}^2 \left( X_{n,s;i}(2S_{n,s;i-1} + X_{n,s;i}) \right) \]

which gives the desired result. \(\Box\)

Remark 3 Note that the Chow-type inequality obtained in [3] (or in [6]), also lead to a convergence result and a Hájek-Rényi inequality for multiindexed associated random variables. It is important to highlight however, that the results obtained here involve a sum over a single index while in [3] the conditions for the asymptotic result and the upper bound of the Hájek-Rényi inequality depend on multiple summations.

5 Maximal \(\phi\)-Inequalities for Nonnegative Multiindexed Demisubmartingales

Let \(\mathcal{C}\) denote the class of Orlicz functions i.e. unbounded, nondecreasing convex functions \(\phi : [0, \infty) \to [0, \infty)\) with \(\phi(0) = 0\). Given \(\phi \in \mathcal{C}\) and \(a \geq 0\), define

\[ \Phi_a(x) = \int_x^\infty \int_x^s \frac{\phi'(r)}{r}dr ds, \quad x > 0 \]

and

\[ p_\phi^* = \sup_{x > 0} \frac{x\phi'(x)}{\phi(x)} \]

where \(\phi'\) denotes the right derivative of \(\phi\). Note that the function \(\phi\) is called moderate if \(p_\phi^* < \infty\). More information on Orlicz functions can be found in [21].

The single index analogues of the results that follow can be found in [18] (or see Section 2.8 in [2]).
Theorem 11 Let \( \{S_n, n \in \mathbb{N}^k\} \) be a nonnegative multiindexed demisubmartingale and let \( \phi \in \mathcal{C} \). Then, for \( x > 0 \) and \( \lambda \in (0, 1) \),

\[
P\left( \max_{i \leq n} S_i \geq x \right) \leq \frac{\lambda}{(1 - \lambda)x} \int_x^\infty P(S_n > \lambda y) dy = \frac{\lambda}{(1 - \lambda)x} E\left( \frac{S_n}{\lambda} - x \right)^+ \tag{10}
\]

Moreover,

\[
E\left( \phi\left( \max_{i \leq n} S_i \right) \right) \leq \phi(b) + \frac{\lambda}{1 - \lambda} \int_{[S_n > \lambda b]} \left( \Phi_a\left( \frac{S_n}{\lambda} \right) - \Phi_a(b) - \Phi'_a(b) \left( \frac{S_n}{\lambda} - b \right) \right) dP \tag{11}
\]

for all \( n \in \mathbb{N}^k \), \( a, b > 0 \). If \( \phi'(x)/x \) is integrable at 0, then the latter inequality holds for \( b = 0 \).

Proof First observe that by (6) we have that, for any \( x > 0 \),

\[
P\left( \max_{i \leq n} S_i \geq x \right) \leq \frac{1}{x} E\left( S_n I\left( \max_{i \leq n} S_i \geq x \right) \right) = \frac{1}{x} \int_x^\infty P(S_n \geq y, S_{\max} \geq x) dy.
\]

The rest of the proof runs along the same lines as in the case of a single index (see Theorem 2.8.1 in [2]). \( \square \)

The moment inequality presented in (11) becomes the source result for a number of moment inequalities. The results are presented here for the sake of completeness however their proofs are omitted since they are based on properties of the \( \phi \) functions and are the same as in the single index case. We refer the interested reader to [18] or Section 2.8 in [2] for the details.

Corollary 4 Let \( \{S_n, n \in \mathbb{N}^k\} \) be a nonnegative multiindexed demisubmartingale and let \( \phi \in \mathcal{C} \). Then,

\[
E\left[ \phi\left( \max_{i \leq n} S_i \right) \right] \leq \phi(a) + \frac{\lambda}{1 - \lambda} E\left[ \Phi_a\left( \frac{S_n}{\lambda} \right) \right]
\]

for all \( a \geq 0 \), \( 0 < \lambda < 1 \) and \( n \in \mathbb{N}^k \).

A special case of (11) is obtained for \( \phi(x) = x \). The proof is obtained by applying the same methodology as in [2] page 64.

Corollary 5 Let \( \{S_n, n \in \mathbb{N}^k\} \) be a nonnegative multiindexed demisubmartingale. Then, for any \( n \in \mathbb{N}^k \),

\[
E\left( \max_{i \leq n} S_i \right) \leq b + \frac{b}{b - 1} \left( E\left( S_n^{\log^+} \right) - E\left( S_n - 1 \right)^+ \right), \quad b > 1.
\]
Remark 4  Observe that in the case where $b = e$ the inequality above provides a sharper bound compared to the second inequality of Corollary 2.

By utilizing inequality (6) and Lemma 2.8.3 in [2] we can easily obtain the following result.

**Corollary 6** Let \( \{S_n, n \in \mathbb{N}^k\} \) be a nonnegative multiindexed demisubmartingale and let \( \phi \in C \) with \( p_\phi = \inf_{x > 0} \frac{x \phi'(x)}{\phi(x)} > 1 \). Then for all \( n \in \mathbb{N}^k \)

\[
E \left[ \phi \left( \max_{i \leq n} S_i \right) \right] \leq E \left[ \phi \left( q_\phi S_n \right) \right]
\]

where \( q_\phi = \frac{p_\phi}{p_\phi - 1} \).

The next result is a direct consequence of the previous theorem and the properties of the \( \phi \) function.

**Corollary 7** Let \( \{S_n, n \in \mathbb{N}^k\} \) be a nonnegative multiindexed demisubmartingale. Suppose that the function \( \phi \in C \) is moderate. Then, for any \( n \in \mathbb{N}^k \),

\[
E \left[ \phi \left( \max_{i \leq n} S_i \right) \right] \leq E \left[ \phi \left( q_\phi S_n \right) \right] \leq q_\phi E \left[ \phi \left( S_n \right) \right].
\]

**Corollary 8** Let \( \{S_n, n \in \mathbb{N}^k\} \) be a nonnegative multiindexed demisubmartingale. Suppose \( \phi \) is a nonnegative nondecreasing function on \( [0, \infty) \) such that \( \phi^{1/\gamma} \) is also nondecreasing and convex for some \( \gamma > 1 \). Then

\[
E \left[ \phi \left( \max_{i \leq n} S_i \right) \right] \leq \left( \frac{\gamma}{\gamma - 1} \right)^{\gamma} E \left[ \phi \left( S_n \right) \right].
\]

Moreover, for any \( r > 0 \),

\[
E \left[ e^{r \max_{i \leq n} S_i} \right] \leq e E \left[ e^{r S_n} \right].
\]

**Proof** For the proof of the first inequality we use the first part of Corollary 2 for the sequence \( \{\phi \left( S_n \right)^{1/\gamma}, n \in \mathbb{N}^k\} \) since this is also a nonnegative multiindexed demisubmartingale. The desired inequality follows by choosing \( p = \gamma \). The second result is obtained by setting \( \phi(x) = e^{rx} \) in the first inequality and by letting \( \gamma \) tend to \( \infty \).

This section is concluded with a maximal inequality for the case where both, the function \( \phi \) and its \( m \)-th derivative for some \( m \geq 1 \), are Orlicz functions. The proof runs along the same lines as in the case of a single index since the source result is Corollary 2.
Corollary 9 Let \( \{ S_n, n \in \mathbb{N}^k \} \) be a nonnegative multiindexed demisubmartingale. Let \( \phi \in \mathcal{C} \) which is differentiable \( m \) times with the \( m \)-th derivative \( \phi^{(m)} \in \mathcal{C} \) for some \( m \geq 1 \). Then

\[
E \left[ \phi \left( \max_{1 \leq i \leq n} S_i \right) \right] \leq \left( \frac{m + 1}{m} \right)^{m+1} E \left[ \phi \left( S_n \right) \right].
\]

6 Upcrossing Inequality

We follow the notation of Section 2.4 in [2]. Given a finite set of multiindexed random variables from the set \( \{ S_n, n \in \mathbb{N}^k \} \) and \( a < b \) we define the sequence of stopping times in the \( s \)-th direction as follows

\[
J^{(s)}_{2m-1} = \begin{cases} 
ns + 1 & \text{if } \left\{ j : J^{(s)}_{2m-2} < j \leq ns \text{ and } S_{n:s;j} \leq a \right\} \text{ is empty} \\
\min \left\{ j : J^{(s)}_{2m-2} < j \leq ns \text{ and } S_{n:s;j} \leq a \right\} & \text{otherwise}
\end{cases}
\]

and

\[
J^{(s)}_{2m} = \begin{cases} 
n s + 1 & \text{if } \left\{ j : J^{(s)}_{2m-1} < j \leq n \text{ and } S_{n:s;j} \geq b \right\} \text{ is empty} \\
\min \left\{ j : J^{(s)}_{2m-1} < j \leq n \text{ and } S_{n:s;j} \geq b \right\} & \text{otherwise}
\end{cases}
\]

for \( m = 1, 2, \ldots \) where \( n; s; j = (n_1 n_2 \ldots n_{s-1} j n_{s+1} \ldots n_k) \) and \( J^{(s)}_0 = 0 \) for \( 1 \leq s \leq k \).

The number of complete upcrossings of the interval \([a, b]\) by the finite sequence of random variables in the \( s \)-th direction, until the time \( ns \), is denoted by \( U_{ns}(a, b) \) for \( 1 \leq s \leq k \) where

\[
U_{ns}(a, b) = \max \left\{ m : J^{(s)}_{2m} < ns + 1 \right\}.
\]

Then, as \( ns \to \infty \),

\[
U_{ns}(a, b) \to U^{(s)}(a, b) = \max \left\{ m : J^{(s)}_{2m} < \infty \right\}
\]

which denotes the total number of upcrossings in the \( s \)-th direction. We say that the sequence of random fields has a complete upcrossing if there is a complete upcrossing in at least one direction and the total number of complete upcrossings is defined as

\[
U(a, b) = \begin{cases} 
\min \{U^{(s)}(a, b) > 0, 1 \leq s \leq k \} & \text{if } U^{(s)}(a, b) > 0 \text{ for all } 1 \leq s \leq k \} \\
0 & \text{if } U^{(s)}(a, b) = 0 \text{ for all } 1 \leq s \leq k.
\end{cases}
\]
Remark 5  It is important to highlight that in the case of random fields where there is no partial order among indices, the concept of upcrossings is not uniquely defined. In the definition considered above, first, we identify the number of upcrossings in each direction and the total number of upcrossings for the process is defined through (12).

Consider the example given below for the case $k = 2$: suppose that $a < b$ and

$$x_{11} < a, x_{21} < a, x_{12} > b, x_{22} < b.$$ 

First, we consider the case where $s = 1$, i.e. consider the upcrossings in the 1-st direction by keeping the second index constant and allowing the first one to change. Observe that,

$$x_{11} < a \quad \text{and} \quad x_{21} < a$$

and

$$x_{12} > b \quad \text{and} \quad x_{22} < b$$

i.e. there are no complete upcrossings in the 1-st direction. Next, we study the number of upcrossings in the direction of the second index where the first index remains constant:

$$x_{11} < a \quad \text{and} \quad x_{12} > b$$

and

$$x_{21} < a \quad \text{and} \quad x_{22} < b.$$ 

Observe that the first pair gives a complete upcrossing, so in the second direction, there is 1 complete upcrossing. Using the notation introduced above, directionwise we have that

$$U^{(1)}(a, b) = 0 \quad \text{and} \quad U^{(2)}(a, b) = 1.$$ 

According to (12), the total number of complete upcrossings for the given sequence is $U(a, b) = 1$.

The result that follows provides an upper bound for the expected number of complete upcrossings of the interval $[a, b]$ in the $s$-th direction.

**Theorem 12** Let $\{S_n, n \in \mathbb{N}^k\}$ be a multiindexed demisubmartingale and consider a finite sequence of random variables from this set. Then for $a < b$ and $1 \leq s \leq k$,

$$E \left( U_s(a, b) \right) \leq \frac{E \left( (S_n - a)^+ \right) - E \left( (S_{n:s};1 - a)^+ \right)}{b - a}.$$ 

 Springer
Proof Without loss of generality we assume that $s = k$ and we use the notation $n = (n^* n_k)$ where $n^* = (n_1 \ldots n_{k-1})$. The proof is motivated by the proof of Theorem 2.4.1 in Prakasa Rao (2012). For $1 \leq j \leq n_k - 1$, define

$$
\epsilon_{n^*, j} = \begin{cases} 
1 & \text{if for some } m = 1, 2, \ldots, J^{(s)}_{2m-2} \leq j < J^{(s)}_{2m-1} \\
0 & \text{if for some } m = 1, 2, \ldots, J^{(s)}_{2m-1} \leq j < J^{(s)}_{2m} 
\end{cases}
$$

so that $1 - \epsilon_{n^*, j}$ is the indicator function of the event that the time interval $[j, j + 1)$ is a part of an upcrossing possibly incomplete; equivalently

$$
\epsilon_{n^*, j} = \begin{cases} 
1 & \text{if either } S_{n^*, i} > a \text{ for } i = 1, \ldots, j \text{ or } \\
0 & \text{for some } i = 1, \ldots, j, S_{n^*, i} \geq b \text{ and } S_{n^*, k} > a \text{ for } k = i + 1, \ldots, j 
\end{cases}
$$

Let $\Lambda$ be the event that the sequence ends with an incomplete upcrossing, that is, $\tilde{J}^{(s)} = J^{(s)}_{2\ell(a,b)+1} < n_k$. Note that

$$(S_n - a)^+ - (S_{n^*} - a)^+ = \sum_{j=1}^{n_k-1} \left[ (S_{n^*, j+1} - a)^+ - (S_{n^*, j} - a)^+ \right] = M_u + M_d$$

where

$$M_d = \sum_{j=1}^{n_k-1} \epsilon_{n^*, j} \left[ (S_{n^*, j+1} - a)^+ - (S_{n^*, j} - a)^+ \right] \geq \sum_{j=1}^{n_k-1} \epsilon_{n^*, j} (S_{n^*, j+1} - S_{n^*, j})$$

where the inequality follows from the observation that

$$(S_{n^*, j+1} - a)^+ \geq S_{n^*, j+1} - a$$

and because of the definition of $\epsilon_{n^*, j}$ we also have that

$$\epsilon_{n^*, j} (S_{n^*, j} - a)^+ = \epsilon_{n^*, j} (S_{n^*, j} - a).$$
Observe that
\[
M_u = \sum_{j=1}^{n_k-1} (1 - \epsilon_{n^*,j}) \left[ (S_{n^*,j+1} - a)^+ - (S_{n^*,j} - a)^+ \right]
\]
\[
= \sum_{k=1}^{n_t} \sum_{j=J^{(s)}_{2k-1}}^{J^{(s)}_{2k} - 1} \left[ (S_{n^*,j+1} - a)^+ - (S_{n^*,j} - a)^+ \right]
\]
\[
+ \sum_{j=J^{(s)}}^{n-1} \left[ (S_{n^*,j+1} - a)^+ - (S_{n^*,j} - a)^+ \right]
\]
\[
= \sum_{k=1}^{n_t} \left[ (S_{n^*,J^{(s)}_{2k} - a}^+ - (S_{n^*,J^{(s)}_{2k-1}} - a)^+ \right]
\]
\[
+ \left[ (S_n - a)^+ - (S_{n^*,J^{(s)}} - a)^+ \right] I_{\Lambda}
\]
\[
= \sum_{k=1}^{n_t} (S_{n^*,J^{(s)}_{2k} - a}^+ + (S_n - a)^+ I_{\Lambda}
\]
\[
\geq (b - a) U_n(a, b).
\]

By taking expectations, we have that
\[
E \left[ (S_n - a)^+ - (S_{n^*,1} - a) \right] \geq (b - a) E U_n(a, b)
\]
\[
+ \sum_{j=1}^{n_k-1} E \left[ \epsilon_{n^*,j} (S_{n^*,j+1} - S_{n^*,j}) \right].
\]

The desired result follows by noting that \(\epsilon_{n^*,j}\) is a nonnegative nondecreasing function of \(\{S_{n^*,i}, i = 1, \ldots, j\}\) which forms a multiindexed demisubmartingale and thus the latter term is always nonnegative. \(\square\)

The upcrossing inequality leads to the following convergence result.

**Corollary 10** Let \(\{S_n, n \in \mathbb{N}^k\}\) be a multiindexed demimartingale such that

\[
\limsup_{n \to \infty} E \left| S_n \right| < \infty,
\]

then the \(S_n\) converge a.s. and \(E \left| \lim_{n \to \infty} S_n \right| < \infty\).

**Proof** It is known that a sequence of real numbers converges to \(\mathbb{R} \cup \pm \infty\) if and only if the number of upcrossings of \([a, b]\) is finite for all rational numbers \(a < b\). By the upcrossing inequality proven above, we have that for every \(1 \leq s \leq k\)

\[
EU_n(a, b) \leq \frac{1}{b - a} E (S_n - a)^+ \leq \frac{1}{b - a} (E \left| S_n \right| + a)
\]

\(\square\) Springer
and therefore

$$EU_{a,b}^{(s)} \leq \frac{1}{b-a} (\sup_n E \mid S_n \mid +a)$$

and thus $U_{a,b}^{(s)}$ is finite almost surely for every $1 \leq s \leq k$ due to condition (13). By the definition of $U(a, b)$ we have that $U(a, b) \leq U_{a,b}^{(s)}$ for any $s$ and thus $U(a, b)$ is also finite almost surely. Define $\Omega_0 = \bigcap_{a < b \in \mathbb{Q}} (U(a, b) < \infty)$. Then $P(\Omega_0) = 1$. This observation establishes the convergence of $S_n$ while the last argument for the expectation follows by applying Fatou’s lemma and utilizing assumption (13). \(\square\)

7 Whittle-Type inequality

The next result is the multiindexed analogue of the Whittle type maximal inequality for demimartingales proven by Prakasa Rao in [22] (see also Theorem 2.6.1 in [2]).

**Lemma 4** Let $\{S_n, n \in \mathbb{N}^k\}$ be a multiindexed demimartingale with $S_\ell = 0$ when $\prod_{i=1}^{\ell} \ell_i = 0$. Let $\phi(\cdot)$ be a nonnegative nondecreasing convex function such that $\phi(0) = 0$. Let $\psi(u)$ be a positive nondecreasing function for $u > 0$. Then,

$$P(\phi(S_j) \leq \psi(u_j), j \leq n) \geq 1 - \min_{1 \leq s \leq k} \sum_{i=1}^{n_s} \frac{E(\phi(S_{n.s;i}) - \phi(S_{n.s;i-1}))}{\psi(u_{n.s;i})}$$

for $0 < u_i \leq u_j, i \leq j$.

**Proof** The proof will be given for $k = 2$ for simplicity. Define

$$A_{n_1n_2} = \{\phi(S_{ij}) \leq \psi(u_{ij}), (i, j) \leq (n_1, n_2)\}.$$

Then,

$$P(A_{n_1n_2}) = E \left( \prod_{\ell=1}^{n_1} I(A_{\ell n_2}) \right) = E \left( \prod_{\ell=1}^{n_1-1} I(A_{\ell n_2}) I(A_{n_1n_2}) \right) \geq E \left( \prod_{\ell=1}^{n_1-1} I(A_{\ell n_2}) \left( 1 - \frac{\phi(S_{n_1n_2})}{\psi(u_{n_1n_2})} \right) \right)$$

where the inequality follows by observing that

$$I(A_{n_1n_2}) \geq 1 - \frac{\phi(S_{n_1n_2})}{\psi(u_{n_1n_2})}.$$
Notice that
\[
E \left( \prod_{\ell=1}^{n_1-1} I(A_{\ell n_2}) \left[ \left( 1 - \frac{\phi(S_{n_1 n_2})}{\psi(u_{n_1 n_2})} \right) - \left( 1 - \frac{\phi(S_{n_1-1 n_2})}{\psi(u_{n_1 n_2})} \right) \right] \right) + \frac{\phi(S_{n_1 n_2}) - \phi(S_{n_1-1 n_2})}{\psi(u_{n_1 n_2})}
\]
\[
= E \left( \left( 1 - \prod_{\ell=1}^{n_1-1} I(A_{\ell n_2}) \right) \frac{\phi(S_{n_1 n_2}) - \phi(S_{n_1-1 n_2})}{\psi(u_{n_1 n_2})} \right) \geq 0
\]
since \( \left( 1 - \prod_{\ell=1}^{n_1-1} I(A_{\ell n_2}) \right) \) is nonnegative componentwise nondecreasing function of \( \{ \phi(S_{i n_2}), 1 \leq i \leq n_1 \} \) which forms a single-index demimartingale. Hence,
\[
P(A_{n_1 n_2}) \geq E \left( \prod_{\ell=1}^{n_1-1} I(A_{\ell n_2}) \left( 1 - \frac{\phi(S_{n_1-1 n_2})}{\psi(u_{n_1 n_2})} \right) \right) = E \frac{\phi(S_{n_1 n_2}) - \phi(S_{n_1-1 n_2})}{\psi(u_{n_1 n_2})}
\]
\[
E \left( \prod_{\ell=1}^{n_1-2} I(A_{\ell n_2}) \left( 1 - \frac{\phi(S_{n_1-1 n_2})}{\psi(u_{n_1 n_2})} \right) \right) = E \frac{\phi(S_{n_1 n_2}) - \phi(S_{n_1-1 n_2})}{\psi(u_{n_1 n_2})}
\]
where the last inequality follows due to the fact that \( u_i \leq u_j \) for \( i \leq j \) and \( \psi(u_n) \) is a nondecreasing sequence of positive numbers. Continuing with the same manner we have that
\[
P(A_{n_1 n_2}) \geq 1 - \sum_{\ell=1}^{n_1} E \phi(S_{\ell n_2}) - E \phi(S_{\ell-1 n_2}) \psi(u_{\ell n_2}).
\]
Similarly we can obtain
\[
P(A_{n_1 n_2}) \geq 1 - \sum_{\ell=1}^{n_2} E \phi(S_{n_1 \ell}) - E \phi(S_{n_1 \ell-1}) \psi(u_{n_1 \ell}).
\]
and these last two inequalities lead to the 2-index analogue of (14).

The next result provides a generalization of the Whittle type inequality where the assumption of nondecreasing property is dropped.

**Theorem 13** Let \( \{ S_n, n \in \mathbb{N}^k \} \) be a multiindexed demimartingale with \( S_{\ell} = 0 \) when \( \prod_{i=1}^{k} \ell_i = 0 \). Let \( \phi(\cdot) \) be a nonnegative convex function such that \( \phi(0) = 0 \). Let \( \psi(u) \) be a positive nondecreasing function for \( u > 0 \) and
\[
A_n = \{ \phi(S_j) \leq \psi(u_j), j \leq n \}
\]
where \( 0 < u_i \leq u_j \) for \( i \leq j \). Then,
\[
P(A_n) \geq 1 - \min_{1 \leq s \leq k} \sum_{i=1}^{n_s} E \phi(S_{n_s;i}) - \phi(S_{n_s;i-1}) \psi(u_{n_s;i}) \geq 0.
\]
Proof The proof will be given for $k = 2$. Similar to the proof of Theorem 9, we start by defining the functions

$$u(x) = \phi(x)I\{x \geq 0\} \text{ and } v(x) = \phi(x)I\{x < 0\}.$$  

Recall that both $u(x)$ and $v(x)$ are nonnegative convex functions, however they have different monotonicity since $u(x)$ is nondecreasing while $v(x)$ is nonincreasing. Moreover,

$$\phi(x) = u(x) + v(x) = \max\{u(x), v(x)\}.$$  

Then, we have that

$$P\left(\max_{(i,j) \leq (n_1,n_2)} \frac{\phi(S_{ij})}{\psi(u_{ij})} > 1\right) = P\left(\max_{(i,j) \leq (n_1,n_2)} \frac{\max\{u(S_{ij}), v(S_{ij})\}}{\psi(u_{ij})} > 1\right)$$

$$\leq P\left(\max_{(i,j) \leq (n_1,n_2)} \frac{u(S_{ij})}{\psi(u_{ij})} > 1\right) + P\left(\max_{(i,j) \leq (n_1,n_2)} \frac{v(S_{ij})}{\psi(u_{ij})} > 1\right).$$

The above inequality can be written as

$$P\left(\max_{(i,j) \leq (n_1,n_2)} \frac{\phi(S_{ij})}{\psi(u_{ij})} \leq 1\right) \geq P\left(\max_{(i,j) \leq (n_1,n_2)} \frac{u(S_{ij})}{\psi(u_{ij})} \leq 1\right)$$

$$+ P\left(\max_{(i,j) \leq (n_1,n_2)} \frac{v(S_{ij})}{\psi(u_{ij})} \leq 1\right) - 1$$

or equivalently,

$$P\left(\frac{\phi(S_{ij})}{\psi(u_{ij})} \leq 1, (i,j) \leq (n_1,n_2)\right)$$

$$\geq P\left(\frac{u(S_{ij})}{\psi(u_{ij})} \leq 1, (i,j) \leq (n_1,n_2)\right) + P\left(\frac{v(S_{ij})}{\psi(u_{ij})} \leq 1, (i,j) \leq (n_1,n_2)\right) - 1.$$

(16)

Since $u$ is a nondecreasing convex function by Theorem 4 we have that

$$P\left(\frac{u(S_{ij})}{\psi(u_{ij})} \leq 1, (i,j) \leq (n_1,n_2)\right) \geq 1 - \sum_{\ell=1}^{n_1} \frac{E(u(S_{\ell n_2}) - u(S_{\ell-1,n_2}))}{\psi(u_{\ell n_2})}.$$  

(17)

Similarly we can obtain

$$P\left(\frac{u(S_{ij})}{\psi(u_{ij})} \leq 1, (i,j) \leq (n_1,n_2)\right) \geq 1 - \sum_{\ell=1}^{n_2} \frac{E(u(S_{n_1 \ell}) - u(S_{n_1,\ell-1}))}{\psi(u_{n_1 \ell})}.$$  

(18)
Let \( B_{n_1n_2} = \left\{ \frac{v(S_{ij})}{\psi(u_{ij})} \leq 1, (i, j) \leq (n_1, n_2) \right\} \). Following similar arguments as in the proof of Theorem 4 we have that

\[
E \left( \prod_{\ell=1}^{n_1-1} I(B_{\ell n_2}) \left[ \left( 1 - \frac{v(S_{n_1n_2})}{\psi(u_{n_1n_2})} \right) - \left( 1 - \frac{v(S_{n_1-1n_2})}{\psi(u_{n_1n_2})} \right) \right] + \frac{v(S_{n_1n_2}) - v(S_{n_1-1n_2})}{\psi(u_{n_1n_2})} \right)
\]

\[
= E \left( \prod_{\ell=1}^{n_1-1} I(B_{\ell n_2}) \frac{v(S_{n_1n_2}) - v(S_{n_1-1n_2})}{\psi(u_{n_1n_2})} \right)
\]

\[
\geq E \left( \prod_{\ell=1}^{n_1-1} I(B_{\ell n_2}) \frac{S_{n_1n_2} - S_{n_1-1n_2}}{\psi(u_{n_1n_2})} f(S_{n_1-1n_2}) \right) \geq 0
\]

where the first inequality is due to the convexity of the function \( v \) with \( f(.) \) being the left derivative of \( v \) which is a nonpositive nondecreasing function. The last inequality is obtained by the multiindexed demimartingale property since

\[
\left( 1 - \prod_{\ell=1}^{n_1-1} I(B_{\ell n_2}) \right) f(S_{n_1-1n_2})
\]

is a nondecreasing function of \( \{S_{\ell n_2}, i = 1, \ldots, n_1 - 1\} \). Working in a similar manner as in Theorem 4 we can obtain the following bounds for the \( P(B_{n_1n_2}) \),

\[
P \left( \frac{v(S_{ij})}{\psi(u_{ij})} \leq 1, (i, j) \leq (n_1, n_2) \right) \geq 1 - \sum_{\ell=1}^{n_1} E \left( \frac{v(S_{\ell n_2}) - v(S_{\ell-1n_2})}{\psi(u_{\ell n_2})} \right) \quad (19)
\]

and

\[
P \left( \frac{v(S_{ij})}{\psi(u_{ij})} \leq 1, (i, j) \leq (n_1, n_2) \right) \geq 1 - \sum_{\ell=1}^{n_2} E \left( \frac{v(S_{n_1 \ell}) - v(S_{n_1 \ell-1})}{\psi(u_{n_1 \ell})} \right) \quad (20)
\]

By combining (16), (17) and (19) we have

\[
P \left( \frac{\phi(S_{ij})}{\psi(u_{ij})} \leq 1, (i, j) \leq (n_1, n_2) \right) \geq 1 - \sum_{\ell=1}^{n_1} E \left( \frac{\phi(S_{\ell n_2}) - \phi(S_{\ell-1n_2})}{\psi(u_{\ell n_2})} \right)
\]

while by combining (16), (18) and (20) we get

\[
P \left( \frac{\phi(S_{ij})}{\psi(u_{ij})} \leq 1, (i, j) \leq (n_1, n_2) \right) \geq 1 - \sum_{\ell=1}^{n_2} E \left( \frac{\phi(S_{n_1 \ell}) - \phi(S_{n_1 \ell-1})}{\psi(u_{n_1 \ell})} \right).
\]

The desired result follows by combining the last two inequalities.
As a direct consequence of the above Whittle-type inequality we have the corollary that follows.

**Corollary 11** Let \( \{S_n, n \in \mathbb{N}^k\} \) be a multiindexed demimartingale with \( S_\ell = 0 \) when \( \prod_{i=1}^k \ell_i = 0 \). Let \( \phi(\cdot) \) be a nonnegative convex function such that \( \phi(0) = 0 \). Let \( \psi(u) \) be a positive nondecreasing function for \( u > 0 \). Then, for \( \epsilon > 0 \),

\[
\epsilon P \left( \sup_{j \leq n} \frac{\phi(S_j)}{\psi(u_j)} \geq \epsilon \right) \leq \min_{1 \leq s \leq k} \sum_{i=1}^{n_s} \frac{E \left( \phi \left( S_{n};s;i \right) - \phi \left( S_{n};s;i-1 \right) \right)}{\psi(u_{n};s;i)}.
\]

**Proof** The result follows by first writing that

\[
P \left( \sup_{j \leq n} \frac{\phi(S_j)}{\psi(u_j)} \geq \epsilon \right) = 1 - P \left( \frac{\phi(S_j)}{\psi(u_j)} \leq \epsilon, \forall j \leq n \right)
\]

and applying the result of the previous theorem. \(\square\)

The Whittle-type inequality can also be employed to obtain the following convergence result.

**Corollary 12** \( \{S_n, n \in \mathbb{N}^k\} \) be a multiindexed demimartingale with \( S_\ell = 0 \) when \( \prod_{i=1}^k \ell_i = 0 \). Let \( \phi(\cdot) \) be a nonnegative convex function such that \( \phi(0) = 0 \). Let \( \psi(u) \) be a positive nondecreasing function for \( u > 0 \) such that \( \psi(u) \to \infty \) as \( u \to \infty \). Further, suppose that there is \( s \in \{1, 2, \ldots, k\} \) such that

\[
\sum_{i=1}^{\infty} \frac{E \left( \phi \left( S_{n};s;i \right) - \phi \left( S_{n};s;i-1 \right) \right)}{\psi(u_{n};s;i)} < \infty \quad \text{(21)}
\]

for any nondecreasing sequence \( u_n \to \infty \) as \( n \to \infty \). Then,

\[
\frac{\phi(S_n)}{\psi(u_n)} \to 0 \quad \text{a.s. for } n \to \infty.
\]

**Proof** For simplicity, we assume that \( k = 2 \) and without loss of generality we assume that (21) is satisfied for \( s = 2 \). Then,

\[
P \left( \sup_{(i,j) \geq (n_1,n_2)} \frac{\phi(S_{ij})}{\psi(u_{ij})} \geq \epsilon \right) \leq \sum_{\ell=1}^{\infty} \frac{E \phi(S_{n_1 \ell}) - E \phi(S_{n_1 \ell-1})}{\epsilon \psi(u_{n_1 \ell})} + \sum_{\ell=n_2+1}^{\infty} \frac{E \phi(S_{n_1 \ell}) - E \phi(S_{n_1 \ell-1})}{\epsilon \psi(u_{n_1 \ell})}.
\]

Notice that due to the given assumptions both summands converge to zero as \( n \to \infty \) which leads to the desired convergence. \(\square\)
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