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Chapter 1

The curse of high dimensions

Mathematically, data is a subset $A \subseteq \mathbb{R}^d$ where the dimension $d$ is typically a very large number. Concrete examples are as follows.

1. A greyscale picture with $320 \times 240$ pixel can be described by 75,500 numbers between 0 (=white) and 1 (=black) and this gives a vector in $\mathbb{R}^{75,500}$.

2. The current Oxford dictionary counts 273,000 English words. An arbitrary English text can be seen as a vector in $\mathbb{R}^{273,000}$ where each entry is the number of occurrences of each word in the text.

3. Netflix has approximately 3,500 movies and 200 million registered users. Each user can give a rating from one to five stars for each movie. We can represent each user by her/his rating vector in $\mathbb{R}^{3,500}$ containing in each entry the user’s rating or a zero if the movie has not been rated. Alternatively, we can represent each movie by a vector in $\mathbb{R}^{200,000,000}$ containing in each entry the ratings of the corresponding user.

4. Amazon offers 353 million items for sale. We can represent any of its customers as an element of $\mathbb{R}^{353,000,000}$ by counting the amount of purchases per product.

5. The human genome has approximately 10,000 genes, so every of the 9 billion humans can be considered as a point in $\mathbb{R}^{10,000}$.

6. When doing medical diagnostic tests, we can represent a subject by the vector containing her/his results. These can include integers like antibody counts, real numbers like temperature, pairs of real numbers like blood pressure, or binary values like if a subject has tested positive or negative for a certain infection.

7. Facebook has 2.7 billion users. If we name the users 1, 2, 3, . . . , we can represent user $j$ in $\mathbb{R}^{2,700,000,000}$ by a vector containing a one in the $i$-th entry if $i$ and $j$ are friends and a zero if they are not.

Given such a high-dimensional data set $A$, classical tasks to analyze the data, or make predictions based on it, involve to compute distances between data points. This can be for example

- the classical euclidean distance (or any other $p$-norm),
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- a weighted metric that, e.g., in 6, weights every medical information differently,
- a distance that is not even a metric like for instance the cosine similarity.

Related tasks are then to determine the k-nearest neighbors within the data set $A$ of a given point $x \in \mathbb{R}^d$, to cover the set via $A \subseteq \bigcup_{b \in B} B_r(b)$ or $A \subseteq \Gamma(B)$ with $B \subset A$ as small as possible, to find a cluster structure, to determine and fit a distribution function, or to detect a more complicated hidden pattern in the set.

From the perspective of classical undergraduate courses like Real Analysis, Linear Algebra and Measure Theory, the space $\mathbb{R}^d$, endowed with euclidean norm, appears well understood: Distances, balls, convex hulls, minimization problems, matrices and volume are well studied in finite dimensions. However, if $d$ is very large, we are faced with the following two obstructions. Firstly, the computation of the aforementioned quantities can be unfeasable in view of the sheer amount of data. Secondly, natural (and very intuitive!) probability distributions such as the uniform distribution $U(B)$ on the hypercube $B = [-1,1]^d$ or unit ball $B = B_1(0) \subseteq \mathbb{R}^d$ or the Gaussian distribution $N(0,1)$ in $d$ dimensions, display several very counterintuitive effects if $d$ is large. This strongly affects methods that would help to overcome the first obstruction (e.g., drawing a random sample instead of using the whole data set) and has also to be taken into account if we are given empirical data which is subject to errors or noise that we wish to model by a certain probability distribution.

We begin by recalling the following definition.

**Definition 1.1.** Let $(\Omega, \Sigma, P)$ be a probability space, let $B \subseteq \mathbb{R}$ be a Borel set and let $X : \Omega \rightarrow \mathbb{R}^d$ be a random vector.

(i) We say that $X$ is uniformly distributed on $B \subseteq \mathbb{R}^d$ if

$$P[X \in A] = \frac{\lambda^d(A \cap B)}{\lambda^d(B)}$$

holds for every Borel set $A \subseteq \mathbb{R}^d$. We write $X \sim U(B)$ in this case and note that below we will focus on the cases of the \textit{hypercube} $B = [-1,1]^d$ or \textit{unit ball} $B = B_1(0) \subseteq \mathbb{R}^d$ or the \textit{Gaussian distribution} $N(0,1)$ in $d$ dimensions, display several very counterintuitive effects if $d$ is large. This strongly affects methods that would help to overcome the first obstruction (e.g., drawing a random sample instead of using the whole data set) and has also to be taken into account if we are given empirical data which is subject to errors or noise that we wish to model by a certain probability distribution.

We start now with the case of the $d$-dimensional hypercube $H_d := \{(x_1, \ldots, x_d) \in \mathbb{R}^d; x_i \in [-1,1] \text{ for all } 1 \leq i \leq d\}$. Not surprisingly, $H_d$ is a compact and absolutely
convex set. Consider now the ‘corner’ \( e = (1, 1, \ldots, 1) \in H_d \). Then
\[
\|e\|_2 = \sqrt{1^2 + 1^2 + \cdots + 1^2} = \sqrt{d} \xrightarrow{d \to \infty} \infty
\]
and this will hold for ‘more and more corners’ when \( d \) increases. In particular, the mutual distance between ‘many’ corners increases with \( d \). On the other hand, if we pick two points \( e_i = (0, \ldots, 0, 1, 0, \ldots, 0) \) and \( f_j = (0, \ldots, 0, 1, 0, \ldots, 0) \) in the middle of two different ‘faces’ then their distances
\[
\|e_i - e_j\|_2 = \sqrt{1^2 + 1^2} = \sqrt{2}
\]
remains constant. This is in particular true for opposite faces, where \( \|e_i - (-e_i)\|_2 = 2 \). The aforementioned computations paint a picture in which we could imagine the hypercube as an object where the corners ‘spike out’ whereas the centers of the faces stay at constant distance to each other. If distances behave non homogeneously, then we should be prepared that volume is distributed inhomogeneous, too. To see this, let \( 0 < \varepsilon < 1 \) and consider the subset
\[
S_{\varepsilon,d} = H_d \setminus (1 - \varepsilon)H_d
\]
of \( H_d \) which can be thought of an \( \varepsilon \)-thin outer shell of the hypercube.

![Figure 1.1. \( S_{\varepsilon,d} \) for \( d = 1, 2, 3. \) ](image)

Since \((1 - \varepsilon)H_d = [-1 + \varepsilon, 1 - \varepsilon]^d\) is a cuboid, we can easily compute
\[
\frac{\lambda^d(S_{\varepsilon,d})}{\lambda^d(H_d)} = \frac{\lambda^d(H^d) - \lambda^d((1-\varepsilon)H_d)}{\lambda^d(H_d)} = \frac{2^d - (2(1 - \varepsilon))^d}{2^d} = 1 - (1 - \varepsilon)^d \xrightarrow{d \to \infty} 1
\]
for \( 0 < \varepsilon < 1 \). This means that most of the volume of the hypercube is located close to its surface. Let us mention that the same holds true if we consider the hypercube \([0,1]^d\) with side length one. Then for its volume we get \( \lambda^d([0,1]^d) = 1 \) and the volume in the \( \varepsilon \)-thick shell equals \( \lambda^d([0,1]^d \setminus [\varepsilon, 1 - \varepsilon]^d) = 1 - (1 - 2\varepsilon)^d \) which again converges to 1. So also here most of the volume lies in an \( \varepsilon \)-thin shell below its surface. On the other hand not much of the volume can be located close to the corners: Consider the corner \( e = (e_1, \ldots, e_d) \) with \( e_i \in \{1, -1\} \) of \( H_d = [-1, 1]^d \). Then we consider
\[
E_e := \{ x \in \mathbb{R}^d ; x_i \in [1 - \varepsilon, 1] \text{ if } e_i = 1 \text{ and } x_i \in [-1, -1 + \varepsilon] \text{ if } e_i = -1 \}
\]
that is a cube with side length \( \varepsilon \) sitting in the \( e \)-th corner of \( H_d \).
and observe that $\lambda^d(E_n) = \varepsilon^d$. We put $0 < \varepsilon < 1/2$ and since there are $2^d$ corners $e$ in $H_d$, we get that the volume in all the corners

$$2^d \cdot \varepsilon^d = (2\varepsilon)^d \xrightarrow{d \to \infty} 0$$

tends to zero. So we may think of the volume of $H_d$ being located close below the surface and around the middle points of the faces. The following pictures summarize the three different ways to look at the hypercube in high dimensions. We advise the reader however to be careful as all three pictures show of course a 2-dimensional cube and are only meant to visualize different effects that take place in high dimensions.

If we interpret the last of our above findings in terms of a random variable $X \sim \mathcal{U}(H_d)$, then it means that $X$ attains with high probability values close to the surface and close to the middle of the faces. Conversely, this means that every method that draws random points from the hypercube will neglect its corners and its interior. So if we for example are given a data set inside $H_d$ and want to compute a predictor function $H_d \to \mathbb{R}$ then we need a very large sample to do so. Indeed, the volume of $H_d$ grows exponentially in $d$ so if we, e.g., want to partition $H_d$ into smaller cubes with fixed volume we will need exponentially many such cubes. Furthermore, if we knew that our data is uniformly distributed then all the data will gather together at the regions indicated above. If we now sample for instance two points then the odds that they are each close to the middle of different (and not opposite) faces are high. The right picture above suggests that we may expect that the angle between any two randomly chosen points will be approximately $90^\circ$. Experiments suggest moreover, that the distance of two points chosen at random is close to $\sqrt[2d]{d}$.

The above effect is commonly referred to as the curse of high dimensions. Indeed, classical data analysis methods relying, e.g., on $k$-nearest neighbor search, or cosine
similarity, can apparently not anymore be applied effectively, if all mutual distances and angles between data points coincide! We will see below that this effect is not restricted to the hypercube, but appears also for the unit ball $B_1(0)$ and on the whole space $\mathbb{R}^d$ which we will study now.

For this, let us consider points drawn at random from $\mathbb{R}^d$ with respect to a Gaussian distribution with mean zero and variance one. As we mentioned in Definition 1.1(ii), the latter formalizes as a random vector $X: \Omega \to \mathbb{R}^d$ whose coordinates are independent normal random variables. Therefore it is very easy (see Problem 1.1) to generate such random points in a simulation and compute angles and norms. If we do so, we detect an effect similar to what we just above observed for the hypercube. We get that the norms of all random points in dimension 100 are close to 10.

![Figure 1.4. Distributions of the norm of 50,000 random points $x \sim N(0, 1, \mathbb{R}^{100})$.](image)

If we run the experiment for different dimensions $d$ and each time compute the average over the norms then we see that the latter turn out to be close to $\sqrt{d}$. Moreover, we see that the variances seem to be bounded by a constant independent of the dimension.

| $d$ | 1 | 10 | 100 | 1000 | 10,000 | 100,000 | 1,000,000 |
|-----|---|----|-----|------|--------|---------|-----------|
| $\frac{1}{n} \sum_{i=1}^{n} \|x^{(i)}\|$ | 0.73 | 3.05 | 10.10 | 31.61 | 100.03 | 316.21 | 1000.03 |
| $\sqrt{d}$ | 1.00 | 3.16 | 10.00 | 31.62 | 100.00 | 316.22 | 1000.00 |
| Variance | 0.33 | 0.48 | 0.54 | 0.45 | 0.52 | 0.36 | 0.44 |

Table 1.1. Average norms of $n = 100$ random points $x^{(i)} \sim N(0, 1, \mathbb{R}^d)$.

We leave it as Problem 1.1 to carry out the experiments and replicate Figure 1.4 and Table 1.1. From the theoretical point of view, if we use that $X \sim N(0, 1, \mathbb{R}^d)$ has independent coordinates $X_i \sim N(0, 1)$ for $i = 1, \ldots, d$, we can compute expectations and variances directly. Since we do not know a priori how the root function interacts with the expectation, we start considering the norm squared. We then get

$$E(\|X\|^2) = E(X_1^2 + \cdots + X_d^2) = E(X_1^2) + \cdots + E(X_d^2)$$

$$= E((X_1 - E(X_1))^2) + \cdots + E((X_d - E(X_d))^2)$$

$$= V(X_1) + \cdots + V(X_d) = d \quad (1.1)$$
which corroborates that \( E(\|X\|) \) should be close to \( \sqrt{d} \) for large \( d \). Also, the variance of the norm squared can be computed directly, namely via

\[
V(\|X\|^2) = V(X_1^2) + \cdots + V(X_d^2) = d \cdot V(X_1^2) = d \cdot (E(X_1^4) - E(X_1^2)^2) \\
= d \cdot \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}} x^4 \exp(-x^2/2) \, dx - V(X_1)
\]

\( (1.2) \)

Without the square we get the following result which confirms and quantifies the picture that we got in the experiments, namely that Gaussian random vectors will have norm close to \( \sqrt{d} \) and that their distribution does not spread out if \( d \) increases.

**Theorem 1.2.** Let \( X \sim N(0,1,\mathbb{R}^d) \). Then

(i) \( \forall d \geq 1: |E(\|X\| - \sqrt{d})| \leq 1/\sqrt{d} \),

(ii) \( \forall d \geq 1: V(\|X\|) \leq 2 \).

In particular, the expectation \( E(\|X\| - \sqrt{d}) \) converges to zero for \( d \to \infty \).

**Proof.** (i) We start with the following equality

\[
\|X\| - \sqrt{d} = \frac{\|X\|^2 - d}{2\sqrt{d}} - \frac{(\|X\|^2 - d)^2}{2(d\|X\| + \sqrt{d})^2} =: S_d - R_d
\]

which follows from \( \|X\|^2 - d = (\|X\| - \sqrt{d})(\|X\| + \sqrt{d}) \). Next we use (1.2) and \( E(\|X\|) \geq 0 \) to estimate

\[
0 \leq E(R_d) \leq \frac{E((\|X\|^2 - d)^2)}{2d^{3/2}} = \frac{V(\|X\|^2)}{2d^{3/2}} = \frac{2d}{2d^{3/2}} = \frac{1}{\sqrt{d}}
\]

which shows that \( E(R_d) \to 0 \) for \( d \to \infty \). As \( E(\|X\|^2) = d \) we have \( E(S_d) = 0 \) and thus we get

\[
|E(\|X\| - \sqrt{d})| = |E(S_d - R_d)| = |E(R_d)| \leq \frac{1}{\sqrt{d}}
\]

as claimed.

(ii) For the variance we obtain

\[
V(\|X\|) = V(\|X\| - \sqrt{d}) = E((\|X\| - \sqrt{d})^2) - (E(\|X\| - \sqrt{d}))^2 \\
\leq E((\|X\| - \sqrt{d})^2) = E(\|X\|^2 - 2\|X\|\sqrt{d} + d) \\
= E(\|X\|^2) - 2\sqrt{d} E(\|X\|) + d = 2d - 2\sqrt{d} E(\|X\| - \sqrt{d} + \sqrt{d}) \\
= 2\sqrt{d} E(R_d) \leq 2
\]

which establishes (ii). \( \square \)

Let us now consider the mutual distance between two independent random vectors
\(X, Y \sim N(0, 1, \mathbb{R}^d)\). For the squared distance we can compute directly

\[
\begin{align*}
E(\|X - Y\|^2) &= \sum_{i=1}^{d} E((X_i - Y_i)^2) \\
&= \sum_{i=1}^{d} E(X_i^2) + 2E(X_i)E(Y_i) + E(Y_i^2) \\
&= \sum_{i=1}^{d} (1 + 2 \cdot 0 \cdot 0 + 1) = 2d
\end{align*}
\]

which suggests that \(\|X - Y\|\) will be close to \(\sqrt{2d}\). This is again underpinned by experiments, see Table 1.2 and we leave it as Problem 1.3 to repeat the experiments.

| d   | 1    | 10   | 100  | 1000 | 10000 | 100000 |
|-----|------|------|------|------|-------|--------|
| \(1/n(n - 1)\) \(\sum_{i \neq j} \|x^{(i)} - x^{(j)}\|\) | 1.06 | 4.41 | 14.05 | 44.65 | 141.50 | 447.35 |
| \(\sqrt{2d}\) | 1.41 | 4.47 | 14.14 | 44.72 | 141.42 | 447.21 |
| Variance | 0.74 | 1.10 | 0.92 | 0.89 | 0.96 | 1.08 |

Table 1.2. Average pairwise distances of \(n = 100\) random points \(x^{(i)} \sim N(0, 1, \mathbb{R}^d)\).

We leave it as Problem 1.2 to adapt our proof of Theorem 1.2 to establish the following result on the distances without square.

**Theorem 1.3.** Let \(X, Y \sim N(0, 1, \mathbb{R}^d)\). Then

(i) \(\forall d \geq 1: E(\|X - Y\| - \sqrt{2d}) \leq 1/\sqrt{2d}\),

(ii) \(V(\|X - Y\|) \leq 3\).

**Proof.** This can be proved exactly as Theorem 1.2.

To see what is happening to the angles of random points we can now make use of the fact that we know already that \(E(\|X\|^2) = E(\|Y\|^2) = d\) and \(E(\|X - Y\|^2) = 2d\) holds. From this we get the next result.

**Theorem 1.4.** Let \(X, Y \sim N(0, 1, \mathbb{R}^d)\) and \(\xi \in \mathbb{R}^d\) be a constant. Then

(i) \(E(\langle X, Y \rangle) = 0\) and \(V(\langle X, Y \rangle) = d\),

(ii) \(E(\langle X, \xi \rangle) = 0\) and \(V(\langle X, \xi \rangle) = \|\xi\|^2\).

**Proof.** (i) Employing the cosine rule leads to

\[\|X - Y\|^2 = \|X\|^2 + \|Y\|^2 - 2\|X\|\|Y\| \cos(\theta)\]

where \(\theta\) is the angle between \(X\) and \(Y\) as in the following picture.
Figure 1.5. The cosine rule generalizes the Pythagorean theorem.

Using \( \cos \theta = \langle \frac{X}{\|X\|}, \frac{Y}{\|Y\|} \rangle \) yields \( \langle X, Y \rangle = \frac{1}{2} (\|X\|^2 + \|Y\|^2 - \|X - Y\|^2) \) whose expectation we can compute as follows

\[
E(\langle X, Y \rangle) = \frac{1}{2} (E(\|X\|^2) + E(\|Y\|^2)) = \frac{1}{2} (d + d - 2d) = 0.
\]

The variance computes as follows

\[
V(\langle X, Y \rangle) = \sum_{i=1}^{d} V(\xi_i X_i) = \sum_{i=1}^{d} \xi_i^2 V(X_i) = \|\xi\|^2
\]
in a straightforward manner.

(ii) For \( \xi = (\xi_1, \ldots, \xi_d) \) we get

\[
E(\langle X, \xi \rangle) = \sum_{i=1}^{d} \xi_i E(X_i) = 0
\]

and

\[
V(\langle X, \xi \rangle) = \sum_{i=1}^{d} V(\xi_i X_i) = \sum_{i=1}^{d} \xi_i^2 V(X_i) = \|\xi\|^2
\]
in a straightforward manner.

Also the statements of Theorem 1.4 can be underpinned by experiments, see Table 1.3 and Problem 1.4

| \( d \) | 1 | 10 | 100 | 1 000 | 10 000 | 100 000 |
|---|---|---|---|---|---|---|
| \( \frac{1}{n(n-1)} \sum_{i \neq j} \langle x^{(i)}, x^{(j)} \rangle \) | -0.01 | 0.05 | -0.20 | 0.69 | 0.91 | 4.07 |
| Variance | 0.76 | 9.83 | 107.23 | 1 022.83 | 9 798.55 | 101 435.71 |

Table 1.3. Average scalar product of \( n = 100 \) random points \( x^{(i)} \sim N(0, 1, \mathbb{R}^d) \).

The above means that the distribution of the scalar products spreads out for large \( d \). If we however consider the normalized scalar products \( \langle \frac{x}{\|x\|}, \frac{y}{\|y\|} \rangle \), then the experiments suggest that average and variance tend to zero as \( d \to \infty \), see Problem 1.4.
Working with the expectation describes what happens ‘in average’ and the variance allows to judge roughly the error we make if we reduce to considering the expectation. In the sequel we will, instead of working with expectation and variance, present explicit estimates for 
\[ P(\|X\| - \sqrt{d} \geq \varepsilon) \] and 
\[ P(\langle X, Y \rangle \geq \varepsilon) \] whenever \( X, Y \sim N(0, 1, \mathbb{R}^d) \). Moreover, we will get similar results for \( X, Y \sim U(B_1(0)) \) and establish the following table

| Distribution          | \(\|X\|\) | \(\|X - Y\|\) | \(\langle X, Y \rangle\) |
|-----------------------|-----------|----------------|---------------------|
| \(X, Y \sim N(0, 1, \mathbb{R}^d)\) | \(\approx \sqrt{d}\) | \(\approx \sqrt{2d}\) | \(\approx 0\) |
| \(X, Y \sim U(B_1(0))\)  | \(\approx 1\) | \(\approx \sqrt{2}\) | \(\approx 0\) |

**Table 1.4.** Values of norm and scalar product that will be attained in high dimensions ‘with high probability.’

in which we mean, e.g., by \(\|X\| \approx \sqrt{d}\), that the probability that \(\|X\| - \sqrt{d}\) is larger than some threshold can be estimated by an expression that is small if the dimension is large enough. In the ideal case the threshold is a constant \(\varepsilon > 0\) that we can choose arbitrarily and the bound for the probability depends only on \(d\). We will see however that sometimes both expressions depend on \(\varepsilon\) and \(d\). In these cases we have to be careful when we want to consider \(\varepsilon \to 0\) or \(d \to \infty\). Avoiding limits in this context—sometimes referred to as ‘non-asymptotic analysis’—will lead to theorems that guarantee that for *almost all points* of a data set \(A\), e.g., more than \((1 - 1/n)\)-fraction of them, some property holds, or that for every point of the data set a property holds *with high probability*, e.g., greater or equal to \(1 - 1/n\). Here, \(n\) can for example depend on \(#A\) or on \(d\).

**Problems**

**Problem 1.1.** Replicate the results of Figure 1.4 and Table 1.1 by running the corresponding experiments.

**Problem 1.2.** Let \(X, Y \sim N(0, 1, \mathbb{R}^d)\). Show the following.

(i) \(\forall d \geq 1:\ E(\|X - Y\| - \sqrt{2d}) \leq 1/\sqrt{2d}\).

(ii) \(\forall d \geq 1:\ V(\|X - Y\|) \leq 3\).

*Hint:* Check firstly \(V((X_i - Y_i)^2) = 3\) by establishing that \(X_i - Y_i \sim N(0, 2, \mathbb{R})\) and by using a suitable formula for computing the fourth moment. Conclude then that \(V(\|X - Y\|^2) \leq 3d\). Adapt finally the arguments we gave above for \(E(\|X\| - \sqrt{d})\) and \(V(\|X\|)\).

**Problem 1.3.** Replicate the results of Table 1.2. Make additionally a plot of the distribution of mutual distances (this should give a picture similar to Figure 1.4).

**Problem 1.4.** Replicate the results of Table 1.3. Let your code also compute the averages and variances of scalar products of the normalized vectors, i.e., \(\langle x/\|x\|, y/\|y\| \rangle\).
Problem 1.5. Compute in a simulation norm, distance and scalar product of points that are drawn from the hypercube $H_d$ (coordinate-wise) uniformly, i.e., $x = (x_1, \ldots, x_d)$ is drawn such that $x_i \sim \mathcal{U}([-1, 1])$ for $i = 1, \ldots, d$. Make plots and tables similar to Figure 1.4 and Table 1.1–1.3. Compare the experimental data with our theoretical results above.

Problem 1.6. If you enjoy horror movies, then watch 2002’s *Hypercube*. 
Chapter 2

Concentration of measure

In this chapter we denote by $\lambda^d$ the $d$-dimensional Lebesgue measure on $\mathbb{R}^d$. The euclidean norm we denote by $\| \cdot \|$ and balls with respect to this norm are denoted by $B_r(x)$ and $\overline{B}_r(x)$ respectively.

We start with the following observation. Let $A \subseteq \mathbb{R}^d$ be a measurable star-shaped set and assume that zero is a center. Then $(1-\varepsilon)A \subseteq A$ and we can interpret $A \setminus (1-\varepsilon)A$ as that part of $A$ that is close to its surface.

If we compute the measure of the latter set, then we get

$$\lambda^d(A \setminus (1-\varepsilon)A) = \lambda^d(A) - \lambda^d((1-\varepsilon)A) = \lambda^d(A) - (1-\varepsilon)^d \lambda^d(A)$$

and thus

$$\frac{\lambda^d(A \setminus (1-\varepsilon)A)}{\lambda^d(A)} = (1-\varepsilon)^d$$

which will be close to one if $\varepsilon$ is small and $d$ is large. This means that in this case the measure of $A$ is located close to the surface of $A$ whereas its center contributes only little to its volume. Our first aim in this section is to quantify the latter observation in the case that $A$ is the unit ball.

Lemma 2.1. For $d \geq 1$ and $0 < \varepsilon \leq 1$ we have $(1-\varepsilon)^d \leq \exp(-\varepsilon d)$.

Proof. Define $f : [0, 1] \to \mathbb{R}$ via $f(x) = \exp(-x) + x - 1$. Then $f(0) = 0$ and $f'(x) = 1 - \exp(-x) \geq 0$ holds for all $x \in [0, 1]$. Therefore $f(x) \geq 0$ and thus
\( \exp(-x) \geq 1 - x \geq 0 \) holds for all \( x \in [0, 1] \). Evaluating at \( x = \varepsilon \) and taking the \( d \)-th power finishes the proof.

Using the lemma we can now prove that most of the unit ball’s volume is located close to its surface. This is very reasonable, since if we think of the ball consisting of many thin shells all of the same depth but with different radii, then the outer ones will have (in high dimensions significantly!) larger volume then the inner ones.

**Theorem 2.2.** (Surface Concentration Theorem) Let \( d \geq 1 \) and \( 0 < \varepsilon \leq 1 \). Then we have

\[
\lambda^d(\overline{B}_1(0) \setminus B_{1-\varepsilon}(0)) \geq (1 - \exp(-\varepsilon d)) \cdot \lambda^d(\overline{B}_1(0)),
\]

i.e., at least \( 1 - \exp(-\varepsilon d) \) fraction of the volume of the \( d \)-dimensional unit ball is located \( \varepsilon \)-close to its surface.

**Proof.** We compute

\[
\frac{\lambda^d(\overline{B}_1(0) \setminus B_{1-\varepsilon}(0))}{\lambda^d(\overline{B}_1(0))} = \frac{\lambda^d(\overline{B}_1(0)) - \lambda^d(B_{1-\varepsilon}(0))}{\lambda^d(B_{1}(0))} = 1 - \frac{\lambda^d((1 - \varepsilon)B_1(0))}{\lambda^d(B_1(0))} = 1 - \frac{(1 - \varepsilon)^d \lambda^d(B_1(0))}{\lambda^d(B_1(0))} = 1 - (1 - \varepsilon)^d \geq 1 - \exp(-\varepsilon d)
\]

where we used Lemma 2.1 for the final estimate.

For the second concentration theorem we need the following lemma.

**Lemma 2.3.** For \( d \geq 3 \) we have \( \lambda^d(B_1(0)) = \frac{2\pi}{d} \cdot \lambda^{d-2}(B_1(0)) \) where the unit balls are taken in \( \mathbb{R}^d \) and \( \mathbb{R}^{d-2} \), respectively.

**Proof.** Since \( B_1(0) = \{(x_1, \ldots, x_d) \in \mathbb{R}^d : x_1^2 + \cdots + x_d^2 \leq 1\} \) we may compute

\[
\lambda^d(B_1(0)) = \int_{B_1(0)} 1 \, d\lambda^d \\
= \int_{x_1^2 + \cdots + x_d^2 \leq 1} 1 \, d\lambda^d(x_1, \ldots, x_d) \\
= \int_{x_1^2 + x_2^2 \leq 1} \left( \int_{x_1^2 + \cdots + x_d^2 \leq 1 - x_1^2 - x_2^2} 1 \, d\lambda^{d-2}(x_3, \ldots, x_d) \right) d\lambda^2(x_1, x_2)
\]
where we used Fubini’s Theorem for the third and transformation into polar coordinates for the sixth equality.

After we have seen that most of the volume of the unit ball is concentrated close to its surface we show in the next result that if we designate one point of the surface as the north pole, then most of the unit ball’s volume will be concentrated at its waist. As with the surface concentration, this is not surprising, since if we go from the center in the direction of the north pole, then the ball becomes thinner in all of the $d - 1$ remaining dimensions. The precise result is as follows.

**Theorem 2.4.** (Waist Concentration Theorem) Let $d \geq 3$ and $\varepsilon > 0$. Then we have

$$
\lambda^d(W_\varepsilon) \geq \left(1 - \frac{2}{\varepsilon \sqrt{d-1}} \exp\left(-\frac{\varepsilon^2(d-1)}{2}\right)\right) \cdot \lambda^d(B_1(0))
$$

where $W_\varepsilon = \{(x_1, \ldots, x_d) \in B_1(0) : |x_1| \leq \varepsilon\}$.

**Proof.** We first observe that the statement is trivial for $\varepsilon \geq 1$, so we may assume $\varepsilon < 1$ for the rest of the proof. We now compute the volume of that part

$$
H^\delta = \{(x_1, \ldots, x_d) \in B_1(0) : x_1 \geq \delta\}
$$
of the unit ball that is located above \( \delta \geq 0 \) in \( x_1 \)-direction. We observe that for \( x_1 \in [\delta, 1] \) the corresponding section of \( H^\delta \) equals

\[
H^\delta_{x_1} = \{ (x_2, \ldots, x_d) \in \mathbb{R}^{d-1} : (x_1, x_2, \ldots, x_d) \in H^\delta \} = \{ (x_2, \ldots, x_d) \in \mathbb{R}^{d-1} : \| (x_1, x_2, \ldots, x_d) \| \leq 1 \} = \{ y \in \mathbb{R}^{d-1} : x_1^2 + \| y \|^2 \leq 1 \} = B_{(1-x_1^2)^{1/2}(0)}
\]

where the ball is taken in \( \mathbb{R}^{d-1} \), compare the picture below.

![Disk with radius \( r = (1-x_1^2)^{1/2} \) in \( \mathbb{R}^d \) is a ball with radius \( r \) in \( \mathbb{R}^{d-1} \).](image)

Figure 2.4. Slice of the unit ball \( B_1(0) \).

Now we employ Cavalieri’s Principle and get

\[
\lambda^d(H^\delta) = \int_{\delta}^{1} \lambda^{d-1}(H^\delta_{x_1}) \, d \lambda^1(x_1) = \int_{\delta}^{1} \lambda^{d-1}(B_{(1-x_1^2)^{1/2}(0)}) \, d \lambda^1(x_1) = \int_{\delta}^{1} (1 - x_1^2)^{(d-1)/2} \lambda^{d-1}(B_1(0)) \, d \lambda^1(x_1)
\]

\[= \lambda^{d-1}(B_1(0)) \cdot \int_{\delta}^{1} (1 - x_1^2)^{(d-1)/2} \, d \lambda^1(x_1). \tag{2.1}\]

Next we estimate the integral at the end of (2.1) in two ways. Firstly, we put \( \delta = 0 \) and observe that \( 0 \leq x_1 \leq 1/\sqrt{d-1} \) implies \( x_1^2 \leq 1/(d-1) \). This in turn leads to \( 1 - 1/(d-1) \leq 1 - x_1^2 \) which implies \( (1 - 1/(d-1))^{(d-1)/2} \leq (1 - x_1^2)^{(d-1)/2} \). It follows

\[
\int_{0}^{1} (1 - x_1^2)^{(d-1)/2} \, d \lambda^1(x_1) \geq \int_{0}^{1/\sqrt{d-1}} (1 - x_1^2)^{(d-1)/2} \, d \lambda^1(x_1) \geq \int_{0}^{1/\sqrt{d-1}} (1 - 1/(d-1))^{(d-1)/2} \, d \lambda^1(x_1) = (1 - 1/(d-1))^{(d-1)/2} \cdot \frac{1}{\sqrt{d-1}} \geq \frac{1 - d-1}{2} \cdot \frac{1}{d-1} = \frac{1}{2\sqrt{d-1}} \tag{2.2}\]

where we used Bernoulli’s inequality in the last estimate as \( (d-1)/2 \geq 1 \) holds due
to our assumption \( d \geq 3 \). Secondly, we estimate the integral for \( \delta = \varepsilon > 0 \) from above. We employ \( 1 - x_1^2 \leq \exp(-x_1^2) \) from Lemma 2.3 and \( x_1/\varepsilon \geq 1 \) to get

\[
\int_\varepsilon^1 (1 - x_1^2)(d-1)/2 \, d\lambda^1(x_1) \leq \int_\varepsilon^1 (\exp(-x_1^2))(d-1)/2 \, (x_1/\varepsilon) \, d\lambda^1(x_1)
\]

\[
= \frac{1}{\varepsilon} \cdot \int_\varepsilon^1 x_1 \exp\left(-\frac{d-1}{2}x_1^2\right) \, d\lambda^1(x_1)
\]

\[
= \frac{1}{\varepsilon} \cdot \frac{\exp(-\frac{d-1}{2}) - \exp(-\frac{\varepsilon^2(d-1)}{2})}{-(d-1)}
\]

\[
\leq \frac{\exp(-\frac{\varepsilon^2(d-1)}{2})}{\varepsilon(d-1)}.
\]  

Combining (2.1)–(2.3) we obtain

\[
\lambda^d(H^0) \geq \frac{\lambda^{d-1}(\overline{B}_1(0))}{2\sqrt{d-1}} \quad \text{and} \quad \lambda^d(H^c) \leq \lambda^{d-1}(\overline{B}_1(0)) \frac{\exp(-\frac{\varepsilon^2(d-1)}{2})}{\varepsilon(d-1)}.
\]

To finish the proof we observe that \( H^0 \) is the upper half of the unit ball and \( H^0 \setminus H^c \) is the upper half of \( W_\varepsilon \). Therefore we derive from the above

\[
\frac{\lambda^d(W_\varepsilon)}{\lambda^d(\overline{B}_1(0))} = \frac{2 \cdot \lambda^d(H^0 \setminus H^c)}{2 \cdot \lambda^d(H^0)} = \frac{\lambda^d(H^0) - \lambda^d(H^c)}{\lambda^d(H^0)} = 1 - \frac{\lambda^d(H^c)}{\lambda^d(H^0)}
\]

\[
\geq 1 - \frac{2\sqrt{d-1} \exp(-\frac{\varepsilon^2(d-1)}{2})}{\varepsilon(d-1)} = 1 - \frac{2}{\varepsilon\sqrt{d-1}} \exp\left(-\frac{\varepsilon^2(d-1)}{2}\right)
\]

as desired. \( \square \)

The estimate in Theorem 2.4 is only of value if the factor on the right hand side is strictly positive. The following lemma explains when this happens.

**Lemma 2.5.** There exists a unique \( a_0 > 0 \) such that \( \frac{2}{\varepsilon} \exp(-\frac{a^2}{2}) < 1 \) holds for every \( a > a_0 \). We have \( a_0 \in (1, 2) \).

**Proof.** The function \( f: (0, \infty) \to \mathbb{R}, f(a) = \frac{2}{\varepsilon} \exp(-\frac{a^2}{2}) \) is strictly decreasing as both of its factors are strictly decreasing and strictly positive. We have \( f(1) = 2/\sqrt{\varepsilon} > 1 \) and \( f(2) = 1/e^2 < 1 \). Consequently there is \( a_0 > 0 \) such that \( f(a_0) = 1 \) and necessarily \( 1 < a_0 < 1 \). For \( a > a_0 \) we get \( f(a) < 1 \) and for \( a < a_0 \) we get \( f(a) > 1 \), so \( a_0 \) is unique. \( \square \)

Substituting \( a = \varepsilon\sqrt{d-1} \) shows that the factor in Theorem 2.4 is strictly positive if and only if \( \varepsilon > a_0/\sqrt{d-1} \) holds with some \( a_0 \in (1, 2) \), compare Problem 2.2. That is, as bigger as we choose the dimension, the smaller we can make \( \varepsilon > 0 \).

We however cannot let \( \varepsilon \) tend to zero for a fixed dimension \( d \). The interpretation of Theorem 2.4 i.e., that \( 1 - \frac{2}{\varepsilon\sqrt{d-1}} \exp(-\frac{\varepsilon^2(d-1)}{2}) \) fraction of the volume of the \( d \)-dimensional unit ball is located \( \varepsilon \)-close to the equator, is only valid if \( \varepsilon \) is not too
small. Although this might right now be fairly obvious, we point out that in contrast to the ‘typical epistemics’, \( \varepsilon > 0 \) cannot be thought of being arbitrarily small, but what we can choose for it depends on the space’s dimension to be large enough.

For later use we note the following reformulation of Theorem 2.4.

**Corollary 2.6.** Let \( d \geq 3 \) and \( \varepsilon > 0 \). Then we have

\[
\frac{\lambda^d((x_1, \ldots, x_d) \in B_1(0); |x_1| > \varepsilon)}{\lambda^d(B_1(0))} \leq \frac{2}{\varepsilon \sqrt{d-1}} \exp\left(-\frac{\varepsilon^2(d-1)}{2}\right)
\]

for every \( \varepsilon > 0 \).

**Proof.** In the notation of Theorem 2.4 we have

\[
\frac{\lambda^d((x_1, \ldots, x_d) \in B_1(0); |x_1| > \varepsilon)}{\lambda^d(B_1(0))} = \frac{\lambda^d(B_1(0) \setminus W_\varepsilon)}{\lambda^d(B_1(0))} = \frac{\lambda^d(B_1(0)) - \lambda^d(W_\varepsilon)}{\lambda^d(B_1(0))} \\
\leq 1 - \left(1 - \frac{2}{\varepsilon \sqrt{d-1}} \exp\left(-\frac{\varepsilon^2(d-1)}{2}\right)\right) \\
= \frac{2}{\varepsilon \sqrt{d-1}} \exp\left(-\frac{\varepsilon^2(d-1)}{2}\right)
\]

as claimed. \( \square \)

Now we will use the volume estimates from above in order to establish where points that we draw at random from the \( d \)-dimensional unit ball will be located and what mutual angles between the points we can expect. To make our proofs formal, we will employ in the rest of the chapter a probability space \((\Omega, \Sigma, P)\) and random variables \( X: \Omega \to \mathbb{R}^d \) with distribution \( X \sim \mathcal{U}(B_1(0)) \), compare Definition 1.1.

**Theorem 2.7.** Let \( d \geq 3 \) and assume that we draw \( n \geq 2 \) points \( x^{(1)}, \ldots, x^{(n)} \) at random from the \( d \)-dimensional unit ball. Then

\[
P[\|x^{(j)}\| \geq 1 - \frac{2 \ln n}{d} \text{ for all } j = 1, \ldots, n] \geq 1 - \frac{1}{n}
\]

holds.

**Proof.** In view of the Surface Concentration Theorem, most of the unit ball’s volume is located close to its surface and thus a point chosen uniformly at random is likely to be close to the surface. For a formal proof, we put \( \varepsilon = \frac{2 \ln n}{d} \) and consider a random vector \( X \sim \mathcal{U}(B_1(0)) \). For fixed \( 1 \leq j \leq n \) we employ Theorem 2.2 to get

\[
P[\|X^{(j)}\| < 1 - \varepsilon] = \frac{\lambda^d(B_{1-\varepsilon}(0))}{\lambda^d(B_1(0))} \leq \exp(-\varepsilon d) = \exp(-2 \ln n) = 1/n^2.
\]

This implies

\[
P[\forall j: \|X^{(j)}\| \geq 1 - \varepsilon] = 1 - P[\exists j: \|X^{(j)}\| \leq 1 - \varepsilon]
\]
as claimed. \hfill \Box

Although we get a trivial estimate if we sub \( n = 1 \) into the Theorem, its proof showed that
\[
P\left[ \|x\| \geq 1 - \varepsilon \right] \geq 1 - \exp(-\varepsilon d)
\]
holds, so if \( d \) is large enough and \( \varepsilon > 0 \) is not too small, a single point chosen at random will be \( \varepsilon \)-close to the surface of \( \mathbb{B}_1(0) \) with a high probability. We continue by studying angles between points.

**Theorem 2.8.** Let \( d \geq 3 \) and assume that we draw \( n \geq 2 \) points \( x^{(1)}, \ldots, x^{(n)} \) uniformly at random from the \( d \)-dimensional unit ball. Then
\[
P\left[ \|x^{(j)}\| \geq \frac{\sqrt{6 \ln n}}{\sqrt{d-1}} \right. \text{ for all } j \neq k \left. \right] \geq 1 - \frac{1}{n}
\]
holds.

**Proof.** We first consider the case of two points \( x, y \in \mathbb{B}_1(0) \). As we are interested only in their scalar product it should make no difference if we draw both points at random or if we treat the first point’s direction as fixed (but the length still chosen at random) and draw only the second one at random. Since \( \lambda^d(\{0\}) = 0 \), the first points will be non-zero with probability one and we can thus arrange a new coordinate system, in which the unit ball is still the same, but in which our first points is directed towards the (new) north pole of the ball. In these coordinates we can then apply the waist concentration theorem to see that the other point is likely to be located close to the new equator. This means in turn that the scalar product of both points will be close to zero.

![Figure 2.5. We apply the Waist Concentration Theorem with respect to the new north pole.](image)

To make the above idea formal, we put \( \varepsilon = \sqrt{6 \ln n} / \sqrt{d-1} \) and consider two random variables \( X, Y : \Omega \to \mathbb{R}^d \) with \( X, Y \sim \mathcal{U}(\mathbb{B}_1(0)) \). Then we can find for each \( \omega_1 \in \Omega \) with \( X(\omega_1) \neq 0 \) an orthogonal linear map \( T(\omega) : \mathbb{R}^d \to \mathbb{R}^d \) with \( T(\omega_1)X(\omega_1) = (\|X(\omega_1)\|, 0, \ldots, 0) \). Indeed, we can put \( f^{(1)} = X(\omega) / \|X(\omega)\| \) and extend to an orthonormal basis \( \mathcal{F} = \{ f^{(1)}, f^{(2)}, \ldots, f^{(d)} \} \) by first applying the basis extension
We obtain \( T(\omega_1) \) is then defined as the linear extension of \( T(\omega_1)f^{(i)} := e^{(i)} \) where the \( e^{(i)} \) are the standard unit vectors. We obtain \( T(\omega_1)X(\omega_1) = T(\omega_1)(\|X(\omega_1)\|f^{(i)}) = \|X(\omega_1)\|e^{(i)} \) and thus

\[
|\langle Y(\omega_1), Y(\omega_2) \rangle| = |\langle T(\omega_1)X(\omega_1), T(\omega_1)Y(\omega_2) \rangle| = \|X(\omega_1)\| \cdot |\langle e^{(i)}, T(\omega_1)Y(\omega_2) \rangle|
\]

for \((\omega_1, \omega_2) \in \Omega \times \Omega \) with \( X(\omega_1) \neq 0 \). We observe that \( T(\omega_1)Y \sim \mathcal{U}(\mathbb{B}_1(0)) \) holds for each fixed \( \omega_1 \) and that \( \langle e^{(i)}, T(\omega_1)Y(\omega_2) \rangle \) is the first coordinate of \( T(\omega_1)Y(\omega_2) \). Therefore we can apply Corollary 2.6 to compute

\[
P[|\langle e^{(i)}, T(\omega_1)Y(\omega_2) \rangle| > \varepsilon] = \frac{\lambda^d(\{z_1, \ldots, z_d) \in \mathbb{B}_1(0) : |z_1| > \varepsilon\})}{\lambda^d(\mathbb{B}_1(0))} \\
\leq \frac{2}{\varepsilon \sqrt{d-1}} \exp\left( -\frac{\varepsilon^2 (d-1)}{2} \right) \\
= \frac{2}{\sqrt{6 \ln n}} \exp\left( -\frac{6 \ln n}{2} \right) \\
\leq \frac{2}{n^3}
\]

where the last estimate holds as \( 1/\sqrt{6 \ln n} \leq 1 \) is valid for \( n \gg 2 \). After observing that in the first line below necessarily \( X(\omega_1) \neq 0 \) holds and by using \( \|X(\omega_1)\|^2 \leq 1 \), we get

\[
P[|\langle X, Y \rangle| > \varepsilon] = P(\{\langle \omega_1, \omega_2) \in \Omega^2 : |\langle X(\omega_1), Y(\omega_2) \rangle| > \varepsilon\}) \\
= P(\{\langle \omega_1, \omega_2) \in \Omega^2 : \|X(\omega)\| \cdot |\langle e^{(i)}, T(\omega)Y(\omega) \rangle| > \varepsilon\}) \\
\leq P(\{\langle \omega_1, \omega_2) \in \Omega^2 : |\langle e^{(i)}, T(\omega_1)Y(\omega_2) \rangle| > \varepsilon\}) \\
= \int_\Omega P[|\langle T(\omega_1)Y(\omega_2) \rangle| > \varepsilon] dP(\omega_1) \\
\leq \int_\Omega 1/n^3 dP = 1/n^4
\]

where we employed Cavalieri’s Principle and the estimates from above. Let finally, random vectors \( X^{(1)}, \ldots, X^{(n)} \sim \mathcal{U}(\mathbb{B}_1(0)) \) be given. Then

\[
P[\forall j \neq k : |\langle X^{(j)}, X^{(k)} \rangle| \leq \varepsilon] = 1 - P[\exists j \neq k : |\langle X^{(j)}, X^{(k)} \rangle| > \varepsilon] \\
= 1 - \binom{n}{2} P[|\langle X, Y \rangle| > \varepsilon] \\
\geq 1 - \frac{n^2-n}{2} \cdot \frac{2}{n^3} \\
\geq 1 - \frac{1}{n}
\]

as desired.

\[\square\]

If we apply the estimate of Theorem 2.6 for only two points \( x, y \in \mathbb{B}_1(0) \) we get only a probability of greater or equal to 1/2 for \( \langle x, y \rangle \) being smaller than \( \sqrt{6 \ln 2}/\sqrt{d-1} \).
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Going through the proof of the theorem yields however that

\[ P[|\langle x, y \rangle| \leq \varepsilon] \geq 1 - \frac{2}{\varepsilon \sqrt{d-1}} \exp\left(-\frac{\varepsilon^2(d-1)}{2}\right) \]

from where we can see that for fixed \( \varepsilon > 0 \) and \( d \) large enough the probability for the scalar product to be \( \varepsilon \)-small will be close to one which means that two points picked at random from the high dimensional unit ball will be almost orthogonal with high probability.

We remark here, that when interpreting the scalar product as a measure for how close to orthogonal two vectors are, one usually does normalize the vectors first. In the above result we did not do so, since, by Theorem 2.7 we know that the points considered in Theorem 2.8 will have norm close to one with high probability, anyway. We leave a formal proof as Problem 2.3.

Problems

Problem 2.1. Let \( B_1(0) \) denote the unit ball of \( \mathbb{R}^d \).

(i) Use Lemma 2.3 to compute \( \lambda^d(B_1(0)) \) for \( d = 1, \ldots, 10 \).

(ii) Compute \( \lim_{d \to \infty} \lambda^d(B_1(0)) \).

(iii) Show that \( \lambda^d(B_1(0)) = \frac{\pi^{d/2}}{\Gamma(d/2+1)} \) holds, where \( \Gamma: (0, \infty) \to \mathbb{R} \) denotes the Gamma function.

Problem 2.2. Show that in Lemma 2.5 indeed \( a_0 \in (1, \sqrt{5} - 1) \) holds.

Hint: Establish first that \( \exp(x) \leq 1 + x + x^2/2 \) holds for \( x \leq 0 \).

Problem 2.3. Let \( d \geq 3 \) and \( n \) be such that \( 2\ln(n) \leq d \) holds. Show that

\[ P\left[ \left| \frac{x^{(j)}}{\|x^{(j)}\|}, \frac{x^{(k)}}{\|x^{(k)}\|} \right| \leq \frac{\sqrt{6 \ln n}}{\sqrt{d-1}} \text{ for all } j \neq k \right] \geq 1 - \frac{1}{n} \]

holds, when \( x^{(1)}, \ldots, x^{(n)} \) are drawn uniformly at random from the \( d \)-dimensional unit ball.

Hint: Use that \( 1 \leq d^2/(d - 2 \ln n)^2 \) holds and apply then the Theorem of Total Probability.
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The Bernstein tail bound

We start this chapter by explaining a general technique to obtain bounds for $P[Y_1 + \cdots + Y_d \geq a]$ where the $Y_i$ are independent random variables. A bound that arises from this 'recipe' is often referred to as a Chernoff bound. The basic idea is given in the following Lemma 3.1 which establishes the 'generic' Chernoff bound.

**Lemma 3.1.** Let $(\Omega, \Sigma, P)$ be a probability space and let $Y_1, \ldots, Y_n: \Omega \to \mathbb{R}$ be mutually independent random variables. Then

$$P[Y_1 + \cdots + Y_n \geq a] \leq \inf_{t > 0} \exp(-ta) \prod_{i=1}^{n} E(\exp(tY_i))$$

holds for every $a > 0$.

**Proof.** For fixed $t > 0$ the function $\exp(t \cdot \cdot)$ is increasing. We put $Y = Y_1 + \cdots + Y_n$ and get

$$P[Y \geq a] = P[\exp(tY) \geq \exp(ta)] \leq \frac{E(\exp(tY))}{\exp(ta)}$$

by applying the Markov bound. Now we take the infimum over $t > 0$ and employ the independence to get

$$P[Y \geq a] \leq \inf_{t > 0} \exp(-ta) E(\exp(t \sum_{i=1}^{n} tY_i)) = \inf_{t > 0} \exp(-ta) \prod_{i=1}^{n} E(\exp(tY_i))$$

as desired. \qed

The classical Chernoff bound recipe is now to compute or estimate the right hand side by exploiting additional information on the $Y_i$ that is given in concrete situations. Readers unfamiliar with Chernoff bounds can find a classical example on how the recipe works in Problem 3.1 where the $Y_i$ are independent Bernoulli random variables. In Theorem 3.2 below the additional knowledge comes from the assumption that the moments of each $Y_i$ grow at most like factorial.
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Theorem 3.2. Let $(\Omega, \Sigma, P)$ be a probability space and let $Y_1, \ldots, Y_d: \Omega \to \mathbb{R}$ be mutually independent random variables with expectation zero and $|E(Y_k)| \leq k!/2$ for $i = 1, \ldots, d$ and $k \geq 2$. Then we have

$$P[|Y_1 + \cdots + Y_d| \geq a] \leq 2\exp(-C\min\left(\frac{a^2}{d}, a\right))$$

for every $a > 0$ and with $C = 1/4$.

Proof. Let $Y$ be one of the random variables $\pm Y_1, \ldots, \pm Y_d$ and $0 < t \leq 1/2$. Then we estimate

$$E(\exp(tY)) = |E(1 + tY + \sum_{k=2}^{\infty} \frac{(tY)^k}{k!})| \leq 1 + \sum_{k=2}^{\infty} \frac{t^k|E(Y^k)|}{k!}$$

$$\leq 1 + \sum_{k=2}^{\infty} \frac{t^k}{2} = 1 + \frac{1}{2}\left(\frac{1}{1-t} - (t+1)\right)$$

$$= 1 + \frac{1}{2}\frac{t^2}{1-t} \leq 1 + t^2 \leq \exp(t^2)$$

where the last equality can easily be checked by means of calculus. Now we use Lemma 3.1 and get

$$P[Y_1 + \cdots + Y_d \geq a] \leq \inf_{t>0} \exp(-ta) \prod_{i=1}^{d} E(\exp(tY_i))$$

$$\leq \inf_{0<t\leq 1/2} \exp(-ta) \prod_{i=1}^{d} \exp(t^2)$$

$$\leq \inf_{0<t\leq 1/2} \exp(-ta + dt^2).$$

By solving $\frac{d}{dt}(-ta + dt^2) = -a + 2dt = 0$ for $t$ and considering the constraint $t \leq 1/2$ this leads to $t = \min\left(\frac{a}{2d}, \frac{1}{2}\right)$, and further to

$$-ta + dt^2 \leq -\frac{1}{2}ta - \frac{1}{2}ta + dt \frac{a}{2d} = -\frac{1}{2}ta \leq -\frac{1}{2}\min\left(\frac{a}{2d}, \frac{1}{2}\right)a = -\min\left(\frac{a^2}{4d}, \frac{a}{4}\right).$$

This implies

$$P[Y_1 + \cdots + Y_d \geq a] \leq \exp\left(-\min\left(\frac{a^2}{4d}, \frac{a}{4}\right)\right)$$

and similarly we get

$$P[Y_1 + \cdots + Y_d \leq -a] = P[-Y_1 - \cdots - Y_d \geq a] \leq \exp\left(-\min\left(\frac{a^2}{4d}, \frac{a}{4}\right)\right).$$

Consequently,

$$P[|Y_1 + \cdots + Y_d| \geq a] \leq 2\exp\left(-\min\left(\frac{a^2}{4d}, \frac{a}{4}\right)\right)$$

as desired. \qed
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Problems

Problem 3.1. (Classic example for a Chernoff bound) Let $Y_1, \ldots, Y_n$ be independent Bernoulli random variables with $P[X_i = 1] = p \in [0,1]$ and $Y = Y_1 + \cdots + Y_n$. Let $\delta > 0$.

(i) Show that $E(\exp(tY_i)) \leq \exp(p(\exp(t) - 1))$ holds for every $t > 0$.

(ii) Use Lemma 3.1 to conclude the following classic Chernoff bound

$$P[X \geq (1 + \delta)np] \leq \left( \frac{e^\delta}{(1+\delta)^{1+\delta}} \right)^{np}.$$ 

*Hint:* It is often not necessary to compute the infimum in Lemma 3.1 explicitly. Here, one can for example simply choose $t = \log(1 + \delta)$.

(iii) Assume you are rolling a fair dice $n$ times. Apply (ii) to estimate the probability to roll a six in at least 70% of the experiments.

(iv) Compare the estimate of (ii) with what you get when applying the Markov bound respectively the Chebychev bound, instead. Run a simulation of the experiment to test how tight the predictions of the three bounds are.

Problem 3.2. (‘naive exponential estimate’) Let $Y_1, \ldots, Y_d$ be independent random variables and assume that $|E(Y_i^k)| \leq k!$ holds for all $k \geq 0$ and $i = 1, \ldots, d$.

(i) Use the series expansion of $\exp(\cdot)$ and the assumption to get

$$E(\exp(tY_i)) \leq \sum_{k=0}^{\infty} t^k = \begin{cases} \frac{1}{1-t} & \text{for } t \in (-1,1), \\ \infty & \text{otherwise.} \end{cases}$$

(ii) Show by means of calculus that

$$\inf_{t \in (0,1)} \exp(-ta) \prod_{i=1}^{d} \frac{1}{1-t} = \begin{cases} (\frac{a}{d})^d \exp(d-a) & \text{if } a > d, \\ 1 & \text{otherwise.} \end{cases}$$

(iii) Derive an estimate for $P[|Y_1 + \cdots + Y_d| \geq a]$ from the above.

(iv) Compare the bound in (iii) with the bound of Theorem 3.2.
Chapter 4

Gaussian random vectors

We now turn to points that are chosen at random from the whole space according to a Gaussian distribution with mean zero and unit variance. Our first result is the so-called Gaussian Annulus Theorem which states that a point chosen at random will, with high probability, be located in a small annulus around the sphere with radius $\sqrt{d}$. On a first sight that might seem surprising as the density function has its largest values around zero and decays if we move away from zero. The results of Chapter 2 however show that close to the origin there is located only little volume and since for the probability to be in a Borel set $A \subseteq \mathbb{R}^d$ we ought to integrate the density function over $A$, the lack of volume around the origin makes this integral small if $A$ is located in the vicinity of zero. At a certain radius then the concentration of volume compensates the smaller values of the density function. Going beyond this radius, the small values of the density function determine the value of the integral and make it small again.

Before we can start, we need to fill in several facts about Gaussian random vectors, namely that

- spherical Gaussian random vectors are precisely those which are independently coordinate-wise Gaussian (Proposition 4.1),
- a linear combination of normal random variables is Gaussian with mean zero and variance given by the sum of the squares of the coefficients (Proposition 4.5).

The reader familiar with the above can skip the proofs and jump directly to Lemma 4.6 which will be the final preparation for the Gaussian Annulus Theorem.

**Proposition 4.1.** Let $(\Omega, \Sigma, P)$ be a probability space and $X : \Omega \to \mathbb{R}^d$ be a random vector with coordinate functions $X_1, \ldots, X_d$. Then $X$ is spherically Gaussian distributed with mean zero and variance $\sigma > 0$ if and only if its coordinates are independent and

$$
P[X_i \in A] = \frac{1}{\sqrt{2\pi \sigma}} \int_A \exp\left(-\frac{x^2}{2\sigma^2}\right) d\lambda(x)
$$

holds for every Borel set $A \subseteq \mathbb{R}$ and every $i = 1, \ldots, d$. 
Proof. Let $A = A_1 \times \cdots \times A_d \subseteq \mathbb{R}^d$ be given with Borel sets $A_i \subseteq \mathbb{R}$. By Fubini’s Theorem we compute

$$P[X \in A] = \frac{1}{(2\pi \sigma)^{d/2}} \int_A \exp\left(-\frac{\|x\|^2}{2\sigma^2}\right) \, d\lambda^d(x)$$

$$= \frac{1}{(2\pi \sigma)^{d/2}} \int_A \exp\left(-\frac{x_1^2 + \cdots + x_d^2}{2\sigma^2}\right) \, d\lambda^d(x)$$

$$= \frac{1}{(2\pi \sigma)^{d/2}} \int_A \exp\left(-\frac{x_1^2}{2\sigma^2}\right) \cdots \exp\left(-\frac{x_d^2}{2\sigma^2}\right) \, d\lambda^d(x)$$

$$= \frac{1}{\sqrt{2\pi \sigma}} \int_{A_1} \exp\left(-\frac{x_1^2}{2\sigma^2}\right) \, d\lambda(x_1) \cdots \frac{1}{\sqrt{2\pi \sigma}} \int_{A_d} \exp\left(-\frac{x_d^2}{2\sigma^2}\right) \, d\lambda(x_d)$$

$$= P[X_1 \in A_1] \cdots P[X_d \in A_d]$$

where the first equality is true if $X \sim N(0,1)$ holds and the last if $X_i \sim N(0,1)$ for each $i = 1, \ldots, d$. This computation now shows both implications.

$\Rightarrow$ Let $B \subseteq \mathbb{R}$ be Borel and let $1 \leq i \leq d$ be fixed. Then we have $P[X_i \in B] = P[X \in \mathbb{R}^{d-1} \times B \times \mathbb{R}^{d-i}]$ and reading the computation above from the beginning until line four shows

$$P[X_i \in B] = \frac{1}{\sqrt{2\pi \sigma}} \int_B \exp\left(-\frac{x_i^2}{2\sigma^2}\right) \, d\lambda(x_i)$$

as all the other integrals are equal to one.

$\Leftarrow$ Let $A = A_1 \times \cdots \times A_d \subseteq \mathbb{R}^d$ with bounded and open intervals $A_i \subseteq \mathbb{R}$ be an open cuboid. Since the $X_i$’s are independent, we get $P[X \in A] = P[X_1 \in A_1] \cdots P[X_d \in A_d]$. Reading now our initial computation backwards until the very first equality, we get

$$P[X \in A] = \frac{1}{(2\pi \sigma)^{d/2}} \int_A \exp\left(-\frac{\|x\|^2}{2\sigma^2}\right) \, d\lambda^d(x)$$

which extends now to every Borel set in $\mathbb{R}^d$ as the cuboids are a generator. \hfill $\Box$

As mentioned we need also to show that the distribution of the sum of Gaussian random variables is again Gaussian. We start with the case of two summands.

Lemma 4.2. Let $X, Y: \Omega \to \mathbb{R}$ be independent real random variables with probability density functions $\rho$ and $\sigma$. Then the random variable $X + Y$ has a probability density function which is given by the convolution $\rho \ast \sigma: \mathbb{R} \to \mathbb{R}$, $(\rho \ast \sigma)(s) = \int_{\mathbb{R}} \rho(s-t) \sigma(t) \, d\lambda(t)$.

Proof. We first show that $\varphi: \mathbb{R}^2 \to \mathbb{R}$, $\varphi(x,y) := \rho(x)\sigma(y)$ is a probability density function for the random vector $[X, Y]: \Omega \to \mathbb{R}^2$. Indeed, for a rectangle $[a, b] \times [c, d] \subseteq \mathbb{R}^2$ with $a < b$ and $c < d$ we compute

$$P\left[ [X, Y] \in [a, b] \times [c, d] \right] = P\left[ (X, Y) \in [a, b] \times [c, d] \right]$$
\[\begin{align*}
P(X \in [a, b] \text{ and } Y \in [c, d]) &= P(X \in [a, b]) \cdot P(Y \in [c, d]) \\
&= \int_{[a, b]} \rho \, d\lambda \cdot \int_{[c, d]} \sigma \, d\lambda \\
&= \int_{[a, b] \times [c, d]} \varphi \, d\lambda^2
\end{align*}\]

where we used the independence of \(X\) and \(Y\) in the second equality and Tonelli’s Theorem in the last. Since the rectangles generate the Borel \(\sigma\)-algebra, we get

\[P[X Y](A) = \int_A \varphi \, d\lambda^2 \quad (4.1)\]

for every Borel set \(A\) which establishes the claim. Now we compute for \(a < b\)

\[P_{X+Y}((a, b)) = P[X + Y \in (a, b)] = P\{\omega \in \Omega : X(\omega) + Y(\omega) \in (a, b)\} = P\{\omega \in \Omega : [X(\omega)/Y(\omega) \in D\} = P[X Y](D) = \int_D \varphi \, d\lambda^2 \quad (4.2)\]

where \(D = \{(s, t) \in \mathbb{R}^2 : a < s + t < b\}\) is a diagonal strip in the plane as illustrated on the left of following picture and (4.1) was used in the last equality. We put \(C := \mathbb{R} \times (a, b)\) as shown on the right of the following picture and see that \(\psi : C \to D, \psi(s, t) = (s, t-s)\) is a diffeomorphism between open sets and \(\det(J \psi(s, t)) = 1\) holds for all \((s, t) \in C\).

\[D \quad t \quad s \mapsto b - s \quad \psi \quad \psi^{-1} \quad \psi(s, t) = (s, t-s) \quad C \quad s \mapsto b - s \quad a \quad a' \quad b \quad b \]

We can thus apply the change of variables formula and compute

\[\int_D \varphi \, d\lambda^2 = \int_F \varphi \circ \psi \, d\lambda^2 = \int_{(a, b)} \int_{\mathbb{R}} \varphi(s, t-s) \, d\lambda(t) \, d\lambda(s) = \int_{(a, b)} \int_{\mathbb{R}} \rho(s)\sigma(t-s) \, d\lambda(t) \, d\lambda(s) = \int_{(a, b)} (\rho * \sigma)(s) \, d\lambda(s) \quad (4.3)\]

where we used Fubini’s Theorem in the second equality. Since the open intervals
generate the Borel \(\sigma\)-algebra, we conclude from (4.2) and (4.3) that
\[
P_{X+Y}(A) = \int_A \rho \ast \sigma \, d\lambda
\]
holds for every Borel set as desired.

In order to extend the above to more than two summands, we need to establish first
that the convolution of density functions is commutative and associative.

**Lemma 4.3.** Let \(\rho, \sigma, \tau : \mathbb{R} \to \mathbb{R}\) be integrable. Then we have \(\rho \ast \sigma = \sigma \ast \rho\) and \((\rho \ast \sigma) \ast \tau = \rho \ast (\sigma \ast \tau)\).

**Proof.** By substituting \(u := s - t\) we see that
\[
(\rho \ast \sigma)(s) = \int_{\mathbb{R}} \rho(s-t)\sigma(t) \, d\lambda(t) = \int_{\mathbb{R}} \rho(u)\sigma(s-u) \, d\lambda(u) = (\sigma \ast \rho)(s)
\]
holds for every \(s \in \mathbb{R}\).

The proof of Lemma 4.2 shows as a byproduct that the convolution of any two
density functions is again a density function and in particular integrable. We thus get
\[
[(\rho \ast \sigma) \ast \tau](s) = \int_{\mathbb{R}} (\rho \ast \sigma)(u)\tau(s-u) \, d\lambda(u)
\]
\[
= \int_{\mathbb{R}} \int_{\mathbb{R}} \rho(t)\sigma(u-t) \, d\lambda(t)\tau(s-u) \, d\lambda(u)
\]
\[
= \int_{\mathbb{R}} \rho(t) \int_{\mathbb{R}} \sigma(u-t)\tau(s-u) \, d\lambda(u) \, d\lambda(t)
\]
\[
= \int_{\mathbb{R}} \rho(t) \int_{\mathbb{R}} \sigma(s-v-t)\tau(v) \, d\lambda(v) \, d\lambda(t)
\]
\[
= \int_{\mathbb{R}} \rho(t)(\sigma \ast \tau)(s-t) \, d\lambda(t)
\]
\[
= [\rho \ast (\sigma \ast \tau)](s)
\]
where we substituted \(v := s - u\) in the fourth equality.

In view of Lemma 4.3 we can drop parentheses and simply write \(\rho_1 \ast \cdots \ast \rho_n\) for the
convolution of \(n\) density functions. Employing this, we can now extend Lemma 4.2
to the sum of more than two random variables.

**Proposition 4.4.** For \(i = 1, \ldots, d\) let \(X_i : \Omega \to \mathbb{R}\) be independent Gaussian random
variables with zero mean and unit variance. Then \(X := X_1 + \cdots + X_d\) is a Gaussian
random variable with mean zero and variance \(d\).

**Proof.** Since the sum of measurable functions is measurable, \(X = X_1 + \cdots + X_d\) is
a random variable. We compute

$$E(X) = E(X_1) + \cdots + E(X_d) = 0 \quad \text{and} \quad V(X) = V(X_1) + \cdots + V(X_d) = d$$

where the second equality holds as the $X_i$ are independent. We now denote by $\rho = (2\pi)^{-1/2}\exp(-x/2)$ the Gaussian density with mean zero and variance one. Then we need to show that

$$(\rho * \cdots * \rho)(x) = \frac{1}{\sqrt{2\pi d}} \exp\left(-\frac{x}{2d}\right) \quad (4.4)$$

holds where on the left hand side $d$-many $\rho$'s appear. We will now show (4.4) for $d = 2$. The extension to general $d$ is then immediate by iteration. We compute for arbitrary $s \in \mathbb{R}$

$$\rho(s) = \frac{1}{2\pi} \int_{\mathbb{R}} \exp\left(-\frac{(s-t)^2}{2}\right) \exp\left(-\frac{t^2}{2}\right) \, d\lambda(t)$$

$$= \frac{1}{2\pi} \int_{\mathbb{R}} \exp\left(-t^2 - 2t(s/2) + (s/2)^2 - s^2/4\right) \, d\lambda(t)$$

$$= \frac{1}{2\pi} \exp\left(-s^2/4\right) \int_{\mathbb{R}} \exp\left(-t^2\right) \, d\lambda(t)$$

$$= \frac{1}{2\pi} \exp\left(-s^2/4\right) \int_{\mathbb{R}} \exp\left(-u^2\right) \, d\lambda(u)$$

$$= \frac{1}{\sqrt{4\pi}} \exp\left(-s^2/4\right)$$

where we used the substitution $u := t - s/2$.

Let us now show what we later really need, namely the case of a linear combination of Gaussian random variables with zero mean and unit variance.

**Proposition 4.5.** For $i = 1, \ldots, d$ let $X_i \sim \mathcal{N}(0, 1)$ be independent Gaussian random variables and let $\lambda_i \neq 0$ be real number. Then $X := \lambda_1 X_1 + \cdots + \lambda_d X_d \sim \mathcal{N}(0, \sigma^2)$ with $\sigma^2 := \lambda_1^2 + \cdots + \lambda_d^2 \neq 0$.

**Proof.** We observe that for $\lambda \neq 0$, $X \sim \mathcal{N}(0, 1)$ and a Borel set $A$ the following holds

$$P[\lambda X \in A] = P[X \in \frac{1}{\lambda} A] = \int_{\frac{1}{\lambda} A} \rho(x) \, dx = \int_A \rho\left(\frac{1}{\lambda} x\right) \frac{1}{\lambda} \, dx$$

where $\rho$ is the Gaussian density function. This means that the random variable $\lambda X$ is given by the density function $\rho\left(\frac{1}{\lambda} x\right) \frac{1}{\lambda}$. Subbing in the Gaussian density, the latter becomes

$$\rho\left(\frac{1}{\lambda} x\right) \frac{1}{\lambda} = \frac{1}{\sqrt{2\pi}} \exp\left(-\frac{1}{2\lambda^2}\right) \lambda^2 = \frac{1}{\sqrt{2\pi}} \exp\left(-\frac{t^2}{2}\right)$$

for $t \in \mathbb{R}$, which shows that $\lambda X \sim \mathcal{N}(0, \lambda^2)$. We know now that $\lambda_i X_i \sim \mathcal{N}(0, \lambda_i^2)$ holds for $i = 1, \ldots, d$ and need to establish that their sum's density function is given
by

\[(\rho_1 \ast \cdots \ast \rho_d)(x) = (2\pi\sigma^2)^{-1/2} \exp(-x/(2\sigma^2))\]

where

\[\rho_i(x) = (2\pi\sigma^2)^{-1/2} \exp(-x/(2\sigma^2)).\]

This can be achieved similarly to (4.5). Indeed, let us abbreviate \(a := \sigma^2_1\) and \(b := \sigma^2_2\) and \(c := a + b\), i.e., \((b + a)/c = 1\). Then we get

\[(\rho_1 \ast \rho_2)(s) = \frac{1}{2\sqrt{2\pi}ab} \int_{\mathbb{R}} \exp\left(-\frac{(s-t)^2}{2a}\right) \exp\left(-\frac{t^2}{2b}\right) d\lambda(t)\]

\[= \frac{1}{2\sqrt{2\pi}ab} \int_{\mathbb{R}} \exp\left(-\frac{b(s^2-2st+t^2)+at^2}{2ab}\right) d\lambda(t)\]

\[= \frac{1}{2\sqrt{2\pi}ab} \int_{\mathbb{R}} \exp\left(-\frac{t^2(b+a)-2stb+bs^2}{2ab}\right) d\lambda(t)\]

\[= \frac{1}{2\pi^2c^{1/2}\sqrt{ab/c}} \int_{\mathbb{R}} \exp\left(-\frac{(t-(bs)/c)^2-(sb/c)^2+s^2(b/c)}{2ab/c}\right) d\lambda(t)\]

\[= \frac{1}{\sqrt{2\pi}c} \exp\left(-\frac{(sb/c)^2-s^2(b/c)c^2}{2abc}\right)\]

where the integral can be seen to be one by the substitution \(u := t-(bs)/c\). Iteration of this completes the proof.

We mention that Proposition 4.5 extends further to the case of a linear combination of arbitrary Gaussian random variables which not necessarily have mean zero or unit variance. The proof then becomes again one step more complicated than the above, as the means \(\mu_i\) appear inside the exponential functions. Since for our purposes below the result as stated above will be sufficient, we leave this last generalization to the reader as Problem 4.1.

Our final preparation is the following formula for the integral of the Gaussian function against a polynomial which we will need, in order to estimate moments in the next proof.

**Lemma 4.6.** For \(k \in \mathbb{N}\) the equality

\[\frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}} t^{2k} \exp(-t^2/2) \, dt = \frac{(2k)!}{2^k k!}\]

holds.
Proof. We first use Lebesgue’s Theorem to see that
\[
\frac{d^k}{da^k} \left( \int_{\mathbb{R}} \exp(-at^2) \, dt \right) \bigg|_{a=\frac{1}{2}} = \left( \int_{\mathbb{R}} \frac{d^k}{da^k} \exp(-at^2) \, dt \right) \bigg|_{a=\frac{1}{2}} \\
= \int_{\mathbb{R}} (-t^2)^k \exp(-at^2) \, dt \bigg|_{a=\frac{1}{2}} \\
= (-1)^k \int_{\mathbb{R}} t^{2k} \exp(-t^2/2) \, dt
\]
holds where \( a > 0 \) and \( k \in \mathbb{N} \) is fixed. On the other hand substituting \( u := \sqrt{at} \) leads to
\[
\int_{\mathbb{R}} \exp(-at^2) \, dt = \frac{1}{\sqrt{a}} \int_{\mathbb{R}} \exp(-u^2) \, du = \sqrt{\frac{\pi}{a}}
\]
now for every \( a > 0 \). Combining both equations we obtain
\[
\int_{\mathbb{R}} t^{2k} \exp(-t^2/2) \, dt = (-1)^k \frac{d^k}{da^k} \left( \int_{\mathbb{R}} \exp(-at^2) \, dt \right) \bigg|_{a=\frac{1}{2}} = (-1)^k \frac{d^k}{da^k} \left( \sqrt{\frac{\pi}{a}} \right) \bigg|_{a=\frac{1}{2}}
\]
and thus need to compute the derivative on the right hand side. For that purpose we compute
\[
\frac{d^k}{da^k} (a^{-1/2}) = (-1/2) \cdot (-1/2 - 1) \cdots (-1/2 - (k - 1)) a^{-1/2-k}
\]
\[
= (-1)^k \frac{1 \cdot 2 \cdot 3 \cdots (2k - 3) \cdot (2k - 1)}{2^k \cdot 2 \cdot 4 \cdots (2k - 2) \cdot (2k)} a^{-1/2-k}
\]
\[
= (-1)^k \frac{(2k)!}{2^k \cdot 2^k \cdot (2k)!} a^{-1/2-k}.
\]
Putting everything together we arrive at
\[
\frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}} t^{2k} \exp(-t^2/2) \, dt = \frac{1}{\sqrt{2\pi}} (-1)^k \frac{d^k}{da^k} \left( \sqrt{\frac{\pi}{a}} \right) \bigg|_{a=\frac{1}{2}}
\]
\[
= \frac{(-1)^k}{\sqrt{2}} \frac{(-1)^k \cdot (2k)!}{2^k \cdot 2^k \cdot (2k)!} a^{-1/2-k} \bigg|_{a=\frac{1}{2}}
\]
\[
= \frac{1}{\sqrt{2}} \frac{1}{2^k} \frac{(2k)!}{2^k \cdot (2k)!} 2^{1/2+k}
\]
which after cancelation reduces precisely to the expression on the right hand side in the Lemma.

Now we can prove the first main result of this chapter. Notice that the inequality is only non-trivial, i.e., the right hand side strictly less than one, if \( \varepsilon > 4 \ln 2 \approx 2.8 \) holds. This means, although we are using the variable \( \varepsilon \) here, the typical intuition that we can let \( \varepsilon \to 0 \) does not apply.

**Theorem 4.7.** (Gaussian Annulus Theorem) Let \( x \in \mathbb{R}^d \) be drawn at random with
respect to the spherical Gaussian distribution with zero mean and unit variance. Then
\[
P\left[ \|x\| - \sqrt{d} \geq \varepsilon \right] \leq 2 \exp(-c\varepsilon^2).
\]
holds for every \(0 \leq \varepsilon \leq \sqrt{d}\) where \(c = 1/16\).

**Proof.** Let a random vector \(X \sim N(0, 1)\) be given and let \(X_1, \ldots, X_d\) denote its coordinate functions. By Proposition 4.1 we have \(X_i \sim N(0, 1)\) for every \(i = 1, \ldots, d\). We define \(Y_i := (X_i^2 - 1)/2\) and see that
\[
P\left[ \|X\| - \sqrt{d} \geq \varepsilon \right] \leq P\left[ \|X\| - \sqrt{d} \cdot (\|X\| + \sqrt{d}) > \varepsilon \cdot \sqrt{d} \right]
\]
\[
= P\left[ \|X_1\| + \cdots + \|X_d\| - d \geq \varepsilon \sqrt{d} \right]
\]
\[
= P\left[ \|X_1^2 - 1\| + \cdots + \|X_d^2 - 1\| \geq \varepsilon \sqrt{d} \right]
\]
\[
= P\left[ \|Y_1 + \cdots + Y_d\| \geq \varepsilon \sqrt{d} \right]
\]
where we used \(\|X\| + \sqrt{d} \geq \sqrt{d}\) for the inequality. Since we have \(E(X_i) = 0\) and \(V(X_i) = 1\) we get
\[
E(Y_i) = E\left( \frac{X_i^2 - 1}{2} \right) = \frac{1}{2} (E(X_i^2) - 1) = 0
\]
for every \(i = 1, \ldots, d\). We now estimate for \(k \geq 2\) the \(k\)-th moment of \(Y_i\). For this we firstly note that
\[
|X_i^2(\omega) - 1|^k \leq X_i^{2k}(\omega) + 1
\]
holds for every \(\omega \in \Omega\). Indeed, if \(|X_i(\omega)| \leq 1\), then \(0 \leq X_i^2(\omega) \leq 1\) and thus \(|X_i^2(\omega) - 1|^k = (1 - X_i^2(\omega))^k \leq 1\). If otherwise \(|X_i(\omega)| > 1\), then \(X_i^2(\omega) - 1 > 0\) and therefore \(|X_i^2(\omega) - 1|^k = (X_i^2(\omega) - 1)^k \leq X_i^{2k}(\omega)\). We employ the above and estimate
\[
|E(Y_i^k)| = |E((\frac{X_i^2 - 1}{2})^k)| = \frac{1}{2k} |E((X_i^2 - 1)^k)|
\]
\[
\leq \frac{1}{2k} \int_{\Omega} |X_i^2 - 1|^k dP \leq \frac{1}{2k} \int_{\Omega} X_i^{2k} + 1 dP = \frac{1}{2k} (E(X_i^{2k}) + 1)
\]
\[
= \frac{1}{2k} \left( \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}} t^{2k} \exp(-t^2/2) dt + 1 \right) = \frac{1}{2k} \left( \frac{(2k)!}{2^k k!} + 1 \right)
\]
\[
= \left( \frac{k}{2} \right)^2 \left( \frac{(2k-2)^2 \cdots (2k-2k) \cdots (2k-2)}{2^k k!} + \frac{1}{2k} \right)
\]
\[
= \left( \frac{k}{2} \right)^2 \left( \frac{(2k-2) \cdots (2k-2) \cdots (2k-2k) \cdots (2k-2k)}{2^k k!} + \frac{1}{2k} \right)
\]
\[
\leq 1 \cdot 1 \cdots 1 \cdot \frac{3}{4} \cdot \frac{1}{2} \cdot k! + \frac{k!}{4 \cdot 2}
\]
\[
= \left( \frac{3}{4} + \frac{1}{4} \right) \frac{k!}{2}
\]
\[
= \frac{k!}{2}
\]
where we used $X_i \sim N(0, 1)$ to compute $E(X_i^{2k})$ and Lemma 4.6 to evaluate the integral. We thus established that the $Y_i$ satisfy the assumptions of Theorem 3.2 and we can thus make use of Bernstein’s inequality

$$P[|Y_1 + \cdots + Y_d| \geq a] \leq 2 \exp\left(-C \min\left(\frac{a^2}{d}, a\right)\right)$$

with $a := \frac{\varepsilon \sqrt{d}}{2} > 0$ to continue our estimate from (4.6). Since $\sqrt{d} \geq \varepsilon$ holds, we get

$$P[\|x\| - \sqrt{d} \geq \varepsilon] \leq P[|Y_1 + \cdots + Y_d| \geq \frac{\varepsilon \sqrt{d}}{2}]$$

$$\leq 2 \exp\left(-C \min\left(\frac{(\varepsilon \sqrt{d}/2)^2}{d}, \frac{\varepsilon \sqrt{d}}{2}\right)\right)$$

$$\leq 2 \exp\left(-C \min\left(\frac{\varepsilon^2}{4}, \frac{\varepsilon^2}{2}\right)\right)$$

$$= 2 \exp(-C \frac{\varepsilon^2}{4}).$$

Finally, we recall that the constant in Theorem 3.2 was $C = 1/4$ and thus the exponent equals $-c \varepsilon^2$ with $c = 1/16$.

In Chapter 1 we propagated the intuition that a point chosen at random will have norm close to $\sqrt{d}$ with a high probability.’ More precisely, Figure 1.4 suggested that the deviation from $\sqrt{d}$ to be expected will not increase with $d$. Theorem 4.7 allows to quantify this intuition as follows. If we pick, e.g., $\varepsilon = 10$ then a random point’s norm will satisfy $\sqrt{d} - 10 \leq \|x\| \leq \sqrt{d} + 10$ with probability greater or equal to 0.99 whenever we are in a space with dimension $d \geq 100$.

We note the following byproduct the proof of Theorem 4.7 which gives a similar estimate but of the square of the norm. Notice that one of our first results in Chapter 1 was the equality $E(\|X\|^2) = d$ for any fixed $d$—and that we on the other hand proved a statement without the squares, namely $E(\|X\|) \approx \sqrt{d}$, asymptotically.

**Proposition 4.8.** Let $x \in \mathbb{R}^d$ be drawn at random with respect to the spherical Gaussian distribution with zero mean and unit variance. Then

$$P[\|\|x\|^2 - d\| \geq \varepsilon] \leq 2 \exp\left(-c \min\left(\frac{\varepsilon^2}{2d}, \varepsilon\right)\right),$$

holds for every $\varepsilon > 0$ where $c = 1/8$.

**Proof.** We define the random variables $Y_i$ as in the proof of Theorem 4.7 and then proceed using the Bernstein inequality as in the last part of the previous proof. This way we obtain

$$P[\|X\|^2 - d \geq \varepsilon] = P[|Y_1 + \cdots + Y_d| \geq \frac{\varepsilon}{2}] \leq 2 \exp\left(-C \min\left(\frac{\varepsilon^2}{4d}, \frac{\varepsilon}{2}\right)\right)$$

which leads to the claimed inequality taking $C = 1/4$ into account. □

In the next two theorems we divide by $\|x\|$ and $\|y\|$ where $x$ and $y$ are picked at random. Notice however that $x = 0$ or $y = 0$ occurs only with probability zero. To
be completely precise, we could use the conditional probability \( P[|\langle x/\|x\|, y/\|y\|\rangle| \leq \varepsilon | x \neq 0 \text{ and } y \neq 0] \). We will instead tacitly assume this. Observe that the bound below is non-trivial if \( \varepsilon > 2/(\sqrt{d} - 7) \). In this result it thus possible to think of \( \varepsilon \to 0 \), but only if simultaneously \( d \to \infty \) suitably fast.

**Theorem 4.9.** Let \( x, y \in \mathbb{R}^d \) be drawn at random with respect to the spherical Gaussian distribution with zero mean and unit variance. Then for every \( \varepsilon > 0 \) and for all \( d \geq 1 \) the estimate

\[
P[|\langle x/\|x\|, y/\|y\|\rangle| \geq \varepsilon] \leq \frac{2\varepsilon + 7}{\sqrt{d}}
\]

holds.

**Proof.** Let \( y \in \mathbb{R}^d \setminus \{0\} \) be fixed and let \( X: \Omega \to \mathbb{R}^d \) be a random vector with \( X \sim N(0,1) \) whose coordinate functions we denote by \( X_i \) for \( i = 1, \ldots, d \). We define

\[
U_y: \Omega \to \mathbb{R}^d, \quad U_y(\omega) = \langle X(\omega), \frac{y}{\|y\|} \rangle = \sum_{i=1}^{d} \frac{y_i}{\|y\|} X_i(\omega)
\]

which is itself a random variable which has by Proposition 4.5 Gaussian distribution with \( \mu = 0 \) and

\[
\sigma^2 = \sum_{i=1}^{d} \frac{y_i^2}{\|y\|^2} = \frac{1}{\|y\|^2} \sum_{i=1}^{d} y_i^2 = 1.
\]

This shows that \( U_y \sim N(0,1) \) is normally distributed. In particular, we have

\[
P[|U_y| \leq \delta] = \frac{1}{\sqrt{2\pi}} \int_{-\delta}^{\delta} \exp(-t^2/2) \, dt
\]

for any \( \delta > 0 \). Observe that the right hand side is independent of \( y \). Therefore, if \( Y: \Omega \to \mathbb{R}^d \) is any other random vector, we can consider the composite random vector \( U_Y(X): \Omega \to \mathbb{R}^d \) and get for any \( \delta > 0 \)

\[
P[|U_Y(X)| \leq \delta] = P\{\omega \in \Omega; (X(\omega), Y(\omega)) \in A\} = \int_{A} \rho(x)\rho(y) \, dx \, dy
\]

\[
= \int_{\mathbb{R}} \rho(x) \int_{A_y} \rho(y) \, dy \, dx = \int_{\mathbb{R}} \rho(x) P\{\omega \in \Omega; X(\omega) \in A_y\} \, dx
\]

\[
= \int_{\mathbb{R}} \rho(t) P\{\omega \in \Omega; |U_y(X(\omega))| \leq \delta\} \, dy = 1 \cdot P[|U_y(X)| \leq \delta]
\]

\[
= \frac{1}{\sqrt{2\pi}} \int_{-\delta}^{\delta} \exp(-t^2/2) \, dt \geq 1 - \frac{2}{\sqrt{2\pi}} \int_{\delta}^{\infty} 1/t^2 \, dt = 1 - \frac{2}{\sqrt{2\pi} \delta}
\]

where \( \rho \) is the Gaussian density function and \( A = \{(x, y) \in \mathbb{R}^2; |U_y(x)| \leq \delta\} \). Let now \( X \) and \( Y: \Omega \to \mathbb{R}^d \) both be normally distributed random vectors and let \( \varepsilon > 0 \) be given. We first use the Theorem of Total Probability and drop the second
summand. Then we rewrite the first term by using the random variable $U_Y(X)$ from above and the second term such that the Gaussian Annulus Theorem becomes applicable. We get

$$P[|\langle X, Y \rangle| \leq \varepsilon] = P[|\langle X, Y \rangle| \leq \varepsilon | \|X\| \geq \sqrt{d}/2] \cdot P[\|X\| \geq \sqrt{d}/2]$$

$$\geq P[|U_Y(X)| \leq \sqrt{d}/2] \cdot P[\|X\| - \sqrt{d} \geq \sqrt{d}/2]$$

$$= \left(1 - \frac{2}{\sqrt{2\pi}(\varepsilon\sqrt{d}/2)}\right) (1 - 2 \exp(-c(\sqrt{d}/2)^2))$$

$$\geq 1 - \frac{4}{\sqrt{2\pi}} \frac{1}{\sqrt{d}} - 2 \exp\left(-\frac{d}{64}\right)$$

since $c = 1/16$. We see now already that the second summand is the one that goes slower to zero than the third. To get rid of the exponential term we thus only need to find the right constant. We claim that

$$2 \exp\left(-\frac{d}{64}\right) \leq \frac{7}{\sqrt{d}}$$

holds for every $d \geq 1$. Indeed, the above is equivalent to $f(d) := \frac{1}{4} \exp\left(\frac{d}{4}\right) - d \geq 0$. Considering $f : (0, \infty) \to \mathbb{R}$ we get $f'(d) = 0$ if and only if $d = 32 \ln(\frac{128}{49})$ and at this point needs to be the global minimum of $f$. Using a calculator one can see that $f(32 \ln(\frac{128}{49})) > 0$. Consequently, we get

$$P[|\langle X, Y \rangle| \leq \varepsilon] \leq \frac{4}{\sqrt{2\pi}} \frac{1}{\sqrt{d}} + \frac{7}{\sqrt{d}} \leq \left(\frac{2}{\varepsilon} + 7\right) \frac{1}{\sqrt{d}}$$

which concludes the proof.

Theorem 4.9 now also quantifies our intuition that two points chosen at random will have scalar product close to zero and thus will be ‘almost orthogonal’ with ‘a high probability.’ If we pick for instance $\varepsilon = 0.1$ and $d \geq 100\,000$, then by Theorem 4.9 we get that two points drawn at random will, with probability greater or equal to 0.9, have (normalized) scalar product less or equal to 0.1. This corresponds to an angle of $90^\circ \pm 6^\circ$.

The proof of the previous result shows also the following.

**Corollary 4.10.** Let $X \sim N(0, 1, \mathbb{R}^d)$ and $0 \neq \xi \in \mathbb{R}^d$ be fixed. Then we have

$$P[|\langle X, \xi \rangle| \geq \varepsilon] \leq \frac{4}{\sqrt{2\pi} \varepsilon \sqrt{d}}$$

for every $\varepsilon > 0$.  


Proof. In the notation of the proof of Theorem 4.9 we calculate
\[ P \left[ \langle X, \xi \rangle \leq \varepsilon \right] = P \left[ \frac{\langle X, \xi \rangle}{\| \xi \|} \leq \frac{\varepsilon}{\| \xi \|} \right] = P \left[ \| U_\xi(X) \| \leq \frac{\varepsilon}{\| \xi \|} \right] \geq 1 - \frac{4}{\sqrt{2\pi} \varepsilon \sqrt{d}} \]
which establishes the result.

Since the probability that two random points are exactly orthogonal is obviously zero, we have on the other hand to expect that the probability of being very close to zero is again small. The estimate below is non-trivial if \( \varepsilon < 1 \) and \( d > 16 \ln \left( \frac{2}{1-\varepsilon} \right) \). In particular we can now let \( \varepsilon \) tend to zero for a fixed \( d \) if we wish so. However, the threshold on the left hand side tends to zero for \( d \to \infty \) even if we fix \( 0 < \varepsilon < 1 \) since we divide by \( \sqrt{d} \) inside the square bracket.

Theorem 4.11. Let \( x, y \in \mathbb{R}^d \) be drawn at random with respect to the spherical Gaussian distribution with zero mean and unit variance. Then for \( \varepsilon > 0 \) and \( d \geq 1 \) we have
\[ P \left[ \frac{\langle x, y \rangle}{\| x \| \cdot \| y \|} \leq \frac{\varepsilon}{2\sqrt{d}} \right] \leq \varepsilon + 2 \exp(-cd) \]
where \( c = 1/16 \).

Proof. Let \( X, Y : \Omega \to \mathbb{R}^d \) be random vectors with normal distribution. Let \( U_Y(X) \) be defined as in the proof of Theorem 4.9. We compute
\[
P \left[ \frac{\langle X, Y \rangle}{\| X \| \cdot \| Y \|} \geq \frac{\varepsilon}{2\sqrt{d}} \right] = 1 - P \left[ \frac{\langle X, Y \rangle}{\| X \| \cdot \| Y \|} < \frac{\varepsilon}{2\sqrt{d}} \right] \\
= 1 - P \left[ \frac{\| X \|}{2\sqrt{d}} \cdot |U_Y(X)| < \frac{1}{2\sqrt{d}} \cdot \varepsilon \right] \\
\geq 1 - P \left[ \frac{\| X \|}{2\sqrt{d}} < \frac{1}{2\sqrt{d}} \text{ or } |U_Y(X)| < \varepsilon \right] \\
\geq 1 - \left( P \left[ \| X \| > 2\sqrt{d} \right] + P \left[ |U_Y(X)| < \varepsilon \right] \right) \\
= P \left[ \| X \| \leq 2\sqrt{d} \right] - P \left[ |U_Y(X)| < \varepsilon \right] \\
= P \left[ \| X \| \leq \sqrt{d} \right] - \frac{1}{\sqrt{2\pi}} \int_{-\varepsilon}^{\varepsilon} \exp(-t^2/2) \, dt \\
\geq P \left[ \| X \| - \sqrt{d} \leq \sqrt{d} \right] - \frac{1}{\sqrt{2\pi}} \frac{2\varepsilon}{\sqrt{d}} \\
\geq 1 - 2 \exp \left( -\frac{1}{16} \left( \sqrt{d} \right)^2 \right) - \sqrt{2/\pi} \varepsilon \\
\geq 1 - 2 \exp \left( \frac{d}{16} \right) - \varepsilon
\]
where we used Theorem 4.7 and the formula for \( P \left[ |U_Y(X)| \leq \delta \right] \) that we established in the proof of Theorem 4.9.

If we now fix the dimension such that the exponential term is already quite small (e.g., \( d = 100 \), then \( 2 \exp(-cd) < 0.01 \)) and pick, e.g., \( \varepsilon = 0.1 \), then the result shows that the (normalized) scalar product of two random points is less than 0.005 only with a probability less than 0.11.
Combining the last two results we can think of the scalar products for a fixed high dimension $d$, with high probability, to be small numbers which are however bounded away from zero.

Our last result in this section quantifies our finding from Chapter 1 that for two points $x$ and $y$ drawn at random from a unit Gaussian we have $\|x - y\| \approx \sqrt{2d}$. Using $\varepsilon = 18$ in (ii) below shows that the values possible for the dimension are $d > 324$. In this case the estimate is however still trivial. Interesting cases appear only if $\varepsilon > 18$ and $d$ so large that the sum on the right hand side of (ii) stays below one.

**Theorem 4.12.** Let $x, y \in \mathbb{R}^d$ be drawn at random with respect to a spherical Gaussian distribution with zero mean and unit variance. Then we have the following.

(i) $\forall \varepsilon > 18 \exists d_0 \in \mathbb{N} \forall d \geq d_0: P[\|x - y\| - \sqrt{2d} \geq \varepsilon] \leq \frac{18}{\varepsilon}$

(ii) $\forall \varepsilon > 18, d \geq \varepsilon^2: P[\|x - y\| - \sqrt{2d} \geq \varepsilon] \leq \frac{18}{\varepsilon} + \frac{8}{\sqrt{d}}$.

**Proof.** We use the same trick as in the beginning of the proof of the Gaussian Annulus Theorem (Theorem 4.7) and then use the cosine law to get

\[
P[\|x - y\| - \sqrt{2d} \geq \varepsilon] \leq P[\|x - y\| - \sqrt{2d} (\|x - y\| + \sqrt{2d}) \geq \varepsilon \sqrt{2d}]
\]

\[
= P[\|x - y\|^2 - 2d \geq \varepsilon \sqrt{2d}]
\]

\[
= 1 - P[\|x - y\|^2 - 2d \leq \varepsilon \sqrt{2d}]
\]

\[
= 1 - P[-\varepsilon \sqrt{2d} \leq \|x\|^2 + \|y\|^2 - 2\langle X, Y \rangle - 2d \leq \varepsilon \sqrt{2d}]
\]

\[
\leq 1 - P[\|X\|^2 - d \leq \frac{\varepsilon \sqrt{2d}}{3}]^2 \cdot P[\|X, Y\| \leq \frac{\varepsilon \sqrt{2d}}{6}] =: (o)
\]

Now we employ Proposition 4.8 to obtain

\[
P[\|X\|^2 - d \geq \frac{\varepsilon \sqrt{2d}}{3}] \leq 2 \exp\left(-\frac{1}{8} \min\left(\frac{(\varepsilon \sqrt{2d}/3)^2}{2d}, \frac{\varepsilon \sqrt{2d}}{3}\right)\right)
\]

\[
\leq 2 \exp\left(-\frac{1}{8} \min\left(\frac{\varepsilon^2}{9}, \frac{\varepsilon^2 \sqrt{2}}{3}\right)\right)
\]

\[
= 2 \exp\left(-\frac{\varepsilon^2}{72}\right)
\]

where we used $\sqrt{d} \geq \varepsilon$ for the second estimate. This leads to

\[
P[\|X\|^2 - d \leq \frac{\varepsilon \sqrt{2d}}{3}] \geq 1 - 2 \exp\left(-\frac{\varepsilon^2}{72}\right) (4.7)
\]

which will allow us below to estimate the squared term in $\langle o \rangle$. In order to estimate the non-squared term we use Theorem 4.9 from which we get with $\delta := \varepsilon/(6\sqrt{2d}) > 0$ the estimate

\[
\frac{2/\delta^2 + 7}{\sqrt{d}} \geq P[\|X, Y\| \geq \delta \|X\| | \|Y\|]
\]

\[
\geq P[\|X, Y\| \geq \delta \|X\| | \|Y\| \leq \sqrt{2d}] \cdot P[\|X\| \leq \sqrt{2d}],
\]

\[
\geq P[\|X, Y\| \geq \delta \sqrt{2d} \sqrt{2d}] \cdot P[\|X\| \leq \sqrt{2d}]
\]

\[
\geq P[\langle X, Y \rangle \geq \delta \sqrt{2d} \sqrt{2d}] \cdot P[\|X\| \leq \sqrt{2d}]
\]

\[
\geq P[\langle X, Y \rangle \geq \delta \sqrt{2d} \sqrt{2d}] \cdot P[\|X\| \leq \sqrt{2d}]
\]

\[
\geq P[\langle X, Y \rangle \geq \delta \sqrt{2d} \sqrt{2d}] \cdot P[\|X\| \leq \sqrt{2d}]
\]

\[
\geq P[\langle X, Y \rangle \geq \delta \sqrt{2d} \sqrt{2d}] \cdot P[\|X\| \leq \sqrt{2d}]
\]

\[
\geq P[\langle X, Y \rangle \geq \delta \sqrt{2d} \sqrt{2d}] \cdot P[\|X\| \leq \sqrt{2d}]
\]

\[
\geq P[\langle X, Y \rangle \geq \delta \sqrt{2d} \sqrt{2d}] \cdot P[\|X\| \leq \sqrt{2d}]
\]

\[
\geq P[\langle X, Y \rangle \geq \delta \sqrt{2d} \sqrt{2d}] \cdot P[\|X\| \leq \sqrt{2d}]
\]

\[
\geq P[\langle X, Y \rangle \geq \delta \sqrt{2d} \sqrt{2d}] \cdot P[\|X\| \leq \sqrt{2d}]
\]

\[
\geq P[\langle X, Y \rangle \geq \delta \sqrt{2d} \sqrt{2d}] \cdot P[\|X\| \leq \sqrt{2d}]
\]

\[
\geq P[\langle X, Y \rangle \geq \delta \sqrt{2d} \sqrt{2d}] \cdot P[\|X\| \leq \sqrt{2d}]
\]

\[
\geq P[\langle X, Y \rangle \geq \delta \sqrt{2d} \sqrt{2d}] \cdot P[\|X\| \leq \sqrt{2d}]
\]

\[
\geq P[\langle X, Y \rangle \geq \delta \sqrt{2d} \sqrt{2d}] \cdot P[\|X\| \leq \sqrt{2d}]
\]
\[
= P[|\langle X, Y \rangle| \geq \delta \sqrt{2d} \cdot \sqrt{2d/6}] \cdot P[\|X\|^2 - d \leq d]^2 \\
\geq P[|\langle X, Y \rangle| \geq \varepsilon \sqrt{2d/6}] \cdot (1 - 2\exp(-d/16))^2 \\
= P[|\langle X, Y \rangle| \geq \varepsilon \sqrt{2d/6}] \cdot (1 - 2\exp(-d/16))^2
\]

where we used Proposition \[4.8\] with \( \varepsilon = d \) to treat the second factor in the last estimate. Bringing the squared factor in the last expression on the other side and recalling \( \delta := \varepsilon / (6\sqrt{2d}) \) leads to

\[
P[\langle X, Y \rangle] \leq \varepsilon \sqrt{2d/6} \cdot 1 - \frac{12\sqrt{d}}{\varepsilon} + \frac{7}{\sqrt{d}} \cdot (1 - 2\exp(-d/16))^2
\]

Now we combine \[4.7\] and \[4.8\] to continue estimating

\[
(\circ) = 1 - P[\|X\|^2 - d] \leq \frac{\varepsilon \sqrt{2d}}{3} \cdot P[|\langle X, Y \rangle| \leq \varepsilon \sqrt{2d/6}] \\
\leq 1 - \left(1 - 2\exp(-\varepsilon^2/72)\right)^2 \cdot \left[1 - \left(\frac{12\sqrt{d}}{\varepsilon} + \frac{7}{\sqrt{d}}\right) \cdot (1 - 2\exp(-d/16))^2\right] \\
\leq 1 - \left(1 - 4\exp(-\varepsilon^2/72)\right) \cdot \left[1 - \frac{12\sqrt{d}}{\varepsilon} + \frac{7}{\sqrt{d}} \cdot (1 - 2\exp(-d/16))^2\right] \\
\leq 4\exp(-\varepsilon^2/72) + \frac{12\sqrt{d}}{\varepsilon} + \frac{7}{\sqrt{d}} \cdot (1 - 2\exp(-d/16))^2 =: f(\varepsilon, d)
\]

where we see that \( \lim_{d \to \infty} f(\varepsilon, d) = 4\exp(-\varepsilon^2/72) + 12\sqrt{2}/\varepsilon \) holds. Using a calculator one verifies that \( 4\exp(-\varepsilon^2/72) < 1/\varepsilon \) holds for \( \varepsilon > 17.5 \). From this we get that for suitable large \( d \) and \( \varepsilon > 17.5 \) the estimate

\[
f(\varepsilon, d) \leq \frac{1}{\varepsilon} + \frac{12\sqrt{2}}{\varepsilon} < \frac{18}{\varepsilon}
\]

holds which implies (i). For (ii) we continue estimating \( f(\varepsilon, d) \). For \( \varepsilon > 17.5 \), we pick \( d \geq \varepsilon^2 > 306.25 \), so \( d \geq 307 \). For this choice of \( d \) we check with a calculator that \( (1 - 2\exp(-d/16))^2 \leq 1.0002 \) which leads to an estimate for the fraction. With this we get

\[
f(\varepsilon, d) = 4\exp(-\varepsilon^2/72) + \frac{12\sqrt{d}}{\varepsilon} + \frac{7}{\sqrt{d}} \cdot 1 - 4\exp(-d/16) \leq \frac{1}{\varepsilon} + 1.0002\left(\frac{12\sqrt{d}}{\varepsilon} + \frac{7}{\sqrt{d}}\right) \leq \frac{18}{\varepsilon} + \frac{8}{\sqrt{d}}
\]

as desired. \( \Box \)

Since we do need this later, let us formulate the following probability estimate that we established in the proof above.

**Corollary 4.13.** Let \( x, y \in \mathbb{R}^d \) be drawn at random with respect to the spherical
Gaussian distribution with zero mean and unit variance. Then
\[ \forall \varepsilon > 18, d \geq \varepsilon^2: \quad P[\|x - y\|^2 - 2d \geq \varepsilon \sqrt{2d}] \leq \frac{18}{\varepsilon} + \frac{8}{\sqrt{d}} \]
holds. \hfill \square

**Problems**

**Problem 4.1.** Generalize Proposition 4.5 as follows. For \( i = 1, \ldots, d \) let \( X_i \sim N(\mu_i, \sigma_i) \) be independent Gaussian random variables. Let \( \lambda_i \neq 0 \) be real numbers. Show that \( X := \lambda_1 X_1 + \cdots + \lambda_d X_d \) is again a Gaussian random variable with mean \( \mu = (\mu_1 + \cdots + \mu_d)/d \) and variance \( \sigma^2 = \lambda_1^2 \sigma_1^2 + \cdots + \lambda_d^2 \sigma_d^2 \).
Chapter 5

Random projections

Let \( d, k \geq 1 \) with \( k \leq d \). In the sequel we identify \( \mathbb{R}^{k \times d} \cong L(\mathbb{R}^d, \mathbb{R}^k) \) and refer to its elements sometimes as matrices and sometimes as linear maps.

Let us firstly consider a matrix \( A \in \mathbb{R}^{k \times d} \) whose \( k \) rows are orthogonal. Then the map \( \mathbb{R}^k \to \mathbb{R}^d, x \mapsto A^T x \) is injective and we can regard \( \mathbb{R}^k \) via \( A^T \) as a subspace of \( \mathbb{R}^d \). The linear map \( P: \mathbb{R}^d \to \mathbb{R}^d, \ P x := A^T Ax \) is then idempotent, its range is isomorphic to \( \mathbb{R}^k \subseteq \mathbb{R}^d \) in the aforementioned sense, and thus \( P \) is an orthogonal projection onto \( \mathbb{R}^k \). Using the basis extension theorem and the Gram-Schmidt procedure it is easy to see that for every linear subspace \( V \subseteq \mathbb{R}^d \) with \( \text{dim} \, V = k \) there exists an orthogonal projection and that each such projection can be realized by a matrix \( A \in \mathbb{R}^{k \times d} \) with \( k \) orthogonal rows.

In this chapter our aim is to understand the properties of maps given by matrices that we pick at random. For this let \((\Omega, \Sigma, \mathbb{P})\) be a probability space.

**Definition 5.1.** A measurable function \( U: \Omega \to \mathbb{R}^{k \times d} \) is called a random matrix.

In order to specify the underlying distribution, we extend Proposition 4.1 to matrices. We first note that if a matrix \[
U = \begin{bmatrix}
u_{11} & u_{12} & \cdots & u_{1d} \\
u_{21} & u_{22} & \cdots & u_{2d} \\
\vdots & \vdots & \ddots & \vdots \\
u_{k1} & u_{k2} & \cdots & u_{kd}
\end{bmatrix}
\] is given, the map \( U: \mathbb{R}^d \to \mathbb{R}^k \) is given by \( Ux = (\langle u_{1}, x \rangle, \langle u_{2}, x \rangle, \ldots, \langle u_{k}, x \rangle) \) for \( x \in \mathbb{R}^d \), if we denote by \( u_i = (u_{i1}, u_{i2}, \ldots, u_{id}) \) the \( i \)-th row of \( U \) for \( i = 1, \ldots, k \). If \( U: \Omega \to \mathbb{R}^{k \times d} \) is a random matrix, then we denote by \( u_{ij}: \Omega \to \mathbb{R} \) the random variables that arise as the coordinate functions of \( U \) and by \( u_i: \Omega \to \mathbb{R}^d \) the random vectors that arise, if we combine the coordinate functions of the \( i \)-th row back into a vector. Employing this notation, we get the following result.

**Proposition 5.2.** Let \( U: \Omega \to \mathbb{R}^{k \times d} \) be a random matrix with entries \( u_{ij}: \Omega \to \mathbb{R} \) and row vectors \( u_i: \Omega \to \mathbb{R}^d \). Then the following are equivalent.
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(i) \( U \sim N(0, 1, \mathbb{R}^{k \times d}) \).
(ii) \( \forall i = 1, \ldots, k: u_i \sim N(0, 1, \mathbb{R}^d) \).
(iii) \( \forall i = 1, \ldots, d, j = 1, \ldots, k: u_{ij} \sim N(0, 1) \).

Proof. Since \( \mathbb{R}^{k \times d} \cong \mathbb{R}^d \) holds, we see that a random matrix \( U \in \mathbb{R}^{k \times d} \) can be identified with a real random vector \( U: \Omega \rightarrow \mathbb{R}^{kd} \). In that sense we understand (i). Having done this rearrangement the equivalences follow immediately from Proposition 4.1.

By Proposition 5.2 we can write \( U \sim N(0, 1, \mathbb{R}^{k \times d}) \) and understand this matrix-wise, row vector-wise or element-wise. If we draw \( U \in \mathbb{R}^{k \times d} \) at random with \( U \sim N(0, 1, \mathbb{R}^{k \times d}) \), then by Theorem 4.9 we have

\[
P[\|Ux\| - \sqrt{k}\|x\| \geq \varepsilon \sqrt{k}\|x\|] \leq 2 \exp(-ck\varepsilon^2)
\]

for \( i \neq \ell \), which means that the rows are almost orthogonal with high probability for large dimensions \( d \). We will therefore call a matrix \( U \sim N(0, 1, \mathbb{R}^{k \times d}) \) a random projection from \( \mathbb{R}^d \) to \( \mathbb{R}^k \). Observe however that \( U \) needs in general neither to be orthogonal, nor a projection.

We will study now, how a random projection in the aforementioned sense does distorts length. The bound in the result below is non-trivial for \( k\varepsilon^2 > 16 \ln 2 \approx 11.1 \).

**Theorem 5.3.** (Random Projection Theorem) Let \( U \in \mathbb{R}^{k \times d} \) be a random matrix with \( U \sim N(0, 1, \mathbb{R}^{k \times d}) \) and understand this matrix-wise, row vector-wise or element-wise. If we draw \( U \in \mathbb{R}^{k \times d} \) at random with \( U \sim N(0, 1, \mathbb{R}^{k \times d}) \), then by Theorem 4.9 we have

\[
P[\|Ux\| - \sqrt{k}\|x\| \geq \varepsilon \sqrt{k}\|x\|] \leq 2 \exp(-ck\varepsilon^2)
\]

where \( c = 1/16 \).

Proof. Let \( x \in \mathbb{R}^d \setminus \{0\} \) be fixed and let \( U: \Omega \rightarrow \mathbb{R}^{k \times d} \) be a random matrix with \( U \sim N(0, 1) \). We consider

\[
U(\cdot) \frac{x}{\|x\|}: \Omega \rightarrow \mathbb{R}^k
\]

and observe that each of its coordinate functions

\[
pr_i(U(\cdot) \frac{x}{\|x\|}) = \langle u_i, \frac{x}{\|x\|} \rangle = \sum_{j=1}^{d} u_{ij} \frac{x_j}{\|x\|}
\]

is a linear combination of random variables \( u_{ij} \sim N(0, 1) \) by Proposition 5.2 whose squared coefficients \( u_{ij}^2 / \|x\|^2 \) sum up to one. By Proposition 4.5 this means \( U(\cdot) \frac{x}{\|x\|} \sim N(0, 1, \mathbb{R}^k) \) and we can deduce

\[
P[\|Ux\| - \sqrt{k}\|x\| \geq \varepsilon \sqrt{k}\|x\|] = P[\|U \frac{x}{\|x\|} - \sqrt{k}\| \geq \varepsilon \sqrt{k}] 
\]
\[
\leq 2 \exp\left(-\frac{(\varepsilon \sqrt{k})^2}{16}\right) \\
= 2 \exp\left(-\frac{\varepsilon^2 k}{16}\right)
\]
where we applied Theorem 4.7 in the space \(R^k\) to get the estimate.

Notice that we have on both sides of the estimate the expression \(\varepsilon \sqrt{k}\). On the right hand side we need this number to be suitable large to get the probability down, but on the right we would rather have it small in order to get the distortion small. This conundrum we can solve by ‘absorbing’ the factor \(\sqrt{k}\) into the notation. That is, for a random matrix \(U \sim N(0, 1, R^{k \times d})\) we consider the Johnson-Lindenstrauss projection

\[
T_U : \mathbb{R}^d \rightarrow \mathbb{R}^k, \quad T_U x := \frac{1}{\sqrt{k}} U x.
\]
Then Theorem 5.3 reads

\[
P(\|T_U x\| - \|x\| \geq \varepsilon \|x\|) \leq 2 \exp(-ck\varepsilon^2)
\]
and we can think of \(\varepsilon\) being small but \(k\) being so large that \(k\varepsilon^2\) is large. If we do this, then we get that \(\|T_U x\| - \|x\| < \varepsilon \|x\|\) holds with high probability. Since this is a multiplicative error estimate, we can further rewrite this as

\[
\frac{\|T_U x\|}{\|x\|} \approx 1.
\]
If we restrict ourselves to \(x \in K\) with, e.g., a fixed compact set \(K \subseteq \mathbb{R}^d\), then we can even pick \(k\) and \(\varepsilon\) accordingly and achieve that \(\|T_U x\| \approx \|x\|\) holds on whole \(K\) with high probability.

The following result will extend the latter to mutual distances within a sets of \(n\) points.

**Theorem 5.4.** (Johnson-Lindenstrauss Lemma) Let \(0 < \varepsilon < 1\) and \(n \geq 1\) and let \(k \geq \frac{48 \ln n}{\varepsilon^2}\). Let \(U \sim N(0, 1, \mathbb{R}^{k \times d})\) be a random matrix. Then the Johnson-Lindenstrauss projection \(T_U\) satisfies for any set of \(n\)-many points \(x_1, \ldots, x_n \in \mathbb{R}^d\) the estimate

\[
P(1 - \varepsilon)\|x_i - x_j\| \leq \|T_U x_i - T_U x_j\| \leq (1 + \varepsilon)\|x_i - x_j\| \text{ for all } i, j \geq 1 - \frac{1}{n}.
\]

**Proof.** Firstly, we fix \(i \neq j\), put \(x := x_i - x_j\) and compute

\[
P(\|T_U x_i - T_U x_j\| \not\in ((1 - \varepsilon)\|x_i - x_j\|, (1 + \varepsilon)\|x_i - x_j\|)] \leq 2 \exp(-k\varepsilon^2/16)
\]
where we used Theorem 5.3 in the last step. Since the inequality \((1 - \varepsilon)\|x_i - x_j\| \leq
\[ \|T_U x_i - T_U x_j\| \leq (1 + \varepsilon)\|x_i - x_j\| \] is always true for \( i = j \) and there are \( \binom{n}{2} \leq n^2/2 \) choices for \( i \neq j \), we get

\[
P\left[ \forall i, j : (1 - \varepsilon)\|x_i - x_j\| \leq \|T_U x_i - T_U x_j\| \leq (1 + \varepsilon)\|x_i - x_j\| \right] = 1 - \frac{n^2}{2} \cdot 2 \exp\left(-\frac{k \varepsilon^2}{16}\right)
\]

\[
\geq 1 - n^2 \exp\left(-\frac{48}{\varepsilon^2} \ln n \varepsilon^2/16\right)
\]

\[
\geq 1 - n^2 \exp\left(\ln n^{-48/16}\right)
\]

\[
= 1 - n^2 n^{-3}
\]

\[
= 1 - \frac{1}{n}
\]

where we used the selection of \( k \) for the second last estimate.

Similar to our remarks on Theorem 5.3, we can derive from Theorem 5.4 that

\[
\frac{\|T_U x_i - T_U x_j\|}{\|x_i - x_j\|} \approx 1
\]

holds for all \( x_i \neq x_j \) with high probability by picking \( \varepsilon \) small but \( k \) so large that \( k \varepsilon^2 \) exceeds \( 48 \ln(n) \). We point out here that since the logarithm grows very slowly, making the sample set larger does only require to increase \( k \) a little. If we agree to pick all the families \( x_1, \ldots, x_n \) from within a compact set \( K \subseteq \mathbb{R}^d \), then we can again achieve that

\[
\|T_U x_i - T_U x_j\| \approx \|x_i - x_j\|
\]

holds with high probability by picking \( \varepsilon \) and \( k \) as explained above. From this stems the interpretation that the Johnson-Lindenstrauss Lemma allows to reduce the dimension of a data set while preserving the mutual distances between the data points up to some small error. Notice that the set of points (if it is only \( n \)-many) is arbitrary. In particular the projection map \( T_U \) and its codomain depend only on \( n \) and \( \varepsilon \). That means after agreeing on the number of points we want to project and the error bound we want to achieve, we get the same estimate for all families \( x_1, \ldots, x_n \) of \( n \)-many points. Furthermore, the estimate holds indeed for all of the \( n \) points and not only most (one could think of a result saying that if we pick a pair \( (i, j) \) then with probability \( 1 - 1/n \) the estimate is true, which would mean that there could be some ‘bad’ pairs whose distance gets distorted by more than \( \varepsilon \), but this is not the case!).

The following figure shows the distortion that occurred depending on \( k \) in an experiment compared with the bound provided by the Johnson-Lindenstrauss Lemma, see Problem 5.4.
We conclude with the following corollary that describes the length distortion for all points in \( \mathbb{R}^d \) (or in a compact \( K \subseteq \mathbb{R}^d \)) that we can expect if we apply the Johnson-Lindenstrauss Projection and pick the parameters to treat sets with \( n \)-many points.

**Corollary 5.5.** Under the assumptions of Theorem 5.4 we have

\[
P\left[(1 - \varepsilon)\|x\| \leq \|T_U x\| \leq (1 + \varepsilon)\|x\|\right] \geq 1 - \frac{1}{n}
\]

for every \( x \in \mathbb{R}^d \).

**Problems**

**Problem 5.1.** Let \( X_i \sim N(0,1) \) and \( X = X_1 + \cdots + X_d \).

(i) Use the formula \( E(f(X_i)) = (2\pi)^{-1/2} \int_\mathbb{R} f(x) \exp(-x^2/2) \, dx \) to show that \( E(\exp(tX_i)) = (1 - 2t)^{-d/2} \) holds for \( t \in (0, 1/2) \).

(ii) Derive the estimate \( P\left[X \geq a\right] \leq \inf_{t \in (0,1/2)} \frac{\exp(-ta)}{(1-2t)^{d/2}} \) for \( a > 0 \).

**Problem 5.2.** Use Problem 5.1 to give an alternative proof of the Johnson-Lindenstrauss Lemma that does not rely on the Gaussian Annulus Theorem.

**Problem 5.3.** Restate the Random Projection Theorem and the Johnson-Lindenstrauss Theorem by using Landau symbols to express the dependencies of \( \varepsilon, k \) and \( n \).

**Problem 5.4.** Let \( n > k \) be integers.

(i) Implement a random projection \( T: \mathbb{R}^d \to \mathbb{R}^k \) and test it for small \( d \) and \( k \).

(ii) Put \( d = 1000 \), generate 10 000 points in \( \mathbb{R}^d \) at random, project them via \( T \) to \( \mathbb{R}^k \) and compute, for different values of \( k \), the worst distortion of a pairwise distance

\[
\varepsilon := \max \left( 1 - \min_{x \neq y} \frac{\|T x - T y\|}{\sqrt{k} \|x - y\|} \max_{x \neq y} \frac{\|T x - T y\|}{\sqrt{k} \|x - y\|} - 1 \right)
\]

that occurs.
(iii) Compare the outcome of your experiment with the relation of $\varepsilon$ and $k$ that is given in the Johnson-Lindenstrauss Lemma, by replicating Figure 5.1 based on the data from (ii).

(iv) Explain how you would pick $\varepsilon$ and $k$ if you are given a dataset in $\mathbb{R}^d$ and want to do a dimensionality reduction that does not corrupt a classifier based on nearest neighbors.
Chapter 6

Separating Gaussian data

After having studied in previous chapters the properties of high-dimensional data that comes from a Gaussian distribution, we now want use this knowledge to understand under which conditions it is possible to separate (or ‘disentangle’) the data that stems from two ‘Gaussians’ with variance one and different means. Let us first look at low dimensions, for example at the 2-dimensional data set in Figure 6.1, which we generated by drawing samples of equal size from two Gaussians with different centers.

Separation (or disentanglement) in Figure 6.1 would mean to determine for each point if it came from the lower left Gaussian or from the upper right Gaussian. Firstly, we observe that this cannot be done in a deterministic way but only ‘with high probability for almost all points’. Secondly we see, that for this to be possible it is necessary that the distance between the two means is sufficiently large. If this is the case, we might have a good chance that pairs of data points with small distances belong to the same Gaussian whereas pairs with large distances belong to different Gaussians. Moreover, there will be only a few points located half way between the centers which means that if we start by picking an arbitrary data point and then compute the other points’ distances from the fixed one, we may expect that two clusters, corresponding to the two Gaussians, appear.

In high dimensions the picture looks different. We know that here most data points of a Gaussian are located in an annulus with radius $\sqrt{d}$ around the mean of the
Gaussian. An analogue of the assumption in the 2-dimensional case would thus require that the distance $\Delta := \|\mu_1 - \mu_2\|$ between the means is larger than $2\sqrt{d}$, see Figure 6.2 implying that the data sets will be almost disjoint.

Figure 6.2. Two high-dimensional Gaussians with distance $\|\mu_1 - \mu_2\| > 2\sqrt{d}$.

If this is the case, then we may expect that separation can be done analogously to the low-dimensional situation. There are however two principal differences: Firstly, our asymptotic approach to high dimensions means that we do not consider $d$ as a constant but always ask what happens for $d \to \infty$. Therefore, we need to understand the distance of the means $\Delta = \Delta(d)$ as a function of the dimension as well. Otherwise, i.e., for constant $\Delta$ and dimension tending to infinity, the two annuli would eventually overlap more and more and become almost coincident. From this we see that we have to require that $\Delta \to \infty$. Our low-dimensional arguments suggest that $\Delta > 2\sqrt{d}$ yields one scenario in which disentanglement can be achieved. On the other hand, the picture in Figure 6.3 suggests that the overlap might also be small, even if $\Delta \leq 2\sqrt{d}$.

We emphasize that Figure 6.2 and in particular Figure 6.3 constitute rather imperfect 2-dimensional abstract illustrations of high dimensional facts. Notice, e.g., that any two points in one of the annuli have, with high probability, distance $\sqrt{2d}$. The picture does however not represent this at all!

Figure 6.3. Two high-dimensional Gaussians with distance $\|\mu_1 - \mu_2\| \leq 2\sqrt{d}$.

Notice that also in this second scenario $\Delta \to \infty$ must hold in order to avoid that for large $d$ the the two annuli become almost coincident. The picture suggests nevertheless that this can be achieved also for $\Delta$’s that grow slower than $2\sqrt{d}$ and experiments corroborate this idea. For Figure 6.4 below we considered two Gaussians in dimension $d = 1000$, sampled 100 points from each of them, and plotted the distribution of the sample’s mutual distances.
Let \( \mu_1, \mu_2 \in \mathbb{R}^d \) and \( \Delta := \| \mu_1 - \mu_2 \| \). Let \( X_1 \sim N(\mu_1, 1, \mathbb{R}^d) \) and \( X_2 \sim N(\mu_2, 1, \mathbb{R}^d) \) be random vectors.

(i) \( \forall d \geq 1: |\mathbb{E}(\|X_1 - X_2\| - \sqrt{\Delta^2 + 2d})| \leq \frac{3d+8\Delta^2+\sqrt{24}\Delta d^{1/2}}{2(\Delta^2+2d)^{3/2}}. \)

(ii) \( \forall d \geq 1: V(\|X_1 - X_2\|) \leq \left( \frac{3d+8\Delta^2+\sqrt{24}\Delta d^{1/2}}{2(\Delta^2+2d)^{3/2}} \right)^2 + \frac{3d+8\Delta^2+\sqrt{24}\Delta d^{1/2}}{\Delta^2+2d}. \)

**Proof.** (i) Let \( X_1, X_2 : \Omega \to \mathbb{R}^d \) be as above. We define the auxiliary random vector \( \tilde{X}_1 := \mu_2 + X_1 - \mu_1. \) Then \( \tilde{X}_1 \sim N(\mu_2, 1, \mathbb{R}^d) \) holds. Moreover, \( \tilde{X}_1 \) and \( X_2 \) are independent. For a fixed \( \omega \in \Omega \) we get the following picture for the values \( x_1 := X_1(\omega), x_2 := X_2(\omega) \) and \( \tilde{x}_1 := \tilde{X}_1(\omega) \in \mathbb{R}^d. \) Firstly, in view of Theorem 1.2 we may assume that \( x_1 \) will be located near the surface of a ball with radius \( \sqrt{d} \) centered at \( \mu_1 \) and that \( x_2 \) and \( \tilde{x}_1 \) will both be located near the surface of a ball with radius \( \sqrt{d} \) centered at \( \mu_2. \) By definition of \( \tilde{x}_1 \) the lines connecting \( \mu_1 \) with \( x_1 \) and \( \mu_2 \) with \( \tilde{x}_1, \) respectively, will be parallel. Moreover, if we think of a coordinate system in which \( \mu_2 \) is the origin, then we may expect that \( \tilde{x}_1 \) and \( x_2 \) have a distance of approximately \( \sqrt{2d}, \) compare Theorem 1.3. Finally, we think of the line going from \( \mu_2 \) to \( \mu_1 \) marking the north pole of \( B(\mu_2, \sqrt{d}). \) Then Theorem 1.4 suggests that \( \tilde{x}_1 \) and \( x_2 \) will be located close to the equator of \( B(\mu_2, \sqrt{d}), \) since the scalar products \( \langle \tilde{x}_1 - \mu_2, \mu_1 - \mu_2 \rangle \) and \( \langle x_2 - \mu_2, \mu_1 - \mu_2 \rangle \) both will be close to zero. In the triangle given by all three points we thus may expect that the angle \( \theta \) will be close to \( 90^\circ \) which implies that \( \|x_1 - x_2\|^2 \approx \Delta^2 + 2d \) should hold.

---

**Figure 6.4.** Mutual distances of points in a set consisting of 100 points sampled from \( N(0,1,\mathbb{R}^{1000}) \) and 100 points sampled from \( N(1,1,\mathbb{R}^{1000}), \) where \( 1 = (1,1,\ldots). \)

Indeed, the distances of points that belong to the same Gaussian accumulate around \( \sqrt{2d} \approx 44.72. \) This suggests that the other ‘bump’ in the picture belongs to those pairs of points which come from different Gaussians. In our example we have a distance of \( \Delta \approx 31.62 \) between the Gaussians’ centers and \( 2\sqrt{d} \approx 63.25. \) This shows that we are in the situation of Figure 6.3, i.e., the Gaussians overlap. The distribution of mutual distances suggest that it nevertheless should be possible to disentangle them with high accuracy. Indeed, if we pick for a start one point at random and then take its 100 nearest neighbors, Figure 6.4 suggests that our odds are good that these 100 points will belong to one of the Gaussians and the rest of the points to the other.

Our aim now is to make the above formal. We start by computing the expected values for the distance between points that belong to different Gaussians.

**Theorem 6.1.** Let \( \mu_1, \mu_2 \in \mathbb{R}^d \) and \( \Delta := \| \mu_1 - \mu_2 \|. \) Let \( X_1 \sim N(\mu_1, 1, \mathbb{R}^d) \) and \( X_2 \sim N(\mu_2, 1, \mathbb{R}^d) \) be random vectors.

(i) \( \forall d \geq 1: |\mathbb{E}(\|X_1 - X_2\| - \sqrt{\Delta^2 + 2d})| \leq \frac{3d+8\Delta^2+\sqrt{24}\Delta d^{1/2}}{2(\Delta^2+2d)^{3/2}}. \)

(ii) \( \forall d \geq 1: V(\|X_1 - X_2\|) \leq \left( \frac{3d+8\Delta^2+\sqrt{24}\Delta d^{1/2}}{2(\Delta^2+2d)^{3/2}} \right)^2 + \frac{3d+8\Delta^2+\sqrt{24}\Delta d^{1/2}}{\Delta^2+2d}. \)
Following the above intuition, we will now formally use the cosine law and our results from Chapter 1 to compute the expectation. We put \( \xi := \mu_1 - \mu_2 \) and start with

\[
\|X_1 - X_2\|^2 = \|X_2 - \tilde{X}_1\|^2 + \|X_1 - \tilde{X}_1\|^2 - 2\|X_2 - \tilde{X}_1\|\|X_1 - X_1\| \cos(\theta)
\]

where we know \( \|X_2 - \tilde{X}_1\|^2 = 2d \) since \( \tilde{X}_1 \sim N(\mu_2, 1, \mathbb{R}^d) \) by (1.1). Moreover, by Theorem 1.4 we get \( E(\langle X_2 - \mu_2, \xi \rangle) = E(\langle X_1 - \mu_1, -\xi \rangle) = 0 \) which leads to

\[
E(\|X_1 - X_2\|^2) = 2d + \Delta^2 + 2(0 - 0) = \Delta + 2d.
\]

Now we estimate the variance of \( \|X_1 - X_2\|^2 \) but we have to be careful as the three non-constant expressions in \( (6.1) \) are not independent. Indeed, from the second line of \( (6.1) \) we get

\[
V(\|X_1 - X_2\|^2) = V(\|X_2 - \tilde{X}_1\|^2) + \Delta^2 - 2\langle X_2 - \tilde{X}_1, X_1 - \tilde{X}_1 \rangle
= V(\|X_2 - \tilde{X}_1\|^2) + 4V(\langle X_2 - \tilde{X}_1, X_1 - \tilde{X}_1 \rangle)
+ \text{Cov}(\|X_2 - \tilde{X}_1\|^2, -2\langle X_2 - \tilde{X}_1, X_1 - \tilde{X}_1 \rangle)
\leq V(\|X_2 - \tilde{X}_1\|^2) + 4V(\langle X_2 - \tilde{X}_1, X_1 - \tilde{X}_1 \rangle)
+ (V(\|X_2 - \tilde{X}_1\|^2) \cdot V(-2\langle X_2 - \tilde{X}_1, X_1 - \tilde{X}_1 \rangle))^{1/2} =: (*)
\]

where we know, see Problem 1.2, that \( V(\|X_2 - \tilde{X}_1\|^2) \leq 3d \) holds. For the second term under the root we compute

\[
V(\langle X_2 - \tilde{X}_1, X_1 - \tilde{X}_1 \rangle) = V(\langle X_2 - \mu_2, \mu_1 - \mu_2 \rangle + \langle X_1 - \mu_1, \mu_2 - \mu_1 \rangle)
= V(\langle X_2 - \mu_2, \mu_1 - \mu_2 \rangle) + V(\langle X_1 - \mu_1, \mu_2 - \mu_1 \rangle)
\leq 2\|\mu_1 - \mu_2\|^2
\]

where we use \( Z := X_i - \mu_i \sim N(0, 1, \mathbb{R}^d) \), \( \xi := \pm(\mu_1 - \mu_2) \) together with Theorem 1.4 to get \( V(\langle Z, \xi \rangle) = \|\xi\|^2 \). This allows us to continue the estimate of the variance.
as follows

\[(*) \leq 3d + 8\| \mu_1 - \mu_2 \|^2 + (3d \cdot 8\| \mu_1 - \mu_2 \|^2)^{1/2} = 3d + 8\Delta^2 + \sqrt{24}\Delta d^{3/2}.\]

Now we adapt the method used in the proof of Theorem 1.2 and split

\[\|X_1 - X_2\| - \sqrt{s^2 + 2d} = \frac{\|X_1 - X_2\|^2 - (s^2 + 2d)}{2\sqrt{s^2 + 2d}} - \frac{(\|X_1 - X_2\|^2 - (s^2 + 2d))^2}{2\sqrt{s^2 + 2d}(\|X_1 - X_2\| + \sqrt{s^2 + 2d})^2}\]

where we know that the expectation of the first term is zero. The expectation of the second term we estimate by

\[0 \leq E\left(\frac{\|X_1 - X_2\|^2 - (s^2 + 2d))^2}{2\sqrt{s^2 + 2d}(\|X_1 - X_2\| + \sqrt{s^2 + 2d})^2}\right) \leq \frac{V(\|X_1 - X_2\|^2)}{2(s^2 + 2d)^{3/2}} \leq \frac{3d + 8\Delta^2 + \sqrt{24}\Delta d^{3/2}}{2(s^2 + 2d)^{3/2}}\]

where we used our previous estimate for \(V(\|X_1 - X_2\|^2)\). This establishes (i).

(ii) Finally we get

\[V(\|X_1 - X_2\|) = |E(\|X_1 - X_2\|^2) - (E(\|X_1 - X_2\|))^2|\]

\[= |(s^2 + 2d) - [E(\|X_1 - X_2\| - \sqrt{s^2 + 2d}) + \sqrt{s^2 + 2d}]^2|\]

\[= |(s^2 + 2d) - [E(\|X_1 - X_2\| - \sqrt{s^2 + 2d})]^2 + 2E(\|X_1 - X_2\| - \sqrt{s^2 + 2d})\sqrt{s^2 + 2d} + (s^2 + 2d)|\]

\[\leq |E(\|X_1 - X_2\| - \sqrt{s^2 + 2d})|^2 + 2|E(\|X_1 - X_2\| - \sqrt{s^2 + 2d})|\sqrt{s^2 + 2d} + 2\Delta^2 + 2d\]

which shows (ii) by employing twice the estimate from (i). \(\square\)

In the following results we understand \(\Delta = \Delta(d)\) as a function of the dimension. To keep the notation short we will however drop the ‘of \(d\)’ most of the time.

**Corollary 6.2.** Let \(\mu_1, \mu_2 \in \mathbb{R}^d\) and \(\Delta := \| \mu_1 - \mu_2 \|.\) Let \(X_1 \sim N(\mu_1, 1, \mathbb{R}^d)\) and \(X_2 \sim N(\mu_2, 1, \mathbb{R}^d)\) be random variables. Assume either that there exists \(d_0 \geq 1\) such that \(\Delta \geq 2\sqrt{d}\) holds for all \(d \geq d_0\) or that there exists \(d_0 \geq 1\) such that \(\Delta < 2\sqrt{d}\) holds for all \(d \geq d_0\). Then

\[\lim_{d \to \infty} E(\|X_1 - X_2\| - \sqrt{s^2 + 2d}) = 0 \quad \text{and} \quad \limsup_{d \to \infty} V(\|X_1 - X_2\|) \leq 23.\]

**Proof.** We start with the first scenario, assume \(\Delta \geq 2\sqrt{d}\), i.e., \(d \leq \Delta^2/4\), and estimate

\[\frac{3d + 8\Delta^2 + \sqrt{24}\Delta d^{1/2}}{2(\Delta^2 + 2d)^{3/2}} \leq \frac{(3/4)\Delta^2 + 8\Delta^2 + \sqrt{6}\Delta^2}{2(\Delta^2)^{3/2}} \leq \frac{3/4 + 8 + \sqrt{6}}{4\sqrt{d}} \quad d \to \infty,\]

\[= 0.\]

For the second scenario assume \(\Delta < 2\sqrt{d}\). Then

\[\frac{3d + 8\Delta^2 + \sqrt{24}\Delta d^{1/2}}{2(\Delta^2 + 2d)^{3/2}} \leq \frac{3d + 32d + 2\sqrt{24}d}{2(2d)^{3/2}} = \frac{17 + \sqrt{24}}{2\sqrt{2d}} \quad d \to \infty,\]

\[= 0.\]
holds. This shows that the expectation tends to zero. For the variance we get from the above that the first term will tend to zero and it thus remains to bound the second. In the first scenario we estimate

\[
\frac{3d+8\Delta^2 + \sqrt{24}d^{1/2}}{\Delta^2 + 2d} \leq \frac{(3/4+8+\sqrt{6})\Delta^2}{\Delta^2 + 2d} \leq \frac{12}{1+(2d/\Delta^2)} \leq 12
\]

and in the second

\[
\frac{3d+8\Delta^2 + \sqrt{24}d^{1/2}}{\Delta^2 + 2d} \leq \frac{45d}{\Delta^2 + 2d} = \frac{45}{(\Delta^2/d)+2} \leq \frac{45}{2}
\]

which finishes the proof.

The above suggests that if we pick two points \(x\) and \(y\) from Gaussians with different centers at random, then we have to expect that \(\|x - y\| \approx \sqrt{\Delta^2 + 2d}\) holds for large \(d\) and that the distribution does not spread out when \(d\) increases. On the other hand we know already from Chapter 1 that \(\|x - y\| \approx \sqrt{2d}\) for large \(d\) provided that \(x\) and \(y\) are sampled from the same Gaussian. This implies that the question if the two Gaussians can be separated, requires that the distance \(\sqrt{\Delta^2 + 2d} - \sqrt{2d}\) between the two expectational values is large enough. For the two scenarios covered by Corollary 6.2 we get the following.

Lemma 6.3. Let \(\Delta : \mathbb{N} \to (0, \infty)\) and \(\delta : \mathbb{N} \to (0, \infty)\), \(\delta(d) := \sqrt{\Delta^2 + 2d} - \sqrt{2d}\).

(i) If there exists \(d_0 \geq 1\) such that \(\Delta \geq 2\sqrt{d}\) holds for all \(d \geq d_0\), then \(\delta(d) \geq \sqrt{d}\) holds for \(d \geq d_0\).

(ii) If there exists \(d_0 \geq 1\), \(c > 0\) and \(\alpha \geq 0\) such that \(cd^{1/4+\alpha} \leq \Delta < 2\sqrt{d}\) holds for all \(d \geq d_0\), then \(\delta(d) \geq (c^2/4)d^{2\alpha}\) holds for \(d \geq d_0\).

Proof. (i) In this case we compute

\[
\delta(d) = \sqrt{\Delta^2 + 2d} - \sqrt{2d} \geq \sqrt{4d + 2d} - \sqrt{2d} = (\sqrt{6} - \sqrt{2})\sqrt{d} \geq \sqrt{d}.
\]

(ii) Using \(\Delta^2 \leq 4d\) and \(\Delta > cd^{1/4+\alpha}\) we get

\[
\delta(d) = \frac{\Delta^2}{\sqrt{\Delta^2 + 2d} + \sqrt{2d}} \geq \frac{(cd^{1/4+\alpha})^2}{\sqrt{6d} + \sqrt{2d}} \geq \frac{c^2d^{2\alpha}}{(\sqrt{6}+\sqrt{2})} \geq \frac{c^2}{4} \cdot d^{2\alpha}
\]

as claimed.

We will see later how Lemma 6.3 outlines for the situation sketched in Figure 6.3 how fast \(\Delta\) needs to grow in order to separate two Gaussians. Before we discuss this, we need however the following explicit probability estimate complementing our results in Theorem 6.1 and Corollary 6.2 on expectation and variance.

Theorem 6.4. Let \(\mu_1, \mu_2 \in \mathbb{R}^d\) and let \(\Delta := \|\mu_1 - \mu_2\| > 0\). Let \(x_1\) and \(x_2\) be drawn at random with respect to Gaussian distribution with unit variance and means \(\mu_1\)
and \( \mu_2 \), respectively. Then
\[
P\left[ \|x_1 - x_2\| - \sqrt{\Delta^2 + 2d} \geq \varepsilon \right] \leq \frac{54}{\varepsilon} + \frac{8}{\sqrt{d}} + 20 \varepsilon \sqrt{d}
\]
holds for \( \varepsilon > 54 \) and \( d \geq \varepsilon^2/9 \).

**Proof.** Formally, we consider random variables \( X_i \sim N(\mu_i, 1, \mathbb{R}^d) \) for \( i = 1, 2 \) and we estimate
\[
P := P\left[ \|X_1 - X_2\| - \sqrt{\Delta^2 + 2d} \geq \varepsilon \right]
\]
by the same trick that we used already in Theorem 4.7 and Theorem 4.12, namely by multiplying the left side of estimate in the square brackets by \( \|X_1 - X_2\| + \sqrt{\Delta^2 + 2d} \) and the right side by \( \sqrt{\Delta^2 + 2d} \). This way we get
\[
P \leq P\left[ \|X_1 - X_2\|^2 - (\Delta^2 + 2d) \geq \varepsilon \sqrt{\Delta^2 + 2d} \right] =: (o).
\]
Now we introduce the auxiliary random variable \( \tilde{X}_1 := \mu_2 + X_1 - \mu_1 \sim N(\mu_2, 1, \mathbb{R}^d) \) and formula (6.1) that we derived from the cosine law to get
\[
(o) = P\left[ \|X_1 - X_2\|^2 - (\Delta^2 + 2d) \geq \varepsilon \sqrt{\Delta^2 + 2d} \right]
\]
\[
= 1 - P\left[ -\varepsilon \sqrt{\Delta^2 + 2d} \leq \|X_2 - \tilde{X}_1\|^2 + \Delta^2 - 2(\langle X_2 - \mu_2, \mu_1 - \mu_2 \rangle + (X_1 - \mu_1, \mu_2 - \mu_1)) - \Delta^2 - 2d \leq \varepsilon \sqrt{\Delta^2 + 2d} \right]
\]
\[
\leq 1 - P\left[ -\varepsilon \sqrt{\Delta^2 + 2d}/3 \leq \|X_2 - \tilde{X}_1\|^2 - 2d \leq \varepsilon \sqrt{\Delta^2 + 2d}/3 \right]
\]
\[
\cdot P\left[ -\varepsilon \sqrt{\Delta^2 + 2d}/3 \leq -2(\langle X_2 - \mu_2, \mu_1 - \mu_2 \rangle \leq \varepsilon \sqrt{\Delta^2 + 2d}/3 \right]
\]
\[
\cdot P\left[ -\varepsilon \sqrt{\Delta^2 + 2d}/3 \leq -2(\langle X_1 - \mu_1, \mu_2 - \mu_1 \rangle \leq \varepsilon \sqrt{\Delta^2 + 2d}/3 \right]
\]
\[
\leq 1 - P\left[ \|X_2 - \tilde{X}_1\|^2 - 2d \leq \varepsilon \sqrt{2d}/3 \right] \cdot P\left[ \|Z, \xi\| \leq \varepsilon \sqrt{\Delta^2}/6 \right] =: (*)
\]
where we use \( Z := X_i - \mu_i \sim N(0, 1, \mathbb{R}^d) \) and \( \xi := \mu_1 - \mu_2 \). In order to continue we need to estimate both probabilities in \((*)\) from below. From Corollary 4.13 we get for \( \varepsilon/3 > 18 \) and \( d \geq (\varepsilon/3)^2 \) the estimate
\[
P\left[ \|X_2 - \tilde{X}_1\|^2 - 2d \leq \varepsilon \sqrt{2d}/3 \right] \geq 1 - \left( \frac{18}{\varepsilon/3} + \frac{8}{\sqrt{d}} \right) = 1 - \left( \frac{54}{\varepsilon} + \frac{8}{\sqrt{d}} \right).
\]
Using Corollary 4.10 we get
\[
P\left[ \|Z, \xi\| \leq \varepsilon \sqrt{\Delta^2}/6 \right] \geq 1 - \frac{4}{\sqrt{2\pi}} \frac{\|\xi\|}{(\varepsilon \Delta/6) \sqrt{d}} = 1 - \frac{24 \varepsilon \sqrt{d}}{2\pi \sqrt{\Delta \varepsilon d}} \geq 1 - \frac{10 \sqrt{\varepsilon d}}{\varepsilon \sqrt{d}}.
\]
Combining both leads to
\[
(*) = 1 - P\left[ \|X_2 - \tilde{X}_1\|^2 - 2d \leq \varepsilon \sqrt{2d}/3 \right] \cdot P\left[ \|Z, \xi\| \leq \varepsilon \sqrt{\Delta^2}/6 \right] = \left( 1 - \left( \frac{54}{\varepsilon} + \frac{8}{\sqrt{d}} \right) \right) \left[ 1 - 2 \cdot \frac{10 \sqrt{\varepsilon d}}{\varepsilon \sqrt{d}} + \left( \frac{10 \sqrt{\varepsilon d}}{\varepsilon \sqrt{d}} \right)^2 \right]
\]
\[
\leq 1 - \left[ 1 - \left( \frac{54}{\varepsilon} + \frac{8}{\sqrt{d}} \right) \right] \left[ 1 - \frac{20}{\varepsilon\sqrt{d}} \right] \\
\leq 1 - \left[ 1 - \left( \frac{54}{\varepsilon} + \frac{8}{\sqrt{d}} \right) - \frac{20}{\varepsilon\sqrt{d}} \right] \\
= \frac{54}{\varepsilon} + \frac{8}{\sqrt{d}} + \frac{20}{\varepsilon\sqrt{d}}
\]

which finishes the proof.

The following is the core result on separability as we can use it to see that points which have ‘small’ mutual distance belong to the same Gaussian with high probability.

**Theorem 6.5.** (Separation Theorem) Let \( \mu_1, \mu_2 \in \mathbb{R}^d \) and put \( \Delta := \|\mu_1 - \mu_2\| \). Let \( \varepsilon_1 > 18 \) and \( \varepsilon_2 > 54 \) be constant and assume that there is \( d_0 \geq 1 \) such that
\[
\sqrt{\Delta^2 + 2d} - \sqrt{2d} > \varepsilon_1 + \varepsilon_2 \quad \text{holds for} \quad d \geq d_0.
\]
Let \( X_i \sim N(\mu_i, 1, \mathbb{R}^d) \) and \( S_i := \{x_i^{(1)}, \ldots, x_i^{(n)}\} \) be samples of \( X_i \) for \( i = 1, 2 \) such that \( S_1 \cap S_2 = \emptyset \). Let \( x, y \in S_1 \cup S_2 \). Then
\[
\liminf_{d \to \infty} P \left[ x, y \text{ come from same Gaussian} \mid \|x - y\| - \sqrt{2d} < \varepsilon_1 \right] \geq \frac{1 - 18/\varepsilon_1}{1 + 54/\varepsilon_2}
\]
holds.

**Proof.** On the basis of our prior experiments, see Figure 6.4, and in view of Theorem 1.3 and Corollary 6.2 we expect that the mutual distances will accumulate around the values \( \sqrt{2d} \) and \( \sqrt{\Delta^2 + 2d} \). Our assumptions imply \( \sqrt{2d} + \varepsilon_1 < \sqrt{\Delta^2 + 2d} - \varepsilon_2 \) which guarantees that \( B(\sqrt{2d}, \varepsilon_1) \) and \( B(\sqrt{\Delta^2 + 2d}, \varepsilon_2) \) have empty intersection, i.e., there is some space between the two ‘bumps’ sketched in Figure 6.7 below.

![Figure 6.6](image)

**Figure 6.6.** Picture of the distribution of mutual distances accumulating around \( \sqrt{2d} \) and \( \sqrt{\Delta^2 + 2d} \).

To keep notation short let us abbreviate \( x \sim y \) for the case that \( x \) and \( y \) come from the same Gaussian, i.e., if \( x, y \in S_1 \) or \( x, y \in S_2 \). Consequently, \( x \not\sim y \) means \( x \in S_1, y \in S_2 \) or \( x \in S_2, y \in S_1 \). We use Bayes Theorem to compute the conditional probability
\[
P \left[ x \sim y \mid \|x - y\| - \sqrt{2d} < \varepsilon_1 \right] = \frac{P \left[ \|x - y\| - \sqrt{2d} < \varepsilon_1 \mid x \sim y \right] \cdot P \left[ x \sim y \right]}{P \left[ \|x - y\| - \sqrt{2d} < \varepsilon_1 \right]} =: (\circ)
\]
and continue with the denominator as follows

\[
\begin{align*}
P[\|x - y\| - \sqrt{2d} < \epsilon_1] &= P[\|x - y\| - \sqrt{2d} < \epsilon_1 \mid x \sim y] \cdot P[x \sim y] \\
& \quad + P[\|x - y\| - \sqrt{2d} < \epsilon_1 \mid x \not\sim y] \cdot P[x \not\sim y] \\
& \leq 1 \cdot \frac{1}{2} + (1 - P[\|x - y\| - \sqrt{2d} < \epsilon_1 \mid x \not\sim y]) \cdot \frac{1}{2} \\
& \leq \frac{1}{2} \cdot \left(1 + P[\|x - y\| - \sqrt{\Delta^2 + 2d} < \epsilon_2 \mid x \not\sim y]\right) \\
& \leq \frac{1}{2} \cdot \left(1 + \frac{54}{\epsilon_2^2} + \frac{8}{\sqrt{\epsilon_2}} + \frac{20}{\epsilon_2 \sqrt{d}}\right)
\end{align*}
\]

where we employed \(P[x \not\sim y] = \frac{1}{2}\), the fact that \(B(\sqrt{2d}, \epsilon_1) \cap B(\sqrt{\Delta^2 + 2d}, \epsilon_2) = \emptyset\) and the estimate from Theorem 6.4. Using \(P[x \sim y] = \frac{1}{2}\) and the estimate from Theorem 4.12 to treat the numerator of \((\circ)\) we get

\[
P[ x \sim y \mid \|x - y\| - \sqrt{2d} < \epsilon_1] \geq 1 - \frac{18}{\epsilon_1} - \frac{8}{\sqrt{d}} + \frac{20}{\epsilon_2 \sqrt{d}}
\]

and letting \(d \to \infty\) finishes the proof. \(\square\)

Notice that in order to apply Theorem 6.5 we need that \(\delta = \sqrt{\Delta^2 + 2d} - \sqrt{2d} \geq \epsilon_1 + \epsilon_2 > 72\) holds. Here, \(\delta = \delta(d)\) can for example be large and bounded or even tend to infinity. If the latter is the case, we may in (6.2) consider \(\epsilon_2 \to \infty\) as well. We state concrete examples for this below.

**Corollary 6.6.** Let \(\epsilon_1 > 18\) be constant, \(\epsilon_2 = d^\alpha\) and \(\Delta = 2d^{1/4+\alpha}\) with \(\alpha > 0\). Then the assumptions of Theorem 6.5 are met and we have

\[
\liminf_{d \to \infty} P[x, y \text{ come from same Gaussian} \mid \|x - y\| - \sqrt{2d} < \epsilon_1] \geq 1 - \frac{18}{\epsilon_1}.
\]

**Proof.** We first consider the case \(\alpha \geq 1/4\). Then by Lemma 6.3(i) we get that \(\delta \geq d^{1/2} > \epsilon_1 + d^{1/4}\) holds for large \(d\). We may thus proceed as in the proof of the previous theorem and at its end we see, since \(\epsilon_2 \to \infty\) for \(d \to \infty\), that the limit inferior is bounded from below by \(1 - 18/\epsilon_1\).

Let now \(\alpha < 1/4\). Then we apply Lemma 6.3(ii) and get that \(\delta \geq (2^2/4)d^{2\alpha} > \epsilon_1 + d^{\alpha}\) for large \(d\). From this point on we can proceed as in the first part. \(\square\)

We conclude this chapter by running the separation algorithm suggested by our previous results with the parameters outlined in Corollary 6.6. That is, we consider two \(d\)-dimensional Gaussians whose centers have distance \(\Delta = \Delta(d)\) and sample from each of them 100 points. Then we pick one data point at random and label its 100 nearest neighbors with 0, the rest with 1. Finally we check how many of the
points with the same label came from the same Gaussian. The charts below show the rate of correctly classified points for different choices of $\Delta$.

Figure 6.7. Rate of correctly classified data points for $\Delta \equiv 10$, $\Delta = 2^{d/4}$, and $\Delta = 2d^{0.3}$. The pictures show the means over 100 experiments for each dimension.

We leave it as Problem 6.2 to verify the above and we mention that for $\Delta = 2\sqrt{d}$ in experiments the rate of correctly classified points turned out to be one for all dimensions. Finally let us look at the distribution of mutual distances in a case where $\Delta$ is (too) small.

Figure 6.8. Mutual distances of points in a set consisting of 100 points sampled from $\mathcal{N}(0,1,\mathbb{R}^{1000})$ and 100 points sampled from $\mathcal{N}((\Delta,0,\ldots),1,\mathbb{R}^{1000})$ with $\Delta = 25, 30$.

The pictures in Figure 6.8 show the distribution of mutual distances between 200 points sampled from two different Gaussians in $\mathbb{R}^{1000}$. In the left picture the distance between their means is 25 and in the right picture it is 30. In the experiment that lead to the right picture our algorithm still correctly classified 98% of the points, whereas in the experiment underlying the left picture we only got 85% right. Notice that the threshold identified in Corollary 6.6 is $2^{d/4} = 20$.

Problems

Problem 6.1. Replicate the results of Figure 6.4. More precisely, sample 100 points each of two Gaussians in $\mathbb{R}^{1000}$, one centered at zero and the other at $(1,1,\ldots)$. Then compute the pairwise distances within the whole sample and plot their distribution.

Problem 6.2. Implement the naive separation algorithm, that picks one data point at random and then labels that half of the data set which is closest to the first point as 0 and the rest as 1. Test the algorithm on the data set from Problem 6.1. When generating the data, mark the data points with 0 and 1 and after running the separation algorithm, let your code count how many data points got classified correctly.
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Problem 6.3. Replicate the results of Figure [6.7]. More precisely, run the code from Problem 6.2 for different dimensions $d$ and different distance functions $Δ = Δ(d)$, e.g., $Δ ≡ c > 0$, $Δ = 2\sqrt{d}$, $Δ = d^{0.3}$ or $Δ = d^{1/4}$. Plot the rate of correctly classified data points as a function of the dimension. Simulate also the case $Δ = 2d^{0.2}$ and confirm that this leads to a low correct classification rate which decreases for large dimensions.

![Figure 6.9. Average rate of correctly classified data points for $Δ = 2d^{0.2}$.

Problem 6.4. A weak spot of our method above is that the point that we start with could lie somewhere far away from both of the two annuli. Think of ways to improve on this.

Problem 6.5. The table below contains actual heights sampled from adults aged 40-49 years in the U.S. The numbers represent the percentage that has height less than the value in the top row of the same column and larger than the value in the row left of it.

|         | 147.32 | 149.86 | 152.40 | 154.94 | 157.48 | 160.02 | 162.56 | 165.10 | 167.64 | 170.18 |
|---------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|
| Women   | 1.6    | 3.4    | 5.8    | 9.0    | 11.0   | 15.2   | 12.0   | 14.2   | 10.8   | 8.2    |
| Men     | 0      | 0      | 0      | 1.9    | 1.9    | 1.8    | 4.2    | 9.6    | 10.9   | 10.1   |
|         | 172.72 | 175.26 | 177.80 | 180.34 | 182.88 | 185.42 | 187.96 | 190.50 | 193.04 | 195.58 |
| Women   | 3.5    | 3.1    | 1.6    | 0.1    | 0      | 0      | 0      | 0      | 0.5    | 0      |
| Men     | 10.1   | 14.0   | 15.2   | 9.5    | 8.3    | 5.1    | 5.2    | 1.3    | 0.4    | 0.5    |

Table 6.1. Sample of heights of adult U.S. citizens.

Try with our algorithm (of which we know that it works in high dimensions) to separate the 1-dimensional data set.

1https://www2.census.gov/library/publications/2010/compendia/statab/130ed/tables/11s0205.pdf
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