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ABSTRACT
The Hamburg wheel tracking test (HWTT) is a widely used testing procedure designed to accelerate and simulate the rutting phenomena in the laboratory. Rut depth, as one of the outputs of the HWTT, is dependent on a number of parameters related to mix design and testing conditions. This study introduces a new model for predicting the rutting depth of asphalt mixtures using a deep learning technique - the convolution neural network (CNN). A database containing 10,000 data points from a comprehensive collection of HWTT results was used to develop a CNN-based machine learning prediction model. The model has been formulated in terms of known influencing mixture variables such as asphalt binder high-temperature performance grade, mixture type, aggregate size, aggregate gradation, asphalt content, total asphalt binder recycling content, and testing parameters, including testing temperature and number of wheel passes. The model can be used as a tool to estimate the rut depth in asphalt mixtures when laboratory testing is not feasible or for cost-saving, and pre-design trials.

1. Introduction
Rutting is one of the major distresses in the asphalt pavements compromising the ride quality and safety of roads. This type of distress is caused by permanent deformation and shear failure of the asphalt mix under the repetition of heavy loads in during warm and/or wet seasons. This phenomenon is especially prevalent in hot climates and on heavily trafficked routes. In order to characterise the rutting process, numerous experimental studies have been conducted (Chaturabong & Bahia, 2017; Jahangiri, Karimi, et al., 2017; Javilla et al., 2017). Among the implemented tests, the Hamburg wheel tracking test (HWTT) has gained considerable attention from the researchers and agencies across the United States (Mohammad et al., 2017). This test applies thousands of wheel load passes to simulate the traffic loads on hot mix asphalt (HMA) specimens in an accelerated fashion at a selected temperature, such as 50°C, and typically using a temperature controlled water bath as the heating medium. The HWTT is performed in accordance with the AASHTO T324 standard. Rut depth along the sample as a function of wheel pass represents the main output of the HWTT. The averaged rut depth versus wheel pass is dependent on a number of factors related to the mix design and test conditions. Recently, Lv et al. (2019) used the HWTT to evaluate the high temperature performance of asphalt mixes modified by styrene–butadiene-styrene (SBS), polyphosphoric acid, and rubber. To this end, different dosages of additives and a base binder of PG 64–22 were used to make the binder system. The results showed that the rut depth decreased as a result of SBS-polymer modification. However, increasing the dosage did not necessarily result in a reduction of permanent deformation. Therefore, an optimum additive
content was identified for each additive. In another study, Ziari et al. (2018) added 5, 10, and 15% of minus-40 mesh rubber to a dense-graded control mix. The rut depth under the Hamburg test was reduced by up to 40% at high rubber dosages. Vahidi et al. (2014) tested a mixture that had 40% Reclaimed Asphalt Pavement (RAP) content as the control mix. It was reported that adding 10% of ground tire rubber (GTR) by weight of binder to this mix significantly lowered the Hamburg rut depth (Vahidi et al., 2014). This observation was attributed to the stiffened binder resulting from the absorption of volatiles in the binder by the rubber particles, and due to the stiffness of the swelled rubber (Vahidi et al., 2014).

Although most of agencies such as state departments of transportation (DOTs) across the United States conduct the Hamburg test at 50°C, some researchers have linked the recommended testing temperature to the plan binder grade required for a project in a given climate under a given traffic level. Kim, Shen, et al., (2018) have studied the effect of temperature on rut depth at 50, 64, and 70°C in the state of Georgia. Walubita et al., (2016) attributed the rutting failures observed in Texas to the low Hamburg temperature compared to the actual temperature that the pavement experiences during its service life in the southern part of the United States. Conducting the Hamburg test at higher temperatures such as 60 and 70°C could more accurately screen rutting prone mixtures (Walubita et al., 2016). In colder climates such as Wisconsin, lower temperatures have been used to evaluate the rutting resistance of the mixtures. Swiertz et al., (2017) performed the Hamburg test at 45 and 50°C and observed that the number of passes to reach 12.5 mm of rut depth at 50°C could be as high as three times higher than that at 45°C. Considering four nominal maximum aggregate sizes (NMAS) including 25, 19, 12.5, 9.5, and 4.75 mm of Superpave mixtures, Swiertz et al., (2017) investigated the effect of aggregate gradation on the rut depth. The Hamburg testing results at 50°C under 20,000 wheel passes showed that the rut depth slightly increased as the NMAS increased from 4.75 to 25 mm. Accordingly, better rutting performance for coarser gradations was reported by Larrain and Tarefder (2019). Batioja-Alvarez et al. (2020) studied the potential of Hamburg as a quality assurance test to be implemented in the state of Indiana. To this end, the effects of binder grade, NMAS, and testing temperature on both field cores and plant produced lab compacted samples were investigated through the rutting resistance index (RRI). The results indicated a clear distinction of rut depth between the mixtures with different binder grades. The testing results showed that Hamburg testing could properly capture the effect of aggregate type, with softer aggregates leading to higher rut depths in the HWTT (Mahmoud et al., 2010).

In an attempt to introduce more parameters related to moisture and rutting susceptibility of the mixtures, Yin et al. (2014) showed that incorporating more recycled materials results in a better rutting resistance, yet increases stripping potential. Accordingly, experimental results in (Tran et al., 2017) showed that adding 50% of RAP could reduce the rut depth of a virgin mix from 2.83 to 1.19 mm at 10,000 passes. Ozer et al. (2013) added 2.5, 5, and 7.5% recycled asphalt shingles (RAS) by weight of the mix and observed a significant drop in rut depth in the Hamburg test as the recycled material content increased. The beneficial effect of recycled materials on high temperature performance has also been reported by other researchers (Buttlar et al., 2018; Ghanbari et al., 2020; Hamedi et al., 2018; Kim, Castorena, et al., 2018; Majidifard, Jahangiri, et al., 2019; Wang et al., 2019). As an example, Jahangiri et al. studied eighteen mixtures used to pave the roads across Missouri. The measured rut depth under Hamburg results revealed the positive effect of stiffer binder system as a result of higher asphalt binder replacement by recycled materials, including RAP and RAS (Jahangiri, Majidifard, et al., 2019).

Buss et al. (2016) compared laboratory compacted samples to the field cores in terms of Hamburg rut depth. To this end, the asphalt materials used to pave four sections were sampled, and laboratory specimens were fabricated. In addition, the field cores were taken from the sections and tested in the Hamburg device at 50 °C. It was observed that in all four mixtures, the field cores accumulated lower rut depth as compared to the gyratory compacted samples in the lab. However, results reported in (Batioja-Alvarez et al., 2020) showed better rutting resistance in plant-produced, laboratory-compacted (PPLC) specimens. The significant effect of sample type such as field core, PPLC and lab-produced, lab-compacted (LPLC) has been reported in other studies (Jahangiri et al., 2021).
Recently, there has been a growing trend within the pavement community to deploy advanced machine learning and deep learning methods for the characterisation of asphalt pavements. In this arena, (Majidifard, Jahangiri, et al., 2019; Majidifard, Jahangiri, et al., 2020) used genetic expression programming (GEP) to develop prediction models for both fracture energy of asphalt at low temperature and rutting performance at high temperature. This study proposes a new deep learning approach to predict the rutting depth versus wheel pass curve obtained from the HWTT as a function of asphalt mixture properties. Considering the increasing use of the HWTT in the balanced mix design movement across the United States (Buss et al., 2016; Larrain & Tarefder, 2019; Song et al., 2018; Yin et al., 2014), such models can provide both time and cost savings for the purposes of initial design and material screening. A subset of deep learning entitled the convolution neural network (CNN) method is used herein to create an analytical model that can be easily programmed into a spreadsheet or into cloud-based services. Sensitivity and parametric analyses are then performed to validate the reliability of the developed machine learning model.

2. Convolution neural network

CNNs is a branch of deep learning motivated by physiological processes between neurons that mimic visual cortex systems (Valueva et al., 2020). A CNN structure is created by an input, multiple hidden layers, and an output layer. The hidden layers typically include a series of convolutional layers that convolve with multiplication or other dot products. Each hidden layer is followed by an activation function, which is commonly taken as Rectified linear units (RELU) layer. Hidden layers are consisting of neurons with learnable weights and biases. Each neuron takes various inputs, exerts a weighted sum across them, transfers it within an activation function, and returns an output. A loss function at the end of the structure can minimise the error and re-assign new weights to the neurons. Multilayer perceptrons are regulated to form a CNN. In a multilayer perceptrons structure, the layers are fully connected. Thus, each neuron in one layer is connected to all neurons in the next layer (Goodfellow et al., 2016; Kim, 2014; Liu et al., 2017; Rezaeianjouybari & Shang, 2020).

The application of CNN in the pavement arena generally involves either classification or regression approaches. Most classification applications using the CNN model involve detecting and classifying pavement distresses (Gopalakrishnan, 2018; Majidifard, Adu-Gyamfi, et al., 2020; Majidifard, Jahangiri, et al., 2020). For instance, Zhang et al., (2017) established CrackNet software using CNN to detect patches (Zhang et al., 2017). Also, Majidifard, Jin, et al., (2020) developed YOLO v2 and Faster R-CNN frameworks to classify pavement distress using a comprehensive database. Also, Majidifard, Adu-Gyamfi, et al. (2020) developed an automatic pavement distress detection tool to classify and quantify the severity of the distresses via hybrid YOLO and U-Net models (Majidifard, Adu-Gyamfi, et al., 2020). Jiang et al. (2018) used CNN to classify asphalt mixtures components (aggregate, mastic, and air void) from X-ray images (Jiang et al., 2018). There are limited studies that focus on using CNNs for regression problems. Gong et al. (2018) have recently used a deep neural network to predict pavement rutting for the mechanistic-empirical pavement design guide (Gong et al., 2018). The current study aims at harnessing the power of CNNs for developing HWTT rutting prediction models.

3. Experimental database

A variety of testing specimens fabricated from different asphalt mixtures, including plant-produced/laboratory-compacted (‘Plant’) mixtures, and laboratory-produced laboratory-compacted (‘Lab’) mixtures were tested at different temperatures. The aggregate and binder were mixed together in a bucket at the appropriate, mix-specific mixing temperature and kept in the oven for 2 h at the corresponding, appropriate compaction temperature according to AASHTO R35. Mixing and compaction temperatures varied based on the Superpave performance grade of the binder and the resulting
viscosity across the production temperature range. For plant mixtures, loose mixture was heated in an oven until the compaction temperature was reached. Afterward, all samples were compacted to 7 ± 0.5% air void. Details about the mixtures investigated are provided in Table 1, with additional details provided elsewhere (Buttlar, Rath, et al., 2018; Jahangiri, Majidifard, et al., 2019; Buttlar et al., 2020; Majidifard, Jahangiri, et al., 2020).

On the basis of the literature reviewed, this study presents a new CNN-based prediction model for the HWTT rut depth vs. wheel pass as follows:

\[
\text{Rut depth (mm)} = f(\text{Mixtype, UTI, HTPG, AC, NMAS, ABR, RAP, RAS, G, AT, CRC, T, Pass})
\]

where, Mix type: Plant or lab-compacted mixture (Plant (loos asphalt mixture collected from plant and compacted in the lab) = 1, Lab (produced from virgin materials in lab) = 2); UTI (°C): Useful temperature interval (i.e. for PG 64–22 binder, UTI = 64-(-22) = 86°C); HTPG (°C): High temperature performance grade (for PG 64–22 binder, this is 64°C); AC (%): Asphalt content; NMAS (mm): Nominal maximum aggregate size. In this study, NMAS can be either 4.75, 9.5, 12.5 mm or 19 mm; ABR (%): Asphalt Binder Replacement (or ABR, ratio of recycled binder to total binder); RAP (%): Reclaimed asphalt pavement, % by ABR; RAS (%): Reclaimed asphalt shingles, % by ABR; G: Gradation type (Dense: 1; SMA: 2); AT: Aggregate Type (Limestone: 1; Granite: 2); CRC (%): Crumb rubber content (rubber percentage in virgin binder); T (°C): Testing temperature; Pass: Number of wheel passes

The models were developed using 10,000 data points from HWTT results from various tests conducted on 29 materials from pavements in mid-continental United States. Fifty tests were performed according to AASHTO-T324 (AASHTO, 2013). For each test, three samples were tested, and averaged results were used. Therefore, 150 samples were tested to collect 10,000 test results. As shown in Figure 1, the 71.7 kg loaded steel wheel runs over the samples placed in a water bath at 50 °C (Figure 1). The vertical deformation of the specimen is recorded along with the number of wheel passes. The test ends when either the specimen deforms more than 20 mm or the number of passes exceeds 20,000 (Figure 2). Each curve contained 200 data points (Figure 2). Moreover, this study evaluated different test temperatures for the Hamburg wheel test. Various DOTs and agencies are adopting Hamburg test temperatures according to the prevailing climatic conditions instead of the standardised recommended value of 50°C. Therefore, the proposed model can be considered a practical tool for design purposes by DOTs as it incorporates the temperature as a variable in its predictions.

Ranges of the parameters used to develop the prediction model are summarised in Table 2.

Frequency histograms were formed to present the variability of the parameters (see Figure 3). As seen in the figure, the distribution of the variables is not uniform.

To avoid overfitting, the database was divided into three subsets:

- Learning: Samples of data used to fit the model (∼ 70%).
- Testing: Samples of data used to provide an unbiased evaluation of a model fit on the training dataset while tuning model parameters (∼ 15%).
- Validation: Sample of data used to provide an unbiased evaluation of the final model on unseen dataset (∼ 15%).

Model calibration and preliminary evaluation were done using the learning and testing sets, respectively. The accuracy of the models was assessed using the following indexes:

- \( R^2 \): Correlation coefficient
- \( \text{RMSE} \): Root mean squared error
Table 1. Range of materials\(^a\) and other mixture characteristics represented in the 29 asphalt sections evaluated in this study.

| Mixture Type | Virgin Binder Grades in Study Mixes | Asphalt Content Range (%) | Gradation Types | NMAS (mm) Range | ABR (%) Range | Additives Used |
|--------------|-----------------------------------|---------------------------|-----------------|-----------------|---------------|----------------|
| Plant (17 Mix), Lab (12 Mix) | PG 76–22 | 5.1 | Dense (23 Mix) | 19 | 0 | 1. Anti-stripping agent (‘Morelife T280’) |
| | PG 70–22 | to 7.9 | SMA (6 Mix) | 12.5 | 2. Warm-mix additive (‘Evotherm’) |
| | PG 70–28 | | (6 Mix) | 20 Mix, 9.5 | 3. Rejuvenator additive (‘EvoFlex CA’) |
| | PG 64–22 V | | (6 Mix) | 4 Mix, 4.75 | 4. Anti-stripping agent (‘IPC-70’) |
| | PG 64–22 H | | | 5. Warm-mix additive (‘PC 2106’) |
| | PG 64–28 | | | 6. Crumb rubber (dry process and terminal blend) |
| | PG 58–28 | | | 7. Steel Fiber |
| | PG 46–34 | | | |

\(^a\)For convenience, property ranges are given. Details are provided in (Buttler et al. 2018; Jahangiri, Majidifard, et al., 2019; Buttler et al., 2020; Majidifard et al. 2020).
Figure 1. (a) A Hamburg wheel tracking device, (b) Asphalt sample after 20,000 passes in the Hamburg device.

Figure 2. Typical rut depth curve versus number of passes in Hamburg wheel tracking test (200 data points).

- **MAE**: Mean absolute error

\[ R^2 = \frac{\sum_{i=1}^{n} (O_i - \bar{O}_i)(t_i - \bar{t}_i)^2}{\sum_{i=1}^{n} (O_i - \bar{O}_i)^2 \sum_{i=1}^{n} (t_i - \bar{t}_i)^2} \]  \hspace{0.5cm} (2)

\[ RMSE = \sqrt{\frac{\sum_{i=1}^{n} (O_i - t_i)^2}{n}} \]  \hspace{0.5cm} (3)

\[ MAE = \frac{\sum_{i=1}^{n} |O_i - t_i|}{n} \]  \hspace{0.5cm} (4)

where, \( O_i \): Measured output; \( t_i \): Predicted output; \( \bar{O}_i \): Average of measured outputs; \( \bar{t}_i \): Average of predicted outputs; \( n \): Number of samples
Table 2. Descriptive statistics of the variables.

|                          | Mean | Median | Mode | Max | Min | Range |
|--------------------------|------|--------|------|-----|-----|-------|
| Mix type (Plant = 1, Lab = 2) | 1.4  | 1      | 1    | 2   | 1   | 1     |
| UTI                      | 86.4 | 86     | 86   | 98  | 80  | 18    |
| High PG                  | 56.8 | 58     | 58   | 70  | 46  | 24    |
| Asphalt Content (AC) (%) | 5.7  | 5.4    | 5.1  | 7.9 | 5.1 | 2.8   |
| ABR (%)                  | 31.2 | 32.5   | 35.2 | 48.4| 17  | 31.4  |
| NMAS (mm)                | 11.8 | 12.5   | 12.5 | 19  | 4.8 | 14.3  |
| RAP (%)                  | 24.6 | 24     | 35.2 | 35.3| 0   | 35.3  |
| RAS (%)                  | 6.6  | 0      | 0    | 33  | 0   | 33    |
| Gradation (Dense = 1, SMA = 2) | 1.2  | 1      | 1    | 2   | 1   | 1     |
| Agg Type (limestone = 1, Granite = 2) | 1.2  | 1      | 1    | 2   | 1   | 1     |
| Crumb Rubber Content (CRC) | 3.7  | 0      | 0    | 20  | 0   | 20    |
| Temp (°C)                | 51.6 | 50     | 50   | 64  | 40  | 24    |
| Number of Passes         | 5046.3 | 198   | 0    | 20,000| 0  | 20,000|
| Rut Depth (mm)           | 1.6  | 0.8    | 0    | 19.8| 0   | 19.8  |

4. Development of HWTT prediction model

4.1. Data normalization

Feature normalisation is the first step in training the dataset, which makes the training process faster and more accurate. Therefore, both the training and testing dataset were normalised, as normalisation should be applied to any data used to train or test the model. Data normalisation eliminates the measurement units for data, enabling the comparison of data from different sources. Normalisation transforms data to have a mean of zero and a standard deviation of 1. This standardisation is called a z-score, and data points can be standardised with the following formula:

\[ Z_i = \frac{x_i - \bar{x}}{S} \]

where: \( Z_i \) = Z-score-normalised data; \( x_i \) is a data point \((x_1, x_2 \ldots x_n)\); \( \bar{x} \) is the sample mean; \( S \) is the sample standard deviation.

4.2. Optimal CNN structure

4.2.1. Convolutional layer

The principal benefit of CNN compared to ul networks is the use of parameter distribution in the convolutional layer. The convolutional layer utilises multiple filters to produce outputs instead of directly connecting each neuron set to the following layer (Hinton et al., 2012).

4.2.2. Activation units

An activation function calculates the weighted sum and adds in bias to determine if a neuron should be activated or not (Rezaeianjouybari & Shang, 2020). A neural network without an activation function is basically just a linear regression model. The activation function applies the non-linear conversion to the input, initiating the capability to learn and produce more complex tasks. In neural networks, the weights and biases of the neurons are updated according to the output error. Activation functions make the back-propagation feasible since the gradients are supplied along with the error to renew the weights and biases. Rectifier Linear Unit (ReLU) is the most popular and efficient activation function recently (Nair & Hinton, 2010; Rezaeianjouybari & Shang, 2020) (Figure 4).

\[ f(x) = \max(0, x) \]
Figure 3. Distribution histograms of the variables used in the study.
ReLU is employed broadly in most deep learning models and greatly enhances model performance in most instances. Since the function derivation is ‘1’ for positive values, it flags the errors to be back-propagated efficiently to avoid losing gradient. Also, the cost of computation reduces, and the model converges more accurately due to the simplicity of the function.

4.2.3. Optimising function
The optimisation technique is generally used in deep neural network training to minimise the loss function. The optimisation function herein applied is the Root Mean Square Propagation (RMSProp) (Tieleman & Hinton, 2012). The default learning rate (0.001) suggested by the RMSprop was employed as an adaptive learning rate algorithm.

4.2.4. Regularisation of overfitting
Regularisation procedures are explicitly designed to prevent overfitting and consequently enhance generalisation. Some regularisation technique examples include: early stopping, weight decay through L2 or L1 parameter regularisation, dropout, and dataset increment (Bishop, 2006; Goodfellow et al., 2016; Hastie et al., 2009). In this study, we used an early stopping callback that examines training condition for each epoch. If a considered number of epochs lapses without showing improvement, then the algorithm stops the training.

In this study, the proposed model consisted of a sequential model with two densely connected hidden layers and an output layer that delivered unique output values (Figure 5).

5. Results
The framework was developed via Tensorflow and Keras libraries in python. A batch size of 10 was selected. The model was trained for 1000 epochs. The results for training and testing datasets were monitored (Figure 6). $R^2$ calculated for both the training and testing dataset are shown in Figure 8.
As mentioned before, early stopping is a beneficial technique to avoid overfitting. Figure 7 shows insignificant improvement in the error after about 40 epochs.

Figure 8 shows the performance indices of the optimal CNN model on the training, validation, and testing dataset, respectively. As seen, the proposed CNN model can predict the rut depth accurately.

6. Sensitivity analysis

The effectiveness of the predictive models can be evaluated by inspecting model sensitivity to known influencing factors. The CNN model presented in this study has been used to predict HWTT results for several plant- and lab-compacted mixtures across the Midwest in the United States. For further validation, sensitivity of the proposed model to the variations of the recycled material (RAP and RAS), asphalt content, binder grade type, crumb rubber content, aggregate type, gradation, and test temperature were evaluated. To investigate the effect of each factor, the factor of interest was incrementally changed while all other variables were held constant (Figures 9–14). In order to provide an insight
into the performance of the CNN model, the predictions made by a previously developed GEP model (Majidifard, Jahangiri, et al., 2020) was included in the analysis. A short summary is now provided.

Gene expression programming (GEP) was implemented in the development of an earlier rutting prediction model (Majidifard, Jahangiri, et al., 2020). The dataset (96 data points) in the previous study was much smaller than the dataset (1,000 data points) used in the current study. A smaller number of mixtures, test temperatures, and the use of only four of the available 200 points in each rutting curve were used previously. The following section compares the predictive ability of the previous GEP
Figure 9. Sensitivity analysis of the CNN and GEP models: (a) Effect of RAP and RAS, (b) Effect of RAS and (c) Effect of RAP.

Figure 10. Sensitivity analysis for CNN and GEP models: (a) Effect of temperature on rut depth versus number of passes in CNN model, (b) Effect of test temperature on rut depth in CNN and GEP models.
model to the current CNN prediction model for the Hamburg lab rut test. It is acknowledged that this is not a perfectly fair comparison, since a much larger training set was available for training of the CNN model. Nonetheless, the comparison illustrates the strides made in moving to a more powerful machine learning (ML) model, combined with the benefits of expanding the training data set as more mixture data was collected.

6.1. Effect of RAP/RAS

Figure 9 shows the effect of recycled content on the previous (GEP) and current (CNN) machine learning model predictions. The following conclusions can be drawn:

- The CNN model is capable of capturing differences in recycling content, where increased ABR clearly reduces rutting potential. Figure 3(a) shows the effects of increasing recycled content in a base mixture. It shows that even modest amounts of RAP and RAS promote rut resistance.
- Figure 9(b and c) highlights the improvements of the CNN model over the GEP model by comparing the rut depth values for different passes for a mix with different levels of RAP and RAS. While the
Figure 13. Effect of GTR% on Hamburg rutting curve as predicted by CNN model.

Figure 14. The CNN model predictions for aggregate type and gradation.

GEP model is ‘unsteady’, the CNN model provides an expected and a steady trend of the mixture rutting performance with an increase in RAP/RAS.

6.2. Effect of test temperature

Figure 10 shows model sensitivity to test temperature. The following observations were made:

- Figure 10(a) shows predicted rut depth for a base mixture at various passes and test temperatures by the new CNN model. The observed trend was expected as rut depth values increased at warmer testing temperatures.
6.3. Effect of binder PG high temperature

Figure 11 shows CNN model sensitivity to binder PG high temperature grade.

- Figure 11(a) shows the rut depth prediction with binders that are progressively stiffer. As expected, the model predicts a lower rut depth with stiffer binder grade.
- Figure 11(b) shows the comparison of GEP and CNN models—both models are able to exhibit satisfactory trends for binder type.

6.4. Effect of mixture production (Lab vs. Plant)

The current model also has the ability to distinguish between lab and plant produced mixtures, as shown in Figure 12(a). It should be noted that the difference between the rutting performance of the plant- and the lab-produced mixture is very subtle in the case shown here, but this could differ with other mixtures. For the purposes of this study, it was deemed enough to show that the model can be developed to be sensitive to mixture production differences. As always, the more robust the training data set, the more robust the future prediction capability of the ML model.

Figure 12(b) shows GEP model sensitivity to plant- and lab-produced mixtures. While the model is able to differentiate between the mixtures, the differences are glaringly large and unexplainable. For example, the GEP model predicts 4 mm rut depth across all passes for the lab mix.

6.5. Effect of crumb rubber

Figure 13 shows the effect of GTR in asphalt mixture rutting performance. As observed in Figure 13, the CNN model predicts a decrease in rutting with the addition of GTR, as expected. In this case, there was insufficient data available on GTR mixes during the training of the GEP model, so only the CNN model results have been presented in this section.

6.6. Effect of aggregate type/gradation

Currently, the CNN model has been trained using only two types of aggregate—limestone and granite, and two types of gradations—dense-graded and stone matrix (mastic) asphalt (SMA). Furthermore, due to the limitation of available data, the dense-graded mixes could only be assigned to have limestone as an aggregate, while the SMAs were assigned granite as aggregate. Keeping these limitations in mind, Figure 14 shows the trends exhibited by the CNN model prediction for the two aggregate types and gradation with respect to changing mixture constituents. As seen in both cases, the trends are similar. The base mixture with 64–22 binder (6.6% total asphalt content) and 0% RAP shows high rutting potential. Addition of 45% RAP to the next mix iteration (with 6.2% total binder content) results in better rutting resistance. Further, switching the PG64-22 with to a softer base binder, PG 58–28 and subsequently PG46-34, causes progressively higher rutting in the mix.

7. Performance-Space diagram tool

Majidifard, Jahangiri, et al. (2019, 2020) implemented the GEP-based models to predict the low- and high-temperature performance in terms of DC(T) fracture energy and Hamburg rut depth, respectively. The authors used a concept called Performance-Space diagram (PSD), introduced by Buttlar et al. (2017), to show the efficiency of the tool in performance prediction. PSD allows a holistic view...
of a mixture performance, which helps in implementing a balanced mix design approach. For example, Rath et al. (2019) used PSD to show the possibility of using higher recycling in asphalt mixtures if the introduced stiffness due to recycled material was ‘balanced’ with use of a softer base binder. A database containing a comprehensive collection of Hamburg and DC(T) tests results were used to develop these machine learning-based prediction models. The models were formulated in terms of typical influencing mixture properties variables such as asphalt binder high-temperature performance grade (PG), mixture type, aggregate size, aggregate gradation, asphalt content, total asphalt binder recycling content and tests parameters like temperature and number of cycles (Figure 15). The model’s accuracy was assessed through a rigorous validation process and found to be quite acceptable, despite the relatively small size of the training set. Figure 15 shows the schematic view of the software. After filling the inputs on the left and clicking ‘Run’ button, the tool will populate the Hamburg-DC(T) PSD, representing the mixture’s DC(T) fracture energy at specified test temperature, and rut depth at 20,000 passes (10,000 cycles) at specified test temperature.

The prediction models combined with the PSD can be used in pre-design stages of an asphalt mixture to tweak mixture designs for suitable performance in terms of cracking and rutting, helping reduce the overall cost of mixture testing in design phase. For example, data in Figure 14 shows that the rut depth was improved with the addition of RAP to the PG 64–22 binder. However, the addition of RAP increases the risk of thermal cracking. This can be remedied by switching to a softer base binder, but that would result in an increase in the rutting susceptibility. Thus, an iterative process can be applied according to the performance limits of the prevailing agency to design an optimised or ‘balanced’ mix in terms of cracking and rutting performance. These time-consuming iterative steps in real world can be simulated in this tool, and a balanced mixture can be made with minimum efforts and much lower expense (Majidifard, 2020).

8. Comparison of rut profiles obtained from the CNN and GEP models

This section investigates the trends seen in the predicted rut depth values as obtained by CNN and GEP models to highlight the substantial improvements provided by the CNN model over the GEP model. Selected rut depth profiles from the investigated mixtures were plotted as predicted using the GEP- and CNN-based models (Figure 16). The following conclusions were then drawn:

(a) The rut depth curve prediction in the GEP model was based on linear interpolation between the values predicted at discrete passes (four data points from each curve), such as 5000, 10,000, 15,000, and 20,000 passes. This results in a rather linear behaviour of the predicted rut depth profile by
Figure 16. Comparison of the rut depth profiles predicted by the GEP and CNN models.

the GEP model. The CNN model, however, was based on data from 200 data points during 20,000 passes, allowing the model to improve its accuracy in profile prediction (Figure 16).
(b) Due to the use of rut depth values at discrete passes, the accuracy of rut depth prediction at an intermediate number of wheel-pass, say 7,500 passes, is lower than the average accuracy of the model. Using all points through 20,000 passes in the CNN model enables the user to accurately predict rut depth at any number of passes. This feature makes the model highly versatile and applicable to various cases where the number of passes is adjusted according to the requirements of the project (climates and traffic).
(c) It was observed that certain asphalt mixes with recycled materials, especially roofing shingles, resulted in negative rut depth with the old GEP model. Figure 16(c) and (d) show such a trend when presence of recycled roofing shingles in the mixtures lead to a negative constant rut depth profile in the GEP model. This was due to the lack of a broad range of data points available for recycled mixtures. The CNN model provides an improved prediction capability for recycled mixtures, as shown in Figure 16. It is noted by the authors that even higher accuracy can be expected in future iterations of this tool with a larger training dataset for recycled mixtures.

8.1. Full Hamburg curves using CNN model for plant-produced mixtures

Full Hamburg rutting curves of PPLC mixtures from the states of Missouri and Illinois were plotted to compare measured vs. predicted rut depth profiles. Details about the mixtures can be found elsewhere
Figure 17. Comparison of predicted and actual Hamburg rut depth using the GEP- and CNN models.
Table 3. Mixture details.

| Mix ID  | Binder PG used (%) | NMAS (mm) | ABR% by RAP | ABR% by RAS | Crumb Rubber % |
|---------|--------------------|-----------|-------------|-------------|----------------|
| MO13_1  | 73–22 (5.7)        | 9.5       | 17          | 0           | 0              |
| US54_1  | 58–28 (5.2)        | 12.5      | 0           | 33          | 0              |
| 1807    | 46–34 (6.2)        | 19        | 34.4        | 14.0        | 0              |
| 1818    | 64–22 (5.7)        | 9.5       | 20.4        | 0           | 0              |
| 1829    | 70–28 (7.9)        | 4.75      | 17.8        | 9.3         | 10             |
| 1835    | 46–34 (5.9)        | 12.5      | 25.0        | 16.1        | 10             |

(Jahangiri, Majidifard, et al., 2019; Buttlar et al., 2019; Buttlar et al., in-press), but brief details of the mixtures are shown in Table 3. Figure 17 shows the rut depth profile measured in the Hamburg device compared to the predicted rut depth by the CNN and GEP models. As can be observed, the CNN model was able to increase the accuracy of the prediction of rut depth substantially in comparison to the GEP model. The CNN model was accurately able to predict the entire rut depth profile at different temperatures.

9. Conclusion

In this paper, a new model was developed to predict the rutting depth of asphalt mixtures using a deep learning framework, namely CNN. The dataset contained 10,000 data points collected from 50 mixture test results. Thirteen mixture parameters and testing variables were considered to develop the model. The results confirmed the acceptable performance of CNN algorithm. The results of sensitivity analysis showed that the proposed model is highly sensitive to RAP, RAS, high PG, crumb rubber content, test temperature, and numbers of cycles. The proposed model predicts the full rutting curve of asphalt mixtures across 20,000 passes at various test temperatures in the HWTT. Furthermore, a CNN-based prediction model for performance space diagram outputs is presented as a tool to predict both low- and high-temperature mixture performance in terms of DC(T) fracture energy and Hamburg rut depth. The prediction models can be used in pre-design stages of an asphalt mixture to tweak mixture designs for suitable performance in terms of cracking and rutting, helping reduce the overall cost of mixture testing in the design phase. A comparative study has been performed between a GEP-based prediction model and the new CNN model. The results clearly demonstrate that the CNN model performance is superior to the GEP model. It should also be noted that by increasing the dataset’s size, CNN models operate better than classical models like GEP. On the other hand, classic algorithms may perform more accurately when the dataset’s size is small. The proposed model can be updated with additional data in the future to provide more accurate predictions over a wider range of mixture component materials, such as aggregate mineralogy, shape, and gradation. More HWTT results with a wider range of test temperatures will also be incorporated into future model development to assist agencies in evaluating proper HWTT test temperatures for the purpose of balanced mix design in various climates.
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