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Abstract

Word or word-fragment based Language Models (LM) are typically preferred over character-based ones in many downstream applications. This may not be surprising as words seem more linguistically relevant units than characters. Words provide at least two kinds of relevant information: boundary information and meaningful units. However, word boundary information may be absent or unreliable in the case of speech input (word boundaries are not marked explicitly in the speech stream). Here, we systematically compare LSTMs as a function of the input unit (character, phoneme, word, word part), with or without gold boundary information. We probe linguistic knowledge in the networks at the lexical, syntactic and semantic levels using three speech-adapted black box NLP psycholinguistically-inspired benchmarks (pWUGGY, pBLIMP, pSIMI). We find that the absence of boundaries costs between 2% and 28% in relative performance depending on the task. We show that gold boundaries can be replaced by automatically found ones obtained with an unsupervised segmentation algorithm, and that even modest segmentation performance gives a gain in performance on two of the three tasks compared to basic character/phone based models without boundary information.

1 Introduction

Neural language models trained with a self-supervised objective have proven very successful as a pretraining method to learn useful representations. In particular, because they do not require labels, they can be trained on very large corpora taken from the internet, and then fine-tuned with a small amount of labels on downstream tasks (Peters et al., 2018; Devlin et al., 2019; Radford et al., 2019; Yang et al., 2019). One of the unsolved problem is the optimality of the input units on which these neural models are trained (Sennrich et al., 2016; Bostrom and Durrett, 2020). Larger units like words tend to give better results, although they give rise to out-of-vocabulary (OOV) problems. Small units like characters do not have this problem and may not require boundary information, but give rise to slightly lower performance. Word part units like BPE (Gage, 1994; Sennrich et al., 2016) seem to be a good compromise, providing larger units but allowing to deal with unseen words. Note that BPEs require word boundaries, even if they are modeling subword parts.

Recent work has applied self-supervised Language Modeling (LM) or masking objectives to raw audio, totally by-passing text, basing the loss function on automatically discovered quantized speech units (Baevski et al., 2020, 2019). Even though this approach has been shown to be very useful for pretraining an ASR system with few labels, the question remains as to what would be the optimal kinds of units for language modeling from raw speech. This may become even more salient, as quantized speech units tend to be smaller than phonemes (therefore unlikely units to carry meaning or syntactic information), and without any word boundary (making it difficult to define meaningful higher order units). In other words, if we want to apply LM approaches to raw audio, a major stumbling block may be the word segmentation problem. The fact that word segmentation from audio is itself a difficult problem may give rise to a circularity issue: we may need accurate word segmentation in order to do proper language modeling from audio without any labels. We may need excellent acoustic units to do accurate word segmentation. We may need very good language...
modeling in order to obtain accurate decoding into acoustic units. Back to square one.

Here, we wish to estimate, as a preliminary question, the cost of switching from a word-based representation (with boundaries) to a phoneme one, without boundaries. We use the Librispeech corpus (Panayotov et al., 2015), for which we have both the text transcription and a phoneme-based transcription. We use use phoneme transcriptions as a proxy for ’accurate’ acoustic units, leaving for later the problem of erroneous transcripts when the units are derived from speech. We also test the possibility of replacing gold word boundaries by automatically obtained one using an unsupervised word segmentation algorithm.

When comparing LMs with widely different kinds of input units, standard metrics like perplexity cannot be used because these metrics scale in complicated ways with the granularity of the input units. Instead here, we rely on three psycholinguistically inspired black-box NLP benchmarks which are independent of unit granularity, and which we adapt to be speech-compatible by phonemizing them and filtering the vocabulary with the Librispeech train set. The first two are based on assigning pseudo-probabilities to input strings, which are used them as a proxy for an acceptability score. For the lexical benchmark (pWUGGY), we compare the acceptability of words (like “brick”) to that of a non-word (like “blick”). The words and non-words are otherwise matched on unigram and bigram probabilities. For the syntactic benchmark (pBLIMP), we adapted and phonetically transcribed the BLIMP dataset (Warstadt et al., 2019) in which the acceptability of pairs of grammatical and ungrammatical sentences is assessed. The semantic test (pSIMI) is based on the distance between embeddings of words, which is correlated with human obtained distances.

The structure of the paper is as follows: after presenting the related work (Section 2) and methods (datasets, models and metrics, Section 3), we present the results of baseline character-based LSTMs models with access to word boundaries (Section 4). We then present experiments where we change the units to be phones, and remove the gold boundaries, or replace them with automatically extracted ones (Section 5).

2 Related work

Units for LSTMs The importance of word boundaries has been investigated by Hahn and Baroni (2019). They compared word based and character based LSTMs where the word boundaries (space character) were removed, on a variety of probe tasks. They found that the character-based LSTMs passed a number of linguistic tests, sometimes better than word based models that are impaired by the presence of OOVs. Here, we follow the same inspiration, but evaluate more systematically models that are boundary based, but do not suffer from OOVs (ie, BPE and fallback models), in order to give word models a fairer comparison point and provide a quantitative measure of the cost of not having boundaries. We also expand the investigation to phoneme representations that are step closer to speech.

Black box linguistics Among the variety of Black-Box linguistic tasks, psycholinguistically inspired ones enable the direct comparison of models and humans. Grammaticality judgments for recurrent networks have been investigated since Allen and Seidenberg (1999), who use closely matched pairs of sentences to investigate grammatical correctness. This approach has been adopted recently to assess the abilities of RNNs, and LSTMs in particular, to capture syntactic structures. For instance, Linzen et al. (2016) and Gulordava et al. (2018) use word probes in minimally different pairs of English sentences to study number agreement. To discriminate grammatical sentences from ungrammatical ones, they retrieve the probabilities of the possible morphological forms of a target word, given the probability of the previous words in the sentence. Practically, in the sentence “the boy is sleeping”, the network has detected number agreement if \( P(w = \text{is}) > P(w = \text{are}) \). This methodology has also been adapted by Goldberg (2019) to models trained with a masked language-modeling objective. Those works find that in the absence of many detractors or complex sentence features, recent language models perform well at the number-agreement problem in English.

More closely related to our work, Ravfogel et al. (2018) use word probes to examine whether LSTMs understand Basque agreement. Like German, Basque is a morpho-syntactically rich language with relatively free word order, thus providing a challenging setting for the LM. In contrast to our work, the LM’s ability to understand verb argument structure is tested on number-agreement and on suffix recovery tasks,
which involve localized changes rather than whole sentence perturbations and re-orderings.

3 Methods

3.1 Training set

We used as a training set the transcription of the Librispeech 960h dataset (Panayotov et al., 2015), composed of 281K sentences (9M words, 40M characters or 33M phonemes). We can therefore give a comparative performance with other speech-based work. As it is the transcription of an ASR dataset, the text has originally been cleaned, removed all the punctuation marks and uppercased, resulting in a vocab size of 90K. For the phonetic transcription, we used the original LibriSpeech lexicon, for some words that are not in the lexicon, we used the G2P-seq2seq toolkit to generate their phonetic transcriptions.

3.2 Black Box test sets

We setup three tasks, to evaluate the LMs at three levels: the lexicon (the pWUGGY benchmark), syntax (the pBLIMP benchmark) and semantics (the pSIMI benchmark). All of these benchmarks are presented in two formats: a character format (in which case the test tokens are in text) and a phonetic format, obtained by using the same G2P-seq2seq toolkit as for the train set.

Lexicon - the pWUGGY benchmark. We built on Godais et al. (2017) which used the 'Spot-the-word' task in which the networks are presented with a pair of an existing word and a matching non-word, and are evaluated on their capacity to attribute a higher probability to the word.

The non-words are generated with the WUGGY software (Keuleers and Brysbaert, 2010), which generates for a given word, a list of candidate nonwords matched in phonotactics, syllabic structure, and other character-based constraints of the English language. We added additional constraints using a stochastic sampler to also match unigram and bigram, character and phoneme frequencies (see Supplementary Material B for more details).

The test dataset is composed of two subsets: a set of pairs built with words present in LibriSpeech training set and a set of pairs built with words not existing in LibriSpeech (OOV words) with 30K and 10K pairs respectively. We also prepared a small development set containing 10K pairs of words from LibriSpeech disjoint from the test set in case of necessary uses. Each word or nonword in a pair was then preceded and followed by a <EOS> symbol to help the model distinguish a word from a prefix or suffix (e.g., a nonword firew and a word firework).

Sentence Grammaticality - the pBLIMP benchmark. This Benchmark is adapted from BLIMP (Warstadt et al., 2019), a dataset of linguistic minimal sentence pairs of matched grammatical and ungrammatical sentences. As for the preceding test, the task is to decide which of the two members of the pair is grammatical or not based on the probability of the sentence.

We adapted the code used to generate the BLIMP dataset (Warstadt et al., 2019) in order to create pBLIMP, specifically tailored for speech purposes. In BLIMP, sentences are divided into twelve broad categories focusing on different linguistic paradigms in the fields of syntax, morphology or semantics. These categories are themselves divided into 67 finer linguistic subcategories, containing 1000 sentence pairs each, automatically generated using expert hand-crafted grammar. One additional subcategory was also subsequently added in the code.

To make this dataset 'speech-ready', we discarded five subcategories and slightly modified the grammar for 9 additional subcategories in order to avoid any difficulty of generating a prosodic contour for the ungrammatical sentences. We also removed from the vocabulary all words not present in the Librispeech (Panayotov et al., 2015) train set, as well as compound words and homophones that could cause further understanding issues once synthesised. 5000 sentence pairs were then generated for each of the 63 remaining subcategories. We then sampled sentence pairs from the generated pool to create a development and a test set, ensuring that the larger linguistic categories were sampled in terms of n-gram language model scores (see Supplementary Material B). The test and development sets contains 63000 and 6300 sentence pairs respectively, with no sentence pairs overlap.

Semantics: the pSIMI benchmark. Here, the task is to compute the similarity of the representation of pairs of words and compare it to human similarity judgements.

Based on previous work Chung and Glass (2018), we used a set of 13 existing semantic similarity/relatedness tests. The similarity-based da-
Table 1: Example of tests tokens from the three benchmarks as described in section 3.2

| dataset | sub-dataset examples | dataset | sub-dataset examples |
|---------|----------------------|---------|----------------------|
| pWUGGY  | Heading - Heasing  
Squalled - Squilled | pBLIMP | anaphor gender agreement  
Katherine can’t help herself.  
Katherine can’t help himself.  
The forgotten newspaper article was bad.  
The forgot newspaper article was bad. |
| pSIMI   | irregular p.participle adj.  
MEN (Abandoned , Ruins) - 6.4  
MEN (Abstract, Frog) - 0.8  
simverb-3500 (Abduct, Kidnap) - 8.63  
simverb-3500 (Abduct, Tap) - 0.5 |

Table 2: Automatic word segmentation scores on the transcription of LibriSpeech-960 dataset

| level   | token scores | boundary scores |
|---------|--------------|-----------------|
|         | f-score      | precision | recall | f-score | precision | recall |
| char    | 43.57       | 48.19     | 39.75  | 75.07   | 83.34     | 68.30  |
| phone   | 46.37       | 51.18     | 42.38  | 77.09   | 85.39     | 70.25  |

we parsed the unsegmented training dataset and obtained two new corpus with charseq and phoneseq unit level respectively, which is similar to word unit level in the segmented dataset. We also used the trained models to parse all the test sets into charseq and phoneseq unit level respectively.

3.4 Language Models
We used classic LSTM models (Hochreiter and Schmidhuber, 1997) for language modeling. We introduced several training modes, according to the units used to train the model. In the char (phon) model, we used the character (or phonetic) transcription to train the model. By default, we leave a special <SPACE> character between words, unless specified otherwise. For subword-unit models, we used a slightly modified version of Byte-Pair Encoding (BPE) (Sennrich et al., 2016) that can handle both character and phonetic units. In the BPE models, we define 20K BPE units on the training set. In the word/char model, we establish a lexicon, which we truncate at 20K and then replace the oovs with their character transcriptions.

Following Hahn and Baroni (2019), we used a three-layer LSTM with an embedding layer of 200 units and two hidden layers of 1024 units for character and phoneseq-level models. For
word and subword models, we used a two-layer LSTM with hidden (and embedding) size of 1024 units. During training, each sentence is presented preceded and followed by a <EOS> symbol. The training was done using the fairseq library (Ott et al., 2019), we evaluate the models on the corresponding valid-clean set of LibriSpeech and take the best model based on evaluation loss.

For top-line comparison, we used a pretrained ROBERTA model (Liu et al., 2019), which is a 24-layer Transformer (Dai et al., 2019) trained with a masked language model objective on 50K BPE subword units on a huge dataset of total 160GB, 3000 times bigger than our LibriSpeech transcription dataset.

3.5 Language Model Pseudo-probability Scores

Each LSTM language model can assign a probability score for a sequence of tokens \( s_1...s_N \) by using the decomposition of the joint probability

\[
P(s_1...s_N) = \prod_{i=1}^{N} P(s_i|s_1...s_{i-1}),
\]

where each conditional probability \( P(s_i|s_1...s_{i-1}) \) is estimated by the softmax output of the symbol \( s_i \) given its preceding context \( s_1, \ldots, s_{i-1} \) fed as input to the LSTM.

For the ROBERTA model, we used a pseudo probability (PP) score (Salazar et al., 2020) obtained by multiplying the conditional probability of each token \( s_i \) given all the other tokens

\[
PP(s_1...s_N) = \prod_{i=1}^{N} P(s_i|s_1...s_{i-1}s_{i+1}...s_N),
\]

where \( P(s_i|s_1...s_{i-1}s_{i+1}...s_N) \) is estimated as the softmax output of the token \( s_i \) given the input \( s_1...s_{i-1}<\text{mask}>s_{i+1}...s_N \) to the ROBERTA model.

The spot-the-word accuracy for the pWUGGY test is then computed as the average of the indicator function \( 1_{\text{score}(\text{word}_k)>\text{score}(\text{nonword}_k)} \) over the test set of pairs \( (\text{word}_k, \text{nonword}_k) \). Similarly with grammatical and ungrammatical pairs of sentences for the pBLIMP test.

3.6 Language Model Distance Scores

Neural language models can compute a fixed-length representation vector for each sequence of tokens \( s_1...s_N \) by simply aggregating the outputs of a hidden layer with a pooling function

\[
v(s_1...s_N) = f_{\text{pool}}(h_1^{(i)}...h_N^{(i)}),
\]

where \( f_{\text{pool}} \) is the pooling function and \( h_1^{(i)}, ..., h_N^{(i)} \) are the outputs of the \( i \)th hidden layer of the network. The distance score of two sequences of tokens \( s_1...s_N \) and \( t_1...t_M \) is then computed as the cosine similarity between the representation vectors of the two sequences.

We then compute the semantic similarity score as the Spearman’s rank correlation coefficient \( \rho \) between the distance scores given by the model and the true human scores in the pSIMI test.

It’s worth noting that the choice of the pooling function \( f_{\text{pool}} \) as well as the hidden level \( i \) can greatly affect the similarity scores and thus need to be optimised. Therefore, for each model, we choose the pooling function and the hidden level that gives the best score on the dev set, and report the corresponding score on the test set.
Table 3: Sentence acceptability accuracy (pBLIMP test set, higher is better, chance level at 50%) for LSTM models trained on the transcription of LibriSpeech-960 on different types of units (character, BPE, word), as a function of syntactic phenomenon. For comparison, the performance of a pretrained ROBERTA large model and two baseline character and word bigram models.

| Method            | Overall | Ana. Agr. | Agr. Str. | Binding | Ctrl. Rais. | D-N Agr. | Fill. Gap. | Irregular | Island | NPI L. | Quantifiers | S-V Arg. |
|-------------------|---------|-----------|-----------|---------|-------------|----------|-----------|-----------|--------|--------|-------------|----------|
| unigram char      | 44.01   | 50.53     | 49.3      | 52.06   | 38.04       | 49.61    | 52.55     | 49.59     | 47.34  | 37.19  | 28.31       | 40.07    |
| unigram word      | 47.96   | 50.8      | 49.99     | 65.04   | 37.06       | 51.81    | 51.49     | 87.43     | 14.89  | 20.62  | 29.1        | 47.27    |
| bigram char       | 48.19   | 50.59     | 48.78     | 50.43   | 42.79       | 49.68    | 52.55     | 73.64     | 14.89  | 14     | 28.74       | 50.35    |
| bigram word       | 52.05   | 49.41     | 50.04     | 70.64   | 42.43       | 52.54    | 49.36     | 60.07     | 16.06  | 47.78  | 43.16       | 66.99    |
| LSTM char         | 63.02   | 67.35     | 56.21     | 79.94   | 58.53       | 82.93    | 81.70     | 75.17     | 22.02  | 53.43  | 43.72       | 71.81    |
| LSTM word BPE     | 65.92   | 86.35     | 58.71     | 80.00   | 61.06       | 84.74    | 63.30     | 61.61     | 86.25  | 54.81  | 46.19       | 85.47    |
| LSTM word         | 66.68   | 87.90     | 59.84     | 78.16   | 60.38       | 77.88    | 69.00     | 61.49     | 83.70  | 55.91  | 56.71       | 92.77    |
| ROBERTA large     | 82.06   | 97.70     | 75.68     | 82.32   | 79.74       | 95.69    | 93.30     | 73.90     | 88.00  | 69.17  | 81.43       | 92.73    |

4 Baseline results

4.1 Lexicon baselines

In Figure 1, we present the results of the pWUGGY test set on three LSTM language models trained on the librispeech dataset: character-based LSTM, BPE-based LSTM, and word/char LSTM. The last one contains a 20k word lexicon with fallback on character. We also present the results of a ROBERTA model based on BPE.

The spot-the-word accuracy (Figure 1, left) is overall very high for all models (>90%) and shows a frequency effect (lower frequency being less accurate than high frequency). The models show better than chance performance for OOVs (around 80%). For the three LSTMs, this suggests that they are able to generalize lexicality beyond the words in the training set, presumably through morphological generalizations. For ROBERTA of course, the training set was much larger, and many of our pWUGGY OOVs may have been seen. We did not include the results of a word LSTM, since such a system replaces all of the nonwords, as well as many infrequent words not in its lexicon, with the symbol <UNK>, yielding actually an average score below chance (since the probability of <UNK> turns out to be higher than many test words) – the result is shown in Table 5 below. Also note that the unigram and bigram models are very close to the chance level, which attests to the fact that the pWUGGY dataset was indeed well matched on unigram and bigram frequency.

In the right of the Figure 1, we observe that generally the spot-the-word accuracy increases with the length of the words, which may be due to the fact that the phonetic space is sparser for long than for short words. As a consequence, a short nonword like "tup" could be continued as a real word in multiple ways ("tuple", "tupperware", etc.), which means that the distinction between words and nonwords comes towards the end of the string. In contrast, a long nonword can rarely be salvaged into a word (eg, 'rhanoceros' is a nonword very early on).

4.2 Syntactic judgments baselines

Here, we present the results of pBLIMP on the same three LSTM models and baselines discussed above (see Table 3).

First, our introduction of unigram and bigram character and word controls show that even though the pBLIMP dataset is overall well matched, and despite our attempt to reequilibrate this dataset, certain paradigms are not. Most notably Binding dataset and Filler-Gap datasets can have a significant above chance score in word baseline model. Vice versa the Irregular and NPI datasets are below chance in baseline models. It is useful to have these simple baselines in order not to overinterpret the results of more complicated language models. In this respect for instance, no model can be claimed to really solve the filler Gap dataset, since no model beats the unigram word model.

Second, and unsurprisingly, ROBERTA is able to outperform all models and corresponds to a topline in our case. It beats all of the simple baselines (except the Filler-Gap dataset).

Third, BPE and word models are on average better than character LMs, although in some categories this is the other way around. The difference between the three classes of LSTMs is way smaller than the difference between any of
5 The effect of word boundaries and phonetic encoding

Here, we report the result of our main experiment, in which we evaluate models trained under four versions of the training set: (1) character encoding plus boundaries (as used in the baselines reported above) (2) characters encoding without boundaries (the space character is removed) (3) phonetic encoding with boundaries (a space character is added to the output of the G2P) (4) phonetic encoding without boundaries. We add to these 4 training set two more versions, obtained by running the automatic segmentation algorithm to the (character or phoneme) corpora without boundaries. Since the automatic boundaries may not coincide with those of real words, we call the tokens isolated by this method character sequences (chaseq) and phoneme sequences (phoneseq), respectively.

The models are three-layer LSTMs. When the boundaries are not available, only character-phoneme LSTMs are used. When the boundaries are available, we add three more models. (1) A word (or chaseq, or phoneseq) model: we use the boundaries to construct a lexicon, which we cap at the 40k most frequent tokens. Each token is then one-hot encoded (including a special \(<\text{UNK}\>) token for all of the OOVs). (2) a word/charseq/phonoseq model with character/phoneme fallback: we use a smaller lexicon (20k) and instead of using \(<\text{UNK}\>) we fall back on the character (or phoneme) level encodings. (3) a BPE model with 20k tokens.

Table 5 shows the overall results on the three benchmarks. For pSIMI, we use the dev set to find the optimal combination of layers and pooling methods, and report the results on the test set. As expected, the results for the models with

| layer | 1      | 2      | 3      | layer | 0      | 1      | 2      | layer | 0      | 1      | 2      |
|-------|--------|--------|--------|-------|--------|--------|--------|-------|--------|--------|--------|
| mean  | 1.79   | 0.94   | 0.25   | mean  | 15.14  | 16.19  | 15.23  | mean  | 22.84  | 27.90  | 26.00  |
| max   | 3.48   | 3.21   | 2.82   | max   | 17.34  | 16.71  | 13.80  | max   | 24.39  | 26.70  | 23.31  |
| min   | 5.75   | 0.83   | 1.44   | min   | 17.80  | 16.81  | 14.53  | min   | 20.29  | 26.37  | 23.75  |

Table 4: Semantic similarity scores (Spearman’s correlation with human judgement, higher is better) on the pSIMI development set for 3 LSTM models with different types of units (character, BPE, word) and a ROBERTA large model as a function of the hidden level of the representation outputs and the pooling functions.

these models and ROBERTA. This is compatible with Baroni’s claim that character LMs are almost as good as models based on higher order units.

4.3 Semantic similarity baselines

Here, we present the results of pSIMI task on the same three LSTM models plus ROBERTA. As said above, the task requires to compute a similarity metric from the representations of the models, which implies choosing a pooling function and a layer. In Table 4, we show a systematic exploration of three pooling functions (mean, max and min) across all the possible layers of the networks (3 layers for the LSTMs and 24 layers for ROBERTA). The first result comes from comparing the effect of unit size. The character LSTM gives very weak correlations with human scores compared to the BPE model, which itself gives weaker results than the word model. This suggests that models have a hard time extracting semantic representations when their input units do not match the linguistically relevant ones (which is in this case, the word). Yet, this is not an absolute rule since a strong BPE model like ROBERTA can outperform the word LSTM. The second result comes from comparing the correlations found at different layers. In general terms the strongest correlations are to be found in the first half of the layers. This is most apparent in ROBERTA, where the strongest score is in layer 8 out of 24. For the character LSTM and BPE it is in layer 1 out of 3, and for the word LSTM in layer 2 out of 3. Finally, the pooling method matters also, but the difference is not very large. Surprisingly, the min pooling method gives best results in 3 models.
| model                                | unit level       | nb units | Lexical | Syntactic | Semantic |
|--------------------------------------|------------------|----------|---------|-----------|----------|
| LSTM with gold boundaries            | char             | 30       | 93.8    | 63.02     | 2.68     |
|                                      | phone            | 42       | 90.92   | 62.81     | 2.80     |
|                                      | word*            | 40k      | 24.76   | **66.68** | **32.96**|
|                                      | word/char fallback | 20k    | 90.83   | 65.78     | 20.61    |
|                                      | word/phone fallback | 20k   | 87.8    | 64.97     | 18.30    |
|                                      | BPE word[char]   | 20k      | 91.49   | 65.92     | 20.42    |
|                                      | BPE word[phone]  | 20k      | 88.48   | 66.17     | 20.52    |
| LSTM without boundaries              | char             | 29       | **93.67** | 60.62     | 2.52     |
|                                      | phone            | 41       | 90.47   | **61.31** | **7.24** |
| LSTM with automatic boundaries (DP-Parse) | charseq*       | 40k      | 84.77   | 55.88     | 1.59     |
|                                      | phonseq*         | 40k      | 80.6    | 56.98     | 4.80     |
|                                      | charseq/char fallback | 20k | 91.22   | 62.13     | 13.08    |
|                                      | phonseq/phoneme fallback | 20k | 88.33   | 61.21     | 11.94    |
|                                      | BPE charseq[char] | 20k | 91.23   | 63.01     | 15.58    |
|                                      | BPE phonseq[phone] | 20k | 88.45   | 62.81     | 12.09    |
| Ngram baselines                      | unigram char     | 29       | 49.98   | 44.01     | -        |
|                                      | bigram char      | 30       | 50.14   | 48.19     | -        |
|                                      | unigram phone    | 41       | 50.22   | 43.24     | -        |
|                                      | bigram phone     | 42       | 51.04   | 48.56     | -        |
|                                      | unigram word*    | 40k      | -       | 47.96     | -        |
|                                      | bigram word*     | 40k      | -       | 52.05     | -        |
| ROBERTA large                        | BPE word[char]   | 50k      | 96.03   | 82.06     | 33.16    |

Table 5: Lexical, syntactic and semantic test scores (higher is better) of LSTM models trained on LibriSpeech as function of availability of gold boundary and type of unit used for training. The units are characters (char), phonemes (phone), words (word), words with a fallback on characters (word/phone) or phonemes (word/char), or BPE based on words whose subword units are characters (word[char]) or phonemes (word[phone]). We also test LSTM models with automatic boundaries; here gold words are replaced by sequences of characters (charseq) or of phonemes (phonseq). Also shown unigram and bigram baseline scores and a ‘topline’ with a BPE pretrained model (ROBERTA). Bold indicates the best score obtained within each LSTMs’s classes, underlined for the best score within the LSTMs without gold boundaries. * when the model encounters a unit not seen in training, the symbol <UNK> is used.

access to the gold boundaries are better than for the models without boundaries. The decrement in performance depends on the task (very low for pWUGGY: 2% in relative error rate, moderate for pBLIMP: 14%, very large for pSIMI: 28%). Interestingly the best models depend on the tasks (with character models being best for pWUGGY, and word models for the other two). Phone models suffer from a small decrement in most tasks. Finally, we show that automatically generated word boundaries using unsupervised word segmentation can help on two tasks (pBLIMP and pSIMI) with improved performances compared to the no-boundary condition. This is encouraging given that the automatic word boundaries are far from perfect (40% token F-score).

6 Conclusions

We introduced one new dataset (pWUGGY) and two adaptations of text-based datasets (pBLIMP and pSIMI) which enable human-comparable testing of language models on character or phoneme inputs, with or without word boundaries. We show that models without word boundaries underperform models that have boundaries which can rely on higher order units like words or BPEs, and that part of this decrement can be compensated by using automatically generated word boundaries using unsupervised word segmentation. We show that even relatively modest word boundary performances (40% F-
Score) can yield improvement compared to the no boundary condition. This represents the first step towards evaluating and improving language models trained from speech inputs.

References

Eneko Agirre, Enrique Alfonseca, Keith Hall, Jana Kravalova, Marius Pasca, and Aitor Soroa. 2009. A study on similarity and relatedness using distributional and wordnet-based approaches.

Joseph Allen and Mark S Seidenberg. 1999. The emergence of grammaticality in connectionist networks. The emergence of language, pages 115–151.

Alexei Baevski, Michael Auli, and Abdelrahman Mohamed. 2019. Effectiveness of self-supervised pre-training for speech recognition. arXiv preprint arXiv:1911.03912.

Alexei Baevski, Henry Zhou, Abdelrahman Mohamed, and Michael Auli. 2020. wav2vec 2.0: A framework for self-supervised learning of speech representations. arXiv preprint arXiv:2006.11477.

Simon Baker, Roi Reichart, and Anna Korhonen. 2014. An unsupervised model for instance level subcategorization acquisition. In Proceedings of the 2014 Conference on Empirical Methods in Natural Language Processing (EMNLP), pages 278–289.

Kaj Bostrom and Greg Durrett. 2020. Byte pair encoding is suboptimal for language model pretraining.

Elia Bruni, Gemma Boleda, Marco Baroni, and Nam-Khanh Tran. 2012. Distributional semantics in technicolor. In Proceedings of the 50th Annual Meeting of the Association for Computational Linguistics (Volume 1: Long Papers), pages 136–145.

Yu-An Chung and James Glass. 2018. Speech2vec: A sequence-to-sequence framework for learning word embeddings from speech. arXiv preprint arXiv:1803.08976.

Zihang Dai, Zhilin Yang, Yiming Yang, William W Cohen, Jaime Carbonell, Quoc V Le, and Ruslan Salakhutdinov. 2019. Transformer-xl: Attentive language models beyond a fixed-length context. arXiv preprint 1901.02860.

Jacob Devlin, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova. 2019. BERT: Pre-training of deep bidirectional transformers for language understanding. NAACL.

Philip Gage. 1994. A new algorithm for data compression. C Users Journal, 12(2):23–38.

Daniela Gerz, Ivan Vulić, Felix Hill, Roi Reichart, and Anna Korhonen. 2016. Simverb-3500: A large-scale evaluation set of verb similarity. arXiv preprint arXiv:1608.00869.

Gaël Godais, Tal Linzen, and Emmanuel Dupoux. 2017. Comparing character-level neural language models using a lexical decision task. pages 125–130.

Yoav Goldberg. 2019. Assessing bert’s syntactic abilities. arXiv preprint 1901.05287.

S. Goldwater, Tom Griffiths, and M. Johnson. 2009. A bayesian framework for word segmentation: Exploring the effects of context. Cognition, 112:21–54.

Kristina Gulordava, Piotr Bojanowski, Edouard Grave, Tal Linzen, and Marco Baroni. 2018. Colorless green recurrent networks dream hierarchically.

Michael Hahn and Marco Baroni. 2019. Tabula nearly rasa: Probing the linguistic knowledge of character-level neural language models trained on unsegmented text. Transactions of the Association for Computational Linguistics (Accepted).

Guy Halawi, Gideon Dror, Evgeniy Gabrilovich, and Yehuda Koren. 2012. Large-scale learning of word relatedness with constraints. In Proceedings of the 18th ACM SIGKDD international conference on Knowledge discovery and data mining, pages 1406–1414.

Felix Hill, Roi Reichart, and Anna Korhonen. 2015. Simlex-999: Evaluating semantic models with (genuine) similarity estimation. Computational Linguistics, 41(4):665–695.

Sepp Hochreiter and Jürgen Schmidhuber. 1997. Long short-term memory. Neural computation, 9(8):1735–1780.

Emmanuel Keuleers and Marc Brysbaert. 2010. Wuggy: A multilingual pseudoword generator. Behavior research methods, 42(3):627–633.

Tal Linzen, Emmanuel Dupoux, and Yoav Goldberg. 2016. Assessing the ability of LSTMs to learn syntax-sensitive dependencies. TACL.

Yinhan Liu, Myle Ott, Naman Goyal, Jingfei Du, Mandar Joshi, Danqi Chen, Omer Levy, Mike Lewis, Luke Zettlemoyer, and Veselin Stoyanov. 2019. Roberta: A robustly optimized BERT pretraining approach. CoRR, abs/1907.11692.

Minh-Thang Luong, Richard Socher, and Christopher D Manning. 2013. Better word representations with recursive neural networks for morphology. In Proceedings of the Seventeenth Conference on Computational Natural Language Learning, pages 104–113.
George A Miller and Walter G Charles. 1991. Contextual correlates of semantic similarity. *Language and cognitive processes*, 6(1):1–28.

Myle Ott, Sergey Edunov, Alexei Baevski, Angela Fan, Sam Gross, Nathan Ng, David Grangier, and Michael Auli. 2019. *fairseq: A fast, extensible toolkit for sequence modeling*. In *Proceedings of the 2019 Conference of the North American Chapter of the Association for Computational Linguistics (Demonstrations)*, pages 48–53, Minneapolis, Minnesota. Association for Computational Linguistics.

V. Panayotov, G. Chen, D. Povey, and S. Khudanpur. 2015. Librispeech: An asr corpus based on public domain audio books. In *2015 IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP)*, pages 5206–5210.

Matthew Peters, Mark Neumann, Mohit Iyyer, Matt Gardner, Christopher Clark, Kenton Lee, and Luke Zettlemoyer. 2018. Deep contextualized word representations. *NAACL*.

Alec Radford, Jeff Wu, Rewon Child, David Luan, Dario Amodei, and Ilya Sutskever. 2019. Language models are unsupervised multitask learners.

Kira Radinsky, Eugene Agichtein, Evgeniy Gabrilovich, and Shaul Markovitch. 2011. A word at a time: computing word relatedness using temporal semantic analysis. In *Proceedings of the 20th international conference on World wide web*, pages 337–346.

Shauli Ravfogel, Francis M Tyers, and Yoav Goldberg. 2018. Can LSTM learn to capture agreement? the case of basque. *arXiv preprint 1809.04022*.

Herbert Rubenstein and John B Goodenough. 1965. Contextual correlates of synonymy. *Communications of the ACM*, 8(10):627–633.

Julian Salazar, Davis Liang, Toan Q. Nguyen, and Katrin Kirchhoff. 2020. Masked language model scoring. In *Proceedings of the 58th Annual Meeting of the Association for Computational Linguistics*, pages 2699–2712, Online. Association for Computational Linguistics.

Rico Sennrich, Barry Haddow, and Alexandra Birch. 2016. Neural machine translation of rare words with subword units. In *Proceedings of the 54th Annual Meeting of the Association for Computational Linguistics (Volume 1: Long Papers)*, pages 1715–1725, Berlin, Germany. Association for Computational Linguistics.

Alex Warstadt, Alicia Parrish, Haokun Liu, Anhad Mohananeey, Wei Peng, Sheng-Fu Wang, and Samuel R Bowman. 2019. Blimp: A benchmark of linguistic minimal pairs for english. *arXiv preprint arXiv:1912.00582*.

Dongqiang Yang and David Martin Powers. 2006. Verb similarity on the taxonomy of WordNet. Masaryk University.

Zhilin Yang, Zihang Dai, Yiming Yang, Jaime Carbonell, Ruslan Salakhutdinov, and Quoc V. Le. 2019. *Xlnet: Generalized autoregressive pretraining for language understanding*. 

Supplementary Materials

A Automatic segmentation with DP-Parse

In unsupervised word segmentation, we are given a corpus of unsegmented phonetic or character-based sentences, i.e sentences were word boundaries have been removed. The aim of this task is to find as many real word boundaries on those unsegmented sentences.

In order to tackle the task of unsupervised word segmentation, we propose a new algorithm: the Dirichlet Process Parse or DP-Parse that is inspired from the work of Goldwater et al (Goldwater et al., 2009). As in (Goldwater et al., 2009) the segmentation process is composed of three steps: an initialisation, a generative unigram modelling and an inference step. The whole process is iterated until convergence.

First, the pipeline is initialized with a word lexicon that contains candidate word tokens along with their counts, i.e the number of times each token occurs in the corpus. At initialisation, these candidate word tokens are chosen to be all the short sentences (less than twenty phonemes long) in the corpus.

The iterative process starts with the generative unigram modelling. Let us consider a sentence $s = w_1,...,w_l$. The unigram model assigns a probability to $s$ as the product of the probabilities of its candidate word tokens: $P(s) = \prod_{i=0}^{l} P(w_i)$. The probability of a word token is the probability of that series of phonemes to be a real word token. It is computed using an instance of a Dirichlet Process in the way that (Goldwater et al., 2009) describes it from which we will give a general overview.

The unigram model will produce the probability of a word token $w_i$ to be a word conditioned on already segmented words $w_{-i}$. Let $i-1$ be the number of tokens already segmented, $M$ the length in phonemes of the current token $w_i$, and $n_i$ the number of other tokens already segmented that have the same label as $w_i$, $n_i$ is stored in the lexicon create at the beginning of iteration. According to the Chinese restaurant approach to the Dirichlet Process, the probability of a token $w_i$ depends on $w_i$ being novel (i.e already in the lexicon) or not.

(1.a) $P(w_i \text{ is novel}) = \frac{\alpha_0}{i - 1 + \alpha_0}$

(1.b) $P(w_i \text{ is not novel}) = \frac{i-1}{i-1+\alpha_0}$

(2.a) $P(w_i = l| w_i \text{ is not novel}) = \frac{n_i}{n_i + \alpha_0 P_0(w_i = l)}$

(2.b) $P(w_i = x_1...x_M| w_i \text{ is novel}) = P_0(w_i = l) = p(#(1 - p#))^{M-1} \prod_{j=1}^{M} P(x_j)$

Giving:

\[ P(w_i = l|w_{-i}) = \frac{n_i}{i - 1 + \alpha_0} + \frac{\alpha_0 P_0(w_i = l)}{i - 1 + \alpha_0} \]

$\alpha_0$ is the concentration parameter that conditions the number of clusters that will be found and $P_0$ is the base distribution that determines the characteristic of each word clusters.

Now that each candidate word tokens can be assigned a probability, word boundaries can be drawn during the inference step. We replaced the Gibbs sampler used by (Goldwater et al., 2009) by a dynamic programming inference in order to speed up the segmentation process. In the Gibbs sampling approach, each boundary of the sentence $s$ is sampled one at a time conditioned on all previous boundaries. In comparison, our method samples all boundaries in $s$ at once. It works as if it samples a parse of the sentence $s$, hence the name of the pipeline: DP-Parse. In order to explain our sampling process, let us suppose we have $s$ possible parses for a phonetic sentence $P$, such that $s = (s_1,...,s_P)$. These parses can be represented in a table that contains the costs of boundaries between all possible pairs of word tokens. A parse is a path in that table that covers the whole sentence. Then to find the cost of each parse, we perform a dynamic programming beam search that returns the N parses that have the lowest log probabilities. The segmentation of $s$ will result from sampling one parse randomly among those N best parses. We do not choose the best parse for $s$ in order to avoid being stuck in poor local optima. Once a parse is sampled for $s$, the next sentence is considered and so on until the end of the corpus.

Finally, the process can iterate. A new lexicon is populated with found word tokens, new probabilities can be computed for each word tokens according to the unigram generative model. Iterations last until the probability of the whole corpus’ segmentation does not decrease anymore.

Regarding performances, DP-Parse works slightly sub-optimally compared to a unigram
model trained in the Adaptor Grammar framework (AG) (Goldwater et al., 2009), but runs in average 50 times faster. On a 5% subset of the Librispeech-960, AG reaches a token F1 score of 0.64 where our DP-Parse gets 0.57. However, regarding time efficiency, running 10 iterations of DP-Parse on the full Librispeech-960 takes 5 hours whereas AG would need around 10 days.

B Sampling method to balance ngram scores

We describe here our sampling method to balance ngram scores for pWUGGY and pBLIMP datasets. We first show the algorithm that we applied to pWUGGY, then we just modify slightly the algorithm for the pBLIMP dataset.

For WUGGY, let’s assume that we have $N$ words $w_1, \ldots, w_N$; and for each word $w_i$, we have a list of $K$ matching nonword candidates $nw^1_i, \ldots, nw^K_i$. We also assume that each word or nonword $w$ has $M$ scores $s_1(w), \ldots, s_M(w)$ (this might be unigram/bigram char/phone scores). We aim to choose, for each word $w_i$, a matching nonword $nw^*_i$ such that the proportion of the pairs where the score of the word is higher than the score of nonword is close to 50% as possible, for each of $M$ scores.

In other words, we want to build a list of word-nonword pairs $L = \{ (w_1, nw^*_1), \ldots, (w_N, nw^*_N) \}$ such that the objective function

$$
\text{obj}(L) = \sum_{m=1}^{M} | \text{accuracy}_{\text{of}\_\text{score}_m}(L) - 0.5 |
$$

(S1)

is as close to zero as possible.

We thus deduce a simple sampling method as follows: We first initialize a list $L$ of chosen pairs of word and nonword. At each iteration, we randomly choose an unchosen word. Then we sample a nonword candidate in the list of matching nonword candidates, update the list with the new pair, and compute the objective function of the new list as given in S1. If the objective increases, we remove this newly added element, and resample a new nonword from the list of candidates. If we encounter all the nonword candidates but cannot find a new pair, we random choose a nonword from the list of candidates. We then continue to the next word until all the words are chosen.

We found afterwards that if we sample all the words at the same time, we can obtain an overall score very close to 50%, but then words with high frequency or with short length tended to have higher accuracy than others. We then decided to divide the words into sub-categories by frequency and word length, and then do the sampling on each of the sub-categories, which gives a more balanced score on all the length and frequency levels.

For BLIMP, the candidates are slightly different. We now have a list of $N$ pairs of grammatical and non-grammatical sentences and we want to choose $K$ pairs among them such that the accuracy of the chosen pairs is as close to 50% as possible as for WUGGY. We can then use the same sampling method as described above, with the exception that instead of choosing a word and sampling the nonword candidates at each iteration, we sample an unchosen pair in the list of candidates, and add that pair to the chosen list if we succeed to decrease the objective function.

As we also found that there is a huge difference in the accuracy scores of linguistic paradigms, we tried to do the sampling by each sub-paradigm. However, there were still some paradigms that we were not able to perfectly balance the score.