Nonlinear stochastic time-fractional slow and fast diffusion equations on $\mathbb{R}^d$
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Abstract

This paper studies the nonlinear stochastic partial differential equation of fractional orders both in space and time variables:

$$\left(\beta^{\frac{\alpha}{2}} + \frac{\nu}{2} (\Delta)^{\alpha/2}\right) u(t, x) = t^\gamma \left[ \rho(u(t, x)) \dot{W}(t, x) \right], \quad t > 0, \ x \in \mathbb{R}^d,$$

where $\dot{W}$ is the space–time white noise, $\alpha \in (0, 2]$, $\beta \in (0, 2)$, $\gamma \geq 0$ and $\nu > 0$. Fundamental solutions and their properties, in particular the nonnegativity, are derived. The existence and uniqueness of solution together with the moment bounds of the solution are obtained under Dalang’s condition: $d < 2\alpha + \frac{\nu}{\beta} \min(2\gamma - 1, 0)$. In some cases, the initial data can be measures. When $\beta \in (0, 1]$, we prove the sample path regularity of the solution.
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1. Introduction

In this paper, we study the following nonlinear stochastic space–time fractional diffusion equations:

\[
\begin{aligned}
\begin{cases}
\left( \partial^\beta + \frac{\nu}{2}(-\Delta)^{\alpha/2} \right) u(t, x) = I^\gamma_t \left[ \rho \left( u(t, x) \right) \dot{W}(t, x) \right], & t > 0, \ x \in \mathbb{R}^d. \\
u \left( t, \cdot \right) = \mu & \text{if } \beta \in (1/2, 1], \\
u \left( t, \cdot \right) = \mu_0, \quad \frac{\partial}{\partial t} \nu \left( t, \cdot \right) = \mu_1 & \text{if } \beta \in (1, 2),
\end{cases}
\end{aligned}
\]  

\tag{1.1}

with \( \alpha \in (0, 2] \) and \( \gamma > 0 \). In this equation, \( \Delta = \sum_{i=1}^d \frac{\partial^2}{\partial x_i^2} \) is the Laplacian with respect to the space variables and \(-\Delta)^{\alpha/2}\) is the fractional Laplacian. \( \dot{W} \) denotes the space–time white noise. \( \nu > 0 \) is the diffusion parameter. The initial data \( \mu, \mu_0 \) and \( \mu_1 \) are assumed to be some measures. \( \rho \) is a Lipschitz continuous function. \( \partial^\beta \) denotes the Caputo fractional differential operator:

\[
\partial^\beta f(t) := \begin{cases}
\frac{1}{\Gamma(m-\beta)} \int_0^t \frac{f^{(m)}(\tau)}{(t-\tau)^{\beta+1-m}} \, d\tau & \text{if } m-1 < \beta < m, \\
\frac{d^m}{dt^m} f(t) & \text{if } \beta = m,
\end{cases}
\]

and \( I^\gamma_t \) is the Riemann–Liouville fractional integral of order \( \gamma > 0 \):

\[
I^\gamma_t f(t) := \frac{1}{\Gamma(\gamma)} \int_0^t (t-s)^{\gamma-1} f(s) \, ds, \quad \text{for } t > 0,
\]

with the convention \( I^0_0 = \text{Id} \) (the identity operator). We refer to [18,31,33] for more details of these fractional differential operators.

This paper is motivated by some special cases of Eq. (1.1) studied in the literature.

1. When \( d = 1, \alpha = 2 \) and \( \gamma = \lceil \beta \rceil - \beta \), where \( \lceil \beta \rceil \) denotes the smallest integer not less than \( \beta \), this equation was studied by the first author [4], who proved the existence of a mild solution for all \( \beta \in (0, 2) \). The motivation comes from the study of diffusions in the viscoelastic media (a media between fluids and solids, such as honey or rubber) perturbed by a multiplicative noise. In the absence of noise, we refer to the work [19,25,32]. Notice that the role of the fractional integral operator \( I^\gamma_t \) is to make the noise term more regular. When this smoothing factor disappears (namely \( \gamma = 0 \)), the solution becomes less regular. In this case one can show that the mild solution exists only when \( \beta \in (2/3, 2] \). On the other hand, motivated by modeling the molecular motion in biological cell, the special case \( \alpha = 2, \beta \in (0, 1) \) and \( \gamma = 0 \) of Eq. (1.1) was studied in [9,21]. The dimension can be general and the noise is a colored one. We refer to the references in [21] for more biological application when the noise is absent. One may find more interesting motivations in recent work [13,27,28].

2. The above case is for time fractional (general \( \beta \)). The spatial fractional one (general \( \alpha \), fractional Laplacian) is a classical subject in probability theory. The special case when \( \beta = 1, \gamma = 0 \) of Eq. (1.1) has been studied in literature. We refer to [8,11] and the references therein.

It is worth pointing out the following two famous special cases of our equation.
(3) When \(d = 1, \beta = 2, \alpha = 2 \) and \(\gamma = 0\), the spde (1.1) reduces to the **stochastic wave equation** (SWE) on \(\mathbb{R}\):

\[
\left( \frac{\partial^2}{\partial t^2} - \frac{\nu}{2} \frac{\partial^2}{\partial x^2} \right) u(t, x) = \rho(u(t, x))\dot{W}(t, x),
\]

with the speed of wave propagation \((\nu/2)^{1/2}\).

(4) When \(d = 1, \beta = 1, \alpha = 2 \) and \(\gamma = 0\), the spde (1.1) reduces to the **stochastic heat equation** (SHE) on \(\mathbb{R}\):

\[
\left( \frac{\partial}{\partial t} - \frac{\nu}{2} \frac{\partial^2}{\partial x^2} \right) u(t, x) = \rho(u(t, x))\dot{W}(t, x).
\]

These two special cases (3) and (4) have been studied extensively and there are many references. Among them let us mention [3,5–7,14,15,17,20]. The spde (1.1) for \(\beta \in (0, 1] \) and \(\gamma = 1 - \beta\) has been recently studied in [27,28]. When the noise does not depend on time, a similar model with a general elliptic operator has been studied in [21]. Another related equation is the **stochastic fractional heat equation** (SFHE) on \(\mathbb{R}\):

\[
\left( \frac{\partial}{\partial t} - \chi D^\alpha_\delta \right) u(t, x) = \rho(u(t, x))\dot{W}(t, x),
\]

which has been studied recently in [8,12] under the setting of \(\alpha \in (1, 2] \) and \(|\delta| \leq 2 - \alpha\); see also [17,20]. Here \(\chi D^\alpha_\delta\) is the general (asymmetric) stable operator with \(\alpha \in (0, 2]\) and the skewness parameter \(\delta\) such that \(|\delta| \leq \min(2 - \alpha, \alpha)\). In particular, \(\chi D^0_\delta = -(-\Delta)^{\alpha/2}\).

The goal of this paper is to unify the above mentioned special equations. There are two considerations for our unification: one is that the unified equation should be general enough to cover all the mentioned cases; the second one is that the equation should also be sufficiently specific so that we can solve it. We found that Eq. (1.1) meets both of these goals.

One motivation for us to find such a unified theory is that we may be able to apply some ideas from the study of one special equation to the study of other special equations. However, in this work we shall concentrate on the existence, uniqueness and sample regularity of the solution.

To solve the general equation (1.1) we shall first find its corresponding Green’s functions. As proved in the next sections, there is a triplet

\[
\{ Z(t, x), Z^*(t, x), Y(t, x) : (t, x) \in [0, \infty) \times \mathbb{R}^d \}.
\]

depending on the parameters \((\alpha, \beta, \gamma, \nu)\), such that the solution to (1.1) with \(\rho(u(t, x))\dot{W}(t, x)\) replaced by a continuous function \(f(t, x)\) with compact support is represented by

\[
u(t, x) = \begin{cases} (Z(t, \cdot) * \mu)(x) + (Y * f)(t, x), & \text{if } \beta \in (0, 1], \\ (Z^*(t, \cdot) * \mu_0)(x) + (Z(t, \cdot) * \mu_1)(x) + (Y * f)(t, x), & \text{if } \beta \in (1, 2), \end{cases}
\]

(1.5)

where “\(*\)” denotes the convolution in the space variable:

\[
(Z(t, \cdot) * \mu)(x) := \int_{\mathbb{R}^d} Z(t, x - y) \mu(dy),
\]

(1.6)

and “\(\star\)” denotes the convolution in both space and time variables:

\[
(Y * f)(t, x) := \int_0^t \int_{\mathbb{R}^d} Y(t - s, x - y) f(s, y) ds dy.
\]

(1.7)

The difficulty to solve (1.1) comes from the complexity of the Green’s functions, which are expressed by using the Fox H-functions [22]. This special function is much more complex than
the heat kernels associated with the Laplacian or fractional Laplacians. To get a sense of our idea let us explain our approach to consider the problem of estimating the second moment. As we shall see very soon, this boils down to finding an effective estimation of the following space–time convolution
\[ \int_0^t \int_{\mathbb{R}^d} Y^2(t - s, x - y)Y^2(s, y)ds dy, \]
in a way that one can do it recursively. The new and key idea to achieve this in this paper is to bound the function \( f(t, x) \mapsto Y^2(t, x) \) from above (resp. below) by some known kernel functions that satisfy the semigroup property, specifically by the heat kernel type or Poisson kernel type functions (see (3.7)). For the upper bound, one may need \( x \mapsto Y(1, x) \) to be bounded; for the lower bound, one may need this function to be nonnegative.

If we denote the solution to the homogeneous equation of (1.1) by \( J_0(t, x) \), i.e.,
\[
J_0(t, x) = \begin{cases} (Z(t, \cdot) \ast \mu)(x) & \text{if } \beta \in (0, 1], \\ (Z^*(t, \cdot) \ast \mu_0)(x) + (Z(t, \cdot) \ast \mu_1)(x) & \text{if } \beta \in (1, 2), \end{cases}
\]
then the rigorous meaning of (1.1) is the following stochastic integral equation:
\[
u(t, x) = J_0(t, x) + I(t, x), \quad \text{where}
I(t, x) = \int_{[0, t] \times \mathbb{R}} Y(t - s, x - y) \rho(u(s, y)) W(ds, dy).
\]
The stochastic integral in the above equation is in the sense of Walsh [36].

1.1. Existence and uniqueness

To establish the existence and uniqueness of random field solutions to (1.1), the first step is to check Dalang’s condition [16]:
\[
\int_0^t ds \int_{\mathbb{R}^d} dy |Y(s, y)|^2 < \infty, \quad \text{for all } t > 0,
\]
which is equivalent to the following condition (see Lemma 5.3):
\[
d < 2\alpha + \frac{\alpha}{\beta} \min(2\gamma - 1, 0) =: \Theta,
\]
which is also equivalent to
\[
\beta + \gamma > \frac{1}{2} \left(1 + \frac{d\beta}{\alpha}\right) \quad \text{and} \quad d < 2\alpha.
\]
In the following, we will call these two equivalent conditions (1.9) and (1.10) Dalang’s condition, which are assumed throughout of the paper.

Note that (1.10) implies that the space dimension should be less than or equal to 3. Among all possible cases in (1.9), the following two special cases have better properties:

\[
\gamma = 0 \quad \text{or} \quad \alpha > d = 1,
\]
\[
\alpha > d = 1.
\]
Clearly, case (1.12) is a special case of (1.11). As shown in Lemma 4.3 and Remark 4.4, under (1.11), the function \( x \mapsto Y(1, x) \) is bounded near zero and hence bounded for all \( x \in \mathbb{R}^d \). We rely on this property to implement a procedure of bounding \( Y^2(t, x) \) from above by the heat-type
or Poisson-type kernel functions. If we strengthen the condition from (1.11) to (1.12), then all functions \( Z(1, x) \), \( Z^*(1, x) \) and \( Y(1, x) \) are bounded near zero. Since \( Z(1, x) \) and \( Z^*(1, x) \) get involved in the equation only through the initial data (see (1.7)), this boundedness property of \( Z(1, x) \) and \( Z^*(1, x) \) near zero allows the initial data to be unbounded near zero, for example, in this case one may allow the initial data to be the Dirac delta measure (distribution). The differences between these conditions are manifested in full details through the three cases – Cases I, II and III – below.

We prove the existence and uniqueness of random field solutions to (1.8) in the following three cases:

**Case I:** If we assume only Dalang’s condition (1.9), we prove the existence and uniqueness when the initial data are such that
\[
\sup_{(s, x) \in [0, t] \times \mathbb{R}^d} |J_0(s, x)| < \infty, \quad \text{for all } t > 0, \tag{1.13}
\]
which is satisfied, for example, when initial data are bounded measurable functions.

**Case II:** Under both (1.9) and (1.11), we obtain moment formulas that are similar to those in [4, 7, 8]. The initial data satisfy (1.13).

**Case III:** Under both (1.9) and (1.12), the initial data can be measures. Let \( \mathcal{M}(\mathbb{R}) \) be the set of signed (regular) Borel measures on \( \mathbb{R} \). For \( x \in \mathbb{R} \), define an auxiliary function
\[
f_\beta(\eta, x) := \exp \left( -\eta |x|^{1+|\beta|} \right), \tag{1.14}
\]
where \( \lfloor \beta \rfloor \) is the largest integer not greater than \( \beta \). Note that the difference between \( \lceil \beta \rceil \) and \( \lfloor \beta \rfloor + 1 \) for \( \beta \in (0, 2) \) is only at \( \beta = 1 \). The initial data are assumed to be Borel measures such that
\[
\left\{ \begin{array}{ll}
(\mu \ast f_\beta(\eta, \cdot))(x) < \infty, & \text{for all } \eta > 0 \text{ and } x \in \mathbb{R}, \text{ if } \alpha = 2, \\
\sup_{y \in \mathbb{R}} \int_{\mathbb{R}} |\mu|(dx) \frac{1}{1 + |x - y|^{1+\alpha}} < +\infty, & \text{if } \alpha \in (1, 2),
\end{array} \right.
\tag{1.15}
\]
where for any Borel measure \( \mu, \mu = \mu_+ - \mu_- \) is the Jordan decomposition and \( |\mu| = \mu_+ + \mu_- \). We use \( \mathcal{M}_{\alpha, \beta}(\mathbb{R}) \) to denote these measures. In this case, we prove the existence and uniqueness of a solution to (1.4) for all initial data from \( \mathcal{M}_{\alpha, \beta}(\mathbb{R}) \).

Here are some special cases:

1. For (1.3), i.e., \( \alpha = 2, \beta = 1 \) and \( \gamma = 0 \), the set of admissible initial data studied in [7] is \( \mathcal{M}_H(\mathbb{R}) \), which corresponds to \( \mathcal{M}_{2, 1}(\mathbb{R}) \) in this paper.

2. Under the condition that \( d = 1, \alpha = 2, \beta \in (0, 2), \gamma = \lfloor \beta \rceil - \beta \) (as in [4]), one can easily verify that condition (1.9) is always true. The possible initial data is \( \mathcal{M}_{2, \beta}(\mathbb{R}) \), which corresponds to \( \mathcal{M}_{2, 1}(\mathbb{R}) \) in this paper.

3. If \( \gamma = 1 - \beta \) and \( \beta \in (0, 1) \), then it is ready to see that (1.9) reduces to
\[
d < \alpha \min(2, \beta^{-1}),
\]
which recovers the condition by Mijena and Nane [27].

4. If \( \gamma = 0 \), then (1.9) becomes
\[
d \frac{1}{\alpha} + \frac{1}{\beta} < 2.
\]
Moreover, if \( \alpha = 2 \) and \( d = 1 \), then this condition becomes \( \beta > 2/3 \), which coincides to the condition in [13, Section 5.2].
(5) If \( \beta = 1 \) and \( \gamma = 0 \), then Dalang’s condition (1.9) reduces to \( \alpha > d \). Since \( \alpha \in (0, 2) \), we have that \( \alpha \in (1, 2) \) and \( d = 1 \), which recovers the condition in [8].

As in [6–8], we will obtain similar moment formulas expressed using a kernel function \( K(t, x) \) when (1.11) is satisfied. For the SHE and the SWE, this kernel function \( K(t, x) \) has explicit forms. But for the SFHE [8], (1.1) with \( d = 1 \), \( \gamma = [\beta] - \beta \) and \( \alpha = 2 \) in [4], and the current spde (1.1), we obtain some estimates on it. In particular, we will obtain both upper and lower bounds when (1.11) is satisfied. For the SHE and the SWE, this kernel function

### 1.2. Hölder regularity

After establishing the existence and uniqueness of the solution, we will study the sample-path regularity for the slow diffusion equations (i.e., the case when \( \beta \in (0, 1) \)) with \( \gamma \in [0, 1 - \beta] \). Given a subset \( D \subseteq [0, \infty) \times \mathbb{R}^d \) and positive constants \( b_1, b_2 \), denote by \( C_{b_1,b_2}(D) \) the set of functions \( v : [0, \infty) \times \mathbb{R}^d \mapsto \mathbb{R} \) with the following property: for each compact set \( K \subseteq D \), there is a finite constant \( C \) such that for all \((t, x)\) and \((s, y)\),

\[
|v(t, x) - v(s, y)| \leq C (|t - s|^{b_1} + |x - y|^{b_2}).
\]  

(1.16)

Denote

\[
C_{b_1,-b_2}(D) := \cap_{a_1 \in (0,b_1)} \cap_{a_2 \in (0,b_2)} C_{a_1,a_2}(D) .
\]

We will show that for slow diffusion equations with \( \gamma \in [0, 1 - \beta] \), if the initial data has a bounded density, i.e., \( \mu(dx) = f(x)dx \) with \( f \in L^\infty(\mathbb{R}^d) \), then

\[
u(\cdot, \cdot) \in C_{\frac{1}{2} (2(\beta + \gamma) - 1 - d\beta/\alpha) -, \frac{1}{2} \min(\Theta - d, 2)-}((0, \infty) \times \mathbb{R}^d), \quad \text{a.s., (1.17)}
\]

where \( \Theta \) is defined in (1.9).

**Example 1.1.** When \( \gamma = 0 \), \( \alpha = 2 \) and \( d = 1 \), Dalang’s condition (1.9) becomes \( \beta > 2/3 \). The exponents \( b_1 \) and \( b_2 \) in (1.16) become

\[
b_1 = \frac{3\beta - 2}{4} \quad \text{and} \quad b_2 = \frac{3}{2} - \frac{1}{\beta}.
\]

Both \( b_1 \) and \( b_2 \), viewed as functions of \( \beta \in (2/3, 1] \), are nondecreasing, i.e., the more derivative one takes in \( \partial^\beta \), the more regularity of the solution one obtains. So \( \partial^\beta \) plays a regularization role.

**Example 1.2.** When \( \gamma = 1 - \beta \), \( \alpha = 2 \) and \( d = 1 \), the exponents in (1.16) reduce to

\[
b_1 = \frac{2 - \beta}{4} \quad \text{and} \quad b_2 = \left[ \left( \frac{1}{\beta} - \frac{1}{2} \right) \wedge 1 \right] = \begin{cases} 1 & \text{if } \beta \in (0, 2/3], \\ 1/\beta - 1/2 & \text{if } \beta \in (2/3, 1], \end{cases}
\]

which recover the temporal Hölder exponent in Theorem 3.2 of [4] and improve the spatial Hölder exponent obtained in the same reference from 1/2 to \( b_2 \). It is clear that 1/2 \( \leq b_2 \leq 1 \) for \( \beta \in (0, 1] \) and when \( \beta = 1 \), \( b_2 = 1/2 \), which recovers the classical results; see [5,36]. Contrary to the previous Example 1.1, with the presence of the smoothing operator \( I^\gamma \) both exponents \( b_1 \) and \( b_2 \), viewed as functions of \( \beta \), are nonincreasing, i.e., the larger is \( \beta \), the less regularity of the solution we have. This means that regularization factor \( I^\gamma_1 - \beta \) (noticing the negative sign in the exponent \( \beta \)) plays a more important role than the regularization factor \( \partial^\beta \).
1.3. Moment Lyapunov exponents and intermittency

When the initial data are spatially homogeneous (i.e., the initial data are constants), so is the solution \( u(t, x) \), and then the moment Lyapunov exponents

\[
\bar{m}_p := \limsup_{t \to \infty} \frac{1}{t} \log \mathbb{E}[|u(t, x)|^p],
\]

(1.18)

\[
m_p := \liminf_{t \to \infty} \frac{1}{t} \log \mathbb{E}[|u(t, x)|^p],
\]

(1.19)

do not depend on the spatial variable. In this case, a solution is called **fully intermittent** if \( m_1 = 0 \) and \( m_2 > 0 \) (see [2, Definition III.1.1, on p. 55]). As for the weak intermittency, there are various definitions. For convenience of stating our results, we will call the solution **weakly intermittent** of type \( I \) if \( m_2 > 0 \), and **weakly intermittent of type II** if \( m_2 > 0 \). Clearly, the weak intermittency of type I is stronger than the weak intermittency of type II, but weaker than the full intermittency by missing \( m_1 = 0 \). The weak intermittency of type II is used in [20].

The full intermittency for the SHE and the SFHE are established in [1] and [12], respectively. The weak intermittency of type I and II for SWE are proved in [6] and [14, Theorem 2.3], respectively. We will establish the weak intermittency of type II for both slow and fast diffusion equations. For some slow diffusion equations, we will prove the weak intermittency of type I. Moreover, we show that

\[
\bar{m}_p \leq C \ p^{1 + \frac{1}{\alpha(p + \gamma)1-\gamma p/\alpha}}.
\]

(1.20)

It reduces to the following special cases:

1. The SHE case, i.e., \( \beta = 1, \alpha = 2, \gamma = 0 \) and \( d = 1: \bar{m}_p \leq C \ p^3 \). See [1,7,20];

2. The SWE case, i.e., \( \beta = 2, \alpha = 2, \gamma = 0 \) and \( d = 1: \bar{m}_p \leq C \ p^{3/2} \). See [6];

3. The SFHE case, i.e., \( \beta = 1, \gamma = 0 \) and \( d = 1: \bar{m}_p \leq C \ p^{2+1/(\alpha-1)} \). See [8];

4. The time-fractional diffusion equation case as in [4] that \( \alpha = 2, \gamma = [\beta] - \beta \) and \( d = 1: \bar{m}_p \leq C \ p^{\frac{4[\beta] - \beta - 2d}{\alpha [\beta] - \beta}} \);

5. The time-fractional spde as in Theorems 3.11 and 3.13 of [9] with \( d = 1 \) and \( \kappa = 1 \):

\[
\left\{
\begin{array}{ll}
\bar{m}_p \leq C \ p^{\frac{2\alpha - \beta}{\alpha - \beta - \alpha}} & \text{when } \gamma = 0, \\
\bar{m}_p \leq C \ p^{\frac{2[\beta] - \beta - \alpha}{\alpha[\beta] - \beta - \alpha}} & \text{when } \gamma = [\beta] - \beta.
\end{array}
\right.
\]

In general, meaningful lower moment bounds are usually harder to obtain than the upper bounds. Much more effort is required, especially in our general framework. One of the key ingredients that we need for the lower bounds is the nonnegativity of \( Y \), which we are able to prove in this paper for the following cases:

\[
\left\{
\begin{array}{ll}
\text{Case I: } & \alpha \in (0, 2], \beta \in (0, 1), \ d \in \mathbb{N}, \ \gamma \geq 0, \\
\text{Case II: } & \alpha \in (0, 2], \beta = 1, \ d \in \mathbb{N}, \ \gamma \in \{0\} \cup (1, \infty), \\
\text{Case III: } & 1 < \beta < \alpha \leq 2, \ d \leq 3, \ \gamma \geq 0, \\
\text{Case IV: } & 1 < \beta = \alpha < 2, \ d \leq 3, \ \gamma \geq (d + 3)/2 - \beta;
\end{array}
\right.
\]

(1.21)

see Theorem 4.6. These results, which generalize those obtained by Mainardi et al. [26], Pskhu [32], and Chen et al. [9], have their own interest. Based on this nonnegativity property,

\footnote{In [9], the constant \( \kappa \) is the exponent for the Riesz kernel, and the case \( \kappa = 1 \) corresponds to the space–time white noise.}
we can carry out the procedure of bounding $Y^2$ from below by some reference kernel functions, similar to that for the upper moment bounds, to derive some satisfactory lower moment bounds.

1.4. Some comments

After introducing our main results we elaborate in more details about the smoothing effect of the fractional operator $I^\gamma_t$, which can be seen from the following three aspects: Firstly, for the existence and uniqueness of solution, we can see immediately that the larger is $\gamma$, the larger is the domain of $\alpha$ and $\beta$, for which Dalang’s condition (1.9) is satisfied. Secondly, for the Hölder regularity (1.17), the exponents both in time and space are nondecreasing functions of $\gamma$, i.e., the large is $\gamma$, the more regular is the solution. Lastly, from the upper bound of the moment Lyapunov exponents in (1.20), we see that the larger is $\gamma$, the smaller is the upper bound, hence the less intermittent is the solution.

We would like to highlight some contributions of this paper here. Firstly, to the best of our knowledge, this is the first time that the SPDE (1.1) of this generality has been ever studied. This equation not only contains some very interesting known equations but also covers new ones. For example, while in the literature $\gamma$ is set to be either 0 or $[\beta] - \beta$, in this paper, $\gamma$ can be any positive real values. Secondly, from the methodology point of view, we give a way to handle equations that do not satisfy the semigroup property (i.e., the case when $\beta \neq 1$) by comparing with known semigroup kernel functions, through which we obtain upper and lower moment bounds. It turns out this is a very robust, though not necessarily sharp, method that may be applied to other SPDE’s, for example, the same SPDE as in this paper with a more general Gaussian noise. Thirdly, the nonnegativity of the fundamental solution is established for all cases in (1.21), which generalizes recent results by Pskhu [32] and Chen et al. [9]. The proof is very technical where we have used some ideas from Pskhu [32]. Lastly, even in such generality, we are still able to prove many fine properties of the solution, beyond the existence and uniqueness of the solution, such as sample path regularity for the slow diffusion case, upper and lower moment bounds, intermittency, etc.

Finally, we list several open problems for future investigation.

(1) The Hölder regularity is proved for $\beta \in (0, 1]$ (slow diffusion case) with the constraint $\gamma \in [0, 1 - \beta]$. It is interesting to study the case $\gamma > 1 - \beta$. A more challenging problem is the regularity when $\beta \in (1, 2]$ (fast diffusion case). It seems that almost none is known except for the case of the stochastic wave equation (i.e., $\alpha = \beta = 2, d = 1, \gamma = 0$); see e.g. Theorem 4.2.1 of [3].

(2) Sample path comparison principle plays a vital role in the study of the stochastic heat equation; see [12,29]. One would expect this principle continues to be true for the slow diffusion case $\beta \in (0, 1]$. A related and more ambitious problem is to establish the existence and smoothness of the density of the random variable $u(t, x)$ with both $t$ and $x$ fixed; see [10] for a special case.

(3) Even though the PDE part of the SPDE studied in this paper takes a very general form, the noise is very special, that is, $\dot{W}$ is the space–time white noise. One may investigate this same SPDE (possibly for the linear case $\rho(u) = \lambda u$) with a general colored Gaussian noise $\dot{W}$.

This paper is structured as follows. In Section 2 we first give some notation and preliminaries. The main results are stated in Section 3. The fundamental solutions are studied in Section 4. The proof of the two existence and uniqueness theorems are given in Section 5. Finally, in the Appendix, we prove some properties of the Fox H-functions.
2. Some preliminaries and notation

Let \( W = \{ W_t(A) : A \in \mathcal{B}_b(\mathbb{R}^d), t \geq 0 \} \) be a space–time white noise defined on a complete probability space \((\Omega, \mathcal{F}, P)\), where \( \mathcal{B}_b(\mathbb{R}^d) \) is the collection of Borel sets with finite Lebesgue measure. Let

\[
\mathcal{F}_t = \sigma (W_s(A) : 0 \leq s \leq t, A \in \mathcal{B}_b(\mathbb{R}^d)) \vee \mathcal{N}, \quad t \geq 0,
\]

be the natural filtration augmented by the \( \sigma \)-field \( \mathcal{N} \) generated by all \( P \)-null sets in \( \mathcal{F} \). We use \( \| \cdot \|_p \) to denote the \( L^p(\Omega) \)-norm (\( p \geq 1 \)). In this setup, \( W \) becomes a worthy martingale measure in the sense of Walsh [36], and \( \int_{[0,t] \times \mathbb{R}^d} X(s, y) W(ds, dy) \) is well-defined for a suitable class of random fields \( \{ X(s, y), (s, y) \in [0, \infty) \times \mathbb{R}^d \} \).

Recall that the rigorous meaning of the spde (1.1) is in the integral form (1.8).

**Definition 2.1.** A process \( u = \{ u(t, x), (t, x) \in (0, \infty) \times \mathbb{R}^d \} \) is called a random field solution to (1.1) if

1. \( u \) is adapted, i.e., for all \((t, x) \in (0, \infty) \times \mathbb{R}^d\), \( u(t, x) \) is \( \mathcal{F}_t \)-measurable;
2. \( u \) is jointly measurable with respect to \( B((0, \infty) \times \mathbb{R}^d) \times \mathcal{F} \);
3. for all \((t, x) \in (0, \infty) \times \mathbb{R}^d\), the following space–time convolution is finite:

\[
(Y^2 \ast ||\rho(u)||_2^2)(t, x) := \int_0^t ds \int_{\mathbb{R}^d} dy \, Y^2(t - s, x - y) ||\rho(u(s, y))||_2 < +\infty;
\]

4. the function \((t, x) \mapsto I(t, x)\) mapping \((0, \infty) \times \mathbb{R}^d\) into \( L^2(\Omega) \) is continuous;
5. \( u \) satisfies (1.8) a.s., for all \((t, x) \in (0, \infty) \times \mathbb{R}^d\).

Assume that the function \( \rho : \mathbb{R} \mapsto \mathbb{R} \) is globally Lipschitz continuous with Lipschitz constant \( \text{Lip}_\rho > 0 \). We need some growth conditions on \( \rho^4\): assume that for some constants \( L_\rho > 0 \) and \( \underline{\rho} \geq 0 \),

\[
|\rho(x)|^2 \leq L_\rho^2 (\underline{\rho}^2 + x^2), \quad \text{for all } x \in \mathbb{R}.
\]

(2.1)

Sometimes we need a lower bound on \( \rho(x)\): assume that for some constants \( l_\rho > 0 \) and \( \underline{\rho}_0 \geq 0 \),

\[
|\rho(x)|^2 \geq l_\rho^2 (\underline{\rho}_0^2 + x^2), \quad \text{for all } x \in \mathbb{R}.
\]

(2.2)

For all \((t, x) \in (0, \infty) \times \mathbb{R}^d, n \in \mathbb{N} \) and \( \lambda \in \mathbb{R} \), define

\[
\mathcal{L}_0 (t, x) := Y^2(t, x)
\]

\[
\mathcal{L}_n (t, x) := (\mathcal{L}_0 \ast \ldots \ast \mathcal{L}_0)(t, x), \quad \text{for } n \geq 1, (n \text{ convolutions}),
\]

(2.3)

\[
\mathcal{K}(t, x; \lambda) := \sum_{n=0}^{\infty} \lambda^{2(n+1)} \mathcal{L}_n (t, x).
\]

(2.4)

We will use the following conventions to the kernel functions \( \mathcal{K}(t, x; \lambda)\):

\[
\mathcal{K}(t, x) := \mathcal{K}(t, x; \lambda), \quad \overline{\mathcal{K}}(t, x) := \mathcal{K}(t, x; L_\rho),
\]

\[
\mathcal{K}_p (t, x) := \mathcal{K}(t, x; l_\rho), \quad \overline{\mathcal{K}}_p (t, x) := \mathcal{K}(t, x; 4\sqrt{p} L_\rho), \quad \text{for } p \geq 2.
\]

(2.5)

Throughout the paper, denote

\[
\sigma := 2(1 - \beta - \gamma) + \beta d/\alpha.
\]

(2.6)

\footnote{This is a consequence of the Lipschitz continuity of \( \rho \).}
Note that
\[(1.9) \quad \Rightarrow \quad d < 2\alpha + \frac{\alpha}{\beta}(2\gamma - 1) \quad \Leftrightarrow \quad 2(\beta + \gamma) - 1 - d\beta/\alpha > 0 \quad \Leftrightarrow \quad \sigma < 1. \quad (2.7)\]

Let \( D^\alpha_+ \) denote the Riemann–Liouville fractional derivative of order \( \alpha \in \mathbb{R} \) (see, e.g., [31, (2.79) and (2.88))):
\[
D^\alpha_+ f(t) := \begin{cases} 
\frac{1}{\Gamma(m - \alpha)} \frac{d^m}{dt^m} \int_0^t \frac{f(\tau)}{(t - \tau)^{\alpha+1-m}} d\tau & \text{if } m - 1 < \alpha < m \text{ and } \alpha \geq 0, \\
\frac{d^m}{dt^m} f(t) & \text{if } \alpha = m \geq 0, \\
\frac{1}{\Gamma(-\alpha)} \int_0^t s^{-a-1} f(s) ds & \text{if } \alpha < 0.
\end{cases}
\]

We will need the two-parameter Mittag-Leffler function
\[
E_{\alpha,\beta}(z) := \sum_{k=0}^{\infty} \frac{z^k}{\Gamma(\alpha k + \beta)}, \quad \alpha > 0, \ \beta > 0,
\]
which is a generalization of exponential function, \( E_{1,1}(z) = e^z \); see, e.g., [31, Section 1.2].
A function is called completely monotonic if \((-1)^n f^{(n)}(x) \geq 0 \text{ for } n = 0, 1, 2, \ldots; \) see [37, Definition 4]. An important fact [34] concerning the Mittag-Leffler function is that
\[x \in [0, \infty) \mapsto E_{\alpha,\beta}(-x) \text{ is completely monotonic } \iff 0 < \alpha \leq 1 \land \beta. \]

By [22, (2.9.27)], the above Mittag-Leffler function is a special case of the Fox H-function:
\[E_{\alpha,\beta}(z) = H^{1,1}_{1,2} \left( -z \mid \begin{array}{c} (0,1) \\ (0,1), (1-\beta, \alpha) \end{array} \right).\]

3. Main results

The first two theorems are about the existence, uniqueness and moment estimates of the solutions to (1.1). The second one, in particular, possesses the same form as the one in [4, Theorem 3.1]. See also similar results for other equations, e.g., SHE [7, Theorem 2.4], SWE [6, Theorem 2.3], and SFHE [8, Theorem 3.1].

**Theorem 3.1 (Existence, Uniqueness and Moments (I)).** Under (1.9), the spde (1.1) has a unique (in the sense of versions) random field solution \( \{u(t, x) : (t, x) \in (0, \infty) \times \mathbb{R}^d\} \) if the initial data are such that
\[
\hat{C}_t := \sup_{(s, x) \in [0, t] \times \mathbb{R}^d} |J_0(s, x)| < +\infty.
\]

Moreover, the following statements are true:

1. \((t, x) \mapsto u(t, x)\) is \(L^p(\Omega)\)-continuous for all \(p \geq 2;\)
2. For all even integers \(p \geq 2,\) all \(t > 0\) and \(x, y \in \mathbb{R}^d,\)
\[
||u(t, x)||_p^2 \leq 2J_0^2(t, x) + \left[ \frac{s^2}{2} + 2\hat{C}_t \right] \exp \left( C\lambda \frac{t^\alpha}{\alpha} \right),
\]
where \(C\) is some universal constant not depending on \(p,\) and \(\sigma\) is defined in (2.6).

This theorem is proved in Section 5.6. Note that if the initial data are bounded functions, then (3.1) is satisfied.
Theorem 3.2 (Existence, Uniqueness and Moments (II)). If Dalang’s condition (1.9) is satisfied, then the spde (1.1) has a unique (in the sense of versions) random field solution \( u(t, x) : (t, x) \in (0, \infty) \times \mathbb{R}^d \) starting from either initial data that satisfy (3.1) under condition (1.11) or any Borel measures from \( \mathcal{M}_{\alpha, \beta}(\mathbb{R}) \) under condition (1.12). Moreover, the following statements are true:

1. \((t, x) \mapsto u(t, x)\) is \(L^p(\Omega)\)-continuous for all \( p \geq 2\);
2. For all even integers \( p \geq 2\), all \( t > 0 \) and \( x, y \in \mathbb{R}^d\),
   \[ ||u(t, x)||_p^2 \leq \begin{cases} J_0^2(t, x) + \left( \left[ \frac{\alpha}{2} + J_0^2 \right] \ast K \right)(t, x), & \text{if } p = 2, \\ 2J_0^2(t, x) + \left( \left[ \frac{\alpha}{2} + 2J_0^2 \right] \ast \tilde{K}_\rho \right)(t, x), & \text{if } p > 2; \end{cases} \] (3.3)
3. If \( \rho \) satisfies (2.2), then under (1.9), (1.11) and the first two cases of (1.21), for all \( t > 0 \) and \( x, y \in \mathbb{R}^d\), it holds that
   \[ ||u(t, x)||_2^2 \geq J_0^2(t, x) + \left( \left[ \frac{\alpha}{2} + J_0^2 \right] \ast \tilde{K} \right)(t, x). \] (3.4)

The proof of this theorem is given in Section 5.5.

The following theorem gives the Hölder continuity of the solution for slow diffusion equations.

Theorem 3.3. Recall that the constants \( \sigma \) and \( \Theta \) are defined in (2.6) and (1.9), respectively. If \( \beta \in (0, 1), \gamma \in [0, 1 - \beta] \) and (3.1) holds, then under (1.9),

\[ \sup_{(t, x) \in [0, T] \times \mathbb{R}^d} ||u(t, x)||_p^2 < +\infty, \quad \text{for all } T \geq 0 \text{ and } p \geq 2. \] (3.5)

Moreover, we have

\[ I(\cdot, \cdot) \in C^{\frac{1}{2}(1 - \sigma)-, \frac{1}{2}\min(\beta - d, 2)-}(\{0, \infty\} \times \mathbb{R}^d), \text{ a.s.}, \] (3.6)

and (1.17) holds.

Proof. The bound (3.5) is due to (3.1) and (3.3). The proof of (3.6) is straightforward under (3.5) and Proposition 5.4 (see [5, Remark 4.6]). □

In order to use the moment bounds in (3.3) and (3.4), we need some good estimate on the kernel function \( K(t, x) \). Following [4], define the following reference kernel functions:

\[ G_{\alpha, \beta}(t, x) := \begin{cases} c_\beta \left( 4\pi t^\beta \right)^{-d/2} \exp \left( -\frac{1}{4t} \left( t^{-\beta/2} |x| \right)^{\beta/(\beta+1)} \right), & \text{if } \alpha = 2, \\ c_d t^{\beta/\alpha} \left( t^{2\beta/\alpha} + |x|^2 \right)^{(d+1)/2}, & \text{if } \alpha \in (0, 2), \end{cases} \] (3.7)

for \( \beta \in (0, 2) \) where \( |x|^2 = x_1^2 + \cdots + x_d^2 \), \( c_\beta = 1 \) if \( \beta \in [1, 2) \) and \( c_\beta = 2^{-(1+d)} v^{-d/2} \Gamma(d/2) / \Gamma(d) \) if \( \beta \in (0, 1) \), and \( c_d = \pi^{-(d+1)/2} \Gamma((d+1)/2) \). Define also

\[ G_{\alpha, \beta}(t, x) := \begin{cases} \left( \nu t^{\beta/2} \right)^{-d/2} \exp \left( -\frac{|x|^2}{\nu t^\beta} \right), & \text{if } \alpha = 2, \\ c_d t^{\beta/\alpha} \left( t^{2\beta/\alpha} + |x|^2 \right)^{(d+1)/2}, & \text{if } \alpha \in (0, 2). \end{cases} \] (3.8)

These reference kernels are nonnegative and the constants \( c_\beta \) and \( c_d \) are chosen such that the integration of these kernels on \( \mathbb{R}^d \) is equal to one.
Theorem 3.4. Fix \( \lambda \in \mathbb{R} \).

(1) Under (1.9) and (1.11), there are two nonnegative constants \( C \) and \( \Upsilon \) depending on \( \alpha, \beta, \gamma \), and \( v \), such that, for all \( (t, x) \in (0, \infty) \times \mathbb{R}^d \),

\[
\mathcal{K}(t, x; \lambda) \leq \frac{C}{t^\sigma} \mathcal{G}_{\alpha, \beta}(t, x) \left( 1 + t^{-\alpha} \exp \left( \lambda \frac{2}{\Upsilon} \Upsilon t \right) \right),
\]

where \( \sigma \) is defined in (2.6);

(2) Under (1.9), (1.11) and the first two cases in (1.21), there are two nonnegative constants \( C \) and \( \Upsilon \) depending on \( \alpha, \beta, \gamma \), and \( v \), such that, for all \( (t, x) \in (0, \infty) \times \mathbb{R}^d \),

\[
\mathcal{K}(t, x; \lambda) \geq C \mathcal{G}_{\alpha, \beta}(t, x) \exp \left( \lambda \frac{2}{\Upsilon} \Upsilon t \right).
\]

Proof. This theorem is due to Propositions 5.10, 5.11 and [4, Proposition 5.2]. \( \square \)

The last set of results are the weak intermittency.

Theorem 3.5 (Weak Intermittency). Suppose that (1.9) holds and the initial data satisfy (3.1).

(1) If \( \rho \) satisfies (2.1), then for some finite constant \( C > 0 \),

\[
\overline{m}_p \leq C L_{\rho}^{-\frac{2}{\alpha(\beta+\gamma)-1-\frac{\beta}{\alpha}}} p^{1+\frac{1}{\alpha(\beta+\gamma)-1-\frac{\beta}{\alpha}}}, \quad \text{for all } p \geq 2 \text{ even.}
\]

(2) Suppose that the initial data are uniformly bounded from below, i.e., \( \mu(dx) = f(x)dx \) and \( f(x) \geq c > 0 \) for all \( x \in \mathbb{R}^d \). If \( \rho \) satisfies (2.2) with \( |c| + \|\xi\| \neq 0 \), then under (1.9), (1.11) and the first two cases in (1.21), there is some finite constant \( C' > 0 \) such that

\[
\underline{m}_p \geq C' L_{\rho}^{-\frac{2}{\alpha(\beta+\gamma)-1-\frac{\beta}{\alpha}}} p, \quad \text{for all } p \geq 2.
\]

Proof. By (3.3), (3.9) and (5.11),

\[
\|u(t, x)\|_p^2 \leq C \hat{c}_1^2 + C \Upsilon t^{-\sigma} \left( \hat{c}_2^2 + 2C\hat{c}_2^2 \right) \left( 1 + t^{-\alpha} \exp \left( \Upsilon L_{\rho}^{-\frac{2}{\alpha}} p^{\frac{1}{\alpha}} t \right) \right).
\]

Then increase the power by a factor \( p/2 \). As for the lower bound, it holds that

\[
\|u(t, x)\|_p^2 \geq \|u(t, x)\|_2^2 \geq c^2 + C \left( \hat{c}_2^2 + c^2 \right) \exp \left( C \Upsilon t \right),
\]

thanks to (3.4) and (3.10). \( \square \)

4. Fundamental solutions

Theorem 4.1. For \( \alpha \in (0, 2], \beta \in (0, 2) \) and \( \gamma \geq 0 \), the solution to

\[
\begin{cases}
\left( \partial_t^\beta + \frac{v}{2} (-\Delta)^{\alpha/2} \right) u(t, x) = I_\alpha^\beta \left[ f(t, x) \right], & t > 0, \ x \in \mathbb{R}^d, \\
\partial_t^k u(t, x) \bigg|_{t=0} = u_k(x), & 0 \leq k \leq [\beta] - 1, \ x \in \mathbb{R}^d,
\end{cases}
\]

is

\[
u(t, x) = J_0(t, x) + \int_0^t ds \int_{\mathbb{R}^d} dy \ f(s, y) D_+^{[\beta]-\beta-\gamma} Z(t-s, x-y),
\]

(4.2)
\[
J_0(t, x) := \sum_{k=0}^{[\beta]-1} \int_{\mathbb{R}^d} u_{[\beta]-1-k}(y) \partial^k Z(t, x-y) dy \tag{4.3}
\]
is the solution to the homogeneous equation and
\[
Z_{\alpha, \beta, d}(t, x) := \pi^{-d/2} t^{[\beta]-1} |x|^{-d} H^{2,1}_{2,3} \left( \frac{|x|^\alpha}{2^{\alpha-1} \nu t^\beta} \right) \left( (1, 1), (\lfloor \beta \rfloor, \beta) \right)
\]
\[
Y_{\alpha, \beta, \gamma, d}(t, x) := t D^{[\beta]-\gamma}_{+} Z_{\alpha, \beta, d}(t, x) = \pi^{-d/2} |x|^{-d} t^{\beta+\gamma-1} \times H^{2,1}_{2,3} \left( \frac{|x|^\alpha}{2^{\alpha-1} \nu t^\beta} \right) \left( (1, 1), (\beta+\gamma, \beta) \right)
\]
and, if $\beta \in (1, 2)$,
\[
Z^*_{\alpha, \beta, d}(t, x) := \frac{\partial}{\partial t} Z_{\alpha, \beta, d}(t, x) = \pi^{-d/2} |x|^{-d} H^{2,1}_{2,3} \left( \frac{|x|^\alpha}{2^{\alpha-1} \nu t^\beta} \right) \left( (1, 1), (1, \beta) \right)
\]
Moreover,
\[
\mathcal{F}Z_{\alpha, \beta, d}(t, \cdot) (\xi) = t^{[\beta]-1} \mathcal{E}_{\beta, [\beta]} (-2^{-1} \nu t^\beta |\xi|^{\alpha}),
\]
\[
\mathcal{F}Y_{\alpha, \beta, \gamma, d}(t, \cdot) (\xi) = t^{\beta+\gamma-1} \mathcal{E}_{\beta, \beta+\gamma} (-2^{-1} \nu t^\beta |\xi|^{\alpha}),
\]
\[
\mathcal{F}Z^*_{\alpha, \beta, d}(t, \cdot) (\xi) = E_{\beta} (-2^{-1} \nu t^\beta |\xi|^{\alpha}), \quad \text{if } \beta \in (1, 2).
\]
This theorem is proved in Section 4.2. For convenience, we will use the following notation
\[
Y(t, x) := Y_{\alpha, \beta, \gamma, d}(t, x) = t D^{[\beta]-\gamma}_{+} Z(t, x),
\]
\[
Z^*(t, x) := Z^*_{\alpha, \beta, d}(t, x) = \frac{\partial}{\partial t} Z(t, x), \quad \text{if } \beta \in (1, 2).
\]
A direct consequence of expression (4.5) is the following scaling property
\[
Y(t, x) = t^{\beta+\gamma-1-d\beta/\alpha} Y \left( 1, t^{-\beta/\alpha} x \right).
\]

**Remark 4.2.** By choosing $\alpha = 2, d = 1$ and $\beta$ arbitrarily close to 2, one can see that the first condition in (1.10) suggests the condition $\gamma > -1$. However, when $\gamma \in (-1, 0)$, one needs to specify another initial condition, namely, \( I_1^{1-\gamma} f(t, x) \bigg|_{t=0} \). For example (Example 4.1 in [31, p. 138]), the differential equation
\[
D^{1/2}_t g(t) + g(t) = 0, \quad (t > 0); \quad I_1^{1/2} g(t) \bigg|_{t=0} = C,
\]
is solved by $g(t) = C \left( \frac{1}{\sqrt{\pi t}} - e^{\gamma} \text{erfc}(\sqrt{t}) \right)$. This initial condition is obscure when the multiplicative noise $\rho(u(t, x)) \tilde{W}(t, x)$. Hence, throughout this paper, we assume $\gamma \geq 0$.

This following lemma gives the asymptotics of fundamental solutions $Z_{\alpha, \beta, d}(1, x)$, $Y_{\alpha, \beta, \gamma, d}(1, x)$, and $Z^*_{\alpha, \beta, d}(1, x)$ at $x = 0$ by choosing suitable values for $\eta$:
\[
\eta = \begin{cases} 
[\beta] & \text{in case of } Z, \\
\beta + \gamma & \text{in case of } Y, \\
1 & \text{in case of } Z^*, \text{ when } \beta \in (1, 2). 
\end{cases}
\]
Lemma 4.3. Suppose $\alpha \in (0, 2]$, $\beta \in (0, 2)$, $\eta \in \mathbb{R}$, and $d \in \mathbb{N}$. Let
\[
g(x) = x^{-d} H_{2,3}^{2,1} \left( x^\alpha \left| (1, 1), (\eta, \beta), (d/2, \alpha/2), (1, 1), (1, \alpha/2) \right. \right), \quad x > 0.
\]
Then as $x \to 0+$, the following holds:
\[
g(x) = \begin{cases}
\frac{\Gamma(d - \alpha)/2}{\Gamma(\eta - \beta)\Gamma(\alpha/2)} x^{\alpha-d} + O(x^{\min(2\alpha-d,0)}) & \text{if } \eta \neq \beta \text{ and } d > \alpha: \quad \text{Case 1}, \\
- \frac{\alpha}{\Gamma(\eta - \beta)\Gamma(1+d/2)} \log x + O(1) & \text{if } \eta \neq \beta \text{ and } d = \alpha: \quad \text{Case 2}, \\
2 \frac{\Gamma(1 - d/\alpha)\Gamma(d/\alpha)}{\alpha \Gamma(\eta - d\beta/\alpha)\Gamma(d/2)} x^{\alpha-d} + O(x^{\alpha}) & \text{if } \eta \neq \beta \text{ and } d < \alpha: \quad \text{Case 3}, \\
2 \frac{\Gamma(d/\alpha)}{\alpha \Gamma(d/2)} + O(x^2) & \text{if } \beta = \eta = 1: \quad \text{Case 4}, \\
- \frac{\Gamma((d-2\alpha)/2)}{\Gamma(-\beta)\Gamma(\alpha)} x^{2\alpha-d} + O(x^{\min(3\alpha-d,0)}) & \text{if } \beta = \eta \neq 1 \text{ and } d/\alpha > 2: \quad \text{Case 5}, \\
\frac{2\alpha}{\Gamma(-\beta)\Gamma(1+d/2)} \log x + O(x^\alpha) & \text{if } \beta = \eta \neq 1 \text{ and } d/\alpha = 2: \quad \text{Case 6}, \\
2 \frac{\Gamma(1 - d/\alpha)\Gamma(d/\alpha)}{\alpha \Gamma(\beta(1-d/\alpha)\Gamma(d/2))} + O(x^{2\alpha-d}) & \text{if } \beta = \eta \neq 1 \text{ and } d/\alpha \in (1, 2): \quad \text{Case 7}, \\
- \frac{\beta}{\Gamma(1+d/2)} + O(x^\alpha) & \text{if } \beta = \eta \neq 1 \text{ and } d/\alpha = 1: \quad \text{Case 8}, \\
2 \frac{\Gamma(1 - d/\alpha)\Gamma(d/\alpha)}{\alpha \Gamma(\beta(1-d/\alpha))\Gamma(d/2)} + O(x^\alpha) & \text{if } \beta = \eta \neq 1 \text{ and } d/\alpha < 1: \quad \text{Case 9}, 
\end{cases}
\]
where all the coefficients of the leading terms are finite and nonvanishing.

The calculations in the proof of this lemma is quite lengthy. We postpone it to Appendix A.1.

Remark 4.4. Since Dalang’s condition (1.9) implies $d < 2\alpha$, the cases 5 and 6 are void under (1.9). Combining the rest seven cases in Lemma 4.3, we have that
\[
\lim_{x \to 0} Y_{\alpha, \beta, \gamma, \eta, d}(1, x) = \begin{cases}
+\infty & \text{if } \gamma > 0 \text{ and } \alpha \leq d < 2\alpha: \quad \text{Cases 1–2}, \\
C_1 & \text{if } \gamma > 0 \text{ and } \alpha > d = 1: \quad \text{Case 3}, \\
C_2 & \text{if } \gamma = 0, \beta = 1 \text{ and } \alpha \neq d: \quad \text{Case 4}, \\
C_3 & \text{if } \gamma = 0, \beta \neq 1 \text{ and } d < 2\alpha: \quad \text{Cases 7–9}, 
\end{cases}
\tag{4.13}
\]
and
\[
\lim_{x \to 0} Z_{\alpha, \beta, \eta, d}(1, x) = \begin{cases}
+\infty & \text{if } \beta \neq 1 \text{ and } \alpha \leq d < 2\alpha: \quad \text{Cases 1–2}, \\
C_4 & \text{if } \beta \neq 1 \text{ and } \alpha > d = 1: \quad \text{Case 3}, \\
C_2 & \text{if } \beta = 1 \text{ and } \alpha \neq d: \quad \text{Case 4}, 
\end{cases}
\tag{4.14}
\]
and when $\beta \in (1, 2), \quad \lim_{x \to 0} Z_{\alpha, \beta, \eta, d}(1, x) = \begin{cases}
+\infty & \text{if } \alpha \leq d < 2\alpha: \quad \text{Cases 1–2}, \\
C_5 & \text{if } \alpha > d = 1: \quad \text{Case 3}, 
\end{cases}
\tag{4.15}
\]
where the constants $C_i \in \mathbb{R} \setminus \{0\}$, $i = 1, \ldots, 5$, only depend on $\alpha$, $\beta$, $\gamma$ and $d$. Combining all these cases, we see that under (1.11), $Y(1, x)$ is bounded at $x = 0$, and under (1.12), all functions $Z(1, x)$, $Z^+(1, x)$ and $Y(1, x)$ are bounded at $x = 0$. 

Lemma 4.5. \(Y_{\alpha,\beta,\gamma,d}(1, x)\) has the following asymptotic property as \(|x| \to \infty\):
\[
Y_{\alpha,\beta,\gamma,d}(1, x) \sim \begin{cases} 
A_\alpha |x|^{-(d+\alpha)} & \text{if } \alpha \neq 2, \\
A_2 |x|^d e^{-b|x|^c} & \text{if } \alpha = 2,
\end{cases}
\]
where the nonnegative constants are
\[
A_\alpha = \begin{cases} 
-\pi^{-d/2} \Gamma\left(\frac{(d+\alpha)/2}{\beta}\right) \frac{\Gamma\left(\frac{(d+\gamma)/2}{\beta}\right)}{\Gamma\left(\frac{d}{\beta}\right)} & \text{if } \alpha \neq 2, \\
\pi^{-d/2} (2 - \beta)^{\frac{1}{2} - (\beta + \gamma)} \beta^{\frac{d+2-2(\beta+\gamma)}{2(\beta-\beta)^{-1}}} (2\nu)^{-\frac{(2\beta+\gamma)-(d+2)}{2(\beta-\beta)}} & \text{if } \alpha = 2,
\end{cases}
\]
and
\[
a = \frac{d(\beta - 1) - 2(\beta + \gamma - 1)}{2 - \beta}, \quad b = (2 - \beta)\beta e^{\beta (2\nu)^{-2}}, \quad \text{and} \quad c = \frac{2}{2 - \beta}.
\]
Moreover, the asymptotic properties for \(Z(1, x)\) and \(Z^*(1, x)\) are the same as for \(Y(1, x)\) except that the argument \(\gamma\) in both (4.17) and (4.18) should be replaced by \([\beta] - \beta + 1\), respectively.

These asymptotics are obtained from [22, Sections 1.5 and 1.7]. We leave the details for interested readers.

Theorem 4.6. Suppose that \(\alpha \in (0, 2], \beta \in (0, 2), \) and \(\gamma \geq 0\). The functions \(Z(t, x) := Z_{\alpha,\beta,d}(t, x), Y(t, x) := Y_{\alpha,\beta,\gamma,d}(t, x)\) and \(Z^*(t, x) := Z^*_{\alpha,\beta,d}(t, x)\), defined in Theorem 4.1, satisfy the following properties:
\begin{enumerate}
\item For all \(d \in \mathbb{N}\) and \(\beta \in (0, 1)\), both functions \(Z\) and \(Y\) are nonnegative. When \(\beta = 1\), \(Z\) is nonnegative, and \(Y\) is nonnegative if either \(\gamma = 0\) or \(\gamma > 1\);
\item All functions \(Z, Z^*\) and \(Y\) are nonnegative if \(d \leq 3\) and \(1 < \beta < \alpha \leq 2\). When \(1 < \beta = \alpha < 2\), \(Y\) is nonnegative if \(\gamma > (d + 3)/2 - \beta\);
\item When \(d \geq 4\), \(Y_{\alpha,\beta,0,d}(t, x)\) assumes both positive and negative values for all \(\alpha \in (0, 2]\) and \(\beta \in (1, 2)\).
\end{enumerate}

This theorem is proved in Section 4.3. It generalizes the results by Mainardi et al. [26] from one-space dimension to higher space-dimension. Moreover, in [26] only \(Z\) when \(\beta \in (0, 1)\) and \(Z^*\) when \(\beta \in (1, 2)\) are studied. When \(\beta \in (1, 2)\), it also generalizes the results by Pskhu [32] from \(\alpha = 2\) and \(\gamma = 0\) to general \(\alpha \in (0, 2]\) and \(\gamma > -1\).

4.1. Some special cases

In this part, we list some special cases.

Example 4.7. When \(\gamma = 0\) or \(\gamma = [\beta] - \beta\), the expressions for \(Z\), \(Y\) and \(Z^*\) in Theorem 4.1 recover the results in [9].

Example 4.8. When \(\alpha = 2\), by [22, Property 2.2], we see that
\[
Z_{2,\beta,d}(t, x) = \pi^{-d/2} [\beta]^{-1} |x|^{-d} H_{1,2}^{2,0} \left( \frac{|x|^2}{2\nu t^\beta}, (\beta, \gamma), (d/2, 1), (1, 1) \right),
\]
and
\[
Y_{2,\beta,\gamma,d}(t, x) = \pi^{-d/2} \beta^{\gamma - 1} |x|^{\gamma} H_{1,2}^{2,0} \left( \frac{|x|^2}{2\nu t^\beta}, (\beta + \gamma, \beta), (d/2, 1), (1, 1) \right).
\]
and, when $\beta \in (1, 2)$,

$$Z_{2,\beta,d}^*(t, x) = \pi^{-d/2} |x|^{-d} H_{1.2}^{2,0} \left( \frac{x^2}{2\nu t^\beta} \middle| (1, \beta); (d/2, 1), (1, 1) \right).$$

(4.21)

In particular, for $\beta \in (0, 1)$ and $\gamma = 0$, the expressions for $Z$ and $Y$ recover those in [19,24]. For $Z_{2,\beta,d}$, see also [23, Chapter 6]. When $\beta \in (1, 2)$, $\gamma = 0$ and $\nu = 2$, the expression for $Y$ recovers the result in [32].

**Example 4.9.** When $\alpha = 2$ and $d = 1$, using Lemma A.2 and (A.8), we see that

$$Z_{2,\beta,1}^*(t, x) = |x|^{-1} t^{1-\beta} \left( \frac{2x^2}{\nu t^\beta} \middle| \left( \frac{1}{2}, \beta \right) \right) = t^{1/2-\beta/2} M_{\beta/2,1} (\frac{|x|}{\sqrt{2\nu t^\beta}}),$$

(4.22)

and

$$Y_{2,\beta,1}^*(t, x) = |x|^{-1} t^{\beta+\gamma-1} \left( \frac{2x^2}{\nu t^\beta} \middle| \left( \beta + \gamma, \beta \right) \right) = t^{\beta/2+\gamma-1} M_{\beta/2,\beta+\gamma} (\frac{|x|}{\sqrt{2\nu t^\beta}}),$$

(4.23)

and, when $\beta \in (1, 2)$,

$$Z_{2,\beta,1}^*(t, x) = |x|^{-1} H_{1.1}^{1,0} \left( \left( -1 \right) ; \left( 1, \beta \right) \right) = t^{-\beta/2} M_{\beta/2,1} (\frac{|x|}{\sqrt{2\nu t^\beta}}),$$

(4.24)

where $M_{\lambda,\mu}(z)$ is the two-parameter Mainardi functions (see [4]) of order $\lambda \in [0, 1)$,

$$M_{\lambda,\mu}(z) := \sum_{n=0}^{\infty} \frac{(-1)^n z^n}{n! \Gamma \left( \mu - (n + 1) \lambda \right)}, \quad \text{for } \mu \in \mathbb{C}.$$  

(4.25)

For example, $M_{1/2,1}(z) = \frac{1}{\sqrt{\pi}} \exp \left( -\frac{z^2}{4} \right)$. The one-parameter Mainardi functions $M_{\lambda}(z)$ are used by Mainardi, et al. in [25,26].

**Example 4.10.** In [26], the fundamental solutions $Z_{\alpha,\beta,d}(t, x)$ for $\beta \in (0, 1)$ and $Z_{\alpha,\beta,d}^*(t, x)$ for $\beta \in (1, 2)$ have been studied for all $\alpha \in (0, 2)$ and $d = 1$. From the Mellin–Barnes integral representation (6.6) of [26], we can see that the reduced Green function of [26] can be expressed using the Fox H-function:

$$K_{\alpha,\beta}^0(x) = \frac{1}{|x|} H_{3,3}^{1,1} \left( \left| \frac{x}{\sqrt{1 - \theta^2}} \right| \left( 1, 1, (1, \beta), (1, \alpha) \right) \right), \quad x \in \mathbb{R},$$

(4.26)

where $\alpha$ and $\beta$ have the same meaning as this paper and $\theta$ is the skewness: $|\theta| \leq \min(\alpha, 2 - \alpha)$. For the symmetric $\alpha$-stable case, i.e., $\theta = 0$, this expression can be simplified using Lemma A.2. Hence,

$$K_{\alpha,\beta}^0(x) = \frac{1}{\sqrt{|x|}} H_{2,3}^{1,1} \left( \left| \frac{x}{2} \right| \left( 1, 1, (1, \beta), (1/2, \alpha/2), (1, 1), (1, \alpha/2) \right) \right), \quad x \in \mathbb{R}.$$  

(4.27)

Therefore, their fundamental solution [26, (1.3)]

$$G_{\alpha,\beta}^0(t, x) = t^{-\beta/\alpha} K_{\alpha,\beta}^0(t^{-\beta/\alpha} x) = \frac{1}{\sqrt{|x|}} H_{2,3}^{1,1} \left( \left| \frac{x}{\sqrt{2\beta t^\beta}} \right| \left( 1, 1, (1, \beta), (1, \alpha/2), (1, 1), (1, \alpha/2) \right) \right),$$

corresponds, in the case when $\nu = 2$, to our $Z_{\alpha,\beta,1}(t, x)$ when $\beta \in (0, 1)$ and $Z_{\alpha,\beta,1}^*(t, x)$ when $\beta \in (1, 2)$. 
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Fig. 1. Some graphs of the function \( Y_{2,\beta,0,1}(1, x) \) with \( \nu = 2 \), and \( \beta = 15/8, 5/3, 3/2, 1, 3/4, 1/2, \) and \( 1/8 \) from top to bottom.

Fig. 2. Graphs of the Green functions \( Y_{2,\beta,0,1}(t, x) \) for \( 1 < \beta < 2 \) for \( 1 \leq t \leq 6 \) and \( |x| \leq 5 \).

Here we draw some graphs\(^5\) of these Green functions \( Y(t, x) \): see Figs. 1 and 2. As \( \beta \) approaches 2, the graphs of \( Y(t, x) \) become closer to the wave kernel \( \frac{1}{2}1_{|x| \leq \nu t/2} \).

4.2. Proof of Theorem 4.1

**Proof of Theorem 4.1.** Eqs.(4.4)–(4.9) have been proved in [9] when \( \gamma = 0 \). Let \( \hat{f} \) and \( \tilde{g} \) denote the Fourier transform in the space variable and the Laplace transform in the time variable, respectively. Apply the Fourier transform to (4.1) to obtain

\[
\begin{array}{l}
\partial^\beta \hat{u}(t, \xi) + \frac{\nu}{2} |\xi|^\alpha \hat{u}(t, \xi) = I_\gamma^\nu \left[ \hat{f}(t, \xi) \right], \quad \xi \in \mathbb{R}^d \\
\frac{\partial^k}{\partial t^k} \hat{u}(t, \xi) \bigg|_{t=0} = \hat{u}_k(\xi), \quad 0 \leq k \leq \lceil \beta \rceil - 1, \xi \in \mathbb{R}^d.
\end{array}
\]

Apply the Laplace transform on the Caputo derivative using [18, Theorem 7.1]:

\[
\mathcal{L} \left[ \partial^\beta \hat{u}(t, \xi) \right](s) = s^\beta \tilde{u}(s, \xi) - \sum_{k=0}^{\lfloor \beta \rfloor - 1} s^{\beta - 1 - k} \hat{u}_k(\xi).
\]

\(^5\) The graphs are produced by truncating the infinite sum in (4.25) by the first 24 terms. In Fig. 2, due to the bad approximations for small \( t \) when truncating the infinite sum, the graphs are produced for \( t \) staying away from 0.
On the other hand, it is known that (see, e.g., [33, (7.14)]),
\[ L^I[\tilde{f}(t, \xi)] = s^{-\gamma} \tilde{f}(s, \xi), \quad \text{Re}(\gamma) > 0. \]

Thus,
\[ \tilde{u}(s, \xi) = \left( s^\beta + \frac{\nu}{2} |\xi|^\alpha \right)^{-1} \left[ \sum_{k=0}^{[\beta]-1} s^{\beta-1-k} \tilde{u}_k(\xi) + s^{-\gamma} \tilde{f}(s, \xi) \right]. \]

Notice that (see [31, (1.80)])
\[ L[t^\beta \mathcal{E}_{\alpha, \beta}(\lambda t^\alpha)](s) = \frac{s^\alpha - \beta}{s^\alpha + \lambda}, \quad \text{for Re}(s) > |\lambda|^{1/\alpha}. \]

Hence,
\[ \tilde{u}(t, \xi) = \sum_{k=0}^{[\beta]-1} t^k E_{\beta, k+1} \left( -\frac{\nu}{2} |\xi|^\alpha t^\beta \right) \tilde{u}_k(\xi) + \int_0^t d\tau \tau^{\beta+\gamma-1} E_{\beta+\gamma, \beta+\gamma} \left( -\frac{\nu}{2} |\xi|^\alpha \tau^\beta \right) \tilde{f}(\tau, \xi), \]
from which (4.7)–(4.9) are proved. The expressions for \( Z \) and \( Z^* \) in (4.4) and (4.6), respectively, are proved in [9]. By the fact that (see [31, (1.82)])
\[ i D^\gamma_+ \left( t^{\beta-1} E_{\alpha, \beta}(\lambda t^\alpha) \right) = t^{\beta-\gamma-1} E_{\alpha, \beta-\gamma}(\lambda t^\alpha), \quad \gamma \in \mathbb{R}. \]

Recall that \( i D^\alpha_+ \) is the Riemann–Liouville fractional derivative of order \( \alpha \in \mathbb{R} \) (see (2.8)). Hence, we see that
\[ Y(t, x) = i D^\theta_+ Z(t, x), \quad \text{with } \theta := [\beta] - \beta - \gamma, \]
which can be evaluated using [22, Theorem 2.8] in the same way as in [9] for the case \( \gamma = 0 \). This completes the proof of Theorem 4.1. □

4.3. Nonnegativity of the fundamental solutions (proof of Theorem 4.6)

We first prove some lemmas.

Lemma 4.11. The following Fox H-functions are nonnegative:

1. For all \( \theta \in (0, 1) \),
\[ H_{2,1}^{1,1} \left( x \left| \begin{array}{cc} (0, 1), & (0, \theta) \\ (0, 1), & (0, \theta) \end{array} \right. \right) = \frac{1}{\pi} \frac{x^{1/\theta}}{1 + 2x^{1/\theta} \cos(\pi \theta) + x^{2/\theta}} > 0, \quad \text{for } x > 0; \quad (4.28) \]

2. For all \( \mu > 0 \) and \( 0 < \theta \leq \min(1, \mu) \),
\[ \mathbb{R} \ni x \mapsto H_{1,0}^{1,0} \left( |x| \left| \begin{array}{c} (\mu, \theta) \\ (1, 1) \end{array} \right. \right) \geq 0. \quad (4.29) \]

3. For all \( d \in \mathbb{N} \) and \( \alpha \in (0, 2] \),
\[ \mathbb{R} \ni x \mapsto H_{1,2}^{1,1} \left( |x| \left| \begin{array}{c} (1, 1) \\ (d/2, \alpha/2), (1, \alpha/2) \end{array} \right. \right) > 0. \quad (4.30) \]
Proof. (2) and (3) are covered by Lemma 4.5 and Theorem 3.3 of [9], respectively. As for (1), expression (4.28) can be found in [26, (4.38)] for the neutral-fractional diffusions. For completeness, we give a proof here. Because the parameters $\Delta$ and $\delta$, defined in (A.2) and (A.5), of this Fox H-function are equal to 0 and 1, respectively, Theorem 1.3 implies that for $x \in (0, 1)$,

$$H_{2,2}^{1,1}(x \mid (0, 1), (0, \theta)) = \sum_{k=0}^{\infty} \frac{(-1)^k}{k!} \frac{\Gamma(k + 1)}{\Gamma(-k\theta)\Gamma(1 + k\theta)} x^{k/\theta}$$

$$= \sum_{k=0}^{\infty} -(-1)^k \sin(\pi k\theta) x^{k/\theta}$$

(4.31)

$$= \text{Im} \left( \sum_{k=0}^{\infty} -(-1)^k e^{k\theta i} x^{k/\theta} \right)$$

$$= -\text{Im} \frac{1}{1 + e^{\theta i} x^{1/\theta}}$$

$$= \frac{1}{\pi} \frac{x^{1/\theta}}{1 + 2x^{1/\theta} \cos(\pi \theta) + x^{2/\theta}}.$$  

where we have applied [30, (5.5.3)] in (4.31). Similarly, when $x > 1$, Theorem 1.4 of [23] implies that

$$H_{2,2}^{1,1}(x \mid (0, 1), (0, \theta)) = \sum_{k=0}^{\infty} \frac{(-1)^k}{k!} \frac{\Gamma(k + 1)}{\Gamma(-(1 + k)\theta)\Gamma(1 + (1 + k)\theta)} x^{-(1+k)/\theta}$$

$$= \sum_{k=0}^{\infty} (-1)^k \sin((1 + k)\theta) x^{-(1+k)/\theta}$$

$$= \text{Im} \left( \sum_{k=0}^{\infty} (-1)^k e^{k\theta i} x^{-k/\theta} \right)$$

$$= -\text{Im} \frac{1}{1 + e^{\theta i} x^{-1/\theta}}$$

$$= \frac{1}{\pi} \frac{x^{1/\theta}}{1 + 2x^{1/\theta} \cos(\pi \theta) + x^{2/\theta}}.$$  

Finally, the existence of this Fox H-function at $x = 1$ is not covered by Theorem 1.1 of [22] because $\Delta = 0$ and $\mu = 0$ (see (A.4) for the definition of the parameter $\mu$). In fact, as one can see that the series in (4.31) with $x = 1$ diverges. Nevertheless, we may define that

$$H_{2,2}^{1,1}(x \mid (0, 1), (0, \theta)) = \lim_{x \to 1} \frac{x^{1/\theta}}{\pi} \frac{1}{1 + 2x^{1/\theta} \cos(\pi \theta) + x^{2/\theta}} = \frac{1}{2\pi} \frac{1}{1 + \cos(\pi \theta)} > 0.$$  

This completes the proof of Lemma 4.11. \(\square\)

Lemma 4.12. For $\mu \in (0, 2]$, $\theta \in (0, 2]$ and $d \geq 1$, the function

$$f_{d,\mu,\theta}(x) := x^{-d} H_{1,2}^{2,0}(x^2 \mid (\mu, \theta), (d/2, 1), (1, 1)), \quad x > 0,$$
By the recurrence relation of the Gamma function, we see that choosing, e.g., $\gamma$ has the following properties:

(a) $\frac{d}{dx}f_{d,\mu,\theta}(x) = -2xf_{d+2,\mu,\theta}(x)$.

(b) $f_{d,\mu,\theta}(x) = \frac{2}{\sqrt{\pi}} \int_{x}^{\infty} \frac{dz}{\sqrt{z^2 - x^2}} f_{d+1,\mu,\theta}(z)$ for $x > 0$.

(c) $f_{d,\mu,\theta}(x) \geq 0$ for all $x > 0$ if $\theta \leq 2 \min(1, \mu)$ and $d \leq 3$.

Proof. (a) Apply [22, Property 2.8] with $k = 1$, $w = -d$, $c = 1$ and $s = 2$ to get

$$\frac{d}{dx} f_{d,\mu,\theta}(x) = x^{-d-1} H_{2,3}^{2,1} \left( x^2 \left| \begin{array}{c} (d, 2), (\mu, \theta) \\ (d/2, 1), (1, 1), (1 + d, 2) \end{array} \right. \right).$$

By the recurrence relation of the Gamma function, we see that

$$\frac{\Gamma(1 - d - 2s)}{\Gamma(-d - 2s)} \frac{\Gamma(d/2 + s)}{\Gamma(d/2 + s)} = -2(s + d/2) \Gamma(d/2 + s) = -2 \Gamma(1 + d/2 + s).$$

By the definition of the Fox H-function, the above expression can be simplified as

$$\frac{d}{dx} f_{d,\mu,\theta}(x) = -2x^{-d-1} H_{1,2}^{2,1} \left( x^2 \left| \begin{array}{c} (\mu, \theta) \\ (d + 2)/2, 1, (1, 1) \end{array} \right. \right) = -2xf_{d+2,\mu,\theta}(x).$$

(b) By the definition of the Fox H-function,

$$f_{d+1,\mu,\theta}(x) = x^{-(d+1)} \frac{1}{2\pi i} \int_{L_{iR\infty}} \frac{\Gamma((d + 1)/2 + s) \Gamma(1 + s)}{\Gamma(1 - \mu - \theta s)} x^{-2s} ds, \quad \text{for any } \gamma > -1,$$

(4.32)

where the contour $L_{iR\infty}$ is defined in Definition A.1. Assuming that we can switch the integrals, which can be made rigorous by writing $f$ in the series form and applying Fubini’s theorem, we see that

$$\int_{x}^{\infty} \frac{dz}{\sqrt{z^2 - x^2}} f_{d+1,\mu,\theta}(z) = \frac{1}{2\pi i} \int_{L_{iR\infty}} ds \frac{\Gamma((d + 1)/2 + s) \Gamma(1 + s)}{\Gamma(1 - \mu - \theta s)} \times \int_{x}^{\infty} \frac{dz}{\sqrt{z^2 - x^2}}.$$

By change of variable $(z/x)^2 - 1 = y$ and Euler’s Beta integral (see, e.g., [30, 5.12.3 on p.142]), we see that

$$\int_{x}^{\infty} \frac{dz}{\sqrt{z^2 - x^2}} = \frac{x^{-2s-d}}{2} \int_{0}^{\infty} y^{-1/2} (1 + y)^{-1/2} y^{-2s-d} dy = \frac{x^{-2s-d}}{2} \frac{\sqrt{\pi} \Gamma(d/2 + s)}{\Gamma((d + 1)/2 + s)}.$$

Note that the above integral is convergent provided that $\text{Re}(2s + d) > 0$, which is satisfied by choosing, e.g., $\gamma = \text{Re}(s) = 0$ in (4.32). Therefore,

$$\int_{x}^{\infty} \frac{dz}{\sqrt{z^2 - x^2}} f_{d+1,\mu,\theta}(z) = \sqrt{\pi} \frac{x^{-d}}{2} \frac{1}{2\pi i} \int_{L_{iR\infty}} \frac{\Gamma(d/2 + s) \Gamma(1 + s)}{\Gamma(1 - \mu - \theta s)} x^{-2s} ds$$

$$= \sqrt{\pi} \frac{1}{2} f_{d,\mu,\theta}(x).$$
(c) By the recurrence in (b), we only need to prove the case \( d = 3 \). Apply Lemma A.2, Properties 2.4 and 2.5 in [23] to obtain

\[
\begin{align*}
G_{3,\mu,\theta}(x) &= \frac{\sqrt{\pi}}{4} x^{-3} H_{1,1}^{1,0} \left( 4x^2 \left| \begin{array}{l}
(\mu, \theta) \\
(2, 2)
\end{array} \right. \right) \\
&= \frac{\sqrt{\pi}}{8} x^{-3} H_{1,1}^{1,0} \left( 2x \left| \begin{array}{l}
(\mu, \theta/2) \\
(2, 1)
\end{array} \right. \right) \\
&= \frac{\sqrt{\pi}}{16} x^{-4} H_{1,1}^{1,0} \left( 2x \left| \begin{array}{l}
(\mu - \theta/2, \theta/2) \\
(1, 1)
\end{array} \right. \right).
\end{align*}
\]

Then (c) is proved by an application of part (2) of Lemma 4.11. □

**Proof of Theorem 4.6.** By comparing the Fox H-functions in (4.4), (4.5), and (4.6), We only need to consider the following Fox H-function:

\[ g(x) = H_{2,3}^{2,1} \left( x \left| \begin{array}{l}
(1, 1), (\eta, \beta) \\
(d/2, \alpha/2), (1, 1), (1, \alpha/2)
\end{array} \right. \right), \quad x > 0. \]

The parameter \( \eta \) takes the following values

- \( \eta = \lfloor \beta \rfloor \) in case of \( Z \),
- \( \beta + \gamma \) in case of \( Y \),
- \( 1 \) in case of \( Z^* \).

1. If \( \beta = 1 \) and \( \gamma = 0 \), then \( Z = Y \) and by Property 2.2 of [23],

\[ g(x) = H_{1,2}^{2,0} \left( x \left| \begin{array}{l}
(1, 1) \\
(d/2, \alpha/2), (1, \alpha/2)
\end{array} \right. \right), \quad x > 0 \]

which is positive by part (3) of Lemma 4.11. If \( \beta < 1 \), then we can apply Theorem A.5 to obtain that

\[ g(x) = \int_0^\infty H_{1,2}^{1,1} \left( t \left| \begin{array}{l}
(1, 1) \\
(d/2, \alpha/2), (1, \alpha/2)
\end{array} \right. \right) H_{1,1}^{1,0} \left( \frac{x}{t} \left| \begin{array}{l}
(\eta, \beta) \\
(1, 1)
\end{array} \right. \right) \frac{dt}{t}. \quad (4.33) \]

In fact, conditions (A.12) are satisfied because

\[ A_1 = 0, \quad B_1 = d/\alpha, \quad A_2 = 1, \quad B_2 = \infty. \]

Moreover, \( a_1^* = 1 \) and \( \beta \in (0, 1) \) implies that \( a_2^* = 1 - \beta > 0 \). Hence, condition (1) of Theorem A.5 is satisfied. This proves (4.33). If \( \beta = 1 \) and \( \gamma > 0 \), then \( a_2^* = \Delta_2 = 0 \). In view of condition (3) of Theorem A.5, relation (4.33) is still true if \( \text{Re}(\mu_2) > -1 \) with \( \mu_2 = 1 - \eta \), i.e., \( \gamma > 1 \). The two Fox H-functions in (4.33) are nonnegative by parts (2) and (3) of Lemma 4.11.

2. In this case, we have that \( d \leq 3 \). When \( \alpha = 2 \), by Property 2.2 of [23] and Lemma 4.12,

\[ g(x) = H_{1,2}^{2,0} \left( x \left| \begin{array}{l}
(\eta, \beta) \\
(d/2, 1), (1, 1)
\end{array} \right. \right) = x^{d/2} f_{d,\eta,\beta}(\sqrt{x}) \geq 0, \quad x > 0, \]

because \( \beta < 2 \leq 2 \min(1, \eta) \). If \( \alpha \neq 2 \), by Property 2.2 of [23], we see that

\[ g(x) = H_{3,4}^{2,1} \left( x \left| \begin{array}{l}
(1, 1), (\eta, \beta), (1, \alpha/2) \\
(d/2, \alpha/2), (1, \alpha/2), (1, 1), (1, \alpha/2)
\end{array} \right. \right), \quad x > 0, \]
As in the previous case, by Theorem A.5, we see that
\[
\int_0^\infty H_{1,2}^{2,0} \left( \frac{t}{x} \mid \frac{(0,2, (1,0,2))}{(d/2, (1,0/2)} \right) H_{2,2}^{1,1} \left( \frac{\chi}{t} \mid \frac{(1,1,0,1/2)}{0,1/2} \right) \frac{dt}{t} = H_{3,4}^{3,1} \left( \frac{\chi}{x} \mid \frac{(1,1,0,1)}{0,1/2} \right).
\]
(4.34)

Note that condition (A.12) is satisfied because in this case, \(A_1 = \infty, B_1 = \min(d,2)/\alpha, A_2 = 1, B_2 = 0\).

When \(\alpha < \beta\), then
\[
a_1^* = \alpha - \beta > 0, \quad a_2^* = 2 - \alpha > 0,
\]
and condition (1) in Theorem A.5 is satisfied. When \(1 < \beta = \alpha < 2\), then
\[
a_2^* = 2 - \alpha > 0, \quad a_1^* = \Delta_1 = 0, \quad \text{Re}(\mu_1) = 1 + \frac{d}{2} - \eta - \frac{1}{2}.
\]

Hence, in view of condition (2) of Theorem A.5, the integral (4.34) is still true if \(1 + d/2 - \eta - 1/2 < -1\), i.e., \(\gamma > (d + 3)/2 - \beta\).

Now, by Property 2.4 of [23], the first Fox H-function in (4.34) is equal to
\[
\frac{2}{\alpha} H_{1,2}^{2,0} \left( \frac{t^{1/2}}{(d/2,1)} \right) = \frac{2}{\alpha} t^{d/2} f_d(1,2,2,1).
\]

By Lemma 4.12(c), we see that under the condition that \(\frac{2\beta}{\alpha} \leq 2 \min(1,\eta)\), the first Fox H-function in (4.34) is nonnegative. This condition is satisfied if \(1 \leq \beta \leq \alpha \leq 2\). By Property 2.3 in [22], the second Fox H-function in (4.34) is equal to
\[
H_{2,2}^{1,1} \left( \frac{t}{x} \mid \frac{(0,1,0,1/2)}{0,1/2} \right).
\]

Thanks to Lemma 4.11(1), this function is strictly positive for \(t/x \neq 0\) when \(\alpha \in (0,2)\).

(3) Now we consider the case when \(d \geq 4\). The case \(\alpha = 2\) is covered by Lemma 25 of [32]. In the following, we assume that \(\alpha \in (0,2)\). By the scaling property, we may only consider the case \(t = 1\). Hence, it suffices to study the following function
\[
g(x) = x^{-d} H_{2,3}^{2,1} \left( \frac{x^{1/2}}{(0,1,0,1/2)} \right), \quad x > 0.
\]

Because \(a^* = 2 - \beta > 0\), we can apply Theorem 1.7 of [23] to obtain that
\[
g(x) = - \frac{\Gamma((d + \alpha)/2)}{\Gamma(2\beta) \Gamma(1)} x^{-(d+1)} + O(x^{-d+1}), \quad \text{as } x \to \infty.
\]
The condition \(\alpha \in (0,2)\) implies that \(\Gamma(-\alpha/2) < 0\). Thus, the coefficient of \(x^{-d-1}\) is positive. Hence, \(g\) can assume positive values.

Now we consider the behavior of \(g(x)\) around zero. Because \(\beta > 1\) and \(2\alpha < 4 \leq d\), we can apply the case 6 of Lemma 4.3:
\[
g(x) = - \frac{\Gamma((d - 2\alpha)/2)}{\Gamma(-\beta) \Gamma(\alpha)} x^{2\alpha - d} + O(x^{\min(3\alpha - d, 0)}), \quad \text{as } x \to 0_+.
\]
The coefficient of \(x^{2\alpha - d}\) is negative because \(\Gamma(-\beta) > 0\) for \(\beta \in (1, 2)\). Therefore, \(g(x)\) can assume negative values. This completes the proof of Theorem 4.6. \(\square\)
5. Proofs of Theorems 3.1 and 3.2

The proofs of Theorems 3.1 and 3.2 will follow the same arguments as the proof of [7, Theorem 1.2], which requires some lemmas and propositions.

5.1. Dalang’s condition

Lemma 5.1. Suppose that $\theta > 1/2$ and $\beta \in (0, 2)$. The following statements are true:

(a) There is some nonnegative constant $C_{\beta, \theta}$ such that for all $t > 0$ and $\lambda > 0$,
\[
\int_0^t w^{2(\theta-1)} E^2_{\beta, \theta}(-\lambda w^\beta) dw \leq C_{\beta, \theta} \frac{t^{2\theta-1}}{1 + (t \lambda^{1/\beta})^{\min(2\beta, 2\theta - 1)}} ,
\tag{5.1}
\]

(b) If $\beta \leq \min(1, \theta)$, then for some nonnegative constant $C'_{\beta, \theta}$,
\[
\int_0^t w^{2(\theta-1)} E^2_{\beta, \theta}(-\lambda w^\beta) dw \geq C'_{\beta, \theta} \frac{t^{2\theta-1}}{1 + (t \lambda^{1/\beta})^{\min(2\beta, 2\theta - 1)}} ,
\]

for all $t > 0$ and $\lambda > 0$.

Remark 5.2. When $\theta = \beta = 1$, then $E_1(x) = e^x$ and thus $\int_0^1 e^{-2\lambda w} dw = (2\lambda)^{-1}(1 - e^{-2\lambda})$ and (5.1) is clear for this case.

Proof of Lemma 5.1. (a) In this case, by the asymptotic property of the Mittag-Leffler function (see [31, Theorem 1.6]), for some nonnegative constants $C_i$’s,
\[
\int_0^t w^{2(\theta-1)} E^2_{\beta, \theta}(-\lambda w^\beta) dw \leq C_1 \int_0^t \frac{w^{2(\theta-1)}}{(1 + \lambda^{1/\beta} w^\theta)^{2\beta}} dw ,
\tag{5.2}
\]
\[
= C_2 t^{2\theta-1} \int_0^1 \frac{u^{2(\theta-1)}}{(1 + \lambda^{1/\beta} u^\theta)^{2\beta}} du ,
\]
\[
= C_3 t^{2\theta-1} 2 F_1(2\beta, 2\theta - 1, 2\theta; -t \lambda^{1/\beta}) ,
\tag{5.3}
\]
\[
= C_4 t^{2\theta-1} H_{2, 2}^{1, 2} \left( \frac{t \lambda^{1/\beta}}{2} \left| \begin{array}{c} (1 - 2\beta, 1), (2(1 - \theta), 1) \\ (0, 1), (1 - 2\theta, 1) \end{array} \right. \right) ,
\tag{5.4}
\]

where in (5.3) we have applied [30, 15.6.1] under the condition that $\theta > 1/2$, and (5.4) is due to [22, (2.9.15)]. Notice that $\Delta = 0$ for the above Fox H-function, which allows us to apply Theorems 1.7 and 1.11 of [22]. In particular, by [22, Theorem 1.11], we know that
\[
H_{2, 2}^{1, 2} \left( x \left| \begin{array}{c} (1 - 2\beta, 1), (2(1 - \theta), 1) \\ (0, 1), (1 - 2\theta, 1) \end{array} \right. \right) \sim O(1), \quad \text{as } x \to 0.
\]

When $\theta \neq \beta$, by [22, Theorem 1.7],
\[
H_{2, 2}^{1, 2} \left( x \left| \begin{array}{c} (1 - 2\beta, 1), (2(1 - \theta), 1) \\ (0, 1), (1 - 2\theta, 1) \end{array} \right. \right) \sim O \left( x^{-\min(2\beta, 2\theta - 1)} \right), \quad \text{as } x \to \infty.
\]

In particular, when $\theta = \beta$, by Property 2.2 and (2.9.5) of [22],
\[
H_{2, 2}^{1, 2} \left( x \left| \begin{array}{c} (1 - 2\beta, 1), (2(1 - \theta), 1) \\ (0, 1), (1 - 2\theta, 1) \end{array} \right. \right) = H_{1, 1}^{1, 1} \left( x \left| \begin{array}{c} (2(1 - \theta), 1) \\ (0, 1) \end{array} \right. \right) = \Gamma(2\theta - 1)(1 + x)^{1-2\theta}.
\]

(b) When $\beta < \min(1, \theta)$, by (2.10), we know that $E_{\beta, \theta}(-|x|)$ is nonnegative, hence, for another nonnegative constant $C'$, one can reverse the inequality (5.2). This completes the proof of Lemma 5.1. □
Lemma 5.3 (Dalang’s Condition). Let $Y(t, x) = Y_{\alpha, \beta, \gamma, d}(t, x)$ with $\alpha \in (0, 2]$, $\beta \in (0, 2)$, and $\gamma > 0$. The following two conditions are equivalent:

(i) $d < 2\alpha + \frac{\alpha}{\beta} \min(2\gamma - 1, 0)$

$\iff$ (ii) $\int_0^t ds \int_{\mathbb{R}^d} dy \ Y(s, y)^2 < \infty$, for all $t > 0$.

Proof. (i) $\Rightarrow$ (ii): Fix an arbitrary $t > 0$. By the Plancherel theorem and (4.8), we only need to prove that

$$\int_0^t ds \int_{\mathbb{R}^d} d\xi \ s^{2(\beta + \gamma - 1)} E_{\beta, \beta + \gamma}^2(-s^{\beta} |\xi|^\alpha) < +\infty. \quad (5.5)$$

Notice that $d > 0$ and Condition (i) together imply that $\beta + \gamma > 1/2$; see also (2.7). Thus, we can integrate $ds$ first using Lemma 5.1(a). Then it reduces to prove that

$$\int_{\mathbb{R}^d} \frac{1}{1 + |\xi|^{2\alpha + \frac{\alpha}{\beta} \min(2\gamma - 1, 0)}} d\xi < +\infty,$$

which is guaranteed by (i).

(ii) $\Rightarrow$ (i): The case $\beta \in (0, 1]$ can be proved in the same way as above by an application of Lemma 5.1(b). The case $\beta \in (1, 2)$ is trickier. Fix $t > 0$. Denote the integral in (5.5) by $I(t)$. Then by change of variables,

$$I(t) = C \int_0^t ds \int_{\mathbb{R}^d} dy \ y^{d-1} E_{\beta, \beta + \gamma}^2(-y).$$

Note that the double integral is decoupled. The integrability of $ds$ at zero implies that $2(\beta + \gamma) - 1 - \frac{\beta d}{\alpha} > 0$, which is equivalent to

$$d < 2\alpha + \frac{\alpha}{\beta} (2\gamma - 1). \quad (5.6)$$

By the asymptotics of $E_{\beta, \beta + \gamma}(-y)$ at $+\infty$ (see, e.g., Theorem 1.3 in [31]; note that the condition $\beta \in (1, 2)$ is used here), we see that there exist $y_0 > 0$ and some constant $C > 0$ such that

$$E_{\beta, \beta + \gamma}^2(-y) \geq \frac{C}{1 + y^2} \quad \text{for all } y \geq y_0.$$

Hence, the integrability of $dy$ at zero and infinity implies the following conditions:

$$d/\alpha - 1 > -1 \quad \text{and} \quad (d/\alpha - 1) - 2 < -1. \quad (5.7)$$

Combining (5.6) and (5.7) gives (i). This completes the proof of Lemma 5.3. \qed

5.2. Some continuity results on $Y$

This part contains some continuity results on $Y$. All the results proved in this part will be used in the proof of Theorem 3.2. In particular, Proposition 5.4 will be used to prove the Hölder continuity (Theorem 3.3).

Proposition 5.4. Suppose $\alpha \in (0, 2]$, $\beta \in (0, 2)$, $\gamma \geq 0$, and (1.9) holds. Then $Y(t, x) = Y_{\alpha, \beta, \gamma, d}(t, x)$ satisfies the following two properties:
(i) For all $0 < \theta < (\Theta - d) \wedge 2$ and $T > 0$, there is some nonnegative constant $C = C(\alpha, \beta, \gamma, v, \Theta, T, d)$ such that for all $t \in (0, T]$ and $x, y \in \mathbb{R}^d$,
\begin{equation}
\int_0^T \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \frac{d\nu}{(t - r)^{d+1}} \int_{0}^{\infty} \left| e^{-i \xi \cdot x} - e^{-i \xi \cdot y} \right|^2 d\nu d\xi \leq C \left| x - y \right|^\theta, \tag{5.8}
\end{equation}

(ii) If $\beta \leq 1$ and $\gamma \leq [\beta] - \beta$, then there is some nonnegative constant $C = C(\alpha, \beta, \gamma, v, d)$ such that for all $s, t \in (0, \infty)$ with $s \leq t$, and $x \in \mathbb{R}^d$,
\begin{equation}
\int_0^s \frac{d\alpha}{(t - r)^{d+1}} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \frac{d\nu}{(t - r)^{d+1}} \int_{0}^{\infty} \left| e^{-i \xi \cdot x} - e^{-i \xi \cdot y} \right|^2 d\nu d\xi \leq C(t - s)^{2(\beta + \gamma) - 1 - d\beta/\alpha}, \tag{5.9}
\end{equation}

and
\begin{equation}
\int_s^t \frac{d\alpha}{(t - r)^{d+1}} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \frac{d\nu}{(t - r)^{d+1}} \int_{0}^{\infty} \left| e^{-i \xi \cdot x} - e^{-i \xi \cdot y} \right|^2 d\nu d\xi \leq C(t - s)^{2(\beta + \gamma) - 1 - d\beta/\alpha}. \tag{5.10}
\end{equation}

**Proof.** (i) Fix $t > 0$. By Plancherel’s theorem and (4.8), the left hand side of (5.8) is equal to
\begin{align*}
&\frac{1}{(2\pi)^d} \int_0^t \frac{d\alpha}{(t - r)^{2(\beta + \gamma) - 1}} \int_{\mathbb{R}^d} \frac{d\nu}{(t - r)^{d+1}} \int_{\mathbb{R}^d} \frac{d\xi}{(t - r)^{d+1}} \left| E^2_{\beta, \gamma} (t - r)^\beta |\xi|^\theta \right|^2 \left| e^{-i \xi \cdot x} - e^{-i \xi \cdot y} \right|^2 \\
&= \frac{2}{(2\pi)^d} \int_{\mathbb{R}^d} \frac{d\xi}{(t - r)^{d+1}} \left( 1 - \cos(\xi \cdot (x - y)) \right) \int_0^t \frac{d\alpha}{(t - r)^{2(\beta + \gamma) - 1}} \int_{\mathbb{R}^d} \frac{d\nu}{(t - r)^{d+1}} \left| E^2_{\beta, \gamma} (t - r)^\beta |\xi|^\theta \right|^2 \\
&\leq \frac{2}{(2\pi)^d} \int_{\mathbb{R}^d} \frac{d\xi}{(t - r)^{d+1}} \left( 1 - \cos(\xi \cdot (x - y)) \right) \frac{C_{\beta, \gamma, \alpha} |1 + |\xi|^2 \alpha + \frac{\beta}{\alpha} \min(0, 2\gamma - 1)\nu}{1 + |\xi|^2 |\beta| |\theta|},
\end{align*}

where we have applied Lemma 5.1 in the last step (see also the proof of Lemma 5.3). Denote $\Theta := 2\alpha + \frac{\alpha}{\beta} \min(0, 2\gamma - 1)$. Because $1 - \cos(x) \leq 2 \left( x^2/2 \right)$ for all $x \in \mathbb{R}$, we only need to bound
\begin{align*}
\int_{\mathbb{R}^d} \frac{2 \wedge \left[ |x - y| |\xi|/\sqrt{2} \right]^2}{1 + |\xi|^\Theta} &\leq C' \left( |x - y|^{-d} \int_0^{\sqrt{2}} \frac{u^{d+1}}{(1 + |x - y|^{-1} u)^\Theta} du + |x - y|^{-d} \int_{\sqrt{2}}^{\infty} \frac{2}{u^{\Theta + 1 - d}} du \right).
\end{align*}

The second integral on the right hand side of the above inequality is finite provided that $\Theta > d$, which is Dalang’s condition. By [30, 15.6.1], for some constant $C > 0$,
\begin{equation*}
\int_0^{\sqrt{2}} \frac{u^{d+1}}{(1 + |x - y|^{-1} u)^\Theta} du = C_2 F_1(\Theta, 2 + d, 3 + d; -\sqrt{2}|x - y|^{-1}),
\end{equation*}

which is true under the condition that $d + 3 > d + 2 > 0$. By [22, 2.9.15],
\begin{equation*}
\int_0^{\sqrt{2}} \frac{u^{d+1}}{(1 + |x - y|^{-1} u)^\Theta} du = C'' H_{2, 2}^1 \left( \sqrt{\Theta} |x - y|^{-1} \left| (-1 - d, 1), (0, 1), (-2 - d, 1) \right. \right). \tag{5.8}
\end{equation*}

Since $\Delta = 0$, by [22, Theorem 1.7], for all $\theta \in (0, \min(\Theta, 2 + d))$,
\begin{equation*}
\int_0^{\sqrt{2}} \frac{u^{d+1}}{(1 + |x - y|^{-1} u)^\Theta} du = O(|x - y|^{-d}), \quad \text{as } |x - y| \to 0.
\end{equation*}

Combining these cases, we have proved (i).
(ii) Denote the left hand side of (5.9) by \( I \). Apply Plancherel’s theorem and (4.8),

\[
I = C_s \int_0^s dr \int_{\mathbb{R}^d} d\xi \left[ (t - r)^{\beta + \gamma - 1} E_{\beta, \beta + \gamma} \left( -2^{-1} v(t - r)^{\beta} |\xi|^\alpha \right) 
- (s - r)^{\beta + \gamma - 1} E_{\beta, \beta + \gamma} \left( -2^{-1} v(s - r)^{\beta} |\xi|^\alpha \right) \right]^2.
\]

Then by Lemma 5.5,

\[
I = C_s C_\gamma \int_0^s dr \left[ (t - r)^{2(\beta + \gamma - 1) - d\beta/\alpha} + (s - r)^{2(\beta + \gamma - 1) - d\beta/\alpha} \right]
- 2C_s \int_0^s dr [(t - r)(s - r)]^{\beta + \gamma - 1} H(r),
\]

where

\[
H(r) = \int_{\mathbb{R}^d} E_{\beta, \beta + \gamma} \left( -2^{-1} v(t - r)^{\beta} |\xi|^\alpha \right) E_{\beta, \beta + \gamma} \left( -2^{-1} v(s - r)^{\beta} |\xi|^\alpha \right) d\xi.
\]

By (2.10) and \( t \geq s \),

\[
H(r) \geq \int_{\mathbb{R}^d} E_{\beta, \beta + \gamma} \left( -2^{-1} v(t - r)^{\beta} |\xi|^\alpha \right) d\xi
= (t - r)^{-2(\beta + \gamma - 1)} \int_{\mathbb{R}^d} (t - r)^{2(\beta + \gamma - 1)} E_{\beta, \beta + \gamma} \left( -2^{-1} v(t - r)^{\beta} |\xi|^\alpha \right) d\xi
= (t - r)^{-2(\beta + \gamma - 1)} \int_{\mathbb{R}^d} Y(t - r, y)^2 dy
= C_\gamma (t - r)^{-d\beta/\alpha},
\]

where in the last step we have applied Lemma 5.5. Because \( \beta + \gamma \leq 1 \), we see that

\[
\int_0^s dr [(t - r)(s - r)]^{\beta + \gamma - 1} H(r) \geq C_\gamma \int_0^s dr (t - r)^{2(\beta + \gamma - 2) - d\beta/\alpha}.
\]

Denote \( \rho := 2(\beta + \gamma) - 1 - d\beta/\alpha \). Note that \( \rho > 0 \) is implied by Dalang’s condition (1.9). Therefore,

\[
I \leq \frac{C_s C_\gamma}{\rho} \left[ t^\rho - (t - s)^\rho + s^\rho - 2(t^\rho - (t - s)^\rho) \right] \leq \frac{C_s C_\gamma}{\rho} (t - s)^\rho.
\]

This proves (5.9). As for (5.10), by a similar reasoning, we have

\[
\int_s^t dr \int_{\mathbb{R}^d} dz Y^2(t - r, x - z) \leq C_{\gamma} \int_s^t dr (t - r)^{2(\beta + 1) - d\beta/\alpha} = \frac{CC_{\gamma}}{\rho} (t - s)^\rho.
\]

This completes the proof of Proposition 5.4.

The following lemma is a slight extension of [27, Lemma 1] from the case where \( \gamma = 1 - \beta \) to a general \( \gamma \).

**Lemma 5.5.** Assume that \( d < 2\alpha \), \( \beta \in (0, 2) \), and \( \gamma \geq 0 \). Then

\[
\int_{\mathbb{R}^d} Y^2_{\alpha, \beta, \gamma, d}(t, x) dx = C_{\gamma} t^{2(\beta + \gamma - 1) - d\beta/\alpha},
\]

for all \( t > 0 \), where

\[
C_{\gamma} := \frac{2}{\Gamma(d/2)(2\pi)^{d/2}} \int_0^\infty u^{d-1} E_{\beta, \beta + \gamma}^2(-u^\alpha) du.
\]
Proof. By Plancherel’s theorem and (4.8),
\[
\int_{\mathbb{R}^d} Y(t, x)^2 dx = \frac{t^{2(\beta+\gamma-1)} }{(2\pi)^d} \int_{\mathbb{R}^d} E_{\beta, \beta+\gamma}^2 (-2^{-1} v t^\beta |\xi|^\alpha) d\xi \\
= \frac{2\pi^{d/2} t^{2(\beta+\gamma-1)} }{\Gamma(d/2)} \int_0^\infty r^{d-1} E_{\beta, \beta+\gamma}^2 (-2^{-1} v t^\beta r^\alpha) dr \\
= \frac{2\pi^{d/2} t^{2(\beta+\gamma-1)-d\beta/\alpha} }{\Gamma(d/2)} (2/\nu)^{d/2} \int_0^\infty u^{d-1} E_{\beta, \beta+\gamma}^2 (-u^\alpha) du.
\]
Note that by the asymptotic property of the Mittag-Leffler function ([31, Theorem 1.7]), the last integral is finite if \(d < 2\alpha\). \(\square\)

The corresponding results to the next Proposition for the SHE, the SFHE, and the SWE can be found in [7, Proposition 5.3], [8, Proposition 4.7], and [6, Lemma 3.2], respectively. We need some notation: for \(\tau > 0\), \(\alpha > 0\) and \((t, x) \in (0, \infty) \times \mathbb{R}^d\), denote
\[
B_{t, x, \tau, \alpha} := \{(t', x') \in (0, \infty) \times \mathbb{R}^d : 0 \leq t' \leq t + \tau, \ |x - x'| \leq \alpha\}.
\]

**Proposition 5.6.** Suppose that \(\beta \in (0, 2)\) and \(\gamma \in [0, \lceil \beta \rceil - \beta]\). Then for all \((t, x) \in (0, \infty) \times \mathbb{R}^d\), there exists a constant \(A > 0\) such that for all \((t', x') \in B_{t, x, 1/2, 1}\) and all \(s \in [0, t')\) and \(y \in \mathbb{R}^d\) with \(|y| \geq A\), we have that \(Y(t' - s, x' - y) \leq Y(t + 1 - s, x - y)\).

**Proof.** Without loss of generality, assume that \(\nu = 2\).

**Case I.** We first prove the case where \(\alpha = 2\). The proof here simplifies the arguments of [4, Proposition 6.1]. Fix \((t, x) \in (0, \infty) \times \mathbb{R}^d\). By the scaling property and the asymptotic property of \(Y\), we have that
\[
Y(t + 1 - s, x - y) \approx \left( \frac{t' - s}{t + 1 - s} \right)^{f(\beta)} \frac{|x - y|^a}{|x' - y|^a} \\
\times \exp \left( \frac{b|x' - y|^c}{(t' - s)^b c/2} - \frac{b|x - y|^c}{(t + 1 - s)^b c/2} \right),
\]
as \(|y| \to \infty|\), where the constants \(a, b, c\) and \(c\) are defined in (4.18), and
\[
f(\beta) = 1 + \frac{d\beta}{2} - \beta - \nu + \frac{a\beta}{2}.
\]
Notice that
\[
\frac{t + 1 - s}{t' - s} = 1 + \frac{t + 1 - t'}{t' - s} \geq 1 + \frac{t + 1 - t'}{t'} \geq \frac{t + 1}{t + 1/2} = 1 + \frac{1}{2t + 1} > 1.
\]
If \(f(\beta) \leq 0\), then
\[
\left( \frac{t' - s}{t + 1 - s} \right)^{f(\beta)} = \left( \frac{t + 1 - s}{t' - s} \right)^{|f(\beta)|} \geq 1.
\]
If \(f(\beta) > 0\), then
\[
\left( \frac{t' - s}{t + 1 - s} \right)^{f(\beta)} \geq \left( \frac{t' - s}{t + 1} \right)^{|f(\beta)|} = (t + 1)^{-|f(\beta)|} \exp \left( |f(\beta)| \log(t' - s) \right).
\]
The rest arguments are the same as the proof of [4, Proposition 6.1]. We will not repeat here.

**Case II.** Now we consider the case when \( \alpha \in (0, 2) \). By the scaling property and the asymptotic property of \( Y \), we have that
\[
\frac{Y(t + 1 - s, x - y)}{Y(t' - s, x' - y)} \approx \left( \frac{t' - s}{t + 1 - s} \right)^{1 - 2\beta - \nu} \left( \frac{|x' - y|}{|x - y|} \right)^{d + \alpha},
\]
as \( |y| \to \infty \). Because \( \beta > 1/2 \) and \( \gamma \geq 0 \), we see that \( 1 - 2\beta - \gamma < 0 \). Hence, by (5.12),
\[
\left( \frac{t' - s}{t + 1 - s} \right)^{1 - 2\beta - \nu} = \left( \frac{t + 1 - s}{t' - s} \right)^{2\beta + \nu - 1} \geq \left( 1 + \frac{1}{2\alpha + 1} \right)^{2\beta + \nu - 1} > 1.
\]
On the other hand,
\[
\frac{|x' - y|}{|x - y|} \geq \frac{|y| - |x'|}{|x| + |y|} \geq \frac{|y| - (|x'| - |x|) + |x|}{|x| + |y|} \geq \frac{|y| - 1 + |x|}{|x| + |y|} \to 1,
\]
as \( |y| \to \infty \). Therefore, we can choose a large constant \( A \), such that for all \( |y| \geq A \) and all \( (t', x') \in B_{t,1/2,1} \) and \( s \in [0, t'] \),
\[
\frac{Y(t + 1 - s, x - y)}{Y(t' - s, x' - y)} > 1.
\]
This completes the proof of Proposition 5.6. \( \square \)

**Proposition 5.7.** For all \( (t, x) \in [0, \infty) \times \mathbb{R}^d \), \( 1 < \beta < 2 \) and \( \gamma \in [0, 2 - \beta] \), we have
\[
\lim_{(t', x') \to (t, x)} \iint_{[0, \infty) \times \mathbb{R}^d} ds dy \left( Y(t' - s, x' - y) - Y(t - s, x - y) \right)^2 = 0.
\]

**Proof.** This proposition is a consequence of Proposition 5.6. The proof follows the same arguments as the proof of [4, Proposition 6.4]. \( \square \)

### 5.3. Estimations of the kernel function \( K \)

Let \( G : [0, \infty) \times \mathbb{R}^d \mapsto \mathbb{R} \) with \( d \in \mathbb{N} \), \( d \geq 1 \) be a Borel measurable function.

**Assumption 5.8.** The function \( G : [0, \infty) \times \mathbb{R}^d \mapsto \mathbb{R} \) has the following properties:

1. There is a nonnegative function \( G(t, x) \), called reference kernel function, and constants \( C_0 > 0 \), \( \sigma < 1 \) such that
   \[
   G(t, x)^2 \leq \frac{C_0}{t^\sigma} G(t, x), \quad \text{for all } (t, x) \in [0, \infty) \times \mathbb{R}^d.
   \]

2. The reference kernel function \( G(t, x) \) satisfies the following sub-semigroup property: for some constant \( C_1 > 0 \),
   \[
   \int_{\mathbb{R}^d} dy \ G(t, x - y) G(s, y) \leq C_1 G(t + s, x), \quad \text{for all } t, s > 0 \text{ and } x \in \mathbb{R}^d.
   \]

**Assumption 5.9.** The same as Assumption 5.8 except that the two “\( \leq \)” in (5.13) and (5.14) are replaced by “\( \geq \)”. We call the property (5.14) with “\( \leq \)” replaced by “\( \geq \)” the super-semigroup property.
Proposition 5.10. Under conditions (1.9) and (1.11), the function $Y(t, x)$ satisfies Assumption 5.8 with the reference kernel $G_{\alpha, \beta}(t, x)$ defined in (3.7), two nonnegative constants $C_0$ and $C_1$, depending on $(\alpha, \beta, \gamma, \nu, d)$, and $\sigma$ defined in (2.6).

Proof. The proof is similar to that of [4, Proposition 5.8]. We first note that $\sigma < 1$ is implied by Dalang’s condition (1.9); see (2.7).

Case I. We first consider the case where $\alpha = 2$. In this case,

$$G_{\alpha, \beta}(t, x) = (4\nu \pi t^\beta)^{-d/2} \exp \left( -\frac{1}{4\nu} \left( t^{-\beta/2} |x|^{\beta+1} \right) \right).$$

Notice that

$$\frac{2}{2 - \beta} > |\beta| + 1, \quad \text{for } \beta \in (0, 1) \cup (1, 2),$$

and when $\beta = 1$, the constant $b$ defined in (4.18) reduces to $1/(2\nu)$, which is bigger than $1/(4\nu)$. Hence, by (4.16) and (4.13), we see that

$$\sup_{(t, x) \in [0, \infty) \times \mathbb{R}^d} \frac{Y(t, x)^2}{t^{-\alpha} G_2, \beta(t, x)} = \sup_{y \in \mathbb{R}^d} \frac{Y(1, y)^2}{G_2, \beta(1, y)} =: C_0 < \infty.$$

Note that in the application of (4.13) in the above equations we have used the fact that Dalang’s condition (1.9) implies $d < 2\alpha$. When $\beta = 1$, we see that

$$G_{2, 1}(t, x) = (4\nu \pi t)^{-d/2} \exp \left( -\frac{|x|^2}{4\nu t} \right),$$

and hence, $C_1 = 1$ and (5.14) becomes equality in this case. When $\beta \in (0, 1)$,

$$G_{2, \beta}(t, x) = (4\nu \pi t^\beta)^{-d/2} \exp \left( -\frac{|x|^2}{4\nu t^{\beta/2}} \right) \leq \prod_{i=1}^d (4\nu \pi t^\beta)^{-1/2} \exp \left( -\frac{|x_i|^2}{4\nu t^{\beta/2}} \right).$$

Then by Lemma 5.10 of [4], for some nonnegative constant $C_1$,

$$\int_{\mathbb{R}^d} G_{2, \beta}(t - s, x - y) G_{2, \beta}(s, y) dy \leq C_1 G_{2, \beta}(t, x).$$

When $\beta \in (1, 2)$,

$$G_{2, \beta}(t, x) = (4\nu \pi t^\beta)^{-d/2} \exp \left( -\frac{|x|^2}{4\nu t^\beta} \right) = G_{2, 1}(t^\beta, x).$$

Hence, by the semigroup property for the heat kernel,

$$\int_{\mathbb{R}^d} G_{2, \beta}(t - s, x - y) G_{2, \beta}(s, y) dy = G_{2, 1}((t - s)^\beta + s^\beta, x) \leq 2^{d(1 - \beta)} G_{2, \beta}(t, x),$$

where in the last step we have applied the inequalities:

$$2^{1 - \beta} t^\beta \leq (t - s)^\beta + s^\beta \leq t^\beta, \quad \text{for } \beta \in (1, 2).$$

Hence, in this case, $C_1 = 2^{(1 - \beta)d}$. Therefore, Assumption 5.8 is satisfied.

Case II. We now consider the case where $\alpha \neq 2$. In this case,

$$G_{\alpha, \beta}(t, x) = \frac{c_n t^{\beta/\alpha}}{\left( t^{2\beta/\alpha} + |x|^2 \right)^{(d+1)/2}} = G_p(t^{\beta/\alpha}, x),$$

where $c_n$ is a positive constant. Note that

$$\frac{2}{2 - \beta} > |\beta| + 1, \quad \text{for } \beta \in (0, 1) \cup (1, 2).$$

and when $\beta = 1$, the constant $b$ defined in (4.18) reduces to $1/(2\nu)$, which is bigger than $1/(4\nu)$. Hence, by (4.16) and (4.13), we see that

$$\sup_{(t, x) \in [0, \infty) \times \mathbb{R}^d} \frac{Y(t, x)^2}{t^{-\alpha} G_2, \beta(t, x)} = \sup_{y \in \mathbb{R}^d} \frac{Y(1, y)^2}{G_2, \beta(1, y)} =: C_0 < \infty.$$

Note that in the application of (4.13) in the above equations we have used the fact that Dalang’s condition (1.9) implies $d < 2\alpha$. When $\beta = 1$, we see that

$$G_{2, 1}(t, x) = (4\nu \pi t)^{-d/2} \exp \left( -\frac{|x|^2}{4\nu t} \right),$$

and hence, $C_1 = 1$ and (5.14) becomes equality in this case. When $\beta \in (0, 1)$,

$$G_{2, \beta}(t, x) = (4\nu \pi t^\beta)^{-d/2} \exp \left( -\frac{|x|^2}{4\nu t^{\beta/2}} \right) \leq \prod_{i=1}^d (4\nu \pi t^\beta)^{-1/2} \exp \left( -\frac{|x_i|^2}{4\nu t^{\beta/2}} \right).$$

Then by Lemma 5.10 of [4], for some nonnegative constant $C_1$,

$$\int_{\mathbb{R}^d} G_{2, \beta}(t - s, x - y) G_{2, \beta}(s, y) dy \leq C_1 G_{2, \beta}(t, x).$$

When $\beta \in (1, 2)$,

$$G_{2, \beta}(t, x) = (4\nu \pi t^\beta)^{-d/2} \exp \left( -\frac{|x|^2}{4\nu t^\beta} \right) = G_{2, 1}(t^\beta, x).$$

Hence, by the semigroup property for the heat kernel,

$$\int_{\mathbb{R}^d} G_{2, \beta}(t - s, x - y) G_{2, \beta}(s, y) dy = G_{2, 1}((t - s)^\beta + s^\beta, x) \leq 2^{d(1 - \beta)} G_{2, \beta}(t, x),$$

where in the last step we have applied the inequalities:

$$2^{1 - \beta} t^\beta \leq (t - s)^\beta + s^\beta \leq t^\beta, \quad \text{for } \beta \in (1, 2).$$

Hence, in this case, $C_1 = 2^{(1 - \beta)d}$. Therefore, Assumption 5.8 is satisfied.
where $G_p(t, x)$ is the Poisson kernel (see [35, Theorem 1.14]). By the scaling property and the asymptotic property of $Y(1, x)$ at $0$ and $\infty$ shown in (4.13) and (4.16), for some nonnegative constant $C$,

$$Y(t, x) \leq \frac{C t^{\beta+\gamma-1-d\beta/\alpha}}{(1 + t^{-2\beta/\alpha} |x|^2)^{(d+\alpha)/2}} \leq \frac{C t^{\beta+\gamma-1-d\beta/\alpha}}{(1 + t^{-2\beta/\alpha} |x|^2)^{(d+1)/4}},$$

where the second inequality is due to $(d + \alpha)/2 \geq (d + 1)/4$, which is equivalent to $d \geq 1 - 2\alpha$. Hence,

$$\sup_{(t,x) \in [0, \infty) \times \mathbb{R}^d} \frac{Y(t, x)^2}{t^{-\sigma} G_{\alpha, \beta}(t, x)} = \sup_{y \in \mathbb{R}^d} \frac{Y(1, y)^2}{G_{\alpha, \beta}(1, y)} =: C_0 < \infty.$$

Then, it is ready to see that $G_{\alpha, \beta}(t, x) = G_p(t^{\beta/\alpha}, x)$

By the semigroup property of the Poisson kernel, we have that

$$\int_{\mathbb{R}^d} G_{\alpha, \beta}(t - s, x - y) G_{\alpha, \beta}(s, y) dy = G_p \left( s^{\beta/\alpha} + (t - s)^{\beta/\alpha}, x \right).$$  \hspace{1cm} (5.15)

Then use the inequalities

$$t^{\beta/\alpha} \leq s^{\beta/\alpha} + (t - s)^{\beta/\alpha} \leq 2^{1-\beta/\alpha} t^{\beta/\alpha} \text{ if } \beta/\alpha \leq 1,$$

$$2^{1-\beta/\alpha} t^{\beta/\alpha} \leq s^{\beta/\alpha} + (t - s)^{\beta/\alpha} \leq t^{\beta/\alpha} \text{ if } \beta/\alpha > 1,$$

(5.16)

to conclude that for some constant $C_1 > 0$,

$$\int_{\mathbb{R}^d} G_{\alpha, \beta}(t - s, x - y) G_{\alpha, \beta}(s, y) dy \leq C_1 G_p \left( t^{\beta/\alpha}, x \right) = C_1 G_{\alpha, \beta}(t, x).$$

This completes the proof of Proposition 5.10. \hspace{1cm} \square

**Proposition 5.11.** Under (1.9) and the first two cases of (1.21), the function $Y(t, x)$ satisfies Assumption 5.9 with the reference kernel $G_{\alpha, \beta}(t, x)$ defined in (3.8), two nonnegative constants $C_0$ and $C_1$, depending on $(\alpha, \beta, \gamma, \nu, d)$, and $\sigma$ defined in (2.6).

**Proof.** The proof is similar to the proof of the previous proposition. We have several cases.

**Case I:** When $\alpha = 2$ and $\beta \in (0, 1)$, by the scaling property (4.12), and the asymptotics at zero and infinity in (4.13) and (4.16), we see that

$$\sup_{(t,x) \in [0, \infty) \times \mathbb{R}^d} \frac{t^{-\sigma} G_{\alpha, \beta}(t, x)}{Y(t, x)^2} = \sup_{y \in \mathbb{R}^d} \frac{G_{\alpha, \beta}(1, y)}{Y(1, y)^2} =: \frac{1}{C_0} < +\infty.$$  \hspace{1cm} (5.17)

By the semigroup property of the heat kernel,

$$\int_{\mathbb{R}^d} G_{\alpha, \beta}(t - s, x - y) G_{\alpha, \beta}(s, y) dy = G_{\alpha, \beta} \left( (s^{\beta} + (t - s)^{\beta})^{1/\beta}, x \right) \geq 2^{(\beta-1)d/2} G_{\alpha, \beta}(t, x),$$

where the last inequality is due to

$$t^{\beta} \leq (t - s)^{\beta} + s^{\beta} \leq 2^{1-\beta} t^{\beta}, \text{ for } \beta \in (0, 1).$$
Thus, for $s \in (0, t]$, $J_0(s, y) \leq A C s^{\eta - 1 - \beta / \alpha} (1 \vee t)^{\beta}$, where

$$A = \sup_{y \in \mathbb{R}} \int_{\mathbb{R}} |\mu| (dy) \frac{1}{1 + |x - y|^{1+\alpha}}.$$ 

The super-semigroup property can be proved in the same way from (5.15) and (5.16). □

5.4. A lemma on the initial data

Lemma 5.12. For all compact sets $K \subseteq (0, \infty) \times \mathbb{R}^d$,

$$\sup_{(t, x) \in K} \left( \left[ 1 + J_0^2 \right] \star K \right)(t, x) < \infty,$$

under the following two cases:

1. Both (1.9) and (1.11) are satisfied and the initial data satisfy (3.1);
2. Both (1.9) and (1.12) are satisfied and the initial data belong to $\mathcal{M}_{a, \beta} (\mathbb{R})$.

Proof. In both cases, the kernel function $K(t, x)$ has the following upper bound

$$K(t, x; \lambda) \leq C_1 G_{a, \beta}(t, x) \left( t^{-\sigma} + e^{C_2 t} \right).$$

Part (1) is clear because

$$\left( \left[ 1 + J_0^2 \right] \star K \right)(t, x) \leq (1 + \widehat{C}_t)(1 \star K)(t, x) = C_1 (1 + \widehat{C}_t) \left( \frac{t^{1-\sigma}}{1 - \sigma} + \frac{e^{C_2 t} - 1}{C_2} \right),$$

where $\sigma < 1$ (see (2.7)). The proof of part (2) requires more work. The case when $\alpha = 2$ is proved in Lemma 6.7 of [4]. The proof for $\alpha \in (0, 2)$ is similar to that of Lemma 4.9 in [8]. Let

$$G_{a, b, d}(t, x) = \pi^{-d/2} t^{\eta-1} |x|^{-d} H_{2, \mathbb{R}} \left( \frac{|x|^\alpha}{2^{\eta-1} \pi^{\beta}} \right) \left( \frac{1}{(1, 1, (\eta, \beta)} \right) \left( \frac{(d/2, \alpha/2)}{(1, 1, (1, \alpha/2)} \right),$$

with $\eta = \lceil \beta \rceil$ in case of $Z$ and $\eta = 1$ in case of $Z^*$. Hence, we need only consider $J_0(t, x) = (|\mu| \star G(t, \cdot))(x)$. By the asymptotic properties both at infinity and at zero (see Lemma 4.5 and Remark 4.4), we have that for all $t \in (0, T]$,

$$G(t, x) = t^{\eta-1-\beta/\alpha} G(1, t^{-\beta/\alpha} x) \leq C \frac{t^{\eta-1-\beta/\alpha}}{1 + |t^{-\beta/\alpha} x|^{d+\alpha}} \leq C \frac{t^{\eta-1-\beta/\alpha} (1 \vee t)^{\beta}}{1 + |x|^{d+\alpha}}.$$ 

Thus, for $s \in (0, t]$,

$$J_0(s, y) \leq A C s^{\eta - 1 - \beta / \alpha} (1 \vee t)^{\beta},$$

where

$$A = \sup_{y \in \mathbb{R}} \int \frac{1}{\mu(dy)} \frac{1}{1 + |x - y|^{1+\alpha}}.$$ 

The rest of the proof follows line-by-line the proof of part (2) of Lemma 4.9 in [8]. This completes the proof of Lemma 5.12. □

5.5. Proof of Theorem 3.2

Proof of Theorem 3.2. The proof is the same as the proof of [4, Theorem 3.1], which in turn follows the same six steps as those in the proof of [7, Theorem 2.4] with some minor changes:
The proof relies on estimates on the kernel function $K(t, x)$, which is given by Proposition 5.10.

In the Picard iteration scheme, one needs to check the $L^p(\Omega)$-continuity of the stochastic integral. This will guarantee that the integrand in the next step is again in $P_2$, via [7, Proposition 3.4]. Here, the statement of [7, Proposition 3.4] is still true by replacing in its proof [7, Proposition 3.5] by either Proposition 5.4 for the slow diffusion equations or Proposition 5.7 for the fast diffusion equations, and replacing [7, Proposition 5.3] by Proposition 5.6.

In the first step of the Picard iteration scheme, the following property, which determines the set of the admissible initial data, needs to be verified:

$$\sup_{(t, x) \in K} \left( \left[ 1 + J_0^2 \right] * K \right)(t, x) < +\infty.$$ 

For the SHE, this property is proved in [7, Lemma 3.9]. Here, Lemma 5.12 gives the desired result with minimal requirements on the initial data. This property, together with the calculation of the upper bound on $K(t, x)$ in Theorem 3.4, guarantees that all the $L^p(\Omega)$-moments of $u(t, x)$ are finite. This property is also used to establish uniform convergence of the Picard iteration scheme, hence $L^p(\Omega)$-continuity of $(t, x) \mapsto I(t, x)$.

The proof of (3.4) is identical to that of the corresponding property in [7, Theorem 2.4]. This completes the proof of Theorem 3.2.

\[\square\]

### 5.6. Proof of Theorem 3.1

**Proof of Theorem 3.1.** The proof of Theorem 3.1 is similar to that for Theorem 3.2. Because

$$\hat{C}_t = \sup_{(s, x) \in [0, t] \times \mathbb{R}^d} |J_0(s, x)| < \infty, \quad \text{for all } t > 0,$$

the Picard iterations in the proof of Theorem 2.4 [7] give the following moment formula

$$||u(t, x)||^2_p \leq 2J(t, x)^2 + \left[ \frac{\sigma^2}{2} + 2\hat{C}_t^2 \right] (1 \ast \hat{K}_p)(t, x).$$

Note that the function $(1 \ast \hat{K}_p)(t, x)$ is a function of $t$ only. For convenience, we denote it as

$$H(t; \lambda) := \int_0^t ds \int_{\mathbb{R}^d} dy \hat{K}(s, y; \lambda). \quad (5.18)$$

Therefore, we need only to prove that $H(t; \lambda)$ is finite, which is proved in Lemma 5.13. This completes the proof of Theorem 3.1.

\[\square\]

**Lemma 5.13.** For all $\alpha \in (0, 2]$, $\beta \in (0, 2)$, $\gamma \geq 0$, and $d \in \mathbb{N}$, under Dalang’s condition (1.9), we have that

$$H(t; \lambda) \leq \exp \left( C \lambda^{\frac{2}{\gamma}} \right),$$

for all $t > 0$ and $\lambda \in \mathbb{R}$, where $\sigma$ is defined in (2.6) and $C$ is some constant depending on $\alpha$, $\beta$, $\gamma$ and $d$.

**Proof.** By Lemma 5.5,

$$(1 \ast L_0)(t, x) \leq C_\varepsilon \int_0^t ds \int_{\mathbb{R}^d} dy s^{2(\beta + \gamma - 1) - \beta / \alpha} = C_\varepsilon \frac{s^{\theta}}{\theta},$$

where

$$\theta = \frac{\alpha}{\gamma} = \frac{2}{\gamma} \beta.$$
where $C_z$ is defined in (5.11) and $\theta = 1 - \sigma$. Note that $\theta > 0$ is guaranteed by Dalang’s condition (1.9). Now we claim that, for $n \geq 0,$

$$(1 \star L_n)(t, x) \leq \frac{C_z^{n+1} \Gamma((\theta)^{n+1} L^{(n+1)\theta}}{\Gamma((n + 1)\theta + 1)},$$

(5.19)
of which the case $n = 0$ is just proved. Assume that (5.19) holds for $n$. By the above calculations, we see that

$$(1 \star L_{n+1})(t, x) \leq \frac{C_z^{n+2} \Gamma((\theta)^{n+1} L^{(n+2)\theta}}{\Gamma((n + 2)\theta + 1)} \int_{0}^{t} ds \Gamma((t-s)^{(n+1)\theta} s^\theta = \frac{C_z^{n+2} \Gamma((\theta)^{n+2} L^{(n+2)\theta}}{\Gamma((n + 2)\theta + 1)}.$$ Therefore,

$$H(t; \lambda) = \sum_{n=0}^{\infty} \lambda^{n+1}(1 \star L_n)(t, x) \leq E_{\theta, \theta+1}(C_z \Gamma(\theta) \lambda^2 t^\theta).$$

Then apply the asymptotic property of the Mittag-Leffler function (see, e.g., [31, Theorem 1.3]). This completes the proof of Lemma 5.13. □
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Appendix. Some properties of the Fox H-functions

In this section, we follow the notation of [22].

**Definition A.1.** Let $m, n, p, q$ be integers such that $0 \leq m \leq q, 0 \leq n \leq p$. Let $a_i, b_i \in \mathbb{C}$ be complex numbers and let $\alpha_j, \beta_j$ be positive numbers, $i = 1, 2, \ldots, p; j = 1, 2, \ldots, q$. Let the set of poles of the gamma functions $\Gamma(b_j + \beta_j s)$ does not intersect with that of the gamma functions $\Gamma(1 - a_i - \alpha_i s)$, namely,

$$\bigg\{ b_{ji} = \frac{-b_j - l}{\beta_j}, l = 0, 1, \ldots \bigg\} \bigcap \bigg\{ a_{ik} = \frac{1 - a_i + k}{\alpha_i}, k = 0, 1, \ldots \bigg\} = \emptyset$$

for all $i = 1, 2, \ldots, p$ and $j = 1, 2, \ldots, q$. Denote

$$H_{pq}^{mn}(s) := \prod_{j=1}^{m} \Gamma(b_j + \beta_j s) \prod_{i=1}^{n} \Gamma(1 - a_i - \alpha_i s) \prod_{j=m+1}^{p} \Gamma(a_i + \alpha_i s) \prod_{i=n+1}^{q} \Gamma(1 - b_j - \beta_j s).$$

The Fox H-function

$$H_{pq}^{mn}(z) = H_{pq}^{mn}\left[\begin{array}{c}
(a_1, \alpha_1) \\
(b_1, \beta_1) \\
\vdots \\
(a_p, \alpha_p) \\
(b_q, \beta_q)
\end{array}\right]\right]$$

is defined by the following integral

$$H_{pq}^{mn}(z) = \frac{1}{2\pi i} \int_{L} H_{pq}^{mn}(s)z^{-s}ds, \ z \in \mathbb{C},$$

(A.1)

where an empty product in (A.1) means 1, and $L$ in (A.1) is the infinite contour which separates all the points $b_{ji}$ to the left and all the points $a_{ik}$ to the right of $L$. Moreover, $L$ has one of the following forms:

1. $L = L_{-\infty}$ is a left loop situated in a horizontal strip starting at point $-\infty + i\phi_1$ and terminating at point $-\infty + i\phi_2$ for some $-\infty < \phi_1 < \phi_2 < \infty$.
(2) $L = L_{+\infty}$ is a right loop situated in a horizontal strip starting at point $+\infty + i\phi_1$ and terminating at point $\infty + i\phi_2$ for some $-\infty < \phi_1 < \phi_2 < \infty$

(3) $L = L_{i\gamma, \infty}$ is a contour starting at point $\gamma - i\infty$ and terminating at point $\gamma + i\infty$ for some $\gamma \in (-\infty, \infty)$

According to [22, Theorem 1.1], the integral (A.1) exists, for example, when

$$\Delta := \sum_{j=1}^{q} \beta_j - \sum_{i=1}^{p} \alpha_i \geq 0 \quad \text{and} \quad L = L_{-\infty},$$

(A.2)

or when

$$a^* := \sum_{i=1}^{n} \alpha_i - \sum_{i=n+1}^{m} \alpha_i + \sum_{j=1}^{m} \beta_j - \sum_{j=m+1}^{q} \beta_j \geq 0 \quad \text{and} \quad L = L_{i\gamma, \infty}.$$  

(A.3)

The following two parameters of the Fox H-functions (A.1) will be used in this paper:

$$\mu = \sum_{j=1}^{q} b_j - \sum_{i=1}^{p} a_i + \frac{p - q}{2},$$

(A.4)

and

$$\delta = \prod_{i=1}^{p} \alpha_i^{-a_i} \prod_{j=1}^{q} \beta_j^{b_j}.$$  

(A.5)

**Lemma A.2.** For $b \in \mathbb{C}$ and $\beta > 0$, there holds the relation

$$H_{p,2+q}^{2+m,n}(z^{(a_i, \alpha_i)_{1,p}}_{(b_i, \beta_i), (b_i + 1/2, \beta_i), (b_i, \beta_i)_{1,q}}) = 2^{1-2b} \sqrt{\pi} H_{p,1+q}^{1+m,n}(4^\beta z^{(a_i, \alpha_i)_{1,p}}_{(2b, 2\beta), (b_i, \beta_i)_{1,q}})$$

and

$$H_{p,2+q}^{m,n}(z^{(a_i, \alpha_i)_{1,p}}_{(b_i, \beta_i), (b_i + 1/2, \beta_i), (b_i, \beta_i)_{1,q}}) = 4^{-b} \pi^{-1/2} H_{p,1+q}^{1+m,n}(4^\beta z^{(a_i, \alpha_i)_{1,p}}_{(b_i, \beta_i)_{1,q}, (2b, 2\beta)}).$$

**Proof.** Let

$$\mathcal{H}(s) = \prod_{j=1}^{m} \Gamma(b_j + \beta_j s) \prod_{i=1}^{n} \Gamma(1 - a_i - \alpha_i s) \prod_{i=n+1}^{m} \Gamma(a_i + \alpha_i s) \prod_{j=m+1}^{q} \Gamma(1 - b_j - \beta_j s).$$

By the definition of the Fox H-function,

$$H_{p,2+q}^{2+m,n}(z^{(a_i, \alpha_i)_{1,p}}_{(b_i, \beta_i), (b_i + 1/2, \beta_i), (b_i, \beta_i)_{1,q}}) = \frac{1}{2\pi i} \int_{\mathcal{L}} \mathcal{H}(s) \Gamma(b + \beta s) \Gamma(b + 1/2 + \beta s) z^{-s} ds.$$

By the duplication rule of the Gamma function [30, 5.5.5 on p. 138]

$$\Gamma(z) \Gamma(z + 1/2) = \sqrt{\pi} 2^{1-2z} \Gamma(2z), \quad 2z \neq 0, -1, -2, \ldots,$$

(A.6)

we have that

$$H_{p,2+q}^{2+m,n}(z^{(a_i, \alpha_i)_{1,p}}_{(b_i, \beta_i), (b_i + 1/2, \beta_i), (b_i, \beta_i)_{1,q}}) = 2^{1-2b} \sqrt{\pi} \frac{1}{2\pi i} \int_{\mathcal{L}} \mathcal{H}(s) \Gamma(2b + 2\beta s) (4^\beta z)^{-s} ds.$$

Then apply the definition of the Fox H-function. The second relation can be proved similarly. \qed
Here are some direct consequences of this lemma:

\[
H_{1+m,n}^{1+m,n} \left( z \left| (a_i, \alpha_i)_{1,p}, (b_j, \beta_j)_{1,q} \right. \right) = 2^{2b_1} \pi^{-1/2} H_{p,1+q}^{1+m,n} \left( 4^b z \left| (a_i, \alpha_i)_{1,p}, (1/2 + b, \beta) \right. \right), \\
H_{1+m,n}^{1+m,n} \left( z \left| (a_i, \alpha_i)_{1,p}, (1/2 + b, \beta) \right. \right) = 2^{2b_1} \pi^{-1/2} H_{p,1+q}^{1+m,n} \left( 4^b z \left| (a_i, \alpha_i)_{1,p}, (b_j, \beta_j)_{1,q} \right. \right), \\
H_{1+m,n}^{1+m,n} \left( z \left| (b_j, \beta_j)_{1,q}, (2b, 2b) \right. \right) = 4^b \pi^{1/2} H_{p,1+q}^{1+m,n} \left( 4^{-\beta} z \left| (a_i, \alpha_i)_{1,p}, (b_j, \beta_j)_{1,q}, (b, \beta) \right. \right), \\
H_{1+m,n}^{1+m,n} \left( z \left| (b_j, \beta_j)_{1,q}, (2b, 2b) \right. \right) = 4^b \pi^{1/2} H_{p,1+q}^{1+m,n} \left( 4^{-\beta} z \left| (a_i, \alpha_i)_{1,p}, (b_j, \beta_j)_{1,q}, (b, \beta) \right. \right).
\]

**Remark A.3.** In [4], the Green function \(G_\beta(t, x)\), which corresponds to \(Y_{2,\beta,[\beta]-\beta,1}(t, x)\), is represented using the two-parameter Mainardi function of order \(\lambda \in [0, 1)\) (see (4.25)). By the series expansion of the Fox H-function ([22, Theorem 1.3]), which requires that \(\Delta = 1 - \lambda > 0\), one can see that

\[
M_{\lambda, \mu}(z) = z^{-1} H_{1,1}^{1,0} \left( z \left| \left( \mu, \lambda \right), \left( 1, 1 \right) \right. \right), \quad \lambda \in [0, 1).
\]

By Property 2.4 of [22], the above relation can also be written as

\[
H_{1,1}^{1,0} \left( z \left| \left( \mu, \lambda \right), \left( 1, 2 \right) \right. \right) = \frac{z}{2} M_{\lambda/2, \mu}(z), \quad \lambda \in [0, 1).
\]

**Remark A.4.** Another commonly used special function in this setting, such as in [32], is Wright’s function [38–40] (see also [25, Appendix F]):

\[
\phi(\lambda, \mu; z) := \sum_{k=0}^{\infty} \frac{z^k}{k! \Gamma(\mu + \lambda k)}, \quad \text{for } \lambda > -1, \mu \in \mathbb{C}.
\]

We adopt the notation \(\phi\) that is used by E. M. Wright in his original papers. By (2.9.29) and Property 2.5 of [22],

\[
\phi(\lambda, \mu; z) = \begin{cases} 
-1 H_{0,2}^{1,0} \left( z \left| \left[ -1.0 \right. \left. \text{em} \right], (1, (1 + \lambda - \mu, \lambda) \right) \right) & \text{if } \lambda > 0, \\
-1 H_{1,1}^{1,0} \left( z \left| \left( \mu - \lambda, -\lambda \right), \left( 1, 1 \right) \right. \right) & \text{if } \lambda \in (-1, 0].
\end{cases}
\]

Comparing (A.7) and (A.10), we see that

\[
M_{\lambda, \mu}(z) = \phi(-\lambda, \mu - \lambda; z), \quad \text{for } \lambda \in (0, 1].
\]

The following theorem is a simplified version of Theorems 2.9 and 2.10 in [23], which is sufficient for our use in the proof of Theorem 4.6.

**Theorem A.5.** Let \((a^*_1, \Delta_1, \mu_1)\) and \((a^*_2, \Delta_2, \mu_2)\) be the constants \((a^*, \Delta, \mu)\) defined in (A.3), (A.2) and (A.4) for the following two Fox H-functions:

\[
H_{p,q}^{m,n} \left( x \left| (a_i, \alpha_i)_{1,p}, (b_j, \beta_j)_{1,q} \right. \right), \quad \text{and} \quad H_{p,q}^{M,N} \left( x \left| (a_i, \alpha_i)_{1,p}, (b_j, \beta_j)_{1,q} \right. \right),
\]
respectively. Denote
\[ A_1 = \min_{1 \leq i \leq n} \frac{1 - \text{Re}(a_i)}{\alpha_i}, \quad B_1 = \min_{1 \leq j \leq m} \frac{\text{Re}(b_j)}{\beta_j}, \]
\[ A_2 = \min_{1 \leq j \leq M} \frac{\text{Re}(c_j)}{\gamma_j}, \quad B_2 = \min_{1 \leq l \leq N} \frac{1 - \text{Re}(d_i)}{\delta_i}, \]

with the convention that \( \min(\phi) = +\infty \). If either of the following four conditions holds

1. \( a_1^* > 0 \) and \( a_2^* > 0 \);
2. \( a_1^* = \Delta_1 = 0, \text{Re}(\mu_1) < -1 \) and \( a_2^* > 0 \);
3. \( a_2^* = \Delta_2 = 0, \text{Re}(\mu_2) < -1 \) and \( a_1^* > 0 \);
4. \( a_1^* = \Delta_1 = 0, \text{Re}(\mu_1) < -1 \) and \( a_2^* = \Delta_2 = 0, \text{Re}(\mu_2) < -1 \),

and if
\[ A_1 + B_1 > 0, \quad A_2 + B_2 > 0, \quad A_1 + A_2 > 0, \quad B_1 + B_2 > 0, \quad (A.12) \]
then, for all \( z > 0, x \in \mathbb{R} \),
\[ H_{p+P,q+Q}^{m+M,n+N}(x) = \int_0^\infty H_{p,q}^{m,n}(zt) H_{p,q}^{M,N}(\frac{x}{t} | (d_i, \delta_i)_{i=1}^N) \frac{dt}{t}. \quad (A.13) \]

**Proof.** By Property 2.3 of [23],
\[ H_{p,q}^{M,N}(\frac{x}{t} | (d_i, \delta_i)_{i=1}^N) = H_{Q,P}^{N,M}(\frac{1}{x} | (1-c_j, \gamma_j)_{i=1}^Q). \quad (A.13) \]

If condition (1) holds, one can apply Theorem 2.9 of [23] with \( \eta = 0, \sigma = 1, w = 1/x \), and with the following replacements: \( N \to M, M \to N, P \to Q, Q \to P, c_j \to 1 - c_j, d_i \to 1 - d_i \). If either of conditions (2)–(4) holds, we apply Theorem 2.10 of [23] in the same way. Note that the parameters \( \mu \) for both Fox H-functions in (A.13) are equal. \( \square \)

### A.1. Proof of Lemma 4.3

**Proof of Lemma 4.3.** Let
\[ f(x) = H_{2,2}^{2,2}(x | (1, 1), (\eta, \beta), (d/2, \alpha/2), (1, 1), (1, \alpha/2)). \]
Then \( g(x) = x^{-d} f(x^\alpha) \). Let
\[ H_{d,\alpha,\beta,\eta}(s) := \frac{\Gamma(d/2 + \alpha s/2)\Gamma(1 + s)\Gamma(-s)}{\Gamma(\eta + \beta s)\Gamma(-\alpha s/2)}. \]
Denote the poles of \( \Gamma(1 + s) \) and \( \Gamma(d/2 + \alpha s/2) \) by
\[ A := \{-(1+k) : k = 0, 1, 2, \ldots\} \quad \text{and} \quad B := \left\{-\frac{2l + d}{\alpha} : l = 0, 1, 2, \ldots\right\}, \]
respectively. According to the definition of Fox H-function, to calculate the asymptotic at zero, we need to calculate the residue of \( H_{d,\alpha,\beta,\eta}(s)z^{-s} \) at the rightmost poles in \( A \cup B \). Because
$a^* = 2 - \beta > 0$, all the nigh cases are covered by either (1.8.1) or (1.8.2) of [23]. The notation $h^*_{ji}$ below follows from (1.3.5) of [23].

**Case 1.** Assume that $\eta \neq \beta$ and $d/\alpha > 1$. In this case, the rightmost residue in $A \cup B$ is at $s = -1$ and it is a simple pole. Hence,
\[
h^*_{20} = \frac{\Gamma((d - \alpha)/2)}{\Gamma(\eta - \beta) \Gamma(\alpha/2)} > 0,
\]
and
\[
f(x) = h^*_{20} x + O\left(x^{\min(2,d/\alpha)}\right), \text{ as } x \to 0_+.
\]

**Case 2.** Assume that $\eta \neq \beta$ and $d/\alpha = 1$. The rightmost residue in $A \cup B$ is at $s = -1$ and it is of order two. Hence,
\[
h^*_{10} = \frac{2 \Gamma(1 - d/\alpha) \Gamma(d/\alpha)}{\alpha \Gamma(\eta - \beta \alpha/\alpha) \Gamma(d/2)} > 0,
\]
where we have used the fact that $\Gamma(x)$ has simple poles at $x = -n$, $n = 0, 1, \ldots$, with residue $(-1)^n/n!$. Therefore,
\[
f(x) = -\frac{1}{\Gamma(\eta - \beta) \Gamma(1 + d/2)} x \log x + O(x), \text{ as } x \to 0_+.
\]

**Case 3.** Assume that $\eta \neq \beta$ and $d/\alpha \leq 1$. The rightmost residue in $A \cup B$ is at $s = -d/\alpha$ and it is a simple pole. Hence,
\[
h^*_{10} = \frac{2 \Gamma(1 - d/\alpha) \Gamma(d/\alpha)}{\alpha \Gamma(\eta - \beta \alpha/\alpha) \Gamma(d/2)} > 0,
\]
where the nonnegativity is due to the fact that $\eta \geq \beta > \beta d/\alpha$. Therefore,
\[
f(x) = h^*_{10} x^{d/\alpha} + O\left(x^{\min((d+2)/\alpha, 1)}\right) = h^*_{10} x^{d/\alpha} + O(x), \text{ as } x \to 0_+.
\]

**Case 4.** Assume that $\eta = \beta = 1$. By Property 2.2 of [23],
\[
f(x) = H^{1,1}_{1,2} \left(x \left| \begin{array}{c}
(1, 1) \\
(d/2, \alpha/2), (1, \alpha/2)
\end{array} \right. \right).
\]
Hence,
\[
h^*_{10} = \frac{2 \Gamma(d/\alpha)}{\alpha \Gamma(d/2)} \neq 0,
\]
and
\[
f(x) = h^*_{10} x^{d/\alpha} + O(x^{(d+2)/\alpha}), \text{ as } x \to 0_+.
\]

**Case 5.** Assume that $\eta = \beta \neq 1$ and $d/\alpha > 2$. The rightmost residue in $A \cup B$ is at $s = -1$, but this residue is vanishing because $\lim_{s \to -1} 1/\Gamma(\beta + \beta s) = 0$. The rightmost nonvanishing residue in $A \cup B$ is at $s = -2$ and it is a simple pole. Hence,
\[
h^*_{21} = -\frac{\Gamma((d - 2\alpha)/2)}{\Gamma(-\beta) \Gamma(\alpha)}.
\]
Hence,
\[ f(x) = h_{21}^* x^2 + O(x^{\min(3, d/\alpha)}), \quad \text{as } x \to 0_+. \]

**Case 6.** Assume that \( \eta = \beta \neq 1 \) and \( d/\alpha = 2 \). As in Case 6, the rightmost nonvanishing residue in \( A \cup B \) is at \( s = -2 \), and it is of order two. Then
\[
\text{Res}_{s=2} (H_{d,d/2,\beta,\beta}(s)x^{-s}) = \lim_{s \to -2} \left( (s + 2)^2 H_{d,d/2,\beta,\beta}(s)x^{-s} \right)'
\]
\[
= \lim_{s \to -2} \left( (s + 2)^2 H_{d,d/2,\beta,\beta}(s) \right)' - (s + 2)^2 H_{d,d/2,\beta,\beta}(s) \log x \right) x^{-s}
\]
\[
= C x^2 + \frac{2}{\Gamma(-\beta) \Gamma(1 + d/2)} x^2 \log x.
\]
Therefore,
\[
f(x) = \frac{2}{\Gamma(-\beta) \Gamma(1 + d/2)} x^2 \log x + O(x^3), \quad \text{as } x \to 0_+.
\]

**Case 7.** Assume that \( \eta = \beta \neq 1 \) and \( d/\alpha \in (1, 2) \). As in Case 6, because \( h_{20}^* = 0 \), the rightmost nonvanishing residue in \( A \cup B \) is at \( s = -d/\alpha \), and it is a simple pole. Hence,
\[
f(x) = h_{10}^* x^{d/\alpha} + O(x^3), \quad \text{as } x \to 0_+,
\]
where \( h_{10}^* \) is defined in (A.14) with \( \eta \) replaced by \( \beta \).

**Case 8.** Assume that \( \eta = \beta \neq 1 \) and \( d/\alpha = 1 \). The rightmost nonvanishing residue in \( A \cup B \) is at \( s = -1 \), and it is of order two. Hence,
\[
\text{Res}_{s=-1} (H_{d,d,\beta,\beta}(s)x^{-s}) = \lim_{s \to -1} \left( (s + 1)^2 H_{d,d,\beta,\beta}(s)x^{-s} \right)'
\]
\[
= \lim_{s \to -1} \left[ H_1(s) H_2(s) + H_1(s) H_2(s)' - H_1(s) H_2(s) \log x \right] x^{-s},
\]
where
\[
H_1(s) = (s + 1)^2 \Gamma((1 + s)d/2) \Gamma(1 + s), \quad \text{and} \quad H_2(s) = \frac{\Gamma(-s)}{\Gamma(\beta + \beta s) \Gamma(-ds/2)}.
\]
As calculated in the proof of Lemma 7.1 of [9], we have that
\[
H_1(-1) = \lim_{s \to -1} H_1^*(s) = \frac{2}{d} = \lim_{s \to -1} \frac{(1 + s)^2}{((1 + s)d/2)(1 + s)} = \frac{2}{d},
\]
\[
H_2(-1) = \lim_{s \to -1} H_2^*(s) = 0,
\]
\[
\frac{d}{ds} H_2(s) \bigg|_{s=-1} = \lim_{s \to -1} \frac{\Gamma(-s)}{\Gamma(-ds/2)} \left( \frac{1}{\Gamma(\beta(1 + s))} \right)'
\]
\[
= \frac{\Gamma(1)}{\Gamma(d/2)} \lim_{s \to -1} - \frac{\psi(\beta(1 + s))}{\Gamma(\beta(1 + s))}
\]
\[
= \frac{\beta}{\Gamma(d/2)},
\]
where \( \psi(z) \) is the digamma function and the last limit is due to (5.7.6) and (5.7.1) of [30]. Therefore,
\[
\text{Res}_{s=-1} (H_{d,d,\beta,\beta}(s)x^{-s}) = \frac{\beta}{\Gamma(1 + d/2)} x,
\]
and
\[ f(x) = \frac{\beta}{\Gamma(1 + d/2)} x + O(x^2), \quad \text{as} \ x \to 0+. \]

**Case 9.** Assume that \( \eta = \beta \neq 1 \) and \( d/\alpha < 1 \). The first nonvanishing residue in \( A \cap B \) is at \( s = -d/\alpha \) and it is a simple pole. Hence,
\[ f(x) = h_{10}^{*} x^{d/\alpha} + O(x), \quad \text{as} \ x \to 0+, \]
where \( h_{10}^{*} \) is defined in (A.14) with \( \eta \) replaced by \( \beta \). This completes the whole proof of Lemma 4.3. \( \square \)
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