Ab initio description of multipolar responses in superfluid and deformed nuclei at finite temperature: application to dipole modes in $^{56}$Fe
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Ab initio approaches to the nuclear many-body problem have seen their reach considerably extended over the past decade. However, collective excitations have rarely been addressed due to the prohibitive cost of solving the corresponding equations of motion. Here, a numerically efficient method to compute ab initio multipolar responses of superfluid and deformed nuclei at finite temperature is presented. As a pilot application, the electromagnetic dipolar responses in $^{56}$Fe based on chiral two- and three-body nuclear interactions are computed over the temperature interval $k_BT \in [0,4]$ MeV, where $k_B$ is the Boltzmann constant. This development directly opens the way to the systematic ab initio study of multipolar excitations at finite temperature in light and medium-mass nuclei.

Introduction. – Atomic nuclei host a vast diversity of behaviours, for which a comprehensive description poses several formal and technical difficulties. In particular, nuclear vibrational excitations, ranging from non-collective (e.g., pygmy) [1] to highly collective modes (the so-called giant resonances) [3,5], constitute a long-term challenge for the quantum many-body problem formulated in terms of nucleonic degrees of freedom. Their description is especially demanding for ab initio approaches where only sporadic calculations have been performed so far, in spite of the ever-increasing applicability of such methods across the nuclear chart [6].

Namely, early attempts to compute multipolar response functions from an ab initio standpoint made use of the random phase approximation (RPA) [7] and its quasiparticle extension (QRPA) [8]. More recent calculations have been performed either via the coupled cluster (CC) [9,12] or the self-consistent Green’s function (SCGF) approach [13], however limited to dipole responses of closed-shell systems. The extension of such methods to open-shell nuclei is highly non-trivial because of the associated prohibitive numerical cost. As a result, ab initio nuclear responses are currently out of reach for the large majority of nuclei, even in the light and medium-mass sectors.

In the context of empirical nuclear energy density functionals, a novel scheme to solve the (Q)RPA equations was proposed a few years ago in Refs. [14,15]. This approach, coined as the (quasiparticle) finite amplitude method ((Q)FAM), replaces the intensive calculation and diagonalisation of the QRPA matrix by a set of non-linear equations of similar dimension to that of the static Hartree-Fock-Bogoliubov (HFB) mean-field approach it builds upon. The QFAM has proven to be a very efficient tool to obtain electric [16–19] and charge-exchange [20,21] strength functions, as well as to determine collective inertia [22,23], quasiparticle-vibration coupling [24], discrete eigenmodes [25] and sum rules [26]. Very recently, the method has been extended to the finite temperature QFAM (FT-QFAM) [27].

On the ab initio side, novel efforts have been made to extend structure calculations to deformed and superfluid nuclei [28,31]. These developments are well suited to be combined with FAM-type algorithms. In this letter, the first ab initio implementation of the FT-QFAM is presented and applied to investigate the electromagnetic dipole response of the doubly open-shell, medium-mass $^{56}$Fe nucleus. The resulting method is (i) based on full two- and three-body interactions rooted in quantum chromodynamics (QCD), (ii) applicable to doubly-magic, singly-magic and doubly open-shell nuclei and (iii) characterised by a favourable scaling with mass number. As a result, it opens the path to systematic ab initio computations of multipolar responses at zero and finite temperature across a large span of the nuclear chart.

In the long term, first-principles calculations of electromagnetic nuclear response functions could provide valuable input for astrophysical simulations. In this sense, the $^{56}$Fe nucleus acts as a representative of Fe-group nuclei that are of astrophysical relevance. First, the photosynthesis of Fe-group nuclei plays an important role during the last stages of hydrostatic burning in massive stars and during their explosion in type-II supernovae [32]. Second, the propagation of ultra-high-energy cosmic rays depends on the interactions of Fe-group nuclei with photons from the cosmic microwave background [33,34].
In the following, after describing the basics of the FT-QFAM and the numerical setting, results based on a family of ab initio nuclear Hamiltonians are reported. First, ground-state thermodynamic properties are investigated via finite temperature HFB (FT-HFB) theory. Next, finite-temperature isovector dipole electric and magnetic strength distributions are computed and analysed by applying the FT-QFAM on top of the FT-HFB calculation.

**Formalism.** The present approach starts with a FT-HFB calculation to access the ground state and its thermal excitations \[35, 37\]. Diagonalising the mean-field FT-HFB Hamiltonian \( \mathcal{H}_0 \) via the Bogoliubov transformation

\[
\mathcal{W}_0 \equiv \left( \begin{array}{cc} U & V^* \\ V & U^* \end{array} \right),
\]

with \((U,V)\) being the corresponding quasi-particle (qp) eigenvectors, one obtains

\[
\mathcal{H}_0 = \begin{pmatrix} E & 0 \\ 0 & -E \end{pmatrix} ; \quad \mathcal{R}_0 = \begin{pmatrix} f & 0 \\ 0 & 1 - f \end{pmatrix},
\]

where \( \mathcal{R}_0 \) denotes the FT-HFB generalised density matrix and \( E \) the diagonal matrix of qp eigenenergies. The quantity \( f \equiv (1 + e^{\beta E})^{-1} \) characterises the associated Fermi-Dirac factors, with \( \beta \equiv (k_B T)^{-1} \) and \( k_B \) the Boltzmann constant. Up to trivial permutations that are presently discarded for simplicity, \( \bar{E} = E \) and \( \bar{f} = f \).

Nuclear excited states are accessed by perturbing the ground-state via an external probe represented here by a generic one-body operator \( \mathcal{F} \) written in the qp eigenbasis of \( \mathcal{H}_0 \) as

\[
\mathcal{F} = \begin{pmatrix} F_{11} & F_{20} \\ F_{02} & F^{*11} \end{pmatrix}.
\]

The FT-QFAM is obtained by linearising the corresponding finite temperature time-dependent HFB (FT-TDHF) formalism. In frequency representation, one obtains \[35, 39\] the equation of motion

\[
\omega \delta \mathcal{R} = [\mathcal{H}_0, \mathcal{F} + \delta \mathcal{R}] + [\delta \mathcal{H}, \mathcal{R}_0],
\]

where \( \omega \) denotes the excitation energy whereas \( \delta \mathcal{H} \) and \( \delta \mathcal{R} \) characterise the first-order fluctuations on top of \( \mathcal{H}_0 \) and \( \mathcal{R}_0 \), respectively, that are parameterised in the qp eigenbasis through

\[
\delta \mathcal{H}(\omega) \equiv W_0^\dagger \begin{pmatrix} \delta h & \delta \Delta^{(+)} \\ -\delta \Delta^{(-)*} & -\delta h^T \end{pmatrix} W_0 \equiv \begin{pmatrix} H^{11} & H^{20} \\ H^{02} & H^{11} \end{pmatrix};
\]

\[
\delta \mathcal{R}(\omega) \equiv W_0^\dagger \begin{pmatrix} \delta \rho & \delta \kappa^{(+)} \\ -\delta \kappa^{(-)*} & -\delta \rho^T \end{pmatrix} W_0 \equiv \begin{pmatrix} W & X \\ Y & Z \end{pmatrix},
\]

(5b)

where \( \delta h, \delta \Delta^{(+)} \) and \( \delta \Delta^{(-)*} \) (\( \delta \rho, \delta \kappa^{(+)} \) and \( \delta \kappa^{(-)*} \)) denote the oscillating normal and anomalous mean fields (densities) expressed in the underlying single-particle basis. Matrices \( X \) and \( Y \) define the usual forward and backward linear response amplitudes, whereas \( W (Z) \) describes transitions among positive (negative) energy states only.

Inverting Eq. (4), the components of the generalised density fluctuation are given in the qp basis by

\[
X_{\mu\nu} = -\frac{H_{\mu\nu}^{20} + F_{\mu\nu}^{20}}{E_{\mu} + E_{\nu} - \omega} (1 - \bar{f}_\nu - f_\mu),
\]

(6a)

\[
Y_{\mu\nu} = -\frac{H_{\mu\nu}^{02} + F_{\mu\nu}^{02}}{E_{\mu} + E_{\nu} + \omega} (1 - \bar{f}_\nu - f_\mu),
\]

(6b)

\[
W_{\mu\nu} = -\frac{H_{\mu\nu}^{11} + F_{\mu\nu}^{11}}{E_{\mu} - E_{\nu} - \omega} (f_\nu - f_\mu),
\]

(6c)

\[
Z_{\mu\nu} = -\frac{H_{\mu\nu}^{11} + F_{\mu\nu}^{11}}{E_{\mu} - E_{\nu} + \omega} (\bar{f}_\nu - \bar{f}_\mu),
\]

(6d)

where the excitation frequency has been shifted into the complex plane, \( \omega_\gamma \equiv \omega + i \gamma \), to avoid hitting the poles that lie on the real axis in case the system is stable under the action of \( \mathcal{F} \). Solving Eq. (6) efficiently requires to compute, with mild numerical effort, the induced fields \( \delta h, \delta \Delta^{(+)} \) and \( \delta \Delta^{(-)*} \) that are functionals of \( \delta \rho, \delta \kappa^{(+)} \) and \( \delta \kappa^{(-)*} \). In this process, the oscillating mean fields are explicitly linearised with respect to the induced density fluctuations, which eventually leads to expressing them as static-like HFB mean fields. However, care must be taken of the fact that the fluctuating fields and densities possess fewer symmetries than their static counterpart, making their computation more involved than in the initial static FT-HFB step.

Equations (5) and (6) form a closed set to be solved iteratively for each frequency \( \omega_\gamma \). The physical quantity of interest, i.e., the FT-QFAM strength function characterising the response of the system to the perturbation, is computed as

\[
S(\mathcal{F}, \omega_\gamma) = \text{Tr} \{ \mathcal{F}^\dagger \delta \mathcal{R}(\omega_\gamma) \}.
\]

(7)

Note that the finite value of \( \gamma \) introduces a Lorentzian smearing in the strength calculated with Eq. (7). Eventually, for a multipole transition operator \( \mathcal{F}_{JK} \) characterised by total angular momentum \( J \) and its projections \( K = -J, \ldots, +J \) onto the \( z \) axis, the imaginary part of the strength containing the dissipative contribution to the response amounts to

\[
S_J(\omega) \equiv -\frac{1}{\pi} \sum_{K=-J}^{+J} \text{Im} \{ S(\mathcal{F}_{JK}, \omega_\gamma) \}.
\]

(8)

Noticing, the FT-QFAM strength can eventually be used to extract individual FT-QRPA eigenvalues \( (\omega_\gamma)_k \) and eigenvectors \( (W, X, Y, Z)_k \), as well as the so-called sum rules, via an extension of the method proposed in Refs. [25, 26]; see Ref. [40] for details.
**Computational setting.** – Numerical applications are performed using a family of Hamiltonians \[ \text{H} \] containing two- and three-nucleon interactions derived from chiral effective field theory (χEFT) \[ \text{H} \] at next-to-leading-order (NLO), N\(^2\)LO and N\(^3\)LO. These Hamiltonians are made suitable for nuclear structure calculations by a subsequent similarity renormalisation group (SRG) transformation down to a flow parameter \( \lambda_{\text{SRG}} = 1.88 \text{ fm}^{-1} \); see Refs. [41,44] for details about the determination of the low-energy constants and the SRG evolution. In order to allow for a systematic study of the convergence of observables with the order of the χEFT expansion, the calculations at N\(^2\)LO and N\(^3\)LO are accompanied by an assessment of the associated uncertainty; see Refs. [43,45,46] for details.

The treatment of three-nucleon interactions is a challenge in ab initio nuclear structure calculations, and here is made possible via the procedure described in Ref. [47]. While this treatment is strictly exact in FT-HFB and FT-QFAM calculations of non-superfluid spherical nuclei, it becomes quasi exact whenever the system deforms and/or is superfluid, as is presently the case for \(^{56}\text{Fe}\); see Ref. [47] for details.

The eigenbasis of a spherical harmonic oscillator Hamiltonian is employed as a computational basis to expand one-, two- and three-body operators. The truncated basis is characterised by the maximum oscillator quanta \( c_{\text{max}} = 10 \) and the frequency \( \hbar \Omega = 16 \text{ MeV} \). In the three-body Hilbert space, the basis is further truncated according to \( c_{3\text{max}} = 14 < 3 c_{\text{max}} \). All observables at HFB level (energy, radii, deformation) are converged to a subpercent accuracy with respect to basis size and oscillator frequency. Strength functions and integrated moments do not vary by more than 3% between 8 and 10 oscillator shells.

**Ground-state thermodynamic properties.** – Ground-state thermodynamic properties are obtained via a FT-HFB calculation that finds \(^{56}\text{Fe}\) to be prolate with a zero-temperature quadrupole deformation parameter \( \beta_2(T = 0) = 0.31 \pm 0.01 \). Figure 1 displays the evolution of thermal excitations \( E^*(T) = E(T) - E(0) \), the entropy \( S(T) \equiv -(\partial F/\partial T) \), the heat capacity \( C(T) \equiv T \partial S/\partial T \), and the quadrupole deformation \( \beta_2(T) \) with temperature. Results are compared to those obtained for a two-component free fermion gas (FFG) by adapting the formulas of Ref. [45], using \( \rho_n = \rho_p = 0.08 \text{ fm}^{-3} \) and \( m_n = m_p = 939 \text{ MeV} \).

While the excitation energy and entropy both roughly exhibit the quadratic and linear dependencies expected for a FFG, the heat capacity allows us to identify a second-order phase transition\(^2\). As corroborated by the bottom panel of Fig. 1, the phase transition corresponds to a restoration of the spherical symmetry at the critical temperature.

As visible from all panels, the FT-HFB results change significantly when going from NLO to N\(^2\)LO. In particular, the critical temperature decreases from \( k_B T_c = 4.5 \text{ MeV} \) to \( k_B T_c = 2.7 \text{ MeV} \). Contrarily, results change very little when going from N\(^2\)LO to N\(^3\)LO, e.g. the critical temperature is only lowered by 0.1 MeV, reaching \( k_B T_c = 2.6 \pm 0.2 \text{ MeV} \). Furthermore, N\(^3\)LO results are quite consistently and systematically within the uncer-

\[ 1 \text{ F} = E - TS \text{ denotes here the Helmholtz free energy.} \]

\[ 2 \text{ While the heat capacity does not diverge in Fig. 1 increasing the number of mesh points over the temperature interval would result in such a divergence of } C_v. \text{ Further adding quantum collective fluctuations to the present description would eventually smear out such a divergence.} \]
The discrepancy between N²LO and N³LO results at a given excitation energy is due to the FT-HFB qp spectrum being slightly different, which in turn displaces the energy of the resonances. While these shifts, albeit very small, magnify the change (at most 10%) at a given excitation frequency due to the sharpness of the peaks, they are strongly suppressed in integrated quantities such as the total photo-emission cross section \[\sigma(\omega)\] or the mean excitation energy that changes by less than one percent.

The convergence of the results with respect to the chiral expansion order follows a pattern similar to the one observed for ground-state properties. In particular, the proximity of N²LO and N³LO results indicates a good convergence\[\text{3}\], which is in fact systematically observed for other multipolarities and nuclei. Eventually, the N³LO strength function agrees well with available experimental values over the interval \(\omega \in [2, 10] \text{ MeV}\).

Next, the evolution of the N³LO IVD strength, decomposed into its \(K = 0\) and \(|K| = 1\) electric and magnetic components\[\text{4}\] is investigated in Figs. 3 and 4 over the temperature interval \(k_B T \in [0, 4] \text{ MeV}\). At zero temperature, the maxima of \(K = 0\) and \(|K| = 1\) components are shifted apart as a result of the intrinsic deformation of \(^{56}\text{Fe}\) ground-state. This feature provides both the electric and magnetic responses with a two-peak structure. While both \(|K| = 1\) components are equally important in the electric response, the \(|K| = 1\) component largely dominates the magnetic one.

\[\text{3}\] Due to the axial symmetry imposed in the calculation, \(K = 1\) and \(K = -1\) responses contribute identically.

\[\text{4}\] Due to the axial symmetry imposed in the calculation, \(K = 1\) and \(K = -1\) responses contribute identically.
The increasing temperature induces two competing processes. On the one hand, the temperature smears out the Fermi-Dirac factors associated with the zero-temperature mean-field, with the effect of globally increasing the matter radius $R$ of the system. In schematic models of the giant dipole resonance in spherical nuclei of Goldhaber and Teller (GT) [58] or Steinwedel, Jensen and Jensen (SJJ) [59], this effect induces a decrease of the peak energy according to $R^{-1/2}$ (GT) and $R^{-1}$ (SJJ) laws, respectively. This effect is indeed qualitatively visible for the $|K|=1$ component of the electric response in Fig. 4. On the other hand, the temperature additionally generates a collective transformation of the mean-field at play, driving the system from being deformed at zero temperature to being spherical beyond $T_c$ (see lower panel of Fig. 3). Because the $K=0$ electric component operates along the symmetry axis, the change from prolate to spherical shape leads to an effective decrease of the matter distribution in this direction. As a result of these two competing effects, the $E_{1\Omega}$ mean energy undergoes almost no evolution up to $T_c$ until it merges with the decreasing $E_{11}$, initially located at higher energy. The merging beyond $T_c$ of the initially different $K=0$ and $|K|=1$ responses is precisely the fingerprint of the phase transition associated with the restoration of spherical symmetry. Beyond that point, the main resonance keep evolving downwards, whereas the further increase of thermally excitations enhance the dipole strength at $\omega \lesssim 12 \text{ MeV}$.

Magnetic modes being located at much lower energies than electric ones, they bear greater sensitivity to thermal excitations that dominate their evolution. As a result, the mean $K=0$ and $|K|=1$ excitation energies continuously decrease until their merging at $T_c$.

Eventually, the IVD response is mostly driven by the electric modes, resulting in a mean excitation energy of about $22 \text{ MeV}$ at $k_B T = 1 \text{ MeV}$. This value is higher than the experimental centroid, located at $18.4 \text{ MeV}$. Present results indicate that uncertainties associated with the chiral expansion of the nuclear Hamiltonian and the truncation of the computational basis are not responsible for this $20\%$ discrepancy. This calls for questioning uncertainty sources that have not been investigated in this first study. While one may inquire the error associated with discarded terms beyond three-body operators in the SRG evolution of the Hamiltonian, many-body correlations beyond QRPA are most likely responsible and must eventually be considered. In doubly closed-shell nuclei, such correlations have been shown to typically lower the centroid by several MeVs in addition to fragmenting the strength distribution [60, 61].

**Conclusions.** – This letter presents the first ab initio description of giant resonances at finite temperature in mid-mass nuclei with a method handling simultaneously pairing correlations and deformation, i.e., allowing the indiscriminate study of doubly closed-shell, singly open-shell and doubly open-shell nuclei. Utilising the finite amplitude method to solve quasi-particle random phase approximation equations on the basis of two- and three-nucleon interactions derived from a low-energy effective theory of quantum chromodynamics unlocks the possibility to calculate the collective response of nuclei to various types of excitations in an ab initio framework, while guaranteeing a much gentler numerical scaling than traditional eigenvalue approaches. Applying the method to a representative nucleus of astrophysical interest, i.e., the doubly open-shell $^{56}\text{Fe}$ nucleus, the effects of the temperature on the isovector dipole strength distribution have been scrutinised and the potential for systematic applications highlighted.
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