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A definition of the thermodynamic entropy based on the time-dependent probability distribution of the macroscopic variables is developed. When a constraint in a composite system is released, the probability distribution for the new equilibrium values goes to a narrow peak. Defining the entropy by the logarithm of the probability distribution automatically makes it a maximum at the equilibrium values, so it satisfies the Second Law. It is also satisfies the postulates of thermodynamics. Objections to this definition by Dieks and Peters are discussed and resolved.
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I. INTRODUCTION

Thermodynamics is an extremely successful phenomenological theory of macroscopic experiments. The entropy plays a central role in this theory because it is a unique function for each system that determines all thermodynamic information. The calculation of the form of the entropy lies in the microscopic description given by statistical mechanics. In this paper, I present a simple derivation of the entropy using reasonable assumptions about the probability distributions of macroscopic variables and approximations based on the large number of particles in macroscopic systems.

The basic task of thermodynamics is the prediction of the values of the macroscopic variables after the release of one or more constraints and the subsequent relaxation to a new equilibrium. This appears in the key thermodynamic postulate that is a particular form of the second law.

The values assumed by the extensive parameters of an isolated composite system in the absence of an internal constraint are those that maximize the entropy over the set of all constrained macroscopic states.

I will show that the solution to this problem in statistical mechanics leads to a function that satisfies this postulate, as well as satisfying the rest of the postulates of thermodynamics. Since these postulates are sufficient to generate all of thermodynamics, and since the thermodynamic entropy is unique, this function can be identified as the entropy.

I have presented other derivations in the past that are equivalent, though perhaps not as direct. They have been criticized by Dieks and Peters, whose arguments will be discussed in Sections V and VI.

II. THE PREDICTION OF EQUILIBRIUM VALUES FROM STATISTICAL MECHANICS

Thermodynamics is a description of the properties of systems containing many particles (macroscopic systems), for which the fluctuations can be ignored because they are smaller than the experimental resolution. The basic problem of thermodynamics is to predict the equilibrium values of the extensive variables after the release of a constraint in a composite system. I will first consider this as a problem is statistical mechanics, without using any thermodynamic concepts.

Consider a composite system of $M \geq 2$ subsystems, with a total energy $E_T$, volume $V_T$, and particle number $N_T$. Denote the total phase space for this composite system (in three dimensions) by $\{p, q\}$, where $p$ is the $3N_T$-dimensional momentum space, and $q$ is the $3N_T$-dimensional configuration space. Define the probability distribution in the phase space of the composite system as $\phi_T(\{p, q\}, t)$, where $t$ is the time. I’ll assume that the composite system is initially in equilibrium at time $t = 0$, and that the initial conditions are given by setting $\phi_T$ equal to a constant, subject to all information available about the system at that time.

Assume that interactions between subsystems are sufficiently short-ranged that they may be neglected. Then, we can write the total Hamiltonian as a sum of contributions from each system.

$$H_T = \sum_{j=1}^{M} H_j(E_j, V_j, N_j)$$

The energy, volume, and particle number of subsystem $j$ are denoted as $E_j$, $V_j$, and $N_j$, subject to the conditions on the sums.

$$\sum_{j=1}^{M} E_j = E_T; \sum_{j=1}^{M} V_j = V_T; \sum_{j=1}^{M} N_j = N_T$$

In keeping with the idea that we are describing macroscopic experiments, assume that no measurements are made that might identify individual particles, whether or not they are formally indistinguishable. This means that there are $N_T! \left(\prod_{j=1}^{M} N_j!\right)$ different permutations...
for assigning particles to subsystems, and all permutations may be regarded as equally probable. The probability distribution in the phase space of the composite system is given by
\[ \phi_T\{\{p, q\}, t = 0\} = \frac{1}{\Omega_T} \left( \frac{N_T!}{\prod_{j=1}^{M} N_j!} \right) \times \prod_{k=1}^{M} \delta(E_k - H_k(\{p_k, q_k\})), \] (3)
where \{p_k, q_k\} is the phase space for the particles in subsystem k, and \( \Omega_T \) is a normalization factor. The constraint that the \( N_j \) particles in subsystem k are restricted to a volume \( V_k \) is left implicit in Eq. (3).

The probability distribution for the macroscopic observables can then be written as
\[ W(\{E_j, V_j, N_j\}) = \frac{N_T!}{\Omega_T \prod_{j=1}^{M} N_j!} \times \int dp \int dq \prod_{j=1}^{M} \delta(E_j - H_j), \] (4)

or
\[ W(\{E_j, V_j, N_j\}) = \frac{\prod_{j=1}^{M} \Omega_j(\{E_j, V_j, N_j\})}{\Omega_T/N_T \hbar^{3N_T}}, \] (5)
where
\[ \Omega_j = \frac{1}{\hbar^{3N_j}N_j!} \int_{-\infty}^{\infty} dp_j \int_{V_j} dq_j \delta(E_j - H_j). \] (6)

The factor of \( 1/\hbar^{3N_j} \), where \( \hbar \) is Planck’s constant, is not necessary for classical mechanics. It has been included to ensure that the final answer agrees with the classical limit from quantum statistical mechanics.

There is no requirement that the Hamiltonians \( H_j \) are the same, so there is also no requirement that the individual \( \Omega_j \)'s have the same functional form. Long-range interactions within a system are allowed.

If one or more constraints are now released, the probability \( \phi_T(\{p, q\}, t) \) will become time dependent. After sufficient time has passed, the probability distribution will have spread throughout the available phase space, although it will still be non-uniform on the finest scale due to Liouville’s theorem. The probability distribution for the macroscopic variables will again be given by \( W(\{E_j, V_j, N_j\}) \), but now without the constraints on the variables that have been released. The functional dependence of \( W \) on the variables \( \{E_j, V_j, N_j\} \) does not change when a constraint is released.

An important advantage of working with the probability distributions for macroscopic observables is that they converge to the equilibrium probability distributions at the end of an irreversible process. Although it is not necessary, the introduction of coarse graining or the modification of the microscopic probability distribution by invoking typicality leads to the same results.

Usually, \( W \) is a very narrow function of the released variables. The main exception is the case of a first-order phase transition, in which it can be a very broad function of the relevant variable. This situation is discussed in Ref. [16], and I will ignore it for the present discussion.

The location of the narrow peak in \( W \) as a function of the variable describing a released constraint gives the final equilibrium value of that variable at the end of the irreversible process. For example, if subsystems 1 and 2 are brought in thermal contact so that energy transfer is possible, the final value of \( E_1 \) would be given by the location of the maximum of \( W \) to within thermal fluctuations. This characterizes the equilibrium values as the mode of the probability distribution, not the mean. The difference between the mean and the mode is of the order of \( 1/N \), which is very small and far less than the assumed experimental accuracy. Indeed, it is not even measurable for macroscopic systems.

When subsystems are separated, the probability \( W \) remains unchanged. The constraint is restored, and the variable that was exchanged keeps its value, which is known to within the very small fluctuations.

The normalization constant, \( \Omega_T \), is dependent on exactly which constraints might be released, but the other factors are not. Since the only property of the function \( W(\{E_j, V_j, N_j\}) \) that is needed is that it has a very narrow peak at the equilibrium value(s) after the release of constraint(s), the value of \( \Omega_T \) does not affect the argument.

Now that the probability distribution for the equilibrium variables has been determined, we can turn to the definition of entropy.

III. THE DEFINITION OF THE THERMODYNAMIC ENTROPY

Following Boltzmann and Planck, the thermodynamic entropy may be identified as the logarithm of the probability distribution \( W \), plus an arbitrary constant.
\[ S_T(\{E_j, V_j, N_j\}) = k_B \ln W + X \] (7)
Since the probability is a maximum at equilibrium, the entropy is also with this definition. Although Boltzmann considered a dimensionless entropy and never used the “Boltzmann constant,” \( k_B \), which was introduced by Planck, I have included a factor of \( k_B \) to be consistent with physical units.

Combining Eqs. (5), (6) and (7), the total entropy can be written as a sum of \( M \) terms, each of which depends only on the properties of a single subsystem, plus a constant.
\[ S_T = \sum_{j=1}^{M} S_j(\{E_j, V_j, N_j\}) = k_B \ln \frac{\Omega_T}{N_T \hbar^{3N_T}} + X \] (8)
The entropy of the \( j \)-th subsystem in Eq. (8) is given by
\[ S_j(\{E_j, V_j, N_j\}) = k_B \ln \Omega_j(\{E_j, V_j, N_j\}), \] (9)
or
\[ S_j = k_B \ln \left[ \frac{1}{h^{3N_j}N_j!} \int_{-\infty}^{\infty} dp_j \int_{V_j} dq_j \delta(E_j - H_j) \right]. \]

The entropy of subsystem \( j \) contains the factor \( 1/N_j! \), which arises from the multinomial factor in Eq. (5). It would be possible to add an arbitrary constant \( X_j \) to \( S_j \) in Eq. (10), but I have chosen to set \( X_j = 0 \) for all \( j \), which is the usual convention. \[ X \]

\( S_j \) only depends on the properties of system \( j \), which means that the total entropy is separable. This is just the usual thermodynamic property of additivity, but viewed from the perspective of dividing up a composite system, rather than assembling one.

Since \( \Omega_T \) has been defined to be a normalization constant, if all chosen constraints are released, the value of \( S_T \) after the composite system has returned to equilibrium is given entirely by the additive constant (neglecting terms of the order of the logarithm of the particle numbers).

\[ S_T(\text{after release}) = X \] 

This will be true regardless of which constraints have been chosen to determine \( \Omega_T \), as long as all of those constraints are released.

A convenient choice of \( X \) is \( k_B \ln [\Omega_T/N_T!h^{3N_T}] \).

Then the total entropy of the composite system is just given by the sum of the subsystem entropies. But this choice is not required.

IV. THE APPLICATION OF THE ENTROPY EQUATIONS

Eqs. (8), (9), and (10) are intended to be applied to the set of all systems in the world that can be regarded as classical. That includes not only systems in a particular laboratory, but also those in a different city or continent. Most systems will not interact with each other because of physical separation, and the constraints of their not exchanging energy, volume, or particles are expected to remain indefinitely.

The entropy of a single system is given by Eq. (10). For experiments involving only a local group of systems (or subsystems of the overall composite system), the existence of many other (sub)systems can be safely ignored, because their properties do not affect the local thermodynamic variables. Similarly, the value of the additive constants in Eq. (8) will not affect the predictions of any experiment.

Eqs. (8) and (10) allow us to find the non-negative change in total entropy \( (\Delta S_T \geq 0) \) during any irreversible process between equilibrium states that occurs after the release of a constraint, as well as the final equilibrium values of thermodynamic observables.

Dicks has criticized this derivation of the entropy. I discuss his views in the next section.

V. DIEKS’ OBJECTION

Dicks’ criticism rests on the claim that the choice of additive constant, \( X \) in Eq. (8), is essential for obtaining my results for the entropy. This claim is untenable, since I have derived the entropy of an arbitrary subsystem [Eq. (10)] without fixing the value of \( X \), and the value of \( X \) has no physical consequences.

Looking further, we can see that Dicks means something different. He is interested in the value of the entropy of the entire composite system of \( M \) subsystems for the case in which all constraints have been released. As shown above in Eq. (11), the release of all constraints leads to a constant \( S_T \rightarrow X \), where \( X \) is arbitrary. Dicks is concerned about the determination of a particular form of this constant. Since there are no physical consequences for any value of \( X \), I fail to see the importance of the issue.

Dicks explicitly recognizes that this issue is without importance. Writing \( N \) for what I have called \( N_T \), he says in a footnote:

A more detailed discussion should also take into account that the division by \( N! \) is without significance anyway as long as \( N \) is constant.

However, he still uses the value of this constant to frame his objection to my definition. The reason for this contradiction might lie in his incorrect description of my definition of entropy, which he claims amounts simply to dividing the traditional expression by \( N! \).

I will consider his argument in detail.

V.1. Two simple subsystems

Dicks considered an isolated composite system consisting of only two ideal gases \((M = 2)\), and simplified his analysis by ignoring the energy dependence. In discussing his argument, I will depart from Dicks’ notation by using \( N_T = N_1 + N_2 \) as the constant total number of particles to be consistent with the notation I used in previous sections. For clarity, I will also retain an arbitrary value of the additive constant \( X \) (see Eq. (7), above) until the end of the discussion, although Dicks makes the specific choice of \( X = k_B \ln \left( V_T^{N_T}/N_T! \right) \), “for reasons of convenience,” early in his argument.
Eq. (8) becomes his Eq. (2),

\[ S_T(N_1, V_1; N_2, V_2) = k_B \ln \left( \frac{N_T!}{N_1!N_2!} \right) \frac{V_1^{N_1}V_2^{N_2}}{V_T^N} + X \]

\[ = k_B \ln \left( \frac{V_1^{N_1}}{N_1!} \right) + k_B \ln \left( \frac{V_2^{N_2}}{N_2!} \right) - k_B \ln \left( \frac{V_T^{N_T}}{N_T!} \right) + X, \quad (12) \]

where \( N_T = N_1 + N_2 \) and \( V_T = V_1 + V_2 \) are constants. Note that Dieks’ choice for the value of the constant \( X \) means that the last two terms in Eq. (12) cancel in his Eq. (2).

Since Eq. (12) is valid for all values of \( N_1, N_2, V_1, \) and \( V_2 \), we immediately have the (partial) entropies,

\[ S_j(V_j, N_j) = k_B \ln \left( \frac{V_j^{N_j}}{N_j!} \right), \quad (13) \]

where \( j = 1 \) or 2. I claim that this is a proper derivation of the factors \( 1/N_j! \).

Dieks made the following comment on his Eq.(2) (writing \( N \) for what I have called \( N_T \)).

Indeed, the dependence of the total entropy in Eq. (2) on \( N_1 \) and \( N_2 \) is unrelated to how \( N \) occurs in this formula (and to the choice of the zero of the total entropy)\[11].

His comment confirms the validity of my derivation of the factors \( 1/N_1! \) and \( 1/N_2! \) in the entropies of subsystems 1 and 2, as well as the irrelevance of the value of the additive constant \( X \).

Dieks then calculates the entropy after the release of the constraint on the particle number and return to equilibrium. He gets the result \( X = k_B \ln \left( \frac{V_T^{N_T}}{N_T!} \right) \).

Dieks claims that this was the way I had obtained a \(-k_B \ln \) dependence of the total entropy. I did not fix the value of \( X \), so I did not derive an expression for the entropy after the release of constraints.

Actually, the form of the \( k_B \ln \left( \frac{V_T^{N_T}}{N_T!} \right) \) term in the joint entropy does not come from choosing the constant \( X \) to make \( S_T = \sum_{j=1}^{M} S_j \), but rather from the simplicity of the example used. If the properties of the subsystems are generalized, a different result is obtained.

V.2. Two less simple subsystems

Consider the entropy,

\[ S_j = k_B N_j \left[ \frac{3}{2} \ln \left( \frac{E_j - N_j a_j}{N_j} \right) + \ln \left( \frac{V_j}{N_j} \right) + Y_j \right], \quad (14) \]

where I have used Stirling’s approximation. The total entropy before allowing the systems to interact is \( S_T = S_1 + S_2 \). The energy dependence is now given explicitly, and an energy shift per particle, \( a_j \), is given to each subsystem. Assume that \( a_1 = 0 \) and \( a_2 > 0 \). Let subsystems 1 and 2 come into thermal contact and exchange energy and particles.

The temperature dependence of the energy in the \( j \)-th subsystem is given by

\[ E_j = \frac{3}{2} k_B N_j T_j + N_j a_j, \quad (15) \]

so the condition of equilibrium with respect to energy exchange is

\[ \frac{E_j'}{N_1} = \frac{E_j''}{N_2} - a_2, \quad (16) \]

where I have indicated the new values of the energies by \( E_j' \) and \( E_j'' \).

Now let the two subsystems exchange particles. From the condition of equilibrium with respect to particle number, it is straightforward to derive

\[ \ln \left( \frac{V_1}{N_1''} \right) = \ln \left( \frac{V_2}{N_2''} \right) - \frac{3}{2} \left[ \frac{1}{E_j''/N_2'' a_2 - 1} \right], \quad (17) \]

where I have indicated the new values of the energies and particle numbers by double primes, i.e: \( E_j' \) and \( N_j'' \). Since \( E_j''/N_j'' \neq E_j''/N_2'' \) and \( V_1/N_1'' \neq V_2/N_2'' \), the total entropy cannot be written as a function of \( (E_j'' + E_j''), (V_j + V_2), \) and \( (N_j'' + N_2'') \). There is no term in \( S_T'' = S_1''(E_1'', V_1, N_1'') + S_2''(E_2'', V_2, N_2'') \) of the form \( k_B \ln \left( \frac{V_T^{N_T''}}{N_T''!} \right) \).

For the next example it will be sufficient to again consider ideal gases and ignore the energy dependence.

V.3. Three simple subsystems

Dieks’ analysis does not recognize that the thermodynamic variables in subsystems 1 and 2 remain \( N_1 \) and \( N_2 \), even after the systems come to equilibrium. They are not replaced by a single variable. This can be seen most easily by considering \( M \geq 3 \) subsystems. To avoid confusion, denote the number of particles in subsystems 1 and 2 by \( N_{1,2} = N_1 + N_2 \), because it is no longer constant. Now consider how subsystems 1 and 2 interact with a third subsystem.

Let subsystems 1 and 2 first come to equilibrium and then be separated again, denoting the new particle numbers by \( N_1' \) and \( N_2' \). Let subsystem 3 originally have a high number density, \( N_3/V_3 > N_1'/V_1 = N_2'/V_2 \). Now let subsystem 2 exchange particles with system 3, so that \( N_2 \) increases (\( N_2'' > N_2' \)). Subsystems 2 and 3 come to a new equilibrium, for which

\[ \frac{N_1'}{V_1} < \frac{N_2''}{V_2} = \frac{N_3''}{V_3}, \quad (18) \]
The entropy of subsystems 1 and 2 is (with Stirling’s approximation),
\[
S' = k_B N_1 \ln \left( \frac{V_1}{N_1} \right) + k_B N_2 \ln \left( \frac{V_2}{N_2} \right).
\]  
(19)
Since the number density is different in subsystems 1 and 2, it is clear that \(S' + S''\) is not given by \(k_B N_{1,2} \ln (V_{1,2}/N_{1,2})\).

V.4. An arbitrary number of subsystems

When Dieks discusses the case of many systems, he writes that I require a “consistency” condition, that the entropy formula should be such that there will be no change in entropy when a partition is removed. I do not require it, and it is not a consistency condition. It is the condition that systems separated by a partition are in equilibrium, which is not generally true in the presence of a constraint.

To summarize, I have calculated the dependence of the entropy on the variables \(\{E_j, V_j, N_j\} = 1, \ldots, M\) in the presence or absence of arbitrary constraints. My definition enables the calculation of the equilibrium conditions and entropy changes. The additive constant, \(X\), may be determined by convention.

VI. PETERS’ OBJECTION

A prominent question in the literature is whether entropy should be defined in one step or two. The two-step approach can be described as hybrid because it starts with a definition of entropy, notes that the definition fails in some respect, and then corrects it to agree more closely with the thermodynamic properties of entropy. The historical reason for this peculiar question lies in the effort to maintain a definition of entropy in the form of the logarithm of a volume in phase space by modifying it to correct the dependence on particle number. Since this process usually involves the inclusion of a negative term, \(-k_B \ln N!\), the result is often called a “reduced entropy.”

Peters has introduced an interesting hybrid definition of the entropy. In doing so, he explicitly rejected the derivation of entropy given in Section 4.4, although his only criticism turns out to be something we agree on. We both recognized that macroscopic experiments do not identify individual particles, so we can never know which particles are in which system. However, Peters claimed that my version was “imprecise” because it did not include the condition he denoted as being “harmonic,” defined as follows.

Systems for which all possible particle compositions are equiprobable will be called harmonic.

For comparison, I had written that, when a system of distinguishable particles is allowed to exchange particles with the rest of the world, we must include the permutations of all possible combinations of particles that might enter or leave the system.

It is clear that we have made essentially the same assumption.

Peters’ takes a hybrid approach in that he chooses to define a form of the Shannon entropy, and then “reduces” it to arrive at the final form
\[
R_P = -k_B \sum_{i=1}^{M} \int d^3N_i p_i \int d^3N_i q_i \times \rho_i(p_i, q_i) \ln \left( \rho_i(p_i, q_i) h^{3N_i} \right) - k_B \ln N!
\]  
(20)
This form does have the correct \(N\)-dependence, and for the correct reason. However, \(R_P\) fails to satisfy the second law of thermodynamics.

In Section 4.3.3.2 of Ref. 13, Peters discusses an irreversible process initiated by the release of constraints to allow exchange of energy and particles between two subsystems. He assumes that “both before and after the exchange” the two subsystems “are in microcanonical equilibrium.” The problem is that this assumption is contradicted by Liouville’s theorem, which requires the total time derivative of the probability distribution in the phase space of the complete composite system to vanish. This means \(R_P\) does not increase during an irreversible process, so it does not satisfy the second law of thermodynamics.

Peters explicitly acknowledges the difficulty posed by Liouville’s theorem in his Section 5.6.5, writing that, “the Liouville equation is entropy conserving and therefore cannot describe irreversible processes.” He does not comment on the contradiction between his Sections 4.3.3.2 and 5.6.5.

In contrast, the Liouville equation does not conserve the entropy as defined in this paper, and the Second Law is satisfied.

VII. SUMMARY

I’ve argued for a definition of the thermodynamic entropy based on the probability distribution of the macroscopic variables in a composite system. The entropy defined this way satisfies the postulates for thermodynamics. I’ve addressed the objections by Dieks and Peters to this derivation of the entropy from statistical mechanics and shown that they are not valid.

Since the thermodynamic entropy is known to be unique apart from constants chosen by convention, any other valid definition of the entropy must be equivalent to the one presented here.
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