Quantum Computation of Hydrogen Bond Dynamics and Vibrational Spectra
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ABSTRACT: Calculating observable properties of chemical systems is often classically intractable and widely viewed as a promising application of quantum information processing. Here, we introduce a new framework for solving generic quantum chemical dynamics problems using quantum logic. We experimentally demonstrate a proof-of-principle instance of our method using the QSCOUT ion-trap quantum computer, where we experimentally drive the ion-trap system to emulate the quantum wavepacket dynamics corresponding to the shared-proton within an anharmonic hydrogen bonded system. Following the experimental creation and propagation of the shared-proton wavepacket on the ion-trap, we extract measurement observables such as its time-dependent spatial projection and its characteristic vibrational frequencies to spectroscopic accuracy (3.3 cm$^{-1}$ wavenumbers, corresponding to $>99.9\%$ fidelity). Our approach introduces a new paradigm for studying the chemical dynamics and vibrational spectra of molecules and opens the possibility to describe the behavior of complex molecular processes with unprecedented accuracy.

Hydrogen bonds, hydrogen transfer reactions, and coupled transport of protons/deuterons and electrons are fundamental to many biological, materials, and atmospheric processes.$^{1-6}$ Significant challenges influenced by the coupled transport of hydrogen nuclei and electrons include problems in photosynthesis,$^{7,8}$ nitrogen fixation,$^9$ and the anomalous Grothhuss-like behavior in water$^{10,11}$ and in fuel cells.$^{12}$ Hydrogen bonds and hydrogen transfer reactions are characterized by the interactions of a single hydrogen nucleus confined to a “box” created by electronegative donor and acceptor atoms that regulate the extent to which the interaction is polarized. Since the potential here is inherently anharmonic,$^{13-17}$ the commonly used approach of modeling chemical bonds within the harmonic approximation$^{18,19}$ is known to drastically fail for hydrogen-bonded systems.$^{11,13,14,16,20}$ As a result, calculating the full quantum wavepacket dynamics$^{13,14,21-28}$ is often the only approach$^{13,14}$ to accurately predict the chemical behavior of such complex problems. Unfortunately, multidimensional quantum nuclear dynamics problems require exponential computational resources$^{29}$ to achieve predictive results, forcing existing studies to sacrifice accuracy for efficiency. Solving proton- or hydrogen-transfer dynamics problems using quantum-hardware and quantum-inspired algorithms has also posed a challenge to date. While pioneering work has performed quantum simulations of vibronic spectra$^{36-49}$ or wavepacket evolution through conical intersections,$^{50}$ these studies have been limited to molecular potentials approximated as harmonic (inapplicable to hydrogen-bonded systems) and evaluated at a single molecular geometry.

Here, we introduce a suite of techniques for performing accurate quantum nuclear dynamics calculations on a single Born–Oppenheimer potential energy surface by using quantum hardware. Our approach exploits the fact that the quantum nuclear dynamics problems may contain far fewer than $O(4^N)$ independent elements when represented as a $2^N \times 2^N$ matrix, requiring a dramatically reduced number of operations when mapped to quantum simulation hardware.$^{51}$ In this work, we demonstrate this idea and focus on mapping simple one-dimensional hydrogen-bond systems onto quantum hardware.
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Figure 1. Coherent dynamics of a shared-proton wavepacket. (a) The quantum dynamics of a short-strong hydrogen bonded system are mapped onto a discrete basis. Each basis state represents a shared-proton wavepacket occupying one of the equally spaced lattice sites between the donor/acceptor frameworks. The discrete Hamiltonian is formed from writing the kinetic and potential energy operators for the shared-proton in this system. (b) Time evolution under the nuclear Hamiltonian is achieved by applying a unitary propagator to an initial wavepacket state. The unitary propagator acting on the quantum states, may also require exponential resources with system size.  

To provide a proof-of-principle of our approach, we emulate the time dynamics of a shared-proton wavepacket evolving within a hydrogen-bonded system using a two-qubit quantum computer. For specificity, we choose an exemplar molecule, monoprotonated bis(1,8-dimethylamino)-naphthalene (DMANfH), which has a shared proton bound by a smooth, symmetric, double-well potential spanning the donor–acceptor range and exhibits a structure common to many strong hydrogen-bonded systems. Our experiment implements the effective nuclear Hamiltonian of this hydrogen bonded system by mapping it to a trapped-ion quantum computer with site-specific preparation, control, and readout. 

We apply discrete quantum logic gates to drive the system’s unitary time evolution from which we directly determine the spatial and temporal projection of the shared-proton wavepacket, its characteristic vibrational (anharmonic) frequencies, and the energy eigenspectrum of the applied nuclear Hamiltonian. Our experiment shows exceptional agreement with the corresponding classical calculations of the shared-proton vibrational and energy spectra for this model problem, with a 0.1% uncertainty (≈3 cm⁻¹ error in the resultant vibrational spectrum). The experimental techniques described here are directly scalable to larger numbers of qubits and, following the framework we introduce below, may be applied to study more complex chemical problems with multiple nuclear degrees of freedom. 

The general problem of quantum chemical dynamics is complicated by two primary challenges: (a) The classical computational cost associated with obtaining accurate electronic potential energy surfaces may grow exponentially with the number of nuclear degrees of freedom. 

(b) Both the classical storage of the quantum unitary propagator and quantum wavepackets, as well as the time-evolution of the propagator acting on the quantum states, may also require exponential resources with system size. In this Letter, we present a framework which directly addresses challenge (b) by expressing generic nuclear Hamiltonians in a from amenable to implementation on quantum hardware. Specifically, we show how the nuclear dynamics on a single Born–Oppenheimer potential energy surface may be mapped to an interacting configuration of quantum bits, as may be found in spin–lattice quantum simulators or universal quantum computers. 

For both classical- and quantum-computational approaches to studying chemical dynamics problems, the initial step is to express the nuclear Hamiltonian in some suitable basis, such as a discrete coordinate basis (Figure 1a) that is commonly used in quantum dynamics studies. In our study, we interpolate a lattice of 2⁵ equally spaced points between the donor/acceptor groups and then choose a set of 2⁵ basis functions corresponding to Dirac delta-functions centered on those lattice sites. The shape of the shared-proton wavepacket at any time is thus represented by a ket vector, with its time dependence governed by unitary Schrödinger evolution under the system Hamiltonian. 

In this discrete basis, the diagonal elements of the shared-proton Hamiltonian encode an effective double-well potential energy surface arising from the surrounding nuclear framework and electronic structure. This potential energy surface, local in the coordinate representation, includes explicit electron correlation and is treated here by using density functional theory. For a specific molecular system, the calculated shape of the double-well potential depends upon the level of electronic structure theory used to depict electron correlation as well as the chosen grid spacing used to represent the nuclear degrees of freedom. The off-diagonal elements of the shared-proton Hamiltonian encode the nuclear kinetic energy and are determined here using distributed approximating functionals (DAFs). 

Underlying symmetries in the nuclear Hamiltonian allow it to be written in a form more amenable for efficient experimental realizations. The symmetric double-well potential seen by the shared-proton wavepacket, for instance, leads to reflection symmetry in the
diagonal elements of the Hamiltonian. In addition, the kinetic energy operator of the shared-proton wavepacket, when represented using DAFs, imprints a Toeplitz structure to the off-diagonal elements for which each subdiagonal has a constant value. Matrices with these key properties can be transformed into a block-diagonal form by applying a Givens rotation operation to the computational basis.

The net effect of this mapping is to recast the original $2^N \times 2^N$ nuclear Hamiltonian as one with two sub-blocks of dimension $2^{N-1} \times 2^{N-1}$, with each sub-block operating independently on half of the Hilbert space. Thus, the time-evolution of the full Hamiltonian can be implemented by performing time-evolution of both subblocks independently and then applying an inverse mapping to transform back to the original basis. In Supporting Information, we discuss two approaches for implementing the time evolution on a collection of interacting quantum bits. In one case we provide a control map that directly encodes the molecular Hamiltonian onto an ion-trap Hamiltonian. This approach was introduced in ref 51. Alternately, in this Letter, each sub-block of the unitary propagator is directly decomposed into a sequence of single- and two-qubit gates for implementation on a universal quantum computer.

To emulate the chemical dynamics of this hydrogen-bonded system, lasers are used to prepare and manipulate the internal electronic states of trapped atomic ions (Figure 1b). Qubit levels are encoded in the $^2S_{1/2} |F = 0, m_F = 0 \rangle$ and $|F = 1, m_F = 0 \rangle$ hyperfine “clock” states of $^{171}$Yb ions, denoted $|0 \rangle$ and $|1 \rangle$, respectively. State preparation proceeds by optically pumping all qubits to $|0 \rangle$ and then performing local rotations to generate a state corresponding to an initial shared-proton wavepacket. To find the shared-proton wavepacket at a later time $t$, we time-evolve the initial state under the unitary propagator $U(t) = e^{-iHt/\hbar}$, where $H$ is the ion-trap Hamiltonian that encodes the effective nuclear dynamics. While $H$ is generically expressed in terms of Ising-type XX and YY interactions, here we exploit the small system size to optimally decompose the propagator $U(t) = e^{-iHt/\hbar}$ into a sequence of seven single-qubit rotations (with time-dependent angles) and three controlled-NOT (CNOT) gates. The details of the decomposition scheme can be found in the Supporting Information.

We generate single- and two-qubit gates by applying spin-dependent optical dipole forces to ions confined in a surface-electrode trap (Sandia HOA-2.1). Each ion is addressed by two laser beams near 355 nm: one tightly focused individual-addressing beam and one global beam that targets all ions simultaneously. The beams are arranged such that their wavevector difference $\Delta \mathbf{k}$ lies along the transverse principal axes in plane with the trap surface. The two beams contain frequency components whose difference can be matched to the resonant transition of the ion qubit at $\nu_0 \approx 12.642819$ GHz to drive single-qubit $\pi/2$ flips, or detuned symmetrically from $\nu_0$ to drive Mølmer–Sørensen two-qubit interactions. Gate times for single-qubit $\pi/2$ flips are typically 10 $\mu$s with 99.5% fidelity, while typical Mølmer–Sørensen gates require 200 $\mu$s for full entanglement with a typical 97% fidelity.

![Figure 2. Experimentally determined dynamics of a shared proton in DMANH⁺. The observed time evolution depends on whether the shared-proton wavepacket is initialized (a) near the donor site; (b) near one of the potential energy surface minima; (c) split between the two minima with opposite phase; or (d) in an eigenstate of the double-well potential. Oscillations in both space and time are observed in all cases, except in panel d, where the system remains in its eigenstate.](https://doi.org/10.1021/acs.jpclett.3c01601)
After initialization of the ion qubits and application of gates to simulate Hamiltonian evolution for time \( t \), the qubit states are measured to determine the time-evolved shape of the shared-proton wavepacket. At each time step, measurements of the trapped-ion qubit states determine the probability of finding the shared-proton on each of the \( 2^N \) lattice sites. Detection of the final ion states is accomplished by capturing their spin-dependent fluorescence into a fiber array, where each fiber is coupled to an individual photomultiplier-tube (PMT). Site-resolved detection allows for discrimination of each qubit’s logical \( |0 \rangle \) or \( |1 \rangle \) states with 99.0% detection fidelity, as well as the probability overlap with all possible basis states. Experiments are repeated 1000 times at each time step to limit the statistical error contributions from quantum projection noise. The time-dependent proton dynamics is then determined by mapping the observed ion dynamics back to the discrete proton basis. More details of the experimental setup and implementation can be found in the Supporting Information.

In Figure 1c, we highlight the probabilities of finding the shared-proton on the leftmost \( (|x_1 \rangle) \) and rightmost \( (|x_8 \rangle) \) lattice sites on the potential energy surface when it is initialized in the \( |x_7 \rangle \) position. For this initial state, the shared-proton wavepacket is found to exhibit large-amplitude, coherent oscillations between the donor/acceptor groups as well as smaller-amplitude, higher-frequency oscillations; intermediate lattice sites contribute negligibly to the dynamics in this case (gray points in Figure 1c). We emphasize that the solid lines in Figure 1c are not fits to the data; rather, they are an exact numerical solution to the Schrödinger equation in the presence of known quantum gate infidelities.

In our experiments, the quantum circuit in Figure 1b is implemented with \( \sim 90\% \) fidelity for any simulated evolution time \( t \). This results in effective shared-proton oscillations that remain coherent for arbitrarily long times with no apparent decrease in contrast. Figure 1d shows a continuation of the dynamics from Figure 1c, with hundreds of oscillation periods after the wavepacket is initialized. Remarkably, since the gate errors are the same for each time step, they do not affect the frequency information encoded in the time dynamics. For instance, we show below that the shared-proton vibrational frequencies may be determined to \( >99.9\% \) accuracy despite the \( \sim 90\% \) overall circuit fidelity (see SI Sections S.V and S.VI).

Initializing our system in different quantum states, which corresponds to initializing the shared-proton wavepacket on different lattice sites, leads to a variety of different time-dependent oscillations. In Figure 2a, the effective shared-proton state is initialized to occupy the left-most lattice site at \( t = 0 \). Just as in Figure 1c,d, the time dynamics reveal wavepacket jumps between the \( |x_1 \rangle \) and \( |x_8 \rangle \) lattice sites at a rate of \( \sim 24 \) THz \((800 \text{ cm}^{-1})\). In contrast, when the shared-proton state is initialized on the second lattice site (Figure 2b), a continuous oscillation between sites \( |x_2 \rangle \) through \( |x_7 \rangle \) is observed with nearly zero probability of occupying the extrema \( (|x_1 \rangle \text{ and } |x_8 \rangle) \). When positive and negative wavepacket components are introduced in the left and right wells (respectively), as in Figure 2c, strong oscillations are observed along with destructive interference effects near the center of the double well potential. Finally, when the initial proton wavepacket is prepared in an eigenstate of the nuclear Hamiltonian (Figure 2d), no time-dependent dynamics are expected or observed.

Our emulation of the shared-proton wavepacket dynamics enables a high-accuracy determination of its vibrational frequencies. Consider the nuclear Hamiltonian \( H \), which has eigenstates \( \phi_i(x) \) and energy eigenvalues \( E_i \). Any chosen initial state \( |\chi(x, 0)\rangle \) may be written in terms of this eigenstate basis with corresponding time evolution:
\[ \chi(x, t) = \sum_i c_i(0)e^{-iE_i\hbar t}/\hbar \phi_i(x) \]  

(1)

Hence, the probability of finding the shared proton at position \( x \) at time \( t \) is given by
\[ |\chi(x, t)|^2 = \sum_{i,j} c^*_i(0)c_j(0)e^{i(E_j-E_i)\hbar t}/\hbar \phi^*_i(x)\phi_j(x) \]  

(2)

The time evolution of any initial state therefore is comprised of oscillations at all possible frequency differences between all pairs of energy eigenstates. For each frequency component, the strength is governed by the product of overlap amplitudes \( c^*_i(0)c_j(0) \), that is, the coefficients comprising the initial wavepacket.

To extract the oscillation frequencies of the shared-proton wavepacket in our hydrogen-bonded system, we perform a Fourier transform of the measured time-evolution data presented in Figure 2. Mathematically, this operation is equivalent to taking
\[ \int e^{i\omega t} |\chi(x, t)|^2 dt = \sum_{i,j} \left[ \int e^{i\omega t} e^{i(E_j-E_i)\hbar t}/\hbar } c^*_i c_j (x) \phi_i(x) \right] \]

(3)

which produces peaks in the Fourier spectrum corresponding to frequency differences between energy eigenstates, \( (E_j - E_i)/\hbar \). This expression is also related to the Fourier transform of the density matrix autocorrelation function, Tr[\( \rho(0)\rho(t) \)], and this aspect is discussed in the Supporting Information, Sections S.V and S.VI.

Fourier transforms of the shared-proton time dynamics (Figure 2a–c) are shown in Figure 3a–c, along with a cumulative spectrum in Figure 3d. The extracted peaks provide a direct measurement of the energy eigenstate differences \( E_j \equiv (E_j - E_i) \), which show excellent agreement with the frequencies predicted from exact diagonalization of the nuclear Hamiltonian (gray dashed lines in Figure 3a–d). Note that since the initial wavepacket state in Figure 2d was prepared in an eigenstate and contains minimal time dynamics, its Fourier transform contains no meaningful frequency information.

Using the measured energy differences \( E_j \) in Figure 3a–d, we experimentally reconstruct the full energy eigenspectrum of our nuclear Hamiltonian. Since the shared-proton basis has been discretized onto 8 lattice sites, our Hamiltonian contains 8 energy eigenvalues which are calculable and drawn to scale in Figure 3e. The set of measurements \( \{E_j\} \) from Figure 3a–d provides more information than is necessary to determine the relative spacings of all energy levels. This overcompleteness arises from our multiple different wavepacket initializations, and it allows for multiple independent measurements of specific energy splittings and reduced error in our final results.

The vibrational energies obtained directly from the ions’ time dynamics are compared in Figure 3f to the exact diagonalization results (dashed gray lines). Exceptional agreement is found in all cases. Typical measurement uncertainties are at the level of 0.1%, which corresponds to 3.3 cm\(^{-1}\) wavenumbers and is well within the range of spectroscopic accuracy for such molecular vibration problems.

Thus, this Letter presents a rigorous theoretical framework and experimental demonstration for treating general chemical dynamics problems using quantum hardware. We have shown how molecular systems with anharmonic potential energy landscapes, such as the ubiquitous hydrogen bond, may be mapped to a system of controllable interacting quantum bits. We have performed a proof-of-principle demonstration of our mapping, finding excellent agreement between the observed hydrogen-bond dynamics and extracted spectra compared with those calculated on classical hardware. Finally, we discussed an outlook toward extending our approach to more complex chemical systems with multiple correlated nuclear degrees of freedom.

We remark that our experimental technique for extracting all energy eigenvalues of a many-body Hamiltonian has yielded higher accuracies (by nearly two orders-of-magnitude) than previous efforts using trapped-ion quantum systems.* We note that this high accuracy is driven by the resilience of frequency information in our time-series data despite accumulated quantum gate errors at the \( \sim 10\% \) level. Our observations establish that current-generation, noisy quantum hardware can already serve as a precise computational resource for studying the spectral features of many-body Hamiltonians.

We have for the first time demonstrated that generalized nuclear dynamics can be modeled exactly using a qubit-based quantum processor. This is a marked departure from the existing literature, where vibrations within the harmonic approximation are mapped to Bosonic systems. Building on the high-accuracy quantum simulations presented here, we will broaden our implementation to include multiple correlated nuclear degrees of freedom within the nuclear Hamiltonian to capture more realistic wavepacket trajectories across the potential energy surface and also allow for Boltzmann averaging over thermally fluctuating donor–acceptor distances. Ultimately, we expect to compare and validate our quantum-computed results with experiments performed by gas-phase spectroscopy, for which the Hamiltonian description of an isolated nuclear wavepacket is most appropriate.
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