Symmetry Breaking and Lattice Kirigami
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In this work we consider an interacting quantum field theory on a curved two-dimensional manifold that we construct by geometrically deforming a flat hexagonal lattice by the insertion of a defect. Depending on how the deformation is done, the resulting geometry acquires a locally non-vanishing curvature that can be either positive or negative. Fields propagating on this background are forced to satisfy boundary conditions modulated by the geometry and that can be assimilated by a non-dynamical gauge field. We present an explicit example where curvature and boundary conditions compete in altering the way symmetry breaking takes place, resulting in a surprising behaviour of the order parameter in the vicinity of the defect. The effect described here is expected to be generic and of relevance in a variety of situations.

Introduction. The theory of quantum fields in curved space has produced over its more than fifty years of existence remarkable results [1, 2], the phenomena of particle production in gravitational fields [3] and that of black hole evaporation [4] being, without doubt, amongst its most celebrated offsprings. From a more general perspective, its semi-classical framework has established a highly non-trivial connection between thermodynamics, gravity, and quantum field theory, and it is at this crossroad where non-trivial manifestations of the geometrical and topological attributes of curved space on the quantum domain occur.

A particularly interesting corner of this intersection is that of quantum field theories featuring spontaneous symmetry breaking, where effects of curved space are expected to alter the way vacuum destabilization and phase transitions take place. In absence of gravity, that is in flat space, the story has been known for a long time and of relevance in a variety of situations.

On curved backgrounds there are differences that are not difficult to anticipate. A first indication on how things change comes from the same Coleman-Weinberg mechanism that, in flat space, predicts a first-order phase transition from a broken to a restored symmetry phase in scalar electrodynamics, when the scalar mass is increased [5]. When lifted to a weakly curved space, renormalization theory implies the appearance of mass-like contribution proportional to the Ricci curvature, thus causing an effective increase of the mass of the scalar. It is then natural to expect that the effect of a positive (negative) spacetime curvature would be to push the system towards a phase of unbroken (broken) symmetry.

Additional insight comes from considering spacetimes with horizons that are periodic in Euclidean (imaginary) time. In such a situation, Green’s functions enjoy this periodicity with the period set by the horizon size, in analogy with thermal Green’s functions that share the same periodicity, but with the period set by the inverse temperature. This leads to the expectation that for a sufficiently small horizon a transition from a broken to a symmetric phase may occur.

These arguments have been made quantitative in a number of cases. Some of the initial discussions focused on scalar fields and spatially homogeneous backgrounds (e.g., de Sitter space) and can be found in Refs. [6–8], where the direct evaluation of the effective potential has shown that a positive curvature does indeed assists symmetry restoration. Interestingly, it was also shown that the details of the scalar field theory (its conformal invariance or lack of it) were responsible for a change in the order of the curvature-induced phase transition from first to second order [7]. Similar issues in relation to chiral symmetry breaking have also been discussed and an extensive review of earlier works is given in Ref. [9].

The situation becomes more complicated when the background is inhomogeneous or topologically non-trivial. A sample of early calculations in topologically non-trivial spacetimes can be found in Refs. [10–13]. In relation to spatially varying geometries a particularly interesting example is that of black holes, for which the question of symmetry restoration was discussed, for instance, in Refs. [14, 15]. There it was shown that a spontaneously broken symmetry is locally restored near a (sufficiently hot) black hole (see also Ref. [16, 17]). Once again, the interpretation is that the strong gravitational gradient near the horizon is responsible for inducing symmetry restoration.

The natural playground for contemplating how spacetime topology and curvature might modify the stability of the vacuum in quantum field theory has always been domain of early universe cosmology. Recently, however,
other areas of physics are contributing to modernise the above questions and to formulate new exciting problems.

One such area is related to recent advances in condensed matter research at the nanoscale, particularly in connection with layered materials. Graphene and, more generally, two-dimensional materials are the most spectacular example of the sort, owing to geometrical versatility coupled to an emergent relativistic behaviour of fermions [18–20]. In these examples, the background geometry is the two-dimensional lattice on top of which fluctuations propagate and the relevance of curvature effects has already been appreciated [21–25]. Other interesting examples can be found in Refs. [26, 27].

QCD physics is also fuelling novel research where the use of language and methods of quantum field theory in curved space is becoming more common. Some interesting examples range from the more generic remarks of Refs. [28, 29] (and references therein), to the very popular area of strongly interacting fermions and chiral symmetry breaking in rotating backgrounds (see, for example, [30–36]), to applications of lattice QCD (see, for example, [37–39]). In these contexts a range of peculiar geometry-induced phenomena are expected to occur (e.g., condensate suppression/enhancement, appearance of new phases, changes in the critical points geography), whose physical relevance spans from relativistic heavy ion collisions, to transport phenomena, to the astrophysics of compact stars.

The focus of this paper is to reconsider the role of the background geometry in affecting the stability of the vacuum. We will argue that, contrary to expectation, increasing the spatial curvature does not necessarily imply that the system moves closer to a phase of restored symmetry, and we shall present an explicit example of this. Although the example is non-trivial, it is amenable to simple explanation and anticipates the possibility of appearance of exotic changes in the phase behaviour of interacting quantum field theories with a number of interesting implications that we will mention later.

Model and geometry. For the sake of concreteness, we shall consider here a specific class of $(2 + 1)$-dimensional interacting field theoretical models of the Hubbard-type, whose Hamiltonian $H = H_0 + H_f$ is expressed as the sum of a free part,

$$H_0 = -t \sum_{\mathbf{r}, \mathbf{i}, \sigma = \pm} \bar{\psi}_\sigma(\mathbf{r}) \psi_\sigma(\mathbf{r} + \mathbf{b}_\mathbf{i}) + \text{H.C.},$$

plus an interacting sector,

$$H_f = \frac{U}{4} \sum_{\mathbf{r}, \sigma, \sigma', \mathbf{i}} (n_\sigma(\mathbf{r}) n_{\sigma'}(\mathbf{r}) + n_\sigma(\mathbf{r} + \mathbf{b}_\mathbf{i}) n_{\sigma'}(\mathbf{r} + \mathbf{b}_\mathbf{i})).$$

The above field theory is defined on an underlying lattice that we assume for the moment to be flat with hexagonal cells and generated by linear combinations of a set of basis vectors as illustrated in Fig. 1 (r span a triangular sub-lattice and the vectors $\mathbf{b}_\mathbf{i}, i = 1, 2, 3$ connect the atom in $\mathbf{r}$ with the three nearest-neighbours). The annihilation operators of the two sub-lattices are $u$ and $v$ and $n_\sigma$ is the number operator. The quantities $t$ and $U$ are positive numbers describing, respectively, the hopping and the interaction constant.

The above model is routinely used to describe many of the properties of graphene and other layered materials [18, 40]. An important aspect is the possibility to locally induce curvature by deforming the lattice with the insertion of defects. Also, the continuum limit is not difficult to analyse and generalisations can be easily imagined. Finally, although here we will be concerned with the continuum limit, carrying out lattice simulations should be feasible.

The specific type of symmetry breaking that we wish to discuss here is associated with the bipartite nature of the honeycomb lattice that the Hubbard model above captures in the magnetisation that we shall properly define below. Since our goal here is to scrutinise the effect of curvature on the spontaneous breakdown of the above sub-lattice symmetry, our first task is to covariantize the model to curved space. For this it is convenient to work with the continuum Lagrangian counterpart that can be obtained using standard methods by expressing the original Hamiltonian in terms of the $SU(2)$ vector

$$S = \sum_{\sigma, \sigma'} u_\sigma^I(\mathbf{r}) \bar{\tau}_{\sigma\sigma'} u_{\sigma'}(\mathbf{r}) / 2,$$

where $\bar{\tau}$ is a vector with the Pauli matrices as components, and then proceed by means of a Hubbard-Stratonovich transformation. In order to maintain our treatment as simple as possible we will assume a scalar order parameter that can be motivated by a rotational anisotropy favouring symmetry breaking along the $z$ axes (for graphene this could be due to the presence of a substrate and related spin-orbit coupling enhancement [41, 42]). This allows to gap out the Goldstone modes that can be straightforwardly included in a more involved treatment. Choosing an auxiliary field $\phi$ that breaks both the $\mathbb{Z}_2$ and the discrete sub-lattice symmetry, the Hamiltonian $H$ can be mapped, at low energies, onto the following $(2 + 1)$-dimensional field theory

$$\mathcal{L} = \bar{\psi}_\sigma \gamma^\mu \partial_\mu \psi_\sigma + \left( \bar{\psi}_\sigma \gamma^\mu \gamma^5 \sigma \psi_{\sigma'} \right) \frac{\phi^2}{2\lambda},$$

where the first term is a free Dirac contribution and the remaining terms describe the interaction sector. The summation over repeated spin indices $\sigma = \pm$ is understood and the four-component spinors $\psi_{\sigma}$ are arranged as $\psi_{\sigma}^T = (\psi_{\sigma}^A, \psi_{\sigma}^{B_1}, \psi_{\sigma}^{B_2}, \psi_{\sigma}^B)$, with $\psi_{\sigma}^{IJ}(x) = a_{\sigma} \int \frac{d^2 p}{(2\pi)^2} e^{-i p \cdot x} z_{IJ}(p)$ and where $z_{IJ}(p) = z^I_{\sigma}(K_J + a_{\sigma} p)$ represents the sub-lattice annihilation operators ($z^A = u, z^B = v$) near the two Dirac cones $K_J = 1/2$ of the dispersion relation. The spatial coordinates were rescaled by $x = r/\sqrt{F}$ where $F = 3/2t$ is the Fermi velocity and $a$ is the lattice spacing. Finally, the coupling constant $\lambda$ is proportional to the interaction strength $\lambda \propto U$ up to an unimportant factor, dependent on the particular regularization of the low energy theory.

The exchange of the sub-lattices can then be implemented by the simultaneous exchange $x_2 \rightarrow -x_2$.
(p_2 \rightarrow p_2), leaving intact the Dirac points and the spin, and the Lagrangian (1) invariant as long as \phi vanishes. The order parameter for the above symmetry is \phi = 2\lambda(\bar{\psi}_-\psi_- - \bar{\psi}_+\psi_+) and it describes the staggered magnetization, i.e., \phi \neq 0 indicates broken symmetry. It is possible to arrive at the same expression (1) following the general decomposition of the Hubbard Hamiltonian as outlined in [43].

By means of a kirigami like procedure\(^1\) we introduce a spatial curvature in the model by inserting a disclination that warps the lattice locally. There are many ways to do this, but if we wish to isolate the interplay between quantum effects and geometry, we need to preserve the bipartite nature of the lattice at tree level, that is avoid frustrating the lattice. This requirement restricts the allowed deformations to those induced by defects with an even number of sides, as these are the only that preserve the above symmetry classically. Inserting a defect with \(n_s < 6\) sides in an hexagonal lattice generates a deficit angle and a curvature that is locally positive (see Fig. 1). In contrast, adding a defect with \(n_s > 6\) generates an excess angle and a locally negative curvature (see Fig. 1).

In the continuum model, the curvature can be introduced by specifying the background metric to be that of a manifold with a conical singularity. The Riemannian geometry of such manifolds is studied since, at least, [45]. Refs. [46, 47] give details and additional bibliography on the topic. Here, in order to model such a localised curvature, we use a Euclidean parametrisation for the metric tensor

\[ ds^2 = dr^2 + dr^2 + \alpha^2 r^2 d\theta^2 \]  (2)

with \(r \geq 0\) and \(0 \leq \theta < 2\pi\), being the polar coordinates centred at the apex. We will not concern ourselves with finite temperature effects here, but these can be included in a straightforward manner by using the standard imaginary time formalism. Defining \(\tilde{\theta} = \alpha \theta\), it should be clear that the metric is that of flat space with \(0 \leq \tilde{\theta} < 2\pi\alpha\).

If \(\alpha < 1\), then \(\gamma = 2\pi - 2\pi\alpha\) describes a deficit angle. Removing the deficit angle and identifying the two sides results in a cone with opening angle \(2\arcsin\alpha\). The closer to unity is \(\alpha\), the flatter is the cone. If \(\alpha > 1\), then the deficit angle becomes an excess angle.

Since the curvature of conical manifolds diverges at the apex, some regularisation is necessary to deal with the singular behaviour. Here, we will regulate the geometry by replacing the singular space with a sequence of regular manifolds as done in Ref. [46, 47]. Calculations are done in the regularised geometry and results in the original singular space are obtained as a limit, once the regularisation is removed at the end. In practise, this procedure can be implemented by replacing the original metric (2) with the following regular one:

\[ ds^2 = dr^2 + f_\epsilon(r)dr^2 + \alpha^2 r^2 d\theta^2 \]  (3)

where \(\epsilon\) represents a regularisation parameter and \(f_\epsilon(r)\) is a smooth function satisfying the following properties: 1) \(\lim_{\epsilon \to 0} f_\epsilon(r) = 1\); 2) \(f_\epsilon(r) \approx 1\) for \(r \gg \epsilon\); 3) \(f_\epsilon(r) = \text{const}\) for \(r = 0\). It should be noted that while the limit of \(\epsilon \to 0\) corresponds to removing the regularisation, in an eventual comparison with a lattice simulation, \(\epsilon\) should be associated with the lattice spacing and it acquires the status of a physical cut-off.

The Lagrangian (1) is extended to curved space by a minimal covariantization procedure, i.e. letting the Minkowski metric, the derivatives, and the gamma matrices to the corresponding quantities in curved space. We shall not include non-minimal couplings in the present treatment (see Ref. [48] for a discussion about this point).

The last element we need to take into account are the boundary conditions along the cut where the two sides of the lattice have been glued after having removed or

\(^1\) Kirigami is a variation of origami that includes cutting of the paper, rather than solely folding the paper [58].
added a portion of the lattice to accommodate the insertion of the defect. The same procedure that we shall use below has been discussed, for example, in Ref. [22]. It is not difficult to realise that for a generic even-sided defect, the two sub-lattices are unchanged and the fermion wave function, after circulating around the defect, satisfies the following boundary condition: \( \psi(r, \varphi + 2\pi) = -\exp(i(6 - n_s)\pi \gamma_5/2)\psi(r, \varphi) \). (Here, we follow the same conventions as Ref. [22], and choose to work in the standard planar representation of the Clifford algebra of \( \gamma \)-matrices, where \( \gamma_0 \) is diagonal). A transparent way to incorporate these boundary conditions is by re-expressing the fields as \( \psi'(r, \varphi) = \exp(-i\varphi(6 - n_s)\gamma_5/4)\psi(r, \varphi) \), and by noticing that the primed fields obey the standard periodicity condition \( \psi'(r, \varphi + 2\pi) = -\psi'(r, \varphi) \). It is simple to prove that the effect of the above redefinition is to augment the Lagrangian by a non-dynamical term involving a parameter moving towards smaller values, thus making the system less prone to symmetry breaking.

Below we shall address this question by computing the effective action for the order parameter \( \phi \) and by numerically solving the associated effective equations. There are a few technical steps that we shall clarify in order to allow anyone to reproduce our results. First of all, our analysis follows the large-N expansion; 3) finally, we use numerical approximation to solve the resulting effective equations.

The results are illustrated in Fig. 2 for a few cases with both locally positive \( n_s = 4 \) and negative curvature \( n_s = 8 \). The asymptotic value of the coupling constant should be fixed by imposing specific renormalisation conditions (see Ref. [9]), with its value adjusted to specific situations. In the present calculation, we have changed its value in order to encompass both situations in which symmetry is either broken or close to the critical value far away from the defect (see Fig. 2). The numerical solutions show that \( \phi \) develops a spatial variation and attains a value near the defect that is larger than its asymptotic value for any \( n_s \neq 6 \), signifying that in the vicinity of the defect curvature, irrespectively of its sign, seems to encourage an ordered phase.

To examine what is going on, let’s consider for illustration the case of \( n_s = 4 \), corresponding to a locally positive scalar curvature. In such a case, intuition suggests that a positive curvature \( \bar{R} > 0 \) should drive the system towards a symmetric phase with the order parameter moving towards smaller values, thus making the curves deviate from the standard periodicity condition into a phase of broken symmetry.
observed behaviour rather unexpected. However, as we have seen earlier, the boundary conditions along the cut also play an essential role by inducing the emergence of a non-dynamical gauge field $\mathcal{A}_\mu$, whose origin is entirely geometrical (the number of sides of the defect can be interpreted as an effective charge) and whose effect, in the fermion determinant, combines with that of the scalar curvature. While the term proportional to $\mathcal{R}$ is responsible for pushing the order parameter towards a symmetric phase in conformity with the arguments of Ref. [28], the shift caused by $\mathcal{A}_\mu$ competes with the effect of $\mathcal{R}$. In addition, such a term appears with a modulation factor that originates from the metric tensor, $\sim g^{\mu\nu}\mathcal{A}_\mu\mathcal{A}_\nu \propto -n_s^2/r^2$, that amplifies its effect near the defect, explaining the observed behaviour.

Conclusions. In this work we have engineered a curved background starting from a flat 2D hexagonal lattice using a kirigami-like procedure of removing (adding) a piece of lattice and by gluing the parts along the cut, a way to geometrically inserting a defect in the lattice. In the continuum this curved lattice corresponds to a Riemannian manifold with a locally positive (negative) curvature and a conical-like singularity at the defect. We have considered an interacting quantum field theory on this background and analysed how symmetry breaking is altered by the geometrical deformation caused by the defect.

The two important features of the story turn out to be the increasing (or decreasing) curvature near the defect and the boundary conditions along the cut that can be assimilated by a non-dynamical gauge field modulated by the conical structure. As a working example, we have looked at the staggered magnetisation, the order parameter associated with the discrete sub-lattice symmetry. The numerical results have shown an increase of the order parameter as the locally curved region is approached, a behaviour that signals a change towards order and that goes against the expectation that increasing the curvature should drive the system closer to a state of unbroken symmetry. This behaviour has been explained by the competition between curvature and the emergent gauge field, i.e. between geometry and a feature of topological nature related to the boundary conditions.

The kirigami effect we have described should be generic and naturally expected to occur for different lattice structures (i.e., different unit cells) as long as the same geometrical traits are maintained. We also expect the same to occur for different field theory models. One intriguing possibility is to consider a multi-defect configuration and see whether there is any special arrangement where the relative weight of the geometry-induced gauge fields vs curvature can be adjusted, thus tailoring specific configurations of the order parameter.

Amongst the various interesting implications, the positive effect of curvature on the spontaneous breaking of sub-lattice symmetry could be used to shed light on the long lasting question regarding the semimetal-insulator phase transition in graphene: even though graphene is predicted to be very close to the transition point [40, 54], no experimental signature of the insulating behaviour has been found in flat graphene so far [55]. Another promising route in graphene would be the combination of curvature with adatom adsorption in order to enhance symmetry breaking, in particular of magnetic order [56].

An interesting direction to extend the idea of this work is to look at higher dimensionality. A straightforward application is to (straight) cosmic strings [57]. In this case, the effect discussed here should trigger fermion condensation at the string. This would offer a mechanism of inducing a superconducting phase of different nature from usual arguments (see [57]). The idea should deserve some attention both in cosmology and condensed matter physics (e.g., liquid crystals; see, for example, [59, 60]).

While beyond of the scope of this work, it is tempting to relate the present ideas to gravity at the Planck scale, where spacetime may be discrete. In this case, the presence of defects in the background lattice would cause local changes in the geometry and topology, similar to those described here, that could trigger a form of graviton condensation in the vicinity of these spacetime glitches.
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