STOCHASTIC INTEGRATION WITH RESPECT TO LOCAL TIME OF THE BROWNIAN SHEET AND REGULARISING PROPERTIES OF BROWNIAN SHEET PATHS
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Abstract. In this work, we generalise the stochastic local time space integration introduced in [11] to the case of Brownian sheet. This allows us to prove a generalised two-parameter Itô formula and derive Davie type inequalities for the Brownian sheet. Such estimates are useful to obtain regularity bounds for some averaging type operators along Brownian sheet curves.

1. Introduction

The goal of this paper is three fold: we first extend the stochastic local time-space calculus introduced by Eisenbaum [11] to the multidimensional standard Brownian sheet. We then obtain the Itô formula under weaker condition on the function. Finally, we derive several estimate of the “averaging type operator” introduced in [32] and further studied in [6].

The notion of integration with respect to space-time local time to our knowledge was introduced in [11]. In that work, the author defined a stochastic integral of Borel measurable functions on $\mathbb{R}_+ \times \mathbb{R}$ with respect to the local time process of a linear Brownian motion. This allowed the author to extend the Itô formula to a large class of differentiable random functions with locally bounded derivatives and to define the local time of Brownian motion on any Borelian curve. The previous result were extended in [12] to the case of Lévy process and reversible semimartingales in [13]. This powerful tool led to many interesting generalisations of the Itô formula (see for example [22, 14, 29] and references therein).

In order to write a local time-space integral in the two-parameter setting, we consider the local time of the Brownian sheet with respect to the Lebesgue measure on $\mathbb{R}_2^+$ defined by Walsh [33]. Observe that the Lebesgue measure on $\mathbb{R}_2^+$ is the measure induced by the quadratic variation of the Brownian sheet. As in [11], this local time can be expressed as the sum of a forward and a backward Itô integral. Using a representation of the backward Itô integral, we define the stochastic integral with respect to the local time for elements of a Banach space. This enables us to write a counterpart of Eisenbaum’s local time-space integration formula and a generalised Itô formula for the Brownian sheet. A key step in proving this result is the representation formula of the reversal process of the Brownian sheet in one parameter at a fixed time obtained by Dalang and Walsh [9, Theorem 6.1].

Let us mention that Sanz [31] took advantage of the ideas developed in [33] to define a notion of local time for a class of continuous two-parameter martingales with respect to the quadratic variation.

It is worth mentioning that there exists another notion of local time of the Brownian sheet $(W_{s,t}, (s, t) \in \mathbb{R}_2^+)$ with respect to the measure on $\mathbb{R}_2^+$ induced by quadratic variation $\langle J \rangle$ of the martingale $J = (J_{s,t}, (s, t) \in \mathbb{R}_2^+)$ given by

$$J_{s,t} = \int_0^t \int_0^s \int_0^t \int_0^s 1_{\{u<v,\xi>\zeta\}} dW_{u,\xi} dW_{v,\zeta}.$$
Terminology and averaging operator

\( B \) fractional Brownian motion (fBm) is a \( \mathbb{R}^d \)-valued Brownian sheet given on some filtered probability space \((\Omega, \mathcal{F}, (\mathcal{F}_{s,t}, (s, t) \in \mathbb{R}^2_+), \mathbb{P})\). The terminology “averaging operator” is borrowed from Catellier and Gubinelli [6] (see also Galeati and Gubinelli [10]) where the authors obtain regularising estimates of the averaging transform along the paths of the \( d \)-dimensional fractional Brownian motion (\( B^H_t, t \geq 0 \)) with Hurst parameter \( H \) defined by

\[
T^H_t[b](x) = \int_0^t b(x + B^H_{s,t})ds, \quad \forall (t, x) \in \mathbb{R}^+ \times \mathbb{R}^d
\]

Finally, we consider the following average type transform averaging transforms of type

\[
T^W_t[b](s, x) = \int_I b(t, x + W_{s,t})dt, \quad \forall (s, x) \in \mathbb{R}^+ \times \mathbb{R}^d,
\]

where \( I \) is a finite sub-interval of \( \mathbb{R}^+ \), \( b : \mathbb{R}^+ \times \mathbb{R}^d \to \mathbb{R}^d \) is a bounded Borel measurable function and \( (W_{s,t}, (s, t) \in \mathbb{R}^2_+) \) is a \( \mathbb{R}^d \)-valued Brownian sheet given on some filtered probability space \((\Omega, \mathcal{F}, (\mathcal{F}_{s,t}, (s, t) \in \mathbb{R}^2_+), \mathbb{P})\).

The setting \((1.3)\) is almost Lipschitz continuous with a modulus of continuity of the type \( |x| \log^{1/2}(1/|x|) \). To be more precise, consider for a moment the integral form of ODE \((1.2)\) given by

\[
\begin{cases}
\dot{x}(t) = b(t, x(t)) + w(t), & t \in \mathbb{R}^+,
\end{cases}
\]

where \( x, w \in \mathcal{C}([0, 1], \mathbb{R}^d) \), \( b \) is a time-dependent vector field which may be only a distribution in the space variable and the dot denotes differentiation with respect to time. These results are counterparts of those obtained by Davie [10] for the ODE \((1.2)\) where \( w \) is a \( \mathbb{R}^d \)-valued Brownian path and \( b \) is a bounded Borel measurable function.

One key result in [10] is that if \( b : [0, 1] \times \mathbb{R}^d \to \mathbb{R}^d \) is a bounded Borel measurable function, then, for almost all \( \mathbb{R}^d \)-valued Brownian paths \( w \), the function \( T^B_t[b] \) is almost Lipschitz continuous with a modulus of continuity of the type \( |x| \log^{1/2}(1/|x|) \). To be more precise, consider for a moment the integral form of ODE \((1.2)\) given by

\[
\begin{cases}
\dot{x}(t) = b(t, x(t)) + w(t), & t \in \mathbb{R}^+.
\end{cases}
\]

Setting \( w^{x_0} = x_0 + w \) and \( y_t = x_t - w_t - x_0 \), Equation \((1.3)\) can be rewritten as

\[
\begin{cases}
y_t = \int_0^t b(s, y_s + x_0 + w_s)ds = T^w_t[x_0][y], & t \in \mathbb{R}^+,
\end{cases}
\]

where \( w^{x_0} = x_0 + w \) and \( y_t = x_t - w_t - x_0 \). Any solution \( y \) of \((1.4)\) is a fixed point of the map \( z \mapsto T^w_t[z] \) from \( \mathcal{C}(\mathbb{R}^+ \times \mathbb{R}^d) \) to itself. The existence and uniqueness of such a fixed point rely on specific regularity properties of the operator \( T^w_t[z] \). Davie [10] exploited the almost Lipschitz regularity of the averaging operator to prove uniqueness of fixed point for any \( \mathbb{R}^d \)-valued Brownian path \( w \) in a set of full mass. Catellier and Gubinelli [6] took advantage of almost sure continuity of \( T^w_t[z] \) for a large class of Hölder-Besov distributions \( b \) and a set of fractional Brownian perturbations of full mass to prove existence and uniqueness of fixed point. Galeati and Gubinelli [10] provided smoothness conditions on \( T^w_t[b] \), under which the ODE admits a flow with prescribed regularity. They also establish well-posedness for certain perturbed transport type partial differential equations (PDEs) under suitable smoothness properties of the averaging map. Chouk and Gubinelli [6] analysed the regularising properties of fractional Brownian paths \( w \) in terms of the averaging operator \( T^w_t \) in the context of non-linear dispersive PDEs modulated by an irregular signal. In particular, they obtained global well-posedness for the modulated Non-linear Shrödinger equation with generic power nonlinearity.

The averaging transform \( T^W \) is the convolution with the curve of a Brownian sheet when one time parameter is fixed, and can also be seen as the convolution against the measure induced by the local time process \( (L^1_t(s, t); x \in \mathbb{R}^d) \)
The next definitions may be found in [26, Section 1].
It can easily be shown that the path-by-path uniqueness of the above equation (1.5) is equivalent to that of the following hyperbolic differential equation

\[ \begin{cases} 
\frac{\partial^2 x(s, t)}{\partial s \partial t} = b(t, x(s, t)) + \frac{\partial^2 W_{s, t}}{\partial s \partial t} \\
x(0, t) = x_0 = x(s, 0),
\end{cases} \tag{1.5} \]

Such equation was studied in [3] by the same authors. More precisely, they show that the path-by-path uniqueness of solution to (1.5) has a unique strong solution (see [3, Theorem 3.2]). In addition, it was proved that the obtained solution is Malliavin differentiable; see [3, Theorem 3.13] for drift satisfying spatial linear growth condition.

**Definition 1.1.** Let \((\Omega, \mathcal{F}, \mathbb{P})\) be a probability space and \((\mathcal{F}_{s,t})_{(s,t) \in \mathbb{R}_+^2}\) be a system of sub-\(\sigma\)-algebras of \(\mathcal{F}\). We say that \((\Omega, \mathcal{F}, (\mathcal{F}_{s,t}, (s,t) \in \mathbb{R}_+^2), \mathbb{P})\) is a filtered probability space if

1. \((\Omega, \mathcal{F}, \mathbb{P})\) is a complete probability space;
2. \((\mathcal{F}_{s,t}, (s,t) \in \mathbb{R}_+^2)\) is a non-decreasing system in the sense that \(\mathcal{F}_{s,t} \subset \mathcal{F}_{(s',t')}\) when \((s,t) \preceq (s',t')\);
3. \(\mathcal{F}_{(0,0)}\) contains all the null sets in \((\Omega, \mathcal{F}, \mathbb{P})\),
(4) \((F_{s,t}, (s,t) \in \mathbb{R}^2_+)\) is a right-continuous system in the sense that
\[
F_{s,t} = \bigcap_{(s',t') < (s,t)} F_{s',t'}.
\]
We call filtration any non-decreasing system of sub-\(\sigma\)-algebras of \(\mathcal{F}\). We call natural filtration of a process \(X = (X_{s,t}, (s,t) \in \mathbb{R}^2_+)\) the system \((F_{X,s,t}, (s,t) \in \mathbb{R}^2_+)\) of sub-\(\sigma\)-algebras of \(\mathcal{F}\) given by
\[
F_{X,s,t} = \sigma(X_{u,v}, 0 \leq u \leq s, 0 \leq v \leq t).
\]

**Definition 1.2.** We call a one-dimensional \((F_{s,t})\)-Brownian sheet on a filtered probability space \((\Omega, \mathcal{F}, (F_{s,t}, (s,t) \in \mathbb{R}^2_+), \mathbb{P})\) any real valued two-parameter stochastic process \(W = (W_{s,t}, (s,t) \in \mathbb{R}^2_+)\) satisfying the following conditions:

1. \(W\) is \((F_{s,t})\)-adapted, i.e. \(W_{s,t}\) is \(F_{s,t}\)-measurable, for every \((s,t) \in \mathbb{R}^2_+\).
2. Almost every sample function \((s,t) \mapsto W_{s,t}(\omega)\) of \(W\) is continuous on \(\mathbb{R}^2_+\).
3. Almost every sample function of \(W\) vanishes on \(\partial \mathbb{R}^2_+\).
4. For every finite rectangle of the type \(\Pi := [s,s'] \times [t,t'] \subset \mathbb{R}^2_+\), the random variable
   \[
   W(\Pi) := W_{s,t'} - W_{s,t} - W_{s',t} + W_{s',t'}
   \]
   is centered, Gaussian with variance \((s' - s)(t' - t)\) and independent of \(F_{s,\infty} \vee F_{\infty,t}\), where
   \[
   F_{s,\infty} = \sigma\left( \bigcup_{v \in \mathbb{R}_+} F_{s,v} \right) \quad \text{and} \quad F_{\infty,t} = \sigma\left( \bigcup_{u \in \mathbb{R}_+} F_{u,t} \right).
   \]

We call a \(d\)-dimensional Brownian sheet any \(\mathbb{R}^d\)-valued two-parameter stochastic process \(W = (W^{(i)}, i = 1, \ldots, d)\) such that \(W^{(i)}, i = 1, \ldots, d\), are independent one-dimensional Brownian sheets.

One useful characterisation of the Brownian sheet \(W\) is that it is the only one centered and continuous Gaussian process with covariance function \([s,t] \mapsto E[W_{s,t}W_{s',t'}] = (s \wedge s')(t \wedge t')\). As a consequence, if \(W\) is a Brownian sheet on a given filtered probability space, then so are the processes \((W_{a+s,t} - W_{a,t}, (s,t) \in \mathbb{R}^2_+\) and \((x^{-1/2}(W_{s,a+xt} - W_{s,a}), (s,t) \in \mathbb{R}^2_+\) with respect to their natural filtrations. We mention that a rather complete analysis on multi-parameter processes and their applications in Analysis is provided by Khoshnevisan [22].

The remainder of paper consists of two sections. In the first one, we propose a stochastic local time-space calculus for the Brownian sheet. We then extend several formulas obtained by Eisenbaum [11] to other classes of Brownian sheet processes. We also generalise an Itô formula obtained by Cairoli and Walsh [5]. The last section is devoted to an application of the local time-space calculus presented in the previous section. More specifically, we give several Davie types inequalities for the Brownian sheet are given and exploited to obtain regularity estimates of some averaging operators.

2. **Stochastic Integration over the Space with Respect to Local Time**

2.1. **Integration with respect to local time of deterministic functions.** We aim at writing the integral of a \(\mathbb{R}\)-valued Borel measurable function on \([0,1]^2 \times \mathbb{R}\) with respect to the local time in the plane of the Brownian sheet. Let \((W_{s,t}, s \geq 0, t \geq 0)\) be a Brownian sheet given on an equipped probability space. It is known that for \(s\) fixed, \((W_{s,t}, t \geq 0)\) is a Brownian motion, and its local time process \((L_t^s(s,t); x \in \mathbb{R}, t \geq 0)\) is given by Tanaka’s formula (see for example [33, Section 1]):

\[
\int_0^t 1_{\{W_{s,u} \leq x\}} \, ds \, W_{s,u} = \frac{s}{2} L_t^s(s,t) - (W_{s,t} - x)^+ + x^+.
\]

Moreover for any fixed \(s \in [0,1]\), let \(\hat{W}_s\) be the time reversal process on \([0,1]\) of the Brownian motion \(\hat{W}_s\), i.e. \(\hat{W}_s = W_{s,1-t}\), and let \((\hat{L}_t^s(s,t); x \in \mathbb{R}, 0 \leq t \leq 1)\) be the local time process of \((\hat{W}_s,t, 0 \leq t \leq 1)\). Then the following holds
\[
\hat{L}_t^s(s,t) = L_t^s(s,1) - L_t^s(s,1-t).
\]
It follows from Tanaka’s formula that
\begin{equation}
(2.2) \quad \int_{1-t}^1 1_{\{W_{s,u} \leq x\}} d_u W_{s,u} = \frac{s}{2} L_1^x(s,t) + (W_{s,1-t} - x)^- - (W_{s,1} - x)^-.
\end{equation}

Summing (2.1) and (2.2) yields
\begin{equation}
(2.3) \quad sL_1^x(s,t) = \int_0^t 1_{\{W_{s,u} \leq x\}} d_u W_{s,u} + \int_{1-t}^1 1_{\{W_{s,u} \leq x\}} d_u W_{s,u}.
\end{equation}

Next we introduce a notion of backward stochastic integral with respect to the Brownian motion \((W_{s,t}, t \geq 0)\). Let \( f : [0, 1]^2 \times \mathbb{R} \to \mathbb{R} \) be a measurable function such that \( x \mapsto f(s,t,x) \) is locally square integrable for every \( s, t \in [0, 1] \) and \((s,t) \mapsto f(s,t,x)\) is weakly continuous for every \( x \in \mathbb{R} \), that is, \((s,t) \mapsto f(s,t,x)\) is continuous for every \( x \in \mathbb{R} \) as a map from \([0, 1]^2\) to \(L^2_{\text{loc}}(\mathbb{R})\). For \( s, t \in [0, 1] \) fixed, it was shown in [15, Proposition 3.2] that the limit below exists in \(L^1(\Omega, \mathbb{F})\):
\[
\lim_{\sup \{t_k+1-t_k \to 0 \}} \sum_{0 < t_1 < \cdots < t_\ell < t} f(s, t_{k+1}, W_{s,t_{k+1}})(W_{s,t_{k+1}} - W_{s,t_k}),
\]
where \((t_k)_{1 \leq k \leq \ell}\) is a subdivision of \([0, t]\). This limit is denoted by \(\int_0^t f(s,u,W_{s,u}) d_u^* W_{s,u}\) and called a backward stochastic integral with respect to the Brownian motion \((W_{s,t}, 0 \leq t \leq 1)\). In addition, using [15, Eq. (3.19), page 153]) and [30, Chapter II, Theorem 11], we also have
\begin{equation}
(2.4) \quad \int_0^t f(s,u,W_{s,u}) d_u^* W_{s,u} = -\int_{1-t}^1 f(s,1-u, W_{s,u}) d_u W_{s,u}.
\end{equation}

It follows from (2.3) and (2.4) that
\begin{equation}
(2.5) \quad sL_1^x(s,t) = \int_0^t 1_{\{W_{s,u} \leq x\}} d_u W_{s,u} - \int_{1-t}^1 1_{\{W_{s,u} \leq x\}} d_u^* W_{s,u}.
\end{equation}

We call local time for the Brownian sheet \(W\) the process \(L := (L_{s,t}^x; x \in \mathbb{R}, s \geq 0, t \geq 0)\) defined in [5, Section 6, Page 157] (see also [33, Section 2]) by:
\begin{equation}
(2.6) \quad L_{s,t}^x = \lim_{\varepsilon \to 0} \frac{1}{2\varepsilon} \int_0^s \int_0^t 1_{[x-\varepsilon,x+\varepsilon]}(W_{s,t}) \, dt \, ds.
\end{equation}

We deduce from (2.6) (see e.g. [33, Eq. (2.3)]) that
\begin{equation}
(2.7) \quad \int_0^s L_1^x(s,t) \, ds_1 = L_{s,t}^x = \int_0^t L_2^x(s,t_1) \, dt_1, \quad \forall x \in \mathbb{R}, \forall (s,t) \in \mathbb{R}_+^2,
\end{equation}
where \((L_2^x(s,t); x \in \mathbb{R}, s \geq 0)\) is the local time of the Brownian motion \((W_{s,t}, s \geq 0)\).

Substituting (2.3) into (2.7) yields
\begin{equation}
(2.8) \quad L_{s,t}^x = \int_0^s \int_0^t 1_{\{W_{s,u} \leq x\}} \frac{d_u W_{s,t}}{\xi} \, d\xi - \int_0^s \int_0^t 1_{\{W_{s,u} \leq x\}} \frac{d_u^* W_{s,t}}{\xi} \, d\xi.
\end{equation}

Denote by \((\mathcal{H}, \| \cdot \|)\) the space of Borel measurable functions \( f : [0,T] \times \mathbb{R}^2 \to \mathbb{R} \) with the norm \(\| \cdot \|\) defined by
\[
\| f \| = 2 \left( \int_0^1 \int_0^1 \int_0^2 f^2(s,t,x) \exp \left( -\frac{x^2}{2st} \right) \frac{ds \, dt \, dx}{\sqrt{2\pi st}} \right)^{1/2} + \int_0^1 \int_0^1 \int_0^2 |xf(s,t,x)| \exp \left( -\frac{x^2}{2st} \right) \frac{ds \, dt \, dx}{\sqrt{2\pi st}}.
\]

Then, endowed with the above norm, \(\mathcal{H}\) is a Banach space. We show (see Proposition 2.1) that one can define a stochastic integration over the time and space with respect to local time for the elements of \(\mathcal{H}\).
We say that $f_\Delta : [0,1]^2 \times \mathbb{R} \to \mathbb{R}$ is an elementary function if there exist two sequences of real numbers $(x_i)_{0 \leq i \leq n}$, $(f_{jk}; 0 \leq i \leq n, 0 \leq j \leq m, 0 \leq k \leq \ell)$ and two subdivisions of $[0,1]$ $(s_j)_{0 \leq j \leq m}$, $(t_k)_{0 \leq k \leq \ell}$ such that

$$f_\Delta(s,t,x) = \sum_{(x_i,s_j,t_k) \in \Delta} f_{ijk} 1_{(x_i,s_j+1)}(x) 1_{(s_j,s_j+1)}(s) 1_{(t_k,t_k+1)}(t),$$

where $\Delta = \{(x_i,s_j,t_k); 0 \leq i \leq n, 0 \leq j \leq m, 0 \leq k \leq \ell\}$. For such a given function $f_\Delta$, we define its integral with respect to $L$ as

$$\int_0^1 \int_0^1 \int_\mathbb{R} f_\Delta(s,t,x) dL_{s,t} = \sum_{(x_i,s_j,t_k) \in \Delta} f_{ijk} \left(L_{x_i+1,t_k+1} - L_{x_i+1,t_k} - L_{x_i,t_k+1} + L_{x_i,t_k}\right).$$

As a consequence, we get

$$\int_0^1 \int_0^1 \int_\mathbb{R} f_\Delta(s,t,x) dL_{s,t} = \int_0^1 \int_0^1 \int_\mathbb{R} f(s,t,x) dL_{s,t}.$$

Let $f$ be an element of $\mathcal{H}$ and let $(f_n)_{n \in \mathbb{N}}$ be a sequence of elementary functions converging to $f$ in $\mathcal{H}$. We prove in the following result that $\left(\int_0^1 \int_0^1 \int_\mathbb{R} f_n(s,t,x) dL_{s,t}\right)_{n \in \mathbb{N}}$ converge in $L^1(\Omega,P)$ and that the limit does not depend of the choice of the sequence $(f_n)_{n \in \mathbb{N}}$. This limit is called integral of $f$ with respect to $L$.

**Proposition 2.1.** For any $f \in \mathcal{H}$, the integral $\int_0^s \int_0^t \int_\mathbb{R} f(\xi,u,x) dL_{\xi,u}$ exists and is given for any $(s,t) \in (0,1]^2$ by

$$\int_0^s \int_0^t \int_\mathbb{R} f(\xi,u,x) dL_{\xi,u} = \int_0^s \int_0^t f(\xi,u,W_{\xi,u}) \frac{d_u W_{\xi,u}}{\xi} d\xi - \int_0^s \int_0^t f(\xi,u,W_{\xi,u}) \frac{d_u W_{\xi,u}}{\xi} d\xi.$$

Moreover, we have

$$\int_0^s \int_0^t \int_\mathbb{R} f(\xi,u,x) dL_{\xi,u} \leq \|f\|_1.$$

**Proof.** We first show the Proposition for elementary function. Let $f_\Delta$ be a simple function as defined in (2.9). We deduce from (2.9) that

$$\int_0^s \int_0^t \int_\mathbb{R} f_\Delta(\xi,u,x) dL_{\xi,u} = \int_0^s \int_0^t f(\xi,u,W_{\xi,u}) \frac{d_u W_{\xi,u}}{\xi} d\xi - \int_0^s \int_0^t f(\xi,u,W_{\xi,u}) \frac{d_u W_{\xi,u}}{\xi} d\xi.$$

As a consequence, we get

$$\int_0^s \int_0^t \int_\mathbb{R} f_\Delta(\xi,u,x) dL_{\xi,u} = \int_0^s \int_0^t f(\xi,u,W_{\xi,u}) \frac{d_u W_{\xi,u}}{\xi} d\xi - \int_0^s \int_0^t f(\xi,u,W_{\xi,u}) \frac{d_u W_{\xi,u}}{\xi} d\xi.$$

Let us now show (2.11) holds for such a simple function. Observe that

$$\int_0^s \int_0^t f_\Delta(\xi,u,W_{\xi,u}) \frac{d_u W_{\xi,u}}{\xi} d\xi = - \int_0^s \int_0^t f_\Delta(\xi,1-u,W_{\xi,u}) \frac{d_u W_{\xi,u}}{\xi} d\xi.$$

We also know from [9, Theorem 6.1] that $\hat{W}$ admits the following representation

$$\hat{W}_{s,t} = W_{s,1} + B_{s,t} - \int_0^t \frac{W_{s,u}}{1-u} du,$$
where \( B \) is a standard Brownian sheet independent of \((W_{s,1}, s \geq 0)\). Using (2.4) and (2.13), (2.12) can be rewritten as
\[
\int_0^s \int_0^t f_\Delta(\xi, u, W_{\xi,u}) \frac{d_u^*W_{\xi,u}}{\xi} \, d\xi
\]
(2.15)
\[- \int_0^s \int_0^{1-t} f_\Delta(\xi, 1-u, \hat{W}_{\xi,u}) \frac{d_uB_{\xi,u}}{\xi} \, d\xi + \int_0^s \int_0^1 f_\Delta(\xi, 1-u, \hat{W}_{\xi,u}) \frac{\hat{W}_{\xi,u}}{\xi(1-u)} \, d\xi.
\]
Substitute (2.15) into (2.12), take the absolute value on both sides, use the triangle, take the expectation and use the Cauchy-Schwarz inequalities to obtain
\[
\mathbb{E} \left[ \int_0^s \int_0^t f_\Delta(\xi, u, x) dL_{\xi,u}^x \right] 
\leq \mathbb{E} \left[ \int_0^s \int_0^t f_\Delta(\xi, u, W_{\xi,u}) \frac{d_u^*W_{\xi,u}}{\xi} \, d\xi \right] + \mathbb{E} \left[ \int_0^s \int_0^t f_\Delta(\xi, u, W_{\xi,u}) \frac{d_u^*W_{\xi,u}}{\xi} \, d\xi \right]
\leq \left( \int_0^s \int_0^t \mathbb{E} \left[ f_\Delta^2(\xi, u, W_{\xi,u}) \right] d\xi \right)^{1/2} + \left( \int_0^s \int_0^t \mathbb{E} \left[ f_\Delta^2(\xi, 1-u, \hat{W}_{\xi,u}) \right] d\xi \right)^{1/2}
+
\int_0^s \int_0^t \mathbb{E} \left[ f_\Delta(\xi, 1-u, \hat{W}_{\xi,u}) \frac{\hat{W}_{\xi,u}}{\xi(1-u)} \right] d\xi,
\]
which means that
\[
(2.16)
\mathbb{E} \left[ \int_0^s \int_0^t f(\xi, u, x) dL_{\xi,u}^x \right] \leq || f_\Delta ||.
\]
Thus (2.11) holds for simple functions. Using the above inequality, the extension of the definition of the integral to the elements of \( \mathcal{H} \) follows by the density of elementary functions in \( \mathcal{H} \). Since the integrals
\[
\int_0^s \int_0^t f(\xi, u, W_{\xi,u}) \frac{d_u^*W_{\xi,u}}{\xi} \, d\xi \quad \text{and} \quad \int_0^s \int_0^t f(\xi, u, W_{\xi,u}) \frac{d_uW_{\xi,u}}{\xi} \, d\xi
\]
exist and are well defined, it follows that any function \( f \) in \( \mathcal{H} \) satisfies:
\[
\int_0^s \int_0^t f(\xi, u, x) dL_{\xi,u}^x = \int_0^s \int_0^t f(\xi, u, W_{\xi,u}) \frac{d_u^*W_{\xi,u}}{\xi} \, d\xi - \int_0^s \int_0^t f(\xi, u, W_{\xi,u}) \frac{d_uW_{\xi,u}}{\xi} \, d\xi.
\]
This gives (2.10). To obtain (2.11), we apply (2.16) and a limit argument. \( \square \)

**Remark 2.2.**

1. **For any** \( 0 \leq s_1 < s_2, 0 \leq t_1 < t_2 \) and \( x_1 < x_2 \), we set \( A = [s_1, s_2] \times [t_1, t_2] \times [x_1, x_2] \). Then one has
\[
\int_A dL_{s,t}^x = L_{s_1,t_2}^x - L_{s_1,t_2}^{x_1} - L_{s_2,t_2}^{x_2} - L_{s_2,t_2}^{x_1} + L_{s_1,t_1}^{x_2} + L_{s_2,t_1}^{x_1} + L_{s_1,t_1}^{x_1} + L_{s_1,t_1}^{x_1} \)
\[
= \int_{s_1}^{s_2} \{ L_{1,2}^x(\xi, t_2) - L_{1,2}^x(\xi, t_1) \} \, d\xi = \int_A d_xL_{1,2}^x(\xi, t) \, d\xi.
\]
By a monotone class argument,
\[
(2.17) \quad \int_0^1 \int_0^1 \int_0^1 g(s, t, x) dL_{s,t}^x = \int_0^1 \int_0^1 \int_0^1 g(s, t, x) d_xL_{1,2}^x(\xi, t) \, d\xi
\]
for every bounded Borel measurable function \( g : [0, 1]^2 \times \mathbb{R} \to \mathbb{R} \). In particular, for any bounded Borel measurable function \( \ell : [0, 1]^2 \to \mathbb{R} \) and any \( a \in \mathbb{R} \),
\[
(2.18) \quad \int_0^1 \int_0^1 \ell(s, t) d_xL_{s,t}^a = \int_0^1 \int_0^1 \ell(s, t) d_xL_{1,2}^a(\xi, t) \, d\xi.
\]
2. Let $f : [0,1]^2 \times \mathbb{R} \to \mathbb{R}$ be a continuous function in $\mathcal{H}$. For $a < b$, let $(x_i)_{0 \leq i \leq n}$ be a subdivision of $[a,b]$, $(s_j)_{0 \leq j \leq m}$ be a subdivision of $[0, s]$ and $(t_k)_{0 \leq k \leq \ell}$ be a subdivision of $[0, t]$. Denote by $\Delta$ the grid $\{(s_j, t_k, x_i), 0 \leq i \leq n, 0 \leq j \leq m, 0 \leq k \leq \ell\}$. Then, as $|\Delta|$ tends to 0, the expression

$$
\sum_{0 \leq k \leq \ell} f(s_j, t_k, x_i) \left( L_{s_j+1,t_k+1}^{x_i} - L_{s_j,t_k+1}^{x_i} - L_{s_j+1,t_k}^{x_i} + L_{s_j,t_k}^{x_i} \right)
$$

converges in $L^1$ to $\int_a^t \int_0^b f(s,t,x) \, dL_{s,t}^x$. In particular, when $f$ is differentiable with respect to $x$ and $\partial_x f$ is continuous on $[0,1]^2 \times \mathbb{R}$, we deduce from \cite{14}, Theorem 5.1 (i) that for any $s \in [0,1]$, \[\int_0^t \int_a^b f(s,u,x) \, d_x u \, L_1^x(s,u) \]

Hence, integrating over $[0,s]$, using (2.17) and (2.18) and integrating over $[0,s]$ give

$$
\int_0^t \int_a^b f(s,t,x) \, dL_{s,t}^x = \int_0^s \int_0^t (1_{[a,b]} \partial_x f)(s,u,W_{u,x}) \, du \, f(s,u,\partial_x f) L_1^x(s,u) \, du f(s,u,a) \, d_u L_1^a(s,u).
$$

Hence, letting a (respectively b) goes to $-\infty$ (respectively $\infty$), we obtain

$$
\int_0^t \int_a^b f(s,t,x) \, dL_{s,t}^x = - \int_0^t \partial_x f(L_1^x(s,u),W_{u,x}) \, du \, d_x L_{s,t}^x.
$$

\begin{corollary}
Let $\left( W_{s,t} : (W_{s,t}^{(1)}, \ldots, W_{s,t}^{(d)}); s \geq 0, t \geq 0 \right)$ be a d-dimensional Brownian sheet defined on an equipped probability space. Let $f : [0,1]^2 \times \mathbb{R}^d \to \mathbb{R}$ be a continuous function such that for any $(s,t) \in [0,1]^2$, $f(s,t,\cdot)$ is differentiable and for any $i \in \{1, \ldots, d\}$, the partial derivative $\partial_{x_i} f$ is continuous. Then for any $(s,t) \in [0,1]^2$ and any $i \in \{1, \ldots, d\}$, we have

$$
\int_0^s \int_0^t \partial_{x_i} f(L_{s,t}^{x_i},W_{s,u}) \, du \, d_x L_{s,t}^x = - \int_0^s \int_0^t \partial_{x_i} f(L_{s,t}^{x_i},W_{s,u}) \, du \, d_x L_{s,t}^x.
$$

where $\hat{W}_{s,t}^{(i)} = W_{s,t}^{(i)} - W_{s-1,0}^{(i)}$ and $B^{(i)}$ is a standard Brownian sheet independent of $(W_{s,t}^{(i)}; s \geq 0)$. Consequently for any $s \in [0,1]$, the d-dimensional Brownian motion $(W_{s,t}, t \geq 0)$ satisfies

$$
\int_0^t \partial_{x_i} f(L_{s,t}^{x_i},W_{s,u}) \, du = - \int_0^t \partial_{x_i} f(L_{s,t}^{x_i},W_{s,u}) \, du \, d_x L_{s,t}^x.
$$

Proof. The proof is analogous to \cite{12}, Section 6. We denote by $(L_{s,t}^x(W^{(i)}); x \in \mathbb{R}, s \geq 0, t \geq 0)$ the local time on the plane of $W^{(i)}$ and we adopt the notation

$$
g(s,t,W_{s,t}^{(1)}, \ldots, W_{s,t}^{(i-1)}, x,W_{s,t}^{(i+1)} , \ldots, W_{s,t}^{(d)}) = g(s,t,W_{s,t})|_{W_{s,t}^{(i)}=x}.
$$
For any measurable function \( g : [0,1]^2 \times \mathbb{R}^d \to \mathbb{R} \), we define the norm \( \| \cdot \| \) by
\[
\|g\|_i = 2 \left( \int_0^1 \int_0^1 \mathbb{E} \left[ g^2(s,t,W_{s,t}) \right] dsdt \right)^{1/2} + \int_0^1 \int_0^1 \mathbb{E} \left[ \left| g(s,t,W_{s,t}) \frac{W_{s,t}^{(i)}}{st} \right| \right] dsdt.
\]

For any continuous function \( f : [0,1]^2 \times \mathbb{R}^d \to \mathbb{R} \) and any \( i \in \{1, \ldots, d\} \), we note that, conditionally to \((W_{s,t}^{(i)},(s,t) \in [0,1]^2)\), \( f(s,t,W_{s,t}, 0 \leq s, t \leq 1) \) is a deterministic function of \((W_{s,t}^{(i)}, 0 \leq s, t \leq 1)\). Suppose that \( f(s,t,\cdot) \) is differentiable for any \( s, t \), its partial derivative \( \partial_x f \) is continuous and \( \|f_i\| < \infty \) for any \( i \). Then, using (2.20) in Remark 2.2 relation (13) (3.19), Proposition 2.1 and [31, Chapter II, Theorem 11] we have
\[
\begin{align*}
\int_0^s \int_0^t \partial_x f(\xi, u, W_{\xi,u}) du d\xi &= -\int_0^s \int_0^t f(s,t,W_{s,t}) \frac{dW_{s,t}^{(i)}}{\xi} dL_{s,t}^{(i)}(W_{s,t}^{(i)}) \\
&= -\int_0^s \int_0^t f(\xi, u, W_{\xi,u}) \frac{dW_{u}^{(i)}}{\xi} d\xi - \int_0^1 \int_{1-t}^s f(\xi, 1-u, W_{\xi,u}) \frac{dW_{1-u}^{(i)}}{\xi} d\xi.
\end{align*}
\]
(2.23)

Equation (2.21) is obtained by substituting (2.14) into (2.23). We derive (2.22) by differentiating both sides of (2.21) with respect to \( s \).

\[\square\]

2.2. Local time-space integration of two parameter random processes and a generalized Itô formula.

In this section, we derive an Itô formula for two parameter random processes.

Let \( h : [0,1]^2 \times \Omega \times \mathbb{R} \to \mathbb{R} \) be a random function. As before for \( a < b \), consider \((x_i)_{0 \leq i \leq n}\) a subdivision of \([a,b]\), \((s_j)_{0 \leq j \leq m}\) a subdivision of \([0,s]\), and \((t_k)_{0 \leq k \leq \ell}\) a subdivision of \([0,t]\). Denote by \( \Delta \) the grid \(\{(s_j, t_k, x_i), 0 \leq i \leq n, 0 \leq j \leq m, 0 \leq k \leq \ell \}\). When \( b \) is regular enough, we show that, as \( |\Delta| \) tends to 0, the expression
\[
\sum_{0 \leq i \leq n, 0 \leq j \leq m} h(s_j, t_k, \omega, x_i) \left( L_{s_j,t_k}^{x_{i+1}} - L_{s_j,t_k}^{x_i} - L_{s_{j+1},t_k}^{x_i} + L_{s_{j+1},t_k}^{x_{i+1}} \right)
\]

admits a limit in \( L^1 \) for any \( \omega \in \Omega \), denoted by \( \int_0^s \int_0^t h(s,t,\omega, x) dL_{s,t}^{x} \).

The next result extends (2.20) to random functions and is a direct consequence of [11, Theorem 5.1] for local times of the Brownian sheet.

**Proposition 2.4.** Let \( h : [0,1]^2 \times \Omega \times \mathbb{R} \to \mathbb{R} \) be a random real valued function such that for any \( \omega \in \Omega \), \((s,t,x) \mapsto h(s,t,\omega, x)\) is continuous on \([0,1]^2 \times \mathbb{R}\), and for any \((s,t,\omega) \in [0,1]^2 \times \Omega\), \( h(s,t,\omega, \cdot) \) is differentiable. We suppose that the partial derivative \( \partial_x h \) is continuous on \([0,1]^2 \times \mathbb{R}\) for \( \mathbb{P}\)-a.e. \( \omega \in \Omega \). Then for any \((s,t) \in [0,1]^2\), any \((a,b) \in \mathbb{R}^2\) with \( a < b \), and for \( \mathbb{P}\)-a.e. \( \omega \in \Omega \), the integral \( \int_0^s \int_0^t h(\xi, u, \omega, x) dL_{\xi,u}^{x} \) exists and we have
\[
\int_0^s \int_0^t h(\xi, u, \omega, x) dL_{\xi,u}^{x} = -\int_0^s \int_0^t (1_{[a,b]}(\partial_x h)(\xi, u, \omega, W_{\xi,u}) du d\xi
\]
\[
+ \int_0^s \int_0^t h(\xi, u, \omega, b) dW_{\xi,u} b dL_{\xi,u}^{x} - \int_0^s \int_0^t h(\xi, u, \omega, a) dW_{\xi,u} a dL_{\xi,u}^{x}.
\]

Consequently, when \( a \) and \( b \) tend respectively to \( -\infty \) and \( \infty \), we get
\[
\int_0^s \int_0^t h(\xi, u, \omega, x) dL_{\xi,u}^{x} = -\int_0^s \int_0^t \partial_x h(\xi, u, \omega, W_{\xi,u}) du d\xi.
\]
(2.24)

The relation (2.24) provides the definition of the integral with respect to the local time \( L \) for a smooth random function \( h \).
Let $(J_{s,t}, (s,t) \in D)$ be the process defined by
\[
J_{s,t} = \int_0^s \int_0^t \int_0^t 1_{(u<v, \xi)} dW_u, \xi dW_v, \zeta,
\]
where $(W_{s,t}; (s,t) \in D)$ denotes a real valued Brownian sheet given on an equipped probability space $(\Omega, \mathcal{F}, \{F_{s,t}; (s,t) \in D\}, \mathbb{P})$. The next result is a generalised Itô formula for two-parameter Brownian motion.

**Proposition 2.5.** Let $h : [0, 1]^2 \times \Omega \times \mathbb{R} \to \mathbb{R}$ be a random bounded function such that, for any $(s, t, x), h(s, t, \cdot, x)$ is $\mathcal{F}_{s,t}$-measurable, and, $\mathbb{P}$-a.e., the partial derivatives $\frac{\partial h}{\partial x}, \frac{\partial^2 h}{\partial s \partial x}, \frac{\partial^3 h}{\partial s \partial x^2}$ and $\frac{\partial^3 h}{\partial x^3}$ exist and are continuous. Then
\[
h(s, t, \omega, W_{s,t}) - h(0, t, \omega, 0)
= \int_0^s \int_0^t \left( \int_0^t \partial_x \{ u, \xi, \omega, x \} d_x, \xi L_2^x(u, \xi) - \frac{t}{2} \int_0^s \int_0^t \partial_x \{ u, \xi, \omega, x \} d_x, u L_1^x(u, t) + \frac{1}{2} \right) d_u, \xi L_2^x(u, \xi).
\]

**Proof.** Let $p : \mathbb{R} \to \mathbb{R}_+$ be an infinitely differentiable function with compact support such that $\int_{\mathbb{R}} p(y) dy = 1$. Let $(h_n, n \in \mathbb{N})$ be the sequence of random functions defined by
\[
h_n(s, t, \omega, x) = \int_\mathbb{R} h(s, t, \omega, x - \frac{y}{n+1}) p(y) dy.
\]

From Theorem 5.1 (ii) and [11, Theorem 5.3] applied along the line $\xi =$ constant, we have
\[
\frac{s}{2} \int_0^s \int_\mathbb{R} \left( \int \frac{u^3 h_n}{\partial u^2 x^2} (u, \xi, \omega, W_{u, \xi}) + \frac{u^2 h_n}{\partial u x^2} (u, \xi, \omega, W_{u, \xi}) \right) d\xi
\]
\[
+ \int_0^s \int_\mathbb{R} \frac{u^3 h_n}{\partial u x^3} (u, \xi, \omega, W_{u, \xi}) d_u W_{u, \xi} - \int_0^s \int_\mathbb{R} \frac{u^2 h_n}{\partial u x^3} (u, \xi, \omega, x) d_x, u L_2^x(u, \xi)
\]
\[
= \int_0^s \int_\mathbb{R} \left( \int \frac{u^3 h_n}{\partial u x^3} (u, \xi, \omega, W_{u, \xi}) + \frac{u^2 h_n}{\partial u x^3} (u, \xi, \omega, x) \right) d_x, u L_2^x(u, \xi).
\]

Integrating the above equality over $[0, t]$, we obtain
\[
- \frac{s}{2} \int_0^t \int_\mathbb{R} \left( \int \frac{u^2 h_n}{\partial u x^2} (u, \xi, \omega, W_{u, \xi}) d_u L_2^x(u, \xi) = \frac{s}{2} \int_0^t \int_\mathbb{R} \frac{u^3 h_n}{\partial u x^3} (u, \xi, \omega, W_{u, \xi}) d_u L_2^x(u, \xi)
\]
\[
- \frac{1}{2} \int_0^t \int_\mathbb{R} \left( \int \frac{u^2 h_n}{\partial u x^3} (u, \xi, \omega, W_{u, \xi}) d_u L_2^x(u, \xi) + \frac{u^3 h_n}{\partial u x^3} (u, \xi, \omega, x) d_x, u L_2^x(u, \xi)
\]
\[
= \int_0^t \int_\mathbb{R} \left( \int \frac{u^2 h_n}{\partial u x^3} (u, \xi, \omega, W_{u, \xi}) + \frac{u^3 h_n}{\partial u x^3} (u, \xi, \omega, x) \right) d_x, u L_2^x(u, \xi) dx, \xi L_2^x(u, \xi).
\]

Hence letting $n$ tends to infinity, the dominated convergence theorem yields
\[
- \frac{s}{2} \int_0^t \int_\mathbb{R} \frac{u^2 h_n}{\partial u x^2} (u, \xi, \omega, W_{u, \xi}) d_u L_2^x(u, \xi)
\]
\[
= \int_0^t \left( \int \frac{u^2 h_n}{\partial u x^2} (u, \xi, \omega, W_{u, \xi}) + \frac{u^3 h_n}{\partial u x^3} (u, \xi, \omega, x) \right) d_x, u L_2^x(u, \xi).
Moreover, applying Theorem 5.3 along the line \( t = \text{constant} \), it holds that
\[
h(s, t, \omega, W_{s, t}) = h(0, \omega, 0) + \int_0^s \frac{\partial h}{\partial s}(u, t, \omega, W_{u, t}) \, ds + \int_0^s \frac{\partial h}{\partial x}(u, t, \omega, W_{u, t}) \, du \, W_{u, t}
\]
\[= \frac{t}{2} \int_0^s \int_\mathbb{R} \frac{\partial h}{\partial x}(u, t, \omega, x) \, dx \, L_1^2(u, t).
\] (2.27)

Using the Green formula (see for example Theorem 6.3), we have
\[
\int_0^s \frac{\partial h}{\partial x}(u, t, \omega, W_{u, t}) \, du \, W_{u, t} = \int_0^t \int_0^s \frac{\partial h}{\partial x}(u, \xi, \omega, W_{u, \xi}) \, dW_{u, \xi} + \int_0^t \int_0^s \frac{\partial^2 h}{\partial x^2}(u, \xi, \omega, W_{u, \xi}) \, dJ_{u, \xi}
\]
\[+ \int_0^t \left\{ \int_0^s u \frac{\partial^2 h}{\partial x^2}(u, \xi, \omega, W_{u, \xi}) \, du \right\} \, d\xi.
\]
Substituting (2.26) into the above equality, we obtain
\[
\int_0^s \frac{\partial h}{\partial x}(u, t, \omega, W_{u, t}) \, du \, W_{u, t}
\]
\[= \int_0^t \int_0^s \frac{\partial h}{\partial x}(u, \xi, \omega, W_{u, \xi}) \, dW_{u, \xi} + \int_0^t \int_0^s \frac{\partial^2 h}{\partial x^2}(u, \xi, \omega, W_{u, \xi}) \, dJ_{u, \xi}
\]
\[+ \frac{s}{2} \int_0^t \int_\mathbb{R} \frac{\partial h}{\partial x}(s, \xi, \omega, x) \, dx \, L_2^2(u, t, \omega) + \frac{1}{2} \int_0^t \int_\mathbb{R} \left\{ u \frac{\partial^2 h}{\partial s \partial x} + \frac{\partial h}{\partial x} + u \frac{\partial^2 h}{\partial x^2} \right\}(u, \xi, \omega, x) \, dx \, L_2^2(u, \xi, \omega, x).
\] (2.28)

Finally, substituting (2.28) into (2.27) yields the desired formula. \( \square \)

3. Regularising properties of Brownian sheet paths

In this section, we use results in Section 2.1 to show regularity properties of some averaging type operator. We first show some bounds.

3.1. Davie type Inequalities for the Brownian Sheet. The following estimate will be used extensively.

Proposition 3.1. Let \( W := (W_{s, t}^{(1)}, \ldots, W_{s, t}^{(d)}; (s, t) \in [0, 1]^2) \) be a \( \mathbb{R}^d \)-valued Brownian sheet \( (d \geq 1) \) defined on an equipped probability space \( (\Omega, \mathcal{F}, \mathbb{P}) \), where \( \mathcal{F} = (\mathcal{F}_{s, t}; s, t \in [0, 1]) \). Let \( g \in C^0([0, 1]^2, C^1(\mathbb{R}^d)) \) such that there exists \( \kappa > 0 \) satisfying
\[
g(s, t, x, y) \leq \kappa |y|, \quad \text{for all } (s, x, y) \in [0, 1]^2 \times \mathbb{R}^d.
\]

Let \( (a, \varepsilon) \in [0, 1) \times (0, 1) \) such that \( a + \varepsilon \leq 1 \). Then there exist positive constants \( \alpha \) and \( C \) such that for all \( (s, s', y) \in [0, 1]^2 \times \mathbb{R}^d \), with \( s \leq s' \), \( (s', y) \neq (0, 0, \ldots, 0) \) and all \( i \in \{1, \ldots, d\} \), we have
\[
\mathbb{E}\left[ \exp \left( \frac{\alpha \sqrt{\varepsilon s}}{|y| + \sqrt{s'}} \int_0^1 \partial_{s' y} g(s, t, \tilde{W}_{s', t}^{i}, y + W_{s', t}^{i} - W_{s, t}^{i}) \, dt \right) \right] \leq C,
\]
where \( \partial_{s' y} g \) denotes the partial derivative of \( g \) with respect to one component of the third variable, \(|\cdot|\) is the maximum norm on \( \mathbb{R}^d \), and \( W_{s, t}^{i} := (W_{s, t}^{i(1)}, \ldots, W_{s, t}^{i(d)}; (s, t) \in [0, 1]^2) \), respectively \( \tilde{W}_{s, t}^{i} := (\tilde{W}_{s, t}^{i(1)}, \ldots, \tilde{W}_{s, t}^{i(d)}; (s, t) \in [0, 1]^2) \) is the \( \mathbb{R}^{d'} \)-valued two-parameter Gaussian process given by \( W_{s, t}^{(i)} := W_{s, t}^{i(1)} + W_{s, t}^{i(2)} + \cdots + W_{s, t}^{i(d)} \) for all \( i \in \{1, \ldots, d\} \).

Proof. The proof is based on the multidimensional local time-space calculus formula (2.22) and the Barlow-Yor Inequality. We only prove (3.2) when \( s < s' \). The proof in the case where \( s = s' \) and \( y \neq (0, \ldots, 0) \) follows the same lines.

Fix \( (a, \varepsilon) \in [0, 1] \times (0, 1) \) and \( i \in \{1, \ldots, d\} \). Observe that for any \( 0 < s < s' \leq 1 \), \( (\tilde{W}_{s, t}^{i}; 0 \leq t \leq 1) \) and \( (W_{s', t}^{i}; 0 \leq t \leq 1) \) are independent. Then, conditionally to \((W_{s', t}^{i} - W_{s, t}^{i}; 0 \leq t \leq 1), g(s, t, \tilde{W}_{s, t}^{i}, y + W_{s, t}^{i} - W_{s', t}^{i}) - g(s, t, W_{s, t}^{i}, y + W_{s, t}^{i})\)
\( W_{s,t}, 0 \leq t \leq 1 \) is a deterministic function of \((\tilde{W}_{s,t}^\varepsilon, 0 \leq t \leq 1)\). Hence, conditionally to \((W_{s',t'}^\varepsilon, 0 \leq t' \leq 1)\), we may apply (2.22) to the \(d\)-dimensional Brownian motion \((Y_{s,t} := \varepsilon^{-1/2}\tilde{W}_{s,t}^\varepsilon; 0 \leq t \leq 1)\) and to the function \(h_{s'} : [0,1]^2 \times \mathbb{R}^d \rightarrow \mathbb{R} \) given by

\[
h_{s'}(s, t, x) = g(s, t, \sqrt{\varepsilon} x, y + W_{s',t}^\varepsilon - W_{s,t}^\varepsilon).
\]

We obtain

\[
\frac{\sqrt{\varepsilon s}}{|y| + \sqrt{s' - s}} \int_0^1 \partial_x g(s, t, \tilde{W}_{s,t}^\varepsilon, y + W_{s',t}^\varepsilon - W_{s,t}^\varepsilon) dt = \frac{\sqrt{\varepsilon s}}{|y| + \sqrt{s' - s}} \int_0^1 \partial_x h_{s'}(s, t, Y_{s,t}) dt
\]

\[
= - \frac{1}{|y| + \sqrt{s' - s}} \int_0^1 h_{s'}(s, t, Y_{s,t}) \frac{d_y Y_{s,t}^{(i)}}{\sqrt{s}} dt + \frac{1}{|y| + \sqrt{s' - s}} \int_0^1 h_{s'}(s, 1 - t, Y_{s,1-t}) \frac{d_t B_{s,t}^{(i)}}{\sqrt{s}} dt
\]

\[
= - \frac{1}{|y| + \sqrt{s' - s}} \int_0^1 g(s, t, \tilde{W}_{s,t}^\varepsilon, y + W_{s',t}^\varepsilon - W_{s,t}^\varepsilon) \frac{d_y Y_{s,t}^{(i)}}{\sqrt{s}} dt
\]

\[
- \frac{1}{|y| + \sqrt{s' - s}} \int_0^1 g(s, 1 - t, \tilde{W}_{s,1-t}^\varepsilon, y + W_{s',1-t}^\varepsilon - W_{s,1-t}^\varepsilon) \frac{d_t B_{s,t}^{(i)}}{\sqrt{s}} dt
\]

\[
+ \frac{1}{|y| + \sqrt{s' - s}} \int_0^1 g(s, 1 - t, \tilde{W}_{s,1-t}^\varepsilon, y + W_{s',1-t}^\varepsilon - W_{s,1-t}^\varepsilon) \frac{d_t Y_{s,t}^{(i)}}{\sqrt{s}} dt = J_1 + J_2 + J_3.
\]

Using Jensen inequality, one has

\[
\mathbb{E}\left[ \exp\left( \frac{\alpha \sqrt{\varepsilon s}}{|y| + \sqrt{s' - s}} \int_0^1 \partial_x g(s, t, \tilde{W}_{s,t}^\varepsilon, y + W_{s',t}^\varepsilon - W_{s,t}^\varepsilon) dt \right) \right]
\]

\[
\leq \frac{1}{3} \left( \mathbb{E}\left[ \exp(3\alpha |J_1|) \right] + \mathbb{E}\left[ \exp(3\alpha |J_2|) \right] + \mathbb{E}\left[ \exp(3\alpha |J_3|) \right] \right).
\]

Hence, to get the desired estimate, it suffices to prove that, for every \(k \in \{1, 2, 3\}\), there exist positive constants \(\alpha_k\) and \(C_k\) such that \(\mathbb{E}[\exp(\alpha_k |J_k|)] \leq C_k\). Let us start with the estimate of \(J_1\). We consider the martingale

\[
(N_{t}^{(i)} := \int_0^t \frac{g(s, u, \tilde{W}_{s,u}^\varepsilon, y + W_{s',u}^\varepsilon - W_{s,u}^\varepsilon)}{|y| + \sqrt{s' - s}} \frac{d_y Y_{s,u}^{(i)}}{\sqrt{s}}, t \in [0,1]).
\]

For any constant \(\alpha > 0\), the following exponential expansion formula holds

\[
\mathbb{E}[\exp(\alpha |J_1|)] = \mathbb{E}\left[ \exp\left( \alpha |N_{1}^{(i)}| \right) \right] = 1 + \sum_{m=1}^{\infty} \frac{\alpha^m \mathbb{E}\left[ |N_{1}^{(i)}|^m \right]}{m!}.
\]

Applying the Barlow-Yor inequality to the martingale \((N_{t}^{(i)}, t \in [0,1])\) (see [1]) and using (3.1), there exists a universal constant \(c_1\) (not depending on \(m\)) such that,

\[
\mathbb{E}\left[ |N_{1}^{(i)}|^m \right] \leq \mathbb{E}\left[ \sup_{0 \leq t \leq 1} |N_{t}^{(i)}|^m \right] \leq c_1 m^{m/2} \mathbb{E}\left[ (N_{1}^{(i)})^{m/2} \right]
\]

\[
\leq c_1 m^{m/2} \mathbb{E}\left[ \left( \int_0^1 \frac{|g(s, t, \tilde{W}_{s,t}^\varepsilon, y + W_{s',t}^\varepsilon - W_{s,t}^\varepsilon)|^2 dt}{|y| + \sqrt{s' - s}} \right)^{m/2} \right]
\]

\[
\leq (c_1 \kappa)^m m^{m/2} \mathbb{E}\left[ \left( \int_0^1 \frac{|y + W_{s',t}^\varepsilon - W_{s,t}^\varepsilon|^2 dt}{|y| + \sqrt{s' - s}} \right)^{m/2} \right].
\]
It follows from Hölder and triangle inequalities and the definition of $\tilde{W}$ that

$$
E\left[ \left( \int_0^1 \frac{y + W_{s,t}^\varepsilon - W_{s,t}^{\varepsilon,t}}{|y| + \sqrt{s' - s}} \, dt \right)^{m/2} \right] \leq E\left[ \sup_{0 \leq t \leq 1} \frac{y + W_{s,t}^\varepsilon - W_{s,t}^{\varepsilon,t}}{|y| + \sqrt{s' - s}} \right]^m
$$

$$
\leq 2^m E \left[ 1 + \sup_{0 \leq t \leq 1} \frac{W_{s,t}^\varepsilon - W_{s,t}^{\varepsilon,t}}{\sqrt{s' - s}} \right]^m = 2^m E \left[ 1 + \sup_{0 \leq t \leq 1} \frac{W_{s,t}^\varepsilon - W_{s,t}^{\varepsilon,t} + W_{s',a} - W_{s,a}}{\sqrt{s' - s}} \right]^m
$$

$$
\leq (6d)^m \left( 1 + \sum_{i=1}^d \left\{ E \left[ \sup_{0 \leq t \leq 1} \frac{\tilde{W}_{s,t}^{(s,i)} - \tilde{W}_{s',t}^{s',i}}{\varepsilon(s' - s)} \right]^m \right\} + E \left[ \sup_{0 \leq t \leq 1} \frac{\tilde{W}_{s,t}^{(s,i)} - \tilde{W}_{s',t}^{s',i}}{\varepsilon(s' - s)} \right]^m \right).
$$

Then, since for every $i \in \{1, \ldots, d\}$,

$$
\left( \frac{\tilde{W}_{s,t}^{(s,i)} - \tilde{W}_{s',t}^{s',i}}{\varepsilon(s' - s)}, 0 \leq t \leq 1 \right) \text{ and } \left( \frac{W_{s,t}^{(i)} - W_{s,t}^{(i)}}{\sqrt{s' - s}}, 0 \leq t \leq 1 \right)
$$

are two standard Brownian motions starting from 0, we deduce from Barlow-Yor inequality that

$$
E\left[ \sup_{0 \leq t \leq 1} \frac{\tilde{W}_{s,t}^{(s,i)} - \tilde{W}_{s',t}^{s',i}}{\varepsilon(s' - s)} \right]^m \leq c_1^m m^{m/2}
$$

and

$$
E\left[ \sup_{0 \leq t \leq a} \frac{W_{s,t}^{(i)} - W_{s,t}^{(i)}}{\sqrt{s' - s}} \right]^m \leq E\left[ \sup_{0 \leq t \leq 1} \frac{W_{s,t}^{(i)} - W_{s,t}^{(i)}}{\sqrt{s' - s}} \right]^m \leq c_1^m m^{m/2}.
$$

Thus,

$$
E \left[ \left. \exp \left( \alpha |J_1| \right) \right| \right] = 1 + \sum_{m=1}^\infty \alpha^m E \left[ \left| N_{1}^{(i)} \right|^m \right] \leq 1 + 2d \sum_{m=1}^\infty \frac{(6da\alpha)^m (1 + c_1)^{2m} m^m}{m!},
$$

which is finite for $\alpha < \frac{1}{6d a c (1 + c_1)^2}$. Then there exist positive constants $\alpha_1$ and $C_1$ that do not depend on $h$, $a$, $s$ and $s'$ such that

$$
E \left[ \left. \exp \left( \alpha_1 |J_1| \right) \right| \right] \leq C_1.
$$

The estimation of $J_2$ follows in an analogous manner. More precisely, if we consider the martingale

$$
\left( \tilde{N}_{1}^{(i)} \right) := \int_0^t \frac{g(s, 1 - u, \tilde{W}_{s',1-u}^\varepsilon, y + W_{s',1-u}^\varepsilon - W_{s,1-u}^\varepsilon) \, du}{\sqrt{s' - s}}, t \in [0, 1]
$$

then we deduce from the Barlow-Yor inequality that there exist positive constants $\alpha_2$ and $C_2$ such that

$$
E \left[ \left. \exp \left( \alpha_2 |J_2| \right) \right| \right] = E \left[ \left. \exp \left( \alpha_2 \tilde{N}_{1}^{(i)} \right) \right| \right] \leq C_2.
$$
Next, we estimate $J_3$. Applying (3.1) and Jensen inequality, we get

$$
E \left[ \exp \left( \frac{J_3}{16 \kappa} \right) \right] \leq E \left[ \exp \left( \frac{1}{16 \kappa} \int_0^1 \frac{|g(s, 1 - t, \tilde{W}_{s,1-t}^y, W_{s',1-t}^y - W_{s,1-t}^y)Y_{s,1-t}^{(i)}}{(1 - t)^2} \right) \right] \leq E \left[ \exp \left( \frac{1}{16 \kappa} \int_0^1 \frac{|y + W_{s',1-t}^y - W_{s,1-t}^y| |Y_{s,1-t}^{(i)}}{(1 - t)^2} \right) \right] \leq \int_0^1 E \left[ \exp \left( \frac{1}{8 \kappa} \left( 1 + \frac{|W_{s',1-t}^y - W_{s,1-t}^y|}{\sqrt{s' - s}} \right) \frac{Y_{s,1-t}^{(i)}}{\sqrt{s(1 - t)}} \right) \right] dt.
$$

Moreover, by Cauchy-Schwarz inequality, we have

$$
E \left[ \exp \left( \frac{1}{8 \kappa} \left( 1 - \frac{|W_{s',1-t}^y - W_{s,1-t}^y|}{\sqrt{s' - s}} \right) \frac{Y_{s,1-t}^{(i)}}{\sqrt{s(1 - t)}} \right) \right] \leq E \left[ \exp \left( \frac{1}{16 \kappa} \left( 1 + \frac{|W_{s',1-t}^y - W_{s,1-t}^y|}{\sqrt{s' - s}} \right)^2 \frac{Y_{s,1-t}^{(i)}}{\sqrt{s(1 - t)}} \right) \right] \leq E \left[ \exp \left( \frac{1}{8 \kappa} \frac{|W_{s',1-t}^y - W_{s,1-t}^y|}{\sqrt{s' - s}} \frac{Y_{s,1-t}^{(i)}}{\sqrt{s(1 - t)}} \right) \right] \leq E \left[ \exp \left( \frac{1}{8 \kappa} \frac{|a + \varepsilon(1 - t)| \frac{|W_{s',1-t}^y - W_{s,1-t}^y|}{\sqrt{(a + \varepsilon(1 - t)) (s' - s)}} \frac{Y_{s,1-t}^{(i)}}{\sqrt{s(1 - t)}} \right) \right] \leq E \left[ \exp \left( \frac{1}{8 \kappa} \frac{|W_{s',1-t}^y - W_{s,1-t}^y|}{\sqrt{s(1 - t)}} \frac{Y_{s,1-t}^{(i)}}{\sqrt{s(1 - t)}} \right) \right].
$$

Observe that for every $t \in [0, 1]$ fixed, the random variables

$$
\frac{W_{s',1-t}^y - W_{s,1-t}^y}{\sqrt{(a + \varepsilon(1 - t)) (s' - s)}}, \quad k = 1, \ldots, d \quad \text{and} \quad \frac{Y_{s,1-t}^{(i)}}{\sqrt{s(1 - t)}}
$$

are independent and normally distributed with mean 0 and variance 1. Thus

$$
E \left[ \exp \left( \frac{1}{8 \kappa} \frac{|W_{s',1-t}^y - W_{s,1-t}^y|}{\sqrt{(a + \varepsilon(1 - t)) (s' - s)}} \frac{Y_{s,1-t}^{(i)}}{\sqrt{s(1 - t)}} \right) \right] = \exp \left( \frac{1}{4 \kappa} \sum_{k=1}^d \left[ \exp \left( \frac{1}{4 \kappa} \frac{|W_{s',1-t}^y - W_{s,1-t}^y|}{\sqrt{(a + \varepsilon(1 - t)) (s' - s)}} \right) \right] \right) \leq \exp \left( \frac{1}{4 \kappa} \sum_{k=1}^d \left[ \exp \left( \frac{1}{4 \kappa} \frac{|Y_{s,1-t}^{(i)}}{\sqrt{s(1 - t)}} \right) \right] \right) < \infty.
$$

Hence, $E \left[ \exp \left( \frac{J_3}{16 \kappa} \right) \right]$ is finite and, as a consequence, there exist positive constants $\alpha_3$ and $C_3$ (which do not depend on $a, \varepsilon, s$ and $s'$) such that $E \left[ \exp(\alpha_3 J_3) \right] \leq C_3$. This ends the proof.

**Corollary 3.2.** Let $b : [0, 1]^2 \times \mathbb{R}^d \to \mathbb{R}$ be a bounded Borel measurable function such that $\|b\|_\infty \leq 1$. Let $W^y$ be defined as in Proposition 3.7. Then for every $(a, \varepsilon) \in [0, 1] \times (0, 1)$, every $(s, s', x, x') \in [0, 1]^2 \times \mathbb{R}^d$ with $s \leq s'$
and \((s, x) \neq (s', x')\), we have

\[
\mathbb{E} \left[ \exp \left( \frac{\alpha \sqrt{s}}{|x'| - x| + \sqrt{s'} - s} \right) \int_0^1 \left\{ b(s, t, x' + W_{s', t}^\varepsilon) - b(s, t, x + W_{s, t}^\varepsilon) \right\} dt \right] \leq C,
\]

where \(\alpha\) and \(C\) are the constants in Proposition 3.2.

**Proof.** We first suppose that \(b\) is differentiable and compactly supported. By the fundamental theorem of vector calculus, we obtain

\[
\left| \int_0^1 \{ b(s, t, x' + W_{s', t}^\varepsilon) - b(s, t, x + W_{s, t}^\varepsilon) \} dt \right| \\
= \left| \int_0^1 \int_0^1 \nabla_x b(s, t, x + W_{s, t}^\varepsilon + u(x' - x + W_{s', t}^\varepsilon) \cdot (x' - x + W_{s', t}^\varepsilon - W_{s, t}^\varepsilon) du dt \right| \\
\leq \sum_{i=1}^d \int_0^1 \int_0^1 \frac{\partial b}{\partial x_i}(s, t, \tilde{W}_{s, t}^\varepsilon + W_{s, a}) + u(x' - x + W_{s', t}^\varepsilon - W_{s, t}^\varepsilon)(x'_i - x_i + W_{s', t}^\varepsilon_i - W_{s, t}^\varepsilon_i) du dt \\
\leq \sum_{i=1}^d \int_0^1 \int_0^1 \frac{\partial b}{\partial x_i}(s, t, W_{s, t}^\varepsilon + W_{s, a}, x' - x + W_{s', t}^\varepsilon - W_{s, t}^\varepsilon) du dt,
\]

where for every \(u \in [0, 1]\), \(\tilde{b}_u : [0, 1]^2 \times \mathbb{R}^d\) is the function defined by

\[
\tilde{b}_u(s, t, x, y) = z_i b(s, t, x + y + uz).
\]

Since \((\tilde{W}_{s, t}^\varepsilon, t \in [0, 1])\) and \(W_{s, a}\) are independent, it follows from Jensen inequality and (3.2) applied to the function \(g_u : (s, t, y, \zeta) \mapsto \tilde{b}_u(s, t, y + \zeta, s, t)\) that there exist positive constants \(\alpha\) and \(C\) such that

\[
\mathbb{E} \left[ \exp \left( \frac{\alpha \sqrt{s}}{|x'| - x| + \sqrt{s'} - s} \right) \int_0^1 \left\{ b(s, t, x' + W_{s', t}^\varepsilon) - b(s, t, x + W_{s, t}^\varepsilon) \right\} dt \right] \\
\leq \frac{\alpha}{d} \sum_{i=1}^d \int_0^1 \mathbb{E} \left[ \exp \left( \frac{\alpha \sqrt{s}}{|x'| - x| + \sqrt{s'} - s} \right) \int_0^1 \frac{\partial b}{\partial x_i}(s, t, \tilde{W}_{s, t}^\varepsilon + W_{s, a} W_{s', t}^\varepsilon - W_{s, t}^\varepsilon + x' - x) dt \right] du \\
\leq \frac{\alpha}{d} \sum_{i=1}^d \int_0^1 \mathbb{E} \left[ \exp \left( \frac{\alpha \sqrt{s}}{|x'| - x| + \sqrt{s'} - s} \right) \int_0^1 \frac{\partial b}{\partial x_i}(s, t, \tilde{W}_{s, t}^\varepsilon + \zeta, W_{s', t}^\varepsilon + x' - x) dt \right] d\mathbb{P}_{W_{s, a}}(d\zeta) du \\
(3.4) \quad < C.
\]

When \(b\) is not differentiable, then, since the set of compactly supported and differentiable functions is dense in \(L^\infty([0, 1]^2 \times \mathbb{R}^d)\), there exists a sequence \((b_n, n \in \mathbb{N})\) of compactly supported and differentiable functions which converges a.e. to \(b\) on \([0, 1]^2 \times \mathbb{R}^d\), and the desired result follows from the Vitali’s convergence theorem. The proof is completed. \(\square\)

**Corollary 3.3.** Let \(b : [0, 1] \times \mathbb{R}^d \to \mathbb{R}\) be a Borel measurable function such that \(|b(t, x)| \leq 1\) everywhere on \([0, 1] \times \mathbb{R}^d\). For \((s, s', x, x') \in [0, 1]^2 \times \mathbb{R}^d\) with \(s \leq s', (s, x) \neq (s', x')\), \(0 \leq a < a' \leq 1\) and \((x, x') \in \mathbb{R}^d\), define

\[
\rho(s, x; s', x') := \int_a^{a'} \{ b(t, x' + W_{s', t}^\varepsilon) - b(t, x + W_{s, t}^\varepsilon) \} dt.
\]

Then, for every \((s, s') \in [0, 1]^2\) and every \(\eta > 0\),

\[
\mathbb{P} \left( \sqrt{s} |\rho(s, x; s', x')| \geq \eta \sqrt{|x'| - x| + \sqrt{s'} - s} \right) \leq C e^{-\alpha \eta},
\]

where \(\varepsilon = a' - a\).
Proof. Use the change of variable \( v = a + \varepsilon t \) to obtain

\[
\rho(s, x; s', x') = \int_a^{a'} \{ b(v, x' + W_{s',v}) - b(v, x + W_{s,v}) \} \, dv \\
= \varepsilon \int_0^1 \{ b(a + \varepsilon t, x' + W_{s',a+\varepsilon t}) - b(a + \varepsilon t, x + W_{s,a+\varepsilon t}) \} \, dt \\
= \varepsilon \int_0^1 \{ \tilde{b}_\varepsilon(t, x' + W_{s',t}^\varepsilon) - \tilde{b}_\varepsilon(t, x + W_{s,t}^\varepsilon) \} \, dt,
\]

where \( \varepsilon = a' - a \) and \( \tilde{b}_\varepsilon : (t, x) \mapsto b(a + \varepsilon t, x) \). Hence, by (3.3) and Chebychev inequality, we have

\[
\mathbb{P} \left( \sqrt{s} |\rho(s, x; s', x')| > \eta \sqrt{\varepsilon} (|x' - x| + \sqrt{s'} - s) \right) \\
= \mathbb{P} \left( \frac{\alpha \sqrt{\varepsilon s}}{|x' - x| + \sqrt{s'} - s} \left\{ \tilde{b}_\varepsilon(t, x' + W_{s',t}^\varepsilon) - \tilde{b}_\varepsilon(t, x + W_{s,t}^\varepsilon) \right\} \right) > \eta \right) \leq Ce^{-\alpha n},
\]

The proof is completed. \( \square \)

3.2. On the regularising properties of Brownian sheet paths. For any Bounded Borel measurable function \( b : \mathbb{R}_+ \times \mathbb{R}^d \to \mathbb{R} \) such that \( |b(t, x)| \leq 1 \) everywhere, any nonnegative integers \( n, k \), we define the averaging type operator \( T^W_{I_{nk}}[b] \) defined by

\[
T^W_{I_{nk}}[b](s, x) = \int_{I_{nk}} b(t, W_{s,t} + x) \, dt, \quad \forall s \in \mathbb{R}_+,
\]

where \( I_{nk} = [k2^{-n}, (k + 1)2^{-n}] \). Define also

\[
\rho_{nk}(s, x; s', x') = T^W_{I_{nk}}[b](s', x') - T^W_{I_{nk}}[b](s, x) = \int_{I_{nk}} \{ b(t, W_{s',t}^* + x') - b(t, W_{s,t}^* + x) \} \, dt, \quad \forall (s, s') \in \mathbb{R}_+^2.
\]

The aim of this section is to provide a continuity property of the operator \( T^W_{I_{nk}}[b] \). In particular, we derive the following result which gives the modulus of continuity of \( \rho_{nk} \).

Theorem 3.4. Let \( b \) satisfy conditions of Corollary 3.3. Then there exists a subset \( \Omega_0 \) of \( \Omega \) with \( \mathbb{P}(\Omega_0) = 1 \) and a positive random constant \( C_0 \) such that

\[
|\rho_{nk}(s, x; s', x')| \leq C_0(\omega)2^{-n/2} \left[ n + \log^+ \frac{1}{|x' - x| + \sqrt{s' - s}} \right] (|x' - x| + \sqrt{s' - s})
\]

for all \( \omega \in \Omega_0 \), all \( (s, s', x, x') \in [0, 1]^2 \times [-1, 1]^d \) with \( s \leq s' \), \( (s', x') \neq (s, x) \) and all choices of integers \( n, k \) with \( n \geq 1 \), \( 0 \leq k \leq 2^n - 1 \), where \( C_0 \) does not depend on \( n, k, s \) and \( s' \).

Remark 3.5. The factor \( 1/\sqrt{s} \) on the right side of (3.6) shows that the averaging operator \( T^W_{I_{nk}}[b] \) has a singularity of order \(-1/2\) at \( s = 0 \). This is a consequence of the scaling and boundary properties of the Brownian sheet.

Corollary 3.6. Let \( b \) satisfy conditions of Corollary 3.3. There exist \( \Omega_1 \subset \Omega \) with \( \mathbb{P}(\Omega_1) = 1 \) and a positive random constant \( C_1 = C_1(\omega) \) such that

\[
|T^W_{I}(s', x') - T^W_{I}(s, x)| \leq C_1 \left[ \frac{\sqrt{|I|}}{\sqrt{s}} \left[ 1 + \log^+ \frac{1}{(|x' - x| + \sqrt{s' - s})|I|} \right] \right] (|x' - x| + \sqrt{s' - s}),
\]

for all \( \omega \in \Omega_1 \), all \( (s, s', x, x') \in [0, 1]^2 \times [-1, 1]^d \) with \( s \leq s' \), \( (s', x') \neq (s, x) \), all sub-interval \( I \) of \([0, 1]\), where \(|I|\) denotes the length of \( I \) and \( C_1 \) does not depend on \( n, k, s \) and \( s' \).

The next result follows immediately from (3.6) when \( s = s' \) by integrating with respect to \( s \) over \( I_{nk} \).
Corollary 3.7. Let b satisfy conditions of Corollary 3.3. There exist \( \Omega_2 \subset \Omega \) with \( \mathbb{P}(\Omega_2) = 1 \) and a positive random constant \( C_2 = C_2(\omega) \) such that

\[
\left| \int_{I_{n \ell}} T_{m}^{W}[b](s, x') \, ds - \int_{I_{n \ell}} T_{m}^{W}[b](s, x) \, ds \right| \leq C_2 2^{-n} \left( n + \log^+ \frac{1}{|x' - x|} \right) |x' - x|,
\]

for all \( \omega \in \Omega_2 \), all \((x, x') \in [-1, 1]^d\) and all choices of integers \( n, k, \ell \) with \( 0 \leq k, \ell \leq 2^n - 1 \).

The proof of Theorem 3.4 is done in two steps. We start by proving the when \((s, x)\) and \((s', x')\) are dyadic couples. Then the desired estimate will follow from a density property of the set of dyadic numbers and a continuity lemma.

Lemma 3.8. For every \( \varepsilon > 0 \), there exist a positive deterministic constant \( C_\varepsilon \) such that, for any \( b \) satisfying conditions of Corollary 3.3, we can find \( \Omega_\varepsilon \subset \Omega \) with \( \mathbb{P}(\Omega_\varepsilon) \geq 1 - \varepsilon/2 \) and

\[
|\rho_{nk}(s, x; s', x')| \leq \frac{C_\varepsilon 2^{-n/2}}{\sqrt{s}} \left[ n + \log^+ \frac{1}{|x' - x| + \sqrt{s'} - s} \right] (|x' - x| + \sqrt{s'} - s)
\]

for all \( \omega \in \Omega_\varepsilon \), all dyadic quadruples \((s, s', x, x') \in [0, 1]^2 \times [-1, 1]^d \) with \( s \leq s' \), \((s', x') \neq (s, x)\) and all choices of integers \( n, \delta \) with \( n \geq 1, 0 \leq \delta \leq 2^n - 1 \).

Proof. Denote by \( \mathcal{Q} \) be the set of dyadic quadruples \((s, s', x, x') \in [0, 1]^2 \times [-1, 1]^d \) such that \( s \leq s' \) and \((s, x) \neq (s', x')\). Let us define

\[
\mathcal{Q}_m = \left\{ (s, s', x, x') \in [0, 1]^2 \times [-1, 1]^d : s \leq s', (s', x') \neq (s, x) \text{ and } 4^m(s, s') \in \mathbb{N}^2 \text{ and } 2^m(x, x') \in \mathbb{Z}^d \right\}.
\]

Observe that \( \mathcal{Q}_m \) does not have more than \( 2^{4d}\sqrt{2^{6md}} \) elements and it holds \( \mathcal{Q} = \bigcup_{m \in \mathbb{N}} \mathcal{Q}_m \). For every \( n \in \mathbb{N}, \delta \in \mathcal{Q}_+ \), consider the sets

\[
\mathcal{E}_{\delta, n} = \{ \omega \in \Omega : \text{there exist } k \in \{0, 1, \ldots , 2^n - 1 \}, m \in \mathbb{N}^*, \text{ and } (s, s', x, x') \in \mathcal{Q}_m \text{ such that } \sqrt{s}\rho_{nk}(s, x; s', x')|_{(\omega)} \geq \delta(1 + n + m)2^{-n/2}(|x' - x| + \sqrt{s'} - s) \}.
\]

Then

\[
\mathcal{E}_{\delta, n} = \bigcup_{k=0}^{2^n - 1} \bigcup_{m=1}^{\infty} \bigcup_{(s, s', x, x') \in \mathcal{Q}_m} \left\{ \omega \in \Omega : \sqrt{s}\rho_{nk}(s, x; s', x')|_{(\omega)} \geq \delta(1 + n + m)2^{-n/2}(|x' - x| + \sqrt{s'} - s) \right\}.
\]

Let \( \mathcal{E}_{\delta} \) be defined as

\[
\mathcal{E}_{\delta} := \bigcup_{n=0}^{\infty} \mathcal{E}_{\delta, n}.
\]

We deduce from (3.5) that

\[
\mathbb{P}(\mathcal{E}_{\delta}) \leq \sum_{n=0}^{2^n - 1} \sum_{k=0}^{\infty} \sum_{m=0}^{\infty} \mathbb{P} \left( \sqrt{s}\rho_{nk}(s, x; s', x') \geq \delta(1 + n + m)2^{-n/2}(|x' - x| + \sqrt{s'} - s) \right) \leq C_2^{2d} \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} 2^{n\alpha_0(d)} e^{-\alpha_0(1+n+m)}.
\]

In particular for \( \delta \geq \delta_0 := \alpha^{-1}(6d + 1) \), we have

\[
(3.7) \quad \lim_{\delta \to \infty} \mathbb{P}(\mathcal{E}_{\delta}) \leq \lim_{\delta \to \infty} C_2^{2d} e^{-\alpha_0} \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} 2^{-6dn - m} \leq \lim_{\delta \to \infty} 4C_2^{2d} e^{-\alpha_0} = 0.
\]
Hence for every $\varepsilon > 0$, there exists $\delta_\varepsilon \in \mathbb{Q}_+$ such that $\mathbb{P}(\mathcal{E}_\delta_\varepsilon) < \varepsilon/2$. Choose $\Omega_\varepsilon = \Omega \setminus \mathcal{E}_\delta_\varepsilon$. Then $\mathbb{P}(\Omega_\varepsilon) = 1 - \varepsilon/2$ and for every $\omega \in \Omega_\varepsilon$, 

\[
|\rho_{nk}(s, x; s', x')(\omega)| < \frac{\delta_\varepsilon(1 + n + m)2^{-n/2}}{\sqrt{s}} \left(|x' - x| + \sqrt{s - s}\right)
\]

for all choices of $n, k, m$ and $(s, s', x, x') \in \mathcal{Q}_m$.

Now, choose any quadruple $(s, s', x, x') \in \mathcal{Q}$ and let $m$ be the smallest nonnegative integer $m$ such that $2^{-m-1} \leq |x' - x| + \sqrt{s - s}$. For $r \geq m$ and for every $i \in \{1, \ldots, d\}$, define the sequences 

\[
s_r = 1 - 4^{-r}[4^r(1 - s)], \quad s'_r = 1 - 4^{-r}[4^r(1 - s')], \quad x_{i,r} = 2^{-r}[2^r x_i] \text{ and } x'_{i,r} = 2^{-r}[2^r x'_i],
\]

where $[\cdot]$ denotes the integer part function. Observe that for every $(\alpha, \beta) \in \mathbb{R}^2$, we have $|\alpha - \beta| \leq 1 + |\alpha - \beta|$, $0 \leq [4\alpha] - 4[\alpha] \leq 3$ and $0 \leq [2\alpha] - 2[\alpha] \leq 1$, then it holds 

\[
|s_m - s'_m| \leq 2 \times 4^{-m}, \quad |x'_m - x_m| \leq \sqrt{d} 2^{1-m},
\]

and for every $r \geq m$, we obtain 

\[
|s_{r+1} - s_r| \leq 3 \times 4^{-r-1}, \quad |s'_{r+1} - s'_r| \leq 3 \times 4^{-r-1}, \quad |x_{r+1} - x_r| \leq \sqrt{d} 2^{-r-1} \text{ and } |x'_{r+1} - x'_r| \leq \sqrt{d} 2^{-r-1}.
\]

It follows from the definition of $\rho_{nk}$ that 

\[
|\rho_{nk}(s, x; s', x')(\omega)| < \frac{\delta_\varepsilon(1 + n + m)2^{-n/2}}{\sqrt{s}} \left(|x' - x| + \sqrt{s - s}\right)
\]

Moreover for every integer $q \geq m + 1$, we have 

\[
\rho_{nk}(s', x'; s'_m, x'_m) = \sum_{r=m}^{\infty} \rho_{nk}(s'_r, x'_r; s'_m, x'_m) \quad \text{and} \quad \rho_{nk}(s_m, x_m; s_q+1, x_{q+1}) = \sum_{r=m}^{\infty} \rho_{nk}(s_r, x_r; s_{r+1}, x_{r+1}),
\]

from which we deduce that 

\[
\rho_{nk}(s', x'; s'_m, x'_m) = \sum_{r=m}^{\infty} \rho_{nk}(s'_r, x'_r; s'_m, x'_m) \quad \text{and} \quad \rho_{nk}(s_m, x_m; s, x) = \sum_{r=m}^{\infty} \rho_{nk}(s_{r+1}, x_{r+1}; s_r, x_r).
\]

The above equalities come from the fact that for some integer $q \geq m + 1$, we have $s'_r = s', \quad s_r = s, \quad x_r = x$ and $x'_r = x'$ for all $r \geq q$. Using (3.8), (3.9) and the fact that $s'_r \geq s_r \geq s$ for $r \geq m$, we obtain that for every $\omega \in \Omega_\varepsilon$, 

\[
2^{n/2} |\rho_{nk}(s, x; s', x')(\omega)| \leq 2^{n/2} \left(\int_{\Omega_\varepsilon} |\rho_{nk}(s_m, x_m; s'_m, x'_m)(\omega)| \right) + \int_{\Omega_\varepsilon} |\rho_{nk}(s_{r+1}, x_{r+1}; s_r, x_r)(\omega)| + \int_{\Omega_\varepsilon} |\rho_{nk}(s'_r, x'_r; s'_{r+1}, x'_{r+1})(\omega)|
\]

\[
\leq 4\sqrt{d}\delta_\varepsilon \frac{(1 + n + m)}{\sqrt{s_m}} 2^{-m} + 4\sqrt{d}\delta_\varepsilon \sum_{r=m}^{\infty} \frac{(2 + n + r)}{\sqrt{s_{r+1}}} 2^{-r-1} + 4\sqrt{d}\delta_\varepsilon \sum_{r=m}^{\infty} \frac{(2 + n + r)}{\sqrt{s_{r+1}}} 2^{-r-1}
\]

\[
\leq 4\sqrt{d}\delta_\varepsilon \frac{(1 + n + m)}{\sqrt{s}} 2^{-m} + \frac{8\sqrt{d}\delta_\varepsilon (n + 1)}{\sqrt{s}} \sum_{r=m}^{\infty} 2^{-r-1} + \frac{8\sqrt{d}\delta_\varepsilon (n + 1)}{\sqrt{s}} \sum_{r=m}^{\infty} (r + 1) 2^{-r-1}.
\]
Using the facts that \( \sum_{r=m+1}^{\infty} 2^{-r} = 2^{-m} \), \( \sum_{r=m+1}^{\infty} r^{2^{1-r}} = (2 + m)2^{1-m} \) and \( 2^{-m-1} \leq |x' - x| + \sqrt{s'} - s < 2^{-m} \), we obtain

\[
2^{n/2} |\rho_{n,k}(s', x'; s, x)| \leq \frac{36\sqrt{d} \delta_\varepsilon (n + m + 1)}{\sqrt{s}} 2^{-m} \\
\leq \frac{108d \delta_\varepsilon}{\sqrt{s}} \left[ 1 + n + \log^+ \frac{1}{|x' - x| + \sqrt{s'} - s} \right] \left( |x' - x| + \sqrt{s'} - s \right).
\]

The result follows by taking \( C_\varepsilon = 108d \delta_\varepsilon \). \( \square \)

Subsequently, \( 1_U \) denotes the indicator function of a given Borel set \( U \) and \( |U| \) denotes the Lebesgue measure of \( U \), when there is no confusion.

**Lemma 3.9.** For all \( \varepsilon > 0 \), there exists \( \eta_\varepsilon > 0 \) such that, if \( U \subset (0,1) \times \mathbb{R}^d \) is open and satisfies \( |U| < \eta_\varepsilon \), then

\[
P\left( \left| \sqrt{s} \int_0^1 1_U(t, W_{s,t} + x) dt \right| \leq \varepsilon, \forall (s, x) \in [0,1] \times [-1,1]^d \right) \geq 1 - \varepsilon.
\]

**Proof.** For every \( n \in \mathbb{N}^* \), let

\[
O_n = \{(s, s', x, x') \in Q : |x' - x| + \sqrt{s'} - s \leq \sqrt{d} 2^{-n} \}.
\]

It follows from Lemma 3.8 that for every \( \varepsilon > 0 \), there exists a deterministic constant \( C_\varepsilon \) such that for any Borel measurable real valued function \( \varphi \) on \( [0,1] \times \mathbb{R}^d \) satisfying \( |\varphi| \leq 1 \), we can find \( \Omega_\varepsilon \) with \( P(\Omega_\varepsilon) \geq 1 - \varepsilon/2 \) and

\[
\sqrt{s} |\rho_{n,k}^{(s)}(s, x; s', x')(\omega)| = \sqrt{s} \int_{I_{n,k}} \{ \varphi(t, x' + W_{s',t}) - \varphi(t, x + W_{s,t}) \} dt \\
\leq C_\varepsilon n^{-2/3} \left( n + \log^+ \frac{1}{|x' - x| + \sqrt{s'} - s} \right) (|x' - x| + \sqrt{s'} - s)^{1/3} n^{-2/3} \leq K_\varepsilon n^{-2/3} \leq K_\varepsilon n^{-2/3}
\]

for every \( \omega \in \Omega_\varepsilon \), every \( (n, k) \in \mathbb{N}^2 \), \( 0 \leq k \leq 2^n - 1 \) and every \( (s, s', x, x') \in O_n \), where \( K_\varepsilon = 2\sqrt{d} C_\varepsilon \sup_{(s, s', x, x') \in \Omega_\varepsilon} [1 + \log^+ (1/\zeta)] 1/3 \). Now, take \( m \) such that \( K_\varepsilon \sum_{k=m}^{\infty} n^{-2/3} < \varepsilon/2 \). Let us consider the set of dyadic numbers

\[
J_m = \{ k4^{-m} : k = 0, 1, \ldots, 4^m \} \times \{-1 + \ell 2^{-m} : \ell = 0, 1, 2, \ldots, 2^{m+1} \}^d.
\]

Let \( \delta \) be small enough. Then for any bounded Borel measurable function \( \varphi : [0,1] \times \mathbb{R}^d \to \mathbb{R} \) such that \( \|\varphi\|_{L^\infty([0,1] \times \mathbb{R}^d)} < \delta \), it holds that

\[
P\left( \left| \int_{I_{n,k}} \sqrt{s} \varphi(t, x + W_{s,t}) dt \right| \geq \frac{\varepsilon}{2^{m+2}} \right) \leq \frac{\varepsilon}{2^{m+1} \#(J_m)}
\]
for some \( k \) and \( (s, x) \in \mathcal{J}_m \), where \( \#(\mathcal{J}_m) \) denotes the number of elements in \( \mathcal{J}_m \). Indeed, if we set \( g(s, t, y) = (2\pi st)^{-d/2}e^{-|y|^2/2st} \), then by Markov inequality and H"older inequality, we have

\[
P\left( \left| \int_{I_{mk}} \sqrt{s} \varphi(t, x + W_{s,t}) dt \right| \geq \frac{\varepsilon}{2m+2} \right) \\
\leq (2^{m+2}/\varepsilon) \mathbb{E} \left[ \left| \int_{I_{mk}} \sqrt{s} \varphi(t, x + W_{s,t}) dt \right| \right] \\
\leq (2^{m+2} \sqrt{s}/\varepsilon) \int_0^1 \int_{\mathbb{R}^d} |\varphi(t, x + y)| g(s, t, y) dy dt \\
\leq (2^{m+2} \sqrt{s}/\varepsilon) \left( \int_0^1 \int_{\mathbb{R}^d} |\varphi(t, x + y)|^2 dy dt \right)^{\frac{1}{2}} \left( \int_0^1 \int_{\mathbb{R}^d} g(s, t, y)^{\frac{2d}{2d-1}} dy dt \right)^{1-\frac{1}{2d}} \\
\leq (2^{m+2} c(d)/\varepsilon) \| \varphi \|_{L^{2d}([0,1] \times \mathbb{R}^d)} \leq (2^{m+2} c(d)/\varepsilon) \delta,
\]

since \( \int_{\mathbb{R}^d} g(s, t, y)^{\frac{2d}{2d-1}} dy = c(d)/(s) \), where \( c(d) \) is a constant that depends on \( d \).

Hence, it suffices to take \( \delta \) such that \( \delta < \varepsilon^2 2^{-m-3}/(2m+2) \#(\mathcal{J}_m) \delta \) to get the above claim. Therefore, we have

\[
P\left( \left| \int_{I_{mk}} \sqrt{s} \varphi(t, x + W_{s,t}) dt \right| < \frac{\varepsilon}{2m+2}, \forall k \in \{0,1,\ldots,2^m-1\}, \forall (s, x) \in \mathcal{J}_m \right) \leq 1 - \varepsilon/2.
\]

Let \( U \subset [0,1] \times \mathbb{R}^d \) be an open set such that \( |U| < \eta := \delta^2 \) and consider a non-decreasing sequence \( (\varphi_r)_{r \in \mathbb{N}} \) of continuous nonnegative functions on \( [0,1] \times \mathbb{R}^d \) that converges pointwise to \( 1_U \). Observe that for every \( r \in \mathbb{N} \), \( \|\varphi_r\|_{L^{2d}([0,1] \times \mathbb{R}^d)} < \delta \) since \( 0 \leq \varphi_r \leq 1 \). Let \( r \in \mathbb{N} \) and define the events \( A_r \) and \( B_r \) by

\[
A_r := \left\{ \left| \int_{I_{mk}} \sqrt{s} \varphi_r(t, x + W_{s,t}) dt \right| < \frac{\varepsilon}{2m+2}, \forall k, \forall (s, x) \in \mathcal{J}_m \right\}
\]

and

\[
B_r := \left\{ \int_{I_{mk}} \sqrt{s} \left| \varphi_r(t, x' + W_{s,t}) - \varphi_r(t, x + W_{s,t}) \right| dt \leq K \varepsilon n 2^{-7n/6}, \forall n \in \mathbb{N}^+, \forall k, \forall (s, s', x, x') \in \mathcal{O}_n \right\}.
\]

Then \( P(A_r) \geq 1 - \varepsilon/2, P(B_r) \geq 1 - \varepsilon/2, P(A_r \cap B_r) \geq 1 - \varepsilon \) and for any \( \omega \in A_r \cap B_r \),

\[
\left| \int_0^1 \sqrt{s} \varphi_r(t, x + W_{s,t})(\omega) dt \right| \leq \sum_{k=0}^{2^m-1} \left| \int_{I_{mk}} \sqrt{s} \varphi_r(t, x + W_{s,t})(\omega) dt \right| < \varepsilon/2, \quad \forall (s, x) \in \mathcal{J}_m,
\]

and

\[
\left| \int_0^1 \sqrt{s} \{ \varphi_r(t, x' + W_{s,t}) - \varphi_r(t, x + W_{s,t}) \}(\omega) dt \right| \\
\leq \sum_{k=0}^{2^m-1} \left| \int_{I_{mk}} \sqrt{s} \{ \varphi_r(t, x' + W_{s,t}) - \varphi_r(t, x + W_{s,t}) \}(\omega) dt \right| \leq K \varepsilon n 2^{-n/6}, \quad \forall (s, s', x, x') \in \mathcal{O}_n.
\]

For a fixed \( s \in [0,1] \), let \( (s_n, n \in \mathbb{N}) \) and \( (x_n, n \in \mathbb{N}) \) be given respectively by \( s_n = 1 - 4^{-n}[4^n(1 - s)] \) and \( x_{i,n} = 2^{-n}[2^n x_i] \) for every \( i \in \{1, \ldots, d\} \) and \( n \in \mathbb{N} \). Since \( (s_m, x_m) \in \mathcal{J}_m \), \( (s_{n+1}, s_n, x_n, x_{n+1}) \in \mathcal{O}_n \) and \( s_n \geq s \),
we deduce from (3.10) and (3.11) that for any \( \omega \in A_r \cap B_r \),
\[
\left| \sqrt{s} \int_0^1 \varphi_r(t, x + W_{s,t})(\omega)dt \right|
\leq \sqrt{s} \left| \int_0^1 \varphi_r(t, x_m + W_{s_m,t})(\omega)dt \right| + \sum_{n=m}^{\infty} \sqrt{s} \left| \int_0^1 \{ \varphi_r(t, x_{n+1} + W_{s_{n+1},t}) - \varphi_r(t, x_n + W_{s_n,t}) \}(\omega)dt \right|
\leq \sqrt{s_m} \left| \int_0^1 \varphi_r(t, x_m + W_{s_m,t})(\omega)dt \right| + \sum_{n=m}^{\infty} \sqrt{s_{n+1}} \left| \int_0^1 \{ \varphi_r(t, x_{n+1} + W_{s_{n+1},t}) - \varphi_r(t, x_n + W_{s_n,t}) \}(\omega)dt \right|
\leq \varepsilon/2 + K \varepsilon \sum_{n=m}^{\infty} n2^{-n/6} \leq \varepsilon/2 + \varepsilon/2 = \varepsilon.
\]
Define the set \( D_r \) by
\[
D_r := \left\{ \omega \in \Omega : \sqrt{s} \int_0^1 \varphi_r(t, x + W_{s,t})(\omega)dt \leq \varepsilon, \forall (s, x) \in [0, 1] \times [-1, 1]^d \right\}.
\]
Then, one sees that \( A_r \cap B_r \subset D_r \) and thus \( \mathbb{P}(D_r) \geq 1 - \varepsilon \). We set \( D = \bigcap_{r \in \mathbb{N}} D_r \). Since \( (\varphi_r)_{r \in \mathbb{N}} \) is non-decreasing, \( (D_r)_{r \in \mathbb{N}} \) is non-increasing and as a consequence, \( \mathbb{P}(D) \geq 1 - \varepsilon \). Moreover, by the Beppo-Levy theorem
\[
\lim_{r \to \infty} \sqrt{s} \int_0^1 \varphi_r(t, x + W_{s,t})dt = \sqrt{s} \int_0^1 1_U(t, x + W_{s,t})dt
\]
and then
\[
D \subset \left\{ \omega \in \Omega : \sqrt{s} \int_0^1 1_U(t, x + W_{s,t})dt \leq \varepsilon, \forall (s, x) \in [0, 1] \times [-1, 1]^d \right\},
\]
which yields the desired result. \( \square \)

The next result shows that the two-parameter Wiener process regularises the averaging operator \( T^W_{[0,1]}[b] \) for any bounded Borel measurable function \( b \).

**Lemma 3.10.** Let \( b \) satisfy conditions of Corollary 3.3 and let \((s_n, x_n)_{n \in \mathbb{N}}\) be a sequence in \([0, 1] \times [-1, 1]^d \) that converges to \((s, x)\), where \( s > 0 \). Then
\[
(3.12) \quad \lim_{n \to \infty} \int_0^1 b(t, x_n + W_{s_n,t})dt = \int_0^1 b(t, x + W_{s,t})dt, \quad \mathbb{P}\text{-a.s.}
\]

**Remark 3.11.** Notice that the above result which is key to prove the regularisation by noise is not valid if one replaces the Brownian sheet by any two dimensional continuous function. For example, consider the function \( w : [0, 1]^2 \to \mathbb{R} \) defined by
\[
w(s, t) = \begin{cases} 
1 - \exp \left( -\frac{1}{t(1-s)} \right) & \text{if } (s, t) \in [0, 1] \times [0, 1], \\
1 & \text{otherwise}.
\end{cases}
\]
Then \( w \) is continuous. Let \( b \) be the usual integer part function on \([0, 1]\) and consider the sequence \((s_n, n \in \mathbb{N})\) defined by \( s_n = 1 - 1/n \). Then \( \lim_{n \to \infty} s_n = 1 \) and
\[
\lim_{n \to \infty} \int_0^1 b(w(s_n,t))dt = 0 \neq 1 = \int_0^1 b(w(1,t))dt.
\]

**Proof of Lemma 3.10.** For every \( r \in \mathbb{N} \), set \( \varepsilon_r = 2^{-r} \) and consider the corresponding \( \eta_r := \eta_{\varepsilon_r} \) of Lemma 3.9. By Lusin’s theorem applied to each \( r \in \mathbb{N} \), we can find a function \( b_r \in C_b([0, 1] \times \mathbb{R}^d) \) and an open set \( U_r \subset [0, 1] \times \mathbb{R}^d \) such that
\[
\|b_r\|_\infty \leq 1, \quad |U_r| \leq \eta_r, \quad b_r(t, x) = b(t, x) \quad \text{for all } (t, x) \notin U_r.
\]
By Lemma 3.8 there exists a subset $\Omega_r$ of $\Omega$ with $P(\Omega_r) \geq 1 - \varepsilon_r$ such that for any $(s, x) \in [0, 1] \times [-1, 1]^d$,
\[
\int_0^1 1_{U_r}(t, x + W_{s,t})dt \leq \frac{\varepsilon_r}{\sqrt{s}}, \text{ on } \Omega_r.
\]

Next, observe that for any $r \in \mathbb{N}$,
\[
\int_0^1 b(t, x + W_{s,t})dt = \int_0^1 b1_{U_r}(t, x + W_{s,t})dt + \int_0^1 b1_{U_r^c}(t, x + W_{s,t})dt
\]
and
\[
\int_0^1 b_r(t, x + W_{s,t})dt = \int_0^1 b_r1_{U_r}(t, x + W_{s,t})dt + \int_0^1 b_r1_{U_r^c}(t, x + W_{s,t})dt,
\]
where $U_r^c = ([0, 1] \times \mathbb{R}^d) \setminus U_r$. Hence, we have
\[
\int_0^1 b_r(t, x + W_{s,t})dt - 2\int_0^1 1_{U_r}(t, x + W_{s,t})dt \leq \int_0^1 b(t, x + W_{s,t})dt
\]
\[
(3.13) \quad \leq \int_0^1 b_r(t, x + W_{s,t})dt + 2\int_0^1 1_{U_r}(t, x + W_{s,t})dt.
\]

Now, let $(s_n, x_n)_{n \in \mathbb{N}}$ be a sequence in $[0, 1] \times [-1, 1]^d$ that converges to $(s, x)$. We deduce from (3.13) that, on $\Omega_r$,
\[
\int_0^1 b(t, x + W_{s,t})dt - \frac{4\varepsilon_r}{\sqrt{s}} \leq \int_0^1 b_r(t, x + W_{s,t})dt - \frac{2\varepsilon_r}{\sqrt{s}} \leq \liminf_{n \to +\infty} \int_0^1 b(t, x_n + W_{s_n,t})dt
\]
and
\[
\int_0^1 b(t, x + W_{s,t})dt + \frac{4\varepsilon_r}{\sqrt{s}} \geq \int_0^1 b_r(t, x + W_{s,t})dt + \frac{2\varepsilon_r}{\sqrt{s}} \geq \limsup_{n \to +\infty} \int_0^1 b(t, x_n + W_{s_n,t})dt.
\]

Define
\[
\Omega_\infty := \liminf_{r \to \infty} \Omega_r = \bigcup_{q=1}^{\infty} \bigcap_{r=q}^{\infty} \Omega_r.
\]
Then since $P(\Omega_r) \geq 1 - \varepsilon_r$ and $\sum_{r=1}^{\infty} \varepsilon_r = 1$, it follows from the Borel-Cantelli lemma that $P(\Omega_\infty) = 1$. Moreover, on $\Omega_\infty$, one has
\[
\limsup_{n \to +\infty} \int_0^1 b(t, x_n + W_{s_n,t})dt \leq \int_0^1 b(t, x + W_{s,t})dt \leq \liminf_{n \to +\infty} \int_0^1 b(t, x_n + W_{s_n,t})dt.
\]
This completes the proof.

Proof of Theorem 3.4 We deduce from Lemma 3.8 that for every $r \in \mathbb{N}$, there exist a positive deterministic constant $C_r$ such that for any Borel measurable function $b$ satisfying conditions of Corollary 3.3 one can find $\mathcal{N}_r \subset \Omega$ with $P(\mathcal{N}_r) < 2^{-r-1}$ and
\[
\rho_{nk}(s, x; s', x')(\omega) \leq \frac{C_r2^{-n/2}}{\sqrt{s}} \left[n + \log^+ \frac{1}{|x' - x| + \sqrt{s' - s}} \right] \left(|x' - x| + \sqrt{s' - s} \right),
\]
for every $\omega \in \Omega \setminus \mathcal{N}_r$, every $(n, k) \in \mathbb{N}^2$, $0 \leq k \leq 2^n - 1$ and every $(s, s', x, x') \in \mathcal{Q}$. We define
\[
\mathcal{N}_\infty = \limsup_{r \to \infty} \mathcal{N}_r = \bigcap_{r=1}^{\infty} \bigcup_{\ell=r}^{\infty} \mathcal{N}_\ell.
\]
Since $\sum_{r=0}^{\infty} \mathbb{P}(\mathcal{N}_r) < 1$, then $\mathbb{P}(\mathcal{N}_\infty) = 0$ and for any $\omega \in \Omega_2 = \Omega \setminus \mathcal{N}_\infty$, there exist $r_\omega \in \mathbb{N}$ such that $\omega \in \Omega \setminus \mathcal{N}_{r_\omega}$, for all $\ell \geq r_\omega$. In particular for a given Borel measurable function $b$ satisfying conditions of Corollary 3.3

$$\rho_{nk}(s, x; s', x') (\omega) \leq \frac{C_r 2^{-n/2}}{\sqrt{s}} \left[ n + \log^+ \left( \frac{1}{|x' - x| + \sqrt{s'} - s} \right) \right] (|x' - x| + \sqrt{s'} - s)$$

for every $\omega \in \Omega_2$, every $(s, s', x, x') \in \mathcal{Q}$ and every $(n, k) \in \mathbb{N}^2$, $0 \leq k \leq 2^n - 1$. Now, fix $\omega \in \Omega_2$, $n \in \mathbb{N}$, $k \in \{0, 1, \cdots, 2^n - 1\}$, $(s, s', x, x') \in [0, 1]^2 \times [-1, 1]^d$ with $s \leq s'$, $(s, x) \neq (s', x')$. Let $(s_q, x_q)_{q \in \mathbb{N}}$ (respectively $(s'_q, x'_q, q \in \mathbb{N})$) be a sequence of dyadic numbers in $[0, 1] \times [-1, 1]^d$ that converges to $(s, x)$ (respectively $(s', x')$). Suppose without loss of generality that for every $q \in \mathbb{N}$, $0 < s < s_{q+1}$ and $s'_{q+1} < s'_q$. Using (3.14), we have

$$\rho_{nk}(s_q, x_q; s'_q, x'_q)(\omega) \leq \frac{C_r 2^{-n/2}}{\sqrt{s_q}} \left[ n + \log^+ \left( \frac{1}{|x'_q - x_q| + \sqrt{s'_q} - s_q} \right) \right] (|x'_q - x_q| + \sqrt{s'_q} - s_q)$$

for any $q \in \mathbb{N}$, any $\omega \in \Omega_2$, any $b$ and any $(n, k)$. We deduce from Lemma 3.10 that there also exists $\Omega_\infty \subset \Omega$ with $\mathbb{P}(\Omega_\infty) = 1$ such that for any $\omega \in \Omega_\infty$, $\lim_{q \to \infty} \rho_{nk}(s_q, x_q; s'_q, x'_q)(\omega) = \rho_{nk}(s, x; s', x')(\omega)$.

Hence for any $\omega \in \Omega_0 = \Omega_2 \cap \Omega_\infty$, $\rho_{nk}(s, x; s', x')(\omega) = \lim_{q \to \infty} \rho_{nk}(s_q, x_q; s'_q, x'_q)(\omega)$

$$\leq \lim_{q \to \infty} \frac{C_r 2^{-n/2}}{\sqrt{s}} \left[ n + \log^+ \left( \frac{1}{|x'_q - x_q| + \sqrt{s'_q} - s_q} \right) \right] (|x'_q - x_q| + \sqrt{s'_q} - s_q)$$

$$= \frac{C_r 2^{-n/2}}{\sqrt{s}} \left[ n + \log^+ \left( \frac{1}{|x' - x| + \sqrt{s'} - s} \right) \right] (|x' - x| + \sqrt{s'} - s).$$

The proof is then completed by taking $C_0(\omega) = C_r$, since $\mathbb{P}(\Omega_0) = 1$. □

Proof of Corollary 3.4. Let $I = (a, a')$, with $0 \leq a < a' \leq 1$. For every $\gamma \in [0, 1]$, set $T^W_{[0, \gamma]} = T^W_{[0, \gamma]}$. Suppose first that $(a, a')$ is a couple of dyadic numbers. Let $n$ be the smallest non-negative integer such that $2^{-n-1} \leq |a' - a|$. For every $\ell \geq n$, choose $a_\ell$ (respectively $a'_\ell$) to minimise $|a - a_\ell|$ (respectively $|a' - a'_\ell|$) under the constraint $2^\ell a_\ell \in \mathbb{Z}$ (respectively $2^\ell a'_\ell \in \mathbb{Z}$). Then $(a_n, a'_n)$ is a couple of real numbers that are either equal or dyadic neighbours. A similar assertion is valid for $(a_\ell, a_{\ell+1})$ and $(a'_\ell, a'_{\ell+1})$. Since $(a_\ell, \ell \geq n)$ (respectively $(a'_\ell, \ell \geq n)$) converges to $a$ (respectively $a'$) as $\ell$ goes to infinity, we have

$$|T^W_I(b)(s', x') - T^W_I(b)(s, x)| = |T^W_a(b)(s', x') - T^W_a(b)(s, x) - T^W_{a_n}(b)(s', x') + T^W_{a_n}(b)(s, x)|$$

$$\leq \left| T^W_{a_n}(b)(s', x') - T^W_{a_n}(b)(s, x) \right| + \left| T^W_{a_n}(b)(s', x') - T^W_{s+1}(b)(s', x') \right| + \left| T^W_{s+1}(b)(s, x) \right|$$

$$\leq \sum_{\ell=n}^{\infty} \left| T^W_{a_\ell}(b)(s', x') - T^W_{a_\ell}(b)(s, x) - T^W_{s+1}(b)(s', x') + T^W_{s+1}(b)(s, x) \right|$$

$$\leq \sum_{\ell=n}^{\infty} \left| T^W_{a_\ell}(b)(s', x') - T^W_{s+1}(b)(s', x') \right| + \left| T^W_{s+1}(b)(s, x) \right| \leq C_0 2^{-n/2} \left[ n + \log^+ \left( \frac{1}{|x' - x| + \sqrt{s'} - s} \right) \right] (|x' - x| + \sqrt{s'} - s).
and, for every $\ell \geq n$,
\[
|T^W_{a^c_i}[b](s', x') - T^W_{a^c_i}[b](s, x) - T^W_{a^c_{i+1}}[b](s', x') + T^W_{a^c_{i+1}}[b](s, x)|
\leq C_0 2^{-(\ell+1)/2} \sqrt{s} \left[ \ell + 1 + \log^+ \frac{1}{|x' - x| + \sqrt{s' - s}} \right] \left( |x' - x| + \sqrt{s' - s} \right)
\]
and
\[
|T^W_{a^c_i}[b](s', x') - T^W_{a^c_i}[b](s, x) - T^W_{a^c_{i+1}}[b](s', x') + T^W_{a^c_{i+1}}[b](s, x)|
\leq C_0 2^{-(\ell+1)/2} \sqrt{s} \left[ \ell + 1 + \log^+ \frac{1}{|x' - x| + \sqrt{s' - s}} \right] \left( |x' - x| + \sqrt{s' - s} \right).
\]
Thus, as $\sum_{\ell=n+1}^{\infty} 2^{-\ell/2} = (\sqrt{2} + 1)2^{-n/2}$ and $\sum_{\ell=n+1}^{\infty} (\ell + 1)2^{-\ell/2} = (\sqrt{2} + 1)(3 + \sqrt{2} + n)2^{-n/2}$
\[
|T^W_{a^c_i}[b](s', x') - T^W_{a^c_i}[b](s, x)|
\leq C_0 2^{-n/2} \sqrt{s} \left[ n + \log^+ \frac{1}{|x' - x| + \sqrt{s' - s}} \right] \left( |x' - x| + \sqrt{s' - s} \right)
+ \frac{2C_0}{\sqrt{s}} \left( |x' - x| + \sqrt{s' - s} \right) \sum_{\ell=n}^{\infty} 2^{-(\ell+1)/2} \left[ \ell + 1 + \log^+ \frac{1}{|x' - x| + \sqrt{s' - s}} \right]
\leq \frac{31C_02^{-n/2}}{\sqrt{s}} \left[ 1 + n + \log^+ \frac{1}{|x' - x| + \sqrt{s' - s}} \right] \left( |x' - x| + \sqrt{s' - s} \right)
\leq \frac{64C_0\sqrt{|a' - a|}}{\sqrt{s}} \left[ 1 + \log^+ \frac{1}{a' - a} + \log^+ \frac{1}{|x' - x| + \sqrt{s' - s}} \right] \left( |x' - x| + \sqrt{s' - s} \right) \left( |x' - x| + \sqrt{s' - s} \right).
\]
The desired inequality follows by taking $C_1 = 64C_0$. The result in the general case follows from the continuity of the map $\gamma \mapsto T^W_{\gamma}[b]$. \hfill \qed
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