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Super cooled liquids display increasingly heterogeneous dynamics as temperature is lowered towards the glass transition ($T_g$). A hallmark of this dynamical heterogeneity is the spontaneous emergence of cooperative rearranging regions (CRRs) composed of fast moving particles. While these CRRs in passive glass formers have been explored in great detail, thus understanding is severely limited in active glass formers. The existing consensus on the morphology of CRRs in a passive glass former prioritizes its fast subsets, composed of fast moving particles. In the present study, we focus on a synthetic athermal active glass former and show an equal contribution for the morphology of CRRs from slow subsets as well. Both these subsets exhibit an exponential distribution in their structure which strongly correlates with the existence of CRRs. Interestingly, we also observe that the fractal dimensions ($d_f$) of these subsets share both string and compact like morphology that tends to vary in opposite fashion with the control parameters, namely the persistent time ($\tau_p$) and the effective temperature ($T_{\text{eff}}$). The fractal dimension $d_f$ measures the roughness or put simply the compactness of fractal objects at their boundaries. For a compact object, the molecules at boundary experience more inward pull than the object for which boundary is comparatively rough. Thus surface tension is more for a compact structure whereas it is less for a rough structure. More precisely, molecules are loosely bound in a structure for which boundary is rough and thereby this condition facilitates its structural change in terms of size and shape. It is also a fact that any structural change is a signature of relaxation dynamics in the context of glass forming liquids. Thus, in the present study, we observe a change in $d_f$ with $T_{\text{eff}}$ and $\tau_p$ from the insights of morphology variation that causes structural change, both in the BD limit and non-equilibrium limit.

I. Introduction

The concept of cooperative motion of particles [1 2] is often invoked in the context of glassy systems where particles exhibit increasingly sluggish dynamics in liquids as the temperature is lowered [3]. This heuristic concept was proposed by Adam and Gibbs [1] in the model of super cooled liquids where relaxation occurs via ‘cooperatively rearranging regions’ (CRRs) that grow in size as temperature is lowered. In the context of passive as well as active driven glassy system, dynamical heterogeneity and concomitant growing length scales are obvious. Past decades of research in experiments [4 5], simulations [6 7] suggest the presence of spatiotemporal heterogeneity where different regions with different mobility relax in different time scales. Elucidating the structure and size of these dynamical heterogeneous regions give rise the concept of different growing length scales, whereas the morphology of such regions is accompanied by string-like cooperative motion [8] in the fast subsets for well studied Lennard-Jones (LJ-3D) systems, often treated as a good model for understanding CRRs [7]. It is also worthy to mention that these regions can also be compact as originally predicted [1 9]. The shape of these CRRs also depend on the nature of the interaction potential [10–12, 13–15] between the particles, such as repulsive or attractive potential [16] and control the macroscopic properties of glassy systems [17–18]. In our earlier study [19], we presented growing dynamical length scale ($\xi$) and relaxation dynamics of an athermal active glass former. Here, in this paper, we describe the structures of slow and fast moving regions and the notion of fractal dimensions for a synthetic athermal active glass former such as active Ornstein-Uhlenbeck (AOU) type, where persistent propulsion time ($\tau_p$) plays an important role quantitatively as well as qualitatively compared to its passive part.

In order to discuss in detail, we present our paper in the following sections. Section (I) discusses the introduction and necessary background of the subject. Section (II) presents the minimal model and numerical algorithm used in our work to describe an athermal active glass former. Section (III) describes the context and need for cluster substructure analysis. Section (IV) mentions our results, observations, analysis and finally in Section (V), we present future directions obtained from our work. Here we describe numerical model as well as algorithm used for cluster substructure analysis.

II. The athermal active Ornstein-Uhlenbeck model.

The sluggish dynamics of super cooled liquids over observed time scales in the glass transition context is often mentioned as glassy dynamics. This feature is not observed only in the super cooled liquids exhibiting glass transition, but also in some other colloidal systems, complex fluids, driven active matter, biological systems.
such as bacterial suspension, migrating cells (often mentioned as living active matter) etc. under high dense conditions. The models used for the description of such active matter systems need the inclusion of noise in the governing equations to capture the stochastic nature of such systems. Hence the macroscopic as well as microscopic properties of such systems qualitatively depend on the nature of the noise used in the model to describe such systems.

In our analysis we use an athermal Ornstein-Uhlenbeck equation of motion, where particles are self-propelled with respect to the propulsion time and over damped due to high viscosity of the medium. The model is athermal as there is no explicit presence of thermal noise due to high viscosity of the medium. The model is exponentially decaying auto correlation function given by

\[ \langle f_{i\alpha}(t)f_{j\beta}(t') \rangle_{\text{noise}} = \left( \frac{m\gamma k_B T_{\text{eff}}}{\tau_p} \right) \delta_{\alpha\beta} e^{-|t-t'|/\tau_p} \]  

(2)

where \( \alpha, \beta \) refer different vector components of this propulsion force and \( i, j \) are used to denote particle labels. We take Gaussian white noise \( \eta_i \) of zero mean and unit variance and is denoted by

\[ \langle \eta_{i\alpha}(t)\eta_{j\beta}(t') \rangle_{\text{noise}} = \delta_{\alpha\beta} \delta(t-t') \]  

(3)

where angular brackets \( \langle \cdots \rangle \) denote average in the distribution of noise. The particles interact through the Lennard-Jones potential,

\[
\phi(r_{ij}) = \begin{cases} 
4\epsilon_{ij} \left[ \left( \frac{\sigma_{ij}}{r_{ij}} \right)^{12} - \left( \frac{\sigma_{ij}}{r_{ij}} \right)^6 \right] & 0 < r_{ij} \leq r_m \\
\epsilon_{ij} \left[ A \left( \frac{\sigma_{ij}}{r_{ij}} \right)^{12} - B \left( \frac{\sigma_{ij}}{r_{ij}} \right)^6 \right] + \sum_{p=0}^{3} C_p \left( \frac{r_{ij}}{\sigma_{ij}} \right)^{2p} & r_m < r_{ij} \leq r_c \\
0 & r > r_c 
\end{cases}
\]

(4)

where \( r_m \) and \( r_c \) are the inner and outer cut-off distances. The values of these distances and other details are mentioned in our earlier work [14]. Here also we use the same Kob-Andersen (KA) binary glass former [24, 25] where the ratio of large \( L \) to small \( S \) particles is kept 80:20. We took \( \epsilon_{LL}, \sigma_{LL} \) and \( \sqrt{m\sigma_{LL}^2/\epsilon_{LL}} \) as the units of energy, length and time, respectively. In these units, the potential parameters become \( \epsilon_{SS} = 0.5, \epsilon_{LS} = 1.5, \sigma_{SS} = 0.88, \) and \( \sigma_{LS} = 0.80 \). We have employed a two-dimensional (2D) periodic box having dimension 91.287093 with 10000 particles and density \( \rho = 1.2 \) that gives us a large enough system size required for cluster substructure analysis associated with growing length scales. We induce the system with moderate range of activity via propulsion time \( \tau_p \), ranges from 0.0002 (Brownian dynamics limit or effective equilibrium limit) to a non-equilibrium limit 1.0. We have used stochastic velocity Verlet algorithm [26] with a time anonymously correlated colored noise in the governing equation which is absent in our case. Hence, AOU dynamics is under such a situation where thermal noise for the environment of microswimmers is not considered [20]. This model stems from the experimental observations where diffusion due to the thermal noise is negligible compared to that due to self-propulsion. This model is applicable for the complex microswimmers such as E.Coli [21], protozoa [22], living tissues [23]. Hence there is an additional degree of freedom, namely the self-propulsion. The time correlation of self-propulsion forces \( \bf{f}_i \) follow an exponentially decaying auto correlation function given by

\[
\langle f_{i\alpha}(t)f_{j\beta}(t') \rangle_{\text{noise}} = \left( \frac{m\gamma k_B T_{\text{eff}}}{\tau_p} \right) \delta_{\alpha\beta} e^{-|t-t'|/\tau_p} 
\]

where angular brackets \( \langle \cdots \rangle \) denote average in the distribution of noise. The particles interact through the Lennard-Jones potential.

III. Dynamical length scale and the corresponding cluster substructures

The growing dynamical length scale for an athermal active glass former was already extracted in the literature [14]. The effect of \( \tau_p \) as well as \( T_{\text{eff}} \) on this length scale was estimated and it has been seen that size of the clusters obtained from slow moving subsets predicts the size of growing length scale (not shown here) obtained from a four-point structure factor,
\[ S_4(q; t) = \frac{1}{N} \left( \langle Q(q; t)Q(-q; t) \rangle - |\langle Q(q; t) \rangle|^2 \right) \quad (5) \]

where \( Q(q; t) \) is defined as the Fourier transform,

\[ Q(q; t) = \sum_n w_n(t) \exp [-i \mathbf{q} \cdot \mathbf{r}_n(0)], \quad (6) \]

of the microscopic overlap function,

\[ w_n(t) = \Theta[a - |\mathbf{r}_n(t) - \mathbf{r}_n(0)|] \quad (7) \]

Here \( \Theta(x) \) is the Heaviside step function and \( \mathbf{r}_n(t) \) is the position of \( n \)-th particle at time \( t \). This function helps to filter out the particles that do not move farther than a specified distance \( a \), during a time interval \( t \) and hence considered as ‘slow subsets’ while the rest of them form ‘fast subsets’. The value of \( a \) corresponds to the plateau value of the mean squared displacement (MSD) at all temperatures (not shown here). For quasi-2D active glassy system, \( a = 0.2 \) in the moderate regime of activity where we observe a plateau like behaviour in the mean-squared displacement of self-propelled particles. We show velocity distribution (Fig. 1) for all the particles at a fixed \( T_{\text{eff}} = 0.35 \) and for various \( \tau_p \). We can see that particles become slow as \( \tau_p \) increases from BD limit.

It has been mentioned in the literature that formation and relaxation of CRRs occur via fast subsets. But exploration of the same effect is limited in slow subsets. Hence it is our motivation to observe the cluster substructures not only for fast subsets, but for slow subsets as well.

IV. Results and Discussion

A. Cluster substructure analysis through a density based spatial clustering algorithm

There are various clustering algorithms in literature. However, here we use density based spatial clustering algorithm with the application of noise \([27, 28]\) to analyze cluster substructures due to their relevance in the present context. According to this protocol, one needs to take a nearest neighbor distance (\( \epsilon \)-neighbor) for finding neighbors of a given particle. The associated cluster will be formed by all those particles which are \( \epsilon \) neighbors to each other. Once a particular cluster is formed for a starting reference particle, often mentioned as ‘node’, we proceed to find next cluster arising from next node. This procedure follows until all the nodes are covered in a given snapshot. The minimum number of points required to construct a cluster is 2. Hence, we get clusters of different particles, for example, 2-particle, 3-particle, 4-particle, etc. Also, some particles do not participate in cluster formation and remain as ‘single isolated’ particles.

Here in glassy dynamics context, we generally take position of the first peak of radial distribution function \( g(r) \) as \( \epsilon \)-neighbour. We see (Fig. 2) this position is \( r \approx 0.83 \) for all particles present in the system. The value remains same for all \( T_{\text{eff}} \) and \( \tau_p \) explored in this 2D active glass, only peak height differs for different activity. In Fig. 3, we show radial distribution function for full system for a given representative state \((T_{\text{eff}}, \tau_p)\).

We take those snapshots at a time when the dynamics is mostly heterogeneous. For glass transition perspective, this usually happens at \( \alpha \)-relaxation time \((\tau_\alpha)\). Thus we take various snapshots for various initial configurations at \( \tau_\alpha \) and averaged over all these initial configurations to obtain the final cluster-particle distribution for a given \( T_{\text{eff}} \) and \( \tau_p \) for both fast and slow-subsets.

The Fig. 2 shows an example of few particle substructures for a given state \( T_{\text{eff}} = 0.35, \tau_p = 1.0 \). Once we get various particle structures, we see their frequency of occurrence for a given state \((T_{\text{eff}}, \tau_p)\) via histogram (not shown here). Depending on the \( \epsilon \) cut-off distance for a given system, small particle structures appear frequently compared to the larger one for each snapshot taken during measurements. We then plot probability distribution for cluster structure length. Here ‘length’...
FIG. 2. The position of first peak for $g(r)$ for all particles comes at around $r \approx 0.83$ for $T_{\text{eff}} = 0.35$ and $\tau_p = 1.0$. The position of the first peak remains the same for all other parameters explored; only peak height differs. Hence we used this position as the epsilon neighbor ($\epsilon$) and considered the same for both fast and slow subsets.

refers to the number of particles belonging to a particular structure.

The structures follow an exponentially decaying function which is reflected in $P(n)$ vs $n$ plot. It reflects the fact that exponential distribution of substructure length is always associated with cooperative motion of particles in the dynamics of fast subsets as well as of slow subsets. Thus the movement of slow subsets also play a role in the relaxation dynamics of CRRs which is not explored in the cooperative movement of passive glass forming particles.

Fig(4) shows $\langle n \rangle P(n)$ vs $n$ for fast and slow subsets for a fixed $T_{\text{eff}} = 0.35$ and various $\tau_p$ (Fig 4(a) and (b)). Similar trend is also observed for a fixed $\tau_p = 1.0$ and various $T_{\text{eff}}$ (Fig 4(c) and (d)). The $\langle n \rangle$ is the first moment of the distribution and gives the average substructure length. We extract the value of $\langle n \rangle$ from the exponential distribution as a fitting parameter and subsequently show the data collapse. In the next section we mention how one can profitably use $\langle n \rangle$ to extract fractal dimensions ($d_f$) of such structures and can estimate its morphology.

The average substructure length $\langle n \rangle$ obtained from the distribution as a fitting parameter tends to vary in opposite manner for fast and slow subsets except with a little bit fluctuation in Brownian dynamics limit, an effective equilibrium regime (see Fig. 5(a)). This has the significance towards the shape of a fractal object. So variation of average substructure length with various parameters reflects the variation of its fractal dimensions. Hence we see that effect in $d_f$ for both fast and slow subsets (Fig 7). It is well known that if mass distribution of a particle aggregate is known, structure and shape of that particle aggregate can also be known from the light scattering experiments and from radius of gyration $R_g$ of that particle aggregate. Motivated by this, below we find $R_g$ for these particle aggregate to know its shape just by extracting fractal dimensions $d_f$ for both the subsets. Here we mention our findings in a logical order as shown below.
FIG. 4. The distribution for substructure length $P(n)$ vs $n$ for fast as well as slow subset follows as exponential distribution for all $T_{eff}$ and $\tau_p$. We extract the first moment $\langle n \rangle$ as a fitting parameter of this exponential distribution and do data collapse for both the subsets for a fixed $T_{eff} = 0.35$ and plotted as $\langle n \rangle P(n)$ vs $n/\langle n \rangle$. The collapsed data also obey the same exponential distribution as indicated by a single solid line. The average substructure length $\langle n \rangle$ obtained from such distribution also varies in opposite manner (see next Fig 5). The value of $\langle n \rangle$ obtained from this distribution is slightly decreasing in magnitude for fast subsets as $T_{eff}$ increases, whereas the same $\langle n \rangle$ increases as $T_{eff}$ increases for slow subsets for a fixed $\tau_p$ (see Fig 5). The same qualitative behaviour is observed for other values of $\tau_p$ as $T_{eff}$ increases in a similar manner for both fast and slow subsets.
B. Radii of gyration ($R_g$) for substructures and associated fractal dimensions ($d_f$)

In order to find the fractal dimensions $d_f$ for various substructures, we need to determine radius of gyration $R_g$ of these substructures individually. As $d_f$ follows a power law kind of relationship in the domain of radius of gyration ($R_g$) of the small angle scattering intensity plot which reveals structural information of in-homogeneity in large scale system. To calculate $R_g$ we use simple equation used in polymer science given as:

$$R_g^2 = \frac{1}{N} \sum_{i=1}^{N} (r_i - \bar{r})^2$$  \hspace{1cm} (8)

where $\langle ... \rangle$ represents ensemble average, $r_i$ is the position coordinate of $i^{th}$ particle comprising the object, $\bar{r}$ represents mean or centre of mass position of the object. $N$ is the total number of particle forming the object.

In the present study, we have taken snapshots of particles’ positions at a time where dynamics is mostly heterogeneous and separated them as a fast subset and slow subset depending on the distance travel by them (as mentioned in the earlier section III). Once the position of each particle is known, we group the particles in different substructures like 2-particle, 3-particle and so on depending on the nearest neighbor cut-off 0.83, obtained from the first peak of $g(r)$. With these information, we calculate $R_g$ for each of the substructures separately from equation (8) and plot $N_p$ vs $R_g$ for each of them at different $T_{eff}$ and $\tau_p$ to see the effect. Clearly, power law relationship $N_p \propto b R_g^{d_f}$ (with $d_f$ as an exponent) is obtained for various parameters. The fractal dimensions readily be obtained for each of the control parameters ($T_{eff}, \tau_p$) as a fitting parameter for the exponent. We see $d_f$ possesses those values lying in the regime of compact and string like morphology. The $d_f \approx 1$ corresponds to string-like and $d_f \approx 2$ for compact like morphology for a fractal object. The effect of $\tau_p$ (from Fig. (7)(a)) is such that it changes the morphology of substructures from string to compact for fast moving regions. This change in morphology from string to compact is quite faster for $T_{eff} = 0.55$ compared to other $T_{eff}$ explored here and can be easily seen from Fig. (7)(c)). It is also necessary to mention that there is a little bit fluctuation among the $d_f$ values for lower $\tau_p$ - the BD limit for different $T_{eff}$, but this could be of less importance fact as long as $\tau_p$ is in the BD limit (Fig. (7)(c)). For higher $\tau_p$, change in $d_f$ is prominent systematically leading to the morphology change from string to compact for fast subsets (Fig. (7)(a) and Fig. (7)(c)). We also observe from Fig. (7)(c) that for lower $T_{eff}$, such as (0.35, 0.40), the values of $d_f$ span only the string like morphology ranging from 1.0 to 1.7 irrespective of the $\tau_p$ values for fast subsets.
FIG. 6. Data collapse for the variation of number of particle substructures $N_p$ with their $R_g$ for a fixed $T_{\text{eff}} = 0.35$ for both the subsets and it follows a power law relationship $N_p \approx b R_g^{-d_f}$, where $b$ has the dimension inverse of $R_g$. Fractal dimension $d_f$ for these substructures can readily be obtained from this power law fit. Similar kind of power law variation of $N_p$ with their $R_g$ is obtained for a fixed $\tau_p = 1.0$ for both the subsets. We extract $d_f$ from these plots and see its effect on change of pattern for fast and slow subsets.
FIG. 7. Fractal dimensions $d_f$ for all $T_{\text{eff}}$ and for a fixed $\tau_p = 1.0$ lies in the range [1.1, 1.8] (Fig. 7(a)), where the lower limit corresponds to string like and upper limit corresponds to compact like morphology. This value for the upper limit holds good for $T_{\text{eff}} = 0.35, 0.40, 0.47$ except at higher $T_{\text{eff}} = 0.55$, where $d_f \approx 2$ (Fig. 7(c)). This observation is at $\tau_p = 1$, a far away equilibrium limit for self-propulsion time. In a similar manner, we can see the opposite effect for slow subsets as explained in the above text.
But for comparatively higher $T_{\text{eff}}$ (0.47, 0.55), the fractal dimension $d_f$ goes from 1.2 to 2.0, implying the change of pattern from string to compact as $\tau_p$ varies from BD limit to $\tau_p = 1$.

For slow subsets, the scenario is slightly different. At lower $T_{\text{eff}}$ regime ($T_{\text{eff}} = 0.35, 0.40$) (Fig. 7(d)), $d_f$ has a tendency to change from string to compact as one goes from higher $\tau_p = 1.0$ to lower $\tau_p$ (BD limit) value, unlike the fast subset. Similarly for comparatively higher $T_{\text{eff}} = 0.47, 0.55$, variations of $d_f$ with $\tau_p$ imply string to compact like morphology as one moves from higher $\tau_p = 1.0$ to lower $\tau_p$, the BD limit, opposite to that of fast subsets. For example (Fig. 7(d)), at $T_{\text{eff}} = 0.47$, the $d_f$ values change from 1.2 to 1.7 as one approaches from higher $\tau_p = 1.0$ to lower $\tau_p = 2 \times 10^{-4}$, implying a change from string-like to compact like morphology. The similar trend is also observed for other $T_{\text{eff}}$. Here also a little bit fluctuation is present among the values of $d_f$ at lower $\tau_p$ (BD limit) irrespective of various $T_{\text{eff}}$ (Fig. 7(b) and (d)), though the patterns follow same trend for all $T_{\text{eff}}$ and for other higher $\tau_p$.

Both fast and slow subsets bear string and compact substructures together unlike the past study [8], which refers only string-like morphology in fast subset for a passive glassy system. In the activity induced system, the scenario is quite different.

It is well known that the fractal dimension is a measure of the roughness of a fractal object (geometrical structure). So along with the pattern variation, one can predict that roughness is also changing slowly in both fast and slow subsets. In another way, one also can say that $d_f$ gives a measure of the compactness of a fractal object near its boundary. Hence it can imply surface tension at the boundary. For example, if the compactness of an object is low, it will have lower surface tension at the boundary. The object’s size can increase quickly because of its less compactness, facilitating structural relaxation. In our analysis, all these estimations are for maximum dynamic heterogeneity that corresponds to $\alpha$ - relaxation time. For a pair of $(T_{\text{eff}}, \tau_p)$, this relaxation time is different. In the previous analysis of our work [19], we have seen that the effective chemical potential $\mu$ (defined as free energy per length) is only a function of $\tau_p$ when free energy for cluster relaxation is scaled with $T_{\text{eff}}$. Besides that size of slowly moving subsets determines the growing dynamical length scale that increases in size for higher $\tau_p$ values. This chemical potential $\mu$ decreases as one move towards higher $\tau_p$. It suggests that lower values of $\mu$ imply lower surface tension of a fractal object near its boundary, facilitating the generation of larger size clusters as compactness reduces at the boundary. In other words, larger size clusters comprised of those substructures that are more string-like, rendering the increase of roughness and reduction of compactness at the boundaries of a fractal object coming from slow subsets for higher $\tau_p$. Here we find exactly similar observation from Fig. 7(b) and Fig. 7(d) that slow subsets are accompanied by string-like morphology in higher $\tau_p$ region irrespective of $T_{\text{eff}}$. The only difference is that here $d_f$ is not solely a function of $\tau_p$, but rather a function of both $T_{\text{eff}}$ and $\tau_p$. Hence in order to see the dependence of $d_f$ solely with $\tau_p$, we need to have an effective dynamics condition. This condition is obtained when fractal dimensions ($d_f$) are measured for the same iso-relaxation time, an effective dynamics condition irrespective of the temperatures ($T_{\text{eff}}$). Then it is possible to obtain $d_f$ variations with respect to $\tau_p$ solely and thus one can predict a definite relationship between $\mu$ and $d_f$. This work will be communicated later.

V. Summary

The finding of our work is that the exponential distribution of $P(n)$ vs. $n$ is valid for slow subsets and fast subsets, which is a signature of CRRs. Existing consensus towards the morphology of CRRs for passive glassy systems relies only on fast subsets. Our findings can validate the role of slow subsets towards the formation of CRRs regions and their morphology, not only for passive but also for a synthetic active glass-forming system. We also observe that the fractal patterns vary oppositely for both the subsets and change from string-like morphology to compact-like morphology and vice versa. Another observation is that summation of $d_f$ values for fast and slow subsets are the same throughout the parameter variations and eventually keep the mass distribution the same in the various parts of the fractal object (unless we divide them as fast or slow). We have done extensive simulations for all the parameters, and a detailed cluster substructure analysis is presented here. Since $d_f$ estimates the roughness of a fractal object, in another way, compactness of a fractal structure depends on $d_f$. It hence has implications towards the surface tension of its boundary. Recently the work [30] by Li et al. on the model of cell tissues has revealed the existence of a fractal-like energy landscape. These epithelial cell tissues exhibit slow dynamics, which resembles that of supercooled liquids. So the analysis of our work on cluster substructures and associated fractal dimensions for a synthetic active glass former sheds light on the notion of energy landscape indirectly and relaxation dynamics of an athermal active glass former resembling few features of living active matter. Previous studies on macroscopic properties of glasses, such as mechanical, especially yielding [31][33], rheological properties such as shear thickening [34][35] can also be explored with this concept of change of pattern of fractal substructures and associated fractal dimensions as it measures roughness at the boundary of a fractal object. Therefore, we expect that the present observations will be relevant in 3D active glass and experiments.
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