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Abstract

Wide-field astronomical surveys are often affected by the presence of undesirable reflections (often known as “ghosting artifacts” or “ghosts”) and scattered-light artifacts. The identification and mitigation of these artifacts is important for rigorous astronomical analyses of faint and low-surface-brightness systems. However, the identification of ghosts and scattered-light artifacts is challenging due to a) the complex morphology of these features and b) the large data volume of current and near-future surveys. In this work, we use images from the Dark Energy Survey (DES) to train, validate, and test a deep neural network (Mask R-CNN) to detect and localize ghosts and scattered-light artifacts. We find that the ability of the Mask R-CNN model to identify affected regions is superior to that of conventional algorithms and traditional convolutional neural networks methods. We propose that a multi-step pipeline combining Mask R-CNN segmentation with a classical CNN classifier provides a powerful technique for the automated detection of ghosting and scattered-light artifacts in current and near-future surveys.
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1. Introduction

Wide-field photometric surveys at optical and near-infrared wavelengths have provided a wealth of astronomical information that has enabled a better understanding of the processes that govern the growth and evolution of the Universe and its contents. Near-future surveys, such as the Vera C. Rubin Observatory’s Legacy Survey of Space and Time (LSST; Ivezic et al. 2019), will further expand our knowledge of the Universe by extending measurements to unprecedentedly faint astronomical systems. Such surveys will produce terabytes of data each night and measure tens of billions of stars and galaxies.

Images collected by optical/near-infrared surveys often contain imaging artifacts caused by scattered and reflected light (commonly known as “ghosting artifacts” or “ghosts”) from bright astronomical sources. These image artifacts are an unavoidable feature of many optical systems. The effective mitigation of ghosts and scattered-light artifacts, and the spurious brightness variations they introduce, is important for the detection and precise measurement of faint astronomical systems. In particular, since many ghosts cover a large image area with relatively low surface brightness, they constitute a significant source of contamination in studies of the low-surface-brightness Universe, a major goal of current and upcoming surveys (e.g., Greco et al. 2018, Brough et al. 2020, Kaviraj 2020, Tanoglidis et al. 2021b).

Modern wide-field telescopes and instruments greatly reduce the occurrence and intensity of
ghosts and scattered-light artifacts by introducing light baffles, and high efficiency anti-reflective coatings on key optical surfaces. Strict requirements on the number and intensity of ghosts and scattered-light artifacts were achieved during the construction of the Dark Energy Camera (DECam; Abbott et al. 2009; Flaugher et al. 2015), which has enabled state-of-the-art cosmological analyses with the Dark Energy Survey (DES; DES Collaboration 2005, 2016; DES Collaboration et al. 2018, 2021b). Other smaller surveys have implemented novel optical designs to mitigate the presence of ghosts and scattered-light artifacts (Abraham and van Dokkum 2014).

Despite these successful efforts, it is often impossible to completely remove ghosts and scattered-light artifacts. For example, the DES 3-year cosmology analyses masked ∼3% of the survey area around the brightest stars, and ∼10% of the survey area around fainter stars (Sevilla-Noarbe et al. 2021). Additional mitigation steps that go beyond the original survey design requirements are particularly important for studies of low-surface-brightness systems.

The large datasets produced by surveys like DES make the rejection of these residual artifacts by visual inspection infeasible. The situation will become even more intractable in upcoming surveys, like LSST, which will collect ∼20TB/night and ∼15PB of data over its nominal 10-year survey

To mitigate residual ghosts and scattered-light artifacts, DES uses a predictive Ray-Tracing algorithm as the core of its detection process. This algorithm forward models the physical processes that lead to ghosting/scattered-light events (Kent 2013), such as the configuration of the telescope and camera optics, and the positions and brightnesses of known stars obtained from catalogs external to the survey (for a more detailed description of the Ray-Tracing algorithm, see Kent 2013 and Sec. 2 of Chang et al. 2021). While the Ray-Tracing algorithm is largely successful in predicting the presence and location of artifacts in the images, this algorithm is also limited in predicting the amplitude of the ghost image by the accuracy of the optical model and the external star catalogs used.

Recently, Chang et al. (2021) demonstrated an alternative approach using a convolutional neural network (CNN; Lecun et al. 1998) to classify DES images containing ghosts and scattered-light artifacts. CNNs constitute a class of deep neural networks that are inspired by the visual cortex and optimized for computer vision problems. Since their invention, CNNs have found numerous applications in the field of astronomy, including galaxy morphology prediction (e.g., Dieleman et al. 2015; Cheng et al. 2021), star-galaxy separation (e.g., Kim and Brunner 2017), identification of strongly lensed systems (e.g., Lamsae et al. 2018; Davies et al. 2019; Bom et al. 2019; Huang et al. 2020, 2021), classifying galaxy mergers (e.g., Ciprijanovic et al. 2021), and many other applications. The CNN developed by Chang et al. (2021) was able to predict whether an image contained ghosts or scattered-light artifacts with high-accuracy (∼96% in the training set, ∼86% in the test set), but did not identify the specific pixels of the image that were affected by the presence of artifacts. Since ghosts and scattered-light artifacts often affect a subregion of an image, flagging entire images rejects a significant amount of high-quality data.

In contrast to classic CNNs, object detection algorithms are designed to determine the location of objects in an image (e.g., place bounding boxes around objects or mask exact pixels that belong to objects). In this work, we study the use of a deep learning-based object detection algorithm, namely a Mask Region-Based Convolutional Neural Network (Mask R-CNN; He et al. 2017), to predict the location of ghosts and scattered-light artifacts in astronomical survey images. Mask R-CNNs have recently been demonstrated as an accurate tool to detect, classify, and deblend astronomical sources (stars and galaxies) in images (Burke et al. 2019).

Using 2000 manually annotated images, we train a Mask R-CNN model to identify artifacts in DES images. Comparing the results to those of the Ray-Tracing algorithm on ghost-containing images, we find that Mask R-CNN performs better in masking affected regions — indicated by the value of the F1 score (a combination of precision and recall). This demonstrates that deep learning-based object detection algorithms can be effective in helping to address a challenging problem in astronomical surveys without any a priori knowledge of the optical system used to generate the images.
This paper is organized as follows. In Sec. 2, we present the dataset, including the annotation process, used in this work. In Sec. 3, we describe the Mask R-CNN algorithm, implementation, and the training procedure. In Sec. 4, we present results from the Mask R-CNN model, including examples of predicted masks, custom and commonly used evaluation metrics, and we compare its performance to that of a conventional algorithm. We further summarize our results and their applications, and conclude in Sec. 5. The code and data related to this work are publicly available at the GitHub page of this project: https://github.com/dtanoglidis/DeepGhostBusters.

2. Data

In this section, we describe the datasets used for training and evaluating the performance of the Mask R-CNN algorithm for detecting ghosts and scattered-light artifacts. We briefly describe the DES imaging data, our manual annotation procedure, the creation of masks, and the agreement between the human annotators who performed these tasks.

2.1. Dark Energy Survey Data

DES is an optical/near-infrared imaging survey that completed six years of observations in January 2019. The DES data cover $\sim 5000$ deg$^2$ of the southern Galactic cap in five photometric filters, $grizY$, to a depth of $i \sim 24$ mag (DES Collaboration et al. 2021a). The observations were obtained with DECam, a 570-megapixel camera mounted on the 4m Blanco Telescope at the Cerro Tololo Inter-American Observatory (CTIO) in Chile (Flaugher et al. 2015). The focal plane of DECam consists of 62,048 \times 4096-pixel red-sensitive scientific charge-coupled devices (CCDs), while its field-of-view covers 3 deg$^2$ with a central pixel scale of 0.263\arcsec.

Our data come from the full six years of DES observations (DES Collaboration et al. 2021a). For the training, validation, and testing of the Mask R-CNN model, we use 2000 images that cover the full DECam focal plane and are known to contain ghosts and scattered-light artifacts. These are part of the positive sample used in Chang et al. (2021) to train a CNN classifier to distinguish between images with and without ghosts. This dataset was assembled by selecting images that the Ray-Tracing program identified as likely to contain ghosts, and subsequently visually inspecting them to correct for false detections.

As described in Chang et al. (2021), the image data were down-sampled images of the full DECam focal plane. Images were produced with the STIFF program (Bertin 2012), assuming a power-law intensity transfer curve with index $\gamma = 2.2$. Minimum and maximum intensity values were set to the 0.005 and 0.98 percentiles of the pixel value distribution, respectively. The pixel values in each image were then normalized to a range whose minimum and maximum corresponded, respectively, to the first quartile $Q_1(x)$ and third quartile $Q_3(x)$ of the full distribution in the image, by multiplying each pixel value, $x_i$, by a factor $s_i = \frac{Q_3(x) - Q_1(x)}{x_i - Q_1(x)}$. Focal plane images were originally derived as $800 \times 723$-pixel, 8-bit grayscale images in Portable Network Graphics format, which were then downsampled to $400 \times 400$ pixels for use with the Mask R-CNN. The data from Chang et al. (2021) are publicly available.

2.2. Annotation process

Training the Mask R-CNN algorithm requires both images and ground-truth segmentation masks identifying objects of interest in each image. To create these masks, we used the VGG Image Annotator (VIA; Dutta and Zisserman 2019)\footnote{https://www.robots.ox.ac.uk/~vgg/software/via/} a simple manual annotation software for images, audio, and video. We split the 2000 images into batches of 100 images, and we randomly assigned each batch to one of eight authors for annotation\footnote{Note that not every author annotated the same number of images; six of us annotated 200 images and two of us annotated 400 images.}.

During manual annotation, we categorized the ghosting and scattered-light artifacts into three distinct morphological categories:

1. ‘Rays’: These are scattered-light artifacts originating from the light of off-axis stars scattering off of the DECam filter changer (Kent 2013). They emanate from one of the edges of the image and span several CCDs. This is the most distinct artifact category and is not commonly confused with either of the other two categories.

2. ‘Bright’: These are high-surface-brightness ghosting artifacts that come from multiple reflections off the DECam focal plane and the C4
or C5 lenses \cite{Kent2013}. They are usually relatively small in size and circular or elliptical in shape. They have more distinct borders and are considerably brighter compared to the following category.

3. ‘Faint’; These are lower-surface-brightness ghosting artifacts that come from multiple reflections between the focal plane and the C3 lens or filter, or internal reflections off of the faces of the C3, C4, and C5 lenses \cite{Kent2013}. They are circular or elliptical in shape and are usually larger in size and significantly fainter than ‘Bright’ ghosts.

In Fig. 1 we present two examples of DECam images that contain ghosts and scattered-light artifacts, along with the annotated ground truth.
masks. We trained the Mask R-CNN for these three distinct categories due to their significant morphological difference.

In total, our dataset contains 1566 ‘Rays’, 2197 ‘Bright’, and 2949 ‘Faint’ artifact instances. In Fig. 2 we present the distribution in size (area) of these three ghost categories. The area of each ghosting artifact is presented as a fraction of the area of a single DECam CCD (area of artifacts in pixels over area of a CCD in pixels). Most ‘Rays’ have an area that covers fewer than 10 CCDs. ‘Bright’ ghosts are also relatively small in size, with a few spanning more than a couple of CCDs. On the other hand, ‘Faint’ ghosts are large in size, with a significant fraction of them covering an area of 20–30 CCDs. Many images contain multiple ghosts or scattered-light artifacts.

We note that the ghosting and scattered-light artifacts do not always have clear boundaries (especially those of type ‘Rays’) and that the distinction between ‘Bright’ and ‘Faint’ ghosts is not always well defined. For that reason we expect some disagreement between the human annotators in the extent and shape of the ground truth masks and in the assigned labels.

In Fig. 3 we overlay the masks generated by all eight annotators for the same two DECam images presented in Fig. 1. The colors correspond to the number of annotators that have labeled the region as containing an artifact; dark purple corresponds to fewer votes, while light yellow corresponds to more votes. We do not distinguish between the different artifact types in this image.

The right panel of Fig. 3 shows a significant variation in the masks created by the different annotators for the ‘Rays’. The left panel shows generally good agreement between the different annotators for the most prominent ghosts in the image; however, there is a large area on the right of the image that is labeled by only two annotators. We discuss the agreement between the human annotators in more detail in Appendix A. In Section 3 we demonstrate that the Mask R-CNN is able to out-perform conventional algorithms even in the presence of the label noise introduced by disagreements in the existence, mask region, and classification of artifacts by individual annotators. Reduction in label noise from more uniform annotation could improve the performance of the algorithm in the future.

3. Methods

We use Mask R-CNN [He et al., 2017], a popular, state-of-the-art instance segmentation algorithm, to detect and mask ghost and scattered-light artifacts. Mask R-CNN is a powerful and complex algorithm, the latest in a series of object detection models, collectively known as the R-CNN family. It builds upon many deep learning and computer vision techniques; we refer the reader to Weng [2017] for a detailed description of the R-CNN family.

Instance segmentation (e.g., for a review, Mueed Haliz and Mohiuddin Bhat, 2020) combines the functions of object detection and image segmentation algorithms. Object detection (e.g., for a review, Zhao et al., 2018) is an active area of research in computer vision, with the goal of developing algorithms that can find the positions of objects within an image. Semantic segmentation (e.g., for a review, Minaee et al., 2020) on the other hand refers to the problem of pixel-level classification of different parts of an image into pre-defined categories. Instance segmentation is used to simultaneously detect objects in an image and to create a segmentation mask for each object.

A schematic description of the Mask R-CNN workflow is presented in Fig. 4. In the first stage of the model, the input images are fed into a pre-trained deep CNN — such as VGG [Simonyan and Zisserman, 2014] or ResNet [He et al., 2015] —

7Mask R-CNN is the latest in the R-CNN family for 2D object detection. Mesh R-CNN [Gkioxari et al., 2019] is a more recent addition to the family, and it is able to predict 3D shapes of the detected objects.
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Figure 3: Masks created by the eight different annotators (overlaid on top of each other) for the same two images presented in Fig. 1. The colors indicate the number of annotators that have labeled a given pixel as containing a ghost, from dark purple (one annotator) to light yellow (all the eight annotators).

(b)

Figure 4: High-level schematic overview of the Mask R-CNN model. Figure adapted from Weng (2017).

also called the backbone network. The last, fully connected, classification layers of this network have been removed, and thus its output is a feature map. This feature map is passed into the Region Proposal Network (RPN) to produce a limited number of Regions of Interest (RoIs) to be passed to the main network — i.e., candidate regions that are most likely to contain an object.

In practice, most Mask R-CNN implementations — like the one we are using in this work — use a Feature Pyramid Network (FPN; Lin et al., 2016) on top of the backbone. The FPN combines low-level features extracted from the initial stages of the backbone CNN with the high-level feature map output of the last layer. This improves the overall accuracy of the model, since it better represents object at multiple scales.
However, the fully connected networks used for prediction require inputs of the same size. For that reason, the RoIAlign method is used to perform a bilinear interpolation on the feature maps within the area of each RoI and output the interpolated values within a grid of specific size, giving fixed-size feature maps of the candidate regions.

Finally, these reshaped regions are passed to the last part of the Mask R-CNN that performs three tasks in parallel. A softmax classifier learns to predict the class of the object within the RoI; the output is one of the $K + 1$ classes, where $K$ are the different possible object types ($L_{cls}$ loss), plus one background class. A regressor learns the best bounding box coordinates ($L_{bbox}$ loss). Finally, the regions pass through a Fully Convolutional Network (FCN) that performs semantic segmentation ($L_{mask}$ loss), i.e. a per-pixel classification, that creates the masks. The total loss of this Mask R-CNN part is thus $L_{tot} = L_{cls} + L_{bbox} + L_{mask}$.

The DeepGhostBusters algorithm is the Mask R-CNN implementation by Abdulla (2017), trained on our manually annotated dataset of ghosting and scattered-light artifacts. This code is written in Python using the high-level Keras\[9\] library using a TensorFlow\[10\] backend. We use the default 101-layer deep residual network (ResNet-101; He et al. 2015) as the backbone convolutional neural network architecture.

Before training, we randomly split the full dataset of 2000 images into a training set (1400 images), a validation set (300 images), and a test set (300 images). The annotation process was performed before this random split. Such a random split is generally important in machine learning problems for these three sets to be representative of the general population, but it becomes even more important here because different human annotators have different annotation styles. This could create significant systematic differences between the ground truth masks in the datasets if not properly randomized.

In computer vision problems where only a small training set is available, it is common to use transfer learning to improve results (for recent reviews, see Wang and Deng 2018 and Zhuang et al. 2019). Transfer learning is a process where the weights of a network that has already been trained for one detection task are used for a different, but related, task, usually with some further training. This speeds up the training process, reduces overfitting, and produces more accurate results. Here, we initialize the learning procedure (i.e., use transfer learning) using the weights learned from training Mask R-CNN on the Microsoft Common Objects in Context (MS COCO) dataset\[11\] (Lin et al., 2014), which consists of $\sim 330k$ images ($\sim 2.5M$ object instances) of 91 classes of common or everyday objects.

To reduce overfitting, we employ data augmentation (e.g., Shorten and Khoshgoftaar 2019), by performing geometric transformations on the images and the masks. Specifically, we randomly apply zero to three of the following transformations:

- Rotation of the image and the masks by 270 degrees.
- Left-right mirroring/flip of the images and masks.
- Up-down mirroring/flip of the images and masks.

We re-train our model using stochastic gradient descent to update the model parameters. Similarly to what was proposed in Burke et al. (2019), the training is performed in different stages with progressively smaller learning rates, $\alpha$, at each stage. This allows for a deeper learning and finer tuning of the weights, while minimizing the risk of overfitting.

Before training, we randomly split the full

\[9\]https://keras.io/
\[10\]https://www.tensorflow.org/
\[11\]https://cocodataset.org/#home
Specifically, in the first stage (15 epochs), we retrain the top layers only and use a learning rate of $\alpha = 4 \times 10^{-3}$. Then, we train all the layers with decreasing learning rates: 20 epochs at $\alpha = 4 \times 10^{-4}$, 20 epochs at $\alpha = 4 \times 10^{-5}$, and 20 epochs at $\alpha = 4 \times 10^{-6}$. In total, we trained the model for 75 epochs, after which overfitting occurs. In all stages (training, validation, test) we ignore detections with less than 80% confidence ($\text{DETECTION\_MIN\_CONFIDENCE} = 0.8$). We utilized the 25 GB high-RAM Nvidia P100 GPUs available through the Google Colaboratory (Pro version). The training took $\sim 4$ hours to complete. The inference time is $\sim 0.34$s per image to predict.

In Fig. 5 we present the total loss as a function of the training epoch for both training and validation sets. In Appendix B we show the training history for the individual components of the total loss.

4. Results

We use an independent DECam test set to evaluate the performance of the DeepGhostBusters Mask R-CNN in detecting and masking ghost and scattered-light artifacts. We use both custom metrics appropriate for the problem at hand and metrics commonly used in the object detection literature. We also compare the performance of DeepGhostBusters with the conventional Ray-Tracing algorithm. Finally, we test the classification performance of DeepGhostBusters when it is presented with a dataset that also contains images that lack any ghosts or scattered-light artifacts.

4.1. Example Performance

We first present the mask and class predictions of the DeepGhostBusters Mask R-CNN model on four example images (Fig. 1). The two top panels, (a) and (b), correspond to the same images whose ground truth masks were presented in Fig. 1. As in Fig. 1, the different colors represent the different ghosting artifact types: red for ‘Rays’, blue for ‘Bright’, and yellow for ‘Faint’.

These examples demonstrate both the successes and failures of our model. For example, in panel (a) the model has successfully masked most of the central ‘Faint’ ghost, but it has also missed a significant part of its periphery, as well as the prominent ghost on the right of the image. Furthermore, although it has successfully deblended and separately masked the small ‘Bright’ ghost that is superimposed on the larger ‘Faint’ one, it has only partially masked the one on the left. Panel (b) presents a characteristic example of a false positive detection: predicting a mask for a ‘Faint’ ghost that is not there. The Mask R-CNN has predicted a mask that successfully covers most of the prominent ‘Rays’-type artifact; it is also able to detect the smaller ‘Rays’ on the right. However, it has also erroneously masked a large central region (containing the edges of the rays) as a ‘Faint’ ghost. Panels (c) and (d) present mostly successful detections, although with some false negatives, as the undetected ‘Faint’ ghost on the top-left corner of panel (d). We next formally quantify and evaluate the performance of the Mask R-CNN model and compare it with that of the conventional Ray-Tracing algorithm.

4.2. CCD-based metrics

The DECam focal plane consists of 62 science CCDs. The conventional Ray-Tracing algorithm used by DES flags affected focal plane images on a CCD-by-CCD basis — i.e., if a CCD contains a ghost or scattered-light artifact, the entire CCD is removed from processing. To compare the performance of the Mask R-CNN to the conventional algorithm, we develop metrics that are based on whether a CCD contains a ghost or scattered-light artifact.

The resulting metrics depend on the size of individual artifacts. This is important for the problem at hand: for example, we care how well the algorithm can mask a larger ghost compared to a smaller one. At the same time, given the challenges of this problem (e.g., overlapping sources and borders that are not always well defined), assessing the performance at the CCD-level can be more robust than comparisons at the more granular pixel level.

We consider each image as a 1D array of length 62 with entries 0 and 1, where 0 corresponds to CCDs that do not contain a ghost, and 1 corresponds to those that do contain a ghost. For a batch of $M$ images containing $N = 62 \times M$ CCDs, we define the number of true positives ($N_{TP}$), true negatives ($N_{TN}$), false positives ($N_{FP}$), and false negatives ($N_{FN}$). Then, we define the CCD-based precision (purity) and recall (completeness) as:

$$\text{Precision}_{CCD} = \frac{N_{TP}}{N_{TP} + N_{FP}},$$

$$\text{Recall}_{CCD} = \frac{N_{TP}}{N_{TP} + N_{FN}}.$$
Based on the science case of interest, one may want to maximize either the precision or the recall. For example, for systematic studies of low-surface-brightness galaxies, high recall for ghosts and scattered-light artifacts may be preferred at the expense of some loss in precision.

One approach to assessing the trade-off between precision and recall is to define the $F1$ score, which is the harmonic mean of the precision and recall,

$$F1_{CCD} = 2 \left( \frac{\text{Precision}_{CCD} \cdot \text{Recall}_{CCD}}{\text{Precision}_{CCD} + \text{Recall}_{CCD}} \right)$$  \hspace{1cm} (3)$$

Note that we can use the above definitions for each type of artifact individually or for all artifact types combined.

The above metrics are based on the notion of a binary classification of CCDs as affected by ghosts or scattered-light artifacts. In reality, the ghosts and
scattered-light artifacts will only cover some fraction of the CCD area. Thus, we define a threshold for the fraction of the CCD area that must be covered for the CCD to be classified as affected. In Appendix C, we present examples of masked CCDs for two different area thresholds. Here, we study how the performance metrics change as a function of that threshold.

In panel (a) of Fig. 7, we present precision and recall as a function of the CCD area threshold for the three artifact categories individually. These metrics are related to the number of CCDs (as opposed to the number of artifacts) that were correctly or incorrectly classified. Therefore, the differences we observe between the artifact types depend on the different sizes of the artifacts. For example, as we have seen (Fig. 2), ‘Faint’ ghosts tend to cover $\sim 10 - 30$ CCDs, while ‘Bright’ ghosts are significantly smaller, covering $\sim 1 - 3$ CCDs. Thus, the classification and masking of a single large ‘Faint’ object has a greater effect on the metrics than the detection of two or three ‘Bright’ ghosts.

There are a few interesting trends to notice in this figure. First, for ‘Rays’ and ‘Bright’ ghosts, the precision is higher than the recall and almost constant as the area threshold changes. The high precision score ($\sim 80\%$) for these categories is easy to understand: these are the most distinct and prominent ghosts, and thus it is hard for a CCD with a ‘Faint’ ghost (or for a CCD without a ghost) to be mistaken as containing either of these types of artifacts.

Second, the recall score for ‘Rays’ is $\sim 70\%$ and constant as a function of the threshold. The recall score for ‘Bright’ ghosts greatly degrades with area threshold and it is generally low (less than $50\%$). ‘Bright’ ghosts are relatively small, only partially covering the CCDs that contain them; as we increase the area threshold, only a few such ghosts can pass it.

A third interesting point is that ‘Faint’ ghosts have higher recall than precision, in contrast to the two other categories. ‘Faint’ ghosts are usually large: even though some may go undetected, the largest cover many CCDs and are usually detected (at least partially), thus pushing the CCD-based recall (completeness) to higher values. On the other hand, some ‘Bright’ ghosts, especially those with a significant overlap with larger ‘Faint’ ghosts can be misclassified as ‘Faint’, leading to a lower precision.

In panel (b) of Fig. 7, we present the $F_1$ score as a function of the CCD area threshold. The $F_1$ score (see Eq. (3)) is useful as a way to compare the performance of the classifier for different ghost types using a single metric. As we can see in this figure, the Mask R-CNN performs best in finding CCDs containing ‘Rays’, while CCDs containing ‘Faint’ ghosts are identified with higher efficiency than CCDs containing ‘Bright’ ghosts.

In practice, we are interested in the ability of the DeepGhostBusters Mask R-CNN to detect combinations of ghosts and scattered-light artifacts. We present the CCD-based precision and recall as a
function of the area threshold in Fig. 8 (panels (a) and (b), respectively); we also present the $F_1$ score in Fig. 9 for the two combinations, ‘Rays’+‘Bright’ (solid blue lines) and ‘Rays’+‘Bright’+‘Faint’ (all ghost types, dashed blue line).

We chose this combination for two reasons: first, it allows a fairer comparison with the Ray-Tracing algorithm, which is not tuned for very low-surface-brightness ghosts (see next subsection); second, for a practical application, we may not need to reject CCDs containing very faint ghosts, because these have little influence on the surface brightness of real sources and can be effectively deblended.

4.3. Comparison with the Ray-Tracing algorithm

Next, we compare the performance of our Mask R-CNN model in detecting ghost-containing CCDs to that of the Ray-Tracing algorithm. We note a few details of this comparison:

- The test dataset consists only of images known to contain at least one ghost or scattered-light artifact.
- When plotting metrics as a function of the CCD area threshold, this threshold is applied only to the ground-truth masks. This accounts for the fact that we only have predictions from the Ray-Tracing algorithm on a CCD-by-CCD basis.
- The available output from the Ray-Tracing algorithm does not distinguish between the different artifact categories. Furthermore, the Ray-Tracing algorithm applies a threshold to the predicted surface-brightness of artifacts, and thus it is not optimized to detect ‘Faint’ ghosts. For that reason we exclude ‘Faint’ ghosts when evaluating metrics to compare performance between the Ray-Tracing and Mask R-CNN algorithms.

We plot the CCD-based precision and recall (Fig. 8) and $F_1$ score (Fig. 9) resulting from the
Recall (PR) curve: The AP is defined as the area under the Precision-Recall (PR) curve, which is commonly used by the computer vision community to assess the performance of object detection algorithms. It is defined using the common formulae (Eqs. 1 and 2), and the AP score is calculated as:

\[ \text{AP} = \frac{1}{11} \sum_{r_i \in R} \hat{p}(r_i), \]

where \(\hat{p}(r)\) is the precision, \(p\), at recall level \(r\). In practice, an 11-point interpolation method is used, and the AP score is calculated as:

\[ \text{AP} = \frac{1}{11} \sum_{r_i \in R} \hat{p}(r_i), \]

where \(\hat{p}\) is the maximum precision at each recall bin and \(R = \{0.0, 0.1, \ldots, 1.0\}\). Precision and recall are defined using the common formulae (Eqs. 1 and 2), but here the number of true positives, true negatives etc. refer to detections of individual artifacts and not single CCDs.

To define the detection of an artifact, we introduce the concept of the Intersection over Union (IoU; also known as the Jaccard index; \(\text{Jaccard} \ [1912]\)), which quantifies the overlap between the masks of the ground truth and the prediction. As the name suggests, it is defined as the ratio of the area of the intersection of the predicted mask \(pm\) and the ground truth \(gt\) mask over the area of the union of the predicted and ground truth masks:

\[ \text{IoU} = \frac{\text{area of intersection}}{\text{area of union}} = \frac{\text{area}(gt \cap pm)}{\text{area}(gt \cup pm)}. \]

An IoU threshold is then used to determine if a predicted mask is a \(TP\), \(FP\), or \(FN\). It is common to evaluate the AP score at different IoU levels, and we denote the AP at a IoU threshold \(\beta\) as “\(\text{AP@}\beta\)”.

By calculating the PR curves and the AP score at different IoU thresholds and for the different artifact categories, we evaluate the performance of the Mask R-CNN model for different artifact categories. Furthermore, by determining how AP varies with increasing IoU, we evaluate the agreement between the true and predicted masks.

In Fig. 10 we present the PR curves and the corresponding AP scores for IoU thresholds in the range 0.5 – 0.9 (with step size 0.05) for the three artifact types in panels (a)-(c), individually, and for all artifact types combined in panel (d). We find that ‘Bright’ ghosts are most easily detected by the Mask R-CNN, while ‘Faint’ ghosts are the most challenging to detect — in agreement with our expectations. Furthermore, for ‘Rays’, the AP decreases rapidly with increasing IoU threshold: the model struggles to accurately reproduce the ground truth masks for these artifacts. This is expected, because these artifacts do not have clear boundaries, as demonstrated by variation in the mask regions defined by the human annotators.

In that section, we have shown that the Mask R-CNN algorithm is superior to the Ray-Tracing algorithm (orange lines) and Mask R-CNN (blue lines), as a function of the ground truth threshold area. We consider two categories of artifacts selected based on the ground truth masks: all ghost types combined (solid lines) and the combination of ‘Rays’+‘Bright’ ghosts (dashed line).

We first consider the limit of zero percent CCD area threshold: a single pixel of an artifact has to be in the CCD to be classified as ghost-containing. The Ray-Tracing algorithm achieves a high precision score, which, for the case when the combination of all ghost types is considered, is higher than that from the Mask R-CNN for the same case (∼0.9 vs. ∼0.7). However, for the same case the recall is much lower (∼0.8 vs. ∼0.3). In other words, Ray-Tracing produces results high in purity but low in completeness. When the combination of only ‘Rays’+‘Bright’ ghosts is considered, both the precision and the recall from the DeepGhostBusters Mask R-CNN model are significantly higher than those from the Ray-Tracing algorithm.

Fig. 8 shows that precision decreases, while recall increases as a function of the CCD area threshold for both artifact combinations. As we increase the threshold, fewer CCDs are labeled as containing artifacts and thus the purity decreases while the completeness increases.

The F1 score, which combines precision and recall, demonstrates that the performance of the Mask R-CNN model is significantly higher than that of the Ray-Tracing algorithm for all area threshold values and for both artifact combinations (Fig. 5).

To facilitate the numerical comparison of the performance of the algorithms, we present in Table 1 the values of the different metrics for the two models, at a one pixel (> 0%) CCD area threshold, for both algorithms. The results for both artifact category combinations (‘Rays’+‘Bright’ and ‘Rays’+‘Bright’+‘Faint’) are presented.

4.4. Standard object detection evaluation metrics

We now examine the Average Precision (AP; Everingham et al. [2010], a metric that is commonly used by the computer vision community to assess the performance of object detection algorithms. The AP is defined as the area under the Precision-Recall (PR) curve:

\[ \text{AP} = \int_0^1 p(r)dr, \]
Table 1: CCD-based evaluation metrics (precision, recall, F1 score) for the Mask R-CNN and Ray-Tracing algorithms, at 0% CCD area threshold.

| Metric | Mask R-CNN | Ray-Tracing |
|--------|------------|-------------|
|        | Rays+Bright | Rays+Bright+Bright | Rays+Bright | Rays+Bright+Bright |
| Precision | 84.3% | 68.7% | 64.7% | 89.9% |
| Recall | 63.6% | 82.5% | 48.4% | 23.5% |
| F1 score | 72.5% | 75.0% | 55.4% | 37.3% |

Figure 10: Precision-Recall curves and Average Precision scores at different IoU threshold values in the range 0.50 − 0.90. We show these metrics for the different ghost types in this work (‘Rays’, ‘Bright’, ‘Faint’), and for all ghost types, combined.
in detecting CCDs affected by ghosts or scattered-light artifacts.

4.5. Using Mask R-CNN to classify ghost-containing vs. ghost-free images

So far, the images used for training and testing the performance of the Mask R-CNN model were known (by visual inspection) to contain at least one ghost or scattered-light artifact. However, most DECam images do not contain prominent ghost or scattered-light artifacts, and thus they systematically differ from those used to train and test the model. Such differences may result in a large number of false positive detections (e.g., real astronomical sources, especially large and bright objects) or systematically failing to detect ghosts in some images — for example, images that contain only very small or very faint ghosts.

To test the performance of the Mask R-CNN on images that do not contain ghosts, we use a set of 1792 images with an equal number of ghost-free and ghost-containing images. This set of images is independent of the 2000 images used to train, validate, and test the Mask R-CNN model. They constitute the test set used in Chang et al. [2021]. For this dataset, the ground truth labels refer to the presence of a ghost in the image — not the number of ghosts or the regions affected by ghosts.

We run Mask R-CNN on this dataset: when the algorithm predicts the existence of even a single ghost or scattered-light artifact in the image, we assign a predicted label ‘HAS GHOST’ to that image. Otherwise the assigned predicted label ‘CLEAN’. The confusion matrix resulting from this process is shown in Fig. 11. The accuracy is 79.7%, the precision is 77.3%, and the recall is 84.3%. Both the numbers of false positive and false negative cases are high: false positives occur at ~ 22.7% of the total number of images classified as positives, and the false negatives occur at (Dimitrios)....

However, visual inspection of false positive examples and the predicted masks revealed that most contain objects or exhibit features similar to those found in ghost-containing images. These include bright streaks from artificial Earth-orbiting satellites (mimicking ‘Rays’), low-surface-brightness emission from Galactic cirrus, images with poor data quality (due to cloud coverage that diffuses starlight), or large resolved stellar systems (e.g., dwarf galaxies and globular clusters). These are very similar to the cases of false positives returned by the CNN classifier in Chang et al. [2021]. Similarly, most of the false negatives contain very small and faint ghosts (and usually each image contains only one such ghost) that could have been easily missed even by a human annotator[12]. Thus, we conclude that the false positives/negatives are qualitatively different from the true positives/negatives, and that — in practice — the Mask R-CNN is much better in classifying images that contain unusual and/or problematic areas, compared to what one would naively assume from the confusion matrix (Fig. 11).

We note that in practical applications of Mask R-CNN, we can reduce the number of false positives by first applying the CNN classifier presented in [Chang et al. 2021], and then applying the Mask R-CNN only to those images that are identified as containing ghosts or scattered-light artifacts. The results of this process on the test dataset are presented in panel (b) of Fig. 11. We find that we are able to reduce the number of false positives to less that of the Mask R-CNN alone, but at the expense of increasing the number of false negatives. This combined model has an overall accuracy of 83.1%, precision of 87.3%, and recall of 75.6%. Because of this trade-off, the final decision of pre-processing with a CNN depends on the particular problem and whether we are willing to reject otherwise real astronomical objects (false positives) or to have residual ghost and scattered-light artifacts (false negatives).

5. Summary and Conclusions

In this work, we applied a state-of-the-art object detection and segmentation algorithm, Mask R-CNN, to the problem of finding and masking ghosts and scattered-light artifacts in astronomical images from DECam. The effective detection and mitigation of these artifacts is especially important for low-surface-brightness science, an important target of future surveys[13]. Given the sheer volume of data generated by current and upcoming surveys, automated methods must be used for the identification of these artifacts.

In this paper, we compared the performance of the Mask R-CNN algorithm to two previous approaches, each of which has benefits and limita-
Figure 11: (a) Confusion matrix of predictions of the Mask R-CNN model on a dataset containing an even number of ghost containing and clean images. An image is predicted to ‘have ghost’ if even a single ghost is detected in that image by the Mask R-CNN model. (b) Confusion matrix of the predictions of the combined CNN + Mask R-CNN model (CNN model from Chang et al. (2021)). An image is said to ‘have ghost’ if and only if both the CNN and the Mask R-CNN models agree on that (otherwise the prediction is ‘clean’).

The Mask R-CNN approach presented in this work has the benefits of a deep learning approach — i.e., it does not depend on physical modeling, except through that training data, themselves — that can predict the locations of ghosts and scattered-light artifacts, which can be used to create CCD- and pixel-level masks of the affected region of an image.

We compare the ability of Mask R-CNN in masking affected CCDs in *ghost-containing* images with that of the Ray-Tracing algorithm. We find that the Mask R-CNN model has superior performance, as measured by the $F_1$ score, which is the harmonic mean of the precision (purity) and the recall (completeness). These results hold across different CCD area thresholds and for the two combinations of the morphological classes discussed in this work — ‘Bright’+‘Rays’ and ‘Bright’+‘Rays’+‘Faint’. At the threshold of one pixel (> 0%), for example, and for the combination ‘Rays+Bright’ the $F_1$ score of the Mask R-CNN model is 72% as opposed to 55.4% of the Ray-Tracing algorithm.

One weakness of our method is that it produces a large number of false positives when presented with images that do not contain ghosts or scattered-light artifacts — although many of these false positives contain other types of artifacts or bright astronomical objects. We show that, to mitigate this problem, a CNN classifier similar to that discussed in Chang et al. (2021) can be used as a pre-processing step before the Mask R-CNN is applied to images that are predicted to contain ghosts or scattered-light artifacts. This process reduces the number of false positives by a factor of two and increases the number of false negatives, and improves the accuracy.

The results presented here highlight the promise of object detection and segmentation methods in tackling the identification of ghosts and scattered-light artifacts. Since deep learning models that are trained on one data set can be adapted to a new
data set with many fewer examples through transfer learning, the DeepGhostBusters algorithm trained on DECam images can potentially be adapted and retrained to identify such artifacts in future surveys. Indeed, cross-survey transfer learning has already been shown to significantly reduce the need for large annotated datasets in deep learning-based classification cases (e.g., Domínguez Sánchez et al., 2019; Khan et al., 2019; Tanoglidis et al., 2021a). Additionally, these results indicate that such techniques are also promising for different, but related, problems, such as the detection of artifacts from cosmic rays, satellite trails, etc. (e.g., Goldstein et al., 2015; Desai et al., 2016; Melchior et al., 2016; Zhang and Bloom, 2020; Román et al., 2020; Paillassa et al., 2020). Such automated techniques can facilitate the efficient separation of artifacts from scientifically useful data in upcoming surveys like LSST.
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Appendix A. Human annotator agreement

As mentioned in Sec. 2.2, human annotators do not always agree on the mask boundaries and the artifact types. A significant disagreement may affect the performance of the Mask R-CNN, so we study extent of the disagreement in more detail, which may suggest avenues for improvement of the annotation process.

All eight annotators were given a common subset of 50 images that were randomly drawn from the full dataset described in Sec. 2.1. When an annotator creates a mask for a specific artifact, they give a ‘vote’ to the region covered by that mask. A second annotator will create a different mask around the same object. The pixels where there is an overlap between the two masks will receive two votes in total while the non-overlapping parts only one. The same process continues for all the eight annotators. The same region may receive multiple different classifications (e.g., votes for both ‘Bright’ and ‘Faint’ ghosts).

In Fig. A.12, we present histograms of the distribution of the number of votes each pixel in the dataset received during the annotation process. We restrict it to pixels that have received at least one vote. We present the distributions for each artifact category separately in panels (a)-(c), and the case where we do not distinguish between different types in panel (d). A distribution that has a strong peak in the region of \(~ 8\) votes indicates that there is a very good agreement between the annotators.

The histogram for ‘Rays’ shows a strong bimodality, with many pixels receiving \(~ 8\) votes, but also many pixels receive just 1–2 votes. These artifacts are distinct and bright, and hard to confuse with any one of the other two types. However, they do not have very clear boundaries, so, while annotators agree on the bulk of the pixels affected by a ghost, they do not agree on the extent/edges of the masks they create.

The histogram of votes for ‘Bright’ artifacts, panel (b), presents a peak at the low end (1–3 votes). This can be explained by the fact that there is significant confusion about the class of some large ghosts, which most annotators classify as ‘Faint’, while a few classify as ‘Bright’. Since they are much larger compared to other typical ‘Bright’ ghosts, the distribution is dominated by the pixels belonging to these confusing artifacts.

Generally, there is a good agreement between the annotators when it comes to ‘Faint’ ghosts, with over 30% of the pixels having received the full eight votes. When not distinguishing between the different types of artifacts (panel (d)), we see very good agreement between the annotators in masking ghost-containing pixels, with \(~ 45\)% of those pixels having received the maximum 8 votes, and an additional \(~ 25\)% having received seven votes. Only \(~ 10\)% of the pixels have received only one vote.

From the above discussion, we conclude that there is generally good agreement in the mask-creation process. Some confusion exists between ‘Faint’ and ‘Bright’ ghost types, because the distinction between the two is quite arbitrary. Some potential avenues for improvement are to consider these two categories as one, define more specific criteria for each class, or have multiple persons annotate the same images and assign each artifact to the class that receives the most votes.

Appendix B. Training History

In Fig. 5, we presented the total loss as a function of the training epoch (training history). The total loss, \(L_{\text{tot}}\), is the sum of the classification, bounding box, and mask loss (see Sec. 3). We present the training histories for these losses individually in Figs. B.13, B.14, and B.15 respectively. As described in the main text, we train the model using progressively smaller learning rates for a finer tuning of the parameters. We stopped the process at 75 epochs due to overfitting thereafter.
Appendix C. Masking CCDs

To help the reader better understand how the imposed area threshold affects the number of CCDs classified as ghost-containing (Sec. 4.2), in this Appendix we present the predicted artifact masks and the affected CCDs for two different threshold levels, for the same images presented in the top row of Fig. E.

Specifically, in the panels (a) and (c) of Fig. C.16 we map (in blue) those CCDs that are classified as ghost-containing when even a single pixel of the predicted artifact mask lies within that CCD (> 0% threshold). In panels (b) and (d) we show, for the same images, the CCDs masked as ghost-containing when at least half of area of the CCD has to be covered by an artifact to be classified as such (50% threshold). To make the comparison easier, we overlay (yellow contours) the mask predictions of the Mask R-CNN model, without distinguishing between the different ghosting and scattered-light artifact types.

Appendix D. False Positive and False Negative examples

Here we present examples of false positive and false negative classifications of ghosts and scattered-light artifacts from the Mask R-CNN method outlined in Sec. 4.5. Fig. D.17 presents examples of false positives (panel (a)) and the corresponding mask predictions of the Mask R-CNN model (panel (b)) for the same images. The color
scheme of the predicted masks follows that of the main text (see Fig. [6]).

As discussed in the main text, Sec. [1.5] most of those images are qualitatively different from other ghost-free images and contain either other types of artifacts — for example, Earth-orbiting satellites (2, 2), (3, 1), airplane trails (1, 4), structured cloud cover ((1, 1), (3, 2), (3, 3)) or large galaxies (2, 2), (2, 5) and resolved stellar systems (4, 1), where the tuples signify rows and columns, respectively.

Fig. [D.18] presents some examples of false negatives. These images contain ghosts (as confirmed by visual inspection), but they are actually very small or faint and hard to distinguish at the resolution presented here. Thus, it is not a surprise that these have been classified as “clean” by the mask R-CNN model, because they are different from the more prominent ghost-containing images that the network was trained on.
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Figure D.17: (a) Example images classified as ghost-containing (false positives) and the corresponding predicted masks (lower panel, (b)).
Examples of False Negatives

Figure D.18: Examples of false negatives, i.e., images that were classified as ‘clean’ by the Mask R-CNN model (no objects detected). In practice, the artifacts present in these images are very small and faint, and often go undetected by human annotators.