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ABSTRACT

Data quality is the prerequisite of big data research and the basis of all data analysis, mining, and decision support. Therefore, a comprehensive fuzzy evaluation method for big data quality evaluation is proposed. Through the analysis of big data quality characteristics, a big data quality evaluation system for the whole process of data processing is constructed. The subjective weight and objective weight of each indicator are calculated through the analytic hierarchy process and entropy method. In order to overcome the subjective and one-sided shortcomings of the single weight determination method, the subjective weight and the objective weight are organically integrated through the distance function method to determine the combined weight of each indicator. The quantified result of big data quality is obtained through fuzzy calculation of membership degree. Finally the ranking results of the proposed method are compared with those of some existing multi-attribute decision-making (MADM) methods. The obtained results indicate that the proposed method is reasonable and efficient to deal with MADM problems. It can comprehensively measure the level of big data quality, and provide users with accurate and efficient quality evaluation results.

1. INTRODUCTION

Since the birth of big data, people have gradually realized the social and economic value of big data and paid great attention to it [1–3]. Many developed countries have successively issued relevant policies to promote the development of big data, and have promoted big data as a national strategy [4–6]. Through big data analysis, it is possible to summarize experience, discover laws, predict trends, assist decision-making, release and utilize the huge value contained in data resources, provide convenience for people's lives, provide value for business activities, and provide strategic opportunities for national development [7–10]. However, the value of big data is based on accurate, comprehensive, and high-quality data. The quality of the data directly determines the validity and reliability of the big data analysis results. Wang et al. [11] more clearly stated that the quality of big data is the prerequisite for big data research and the basis of all data analysis, mining, and decision support. Therefore, evaluating the quality of big data is a necessary prerequisite for big data applications.

Big data quality evaluation research has attracted widespread attention. Some scholars have proposed different evaluation models from the perspectives of big data characteristics, quality measurement, application scenarios, and life cycle. For example, Desai [12] used Monte Carlo and neural network methods to calculate complex data quality, and built a big data quality evaluation model based on eight core measurement parameters. Ardagna et al. [13] constructed big data quality evaluation and expectation models for different scenarios based on the relationship between confidence, execution time, and budget. Batini et al. [14] presented a big data quality evaluation model with data types, data sources, and application domains as the core structural features. Mo [15] developed a quality evaluation model consisting of original quality, process quality, and result quality, and proposed a data quality evaluation standard based on the concept of grassroots stratification. In addition, some scholars have constructed different evaluation index systems of big data quality based on the evaluation dimensions, quality characteristics, data types, and other indicators of big data quality. For example, Cai et al. [16] summarized the basis for dividing data quality indicators based on the characteristics of tobacco, military, medical, meteorological communications, and other industries, and established a big data quality evaluation system for recognized indicators such as accuracy, applicability, and timeliness. Aggarwal [17] established the index system of big data quality evaluation from three dimensions of quantity scale, changed speed, and variety type, and proposed the evaluation basis of each index, respectively. Kulkarni [18] established a big data quality evaluation system from three aspects: content-based measurement, context-based measurement, and rating-based measurement, and gave the calculation method of the weight of each indicator. Zhao et al. [19] divided big data quality into objective and subjective standards, constructed a unified data model and a data quality standard model for multi-source Internet platforms, and gave a standard measurement method for big data quality.
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Although scholars have conducted a lot of research on the evaluation of big data quality, with the deepening understanding of the connotation of big data quality and the increasing complexity of big data structure [20,21], data quality evaluation under big data still faces some challenges: (1) lack of a general big data quality evaluation model and (2) the single weight determination method is generally used to determine the weight of the evaluation index, which is relatively subjective and one-sided.

The essence of big data quality evaluation is a multi-attribute decision-making (MADM) problem. MADM is the decision-making problem of choosing the best alternative or sorting the alternatives, with the consideration of multiple attributes. In this paper, we introduce a new method that can be used for comprehensive fuzzy evaluation method (CFEM) in a MADM problem for big data quality. It carries out in-depth analysis of the original attributes, usage attributes, and result attributes of big data quality, and constructs a big data quality evaluation system based on content quality, usage quality, and result quality. CFEM uses the analytic hierarchy process (AHP) and entropy method to calculate the subjective weight and objective weight of each indicator, and uses the distance function method to organically integrate the weights required by the two methods to determine the comprehensive weight of each indicator. Then, the final quantitative evaluation result is calculated by the determined index weight and the fuzzy operation of membership degree. An example under real data environment is used in this study for validation of the proposed method. Based on this example, the effectiveness and practicability of the method are verified, and ranking results are analyzed. Moreover, a comparison is made between the ranking results of the proposed method with the results of some latest methods, such as CoCoSo, C-TOPSIS, A-TOPSIS, EDAS, and SECA.

The rest of the paper is listed as follows: In Section 2, big data quality fuzzy evaluation model is presented. In Section 3, an illustrate example is provided. In Section 4, a comparison and analysis is given. Some conclusions are derived in Section 5.

2. BIG DATA QUALITY FUZZY EVALUATION MODEL

The purpose of big data quality evaluation is to evaluate the true situation of data through scientific and objective methods, so that data users can clearly and definitely understand the current state of the data [22], so as to make judgments and decisions on the data, and take appropriate measures to improve the quality of data. The evaluation process of big data quality can be divided into three stages. The first is to build a big data quality evaluation index system; the second is to determine the combined weight of each index; the last is a fuzzy comprehensive evaluation.

2.1. Construction of Big Data Quality Evaluation Index System

2.1.1. The content of big data quality evaluation

The big data processing process mainly includes data acquisition, data processing, data storage, data analysis, data visualization, data application, and other links [23]. Data quality runs through the entire big data processing process. Therefore, the factors that determine the quality of big data are the content attributes, usage attributes, and result attributes of the data source.

(i) Content attributes: Content attributes refer to the attributes of the big data source itself, and represent the original quality of the big data. It includes data completeness, timeliness, accuracy, and reliability. Completeness refers to the lack of data, the lack of data may be the lack of structure, the lack of content, or the lack of information in a certain field in the data; timeliness refers to the time interval between data generation and utilization, which reflects the degree of the newness of the data, the more timely the data is used, the stronger the timeliness is; accuracy refers to the data accurately and faithfully reflect the conditions of the original world; reliability refers to the stability and safety of data in a certain period. The evaluation of content attributes is the key content of big data quality evaluation.

(ii) Usage attributes: Usage attributes refer to the external attributes of big data sources, reflect the availability of data, and represent the quality of big data usage. It includes data availability, compatibility, and operability. Availability refers to the availability, integration, and comprehensibility of data; compatibility refers to the coordination and use of data in different modes, reflecting the degree of convertibility and adaptability between data; operability refers to the degree of data access, acquisition, merging, access, and other operations. The evaluation of using attributes is the main content of big data quality evaluation.

(iii) Result attributes: The result attribute refers to the application attribute of big data, which reflects the final application result of data, and represents the result quality of big data. It includes the applicability, consistency, and validity of the data. Applicability refers to the ability of data to meet the intended use requirements, reflecting the degree of relevance to the target data; consistency refers to whether the semantics, format, and structure of data are consistent, and it reflects the degree of similarity between data contexts; validity refers to the application effect of the data, which reflects the value and application degree of the data. The evaluation of result attributes is an important content of big data quality evaluation.

2.1.2. Construction of the index system

The selection of evaluation indexes is directly related to the objectivity and impartiality of the evaluation results. The author referred to many research results at home and abroad, and on the basis of following the principles of science, system and maneuverability, conducted in-depth analysis of the original attributes, usage attributes, and result attributes of big data, and a big data quality evaluation system based on content quality, usage quality, and result quality was constructed, as shown in Table 1.

2.1.3. Index evaluation

The big data quality evaluation index system includes quantitative indicators and qualitative indicators. Qualitative indicators are
fuzzy evaluated by the experience of domain experts; quantitative indicators are calculated and determined by the characteristics of big data. Assuming the data source \( S = \{ D_1, D_2, \ldots, D_n \} \), it means that the data source has \( n \) object instances, \( D_i \) is the \( i \)th object instance. Each object has a total of \( m \) features, which can be expressed as \( C_i = \{ (K_{ij}, V_{ij}) , (K_{i2}, V_{i2}), \ldots, (K_{im}, V_{im}) \} \), where \( K_{ij} \) represents the attribute name of the \( i \)th feature, \( V_{ij} \) represents the corresponding feature value. Different data sources and object data have different feature numbers \( m \). According to the research progress in recent years, the quantitative indicators are determined according to the following methods:

(i) Completeness. It refers to the completeness of the characteristic attributes of each object entity in the data source and the nonempty value of the existing attributes, and the complete data space mapped according to the fusion of multiple data sources [24]. The complete feature space of the entity described by the object \( D_i \) is \( \hat{R}_i = \{ E_1, E_2, \ldots, E_m \} \), then the completeness of the data source can be expressed by \( Q_1 \):

\[
Q_1 = \frac{\sum_{j=1}^{n} t_{ij}}{n}
\]

Among them, \( t_{ij} = \sum_{m=1}^{m} F_1 (V_{ij}) / m_i \), \( F_1 \) is a function to judge whether the characteristic value is nonempty. If it is not empty, it is 1; if it is empty, it is 0.

(ii) Timeliness. It refers to the new and old degree of object instance data in the data source. If there are more obsolete and invalid data in the data source, the timeliness will be worse, otherwise, the timeliness will be better. The formula for measuring the obsolescence of data sources is

\[
t_{ij} = \sum_{m=1}^{m} F_2 (V_{ij}) / m_i, \quad \text{where} \quad F_2 (V_{ij}) \text{ is to judge whether the} \ j \text{record under the} \ i \text{th data source is old or new.}
\]

(iii) Accuracy. It refers to the correctness and accuracy of the description of the object attribute value in the data source. The accuracy of the data source is represented by \( Q_3 \).

\[
Q_3 = \frac{\sum_{j=1}^{n} t_{ij}}{n}
\]

Among them, \( t_{ij} = \sum_{m=1}^{m} F_3 (V_{ij}) / m_i \), \( F_3 \) is a function for judging whether the feature value is correct or not. If it is correct, it is 1, otherwise it is 0; \( t_{ij} \) represents the correctness of the \( j \)th data.

(iv) Consistency. It refers to the consistency of the semantics, format, and structure of data between different entities with the same reference in the data source, including the consistency between the same source and the different source. The consistency of the data source can be represented by \( Q_4 \).


\[ Q_k = \frac{\sum_{j=1}^{n} t_{kj}}{n} \]  

Among them, \( t_{kj} = \sqrt{\sum_{m=1}^{M} \sum_{l=1}^{L} Re (k_j, k_l) \cdot Dis (V_j, V_k) } \), where \( Re \) is the correlation between two features; \( Dis \) is the logical distance between the two values; \( t_{kj} \) represents the consistency of the \( j \)th data.

### 2.2. The Weighting Model of Indicator Combination

The most critical issue of big data quality evaluation is to determine the weight of each indicator. Due to the diversity and extensiveness of big data sources, there are different methods for determining the weights of different quality standards. Determined based on the subjective sensitivity and importance of each indicator by experts, called subjective weight. According to the actual characteristics of each indicator and determined by mathematical calculations, it is called objective weight. Comprehensive subjective and objective confirmation weights are called combined weights.

#### 2.2.1. Determination of the subjective weight of indicators based on AHP

(AHP) is one of the most versatile decision-making techniques which reflect the natural behavior and human thought. This technique is the study of complex problems based on their mutual effects and converts them to a simple form and solves them. AHP can be used when faced with competing multiple choice or multi-criteria decision-making problems. The decision maker begins providing a hierarchical tree. The decision hierarchical tree shows the comparable factors and evaluates the competing alternatives in a decision, and then a series of paired comparisons are carried out. The comparisons show the weight of each factor toward competing alternatives to evaluate in a decision. Finally, the hierarchical analysis process logic integrates matrices of pairwise comparisons together in a way to make a better decision.

AHP is a combination of qualitative and quantitative system analysis method, which is applied to deal with a condition of uncertainty and subjective judgment. The steps include constructing judgment matrix, hierarchical ordering, and consistency testing.

(i) Construct a judgment matrix. The judgment matrix indicates that it is directed against the indicators of the previous level, comparison of relative importance between indicators at this level. In order to reduce the difficulties caused by factors of different nature, relative scales are used when comparing pairwise. The 1–9 scale method is usually used to construct the judgment matrix, and the meaning of each scale is shown in Table 2.

Assuming that the index \( B \) of a certain layer in the big data quality evaluation system has \( n \) secondary indicators \( B = \{ B_1, B_2, \cdots, B_n \} \), the relative importance judgment matrix of each indicator is

\[
B = \begin{bmatrix}
b_{11} & b_{12} & \cdots & b_{1n} \\
\vdots & \vdots & \ddots & \vdots \\
\vdots & \vdots & \vdots & \vdots \\
\end{bmatrix}
\]  

Table 2 | Scale and meaning of judgment matrix (adopted from [30]).

| Numerical Values | Verbal Gradation |
|------------------|------------------|
| 1                | Element \( i \) is as important as element \( j \) |
| 3                | Element \( i \) is moderately more important than element \( j \) |
| 5                | Element \( i \) is strongly more important than element \( j \) |
| 7                | Element \( i \) is very strongly more important than element \( j \) |
| 9                | Element \( i \) is extremely more important than element \( j \) |
| 2, 4, 6, 8       | The importance of \( i \) relative to \( j \) is between adjacent judgments |

Reciprocal The two indicators are compared in turn

(ii) Calculate the eigenvector and the maximum eigenvalue. The sum-product method is used to solve the eigenvector approximate solution and the largest eigenvalue of the judgment matrix \( B \). It mainly includes the following steps:

Step 1: Normalize the judgment matrix \( B \) by column to obtain the normalized matrix \( A = (a_{ij})_{nxn} \). The formula is given by Equation (7).

\[
a_{ij} = \frac{b_{ij}}{\sum_{k=1}^{n} b_{kj}} \tag{7}
\]

Step 2: Add the matrix \( A \) row by row to get the corresponding feature vector \( R = (R_i)_{n \times 1} \). The formula is given by Equation (8).

\[
R_i = \sum_{j=1}^{n} a_{ij} \tag{8}
\]

Step 3: Normalize the feature vector \( R \) to obtain the weight vector \( \omega = (\omega_i)_{n \times 1} \) of the hierarchical single sorting. The formula is given by Equation (9).

\[
\omega_i = \frac{R_i}{\sum_{i=1}^{n} R_i} \tag{9}
\]

Step 4: Calculate the maximum eigenvalue \( \lambda_{max} \) according to the following formula. The formula is given by Equation (10).

\[
\lambda_{max} = \sum_{i=1}^{n} \frac{(B \omega_i)}{(n \omega_i)} \tag{10}
\]
(iii) Consistency inspection. Due to the complexity and uncertainty of actual big data evaluation problems, especially when there are many evaluation factors involved, it is easy to cause judgment errors. Therefore, it is necessary to check the consistency of the judgment matrix to reduce subjective deviation and ensure that the judgment result is consistent with the actual situation. The test formula is given by Equation (11).

\[
CR = \frac{\lambda_{\text{max}} - n}{RI \cdot (n - 1)}. \tag{11}
\]

In Equation (11), RI is the average random consistency index, which is related to \(n\), and the specific value is given in Table 3. When \(CR < 0.1\), \(B\) is passed the consistency test and considered to be able to objectively reflect the relative importance of the indicators, therefore, it can be adopted. Otherwise, \(B\) needs to be adjusted until it passes. The final \(w_i\) is the weight value corresponding to the \(i\)th indicator.

(iv) Calculate subjective weight value. Multiply the weight value of the first-level index and the weight value of the second-level index to obtain the weight of each index relative to the target. Therefore, the subjective weight is 

\[
\bar{w} = (\bar{w}_1, \bar{w}_2, \cdots, \bar{w}_n).
\]

### 2.2.2. Determination of objective weight based on entropy method

Objective weight is the weight obtained through data operation based on the decision matrix formed by the characteristic information of the data source on each index. In order to reduce the influence of subjective factors and fully consider the original data information, this paper uses the entropy method to determine the objective weight of the indicator. The entropy method is a method to determine the index weight based on the information characteristics of the sample data itself \([33, 34]\). It draws on the idea of information entropy, by calculating the information entropy of the index, and determining the weight of the index according to the influence of the discrete degree of the index on the whole. The higher entropy means the smaller the degree of dispersion, the smaller the utility value and the smaller the weight; the smaller the entropy means the greater the degree of dispersion, the greater the utility value, and the greater the weight \([35]\). According to the characteristics of the entropy method, assuming that the number of evaluation indicators is \(n\) and the sample size is \(m\), the initial decision matrix can be obtained as follows:

\[
X = (x_{ij})_{m \times n} = \begin{bmatrix}
                                x_{11} & x_{12} & \cdots & x_{1n} \\
                                x_{21} & x_{22} & \cdots & x_{2n} \\
                                  \vdots & \vdots & \ddots & \vdots \\
                                x_{m1} & x_{m2} & \cdots & x_{mn}
\end{bmatrix}. \tag{12}
\]

Among them, \(x_{ij}\) represents the value of the \(j\)th evaluation index in the \(i\)th sample. In the evaluation process, quantitative indicators are directly or indirectly obtained according to the characteristics of the data; qualitative indicators are scored based on the experience of experts, the indicators are divided into multiple evaluation levels, and the measurement scale value is determined according to the level. The calculation steps of the entropy method are as follows:

Step 1: Calculate the proportion \(p_{ij}\) of each sample index value under each index:

\[
p_{ij} = \frac{x_{ij}}{\sum_{j=1}^{m} x_{ij}}. \tag{13}\]

Step 2: Calculate the information entropy value \(e_j\) of each indicator:

\[
e_j = -K \sum_{j=1}^{m} p_{ij} \ln (p_{ij}). \tag{14}\]

Among them, \(K\) is a constant, \(K = 1/\ln (n)\); \(e_j\) is the information entropy value of the \(j\)th index, and the value range is \(0 \leq e_j \leq 1\).

Step 3: Calculate the difference coefficient \(d_j\) of each index, the difference coefficient indicates the effect of the index on the research object, and it directly affects the weight of the evaluation index:

\[
d_j = 1 - e_j. \tag{15}\]

Step 4: Calculate the weight \(w = (w_1)_{1 \times n}\) of each indicator relative to the comprehensive evaluation:

\[
w_i = \frac{d_j}{\sum_{j=1}^{m} d_j}. \tag{16}\]

According to the nature of the entropy value: \(0 \leq w_j \leq 1\), \(\sum_{j=1}^{n} w_j = 1\), the objective weight of the evaluation index can be finally obtained.

### 2.2.3. Determination of combination weight based on distance method

In order to ensure the reliability and credibility of the weights taken by each evaluation index and overcome the shortcomings of a single method for weight determination, this paper uses the distance function method to organically combine the two weights for comprehensive weight determination. The distance function method uses the concept of distance function to align the degree of difference between the subjective and objective weights with the degree of difference in the corresponding distribution coefficient \([36–38]\), taking into account the subjective experience of the evaluator on the actual situation, and has important statistical significance. The calculation formula is:

\[
d(\bar{w}, w_j) = \left[ \frac{1}{2} \sum_{i=1}^{n} (\bar{w}_i - w_j)^2 \right]^{1/2}\tag{17}\]

\[
w_i = a\bar{w}_i + \beta w_i \tag{18}\]
Among them, \( d \left( \bar{w}_i, \bar{w}_j \right) \) is the distance function; \( \bar{w}_i \) is the subjective weight; \( w_i \) is the objective weight; \( w \) is the combined weight value; \( \alpha, \beta \) are the distribution coefficients, satisfying \( \alpha + \beta = 1, 0 < \alpha, \beta < 1 \).

In order to make the degree of difference between the subjective and objective weights consistent with the degree of the distribution coefficient, the distance function and the distribution coefficient are equalized, and the expression is given as follows:

\[
d \left( \bar{w}_i, \bar{w}_j \right)^2 = (\alpha - \beta)^2. \tag{19}
\]

\[
\alpha + \beta = 1. \tag{20}
\]

Combine formulas (19) and (20) to obtain the distribution coefficient of the combined weight:

\[
\alpha = \left[ \frac{\sum_{i=1}^{n} \left( \frac{\bar{w}_i - \bar{w}_j}{8} \right)^2}{5} \right]^{1/2} + \frac{1}{2}. \tag{21}
\]

Substituting \( \alpha \) and \( \beta \) into formula (18), the combined weight vector \( w = \{ w_1, w_2, \cdots, w_n \} \) of each evaluation index can be obtained.

3. COMPREHENSIVE EVALUATION OF BIG DATA QUALITY

3.1. Source of Experimental Data

In order to verify the validity and rationality of the method in this paper for data quality evaluation under big data, experiments are carried out under real data environment. The test data mainly comes from the collected objective data and the subjective data of experts.

3.1.1. Objective data

In order to fully reflect the effect of the algorithm, objective data comes from real data sets. Collect commodity information on 6 mainstream integrated B2C e-commerce platforms in China through custom crawlers. The data source platforms are defined as S1, S2, S3, S4, S5, and S6, which correspond to Tmall, JD.com, Suning.com, Gome Online, Yihaodian, Vipshop. The collected commodity data include 3,562,570 commodities in 10 categories. The amount of commodity data on different platforms is shown in Table 4.

3.1.2. Subjective data

Twenty industry experts and scholars were invited to evaluate the two parts of the data by anonymous questionnaire. First, the relative importance of evaluation indicators was scored to obtain the relative importance of each indicator. Second, according to the characteristics of the collected data, the qualitative indicators in the evaluation index system were fuzzy evaluated to obtain the fuzzy membership data of each indicator [39,40].

3.2. Evaluation Index Weight Calculation

3.2.1. Subjective weight calculation

According to the actual impact of each index on the quality of big data, a judgment matrix is constructed according to the AHP, and an expert group familiar with the quality of big data will compare and score the importance of each evaluation index. For experts with large differences in opinions, multiple rounds of scoring are used until the judgment data is basically consistent and the consensus test is passed. The details are shown in Tables 5–8.

According to the Table 5, the maximum eigenvalue (\( \lambda_{\text{max}} \)) is 4.118 and CR is 0.044369. The judgment matrix (A1-B) passed the consistency test. Among the influences of evaluation content quality on overall data quality, the importance and influence of completeness are the highest (0.558), followed by accuracy (0.263), reliability (0.122), and timeliness (0.057).

According to the Table 6, the maximum eigenvalue (\( \lambda_{\text{max}} \)) is 3.054202 and CR is 0.046726. The judgment matrix (A2-C) passed the consistency test. Usability is the most important and influential factor (0.703), followed by compatibility (0.182) and operability (0.115) in the evaluation of the impact of usage quality on the overall data quality.

According to the Table 7, the maximum eigenvalue (\( \lambda_{\text{max}} \)) is 3.03871 and CR is 0.033375. The judgment matrix (A2-D) passed the consistency test. Applicability has the highest importance and influence (0.633), followed by validity (0.261) and consistency (0.106) among the influences of evaluation result quality on overall data quality.

According to the Table 8, the maximum eigenvalue (\( \lambda_{\text{max}} \)) is 3.03871 and CR is 0.033375. The judgment matrix (U-A) passed the consistency test. In the evaluation process of big data quality, the importance and influence of content quality are the largest (0.633), followed by use quality (0.261) and result quality (0.106).

3.2.2. Objective weight calculation

According to the entropy method proposed above, the objective weights of the indicators are calculated, and the quantitative indicators are directly calculated based on the collected data; the qualitative indicators are scored based on expert experience, and according to the scoring results, the membership degree of each index is calculated. The degree of membership refers to the degree of affiliation of each evaluation index corresponding to the comment set and each level [41,42]. The indicators are divided into ten levels. Different levels correspond to different scores. The tenth level corresponds to the highest score of 10, and the first level corresponds to the lowest score of 1. Using \( r_i \) to represent the probability that the ith index is rated as the jth level. The value of \( r_i \) is determined by the calculation of \( r_i = n / m \), where n is the number of people rated as the jth level, and m is the total number of experts. The entropy method is used to calculate the objective weight of the big data quality standard, and the results are shown in Table 9.

The above evaluation results show that the entropy value of the integrity evaluation index is the smallest, the degree of dispersion is the largest, the utility value is the largest, and the weight is the largest; and the consistency evaluation index has the largest entropy value, the degree of dispersion is the largest, the utility value is the smallest, and the weight is the smallest.
Table 4 | Distribution of data sets on various platforms.

| Category            | S1      | S2      | S3      | S4      | S5      | S6      |
|---------------------|---------|---------|---------|---------|---------|---------|
| Mobile digital      | 96540   | 85246   | 82498   | 78512   | 67548   | 57524   |
| Office appliances   | 74328   | 72016   | 69521   | 65842   | 57426   | 76521   |
| Costume jewelry     | 85212   | 65482   | 62547   | 75345   | 41625   | 65234   |
| Beauty care         | 65239   | 67265   | 65482   | 56538   | 54682   | 70258   |
| Food and drink      | 72456   | 70215   | 76254   | 70892   | 65478   | 56842   |
| Books audiovisual   | 49521   | 42156   | 65241   | 46521   | 42683   | 56147   |
| Toy musical instrument | 39852 | 42103   | 45218   | 21354   | 24587   | 45216   |
| Daily necessities   | 84526   | 65482   | 75423   | 65324   | 61248   | 74523   |
| Outdoor sport       | 69524   | 53248   | 62157   | 36518   | 45294   | 45216   |
| Home textiles       | 39564   | 35465   | 42653   | 45214   | 32972   | 45681   |
| Total               | 676762  | 598678  | 646994  | 562060  | 493543  | 584533  |

Table 5 | The judgment matrix of content quality (A1-B).

| A1-B  | B1     | B2     | B3     | B4     | Sort Weight |
|-------|--------|--------|--------|--------|-------------|
| B1    | 1      | 7      | 3      | 5      | 0.558       |
| B2    | 1/7    | 1      | 1/5    | 1/3    | 0.057       |
| B3    | 1/3    | 5      | 1      | 3      | 0.263       |
| B4    | 1/5    | 3      | 1/3    | 1      | 0.122       |

Table 6 | The judgment matrix of use quality (A2-C).

| A2-C  | C1     | C2     | C3     | Sort Weight |
|-------|--------|--------|--------|-------------|
| C1    | 1      | 5      | 5      | 0.703       |
| C2    | 1/5    | 1      | 2      | 0.182       |
| C3    | 1/5    | 1/2    | 1      | 0.115       |

Table 7 | The judgment matrix of result quality (A3-D).

| A3-D  | D1     | D2     | D3     | Sort Weight |
|-------|--------|--------|--------|-------------|
| D1    | 1      | 5      | 3      | 0.633       |
| D2    | 1/5    | 1      | 1/3    | 0.106       |
| D3    | 1/3    | 3      | 1      | 0.261       |

Table 8 | The judgment matrix of target layer (U-A).

| U-A   | A1     | A2     | A3     | Sort Weight |
|-------|--------|--------|--------|-------------|
| A1    | 1      | 3      | 5      | 0.633       |
| A2    | 1/3    | 1      | 3      | 0.261       |
| A3    | 1/5    | 1/3    | 1      | 0.106       |

3.2.3. Combination weight calculation

Substituting the abovementioned subjective and objective weight values into the distance function calculation formulas (20) and (21), the distribution coefficient can be obtained:

\[
\alpha = \left( \frac{\sum_{i=1}^{n} (w_i - w_i^*)^2}{8} \right)^{1/2} + \frac{1}{2} = 0.531, \\
\beta = 1 - \alpha = 0.469.
\]

Substituting \( \alpha \) and \( \beta \) into Equation (18), the combined weight value of each evaluation index can be obtained, as shown in Table 10.

From the combined weights in Table 10, it can be seen that completeness (0.350), availability (0.156), and accuracy (0.152) are the three largest and most important indicators. This result is consistent with the reality. First of all, data integrity plays a decisive role. It is the most basic guarantee of data and determines whether data has value to a certain extent. Second, the availability of data is a key indicator for evaluating the quality of big data. Unavailable data will lead to serious errors in knowledge and decision-making derived from the data, therefore, the quality of data with low availability is also poor. Finally, accuracy reflects the authenticity and error-freeness of the original big data. Data that is not accurate enough cannot truthfully reflect the actual situation. If the data with poor accuracy is analyzed and mined, the results obtained will be quite different from the actual situation, which will seriously affect the decision-making effect. In addition, operability (0.032), consistency (0.034), and timeliness (0.038) are the three indicators with the smallest weights, indicating that they are also the smallest in importance and influence on the quality of big data.

Finally, using the combined weights in Table 10, the final scores and ranking order of the 6 data sources can be obtained, as shown in Table 11.

4. COMPARISON AND ANALYSIS

4.1. Comparison with Existing Ranking Methods

To verify the acceptability of the CFEM method, our combined weights are used in CoCoSo [43], C-TOPSIS [44], A-TOPSIS [45], EDAS [46], and SECA [47] to solve the aforementioned problem. Table 12 illustrates the obtained rankings of different methods.

The Kendall’s coefficient of concordance for the above results is equal to 0.91111, indicating a great amount of concordance among different ranking. Considering CFEM, its correlation with other methods seems acceptable. Afterward, the Spearman’s correlation among different methods with this aggregated one is presented in Table 13.
Table 9 | Objective weight of evaluation index.

| Data No. | Completeness | Timeliness | Accuracy | Reliability | Availability | Compatibility | Operability | Applicability | Consistency | Effectiveness |
|----------|--------------|------------|----------|-------------|--------------|---------------|-------------|--------------|-------------|--------------|
| s1       | 0.78         | 0.72       | 0.83     | 0.8         | 0.75         | 0.75          | 0.9         | 0.85         | 0.73        | 0.65         |
| s2       | 0.62         | 0.89       | 0.94     | 0.7         | 0.9          | 0.75          | 0.75        | 0.75         | 0.65        | 0.65         |
| s3       | 0.43         | 0.75       | 0.74     | 0.75        | 0.65         | 0.9           | 0.9         | 0.75         | 0.73        | 0.55         |
| s4       | 0.54         | 0.84       | 0.66     | 0.85        | 0.65         | 0.85          | 0.85        | 0.75         | 0.64        | 0.6          |
| s5       | 0.76         | 0.82       | 0.68     | 0.65        | 0.85         | 0.75          | 0.75        | 0.8          | 0.73        | 0.55         |
| s6       | 0.75         | 0.82       | 0.86     | 0.85        | 0.8          | 0.85          | 0.85        | 0.8          | 0.58        | 0.65         |
| Weights  | 0.346        | 0.041      | 0.134    | 0.079       | 0.125        | 0.046         | 0.034       | 0.089        | 0.061       | 0.045        |

Table 10 | Combined weight of evaluation index.

| Goal Evaluation system of big data quality (U) | First Indicators | Secondary Indicators | Subjective Weight | Objective Weight | Combined Weight |
|-----------------------------------------------|------------------|----------------------|-------------------|-----------------|-----------------|
| Content quality (A1)                          | Completeness (B1) | 0.353                | 0.346             | 0.350           |
| Timeliness (B2)                               | 0.036            | 0.041                | 0.038             |
| Accuracy (B3)                                 | 0.167            | 0.134                | 0.152             |
| Reliability (B4)                              | 0.077            | 0.079                | 0.078             |
| Availability (C1)                             | 0.183            | 0.125                | 0.156             |
| Compatibility (C2)                            | 0.048            | 0.046                | 0.047             |
| Operability (C3)                              | 0.03             | 0.034                | 0.032             |
| Applicability (D1)                            | 0.067            | 0.089                | 0.077             |
| Consistency (D2)                              | 0.011            | 0.061                | 0.034             |
| Effectiveness (D3)                            | 0.028            | 0.045                | 0.036             |

Table 11 | Evaluation result of data source.

| Data No. | Score  | Rank |
|----------|--------|------|
| s1       | 0.77824| 2    |
| s2       | 0.75800| 3    |
| s3       | 0.62485| 6    |
| s4       | 0.65720| 5    |
| s5       | 0.73784| 4    |
| s6       | 0.78735| 1    |

In view of the results of Table 13, the least correlation of the CFEM method points 0.828571 (with EDAS), while this method exhibits a correlation more than 94% with other methods. So it implies that the results of new CFEM method have a great concordance with previous methods. All in all, it can be concluded that the CFEM method results can be considered acceptable.

4.2. Comparison with Fuzzy Complementary Judgment Matrix Method

To verify the reasonable and effective of the CFEM method in determine the weight of each evaluation index, we compared it with the fuzzy complementary judgment matrix method. The fuzzy complementary judgment matrix method is a method to determine the index weight and ranking according to the fuzzy complementary judgment matrix [48]. It first constructs the fuzzy judgment matrix, applies mathematical transformation to the matrix, and finally uses the sorting formula to calculate the weight of each indicator. First, the nine scales in this paper are transformed into corresponding scales, which are (absolutely strong, extremely strong, strong, slightly strong, same, slightly weak, weak, extremely weak, absolutely weak), and the corresponding scale values are (0.9, 0.8, 0.7, 0.6, 0.5, 0.4, 0.3, 0.2, 0.1). Second, the judgment matrix given by the experts in this paper is transformed into the corresponding fuzzy complementary judgment matrix. Finally, using fuzzy complementary judgment matrix sorting algorithm to find the weight formula:

\[ w_i = \sum_{j=1}^{n} a_{ij} \frac{1}{n(n-1)/2}, i = 1, 2, \ldots, n. \]

The first-level index, the second-level index, and the final weight are calculated, respectively. The comparison between the first-level index and the final weight is shown in Table 14.

It can be seen from Table 14 that the weight obtained by the fuzzy complementary judgment matrix sorting algorithm has small discrimination and poor comparability. The final weight calculated by the fuzzy complementary judgment matrix sorting algorithm (the weight of the first-level index is multiplied by the weight of the second-level index), the maximum is 0.133, the minimum is 0.077, the range between indicators is 0.057, the interquartile range is 0.023, and the standard deviation is 0.0158, indicating that the degree of dispersion between the weight values is small, and the relative importance of the indicators cannot be better reflected. The weight between indicators lack comparability, and it is difficult to find the true indicators that determine the quality of big data. However, the weight value calculated by CFEM method in this paper, the maximum is 0.350, the minimum is 0.034, the range is 0.316, the interquartile range is 0.118, and the standard deviation is 0.0944, which indicates that there is a large degree of dispersion.
between weight values and strong comparability between indicators. It reflects that the weight value of the indicators with great impact on the quality of big data is obviously larger, while the index weight with small impact on the quality of big data is obviously smaller. There are obvious differences between weights, which can better reflect the relative importance of indicators and facilitate the objective evaluation of data quality.

The degree of data missing, old and new, accuracy, and reliability in the big data environment directly affect the quality of data sources and the value of data. Therefore, content quality is an important factor that affects the quality of big data. Compared with use quality and result quality, it belongs to a strongly important level, and the weight of content quality should be significantly greater than other factors. By using the fuzzy complementary judgment matrix sorting algorithm, the weight of content quality is 0.383, the weight of use quality is 0.333, and the weight of result quality is 0.283, which does not reflect the strong importance of content quality. However, using the method in this paper, the weight of content quality is 0.633, the weight of use quality is 0.261, and the weight of result quality is 0.106. The weight of content quality is much higher than other factors, which shows that content quality is obviously more important than use quality and result quality. This phenomenon is very consistent with the reality. This also shows that the method proposed in this paper is suitable for evaluating the quality of data sources in a big data environment.

### 4.3. Total Discussing

(i) The method of this paper uses the AHP to determine the weight of each impact indicator, decomposes multi-level and complex goals into several levels of multiple indicators, and quantifies the importance of qualitative indicators with fuzzy concepts, reducing the influence of subjective factors, solves the problem that the evaluation index is difficult to accurately define, and ensures the objectivity of the evaluation results. At the same time, the fuzzy mathematics theory is used to comprehensively and quantitatively evaluate the vague and uncertain information, reducing the subjective arbitrariness of decision-makers, effectively improve the reliability and accuracy of judgment and evaluation.

(ii) When evaluating the quality of data sources in a big data environment, single indicator cannot meet the evaluation requirements. Using the CFEM method in this paper, the quality of data sources is regarded as a whole and according to the thinking mode of hierarchical decomposition, comparative judgment and system synthesis, fuzzy evaluation objects are processed by precise digital means. Not only can the evaluation object be evaluated and sorted according to the comprehensive score, but also the grade of the object can be evaluated in the light of the maximum membership principle according to the value on the fuzzy evaluation set. It
overcomes the defect of the single result of traditional mathematical methods and provides a certain basis for objectively evaluating the quality of big data.

(iii) Subjective weights and objective weights have their own advantages and disadvantages. The subjective weight reflects the preferences and requirements of the evaluator, but it is easily affected by the subjective factors of the evaluator, and subjective one sidedness cannot be avoided; the objective weight reflects the logical relationship and objective laws of the data itself, but it largely depends on the quality of the sample, and does not reflect the user’s point of view. Therefore, this paper uses the distance function method to organically combine the two weights for comprehensive weight determination, which overcomes the shortcomings of a single method for weight determination, and makes the result of the weighting as close as possible to the actual result.

5. CONCLUSION

Big data quality is the prerequisite for big data research and the foundation for all data analysis, mining, and decision support. Evaluating the quality of big data is helpful to understand the essential characteristics of the data and to avoid decision errors caused by data errors to the greatest extent. Aiming at the actual problems of data quality evaluation in the big data environment, this paper proposes a CFEM for big data quality. Through in-depth analysis of the original attributes, usage attributes, and result attributes of big data quality, a big data quality evaluation system based on content quality, usage quality, and result quality is constructed. Calculating the subjective weight and objective weight of each indicator through the AHP and entropy method, and using the distance function method to organically integrate the weights obtained by the two methods to determine the comprehensive weight of each indicator, then through the determined indicator weight, calculating with the degree of membership to get the final quantitative evaluation result. Collecting data from six major Chinese e-commerce platforms through web crawlers and using this method to evaluate these data. The evaluation results show that this method can well adapt to the big data environment, and the weight of quality evaluation of the obtained big data meets the requirements of quality evaluation. Finally, the results are compared with other well-known algorithms. The performance of CFEM method related to those methods indicated acceptable results. However, the data sources in the big data environment are extensive and complex, so how to evaluate the data quality more efficiently and accurately in the complex application environment will be the focus of the next research.
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