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Abstract

Recently, vision transformer (ViT) and its variants have achieved promising performances in various computer vision tasks. Yet the high computational costs and training data requirements of ViTs limit their application in resource-constrained settings. Model compression is an effective method to speed up deep learning models, but the research of compressing ViTs has been less explored. Many previous works concentrate on reducing the number of tokens. However, this line of attack breaks down the spatial structure of ViTs and is hard to be generalized into downstream tasks. In this paper, we design a unified framework for structural pruning of both ViTs and its variants, namely UP-ViTs. Our method focuses on pruning all ViTs components while maintaining the consistency of the model structure. Abundant experimental results show that our method can achieve high accuracy on compressed ViTs and variants, e.g., UP-DeiT-T achieves 75.79% accuracy on ImageNet, which outperforms the vanilla DeiT-T by 3.59% with the same computational cost. UP-PVTv2-B0 improves the accuracy of PVTv2-B0 by 4.83% for ImageNet classification. Meanwhile, UP-ViTs maintains the consistency of the token representation and gains consistent improvements on object detection tasks.

1. Introduction

The transformer [35] architecture has been widely used for natural language processing (NLP) tasks over the past years. Inspired by its excellent performance in NLP, ViT [7] employs a pure transformer structure to image classification tasks and achieves remarkable accuracy. Following the successes of ViT, transformer-based models have established many new state-of-the-art records in various computer vision (CV) tasks, such as image classification [33], object detection [2] and video segmentation [39]. In spite of these advances, most of these transformer-based structures suffer from large model size, huge run-time memory consumption and high computational costs. Therefore, there exists impending needs to develop and deploy lightweight and efficient vision transformers.

Network pruning is a useful technique to strike a good balance between model accuracy and inference speed and memory usage. Although numerous effective pruning algorithms have been proposed to compress and accelerate convolutional neural networks (CNNs) in CV tasks, how to prune vision transformers is a much less explored topic. Some previous NLP research efforts [10, 18] focus on exploring new multi-head self-attention (MHSA) mechanisms or knowledge distillation algorithms. However, the most time-consuming module in a transformer is in fact the feed-forward network (FFN) [29], but efforts in pruning FFN remain scarce. Recent ViT pruning methods [29, 32] are mainly attracted to recursively sampling informative tokens (or equivalently, their corresponding image patches) to increase the inference speed in image classification, which achieves similar accuracy as that of using all tokens with fewer computations. Unfortunately, these token sampling methods often impede the vision transformers’ generalization ability on downstream tasks, e.g., object detection and instance segmentation. In addition, this kind of sampling is also difficult to be applied to NLP tasks, which limits the application domain of these methods.

Hence, we believe that in order to successfully accelerate and slim vision transformers, we need a unified approach which simultaneously prunes all components in a transformer structure, does not alter the transformer structure, generalizes well to downstream tasks with high accuracies, and applies to not only ViTs but also its many variants.

To fulfill these goals, we propose UP-ViT, a unified pruning framework for vision transformers, which prunes the channels in ViTs in a unified manner, including those both inside and outside of the residual connections in all the blocks, MHSA, FFNs, normalization layers, and convolution layers in ViT variants. We first devise an efficient evaluation module to estimate the importance score of each filter in a pre-trained ViT model. Then based on the com-
pression goals, all redundant channels will be simultaneously removed, which leads to a thinner structure. In particular, when compressing the attention layers, we investigate the influence of MHSA and propose a novel method for throwing channels away. We also design an effective progressive block pruning method, which removes the least important block and proposes new hybrid blocks in ViTs. Experiments on ImageNet show that UP-ViTs significantly outperforms previous ViTs with the same or even higher throughput. Our contributions are:

- We propose a novel framework for structured compression of ViTs and its variants. Our method can be easily applied to both vanilla ViTs and its variants, and the resulting compressed models achieve higher accuracy than previous state-of-the-art ViTs and existing pruning algorithms.
- Our method maintains the consistency of the token representation, therefore we can generalize the compressed model to various downstream tasks. For example, we compare the accuracy of our pruned UP-PVTv2 and previous PVTv2 models in object detection, and achieve higher detection accuracy.

2. Related Works

We first briefly review the related works.

2.1. Vision transformers

Transformer [35] utilizes the MHSA mechanism to build long-range dependencies between pairs of input tokens for NLP tasks, and recently it has been introduced into many computer vision tasks. ViT first [7] shows that a standard transformer can achieve state-of-the-art accuracies in image classification tasks when the training data is sufficient (e.g., using JFT-300M). DeiT [33] further proposes a token-based distillation method for training and explores existing data augmentation and regularization strategies, such as RandAugment [5] and stochastic depth [14].

With the same architecture as ViT, DeiT is also effective using the smaller ImageNet-1K dataset. Since then many works attempt to introduce the local dependency into vision transformers. T2T-ViT [42] introduces the tokens-to-token (T2T) module to aggregate neighboring tokens, which can be generalized into other efficient transformers like Performer [3]. For adapting ViTs to dense prediction tasks such as object detection, Wang et al. proposed Pyramid Vision Transformer (PVT) [38], which introduces convolution and the pyramid hierarchical structure to the design of transformer backbones. They also updated their model later as PVTv2 [37], which achieves higher accuracy with less computation burden. Swin Transformer [24] proposes a shifted windowing scheme to compute representation. LV-ViT [16] proposes a token labeling training method to improve the performance of ViT. In this paper, we will show that our compression method can deal with both the original ViTs and its variants.

2.2. Compressing transformers and sparse tokens

Training ViTs is time-consuming and the trained models are often massive, which necessitates compression algorithms. Starting in NLP applications, LayerDrop [9] randomly drops layers at training time, and at test time it selects sub-network to any desired depth. Behnke et al. [1] iterated between pruning attention heads and fine-tuning. Li et al. [21] showed that the most compute-efficient training scheme is to stop training after a small number of iterations, and then heavily compress them. Another related field is to reduce the complexity of the MHSA module via various approximations [10, 18].

Lately, some pruning algorithms have been proposed for ViTs. VTP [46] reduces embedding dimensionality by introducing control coefficients. Moreover, sparse training of ViTs seeks to adaptively identify highly informative sparse tokens. Tang et al. [32] designed a patch slimming method to discard useless tokens. Evo-ViT [40] updates the selected informative and uninformative tokens with different computation paths. However, these token sampling methods are unstructured and are difficult to use in downstream tasks (e.g., object detection). Jia et al. [15] explored a fine-grained manifold distillation approach that calculates training loss from three perspectives. NViT [41] observes the dimension trend of every component in ViTs. Our method is more general and may be potentially combined with them.

2.3. Pruning CNN channels

Channel pruning methods remove less important channels in CNNs, and then the pruned sub-model can be fine-tuned to recover its accuracy. Hence it is important to distinguish important and redundant channels. Li et al. [20] pruned filters using their $\ell_1$-norm values. He et al. [13] proposed a LASSO based channel selection method. Luo et al. [27] pruned filters based on statistics computed from its next layer. After that, they further pruned the residual connection to get a wallet-shape model, which is a better model structure when the shortcut connection exists [26]. If some filters in one layer are pruned, the output features of this layer and the input of the next layer should be changed correspondingly. He et al. [12] pruned channels based on the geometric median. In this work, we apply KL-divergence to evaluate the importance of filters in vision transformers, which has been proved to be effective in CNN [26].

3. The UP-ViTs Method

We will now propose our UP-ViTs. First we review the standard ViT briefly in Section 3.1, then our method to evaluate the importance of each filter in Section 3.2. We elaborate on the details of pruning into a sub-model and fine-
tuning it in Section 3.3. Finally, in Section 3.4 we further propose an efficient algorithm to prune blocks in ViTs.

3.1. Architecture of ViT

The standard transformer receives an input as a 1D sequence of token embeddings. Following this design, ViT reshares an image into flattened sequential patches and linearly projects each patch into an embedding vector. It also concatenates the patch embeddings with a trainable classification token and adds a position embedding. Consider a ViT model with \( L \) blocks. Given an image \( x \in \mathbb{R}^{C \times H \times W} \), ViT first reshapes it into flattened 2D patches \( x_p \in \mathbb{R}^{N \times \left(CP^2\right)} \), where \( H \times W \) is the original input resolution, \( C \) is the number of input channels, \( P \times P \) is the resolution of each patch, \( N = HW/P^2 \) is the number of patches. Then, the sequence of embeddings \( x_0 \) is formed by

\[
x_{\text{patch}} = \text{FC}_{\text{patch}}(x_p),
\]

\[
x_0 = [x_{\text{cls}} \mid x_{\text{patch}}] + x_{\text{pos}},
\]

where \( \text{FC}_{\text{patch}} \) is the linear projection with \( D \) output channels. \( x_{\text{cls}} \in \mathbb{R}^{1 \times D} \) and \( x_{\text{patch}} \in \mathbb{R}^{\left(N+1\right) \times D} \) are the learnable classification token and position embeddings, respectively. \( \cdot \mid \cdot \) is the column-wise concatenation.

The embedding \( x_0 \) is subsequently fed into the transformer blocks. ViT stacks several blocks to construct the whole model, and each consists of two parts: the attention layer and FFN. In the attention layer, ViT applies LayerNorm and three linear projections (\( \text{FC}_q, \text{FC}_k \) and \( \text{FC}_v \)) in parallel to generate queries \( Q \), keys \( K \) and values \( V \), i.e.,

\[
x_{k-1}' = \text{LN}(x_{k-1}),
\]

\[
Q = \text{FC}_q(x_{k-1}),
\]

\[
K = \text{FC}_k(x_{k-1}),
\]

\[
V = \text{FC}_v(x_{k-1}),
\]

where \( \text{LN} \) is layer normalization, \( x_{k-1} \) is the input embedding for \( k = 1, \ldots, L \). Then, a multi-head self-attention (MHSA) and a linear projection \( \text{FC}_{\text{proj}} \) are performed:

\[
x_{k-1}'' = x_{k-1} + \text{FC}_{\text{proj}}(\text{MHSA}(Q, K, V)),
\]

where \( x_{k-1}'' \) is the output of the attention layer in the \( k \)th block. The input and output dimensions of these linear projections are all \( D \). Note that the MHSA module does not contain any parameters. It reshapes the queries, keys and values and applies scaled dot-product attention (cf. [7] for details). Then, \( x_{k-1}'' \) will be sent into FFN, which contains two FC layers (\( \text{FC}_1 \) and \( \text{FC}_2 \)) with a GELU non-linearity:

\[
x_k = x_{k-1}'' + \text{MLP}(\text{LN}(x_{k-1}'')),
\]

\[
\text{MLP}(x) = \text{FC}_2(\text{GELU}(\text{FC}_1(x))).
\]

As a whole, there are 6 learnable linear projections and 2 LayerNorm modules in each ViT block. It is worth noting that ViT only extracts the classification token in the last block as the final representation, which is a different design from the practice in CNNs (i.e., global average pooling of all patch embeddings).

3.2. Calculating the importance scores

Since our goal is to compress ViT and also to preserve the consistency of token representations, structured channel pruning stands out as a reasonable choice. Firstly, we focus on calculating the importance scores of all channels (i.e., the \( D \) dimensions). Our goal is to minimize the information loss of the last layer after pruning channels. Generally speaking, we divide ViTs into several uncorrelated components and evaluate the performance change after removing each channel in every component.

Let us take one ViT block as an example. As shown in Figure 1, we divide the block into three irrelevant structural components, namely:

- Component 1: The shortcut connections that chain representations across all blocks, i.e., the input channels of \( \text{FC}_q, \text{FC}_k, \text{FC}_v, \) and \( \text{FC}_1 \), the output channels of \( \text{FC}_{\text{proj}} \) and \( \text{FC}_2 \), and the two LN layers;
- Component 2: The attention embedding filters inside the attention layer in every block, i.e., the input channels of \( \text{FC}_{\text{proj}} \) and the output channels of \( \text{FC}_q, \text{FC}_k \) and \( \text{FC}_v \);
- Component 3: The FFN inter-layer filters in every block, i.e., the input channels of \( \text{FC}_2 \) and the output channels of \( \text{FC}_1 \).

In particular, one crucial difficulty arises out of this structure. Because of the existence of shortcut connections, the following numbers must be the same in the entire network after pruning: the number of channels in all components linked by the shortcut connections, the patch embedding dimensionality, and the final FC layer dimensionality. To make sure the validity of all summation and concatenation operations, the dimensionality of the classification token and the position embedding must be the same as this number, too.

To measure the channel importance, we randomly select 2000 images from the training dataset to establish a proxy dataset \( \mathcal{D} \). We will extract the output logits on \( \mathcal{D} \) and evaluate the performance change before/after removing a specific channel, e.g., when calculating the \( k \)th channel’s importance score of the component 3, we will remove the \( k \)th input channel of \( \text{FC}_2 \) and the \( k \)th output channel of \( \text{FC}_1 \). Inspired by CURL [26], the score is calculated by the KL-Divergence between two models with and without this particular channel, i.e.:

\[
s = \sum_{i \in \mathcal{D}} D_{\text{KL}}(q_i || p_i),
\]

where \( D_{\text{KL}}(q_i || p_i) \) is the KL-Divergence between the output distributions of the two models for the \( i \)th example in the proxy dataset. The score is expected to be negative for important channels (at least at a sufficiently large pruning rate).
where $i$ enumerates a sample from $\mathcal{D}$, $p_i$ is the output of model without this particular channel, and $q_i$ is the output of the original model. The larger the score $s$, the more important this channel is. Note that because MHSA contains a reshaping operation, when calculating the importance scores of the component 2, we will mask the target channel as 0 instead of removing it, otherwise the reshaping operation will become invalid.

Our method can evaluate the impact of all filters, and after generating all importance scores, we can produce more than one sub-network from a well-trained large model. The set of channels to be removed depend on these scores and different pre-set compression goals, which is flexible.

### 3.3. Pruning and fine-tuning

Given the original model and every channel’s importance score, we first generate the sub-model candidate. In each component and each block, based on the pre-set compression ratio, we independently rank the importance scores and delete those less important ones. Note that for simplicity, we use the same compression ratio in all components and all blocks.

In particular, the attention layer in ViT is benefited from the multi-head attention mechanism, which captures richer information by using multiple different heads. However, it also brings difficulties to compress the component 2. Therefore, we specifically design a simple but effective method to prune the multi-heads. In detail, given a $D_h$ dimensional attention layer with $h_b$ heads, we need to prune it into $D_i$ dimensions with $h_s$ heads. Note that every head contains the same number of dimensions across all attention layers and $h_b$ is divisible by $h_s$. The two settings are common in the transformer-based models. When pruning multi-head attention, we first merge every $h_b/h_s$ heads into 1 head, hence the attention layers will each have $h_t$ heads with $D_t$ dimensions. Then, we remove $D_t/D_i$ dimensions from every head, and the remaining module is the attention layer we want.

Lastly, we fine-tune the sub-model with all training samples, and use the original model as the teacher to distill the sub-model. Different from the training strategy of DeiT, we use the classic soft distillation to measure the training loss:

$$
\mathcal{L} = \mathcal{L}_{CE}(y, p) + \alpha \mathcal{L}_{KL}(q, p),
$$

where $p$ is the output probability (after softmax) of the sub-model, $q$ is the output probability of the teacher (i.e., the original model), and $y$ is the true label. $\mathcal{L}_{CE}$ and $\mathcal{L}_{KL}$ denote the cross-entropy loss and the KL-divergence loss, respectively. Later, we will show that it is a better loss criterion than hard distillation when compressing ViTs, which is the opposite of the observation from DeiT.

### 3.4. Pruning blocks

Finally, we propose a new way to prune blocks in transformer-based models. More precisely, when pruning width, we first calculate all channels’ important scores and then prune all redundant channels at once. Different from this pipeline, we construct a progressive method to compress blocks.

- First, for each block, calculate the KL-Divergence with & without it;
- Second, remove the least important block and reserve the pruned model;
- Third, if the pruned model has not reached the compression target, then use the first two steps to prune one more block; otherwise we obtain a sub-model with fewer blocks and fine-tune it.

Note that the output of one block is its next block’s input, so once we remove a block, the importance of every remaining block will change, and blocks adjacent to the deleted
block will become more important. Therefore, we prune one block at a time. Later we will show this progressive block pruning method is better than pruning many blocks at once.

Unlike CNNs, given a ViT model with $L$ blocks, if we remove the FFN of the $K$th ($K \in \{1, 2, \ldots, L-1\}$) block and the attention layer of the next block, the remaining model is still guaranteed to be a legal ViT with $L - 1$ blocks. Therefore, when compressing blocks, we actually compute $2L-1$ instead of $L$ importance scores. The $L-1$ new hybrid block pruning candidates we propose here are novel and useful.

4. Experiments

We now evaluate the performance of our UP-ViTs. We first prune DeiT-B and PVTv2-B2, and test the effectiveness on ImageNet-1k. In addition, more results on downstream small-scale classification and object detection datasets will be presented. We will show that UP-ViTs achieve better or comparable accuracies on these tasks. Finally, we will end this section with several analyses. All the experiments are conducted with PyTorch.

### 4.1. Datasets and metrics

**Classification.** The ImageNet-1k [6] dataset consists of 1.28 million training and 50000 validation images. Those images have various spatial resolutions and come from 1000 different categories. ImageNet-1k is usually used as the benchmark for model pruning.

Besides ImageNet-1k, we also evaluate UP-ViTs on downstream small-scale datasets. Table 1 summarizes the information of these datasets, including training and validation sizes, and the number of categories.

**Objection Detection.** We evaluate object detection performance on the MS COCO2017 [23] and the Pascal VOC07+12 [8] datasets. MS COCO 2017 contains 80 categories with 118K training and 5K validation images, respectively. Pascal VOC07+12 has 20 classes. Specifically, VOC07 contains a train-val set of 5011 images and a test set of 4952 images, and VOC12 contains a train-val set of 11540 images. We use mean Average Precision (mAP) to measure the detection accuracy.

### 4.2. Pruning DeiT-B on ImageNet-1k

We first prune DeiT-B on ImageNet-1k to DeiT-S & T, and to further show the validity of our new block pruning strategy, we also prune blocks on the basis of the pruned DeiT-T.

**Implementation details.** First we prune DeiT-B into UP-DeiT-S & T. Note that our compressed UP-DeiT-S & T share the same structure as the original DeiT-S (for small) & DeiT-T (for tiny). After all channel scores were calculated, we removed all redundant channels at once, then fine-tuned it with knowledge distillation in 200 epochs. We initialized the learning rate as $3e-4$ and set $\alpha$ in Equation 11 as 0.5 when fine-tuning UP-DeiT-S. During fine-tuning UP-DeiT-T, the learning rate and $\alpha$ were 1e-3 and 0.2, respectively. After obtaining the compressed UP-DeiT-T model, we continue to delete 2 more blocks and fine-tune the sub-model. During fine-tuning, we set the learning rate as $3e-4$ and trained 50 epochs with knowledge distillation with $\alpha$ being 0.4.

In the above experiments, we used the AdamW [25] optimizer and the cosine decay schedule. The weight decay was 1e-3 and the mini-batch size was 256. Random cropping, random horizontal flipping, color jittering and CutMix [43] were applied as data augmentations. The mixing ratio of CutMix was 0.5. In particular, unlike DeiT, we did not use mixup [44], random erasing [45] or Rand-Augment [5] in any of our experiments.

**Results.** Table 2 shows the pruning results of DeiT-B. We tested model accuracy on the ImageNet-1k validation dataset. During testing, the shorter side was resized as 256 by bilinear interpolation and then we cropped the 224×224 image patch in the center. The accuracy of the last epoch was reported. We also list the throughput in a TITAN Xp GPU with a fixed 32 mini-batch size.

Performance comparison between DeiT and UP-DeiT proves the effectiveness of our framework. Besides this, UP-DeiT also consistently outperforms previous state-of-the-art ViT variants, such as T2T-ViT, Swin Transformer and PVT. And compared with DeiT-T, the UP-DeiT-T-10 achieves 1.58% higher accuracy with only 10 blocks. Furthermore, UP-DeiT-S achieves 81.53% accuracy with 3.03x (603.1 / 199.2) acceleration. This is better than Evo-ViT (state-of-the-art token-slimming method), which achieves 81.11% accuracy with 1.53x acceleration.

**Transferring to small datasets.** We also tested the compressed models’ transferring ability. We adopted mini-batch size 256 and learning rate $1e-3$ when fine-tuning the DeiT-T model, and for the compressed models the learning rate was $3e-3$. During fine-tuning, we applied the AdamW optimizer and the CutMix augmentation strategy.

Table 3 shows the results. The pruned model UP-DeiT-

| Dataset       | Train | Validation | Categories |
|---------------|-------|------------|------------|
| CIFAR-100     | 50000 | 10000      | 100        |
| CUB-200       | 5994  | 5794       | 200        |
| Cars          | 8144  | 8041       | 196        |
| Aircraft      | 6667  | 3333       | 100        |
| Indoor67      | 5360  | 1340       | 67         |
| Pets          | 3680  | 3669       | 37         |
| DTD           | 3760  | 1880       | 47         |
| iNaturalist-2019 | 265213 | 3030     | 1010       |
Table 2. Results of pruning DeiT-B in ImageNet-1k. UP-DeiT-S & T and UP-DeiT-T-10 are our pruned model with 12 and 10 blocks respectively. Note that we denote the method proposed by [15] as MD-DeiT (manifold distillation DeiT). ⋆ methods denote the results copied from the original paper.

| Model         | Throughput | #Param. | Top-1 Acc. |
|---------------|------------|---------|------------|
| DeiT-B [33]   | 199.2      | 86.6M   | 81.84%     |
| DeiT-S [33]   | 603.1      | 22.1M   | 79.85%     |
| T2T-ViT-14 [42] | 456.6      | 21.5M   | 81.38%     |
| Swin-T [24]   | 384.5      | 28.5M   | 81.17%     |
| PVT-S [38]    | 389.9      | 24.5M   | 79.79%     |
| VTP ⋆ [46]    | -          | 48.0M   | 80.70%     |
| NViT-S ⋆ [41] | -          | 23.0M   | 81.22%     |
| Evo-ViT [40]  | 305.7      | 87.3M   | 81.11%     |
| MD-DeiT-S ⋆ [15] | 603.1      | 22.1M   | 81.48%     |
| UP-DeiT-S     | 603.1      | 22.1M   | 81.56%     |
| DeiT-T [33]   | 1408.5     | 5.7M    | 72.20%     |
| T2T-ViT-10 ⋆ [42] | 857.9      | 5.9M    | 75.00%     |
| PVT-T [38]    | 691.7      | 13.2M   | 75.00%     |
| NViT-T ⋆ [41] | -          | 6.4M    | 73.91%     |
| MD-DeiT-T ⋆ [15] | 1408.5     | 5.7M    | 75.06%     |
| UP-DeiT-T     | 1408.5     | 5.7M    | 75.79%     |
| UP-DeiT-T-10  | 1674.2     | 4.8M    | 73.97%     |

Table 3. Accuracy (%) on different small-scale classification datasets. We train models with 50 epochs.

| Dataset        | DeiT-T | UP-DeiT-T | UP-DeiT-T-10 |
|----------------|--------|-----------|--------------|
| CIFAR-100      | 85.01  | 86.52     | 85.98        |
| CUB-200        | 76.75  | 81.34     | 80.93        |
| Cars           | 85.24  | 87.34     | 86.27        |
| Aircraft       | 72.58  | 75.08     | 75.81        |
| Indoor67       | 74.70  | 78.21     | 77.99        |
| Pets           | 88.93  | 92.20     | 91.69        |
| DTD            | 71.28  | 73.83     | 72.50        |
| iNaturalist-2019 | 69.54   | 70.86     | 69.17        |

T always outperforms DeiT-T on all 8 datasets, which indicates that our UP-ViTs method boosts the generalization of DeiT significantly. Also, except on the iNaturalist-2019 dataset, the 10-block UP-DeiT-T-10 outperforms the 12-block DeiT-T on other datasets.

4.3. Pruning PVTv2 on ImageNet-1k

In this section, we prune PVTv2 on ImageNet-1k. Our goal is to demonstrate that our method applies not only to pure transformer structures, but also to those variants that combine MHSA and convolution layers. We adopted two tasks to show our method’s effectiveness, i.e., only prune depth, and prune both depth and width.

Implementation details. We conducted two experiments for comparison. In the first one, we deleted blocks and pruned PVTv2-B2 into UP-PVTv2-B1; in the second, we directly pruned PVTv2-B2 into UP-PVTv2-B0. Note that the structures of UP-PVTv2-B1 & B0 are exactly the same as those of PVTv2-B1 & B0, respectively. It is worth noting that PVTv2 introduces a convolutional layer into the attention module to reduce the computational cost, so we added one extra component when calculating the importance scores.

During training, we followed the data augmentation and learning rate setting of pruning DeiT-B. In particular, when pruning PVTv2-B2 to UP-PVTv2-B0, we used a learning rate of 1e-3 and an α of 0.2. The sub-model was fine-tuned for 100 epochs. When we pruned PVTv2-B2 to UP-PVTv2-B1, the learning rate were initialized as 3e-4 and we trained 50 epochs. Especially, we found that directly distilling the features in the penultimate layer (after the global average pooling and before the final classifier) is advantageous, so we applied the MSE loss instead of the KL-divergence loss as the distillation loss. The α was set to 20.

**Results.** Table 4 shows the results on PVTv2, and similar to the previous experiments, our UP-PVTv2 models obtain significantly better results when compared with the original models.

**Transferring to object detection.** To further validate the effectiveness of our method on a larger object detection dataset, we investigate UP-PVTv2’s performances on object detection with Mask R-CNN [11] and RetinaNet [22]. First, we adopted both PVTv2-B0/B1 and our UP-PVTv2-B0/B1 as backbones of RetinaNet on Pascal VOC07+12. As reported in Table 5, the compressed UP-PVTv2 models significantly outperform original models on Pascal VOC detection. For example, UP-PVTv2-B0 achieves 82.0 mAP, which surpasses the original PVTv2-B0 model by 1.5 AP points, and is on par with the performance of the original
We also investigated the performance of (UP-)PVTv2-B1 backbone on both one-stage and two-stage object detectors, Mask R-CNN and RetinaNet. From the results shown in Table 6 on the larger MS-COCO dataset, our method significantly outperforms original PVTv2-B1.

4.4. Analyses

To explore the impact of different modules of our method, we performed three analyses in this section.

4.4.1 Pruning multi-head self-attention

We first evaluate the influence of our attention pruning strategy when pruning component 2 by conducting an experiment of pruning DeiT-B into UP-DeiT-T. In particular, DeiT-B and UP-DeiT-T are similar in structure, but DeiT-B contains 768 dimensions with 12 heads in its attention layer, and UP-DeiT-T has 192 dimensions with only 3 heads. After calculating the attention importance score of DeiT-B, we compare three strategies of pruning the component 2:

• Strategy 1: Our strategy of pruning the attention layer in Section 3.3. For the 12 heads, we remove 192 dimensions from every four heads;
• Strategy 2: Do not consider the structure difference and delete 576 dimensions across all heads;
• Strategy 3: For the 12 heads, we remove 48 dimensions for each attention head;

After deleting those redundant dimensions, we merged the remaining filters into 3 heads and extracted three different UP-DeiT-T sub-models. We sampled the original ImageNet-1k to a smaller subset with one-tenth of the total images, which is named SImageNet-1k. Then we fine-tuned the three sub-models 50 epochs on SImageNet-1k and tested on the original ImageNet-1k validation set. The other training settings were the same as those Section 4.2. We show the results in Table 7, and strategy 1 achieves the highest accuracy.

4.4.2 Knowledge distillation

We then evaluate the influence of knowledge distillation when fine-tuning UP-ViTs. For a fair comparison, we adopt the same training strategies as Section 4.2 and Section 4.3. We illustrate the results in Table 8, which shows our method still obtains competitive accuracy when training without knowledge distillation, and UP-DeiT-T even has better performance without distillation. We further elongate the training process for random initialization, without distillation and with DeiT-B distillation for DeiT-T. Our pruned model are more accurate than model training from scratch with more epochs, which shows that our pruning strategy is better than directly training a light model from scratch.

We also compare several different distillation strategies. Besides soft distillation, we consider the following two methods.

**Hard distillation.** Let \( y_t = \arg \max(q) \) be the hard decision of the teacher, where \( q \) is the teacher’s output probabilities. The loss function of hard-label distillation is

\[
L_{CE}(p, y) + \alpha L_{CE}(p, y_t).
\]  

**Soft + Patch distillation.** Inspired by LV-ViT [16], we distill both the classification token and the patch tokens. Assume the student’s output patch tokens are \( t^1_s, \ldots, t^N_s \) and the corresponding outputs of the teacher are \( t^1_t, \ldots, t^N_t \). Note that the number of embedding dimensions in \( t^i_s \) and \( t^i_t \) are different, so we introduce a new linear projection \( FC_{token} \) into the loss function. The soft + patch distillation objective is:

\[
L_{CE}(p, y) + \alpha L_{KL}(p, q) + \beta \sum_{i=1}^{N} L_{MSE}(FC_{token}(t^i_s), t^i_t).
\]  

Based on the three strategies, we investigate the performance of distilling UP-DeiT-T with DeiT-B. During fine-tuning, we set \( \alpha \) of hard distillation as 2.0. When applying soft + patch distillation, we set \( \alpha \) and \( \beta \) as 0.2 and 1e-3, respectively. As the distillation results in Table 9 clearly show, soft distillation achieves the highest accuracy.

4.4.3 Progressive vs. One-time pruning

The last sets of experiments are about progressive vs. one-time pruning. We compare two pipelines during compressing DeiT-B. In the first pipeline, after calculating all importance scores, we remove all redundant channels at once and fine-tune the model. In the second pipeline, we divide the whole pruning process into 4 steps:

• Step 1: Calculate the importance scores of component 1 in DeiT-B. There are 768 channels and we throw away 576 of them and fine-tune the sub-model.
• Step 2: Continue to calculate the importance scores of component 2 per block and prune it. In particular, we throw away 48 dimensions for every attention head and keep 12 attention heads, then fine-tune the sub-model.
• Step 3: Similar to the second step, we prune component 3 and fine-tune the model. Especially, the dimensionalities of the FFN hidden layer are reduced from 3072 to 768.
• Step 4: Adjust the attention heads from 12 to 3 and fine-tune the model.

Note that during fine-tuning, we apply knowledge distillation and the teacher model is always DeiT-B. The results are shown in Table 10. We can observe that the performance of progressive pruning (74.51%) is not as good as pruning at once (75.79%).
Table 6. mAP of (UP-)PVTv2-B1 on the MS COCO2017 validation dataset.

| Backbone       | Methods      | #Param. | FLOPs | AP  | AP50 | AP75 | APs | APm | APl |
|----------------|--------------|---------|-------|-----|------|------|-----|-----|-----|
| PVTv2-B1       | RetinaNet 1x | 23.75M  | 235.9G| 40.5| 61.0 | 43.3 | 24.0| 43.9| 53.1|
| UP-PVTv2-B1    |              |         |       | 41.1| 62.0 | 43.5 | 25.1| 44.2| 54.6|
| PVTv2-B1       | Mask R-CNN 1x| 33.66M  | 252.2G| 40.8| 63.1 | 44.5 | 25.3| 44.5| 53.0|
| UP-PVTv2-B1    |              |         |       | 41.6| 64.1 | 45.5 | 25.9| 45.0| 54.0|

Table 7. Results on the ImageNet-1k validation set with different attention pruning strategies.

| Strategy | Accuracy |
|----------|----------|
| 1        | 48.51%   |
| 2        | 48.45%   |
| 3        | 48.05%   |

Table 8. Results on the ImageNet-1k validation set with & without knowledge distillation.

| Model               | Distillation? | Epochs | Top 1 Acc. |
|---------------------|---------------|--------|------------|
| DeiT-T              | ✓             | 500    | 74.54%     |
|                     | ✗             | 500    | 72.65%     |
| UP-DeiT-T           | ✓             | 200    | 75.79%     |
|                     | ✗             | 200    | 76.11%     |
| UP-PVTv2-B0         | ✓             | 100    | 75.30%     |
|                     | ✗             | 100    | 74.33%     |

Table 9. Results on the ImageNet-1k validation set with 3 distillation strategies. We trained the models in SImageNet-1k with 50 epochs.

| Distillation      | Soft | Hard | Soft + Patch |
|-------------------|------|------|--------------|
| Accuracy          | 51.51% | 48.95% | 51.49%      |

Table 10. Results of the progressive pipeline when pruning to DeiT-T on ImageNet-1k. In every step we fine-tuned model with 50 epochs.

| Model   | Top-1 Acc. | Throughput | #Param. |
|---------|------------|------------|---------|
| DeiT-B  | 81.84%     | 58.1       | 86.57M  |
| Step 1  | 79.90%     | 139.4      | 21.69M  |
| + Step 2| 79.60%     | 188.2      | 16.36M  |
| + Step 3| 75.05%     | 296.7      | 5.72M   |
| + Step 4| 74.51%     | 404.5      | 5.72M   |

Table 11. Results of two pipelines when pruning component 1 on SImageNet-1k. Pruning at once represents the first pipeline and pruning progressively is the second one. We fine-tuned models with 50 epochs.

| Component 1 | Pruning at once | Pruning progressively |
|-------------|-----------------|-----------------------|
| Accuracy    | 66.95%          | 65.05%                |

Table 12. Results of two pipelines when pruning UP-DeiT-T into UP-DeiT-T-10 on ImageNet-1k. We fine-tune models with 30 epochs and with knowledge distillation.

| Blocks | Pruning at once | Pruning progressively |
|--------|-----------------|-----------------------|
| Accuracy| 73.20%          | 73.78%                |

We then investigate the performance of progressively pruning the component 1 of DeiT-B. We compare two pipelines. In the first, we remove 576 redundant filters at once after calculating the importance of all filters in component 1. In the second pipeline, we imitate the process of pruning blocks, and construct a loop that only throws away 192 filters in component 1 every time, and repeat this loop three times. The results are shown in Table 11. The first pipeline clearly works better, which indicates pruning all redundant filters at once is most effective when compressing the width of ViTs.

We also demonstrate the effectiveness of progressively pruning blocks. Based on the compressed UP-DeiT-T, we compare two strategies for generating UP-DeiT-T-10. In the first we directly remove the two least unimportant blocks at one time, and in the second we use our progressive block pruning strategy. Once we get the two sub-model candidates, we apply the same training policy to fine-tune model on ImageNet-1k and show the results in Table 12. The progressive block pruning strategy obtains higher accuracy.

5. Conclusion, Limitations, and Future Work

In this paper, we proposed a novel method, UP-ViTs, for pruning ViTs in a unified manner. Our framework can prune all components in ViT and its variants, maintain the models’ structure and generalize well into downstream tasks. Especially, UP-ViTs achieved state-of-the-art results when pruning various ViT backbones. Moreover, we studied the transferring ability of the compressed model and found that our UP-ViTs also had better performances than original ViTs.

Although our framework can be applied to various ViT architectures, we have to manually identify the uncorrelated components existing in ViTs (cf. the appendix), hence how to automatically divide and prune the irrelevant components is an interesting future direction. Besides this, we focus on pruning heavy models into existing lightweight model architectures, such as compressing...
DeiT-B into DeiT-T. Therefore, continuing to prune ViTs to make them more attractive for embedded systems is another interesting direction. Transformer was originally designed to solve NLP problems and many previous works proposed various MHSA mechanisms, so in the future, we will further generalize our pruning framework into NLP tasks.
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A. The components of PVTv2

PVTv2 proposes the overlapping patch embedding module to divide a model into four stages. It also introduces a convolution layer and a $3 \times 3$ depth-wise convolution into the attention layer and FFN, respectively. As shown in Figure 2, we demonstrate four uncorrelated components in a PVTv2 block:

- Component 1: The numbers shown in red, namely the shortcut connections that chain representations in every stage, i.e., the input channels of $\text{FC}_{\text{proj}}$, $\text{Conv}_{\text{sr}}$, and $\text{FC}_1$, the output channels of $\text{FC}_{\text{q}}$, $\text{FC}_k$ and $\text{FC}_v$;
- Component 3: The numbers shown in blue, namely the FFN inter-layer filters in every block, i.e., the input channels of $\text{FC}_2$, the first channel of $\text{Conv}_{\text{dw}}$, and the output channels of $\text{FC}_1$.
- Component 4: The numbers shown in purple, namely the spatial reduction attention embedding filters inside the attention layer in every block, i.e., the input channels of $\text{FC}_k$ and $\text{FC}_v$, the output channels of $\text{Conv}_{\text{sr}}$, and the second LN layer.

Note that because there are three additional patch embedding modules, when calculating the importance scores of component 1, we divide the whole shortcut connections into four stages and calculate importance separately. In particular, three are only three components in the final stage because the $\text{Conv}_{\text{sr}}$ layer is removed.

B. Pruning PVTv2-B2 into PVTv2-B1

When pruning PVTv2-B2 into PVTv2-B1, we compare two distillation methods. The first is the classic soft distillation and we set $\alpha$ in Equation 11 as 0.4. The second method is, as described in Section 4.3, we use the MSE loss to distill model. We show the results in Table 13. When distilling model with the MSE loss, UP-PVTv2-B1 obtains slightly higher accuracy than that using the KL loss.

| Methods      | Distillation | Accuracy |
|--------------|--------------|----------|
| PVTv2-B1     | -            | 78.62%   |
| UP-PVTv2-B1  | KL           | 79.23%   |
|              | MSE          | 79.48%   |

Figure 2. Illustration of four irrelevant components in a PVTv2 block.