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Abstract. This study aims to enhance the reliability of the urban power grid system and decrease the economic loss due to power network faults. Based on the analysis of the traditional algorithms for restructuring the urban distribution system after faults, this study proposes an upgraded genetic algorithm (GA) and ant colony algorithm (ACA) and combines these two to overcome the limitations of the local optimum of GAs and low convergence speed of ACAs. Taking the IEEE33-node system as the research object, the network loss, maximum recovery of the power-loss load, and the number of switching operations as the objective function, the impact of different algorithms on the restoration and reconfiguration of the distribution system was examined according to MATLAB system simulation and the optimal algorithm for the reconfiguration of the urban distribution system failure recovery. The experimental results revealed that compared with the current distribution system reconfiguration algorithm, the genetic-ant colony algorithm (GACA) has higher algorithm time efficiency and solution accuracy and can markedly decrease the recovery time and improve the impact of the distribution system in a short period. Overall, the proposed GACA is an efficient self-healing algorithm of urban distribution systems and useful for augmenting the reliability of the urban power system.

1 Introduction

With the recent rapid growth of the economy and society, electric energy has progressively become an indispensable vital energy source. The power system comprises four parts—power generation, power transformation, power transmission, and power distribution. The distribution system directly connects with users and is a crucial part of the power system [1]. Unlike rural areas, cities are densely populated, economically developed, with a significant demand for education, transportation, and medical care; thus, they use more power and endure even shorter power outages. Besides the standard electric power distribution, the power distribution system is also one of the main tools for industrial development and optimal allocation, and is an integral part of the modern national economy and industrial development [2]. Thus, the power supply stability and security and reliability of power distribution systems are needed more strictly. Statistically, the average number of power outages due to the failure of medium voltage distribution systems accounts for approximately 80% of the total average number of power outages of users. When the power system fails, it is imperative to quickly decrease the scope and duration of power outages through effective fault recovery strategies [3], whereas it is challenging to decrease the probability of power outages only by reasonable planning of power network structure and installation of relay protection devices alone. The early distribution technology and management methods are primarily based on manual operation and experience, and the fault recovery of distribution systems is an extremely complex real-time decision-making process, which contains significant information. Under the trend of an increasingly complex structure of urban distribution systems, it is challenging for the dispatcher to decide on the spot in a short time according to the situation and experience, and it is easy to cause failure events that cannot be handled accurately and timely [4]. Thus, traditional power distribution technology and management methods can no longer produce breakthroughs in the development of distribution systems, nor can they fulfill various requirements of today’s power distribution systems. Hence, how to choose new methods to handle the development of power distribution systems, enhance the self-healing ability of distribution systems, and increase the reliability of power systems has become a pressing scientific issue.

The urban power distribution system has the following characteristics: nonlinear, multiobjective, dynamic, and uncertain. In the problem of self-healing the distribution system, we should not only face the market uncertainty but also consider the uncertainty of the change of power load and the health of equipment [5]. Based on the characteristics of urban distribution systems, the power supply recovery of distribution systems fault is a multiobjective combinatorial optimization problem under allowable operation constraints and electrical constraints, which warrants fast, effective, reliable, and economical
restoration of power supply in a fault-free power supply area based on the fault location and fault isolation while satisfying various constraints between load points [6]. At present, algorithms of the power distribution system reconfiguration are primarily divided into the following: mathematical optimization algorithm [7], heuristic algorithm [8], and artificial intelligence algorithm [9]. The artificial intelligence algorithm is extensively used in the power distribution system reconfiguration because of its advantages in managing nonlinear function relations. Atteya et al. [10] used binary coding of the artificial fish swarm algorithm in the power distribution system reconfiguration; although three simplification strategies were proposed, the issues of infeasible solution and dimension disaster were unavoidable. Another study [11] presented an enhanced differential evolution and simulated annealing hybrid algorithm for optimization calculation. To solve the problem that the traditional shortest path algorithm of flight path planning easily falls into the local optimal and complicated terrain, a method of flight path planning was proposed per the adaptive multistate fusion ant colony algorithm (ACA) [12], which avoided the local optimal solution effectively. Aimed at the nonlinear multiobjective optimization problem of the power distribution system reconfiguration, Jiao et al. [12] established a reconfiguration model of power distribution systems with distributed power supply, with the objectives of network loss, load balance of feeder, and optimal quality coordination of node voltage. Although numerous studies have proposed various improved algorithms to overcome the limitations of the algorithm itself, little research has been done to enhance the advantages of the algorithm itself. In the self-healing of the distribution system, many redundant iterations often occur, and the ability of model planning and self-healing is low, which results in the poor performance of the model.

Based on the analysis of the existing algorithms for the power distribution system restoration and reconfiguration, taking the IEEE33 node distribution system model as the research object, this study establishes a mathematical model to minimize network loss, minimizing the number of switching operations, and restoring the power-loss load as much as possible to upgrade ACA and genetic algorithm (GA), fuse the improved GA and ACA, and apply those proposed algorithms to the problem of the power distribution system restoration and reconfiguration. Through empirical analysis, this study provides a practical theoretical basis for the optimization of urban distribution systems and similar optimization problems.

2 Methodology

2.1 Architecture and Fault Recovery of the Power Distribution System

The power distribution system denotes the network of the low-voltage side of the secondary step-down substation in the entire power system, which primarily comprises overhead line, cable, pole tower, isolation switch, reactive power compensator, and equipment directly connected to the user. Usually, power distribution systems can be categorized into radial, tree, and ring types, as shown in Fig. 1. Under the requirement of a high-quality power supply, the automatic power distribution system comes into being, which mainly includes substation automation, feeder automation, load management, and distribution management automation [13].

![Figure 1. Connection mode of the distribution system. (a) Radial system; (b) Tree system; (c) Ring system.]

The power distribution system under 10 kV typically has a closed-loop structure and open-loop operation. During standard operation, high-voltage transmission networks step down through transformers to supply power to a radial or tree-shaped power supply area. For separate power lines, a manual or automatic normally connected switch is usually used; however, for different power lines, a regular contact switch is used. Changes to these switches occur only when a line failure occurs, and the topology and operation of the entire system changes when the switching state of these switches is altered [14]. The power distribution system has the characteristics of closed-loop design and open-loop operation. The distribution system in different applications has different requirements for restoration and reconfiguration, for example:

1) Minimum network loss is as follows:

$$f_1(x) = \sum_{k=1}^{n} i_k^2 \cdot R_k$$  \hspace{1cm} (1)

where St denotes the actual load of elements; St max denotes the maximum allowable load of elements; and n is the number of elements.
Maximum recovery of the dead load is as follows:

\[ f_j(L) = \sum_k L_k y_k \]  

(2)

where \( R \) denotes the quantity of out-of-power load; \( L_k \) is the load of power line \( k \) in \( L_k \) non-fault power-loss area; and \( y_k \) is the variable parameter (1: restored; 0: unrecovered).

3) The number of operating a switch: many switches in the distribution network need manual operation by staff, which cannot guarantee the action speed and correct rate. Besides, the service life of switches is affected by the number of operation of switches; the more the operation, the shorter the switch life. Hence, it is essential to operate the switch as few times as possible.

\[ K = \sum_{i=1}^{N} |k_i - k_i'| \]  

(3)

where \( N \) denotes the number of switches in the power-off area; \( K \) is the switch state (1: close, 0: open).

Constraints:

1) Power flow constraint of distribution networks

\[ P_{m(i)} = \sum_{m \in Di} P_{H(i)} + \sum_{m \in Di} (P_{m(i)} + P_{L(m)}) \]  

(4)

\[ Q_{m(i)} = \sum_{m \in Di} Q_{H(i)} + \sum_{m \in Di} (Q_{m(i)} + Q_{L(m)}) \]  

(5)

where \( Di \) denotes the set of outgoing lines connected on node \( i \); \( P_{m(i)} \) denotes the active power injected into node \( i \); \( \sum PH(i) \) is the active load of node \( i \); \( P_{m(i)} \) is the active power loss on the \( m \)-branch of node \( i \).

2) Line capacity constraint

\[ S_i \leq S_{i \text{ max}} \]  

(6)

3) Line current constraint

\[ I_j \leq I_{j \text{ max}} \]  

(7)

4) Bus voltage constraint

\[ V_{\text{min}} \leq V_i \leq V_{\text{max}} \]  

(8)

5) Radial constraints of distribution networks

\[ g_k \in G_X \]  

(9)

where \( g_k \) denotes the current network structure; and \( G_X \) is the set of all allowable radial network configurations.

2.2 Principle and Improvement of Genetic Algorithm

GA transforms the process of solving the problem into the process of crossing and mutation of chromosome genes in biological evolution, and finally converges to the population of “most suitable environment,” to obtain the optimal solution to the problem. Many problems exist in applying GA in power distribution system planning, among which the crossover operator can retain good genes; however, it is easy to lead to a premature algorithm. Although the mutation operator can solve this problem to some extent, the mutation probability is usually small, and it is challenging to jump out of the local optimum. For distribution system planning, connectivity and radial constraints are the most crucial factors that affect the feasibility of the solution, and the crossover operator of GA can easily destroy the feasibility of the solution. Producing a large number of infeasible solutions decreases search efficiency. Aiming at the issue that the traditional GA has limited searching space and easily falls into the local optimal solution during optimization, this study introduced an improved GA [15], in which a single population is extended to many groups, and the Metropolis criterion in the simulated annealing algorithm is introduced to determine whether new individuals are accepted or not. Figure 2 shows its basic process.

Before using GA, the actual problem must be transformed into machine-identifiable coding, that is, the problem of optimization must be addressed. As binary coding takes up a great deal of memory, and increases the cost of computing resources, Gray code coding was used in this study. The specific method is as follows:

\[ Y = \begin{cases} y_m = x_m \\ y_i = x_{i-1}, i = m-1, \ldots, 1 \end{cases} \]  

(10)

where \( X \) is binary coding. The selection of GA is to select the suitable operator from SGA, usually using Monte Carlo operator. For each individual, the correlation between fitness and total fitness is as follows:

\[ F_Y = F(x_i) + F(x_i) + K + F(x_N) \]  

(11)

At this point, a random number is generated on \( F_Y \), following which the fitness of all individuals is accumulated from the first individual. When the cumulative value exceeds, the last individual of \( F_Y \) becomes the selected individual. In this study, we used
single-point cross-operation, and mutation recombined the existing patterns in the population; thus, we continued to enhance the search ability of the population. The variation method is as follows:

First, the mutation probability \( p_m \) was set, and then a random number \( r_i \) was generated for each gene in a chromosome string using a random function \( \text{Rand}() \) consistent with uniform distribution \( U(0,1) \). The gene value corresponding to the encoding position varies. When chromosomes are strung as \( s \), then:

\[
\alpha = \begin{cases} 
1 - \alpha, & r_i < p_m \\
\alpha, & r_i \geq p_m 
\end{cases} \quad (12)
\]

Individuals selected, crossed, and mutated should be examined for their fitness. High fitness implies that individuals should be more reserved. The fitness function must satisfy the non-negative characteristic. The fitness function \( F() \) used in this study is as follows:

\[
F(x_i) = \frac{N-i+1}{N}, i = 1, 2, \ldots, N \quad (13)
\]

To address the optimization problem, the iterative termination condition must be provided for the algorithm. The termination condition of this paper is as follows:

\[
|f(x'_\text{best} - f(x))| \leq \varepsilon \quad (14)
\]

where, \( f(x'_\text{best}) \) denotes the optimal individual in the generation; \( f(x) \) denotes the optimal solution of the objective function of the problem; and \( \varepsilon \) is the required solution precision. The calculations for the Metropolis criteria are as follows:

\[
P(i \rightarrow j) = \begin{cases} 
1, & f(j) \leq f(i) \\
\frac{\min\{0, f(j) - f(i)\}}{\varepsilon}, & f(j) > f(i) 
\end{cases} \quad (15)
\]

where \( \tau \) denotes the temperature control parameter in simulated annealing algorithm, which decreases with the increase of iteration times. The introduction of this criterion renders the population search not only in a favorable direction but also in a poor direction. Accordingly, the individual’s search ability was improved, and the local optimal solution was avoided.

### 2.3 Principle and Improvement of Ant Colony Algorithm

ACA is a heuristic search algorithm based on population optimization and a bionic algorithm to search the shortest path from nest to food. It has a positive feedback acceleration algorithm evolution process, and distributed collaboration makes ACA easy to attain parallel, which improves the communication and transfer of information between individual ants to avoid local optimization. However, the search efficiency of the basic ACA is low, and the search quality is poor. This study adopted the best—the worst ant system. The algorithm uses the ant-week system, which releases pheromones after the ants have established a complete trajectory, using the whole information [16]. The improved algorithm primarily modifies the global update formula in the ant colony system. The specific steps are as follows:

1. initialization;
2. select a path for each ant according to the following formulas:
   \[
P_k^m(t) = \begin{cases} 
\tau^m_k(t) \eta^m_k(t), & m \in N_k \\
0, & \text{others} 
\end{cases} \quad (16)
\]

and

\[
\tau_k(t+n) = \rho \tau_k(t) + \Delta \tau_k(t, t+n) \quad (17)
\]

where,

3. execute local update with \( \tau(r,s) = (1-\rho) \cdot \tau(r,s) + \rho \cdot \Delta \tau(r,s) \) when the path of every ant is generated;
4. iterate steps (2) and (3) until each ant generates a path;
5. choose the best and the worst ants;
6. execute global update rules for the best ants with the following formulas:
   \[
   \tau(r,s) = (1-\alpha) \cdot \tau(r,s) + \alpha \cdot \Delta \tau(r,s)
   \]

\[
\Delta \tau(r,s) = \left( \frac{L_{\text{best}}}{L_{\text{best}}} \right)^{1/\varepsilon} \quad (18)
\]

where \( \alpha \) denotes the volatilization coefficient of pheromone, \( 0 < \alpha < 1 \); \( L_{\text{best}} \) denotes the global optimal path so far. This formula stipulates that only pheromones on the edge of the global optimal path will be enhanced;
7. execute the global update rule for the worst ants per the following formula:
   \[
   \tau(r,s) = (1-\rho) \cdot \tau(r,s) - \varepsilon \cdot \frac{L_{\text{worst}}}{L_{\text{best}}} \quad (19)
   \]

where \( \varepsilon \) is a parameter introduced in the algorithm; \( L_{\text{worst}} \) represents the path length of the worst ant in the current cycle; \( L_{\text{best}} \) represents the path length of the best ant in the current cycle; \( \tau(r,s) \) denotes the pheromone trajectory between city \( r \) and city \( s \).

8. iterate steps (2)–(7) until the number of executions reached the specified number or there is no better solution for several successive generations.

Figure 3 shows the specific flowchart of the ant colony algorithm improvement.
2.4 Genetic-Ant Colony Fusion Algorithm

GA has an excellent performance in global searching ability; however, it often ignores feedback information affecting the solving speed. ACA searching the high-quality solution of the problem by accumulating pheromone; however, there is no pheromone in the initial stage of searching optimization, which makes the algorithm less efficient. Both algorithms are probabilistic optimization and do not rely on the strict mathematical properties (continuity, conductivity, differentiability) of the problem itself and the precise mathematical model of the variable function. In this study, the two algorithms were combined to solve the problem, and the fast global searching ability of GA was used to provide the required pheromone for ACA to solve the problem, which could complement each other and attain the win–win of optimization performance and time performance.

The following steps ensured that the GA and ACA were fused at the best time. First, set the minimum number $Gene_{\text{min}}$ of genetic iterations and the maximum number $Gene_{\text{max}}$ of genetic iterations. Second, in the process of genetic iteration, the population similarity difference $\Delta K$ between two adjacent generations was counted, and the minimum evolution rate $\Delta K_{\text{min}}$ of the progeny population was set accordingly. Finally, within the set number of iterations, if successive $Gen_{\theta_{\text{die}}}$ generations $Gene_{\text{min}} \leq Gene_{\theta_{\text{die}}} \leq Gene_{\text{max}}$, the evolution rate of the offspring population was less than $\Delta K_{\text{min}}$, indicating the GA optimization speed was low, the GA process can be terminated and the ACA can be entered.

The top 10% of individuals with the best fitness value in the population at the termination of the GA were selected as the genetic optimization solution set, which was recorded as $S_{\text{gene better}}$ for pheromone conversion. The initial value of the pheromone was $\tau = \tau_c + \tau_0$, where $\tau_c$ denotes a pheromone constant given according to the scale of the problem to be solved, $\tau_0$ signifies the pheromone value converted from the result of the GA, and $\tau_0 = Q \times f_{\text{best}}(x)$, and Q is a constant. Figure 4 shows the specific process of the genetic-ant colony algorithm.

![Flowchart of the Genetic-Ant Colony Algorithm](image)

Figure 4. Flowchart of the genetic-ant colony algorithm.

2.5 Data Input and Parameter Determination

(1) Data Set: In this study, 48 city TSP problem (Att48) and 51 city TSP problem (Eil51) were used to test the algorithm model. The problem was from TSP standard problem library (TSPLIB) with the following parameter:
The mathematical model of the power line in the steady-state analysis of the power system is the equivalent circuit represented by resistance, reactance, susceptance, and conductance. The equivalent circuit is discussed in this study.

Table 1. Att48 parameter settings

| r (m) | 1.6734 | 1.2233 | 1.6734 | 0.3550 | 0.1424 | 4.4018 | 5.3082 | 6.1644 | 6.7608 |
|-------|---------|--------|---------|--------|--------|--------|--------|--------|--------|
| D (m) | 0.8263 | 0.3268 | 0.8263 | 0.1512 | 0.0525 | 0.0182 | 0.0116 | 0.1112 | 0.2969 |
| U (kV) | 10.1885 | 10.1122 | 10.1122 | 10.1407 | 10.1407 | 10.1607 | 10.1761 | 10.1761 | 10.4762 |
| s (%) | 2.5900 | 2.1599 | 2.1599 | 2.0682 | 2.0682 | 2.0682 | 2.0682 | 2.0682 | 2.0682 |
| 0 | 50 | 10 | 50 | 10 | 50 | 10 | 50 | 10 | 50 |

Table 2. Eil51 parameter settings

| r (m) | 1.1763 | 3.8162 | 1.1763 | 9.5233 | 10.5121 | 11.4241 | 12.3132 | 13.5214 | 14.1242 | 15.3616 | 16.5241 | 17.2722 | 18.1753 | 19.1313 | 20.5758 | 21.6242 | 22.4257 | 23.1657 | 24.8521 | 25.3878 | 26.2768 | 27.3048 | 28.4367 | 29.5848 | 30.5827 | 31.3769 | 32.3846 | 33.4610 | 34.6133 | 35.6263 | 36.6369 | 37.3212 | 38.4533 | 39.5915 | 40.56 | 41.1017 | 42.211024 | 43.5644 | 44.3015 | 45.3910 | 46.3239 | 47.2532 | 48.2555 | 49.2555 |

(2) Model parameters: The parameters of the algorithm were as follows: the crossover probability in GA was 0.85, mutation probability was 0.12, population number Att48 was 96, Eil51/WEI was 102; ACA ant number Att48 was 32, Eil51/WEI was 34, elicitation factor was 1, expected elicitation factor was 10, information retention degree was 0.5, pheromone intensity was 120; TSP runs 30 times; artificial fish swarm algorithm: C1i = 0.155, C2i = 0.05, tmaxi = 3000, Asize = 30, Visual = 5, m1Try-number = 6, d = 0.25.

(3) Simulation example: IEEE 33-node distribution system was selected as an example (as shown in Fig. 2-5). The whole system comprised 33 nodes, 37 branches, rated voltage 12.66 kV, the total load of the system of 3802 kW, branch impedance of 0.6 Ω, node load parameters (each load point parameter took the same value, load size of 350 kVA, power factor of 0.9, maximum load loss hours of 2800 h, equipment life of 25). The power flow calculation method is as follows:

\[
\Delta P = \frac{P}{\Delta r} \quad \Delta g = \frac{g}{\Delta r} \quad \Delta T = \frac{T}{\Delta r}
\]

where r denotes the resistivity of the conductor material (Ω·mm²/km); and s represents the rated cross-sectional area (mm²) of the conductor.

Fig. 5. IEEE33 node distribution system.

As shown in Fig. 5, the mathematical model of the power line in the steady-state analysis of the power system is the equivalent circuit represented by resistance, reactance, susceptance, and conductance.

\[
r_1 = \frac{\rho}{s}
\]

where \(\rho\) denotes the resistivity of the conductor material (Ω·mm²/km); and s represents the rated cross-sectional area (mm²) of the conductor.

3 Results and Discussion

3.1 Algorithm Model Comparison

As shown in Table III, we applied the three algorithms mentioned above to compare two typical TSP problems. Table III shows that in the 48 cities TSP problem (Att48) and 51 cities TSP problem (Eil 51), the algorithms proposed in this study were small in search time and iteration times, among which the genetic-ant colony algorithm (GACA) had a less optimal solution and time convergence, and the optimal scheme can be obtained quickly. Furthermore, one-phase equivalent circuit can be used to represent three-phase circuit without the three-phase equivalent circuit is discussed in this study.

Table 3. Comparison of three optimization algorithms for the TSP problem

| Different algorithms | Improved genetic | Improved ant colony | Genetic-Ant Colony Algorithm |
|----------------------|------------------|---------------------|-----------------------------|
| Standard problem     | Att48            | Eil51               | Att48                       | Eil51                        |
| Optimal solution     | 1024             | 482                 | 1169                        | 432                          | 885                          | 416                          |
| Inferior solution    | 1163             | 513                 | 1246                        | 498                          | 893                          | 435                          |
| Average              | 1093.5           | 497.5               | 1207.5                      | 465                          | 889                          | 425.5                        |
| Time/s              | 99.4             | 46.24               | 257.3                       | 123.6                        | 85.7                         | 32.4                         |
| Optimum             | 889             | 425.5                              |                                      |                                |                                |

\[
x_1 = 0.1445 \log_7 \frac{D}{r} + 0.0157
\]

where r is the calculated radius (mm or cm) of line; and Dm denotes the geometric mean distance (mm or cm), it should be the same unit as that of r.

\[
b_1 = 7.58 \times 10^{-6} \frac{D}{r} - \frac{g}{2}
\]

\[
p_1 = \frac{\Delta P}{U^2} \times 10^{-3}
\]

where b1 denotes susceptance per unit length of conductor (S/km); g1 denotes conductance per unit length of conductor (S/km); \(\Delta P\) denotes three-phase line leakage and corona loss power (kW/km); U is line voltage (kV). According to the formula provided above, the resistance, reactance, susceptance, and conductance of a unit length conductor can be used as the original equivalent circuit diagram of the power line, as shown below. This is a single-phase equivalent circuit. Furthermore, one-phase equivalent circuit can be used to represent three-phase circuit without the three-phase equivalent circuit is discussed in this study.

3 Results and Discussion
3.2 Performance Comparison of Different Models

To evaluate and validate the accuracy and efficiency of the intelligent reconfiguration algorithm in this study, the algorithms were compared with the fault recovery reconfiguration algorithms proposed in recent years. Figure 6 presents a simulation image of network loss and iterations of the fault recovery reconfiguration under different algorithms. Table IV presents a comparison of each index in the simulation process. The graph indicates that the GACA in this experiment is better than the ACA, GA, and artificial fish colony algorithm in a short time and a small number of iterations.

![Iterative convergence curve](image)

**Figure 6. Iterative convergence curve.**

| Algorithm              | Net loss  | Maximum recovery of dead load | Number of operating switches | Average number of iterations |
|------------------------|-----------|-------------------------------|------------------------------|-----------------------------|
| Ant colony algorithm   | 152.6 kW  | 300 kW                        | 25 times                     | 82.5                        |
| Genetic algorithm      | 146.8 kW  | 220 kW                        | 20 times                     | 80.3                        |
| Artificial fish swarm algorithm | 182.4 kW  | 160 kW                        | 15 times                     | 96.3                        |
| Generic-Ant Colony Algorithm | 142.4 kW  | 450 kW                        | 26 times                     | 47.6                        |
| Time/s                 | 99.4      | 46.24                         | 257.3                        | 123.6                       |
| Optimum                | 889       | 425.5                         |                              |                             |

**Table 4. Performance comparison of different algorithms**

3.3 Model Parameter Optimization

(1) Setting of parameters \( \varepsilon \)

The ACA part of the GACA adopts the improved best–worst ant system. To explore the utility of the best–worst ant system for each cycle performed by global updating formula, the simulation results obtained were compared by changing the parameter settings of \( \varepsilon \). By changing the \( \varepsilon \) value, the route taken by the worst ant can be weakened. The larger the \( \varepsilon \) value, the more are weakened. The tested \( \varepsilon \) values were respectively \([0, 0.2, 0.5, 1.0, 5.0, 20.0, 100.0]\). The optimal best–worst ant system restored to the ant colony system when \( \varepsilon \) was set to 0. The same was also performed in the IEEE 33-node distribution network model. A total of 30 cycles were run, and the average value of the experimental results was taken. Table V lists the simulation results. The experiments revealed that by properly changing parameter \( \varepsilon \), the application of each loop ants performed worst global update formula to enhance the algorithm performance to accelerate its convergence speed.

![Settings of PARAMETERS \( \Delta K \)](image)

**Figure 7. Settings of PARAMETERS \( \Delta K \).**

| Parameter \( \varepsilon \) | 0 | 0.2 | 0.5 | 1 | 5 | 20 | 100 |
|---------------------------|---|-----|-----|---|---|----|-----|
| Maximum net loss          | 215.6 kW       | 206.9 kW       | 196.3 kW       | 142.4 kW       | 152.4 kW       | 163.6 kW       | 172.4 kW       |
| Maximum recovery of dead load | 150 kW        | 179 kW        | 160 kW        | 450 kW        | 412 kW        | 425 kW        | 436 kW        |
| Number of operating switches | 30 times     | 35 times     | 20 times     | 15 times     | 10 times     | 16 times     | 21 times     |
| Average number of iterations | 90.8        | 86.3        | 56.9        | 47.6        | 49.5        | 51.2        | 56.9        |

**Table 5. The simulation results for different \( \varepsilon \)**

(2) Setting of the parameter \( \Delta K \)

The difference \( \Delta K \) of K value in different iterations of the population reflected the evolution speed of the population. If the difference of population similarity was less than the preset value, the GA could be terminated when the efficiency of iteration was decreased, and the fusion point was close to the best fusion point. The convergence efficiency of GA-ACO fusion algorithm was markedly influenced by a different value of \( \Delta K \), and when the performance of GA-ACO fusion algorithm was the best in solving the efficiency and iterating number, the value of \( \Delta K \) was 0.15. Thus, this study took \( \Delta K = 0.15 \).

3.4 Application Analysis of Model

(1) As shown in Fig. 8, convergence occurred at the eleventh iteration. At the beginning of \( n = 45 \), the target function value, that is, the network loss of the distribution network, remained unchanged, and the concentration of pheromones on each edge was not updated; thus, the optimal solution could be considered. The network loss of the distribution network was reduced to 99.58 kW with the original 139.6 kW; thus, the hybrid algorithm of this study was effective in decreasing the network loss.
Figure 8. Variation of the target function value.

(2) Figure 8-9 shows the correlation between voltage and load margin of the distribution system before and after reconfiguration. Apparently, after the network reconfiguration, the control capability of the distribution network was enhanced if the voltage quality qualified. Before the reconfiguration, when the total load of the system increased to 1.1 times the original load, the lowest voltage of 46 nodes of the system was <0.9, lower than the maximum voltage limit for the system operation. The load control ability of the reconstructed system was markedly improved. When the load increased to 1.6 L, the operation mode could still be carried out safely and effectively.

Figure 9. System voltage variation before and after reconfiguration when load increases.

(3) As shown in Fig. 10, the GACA was used to search the branches that should be segmented. After 30 experiments, the optimal solution can be converged every time. The convergent algebra was concentrated in the third to the fifth generation, only once in the sixth generation, and the calculation speed of this method was high.

Figure 10. Simulation results.

(4) As shown in Table VI, for the same example, Azizivahed et al. [17] used fuzzy GA, the length of chromosome was 74, the initial population was 100, the initial crossover probability was 0.9, the initial mutation probability was 0.01, and the optimal solution was obtained when iterating to 300 generations. In addition, Azizivahed et al. [17] used improved GA, the length of chromosome was 59, the initial population was 50, the initial crossover probability was 0.9, the initial mutation probability was 0.01, and the optimal solution was obtained when iterating to 21 generations. The hybrid algorithm of this study improved the convergence speed.

Table 6. Performance comparison of different models

|                | Pre-reconfiguration | Ref. [17] | This study |
|----------------|--------------------|-----------|------------|
| Network loss (kW) | 263.5              | 168.7     | 93.2       |
| Minimum voltage point | 0.8147            | 0.9245    | 0.9006     |

4 Conclusions

Based on the analysis of the current urban power distribution system structure and fault recovery reconfiguration algorithm, this study introduces an upgraded GA and ACA to overcome the limitations of these two algorithms and enhance the performance of the algorithm. Compared with previous research, the GACA proposed in this study can be used to reconstruct the urban distribution network with less loss, larger maximum recovery, and fewer switch action times in a short time. In addition, this study can provide some ideas and methods for urban distribution network restoration and reconfiguration. Although this study effectively solves the problem of power distribution system restoration and reconfiguration, there remain many limitations. First, load data were the basis of power flow calculation of distribution system reconfiguration; however, the current
distribution system cannot get accurate data of each load point. Thus, strengthening the accuracy of load forecasting, decreasing the error of load forecasting, and adopting the appropriate load model could help the distribution system reconfiguration to obtain the exact solution and make the distribution system reconfiguration practical as soon as possible. Second, for the large-scale distribution system, most optimization search algorithms cannot find the optimal solution and calculate the time in a good compromise. Hence, it is worth further investigation to find suitable algorithms for fusion and overcome the limitations.
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