Adhesive wear with a coarse-grained discrete element model
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The use of molecular dynamics (MD) simulations has led to promising results to unravel the atomistic origins of adhesive wear, and in particular for the onset of wear at nanoscale surface asperities. However, MD simulations come with a high computational cost and offer access to only a narrow window of time and length scales. We propose here to resort to the discrete element method (DEM) to mitigate the computational cost. Using DEM particles with contact and cohesive forces, we reproduce the key mechanisms observed with MD, while having particle diameters and system sizes an order of magnitude higher than with MD. The pairwise forces are tuned to obtain a solid with reasonably approximated elastic and fracture properties. The simulations of single asperity wear performed with MD are successfully reproduced with DEM using a range particle sizes, validating the coarse-graining procedure. More complex simulations should allow the study of wear particles and the evolution of worn surfaces in an adhesive wear context, while reaching scales inaccessible to MD.
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1. INTRODUCTION

Wear is a phenomenon occurring at a wide range of length scales. It manifests itself at sliding geological faults, creating a third-body layer (also called gouge) which directly influences the frictional properties of the interface. The presence of gouge has implications on seismic events. At our everyday scale, the wear of car brakes or of tyres on roads is responsible for more than half of traffic-related air pollution; and the wear of tyres in particular has a significant impact on the quantity of microplastics in the environment. At the smaller scales, the presence of wear is less spectacular but still existing, for example in nanoelectromechanical systems (NEMS) that could be used for high-density data storage. At this scale, wear is studied using atomic force microscopy probes having undamaged tip radii of the order of 20 nm.

A better control of wear and its consequences calls for a fundamental understanding, which can be achieved by means of numerical simulations. A sensible approach is to investigate wear at the level of asperities, which is amenable to both MD simulations and AFM experiments. Molecular dynamics (MD) simulations were used to study systems ranging from the wear of a single asperity to the growth of multiple third-body particles trapped between two sliding surfaces in three dimensions. The latter simulations show that the rolling particles grow into rolling cylinders and merge together into a gouge layer, with a noticeable effect on the macroscopic tangential force resisting the sliding motion. The formation of rolling cylinders and of a gouge layer from third-body particles is also observed experimentally, showcasing the importance of modelling multiple third-body particles and their interactions during sliding. However, the largest adhesive wear MD simulations (e.g. by Brink et al.) start to reach a computational barrier, having around 35 000 000 atoms per simulation. Due to the very small size of the atoms simulated in MD (order of 1 Å), the simulations are limited both in space and in time (the time step must also be small, of the order of 1 ps).

Having possibly reached the maximum capabilities of MD regarding scale, other methods must be used to further increase the size of the simulated worn systems and explore the effects of collective mechanisms, as these mechanisms are ultimately responsible for the macroscopic wear response. Despite the small scale disadvantage, the benefit of MD simulations is to seamlessly model, with simple force potentials, particle rearrangements such as fracture and mixing of materials, which is much more challenging to achieve in continuum methods like the widely used finite element method. To preserve the advantages of MD while going to larger scales, we propose to resort to the discrete element method (DEM) to coarse-grain the particle interactions. DEM is a popular method to model the flow of granular media in general, and in particular rocks and gouge in geomechanics. It is also used to model third-body rheology, while including other physical effects (e.g. thermal). The discrete particles are commonly modeled with breakable bonds to represent crushable material. The particles can also be modeled with adhesive/cohesive forces such as JKR, but the resulting systems made of many particles have elastic properties which are dependent on a confinement pressure and are challenging to predict. The DEM is also (less commonly) used to model continuum media. However, the link between the interaction properties between the particles and the macroscopic elastic properties of the assembly of particles is not straightforward when simple spring forces are used between the particles. To exactly match some desired elastic properties, the forces...
We formulate a DE method suited for this problem, with we present our formulation of pair forces and explain how with known elastic and fracture properties, and the fracture process must be reversible to capture the growth of the particles’ centers. We have \( \delta_N = 0 \) when the particles are touching and \( \delta_N < 0 \) when they are interpenetrated. The tangential sliding distance \( \delta_T \) is only defined when the particles are within their range of interaction (shaded area around particles in Figure 1, more details later). \( \delta_T \) is equal to 0 when the particles start interacting, and is updated using the relative rolling velocity \( \delta_T \) is always positive (or equal to zero).

### 2. Method

The three dimensional physical system is discretized into many spherical particles (each identified by an index \( i \)) of radius \( r_i \) and density \( \rho \) (see Table 1 for a list of used symbols). Forces of interaction are acting between every pair of distinct particles, and the particles’ velocities and positions are updated accordingly using the semi-implicit Euler method (also called symplectic Euler) with a time step \( \Delta t \). For any given particle, the integration scheme between steps \( n \) and \( n + 1 \) is

\[
\begin{align*}
\mathbf{v}_{n+1} &= \mathbf{v}_n + \frac{F_n}{m} \Delta t, \\ x_{n+1} &= x_n + \mathbf{v}_{n+1} \Delta t, \\ \omega_{n+1} &= \omega_n + \mathbf{T}_n \Delta t,
\end{align*}
\]

where \( \mathbf{v}_n, x_n \) and \( \omega_n \) are respectively the velocity, the position and the angular velocity of the particle, \( F_n \) and \( T_n \) are the force and the torque acting on the particle, and \( m \) is the mass of the particle. The presence of \( \mathbf{v}_{n+1} \) in the expression for \( x_{n+1} \) is what makes the scheme semi-implicit, without actually requiring to solve any implicit equation to perform a step. This integration scheme is the one currently implemented in the open-source software LAMMPS\(^3^1\) we are using.

For each pair of particles \((i, j)\), we define the normal distance \( \delta_N \) between their surfaces, and the tangential sliding distance \( \delta_T \) (see Figure 1). The normal distance is simply equal to \( d_{ij} - r_i - r_j \), with \( d_{ij} \) being the distance between the particles’ centers. We have \( \delta_N = 0 \) when the particles are touching and \( \delta_N < 0 \) when they are interpenetrated.

### 2.1. Forces between particles

The force \( \mathbf{F} \) acting between a given pair of particles is the sum of a normal component \( F_N \), a tangential component \( F_T \), and velocity damping forces:

\[
\mathbf{F} = -(F_N + c_N v_N) n_N - (F_T + c_T v_T) n_T,
\]

where \( n_N \) and \( n_T \) are the unit vectors pointing respectively in the normal and tangential directions, the latter being computed using the evolution of the rolling velocity\(^3^2\) \( v_N \) and \( v_T \) are the corresponding relative velocities at the point of interaction, and \( c_N \) and \( c_T \) are damping factors. Since the total force \( \mathbf{F} \) acts on the surface of the particles, it also induces torques \( \mathbf{T} \) (when seen from the centers of the particles), computed directly from \( \mathbf{F} \) and the appropriate moment arms. In order to model an elastic solid with the discrete particles, cohesive forces between particles

| Symbol | Description |
|--------|-------------|
| \( d \) | Particle diameter |
| \( d_{\text{min}} \) | Minimum acceptable particle diameter |
| \( d_c \) | Critical particle diameter |
| \( d_0 \) | Average particle size |
| \( d_{\text{min}}, d_\text{l} \) | Smallest and largest bounds in size distribution |
| \( d^* \) | Critical material length scale |
| \( D \) | Junction size |
| \( r_i, r_j \) | Particle radii |
| \( \delta_N, \delta_T \) | Normal and tangential particle separations |
| \( \delta_e \) | Elastic separation |
| \( \delta_f \) | Fracture separation |

**Figure 1:** Two interacting particles

**Table 1:** List of symbols used for lengths and sizes
are needed in addition to the usually modelled repulsive contact forces, all of which are defined thereafter.

**Normal force** – The normal component of the pairwise force depends on the inter-particular distance \( \delta_N \) and has the profile shown in Figure 2. When the particles are interpenetrating (\( \delta_N < 0 \)), they feel a Hookean repulsive force \( F_N = k_N \delta_N \), where \( k_N \) is the normal stiffness. When the particles are not touching (\( \delta_N > 0 \)), we model a cohesive force by keeping the Hookean force up to a separation \( \delta_e \), until which the interaction between the particles is elastic (hence the subscript letter ‘e’ in \( \delta_e \)). The fracture process is modelled by a linear weakening zone between the elastic separation \( \delta_e \) and a fracture separation \( \delta_f \) (see Figures 1 and 2). When \( \delta_N > \delta_f \), the particles are not interacting, and the total force is zero. The full expression of the normal force is

\[
F_N = \begin{cases} 
  k_N \delta_N & \text{if } \delta_N \leq \delta_e, \\
  - \frac{k_N \delta_e}{\delta_f - \delta_e} (\delta_N - \delta_f) & \text{if } \delta_e < \delta_N \leq \delta_f, \\
  0 & \text{otherwise}.
\end{cases}
\]

The value of the normal force \( F_N \) is independent of the history of \( \delta_N \). Therefore, the fracture process is fully reversible, and particles can create or recreate new ‘bonds’ with neighboring particles. We make the simplifying assumption that newly created bonds have the same properties (stiffness, strength) as previously existing bonds, which is not always the case in reality, as some phenomena can weaken the reattachment (e.g. surface roughness or oxidation).

**Tangential force** – The tangential component of the force depends on the sliding distance \( \delta_T \) and has the profile shown in Figure 3. When the particles are interpenetrating, the force has the expression \( F_T = k_T \delta_T \) up to a maximum value of \( F_{m,T} \). When the particles are not touching but still in their range of interaction (\( 0 < \delta_N \leq \delta_f \)), the maximum reachable force \( F_{m,T} \) is decreased from its original value (at \( \delta_N = 0 \)) toward zero at \( \delta_N = \delta_f \). The full expressions of the tangential force \( F_T \) and the rescaled maximal tangential force \( F'_{m,T} \) are

\[
F_T = \min(k_T \delta_T, F'_{m,T}),
\]

\[
F'_{m,T} = \min \left( \frac{\delta_f - \delta_N}{\delta_f}, 1 \right) F_{m,T}.
\]

**List of force parameters** – In summary, there are 7 parameters, listed in Table 2.

**Simulations’ time step** – In equations (1), we stated the integration scheme used with our model, which depends on a time step \( \Delta t \). The scheme is different from the more commonly used central difference scheme. In order for the simulation to be numerically stable, we define a critical time step for our particular integration scheme (derived in Appendix A.1.1)

\[
\Delta t_c = \frac{\sqrt{2m}}{k_N'},
\]

which is the maximum time step at which a simulation comprised of two particles in contact in the linear Hookean range (\( \delta_N \leq \delta_e \)) remains stable. For a system with many particles, we typically choose a time step being a fraction of the critical time step.

### 2.2. Matching macroscopic material properties

For each pair \((i,j)\) of particles, the parameters of the interaction forces can be tuned such that the assembly of many particles exhibit the desired mechanical properties. The choice of the normal and tangential stiffnesses \( k_N \) and \( k_T \) determines the macroscopic Young’s modulus \( E \) and the Poisson’s ratio \( \nu \). The elastic domain extends up to the interparticular distance \( \delta_N = \delta_e \), so \( \delta_e \) controls the macroscopic tensile strength \( \sigma_{m,N} \). In the same manner, the maximum tangential force \( F_{m,T} \) controls the macroscopic

![Figure 2](image-url) Normal force between two particles as a function of interparticular distance \( \delta_N \). There is interpenetration when \( \delta_N < 0 \). The force has a cohesive part when \( \delta_N > 0 \).

![Figure 3](image-url) Tangential force between two particles as a function of sliding distance \( \delta_T \). When the particles are in contact (\( \delta_N = 0 \)), the tangential force is bounded by \( F_{m,T} \), whereas when they are not touching but still in their range of interaction (\( 0 < \delta_T \leq \delta_f \)), the force is bounded by \( F'_{m,T} \). The corrected bound force \( F'_{m,T} \) is equal to \( F_{m,T} \) when \( \delta_N = 0 \) and decreases linearly down to 0 when \( \delta_N = \delta_f \).
shear strength $\sigma_{m,T}$. The interaction distance $\delta_i$ defines the surface energy $\gamma$, which is linked to the fracture energy (shaded area in Figure 2 under the force-displacement curve). Finally, the damping factors $c_N$ and $c_T$ influence the restitution coefficient $\eta$, which is the ratio between final and initial relative velocities when two particles collide. The list of material properties needed to fully determine the force parameters is given in Table 3.

Choosing the right force properties to obtain some desired macroscopic material properties is a knowingly challenging task for this kind of DEM model. As a first guess in the process of calibrating the parameters, they can be expressed in terms of material properties (the derivation of the expressions is given in Appendix A.2):

$$k_N = \frac{A_N E}{r_i + r_j},$$

$$k_T = \frac{A_T E}{r_i + r_j},$$

$$\delta_c = \frac{(r_i + r_j)^2 \sigma_{m,N}}{E},$$

$$\delta_i = \begin{cases} \frac{4\gamma}{\sigma_{m,N}} r_i + r_j & \text{if } r_i + r_j \leq d_c, \\ \delta_c \left(\frac{r_i + r_j}{d_c}\right)^{-s} & \text{otherwise}, \end{cases}$$

$$F_{m,T} = A_T \sigma_{m,T},$$

$$c_N = \frac{2(1 - \eta)}{\pi} \sqrt{k_N m_N},$$

$$c_T = \frac{2(1 - \eta)}{\pi} \sqrt{k_T m_{eff}}. \tag{13}$$

$A_N$ and $A_T$ are effective contact cross section between the interacting particles, chosen to have the macroscopic properties correctly scaled and to balance between normal and tangential forces (see equations (7) and (8)) in order to obtain the correct Poisson’s ratio. The effective cross sections are dependent on an effective particle radius

$$r_{eff} = \min(r_i, r_j) \tag{14}$$

and are defined as

$$A_N = \sqrt{\frac{2\delta_i^2}{1 - 2\nu}}, \tag{15}$$

$$A_T = \sqrt{\frac{2\delta_i^2}{(1 - 2\nu)(1 + \nu)}}. \tag{16}$$

From these expressions, we note that the target Poisson’s ratio can only take values up to $\nu = 1/4$ and values between $1/4$ and $1/2$ cannot be modeled. In (12) and (13), $m_{eff}$ is the effective mass of the oscillatory system comprised of the two interacting particles:

$$m_{eff} = \frac{m_i m_j}{m_i + m_j}. \tag{17}$$

In the expression of the fracture distance $\delta_i$, $d_c$ is a critical diameter, defined as

$$d_c = \frac{4\gamma E}{\sigma_{m,N}}, \tag{18}$$

and $s \geq 0$ is a scaling parameter.

**Effect of particle size** – Note that nearly all parameters depend on the size of the particles. In particular, $\delta_i$ takes two different expressions depending on the particles’ sizes. When the particles are smaller than the critical diameter ($r_i + r_j \leq d_c$), it is possible to capture both the shear strength $\sigma_{m,N}$ and the surface energy $\gamma$ of the target material. In this lower range of particles’ sizes, $\delta_i$ has a constant value. However, the particles cannot be given an arbitrary small size. Since $\delta_i$ represents the size of the neighborhood of a particle (see Figure 1), it indicates from how far a particle can feel a force from another particle. In the case where the diameter of a particle becomes smaller than the neighborhood size $\delta_i$, the particle will be able to ‘communicate’ with others located further than its closest neighbors, increasing a lot the computational cost of the simulation. Therefore, it is reasonable to keep the particles’ sizes over a minimum value of

$$d_{min} = \frac{4\gamma}{\sigma_{m,N}}, \tag{19}$$

(which is the maximum value of $\delta_i$). Note that for physically realistic target properties, $d_{min}$ can be comparable to the size of atoms, for which the interaction distance is roughly the same as their size. Having the lower limit on the size of the discrete particles bounded by the size of an atom is consistent with our coarse-graining approach. On the other side of the spectrum of particle sizes, when $r_i + r_j > d_c$, the shear strength $\sigma_{m,N}$ and the surface energy $\gamma$ of the target material cannot be both matched at the same time (see Appendix A.2 for more details). Depending on the value of the scaling parameter $s$, the tensile strength will be matched to a lower value of

$$\sigma_{m,N}' = \sigma_{m,N} \left(\frac{r_i + r_j}{d_c}\right)^{-s}. \tag{20}$$

When $s = 0$, the matched tensile strength remains constant, but the matched surface energy is larger than it.
should be. With \( s = 1/2 \), the surface energy stays constant, but instead the matched tensile strength decreases with the size of the particles. The decrease of the strength between the particles can be related to the same decrease of the strength of a material when tested with samples of increasing sizes, where the larger samples have a higher chance of containing defects and thus have a lower strength. If one wishes to use this model in both the lower sizes range \( d_{\text{min}} \leq r_i + r_j \leq d_c \) and with the larger sizes, the target tensile strength \( \sigma_{m,N} \) can be taken as the ideal tensile strength of the material to model, which is the strength measured at a small scale when no defects are present in the tested sample, and the scaling parameter \( s \) can be chosen to represent the desired behavior.

It is worth noting that \( d_c \) (18) shares the same expression (ignoring a geometrical multiplication factor) with the critical length scale of the target material, established by Aghababaei et al.\(^{31}\) under which the material has a ductile behavior and exhibits a higher strength.\(^{34}\)

### 3. Validation

The choice of force parameters given by equations (7) to (13) does not ensure that the resulting macroscopic properties will be exactly equaled, since they strongly depend on the coordination number, which in turn is dependent on the volume fraction and the size of the neighborhood of the particles. In order to eliminate these unknowns, we first perform patch tests on systems made of particles arranged in an hexagonal close-packed (HCP) lattice, so that the coordination number is fixed.

We are interested in adhesive wear, which can be regarded as a fracture process at small scale. Ordered systems may have preferential planes for fracture propagation, and we ultimately want to model isotropic materials. Consequently, we also build amorphous systems of particles and perform the same kind of patch tests, this time without full control over the coordination number.

The force parameters are chosen to match the material properties listed in Table 4. No units are specified, so any coherent system of units can be considered. The value of the target \( \nu \) is varied for the lattice tests. From the material properties, we compute the minimum allowed particle size \( d_{\text{min}} = 30 \) (19) and the maximum particle size \( d_c = 150 \) (18) over which the tensile strength and the surface energy cannot be both equaled. For particle sizes greater than \( d_c \), scaling factors of \( s = 0 \) (constant strength) and \( s = 1/2 \) (constant surface energy) are investigated.

#### 3.1. Crystalline lattice

Different particle sizes (diameters) are tested, ranging from \( d_0 = 0.6 d_c \) to \( d_0 = 76.8 d_c \). The target Poisson’s ratio is also varied from \( \nu = 0 \) to \( \nu = 1/4 \) (which is the maximum Poisson’s ratio acceptable by our model). The size of each tested sample is equal to \( L \times L \times W \), with \( L = 25 d_0 \) and \( W = 3 d_0 \).

The measured Young’s moduli and Poisson’s ratios match the target properties, with an acceptable deviation (low enough to allow for an easy later adjustment of the force parameters). The error is smallest when \( \nu \) is near 0 and reaches a maximum of 12% when \( \nu = 1/4 \). The Figures A.4 and A.5 in the Appendix depict the actual deviations. Since the organization of particles is always an HCP lattice regardless of the size of the particles \( d_0 \), the latter has no influence on the measured elastic properties measured at small strain.

The measured tensile and shear strengths are shown in Figures 5 and 6. They depend on \( \nu \), \( d_0 \), and the scaling parameter \( s \). For a scaling of \( s = 0 \), the target tensile and shear strengths (shown by the black dash-dotted curves) are constant with respect to \( d_0 \), whereas for \( s = 0.5 \), the target strengths (black dotted curves) decrease with respect to \( d_0 \), as described by (20). The measured strengths match the target ones when the target Poisson’s ratio is equal to 0. Otherwise, the strengths are higher than the target ones, while following the same trend with respect to the value of \( d_0 \). For the shear strength, the measured values are instead lower than the target ones when \( d_0 < d_c \). We did not try to analytically predict the gap between the target and

### Table 4: List of target material properties for patch tests

| \( E \) | 1 | \( \nu \) | 0.15 | \( \sigma_{m,N} \) | 0.2 | \( \sigma_{m,T} \) | 0.1 | \( \gamma \) | 1.5 | \( \eta \) | 0.95 | \( \rho \) | 1 |
|---|---|---|---|---|---|---|---|---|---|---|---|---|

The elastic properties are determined by applying a unidirectional compressive load of 0.01 on a confined sample (see Figure 4(a)), up to a deformation of the order of \( \varepsilon \sim 0.01 \), and measuring the stiffness coefficients \( C_{11} \) and \( C_{12} \), from which \( E \) and \( \nu \) are deduced. The loading is performed with a time step of \( \Delta t = 0.1 \Delta t \) and a global damping of \( c = 0.2 c_c \), where \( \Delta t_c \) and \( c_c \) are respectively the critical time step (6) and the critical damping

\[
\frac{c_c}{\sqrt{2k_Nm}}
\]

for a system of two particles (see Appendix A.1.2), evaluated for the smallest particle present in the system (leading to the most restrictive time step).

The tensile and shear strengths are determined by deforming the system in the appropriate direction using rigid walls moving at a constant rate of \( \dot{\varepsilon} = 10^{-5}/\Delta t \) (with periodic boundary conditions) and measuring the peak stress before failure (see Figures 4(b) and (c)). The stresses are obtained by computing the average virial stress inside the deformable part of the system. The simulations are performed with a time step of \( \Delta t = 0.1 \Delta t_c \) and a global damping of \( c = 0.01 c_c \).
measured strengths. To accurately capture the measured strengths, the values of the target strengths must be adjusted according to the target $\nu$ and to the plots (Figures 5 and 6).

### 3.2. Amorphous sample

**Particles’ size distribution** – In order to obtain an amorphous sample, the particles must have various sizes. Otherwise, particles of identical sizes would arrange into a crystalline lattice or crystalline grains with weaker grain boundaries.
We distribute the particles’ sizes around a diameter of \(d_0\), within the bounds \(d_0\) (the smallest diameter) and \(d_1\) (the largest). The particles’ diameters are distributed along a log-normal distribution of mode \(d_0\) (most frequent value) and standard deviation 0.2 \((d_1 - d_0)\). The distribution is truncated between \(d_0\) and \(d_1\). When \(d_0\) is at the midpoint between the bounding diameters, the log-normal distribution is similar to a Gaussian distribution. In other cases, this particular distribution allows us to choose a larger \(d_1\) to add a small amount of larger particles inside the sample, while keeping the smallest diameter \(d_0\) and the average diameter \(d_0\) the same. The particles are inserted in the system at random positions until they fill it up to a given volume fraction of 0.75.

**Relaxation** – The system of randomly placed particles is relaxed in two phases by simulating it dynamically with a global velocity damping until an equilibrium state is reached. In the first phase, only normal repulsive forces are considered in addition to the global damping forces, allowing the particles to rearrange into a state with no completely overlapped particles. This phase is run for 3000 time steps of \(\Delta t = 0.1 \Delta t_c\) with a damping of \(c = c_c\), inside a system with fixed periodic boundaries. For the second phase, the adhesive normal forces are added, and the periodic boundaries are allowed to move in order to adapt to the internal stresses of the system. No tangential forces are considered to avoid the formation of stable holes in the system. This phase is run with a damping of \(c = 0.02 c_c\) until all the internal stresses become lower than \(10^{-14} E\), where \(E\) is the target Young’s modulus. Typically, around 20000 time steps are required for this phase. At the end, the mass of all the particles is adjusted such that the density of the whole system matches the target one. The final volume fraction is likely to change during the relaxation process, along with the movement of the system boundaries.

**Patch tests results** – We test samples of size \(L \times L \times W\), with \(L = 100 d_0\), \(W = 3 d_0\), and \(d_0\) ranging from \(d_0 = 0.6 d_c\) to \(d_0 = 76.8 d_c\). The bounds of the particles’ size distribution are chosen as \(d_0 = 0.75 d_0\) and \(d_1 = 1.25 d_0\). For each relaxed system, the final volume fraction is measured (see Figure 7). The scaling parameter \(s\) starts to play a role whenever \(d_0 > d_c\). When \(s = 0\), the ratio between the interaction distance \(\delta_i\) and the particles’ diameter \(d_0\) remains constant, so the particles can get organized in the same fashion regardless of \(d_0\). However, when \(s = 0.5\), this same ratio gets smaller when the particles are larger. Less interaction are allowed between the particles, resulting in a system being less densely packed.

The decreased volume fraction has a direct impact on the coordination number of each particles, and thus on the macroscopic elastic properties of the system, as shown by the drastic effect of \(d_0\) on the measured Young’s modulus when \(s = 0.5\) (Figure 8). As \(d_0\) increases, the distance of interaction becomes comparatively smaller, resulting in less links between particles and a more fragile network. When \(d_0 > 20 d_c\), the system no longer resists the compression stress of 0.01 imposed to measure the elasticity parameters, which is why no values are reported beyond this value of \(d_0\). The measured Poisson’s ratio stays constant at \(\nu \approx 0.20\) regardless of \(s\) (see Figure A.6 in Appendix), which is higher than the target value \((\nu = 0.15)\).

Finally, the measured strengths follow the correct trends with respect to \(d_0\) and \(s\) (see Figures A.7 and A.8 in Appendix). However, the tensile strengths are reduced to 50% of the target one, and the shear strengths are at 56%. This is likely due to the particles not being in direct contact with their neighbors \((\delta_N = 0)\), therefore not benefiting from the whole adhesive range \(0 \leq \delta_N \leq \delta_l\) resulting
in a decreased strength in both normal and tangential directions. This phenomenon is not present in the lattice systems.

3.3. Discretization

We saw that when the scaling factor $s$ is not equal to 0, the measured mechanical properties of simulated systems are significantly affected by $d_0$. If one desires to simulate multiple samples having the same size but different discretizations by varying $d_0$, the obtained samples will have different elastic properties because of $d_0$. To mitigate this effect, the distribution of the particles’ sizes can be adapted by having the largest bounding diameter $d_1$ constant throughout all samples (i.e. $d_1 = 1.25 \max(d_0)$). The larger particles act like defects in the samples, keeping the strengths as low as when all particles are large. The effect of keeping a constant $d_1$ for multiple discretizations is presented in detail in Appendix A.4. This method is shown to work well to harmonize the strengths across multiple samples of the same size when $s = 0.5$.

3.4. Calibration

As already known$^{26,28}$ and witnessed once more here, obtaining the correct continuum behavior with DEM is a challenging task. Nevertheless, we have shown that our estimates for the force parameters (equations (7) to (13)) result in measured elastic and fracture properties being approximately at the target value, especially for a scaling factor of $s = 0$. The force parameters can be further adjusted if necessary, after running the relevant patch tests.

4. Application: Nanoscale Adhesive Wear

Molecular dynamics (MD) simulations of adhesive wear have been performed$^{11}$ by modelling two surfaces being in contact at a single junction of a given size and moving in a shear motion relative to each other. In accordance with theoretical predictions,$^{36}$ it was shown that junctions smaller than a critical size $d^*$ are subjected to plastic smoothening, while junction larger than $d^*$ can detach and form a wear particle. The critical size $d^*$ at first order only depends on material parameters, and defines the boundary between ductile and fragile behaviors in a material.

We use our coarse-grained model to perform the same kind of nanoscale adhesive wear simulation and see if we can reproduce both the ductile and the fragile behaviors for a given material. We choose to model amorphous silica (SiO$_2$), which has the material properties listed in Table 5. The coarse-grained model was implemented in LAMMPS.$^{31}$

| $E$ | $\nu$ | $\sigma_{m,N}$ | $\sigma_{m,T}$ | $\gamma$ | $\eta$ | $\rho$ |
|-----|-------|----------------|----------------|-------|------|-----|
| 73 GPa | 0.17 | 16 GPa | 9 GPa | 1.5 N/m | 0.9 | 2200 kg/m$^3$ |

From the material parameters, we compute the critical length scale from the expression of Aghababaei et al.$^{11}$ for the geometrical configuration we will use:

$$d^* \approx \frac{32\gamma G}{\sigma_{m,T}^2} = 18 \text{ nm}. \quad (22)$$

We simulate systems of $60 \times 40 \times 40 \text{ nm}^3$ made of two solids linked by a cylindrical junction of diameter $D = 10 \text{ nm}$ or $20 \text{ nm}$ and of height $H = D/2$ (see Figures 9(a) and (c)). The two values of $D$ are chosen to have one smaller than $d^*$ and the other one larger.

From the material properties of SiO$_2$, we compute the minimum allowed DEM particle size $d_{\text{min}} = 0.37 \text{ nm}$ (19) and the critical particle size $d_* = 1.7 \text{ nm}$ (18). From those, we chose to use DEM particles of size $d_0 = 1.5 \text{ nm}$, $3 \text{ nm}$ and $6 \text{ nm}$. For comparison, the bond lengths between atoms in silica are$^{37}$ Si–O: 0.16 nm, O–O: 0.26 nm and Si–Si: 0.31 nm. DEM particles are therefore at least 10 times larger than atoms. For each average particle size $d_0$, we take the bounds of the particles’ sizes distribution as $d_* = 0.75d_0$ and $d_1$ fixed to $d_1 = 7.5 \text{ nm}$, so that every system has the same mechanical properties regardless of $d_0$. We chose the scaling parameter $s = 0.5$ for the dependence of strength on $d_0$.

The amorphous systems are created and relaxed using the same procedure as for the validation tests, resulting in boxes fully filled with particles. The systems are then carved by removing particles to obtain the desired shapes (two surfaces with one cylindrical junction). Two rigid walls of width equal to $1.5d_0$ are used to impose a shear motion on the systems, with the bottom one remaining fixed and to top one moving with a constant shear velocity of $10 \text{ m/s}$, which is sufficiently small compared to the pressure wave velocity in the medium $c = \sqrt{E/\rho} = 5760 \text{ m/s}$. A constant normal load of $100 \text{ MPa}$ is applied on the top wall to prevent it from drifting apart, but similar results are obtained with smaller normal loads. The time step is $\Delta t = 0.1 \Delta t$.

The results of the simulations are shown in Figure 9 for the finest discretization ($d_0 = 1.5 \text{ nm}$) and in Figure 10 for the coarsest ($d_0 = 6 \text{ nm}$). The results for $d_0 = 3 \text{ nm}$ can be found in the Appendix (Figure A.10). All visualizations were rendered using OVITO.$^{38}$ For both levels of discretization, the same behaviors emerge. The small junction ($D = 10 \text{ nm}$) gets deformed plastically and squished under the imposed shear, because it is smaller than the
critical size \( d^* \) of the material. In turn, the large junction \((D = 20 \text{ nm})\), which is larger than the critical \( d^* \), is detached (by fracture) from the surfaces and starts rolling. The coarse-grained DEM approach is able to reproduce both the ductile and brittle behaviors of the simulated material. From the simulations, we deduce that the critical size of the material is in the bounds \( 10 \text{ nm} < d^* < 20 \text{ nm} \), which is consistent with the theoretical estimate (22).

We can assume that the ductile behavior \( D < d^* \) can only be observed if the DEM particles are sufficiently smaller than \( d^* \), which is the case with all our discretizations. Taking larger particles would result in losing the ability to model the ductile behavior.

Our method is successfully able to reproduce results that are obtained using MD, while having to simulate less particles and with a larger time step. In addition, silica is a relatively complex and costly material to simulate in MD. For example, the potential of Vashishta et al.\(^{37}\) can be used, taking into account 3-body interactions to accurately simulate the bounds between SiO\(_2\) atoms. The Table 6 compares the estimated computational cost of MD and coarse-grained DEM simulations to perform a simulation equivalent in size and duration to the sheared junction of \( D = 20 \text{ nm} \).

|            | \( d_0 \) | \( N \) | \( \Delta t \) | time     |
|------------|-----------|--------|-------------|----------|
| MD         | 0.2 nm    | 7 800 000 | 1 fs | 530 days |
| DEM        | 1.5 nm    | 6000   | 20 fs  | 4 min   |
| DEM        | 3 nm      | 2600   | 40 fs  | 2 min   |
| DEM        | 6 nm      | 600    | 80 fs  | 25 s    |

5. CONCLUSION

We formulated a pair force to be used with the discrete element method, featuring a reversible cohesive part mimicking the simplest pair potentials used in molecular dynamics. We derived expressions for the parameters of the pair force to match the elastic and fracture properties of a chosen material and showed that the calibration process can be greatly helped by using these expressions. Both crystalline and amorphous solids can be modeled. Finally, we showed that our model can be used to perform coarse-grained simulation of adhesive wear at the scale of asperities, with particles having a diameter 10 times larger than the atoms they replace, and with a computational cost reduced by at least 5 orders of magnitude. This method can be used to perform simulations at a scale in-
accessible to molecular dynamics, for example involving the evolution of rough surfaces and third-body elements at a tribological interface.

**SUPPLEMENTARY MATERIAL**

Supplementary material associated with this article can be found along its online version.
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A. APPENDIX

A.1. Derivation of critical time step and damping

Let us consider a system of two particles of radii $r_i$ and $r_j$ close enough so that they only interact in the linear Hookean regime with a stiffness $k_N$ and a velocity damping $c_N$. We only consider normal relative motion, so that the system can be reduced to only one dimension. The dynamical equations of the system are:

$$m_i \ddot{x}_i + c_N (\dot{x}_i - \dot{x}_j) + k_N (x_i - x_j) = 0, \quad (A.1a)$$
$$m_j \ddot{x}_j + c_N (\dot{x}_j - \dot{x}_i) + k_N (x_j - x_i) = 0. \quad (A.1b)$$

Both equations can be combined into one by subtracting one to the other and taking $x = x_j - x_i$ as variable:

$$m_{\text{eff}} \ddot{x} + c_N \dot{x} + k_N x = 0, \quad (A.2)$$

where $m_{\text{eff}}$ is the effective mass of the system:

$$m_{\text{eff}} = \frac{m_i m_j}{m_i + m_j}. \quad (A.3)$$

A.1.1. Critical time step

In DEM simulations, it is usual to choose a time step proportional to $\sqrt{m/k_N}$, with a safety factor that ensures stability. The exact expression of the critical time step guarantying stability was derived for the central difference scheme. For completeness, we derive it for the symplectic Euler scheme we are using.

To compute the critical time step of the system, numerically integrated using equations (1), we can drop the velocity damping force, so that the remaining force is simply $F = -k_N x$. The one dimensional integration scheme becomes

$$v_{n+1} = v_n - \frac{k_N x_n}{m_{\text{eff}}} \Delta t, \quad (A.4a)$$
$$x_{n+1} = x_n + v_{n+1} \Delta t. \quad (A.4b)$$

Replacing $v_{n+1}$ in the expression of $x_{n+1}$, we obtain a fully explicit scheme:

$$v_{n+1} = v_n - \frac{k_N}{m_{\text{eff}}} \Delta t x_n, \quad (A.5a)$$
$$x_{n+1} = (1 - \frac{k_N}{m_{\text{eff}}} \Delta t^2) x_n + \Delta t v_n. \quad (A.5b)$$

To check for the stability of the system, we can monitor the total energy of the system

$$E_n = \frac{1}{2} k_N x_n^2 + \frac{1}{2} m_{\text{eff}} v_n^2 \quad (A.6)$$

and make sure that it does not grow unbounded. The expression of the energy prompts us to perform the substitutions

$$\hat{x}_n = \frac{\sqrt{k_N}}{2E_0} x_n \quad (A.7)$$
$$\hat{v}_n = \frac{m_{\text{eff}}}{2E_0} v_n \quad (A.8)$$

for the expression for the initial energy (at $n = 0$) to become

$$1 = \hat{x}_0^2 + \hat{v}_0^2. \quad (A.9)$$

Using these substitutions and

$$\Delta t = \sqrt{\frac{k_N}{m_{\text{eff}}}} \Delta t, \quad (A.10)$$

the integration scheme (A.5) becomes

$$\hat{v}_{n+1} = \hat{v}_n - \Delta t \hat{x}_n, \quad (A.11a)$$
$$\hat{x}_{n+1} = (1 - \Delta t^2) \hat{x}_n + \Delta t \hat{v}_n, \quad (A.11b)$$

which can be written in matrix form:

$$\begin{bmatrix} \hat{x}_{n+1} \\ \hat{v}_{n+1} \end{bmatrix} = \begin{bmatrix} 1 - \Delta t^2 & \Delta t \\ -\Delta t & 1 \end{bmatrix} \begin{bmatrix} \hat{x}_n \\ \hat{v}_n \end{bmatrix}, \quad (A.12)$$

or

$$\mathbf{p}_{n+1} = A \mathbf{p}_n. \quad (A.13)$$

which in turn can be expressed directly as a function of the initial conditions:

$$\mathbf{p}_n = A^n \mathbf{p}_0. \quad (A.14)$$

Equation (A.9) tells us that the initial adimensionalized position-velocity vector $\mathbf{p}_0$ has a norm of 1. For the integration scheme to be stable, we must ensure that the norm of $\mathbf{p}_n$ is not growing toward infinity under the repeated application of $A$ in (A.13). From the eigendecomposition of $A$, we know that

$$A^n = Q \Lambda^n Q^{-1}, \quad (A.15)$$

where $Q$ is the matrix of the eigenvectors of $A$ and $\Lambda$ is the diagonal matrix with the eigenvalues:

$$\lambda_{1,2} = \frac{2 - \Delta t^2 \pm \Delta t \sqrt{\Delta t^2 - 4}}{2}. \quad (A.16)$$

For $A^n$ to stay bounded and thus have stability, we must have $\max(|\lambda_1|, |\lambda_2|) \leq 1$, which is true when $\Delta t \leq 2$ (the eigenvalues become complex numbers), or

$$\Delta t \leq 2 \frac{m_{\text{eff}}}{k_N}. \quad (A.17)$$

where we have $|\lambda_1| = |\lambda_2| = 1$. Taking $m_i = m_j = m$, we have $m_{\text{eff}} = \frac{m}{2}$ and the stability condition becomes

$$\Delta t \leq \sqrt{\frac{2m}{k_N}}. \quad (A.18)$$

This is the same stability condition as for the central differences scheme.

A.1.2. Critical damping

The system of two particles described by (A.2) is a conventional damped harmonic oscillator. Depending on the value of the damping coefficient $c_N$, the system will either oscillate with a decreasing amplitude (underdamped regime) or slowly decay toward the equilibrium position without oscillating (overdamped regime). Between those two regimes lies the critically damped regime. Depending on the value of $r_i$ and $r_j$, the system decays as quickly as possible toward its equilibrium. The corresponding critical damping coefficient is

$$c_c = 2\sqrt{k_N m_{\text{eff}}}. \quad (A.19)$$
A.2. Derivation of force parameters

Let us consider two particles of indexes $i$ and $j$. They interact via normal forces $F_N$ and tangential forces $F_T$. These forces can be converted into stresses by dividing them by effective contact cross sections $A_N$ and $A_T$ in the normal and tangential direction, respectively:

\[ \sigma_N = \frac{F_N}{A_N}, \quad \sigma_T = \frac{F_T}{A_T}. \]  

(A.20)

(A.21)

The value of the cross sections will be derived later.

The equilibrium distance between the particles is equal to $r_i + r_j$. From it, we can convert the normal separation $\delta_N$ into a normal deformation:

\[ \epsilon_N = \frac{\delta_N}{r_i + r_j}. \]  

(A.22)

In the elastic range, we must have

\[ \sigma_N = E\epsilon_N \]  

(A.23)

where $E$ is the target Young’s modulus of the material to model.

From this relation, we find the expression for the normal stiffness in the elastic range:

\[ k_N = \frac{F_N}{\delta_N} = \frac{A_N\sigma_N}{(r_i + r_j)\epsilon_N} = \frac{A_N E}{(r_i + r_j)}. \]  

(A.24)

(A.25)

(A.26)

We give a similar expression to the tangential stiffness:

\[ k_T = \frac{F_T}{\epsilon_T}. \]  

(A.27)

In our model, the elastic limit is found from the maximum tensile stress of the material:

\[ \epsilon_e = \frac{\sigma_{m,N}}{E}, \]  

(A.28)

from which we deduce the elastic limit in term of normal separation:

\[ \delta_e = \frac{(r_i + r_j)\sigma_{m,N}}{E}. \]  

(A.29)

The maximum tangential force is obtained directly from the maximum tangential stress:

\[ F_{m,T} = A_T\sigma_{m,T}. \]  

(A.30)

We can compute the energy needed to break the bond between the two particles, which is equal to the area under the force-separation curve (Figure 2):

\[ U_T = \frac{1}{2} A_T \delta k_T \delta_e \]  

(A.31)

\[ = \frac{A_N \sigma_{m,N} \delta_T}{2}. \]  

(A.32)

This energy can be linked to the surface energy of the material (two surfaces of area $A_N$ are created during fracture):

\[ \gamma = \frac{U_T}{2 A_N}. \]  

(A.33)

We obtain the expression for the fracture separation distance:

\[ \delta_f = \frac{4\gamma}{U_{m,N}}. \]  

(A.34)

To compute the expressions for the damping coefficients, we can express the dynamical equation of the system as in (A.2). One solution to this equation is the motion

\[ x = v_0 e^{-i\omega t} \sin(\omega t), \quad \dot{x} = -c_N v_0 e^{-i\omega t} \sin(\omega t) + v_0 e^{-i\omega t} \cos(\omega t), \]  

(A.35)

(A.36)

where $\omega$ is the natural frequency of the system in the linear elastic range:

\[ \omega = \sqrt{\frac{k_N}{m_{\text{eff}}} \left(1 - \frac{c_N^2}{4k_N m_{\text{eff}}}\right)}, \]  

(A.37)

\[ \approx \sqrt{\frac{k_N}{m_{\text{eff}}}} \]  

(A.38)

when $c_N$ is small. This particular solution is the motion of an impact between two particles happening at a time $t = 0$ with a relative velocity of $v_0$ (neglecting the cohesive range, when the particles are not touching). The duration of the impact is

\[ t_f = \pi / \omega \quad \text{when} \quad c_N \quad \text{is small (half of a period of oscillation)}. \]  

The final relative velocity after impact is therefore

\[ v_f = \dot{x}(t_f) \]  

(A.39)

\[ = v_0 e^{-i\omega t_f}. \]  

(A.40)

The restitution coefficient is defined as the ratio between the initial and the final velocity:

\[ \eta = \frac{v_0}{v_f} \]  

(A.41)

\[ = e^{-i\omega t_f}. \]  

(A.42)

\[ \approx 1 - \frac{\pi c_N}{2 \omega m_{\text{eff}}} \]  

(A.43)

\[ \approx 1 - \frac{\pi c_N}{2 \sqrt{k_N m_{\text{eff}}}}, \]  

(A.44)

from which we obtain the expression for the damping coefficient

\[ c_N \approx \frac{2(1 - \eta)}{\pi} \sqrt{k_N m_{\text{eff}}}, \]  

(A.45)

which can also be expressed as a fraction of the critical damping:

\[ c_N \approx \frac{1 - \eta}{\pi} \epsilon_{\text{ce}}. \]  

(A.46)

We give a similar expression to the tangential damping coefficient:

\[ c_T \approx \frac{2(1 - \eta)}{\pi} \sqrt{k_T m_{\text{eff}}}. \]  

(A.47)
A.2.1. Effect of particle size

Almost all the force parameters depend on the size of the particles, except for the fracture separation distance \( \delta_f \) (A.34). In particular, we can focus on \( \delta_e \) (A.29) and \( \delta_i \), which are represented in Figure 2. Since \( \delta_e \) increases with the size of the particles while \( \delta_i \) remains fixed, there is a point at which \( \delta_e \) becomes larger than \( \delta_i \), which happens when \( r_i + r_j > d_c \), where

\[
d_c = \frac{4\gamma E}{\sigma_{m,N}} \quad \text{(A.48)}
\]

is a critical diameter. For large particles, we are in the situation shown in Figure A.1, with \( \delta_e > \delta_i \). The plot shows that the elastic limit (\( \delta_N = \delta_e \)) is not reached, and the fracture energy (shaded area) is smaller than expected, meaning that neither the target tensile strength \( \sigma_{m,N} \) nor the target surface energy \( \gamma \) will be matched.

![Figure A.1: Normal force when \( r_i + r_j > d_c \)](image)

To mitigate this undesirable behavior, we rescale the fracture separation distance \( \delta_i \) to

\[
\delta_i' = \delta_i \left( \frac{r_i + r_j}{d_c} \right)^s.
\]

(A.49)

where \( s \) is a scaling factor, resulting in the force plotted in Figure A.2.

![Figure A.2: Normal force when \( r_i + r_j > d_c \) with corrected \( \delta_i \)](image)

By tuning the scaling factor \( s \), we can choose to either match the correct elastic limit (\( s = 0 \), implying \( \delta_i = \delta_i' \)), match the target surface energy (\( s = 0.5 \)), or have another behavior. The tensile strength resulting on the choice of \( s \) is plotted in Figure A.3.

![Figure A.3: Matched tensile strength with corrected \( \delta_i \)](image)

A.2.2. Effective cross sections

The magnitude and the balance between the normal stiffness (A.26) and the tangential stiffness (A.27) are controlled by the effective cross sections \( A_N \) and \( A_T \), and they directly influence the obtained elastic properties (i.e. Young’s modulus and Poisson’s ratio). The effective cross sections must be chosen accordingly.

Following the two-dimensional analysis of Griffiths et al.,\(^{41} \) we must express the strain energy stored when deforming a body made of many particles. We start by considering only two particles of the body, both having a radius \( r \). The center of one particle is taken as the origin of an arbitrary frame, and the other particle has the spherical coordinates \( (2r, \theta, \phi) \) in this frame (\( \theta \) is the polar angle, \( \phi \) is the azimuthal angle). The deformation of the whole body \( \varepsilon_x \) and \( \varepsilon_z \) in the \( x \) and \( z \) directions (\( z \) is the zenith direction) directly influence the separation vector \( \delta \) between the two particles, which can be expressed in the Cartesian frame:

\[
\delta_x = 2r \varepsilon_x \cos \phi \cos \theta,
\]

(A.50)

\[
\delta_z = 2r \varepsilon_z \sin \theta,
\]

(A.51)

and in the spherical frame:

\[
\delta_i = \delta_e \cos \phi \cos \theta + \delta_z \sin \theta,
\]

(A.52)

\[
\delta_\theta = -\delta_e \cos \phi \cos \theta + \delta_z \cos \theta,
\]

(A.53)

\[
\delta_\phi = -\delta_z \sin \theta.
\]

(A.54)

Note that \( \delta_i = \delta_N \). In the linear elastic range, the strain energy of the single pair of particles is

\[
U_{\text{pair}} = \frac{1}{2} k_N \delta_N^2 + \frac{1}{2} k_T (\delta_\theta^2 + \delta_\phi^2).
\]

(A.55)

The total strain energy stored by all possible pairs with neighbors surrounding a single particle is obtained by integrating the strain energy of a single pair:

\[
U = \frac{1}{2} \int_{\phi=0}^{\pi} \int_{\theta=-\pi}^\pi U_{\text{pair}} \cos \phi \, d\theta \, d\phi,
\]

(A.56)

where the leading 1/2 factor distributes the energy between the single considered particle and its neighborhood. This energy assumes that one particle can be fully surrounded by 4\( n \) neighbors, while the number of neighbors in the most densely packed arrangement of particles (e.g. HCP) is 12. We can rescale the strain energy to take this into account:

\[
U' = \frac{12}{4\pi} U.
\]

(A.57)

In an HCP lattice, the particle is surrounded by 12 neighbors positioned at the edges of a cube of side length \( 2\sqrt{2}r \) (or at the centers of the faces of a rhombic dodecahedron). Each particle can be assigned a piece of the deformable body having a volume of

\[
V = 4\sqrt{2}r^3,
\]

(A.58)

which is a bit larger than the volume of the spherical particle itself, \( 4\pi r^3/3 \) (the ratio between the two volumes is around 74%). From the volumetric strain energy, we can make the elastic constants of the granular body appear:

\[
\frac{1}{V} \frac{\partial U'}{\partial \varepsilon_x} = C_{11} \varepsilon_x + C_{12} \varepsilon_z
\]

(A.59)
Plugging all the expressions of $\delta$ into this last equation and identifying the leading factors of $\varepsilon_x$ and $\varepsilon_z$, we obtain the expression of the elastic constants:

$$C_{11} = \frac{\sqrt{2}}{5r}(3k_N + 2k_T), \quad (A.60)$$

$$C_{12} = \frac{\sqrt{2}}{5r}(k_N - k_T). \quad (A.61)$$

Inverting these, we get the expressions for the stiffness coefficients (expressed directly in term of the Young’s modulus and the Poisson’s ratio):

$$k_N = \frac{\sqrt{2}E_r}{2(1 - 2\nu)}, \quad (A.62)$$

$$k_T = \frac{\sqrt{2}E_r(1 - 4\nu)}{2(1 + \nu)(1 - 2\nu)}. \quad (A.63)$$

Expressing these in term of the effective cross sections ((A.26) and (A.27)), we finally obtain the expressions for the latter:

$$A_N = \sqrt{2}\frac{1}{1 - 2\nu}, \quad (A.64)$$

$$A_T = \sqrt{2}\frac{1 - 4\nu}{(1 - 2\nu)(1 + \nu)}. \quad (A.65)$$

Hence, all force parameters have been identified. For now, the effective cross sections are defined for particles all having the same radius of $r$.

A.2.3. Effective particle radius

In the expressions of the effective cross sections, we can replace the particle radius $r$ by an effective radius $r_{eff}$ to take into consideration the two different radii of the pair of particles for which the force is being computed. There are many ways to define the effective radius. We choose

$$r_{eff} = \min(r_i, r_j), \quad (A.66)$$

which results in the macroscopic elastic and strength properties to be controlled by the presence of large particles in the system (as demonstrated in Section 3.3).

A.3. Validation plots

A.3.1. Crystalline lattice

The deviations between the target and measured Young’s moduli $E$ and Poisson’s ratios $\nu$ for crystalline lattice systems are plotted in Figures A.4 and A.5 respectively.

A.3.2. Amorphous sample

The measured Poisson’s ratios, tensile strengths and shear strength for amorphous systems are plotted in Figures A.6, A.7 and A.8.

A.4. Discretization

We test samples of size $L \times L \times W$, with $L$ ranging from $L = 60d_c$ to $L = 7680d_c$. The discretization of each system is determined by $d_0$, chosen such that the coarsest systems have $d_0 = L/25$, and the finest have $d_0 = L/100$, while keeping $d_0$
between 0.6 $d_c$ and 76.8 $d_c$. The smallest bound of the particles’ size distribution is chosen as $d_s = 0.75 d_0$, and the largest bound is set to $d_l = 0.05 L$, such that it remains fixed with respect to the system size and is not affected by $d_0$. The thickness of the systems is fixed at $W = 3 d_0$. The measured tensile strengths are plotted in Figure A.9. The simulations show that, given one system size $L$, having the same largest size particle $d_l$ for all discretizations results in the systems exhibiting roughly the same tensile strengths.

### A.5. Adhesive wear simulations

The results of the sheared junctions simulations for the intermediate discretization size $d_0 = 3$ nm are shown in Figure A.10. As seen with the finer (1.5 nm) and coarser (6 nm) discretizations, the small junction gets deformed plastically and squished under the imposed shear, while the large junction is detached from the surfaces and starts rolling. Having the same behaviors emerge whichever the discretization confirms that the material properties are similar.

![Figure A.7: Effect $d_0$ and $s$ on the measured tensile strength $\sigma_{m,N}$](image)

![Figure A.8: Effect $d_0$ and $s$ on the measured shear strength $\sigma_{m,T}$](image)
Figure A.9: Effect of $d_0$ and $s$ on the measured tensile strength $\sigma_{m,T}$ for systems of various sizes and discretizations. Each color corresponds to a fixed system size. The semi-transparent curves correspond to a varying $d_l = 1.25d_0$, whereas the fully-visible ones have a fixed $d_l = 0.05L$.

Figure A.10: Sheared junctions with $d_0 = 3\text{ nm}$. The observed behaviors are the same as with the finer and coarser discretizations of $d_0 = 1.5\text{ nm}$ and $d_0 = 6\text{ nm}$ (Figures 9 and 10). Videos for each case are available as supplementary material.