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Abstract

Differential privacy (DP) is a formal notion for quantifying the privacy loss of algorithms. Algorithms in the central model of DP achieve high accuracy but make the strongest trust assumptions whereas those in the local DP model make the weakest trust assumptions but incur substantial accuracy loss. The shuffled DP model (Bittau et al., 2017; Erlingsson et al., 2019; Cheu et al., 2019) has recently emerged as a feasible middle ground between the central and local models, providing stronger trust assumptions than the former while promising higher accuracies than the latter. In this paper, we obtain practical communication-efficient algorithms in the shuffled DP model for two basic aggregation primitives used in machine learning: 1) binary summation, and 2) histograms over a moderate number of buckets. Our algorithms achieve accuracy that is arbitrarily close to that of central DP algorithms with an expected communication per user essentially matching what is needed without any privacy constraints! We demonstrate the practicality of our algorithms by experimentally comparing their performance to several widely-used protocols such as Randomized Response (Warner, 1965) and RAPPOR (Erlingsson et al., 2014).

1. Introduction

Motivated by the need for scalable, distributed privacy-preserving machine learning, there has been an intense interest, both in academia and industry, on designing algorithms with low communication overhead and high accuracy while protecting potentially sensitive, user-specific information. While many notions of privacy have been proposed, differential privacy (DP) (Dwork et al., 2006b;a) has become by far the most popular and well-studied candidate, leading to several real-world deployments at companies such as Google (Erlingsson et al., 2014; Shankland, 2014), Apple (Greenberg, 2016; Apple Differential Privacy Team, 2017), and Microsoft (Ding et al., 2017), and in government agencies such as the U.S. Census Bureau (Abowd, 2018). Most research has focused on the central model of DP where a curator, who sees the raw user data, is required to release a private data structure. While many accurate DP algorithms have been discovered in this framework, the requirement that the curator observes the raw data constitutes a significant obstacle to deployment in many industrial settings where the users do not necessarily trust the central authority. To circumvent this limitation, several works have studied the local model of DP (Kasiviswanathan et al., 2008) (also (Warner, 1965)), which enforces the more stringent constraint that each message sent from a user device to the server is private. While requiring near-minimal trust assumptions, the local model turns out to inherently suffer from large estimation errors. For numerous basic tasks, including binary summation and histograms that we study in this work, errors are at least on the order of $\sqrt{n}$, where $n$ is the number of users (Beimel et al., 2008; Chan et al., 2012).

Shuffled Privacy Model. The shuffled (aka. anonymous) model of privacy has recently generated significant interest as a potential compromise between the central and local frameworks: having trust assumptions better than the former but enabling estimation accuracies higher than the latter. While the shuffled model was originally studied in the field of cryptography by Ishai et al. (2006) in their work on cryptography from anonymity, it was first suggested as a framework for privacy-preserving computations by Bittau et al. (2017) in their Encode-Shuffle-Analyze architecture. This setting only requires the multiset of anonymized messages that are transmitted by the different users to be private. Equivalently, this corresponds to the setup where a trusted shuffler randomly permutes all incoming messages from the users before passing them to the analyzer. This is illustrated in Figure 1. We point out that several efficient cryptographic implementations of the shuffler have been considered includ-
ing mixnets, onion routing, secure hardware, and third-party servers (see, e.g., (Ishai et al., 2006; Bittau et al., 2017) for more details). As in all previous work on the shuffled model, we treat the shuffler as a black box.

Several recent works have aimed to determine the shuffled model (Cheu et al., 2019; Balle et al., 2019; Ghazi et al., 2019b, 2020c, 2020b). Several recent works have studied private summation in the known PAC-learning algorithms. (Kearns, 1998), which includes most of statistical queries sufficient for implementing any learning algorithm based on binary summation is of particular interest in ML since it is of Seide et al. (2014)). As observed in Blum et al. (2005), order to reduce the communication cost (e.g., the case where gradients have been quantized to bits in input equals \(1\)). The goal of the analyzer is to estimate the sum of the user inputs. In central DP, the smallest possible estimation error for histograms is known to be \(\Theta(n^{1/4} \sqrt{B})\) whereas multi-message protocols with both error and per-user communication that are logarithmic in \(B\) and \(n\) are known (Ghazi et al., 2019a, 2019b; Suresh et al., 2017)). In central DP, the smallest possible error for single-message protocols (where each user sends a single message) is \(\Theta(n^{1/6})\), whereas multi-message protocols with both error and per-user communication are logarithmic in \(B\) and logarithmic in \(n\), albeit with a per-user communication of \(O(\log B)\) messages each consisting of \(O(\log B)\) bits.

These results achieve DP with parameters \(\varepsilon, \delta\) (defined in Section 2). Cheu et al. (2019) showed that the standard Randomized Response (which goes back to Warner (1965) in the local DP case) is \((\varepsilon, \delta)\)-DP and incurs a squared error of \(O(\frac{1}{\varepsilon} \cdot \log \frac{1}{\delta})\) with high probability. All mentioned works have also studied real summation, culminating in an \((\varepsilon, \delta)\)-DP protocol in the shuffled model with error arbitrarily close to a discrete Laplace random variable with parameter \(1/\varepsilon\), and where each user sends \(O(1 + \frac{\log(1/\delta)}{\log n})\) messages of \(O(\log n)\) bits each (Ghazi et al., 2020c; Balle et al., 2020).

Histograms. A generalization of the binary summation problem is that of computing histograms (aka. frequency oracles or frequency estimation), where each user holds an element from some finite set \([B] := \{1, \ldots, B\}\) and the goal of the analyzer is to estimate for all \(j \in [B]\), the number of users holding element \(j\) as input. Computing histograms is fundamental in data analytics and is well-studied in DP (e.g., (Kairouz et al., 2016; Acharya & Sun, 2019; Suresh, 2019)), as private histogram procedures can be used as a black-box to solve important algorithmic problems such as heavy hitters (e.g., (Bassily et al., 2017)) as well as unsupervised machine learning tasks such as clustering (e.g., (Stemmer, 2020)); furthermore, computing histogram is intimately related to distribution estimation (e.g., (Kairouz et al., 2016; Acharya & Sun, 2019)). In central DP, the smallest possible estimation error for histograms is known to be \(\Theta\left(\min\left(\frac{\log(1/\delta)}{\varepsilon}, \frac{\log B}{\varepsilon}, n\right)\right)\) (e.g., Section 7.1 in Vadhan (2017)). On the other hand, the smallest possible error in local DP is \(\Theta\left(\min\left(\frac{\log n}{\varepsilon + \log B}, n\right)\right)\) provided \(\delta < 1/n\) (Bassily & Smith, 2015). In the shuffled DP setting and for \(\varepsilon\) a constant and \(\delta\) inverse-polynomial in \(n\), the tight estimation error for single-message protocols (where each user sends a single message) is \(\tilde{\Theta}\left(\min\left(n^{1/4}, \sqrt{B}\right)\right)\), whereas multi-message protocols with both error and per-user communication that are logarithmic in \(B\) and \(n\) are known (Ghazi et al., 2019a; Erlingsson et al., 2020). Recently, Balcer & Cheu (2020) obtained a protocol with error independent of \(B\) but logarithmic in \(n\), albeit with a per-user communication of \(O(\log B)\) messages each consisting of \(O(\log B)\) bits.

Two recent works (Wang et al., 2019; Erlingsson et al., 2020) studied private histograms in extensions of the shuffled model to multiple shufflers. Wang et al. (2019) uses Randomized Response whereas Erlingsson et al. (2020) uses a fragmented version of RAPPOR (Erlingsson et al., 2014).

In this work we focus on the regime where \(B \ll n\), which captures numerous practical scenarios since the number of buckets is typically small compared to the population size.

Subsequent Works. Since a conference version of this work (Ghazi et al., 2020a) was published, there have been various works exploring the shuffled model. Most relevant to us are our follow-up work (Ghazi et al., 2021) which...
extends the techniques in this paper to work with real-value summation, and the work of Cheu and Zhilyaev (Cheu & Zhilyaev, 2021) that gave a different protocol for histogram in the shuffled model where each user sends two messages (assuming $n \gg \log B$). Several works have also extended the study of shuffled model beyond simple aggregation tasks; for example, (Balcer et al., 2021; Chen et al., 2021) considers the count distinct problem whereas (Chang et al., 2021) considers clustering problems.

1.1. Main Results

For the binary summation problem, we give the first private protocol in the shuffled model achieving mean squared error (MSE) arbitrarily close to the central performance of the Discrete Laplace mechanism while having an expected communication per user of $1 + o(1)$ messages of 1 bit each.

**Theorem 1 (Binary Summation Protocol).** For every $\varepsilon \leq O(1)$ and every $\delta, \gamma \in (0, 1/2)$, there is an $(\varepsilon, \delta)$-DP protocol for binary summation in the multi-message shuffled model with error equal to a Discrete Laplace random variable with parameter $(1 - \gamma)\varepsilon$ and with an expected communication per user of $1 + O\left(\frac{\log^2(1/\delta)}{\gamma^2 \varepsilon^2 n}\right)$ bits.

We extend Theorem 1 to a protocol for histograms that, with a moderate number of buckets, has error arbitrarily close to the central DP performance of the Discrete Laplace mechanism while using essentially minimal communication.

**Corollary 2 (Histogram Protocol).** For every $\varepsilon \leq O(1)$ and every $\delta, \gamma \in (0, 1/2)$, there is an $(\varepsilon, \delta)$-DP protocol for histograms on sets of size $B$ in the multi-message shuffled model, with error equal to a vector of independent Discrete Laplace random variables each with parameter $(1 - \gamma)\varepsilon$ and with an expected number of messages sent per user equal to $1 + O\left(\frac{B \log^2(1/\delta)}{\gamma^2 \varepsilon^2 n}\right)$, each consisting of $\lceil \log B \rceil + 1$ bits.

For the standard setting of constant $\varepsilon$ and $\delta$ inverse-polynomial in $n$ and for an arbitrarily small positive constant $\gamma$, the expected communication per user in Theorem 1 is $1 + o(1)$ bits. Note that 1 bit of communication per user is required for accurate estimation of the binary summation even in the absence of any privacy constraints. Likewise, the expected communication per user in Corollary 2 is $\lceil \log B \rceil + 1 + o(1)$ bits. Here again, $\log B$ bits of communication per user is required for accurate estimation of the histogram even in the absence of any privacy constraints.

A natural question in the context of Theorem 1 and Corollary 2 is whether the same accuracy and communication can be achieved by a single-message protocol in the shuffled model. For histograms, this is impossible given the $\Omega(\min\{n^{1/4}, \sqrt{B}\})$ lower bound of Ghazi et al. (2019a) on the $\ell_\infty$-error of any single-message protocol whereas the expected $\ell_\infty$ error in Corollary 2 is at most $O\left(\frac{\log B}{\varepsilon^2}\right)$. We prove that this is also impossible for binary summation.

**Theorem 3 (Binary Summation Lower Bound).** Let $\delta = 1/\varepsilon^{O(1)}$ and $\varepsilon \leq O(1)$. Then, any $(\varepsilon, \delta)$-DP protocol for Binary Summation in the single-message shuffled model should incur an expected squared error of at least $\Omega(\log n)$.

In light of the lower bound in Theorem 3 and the aforementioned lower bound of Ghazi et al. (2019a), it is striking that the protocols in Theorem 1 and Corollary 2 can get arbitrarily close to the central performance of the Discrete Laplace mechanism while being almost single-message: the vast majority of users send a single message (consisting of a single bit in the binary summation protocol and $\lceil \log B \rceil + 1$ bits in the histogram protocol) while only a random $o(1)$ fraction of users sends more than one message!

We point out that, as in previous work in the shuffled and local models of DP, the communication costs in Theorem 1 and Corollary 2 exclude the encryption costs. However, as different messages sent by the users have to be encrypted separately, the encryption overhead increases with the number of messages, and hence our almost single-message protocols would be even more appealing compared to other multi-message procedures as in Ghazi et al. (2020c); Balle et al. (2020); Ghazi et al. (2019a) when the encryption costs are taken into account.

**Experimental Evaluation.** We implement our algorithms and compare their performance to several alternatives proposed in the literature, both for binary summation and histogram. For the latter, we evaluate the algorithms on public 1940 US Census IPUMS dataset, considering both categorical and numerical features. Our experiments support our theoretical analysis: for a broad setting of $n, \varepsilon, \delta$, and $B$, we incur small communication overhead while achieving near-central errors that are noticeably smaller than previous protocols. The experimental results are presented in the appendix.

**Remark 4.** We note that our algorithms in Theorem 1 and Corollary 2 can be used to learn the empirical distribution of the users’ data up a small error. In light of the near-optimality properties of the Discrete Laplace distribution in the central DP model (Ghosh et al., 2012), our algorithms are also close to optimal. This holds for general error measures including the $\ell_1$, $\ell_2$, and $\ell_\infty$ norms, which are well-studied in the literature on distribution estimation and learning (e.g., Kairouz et al., 2016; Acharya & Sun, 2019).

1.2. Overview of Techniques

Before outlining the proof of Theorem 1, we first note that the Discrete Laplace mechanism in the central model incurs only a constant MSE. To get a similar bound in the shuffled...
We next recall the prototypical private binary summation (b) the analyzer counts the number of 1s received from the (which for binary summation coincides with Randomized Response)—is ruled out by Theorem 3. Furthermore, the recent histogram protocols of Ghazi et al. (2019a); Erlingsson et al. (2020), are also not applicable since they all incur an MSE of $\Omega(\log n)$. Theorem 1 also guarantees vanishing communication overhead: this rules out the split-and-mix protocol in Ghazi et al. (2020c); Balle et al. (2020) and a recent protocol of Ghazi et al. (2020b).

We next recall the prototypical private binary summation procedures in the central setup. If user $i$'s input is $x_i$, then the analyzer simply computes the correct sum $\sum x_i$ and then adds to it a random variable sampled from some probability distribution $D$. A common choice of $D$ is the Discrete Laplace distribution with parameter $\epsilon$, which yields an $(\epsilon, 0)$-DP protocol for binary summation with any $\epsilon$-DP by virtue of the central DP model (Ghosh et al., 2012).

Using Infinitely Divisible Distributions. In order to emulate the prototypical central model mechanism in the shuffled model, we need to distribute both the signal and the noise over the $n$ users. Distributing the signal can be naturally done by having each user $i$ merely send their true input bit $x_i$. Distributing the noise is significantly more challenging since the shuffled model is symmetric and does not allow coordination of noise across users. Consider the framework, captured in Algorithms 1 and 2 on page 6, where (a) each user sends (possibly several) bits to the shuffler and (b) the analyzer counts the number of 1s received from the shuffler and outputs it as a proxy for the true sum (possibly after subtracting a fixed bias term). In this case, we would need to decompose the noise random variable into $n$ i.i.d. non-negative components, and have each user sample and transmit one component in unary. Distributions that are decomposable into the sum of $n$ i.i.d. (not necessarily non-negative) samples for any positive integer $n$ are well-studied in probability theory and are known as infinitely divisible. In DP, the Discrete Laplace distribution was observed to be infinitely divisible by Goryczka & Xiong (2015), and this property was used by Balle et al. (2020) for real summation in the shuffled model, albeit with several messages per user, each consisting of $\Omega(\log n)$ bits. However, decomposing the Discrete Laplace distribution into a sum of i.i.d. non-negative samples—as required by our template above—is clearly impossible since its support contains negative values.

One basic discrete non-negative infinitely divisible distribution is the Poisson distribution with parameter $\lambda$, which can be sampled by summing $n$ i.i.d. samples from a Poisson distribution with parameter $\lambda/n$, for any positive integer $n$. The resulting Poisson mechanism can thus be used as a candidate binary summation procedure in the shuffled model. It turns out that this mechanism is $(\epsilon, \delta)$-DP if we set $\lambda$ to $O\left(\frac{\log(1/\delta)}{\epsilon^2}\right)$ (see Theorem 11). In this case, the expected communication cost of transmitting the per-user noise is equal to the expectation $\lambda/n$, which is much smaller than 1. We note that, for a reason explained in Section 3.2, we can further reduce the communication by considering the Negative Binomial distribution $\text{NB}(r, p)$. This distribution is infinitely divisible as a random sample from $\text{NB}(r, p)$ can be generated by summing $n$ i.i.d. samples from $\text{NB}(r/n, p)$, for any positive integer $n$.

Unfortunately, it turns out we cannot hope to achieve near-central accuracy using any non-negative infinitely divisible distribution. Specifically, we prove in Section 3.3 that for every such noise distribution, the incurred MSE will grow asymptotically with $\log(1/\delta)$. This is in sharp contrast with the error in the central model, which is independent of $\delta$.

Unary Encoding and Correlated Noise. Instead, the support of our noise distribution has to also contain negative values. To allow this, a natural extension of the above template algorithm is to let each message consists of either an increment (e.g., +1) or a decrement (e.g., −1) value. This template leads to a distributed noise strategy that can achieve near-central accuracy, described next. We know from Goryczka & Xiong (2015) that the Discrete Laplace distribution with parameter $\epsilon$ is the same as the distribution of the difference of two independent $\text{NB}(1, e^{-\epsilon})$ random variables, and is thus infinitely divisible. This noise can be distributed in the shuffled model by letting each user sample two independent random variables $Z^1$ and $Z^2$ from $\text{NB}(1/n, e^{-\epsilon})$, and send $Z^1$ increment messages and $Z^2$ decrement messages to the shuffler. This mechanism would achieve the same error as the central Discrete Laplace mechanism. However, since the analyzer can still see the number of increment messages, this scheme is no more private than the (non-negative) mechanism with noise distribution $\text{NB}(1, e^{-\epsilon})$, and thus cannot be $(\epsilon, \delta)$-DP by virtue of the lower bound (Section 3.3).

To leverage the power of sending both positive and negative messages, we correlate the input-dependent and noise components sent by the users so that the analyzer is unable to extract much information about the user inputs from one type of messages. We do so by employing a unary version of the split-and-mix procedure of Ishai et al. (2006); Ghazi et al. (2020c); Balle et al. (2020). Namely, in addition to the aforementioned random variables $Z^1$ and $Z^2$, each user will independently sample a third random variable $Z^3$ from another infinitely divisible distribution, and will send $Z^1 + Z^3$ increment messages and $Z^2 + Z^3$ decrement messages (see Algorithm 3 on page 7). Note that in this case, when $Z^3$ is sufficiently “spread out”, the analyzer cannot extract much information from counting the number of increments alone, since the noise from $Z^3$ already overwhelms the user inputs.
We formalize this intuition by proving that, for carefully selected infinitely divisible noise distributions, the resulting mechanism is $(\varepsilon, \delta)$-DP and incurs an error that can be made arbitrarily close to that of the central Discrete Laplace mechanism, while incurring an expected communication overhead per user that goes to $0$ with as $n$ increases.

To prove Corollary 2, we run the binary summation protocol in parallel on all $B$ buckets, and instead of sending $\pm 1$ valued messages, we concatenate each with the length $[\log B]$ binary expansion of the index of the bucket being incremented/decremented. While a straightforward implementation of the randomizer has a running time of $\Omega(B)$, we show, using the characterization of infinitely divisible distributions in terms of Discrete Compound Poisson (DCP) distributions, that the expected running time can be significantly reduced to the order of the expected per-user communication cost.

**Size-Freeness.** Infinitely divisible noise mechanisms are much easier to deploy in practice compared to general schemes. This is because for fixed $(\varepsilon, \delta)$, the “noise parameter” of infinitely divisible mechanisms is independent of the number of users $n$: e.g., in the case of the Poisson Mechanism, the parameter $\lambda$ only depends on $\varepsilon$ and $\delta$. In contrast, computing near-optimal parameters in the shuffled model of the noise parameters for non-infinitely divisible schemes such as Randomized Response (Warner, 1965) and RAPPOR (Erlingsson et al., 2014) requires re-running a time-expensive algorithm for each new value of $n$ (see the appendix for more details). This can be undesirable in practice, especially for real-time applications.

**3. The $D$-Distributed Mechanisms**

In this section, we propose and study a family of simple mechanisms in the shuffled model for the binary summation problem. While the mechanisms in this section do not achieve the accuracy promised in Theorem 1, they will serve as an important building block to our eventual algorithm in Section 4. In fact, we will need the privacy guarantee of these mechanisms against a generalization of bit summation called $\Delta$-summation defined as follows. For $\Delta \in \mathbb{N}$, in the $\Delta$-summation task, the input to each user is a number $x_i$ in $\{0, \ldots, \Delta\}$ and the goal is to compute $\sum_{i \in [n]} x_i$. When $\Delta = 1$, this task is the same as binary summation.

To define our protocol, we first recall that a standard strategy for achieving DP in the central model is to simply add noise to the correct answer. We will refer to such a mechanism the $D$ Mechanism when the noise distribution is $D$.

**Definition 6.** For any distribution $D$, the $D$ Mechanism for computing a function $f : \mathcal{X}^n \rightarrow \mathbb{Z}^d$ is defined as the mechanism that, on input $x \in \mathcal{X}^n$, outputs $f(x) + (Y_1, \ldots, Y_d)$ where $Y_i \sim D, i \in [d]$ are independent.

The definition of the $D$ Mechanism applies even when $\text{supp}(D)$ contains negative integers, but in this section we focus on distributions $D$ that are supported on non-negative integers and that are infinitely divisible as defined next.

**Definition 7 (Infinite Divisibility).** A distribution $D$ is said to be infinitely divisible (abbreviated $\infty$-div) if for every $n \in \mathbb{N}$, there exists a distribution $D_{/n}$ such that $(X_1 + \cdots + X_n) \sim D$ where $X_i \sim D_{/n}, i \in [d]$ are independent.

For an $\infty$-div $D$ on non-negative integers, we define the $D$-Distributed Mechanism in the shuffled model as follows:
Algorithm 1 $D$-Distributed Randomizer.
1: procedure RANDOMIZER$_{D/n}(x)$
2: Sample $Z \sim D/n$
3: Send $x + Z$ messages, where each message is 1

Algorithm 2 $D$-Distributed Analyzer.
1: procedure ANALYZER$_D$
2: $U \leftarrow$ number of messages received
3: return $U - \mathbb{E}[D]

Privacy. Observe that, from the analyzer’s perspective, it only sees $U$ (because all the messages are identical) and $U$ is distributed exactly as $\sum_{i\in [n]} x_i + D$ by $\infty$-div of $D$. From this, we immediately get that the privacy guarantee of the $D$-Distributed Mechanism in the shuffled model is the same as that of the $D$ Mechanism in the central model.

Observation 8. For any $\epsilon > 0$ and $\delta \in (0, 1)$, the $D$-Distributed Mechanism is $(\epsilon, \delta)$-DP in the shuffled model for $\Delta$-summation if and only if the $D$ Mechanism is $(\epsilon, \delta)$-DP in the central model for $\Delta$-summation.

Expected Communication. The expected number of messages sent by each user in Algorithm 1 is $x + \mathbb{E}[D/n] = x + \frac{\mathbb{E}[D]}{n}$. Using the fact that $x \in \{0, \ldots, \Delta\}$, we get:

Observation 10. The expected number of messages sent by a user in the $D$-Distributed Mechanism is at most $\Delta + \frac{\mathbb{E}[D]}{n}$.

3.1. Example I: The Poisson Mechanism

Arguably, the simplest protocol in the family of $D$-Distributed Mechanisms is the Poisson Mechanism that uses the Poisson distribution\(^1\), which is $\infty$-div. In this protocol, $D$ is $\text{Poi}(\lambda)$ for some $\lambda \in \mathbb{R}^+$ and $\mathcal{D}/n$ is simply $\text{Poi}(\lambda/n)$. We now compute its privacy guarantee.

Theorem 11. For any $\epsilon > 0$, $\delta \in (0, 1)$, and $\Delta \in \mathbb{N}$, the Poisson Mechanism with $\lambda = \frac{16\log(1/\delta)}{1-\epsilon^2} + 2\lambda 1 - e^{-\Delta}$ is $(\epsilon, \delta)$-DP in the central model for $\Delta$-summation.

By setting $\Delta = 1$ and using Observations 8, 9, and 10, we get the following for binary summation.

Corollary 12. For any $0 < \epsilon \leq O(1)$ and $\delta \in (0, 1)$, let $\lambda$ be as in Theorem 11 with $\Delta = 1$. The Pois($\lambda$)-Distributed Mechanism is $(\epsilon, \delta)$-DP for binary summation in the shuffled model, each user sends at most $1 + O\left(\frac{\log(1/\delta)}{\epsilon^2n}\right)$ one-bit messages in expectation, and the MSE is $O\left(\frac{\log(1/\delta)}{\epsilon^2}\right)$.

3.2. Example II: The Negative Binomial Mechanism

A disadvantage of the Poisson Mechanism is that, in the most important regime where $\frac{s}{n} \ll 1$, the expected number of messages sent is $1 + O\left(\frac{\log(1/\delta)}{n}\cdot\frac{(\Delta)^2}{\epsilon^2}\right)$. In this subsection, we show how to reduce the dependency on $\frac{\Delta}{\epsilon}$ from $\frac{(\Delta)^2}{\epsilon^2}$ to $\frac{(\Delta)}{\epsilon}$, while retaining a similar error bound. (As we will see in Section 4, this dependency will also permeate to our eventual algorithm in the proof of Theorem 1.) Before doing so, we note that the $\frac{(\Delta)}{\epsilon^2}$ dependency is necessary for the Poisson Mechanism since it is well-known\(^2\) that the MSE of any central $(\epsilon, o(1))$-DP protocol for $\Delta$-summation has to be at least $\Omega\left(\frac{1}{\epsilon^2}\right)$ and since the MSE of the Pois($\lambda$) Mechanism is exactly $\lambda$, we must hence set $\lambda \geq \frac{(\Delta)}{\epsilon^2}$. Thus, the expected number of messages sent per user in the Pois($\lambda$) Mechanism must be $1 + \frac{\Delta}{\epsilon^2} \geq 1 + \Omega\left(\frac{\lambda}{\epsilon^2}\right)$.

To circumvent this, we first observe that the above argument holds only because the parameter $\lambda$ of the Poisson Mechanism governs both the MSE (i.e., the variance of the distribution) and the number of messages sent (i.e., the expectation of the distribution). This motivates us to seek an $\infty$-div distribution on the negative integers whose variance and mean can be very different. We consider the negative binomial distribution\(^3\) $\text{NB}(r, p)$ which is $\infty$-div as $\text{NB}(r, p) = \sum_{i=1}^{\infty} \text{NB}(\frac{r}{p}, p)$ for every $n \in \mathbb{N}$. Moreover, $\mathbb{E}[	ext{NB}(r, p)] = \frac{pr}{(1-p)}$ and $\text{Var}[	ext{NB}(r, p)] = \frac{pr}{(1-p)^2}$, which can be very different when $p$ is close to 1. We next show a DP guarantee for this Negative Binomial Mechanism\(^4\).

Theorem 13. For any $\epsilon, \delta \in (0, 1)$ and $\Delta \in \mathbb{N}$, let $p = e^{-0.2\Delta/\epsilon^2}$ and $r = 3 \left(1 + \log\left(\frac{\Delta}{\epsilon}\right)\right)$. The $\text{NB}(r, p)$ Mechanism is $(\epsilon, \delta)$-DP in the central model for $\Delta$-summation.

Plugging $\Delta = 1$, we get the following corollary. When compared to Poisson Mechanism (Corollary 12), we achieve the same error bound but with a $\frac{1}{\epsilon}$ instead of $\frac{1}{\epsilon^2}$ multiplicative term in the expected number of additional messages sent.

Corollary 14. For any $\epsilon, \delta \in (0, 1)$ with $\epsilon \leq O(1)$, let $p, r$ be as in Theorem 13 with $\Delta = 1$. The $\text{NB}(r, p)$-Distributed Mechanism is $(\epsilon, \delta)$-DP with $\mathbb{E}[\text{NB}(r, p)] = \frac{3}{2}$.

---

\(^1\)Poi($\lambda$) is defined as Poi($k; \lambda$) = $\lambda^k e^{-\lambda}/k!$.

\(^2\)This follows from the sensitivity of $\Delta$-summation; see, e.g., Vadhan (2017).

\(^3\)NB($r, p$) is defined as NB($k; r, p$) = $\binom{k+r-1}{k} (1-p)^r p^k$.

\(^4\)We remark that the negative binomial distribution may be viewed as a generalization of the Poisson distribution: when taking $r \to \infty$ and letting $p = \lambda/r$, $\text{NB}(r, p)$ point-wise converges to Poi($\lambda$).

\(^5\)In the conference version of this work (Ghazi et al., 2020a), the values of $r, p$ set in Theorem 13 contained an error. This has now been fixed in this version. Note that this does not affect the experiment results, since we use numerical approaches to compute privacy parameters in the experiments anyway (see the appendix).
We next present a family of protocols in the shuffled model. Each user sends at most $1 + O\left(\frac{\log(1/\delta)}{e\varepsilon n}\right)$ one-bit messages in expectation, and the MSE is $O\left(\frac{\log(1/\delta)}{e^2\varepsilon}\right)$.

3.3. A Lower Bound for $\mathcal{D}$-Distributed Mechanisms

The downside of the Poisson and Negative Binomial Mechanisms is that they suffer from an MSE of $O_e\left(\frac{1}{\varepsilon}\right)$ instead of the $O\left(\frac{1}{(\log 2)}\right)$ MSE, independent of $\delta$, of the central Discrete Laplace Mechanism. It turns out that this dependency on $\log(\frac{1}{\delta})$ is necessary for every $\mathcal{D}$-Distributed Mechanism:

**Lemma 15.** For any infinitely divisible distribution $\mathcal{D}$ on non-negative integers, if $\mathcal{D}$-Distributed Mechanism is $(\varepsilon, \delta)$-DP in the shuffled model for binary summation, then the MSE of the mechanism is $\Omega_e(\log(1/\delta))$.

In other words, $\mathcal{D}$-Distributed Mechanisms do not suffice for the goal of achieving near-central error guarantees.

4. Correlated Distributed Mechanisms

We next present a family of protocols in the shuffled model that will overcome the lower bound barrier of Lemma 15 and achieve an accuracy/privacy trade-off arbitrarily close to the central model. We start by outlining the intuition behind the protocol. First, suppose hypothetically that we could somehow implement the $\mathcal{D}$ Mechanism in the shuffled model when $\text{supp}(\mathcal{D})$ can contain negative integers. Then, we would actually be done! This is because the Discrete Laplace distribution is $\infty$-div as $\text{DLap}(\varepsilon) = \text{NB}(1, e^{-\varepsilon}) - \text{NB}(1, e^{-\varepsilon})$ (see, e.g., (Kotz et al., 2001)), and $\text{NB}(1, e^{-\varepsilon})$ is $\infty$-div, and is in fact the geometric distribution. Of course, the problem is that if we sample the number of messages from $\text{DLap}(\varepsilon)/n$ we will often try to send a negative number of messages, which is meaningless!

This leads us to using two types of messages: one for increments (denoted $+1$) and one for decrements (denoted $-1$). The $+1$ messages are sampled as in the $\text{NB}(1, e^{-\varepsilon})$ Mechanism, and so are the $-1$ messages except that each user pretend that their input is $0$ in this case. The analyzer’s answer is the difference between the number of $+1$ messages and the number of $-1$ messages it receives. The aforementioned fact that the difference of two $\text{NB}(1, e^{-\varepsilon})$ random variables is $\text{DLap}(\varepsilon)$ implies that this protocol has the same accuracy as the central Discrete Laplace Mechanism, as desired. However, this protocol is not $(\varepsilon, \delta)$-DP in the shuffled model. To see this, note that the analyzer sees the number of $+1$ messages received, and hence the protocol is no more private than the $\text{NB}(1, e^{-\varepsilon})$ Mechanism, which is not $(\varepsilon, \delta)$-DP as explained by Lemma 15. To overcome this, we “mask” the numbers of $+1$ and $-1$ messages by sampling a random variable $Z$ from $\mathcal{D}/n$ for some other $\infty$-div $\mathcal{D}$ over non-negative integers, and additionally send $Z$ increments (i.e., $+1$) and $Z$ decrements (i.e., $-1$). Clearly, this does not affect the accuracy of the analyzer, but we will show that it improves privacy. For every choice of $\infty$-div $\mathcal{D}^1, \mathcal{D}^2, \mathcal{D}^3$ on non-negative integers, we define the $(\mathcal{D}^1, \mathcal{D}^2, \mathcal{D}^3)$-Correlated Distributed Mechanism:

**Algorithm 3** $(\mathcal{D}^1, \mathcal{D}^2, \mathcal{D}^3)$-Correlated Distributed Randomizer

1. **procedure** RANDOMIZER$_{\mathcal{D}^1, \mathcal{D}^2, \mathcal{D}^3, n}(x)$
2: Sample $Z^1 \sim \mathcal{D}^1_{/n}$
3: Sample $Z^2 \sim \mathcal{D}^2_{/n}$
4: Sample $Z^3 \sim \mathcal{D}^3_{/n}$
5: Send $x + Z^1 + Z^3$ many $+1$ messages.
6: Send $Z^2 + Z^3$ many $-1$ messages.

**Algorithm 4** $(\mathcal{D}^1, \mathcal{D}^2, \mathcal{D}^3)$-Correlated Distributed Analyzer

1: **procedure** ANALYZER$_{\mathcal{D}^1, \mathcal{D}^2, \mathcal{D}^3}$
2: $U_{+1} \leftarrow$ number of $+1$ messages received.
3: $U_{-1} \leftarrow$ number of $-1$ messages received.
4: **return** $U_{+1} - U_{-1} - E[\mathcal{D}^1 - \mathcal{D}^2]$.

**Accuracy and Communication Complexity.** The accuracy and communication complexity of the protocol can be derived as in the $\mathcal{D}$-Distributed Mechanism from Section 3:

**Observation 16.** The error of $(\mathcal{D}^1, \mathcal{D}^2, \mathcal{D}^3)$-Distributed Mechanism is distributed as $(\mathcal{D}^1 - \mathcal{D}^2) - E[\mathcal{D}^1 - \mathcal{D}^2]$.

**Observation 17.** The expected number of messages sent by each user in the $(\mathcal{D}^1, \mathcal{D}^2, \mathcal{D}^3)$-Distributed Mechanism is at most $1 + \frac{E[\mathcal{D}^1] + E[\mathcal{D}^2] + 2E[\mathcal{D}^3]}{n}$.

**Privacy.** The crux of our DP proof for the $(\mathcal{D}^1, \mathcal{D}^2, \mathcal{D}^3)$-Correlated Distributed Mechanism is the following theorem:

**Theorem 18.** Let $\Delta > 0$ and $\mathcal{D}^1, \mathcal{D}^2, \mathcal{D}^3$ satisfy:

- (Privacy of True Noise) The $(\mathcal{D}^1 - \mathcal{D}^2)$ Mechanism is $\varepsilon_1$-DP for binary summation in the central model.
- (Privacy of Correlated Noise) The $\mathcal{D}^3$ Mechanism is $(\varepsilon_2, \delta_2)$-DP for $\Delta$-summation in the central model.
- (Concentration of Noise) $\Pr_{Y \sim \mathcal{D}^2}[Y > \Delta] < \delta_3$.

Then, the $(\mathcal{D}^1, \mathcal{D}^2, \mathcal{D}^3)$-Correlated Distributed Mechanism is $(\varepsilon_1 + \varepsilon_2, e^{\varepsilon_2}, \delta_2 + 2e^{2\varepsilon_2}, \delta_3)$-DP in the shuffled model.

**Proof Overview.** All the analyzer sees is $(U_{+1}, U_{-1}) = (\sum_{i \in [n]} x_i + Z^1 + Z^3, Z^2 + Z^3)$ where for $j \in [3], Z^j \sim \mathcal{D}^j$.

Since there is bijection between $(U_{+1}, U_{-1})$ and $(U_{+1} - U_{-1}, U_{-1}) = (\sum_{i \in [n]} x_i + Z^1 - Z^2, Z^2 + Z^3)$, we may consider the distribution on the latter. The first coordinate is the same as the analyzer’s view from the $(\mathcal{D}^1 - \mathcal{D}^2)$ Mechanism, which is $\varepsilon_1$-DP by the first assumption. Once
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we condition on $U_{+1} - U_{-1}$ being equal to some value, we are left to consider a distribution on $U_{-1}$. This distribution is not the same as the original one (before conditioning) since $U_{-1}$ and $U_{+1} - U_{-1}$ are correlated. But this correlation only comes via $Z^2$, as $Z^2$ does not appear in $U_{+1} - U_{-1}$. By the concentration of $D^2$ (the third assumption), $Z^2$ is rarely larger than $\Delta$. When $Z^2 \leq \Delta$, we can use the $(\varepsilon_2, \delta_2)$-DP of the $D^3$ Mechanism for $\Delta$-summation to argue the privacy of the protocol. The proof follows this intuition while carefully tracking the privacy loss in each step.

4.1. Near-Central Accuracy with Shuffled Mechanisms

We use Theorem 18 to derive our “near-central” protocol (Theorem 1). Specifically, we set $D^1, D^2$ so that $D^1 - D^2 = DLap(0, 0.99\varepsilon)$, which implies that the $(D^1 - D^2)$ Mechanism is $0.99\varepsilon$-DP in the central model. The remaining privacy budget of $0.01\varepsilon$ is allocated to the $D^3$ Mechanism, which we set to be the NB$(\cdot, \cdot)$ Mechanism with appropriate parameters. We use the Negative Binomial rather than the Poisson distribution as the former (Theorem 13) has a smaller communication cost than the latter (Theorem 11).

5. Experimental Evaluation and Results

5.1. Binary Summation

In this section, we evaluate our protocols. Specifically, we consider the Poisson Distributed Mechanism (Theorem 11) and the Correlated Distributed Noise Mechanism (Theorems 1 and 18). We consider the root mean square error (RMSE), which is independent of the input data for all methods considered, and for this reason there is no need to consider performance on particular data sets. For each setting of $\varepsilon, \delta$, our parameters are selected in an accurate manner; this is explained in detail in the Appendix F. We only note here that for the Correlated Distributed Mechanism, we set $D^1 = D^2 = NB(1, e^{-\varepsilon_1})$ with $\varepsilon_1$ such that the RMSE of the protocol is 20% more than that of the (central) DLap($\varepsilon$) Mechanism. We compare our algorithms against the classic Randomized Response (RR) algorithm, where a user with input $x$ sends $x$ w.p. $p$, and $1 - x$ w.p. $1 - p$, for some parameter $p \in [0, 1/2]$.

Error. We compute the errors as $\varepsilon$ or $\delta$ varies. The corresponding plots are shown in Figure 2; we include the error of the (central) Discrete Laplace Mechanism for comparison (but of course this is not directly implementable in the shuffled model). We remark that the RMSEs of our protocols are independent of the number of users $n$, and only the RMSE of RR depends on $n$, which we choose to be 10,000. While the Correlated Distributed protocol has a constant RMSE as we vary $\delta$, both Poisson and RR incur larger RMSEs. In particular, when $\delta = 10^{-6}, \varepsilon = 1$, the RMSE of the Correlated Distributed protocol is 3.5 times less than that of Poisson and RR (which essentially coincide). The fact that the Poisson Mechanism and RR have essentially the same RMSE should come as no surprise, since the binomial distribution $Bin(n, p)$ converges (in the distributional sense) to the Poisson distribution $Poi(np)$ as $n \to \infty$ and $p$ is kept constant. This means that we would prefer RR in this case, since it always sends one message.

Figure 2. RMSE of the protocols for binary summation. Note that the RMSEs of RR and Poisson are essentially the same.

Communication Complexity. Figure 3 shows the plots of the expected number of additional messages sent by each user in our Poisson and Correlated Distributed Mechanisms. Here we let $n = 10,000$. In the reasonable setting where $\delta = 10^{-6}$ and $\varepsilon = 1$, the expected number of additional messages sent in the Correlated Distributed Mechanism is only 0.04, whereas in the Poisson Mechanism, it is even smaller at 0.0003. Even in the more extreme case of $\varepsilon = 0.1$, the former is still 0.278 and the latter is only 0.141.

5.2. Histograms

We have also performed experiments on the histogram versions of our Correlated Distributed and Poisson Mechanisms, and compare them against three algorithms from the literature: $B$-Randomized Response ($B$-RR), RAPPOR (Erlingsson et al., 2014), and Fragmented RAPPOR (Erlingsson et al., 2020). Each of these three can be viewed as a $B$-ary generalization of the binary RR. We ran these algorithms on two IPUMS datasets (Ruggles et al., 2019). Due
Figure 3. Expected additional number of messages sent by each user for binary summation. While we use \( n = 10^4 \), this expectation scales linearly in \( 1/n \). E.g., if \( n = 10^5 \), the plots will look the same, but with the \( y \)-axis scaled down by a factor of 10.

to space constraints, the full description of the experiments and results are deferred to Appendix E. Here we just summarize our findings: For most parameters, RAPPOR incurs significantly larger errors than \( B \)-RR. Moreover, similarly to how RR mirrors the Poisson Mechanism in the binary case, Fragmented RAPPOR gives almost the same results as Poisson for histograms. In terms of RMSE, our correlated mechanism is significantly closer to the central model error than its competitors. The plots are in fact very similar to those of binary summation for the Correlated Distributed and Poisson Mechanisms, with RR doing 25-50% worse than Poisson. In terms of \( \ell_\infty \), RR incurs more than \( 3 \times \ell_\infty \) errors compared to our algorithms. Furthermore, as corroborated by theory (Ghazi et al., 2019a), the error of RR grows quickly with the number \( B \) of buckets, while those of our mechanisms grow very slowly.

6. Conclusions and Open Questions

We proposed DP algorithms in the shuffled model for binary summation and histograms with accuracy arbitrarily close to the central model and a vanishing communication overhead. There are several questions left open by our work. One is to obtain algorithms achieving near-central performance with negligible communication overhead for the problems of real summation, vector summation, and histograms over a large number \( B \geq \Omega(n) \) of buckets. Another question is to prove a lower bound against expected single-message protocols (that can send 0, 1 or more messages in the worst-case) as our lower bound in Theorem 3 does not hold in this case. A very interesting related direction is to build on our algorithms to improve the communication complexity of DP stochastic gradient descent in a federated learning setup.
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A. Additional Preliminaries

For a real number *y*, we let *y* := max(*y*, 0). We next recall the hockey stick divergence which belongs to the class of *f*-divergences introduced by (Ali & Silvey, 1966; Csiszár, 1964; 1967).

**Definition 19** (Hockey Stick Divergence; e.g., (Sason & Verdu, 2016)). For any ε > 0, the ε*-hockey stick divergence between distributions *D* and *D′* is defined as

\[ d_ε(D\|D′) = \sum_{x \in \text{supp}(D)} |D(x) - ε D′(x)|. \]

The following connection between hockey-stick divergence and DP was observed by (Barthe & Olmedo, 2013) and follows immediately from Definitions 5 and 19.

**Lemma 20.** A mechanism *M* is (ε, δ)-DP if and only if

\[ \max_{x \sim x'} d_ε(M(x)\|M(x')) \leq δ. \]
B. Missing proofs from Sections 3 and 4

The following is a well-known fact that will help us determine the privacy guarantee of the \( \mathcal{D} \) Mechanism for \( \Delta \)-summation; it is an immediate consequence of Lemma 20.

**Lemma 21.** For any distribution \( \mathcal{D} \) supported on integers, the \( \mathcal{D} \) Mechanism for \( \Delta \)-summation is \( (\varepsilon, \delta) \)-DP if and only if 
\[
\max_{-\Delta \leq k \leq \Delta} d_\varepsilon(\mathcal{D}||k + \mathcal{D}) \leq \delta.
\]

**B.1. Proof of Theorem 11**

To prove Theorem 11, we need the following concentration bound for Poisson distributions (see, e.g., (Canonne, 2017))

**Lemma 22 (Poisson Concentration).** For any \( \lambda, y \in \mathbb{R}^+ \),
\[
\Pr_{Y \sim \text{Poi}(\lambda)}[|Y - \lambda| \geq y] \leq 2e^{-\frac{y^2}{2(1+\lambda)}}.
\]

**Proof of Theorem 11.** Let \( \mathcal{D} = \text{Poi}(\lambda) \) where \( \lambda \) is as specified in the theorem statement. From Lemma 21, it suffices to show that \( d_\varepsilon(\mathcal{D}||k + \mathcal{D}) \leq \delta \) for all \( k \in \{-\Delta, \ldots, \Delta\} \).

To bound \( d_\varepsilon(\mathcal{D}||k + \mathcal{D}) \leq \delta \), recall that for \( \mathcal{D} = \text{Poi}(\lambda) \), we have \( \Pr(Y) = \frac{\lambda^k e^{-\lambda}}{k!} \). Hence,
\[
\frac{\Pr(Y)}{\Pr(Y - k)} = \frac{\lambda^k}{\lambda^{k-1}} \cdot \frac{(Y - k)!}{Y!}.
\]

This implies that \( \frac{\Pr(Y)}{\Pr(Y - k)} < e^{\varepsilon|k|} \) for all \( Y \in [e^{-\varepsilon/|k|}\lambda + |k|, e^{\varepsilon/|k|}\lambda - |k|] \), which is a subset of \([e^{-\varepsilon/\Delta}\lambda + \Delta, e^{\varepsilon/\Delta}\lambda - \Delta]\). From this, we can bound the hockey stick divergence as follows.

\[
d_\varepsilon(\mathcal{D}||k + \mathcal{D}) = \sum_{Y \in \mathbb{Z}} (|\Pr(Y) - e^{\varepsilon} \cdot \Pr(Y - k)|)_+
\]
\[
= \sum_{Y \in \mathbb{Z} \backslash [e^{-\varepsilon/\Delta}\lambda + \Delta, e^{\varepsilon/\Delta}\lambda - \Delta]} \Pr(Y) - e^{\varepsilon} \cdot \Pr(Y - k)
\]
\[
\leq \sum_{Y \in \mathbb{Z} \backslash [e^{-\varepsilon/\Delta}\lambda + \Delta, e^{\varepsilon/\Delta}\lambda - \Delta]} \Pr(Y)
\]
\[
= \Pr_{Y \sim \text{Poi}(\lambda)}[Y < e^{-\varepsilon/\Delta}\lambda + \Delta] + \Pr_{Y \sim \text{Poi}(\lambda)}[Y > e^{\varepsilon/\Delta}\lambda - \Delta].
\]

From our choice of \( \lambda \), we also have \( e^{-\varepsilon/\Delta}\lambda + \Delta \leq \lambda - 0.5(1 - e^{-\varepsilon/\Delta})\lambda \) and \( e^{\varepsilon/\Delta}\lambda - \Delta \geq \lambda + 0.5(1 - e^{-\varepsilon/\Delta})\lambda \). Hence, we may apply Lemma 22 (with \( y = 0.5(1 - e^{-\varepsilon/\Delta})\lambda \)) which gives
\[
d_\varepsilon(\mathcal{D}||k + \mathcal{D}) \leq 2 \exp\left(-\frac{0.25(1 - e^{-\varepsilon/\Delta})^2\lambda^2}{4\lambda}\right) \leq \delta,
\]
where the last inequality follows from the fact that \( \lambda \geq 16 \log(2/\delta)/(1 - e^{-\varepsilon/\Delta})^2 \). Hence, we conclude that the \( \text{Poi}(\lambda) \) Mechanism is \( (\varepsilon, \delta) \)-DP as desired.

**B.2. Proof of Theorem 13**

To prove Theorem 13, we need the following generic version of the Chernoff bound; this bound is just the Markov inequality in disguise (note \( t < 0 \) in the statement below).

**Lemma 23.** For every real number \( t < 0 \), any real number \( a \) and any random variable \( X \), \( \Pr[X \leq a] \leq \mathbb{E}[e^{tX}]/e^{ta} \).

**Proof of Theorem 13.** Let \( \mathcal{D} = \text{NB}(r, p) \) where \( r, p \) are as specified in the theorem. From Lemma 21, it suffices to show that \( d_\varepsilon(\mathcal{D}||k + \mathcal{D}) \) for all \( k \in \{-\Delta, \ldots, \Delta\} \). Recall that
\[
\mathcal{D}(y) = \frac{(y + r - 1) \cdots (y - 1) p^y}{y!},
\]
for all \( y \in \mathbb{Z}_{\geq 0} \). To bound \( d_\varepsilon(\mathcal{D}||k + \mathcal{D}) \), we consider two separate cases based on the sign of \( k \):

**Case I:** \( k \leq 0 \). In this case, we have \( \mathcal{D}(y) \leq \frac{1}{r+1} \cdot \mathcal{D}(y + 1) \) for all \( y \in \mathbb{Z} \). From this, we can conclude that \( \mathcal{D}(y) \leq e^{-k/\Delta} \cdot \mathcal{D}(y - k) \). As a result, we have \( d_\varepsilon(\mathcal{D}||k + \mathcal{D}) = 0 \).

**Case II:** \( k > 0 \). Let \( \hat{y} = \Delta - 1 + \frac{r-1}{e^{1.2\varepsilon/\Delta} - 1} \). If \( y \geq \hat{y} \), we have
\[
\frac{\mathcal{D}(y)}{\mathcal{D}(y - k)} = \frac{(y + r - 1) \cdots (y - k + 1)}{y \cdots (y - k + 1)} \cdot p^k
\]
\[
\leq \left( \frac{y - k + r}{y - k + 1} \right)^k
\]
\[
= \left( 1 + \frac{r - 1}{y - k + 1} \right)^k
\]
\[
\leq \left( 1 + \frac{1}{y - \Delta + 1} \right)^\Delta
\]
\[
= e^{\varepsilon}.
\]
(From \( y \geq \hat{y} \))

As a result, this means that
\[
d_\varepsilon(\mathcal{D}||k + \mathcal{D}) = \sum_{y \in \mathbb{Z}} [\mathcal{D}(y) - e^{\varepsilon} \cdot \mathcal{D}(y - k)]
\]
\[
= \sum_{y \in \mathbb{Z} \cap \{1, \ldots, \hat{y}\}} [\mathcal{D}(y) - e^{\varepsilon} \cdot \mathcal{D}(y - k)]
\]
\[
\leq \Pr_{Y \sim \mathcal{D}}[Y < \hat{y}].
\]

It is known that \( \mathbb{E}_{X \sim \text{D}}[e^{tX}] = \left( \frac{1 - p}{1 - pe^{-t}} \right)^r \) for all \( t < -\ln p \).
As a result, setting \( t = -0.2\varepsilon/\Delta \) and applying Lemma 23, we have
\[
\Pr_{Y \sim \mathcal{D}}[Y < \hat{y}] \leq \left( \frac{1 - p}{1 - pe^{-t}} \right)^r.
\]
(1)
Next, using the bound $e^x \leq 1 + 2x$ for $x \leq 1$ and using $\varepsilon \leq 1$, we obtain

$$e^{1.2\varepsilon/\Delta} - 1 \leq e^{1.2\Delta} - 1 \leq 2.4/\Delta.$$ 

From this, we have

$$\hat{y} = \Delta - 1 + \frac{r - 1}{e^{1.2 \varepsilon/\Delta} - 1} \leq \frac{2.4 + r - 1}{e^{1.2 \varepsilon/\Delta} - 1} = \frac{r + 1.4}{e^{1.2 \varepsilon/\Delta} - 1} \leq \frac{1.47r}{e^{1.2 \varepsilon/\Delta} - 1},$$

where the last inequality follows from our choice $r \geq 3$.

Plugging the above inequality back into (1), we get

$$\Pr_{Y \sim D}[Y < \hat{y}] \leq \left( \frac{1 - p}{1 - p e^{r}} \exp \left( \frac{-1.47t}{e^{1.2 \varepsilon/\Delta} - 1} \right) \right)^r$$

$$(\because t = -0.2 \varepsilon/\Delta) \leq \left( \frac{1 - e^{-0.2 \varepsilon}}{1 - e^{-2 \varepsilon}} \exp \left( \frac{1.47(0.2 \varepsilon/\Delta)}{e^{1.2 \varepsilon/\Delta} - 1} \right) \right)^r$$

$$(\because e^x \geq 1 + x) \leq \left( \frac{1}{1 + e^{-0.2 \varepsilon/\Delta}} \cdot e^{0.25} \right)^r \leq \left( \frac{0.25}{1 + e^{-0.2}} \right)^r \leq e^{-r/3}$$

$$(\because r \geq 3 \log(1/\delta)) \leq \delta.$$ 

Thus, $d_\varepsilon(D||k + D) \leq \delta$ as desired. $\Box$

### B.3. Proof of Lemma 15

To prove Lemma 15, we will resort to Feller’s characterization (Feller, 1968) of infinitely divisible distribution as a discrete compound Poisson distribution. We begin by recalling the definition of the latter.

**Definition 24.** A distribution $D$ is said to be a discrete compound Poisson (DCP) distribution if there exists a distribution $D'$ on positive integers and a non-negative real number $\lambda$ such that the following process results in the random variable $Y$ being distributed as $D$. First, generate $N \sim \text{Poi}(\lambda)$. Then, let $X_1, \ldots, X_N$ be i.i.d. random variables distributed as $D'$. Finally, let $Y = X_1 + \ldots + X_N$.

When this condition holds, we write $D = \text{DCP}(\lambda, D')$.

A fundamental theorem, due to Feller (Feller, 1968), states that every infinitely divisible distribution $D$ on non-negative integers is a DCP distribution:

**Theorem 25 ((Feller, 1968)).** Every infinitely divisible distribution $D$ on non-negative integers is a discrete compound Poisson distribution.

The above theorem implies the following observation:

**Observation 26.** For any infinitely divisible distribution $D$ on non-negative integers, $\text{Var}(D) \geq \mathbb{E}(D)$.

**Proof.** From Theorem 25, $D = \text{DCP}(\lambda, D')$ for some $\lambda \geq 0$ and a distribution $D'$ on positive integers. It is well-known that $\mathbb{E}(D) = \lambda \cdot \mathbb{E}_{X \sim D'}[X]$ and $\text{Var}(D) = \lambda \cdot \mathbb{E}_{X \sim D'}[X^2]$. Since $D'$ is on positive integers, we must have $\mathbb{E}_{X \sim D'}[X] \leq \mathbb{E}_{X \sim D'}[X^2]$, which implies that $\mathbb{E}(D) \leq \text{Var}(D)$. $\Box$

We are now ready to prove Lemma 15.

**Proof of Lemma 15.** From Lemma 21, we have $d_\varepsilon(D||1 + D) \leq \delta$, which can be rearranged as

$$\delta \geq \sum_{i=0}^{\infty} [(D(i) - e^\varepsilon \cdot D(i - 1))]_+,$$

which implies that $D(i) \leq e^\varepsilon \cdot D(i - 1) + \delta$ for all non-negative integer $i$. From this and from $D$ is supported from non-negative integer (i.e. $D(-1) = 0$), it is simple to show via induction that $D(i) \leq \delta \cdot \left( \frac{e^{(i+1)} \varepsilon - 1}{e^\varepsilon - 1} \right)$.

Let $j = \lfloor \frac{1}{\varepsilon} \left( \ln \left( \frac{1}{\delta} \right) - \ln \left( \frac{2}{e\varepsilon} \right) \right) \rfloor - 1$; we have

$$\Pr_{Y \sim D}[Y < j] \leq \frac{\delta}{e^\varepsilon - 1} \left( \sum_{i=0}^{j-1} (e^{(i+1)} \varepsilon - 1) \right) \leq \frac{\delta}{e^\varepsilon - 1} \left( e^{j+1} \varepsilon - 1 \right) \leq \frac{\delta}{e^\varepsilon} \cdot e^{(j+1)} \varepsilon \leq \frac{1}{2},$$

where the last inequality follows from our choice of $j$. Thus, we have $\mathbb{E}(D) \geq j \frac{1}{2} \geq \Omega_\varepsilon(\log(1/\delta))$. Invoking Observations 26 and 9 immediately yields the desired result. $\Box$

### B.4. Proof of Theorem 18

**Proof of Theorem 18.** Observe that the analyzer’s view only contains $(U_{+1}, U_{-1})$. Since there is a one-to-one correspondence between $(U_{+1}, U_{-1})$ and $(U_{+1} - U_{-1}, U_{-1})$, we may consider the analyzer’s view as the latter instead; for convenience, let $U_{\text{diff}} = U_{+1} - U_{-1}$. Note that the distribution of $(U_{\text{diff}}, U_{-1})$ (of course) depends on the input data set $x = (x_1, \ldots, x_i)$; when we would like to stress this, we write $U_{\text{diff}}^x, U_{-1}^x$ instead of the usual $U_{\text{diff}}, U_{-1}$.

Let $Z_1^x, Z_2^x, Z_3^x$ be the random variables that the user samples. Define $\hat{Z}_1^x, \hat{Z}_2^x, \hat{Z}_3^x$ as
\[
\sum_{i \in [n]} Z_1^i, \sum_{i \in [n]} Z_2^i, \sum_{i \in [n]} Z_3^i \text{ respectively.}
\]

We have
\[
U_{+1} = \left( \sum_{i \in [n]} x_i \right) + \hat{Z}^1 + \hat{Z}^3,
\]
and
\[
U_{-1} = \hat{Z}^2 + \hat{Z}^3. \tag{2}
\]
Hence, we also have
\[
U_{\text{diff}} = \left( \sum_{i \in [n]} x_i \right) + \hat{Z}^1 - \hat{Z}^2. \tag{3}
\]
Moreover, from how \(Z_1^i, Z_2^i, Z_3^i\)'s are sampled, we have that \(\hat{Z}^1, \hat{Z}^2, \hat{Z}^3\) are independent random variables with distributions \(\mathcal{D}_1, \mathcal{D}_2, \mathcal{D}_3\) respectively.

Next, consider \((x_1, \ldots, x_n) = x' = (x'_1, \ldots, x'_n)\). We can calculate the \(\varepsilon_1 + \varepsilon_2\)-hockey stick divergence between \((U_{\text{diff}}', U_{\text{diff}})\) as follows:
\[
d_{\varepsilon_1+\varepsilon_2}(U_{\text{diff}}', U_{\text{diff}}) = \sum_{a,b \in \mathbb{Z}} \Pr[U_{\text{diff}} = a, U_{\text{diff}}' = b] - e^\varepsilon_1 + \varepsilon_2 \cdot \Pr[U_{\text{diff}} = a, U_{\text{diff}}' = b] +
\]
\[
\sum_{a,b \in \mathbb{Z}} \left[ \Pr[U_{\text{diff}} = a] \Pr[U_{\text{diff}}' = b | U_{\text{diff}} = a] \right] - e^\varepsilon_1 + \varepsilon_2 \cdot \Pr[U_{\text{diff}} = a] \Pr[U_{\text{diff}}' = b | U_{\text{diff}} = a] \right] +
\]
\[
\sum_{a,b \in \mathbb{Z}} \left[ \Pr[U_{\text{diff}}' = a] \Pr[U_{\text{diff}} = b | U_{\text{diff}}' = a] \right] - e^\varepsilon_1 + \varepsilon_2 \cdot \Pr[U_{\text{diff}}' = a] \Pr[U_{\text{diff}} = b | U_{\text{diff}}' = a] \right] +
\]
Now, observe that \(\Pr[U_{\text{diff}} = a] \text{ and } \Pr[U_{\text{diff}}' = a]\) are the probability that the \((D_1 - D_2)\) mechanism outputs \(a\) on input \(x\) and \(x'\) respectively. Since we assume that the \((D_1 - D_2)\) mechanism is \(\varepsilon_1\)-DP, the ratio between the two must not exceed \(e^{\varepsilon_1}\). Plugging this into the above equation, we have
\[
d_{\varepsilon_1+\varepsilon_2}(U_{\text{diff}}', U_{\text{diff}}) \leq \sum_{a,b \in \mathbb{Z}} e^\varepsilon_1 \cdot \Pr[U_{\text{diff}}' = a] \left[ \Pr[U_{\text{diff}} = b | U_{\text{diff}} = a] - e^\varepsilon_2 \cdot \Pr[U_{\text{diff}} = b | U_{\text{diff}} = a] \right] +
\]
\[
\sum_{a \in \mathbb{Z}} \left[ \Pr[U_{\text{diff}}' = a] \Pr[U_{\text{diff}} = b | U_{\text{diff}} = a] \right] - e^\varepsilon_2 \Pr[U_{\text{diff}}' = a] \Pr[U_{\text{diff}} = b | U_{\text{diff}} = a] \right] +
\]
We now rearrange the term \(\Pr[U_{\text{diff}} = b | U_{\text{diff}}' = a]\) as:
\[
\Pr[U_{\text{diff}} = b | U_{\text{diff}}' = a] = \sum_{c \in \mathbb{Z}_{\geq 0}} \Pr[\hat{Z}^2 = c | U_{\text{diff}} = a] = \sum_{c \in \mathbb{Z}_{\geq 0}} \Pr[\hat{Z}^3 = c | U_{\text{diff}} = a]
\]
where the third line follows since \(\hat{Z}^3\) is independent of \((\hat{Z}^2, U_{\text{diff}})\). Similarly, we have
\[
\Pr[U_{\text{diff}} = b | U_{\text{diff}}' = a] = \sum_{c' \in \mathbb{Z}_{\geq 0}} \Pr[\hat{Z}^2 = c' | U_{\text{diff}}' = a] = 1. \text{ Plugging this into the two previous equations, we have}
\]
\[
\Pr[U_{\text{diff}} = b | U_{\text{diff}}' = a] = \sum_{c,c' \in \mathbb{Z}_{\geq 0}} \mathcal{D}^3(b - c)
\]
\[
\cdot \Pr[\hat{Z}^2 = c' | U_{\text{diff}}' = a] \Pr[\hat{Z}^2 = c' | U_{\text{diff}}' = a],
\]
and
\[
\Pr[U_{\text{diff}} = b | U_{\text{diff}}' = a] = \sum_{c,c' \in \mathbb{Z}_{\geq 0}} \mathcal{D}^3(b - c')
\]
\[
\cdot \Pr[\hat{Z}^2 = c | U_{\text{diff}}' = a] \Pr[\hat{Z}^2 = c | U_{\text{diff}}' = a].
\]
These imply that
\[
\sum_{b \in \mathbb{Z}} \left[ \Pr[U_{\text{diff}} = b | U_{\text{diff}}' = a] - e^\varepsilon_2 \cdot \Pr[U_{\text{diff}} = b | U_{\text{diff}}' = a] \right] +
\]
\[
= \sum_{b \in \mathbb{Z}} \sum_{c,c' \in \mathbb{Z}_{\geq 0}} \left( \mathcal{D}^3(b - c) - e^\varepsilon_2 \cdot \mathcal{D}^3(b - c') \right)
\]
\[
\cdot \Pr[\hat{Z}^2 = c | U_{\text{diff}}' = a] \Pr[\hat{Z}^2 = c | U_{\text{diff}}' = a] \right] +
\]
\[
\leq \sum_{b \in \mathbb{Z}} \sum_{c,c' \in \mathbb{Z}_{\geq 0}} \left( \mathcal{D}^3(b - c) - e^\varepsilon_2 \cdot \mathcal{D}^3(b - c') \right)
\]
\[
\cdot \Pr[\hat{Z}^2 = c | U_{\text{diff}}' = a] \Pr[\hat{Z}^2 = c | U_{\text{diff}}' = a] \right] +
\]
\[
= \sum_{c,c' \in \mathbb{Z}_{\geq 0}} \Pr[\hat{Z}^2 = c | U_{\text{diff}}' = a] \Pr[\hat{Z}^2 = c | U_{\text{diff}}' = a] \right]<p>Private Counting from Anonymous Messages</p>
As a result, from Lemma 20, the second inequality follows from
\[ \sum_{c, c' \in \mathbb{Z}_{\geq 0}} \text{Pr}[\tilde{Z}^2 = c | U^x_{\text{diff}} = a] \cdot \text{Pr}[\tilde{Z}^2 = c' | U^x_{\text{diff}} = a] \]
\[ \leq e^{\varepsilon_2} \cdot \text{Pr}[\tilde{Z}^2 > \Delta | U^x_{\text{diff}} = a] \]
\[ \leq e^{\varepsilon_1} \cdot e^{2\varepsilon_1} \cdot \text{Pr}[\tilde{Z}^2 > \Delta] + e^{\varepsilon_1} \cdot \text{Pr}[\tilde{Z}^2 > \Delta] \]
\[ = e^{\varepsilon_1} \cdot \delta + e^{2\varepsilon_1} \cdot \text{Pr}[\tilde{Z}^2 > \Delta] + e^{\varepsilon_1} \cdot \text{Pr}[\tilde{Z}^2 > \Delta] \]
\[ \leq e^{\varepsilon_1} \cdot \delta + 2e^{2\varepsilon_1} \cdot \delta, \]
where the second inequality follows from \( \text{Pr}[U^x_{\text{diff}} = a] \leq e^{\varepsilon_1} \cdot \text{Pr}[U^x_{\text{diff}} = a] \) which in turn holds due to the \( \varepsilon_1\)-DP of the \( (D_1 - D_2) \) mechanism, and the last inequality follows directly from the concentration assumption on the noise \( D_2 \).

As a result, from Lemma 20, the \( (D_1, D_2, D_3) \)-Correlated Distributed Mechanism is \( (\varepsilon_1 + \varepsilon_2, e^{\varepsilon_1} \cdot \delta + 2e^{2\varepsilon_1} \cdot \delta) \)-DP in the shuffled model as desired. \( \square \)

**B.5. Proof of Theorem 1**

**Proof of Theorem 1.** Let us pick our parameters as follows:

- \( \varepsilon_1 = (1 - \gamma)\varepsilon \) and \( \varepsilon_2 = \min\{0.5, \gamma\varepsilon\} \).
- \( \delta_2 = \delta_3 = \frac{\delta}{e^{\varepsilon_1} + 2e^{2\varepsilon_1}} \).
- \( \Delta = \frac{\log(1/\varepsilon)}{\varepsilon_1} \).
- Let \( r, p \) be as in Theorem 13 with \( \varepsilon = \varepsilon_2, \delta = \delta_2, \) i.e.,

\[ p = e^{-0.2\varepsilon_2/\Delta} \] \[ r = 3 \left( 1 + \log \left( \frac{1}{\delta_2} \right) \right). \]

We simply run the protocol \((D_1, D_2, D_3)\)-Correlated Distributed Mechanism for \( D_1 = D_2 = NB(1, e^{-\varepsilon_1}) \) and \( D_3 = NB(r, p) \). We now argue that this protocol yields the desired privacy, accuracy, and (expected) communication.

**Privacy.** We will apply Theorem 18. To do so, we have to show that the three required conditions are satisfied:

- (Privacy of True Noise) Since \( D_1 - D_2 = DLap(\varepsilon_1) \), the \( (D_1 - D_2) \) mechanism is \( \varepsilon_1\)-DP in the Central model.
- (Privacy of Correlated Noise) From our choice of \( r, p \), Theorem 13 immediately implies that the \( (D_3) \) mechanism is \( (\varepsilon_2, \delta_2) \)-DP for \( \varepsilon_2 \) in the Central model.
- (Concentration of Negative Noise) We may compute \( \text{Pr}[Y > \Delta] \) as follows:

\[ \text{Pr}[Y > \Delta] = \sum_{i=\Delta+1}^{\infty} D(i) = \sum_{i=\Delta+1}^{\infty} (1 - e^{-\varepsilon_1}) e^{-\varepsilon_1} \]

where the last inequality follows from our choice of \( \Delta \).

Hence, we can apply Theorem 18 which implies that the \( (D_1, D_2, D_3) \)-Correlated Distributed Mechanism is \( (\varepsilon_1 + \varepsilon_2, e^{\varepsilon_1} \cdot \delta + 2e^{2\varepsilon_1} \cdot \delta_3) \)-DP in the shuffled model. Since \( \varepsilon_1 + \varepsilon_2 \leq \varepsilon \) and \( e^{\varepsilon_1} \cdot \delta + 2e^{2\varepsilon_1} \cdot \delta_3 = \delta \), this is indeed the desired privacy guarantee.

**Accuracy.** From Observation 16, the MSE of the \( (D_1, D_2, D_3) \)-Correlated Distributed Mechanism is \( \text{Var}(D_1) + \text{Var}(D_2) = \text{Var}(D_3 - D_2) = \text{Var}(DLap((1 - \gamma)\varepsilon_1)) \) as desired.

**Communication.** From Observation 17, the expected number of messages sent by each user is at most

\[ 1 + \frac{E[D_1^3] + E[D_2^3] + E[D_3^3]}{n} \leq 1 + \frac{e^{\varepsilon_1} + e^{\varepsilon_1} + r/(1-p)}{n} \]

where the second inequality follows from the choice of \( p, r \) and since \( \varepsilon \leq O(1) \), the third inequality follows from the choice of \( \Delta \), and the last inequality follows from the choice of \( \varepsilon_1, \varepsilon_2 \) and since \( \gamma \leq 1/2 \). \( \square \)
C. From Binary Summation to Histograms

In this section, we prove Corollary 2 which we start by recalling:

**Corollary 27 (Histograms).** For every \( \varepsilon \leq O(1) \) and every \( \delta, \gamma \in (0, 1/2) \), there is an \((\varepsilon, \delta)\)-DP protocol for histograms on sets of size \( B \) in the multi-message shuffled model, with error equal to a vector of independent discrete Laplace random variables each with parameter \( \frac{(1-\gamma)\varepsilon}{2} \) and with an expected communication per user of \( \log B + 1 \cdot \left( 1 + O\left( \frac{B \log^2(1/\delta)}{\gamma e^{\gamma}} \right) \right) \) bits.

**Algorithm 5** Histogram Randomizer.

1: procedure \textsc{HistogramRandomizer}_\(R\) (i)
2: \textbf{For} \( j = 1 \) to \( B \):
3: \( S_j \leftarrow R[1\{i = j]\} \)
4: \( R_j \leftarrow \{j\} \times S_j \)
5: return \( \bigcup_{j=1}^{B} R_j \)

**Algorithm 6** Histogram Analyzer.

1: procedure \textsc{HistogramAnalyzer}_\(A\) (R)
2: \textbf{For} \( j = 1 \) to \( B \):
3: \( R_j \leftarrow \{y_k \mid y_k \in R \text{ and } y_0 = j\} \)
4: \( a_j \leftarrow A(R_j) \)
5: return \( \left( a_j \right)_{j=1}^{B} \)

**Proof of Corollary 27.** We define the \((D^1, D^2, D^3)\)-Correlated Distributed Histogram Randomizer by instantiating the generic histogram analyzer given in Algorithm 5 with \( R = \text{Randomizer}_{D^1, D^2, D^3, n} \) from Algorithm 3. Similarly, we define \((D^1, D^2, D^3)\)-Correlated Distributed Histogram Analyzer by instantiating the generic histogram analyzer given in Algorithm 6 with \( A = \text{Analyzer}_{D^1, D^2} \) from Algorithm 4. Thus, the resulting procedures proceed via the same templates as the binary summation randomizer and analyzer in Algorithms 3 and 4 respectively but by applying it to each of the \( B \) buckets. As a consequence, each message consists of an index in \([B]\) in addition to the increment/decrement bit which yields a communication cost per message of \( \log B + 1 \) bits. We next provide the privacy, accuracy, and communication analyses for completeness. To do so, we start by defining the \( i \)-div distributions \( D^1, D^2, \) and \( D^3 \) to be used in the aforementioned calls to Algorithms 5 and 6. Given \( \varepsilon, \delta, \gamma \) as in Corollary 27, we define the parameters:

- \( \varepsilon_1 = \frac{(1-\gamma)\varepsilon}{2} \) and \( \varepsilon_2 = \frac{\gamma\varepsilon}{2} \).
- \( \delta_2 = \delta_3 = \frac{\delta}{2(\varepsilon_1 + 2e^{\varepsilon_1})} \).
- \( \Delta = \left\lfloor \frac{\log(1/\delta_2)}{\varepsilon_1} \right\rfloor \).

- Let \( r, p \) be as in Theorem 13 with \( \varepsilon = \varepsilon_2, \delta = \delta_2 \), i.e.,

\[
p = e^{-0.1\varepsilon_2/\Delta} \text{ and } r = 50 \cdot e^{\varepsilon_2/\Delta} \cdot \log \left( \frac{1}{\delta_2} \right).
\]

We set \( D^1 = D^2 = \text{NB}(1, e^{-\varepsilon_1}) \) and \( D^3 = \text{NB}(r, p) \). Note that these are the same settings as in the proof of Theorem 1 except that \( \varepsilon \) is replaced by \( \varepsilon/2 \) and \( \delta \) is replaced by \( \delta/2 \).

**Privacy.** Note that in the shuffled model, the analyzer in Algorithm 6 only observes the number of \(+1\)'s and the number of \(-1\)'s for a single bucket, and then extend the argument to the case where it observes all \( B \) buckets. For a fixed bucket, the task reduces to the privacy of the bit summation protocol which was shown in the proof of Theorem 1. Due to our slightly different setting of parameters where \( \varepsilon \) and \( \delta \) are replaced by \( \varepsilon/2 \) and \( \delta/2 \) respectively, this implies that the protocol is \((\varepsilon/2, \delta/2)\)-DP. Extending to the case of multiple buckets, we note that any change in a single user’s input would affect exactly two buckets. Using the fact that the noise variables in these two buckets are independent, the Basic Composition theorem (see, e.g., Theorem B.1 of (Dwork et al., 2014)), implies that in the general case where the analyzer observes the counts for all buckets, the histograms protocol given by Algorithms 5 and 6 is \((\varepsilon, \delta)\)-DP as desired.

**Accuracy.** Note that the \( B \)-dimensional error vector in Algorithm 6 consists of independent coordinates each equal to the unbiased difference of two independent \( \text{NB}(1, e^{-\varepsilon_1}) \) random variables. Thus, each coordinate of the error vector is distributed according to \( DLap(\varepsilon_1) = DLap((1-\gamma)\varepsilon/2) \) as desired.

**Communication.** The expected number of messages sent by each user in Algorithm 5 is:

\[
1 + B \cdot (E[D^1_n] + E[D^2_n] + 2 \cdot E[D^3_n])
= 1 + B \cdot \left( E[D^1] + E[D^2] + 2 \cdot E[D^3] \right) \tag{6}
\]

But \( E[D^1] = E[D^2] = \frac{e^{-\varepsilon_1}}{1-e^{-\varepsilon_1}} = \frac{1}{e^{\varepsilon_1} - 1} \leq \frac{1}{\varepsilon_1} \). On the other hand,

\[
E[D^3] = \frac{pr}{1-p} = \frac{e^{-0.1\varepsilon_2/\Delta} \cdot \log(1/\delta_2)}{1-e^{-0.1\varepsilon_2/\Delta}} \leq \frac{50 \cdot e^{\varepsilon_2/\Delta} \cdot \log(1/\delta_2)}{e^{0.1\varepsilon_2/\Delta} \cdot \log(1/\delta_2)} < \frac{50 \cdot \Delta \cdot e^{\varepsilon_2/\Delta} \cdot \log(1/\delta_2)}{\varepsilon_2}.
\]

Plugging back in Equation (6) and using the facts that \( \Delta = \left\lfloor \frac{\log(1/\delta_2)}{\varepsilon_1} \right\rfloor \), \( \varepsilon_2 = \frac{\gamma\varepsilon}{2} \), \( \delta_2 = \frac{\delta}{2(\varepsilon_1 + 2e^{\varepsilon_1})} \), and \( \varepsilon = O(1) \),
we get that the expected number of messages sent by each user is at most
\[ 1 + B \cdot \left( \frac{2}{e \cdot \log(2)} + O \left( \frac{\log^2(1/\delta)}{e \cdot \log^2 n} \right) \right) = 1 + O \left( \frac{B \log^2(1/\delta)}{e^2 n} \right). \]

The expected number of bits of communication per user stated in Corollary 27 now follows using the fact that each message in Algorithm 5 consists of \( \log B + 1 \) bits.

Improving the Computational Efficiency of Randomizer. If implemented naively, the randomizer (Algorithm 5) has a running time that depends linearly on \( B \), since it has to go over all the buckets \( i \in [B] \) and run the randomizer on each bucket, which corresponds to sampling random variables \( Z_i^1, Z_i^2, Z_i^3 \). Intuitively, this should not be necessary since most of these random variables are zero. Below, we will show that this intuition is indeed correct, in the sense that the randomizer can be significantly sped up, leading to an expected running time that is linear in the expected per-user communication cost.7

To do so, let us abstract the problem at hand as follows:

**Definition 28.** Let \( D \) be an infinitely divisible distribution on non-negative integers. In the PARALLEL SAMPLING problem for \( D \), we are given two positive integers \( n, B \) and the goal is to output a multiset \( S \) whose elements are from \( [B] \) such that, if we let \( Y_i \) be the number of occurrences of \( i \) in \( S \), then \( Y_1, \ldots, Y_B \) are distributed as i.i.d. \( D/n \) random variables.

Recall from Theorem 25 that every infinitely divisible distribution on non-negative integers can be represented as a discrete compound Poisson (DCP) distribution. We will exploit this representation to give an efficient algorithm for PARALLEL SAMPLING, as stated below.

**Theorem 29.** Let \( D \) be the discrete compound Poisson distribution \( DCP(\lambda, D') \). Suppose that there is an algorithm \( A' \) that can sample \( D' \) in expected time \( T \). Then, PARALLEL SAMPLING\(_D\)\((n, B)\) can be performed in expected time \( O \left( 1 + \mathbb{E}[D] \cdot \frac{B \log B}{n} + \lambda \cdot T \cdot \frac{B}{n} \right) \).

---

7For ease of exposition, we assume a model of computation where the logarithm and exponential functions can be computed in constant time, and where a uniform random variable in \((0, 1)\) can be sampled in constant time.

**Algorithm 7 Efficient Sampling for \( D = DCP(\lambda, D') \).**

1: procedure PARALLEL SAMPLING\(_D\)\((n, B)\)
2: \( S \leftarrow \{\} \)
3: Sample \( N_\text{sum} \sim \text{Poi}(B \lambda/n) \)
4: For \( \ell = 1 \) to \( N_\text{sum} \):
5: \( \text{Randomly sample } j \sim [B] \)
6: Use algorithm \( A' \) to sample \( X \sim D' \)
7: \( \text{Add } X \text{ copies of } j \) to \( S \)
8: return \( S \)

---

We will need the following fact about generating Poisson random variables:

**Lemma 30.** (Knuth, 1981). There is an algorithm that takes a positive real number \( \lambda \) and generates a sample from \( \text{Poi}(\lambda) \) in expected \( O(1 + \lambda) \) steps.

We are now ready to prove Theorem 29.

**Proof of Theorem 29.** Our sampling procedure is given in Algorithm 7.

**Correctness.** For every \( i \in [B] \), let \( N_i \) denote the number of iterations for which the index \( j \) sampled in line 7 is equal to \( i \). From standard properties\(^8\) of the Poisson random variable, we have \( N_1, \ldots, N_B \) are i.i.d. \( \text{Poi}(\lambda/n) \) random variables. As a result, the algorithm is equivalent to: for every \( i \in [B] \), independently generate \( N_i \sim \text{Poi}(\lambda/n) \), generate \( X_1, \ldots, X_{N_i} \sim D' \) and let \( Y_i = X_1 + \cdots + X_{N_i} \). In other words, we have \( Y_1, \ldots, Y_B \) are i.i.d. \( \text{DCP}(\lambda/n, D') = \text{DCP}(\lambda, D')/n = D/j \) as desired.

**Expected Running Time.** We calculate the expected running time for each step of our algorithm:

- Line 7 clearly takes constant time.
- For line 7, we can use Lemma 30 to sample from \( \text{Poi}(B \lambda/n) \) in expected time \( O \left( 1 + \frac{B \lambda}{n} \right) \).
- Notice that \( \mathbb{E}[N_\text{sum}] = B \lambda/n \). Thus, each of the following sub-steps is repeated this many times in expectation. We now list the running time for each sub-step:
  - Line 7 takes at most \( O(\log B) \) time.
  - From our assumption on \( A' \), line 7 takes \( T \) time.
  - Line 7 takes \( O(\mathbb{E}[D'] \cdot \log B) \) time in expectation.

Hence, in total, the expected running time of Algorithm 7 is:

\[ O \left( 1 + \frac{B \lambda}{n} \cdot (\log B + T + \mathbb{E}[D'] \cdot \log B) \right) \]

\[ = O \left( 1 + \frac{B \lambda T}{n} + \lambda \cdot \mathbb{E}[D'] \cdot \frac{B \log B}{n} \right) \]

\[ = O \left( 1 + \frac{B \lambda T}{n} + \mathbb{E}[D] \cdot \frac{B \log B}{n} \right), \]

where the first equality used that \( \mathbb{E}[D'] = \Omega(1) \) which follows from the fact that \( D' \) is supported on the positive integers. This completes our proof.

---

\(^8\)Specifically, it is well-known that if we first pick \( N_\text{sum} \sim \text{Poi}(\lambda) \) and let \( N_1, \ldots, N_n \) be a multinomial distribution with \( N_\text{sum} \) trials and the probability of incrementing \( i \)-th bucket in each trial is \( p_i \), then \( N_i \)'s are independent \( \text{Poi}(\lambda \cdot p_i) \) random variables. This is sometimes referred to in literature as **Poissonization**.
Using our $D$-PARALLEL.SAMPLING routine and its analysis in Theorem 29, we are now ready to describe our computationally efficient implementation of the histogram randomizer. The pseudo-code is given in Algorithm 8.

Algorithm 8 Efficient Histogram Randomizer.

1: procedure HISTOGRAMRANDOMIZER,$D^!1,D^!2,D^!3,n,B(i)$
2:   $S_1 \leftarrow$ PARALLEL.SAMPLING,$D^!1(n,B)$
3:   $S_2 \leftarrow$ PARALLEL.SAMPLING,$D^!2(n,B)$
4:   $S_3 \leftarrow$ PARALLEL.SAMPLING,$D^!3(n,B)$
5:   $R \leftarrow \{(i,+,1)\}$
6:   for $j \in S_1$
7:     Add $(j,+,1)$ to $R$
8:   for $j \in S_2$
9:     Add $(j,-,1)$ to $R$
10:  for $j \in S_3$
11:    Add both $(j,+,1)$ and $(j,-,1)$ to $R$
12:  return $R$

Note that the running time of this algorithm is on the same order as the time need to run PARALLEL.SAMPLING on distributions $D^!1,D^!2,D^!3$ and inputs $n,B$. Since $D^!1 = D^!2 = \text{NB}(1,e^{-\varepsilon})$ and $D^!3 = \text{NB}(r,p)$ in our proof of Corollary 27, our task boils down to using an efficient sampling procedure for the Negative Binomial distribution. Since NB$(r,p)$ is infinitely divisible, Theorem 25 implies that it is a discrete compound Poisson distribution. In this case, the corresponding distribution $D'$ on positive integers from Definition 24 is known to be the logarithmic distribution with parameter $p$. We will apply Theorem 29 with $D = \text{NB}(r,p)$ and $D'$ set to the logarithmic distribution with parameter $p$. To do so, we need to upper-bound the time needed to sample from the logarithmic distribution. This is achieved in the following lemma.

**Lemma 31.** There is an algorithm that takes a parameter $p \in (0,1)$ and generates a sample from the logarithmic distribution with parameter $p$ in an expected number of steps proportional to the mean of the distribution.

**Proof.** Recall that the probability mass function of the logarithmic distribution with parameter $p \in (0,1)$ is given by $f(k) := \frac{1}{\ln (1-p) k^p}$ for any positive integer $k$. We will apply inverse transform sampling. Namely, let $F(\cdot)$ denote the cumulative distribution function. We proceed as follows:

1. Sample a uniform number $u$ between 0 and 1.
2. For $k = 2, 3, \ldots$
   (a) If $F(k) > u$, return $k$.

Note that this procedure outputs $k$ whenever $u$ lands in the interval $[F(k-1), F(k))$. The probability of this event is equal the width of the interval, which is equal to the probability $f(k)$. Moreover, the expected number of iterations run in the for loop is equal to the mean of the distribution. Note as we iterate over increasing values of $k$ in the above procedure, the value of $F(k)$ can be computed from that of $F(k-1)$ in constant time. This follows from the identity $f(k) = f(k-1) \cdot p \cdot \frac{(k-1)}{k}$ which holds for all positive integers $k$ larger than 1. \hfill \Box

By Theorem 29 and Lemma 31, we conclude that using the implementation in Algorithm 8 allows us to reduce the expected running time of the histogram randomizer from $\Omega(B)$ to $O\left(1 + \frac{B \log^2(1/\delta)}{\gamma^2 n}\right)$ (i.e., to the same order as the expected per user communication complexity).

### D. Lower Bound for Single-Message Binary Summation

We now prove a lower bound against single-message protocols for binary summation (Theorem 3). The lower bound does not depend on any restriction on the size of the message output by the randomizer. In fact, we prove a slightly stronger statement than in Theorem 3, in that our lower bound holds even for $\varepsilon = \ln n - \log n - \Theta(1)$, as stated more precisely below.

**Theorem 32.** Let $\delta = 1/n^c$ and $\varepsilon \leq \ln n - \ln(d \log n)$ for any positive constants $c$ and $d$. Then, any $(\varepsilon, \delta)$-DP protocol for Binary Summation in the single-message shuffled model must incur an expected squared error of at least $f \log n$ for some positive constant $f$ depending on $c$ and $d$.

To prove Theorem 32, we will use the following result.

**Lemma 33** (Balle et al., 2019), Lemma 4.1. Let $M = (R,A)$ be an $n$-party protocol for Binary Summation in the single-message shuffled model. Assume that the inputs $X_1, \ldots, X_n$ to the $n$ parties are sampled i.i.d. from some distribution on $\{0,1\}$. Then, there is a protocol $M' = (R',A')$ in the single-message shuffled model s.t.:

1. Each message from the randomizer to the shuffler is a real number in the interval $[0,1]$ and the analyzer simply sums its $n$ incoming messages. Namely, $\text{Im}(R') \subseteq [0,1]$ and $A'(y_1, \ldots, y_n) = \sum_{i=1}^{n} y_i$.
2. The MSE of the protocol $M'$ is at most that of the protocol $M$ (with respect to the i.i.d. input distribution).
3. If the protocol $M$ is $(\varepsilon, \delta)$-DP, then the protocol $M'$ is $(\varepsilon, \delta)$-DP.

We are now ready to prove Theorem 32.

**Proof of Theorem 32.** Let $M = (R,A)$ be an $(\varepsilon, \delta)$-DP protocol for Binary Summation in the single-message shuffled protocol with expected MSE $\alpha$. Consider the case where the inputs of the $n$ users are drawn i.i.d. from
the uniform distribution on \( \{0, 1\} \). By Lemma 33, there is an \((\varepsilon, \delta)\)-DP protocol \( M' = (R', A') \) in the single-
message shuffled model where the randomizer outputs a real number in \([0, 1]\), the analyzer sums all \( n \) incoming messages, and where the MSE of \( M' \) is at most that of \( M \).

For each \( b \in \{0, 1\} \), let \( D_b \) be the probability distribution supported over a subset \( T_b \) of the real line and corresponding to the output of the randomizer \( R' \) on input \( b \). Let \( T := T_0 \cup T_1 \). We next lower bound the total variation distance between \( D_0 \) and \( D_1 \) in terms of \( \alpha \).

Specifically, we show that \( d_{TV}(D_0, D_1) \geq 1 - \frac{8\alpha}{n} \).

Since \( d_{TV}(D_0, D_1) := 1 - \sum_{x \in T} \min\{D_0(x), D_1(x)\} \), this is equivalent to proving that

\[
\sum_{x \in T} \min\{D_0(x), D_1(x)\} \leq \frac{8\alpha}{n} \quad (7)
\]

To prove this inequality, note that the MSE of the protocol \( M' \) satisfies

\[
\alpha^2 = \mathbb{E}\left[ \left( \sum_{i \in [n]} (x_i - y_i) \right)^2 \right] = \mathbb{E}\left[ \sum_{i \in [n]} \sum_{j \in [n]} (x_i - y_i)(x_j - y_j) \right] = \sum_{i \in [n]} \mathbb{E}[(x_i - y_i)^2] + \sum_{i \neq j \in [n]} \mathbb{E}[(x_i - y_i)(x_j - y_j)] = n \cdot \mathbb{E}[(x - y)^2] + (n^2 - n) \cdot \mathbb{E}[x - y]^2 \geq n \cdot \mathbb{E}[(x - y)^2] = \frac{n}{2} \cdot (\mathbb{E}[y^2] | x = 0) + \mathbb{E}[(1 - y)^2 | x = 1] = \frac{n}{2} \cdot \left( \sum_{y \in T_0} D_0(y)y^2 + \sum_{y \in T_1} D_1(y)(1 - y)^2 \right) = \frac{n}{2} \cdot \left( D_0(y)y^2 + D_1(y)(1 - y)^2 \right) \geq \frac{n}{8} \cdot \sum_{y \in T} \min\{D_0(y), D_1(y)\},
\]

where the equality (*) uses the i.i.d. property of the user inputs and the local randomizers. Inequality (7) now follows.

Let \( \delta = 1/n^c \) for any positive constant \( c \), and let \( \varepsilon \) be any value satisfying \( \varepsilon \leq \ln n - \ln(d \cdot \log n) \) for some positive constant \( d \). We next show that the protocol \( M' \) violates \((\varepsilon, \delta)\)-DP whenever \( \alpha < f \cdot \log n \), where \( f \) is a positive constant that depends on \( c \) and \( d \). To do so, we define \( S_0 \) to be the set of all values of \( y \in T_0 \) for which \( D_0(y) > D_1(y) \) and similarly define \( S_1 \) as the set of all values of \( y \in T_1 \) for which \( D_1(y) > D_0(y) \). By definition,

\[ \sum_{x \in T} \min\{D_0(x), D_1(x)\} \geq D_0(S_0) \geq 1 - \kappa. \]

By symmetry, it would follow that \( D_1(S_1) \geq 1 - \kappa \). Assume for the sake of contradiction that \( D_0(S_0) < 1 - \kappa \). Then, \( D_0(T \setminus S_0) > \kappa \). In this case, we have that

\[
\sum_{y \in T} \min\{D_0(y), D_1(y)\} \geq \sum_{y \in T \setminus S_0} D_0(y) \geq D_0(T \setminus S_0) > \kappa = \frac{8\alpha}{n},
\]

which would contradict (7).

To show that the protocol \( M' \) violates \((\varepsilon, \delta)\)-DP, we consider two neighboring length-\( n \) binary input sequences: \( x = (0, 0, \ldots, 0) \) and \( x' = (1, 0, \ldots, 0) \). To show that \( M' \) violates \((\varepsilon, \delta)\)-DP, it suffices to show that

\[
\Pr[R(x) \subseteq S_0] > e^\varepsilon \cdot \Pr[R(x') \subseteq S_0] + \delta.
\]

We first note that:

\[
\Pr[R(x) \subseteq S_0] = D_0(S_0)^n \geq (1 - \kappa)^n = \left(1 - \frac{8\alpha}{n}\right)^n \geq e^{-8\alpha - O(n^2)}.
\]

On the other hand, we have that:

\[
\Pr[R(x') \subseteq S_0] = D_0(S_0)^{n-1} \cdot D_1(S_0) \leq D_0(S_0)^{n-1} \cdot D_1(T \setminus S_1) \leq D_0(S_0)^{n-1} \cdot \kappa.
\]

Thus,

\[
\frac{\Pr[R(x) \subseteq S_0]}{\Pr[R(x') \subseteq S_0]} \geq \frac{D_0(S_0)^n}{D_0(S_0)^{n-1} \kappa} = \frac{D_0(S_0)}{\kappa} \geq \frac{1 - \kappa}{\kappa} = \frac{n}{8\alpha} - 1.
\]

So it suffices to choose \( \alpha \) such that \( e^{-8\alpha - O(n^2)} > 2\delta \) and \( \frac{n}{8\alpha} - 1 > 2e^\varepsilon \). For \( \delta = 1/n^c \), where \( c \) is a positive constant, and for \( \varepsilon \) satisfying \( \varepsilon \leq \ln n - \ln(d \log n) \), where \( d \) is a positive constant, we can satisfy the last two inequalities and get a violation of \((\varepsilon, \delta)\)-DP as long as \( \alpha < f \log n \) where \( f \) is a positive constant depending on \( c \) and \( d \).
E. Experiments for Histogram

We next evaluate our algorithms for histogram. Once again, we consider the Correlated Distributed Histogram Mechanism\(^\text{10}\) and the Poisson Histogram Mechanism\(^\text{11}\).

Apart from our algorithms, we also consider three algorithms, each of which can be considered a generalization of the Randomized Response mechanism in the binary case. Each of the three algorithms is parameterized by a “noise parameter” \(p\). Below we summarize how they work.

- **\(B\)-Randomized Response (\(B\)-RR).** In \(B\)-RR, the randomizer outputs the input bin \(x\) with probability \(1 - p\). With the remaining probability \(p\), it simply outputs a random bin from \(1, \ldots, B\).

- **RAPPOR.** In RAPPOR (Erlingsson et al., 2014), the randomizer first encodes the input \(x\) using its one-hot encoding \(s\), which is simply a \(B\)-bit string whose \(x\)th coordinate is the only one with value 1. Then, the randomizer flips each bit of \(s\) independently at random with probability \(p\), and output the resulting string \(\hat{s}\).

- **Fragmented RAPPOR.** While both \(B\)-RR and RAPPOR are single-message, Fragmented RAPPOR (Erlingsson et al., 2020)\(^\text{12}\) can be thought of as the multiple-message version of RAPPOR. The randomizer works similarly to RAPPOR, except that, instead of outputting the final string \(\hat{s}\) as a single message, it outputs \(B\) messages \((1, \hat{s}_1), \ldots, (B, \hat{s}_B)\).

While the naive implementation of Fragmented RAPPOR results in the randomizer always outputting \(B\) messages, (Erlingsson et al., 2020) noted that we can instead send only the coordinates of \(\hat{s}\) that are 1. In this case, the expected number of messages sent per user becomes \((1 - p) + p(B - 1) = 1 + p(B - 2)\). In other words, the expected number of messages overhead is \(p(B - 2)\).

A slightly different algorithm was independently proposed in (Ghazi et al., 2019a). In our experiments, the algorithm of (Ghazi et al., 2019a) and Fragmented RAPPOR produce essentially the same results (less than 1% difference in errors and numbers of messages overhead) and hence we do not specifically discuss the former further here.

In all three algorithms, the analyzer just output the unbiased estimator for the count of each bucket.

We remark that, to the best of our knowledge, there is no known efficient algorithm that can accurately compute parameters for the three algorithms above. Due to this, we use “optimistic” estimates for the parameters, which means that the errors/messages overhead seen in plots before for them could be better than the true numbers. We stress that, while we use “optimistic” estimates for these three algorithms, we use very accurate, “pessimistic” estimates for our own algorithms. The detailed explanation on how these parameters are computed is given in Appendix G.

Unlike our algorithms, the \(\ell_\infty\) error of Randomized Response, RAPPOR and Fragmented RAPPOR are data-dependent. For the experiments, we use two datasets from IPUMS which are available online (Ruggles et al., 2019). The remainder of this section is divided based on the two datasets, which will be explained in more details below.

For each selection of parameters \(\varepsilon, \delta, n, B\) and a dataset specified below, we run 100 repetitions of each algorithm. We then record the RMSE and the average \(\ell_\infty\) errors over these repetitions. In all experiments we run below, the errors (both \(\text{RMSE}\) and \(\ell_\infty\)) of RAPPOR is significantly larger than other algorithms; specifically, RAPPOR’s errors are always larger than \(2.5\times\) that of RR which is the second-worst algorithm in terms of errors. As a result, we do not include RAPPOR in the plots for readability.

We also remark that, in all the plots below, it will be the case that Fragmented RAPPOR and Poisson are essentially the same, both in terms of errors and expected number of messages overhead, for any reasonably small values of \(\delta\). (This is because of the same reason as the binary case where Poisson and binary RR roughly coincide.) Due to this, we will only refer to the Poisson Mechanism in the discussions below; it should be understood that any statement that applies to the Poisson Mechanism also essentially applies to Fragmented RAPPOR. For large values of \(\delta\), it turns out Poisson Mechanism is better than Fragmented RAPPOR, both in terms of errors and number of messages overhead (see Figures 4 and 5).

E.1. IPUMS City Dataset.

The first dataset we consider for histogram computation is the city distribution for the US population in the 1940 census. This dataset was used for evaluating private histogram algorithms in the shuffled model by (Wang et al., 2019). As in the previous work, we use unidentified city. Doing so, we get \(n = 60, 313, 201\) reports and \(B = 915\) cities.
Similar to our experiments in binary summation, we study the effect of varying $\varepsilon, \delta$ on the errors and the number of messages overhead per user.

**Errors.** The plots for $\ell_\infty$ errors and RMSEs as we vary $\varepsilon$ and $\delta$ are included in Figure 4. The general trends of the errors for Central, Correlated Distributed and Poisson are very similar to that of the RMSEs in our binary summation experiments (Figure 2), with the $B$-RR algorithm always incurring noticeably larger errors. One interesting difference between the histogram case here and the binary case is that the gaps between Central/Correlated Distributed and Poisson are smaller for histograms. In fact, when $\delta$ is large (e.g. $\delta \geq 10^{-4}$ for $\varepsilon = 1$), the Poisson Mechanism even incurs slightly lower $\ell_\infty$ errors compared to the Correlated Distributed Mechanism. (See the top-left plot in Figure 2.) However, once $\delta$ becomes sufficiently small, the expected behaviour is observed (i.e. Poisson incurs noticeably more error compared to Correlated Distributed).

**Communication Complexity.** We next present our plots for the expected number of additional messages sent for each user in Figure 5. The general trends are exactly the same as those shown in Figure 3 for binary summation. We also note here that, even in the rather extreme case where $\varepsilon = 0.1$ and $\delta = 2 \cdot 10^{-9}$, the expected number of messages for Correlated Distributed is only 0.181 and for Poisson is only 0.074, both of which are quite small. For moderate value of $\varepsilon = 1$, the numbers dropped to 0.021 and 0.010 respectively.

**E.2. IPUMS House Value Dataset.**

Since in the previous dataset the buckets correspond to a categorical feature (namely, the city), it cannot be naturally used to assess the performance of algorithms in terms of a varying number $B$ of buckets. To do so, we also consider the house value distribution of the US population in the 1940 census. After discarding the data points with unavailable house values, we get $n = 14,958,304$ reports with house values between 1 and 9,750,797. We then divide the range $[0, 100,000]$ into buckets of equal width and use the width as a knob to vary the number $B$ of buckets in our experiments. More specifically, for a given $B$, we divide the interval $[0, 100,000]$ equally into $B - 1$ buckets, and we put all reports with values at least 100,000 into the last bucket. (There are only 6009 such reports.)

**Errors.** The errors as $B$ varies from 200 to 5000 are shown in Figure 6. For $\ell_\infty$ error, theory predicts that the error for RR increases as $O(B^{1/4})$ in the regime of parameters we consider (see e.g. Ghazi et al., 2019a) whereas the errors of Central, Correlated Mechanism, and Poisson only increased by $O(\log B)$. This is clearly reflected in the left plot in Figure 6. On the other hand, the RMSE remains essentially constants as even $B$ varies; see the right plot in Figure 6.

**Communication Complexity.** The number of communication overhead scales linearly in terms of $B$, as shown in Figure 7.

**F. Parameters Computation for Binary Summation Protocols**

**Poisson Mechanism.** It is simple to see that the Pois($\lambda$) mechanism becomes more private as $\lambda$ increases. We use binary search to find the smallest $\lambda$ such that the Pois($\lambda$) mechanism is $(\varepsilon, \delta)$-DP. This check can be done efficiently by checking the condition in Lemma 21. Note that, by selecting the smallest possible $\lambda$, we are minimizing both the MSE and the expected number of messages sent, since $\mathbb{E}[\text{Pois}(\lambda)] = \text{Var}(\text{Pois}(\lambda)) = \lambda$.

**Correlated Distributed Noise Mechanism.** We pick $D^1 = D^2 = \text{NB}(1, e^{-\varepsilon_1})$ similar to the proof of Theorem 1. Here we choose $\varepsilon_1$ such that the root MSE (RMSE) of the protocol is 20% more than that of the (central) DLap($\varepsilon$) mechanism. Once we pick this $\varepsilon_1$ (and hence $D^1, D^2$), we attempt to find $r, p$ such that, when we set $D^3 = \text{NB}(r, p)$, the $(D^1, D^2, D^3)$-Correlated Distributed Mechanism is $(\varepsilon, \delta)$-DP and that it minimizes the expected number of messages sent (or equivalently minimizes $\mathbb{E}[\text{NB}(r, p)] = \frac{nr}{1-p}$). Now, for a specific $r$, finding the smallest $p = p^*(r)$ such that the Correlated Distributed Mechanism is $(\varepsilon, \delta)$-DP is simple and, similar to Poisson, can be done via a binary search over $p$; note that here we have to compute the expression (4), instead of the expression in Lemma 21) used for Poisson Mechanism.

On the other hand, we do not know how to efficiently compute $\min_{r \in \mathbb{R}^+} \frac{r p^*(r)}{1-p^*(r)}$. Hence, we resort to generic optimizers from the scipy package to attempt to find this. Since we are not guaranteed to find the optimum, it is possible that the optimum number of messages can be even smaller than shown below.

**Randomized Response.** Similar to Poisson Mechanism, we use binary search on $p$; for a fixed $p$, we can efficiently check whether the protocol is $(\varepsilon, \delta)$-DP using Lemma 20.

**G. Parameters Computation for Histogram Protocols**

In this section, we detail how the parameters are calculated for the histogram experiments in Appendix E.

---

13This just means that if the mechanism was $(\varepsilon, \delta)$-DP, it remains so after $\lambda$ is increased.
Figure 4. RMSEs and $\ell_\infty$ errors of different mechanisms on IPUMS city dataset.

Figure 5. Expected additional number of messages sent by each user for IPUMS city dataset.

G.1. Correlated Distributed Histogram Mechanism

From the proof of Corollary 27, it suffices to select $D^1, D^2, D^3$ so that the $(D^1, D^2, D^3)$-Correlated Distributed Mechanism is $(\varepsilon/2, \delta/2)$-DP. Similar to the binary summation case, we start by picking $D^1 = D^2 = \text{NB}(1, e^{-\varepsilon_1})$ where $\varepsilon_1$ is selected so that the RMSE of the protocol is 20% more than that of DLap($\varepsilon/2$). Once again, we use a
similar approach as before to attempt to find \( r, p \) such that, when setting \( D^3 = \text{NB}(r, p) \), the \((D^1, D^2, D^3)\)-Correlated Distributed Mechanism is \((\varepsilon, \delta/2)\)-DP and the expected number of additional messages sent is as small as possible.

G.2. Poisson Histogram Mechanism

To accurately compute the parameter \( \lambda \) needed for the \( \text{Poi}(\lambda) \) Histogram Mechanism to be \((\varepsilon, \delta)\)-DP. We first prove the following exact characterization of this condition; note that here we use \( D \otimes D' \) to denote the product distribution between \( D \) and \( D' \).

**Lemma 34.** For any \( \varepsilon, \delta, \lambda \geq 0 \), the \( \text{Poi}(\lambda) \) Histogram Mechanism is \((\varepsilon, \delta)\)-DP in the shuffled model if and only if

\[
d_{\varepsilon}(\text{Poi}(\lambda) \otimes \text{Poi}(\lambda)) \preceq (1 + \text{Poi}(\lambda)) \otimes (-1 + \text{Poi}(\lambda)) \leq \delta
\]

**Proof.** Let \( f_{\text{hist}} : [B]^n \rightarrow (\mathbb{N} \cup \{0\})^B \) denote the function that computes a histogram, i.e., \( f_{\text{hist}}(x_1, \ldots, x_n) = (\sum_{j \in [n]} \mathbb{1}[x_j = i])_{i \in [B]} \). In a similar vein as Observation 8, it is simple to see that the view (after shuffling) of the \( \text{Poi}(\lambda) \) Histogram Mechanism is exactly the same as if we apply the \((B\text{-dimensional}) \text{ central Poi}(\lambda) \) Mechanism to \( f_{\text{hist}} \). For brevity, let \( M \) denote the latter mechanism.

To calculate the DP parameters for the mechanism, consider two neighboring data sets \( x = (x_1, \ldots, x_n) \) and \( x' = (x_1, \ldots, x_{n-1}, x'_n) \). Due to symmetry, we may assume that \( x_n = 1 \) and \( x'_n = 2 \). For notational convenience, let \( a \) denote the \( f_{\text{hist}}(x) \), i.e. the histogram constructed from input \( x \). We have

\[
d_{\varepsilon}(M(x)||M(x')) = \sum_{y \in \mathbb{Z}_B} \left[ \Pr[M(x) = a + y] - e^{\varepsilon} \Pr[M(x') = a + y] \right]_+ \\
= \sum_{y \in \mathbb{Z}_B} \left[ \Pr[Y_1 = y_1, \ldots, Y_B = y_B] - \right]
\]
Now, since $Y_1, \ldots, Y_B$ are independent $\text{Poi}(\lambda)$ random variables, we can further rewrite the above as

$$
\sum_{y \in \mathbb{Z}^B} \Pr[Y_3 = y_3, \ldots, Y_B = y_B] \cdot \Pr[Y_1 = y_1, Y_2 = y_2] = e^\varepsilon \Pr[Y_1 = y_1 + 1, Y_2 = y_2 - 1] + e^\varepsilon \Pr[Y_1 = y_1 + 1, Y_2 = y_2 - 1] + e^\varepsilon \Pr[Y_1 = y_1 + 1, Y_2 = y_2 - 1] + \cdots
$$

From Lemma 20, we have completed our proof. \hfill \square

With the above lemma in mind, we simply binary search on $\lambda$ with the check being condition (8). Once again, we remark that the left hand side of (8) can be computed to arbitrary accuracy quite efficiently.

G.3. Fragmented RAPPOR

Unlike the parameters for our own protocols, we will use “optimistic” parameters for the remaining protocols, which means that the errors and expected numbers of messages overhead shown in our plots might be smaller than the actual values. For Fragmented RAPPOR, it is not hard to see that the algorithm becomes more private as $p$ increases for any $p \in [0, 1/2]$. Hence, we may use binary search to find the noise parameter $p$. To do so, we only need a subroutine that, for a given $p$, decides whether the mechanism is $(\varepsilon, \delta)$-DP in the shuffling model. Our algorithm will be “optimistic”. In the sense that, if the algorithm says NO, then the mechanism is not $(\varepsilon, \delta)$-DP. However, if our algorithm says YES, then the mechanism may still be $(\varepsilon, \delta)$-DP.

The checking task above further reduce to the following: given $p, \varepsilon, \delta$, find a lower bound on $\delta$. Specifically, we can prove a lemma similar to Lemma 34: the main difference is that the implication is one-way instead of two-way (“if and only if”) as in Lemma 34. However, this weaker implication is already sufficient to give a lower bound on $\delta$.

**Lemma 35.** For any $p \in (0, 1)$ and any positive integer $n$, let $D_{n,p}$ denote the distribution $\text{Ber}(1 - p) + \text{Bin}(n - 1, p)$, where $\text{Ber}(1 - p)$ denote the Bernoulli distribution with success probability $1 - p$. For any $\varepsilon, \delta > 0$, if Fragmented RAPPOR is $(\varepsilon, \delta)$-DP in the shuffled model for $n$ users and $B \geq 3$ buckets, then

$$
d_\varepsilon(D_{n,p} \otimes \text{Bin}(n, p)) \otimes \text{Bin}(n, p) \otimes D_{n,p}) \leq \delta. \quad (9)
$$

The proof is very similar to Lemma 34 with $x = (B, \ldots, B, 1)$ and $x' = (B, \ldots, B, 2)$, and when we restrict to only the first two coordinates. We do not repeat the full argument here. We only note that the difference in quantifier comes because here we choose $x, x'$ ourselves, whereas the previous proof of Lemma 34 works for any neighboring $x, x'$.

We note that the left hand side in (9) can be computed in $O(n^2)$ by writing it as

$$
d_\varepsilon(D_{n,p} \otimes \text{Bin}(n, p)) \otimes \text{Bin}(n, p) \otimes D_{n,p}) \quad (10)
$$

where we use $\text{Bin}(i; n, p)$ to denote the probability mass of $\text{Bin}(n, p)$ at $i$. We can now compute $d_e(D_{n,p} \otimes \text{Bin}(n, p)) \otimes \text{Bin}(n, p) \otimes D_{n,p})$ in $O(n^2)$ time, by enumerating $i, j \in \{0, \ldots, n\}$ and compute the inner term. (Note that we can precompute factorials so that computing each $\text{Bin}(i; n, p), D_{n,p}(i)$ takes only $O(1)$ time.)

In our settings of parameters (e.g. where $n \geq 6 \times 10^7$ in the case of city dataset), this $O(n^2)$ algorithm is too slow. To overcome this, we apply pruning techniques. Specifically, instead of considering all $i \in \{0, \ldots, n\}$, we only consider $i \in \{\lfloor n \tau - \tau, n \tau + \tau\}$ for some small number $\tau$. Since we are only dropping non-negative terms, this still gives us a valid lower bound on $\delta$. Furthermore, due to standard concentration bounds, it can easily be seen that taking $\tau = O(\sqrt{n} \cdot \text{poly log}(n/\delta))$ suffices to compute the sum (10) to within an error of $0.0001\delta$. By applying a similar pruning to $j$, we end up with an algorithm that runs in time $O(n \cdot \text{poly log}(n/\delta))$, which suffices for our purposes.

G.4. B-Randomized Response and RAPPOR

For B-RR, it is simple to see that the mechanism becomes more private as $p$ increases for any $p \in [0, 1]$. The same holds for RAPPOR for $p \in [0, 1/2]$. Once again, we use a similar approach as in the previous subsection to give optimistic estimates for the noise parameters of B-RR and RAPPOR. As discussed in Appendix E, even these optimistic errors are already noticeably larger than those of the other protocols considered.

Recall form the previous subsection that we only need to provide the following subroutine: given $p, \varepsilon, \delta$, find a lower bound on $\delta$. We will describe a generic algorithm for such a task in the next two subsections. After that, we will describe how to initiate the algorithms specifically for B-Randomized Response and RAPPOR.

G.4.1. LOWER BOUND ON $\delta$ FOR SINGLE MESSAGE RANDOMIZERS

In this subsection, we give a generic lower bound on $\delta$ given $\varepsilon$ for any single-message mechanism $\mathcal{M}$ in the shuffled
model. Suppose that the set of input of each user is $[B]$. For every $b \in [B]$, we use $D_b$ to denote the distribution of the output randomizer when the input is $b$.

To derive this lower bound, we consider two neighboring databases $x = (1, \ldots, 1, x)$ and $x' = (1, \ldots, 1, x')$ where $x \neq x'$ are from $[2, \ldots, B]$. We then compute the $\varepsilon$-hockey stick divergence of $M(x)$ and $M(x')$. Due to Lemma 20, this is a lower bound on $\delta$ for which $M$ is $(\varepsilon, \delta)$-DP.

An advantage in taking vectors $x, x'$ as specified above is that their hockey stick divergence turns out to have a reasonably simple formula:

**Lemma 36.** For $x = (1, \ldots, 1, x)$ and $x' = (1, \ldots, 1, x')$, we have

$$d_\varepsilon(M(x)||M(x')) = \frac{1}{n} \left[ \sum_{i=1}^{n} U_i \right]_+, \quad (12)$$

where $U_1, \ldots, U_n$ are i.i.d. random variables where $U_i$ is sampled as follows. Sample an outcome (i.e. a possible output message) $o$ according to the distribution $D_1$ and let

$$U_i = \frac{D_x(o) - e^\varepsilon \cdot D_{x'}(o)}{D_1(o)}.$$

The proof of Lemma 36 is essentially the same as that of Lemma 5.3 from (Balle et al., 2019), except that we replace the “blanket distribution” there with the output distribution with 1 as an input $D_1$. Nonetheless, we give the full proof for completeness below.

**Proof of Lemma 36.** Throughout the proof, we use 1 to denote the all-zero vector.

Consider any multiset of messages $o = \{o_1, \ldots, o_n\}$. The probability that this multiset $o$ is the output of $M(x)$ can be rearranged as follows:

$$\Pr[M(x) = o] = \sum_{\pi : [n] \to [n]} D_1(a_{\pi(1)}) \cdots D_1(a_{\pi(n-1)}) D_x(a_{\pi(n)})$$

$$= \sum_{\pi : [n] \to [n]} D_1(a_1) \cdots D_1(a_n) \frac{D_x(a_{\pi(n)})}{D_1(a_{\pi(n)})}$$

$$= n! \cdot D_1(a_1) \cdots D_1(a_n) \cdot \left( \frac{1}{n} \sum_{i=1}^{n} \frac{D_x(a_i)}{D_1(a_i)} \right)$$

$$= \Pr[M(1) = o] \cdot \left( \frac{1}{n} \sum_{i=1}^{n} \frac{D_x(a_i)}{D_1(a_i)} \right).$$

Similarly, we have

$$\Pr[M(x') = o] = \Pr[M(1) = o] \cdot \left( \frac{1}{n} \sum_{i=1}^{n} \frac{D_{x'}(a_i)}{D_1(a_i)} \right).$$

As a result,

$$d_\varepsilon(M(x)||M(x')) = \sum_{o} [\Pr[M(x) = o] - e^\varepsilon \cdot \Pr[M(x') = o]]_+$$

$$= \sum_{o} \frac{\Pr[M(1) = o]}{n} \left[ \sum_{i=1}^{n} \frac{D_x(a_i) - e^\varepsilon \cdot D_{x'}(a_i)}{D_1(a_i)} \right]_+$$

$$= \mathbb{E}_{o \sim M(1)} \left[ \sum_{o} \frac{1}{n} \left[ \sum_{i=1}^{n} \frac{D_x(a_i) - e^\varepsilon \cdot D_{x'}(a_i)}{D_1(a_i)} \right]_+ \right]$$

$$= \frac{1}{n} \sum_{o_1, \ldots, o_n \sim D_1} \left[ \sum_{i=1}^{n} \frac{D_x(a_i) - e^\varepsilon \cdot D_{x'}(a_i)}{D_1(a_i)} \right]_+$$

$$= \frac{1}{n} \left[ \sum_{i=1}^{n} U_i \right]_+.$$

**G.4.2. Efficiently Approximating Expected Positive Part of Sum of i.i.d. Random Variables**

Our task now becomes how to compute the right hand side term of (12). While this seems hard in general, the $U_i$’s that we will use below have very specific structures. Specifically, its support is only of size three; that is,

$$U_i = \begin{cases} d_1 & \text{with probability } p_1, \\ d_2 & \text{with probability } p_2, \\ d_3 & \text{with probability } p_3. \end{cases}$$

It turns out that, in this case, the problem is trivially solvable in $O(n^2)$ time, because the desired non-negative part of sum

$$\mathbb{E} \left[ \sum_{i=1}^{n} U_i \right]_+$$

can be written in the following form:

$$\sum_{a_1=0}^{n} \binom{n}{a_1} \cdot \sum_{a_2=0}^{n-a_1} \binom{n-a_1}{a_2} \left( a_1 d_1 + a_2 d_2 + (n - a_1 - a_2) d_3 \right)_+.$$

Although the trivial computation of the above expression requires $O(n^2)$ time, we can apply pruning techniques similar to those in Section G.3 to reduce the running time to $O(n \cdot \text{poly}(n/\delta))$, which suffices for our purposes.

**G.4.3. Parameters for $B$-Randomized Response**

For $B$-RR, we do not use Lemma 36 directly on the messages, but we first group the messages into three groups (1) the message $x$, (2) the message $x'$ and (3) all other messages. In other words, we “merge” all messages that are neither $x$ nor $x'$ into a single outcome. Since merging messages does not increase hockey-stick divergence, we may compute

\footnote{This is because such a merging is a form of post-processing.}
the hockey stick divergence between $\mathcal{M}(x)$ and $\mathcal{M}(x')$ after such a merging to get a lower bound on $\delta$. In this case, it is not hard to check that we have

$$U_i = \begin{cases} \frac{B}{p} \left((1 - p + \frac{p}{B}) - e^\varepsilon \cdot \frac{p}{B}\right) & \text{with probability } \frac{p}{B}, \\ \frac{B}{p} \left(\frac{B}{p} - e^\varepsilon \cdot (1 - p + \frac{p}{B})\right) & \text{with probability } \frac{p}{B}, \\ \frac{p(B-2)}{B-2p} \cdot (1 - e^\varepsilon) & \text{w.p. } 1 - \frac{2p}{B}, \end{cases}$$

where the first value corresponds to when the output is $x$, the second to when the output is $x'$, and the third to when the output is neither $x$ nor $x'$. We use the algorithm from the previous subsection to compute a lower bound on $E\left[\sum_{i=1}^{n} U_i\right]$, which from Lemma 36 gives us a lower bound on $\delta$.

G.4.4. PARAMETERS FOR RAPPOR

Similarly, for RAPPOR, we first group the messages into three types: (i) the string has the $x$'th bit set to one, the $x'$th bit set to zero and the first bit set to zero, and (ii) all other messages. We remark here that the grouping here is necessary as otherwise there are 7 possible values that the random variable $U_i$ can take, which would result in an algorithm that is too slow (even after pruning). With this grouping, it is simple to check that our $U_i$ has the following distribution:

$$U_i = \begin{cases} \left(\frac{1-p}{p}\right)^2 - e^\varepsilon & \text{w.p. } p^2(1 - p), \\ 1 - e^\varepsilon \left(\frac{1-p}{p}\right)^2 & \text{w.p. } p^2(1 - p), \\ (1 - e^\varepsilon) \cdot \frac{1-(1-p)^2-p^2(1-p)}{1-2p^2(1-p)} & \text{w.p. } 1 - 2p^2(1 - p), \end{cases}$$

where the three values corresponding to the three groups respectively.

Once again, we then use the algorithm from Subsection G.4.2 to compute a lower bound on $E\left[\sum_{i=1}^{n} U_i\right]$, which from Lemma 36 gives us a lower bound on $\delta$. 
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