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Abstract: Currently, thanks to the rapid development of wireless sensor networks and network traffic monitoring, the data stream is gradually becoming one of the most popular data generating processes. The data stream is different from traditional static data. Cluster analysis is an important technology for data mining, which is why many researchers pay attention to grouping streaming data. In the literature, there are many data stream clustering techniques, unfortunately, very few of them try to solve the problem of clustering data streams coming from multiple sources. In this article, we present an algorithm with a tree structure for grouping data streams (in the form of a time series) that have similar properties and behaviors. We have evaluated our algorithm over real multivariate data streams generated by smart meter sensors—the Irish Commission for Energy Regulation data set. There were several measures used to analyze the various characteristics of a tree-like clustering structure (computer science perspective) and also measures that are important from a business standpoint. The proposed method was able to cluster the flows of data and has identified the customers with similar behavior during the analyzed period.
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1. Introduction

The term data stream refers to a potentially unwieldy, continuous, and rapid sequence of information. Unlike traditional data forms, which are invariable and static, the data stream has its own unique features, such as (1) it consists of a continuous flow of very large data; (2) it is rapidly evolving data that occurs in real-time with quick response requirements; (3) multiple access to the data stream is almost impossible; and (4) storage of the data stream is restricted. Currently, data streams occur in many real-world scenarios. For example, they are generated from sensors, network traffic, satellites, and other interesting use cases. They must be processed quickly and draw as much knowledge as possible. Data streams have their own specificity of data processing and exploration. They can be very fast, one cannot process the entire history of data streams in memory, so it has to be done incrementally or in (e.g., sliding) windows. One of the usual machine learning problems is data clustering, either example clustering or time-series whole clustering [1]. In those circumstances, data streams clustering has become an active research topic with applications in several contexts [2]. The aim is to group, in the same cluster, data streams that have similar properties and behavior over time (this is why it can be referred to as time series data streams clustering), while the data streams of different clusters must exhibit different characteristics [3]. Despite the proposal of many data stream
clustering techniques, only a few of them try to solve the problem of grouping data streams that consist of many time-series [4].

Exploration of data streams in subsequent time windows allows for a deep understanding of cluster behavior. Real-time data arrive in a sequential form, in which the basic distribution can change at specific intervals (this is the so-called concept of drift [5]). When processing real-time streaming data, limited memory and the fact that only one input processing run is available are particular challenges. Traditional algorithms are not suitable for this type of data as they extract patterns from the data, taking into account global properties, rather than local properties. In addition, they require a complete set of training data. For example, changes in the stream data of smart meters are expected to occur depending on many factors [6,7]. Smart grid data often present challenges such as very large sizes, high dimensionality, skewed distribution, rarity, and seasonal variations [8]. With incoming readings every 15 or 30 min, these data have specific characteristics and their analysis is difficult for the following reasons:

- they are of high dimensionality because they are usually very long;
- they have multiple seasonalities, i.e., daily, weekly, and sometimes monthly consumption patterns;
- they have annual patterns related to vacation, holidays, or seasonal change;
- there are many other stochastic factors affecting consumption, such as the weather, unexpected holidays, black-outs, market changes, special events, etc.

The above reasons bring out many challenges in discovering the segmentation of various customers based on their electricity consumption data. This would not only benefit energy service providers by providing them with demand response forecasts but would also reveal the real economic structure. Such segmentation can be used in an integrated planning system where an adequate choice in real-time among the available load management alternatives is critical to effectively meet the requirements of the system [9]. Electricity consumer consumption patterns also provide valuable information to determine optimal tariffs [8,10]. Load profiling is becoming one of the most appropriate methods for dealing effectively with customer energy consumption data.

In this article, we will discuss methods of data stream clustering. There are various implementations dedicated for this purpose, such as the stream package in R [11], Massive Online Analysis software written in Java [12] or scikit-learn library in Python [13]. Unfortunately, this software provides methods for only one stream and not multiple stream processing. However, in this research we want to show the clustering of multiple data streams, i.e., from multiple sources (e.g., sensors). To this end, we have proposed an approach to grouping multiple data stream time series in order to:

- monitor and analyze the smart grid;
- create consumer profiles (extract typical patterns of consumption);
- monitor and detect important changes (behavior) in the grid;
- unsupervised classification of consumers.

These might lead further to creating more forecastable groups of customers. The algorithm presented below is an extended version of the algorithm presented in [4] (for further details please see Section 4.1). Using smart metering data, we aim to answer the following research questions:

- Is it possible to use the stream mining approach to cluster time series of the individual electricity consumption? If so, to what extent?
- Is the standard approach for time series clustering, based on the whole data history, better? If so, to what extent is it possible to get close to these results?
- What impact on the final results do the values of the input parameters of the proposed algorithm have?

In order to answer the aforementioned research questions, we will compare two cases. The first one, considered as a ground truth/benchmark, will use the entire history of data streams (at each
iteration the analyzed period is extended without losing the history). We will refer to this “static” approach as a long-term version. The second “online” approach incorporating non-overlapping sliding windows will be denoted as a short-time version (at each iteration new period is analyzed i.e., we lose the history). The research is carried out based on the dataset provided by the Irish Commission for Energy Regulation (CER) [14], using smart meter data sampled at 30-min intervals.

The remainder of this paper is organized as follows: Section 2 provides an overview of the similar research problems for data stream time series clustering and electricity consumption segmentation. In Section 3, the theoretical framework of the proposed algorithm is presented. In Section 4, the research framework is outlined, including the details of numerical implementation, evaluation measure description, and algorithm parameter settings. Section 5 outlines the experiments and presents the discussion of the results. The paper ends with concluding remarks in Section 6.

2. Literature Review

Data stream clustering is a fast-growing part of data mining. Silva et al. [15] created a comprehensive survey on this phenomenon, which discusses the types of data stream clustering techniques and the corresponding challenges. So far, most of the attention in the literature has been paid to object-based data stream clustering that focuses on one data stream clustering. The flagship methods in this category are: ClusStream [16], D-Stream [17], DBSTREAM [18], MuDi [19], and Str-FSFD [20]. However, we are focused on the multiple data stream (or time series stream) clustering problems (consumers in our case), therefore, we list the most important works below [15].

Dai et al. [21] presented the clustering on-demand framework (COD) for the dynamic clustering of multiple data streams. It involves a single scan of data to collect online statistics and compact multi-resolution approximations to suit the time and space constraints of the data stream environment. COD consists of two phases, i.e., the online maintenance phase and the offline clustering phase. The former provides an effective mechanism for maintaining hierarchical summaries of data streams with multiple resolutions, while the latter has been developed to find an approximation of the desired sub-streams from the hierarchy of summaries according to cluster queries [21].

Chen [22] proposed a CORREL-cluster algorithm, which is an extended version of the COD algorithm, to support real-time processing. It offers a scheme for the segmentation of time horizons and the storage of statistical information for each time segment. The authors proved that the scheme allows accurate approximations of the correlation coefficients for any time, and thus allows users to obtain clusters for data streams in the desired time window.

Beringer and Hüllermeier [23] developed an efficient online version of the fuzzy C-means algorithm (Fuzzy C-Means on Data Streams; FCM-DS), which seems to be particularly useful in applications of this kind, in which the cluster structure is constantly changing. Due to the scalable online transformation of the original data, this method allows one to quickly calculate the approximate distance between the streams [23].

Rodrigues et al. [24] introduced the Online Divisive-Agglomerative Clustering (ODAC) algorithm which constantly maintains a tree hierarchy of clusters that evolves with data, using a top-down strategy. The division criterion is a correlation-based measure of similarity between time series, dividing each node by the furthest pair of streams. The algorithm also uses a merging operator that re-aggregates a previously split node to react to changes in the correlation structure between time series. Splitting and merging operators are launched in response to changes in the diameters of existing clusters, assuming that in a stationary environment the extension of the structure leads to a reduction in the diameters of these clusters [24].
Chen et al. [25] proposed a cluster algorithm (called IDEStream) for multiple data streams based on autoregressive (AR) modeling to measure correlations between data streams. The algorithm uses an estimated frequency spectrum to extract the relevant characteristics of the data streams. Each stream is represented as the sum of the spectral components and the correlation is measured component-wise. Each spectral component is described by four parameters including amplitude, phase, damping rate, and frequency. The delay correlation $\epsilon$ between two spectral components is calculated and used as a measure of similarity in the grouping of data streams [25].

Pereira and de Mello [4] presented the TS-Stream algorithm, which works by calculating several descriptive time series measures and building an incremental decision tree. Divisions are performed using features that distinguish between different time series models. Appropriate features are selected based on the criterion of minimizing variance. The algorithm can progressively expand or shrink the tree according to changes in the stream that change the variance of the node.

Khan et al. [8] suggested an algorithm allowing the discovery of clusters in the data of smart meters in real-time. The algorithm consists of three phases. In the first phase, it uses a gamma mixture model to identify dense units incoming data, and rare values are dissolved. During the second phase, the data from a single time window are collected and the data are grouped. Finally, the algorithm performs an incremental ensemble grouping of sets between the obtained groupings of two consecutive time windows.

Laurinec and Lucká [6,7] presented an interpretable approach for the grouping of multiple data streams in a smart grid, used to improve the forecasting accuracy of aggregated electricity consumption and grid analysis, called ClipStream. In their approach, consumer time-series streams are compressed and represented by interpretable features separated from clipped representation (online phase). The proposed representation is incremental in the sense of the window method. The offline phase consists of clustering filtered representations by the K-medoids method with the Partition Around Medoids (PAM) algorithm. Eventually, time series are aggregated within clusters to create more predictable groups of consumers.

3. Algorithm

3.1. Notations and Data Representation Model

A time series is a series of data points that are indexed (or listed or graphed) in a temporal order. Most often a time series is a sequence made at successive equally spaced points in time (e.g., measurement of electricity consumption at a given time interval, i.e., 30 min.). It is, therefore, a sequence of data of discrete-time. In the remainder of this article, $s_j = \{s_{j,1}, s_{j,2}, \ldots, s_{j,L}\}^T$ denotes partial realizations from a $j$-th ($j = 1, \ldots, m$) real-valued processes $S_j = \{S_{j,t}, t \in \mathbb{Z}\}$. Formally, the problem of clustering streaming time series can be defined as follows. Let $S = \{s_1^T, s_2^T, \ldots, s_m^T\}$ be a data stream composed of $m$ time series each of length $n$ ($S$ is a matrix with $m$ rows and $n$ columns). For a $l$-th ($l = 1, \ldots, k$) non-overlapping time windows (blocks) with $w$ time slots (intervals), $B_l$ is a subset (of columns) of $S$, i.e., a matrix of dimension $m \times w$ (each block consists of a subset of times series from the same time interval. For a given block, $L_l = \{L_{l,1}, L_{l,2}, \ldots, L_{l,p}\}$ represents a partition (of rows) of $B_l$ such that $L_{l,o}$ is the $o$-th cluster (leaf) of $L_l$, $L_{l,o} \cap L_{l,p} = \emptyset$, $\forall o \neq p$ and $\bigcup_{o=1}^{p} L_{l,o} = B_l$ [4].

Based on the above notation, a simple model of data representation is depicted in Figure 1. On the left-hand side of this figure, there is a data stream, $S$, with $m$ time series divided into $k$ disjoint blocks each of length $w$ (here $w = 5$). The right part of this figure illustrates an exemplary partition of the $m$ time series from the $l$-th window ($B_l$) into $L_{l,o}$ cluster (leaf).
where $\varepsilon$ decreases as the lag between pairs of values increases. There are different ways of estimating the autocorrelations of the time series and the rate at which data should be created. Let $X$ be the probability that the signal has a value inside the $i$-th bin, and let $p_{ij}(\tau)$ be the probability that $s_i$ is in bin $i$ and $s_{i+\tau}$ is in bin $j$. Then, the AMI for time delay, $\tau$, is defined as [4]:

$$AMI(\tau) = \sum p_{ij}(\tau) \log \left(\frac{p_{ij}(\tau)}{p_i p_j}\right)$$

(1)

Figure 1. An exemplary data representation model with clustering.

3.2. Time Series Descriptive Measures

The algorithm (please see Algorithm 1 and Figure A9 in Appendix B) induces a model with a structure like a decision tree but built in an unsupervised manner. A top-down strategy is used to build the tree starting with all series in the same main cluster (root) and gradually creating divisions or aggregations. Each intermediate node performs a binary test of the type $value_{feature} \leq x$ on a particular feature (indices) calculated using time series descriptive measures. When the leaf is reached, the series is stored together with other series belonging to the same leaf [4].

The first step of the algorithm (please see the sixth line of Algorithm 1) is to calculate the descriptive measures ($feature$ function) of each time series. This produces a $Features$ matrix of dimension $m \times f$, where $f$ denotes the number of characteristics (or coefficients). To make all features comparable to each other (it is required because the algorithm uses the variance minimization criterion), the score-z normalization is calculated ($x = (x - \mu) / \sigma$) for every column of the matrix.

A natural way to model the time series would be to use generating functions to describe their behavior over time. Unfortunately, many of the current clustering techniques do not capture different characteristics of the generating function, e.g., linearity, stationarity, or stochasticity. Therefore, the algorithm incorporates many descriptive measures to obtain appropriate characteristics of the generating function in order to better characterize the similarity between time series.

In these circumstances, Auto Mutual Information (AMI) is introduced as the first feature which is used to measure how much one random variable tells us about another variable [26]. In the context of time series analysis, AMI helps to quantify the amount of knowledge gained about the value of $s_{i+\tau}$ when observing $s_i$, where $\tau$ is a lag. To measure the AMI of a time series, a histogram (with bins) of the data should be created. Let $p_i$ be the probability that the signal has a value inside the $i$-th bin, and let $p_{ij}(\tau)$ be the probability that $s_i$ is in bin $i$ and $s_{i+\tau}$ is in bin $j$. Then, the AMI for time delay, $\tau$, is defined as [4]:

$$AMI(\tau) = \sum p_{ij}(\tau) \log \left(\frac{p_{ij}(\tau)}{p_i p_j}\right)$$

(1)

Depending on the base of the logarithm used to define the AMI, the AMI is measured in bits (base 2, also called Shannons), nats (base $e$), or bans (base 10, also called Hartleys).

The second investigated measure is Hurst exponent which is a measure of long-term memory of the time series [27]. It relates to the autocorrelations of the time series and the rate at which these decrease as the lag between pairs of values increases. There are different ways of estimating...
the exponent; most often the Scaled Range approach is taken into account. The Hurst exponent, $H$, is defined in terms of the asymptotic behavior of the Rescaled Range as a function of the time span of a time series, as follows [4]:

$$\frac{R_t}{S_t} = ct^H$$  \hspace{1cm} (2)

where $c$ is a constant, $t$ is the time span of the observation (number of data points in a time series), $R_t$ is the range of the first $t$ cumulative deviations from the mean, and $S_t$ is their standard deviation. Typically, Hurst’s exponent determines the scale of self-similarity and properties of the correlation between Brown’s fractional noise and Gauss’ fractional process. In the case of self-similar processes, the statistical characteristics do not change for different levels of aggregation. The Hurst exponent is referred to as the “index of dependence” or “index of long-range dependence” [4]. It quantifies the relative tendency of a time series either to regress strongly to the mean or to cluster in a direction [28].

A value $H$ in the range 0.5–1 indicates a time series with long-term positive autocorrelation, meaning both that a high value in the series will probably be followed by another high value and that values a long time into the future will also tend to be high. A value in the range 0–0.5 indicates a time series with long-term switching between high and low values in adjacent pairs, meaning that a single high value will probably be followed by a low value and that the value after that will tend to be high, with this tendency to switch between high and low values lasting a long time into the future. A value of $H = 0.5$ can indicate a completely uncorrelated series, but in fact, it is the value applicable to the series for which the autocorrelations at small time lags can be positive or negative but where the absolute values of the autocorrelations decay exponentially quickly to zero [4].

The third measure that is used in this article is the Discrete Fourier Transform (DFT) [29] describing time series in the frequency domain. This measure converts a finite sequence of equally-spaced samples of a function into a same-length sequence of equally-spaced samples of the Discrete-Time Fourier transform (DTFT). Therefore, according to the authors in [4], it splits the time series into the basic frequencies by a combination of sinusoidal waves.

We used these measures to obtain different characteristics of time series generating functions, i.e., the DFT helps to identify nonlinearities occurring in time series by modeling them as a combination of sinusoidal functions. The Hurst exponent helps to determine the stochasticity of a series, while AMI helps to identify deterministic relationships between past and future observations [4].

### 3.3. Finding Significant Features

To start dividing a series into different nodes/clusters (and eventually leaves), each time the $SignificantBestFeature$ algorithm is called (please see line 9 and 34 of Algorithm 1) it is responsible for finding the best feature for the binary test of the current node [4]. This algorithm takes as an input normalized $Features$ matrix of dimension $m \times f$ derived in the sixth line of the main algorithm. In general, this procedure, similar to the CART or C4.5 tree-based algorithms [30], involves minimizing the weighted variance criterion (based on the features) of the form:

$$Gain = \sigma^2(V) - \frac{n_{left} \cdot \sigma^2(V_{left}) + n_{right} \cdot \sigma^2(V_{right})}{n}$$  \hspace{1cm} (3)

where $\sigma^2(\cdot)$ is the variance function, $V$ is the current node with $n$ time series, and $V_{left}$ and $V_{right}$ are the nodes created after the division, each consisting of $n_{left}$ and $n_{right}$ time series, respectively. If there is at least one descriptive measure capable of separating time series according to their generation functions (meaning that time series comes from the same mathematical), then after the partition, each child node will contain series with a smaller variance i.e., similar values for the same feature [4].

The above algorithm requires a $\beta$ parameter for indicating features that do not contribute to the separation of time series. This is done by calculating Shannon’s entropy (each feature is binned into predefined $h$ bins [31]) of the descriptive measures, therefore the $SignificantBestFeature$ algorithm shall
recognize the features as enforceable only if their entropy is greater than $\beta$. If, for example, a particular feature is split into two bins ($i = 1, 2$), in both extremes, when $p_i \approx 0$ or $p_i \approx 1$, one of the compartments has an observable probability close to 1, because $p_1 + p_2 = 1$. These cases are not as useful as each time series has the same value for a descriptive measure, therefore, they cannot be separated into different clusters [4].

Finally, the function, $SignificantBestFeature$, provides the best division that maximizes gain by applying a weighted variance criterion (Formula 3) and assessing all possible cuts of all available features. Having this kind of information, whenever possible (see line 13 and 42), the algorithm splits the current node into two child nodes.

3.4. Node Splitting and Aggregation

In each iteration, after receiving a new data batch $B_i$ (and calculating new feature matrix), the algorithm groups series according to the current tree model (line 17 of the algorithm); in other words, the structure obtained in the previous iteration. Then the update phase begins, in which the splits and/or aggregations are checked and executed if possible/necessary [4]. Before deploying the Algorithm 1, it is required to set values of the parameters $\alpha \in [0, 1]$, $\lambda \in [0, 1]$ and $minSeries$.

---

**Algorithm 1: Clustering algorithm.**

**Input:** Time series data stream $S = \{s_1^T, s_2^T, \ldots, s_m^T\}$ of length $m$, window length ($w$), tuned parameters ($\alpha, \beta, \lambda, minSeries$)

**Output:** Tree ($T$) with clustered time series data streams

```plaintext
1/ $T \leftarrow \emptyset$
2/ divide $S$ into $k$ non-overlapping blocks of length $w$; $B = \{B_1, B_2, \ldots, B_k\}$
3/ for each $B_i \in B$ do
4/ clear leaves (remove series from the previous block $B_i$, preserve the structure of the tree $T$)
5/ for each $s_j \in B_i$ do
6/ $Features[j] = features(s_j)$
7/ end
8/ if $T = \emptyset$ then do
9/ $SignificantBestFeature = \text{find significant features based on the } Features \text{ and } \beta$
10/ if $SignificantBestFeature = \emptyset$ then do
11/ continue \// next $B_i$
12/ end
13/ $LeftChild, RightChild = \text{Split}(T, SignificantBestFeature, FeatureS)$
14/ $T = T \cup \{LeftChild, RightChild\}$
15/ create set of leaves; $L_i = \{L_{i_{leftChild}}, L_{i_{rightChild}}\}$
16/ else
17/ cluster time series according to the current $T$ structure
18/ create set of leaves based on the current $T$ structure; $L_i = \{L_{i_1}, L_{i_2}, \ldots, L_{i_k}\}$
19/ end
20/ while $L_i \neq \emptyset$
21/ $curLeaf = \text{first from } L_i$
22/ $L_i \setminus \{curLeaf\}$
23/ $aggLeaf = \text{FALSE}$
24/ if $\#curLeaf < minSeries$ then do
25/ $aggLeaf = \text{TRUE}$
26/ else
27/ $VP = \text{calculate Variance of the parent node of the } curLeaf \text{ based on the } Features$
28/ $WVC = \text{calculate Weighted Variance of children based on the } Features \text{ using } curLeaf$
```

---
Two sibling leaves (LeftChild and RightChild) shall be aggregated (using AggregateToLeaf function) if their weighted variance (WVC) is greater than or equal to $\lambda$ times the variance of the parent node (VP) calculated on the basis of its test feature (see also Equation (3) and lines 26–32). This prevents maintaining splits/nodes that do not provide a reasonable reduction of the variance. Thanks to that, the structure of the tree becomes simpler and robust to noise/outliers. In this step more than two nodes/leaves can be aggregated (lines 34–36). If a particular leaf should be aggregated with its sibling (e.g., at level 3), it might happen that this sibling has its own children (at level 4). Recursively, those children also might have their own offspring at level 5, and so on. After this procedure is done, the parent node (at level 2) is again marked as a leaf. Lower values of $\lambda$ make aggregation easier [4].

In the absence of aggregation, the algorithm checks for possible leaf breakdowns. In order to do this, SignificantBestFeature is called and the leaf is split if the weighted variance of its possible siblings decreases by at least $\alpha$ times its own variance (lines 45–47). Therefore, the higher the $\alpha$ value, the less the variance will have to be reduced for the split [4].

Finally, the parameter minSeries controls the depth/complexity of the tree by preventing the split if two possible children will have less than a particular % of the total observations.

4. Research Framework and Settings

4.1. Numerical Implementation

As presented below, numerical experiments were prepared using R programming language working on Ubuntu 18.04 operating system on a personal computer equipped with Intel Core i7-9750H 2.6 GHz processor (12 threads) and 32 GB RAM. All results were obtained based on the modification
of the TS-Stream algorithm presented in [4]. First, the original algorithm does not have the minSeries parameter, which means that a particular leaf can contain only one time series (the tree can be very big and deep). Secondly, for each block, $B_l$ the original algorithm performs only one division or aggregation of a particular node or leaf (line 20 of the Algorithm 1). In other words, if the algorithm splits a node into two children, the algorithm finishes its operation for this part of the tree, despite the fact that it could further check the possibility of further division of these two children. It results in the fact that the original algorithm needs some time to start and reach the full size. In our case, we used a different loop, which means that the tree immediately finds the right size.

4.2. Tree Characteristics and Clustering Evaluation Measures

In order to analyze results presented in Section 5 for each data stream block, $B_l$, the following characteristics have been derived:

- **Number of leaves/clusters** (i.e., nodes that have no children);
- **Depth of a tree**, which is the distance between a leaf node from the deepest level and the root;
- **Diameter of a tree**, which is the length of the longest path between any two nodes in a tree passing through the root;
- **Degree of a tree imbalanced**: A balanced tree is a kind of a tree where for every subtree, the maximum distance from the root to any leaf is, at most, bigger by one more than the minimum distance from the root to any leaf. In this case, we report the difference between the maximum and the minimum distance among all leaves. For example, if the minimum distance is 3 and the maximum is 5, then this measure takes 2, while a balanced tree takes 0;
- **Minimal, average, median, and maximal** number of time series across all clusters/leaves;
- **Weighted volatility** of time series for a given block $B_l$. After the partition time series are spread across several clusters. It is assumed that the volatility (measured in standard deviation) of electricity consumption in each cluster is supposed to be smaller than the variability of the time series contained just in one cluster (root). Moreover, due to the difference in the size of each leaf, this measure takes this fact into account by assigning smaller weights to a smaller leaf—similarly to the right part of Equation (3):

$$\text{Weighted volatility}_{B_l} = \sum_{L_l, t \in L_l} \frac{\#L_{l,t}}{m} \cdot \sigma(L_{l,t})$$

(4)

where $\#L_{l,t}$ is the number of time series for a given leaf, $m$ is the number of time series in a block $B_l$ and $\sigma(\cdot)$ is the standard deviation of all times series assigned to a given leaf $L_{l,t}$.

- **Percentage of time series that do not change the cluster (same leaf) or intermediate node.** According to the left-hand side of Figure 2, let us assume that for the block $l = 2$, the tree has two clusters/leaves, i.e., $L_{2,1}$ (offspring of the root) and $L_{2,2}$ (offspring of the root). Next, for the block $l = 3$ the tree has three clusters, $L_{3,1}$ (offspring of the root) and two new siblings of the former cluster $L_{3,2}$ (now denoted as Node32), i.e., $L_{3,2}$ and $L_{3,3}$ (the right part of Figure 2). If a certain time series belonged to the cluster $L_{2,1}$ for the second block and then remained in the third cluster after the third iteration, then one can say that this time series did not change cluster (cluster $L_{3,2}$) or node assignment (cluster $L_{3,3}$). Now we assume that a particular time series was (for block $l = 2$) in leaf $L_{2,2}$ and, during the next iteration, changed its affiliation to cluster $L_{3,2}$. One can say that this time series did change cluster and simultaneously, did not change node assignment as leaf $L_{2,2}$ from the previous iteration is now the parent node of $L_{3,2}$ and $L_{3,3}$. This implicates that this measure will always be greater for the node assignment case;

- **Percentage of time series that stayed in the same cluster.** One can say that two times series “travel together” if they were together in the same leaf, let us say $L_{2,1}$ and then during the next iteration remained together in any other cluster e.g., $L_{3,2}$ or $L_{3,3}$.
- Percentage of clusters/leaves that have remained, have been deleted or have been created in the next iteration;
- Adjusted Rand Index (ARI), which is the corrected-for-chance version of the Rand index [32] measuring the similarity between two data clusterings. This index has zero expected value in the case of random partition and is bounded above by 1, in the case of perfect agreement between two partitions. This measure requires two vectors as an input, and in this research, the first one can be considered as having true class labels, similar to the supervised learning, and the second one as predicting a class from the new instances. This measure will be used to a) derive similarity between blocks and 2) assess the similarity between the long-term and short-term approach.
- V-measure, which is an entropy-based measure that explicitly measures how successfully the criteria of homogeneity and completeness have been satisfied. This measure is computed as the harmonic mean of distinct homogeneity and completeness scores [33].

Figure 2. Exemplary tree structures from the two consecutive blocks.

All the aforementioned measures allow for the analysis of various characteristics of a tree-like clustering structure (which is important from the computer science perspective), as well as the grouping results (which are important when taking into account the business point of view).

4.3. Algorithm Parameters Setting

Before running the simulation, it is important to set the algorithm parameter values appropriately. Since the parameters $\alpha$ and $\lambda$ have a similar influence, it is not recommended to set one value as a function of the other. During the research preparation stage, it was observed that setting these two parameters to values smaller than 0.6 resulted in almost no splits. On the other hand, values greater than 0.6 could result in a too wide and too deep tree, as in the case of the original implementation [4]. In order to prevent this issue, this implementation incorporates an additional parameter, minSeries, which is responsible for controlling the size of a tree, as standard implementation could provide trees with leaves having only one time series. Under these circumstances, we set the $\alpha$ and $\lambda$ parameters to 0.6 while minSeries, in this article, is set to 1% and 5% (i.e., a 10 or 50 time series). This allows us to build a relatively large and extensive tree ensuring that the main dependencies in the data are found, rather than local outliers. Parameter $\beta$ (indicating features that do not contribute to the separation of time series), according to the authors of the implementation of the standards, was set to 0.2.

Eventually, in order to capture monthly and mid-monthly changes in the underlying structures, the window length $w$ of each non-overlapping block $B_t$ has been set to 30 days and 14 days. As the electricity consumption data that are used in this article (see Section 5.1) were recorded at 30-min intervals, each window, of length 1440 or 720, records $(2 \times 24 \times 30$ days) or $(2 \times 24 \times 14$ days), respectively.

4.4. Benchmarking Methods

In order to compare and to assess the quality of the proposed approach, the following benchmarking methods have been used. The first one is the standard TS-Stream algorithm presented in [4] (please see
changes described in Section 4.1). The second one is the approach that utilizes the following steps. For each block \(B_j\) (of length \(2\sigma\)) the similarity between the time series is obtained using the Pearson correlation coefficient \([16, 24]\):

\[
    r_{s_m, s_n} = \frac{\sum_{i=1}^{w}(s_{ji} - \bar{s}_j)(s_{mi} - \bar{s}_m)}{\sqrt{\sum_{i=1}^{w}(s_{ji} - \bar{s}_j)^2} \sqrt{\sum_{i=1}^{w}(s_{mi} - \bar{s}_m)^2}}
\]

(5)

where \(\bar{s}\) is the sample mean for \(j\)-th time series from each block \(B_j\). Then, the distance matrix \(D\) is calculated as \(D = 1 - r_{s_m, s_n}\). In the last step based on the \(D\) matrix, time series are clustered using Ward’s criterion applied for the hierarchical algorithm (\texttt{hclust} function) \([1]\). The resulting dendrogram is cut based on the \texttt{cutree} function into groups of a number corresponding to the number of groups obtained on the basis of the proposed algorithm.

5. Empirical Analysis

5.1. Data Characteristics

This research was conducted based on the Irish Commission for Energy Regulation (CER) data set. The CER initiated a Smart Metering Project in 2007 with the purpose of undertaking trials to assess the performance of Smart Meters and their impact on consumer behavior. The project contains measurements of electricity consumption gathered from 4182 households between July 2009 and December 2010 (75 weeks in total with 30 min data granularity) \([10]\). However, in this study, due to the missing data in the time series, we have sampled 1000 households.

As depicted in Figure 3, for the time series aggregated for 1000 entities a number of annual, weekly, and daily seasonal cycles were observed. For instance, the daily load curves have different shapes depending on the day (workday, Saturday, Sunday, or holiday) and the season.

![Figure 3](image3.png)

**Figure 3.** Thirty minutes of load data for 1000 customers recorded between 15 July 2009 and 31 December 2010.

Figure 4 presents a weekly profile with relatively low electricity consumption during the night, clearly defined peaks in the evenings, and slightly smaller peaks in the late morning. The consumption is slightly lower during the weekend days as compared to working days \([10]\). Moreover, to analyze the 30-min volatility, a box and whisker plot was prepared using load data for the whole period, see Figure 5 for details.

The whiskers denote the minimum and the maximum value for each hour and the box contains 50\% of the data (bottom edge reflects the first quartile and top edge third quartile, while the line in the middle of the box is the median). As shown in Figure 5, the consumption during night and morning hours (0:00–7:00) usually ranges between and 0.15 MWh and 0.35 MWh every 30 min, and the volatility is rather low. On the other side, volatility during working and evening hours (10:00–24:00) is very high and ranges between 0.15 MWh and 0.35 MWh every 30 min \([10]\).
A similar relationship as for the minimal number can be observed for the maximal number of the time series in the cluster show similar average (Figure 6f) and median (Figure 6g) number of time series in the cluster. The long-term approach, also denoted as a static version, is marked with a straight orange line, while produces smaller, shallower, and more balanced trees with less diameter. Parameter set to 5% (50 time series) and window length w.

5.1. Data Characteristics

This research was conducted based on the Irish Commission for Energy Regulation (CER) data that do not change the cluster (Figure 6i) for short-time version varies from 10% to 30% while the volatility is rather low. On the other side, volatility during working and evening hours (10:00–21:00) is very high and ranges between 0.15 MWh and 0.35 MWh every 30 min [10]. However, in this section refers to the application of the clustering algorithm mentioned in Section 3. For the sake of clarity and synthesis, the results provided below (Figure 6) are visualized only for the minSeries parameter set to 5% (50 time series) and window length w set to 30 days (1440 records). However, in the appendix section (Appendix A), we present the detailed results for each investigated case.

Figure 4. Daily dynamics of the 30-min load data observed between 17 August (Monday) and 24 August (Sunday) 2009.

Figure 5. Thirty-minute consumption volatility in the analyzed period (15 July 2009–31 December 2010).

5.2. Research Results

This section refers to the application of the clustering algorithm mentioned in Section 3. For the sake of clarity and synthesis, the results provided below (Figure 6) are visualized only for the minSeries parameter set to 5% (50 time series) and window length w set to 30 days (1440 records). However, in the appendix section (Appendix A), we present the detailed results for each investigated case.

As far as the summary results are concerned, each figure is prepared in the same manner/order. There are 16 different sub-figures (marked with the letter a–u) plotting measures (for the final tree structure), as described in Section 4.2 for each data stream block $B_l$ (in this case $l = 1, \ldots, 17$). The long-term approach, also denoted as a static version, is marked with a straight orange line, while the short-term approach ("online" version) is marked with a straight blue line. According to the first upper left Figure 6a, the long-term version usually has more leaves/clusters than the "online" approach. The opposite situation can be observed for blocks numbers 2, 5, and 13. In terms of the tree depth (Figure 6b), only for two blocks (2 and 5) does the long-term version have fewer levels. Almost the same situation can be observed in terms of the diameter of the tree (Figure 6c) and the balance of the tree (Figure 6d) where smaller (or equal) values are observed for the second and fifth block. By submitting the aforementioned information, it can be stated that the short-term version usually produces smaller, shallower, and more balanced trees with less diameter.

In terms of the different statistics of the leaves, it should be remembered that the parameter minSeries has great influence here. That is why the minimal number of time series, in this case, is always greater than 50 (Figure 6e). Only for a particular block where a smaller tree is produced is this statistic bigger (second block for the long-term version and eleventh block for the short-time version). The average (Figure 6f) and median (Figure 6g) number of time series in the cluster show similar behavior over time. Only at the beginning of the period (blocks 2–4) patterns have a clearer difference. A similar relationship as for the minimal number can be observed for the maximal number of the time
series (Figure 6h). Eventually, it should be noted that these four statistics have strong dependences with the four previously mentioned measures describing the complexity of each tree.

Since all of the below-described measures are computed as a comparison of two adjacent (successive) data stream blocks, results start from the second iteration. The percentage of time series that do not change the cluster (Figure 6i) for short-time version varies from 10% to 30% while the long-term version is more volatile i.e., ranging from 0% up to 45%. Noticeable is the fact that after the eighth block, the percentage of remaining time series in the same leaf is greater for the static version.

After this period, this approach has learned the underlying data structure, meanwhile, the “online” version takes into account only the local characteristics that are relatively stable over time. Considering the case when time series remains at the same common node level (Figure 6j), similar behavior is observed, however, without such significant differences at the beginning. Finally, the Figure 6k plotting the percentage of time series that stayed in the same cluster (ranging from 0% even up to 30%) allows us to conclude that it is possible to distinguish a core time series (with similar characteristics) creating a particular cluster.

Analyzing the next three Figure 6l–n describing the percentage of leaves that have remained, have been deleted, or have been created, it can be observed that until the seventh iteration, the long-term approach usually deleted clusters created based on the previous data stream block (percentages between 60% to 100%) and in their place created completely new and even more clusters (percentages even up to 300%). After the eighth block, both approaches show similar and relatively stable patterns.

Finally, analyzing the results that are important from the business perspective, we conclude that both approaches give relatively similar results (the last two Figure 6o,u at the bottom). The weighted volatility of the partitions (measured in standard deviations) reveals that for some blocks, the short-term version provides even better grouping than the long-term version. However, in this paper, the more interesting question is whether the short-term approach also allows the extraction of the underlying structure of the data. In most cases, the ARI for the short-term is at least twice the ARI for the benchmark version. This gives a positive answer on the main question stated in the paper.

In Figure 7, we present the Adjusted Rand Index, which is a measure of the coexistence of time series in the same cluster. Bearing in mind that for such a large number of time series a coexistence can be just a coincidence, the ARI was also calculated for random partitioning (benchmark partitioning; worst case scenario partitioning) based on the distribution of the time series across all leaves in the tree. In other words, if for a particular data block a tree has three leaves, having say a 300, 500, and 200 time series, then a tree with random partitioning also has three leaves, having a 300, 500, and 200 time series, but this time with random assignments.

The maximum value of the ARI results from the random assignment were treated as reference values to judge the level of extraction similarity from the data. It is not surprising that for the long-term analysis (the right part of the figure; Figure 7b), the ARI has bigger values than for the short-term version. The first fact is that the long-term blocks overlap. The second fact is that long-term analysis uses more data. However, in this paper, the more interesting question is whether the short-term approach also allows the extraction of the underlying structure of the data. In most cases, the ARI for the short-term is at least twice the ARI for the benchmark version. This gives a positive answer on the main question stated in the paper.

In the analysis, the ARI was computed across all blocks. This means that the first block was compared with the second, the third and so on. As a result, a triangle matrix was created. Closer to the matrix diagonal, the time distance between blocks is shorter. Dark gray values denote situations when the ARI values are 10 times greater than the benchmarking, gray cells mark situations when the values are between two times and 10 times, and light-gray shows situations when values are at least bigger than the biggest random value.
long-term version is more volatile i.e., ranging from 0% up to 45%. Noticeable is the fact that after the eighth block, the percentage of remaining time series in the same leaf is greater for the static version.

Figure 6. Cont.
The Adjusted Rand Index (ARI) results for \( \text{minSeries} \) set at 5% and window length \( w \) set at 30 days (short-term version is presented on the left part (a) while long-term on the right part of the figure (b)).

Figures A7 and A8 (see Appendix A) present the detailed results for two benchmarking methods i.e., the basic TS-Stream algorithm and hierarchical clustering algorithm incorporating Ward’s criterion and distance matrix based on the Pearson correlation coefficient. As stated before, the original TS-stream algorithm has some drawbacks. First, it performs only one division or aggregation of a particular node or leaf and a particular leaf may contain only one time series. Due to that, in Figure A7 it can be seen that the number of leaves “linearly” increases from two (for the first block) up to 108 (for the last block) or leaves consist of only one time series. After each block, the tree gets bigger but unfortunately, the percentage of series that stayed together is almost 0 which means that this algorithm is not able to discover a core time series creating a particular cluster. For hierarchical clustering, as some measures are the same as for our proposed algorithm (see Section 4.4), Figure A8 consists of fewer sub-figures. First, it can be observed that usually fewer time series stay in the same node/leaf. Secondly, according to the weighted volatility measure, this benchmarking method leads to worse clustering performance than our proposed algorithm.

6. Conclusions

Grouping of data streams is one of the most common ways of analyzing data that is potentially infinite and evolves over time. Despite the fact that the literature provides some methods of grouping whole data streams, unfortunately, most of them often deal with data streams composed of one attribute, and in the worst case, they do not apply appropriate strategies for multidimensional data streams [3].

In this work, we have presented an algorithm incrementally constructing the tree-like hierarchy of clusters from a divisive point of view, which is able to adapt to changes (shrink or expand) in...
time series data streams (concept drift). The data stream batches are processed on receipt, using a single data scan. To assess the similarity between time series within each data stream, the algorithm incorporates three descriptive measures to obtain appropriate characteristics of the generating function (Auto Mutual Information, Discrete Fourier Transform, and Hurst exponent).

Although electricity consumer targets are often based on purely monetary benefits, electricity suppliers benefit from the awareness of consumers’ profiles. This makes it possible to create individualized means targeting consumers with congruous usage profiles and socio-economic behaviors. Our analysis showed that there are noticeable differences between consumers’ behaviors, allowing us to distinguish homogeneous groups. In order to meet these challenges and to balance the system, customer profiling seems to be the solution to the problem of instability in power systems [34].

With our analysis, we confirm that partitioning the customers into disjoint segments based on short-term behavioral usage characteristics (obtained using descriptive features) is feasible and can be achieved with reasonable accuracy compared to the long-term approach (first and second research question). This statement is supported by the results related to the Adjusted Rand Index (matrix-like figures in Figure 6 and in Appendix A Figures A4–A6) and weighted volatility measure (please see middle-right-hand part of Figure 7 and Appendix A Figures A1–A3). Eventually, the third research question regarding the influence of the input parameters on the final results is shown primarily on the right-bottom part of Figure 7 and Appendix A Figures A1–A3 (single line for the Adjusted Rand Index) and is based on a comparison of other figures showing the clustering tree structure characteristics.

Our analysis has shown the usefulness of using such an approach for electricity time series clustering. However, there are other real-word applications e.g., the stock market. Let us suppose that an investor wants to choose the best stocks to create a portfolio. Ideally, it should be diversified and composed of companies from several economic segments. Diversification helps to compensate for the eventual losses from a sector with profits in others, minimizing the risk margin. Grouping data streams consisting of stock price time series can help the investor understand the relationship between different stocks and build a portfolio by selecting them from several clusters. Due of the mass volume of banking transactions and customer information, an Anti-Money Laundering and Countering the Financing of Terrorism (AML/CFT) policy is inconceivable without the algorithms that allow the automatic filtering of transactions and entities under embargo, as well as the ability to profile and scan customer transactions against AML/CFT scenarios configured by each institution (suspicious behavior). With adequate tools, it is possible for the banking sector to analyze transactions very quickly and to cross-check them, for example, with geolocation data. They can also increase the reliability of customer data analysis by methods resistant to absent data or data that has not been updated in customer records.

Future research will be focused on developing a completely scalable system (providing interpretable results) for a large number of time series within the data stream, in the presence of:

- a variable number of sensors (some sources are removed while others are newly created);
- missing or heterogeneous recordings;
- concept drift of different kinds, such as sudden, gradual, incremental, or recurring.

Due to that, we will investigate different incrementally computable time series similarity measures, allowing us to incorporate the past knowledge of the underlying structure of the data (previous structure of the tree). The system will use the dissimilarity measures supporting splits or aggregations of the clustering tree on a significance level given by the Hoeffdind bound [35]. In the future, we will investigate the influence (sensitivity of the algorithm) of the input parameters on the final results.
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Appendix A

Figure A1. Detailed results for minSeries set at 1% and window length \( w \) set at 30 days.

Figure A2. Cont.
Figure A2. Detailed results for minSeries set at 5% and window length $w$ set at 14 days.

Figure A3. Cont.
Figure A3. Detailed results for minSeries set at 1% and window length \( w \) set at 14 days.

Figure A4. ARI results for minSeries set at 1% and window length \( w \) set at 30 days (the short-term version is presented on the left part (a) while the long-term version is on the right part of the figure (b)).
Figure A5. ARI results for minSeries set at 5% and window length $w$ set at 14 days (the short-term version is presented on the upper part (a) while the long-term version is on the bottom part of the figure (b)).
Figure A6. ARI results for \textit{minSeries} set at 1\% and window length $w$ set at 14 days (the short-term version is presented on the upper part (a) while the long-term version is on the bottom part of the figure (b)).

Figure A7. Cont.
Figure A7. Detailed results for minSeries set at 5% and window length \( w \) set at 30 days for basic TS-Stream algorithm.

Figure A8. Cont.
Figure A8. Detailed results for \textit{minSeries} set at 5\% and window length \textit{w} set at 30 days for hierarchical clustering.

Appendix B

Figure A9. Flowchart for Algorithm 1 (for clarity, in some cases we have used abbreviations).
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