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Abstract
In this paper, we present a novel training method for speaker change detection models. Speaker change detection is often viewed as a binary sequence labelling problem. The main challenges with this approach are the vagueness of annotated change points caused by the silences between speaker turns and imbalanced data due to the majority of frames not including a speaker change. Conventional training methods tackle these by artificially increasing the proportion of positive labels in the training data. Instead, the proposed method uses an objective function which encourages the model to predict a single positive label within a specified collar. This is done by marginalizing over all possible subsequences that have exactly one positive label within the collar. Experiments on English and Estonian datasets show large improvements over the conventional training method. Additionally, the model outputs have peaks concentrated to a single frame, removing the need for post-processing to find the exact predicted change point which is particularly useful for streaming applications.

1. Introduction
Speaker change detection (SCD) is a task of locating precise points in the audio recording when a different speaker starts speaking. It is often used as the first step in speaker diarization systems. Depending on the application, SCD systems can be either streaming (also known as online) or batch-processing (offline). In a batch processing system, the whole audio recording is available when SCD is applied. This allows the model to use all information from both past and future frames when locating speaker change points. A streaming model, on the other hand, needs to identify speaker change points with low latency, using typically only one or two seconds of audio from the future. Streaming SCD is needed as a preprocessing step in streaming speech recognition systems that perform unsupervised speaker adaptation, e.g. using i-vectors [1], so that the speaker adaptation state could be reset at speaker change points. SCD is also often an explicit requirement in realtime closed captioning systems for broadcast television [2].

Most modern SCD systems are based on supervised learning. Large speech datasets, manually annotated with speaker change points, are used for training and SCD is treated as a binary sequence classification task. Long short-term memory (LSTM) recurrent neural networks [3, 4] or convolutional neural networks [5, 6, 7] are often used as models. An important issue when training such models for SCD is that the annotated change points in the training data are ambiguous and imbalanced. The ambiguity comes from the fact that often there is a substantial amount of silence between the speech of two adjacent speakers, yet only a single frame is marked as a change point. The choice where exactly the annotated change point resides is often inconsistent, resulting in training data that is confusing for the model. Also, the number of frames in the training data labelled as change points is usually less than 1% of all the frames, causing problems with model convergence.

In this paper, we propose a novel objective function for training sequence classification models for SCD. This collar-aware objective function gives the SCD model more freedom by allowing it to choose an appropriate speaker change point within the neighbourhood of the annotated change point. This method addresses both the problems of imbalanced data as well as the ambiguousness of the annotated labels. Furthermore, the models trained using this method are especially well suited for streaming applications, as the resulting model generates “peaky” change points that do not require any post-processing to find local maxima. We show that the method also achieves notably higher accuracy in both streaming and batch-processing scenarios, compared to several well-established baselines.

2. Related work
SCD approaches can be divided into two main categories: metric- and model-based. The first approach operates by applying a pair of sliding windows on the sequence of feature vectors extracted from the underlying audio signal and uses a divergence metric for comparing their contents. A speaker change point is detected if the divergence between two adjacent windows is larger than a predefined threshold and the divergence achieves a significant local maximum. The advantage of this method is that it doesn’t require a large annotated training corpus for training: only the value of the threshold parameter needs finetuning on a small validation set. This method is used in many speaker diarization systems that use Gaussian mixture models (GMMs) as their main building blocks (e.g. [8]).

A model based approach, on the other hand, uses a training corpus with manually annotated speaker change points to train a model for this task. Many different models have been proposed, such as hidden Markov models [9], GMMs [10], i-vectors [11], deep neural networks (DNNs) [12, 7], convolutional neural networks [5, 6, 7], recurrent neural networks [3, 4] and Siamese networks [13].

Since models based on neural networks have become popular in recent years for this task, we review three approaches based on them more carefully. In [4], SCD is formulated as a standard binary sequence labelling task that can be tackled using bidirectional LSTMs: the model’s task is to label each
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1 Code and demo available at https://github.com/alumae/online_speaker_change_detector
frame with either 0 (no speaker change) or 1 (speaker change). One problem with this approach is that the training data is heavily imbalanced: the number of frames that are labelled with 0 is much larger than the number of frames labelled with 1 (only 0.4% according to [4]). Under standard training, the model converges to a state in which a 0 is predicted for each frame. Therefore, [4] increases the number of positive labels artificially by labelling frames 50 ms on each side of the annotated change point as 1. During inference, local score maxima exceeding a pre-determined threshold are marked as speaker change points.

In [7], a somewhat similar approach is used, but instead of a bidirectional LSTM, a CNN is used that “sees” a fixed-size window of feature frames prior and after the current frame. This allows operating the model with low latency in streaming mode. As with the LSTM-based approach, a large number of frames in the direct neighbourhood of the annotated change point are labelled as positive during model training, in order to make the training data more balanced.

In [13], a Siamese architecture is used for low-latency SCD: a 2-second window prior and after the current frame is processed by a bidirectional LSTM, resulting in two embedding vectors. The embeddings are then processed by a classification module that decides whether the two segments correspond to different speakers. Various pretraining schemes can be applied to the embedding computation module that are found to improve the detection performance by a large amount. This work handles the imbalanced data problem by sampling a predefined ratio of speaker change points from the training data to each batch.

Inconsistent and unreliable turn boundaries in manually annotated training data can also have a negative effect on the performance of end-to-end speaker diarization systems. In [14], a modification to the standard multilabel classification loss for speaker diarization is introduced that simply ignores the errors in a defined radius around annotated speaker change points.

### 3. Collar-aware training

Speaker change detection is often regarded as a binary sequence labelling problem. We consider an audio recording consisting of feature vectors $x_i$ for $i = 1, ..., N$ and the corresponding speaker boundary labels $y_i \in \{0, 1\}$ with $y_i = 1$ meaning that the frame corresponds to an annotated speaker boundary.

When a SCD system is evaluated in terms of precision and recall of detected speaker boundaries, it is a standard practice to use a collar (typically 250 ms) for annotated speaker boundaries: if the boundary detected by the model is within the tolerated amount of milliseconds of the annotated boundary, the detected speaker change point is assumed to be correct. However, under standard sequence labelling objective (Figure 1, a), the collar is not used, making the training objective different from the evaluation scenario.

As pointed out in the previous section, several papers [4, 7] have suggested to artificially modify the training data of the speaker boundary detection model by labelling a predefined number of frames around the annotated speaker boundary as additional (pseudo-boundaries (Figure 1, b)). This is done in order to make the training data more balanced in terms of label frequencies, and to model the inherent ambiguousness of the speaker boundaries.

We propose to use a modified objective function for training SCD models that solves both the problems of imbalanced data and ambiguous annotated boundaries. Instead of labelling points around the annotated boundary as pseudo-boundaries, it supervises the model to label exactly one frame within the given collar as a speaker boundary, but the exact position of the boundary can be freely chosen (Figure 1, c). This method has several advantages: (1) it matches the evaluation criteria better than method (b); (2) it solves the imbalanced data problem similarly or better than method (b); (3) the model trained in this manner can be easily applied in online mode without any post-processing to find the local maximum, since the output of the model is now very “peaky” (see Section 4.5.1).

Formally, given the reference labels $y$ and model predictions $\hat{y}$, the standard binary sequence labelling objective is:

$$L(\hat{y}, y) = - \sum_{i=1}^{N} y_i \log(\hat{y}_i) + (1 - y_i) \log(1 - \hat{y}_i)$$

Since the boundaries occur very sparsely, this objective can be efficiently calculated by summing over the log likelihoods of the no-boundary events, and then modifying it to account for the few boundary events. Given annotated boundary positions $Z = \{ z_i | y_i = 1 \}$, the standard sequence labelling loss becomes:

$$L(\hat{y}, Z) = - \left( \sum_{i=1}^{N} \log(1 - \hat{y}_i) \right) - \sum_{z_i \in Z} \log(1 - \hat{y}_i) + \sum_{z_i \in \bar{Z}} \log(\hat{y}_i)$$

![Figure 1: Outline of three supervision methods for speaker change detection: (a) corresponds to standard sequence labelling objective; (b) increases the number of positive labels artificially by setting several frames in the neighbourhood of the annotated change point as positive; (c) proposed method sums over all paths that have exactly one positive label in the neighbourhood of the annotated change point.](image)
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def collar_bce_loss(log_probs, change_points, collar):
    
    Arguments:
    log_probs -- tensor of shape (seq_len, 2), containing log likelihoods of non-boundary
    and boundary events
    change_points -- indexes of annotated boundaries
    collar -- value of the collar (in frames)
    
    Compute collar-aware binary CE loss.
    
    return -result
    result += torch.logsumexp(collar_variant_logprobs, 0)
    result -= log_probs[time_index, 0].sum()
    collar_variant_logprobs = log_probs[time_index, event_index].sum(1)
    event_index = torch.eye(collar_end_i - collar_start_i + 1).long()
    time_index = range(collar_start_i, collar_end_i + 1)
    collar_end_i = change_point + collar
    collar_start_i = change_point - collar
    collar_variant_logs = []
    for change_point in change_points:
        result = log_probs[:, 0].sum()

Figure 2: Pytorch code for efficient calculation of the collar-aware binary cross-entropy loss.

In order to calculate the proposed collar-aware objective, we have to consider a superset \( S(Z) \) of all sets of boundary events \( Z' \) where for each original change point \( z_i \in Z \) there is exactly one boundary event that is within it’s collar set \( C_i = \{ x | z_i - c < x < z_i + c \} \), where \( c \) is the value of the collar. Alternatively,

\[
S(Z) = \{ (z_1,...,z_N) | z_i \in C_i \forall i \in \{1,...,N\} \},
\]

where \( N \) is the total number of original change points. For example, if the reference label sequence is \([00100]\), then \( Z' \) at collar = 2 corresponds to a set of label sequences \(([01000],[00100],[00010])\).

The proposed objective sums over all such change point configurations:

\[
L_{\text{collar}}(\hat{y}, Z) = -\log \sum_{Z' \in \mathcal{S}(Z)} e^{-L(\hat{y}, Z')}
\]

The idea of this objective function is somewhat similar to the CTC loss function [15] used for training end-to-end speech recognition models. As with CTC, it is not practical to compute it using brute force. In order to make it more efficient, we can again use our knowledge that the number of speaker boundaries occur very sparsely. Figure 2 lists the Pytorch implementation of this idea. The collar-aware loss can be calculated by summing over the log-likelihoods of the non-boundary events (line 11), subtracting the log likelihoods of the non-boundary events that lie within a boundary collar (line 19), and then adding the marginalized log-likelihood of having exactly one boundary somewhere within the collar (line 20).

Table 1: A comparison of lengths and the number of speaker change points in the datasets used in the experiments.

| Dataset    | Train       | Development | Test       |
|------------|-------------|-------------|------------|
| Estonian   | 497.2h / 80k| 1.2h / 166  | 0.7h / 102 |
| English    | 128.3h / 19.5k | 6.1h / 893 | 5.4h / 893 |

Both datasets are manually transcribed and annotated with speaker information. Test and development data were separated similarly for both datasets: 10 recordings were chosen for each at random. An overview of dataset sizes and annotated boundary counts is provided in Table 1. The datasets are similarly balanced, with 0.04% of the frames being labelled as speaker change points.

4.2. Implementation details

We consider two different architectures which we train using both the standard training method and the proposed collar-aware one.

The first architecture was chosen to closely resemble that of [4], 33-dimensional acoustic features are extracted every 10ms on a 25ms window, consisting of 11-dimensional MFCCs and their first and second derivatives. The model is made up of two Bi-LSTM layers having 64 outputs and 40 outputs and a multi-layer-perceptron with 40-, 10- and 1-dimensional layers.

The second architecture uses a Resnet-based feature extractor before a LSTM layer. The Resnet module is extracted from a speaker recognition model pretrained on VoxCeleb2 [18], as described in [19]. It results in 1280-dimensional features with a frame subsampling rate of 8. In the low-latency streaming model, the Resnet layer is followed by two 256-dimensional LSTM layers, and 1-second label delay is used in order for the model to see the data past the current frame (see Figure 3). In the offline model, the LSTMs are replaced with bidirectional LSTMs, and no label delay is used.

4.1. Datasets

The experiments were carried on both English and Estonian datasets. For English, we used the HUB4 speech dataset [16, 17]. The Estonian dataset consists of TV and radio broadcasts.
All our training methods use extracted segments with random lengths between 10s and 30s.

The first training method used also follows [4]. Namely the training data is artificially modified by positively labelling every frame in a 50ms neighborhood of an annotated change point. Notably, no additional labelling is needed for the Resnet-based architecture since the subsampling that happens during feature extraction results in frames of 80ms duration and thus a 50ms neighborhood corresponds to roughly a single frame. A standard binary sequence labelling objective is used as the loss function for this method.

The second training method includes no artificial labelling and instead uses the proposed collar-aware objective as the loss function. The size of the collar was chosen to be $c = 250$ms and the effects of varying the collar size are discussed in Section 4.5.2.

During training, data augmentation is applied: background noise and/or reverberation is added to each training segment, both with a probability of 0.3. The background noises originate from the MUSAN corpus [20]. For reverberation, we used simulated small and medium room impulse responses [21] and real room impulse responses from the BUT Speech@FIT Reverber Database [22].

4.3. Evaluation metrics

The evaluation metrics are standard precision and recall calculated on the test sets. Predicted change points are considered correct if they match an annotated change point within a forgiveness collar (closest pairs are matched first until no pairs remain). Although our main evaluation metrics are precision and recall of detected speaker change points at a forgiveness collar of 250 ms, we also show the same metrics using a larger 0.5 second collar. A change point is predicted to happen if the local maximum of the models output is higher than a threshold, the value of which is determined by maximizing the F1 score on the development set.

4.4. Baselines

In addition to the pure LSTM-based speaker segmentation system [4], we compare our results to various baselines. Since speaker change points can be easily derived from the output of a speaker diarization system, we use several speaker diarization models that have achieved competitive results on various diarization benchmarks.

The recently proposed VBx diarization method [23] has produced state-of-the-art results on CALLHOME, AMI and DI-HARD II datasets. The method uses a Bayesian hidden Markov model to find speaker clusters in a sequence of x-vectors. We used the open source implementation of the method available at GitHub\(^{2}\). The diarization pipeline first extracts x-vectors from the sections of the audio that contain speech. The provided x-vector models are trained on VoxCeleb1 [24], VoxCeleb2 [18] and CN-CELEB [25]. The x-vectors are extracted every 0.25 seconds from overlapping sub-segments of 1.5 seconds. The x-vectors are centered, whitened and length normalized [26]. The x-vectors are pre-clustered using agglomerative hierarchical clustering to obtain the initial speaker labels and finally further clustered using the VBx model. The used the VBx parameters $P_A$, $P_b$ and $P_{loop}$, tuned on the respective development sets in order to minimize the boundary detection F1 score with a 250 ms forgiveness collar.

We also compare to the neural speaker segmentation method implemented in pyannote.audio [27] that performs joint voice activity detection, speaker segmentation and overlapped speech detection. Similarly to the original EEND approach [28], here speaker segmentation is modeled as a multi-label classification problem using permutation-invariant training. The model op-

\(^{2}\)https://github.com/BUTSpeechFIT/VBx
| Model                                      | Estonian dataset | English dataset |
|--------------------------------------------|------------------|-----------------|
|                                            | collar=0.25s | collar=0.50s | P    | R    | F1   | P    | R    | F1   | P    | R    | F1   |
| Pretrained speaker diarization (VBx)       | 0.68 0.68       | 0.96 0.96       | 0.96 | 0.48 | 0.64 | 0.55 | 0.67 | 0.88 | 0.76 |
| Pretrained *pyannote.audio*                | 0.62 0.73       | 0.79 0.73       | 0.73 | 0.42 | 0.38 | 0.40 | 0.57 | 0.51 | 0.54 |
| + finetuned on the given dataset            | 0.82 0.82       | 0.89 0.89       | 0.89 | 0.60 | 0.49 | 0.54 | 0.73 | 0.59 | 0.65 |
| BLSTM                                      | 0.70 0.85       | 0.88 0.81       | 0.81 | 0.44 | 0.59 | 0.50 | 0.50 | 0.62 | 0.55 |
| + collar aware training                    | 0.75 0.81       | 0.86 0.83       | 0.83 | 0.59 | 0.57 | 0.58 | 0.61 | 0.61 | 0.61 |
| Resnet + BLSTM                             | 0.80 0.78       | 0.84 0.82       | 0.82 | 0.59 | 0.66 | 0.62 | 0.65 | 0.69 | 0.67 |
| + collar aware training                    | 0.92 0.89       | 0.96 0.94       | 0.94 | 0.76 | 0.69 | 0.73 | 0.79 | 0.76 | 0.78 |

### Streaming processing

| Model                                      | collar=-1.0s | collar=0.0s | collar=1.0s | collar=-1.0s | collar=0.0s | collar=1.0s |
|--------------------------------------------|--------------|-------------|-------------|--------------|-------------|-------------|
| *pyannote.audio* with latency=1.0s         | 0.34 0.67     | 0.45 0.37   | 0.49 0.21   | 0.33 0.26    | 0.28 0.44    | 0.34 0.28    |
| + finetuned on our data                    | 0.42 0.68     | 0.51 0.46   | 0.57 0.26   | 0.45 0.32    | 0.30 0.52    | 0.38 0.30    |
| Resnet + LSTM                              | 0.73 0.73     | 0.73 0.76   | 0.76 0.56   | 0.62 0.59    | 0.58 0.71    | 0.64 0.58    |
| + collar aware training                    | 0.89 0.83     | 0.86 0.92   | 0.86 0.66   | 0.71 0.68    | 0.72 0.75    | 0.74 0.72    |

Figure 5: Random samples of Resnet+BLSTM model outputs for neighborhood- and collar-based models trained on the English dataset centered around annotated speaker change points.

erates on short audio chunks (5 seconds) at a temporal resolution of every 16 ms and outputs speaker activation probabilities that are stitched together across frames. More specifically, we use the model available at [https://huggingface.co/pyannote/segmentation](https://huggingface.co/pyannote/segmentation) that is trained on the DIHARD3 corpus [29, 30]. We also experiment with the same model in a low-latency setting [31], using the open-source implementation[^1]. In streaming mode, the latency of the segmentation output is configurable. To make the results comparable to our streaming model, we used a latency of 1 second.

In addition to using the publicly available *pyannote.audio* segmentation model, we also experimented with finetuning it on our training data. This was done on each dataset and resulted in further baselines for both streaming and offline settings.

In order to convert the output of the diarization systems to speaker change points we consider all the consecutive pairs of speaker segments where the speaker ids differ. If there is less than 2 seconds between the two segments then a speaker change point is predicted at the beginning of the second segment. This was found to give better results than other choices in the gap like the midpoint or the end of the first segment.

### 4.5. Results

A comparison of the model performances on the two datasets is provided in Table 2. The results are divided into two categories: models that perform change point detection in batch mode, and streaming models. The Resnet+LSTM based models trained using the proposed collar-aware loss function clearly outperform the same models trained using the standard training method on both datasets. Furthermore, these models also provide higher speaker change point detection accuracy than the baseline speaker diarization models. The state-of-the-art VBx diarization model actually results in impressive accuracy at a collar of 0.5 seconds but much lower accuracy at the standard

[^1]: [https://github.com/juanmc2005/StreamingSpeakerDiarization/](https://github.com/juanmc2005/StreamingSpeakerDiarization/)
0.25 second collar. This might be due to the fact that the VBx model uses a relatively large temporal resolution of 0.25 seconds which causes the detected change point to be considered an error if it is off by just one timestep.

Precision-recall curves obtained by varying the classification threshold on the English test set are presented in Figure 4. It can be seen that collar-aware training outperforms neighbourhood-based training at all operation points for both LSTM and Resnet-BLSTM based models.

![Figure 6: F1 scores on the English dataset for models of varying training collar size.](image)

### 4.5.1. Peakiness of model output

One benefit of the collar-aware loss function discussed above was the "peaky" output of the model. Figure 5 demonstrates this effect by visualizing samples obtained from Resnet+BLSTM model outputs centered around randomly chosen annotated boundaries for the English dataset. The output obtained from a model trained using the neighborhood-based method is spread out over multiple frames requiring finding the exact local maximum in post-processing. In comparison, the change points predicted by the model trained with the collar-based method can be obtained by simply comparing the model outputs to a threshold since the activations tend to be limited to a single frame.

### 4.5.2. Tuning the collar size

Figure 6 shows the influence of the collar size used during training on the F1 score on English test data. The optimal size for the collar is dependent on the nature of the data, how imbalanced it is and how reliable the annotated boundaries are. Overall, there seems to be flexibility to the choice of collar size as the F1 score does not change a lot across the tested range. Notably, all of the tested collar sizes lead to a better result than the neighborhood based models.

5. Conclusion

This work presented a novel supervision method for speaker change detection models using a collar-aware objective function. In our experiments we compared it with a conventional training method that artificially labels a neighborhood of an annotated boundary as positive as well as various state-of-the-art speaker diarization models. We find that our collar-aware training yields improved results both for a purely LSTM-based model and one that uses pretrained embeddings with 8-fold sub-sampling.

We analyzed model outputs around randomly chosen boundaries to show that the activations for our method are concentrated to a single frame. This makes our training method well suited for online applications as there is no need for local maxima detection in post-processing.

The exact choice of collar size was determined to not have a great effect on performance with choices from 80ms to 500ms all outperforming the conventional training method.
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