An inexact restoration-nonsmooth algorithm with variable accuracy for stochastic nonsmooth convex optimization problems in machine learning and stochastic linear complementarity problems
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Abstract

We study unconstrained optimization problems with nonsmooth and convex objective function in the form of a mathematical expectation. The proposed method approximates the expected objective function with a sample average function using Inexact Restoration-based adapted sample sizes. The sample size is chosen in an adaptive manner based on Inexact Restoration. The algorithm uses line search and assumes descent directions with respect to the current approximate function. We prove the a.s. convergence under standard assumptions. Numerical results for two types of problems, machine learning loss function for training classifiers and stochastic linear complementarity problems, prove the efficiency of the proposed scheme.
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1 Introduction

Let us observe an unconstrained optimization problem which objective function takes the form of a mathematical expectation

$$\min_x f(x) = E[F(x, \xi)],$$

where $F : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R}$ is continuous and convex function with respect to $x$, bounded from below, $\xi : \Omega \to \mathbb{R}^m$ is random vector and $(\Omega, \mathcal{F}, P)$ is probability space. Convexity implies that $F$ is locally Lipschitz, [1]. No additional smoothness assumption is imposed. A number of important problems can be stated in the form (1.1) - starting from data analytics with huge data sets which require working with subsamples or online training with the permanently increasing data sets [2], to simulations of natural and industrial processes with number of random parameters [3, 4, 5, 6].

The objective function in (1.1) can rarely be computed exactly and might be nonsmooth. Thus, the main issues that arise in iterative methods for solving (1.1) are the approximation of the objective function and the choice of search directions. The most common approximation of the mathematical expectation is the Sample Average Approximation (SAA). For a given independent and identically distributed, i.i.d., sample $\{\xi_1, \ldots, \xi_N\}$ of the size $N$, the SAA approximate objective function is defined as

$$f_N(x) = \frac{1}{N} \sum_{i=1}^{N} f_i(x),$$

where $f_i(x) = F(x, \xi_i)$. The sample vectors $\xi_1, \ldots, \xi_N$ are assumed to be i.i.d. and the sample size $N$ determines the accuracy of the approximation (1.2), [7]. Naturally, larger $N$ implies higher accuracy of the approximate function $f_N$, but makes any optimization algorithm more costly as the cost of computing $f_N$, as well as search directions, increases with $N$. There is a vast literature dealing with variable sample size methods for SAA approximations, [8, 9, 10, 11, 12], which range from simple heuristics to complex schemes, all of them with the idea of using cheaper, lower accuracy approximations of
the objective function whenever possible, in order to save the computational effort.

The second issue one needs to address is the choice of search directions. In the case of smooth problems we can choose between relatively slow but cheap first order methods or more elaborate and more costly second order methods, depending on a particular problem structure, needed accuracy etc. In the case of nonsmooth problems the gradient is generally replaced by a subgradient or more elaborate schemes like gradient sampling, [13, 14], bundle methods, [15], proximal methods, [16], and so on. A number of recent papers deals with second order search directions [17, 18, 19].

The method presented in this paper addresses both issues by using an adaptive variable accuracy and descent directions with respect to the current approximate functions. The sample size is governed by Inexact Restoration (IR) framework introduced by Martinez and Pilota [20] and consists of two phases: the restoration and the optimality phase. The main idea of IR is to treat the phases, restoration and optimality, in a modular way and then to use a merit function, which combines feasibility and optimality and enforces progress towards a feasible optimal point. As IR is constrained optimization tool, the problem (1.1) is reformulated into a constrained problem as follows

$$\min f_N(x), \text{ s.t. } f_N(x) = f(x), \quad (1.3)$$

where $f$ and $f_N$ are defined in (1.1) and (1.2), respectively.

Notice that (1.3) is equivalent to (1.1) if the constraint is satisfied. However if we consider methods that are not strictly feasible, i.e., not all iterations satisfy the constraint, then we can treat $N$ as an additional variable in the constraint. That is precisely what we will do in the IR approach - in each iteration $k$ of the method we will determine a suitable $N_k$. There are numerous studies that have confirmed the benefits of using the IR approach in the varying accuracy approximations framework, [21, 22]. The key advantage of this approach is the fact that feasibility and optimality are kept in balance through merit function. Therefore, the accuracy of the approximate objective function depends on the progress towards optimality in each iteration. Obviously, the accuracy is adaptive, endogenous to the algorithm and there is no need for additional parameters or heuristics in the sample size determination. Furthermore, the sequence of sample sizes is very often nonmonotone, increasing the accuracy (and the computational cost) whenever we approach the solution to ensure good quality of the approximate solution, and decreasing the accuracy (and the costs) when the current iterate is far away from the
solution. The approach has been used for variable accuracy approximations for the first time in [22] for the problem of finite sum minimization coupled with line search descent direction method, based on results from [23]. It is extended to trust region framework and constrained problems, [20, 21, 24]. An approach for solving problems with variable accuracy in both objective function and constraints is analyzed in [25].

The step size is a challenging issue in stochastic analysis and it was a subject of research in many papers, [26, 27, 28, 29, 30, 31]. Line search methods, which are an important tool in deterministic optimization, are not easily extended to the stochastic case due to the mutual dependence of step size and search direction, which are both random variables in the stochastic framework. An important study on this topic is given in [30] where the approximations of the objective function and its gradient are assumed to be good enough with a fixed high probability. Under these settings, the complexity analysis in terms of expected number of iterations to reach near-optimal solution is provided. In [32] a second order direction is considered but an additional sampling is used in Armijo-like condition to overcome the bias issue. The approach presented here differs in several aspects. First of all, we consider the approximate objective of the form (1.2) and prove that the algorithm introduced here yields $N \to \infty$. In other words we approach the objective function almost surely under some standard conditions. This property of the algorithm is a direct consequence of IR strategy. Furthermore, the conditional expectation of the relevant SAA estimator is equal to the objective function under our settings (for details see the final paragraph of Section 2 and the proof of Lemma 3.1), and the step size is not directly involved. Another important difference lies in the fact that the objective function and its approximations are not differentiable, and thus the step size analysis is more complicated even in the strongly convex case.

Our contributions are the following. We define Inexact Restoration - Nonsmooth (IR-NS) algorithm for nonsmooth optimization with variable accuracy and prove a.s. convergence of the algorithm under the set of standard assumptions. By using Inexact Restoration for sample size selection we generalize the results from [33]. More precisely, since IR-NS pushes the SAA error to zero, in the case of finite sum problems where the objective function is given by (1.2) with the finite full sample size $N$, the true objective function is reached eventually and the convergence results from [33] hold. IR-NS algorithm also covers wider class of problems than finite sums, including infinite sums. Our experiments confirm the intuitive reasoning that working with
variable, adaptive sample size is more effective than working with predefined or full sample size as in [33]. To emphasize this fact we present experiments with the same search direction as in [33] - the nonsmooth BFGS descent direction, and demonstrate the advantages of variable sample size approach proposed in IR-NS. In general, an arbitrary descent direction in the sense of Assumption 2 stated below is applicable. From theoretical point of view, the complexity of order $\varepsilon^{-2}$ is proved, which also applies to the method from [33]. The obtained complexity is in line with the results from [34] where the complexity of IR is analyzed. The result in [34] is obtained for smooth constrained problems and is of the form $\varepsilon_{\text{feas}}^{-1} + \varepsilon_{\text{opt}}^{-2}$, with $\varepsilon_{\text{feas}}$ being the constant for feasibility and $\varepsilon_{\text{opt}}$ coincides with the $\varepsilon$ that we consider here. Notice that the problems considered in [34] are smooth and deterministic. The complexity results obtained in [24] are not comparable to the complexity results for IR-NS as the methods analyzed in [24] are specialized for smooth problems and problems with regularization. It is important to notice that the choice of sample size we propose here introduces stochastic iterative sequence which might seem as an unnecessary complication if one is dealing with finite sum problems. However we will show that the complexity remains the same and asymptotically we get a.s. convergence, so the stochastic nature does not alter the expected theoretical results. On the other hand, the intrinsic nature of the sample size variation, based on the progress of the iterative process, yields significant computational cost savings as demonstrated in the numerical results.

The paper is organized as follows. The algorithm and some preliminaries are given in Section 2, while Section 3 contains convergence analysis. Numerical results are presented in Section 4. Some conclusions are drawn in Section 5.

2 Proposed algorithm

The following assumption summarizes the properties of the problem (1.1).

Assumption A 1. Assume that $f_i(x) = F(x, \xi_i)$, $i = 1, 2, \ldots$, are continuous, convex and bounded from below with a constant $C$ for all $\xi_i$.

Notice that Assumption A1 implies that $f$ is convex and continuous function as well as $f_N$. Following the standard line search method, we assume that a descent direction can be provided for any given function $f_N$. 

5
Assumption A 2. For any given $N$, $x$ and $B$ such that $mI \preceq B(x) \preceq MI$, for some positive and bounded constants $m \leq M$ we can compute a direction $p_N \in \mathbb{R}^n$ such that

$$p_N(x) = -B(x)\bar{g}_N(x) \quad \text{and} \quad \sup_{g \in \partial f_N(x)} g^T p_N(x) \leq -\frac{m}{2} \|\bar{g}_N(x)\|^2;$$

where $\bar{g}_N(x) \in \partial f_N(x)$.

Let us briefly discuss the plausibility of the above assumption. One possibility to generate such direction is presented in [33] where $B$ is the BFGS matrix. If an oracle for calculating $\sup_{g \in \partial f_N(x)} g^T p_N(x)$ is available, then we can take the subgradient descent direction. Another approach would be to use gradient subsampling techniques [35]. For directions that satisfy Assumption [2] the following result holds, [33]. We provide the proof for the sake of completeness.

**Lemma 2.1.** Let Assumptions A1 and A2 hold. Then there exists $\tau_N(x) > 0$ and $\gamma \in (0, 1)$ such that the subgradient Armijo condition

$$f_N(x + \alpha p_N(x)) \leq f_N(x) - \gamma \alpha \|p_N(x)\|^2.$$ 

holds for all $\alpha \in [0, \tau_N(x)]$.

**Proof.** Let us fix an arbitrary $N$ and an arbitrary $x \in \mathbb{R}^n$. If $\bar{g}_N(x) = 0$ the statement is obviously true. In the case $\bar{g}_N(x) \neq 0$ we can define $\delta(\alpha) := f_N(x + \alpha p_N(x))$, where $p_N(x)$ is a descent direction satisfying Assumption 2. For such $p_N(x)$ there holds

$$\delta'(\alpha) = \sup_{g \in \partial f_N(x)} g^T p_N(x) < 0.$$

Consider

$$l(\alpha) := f_N(x) + \alpha \eta \sup_{g \in \partial f_N(x)} g^T p_N(x),$$

for some $\eta \in (0, 1)$. Given that $\sup_{g \in \partial f_N(x)} g^T p_N(x) < 0$, $f_N$ is bounded from below and convex by Assumption A1 there exists an unique intersection of the functions $\delta$ and $l$ on the interval $\alpha \in (0, \infty)$. Let us denote this intersection by $\tau_N(x)$. Then, for all $\alpha \in [0, \tau_N(x)]$ there holds

$$f_N(x + \alpha p_N(x)) \leq f_N(x) + \alpha \eta \sup_{g \in \partial f_N(x)} g^T p_N(x).$$
Furthermore, Assumption 2 implies
\[ f_N(x + \alpha p_N(x)) \leq f_N(x) - \alpha \eta m \frac{m}{2} \| g_N(x) \|^2 \leq f_N(x) - \alpha \eta m \frac{m}{2M} \| p_N(x) \|^2 \]
and the statement holds for \( \gamma = \eta m/(2M^2) \). \qed

The problem we are solving is defined by (1.3). Clearly the feasibility condition \( f_N(x) = f(x) \) can not be enforced in the general case of expected value as in that case we should have \( N \to \infty \). Furthermore, neither the deviation from feasible condition \( |f(x) - f_N(x)| \) can be computed. Thus we introduce an approximate infeasibility measure as a function \( h(N) \) for arbitrary integer \( N \). Assume that \( h: \mathbb{N} \to \mathbb{R}_+ \cup \{0\} \) is monotonically decreasing function such that \( \lim_{N \to \infty} h(N) = 0 \). In other words, \( h(N) \) is a proxy for \( |f(x) - f_N(x)| \).

If we are solving a finite sum problem, i.e. if \( f(x) = f_{N_{\text{max}}}(x) \) for a fixed \( N_{\text{max}} \) then for arbitrary \( N \leq N_{\text{max}} \) we can define \( h(N) = (N_{\text{max}} - N)/N_{\text{max}} \). For the case of unbounded \( N \) one possible simple choice is \( h(N) = N^{-1} \). The merit function for IR is defined in the usual way
\[ \Phi(x, N, \theta) := \theta f_N(x) + (1 - \theta) h(N), \]
where \( \theta \in (0, 1) \) is the penalty parameter used to give different weights to the objective function and the measure of infeasibility and \( N \) is an integer that defines the level of accuracy in the approximate function \( f_N \).

At each iteration \( k \) we have the accuracy parameter as an integer \( N_k \), the solution estimate \( x_k \), the penalty parameter \( \theta_k \) and the approximate objective function \( f_{N_k} \). The algorithm is as follows.

**Algorithm 1: IR-NS (Inexact Restoration - Nonsmooth)**

\( S0 \) Given \( x_0 \in \mathbb{R}^n, N_0 \in \mathbb{N}, \theta_0, r \in (0, 1), \beta, \gamma, \tau > 0 \). Set \( k = 0 \).

\( S1 \) Restoration phase. Find \( \tilde{N}_{k+1} \geq N_k \) such that
\[ h(\tilde{N}_{k+1}) \leq r h(N_k), \]
\[ f_{\tilde{N}_{k+1}}(x_k) - f_{N_k}(x_k) \leq \beta h(N_k). \] (2.1)

\( S2 \) If \( \Phi(x_k, \tilde{N}_{k+1}, \theta_k) - \Phi(x_k, N_k, \theta_k) \leq \frac{1-r}{2} \left( h(\tilde{N}_{k+1}) - h(N_k) \right) \) set \( \theta_{k+1} = \theta_k \). Else
\[ \theta_{k+1} := \frac{(1 + r)(h(N_k) - h(\tilde{N}_{k+1}))}{2 \left[ f_{\tilde{N}_{k+1}}(x_k) - f_{N_k}(x_k) + h(N_k) - h(\tilde{N}_{k+1}) \right]}. \]
S3 Optimization Phase. Choose $N_{k+1} \leq \tilde{N}_{k+1}$, $p_{N_{k+1}} \in \mathbb{R}^n$ and $\alpha_k \in (0, 1]$ such that

$$f_{N_{k+1}}(x_k + \alpha_k p_{N_{k+1}}(x_k)) - f_{\tilde{N}_{k+1}}(x_k) \leq -\gamma \alpha_k \|p_{N_{k+1}}(x_k)\|^2, \quad (2.2)$$

$$h(N_{k+1}) \leq h(\tilde{N}_{k+1}) + \tilde{\gamma} \alpha_k^2 \|p_{N_{k+1}}(x_k)\|^2, \quad (2.3)$$

$$\Phi(x_k + \alpha_k p_{N_{k+1}}(x_k), N_{k+1}, \theta_{k+1}) - \Phi(x_k, N_k, \theta_{k+1}) \leq \frac{1 - r}{2} (h(\tilde{N}_{k+1}) - h(N_k)). \quad (2.4)$$

S4 Set $p_k = p_{N_{k+1}}(x_k)$, $x_{k+1} = x_k + \alpha_k p_k$, $k := k + 1$ and go to S1.

Let us briefly discuss the key points of IR-NS algorithm. In Step S1 the feasibility is improved, i.e. a new sample size candidate $\tilde{N}_{k+1}$ is chosen. Additionally, the value $f_{\tilde{N}_{k+1}}(x_k)$ might increase with respect to $f_{N_k}(x_k)$ by at most $\beta h(N_k)$. Thus, optimality can deteriorate with respect to the previous iteration but the deterioration is controlled by the function $h$, i.e., it depends on the accuracy of the objective function. So, for smaller $N_k$ - which means looser approximation of the true objective function, the deterioration of optimality can be relatively large, as we assume that we are still far away from solution. Parameter $\beta$ can be arbitrary large, but finite. In some applications (ex. finite sums) one can prove that such $\beta$ exists under standard conditions. However, in general, since we do not impose differentiability of the objective function nor any other special property, the following assumption is needed.

**Assumption A 3.** Suppose that there exists $\beta$ such that (2.1) holds for each $k$.

The penalty parameter is updated in such way that it ensures a decrease of the merit function as stated in Lemma 2.2. Moreover, it can also be shown that the sequence of $\theta_k$ is non-increasing and bounded away from zero which prevents the optimality part to vanish from the merit function. The proof of Lemma 2.2 is fundamentally the same as in [22, Lemma 2.1] and thus we omit it here.

**Lemma 2.2.** [22] Let Assumptions A1- A3 hold. Then the sequence $\{\theta_k\}$ generated by Algorithm IR-NS is positive and non-increasing, the inequality

$$\Phi(x_k, \tilde{N}_{k+1}, \theta_{k+1}) - \Phi(x_k, N_k, \theta_{k+1}) \leq \frac{1 - r}{2} (h(\tilde{N}_{k+1}) - h(N_k))$$

holds and there exists $\theta^* > 0$ such that $\lim_{k \to \infty} \theta_k = \theta^*$. 
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In Step S3 we chose the sample size to be used in the subsequent iteration. Notice that one possible choice is \( N_{k+1} = \tilde{N}_{k+1} \) since (2.2)-(2.3) are satisfied due to Lemma 2.1 and, as we will prove in Lemma 2.3, there exists \( \alpha_k \) which satisfies inequality (2.4) in that case as well. On the other hand, in order to decrease the overall costs, we try to decrease the sample size if it still provides the decrease in the merit function (2.4). The resulting sample size \( N_{k+1} \) can be larger, equal or smaller than \( N_k \). Our numerical study shows that allowing the decrease of a sample size is beneficial in terms of overall function evaluations. In practical implementations, we estimate the sample size lower bound \( N_{\text{trial}}_{k+1} \) derived from (2.4) and let \( N_{k+1} \in \{N_{\text{trial}}_{k+1}, \lfloor (N_{\text{trial}}_{k+1} + \tilde{N}_{k+1})/2 \rfloor, \tilde{N}_{k+1}\} \). We use the backtracking technique for finding \( \alpha_k \), but at each backtracking step we try all three candidate values for \( N_{k+1} \). This is just one possible approach and the optimal strategy remains an open question, probably problem-dependent.

**Lemma 2.3.** Let Assumptions A1- A3 hold. Then, there exists \( \gamma > 0 \) such that Step 3 of Algorithm IR-NS is well-defined.

**Proof.** The algorithm is well defined if there exists a choice of \( N_{k+1} \leq \tilde{N}_{k+1} \) and a descent direction \( p_k \) such that (2.2) - (2.4) hold for some \( \alpha_k > 0 \) and a suitable \( \gamma > 0 \) for each \( k \). Let us take \( N_{k+1} = \tilde{N}_{k+1} \) and retain the same sample so that \( f_{N_{k+1}} = f_{\tilde{N}_{k+1}} \). In that case Lemma 2.1 implies the existence of \( \tau_k := \tau_{N_{k+1}}(x_k) > 0 \) such that the inequality (2.2) holds for all \( \alpha \in [0, \tau_k] \). Since (2.3) is trivially satisfied for this choice of \( N_{k+1} \), it remains to prove the existence of \( \alpha_k \in [0, \tau_k] \) such that (2.4) holds. By (2.2), (2.3) and Lemma 2.2, for all \( \alpha \in [0, \tau_k] \),

\[
\Phi(x_k + \alpha p_k, N_{k+1}, \theta_{k+1}) - \Phi(x_k, N_k, \theta_{k+1}) \\
= \Phi(x_k + \alpha p_k, N_{k+1}, \theta_{k+1}) - \Phi(x_k, \tilde{N}_{k+1}, \theta_{k+1}) + \Phi(x_k, \tilde{N}_{k+1}, \theta_{k+1}) - \Phi(x_k, N_k, \theta_{k+1}) \\
\leq \Phi(x_k + \alpha p_k, N_{k+1}, \theta_{k+1}) - \Phi(x_k, \tilde{N}_{k+1}, \theta_{k+1}) + \frac{1-r}{2} \left(h(\tilde{N}_{k+1}) - h(N_k)\right) \\
= \theta_{k+1} \left(f_{N_{k+1}}(x_k + \alpha p_k) - f_{\tilde{N}_{k+1}}(x_k)\right) + \frac{1-r}{2} \left(h(\tilde{N}_{k+1}) - h(N_k)\right) \\
\leq -\theta_{k+1} \gamma \alpha ||p_k||^2 + \frac{1-r}{2} \left(h(\tilde{N}_{k+1}) - h(N_k)\right) \leq \frac{1-r}{2} \left(h(\tilde{N}_{k+1}) - h(N_k)\right).
\]

Therefore, (2.4) holds for all \( \alpha \in [0, \tau_k] \). \( \square \)

Notice that in the above Lemma 2.3 we proved only that the algorithm is well defined, i.e., we can always take \( N_{k+1} = \tilde{N}_{k+1} \) and the \((k+1)\)th
iteration is well defined. However, other possibilities for $N_{k+1}$ exists and we discuss some of them in Section 4. Since the sample size sequence is not monotonically increasing in general, it is not obvious that $N_k$ tends to infinity. Nevertheless, using essentially the same proof as in [22, Theorem 2.1], we conclude that infeasibility measure tends to zero yielding the result of $\lim_{k \to \infty} N_k = \infty$. Specially, for the finite sum problem we conclude that the full sample is reached after a finite number of iterations. The proof of Theorem 2.1 in [22] contains an important relation stated below

$$\sum_{k=0}^{\infty} h(N_k) \leq C_1 < \infty,$$  \hspace{1cm} (2.5)

where $C_1 > 0$ is a constant, that we will use in further convergence analysis presented in the next Section.

Let us now provide more insights regarding the stochastic concept of the proposed algorithm. IR-NS yields stochastic sequence of iterates $x_k$. The stochastic nature comes from the sequence of random variables $N_k$ that determine the samples to be used for the SAA functions. Assume that we are at iteration $k$ and $x_k$ is known. Denote by $\mathcal{F}_k$ the $\sigma$-algebra generated by $x_0, \ldots, x_k$, i.e., by random variables that determine $f_{N_j}, j = 1, \ldots, k$ and $f_{N_j}, j = 0, \ldots, k$. Since the samples are assumed to be i.i.d., we have conditionally unbiased estimators. More precisely, at the beginning of Step S1 of the algorithm a new sample size $\tilde{N}_{k+1}$ is chosen and a random sample is generated to obtain $f_{\tilde{N}_{k+1}}$. Thus, since $x_k$ is $\mathcal{F}_k$-measurable (i.e., known at that point of the algorithmic procedure), there holds

$$E \left[ f_{\tilde{N}_{k+1}}(x_k) | \mathcal{F}_k \right] = f(x_k),$$  \hspace{1cm} (2.6)

where $E [\cdot | \mathcal{F}_k]$ denotes the conditional expectation with respect to $\mathcal{F}_k$ [35]. Also $E \left[ f_{N_{k+1}}(x_k) | \mathcal{F}_k \right] = f(x_k)$. However, $E \left[ f_{N_{k+1}}(x_{k+1}) | \mathcal{F}_k \right]$ is not equal to $f(x_{k+1})$ in general because $x_{k+1}$ is dependent on $N_{k+1}$. More precisely, the second round of stochastic influence within iteration $k$ comes at the Step S3 where we choose $N_{k+1}$ which may yield totally different sample for $f_{N_{k+1}}$ with respect to $f_{\tilde{N}_{k+1}}$ in general (each trial sample size may yield different sample). Moreover, the direction $p_{N_{k+1}}(x_{k+1})$ and the step size $\alpha_k$ directly depend on the generated samples and thus we lose the martingale property. This is a common situation in stochastic line search (see [14] for instance). In Step S4, we set the next iterate and return to Step S1, repeating the procedure.
3 Convergence analysis

The convergence analysis is performed under the set of standard assumptions for stochastic problems stated below. We analyze conditions needed for a.s. convergence of IR-NS and provide complexity result at the end of this section. The two assumptions stated in this Section are needed to ensure that the Uniform Law of Large Numbers (ULLN) holds.

**Assumption A 4.** The objective function $f$ has bounded level sets.

This assumption holds if the objective function is strongly convex for example, and we have the following result.

**Lemma 3.1.** Let Assumptions A1-A4 hold. Suppose that there exists a constant $C_0$ such that $F(x_0,ξ) ≤ C_0$ for any $ξ$. Then $f(x_k) ≤ C_2$ holds for all $k$, i.e., $\{x_k\}_{k∈N} ⊆ D$, where

$$D = \{x ∈ ℜ^n \mid f(x) ≤ C_2\}$$

and $C_2 = C_0 + 2βC_1$.

**Proof.** The set $D$ is compact by Assumption A4. Using inequalities (2.1)-(2.2), for all $k$ we obtain

$$f_{N_{k+1}}(x_{k+1}) ≤ f_{N_k}(x_k) - γα_k ||p_{N_k}(x_k)||^2 ≤ f_{N_k}(x_k) + βh(N_k).$$

Furthermore, using the induction argument and (2.5) we get

$$f_{N_{k+1}}(x_{k+1}) ≤ f_{N_0}(x_0) + β \sum_{j=0}^{k} h(N_j) ≤ f_{N_0}(x_0) + βC_1,$$

for all $k = 0, 1, ....$ Obviously, the assumption of uniformly bounded $F$ at the initial point $x_0$ implies that $f_{N_0}(x_0) ≤ C_0$ and we obtain

$$f_{N_k}(x_k) ≤ C_0 + βC_1, \quad (3.1)$$

for all $k = 1, 2, ....$ Finally, by (2.6) and inequalities (2.1) and (3.1) we get

$$f(x_k) = E \left[ f_{N_{k+1}}(x_k) | F_k \right] ≤ E \left[ f_{N_k}(x_k) + βh(N_k) | F_k \right] ≤ C_0 + 2βC_1 := C_2,$$

which completes the proof. □
Assumption A 5. The function $F$ is dominated by an integrable function on a bounded open set $\bar{D}^0$ such that $D \subset \bar{D}^0$.

Under the stated assumptions the ULLN \cite{9} implies that $\lim_{N \to \infty} \sup_{x \in D} |f_N(x) - f(x)| = 0$ a.s. Notice that this equality holds trivially if the sample is finite and the full sample is eventually achieved and retained. 

Denote by $X^* = \{ x \in \mathbb{R}^n : f(x) = \inf_y f(y) := f^* \}$ the set of solutions for problem \ref{1.1}. Define

$$t_k := \max_{x,y \in D} \{|f(x) - f_{N_k+1}(x)| + |f(y) - f_{\bar{N}_{k+1}}(y)|\},$$

where $\bar{D}$ is a compact enlargement of $D$, i.e., $\bar{D}$ is the closure of an open set $D^0 \supset D$. Therefore, both $D$ and $\bar{D}$ are compact sets and $D \subseteq \bar{D}$. Notice that ULLN and the fact $h(N_k) \to 0$ imply that $t_k \to 0$ a.s. if $N_k \to \infty$. Let us analyse the convergence depending on properties of the step size sequence $\{\alpha_k\}$ and the error sequence $\{t_k\}$.

**Theorem 3.1.** Let Assumptions A1-A5 hold and $\{x_k\}$ be a sequence generated by Algorithm IR-NS. If $\alpha_k \geq \alpha > 0$ for all $k \in \mathbb{N}$ then there exists an accumulation point $x^*$ of $\{x_k\}$ which is a solution of problem \ref{1.1} a.s.

**Proof.** Denote $\bar{g}_k = \bar{g}_{N_k}(x_k)$. Then Assumption A2 and \eqref{2.2} imply

$$f_{N_k+1}(x_{k+1}) \leq f_{\bar{N}_{k+1}}(x_k) - \gamma \alpha_k \|p_k\|^2 \leq f_{\bar{N}_{k+1}}(x_k) - \eta \alpha_k \|f_{\bar{N}_{k+1}}\|^2,$$

where $\eta = \gamma m^2$. Furthermore,

$$f(x_{k+1}) \leq f_{\bar{N}_{k+1}}(x_k) - \eta \alpha_k \|f_{\bar{N}_{k+1}}\|^2 + f(x_{k+1}) - f_{N_{k+1}}(x_{k+1})$$

$$\leq f(x_k) - \eta \alpha_k \|f_{\bar{N}_{k+1}}\|^2 + |f(x_{k+1}) - f_{N_{k+1}}(x_{k+1})| + |f_{\bar{N}_{k+1}}(x_k) - f(x_k)|.$$

From the definition of $t_k$ \eqref{3.2}, we obtain

$$f(x_{k+1}) \leq f(x_k) - \eta \alpha \|f_{\bar{N}_{k+1}}\|^2 + t_k.$$  \tag{3.3}

We will show that $\liminf_{k \to \infty} \|f_{\bar{N}_{k+1}}\|^2 = 0$. Assume the contrary, i.e., that $\|f_{\bar{N}_{k+1}}\|^2 \geq \rho > 0$ for some $\rho > 0$ and all $k$. Then $\eta \alpha \|f_{\bar{N}_{k+1}}\|^2 \geq \eta \alpha \rho > 0$. Since $t_k \to 0$ a.s., there exists $K$ such that for all $k \geq K$ there holds $t_k \leq \frac{1}{2} \eta \alpha \|f_{\bar{N}_{k+1}}\|^2$ a.s. and thus \eqref{3.3} implies $f(x_{k+1}) \leq f(x_K) - \eta \alpha \rho/2$ a.s. Equivalently, for all $s \in \mathbb{N}$ we have

$$f(x_{K+s}) \leq f(x_K) - \frac{s}{2} \eta \alpha \rho \quad \text{a.s.}$$  \tag{3.4}
Letting $s \to \infty$ yields a contradiction with the Assumption A11 which implies that $f$ is bounded from below. Therefore, we conclude that there exists $K \subseteq \mathbb{N}$ such that $\lim_{k \in K} \overline{g}_k = 0$ a.s. Since $\{x_k\} \subset D$ and $D$ is compact there follows that there exist $K_1 \subseteq K$ and $x^* \in D$ such that $x^* = \lim_{k \in K_1} x_k$.

Now, using the fact that $\overline{g}_k \in \partial f_{N_k+1}(x_k)$, for all $x \in \mathbb{R}^n$ we have $f_{N_k+1}(x) \geq f_{N_k+1}(x) + \overline{g}_k^T(x - x_k)$. Thus, for arbitrary $x \in \tilde{D}$ we have

\[
 f(x) \geq f_{N_k+1}(x_k) + \overline{g}_k^T(x - x_k) + f(x) - f_{N_k+1}(x) \\
 = f(x_k) + \overline{g}_k^T(x - x_k) - (f_{N_k+1}(x) - f(x_k) - f_{N_k+1}(x_k)) \\
 \geq f(x_k) + \overline{g}_k^T(x - x_k) - (|f(x) - f_{N_k+1}(x)| + |f(x_k) - f_{N_k+1}(x_k)|).
\]

(3.5)

Therefore, $f(x) \geq f(x_k) - ||\overline{g}_k|||x - x_k|| - 2t_k$. Taking the limit over $K_1$ and using the fact that $||x - x_k||$ is bounded, we obtain that for every $x \in \tilde{D}$ there holds

\[
 f(x) \geq f(x^*), \text{ a.s.}
\]

(3.6)

Recall that $x^* \in D$ and $\tilde{D}$ is a compact enlargement of $D$ so $x^*$ cannot be on the boundary of $\tilde{D}$ and there exists $\epsilon > 0$ such that $\mathcal{B}(x^*, \epsilon) \subset \tilde{D}$ and we conclude that $x^*$ is a local minimizer of $f$ a.s. Since $f$ is assumed to be convex, we conclude that $x^* \in X^*$ a.s.

\[\square\]

We can also prove that every strictly strong accumulation point [36] is a solution a.s. A point $x^*$ is called strictly strong accumulation point of the sequence $\{x_k\}_{k \in \mathbb{N}}$ if there exists a subsequence $K \subseteq \mathbb{N}$ and a constant $b \in \mathbb{N}$ such that $\lim_{k \in K} x_k = x^*$ and $k_{i+1} - k_i \leq b$ for any two consecutive elements $k_i, k_{i+1} \in K$. According to the available literature, [7, 37], and up to the best of our knowledge, stronger statement in a.s. sense is not possible without some additional assumptions on the rate of increase of $N_k$.

**Theorem 3.2.** Assume that the conditions of Theorem [3.1] hold. Then every strictly strong accumulation point of the sequence $\{x_k\}$ is a solution of problem (1.1) a.s.

**Proof.** Let $x^*$ be an arbitrary strictly strong accumulation point of the sequence $\{x_k\}$, i.e., $x^* = \lim_{i \to \infty} x_{k_i}$ and $s_i := k_{i+1} - k_i \leq b$ for every $i \in \mathbb{N}$. Since [3.3] holds for each $k \in \mathbb{N}$, we obtain

\[
 f(x_{k_{i+1}}) \leq f(x_{k_i}) - \eta \overline{\alpha} \sum_{j=0}^{s_i-1} ||\overline{g}_{k_{i+j}}||^2 + \sum_{j=0}^{s_i-1} t_{k_{i+j}} \leq f(x_{k_i}) - \eta \overline{\alpha} ||\overline{g}_{k_i}||^2 + \omega_i,
\]
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where $\omega_i = \sum_{j=0}^{b-1} t_{k_{i+j}}$. Notice that $\omega_i \to 0, i \to \infty$ a.s. We want to show that

$$\liminf_{i \to \infty} ||g_k||^2 = 0 \text{ a.s.} \quad (3.7)$$

Assume the contrary, i.e., for all $i \in \mathbb{N}$ there holds $||g_k||^2 \geq \varrho > 0$ for some $\varrho > 0$. Then, $\eta \varrho ||g_k||^2 \geq \eta \varrho \varrho > 0$ for all $i \in \mathbb{N}$. Therefore, there exists $\tilde{i}$ such that for all $i \geq \tilde{i}$ there holds $\omega_i \leq \frac{1}{2} \eta \varrho \varrho$ a.s. and thus $f(x_{k_{i+1}}) \leq f(x_k) - \frac{1}{2} \eta \varrho \varrho$ a.s. Letting $i \to \infty$ in the last inequality we obtain

$$f(x^*) \leq f(x^*) - \frac{1}{2} \eta \varrho \varrho < f(x^*),$$

which is contradiction. So, (3.7) holds and repeating the steps (3.4)-(3.6) from the proof of Theorem 3.1 we obtain the result, i.e. $x^* \in X^*$ a.s. \(\square\)

Next, we show that the convergence result as in Theorem 3.1 can be obtained under weaker assumptions on the step size sequence, but assuming that the sample size $N_k$ is eventually increased fast enough such that $\sum_{k=0}^{\infty} t_k < \infty$. For instance, if the sample is cumulative, the log bound given in Proposition 3.5 of [10] holds and $\sum_{k=0}^{\infty} t_k < \infty$ is true if $N_k \geq e^k$. Therefore, one can switch to exponential growth after a certain number of iterations of IR-NS algorithm, taking advantage of cheap iterations in early stages and theoretically proved convergence for fast increase of the sample size sequence in the later stages of algorithm. The switching point is an interesting problem itself, but beyond the scope of this paper.

**Theorem 3.3.** Let Assumptions A1-A5 hold and $\{x_k\}$ be a sequence generated by Algorithm IR-NS. If $\sum_{k=0}^{\infty} \alpha_k = \infty$ and $\sum_{k=0}^{\infty} t_k < \infty$ then there exists an accumulation point $x^*$ of $\{x_k\}$ which is a solution of problem (1.1).

**Proof.** Following the steps of the proof of Theorem 3.1 we obtain $f(x_{k+1}) \leq f(x_k) - \eta \alpha_k ||g_k||^2 + t_k$ for every $k$ and thus

$$f(x_{k+1}) \leq f(x_0) - \eta \sum_{i=0}^{k} \alpha_i ||g_i||^2 + \sum_{i=0}^{k} t_i.$$

The function $f$ is bounded from below and $\sum_{k=0}^{\infty} t_k < \infty$, so we conclude

$$\sum_{k=0}^{\infty} \alpha_k ||g_k||^2 < \infty. \quad (3.8)$$
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Furthermore, the assumption \( \sum_{k=0}^{\infty} \alpha_k = \infty \) implies the existence of a subset \( K_1 \) such that \( \lim_{k \in K_1} \| g_k \| = 0 \). Indeed, if we assume the contrary, i.e., that there exists \( \varepsilon > 0 \) such that \( \| g_k \| \geq \varepsilon > 0 \) for \( k \) large enough, then we obtain

\[
\sum_{k=0}^{\infty} \alpha_k \| g_k \|^2 \geq \sum_{k=0}^{\infty} \alpha_k \varepsilon^2 = \varepsilon^2 \sum_{k=0}^{\infty} \alpha_k = \infty,
\]

which is in contradiction with (3.8). Since the whole sequence \( \{ x_k \}_{k \in \mathbb{N}} \) is bounded due to Lemma 3.1, there exist \( K_2 \subseteq K_1 \) and \( x^* \in D \) such that \( \lim_{k \in K_2} x_k = x^* \). Now, repeating the proof of Theorem 3.1 - the part after (3.4), we conclude that \( x^* \in X^* \). \( \square \)

The following result is based on considerations in [9] and [38] and essentially yields worst-case complexity analysis with respect to the expected objective function value.

**Theorem 3.4.** Let Assumptions A1-A5 hold, \( \varepsilon > 0 \) and \( \{ x_k \} \) be a sequence generated by Algorithm IR-NS. Furthermore, assume that \( \alpha_k \geq \overline{\alpha} > 0 \) for all \( k \in \mathbb{N} \) and \( \sum_{k=0}^{\infty} t_k \leq \overline{t} < \infty \). Then, after at most

\[
K = \left\lceil \frac{R^2 (\overline{t} + f(x_0) - f^*)}{\eta \overline{\alpha}} \varepsilon^{-2} \right\rceil
\]

iterations, we have \( E [ f(x_{\overline{t}}) - f^* ] \leq \varepsilon \), where \( R \) is the diameter of \( D \).

**Proof.** First, notice that (3.8) holds and since \( \alpha_k \geq \overline{\alpha} \) we obtain \( \lim_{k \to \infty} \| g_k \|^2 = 0 \). Take arbitrary \( \varepsilon > 0 \) and define \( \varepsilon_1 = \varepsilon / R \). Since \( g_k \) tends to zero, there exists \( \overline{k} \) such that \( \| g_{\overline{k}} \| \leq \varepsilon_1 \). Let \( \overline{k} \) be the first such iteration. Then for \( k = 0, 1, \ldots, \overline{k} - 1 \) we have \( \| g_k \| > \varepsilon_1 \). Moreover, from (3.3) we get \( t_k + f(x_k) - f(x_{k+1}) \geq \eta \alpha \varepsilon_1^2 \) for \( k = 0, 1, \ldots, \overline{k} - 1 \) and by summing up both sides of this inequality and using \( \sum_{k=0}^{\infty} t_k \leq \overline{t} < \infty \) we obtain

\[
\eta \alpha \varepsilon_1^2 \overline{k} \leq \overline{t} + f(x_0) - f(\overline{x}) \leq \overline{t} + f(x_0) - f^*,
\]

i.e., \( \overline{k} \leq (\overline{t} + f(x_0) - f^*) / (\varepsilon_1^2 \eta \alpha) = \varepsilon^{-2} (R^2 (\overline{t} + f(x_0) - f^*)) / (\eta \overline{\alpha}) \). Since \( f_{N_{k+1}} \) is convex and \( g_k \in \partial f_{N_{k+1}}(x_k) \) there holds \( f_{N_{k+1}}(x^*) \geq f_{N_{k+1}}(x_{\overline{t}}) + g_{\overline{t}}^T (x^* - x_{\overline{t}}) \), i.e.,

\[
f_{N_{k+1}}(x_{\overline{t}}) - f_{N_{k+1}}(x^*) \leq g_{\overline{t}}^T (x_{\overline{t}} - x^*) \leq \| g_{\overline{t}} \| \| x^* - x_{\overline{t}} \| \leq \varepsilon_1 R = \varepsilon.
\]
Denote by $\mathcal{F}_k$ the $\sigma$-algebra generated by $x_0, \ldots, x_k$. Since the sample is assumed to be i.i.d. and the approximate functions are computed as sample average, we obtain

$$
E \left[ f(x_{k+1}) - f(x^*) \right] = E \left[ E \left[ f_{N_{k+1}}(x_{k+1}) - f_{N_{k+1}}(x^*) | \mathcal{F}_k \right] \right] \leq \varepsilon.
$$

Let us conclude this section by considering finite sum case which falls into the IR-NS framework. Recall that $h(N_k) \to 0$. So, in the case of finite sum we have $N_k = N_{\text{max}}$ for all $k \geq k_0$ where $k_0$ is random, but finite. Moreover, $t_k$ becomes zero eventually, so the summability of $t_k$ holds. Furthermore, (3.3) reveals that $f(x_{k+1}) \leq f(x_k)$ for all $k \geq k_0$ and thus the iterations remain in the level set $L = \{x | f(x) \leq f(x_{k_0})\}$. If the level set is compact then the Assumption A4 is obviously satisfied. Finally, notice that Assumption A5 is needed only to ensure that $t_k$ tends to zero a.s. which is obviously true in the finite sum case. Also, notice that in the strongly convex finite sum case there exists $C$ such that all $f_i$ functions are bounded from below by $C$. Therefore the following result holds.

**Corollary 3.1.** Let Assumptions A2-A3 hold and assume $\sum_k \alpha_k = \infty$. If $f = f_{N_{\text{max}}}$ and $f_i$, $i = 1, \ldots, N_{\text{max}}$ are continuous and strongly convex, then there exists an accumulation point $x^*$ of $\{x_k\}$ which is a solution of problem (1.1). Moreover, if $\alpha_k \geq \overline{\alpha} > 0$ for all $k \in \mathbb{N}$, then the worst-case complexity is of order $O(\varepsilon^{-2})$.

# 4 Numerical experiments

In this section, we test IR-NS variable sample size scheme on two classes of nonsmooth convex problems: 1) Finite Sums (FS), i.e., bounded sample size with real-world data, and 2) Expected Residual Minimization (ERM) reformulation of Stochastic Linear Complementarity Problems (SLCP) with unbounded sample size and simulated data. The first class belongs to the machine learning framework and considers $L_2$-regularized binary hinge loss functions (see [33] and the references therein) for binary classification. The considered data sets are given in Table [1] and the problem is of the form

$$
\min_{x \in \mathbb{R}^n} f(x) := \frac{\lambda}{2} ||x||^2 + \frac{1}{N_{\text{max}}} \sum_{i=1}^{N_{\text{max}}} \max(0, 1 - z_i x^T w_i),
$$
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where $\lambda = 10^{-5}$ is a regularization constant, $w_i \in \mathbb{R}^n$ are the input features, $z_i \in \{\pm 1\}$ the corresponding labels, $N_{\text{max}}$ is the size of relevant data set (testing or training).

| Data set  | $N$  | $n$  | $N_{\text{train}}$ | $N_{\text{test}}$ | $\text{Max}_F$ | $\text{EV}$ |
|-----------|------|------|---------------------|-------------------|--------------|-----------|
| SPLICE    | 3175 | 60   | 2540               | 635               | 10$^6$      | 6         |
| MUSHROOMS | 8124 | 112  | 6500               | 1624              | 10$^6$      | 6         |
| ADULT9    | 32561| 123  | 26049              | 6512              | 10$^7$      | 6         |
| MNIST(binary) | 70000 | 784  | 60000              | 10000             | 10$^7$      | 6         |

Table 1: Properties of the data sets used in the experiments.

SLCP consists of finding a vector $x \in \mathbb{R}^n$ such that

$$x \geq 0, M(\xi)x + q(\xi) \geq 0, x^T(M(\xi)x + q(\xi)) = 0, \xi \in \Omega,$$

where $\Omega$ is the underlying sample space, $M(\xi) \in \mathbb{R}^{n,n}$ is a random matrix and $q(\xi) \in \mathbb{R}^n$ is a random vector. ERM reformulation (see [42] for example) is defined as follows

$$\min f(x) = E \left[ \| \tilde{F}(x, \xi) \|^2 \right], \quad \text{s. t.} \quad x \geq 0,$$

where $\tilde{F}(x, \xi) : \mathbb{R}^n \times \Omega \to \mathbb{R}^n$, $\tilde{F}(x, \xi) = \phi(x, M(\xi)x + q(\xi))$ and $\phi : \mathbb{R}^2 \to \mathbb{R}$ is the NCP function defined as $\phi(a, b) = \min\{a, b\}$.

The SAA approximate objective function (1.2) is defined as

$$f_{N_k}(x) = \frac{1}{N_k} \sum_{j=1}^{N_k} f_j(x)$$

with $f_j(x) = \| \tilde{F}(x, \xi_j) \|^2 = \sum_{t=1}^n \left( \min\{x_t, [M(\xi_j)x]_t + [q(\xi_j)]_t\} \right)^2$.

Since numerical results for deterministic (full sample) problem provided in [33] reveal the advantages of BFGS-type methods in nonsmooth optimization, we chose to use the method proposed therein for finding a descent direction satisfying Assumption A2. The functions in consecutive iterations differ in general, and $y_k$ needed for BFGS update is the difference of subgradients of different SAA functions, a safeguard is needed to ensure that the resulting matrices are uniformly positive definite. Thus we start with the identity
matrix and skip the BFGS update if $y_k(x_{k+1} - x_k) < 10^{-4}||y_k||^2$. Both types of tested problem, FS and ERM allow us to calculate $\sup_{g \in \partial f_N(x)} p^T g$ which is crucial for finding the descent BFGS direction. We denote the proposed algorithm by IRBFGS to emphasize the fact that the BFGS directions are used.

The parameters of IRBFGS algorithm are $\theta_0 = 0.9$, $r = 0.95$, $\gamma = 1$ and $\gamma = 10^{-4}$. The function $h$ is defined as $h(N_k) = (N - N_k)/N$ for FS and $h(N_k) = 1/N_k$ for ERM problem. Thus, we have $\tilde{N}_{k+1} = \min\{N, [N - r(N - N_k)]\}$ for bounded and $\tilde{N}_{k+1} = [N_k/r]$ for unbounded sample case. $N_0 = [0.1N]$ for FS, while for ERM problems we take $N_0 = 1000$. Step S3 is performed as already stated: we estimate the sample size lower bound $N_{\text{trial}}^{k+1}$ derived from (2.4) and let $N_{k+1} \in \{N_{\text{trial}}^{k+1}, [(N_{\text{trial}}^{k+1} + \tilde{N}_{k+1})/2], \tilde{N}_{k+1}\}$. The backtracking technique for finding $\alpha_k = 0.5^j$ is used, but at each backtracking step we try all three candidate values for $N_{k+1}$. We use cumulative samples, although other approaches are feasible as well. The value $N_{\text{trial}}^{k+1}$ is calculated as follows: for FS

$$N_{\text{trial}}^{k+1} := N_k + \frac{1 - r}{2} \cdot \frac{\tilde{N}_{k+1} - N_k}{1 - \theta_{k+1}} - \hat{\theta}_{k+1} \left( \gamma \alpha ||p_{k-1}||^2 - f_{\tilde{N}_{k+1}}(x_k) + f_{N_k}(x_k) \right),$$

where $\hat{\theta}_{k+1} = \frac{\theta_{k+1}}{1 - \theta_{k+1}}$; for ERM

$$N_{\text{trial}}^{k+1} := \frac{1 - \theta_{k+1}}{\frac{1 - r}{2} \cdot \frac{N_k - N_{\text{trial}}^{k+1}}{N_{k+1} N_k} + \frac{1 - \theta_{k+1}}{N_k} + \theta_{k+1} \left( \gamma \alpha ||p_{k-1}||^2 - f_{\tilde{N}_{k+1}}(x_k) + f_{N_k}(x_k) \right)}.$$

The motivation for these choices comes from condition (2.4) from Step S3. The merit function at new point should be decreased for at least $\frac{1 - r}{2} \cdot \frac{h(\tilde{N}_{k+1}) - h(N_k)}{h(N_k)}$. Therefore, approximating $||p_k||$ with $||p_{k-1}||$ and using (2.2) and (2.3) from Step S3, we obtain the lower bound $N_{\text{trial}}^{k+1}$ for $N_{k+1}$. If this value falls below $N_0$, we simply take $N_{\text{trial}}^{k+1} = N_0$.

Our numerical study has two goals:

1) to investigate if the variable sample size approach is beneficial in terms of overall optimization costs;

2) to investigate if the potential decrease of the sample size coming from S3 is beneficial.

This is why we compare the proposed IRBFGS method to: 1) FBFGS which takes the full sample (when applicable) at each iteration, i.e., in FS problems
$N_k = N_{max}$ for each $k$; 2) HBFGS which takes $N_{k+1} = \tilde{N}_{k+1}$ for each $k$. The criterion for comparison is the number of scalar products denoted by FEV. We report the average values of 10 independent runs. The algorithms are stopped when the maximum number of scalar products, $Max_{FEV}$ is reached. In the FS case, we track the value of the (full sample) objective function, while in the ERM case we track the Euclidean difference between $x_k$ and the solution $x^*$ since the objective function is not computable while the solution is known in advance.

![Figure 1: FS Problem. Testing loss versus function evaluations.](image)

Fig. 1 shows the results on FS problems with uniform random $x_0$. Since training and testing errors behave similarly, we report only the testing error.
Figure 2: ERM Problem. The error $\|x_k - x^*\|$ versus function evaluations.

Figure 3: IRBFGS sample size versus HBFGS sample size sequence: FS Problem - SPLICE data set (left) and ERM Problem (right).
The $y$-axes are in logarithmic scale. The plots demonstrate the computational savings obtained by IRBFGS in almost all cases. In fact, both subsampled method, IRBFGS and HBFGS use smaller FEV to obtain the solutions of the same quality as the full BFGS - FBFGS. Comparing IRBFGS and HBFGS, one can see that IRBFGS is more efficient and occasional decrease of $N_k$ in Step S3 is beneficial in terms of computational effort measured by FEV. Typical behavior of the sample size sequence is plotted in Fig. 3 (left).

ERM problems are formed as in [42, 43, 44] where the first order methods were tested. Here we proceed with the nonsmooth BFGS direction. We report the results for problem with $n = 100$ and volatility measure $\sigma = 10$. $Max_{FEV}$ is set to $10^5$ and the average ending sample size is 4714 for IRBFGS and 3110 for HBFGS. The results and typical behavior of the sample size sequence are presented in Fig. 2 and 3 (right), respectively. As we can see, IRBFGS algorithm significantly outperforms the heuristic scheme HBFGS.

5 Conclusions

We proposed a framework for minimization of nonsmooth convex function in the form of mathematical expectation. The general algorithm is defined within Inexact Restoration approach, using a suitable approximate function computed as the sample average approximation in each iteration. The sample size is determined adaptively, taking into account the progress toward the stationary point and thus balancing the computational cost and accuracy in endogenous way without heuristic elements. The Armijo line search rule, adapted to the nonsmooth function, is used for step sizes. Algorithm is defined with a general descent direction for nonsmooth function, assuming that a suitable oracle for direction computation is available. It is proved, using the standard IR methodology, that the sample size tends to infinity or attains the fixed maximal value. Therefore, the method generates the approximate solution of desired accuracy but with lower computational costs. The theoretical analysis reveals a.s. convergence towards stationary points under the set of standard assumptions. The numerical experiments are based on the BFGS direction adapted to the nonsmooth environment [33]. The oracle for computing the direction is taken from literature for the hinge loss problems and Expected Residual Minimization of Stochastic Linear Complementarity Problem. The obtained numerical results are in line with the theoretical considerations and confirm the efficiency of the algorithm.
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