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Abstract. For a complete minimal surface in the Euclidean 3-space, the so-called flux vector corresponds to each end. The flux vectors are balanced, i.e., the sum of those over all ends are zero. Consider the following inverse problem: For each balanced \( n \) vectors, find an \( n \)-end catenoid which attains given vectors as flux. Here, an \( n \)-end catenoid is a complete minimal surface of genus 0 with ends asymptotic to the catenoids. In this paper, the problem is reduced to solving algebraic equation. Using this reduction, it is shown that, when \( n = 4 \), the inverse problem for 4-end catenoid has solutions for almost all balanced 4 vectors. Further obstructions for \( n \)-end catenoids with parallel flux vectors are also discussed.
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1. INTRODUCTION

An \( n \)-end catenoid is a complete immersed minimal surface of finite total curvature which has zero genus and \( n \) catenoid ends. It is considered as a conformal immersion \( x: \hat{\mathbb{C}} \setminus \{q_1, \ldots, q_n\} \to \mathbb{R}^3 \), where \( \hat{\mathbb{C}} := \mathbb{C} \cup \{\infty\} \) and \( q_1, \ldots, q_n \in \hat{\mathbb{C}} \). Jorge-Meeks surfaces [JM] are typical ones. Recently, new examples of \( n \)-end catenoids have been found by [Kar], [L2], [Xu], [Ross1], [Ross2], [Kat] and [UY]. They contain examples with dihedral or Platonic symmetry groups. We also remark that for special classes of minimal surfaces with catenoid or flat ends, some systematic approach has been known (see [Pen], [Xi], [L1]).
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In each end $q_j$ ($j = 1, \ldots, n$) of an $n$-end catenoid, the flux vector is defined by

$$\phi_j := \int_{\gamma_j} \vec{n} ds,$$

where $\gamma_j$ is a curve surrounding $q_j$ from the left and $\vec{n}$ the conormal such that $(\gamma_j', \vec{n})$ is positively oriented. Each flux vector $\phi_j$ is proportional to the limit normal vector $\nu(q_j)$ with respect to the end $q_j$ and the scalar $w(q_j) := \phi_j/4\pi \nu(q_j)$ is called the weight of the end $q_j$. It is well known that the flux vectors satisfy a “balancing” condition so called the flux formula

$$\sum_{j=1}^{n} \phi_j = \sum_{j=1}^{n} 4\pi w(q_j) \nu(q_j) = 0.$$

It should be remarked that $w(q_j)$ may take a negative value.

Therefore, we consider an inverse problem of the flux formula as follows:

**Problem.** For given unit vectors $\{v_1, \ldots, v_n\}$ in $\mathbb{R}^3$, and nonzero real numbers $\{a_1, \ldots, a_n\}$ satisfying $\sum_{j=1}^{n} a_j v_j = 0$, is there an $n$-end catenoid $x : \mathbb{C} \setminus \{q_1, \ldots, q_n\} \rightarrow \mathbb{R}^3$ such that $\nu(q_j) = v_j$ and $a_j$ is the weight at the end $q_j$?

We remark that Kusner also proposed a similar question (see [Ross1]). By the classification of Barbanel [Ba] and Lopez [L2], we can see that the answer for $n \leq 3$ is “Yes” except for the case when two of $\{v_j\}_{j=1}^{n}$ coincide. For $n \geq 4$, the first author [Kat] gave an explicit formula for existence of an $n$-end catenoid with prescribed flux when $\mathbb{C} \setminus \{q_1, \ldots, q_n\}$ is conformally equivalent to the image of its Gauss map $S^2 \setminus \{v_1, \ldots, v_n\}$.

In this paper, we will generalize the formula in [Kat], and show some existence and non-existence results on the problem. In Section 2, we get the following:

**Theorem A (Theorem 2.4).** For any pair $(v, a)$ of unit vectors $v = \{v_1, \ldots, v_n\}$ in $\mathbb{R}^3$ and nonzero real numbers $a = \{a_1, \ldots, a_n\}$ satisfying $\sum_{j=1}^{n} a_j v_j = 0$, there is an evenly branched $n$-end catenoid $x : \mathbb{C} \setminus \{q_1, \ldots, q_n\} \rightarrow \mathbb{R}^3$ $(q_j \neq \infty)$ such that the induced metric is complete at the end $q_j$, $\nu(q_j) = v_j$ and $a_j$ is the weight at the end $q_j$ $(j = 1, \ldots, n)$, if and only if there exist complex numbers $b_1, \ldots, b_n$ satisfying the following conditions:

$$\begin{cases} 
  b_j \sum_{k=1 \atop k \neq j}^{n} b_k \frac{p_k - p_j}{q_k - q_j} = a_j \\
  b_j \sum_{k=1 \atop k \neq j}^{n} b_k \frac{\bar{p}_j p_k + 1}{q_k - q_j} = 0 
\end{cases} \quad (j = 1, \ldots, n),$$

where $p_j := \sigma(v_j)$, $\sigma : S^2 \rightarrow \mathbb{C}$ is the stereographic projection, and we assume $p_j \neq \infty$. 
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Moreover, the immersion $x$ has no branch points if and only if the resultant $\Psi(P(z), Q(z))$ of the polynomials $P(z)$ and $Q(z)$ (defined by (2.13) and (2.12)) does not vanish.

We note here that the flux formula holds even if the surface allows branch points (see Remark 2.9).

In the case when an $n$-end catenoid has the same symmetry as its flux data, the construction is reduced to a routine work by virtue of our theorem, and one can construct all of the known examples (cf. [Kar], [L2], [Xu], [Ross1], [Ross2], [Kat], [UY], etc.) and far more new examples (cf. [KUY2]).

We also remark here that an $n$-end catenoid does not always have the symmetry of its flux data. In fact, there exists a flux data $(v, a)$ such that any corresponding surface does not have the same symmetry as $(v, a)$ (see Example 3.7(iii)).

On the other hand, for a certain flux data, there are no $n$-end catenoids realizing it. Indeed, there are no $n$-end catenoids with the flux data $(v, a)$ satisfying one of the following conditions:

1. $v_1 = v_2 = v_3 = \cdots = v_n$;
2. $-v_1 = -v_2 = v_3 = \cdots = v_n$;
3. $-v_1 = v_2 = \cdots = v_n$ and $\sum_{j=2}^{n-1} \sum_{k=j+1}^{n} a_j a_k \neq 0$;
4. $(n = 4)$ $-v_1 = v_2$ and $v_3 = v_4 \neq \pm v_1$.

The first condition is well-known, and the third condition follows from the genus zero case of the second compatibility condition in [Per]. The fourth condition is new. These four obstructions are easily obtained as a corollary of Theorem A.

It is interesting to observe that, when the equality $\sum_{j=2}^{n-1} \sum_{k=j+1}^{n} a_j a_k = 0$ holds in (3) above, $n$-end catenoids which allow the deformation described by Lopez-Ros [LR] can be constructed (see Examples 4.7, 4.8 and 4.9).

In spite of the above non-existence results, it seems that generic flux data are free of additional obstructions. We demonstrate it for $n = 4$, and get the following:

**Theorem B (Theorems 3.3 and 3.6).** For almost all pair $(v, a)$ of unit vectors $v = \{v_1, v_2, v_3, v_4\}$ in $\mathbb{R}^3$ and nonzero real numbers $a = \{a_1, a_2, a_3, a_4\}$ satisfying $\sum_{j=1}^{4} a_j v_j = 0$, there is a (non-branched) 4-end catenoid $x: \hat{C} \setminus \{q_1, q_2, q_3, q_4\} \to \mathbb{R}^3$ such that $\nu(q_j) = v_j$ and $a_j$ is the weight at the end $q_j$ ($j = 1, 2, 3, 4$), where $\nu$ is the Gauss map of $x$. Moreover, the number of such $x$ is at most 4 up to rigid motions in $\mathbb{R}^3$. In particular, there exist 4-end catenoids with no symmetric properties.

We remark here that $n = 4$ is the smallest number such that $n$-end catenoids have various conformal structures and that there exist mutually non-congruent $n$-end catenoids with the same flux data. Indeed, the upper estimate in the theorem above is sharp (see Example 3.7 and Figure 3.2).

To prove the first part of Theorem B, we give an explicit algorithm to construct 4-end catenoids with the prescribed flux by reducing it to solve a
certain algebraic equation of degree 4. However, to treat the case when \( n \geq 5 \),
we shall have to do more complicated analysis (cf. [KUY1]).
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2. Reduction of the problem

For a positive integer \( n \), we fix a Riemann surface

\[ M^2 = \hat{\mathbb{C}} \setminus \{q_1, \ldots, q_n\}, \]

where \( \hat{\mathbb{C}} := \mathbb{C} \cup \{\infty\} \) and \( q_1, \ldots, q_n \) are mutually distinct points. A pair \((g, \omega)\) of a meromorphic function \( g \) and non-vanishing meromorphic 1-form \( \omega \) on \( \hat{\mathbb{C}} \) is called Weierstrass data. By the Enneper-Weierstrass representation formula, the map defined by

\[
(2.1) \quad x := \text{Re} \left( \int_{z_0}^{z} (1 - g^2) \omega, \int_{z_0}^{z} i(1 + g^2) \omega, \int_{z_0}^{z} 2g \omega \right)
\]

is a branched minimal immersion on the universal covering on \( M^2 \), where \( z_0 \) is a fixed point on \( M^2 \). Any isolated degenerate point of the induced metric

\[
(2.2) \quad ds^2 = (1 + |g|^2)^2 |\omega|^2
\]

is corresponding to a branch point of the map. The branched minimal immersion \( x \) is single-valued on \( M^2 \) if and only if

\[
(2.3) \quad \begin{cases} 
\text{Res}_{z=q_j}(g \omega) \in \mathbb{R}, \\
\text{Res}_{z=q_j}(\omega) = -\text{Res}_{z=q_j}(g^2 \omega), \quad (j = 1, \ldots, n),
\end{cases}
\]

where \( \text{Res}_{z=q_j} \) is the residue at \( z = q_j \). Moreover, if \( ds^2 \) is a complete Riemannian metric on \( M^2 \), then the map \( x \) is a complete minimal immersion on \( M^2 \) with finite total curvature. Conversely, any complete conformal minimal immersion \( x: M^2 \to \mathbb{R}^3 \) with finite total curvature is constructed in such manner from the following Weierstrass data:

\[
(2.4) \quad g = \frac{\partial x_3}{\partial x_1 - i\partial x_2},
\]

\[
(2.5) \quad \omega = \partial x_1 - i\partial x_2,
\]

where the function \( g \) is the stereographic projection of the Gauss map.

In this section, we rewrite the condition (2.3) into purely algebraic ones. We remark that the second fundamental form of the minimal immersion \( x \) is expressed by \(-\omega \cdot dg - \bar{\omega} \cdot \bar{dg}\) and its \((2,0)\)-part \( \omega \cdot dg \) is called the Hopf differential of the immersion \( x \). The end \( q_j \) is called a catenoid end if the end is asymptotic to a catenoid by a suitable homothety, that is, the Gauss map has no branch point at the each end \( q_j \) and the Hopf differential \( \omega \cdot dg \) has a pole of order \(-2\) at \( q_j \). The minimal immersion \( x \) is called an \( n \)-end catenoid.
if all ends $q_1, \ldots, q_n$ are catenoid ends. We also use a terminology \textit{branched n-end catenoid} when the induced metric allows at most finite degenerate points. In particular, we call a branched n-end catenoid is \textit{evenly branched} if all of its branch points are of even order. We regard non-branched n-end catenoids as special cases of evenly branched n-end catenoids.

First we prepare the following lemma:

\textbf{Lemma 2.1.} Let $x: M^2 \rightarrow \mathbb{R}^3$ be a branched n-end catenoid. Then the degree of its Gauss map is at most $n-1$ and by a suitable motion in $\mathbb{R}^3$, the Weierstrass data given by (2.4) and (2.5) are taken to be satisfying the following conditions:

(i) $\omega$ has poles of order $-2$ on $\{q_1, \ldots, q_n\}$.
(ii) $g$ has no poles and branch points on $\{q_1, \ldots, q_n\}$.

Moreover, $x$ has no branch points if and only if the degree of the Gauss map is $n-1$.

\textit{Proof.} By a suitable motion in $\mathbb{R}^3$, we may assume that $g$ has no poles on $\{q_1, \ldots, q_n\}$. We apply the relation

\begin{equation}
\sum_{z \in Z(\omega)} \text{Ord}_z(\omega) + \sum_{z \in S(\omega)} \text{Ord}_z(\omega) = -\chi(\hat{C}) = -2,
\end{equation}

where $Z(\omega)$ and $S(\omega)$ are the set of zeros and the set of poles respectively. The assumption of catenoid ends yields that the Hopf differential $\omega \cdot dg$ has a pole of order $-2$ and $dg$ has no zero at each end $q_j$. So $\omega$ has exactly order $-2$ at each end $q_j$. Therefore we have that

\begin{equation}
\sum_{z \in S(\omega)} \text{Ord}_z(\omega) = -2n.
\end{equation}

By (2.6) and (2.7), we have

\begin{equation}
\sum_{z \in Z(\omega)} \text{Ord}_z(\omega) = 2n - 2.
\end{equation}

On the other hand, since $g$ has no pole at each end, any pole of $g$ must be a zero of $\omega$ by (2.2). In particular, the inequality

\begin{equation}
\text{Ord}_z(\omega) \geq -2 \text{Ord}_z(g) \quad (z \in Z(\omega)).
\end{equation}

holds. Since the degree $\deg(g)$ of Gauss map is given by

\[
\deg(g) = - \sum_{z \in S(g)} \text{Ord}_z(g),
\]

we have

\begin{equation}
\sum_{z \in Z(\omega)} \text{Ord}_z(\omega) \geq 2 \deg(g).
\end{equation}

By (2.8) and (2.10), we get

\begin{equation}
\deg(g) \leq n - 1.
\end{equation}
Here, $x$ has no branch points if and only if (2.9) is an equality, and hence the equality of (2.11) holds if and only if $x$ has no branch points. □

**Lemma 2.2.** Let $M^2 = \hat{C} \setminus \{q_1, \ldots, q_n\}$. Let $g$ be a meromorphic function and $\omega$ a meromorphic 1-form on $\hat{C}$ satisfying the conditions (i) and (ii) of the Lemma 2.1. Set $p_j := g(q_j)$. Assume $q_j \neq \infty$ and $p_j \neq \infty$ ($j = 1, \ldots, n$).

Then the symmetric tensor

$$(2.2) \quad ds^2 = (1 + |g|^2)^2 |\omega|^2$$

is a complete Riemannian metric on $M^2$ if and only if there exist two polynomials

$$(2.12) \quad Q(z) = \sum_{j=1}^{n} b_j \prod_{k=1, k\neq j}^{n} (z - q_k),$$

$$(2.13) \quad P(z) = \sum_{j=1}^{n} p_j b_j \prod_{k=1, k\neq j}^{n} (z - q_k)$$

$(b_1, \ldots, b_n \in \mathbb{C})$ satisfying the following properties:

(i) $\max\{\deg(P), \deg(Q)\} = n - 1$.

(ii) $P(z)$ and $Q(z)$ are irreducible.

(iii) $g(z) = P(z)/Q(z)$ and $\omega(z) = -\{\sum_{j=1}^{n} b_j/(z - q_j)\}^2 dz$.

**Proof.** We suppose that $ds^2$ is a complete Riemannian metric on $M^2$. Since $ds^2$ is positive definite on $M^2$, we have from (2.2) that the inequality (2.9) turns to be an equality

$$(2.14) \quad \text{Ord}_z(\omega) = -2 \text{Ord}_z(g) \quad (z \in Z(\omega)).$$

By the same argument in the proof of the previous lemma, we have

$$(2.15) \quad \deg(g) = n - 1.$$ 

Since $\omega$ has only poles of order $-2$, poles and zeros of $\omega$ are all even order. Thus $\sqrt{\omega}$ is defined as a meromorphic section of the half canonical line bundle and has poles of order $-1$ on $P(\omega)$. Since $\omega$ has no pole at infinity, there exist complex numbers $b_1, \ldots, b_n \in \mathbb{C}$ such that

$$\sqrt{\omega} = i \left( \sum_{j=1}^{n} b_j \frac{1}{z - q_j} \right) \sqrt{dz}.$$ 

Now we set

$$(2.16) \quad R(z) := \prod_{j=1}^{n} (z - q_j),$$

$$(2.17) \quad R_j(z) := \prod_{k=1, k\neq j}^{n} (z - q_k).$$
Then we have \( \omega = -\left(\sum_{j=1}^{n} b_j R_j(z)\right)^2 / R(z)^2 \). Hence, by (2.14), \( g \) can be written as

\[
g = \frac{P(z)}{\sum_{j=1}^{n} b_j R_j(z)},
\]

where \( P(z) \) is a polynomial of order \( n - 1 \). Clearly, \( Q(z) \) defined by (2.12) satisfies \( Q(z) = \sum_{j=1}^{n} b_j R_j(z) \). Moreover, we have (2.13) since \( g(q_j) = p_j \). By (2.15), \( P(z) \) and \( Q(z) \) are irreducible and \( \text{Max}\{\deg(P), \deg(Q)\} = n - 1 \). On the other hand, the symmetric tensor \( ds^2 \) induced from such two polynomials \( P(z) \) and \( Q(z) \) by (2.2) is obviously a complete Riemannian metric on \( M^2 \).

The following proposition reduces the conditions (2.12) and (2.13) to a purely algebraic condition, which plays essential roles in this paper:

**Proposition 2.3.** Let \( n \geq 2 \) be an integer and \( q_1, \ldots, q_n, p_1, \ldots, p_n, b_1, \ldots, b_n \) complex numbers. Set \( g(z) := P(z)/Q(z) \) and \( \omega(z) := -\{\sum_{j=1}^{n} b_j/(z-q_j)\}^2 dz \), where \( P(z) \) and \( Q(z) \) are polynomials defined by (2.12) and (2.13) respectively. Then the branched minimal immersion

\[
x = \text{Re} \left( \int_{z_0}^{z} (1 - g^2) \omega, \int_{z_0}^{z} i(1 + g^2) \omega, \int_{z_0}^{z} 2g \omega \right)
\]

is single-valued on the Riemann surface \( M^2 = \hat{\mathbb{C}} \setminus \{q_1, \ldots, q_n\} \) if and only if the following conditions hold:

\[
\begin{align*}
&b_j \sum_{k=1}^{n} b_k \frac{p_j - p_k}{q_j - q_k} \in \mathbb{R} \\
&b_j \sum_{k=1}^{n} b_k \frac{\bar{p}_j p_k + 1}{q_j - q_k} = 0 \\
&b_j \sum_{k=1}^{n} b_k \frac{p_j - q_j}{q_j - q_k} = 0
\end{align*} \quad (j = 1, \ldots, n).
\]

**Proof.** By (2.12) and (2.13), one can easily get the following identities

\[
\begin{align*}
\text{Res}(\omega) &= -2b_j \sum_{k=1 \atop k \neq j}^{n} b_k \frac{1}{q_j - q_k}, \\
\text{Res}(g \omega) &= -b_j \sum_{k=1 \atop k \neq j}^{n} b_k \frac{p_j + p_k}{q_j - q_k}, \\
\text{Res}(g^2 \omega) &= -2b_j p_j \sum_{k=1 \atop k \neq j}^{n} b_k \frac{p_k}{q_j - q_k}.
\end{align*}
\]

Thus the conditions (2.3) can be rewritten as
\[
\begin{align*}
(2.3')
\begin{cases}
b_j \sum_{k=1, k \neq j}^{n} \frac{b_k p_j + p_k}{q_j - q_k} \in \mathbb{R} \\
b_j \sum_{k=1, k \neq j}^{n} \frac{b_k}{q_j - q_k} = -b_j p_j \sum_{k=1, k \neq j}^{n} \frac{p_k}{q_j - q_k} 
\end{cases} & \quad (j = 1, \ldots, n).
\end{align*}
\]

If we set
\[
\begin{align*}
(2.19)
\begin{cases}
A_j := b_j \sum_{k=1, k \neq j}^{n} \frac{b_k}{q_j - q_k} \\
B_j := b_j \sum_{k=1, k \neq j}^{n} \frac{p_k}{q_j - q_k}
\end{cases} & \quad (j = 1, \ldots, n),
\end{align*}
\]

then (2.3) is equivalent to the following condition:
\[
(2.20)
\begin{cases}
p_j A_j + B_j \in \mathbb{R} \\
A_j + \bar{p}_j B_j = 0
\end{cases} & \quad (j = 1, \ldots, n),
\]

It can be easily seen that (2.20) implies that \(p_j A_j\) and \(B_j\) are both real numbers. Hence (2.20) reduces to the following condition:
\[
(2.21)
\begin{cases}
p_j A_j - B_j \in \mathbb{R} \\
A_j + \bar{p}_j B_j = 0
\end{cases} & \quad (j = 1, \ldots, n),
\]

which is equivalent to the desired condition (2.18). \(\square\)

Next we consider the flux formula on an \(n\)-end catenoid. We fix a Riemann surface
\[M^2 = \hat{C} \setminus \{q_1, \ldots, q_n\},\]
where \(q_1, \ldots, q_n\) are mutually distinct points. Let \(x: M^2 \to \mathbb{R}^3\) be a branched \(n\)-end catenoid. Then the flux vector at an end \(q_j\) is defined by
\[
(2.22)
\varphi_j := \int_{\gamma_j} \tilde{n} ds,
\]
where \(\gamma_j\) is a circle surrounding \(q_j\) from the left, and \(\tilde{n}\) the conormal such that \((\gamma_j', \tilde{n})\) is positively oriented. The flux vector is independent of choice of a circle \(\gamma_j\). Each flux vector \(\varphi_j\) is proportional to the limit normal vector \(\nu(q_j)\) with respect to the end \(q_j\), and the real number \(a_j := \varphi_j / 4 \pi \nu(q_j)\) is called the weight of the end \(q_j\). One can easily verify that the Hopf differential \(\omega \cdot dg\) has the following Laurent expansion at each end \(q_j\):
\[
(2.23)
\omega \cdot dg = \left\{ \frac{a_j}{(z-q_j)^2} + \cdots \right\} dz^2,
\]
where \(a_j\) is the weight at the end \(q_j\). By Lemma 2.1, we may assume that \(g\) has no poles and \(\omega\) has poles of order \(-2\) on \(\{q_1, \ldots, q_n\}\). Then, by Lemma 2.2,
there exist complex numbers \( p_1, \ldots, p_n \) and \( b_1, \ldots, b_n \) such that
\[
g(z) = P(z)/Q(z) \quad \text{and} \quad \omega(z) = -\left\{ \sum_{j=1}^{n} b_j/(z-q_j) \right\}^2 dz,
\]
where \( P(z) \) and \( Q(z) \) are polynomials defined by (2.12) and (2.13) respectively. Then, by (2.23), we have the identities
\[
a_j = b_j \sum_{k=1, k \neq j}^{n} b_k \frac{p_j - p_k}{q_j - q_k} \quad (j = 1, \ldots, n).
\]

We remark that the reality of \( a_j \) follows from the conditions (2.18) and (2.24). Since the limit normal vector \( \nu(q_j) \) with respect to the end \( q_j \) is expressed by
\[
\nu(q_j) = \left( \frac{2 \text{Re}(p_j)}{|p_j|^2 + 1}, \frac{2 \text{Im}(p_j)}{|p_j|^2 + 1}, \frac{|p_j|^2 - 1}{|p_j|^2 + 1} \right),
\]
as the inverse stereographic image of \( p_j \), the flux formula stated in the introduction is rewritten as
\[
\sum_{j=1}^{n} a_j \frac{|p_j|^2 - 1}{|p_j|^2 + 1} = 0,
\]
\[
\sum_{j=1}^{n} a_j \frac{\bar{p}_j}{|p_j|^2 + 1} = 0.
\]

As an application of Lemmas 2.1, 2.2 and Proposition 2.3, we have the following reduction theorem for the inverse problem of the flux formula:

**Theorem 2.4.** Let \( n \geq 2 \) be an integer, \( q_1, \ldots, q_n, p_1, \ldots, p_n, b_1, \ldots, b_n \) complex numbers, and \( a_1, \ldots, a_n \) real numbers. Set \( g(z) := P(z)/Q(z) \) and \( \omega(z) := -(\sum_{j=1}^{n} b_j/(z-q_j))^2 dz \), where \( P(z) \) and \( Q(z) \) are polynomials defined by (2.12) and (2.13) respectively. Then the map
\[
x := \text{Re} \left( \int_{z_0}^{z} (1 - g^2) \omega, \int_{z_0}^{z} i(1 + g^2) \omega, \int_{z_0}^{z} 2g \omega \right)
\]
is an evenly branched \( n \)-end catenoid defined on \( M^2 = \hat{\mathbb{C}} \setminus \{q_1, \ldots, q_n\} \) and has the flux vector
\[
\varphi_j = 4\pi a_j \cdot \left( \frac{2 \text{Re}(p_j)}{|p_j|^2 + 1}, \frac{2 \text{Im}(p_j)}{|p_j|^2 + 1}, \frac{|p_j|^2 - 1}{|p_j|^2 + 1} \right)
\]
at each end \( q_j \) if and only if the following condition holds:
\[
(2.26) \begin{cases}
    b_j \sum_{k=1, k \neq j}^{n} b_k \frac{p_k - p_j}{q_k - q_j} = a_j \\
    b_j \sum_{k=1, k \neq j}^{n} b_k \frac{\bar{p}_j p_k + 1}{q_k - q_j} = 0
\end{cases} \quad (j = 1, \ldots, n).
\]

Moreover, suppose \( \text{Max}\{\text{deg}(P), \text{deg}(Q)\} = n - 1 \), and \( P(z) \) and \( Q(z) \) are irreducible. Then \( x \) has no branch points and is an \( n \)-end catenoid. Conversely, any evenly branched \( n \)-end catenoid is constructed in such manner.
Proof. We set real numbers $A_j$ and $B_j$ by (2.19). Then, (2.26) is rewritten as
\[
\begin{aligned}
&\begin{cases}
p_j A_j - B_j = a_j \\
-(A_j + \bar{p}_j B_j) = 0
\end{cases} \quad (j = 1, \ldots, n).
\end{aligned}
\]
Hence the first assertion follows immediately from (2.21) and (2.24). Conversely, we fix an evenly branched $n$-end catenoid with Weierstrass data $(g, \omega)$. Then the order of $\omega$ is even everywhere. Thus $\sqrt{\omega}$ is defined as a meromorphic section of the half canonical bundle. By the same argument of the proof of Lemma 2.2, we have the expression $g(z) := P(z)/Q(z)$ and $\omega(z) := -\left\{\sum_{j=1}^{n} b_j/(z - q_j)\right\}^2 dz$, where $P(z)$ and $Q(z)$ are polynomials defined by (2.12) and (2.13) respectively. This proves the second assertion.

Remark 2.5. The Weierstrass data of any evenly branched $n$-end catenoid have the form as in Proposition 2.3. Therefore, it is branched if and only if the resultant of $P(z)$ and $Q(z)$ does not vanish. This algebraic equation is expected to have zeros of codimension 1. Indeed it is true in the case $n = 4$ as we will see in Section 3.

Remark 2.6. When $q_j = r p_j$ ($j = 1, \ldots, n$), Theorem 2.4 reduces to the results in the first author [Kat]. In this case, the system (2.26) reduces to
\[
\begin{aligned}
&\begin{cases}
\frac{1}{r} b_j \sum_{k=1, k \neq j}^{n} b_k = a_j \\
\frac{1}{r} b_j \sum_{k=1, k \neq j}^{n} \bar{p}_j p_k + 1 \frac{1}{p_k - p_j} = 0
\end{cases} \quad (j = 1, \ldots, n).
\end{aligned}
\]
Moreover, the surface has no branch points if and only if $\sum_{j=1}^{n} b^j \neq 0$. Many known and new examples of $n$-end catenoids can be constructed from this formula, and also from our formula (2.26) (cf. [KUY2]).

Remark 2.7. When $p_n \neq p_j$ ($j = 1, \ldots, n - 1$), we may assume $p_n = q_n = \infty$ without loss of generality. Under this assumption, since $p_j \neq \infty$ ($j = 1, \ldots, n - 1$) holds automatically, it is easy to see that the equation (2.26) can be rewritten as the following version:
\[
\begin{aligned}
&\begin{cases}
b_j \left(\sum_{k=1, k \neq j}^{n-1} b_k p_k - p_j q_k - q_j b_n \right) = a_j \quad (j = 1, \ldots, n - 1),
\end{cases}
\end{aligned}
\]
\[
\begin{aligned}
b_n \sum_{k=1}^{n-1} b_k = a_n,
\end{aligned}
\]
\[
\begin{aligned}
&\begin{cases}
b_j \left(\sum_{k=1, k \neq j}^{n-1} b_k \bar{p}_j p_k + 1 \frac{1}{q_k - q_j} + \bar{p}_j b_n \right) = 0 \quad (j = 1, \ldots, n - 1),
\end{cases}
\end{aligned}
\]
\[
\begin{aligned}
-b_n \sum_{k=1}^{n-1} p_k b_k = 0.
\end{aligned}
\]
In this situation, the polynomials $P(z)$, $Q(z)$ and $R(z)$ are replaced naturally as follows:

\[
\begin{align*}
P(z) &= \sum_{j=1}^{n-1} p_j b_j \frac{n-1}{n} \prod_{k=1, k \neq j}^{n-1} (z - q_k) - b_n \prod_{k=1}^{n-1} (z - q_k), \\
Q(z) &= \sum_{j=1}^{n-1} b_j \prod_{k=1, k \neq j}^{n-1} (z - q_k), \\
R(z) &= \prod_{k=1}^{n-1} (z - q_k).
\end{align*}
\]

By easy calculation, we get the following

**Corollary 2.8.** The assertion of Theorem 2.4 holds even if we replace the condition (2.26) by the following condition:

\[
\begin{align*}
b_j \sum_{k=1, k \neq j}^{n-1} b_k \frac{1}{q_j - q_k} &= a_j \frac{\bar{p}_j}{|p_j|^2 + 1} \\
b_j \sum_{k=1, k \neq j}^{n-1} b_k \frac{p_j + p_k}{q_j - q_k} &= a_j \frac{|p_j|^2 - 1}{|p_j|^2 + 1},
\end{align*}
\]

(j = 1, \ldots, n).

**Remark 2.9.** Summing up the equations (2.28) for $j = 1, \ldots, n$, we get the flux formula (2.25) for any evenly branched $n$-end catenoids. However, the flux formula itself is still valid for minimal surfaces with branch points of odd order. In fact, by straightforward calculation, the flux vector defined by (2.22) is written as

\[
\varphi_j = -\text{Im} \left( \int_{\gamma_j} (1 - g^2) \omega, \int_{\gamma_j} i(1 + g^2) \omega, \int_{\gamma_j} 2g \omega \right).
\]

The flux formula is obvious from the point of view.

3. **4-END CATENOIDS OF GENERIC TYPE**

Let $x: \hat{\mathbb{C}} \setminus \{q_1, \ldots, q_n\} \to \mathbb{R}^3$ be an $n$-end catenoid, and set $v_j := \nu(q_j)$ ($j = 1, \ldots, n$), where $\nu$ is the Gauss map. Then, as we saw in the previous sections, a family $v = \{v_1, \ldots, v_n\}$ of $n$ unit vectors in $\mathbb{R}^3$ must satisfy the following condition.

\[(F.n) \quad \sum_{j=1}^{n} a_j v_j = 0 \quad \text{for some nonzero real numbers} \quad a_1, \ldots, a_n.\]

Now, we classify arrangements of $v = \{v_1, \ldots, v_n\}$ to the following three types:

**TYPE I** : $v = \{v_1, \ldots, v_n\}$ satisfies (F.n) and $\text{dim}(v_1, \ldots, v_n) = 1$.

**TYPE II** : $v = \{v_1, \ldots, v_n\}$ satisfies (F.n) and $\text{dim}(v_1, \ldots, v_n) = 2$.

**TYPE III** : $v = \{v_1, \ldots, v_n\}$ satisfies (F.n) and $\text{dim}(v_1, \ldots, v_n) = 3$. 
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We call a (branched) \( n \)-end catenoid is of TYPE I (resp. II, III), if \( \nu \) is of TYPE I (resp. II, III).

The following facts are already known (e.g. [M], [Ba], [L2], [Kat]):

1. There are no 1-end catenoids.
2. Any 2-end catenoid is the catenoid. Of course, it is of TYPE I.
3. There are no 3-end catenoids of TYPE I. Consequently, any 3-end catenoid is of TYPE II. More precisely, for any unit vectors \( v_1, v_2, v_3 \) of TYPE II and nonzero real numbers \( a_1, a_2, a_3 \) satisfying \( \sum_{j=1}^3 a_j v_j = 0 \), there exists an essentially unique 3-end catenoid \( x: \hat{C}\setminus\{q_1, q_2, q_3\} \rightarrow \mathbb{R}^3 \) which satisfies \( \nu(q_j) = v_j \) and the weight \( w(q_j) = a_j \) (\( j = 1, 2, 3 \)).

From these results, the moduli of at most 3-end catenoids is understood completely.

In this section, we restrict our attention to 4-end catenoids of TYPE III that is a generic type. In particular, we give some upper estimates for the numbers \( N_C(\nu, \sigma) \) of congruent classes of 4-end catenoids with given \( (\nu, \sigma) \), and a method to construct these surfaces.

First we recall that if there is a 4-end catenoid \( x: \hat{C}\setminus\{q_1, q_2, q_3, q_4\} \rightarrow \mathbb{R}^3 \) such that \( \nu(q_j) = v_j \) and \( w(q_j) = a_j \) (\( j = 1, 2, 3, 4 \)), then, by (2.26), there are nonzero complex numbers \( b_1, b_2, b_3, b_4 \) satisfying

\[
A \begin{pmatrix} b_1 \\ b_2 \\ b_3 \\ b_4 \end{pmatrix} = \begin{pmatrix} 0 \\ 0 \\ 0 \\ 0 \end{pmatrix},
\]

with

\[
A := \begin{pmatrix}
0 & \bar{p}_1 p_2 + 1 & \bar{p}_1 p_3 + 1 & \bar{p}_1 p_4 + 1 \\
\bar{p}_2 p_1 + 1 & q_2 - q_1 & q_3 - q_1 & q_4 - q_1 \\
q_1 - q_2 & 0 & q_3 - q_2 & q_4 - q_2 \\
\bar{p}_3 p_1 + 1 & \bar{p}_3 p_2 + 1 & q_2 - q_3 & q_4 - q_3 \\
q_1 - q_3 & q_2 - q_3 & 0 & q_4 - q_3 \\
\bar{p}_4 p_1 + 1 & \bar{p}_4 p_2 + 1 & \bar{p}_4 p_3 + 1 & q_3 - q_4 \\
q_1 - q_4 & q_2 - q_4 & q_3 - q_4 & 0
\end{pmatrix},
\]

where \( p_j := \sigma(v_j) \) (\( j = 1, 2, 3, 4 \)) and \( \sigma: S^2 \rightarrow \hat{C} \) is the stereographic projection from the north pole, that is, they satisfy the following identity:

\[
v_j = \left( \frac{2 \text{Re}(p_j)}{|p_j|^2 + 1}, \frac{2 \text{Im}(p_j)}{|p_j|^2 + 1}, \frac{|p_j|^2 - 1}{|p_j|^2 + 1} \right) \quad (j = 1, \ldots, n).
\]

Clearly, it holds that \( \det A = 0 \).

To get upper estimates for \( N_C(\nu, \sigma) \), we discuss the rank of the matrix \( A \). We remark that \( \text{rank } A \) is invariant under both the conformal actions of the domain and the rigid motions in \( \mathbb{R}^3 \).
When we consider $v$ of TYPE III, we may assume $p_4 = q_4 = \infty$ without loss of generality, and we can use the formula (2.27) in place of (2.26). Under this assumption, the matrix $A$ is given by

\[
A = \begin{pmatrix}
0 & \frac{\bar{p}_1 p_2 + 1}{q_2 - q_1} & \frac{\bar{p}_1 p_3 + 1}{q_3 - q_1} & \frac{p_1}{q_1 - q_2} \\
\frac{\bar{p}_2 p_1 + 1}{q_1 - q_2} & 0 & \frac{\bar{p}_2 p_3 + 1}{q_3 - q_2} & \frac{p_2}{q_1 - q_3} \\
\frac{\bar{p}_3 p_1 + 1}{q_1 - q_3} & \frac{\bar{p}_3 p_2 + 1}{q_2 - q_3} & 0 & \frac{p_3}{q_2 - q_3} \\
-p_1 & -p_2 & -p_3 & 0
\end{pmatrix}.
\]

(3.1')

**Lemma 3.1.** Let $v = \{v_1, v_2, v_3, v_4\}$ be unit vectors of TYPE III. Then the number $N_q(v)$ of solutions $q = \{q_1, q_2, q_3\}$ of the equation $\det A = 0$ is at most 4 up to M"obius transformations.

**Proof.** Set $p_j := \sigma(v_j)$ as before. We may assume $p_4 = q_4 = \infty$ without loss of generality, and it follows from direct computation that

\[
\det A = \frac{|p_1|^2 |\bar{p}_2 p_3 + 1|^2 q_1^4 + \cdots}{(q_1 - q_2)^2 (q_2 - q_3)^2 (q_3 - q_1)^2}.
\]

Since we assume $v$ is of TYPE III, it is clear that $|p_1|^2 |\bar{p}_2 p_3 + 1|^2 \neq 0$. Therefore the number of $q_1$ satisfying $\det A = 0$ is at most 4 for any choice of $q_2, q_3$; namely $N_q(v) \leq 4$. \hfill \Box

**Proposition 3.2.** rank $A = 3$ if and only if $v$ is of TYPE III.

**Proof.** When $v$ is of TYPE III, we can easily see that

\[
\det \begin{pmatrix}
0 & \frac{\bar{p}_2 p_3 + 1}{q_2 - q_3} & \frac{\bar{p}_2}{q_2 - q_3} \\
\frac{\bar{p}_3 p_2 + 1}{q_2 - q_3} & 0 & \frac{\bar{p}_3}{q_2 - q_3} \\
-p_2 & -p_3 & 0
\end{pmatrix} = \frac{\bar{p}_3 p_2 - \bar{p}_2 p_3}{q_2 - q_3} \neq 0.
\]

Hence we have rank $A = 3$ for any $q_1, q_2, q_3$ satisfying $\det A = 0$.

On the other hand, when $v$ is of TYPE I or II, by the remark above, we may assume $p_1, p_2, p_3, p_4$ are real numbers. In this case, since $A$ is skew-symmetric, if $\det A = 0$ and $A \neq 0$, then we have rank $A = 2$.

Now, our assertion has been proved. \hfill \Box

**Theorem 3.3.** For any $v = \{v_1, v_2, v_3, v_4\}$ of TYPE III and $a = \{a_1, a_2, a_3, a_4\}$ satisfying $\sum_{j=1}^4 a_j v_j = 0$, $N_c(v, a) \leq 4$. Namely, the number of 4-end catenoids with the same $(v, a)$ of TYPE III is at most 4.

**Proof.** From the proof of the proposition above, dim Ker $A = 1$ for any $q_1, q_2, q_3$ satisfying $\det A = 0$. Note that $(b_1, b_2, b_3, b_4) \in$ Ker $A - \{0\}$. Moreover, $(b_1, b_2, b_3, b_4)$ satisfies $b_4(b_1 + b_2 + b_3) = a_4$ also. Hence, if $(b_1, b_2, b_3, b_4) = (\beta_1, \beta_2, \beta_3, \beta_4)$ is a solution , then the other solution is $(b_1, b_2, b_3, b_4) = -(\beta_1, \beta_2, \beta_3, \beta_4)$ and both of these solutions give the same Weierstrass data. Therefore,
it is clear that, for any \( q_1, q_2, q_3 \) chosen above, the number of 4-end catenoids is at most 1. Now we get the estimate \( N_C(\mathbf{v}, \mathbf{a}) \leq N_q(\mathbf{v}) \times 1 \leq 4 \). □

**Corollary 3.4.** Any 4-end catenoid of TYPE III is isolated in the sense of Rosenberg [Rose].

**Proof.** Since \( N_C(\mathbf{v}, \mathbf{a}) \) is finite and any deformation moving flux is not an \( \epsilon \)-\( C^1 \)-variation, our assertion is clear. □

By solving the equation (2.27) with \( n = 4, q_2 = p_2 \) and \( q_3 = p_3 \) directly, we get the following method to construct 4-end catenoids of TYPE III.

For given \((\mathbf{v}, \mathbf{a})\), set \( p_j := \sigma(v_j) \) \((j = 1, 2, 3, 4)\) as before, and set

\[
A(t) := \begin{pmatrix}
0 & \bar{p}_1p_2 + 1 & \bar{p}_1p_3 + 1 & \bar{p}_4 \\
\bar{p}_2p_1 + 1 & 0 & p_3 - t & p_2 \\
\bar{p}_3p_1 + 1 & \bar{p}_3p_2 + 1 & 0 & \bar{p}_3 \\
- \bar{p}_1 & - \bar{p}_2 & - \bar{p}_3 & 0
\end{pmatrix}
\]

(Remark that \( A(q_1) = A|_{q_2=p_2,q_3=p_3} \),

\[
\Phi(t) := (p_2 - p_3)^2(t - p_2)^2(t - p_3)^2 \det A(t)
\]

\[
= \det \begin{pmatrix}
0 & (\bar{p}_1p_2 + 1)(t - p_3) & (\bar{p}_1p_3 + 1)(t - p_2) & \bar{p}_1(t - p_2)(t - p_3) \\
(\bar{p}_2p_1 + 1)(p_2 - p_3) & 0 & (\bar{p}_2p_3 + 1)(p_2 - p_3) & \bar{p}_2(p_2 - p_3)(t - p_3) \\
(\bar{p}_3p_1 + 1)(p_2 - p_3) & (\bar{p}_3p_2 + 1)(t - p_3) & 0 & \bar{p}_3(p_2 - p_3)(t - p_3) \\
- \bar{p}_1 & - \bar{p}_2 & - \bar{p}_3 & 0
\end{pmatrix}
\]

\[
= |p_1|^2|p_2p_3 + 1|^2t^4 + \cdots,
\]

and

\[
B_1(t) := (\bar{p}_3p_2 - \bar{p}_2p_3)(p_2 - p_3)(t - p_2)(t - p_3).
\]

If \( \det A(t) = 0 \) and \( B_1(t) \neq 0 \), then \( \text{Ker} A(t) \) is generated by \( t^4(B_1(t), B_2(t), B_3(t), B_4(t)) \), where

\[
\begin{pmatrix}
B_2(t) \\
B_3(t) \\
B_4(t)
\end{pmatrix} := A' \begin{pmatrix}
(\bar{p}_2p_1 + 1)(p_2 - p_3)(t - p_3) \\
(\bar{p}_3p_1 + 1)(p_2 - p_3)(t - p_2) \\
-p_1(t - p_2)(t - p_3)
\end{pmatrix},
\]

\[
A' := \begin{pmatrix}
- |p_3|^2(p_2 - p_3) & \bar{p}_2p_3(p_2 - p_3) & \bar{p}_3(\bar{p}_2p_3 + 1)(p_2 - p_3) \\
\bar{p}_2p_3(p_2 - p_3) & - |p_3|^2(p_2 - p_3) & \bar{p}_2(\bar{p}_2p_3 + 1)(p_2 - p_3) \\
p_3(\bar{p}_2p_3 + 1) & - \bar{p}_2(\bar{p}_2p_3 + 1) & - |\bar{p}_2p_3 + 1|^2
\end{pmatrix}.
\]

(The matrix \( A' \) is column-equivalent to the inverse of the 3 × 3 submatrix which results by deleting the first row and column of the matrix \( A(t) \).

Note that \( B_1(q_1) \neq 0 \) holds for any solution \( q_1 \) of the equation \( \Phi(t) = 0 \). Indeed, if \( B_1(q_1) = 0 \), then we have

\[
(\bar{p}_3p_2 - \bar{p}_2p_3)(p_2 - p_3)(q_1 - p_2)(q_1 - p_3) = 0.
\]
However, since we assume \( v \) is of TYPE III,
\[
\Phi(p_2) = |p_3|^2 \bar{\Phi}(p_2) + 1^2(p_2 - p_3)^4 \neq 0, \\
\Phi(p_3) = |p_2|^2 \bar{\Phi}(p_3) + 1^2(p_2 - p_3)^4 \neq 0,
\]

namely \( q_1 \neq p_2, p_3 \). Hence the equality above does not happen. Assume 
\( \prod_{k=2}^{4} B_k(q_1) \neq 0 \) and \( \sum_{j=1}^{3} B_j(q_1) \neq 0 \). Then, by straightforward calculation,
we see that the solutions of the equation (2.27) with \( n = 4 \), \( q_2 = p_2 \) and \( q_3 = p_3 \)
are given by
\[
q_1 : \text{a solution of the equation } \Phi(t) = 0, \\
q_2 := p_2, \quad q_3 := p_3, \quad q_4 := \infty, \\
\begin{align*}
   b_1 &:= (\pm) B_1(q_1) \sqrt{\frac{a_4}{B_4(q_1) \sum_{j=1}^{3} B_j(q_1)}}, \\
   b_j &:= \frac{B_j(q_1)}{B_1(q_1)} b_1 \quad (j = 2, 3, 4).
\end{align*}
\]

If \( q_1 \) satisfies \( \prod_{k=2}^{4} B_k(q_1) = 0 \) or \( \sum_{j=1}^{3} B_j(q_1) = 0 \), then there are no solution 
\( (a, b) \) of the equation (2.27) with such \( q_1 \), since we assume \( a_j \neq 0 \) \( (j = 1, 2, 3, 4) \).

Set
\[
\dot{P}(z) := p_1 B_1(t)(z - p_2)(z - p_3) + p_2 B_2(t)(z - t)(z - p_3) \\
+ p_3 B_3(t)(z - t)(z - p_2) - B_4(t)(z - t)(z - p_2)(z - p_3), \\
\dot{Q}(z) := B_1(t)(z - p_2)(z - p_3) + B_2(t)(z - t)(z - p_3) + B_3(t)(z - t)(z - p_2), \\
\dot{R}(z) := (z - t)(z - p_2)(z - p_3).
\]

Note here that
\[
\dot{P}(z)_{|t=q_1} = \frac{B_1(q_1)}{b_1} P(z)_{|q_2=p_2,q_3=p_3}, \\
\dot{Q}(z)_{|t=q_1} = \frac{B_1(q_1)}{b_1} Q(z)_{|q_2=p_2,q_3=p_3}, \\
\dot{R}(z)_{|t=q_1} = R(z)_{|q_2=p_2,q_3=p_3}.
\]

Then it is easy to see that the \( (a, b) \) above gives the following Weierstrass data of a 4-end catenoid realizing \( (v, a) \):
\[
(3.2) \quad g(z) = \frac{\dot{P}(z)}{\dot{Q}(z)}_{|t=q_1}, \quad \omega = -\frac{a_4}{B_4(q_1) \sum_{j=1}^{3} B_j(q_1)} \left( \frac{\dot{Q}(z)}{\dot{R}(z)}_{|t=q_1} \right)^2 dz.
\]

Let \( \Psi(t) \) be the resultant of \( \dot{P}(z) \) and \( \dot{Q}(z) \). The surface given by the data above has no branch points if and only if \( q_1 \) satisfies \( \Psi(q_1) \neq 0 \).

We can construct all of the 4-end catenoids of TYPE III by this algorithm. Now, we observe a typical
Example 3.5. Let $\zeta_3$ be a primitive root of the equation $z^3 = 1$. For special values $p_1 = 1/\sqrt{2}$, $p_2 = \zeta_3/\sqrt{2}$ and $p_3 = \zeta_3^2/\sqrt{2}$, by direct computation, we have

$$\Phi(t) = \frac{3}{8} \left(t - \frac{1}{\sqrt{2}}\right)^2 (t + \sqrt{2})^2,$$

$$B_1(t) = \frac{3}{2\sqrt{2}} \left(t^2 + \frac{1}{\sqrt{2}} t + \frac{1}{2}\right),$$

$$B_2(t) = -\frac{3\zeta_3^2}{4\sqrt{2}} \left(t^2 - \frac{4\zeta_3 + 1}{\sqrt{2}} t - \zeta_3\right),$$

$$B_3(t) = -\frac{3\zeta_3}{4\sqrt{2}} \left(t^2 - \frac{4\zeta_3^2 + 1}{\sqrt{2}} t - \zeta_3^2\right),$$

$$B_4(t) = \frac{3}{4\sqrt{2}} \left(t^2 + \frac{1}{\sqrt{2}} t + 2\right).$$

For one solution $1/\sqrt{2}$ of the equation $\Phi(t) = 0$, we have

$$B_j \left(\frac{1}{\sqrt{2}}\right) = \frac{9}{4\sqrt{2}} \quad (j = 1, 2, 3, 4),$$

$$\sum_{j=1}^{3} B_j \left(\frac{1}{\sqrt{2}}\right) = \frac{27}{4\sqrt{2}} \neq 0,$$

$$\tilde{P}(z)|_{t=1/\sqrt{2}} = -\frac{9}{4\sqrt{2}} (z^3 - \sqrt{2}),$$

$$\tilde{Q}(z)|_{t=1/\sqrt{2}} = \frac{27}{4\sqrt{2}} z^2,$$

$$\tilde{R}(z)|_{t=1/\sqrt{2}} = z^3 - \frac{1}{2\sqrt{2}},$$

from which it follows that $\Phi(1/\sqrt{2}) \neq 0$. Now, (3.2) with these data gives an Enneper-Weierstrass representation of a tetrahedrally symmetric 4-end catenoid.

On the other hand, for the other solution $-\sqrt{2}$, we have

$$B_j(-\sqrt{2}) = \frac{9\zeta_j^{j-1}}{4\sqrt{2}} \quad (j = 1, 2, 3, 4),$$

$$\sum_{j=1}^{3} B_j(-\sqrt{2}) = 0,$$

$$\tilde{P}(z)|_{t=-\sqrt{2}} = -\frac{9}{4\sqrt{2}} \left(z^3 + \frac{3}{\sqrt{2}} z^2 + \frac{3}{2} z - \frac{1}{2\sqrt{2}}\right),$$

$$\tilde{Q}(z)|_{t=-\sqrt{2}} = -\frac{27}{8} \left(z + \frac{1}{\sqrt{2}}\right),$$
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\[ \tilde{R}(z)_{t=-\sqrt{2}} = z^3 + \frac{3}{\sqrt{2}} z^2 + \frac{3}{2} z + \frac{1}{\sqrt{2}}, \]

from which it follows that \( \Phi(-\sqrt{2}) \neq 0 \). Now, the data

\[ g(z) = \frac{\tilde{P}(z)}{Q(z)} \bigg|_{t=q_1}, \quad \omega = -\left( \frac{\tilde{Q}(z)}{R(z)} \bigg|_{t=q_1} \right)^2 dz. \]

gives an Enneper-Weierstrass representation of a complete minimal surface with 4 flat ends. It is easy to see that this surface is also tetrahedrally symmetric (cf. [Br]).

From this consideration, it is clear that the tetrahedrally symmetric 4-end catenoid is unique up to homothety.

Now we will prove our second main theorem in Section 1. Note here that \( \Phi(t), B_j(t) \ (j = 1, 2, 3, 4) \) and \( \Psi(t) \) are polynomials of \( t \) whose coefficients are also polynomials of \( p_1, p_2, p_3, p_1, \bar{p}_2 \) and \( \bar{p}_3 \).

**Theorem 3.6.** For almost all pair \( (v, a) \) of unit vectors \( v = \{v_1, v_2, v_3, v_4\} \) in \( \mathbb{R}^3 \) and nonzero real numbers \( a = \{a_1, a_2, a_3, a_4\} \) satisfying \( \sum_{j=1}^4 a_j v_j = 0 \), there is a 4-end catenoid \( x : \tilde{C} \setminus \{q_1, q_2, q_3, q_4\} \to \mathbb{R}^3 \) such that \( v(q_j) = v_j \) and the weight \( w(q_j) = a_j \ (j = 1, 2, 3, 4) \).

**Proof.** Set \( p_j := \sigma(v_j) \) and assume \( p_4 = q_4 = \infty \) as before. Then \( v \) is of TYPE III if and only if

\[
D := (p_2 p_3 - p_2 \bar{p}_3)(p_3 p_1 - p_3 \bar{p}_1)(p_1 p_2 - p_1 \bar{p}_2) \times \{|p_1|^2 - 1\}(p_2 p_3 - p_2 \bar{p}_3) + \{|p_2|^2 - 1\}(p_3 p_1 - p_3 \bar{p}_1) + \{|p_3|^2 - 1\}(p_1 p_2 - p_1 \bar{p}_2) \neq 0.
\]

\( (D \) can be obtained from the multiplication of the \( 3 \times 3 \) minor determinants of the \( 3 \times 4 \) matrix \( (v_1, v_2, v_3, v_4) \), where \( v_4 = ^t(0, 0, 1) \)). In this case, what we have only to do is to show the existence of a solution \( q_1 \) of the equation \( \Phi(t) = 0 \) satisfying \( \prod_{k=2}^4 B_k(q_1) \neq 0 \), \( \sum_{j=1}^3 B_j(q_1) \neq 0 \) and \( \Psi(q_1) \neq 0 \). Let \( \Omega(t) \) be the remainder upon division of \( (\Psi(t) \prod_{k=2}^4 B_k(t) \sum_{j=1}^3 B_j(t))^4 \) by \( \Phi(t) \).

Clearly, \( \Omega(t) \neq 0 \) if and only if there exists at least one solution \( q_1 \) of the equation \( \Phi(t) = 0 \) satisfying \( \prod_{k=2}^4 B_k(q_1) \neq 0 \), \( \sum_{j=1}^3 B_j(q_1) \neq 0 \) and \( \Psi(q_1) \neq 0 \).

Now, since there exists the tetrahedrally symmetric 4-end catenoid, it is clear that at least one coefficient \( \Omega_0 \) of \( \Omega(t) \) does not vanish for special values \( p_1 = 1/\sqrt{2}, p_2 = \zeta_3/\sqrt{2} \) and \( p_3 = \zeta_3^2/\sqrt{2} \) (see Example 3.5). Remark here that each coefficient of \( \Omega(t) \) is a rational function of \( p_1, p_2, p_3, \bar{p}_1, \bar{p}_2, \bar{p}_3 \), i.e. it is real analytic. Hence, we see that \( \Omega(t) \neq 0 \) for almost all \( p_1, p_2, p_3 \). Now we have proved that, for any \( p_1, p_2, p_3, p_4(= \infty) \) satisfying \( (\Omega_0 D)(p_1, p_2, p_3, \bar{p}_1, \bar{p}_2, \bar{p}_3) \neq 0 \) and \( a = \{a_1, a_2, a_3, a_4\} \) such that \( \sum_{j=1}^4 a_j \sigma^{-1}(p_j) = 0 \), there is at least one 4-end catenoid \( x : \tilde{C} \setminus \{q_1, q_2, q_3, q_4\} \to \mathbb{R}^3 \) such that \( \nu(q_j) = \sigma^{-1}(p_j) \) and \( w(q_j) = a_j \). \( \Box \)
We know that we cannot remove “almost”. Indeed, there are additional obstructions for the existence of 4-(or $n$-)end catenoids. We will consider these in the following section.

Before concluding this section, let us observe a significant example which includes a deformation from the Jorge-Meeks 4-noid to the tetrahedrally symmetric 4-end catenoid. Moreover, we will remark there that the symmetry of the flux data of an 4-end catenoid does not always imply the symmetry of the surface.

**Example 3.7.** We will now try to construct a 4-end catenoid with the following data:

$$(3.3) \begin{cases} p_1 = p, & p_2 = -p, & p_3 = p^{-1}i, & p_4 = -p^{-1}i, \\ a_1 = a_2 = a_3 = a_4 = 1, \end{cases}$$

where $p$ is a positive real number. The corresponding flux data $(v, a)$ is invariant under the action of the group $\langle \begin{pmatrix} -1 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & 1 \end{pmatrix}, \begin{pmatrix} 0 & 1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & -1 \end{pmatrix}, \begin{pmatrix} -1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix} \rangle \subset O(3)$.

We may put

$q_1 = q, \quad q_2 = -q, \quad q_3 = q^{-1}i, \quad q_4 = -q^{-1}i,$

for a nonzero complex number $q$ ($q^4 \neq -1$) without loss of generality, and the determinant of the matrix $A$ in (3.1) is computed as

$$\det A = \left[ \left( \frac{2q(q^2 - 1)}{q^4 + 1} \right)^2 - \left( \frac{p^2 - 1}{2p} \right)^2 \right] \cdot \left[ \left( \frac{2q(q^2 + 1)}{q^4 + 1} \right)^2 + \left( \frac{p^2 - 1}{2p} \right)^2 \right].$$

Thus $\det A = 0$ if and only if one of the following four equations is satisfied:

$$(3.4)_{\pm} \quad \frac{2q(q^2 - 1)}{q^4 + 1} = \pm \frac{p^2 - 1}{2p};$$

$$(3.5)_{\pm} \quad \frac{2q(q^2 + 1)}{q^4 + 1} = \pm \frac{p^2 - 1}{2p}i.$$

Note here that $q = \alpha$ is a solution of $(3.4)_{+}$ if and only if $q = -\alpha$ (resp. $q = \pm \alpha^{-1}i$) is a solution of $(3.4)_{-}$ (resp. $(3.5)_{\pm}$), and that the corresponding solutions $(q, b)$ of (2.26) give the Weierstrass data of the surfaces congruent to each other. Therefore we may only consider $(3.4)_{+}$. It is easy to see that the equation $(3.4)_{+}$ has a real solution $q$ if and only if $c^{-1} \leq p \leq c$, where $c := (\sqrt{6} + \sqrt{2})/2$.

Let $q$ be a solution of the equation $(3.4)_{+}$. Now, since our data $(3.3)$ is of TYPE III, $\text{rank} A$ must be $3$ (except for the case $p = 1$). It is clear that the
nonzero vector \( t(q, q, p, p) \in \text{Ker}A \), and hence it spans \( \text{Ker}A \). Therefore we can set
\[
b_1 = b_2 = rq, \quad b_3 = b_4 = rp,
\]
and, by (2.26), we get
\[
r^2 = \frac{q^4 + 1}{q\{p(q^4 + 1) + 2q(p^2q^2 + 1)\}}.
\]

Define a surface \( x_q : \hat{\mathbb{C}} \setminus \{q, -q, q^{-1}i, -q^{-1}i\} \rightarrow \mathbb{R}^3 \) by these data, whose Weierstrass data is given by
\[
g(z) := \frac{(pq^2 - q^{-1})z^2 + (p + q)}{z\{(p + q)z^2 - (pq^2 - q^{-1})\}}.
\]
\[
\omega := -r^2 \left[ \frac{2z\{(p + q)z^2 - (pq^2 - q^{-1})\}^2}{(z^2 - q^2)(z^2 + q^{-2})} \right]^2 dz.
\]

Then \( x_q \) is a branched conformal minimal immersion such that \( \{g(q) = p, g(-q) = -p, g(q^{-1}i) = p^{-1}i, g(-q^{-1}i) = -p^{-1}i, w(q) = w(-q) = w(q^{-1}i) = w(-q^{-1}i) = 1\} \), except for the case when \( q = -c^\pm 1 \) (i.e. \( r = \infty \)). It is easy to see that

(i) \( x_q \) is branched if and only if \( q = -1 \) (i.e. \( p = 1 \));
(ii) The normalized surface \( \tilde{x}_q \) defined by the same \( g \) as \( x_q \) and \( \tilde{\omega} := \omega/r^2 \) has 4 flat ends (i.e. \( a_j = 0 \) for any \( j \)) if and only if \( q = -c^\pm 1 \) and \( p = c^\pm 1 \).
(iii) In the other cases, \( x_q \) is a non-branched 4-end catenoid. In particular, when \( c^{-1} \leq p \leq c \), any solution \( q \) of (3.4+) is real, and \( x_q \) has the same symmetry as its flux data (3.3). On the other hand, when \( 0 < p < c^{-1} \) or \( c < p \), any solution \( q \) of (3.4+) can take neither a real nor a purely imaginary value, and the isometry group of \( x_q \) is \( \mathbb{Z}_2 \times \mathbb{Z}_2 \) which is smaller than that of its flux data (3.3).

In particular,

(iv) \( x_1 \) is the Jorge-Meeks 4-noid;
(v) \( x_c \) is the tetrahedrally symmetric 4-end catenoid.

By (iii), (iv) and (v), we see that the family \( \{x_q; 1 \leq q \leq c\} \) gives a deformation from the Jorge-Meeks 4-noid to the tetrahedrally symmetric one. In other words, the Jorge-Meeks 4-noid and the tetrahedrally symmetric one are included in the same connected component of the moduli of 4-end catenoids.

Furthermore, we can check that, for any real number \( p \) such that \( 1 < p < c \), there are four real numbers \( q^{(1)}, q^{(2)}, q^{(3)} \) and \( q^{(4)} \) satisfying
\[
q^{(1)} > q^{(2)} > 1 > 0 > q^{(3)}(= -\frac{1}{q^{(4)}}) > q^{(4)}(= -\frac{1}{q^{(2)}}) > -1
\]
and (3.4+) with $q = q^{(\ell)} (\ell = 1, 2, 3, 4)$. Hence there are four 4-end catenoids $x_{q(1)}, x_{q(2)}, x_{q(3)}$ and $x_{q(4)}$ which have the same flux data. It can be easily observed that these four surfaces are not congruent to each other. This concludes that our estimate $N_C(v, a) \leq 4$ in Theorem 3.3 is sharp.

These situations are demonstrated in Figure 3.1. Figure 3.2 shows the image of $x_q$ for various values of $q$ with the same flux.

**Figure 3.1. Example 3.7.**

4. 4-END CATENOIDS OF SPECIAL TYPE AND ADDITIONAL OBSTRUCTIONS

In this section, we consider the cases of TYPEs I and II. First, we will prove that the same assertions as in Theorem 3.3 and Corollary 3.4 hold also in the case of TYPE II.

Let $N_C(v, a), N_q(v)$ and $A$ be as in the previous section (see Lemma 3.1 etc.).

**Lemma 4.1.** Let $v = \{v_1, v_2, v_3, v_4\}$ be a family of unit vectors of TYPE II. Then $N_q(v) \leq 2$.

**Proof.** Set $p_j: = \sigma(v_j) (j = 1, 2, 3, 4)$ as before, where $\sigma$ is the stereographic projection. We may assume $p_1, p_2, p_3, p_4$ are real numbers without loss of generality. Set $p_{jk} := p_jp_k + 1$ for convenience. It follows from direct computation that

$$
\det A = \left\{ \frac{p_{12}p_{34}}{(q_1 - q_2)(q_3 - q_4)} - \frac{p_{13}p_{24}}{(q_1 - q_3)(q_2 - q_4)} + \frac{p_{14}p_{23}}{(q_1 - q_4)(q_2 - q_3)} \right\}^2.
$$

We may also assume $q_1 = -q_2 \neq 0, \pm 1$ and $q_3 = -q_4 = 1$ without loss of generality, and we have

$$
\det A = \frac{q_1 \Phi_{II}(q_1 + q_1^{-1})}{4(q_1 - 1)^2(q_1 + 1)^2},
$$
where
\[ \Phi(t) = p_{12}p_{34}t^2 + 4(p_{13}p_{24} - p_{14}p_{23})t + 8(p_{13}p_{24} + p_{14}p_{23}) - 4p_{12}p_{34}. \]

Since we assume \( \nu \) is of TYPE II, it is clear that at least one of the coefficients of \( \Phi(t) \) does not vanish. Therefore the number of
\[ q_1 + q_2 - 2 \]
satisfying \( \det A = 0 \) is at most 2. Since \( \hat{C} \setminus \{ \pm q_1, \pm 1 \} \) and \( \hat{C} \setminus \{ \pm q_1^{-1}, \pm 1 \} \) are conformal to each
other by a M"obius transformation, we get \( N_q(\nu) \leq 2. \)

**Theorem 4.2.** For any \( \nu = \{ v_1, v_2, v_3, v_4 \} \) of TYPE II and \( \alpha = \{ a_1, a_2, a_3, a_4 \} \)
satisfying \( \sum_{j=1}^{4} a_j v_j = 0 \), \( N_C(\nu, \alpha) \leq 4 \). Namely, the number of 4-end catenoids
with the same \( (\nu, \alpha) \) of TYPE II is at most 4.

**Proof.** From the proof of Proposition 3.2, \( \dim \ker A = 2 \) for any \( q_1, q_2, q_3, q_4 \)
satisfying \( \det A = 0 \). Note that \( ^t(b_1, b_2, b_3, b_4) \in \ker A - \{0\} \). We may assume
\( p_{12}p_{34}(p_1 - p_2)(p_3 - p_4) \neq 0 \) without loss of generality. By putting \( q_1 = -q_2 \) and \( q_3 = -q_4 = 1 \) into (2.26), we have

\[ \begin{align*}
  b_3 &= \frac{2}{p_{34}} \left( -\frac{p_{14}}{q_1 + 1} b_1 + \frac{p_{24}}{q_1 - 1} b_2 \right), \\
  b_4 &= \frac{2}{p_{34}} \left( -\frac{p_{13}}{q_1 - 1} b_1 + \frac{p_{23}}{q_1 + 1} b_2 \right).
\end{align*} \]

\[ (4.1) \]

Figure 3.2. Non-congruent four surfaces with the same flux.
Putting (4.1) into (4.2), we get
\[
\begin{align*}
\frac{p_3^2 + 1}{a_3} & \left( - \frac{p_{14}(p_1 - p_3)}{(q_1 + 1)(q_1 - 1)} b_1^2 + \frac{p_{24}(p_1 - p_4)}{(q_1 - 1)^2} + \frac{p_{14}(p_2 - p_4)}{(q_1 + 1)^2} \right) b_1 b_2 \\
- \frac{p_3^2 + 1}{a_4} & \left( - \frac{p_{13}(p_1 - p_3)}{(q_1 + 1)(q_1 - 1)} b_1^2 + \frac{p_{23}(p_2 - p_3)}{(q_1 - 1)^2} + \frac{p_{23}(p_1 - p_3)}{(q_1 + 1)^2} \right) b_1 b_2 \\
= & \frac{p_3^2 + 1}{a_3} \left( - \frac{p_{14}(p_1 - p_3)}{(q_1 + 1)(q_1 - 1)} \right) - \frac{p_3^2 + 1}{a_4} \left( - \frac{p_{23}(p_2 - p_3)}{(q_1 + 1)(q_1 - 1)} \right)
\end{align*}
\]

If this equation has more than 4 solutions \((b_1, b_2)\) such that \(b_1 b_2 \neq 0\), then it holds that
\[
\begin{align*}
\frac{p_3^2 + 1}{a_3} & \left( - \frac{p_{14}(p_1 - p_3)}{(q_1 + 1)(q_1 - 1)} \right) = \frac{p_3^2 + 1}{a_4} \left( - \frac{p_{14}(p_1 - p_4)}{(q_1 + 1)(q_1 - 1)} \right) \\
- \frac{p_3^2 + 1}{a_3} & \left( - \frac{p_{24}(p_2 - p_3)}{(q_1 + 1)(q_1 - 1)} \right) = - \frac{p_3^2 + 1}{a_4} \left( - \frac{p_{24}(p_2 - p_3)}{(q_1 + 1)(q_1 - 1)} \right)
\end{align*}
\]

namely
\[
\begin{pmatrix}
(p_{13}(p_1 - p_3) & p_{14}(p_1 - p_4) \\
p_{23}(p_2 - p_3) & p_{24}(p_2 - p_4)
\end{pmatrix}
\begin{pmatrix}
a_3 \\
p_3^2 + 1
\end{pmatrix}
= \begin{pmatrix}
0 \\
0
\end{pmatrix}.
\]

Hence
\[
0 = \det \begin{pmatrix}
(p_{13}(p_1 - p_3) & p_{14}(p_1 - p_4) \\
p_{23}(p_2 - p_3) & p_{24}(p_2 - p_3)
\end{pmatrix}
= p_{12} p_{34} (p_1 - p_2)(p_3 - p_4).
\]

This contradicts our assumption. Therefore, the equation (4.3) has at most 4 solutions \((b_1, b_2)\) such that \(b_1 b_2 \neq 0\). Note that if \((b_1, b_2) = (\beta_1, \beta_2)\) is a solution, then \((b_1, b_2) = -(\beta_1, \beta_2)\) is also a solution and both of these solutions give the same Weierstrass data. Therefore it is clear that, for any conformal class chosen above, the number of 4-end catenoids realizing the given \((v, a)\) is at most 2. Now we get the estimate \(N_C(v, a) \leq N_q(v) \times 2 \leq 4\).

**Corollary 4.3.** Any 4-end catenoid of TYPE II is isolated in the sense of Rosenberg [Rose].

**Proof.** By the same reason as in the proof of Corollary 3.4, our assertion is clear.

**Remark 4.4.** In Lemma 4.1, \(N_q(v) \leq 1\) if one of the following condition holds:

1. \(p_{jk} = 0\), i.e. \(-v_j = v_k\) for some \(j \neq k\);
2. \(D := p_{12}^2 p_{34}^2 + p_{13}^2 p_{24}^2 + p_{14}^2 p_{23}^2 - 2(p_{13} p_{24} p_{14} p_{23} + p_{12} p_{34} p_{14} p_{23} + p_{12} p_{34} p_{13} p_{24}) = 0\).
Indeed, it holds that

\[
\Phi_{II}(q_1 + q_1^{-1}) = \begin{cases} 
4(p_{13}p_{24} - p_{14}p_{23})(q_1 + q_1^{-1}) + 8(p_{13}p_{24} + p_{14}p_{23}) & \text{if } p_{12}p_{34} = 0 \\
p_{12}p_{34}(q_1 + q_1^{-1}) - 4p_{14}p_{23} + 2p_{12}p_{34} & \text{if } p_{13}p_{24} = 0 \\
p_{12}p_{34}(q_1 + q_1^{-1}) + 4p_{13}p_{24} - 2p_{12}p_{34} & \text{if } p_{14}p_{23} = 0 \\
p_{12}p_{34}(q_1 + q_1^{-1}) + 4p_{13}p_{24} = 2p_{12}p_{34} & \text{if } D = 0.
\end{cases}
\]

Therefore, by the proof of Theorem 4.2, if either (1) or (2) holds, then we get the estimate \(N_C(v, a) \leq N_q(v) \times 2 \leq 2\).

Moreover, we can find an additional obstruction for the existence of 4-end catenoids of TYPE II.

**Theorem 4.5.** There are no 4-end catenoids \(x: \hat{C} \setminus \{q_1, q_2, q_3, q_4\} \rightarrow \mathbb{R}^3\) such that \(\nu(q_j) = v_j\) and \(w(q_j) = a_j\ (j = 1, 2, 3, 4)\) if \(-v_1 = v_2\) and \(v_3 = v_4 \neq \pm v_1\).

**Proof.** Set \(p_j := \sigma(v_j)\) as before. When our assumption holds, we may assume \(p_1, p_2, p_3, p_4\) are nonzero real numbers satisfying \(p_1p_2 + 1 = 0\) and \(p_3 = p_4 \neq p_1, -p_1^{-1}\) without loss of generality. Suppose there exists a 4-end catenoid \(x: \hat{C} \setminus \{q_1, q_2, q_3, q_4\} \rightarrow \mathbb{R}^3\) such that \(\nu(q_j) = v_j\) and \(w(q_j) = a_j\ (j = 1, 2, 3, 4)\) for some nonzero real numbers \(a_1, \ldots, a_n\) satisfying \(a_1 = a_2\) and \(a_3 + a_4 = 0\). Then it follows from direct computation that

\[
0 = \det A = \left\{ \left( \frac{p_1p_3 + 1}{p_1(p_1 - 3q_2)} \left( p_1^2 - q_1^2 \right) q_2 \right) \right\}^2.
\]

This contradicts our assumption \(p_3 \neq p_1, -p_1^{-1}\).

Next, we consider the case of TYPE I, namely, the case when all of the ends are parallel. In this case, there exist additional obstructions for an arbitrary \(n\). For instance, since the degree of the Gauss map must be less than \(n\) for any \(n\)-end catenoid (see Section 7), the flux data

\[
v_1 = \cdots = v_n
\]

cannot be realized by any \(n\)-end catenoid. Moreover, the following obstructions can be also found by using (2.26).

\[
-v_1 = -v_2 = v_3 = \cdots = v_n
\]

\[
-v_1 = v_2 = \cdots = v_n, \quad \sum_{j=2}^{n-1} \sum_{k=j+1}^{n} a_ja_k \neq 0.
\]

The obstruction (4.6) follows from the compatibility condition in Perez [Per]. Conversely, in the exceptional case of the obstruction (4.6), we have the following

**Lemma 4.6.** Let \(v = \{v_1, \ldots, v_n\}\) be a family of unit vectors in \(\mathbb{R}^3\), and \(a = \{a_1, \ldots, a_n\}\) a set of nonzero real numbers satisfying \(-v_1 = v_2 = \cdots = v_n\), \(a_1 = \sum_{j=2}^{n} a_j\) and \(\sum_{j=2}^{n-1} \sum_{k=j+1}^{n} a_ja_k = 0\). Then there exists an \(n\)-end catenoid
\[ x: \hat{\mathbb{C}} \setminus \{q_1, \ldots, q_n\} \to \mathbb{R}^3 \text{ such that } \nu(q_j) = v_j \text{ and } w(q_j) = a_j \ (j = 1, \ldots, n) \] if and only if there are complex numbers \(q_1, \ldots, q_n\) satisfying
\[
\sum_{k=2}^{n} \frac{a_k}{q_k - q_j} = 0 \quad (j = 2, \ldots, n).
\]

**Proof.** Set \(p_j := \sigma(v_j)\) as before. We may assume \(p_1 = q_1 = \infty\) and \(p_2 = \cdots = p_n = 0\) without loss of generality. Suppose there exists an \(n\)-end catenoid \(x: \hat{\mathbb{C}} \setminus \{q_1, \ldots, q_n\} \to \mathbb{R}^3\) such that \(\nu(q_j) = v_j\) and \(w(q_j) = a_j\) \((j = 1, \ldots, n)\). Then, by (2.27) with the assumption \(p_1 = q_1 = \infty\) in place of \(p_n = q_n = \infty\), it holds that
\[
b_jb_1 = a_j, \quad \sum_{k=2}^{n} \frac{b_k}{q_k - q_j} = 0 \quad (j = 2, \ldots, n).
\]
Hence we have
\[
0 = b_1 \sum_{k=2}^{n} \frac{b_k}{q_k - q_j} = \sum_{k=2}^{n} \frac{a_k}{q_k - q_j} \quad (j = 2, \ldots, n).
\]
Conversely, suppose there are \(n\) complex numbers \(q_1, \ldots, q_n\) satisfying (4.7). Put
\[
f(z) := \sum_{j=2}^{n} \frac{a_j}{z - q_j},
\]
and set, for any nonzero complex number \(t\),
\[
g_t(z) := -\frac{1}{tf(z)}, \quad \omega_t := -tf(z)^2dz.
\]
Then, for any \(t\), the surface \(x_t: \hat{\mathbb{C}} \setminus \{q_1, \ldots, q_n\} \to \mathbb{R}^3\) represented by these data is an \(n\)-end catenoid such that \(\nu(q_j) = v_j\), \(w(q_j) = a_j\) \((j = 1, \ldots, n)\) and the induced metric
\[
ds_t^2 = \frac{(|tf|^2 + 1)^2}{|t|^2}dz^2
\]
is non-degenerate.

By the proof of Lemma 4.6, if there are \(n\) complex numbers \(q_1, \ldots, q_n\) satisfying (4.7), then there exists a 1-parameter family \(\{x_t: t \in \hat{\mathbb{C}} \setminus \{0\}\}\) of \(n\)-end catenoids with the same \((v, a)\). However, when \(|t| = |t'|\), \(x_t\) can be transformed to \(x_{t'}\) by a certain rotation around the \(x_3\)-axis. On the other hand, in the case \(n > 2\), when \(|t| \neq |t'|\), clearly \(x_t\) and \(x_{t'}\) are not isometric to each other. Hence, the family \(\{x_t: t > 0\}\) is a non-trivial deformation.

Note that this deformation is an example of the deformation described in Lopez-Ros [LR]. It is clear that \(x_t\) is deformable in the sense of Rosenberg [Rose].

By solving the equation (4.7) with \(n = 4\) and \(5\), we have the following examples which completes the classification of at most 5-end catenoids of parallel ends. Indeed, by virtue of the conditions (4.4), (4.5) and (4.6), it is clear that
any $n$-end catenoid of TYPE I with $n \leq 5$ coincides with the (2-end) catenoid or one of the surfaces in Examples 4.7 and 4.8.

**Example 4.7.** Let $\mathbf{v} = \{v_1, v_2, v_3, v_4\}$ be a family of unit vectors in $\mathbb{R}^3$ satisfying $-v_1 = v_2 = v_3 = v_4$. For any set $\mathbf{a} = \{a_1, a_2, a_3, a_4\}$ of nonzero real numbers satisfying $a_1 = a_2 + a_3 + a_4$ and $a_2a_3 + a_2a_4 + a_3a_4 = 0$, there exist a unique 1-parameter family $\{x_t: \mathbb{C} \setminus \{q_1, q_2, q_3, q_4\} \to \mathbb{R}^3; t > 0\}$ of 4-end catenoids such that $\nu(q_j) = v_j$ and $w(q_j) = a_j$ ($j = 1, 2, 3, 4$). Indeed their representations are given by (4.8) with

$$f(z) := \frac{a_2}{z} + \frac{a_3}{z - 1} + \frac{a_4}{z + \frac{a_4}{a_3}},$$

up to rigid motion in $\mathbb{R}^3$. Figure 4.1 shows the image of $x_t$ for various value of $t$, when $a_2 = -1$ and $a_3 = a_4 = 2$.

![Figure 4.1. Example 4.7 for $a_2 = -1$ and $a_3 = a_4 = 2$](image)

**Example 4.8.** Let $\mathbf{v} = \{v_1, v_2, v_3, v_4, v_5\}$ be a family of unit vectors in $\mathbb{R}^3$ satisfying $-v_1 = v_2 = v_3 = v_4 = v_5$. For any set $\mathbf{a} = \{a_1, a_2, a_3, a_4, a_5\}$ of nonzero real numbers satisfying $a_1 = a_2 + a_3 + a_4 + a_5$ and $a_2a_3 + a_2a_4 + a_2a_5 + a_3a_4 + a_3a_5 + a_4a_5 = 0$, there exist two 1-parameter families $\{x_t, \bar{z}: \mathbb{C} \setminus \{q_1, q_2, q_3, q_4, q_5\} \to \mathbb{R}^3; t > 0\}$ of 5-end catenoids such that $\nu(q_j) = v_j$ and $w(q_j) = a_j$ ($j = 1, 2, 3, 4, 5$). Indeed their representations are given by (4.8) with

$$f(z) := \frac{a_2}{z} + \frac{a_3}{z - 1} + \frac{a_4}{z - \frac{a_2 + a_5\zeta_6}{a_2 + a_3 + a_5}} + \frac{a_5}{z - \frac{a_2 + a_4\zeta_6}{a_2 + a_3 + a_4}},$$

up to rigid motion in $\mathbb{R}^3$, where $\zeta_6$ is a primitive root of the equation $z^6 = 1$, i.e. $\zeta_6 = (1 \pm \sqrt{3}i)/2$. Remark here that $x_{t,+}$ and $x_{t,-}$ lie on the symmetric positions with respect to the $x_1x_3$-plane, and hence they are isometric with each other.

We also have the following
Example 4.9. Let $m$ be an integer greater than 1, and $\zeta_m$ a primitive root of the equation $z^m = 1$. For any positive number $t$, define the surface $x_t : \mathcal{C} \setminus \{\infty, 0, 1, \zeta_m, \ldots, \zeta_m^{m-1}\} \to \mathbb{R}^3$ by the data (4.8) with
\[
f(z) := \frac{(m+1)z^m + (m-1)}{z(z^m - 1)}.
\]
Then $\{x_t\}$ is a 1-parameter family of $\mathbb{Z}_m$-invariant $(m+2)$-end catenoids with the same flux data. Therefore the estimate as in Theorems 3.3 and 4.2 does not hold for $n$-end catenoids of TYPE I for any $n \geq 4$.

REFERENCES

[Ba] E. L. Barbanel: Complete minimal surfaces in $\mathbb{R}^3$ of low total curvature, Ph. D. thesis, Univ. of Massachusetts 1987.

[Br] R. L. Bryant: Surfaces in conformal geometry, Proc. Simpo. Pure Math. 48 (1988), 227-240.

[JM] L. P. Jorge and W. H. Meeks III: The topology of complete minimal surfaces of finite total Gaussian curvature, Topology 22 (1983), 203-221.

[Kar] H. Karcher: Construction of minimal surfaces, Surveys in Geometry 1989/1990, University of Tokyo.

[Kat] S. Kato: Construction of n-end catenoids with prescribed flux, Kodai Math. J. 18 (1995), 86-98.

[KUY1] S. Kato, M. Umehara and K. Yamada: General existence of minimal surfaces of genus zero with catenoidal ends and prescribed flux, preprint (1995), dg-ga/9709007.

[KUY2] S. Kato, M. Umehara and K. Yamada: General existence of minimal surfaces with prescribed flux, preprint (1997), Max-Planck-Institut für Mathematik (MPI 97-12).

[L1] F. J. Lopez: New complete genus zero minimal surfaces with embedded parallel ends, Proc. Amer. Math. Soc. 112 (1991), 539-544.

[L2] F. J. Lopez: The classification of complete minimal surfaces with total curvature greater than $-12\pi$, Trans. Amer. Math. Soc. 334 (1992), 49-74.

[LR] F. J. Lopez and A. Ros: On embedded complete minimal surfaces of genus zero, J Differ. Geom. 33 (1991), 293-300.

[M] W. H. Meeks III: The classification of complete minimal surfaces in $\mathbb{R}^3$ with total curvature greater than $-8\pi$, Duke Math. J. 48 (1981), 523-535.

[Pen] C.K. Peng: Some new examples of minimal surfaces in $\mathbb{R}^3$ and its application, MSRI, 07510-85.

[Per] J. Perez: Balancing formulae for minimal surfaces in flat three-manifolds, preprint.

[Rose] H. Rosenberg: Deformations of complete minimal surfaces, Trans. Amer. Math. Soc. 295 (1986), 475-481.

[Ross1] W. Rossman: Minimal surfaces in $\mathbb{R}^3$ with dihedral symmetry, Tohoku Math. J. 47 (1995), 31–54.

[Ross2] W. Rossman: On embeddedness of area-minimizing disks, and an application to constructing complete minimal surfaces, preprint.

[UY] M. Umehara and K. Yamada: Surfaces of constant mean curvature $c$ in $H^3(-c^2)$ with prescribed hyperbolic Gauss map, Math. Ann. 304 (1996), 203-224.

[Xi] L. Xiao: Some results on pseudo-embedded minimal surfaces in $\mathbb{R}^3$, Acta Math. Sinica (New Series) 3 (1987), 116-124.

[Xu] Y. Xu: Symmetric minimal surfaces in $\mathbb{R}^3$, Pacific J. Math. 171 (1995), 275-296.
This figure "figure31.gif" is available in "gif" format from:

http://arxiv.org/ps/dg-ga/9709006v1
This figure "figure32a.gif" is available in "gif" format from:

http://arxiv.org/ps/dg-ga/9709006v1
This figure "figure32b.gif" is available in "gif" format from:

http://arxiv.org/ps/dg-ga/9709006v1
This figure "figure32c.gif" is available in "gif" format from:

http://arxiv.org/ps/dg-ga/9709006v1
This figure "figure32d.gif" is available in "gif" format from:

http://arxiv.org/ps/dg-ga/9709006v1
This figure "figure41a.gif" is available in "gif" format from:

http://arxiv.org/ps/dg-ga/9709006v1
This figure "figure41b.gif" is available in "gif" format from:

http://arxiv.org/ps/dg-ga/9709006v1
This figure "figure41c.gif" is available in "gif" format from:

http://arxiv.org/ps/dg-ga/9709006v1