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Abstract

Encrypted tunneling protocols are widely used. Beyond business and personal uses, malicious actors also deploy tunneling to hinder the detection of Command and Control and data exfiltration. A common approach to maintain visibility on tunneling is to rely on network traffic metadata and machine learning to analyze tunnel occurrence without actually decrypting data. Existing work that address tunneling protocols however exhibit several weaknesses: their goal is to detect application inside tunnels and not tunnel identification, they exhibit limited protocol coverage (e.g. OpenVPN and Wireguard are not addressed), and both inconsistent features and diverse machine learning techniques which makes performance comparison difficult.

Our work makes four contributions that address these limitations and provide further analysis. First, we address OpenVPN and Wireguard. Second, we propose a complete pipeline to detect and classify tunneling protocols and tunneled applications. Third, we present a thorough analysis of the performance of both network traffic metadata features and machine learning techniques. Fourth, we provide a novel analysis of domain generalization regarding background untunneled traffic, and both domain generalization and adversarial learning regarding Maximum Transmission Unit (MTU).

1 Introduction

Off-the-shelf encrypted tunneling protocols such as SSH or OpenVPN provide a reliable way for users to protect their network traffic from passive analysis. Companies often deploy such tools between locations or to access remote infrastructure. General public also use tunneling to avoid passive monitoring or tampering [17]. These same tools are also used by attackers to hide C2 (Command and Control) and data exfiltration. Although many tools already exists, such as IPsec, OpenVPN or SSH, new ones also recently appeared (e.g. Wireguard). The encrypted tunneling protocol landscape thus keep getting more complex and makes malicious actors monitoring more difficult.

Port-based heuristic relying on tunnel default configuration are easy to circumvent by attackers. Supervised machine learning (ML) applied to network traffic metadata (usually byte- and time-based) is thus a natural port-agnostic approach to identify some protocols without actually inspecting encrypted data. Several work use this approach to identify applications inside tunneling tools such as SSL/TLS [5,6,8,11], both IPsec and PPTP [9,10,12], and SSH [5,7]. Their tunneling coverage is however limited: they do not address common protocols such as OpenVPN or Wireguard. These work also use non-overlapping network traffic metadata feature sets. Furthermore, they use different machine learning techniques. These last two aspects makes it difficult to compare their results. Although machine learning is now easier to use than ever thanks to libraries such as Scikit-learn [18], clear guidelines on how to use machine learning to analyze tunneling protocols are missing. Beyond application classification inside tunnel, up to our knowledge, the preliminary task of identifying tunnels remains unaddressed.

Our goal is to address these limitations and design an approach to detect and classify existing tunneling protocols. We also want to provide a detailed analysis of network traffic metadata features and machine learning techniques that provides clear and actionable guidelines for real-world deployment. Finally, we want to address domain generalization as it is paramount to assess the whether a previously learned model will be usable beyond its initial training context. We here address two aspects: background untunneled traffic and Maximum Transmission Unit (MTU).

Our work provide four main contributions. First, we include the two tunneling protocols that are not addressed in existing work: OpenVPN and Wireguard. Second, we design a complete pipeline to detect and classify tunneling protocols and tunneled applications. Third, we provide a thorough comparisons of network traffic metadata features and machine learning techniques in the context of tunneling traffic detection and classification. Fourth, we address domain generalization regarding background untunneled traffic, and then, both domain generalization and adversarial learning regarding
Tunnelling protocols and machine learning techniques used in previous work.

| Authors             | Refs. | Year | Tunnels | MM methods |
|---------------------|-------|------|---------|------------|
| Authors             |       |      | SSL/TLS | Tor | SSH | IPSec | PPTP | Decision Tree | K-Nearest Neighbor | Naive Bayes | Support Vector | Gaussian Mixture Model | K-Means | Markov Chains | Neural Networks |
| Bernaille et al.    | [1]   | 2006 | -       | -   | -   | -     | -    | x              |                  |              |              |                      |         |              |              |
| Bernaille et al.    | [2]   | 2006 | -       | -   | -   | -     | -    | x              |                  |              |              |                      |         |              | x              |
| Kim et al.          | [3]   | 2008 | -       | -   | -   | -     | -    | x              | x                | x            |              |                      |         |              | x              |
| Jaber et al.        | [4]   | 2011 | -       | -   | -   | -     | -    | x              |                  |              |              |                      |         |              | x              |
| Wright et al.       | [5]   | 2006 | x       | x   | x   | x     | x    | x              | x                |              |              |                      |         |              | x              |
| Bernaille et al.    | [6]   | 2007 | x       | x   | x   | x     | x    | x              |                  |              |              |                      |         |              | x              |
| Maiolini et al.     | [7]   | 2009 | x       | x   | x   | x     | x    | x              |                  |              |              |                      |         |              | x              |
| Sun et al.          | [8]   | 2010 | x       | x   | x   | x     | x    | x              |                  |              |              |                      |         |              | x              |
| Okada et al.        | [9]   | 2011 | x       | x   | x   | x     | x    | x              |                  |              |              |                      |         |              | x              |
| Okada et al.        | [10]  | 2011 | x       | x   | x   | x     | x    | x              |                  |              |              |                      |         |              | x              |
| Korczyński et al.   | [11]  | 2014 | x       | x   | x   | x     | x    | x              |                  |              |              |                      |         |              | x              |
| Kumano et al.       | [12]  | 2014 | x       | x   | x   | x     | x    | x              |                  |              |              |                      |         |              | x              |

Table 1: Tunnelling protocols and machine learning techniques used in previous work.

MTU. Up to our knowledge, both of these aspects have never been addressed before.

Our paper is structured as follows. Section 2 present existing work on tunneling protocols analysis. Section 3 details our methodology. Section 4 presents our detection and classification results.

2 Related work

The idea of using network traffic metadata can be traced back to the original work of Wright et al. [5] who applied it to application classification inside SSL/TLS and SSH tunnels. Several works extend this initial contribution regarding other tunneling tools such as Tor [8] or IPsec and PPTP [9, 10, 12]. Some works revisit previously addressed protocols but are relevant considering the quick evolution of the tunneling and encryption landscapes [6, 7, 11].

Another use case of network traffic metadata that generated many contributions is protocol classification. Bernaille et al. [1] is the seminal work for this use case. Several other works then improve on this initial contribution [2–4].

Table 1 describes the targeted tunneling tools and ML techniques used. ML techniques and targeted tunneling protocols widely vary across studies which make their results extremely difficult to compare. These work also do not address tunneling tools that are common such OpenVPN or Wireguard. Table 2 describes features used in existing work and tools. They are very diverse. The first papers on protocol classification inside tunnel used N first packet size or IAT, while later work usually leverage five tuple flow-related feature such as total number of packet or byte exchanged. Features that were more recently proposed such as bursts [19] have also not been evaluated in the context of tunneling protocol analysis.

Up to our knowledge, there is no existing work on the preliminary steps to application classification inside tunnels which are tunneling protocol detection and/or classification.

Our goal is thus to 1) provide a complete pipeline for the analysis of tunnelling protocol (detection, classification, and application classification within tunnels), and 2) address the diversity of existing work by providing a unified point of view on performance of both network traffic features, and machine learning techniques.

3 Methodology

In this section, we present our approach. First, we address the general machine learning-based pipeline in Section 3.1, and
then, we detail the main steps: traffic generation in Section 3.2, used datasets in Section 3.3, feature extraction in Section 3.4, and, machine learning in Section 3.5.

### 3.1 General pipeline

Figure 1 picture the whole pipeline that we use to analyze tunneling protocols. First, we generate network traffic (see
### 3.2 Traffic generation

Although some existing datasets provide some tunneling protocol network traffic (e.g., SSH in UNIBS [20]), we could not find any data for IPsec, OpenVPN, or Wireguard. We thus design a generic topology to collect tunnel traffic. Here, a host uses a tunnel to access some resources on Internet or on an FTP file server. This topology is presented on Figure 2. The tunnel is setup between two hosts (tunnel start and tunnel end) and is routed through a machine called gateway. This topology is setup using Vagrant with the libvirt provider. All hosts use Debian Testing with the version 20210228.1 \(^1\) (this is equivalent to Debian Bullseye). We deactivate NIC offloading on all machines in order to avoid packet size alteration during capture.

We deploy each tunnel between the tunnel start and tunnel end machines. We setup the following tunnels: IPsec, OpenVPN TCP/UDP, SSH, and Wireguard.

We use several applications inside each tunnel: web browsing, FTP get/put, and wget. We actually use a single application inside each tunnel instance. Table 3 provides additional details regarding applications used inside tunnels.

\(^1\)https://app.vagrantup.com/debian/boxes/testing64
Table 5: Machine learning algorithms used and parameters explored. Random forest and decision tree both use the criterion and min samples split parameters. Short names are used to identify algorithms in the rest of the paper.

| Algorithms                  | Scikit learn function | Short name | Parameter name | Parameter default value | Parameter values for grid search |
|-----------------------------|-----------------------|------------|----------------|-------------------------|---------------------------------|
| AdaBoost                    | [23]                  | AB         | learning rate  | 1.0                     | $10^{-3} \ldots 1.0, 1$         |
| Gradient boosting           | [24]                  | GB         | max depth      | 3                       | 1, 2, 3, 4, 5, 6, 7, 10, 20, 50 |
| Gaussian naive Bayes        | [25]                  | GNB        | -              | -                       | -                               |
| K nearest neighbors         | [26]                  | KNN        | n neighbors    | 5                       | 1, 5, 10, 50                    |
| Support vector with liblinear | [27]                | SV LL      | C              | 1.0                     | $10^{-1}, 0.1, 2, 3, 4, 5, 6, 7$ |
| Logistic regression         | [28]                  | LR         | solver         | saga                    | saga                            |
| Logistic regression with SGD | [29]                  | LR SGD     | loss           | log                     | $log^{-8}, \ldots -2, -1, 0, 1$ |
| Support vector with SGD     | [29]                  | SV SGD     | loss           | hinge                   | hinge                           |
| Random forest and decision tree | [30]            | RF         | criterion      | gini                    | gini, entropy                   |
|                             |                       | DT         | min samples split | 2                      | 2, 3, 4, 5, 10, 50              |

3.3 Datasets

Table 4 present the data we use in this work. The UNIBS datasets [20] were collected in 2009 and contain both SSH tunneled and untunneled traffic. The UPC dataset [22] was gathered in 2014 and contains mostly untunneled traffic and SSH and Tor tunnels. In this work, we only use the untunneled and SSH tunneled traffic. The network traffic generation in Section 3.2 create 100 flows for six MTU values (see Section 4.5 for additional details on MTU choice) and four applications used with 5 tunnels and without tunnel. We thus obtain 2400 flows for each tunneling protocol. Untunneled traffic does not yield the same number of flows for each MTU due to varying interactions with third-party during website browsing.

3.4 Feature extraction

Once network traffic has been generated, we extract five tuple flow (source and destination IP, transport protocol, and source and destination port) and their associated features. We extract the following features about each five tuple flow: transport protocol (e.g. TCP, UDP), packet number, duration, and, mean, minimum, maximum, standard deviation in both direction and the total of both packet size and Inter-Arrival Times (IAT). We also extend the following N first feature (see example in Figure 3): elapsed time since the start of the flow, IAT, packet direction, packet size, packet size with direction in sign (called packet size with direction in the remainder of the paper), packet burst and byte burst. Burst are build by grouping consecutive packet in the same direction. Packet bursts are the grouping sizes and byte bursts are the grouping total byte number. We also build packet size from source and destination only, and byte burst from source and destination only. The Table 2 presents our features and those of previous work.

3.5 Machine learning

We use algorithms available in scikit-learn [18] for multi-class classification: random forest, decision tree, AdaBoost, logistic regression and support vector with SGD, logistic regression with the saga solver, Gaussian naive Bayes, and K nearest neighbors. Some algorithms are omitted in the following experiments due to excessive running time (e.g. K nearest neighbors for tunnel detection).

In terms of performance metric, we use the F1 score for tunnel detection and the average F1 score across classes (macro in scikit learn) for tunnel classification and application classification inside tunnels.

Performance comparison between algorithms is performed using a nested cross-validation [32]. The inner loop uses a grid search to find the best parameters for each algorithm
where is \( N \) the number of \( N \) first feature used. \( N \) first features we reuse the best \( N \) first features inside each family and compare their performance in Section 4.2.1. Next, we reuse the best \( N \) first features inside each family and compare their performance in Section 4.2.2. We then provide a performance evaluation of these best features used together along with feature importance analysis (see Section 4.3). Finally, we address domain generalization regarding change of background network traffic in Section 4.4, and both domain generalization and adversarial learning regarding MTU in Section 4.5.

We only present the results of application classification inside tunnel for the SSH tunnel due to the lack of space. This tunnel however exhibits the worst performance across all experiments. Presented results thus always provide a performance lower bound for application classification inside tunnels.

In the next sections, we often use a subset of all extracted features (see Section 3.4) to compare them. We however always use the one-hot encoded transport protocol (TCP or UDP) as a additional feature to any of these feature subsets.

## 4 Results

In this section, we present the performance evaluation for all three steps defined in Section 3.1. We first present a study of the impact of \( N \) where \( N \) is the number \( N \) first feature used, e.g. packet size (see Section 4.1 and Figure 3). We then compare \( N \) first features inside feature families (here packet direction/size-related and burst-related) in Section 4.2.1. Next, we reuse the best \( N \) first features inside each family and compare their performance in Section 4.2.2. We then provide a performance evaluation of these best features used together along with feature importance analysis (see Section 4.3). Finally, we address domain generalization regarding change of background network traffic in Section 4.4, and both domain generalization and adversarial learning regarding MTU in Section 4.5.

In terms of smallest \( N \) to reach maximum performance, i.e. smallest possible memory usage to reach optimal performance, byte burst is the best feature, followed by packet size with direction and IAT, then packet size, and finally packet burst and packet direction. Byte burst is the most efficient feature in terms of memory usage. It however does not mean that byte burst is quick time-wise to reach its best performance level because burst position in a flow is not directly linked to packet position. Indeed, the fourth byte burst may actually be located at the 30th packet which would make byte burst slower than packet size with direction.

When one compares tunnel detection and tunnel classification, the smallest \( N \) values to reach maximum performance are similar. Algorithm performances are however better and vary less across algorithms for tunnel classification than for tunnel detection.

### 4.1 \( N \) first feature

In this section we analyze the impact of \( N \) on performance, where \( N \) is the number \( N \) first feature used. \( N \) first features are: packet direction, packet size, packet size with direction encoded in sign, packet burst, byte burst, and inter-arrival time. We do not present elapsed time since flow start due to the lack of space and because its performances are always lower than IAT. Due to the computational cost of testing multiple values of \( N \), we do not perform a grid search to find optimal parameters inside the inner loop, and simply use default parameters from Table 5. We address all pipeline steps: tunnel detection, tunnel classification, and application classification.

#### 4.1.1 Tunnel detection and classification

Figure 4 (resp. Figure 5) presents the F1 score obtained with \( N \) values between 1 and 50 for tunnel detection (resp. classification). For both tasks, we use \( N \) between 1 and 50 because \( N \) values above 20 do not provide significant performance improvement for the best algorithm (random forest).

Algorithms exhibit widely varying performance. Random forest is the best one. When \( N \) increases, decision tree and random forest exhibit increasing performance for all features. Other algorithms’ performances sometimes decrease when \( N \) increases (e.g. \( N \) between 20 and 25 with packet direction and Gaussian naive Bayes for tunnel detection on Figure 4).

We then compare feature performance using the F1 score for \( N \) equal to 50 with the best performing algorithms (decision tree and random forest). Packet size, packet size with direction, byte burst and IAT provide very good overall results. Packet direction and burst exhibit slightly lower performance.

Other algorithms’ performances sometimes decrease when \( N \) increases (e.g. \( N \) between 20 and 25 with packet direction and Gaussian naive Bayes for tunnel detection on Figure 4).

#### 4.1.2 Application classification

Figure 4 presents the F1 score obtained with \( N \) values between 1 and 150 for application classification inside SSH tunnels. We use \( N \) between 1 and 150 because \( N \) values above 120 do not provides significant performance improvement for the best algorithm (random forest). When \( N \) increases, decision tree and random forest exhibit increasing performance for all features. Other algorithms’ performances sometimes decrease when \( N \) increases (e.g. \( N \) between 20 and 25 with packet direction and Gaussian naive Bayes). Overall, byte burst is the best feature. Packet size, packet size with direction, packet burst are close second. Packet direction exhibits the worst performance. In terms of smallest \( N \) to reach maximum performance, byte burst is the best feature, closely followed by packet burst, then packet direction, packet size with direction, packet size with direction and IAT, in that order.
Figure 4: Tunnel detection using 50 first feature. Shaded areas below and above the curve represent a confidence interval with 99% confidence level.

Figure 5: Tunnel classification using 50 first feature. Shaded areas below and above the curve represent a confidence interval with 99% confidence level.
We here analyze performance inside each feature families:

4.2.1 Preliminary feature comparison

We here analyze performance inside each feature families: packet-related (with packet size, packet direction, packet size from source, packet size from destination, packet size with direction in sign), and burst-related (packet burst, byte burst, byte burst from source, byte burst from destination).

Packet direction, packet size from source, from destination, from both source and destination, and packet size with direction

Figure 7 pictures the F1 scores obtained with ML algorithms for packet direction and feature related to packet size. F1 scores obtained with packet size from source are always better than packet size from destination. Packet size from source is also always better than packet size, except for tunnel detection with algorithms such as logistic regression, support vector and AdaBoost. Packet direction is almost always worse than packet size from source, except for application classification in SSH with AdaBoost. Packet size with direction and packet size from source exhibits very similar performances. In the remainder of the paper, we arbitrarily choose to only consider packet size with direction.

Packet burst and byte burst from source/destination/both

Figure 8 pictures the F1 scores obtained with ML algorithms for features related to bursts. F1 scores obtained with packet burst are always worse than byte burst (except for SSH application classification with Gaussian naive Bayes). Byte burst from source and destination does not yield better results than byte burst.

Byte burst bigram and trigram

We now explore the use of bigram and trigram on byte burst values. We do not use a figure due to the lack space but one is provided in appendix (see ??).
Byte burst bigram used alone and in combination with byte burst does not improve results, except for IPsec-ESP with Gaussian Naive Bayes and OpenVPN TCP with AdaBoost and Decision Tree. Byte burst trigram used alone and in combination does not improve results (except for IPsec-ESP with all methods and OpenVPN TCP with AdaBoost and Decision Tree). Considering the limited performance improvements and costly feature generation, we do not use byte burst bigrams or trigrams in the remainder of the paper.

4.2.3 Summary

Overall, packet size with direction and byte burst offer the best performance. We emphasize that Netflow v5 and v9 feature sets do not provide good performances.

4.3 General results

We now provide a performance evaluation of packet size with direction and byte burst used together. Figure 10 pictures the F1 scores obtained for tunnel detection and classification. We observe very good performance for both tunnel detection and tunnel classification using the best algorithms (e.g. random forest or decision tree). Figure 11 displays the 10 most feature importance based on Mean Decreased Impurity (MDI) for tunnel detection. Overall, IP protocol field-related one-hot-encoded features are not relevant. This is consistent with the fact that tunnels here use both TCP and UDP. 16 out of the 20 most important feature are related to byte burst. Byte bursts are thus here more important than packet sizes with direction. Figure 12 displays the 10 most feature importance based on Mean Decreased Impurity (MDI) for tunnel classification. IP protocol field-related one-hot-encoded features

Figure 7: Comparison of packet size, packet size from source, packet size from destination, packet direction and packet size with direction for all pipeline steps. Error bars represent a confidence interval with 99% confidence level.
are here the first and fourth most important features. Beyond these two attributes, packet size with direction and byte burst are similarly important.

Figure 13 pictures the F1 scores obtained for tunnel detection and classification. The most difficult tunneling protocol to classify application inside is SSH, followed by both OpenVPN tunnels, and finally, IPsec and Wireguard. Similarly to Figure 10, using the best algorithms, random forest or decision tree, provides very good performances.

4.4 Domain generalization regarding untunneled traffic

We here address the impact of the untunneled traffic on tunnel detection performance. We here only consider tunnel detection because untunneled traffic is only used in this step of the ML pipeline (see Figure 1). To this end, we use the UNIBS dataset for training and the UPC dataset for testing, and then, the other way around. We here do not use tunneling protocol-related flows from the UNIBS and UPC datasets. Table 6 present F1 scores for packet sizes with direction, byte bursts, and Netflow v5 and Netflow v9 features. Although we previously show in Section 4.2.2 that Netflow features exhibit poor performances, we still include them here as classic flow-based features. When we train a random forest model on the UPC (resp. UNIBS) dataset and test it on the UNIBS (resp. UPC) dataset using Netflow v5, we obtain a 0.54 (0.28) F1 score. These results are very poor, especially compared to what we previously obtained in Sections 4.2.2 and 4.3. Netflow v9 exhibit the second worst performance decrease, followed by byte burst and then, packet size with direction. We hypothesize that training with UPC yield better results than training with
UNIBS because of two reasons. First, the number of instances in the UPC dataset is much bigger than in the UNIBS one (see Table 4) which helps generalization of models trained with UPC data. Second, UPC dataset is more recent than UNIBS (2014 vs 2009). This means that traffic categories present in UNIBS are probably also in UPC while new protocols, applications, or usages that appeared between 2009 and 2014 may be present in UPC but not in UNIBS. Although we do not actually try to detect these new applications, we hypothesize that their presence inside training data may be enough to modify learned model.

The observed performance decrease is consistent with existing work targeting traffic classification \[34\]. This section shows that training data must be as diverse as possible to ensure a limited performance decrease when the trained model
is deployed in a new context.

4.5 Domain generalization and adversarial learning regarding MTU

The Maximum Transmission Unit (MTU) is the maximum amount of data that can be sent on a physical medium. Its value is 1500 for Ethernet and much of Internet [35]. This value is configurable by OSes on network interfaces. Reducing MTU decreases the size of sent and received packets. This in turns impacts both the number sent and received packets, and the total amount of data sent (because of the increasing overhead). We here address the impact of MTU modification on our three pipeline steps. We first consider common MTU used on Internet beyond the default value of 1500 which are, according to [35], 1472 and 1420. Then, we also consider an attacker that leverages a purposely lowered MTU to generate adversarial samples. We here use MTU values of 1400, 1300, and 1200. We thus obtain six MTU values (1500, 1472, 1420, 1400, 1300 and 1200) that we use to generate traffic (see Section 3.2) for the following experiments. We here do not use the SSH flows from UNIBS because we do not know which MTU was used.

Figure 14 presents our results for all three pipeline steps, packet size with direction, byte burst and Netflow v5 and v9 features when a 1500 bytes MTU is used for training. Results for MTU testing equal to 1500 are different than Section 4.2.2 because UNIBS SSH is not used. Similarly to Section 4.4, we include Netflow feature as classic flow-based features. Performances modifications regarding testing MTU change across pipeline steps and features: tunnel classification performances only decrease for Netflow v5, tunnel detection is impacted with both Netflow feature sets, while application classification’s F1 scores deteriorate for all features except packet sizes with direction. MTU lowering reduces the amount of data sent in a single packet. This, in turn, increases the packet number in a flow. Netflow v5 and v9 feature sets are impacted because they contain packet number-related features, either for all packet of flow or a subset (e.g. only from the source in Netflow v9). We observe that byte burst performances decrease as the testing MTU is smaller for application classification, while this does not happen with packet sizes with direction. We hypothesize that byte burst is actually able to look further in time into the flow, and is thus more sensitive to traffic changes caused by MTU reduction. Contrary to byte burst, we observe that performances for packet sizes with direction do not deteriorate as testing MTU decreases. Figure 15 displays boxplots and violinplots of packet sizes with direction which exhibit the ten biggest MDI feature importance when random forest is used. It shows that most feature values are far from the testing MTU. We thus hypothesize that packet size with direction performances do not decrease because feature values are not modified when testing MTU changes.

We do not display the results obtained with a training MTU of 1420 and 1470 due to the lack of space. The results are similar to what is obtained with a training MTU of 1500: best results are obtained when testing MTU is equal to the training one, and performances deteriorate otherwise.

5 Discussions and future work

We identify two main limitations to our work. The first limitation is related to tunneling protocols and application coverage. Although our tunneling protocol set is more complete than existing work, we did not address tools such as PPTP. We also did not deploy DNS-based tunneling which is commonly used for obfuscation. Regarding applications, we use web browsing and file transfer as applications inside tunnels. Common usage such as command line is not included in our work. We want to improve both deployed tunneling and application in future work. The other limitation is that we only use a single application inside each tunnel. Users however do not use tunelling this way, and often use several applications inside a tunnel. Our results regarding tunnel detection and classification using N first features such as packet size or byte burst are however not impacted by this limitation because they need a very small of features N to perform well (see Section 4.1).

Many recent on network traffic metadata analysis work use deep learning-related techniques. We however achieve very good performance with classical ML algorithms such as random forest or decision tree and thus decided to not use deep learning at all.

We also plan to extend this work along two other axes. First, we use each tunnelling protocol with a single cipher suite. We want to extend this work by exploring other cipher suites (e.g. a different block size) which may alter network traffic metadata. Second, we plan to investigate prediction intervals
Figure 13: Application classification detection using selected features. Error bars represent a confidence interval with 99% confidence level.

Figure 14: Random forest performance for training using MTU equals to 1500 and several MTU values for testing data. Error bars represent a confidence interval with 99% confidence level.

Figure 15: Packet sizes with direction in byte of the 10 most important feature regarding MDI using Random Forest with 100 trees for all pipeline steps. Boxplots encode median as the line inside the box, first and third quartile as upper and lower limit of the box, whiskers as 1st and 99th quantiles, and flier as points outside of these quantiles.

for both aleatoric and epistemic uncertainties using [36].

6 Conclusion

In this work, we design a methodology to detect tunneling protocols, classify them once detected, and identify application used inside tunnels. We provide a thorough analysis of both features and machine learning algorithms. We also address domain generalization evaluation regarding the untunneled traffic for tunnel detection, and domain generalization and adversarial learning analysis regarding MTU for all three
Figure 16: Random forest performance for training using MTU equals to 1500 and several MTU values for testing data. Error bars represent a confidence interval with 99% confidence level.

A Appendix

A.1 Learning curve

Figure 17 pictures the F1 scores obtained with random forest for several training dataset sizes. For all scenario, performance increase more important for smaller increase of training data size than this performance increase is negligible for the biggest increase in training data size (cf point to the right of each figure and log scale).

A.2 Netflow

A.3 Byte burst bigram and trigram

Figure 19 pictures the F1 scores obtained with ML algorithms for features from the packet burst family.
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### Figure 19

Comparison byte burst, byte burst bigram only, byte burst with bigram, byte burst trigram only, and byte burst with trigram for all pipeline steps. Error bars represent a confidence interval with 99% confidence level.
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