A SUFFICIENT CONDITION TO A REGULAR SET OF POSITIVE MEASURE ON RCD SPACES

YU KITABEPPU

Abstract. In this paper, we study regular sets in metric measure spaces with bounded Ricci curvature. We prove that the existence of a point in the regular set of the highest dimension implies the positivity of the measure of such regular set. Also we define the dimension of metric measure spaces and prove the lower semicontinuity of that under the Gromov-Hausdorff convergence.

1. Introduction

In the series of papers [7–9] by Cheeger and Colding, they investigate much properties of Ricci limit spaces. Especially, the study of the infinitesimal structure on such spaces is pretty important to understand the geometry of that. On a non-collapsing Ricci limit space \((Y, d, \nu)\), \(\nu\)-almost every point has unique tangent cone that is isometric to \(N\)-dimensional Euclidean space when the sequence of Riemannian manifolds approximating \(Y\) are of \(N\)-dimension [7]. It is also known that the limit measure \(\nu\) is the \(N\)-dimensional Hausdorff measure multiplied by a constant. For collapsing Ricci limit spaces, the uniqueness of the dimension of tangent cones at almost every point had been an open problem. However Colding and Naber give the affirmative answer to the problem, that is, there exists a unique \(k\) less than \(N\) so that \(\nu(Y \setminus R_k) = 0\), where \(R_k\) is the set of all points whose tangent cone is unique and isometric to \(\mathbb{R}^k\)(see [10]). Combining the results of Cheeger-Colding and of Colding-Naber leads the mutually absolutely continuity between the limit measure \(\nu\) and the \(k\)-dimensional Hausdorff measure \(\nu\)-almost every point on \(R_k\).

On the other hand, RCD spaces are one of another generalization of Riemannian manifolds with Ricci curvature bounded from below. RCD spaces are defined as a kind of convexity of the functional on the Wasserstein spaces on those(see Section 2). In that sense, RCD spaces are defined by the intrinsic way while Ricci limit spaces are defined by the extrinsic way. It is known that all Ricci limit spaces are RCD spaces by the stability of RCD condition under the Gromov-Hausdorff convergence. Unfortunately, no one knows whether generic RCD spaces can be approximated by a family of Riemannian manifolds with uniformly bounded Ricci curvature or not. Hence the study on the geometry and analysis of RCD spaces are difficult because we are not able to use mathematical techniques developed on Riemannian manifolds. However by using techniques from the study of optimal transportation problem on metric measure spaces instead of differential geometric ones, many geometric and analytic properties on RCD spaces are discovered, some of them are new even for Riemannian manifolds. On the other hand, the following fundamental question is still open, though the Ricci limit case is already answered positively;
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Theorem 1.2

Mondino and Naber prove that \( m \left( X \setminus \bigcup_{i \leq [N]} R_i \right) = 0 \) [28]. Question 1.1 are able to be reformulated that whether there is an integer \( l \) such that \( m(X \setminus R_l) = 0 \) or not. As mentioned above, this problem is completely solved in Ricci limit cases. Adding some conditions, we have partial positive answers for that problems [26][27]. One of the main theorems in the present paper holds without any additional assumptions.

Theorem 1.2 (Proposition 4.5 and Proposition 4.6). Let \((X, d, m)\) be an \( \text{RCD}^*(K, N) \) space for \( K \in \mathbb{R} \) and \( N \in (1, \infty) \). Assume \( R_k \neq \emptyset \) for \( 1 \leq k \leq [N] \). Then \( m \left( \bigcup_{i \leq [N]} R_i \right) > 0 \). In particular, \( m(R_i) > 0 \) if \( R_i \neq \emptyset \).

Remark 1.3. In [27], the author and Lakzian proved that \( m(X \setminus R_i) = 0 \) provided \( R_i \neq \emptyset \). Thus we only need to consider the case when \( R_k = \emptyset \) for \( k \geq 2 \).

Let \( k \) be the largest number such that \( R_k \neq \emptyset \). It follows from Theorem 1.2 that \( m(R_k) > 0 \). If \( m(X \setminus R_k) = 0 \), then Question 1.1 has the affirmative answer.

Definition 1.4 (Definition 4.1). Let \((X, d, m)\) be an \( \text{RCD}^*(K, N) \) space for \( K \in \mathbb{R}, N \in (1, \infty) \). The dimension of \((X, d, m)\) is defined as the largest number \( k \) so that \( R_k \neq \emptyset \) and \( R_i = \emptyset \) for any \( l > k \). \( \text{dim} (X, d, m) \) denotes the dimension of \((X, d, m)\).

Equivalently, the dimension of \((X, d, m)\) is also the largest number \( k \) such that \( m(R_k) > 0 \).

The concept of dimension here coincides with that introduced by Colding and Naber for Ricci limit spaces [10]. See [24], [23] for the proof. Also the analytic dimension defined by Han [21] coincides (see Remark 1.12). Another main theorem is as follows.

Theorem 1.5 (Theorem 4.10). Let \((X_n, d_n, m_n, x_n)\) be a sequence of pointed \( \text{RCD}^*(K, N) \) spaces for \( K \in \mathbb{R}, N \in (1, \infty) \) and converging to \((X_\infty, d_\infty, m_\infty, x_\infty)\). Then

\[
\text{dim} (X_\infty, d_\infty, m_\infty) \leq \lim \inf_{n \to \infty} \text{dim} (X_n, d_n, m_n).
\]

Remark 1.6. The lower semicontinuity of the dimension for tangent cones was already proven for Ricci limit case ([23][21]).

2. Preliminaries

A triplet \((X, d, m)\) consisting of a complete separable metric space \((X, d)\) and a locally finite positive Borel measure \( m \) on \( X \) is called a metric measure space. Two metric measure spaces \((X, d, m)\) and \((Y, r, \nu)\) are isomorphic if there exists an isometry \( f : \text{supp} \, m \to \text{supp} \, \nu \) with \( f_* \, m = \nu \). A continuous curve \( \gamma : [0, 1] \to X \) is absolutely continuous if there exists an \( L^1(0, 1) \) function \( g \) such that

\[
d(\gamma_s, \gamma_t) \leq \int_s^t g(r) \, dr,
\]

for any \( s \leq t \in [0, 1] \).

For a continuous curve \( \gamma : [0, 1] \to X \), the metric derivative \( |\gamma| \) is defined by

\[
|\gamma|_t \hat{} := \lim_{s \to t} \frac{d(\gamma_s, \gamma_t)}{|s-t|}
\]
as long as the right-hand side makes sense. It is known that every absolutely continuous curve has the metric derivative for almost every point \( \[1\]. We call an absolutely continuous curve \( \gamma : [0, 1] \to X \) a geodesic if \( \|\gamma_t\| = d(\gamma_0, \gamma_1) \) for almost every \( t \in [0, 1] \). A metric space \((X, d)\) is called a geodesic space if for any two points, there exists a geodesic connecting them.

We denote the set of all Lipschitz functions on \( X \) by \( \text{LIP}(X) \). For \( f \in \text{LIP}(X) \), the local Lipschitz constant at \( x \), \( |\nabla f|(x) \), is defined as

\[
|\nabla f|(x) := \limsup_{y \to x} \frac{|f(x) - f(y)|}{d(x, y)}
\]

if \( x \) is not isolated, otherwise \( |\nabla f|(x) = \infty \). For \( f \in L^2(X, m) \), we define the Cheeger energy \( \text{Ch}(f) \) as

\[
\text{Ch}(f) := \frac{1}{2} \inf \left\{ \liminf_{n \to \infty} \int_X |\nabla f_n|^2 \, dm : f_n \in \text{LIP}(X), f_n \to f \text{ in } L^2(X, m) \right\}.
\]

Set \( D(\text{Ch}) := \{ f \in L^2(X, m) : \text{Ch}(f) < \infty \} \). It is known that for any \( f \in D(\text{Ch}) \), there exists an \( L^2 \)-function \( |\nabla f|_w \) such that \( \text{Ch}(f) = (1/2) \int |\nabla f|_w^2 \, dm \), which is called a minimal weak upper gradient. For simplicity, we denote the minimal weak upper gradient of \( f \) just by \( |\nabla f| \). We define the Sobolev space \( W^{1,2}(X, d, m) := L^2(X, m) \cap D(\text{Ch}) \) equipped with the norm \( \|f\|_{W^{1,2}} := \|f\|_2^2 + 2\text{Ch}(f) \). It is known that \( W^{1,2} \) is a Banach space. We say that \((X, d, m)\) is infinitesimally Hilbertian if \( W^{1,2} \) is a Hilbert space.

We denote the set of all Borel probability measures on \( X \) by \( \mathcal{P}(X) \). We define \( \mathcal{P}_2(X) \) as the set of all Borel probability measures with finite second moment, that is, \( \mu \in \mathcal{P}_2(X) \) if and only if \( \mu \in \mathcal{P}(X) \) and there exists a point \( o \in X \) such that \( \int_X d(x, o)^2 \, d\mu(x) < \infty \). We call a measure \( q \in \mathcal{P}(X \times X) \) a coupling between \( \mu \) and \( \nu \) if \((p_1)_* \mu = \mu \) and \((p_2)_* \nu = \nu \), where \( p_i : X \times X \to X \) are natural projections for \( i = 1, 2 \). For two probability measures \( \mu_0, \mu_1 \in \mathcal{P}_2(X) \), we define the \( L^2 \)-Wasserstein distance between \( \mu_0 \) and \( \mu_1 \) as

\[
W_2(\mu_0, \mu_1) := \inf \left\{ \int_{X \times X} d(x, y)^2 \, dq(x, y) : q \in \mathcal{C}pl(\mu_0, \mu_1) \right\}^{1/2},
\]

where \( \mathcal{C}pl(\mu_0, \mu_1) \) is the set of all couplings of \( \mu_0 \) and \( \mu_1 \). The pair \( (\mathcal{P}_2(X), W_2) \) is called the \( L^2 \)-Wasserstein space, which is a complete separable geodesic metric space if so is \((X, d)\). We explain how geodesics in \( X \) relates to those in \( \mathcal{P}_2(X) \). We denote the space of all geodesics in \( X \) by \( \text{Geo}(X) \), equipped with the sup distance. Define the evaluation map \( e_t : \text{Geo}(X) \to X \) for \( t \in [0, 1] \) by \( e_t(\gamma) = \gamma_t \). Let \((\mu_t) \in \text{Geo}(\mathcal{P}_2(X))\) be a geodesic connecting \( \mu_0, \mu_1 \) in \( \mathcal{P}_2(X) \). Then there exists a probability measure \( \pi \in \mathcal{P}(\text{Geo}(X)) \) such that \((e_t)_* \pi = \mu_t \), by which we say that the geodesic \((\mu_t)_t \) can be lifted to \( \pi \).

2.1. The curvature-dimension condition. For given \( K \in \mathbb{R} \) and \( N \in (1, \infty) \), we define the distortion coefficients, \( \sigma_{t;K, N}^{(t)} \), for \( t \in [0, 1] \), by

\[
\sigma_{K, N}^{(t)}(\theta) :=
\begin{cases}
\infty & \text{if } K \theta^2 \geq N \pi^2, \\
\sin(t\theta \sqrt{K/N}) & \text{if } 0 < K \theta^2 < N \pi^2, \\
t & \text{if } K \theta^2 = 0, \\
\sinh(t\theta \sqrt{-K/N}) & \text{if } K \theta^2 < 0.
\end{cases}
\]

Let \((Y, d)\) be a geodesic metric space and \( f : Y \to \mathbb{R} \cup \{\pm \infty\} \) a function on \( Y \).
Definition 2.1 ([13]). A function \( f : Y \to \mathbb{R} \cup \{\pm \infty\} \) is said to be \((K, N)\)-convex for \( K \in \mathbb{R} \) and \( N \in (1, \infty) \) if for any two points \( y_0, y_1 \in Y \), there exists a geodesic \((y_t)\) connecting them such that
\[
\exp \left( -\frac{1}{N} f(y_t) \right) \geq \sigma^{(1-t)}_{K, N}(d(y_0, y_1)) \exp \left( -\frac{1}{N} f(y_0) \right) + \sigma^{(t)}_{K, N}(d(y_0, y_1)) \exp \left( -\frac{1}{N} f(y_1) \right)
\]
holds for any \( t \in [0, 1] \).

Let \( (X, d, m) \) be a geodesic metric measure space. Consider \( \mu = \rho m \ll m \) a probability measure that is absolutely continuous with respect to \( m \) and its Radon-Nikodym derivative being \( \rho \). We define the relative entropy functional \( \text{Ent}_m(\mu) \) by
\[
\text{Ent}_m(\mu) := \int_{(\rho > 0)} \rho \log \rho \, dm,
\]
whenever \((\rho \log \rho)_+\) is integrable, otherwise we define \( \text{Ent}_m(\mu) = \infty \).

Definition 2.2 ([13], cf. [5]). Let \( (X, d, m) \) be a geodesic metric measure space. We say that \( (X, d, m) \) satisfies the entropic curvature-dimension condition \( \text{CD}^*(K, N) \) for \( K \in \mathbb{R} \) and \( N \in (1, \infty) \) if the relative entropy functional \( \text{Ent}_m \) is \((K, N)\)-convex. Moreover if \( (X, d, m) \) is infinitesimally Hilbertian, \( (X, d, m) \) is called an \( \text{RCD}^*(K, N) \) space.

Under the infinitesimal Hilbertianity condition, \( \text{CD}^*(K, N) \) is equivalent to \( \text{CD}^*(K, N) \) [13].

2.2. Tangent cones and regular sets on RCD spaces. Let \( (X, d, m) \) be a metric measure space. Take a point \( x_0 \in \text{supp} m \) and fix it. We call a quadruple \( (X, d, m, x_0) \) a pointed metric measure space. We say that a pointed metric measure space \( (X, d, m, x_0) \) is normalized if
\[
\int_{B_1(x_0)} 1 - d(x_0, \cdot) \, dm = 1.
\]
For \( r \in (0, 1) \), define \( d_r := d/r \) and
\[
m_r^\ast := \left( \int_{B_r(x)} 1 - d_r(x, \cdot) \, dm \right)^{-1} m.
\]
Note that the pointed metric measure space \( (X, d_r, m_r^\ast, x) \) is normalized.

Let \( C(\cdot) : [0, \infty) \to [1, \infty) \) be a nondecreasing function. Define \( \mathcal{M}_{C(\cdot)} \) the family of pointed metric measure spaces \( (X, d, m, x) \) that satisfy
\[
m(B_2r(x)) \leq C(R)m(B_r(x))
\]
for any \( x \in \text{supp} m \), and any \( 0 < r \leq R < \infty \). Gigli, Mondino, and Savaré have proven that there exists a distance function \( \mathcal{D}_{C(\cdot)} : \mathcal{M}_{C(\cdot)} \times \mathcal{M}_{C(\cdot)} \to [0, \infty) \), which induces the same topology as the Gromov-Hausdorff one on \( \mathcal{M}_{C(\cdot)} \) ([19]). It is known that every \( \text{RCD}^*(K, N) \) space for given \( K \in \mathbb{R}, N \in (1, \infty) \) belongs to \( \mathcal{M}_{C(\cdot)} \) for a common function \( C(\cdot) : [0, \infty) \to [1, \infty) \) (see [14][29]), more precisely, they satisfy
\[
\frac{m(B_R(x))}{m(B_r(x))} \leq \int_0^R S_{K, N}^{N-1}(t) \, dt \int_0^r S_{K, N}^{N-1}(t) \, dt
\]
for any $x \in \text{supp } m$, $0 < r \leq R$, where
\[
S_{K,N}(t) := \begin{cases} \sin \left( t \sqrt{\frac{K}{N-1}} \right) & \text{if } K > 0, \\ t & \text{if } K = 0, \\ \sinh \left( t \sqrt{-\frac{K}{N-1}} \right) & \text{if } K < 0. \end{cases}
\]

Let $(X, d, m)$ be an $\text{RCD}^*(K, N)$ space for $K \in \mathbb{R}$ and $N \in (1, \infty)$. By a simple calculation, we have $(X, d_r, m_r^x)$ for some $x \in \text{supp } m$ being an $\text{RCD}^*(r^2K, N)$ space. Take a point $x \in \text{supp } m$ and fix it. Consider the family of normalized metric measure spaces $\{(X, d_r^x, m_r^x)\}_{r \in (0,1)}$. The following is one of a generalization of Gromov’s compactness theorem.

**Theorem 2.3** ([18]). The family of normalized metric measure spaces $\{(X, d_r^x, m_r^x)\}_{r \in (0,1)}$ is sequentially compact with respect to the pointed measured Gromov-Hausdorff topology. Moreover every limit space $(X, d_r^x, m_r^x, x) \to (Y, dy, m_Y, y)$ is a normalized $\text{RCD}^*(0, N)$ space for a non-increasing sequence $\{r_n\}_n$ with $r_n \to 0$.

We define the \textit{tangent cones} at a point $x \in \text{supp } m$ by
\[
\text{Tan}(X, d, m, x) := \left\{ (Y, dy, m_Y, y) : (X, d_{r_n}, m_{r_n}^x, x) \to (Y, dy, m_Y, y) \right\},
\]
where $\{r_n\}_n$ is a non-increasing sequence converging to 0. For simplicity, we just denote by $\text{Tan}(X, x)$ instead of $\text{Tan}(X, d, m, x)$ if there is no confusion.

**Definition 2.4.** Let $(X, d, m)$ be an $\text{RCD}^*(K, N)$ space for $K \in \mathbb{R}$ and $N \in (1, \infty)$. We call a point $x \in \text{supp } m$ a $k$-regular point if $\text{Tan}(X, x) = \{(\mathbb{R}^k, d_E,\mathcal{L}^k, 0)\}$, where $\mathcal{L}^k$ is the normalized Lebesgue measure at 0. We denote the set of $k$-regular points by $\mathcal{R}_k$.

Mondino and Naber proved the following [28].

**Theorem 2.5** ([28], Corollary 1.2]). Let $(X, d, m)$ be an $\text{RCD}^*(K, N)$ space for $K \in \mathbb{R}$ and $N \in (1, \infty)$. Then
\[
m \left( X \setminus \bigcup_{1 \leq k \leq N} \mathcal{R}_k \right) = 0.
\]

Note that even though by using Theorem 2.3 we do not know the uniqueness of regular sets in general. For Ricci limit spaces, we know $m(X \setminus \mathcal{R}_1) = 0$ for some $1 \leq l \leq N$ ([10]), and in the following restricted case, the uniqueness of regular sets is known;

1. $\mathcal{R}_1 \neq \emptyset$ ([27]),
2. A Bishop type inequality holds ([20]).

### 2.3. Smoothing effects of the heat flows and the modified heat flows on RCD spaces.

Let $(X, d, m)$ be an $\text{RCD}^*(K, N)$ space for $K \in \mathbb{R}$ and $N \in (1, \infty)$. By the infinitesimal Hilbertianity, $\text{Ch}$ is actually a strongly local Dirichlet form ([2]). Let $\Delta$ be the generator of $\text{Ch}$, called the \textit{Laplacian} and $\{h_t\}_{t>0}$ the associated semigroup, called the \textit{heat flow}. Thus for any $L^2$-function $f$, we have
\[
\frac{d}{dt} h_t f = \Delta h_t f
\]
in $L^2$-sense. It is known that $\text{RCD}(K, \infty)$ condition is equivalent to the Bakry-Émery curvature-dimension condition $\text{BE}(K, \infty)$, which requires
\[
|\nabla h_t f|^2 \leq e^{-2Kt} h_t (|\nabla f|^2) \quad \text{m-a.e.,}
\]
for any $t > 0$ and any $f \in W^{1,2}(m)$ (see [2]). We define the following set of test functions:

$$\text{TestF}(X) := \{ f \in D(\Delta) \cap L^\infty(m) ; |\nabla f| \in L^\infty(m) \text{ and } \Delta f \in W^{1,2}(m) \}.$$ 

By BE$(K, \infty)$, $h_t f \in \text{TestF}(X)$ for any $t > 0$ and any $f \in L^2 \cap L^\infty(m)$. In order to obtain more regular functions, we define the modified heat flow $\hat{h}_t$ as

$$\hat{h}_t f := \frac{1}{t} \int_0^\infty h_s f \phi(st^{-1}) \, ds,$$

where $\phi \in C^\infty(0,1)$ with $\int_0^1 \phi(s) \, ds = 1$ is a given nonnegative function. It is known that for a Lipschitz function $f$, $\hat{h}_t f$ satisfies $\hat{h}_t f \in \text{TestF}(X)$, $\Delta \hat{h}_t f \in L^\infty(m)$, and $\hat{h}_t f \to f$ in $W^{1,2}$ (cf. [15]). The latter property plays a crucial role in the proof of the main theorem.

2.3.1. Smooth cut-off functions. In [28], Mondino and Naber define a smooth cut-off function on an RCD space as follows. Let $(X, d, m)$ be an RCD$(K, N)$ space for $K \in \mathbb{R}$, $N \in (1, \infty)$. For every $x \in X$, $R > 0$, and $0 < r < R$, there exists a Lipschitz function $\varphi^r_x : X \to \mathbb{R}$ such that

1. $0 \leq \varphi^r_x \leq 1$ on $X$, $\varphi^r_x \equiv 1$ on $B_r(x)$ and $\text{supp } \varphi^r_x \subset B_{2r}(x)$,
2. $r^2 |\Delta \varphi^r_x| + |\nabla \varphi^r_x| \leq C(K, N, R)$, where the constant $C$ depends only on $K$, $N$, and $R$.

Note that on the rescaled space $(X, d_r, m^r)$, the smooth cut-off function $\varphi^r_i := \varphi^r_x$ satisfies $|\Delta \varphi^r_i| + |\nabla \varphi^r_i| \leq C$ (see Lemma 3.4).

2.4. Convergence results. Under the measured Gromov-Hausdorff convergence, the behavior of functions and their differentials are big issues. Gigli-Mondino-Savaré [19], Ambrosio-Stria-Trevisan [6], and Ambrosio-Honda [3] study such behaviors. In this subsection, we just list their theorems we use later. For this purpose, we give some fundamental concepts of convergences of various objects. For a complete separable metric space $(X, d)$, we denote by $\mathcal{M}_{\text{loc}}(X)$ the set of all Borel measures which are finite on every bounded sets. It says that a sequence $\mu_i \in \mathcal{M}_{\text{loc}}(X)$ converges to $\mu \in \mathcal{M}_{\text{loc}}(X)$ weakly if

$$\lim_{i \to \infty} \int_X \phi \, d\mu_i = \int_X \phi \, d\mu$$

holds for any $\phi \in C_{\text{bs}}(X)$, the set of all continuous functions with bounded supports.

In [19], the convergence of metric measure spaces are discussed in the fully general setting. In particular one of the main consequences in [19] is the coincidence of concepts of the measured Gromov-Hausdorff convergence and the measured Gromov convergence under the uniform doubling condition. In this paper we also use the so called “the extrinsic convergence concept” along [19], [3], and [6].

2.4.1. The pmG convergence. Let $(X_i, d_i, m_i, x_i)$ be a sequence of pointed metric measure spaces and $(X_{\infty}, d_{\infty}, m_{\infty}, x_{\infty})$ a pointed metric measure space. We say that $(X_i, d_i, m_i, x_i)$ converges to $(X_{\infty}, d_{\infty}, m_{\infty}, x_{\infty})$ in the pointed measured Gromov convergence (pmG) sense if there exist a complete separable metric space $(X, d)$, isometric embeddings $i_i : X_i \to X$ for $i \in \mathbb{N} \cup \{\infty\}$ such that $i_i(x_i) \to x_{\infty}(x_{\infty})$ and $n_i := (i_i)_* m_i$ converges to $n_{\infty} := (i_\infty)_* m_{\infty}$ weakly in $\mathcal{M}_{\text{loc}}(X)$. Hereafter we identify $(X_i, d_i, m_i)$ and $(i_i(X_i), d_{i_i(X_i)}, n_i)$. Hence $(X_i, d_i, m_i, x_i)$ converges to $(X_{\infty}, d_{\infty}, m_{\infty}, x_{\infty})$ is equivalent to $m_i$ converges to $m_{\infty}$ weakly in $\mathcal{M}_{\text{loc}}(X)$ and $x_i \to x_{\infty}$. In this setting, we are able to consider the convergence of a sequence of functions on varying spaces.
Theorem 2.6. Assume $D \subseteq \text{by } \Delta$ following lemma plays a key role in the proof of main results. We denote by $\Gamma f \in X, d, m$ assume $(\Delta f)$ weakly converges to $\text{Ch}(m_{\infty})$. We denote by $\varepsilon$ the Laplacian corresponding to $\text{Ch'}$, that is, the generator of that and by $\text{D}(\Delta_i) \subseteq W^{1,2}(m_{\infty})$ its domain.

Theorem 2.6. Assume $(X, d, m_{\infty})$ and assume $f_i \in \text{D}(\Delta_i)$ $L^2$-weakly converges to $f$ and assume $\sup |f_i| L^2_{(m_{\infty})} < \infty$, then $f \in \text{D}(\Delta_{\infty})$, $\Delta_i f_i L^2$-weakly converges to $\Delta_{\infty} f$, and $f_i$ $W^{1,2}$-strongly converges to $f$.

The following theorems play important roles.

Theorem 2.7 (Theorem 7.4). Assume $f_i \in W^{1,2}(m_{\infty})$ satisfies

$$\sup_i \int_X |f_i|^2 \, dm_i + \text{Ch}'(f_i) < \infty$$

and for some (hence all) $\bar{x} \in X$

$$\lim_{R \to \infty} \limsup_{i \to \infty} \int_{X \setminus B_R(\bar{x})} |f_i|^2 \, dm_i = 0.$$  

Then $(f_i)$ has a $L^2$-strongly convergent subsequence to a function $f \in W^{1,2}(m_{\infty})$.

Theorem 2.8 (Theorem 5.4, Theorem 5.6). Assume that $(X_i, d_i, m_i, p_i)$ pmG converges to $(X_\infty, d_\infty, m_\infty, p_\infty)$ and assume $(X_i, d_i, m_i)$ are RCD$^*(K, N)$ spaces for $K \in \mathbb{R}$, $N \in (1, \infty)$. Then

$$\lim_{i \to \infty} \int_{X_i} \Gamma^i(v_i, w_i) \, dm_i = \int_{X_\infty} \Gamma^\infty(v, w) \, dm_\infty$$

whenever $v_i$ strongly converges in $W^{1,2}$ to $v$ and $w_i$ weakly converges in $W^{1,2}$ to $w$. Moreover $\Gamma^i(v_i, w_i)$ $L^1$-strongly converges to $\Gamma^\infty(v, w)$ whenever $w_i$ also strongly converges in $W^{1,2}$ to $w$.

3. The existence of a point in a regular set

Let $f(\epsilon; a)$ denote a function depending on $a \in \mathbb{R}$ and tending $0$ as $\epsilon \to 0$. The following lemma plays a key role in the proof of main results.
Lemma 3.1 ([22] Lemma 3.1). Let $Z$ be a proper geodesic space, $z \in Z$, and $\nu$ a Radon measure on $Z$. For $s, \delta > 0$, assume a nonnegative Borel function $F$ defined on $B_s(z)$ satisfies

$$\frac{1}{\nu(B_s(z))} \int_{B_s(z)} F \, d\nu \leq \delta$$

and assume there exists a real number $\kappa \geq 1$ such that

$$0 < \nu(B_{2s}(w)) \leq 2^\kappa \nu(B_s(w))$$

holds for any $w \in B_s(z)$, any $0 < t \leq s$. Then there exists a compact set $K \subset B_{s/10^3}(z)$ with $\nu(K)/\nu(B_{s/10^3}(z)) \geq 1 - \Psi(\delta; \kappa)$ such that

$$\frac{1}{\nu(B_t(z))} \int_{B_t(z)} F \, d\nu \leq \Psi(\sqrt{\delta}; \kappa),$$

where $\Psi(x; a_1, \ldots, a_n)$ is a function tending to 0 as $x \to 0$ of order $x$ and depending only on $a_1, \ldots, a_n$.

Recall the local structure theorem by Mondino and Naber [28]. Let $(X, d, m)$ be an $RCD^* (K, N)$ space for $N \in (1, \infty)$. Then there exists a real number $\beta = \beta(N) > 2$ such that the following theorem holds.

Theorem 3.2 ([28] Theorem 4.1]). Take a point $\bar{x} \in R_k$ and fix it. For any sufficiently small $\epsilon > 0$, there exists a large number $R = R(\epsilon) \gg 1$ such that for any $R \geq \bar{R}$, there exists a small number $0 < r = r(\bar{x}, \epsilon, R) \ll 1$ the following holds; there exist pairs of points $\{p_i^0, q_i\}_{i=1, \ldots, k} \subset B^d_{R}(\bar{x})$ and $\{p_i + p_j\}_{1 \leq i < j \leq k}$ such that

$$\sum_{i=1}^{k} \int_{B_{R}^{d}(\bar{x})} |\nabla e_{p_i, q_i}|^2 \, dm^{\bar{x}}_r + \sup_{y \in B_{R}^{d}(\bar{x})} e_{p_i, q_i}(y) \leq \epsilon$$

$$\sum_{1 \leq i < j \leq k} \int_{B_{R}^{d}(\bar{x})} \left| \nabla \left( \frac{d^{p_i} + d^{p_j}}{\sqrt{2}} - d^{p_i+ p_j} \right) \right|^2 \, dm^{\bar{x}}_r + \sup_{B_R^{d}(\bar{x})} \left| \frac{d^{p_i} + d^{p_j}}{\sqrt{2}} - d^{p_i+ p_j} \right| \leq \epsilon,$$

where $d^{p_i}(\cdot) := d_r(p_i, \cdot)$.

From now on, without loss of generality, we assume the following.

Assumption 3.3. Let $(X, d, m)$ be an $RCD^* (K, N)$ space and $\bar{x} \in R_k$. There exist pairs of points $\{p_i, q_i\}_{1=1, \ldots, k} \subset B_{R}(\bar{x})$ and $\{p_i + p_j\}_{1 \leq i < j \leq k}$ such that (3.1) and (3.2) holds for sufficiently small $\epsilon > 0$ and for replacing $d_r$ and $m^{\bar{x}}_r$ by just $d$ and $m$ respectively.

It is known that $|\nabla d^{p_i}| \equiv 1$ m-a.e. (see [20] Proposition 3.1]). By using the calculation in [20, 28], we have

$$|\Gamma(d^{p_i}, d^{p_j})| \leq 10 |\nabla \left( \frac{d^{p_i} + d^{p_j}}{\sqrt{2}} - d^{p_i+ p_j} \right)|^2.$$ 

Thus we obtain that

$$\int_{B_R(x)} |\Gamma(d^{p_i}, d^{p_j}) - \delta_{ij}| \, dm \leq 10 \epsilon.$$
Define a function $f_i := d^n \varphi^x$ such that $f_i \in W^{1,2}(X, d, m)$ with bounded support, where $\varphi^x$ is a smooth cut-off function introduced in subsection 2.3.1. Then we have
\[
\int_{B_R(x)} |\Gamma(f_i, f_j) - \delta_{ij}| \, dm \leq 10\epsilon.
\]

Let us consider smoothing functions $g^i := \tilde{h}_tf_i$, $i = 1, \ldots, k$ such that
\[
\int_{B_R(x)} |\Gamma(g^i, g^j) - \delta_{ij}| \, dm \leq 20\epsilon.
\]

Let $A$ be a subset defined as
\[
A := \left\{ y \in B_{R/10\epsilon}(\bar{x}) : \int_{B_y(y)} |\Gamma(g^i, g^j) - \delta_{ij}| \, dm \leq \Psi(\sqrt{\epsilon}; K, N) \quad \text{for any}\ s < R/10 \right\}.
\]

By Lemma 3.1, $m(A)/m(B_{R/10\epsilon}(\bar{x})) \geq 1 - \Psi(\sqrt{\epsilon}; K, N)$, in particular $m(A) > 0$. Since $m(X \setminus A) = 0$, we have $m(A \cap R_l) > 0$. Take a point $y \in A \cap R_l$ and assume $y \in R_l$ for some $1 \leq l \leq N$. Without loss of generality, $B_y(y) \subset B_R(\bar{x})$. Note that, for such $y$, we have
\[
\int_{B_y(y)} |\Gamma(g^i, g^j) - \delta_{ij}| \, dm_y \leq \Psi(\sqrt{\epsilon}; K, N).
\]

Since $f^i$ is a Lipschitz function, $g^i \in \text{TestF}(X)$ and $\Delta g^i \in L^\infty(m)$. Let us consider the effect of rescaling of metric to the Cheeger energy, Laplacian, and the Gamma operator.

**Lemma 3.4.** Denote the Cheeger energy, Laplacian, heat semigroup, Gamma operator in the rescaled space $(X, d_s, m)$ by $\text{Ch}^{d_s}$, $\Delta^{d_s}$, $\{h_t^{d_s}\}_{t>0}$, and $\Gamma^{d_s}$ respectively. Then
\[
\text{Ch}^{d_s} = s^2 \text{Ch}, \quad \Delta^{d_s} h_t^{d_s} = s^2 \Delta h_{s^2t}, \quad \Gamma^{d_s} = s^2 \Gamma.
\]

**Proof.** Since
\[
\frac{|f(x) - f(y)|}{d_s(x, y)} = s \frac{|f(x) - f(y)|}{d(x, y)}
\]
holds, it is easy to get $|\nabla d_s f| = s|\nabla f|$. By the definition of Ch, we have $\text{Ch}^{d_s} = s^2 \text{Ch}$. A similar calculation let us obtain $\Gamma^{d_s} = s^2 \Gamma$. For an appropriate function $f$, consider the heat equation $\partial_t h_t^{d_s} f = \Delta^{d_s} h_t^{d_s} f$. Since $h_{s^2t} f$ satisfies
\[
\partial_t h_{s^2t} f = s^2 \Delta h_{s^2t} f = \Delta^{d_s} h_{s^2t} f
\]
and $\lim_{t \to +0} h_{s^2t} f = f$ in $L^2$ sense. By the uniqueness of the heat flow, we obtain $h_{s^2t} f = h_{s^2t}$ for any $t > 0$.

Hence
\[
\int_{B_{s^2t}(y)} |\Gamma^{d_s}(s^{-1}g^i, s^{-1}g^j) - \delta_{ij}| \, dm_{s^2t} \leq \Psi(\sqrt{\epsilon}; K, N)
\]
holds. Define new functions $k^i_s := (g^i_s - g^i_s(y)) \varphi^{d_s,y}_1$, $k^i_s := s^{-1}(g^i - g^i(y)) \varphi^{d_s,y}_1$, $i = 1, \ldots, k$.

**Proposition 3.5.** There exists a limit function $K^i$ on $\mathbb{R}^l \in \text{Tan}(X, y)$ for each $i$ such that $K^i \in D(\Delta)$ and $k^i_s$ converges to $K^i$ in $W^{1,2}$ strongly and $\Delta^{d_s} k^i_s$ converges to $\Delta K^i$ in $L^2$-weakly.
Proof. Step 1: The functions $k_s^1$ belong to $W^{1,2}(m_s^y)$. Let us calculate the $L^2(m_s^y)$-norm of $k_s^1$. We denote by $D$ the normalized constant so that $Dm=m_s^y$ for abbreviation. Since the heat flow preserves the $L^2$-norm of a function, note that $\|\hat{h}f\|_{L^2(m)} \leq \|f\|_{L^2(m)}$. 

\begin{equation}
(3.4) \quad \int_X |k_s^1|^2 \, dm_s^y = D \int_{B_{2^k_s}(y)} |(g_s^1 - g_s^i(y))\varphi_1^{d_s,y}|^2 \, dm_s^y \\
\leq D \int_{B_{2^k_s}(y)} |\hat{h}_t(s^{-1} f_i - s^{-1} f_i(y))|^2 \, dm_s^y \\
\leq D \int_{B_{2^k_s}(y)} |(d_t^{y_i} - d_t^{y_i}(y))|^2 \, dm_s^y \\
\leq 4m_s^y(B_{2^k_s}(y)) < \infty.
\end{equation}

Also by the locality property of Dirichlet form $Ch$, we obtain 

$$
\int_X |\nabla^{d_s,k_s^1}|^2 \, dm_s^y = \int_X \Gamma^{d_s}(k_s^1, k_s^1) \, dm_s^y = \int_{B_{2^k_s}(y)} \Gamma^{d_s}(k_s^1, k_s^1) \, dm_s^y.
$$

By the Leibniz rule and the locality property, we have $|\nabla^{d_s,k_s^1}| \leq (|g_s^1-g_s^i(y)||\nabla^{d_s,\varphi_1^{d_s,y}}| + \varphi_1^{d_s,y}/\nabla^{d_s,g_s^1})$. Hence

$$
\int_{B_{2^k_s}(y)} \Gamma^{d_s}(k_s^1, k_s^1) \, dm_s^y \leq 2 \int_{B_{2^k_s}(y)} |g_s^1 - g_s^i(y)|^2|\nabla^{d_s,\varphi_1^{d_s,y}}|^2 + (\varphi_1^{d_s,y})^2|\nabla^{d_s,g_s^1}|^2 \, dm_s^y \\
\leq 8C^2m_s^y(B_{2^k_s}(y)) + 2 \int_{B_{2^k_s}(y)} \Gamma(g_s^1, g_s^i) \, dm_s^y \\
= 8C^2m_s^y(B_{2^k_s}(y)) + 2D \int_{B_{2^k_s}(y)} \Gamma(g_s^1, g_s^i) \, dm \\
\leq 8C^2m_s^y(B_{2^k_s}(y)) + 2De^{K-t} \int_{B_{2^k_s}(y)} \Gamma(f_s^1, f_s^i) \, dm \\
\leq 8C^2m_s^y(B_{2^k_s}(y)) + 2e^{K-t}m_s^y(B_{2^s}(y)) < \infty.
$$

Step 2: The existence of limit functions. By Step 1, we obtain 

$$
\|k_s^1\|^2_{L^2(m^y)} \leq 4m_s^y(B_{2^k_s}(y)) \\
2Ch^{d_s}(k_s^1) \leq (8C^2 + 2e^{K-t})m_s^y(B_{2^k_s}(y)).
$$

Since $y \in \mathcal{R}_t$, $\limsup_{s \to 0} m_s^y(B_{2^k_s}(y)) < \infty$. Therefore 

$$
\sup_{s \in (0,1)} \left( \|k_s^1\|^2_{L^2(m^y)} + Ch^{d_s}(k_s^1) \right) \leq (4C^2 + e^{K-t} + 4) \sup_{s \in (0,1)} m_s^y(B_{2^k_s}(y)) < \infty.
$$

Moreover by (3.4), 

$$
\int_{X \setminus B_{2^k_s}(y)} |k_s^1|^2 \, dm_s^y = 0
$$

whenever $R \geq 3$. Thus applying Theorem 2.7 leads the existence of a convergent subsequence of $\{k_s^1\}_{s \in (0,1)}$ and the limit function $K^i \in W^{1,2} (\mathbb{R})$ for each $i$ such that $k_s^i \overset{L^2}{\text{-strongly converges}}$ to $K^i$. \hfill \Box

Proposition 3.6. $l \geq k$. 

Proof. Recall that we have limit functions $K^i$, $i = 1, \ldots, k$ in $\mathbb{R}^1$. By Theorem 2.8 we have

\begin{align}
\int_{B_t(0)} |\Gamma(K^i, K^i) - |\Gamma(K^i, K^i)| \, dL^i \leq \Psi(\sqrt{r}; K, N)
\end{align}

(3.5)

\begin{align}
\int_{B_t(0)} |\Gamma(K^i, K^j)| \, dL^i \leq \Psi(\sqrt{r}; K, N) \quad \text{for } i \neq j.
\end{align}

(3.6)

(3.5) implies the non-triviality of each $K^i$. Again applying Lemma 3.1 guarantees the existence a measurable subset $B \subset B_t(0)$ of positive measure such that for any $p \in B$,

\begin{align}
\int_{B_r(p)} |\Gamma(K^i, K^j)| \, dL^i \leq \Psi(\epsilon^{1/4}; K, N)
\end{align}

holds for any $s \in (0, 1)$. Since $L^i(B) > 0$, at almost every point $p \in B$, we obtain

\begin{align}
\Gamma(K^i, K^j)(p) = \lim_{s \to 0} \int_{B_r(p)} \Gamma(K^i, K^j) \, dL^i \leq \Psi(\epsilon^{1/4}; K, N)
\end{align}

by Lebesgue’s differentiation theorem. Hence $\{\nabla K^i(p)\}_{i=1}^k$ is linearly independent in $T_p\mathbb{R}^1 \cong \mathbb{R}$. Therefore $l$ should be at least $k$. 

The following corollary is easy to prove.

**Corollary 3.7.** Let $(X, d, m)$ be an $RCD^+(K, N)$ space for $K \in \mathbb{R}$, $N \in \mathbb{N}$. Assume $\mathcal{R} \neq \emptyset$. Then $\dim_H(X, d) = N$.

**Proof.** By Propositions 3.5, 3.6, we have $m(\mathcal{R}) > 0$. In [12, 20, 25], they prove that on $\mathcal{R}$, $m \sim \mathcal{H}^N$. Thus $\dim_H(X, d) \geq N$. On the other hand, Sturm proved $\dim_H(X, d) \leq N$ in [29]. We have the conclusion. 

\section{4. Dimension on RCD spaces}

We define a version of dimension of an RCD space.

**Definition 4.1.** Let $X := (X, d, m)$ be an $RCD^+(K, N)$ space for $K \in \mathbb{R}$ and $N \in (1, \infty)$. The dimension of $(X, d, m)$ is the largest number $k$ so that $\mathcal{R}_k \neq \emptyset$ and $\mathcal{R}_l = \emptyset$ for any $l > k$. For simplicity, $\dim X$ denotes the dimension of $(X, d, m)$.

**Remark 4.2.** By Theorem 1.2 $\dim X = k$ implies $m(\mathcal{R}_k) > 0$. In general, $\dim X \leq \dim_H(X, d)$. Even in the case of collapsing Ricci limit spaces, we do not know the equality holds or not.

**Remark 4.3.** Let $(X, d_X, m_X)$ and $(Y, d_Y, m_Y)$ be $RCD^+(K, N)$ spaces for $K \in \mathbb{R}$, $N \in (1, \infty)$. Assume that $(X, d_X, m_X)$ and $(Y, d_Y, m_Y)$ are isomorphic to each other. Then by the definition, $\dim (X, d_X, m_X) = \dim (Y, d_Y, m_Y)$ holds. Moreover it follows that $\dim (X, d, m_1) = \dim (X, d, m_2)$ if $(X, d, m_1)$ and $(X, d, m_2)$ are $RCD^+(K, N)$ spaces and $\text{supp } m_1 = \text{supp } m_2 = X$. Indeed, it suffices to prove that $\dim \mathcal{X}_1 \leq \dim \mathcal{X}_2$ by the symmetry of the condition, where $\mathcal{X}_1 = (X, d, m_1)$. Put $k = \dim \mathcal{X}_1$ and denote by $\mathcal{R}^k_l$ the $l$-dimensional regular set with respect to $\mathcal{X}_1$. Take a point $x \in \mathcal{R}^k_1$ and fix it. Since $(X, d_\nu, (m_1)^0, x) \to (\mathbb{R}^k, d_{\mathbb{R}^k}, L^k, 0)$ in the measured Gromov-Hausdorff sense implies $(X, d_\nu, x) \to (\mathbb{R}^k, d_{\mathbb{R}^k}, 0)$ in the measured Gromov-Hausdorff one, we have that the set of metric tangent cones at $x$ is unique and isometric to $(\mathbb{R}^k, d_{\mathbb{R}^k}, 0)$. Hence $\text{Tan}(X, m_2, x) = \{(\mathbb{R}^k, d_{\mathbb{R}^k}, \nu, 0); \nu \text{ is a limit measure on } \mathbb{R}^k\}$, where a limit measure means $(m_2)^0 \to \nu$, for a non-increasing sequence $\{\nu_i\}$ tending to $0$, in the sense of pointed measured Gromov convergence. It remains to prove that $\nu$ must be $L^k$, that is, $x \in \mathcal{R}^k_1$. However, $(\mathbb{R}^k, d_{\mathbb{R}^k}, \nu)$ is an $RCD^+(0, N)$ space with $k$-th straight lines. Thus the splitting theorem [16] tells us that $\nu = L^k$. This completes the proof.
Before stating the main result in this section, we give the following definitions and results developed by Ambrosio and Honda [4]. For an open set $A \subset X$, $\text{LIP}_c(A,d)$ denotes the set of all Lipschitz functions whose supports are compact and contained in $A$.

**Definition 4.4.** Let $U$ be an open subset in $X$.

1. Define $W^{1,2}_0(U,d,m) := \overline{\text{Lip}_c(U,d)}^{W^{1,2}}$.
2. Define $W_0^{1,2}(U,d,m) := \{ f \in W^{1,2} : f = 0 \text{ m-a.e. on } X \setminus U \}$.

It follows that $W^{1,2}_0(B_R(x),d,m) = \tilde{W}^{1,2}_0(B_R(x),d,m)$ for any $x \in X$ and for every $R > 0$ excepting at most countably many positive numbers (see [4, Lemma 2.12]). Analogously the local Cheeger energy is defined as

$$
\text{Ch}_{(x,R)}(f) := \begin{cases} 
\text{Ch}(f) & \text{if } f \in W^{1,2}_0(B_R(x),d,m) \\
+\infty & \text{otherwise.}
\end{cases}
$$

Assume $(X,d_R,m_n,x_n) \to (X,d,\infty,\infty)$ and supp $m_n \ni z \to z \equiv \text{supp } m_\infty$ in the pM sense. The Mosco convergence for local Cheeger energies, denoted by

$$
\text{Ch}^n_\text{loc} \to \text{Ch}^\infty_\text{loc} \text{ at } (z,R) \in X \times R,
$$

is defined as follows:

1. For every $f_n \in L^2(B_{R_n}(z_n),m_n)$ $L^2$-weakly converging to $f \in L^2(B_R(z), m_\infty)$,

$$
\text{Ch}^n_{(z,R)}(f) \leq \liminf_{n \to \infty} \text{Ch}^n_{(z,R_n)}(f_n)
$$

holds, where $z_n \to z$ and $R_n \to R$.

2. For every $f \in L^2(B_R(z), m_\infty)$ there exist $f_n \in L^2(B_{R_n}(z_n),m_n)$ $L^2$-strongly converging to $f$ such that

$$
\text{Ch}^\infty_{(z,R)}(f) = \lim_{n \to \infty} \text{Ch}^n_{(z,R_n)}(f_n)
$$

holds, where $R_n$ and $z_n$ are the same as above.

**Theorem 4.5** ([4 Theorem 3.4]). The following are equivalent;

1. $\text{Ch}^n_\text{loc} \to \text{Ch}^\infty_\text{loc}$ at $(z,R)$.
2. $W^{1,2}_0(B_R(z),d,m) = \tilde{W}^{1,2}_0(B_R(z),d,\infty,\infty)$.

We define the new Sobolev space as follows.

**Definition 4.6.** $W^{1,2}(B_R(z),d,m)$ consists of $f \in L^2(B_R(z),m)$ those which satisfy the following two conditions;

1. $\phi f \in W^{1,2}(X,d,m)$ for any $\phi \in \text{LIP}_c(B_R(z))$.
2. $\Gamma(f) \in L^1(B_R(z))$.

We also define the local $W^{1,2}$-convergence.

**Definition 4.7.** Let $f_n \in W^{1,2}(B_{R(z_n)},d_n,m_n)$ and $f \in W^{1,2}(B_R(z),d,\infty,\infty)$. We say that $f_n$ $W^{1,2}$-weakly converges to $f$ on $B_R(z)$ if $f_n$ $L^2$-weakly converges to $f$ on $B_R(z)$ with $\sup_n \|f_n\|_{W^{1,2}} < \infty$. Furthermore, the $W^{1,2}$-strongly convergence on $B_R(z)$ is defined by requiring the $W^{1,2}$-weak convergence on $B_R(z)$ and $\lim_n \|\Gamma_n(f_n)\|_{L^1(B_{R(z_n)})} = \|\Gamma(f)\|_{L^1(B_{R(z)})}$.

The following Theorem plays a key role in the main result in this section.

**Theorem 4.8** ([4 Corollary 4.3]). Let $f_n, g_n \in W^{1,2}(B_{R(z_n)},d_n,m_n)$ be $W^{1,2}$-strongly convergent sequences to $f, g \in W^{1,2}(B_R(z),d,\infty,\infty)$ on $B_R(z)$ respectively. Then

$$
\lim_{n \to \infty} \int_{B_R(z_n)} \Gamma^n(f_n, g_n) \, dm_n = \int_{B_R(z)} \Gamma^\infty(f,g) \, dm_\infty.
$$
Remark 4.9. For two sequences $f_i, g_i$ $L^p$-strongly converging to $f, g$ respectively, the sum of these functions $f_i + g_i$ also $L^p$-converges to $f + g$ for $p \in [1, \infty)$. See [19] for the proof. In [21], the definition of $L^p$-convergence looks different from that in this paper, but it is actually equivalent. The proof of equivalence is also found in the same article.

Combining Theorem 4.10 and Theorem 2.8 leads the following.

**Theorem 4.10.** Let $X_n := (X, d, m_n)$, $x_n \in \text{supp} m_n \in \mathbb{N} \cup \{\infty\}$ be $\text{RCD}^*(K, N)$ spaces for $K \in \mathbb{R}$ and $N \in (1, \infty)$ and assume $(X_n, x_n)$ converges to $(X_\infty, x_\infty)$ in the pmG sense. Then

$$\text{dim } X_\infty \leq \liminf_{n \to \infty} \text{dim } X_n.$$ 

**Proof.** Let $k$ be the dimension of $X_\infty$. By Remark 1.2 we have $m_\infty(R_k) > 0$. Then for any $\epsilon > 0$, there exist a subset $A \subset R_k$ with $m_\infty(A) > 0$ and a family of functions \(\{g^i\}_{i=1}^k\) such that

$$\int_{B(y)} |\Gamma^\infty(g^i, g^j) - \delta_{ij}| \, dm_\infty < \epsilon$$

holds for any $s \in (0, 1)$ and $y \in A$, after rescaling the metric and the measure if needed. By Theorem 4.5 there exist a positive number $s \in (0, 1)$, functions $g^i_n \in L^2(B_{s_n}(y_n))$ $L^2$-strongly converging to $g^i$ such that

$$\text{Ch}(y, s)(g^i) = \lim_{n \to \infty} \text{Ch}(y_n, s_n)(g^i_n)$$

holds for $i = 1, \ldots, k$. Thus we have

\begin{equation}
\lim_{n \to \infty} \int_{B(y_n)} \Gamma^n(g^i_n, g^j_n) \, dm_n = \int_{B(y)} \Gamma^\infty(g^i, g^j) \, dm_\infty < \epsilon \tag{4.1}
\end{equation}

for $i \neq j$ by Theorem 4.8. Note that by the Bishop-Gromov inequality, $m_n(B) \rightarrow m_\infty(B)$ for any metric ball $B$. Since it is also clear that $\chi_{B_1(y)} W^{1,2}$-strongly converges to itself,

\begin{equation}
\lim_{n \to \infty} \int_{B(y_n)} |\Gamma^n(g^i_n, g^j_n) - 1| \, dm_n = \int_{B(y)} |\Gamma^\infty(g^i, g^j) - 1| \, dm_\infty \tag{4.2}
\end{equation}

holds by Remark 4.9. The same argument as in Section 3 leads $m_n(R_k) > 0$. Therefore we have $\text{dim } X_n \geq k$ for sufficiently large $n$. This completes the proof. □

The following is an easy consequence from Theorem 4.10.

**Corollary 4.11.** Let $(X, d, m)$ be an $\text{RCD}^*(K, N)$ space of dimension $k$. And define a set $\mathcal{W}E_k$ as

$$\mathcal{W}E_k := \{x \in X \mid \mathbb{R}^l \times Z \in \text{Tan}(X, x) \text{ with } \text{Diam } Z > 0\}.$$ 

Then $\mathcal{W}E_k = \emptyset$.

**Remark 4.12.** Recently, the study of a version of differential structure on metric measure spaces is developed by Gigli [15]. Roughly speaking, the $L^2$-sections of cotangent bundles over a metric measure space are considered. Hence the dimension of such spaces makes sense. Indeed, Han define the analytic dimension on a metric measure space with such a differential structure [21]. Combining our result and Theorem 3.3 in [17] leads the equivalence of analytic dimension and our dimension defined in this section.

**Remark 4.13.** After finishing this paper, the author find the paper by De Philippis and Gigli on arXiv [11]. They introduce a notion of non-collapsed $\text{RCD}$ spaces and study that. Moreover they study much about the Hausdorff dimension not only non-collapsed $\text{RCD}$ spaces but also the usual ones. They prove that $\dim_H(X, d) \leq N - 1$
for RCD\((K, N)\) spaces with \(N \in \mathbb{N}\) unless \(\dim_H(X, d) = N\). Combining their result with ours leads the following: Let \((X, d, m)\) be an RCD\(^*\)(\(K, N\)) space for \(N \in \mathbb{N}\). Then \(\dim(X, d, m) = N - 1\) if and only if \(\dim_H(X, d) = N - 1\).
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