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Abstract

Recent studies of distributed computation with formal privacy guarantees, such as differentially private (DP) federated learning, leverage random sampling of clients in each round (privacy amplification by subsampling) to achieve satisfactory levels of privacy. Achieving this however requires strong assumptions which may not hold in practice, including precise and uniform subsampling of clients, and a highly trusted aggregator to process clients’ data. In this paper, we explore a more practical protocol, shuffled check-in, to resolve the aforementioned issues. The protocol relies on client making independent and random decision to participate in the computation, freeing the requirement of server-initiated subsampling, and enabling robust modelling of client dropouts. Moreover, a weaker trust model known as the shuffle model is employed instead of using a trusted aggregator. To this end, we introduce new tools to characterize the Rényi differential privacy (RDP) of shuffled check-in. We show that our new techniques improve at least three times in privacy guarantee over those using approximate DP’s strong composition at various parameter regimes. Furthermore, we provide a numerical approach to track the privacy of generic shuffled check-in mechanism including distributed stochastic gradient descent (SGD) with Gaussian mechanism. To the best of our knowledge, this is also the first evaluation of Gaussian mechanism within the local/shuffle model under the distributed setting in the literature, which can be of independent interest.

1 Introduction

Cross-device federated learning (FL) has attracted attention lately as a scalable and privacy-friendly computational framework of large-scale machine learning. In this framework, clients send model updates or gradients to the governing server keeping their data decentralized, while the server aggregates the gradients to update the model, and sends the updated model back to the clients to initiate next round of training [27, 33]. There have been efforts combining FL with differential privacy (DP) [16, 17] to achieve rigorous privacy guarantees [34]. Typically, a subsampling procedure is taken, where in each round of training, only clients sampled in a uniform and random manner by the server participate in the training. Once all sampled clients finish training and sending out the gradients, the server aggregates the gradients to update the model, assuming that the server does not leak information (such as the subsampled clients) other than the model to adversaries (server is trustworthy). This randomness of subsampling leads to privacy amplification, critical at achieving acceptable levels of utility under meaningful DP guarantees [17, 29, 38]. That there is a trustworthy server collecting raw data and adding noises to the aggregated gradients achieves “central” DP for the system.

Such a system may not be easily realizable in practice however. As noted in [6, 26, 27], the server-initiated sampling is “impossible in practice”. Clients can fail to follow the server’s command or drop out due to issues such as network disconnection or battery outage. Typically, the server also discards
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stragglers, or clients that take a much longer time to complete the training due to reasons such as hardware capabilities, as they affect the time of completing a round of training [11]. Subsequently, the number of participating in each round becomes a variable, an effect not taken into account when quantifying the privacy of the system using the standard approach.

In this paper, we propose a novel protocol of distributed computation, shuffled check-in, to tackle the aforementioned issues. First, our protocol lets clients utilize their own randomness to decide (with a certain probability) whether to participate in the server-initiated training, without being specifically indexed by the server. This consequently reduces the reliance on the orchestrating server. As explained later, our protocol also allows the modelling of drop-out as a random (probabilistic) event.

Next, instead of relying on a highly trusted aggregating server, we propose to use a weaker trust model, the shuffler, or the shuffle model, that is responsible for data anonymization [14, 20]. Deploying a shuffler in practice is simpler implementation-wise and requires fewer trust assumptions compared to an aggregating server. For example, the Prochlo [10] implementation leverages the Trusted Execution Environment (TEE) to perform shuffling. Raw data are not exposed to the shuffler, in contrast to the aggregating server, as its sole responsibility is to mask the data origin (shuffling can be performed on encrypted data by, e.g., removing only metadata or identifiers, such that sensitive contents are not exposed to the shuffler). Other realizations of the shuffle model include the utilization of mix-nets [13, 14] and peer-to-peer protocols [32], which also do not expose raw data to other entities.

More concretely, our contributions are as follows.

- We propose shuffled check-in, a privacy amplification technique to address practical issues of distributed systems, leveraging clients’ randomness and the recently proposed shuffle model.
- We give a detailed privacy analysis of our proposal, particularly utilizing Rényi differential privacy (RDP) to account for the composition of privacy loss. Analytical upper and lower bounds on the RDP parameters for shuffled check-in with discrete \( \epsilon_0 \)-local DP randomizer are provided. Furthermore, we propose a numerical approach of calculating the RDP bound of shuffled check-in with generic local DP randomizer.
- We evaluate our proposal to demonstrate its performance with machine learning tasks under the distributed setting. We experiment with a standard LDP-SGD [15, 19] algorithm, and a modified version of DP-SGD [1, 7, 36], Federated DP-SGD. Note that to our best knowledge, Federated DP-SGD which utilizes the popular Gaussian mechanism has not been evaluated within the local/shuffle privacy model before. Our evaluation can henceforth be of independent interest.

Related work. [24] has studied a similar protocol, but only an order approximation of the privacy accounting based on advanced composition is given. We give a precise and analytical result based on RDP that leads to tighter accounting instead. Our protocol is also different from the subsampled shuffle mechanism studied in [22], which assumes that the number of subsampled users is fixed; our protocol requires different privacy accounting techniques as a result. That client making independent decision to participate in distributed computation has also been considered in [6], but their scheme relies on a highly trusted aggregator/ochestrating server, in contrast to our intermediate-trust shuffle model. We finally note that various aspects of the shuffle model as an intermediate trust model are studied in the literature [5, 14, 19–22, 25, 30].

2 Preliminaries and Problem Setup

We first present important definitions and known results of differential privacy.

**Definition 1** (Central Differential Privacy [18]). Given \( \epsilon \geq 0 \) and \( \delta \geq 0 \), a randomization mechanism, \( \mathcal{M} : \mathcal{D}^n \rightarrow \mathcal{S} \) with domain \( \mathcal{D}^n \) and range \( \mathcal{S} \) satisfies central \((\epsilon, \delta)\)-differential privacy (DP) if for any two adjacent databases \( D, D' \in \mathcal{D}^n \) with \( n \) data instances and for any subset of outputs \( S \subseteq \mathcal{S} \), the following holds:

\[
\Pr[\mathcal{M}(D) \in S] \leq e^{\epsilon} \cdot \Pr[\mathcal{M}(D') \in S] + \delta.
\]

(1)

We say that an \((\epsilon, \delta)\)-DP mechanism satisfies approximate DP, or is \((\epsilon, \delta)\)-indistinguishable. \((\epsilon, \delta)\)-DP is also simply referred to as “DP” when the context is clear. Moreover, we note that we work with the
We sometimes write $\epsilon$.

We begin with describing the protocol of shuffled check-in. In each round $t$, a message is broadcast to all clients to ask for participation in the learning. Each client flips a biased coin to decide whether to participate.

While the privacy accounting involving composition is preferably done in terms of RDP, we often need to convert the RDP notion back to the approximate DP notion in the final step. This is achieved with the following.

**Lemma 2** (RDP-to-DP conversion [12]). If a mechanism $\mathcal{M}$ is $(\lambda, \epsilon(\lambda))$-RDP, $\mathcal{M}$ is also $(\epsilon, \delta)$-DP, where $1 < \delta < 0$ is arbitrary and $\epsilon$ is given by

$$
\epsilon = \min_{\lambda} \left( \epsilon(\lambda) + \frac{\log(1/\delta) + (\lambda - 1) \log(1 - 1/\lambda) - \log(\lambda)}{\lambda - 1} \right).
$$

Given an approximate DP mechanism, we may wish to convert it to the RDP to obtain tighter composition-based privacy accounting. The conversion is performed with the following lemma.

**Lemma 3** (DP-to-RDP conversion [2]). If a mechanism $\mathcal{M}$ is $(\epsilon, \delta)$-DP, $\mathcal{M}$ is also $(\lambda, \epsilon(\lambda))$-RDP, where $\lambda > 1$ and $\epsilon(\lambda)$ is given by

$$
\epsilon(\lambda) = \min_{r \in (\delta, 1)} \left( r^\lambda (r - \delta)^{1-\lambda} + (1 - r)^\lambda (\epsilon^* - r + \delta)^{1-\lambda} \right).
$$

### 2.1 Problem setup

We consider the task of learning under the distributed setting, where there are $n$ clients each holding a data record $x_i$ for $i \in [n]$. The whole decentralized dataset is denoted by $D = (x_1, \ldots, x_n)$.

Clients (assumed to be non-malicious) are connected to the trusted shuffler via secure communication channels, and the trusted shuffler also communicates with an untrusted aggregator. The purpose of the system is to train a model with parameter $\theta \in \Theta$ by minimizing a certain loss function $l : D^n \times \Theta \rightarrow \mathbb{R}_+$ via stochastic gradient descent (SGD), while providing clients with formal privacy guarantees.

### 3 Shuffled Check-in

#### 3.1 The protocol

We begin with describing the protocol of shuffled check-in. In each round $t$, a message is broadcast to all clients to ask for participation in the learning. Each client flips a biased coin to decide whether...
Server-side protocol:

- **parameters:** Number of rounds \(T\)
- Initialize model \(\theta_1\)
- for \(t \in [T]\) do
  - Broadcast model \(\theta_t\) and request users to participate in training
  - Shuffler receives client responses and outputs the shuffled messages (\(\tilde{g}_t\)) to aggregator
  - \(\theta_{t+1} \leftarrow \text{ModelUpdate}(\theta_t; \tilde{g}_t)\)
  - Output \(\theta_{t+1}\)

Client-side protocol for User \(i\):

- **parameters:** Probability \(p\), loss function \(l\), local randomizer \(A\), Number of rounds \(T\)
- private data: \(x_i \in D\)
- for \(t \in [T]\) do
  - Receive request to participate in training
  - if a \(p\)-biased coin returns head then
    - Download \(\theta_t\)
    - \(\tilde{g}_t \leftarrow A(\nabla l(\theta_t; x_i))\)
    - Send \(\tilde{g}_t\) to shuffler

Algorithm 1: The distributed protocol of shuffled check-in.

to participate in the training. The probability of a client participating in the training successfully is modeled by a parameter \(\gamma\) \((0 \leq \gamma \leq 1)\), which we call the check-in rate. The participating probability follows the Bernoulli distribution, \(\text{Bern}(\gamma)\). In Section 3.3, we discuss how to determine \(\gamma\) in practice.

Clients decided to participate download the model \(\theta_t\), calculate the gradient, apply local randomizer to it (e.g., clip the gradient norm and add Gaussian noise), and send it (encrypted) to the trusted shuffler. The shuffler permutes randomly all the received messages before forwarding them to the untrusted aggregator. Then, the aggregator updates the model parameters to \(\theta_{t+1}\) using the shuffled messages. The system protocol is described in Algorithm 1.

More formally, let shuff be the shuffling mechanism that randomly permutes any number of received messages and outputs them. The shuffled check-in mechanism can be written as

\[
\mathcal{M}(D) := \text{shuff} \{ A(x_i) | \sigma_i = 1, i \in [n] \}, \quad \sigma_i \sim \text{Bern}(\gamma).
\]  

(5)

### 3.2 RDP for shuffled check-in

Under the setting given in the previous subsection, we derive the RDP of the shuffled check-in mechanism, which is summarized by the following theorem.

**Theorem 1** (RDP of shuffled check-in). Let \(D, D'\) be adjacent databases consisting of \(n\) clients, and \(\gamma\) the (effective) check-in rate. The RDP of order \(\lambda\) of the shuffled check-in mechanism is bounded by

\[
\epsilon(\lambda) \leq \frac{1}{\lambda - 1} \log \left( \sum_{k=0}^{n} \binom{n}{k} \gamma^k (1 - \gamma)^{n-k} \mathbb{E}_{\phi_k} \left[ \left( \frac{p(\phi_k)}{q(\phi_k)} \right)^\lambda \right] \right).
\]  

(6)

Here, \(p(\phi_k)\) is the output probability distribution of the mechanism \(\mathcal{P}_k : D^n \rightarrow S^{(1)} \times \ldots \times S^{(k)}\), which is a subsampled without replacement (of \(k\) data instances), shuffle mechanism. \(q(\phi_k)\) is the output probability distribution induced by the same mechanism but on \(D'\).

**Proof.** We first note that the shuffled check-in mechanism \(\mathcal{M}\) can be written as \(\mathcal{M} : D^n \rightarrow 2^n \times \mathcal{S}^n\), as it outputs a subset of shuffled data processed by a LDP randomizer \(A : D \rightarrow \mathcal{S}\). Notice that there are two variables in \(\mathcal{M} , k \in [n]\), the number of data instances, and \(\phi \in \mathcal{S}\), the randomized content of each data instance.

As clients check in independently with a probability of \(\gamma\), the total number of clients checking in distributes as a binomial distribution. Hence, the mechanisms distribute as

\[
\mathcal{M}(D)(k, \phi) \sim \binom{n}{k} \gamma^k (1 - \gamma)^{n-k} p(\phi_k)
\]

\[
\mathcal{M}(D')(k, \phi) \sim \binom{n}{k} \gamma^k (1 - \gamma)^{n-k} q(\phi_k).
\]

To complete the proof, we need to show that \(p(\phi_k)\) is the probability distribution of a subsampled (without replacement) shuffle mechanism. For brevity, we write \(p(\phi_k)\) and \(q(\phi_k)\) as \(p_k\) and \(q_k\) respectively. We note that both \(p_k\) and \(q_k\) are mixture distributions consisting of distribution with (and without) the differing data instance. More precisely, let the differing data instance be the \(n\)-th
Here, \( \epsilon \) is given by
\[
p_k = (1 - \gamma)p_k(\cdot|E^c) + \gamma p_k(\cdot|E), \quad q_k = (1 - \gamma)q_k(\cdot|E^c) + \gamma q_k(\cdot|E)
\]
and \( p_k(\cdot|E^c) = q_k(\cdot|E^c) \). This expression is by definition the distribution corresponding to the subsampling without replacement scenario \([38]\). Plugging the above expressions to Equation \([2]\) we obtain Equation \([6]\) as desired.

Theorem \([1]\) states effectively that the shuffled check-in’s RDP is composed of subsampled shuffle mechanism’s RDP weighted by a binomial distribution. This allows us to leverage known behaviors of subsampling and shuffling to calculate the RDP of shuffled check-in, as described in the next section.

### 3.3 Practical considerations

In our protocol, each client carries a \( p \)-biased coin such that she would decide to participate in the training only when head is returned. Even after a client decides to participate, she may drop out due to various reasons as discussed in Introduction. Assuming that clients have a certain constant and independent probability of dropping out, \( p' \), the effective check-in rate is then \( \gamma = p(1 - p') \).

Hence, a practitioner should monitor the number of client checking in in each round and determine the empirical \( \gamma \) instead of simply using \( p \) as the check-in rate to model dropouts robustly. Moreover, instead of treating \( p' \) as a constant, one could further better model the dropout rate as, e.g., a time-dependent function, as in reliability engineering \([8]\), but we leave this system-dependent and slightly orthogonal consideration for future work.

### 4 RDP Bounds on Shuffled Check-in

Theorem \([1]\) formalizes the RDP of the shuffled check-in mechanism. Based on the theorem, in this section, we characterize the RDP by first presenting upper and lower RDP bounds of shuffled check-in with discrete \( \epsilon_0 \)-LDP randomizer, which can be expressed in a clean and straightforward way. Then, we present the procedures for calculating the generic RDP bounds, which, although computationally heavy, have wider applications.

#### 4.1 Upper and lower bounds with discrete \( \epsilon_0 \)-LDP randomizer

A variety of discrete \( \epsilon_0 \)-LDP SGD methods has been applied to distributed learning \([9, 19, 23]\).

Roughly speaking, the following procedures are taken in these algorithms: clients clip the \( l_2 \)-norm of the gradient, apply an \( \epsilon_0 \)-LDP mechanism to randomize and represent the clipped gradient with a finite number of bits, and send it to the server. We provide the RDP bounds on these types of mechanism, beginning with the upper bound.

**Theorem 2 (Upper Bound).** For any \( \epsilon_0 \geq 0 \), \( n \in \mathbb{N} \), \( l \leq n \) such that \( n\gamma = l \) \((0 \leq \gamma \leq 1)\), and any integer \( \lambda \geq 2 \), the RDP of the shuffled check-in mechanism (Equation \([7]\)) is upper-bounded by
\[
e(\lambda) \leq \frac{1}{\lambda - 1} \log \left( E \left[ \left( \frac{M(D)}{M(D')} \right)^{\lambda} \right] \right),
\]
where
\[
E \left[ \left( \frac{M(D)}{M(D')} \right)^{\lambda} \right] \leq 1 + 4 \left( \frac{\lambda}{2} \right)^2 (e^{\epsilon_0} - 1)^2 \left( e^{-\epsilon_0 - \Delta^2 n\gamma/2} + e^{-\epsilon_0 / \hat{l}} \right)
\]
\[
+ \sum_{j=3}^{\lambda} \binom{\lambda}{j} \gamma^j j! \Gamma(j/2) \left( \frac{2 (e^{2\epsilon_0} - 1)^2}{e^{2\epsilon_0}} \right)^{j/2} \left( e^{-\Delta^2 n\gamma/2 + \hat{l} - j/2} \right)
\]
\[
+ \Upsilon_1 e^{-\Delta^2 n\gamma/2} + \Upsilon_1(1-\Delta)n\gamma+1.
\]

Here, \( 0 \leq \Delta \leq 1 \) is arbitrary, \( \hat{l} = \left[ \frac{(1-\Delta)n\gamma}{2\epsilon_0} \right] + 1 \), \( \Gamma(z) = \int_0^\infty x^{z-1} e^{-x} dx \) is the Gamma function, \( \Upsilon_k \) is given by \( \Upsilon_k = \left( 1 + \gamma \frac{e^{2\epsilon_0} - 1}{e^{\epsilon_0}} \right) \left( 1 - \lambda \gamma \frac{e^{2\epsilon_0} - 1}{e^{\epsilon_0}} \right) e^{-\frac{(1-\Delta)n\gamma}{2\epsilon_0}} \).

5
Proof sketch. Here, we give an outline of the proof. We notice from Equation 6 that inside the logarithm is a summation over $k$ of the expected moments of a subsampled without replacement (with $k$ data instances), shuffle mechanism. We first obtain a bound on the latter using the results from [22]. Then, the summation over $k$ is bounded using the properties of the expected moments and the Chernoff bound. The full proof is available in Appendix A. ■

While Equation 7 may seem complicated, it is necessary as we attempt to obtain a precise expression (instead of an order approximation). This is particularly critical when considering deployment in real-life private systems, as constants matter [38]. Some numerical issues related to its evaluation will be discussed in later remarks and sections.

We next provide the corresponding lower bound.

Theorem 3 (Lower Bound). For any $\epsilon_0 \geq 0$, $n \in \mathbb{N}$, $l \leq n$ such that $0 \leq \gamma \leq 1$, and any integer $\lambda \geq 2$, the RDP of the shuffled check-in mechanism (Equation 1) is lower-bounded by

$$
\epsilon(\lambda) \geq \frac{1}{\lambda - 1} \log \left( 1 + \left( 1 - e^{-\Delta^2 n \gamma^2 / (2 + \Delta)} \right)^{\lambda} \left( \frac{\gamma^2 (e^{\epsilon_0} - 1)^2}{(1 + \Delta) n \gamma e^{\epsilon_0}} \right) \right),
$$

where $0 \leq \Delta \leq 1$ is arbitrary.

Proof sketch. The lower bound is calculated assuming that the underlying $\epsilon_0$-LDP discrete mechanism is a binary randomized response. Again, we first obtain the expression of the subsampled without replacement (with $k$ data instances), shuffle binary randomized response. Using the properties of the expression as well as the Chernoff bound, we place a lower bound on the RDP. For the full proof, see Appendix A. ■

Several remarks on the bounds are in line.

Remark 1. The value $\Delta$ comes from the Chernoff bound. While we can optimize this value to provide tighter bounds, we typically use $\Delta = 1/2$ as it gives reasonably good results, and simplifies the evaluation.

Remark 2. Converting the RDP bounds to approximate DP requires the use of Lemma 2 which is a quasi-convex optimization problem given $\epsilon(\lambda)$, solvable in logarithmic time. As the computational cost of Equation 7 is $O(\lambda)$ (assuming that we fix a maximum $\lambda$), the overall computational cost is $O(\lambda \log(\lambda))$.

Remark 3. One may further close the gap between the upper and lower bounds under the following conditions. A tighter upper bound may be obtained by considering specific subsampled shuffle mechanism. Meanwhile, a tighter lower bound may be obtained by carefully bounding the binomial distribution central moments (see Appendix A), at the sacrifice of the expression’s (Equation 8) simplicity.

4.2 Numerical bounds with generic LDP randomizer

The bounds given in Section 4.1 apply only to shuffled check-in with discrete $\epsilon_0$-LDP randomizer. In this subsection, we extend our consideration to generic, $(\epsilon_0, \delta_0)$-LDP randomizer not limited to discrete $\epsilon_0$-LDP mechanism. One important application of such a consideration is the FL variant of Differentially Private SGD (DP-SGD) [1, 34], where continuous and isotropic Gaussian noises are added to the clipped gradients.

Given an $(\epsilon_0, \delta_0)$-LDP randomizer, our strategy is to first convert it to the corresponding RDP parameters using Lemma 3. The RDP parameters are then plugged into Equation 6 to calculate the resulting $\epsilon(\lambda)$. Note that the subsampling and shuffling mechanisms’ approximate DP properties are relatively well studied. By converting them into RDP and utilizing Theorem 1, one can calculate the RDP of shuffled check-in in a rather straightforward way. Note also that Equation 4 of Lemma 3 involves an optimization problem that cannot be written in a closed form. Our procedure is henceforth mainly numerical (in contrast to the analytical bounds given in the previous subsection). In the following, we propose two approaches of tackling the problem.

Shuffling conversion (Approach 1). Our first approach proceeds as follows:
Table 1: Our approaches to bounding shuffled check-in mechanism with a generic \((\epsilon_0, \delta_0)\)-LDP randomizer. The conversion from DP to RDP (using Lemma 3) can be performed in two different steps leading to different time complexities as shown in the Table. Dependence of the time complexity on other factors is suppressed.

| Shuffling | Subsampling | Convert to RDP from | Time complexity |
|-----------|-------------|---------------------|----------------|
| Approach 1 | Use [21] (DP) | Use [38] (RDP) | [21] \(O(n \lambda \log \lambda)\) |
| Approach 2 | Use [21] (DP) | Use [3] (DP) | [21]+[3] \(O(n \log \lambda)\) |

1. Convert shuffle DP to shuffle RDP.
2. Use shuffle RDP to evaluate subsampled shuffle RDP
3. Substitute it into Equation 6 to evaluate the composition of RDP.

To calculate the shuffle DP with \((\epsilon_0, \delta_0)\)-LDP randomizer, we use Theorem 3.8 given by [21]. The subsampled RDP can be calculated using Theorem 9 of [38].

Note that Step 2 is a calculation of \(O(\lambda)\) in terms of time complexity [38]. Step 3 involves evaluating the summation with respect to \(n\) as in Equation 6, which is of \(O(n)\). One also needs to convert the RDP notion back to approximate DP using Lemma 2 which is an \(O(\log \lambda)\) operation, as explained in Remark 2. Overall, the shuffling conversion approach is of time complexity \(O(n \lambda \log \lambda)\).

Subsampled shuffling conversion (Approach 2). Our second approach converts the subsampled shuffle mechanism’s DP to RDP:

1. Evaluate subsampled shuffle DP.
2. Convert subsampled shuffle DP to subsampled shuffle RDP.
3. Substitute it into Equation 6 to evaluate the composition of RDP.

The approximate DP of subsampled shuffling can be calculated using the result of [21] for shuffling and Theorem 9 of [3] for subsampling, with both having \(O(1)\) time complexity. Hence, in terms of time complexity with respect to \(\lambda\), the overall approach takes \(O(n \log \lambda)\). Table 1 summarizes the two approaches mentioned above. Although the subsampling shuffling conversion approach has lower time complexity, we expect the RDP bound to be looser than the shuffling conversion approach as the conversion to RDP occurs one step later.

5 Numerical Results

In this section, we present numerical evaluation results of our proposal to demonstrate the performance of the RDP bounds. We also apply our techniques to training machine learning models under the distributed setting.

Before doing so, let us comment on several numerical tricks we have used in our evaluation. We often need to evaluate large binomial coefficients especially when evaluating RDP at large \(\lambda\). Stirling’s approximation is employed in such a case. As mentioned in [38], the log-sum-exp trick is also useful when evaluating the logarithmic term of Equation 6. Moreover, the bisection method is employed to solve efficiently (quasi-) convex optimization problems such as Equations 3 and 4.

---

3 The result of privacy amplification by shuffling by [21] is valid only when \(\epsilon_0 \leq \log \left(\frac{n}{16 \log(2/\delta)}\right)\). For parameters violating this condition, we assume that no amplification occurs, i.e., \(\epsilon = \epsilon_0\). This is well corroborated by the numerical experiments performed in [21].

4 Here, we do not include the time complexity of optimizing Equation 4 for convenience as it is irrelevant to the subsequent discussions. We note however that Equation 4 is convex optimization problem which can be solved efficiently.

5 More precisely, \(\binom{n}{k} \approx \frac{n^k}{k!}\) for \(k \lesssim \sqrt{n}\) and \(\binom{n}{k} \approx \frac{n^k}{k!(n-k)!}\) otherwise.
5.1 RDP and approximate DP of shuffled check-in

In Figure 1, we plot the RDP upper and lower bounds varying several parameters of interest. One can observe from Figure 1a that, as $n$ increases, privacy is amplified due to a larger anonymous population (shuffling). Increasing $\gamma$ lowers the subsampling effect as in Figure 1b. Significant amplification can be observed at low $\epsilon_0$ as in Figure 1c.

In Figure 2, we plot the approximate DP bounds of shuffled check-in in various parameter regimes. The approximate DP is calculated by solving for the optimal $\lambda$ in Equation 3. We mainly compare with [24], which uses strong composition for privacy accounting. As can be seen in the figure, our upper bound is approximately 3 times tighter than that of accounting using strong composition, and our lower bound is 10 times tighter.

5.2 Private distributed learning with shuffled check-in

We perform experiments of distributed machine learning tasks to evaluate our proposal’s empirical performance. The MNIST handwritten digit dataset [31] is used, assuming that each client is holding one data instance. A convolutional neural network with architecture similar to the one used in [19] is employed (see Appendix B) as the model to be trained privately. Two different SGD algorithms are used for training: LDP-SGD and Federated DP-SGD. The privacy guarantees of LDP-SGD (Federated DP-SGD) can be bounded applying results from Section 4.1 (Section 4.2).

LDP-SGD. Our first experiment of distributed learning utilizes the LDP-SGD algorithm [15, 19] where the underlying LDP discrete randomizer satisfies $\epsilon_0$-LDP. We set the number of clients to be 60,000, each holding a data instance from the MNIST train dataset. The classification accuracy of the trained model is evaluated with the MNIST test dataset (containing 10,000 instances). The check-in rate $\gamma$ is set to be 0.1, $\epsilon_0 = 2$, and the clipping size is $C = 0.1$.

We train the network until the test accuracy reaches and stabilizes at around 90% (taking around 6,800 rounds). The accumulated budget is then calculated using our RDP upper bound (Equation 7) and [24]. As can be observed from Figure 3a, a privacy budget of $\epsilon \simeq 1$ is sufficient to train the model to reach 90% of accuracy using our RDP approach, while the strong composition-based approach requires $\epsilon \simeq 3$. This $1 : 3$ ratio is also consistent with the observation made in Figure 2.

Federated DP-SGD. We next adapt DP-SGD [1][7][36] to distributed learning. Here, the Gaussian mechanism is applied to each client’s clipped gradient to achieve $(\epsilon_0, \delta_0)$-LDP. Let us remark that, despite its wide usage (under the central DP setting) and simplicity, we do not realize any existing
Figure 3: Privacy-utility trade-off of private distributed learning with the LDP-SGD and Federated DP-SGD algorithms on the MNIST dataset. Our approaches (blue) achieve better accuracies at lower \( \epsilon \)'s compared to baseline approaches (green), thus achieving tighter accounting.

work using the Gaussian mechanism in the LDP/shuffle model literature, possibly due to the difficulty of evaluating an \((\epsilon_0, \delta_0)\)-LDP randomizer. Hence, we believe that our evaluation is of independent interest as well. One fact worth mentioning for the adaptation to the distributed setting is that as we are working with replacement DP, the sensitivity should be set to twice of those given in [1], which is defined in terms of addition/removal DP [17, 37].

Baseline method. Before proceeding to present the experiment, we devise a baseline method of privacy accounting without using Theorem 1 to make comparisons with our proposal. To do so, we modify existing techniques of subsampling and shuffling to perform the accounting (we give a sketch of our accounting method here. See Appendix B for the full description). We first get a high probability bound \((1 - \delta')\) on the number of clients \(l\) checking in in each round. Then, with probability \(1 - \delta'\), we obtain a conservative subsampled shuffle privacy amplification using the pre-determined \(l\); denote the resulting DP by \((\epsilon_1, \delta_1)\). We finally absorb \(\delta'\) to the resulting DP to obtain \((\epsilon_1, \delta_1 + \delta')\)-DP, and use RDP composition over all rounds.

Experimental details and results. As evaluating the RDP of shuffled check-in with Approach 1 in Section 4.2 is quite prohibitive computationally (Table 1), we evaluate the resulting DP using only Approach 2 (which is still an \(O(n)\) operation) and the above baseline. We perform two experiments. In the first experiment, the parameters are set to be similar to the one in the evaluation using LDP-SGD: \(\epsilon_0 = 2, n = 60,000, \gamma = 0.1, C = 0.05\) and the experiment is run for 5,540 rounds. The result is shown in Figure 3a showing that our proposed accounting is much tighter. In the second experiment, we set the parameters of the experiment as follows: \(\epsilon_0 = 8, n = 10^7\) (by bootstrapping from the train dataset), \(\gamma = 10^{-4}, C = 0.05\). Under this setting, we reach around 90% of test accuracy after running the training for 2,000 rounds. An accuracy-round curve and other details can be found in Appendix B. We obtain the final \(\epsilon\) as 0.67 with our approach, in contrast with accounting with the baseline method presented above, which yields \(\epsilon = 0.80\). This again demonstrates the effectiveness of our approach. As a side note, we find that in general Federated DP-SGD performs better at large \(\epsilon_0\).

6 Conclusion

As a conclusion, we remark that, while we are making a step towards privacy amplification under a more practical setting, our protocol has by no means resolved all problems in privacy amplification applied to practical distributed learning. We hope that this paper can spur the study of privacy amplification with practical distributed protocols in mind within the research community.

Societal impact. This paper addresses privacy issues in distributed learning. While employing our protocol guarantees rigorous privacy, we have not discussed other possible negative impacts, such as fairness due to biased data and the impact of malicious clients on distributed learning. Incorporating these considerations in our protocol is an important future direction.
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Supplementary Material

A Proofs

A.1 Proof of Theorem 2 (upper bound)

We first recite the result from [22] for the upper bound of a subsampled shuffle mechanism.

Lemma 4 (RDP upper bound of subsampled shuffle mechanism with discrete $e_0$-LDP randomizer [22]). For any $n \in \mathbb{N}$, $k \leq n$, $e_0 \geq 0$, and any integer $\lambda \geq 2$, the RDP of the subsampled shuffle mechanism $\mathcal{M}$ is upper-bounded by

$$
\epsilon(\lambda) \leq \frac{1}{\lambda - 1} \log \left( 1 + 4 \left( \frac{\lambda}{2} \right)^2 \frac{(e^{e_0} - 1)^2}{k e^{e_0}} + \sum_{j=3}^{\lambda} \left( \frac{\lambda}{j} \right) \gamma^j j \Gamma \left( \frac{j}{2} \right) \left( \frac{2 (e^{2e_0} - 1)^2}{e^{2e_0}} \right)^{j/2} + \Upsilon_k \right),
$$

where $\Upsilon_k = \left( 1 + \gamma \frac{e^{2e_0} - 1}{e^{e_0}} \right)^{\lambda} - 1 - \lambda \gamma \frac{e^{2e_0} - 1}{e^{e_0}} e^{\frac{k-1}{2e_0}}$.

We also make the following straightforward observation.

Lemma 5. Equation (9) is a monotonically decreasing function with respect to $k$.

Then, we apply the Chernoff bound: $\Pr[X \leq (1 - \Delta)\mu] \leq e^{-\Delta^2 \mu/2}$ for all $0 < \Delta < 1$.

Assume that $\Delta$ is chosen such that $(1 - \Delta)n\gamma$ is an integer. We split the summation over $k$ to two parts: those equal or less than $(1 - \Delta)n\gamma$, and those equal or larger than $(1 - \Delta)n\gamma + 1$. We then have from Equation (9)

$$
\mathbb{E} \left[ \left( \frac{\mathcal{M}(D)}{\mathcal{M}(D')} \right)^\lambda \right] \leq 1 + 4 \left( \frac{\lambda}{2} \right)^2 \left( e^{e_0} - 1 \right)^2 \left( e^{-e_0 - \Delta^2 n\gamma/2} + e^{-e_0 / \tilde{k}} \right) + \sum_{j=3}^{\lambda} \left( \frac{\lambda}{j} \right) \gamma^j j \Gamma \left( \frac{j}{2} \right) \left( \frac{2 (e^{2e_0} - 1)^2}{e^{2e_0}} \right)^{j/2} \left( e^{-\Delta^2 n\gamma/2} + \tilde{k}^{-j/2} \right) + \Upsilon \gamma e^{-\Delta^2 n\gamma/2} + \Upsilon \gamma e^{-\Delta n\gamma + 1},
$$

where $\tilde{k} = \left\lfloor \frac{(1 - \Delta)n\gamma}{2e_0} \right\rfloor + 1$, as desired (Equation (10)).

A.2 Proof of Theorem 3 (lower bound)

We first consider binary randomized response within the (subsampled) shuffle model, which has been studied before in [14, 21, 25, 30]. Here, we give the full treatment for completeness.

First, we prove the following lemma.

Lemma 6. For binary randomized response of a subsampled shuffling mechanism, the follow lower bound holds.

$$
\mathbb{E}_{q_k} \left[ \left( \frac{p_k}{q_k} \right)^\lambda \right] \geq 1 + \left( \frac{\lambda}{2} \right)^2 \frac{(e^{e_0} - 1)^2}{k e^{e_0}}.
$$

Proof. The binary randomized response satisfying $e_0$-LDP takes input $x \in \{0, 1\}$ and outputs with probability $\Pr[A_{bin}(x) = x] = e^{e_0} \frac{(e^{e_0})^x}{x!}$. Let $\rho = \frac{1}{e^{e_0} + 1}$. We consider adjacent databases $D, D' \in \{0, 1\}^k$ with instances $D = (0, \ldots, 0), D' = (1, 0, \ldots, 0)$. Let the output number of one’s
We can now calculate the moment by binomial expansion (with respect to $\lambda$), where the expectation is over Bin\(\frac{m}{k}\),

$$
\begin{align*}
\mu_0(m) &= \binom{k}{m} \rho^m (1 - \rho)^{k-m}, \\
\mu_1(m) &= (1 - \rho) \binom{k-1}{m-1} \rho^{m-1}(1 - \rho)^{k-m} + \rho \binom{k-1}{m} \rho^m (1 - \rho)^{k-m-1}. \\
\end{align*}
$$

Hence, a subsampled shuffle mechanism with binary randomized response can be represented by

$$
q_k(m) = \mu_0(m)
$$

$$
p_k(m) = (1 - \gamma)\mu_0(m) + \gamma \mu_1(m)
$$

Next, we obtain

$$
\begin{align*}
\frac{\mu_1(m)}{\mu_0(m)} &= \frac{(1 - \rho) \binom{k-1}{m-1} \rho^{m-1}(1 - \rho)^{k-m} + \rho \binom{k-1}{m} \rho^m (1 - \rho)^{k-m-1}}{\binom{k}{m} \rho^m (1 - \rho)^{k-m}} \\
&= \frac{m (1 - \rho)}{k \rho} + \frac{k - m}{k} \frac{\rho}{1 - \rho} \\
&= \frac{m}{k} e^{-\epsilon_0} + \frac{k - m}{k} e^{-\epsilon_0}.
\end{align*}
$$

Using the above result, we calculate

$$
\frac{p_k - 1}{q_k} = (1 - \gamma) + \gamma \frac{\mu_1(m)}{\mu_0(m)} - 1
$$

$$
= \gamma \left( \frac{m}{k} \left[ e^{\epsilon_0} - e^{-\epsilon_0} \right] + e^{-\epsilon_0} - 1 \right)
$$

$$
= \frac{e^{2\epsilon_0} - 1}{ke^{\epsilon_0}} \left( m - \frac{k(e^{\epsilon_0} - 1)}{e^{2\epsilon_0} - 1} \right)
$$

$$
= \frac{e^{2\epsilon_0} - 1}{ke^{\epsilon_0}} \left( m - \frac{k}{e^{\epsilon_0} + 1} \right),
$$

where in the last step, we have used $e^{2\epsilon_0} - 1 = (e^{\epsilon_0} - 1)(e^{\epsilon_0} + 1)$.

We can now calculate the moment by binomial expansion (with respect to $\lambda$),

$$
\begin{align*}
\mathbb{E}_q[k] \left[ \left( \frac{p_k}{q_k} \right)^\lambda \right] &= \mathbb{E}_q[k] \left[ \left( 1 + \frac{p_k}{q_k} - 1 \right)^\lambda \right] \\
&= 1 + \left( \lambda \right) \frac{1}{2} (e^{\epsilon_0} - 1)^2 \frac{1}{ke^{\epsilon_0}} + \sum_{j=3}^\lambda \binom{\lambda}{j} \gamma^j \frac{(e^{2\epsilon_0} - 1)}{ke^{\epsilon_0}} \mathbb{E} \left[ m - \frac{k}{e^{\epsilon_0} + 1} \right]^j \\
&\geq 1 + \left( \lambda \right) \frac{1}{2} (e^{\epsilon_0} - 1)^2 \frac{1}{ke^{\epsilon_0}}.
\end{align*}
$$

where the expectation is over Bin\(\frac{k}{m}\). We have also used $\mathbb{E} \left[ m - \frac{k}{e^{\epsilon_0} + 1} \right]^j = k\rho(1 - \rho)$ in the second term. Note that $\mathbb{E} \left[ m - \frac{k}{e^{\epsilon_0} + 1} \right]^j$ is the $j$-th central moment of the binomial distribution.

The above equation may further be simplified using Jensen’s inequality,

\begin{align*}
\mathbb{E}_q[k] \left[ \left( \frac{p_k}{q_k} \right)^\lambda \right] &\geq \left[ \mathbb{E} \left( m - \frac{k}{e^{\epsilon_0} + 1} \right)^j \right] = 0:
\end{align*}

$$
\begin{align*}
\mathbb{E}_q[k] \left[ \left( \frac{p_k}{q_k} \right)^\lambda \right] &\geq 1 + \left( \lambda \right) \frac{1}{2} (e^{\epsilon_0} - 1)^2 \frac{1}{ke^{\epsilon_0}}.
\end{align*}
$$
We finally move to proving Equation 8. We use the fact that binomial distribution is concentrated at its mean $\mu$, and with the Chernoff bound:

$$\Pr[X \geq (1 + \Delta)\mu] \leq e^{-\Delta^2 \mu/(2+\Delta)}$$

for all $\Delta$.

Note that the term depending on $k$ in Equation 11 is a monotonically decreasing function with respect to $k$. Hence,

$$\mathbb{E}_{i,k \sim \mathcal{M}(D')} \left[ \left( \frac{\mathcal{M}(D)}{\mathcal{M}(D')} \right)^{\lambda} \right] \geq \frac{1}{n} \sum_{k=1}^{n} \binom{n}{k} \gamma^k (1 - \gamma)^{n-k} \cdot \left( 1 + \left( \frac{\lambda}{2} \right) \gamma^2 \frac{(e^{\epsilon_0} - 1)^2}{ke^{\epsilon_0}} \right)
\geq 1 + (1 - e^{-\Delta^2 n \gamma/(2+\Delta)} \left) \left( \frac{\lambda}{2} \right) \gamma^2 \frac{(e^{\epsilon_0} - 1)^2}{(1 + \Delta) n \gamma e^{\epsilon_0}} \right.$$

because $\Pr[X \leq (1 + \Delta)\mu] \geq 1 - e^{-\Delta^2 \mu/(2+\Delta)}$. We have henceforth obtained the desired result.

### B Experimental Details

**Network architecture.** The neural network we use in the experiments presented in Section 5 is as in Table 2.

**Baseline for privacy accounting of shuffled check-in with generic LDP mechanism.** We here describe in more detail our method of shuffled check-in with generic LDP mechanism without using Theorem 1.

Our shuffled check-in protocol has an issue that cannot be dealt with using standard subsampling/shuffling techniques: the number of clients checking in is a variable, following a probability distribution equal to those followed by $k$ in Equation 6.

To resolve this, we devise the following method. Given $0 \leq \delta' \leq 1$, we first find $l$ such that,

$$\Pr[k \leq l] = 1 - \delta'$$

for $k$ and the corresponding binomial probability distribution defined in Equation 6.

Fixing the number of clients to be $l$, we use the following to conservatively bound the approximate DP of subsampled shuffling:

- No privacy amplification occurs ($\epsilon = \epsilon_0$) due to shuffling (see Footnote 3).
- Privacy amplification by subsampling is accounted for by assuming conservatively that $l$ clients are sampled. More precisely, let $\gamma' = l/n$, privacy amplification by subsampling leads to $\epsilon_1 = \log(1 + \gamma'(e^{\epsilon_0} - 1))$ and $\delta_1 = \gamma' \delta_0$ [3].

Consequently, the approximate DP of shuffled check-in for a single round is $(\epsilon_1, \delta_1 + \delta')$ by absorbing $\delta'$ to the final DP. To compose the mechanism, we convert the approximate DP to RDP as done in Section 4.2 and use Lemma 1.

**Federated DP-SGD.** Given $\epsilon_0$, we fix $\delta_0 = 1/n^{1.5}$ to calculate the noise multiplier $z$ of the Gaussian mechanism, which adds Gaussian noise, $N(0, z^2 C^2 I)$ to the gradient [1].

---

6We find that composition using the strong composition theorem [28] leads to a much looser privacy accounting.
In Figure 4, we show the accuracy-round curve of our Federated DP-SGD experiment with the following parameters: $\epsilon_0 = 8$, $n = 10^7$ (by bootstrapping from the train dataset), $\gamma = 10^{-4}$, clipping size $C = 0.05$. It should be noted that the average number of clients checking in is 1,000, around the same order as the ones used in the settings given in Section 5. It can then be seen that the accuracy can reach the optimal 90%, and converges faster with a larger $\epsilon_0$, noting that $n$ mainly affects the final $\epsilon$, not the convergence. Note also that we have not evaluated the accuracy with respect to all ranges of $\epsilon$ in this experiment as it is computationally too expensive.