Residual Deep Monocular 3D Human Pose Estimation using CVAE synthetic data
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Abstract. Estimating 3D human pose from a monocular RGB image is a challenging task in computer vision because annotating a large number of 3D pose ground-truth data is costly. To address the problem of lack of 3D data, many methods have been proposed. In this paper, we propose to address this issue by synthesizing data. Firstly we exploit Conditional Variational Autodecoder to generate 3D human skeletons data. In CVAE network, we acquire generous 3D pose samples through the predicted 2D pose and the existing 3D ground truth. Secondly, base the generated 3D samples, we obtain the corresponding 2D pose by projection, thus augmenting the data of 2D-3D network. Finally, we train these synthetic data on 3D pose residual estimation network. Extensive experiments show that our approach achieves state-of-the-art accuracy on standard benchmark datasets.

1. Introduction

Human pose estimation is a hot research in computer vision, and has widely application, such as movie animation, virtual reality, human-computer interaction, intelligent monitoring, athlete assisted training. With the development of neural network and deep learning, the end-to-end prediction network has been applied on human pose estimation and made remarkable progress[1][2][3][4][5]. Particularly, 3D human pose estimation from single image has attracted extensive attention and achieved unexpected success[6][7][8][9]. Although these methods have achieved noteworthy accuracy, 3D human pose estimation is still a huge challenge since 3D data sets are limited and collecting 3D annotations is costly and time-consuming.

To deal with this problem, many recent works adopt a two-stage network framework, which first predicts 2D joint points, and then lifts to 3D[10][11][12]. 3D human pose estimation task can obtain more extra features after 2D pose detector since 2D annotation is easier to obtain and more diverse. However, there is still a big difference between the results of the test set and the training set due to the data bias and the limitation of 3D data. To solve this problem, we use CVAE to synthesize 3D joint
samples. The corresponding 2D joint points are obtained by using the mapping relation between 3D and 2D bone. We performed ablation experiments to demonstrate the effectiveness of our method.

2. Related Works

**Two-step pose estimation.** 3D coordinates are obtained by direct regression from 2D images\cite{13}\cite{14}\cite{15}. Due to the high degree of non-linearity of 3D space and large output space, the features that need to be learned by a single model are too complex. Usually a satisfactory result is not achieved. Thanks to the maturity of 2D pose estimation, lifting 2D to 3D achieved unexpected accuracy\cite{16}\cite{17}\cite{18}\cite{19}. Two-step pose estimation has two branches. One is joint 2D and 3D training, the other is directly using the pre-trained 2D pose network to input the 2D coordinates into the 3D pose estimation network. Our work belongs to the second branch. Since HRNet can effectively extract appearance information\cite{20}\cite{21}. In this paper, we use HRNet as 2D pose detector to get 2D joint points as input for next stage. HRNet maintains high-resolution representation by connecting high-resolution convolutions to low resolution convolutions in parallel, and enhances high-resolution representation by repeatedly performing multi-scale fusion across parallel convolutions.

**Self-supervised/weakly methods.** Network training needs a large number of data, otherwise it is easy to overfit, but 3D annotation is often difficult to obtain. To address this problem, Self-supervised and weakly methods were proposed\cite{22}. Chen x, et al\cite{23}. proposed a novel weakly supervised encoder decoder framework to learn geometric perceptual 3D representation of human posture. In order to improve the robustness of representation geometry, the loss of representation consistency is introduced to constrain the learning process of encoder decoder. Our method also uses decoder and encoder. But the difference is that we use it to generate 3D bone samples. Recently, multi-perspective self-supervised approach has been proposed\cite{24}. 3D pose is obtained by 2D pose estimation and epipolar geometry to reduce the dependence on 3D ground-truth. Considerable results are obtained by two views.

**Monocular 3D Human Pose Estimation.** In a real world scenario, there are many cases where only one view of the data set is available. In the early stage, the paper\cite{25} is the first one to apply deep learning to 3D pose estimation based on a single image. It designs a deep convolution network to directly regress 3D coordinates from RGB images, and combines the regressed key point coordinates with the detected key point bounding box by means of multi task learning. In the supervision, instead of using 3D coordinates directly, they use the backbone length and the key point bounding box to supervise. Pavlakos G, et al\cite{14}. used the method of 2d pose in 3D to regress a 3D Heatmap. Considering a large range of z-axis depth, they adopted a coarse to fine structure to regress step by step. It is similar to the stacked hourglass structure in 2D pose estimation. Unlike these methods, we focus on data enhancement.

![Figure 1. Overall architecture of predicting 3D pose](image-url)
3. Models and Methods

As illustrated in Figure 1, our overall architecture consists of three parts: CVAE data generator, 3D-2D projection and 3D pose estimation network. CVAE data generator is a encoder-decoder network that generate 3D joint samples. 3D-2D projection maps the generated 3D joint points to corresponding 2D joint points. 3D pose estimation network predicts 3D pose through 2D joint points.

3.1. CVAE data generator

CVAE is one of the most advanced methods to generate models, which has achieved remarkable results[26]. CVAE is widely used in computer vision. It includes an encoder and a decoder. The encoder attempts to learn the hidden representation or probabilistic encoder representation of the data. The decoder attempts to learn to hide the representation input space. We use CVAE to generate N 3D joint samples. The 3D ground truth(\(p_{3D}\)) and the 2D joint points(\(\tilde{p}_{2D}\)) predicted by HRNet are used as the input of the network. First, we compute a prior distribution \(q(z)\). The encoder obtains the hidden representation \(p_{3D} = p_{3D}(\tilde{z})\) by learning the features of \(p_{3D}\) and \(\tilde{p}_{2D}\). The decoder obtains \(\hat{p}_{3D} = \hat{p}_{3D}(n = 1, 2, ..., N)\) by decoding the hidden representation. We optimize CVAE network by back propagation. The loss function consists of two parts: one is reconstruction loss, the other is KL divergence between prior distribution and conditional data distribution. We set the corresponding weights for the two losses(\(\alpha, \beta\)). We compute loss as follows:

\[
Loss1 = E_{z \sim q(z)} || \hat{p}_{3D} - P_{3D} ||^2_2 \\
Loss2 = KL(q(\tilde{z}) | p_{3D}, \tilde{p}_{2D}) || p(z | \tilde{p}_{2D}) \\
L_{CVAE} = \alpha Loss1 + \beta Loss2
\]

3.2. 3D-2D projection

Perspective projection is a method of drawing or rendering on two-dimensional image or canvas in order to obtain the visual effect close to real three-dimensional objects. Perspective projection maps the generated 3D joint points to corresponding 2D joint points. The coordinates of each 3D joint point and each 2D joint point are respectively expressed as \((x_i, y_i, z_i)\), \((a_i, b_i)\). Mapping 2D coordinates by focal length \(f = \{f_x, f_y\}\) and point\((c = \{c_x, c_y\})\). The specific format is as follows:

\[
\begin{align*}
a_i &= \frac{x_i}{z_i} f_x + c_x \\
b_i &= \frac{y_i}{z_i} f_y + c_y
\end{align*}
\]

3.3. 3D pose estimation network

After obtaining a large number of 2D and 3D joint points, the prediction network is trained to obtain 3D pose. The network consists of several block. These block is composed of full connection and residual network as illustrated in Figure 2. The input of the first layer is 2D joint points, and the input of the subsequent layer is the contact of 2D joint predicted by HRNet and predicted 3D joint points(\(\tilde{p}_{3D}\)).

4. Experiments

4.1. Datasets & Evaluation Metrics

We conduct experiments on Human3.6M that is the largest dataset for 3D human estimation. We use subject 1 to 5 as training set, 9 and 11 as verification set. We evaluate our model by mean per joint
Figure 2. 3D pose estimation network

position error (MPJPE) denoted as P1 and MPJPE after alignment involving rotation and translation (PA-MPJPE) as P2.

4.2. Results

We performed extensive experiments to demonstrate the effectiveness of our method. The results showed that the average error rate and the error rate of part of actions under P1 and P2. Table 1 and Table 2 show the comparison of our experimental results with other methods.

Table 1. Results of our model on Human3.6M under Protocol 1

|     | Direction | Discussion | Eating | Pose | Sitting | Smoking | Wait | Walk | Avg  |
|-----|-----------|------------|--------|------|---------|---------|------|------|------|
| Pavlakos et al. (2017) [14] | 67.4 | 71.9 | 66.7 | 65.0 | 83.7 | 71.7 | 65.8 | 59.1 | 114.1 |
| Fang et al. (2018) [17]   | 50.1 | 54.3 | 57.0 | 53.4 | 72.8 | 60.3 | 57.7 | 47.5 | 60.4 |
| Zhao et al. (2019) [27]   | 54.8 | 60.7 | 58.2 | 53.8 | 75.2 | 64.1 | 66.0 | 63.2 | 64.9 |
| Liu et al. (2020) [28]    | 50.7 | 60.0 | 51.1 | 48.8 | 72.8 | 58.6 | 61.0 | 45.9 | 61.1 |
| Xia et al. (2020) [29]    | 49.6 | 54.3 | 53.5 | 51.2 | 64.7 | 56.8 | 53.4 | 44.3 | 56.7 |
| Ours                       | 45.8 | 47.2 | 49.6 | 47.4 | 57.3 | 49.6 | 48.4 | 41.5 | 51.1 |

Table 2. Results of our model on Human3.6M under Protocol 2

|     | Direction | Discussion | Eating | Pose | Sitting | Smoking | Wait | Walk | Avg  |
|-----|-----------|------------|--------|------|---------|---------|------|------|------|
| Fang et al. (2018) [17] | 38.2 | 41.7 | 43.7 | 40.2 | 54.5 | 47.2 | 44.3 | 37.7 | 45.7 |
| Drover et al. (2018) [30] | 60.2 | 60.7 | 59.2 | 59.4 | 69.1 | 64.8 | 60.8 | 63.9 | 64.6 |
| Xia et al. (2020) [29]   | 39.0 | 43.4 | 42.4 | 42.3 | 54.5 | 46.4 | 41.4 | 34.4 | 45.1 |
| Ours                       | 34.7 | 36.3 | 36.9 | 35.5 | 42.2 | 38.2 | 36.9 | 30.9 | 38.9 |

5. Conclusions

In this paper, we propose to use CVAE to generate 3D skeleton data and use perspective projection to get the corresponding 2D joint points, so as to increase the data of 3D prediction network. We effectively reduce the limitation of dataset. Extensive experiments show that the proposed method achieves close to state-of-the-art results on benchmark datasets.
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