Conditions for generating synthetic data to investigate characteristics of fluctuating quantities
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Abstract

Synthetic data describing coherent random fluctuations have widely been used to validate numerical simulations against experimental observations or to examine the reliability of extracting statistical properties of plasma turbulence via correlation functions. Estimating correlation time or lengths based on correlation functions implicitly assumes that the observed data are stationary and homogeneous. It is, therefore, important that numerically generated synthetic data also satisfy the stationary process and homogeneous state. Based on the synthetic data with randomly generated moving Gaussian shaped fluctuations both in time and space, the correlation function depending on the size of averaging time window is analytically derived. Then, the smallest possible spatial window size of synthetic data satisfying the stationary process and homogeneous state is proposed, thereby reducing the computation time to generate proper synthetic data and providing a constraint on the minimum size of simulation domains when using synthetic diagnostics to compare with experiment. This window size is also numerically confirmed with 1D synthetic data with various parameter scans.
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1. Introduction

As the turbulence driven transport in a magnetically confined plasma exceeds the neoclassical transport level by at least an order of magnitude \cite{1}, it is desirable to suppress the turbulence. For this purpose, we wish to understand the basic characteristics of the turbulence such as decorrelation rate and correlation lengths, and to perceive how they are correlated with equilibrium quantities, how they react back to these equilibrium quantities, and hopefully how they might be controlled \cite{2–9}. Not being deterministic, turbulent structures must be studied based on the statistical grounds. Therefore, developing reliable statistical analyses to extract turbulence characteristics from the measured data is of paramount importance. For example, correlation functions can estimate correlation time and lengths of the turbulence, and the cross-correlation time delay method allows us to measure the velocity of pattern flows \cite{10,12}.

As numerical simulations and experimental diagnostics on plasma turbulence become more sophisticated, synthetic turbulence data generated from the simulations have been used to compare the results from simulations and experiments directly \cite{13,15}. Turbulence synthetic data can also be used to examine the reliability of statistical techniques used to extract turbulence characteristics \cite{10,16,18}, i.e., turbulence characteristics extracted from the synthetic data using a statistical technique can be compared with the input parameters generating the synthetic data.

The property of synthetic data themselves has not been thoroughly investigated so far. For instance, as estimating correlation time and lengths using correlation functions from the measured data implicitly assumes that the data are stationary and homogeneous, synthetic data must also comply with the conditions of stationary process and homogeneous state. Stationary process means that low moments of fluctuating data such as mean and variance do not vary with time; while if they are unchanged in space, then the data are said to be homogeneous. To generate ‘true’ stationary and homogeneous synthetic data, the simulation domain has to be infinitely large due to the finite correlation time and lengths of turbulent eddies. This is impractical. In practice, turbulent structures, or ‘eddies’, are generated within a finite spatial domain and temporal domain. Therefore, for eddies which have a finite spatial and temporal extent, there are no sources from outside of these domains that contribute to the response within the domain (assuming that the boundary conditions are not periodic). Hence, these cause a spatial (and/or temporal) variation that leads to an inhomogeneous (non-stationary) correlation function.

In this paper, we thus provide the minimal size of required simulation domain $\Delta L$ given the ‘viewing’ domain (domain of interest) $\Delta L_{\text{view}}$ upon where one would apply statistical analy-
We have many different possibilities on what mathematical form \( S_a(t) \) would take. Inspired by the experimental observations on ion-scale density fluctuations [12] [19], we model that eddies are Gaussian shaped in both time and space:

\[
S_a(t) = A_i \exp \left[ -\frac{(t - t_i)^2}{2\tau_{\text{life}}^2} - \frac{(x_a - v(t - t_i) - x_i)^2}{2A^2} \right].
\]  

(2)

Coherent properties of each eddy in space and time are parameterized by the characteristic spatial scale \( (\lambda_x) \) and the characteristic temporal scale \( (\tau_{\text{life}}) \). The \( i \)-th eddy has a maximum amplitude \( A_i \) at \( x = x_i \) and \( t = t_i \). Further, we allow an eddy to move with the velocity of \( v \). Note that our model eddy does not contain the wave-like structures [10], and we justify it by arguing that we are primarily interested in the envelope of eddies. Here, \( A_i \) is selected from a normal distribution with zero mean and variance of \( \lambda^2 \); whereas \( x_i \) and \( t_i \) are randomly selected from uniform distributions:

\[
P(t_i) = \begin{cases} 
\frac{1}{\Delta T} & \text{if } -\frac{\Delta T}{2} \leq t_i \leq \frac{\Delta T}{2} \\
0 & \text{otherwise}
\end{cases}
\]

(3)

where \( P(t_i) \) is the probability of obtaining \( t_i \). Similarly, \( P(x_i) \) and \( P(A_i) \) are the probabilities of obtaining \( x_i \) and \( A_i \), respectively. \( \Delta T \) and \( \Delta L \) are the total simulation domains in time and space, respectively (as in Fig. 1 for \( \Delta L \)). Furthermore, to make sure that eddies do not occur too frequently or too rarely, we define a spatio-temporal filling factor \( F \) [10]. We determine the total number of eddies \( (N) \) generated in a set of synthetic data such that the following expression is satisfied:

\[
F = N \left( \frac{A_x}{\Delta L} \right) \left( \frac{\tau_{\text{life}}}{\Delta T} \right) \approx O(1).
\]

(4)

Fig. 3 shows an example of the contour of a generated eddy in the spatial and temporal coordinates.

2. Correlation function of ‘eddies’

2.1. Mathematical model of ‘eddies’

In this section, we introduce a mathematical model describing real fluctuations as an ensemble of ‘eddies’ – its definition will follow soon – based on which we derive the correlation function and generate synthetic data [10] [16] [17]. For simplicity we model the fluctuations in a 1D spatial domain. We represent our data at the spatial location \( x = x_a \) as a function of time as

\[
S_a(t) = \sum_{i=1}^{N} S_{a_i}(t),
\]

(1)

where \( S_{a_i}(t) \) is the \( i \)-th ‘eddy’, and \( N \) is the total number of eddies generated in the synthetic data. We will follow soon – based on which we derive the correlation function following a 1D (in space) fluctuating synthetic data with various parameter scans. Note that even though we use 1D synthetic data, our arguments can be generalized to 3D as long as we do not waste our computation resource. Or, for the case of local gyro-kinetic (GK) simulations where simulation domains \( \Delta L \) are set, we provide the maximum possible \( \Delta L_{\text{view}} \) where the generated synthetic data are set, we provide the maximum possible \( \Delta L_{\text{view}} \) where the generated synthetic data satisfy stationarity and homogeneity. To analytically calculate the correlation function following Tal et al. [17] between two spatial positions, \( x_a \) and \( x_b \), as a function of time delay \( \tau \), we average the signals \( S_a(t) \) and \( S_b(t) \) over the ‘subtime’ window \( \Delta T_{\text{sub}} \):

\[
C_{ab}(\tau) = \frac{(S_a(t) - \overline{S_a})(S_b(t + \tau) - \overline{S_b})}{\overline{S_a(t)}\overline{S_b(t + \tau)} - \overline{S_a}\overline{S_b}},
\]

(5)
where the approximation is allowed because the data are stationary \([17, 20]\). The overline means the time average of the signal over the subtime window \(\Delta T_{sub}\):

\[
\overline{S_a(t)S_b(t + \tau)} = \frac{1}{\Delta T_{sub}} \int_{-\Delta T_{sub}}^{\tau + \Delta T_{sub}} S_a(t)S_b(t + \tau) dt
\]

where \(T_{mid}\) is the time at the middle of the selected subtime window. Note that \(C_{a,b}(\tau) = \overline{S_a S_b}\) is the correlation function between the \(i\)th eddy at \(x = x_a\) and the \(j\)th eddy at \(x = x_b\).

As a set of total fluctuation data is the sum of all eddies as in Eq. (1), we can expand \(C_{a,b}\) as

\[
C_{a,b} = \sum_i C_{a,b,i} + \sum_{j \neq i} \sum_{i} C_{a,b,i} - \sum_i \overline{S_a S_b} - \sum_j \overline{S_a S_b}.
\]

Finally, by averaging correlation functions estimated from many subtime windows, we get the ensemble averaged correlation function as

\[
\langle C_{a,b} \rangle = N \langle C_{a,b} \rangle + N(N - 1) \langle C_{a,b} \rangle - N \langle S_a \rangle \langle S_b \rangle - N(N - 1) \langle S_a \rangle \langle S_b \rangle,
\]

where the second and the fourth terms on the right-hand-side cancel out. Furthermore, these two terms are independently zero if the mean of \(A_i\) in Eq. (2) is zero.

Eq. (4) shows \(C_{a,b}\) at the time delay \(\tau = 0\) as one would do to attain the correlation length from the ensemble averaged correlation function.

\[
C_{a,b} = \frac{1}{\Delta T_{sub}} \int_{-\Delta T_{sub}}^{\tau + \Delta T_{sub}} S_a(t)S_b(t) dt
\]

\[
= A_i^2 \frac{\sqrt{\pi}}{2} \frac{T_{life}}{\Delta T_{sub}} \exp \left( - \frac{x_a^2}{2 \Delta T_{life}^2} \right) \left( 1 - \frac{x_a^2}{2 \Delta T_{life}^2} \right)
\]

\[
\approx \left\{ \begin{align*}
& A_i^2 \frac{\sqrt{\pi}}{2} \frac{T_{life}}{\Delta T_{sub}} \exp \left( - \frac{x_a^2}{2 \Delta T_{life}^2} \right) \left( 1 - \frac{x_a^2}{2 \Delta T_{life}^2} \right) \\
& \quad \text{for } - \frac{\Delta T_{sub}}{2} + T_{mid} + \gamma_i \leq t_i \leq - \frac{\Delta T_{sub}}{2} + T_{mid} + \gamma_i \\
& 0 \quad \text{otherwise},
\end{align*} \right.
\]

where \(T_{life}\) is the usual auto-correlation time of eddies in the lab frame defined as \([16]\)

\[
\tau_{ac} = \frac{\lambda T_{life}}{\sqrt{A_i^2 + \tau_{ac}^2}}
\]

and \(\gamma_i\) is

\[
\gamma_i = \frac{\tau_{ac}^2}{A_i^2} \left( x_i - \frac{x_a + x_b}{2} \right).
\]

Here, \(W_{\Delta T_{sub}}(t_i)\) which acts like a weighting factor is a function containing the error function \(\text{Erf}()\) defined as

\[
W_{\Delta T_{sub}}(t_i) = \text{Erf} \left( \frac{1}{\tau_{ac}} \left( T_{mid} + \frac{\Delta T_{sub}}{2} - t_i + \gamma_i \right) \right) - \text{Erf} \left( \frac{1}{\tau_{ac}} \left( T_{mid} - \frac{\Delta T_{sub}}{2} - t_i + \gamma_i \right) \right).
\]

The approximation in the last step in Eq. (9) is taken by assuming large \(\Delta T_{sub}\) such that \(W_{\Delta T_{sub}}(t_i) \approx 2\).

Once we have \(C_{a,b}\), we calculate \(\langle C_{a,b} \rangle\) by taking an ensemble average with the probability density functions defined in Eq. (3):

\[
\langle C_{a,b} \rangle = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} dx_a P(x_a) P(t_i) P(A_i) C_{a,b}
\]

\[
= A_i^2 \frac{\pi T_{life}}{2} \frac{\lambda}{\Delta T L} \exp \left( - \frac{x_a^2}{2 \Delta T L^2} \right) W_{\Delta L}
\]

\[
\approx A_i^2 \frac{\pi T_{life}}{2} \frac{\lambda}{\Delta T L} \exp \left( - \frac{x_a^2}{2 \Delta T L^2} \right).
\]
where $\mathcal{W}_M$ plays the similar role as $\mathcal{W}_{\Delta T_{sub}}(t_i)$ did for Eq. (9) containing the error function Erf() defined as

$$
\mathcal{W}_M = \text{Erf} \left[ \frac{x_a + x_b + \Delta L}{2 \sqrt{\alpha_1^2 + \tau_{life}^2}} \right] - \text{Erf} \left[ \frac{x_a + x_b - \Delta L}{2 \sqrt{\alpha_1^2 + \tau_{life}^2}} \right].
$$

(14)

Similar to what we did for $\mathcal{W}_{\Delta T_{sub}}(t_i)$, we approximate $\mathcal{W}_M \approx 2$ in Eq. (13) by assuming infinitely large $\Delta L$. Note that we also have large $\Delta T$ because $\Delta T \gg \Delta T_{sub}$, and $\Delta T_{sub}$ is assumed to be large from Eq. (9). After another lengthy algebraic calculation, we find that $\langle \tilde{S}_{a} \tilde{S}_{b} \rangle$ in Eq. (6) is

$$
\langle \tilde{S}_{a} \tilde{S}_{b} \rangle \approx \left( \frac{A^2 \pi \tau_{life}}{\Delta L} \right)^\frac{\lambda}{2} \exp \left[ -\frac{(x_a - x_b)^2}{2 \left( \frac{\xi}{\Delta L} \right)^2} \right] - 2 \sqrt{\pi} \frac{\tau_{ac}}{\Delta T_{sub}} \exp \left[ -\frac{-(x_a - x_b)^2}{4 \left( \frac{\xi}{\Delta T_{sub}} \right)^2} \right].
$$

(15)

by applying the same assumptions, i.e., large $\Delta L$, $\Delta T$ and $\Delta T_{sub}$.

Collecting Eq. (13) and Eq. (15), we finally obtain the ensemble averaged correlation value or the expected correlation value between the signals at $x = x_a$ and $x_b$ at the time delay $\tau = 0$:

$$
\langle C_{a,b} \rangle = A^2 \pi N \frac{\lambda}{\Delta L} \left( \frac{T_{life}}{\Delta \xi} \right) \left( 2 \sqrt{\pi} \frac{\tau_{ac}}{\Delta T_{sub}} \exp \left[ -\frac{(x_a - x_b)^2}{2 \left( \frac{\xi}{\Delta T_{sub}} \right)^2} \right] - 2 \sqrt{\pi} \frac{\tau_{ac}}{\Delta T_{sub}} \exp \left[ -\frac{-(x_a - x_b)^2}{4 \left( \frac{\xi}{\Delta T_{sub}} \right)^2} \right] \right)
$$

(16)

where we use Eq. (4) to get the last line. This is our final form of the ensemble averaged correlation function at the time delay $\tau = 0$ with the assumptions of infinitely large domains and is used for numerical comparisons in Sec. 3.

The first term has a Gaussian form as the shape of an individual eddy is set to be Gaussian (see Eq. (2)). Note that the shape of a correlation function can be determined via a convolution of an individual eddy function with itself. In general, a correlation length is estimated by fitting correlation values $\langle C_{a,b} \rangle$ to a Gaussian function with the knowledge of $x_a - x_b$. Such a fitting procedure, thus, implicitly ignores the second term in Eq. (16) originated from $\langle \tilde{S}_{a} \tilde{S}_{b} \rangle$. Discussing the finite effect of the second term in estimating $\lambda_x$ is not within the scope of this paper. However, we briefly mention that ignoring the second term can be justified for $\tau_{life}^2 / \Delta T_{sub}^2 \ll 1$ given $\alpha_1^2 \ll \tau_{life}^2 v^2$, or for $\alpha_1 / v^2 \ll \Delta T_{sub}^2$ given $\alpha_1^2 \ll \tau_{life}^2 v^2$. For the case of $\alpha_1^2 \approx \tau_{life}^2 v^2$, the situation becomes a bit more complicated, but large enough $\Delta T_{sub}$ allows one to ignore the second term effect as well. Furthermore, an astute reader may realize that estimating the correlation length by fitting a Gaussian function to the first term overestimates the characteristic spatial scale $\lambda_x$ by a factor of $\sqrt{2}$. Nonetheless, such an overestimation does not become problematic if one is interested in the ‘scaling’ of the correlation lengths rather than absolute quantities. In fact, as we do not have the first principle argument on what form of the correlation function, i.e., exponential function, Gaussian function, power-law function, etc, should be fitted to the experimental turbulence data, speaking of an absolute correlation length from the fitting must be done with great care. Perhaps, it is worth to consider the Gaussian process [21] to fit the data since we do not have well defined a prior knowledge on a plasma turbulence model function.

3. Synthetic data

3.1. Conditions for generating stationary and homogeneous synthetic data

In Sec. 2, we have derived the correlation function assuming that arguments inside the Erf() are large enough so that Erf() returns $\pm 1$ depending on the sign of arguments. It is important to realize that this assumption is not used for a mere simplification of equations, rather it is the consequence of data with finite coherent structures, i.e., $T_{life} \neq 0$ or $\lambda_x \neq 0$, being homogeneous and stationary. To be quantitative, we argue that $|\text{Erf}(x)| \geq 0.995$ (or $|x| \geq 2$) is the condition satisfying the assumption we have made, i.e., $|\text{Erf}(x)| \rightarrow 1$.

First, we find the condition on how large $\Delta T_{sub}$ has to be by referring to Eq. (12) as the $\Delta T_{sub}$ appears inside the Erf():

$$
\frac{|t_{i_x}^r - t_{i}^r|}{\tau_{ac}} \geq 2,
$$

(17)

where $t_{i_x}^r$ is defined as

$$
t_{i_x}^r = T_{mid} \pm \frac{\Delta T_{sub}}{2} + \gamma_t,
$$

(18)

and by definition we have $\Delta T_{sub} = t_{i_x}^r - t_{i_x}^-$. Notice that at $t_i = t_{i_x}^r$, we have $\mathcal{W}_{\Delta T_{sub}}(t_i) \approx 1$ as shown in Fig. 3 where the exact $\mathcal{W}_{\Delta T_{sub}}(t_i)$ (blue) and its approximation (red), i.e., $\mathcal{W}_{\Delta T_{sub}}(t_i) \approx 2$, are plotted. Considering the exact and approximated $C_{a,b}$ in Eq. (9), we find that the value of approximated $C_{a,b}$ underestimates the true value in the green shaded region; while it overestimates in the yellow shaded region in Fig. 3. The width of each shaded region is approximately $2\tau_{ac}$. Thus, to obtain the correct correlation values, it is necessary to have $\Delta T_{sub}$ much larger than $\tau_{ac}$ such that the fraction of under- or over-estimated regions are small. Casting this idea into a quantitative form, it states that

$$
\Delta T_{sub} \approx \frac{2\tau_{ac}}{\Delta T_{sub}} \ll 1.
$$

(19)

It is well known that the size of averaging time window $\Delta T_{sub}$ must be much larger than the auto-correlation time $\tau_{ac}$ to obtain correct correlation functions, and here we have provided a quantitative rationale behind such a criterion. Note that this criterion does not guarantee the stationary process of the data. It is obvious that the condition of $\Delta T \gg \Delta T_{sub}$ must be well satisfied for the ensemble averaged defined in Eq. (13), and it
is typically the case that the synthetic data are generated with a large enough $\Delta T$. However, for the sake of completeness, we provide more quantitative criterion on $\Delta T$ such that the true correlation value can be estimated from the synthetic data generated with the ‘finite’ $\Delta T$. We realize that $W_{\Delta T_{sub}}(t)$ is shifted by an amount of $\gamma_i$ as depicted in Fig. 3 where the blue lines show the shifted $W_{\Delta T_{sub}}(t)$, and the red line shows the uniform probability density function of $t$, $P(t)$. The $W_{\Delta T_{sub}}(t)$ in the middle of $P(t)$ would not cause any problems on estimating correlation values, but the $W_{\Delta T_{sub}}(t)$ at the edge of $P(t)$ may cause the underestimation of the true correlation value. This is because no eddies are generated in the shaded region, i.e., $|x_a - x_b|$ is smaller than $\Delta L$; this violates the condition of data being stationary. To minimize this effect of underestimation we, thus, need to have the maximum of $|\gamma|$ much smaller than $\Delta T$.

From the definition of $\gamma_i$ in Eq. (11), the maximum possible value of $|x|$ is the $\Delta L/2$ from the probability density function of $x_i$, i.e., $P(x_i)$, and that of $|x_a + x_b|$ is $\Delta L_{view}$ since $x = x_a$ and $x_b$ are the ‘measurement’ positions where we apply statistical analyses. Note that this is valid for the center of $\Delta L_{view}$ coinciding with that of $\Delta L$. Thus, we obtain the condition on $\Delta T$, in addition to $\Delta T_{sub} \ll \Delta T$, such that the synthetic data satisfy the stationary process:

$$\max(|\gamma|) = \frac{\tau_{\text{life}}^2}{\lambda_{\text{corr}}} \left[ \frac{\Delta L}{2} + \frac{\Delta L_{\text{view}}}{2} \right] \ll \Delta T$$  \hspace{1cm} \text{(20)}$$

which depends on the spatial domain size due to the finite velocity of eddies.

To determine the minimal size of spatial domain $\Delta L$ given the ‘viewing’ domain $\Delta L_{\text{view}}$, we need to examine Eq. (13) where the approximation of $W_{\Delta L} \approx 2$ is supported by assuming large $\Delta L$. Again, this assumption is regarded to be well satisfied if the argument is larger than two:

$$\frac{|x_a + x_b| \pm \Delta L}{2 \sqrt{\tau_{\text{corr}}^2 + \tau_{\text{life}}^2}} \geq 2.$$  \hspace{1cm} \text{(21)}$$

Figure 3: An illustration of exact (blue) and approximated (red) $W_{\Delta T_{sub}}(t)$. At $t_i = t_{i-}$, we have $W_{\Delta T_{sub}}(t) = 1$. In yellow (green) shaded regions whose widths are $2\tau_{ac}$, the approximated $W_{\Delta T_{sub}}(t_i)$ over(under)-estimates the exact value. We wish to minimize the fraction of the shaded regions in $\Delta T_{sub}$.

Since $\Delta L_{\text{view}} \geq |x_a + x_b|$, we find a criterion on $\Delta L$ as

$$4 \sqrt{\frac{\tau_{\text{corr}}^2}{\lambda_{\text{corr}}} + \tau_{\text{life}}^2} + \Delta L_{\text{view}} \leq \Delta L,$$  \hspace{1cm} \text{(22)}$$

and this condition guarantees that the ensemble averaged correlation values do not depend on the ‘measurement’ positions, hence the synthetic data satisfy the homogeneous state.

If we delve into the structure of Eq. (13) deeper, one may raise a question: what happens if $W_{\Delta L}$ is almost constant at a value other than two within the ‘viewing’ domain $\Delta L_{\text{view}}$? If this happens, then we realize that $\langle C_{ab} \rangle$ does not depend on the spatial position as long as the distances between the two points, $|x_a - x_b|$, are the same. This consequence may be argued for the data being homogeneous without satisfying the condition on $\Delta L$ set by Eq. (22). We provide more detailed explanation on this in Appendix A.

3.2. Simulation results with parameter scans

We now have the conditions on the sizes of temporal ($\Delta T$) and spatial ($\Delta L$) simulation domains given the viewing domain size ($\Delta L_{\text{view}}$), correlation length, lifetime (decorrelation rate) and velocity of eddies such that the synthetic data are stationary and homogeneous. If the proposed conditions, Eq. (20) and Eq. (22), are correct, then we can generate statistically valid synthetic data, i.e., stationary and homogeneous data, while keeping the computation resource minimal. Here, we examine the conditions on $\Delta L$ with synthetic data using the auto-correlation function because this is the easiest way to see the effect of the finite spatial domain, and whilst the correlation lengths and times will also be affected these require fitting functions that add unnecessary complexity to the problem. We do not examine the $\Delta T$ condition because synthetic data are usually generated with many time points such that ensemble average can be performed, in which case Eq. (20) is readily satisfied.

We generate synthetic data with $\lambda_{corr} = 0.1 \text{ m}$, $\tau_{\text{life}} = 15 \text{ ms}$, $v = 5,000 \text{ m/s}$, $\Delta T = 48,000 \mu\text{s}$ and $\Delta T_{sub} = 480 \mu\text{s}$. We set the variance of amplitudes, $A^2$ in $P(A)$ (see Eq. (3)), constant in space with the intention of generating homogeneous synthetic data. To cover a couple of correlation lengths, we set $\Delta L_{\text{view}} = 0.2 \text{ m}$. Based on Eq. (22), we find that $\Delta L \geq 0.7 \text{ m}$ for this case.
Motivated by the recent trend of wide usage of synthetic data either in a direct comparison of data from a local turbulence view, the condition set by Eq. (22) even if \( \Delta L = 0.2 \) (blue dot), 0.4 (yellow dash dot), 0.8 (green dash) and 1.4 m (red line) are also shown. We see that the data are not homogeneous for the cases of \( \Delta L = 0.2 \) and 0.4 m which do not satisfy the \( \Delta L \) condition set by Eq. (22) even if \( A^2 \) is set to be constant in space while generating the synthetic data. The underestimation of the fluctuation level towards the edge of \( \Delta L_{\text{view}} \) for these cases are caused by the ‘edge effect,’ i.e., \( \mathcal{W}_{\Delta L} < 2 \) towards the edge. Data are homogeneous for \( \Delta L = 0.8 \) and 1.4 m, i.e., \( \Delta L \geq 0.7 \) m is satisfied.

Fig. 5 shows, as functions of spatial position \( x_{\text{a}} \), the expected fluctuation levels \( \langle C_{a,a} \rangle^{1/2} \) (squares) with the actual values of \( \mathcal{W}_{\Delta L} \), i.e., no approximation of \( \mathcal{W}_{\Delta L} \) to two, and numerically estimated fluctuation levels \( \langle C_{\text{a},\text{a}}^{\text{syn}} \rangle^{1/2} \) from the synthetic data as a function of spatial position \( x_{\text{a}} \) within \( \Delta L_{\text{view}} \) for \( \Delta L = 0.2 \) (blue dot), 0.4 (yellow dash dot), 0.8 (green dash) and 1.4 m (red line). Uncertainties represent the 95% confidence level of estimating fluctuation levels. Here, \( \Delta L \geq 0.7 \) m is the condition for the data to be homogeneous.
simulation to experimental data or in evaluating the reliability of a statistical algorithm, we have investigated how the synthetic data must be generated while minimizing the computation resource. The conditions on the total simulation domains, $\Delta T$ and $\Delta L$, given the ‘viewing’ domain $\Delta L_{\text{view}}$ (or the domain of interest) are summarized in Eq. (20) and Eq. (22) such that the data are stationary and homogeneous. We emphasize that many statistical analyses require the data to be homogeneous and stationary at least within the domain of interest. Furthermore, if one generates a synthetic data based on a local turbulence simulation such as a gyro-kinetic simulation, the conditions can be applied to $\Delta L_{\text{view}}$ given $\Delta T$ and $\Delta L$.

We found the conditions by realizing that two error functions $W_{\Delta T_{\text{view}}} (t_i)$ in Eq. (9) and $W_{\Delta L}$ in Eq. (13), which take roles of weighting factors on each eddy, must be approximately two throughout the domain of interest. As these error functions are manifestations of the coherent structure of Gaussian-shaped eddies, similar weighting factors would appear for different shapes of eddies as long as the eddies have non-zero coherent structures in temporal and/or spatial domains. Although we do not provide exact forms of weighting factors for different shapes of eddies as we have done for Gaussian-shaped eddies in this paper, our rationale can be applied to other shapes of eddies. We do not extend the conditions to include other shapes of eddies here because 1) the purpose of this paper is not to provide the conditions for all possible shapes of eddies (which is not possible), rather to provide the ‘rationale’ how one must choose a domain of interest such that the synthetic data can be used for statistical analyses and 2) we have chosen to apply our rationale on the Gaussian-shaped eddies as we believe that such a shape is a good approximation to describe turbulent fluctuations.
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Appendix A. Constant $W_{\Delta L}$ within the ‘viewing’ domain $\Delta L_{\text{view}}$

$W_{\Delta L}$ within the viewing window $\Delta L_{\text{view}}$ can be stated as constant if the difference between the maximum and the minimum of $W_{\Delta L}$ denoted as $W_{\Delta L}^{\text{max}}$ and $W_{\Delta L}^{\text{min}}$, respectively, are small (for instance, less than 5%):

$$\frac{W_{\Delta L}^{\text{max}} - W_{\Delta L}^{\text{min}}}{W_{\Delta L}^{\text{max}}} \leq 0.05. \quad (A.1)$$

Here, we provide the definition of $W_{\Delta L}$ again as a matter of convenience:

$$W_{\Delta L} = \text{Erf} \left[ \frac{x_a + x_b + \Delta L}{2 \sqrt{\tau^2 + \tau_{\text{life}}^2}} \right] - \text{Erf} \left[ \frac{x_a + x_b - \Delta L}{2 \sqrt{\tau^2 + \tau_{\text{life}}^2}} \right]. \quad (A.2)$$

To estimate the fluctuation level, we set $x_a = x_b$ as in $\langle C_{a\Delta} \rangle^{1/2}$. By taking the first and the second derivatives of $W_{\Delta L}$ with respect to $x_a$, we find that the maximum point is at $x_a = 0$. Furthermore, because $x_a = 0$ is the only critical point, the minimum occurs at the boundary of the $\Delta L_{\text{view}}$. Then, we have

$$W_{\Delta L}^{\text{max}} = \text{Erf} \left[ \frac{\Delta L}{2 \sqrt{\tau^2 + \tau_{\text{life}}^2}} \right] - \text{Erf} \left[ \frac{-\Delta L}{2 \sqrt{\tau^2 + \tau_{\text{life}}^2}} \right],$$

$$W_{\Delta L}^{\text{min}} = \text{Erf} \left[ \frac{\Delta L_{\text{view}} + \Delta L}{2 \sqrt{\tau^2 + \tau_{\text{life}}^2}} \right] - \text{Erf} \left[ \frac{\Delta L_{\text{view}} - \Delta L}{2 \sqrt{\tau^2 + \tau_{\text{life}}^2}} \right]. \quad (A.3)$$

Thus, the data may resemble the condition of homogeneous state if Eq. (A.1) is satisfied with Eq. (A.3).

Fig. A.7(a) shows, as a function of $\lambda_s$ and $\nu$, the minimum size of $\Delta L$ normalized to $\lambda_s$ satisfying Eq. (A.1) with fixed $\tau_{\text{life}} = 100 \mu s$ and $\Delta L_{\text{view}} = 2 \lambda_s$. Note that if this calcu-
lated minimum size of $\Delta L$ happens to be less than $\Delta L_{\text{view}}$. We force $\Delta L = \Delta L_{\text{view}}$ since it is non-sense to consider the larger ‘viewing’ window than the total simulation window. Then, we generate 342 sets of synthetic data with $\Delta L/\lambda_x = 2$, i.e., $\Delta L = \Delta L_{\text{view}}$. The lines of $\Delta L/\lambda_x = 2$ are depicted as red lines in both Fig. A.7(a) and (b). Fig. A.7(b) shows that in the region above the line of $\Delta L/\lambda_x = 2$, where Eq. (A.1) is satisfied, the maximum and minimum fluctuation levels from the synthetic data, $\left\langle C_{\text{syn}}^{\text{AS}} \right\rangle_{\max}$ and $\left\langle C_{\text{syn}}^{\text{AS}} \right\rangle_{\min}$, respectively, within the $\Delta L_{\text{view}}$ are quite similar; while the region below the line shows non-negligible differences.

Although the fluctuation levels are constant over the viewing window for the data sets satisfying Eq. (A.1), we can easily find that none of the data sets in Fig. A.7(a) satisfy the ‘true’ homogeneous condition set by Eq. (22). If we plot the normalized average distance $D(\lambda_x, v)$ defined in Eq. (23) for the same sets of the synthetic data, we see that all the synthetic data have values of $D(\lambda_x, v)$ greater than zero as shown in Fig. A.8 (cf. Fig. 6(b) where we have deliberately used the same color scale).

As a summary, we state that constant $W_{\Delta L}$ is not a sufficient condition for data being homogeneous, rather we require $W_{\Delta L} \approx 2$.
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