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Abstract. Recent advances in large-scale optimal transport have greatly extended its application scenarios in machine learning. However, existing methods either not explicitly learn the transport map or do not support general cost function. In this paper, we propose an end-to-end approach for large-scale optimal transport, which directly solves the transport map and is compatible with general cost function. It models the transport map via stochastic neural networks and enforces the constraint on the marginal distributions via adversarial training. The proposed framework can be further extended towards learning Monge map or optimal bijection via adopting cycle-consistency constraint(s). We verify the effectiveness of the proposed method and demonstrate its superior performance against existing methods with large-scale real-world applications, including domain adaptation, image-to-image translation, and color transfer.
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1 Introduction

The idea of optimal transport (OT), dating back to 1781 [27], has recently been widely studied. It establishes an optimal mapping between two distributions with a minimal transportation cost. The optimal mapping obtained via OT has a wide range of applications such as domain adaptation [5], image-to-image translation [25] and color transfer [10]. Besides, the minimal transportation cost can be used to measure the distance between two distributions [29].

Given the cost of moving one unit of mass from one point to another, the Monge formulation of OT aims to find an optimal deterministic mapping (each source has a single target), named Monge map, to transport the source distribution to the target distribution with a minimal transportation cost. However, the Monge formulation is not always feasible. The Kantorovich formulation relaxes the Monge formulation and minimizes the overall cost over transport plan, which is a joint distribution whose marginals are the source and target distributions respectively. Such a transport plan allows each point to be mapped to multiple targets and thus is no longer a deterministic mapping in general.

* Equal contribution
Kantorovich formulation can be solved as a linear programming \[7\]. However, linear programming solvers usually suffer from high time complexity. To solve large-scale OT efficiently, recent approaches turn to stochastic gradient algorithms. Among them, [12,1] focused on solving the minimal transportation cost but failed to address the problem of learning an optimal mapping between the two distributions. [34] learns two mappings from a latent distribution to the two data distributions respectively. It enables sampling from the optimal transport plan, but the mapping between the two data distributions is not explicitly learned, and how a source is mapped to the target is hard to retrieve. [31] proposed a two-step approach to learn a transport map: first solves an optimal transport plan (in terms of the density of the joint distribution) and then fits the barycentric mapping of the optimal transport plan with a deep neural network. However, the pushforward distribution of such an estimated map may not well align with the target distribution and tends to have out of distribution samples, which leads to blurry results and poor performance in applications like domain adaptation and color transfer.

In this paper, we propose an end-to-end approach for large-scale optimal transport. Given the source and target distribution, we directly model the transport map via a stochastic neural network, which learns how to map the samples in the source distribution to the target distribution. We use adversarial training to ensure that the pushforward distribution matches the target distribution, and at the same time, we minimize the overall transportation cost of the learned map. The training of this framework simply requires standard back-propagation and thus is compatible with any differentiable cost function. Moreover, directly modeling the transport map benefits applications like image-to-image translation and color transfer that require direct access to the transport map.

Cycle-consistency is a prevalent idea in the domain of image translation. And we find that under the circumstance of OT, and within our framework, cycle-consistency is also very useful. The first interesting finding is that one-side cycle-consistency can softly link the Kantorovich formulation and the Monge formulation: introducing cycle-consistency constraint on and only on target samples in our aforementioned framework, which is Kantorovich-based, will regularize the model towards learning an optimal deterministic mapping, i.e., a Monge map, where each sample tends to have a single target. Note that although the strict Monge formulation is not always feasible, such a regularization-based formulation is generally feasible. On the other hand, the commonly used two-side cycle-consistency, if introduced, can further regularize the model towards establishing an optimal bijection, which means a bijection with minimized transportation cost. That is, when the proposed framework is combined with two-side cycle-consistency, it can be viewed as an end-to-end version of OT-CycleGAN \[25\].

The contributions of this paper can be summarized as follows:

– We propose an end-to-end framework for solving large-scale optimal transport based on the Kantorovich formulation, which directly models the transport map and is compatible with general cost function.
– We show that one-side cycle-consistency constraint can regularize the
Kantorovich-based formulation towards learning a deterministic mapping and thus build a soft link between Monge formulation and Kantorovich one. Furthermore, if two-side cycle-consistency is introduced in the proposed OT framework, it will regularize the model towards learning an optimal bijection between the two data distributions with the transportation cost minimized, which can be viewed as an end-to-end version of OT-CycleGAN [25]. We verify the effectiveness and demonstrate the superior performance of the proposed method with large-scale real-world applications, including domain adaptation, image-to-image translation and color transfer.

2 Preliminaries

2.1 Monge Formulation

Given two distributions $\mu$ and $\nu$ defined in domain $X$ and $Y$ respectively, and a cost function $c : X \times Y \to \mathbb{R}^+$, the Monge formulation aims to find a deterministic mapping $f : X \to Y$ which transports the mass of the source distribution $\mu$ to the target distribution $\nu$ with the minimal transportation cost:

$$\inf_{f : f\#\mu = \nu} \mathbb{E}_{x \sim \mu}[c(x, f(x))],$$

(1)

where $f\#\mu = \nu$ denotes that the pushforward measure of $\mu$ under $f$ is $\nu$. The optimal mapping with the minimal transportation cost is referred to as a Monge map. Brenier [3] proved the existence and uniqueness of the Monge map when the source distribution $\mu$ is continuous and $c = \|x - y\|^2$. The result was later generalized to more general cost, e.g., strictly convex and super linear [30]. However, in many cases, such a Monge map does not exist [31] and thus it is not always feasible to solve the Monge formulation.

2.2 Kantorovich Formulation

To make the OT problem generally feasible, Kantorovich [19] relaxed the Monge formulation by optimizing over a joint distribution, where each source can be mapped to multiple targets with different probabilities, rather than deterministically mapped to a single target:

$$\inf_{\pi \in \prod(\mu, \nu)} \mathbb{E}_{(x, y) \sim \pi}[c(x, y)],$$

(2)

where $\prod(\mu, \nu)$ denotes the set of all joint distributions defined on $X \times Y$ with the marginal distributions being $\mu$ and $\nu$ respectively, i.e., $\mathbb{E}_{y \sim \pi(x, y)} 1 = \mu(x)$, $\mathbb{E}_{x \sim \pi(x, y)} 1 = \nu(y)$. Such a joint distribution $\pi$ is called a transport plan, and the one with the minimal transportation cost is referred to as the optimal transport plan. With a transport plan, each source point $x$ is transported to possibly more than one target points $y$ according to the conditional distribution $\pi(y|x)$, which means a transport plan implies a stochastic mapping.
3 Kantorovich Solver

Solving the OT problem in the Kantorovich formulation requires to model and optimize over the transport plan, which is a joint distribution $\pi(x, y)$ whose marginal distributions are $\mu(x)$ and $\nu(y)$ respectively. To achieve this, we model $\pi(x, y)$ via parameterizing the conditional distribution $\pi(y|x)$ as a stochastic neural network and enforce the constraint on the marginal distributions via adversarial training.

3.1 Stochastic Neural Network

In the Kantorovich formulation, we only need to sample from the joint distribution $\pi(x, y)$ and does not need to access the probability densities. Given that we can easily sample from $\mu(x)$, we propose to model $\pi(x, y)$ via parameterizing the conditional distribution $\pi(y|x)$. Once $\pi(y|x)$ is modeled, sampling from the joint distribution $\pi(x, y)$ boils down to sampling $x$ from the marginal distribution $\mu$ and then sampling $y$ from the conditional distribution $\pi(y|x)$.

Due to the excellent expression ability of deep neural networks, nowadays in deep learning, we usually model and optimize functions as deep neural networks. However, typically, deep neural network is deterministic. Hence, we introduce randomness into the neural network to achieve its ability of modeling stochasticity. Specifically, we model the mapping function as neural network $G_{xy}$ and augment the input with an independent random noise $z$, which gives $G_{xy}(x, z)$. Then given a source sample $x$, the sampling procedure for conditional distribution $\pi(y|x)$ can be carried out through the following process:

$$y = G_{xy}(x, z), \quad z \sim p(z).$$

(3)

For simplicity, we omit the input $z$ in the notation and use $G_{xy}(x)$ to denote the stochastic mapping from $x$ to $y$ and the distribution of $y$ conditioned on $x$.

With $\pi(y|x)$ modeled as a stochastic neural network $G_{xy}(x)$, the OT problem defined in Eq. (2) can be rewritten as:

$$\inf_{G_{xy}} \#\mu = \nu \quad L_{opt}(G_{xy}) = \mathbb{E}_{x \sim \mu, y \sim G_{xy}(x)}[c(x, y)].$$

(4)

3.2 Adversarial Training

The constraint in Eq. (2) requires the marginal distributions of the joint distribution $\pi$ to be $\mu$ and $\nu$. Since we can guarantee the source distribution is $\mu$, after the above reformulation, the constraint in Eq. (4) now becomes the pushforward measure of $\mu$ under $G_{xy}$ should be $\nu$.

Imposing a constraint over a pushforward distribution can be difficult, but fortunately, recent progress of GANs [13] provide an efficient framework to minimize the divergence between two distributions. We therefore leverage GANs and enforce the constraint in Eq. (4) via an additional adversarial optimization over
It minimizes the divergence between the pushforward measure \( G_{xy} \# \mu \) and the target distribution \( \nu \). When the global minimum of such adversarial training is achieved, the two distributions would be identical.

In GANs \cite{13}, besides the mapping function \( G_{xy} \) which can be regarded as the generator, there requires another function \( D_y \) called the discriminator (also named critic). The discriminator tries to distinguish the samples from the target distribution \( \nu \) and the samples from the generator \( G_{xy} \), while the generator aims to map the source distribution \( \mu \) to the target distribution \( \nu \) such that the discriminator cannot distinguish which distribution a sample is from. GANs is usually formulated as a minimax game as below:

\[
\min_{G_{xy}} \max_{D_y} L_{gan}(G_{xy}, D_y).
\]

The vanilla GANs \cite{13} formulates \( L_{gan}(G_{xy}, D_y) \) such that it equivalently minimizes the Jensen-Shannon (JS) divergence between \( \nu \) and \( G_{xy} \# \mu \). However, it has later been shown that optimizing the JS divergence will lead to various training issues. WGAN \cite{1} proposed to use the Wasserstein-1 distance instead and achieved superior training stability and results. Hence, we adopt the WGAN and define \( L_{gan}(G_{xy}, D_y) \) as:

\[
L_{gan}(G_{xy}, D_y) = \mathbb{E}_{y \sim \nu} [D_y(y)] - \mathbb{E}_{x \sim \mu} [D_y(G_{xy}(x))],
\]

where \( D_y \) is required to be 1-Lipschitz. To impose the Lipschitz constraint, we adopt the WGAN-GP \cite{14} which introduces gradient penalty on \( D_y \):

\[
L_{gp}(D_y) = \mathbb{E}_{y \sim P_y} [(\|\nabla D_y(y)\|_2 - 1)^2],
\]

where \( P_y \) is the distribution of uniformly distributed linear interpolations between \( y \sim \nu \) and \( y' \sim G_{xy} \# \mu \).

With the constraint of \( G_{xy} \# \mu = \nu \) imposed via the adversarial training, the Kantorovich problem now becomes:

\[
\min_{G_{xy}} \max_{D_y} L_{opt}(G_{xy}) + \lambda_{gan} L_{gan}(G_{xy}, D_y) + \lambda_{gp} L_{gp}(D_y),
\]

where \( \lambda_{gan} \) and \( \lambda_{gp} \) are the coefficients for GAN loss and gradient penalty respectively.

The model can be trained by the standard back-propagation algorithm with two iterative steps similar to the GANs’ training: first train \( D_y \) for \( n_{critic} \) iterations and then train \( G_{xy} \) for one iteration.

4 Extensions with Cycle-Consistency

Cycle-consistency deriving from the idea of dual learning \cite{15} is first proposed for language translation to get rid of the requirement for paired examples and is later adopted for unsupervised image-to-image translation \cite{10, 20}. Besides the mapping \( G_{xy} \) from \( X \) to \( Y \), cycle-consistency introduces one more mapping
Fig. 1: Illustration for the difference between Kantorovich, Monge, and Bijection OT problem. (a) Source distribution; (e) Target distribution; $c(x, y) = \|x - y\|$. (b-d) are the line representations of optimal mapping of Kantorovich, Monge, and Bijection OT problem, respectively; (f-h) are the corresponding transport plan representations. A Kantorovich plan can be one-to-many and many-to-one, a Monge is required to be deterministic and nevertheless can be many-to-one, and a bijection is the most restrictive and further requires it to be one-to-one.

$G_{yx}$ from $Y$ to $X$ and requires samples can be reconstructed after applying these two mappings sequentially, i.e., $G_{xy}(G_{yx}(y)) \approx y$ and $G_{yx}(G_{xy}(x)) \approx x$. The cycle-consistency loss can be formulated as:

$$L_{\text{cycle}}(\mu) = \mathbb{E}_{x \sim \mu} \mathbb{E}_{y \sim G_{xy}(x)} \mathbb{E}_{\hat{x} \sim G_{yx}(y)} [\|\hat{x} - x\|_2],$$

$$L_{\text{cycle}}(\nu) = \mathbb{E}_{y \sim \nu} \mathbb{E}_{x \sim G_{yx}(y)} \mathbb{E}_{\hat{y} \sim G_{xy}(x)} [\|\hat{y} - y\|_2].$$  \hspace{1cm} (9)

4.1 One-Side Cycle-Consistency and Monge Solver

In previous works \cite{40}, the two cycle-consistency constraints always appear together. Interestingly, we found that one-side cycle-consistency can regularize the Kantorovich solver towards learning a Monge map. Specifically, we have the following proposition:

**Proposition 1** Given two distributions $\mu$ and $\nu$ defined in domain $X$ and $Y$ respectively and two stochastic mappings $G_{xy} : X \to Y$ and $G_{yx} : Y \to X$. If $G_{yx} \# \nu = \mu$ and $L_{\text{cycle}}(\nu) = 0$, then

1. $G_{xy}$ becomes a deterministic mapping;
2. $\forall y_1, y_2$, if $y_1 \neq y_2$, then $p(G_{yx}(y_1) = G_{yx}(y_2)) = 0$.

The formal proof is included in the Appendix. As an illustrative explanation, we show in Fig. 2 the two cases that will be punished by $L_{\text{cycle}}(\nu)$. Therefore, it can regularize the stochastic mapping $G_{xy}$ towards a deterministic mapping.
and regularize $G_{yx}$ away from mapping two different target samples to the same source sample. Symmetrical results can be obtained for the other side of cycle-consistency, i.e., $L_{\text{cycle}}(\mu)$.

Based on Proposition 1, we propose to adopt the one-side cycle-consistency $L_{\text{cycle}}(\nu)$ to further regularize our Kantorovich solver towards learning an optimal deterministic mapping, i.e., a Monge map.

To apply the cycle-consistency constraint $L_{\text{cycle}}(\nu)$, we need to incorporate another mapping network $G_{yx}$. And to enforce $G_{yx} \#\nu = \mu$, i.e., the pushforward measure of $\nu$ under $G_{yx}$ is $\mu$, we introduce another critic network $D_x$ and train $G_{yx}$ adversarially as well.

Combining all these components, we attain the overall objective for our Monge solver:

$$
\min_{G_{xy}, G_{yx}} \max_{D_y, D_x} L_{\text{opt}}(G_{xy}) + \lambda_{\text{gan}_{xy}} L_{\text{gan}}(G_{xy}, D_y) + \lambda_{\text{gp}_{xy}} L_{\text{gp}}(D_y) \\
+ \lambda_{\text{cycle}_\nu} L_{\text{cycle}}(\nu) + \lambda_{\text{gan}_{yx}} L_{\text{gan}}(G_{yx}, D_x) + \lambda_{\text{gp}_{yx}} L_{\text{gp}}(D_x),
$$

(10)

where $\lambda_{\text{cycle}_\nu}$ is the coefficient for the cycle-consistency loss. For training, we iterative train $D_y$ and $D_x$ for $n_{\text{critic}}$ iterations and then train $G_{xy}$ and $G_{yx}$ for one iteration.

4.2 Two-Side Cycle-Consistency and Optimal Bijection Solver

It is known that two-side cycle-consistency can establish a one-to-one mapping (i.e., bijection) between two distributions [40]. For completeness, we restate it as follows (the reorganized proof is also provided in the Appendix):

**Proposition 2** Given two distributions $\mu$ and $\nu$ defined in domain $X$ and $Y$ respectively and two stochastic mappings $G_{xy}: X \to Y$ and $G_{yx}: Y \to X$. If $G_{xy} \#\mu = \nu$, $G_{yx} \#\nu = \mu$, $L_{\text{cycle}}(\mu) = 0$ and $L_{\text{cycle}}(\nu) = 0$, then $G_{xy}$, $G_{yx}$ becomes bijections.

Two-side cycle-consistency can ensure the mapping is a bijection. However, the bijection between two distributions is generally not unique and in some applications one may prefer the bijection with best quality in some aspects.

Viewing the bijection as a transport between the two distributions, we can formulate the problem of seeking the bijection with best property as an optimal
transport problem, where the transport plan/mapping is further required to be a bijection (just like Monge requires the mapping to be deterministic). We name such problem as optimal bijection transport (OBT).

Actually, the problem of OBT has been considered by [25]. However, their method involves separated procedure to calculate the optimal transport and then use the solved optimal transport plan as a reference to train a CycleGAN, which falls in short in efficiency and accuracy.

With our new perspective, to achieving the same goal, we can directly incorporate two-side cycle-consistency in our Kantorovich solver. As such, the overall objective of our optimal bijection solver is as follows:

$$\min_{G_{xy}, G_{yx}, D_y, D_x} \max \left\{ L_{\text{opt}}(G_{xy}) + \lambda_{\text{cycle}} \mu \right\}$$

$$\min_{G_{xy}, G_{yx}, D_y, D_x} \max \left\{ L_{\text{opt}}(G_{xy}) + \lambda_{\text{cycle}} \mu \right\} + \lambda_{\text{cycle}} \mu \left( L_{\text{cycle}}(\mu) + \lambda_{\text{gan}} L_{\text{gan}}(G_{xy}, D_y) + \lambda_{\text{gp}} L_{\text{gp}}(D_y) \right)$$

$$\min_{G_{xy}, G_{yx}, D_y, D_x} \max \left\{ L_{\text{opt}}(G_{xy}) + \lambda_{\text{cycle}} \nu \right\} + \lambda_{\text{cycle}} \nu \left( L_{\text{cycle}}(\nu) + \lambda_{\text{gan}} L_{\text{gan}}(G_{yx}, D_x) + \lambda_{\text{gp}} L_{\text{gp}}(D_x) \right)$$

where $\lambda_{\text{cycle}}$ is the coefficient for the cycle-consistency loss on $\mu$.

### 4.3 Discussion

So far, we have dealt with three OT problems that have different levels of restrictions on the transport plan. The Kantorovich formulation is relatively free and the transport plan can be one-to-many and many-to-one. The Monge formulation requires the source-to-target map to be deterministic (i.e., not one-to-many), but the map still can be many-to-one. And OBT further requires the map being bijection (i.e., one-to-one).

In the objectives, the essential difference lies in they have no cycle-consistency, one-side cycle-consistency, or two-side cycle-consistency. And other components are the support of OT and cycle-consistency.

Practically, we need to formulate the problem as the most suitable version of OT problem and use the corresponding solvers. For example, when only a source-to-target deterministic transport is required, a Monge solver might be sufficient and a bijection can be unnecessary and hence over constrained. And if a deterministic mapping does not benefit or it actually prefers stochastic mapping, we may simply use the Kantorovich solver.

Finally, we should note that both our Monge solver and optimal bijection solver are regularization-based methods. There exists a trade-off between the OT objective and the cycle-consistency constraint, which can be tuned via $\lambda_{\text{cycle}}$.

### 5 Experiments

In this section, we validate and study the performance of the proposed solvers. Synthetic experiments and large-scale real-world applications including domain adaptation, image-to-image translation, and color transfer, are considered.
Fig. 3: Verifying the Kantorovich solver. With stochastic neural network, each source sample is stochastically mapped to multiple samples. The target distribution is well recovered with adversarial training.

Fig. 4: Mappings learned by BOT and our Kantorovich solver on three 2D examples. Blue: source samples. Red: target samples. Orange: mapped samples. Green: the mapping. BOT exhibits collapse and out of distribution samples. Kantorovich solver achieves better performance in general.

5.1 Synthetic Experiments

To study the effectiveness of stochastic neural network and adversarial training, we consider the OT problem from a discrete distribution to a continuous distribution. As shown in Fig. 3a, the discrete distribution is a uniform distribution supported on 4 discrete points: (-3, -3), (-3, 3), (3, -3) and (3, 3), while the continuous distribution is the standard Gaussian distribution \( \mathcal{N}(0, 0)^T, I \). We adopt the squared Euclidean distance \( c(x, y) = \|x - y\|^2 \) as the cost function. Fig. 3b shows the result of the Kantorovich solver. The mapped samples from the same source are marked with the same color. As we can see, with the stochastic neural network, each source sample is stochastically mapped to multiple samples. Besides, the target distribution is well recovered with adversarial training. Note that Monge and bijection mapping are not reasonable requests in this setting.

To demonstrate the superior accuracy of our framework, we further compare it against BOT (Barycentric-OT) [31] on three 2D examples, including:
Table 1: Results on domain adaptation among digit datasets.

| Method      | MNIST | USPS | SVHN | MNIST | MNISTM |
|-------------|-------|------|------|-------|--------|
| Source only | 81.5% | 47.9%| 80.8%| 61.6% |        |
| CoGAN [24]  | 91.2% | 89.1%| -    | -     | -      |
| ADDA [33]   | 89.4% | 90.1%| 76.0%| -     | -      |
| UNIT [23]   | 96.0% | 93.6%| 90.5%| -     | -      |
| CyCADA [18] | 95.6% | 96.5%| 90.4%| -     | -      |
| BOT [31]    | 72.6% | 60.5%| 62.9%| -     | -      |
| StochJDOT [4]| 93.6% | 90.5%| 67.6%| 66.7% |        |
| DeepJDOT [8]| 95.7% | 96.4%| 96.7%| 92.4% |        |
| SPOT [34]   | 97.5% | 96.5%| 96.2%| 94.9% |        |
| K-solver    | 99.0% | 97.1%| 95.7%| 98.2% |        |
| M-solver    | 99.0% | 96.7%| 95.8%| 97.4% |        |
| B-solver    | 98.9% | 96.6%| 96.7%| 97.5% |        |
| Target only | 98.2% | 99.0%| 99.0%| 96.1% |        |

(i) 4-Gaussian: both source and target are mixtures of 4 Gaussians, and the mixture centers of source are closer to each other than those of target; (ii) 8-Gaussian: source is the standard Gaussian and target is mixture of 8 Gaussians; (iii) Checkerboard: source and target are mixtures of uniform distributions over 2D squares of 5 and 4 chunks respectively and the mixture centers of source and target form an alternating checkerboard pattern. In this experiments, the cost function is also the squared Euclidean distance $c(x, y) = \|x - y\|^2$.

Fig. 4 shows the results. The learned maps of BOT are noticeably collapsed in the case of 4-Gaussians and Checkerboard, and there are a large number of out of distribution mapped samples in the case of 8-Gaussian. This is because BOT learns the map by approximating the barycentric mapping. In contrast, the proposed solvers achieve better performance in general. We show the results of the Monge solver and the Bijection solver in the Appendix.

5.2 Unsupervised Domain Adaptation

In domain adaptation, labeled data for a task are available in the source domain and there are only unlabeled data in the target domain. The objective of domain adaptation is to address the lack of labeled data problem and learn a well-performing model in the target domain based on these data.

In this section, we explore OT for domain adaptation. To adapt the class labels from the source domain to the target domain, we learn an optimal mapping between the samples from the source domain and the samples from the target domain. Follow the common choice [18,34], we define the cost function to be the cross-entropy $\mathcal{H}$ between the label of the source sample and the label prediction of the translated target sample:

$$c(x, y) = \mathcal{H}(C_x(y), l(x)),$$  \hspace{1cm} (12)
where $C_x$ is a pre-trained classifier on the source, $l(x)$ denotes the class label of $x$. For more training details, please refer to the Appendix.

We perform domain adaptation between four digit image datasets: MNIST [21], USPS [9], SVHN [28], and MNISTM [11], and consider the following four adaptation directions: MNIST-to-USPS, USPS-to-MNIST, MNIST-to-MNISTM, and SVHN-to-MNIST. We compare our methods with various baselines, including BOT [31], StochJDOT [4], DeepJDOT [8], SPOT [34], CoGAN [24], ADDA [33], UNIT [23], and CyCADA [18].

The results are shown in Table 1. Here we also include the “Source only” and “Target only”, which is the resulting accuracy of classifiers that trained with labeled source data and labeled target data respectively. They can be used as the empirical lower bound and upper bound. As we can see, domain adaptation based on our methods achieve large performance improvements over “Source only” on all tasks and approach the “Target only” results. And compared with other baseline methods, our ones generally achieve superior performances.

For the task of domain adaptation, deterministic or bijection is not essential requirement, as a source is mapped to multiple targets with same label is acceptable. So, we think it is is understandable that our three solver share similar performance in this task. But we do can tell that the Monge solver and optimal bijection solver is slightly worse than the Kantorovich solver. We will see the similar in unsupervised image-to-image translation. We understand it as the cycle-consistency constraint when unnecessarily introduced will drive the objective a little bit towards unnecessary property thus degenerate its performance.

### 5.3 Unsupervised Image-to-Image Translation

Image-to-image translation aims to establish a desired mapping between two image distributions so as to translate images in the source domain to images in the target domain. In a supervised case, such a desired mapping is defined by a large number of paired examples.

OT can be used for unsupervised image-to-image translation via attaining an optimal mapping from the source image distribution to the target image distribution. For different tasks, different cost function $c(x, y)$ can be accordingly designed to reflect the desired property. Compared with other unsupervised approaches, like CycleGAN [40], OT-based methods can better control the map towards being the desired.

We perform image-to-image translation on the following two tasks: Edges-to-Handbags [39] and Handbags-to-Shoes [37]. For the first task, we expect the translated sample to be of similar sketch with the input sample and therefore design the cost function as the $L_2$ norm between feature maps extracted through different convolution kernels for edge detection. For the second, we expect the color of translated sample to be similar to the input sample and therefore define the cost function as the mean squared distance between the average color vectors.

We compare our solvers against CycleGAN [40], BOT [31], and OT-CycleGAN [25] with different reference coefficients $\lambda_{\text{ref}}$. Note that SPOT [34] does not learn...
Fig. 5: Visual results on unsupervised image-to-image translation.

Table 2: Quantitative comparison on image-to-image translation.

| Method                | KID (h → s) | KID (e → h) | Mismatching degree (h → s) | Mismatching degree (e → h) |
|-----------------------|-------------|-------------|---------------------------|---------------------------|
| BOT [31]              | 27.31±0.07  | 16.16±0.24  | 8.7                       | 245.00                    |
| OT-CycleGAN [25] (λ_{ref} = 500) | 12.25±0.12  | 1.95±0.10   | 13.2                      | 290.03                    |
| OT-CycleGAN [25] (λ_{ref} = 200) | 6.86±0.10   | 1.85±0.08   | 16.3                      | 360.82                    |
| CycleGAN [40]         | 5.14±0.09   | 1.89±0.10   | 135.5                     | 478.99                    |
| K-solver              | 2.27±0.04   | 1.54±0.09   | 8.9                       | 329.87                    |
| M-solver              | 3.28±0.05   | 1.91±0.09   | 11.2                      | 330.35                    |
| B-solver              | 4.73±0.06   | 2.04±0.11   | 12.0                      | 329.86                    |

We use the Kernel Inception Distance (KID) [2] and mismatching degree [25] to quantitatively evaluate different methods. KID computes the squared maximum mean discrepancy (MMD) between target distribution and distribution of the mapped images in the feature space, where the feature is extracted from the Inception network architecture [32]. Mismatching degree measures the average difference between source and corresponding mapped images. Both metrics are the lower the better.

Table 2 shows the results in terms of KID and mismatching degree. As we can see, CycleGAN achieves low KIDs but has high mismatching degrees, which is reasonable because it has no explicit control on the property of the learned mapping. In contrast, BOT achieves low mismatching degrees but has high KIDs, since it uses the barycentric projection of an optimal transport plan, which changes the distribution of translated images and thus not match with the target distribution. OT-CycleGAN generates relatively better results, but it requires a good balance: large reference coefficient results in low mismatching degree but high KID, and vice versa. Fig. 5 shows the visual results of different methods. We can see the results of BOT and OT-CycleGAN with large reference weight are noticeably blurry. And the results of OT-CycleGAN even with a relatively small reference weight is also not clear enough. Compared with the baseline methods, the proposed Kantorovich solver can well control the mapping and at the same time generates realistic samples.
Besides, we can see from Table 2, the optimal bijection solver (B-solver), as an end-to-end version of OT-CycleGAN, has comparative and somewhat better results than OT-CycleGAN. Furthermore, if comparing our three solvers, we can see that the KID and mismatch degree generally decreases as the number of cycle-consistency decreases. Given that OT is already sufficient to establish a well-defined unsupervised mapping between two distributions, and deterministic or not is not critical for this task, we think the results are reasonable and echo with the results in domain adaption. Note that CycleGAN which has cycle-consistency also holds a relatively high KID.

5.4 Color Transfer

Given source image $X$ and target image $Y$, color transfer aims to transfer the color style from image $Y$ to image $X$. OT-based methods seek to establish an optimal mapping from the color histogram of $X$ to the one of $Y$, and change the color of $X$ according to the mapping of the color histogram.

In this experiment, we compare BOT [31] and the proposed Kantorovich, Monge and Bijection solver. We also include ROT [10], which is also an OT-based color transfer solution but is not large-scale. We use the two images shown in Fig. 6 as the source and target images as a demonstration for this task.

Fig. 7 shows the results by different methods. As we can see, the transferred histogram of ROT is collapsed and the visual result looks blurry. It is mainly because ROT is not large-scale so that sub-sampling and interpolation on color histograms is required. The transferred histogram of BOT is also collapsed, this
is again because it bases on barycentric mapping which by natural has such a
tendency. Results of our solvers are relatively more clear and the transferred
color histogram is very close to the target’s.

Deterministic mapping in this task becomes kind of important, as the map-
ping of a same source might be used multiple times in a same image. With a
close look at the result of Kantorovich solver, we can find that the sky appears
noisy, which is a result of stochastic mapping of the Kantorovich solver. In con-
trast, the results of Monge solver and optimal bijection solver does not have such
problem. Besides, we can also see that the results of Monge solver and optimal
bijection solver look sharper than the Kantorovich solver.

We show the learned color mappings of our solvers in the Appendix, from
which we can tell that the mapping learned by the Kantorovich solver is stochas-
tic, and on the contrary, the mapping learned by the Monge solver is determin-
istic. This result empirically verifies Proposition 1.

6 Related Work

Recently, lots of works has been devoted to accelerating the computation of
OT to broaden its application scenario. Among them, [6] introduced entropy
regularization into OT and solved the dual by Sinkhorn and Knopp’s algorithm.
However, it still has a complexity of $O(n^2)$ and cannot be used in continuous
settings. [12] proposed to optimize a semi-dual objective function with stochastic
gradient algorithms and parameterized the dual variables as kernel expansions.
It has a time complexity of $O(n)$ and hence scales moderately.

Among the algorithms for large-scale OT, SPOT [34] learns a mapping from
a latent variable $z$ to the OT plan by an implicit generative learning-based
framework. However, the optimal mapping between the source distribution and
the target distribution is not explicitly solved and hard to retrieve. BOT [31] gets
the density of optimal transport plan via a stochastic dual approach and then fits
a deep neural network to the barycentric projection of the solved transport plan
as approximated Monge map. However, the pushforward distribution of such an
estimated map may not well align with the target distribution, which results in
out of distribution samples and poor performance in related applications.

[35] formulated unbalanced OT as a problem of simultaneously learning of
a transport map and a scaling factor. But, the Monge problem and optimal bi-
jection transport are not considered. [26][22] focused on the OT problem with
Wasserstein-2 metric, which leads to limited application scenarios. On the con-
trary, our method allows to use any differentiable cost function.

7 Conclusion

In this paper, we proposed an end-to-end framework for large-scale optimal trans-
port, which can be further extended towards learning a Monge map or an optimal
bijection between two distributions.
We built a soft links between the Kantorovich formulation and the Monge formulation with one-side cycle-consistency constraint. We extended the concept of OT and introduced the problem of optimal bijection transport, which can be efficiently solved with our framework's two-side cycle-consistency extension.

In experiments, we found that though cycle-consistency and OT can both be used to achieve unsupervised pairing, OT seems to be sufficient and more effective than cycle-consistency, when a task-specific cost can be easily defined. But in some tasks, where deterministic mapping or bijection is preferred, cycle-consistency may benefit.
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A Proof of Proposition 1

Proposition 1 Given two distributions $\mu$ and $\nu$ defined in domain $X$ and $Y$ respectively and two stochastic mappings $G_{xy} : X \rightarrow Y$ and $G_{yx} : Y \rightarrow X$. If $G_{yx} \# \nu = \mu$ and $L_{cycle}(\nu) = 0$, then
1. $G_{xy}$ becomes a deterministic mapping;
2. $\forall y_1, y_2$, if $y_1 \neq y_2$, then $p(G_{yx}(y_1) = G_{yx}(y_2)) = 0$.

Proof.
1. Suppose $G_{xy}$ is not deterministic.
   $G_{xy}$ is not deterministic means $\exists x_0, y_1, y_2, y_1 \neq y_2$ such that $p(G_{xy}(x_0) = y_1) > 0$ and $p(G_{xy}(x_0) = y_2) > 0$.
   Since $G_{yx} \# \mu = \mu$, we have $\exists y_0$ such that $p(G_{yx}(y_0) = x_0) > 0$.
   As $y_1 \neq y_2$, then at least one of $y_1 \neq y_0$ and $y_2 \neq y_0$ holds.
   Then $L_{cycle}(\nu) \geq E_{x \sim G_{yx}(y_0)} E_{\hat{y} \sim G_{xy}(x)} [||\hat{y} - y_0||] > 0$, which conflicts with the condition $L_{cycle}(\nu) = 0$. So the hypothesis “$G_{xy}$ is not deterministic” does not hold.
   Therefore, $G_{xy}$ is deterministic.
2. Suppose $\exists y_1, y_2, y_1 \neq y_2$ and $p(G_{yx}(y_1) = G_{yx}(y_2)) > 0$.
   Since $G_{yx} \# \mu = \mu$, we have $\exists x_0$ such that $p(G_{yx}(y_1) = x_0) > 0$ and $p(G_{yx}(y_2) = x_0) > 0$.
   We already have $G_{xy}$ is deterministic, so at least one of $G_{xy}(x_0) \neq y_1$ and $G_{xy}(x_0) \neq y_2$ holds.
   Then $L_{cycle}(\nu) \geq (E_{x \sim G_{yx}(y_1)} E_{\hat{y} \sim G_{xy}(x)} ||\hat{y} - y_1||) + E_{x \sim G_{yx}(y_2)} E_{\hat{y} \sim G_{xy}(x)} ||\hat{y} - y_2|| > 0$, which is conflict with the condition $L_{cycle}(\nu) = 0$. So the hypothesis does not hold.
   Therefore, $\forall y_1, y_2$, if $y_1 \neq y_2$, then $p(G_{yx}(y_1) = G_{yx}(y_2)) = 0$.

B Proof of Proposition 2

Before proving Proposition 2 we first present the following lemma:

Lemma 1. If stochastic mapping $G_{xy}$ satisfies the following conditions:
1. $G_{xy} \# \mu = \nu$;
2. $G_{xy}$ is deterministic;
3. $\forall x_1, x_2$, if $x_1 \neq x_2$, then $p(G_{xy}(x_1) = G_{xy}(x_2)) = 0$,
then $G_{xy}$ is a bijection from $\mu$ to $\nu$.

The proof is straightforward: Given $G_{xy}$ is deterministic, then condition 1 means $G_{xy}$ is a surjection; condition 3 means $G_{xy}$ is a injection. So $G_{xy}$ is a bijection.

Proposition 2 Given two distributions $\mu$ and $\nu$ defined in domain $X$ and $Y$ respectively and two stochastic mappings $G_{xy} : X \rightarrow Y$ and $G_{yx} : Y \rightarrow X$. If $G_{xy} \# \mu = \nu$, $G_{yx} \# \nu = \mu$, $L_{cycle}(\mu) = 0$ and $L_{cycle}(\nu) = 0$, then $G_{xy}, G_{yx}$ becomes bijections.
Proof.

Since $G_{yx}#\nu = \mu$ and $L_{cycle}(\nu) = 0$, according to Proposition 1 we have $G_{xy}$ is deterministic. Since $G_{xy}#\mu = \nu$ and $L_{cycle}(\mu) = 0$, according to Proposition 1 we have $\forall x_1, x_2$, if $x_1 \neq x_2$, $p(G_{xy}(x_1) = G_{xy}(x_2)) = 0$. Besides, $G_{xy}#\mu = \nu$, then according to Lemma 1 $G_{xy}$ is a bijection from $\mu$ to $\nu$.

The same reason, $G_{yx}$ is a bijection from $\nu$ to $\mu$.

C Additional Experiment Results

C.1 Mappings Learned by WGAN-GP, Monge / Bijection Solver

Fig. 8 shows the mappings learned by the WGAN-GP generator, our Kantorovich solver, Monge solver and Bijection solver on three 2D examples. Results of BOT are provided in the main body. As we can see, WGAN-GP generator cannot learn the optimal transport map in general as there is no constraint on the learned map except that the push-forward of source distribution should be target distribution. BOT exhibits collapse and out of distribution samples. Kantorovich solver, Monge solver and Bijection solver achieve better performance in general.

C.2 Visual Results for Domain Adaptation

Fig. 9 shows some source samples and the corresponding mapped samples in different domain adaptation tasks. We can see that, our model learns the desired

![Mappings Learned by WGAN-GP, Monge / Bijection Solver](image)

Fig. 8: Mappings learned by WGAN-GP generator, our Kantorovich solver, Monge solver and Bijection solver on three 2D examples. Blue: source samples. Red: target samples. Orange: mapped samples. Green: the mapping. Number of samples are 1000.
mapping, which maps samples from the source domain to samples from the target domain with the same class label.

Fig. 9: Source and mapped samples of different domain adaptations tasks.

C.3 Mappings Learned in Color Transfer

Fig. 10 shows the learned mappings by different solvers in color transfer. As we can see, the mapping learned by Kantorovich solver is a stochastic mapping, while the ones learned by Monge solver and Bijection solver are deterministic mappings.

Fig. 10: Visualization of the mapping with various noise z for color transfer.

C.4 Kantorovich Solver with Different Noise z

As our Kantorovich solver learns a stochastic mapping, in this part, we check the stochasticness of the mapping learned by the Kantorovich solver.

Toy Experiments Fig. 11 and Fig. 12 shows results of Kantorovich solver on 2D toy examples. As we can see, different noise z results in slightly different results, which indicates that our Kantorovich solver learns a stochastic mapping.
Fig. 11: Results with different noise $z$ on 2D discrete-to-continuous example.

(a) Results with different noise $z$ on 4-Gaussian example.

(b) Results with different noise $z$ on 8-Gaussian example.

(c) Results with different noise $z$ on Checkerboard example.

Fig. 12: Results of our Kantorovich solver with different noise $z$ on 2D examples. Blue: source samples. Red: target samples. Orange: mapped samples. Green: the mapping. Number of samples are 1000.

Unsupervised Image-to-Image Translation Table 3 and Fig. 13 shows results of Kantorovich solver on unsupervised image-to-image translation over different noise $z$. According to Table 3 we can see that Kantorovich solver learns a stochastic mapping as different noise $z$ results in slightly different scores. According to Fig. 13 different noise $z$ yield visually similar results.

Table 3: Quantitative results on image-to-image translation.

| Method         | KID          | mismatching degree |
|----------------|--------------|--------------------|
|                | $h \rightarrow s$ | $e \rightarrow h$ | $h \rightarrow s$ | $e \rightarrow h$ |
| K-solver ($z_1$) | 2.35±0.05     | 1.48±0.10          | 8.9                | 330.02             |
| K-solver ($z_2$) | 2.36±0.05     | 1.66±0.09          | 8.9                | 329.83             |
| K-solver ($z_3$) | 2.21±0.05     | 1.59±0.09          | 8.9                | 329.99             |
Color Transfer  Fig. 14 shows results of Kantorovich solver on color transfer with different noise $z$. According to the 3D color distributions, we can see that Kantorovich solver learns a stochastic mapping. According to the transferred images, different noise $z$ yield visually similar results.

Fig. 13: Visual results on unsupervised image-to-image translation.

Fig. 14: Transferred results and corresponding 3D color distributions with different noise $z$ for the color transfer example in the main body.
C.5 More Results for Color Transfer

Fig. 15: (a) Source image (b) Target image (c-g) Transfer results of ROT, BOT, Kantorovich solver, Monge solver and Bijection solver, respectively (h-j) Mapping learned by Kantorovich solver, Monge solver and Bijection solver, respectively
Fig. 16: (a) Source image (b) Target image (c-g) Transfer results of ROT, BOT, Kantorovich solver, Monge solver and Bijection solver, respectively (h-j) Mapping learned by Kantorovich solver, Monge solver and Bijection solver, respectively

D Experiment Methods

D.1 Domain Adaptation

The data from the source domain are denoted as \( \langle x_i, l_i \rangle \), and the data from the target domain are denoted as \( y_j \) without labels. A classifier \( C_x \) in the source domain is pre-trained with \( \{ \langle x_i, l_i \rangle \}_{i=1}^n \) and fixed hereafter.

To adapt the learned classifier to the target domain, we would like to learn an optimal mapping that maps the samples from the source domain to the samples from the target domain. Follow the common choice \[18\], we define the cost function to be the difference between the label of the source sample and the label prediction of the translated target sample by \( C_x \) and use the cross-entropy \( \mathcal{H} \) to measure the difference:

\[
c(x, y) = \mathcal{H}(C_x(y), l),
\]

(13)

where \( y \) is the mapped sample of \( x \), \( l \) denotes the class label of \( x \).
After the mapping is learned stably, a classifier $C_y$ in the target domain is introduced and the cost function is changed to the one as follow:

$$c(x, y) = \mathcal{H}(C_y(y), l),$$  \hfill (14)

where $C_y$ is trained together with $G_{xy}$. The whole training procedure is provided in Appendix G. We train the model with the training set of both datasets (the labels in the target dataset are omitted) and test on the target test set.

We perform domain adaptation between four digit image datasets: MNIST [21], USPS [9], SVHN [28], MNISTM [11], each consists of images of digits 0-9. Both MNIST and MNISTM consist of 60000 training images and 10000 test images which are of the size $28 \times 28$. USPS consists of 7291 training images and 2007 test images, which are of the size $16 \times 16$. SVHN consists of 73257 training images and 26032 test images, which are of the size $32 \times 32$. Images in MNIST and USPS are 1-channel, while images in SVHN and MNISTM are 3-channel.

### D.2 Image-to-Image Translation

In the experiments of edges2handbags, we design the cost function as the $L_2$ norm between feature maps extracted through different convolution kernels for edge detection. Specifically, we adopt the following two kernels:

$$K_1 = \begin{bmatrix} -1 & 0 & 1 \\ -2 & 0 & 2 \\ -1 & 0 & 1 \end{bmatrix}, K_2 = \begin{bmatrix} 1 & 2 & 1 \\ 0 & 0 & 0 \\ -1 & -2 & -1 \end{bmatrix},$$

for detecting edges in two different directions. Additionally, the cost function can be formulated as follow:

$$c(x, y) = \frac{2}{3} \sum_{k=1}^{3} \sum_{c=1}^{3} ||K_k \ast x_c| - |K_k \ast y_c||_2,$$

where $\ast$ denotes the convolution operator, $|X|$ denotes a matrix with $|X|_{ij} = |X_{ij}|$.

In the experiments of handbags2shoes, we adopt the cost function as the mean squared distance between the average color vectors. This cost function can be formulated as follow:

$$c(x, y) = \frac{1}{3} \sum_{c=1}^{3} (\text{Avg}(x_c) - \text{Avg}(y_c))^2,$$

where $\text{Avg}(X)$ denotes the average of all elements of matrix $X$.

### D.3 Color Transfer

For color transfer, the source and target distributions are the 3D color histograms of the source image $X$ and target image $Y$. We solve the OT problem between
these two distributions. After the optimal mapping is learned, we apply the
optimal mapping on each pixel of the source image \( X \) and thereby obtain
the transferred image. In this way, we transfer the color style of \( Y \) to \( X \), or in
other words, impose the color histogram of \( Y \) on \( X \), and thus achieve the task of
color transfer. We adopt the squared Euclidean distance \( c(x, y) = \| x - y \|^2 \) as the
cost function.

E  Network Architecture & Hyperparameters

E.1 Toy Experiments

In toy experiments, generators and critics are all parameterized by multi-layer
fully connected neural networks. Table 4 and Table 5 show the network archi-
tectures for generators and critics.

We set \( \lambda_{gan_{xy}} = \lambda_{gan_{yx}} = 1 \), \( \lambda_{gp_{xy}} = \lambda_{gp_{yx}} = 0.1 \), \( \lambda_{cycle} = 1 \), \( n_{critic} = 5 \),
\( lr = 0.0001 \) and the batch size is 100. The independent noise \( z \) is sampled from
the 2-dimension uniform distribution \( \mathcal{U}[-1, 1] \).

Table 4: The network architecture of generators for toy experiments and color
transfer. For toy experiments, \( d_{in} = 2 \); for color transfer, \( d_{in} = 3 \)

| Input: \( x \in \mathbb{R}^{d_{in}} \), \( z \in \mathbb{R}^{d_{in}} \) |
|-----------------------------------------------|
| Linear: \([2d_{in}, 1024]\) LeakyReLU |
| Linear: \([1024, 1024]\) LeakyReLU |
| Linear: \([1024, d_{in}]\) |

Table 5: The network architecture of critics for toy experiments and color trans-
fer. For toy experiments, \( d_{in} = 2 \); for color transfer, \( d_{in} = 3 \)

| Input: \( x \in \mathbb{R}^{d_{in}} \) |
|-----------------------------------------------|
| Linear: \([d_{in}, 1024]\) LeakyReLU |
| Linear: \([1024, 1024]\) LeakyReLU |
| Linear: \([1024, 1]\) |

E.2 Domain Adaptation

For MNIST-to-USPS, USPS-to-MNIST, and MNIST-to-MNISTM: images are
resized to 64×64, critics are implemented as 6-layer CNN and Classifiers are
implemented as LeNet-like CNN. For SVHN-to-MNIST, images are resized to
32×32, critics are implemented as 5-layer CNN and classifiers are adopted as the
WideResNet [38]. Generators are all implemented as 6-block ResNets [16].

Table 6 shows the network architecture of generators for DA. Table 7 shows
the network architecture of critics for DA. For MNIST-to-USPS and USPS-to-
MNIST \( s = 64 \), \( c = 1 \). For MNIST-to-MNISTM \( s = 64 \), \( c = 3 \). For SVHN-
MNIST, \( s = 32 \), \( c = 3 \). Table 8 shows the network architecture of classifiers for
DA except SVHN-to-MNIST, for which we adopt the WideResNet [38].
We set $\lambda_{gan} = 1$, $\lambda_{gp} = 10$, $n_{critic} = 3$, $lr = 0.0002$ and batch size as 32. $\lambda_{cycle}$ is typically set within $[100, 1000]$. The independent noise $z$ is sampled from the 10-dimension uniform distribution $\mathcal{U}[-1, 1]$.

Table 6: The network architecture of generators for DA.

| Input: $z \in \mathbb{R}^{10}$ | Parameters | Activation |
|---------------------------------|------------|------------|
| Linear: $[10, s \times s \times 1]$ | BN, ReLU   |
| Concat: $x \in \mathbb{R}^{s \times s \times c}$ |            |
| Conv: $[c+1, 64, k=7, s=1, p=3]$ | IN, ReLU   |
| Conv: $[64, 128, k=3, s=2, p=1]$ | IN, ReLU   |
| Conv: $[128, 256, k=3, s=2, p=1]$ | IN, ReLU   |
| ResBlock: 6 blocks               |            |
| Deconv: $[256, 128, k=3, s=2, p=1]$ | IN, ReLU   |
| Deconv: $[128, 64, k=3, s=2, p=1]$ | IN, ReLU   |
| Conv: $[64, c, k=7, s=1, p=3]$   | Tanh       |

Table 7: The network architecture of critics for DA. Conv[$s=64$] denotes a Conv layer which exists if $s=64$.

| Input: $x \in \mathbb{R}^{s \times s \times c}$ | Parameters | Activation |
|-----------------------------------------------|------------|------------|
| Conv: $[c, 64, k=4, s=2, p=1]$               | LeakyReLU  |
| Conv: $[64, 128, k=4, s=2, p=1]$             | LeakyReLU  |
| Conv: $[128, 256, k=4, s=2, p=1]$            | LeakyReLU  |
| Conv: $[256, 512, k=4, s=2, p=1]$            | LeakyReLU  |
| Conv[$s=64$]: $[512, 512, k=4, s=2, p=1]$    | LeakyReLU  |
| Conv: $[512, 1, k=4, s=2, p=1]$              |            |

Table 8: The network architecture of classifiers for DA.

| Input: $x \in \mathbb{R}^{64 \times 64 \times c}$ | Parameters | Activation |
|-----------------------------------------------|------------|------------|
| Conv: $[c, 32, k=5, s=1, p=2]$               | ReLU, MaxPool(2,2) |
| Conv: $[32, 48, k=5, s=1, p=2]$              | ReLU, MaxPool(2,2) |
| Linear: $[12288, 100]$                      | ReLU       |
| Linear: $[100, 100]$                        | ReLU       |
| Linear: $[100, 10]$                         |            |

E.3 Image-to-Image Translation

Inputs and outputs of all tasks are of size $64 \times 64 \times 3$. For Edges-to-Handbags, generators adopt the architecture of autoencoder [17] and critics are implemented as 6-layer CNN. For Handbags-to-Shoes, generators are implemented as 8-block ResNets and critics are implemented as 5-block ResNets.
Table 9 shows the network architecture of the generators for image-to-image translation on edges2handbags, where the architecture of the critics is shows in Table 7 with $s=64$. Table 10 and Table 11 show the network architecture of generators and critics for image-to-image translation on handbags2shoes. The ResBlock is the same as the one in WGAN-GP [14].

Other hyperparameters are the same as the ones used for experiments of domain adaptation.

Table 9: The network architecture of generators for image-to-image translation on edges2handbags.

| Input: $z \in \mathbb{R}^{10}$ | Parameters | Activation |
|---------------------------------|------------|------------|
| Linear: $[10, 64 \times 64 \times 1]$ | BN, ReLU |
| Concat: $x \in \mathbb{R}^{64 \times 64 \times 3}$ | | |
| Conv: $[4, 64, k=4, s=2, p=1]$ | LeakyReLU |
| Conv: $[64, 128, k=4, s=2, p=1]$ | LeakyReLU |
| Conv: $[128, 256, k=4, s=2, p=1]$ | LeakyReLU |
| Conv: $[256, 512, k=4, s=2, p=1]$ | LeakyReLU |
| Conv: $[512, 512, k=4, s=2, p=1]$ | LeakyReLU |
| Conv: $[512, 512, k=4, s=2, p=1]$ | ReLU |
| Deconv: $[512, 512, k=4, s=2, p=1]$ | ReLU |
| Deconv: $[512, 512, k=4, s=2, p=1]$ | ReLU |
| Deconv: $[512, 256, k=4, s=2, p=1]$ | ReLU |
| Deconv: $[256, 128, k=4, s=2, p=1]$ | ReLU |
| Deconv: $[128, 64, k=4, s=2, p=1]$ | ReLU |
| Deconv: $[64, 3, k=4, s=2, p=1]$ | Tanh |

Table 10: The network architecture of generators for image-to-image translation on handbags2shoes.

| Input: $z \in \mathbb{R}^{10}$ | Parameters | Activation |
|---------------------------------|------------|------------|
| Linear: $[10, 64 \times 64 \times 1]$ | BN, ReLU |
| Concat: $x \in \mathbb{R}^{64 \times 64 \times 3}$ | | |
| ResBlock down channel = 64 | | |
| ResBlock down channel = 128 | | |
| ResBlock down channel = 256 | | |
| ResBlock down channel = 512 | ReLU |
| ResBlock up channel = 256 | | |
| ResBlock up channel = 128 | | |
| ResBlock up channel = 64 | | |
| ResBlock up channel = 32 | BN, ReLU |
| Conv: $[32, 3, k=3, s=1, p=1]$ | Tanh |

27
Table 11: The network architecture of critics for image-to-image translation on handbags2shoes.

| Parameters          | Activation |
|---------------------|------------|
| ResBlock down channel = 64         |            |
| ResBlock down channel = 128        |            |
| ResBlock down channel = 256        |            |
| ResBlock down channel = 512        |            |
| ResBlock down channel = 1024 ReLU  |            |
| Linear: [1024, 1]   |            |

E.4 Color Transfer

Network Architectures and hyperparameters are the same as the ones in toy experiments except that the dimensions of source sample, target sample and independent noise $z$ are changed to 3. Table 4 and Table 5 show the network architectures for generators and critics.
Algorithm for Training Kantorovich Solver/Monge/Monge Solver/Optimal Bijection Solver

Algorithm 1 Stochastic Gradient Algorithm for K-solver/M-solver/B-solver

Require: Source distribution $\mu$; target distribution $\nu$; independent noise distribution $p(z)$; cost function $c$; generator networks $G_{xy}, G_{yx}$ and critic networks $D_{x}, D_{y}$ with parameters $\theta_{xy}, \theta_{yx}, \omega_{x}$ and $\omega_{y}$ respectively; coefficients $\lambda_{\text{cycle}_{\mu}}, \lambda_{\text{cycle}_{\nu}}, \lambda_{\text{gan}_{xy}}, \lambda_{\text{gan}_{yx}}, \lambda_{\text{gp}_{xy}}, \lambda_{\text{gp}_{yx}}$; parameters of Adam $\alpha, \beta_{1}, \beta_{2}$; batch size $m$; number of critic iterations per generator iteration $n_{\text{critic}}$

1: while not converged do
2:   for $t = 1$ to $n_{\text{critic}}$ do
3:     for $i = 1$ to $m$ do
4:       sample $x, y, z_{x}, z_{y}, \epsilon_{x}, \epsilon_{y}$ from $\mu, \nu, p(z), p(z), U[0, 1], U[0, 1]$ respectively
5:       $y' \leftarrow G_{xy}(x, z_{x}), x' \leftarrow G_{yx}(y, z_{y})$
6:       $\tilde{y} \leftarrow \epsilon_{y}y + (1 - \epsilon_{y})y', \tilde{x} \leftarrow \epsilon_{x}x + (1 - \epsilon_{x})x'$
7:       $L_{i} \leftarrow D_{y}(y') - D_{y}(y) + \lambda_{\text{gp}_{xy}}(\|\nabla_{y}D_{y}(\tilde{y})\|_{2} - 1)^{2} + D_{x}(x') - D_{x}(x) + \lambda_{\text{gp}_{yx}}(\|\nabla_{x}D_{x}(\tilde{x})\|_{2} - 1)^{2}$
8:   end for
9:   $\omega_{y} \leftarrow \text{Adam}(\nabla_{\omega_{y}}, \frac{1}{m} \sum_{i=1}^{m} L_{i}, \alpha, \beta_{1}, \beta_{2})$
10:  $\omega_{x} \leftarrow \text{Adam}(\nabla_{\omega_{x}}, \frac{1}{m} \sum_{i=1}^{m} L_{i}, \alpha, \beta_{1}, \beta_{2})$
11: end for
12: for $i = 1$ to $m$ do
13:     sample $x, y, z_{x}, z_{y}$ from $\mu, \nu, p(z), p(z)$ respectively
14:     $y' \leftarrow G_{xy}(x, z_{x}), x' \leftarrow G_{yx}(y, z_{y})$
15:     $\tilde{y} \leftarrow G_{xy}(x', z_{x}), \tilde{x} \leftarrow G_{yx}(y', z_{y})$
16:     $L_{i} \leftarrow c(x, y') + \lambda_{\text{cycle}_{\nu}}\|\tilde{y} - y\|_{2} + \lambda_{\text{cycle}_{\mu}}\|\tilde{x} - x\|_{2} - \lambda_{\text{gan}_{xy}}D_{y}(y') - \lambda_{\text{gan}_{yx}}D_{x}(x')$
17: end for
18: $\theta_{xy} \leftarrow \text{Adam}(\nabla_{\theta_{xy}}, \frac{1}{m} \sum_{i=1}^{m} L_{i}, \alpha, \beta_{1}, \beta_{2})$
19: $\theta_{yx} \leftarrow \text{Adam}(\nabla_{\theta_{yx}}, \frac{1}{m} \sum_{i=1}^{m} L_{i}, \alpha, \beta_{1}, \beta_{2})$
20: end while
G  Algorithm for Domain Adaptation

Algorithm 2 Stochastic Gradient Algorithm for Domain Adaptation

Require: Datasets \( \{\langle x_i, l_i \rangle \}_{i=1}^{n_x}, \{\langle y_i \rangle \}_{i=1}^{n_y} \); independent noise distribution \( p(z) \); generator networks \( G_{xy}, G_{yx} \), classifier networks \( C_x, C_y \) and critic networks \( D_x, D_y \) with parameters \( \theta_{xy}, \theta_{yx}, \psi_x, \psi_y, \omega_x \) and \( \omega_y \) respectively; coefficients \( \lambda_{cycle_x}, \lambda_{cycle_y}, \lambda_{gan_x}, \lambda_{gan_y}, \lambda_{gp_x}, \lambda_{gp_y} \); parameters of Adam \( \alpha, \beta_1, \beta_2 \); batch size \( m \); number of critic iterations of per generator iteration \( n_{critic} \)

1: while not converged do
2: \( \text{for } i = 1 \text{ to } m \) do
3: \( \text{sample } \langle x, l \rangle \text{ from } \{\langle x_i, l_i \rangle \}_{i=1}^{n_x}, \{\langle y_i \rangle \}_{i=1}^{n_y}, p(z), p(z), U[0,1], U[0,1] \) respectively
4: \( y' \leftarrow G_{xy}(x, z), \hat{y} \leftarrow \epsilon y + (1-\epsilon)y' \)
5: \( x' \leftarrow G_{yx}(y, z), \hat{x} \leftarrow \epsilon x + (1-\epsilon)x' \)
6: \( L_i \leftarrow D_y(y') - D_y(y) + \lambda_{gp_y}(||\nabla \hat{y} D_y(\hat{y})||_2 - 1)^2 + D_x(x') - D_x(x) + \lambda_{gp_x}(||\nabla \hat{x} D_x(\hat{x})||_2 - 1)^2 \)
7: end for
8: \( \omega_y \leftarrow \text{Adam}(\nabla \omega_y \frac{1}{m} \sum_{i=1}^{m} L_i, \alpha, \beta_1, \beta_2) \)
9: \( \omega_x \leftarrow \text{Adam}(\nabla \omega_x \frac{1}{m} \sum_{i=1}^{m} L_i, \alpha, \beta_1, \beta_2) \)
10: end while
11: \( \text{for } t = 1 \text{ to } n_{critic} \) do
12: \( \text{sample } \langle x, l \rangle, y, z, \epsilon_x, \epsilon_y \text{ from } \{\langle x_i, l_i \rangle \}_{i=1}^{n_x}, \{\langle y_i \rangle \}_{i=1}^{n_y}, p(z), p(z) \) respectively
13: \( y' \leftarrow G_{xy}(x, z), \hat{y} \leftarrow \epsilon y + (1-\epsilon)y' \)
14: \( x' \leftarrow G_{yx}(y, z), \hat{x} \leftarrow \epsilon x + (1-\epsilon)x' \)
15: \( L_i \leftarrow H(C_x(y'), l) + \lambda_{cycle_x} ||\hat{y} - y||_2 + \lambda_{cycle_y} ||\hat{x} - x||_2 - \lambda_{gan_x} D_y(y') - \lambda_{gan_y} D_x(x') \)
16: end for
17: \( \theta_{xy} \leftarrow \text{Adam}(\nabla \theta_{xy} \frac{1}{m} \sum_{i=1}^{m} L_i, \alpha, \beta_1, \beta_2) \)
18: \( \theta_{yx} \leftarrow \text{Adam}(\nabla \theta_{yx} \frac{1}{m} \sum_{i=1}^{m} L_i, \alpha, \beta_1, \beta_2) \)
19: end while
20: end for
21: \( \text{while not converged do} \)
22: \( \text{for } i = 1 \text{ to } m \) do
23: \( \text{sample } \langle x, l \rangle, y, z \text{ from } \{\langle x_i, l_i \rangle \}_{i=1}^{n_x}, \{\langle y_i \rangle \}_{i=1}^{n_y}, p(z), p(z) \) respectively
24: \( y' \leftarrow G_{xy}(x, z), x' \leftarrow G_{yx}(y, z) \)
25: \( y' \leftarrow G_{xy}(x', z), x' \leftarrow G_{yx}(y', z) \)
26: \( L_i \leftarrow H(C_x(y'), l) + \lambda_{cycle_x} ||\hat{y} - y||_2 + \lambda_{cycle_y} ||\hat{x} - x||_2 - \lambda_{gan_x} D_y(y') - \lambda_{gan_y} D_x(x') \)
27: end for
28: \( \theta_{xy} \leftarrow \text{Adam}(\nabla \theta_{xy} \frac{1}{m} \sum_{i=1}^{m} L_i, \alpha, \beta_1, \beta_2) \)
29: \( \theta_{yx} \leftarrow \text{Adam}(\nabla \theta_{yx} \frac{1}{m} \sum_{i=1}^{m} L_i, \alpha, \beta_1, \beta_2) \)
30: end while
31: end for
32: \( \text{for } i = 1 \text{ to } m \) do
33: end if
33: sample \( (x, l), y, z_x, z_y, \epsilon_x, \epsilon_y \) from \( \{ \langle x_i, l_i \rangle \}_{i=1}^{n_x}, \{ \langle y_i \rangle \}_{i=1}^{n_y}, p(z), p(z), U[0, 1], U[0, 1] \) respectively
34: \( y' \leftarrow G_{xy}(x, z_x), \tilde{y} \leftarrow \epsilon_y y + (1 - \epsilon_y)y' \)
35: \( x' \leftarrow G_{yx}(y, z_y), \tilde{x} \leftarrow \epsilon_x x + (1 - \epsilon_x)x' \)
36: \( L_i \leftarrow D_y(y') - D_y(y) + \lambda_{gp_{xy}}(||\nabla_y D_y(\tilde{y})||_2 - 1)^2 + D_x(x') - D_x(x) + \lambda_{gp_{yx}}(||\nabla_x D_x(\tilde{x})||_2 - 1)^2 \)
37: end for
38: \( \omega_y \leftarrow \text{Adam}(\nabla_{\omega_y} \frac{1}{m} \sum_{i=1}^{m} L_i, \alpha, \beta_1, \beta_2) \)
39: \( \omega_x \leftarrow \text{Adam}(\nabla_{\omega_x} \frac{1}{m} \sum_{i=1}^{m} L_i, \alpha, \beta_1, \beta_2) \)
40: end for
41: for \( i = 1 \) to \( m \) do
42: sample \( (x, l), y, z_x, z_y \) from \( \{ \langle x_i, l_i \rangle \}_{i=1}^{n_x}, \{ \langle y_i \rangle \}_{i=1}^{n_y}, p(z), p(z) \) respectively
43: \( y' \leftarrow G_{xy}(x, z_x), x' \leftarrow G_{yx}(y, z_y) \)
44: \( \tilde{y} \leftarrow G_{xy}(x', z_x), \tilde{x} \leftarrow G_{yx}(y', z_y) \)
45: \( L_i \leftarrow H(C_y(y'), l) + \lambda_{cycle_{w}} ||\tilde{y} - y||_2 + \lambda_{cycle_{w}} ||\tilde{x} - x||_2 - \lambda_{gan_{xy}} D_y(y') - \lambda_{gan_{yx}} D_x(x') \)
46: end for
47: \( \theta_{xy} \leftarrow \text{Adam}(\nabla_{\theta_{xy}} \frac{1}{m} \sum_{i=1}^{m} L_i, \alpha, \beta_1, \beta_2) \)
48: \( \theta_{yx} \leftarrow \text{Adam}(\nabla_{\theta_{yx}} \frac{1}{m} \sum_{i=1}^{m} L_i, \alpha, \beta_1, \beta_2) \)
49: \( \psi_y \leftarrow \text{Adam}(\nabla_{\psi_y} \frac{1}{m} \sum_{i=1}^{m} L_i, \alpha, \beta_1, \beta_2) \)
50: end while