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Abstract. The subsystem for optimal control of voltage and reactive power of EPS is developed. The proposed solution uses state of art methods for state estimation, forecasting and dynamic optimization. A new architecture of an artificial neural network is proposed – a neuro-analytical network. Algorithms are proposed that allow reliable combination of classical automatic control methods and methods using machine learning. The proposed methodology is designed for use in a real power system for automatic voltage control.

1 Introduction

The voltage and reactive power control system is designed to maintain the optimal regime of the Magadan power system. In the Magadan power system, the main generation is concentrated hydro generation, which, due to its concentration, creates difficulties with optimal voltage control in the power system.

In our proposed solution, compensating devices are installed at important substations. The voltage is maintained in the optimal range by coordinated control of compensation devices, in combination with the coordinated control of the voltage on the buses of the power stations.

For reliability the system is designed in two levels of control: the lower level, which provides basic control functions, and the upper one, represented by the optimal control subsystem, which performs intelligent voltage control in the power system. For testing and debugging of the optimal control subsystem, the complex provides a subsystem of quasi-dynamic modeling of system behavior. This subsystem is not directly involved in the process of optimal voltage control.

Fig. 1. Power system under consideration.

Fig. 2. Structure of the voltage and reactive power control system.

Functions of the centralized low-level control system:
- Local controllers monitoring
- Transfer of information about the state of local controllers to the optimal control subsystem.
- Interconnection with optimal control subsystem via standard protocol (IEC 60870-5-104 or IEC 61850).
- Processing of the control task from the optimal control subsystem.
- Transfer of control actions to local controllers. Conversion of control actions to the type required for a particular type of regulator is provided.
- Control of technological limits. Technological limits protect the system against errors in the optimal control subsystem, communication errors, or digital attacks.
- Controlling consistency of constraints.
- Logging of all incoming commands from the optimal control subsystem.
- Archiving of all measurements and states of local controllers.
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Functions of the optimal control subsystem:
- Collecting information on the current state of the system.
- Creating bus/branch model.
- State estimation.
- State prediction.
- Shaping constraints.
- Dynamic optimization with constraints.
- Analysis of optimization results.
- Forming of control actions.

2 State estimation

The state estimation problem is to obtain such a steady state that would be closest to the measurements:

$$\bar{v} - v(x) \rightarrow 0$$

where $\bar{v}$ – measured parameters, $v(x)$ – calculated mode parameters according to the values of the system state vector $x$.

An original state estimation method was developed using the classical state estimation algorithm together with the dynamic state estimation algorithm based on the Kalman filter. These two algorithms mutually rescue each other, ensuring the reliability of the result. The flowchart of the combined algorithm is shown in Figure 3.

The state assessment works on the bus/branch model formed by the ANARES topological processor. The source data for the topological processor is a graphical single-line diagram of the electrical network and the status of switching devices. Binding to telemetry is carried out interactively from a graphic diagram.

2.1 Static estimation

To solve the problem of static estimation, the method of weighted least squares is used [1, 2], which minimizes the following objective function:

$$J = [\bar{v} - v(x)]^T R_\bar{v}^{-1} [\bar{v} - v(x)]$$

where $\bar{v}$ – are the measured parameters of the state; $v(x)$ – are the calculated parameters according to the values of the state vector of the system $x$. The matrix $R_\bar{v}$ is the covariance matrix, in the absence of correlation between different measurements, it is a diagonal matrix of measurement variances $R_\bar{v} = \text{diag}(\sigma_{v1}^2, \sigma_{v2}^2, ..., \sigma_{vm}^2)$, $m$ is the number of measurements.

The results of the state estimation are the state vector

$$\hat{x} = [\hat{0}_1, \hat{0}_2, ..., \hat{0}_n, \hat{\delta}_1, \hat{\delta}_2, ..., \hat{\delta}_n]^T,$$

containing the estimated values of voltage angles for each node, $n$ is the total number of buses.

It should be noted that due to the insufficiency of measurements, so-called pseudo measurements are also used, that is, expert values of the load and generation obtained, for example, based on load schedule.

2.2 Dynamic state estimation

The dynamic state estimation problem is solved using an Unscented Kalman filter. The forecast horizon can be from several seconds to several minutes, which corresponds to the interval between the receiving of measurement data at time $k$ and at time $k+1$.

This method eliminates the need to explicitly calculate the Jacobian in contrast to the Extended Kalman filter. Unscented transformation implies the choice of a certain minimum set of sigma points for the data expectation and covariance of the desired vector with random noise superimposed on it. Using sigma-points, nonlinear forecast functions are constructed, which are then used to calculate the cross-covariance matrix and Kalman filter coefficients. Sigma-points are calculated using the following formulas:

$$\chi^{(i)} = \hat{x} + \left(\sqrt{N_x Z_x}\right)^i$$

$$W^{(i)} = W^{(i+N_x)} = \frac{1}{2N_x}$$

$$\chi^{(i+N_x)} = \hat{x} - \left(\sqrt{N_x Z_x}\right)^i$$

where $N_x$ is the dimension of the desired state vector; $i$ is the index of sigma point ($i \in \{1, ..., N_x\}$; $W^{(i)}$ is the weight of $i$-th sigma point; $\sqrt{N_x Z_x}$ is the $i$-th column of the matrix square root of the covariance matrix of the initial nonlinear transformation models multiplied by the dimension of the phase vector.

3 State prediction

A combined algorithm using forecasting based on load schedules and machine learning using artificial neural
networks performs state prediction in the optimal control subsystem.

3.1 State prediction based on load schedule

As a hierarchical load schedule, a combination of daily schedule and “winter coefficient” is used:

$$P_n = P_{n0}(P_{cr,s}K_z + P_{cr,c}(1 - K_z)),$$

where $P_{n0}$ is the initial value of load power or generation in basic mode; $P_{cr,s}$ is the value of the coefficient of the winter daily schedule of active power in relative units for the time of prediction; $P_{cr,c}$ is the value of the coefficient of the summer daily schedule of active power in relative units for the time of prediction; $K_z$ is the “winter coefficient”, set for each month. A value of 1 corresponds to the winter schedule, 0 for the summer schedule. The value for a specific day of each month is calculated by linear approximation.

$$\sigma = \sigma_0 e^{\alpha r},$$

where $i$ is the current moment; $\tau$ is the forecasting depth. Variance $\sigma(\tau)$ exponentially depends on the forecasting depth: $\sigma(\tau) = \sigma_0 e^{\alpha \tau}$.

3.2 State prediction using artificial neural network

As a basic ANN architecture, a recurrent neural network LSTM was used for state prediction. LSTM cell is shown in figure 6.

![Fig. 6. LSTM cell of ANN.](image)

The use of recurrent LSTM networks for prediction allows obtaining results not inferior to FCRBM networks [3]. Moreover, based on LSTM networks, it is possible to build deep networks, which in turn allows us to identify more complex correlations in the source data. As regards the choice of a particular type of cells of a recurrence network, the work [4] can be cited in favor of the choice of LSTM, in which various RNN variants (in particular, LSTM and GRU) are analyzed and it is revealed that LSTM using dropout technology gives the best result in all tests.

One of the important features of the source data for solving the problem of state prediction is their probabilistic nature. Input measurements are specified not just by a value, but also by variances. This provides additional information for training the neural network. Besides, at the output of the neural network we will have not only the values of the parameters of the steady state, but also the probability distributions for these parameters. This information will allow us to make more adequate control decisions based on the results of forecasting. Therefore, to solve the state prediction problem, the Bayesian ANN was applied. The Bayes by Backprop (BBB) method [5-9] provides a posterior distribution of neural network weights. Using it for recurrent ANN is described in [10].

The architecture of the ANN on which studies of the proposed approaches were carried out is presented in Figure 7. Features of this architecture: several fully connected input layers for revealing correlations between parameters, several B-LSTM layers for revealing time dependencies, output fully connected layer. The number of layers may vary depending on the complexity of the problem being solved, but in practice it did not exceed 3 for each type of layer.

![Fig. 7. Architecture of proposed deep ANN.](image)

3.3 Case study of the proposed prediction algorithm

Studies of the presented architecture were carried out on the scheme of the Magadan energy system (Figure 1). If a network is trained to predict a small number of parameters, then training is effective (Figure 8) and the results of the forecast using a trained neural network are close to real (Figure 9). In the presented figures, the number of predicted parameters is 6.

In the case when we used this architecture to predict all the required parameters of the considered electric grid, the results became insufficient (Figures 10, 11).
electrical grid into clusters in each of which only a small number of parameters are predicted.

For each of the clusters, a reliably working architecture is used, shown in Figure 7. The results of the forecast are the initial data for calculating the power flow: injection of active and reactive power at buses and voltage at the PU buses.

Based on the output parameters of each cluster, one step of the power flow calculating algorithm is performed. This calculation is performed at every step of the iterative process of training and forecasting. Thus, the analytical method for calculating the power flow is embedded in a single model (Figure 12) participating in the process of backpropagation of gradients.

### 3.4 Neuro-analytical network

To solve the above problem, an architecture of the neuro-analytical network was developed. The proposed approach involves clustering the entire investigated

Fig. 8. Learning error. Number of predicted parameters is 6.

Fig. 9. The result of prediction is close to real data. Number of predicted parameters is 6.

Fig. 10. Learning error on real sized problem.

Fig. 11. The result of prediction is insufficient on real sized problem.

Fig. 12. Neuro-analytical network.

Clustering on subgrids is performed using a hierarchical clustering algorithm by principal component analysis. A measure of distance is the electrical resistance between grid nodes. The criterion for ending the partition into clusters is the acceptable maximum cluster size.

The components of the gradient vector of the analytical part of the grid are calculated based on the implicit differentiation of the error of output vector of predicted variables $y$ relative to measured ones:

$$\varepsilon = (y(u) - \bar{y})$$

For this, a system of linear equations is solved:

$$J \left[ \frac{dx}{du} \right] = \left[ \frac{dx}{dy} \right]$$

where $J = \left[ \frac{dx}{du} \right]$ is the transposed Jacobi matrix; $x_{ck}$ is the vector of independent variables for cluster $k$; $u = [u_{r1}, u_{i1}, ..., u_{rN}, u_{in}]$ is the vector of real and imaginary parts of bus voltages obtained as a result of load flow calculation.

#### 3.5 State prediction results

The forecasting unit using the ANN as the forecast gives the vector $\hat{x}(i+\tau)$ of the predicted measurements, as well as the standard deviation of each predicted value from the actual measurement in the test sample:
\[ \sigma = \sqrt{\frac{\sum_{i=1}^{n_t} (\bar{x}_i - \bar{x})^2}{n_t}} \]

where \( n_t \) is the number of slices in the test sample, \( \bar{x}_i \) is the test value, \( \bar{x} \) is the measured value.

The final indicator of the accuracy of the forecast is the total standard deviation for all predicted measurements. The standard deviation is used to calculate the variance \( \sigma^2 \), which in turn is used to obtain a generalized prediction result by the state estimation method.

## 4 Shaping constraints

The next stage of optimal control will be the formation of constraints, which will be further taken into account in optimization. Constraints are voltage constraints; restrictions on the injection of reactive power at the buses of the electric grid, which are generators and compensating devices; current and power flow constraints.

Constraints are set in advance manually for each variant of the topological state of the electric grid, and are also calculated by heavy load algorithm. To select the current set of constraints, it is necessary to classify the current or predicted state of EPS (normal, emergency, etc.). By taking into account different topological states of the electric grid, there can be several dozen classes of states and, accordingly, sets of constraints.

The classification of the EES operation mode is carried out using the random forest machine learning method [11-13], which is a development of the decision tree method. An important advantage of decision trees is that they not only relate the regime to a particular class, but also allow numerically substantiating the classification of the regime. The decision tree is a tree whose leaves correspond to the values of the objective function, and in the other nodes, the transition conditions that determine which of the edges of the node to pass the algorithm.

The algorithm for creating a random forest consisting of \( N \) trees is as follows:

- For every \( i \)-th tree (\( i \in [1..N] \)):
  - Sample \( X_i \) is generated using the bootstrap algorithm.
  - A decision tree for sample \( X_i \) is formed
    - Based on a given criterion, we select the best attribute and do a partition in the tree by it until the selection is exhausted.
    - A tree is formed until each sheet contains no more than a specified number of objects or until a certain tree height is reached.
    - For each partition, \( m \) random attributes are first selected from \( n \) initial ones, and then the optimal division is sought among them.

- Among the trees, the final decision is selected by voting using the final classifier:

\[ a(x) = \frac{1}{N} \sum_{i=1}^{N} b_i(x) \]

Classification algorithm training is performed during the system setup process, however, this does not require explicit specification of the attributes of the EPS state to one or another class. Attributes are generated automatically in the learning process.

Depending on which class the current mode is assigned to, in the optimization problem the constraints corresponding to this class are applied in the form of logarithmic barriers.

## 5 Dynamic OPF

In the subsystem of optimal control of voltage and reactive power, an algorithm of dynamic optimization is used to obtain optimal control actions at a given depth. The initial data for dynamic optimization are:

- Current estimated state.
- Forecast in the form of a set of predicted states.
- List of possible control actions.
- Current constraints.

The proposed solution takes into account the cost of control actions, which depends not only on the state vector of the system, but also on time. The full objective function of the optimization problem can be written as:

\[ f_d = \sum_j^{p} \left( \sum_{i=b_p}^{e_p} f_i(X_i) + C(\xi_j - \xi_{j-1,1}) \right) \]

where \( \xi_j = \text{argmin} \sum_{i=b_p}^{e_p} f_i(X_i) \) is the vector of optimal control parameters on the subrange: \( b_p \) and \( e_p \) are indices of the beginning and end of a subrange in a time range; \( C \) is the function of the cost of the control actions depending on the time specified by the index \( t \); \( \xi_0 \) is taken equal to the initial value of the control parameters \( X_0 \); \( f_i \) is the objective function of each optimization subrange, including active power loss, outages from permissible voltage ranges and other constraints.

The cost of control action depends on such factors as residual resource of equipment, priority of using certain control action, minimum permissible time between operating by the same device.

Generally, the dynamic optimization algorithm is presented in Fig. 13.

![Fig. 13. Structure of dynamic optimization algorithm.](image)

As a method of local optimization used for each mode in the process of dynamic optimization, the L-BFGS-B method is used, which is quasi-Newtonian and
takes into account restrictions on control parameters [14 - 16].

Results of the optimal control:
- Constraints in the form of a voltage boundary (maximum and minimum) for each local controller.
- The control task for each local controller with the required time for its processing.
- Results of prediction.
- Optimization Results.
- Calculated values of residual resource of control devices.

7 Software implementation

The subsystem for optimal control of voltage and reactive power of EPS is developed based on the ANARES software [17]. This subsystem can be used both as part of an automatic voltage control system, and for other similar tasks. The structure of the embedded version of the optimal control subsystem is shown in Figure 14.

![Figure 14. Embedding version of subsystem for optimal control of EPS.](image)
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