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Abstract
Over the past few years, we have seen fundamental breakthroughs in core problems in machine learning, largely driven by advances in deep neural networks. At the same time, the amount of data collected in a wide array of scientific domains is dramatically increasing in both size and complexity. Taken together, this suggests many exciting opportunities for deep learning applications in scientific settings. But a significant challenge to this is simply knowing where to start. The sheer breadth and diversity of different deep learning techniques makes it difficult to determine what scientific problems might be most amenable to these methods, or which specific combination of methods might offer the most promising first approach. In this survey, we focus on addressing this central issue, providing an overview of many widely used deep learning models, spanning visual, sequential and graph structured data, associated tasks and different training methods, along with techniques to use deep learning with less data and better interpret these complex models — two central considerations for many scientific use cases. We also include overviews of the full design process, implementation tips, and links to a plethora of tutorials, research summaries and open-sourced deep learning pipelines and pretrained models, developed by the community. We hope that this survey will help accelerate the use of deep learning across different scientific domains.

1 Introduction
The past few years have witnessed extraordinary advances in machine learning using deep neural networks. Driven by the rapid increase in available data and computational resources, these neural network models and algorithms have seen remarkable developments, and are a staple technique in tackling fundamental tasks ranging from speech recognition [70, 167], to complex tasks in computer vision such as image classification, (instance) segmentation, action recognition [117, 78, 240], and central problems in natural language, including question answering, machine translation and summarization [186, 172, 233, 197]. Many of these fundamental tasks (with appropriate reformulation) are relevant to a much broader array of domains, and in particular have tremendous potential in aiding the investigation of central scientific questions.

However, a significant obstacle in beginning to use deep learning is simply knowing where to start. The vast research literature, coupled with the enormous number of underlying models, tasks and training methods makes it very difficult to identify which techniques might be most appropriate to try, or the best way to start implementing them.

The goal of this survey is to help address this central challenge. In particular, it has the following attributes:

\begin{itemize}
  \item The survey overviews a highly diverse set of deep learning concepts, from deep neural network models for varied data modalities (CNNs for visual data, graph neural networks, RNNs and Transformers for
\end{itemize}
sequential data) to the many different key tasks (image segmentation, super-resolution, sequence to sequence mappings and many others) to the multiple ways of training deep learning systems.

- But the explanation of these techniques is relatively high level and concise, to ensure the core ideas are accessible to a broad audience, and so that the entire survey can be read end to end easily.

- From the perspective of aiding scientific applications, the survey describes in detail (i) methods to use deep learning with less data (self-supervision, semi-supervised learning, and others) and (ii) techniques for interpretability and representation analysis (for going beyond predictive tasks). These are two exciting and rapidly developing research areas, and are also of particular significance to possible scientific use cases.

- The survey also focuses on helping quickly ramp up implementation, and in addition to overviews of the entire deep learning design process and a section on implementation tips (Section 9), the survey has a plethora of open-sourced code, research summaries and tutorial references developed by the community throughout the text, including a full section (Section 3) dedicated to this.

Who is this survey for? We hope this survey will be especially helpful for those with a basic understanding of machine learning, interested in (i) getting a comprehensive but accessible overview of many fundamental deep learning concepts and (ii) references and guidance in helping ramp up implementation. Beyond the core areas of deep learning, the survey focuses on methods to develop deep learning systems with less data, and techniques for interpreting these models, which we hope will be of particular use for those interested in applying these techniques in scientific problems. However, these topics and many others presented, along with the many code/tutorial/paper references may be helpful to anyone looking to learn about and implement deep learning.

1.1 Outline of Survey

The survey is structured as follows:

- Section 2 starts with some high level considerations for using deep learning. Specifically, we first discuss some template ways in which deep learning might be applied in scientific domains, followed by a general overview of the entire deep learning design process, and conclude with a brief discussion of other central machine learning techniques that may be better suited to some problems. The first part may be of particular interest to those considering scientific applications, while the latter two parts may be of general interest.

- Section 3 provides references to tutorials, open-sourced code model/algorithm implementations, and websites with research paper summaries, all developed by the deep learning community. This section should be very helpful for many readers and we encourage skimming through the links provided.

- Section 4 then overviews many of the standard tasks and models in deep learning, covering convolutional networks and their many uses, graph neural networks, sequence models (RNNs, Transformers) and the many associated sequence tasks.

- Section 5 looks at some key variants of the supervised learning training process, such as transfer learning, domain adaptation and multitask learning. These are central to many successful applications of deep learning.

- Section 6 considers ways to improve the data efficiency for developing deep neural network models, which has been a rapidly evolving area of research, and a core consideration for many applications, including scientific domains. It covers the many variants of self-supervision and semi-supervised learning, as well as data augmentation and data denoising.
Section 7 overviews advances in interpretability and representational analysis, a set of techniques focused on gaining insights into the internals of the end-to-end system: identifying important features in the data, understanding its effect on model outputs and discovering properties of model hidden representations. These are very important for many scientific problems which emphasise understanding over predictive accuracy, and may be of broader interest for e.g. aiding model debugging and preemptively identifying failure modes.

Section 8 provides a brief overview of more advanced deep learning methods, specifically generative modelling and reinforcement learning.

Section 9 concludes with some key implementation tips when putting together an end-to-end deep learning system, which we encourage a quick read through!

2 High Level Considerations for Deep Learning

In this section we first discuss some high level considerations for deep learning techniques. We start with overviews of template ways in which deep learning might be applied in scientific settings, followed by a discussion of the end-to-end design process and some brief highlights of alternate machine learning methods which may be more suited to some problems.

2.1 Templates for Deep Learning in Scientific Settings

What are the general ways in which we might apply deep learning techniques in scientific settings? At a very high level, we can offer a few templates of ways in which deep learning might be used in such problems:

(1) **Prediction Problems** Arguably the most straightforward way to apply deep learning is to use it to tackle important prediction problems: mapping inputs to predicted outputs. This predictive use case of deep learning is typically how it is also used in core problems in computing and machine learning. For example, the input might be a biopsy image, and the model must output a prediction of whether the imaged tissue shows signs of cancer. We can also think of this predictive use case as getting the model to learn a target function, in our example, mapping from input visual features to the cancer/no cancer output. Using deep learning in this way also encapsulates settings where the target function is very complex, with no mathematical closed form or logical set of rules that describe how to go from input to output. For instance, we might use a deep learning model to (black-box) simulate a complex process (e.g. climate modelling), that is very challenging to explicitly model [101].

(2) **From Predictions to Understanding** One fundamental difference between scientific questions and core machine learning problems is the emphasis in the former on understanding the underlying mechanisms. Oftentimes, outputting an accurate prediction alone is not enough. Instead, we want to gain interpretable insights into what properties of the data or the data generative process led to the observed prediction or outcome. To gain these kinds of insights, we can turn to interpretability and representation analysis methods in deep learning, which focus on determining how the neural network model makes a specific prediction. There has been significant work on both tools to understand what features of the input are most critical to the output prediction, as well as techniques to directly analyze the hidden representations of the neural network models, which can reveal important properties of the underlying data.

(3) **Complex Transformations of Input Data** In many scientific domains, the amount of generated data, particularly visual data (e.g. fluorescence microscopy, spatial sequencing, specimen videos [177, 97]) has grown dramatically, and there is an urgent need for efficient analysis and automated processing. Deep learning techniques, which are capable of many complex transformations of data, can be highly effective for such settings, for example, using a deep neural network based segmentation model to automatically
Figure 1: Schematic of a typical deep learning workflow. A typical development process for deep learning applications can be viewed as consisting of three sequential stages (i) data related steps (ii) the learning component (iii) validation and analysis. Each one of these stages has several substeps and techniques associated with it, also depicted in the figure. In the survey we will overview most techniques in the learning component, as well as some techniques in the data and validation stages. Note that while a natural sequence is to first complete steps in the data stage, followed by learning and then validation, standard development will likely result in multiple different iterations where the techniques used or choices made in one stage are revisited based off of results of a later stage.

identify the nuclei in images of cells, or a pose estimation system to rapidly label behaviors seen in videos of mice for neuroscience analysis.

2.2 Deep Learning Workflow

With these examples of templates for deep learning applications in science, we next look at the end to end workflow for designing a deep learning system. Figure 1 illustrates what a typical workflow might look like.

Having selected the overarching (predictive) problem of interest, we can broadly think of having three stages for designing and using the deep learning system: (i) data related steps, such as collection, labelling, preprocessing, visualization, etc (ii) learning focused steps, such as choice of deep neural network model, the task and method used to train the model (iii) validation and analysis steps, where performance evaluations are conducted on held out data, as well as analysis and interpretation of hidden representations and ablation studies of the overall methods.

These three stages are naturally sequential. However, almost all of the time, the first attempt at building an end-to-end deep learning system will result in some kind of failure mode. To address these, it is important to keep in mind the iterative nature of the design process, with results from the different stages informing the redesign and rerunning of other stages.

Figure 1 provides some examples of common iterations with the backward connecting arrows: (i) the Iterate (1) arrow, corresponding to iterations on the data collection process, e.g. having performed some data visualization, the labelling process for the raw instances might require adjusting — the first labelling mechanism might be too noisy, or not capture the objective of interest (ii) the Iterate (2) arrow, corresponding to iterations on the learning setup, due to e.g. deciding that a different task or method might be more appropriate, or decomposing the learning process into multiple steps — first performing self-supervision followed by supervised learning (iii) the Iterate (3) arrow, changing the data related steps based off of the results of the learning step (iv) the Iterate (4) arrow, redesigning the learning process informed by the
validation results e.g. finding out the model has overfit on the training data at validation and hence reducing training time or using a simpler model (v) the Iterate (5) arrow, adapting the data steps based off the validation/analysis results, e.g. finding that the model is relying on spurious attributes of the data, and improving data collection/curation to mitigate this.

Focus of Survey and Nomenclature In this survey, we provide a comprehensive overview of many of the techniques in the learning stage, along with some techniques (e.g. data augmentation, interpretability and representation analysis, Section 7) in the data and validation stages.

For the learning stage, we look at popular models, tasks and methods. By models (also sometimes referred to as architecture), we mean the actual structure of the deep neural network — how many layers, of what type, and how many neurons, etc. By tasks, we mean the kind of prediction problem, specifically, the type of input and output. For example, in an image classification task, the input consists of images and the output a probability distribution over a (discrete) set of different categories (called classes). By methods, we refer to the type of learning process used to train the system. For example, supervised learning is a very general learning process, consisting of the neural network being given data instances with corresponding labels, with the labels providing supervision.

Unlike different models and tasks, methods can be subsets of other methods. For example, self-supervision, a method where the neural network is trained on data instances and labels, but the labels automatically created from the data instance, can also be considered a type of supervised learning. This can be a little confusing! But it suffices to keep in mind the general notions of models, tasks and methods.

2.3 Deep Learning or Not?

As a final note before diving into the different deep learning techniques, when formulating a problem, it is important to consider whether deep learning provides the right set of tools to solve it. The powerful underlying neural network models offer many sophisticated functionalities, such learned complex image transforms. However, in many settings, deep learning may not be the best technique to start with or best suited to the problem. Below we very briefly overview some of the most ubiquitous machine learning methods, particularly in scientific contexts.

Dimensionality Reduction and Clustering In scientific settings, the ultimate goal of data analysis is often understanding — identifying the underlying mechanisms that give rise to patterns in the data. When this is the goal, dimensionality reduction, and/or clustering are simple (unsupervised) but highly effective methods to reveal hidden properties in the data. They are often very useful in the important first step of exploring and visualizing the data (even if more complex methods are applied later.)

Dimensionality Reduction: Dimensionality reduction methods are either linear, relying on a linear transformation to reduce data dimensionality, or non-linear, reducing dimensionality while approximately preserving the non-linear (manifold) structure of the data. Popular linear dimensionality reduction methods include PCA and non-negative matrix factorization, with some popular non-linear methods including t-SNE [141] and UMAP [148]. Most dimensionality reduction methods have high-quality implementations in packages like scikit-learn or on github, e.g. https://github.com/oreillymedia/t-SNE-tutorial or https://github.com/lmcinnes/umap.

Clustering: Often used in combination with dimensionality reduction, clustering methods provide a powerful, unsupervised way to identify similarities and differences across the data population. Commonly used clustering methods include k-means (particularly the k-means++ variant), Gaussian Mixture Models (GMMs), hierarchical clustering and spectral clustering. Like dimensionality reduction techniques, these clustering methods have robust implementations in packages like scikit-learn.
In Section 7.2.2, we discuss how dimensionality reduction and clustering can be used on the hidden representations of neural networks.

**Linear Regression, Logistic Regression (and variants!)** Arguably the most fundamental techniques for supervised problems like classification and regression, linear and logistic regression, and their variants (e.g. Lasso, Ridge Regression) may be particularly useful when there is limited data, and a clear set of (possibly preprocessed) features (such as in tabular data.) These methods also often provide a good way to sanity check the overarching problem formulation, and may be a good starting point to test out a very simple version of the full problem. Due to their simplicity, linear and logistic regression are highly interpretable, and provide straightforward ways to perform feature attribution.

**Decision Trees, Random Forests and Gradient Boosting** Another popular class of methods are decision trees, random forests and gradient boosting. These methods can also work with regression/classification tasks, and are well suited to model non-linear relations between the input features and output predictions. Random forests, which ensemble decision trees, can often be preferred to deep learning methods in settings where the data has a low signal-to-noise ratio. These methods can typically be less interpretable than linear/logistic regression, but recent work [160] has looked at developing software libraries [https://github.com/interpretml/interpret](https://github.com/interpretml/interpret) to address this challenge.

**Other Methods and Resources:** Both the aforementioned techniques and many other popular methods such as graphical models, Gaussian processes, Bayesian optimization are overviewed in detail in excellent course notes such as University of Toronto's Machine Learning Course or Stanford's CS229, detailed articles at [https://towardsdatascience.com/](https://towardsdatascience.com/) and even interactive textbooks such as [https://d2l.ai/index.html](https://d2l.ai/index.html) (called Dive into Deep Learning [267]) and [https://github.com/rasbt/python-machine-learning-book-2nd-edition](https://github.com/rasbt/python-machine-learning-book-2nd-edition).

3 Deep Learning Libraries and Resources

A remarkable aspect of advances in deep learning so far is the enormous number of resources developed and shared by the community. These range from tutorials, to overviews of research papers, to open sourced code. Throughout this survey, we will reference some of these materials in the topic specific sections, but we first list here a few general very useful frameworks and resources.

**Software Libraries for Deep Learning:** Arguably the two most popular code libraries for deep learning are PyTorch (with a high level API called Lightning) and TensorFlow (which also offers Keras as a high level API.) Developing and training deep neural network models critically relies on fast, parallelized matrix and tensor operations (sped up through the use of Graphical Processing Units) and performing automatic differentiation for computing gradients and optimization (known as autodiff.) Both PyTorch and TensorFlow offer these core utilities, as well as many other functions. Other frameworks include Chainer, ONNX, MXNET and JAX. Choosing the best framework has been the source of significant debate. For ramping up quickly, programming experiences closest to native Python, and being able to use many existing code repositories, PyTorch (or TensorFlow with the Keras API) may be two of the best choices.

**Tutorials:** (i) [https://course.fast.ai/](https://course.fast.ai/) fast.ai provides a free, coding-first course on the most important deep learning techniques as well as an intuitive and easy to use code library, [https://github.com/fastai/fastai](https://github.com/fastai/fastai), for model design and development. (ii) [https://towardsdatascience.com/](https://towardsdatascience.com/) contains some fantastic tutorials on almost every deep learning topic imaginable, crowd sourced from many contributors. (iii)
Many graduate deep learning courses have excellent videos and lecture notes available online, such as http://www.cs.toronto.edu/~rgrosse/courses/csc421_2019/ for Deep Learning and Neural Networks, or the more topic specific Stanford’s CS224N NLP with Deep Learning. A nice collection of some of these topic specific lectures is provided at https://github.com/Machine-Learning-Tokyo/AL_Curriculum. There are also some basic interactive deep learning courses online, such as https://github.com/leriomaggio/deep-learning-keras-tensorflow.

Research Overviews, Code, Discussion:  (i) https://paperswithcode.com/ This excellent site keeps track of new research papers and their corresponding opensourced code, trending directions and displays state of the art results (https://paperswithcode.com/sota) across many standard benchmarks. (ii) Discussion of deep learning research is very active on Twitter. http://www.arxiv-sanity.com/top keeps track of some of the top most discussed papers and comments. (iii) https://www.reddit.com/r/MachineLearning/ is also a good forum for research and general project discussion. (iv) https://www.paperdigest.org/conference-paper-digest/ contains snippets of all the papers in many different top machine learning conferences. (v) IPAM (Institute for Pure and Applied Mathematics) has a few programs e.g. https://www.ipam.ucla.edu/programs/workshops/new-deep-learning-techniques/?tab=schedule and https://www.ipam.ucla.edu/programs/workshops/deep-learning-and-medical-applications/?tab=schedule with videos overviewing deep learning applications in science.

Models, Training Code and Pretrained Models:  As we discuss later in the survey, publicly available models, training code and pretrained models are very useful for techniques such as transfer learning. There are many good sources of these, here are a few that are especially comprehensive and/or accessible:

(i) Pytorch and TensorFlow have a collection of pretrained models, found at https://github.com/tensorflow/models and https://pytorch.org/docs/stable/torchvision/models.html.

(ii) https://github.com/huggingface Hugging Face (yes, that really is the name), offers a huge collection of both pretrained neural networks and the code used to train them. Particularly impressive is their library of Transformer models, a one-stop-shop for sequential or language applications.

(iii) https://github.com/rasbt/deeplearning-models offers many standard neural network architectures, including multilayer perceptrons, convolutional neural networks, GANs and Recurrent Neural Networks.

(iv) https://github.com/hysts/pytorch_image_classification does a deep dive into image classification architectures, with training code, highly popular data augmentation techniques such as cutout, and careful speed and accuracy benchmarking. See their page for some object detection architectures also.

(v) https://github.com/openai/baselines provides implementations of many popular RL algorithms.

(vi) https://modelzoo.co/ is a little like paperswithcode, but for models, linking to implementations of neural network architectures for many different standard problems.

(vii) https://github.com/rusty1s/pytorch_geometric. Implementations and paper links for many graph neural network architectures.

Data Collection, Curation and Labelling Resources:  A crucial step in applying deep learning to a problem is collecting, curating and labelling data. This is a very important, time-intensive and often highly intricate task (e.g. labelling object boundaries in an image for segmentation.) Luckily, there are some resources and libraries to help with this, for example https://github.com/tzutalin/labelImg, https://github.com/wkentaro/labelme, https://rectlabel.com/ for images and https://github.com/doccano/doccano for text/sequential data.
Figure 2: The Supervised Learning process for training neural networks. The figure illustrates the supervised learning process for neural networks. Data instances (in this case images) and corresponding labels are collected. During the training step, the parameters of the neural network are optimized so that when input a data instance, the neural network outputs the corresponding label. During evaluation, the neural network is given unseen data instances as input, and if trained successfully, will output a meaningful label (prediction).

Visualization, Analysis and Compute Resources: When training deep neural network models, it is critical to visualize important metrics such as loss and accuracy while the model is training. Tensorboard https://www.tensorflow.org/tensorboard (which works with Pytorch and TensorFlow) is a very popular framework for doing this. Related is the colab effort https://colab.research.google.com/notebooks/welcome.ipynb, which, aside from providing a user-friendly, interactive way for model development and analysis (very similar to jupyter notebooks) also provides some (free!) compute resources.

4 Standard Neural Network Models and Tasks

In this section, we overview the standard neural network models and the kinds of tasks they can be used for, from convolutional networks for image predictions and transformations to transformer models for sequential data to graph neural networks for chemistry applications.

4.1 Supervised Learning

Before diving into the details of the different deep neural network models, it is useful to briefly discuss supervised learning, the most standard method to train these models. In the supervised learning framework, we are given data instances and an associated label for each data instance, i.e. (data instance, label) pairs. For example, the data instances might comprise of chest x-ray images, and the labels (one for each chest x-ray image) a binary yes/no to whether it shows the symptoms of pneumonia. Training the neural network model then consists of finding values for its parameters so that when it is fed in a data instance (chest x-ray) as input, it correctly outputs the corresponding label (yes/no on whether the chest x-ray has pneumonia.) To find these parameter values, we perform iterative optimization to guide the neural network parameters to appropriate values, using the given labels to provide supervision. Figure 2 shows a schematic of the supervised learning setup for deep learning.
Supervised learning is the most basic yet most critical method for training deep neural networks. As will be seen through the subsequent sections, there can be significant diversity in the kinds of (data, label) pairs used. Even in settings where clear (data, label) pairs are not possible to collect (Sections 6, 6.2), the training problem is often reformulated and recast into a supervised learning framework.

4.2 Multilayer Perceptrons

The first and most basic kind of deep neural network is the \textit{multilayer perceptron}. These models consist of a stack of fully connected layers (matrix multiplications) interleaved with a nonlinear transform. Despite their simplicity, they are useful for problems where the data might consist of a set of distinct, (possibly categorical) features, for example, tabular data. These models have more expressive power than logistic/linear regression, though those methods would be a good first step to try. One way to apply these models might be to first preprocess the data to compute the distinct set of features likely to be important, and use this as input. \url{https://github.com/rasbt/deeplearning-models} provides some implementations of some example multilayer perceptron architectures.

\textbf{Scientific Examples} One recent scientific example is given by the use of simple MLPs for pharmaceutical formulation [256], developing variants of a drug that is stable and safe for patient use.

4.3 Convolutional Neural Networks

These are arguably the most well known family of neural networks, and are very useful in working with any kind of image data. They are characterized by having convolutional layers, which allow the neural network to reuse parameters across different spatial locations of an image. This is a highly useful inductive bias for image data, and helping with efficiently learning good features, some, like Gabor filters, which correspond to traditional computer vision techniques. Convolutional neural networks (CNNs) have so many possible uses that we overview some of the most ubiquitous tasks separately below.

4.3.1 Image Classification

This is arguably the simplest and most well known application of convolutional neural networks. The model is given an input image, and wants to output a class — one of a (typically) mutually exclusive set of labels for that image. The earlier example, of mapping a chest x-ray image to a binary disease label, is precisely image classification.

Convolutional neural networks for image classification is an extremely common application of deep learning. There many different types of CNN models for classification: \textit{VGG} — a simple stack of convolutional layers followed by a fully connected layer [214], \textit{ResNets} — which are a family of convolutional networks of different sizes and depths and \textit{skip connections} [79], \textit{DenseNets} — another family of models where unlike standard neural networks, every layer in a "block" is connected to every other layer [94]. More recent, complex models include \textit{ResNeXt} [253] and recently \textit{EfficientNets}, which have separate scaling factors for network depth, width and the spatial resolution of the input image [223]. Tutorials, implementations and pretrained versions of many of these models can be found in the references given in Section 3.

\textbf{Scientific Examples:} Image classification has found many varied scientific applications, such as in analyzing cryoEM data [226] (with associated code \url{https://github.com/cramerlab/boxnet}). An especially large body of work has looked at \textit{medical imaging} uses of image classification, specifically, using CNNs to predict disease labels. Examples range from ophthalmology [72], radiology (2D x-rays and 3D CT scans) [258, 5, 185],
Figure 3: Differences between Image Classification, Object Detection, Semantic Segmentation and Instance Segmentation tasks. Image source [1] The figure illustrates the differences between classification, object detection, semantic segmentation and instance segmentation. In classification, the whole image gets a single label (balloons), while in object detection, each balloon is also localized with a bounding box. In semantic segmentation, all the pixels corresponding to balloon are identified, while in instance segmentation, each individual balloon is identified separately.

4.3.2 Object Detection

Image classification can be thought of as a global summary of the image. Object detection dives into some of the lower level details of the image, and looks at identifying and localizing different objects in the image. For example, given an input image of an outdoor scene having a dog, a person and a tree, object detection would look at both identifying the presence of the dog, person and tree and ‘circle their location’ in the image — specifically, put a bounding box around each of them. The supervised learning task is thus to take an input image and output the coordinates of these bounding boxes, as well as categorizing the kind of object they contain.

Like image classification, there are many high performing and well established convolutional architectures for object detection. Because of the intricacy of the output task, these models tend to be more complex with a backbone component (using an image classification model) and a region proposal component for bounding box proposals. But there are still many pretrained models available to download. One of the most successful early models was Faster R-CNN [192], which significantly sped up the slow bounding box proposal component. Since then there have been many improved models, including YOLOv3 [191], and most recently EfficientDets [224]. Arguably the most popular recent architecture however has been Mask R-CNN and its variants [78, 248]. Mask R-CNN performs some segmentation as well as object detection (see below). Besides some of the resources mentioned in Section 3, a good source of code and models is https://github.com/rbgirshick, one of the key authors in a long line of these object
detection models. (Note though that there are many other popular implementations, such as https://github.com/matterport/Mask_RCNN.) This in depth article towardsdatascience object detection Faster R-CNN offers a detailed tutorial on downloading, setting up and training an object detection model, including helpful pointers to data collection and annotation (the latter using https://rectlabel.com/.) Most recently the Detectron2 system https://github.com/facebookresearch/detectron2 builds on Mask R-CNN and offers many varied image task functionalities.

Scientific Examples: Object detection has also gained significant attention across different scientific applications. It has been used in many medical settings to localize features of interest, for example, tumor cells across different imaging modalities [125, 269] or fractures in radiology [199, 227].

4.3.3 Semantic Segmentation and Instance Segmentation

Segmentation dives into the lowest possible level of detail — categorizing every single image pixel. In semantic segmentation, we want to categorize pixels according to the high level group they belong to. For example, suppose we are given an image of a street, with a road, different vehicles, pedestrians, etc. We would like to determine if a pixel is part of any pedestrian, part of any vehicle or part of the road — i.e. label the image pixels as either pedestrian, vehicle or road. Instance segmentation is even more intricate, where not only do we want to categorize each pixel in this way, but do so separately for each instance (and provide instance specific bounding boxes like in object detection). The differences are illustrated in Figure 3 (sourced from [1].) Returning to the example of the image of the street, suppose the image has three pedestrians. In semantic segmentation, all of the pixels making up these three pedestrians would fall under the same category — pedestrian. In instance segmentation, these pixels would be further subdivided into those belonging to pedestrian one, pedestrian two or pedestrian three.

Because segmentation models must categorize every pixel, their output is not just a single class label, or a bounding box, but a full image. As a result, the neural network architectures for segmentation have a slightly different structure that helps them better preserve spatial information about the image. A highly popular and successful architecture, particularly for scientific applications, has been the U-net [196], which also has a 3d volumetric variant [33]. Other architectures include FCNs (Fully Convolutional Networks) [136], SegNet [9] and the more recent Object Contextual Representations [260]. A couple of nice surveys on semantic segmentation methods are given by towardsdatascience Semantic Segementation with Deep Learning and https://sergioskar.github.io/Semantic_Segmentation/.

For instance segmentation, Mask R-CNN [78] and its variants [248] have been extremely popular. This tutorial Mask R-CNN tutorial with code provides a step by step example application. The recent Detectron2 package [248] (https://github.com/facebookresearch/detectron2) also offers this functionality.

Scientific Examples: Out of all of the different types of imaging prediction problems, segmentation methods have been especially useful for (bio)medical applications. Examples include segmenting brain MR images [156, 236], identifying key regions of cells in different tissues [254, 217] and even studying bone structure [129].

4.3.4 Super-Resolution

Super resolution is a technique for transforming low resolution images to high resolution images. This problem has been tackled both using convolutional neural networks and supervised learning, as well as generative models.

Super resolution formally defined is an underdetermined problem, as there may be many possible high resolution mappings for a low resolution image. Traditional techniques imposed constraints such
as sparsity to find a solution. One of the first CNNs for super resolution, SRCNN [50] outlines the correspondences between sparse coding approaches and convolutional neural networks. More recently, Residual Dense Networks [270] have been a popular approach for super-resolution on standard benchmarks (with code available https://github.com/yulunzhang/RDN), as well as Predictive Filter Flow [114], (code: https://github.com/aimerykong/predictive-filter-flow) which has also looked at image denoising and deblurring. In some of the scientific applications below, U-nets have also been successful for super resolution.

Scientific Examples: Super resolution is arguably even more useful for scientific settings than standard natural image benchmarks. Two recent papers look at U-nets for super-resolution of fluorescence microscopy [245] (code: https://csbdeep.bioimagecomputing.com/) and electron microscopy [56]. Other examples include super resolution of chest CT scans [231] and Brain MRIs [31].

4.3.5 Image Registration

Image registration considers the problem of aligning two input images to each other. Particularly relevant to scientific applications, the two input images might be from different imaging modalities (e.g. a 3D scan and a 2D image), or mapping a moving image to a canonical template image (such as in MRIs.) The alignment enables better identification and analysis of features of interest.

The potential of image registration is primarily demonstrated through different scientific applications. At the heart of the technique is a convolutional neural network, often with an encoder-decoder structure (similar to the U-net [196]) to guide the alignment of two images. Note that while this underlying model is trained through supervised learning, many registration methods do not require explicit labels, using similarity functions and smoothness constraints to provide supervision. For example, [12] develop an unsupervised method to perform alignment for Brain MRIs. The code for this and several followup papers [13, 39] provides a helpful example for building off of and applying these methods https://github.com/voxelmorph/voxelmorph. Other useful resources include https://github.com/ankurhanda/gvnn (with corresponding paper [75]) a library for learning common parametric image transformations.

4.3.6 Pose Estimation

Pose estimation, and most popularly human pose estimation, studies the problem of predicting the pose of a human in a given image. In particular, a deep neural network model is trained to identify the location of the main joints, the keypoints (e.g. knees, elbows, head) of the person in the image. These predictions are combined with existing body models to get the full stick-figure-esque output summarizing the pose. (See Figure 4, sourced from [218], for an illustration.)

(2D) Human pose estimation is a core problem in computer vision with multiple benchmark datasets, and has seen numerous convolutional architectures developed to tackle it. Some of the earlier models include a multi-stage neural network introduced by [244], and a stacked hourglass model [158] that alternatingly combines high and low resolutions of the intermediate representations. More recently, HRNet [218], which keeps a high resolution representation throughout the model is a top performing architecture (code at https://github.com/leoxiaobin/deep-high-resolution-net.pytorch). Also of interest might be [24] provides an end-to-end system for multiperson pose detection in the corresponding code repository https://github.com/CMU-Perceptual-Computing-Lab/openpose.

Scientific Examples: Pose estimation has gained significant interest in neuroscience settings, where videos of animals are recorded, and automatically predicting poses in the image can help identify important behaviors. An example is given by [146, 147], with associated code http://www.mousemotorlab.org/deeplabcut.
The task of pose estimation, specifically multi-person 2D (human) pose-estimation is depicted in the figure. The neural network model predicts the positions of the main joints (keypoints), which are combined with a body model to get the stick-figure like approximations of pose overlaid on the multiple humans in the image. Variants of these techniques have been used to study animal behaviors in scientific settings.

4.3.7 Other Tasks with Convolutional Neural Networks

In the preceding sections, we have overviewed some of the most common tasks for which convolutional neural networks are used. However, there are many additional use cases of these models that we have not covered, including video prediction [57], action recognition [52] and style transfer [64]. We hope that the provided references and resources enable future investigation into some of these methods also.

4.4 Graph Neural Networks

Many datasets, such as (social) network data and chemical molecules have a graph structure to them, consisting of vertices connected by edges. An active area of research, graph neural networks, has looked at developing deep learning methods to work well with this kind of data. The input graph consists of nodes $v$ having some associated feature vector $h_v$, and sometimes edges $e_{uv}$ also having associated features $z_{e_{uv}}$. For example, nodes $v$ might correspond to different atoms, and the edges $e_{uv}$ to the different kinds of chemical bonds between atoms. At a high level, most graph neural networks compute useful information from the data by (i) using the feature vectors of the neighbors of each vertex $v$ to compute information on the input graph instance (ii) using this information to update the feature vector of $v$. This process, which respects the connectivity of the graph, is often applied iteratively, with the final output either at the vertex level (Are meaningful vertex feature vectors computed?) or at the level of the full input graph (Is some global property of the entire graph correctly identified?)

Application Characteristics Problems where the data has an inherent graph structure, and the goal is to learn some function on this graph structure — either at the per vertex level or a global property of the entire graph. There are also spatio-temporal graph neural networks — performing predictions on graph
structures evolving over time.

**Technical References**  Although most graph neural networks follow the high level structure of aggregating information from vertex neighbors and using this information to update feature vectors, there are many different architectural variants, with connections to other neural network models such as convolutional nets and recurrent models. Recent work has also looked at spatio-temporal graph networks for problems like action recognition in video [124]. A nice unification of many of the first popular methods, such as [53, 15, 127], is given by [67]. A more recent survey paper [250], provides an extremely comprehensive overview of the different kinds of architectures, problems, benchmark datasets and open source resources. Some useful code repositories include https://github.com/rusty1s/pytorch_geometric, https://github.com/deepmind/graph_nets and https://github.com/dmlc/dgl, which together cover most of the popular deep learning frameworks.

**Scientific Examples**  Graph neural networks have been very popular for several chemistry tasks, such as predicting molecular properties [53, 93, 67, 103], determining protein interfaces [60, 229] and even generating candidate molecules [41, 21]. A useful library for many of these chemistry tasks is https://github.com/deepchem, which also has an associated benchmark task [249]. A detailed tutorial of different graph neural networks and their use in molecule generation can be seen at https://www.youtube.com/watch?v=VXNjCAmb6Zw.

### 4.5 Neural Networks for Sequence Data

A very common attribute for data is to have a sequential structure. This might be frames in a video, amino acid sequences for a protein or words in a sentence. Developing neural network models to work with sequence data has been one of the most extensive areas of research in the past few years. A large fraction of this has been driven by progress on tasks in natural language processing, which focuses on getting computers to work with the language used by people to communicate. Two popular tasks in this area, which have seen significant advances, have been machine translation — developing deep learning models to translate from one language to another and question answering — taking as input a (short) piece of text and answering a question about it. In the following sections, we first overview some of the main NLP tasks that have driven forward sequence modelling and then the neural network models designed to solve these tasks.

#### 4.5.1 Language Modelling (Next Token Prediction)

Language modelling is a training method where the deep learning model takes as input the tokens of the sequence up to time/position $t$, and then uses these to predict token $t + 1$. This is in fact a self-supervised training method (see Section 6), where the data provides a natural set of labels without additional labelling needed. In the NLP context, the neural network is fed in a sequence of words, corresponding to a sentence or passage of text, and it tries to predict the next word. For example, given a sentence, "The cat sat on the roof", the network would first be given as input "The" and asked to predict "cat", then be fed in "The cat" and asked to predict "sat", and so on. (There are some additional details in implementation, but this is the high level idea.) Because of the easy availability of data/labels, and the ability to use language modelling at different levels — for words and even for characters, it has been a popular benchmark in natural language, and also for capturing sequence dependencies in scientific applications, such as protein function prediction [77, 80], and using the hidden representations as part of a larger pipeline for protein structure prediction in AlphaFold [205] (with opensourced code https://github.com/deepmind/deepmind-research/tree/master/alphafold_casp13.)
4.5.2 Sequence to Sequence

Another very popular task for sequence data is sequence to sequence — transforming one sequence to another. This is precisely the setup for machine translation, where the model gets an input sentence (sequence) in say English, and must translate it to German, which forms the output sentence (sequence). Some of the first papers framing this task and tackling it in this way are [10, 221, 234]. Sequence to sequence tasks typically rely on neural network models that have an encoder-decoder structure, with the encoder neural network taking in the input sequence and learning to extract the important features, which is then used by the decoder neural network to produce the target output. Figure 5(sourced from [267]) shows an example of this. This paradigm has also found some scientific applications as varied as biology [23] and energy forecasting [145]. Sequence to sequence models critically rely on a technique called attention, which we overview below. For more details on this task, we recommend looking at some of the tutorials and course notes highlighted in Section 3.

4.5.3 Question Answering

One other popular benchmark for sequence data has been question answering. Here, a neural network model is given a paragraph of text (as context) and a specific question to answer on this context as input. It must then output the part of the paragraph that answers the question. Some of the standard benchmarks for this task are [83, 186], with http://web.stanford.edu/class/cs224n/slides/cs224n-2019-lecture10-QA.pdf providing an excellent overview of the tasks and common methodologies. Question answering critically relies on the neural network model understanding the relevance and similarity of different sets of sequences (e.g. how relevant is this part of the context to the question of interest?). This general capability (with appropriate reformulation) has the potential to be broadly useful, both for determining similarity and relevance on other datasets, and for question answering in specialized domains [61].
Figure 6: Diagram of a Recurrent Neural Network model, specifically a LSTM (Long-Short Term Network). Image source [163] The figure illustrates an LSTM network, a type of Recurrent Neural Network. We see that the input $x_t$ at each timestep also inform the internal network state in the next timestep (hence a recurrent neural network) through a gating mechanism. This gating mechanism is called an LSTM, and consists of sigmoid and tanh functions, which transform and recombine the input for an updated internal state, and also emit an output. The mechanics of this gating process are shown in the middle cell of the figure.

4.5.4 Recurrent Neural Networks

Having seen some of the core tasks in deep learning for sequence data, these next few sections look at some of the key neural network models.

Recurrent neural networks (RNNs) were the first kind of deep learning model successfully used on many of the aforementioned tasks. Their distinguishing feature, compared to CNNs or MLPs (which are feedforward neural networks, mapping input straight to output), is that there are feedback connections, enabling e.g. the output at each timestep to become the input for the next timestep, and the preservation and modification of an internal state across timesteps. When RNNs are used for sequential data tasks, sequences are input token by token, with each token causing an update of the internal cell state of the RNN, and also making the RNN emit a token output. Note that this enables these models to work with variable length data — often a defining characteristic of sequence data. How the input is processed, cell state updated and output emitted are controlled by gating functions — see the technical references!

Application Characteristics: Problems where the data has a sequential nature (with different sequences of varying length), and prediction problems such as determining the next sequence token, transforming one sequence to another, or determining sequence similarities are important tasks.

Technical References: Research on sequence models and RNNs has evolved dramatically in just the past couple of years. The most successful and popular kind of RNN is a bi-LSTM with Attention, where LSTM (Long-Short Term Memory) [88] refers to the kind of gating function that controls updates in the network, bi refers to bidirectional (the neural network is run forwards and backwards on the sequence) and Attention is a very important technique that we overview separately below. (Some example papers [149, 150] and code resources https://github.com-salesforce-awd-lstm-lm.) This excellent post https://colah.github.io/posts/2015-08-Understanding-LSTMs/ provides a great overview of RNNs and LSTMs in detail. (Figure 6 shows a diagram from the post revealing the details of the gating mechanisms in LSTMs.) The post also describes a small variant of LSTMs, Gated Recurrent Units (GRUs) which are also popular in practice [127]. While RNNs (really bi-LSTMs) have been very successful, they are often tricky to develop and train, due to their recursiveness presenting challenges with optimization (the vanishing/exploding gradients problem [87, 170, 76]), with performing fast model training (due to generating targets token by token), and challenges learning long term sequential dependencies. A new type of feedforward neural network architecture, the Transformer (overviewed below), was proposed to alleviate the first two of these challenges.
Scientific Examples: RNNs have found several scientific applications for data with sequential structure, such as in genomics and proteomics [175, 132, 111].

4.5.5 Attention

A significant problem in using RNNs and working with sequential data is the difficulty in capturing long range dependencies. Long range dependencies are when tokens in the sequence that are very far apart from each other must be processed together to inform the correct output. RNNs process sequences in order, token by token, which means they must remember all of the important information from the earlier tokens until much later in the sequence — very challenging as the memory of these architectures is far from perfect. Attention [32, 11] is a very important technique that introduces shortcut connections to earlier tokens, which alleviates the necessity to remember important features for the duration of the entire sequence. Instead it provides a direct way to model long term dependencies — the neural network has the ability to look back and attend to what it deems relevant information (through learning) earlier in the input. A very nice overview of attention is provided by https://lilianweng.github.io/lil-log/2018/06/24/attention-attention.html. A variant of attention, self-attention, which can be used to help predictions on a single input sequence, is the core building block of Transformer models.

4.5.6 Transformers

While attention helped with challenges in long range dependencies, RNNs still remained slow to train and tricky to design (due to optimization challenges with vanishing/exploding gradients.) These challenges were inherent to their recurrent, token-by-token nature, prompting the proposal of a new feedforward neural network to work with sequential data, the Transformer [233], which critically relies on attentional mechanisms (the paper is in fact titled Attention is All you Need.) During training transformers take in the entire sequence as input all at once, but have positional embeddings that respects the sequential nature of the data. Transformers have been exceptionally popular, becoming the dominant approach to many natural language tasks and sequential tasks.
Application Characteristics: Problems where the data has a sequential nature and long range dependencies that need to be modelled. Given the large number of pretrained transformer models, they can also be very useful in settings where pretrained models on standard benchmarks can be quickly adapted to the target problem.

Technical References: The original transformer paper [233] provides a nice overview of the motivations and the neural network architecture. The model was designed with machine translation tasks in mind, and so consists of an encoder neural network and a decoder neural network. With transformers being adopted for tasks very different to machine translation, the encoder and decoder are often used in stand-alone fashions for different tasks — for example, the encoder alone is used for question answering, while the decoder is important for text generation. Two very accessible step by step tutorials on the transformer are The Annotated Transformer and The Illustrated Transformer. A nice example of some of the language modelling capabilities of this models is given by [180].

Since the development of the transformer, there has been considerable research looking at improving the training of these models, adjusting the self-attention mechanism and other variants. A very important result using the transformer has been BERT (Pretraining of deep Bi-directional Transformers for Language understanding) [43]. This paper demonstrates that performing transfer learning (see Section 5.1) using a transformer neural network can be extremely successful for many natural language tasks. (Some of the first papers showing the potential of transfer learning in this area were [92, 180], and since BERT, there have been followups which extend the model capabilities [257].) From a practical perspective, the development of transformers, BERT and transfer learning mean that there are many resources available online for getting hold of code and pretrained models. We refer to some of these in Section 3, but of particular note is https://github.com/huggingface/transformers which has an excellent library for transformer models. A good overview of BERT and transfer learning in NLP is given in http://jalammar.github.io/illustrated-bert/.

Scientific Examples: There have been several interesting examples of transformers used in scientific settings, such as training on protein sequences to find representations encoding meaningful biological properties [195], protein generation via language modelling [142], bioBERT [121] for text mining in biomedical data (with pretrained model and training code), embeddings of scientific text [18] (with code https://github.com/allenai/scibert) and medical question answering [237].

4.5.7 Other Tasks with Sequence Data

In the previous sections, we’ve given an overview of some of the important benchmark tasks for sequential data, and the types of deep learning models available to tackle them. As with convolutional networks, this is not a comprehensive overview, but hopefully thorough enough to help with generating ideas on possible applications and offering pointers to other useful related areas. A few other sequential data tasks that might be of interest are structured prediction, where the predicted output has some kind of structure, from tree structures (in e.g. parsing) [28, 246] to short, executable computer program structure [271] and summarization, where passages of text are summarized by a neural network [130, 273]. We’ll also discuss word embeddings later in the survey.

4.6 Section Summary

In this section, we have overviewed supervised learning, some of the core neural network models and the kinds of important tasks they can be used for. As previously discussed, these topics span an extremely large area of research, so there are some areas, e.g. deep neural networks for set structured data [262, 113], modelling different invariances — invariances to specified Lie groups for application to molecular property prediction [58], spherical invariances [35, 36] not covered. But we hope the material and references presented help inspire novel contributions to these very exciting and rapidly evolving research directions.
Figure 8: The **Transfer Learning process for deep neural networks**. Transfer learning is a two step process for training a deep neural network. Instead of initializing parameters randomly and directly training on the target task, we first perform a *pretraining* step, on some diverse, generic task. This results in the neural network parameters converging to a set of values, known as the *pretrained weights*. If the pretraining task is diverse enough, these pretrained weights will contain useful features that can be leveraged to learn the target task more efficiently. Starting from the pretrained weights, we then train the network on the target task, known as *finetuning*, giving us the final model.

## 5 Key (Supervised Learning) Methods

In the previous section we saw different kinds of neural network models, and the many different types of tasks they could be used for. To train the models for these tasks, we typically rely on the supervised learning methodology — optimize model parameters to correctly output given labels (the supervision) on a set of training data examples.

In more detail, the standard supervised learning method for deep neural networks consists of (i) collecting data instances (e.g, images) (ii) collecting *labels* for the data instances (e.g. is the image a cat or a dog) (iii) splitting the set of collected (data instance, label) into a training set, validation set and test set (iv) *randomly initializing* neural network parameters (iv) optimizing parameters so the network outputs the correct corresponding label given an input data instance on the training set (v) further tuning and validating on the validation and test sets.

In this section we overview methods that use variants of this process, for example initializing the neural network parameters differently or dealing with shifts between the training data and the test sets. In Section 6, we look at variants that reduce the dependence on collecting labels.

### 5.1 Transfer Learning

Through the preceding sections, we’ve made references to using *pretrained* models. This is in fact referring to a very important method for training deep neural networks, known as *transfer learning*. Transfer learning is a two step process for training a deep neural network model, a *pretraining* step, followed by a *finetuning* step, where the model in trained on the target task. More specifically, we take a neural network with parameters
randomly initialized, and first train it on a standard, generic task — the pretraining step. For example, in image based tasks, a common pretraining task is ImageNet [42], which is an image classification task on a large dataset of natural images. With an appropriate pretraining task that is generic and complex enough, the pretraining step allows the neural network to learn useful features, stored in its parameters, which can then be reused for the second step, finetuning. In finetuning, the pretrained neural network is further trained (with maybe some minor modifications to its output layer) on the true target task of interest. This process is illustrated in Figure 8. But being able to use the features it learned during pretraining often leads to boosts in performance and convergence speed of the target task, as well as needing less labelled data.

Because of these considerable benefits, transfer learning has been extraordinarily useful in many settings, particularly in computer vision [95], which had many early successful applications. As overviewed in Section 4.5.6, the recent development of models like ULMFiT [92] and especially BERT [43] has also made transfer learning extremely successful in natural language and sequential data settings, with recent work making the transfer learning process even more efficient [90, 201]. Most importantly, the ready availability of standard neural network architectures pretrained on standard benchmarks through many open sourced code repositories on GitHub (examples given in Section 3) has meant that downloading and finetuning a standard pretrained model has become the de-facto standard for most new deep learning applications.

Typically, performing transfer learning is an excellent way to start work on a new problem of interest. There is the benefit of using a well-tested, standard neural network architecture, aside from the knowledge reuse, stability and convergence boosts offered by pretrained weights. Note however that the precise effects of transfer learning are not yet fully understood, and an active research area [116, 184, 266, 159, 143, 181, 235] looks at investigating its exact properties. For transfer learning in vision [116, 266, 112] may be of particular interest for their large scale studies and pretraining recommendations.

5.2 Domain Adaptation

Related to transfer learning is the task of domain adaptation. In (unsupervised) domain adaptation, we have training data and labels in a source domain, but want to develop a deep learning model that will also work on a target domain, where the data instances may look different to those in the source domain, but the high level task is the same. For instance, our source domain may consist of images of handwritten digits (zero to nine) which we wish to classify as the correct number. But the target domain may have photographs of house numbers (from zero to nine), that we also wish to classify as the correct number. Domain adaptation techniques help build a model on the source domain that can also work (reasonably) well out-of-the-box on the shifted target domain.

The most dominant approach to domain adaptation in deep learning is to build a model that can (i) perform well on the source domain task, and (ii) learns features that are as invariant to the domain shift as possible. This is achieved through jointly optimizing for both of these goals. Returning to our example on handwritten digits and house number photographs, (i) corresponds to the standard supervised learning classification problem of doing well on the (source) task of identifying handwritten digits correctly while (ii) is more subtle, and typically involves explicitly optimizing for the hidden layer representations of handwritten digits and house number photographs to look the same as each other — domain invariance. Some popular ways to implement this include gradient reversal [62], minimizing a distance function on the hidden representations [137], and even adversarial training [63, 211]. More recently, [219] look at using self-supervision (see Section 6) to jointly train on the source and target domains, enabling better adaptation.

Other approaches to domain adaptation include translating data instances from the source to the target domain, and bootstrapping/co-training approaches (see Section 6.2). Some of these methods are overviewed in tutorials such as Deep Domain Adaptation in Computer Vision.
5.3 Multitask Learning

In many supervised learning applications, ranging from machine translation [2] to scientific settings [187, 176], neural networks are trained in a multitask way – predicting several different outputs for a single input. For example, in image classification, given an input medical image, we might train the network not only to predict a disease of interest, but patient age, history of other related disease, etc. This often has beneficial effects even if there is only one prediction of interest, as it provides the neural network with useful additional feedback that can guide it in learning the most important data features. (This can be so useful that sometimes auxiliary prediction targets are defined solely for this purpose.) Additionally, the prediction of multiple targets can mean that more data is available to train the model (only a subset of the data has the target labels of interest, but many more data instances have other auxiliary labels.) The most extreme version of this is to simultaneously train on two entirely different datasets. For example, instead of performing a pretraining/finetuning step, the model could be trained on both ImageNet and a medical imaging dataset at the same time.

Multitask learning is usually implemented in practice by giving the neural network multiple heads. The head of a neural network refers to its output layer, and a neural network with multiple heads has one head for each predictive task (e.g. one head for predicting age, one for predicting the disease of interest) but shares all of the other features and parameters, across these different predictive tasks. This is where the benefit of multitask learning comes from — the shared features, which comprise of most of the network, get many different sources of feedback. Implementing multitask learning often also requires careful choice of the way to weight the training objectives for these different tasks. A nice survey of some popular methods for multitask learning is given by https://ruder.io/multi-task/index.html#fn4, and a tutorial on some of the important considerations in http://hazyresearch.stanford.edu/multi-task-learning. One package for implementing multitask learning is found in https://github.com/SenWu/emmental and step-by-step example with code excerpts in towardsdatascience Multitask Learning: teach your AI more to make it better.

5.4 Weak Supervision (Distant Supervision)

Suppose it is very difficult to collect high quality labels for the target task of interest, and neither is there an existing, standard, related dataset and corresponding pretrained model to perform transfer learning from. How might one provide the deep learning model with enough supervision during the training process? While high quality labels might be hard to obtain, noisy labels might be relatively easy to collect. Weak supervision refers to the method of training a model on a dataset with these noisy labels (typically for future finetuning), where the noisy labels are often generated in an automatic process.

In computer vision (image based) tasks, some examples are: taking an image level label (for classification) and automatically inferring pixel level labels for segmentation [171], clustering hidden representations computed by a pretrained network as pseudo-labels [255], or taking Instagram tags as labels [143] for pretraining. In language tasks, examples are given by [153, 89, 264], which provide noisy supervision by assuming all sentences mentioning two entities of interest express a particular relation (also known as distant supervision). A nice overview of weak supervision and its connection to other areas is given in https://hazyresearch.github.io/snorkel/blog/ws_blog_post.html, with a related post looking specifically at medical and scientific applications http://hazyresearch.stanford.edu/ws4science.

5.5 Section Summary

In this section, we have overviewed some of the central supervised learning based methodologies for developing deep learning models. This is just a sampling of the broad collection of existing methods, and again, we hope that the descriptions and references will help facilitate further exploration of other approaches. One method not covered that might be of particular interest is multimodal learning, where neural networks are
Figure 9: Training neural networks with Self-Supervision. The figure illustrates one example of a self-supervision setup. In self-supervision, we typically have a collection of unlabelled data instances, in this case images. We define a pretext task, that will automatically generate labels for the data instances. In this case, the pretext task is rotation — we randomly rotate the images by some amount and label them by the degree of rotation. During training, the neural network is given this rotated image and must predict the degree of rotation. Doing so also requires the neural network learn useful hidden representations of the image data in general, so after training with self-supervision, this neural network can then be successfully and efficiently finetuned on a downstream task.

Simultaneously trained on data from different modalities, such as images and text [139, 238, 102]. Multimodal learning also provides a good example of the fact that it is often difficult to precisely categorize deep learning techniques as only being useful for a specific task or training regime. For example, we looked at language modelling for sequence tasks in this supervised learning section, but language modelling is also an example of self-supervision (Section 6) and generative models (Section 8.1). There are many rich combinations of the outlined methods in both this section and subsequent sections, which can prove very useful in the development of an end to end system.

6 Doing More with Less Data

Supervised learning methods, and specific variants such as transfer learning and multitask learning have been highly successful in training deep neural network models. However, a significant limitation to their use, and thus the use of deep learning, is the dependence on large amounts of labelled data. In many specialized domains, such as medicine, collecting a large number of high quality, reliable labels can be prohibitively expensive.

Luckily, in just the past few years, we’ve seen remarkable advances in methods that reduce this dependence, particularly self-supervision and semi-supervised learning. These approaches still follow the paradigm of training a neural network to map raw data instances to a specified label, but critically, these labels are not collected separately, but automatically defined via a pretext task. For example, we might take a dataset of images, rotate some of them, and then define the label as the degree of rotation, which is the prediction target for the neural network. This enables the use of unlabelled data in training the deep neural network. In
this section, we cover both self-supervision and semi-supervised learning as well as other methods such as data augmentation and denoising, all of which enable us to do more with less data.

6.1 Self-Supervised Learning

In self-supervision, a pretext task is defined such that labels can be automatically calculated directly from the raw data instances. For example, on images, we could rotate the image by some amount, label it by how much it was rotated, and train a neural network to predict the degree of rotation [66] — this setup is illustrated in Figure 9. This pretext task is defined without needing any labelling effort, but can be used to teach the network good representations. These representations can then be used as is or maybe with a little additional data for downstream problems. Arguably the biggest success of self-supervision has been language modelling for sequential data and specifically natural language problems, which we overviewed in Section 4.5.1. Below we outline some of the most popular and successful self-supervision examples for both image and sequential data. (A comprehensive list of self-supervision methods can also be found on this page https://github.com/jason718/awesome-self-supervised-learning.)

6.1.1 Self-Supervised Learning for Images

A recent, popular and simple self-supervised task for images is to predict image rotations [66]. Each image instance is transformed with one of four possible rotations and the deep learning model must classify the rotation correctly. Despite its simplicity, multiple studies have shown its success in learning good representations [266, 265, 112]. Another popular method examined in those studies is exemplar [51], which proposes a self-supervision task relying on invariance to image transformations. For example, we might take a source image of a cat, and perform a sequence of transformations, such as rotation, adjusting contrast, flipping the image horizontally, etc. We get multiple images of the cat by choosing many such sequences, and train the neural network to recognize these all as the same image.

Other methods look at using image patches as context to learn about the global image structure and important features. For example, [48] defines a pretext task where the relative locations of pairs of image patches must be determined, while [161] teaches a neural network to solve jigsaw puzzles. This latter task has been shown to be effective at large scales [69], with nice implementations and benchmarking provided by https://github.com/facebookresearch/fair_self_supervision_benchmark. A recent line of work has looked at using mutual information inspired metrics as a way to provide supervision on the relatedness of different image patches [84, 169, 7, 154], but these may be more intricate to implement. Many of these mutual information based metrics also rely on contrastive losses [30], which, at a high level, provides supervision to the network by making representations of a pair of similar inputs more similar than representations of a pair of different inputs. Very recently, a new self-supervision method, SimCLR [29], uses this to achieve high performance (one implementation at https://github.com/sthalles/SimCLR.)

Note that some of the image registration examples given in Section 4.3.5 are also examples of self-supervised learning, where some kind of domain specific similarity function can be automatically computed to assess the quality of the output. Such approaches may be relevant to other domains, and are useful to explore. A great set of open-sourced implementations of many of self-supervision methods is provided by https://github.com/google/revisiting-self-supervised.

6.1.2 Self-Supervised Learning for Sequential (Natural Language) Data

While research on self-supervision techniques for images has been extremely active, the strongest successes of this framework have arguably been with sequential data, particularly text and natural language. The sequential structure immediately gives rise to effective self-supervision pretext tasks. Two dominant classes of pretext tasks operate by either (i) using neighboring tokens of the sequence as input context for predicting a
target token (ii) taking in all tokens up to a particular position and predicting the next token. The latter of these is language modelling, which was overviewed in Section 4.5.1. The former is the principle behind word embeddings.

Word embeddings have been critical to solving many natural language problems. Before the recent successes of full fledged transfer learning in language (Section 5.1) this simple self-supervised paradigm was where knowledge reuse was concentrated, and formed a highly important component of any deep learning system for natural language (sequential) data. From a scientific perspective, learning word embeddings for sequential data has the potential to identify previously unknown similarities in the data instances. It has already found interesting uses in aiding with the automatic analysis of scientific texts, such as drug name recognition systems [131], biomedical named entity recognition [73], identifying important concepts in materials science [230] and even detecting chemical-protein interactions [37].

The key fundamental ideas of word embeddings are captured in the word2vec framework [152, 151], the original framework relying on either a Continuous-Bag-of-Words (CBOW) neural network or a Skip-Gram neural network. Actually, both of these models are less neural networks and more two simple matrix multiplications, with the first matrix acting as a projection, and giving the desired embedding. In CBOW, the context — defined as the neighborhood words — are input, and the model must correctly identify the target output word. In Skip-Gram, this is reversed, with the center word being input, and the context being predicted. For example, given a sentence "There is a cat on the roof", with the target word being cat, CBOW would take in the vector representations of (There, is, a, on, the, roof) and output "cat", while Skip-Gram would roughly swap the inputs and outputs. The simplicity of these methods may make them more suitable for many tasks compared to language modelling. Two nice overviews of the these methods are given by Introduction to Word Embeddings and word2vec, and https://ruder.io/word-embeddings-1/. Other embedding methods include [173, 123].

6.1.3 Self-Supervision Summary

In this section we have outlined many of the interesting developments in self-supervised learning, a very successful way to make use of unlabelled data to learn meaningful representations, either for analysis or other downstream tasks. Self-supervision can be effectively used along with other techniques. For example, in the language modelling application, we saw it used for transfer learning (Section 5.1), where a deep learning model is first pretrained using the language modelling self supervision objective, and then finetuned on the target task of interest. In the following section, we will other ways of combining self-supervision with labelled data.

6.2 Semi-Supervised Learning

While collecting large labelled datasets can be prohibitively expensive, it is often possible to collect a smaller amount of labelled data. When assembling a brand new dataset, a typical situation is having a small amount of labelled data and a (sometimes significantly) larger number of data instances with no labels. Semi-supervised learning looks at precisely this setting, proposing techniques that enable effective learning on labelled and unlabelled data. Below we overview some of the popular methods for semi-supervised learning.

6.2.1 Self-Supervision with Semi-Supervised Learning

Following on from the previous section, one natural way to make use of the unlabelled data is to use a self-supervised pretext task. To combine this with the labelled data, we can design a neural network that has two different outputs heads (exactly as in multitask learning, see Section 5.3), with one output head being used for the labelled data, and the other for the self-supervised objective on the unlabelled data. Importantly,
this means that the features learned by the neural network are shared between the labelled and unlabelled data, leading to better representations. This simple approach has been shown to be very effective [266, 265].

6.2.2 Self-Training (Bootstrapping)

Self-training, sometimes also referred to as bootstrapping or pseudo-labels, is an iterative method where a deep neural network is first developed in a supervised fashion on the labelled data. This neural network is then used to provide (pseudo) labels to the unlabelled data, which can then be used in conjunction with the labelled data to train a new, more accurate neural network. This approach often works well and can even be repeated to get further improvements. There are a couple of common details in implementation — often when adding the neural network pseudo-labelled data, we only keep the most confidently pseudo-labelled examples. These pseudo-labelled examples may also be used for training with a different objective function compared to the labelled data. One of the early papers proposing this method was [120], with a more recent paper [252] demonstrating significant successes at large scale. Other variants, including mean teacher [225], temporal ensembling [119] and the recent MixMatch [19] also primarily use the self-training approach, but incorporate elements of consistency (see below). There are nice open sourced implementations of these methods, such as https://github.com/CuriousAI/mean-teacher for mean teacher and https://github.com/google-research/mixmatch and https://github.com/YU1ut/MixMatch-pytorch for MixMatch.

6.2.3 Enforcing Consistency (Smoothness)

An important theme in many semi-supervised methods has been to provide supervision on the unlabelled data through enforcing consistency. If a human was given two images A and B, where B was a slightly perturbed version of A (maybe blurred, maybe some pixels obscured or blacked out), they would give these images the same label — consistency. We can also apply this principle to provide feedback to our neural network on the unlabelled data, combining it with the labelled data predictions as in multitask learning (Section 5.3) to form a semi-supervised learning algorithm. A popular method on enforcing consistency is virtual adversarial training [155], which enforces consistency across carefully chosen image perturbations. Another paper, unsupervised data augmentation [251], uses standard data augmentation techniques such as cutout [44] for images and back translation for text [206] to perturb images and enforces consistency across them. [265] uses consistency constraints along with other semi-supervised and self-supervised techniques in its full algorithm.

6.2.4 Co-training

Another way to provide feedback on unlabelled data is to train two (many) neural network models, each on a different view of the raw data. For example, with text data, each model might see a different part of the input sentence. These models can then be given feedback to be maximally consistent with each other, or with a different model which sees all of the data, or even used for self-training, with each different model providing pseudo labels on the instances it is most confident on. This post https://ruder.io/semi-supervised/ gives a nice overview of different co-training schemes, and [34, 179, 74] are some recent papers implementing this in text and images.

6.2.5 Semi-Supervised Learning Summary

Semi-supervised learning is a powerful way to reduce the need for labelled data and can significantly boost the efficacy of deep learning models. Semi-supervised learning can be applied in any situation where a meaningful task can be created on the unlabelled data. In this section we have overviewed some natural ways to define such tasks, but there may be many creative alternatives depending on the domain of interest. We hope the references will provide a helpful starting point for implementation and further exploration!
Figure 10: An illustration of the Mixup data augmentation technique. Image source [40] The figure provides an example of the Mixup data augmentation method — an image of a cat and an image of a dog are linearly combined, with 0.4 weight on the cat and 0.6 weight on the dog, to give a new input image shown in the bottom with a smoothed label of 0.4 weight on cat and 0.6 weight on dog. Mixup has been a very popular and successful data augmentation method for image tasks.

6.3 Data Augmentation

As depicted in Figure 1, data augmentation is an important part of the deep learning workflow. Data augmentation refers to the process of artificially increasing the size and diversity of the training data by applying a variety of transformations to the raw data instances. For example, if the raw instances were to consist of images, we might artificially pad out the image borders and then perform an off center (random) crop to give us the final augmented image instance. Aside from increasing the size and diversity of the data, data augmentation offers the additional benefit of encouraging the neural network to be robust to certain kinds of common transformations of data instances. In this section, we overview some of the most popular data augmentation techniques for image and sequential data. These techniques will typically already be part of many open sourced deep learning pipelines, or easy to invoke in any mainstream deep learning software package. There are also some specific libraries written for augmentations, for example, imgaug https://github.com/aleju/imaug, nlpaug https://github.com/makcedward/nlpaug and albumentations https://github.com/albumentations-team/albumentations.

6.3.1 Data Augmentation for Image Data

Simple augmentations for image data consider transformations such as horizontal flips or random crops (padding the image borders and taking an off center crop.) Inspired by these simple methods are two very successful image augmentation strategies, cutout [44], which removes a patch from the input image, and RICAP [222], which combines patches from four different input image to create a new image (with new label a combination of the original labels.) This somewhat surprising latter technique of combining images has in fact shown to be very successful in mixup [268], another data augmentation strategy where linear combinations of images (instead of patches) are used. (This strategy has also been combined with cutout in the recently proposed cutmix augmentation strategy [261], with code https://github.com/clovaai/CutMix-PyTorch.)

Other useful augmentation strategies include TANDA [188] which learns a model to compose data augmentations, the related randaugment [38], choosing a random subset of different possible augmentations, population based augmentation [85] which randomly searches over different augmentation policies, [91]
applying color distortions to the image and the recently proposed \textit{augmix} \cite{82} (code \url{https://github.com/google-research/augmix}.)

### 6.3.2 Data Augmentation for Sequence Data

Data augmentation for sequential data typically falls into either (i) directly modifying the input sequence, or (ii) in the case of sequence to sequence tasks (Section 4.5.2), increasing the number of input-output sequences through noisy translation with the neural network. When directly modifying the input sequence, common perturbations include randomly deleting a sequence token (comparable to the masking approach used in \cite{43}), swapping sets of sequence tokens, and replacing a token with its synonym. This latter strategy is usually guided by word embeddings \cite{239} or contextualized word embeddings \cite{110}. Examples of combining these transformations are given by \cite{243, 98}, with code repositories such as \url{https://github.com/makcedward/nlpaug} providing some simple implementations.

The other dominant approach to data augmentation of sequences is using sequence-to-sequence models to generate new data instances, known as back-translation \cite{206, 54}. Concretely, suppose we have a model to translate from English sequences to German sequences. We can take the output German sequence and use existing tools/noisy heuristics to translate it back to English. This gives us an additional English-German sequence pair.

### 6.4 Data (Image) Denoising

When measuring and collecting high dimensional data, noise can easily be introduced to the raw instances, be they images or single-cell data. As a result there has been significant interest and development of deep learning techniques to denoise the data. Many of these recent methods work even without paired noisy and clean data samples, and many be applicable in a broad range of settings. For instance, \textit{Noise2Noise} \cite{122} uses a \textit{U-net} neural network architecture to denoise images given multiple noisy copies. The recent \textit{Noise2Self} \cite{14} (with code: \url{https://github.com/czbiohub/noise2self}) frames denoising as a self-supervision problem, using different subsets of features (with assumed independent noise properties) to perform denoising, applying it to both images as well as other high dimensional data.

### 7 Interpretability, Model Inspection and Representation Analysis

Many standard applications of deep learning (and machine learning more broadly) focus on \textit{prediction} — learning to output specific target values given an input. Scientific applications, on the other hand, are often focused on \textit{understanding} — identifying underlying mechanisms giving rise to observed patterns in the data. When applying deep learning in scientific settings, we can use these observed phenomena as prediction targets, but the ultimate goal remains to understand what attributes give rise to these observations. For example, the core scientific question might be on how certain amino acid sequences (encoding a protein) give rise to particular kinds of protein function. While we might frame this as a prediction problem, training a deep neural network to take as input an amino acid sequence and output the predicted properties of the protein, we would ideally like to understand how that amino acid sequence resulted in the observed protein function.

To answer these kinds of questions, we can turn to \textit{interpretability} techniques. Interpretability methods are sometimes equated to a fully understandable, step-by-step explanation of the model’s decision process. Such detailed insights can often be intractable, especially for complex deep neural network models. Instead, research in interpretability focuses on a much broader suite of techniques that can provide insights ranging from (rough) \textit{feature attributions} — determining what input features matter the most, to \textit{model inspection} — determining what causes certain neurons in the network to fire. In fact, these two examples also provide a rough split in the type of interpretability method.
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Figure 11: The output of SmoothGrad, a type of saliency map. Image source [215] The figure shows the original input image (left), raw gradients (middle), which are often too noisy for reliable feature attributions, and SmoothGrad (right), a type of saliency map that averages over perturbations to produce a more coherent feature attribution visualization the input. In particular, we can clearly see that the monument in the picture is important for the model output.

One large set of methods (which we refer to as Feature Attribution and Per Example Interpretability) concentrates on taking a specific input along with a trained deep neural network, and determining what features of the input are most important. The other broad class of techniques looks at taking a trained model, and a set of inputs, to determine what different parts of the network have learned (referred to as Model Inspection and Representational Analysis). This latter set of methods can be very useful in revealing important, hidden patterns in the data that the model has implicitly learned through being trained on the predictive task. For example, in [118], which looks at machine translation, representation analysis techniques are used to illustrate latent linguistic structure learned by the model. We overview both sets of methods below.

7.1 Feature Attribution and Per Example Interpretability

We start off by overviewing some of the popular techniques used to provide feature attribution at a per example level, answering questions such as which parts of an input image are most important for a particular model prediction. These techniques can be further subcategorized as follows:

7.1.1 Saliency Maps and Input Masks

At a high level, saliency maps take the gradient of the output prediction with respect to the input. This gives a mask over the input, highlighting which regions have large gradients (most important for the prediction) and which have smaller gradients. First introduced by [213], there are many variants of saliency maps, such as Grad-CAM [204], SmoothGrad [215], IntGrad [220], which make the resulting feature attributions more robust. These and other methods are implemented in https://github.com/PAIR-code/saliency. Note that while these methods can be extremely useful, their predictions are not perfect [105], and must be validated further.

Closely related to these saliency methods is [166], which provides the ability to inspect the kinds of features causing neurons across different hidden layers to fire. The full, interactive paper can be read at https://distill.pub/2018/building-blocks/ with code and tutorials available at https://github.com/tensorflow/lucid.

Many other techniques look at computing some kind of input mask, several of them using deconvolutional layers, first proposed by [263] and built on by [106] and [20]. Other work looks at directly optimizing to find a sparse mask that will highlight the most important input features [59] (with associated code https://github.com/jacobgil/pytorch-explain-black-box) or finding such a mask through an iterative
Figure 12: Visualization of the kinds of features hidden neurons have learned to detect. Image source [165] This figure, from [165], illustrates the result of optimizing inputs to show what features hidden neurons have learned to recognize. In this example, the hidden neuron has learned to detect (especially) soccer balls, tennis balls, baseballs, and even the legs of soccer players.

algorithm [25].

7.1.2 Feature Ablations and Perturbations

Related to some of masking approaches above, but with enough differences to categorize separately are several methods that isolate the crucial features of the input either by performing feature ablations or computing perturbations of the input and using these perturbations along with the original input to inform the importance of different features.

Arguably the most well known of the ablation based approaches is the notion of a Shapely value, first introduced in [207]. This estimates the importance of a particular feature $x_0$ in the input by computing the predictive power of a subset of input features containing $x_0$ and averaging over all possible such subsets. While Shapely values may be expensive to compute naively for deep learning, follow on work [140] has proposed more efficient (and expressive) variants, with highly popular opensourced implementation: https://github.com/slundberg/shap.

The shap opensourced implementation above also unifies some related approaches that use perturbations to estimate feature values. One such approach is LIME [194], which uses multiple local perturbations to enable learning an interpretable local model. Another is DeepLIFT, which uses a reference input to compare activation differences [210], and yet another approach, Layer-wise Relevance Propagation [6] looks at computing relevance scores in a layerwise manner.

Other work performing ablations to estimate feature importance includes [275] (with code https://github.com/lmzintgraf/DeepVis-PredDiff), while [59], described in Section 7.1.1 has elements of using input perturbations.

7.2 Model Inspection and Representational Analysis

In this second class of interpretability methods, the focus is on gaining insights not at a single input example level, but using a set of examples (sometimes implicitly through the trained network) to understand the salient properties of the data. We overview some different approaches below.

7.2.1 Probing and Activating Hidden Neurons

A large class of interpretability methods looks at either (i) probing hidden neurons in the neural network — understanding what kinds of inputs it activates for (ii) directly optimizing the input to activate a hidden neuron. Both of these techniques can provide useful insights into what the neural network has chosen to pay attention to, which in turn corresponds to important properties of the data.
In work on analyzing multilingual translation systems [118], representational analysis techniques are used to compute similarity of neural network (Transformer) hidden representations across different languages. Performing clustering on the result reveals grouping of different language representations (each language a point on the plot) according to language families, which affect linguistic structure. Importantly, this analysis uses the neural network to identify key properties of the underlying data, a mode of investigation that might be very useful in scientific domains.

Several papers falls into the probing category [259, 272], with an especially thorough study given by Network Dissection [17]. Here here hidden neurons are categorized by the kinds of features they respond to. The paper website http://netdissect.csail.mit.edu/ contains method details as well as links to the code and data.

The other broad category of methods take a neural network, fix its parameters, and optimize the input to find the kinds of features that makes some hidden neuron activate. There are several papers using this approach, but of particular note is Feature Visualization [165], with an interactive article and code at: https://distill.pub/2017/feature-visualization/. Followup work, Activation Atlases [26] (with page https://distill.pub/2019/activation-atlas/), does this across many different concepts, providing a full mapping of the features learned by the neural network. More recently [164] has used this as a building block to further understand how certain computations are performed in a neural network. Also related is [104], which looks at finding linear combinations of hidden neurons that correspond to interpretable concepts.

7.2.2 Dimensionality Reduction on Neural Network Hidden Representations

In many standard scientific settings, e.g. analyzing single cell data, dimensionality reduction methods such as PCA, t-SNE [141], UMAP [148] are very useful in revealing important factors of variation and critical differences in the data subpopulations e.g. tumor cells vs healthy cells. Such methods can also be used on the hidden activations (over some input dataset) of a neural network. Through the process of being trained on some predictive task, the neural network may implicitly learn these important data attributes in its hidden representations, which can then be extracted through dimensionality reduction methods.
7.2.3 Representational Comparisons and Similarity

Related to more standard approaches of dimensionality reduction and clustering, a line of work has studied comparing hidden representations across different neural network models. Early work applied matching algorithms [126] with follow on approaches using canonical correlation analysis [183, 157] (with associated code https://github.com/google/svcca.) This latter approach has been used to identify and understand many representational properties in natural language applications [118, 16, 235] and even in modelling the mouse visual cortex as an artificial neural network [208]. Another recent technique uses a kernel based approach to perform similarity comparisons [115] (with code https://colab.sandbox.google.com/github/google-research/google-research/blob/master/representation_similarity/Demo.ipynb.)

7.3 Technical References

The preceding sections contain many useful pointers to techniques and associated open sourced code references. One additional reference of general interest may be https://christophm.github.io/interpretable-ml-book/ a fully open sourced book on interpretable machine learning. This focuses slightly more on more traditional interpretability methods, but has useful overlap with some of the techniques presented above and may suggest promising open directions.

8 Advanced Deep Learning Methods

The methods and tasks overviewed in the survey so far — supervised learning, fundamental neural network architectures (and their many different tasks), different paradigms like transfer learning as well as ways to reduce labelled data dependence such as self-supervision and semi-supervised learning — are an excellent set of first approaches for any problem amenable to deep learning. In most such problems, these approaches will also suffice in finding a good solution.

Occasionally however, it might be useful to turn to more advanced methods in deep learning, specifically generative models and reinforcement learning. We term these methods advanced as they are often more intricate to implement, and may require specific properties of the problem to be useful, for example an excellent environment model/simulator for reinforcement learning. We provide a brief overview of these methods below.

8.1 Generative Models

At a high level, generative modelling has two fundamental goals. Firstly, it seeks to model and enable sampling from high dimensional data distributions, such as natural images. Secondly, it looks to learn low(er) dimensional latent encodings of the data that capture key properties of interest.

To achieve the first goal, generative models take samples of the high dimensional distribution as input, for example, images of human faces, and learn some task directly on these data instances (e.g. encoding and then decoding the instance or learning to generate synthetic instances indistinguishable from the given data samples or generating values per-pixel using neighboring pixels as context). If generative modelling achieved perfect success at this first goal, it would make it possible to continuously sample ‘free’ data instances! Such perfect success is extremely challenging, but the past few years has seen enormous progress in the diversity and fidelity of samples from the data distribution.

For the second goal, learning latent encodings of the data with different encoding dimensions correspond to meaningful factors of variation, having an explicit encoder-decoder structure in the model can be helpful in encouraging learning such representations. This is the default structure for certain kinds of generative models
Figure 14: Human faces generated from scratch by StyleGAN2. Image source [100] The figure shows multiple human face samples from StyleGAN2 [100]. While perfectly modelling and capture full diversity of complex data distributions like human faces remains challenging, the quality and fidelity of samples from recent generative models is very high.

such as variational autoencoders [109] but has also been adopted into other models, such as BigBiGAN [49], a type of generative adversarial network. In the following sections we overview some of these main types of generative models.

8.1.1 Generative Adversarial Networks

Arguably the most well known of all different types of generative models, Generative Adversarial Networks, commonly known as GANs, consist of two neural networks, a generator and a discriminator, which are pitted in a game against each other. The generator takes as input a random noise vector and tries to output samples that look like the data distribution (e.g. synthesize images of peoples faces), while the discriminator tries to distinguish between true samples of the data, and those synthesized by the generator. First proposed in [68], GANs have been an exceptionally popular research area, with the most recent variations, such as BigGAN [22] (code: https://github.com/ajbrock/BigGAN-PyTorch), BigBiGAN [49] and StyleGAN(2) [100] (code: https://github.com/NVlabs/stylegan2) able to generate incredibly realistic images.

Unconditional GANs vs Conditional GANs The examples given above are all unconditional GANs, where the data is generated with only a random noise vector as input. A popular and highly useful variant are conditional GANs, where generation is conditioned on additional information, such as a label, or a ‘source’ image, which might be translated to a different style. Examples include pix2pix [96] (code: https://phillipi.github.io/pix2pix/), cycleGAN [274], and applications of these to videos [27].

GANs have found many scientific applications, from performing data augmentation in medical image settings [65] to protein generation [193]. The ‘adversarial’ loss objective of GANs can make them somewhat tricky to train, and useful implementation advice is given in https://www.fast.ai/2019/05/03/decrappify/, and (for conditional GANs) is included in https://github.com/jantic/DeOldify.

8.1.2 Variational Autoencoders

Another type of generative model is given by the variational autoencoder, first proposed by [109]. VAEs have an encoder decoder structure, and thus an explicit latent encoding, which can capture useful properties of the data distribution. They also enable estimation of the likelihood of a sampled datapoint — the probability of its occurrence in the data distribution. VAEs have also been extremely popular, with many variations and extensions proposed [216, 99, 107, 71]. Because of the explicit latent encoding and the ability to estimate likelihoods, they have also found use cases in various scientific settings, such as for modelling gene expression in single-cell RNA sequencing [138].
8.1.3 Autoregressive Models

Yet another type of generative model is autoregressive models, which take in inputs sequentially and use those to generate an appropriate output. For instance, such models may take in a sequence of pixel values (some of them generated at a previous timestep) and use these to generate a new pixel value for a specific spatial location. Autoregressive models such as PixelRNN [168], PixelCNN (and variants) [232, 200] and the recently proposed VQ-VAE(2) [189] (code: https://github.com/rosinality/vq-vae-2-pytorch) offer very high generation quality.

8.1.4 Flow Models

A relatively new class of generative models, flow models, looks at performing generation using a sequence of invertible transformations, which enables the computation of exact likelihoods. First proposed in [46, 47], performing an expressive but tractable sequence of invertible transformations is an active area of research [108, 86]. A nice introduction to normalizing flows is given in this short video tutorial https://www.youtube.com/watch?v=i7LjDvswWg&feature=youtu.be.

8.2 Reinforcement Learning

Reinforcement learning has quite a different framing to the techniques and methods introduced so far, aiming to solve the sequential decision making problem. It is typically introduced with the notions of an environment and an agent. The agent can take a sequence of actions in the environment, each of which affect the environment state in some way, and also result in possible rewards (feedback) — ‘positive’ for good sequences of actions resulting in a ‘good’ state and ‘negative’ for bad sequences of actions leading to a ‘bad’ state. For example, in a game like chess, the state is the current position of all pieces in play (the game state), an action the moving of a piece, with a good sequence of actions resulting in a win, a bad sequence of actions in a loss and the reward might be one or zero depending on having a win or loss respectively.

With this being the setup, the goal of reinforcement learning is to learn, through interaction with the environment, good sequences of actions (typically referred to as a policy). Unlike supervised learning, feedback (the reward) is typically given only after performing the entire sequence of actions. Specifically, feedback is sparse and time delayed. There are a variety of different reinforcement learning use cases depending on the specifics of the problem.

8.2.1 RL with an Environment Model/ Simulator

Some of the most striking results with RL, such as AlphaGoZero [212], critically use an environment model/simulator. In such a setting, a variety of learning algorithms [242, 203, 128] (some code: https://github.com/openai/baselines) can help the agent learn a good sequence of actions, often through simultaneously learning a value function — a function that determines whether a particular environment state is beneficial or not. Because the benefit of an environment state may depend on the entire sequence of actions (some still in the future), RL is very important in properly assessing the value of the environment state, through implicitly accounting for possible future actions. Combining value functions with traditional search algorithms has been a very powerful way to use RL, and may be broadly applicable to many domains.

Specifically, if developing a solution to the problem is multistep in nature, with even a noisy validation possible in simulation, using RL to learn a good value function and combining that with search algorithms may lead to discovering new and more effective parts of the search space. Approaches like these have gained traction in considering RL applications to fundamental problems in both computer systems, with [144] providing a survey and a new benchmark, and machine learning systems [174], in designing task-specific neural network models. The latter has recently also resulted in scientific use cases — designing neural
networks to emulate complex processes across astronomy, chemistry, physics, climate modelling and others [101].

8.2.2 RL without Simulators

In other settings, we don’t have access to an environment model/simulator, and may simply have records of sequences of actions (and the ensuing states and rewards). This is the offline setting. In this case, we may still try to teach an agent a good policy, using the observed sequences of actions/states/rewards in conjunction with off-policy methods [209, 182, 134], but thorough validation and evaluation can be challenging. Evaluation in off-policy settings often uses a statistical technique known as off-policy policy evaluation (example algorithms include [178, 133]). In robotics, reinforcement learning literature has looked at performing transfer learning between policies learned in simulation and policies learned on real data [198]. A thorough overview of deep reinforcement learning is given in http://rail.eecs.berkeley.edu/deeprlcourse/.

9 Implementation Tips

In this section, we highlight some useful tips for implementing these models.

Explore Your Data Before starting with steps in the learning phase (see Figure 1), make sure to perform a thorough exploration of your data. What are the results of simple dimensionality reduction methods or clustering? Are the labels reliable? Is there imbalance amongst different classes? Are different subpopulations appropriately represented?

Try Simple Methods When starting off with a completely new problem, it is useful to try the simplest version possible. (It might even be worthwhile starting with no learning at all — how does the naive majority baseline perform? For datasets with large imbalances, it may be quite strong!) If the dataset is very large, is there some smaller subsampled/downscaled version that can be used for faster preliminary testing? What is the simplest model that might work well? How does a majority baseline perform? (This ties in settings where the data has class imbalance.) Does the model (as expected) overfit to very small subsets of the data?

Where possible, start with well tested models/tasks/methods With the plethora of standard models (many of them pretrained), data augmentation, and optimization methods readily available (Section 3), most new problems will be amenable to some standard set of these choices. Start with this! Debugging the dataset and objective function associated with a new problem at the same time as debugging the neural network model, task choice, optimization algorithm, etc is very challenging.

Additionally, many of the standard model/task/method choices are very well benchmarked, and exploring performance in these settings is an excellent first step in understanding the inherent challenges of the new problem. Wherever possible, the easiest way to get starting with the learning phase is to clone an appropriate github repository that has the models and training code needed, and make the minimal edits needed to work with the new dataset and objective function.

First Steps in Debugging Poor Performance Having put together an end-to-end system, you observe that it is not performing well on the validation data. What is the reason? Before getting into more subtle design questions on hyperparameter choice (below), some first things to look at might be (i) Is the model overfitting? If so, more regularization, data augmentation, early stopping, smaller model may help. (ii) Is there a distribution shift between the training and validation data? (iii) Is the model underfitting? If so, check the optimization process by seeing if the model overfits when trained on a smaller subset of the training data. [198]
data. Test out a simpler task. Check for noise in the labels or data instances and for distribution shift. (iv) Look at the instances on which the model makes errors. Is there some pattern? For imbalanced datasets, loss function reweighting or more augmentation on the rarer classes can help. (v) How stable is the model performance across multiple random reruns? (vi) What are gradient and intermediate representation norms through the training process?

**Which hyperparameters matter most?** A big challenge in improving deep learning performance is the multitude of hyperparameters it is possible to change. In practice, some of the simplest hyperparameters often affect performance the most, such as learning rate and learning rate schedule. Picking an optimizer with subtleties such as weight decay correctly implemented can also be very important, see this excellent article on a very popular optimizer, AdamW [https://www.fast.ai/2018/07/02/adam-weight-decay/](https://www.fast.ai/2018/07/02/adam-weight-decay/). It might also be very useful to visualize the contributions to total loss from the main objective function vs different regularizers such as weight decay.

Other hyperparameters that can be explored include batch size and data preprocessing, though if standard setups are used for these, varying learning rate related hyperparameters is likely to be the first most useful aspect to explore. To test different hyperparameter settings, it can be very useful to cross-validate: hold out a portion of the training data, train different hyperparameter settings on the remaining data, pick whichever hyperparameter setting does best when evaluated on the held out data, and then finally retrain that hyperparameter setting on the full training dataset.

**Validate your model thoroughly!** Deep learning models are notorious for relying on spurious correlations in the data to perform their predictions [8, 162, 247]. By spurious correlation, we mean features in the data instances that happen to co-occur with a specific label, but will not result in a robust, generalizable model. For example, suppose we have data from different chest x-ray machines (corresponding to different hospitals) that we put together to train a deep learning model. It might be the case that one of these machines, so happens to scan many sick patients. The deep learning model might then implicitly learn about the chest x-ray machine instead of the features of the illness. One of the best tests for ensuring the model is learning in a generalizable way is to evaluate the model on data collected separately from the training data, which will introduce some natural distribution shift and provide a more robust estimate of its accuracy. Some recent interesting papers exploring these questions include [81, 190].

Relatedly, deep neural networks will also pick up on any biases in the data, for example, learning to pay attention to gender (a sensitive attribute) when made to predict age due to class imbalances leading to spurious correlations. This can pose significant challenges for generalizable conclusions in scientific settings where data may be collected from one population, but the predictions must be accurate across all populations. It is therefore important to perform postprocessing analysis on the model representations to identify the presence of such biases. A line of active research studies how to debias these representations [4, 241].

**Implementation References** Some of the general design considerations when coming to implementation (along with factors affecting larger scale deployment, not explored in this survey) are discussed in this overview [https://github.com/chiphuyen/machine-learning-systems-design/blob/master/build/build1/consolidated.pdf](https://github.com/chiphuyen/machine-learning-systems-design/blob/master/build/build1/consolidated.pdf).

For specific points on training and debugging deep learning systems, two excellent guides are given by [http://josh-tobin.com/assets/pdf/troubleshooting-deep-neural-networks-01-19.pdf](http://josh-tobin.com/assets/pdf/troubleshooting-deep-neural-networks-01-19.pdf) and [http://karpathy.github.io/2019/04/25/recipe/](http://karpathy.github.io/2019/04/25/recipe/).
10 Conclusion

As the amount of data collected across many diverse scientific domains continues to increase in both sheer amount and complexity, deep learning methods offer many exciting possibilities for both fundamental predictive problems as well as revealing subtle properties of the underlying data generation process. In this survey, we overviewed many of the highly successful deep learning models, tasks and methodologies, with references to the remarkably comprehensive open-sourced resources developed by the community. We hope that both the overviews and the references serve to accelerate applications of deep learning to many varied scientific problems!
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