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Abstract

We present an adaptation of two recent low-rank approximation technique proposed for first-order model reduction systems to the second-order systems. The resulting reduced order models are guaranteed to keep the second order structure which has a physical meaning. The quality of the approximation is shown using numerical simulations on benchmark examples.
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1 Introduction

Model reduction plays an important role in simulation and control of large dynamical systems [1, 3, 19]. For second-order dynamical systems

\[ M\ddot{q}(t) + D\dot{q}(t) + Kq(t) = Fu(t), \quad y(t) = Gq(t), \]

with inputs \( u(t) \in \mathbb{R}^m \), states \( q(t) \in \mathbb{R}^N \) and outputs \( y(t) \in \mathbb{R}^p \) (all matrices of appropriate dimensions), the problem is more challenging as these systems have a systemic constraint. Indeed, these systems arise naturally in many engineering applications in general nonlinear and physical (see [12] and the references in).

To handle these systems, we often linearize and reformulate the original system by introducing \( x(t)^T = [q(t)^T \quad \dot{q}(t)^T] \), which will lead to a first-order formulation (also called state-space description) of (1) as

\[ Ex(t) = Ax(t) + Bu(t), \quad y(t) = CX(t), \]

where \( E = \begin{bmatrix} W & 0 \\ 0 & M \end{bmatrix}, \quad A = \begin{bmatrix} 0 & W \\ -K & -D \end{bmatrix}, \quad B = \begin{bmatrix} 0 \\ F \end{bmatrix}, \quad C = [G \quad 0] \) and \( W \) any nonsingular matrix (\( W = I \) in practice). The structure in the quadruplet \( \{E, A, B, C\} \) is significantly associated to the physical origin of the variables \( q(t) \) in (1). Consequently, in order to understand what the reduced model will produce as results, we need to consider mainly (second-order) structure preserving model reduction methods.

Various techniques have been developed in the literature for model reduction of second-order systems. We can classify these techniques (vaguely) in two families: the engineers’ methods and the control theorists’ methods. The first class considers the second order form directly and based on some engineering understanding (often the notion of master/slave variables is used) is tailoring a reduction to each specific case. This case by case approach prohibit most system analyses. Moreover, very
often the reduction is based on the choice of some particular characteristic frequencies lying for example in a particular range. A critical drawback of this approach is that we only choose half of these frequencies as the second half is automatically obtained (complex conjugate of the first half). These frequencies not chosen are often sources of hazardous behavior. Guyan reduction [12, 13] and Component Mode Synthesis (CMS) [10, 15] belong to this family of methods and are frequently used in commercial FEM software packages. Other techniques are dynamic reduction [18], Improved Reduction System (IRS) [11, 15] and System Equivalent Expansion Reduction Process (SEREP) [16].

The control theorists’ methods consist of second order structure preserving model reduction techniques. Within this family, we can distinguish between three classes. The first class deals with the second order directly without the need of converting it into a state space representation. The second order Krylov subspace methods are an example of such direct second order methods [2, 3, 19, 14, 20, 21, 22]. Another class is the indirect methods represented by the second order balanced truncation methods [6, 7, 8, 14, 17]. In these methods, second order Gramians are defined by making a variable correspondences between second order form and first-order form. All above methods still have many drawbacks. For instance, neither a global error bound is guaranteed to be obtained, nor the stability is preserved in the reduced systems. Moreover, as a sufficient condition, only block diagonally projectors have to be chosen in order to satisfy the structural conditions. The third class is based on some remarks made first in [14] (up to the knowledge of the authors). The key idea is to come up with a reduced system, via a first-order method, and be able to unfold it into a second order form. In [14], different algebraic conditions, not necessarily easy to check, were presented. A sufficient and necessary condition was presented in [5]. It is based on a characteristic property for all second order systems via their first Markov parameter. This property guarantees that the first-order form is a linearization of a second order form.

In this note we present an adaptation of some recent low-rank approximation techniques proposed for the first-order case [4] to the second order formulation, in such a way that the resulting reduced order model is in the second order formulation directly.

The note is as follows below. Section 2 is dedicated to differential and differences second-order systems. In Section 3 we present the modelling and projection of dynamics of second-order systems. Both recursive low-rank methods (RLRG and RLRH) are presented in Section 4. Section 5 is dedicated to numerical examples and a comparison of our methods with some other methods for model reduction of first-order and second-order systems. We conclude with some comments and open problems.

2 Differential and differences second-order systems

The RLRG and RLRH algorithms are designed for discrete systems. We need first to transform the differential equations in (1) using differences. For this, we can approximate the first and second differentials using Newton difference formula for example. Table 1 is showing different relations for doing these transformations, where $h$ is the step size and $q(ih) = q_i$.

Remark that if $M, D,$ and $K$ are symmetric, $\bar{M}, \bar{D},$ and $\bar{K}$ will also be symmetric. We obtain an equivalent difference equation representing also a second-order system

$$\bar{M} q_{i+1} + \bar{D} q_i + \bar{K} q_{i-1} = F u_i, \quad y_i = G q_i. \quad (3)$$
\[ \frac{q_{i+1} - q_i}{h} = M = (M + hD)/h^2 \]
\[ \frac{q_i - q_{i-1}}{h} = \hat{D} = (h^2K - 2M - hD)/h^2 \]
\[ \bar{K} = M/h^2 \]

Table 1: Relation between differential and difference second-order systems

The transfer functions associated with (1) and (3) are
\[ T_f(s) = GP(s)^{-1} F, \quad \text{and} \quad T_f(z) = GP(z)^{-1} F, \]
where \( P(s) = Ms^2 + Ds + K \), and \( P(z) = Mz + \hat{D} + \bar{K}z^{-1} \) are the characteristic polynomial matrices. The zeros of \( \text{det}(P(\cdot)) \) are also known as the characteristic frequencies of the system and play an important role in engineering model reduction techniques. Stability of the system, e.g., implies that these zeros must lie in the stability region, which is the left half plane for the continuous-time case and the open unit disk of the complex plane (the open disk centered at 0 of radius 1) for the discrete-time case. In the sequel, for simplification we will use the quintuplet \( \{M, D, K, F, G\} \) for both continuous and discrete case.

3 Modelling and projection of dynamics of second-order systems

Most interesting model reduction methods are those based on the projection of dynamics. We seek to construct two projection matrices \( X \) and \( Y \in \mathbb{R}^{2N \times 2n} \) \( (n \ll N) \) \( (Y^T X = I_{2n} \) and \( XY^T \) is a projector). We consider the following partition, where each block is \( N \times n \)

\[
X = \begin{bmatrix}
X_{11} & X_{12} \\
X_{21} & X_{22}
\end{bmatrix}, \quad Y = \begin{bmatrix}
Y_{11} & Y_{12} \\
Y_{21} & Y_{22}
\end{bmatrix}.
\]

Starting from any linearization (2), to preserve the special structure (2) we have to choose \( X \) and \( Y \) so that
\[
Y^T \begin{bmatrix}
I & 0 \\
0 & M
\end{bmatrix} X = \begin{bmatrix}
T_1 & 0 \\
0 & M
\end{bmatrix}, \quad Y^T \begin{bmatrix}
0 & I \\
-K & -D
\end{bmatrix} X = \begin{bmatrix}
0 & T_2 \\
-\bar{K} & -\hat{D}
\end{bmatrix}, \]
\[
Y^T \begin{bmatrix}
0 & F
\end{bmatrix} = \begin{bmatrix}
0 & F
\end{bmatrix} \quad \text{and} \quad \begin{bmatrix}
G & 0
\end{bmatrix} X = \begin{bmatrix}
\hat{G} & 0
\end{bmatrix}
\]

Where \( T_i, i = 1, 2 \) are nonsingular matrices.

Sufficient conditions to obtain this for all \( M, D, K, F \) and \( G \), are to choose \( X \) and \( Y \) block diagonal, i.e.

\[
X_{12} = X_{21} = Y_{12} = Y_{21} = 0
\]

provided \( T_1 = Y_{11}^T X_{11} \) and \( T_2 = Y_{11}^T X_{22} \) are nonsingular [7]. In such a case,
\[
\tilde{M} = Y_{12}^T M X_{22}, \quad \tilde{D} = Y_{12}^T D X_{22}, \quad \tilde{K} = Y_{12}^T K X_{11}, \quad \tilde{F} = Y_{12}^T F, \quad \tilde{G} = G X_{11}.
\]
We may choose $\tilde{X} = XT^{-1}$ where $T = \text{blkdiag}(T_1, T_2)$ to obtain a reduced order model in standardized form (i.e., $\hat{E} = I$). The reduced order model matrices are now

$$
\hat{M} = Y_{22}^T M \tilde{X}_{22}, \hat{D} = Y_{22}^T D \tilde{X}_{22}, \hat{K} = Y_{22}^T K \tilde{X}_{11}, \hat{F} = Y_{22}^T F, \hat{G} = G \tilde{X}_{11}.
$$

In the sequel we show how to compute such projection matrices using low-rank approximations of the Gramians of first-order formulation.

## 4 RLRG and RLRH for second-order systems

The Recursive Low-Rank Gramian (RLRG) and Recursive Low-Rank Hankel (RLRH) algorithms presented in [4] can be adapted easily for second-order systems (at least for discretized systems). The idea is to use the special structure of the matrices $A, B$ and $C$ of these systems to obtain a recurrence involving directly the matrices of the second-order system $M, D, K, F$ and $G$. Since we have a second-order system, one may expect that the procedure will involve a recurrence on two time steps on a matrix representing the dominant subspace. From this matrix, we will construct the projection matrices directly for the second-order system.

It is pointed out that the updated version of the dominant subspace for both algorithms (RLRG and RLRH) is obtained via the recursion

$$
S_n(i + 1) = \begin{bmatrix} A S_n(i) & B \end{bmatrix}_{M_1} \begin{bmatrix} V_{c1} \\ V_{c2} \end{bmatrix}, \quad \text{and} \quad (4)
$$

$$
R_n(i + 1) = \begin{bmatrix} A^T R_n(i) & C^T \end{bmatrix}_{M_2} \begin{bmatrix} V_{o1} \\ V_{o2} \end{bmatrix}, \quad (5)
$$

Where $V_{c1}, V_{o1} \in \mathbb{R}^{n \times n}$ come from the SVD of $M_1$ and $M_2$, respectively for the RLRG algorithm or from the SVD of $M_2^T M_1$ for the RLRH algorithm [4].

For a second-order system, one may consider that $S_n(\cdot)$ corresponds in fact a collection of two consecutive versions of the dominant subspace of the second-order system, i.e., for example for $S_n(\cdot)$

$$
S_n(i + 1) = \begin{bmatrix} S_n^s(i) \\ S_n^s(i + 1) \end{bmatrix},
$$

(subscript $s$ referring to “second-order system”). It follows from this and from (5) that we have

$$
\begin{bmatrix} S_n^s(i) \\ S_n^s(i + 1) \end{bmatrix} = \begin{bmatrix} 0 & I \\ -M^{-1} K & -M^{-1} D \end{bmatrix} \begin{bmatrix} S_n^s(i - 1) \\ S_n^s(i) \end{bmatrix} \begin{bmatrix} 0 \\ M^{-1} F \end{bmatrix} \begin{bmatrix} V_{1} \\ V_{2} \end{bmatrix}.
$$

(6)

Note first that $S_n^s(i)$ on the left hand side is not the same as on the right hand side, but this is an intermediate updating version which may allow us to update the whole subspaces for state-space description. If we denote it $S_n^s(i)$, (6) can be rewritten as

$$
\begin{cases}
S_n^s(i) = S_n^s(i)V_1, \\
S_n^s(i + 1) = -M^{-1} KS_n^s(i - 1)V_1 - M^{-1} DS_n^s(i)V_1 + M^{-1} F V_2.
\end{cases}
$$

(7)

Here, the first equation is redundant and one may consider just the second one. But, actually this is not correct as it is an update of $S_n(i)$ which will affect not $S_n(i + 1)$ but $S_n(i + 2)$ in the next step.
For $R_n(\cdot)$, the adaptation is more complicated. We have

$$\begin{bmatrix} R_n^*(i) \\ R_n^*(i+1) \end{bmatrix} = \begin{bmatrix} 0 & -K^T M^{-T} \\ I & -D^T M^{-T} \end{bmatrix} \begin{bmatrix} R_n^*(i-1) \\ R_n^*(i) \end{bmatrix} \begin{bmatrix} 0 & G^T \\ U_1 & U_2 \end{bmatrix}.$$  

(8)

which yields

$$\begin{align*}
R_n^*(i) &= -K^T M^{-T} R_n^*(i) U_1, \\
R_n^*(i+1) &= R_n^*(i-1) U_1 - D^T M^{-T} R_n^*(i) U_1 + G^T U_2.
\end{align*}$$  

(9)

Here, the first equation is not redundant and we have to take it into consideration. One can remark also that the first equation will affect the dominant subspace only after two steps.

Using recurrences (7) and (9), we obtain after a certain number of iterations, two $N \times n$ matrices $S_n$ and $R_n$. These matrices are used to construct the projection matrices $X$ and $Y$ (previous section) as we will show later. For the convergence and accuracy of both algorithms RLRG and RLRH we refer to [4] for a more detailed analysis.

In the sequel we present the two algorithms adapted for second-order systems, namely Second-order Recursive Low-Rank Gramian (SRLRG) and Second-order Recursive Low-Rank Hankel (SRLRH). To simplify the algorithms let us define the following matrices

$$M_1(i) = \begin{bmatrix} 0 & I \\ -M^{-1} K & -M^{-1} D \end{bmatrix} \begin{bmatrix} S_n(i-1) \\ S_n(i) \end{bmatrix},$$

$$M_2(i) = \begin{bmatrix} 0 & -K^T M^{-T} \\ I & -D^T M^{-T} \end{bmatrix} \begin{bmatrix} R_n(i-1) \\ R_n(i) \end{bmatrix} \begin{bmatrix} 0 & G^T \\ U_1 & U_2 \end{bmatrix}.$$ 

Algorithm 4.1 Second-order Recursive Low-Rank Gramians algorithm (SRLRG):

Given $\{M, D, K, F, G\}$ and $n$, we compute $\{\hat{M}, \hat{D}, \hat{K}, \hat{F}, \hat{G}\}$

1. Let $S_n(0)$, $S_n(1)$, $R_n(0)$, $R_n(1)$ be any $N \times n$ random matrices
2. for $i = 1 : \tau$
3. Compute the SVDs $M_1(i) = U_c \Sigma_c V_c^T$, and $M_2(i) = U_o \Sigma_o V_o^T$,
4. Let $V_c(:,1:n) = \begin{bmatrix} V_{c1} \\ V_{c2} \end{bmatrix}$, and $V_o(:,1:n) = \begin{bmatrix} V_{o1} \\ V_{o2} \end{bmatrix}$, where $V_{c1}, V_{o1} \in \mathbb{R}^{n \times n}$
5. Compute the new $S_n(\cdot)$ and $R_n(\cdot)$
   $S_{n+} = S_n(i) V_{c1}$, 
   $S_n(i+1) = -M^{-1} K S_n(i-1) V_{c1} - M^{-1} D S_n(i) V_{c1} + M^{-1} F V_{c2}$
   and
   $R_{n+} = -K^T M^{-T} R_n(i) V_{o1}$,
   $R_n(i+1) = R_n(i-1) V_{o1} - D^T M^{-T} R_n(i) V_{o1} + G^T V_{o2}$
6. end
7. Compute the SVD $S_n(\tau) R_n(\tau) = U \Sigma V^T$
8. Construct $X = S_n(\tau) U \Sigma^{-1/2}$, and $Y = R_n(\tau) V \Sigma^{-1/2}$
9. Construct $\hat{M} = Y^T M X$, $\hat{D} = Y^T D X$, $\hat{K} = Y^T K X$, $\hat{F} = Y^T F$, $\hat{G} = G X$.

Algorithm 4.2 Second-order Recursive Low-Rank Hankel algorithm (SRLRH):

Given $\{M, D, K, F, G\}$ and $n$, we compute $\{\hat{M}, \hat{D}, \hat{K}, \hat{F}, \hat{G}\}$

1. Let $S_n(0)$, $S_n(1)$, $R_n(0)$, $R_n(1)$ be any $N \times n$ random matrices
2. for $i = 1 : \tau$
3. Compute the SVD: $M_2^T M_1 = U \Sigma V^T$.
4. We use the following decomposition (where $V_1, U_1 \in \mathbb{R}^{n \times n}$)
\[ V(:,1:n) = \begin{bmatrix} V_1 \\ V_2 \end{bmatrix}, \text{ and } U(:,1:n) = \begin{bmatrix} U_1 \\ U_2 \end{bmatrix} \]

Compute the new \( S_n(\cdot) \) and \( R_n(\cdot) \):

\[ S_n - S_n(i)V_1, \]
\[ S_n(i+1) = -M^{-1}KS_n(i-1)V_1 - M^{-1}DS_n(i)V_1 + M^{-1}FV_2 \]
and

\[ R_n - K^TM^{-T}R_n(i)U_1, \]
\[ R_n(i+1) = R_n(i-1)U_1 - DT^M^{-T}R_n(i)U_1 + GTU_2 \]

end

Compute the SVD:

\[ S_n(\tau)^T R_n(\tau) = U \Sigma V^T \]

Construct \( X = S_n(\tau)U \Sigma^{-1/2} \), and \( Y = R_n(\tau) V \Sigma^{-1/2} \)

Construct \( \hat{M} = Y^T M X, \hat{D} = Y^T D X, \hat{K} = Y^T K X, \hat{F} = Y^T F, \hat{G} = G X \).

A couple of comments are in order here. First, the choice of the reduced order \( n \) can be chosen a priori by the user or chosen by the method following specification of a tolerance by the user who still have to specify a bounding interval for it. Second the for loop used in both algorithms needs the specification of \( \tau \) the total number of iterations. It was shown in [4] that in the worst case (when the system is close to instability) one needs iterations three times the dimension of the original system to get a kind of invariance upon the principal subspaces computed by the SVDs. We can replace the for loop by a while loop based on a stopping criterion build on the invariance upon the principal subspaces computed by the SVDs. In this case, one has only to specify a tolerance value on the angle between old and new principal subspaces (see [4, Section 7]).

## 5 Numerical Examples

This section makes a numerical comparison of several procedures for model order reduction for second-order systems. The considered test methods are:

- the classic Balanced Truncation (BT): one of the best model reduction methods, used here as a quality’s reference,
- Mayer and Srinivasan methods: Free Velocity method (FV), Zero Velocity method (ZV) and (MS) for the case where we apply free and zero velocity in the same time [14],
- Su and Craig (SC) method: one of the best Krylov method,
- the Second-order Balanced Truncation (SoBT) [7],
- our methods: Second-order Recursive Low-Rank Gramian (SoRLRG) and Second-order Recursive Low-Rank Hankel (SoRLRH).

These algorithms are applied to benchmark models from [9]: the Building model, the CDplayer model, and ISS 1R and 12A models. Table. 2 is showing the data about each model.

| Model         | 2N | m | p | 2n |
|---------------|----|---|---|----|
| Build model   | 48 | 1 | 1 | 10 |
| ISS 1R model  | 270| 3 | 3 | 32 |
| ISS 12A model | 1412| 3 | 3 | 196|

Table 2: Summary of data of the benchmark models.
The comparison is made on the basis of the relative reduction error measured according to the $\mathcal{H}_\infty$ norm, i.e., the ratio of the $\mathcal{H}_\infty$ norms of the "error" system $S - S_n$ and the full system $S$, i.e.,

$$rre(method) = \frac{\|S - S_n^{method}\|_\infty}{\|S\|_\infty}.$$ 

The results are shown in Table 3. In Figures 1, 2, 3, and 4 we show the $\sigma_{max}$-plot of the frequencies of the full system and the error system for each benchmark model.

The method of Su and Craig produces for the CD player model an unstable reduced-order model, but in general we have remarked that even if the original system is strictly stable, the reduced-order model obtained via this method moves to a region close to instability. The methods of Meyer seem to work quite well, but in general the method SOBT behaves better. The adaptation of RLRG and RLRH, namely SoRLRG and SoRLRH yield the best results. Note that we still use a stopping criterion based on the tolerance values given in [4].

|               | Building model | CDplayer model | ISS 1R model | ISS 12A model |
|---------------|----------------|----------------|--------------|---------------|
| $\|S\|_\infty$ | 0.0053         | 2.3198 $10^6$ | 0.1159       | 0.0107        |
| $rre(BT)$     | 0.1143         | 8.0704 $10^{-8}$ | 0.0013       | 0.0071        |
| $rre(MS)$     | 1.0181         | 1.0000         | 1.6324       | 1.0028        |
| $rre(SC)$     | 1.0182         | unstable       | 1.6324       | 1.0063        |
| $rre(SoBT)$   | 0.0424         | 1.0000         | 0.1054       | 0.9966        |
| $rre(FV)$     | 0.4509         | 1.0000         | 0.0548       | 0.5659        |
| $rre(ZV)$     | 0.0379         | 1.0000         | 0.0513       | 0.3537        |
| $rre(SoRLRG)$ | 0.4301         | 6.8931 $10^{-6}$ | 0.1023       | 0.9697        |
| $rre(SoRLRH)$ | 0.4320         | 1.7 $10^{-6}$  | 0.0979       | 0.9390        |

Table 3: $\mathcal{H}_\infty$ norm of benchmark models, and the error systems.
Figure 1: $\sigma_{\text{max}}$-plot of the frequency responses for Building model.

Figure 2: $\sigma_{\text{max}}$-plot of the frequency responses for CDplayer model.

**Legend:**
- full model,
- BT error system,
- SOBT error system,
- Mayer error system,
- Su error system,
- FV error system,
- ZV error system,
- SRLRG error system,
- SRLRH error system.
Figure 3: $\sigma_{\text{max}}$-plot of the frequency responses for ISS 1R model.

Figure 4: $\sigma_{\text{max}}$-plot of the frequency responses for ISS 12A model.

**Legend:**
- full model,
- BT error system,
- SOBT error system,
- Mayer error system,
- Su error system,
- FV error system,
- ZV error system,
- SRLRG error system,
- SRLRH error system.

6 Concluding remarks

In this paper, we presented an adaptation of two recent low-rank approximation technique proposed for first-order model reduction systems to the second-order systems. The resulting reduced order models are guaranteed to keep the second order structure which has a physical meaning. The quality of the approximation is shown using numerical simulations on benchmark examples. Unlike all other methods in the literature, the reduced order models produced by our methods are guaranteed to be stable.

Despite the obviously desirable features of the approach proposed here, many open questions remain. There are a number of refinements with respect to perfor-
mance, convergence, and accuracy which require more theoretical and algorithmic analysis. There are two particularly interesting features concerning the stability of the obtained reduced system and bounds on the quality.
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