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Abstract: We have proposed and demonstrated the optical time-and-polarization interleaving (OTPI) technique, which can effectively extend the transmitter bandwidth for an intensity modulation and direct detection (IM/DD) optical system. The 224-Gbit/s line-rate OTPI-PAM-4 signal is successfully transmitted over a 500-m standard single-mode fiber (SSMF) in the C band, using the transmitter with a bandwidth of 25 GHz and the receiver with a single photodiode. By using a 33%-return-to-zero (RZ) pulse train, a bit-error ratio (BER) below 7% hard-decision forward error correction (HD-FEC) threshold is achieved. BER below 20% soft-decision forward error correction (SD-FEC) threshold is also realized using a carrier suppressed return-to-zero (CSRZ) pulse train. The OTPI technique can also be used for more higher-order pulse amplitude modulation (PAM) formats, making it a promising technique for next-generation high-speed optical interconnects.
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1. Introduction

Spurred by the dramatically increasing demand on data traffic in data-center interconnections, the next-generation networks are expected to support ubiquitous availability, ultra-low latency, high rate and high reliability services [1]. Thus, there exist urgent requirements to effectively achieve more than 200 Gb/s per wavelength high-speed transmission over standard single-mode fiber (SSMF). In the past few years, standardizations such as 200 GE and 400 GE schemes based on existing 100 GE low-cost and power-efficient components like digital-to-analog converter (DAC), driver, laser, analog-to-digital converter (ADC), and photodiode are widely considered as a promising technical solution to realize 200 Gb/s and 400 Gb/s short-reach transmission. To yield 200 GE and 400 GE, four and eight WDM channels are respectively employed and each wavelength is designed to convey a 50-Gb/s four-level pulse amplitude modulation (PAM-4) signal [2–4]. The new standardization pursued by the IEEE and multi-source agreement (MSA) groups updates the 400 GE proposals with four wavelength-multiplexed channels with 100 Gb/s/λ [5–8]. These proposals impose a stringent requirement on both single wavelength ultra-high bitrate transmissions and high-speed electrical/optical components to realize the desired high-speed transmissions.

Recently, a significant effort with advanced modulation formats in optical transmission system has been made to enhance the spectral efficiency, such as filter bank multi carrier (FBMC) modulation [9,10], discrete multi-tone (DMT) [11–13], quadrature amplitude modulation (QAM)...
and carrier-less amplitude phase (CAP) [15]. Usually, these advanced modulation formats require high-resolution DAC and ADC, as well as complex digital signal processing (DSP). On the other hand, although coherent detection can boost the link data rate with information carried on optical amplitude, phase, and polarization, it requires high-cost complex hardware including local oscillator, hybrid, and coherent receiver. Compared with above techniques, PAM-4 signaling based on intensity-modulation and direct-detection (IM/DD) has superior advantages in terms of low complexity, low cost and low power consumption for intra-datacenter interconnects (DCIs) applications [16,17].

However, PAM-4 might suffer from severe inter-symbol interference (ISI) introduced by the imperfect optical/electrical components with limited bandwidth. The bandwidth bottleneck in an IM/DD system mainly comes from the transmitter side, since the achievable bandwidth of receiver-side devices is usually two times higher than the bandwidth of transmitter-side devices. This bandwidth issue is the main limitation of the IM/DD systems, restricting the scaling of capacity [18,19]. Many efforts have been made to achieve a larger transmitter bandwidth. Table 1 compares the hardware requirements for typical PAM-4 based IM/DD single wavelength systems beyond 200 Gb/s. In [20], H. Mardoyan et al. employed an Indium Phosphide DHBT selector power DAC (SP-DAC) for a 100-Gbaud PAM-4 transmission over 500-m SSMF transmissions. In [21], O. Ozolins et al. reported a 100-Gbaud PAM-4 signal over 400-m SSMF based on a monolithically integrated distributed feedback (DFB) laser with a traveling-wave electro-absorption modulator. In [22], Kanazawa et al. demonstrated the generation and detection of a 200-Gb/s PAM-4 using capacitively coupled silicon-organic hybrid (CC-SOH) modulator with a 3-dB EO bandwidth > 65 GHz. In [23], H. Xin et al. reported a photonic-aided DAC based 120-Gbaud PAM-4/PAM-6 signal generation scheme using a 40-GHz mode-locked laser diode (MLLD). Most of these schemes apply large-bandwidth transmitters in order to fully utilize the available receiver bandwidth for a large overall capacity. However, utilizing a large-bandwidth DACs and modulators for a high symbol rate signal may be difficult and undesirable for short-reach applications considering the cost and the power consumption [24].

### Table 1. Comparison PAM-4 hardware requirements for single wavelength 200G and above

| Ref.   | Key techniques | Electrical components | Modulator       | Line rate (Gbps) | Distance | FEC limit |
|--------|----------------|-----------------------|-----------------|-----------------|----------|-----------|
| [20]   | SP-DAC         | High BW SP-DAC        | 35-GHz MZM     | 200             | 0.5-km SMF | 3.8e-3    |
| [21]   | 100-GHz DFB-TWEAM | High BW PPG (Analog Mux) | 100-GHz DFB-TWEAM | 200            | 0.4-km SMF | 2e-2      |
| [22]   | >65-GHz CC-SOH MZM | Keysight M8194A (BW 50 GHz) | >65-GHz CC-SOH MZM | 200       | B2B      | 1e-2      |
| [23]   | PA-DAC 40-GHz MLLD | Keysight M8195A (BW 25 GHz) | Multiple MZMs | 240            | B2B      | 3.8e-3    |
| This work | 28-GHz OTPI | Keysight M8195A (BW 25 GHz) | Multiple MZMs | 224            | 0.5-km SMF | 3.8e-3    |

In this paper, we propose an optical time-and-polarization interleaving (OTPI) technique to equivalently extend the transmitter bandwidth using only conventional components. Based on the OTPI technique, 56-GHz analog bandwidth is achieved to generate 112-Gbaud PAM-4 signal using two 25-GHz DACs and two 25-GHz MZMs in the transmitter. Pre-emphasis technique is also used to mitigate the bandwidth limitation of the DACs and the MZMs. Compared to the Ref. [23] using a 40-GHz MLLD for the pulse generation, a continuous-wave (CW) laser
and a MZM are used to generate 33% return-to-zero (RZ) or 67% carrier-suppressed return-to-zero (CSRZ) pulses to carry the data, making our scheme fully based on widely available conventional components. Since the generated pulses have a high duty cycle, simple optical time-interleaving will introduce strong overlap between the neighboring data pulses, resulting in unstable interference. The OTPI technique can effectively avoid the interference between the neighboring data pulses since these neighboring data pulses have orthogonal polarizations.

Compared to traditional time interleaving or polarization interleaving, the generated OTPI signal is received by a single photodiode (PD) without any de-interleaving devices, making the receiver very simple and exactly same as a conventional direct-detection receiver. Compared to the scheme using a single high-bandwidth DAC and a high-bandwidth MZM, the strict bandwidth requirement in the transmitter can be relieved and device nonlinearity can be effectively mitigated, resulting in much simplified DSP and reduced latency at receiver side. The main cost of the OTPI technique is the increased hardware complexity, since two DACs and three MZMs are needed in the transmitter. However, the hardware complexity could be relieved by the potential photonic integration, since all the needed components could be potentially integrated on a silicon photonic or InP platform [25–27].

In the experiment, we experimentally demonstrated 224-Gbps OTPI-PAM-4 signal transmission over a 500-m SSMF using 33%-RZ pulses with a BER below 7% hard-decision forward error correction (HD-FEC) threshold of 3.8×10⁻³ and using CSRZ pulses with a bit error ratio (BER) below 20% soft-decision forward error correction (SD-FEC) threshold of 2.7×10⁻², respectively. The OTPI technique also has potential for advanced IM/DD modulation with higher-order PAM formats to achieve higher capacity, and it’s also compatible with advanced coding scheme, such as trellis-coded modulation (TCM) coding [28].

2. Proposed OTPI technique

Figure 1 illustrates the operating principle of the OTPI technique. Firstly, a continuous-wave (CW) laser source is modulated by a radio frequency (RF) signal to generate either optical RZ or CSRZ pulses with a repetition rate of \( f_{\text{clk}} = F_s \). With the Mach-Zehnder electrical-to-optical (E/O) modulator biased at transmission, quadrature and null point, 33%-RZ, 50%-RZ and 67%-CSRZ pulses can be generated with the RF frequency of \( F_s \) or \( F_s/2 \). The generated RZ or CSRZ pulses are divided into two branches, individually modulated with a PAM-4 signal with a symbol rate of \( F_s \) by two E/O modulators (E/O 2 and E/O 3) driven by two digital-to-analog converters (DACs). The relative delay of the two branches are fine tuned in order to achieve the interleaving in time, i.e. the peak of the data pulses in one branch aligned to the null of the data pulses in the other branch, as shown in the inset of Fig. 1. The two branches are then combined by a polarization-beam combiner (PBC) with orthogonal polarizations, which can significantly reduce the interference between the two branches and have excellent stabilities. Thus, an OTPI-PAM-4 signal is generated with an overall symbol rate of \( 2F_s \), which is then transmitted through a SSMF. After the transmission, the received optical signal is directly detected by a single-end photodetector (PD). Note that the OTPI technique is different from the traditional optical time-division multiplexing (OTDM) scheme [29–32], which typically requires an OTDM de-multiplexer and multiple receivers.

It should be noted that the CW laser source, optical RZ/CSRZ pulse carver, E/O modulators, delay lines and PBC could be potentially integrated on a single chip with the development of the silicon photonic or InP based fabrication and manufacture. Experimental demonstrations of integrated InP modulators with RF drivers and lasers have been reported in [33,34], where the integrated optical/electrical devices at a single-chip enable a small footprint and miniaturization system for datacenter interconnect. The integrated system would have excellent stability since the environmental factors such as the vibration and temperature fluctuation can be effectively avoided.
3. Experimental setup

Figure 2 shows the experimental setup of 224-Gbps PAM-4 signal transmission using the proposed OTPI technique. At the transmitter side, a CW light with a center wavelength of 1550 nm and output power of 13.5 dBm is fed into an MZM driven by a 28-GHz RF signal. The MZM1 is biased at null point to generate optical CSRZ pulses or at peak point to generate the 33% optical RZ pulses, respectively. The pulses are then amplified to 24 dBm by an Erbium-doped fiber amplifier (EDFA) and filtered by an optical band-pass filter (OBPF) with a passband of 1 nm and insertion loss of 2.8 dB is used to remove the amplified spontaneous emission (ASE) noise induced by this EDFA. The generated pulses pass through a polarization controller and a polarizer to align the polarization, and then equally divided into two branches by a 50/50 polarization-maintaining optical coupler (PM-OC) and launched into two MZMs (MZM2 and MZM3), which are biased at the quadrature point. Each modulator is driven by a 56-Gbaud PAM-4 signal, where the random bit sequence with a length of $2^{17}$ is used.

The digital signal is upsampled to 2 sample per symbol and then Nyquist shaped with a roll-off factor of 0.01. Due to the limited bandwidth of the transmitter components, a 64-tap pre-emphasis filter is applied to compensate distortion from the transmitter. Then the signal is resampled to 64 GSa/s and generated by an arbitrary waveform generator (AWG, Keysight M8195A). The MZM1 MZM2 and MZM3 have insertion losses of 7 dB, 6.5 dB and 8 dB, respectively. Variable optical attenuators (VOAs) are used to equalize the optical power at the output of the MZM2 and MZM3.
Since the pigtail of the MZMs and the VOAs are non-PM, two polarization controllers (PC2 and PC3) and two polarizers are used to align the signal input polarization with the slow axis of the polarization-maintaining variable optical delay line (VODL). The variable optical delay lines (VODLs) introduce a relative delay of 8.93 ps between the two branches for interleaving the two 56-Gbaud PAM-4 signals in the time domain. Then two branch outputs are combined by a polarization beam combiner (PBC) with orthogonal polarizations (X- and Y-polarization) to achieve the polarization interleaved 112-Gbaud PAM-4 signal. Insets (i) and (ii) of Fig. 2 show the time interleaved RZ pulses for the two branches with peak power aligned in time to null power for each other, measured by an optical sampling oscilloscope (Keysight, 86100A) with a bandwidth of 70 GHz. Note that the eye diagrams seem like an NRZ signal due to the limited bandwidth of the sampling oscilloscope. It is worthwhile to note that the RF generator and the AWG are synchronized.

The combined 224 Gbit/s OTPI-PAM-4 signal is amplified before launching into the SSMF (CD of 17 ps/nm/km and attenuation of 0.2 dB/km). The total span loss including connection losses is 2.2 dB. At the receiver side, a VOA is placed before the single-ended PIN photodiode (XPDV3120R) to evaluate the performance versus the received optical power. The photodetected signal is digitalized by a real-time digital storage oscilloscope (Keysight DSOZ634A) with 63-GHz bandwidth and 160-GSa/s sampling rate. Finally, the received electrical signal is processed offline. The offline DSP procedure is presented in Fig. 2(c), including resampling, synchronization, digital matched filtering, and T/2-spaced second-order Volterra equalization. We use two independent equalizers for the two 56-Gbaud PAM-4 tributaries to mitigate the timing error of the pulses due to imperfect time delays applied in the transmitter. Two training sequences are used independently for the two tributaries. Finally, PAM de-mapping and BER counting are performed.

4. Experimental results

4.1. 224-Gbps OTPI-PAM-4 transmission using CSRZ pulses

We use a 112-GBaud PAM-2 signal to show the time and polarization alignment required by the OTPI technique. The eye diagrams and optical signal spectra of the two 56-Gbaud tributaries (A and B) and the 112-Gbaud OTPI signal carried by CSRZ pulses are illustrated in Fig. 3. We separately optimized individual tributary by turning off the other tributary to observe a clear and open eye diagram. Then, we adjust the VODL to make the two tributaries interleaved in time, i.e. the peak power of one tributary is aligned in time to the null power of the other tributary. We use the VOA in each branch to equalize the power for the two tributaries. Since the MZM1 is biased at null point, the optical carrier are suppressed as show in the Fig. 3(b). The CSRZ pulses have a duty cycle of 67%, thus the extinction ratio of the combined 112-GBaud PAM-2 signal is low due to the strong overlap in time between neighboring data pulses, as show in the in Fig. 3(a). As a benefit of the orthogonal polarizations between the neighboring pulses, unstable interference is avoided although there is the strong overlap between the neighboring pulses after the time interleaving.

Figure 4 shows the experimental results of the 224-Gbps OTPI-PAM-4 signal using CSRZ pulses in the back-to-back (B2B) case and after 500-m transmission. The BER results show negligible performance difference between the two tributaries before and after transmission. The receiver sensitivities for the two tributaries (A and B) with the BER at the 20% SD-FEC threshold of $2.7 \times 10^{-2}$ are 5.3 dBm, 5.6 dBm for the B2B case, and 5.8 dBm, 5.8 dBm after 500-m transmission, respectively. In short, the 224 Gbps OTPI-PAM-4 is successfully transmitted over a 500-m SSMF in C band with a net rate of 186.7 Gbit/s after subtracting the overhead. Insets (a) and (b) show the signal levels, eye diagram and histogram of the recovered signal at ROP of 7.5 dBm for the tributary A before and after the transmission.
There are mainly two reasons for the relatively high BER even in the B2B case when using the CSRZ pulses to carry the OTPI signal. One is too high pulse duty cycle of 67% for the CSRZ pulses, which leads to the strong overlap in time after the time and polarization interleaving and consequently a low extinction ratio for the generated OTPI signal. The pulse duty cycle of 50% or below can effectively improve the extinction ratio of the OTPI signal and we achieved better BER performance by using the 33%-RZ pulses as shown in the following. The other reason is that the PBC used in the experiment to combine the polarization interleaved signal has a limited polarization extinction ratio of 25 dB, which will limit the signal to noise ratio of the generated OTPI signal. We simulate the impact of the polarization extinction ratio of the PBC on the BER performance of the OTPI signal in the B2B case, as shown in Fig. 5. The simulation results show that the polarization extinction ratio of the PBC plays a vital role on the BER performance and the BER can be significantly improved if the PBC can have a higher extinction ratio. When the polarization extinction ratio of the PBC is increased from 25 dB to 30 dB, the BER can be improved by an order of magnitude. The simulation results show much better BER performance.
than that achieved in the experiment, which is attributed to the non-ideal implementation in the experiment.

![Simulated BER performance](image)

**Fig. 5.** Simulated BER performance for the different polarization extinction ratios of the PBC used to combine the polarization interleaved signal.

### 4.2. 224-Gbps OTPI-PAM-4 transmission using 33%-RZ pulses

We further investigate the OTPI-PAM-4 transmission performance using the 33%-RZ pulses. The eye diagrams of the two 56-Gbaud tributaries (A and B) and the 112-Gbaud OTPI-PAM-2 signal are illustrated in Fig. 6(a) to demonstrate the timing alignment. The corresponding optical signal spectra are shown in Fig. 6(b). Figure 7 shows the BER performance as a function of the ROP for the 112-Gbaud OTPI-PAM-4 signal using 33%-RZ pulses before and after transmission. The BER performances after transmission is slightly worse than those in the B2B case, mainly due to chromatic dispersion from the 500-m SSMF. The signal levels, eye diagrams and histograms of the recovered signal of the tributary B with 7.5-dBm ROP before and after transmission are also shown in Fig. 7. The BER below $3.8 \times 10^{-3}$ (7%-OH HD-FEC limit) can be achieved with 5.5-dBm ROP in the B2B case and with 6.5-dBm ROP after the 500-m transmission. The net

![Eye diagrams and optical signal spectra](image)

**Fig. 6.** (a) RZ-OTPI OOK eye diagram of tributaries A, tributaries B and final output; (b) Optical spectra of RZ-OTPI OOK signal, resolution: 20dB/grid.
rate of the OTPI-PAM-4 signal using the 33%-RZ pulses is 209.3 Gbit/s after subtracting the overhead. The results show that the OTPI-PAM-4 transmission using 33%-RZ pulses has better performance than using 67% duty cycle CSRZ pulses, since the lower duty cycle of the data pulses can lead to less overlap in time for the neighboring data pulses and consequently higher extinction ratio for the generated OTPI signal. According to the simulation results in the Fig. 5, the BER performance can be significantly improved if the PBC used in the experiment has a higher polarization extinction ratio. Actually, a PBC with a polarization extinction ratio of 30 dB or even higher is commercially available. The 500-m transmission distance in the experiment is limited by the optical fiber chromatic dispersion, which can be mitigated by using dispersion compensating fiber, VSB filtering or THP precoding at the transmitter side [35–37], and longer transmission distance can be achieved.

![Fig. 7. Performance evaluation of 224Gbps OTPI-PAM-4 signal using 33%-RZ pulse for the B2B case and after 500-m transmission.](image)

5. Conclusions

In this paper, we have proposed and demonstrated the OTPI technique to extend the transmitter bandwidth. The OTPI technique can effectively avoid the nonlinear distortions caused by the limited transmitter bandwidth. In addition, all the components used in the OTPI technique, such as E/O modulators, delay lines and PBC, could potentially be integrated on a silicon photonic or InP chip with a compact footprint. We measured the transmission performance of the 224 Gbit/s OTPI-PAM-4 signal using either 67%-CSRZ pulses or 33%-RZ pulses. The BER below the SD-FEC limit with 20% overhead and below the HD-FEC limit with 7% overhead after the 500-m transmission can be achieved using the 67%-CSRZ pulses and 33%-RZ pulses, respectively. The proposed OTPI technique is the key to enable the data rate >200 Gbit/s per lane PAM-4 transmission by using the DACs and modulators with a limited bandwidth. Furthermore, the OTPI technique is compatible to higher-order PAM modulation formats, making it a promising technique for next-generation high-speed optical interconnects.
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