Smectic Layering:
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Composed of microscopic layers that stack along one direction while maintaining fluid-like positional disorder within layers, smectics are excellent systems for exploring topology, defects and geometric memory in complex confining geometries. However, the coexistence of crystalline-like characteristics in one direction and fluid-like disorder within layers makes lamellar liquid crystals notoriously difficult to model—especially in the presence of defects and large distortions. Nematic properties of smectics can be comprehensively described by the $Q$-tensor but to capture the features of the smectic layering alone, we develop a phenomenological Landau theory for a complex-tensor order parameter $\mathcal{E}$, which is capable of describing the local degree of lamellar ordering, layer displacement, and orientation of the layers. This theory can account for both parallel and perpendicular elastic contributions. In addition to resolving the potential ambiguities inherent to complex scalar order parameter models, this model reduces to previous employed models of simple smectics, and opens new possibilities for numerical studies on smectics possessing many defects, within complex geometries and under extreme confinement.

I. INTRODUCTION

Many liquid crystalline mesophases exist between isotropic liquids and crystalline solids, including the family of materials known as smectic liquid crystals. Smectics are notable because smectogen molecules tend to reside in layers, gaining a limited degree of spatial ordering. As essentially stacks of 2D fluids, simple smectics are lamellar—layered but possessing little-to-no positional order within layers—with broken translational symmetry in only one spatial direction. While the shape of the lamellae need not be flat, orientation of the layers necessarily breaks rotational symmetry—whereby flipping the local layer normal direction is physically inconsequential. They share, and often directly inherit, this orientational symmetry from nematic liquid crystals in which rod-like molecules tend to align without any positional ordering. The typical, but not universal [1], sequence of phases with decreasing temperature is isotropic fluid $\rightarrow$ nematic $\rightarrow$ smectic $\rightarrow$ crystalline solid.

Beyond the simple definition of smectics as ordered monolayers of fluids, smectics are a diverse group of mesophases and there exists a multitude of definitions specifying molecular orientation or positioning within the layers [2]. In terms of orientation, when the smectogen molecules tend to align parallel to the local layer normal axis the smectic is denoted sm-A [3–6]. On the other hand, sm-C are mesophases in which the smectogens are tilted within the layers [5, 7–9]. Beyond these relatively simple cases lies a zoo of more complicated smectic phases that possess some degree of positional ordering within the layers, such as hexatic sm-B phases [10]. However, in all these cases, smectics possess long-range positional order in only a single direction and fluid layers can viscously slide over each other. The layer thickness varies with temperature and microscopic details, but is typically on the scale of the molecular length.

As materials possessing a broken rotational symmetry and partial translational symmetry breaking, smectics are excellent materials for exploring questions of topology and self-assembly in soft condensed matter physics. Colloidal inclusions in smectics exhibit fascinating defect structures in the vicinity of the colloid [11–14] and, conversely, defect patterns can be used to guide colloidal assembly [15–16]. By microfabricating surfaces that confine the fluid, complex smectic conformation can be achieved [17–21]. Similarly, confining smectic in porous environments can create steady states of defects, which govern the ability of the fluid to flow [22]. Extreme confinements can be achieved using colloidal liquid crystals [23–24] or by freely-suspending films [25–28].

However, these same properties contrive to make lamellar fluids notoriously difficult to model and understanding their structural dynamics in complex geometries remains an outstanding challenge. Molecular dynamics [29–31], Mont-Carlo [32–34], density functional approaches [24, 35–36] and neural networks [37] have offered exciting results, but a major hurdle remains the difficulty of performing numerical simulations on macroscopic length scales. The primary source of difficulty faced by macroscopic theories is that complex scalar order parameters for smectics are not truly a single-valued functions of position and so possess ambiguity [38–39]. This is not a fatal issue for theoreticians who can work locally in the vicinity of large distortions, such as defect singularities [40–41]. However, it causes crippling issues for numerical approaches to macroscopic theories in the vicinity of defects, which require an order parameter that is single-valued on a global coordinate system that has been discretized on a computational mesh.
FIG. 1. Randomly generated schematic smectic layers with different values of $|\psi|$ and associated density variation plots. (a) Well ordered layers, $|\psi| = 1$. (b) Plot of $\rho(z)$ for smectic layers aligned in the $z$ direction. The layer normal, $\vec{N}$, points in the $z$ direction and nematic director, $\vec{n}$, aligns with the average direction of the smectogens; (c) Less ordered layers, $|\psi| = 0.4$.

The situation is analogous to the state of nematics, in which branch cuts in the vicinity of defects are required when the system is described by a director in Frank–Oseen and Ericksen–Leslie but are avoided by $Q$-tensor theory. In a recent attempt to address this short-coming, we proposed modelling simple smectic using a complex, symmetric, traceless, uniaxial, normal, globally gauge invariant tensorial smectic order parameter $E$. We demonstrated an $E$-based formalism is capable of describing both disclination and dislocation type defects, glassy/disordered configurations and smectic ordering around colloidal inclusions. Here, we extend this work to present a more detailed $E$-theory. In particular, we begin by considering the background of lamellar systems (§ I.1) and $Q$-tensor theory for nematics (§ I.2) before presenting our argument for the form of $E$ (§ II). We then construct a phenomenological Landau theory that employs $E$ in the bulk, compression and curvature free energies (§ III), which is analogous to the Landau-de Gennes theory for nematics. By considering the constraints discussed in § II, we present a numerical evolution scheme to preserve the form of $E$ (§ IV). We gain physical insight into these terms through non-dimensionalization (§ V) and by applying simplifying assumptions, which demonstrate that $E$-theory reduces to simple models of smectic distortion (§ VII).

I.1. Lamellae

In smectic materials, the smectogen molecules have segregated into well-defined repeating layers. Thus, a microscopic description of smectics must begin with the regular oscillation of the average density in the direction of stacked layers. To describe smectic layering at time $t$, smectogen density at each point $\vec{r}$ can be approximated by the expansion to lowest order as \[ \rho(\vec{r},t) = \sum_{m=-\infty}^{\infty} \psi_m e^{imq_0 \cdot \vec{r}} \approx \psi_{-1} e^{-iq_0 \cdot \vec{r}} + \psi_0 + \psi_{+1} e^{iq_0 \cdot \vec{r}} + \ldots \]

\( \equiv \rho_0 + 2\Re \left[ \psi e^{iq_0 \cdot \vec{r}} \right] . \) (1)

Here, $\rho_0$ is the mean density and the plane wave $\Psi(\vec{r}, t) = e^{iq_0 \cdot \vec{r}}$ represents the periodic grouping of molecules within layers. The assumption of Eq. (1) is that the density can be approximated sufficiently well by a simple sinusoid $e^{iq_0 \cdot \vec{r}}$ with any deformations described by $\psi(\vec{r}, t) \in \mathbb{C}$. If the lamellae have a well-defined layer normal unit vector $\vec{N}(\vec{r}, t)$ and constant non-perturbed spacing $d_0 = 2\pi/q_0$, then the wave vector can be written

\[ q_0(\vec{r}, t) = q_0 \vec{N}(\vec{r}, t) . \] (2)

As proposed by de Gennes, $\psi$ from Eq. (1) is a complex scalar order parameter, possessing both a modulus and phase

\[ \psi(\vec{r}, t) = |\psi| e^{i\phi} . \] (3)

The modulus $|\psi(\vec{r}, t)|$ indicates the extent of layering—it is the amplitude of the density wave (Eq. (1)) that describes accumulation of mesogens into periodic layers (Fig. 1). As $|\psi| \to 0$, the layers are blurred out and positions become
isotropically disordered, representing a phase transition to an isotropic phase. By allowing the modulus $|\psi|$ to vary as
a field, regions can locally lose their degree of layering i.e. locally melt. The phase $\phi (r, t)$ measures relative layer
displacements—by allowing the phase to vary in space compression/dilation of the density wave can be described.
Therefore, a global reference for $\phi$ is not meaningful at the macroscopic level but gradients of $\phi$ describe compressional
defformations (Fig. 2).

According to the phenomenological Ginzburg–Landau theory $^{14}$, the bulk free energy density $f_{\text{bulk}}$ can be written
as an expansion in terms of the order parameter $\psi$. However, the free energy density must be real, $f_{\text{bulk}} \in \mathbb{R}$, while
de Gennes’s order parameter is complex $\psi \in \mathbb{C}$. Therefore, the Landau expansion in terms of $\psi$ must have the form

$$f_{\text{bulk}} = \frac{A}{2} |\psi|^4 + \frac{C}{4} (\psi^* \psi)^2 + \ldots$$

$$= \frac{A}{2} |\psi|^4 + \frac{C}{4} |\psi|^4 + \ldots$$  \hspace{1cm} (4)

where $\psi^* = |\psi| e^{-i\phi}$ is the complex conjugate of $\psi$. This indicates that the mean field expectation would be a second order phase transition $^{15}$. Since $\psi$ is complex, it is analogous to the order parameters for superfluids or
superconductors and correspondences between these systems can be physically insightful $^{3, 46-49}$. Physically, the
phase $\phi$ is absent from Eq. (4) because it represents the relative displacement of layers, which should not enter the
bulk free energy.

The phase $\phi$ is a measure of the layer displacement field $u (r, t) = u N (r, t)$, where $u = |u|$. This can be seen by
writing $\Psi = \psi e^{i q_0 \cdot \vec{z}} = |\psi| e^{i (q_0 \cdot \vec{z} + \phi)} = |\psi| e^{i q_0 \cdot (\vec{z} + u)}$, where

$$\phi (r, t) = q_0 \cdot u = (q_0 N) \cdot (u N) = q_0 u.$$ \hspace{1cm} (5)

Thus, the phase measures the relative layer displacement in units of layer spacing $d_0$. If $\phi (r, t)$ varies, the function in
Eq. (4) is perturbed from being a perfectly periodic sinusoid. The value of $\phi$ itself is arbitrary representing a global
gauge invariance to where one measures the displacements from — only variations in $\phi$ are physically meaningful. We
pause to stress that the planar wave function

$$\Psi (r, t) = \psi e^{i q_0 \cdot \vec{z}}$$ \hspace{1cm} (6)

explicitly includes the microoscopic spatial information of the density wave down to the scale of layers. One the other
hand, $\psi = |\psi| e^{i\phi}$ (from Eq. (5)) is expected to be a slowly varying parameter that is meaningful on macroscopic
scales, without explicit reference to the microscopic variation.

Though elegant, the complex scalar $\psi$-theory has complications and shortcomings $^{38}$. Fundamentally, $\phi$ is not
truly a single-valued function of position and so $\psi$ is not an element of the unit circle $S^1$ but rather the orbifold
$S^1/\mathbb{Z}_2$ $^{39} [41, 50]$. Indeed, in this section we have described the layer normal as the vectorial direction of the wave
vector; however, an equivalent approach used in the literature is to define the normal as determined directly by phase
gradients as $N = \nabla \phi / |\nabla \phi|$. As a result, the order parameter does not embed nematic-like rotational symmetry
breaking of the layer normal.

### 1.2. Q-tensor Landau-de Gennes theory of nematics

Nematic liquid crystals have this same apolar rotational symmetry breaking. For these mesophases, the extent
of ordering is measured by a real scalar order parameter $S (r, t)$ and the local direction is measured by the director
field $n (r, t)$ of unit length. In the Ericksen–Leslie formalism $^{51, 57}$, the free energy density is constructed from a
bulk contribution in terms of $S$ alone and a Frank–Oseen deformation contribution in terms of only gradients of $n$.
However, de Gennes $^{58, 59}$ proposed that the order parameter and director can be written together as a tensor order
parameter

$$Q (r, t) = S \left( \begin{array}{l} n \\ n \end{array} - \delta \right),$$  \hspace{1cm} (7)

where $\delta$ is the identity matrix. While one might initially be concerned that a tensorial order parameter could introduce
undue mathematical complications, the benefits of $Q$-theory are substantial.

1. Firstly, $Q$ is even in the director field $n$. This immediately ensures that $n \rightarrow -n$ is inconsequential. A tensor
formed from the tensor product $\sim n \otimes n$ preserves the desired nematic symmetry,
2. The combination of scalar order parameter $S$ and director $n$ means that both the bulk free energy and distortion free energy can be written consistently in terms of $Q$ as

$$f_{\text{nem}} = f_{\text{bulk}} + f_{\text{def}}$$

(8a)

$$f_{\text{bulk}} = \frac{A_{\text{nem}}}{2} Q : Q + \frac{B_{\text{nem}}}{3} (Q : Q) : Q + \frac{C_{\text{nem}}}{2} (Q : Q)^2 + \ldots$$

(8b)

$$f_{\text{def}} = \frac{L_1}{2} (\nabla Q)^2 + \frac{L_2}{2} (\nabla : Q) (\nabla : Q) + \frac{L_3}{2} Q : (\nabla Q : \nabla Q)$$

(8c)

If we assume a single elastic coefficient $L_1 = L_2 = L_3$, the distortion free energy density is simply $f_{\text{def}} = L_1 Q_{ij,k} Q_{ij,k}$. These free energies are appealing since all calculations can be done on a single mathematical object $Q$. The free energy density was written above first using the vector notation and then Einstein summation convention to be explicit and because we will use both interchangeably, as convenient. Our comma notation is $Q_{ij,k} = \partial_k Q_{ij}$. The elastic constants in Eq. (8a), can be directly related to the Frank coefficients for splay, twist and bend [60, 61]. The free energy density in Eq. (8a) amounts to a phenomenological Landau expansion in terms of $Q$ and its derivative and so the $Q$-theory is referred to as the Landau–de Gennes theory [43, 62].

3. Setting the constant trace of $Q$ to zero is convenient so that the first invariant does not contribute to the free energy.

4. The tensor form is numerically practical. The primary reason for this is because disclination defects exist in many interesting systems. These defects are point singularities in the director field, which are computationally burdensome; however, the inclusion of $S$ allows these singularities to locally melt in a finite defect core, making them more amenable to computational approaches. For this reason, $Q$-theory is used extensively in numerical simulations nematics, including colloidal liquid crystals [63, 64], living liquid crystalls [67, 68] and active liquid crystals [69, 70].
II. SMECTIC TENSORIAL ORDER PARAMETER

Taking inspiration from the success of \( Q \)-theory, we recently considered a uniaxial, complex, tensorial lamellar order parameter

\[
E (r,t) = |\psi| e^{i\phi} \left( N \cdot N - \delta/d \right),
\]

where \( \psi (r,t) \in \mathbb{C} \) and \( N (r,t) \in \mathbb{R}^d \) for smectic systems; \( d \) is the dimensionality of the system \([42]\). The tensor \( E \) is analogous to \( Q \) but the scalar order parameter \( \psi = |\psi| e^{i\phi} \) is complex instead of real, as \( S \) is. It is a macroscopic object that does not include the microscopic oscillations included in \( \Psi \) (see Eq. \((9)\)). It consolidates the complex scalar order parameter \( \psi \), the apolar layer normal \( N \), and resolves the phase ambiguity \([35]\). Before developing a phenomenological \( E \)-based Landau theory for smectics (§II.1), we pause to reflect on the origins (§II.1), inherent limitations (§II.3) and properties (§II.4) of the complex-tensor order parameter.

II.1. Argument for Smectic Tensorial Order Parameter

First, we expand on the considerations leading us to Eq. \((9)\). We seek a smectic order tensor \( E \) that consolidates the complex scalar order parameter \( \psi \) and the apolar layer normal \( N \). It should contain the dyadic product of \( N \) with itself in order for \( N \to -N \) to be inconsequential and so possess up-down symmetry. Furthermore, the absence of preferential directions within planar layers means local rotations about \( N \) should be arbitrary. A traceless order parameter ensures linear terms do not contribute to the bulk free energy. We are not interested in the microscopic details of individual layers but seek a hydrodynamic scale description — we prefer a form in which the factor \( e^{i \phi} E^2 \) does not need to be included, as it represents the microscopic details of individual layers (§II.3). Instead we want to account for the two pieces of information embedded in de Gennes’ order parameter \( \psi = |\psi| e^{i\phi} \in \mathbb{C} \), where \( |\psi| \) quantifies the extent of layering and \( \phi \) represents layer displacements, which is necessary to describe compression/dilation of the layers.

We assume that the smectic order tensor is diagonalizable, \( \text{diag} (E) \propto [\lambda_1, \lambda_2, \lambda_3] \) for three complex eigenvalues. Given this, \( E \) can be written in terms of basis vectors \((l, m, N)\). We insist that \( E \) is traceless so that its first invariant is zero and does not contribute to the bulk free energy. We are seeking a form for which at least one of the eigenvalues is proportional to \( \psi \).

Let us next make the spurious assumption that each element of \( E \) is real. In this invalid case, both of the conjugate pair \( \psi \) and \( \psi^* \) would be eigenvalues. The tracelessness of \( E \) would then require \( \text{diag} (E) \propto [-\psi^*, -\psi, 2\Re \{\psi\}] \). This form would be reminiscent of biaxial nematics \([74, 75]\) in which \( \text{diag} (Q) = [S - \eta, S + \eta, -2S] \) but with the degree of biaxiality \( \eta \in \mathbb{R} \) replaced with an imaginary contribution. While this analogy might at first appear appealing, we reject this construction because bulk free energy terms, such as \( E_l^2; E_m^2 \), would necessarily include contributions from the phase \( \phi \), amounting to non-physical excess free energy costs to orientational (i.e. nematic) ordering of the layer normals.

To remove such layer normal orientational contributions, the constraint that \( E \) is traceless could be relaxed; though this does not fully resolve the issue. If one insists that the third eigenvalue is zero, then the nematic alignment of layer normals would not contribute to the bulk free energy expansion; however, \( N \) would be a nullspace and \( E \) would be singular. Furthermore, gradients of \( E \) would then include derivatives of the in-plane vectors \( m \) and \( l \) and so the distortion free energy would necessarily include biaxial-type contributions \([74]\). Any such terms must be non-physical because of the isotropic nature of simple smectics within layers. Thus, we conclude that \( E \) is not in general real.

Following from the in-plane isotropy, \( E \) should not depend explicitly on either of the arbitrary in-plane unit vectors, \( m \) or \( l \). Moreover, the physical equivalence of \( m \) and \( l \) demands they share the same eigenvalue, just as in a nematic. In 3D, tracelessness then demands \( \text{diag} (E) = [-\psi / 3, -\psi / 3, 2\psi / 3] \), which is equivalent to a nematic liquid crystal but with a complex scalar order parameter. The tensorial form of \( E \) for simple lamellar phases then follows from this point by noting that the nematic nature of the layer normal demands that only even dyadic products \( NN \) should be present and so we arrive at the proposed form of \( E = \psi (N \cdot N - \delta / d) \) in \( d = 2, 3 \) dimensions. As a dyadic, the tensorial lamellar order parameter should be symmetric, which means that it cannot be Hermitian.

For perfectly ordered lamellae in which there is absolutely no layer displacement, one is free to choose \( u = 0 \) such that \( \phi = \frac{\theta}{2} ; u = (q_0 N) \cdot (u N) = q_0 u = 0 \), which causes \( \psi = |\psi| \) and \( E \) to be a real, traceless and symmetric tensor. However, this is only true for perfectly planarly stacked layers — all deformations in which the layer normal field \( N \) varies must be accompanied by some local layer displacement requiring complex \( \phi \).

We now consider an argument that the eigenvectors \((l, m, N)\) obtained from \( E \) must be real. In particular, the layer normal should be composed of purely real components, \( N \in \mathbb{R}^d \). Let \( E \) be the product of a real symmetric and
traceless tensor $\mathcal{T}$ and a nonzero complex scalar $\psi$, i.e. $\mathcal{T} \equiv N N - \delta/d$. Being real, symmetric and traceless, $\mathcal{T}$ will have real eigenvalues, $\tilde{\lambda}_i$, and real orthogonal eigenvectors. The complex tensor $\mathcal{E}$ must share these eigenvectors and have eigenvalues $\lambda_i = \psi \tilde{\lambda}_i$. This proof relies on the form $\mathcal{E} = \psi \mathcal{T}$. Much like the tracelessness property, this is a condition that must be enforced, in particular in numerical calculations (see §IV).

Though the $\mathcal{E}$-based theory will be computed in terms of $\mathcal{E}$ alone, it may be desirable to find $\psi(r,t)$ and $N(r,t)$ after the fact to aid in interpreting results. Even though $\psi$ is the eigenvalue of $\mathcal{E}$ and $N$ is the associated eigenvector, eigen-decomposition may not necessarily be the numerically preferred method of determining these quantities. For example, it is convenient to find the modulus by contracting $\mathcal{E}$ with its complex conjugate,

$$|\psi|^2 = \frac{\mathcal{E} : \mathcal{E}^*}{\rho},$$

where $\rho \equiv (d - 1)/d$. To find Eq. (10), we recognize the layer normal is a unit vector so $N \cdot N = 1$ and $\delta_{ii} = \text{tr}(\delta) = d$. Similarly, the phase $\phi$ can be found by contracting the complex tensor with itself

$$e^{2i\phi} = \frac{\mathcal{E} : \mathcal{E}}{\rho |\psi|^2},$$

$$\phi = (-i/2)\arg \left[ \frac{\mathcal{E} : \mathcal{E}}{\rho |\psi|^2} \right],$$

where $|\psi|$ is known from Eq. (10).

II.2. Biaxiality

Here, we have implicitly focused on uniaxial liquid crystals. However, in nematics, $Q$-tensor theory can be extended to account for biaxiality — a degree of orientational alignment along a secondary direction. In the biaxial nematic case, we could write

$$Q(r,t) = S_1 \left( \mathbf{n} \mathbf{n} - \frac{\delta}{d} \right) + S_2 \left( \mathbf{m} \mathbf{m} - \frac{\delta}{d} \right),$$

for scalar order parameters $S_1$ and $S_2$. In three dimensions, this represents orthonormal eigenvectors $\mathbf{n}, \mathbf{m}, \mathbf{l} = \mathbf{n} \times \mathbf{m}$, corresponding respectively to eigenvalues

$$\lambda_1 = \frac{2S_1 - S_2}{3}; \quad \lambda_2 = \frac{2S_2 - S_1}{3}; \quad \lambda_3 = -\frac{S_1 + S_2}{3}.$$  

In this biaxial nematic case, the number of degrees of freedom is increased from the uniaxial case — increasing the degrees of freedom from three to five in three dimensions.

It is interesting to ask if a biaxiality in smectic ordering could be possible, which might describe secondary layering in an orthonormal direction. The uniaxial smectic order parameter tensor defined in Eq. (9) is complex valued symmetric and traceless. Drawing analogy to the biaxial $Q$-tensor in Eq. (12), we could also consider

$$\mathcal{E}(r,t) = \psi_1 \left( \mathbf{N} \mathbf{N} - \frac{\delta}{d} \right) + \psi_2 \left( \mathbf{m} \mathbf{m} - \frac{\delta}{d} \right),$$

for complex scalar order parameters $\psi_1$ and $\psi_2$ and real orthonormal eigenvectors $\mathbf{N}, \mathbf{m}, \mathbf{l} = \mathbf{N} \times \mathbf{m}$. The biaxial smectic order parameter tensor gains two additional degrees of freedom compared to the biaxial $Q$ simply because the eigenvalues are complex, representing the degree of ordering and layer displacement in the secondary direction. Physically, the biaxial tensor would begin to describe a degree of layering in a secondary direction — not necessarily at the same spacing or extent as the primary direction. The main practical difference between these two expressions for $\mathcal{E}$ is that the biaxial case will not necessarily have a uniform complex phase across different components of the tensor.

This would not be equivalent to a biaxial sm-A_b [6] but might, for example, reflect secondary layering in colloidal banana-shaped dispersions [77].
II.3. Approximate Microscopic Form

Our tensorial order parameter is concerned with the complex scalar order parameter $\psi = |\psi|e^{i\phi}$; rather than the full plane wave $\Psi = \psi e^{i\mathbf{q}\cdot\mathbf{r}}$. The order parameter $\mathbf{E}(\mathbf{r}, t)$ is assumed to be a hydrodynamic variable that varies on length and time scales that are large compared to microscopic scales. This reflects our intent to construct a theoretical description of the macroscopic state of simple smectics, through the density modulation $2|\psi|$ and the equilibrium wave number $q_0 = 2\pi/d_0$ for layer spacing $d_0$. The wave vector combines the wave number and layer normal $q = q_0 N$ — the direction can vary on length and time scales, such that microscopically the plane wave remains a satisfactory approximation of the smectogen density. We regard the local distribution of smectogens within layers and description of individual layers themselves to belong to the microscale.

Since this construction assumes a local microscopic planar wave for the density of smectogens, the microscopic structure can be directly reproduced from $\mathbf{E}$ within an arbitrary global phase shift. Just like the traditional smectic makes it clear that $-\mathbf{q}$ to have the same complex phase. We can express this as

$$N - \frac{1}{2} \mathbf{q} = N e^{i\phi}$$

is chosen to be traceless as complex, traceless, normal, globally gauge invariant and

$$\mathbf{E} = \mathbf{E} e^{i\phi}$$

is a normal tensor, meaning it commutes with its Hermitian adjoint

$$\mathbf{E} = \mathbf{E} e^{i\phi}$$

contains $2d^2$ elements. As explained in § II.1, one could take the layer-displacement to be 0, in which case $\mathbf{E}$ would become real (setting $\phi = 0$). However, any deformation introduced to the material with respect to the layer normal must be accompanied by a phase gradient, hence introducing a non-zero imaginary part to components of $\mathbf{E}$.

Traceless: Analogous to the nematic $Q$-tensor, $\mathbf{E}$ is chosen to be traceless

$$\text{tr} (\mathbf{E}) = E_{ii} = 0.$$  (16a)

A constant trace is equivalent to the constraint that the rod-shaped smectogen particles are of fixed length. The constant trace is fixed to zero to ensure linear terms do not contribute to the bulk free energy.

Normal Operator: $\mathbf{E}$ is a normal tensor, meaning it commutes with its Hermitian adjoint $\mathbf{E}^*$, i.e.

$$[\mathbf{E}, \mathbf{E}^*] = 0.$$  (16b)

where $[A, B] = AB - BA$ is a commutator.

Uniaxial: In our study, we fix $\mathbf{E}$ to the uniaxial case as defined in Eq. (9). Practically, this is equivalent to constraining the $d^2$ components of $\mathbf{E}$ to have the same complex phase. We can express this as

$$\det ([\mathbf{E}, \mathbf{E}^*]) = 0.$$  (16c)

This comes from $\det ([\mathbf{E}, \mathbf{E}^*])$ being proportional to $\sin^2(\Theta)$ for $\Theta = \arg(E_{ii}) - \arg(E_{ij})$ for $i \neq j$. In two dimensions, this is equivalent to Eq. (16b).

Globally Gauge Invariant: As can be seen in Fig. 2, the specific value of $\phi$ is arbitrary and only gradients, representing compression or dilation, are physically meaningful. Hence, we can perform the gauge transformation $\mathbf{E} \rightarrow e^{i\alpha} \mathbf{E}$, where $\alpha$ is a global constant, which only reflects a constant global shift for the system; rather than a physically meaningful transformation. Any proposed free energy (§ III) and thermodynamic observables are invariant under this gauge transformation.

Symmetric and non-Hermitian: Writing $\mathbf{E} = \psi (N N - \delta/d)$ makes it clear that $\mathbf{C} = N N - \delta/d$ is symmetric. However $\mathbf{E}$ is not Hermitian, as $E_{ij} = E_{ji}$ rather than $E_{ij} = E_{ji}^*$.
Given these characteristics and constraints, there are \( d + 1 \) degrees of freedom embedded in the complex order parameter tensor \( E \). This is one more than are embedded in the uniaxial nematic \( Q \) tensor and they represent the physical extent of layering, layer displacement and direction.

### III. LANDAU FREE ENERGY

Having proposed a complex-tensor order parameter for lamellar materials, we now construct a model for the free energy in terms of \( E \). Though smectics and other lamellae have been modelled from many perspectives \cite{78, 79}, we consider a phenomenological Landau free energy expansion. The total free energy

\[
F(t) = \int d^d \rho \left( f(E, \nabla E) \right),
\]

is an integral over space of a free energy density \( f(\rho, t) \). Once identified, Landau theory expands the free energy density in terms of the order parameter and its derivatives. The expansion must be stable against unlimited growth of the order parameter. This corresponds to the Landau–de Gennes theory for nematics \cite{12}, except that the order parameter tensor \( E \) is complex. In the case where \( \phi \) is uniform in space, \( E \) is equivalent to \( Q \) times a complex constant, though the free energy should include different terms. The form of the free energy must make replacing \( E \rightarrow E^* \) immaterial, reflecting the double-valued nature of \( \psi = |\psi| e^{i\phi} \) \cite{38}. This global transformation would be physically equivalent to switching all regions of compression to dilation and vice versa, though the boundary conditions would distinguish the two as distinct systems. Under large deformation, this equates to an equal cost to either inserting or removing a layer. Thus, we expect all terms in the free energy to involve pairings of \( E \) and its complex conjugate \( E^* \). Furthermore, with both a translational and rotational symmetry breaking, a tensor-based framework for smectic liquid crystals must account for at least two distinct elastic constants \cite{44}.

As in Landau–de Gennes theory, we group the free energy density expansion into bulk and deformation contributions. We consider five contributions to the total free energy of a simple lamellar fluid

\[
F = \int d^d \rho \left[ f_{\text{bulk}}(E) + f_{\text{comp}}(\nabla E) + f_{\text{curv}}(\nabla^2 E) + f_{\text{ext}}(E) \right] + \int dS \mathcal{F}_{\text{anch}}(E),
\]

which is the sum of the volume integral over the bulk \( f_{\text{bulk}} \), two deformation \( f_{\text{comp}} \) and \( f_{\text{curv}} \) and external field \( f_{\text{ext}} \) free energy densities and the surface contribution, which represents the surface anchoring free energy per unit area \( \mathcal{F}_{\text{anch}} \). This is the free energy of only the layers themselves — it does not include any free energy contribution due to the alignment of smectogen molecules within the layers, as would be the case in Sm-A or Sm-C thermotropic smectic liquid crystals. Accounting for this alignment would require coupling Eq. \( (18) \) to Eq. \( (8a) \), similar to the coupling of \( Q \) to the real-valued variation of density in Ref. \cite{80}. Thus, the current, non-coupled theory is directly relevant to lyotropics.

#### III.1. Smectic Bulk Terms

Since \( E \) is traceless, the bulk smectic free energy density can be written as an even expansion

\[
f_{\text{bulk}} = \frac{A}{2} E_{ij} E_{ji}^* + \frac{C}{4} \left( E_{ij} E_{ji}^* \right)^2 + \ldots,
\]

where \( C > 0 \) and \( A < 0 \) produces lamellar order but \( A > 0 \) does not. This is the same form as stated in Ref. \cite{42}. The bulk free energy does not depend on phase or layer normal direction, only the complex scalar order parameter. This can be seen by explicitly substituting Eq. \( (9) \) into Eq. \( (19) \) and recalling \( E_{ij} E_{ji}^* = |\psi|^2 \) from Eq. \( (10) \). Then the bulk free energy is simply

\[
f_{\text{bulk}} = \frac{A}{2} |\psi|^2 + \frac{C}{4} |\psi|^4.
\]

This form matches the form of Eq. \( (4) \) if \( d \) is absorbed into the coefficients and demonstrates the consistency between the complex tensor theory approach and traditional bulk free energies for smectics \cite{3, 81}. In the mean-field limit, Eq. \( (19) \) predicts a second order phase transition from isotropic to lamellae. The bulk contribution in Eq. \( (20) \) forms the foundation of free energy expansions in terms of the traditional scalar order parameter for the transitions to a wide number of smectic phases \cite{11, 9, 75, 82, 87}.
III.2. Smectic Layer Compression Terms

The bulk free energy from Eq. (19) is rarely the only contribution in smectic materials, even after extended relaxation towards equilibrium. This is because lamellar phases very rarely reach the equilibrium configuration of perfectly aligned planar layers [88–91]. Rather, they often form defect-populated quasi-phases. These include focal conics [17–21, 92–94] and glassy configurations of defect-pinned domains [95, 96], which are the smectic equivalent of Shubnikov phases in type-II superconductors [3].

We first consider compression and dilation of the layers, which we refer to jointly as compression. The compression free energies involve derivatives of the tensor order parameter and must be guaranteed to be real. The simplest such term is \(E_{ij,k}E_{ij,k}^*\), where \(\kappa\) denotes the Cartesian direction over which the gradient is taken [42]. Additional real terms could be constructed through combinations of similar terms and their complex conjugates, which would allow different deformation modes to possess differing elastic moduli at the cost of complicating the theory. Most appreciably, deformations parallel and perpendicular to the layer normal should contribute separately to the free energy. The compression/dilation free energy is thus taken to be

\[
\mathcal{f}_{\text{comp}} = b_\parallel \Pi_{\kappa\ell} E_{ij,k} E_{ij,\ell}^* + b_\perp T_{\kappa\ell} E_{ij,k} E_{ij,\ell}^* ,
\]

(21)

where \(b_\parallel\) is the layer compression elastic modulus, \(b_\perp\) is a stretching elastic modulus, and \(\Pi\) and \(T\) are projection operators. Projection operators have similarly been applied to scalar models of smectics [5, 81, 97–102] and, even when projection operators are not explicitly employed, different coefficients can be used for gradients in different directions [103].

III.2.1. Projection Operators

The deformations have been broken into separate contributions parallel and perpendicular to the layer normal. This is done through two projection operators

\[
\Pi = N N, \quad T = \delta - \Pi .
\]

(22a)

(22b)

The projection operators parallel \(\Pi\) and perpendicular \(T\) to the layer normal both involve only the outer product of the layer normal with itself, and so they maintain the nematic-type symmetry of invariance under \(N \rightarrow -N\). However, in the present complex tensorial framework, \(E(r)\) is computed explicitly, while \(N\) is found \textit{ex post facto}. Therefore, we wish to define projection operations in terms of \(E\). To this end, we note that

\[
E \cdot E^* = \frac{\lvert \psi \rvert^2}{d} \left( (d-2) N N + \frac{\delta}{d} \right),
\]

\[
N_i N_k = \frac{1}{d-2} \left[ \frac{d}{\lvert \psi \rvert^2} E_{ij} E_{jk}^* - \frac{\delta_{ik}}{d} \right] .
\]

(23)

Therefore through Eq. (10) for \(\lvert \psi \rvert^2\), we define the \(E\)-based parallel projection operator to be

\[
\Pi \equiv \frac{d-1}{d-2} \left[ \frac{E \cdot E^*}{E : E^*} - \frac{\delta}{d^2 \rho} \right] .
\]

(24)

As is clear from the denominator of the coefficient in Eq. (24), another approach is required for \(d = 2\) dimensional systems. We must consider the form of the tensor prior to being made traceless \(E + \psi \delta/d = \psi N N\), which is directly proportional to \(\Pi\) but does require that the complex \(\psi\) be found, rather than the simpler and real \(\lvert \psi \rvert\). However, this can be done via Eq. (11), allowing us to state

\[
\psi = \left( \lvert \psi \rvert^2 e^{2i\phi} \right)^{1/2} = \left( \frac{E \cdot E^*}{\rho} \right)^{1/2} .
\]

(25)

Hence, the parallel projection operator in terms of the complex order parameter tensor is

\[
\Pi \equiv \frac{E}{\psi} + \frac{\delta}{d} = \left( \frac{\rho}{E : E} \right)^{1/2} E + \frac{\delta}{d} .
\]

(26)
We expect the presence of $\psi$ in Eq. (26) to make Eq. (24) slightly preferable when $d > 2$. The perpendicular projector $\mathbf{T}$ follows directly from Eq. (21) and, hereafter, we use the $E$-based projection operators. Approaches using projection operators for surface anchoring in nematic systems commonly simplify these forms by neglecting variations in the scalar order parameter and replacing it with its constant, equilibrium value $\psi^\text{anch}$. 

III.3. Smectic Layer Curvature Terms

In addition to compression deformations, the shape of the layers can be deformed from perfectly flat planar layers. Accounting for the elastic cost of the local induced curvatures in the free energy density is common in theories for bending bilayers [105]. To describe the curvature requires second order derivatives of the layer displacement. Similar to the compression/dilation free energy, the free energy cost of bending distortions of the layer can be decomposed into contributions parallel and perpendicular to the layer normal. Again, we keep only the simplest possible terms: purely parallel, purely perpendicular and a mixed contribution, which we write as

$$f_{\text{curv}} = \frac{b_2}{2} \Pi_{k\ell} E_{ij, k\ell} \Pi_{nm} E^*_i j, nm + b_2^\perp T_{k\ell} E_{ij, k\ell} T_{nm} E^*_i j, nm + b_2^{\parallel\perp} (\Pi_{k\ell} E_{ij, k\ell} T_{nm} E^*_i j, nm + T_{k\ell} E_{ij, k\ell} \Pi_{nm} E^*_i j, nm),$$

(27)

where $b_2^\parallel$, $b_2^\perp$ and $b_2^{\parallel\perp}$ are elastic constants, and $E_{ij, k\ell} \equiv \partial_k \partial_{\ell} E_{ij}$. The projection operators act on derivatives $f^\text{comp}$ and the symmetry between $E_{ij}$ and $E^*_i j$ enforces the single elastic constant on the final two terms of Eq. (27).

We refer to this term as the “curvature” free energy to make contact with Canham—Helfrich elasticity theory for membranes, which describes the bending of bilayers in terms of the mean and Gaussian curvatures [105]. However, we avoid the term “bending” free energy to avoid any potential ambiguity with nematic bending deformations in the Frank–Oseen formalism of Eq. (21). While Eq. (27) shares the form of generalized smectic scalar models [102], below in §VII we will demonstrate that the curvature contribution simplifies significantly under appropriate approximations.

III.4. Smectic Coupling to an External Field

While perhaps nonphysical, external field-induced lamellar-ordering can be included through a contribution that is second-order in both a vectorial external field $\mathbf{H}$ and the smectic order parameter

$$f^\text{ext} = \chi \mathbf{H} \cdot (E_i E^*_j) \cdot \mathbf{H} = \chi H_i E_{ij} E^*_{jk} H_k,$$

(28)

where $\chi$ is a susceptibility coefficient.

III.5. Smectic Surface Anchoring Terms

We have now considered each of the contributions to the free energy within the volume integral in Eq. (18). If the smectic is contained by walls or otherwise in contact with surfaces, a surface contribution to the free energy is required to model the anchoring of the smectic to the walls. In our previous work [12], we assumed an infinitely strong anchoring condition. Here, we relax that. We present three forms of the free energy per unit area required to model the anchoring of the smectic to the walls or otherwise in contact with surfaces, a surface contribution to the free energy is

$$f^\text{anch} = \frac{W_0}{2} (E - E^w) : (E - E^w)^* = \frac{W_0}{2} (E_{ij} - E^w_{ij}) (E^*_i j - E^w_{i j})^*,$$

(29)

for anchoring to some wall-specified $E^w = \psi^w e^{i\phi^w} (\psi^w \nu^w - \delta^w / d)$. This represents a quadratic free energy penalty to deviations from the preferred complex tensorial value. The wall-specific $E^w$ not only sets an easy direction for alignment $\nu^w$, but also a preferred complex amplitude $\psi^w$ — both degree of ordering $|\psi^w|$ and also a surface-preferred phase $\phi^w$. Such a boundary condition might be chosen if smectic layers stack in-plane with the wall surface for instance. In this case, the layer normal prefers to be parallel to the surface normal $E^w$, the presence of the wall...
encourages a well-defined layer value of $|\psi|^w$, and steric interactions resist layer displacement, setting a preferred phase $\phi^w$, equivalent to demanding a density trough at the wall.

However, Rapini–Papoular anchoring may not be appropriate for all boundaries. Consider, for instance, smectic layers coming flush to the surface, i.e. with the layer normal $\mathbf{N}$ aligned with an in-plane easy direction $\mathbf{e}^w$. In this case, $|\psi|^w$ may or may not have a preferred value at the surface but it is unlikely that the phase $\phi$ is anchored. Thus, we separately anchor the layer normal $\mathbf{N}$ and the degree of layering $|\psi|$ to the wall values through

$$F_{\text{anch}} = \frac{W_1}{4} \left( \mathbb{P} - \mathbb{P}^w \cdot \mathbb{P} \cdot \mathbb{P}^w \right) : \left( \mathbb{P} - \mathbb{P}^w \cdot \mathbb{P} \cdot \mathbb{P}^w \right) + \frac{W_2}{4} \left( |\psi|^2 - |\psi|^w 2 \right)^2 , \quad (30)$$

with $\mathbb{P}$ as in Eq. (26) and $\mathbb{P}^w = \mathbf{d}^w \cdot \mathbf{d}^w$ is the projection operator for the easy alignment direction $\mathbf{d}^w$. The first term favours the layer normal aligning with the easy direction and has anchoring strength $W_1$, while the second term (which can be written as in Eq. (10)) pushes the smectic order towards the surface-preferred degree of order $|\psi|^w$ and the phase is free.

While the Rapini–Papoular form (Eq. (29)) works well to set the layer normal uniformly along a given easy axis, surfaces with planar anchoring that lack a preferred in-plane direction require the degenerate form $|\Pi|^w$. The degenerate form can again follow nematic theory, which is given by the Fournier surface anchoring free energy per unit area

$$F_{\text{anch}} = \frac{W_1}{4} \left( \mathbb{P} - T^w \cdot \mathbb{P} \cdot T^w \right) : \left( \mathbb{P} - T^w \cdot \mathbb{P} \cdot T^w \right) + \frac{W_2}{4} \left( |\psi|^2 - |\psi|^w 2 \right)^2 , \quad (31)$$

where $T^w = \mathbf{d} - \mathbf{d}^w \mathbf{d}^w$ is the surface projection for a surface with normal $\mathbf{d}^w$. As in Eq. (30), the first term favours the layer normal lying in the plane of the surface, while the second term penalizes degrees of order that differ from $|\psi|^w$. Unlike the typically employed nematic form (see Refs. 

The specific easy-direction (Eq. (30)) and degenerate (Eq. (31)) anchoring free energies can be consolidated and generalized if we recognize that $\mathbb{P}^w = \mathbb{d}^w \mathbb{d}^w$ and $T^w = \mathbf{d} - \mathbf{d}^w \mathbf{d}^w$ are just two possible examples of a wall projection operator $E^w$. Furthermore, the Fournier form (Eq. (31)) sets $\mathbf{N}$ and $|\psi|$ with different anchoring strengths, whereas the Rapini–Papoular form (Eq. (29)) imposes equal anchoring on $\mathbf{N}$, $|\psi|$ and $\phi$. Thus, we generalize all these cases to

$$F_{\text{anch}} = \frac{W_1}{4} \left( \mathbb{P} - E^w \cdot \mathbb{P} \cdot E^w \right) : \left( \mathbb{P} - E^w \cdot \mathbb{P} \cdot E^w \right) + \frac{W_2}{4} \left( |\psi|^2 - |\psi|^w 2 \right)^2 + \frac{W_3}{4} \left( e^{i\phi} e^{i\phi^w} + \left[ e^{i\phi} e^{i\phi^w} \right]^* \right)^2 , \quad (32)$$

where the last term is $\sim \cos^2 (\phi - \phi^w)$ and $e^{i\phi}$ can be conveniently found via Eq. (11).

Having constructed a Landau free energy for the lamellar system in terms of the smectic complex-tensor $E$, we now consider the physical ramifications of this model. From this point on, we neglect external and surface contributions to the free energy and consider the total free energy density to be the sum of Eq. (19), (21) and (27)

$$f = f^{\text{bulk}} + f^{\text{comp}} + f^{\text{curv}}$$

$$= A \frac{1}{2} E_{ij} E_{ij}^* + C \left( E_{ij} E_{ij}^* \right)^2 + \left[ b_1 \Pi_{kl} + b_1 T_{kl} \right] E_{ij,k} E_{ij,\ell}^* + \left[ b_2 \Pi_{kl} \Pi_{mn} + b_2 T_{kl} T_{mn} + b_2 T_{kl} \Pi_{mn} \right] E_{ij,\ell k} E_{ij,mn}^* \quad (33)$$

IV. NUMERICAL TECHNIQUES IN TWO DIMENSIONS

So far, we have considered a Landau theory for smectics; however, if the dynamics of the field relaxing towards a free-energy minimum are of interest, a time-dependent Ginzburg–Landau model is required

$$\mu \frac{\partial E_{ij}}{\partial t} = - \frac{\delta F}{\delta E_{ij}} + \Lambda_{ij}, \quad (34a)$$

where $F(t) = \int d^d x f(x, t)$ (Eq. (17)) is the total instantaneous free energy, $\mu$ is a mobility coefficient and $\Lambda(x, t)$ constrains the dynamics to only those that preserve the characteristics of the smectic order parameter as described in § II.4. In particular, as the time evolution proceeds, the tracelessness (Eq. (16a)), normality (Eq. (16b)) and uniaxiality (Eq. (16c)) should not be allowed to numerically drift. The field $\Lambda(x, t)$ is the Lagrange multiplier enforcing these conditions. In the following section, we explicitly determine $\Lambda(x, t)$ for the case of $d = 2$. 
IV.1. Lagrange Multipliers

To facilitate determining the Lagrange multiplier, it is beneficial to separate the elements of into their real and imaginary contributions. We write $E = X + iY$ for real tensors $X$ and $Y$ and transforms the time derivatives such that Eq. (34a) becomes

$$\mu \frac{\partial X_{ij}}{\partial t} = -\frac{\delta F}{\delta X_{ij}} + \text{Re}(\Lambda_{ij})$$ (34b)

$$\mu \frac{\partial Y_{ij}}{\partial t} = -\frac{\delta F}{\delta Y_{ij}} + \text{Im}(\Lambda_{ij})$$ (34c)

Consider how the conditions Eq. (16a) and Eq. (16b) (which in two dimensions is equivalent to Eq. (16c)) may be enforced in the numerical simulation so $E$ maintains the desired form. The two conditions can be written as

$$g_1(E) = \text{tr}(E) = 0$$ (35a)
$$g_2(E) = \text{det}([E, E^*]) = 0.$$ (35b)

The uniaxiality condition $\text{det}([E, E^*])$ is proportional to $\sin^2(\Theta)$ for $\Theta = \text{arg}(E_{ii}) - \text{arg}(E_{ij})$ for $i \neq j$.

We can rewrite $g_1$ in terms of $X$ and $Y$ as

$$g_{1a}(X) = X_{ii} = 0$$ (35c)
$$g_{1b}(Y) = Y_{ii} = 0,$$ (35d)

which together are equivalent to the first condition (Eq. (35a)). As we are here working in two dimensions, we may use the Cayley–Hamilton Theorem to manipulate Eq. (35b) into a more numerically manageable form. By noting instances when $g_1 = 0$ occur, we can rewrite $g_2$ as

$$g_2(E) = -\frac{1}{2} \text{tr}([E, E^*]^2).$$ (35e)

By evaluating the partial derivatives of each condition with respect to the elements of $X$ and $Y$, one can express three real Lagrange multipliers, $\lambda_{1a}$, $\lambda_{1b}$ and $\lambda_2$ for each of the constraints as

$$\lambda_{1a} = \frac{\delta F}{\delta X_{ii}} - \lambda_2 \frac{\partial g_2}{\partial X_{ii}}$$ (35f)
$$\lambda_{1b} = \frac{\delta F}{\delta Y_{ii}} - \lambda_2 \frac{\partial g_2}{\partial Y_{ii}}$$ (35g)
$$\lambda_2 = \frac{c_1}{c_2},$$ (35h)

where $c_1$ and $c_2$ are ungainly but straightforward

$$c_1 = -\frac{\delta F}{\delta Y_{ik}} X_{kj} Y_{jp} X_{pi} - Y_{ik} \frac{\delta F}{\delta X_{kj}} Y_{jp} X_{pi} - X_{ik} X_{kj} Y_{jp} \frac{\delta F}{\delta Y_{jp} X_{pi}} + X_{ik} X_{kj} Y_{jp} \frac{\delta F}{\delta Y_{jp} X_{pi}} + \frac{\delta F}{\delta Y_{ik}} X_{kj} Y_{jp} Y_{pi} + X_{ik} \frac{\delta F}{\delta X_{kj}} Y_{jp} Y_{pi} + Y_{ik} \frac{\delta F}{\delta Y_{jp} Y_{pi}} + \frac{\delta F}{\delta X_{ik}} Y_{kj} Y_{jp} X_{pi} + X_{ik} \frac{\delta F}{\delta Y_{kj}} Y_{jp} X_{pi} + \frac{\delta F}{\delta X_{ik}} Y_{kj} Y_{jp} \frac{\delta F}{\delta X_{ik}} Y_{kj} Y_{jp} X_{pi} - X_{ik} \frac{\delta F}{\delta Y_{kj}} X_{jp} Y_{pi} - X_{ik} \frac{\delta F}{\delta Y_{kj}} X_{jp} Y_{pi} - \frac{\delta F}{\delta Y_{kj}} X_{jp} Y_{pi} - \frac{\delta F}{\delta Y_{kj}} X_{jp} Y_{pi}.$$ (35i)

$$c_2 = -\frac{\partial g_2}{\partial Y_{ik}} X_{kj} Y_{jp} X_{pi} - Y_{ik} \frac{\partial g_2}{\partial X_{kj}} Y_{jp} X_{pi} - X_{ik} X_{kj} Y_{jp} \frac{\partial g_2}{\partial X_{jp} X_{pi}} + X_{ik} X_{kj} Y_{jp} \frac{\partial g_2}{\partial X_{jp} X_{pi}} + \frac{\partial g_2}{\partial Y_{ik}} X_{kj} Y_{jp} Y_{pi} + X_{ik} \frac{\partial g_2}{\partial X_{kj}} Y_{jp} Y_{pi} + Y_{ik} \frac{\partial g_2}{\partial Y_{jp} Y_{pi}} + \frac{\partial g_2}{\partial X_{ik}} Y_{kj} Y_{jp} X_{pi} + X_{ik} \frac{\partial g_2}{\partial Y_{kj}} Y_{jp} X_{pi} + \frac{\partial g_2}{\partial X_{ik}} Y_{kj} Y_{jp} Y_{pi} - X_{ik} \frac{\partial g_2}{\partial Y_{kj}} X_{jp} Y_{pi} - X_{ik} \frac{\partial g_2}{\partial Y_{kj}} X_{jp} Y_{pi} - \frac{\partial g_2}{\partial Y_{kj}} X_{jp} Y_{pi} - \frac{\partial g_2}{\partial Y_{kj}} X_{jp} Y_{pi}.$$ (35j)
The free energy can then be numerically minimized with respect to these constraints via the dynamics

\[
\frac{\partial E_{ij}}{\partial t} = -\frac{1}{\mu} \left( \frac{\delta F}{\delta E_{ij}}^* - \delta_{ij} (\lambda_{1a} + i\lambda_{1b}) - \lambda_2 \frac{\partial g_2}{\partial E_{ij}}^* \right),
\]

(36)

where we have used the definition \(\frac{\delta F}{\delta E_{ij}} = \frac{\delta F}{\delta X_{ij}} + i \frac{\delta F}{\delta Y_{ij}}\). The time-dependent Ginzburg–Landau model given by Eq. (36) allows the system to follow the steepest descent direction in the global free energy, while also respecting the constraints that \(E\) remain traceless and normal.

### IV.2. Extension to three dimensions

As in two dimensions, Eq. (34a) will apply in three dimensions and the tracelessness constraint (Eq. (16a)) can be dealt with in the same way as above. However, in the three dimensional case, the constraints for normality (Eq. (16b)) and uniaxiality (Eq. (16c)) are not equivalent to the condition \(\text{det}[E, E^*] = 0\). A new form for the Lagrange multiplier \(\lambda_2\) should be sought to implement the numerical relaxation described by Eq. (34a).

### V. NON-DIMENSIONALIZATION

The Landau theory has been presented above in a form with material coefficients. However, it is informative to non-dimensionalize the free energy density, which reveals the characteristic material length scales of the system. Continuing to neglect surfaces or external fields, and non-dimensionalizing the free energy density by the scale of \(A\) gives

\[
\tilde{f} = \tilde{A} E_{ij} E_{ij}^* + \frac{\tilde{C}}{4} (E_{ij} E_{ij}^*)^2 + \xi^2 \left( \left[ \sum_{k\ell} T_{k\ell} \right] E_{ij,k} E_{ij,\ell}^* \right) + \xi^2 \left( \left[ \sum_{k\ell} T_{k\ell} T_{mn} + \frac{b_2}{b_1} \Pi_{km,\ell} \right] E_{ij,k} E_{ij,\ell}^* \right),
\]

(37)

where \(\tilde{C} = C/|A|\) and \(\tilde{A}\) is the non-dimensional distance from the transition point, which can take the values \(\tilde{A} = +1\) for the isotropic phase, \(\tilde{A} = -1\) for the lamellar phase and \(\tilde{A} = 0\) at the transition. The non-dimensionalization reveals five material length scales, in addition to the lamellar wave length \(d_0 = 2\pi/q_0\). The lengthscale

\[
\xi = \sqrt{\frac{b_1}{|A|}}
\]

(38)

is the lamellar in-plane coherence length and the penetration depth is

\[
\lambda = \sqrt{\frac{b_2}{b_1}}
\]

(39)

A second coherence length is \(\xi^\perp = \xi \sqrt{b_1^\perp/b_1^\parallel} = \sqrt{b_1^\perp} / A\) and the two additional penetration depths are \(\lambda^\parallel = \sqrt{b_2^\parallel/b_1^\parallel}\) and \(\lambda^\perp = \sqrt{b_2^\perp/b_1^\parallel}\). The order of magnitude of these lengths can be approximated from experimental values. Smectic layer thickness is approximately \(d_0 \simeq 3.5\text{nm}\) [107], the penetration depth is approximately \(\lambda \simeq 2\text{nm}\) [108] and the coherence length \(\xi\) can be somewhat larger (\(\simeq 20\text{nm}\) [109]) or smaller (\(\simeq 0.5\text{nm}\) [49]). The ratio of coherence lengths \(\xi/\xi^\perp \sim 1 - 10\) [10] [109] [110], but the ratios of penetration depths remain relatively unexplored. Liquid crystalline sm-A or sm-C, would also have three Frank coefficients (as in Eq. (8c)), producing three additional length scales, for a total number of eight physical length scales — the number of characteristic length scales expected for a smectic material [111].

Furthermore, we identify the Ginzburg parameter [46] [49] [81]

\[
\kappa = \frac{\lambda}{\xi} = \left( \frac{|A| b_2^\perp}{b_1^\parallel} \right)^{1/2}.
\]

(40)
In superconductors, $\kappa < 1/\sqrt{2}$ is a type-I systems, while $\kappa > 1/\sqrt{2}$ is a type-II [3]. Our $\tilde{E}$-based theory is able to model both regimes.

To write the non-dimensionalized free energy density more cleanly, we non-dimensionalize units of length by the persistence length $\xi$ from Eq. (38) and define dimensionless elasticity moduli $\tilde{b}_1^1 = b_1^1/\xi$, $\tilde{b}_2^1 = b_2^1/\xi$, and $\tilde{b}_2^1 = b_2^1/\xi$. The non-dimensionalized free energy density is then written in terms of the Ginzburg parameter

$$\tilde{f} = \frac{\tilde{A}}{2} E_{ij}E_{ij}^* + \frac{\tilde{C}}{4} (E_{ij}E_{ij}^*)^2 + \left[\Pi_{k\ell} + \tilde{b}_1^1 T_{k\ell} + \frac{\tilde{b}_2^1}{2} \Pi_{k\ell}\Pi_{mn} + \tilde{b}_2^1 (\Pi_{k\ell}T_{mn} + T_{k\ell}\Pi_{mn})\right] E_{ij,k}E_{ij,k}^* \tilde{E}_{ij,\tilde{n}\tilde{n}},$$

(41)

where tildes over the indices indicate that the gradients have been non-dimensionalized by the coherence length, $\xi$.

It is also worth noting that non-dimensionalizing the surface free energy per unit area produces another set of connections more explicit, we return to the dimensional form of the theory (Eq. (33)) and consider the free energy density when $\tilde{f}$ is constant. To make these connections more explicit, we return to the dimensional form of the theory (Eq. (33)) and consider the free energy density when $\tilde{f}$ is constant. To determine microscale properties such as the layer thickness, we must consider the microscopic variation across layers. To explore microscopic properties of well-aligned layers, we must apply covariant derivatives.

VI. EQUILIBRIUM

We now consider the equilibrium values that arise from this phenomenological Landau theory. To make these connections more explicit, we return to the dimensional form of the theory (Eq. (33)) and consider the free energy density when $\tilde{E}$ is subjected to any deformations, i.e. such that $\tilde{E}$ is constant. To determine microscale properties such as the layer thickness, we must consider the microscopic variation across layers. To explore microscopic properties of well-aligned layers, we must apply covariant derivatives.

VI.1. Covariance

Basic gradients has been employed in Eq. (21) and Eq. (27), rather than covariant derivatives [3, 81, 97, 98, 100, 101, 112]. In smectic theories, it is common and often necessary to employ the covariant derivative

$$\mathcal{D} \equiv \nabla - iq_0 \hat{n}.$$  

(42)

The present model does not require a covariant derivative because $\tilde{E}$ is a hydrodynamic variable that describes the macroscopic configuration and does not account for microscopic variation. If instead we had chosen to write the free energy in terms of an explicit, local, plane-wave-based tensor $\tilde{E} = \tilde{E} \epsilon^{q_0N_r} \xi$ (Eq. (15)), then the situation would require covariant derivative with respect to the metric of the microscale surfaces defining the smectic layers. We now show that the free energy densities expressed in the previous sections are equivalent to the microscopic form

$$f^{\text{bulk}} = \frac{A}{2} E_{ij}E_{ij}^* + \frac{C}{4} (E_{ij}E_{ij}^*)^2 + \cdots$$

(43a)

$$f^{\text{comp}} = b_1^1 \Pi_{k\ell} D_k E_{ij} D_{\ell}^* E_{ij}^* + b_1^1 T_{k\ell} D_k E_{ij} D_{\ell} E_{ij}^*$$

(43b)

$$f^{\text{curv}} = b_1^1 \Pi_{k\ell} D_k D_m E_{ij} \Pi_{mn} D_n^* E_{ij}^* + b_1^1 T_{k\ell} D_k D_m E_{ij} T_{mn} D_n^* E_{ij}^*$$

$$+ b_1^1 \Pi_{k\ell} D_k D_m E_{ij} \Pi_{mn} D_n^* D_m^* E_{ij}^* + T_{k\ell} D_k E_{ij} \Pi_{mn} D_n^* D_m^* E_{ij}^*.$$

(43c)

Demonstrating the equivalence between these descriptions does not require every term in the free energies be considered explicitly. Instead, it is sufficient to note

1. The bulk free energy is unchanged because

$$E_{ij}E_{ij}^* = E_{ij} e^{iq_0N_r} \xi E_{ij}^* e^{-iq_0N_r} \xi = E_{ij} E_{ij}^*.$$  

(44)

2. Denoting the covariant derivative by a semicolon $\;
\$, the compression and curvature free energies are unchanged because

$$E_{ij,k}E_{ij,k}^* = D_k E_{ij} D_{\ell} E_{ij}^* = \left[\hat{n}_k = -iq_0N_k\right] E_{ij} e^{iq_0N_r} \xi \left[\hat{n}_k = +iq_0N_k\right] E_{ij}^* e^{-iq_0N_r} \xi$$

$$= E_{ij,k} E_{ij,k}^*.$$

(45)
Thus, the total free energy is unchanged, which is not surprising since this is expressly the function of a covariant derivative. Since the two forms are thus equivalent, we might question the difference in working with \( \mathbf{E} \) compared to \( \mathcal{E} \). Employing \( \mathcal{E} \) introduces covariant derivatives, depending explicitly on the layer normal direction and this would necessitate a numerical scheme that diagonalizes \( \mathcal{E} \) at every time step and uses the instantaneous \( \mathbf{N} \). For this reason, evolving \( \mathbf{E} \) is not only more numerically straightforward but is also more elegant in that the dynamics involves only \( \mathbf{E} \) itself without explicit reference to its eigenvalues or vectors; solving for \( \mathbf{N} \) and \( \psi \) is a post-simulation analysis only performed at the times of interest. Therefore, we prefer to work with \( \mathbf{E} \). However, considering \( \mathcal{E} \) is useful for determining the microscale, equilibrium properties of the lamellar phase, such as wave number \( q_0 \) (see §VI.2).

VI.2. Equilibrium Values

To determine the equilibrium values, we consider the free energy density when the smectic is not subjected to any deformations. That is to say, \( \mathbf{E} \) is constant at equilibrium. Holding \( \mathbf{E} \) constant in Eq. (33) gives

\[
f_{\text{eq}} = \frac{A}{2} \theta |\psi|^2 + \frac{C}{4} \theta^2 |\psi|^4.
\]  

(46)

From Eq. (46), we see that \( f_{\text{eq}} \) is independent of the constant \( \phi \) and \( \mathbf{N} \) values. From Eq. (46), the equilibrium value for the order parameter \( |\psi| \) can be found to be

\[
\frac{\partial f_{\text{eq}}}{\partial |\psi|} = 0 = A \theta |\psi| + C \theta^2 |\psi|^3
\]

\[
|\psi|_{\text{eq}} = \sqrt{-\frac{A}{C\theta}}.
\]  

(47)

When \( A < 0 \), the material is in the isotropic phase, while \( A > 0 \) is the lamellar phase for \( C > 0 \). While the macroscopic equilibrium degree of ordering \( |\psi|_{\text{eq}} \) can be found from the Eq. (47), microscopic equilibrium properties cannot. To estimate microscopic equilibrium properties such as the wave number \( q_0 \), the covariance must be employed. §VI.1 demonstrated that applying \( \nabla \) to \( \mathbf{E} \), or applying the covariant derivative \( D = \nabla - i q_0 \mathbf{k} \) to \( \mathcal{E} \) are equivalent and do not introduce a dependence on the wave number \( q_0 \). To explore corrections resulting from the explicit inclusion of the wave number, we instead apply the covariant derivative to our macroscale \( \mathbf{E} \).

The bulk free energy is unchanged from Eq. (20) and Eq. (46), so we consider \( f_{\text{comp}} \) and \( f_{\text{curv}} \) for constant \( \mathbf{E} \). We consider the parallel, perpendicular and mixed terms in turn. The compression free energy (Eq. (43b)) can be split into \( f_{\text{comp}} = f_{\text{comp}}^{\parallel} + f_{\text{comp}}^{\perp} \). The parallel and perpendicular contributions for constant \( \mathbf{N} \) and \( \psi \) become

\[
f_{\text{comp}}^{\parallel} = b_1 \Pi_{k\ell} D_k E_{ij} D^*_\ell E^*_{ij} = b_1' q_0^2 \theta |\psi|^2 \]

\[
f_{\text{comp}}^{\perp} = b_1' T_{k\ell} D_k E_{ij} D^*_\ell E^*_{ij} = 0.
\]  

(48a)

Likewise, we consider the curvature-type free energy density contributions. For convenience, we define \( \Delta_{\parallel} \equiv \Pi_{k\ell} D_k D^*_\ell \) and \( \Delta_{\perp} \equiv T_{k\ell} D_k D^*_\ell \). Thus, the free energy contributions become

\[
f_{\text{curv}}^{\parallel} = b_2' \Delta_{\parallel} E_{ij} \Delta_{\parallel} E^*_{ij} = b_2' q_0^2 \theta |\psi|^2 \]

\[
f_{\text{curv}}^{\perp} = b_2' \Delta_{\perp} E_{ij} \Delta_{\perp} E^*_{ij} = 0 \]

\[
f_{\text{curv}}^{\parallel} = b_2'' (\Delta_{\parallel} E_{ij} \Delta_{\parallel} E^*_{ij} + \Delta_{\perp} E_{ij} \Delta_{\perp} E^*_{ij}) \]

(48c)

\[
(48d)
\]

\[
(48e)
\]

Summing these, the total microscopic free energy density for an undeformed smectic is

\[
f_{\text{eq}} = \frac{A}{2} \theta |\psi|^2 + \frac{C}{4} \theta^2 |\psi|^4 + b_1' q_0^2 \theta |\psi|^2 + b_2' q_0^4 \theta |\psi|^2.
\]  

(49)

From Eq. (49), the equilibrium values for the modulus \( |\psi| \) and the wave number \( q_0 \) can be determined. For the amplitude,

\[
\frac{\partial f_{\text{eq}}}{\partial |\psi|} = 0 = A \theta |\psi| + C \theta^2 |\psi|^3 + 2b_1' q_0^2 \theta |\psi| + 2b_2' q_0^4 \theta |\psi|
\]

\[
|\psi|_{\text{eq}} = \sqrt{-\frac{A}{C\theta}}.
\]  

(50)
where $A' \equiv A + 2b_1^\parallel q_0^2 + 2b_2^\parallel q_0^4$. The wave number $q_0$ is assumed to be the equilibrium value since $\phi$ takes into account displacements of the layers and merely specifies the overlaid plane wave. We find this equilibrium wave number to be

$$\frac{\partial f^{eq}}{\partial q_0} = 0 = 2b_1^\parallel |q_0|^2 + 4b_2^\parallel q_0^4 |q|^2$$

$$q_0^2 = -\frac{b_1^\parallel}{2b_2^\parallel}. \quad (51)$$

These equilibrium values depend only on $b_1^\parallel$ and $b_2^\parallel$, which are the parallel-term elastic constants. The lamellar wave number in units of coherence length is

$$\tilde{q}_0^2 = (\xi q_0)^2 = -\frac{b_1^\parallel 2^2}{2 |A| b_2^\parallel}. \quad (52)$$

By taking $b_1^\parallel < 0$ and $b_2^\parallel > 0$ successfully defines the microscopic wave number in terms of elastic constants, in agreement with scalar theories [85, 113]. However on physical grounds and following previous simulations [114–116], we expect deformations to come at a free energy cost, which suggests $b_1^\parallel > 0$ for $i \in \{1, 2\}$. Therefore, we conclude that this phenomenological Landau theory leaves $q_0$ non-determined. We expect that in any future theory that extends this work to sm-C, the wave number will be expressed in terms of both $b_1^\parallel$, $b_2^\parallel$ and coefficients of coupling terms between $E$ and the nematic tensor $Q \equiv [9, 84, 117]$.

### VII. SIMPLIFYING ASSUMPTIONS

At first glance, the distortion free energy densities (Eq. (21) and Eq. (27)) appear unwieldy. However, as in $Q$-based Landau–de Gennes theory, we can reduce complications substantially by making the simplifying choice of a one-elastic-constant approximation. Under what circumstances does the complex-tensor-based Landau theory for smectics reduce to simpler forms?

#### VII.1. One-constant approximation

We begin by considering a one-constant approximation for both the compression free energy (Eq. (21)) and the curvature free energy (Eq. (27)). The definition of the perpendicular projection operator $\tilde{\Pi} = \tilde{\Pi} - \Pi$ (Eq. (22b)) can be inserted into Eq. (21), such that all terms involving the parallel projection operator can be grouped

$$f^{\text{comp}} = b_1^\parallel E_{ij,k} E_{ij,k}^* + \left(b_2^\parallel - b_1^\parallel\right) \Pi_{kl} E_{ij,k} E_{ij,\ell}^*. \quad (53)$$

In this form, it becomes clear that a one-constant approximation

$$b_2^\parallel = b_1^\parallel \equiv b_1, \quad (54)$$

removes the need for projection operators and simplifies the form of the free energy to $f^{\text{comp}} = b_1 E_{ij,k} E_{ij,k}^*$. The same can be done for the curvature contribution (Eq. (27))

$$f^{\text{curv}} = \left(b_2^\parallel + b_2^\parallel - 2b_2^\parallel\right) \Pi_{kl} E_{ij,k} E_{ij,m} E_{ij,nn}^* + b_2^\parallel E_{ij,kk} E_{ij,mm}^* + \left(b_2^\parallel - b_2^\parallel\right) \left(E_{ij,kk} \Pi_{mn} E_{ij,mm}^* + \Pi_{kl} E_{ij,kl} E_{ij,mm}^*\right). \quad (55)$$

Once again, we can choose a one-constant approximation

$$b_2^\parallel = b_2^\parallel \equiv b_2, \quad (56)$$

which again eliminates all the projection operators and simplifies this free energy term to $f^{\text{curv}} = b_2 E_{ij,kk} E_{ij,mm}^*$. This pair of one-elastic constant approximations, thus produces a non-dimensionalized free energy density which can be written in terms of the Ginzburg parameter as simply

$$\tilde{f} = \frac{\tilde{A}}{2} E_{ij} E_{ij}^* + \frac{\tilde{C}}{4} (E_{ij} E_{ij}^*)^2 + E_{ij,k} E_{ij,k}^* + \kappa^2 E_{ij,\ell} E_{ij,\ell}^* \quad (57)$$
FIG. 3. Numerical simulation of perturbed layers in a periodic domain using the one constant approximation. Here, $\Delta x = \xi$ and $\Delta t = 0.001 \mu$. The physical parameters are $A = -1$, $C = 2$ and $\kappa^2 = 0.6$. Initial conditions are such that, at time $t = 0$, $|\psi|$ is uniformly distributed in the region $(0.2, 0.4)$; $\phi \in (\frac{\pi}{2} - 0.15, \frac{\pi}{2} + 0.15)$ and $N = (\cos(\theta), \sin(\theta))$ for $\theta \in (-0.5, 0.5)$. We observe a relaxation towards a more ordered state at times (i) $t = 0.025 \mu$ and (ii) $t = 0.875 \mu$. (a) The extent of the layering $|\psi|(r, t)$. The red bars correspond to the layer normal, $N(r, t)$. At later times $|\psi|$ relaxes to the equilibrium value ($|\psi|_{eq} = 1$). (b) Plot showing the phase $\phi(r, t)$. The red bars correspond to the layer normal, $N$. Over time gradients of $\phi$ fade, demonstrating a reduction in layer compression/dilation. (c) Plot showing the layer visualisation $\text{Re} \{\Psi\}$ for $q_0 = 0.913$.

This shows that the general Landau theory for a complex-tensor order parameter reduces to the previously used form $^4$.

Substituting the one-elastic constant free energy (Eq. (57)) in the time-dependent Ginzburg–Landau model (Eq. (36)) and numerically integrating $E$ via a two-step Adams–Bashforth method shows the relaxation dynamics (Fig. 3). This simulation is performed in a thin periodic domain. At time $t = 0$, we set $|\psi|$ uniformly distributed in the region $(0.2, 0.4)$; $\phi \in (\frac{\pi}{2} - 0.15, \frac{\pi}{2} + 0.15)$ and $N = (\cos(\theta), \sin(\theta))$ for $\theta \in (-0.5, 0.5)$ and construct $E(r, t)$.
using these. In simulations, \( \mathbf{F}(r, t) \) is calculated with \( \psi \) and \( N \) found \textit{ex post facto} — \( |\psi| \) found via Eq. \( 10 \), \( \phi \) via Eq. \( 11 \) and \( N \) via eigen-decomposition of the real tensor \( e^{-i\phi}E \).

At early times \( (t \ll \mu) \), the degree of ordering \( |\psi|(r, t) \) is small and the layer normal \( N(r, t) \) is isotropically disordered (Fig. 3, top). Similarly, the phase \( \phi \) is noisy (Fig. 3 middle). Over time, the \( \nabla \phi \) decrease, showing a reduction in local dilation and compression (Movie 1). Alongside this, the scalar order parameter \( |\psi| \), denoting the extent of the layering, relaxes towards its equilibrium value (Movie 2). Both of these aspects can be observed clearly in plots of \( \text{Re}[\Psi] \), which depicts the layering. As the time approaches the relaxation time \( \mu \), the layers become more uniform and well defined, which can also be seen in the supplementary movies (Movie 3).

This numerical scheme has been applied in simulations for Fig. 3 and in Ref. 12. In both cases, the one-constant approximation has been made for the free energy density \( f(r, t) \) (Eq. (57)). The complication for anisotropic constants is that the projection operators must vary with \( \mathbf{E} \) (Eq. (26)) and must be included in the variation of the free energy in the Ginzburg–Landau equation (Eq. (34a)). However, the numerical approach is expected to be equally applicable in this more complicated situation.

### VII.2. Comparison to alternative descriptions

Determining the equilibrium values of the smectic in § VII.2 required consideration of the free energy when \( \mathbf{E} \) was entirely fixed. In this section, we allow one aspect of \( \mathbf{E} \) to vary while holding the others fixed. This enables us to compare \( \mathbf{E} \)-theory to models of smectics that solely treat one aspect or another.

#### VII.2.1. Elastic de Gennes–McMillan theory

We begin by presuming that the layer normal \( N \) is fixed globally along a constant axis and that the material is sufficiently deep within the lamellar phase such that \( |\psi| \) is constant. In this case, only compression deformation is permitted and only \( \phi(r, t) \) can vary. To determine the free energy under these conditions, we substitute Eq. \( 9 \) into the compression and curvature free energies to find

\[
\begin{align*}
\frac{f_{\text{comp}}}{\partial |\psi|^2} &= b_1^1 \nabla \cdot \nabla \phi + \left(b_1^{1} - b_1^{1}\right)(N \cdot \nabla \phi)^2 \\
\frac{f_{\text{curv}}}{\partial |\psi|^2} &= b_2^2 \left((\nabla \cdot \nabla \phi)^2 + (\nabla^2 \phi)^2\right) + \left(b_2^{\perp} + b_2^\parallel - 2b_2^{\perp}\right) \left((N \cdot \nabla \phi)^4 + ((N \cdot \nabla)^2 \phi)^2\right) \\
&\quad + 2 \left(b_2^{\perp} - b_2^\parallel\right) \left((\nabla \cdot \nabla \phi)(N \cdot \nabla \phi)^2 + (N \cdot \nabla^2 \phi \nabla^2 \phi)^2\right).
\end{align*}
\]

(58a)

(58b)

Since \( N \) is held fixed and the compression can only occur in the direction of the layer normal, all the gradients \( \nabla \phi \) must be in the layer normal direction. Thus, \( \nabla \rightarrow N \cdot \nabla = \nabla_\parallel \) in this case. However, the Laplacian can have other contributions and, in fact, one would expect that the simplest deformations would come from curvatures perpendicular to the layers \( \nabla_\parallel^\perp = \nabla^2 - \nabla_\parallel^\parallel \). Substituting these definitions into the free energies gives

\[
\begin{align*}
\frac{f_{\text{comp}}}{\partial |\psi|^2} &= b_1^1 \left(\nabla_\perp \phi\right)^2 \\
\frac{f_{\text{curv}}}{\partial |\psi|^2} &= b_2^2 \left(\nabla_\perp \phi\right)^2 + b_2^{\perp} \left(\nabla^2 \phi\right)^2 + \left(b_2^\parallel - b_2^{\perp}\right) \left(\nabla_\parallel^2 \phi\right)^2 + \left(b_2^\parallel - b_2^{\perp}\right) \left(\nabla_\perp \phi\right)^2.
\end{align*}
\]

(58c)

(58d)

The compressional term \( f_{\text{comp}} \) has a direct physical interpretation — by assuming that all gradients are in the layer normal direction, the only elasticity that matters is the layer compression elastic modulus \( b_1^1 \). However, this is then supplemented by the fact that curvature-type deformations \( f_{\text{curv}} \) might necessitate layer displacements such that \( b_2^\parallel \) (with a higher order correction 118) contributes to this type of deformation. The curvature contribution to the deformation free energy density can be simplified to directly correspond to physically transparent descriptions 59.

To do so, we make two assumptions: (i) The higher order term involving \( (\nabla_\parallel \phi)^2 \) can be neglected, and (ii) the elastic constants, \( b_2^{\perp} \), \( b_2^\parallel \), and \( b_2^{\perp}\parallel \), are simply related. To make direct comparison to other models, we must make choices relating the elastic constants \( b_2^\parallel \), \( b_2^{\perp}\parallel \), and \( b_2^{\perp}\perp \).

#### VII.2.1.1. One-constant approximation

If we continue with the one-constant approximation of \( b_2^\parallel = b_2^{\perp} = b_2^{\perp\parallel} \) from § VII.1, then the deformation free energy can be written in terms of the layer displacement field \( u = \phi/q_0 \) to be

\[
\begin{align*}
f_{\text{comp}} + f_{\text{curv}} &= \frac{B}{2} \left(\nabla_\parallel u\right)^2 + \frac{K}{2} \left(\nabla^2 u\right)^2,
\end{align*}
\]

(59a)
where \( B \equiv \varrho q_0^2 |\psi|^2 b_1^i \) and \( K \equiv \varrho q_0^2 |\psi|^2 b_2^i \). Although not the most widespread model, this form finds use in research on the behaviour of smectic systems. For example, it has recently been used to study screw dislocations \([119]\) and colloidal inclusions \([12]\).

VII.2.1.2. Perpendicular superiority Far more common than the one-constant approximation is the assumption that one elastic constant dominates over the others. Unlike the one-constant approximation of Eq. (56) or (59a), this second assumption gives precedence to the in-plane deformations representing the bending of layers, as in membrane elastic theory \([10, 45, 79, 124]\). If we assume that only the \( b_2^i \) terms contribute to the curvature free energies, while the others are zero, \( b_2^i = b_2^\perp = 0 \), the free energy density reduces to

\[
\begin{align*}
\frac{f_{\text{comp}}}{\varrho |\psi|^2} &= \frac{b_1^+}{\varrho} (\nabla \cdot \nabla + 2q_0 \nabla \cdot \nabla + q_0^2) \\
&+ \frac{b_1^+}{\varrho} [(\nabla \cdot \nabla)^2 + 2q_0 \nabla \cdot \nabla + q_0^2]^2.
\end{align*}
\]

If the one constant approximation is made for \( b_1 \), the second term is eliminated and this reduces to

\[
f_{\text{comp}} = B' (|\nabla \phi| - q_0)^2,
\]

where \( B' \equiv \varrho q_0^2 |\psi|^2 b_1^+ \). Free energies of this form are used extensively to study elasticity effects in microscale smectic systems \([11, 48, 49, 125]\). Furthermore, if we again write this in terms of the layer displacement \( u = \phi/q_0 \), then the free energy is

\[
f_{\text{comp}} = B'' (|\nabla u| - 1)^2,
\]

for \( B'' \equiv B'q_0^2 \), which is another pervasive form for smectic models \([126]\).

VII.2.2. Oseen constraint

Smectics theories commonly assume twist to be prohibited as a consequence of near incompressibility of the layers. This is referred to as the Oseen constraint \([127]\), which has been employed extensively in smectic liquid crystal theories. The prohibition against twist can be understood by noting that the twist \( \nabla \cdot \nabla \times \nabla \times \nabla \) and bend \( \nabla \times \nabla \times \nabla \) are both directly proportional to the curl \( \nabla \times \nabla \times \nabla \). However, as stated at the end of §1.1 in traditional theories the normal is entirely determined by phase gradients as \( \nabla \times \nabla \times \nabla = \nabla \phi/|\nabla \phi| \). Therefore, the twist (and bend) are proportional to \( \nabla \times \nabla \times \nabla \sim \nabla \times \nabla \phi \) but the curl of a gradient of a well-behaved scalar field is always zero, which means that twist and bend must be prohibited in this limit \([126, 127]\). On the other hand, bending of the layers themselves (which is equivalent to splaying of the layer normal) is effortless. This is clear from the existence of focal conic domains, which are layers with significant layer-bend but little layer compression \([18, 21]\).

If we insist that the layers are highly incompressible, the possible twist and bend distortion modes of the layer normal should come at a high free energy cost, while splay of the layer normal (bending of the layers themselves) should not. Since our goal is to consider how our model relates to the three modes of nematic distortion, we consider only the first order derivatives in \( f_{\text{comp}} \) and neglect higher order terms that are in \( f_{\text{curv}} \). Under the conditions of fixed \( \psi \) but variable \( N \), the first order derivatives are

\[
E_{i,j,k} E_{i,j,k} = 2 |\psi|^2 \nabla_k N_i \nabla_l N_j.
\]

Substituting these into Eq. (41), we find

\[
\begin{align*}
\frac{f_{\text{comp}}}{2 |\psi|^2} &= b_1^+ \left( (\nabla \cdot \nabla \times \nabla) \right) + b_1^\parallel \left( \nabla \times \nabla \times \nabla \right)^2.
\end{align*}
\]

The first term is proportional to the twist \( \nabla \cdot \nabla \times \nabla \times \nabla \), while the second term \( A_4 = \nabla_i N_j \nabla_j N_i \) can be omitted through an application of Gauss’s theorem, which transforms \( A_4 \) into a surface term \([128]\) (though this may have consequences...
for frustrated structures that cannot fill space such as twist-grain boundaries \cite{129} and may limit allowed configurations since it is associated with the Gaussian curvature \cite{92}. The third term is proportional to the bend $N \times [\nabla \times N]$. High $b_1^{\perp}$ prohibits twist deformations and $b_0^\parallel$ can be increased to prohibit bend of the layer normal. Splay deformations proportional to $\nabla \cdot N$ do not appear in Eq. \cite{64} and so splay deformations of the layer normal induce no free energy cost in the incompressible limit.

VIII. CONCLUSION

This manuscript has presented a phenomenological Landau theory for a complex-tensor order parameter $E$. After introducing smectics and discussing the challenges faced by the complex scalar order parameter description, the success of $Q$-tensor theory in nematics to avoid analogous pitfalls in the vicinity of defects was considered. This then led us to propose $E$ as an order parameter for smectics. Our $E$-tensor formalism encompasses the advantages that $Q$-tensor theory provides to nematics but for smectics. The tensor is capable of describing the local degree of lamellar ordering, layer displacement, and orientation of the layers. It can be described as tensorial, complex, traceless, normal, globally gauge invariant and symmetric but non-Hermitian. It also resolves many of the potential ambiguities inherent to complex scalar order parameter models, in a manner that is mathematically elegant, yet numerically pragmatic since defects can possess a finite core size rather than be point-singularities.

A phenomenological Landau theory for $E$ was created that includes the bulk, compression and curvature free energy. The compression contribution results from first order spatial derivatives of the order parameter and has a pair of elastic constant for deformations projected normal to the smectic layers and in-plane deformations. Separating these different contribution is made numerically possible through $E$-based projection operators. Similarly, the curvature term possesses three elastic constants. By non-dimensionalizing the free energy, these are seen to correspond to a total of five characteristic length scales. The non-perturbed spacing between layers (or equivalently, equilibrium wave number) constitutes a sixth length scale but this is a microscopic scale, while this $E$-based description of lamellar materials is appropriate for the hydrodynamic scale. Crucially, this model reduces in various limits to currently employed models of simple smectics.

We hope this work opens new possibilities for numerical studies on smectics possessing many defects, within complex geometries and under extreme confinement. While we have attempted to present the mathematical framework of this theory in full, much theoretical work remains to be done. At present, this theory is restricted to describing the lamellar/layering properties of liquid crystals alone, rather than the complete smectic phase. The orientational properties of nematogens are fully and capably described by the nematic $Q$-tensor — the focus of this study is to adequately express the properties that are purely lamellar through $E$ and not nematic in nature. True sm-$A$ or sm-$C$ liquid crystals will require coupling $E$ directly to $Q$ \cite{130} and this will form a basis for extensions of this model. Additionally, we believe that, through its capacity to numerically describe defects, $E$-theory will be a powerful addition to smectohydrodynamic descriptions, studies of the rheology of lamellar systems and explorations of intrinsically non-equilibrium materials \cite{131}.
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SUPPLEMENTARY MOVIES

Numerical simulation of perturbed layers in a periodic domain using the one constant approximation. Here, $\Delta x = \xi$ and $\Delta t = 0.001\mu$. The physical parameters are $A = -1$, $C = 2$ and $\kappa^2 = 0.6$. We observe a relaxation towards a more ordered state over a total time of $5\mu$. Snapshots from these three movies are shown in Fig. 8.

- Movie 1 Relaxation dynamics of the phase field $\phi(\mathbf{r},t)$. Over time gradients of $\phi$ fade, demonstrating a reduction in layer compression/dilation. The red bars correspond to the layer normal, $\mathbf{N}(\mathbf{r},t)$.

- Movie 2 The extent of the layering $|\psi(\mathbf{r},t)|$ for the same system as in Movie 1. At later times $|\psi|$ relaxes to the equilibrium value ($|\psi|_{eq} = 1$).

- Movie 3 Same as Movies 1-2 showing the layer visualisation Re $|\Psi|$ for $q_0 = 0.913$. 
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