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Abstract
Competitive examination provide a platform to the user for gauging their verbal and literature skills. The tools available currently only provide some simple feature regarding text processing such as spelling correction and providing different synonyms of the selected words. A complete assessment is not done for the user’s abilities and relevant details related to the context are not taken entirely into consideration. The following paper proposes a way to implement Natural Language Processing on text to provide feedback to the user for their competitive examinations. The assessment of the text will be done according to the parameter such as grammar, vocabulary; relevance to the context.

Some applications for web and mobile platform are available to offer assessment of English language essay but limited academic research available to validate research work in this domain. This work is effort to address requirement of text analyzer for English language evaluation methods incorporating natural language processing.
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1. Introduction

Today every year thousands of students in India appear for English Language Proficiency Tests to apply for English-speaking Universities. The process of these tests is well-defined, and the parameters used to assess the candidates are also clearly described, and yet there are no full-fledged tools available for students, to help them prepare for these tests.

Most of the available solutions in the market are intended just as an English-Language writing-enhancement tool, and they mainly focus on helping users improve word choice and grammatical errors in their writing. There are some official mock-tests for these exams, but they rate the candidate's performance on sample answers. Most tools have limitation of 1 essay per day for free user in which they only provide a simple grade without pointing out the flaw in the respective essay.

Mr. Text Analyzer intends to help students for preparation of these tests by assessing their English Speaking skills based on parameters the current systems offer, as well as offering additional features such as improving vocabulary and suggesting relevant topics for the given text.

In this work we present a web application which helps for assessment of English language essay for competitive examination. We identify status of present work in this context in literature survey and research gap identified as no complete assessment is done to evaluate user performance.

2. Literature Survey

Mr. Text Analyzer intends to help students for preparation of these tests by assessing their English Speaking skills based on parameters the current systems offer, as well as offering additional features by improving sentence structuring and rating relevance to the given topic of the text.

Spell Check functionality will be implemented using Levenshtein Distance, which finds the distance between the misspelled word, and possible correct word [5].

Relevance will be checked using a method called Explicit Semantic Analysis (ESA), it represents meaning in a high-dimensional space of natural concepts derived from Wikipedia [3]. Another approach that could be used for checking semantic relatedness is Latent Semantic Analysis (LSA), the problem with using LSA is that the computed concepts cannot be readily mapped into natural concepts manipulated by humans; ESA overcomes this problem as it uses Wikipedia to extract natural concepts which are defined by humans [3].

In this approach, stop words will be removed from further processing as they contribute very little to the meaning of the text, and then the stemming process is performed on the remaining words [3]. An Inverted-Index is created those maps from words to a weighted list of concepts, where term frequency-inverse document frequency (TF-IDF) scheme is used to quantify the strength of association of words and concepts [3]. Co-sine Metric will be used to compute semantic relatedness or relevance, by comparing weighted vectors of two texts [2].

This is a comparison of the features provided between the existing system and our proposed system [6, 7].

Vocabulary enhancement is implemented using Skip-gram word embedding. Skip-gram embeds both target words and contexts in the same low-dimensional space [2]. Candidates are selected from a single sentence based on part of speech. Apart from these candidates from each sentence the rest of the words in that sentence are considered as context, for selecting a replacement word. Two Sets of files are generated after preprocessing the Embedding files, one for words, and one for context. The embedding files have 150 dimensions. The modules load these two files in the RAM for faster processing.

Once the text is submitted as input, the report will be generated after the processing is complete. The report will state the misspelt words highlighted in red and their respective corrective words next to it highlighted in green. The vocabulary improvement suggestions will be highlighted in green next to the word which will be
highlighted in red. The relevance check will list words of topics that can be included in the text to improve the relevance of the text. We also store the previous result of the user in the database which includes all the answers provided by the user as well as the result provided by the system so that user can improve by referring to previous results.

Table 1: Comparison with Existing System

| Feature          | Grammarly | TOEFL IBT | Mr. Text Analyzer |
|------------------|-----------|-----------|-------------------|
| Free of Cost     | No        | No        | Yes               |
| Sentence Structuring | Yes       | No        | No                |
| Text Score       | Yes       | Yes       | Yes               |
| Relevance        | No        | No        | Yes               |
| Cross Platform   | Yes       | No        | Yes               |

There are various tools that evaluate Analytical Writing Assessment (AWA) by provide rating to the essay submitted by the user. Most these tools provide a simple rating without any detailed assessment or any guidance for improving the writing skill of the user.

MBA Crystal Ball provides a tool for rating the essay of the user. This tool is fully automated which uses natural language processing. User just needs to paste or type the essay in the text box. Click on check button to grade the essay. The tool will only provide a rating between 0-6 without any other details for free users. Their premium version is only available for test prep companies where they provide additional insight on the evaluated essay [13]. User does not need to include the essay topic for free evaluation.

AWA PROFESSOR is a paid service which will grade users essay twice. The first rating is provided manually by the professional essay rater. The second rating is by an automated Computer Intelligence Rater that evaluates structural and linguistic features in writing [14]. Grading of essay takes maximum of up to 48 hours.

TESTBIG’s e-grader is an online service which helps user in grading user’s essay by providing a rating out of 6. This tools limits 1 essay evaluation per day for free users. The e-grader does not examine the meaning of words and ideas whereas VIP users can receive further evaluations by advanced module of e-grader and human graders [15]. This tool grades grammar of the essay based on the readability, performance of part of speech, vocabulary words and sentences.

The e-rater engine is an Educational Testing Service (ETS) capability that identifies features related to writing proficiency in student essays so they can be used for scoring and feedback. The e-rater engine is used within the Criterion Online Writing Evaluation Service. The user needs to buy a subscription to use this service. This Service is a web-based instructor-led writing tool that helps students plan, write and revise their essays [16]. It gives them immediate diagnostic feedback and more opportunities to practice writing at their own pace.

The tools mentioned above are pay per use tools or provide limitation for free user. Therefore we propose an application that will help user to improve essay writing skills by suggesting better vocabulary and recommend topics for user to consider for writing the essay.

3. Proposed Methodology

The tools used for implementation of the application are:
• Python – For creating APIs, and processing
• MongoDB – For storing user data
• NLTK – Python library for NLP
• React.js - JavaScript library for building UI
• Postman – For testing API’s

The proposed system will first take text as input and the said text will be checked for any spelling mistakes. After the spelling mistakes have been corrected the spell checked text will be used as input for vocabulary enhancement of the text. The next step is to check the relevancy of the text with the modal text which will be fetched from the database. Topics will be generated on the said modal text and displayed to the user. Finally, a report will be generated which will show the spelling mistakes, replacements for improving the vocabulary of the text and topic suggestions to improve the relatedness of the text.

A. Spell-Check module

Spelling mistakes found in the text will be corrected using the Levenshtein distance. The Levenshtein distance will be checked between the misspelt words and the suspected correct words. Word with the highest frequency will be returned. This will be done for all words in the text which will return the corrected words. Figure 2 provides the flow of spell check module.
B. Vocabulary Enhancement

Vocabulary enhancement is implemented using Skip-gram word embedding. Skip-gram embeds both target words and contexts in the same low-dimensional space [2].

Candidates are selected from a single sentence based on part of speech. Apart from these candidates from each sentence the rest of the words in that sentence are considered as context, for selecting a replacement word.

Two Sets of files are generated after preprocessing the Embedding files, one for words, and one for context. The embedding files have 150 dimensions. The modules load these two files in the RAM for faster processing.

Figure 3 describes the working of vocabulary enhancement below.
C. Relevance Check

Relevancy check is achieved by using a method called Explicit Semantic Analysis (ESA). Explicit Semantic analysis is a way to extract meaning from a text. The text may be a single word, a couple of words, a sentence or a paragraph.

ESA represents meaning in a high-dimensional space of natural concepts derived from Wikipedia [1]. Another approach that could be used for checking semantic relatedness is Latent Semantic Analysis (LSA), the problem with using LSA is that the computed concepts cannot be readily mapped into natural concepts manipulated by humans, ESA overcomes this problem as it uses Wikipedia to extract natural concepts which are defined by humans [1].

In this approach, we have to remove stop words from further processing as they contribute very little to the meaning of the text, and then the stemming process is performed on the remaining words [1]. An Inverted-Index is created that maps from words to a weighted list of concepts, where term frequency-inverse document frequency (TFIDF) scheme is used to quantify the strength of association of words and concepts [1]. Cosine similarity metric will be used to compare the user provided answer with the modal answer.

In our application, we have used the 2015 Wikipedia dumps.

Fig. 4. Steps of Relevance check

D. Report Generation
Once the text is submitted as input, the report will be generated after the processing is complete. The report will state the misspelt words highlighted in red and their respective corrective words next to it highlighted in green.

The vocabulary improvement suggestions will be highlighted in green next to the word which will be highlighted in red. The relevance check will list words of topics that can be included in the text to improve the relevance of the text.

We also store the previous result of the user in the database which includes all the answers provided by the user as well as the result provided by the system so that user can improve by referring to previous results.

4. Result

The following are the screenshots of our application which include all modules mentioned above.

The outputs are displayed to the user in tabbed form which will help the user to have a better grasp in comprehending the result.

![Fig. 5. Editor](image)

In figure 5, we fetch the question from database for user to attempt. We have a ‘what you see is what you get’ (WYSIWYG) editor implemented using draft-js in our react application.

![Fig. 6. Spell Check](image)
In figure 6, we have the output for spell check module. The misspelled words are displayed in red font color whereas corrected words are in green color.

Fig. 7. Vocabulary Enhancement

In figure 7, the words used by the user are displayed in red font while the improved words are displayed in green font.

Fig. 8. Relevance check

In figure 8, application will display the result of cosine similarity between the modal answer and user’s answer. Application will also display the generated topics from the modal answer.

5. Conclusion

Our application, Mr. Text Analyzer is a Web-App which will help user to improve their essay writing skills. The application will also help in widening vocabulary knowledge so that user can write new words in the essay. The application also helps in generating and recommending topics that are related to modal answer which user can mention in their essay for better context.

Our application will also save the previously submitted test so that user can gain new understanding from the previous suggestion offered at any time.
Our application makes use of Levenshtein distance for spell checks. Vocabulary enhancement is achieved using skip gram model. Use Explicit Semantic Modeling for topic generation. Report generated will help the user to enhance their skills for their competitive exams in an effective way.

In future a provision can be made where user will have the option to answer the questions using their own voice. The voice will be recorded and then can be converted to text using any Speech-To-Text API’s
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