COMPLETE INTERPOLATING SEQUENCES FOR THE GAUSSIAN
SHIFT-ININVARIANT SPACE
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Abstract. We give a full description of complete interpolating sequences for the shift-invariant space generated by the Gaussian. As a consequence, we rederive the known density conditions for sampling and interpolation.

1. Main results

Consider the shift-invariant space of functions on $\mathbb{R}$ with Gaussian generator $g(z) = e^{-az^2}$ for $a > 0$ defined as

$$V^2 = \left\{ f(z) = \sum_{n \in \mathbb{Z}} c_n e^{-a(z-n)^2} : (c_n) \in \ell^2(\mathbb{Z}) \right\}.$$ 

We consider the space $V^2$ as a subspace of $L^2(\mathbb{R})$ with the usual $L^2$-norm.

The space $V^2$ belongs to the general family of shift-invariant spaces. Given a generator $g \in L^2(\mathbb{R})$, such a space is defined as

$$V^2(g) = \left\{ f(z) = \sum_{n \in \mathbb{Z}} c_n g(z-n) : (c_n) \in \ell^2(\mathbb{Z}) \right\} \subseteq L^2(\mathbb{R}).$$

The primary example is the classical Paley–Wiener space $PW = \{ f \in L^2(\mathbb{R}) : \text{supp} \hat{f} \subseteq [-1/2,1/2] \}$, which, by the sampling theorem of Shannon–Whittaker–Kotelnikov, can be identified with the shift-invariant space $V^2(\sin \pi x / \pi x)$. In signal processing shift-invariant spaces are often taken as a substitute for the Paley–Wiener space. A unifying feature of both $V^2$ (Gaussian generator) and $PW$ (sinc-generator) is the fact that both spaces can be viewed as spaces of entire functions by interpreting the variable $z$ to be in $\mathbb{C}$.

It is easy to see that the norm equivalence $\|f\|_{L^2(\mathbb{R})} \asymp \|(c_n)\|_{\ell^2(\mathbb{Z})}$ holds on $V^2$ with some absolute constants. In what follows it will be convenient for us to work with the second quantity and so we put $\|f\|_{V^2} := \|(c_n)\|_{\ell^2(\mathbb{Z})}$, and we often identify $V^2$ with $\ell^2(\mathbb{Z})$ via the mapping $(c_n) \mapsto f(z) = \sum_{n \in \mathbb{Z}} c_n e^{-(z-n)^2}$.

A sequence $\Lambda = \{\lambda_n\}_{n \in \mathbb{Z}} \subseteq \mathbb{R}$ is said to be sampling for $V^2$, if

$$\sum_{n \in \mathbb{Z}} |f(\lambda_n)|^2 \asymp \|f\|^2_{V^2}, \quad f \in V^2,$$
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and we say that \( \Lambda \) is interpolating for \( V^2 \) if for every \((a_n) \in \ell^2(\mathbb{Z})\) there exists \( f \in V^2 \) such that \( f(\lambda_n) = a_n \). If \( \Lambda \) is both sampling and interpolating (or, equivalently, the solution of the interpolation problem is unique), we say that \( \Lambda \) is a complete interpolating sequence.

Sampling and interpolation in the space \( V^2 \) and in more general shift-invariant spaces were studied in \([8, 9]\). The main result can be formulated as follows. Recall that \( \Lambda \) is said to be separated if \( \inf_{\lambda, \lambda' \in \Lambda, \lambda \neq \lambda'} |\lambda - \lambda'| > 0 \), and denote by \( D^+(\Lambda) \) and \( D^-(\Lambda) \) the usual upper and lower Beurling densities

\[
D^+(\Lambda) = \lim_{r \to \infty} \sup_{x \in \mathbb{R}} \frac{\operatorname{card}(\Lambda \cap [x, x + r])}{r}, \quad D^-(\Lambda) = \lim_{r \to \infty} \inf_{x \in \mathbb{R}} \frac{\operatorname{card}(\Lambda \cap [x, x + r])}{r}.
\]

**Theorem 1.1.**

(i) Sufficiency: Every separated sequence \( \Lambda \subset \mathbb{R} \) with \( D^-(\Lambda) > 1 \) is sampling for \( V^2 \). Moreover, it contains a complete interpolating sequence. 

(ii) Necessity: If \( \Lambda \) is sampling for \( V^2 \), then \( \Lambda \) is a finite union of separated subsequences and \( \Lambda \) contains a separated sequence \( \tilde{\Lambda} \) such that \( D^-(\tilde{\Lambda}) \geq 1 \).

**Theorem 1.2.**

(i) Every separated sequence \( \Lambda \) with \( D^+(\Lambda) < 1 \) is a set of interpolation for \( V^2 \). Moreover, it can be enlarged to a complete interpolating sequence. 

(ii) If \( \Lambda \) is a set of interpolation for \( V^2 \), then \( \Lambda \) is separated and \( D^+(\Lambda) \leq 1 \).

One of the main insights obtained in \([8, 9]\) is the similarity of \( V^2 \) with the Paley–Wiener space \( PW \) with respect to sampling and interpolation. In particular, for both \( V^2 \) and \( PW \) the same density conditions hold. For \( PW \) these go back to Beurling, Kahane, and Landau \([6, 14, 15, 18]\).

Theorems 1.1 and 1.2 provide an almost characterization of sampling sets and of interpolating sets, but they leave open the case of critical density. If a set is simultaneously sampling and interpolating, then \( D(\Lambda) = 1 \). The case of the critical density is much more subtle, because anything may happen. For \( PW \) the problem of complete interpolating sequences was solved in \([12]\) and \([16]\), for \( V^2 \) it was open so far.

Our main result is a complete and explicit description of complete interpolating sequences for \( V^2 \). Moreover, this characterization can be extended to the larger class of complex Gaussians

\[
g_c(z) = e^{-cz^2}, \quad c = a + ib, \quad a > 0, \quad b \in \mathbb{R}.
\]

We denote the space \( V^2(g_c) \) by \( V^2_c \).

It is easy to see that for \( f(z) = \sum_{n \in \mathbb{Z}} c_n e^{-c(z-n)^2} \) we still have \( \|f\|_{L^2(\mathbb{R})} \approx \|(c_n)\|_{\ell^2(\mathbb{Z})} \) and so we can define the norm in \( V^2_c \) by \( \|f\|_{V^2_c} := \|(c_n)\|_{\ell^2(\mathbb{Z})} \).

**Theorem 1.3.** Given \( c \in \mathbb{C} \) with \( a = \Re c > 0 \), an increasing sequence \( \Lambda \subset \mathbb{R} \) is a complete interpolating sequence for \( V^2_c \), if and only if \( \Lambda \) is separated and there exists an enumeration \( \Lambda = \{\lambda_n\}_{n \in \mathbb{Z}}, \lambda_n = n + \delta_n, n \in \mathbb{Z} \), such that

(a) \( \{\delta_n\}_{n \in \mathbb{Z}} \in \ell^\infty \); 
(b) there exists \( N \geq 1 \) and \( \delta > 0 \) such that

\[
\sup_{n \in \mathbb{Z}} \frac{1}{N} \left| \sum_{k=n+1}^{n+N} \delta_k \right| \leq \delta < \frac{1}{2}.
\]

Theorem 1.3 is stronger than the results in \([8]\). Indeed, as a corollary, we will deduce the density results for sampling or interpolation obtained previously in \([8]\) and extend them to the spaces generated by complex Gaussians.
At least to us, Theorem 1.3 is quite surprising, as it shows a marked difference between $V_c^2$ and $PW$. The characterizing conditions go back to Avdonin who showed that conditions (a) and (b) are sufficient for complete interpolating sequences in $PW$. However, they are far from necessary in $PW$. By contrast, in the shift-invariant spaces $V_c^2$ these conditions provide a complete characterization.

To prove Theorem 1.3, we reduce the problem to the study of similar problems in some Fock-type space of entire functions. After this reduction is done, one can apply the description of complete interpolating sequences in this space obtained in [4].

2. Unitary equivalence with a Fock-type space

For a parameter $a > 0$, we consider the Fock-type space of entire functions, sometimes referred to as a small Fock space, defined by

$$\mathcal{F} = \mathcal{F}_a = \left\{ F \text{ entire} : \|F\|^2_{\mathcal{F}_a} = \frac{1}{2\sqrt{2\pi a}} \int_{\mathbb{C}} |F(w)|^2 e^{-\frac{1}{2a} (\log |w|)^2} dm_2(w) < \infty \right\},$$

where $m_2$ is the Lebesgue measure $\frac{1}{\pi} dx dy$. A simple computation shows that for a function $F(w) = \sum_{n \geq 0} b_n w^n$ one has

$$\|F\|^2_{\mathcal{F}_a} = \sum_{n \geq 0} |b_n|^2 e^{2a(n+1)^2}.$$

In what follows we assume $c \in \mathbb{C}$ to be fixed. To see the connection between $\mathcal{F}_a$ and $V_c^2$, we note that

$$\sum_{n \in \mathbb{Z}} c_n e^{-c(z-n)^2} = e^{-cz} \sum_{n \in \mathbb{Z}} c_n e^{-cn^2} e^{2cnz}.$$ 

Introducing a new variable $w = e^{2cz}$, $V_c^2$ becomes unitarily equivalent to the space of functions representable as

$$\left\{ g(w) = \sum_{n \in \mathbb{Z}} d_n w^n : \|g\|^2 := \sum_{n \in \mathbb{Z}} |d_n|^2 e^{2am^2} < \infty \right\}.$$

This space consists of functions analytic in $\mathbb{C} \setminus \{0\}$. It is more convenient, however, to split this space into three parts, corresponding to positive and negative powers of $w$, and the constant term. Namely, for $f \in V_c^2$ we write

$$f(z) = \sum_{n \in \mathbb{Z}} c_n e^{-c(z-n)^2} = \sum_{n < 0} c_n e^{-c(z-n)^2} + c_0 e^{-cz^2} + \sum_{n > 0} c_n e^{-c(z-n)^2}$$

(1)

$$= f_-(z) + c_0 e^{-cz^2} + f_+(z).$$

With respect to this decomposition $V_c^2$ splits into a direct sum $V_c^2 = V_+^2 \oplus e^{-cz^2} \mathbb{C} \oplus V_-^2$, which is, in terms of the coefficients, simply $\ell^2(\mathbb{Z}) = \ell^2(\mathbb{N}_-) \oplus \mathbb{C} \oplus \ell^2(\mathbb{N})$.

Next, for $w = e^{2cz}$, set

$$F_+(w) = \sum_{n=1}^{\infty} c_n e^{-cn^2} w^{n-1}, \quad F_-(w) = \sum_{n=1}^{\infty} c_{-n} e^{-cn^2} w^{n-1},$$

then in view of (1) we can write

$$f(z) = e^{-cz^2} (w^{-1} F_-(w^{-1}) + c_0 + w F_+(w)).$$
It follows from the discussion above that $F_+, F_- \in \mathcal{F}_a$ and

$$\|F_+\|_{\mathcal{F}_a} = \left( \sum_{n>0} |c_n e^{-cn^2}|^2 e^{2an^2} \right)^{1/2} = \|c\|_2 = \|f_+\|_{\mathcal{V}_c^2},$$

and $\|F_-\|_{\mathcal{F}_a} = \|f_-\|_{\mathcal{V}_c^2}$. In addition every function $F_+, F_- \in \mathcal{F}_a$ can appear in this representation and

$$wF_+(w) = e^{cz^2} f_+(z)|_{e^{2czw}=w}. $$

This representation of elements in $\mathcal{V}_c^2$ makes it possible to reduce the study of complete interpolating sequences in $\mathcal{V}_c^2$ to the same problem in the Fock-type space $\mathcal{F}_a$.

Let us introduce the notions of sampling and interpolation for the space $\mathcal{F}_a$. Let $\varphi(z) = \frac{1}{4a} \log^2 |z|$. In the following we drop the reference to the parameter $a$, when it is not needed. We say that the sequence $\{w_n\}$ is sampling for $\mathcal{F}$, if

$$\sum_n (1 + |w_n|^2) e^{2\varphi(w_n)} |F(w_n)|^2 \leq \|F\|_{\mathcal{F}}^2, \quad F \in \mathcal{F}. \tag{2}$$

Analogously, $\{w_n\}$ is interpolating for $\mathcal{F}$ if for every sequence $\{a_n\}$ satisfying $\sum_n (1 + |w_n|^2) e^{-2\varphi(w_n)} |a_n|^2 < \infty$ there exists $F \in \mathcal{F}$ with $F(w_n) = a_n$. Recall from [5, Lemma 2.7] that the reproducing kernel $k_w$ of $\mathcal{F}$ has the norm

$$\|k_w\|_{\mathcal{F}}^2 \lesssim \frac{e^{2\varphi(w)}}{1 + |w|^2}. \tag{3}$$

Thus the weights in the sampling inequality are nothing but $\|k_{w_n}\|_{\mathcal{F}}^2$. So the norm equivalence (2) reads as $\sum_n |\langle f, k_{w_n}\rangle_{\mathcal{F}}|^2 \|k_{w_n}\|_{\mathcal{F}}^2 \lesssim \|f\|_{\mathcal{F}}^2$. We may thus formulate the questions about sampling and interpolation in the equivalent language of frames and Riesz sequences of normalized reproducing kernels $\tilde{k}_{w_n} = k_{w_n}/\|k_{w_n}\|_{\mathcal{F}}$ in $\mathcal{F}$. Namely, $\{w_n\}$ is sampling for $\mathcal{F}$ if and only if $\{\tilde{k}_{w_n}\}$ is a frame in $\mathcal{F}$, while $\{w_n\}$ is interpolating if and only if $\{\tilde{k}_{w_n}\}$ is a Riesz sequence. Finally, $\{w_n\}$ is a complete interpolating sequence if and only if $\{\tilde{k}_{w_n}\}$ is a Riesz basis in $\mathcal{F}$.

We now formulate the description of complete interpolating sequences for $\mathcal{F}_a$. First it was shown in [3] that the sequence $\{e^{2an}\}_{n \geq 1}$ is a complete interpolating sequence for $\mathcal{F}_a$. Then a full characterization of complete interpolating sequences was obtained in [4]. Remarkably, this characterization is formulated in terms of perturbations of the complete interpolating sequence $\{e^{2an}\}_{n \geq 1}$, somewhat in the spirit of the theorems of Kadets and Avdonin for complex exponentials (although this condition is only sufficient in $PW$). Let $\{w_n\}_{n \geq 1}$ be a sequence such that $0 < |w_n| \leq |w_{n+1}|$ and let

$$w_n = e^{2an} e^{\delta_n} e^{i\theta_n}$$

with $\delta_n, \theta_n \in \mathbb{R}$. In [4] the following result was proved.

**Theorem 2.1.** [4] A sequence $\{w_n\}_{n \geq 1}$ is a complete interpolating sequence for $\mathcal{F}_a$ if and only if

(i) $\{w_n\}$ is $\mathcal{F}_a$-separated, i.e., there exists $\gamma > 0$ such that $|w_m - w_n| \geq \gamma |w_n|$, $m \neq n$;

(ii) $\{\delta_n\}_{n \geq 1} \in \ell^\infty$; \footnote{Note that in [4] the normalization for the small Fock space is different; to formulate the results from [4] one needs to set $\alpha = 1/(4a)$.}
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(iii) there exists $N \geq 1$ and $\delta > 0$ such that
\[
\sup_{n \geq 1} \frac{1}{N} \left| \sum_{k=n+1}^{n+N} \delta_k \right| \leq \delta < a.
\]

Note that the result does not depend on the arguments of $w_n$, but only on their moduli. For the description of complete interpolating sequences for a more general class of Hilbert spaces of entire functions see [3].

3. Proof of Theorem 1.3: Sufficiency

Assume that $\Lambda \subset \mathbb{R}$ is separated and that there exists an enumeration $\Lambda = \{\lambda_m\}_{m \in \mathbb{Z}}$, $\lambda_m = m + \delta_m$, $m \in \mathbb{Z}$, such that conditions (a) and (b) of Theorem 1.3 are satisfied. We need to show that the mapping
\[
J : (c_n)_{n \in \mathbb{Z}} \mapsto (f(\lambda_m))_{m \in \mathbb{Z}}
\]
is an isomorphism of $\ell^2(\mathbb{Z})$ onto itself. Again we identify the sequence $(c_n)$ and the corresponding function $f \in V_e^2$.

Recall that $\varphi(w) = \frac{1}{4a} (\log |w|)^2$, and put
\[
w_m = e^{2c\lambda_m} = e^{2am} e^{2b(m+\delta_m)}.
\]
The Avdonin-type condition (iii) of Theorem 2.1 reads as \(\frac{1}{N} \left| \sum_{k=n+1}^{n+N} (2a\delta_k) \right| \leq \delta < a\), which amounts precisely to the assumption (b) of Theorem 1.3. Thus each of the sequences \(\{w_m\}_{m \geq 1}\) and \(\{w_{-1,m}\}_{m \geq 1}\) is a complete interpolating sequence for $F_a$.

Claim 1. The mapping $U_+ : (c_n)_{n \geq 1} \mapsto (f_+(\lambda_m))_{m \geq 1}$ is an isomorphism from $\ell^2(\mathbb{N})$ onto itself. Indeed, since $\varphi(w) = (\log |w|)^2/(4a) = \lambda^2$ whenever $w = e^{2c\lambda}$, we have
\[
f_+(\lambda_m) = e^{-c\lambda^2_m} w_m F_+(w_m) = e^{-\varphi(w_m)} e^{-ib\lambda^2_m} w_m F_+(w_m),
\]
and we conclude that $(f_+(\lambda_m))_{m \geq 1} \in \ell^2(\mathbb{N})$, because $\{w_m\}$ is sampling, and that every sequence in $\ell^2(\mathbb{N})$ can be obtained in this way from some function in $F_+$, because $\{w_m\}$ is interpolating. Thus $U_+$ is one-to-one and onto. Similarly the mapping $U_- : (c_n)_{n \leq -1} \mapsto (f_-^{-1}(\lambda_m))_{m \leq -1}$ is an isomorphism on $\ell^2(\mathbb{N}_-)$.

Claim 2. The mapping $K_+ : (c_n)_{n \geq 1} \mapsto (f_+(\lambda_m))_{m \leq -1}$ is compact from $\ell^2(\mathbb{N})$ to $\ell^2(\mathbb{N}_-)$. Since
\[
f_+(\lambda_m) = \sum_{n \geq 1} c_n e^{-c(m+\delta_m-n)^2},
\]
the matrix of $K_+$ has the entries $e^{-c(m+\delta_m-n)^2}$, $m < 0$, $n > 0$. The boundedness of $\delta_m$ yields that $\sum_{m < 0, n > 0} e^{-a(m+n-\delta_m)^2} < \infty$, thus $K_+$ is a Hilbert–Schmidt operator. Similarly, the operator $K_- : (c_n)_{n \leq -1} \mapsto (f_-(\lambda_m))_{m \geq 1}$ is compact from $\ell^2(\mathbb{N}_-)$ to $\ell^2(\mathbb{N})$.

Now we define the operator $U$ on $\ell^2(\mathbb{Z}) = \ell^2(\mathbb{N}_+) \oplus \mathbb{C} \oplus \ell^2(\mathbb{N})$ by the formula
\[
U : (\{c_n\}_{n \leq -1}; c_0; (c_n)_{n \geq 1}) \mapsto ((f_-(\lambda_m))_{m \leq -1}; f(\lambda_0); (f_+(\lambda_m))_{m \geq 1})
\]
By Claim 1 $U$ is an isomorphism from $\ell^2(\mathbb{Z})$ onto itself. At the same time, by Claim 2, the map $J : (c_n)_{n \in \mathbb{Z}} \mapsto (f(\lambda_m))_{m \in \mathbb{Z}}$ differs from $U$ by a compact operator, since $f(\lambda_m) = f_+(\lambda_m) + c_0 e^{-c\lambda^2_m} + f_-(\lambda_m)$. Thus, to prove that $J$ is invertible it is sufficient to show that $J$ is one-to-one, which is usually easier. In our context it means that $\Lambda$ is a uniqueness set for the space $V_e^2$. 

Claim 3. \( \Lambda \) is a uniqueness set for the space \( V_c^2 \). Assume that \( f \in V_c^2 \) and \( f(\lambda_m) = 0 \) for all \( m \). Then the function

\[
F(w) = w^{-1}F_-(w^{-1}) + c_0 + wF_+(w)
\]

vanishes on the set \( w_m = e^{2\lambda_m} \).

Since \( W_+ = \{w_m\}_{m \geq 1} \) is a complete interpolating sequence for \( F \), there exists a so-called generating function \( G_+ \) for this sequence. This is a function with simple zeros exactly at \( w_m \), \( m \geq 1 \), and no other zeros, such that \( G_+ \notin F \), but \( \frac{G_+}{w-w_m} \in F \) for all \( m \). In fact, the system \( \{\frac{G_+(w_m)(w-w_m)}{w-w_m}\}_{m \geq 1} \) is the biorthogonal system in \( F \) to the system of reproducing kernels \( \{k_{w_m}\}_{m \geq 1} \).

We will need several estimates for the generating functions. First, let \( G_0 \) be the generating function for the sequence \( W_0 = \{e^{2am}\}_{m \geq 1} \). It was shown in [5, Lemma 2.6] that

\[
|G_0(w)| \approx e^{\varphi(w)} \frac{\text{dist}(w, W_0)}{1 + |w|^{3/2}}, \quad w \in \mathbb{C}.
\]

Using standard estimates of lacunary canonical products it is easy to show (see [4, Section 3, p. 1373]) that for the generating function \( G_+ \) of the perturbed sequence \( W_+ = \{w_m\}_{m \geq 1} \) with \( |w_m| = e^{2am + 2a\delta_m} \) one has

\[
\frac{|G_+(w)|}{|G_0(w)|} \approx \exp \left( -2a \sum_{k=1}^{m} \delta_k \right) \frac{\text{dist}(w, W_+)}{\text{dist}(w, W_0)}
\]

whenever \( e^{a(2m-1)} \leq |w| \leq e^{a(2m+1)} \). By condition (b) of Theorem 1.3 for sufficiently large \( m \) we have \( \exp(-2a \sum_{k=1}^{m} \delta_k) \geq \exp(-2a\delta m) \approx |w|^{-\delta} \), where \( \delta < \frac{1}{2} \). Hence,

\[
(7) \quad |G_+(w)| \gtrsim \frac{\text{dist}(w, W_+)}{(1 + |w|)^{\frac{1}{2} + \delta}} e^{\varphi(w)}.
\]

Analogously, we define the function \( G_- \), the generating function of the sequence \( W_- = \{w_n^{-1}\}_{n \leq -1} \). Consequently, the zero set of the function \( (w-w_0)G_+(w)G_-(w^{-1}) \) is precisely \( \Lambda = \{w_n : n \in \mathbb{Z}\} \). Since by assumption \( F \) vanishes also on \( \Lambda \), \( F \) possesses the factorization

\[
F(w) = (w-w_0)G_+(w)G_-(w^{-1})H(w)
\]

for some function \( H \) analytic in \( \mathbb{C} \setminus \{0\} \). We will show that \( H \) is an entire function which tends to 0 at infinity, and thus must be identically zero. Clearly, \( w^{-1}F_-(w^{-1}) \to 0 \), as \( |w| \to \infty \) and

\[
|F_+(w)| = |\langle F_+, k_w \rangle| \leq \|F_+\|_{\mathcal{F}} \|k_w\|_{\mathcal{F}} \lesssim \frac{e^{\varphi(w)}}{1 + |w|}.
\]

by (3). Consequently,

\[
(8) \quad |F(w)| \lesssim 1 + |wF_+(w)| \lesssim |w| \frac{e^{\varphi(w)}}{1 + |w|} \lesssim e^{\varphi(w)}, \quad |w| \to \infty.
\]

Thus, using (7), (8), and the fact that \( G_-(w^{-1}) \to G_-(0) \neq 0 \), \( |w| \to \infty \), we get

\[
|H(w)| \geq \frac{|F(w)|}{|(w-w_0)G_+(w)G_-(w)|} \lesssim e^{\varphi(w)} \cdot \frac{(1 + |w|)^{\frac{1}{2} + \delta}}{|w| \text{dist}(w, W_+)} e^{-\varphi(w)} \lesssim (1 + |w|)^{\frac{1}{2} + \delta} \text{dist}(w, W_+), \quad |w| \to \infty.
\]
It follows from the $\mathcal{F}$-separation of $W_+$ and the inclusion $W_+ \subset \mathbb{R}$ that there exists a sequence of radii $r_k \to \infty$ such that $\text{dist}(w,W_+) \geq \gamma|w|$ when $|w| = r_k$, with $\gamma > 0$ independent on $k$. Since $\delta < \frac{1}{2}$, we conclude that $\text{max}_{|w|=r_k}|H(w)| \to 0$, as $k \to \infty$. The maximum principle implies that also $H(w) \to 0$, as $|w| \to \infty$.

Analogously, replacing $w$ by $w^{-1}$ and using the estimate (7) for $G_-$, we conclude that $H(w) \to 0$ as $w \to 0$. Consequently the singularity of $H$ at 0 is removable, and $H$ is thus entire and bounded. Thus $H \equiv 0$ and so $F \equiv 0$, as was to be shown.

To conclude we formulate a simple, sufficient condition for complete interpolating sets in the style of Kadets, see e.g. [19].

**Corollary 3.1.** Assume that $|\delta_n| \leq \delta < \frac{1}{2}$ for all $n \in \mathbb{Z}$. Then $\{n+\delta_n\}$ is a complete interpolating sequence for $V_c^2$.

Note that in the Paley–Wiener space $PW$ the corresponding result holds with $\delta < 1/4$. The constant $1/2$ is sharp, as the set $\{n+1/2: n \in \mathbb{Z}\}$ is not a sampling sequence for $V_a^2$ with $a > 0$ [13].

### 4. Proof of Theorem 1.3 necessity

For the proof of necessity we need to reverse the argument of the sufficiency part. Assume that $\Lambda$ is a complete interpolating sequence for $V_c^2$. This means that the operator $J$ given by (4) is an isomorphism of $\ell^2(\mathbb{Z})$ onto itself.

Since a complete interpolating sequence for $V_c^2$ is always separated, the operators $K_+$ and $K_-$ defined in Claim 2 are compact, whence $U$ is a compact perturbation of the isomorphism $J$.

It follows that the kernel of $U$ has finite dimension and that the range of $U$ has finite codimension:

\[
\text{dim Ker } U < \infty \quad \text{and} \quad \text{codim Range } U < \infty.
\]

In the language of frame theory [10, Sec. 8.7] one speaks of the deficit and the excess of the set of reproducing kernels. The condition $\text{Ker } U \neq \{0\}$ means that the reproducing kernels associated to the sampling points $\lambda_n, n \in \mathbb{Z}$, are not complete, but span a proper subspace (the deficit). The finite codimension of the Range of $U$ means that there are linear dependencies of the reproducing kernels, in other words, too many functions for a Riesz basis (the excess). The finiteness condition of (9) implies that we can construct a Riesz basis of reproducing kernels by adding and/or removing finitely many points.

In our context we will use an important property of the Fock space $\mathcal{F}$. Assume that $F \in \mathcal{F}$ satisfies $F(w_1) = 0$ and $w_2 \in \mathbb{C}, w_2 \neq w_1$. Then the function $\tilde{F}(z) = \frac{z-w_2}{z-w_1}F(z)$ is again in $\mathcal{F}$. This property is called the **division property** of $\mathcal{F}$.

**Step 1.** To start with the proof of necessity, assume that (9) holds. Recall that $V_c^2 = \{f \in V_c^2: f = f_+\} \cong \ell^2(\mathbb{N})$, and consider the restriction $U_+ = U|_{V_c^2}$ of $U$ to the subspace $V_c^2$, given by $U_+(e_n)_{n \geq 1} = (f_+(\lambda_m))_{m \geq 1}$. From the properties of $U$ we conclude that the kernel $\mathcal{N} = \text{Ker } U_+$ in $V_c^2$ also is finite-dimensional and that Range $U_+$ is a closed subspace of $\ell^2(\mathbb{N})$ of finite codimension. Put $w_m = e^{2i\lambda_m}$, as before. If $U_+$ is an isomorphism between $V_c^2$ and $\ell^2(\mathbb{N})$, then, by (5), $\{w_m\}_{m \geq 1}$ is a complete interpolating sequence for $\mathcal{F}$. If not, we distinguish two cases.
Case 1. Assume that $U_+$ has a nontrivial kernel $\mathcal{N}$. Then $U_+|_{V_+^2 \ominus \mathcal{N}}$ is an isomorphism on its image. Thus,
\[
\sum_{m \geq 1} |f_+(\lambda_m)|^2 \asymp \|f_+\|_{V_+^2}^2, \quad f_+ \in V_+^2 \ominus \mathcal{N}.
\]
Note that $f \in \mathcal{N}$ (i.e. $f_+(\lambda_m) = 0$, $m \geq 1$) if and only if $F_+(w_m) = 0$, $m \geq 1$. By (5), we have
\[
\sum_{m \geq 1} (1 + |w_m|^2)e^{-2\varphi(w_m)}|F_+(w_m)|^2 \asymp \|F_+\|_{\mathcal{F}}^2, \quad F_+ \in \mathcal{F} \ominus \mathcal{M},
\]
where $\mathcal{M}$ is the finite-dimensional subspace in $\mathcal{F}$ which consists of all functions vanishing on $\{w_m\}_{m \geq 1}$.

We will need the following simple lemma.

Lemma 4.1. Let $\mathcal{M} = \{F \in \mathcal{F} : F(w_m) = 0, m \geq 1\}$ and $M = \dim \mathcal{M} < \infty$. Then there exists a set of points $\{\mu_k\}_{1 \leq k \leq M}$ which is a uniqueness set for $\mathcal{M}$, while $\{\mu_k\}_{1 \leq k \leq M-1}$ is a non-uniqueness set for $\mathcal{M}$.

Proof. We argue by induction on $M$. The base $M = 1$ (i.e. $\mathcal{M} = \text{Lin} \{F_1\}$) is trivial since one can take as $\mu_1$ any point such that $F_1(\mu_1) \neq 0$. Assume that we can prove the statement for $M-1$. Take any point $\mu_1 \in \mathbb{C}$ such that there is a function $F_0 \in \mathcal{M}$ with $F_0(\mu_1) \neq 0$ and consider $\mathcal{M}_1 = \{F \in \mathcal{M} : F(\mu_1) = 0\}$. It is obvious that $\dim \mathcal{M}_1 = M-1$.

By the induction hypothesis there exist points $\mu_2, \ldots, \mu_M$ which form a uniqueness set for $\mathcal{M}_1$, while $\{\mu_2, \ldots, \mu_{M-1}\}$ is a non-uniqueness set for $\mathcal{M}_1$. Then the points $\{\mu_k\}_{1 \leq k \leq M}$ have the required property.

Let $\{\mu_k\}_{1 \leq k \leq M}$ be the set constructed in the lemma. Since $\mathcal{M}$ is finite-dimensional, it follows that
\[
\sum_{k=1}^{M} (1 + |\mu_k|^2)e^{-2\varphi(\mu_k)}|F_+(\mu_k)|^2 \asymp \|F_+\|_{\mathcal{F}}^2, \quad F_+ \in \mathcal{M}.
\]
Let $\tilde{W} = \{w_m\}_{m \geq 1} \cup \{\mu_k\}_{1 \leq k \leq M}$ the enlarged set. By construction, the sampling operator $F_+ \mapsto (F_+(\tilde{w}_k))_{w_k \in \tilde{W}}$ is one-to-one and it has closed range of finite codimension in $\ell^2(\tilde{W})$.

Consequently, by [10] Thm. 8.29, (c)], $\tilde{W}$ is a sampling set for $\mathcal{F}$.

By Lemma 4.1 the set $\tilde{W} \setminus \{\mu_M\}$ is a non-uniqueness set for $\mathcal{F}$ and therefore there exists a function $H \in \mathcal{F}$, such that $H(w_m) = H(\mu_k) = 0$ for $m \in \mathbb{N}$ and $k = 1, \ldots, M-1$, but $H(\mu_M) \neq 0$. We now use the division property of $\mathcal{F}$ and show that every set $\tilde{W} \setminus \{v\}$, where $v \in \tilde{W} \setminus \{\mu_M\}$, is also a non-uniqueness set in $\mathcal{F}$. Consider $\tilde{H}(w) = \frac{w - \mu_M}{w - v}H(w)$. Then $\tilde{H}$ is non-zero in $\mathcal{F}$, and $\tilde{H}$ vanishes on $\tilde{W} \setminus \{v\}$, but $\tilde{H}$ cannot vanish at $v$, because $\tilde{W}$ is sampling on $\mathcal{F}_+$.

It follows that the frame of reproducing kernels $\{k_w\}_{w \in \tilde{W}}$ fails to be complete after removal of any of its members. We conclude that the normalized reproducing kernels corresponding to the sampling set $\tilde{W}$ form an exact frame, i.e., a frame which fails to remain a frame after removal of any of its vectors. By well-known results (see, e.g., [10, 19]) the normalized reproducing kernels at $\tilde{W}$ form a Riesz basis in $\mathcal{F}$, and, equivalently, $\tilde{W}$ is a complete interpolating sequence for $\mathcal{F}$.

Case 2. Assume now that $\text{Ker} U_+ = 0$, whence $U_+$ is an isomorphism onto its image and so $\{w_m\}_{m \geq 1}$ is already sampling for $\mathcal{F}$. Let $\text{codim} \text{Range} U_+ = M$. This means that
In order to show that any separated sequence \( \Lambda \) with \( D^{\leq 1} \) satisfies conditions (a) and (b).

Analogously, any separated \( \Lambda \) with \( \delta_m \) satisfying Avdonin-type conditions (a) and (b) by Theorem 2.1. We apply the same procedure to the sequence \( \{\lambda_m\}_{m=1}^{\infty} \) or \( \{\lambda_m\}_{m=0}^{\infty} \) or \( \{\lambda_m\}_{m<0} \) and \( \{\lambda_m\}_{m<0} \) satisfies conditions (a) and (b).

By taking the union of both sequences and returning to \( \lambda_m, \mu_j, \nu_j \) (instead of \( w_m \)), we see that there exist finite sets \( F_1 \) and \( F_2 \), satisfying \( F_1 \subseteq \Lambda \) and \( F_2 \cap \Lambda = \emptyset \), such that \( \Lambda' = (\Lambda \setminus F_1) \cup F_2 \) can be enumerated to satisfy (a) and (b). It is possible that \( F_1 = \emptyset \) (we add points to both \( \{w_m\}_{m=0}^{\infty} \) and to \( \{w_m\}_{m<0} \) or \( F_2 = \emptyset \) (we remove points from both sets).

Hence, by sufficiency part of Theorem 1.3, \( \Lambda' \) is a complete interpolating sequence for \( V_c^2 \). Note that \( \Lambda = (\Lambda' \setminus F_2) \cup F_1 \). Let card \( F_1 = \text{card} \ F_2 + \ell \). If \( \ell > 0 \), we have moved card \( F_2 \) points and added \( \ell \) additional points. Then \( \Lambda \) fails to be a complete interpolating sequence for \( V_c^2 \) in contradiction to the assumption. If \( \ell < 0 \), we have moved card \( F_1 \) points and removed \( \ell \) additional points. Again \( \Lambda \) fails to be a complete interpolating sequence.

We conclude that card \( F_1 = \text{card} \ F_2 \) and \( \Lambda \) is obtained from \( \Lambda' \) by moving finitely many points. As observed above, since \( \Lambda' \) satisfies conditions (a) and (b), so must the original sequence \( \Lambda \), as was to be proved.

\[ \square \]

5. Proof of the Density Results and Remarks

Finally we indicate how Theorems 1.1 and 1.2 follow from the characterization of complete interpolating sequences in \( V_c^2 \). We use a simple “combinatorial” argument from [17] in order to show that any separated sequence \( \Lambda \) with \( D^{-}(\Lambda) > 1 \) contains a subsequence \( \Lambda' = \{m+\delta_m\}_{m \in \mathbb{Z}} \) with \( \delta_m \) satisfying Avdonin-type conditions (a) and (b) of Theorem 1.3. Analogously, any separated \( \Lambda \) with \( D^{+}(\Lambda) < 1 \) can be enhanced to such a set \( \Lambda' \). We refer to [4] for the precise details, as they are almost identical.
The necessary density conditions for sampling and interpolation in a shift-invariant space are well-known, see, e.g., [1]. Let us show that they can also be deduced from the results for $\mathcal{F}$ in [4].

Let $\Lambda$ be an interpolating set for $V^2_c$. Then the mapping $f \mapsto \{f(\lambda_m)\}_{m \geq 1}$ acts from $V^2_c$ onto $\ell^2(\mathbb{N})$. By Claim 2 of the proof of sufficiency part in Theorem 1.3 the map $f \mapsto \{f_-(\lambda_m)\}_{m \geq 1}$ is a compact operator from $V^2_c$ to $\ell^2(\mathbb{N})$, whence the operator $f \mapsto \{f_+(\lambda_m)\}_{m \geq 1}$ has the closed range of finite codimension. Then it is easy to see that for some $m_0 \geq 1$ the map $f \mapsto \{f_+(\lambda_m)\}_{m \geq m_0}$ will be onto. Hence, the set $\{\lambda_m\}_{m \geq m_0}$ will be an interpolating set for $V^2_c$ and so $\{w_m\}_{m \geq m_0}$ will be interpolating for $\mathcal{F}$. We conclude that $D^+(\Lambda) \leq 1$.

Now assume that $\Lambda$ is a sampling set for $V^2_c$ and, in particular, for $V^2_2$. Since $\Lambda$ is a finite union of separated sets, the sequence $\{f_+(\lambda_m)\}_{m \leq -1}$ decays very fast and it is easy to show that the set $\{\lambda_m\}_{m \geq m_0}$ will be sampling for $V^2_2$.

Further remarks. 1. Let $V^p_c = \{f(z) = \sum_{n \in \mathbb{Z}} c_n e^{-c(z-n)^2} : (c_n) \in \ell^p(\mathbb{Z})\}$ be the subspace generated by shifts of the Gaussian with $\ell^p$ coefficients. This is a closed subspace of $L^p(\mathbb{R})$. Again, a sequence $\Lambda = \{\lambda_n : n \in \mathbb{Z}\}$ is called a sampling set for $V^p_c$, if

$$\sum_{n \in \mathbb{Z}} |f(\lambda_n)|^p \asymp \|f\|_{V^p_c}^p \asymp \|c\|_{\ell^p}^p; \quad f \in V^p_c,$$

and interpolating for $V^p_c$ if any $(a_n) \in \ell^p(\mathbb{Z})$ can be interpolated by a function $f \in V^p_c$.

Based on the general theory of sampling in shift-invariant spaces with a nice generator, we can assert that a set $\Lambda \subseteq \mathbb{R}$ is sampling for $V^2_2$, if and only if $\Lambda$ is sampling for some $V^p_c$, if and only if $\Lambda$ is sampling for $V^p_c$ for all $p, 1 \leq p \leq \infty$ [3, Thm. 3.1]. A similar statement holds for the interpolation property. Theorem 1.3 therefore provides a characterization for complete interpolating sequences for all spaces $V^p_c$.

2. Sign retrieval. The sign retrieval problem asks whether a real-valued function $f$ in some function space is uniquely determined by its unsigned values $|f(\lambda)|$ on some set $\Lambda$. For $V^2_a$ with a real-valued Gaussian generator, Theorem 1.3 implies the following result on sign retrieval.

**Corollary 5.1.** Let $\Lambda = \{n/2+\delta_n : n \in \mathbb{Z}\}$ be uniformly separated such that $\{\delta_n\}$ satisfies the Avdonin-type conditions (a) and (b) with $\delta < 1/4$. Then every $f \in V^2_a$ is uniquely determined by its unsigned values $\{|f(n/2+\delta_n)| : n \in \mathbb{Z}\}$.

The proof is the same as in [7], we simply replace sampling sets of density $D^-(\Lambda) > 2$ by a complete interpolating sequence for a dilated version of $V^2_a$. Thus sign retrieval is possible even at the critical density.

3. It would be interesting to obtain similar results for complete interpolating sequences in shift-invariant spaces with other generators. Even a sharp version of Corollary 5.1 would have important consequences for Gabor frames.
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