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Abstract—We consider near maximum-likelihood (ML) decoding of short linear block codes. In particular, we propose a novel decoding approach based on neural belief propagation (NBP) decoding recently introduced by Nachmani et al. in which we allow a different parity-check matrix in each iteration of the algorithm. The key idea is to consider NBP decoding over an overcomplete parity-check matrix and use the weights of NBP as a measure of the importance of the check nodes (CNs) to decoding. The unimportant CNs are then pruned. In contrast to NBP, which performs decoding on a given fixed parity-check matrix, the proposed pruning-based neural belief propagation (PB-NBP) typically results in different parity-check matrices in each iteration. For a given complexity in terms of CN evaluations, we show that PB-NBP yields significant performance improvements with respect to NBP. We apply the proposed decoder to the decoding of a Reed-Muller code, a short density parity-check (LDPC) code, and a polar code. PB-NBP outperforms NBP decoding over an overcomplete parity-check matrix by 0.27–0.31 dB while reducing the number of required CN evaluations by up to 97%. For the LDPC code, PB-NBP outperforms conventional belief propagation with the same number of CN evaluations by 0.52 dB. We further extend the pruning concept to offset min-sum decoding and introduce a pruning-based neural offset min-sum (PB-NOMS) decoder, for which we jointly optimize the offsets and the quantization of the messages and offsets. We demonstrate performance 0.5 dB from ML decoding with 5-bit quantization for the Reed-Muller code.
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I. INTRODUCTION

For short code lengths, algebraic codes such as Bose-Chaudhuri-Hocquenghem (BCH) codes and Reed-Muller (RM) codes show excellent performance under maximum-likelihood (ML) decoding. However, achieving near-ML performance using conventional methods is computationally complex. Fueled by the advances in the field of deep learning, deep neural networks have also gained interest in the coding community [1]–[5]. In [2], belief propagation (BP) decoding is formulated in the context of deep neural networks. Instead of iterating between check nodes (CNs) and variable nodes (VNs), the messages are passed through unrolled iterations in a feed-forward fashion. Additionally, weights can be introduced at the edges, which are then optimized using stochastic gradient descent (and variants thereof). This decoding method is commonly referred to as neural belief propagation (NBP) and can be seen as a generalization of BP decoding where all individual messages are scaled by a single damping coefficient [6]. The weights in NBP can counteract the effect of short cycles by scaling messages accordingly. The concept of NBP is extended to neural offset min-sum (NOMS) in [5] by assigning an individual offset to each edge of the unrolled graph for the CN update [7], [8].

While NBP and NOMS decoding improve upon conventional BP and offset min-sum decoding, their performance is still limited by the underlying parity-check matrix. Different parity-check matrices may yield different performances. This fact has been exploited by using redundant parity-check matrices [6], [9]–[13]. In particular, [12] proposed multiple-bases belief propagation (MBBP), which selects the best decoded codeword from multiple parallel BP decoders over different parity-check matrices. For the decoding of RM codes, [13] considered applying BP with a single damping coefficient (a single weight) to the parity-check matrix composed of all minimum-weight parity checks. In [3], NBP over parity-check matrices containing all minimum-weight parity checks was investigated. While using large, redundant parity-check matrices yields excellent performance close to ML, it suffers from high computational complexity.

In this paper, we propose pruning-based neural belief propagation (PB-NBP), a novel decoding approach based on NBP decoding to selecting the best parity-check equations for each iteration of the algorithm. The proposed approach starts with NBP decoding over the unrolled graph corresponding to a large overcomplete parity-check matrix of the linear block code. The key idea is to interpret the trained weights as a measure of the contribution of the corresponding CNs to the decoding process. CNs with small contribution to the decoding are then pruned. More precisely, we tie the weights of all edges emanating from a CN. CNs connected to low-magnitude-weight edges do not play an important role in the decoding process and are pruned. Pruning results in an unrolled graph with a different set of CNs in each CN layer. This corresponds to using a different
parity-check matrix for each iteration of NBP. We investigate three variants of the PB-NBP decoder—untwining all weights in the resulting (unrolled) Tanner graph, using the weights obtained during the optimization process directly, and setting all weights to one. For Reed-Muller codes, we show that PB-BP decoding outperforms NBP over the overcomplete matrix and MBBP and achieves near-ML performance. Moreover, the pruning results in a lower-complexity decoder compared to NBP over the overcomplete matrix. We also give results for an LDPC code and a polar code.

We further extend the pruning concept to NOMS decoding, leading to the formulation of pruning-based neural offset min-sum (PB-NOMS) decoding. For PB-NOMS we investigate the joint quantization of the weights, offsets, channel messages, and messages between layers. We use a straight-through estimator (STE) [14], [15] to define the gradient of the quantizer and let the quantization levels and thresholds be trainable. For various codes, we illustrate the performance of PB-NOMS for different quantizations.

II. PRELIMINARIES

Consider a linear block code \( C \) of length \( n \) and dimension \( k \) with parity-check matrix \( H \) of size \( m \times n \), \( m \geq n - k \). If \( m > n - k \), we refer to the parity-check matrix as an overcomplete matrix and denote it as \( H_{\text{OC}} \). The case \( m = n - k \) corresponds to a parity-check matrix with no redundant rows, which we refer to as \( H_{\text{STD}} \). We denote the Tanner graph corresponding to a parity-check matrix as \( G = (V_c, V_v, E) \), consisting of a set of \( m \) CNs, \( V_c = \{c_1, \ldots, c_m\} \), a set of \( n \) VNs, \( V_v = \{v_1, \ldots, v_n\} \), and a set of edges \( E \) connecting CNs with VNs.

For each VN \( v \in V_v \) we define its neighborhood \( \mathcal{N}(v) \) as
\[
\mathcal{N}(v) \triangleq \{ c \in V_c : (v, c) \in E \}
\]
i.e., the set of all CNs connected to VN \( v \). Equivalently, we define the neighborhood of a CN \( c \in V_c \) as
\[
\mathcal{N}(c) \triangleq \{ v \in V_v : (v, c) \in E \}.
\]

Let \( \mu_{v_i \to c_j}^{(t)} \) be the message passed from VN \( v_i \) to CN \( c_j \) and \( \mu_{c_j \to v_i}^{(t)} \) the message passed from CN \( c_j \) to VN \( v_i \) in the \( t \)-th decoding iteration. For BP decoding, the VN and CN updates are
\[
\mu_{v_i \to c_j}^{(t)} = \mu_{\text{ch},v_i} + \sum_{c \in \mathcal{N}(v_i) \setminus c_j} \mu_{c \to v_i}^{(t)},
\]
and
\[
\mu_{c_j \to v_i}^{(t)} = 2 \tanh^{-1} \left( \prod_{v \in \mathcal{N}(c_j) \setminus v_i} \tanh \left( \frac{1}{2} \mu_{v \to c_j}^{(t)} \right) \right)
\]
respectively, where \( \mu_{\text{ch},v_i} \) is the channel message. For binary transmission over the additive white Gaussian noise channel
\[
\mu_{\text{ch},v_i} \triangleq \ln \frac{p_{Y|B}(y_i|b_i = 0)}{p_{Y|B}(y_i|b_i = 1)} = \frac{2y_i}{\sigma^2}
\]
where \( y_i \) is the channel output, \( b_i \) is the transmitted bit, and \( \sigma^2 \) is the noise variance. The \textit{a posteriori} log-likelihood ratio (LLR) in the \( t \)-th iteration is
\[
\mu_{v_i}^{(t)} = \mu_{\text{ch},v_i} + \sum_{c \in \mathcal{N}(v_i)} \mu_{c \to v_i}^{(t)}.
\]

A large contribution to the computational complexity stems from the CN update (2). A widely-used low-complexity approximation to (2) is the min-sum approximation [7]
\[
\mu_{c_j \to v_i}^{(t)} = \min_{v \in \mathcal{N}(c_j) \setminus v_i} \left| \mu_{v \to c_j}^{(t)} \right| \prod_{v \in \mathcal{N}(c_j) \setminus v_i} \text{sign} \left( \mu_{v \to c_j}^{(t)} \right)
\]
where \( \text{sign} (\cdot) \) denotes the sign function. As this approximation tends to overestimate the magnitude of the messages, an additive CN- and iteration-dependent correction factor \( \beta_{c_j}^{(t)} \) is often introduced, leading to offset min-sum decoding [8]
\[
\mu_{c_j \to v_i}^{(t)} = \max \left( \min_{v \in \mathcal{N}(c_j) \setminus v_i} \left| \mu_{v \to c_j}^{(t)} \right| - \beta_{c_j}^{(t)}, 0 \right) \prod_{v \in \mathcal{N}(c_j) \setminus v_i} \text{sign} \left( \mu_{v \to c_j}^{(t)} \right).
\]

A. Neural Belief Propagation

For conventional BP, the decoder iterates between VN and CN updates by passing messages along the edges connecting VNs and CNs. For a given number of iterations \( t_{\text{max}} \), one can unroll the graph by stacking \( t_{\text{max}} \) copies of the Tanner graph. Consequently, the messages are passed in an unrolled fashion through the graph. This is illustrated in Fig. 1 for three iterations. One way to counteract the effect of short cycles on the performance of BP decoding for short linear block codes is to introduce weights for each edge of the unrolled Tanner graph [1], [2]. Due to the similarities of the weighted unrolled
graph with a neural network, this is referred to as NBP. For NBP, the update rules (1) and (2) are modified to
\[\mu_{vi \rightarrow cj}^{(t)} = w_{vi \rightarrow cj}^{(t)} \left( w_{ch \cdot vi}^{(t)} \mu_{ch \cdot vi} + \sum_{v \in N(vi) \setminus cj} \mu_{v \rightarrow vi}^{(t)} \right)\] (4)
and
\[\mu_{cj \rightarrow vi}^{(t)} = 2 w_{cj \rightarrow vi}^{(t)} \tanh^{-1} \left( \prod_{v \in N(cj) \setminus vi} \tanh \left( \frac{1}{2} \mu_{v \rightarrow cj}^{(t)} \right) \right)\] (5)
where \(w_{ch \cdot vi}^{(t)}\), \(w_{v \rightarrow cj}^{(t)}\), and \(w_{cj \rightarrow vi}^{(t)}\) are the channel weights, the weights on the edges connecting VNs to CNs, and the weights on the edges connecting CNs to VNs, respectively. The a posteriori LLR in the \(\ell\)-th iteration is
\[\mu_{vi}^{(t)} = w_{ch \cdot vi}^{(t)} \mu_{ch \cdot vi} + \sum_{c \in N(vi)} w_{c \rightarrow vi}^{(t)} \mu_{c}^{(t)} \].
In (4) and (5) the weights are untied over all nodes as well as over all iterations, i.e., each edge has an individual weight. In order to reduce complexity and storage requirements for NBP, the weights can also be tied. In [3], tying the weights temporally, i.e., over iterations, and spatially, i.e., all edges within a layer have the same weight, was explored. Note that setting all weights of an NBP decoder to one yields conventional BP decoding.

B. Neural Offset Min-Sum Decoder

Similar to the extension of conventional BP decoding to NBP decoding, the offset min-sum decoder can be extended to a NOMS decoder [5]. Instead of the CN- and iteration-dependent offset \(\beta_{c}^{(\ell)}\), each edge emanating from a CN has its own offset,
\[\mu_{cj \rightarrow vi}^{(t)} = \text{ReLU} \left( \min_{v \in N(cj) \setminus vi} \frac{\mu_{vi}^{(t)}}{\mu_{cj \rightarrow vi}^{(t)}} \right) \cdot \prod_{v \in N(cj) \setminus vi} \text{sign} \left( \mu_{v \rightarrow cj}^{(t)} \right)\] (6)
where \(\text{ReLU}(\cdot) = \max(\cdot, 0)\) denotes a rectified activation function commonly used in neural networks [16].

III. PRUNING-BASED NEURAL BELIEF PROPAGATION DECODERS

Here we propose PB-NBP. The main idea is to consider NBP over the unrolled graph starting from a large, overcomplete parity-check matrix \(H_{oc}\). We tie the weights for each CN, i.e., \(w_{cj \rightarrow vi} = w_{cj}^{(t)}\) for all \(vi \in N(cj)\),
\[\mu_{cj \rightarrow vi}^{(t)} = 2 w_{cj}^{(t)} \tanh^{-1} \left( \prod_{v \in N(cj) \setminus vi} \tanh \left( \frac{1}{2} \mu_{v \rightarrow cj}^{(t)} \right) \right)\]. (7)
We view the weights as an indication of the importance of the respective CN to the decoding and use them to prune the graph by successively removing CNs associated to low weights. The resulting graph potentially consists of a different set of CNs at each CN layer. This corresponds to selecting a (potentially) different set of parity-check equations from the overcomplete parity-check matrix in each iteration of BP decoding.

We first describe how we optimize the graph’s weights and in a second step, we present the training procedure to prune the graph.

A. Optimization of the Weights

The decoding process can be seen as a classification task where the channel output is mapped to a valid codeword. This task consists of \(2^k\) classes, one for each codeword. Training such a classification task is infeasible as the resulting decoder typically generalizes poorly to classes not contained in the training data [4]. Alternatively, one may consider a binary classification task for each of the \(n\) bits. As a loss function, the average bitwise cross-entropy between the transmitted bits and the VN output LLRs of the final VN layer can be used [1], [2],
\[\Gamma = -\frac{1}{n} \sum_{i=1}^{n} \log \left( o_i^b (1 - o_i)^{1-b_i} \right)\]
where \(o_i\) is the estimate of the probability that the \(i\)-th bit after the final iteration is one,
\[o_i = \frac{e^{-\mu_{i}^{(\ell_{\text{max}})}}}{1 + e^{-\mu_{i}^{(\ell_{\text{max}})}}}\]
and \(\ell_{\text{max}}\) denotes the number of decoding iterations. The optimization behavior can be improved by using a multitloss function [1], [2], where the overall loss is the average bitwise cross-entropy between the transmitted bits and the VN output LLR of each VN layer. The cross-entropy is well-suited for the bitwise classification task, but it does not necessarily result in a decoder with the lowest possible bit error rate. In fact, the bit error rate would be a more natural choice for the loss function. However, since the gradients would be zero almost everywhere, it is infeasible for optimization using gradient descent. Instead, [3] proposed a new loss function which can be regarded as soft bit error rate,
\[\Gamma = \frac{1}{n} \sum_{i=1}^{n} (1 - o_i)^{b_i} o_i^{1-b_i}.\] (8)
It was empirically observed in [3] that minimizing this loss function also minimizes the bit error rate. Combining the soft bit error rate and a multitloss results in
\[\tilde{\Gamma} = \frac{1}{\sum_{\ell} \eta^{\ell_{\text{max}}-\ell}} \sum_{\ell=1}^{\ell_{\text{max}}} \eta^{\ell_{\text{max}}-\ell} \frac{1}{n} \sum_{i=1}^{n} \left( 1 - o_i^{(\ell)} \right)^{b_i} (o_i^{(\ell)})^{1-b_i}\]
\[= \frac{1}{\sum_{\ell} \eta^{\ell_{\text{max}}-\ell}} \sum_{\ell=1}^{\ell_{\text{max}}} \eta^{\ell_{\text{max}}-\ell} \sum_{i=1}^{n} o_i^{(\ell)}\] (9)
where \(o_i^{(\ell)}\) is the estimate of the probability that the \(i\)-th bit is one after the \(\ell\)-th iteration, and \(\eta \in (0; 1)\) determines the contribution of intermediate layers to the overall loss. Step (a) follows from the assumption that the all-zero codeword is transmitted, which is a valid assumption since the channel and the decoder are symmetric. The parameter \(\eta\) is set close to one, i.e., all layers contribute equally to the loss, in the beginning of
the training. This allows for gradients to efficiently propagate to earlier layers and hence improves convergence. However, this does not correspond to the desired, final behavior of the decoder where only the output of the final layer matters. Thus, the contribution of the intermediate layers is successively decreased during training by means of decreasing $\eta$. During the final stages of training, only the last layer will contribute to the loss, corresponding to the desired, final behavior [3].

**B. Training Procedure**

Consider NBP with VN update (4) and CN update (7) over the unrolled graph of $H_{\text{oc}}$ in which the weights are tied at the CNs, i.e., all messages emanating from a single CN $c$ are weighted by the same weight $w^{(c)}_c$. The magnitude of the weight $w^{(c)}_c$ can now be interpreted as a measure of how much CN $c$ contributes to the decoding at iteration $\ell$. A large magnitude indicates high importance whereas a magnitude of zero indicates that the CN is irrelevant to the decoding process.

Let $H_{c}$ be the parity-check matrix used for decoding in the $\ell$-th iteration and define $H = \{H_1, \ldots, H_{\text{max}}\}$. The set is initialized with the same large overcomplete matrix $H_{\text{oc}}$ for each iteration, i.e., $H = \{H_{\text{oc}}, \ldots, H_{\text{oc}}\}$. Equivalently, we define a set of weights $W$ and initialize all weights to one, i.e., we start with conventional BP. The weights in $W$ are then optimized using the Adam optimizer [17] within the Tensorflow programming framework [18]. After the optimization has converged, we find the lowest CN weight $w^{(c)}_c$ and set it to zero. This is equivalent to pruning the CN from the unrolled graph. As this may change the optimal value for the remaining weights, we retrain the training. We iterate between retraining and pruning CNs and monitor the loss. The optimization is stopped when the loss starts increasing. Empirically we observe that the loss is not monotone and that it is beneficial to allow the loss to increase slightly before stopping the pruning. Alternatively, one may further prune CNs to reach a desired number of parity-check equations over all iterations, i.e., a given complexity, at the expense of a larger loss. The result of the optimization is a set of parity-check matrices $H_{\text{opt}} = \{H_{1,\text{opt}}, \ldots, H_{\text{max, opt}}\}$ and optimized weights $W_{\text{opt}}$. The training process is illustrated in the flowchart of Fig. 2 and in Algorithm 1.

If the matrices used to initialize $H$ are very large, this way of optimizing the parity-check matrices is potentially complex and slow. Empirically, we observed that it is possible to simultaneously prune more than one CN in the earlier stages of the pruning process without harming the final performance. This allows for a significant speed-up of the optimization. All results in this paper are achieved by only pruning a single CN per pruning step. An in-depth analysis of different pruning schedules is left for future work.

**C. Complexity Discussion**

In the following, we provide a high-level discussion of the decoding complexity. A thorough complexity analysis would require considering hardware implementation details such as data bus requirements, impact of the degree of parallelism and structure in the graph, etc. While this is out of the scope of the paper, we note that hardware constraints can potentially be incorporated in the training process (e.g., through a modified loss function), rendering our proposed decoders adaptable to different use cases.

On a high level, the CN update is the most complex operation in a BP decoder due to the evaluation of the $\tanh$ and inverse $\tanh$ functions. Hence, a commonly used measure for complexity is given by [19]

$$\sum_{\ell} d^{(c)}_c |\mathcal{V}^{(c)}_c|$$  \hspace{1cm} (10)

where $d^{(c)}_c$ denotes the average CN degree in the $\ell$-th iteration and $\mathcal{V}^{(c)}_c$ the set of active CNs in the $\ell$-th iteration. For conventional BP decoding, $\mathcal{V}^{(c)}_c = \mathcal{V}_c$ and $d^{(c)}_c = d_c \forall \ell$. 

![Flowchart of the training process](image-url)
The required memory is related to the parity-check matrix itself and the number of weights that need to be stored. Since the weights are real numbers as opposed to binary values for the edges, we quantify memory requirements with the number of weights. Furthermore, the weights require additional multiplications.

Following this discussion, we define three decoders of different complexity.

- PB-NBP decoder \( D_1 \): It uses the result from the optimization directly, i.e., \( \mathcal{H}_{\text{opt}} \) and \( \mathcal{W}_{\text{opt}} \).
- PB-NBP decoder \( D_2 \): It uses the optimized set of parity-check matrices, i.e., \( \mathcal{H}_{\text{opt}} \), but sets all weights to one, i.e., neglects \( \mathcal{W}_{\text{opt}} \).
- PB-NBP decoder \( D_3 \): It uses the optimized set of parity-check matrices, i.e., \( \mathcal{H}_{\text{opt}} \), and additionally untied optimized weights over all iterations and edges. It is important to note that to obtain the untied weights, an extra training step with untied weights is required to obtain \( \mathcal{W}_{\text{opt}} \).

All three decoders require the same number of CN evaluations as they operate on the same set of parity-check matrices \( \mathcal{H}_{\text{opt}} \). However, they differ in the required memory. PB-NBP decoder \( D_3 \) needs to store one weight per edge, whereas PB-NBP decoder \( D_2 \) does not need to store any weights. PB-NBP decoder \( D_1 \) needs to store one weight per channel message and per edge emanating from a VN but only one weight per CN and hence is of lower complexity compared to PB-NBP \( D_3 \) but is more complex than PB-NBP \( D_2 \).

Remark: We note that in terms of performance, pruning a CN is equivalent to setting the weights of all outgoing edges from a CN to zero. Hence, an NBP decoder could in theory be trained to yield exactly the same performance as a PB-NBP decoder. However, the NBP decoder would have a higher complexity than the PB-NBP decoder as the number of CN evaluations would not be reduced. Furthermore, empirically, we do not observe that weights converge to zero for NBP. In this light, pruning allows for a reduction in complexity as well as facilitates training. This is in line with the results in [20], where the authors observed that by iteratively pruning and retraining a vanilla neural network, the network achieves higher accuracy and converges faster than the original, unpruned network or a network pruned using a single iteration.

D. Pruning-Based Neural Offset Min-Sum Decoder

We extend the pruning concept to NOMS decoding. The same procedure as the one described in the previous section can be applied to find the optimal set of parity-check matrices and weights for PB-NOMS. However, since both NBP and NOMS are iterative algorithms differing only in the CN update, we hypothesize that the same set of parity-check matrices optimized for NBP performs well for NOMS. This is confirmed empirically by comparing the performance of a PB-NOMS decoder with parity-check matrices optimized using NBP and a PB-NOMS decoder with parity-check matrices optimized using NOMS.

IV. Quantization of the PB-NOMS Decoder

We consider quantization of the channel output, the messages between the layers, and the weights and offsets of the PB-NOMS decoder. In particular, we consider a joint optimization of the quantization, the weights, and the offsets. To this end, we first define a symmetric mid-tread quantizer as a piecewise constant function \( Q(x) \) with \( 2^n - 1 \) quantization levels \( Q = \{q_0 = 0, \pm q_1, \ldots, \pm q_{2^{n-1}-1}\} \) and thresholds \( T = \{t_1, \ldots, t_{2^{n-1}-1}\} \).

The gradients of \( Q(x) \) with respect to \( x \) are zero except at the thresholds. During training in the back-propagation phase, these zero-gradients would cause most gradients in the network to be zero and hence prohibit the training to converge to a meaningful solution. Using the gradient of a surrogate function, referred to as STE, overcomes this issue [15]. In this work, we simply pass through the gradients with respect to \( x \), i.e., \( \partial Q(x)/\partial x = 1 \). By letting \( t_i = (q_i + q_{i+1})/2 \), the gradients with respect to the quantization levels are

\[
\frac{\partial Q(x)}{\partial q_i} = \begin{cases} 
\text{sign}(x) & t_i \leq |x| < t_{i+1}, \\
0 & \text{else}
\end{cases}
\]

and

\[
\frac{\partial Q(x)}{\partial q_{2^{n-1}-1}} = \begin{cases} 
\text{sign}(x) & t_{2^{n-1}-1} \leq |x|, \\
0 & \text{else}
\end{cases}
\]

for \( i \in \{1, \ldots, 2^{n-1} - 2\} \).

Denote now as \( Q^{(\ell)}_{\beta}, Q_{\beta}^{(\ell)} \), \( Q^{(\ell)}_{\mu}, Q_{\mu}^{(\ell)} \), and \( Q^{(\ell)}_{\beta} \) the quantizers in the \( \ell \)-th iteration for the channel messages, the CN-to-VN messages, the VN-to-CN messages, the VN-to-CN weights, and the offsets corresponding to the CN update (see (6)), respectively.

In Fig. 3, we show a block diagram of the \( \ell \)-th VN and VN layer of a PB-NOMS decoder. While the forward and
backward pass of the training of the quantized PB-NOMS decoder take into account the quantization, the update of trainable weights during training is performed using floating point precision. To emphasize this, we depict the weights, quantized by its associated quantizer, as an input to the respective node. Further, while the quantizers are untied over the layers, i.e., each layer has its own quantization levels and thresholds, we tie the number of bits over the layers. We denote the number of bits for quantizing the channel messages as $q_m$, the number of bits for messages passed between nodes as $q_n$, and the number of bits for all the weights and offsets as $q_w$.

V. NUMERICAL RESULTS

We numerically evaluate the performance of the proposed PB-NBP and PB-NOMS decoders for RM codes, a short low-density parity-check (LDPC) code, and a polar code. As a benchmark we consider ML decoding and we compare the performance of the proposed decoders to NBP [1], NOMS [5], and MBBP decoding [12] (referred to as MBBP-NX-S in [12]). The hyperparameters are provided in the appendix and the source code is available online [21].

A. Reed-Muller Code RM(2, 5)

For the RM(2, 5) code of length $n = 32$ and dimension $k = 16$, we consider the overcomplete parity-check matrix $H_{oc}$ containing all 620 parity-check equations of minimum weight and apply the training procedure described in Section III-B to it. We fix the number of iterations to six. Hence, without pruning 620 CNs need to be evaluated per CN layer, which leads to a total of 3720 CNs that need to be evaluated. Note that since $H_{oc}$ has a regular CN degree and pruning does not affect the CN degree, we can neglect the average CN degree in (10) for the complexity discussion. The optimization is stopped when the loss starts to increase, which corresponds to keeping 31% of the CNs of the unrolled graph. This is shown in Fig. 4(a), where the block error rate (BLER) during the iterative pruning process is shown as a function of the number of remaining CNs. The marker highlights where the pruning is stopped. Note that this does not correspond to the minimum of the BLER as training is only stopped after the loss started to increase (see also Section III-B). To investigate the behavior of pruning, we are interested in how many CNs are pruned in each CN layer. In Fig. 4(b), we plot the distribution of surviving CNs after pruning across CN layers. We observe that in the first CN layer, about 40% of all surviving CNs are pruned. In later CN layers, the number of CNs decreases significantly. This observation furthermore justifies the use of a low number of iterations. In Fig. 4(c) and 4(d), we plot the histograms of the CN and VN weights in the final iteration.

In Fig. 5, we plot the BLER as a function of $E_b/N_0$. The PB-NBP decoder $D_1$ performs 0.38 dB away from the ML decoder at a BLER of $10^{-4}$. Removing the weights (PB-NBP $D_2$), results in a penalty of 0.48 dB. Untying the weights in the CNs (PB-NBP $D_3$) results in an additional gain of 0.047 dB with respect to PB-NBP $D_1$.

Both PB-NBP $D_1$ and $D_3$ outperform NBP with $H_{oc}$ containing the 620 parity-check equations of minimum weight, as well as MBBP [12] with 15 randomly chosen parity-check matrices. Furthermore, the proposed PB-NBP decoders are less complex than NBP with $H_{oc}$ and MBBP, requiring 68% and 7% less CN evaluations than NBP and MBBP, respectively.

### Table I

| Code | # of CNs | # of weights and offsets |
|------|----------|--------------------------|
| NBP $H_{oc}$ | 3720 (1.0) | 64704 (1.0) |
| RNN $H_{oc}$ | 3720 (1.0) | 10144 (0.157) |
| NBP $H_{std}$ | 86 (0.026) | 328 (0.005) |
| MBBP RM(2, 5) | 1440 (0.387) | 0 (0.0) |
| PB-NBP $D_1$ | 1170 (0.315) | 10754 (0.166) |
| PB-NBP $D_2$ | 1170 (0.315) | 0 (0.0) |
| PB-NBP $D_3$ | 1170 (0.315) | 18944 (0.293) |
| PB-NBP Random | 1170 (0.315) | 10754 (0.166) |
| PB-NOMS | 1170 (0.315) | 9360 (0.145) |
PB-NBP $D_2$ performs slightly worse than NBP, but entails the lowest complexity as no weights need to be stored. As a further comparison, we also plot the performance of a recurrent neural network (RNN)-based decoder \cite{47} using $H_{oc}$. The RNN-based decoder slightly outperforms PB-NBP $D_1$ and PB-NBP $D_2$ at the cost of increased complexity by a factor of three. NBP with a standard parity-check matrix with no redundant rows (i.e., containing 16 parity-check equations) is clearly not competitive. The PB-NBP decoders also require significantly less weights than the NBP decoder with $H_{oc}$. The decoding complexity of the decoders in Fig. 5 is reported in Table I. In parentheses, we display the complexity normalized by that of NBP with $H_{oc}$.

To assess the effectiveness of our pruning strategy, we also consider the scenarios where we randomly prune CNs (random pruning), where we prune the CN associated with the largest weight (referred to as maximum pruning), and all CNs in a single step (one-shot pruning). As it can be observed in Fig. 6, the performance of random and maximum pruning is clearly not competitive. One-shot pruning exhibits a loss of about 0.1 dB over our proposed pruning method. While one-shot pruning may speed up the training process, it is important to note that training is done offline and the final decoders have the same complexity. Furthermore, one-shot pruning requires that the final number of CNs is known \textit{a priori}.

The BLER of the PB-NOMS decoder with $q_m$ bits for the messages and $q_{we}$ bits for the weights is depicted in Fig. 7, where $\infty$ bits denotes full precision floating point. We further set $q_{eh} = q_m$. Floating point PB-NOMS decoding suffers from a 0.25 dB degradation over PB-NBP decoding. Further quantizing the PB-NOMS decoder increases this gap. We observe that while for $q_{we} = 5, 3$ bits for the channel output and internal messages appears to be sufficient, in the case of $q_{we} = 3$ using 3 bits for the channel output and internal messages leads to a significant performance degradation with respect to floating point messages. The PB-NOMS and the PB-NBP decoders require the same number of CN evaluations and weights. However, the PB-NOMS decoder is less complex, due to its simplified CN update.

For the RM(3, 7) code of code length $n = 128$ and dimension $k = 64$, we select as the overcomplete parity-check matrix $H_{oc}$ the matrix containing 70000 out of 94488 randomly selected parity-check equations of minimum weight. Since in the initial training phase CNs are removed in an almost random fashion, choosing a large random subset of all minimum-weight parity-check equations to initialize the training does not harm the optimization. To investigate the effect of the size of the random subsets of minimum-weight parity-check equations, we also consider the case where only a small, random subset, containing 9448 of all parity-check equations of minimum weight are selected for $H_{oc}$ and denote this decoder as PB-NBP $\tilde{D}_1$. Again, we fix the number of iterations to six. In Fig. 8, we plot the BLER for the PB-NBP decoders $D_1, \tilde{D}_1, D_2,$ and $D_3$ and compare the performance to that of NBP and MBBP. Decoder PB-NBP $D_1$ performs 0.27 dB from the ML decoder and improves upon NBP with $H_{oc}$ by 0.28 dB. Removing the weights results in a degradation of 0.47 dB for decoder PB-NBP $D_2$ with respect
to PB-NBP $D_1$. On the other hand, untying the weights results in a gain of 0.02 dB for decoder PB-NBP $D_3$.

Decoders PB-NBP $D_1$, PB-NBP $D_2$, and PB-NBP $D_3$, require only $3.49\%$ of the CNs and at most $21\%$ of the weights compared to the NBP decoder with $H_{sc}$ while showing a performance gain of $0.28\, \text{dB}$ for decoder PB-NBP $D_3$. The RNN-based decoder with $H_{sc}$ requires a similar number of weights as the PB-NBP decoder $D_3$, but is significantly more complex as it has the same number of CNs as the NBP decoder. However, it offers a worse performance than PB-NBP $D_1$ and $D_3$. As for the RM(2,5) code, NBP using the non-redundant parity-check matrix with $64$ CNs is not competitive (curve omitted for better readability). The complexities are reported in Table II. As for the RM(2,5) code, we omit the scaling by the average constant CN degree.

Decoder PB-NBP $D_1$ demonstrates the effect of using only a small subset of all parity-check equations of minimum weight as the overcomplete parity-check matrix $H_{sc}$. The decoder is pruned to the same complexity as PB-NBP $D_1$. As randomly selecting a small subset of parity-check equations essentially corresponds to randomly pruning CNs, we observe the same performance degradation as for the random pruning in the case of the RM(2,5) code.

In Fig. 9, we report BLER results for the quantized and pruned NOMS decoders. Once again, we set $q_w = q_m$. At a BLER of $10^{-4}$, with $q_m = q_w = 5$, we perform $0.5\, \text{dB}$ from ML and with only $3$ bits, we perform $0.8\, \text{dB}$ from ML. In the figure we also compare the performance of the joint optimization of the quantizers, weights, and offsets to the that of two common approaches to quantization in neural networks—post-training quantization and quantization-aware training. For post-training quantization, the decoder is trained using floating point precision and the quantizer is added after the training is completed. To this end, we use Tensorflow’s built-in quantizer, i.e., a uniform quantizer. The clipping range for the messages is set to $\pm 8$. The quantizer of the weights and offsets is clipped to the range of the weights and offsets in the respective layer. Even though quantization-aware training improves upon post-training quantization, it is limited by the initial choice of using a uniform quantizer and the clipping range for the messages. For post-training quantization, a quantizer optimized using the Lloyd-Max algorithm [22], [23] improves significantly over the uniform quantizers. However, as the weights and offsets are potentially suboptimal, a small degradation to the proposed joint optimization remains.

### C. Low-Density Parity-Check Code

We consider the CCSDS LDPC code of length 128 and rate 0.5 as defined in [24]. It has CN degree 8 and half the VNs have degree 3 and half have degree 5. The code has minimum Hamming distance 14. We consider conventional BP decoding with 25 iterations, corresponding to 1600 CN updates.

We let the overcomplete parity-check matrix $H_{sc}$ contain 10000 randomly chosen parity-check equations of Hamming weight up to twenty. This causes CNs of different degrees and hence $H_{sc}$ has irregular CN degree. We then design the PB-NBP decoder with six iterations and the same number of CN evaluations as for conventional BP decoding with 25 iterations. Note that as the parity-check matrices of the BP and PB-NBP decoders are of irregular CN degree, the complexity is given by (10).

#### TABLE II

Complexity of the RM$(3,7)$ code. In parentheses the fraction of the number of CNs and weights compared to NBP with $H_{sc}$ (denoted by "1.00").

| Convolutional Decoder Type | Complexity (10) | # of Weights and Offsets |
|----------------------------|-----------------|--------------------------|
| NBP $H_{sc}$               | 19842 (1.0)     | $23440 (0.119)$          |
| RNN $H_{sc}$               | 19842 (1.0)     | $30237 (0.154)$          |
| MBPP                       |                 | 0 (0.0)                  |

#### TABLE III

Complexity of the CCSDS LDPC code. In parentheses the fraction of the number of CNs compared to conventional BP with 100 decoding iterations (denoted by "1.00").

| Convolutional Decoder Type | Complexity (10) | # of Weights and Offsets |
|----------------------------|-----------------|--------------------------|
| BP, 100 iterations         | 51200 (1.0)     | 0                         |
| BP, 25 iterations          | 12800 (0.25)    | 0                         |
| NBP $H_{ad}$               | 768 (0.015)     | 13696                     |
| PB-NBP $D_1$               | 25920 (0.506)   | 28416                     |
| PB-NOMS                    | 25920 (0.506)   | 25920                     |
D. Polar Code

We finally consider a polar code of length \( n = 128 \) and rate 0.5 defined in [25]. It has minimum Hamming distance 8 and its dual code has minimum Hamming distance 16. Following [26], we find all 98304 codewords of the dual code of minimum weight. As for the RM(3, 7) code, \( H_{oc} \) used for the optimization process contains 70000 randomly-selected minimum-weight parity-check equations to reduce the complexity of the training. As a target complexity, we choose the same complexity as for the RM(3, 7) code. The final complexities are reported in Table IV. Once again, we omit the scaling by the average constant CN degree.

TABLE IV

|          | \( \# \) of CNs | \( \# \) of weights and offsets |
|----------|----------------|---------------------------------|
| NBP-\( H_{std} \) | 589824 (1.0) | 20481825 (1.0) |
| PB-NBP \( D_1 \) | 384 (0.0065) | 14208 (0.0069) |
| PB-NBP \( D_2 \) | 19842 (0.033) | 2342252 (0.115) |
| PB-NOMS | 19842 (0.033) | 1904832 (0.064) |

The BLER results are given in Fig. 10. PB-NBP decoder \( D_1 \) outperforms conventional BP with 25 iterations by approximately 0.6 dB. Allowing 100 iterations for conventional BP reduces the gain to 0.2 dB. However, conventional BP with 100 iterations requires approximately twice the complexity of decoder PB-NBP \( D_1 \). NBP with 64 CNs is again not competitive. The complexity of the different decoders is reported in Table III. We remark that the decoding complexity of BP decoding does not take into account potential early stopping of the decoder. However, early stopping may also be used in the proposed PB-NBP decoders. The effects of quantization are similar to the ones observed for the Reed-Muller codes. Quantizing messages, channel output, weights, and offsets with 3 bits causes a degradation of 0.3 dB over PB-NBP \( D_1 \), which corresponds to a performance of 1.8 dB from ML decoding.

VI. Conclusion

In Fig. 11, we plot the BLER as a function of \( E_b/N_0 \). We observe a similar behavior to that of the RM codes. The PB-NBP decoder \( D_1 \) performs 0.5 dB from ML and outperforms NBP with \( H_{oc} \) while only requiring 3.3\% of its CNs evaluations and 20.2\% of the weights. Switching to a quantized PB-NOMS decoder with \( q_w = q_{ch} = q_m = 3 \) causes a performance loss of 0.65 dB. As previously, NBP with \( H_{std} \) offers the lowest complexity, but is clearly not competitive.

We proposed a novel pruning-based neural belief propagation (PB-NBP) decoder for short linear block codes. The proposed decoder is based on pruning a large overcomplete parity-check matrix and uses different parity-check equations in each decoding iteration. For Reed-Muller codes and a polar code, we demonstrated a performance close to ML decoding. For a short, standardized LDPC code, we showed that we can outperform conventional BP decoding at a reduced complexity. The proposed PB-NBP decoders outperform NBP with large overcomplete parity-check matrices while providing a lower complexity. In the case of a (3, 7) Reed-Muller code, the PB-NBP decoder outperforms the NBP decoder by 0.28 dB at a BLER of \( 10^{-4} \) while only requiring 3\% of the check nodes and 21\% of the weights. Further, it performs within 0.27 dB from ML decoding. In all scenarios, our approach outperforms the original NBP and MBBP. We also applied the proposed pruning-based decoder to NOMS and introduced a quantized pruning-based neural offset min-sum (PB-NOMS) decoder which allows joint optimization of the weights, offsets, and quantization. With messages, weights, and offsets quantized with 5 bits, PB-NOMS achieves a performance 0.5 dB and 1.7 dB from ML for a Reed-Muller and LDPC code, respectively. A polar code with 3 bits quantization performs 1 dB away from ML. The proposed approach can readily be applied to other linear block codes such as BCH codes, with similar gains over the original NBP decoder expected. Furthermore, additional constraints can be introduced in the training process to allow for a more practical decoder.
**APPENDIX**

**HYPERPARAMETERS**

The PB-NBP decoders are trained with a batch size of 128 in the case of the Reed-Muller code RM(2, 5) and the LDPC code, and a batch size of 64 for the Reed-Muller code RM(3, 7) and the polar code. As an optimizer, the Adam optimizer with a learning rate of 0.001 is employed. Initially, \( \eta = 1.0 \) and every 3000 batches \( \eta \) is decreased by multiplying it by 0.8. After each pruning step, \( \eta \) is reset to its initial value. The maximum number of batches per pruning step is \( 10^5 \) for the RM(2, 5) and the LDPC code, and \( 2 \cdot 10^5 \) for the RM(3, 7) and the polar code, and the next pruning step is performed earlier if the average loss over 100 batches stops decreasing.

The PB-NOMS decoders are trained starting from the pruned parity-check matrices. For the RM(2, 5) and the LDPC code, we use \( 1.5 \cdot 10^5 \) batches and for the RM(3, 7) and the polar code \( 3 \cdot 10^5 \) batches. As for the PB-NBP decoders, the learning rate is set to 0.001 and every 3000 batches \( \eta \) is decreased by multiplying it by 0.8.
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