Generic Adaptation by Fast Chaotic Exploration and Slow Feedback Fixation
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Living systems adapt to various environmental conditions by changing their internal states. Inspired by gene expression and epigenetic modification dynamics, we herein propose a generic mechanism for adaptation by combining fast oscillatory dynamics and a slower feedback fixation process. Through extensive model simulations, we reveal that fast chaotic dynamics serve as global searching for adapted states fixed by slower dynamics. The mechanism improves as the number of elements is increased. Relevance to cellular adaptation and optimization in artificial neural networks is also discussed herein.

Biological systems can generally adapt to various environmental conditions by adjusting their internal states, and this is essential to their survival and universal for living systems. The most investigated and established mechanism for adaptation is signal transduction networks in cells, by which the information on external conditions alters the gene expression pattern to fit the environments. Such networks, which are considered to be evolved over generations to meet given environmental conditions, have been explored in the literature [1].

Even though such a signal transduction mechanism is important and has been thoroughly investigated, it remains unclear as to whether it can explain all cell adaptations [2–6]. Although, for instance, demonstrated that yeasts can adapt to various conditions, including de novo conditions that their ancestors have not experienced [2]. Such spontaneous adaptation has been observed in artificially embedded networks without environmental information [3]. Uncovering some alternatives—possibly generic mechanisms, if any—is required.

As a possible mechanism, attractor selection, wherein a state with a higher growth rate is selected by taking advantage of noise and growth dilution, was proposed [6,7]. Despite the generality and applicability of the mechanism [8,9], the existence of attractors in gene expression dynamics fitted to the environment need to be provided. As a remedy for such demand, an introduction of the epigenetic modification process, which could generate different stable states from the original gene expression dynamics, was proposed [7]. This can enhance the applicability of the mechanism; however, an evolutionary process to optimize the network is further needed [7,10].

Inspired by these arguments, we herein propose an alternative and generic adaptation mechanism not restricted to cells but applicable to optimization problems in general. We adopt oscillatory (chaotic) dynamics, stimulated by recent studies in cellular differentiation [11,12], in which epigenetic modification leading to robust cellular differentiation and reprogramming is proposed [11,12]. Here, epigenetic modifications are biomolecular mechanisms such as DNA methylation or histone modification [13,14]. Even though their detailed mechanisms are different [13–16], they would generally change the feasibility of gene expression, which can alter the gene expression dynamics and their stable expression patterns. In the proposed theory for differentiation, the interplay between oscillatory gene expression dynamics and slower epigenetic modification generates and stabilizes novel cell types.

In this letter, we examine whether such interplay between gene expression dynamics and slower positive feedback can generally work for adaptation. Through the oscillatory dynamics, possible states are explored. Then, if an adapted state is reached, the slow (epigenetic) process will work efficiently to fix such a state. We provide a simple model of (gene) regulatory networks that can produce oscillatory dynamics with a positive (epigenetic) feedback process to demonstrate such a mechanism. Via extensive simulations of the model, we show that the model can adapt to a variety of external conditions if the original dynamics show sufficiently complex (chaotic) oscillation. We obtain the condition to achieve generic adaptation and demonstrate that the fraction of networks satisfying the condition increases with the number of units (genes). We discuss the generality of the mechanism, including the application to machine learning and optimization in neural and artificial networks.

We consider a model consisting of \( N \) genes with a regulatory network and slower epigenetic modification. The \( i \)-th unit (gene) has variables \( x_i \) and \( \theta_i \) \( (i = 1, 2, \ldots, N) \), where \( x_i \) represents the \( i \)-th (gene) expression level (concentration of the protein corresponding to the gene) and \( \theta_i \) represents the epigenetic modification level of the \( i \)-th gene [17]. Genes activate or suppress each other via synthesized proteins according to gene regulatory matrix \( J_{ij} \). If \( J_{ij} \) is positive (negative), the \( j \)-th gene activates...
(suppresses) the $i$-th gene as given by
\[
\frac{dx_i}{dt} = F \left( \frac{1}{\sqrt{N}} \sum_j J_{ij} x_j + \theta_i \right) - x_i,
\]
(1)

where $F(z)$ is a monotonic function exhibiting an on-off switch, as $F(z) = \tanh(\beta z)$. We set $\beta = 40$, i.e., $F(z)$ is close to a step function. The value of $x_i = 1$ or $-1$ represents full- or non-expression of the $i$-th gene. In Eq. (1), $-\theta_i$ works as a threshold for the expression of the $i$-th gene. In other words, the epigenetic modification level $\theta_i$ gives the feasibility of the $i$-th gene expression. As $\theta_i$ increases (decreases), less (more) input from other genes is required for expression. For epigenetic modification dynamics, we adopt the simplest form of reinforcement
\[
\frac{d\theta_i}{dt} = v^k(t)(x_i - \theta_i),
\]
(2)

where $v^k(t)$ is positive and indicates positive feedback between gene expression and epigenetic modification. If the $i$-th gene is expressed, it is more feasible to be expressed following the increase in $\theta_i$. Such positive feedback is based on previous experimental results [13, 21]. Here, $v^k(t)$ is the timescale of the epigenetic modification process depending on cellular fitness. It is set always smaller than unity, that is, change in $\theta_i$ is slower than that in $x_i$. Within this range, $v^k(t)$ is increased when the cell is more fitted to the $k$-th environmental condition.

The fitness is given by the expression pattern of output genes $x_m(m = 1, 2, \ldots, M < N)$. By introducing $X^k_m$ as a target (desired) gene expression pattern under the $k$-th environment, fitness is given by the distance between $x_m$ and $X^k_m$ according to
\[
\text{fitness}^k = \frac{\sqrt{\sum_m (x_m(t) - X^k_m)^2}}{M}. \quad (3)
\]

Then, $v^k(t)$ is determined as
\[
v^k(t) = v^{\text{max}} \exp \left\{ -b \times (\text{fitness}^k) \right\}, \quad (4)
\]

where $b = 4$ and $v^{\text{max}} = 10^{-1}$. Note that $v^k(t)$ takes the maximum value $v^{\text{max}}$ when $x_m$ is equal to $X^k_m$, in which case cell completely adapts to the $k$-th environment.

We herein adopt $M = 5$. Then, the total number of possible $M$-bit target patterns with $-1$ or $1$, described as $\{1, 1, 1, 1, 1\}$, $\{-1, 1, 1, 1, 1\}$, $\ldots$, $\{-1, -1, -1, -1, -1\}$, is $2^M = 32$. However, the present cell model notably has a symmetry $x \leftrightarrow -x$. Considering this symmetry as $X^k$ and $-X^k$, there are $2^M/2 = 16$ independent $M$-bit patterns $\{X^k\}$. Each environmental condition $k = 1, 2, \cdots, 16$ has the corresponding target expression pattern $X^k$: the adaptation to each of these $M$-bit patterns are examined.

![Figure 1](image)

**FIG. 1.** Adaptation of cell model with $N = 100$. Time series of $x_i(i = 1, 2, \ldots, N)(a-i, ii)$, $\theta_i(b)$, and $v^k(c)$. Starting from the initial condition with random $x_i$ and $\theta_i = 0$, the cellular state converges to transient gene expression oscillation. With gradually developed $\theta_i$, the cellular state reaches desired gene expression pattern $X^k_m$. That is, $v^k$ takes the maximum value $v^{\text{max}} (= 10^{-1})$. (a-ii) Time-series of $x_i$ only for $i = 1, 2, \ldots, 5$ for $t = 10 \sim 20$. (d) Adaptation dynamics in $x$ space. We adopt PCA obtained from oscillatory dynamics with $\theta_i = 0$. The cellular state starting from a random initial condition (red X) reaches the target gene expression pattern (blue point) throughout transient oscillatory dynamics.

We adopt random gene regulatory networks (GRNs), whose elements $\{J_{ij}\}$ are randomly assigned either $\pm 1, 0$, with equal probability. Each of adaptation trials is started from $\theta_i = 0$ state and randomly chosen $x_i$. Each of the targets $X^k(k = 1, 2, \ldots, 16)$ is assigned for each trial, and we run the dynamics of Eqs. (1)-(4) until they reach the final stationary state. If the final $x_m$ is equal (or sufficiently close) to $X^k_m$, the cell adapts to the $k$-th environment.

Figure 1 shows the time series of $x_i$, $\theta_i$, and $v^k$ in success adaptation to a certain environment. In Fig. 1(a), gene expression dynamics $x_i$ first converge to an irregularly oscillating state. Then, the oscillatory dynamics are fixed by epigenetic modification $\theta_i$ when $x_m$ approaches $X^k_m$ and the fitness $v^k(t)$ is increased (Fig. 1(b)). Finally, throughout these transient dynamics, the cellular state adapts to the desired target state when $x_m$ reaches $X^k_m$. The value of $v(t)$ varies in time at first (Fig. 1(c)), reflecting transient dynamics of $x_i$, until a fitted state is selected. Figure 1(d) shows the adaptation dynamics in $x$ space using principal component analysis (PCA) obtained from oscillatory dynamics with $\theta_i = 0$.

Next, the adaptation capacity of the cell is investigated. The number of environments to which adaptation is achieved among 15 environmental conditions gives the fitness score, i.e., adaptation capacity. Figure 2 shows the distribution of the capacity over 500 random GRNs with $N = 100$. Here, the criterion of adaptation to the $k$-th environment is given by if the trial in the $k$-th envi-
environment finishes with $|x_m - X^k_m|^2 < 10^{-2}$ at least for one out of three trials. For most of the random regulatory networks $\{J_{ij}\}$, cells can adapt to more than half of the 16 environments.

Next, the adaption of cells to multiple environmental conditions is examined. Figure 3(a) shows the dynamics in $x$ against three different environmental conditions from identical initial condition by adopting PCA obtained from oscillatory dynamics with $\theta_i = 0$. In Fig. 3(a), the gray curve corresponds to the trajectory with $\theta_i = 0$, which shows chaotic dynamics. With epigenetic modification dynamics of Eq. (2), the fitted state is reached and fixed after transient (chaotic) oscillation, depending on each target condition $k$. In Fig. 3(b), we study how $\{x_i(t)\}$ with $\theta_i = 0$ and each of target patterns $\{X^k\}$ come closer by introducing the inner product of $x$ and $X^k$ given by $(1/M) \sum_m x_m X^k_m$ to characterize the distance between $x$ and the $k$-th target pattern. As shown in Fig. 3(b), the time series with $\theta_i = 0$ explores globally the phase space and approaches the target patterns that can be adapted ($k = 1, 12, 14$ in this example); however, it cannot approach target that cannot be adapted ($k = 9$), where the inner product remains around zero. The distribution for inner products is extended globally over $[-1, 1]$ for the former case but is centered around zero for the non-adapted case (Fig. 3(c)).

We next focus on how gene expression dynamics with $\theta_i = 0$ depend on the adaptation capacity. Figure 4(i) shows the dynamics for small (score = 3, (a)) and large (score = 13, (b)) adaptation capacities. Comparing these trajectories, gene expression dynamics with small adaptation capacity travel small portions of phase space, whereas those with large capacity travel large portions of phase space (Fig. 4(ii)). In Fig. 4(i), the former has a limit cycle attractor (a) while the latter has a chaotic attractor with two positive Lyapunov exponents (b).

To examine if the global traveling of the orbit at $\theta_i = 0$ is relevant to adaptation, we computed the globalness of trajectories against the target patterns $\{X^k\}$, defined as

$$G \equiv \frac{1}{K} \sum_k^K \left\{ \left( \frac{1}{M} \sum_m x_m X^k_m \right)^2 - \left( \frac{1}{M} \sum_m x_m X^k_m \right)^2 \right\}$$

(5)

In Fig. 4 we plot the adaptation capacity against the
globalness by sampling with 0.1 bin size and averaging the adaptation capacity for each bin. As shown in Fig. 5, the score (= adaptation capacity) monotonically increased with the globalness of trajectories.

As shown in Figs. 3 and 6, such global traveling is supported by chaotic dynamics. We computed the Lyapunov spectra of dynamics with fixed $\theta_i = 0$ and examined how they correlate with the adaptation capacity (fitness) of the system. Figure 5 shows the correlation in the fitness against the number of positive Lyapunov exponents, sampled over randomly chosen 500 GRNs for $N = 60$. The number of positive Lyapunov exponents gives the number of directions that tiny perturbations can be expanded. Figure 5 suggests that the adaptation capacity increases with it.

As the fraction of the network that gives oscillatory state increases, the adaptation capacity for each bin is increased, as shown in Fig. 6 (i.e., $N_i = 10$ and $N_i = 20$). Moreover, in contrast to the chaotic dynamics in our model, whereas with the slow epigenetic change, deep valleys are generated to which the cellular state is attracted to achieved adaptation. The present model adopts a simple setup for oscillatory dynamics with on-off type dynamics and a slower fixation process. Such on-off dynamics are ubiquitously adopted in biological and artificial neural networks. The present scheme with an autonomous search for the desired state by chaotic dynamics and slower fixation can be generally applied to learning or optimization processes. Here, as compared with random sampling adopted in simulated annealing [30], the chaotic dynamics do not need to sample the whole space, which will make the search more efficient [37][39]. We also note that the relevance of chaos or chaotic itinerancy to neural information processing has been discussed [40][43], whereas $\theta_i$ in the present model can be regarded as inputs [41]. Moreover, in contrast to the Hebbian learning that requires the change in $J_{ij}$ (i.e., $N \times N$ elements), the present scheme requires the change only in $\theta_i$ (i.e., $N$ elements), which will be useful for the effectiveness in low-rank change in reservoir computation or echo-state networks [45][46].
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