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Abstract

In the bounded-degree cut problem, we are given a multigraph $G = (V, E)$, two disjoint vertex subsets $A, B \subseteq V$, two functions $u_A, u_B : V \rightarrow \{0, 1, \ldots, |E|\}$ on $V$, and an integer $k \geq 0$. The task is to determine whether there is a minimal $(A, B)$-cut $(V_A, V_B)$ of size at most $k$ such that the degree of each vertex $v \in V_A$ in the induced subgraph $G[V_A]$ is at most $u_A(v)$ and the degree of each vertex $v \in V_B$ in the induced subgraph $G[V_B]$ is at most $u_B(v)$. In this paper, we show that the bounded-degree cut problem is fixed-parameter tractable by giving a $2^{18k}|G|^{O(1)}$-time algorithm. This is the first single exponential FPT algorithm for this problem. The core of the algorithm lies two new lemmas based on important cuts, which give some upper bounds on the number of candidates for vertex subsets in one part of a minimal cut satisfying some properties. These lemmas can be used to design fixed-parameter tractable algorithms for more related problems.
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1 Introduction

A cut of a graph is a partition of the vertices of the graph into two disjoint subsets. Graph cuts play an important role in combinatorial optimization and graph theory. The classical minimum cut problem is well known to be polynomially solvable [17]. Due to the rich application realm of this problem, many variants and extensions have been investigated. Some problems ask to partition the graph into more than two parts to disconnect some vertices such as the $k$-way cut problem (the $k$-cut problem) [19, 21], the multiterminal cut problem [13, 27] and the multicut problem [5, 25]. Some problems are still going to partition the graph into two parts, but with some additional requirements beyond the disconnectivity. One of the most extensively studied additional requirements is the constraint on the numbers of vertices or edges in each of the two parts. For examples, the balanced cut problem [11, 16, 22] and the minimum bisection problem [11, 14, 15] require the numbers of vertices in the two parts of the cut as close as possible. The (balanced) judicious bipartition problem [23] has conditions on the numbers of edges in the two parts. Some other well studied additional
requirements include conditions on the connectivity of the two parts such as the 2-disjoint connected subgraphs problem [12], and conditions on the degree of the two parts, such as the series of bipartition problems with degree constraints [2, 3, 4, 26, 28].

In this paper, we study the bounded-degree cut problem, which belongs to the latter kind of the extensions: to partition a given graph into two parts with some degree constraints on the induced subgraphs of the two parts. We mainly consider the upper bounds of the degree. The problem is defined as follows.

BOUNDDED-DEGREE CUT (with parameter: $k$)

**Instance:** A multigraph $G = (V, E)$, two disjoint nonempty vertex subsets $A, B \subseteq V$, two functions $u_A$ and $u_B$ from $V$ to $\{0, 1, \ldots, |E|\}$ and an integer $k \geq 0$.

**Question:** Does there exist a minimal $(A, B)$-cut $(V_A, V_B)$ such that the number of edges with one endpoint in $V_A$ and one endpoint in $V_B$ is at most $k$, for each vertex $v \in V_A$, the degree of it in the induced graph $G[V_A]$ is at most $u_A(v)$, and for each vertex $v \in V_B$, the degree of it in the induced graph $G[V_B]$ is at most $u_B(v)$?

During the last decade, cut related problems were extensively studied from the viewpoint of parameterized algorithms. The parameterized complexity of many variants and extensions of the minimum cut problem have be developed. In this paper, we will study bounded-degree cut from the viewpoint of parameterized algorithms. The naive brute-force algorithm to enumerate all partitions can solve bounded-degree cut in $2^{|V|} \cdot |G|^{O(1)}$ time. The exponential part of the running time is related to the input size $|V|$. We show that this problem admits a fixed-parameter tractable (FPT) algorithm with parameter $k$, an algorithm with running time $f(k) \cdot |G|^{O(1)}$ for a computable function $f(\cdot)$. Our main result is the first single-exponential FPT algorithm for bounded-degree cut.

**Theorem 1.** BOUNDED-DEGREE CUT admits an FPT algorithm that runs in $2^{18k} \cdot |G|^{O(1)}$ time.

This theorem also implies that bounded-degree cut can be solved in polynomial time for $k = O(\log |G|)$.

1.1 Related work

There are several interesting contributions on finding a cut or partition of a graph with some additional requirements. It is known that the minimum $(s,t)$-cut problem is polynomially solvable. However, the balanced minimum $(s,t)$-cut problem is NP-hard [10], which is to decide whether there is a minimum $(s,t)$-cut such that the number of vertices in each part is at most $0 < \alpha < 1$ times of the total vertex number. We can add some trivial vertices in the input graph to make $\alpha$ always being 0.5. Note that in this problem, the cut is required to be a minimum $(s,t)$-cut. Let $k$ denote the size of a minimum $(s,t)$-cut. By developing a dynamic programming algorithm, Feige and Mahdian [10] showed that the vertex-deletion variant of the balanced minimum $(s,t)$-cut problem is FPT with the parameter $k$. This algorithm also works for the edge-deletion version. Another related problem is the (vertex) minimum bisection problem, which is to find a (vertex) cut of size at most $k$ such that the two parts of the cut have the same number of vertices. Marx’s result in [24] implies that the vertex minimum bisection problem is W[1]-hard with the parameter $k$. Cygan et.al. [11] showed that the edge vertex version of the minimum bisection problem is FPT. The above problems have requirements on the vertex numbers in the two parts of the cut or partition. The judicious bipartition problem requires that the numbers of edges in the two parts are bounded by $k_1$. 
and $k_2$ respectively. Lokshtanov et al. [23] proved that the judicious bipartition problem is FPT with parameter $k_1 + k_2$. In this paper, we consider BOUNDED-DEGREE CUT, which is a cut problem with additional requirements on the upper bound of the degree of each vertex in the two parts, and take the cut size as the parameter.

1.2 Our methods

The main idea of the algorithm is to construct from a given instance in a graph $G$ a set of at most $2^{O(k)}$ new “easy” instances on the same graph with a special structure such that (i) the feasibility of each easy instances can be tested in $|G|^{O(1)}$ time; and (ii) the original instance is feasible if and only if at least one of the easy instances is feasible. Constructing such easy instances and testing the feasibility of all these give an FPT algorithm for the original instance. The idea of converting a general instance to a set of “easy” instances has been used to design parameterized algorithms for several hard and important problems [20, 21, 9, 11]. The construction of easy instances is the most important step. Some of the crucial techniques used in our construction is based on the concept of important cut (or important separator) introduced by Marx [24]. Important cuts and separators play an important role in designing FPT algorithms for cut problems. The fixed-parameter tractability of the (directed) multiterminal cut problem [6, 10], the multicut problem [25], the directed feedback vertex set problem [7, 8] and many other important problems were proved by using important cuts and separators together with some other techniques. We will apply important cuts in a nontrivial way to obtain some general lemmas for bounded sets related to cuts. These are crucial for us to design FPT algorithms.

The framework of our algorithm is as follows. For a given instance $(G, A, B, u_A, u_B, k)$ with a feasible $(A, B)$-cut $(V_1, V_2)$, we try to guess some subsets $V_1' \subseteq V_1 \setminus A$ and $V_2' \subseteq V_2 \setminus B$ so that the new instance $(G, A^* = A \cup V_1', B^* = B \cup V_2', u_A, u_B, k)$ remains feasible and is an “easy” instance in the sense that the feasibility can be tested in $n^{O(1)}$ time. We call a vertex $v$ in $G$ $A$-unsatisfied (resp., $B$-unsatisfied) if its degree in $G$ is greater than $u_A(v)$ (resp., $u_B(v)$), and call an $A$- or $B$-unsatisfied vertex unsatisfied. We first guess whether each unsatisfied vertex belongs to $V_1$ or $V_2$. Although the number of unsatisfied vertices may not be bounded by a function of $k$, the set $Z_{A1}$ of $A$-unsatisfied vertices in $V_1$ can contain at most $k$ vertices, because each vertex in $Z_{A1}$ must be adjacent to a vertex in $V_2$ to satisfy the degree constraint. Symmetrically the set $Z_{B2}$ of $B$-unsatisfied vertices in $V_2$ can contain at most $k$ vertices. By applying the result on important cuts and our new lemmas, we construct at most $2^{O(k)}$ pairs $(X_1, X_2)$ of vertex subsets one of which is equal to $(Z_{A1}, Z_{B2})$. For the set $(X_1, X_2) = (Z_{A1}, Z_{B2})$ and the set $Z_{A2}$ (resp., $Z_{B1}$) of $A$-unsatisfied vertices in $V_2$ (resp., $B$-unsatisfied vertices in $V_1$), we see that the new instance $(G, A' = A \cup Z_{A1} \cup Z_{B1}, B' = B \cup Z_{A1} \cup Z_{B2}, u_A, u_B, k)$ remains feasible. However, this instance may not be “easy” yet in our sense, because whether the degree constraint on a vertex in $Z_{A1}$ or $Z_{B2}$ holds or not depends on a choice of an $(A', B')$-cut in the new instance. We next guess whether each neighbor of a vertex in $Z_{A1} \cup Z_{B2}$ belongs to $V_1$ or $V_2$. We see that the set $W_{B1}$ of neighbors of $Z_{B2}$ belonging to $V_1$ can contain at most $k$ vertices, because the number of such neighbors is bounded from above by the cut-size of $(V_1, V_2)$. Symmetrically the set $W_{A2}$ of neighbors of $Z_{A1}$ belonging to $V_2$ contains at most $k$ vertices. By applying the result on important cuts and our new lemmas again, we construct at most $2^{O(k)}$ pairs $(Y_1, Y_2)$ of vertex subsets one of which is equal to $(W_{B1}, W_{A2})$. Let $W_{B2}$ (resp., $W_{A1}$) denote of neighbors of $Z_{B2}$ belonging to $V_2$ (resp., of $Z_{A1}$ belonging to $V_1$). Then for the right choice $(X_1, X_2) = (Z_{A1}, Z_{B2})$ and $(Y_1, Y_2) = (W_{B1}, W_{A2})$, the resulting instance $(G, A^* = A \cup Z_{A1} \cup Z_{B1} \cup W_{A1} \cup W_{B1}, B^* = B \cup Z_{A1} \cup Z_{B2} \cup W_{A2} \cup W_{B2}, u_A, u_B, k)$ remains
feasible and is an easy instance where the degree constraint on a vertex in \( Z_{A1} \) or \( Z_{B2} \) holds or not does not depend on a choice of an \((A^*, B^*)\)-cut in the new instance.

The remaining part of the paper is organized as follows. Section 2 reviews basic notations on graphs and cuts and properties on minimum cuts and important cuts. Section 3 introduces some technical lemmas, which will be building blocks of our algorithm. We believe that these lemmas can be used to design FPT algorithms for more problems. Section 4 defines “easy” instances and proves the polynomial-time solvability. Based on the results in Section 3, Section 5 describes how to generate candidate set pairs \((X_1, X_2)\) for the pair \((Z_{A1}, Z_{B2})\) and \((Y_1, Y_2)\) for the pair \((W_{B1}, W_{A2})\). Finally Section 6 makes some concluding remarks.

## 2 Preliminaries

In this paper, a graph \( G = (V, E) \) stands for an undirected multigraph with a vertex set \( V \) and an edge set \( E \). We will use \( n \) and \( m \) to denote the sizes of \( V \) and \( E \), respectively. Let \( X \) be a subset of \( V \). We use \( G - X \) to denote the graph obtained from \( G \) by removing vertices in \( X \) together with all edges incident to vertices in \( X \). Let \( G[X] \) denote the graph induced by \( X \), i.e., \( G[X] = G - (V \setminus X) \). Let \( N_G(v) \) denote the set of neighbors of a vertex \( v \) in \( G \), and let \( N_G(v; X) = N_G(v) \cap X \). Let \( N_G(X) \) denote the set of neighbors \( u \in V \setminus X \) of a vertex \( v \in X \), i.e., \( N_G(X) = \bigcup_{v \in X} N_G(v; V \setminus X) \). For two disjoint vertex subsets \( X \) and \( Y \), the set of edges with one endpoint in \( X \) and one endpoint in \( X \) is denoted by \( E_G(X, Y) \), and \( E_G(X, V \setminus X) \) may be simply written as \( E_G(X) \). Define \( \deg_G(v) = |E_G(\{v\})| \) and \( \deg_G(v; X) = |E_G(\{v\}, X \setminus \{v\})| \).

**Definition 2.** \(((S,T)\)-cuts) For two disjoint vertex subsets \( S \) and \( T \), an ordered pair \((V_1, V_2 = V \setminus V_1)\) is called a \((S,T)\)-cut if \( S \subseteq V_1 \) and \( T \subseteq V_2 \), and its cut-size is defined to be \(|E_G(V_1)|\).

**Definition 3.** (minimal \((S,T)\)-cuts, minimum \((S,T)\)-cuts and MM \((S,T)\)-cuts) An \((S,T)\)-cut \((V_1, V_2)\) is minimal if \( E_G(V_1) \) does not contain \( E_G(V'_1) \) or \( E_G(V'_2) \) as a subset for any \( S \subseteq V'_1 \subseteq V_1 \) and \( T \subseteq V'_2 \subseteq V_2 \). An \((S,T)\)-cut \((V_1, V_2)\) is minimum if its cut-size \(|E_G(V_1, V_2)|\) is minimum over all \((S,T)\)-cuts. An \((S,T)\)-cut \((V_1, V_2)\) is called an MM \((S,T)\)-cut if it is a minimum \((S,T)\)-cut such that \( |V_1| \) is maximum over all minimum \((S,T)\)-cuts.

**Lemma 4.** \([17, 13]\) For two disjoint vertex subsets \( S, T \subseteq V \), an MM \((S,T)\)-cut is unique and it can be found in \( O(\min\{n^{2/3}, m^{1/2}\}) \) time.

**Definition 5.** (important cuts) A minimal \((S,T)\)-cut \((X, V \setminus X)\) is called an important \((S,T)\)-cut if there is no \((S,T)\)-cut \((X', V \setminus X')\) such that \( X' \supseteq X \) and \( |E_G(X')| \leq |E_G(X)| \).

The following result is known \([6, 25]\).

**Lemma 6.** Let \( S, T \subseteq V \) be non-empty subsets in a graph \( G = (V, E) \).

(i) For any subset \( X \) with \( S \subseteq X \subseteq V \setminus T \), the MM \((X,T)\)-cut is an important \((S,T)\)-cut;

(ii) There are at most \( 4^k \) important \((S,T)\)-cuts of size at most \( k \) and one can list all of them in \( 4^k (n + m)^{O(1)} \) time.

## 3 Candidate Sets

We introduce the next technical lemmas, which will be used to build blocks of our algorithm. These lemmas are crucial for us to design FPT algorithms.
Lemma 7. Let $A, B, C \subseteq V$ be non-empty subsets in a graph $G = (V, E)$ and $k$ and $\ell$ be nonnegative integers. Then one can find in $2^{3(k+\ell)(n+m)^{O(1)}}$ time a family $X$ of at most $2^{3(k+\ell)}$ subsets of $C$ with a property that $C \cap V_1 \in X$ for any minimal $(A, B)$-cut $(V_1, V_2)$ with size at most $k$ such that $|C \cap V_1| \leq \ell$.

Proof. Let $\text{Cut}(A, B, C, k, \ell; G)$ denote the set of minimal $(A, B)$-cuts $(V_1, V_2)$ in $G$ with size at most $k$ such that $|C \cap V_1| \leq \ell$. Construct a multigraph $H_b$ from $G$ by choosing a vertex $b \in B$ and adding a new edge between $b$ and each vertex $u \in C$, and let $\text{ICut}(A, B, k + \ell; H_b)$ denote the set of important $(A, B)$-cuts in $H_b$ of size at most $k + \ell$. By Lemma 5(ii), $|\text{ICut}(A, B, k + \ell; H_b)| \leq 4^{k+\ell}$ holds, and $\text{ICut}(A, B, k + \ell; H_b)$ can be found in time $4^{k+\ell}(n + m)^{O(1)}$.

For any minimal $(A, B)$-cut $(V_1, V_2) \in \text{Cut}(A, B, C, k, \ell; G)$, we see by Lemma 6(i) that the MM $(A \cup (C \cap V_1), B)$-cut $(S, T)$ in $H_b$ is an important $(A, B)$-cut in $H_b$ of size at most $k + |C \cap V_1| \leq k + \ell$, where $C \cap V_1 \subseteq N_{H_b}(b) \cap S$ holds. Construct the family $X$ of subsets $X \subseteq N_{H_b}(b) \cap S$ with $|X| \leq \ell$ for each $(A, B)$-cut $(S, T) \in \text{ICut}(A, B, k + \ell; H_b)$.

Then $X$ contains the set $C \cap V_1$ for each $(A, B)$-cut $(V_1, V_2) \in \text{Cut}(A, B, C, k, \ell; G)$.

For each important $(A, B)$-cut $(S, T) \in \text{ICut}(A, B, k + \ell; H_b)$, the family $X$ contains at most

$$\sum_{i=0}^{\ell} \binom{|N_{H_b}(b) \cap S|}{i} \leq \sum_{i=0}^{\ell} \binom{k + \ell}{i} < 2^{k+\ell}$$

subsets $X$. Since $|\text{ICut}(A, B, k + \ell; H_b)| \leq 4^{k+\ell}$, it holds that $|X| \leq 4^{k+\ell} \cdot 2^{k+\ell} = 2^{3(k+\ell)}$ and the family $X$ can be constructed in $4^{k+\ell}(n + m)^{O(1)} + 2^{3(k+\ell)(n + m)^{O(1)}}$ time. This proves the lemma.

Lemma 8. Let $A, B, B' \subseteq V$ be non-empty subsets in a graph $G = (V, E)$, where $B' \subseteq B$, and $k$ be a nonnegative integer. Then one can find in $2^{3k(n + m)^{O(1)}}$ time a family $Y$ of at most $2^{2k}$ subsets of $N_G(B')$ with a property that $N_G(B') \cap V_1 \in Y$ for any minimal $(A, B)$-cut $(V_1, V_2)$ with size at most $k$.

Proof. Let $\text{Cut}(A, B, k)$ denote the set of minimal $(A, B)$-cuts in $G$ with size at most $k$. Let $\text{ICut}(A, B, k)$ denote the set of important $(A, B)$-cuts in $G$ with size at most $k$. By Lemma 5(ii), $|\text{ICut}(A, B, k)| \leq 4^k$ holds, and $\text{ICut}(A, B, k)$ can be found in $4^k n^{O(1)}$ time.

For any minimal $(A, B)$-cut $(V_1, V_2) \in \text{Cut}(A, B, k)$, we see by Lemma 6(i) that the MM $(A \cup (N_G(B') \cap V_1), B)$-cut $(S, T)$ is an important $(A, B)$-cut of size at most $k$, where $N_G(B') \cap V_1 \subseteq N_G(B') \cap S$ holds. Construct the family $Y$ of subsets $Y \subseteq N_G(B') \cap S$ for each $(A, B)$-cut $(S, T) \in \text{ICut}(A, B, k)$.

Then $Y$ contains the set $N_G(B') \cap V_1$ for each $(A, B)$-cut $(V_1, V_2) \in \text{Cut}(A, B, k)$.

Note that the size of $N_G(B') \cap S$ is at most the size of the cut $(S, T)$. For each important $(A, B)$-cut $(S, T) \in \text{ICut}(A, B, k)$, the family $Y$ contains at most

$$2^{|N_G(B') \cap S|} \leq 2^k$$

subsets $Y$. Since $|\text{ICut}(A, B, k)| \leq 4^k$, it holds that $|Y| \leq 4^k \cdot 2^k = 2^{2k}$ and the family $Y$ can be constructed in $4^k(n + m)^{O(1)} + 2^{2k(n + m)^{O(1)}}$ time. This proves the lemma.
### 4 Restriction to an Easy Case

Recall that an instance of bounded-degree cut is defined by a tuple \((G = (V, E), A, B, u_A, u_B, k)\) such that \(G\) is a multigraph, \(A, B \subseteq V\) are two disjoint vertex subsets, \(u_A\) and \(u_B\) are two functions from \(V\) to \(\{0, 1, \ldots, |E|\}\), and \(k\) is a nonnegative integer. We will use \(I = (G = (V, E), A, B)\) to denote an instance of the problem, where \(u_A, u_B\) and \(k\) are omitted since they remain unchanged throughout our argument. We call a minimal \((A, B)\)-cut \((V_A, V_B = V \setminus V_A)\) feasible to an instance \(I\) if

- \(|E_G(V_A)| \leq k;\)
- \(\deg_G(v; V_A) \leq u_A(v)\) for all vertices \(v \in V_A;\) and
- \(\deg_G(v; V_B) \leq u_B(v)\) for all vertices \(v \in V_B,\)

where the last two conditions are also called the degree constraint. A feasible \((A, B)\)-cut in \(I\) is called a solution to \(I\), and an instance \(I\) is called feasible if it admits a solution.

**Bounded-degree cut** is to decide whether a given instance \(I\) is feasible or not. We observe the next.

#### Lemma 9.

For an instance \(I = (G = (V, E), A, B)\) and disjoint nonempty subsets \(X, Y \subseteq V, \) let \(I_{X,Y}\) denote the instance \((G, A \cup X, B \cup Y).\)

1. If \(I\) is infeasible, then \(I_{X,Y}\) is infeasible for any \(X, Y \subseteq V;\)
2. If \(I\) is feasible and \(X \subseteq V_A\) and \(Y \subseteq V_B\) hold for a feasible \((A, B)\)-cut \((V_A, V_B)\) to \(I,\) then \(I_{X,Y}\) admits a feasible \((A \cup X, B \cup Y)\)-cut, which is also feasible to \(I.\)

**Proof.** (i) Assume to the contrary that \(I_{X,Y}\) is feasible and \((V_A, V_B)\) is a feasible \((A \cup X, B \cup Y)\)-cut. Then it holds that \(A \subseteq V_A\) and \(B \subseteq V_B\) and the cut \((V_A, V_B)\) satisfies the conditions in the definition of feasible cuts. Thus, \((V_A, V_B)\) is also a feasible \((A, B)\)-cut, a contradiction to the fact that \(I\) is infeasible.

(ii) First of all, it is clear that \((V_A, V_B)\) is still a feasible \((A \cup X, B \cup Y)\)-cut. Then \(I_{X,Y}\) admits feasible \((A \cup X, B \cup Y)\)-cuts. Let \((V_1, V_2)\) be an arbitrary feasible \((A \cup X, B \cup Y)\)-cut. The above proof for (i) shows that \((V_1, V_2)\) is also a feasible \((A, B)\)-cut.

Let \(I = (G, A, B)\) be an instance. We use \(Z_A\) and \(Z_B\) to denote the sets of \(A\)-unsatisfied vertices and \(B\)-unsatisfied vertices, respectively, i.e.,

\[
Z_A \triangleq \{v \in V \mid \deg_G(v) > u_A(v)\} \quad \text{and} \quad Z_B \triangleq \{v \in V \mid \deg_G(v) > u_B(v)\},
\]

where \(Z_A \cap Z_B\) may not be empty. We call \(I\) an easy instance if it holds that

1. \(Z_A \cup Z_B \subseteq A \cup B,\)
2. \(N_G(Z_A \cap A) \subseteq A \cup B,\) and
3. \(N_G(Z_B \cap B) \subseteq A \cup B.\)

#### Lemma 10.

The feasibility of an easy instance of bounded-degree cut can be tested in \((n + m)^{O(1)}\) time.

**Proof.** Let \(I = (G, A, B)\) be an easy instance. Note that the degree constraint to each vertex in \(V \setminus (A \cup B)\) is satisfied for any \((A, B)\)-cut in \(I.\) First we test in \(n^{O(1)}\) time whether there is a vertex \(v \in Z_A \cap A\) with \(\deg_G(v; A) > u_A(v)\) (resp., \(v \in Z_B \cap B\) with \(\deg_G(v; B) > u_B(v)\) or not. If so, then clearly \(I\) admits no solution. Assume that no such vertices exist in \(I.\) Then each \(v \in Z_A\) satisfies \(v \notin A\) or \(v \in Z_A \cap A\). In the former, it holds that \(v \in B\) since \(Z_A \subseteq A \cup B,\) where we do not need to consider the degree constraint by \(u_A(v).\) In the latter, it holds that \(N_G(v) \subseteq A \cup B\) since \(N_G(Z_A \cap A) \subseteq A \cup B,\) where \(\deg_G(v; V_1) = \deg_G(v; A) \leq u_A(v)\) for any \((A, B)\)-cut \((V_1, V_2)\) in \(I,\) satisfying the degree constraints.
constraint by $u_A(v)$. Analogously no vertex in $Z_B$ violates the degree constraint by $u_B(v)$ for any choice of $(A, B)$-cuts $(V_1, V_2)$ in $I$.

Now $I$ admits a solution if and only if it has an $(A, B)$-cut with size at most $k$, which can be checked in $(n + m)^O(1)$ time by Lemma 4. This proves the lemma.

We will construct from a given instance at most $2^{18k}$ easy instances so that where the original instance is feasible if and only if at least one of the easy instances is feasible.

5 Constructing Easy Instances

For a minimal $(A, B)$-cut $\pi = (V_1, V_2)$ (not necessarily feasible) in a given instance $I = (G = (V, E), A, B)$, we define the following notation on vertex subsets:

- $Z_{A1} \triangleq Z_A \cap V_1$ and $Z_{B1} \triangleq Z_B \cap V_1$, $i = 1, 2$;
- $W_A \triangleq N_G(Z_{A1})$ and $W_B \triangleq N_G(Z_{B1})$; $W_{A1} \triangleq W_A \cap V_1$, and $W_{B1} \triangleq W_B \cap V_1$, $i = 1, 2$;
- $A_\pi \triangleq A \cup Z_{A1} \cup Z_{B1} \cup W_{A1} \cup W_{B1}$ and $B_\pi \triangleq B \cup Z_{A2} \cup Z_{B2} \cup W_{A2} \cup W_{B2}$.

See in Fig. 1 for an illustration on these subsets. Observe that the resulting instance $(G, A_\pi, B_\pi)$ is an easy instance. By Lemma 9, the $(A, B)$-cut $\pi = (V_1, V_2)$ is feasible if and only if the corresponding instance $(G, A_\pi, B_\pi)$ is feasible.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure1.png}
\caption{(a) An $(A, B)$-cut $\pi = (V_A, V_B)$ to $I$ and the partitions $\{Z_{A1}, Z_{A2}\}$ of $Z_A$ and $\{Z_{B1}, Z_{B2}\}$ of $Z_B$ by $\pi$, where possibly $Z_A \cap Z_B \neq \emptyset$. (b) The partitions $\{W_{A1}, W_{B1}\}$ of $W_A = N_G(Z_{A1})$ and $\{W_{A2}, W_{B2}\}$ of $W_A = N_G(Z_{A1})$ by $\pi$, where possibly $W_A \cap W_B \neq \emptyset$.}
\end{figure}

5.1 Partitioning Unsatisfied Vertices

For a minimal $(A, B)$-cut $(V_1, V_2)$ to an instance $I$, let $Z_{A1}$ and $Z_{B2}$ be the subsets defined in the above. We observe that if the cut is feasible, then

$$|Z_{A1}|, |Z_{B2}| \leq k$$

since each vertex in $Z_{A1} \cup Z_{B2}$ has at least one incident edge included in $E_G(V_1, V_2)$ so that the degree constraint on the vertex holds.

By applying Lemma 2 to $(A, B, C = Z_A, k, \ell = k)$, we can construct in $2^{6k}(n + m)^O(1)$ time a family $\mathcal{X}_1$ of at most $2^{6k}$ subsets of $Z_A$ such that $\mathcal{X}_1$ contains the set $Z_{A1}$ defined
to each feasible \((A, B)\)-cut \((V_1, V_2)\) in the instance \(I = (G, A, B)\). Symmetrically it takes \(2^{6k(n + m)}\) time to find a family \(X_2\) of at most \(2^{6k}\) subsets of \(Z_B\) such that \(X_2\) contains the set \(Z_{B2}\) defined to each feasible \((A, B)\)-cut \((V_1, V_2)\) in the instance \(I = (G, A, B)\). Then the set \(X_{1,2}\) of all \((X_1, X_2)\) of disjoint sets \(X_i \in X_i\), \(i = 1, 2\) contains the pair \((Z_{A1}, Z_{B2})\) defined to each feasible \((A, B)\)-cut \((V_1, V_2)\) in \(I\). By noting that \(|X_{1,2}| \leq 2^{6k}2^{6k} = 2^{12k}\), we obtain the next.

**Lemma 11.** Given an instance \(I = (G, A, B)\), one can construct in \(2^{12k(n + m)}\) time at most \(2^{12k}\) new instances \(I' = (G, A', B')\) with \(Z_A \cup Z_B \subseteq A' \cup B'\), one of which is equal to \((G, A \cup Z_{A1} \cup Z_{B1}, B \cup Z_{A2} \cup Z_{B2})\) for each feasible \((A, B)\)-cut \((V_1, V_2)\) to \(I\).

### 5.2 Partitioning Neighbors of Unsatisfied Vertices

For a minimal \((A, B)\)-cut \((V_1, V_2)\) to an instance \(I\), let \(W_{A2}\) and \(W_{B1}\) be the subsets defined in the above. We observe that if the cut is feasible, then

\[
|W_{B1}|, |W_{A2}| \leq k
\]

since each of \(|N_G(Z_{B2}) \cap V_1|\) and \(|N_G(Z_{A1}) \cap V_2|\) is at most \(|E_G(V_1, V_2)| \leq k\) to the feasible \((A, B)\)-cut \((V_1, V_2)\).

By applying Lemma [5] to \((A \cup Z_{A1} \cup Z_{B1}, B \cup Z_{A2} \cup Z_{B2}, B' = Z_{B2}, k)\), we can construct in \(2^{12k(n + m)}\) time a family \(Y_1\) of at most \(2^{12k}\) subsets of \(N_G(Z_{B2})\) such that \(Y_1\) contains the set \(W_{B1} = N_G(Z_{B2}) \cap V_1\) defined to each feasible \((A, B)\)-cut \((V_1, V_2)\) in the instance \(I = (G, A, B)\). Symmetrically it takes \(2^{12k(n + m)}\) time to find a family \(Y_2\) of at most \(2^{12k}\) subsets of \(N_G(Z_{A1})\) such that \(Y_2\) contains the set \(W_{A2} = N_G(Z_{A1}) \cap V_2\) defined to each feasible \((A, B)\)-cut \((V_1, V_2)\) in \(I\). Then the set \(Y_{1,2}\) of all pairs \((Y_1, Y_2)\) of disjoint sets \(Y_i \in Y_i\), \(i = 1, 2\) contains the pair \((W_{B1}, W_{A2})\) defined to each feasible \((A, B)\)-cut \((V_1, V_2)\) in the instance \(I = (G, A, B)\). By noting that \(|Y_{1,2}| \leq 2^{6k}\), we obtain the next.

**Lemma 12.** Given an instance \(I = (G, A, B)\) and the subsets \(Z_{A1}\) and \(Z_{B2}\) defined to a feasible \((A, B)\)-cut \((V_1, V_2)\) in \(I\), one can construct in \(2^{6k(n + m)}\) time at most \(2^{6k}\) new easy instances \(I' = (G, A', B')\), one of which is equal to \((G, A_x, B_x)\) defined to the feasible \((A, B)\)-cut \(\pi = (V_1, V_2)\).

By Lemmas 11 and 12 we obtain the next.

**Lemma 13.** Given an instance \(I = (G, A, B)\), one can construct in \(2^{18k(n + m)}\) time at most \(2^{18k}\) new easy instances \(I' = (G, A', B')\), one of which is equal to \((G, A_x, B_x)\) for each feasible \((A, B)\)-cut \(\pi = (V_1, V_2)\) to \(I\).

This and Lemma 10 imply Theorem 4.

### 6 Concluding Remarks

Cut and partition problems are important problems that have been extensively studied from the viewpoint of FPT algorithms. In this paper, we study a cut problem with additional constraints on the vertex degree of the two parts of the cut and design the first FPT algorithm for this problem. To obtain the FPT algorithm, we develop two new lemmas that are based on important cuts. Important cuts show some properties of bounded-size cuts, while the new lemmas further reveal some properties of vertex subsets of one part of a bounded-size cut. We believe these lemmas can be used to design FPT algorithms for more problems.
In bounded-degree cut, we are going to check whether there is a minimal \((A, B)\)-cut satisfying both the degree constraint and size constraint of most \(k\). We also consider the bounded-degree bipartition problem, which is to check whether there is \((A, B)\)-cut of size at most \(k\) satisfying the degree constraint, without the requirement of being minimal. Note that some \((A, B)\)-cuts of size at most \(k\) satisfying the degree constraint may not be minimal. This kind of cuts are not solutions to bounded-degree cut, but are solutions to bounded-degree bipartition. To solve bounded-degree bipartition, we need some techniques more, which will be introduced in our further work.
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