Nonlocal optical conductivity of Fermi surface nesting materials
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We investigate the nonlocal optical conductivity of Fermi surface nesting materials that support charge density waves (CDWs) or spin density waves (SDWs). The nonlocal optical conductivity contains information on correlations in electron fluids, which could not be accessed by standard optical probes. A half-metal emerges from doping a CDW, and similarly, a spin-valley half-metal emerges from doping an SDW. Based on the parabolic band approximation, we find that the Drude peak is shifted to a higher frequency and splits into two peaks in the nonlocal optical conductivity. We attribute this to the two Fermi velocities in the half-metal or spin-valley half-metal states.
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1 Introduction

The scattering-type scanning near-field optical microscope (s-SNOM) is frequently used to probe the response pattern of a specific material (e.g., graphene) [1-3] driven by electromagnetic waves oscillating in time and space. The spatial dispersion in the response pattern is characterized by the nonlocal optical conductivity in close connection to the complicated structure of the Fermi surface and electron correlations [4]. These short-range effects are washed out by the standard far-field optical probe, which only measures the optical conductivity in the long wavelength limit. The tip radius $a$ is approximately 25 nm [1-3] for the atomic force microscope operating in the tapping mode of s-SNOM. Thus, the wave vector $q$ is in the order of $1/a \approx 0.04 \text{ nm}^{-1}$. The nonlocal optical conductivity is crucial for plasmons (collective oscillations of electrons). The imaginary part of the nonlocal optical conductivity determines the dispersion of plasmons, while the real part determines the damping rate of plasmons. Plasmonic antennas, lenses, and resonators are successful [5] at concentrating electromagnetic energy into the subwavelength and deep-subwavelength volume. Density-independent plasmons were found in nodal-line semimetals [6], with possible applications in terahertz-stable topological metamaterials. While a weak electron-phonon interaction (EPI) is one of the basic assumptions in the Bardeen-Cooper-Schrieffer (BCS) theory [7] for conventional superconductivity, a strong EPI leads to interesting phenomena, such as polarons [8,9] and charge density waves (CDWs) [10-13]. The interplay of the spin degree of freedom and strong EPI leads to spin polarons [14] and spin density waves (SDWs) [15,16].
One prevailing understanding of CDWs is the Peierls instability [17] in one dimensional (1D) and the Fermi surface nesting in any dimension. In many real materials, the Peierls instability fails, and the CDW phase is determined from the momentum dependence of the electron-phonon coupling matrix element [18]. Ref. [19] pointed out that a spin-valley half-metal state emerges from doing an SDW state. Then, ref. [20] clarified that a weak repulsive electron-electron interaction contributes to SDW ordering, following a BCS-like mean-field approach. The Fermi surface in the half-metal state is fully spin polarized. The nesting vector connecting particle and hole valleys gives inter-valley scattering. In principle, if no EPI is considered, the SDW order is always more energy favored than the CDW. In the presence of an EPI, one needs to consider the spin-flip process when the electrons are scattered by the lattice. The four-band Hamiltonian for the spin-valley half-metal has also been applied in twisted bilayer graphene [21, 22]. In two-dimensional (2D) valleytronic materials, such as MoS2 [23,24], two nonequivalent valleys are separated in the Brillouin zone by a large momentum, so the inter-valley scattering is very small. Manipulating spin has lead to spintronics [25,26]; similarly, manipulating the valley index can produce new effects, including using it to carry information. As an example, in the context of graphene, the ref. [27] showed that a contrasting intrinsic magnetic moment and Berry curvature are associated with the carrier valley index. The interband optical Hall conductivity [24] is then shown to be connected to the Berry curvature of the material, adding a dynamical factor to the static Berry curvature. The intraband longitudinal optical conductivity has been less investigated. In the spin-valley half-metal (doping-form SDW) or half-metal (doping-form CDW), the spin- and valley-polarized Fermi surface and Fermi velocities are, however, closely connected to the intraband nonlocal optical conductivity. Recently, in transition metal dichalcogenides (e.g., VSe2, MoTe2, and WTe2 and electron-doped MoS2 [28-31]) CDW phases were found. Half-metals are predicted in 2D metal selenides, such as V-doped SnSe2 and Co2Se3 [32]. In g-C3N4 and g-C4N3, whose electrons are entirely from the s- and p-orbitals, metal-free half-metals are predicted [33,34]. They may be used in biocompatible applications, e.g., in synergistic photothermal treatments to kill cancer cells [35]. In this work, we present the density functional theory (DFT) calculations of Fermi surface nesting candidate materials, 1T-VSe2 and g-C3N4, and provide an approximate tight binding Hamiltonian for 1T-VSe2. For the intraband nonlocal optical conductivity, the anisotropy of the band structure averages out, so we choose an isotropic parabolic band Hamiltonian to capture the important physics. We then use the Green’s function to calculate the nonlocal optical conductivity based on a velocity-velocity correlation function approach. Intra-band and interband optical conductivities are obtained in 1D, 2D, and three dimensions (3D). The nonlocal (q ≠ 0) optical conductivity becomes anisotropic in 2D and 3D, a feature not available in the (q = 0) optical conductivity. The imaginary part of the nonlocal optical conductivity shows two peaks in the intraband region for some parameters of the Fermi surface nesting model, suggesting two branches of plasmons in the intraband region.

2 Fermi surface nesting candidate materials

The numerical calculations on the mechanical and electronic properties of VSe2 are performed using a first-principles method based on the DFT [36], as implemented in the D- projector augmented wave (PAW), which is a program under the Device Studio platform. The DS-PAW is based on the plane-wave basis and the PAW representation [37]. The Perdew-Burke-Ernzerhof (PBE) exchange-correlation energy functional within the generalized gradient approximation is employed [38]. In the calculations, atomic positions are fully relaxed until the force on each atom is less than 0.05 eV/Å. The electronic iteration convergence criterion is set to 10−4 eV. The wave functions are expanded in plane waves up to a kinetic energy cutoff of 520 eV. The Brillouin zone integration is obtained using a k-point sampling mesh of 13 × 13 × 1, generated according to the Gamma-centered method. In the standard DFT calculations, which are used in this section, the staggered Hartree term representing the spin off-diagonal exchange energy is not included [39]. In the future, we plan to develop atomistic simulations for the SDW and CDW, similar to the DFT based on the Migdal-Eliashberg formalism [40].

In Figure 1(a), we present a schematic of the structure of 1T-VSe2 in the trigonal phase corresponding to the space group P3m1. For a single-layer 1T-VSe2, the primitive cell contains three atoms, the optimized lattice constant is a = b = 3.33 Å, and the angle between them is γ = 120°. In Figure 1(b), we show a super-cell of VSe2 and mark the three unit cells (000), (100), and (110). The black arrows represent the hopping between the nearest-neighbor atoms, including the Se1-Se2, V-Se1, and V-Se2 hoppings in the unit cell (000) and the V-V hopping between the unit cells (000) and (100). The blue arrows represent the second-nearest neighbor hoppings, including the Se1-Se4 and Se2-Se2 hoppings, between the unit cells (000) and (110). In Tables 1-3, we list the Wannier fitting results of the Se-Se and V-Se hopping parameters. The V-V hopping parameter is small, but the next-nearest Se-Se hopping parameter is large. The fitted tight binding model is a very large Hamiltonian matrix to be manipulated numerically. In Tables 1-3, we provide an approximate tight binding
model, as given in the Appendix. The anisotropy of the tight binding model averages out in the intraband conductivity, so we use the isotropic parabolic band approximation to capture the important physics of the many-body calculations in sect. 3.
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**Figure 1** (Color online) Red balls represent V atoms; green balls represent Se atoms. A unit cell with one V atom and two Se atoms is marked in the bottom frame. (a) Crystal structure of 1T-VSe₂; (b) hopping between the nearest and next-nearest atoms.

| Table 1  | Se₁-Se₂ hopping amplitudes. |
|----------|-------------------------------|
|          | Se₂                          |
|          | pₓ  | pᵧ  | pₛ  | pₓ  | pᵧ  | pₛ  |
| Se₁      | 0.464 | -0.316 | 0.186 | -0.316 | 0.126 | -0.089 |
|          | 0.186 | -0.089 | 0.036 |

| Table 2  | V-Se₁ and V-Se₂ hopping amplitudes |
|----------|-----------------------------------|
|          | Se₁                            | Se₂                            |
|          | pₓ  | pᵧ  | pₛ  | pₓ  | pᵧ  | pₛ  | pₓ  | pᵧ  | pₛ  | pₓ  | pᵧ  | pₛ  |
|          | 0.515 | 0.481 | 0.283 | -0.518 | 0 | 0.568 |
|          | 0.487 | -0.750 | -0.729 | 0 | -0.500 | 0 |
| V        | 0.278 | -0.738 | 0.095 | 0.554 | 0 | 1.160 |
|          | -0.379 | -0.139 | 0.624 | -0.761 | 0 | -0.389 |
|          | 0.655 | 0.464 | -0.148 | 0 | -0.696 | 0 |

| Table 3  | Se-Se next nearest hopping amplitude |
|----------|-------------------------------------|
|          | pₓ₋pₓ  | pₓ₋pᵧ  | pₓ₋pₛ  | pᵧ₋pₓ  | pᵧ₋pᵧ  | pᵧ₋pₛ  |
|          | Se₁(000)>Se₂(110): -0.169 | 0.193 | 0.344 | 0.553 | 0.535 | 0.654 |
|          | Se₂(000)>Se₂(110): -0.169 | 0.193 | 0.553 | 0.344 | 0.654 |

In Figure 2, we show the band structure and Fermi surface of 1T-VSe₂ and g-C₄N₃. In Figure 2(a), the spin-polarized calculations predict that the monolayer 1T-VSe₂ is a magnetic metal, of which the magnitude of the magnetic moment is 0.6 μᵦ/cell (DFT result). The Wannier fitting of the DFT band structure is implemented within the Wannier90 code [41]. We construct the Hamiltonian in the Wannier basis using five d-orbitals of the V atom and six p-orbitals of two Se atoms to generate the localized Wannier functions. Overall, the Wannier-fitted band structure agrees well with the DFT one. Some experimental data from the angle-resolved photoemission spectroscopy of VSe₂ agree well with the non-spin-polarized DFT [42], whereas other experimental data of the Fermi surface agree well with the spin-polarized DFT [43], so we present both of them in Figure 2(a) and (b). For the bulk VSe₂, the band structure is similar to 2D VSe₂ near the Γ, M, and K points, as given in the Appendix. There are...
more high symmetry momentum points H, A, and L for the bulk VSe₂, and the band structure around these points is different as expected. In Figure 2(c), the spin-polarized calculations predict that g-C₄N₃ is a half-metal. The direct band gap for the spin-up electrons is 2.20 eV, and the magnetic moment of 1 μB/cell is found for g-C₄N₃. In the Fermi surface of g-C₄N₃, a nesting vector Q clearly connects the circle around the Γ point and K point. In all the calculations, the staggered Hartree term is not included. In the following sections, we use a parabolic band approximation to discuss the impact of the staggered Hartree term.

### 3 Hamiltonian and nonlocal optical conductivity

Below, we use the parabolic band approximation and discuss the many-body calculation for the nonlocal optical conductivity in the case of Fermi surface nesting in 1D, 2D, and 3D. With a nesting vector Q to connect (part of) the Fermi surface of a conduction band to that of a valence band, the Hamiltonian for a CDW state is given by

\[
\hat{H} = \begin{pmatrix}
\frac{k^2}{2m} - \varepsilon_0 & 0 & 0 & \Delta_1 \\
0 & \frac{k^2}{2m} - \varepsilon_0 & \Delta_1 & 0 \\
0 & \Delta_1 & \frac{k^2}{2m} + \varepsilon_0 & 0 \\
\Delta_1 & 0 & 0 & \frac{k^2}{2m} + \varepsilon_0
\end{pmatrix},
\]

where Δ₁ and Δ₂ are the gap parameters for a CDW insulator. In this study, we assume that the gap parameters are real numbers, so the Hamiltonian (eq. (1)) is a Hermitian matrix. In the case of complex gap parameters, two of Δ₁ and Δ₂ in eq. (1) should be replaced by Δ*₁ and Δ*₂ to keep it a Hermitian matrix. The basis states for the Hamiltonian are \[|c_{σk}⟩, |c_{σk}†⟩, |c_{σk+Q}⟩, |c_{σk+Q}†⟩\]; here, \[c_{σk} = \text{creation operator for a fermionic field with the wave vector k, spin } σ \]

and valley a. \[σ = ±1 \] is for the up and down directions of the spin. The SDW phase is connected to the CDW phase by transformations \[c_{hσ} → c_{hσ}†, c_{hσ}† → c_{hσ} \] with the corresponding SDW order parameter defined as \[\Delta_{σ} = (c_{σσ}c_{σσ}†)\] (here \(σ = ±σ\)). Although the SDW and CDW are connected mathematically, in the experiment, the detection is very different. X-ray diffraction and neutron scattering are used to detect the CDW, whereas only neutron scattering is used to detect the SDW. The gap parameters are generally determined by a variational principle based on the free energy of the system. For example, in ref. [19], it was found that \[Δ_λ(x) = Δ₀ + \sqrt{1 - x/(Δ₀N_F)}, Δ_μ(x) = Δ₀, \text{ and } μ = Δ₀ - x/2N_F \]

where \[x \text{ is the partial doping } x = -xΩ/Ω, Ω \text{ is the grand potential, and } μ \text{ is the chemical potential.} \] The Green’s function is defined as the inverse of \[z - \hat{H}, \text{ where } z = iω_ν \text{ for the imaginary frequency or } z = ω + i0^\text{−} \text{ for the real frequency:} \]

\[
\hat{G}(k, z) = \frac{1}{z - \hat{H}} = \begin{pmatrix}
G_{xx} & G_{ch} \\
G_{hc} & G_{hh}
\end{pmatrix}.
\]

We first define a velocity-velocity correlation function \[\Pi_{xx}(k, ω)\] which depends on the wave vector and imaginary frequency, \[\Pi_{xx}(q, iω_ν) = T \sum_{k} \text{Tr}(\hat{V}_v\hat{G}(k - q/2, iω_ν)\hat{V}_v\hat{G}(k + q/2, iω_ν + iω_ν)), \]

where \[ω_ν = 2πν/τ \text{ and } ω_ν = (2ν + 1)πT \text{ are the bosonic and fermionic Matsubara frequencies and } n \text{ and } l \text{ are the integers.} \]

The nonlocal optical conductivity in the real frequency is obtained from the Kubo formula by performing the analytical continuation \[iω_ν → ω + i0^\text{−}. \]

\[
σ_{xx}(q, ω) = -\frac{e^2}{iω} Π_{xx}(q, iω_ν → ω + i0^\text{−}).
\]

The matrix Green’s function \[\hat{G}(k, z)\] can be expanded in terms of a matrix spectral density \[\hat{A}(k, ω)\] as:

\[
\hat{G}(k, z) = \int_0^∞ \frac{dω}{2π} \hat{A}(k, ω), \]

The matrix spectral density function is proportional to the imaginary part of the matrix Green’s function:

\[
\hat{A}(k, ω) = 2\text{Im}[\hat{G}(k, ω)].
\]

After taking the sum over the imaginary frequencies \[iω_ν, \text{ the longitudinal conductivity } \ σ_{xx}(ω) \text{ is given by}

\[
σ_{xx}(q, ω) = -\frac{e^2}{4π^2} \int_0^∞ \frac{dω_1}{dω_2} F(ω) \times \sum_k \text{Tr}(\hat{V}_v\hat{A}(k - q/2, ω_1)\hat{V}_v\hat{A}(k + q/2, ω_2)),
\]

where \[F(ω) = |f(ω_1) - f(ω_2)|\] and \[f(x) \text{ is the Fermi-Dirac distribution function defined as } f(x) = 1/[\exp(x/T - μ/T) + 1]. \]

The real part of the optical conductivity can be obtained as:

\[
\text{Re}σ_{xx}(q, ω) = \frac{e^2}{4πω} \int_0^∞ \frac{dω_1}{dω} |f(ω_1) - f(ω_1 + ω)| \times \sum_k \text{Tr}(\hat{V}_v\hat{A}(k - q/2, ω_1)\hat{V}_v\hat{A}(k + q/2, ω_1 + ω)).
\]

The spectral function eq. (6) is a delta function if no impurity or other similar scatterings are considered. Here, we consider the self-energy correction from the impurity scattering to be a pure imaginary number, i.e., \[i/τ \]. The spectral function eq. (6) is then a broadened delta function, and the integral over \[ω_1 \]

\[...\]
in eq. (8) could not be removed. From eqs. (7) and (8), we write the imaginary part of the optical conductivity as:
\[ \text{Im} \sigma_{xx}(q, \omega) = \frac{1}{\pi} \int_{-\infty}^{\infty} \text{Re} \sigma_{xx}(q, \omega') \frac{d\omega'}{\omega - \omega'} , \]
(9)
which recovers the Kramers-Kronig relations.

In 1D, the corresponding velocity operator can be obtained as (for simplicity, we set \( h = 1 \)):
\[ \hat{v}_x(k) = \frac{\partial H}{\partial k} = \begin{pmatrix} (k/m)I_2 & 0 \\ 0 & -(k/m)I_2 \end{pmatrix} , \]
(10)
where \( I_2 \) is the \( 2 \times 2 \) unit matrix. For the CDW state, the spin operator is changed to \( \hat{S}_z = \text{diag}(-1, 1, 1, -1) \). For the SDW state, the spin-valley operator is \( \tau_z = \text{diag}(1, 1, 1, 1) \), while the spin-valley operator for the SDW is the same as the spin-valley operator for the CDW. For both cases, the valley operator is \( \tau_x = \text{diag}(1, 1, 1, 1) \). With these operators, we define the spin conductivity (for a CDW), spin-valley conductivity (for a SDW), and valley conductivity (for both). Details are given in the Appendix.

4 Results and discussion

In Figure 3, we present the numerical results of the optical conductivity based on the DFT calculations in sect. 2. In the DFT software (DS-PAW) we use, the real part of the optical conductivity is calculated from the imaginary part of the dielectric function. The DFT calculations do not catch the intraband part of the nonlocal optical conductivity, usually in the frequency region from 0 to 50 meV. Moreover, in the standard DFT calculation, the many-body effect from the Fermi surface nesting is missing because the staggered Hartree term is not included. Below, we present the numerical results of the nonlocal optical conductivity based on the Hamiltonian (eq. (1)) in sect. 3. The eigenvalues of the Hamiltonian (eq. (1)) are obtained as \( E = \pm \sqrt{(k^2/m - \epsilon_0)^2 + \Delta^2} \), where \( \Delta = \Delta_1 \) or \( \Delta_0 \). We choose a typical wave vector \( k_0 = 1.0 \text{ nm}^{-1} \), whose corresponding energy is \( \epsilon_0 = 0.2E_0 \) and define \( x' = x/(N_F\Delta_0) \) in all the numerical simulations. The impurity scattering self-energy correction is \( 1/\tau = 0.005E_0 \). The parameters of the energy shift \( \epsilon_0 \), gap \( (\Delta_0, \Delta_1) \), and chemical potential \( \mu \) are determined from a variational principle calculation [19]. As suggested, the gap \( \Delta_0 \) is much smaller than \( \epsilon_0 \), (e.g., \( \Delta_0 = \epsilon_0/4 \)). Here, we choose \( \Delta_0 = \epsilon_0 \). For the intraband optical conductivity, tuning the band gap to be much smaller will not change the key feature, in the sense that the chemical potential still intersects the lower conduction band, and two Fermi velocities are found.

In Figure 4, we show a typical 1D band structure (left) or a 3D iso-energy surface (right) for the CDW/SDW phase. The doping parameter is \( x' = 0.9 \), so the gap parameters are \( \Delta_1 = 0.063E_0 \) and \( \Delta_1 = 0.2E_0 \). The doping \( x \) gives an asymmetry between the gap order parameter for the spin-up and spin-down, so the Fermi surface is now spin-polarized, typical for a half-metal. The Fermi velocities are depicted by arrows in the right panel. In 1D, \( q \) is a number, so we only have the longitudinal conductivity. In 2D and 3D, \( q \) is a vector, so we need to consider the longitudinal one \( (q_0 \text{ along } \hat{e}_z) \) and transverse one \([q \text{ perpendicular to } \hat{e}_z] \). For the longitudinal conductivity \( \sigma^{xx}(q, \omega) \), we have the absolute value of \( k + q = \sqrt{(k_x + q_x)^2 + k_z^2} = \sqrt{k^2 + 2kq\cos(\theta) + q^2} \). For the transverse one \( \sigma^{yy}(q, \omega) \), we have the absolute value of \( k + q = \sqrt{(k_x + q_x)^2 + k_z^2} = \sqrt{k^2 + 2kq\sin(\theta) + q^2} \). Because of this difference, we see a large anisotropy in the nonlocal optical conductivity in 2D and 3D.

In 3D, we need to numerically perform the fourfold integration (eq. (8)), which is very slow. One frequency point takes about 1 h on one CPU. In Figure 5(a), we use 1600 points and show the real part of the nonlocal optical conductivity in 3D for \( q = 0.2 \text{ nm}^{-1} \). We found that the Drude peak at the zero frequency is shifted to higher frequencies for the longitudinal conductivity. In the intraband region \((0 < \omega/E_0 < 0.2)\), the Drude peak is separated into a
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Figure 4 (Color online) (a) Band structure for a Fermi surface nesting model in 1D with the SDW order parameters $\Delta_1 = 0.063E_0$ and $\Delta_2 = 0.2E_0$. The chemical potential $\mu = 0.11E_0$ is denoted with the red dashed line. (b) Schematics of the iso-energy surface of a Fermi surface nesting model in 3D, with two Fermi spheres assigned with two Fermi velocities. When the chemical potential is tuned, the two Fermi spheres move close to or far away from each other until one of them disappears. The Fermi velocities point outward with the same amplitude on one Fermi sphere and point inward with a smaller amplitude on the other, denoted by the black arrows.

Figure 5 (Color online) (a) Real part of the nonlocal optical conductivity for a 3D vector $\mathbf{q}$. The black solid curve represents the longitudinal conductivity $\sigma_{xx}^L(q,\omega)$ ($\mathbf{q}$ along $\hat{e}_x$), and the Drude peak shifts to higher energy and splits into two peaks in the intraband due to the two different Fermi velocities. The red dashed curve represents the transverse conductivity $\sigma_{xx}^T(q,\omega)$ ($\mathbf{q}$ perpendicular to $\hat{e}_x$), and the Drude peak is not shifted. (b) 2D vector $\mathbf{q}$ is considered. We observe similar behavior as those in the 3D vector. The second peak in the intraband is sharper than that in the 3D case. (c) Real part of the optical conductivity (black solid) for a doped CDW half-metal in 1D ($\mathbf{q} = (0.2, 0)$ nm$^{-1}$) and the spin optical conductivity (red dashed) compared with the valley optical conductivity (green dash-dotted). Clearly, the two intraband peaks are associated with the same direction of the spin but with an opposite valley. The two interband peaks are, however, associated with the opposite spin. (d) Imaginary part of the nonlocal optical conductivity, which is crucial for plasmonics; two intraband peaks in the imaginary part are confirmed for $\mathbf{q} = (0.2, 0)$ nm$^{-1}$ (red dashed), as found in Re$\sigma(q,\omega)$. In all the plots, the parameters ($\Delta_1 = 0.063E_0$, $\Delta_2 = 0.2E_0$) are the same for 1D, 2D, and 3D. The chemical potential is $\mu = 0.11E_0$ intersecting with the lower conduction band. The temperature is $T = 0.001$ K. In all the plots of Re$\sigma(q,\omega)$, the first two peaks (or one peak and one dip) in the region $0 < \omega/E_0 < 0.2$ are intraband peaks, originating from two Fermi velocities. Then, in the region $0.2 < \omega/E_0$, two interband peaks originate from the peaks in the joint density of states (DOSs) for Re$\sigma(q = 0, \omega)$ [46] or the joint spectral function for Re$\sigma(q \neq 0, \omega)$.

Two-peak structure, which is due to the two Fermi velocities in the CDW, as shown in Figure 4. If the two typical Fermi velocities are $v_{F1}$ and $v_{F2}$, the two intraband peaks are roughly at $\omega_1 = q \times v_{F1}$ and $\omega_2 = q \times v_{F2}$. For the transverse direction ($\mathbf{q}$ perpendicular to $\hat{e}_x$), the Drude peak is not shifted. In both cases, we found two interband peaks at approximately 0.2 and 0.4 because, for a four-band system, we can define two sets of interband transitions. The
interband peaks are shifted to higher energy as the transverse mode crosses over to the longitudinal mode. In Figure 5(b), we investigate the 2D conductivity and find that the spectral weight is redistributed between the intraband and interband peaks. The intraband peaks in 2D become sharper than those in 3D. In Figure 5(c), the 1D intraband spin conductivity is always positive, whereas the intraband valley conductivity oscillates from negative to positive. This finding suggests that the charge carriers at the two Fermi momenta carry the same spin and the opposite valley. Figure 5(d) shows the 1D imaginary part of the nonlocal optical conductivity, which is connected to the real part through the Kramers-Kronig relation. At $q = 0$, the imaginary part does not diverge as $1/\omega$, so $\omega \Im \sigma = 0$. At $q = 0.2 \text{ nm}^{-1}$, we clearly see that the intraband evolves into two positive oscillations. At much larger $q = 0.4 \text{ nm}^{-1}$, however, we only see one positive peak in the intraband. This finding suggests that at a small $q$, two plasmonic modes may be observed in the electron energy loss spectroscopy. The interband transitions in the spin susceptibility of the spin-valley half-metal were studied in ref. [45].

The interband optical conductivity is connected to the joint DOSs for $\Re \sigma(q = 0, \omega)$ [46] or the joint spectral function for $\Re \sigma(q \neq 0, \omega)$. In Figure 6, we plot the real part of the nonlocal optical conductivity in 1D. When the Drude peak at $q = 0$ is shifted to higher energy, the spectral weight is transferred to the intraband region. In the intraband, the Drude peak splits into two peaks due to the two different Fermi velocities. The interband peaks at $\omega/E_0 = 0.4$ are not changed much by $q$. The parameters are the same as those in Figure 5. In Figure 7, we investigate the off-diagonal conductivity $\sigma_{xy}(q, \omega)$, which is zero in the direction $\theta = 0$ and $\theta = \pi/2$. Here, we set the direction $\theta = \pi/4$ (between $q$ and $\hat{e}_x$). We show that $\sigma_{xy}$ at $\omega = 0$ is negative and oscillates between positive and negative values at higher frequencies. The diagonal conductivity $\sigma_{xx}$ is in the transition from the transverse ($\theta = \pi/2$) to the longitudinal ($\theta = 0$) mode. We also see a shifted Drude peak and a dip in the optical conductivity around $\omega/E_0 = 0.1$ due to the two Fermi velocities. In Figure 8, $\sigma_{xx}(q, \omega)$ oscillates as the angle changes from $\theta = 0$ to $\theta = 2\pi$ for four typical frequencies in the intraband region. For the three of them, $\sigma_{xx}(q, \omega)$ reaches maximum at $\theta = 0$, for one frequency at $\omega/E_0 = 0.05$, and the maximum is at $\theta = \pi/2$. In Table 4, we present the DC off-diagonal conductivity along the direction $\theta = \pi/4$ for various wave vectors $q$. We found that $\Im \sigma_{xx}(q, 0)$ is positive at a small $q$; it first increases, then decreases, and changes sign at a larger $q$. In the Appendix, we present the numerical results of 1D optical conductivity and discuss the spin and valley conductivity.

In the Fermi surface nesting model, frequent electron-electron collisions modify the band structure, and two Fermi velocities appear. In a hydrodynamic approach, considering...
a fluid flow, the velocity gradually changes from the center to the boundary. In this sense, the CDW/SDW state lies somewhere between the ballisitic transport picture and the fully hydrodynamic transport picture. The intraband optical conductivity, which could be measured in a near-field experiment, is a good probe of these liquid-like properties. Moreover, the valley conductivity for one intraband peak is negative, and that for another intraband peak is positive. This condition presents a clear definition of the valley. The positive valley is associated with the Fermi velocity $v_{F1}$, and the negative valley is associated with $v_{F2}$. In the above discussion, we found that the nonlocal intraband optical conductivity is a useful tool to investigate the spin-valley physics.

5 Conclusion

In summary, we provide DFT calculations of Fermi surface nesting materials. Then, based on the parabolic band approximation, we derive the nonlocal optical conductivity for a SDW/CDW Hamiltonian beyond the standard DFT. Our method can accurately capture the shift of the Drude peak from zero to higher frequencies in the intraband region and its splitting into two peaks, in 3D, 2D, and 1D. As the direction changes from the transverse mode ($\theta = \pi/2$) to the longitudinal mode ($\theta = 0$), although the Hamiltonian is isotropic, the nonlocal optical conductivity is anisotropic at nonzero $q$.

We discuss in detail the diagonal $\sigma_{xx}$ and off-diagonal $\sigma_{xy}$ conductivities at different angles.
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Table 4 $\Im \sigma_{xy}(q, \omega = 0)$ along the direction $\theta = \pi/4$

| $q$    | $\Im \sigma_{xy}(q, 0)$    |
|--------|-----------------------------|
| 0.001  | 0.00025                     |
| 0.005  | 0.0745                      |
| 0.01   | -4.06                       |
| 0.05   | -17.5                       |
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Appendix

A1 Derivations of the Green’s function and the spectral function for a four-band Hamiltonian

To obtain the Green’s function associated with the Hamiltonian (1), we first use a general mathematical technique: any 4 × 4 matrix can be partitioned into a smaller 2 × 2 block matrix. In the smaller block matrix, each element is a 2 × 2 sub-matrix. Using A, B, C, D for the four sub-matrices, we have

\[ z - \hat{H} = \begin{bmatrix} A & C \\ D & B \end{bmatrix}, \]  

(\text{a1})

where \( z = \text{i} \omega_n \) for the imaginary frequency or \( z = \omega + \text{i} \delta \) for the real frequency. Here, \( A = (z - k^2/2m + \epsilon_0)I_2 \), \( B = (z + k^2/2m - \epsilon_0)I_2 \), and

\[ C = \begin{bmatrix} 0 & -\Delta_1 \\ -\Delta_\uparrow & 0 \end{bmatrix}, \quad D = \begin{bmatrix} 0 & -\Delta_\downarrow \\ -\Delta_\downarrow & 0 \end{bmatrix}. \]  

(\text{a2})

The Green’s function matrix is also partitioned into a smaller 2 × 2 block matrix, with \( G_{ee}, G_{eh}, G_{he}, G_{hh} \) as the four sub-matrix elements. The equation to determine the Green’s function is written as:

\[ \begin{bmatrix} A & C \\ D & B \end{bmatrix} \begin{bmatrix} G_{ee} & G_{eh} \\ G_{he} & G_{hh} \end{bmatrix} = I_2 \begin{bmatrix} 0 & \hat{I}_2 \\ \hat{I}_2 & 0 \end{bmatrix}. \]  

(\text{a3})

The sub-matrix elements \( G_{ee} \) and \( G_{he} \) satisfy the following equations:

\[ A \times G_{ee} + C \times G_{he} = \hat{I}_2, \]  

(\text{a4})

\[ B \times G_{he} + D \times G_{ee} = 0. \]  

(\text{a5})

From the two equations, we obtain

\[(AB - CD)G_{ee} = B, \]  

(\text{a6})

\[(AB - DC)G_{he} = -D. \]  

(\text{a7})

The product of \( CD \) is given by

\[ \begin{bmatrix} 0 & -\Delta_\uparrow \\ -\Delta_\uparrow & 0 \end{bmatrix} \begin{bmatrix} 0 & \Delta_\downarrow \\ \Delta_\downarrow & 0 \end{bmatrix} = \begin{bmatrix} \Delta_\downarrow^2 & 0 \\ 0 & \Delta_\downarrow^2 \end{bmatrix}. \]  

(\text{a8})

For the other two sub-matrix elements \( G_{eh} \) and \( G_{hh} \), we need to solve the two equations below:

\[ A \times G_{eh} + C \times G_{hh} = 0, \]  

(\text{a9})

\[ D \times G_{eh} + B \times G_{hh} = \hat{I}_2, \]  

(\text{a10})

from which we obtained

\[ (AB - CD)G_{eh} = -C, \]  

(\text{a11})

\[ (AB - DC)G_{hh} = A. \]  

(\text{a12})

The poles of the four Green’s functions are given by the following equation:

\[ (z - k^2/2m + \epsilon_0)(z + k^2/2m - \epsilon_0) - \Delta^2 = 0, \]  

(\text{a13})

where \( \Delta = \Delta_\uparrow \) or \( \Delta_\downarrow \). Expand this equation in orders of \( z \), and we have

\[ z^2 - (k^2/2m - \epsilon_0)^2 - \Delta^2 = 0. \]  

(\text{a14})

Accordingly, we obtain two groups of solutions for the eigenvalues corresponding to \( \Delta = \Delta_\uparrow \) and \( \Delta_\downarrow \) separately:

\[ E_{1,2} = \pm \sqrt{\frac{k^2}{2m} - \epsilon_0}^2 + \Delta_\uparrow^2, \]  

(\text{a15})

and the other two for \( \Delta_\downarrow \),

\[ E_{3,4} = \pm \sqrt{\frac{k^2}{2m} - \epsilon_0}^2 + \Delta_\downarrow^2. \]  

(\text{a16})

With the eigenvalues \( E_{1,2,3,4} \), we can write the Green’s function in a compact form:

\[ G_{ee} = \begin{bmatrix} (z + k^2/2m - \epsilon_0) & 0 \\ -E_2(z - E_4) & (z + k^2/2m - \epsilon_0) \end{bmatrix}, \]  

(\text{a17})

\[ G_{eh} = \begin{bmatrix} 0 & \Delta_\uparrow \\ (z - E_4)(z - E_2) & 0 \end{bmatrix}, \]  

(\text{a18})
To evaluate the conductivity, we need to take the trace of the nary part of the Green’s function, we need to use the following rules to decompose the Green’s function into a sum of single poles:
\[
\frac{(z + k^2/2m + \epsilon_0)}{(z - E_1)(z - E_2)} = \frac{1}{(E_1 - E_2)} \left[ \frac{E_1 + k^2/2m + \epsilon_0}{(z - E_1)} - \frac{E_2 + k^2/2m + \epsilon_0}{(z - E_2)} \right],
\]
\[
\frac{(z - k^2/2m + \epsilon_0)}{(z - E_1)(z - E_2)} = \frac{\Delta_t}{(E_1 - E_2)} \left[ \frac{E_1 - k^2/2m + \epsilon_0}{(z - E_1)} - \frac{E_2 - k^2/2m + \epsilon_0}{(z - E_2)} \right].
\]

The DOS \( N(\omega) \) can be obtained through the spectral function: \( N(\omega) = \sum_k \text{Tr}[\hat{A}(k, \omega)] \).

### A2 Derivation of the nonlocal optical conductivity

To evaluate the conductivity, we need to take the trace of the matrix product of the velocity operator and Green’s function matrix. For \( \sigma^\parallel_{z\omega}(\omega) \), we have
\[
\text{Tr}(\hat{v}_z \hat{G}(k, \omega) \hat{v}_z \hat{G}(k, \omega)) = (k_z/m)^2 
\times \left[ \text{Tr}[G_{ee}(k, \omega) G_{ee}(k, \omega)] - \text{Tr}[G_{eh}(k, \omega_1) G_{he}(k, \omega_2) + G_{he}(k, \omega_1) G_{eh}(k, \omega_2)] + \text{Tr}[G_{hh}(k, \omega_1) G_{hh}(k, \omega_2)] \right].
\]

The spin and valley conductivities are given as:
\[
\text{Re} \sigma^z_{xx}(q, \omega) = \frac{e^2}{4m_0} \int_0^\infty d\omega_1 [f(\omega_1) - f(\omega_1 + \omega)] \times 
\sum_k \text{Tr}(S_z \hat{v}_z \hat{A}(k - q/2, \omega_1) \hat{v}_z \hat{A}(k + q/2, \omega_1 + \omega))
\]
and
\[
\sum_k \text{Tr}(S_z \hat{v}_z \hat{A}(k - q/2, \omega_1) \hat{v}_z \hat{A}(k + q/2, \omega_1 + \omega)),
\]
respectively. For the CDW, we define the spin conductivity \( \sigma^z_{xx}(\omega) \). The spin operator is \( S_z = \text{diag}(-1, 1, 1, -1) \); for the SDW, the spin operator becomes \( S_z = \text{diag}(-1, 1, 1, -1) \); the spin valley operator is \( S_z \tau_z = \text{diag}(-1, 1, 1, -1) \), the same as the spin operator for the CDW. Mathematically, for the spin conductivity \( \sigma^z_{xx}(\omega) \) (CDW) and spin valley conductivity \( \sigma^z_{yy}(\omega) \) (SDW), we need the same trace, i.e.,
\[
\begin{align*}
&\text{Tr}(S_z \hat{v}_z \hat{G}(k, \omega_1) \hat{v}_z \hat{G}(k, \omega_2)) = (k_z/m)^2 
\times \left[ \text{Tr}[\sigma \hat{G}_{ee}(k, \omega_1) \hat{G}_{ee}(k, \omega_2)] - \text{Tr}[\sigma \hat{G}_{he}(k, \omega_1) \hat{G}_{he}(k, \omega_2) + \hat{G}_{he}(k, \omega_1) \hat{G}_{he}(k, \omega_2)] \right] \\
&\text{Tr}[\sigma \hat{G}_{hh}(k, \omega_1) \hat{G}_{hh}(k, \omega_2)]].
\end{align*}
\]

For the valley conductivity \( \sigma^y_{xx}(\omega) \), we need
\[
\begin{align*}
&\text{Tr}(\tau_z \hat{v}_z \hat{G}(k, \omega_1) \hat{v}_z \hat{G}(k, \omega_2)) = (k_z/m)^2 
\times \left[ \text{Tr}[\hat{G}_{ee}(k, \omega_1) \hat{G}_{ee}(k, \omega_2)] - \text{Tr}[\hat{G}_{he}(k, \omega_1) \hat{G}_{he}(k, \omega_2) + \hat{G}_{he}(k, \omega_1) \hat{G}_{he}(k, \omega_2)] \right] \\
&\text{Tr}[\hat{G}_{hh}(k, \omega_1) \hat{G}_{hh}(k, \omega_2)].
\end{align*}
\]

In the clean limit where the impurity scattering self-energy vanishes, the spectral function reduces to \( \delta \)-function; for example, \( A_{xx}(k, \omega) = \frac{-2\pi}{E_x' \delta(\omega - E_x) - E_x \delta(\omega - E_x)} \frac{0}{(E_x - E_x') \delta(\omega - E_x)} \frac{0}{(E_x' - E_x) \delta(\omega - E_x')} \).

Here, \( E_x = E_n + k^2/2m - \epsilon_0 \) and \( n = 1, 2, 3, 4 \). The trace \( \text{Tr}[\hat{G}_{ee}(k, \omega_1) \hat{G}_{ee}(k, \omega_2)] = \frac{1}{(E_n - E_2)^2} \). In 1D, the nonlocal optical conductivity contains the term \( \frac{1}{E_{\text{Drude}}(k - q/2)E_{\text{Drude}}(k + q/2)} \), where \( E_{\text{Drude}}(k, \omega_1, \uparrow) = \frac{k_z^2/2m - \epsilon_0}{(E_n - E_2)(E_n - E_1)} \) and \( E_{\text{Drude}}(k, \omega_1, \downarrow) = \frac{k_z^2/2m - \epsilon_0}{(E_n - E_2)(E_n - E_1)} \). The two \( \delta \)-functions could be used to perform the integral over \( \omega_1 \), and we are left with the 1D integral over \( k \). The upper and lower limits in the integral over \( k \) are set by the Fermi-Dirac distribution function. The analytical results will be very long and complicated because many terms from the intraband and interband need to be considered. Instead, we decide to perform the integration numerically. The self-energy from impurity scattering is nonzero in all the numerical results.

In Figure a1, we show the real part of the optical conductivity for various wave vectors \( q \). For \( q = 0 \), we recover the famous Drude peak for the intraband optical conductivity. For the nonzero wave vector \( q \), we observe the shift of the Drude peak to higher frequencies. The single Drude peak is divided into two peaks, which are associated with the two typical energies for the intraband transition. This is due to the fact that in 1D, the slope near the four Fermi momenta (the momenta at which the Fermi surface intersects with the band) are different. The slope is related to the Fermi velocity. There are two typical Fermi velocities \( v_{F1} \) and \( v_{F2} \). Thus, for
parameters are given in Table 2 of the main text. The model represents the hopping between the V and Se atoms. The hopping to describe the hoppings on the lattice. The solid line represents the hopping between the Se1 and Se2 atoms. The hopping parameters are given in Table 2 of the main text. Here, $\delta_1 = (1.667, 0.962), \delta_2 = (0.000, -1.924)$, and $\delta_3 = (-1.667, 0.962)$ in the unit of Å. The tight binding
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**Figure a1** (Color online) Real part of the optical conductivity for $\Delta_1 = 0.063E_0$ and $\Delta_1 = 0.2E_0$ and for wave vectors $q = 0$, $q = 0.2$ nm$^{-1}$, and $q = 0.4$ nm$^{-1}$. The chemical potential $\mu = 0.11E_0$. For $q = 0$ (black solid), a Drude peak from the intraband transition has a near-zero frequency. At higher frequencies $\omega = 0.2E_0$ and $\omega = 0.4E_0$, two peaks from the interband transition are found due to the four-band feature of the Hamiltonian. For $q = 0.2$ nm$^{-1}$ (red dashed line), the Drude peak is shifted to higher energy and separated into two peaks in the frequency region $\omega < 0.2E_0$. For $q = 0.4$ nm$^{-1}$ (green dash-dotted line), only one peak is in the frequency region $\omega < 0.2E_0$, and the other peak shifts to the interband region $\omega > 0.2E_0$. The interband peaks should be compared with the peaks in the joint DOSs for $\text{Re}(q = 0, \omega)$ or the joint spectral function for $\text{Re}(q \neq 0, \omega)$.

the same $q$, we observe two intraband peaks roughly at $\omega_1 = q \times v_F$ and $\omega_2 = q \times v_F$ in the frequency region $\omega < 0.2E_0$. The interband region starts from approximately $\omega > 0.2E_0$, as observed in the optical conductivity for the case $q = 0$. The peaks in the interband region are determined from the peaks in the joint DOSs. For the case $q \neq 0$, the peaks in the interband region are determined from the peaks in the joint spectral functions.

### A3 Band structure and a tight binding model of the monolayer VSe$_2$

In this section, we present the DFT calculations of the 2D and 3D VSe$_2$ band structures and compare them with the results presented in the main text. In Figure a2, we present the DFT calculation with the SOC effect and observe that the impact of the SOC on 1T-VSe$_2$ is minimal. In Figure a3, we present the 3D VSe$_2$ band structure. A simplified tight binding model could be obtained using the hopping parameters in Tables 1-3 of the main text. In Figure a4, we use a schematic to describe the hoppings on the lattice. The solid line represents the hopping between the V and Se atoms. The hopping parameters are given in Table 2 of the main text. The model is given by:

$$H_t = \sum_{i,d,p} t_{dp1}[V_{id} \langle S_{e_{1,\delta,p}} \rangle + \langle S_{e_{1,\delta,p}} \rangle V_{id}] + t_{dp2}[V_{id} \langle S_{e_{2,\delta,p}} \rangle + \langle S_{e_{2,\delta,p}} \rangle V_{id}]$$

where $i$ is the lattice site, $\delta = \delta_{1,2,3}$ are the three hopping vectors, $d$ represents the five $d$ orbitals of the V atom, $p$ represents the three $p$ orbitals of the Se atom, and $t_{dp1}$ and $t_{dp2}$ are the hopping parameters given in Table 2 of the main text. Here, $\delta_1 = (1.667, 0.962), \delta_2 = (0.000, -1.924)$, and $\delta_3 = (-1.667, 0.962)$ in the unit of Å. The tight binding
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**Figure a2** Band structure of the monolayer VSe$_2$ from the DFT calculation with spin-orbit coupling (SOC). The band structure is close to the spin-polarized DFT calculation, as shown in Figure 2(a) of the main text. In the 2D calculation, we set the lattice constant $c = 20$ Å to ensure that there is no interaction between the layers to achieve an ideal single-layer 2D material condition.

![Figure a3](image3.png)

**Figure a3** (Color online) Band structure of 3D VSe$_2$ from the spin-polarized DFT calculation. The band structure around the points Γ, M, K is close to those in the 2D monolayer VSe$_2$ (Figure 2(a) of the main text). In 3D, we have more high symmetry momentum points H, A, and L and observe different band structures around these points as expected.

![Figure a4](image4.png)

**Figure a4** (Color online) Simplified tight binding model based on the Wannier fitting of the band structure of the monolayer VSe$_2$. The solid line represents the hopping between the V and Se atoms, and the hopping parameters are given in Table 2 of the main text. The dashed line represents the hopping between the Se$_1$ and Se$_2$ atoms. The hopping parameters are given in Table 1 of the main text. Note that the hopping terms in the dashed lines are not included in the approximate tight binding model $H_t$. 

![Figure a5](image5.png)
Hamiltonian is an $11 \times 11$ matrix. The dashed line in Figure a4 represents the hopping between the Se$_1$ and Se$_2$ atoms. The hopping parameters are given in Table 1 of the main text. The next-nearest neighbor hopping between the Se atoms could be obtained from Table 3 of the main text. In Table a1 of this Appendix, we list the nearest-neighbor V-V hopping parameters for VSe$_2$ from the cell (000) to (100), which is much smaller than the other hopping parameters.

| V(1 0 0)          | $d_{xy}$ | $d_{xz}$ | $d_{yz}$ | $d_{xz}$ | $d_{y^2}$ |
|------------------|----------|----------|----------|----------|-----------|
| $V_{11}$         | -0.183   | 0        | -0.052   | 0.153    | 0         |
| $V_{22}$         | 0        | -0.052   | 0        | 0        | 0.215     |
| $V_{33}$         | -0.052   | 0        | 0.095    | -0.085   | 0         |
| $V_{44}$         | 0.153    | 0        | -0.085   | -0.271   | 0         |
| $V_{55}$         | 0        | 0.215    | 0        | 0        | 0.135     |