Graphical method in loop quantum gravity: I. Derivation of the closed formula for the matrix element of the volume operator
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Abstract

To adopt a practical method to calculate the action of geometrical operators on quantum states is a crucial task in loop quantum gravity. In the series of papers, we will introduce a graphical method, developed by Yutsis and Brink, to loop quantum gravity along the line of previous works. The graphical method provides a very powerful technique for simplifying complicated calculations. In this first paper, the closed formula of volume operator is derived via the graphical method. By employing suitable and non-ambiguous graphs to represent the acting of operators as well as the spin network states, we use the simple rules of transforming graphs to yield the resulting formula. Comparing with the complicated algebraic derivation in some literatures, our procedure is more concise, intuitive and visual. The resulting matrix elements of volume operator is compact and uniform, fitting for both gauge-invariant and gauge-variant spin network states.
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1 Introduction

As a non-perturbative approach to quantum gravity, loop quantum gravity (LQG) has made considerable achievements (see [1, 2] for review articles, and [3, 4] for books). This theory rigorously enforces the lesson of general relativity and is built on a strict mathematical fundament. In LQG, the quantum kinematical Hilbert space was successfully constructed with the spin network states as its orthonormal basis. The elementary operators are the holonomy and flux operators. By suitable regularization schemes, quantum geometric operators, such as the length, area, and volume operators corresponding to their classical quantities, were well defined on the kinematical Hilbert space \(\mathcal{H}_{\text{kin}}\) [5, 6, 7, 8, 9, 10, 11]. The area operator plays an important role in computing the entropy of black hole. The volume operator is a cornerstone on which some physical interesting operators, for instance, the Hamiltonian constraint operator determining the quantum dynamics of LQG can be constructed.

There are two versions of volume operator in the literature. The first one, based on ‘external’ regularization scheme, was introduced by Rovelli and Smollin in loop representation [8], and re-obtained in the connection representation [10]. The second one, based on the ‘internal’ regularization, was firstly defined by Ashtekar and Lewandowski [10]. In [11], Thiemann presented a rather short and compact regularization procedure to re-derive the second version of volume operator. Playing a crucial role in LQG, the spectra of the volume operator is pursued. Certain matrix elements of volume operator were calculated in the framework of loop representation by using graphical tangle-theoretic Temperley-Lieb formulation in [12]. Then they were also derived in connection representation by a rigorous but tedious algebraic method in [11, 13], and their special case was re-derived using generalized Wigner-Echart theory [14]. Although those components of the volume operator are rigorously defined, the computation of their actions on the spin network states are difficult. The main reason is the following. The volume element operator at a vertex \(v\) of a graph \(\gamma\) reads \(V_v = \sqrt{|\hat{q}_v|}\). Although the matrix elements of \(\hat{q}_v\) can be calculated using recoupling theory, the matrix has no obvious symmetries and hence is difficult to be diagonalized analytically for the case that the dimension of the matrix is bigger than nine. On the one hand, the derivation of closed formula in [13] is rigorous. But there is no universal formula with so tedious and abstract method. Hence, it is desirable to develop certain rigorous, but concise and intuitive method to calculate the matrix elements of volume operator, as well as other geometric operators.

Graphic calculus has been introduced in LQG in a few papers (see e.g., [12, 15, 16, 17, 18, 19]). But a concise, non-ambiguous and complete scheme is still desirable. In this first paper of the series, we will introduce a graphical method to LQG, which is

\(^*\)yangksong@gmail.com

\(^\dagger\)Corresponding author, mayg@bnu.edu.cn
based on the Brink’s graphical method [20] and its suitable extension. This method consists of two ingredients, graphical representation and graphical calculation. We will represent the algebraic formula by corresponding graphical formula in an unique and unambiguous way. Then the graphical calculation will be performed following the simple rules of transforming graphs, corresponding uniquely to the algebraic manipulation of the formula. The basic components of the graphical representation and the simple rules of transforming graphs are presented in Appendix A. A central goal of this paper is to derivate the closed formula for the matrix element of the volume operator, which involves only the flux operator, based on our rigorous graphical method. Comparing to the algebraic method, our derivation is obviously more compact and simple. Our analysis shows that the formula of the matrix elements for certain case in [13] is also valid for other cases and hence can be regarded as a general expression.

In the second paper of the series [22], we will consider the actions of the gravitational Hamiltonian constraint operator and the inverse volume operator, depending also on the holonomies, on spin network states in the graphical method. In order to obtain the on-shell anomaly-free quantum constraint algebra, one has to employ degenerate triangulation at the co-planar vertices of spin networks in the regularization procedure of Thiemann’s Hamiltonian. This problem has been overcome by a new proposed Hamiltonian constrain operator in [23].

This paper organized as follows. Section 2 is devoted to review briefly the elements of LQG. In section 3, we will introduce the graphical method to LQG. In section 4, we will derive the closed formula for the matrix element of the volume operator by the graphical method. It is shown that the simple rules of transforming graphs tremendously simplify our calculation. The results are discussed in section 5. In Appendix A, we will review the representation theory of SU(2) group, including the notation of intertwiners and basic components of Brink’s graphical representation and some rules of transforming graphs. The detail proof of some identities used in main text are presented in Appendix B and Appendix C separately.

2 Preliminaries

In this section, we briefly summarize the elements of LQG to establish our notations and conventions. The classical starting point of LQG is the Hamiltonian formalism of GR, formulated on a 3-dimensional manifold Σ of arbitrary topology. With Ashtekar-Barbero variables [24, 25], GR can be cast as a dynamical theory with connection SU(2) gauge group. We denote spatial indices by a, b, c, ... and internal indices by i, j, k, ... = 1, 2, 3. The phase space consists of canonical pairs (A_i^a, Ė^a_i) of fields on Σ, where A_i^a is a connection 1-form which takes values in the Lie algebra su(2), and Ė^a_i is a vector density of weight 1. The densitized triad Ė^a_i is related to the cotriad e^a_i by Ė^a_i = 1 2 e^{abc} e^b_i e^c_k sgn(det(e^d_j)), wherein e^{abc} is the Levi-Civita tensor density of weight 1, and sgn(det(e^d_j)) denotes the sign of det(e^d_j). The 3-metric on Σ is expressed in terms of cotriads through q_{ab} = e^a_i e^b_j δ_ij. The only nontrivial Poisson bracket reads

$$\{A_i^a(x), Ė^b_j(y)\} = κ β δ_i^b δ_j^a \delta^3(x, y), \quad (2.1)$$

where κ = 8πG, and β is the Barbero-Immirzi parameter. The behavior of connection under finite gauge transformations is

$$A \mapsto A^\rho = -(d\sigma)g^{-1} + g A g^{-1}. \quad (2.2)$$

The fundamental variables in LQG are the holonomy of the connection along a curve and the flux of densitized triad through a 2-surface. Given an edge e : [0, 1] → Σ, the holonomy h_e(A) of connection A_i^a along the edge e is

$$h_e(A) = P\exp \left( \int_e A \right) = I_2 + \sum_{n=1}^{\infty} \int_0^1 dt_1 \int_{t_1}^1 dt_2 \cdots \int_{t_n}^1 \int_{t_n}^1 A(e(t_1)) \cdots A(e(t_n)), \quad (2.3)$$

wherein A(e(t)) = ̇e(t)A_e(e(t))^t, with ̇e(t) being the tangent vector of e, and t = −iσ_i/2 (with σ_i being the Pauli matrices), P denotes the path ordering which orders the smallest path parameter to the left. Define a combination ◦ of two edges e_1, e_2 satisfying e_1(1) = e_2(0) as

$$[e_1 ◦ e_2](t) := \begin{cases} e_1(2t), & t \in [0, \frac{1}{2}] \\ e_2(2t-1), & t \in [\frac{1}{2}, 1] \end{cases}, \quad (2.4)$$

and the inversion of an edge as

$$e^{-1}(t) := e(1-2t). \quad (2.5)$$

The holonomy (2.3) has two key properties

$$h_{e_1 ◦ e_2}(A) = h_{e_1}(A)h_{e_2}(A), \quad h_{e^{-1}}(A) = h_e(A)^{-1}. \quad (2.6)$$

1A similar scheme is introduced independently at almost the same time by E. Alesci el. in [21].
The transformation behavior (2.2) of connection $A$ under gauge transformation leads to the corresponding transformation behavior of holonomy as

$$h_x(A^g) = g(b(e)) h_x(A) g(f(e))^{-1},$$

(2.7)

where $b(e), f(e)$ denote the beginning and final points of $e$, respectively.

Consider a finite piecewise analytic graph $\gamma$ in $\Sigma$, which consists of analytic edges $e$ incident at vertices $v$. We insert a pseudo-vertex $\tilde{v}$ into each edge $e$ and split $e$ into two segments $s_e$ and $t_e$ such that $e = s_e \circ t_e^{-1}$ and the orientations of $s_e$ and $t_e$ are all outgoing from the two endpoints of $e$. We call the new graph the standard graph obtained from the original graph by splitting edges and adding pseudo-vertices. Denote the standard graph by $\gamma$, the set of its edges by $E(\gamma)$, and the set of vertices, containing the true vertices $v$ and pseudo vertices $\tilde{v}$, by $V(\gamma)$. Our following discussion is based on the standard graphs.

To construct quantum kinematics, one has to extend the configuration space $A$ of smooth connections to the space $\mathcal{A}$ of distributional connections. A function $f$ on $\mathcal{A}$ is said to be cylindrical with respect to a graph $\gamma$ if and only if it can be written as $f = f_\gamma \circ p_\gamma$, wherein $p_\gamma(A) = (h_\gamma(A), \ldots, h_\gamma(A))$ and $e_1, \ldots, e_n$ are the edges of $\gamma$. Here $h_\gamma(A)$ is the holonomy along $\gamma$ evaluated at $A \in \mathcal{A}$ and $f_\gamma$ is a complex-valued function on $SU(2)^n$. Since a function cylindrical with respect to a graph $\gamma$ is automatically cylindrical with respect to any graph bigger than $\gamma$, a cylindrical function is actually given by a whole equivalence class of functions $f_\gamma$. We will henceforth not distinguish the functions in one equivalence class. The set of cylindrical functions is denoted by $\text{Cyl}(\mathcal{A})$. The space $\text{Cyl}(\mathcal{A})$ can be completed as a Hilbert space, the kinematical Hilbert space $\mathcal{H}_{\text{kin}}$.

Given a standard graph $\gamma$, we assign each edge $e$ with an unitary irreducible representation with spin $j_e$, two edges incoming to a pseudo-vertex $\tilde{v}$ with the same representation, each true vertex $v$ with an intertwiner $i_v$, and pseudo vertex $\tilde{v}$ with the conjugate intertwiner $\tilde{i}_v$. Then the spin network state reads \[^2\]

$$T_{\gamma,j}(A) := \bigotimes_{v \in V(\gamma)} i_v \otimes \bigotimes_{e \in E(\gamma)} \pi_{j_e}(h_e(A)) \cdot \bigotimes_{v \in V(\gamma)} \tilde{i}_v,$$

(2.8)

where $\cdot$ stands for contracting the upper (or former) indices of representation matrices $\pi_{j_e}(h_e(A))$ with indices of intertwiners $i_v$ at true vertices $v$, the lower (or latter) indices of $\pi_{j_e}(h_e(A))$ with indices of conjugate intertwiners $\tilde{i}_v$ at pseudo vertices $\tilde{v}$. Given $n$ edges with $n$ spins $j_1, \ldots, j_n$ incident at a true $v$, matrix elements of the intertwiner $i_v$ associated to $v$ take the complex conjugate of (generalized) Clebsch-Gordan coefficients (CGCs) up to a constant factor (see Appendix A for detailed explanation), i.e.,

$$\langle j_v; d | j_{1m_1}j_{2m_2}\cdots j_{nm_n} \rangle \equiv \langle i_v; d | j_{1m_1}j_{2m_2}\cdots j_{nm_n} \rangle := (-1)^{j_v + \sum_{m=1}^n j_{m}} \langle JM; d | j_{1m_1}j_{2m_2}\cdots j_{nm_n} \rangle = (-1)^{j_v + \sum_{m=1}^n j_{m}} \sum_{k_2,\ldots,k_{n-1}} \langle a_{k_2}j_{1m_1}j_{2m_2}\cdots a_{k_{n-1}}j_{nm_n} \rangle \langle JM; a_{n-1}j_{n-1}m_n | JM; a_{n-1}j_{n-1}m_n \rangle,$$

(2.9)

where $\langle JM; d | j_{1m_1}j_{2m_2}\cdots j_{nm_n} \rangle$ is the complex conjugate of generalized CGCs, which describe coupling $n$ angular momenta $j_1, \ldots, j_n$ to a total angular momentum $J$ in the standard coupling scheme (that is, we first couple $j_1$ to $j_2$ to give a resultant $a_2$, and then couple $a_2$ to $j_3$ to give $a_3$, and so on), and $d \equiv [a_2, \ldots, a_{n-1}]$ denotes the set of the angular momenta appeared in the intermediate coupling. Notice that the intertwiner presented in Eq. (2.9), differing the factor $(-1)^{j_v + \sum_{m=1}^n j_{m}}$ from CGCs, is more convenient to be simply represented in graphical formula. Matrix elements of the conjugate intertwiner $\tilde{i}_v$ associated to pseudo vertex $\tilde{v}$ at which two edges with the same spin $j$ incoming are given by

$$\langle j_v; d | j_{1m_1}j_{2m_2}\cdots j_{nm_n} \rangle \equiv \langle \tilde{i}_v; d | j_{1m_1}j_{2m_2}\cdots j_{nm_n} \rangle := \langle j_{1m_1}j_{2m_2}|00 \rangle;$$

(2.10)

The assignment of intertwiners to the true vertices and conjugate intertwiners to the pseudo vertices is compatible with the transformation behavior (2.7) of holonomy. The CGCs are usually chosen to be real so that

$$\langle J_1m_1J_2m_2 | JM \rangle = \langle JM | j_1m_1j_2m_2 \rangle.$$

(2.11)

It is, therefore, not necessary to sedulously distinguish intertwiner from its conjugate when we do calculation.

The gauge-invariant spin network states, which keep invariant under gauge transformations, correspond to the states whose intertwiners in (2.9) associated to true vertices are specially chosen such that the resulting angular momenta $J = 0$. The spin network states which are variant under gauge transformations are called gauge-variant spin network states. The normalized gauge-invariant/variant states consist of the orthonormal basis of the gauge-invariant/variant Hilbert space [26].

Two elementary operators in LQG are the holonomy and the flux operators. The holonomy operator acts as a multiplication operator, while flux, essentially the self-adjoint right-invariant operator $J^e$, acts as a derivative operator,

$$[\hat{H}_{e_i}(A)]^B_C \cdot f_y(h_{e_i}(A), \ldots, h_{e_i}(A)) := [\pi_{1/2}(h_{e_i}(A))]^B_C f_y(h_{e_i}(A), \ldots, h_{e_i}(A)),$$

(2.12)

$$J^e_{e_i} \cdot f_y(h_{e_i}(A), \ldots, h_{e_i}(A), \ldots, h_{e_i}(A)) := -\frac{d}{dt}|_{t=0} f_y(h_{e_i}(A), \ldots, e^{it}h_{e_i}(A), \ldots, h_{e_i}(A)).$$

(2.13)

\[^2\]The spin network state can be normalized by multiplying $\sqrt{2j_e + 1}$ for all $e \in E(\gamma)$. 

3 Graphical method for LQG

3.1 Algebraic formula

In LQG, under different physical considerations, one needs to construct operators, e.g., the geometric operators and the Hamiltonian operators, corresponding to their classical quantities based on the two elementary operators \( \hat{h}_e(A) \) and \( J^\epsilon \). The action of those operators on a given spin network state will involve the actions of the two elementary operators. The action of \( \hat{h}_e(A) \) on the spin network states involves essentially the decomposition of the tensor product representation of \( SU(2) \), which is well known as the Clebsch-Gordan series

\[
[\pi_{j_i}(g)]^{m_1}_{n_1}[\pi_{j_2}(g)]^{m_2}_{n_2} = \sum_{J,M,N} \left( \frac{i^J}{j_i j_j} \right) \frac{1}{M} \frac{m_1 m_2}{N} \frac{[\pi_j(g)]^M_N}{\left( \frac{i^J}{j_i j_j} \right)_{m_1 m_2}^N},
\]

where \( \left( \frac{i^J}{j_i j_j} \right)_{m_1 m_2}^N = (-1)^{j_i - j_j - l} (JN j_1 j_2 m_1 m_2). \) The fact that the operator \( i^J_{j_i j_j} \) is unitary and its matrix elements take real numbers results in

\[
\left( \frac{i^J_{j_i j_j}}{j_i j_j} \right)^{M}_{m_1 m_2} = \left( \frac{i^J_{j_i j_j}}{j_i j_j} \right)^{M}_{m_1 m_2}.
\]

Given a spin network state \( T_{\gamma,j}^\epsilon(A) \) on a graph \( \gamma \), we consider a true vertex \( v \in V(\gamma) \) at which \( n \) edges \( e_1, \cdots e_n \) incident and denote \( T_{\gamma,j}^\epsilon(A) \) the terms, in \( T_{\gamma,j}^\epsilon(A) \), directly associated to \( v \). Then the action of the holonomy operator \( [\hat{h}_e(A)]^B_C \) on \( T_{\gamma,j}^\epsilon(A) \) reads

\[
[\hat{h}_e(A)]^B_C \cdot T_{\gamma,j}^\epsilon(A) = \left( \frac{i^J_{v}}{v} \right)^{M}_{m_1 m_2 m_3} \left[ \pi_{j_i}(h_{e_i}) \right]^{m_1}_{n_1} \cdots \left[ \pi_{j_n}(h_{e_n}) \right]^{m_n}_{n_n} \left[ \pi_{1/2}(h_{e_1}) \right]^{B}_{n_1} \cdots \left[ \pi_{1/2}(h_{e_n}) \right]^{m_n}_{n_n}.
\]

where \( \left[ \pi_{j_i}(h_{e_i}) \right]^{m_1}_{n_1} \equiv \left[ \pi_{j_i}(h_{e_i}) \right]^{m_1}_{n_1}. \) On the other hand, \( J^\epsilon_\nu \) is a derivator operator acting on a given spin network state. The action of \( J^\epsilon_\nu \) defined in (2.13) on \( T_{\gamma,j}^\epsilon(A) \) reads

\[
J^\epsilon_\nu \cdot T_{\gamma,j}^\epsilon(A) = \left( \frac{i^J_{v}}{v} \right)^{M}_{m_1 m_2 m_3} \left[ \pi_{j_i}(h_{e_i}) \right]^{m_1}_{n_1} \cdots \left( -i \frac{d}{dt} \right)_{t=0} \left[ \pi_{j_i}(e^{i\tau_i h_{e_i}}) \right]^{m_1}_{n_1} \cdots \left[ \pi_{j_n}(h_{e_n}) \right]^{m_n}_{n_n}.
\]

which indicates that \( J^\epsilon_\nu \) leaves \( \gamma \) and \( j \) invariant, but does change the intertwiner associated to \( v \) by contracting matrix elements of the \( i \)-th \( \tau \) with the intertwiner in the following way.

\[
J^\epsilon_\nu \cdot \left( \frac{i^J_{v}}{v} \right)^{M}_{m_1 m_2 m_3} \left[ \pi_{j_i}(h_{e_i}) \right]^{m_1}_{n_1} \cdots \left( -i \frac{d}{dt} \right)_{t=0} \left[ \pi_{j_i}(e^{i\tau_i h_{e_i}}) \right]^{m_1}_{n_1} \cdots \left[ \pi_{j_n}(h_{e_n}) \right]^{m_n}_{n_n} = \left( \frac{i^J_{v}}{v} \right)^{M}_{m_1 m_2 m_3} \left[ \pi_{j_i}(h_{e_i}) \right]^{m_1}_{n_1} \cdots \left( -i \frac{d}{dt} \right)_{t=0} \left[ \pi_{j_i}(e^{i\tau_i h_{e_i}}) \right]^{m_1}_{n_1} \cdots \left[ \pi_{j_n}(h_{e_n}) \right]^{m_n}_{n_n}.
\]

However, in practical calculation, it is not convenient to directly compute the contraction of matrix elements of \( \tau_i \) with an intertwiner. One usually introduces the irreducible tensor operators [27], or the spherical tensors of \( \tau_i \), to replace the original \( \tau_i \) (for a reason that will become clear in a moment). The spherical tensors \( \tau_{\mu} (\mu = 0, \pm 1) \), corresponding to \( \tau_i (i = 1, 2, 3) \), are defined by

\[
\tau_0 := \tau_3, \quad \tau_{\pm1} := \pm \frac{1}{\sqrt{2}} (\tau_1 \pm i \tau_2).
\]

Then the contraction of matrix elements of \( \tau_i \) with an intertwiner is transformed to that of their tensor operators with the intertwiner. The matrix elements \( [\pi_{j_i}(\tau_{\mu})]^{m_1}_{m} \) can be related to the 3j-symbols (or CGCs) by (see Appendix B.1 for proof)

\[
[\pi_{j}(\tau_{\mu})]^{m_1}_{m} = \frac{i}{2} \sqrt{2j(2j+1)(2m+2)} \binom{1}{\mu} \binom{j}{m_1} \binom{j}{m} C_{(j)}^{m_1 m},
\]

where \( C_{(j)}^{m_1 m} := (-1)^{j+m} \delta_{m_1,-m} \) is the contravariant “metric” tensor on the irreducible representation space \( \mathcal{H}_j \) of \( SU(2) \) with spin \( j \) (see Appendix A.1 for a detailed explanation for the \( C_{(j)}^{m_1 m} \) [28]). The spherical tensor \( \tau_{\mu} \) generates the self-adjoint right-invariant operator \( J_{\nu \tau}^{\mu} \) defined by

\[
J_{\nu \tau}^{\mu} \cdot f_j(h_{e_1}(A), \cdots, h_{e_n}(A), \cdots, h_{e_1}(A)) := -i \frac{d}{dt} \bigg|_{t=0} f_j(h_{e_1}(A), \cdots, e^t \tau \epsilon \eta^\epsilon h_{e_1}(A), \cdots, h_{e_1}(A)).
\]
The action of $J'_{ci}$ on $(i_{v}^{J';d})_{M}^{m_{1}...m_{n}}$ reads
\[ J'_{ci} \cdot (i_{v}^{J';d})_{M}^{m_{1}...m_{n}} = (i_{v}^{J';d})_{M}^{m_{1}...m_{j-1},m_{j}'}(-i[\pi_{j}(\tau_{\mu})]^{m'}_{m}) . \] (3.9)

Any gauge-invariant operator, e.g., the volume operator considered in this paper, defined by $\pi's$ can be expressed in terms of the corresponding $J'$s. Hence its action on the spin-network states essentially is equivalent to contracting 3$j$-symbols (or CGCs) with corresponding intertwiners.

### 3.2 Graphical representation and graphical calculation

The basic components of the graphical representation and the simple rules of transforming graphs are presented in Appendix A.1. In graphical representation, the 3$j$-symbol is represented by an oriented node with three lines, each of which represents a value of $j$, namely
\[ (j_{1},j_{2},j_{3})_{m_{1},m_{2},m_{3}} = \begin{array}{c|c|c}
  j_{1} & j_{2} & j_{3} \\
  m_{1} & m_{2} & m_{3} \\
\end{array} , \] (3.10)

where $-$ and $+$ denote a clockwise orientation and an anti-clockwise orientation respectively. A rotation of the diagram does not change the cyclic order of lines, and the angles between two lines as well as their lengths at a node have no significance. The “metric” tensor $e^{jm}_{m'm}$ in Eq. (A.7) which occurs in the contraction of two 3$j$-symbols with the same values of $j$ is denoted by a line with an arrow on it, i.e.,
\[ e^{jm}_{m'm} = (-1)^{j+m} \delta_{m,m'} = (-1)^{j+m'} \delta_{m,m'} = \begin{array}{c}
  m \\
  \rightarrow m' \\
\end{array} , \] (3.11)

and its inverse in Eq. (A.8) can be expressed as
\[ e^{jm}_{m'm} = (-1)^{j+m} \delta_{m,m'} = (-1)^{j+m'} \delta_{m,m'} = \begin{array}{c}
  m \\
  \rightarrow m' \\
\end{array} . \] (3.12)

Summation over the magnetic quantum numbers $m$ is graphically represented by joining the free ends of the corresponding lines. The contraction of a 3$j$-symbol with a “metric” is represented by a node with one arrow, which provides us a way to representing the CGC, e.g.,
\[ \langle j_{3}m_{3}|j_{1}m_{1}j_{2}m_{2}\rangle = (-1)^{j_{3}+j_{1}+j_{2}} \sqrt{2j_{3}+1} \begin{array}{c|c|c}
  j_{1} & j_{2} & j_{3} \\
  m_{1} & m_{2} & m_{3} \end{array} C^{m'm}_{(j_{1}j_{2}j_{3})} \]
\[ = (-1)^{j_{3}+j_{1}+j_{2}} \sqrt{2j_{3}+1} \begin{array}{c|c|c}
  j_{1} & j_{2} & j_{3} \\
  m_{1} & m_{2} & m_{3} \end{array} = (-1)^{j_{3}+j_{1}+j_{2}} \sqrt{2j_{3}+1} \begin{array}{c}
  m_{1} \\
  \rightarrow m_{2} \\
  \rightarrow m_{3} \end{array} . \] (3.13)

This is the main motivation for Brink to modify the original Yutsis scheme [29, 20]. Hence the intertwiner $(i_{v}^{J';d})_{M}^{m_{1}...m_{n}}$ in Eq. (2.9) associated to a true vertex $v$, from which $n$ edges are outgoing, is represented in graphical formula by Eq. (A.47) as (see Appendix A.2 for a detailed interpretation)
\[ (i_{v}^{J';d})_{M}^{m_{1}...m_{n}} = \begin{array}{c|c|c}
  j_{1} & j_{2} & j_{3} \\
  m_{1} & m_{2} & m_{3} \end{array} = \prod_{i=2}^{n-1} \sqrt{2a_{i}+1} \sqrt{2J+1} \begin{array}{c}
  m_{i} \\
  \rightarrow a_{i} \\
  \rightarrow a_{i+1} \end{array} . \] (3.14)

Now we will extend Brink’s representation and propose a graphical representation for the unitary irreducible representation $\pi_{j}$ of $SU(2)$. The matrix element $[\pi_{j}(g)]^{m}_{m'}$ is denoted by a blue line with a hollow arrow (triangle) in it as
\[ [\pi_{j}(g)]^{m}_{m'} = \begin{array}{c}
  m \\
  \rightarrow j \\
  \rightarrow n \end{array} . \] (3.15)

The orientation of the arrow is from its row index $m$ to its column index $n$. The Clebsch-Gordan series in (3.1) can be represented by
\[ \begin{array}{c}
  j_{1} \\
  \rightarrow m_{1} \\
\end{array} \begin{array}{c}
  j_{2} \\
  \rightarrow m_{2} \\
\end{array} = \sum_{j_{3}} (2j_{3}+1) \begin{array}{c|c|c}
  j_{3} & j_{1}+j_{2} & j_{3} \\
  m_{3} & m_{1} & m_{2} \end{array} \begin{array}{c}
  j_{3} \\
  \rightarrow m_{3} \end{array} = \sum_{j_{3}} (2j_{3}+1) \begin{array}{c|c|c}
  j_{3} & j_{1}+j_{2} & j_{3} \\
  m_{3} & m_{1} & m_{2} \end{array} \begin{array}{c}
  j_{3} \\
  \rightarrow m_{3} \end{array} \begin{array}{c}
  m_{1}' \end{array} . \] (3.16)
where, in the second step, we used (A.52) to flip the orientations of two arrows. The matrix element \( [\pi_j(g^{-1})]^n_m \) can be presented in Eq. (A.66) by

\[
[\pi_j(g^{-1})]^n_m = C^{(j)}_{nm'} [\pi_j(g)]^{m'} n C^{(j)}_{n'm} = n \rightarrow j \mapsto m = n \rightarrow j \mapsto m.
\]  

(3.17)

Using Eqs. (3.17) and (3.16), we have

\[
\begin{align*}
&= \sum_j (2j_3 + 1) m_1 j_1 + j_2 m_2 j_3 m_1' j_3 - j_1 m_1'. \\
&= \sum_j (2j_3 + 1) m_1 j_1 + j_2 m_2 j_3 m_1' j_3 - j_1 m_1'.
\end{align*}
\]  

(3.18)

For group elements as the holonomies \( h_e \equiv h_e(A) \) of connection \( A \) along an edge \( e \), their matrix elements can be simply represented by

\[
[\pi_j(h_e)]^m_n = n \rightarrow j \mapsto m = n \rightarrow e \mapsto j = n \rightarrow j \mapsto m.
\]  

(3.19)

By Eqs. (2.6), (3.17) and (3.19), the matrix elements of the inverse of a holonomy can be represented by

\[
[\pi_j(h_{e^{-1}})]^n_m = [\pi_j(h_e)^{-1}]^m_n = n \rightarrow j \mapsto m = n \rightarrow j \mapsto m = n \rightarrow j \rightarrow e \rightarrow j = n \rightarrow j \rightarrow m.
\]  

(3.20)

Eqs. (3.16) and (3.18) yield the coupling rules of representations of holonomies as

\[
\begin{align*}
&= \sum_j (2j_3 + 1) m_1 j_1 + j_2 m_2 j_3 m_1' j_3 - j_1 m_1'. \\
&= \sum_j (2j_3 + 1) m_1 j_1 + j_2 m_2 j_3 m_1' j_3 - j_1 m_1'.
\end{align*}
\]  

(3.21)

and

\[
\begin{align*}
&= \sum_j (2j_3 + 1) m_1 j_1 + j_2 m_2 j_3 m_1' j_3 - j_1 m_1'. \\
&= \sum_j (2j_3 + 1) m_1 j_1 + j_2 m_2 j_3 m_1' j_3 - j_1 m_1'.
\end{align*}
\]  

(3.22)

Then the spin network states \( T^v_{y,j,d}(A) \) associated to \( v \) can be represented by

\[
T^v_{y,j,d}(A) = \left( i^{v,d}_e \right)_{m_1 \cdots m_n} [\pi_j(h_e)]^{m_1}_{n_1} \cdots [\pi_j(h_e)]^{m_n}_{n_n} [\pi_j(h_e)]^{m_n}_{n_n} \prod_{i=2}^{n-1} \sqrt{2a_i + 1} \sqrt{2J + 1}.
\]  

(3.23)

The action of \( [\hat{h}_e(A)]^B_c \) on the spin network state given in (3.3) can be represented by

\[
[\hat{h}_e(A)]^B_c \cdot T^v_{y,j,d}(A) = \prod_{i=2}^{n-1} \sqrt{2a_i + 1} \sqrt{2J + 1}
\]  

(3.24)
The graphical calculation is to use the simple rules of transforming graphs (see A.2) to derive the result. Hence the action of \( J_{\mu}^{\nu} \) on \( (i_v^{J,\alpha})_{m_1 m_2 \ldots m_n}^M \) in (3.9) can be represented by

\[
J_{\mu}^{\nu} \cdot (i_v^{J,\alpha})_{m_1 m_2 \ldots m_n}^M = \frac{1}{2} \sqrt{2j(2j+1)(2j+2)} \prod_{i=2}^{n-1} \sqrt{2a_i + 1} \sqrt{2j + 1}
\]

The graphical calculation is to use the simple rules of transforming graphs (see A.2) to derive the result. The starting point of our scheme is the so-called standard graph \( \gamma_{\text{std}} \) which is obtained from its original graph \( \gamma_{\text{org}} \) by splitting edges and adding pseudo-vertices. We still need to show that the spin network function associated to the original graph \( \gamma_{\text{org}} \) is equivalent to the one associated to its corresponding standard graph \( \gamma_{\text{std}} \) when acted by an operator, e.g., the volume operator. Recall that the standard graph \( \gamma_{\text{std}} \) is obtained from \( \gamma_{\text{org}} \) by the following procedure. We insert a pseudo-vertex \( \tilde{\nu} \) into each edge \( e \) of \( \gamma_{\text{org}} \) and split \( e \) into two segments \( s_\nu \) and \( l_\nu \), such that \( e = s_\nu \circ l_\nu^{-1} \) and the orientations of \( s_\nu \) and \( l_\nu \) are all outgoing from the two endpoints of \( e \). The standard graph \( \gamma_{\text{std}} \) consists of the new segments \( s_\nu \) and \( l_\nu \), the new adding pseudo-vertices \( \tilde{\nu} \), and the (old) vertices of \( \gamma_{\text{org}} \). We can transform the spin networks based on the original graph into those on its standard graph by explicit transformation rules, and then find out their relation. Consider an edge \( e \) with irreprentaiton \( j \) in \( \gamma_{\text{org}} \) starting from \( v \) and ending at \( v' \), assigning the intertwiners \( l_\nu \) and \( i_\nu \), respectively. We assume the edge \( e \) in the original graph \( \gamma_{\text{org}} \) is regarded as the \( k \)-th edge and the \( k' \)-th edge in the set of edges which incident at \( v \) and \( v' \) respectively, i.e., \( b(e) = b(e_k) \), \( f(e) = f(e_{k'}) \). The relevant ingredient of a spin network state associated to the edge \( e \) takes the form (see (A.48) for the graphical representation of the intertwiner associated to \( v \) at which there are coming and outgoing edges, (3.19) and (3.20) for the graphical representation of
the holonomy)

\[ T_{\gamma_{\text{org}}, \mathcal{I}^\ell} = (i_v^{I;\ell})_{-m_\ell} (\pi_j(h_v) m'_\ell, (i_v^{I;\ell})_{-m'_\ell} - m'_\ell - M') = \]

The transformation from \( \gamma_{\text{org}} \) to \( \gamma_{\text{std}} \) induces the following transformation in the spin network state,

\[ Y_{v, e_l} \cdot f_{\gamma_{\text{org}}}(h_e) = \mathcal{J}_{\ell}^{I;\ell} \cdot f_{\gamma_{\text{std}}}(h_e) := i \frac{d}{dt}|_{t=0} f_{\gamma_{\text{org}}}(h_e, \cdots, e_i, \cdots, e_l, e_{\ell+1}, \cdots, e_{R-1}), \quad \text{when } e_l \text{ is incoming} \]

\[ \mathcal{J}_{\ell}^{I;\ell} \cdot f_{\gamma_{\text{std}}}(h_e) := -i \frac{d}{dt}|_{t=0} f_{\gamma_{\text{org}}}(h_e, \cdots, e_{\ell+1}, \cdots, e_{R-1}), \quad \text{when } e_l \text{ is outgoing} \]  

(3.29)

Our task is to show that the action of \( J_{\ell}^{I;\ell} \) on an arbitrary given spin network state of \( \gamma_{\text{org}} \) is equivalent to the action of \( J_{\ell}^{I;\ell} \) on the spin network state of its corresponding standard graph \( \gamma_{\text{std}} \). The proof can be done by using their tensor operators \( J_{\ell}^{I} (\mu = 0, \pm 1) \) in the graphical calculus. Notice that

\[ Y_{v, e_l} \cdot [\pi_j(h_e)]_{m'} = J_{v, e_l}^{I;\ell} \cdot [\pi_j(h_e)]_{m'} = \]  

(3.30)

\[ \text{The intertwiner, a line with an arrow, associated to the pseudo vertex } \tilde{v} \text{ is not normalizable since we adopt } \pi_j(h_v) \text{ rather than its normalized form } \sqrt{2\ell_v + 1} \pi_j(h_v) \text{ in the spin network function (see Eq. (2.8)). If the original spin network is normalized, the intertwiner associated to } \tilde{v} \text{ will automatically be normalized. Then it will be expressed as } \frac{1}{\sqrt{2\ell_v + 1}} \text{ times a line with a spin-} j \text{ arrow in the graphical representation in Eq. (3.28).} \]
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We obtain

\[
\frac{J_{\nu',\nu;L}}{J_{\nu',\nu;R}} = i
\]

\[
\frac{J_{\nu',\nu;L}}{J_{\nu',\nu;R}} = -i
\]

where, in the second step, we have used

\[
\frac{\pi_j(\tau)}{\pi_j(\tau)} = (-1)^{2l+1}(-1)^l
\]

here we have used (3.20) in the first step, and (A.37), (A.50) and (A.52) in the second step. By the above procedure, we can also
transform other edges into their corresponding standard edges. Thus we obtain
\begin{equation}
\left( J^I_{\nu'; 
u}, L \right)_{\gamma_{\nu}} = \left( J^I_{\nu'; 
u}, L \right)_{\gamma_{\nu}}.
\end{equation}
The above calculus and analysis complete our proof.

4 The matrix elements of volume operator

There are two versions of volume operator in the literature. We only consider the volume operator defined in [10, 11], which passed the consistency check in quantum kinematical framework and was used to define a Hamiltonian constraint operator in LQG [30, 31, 32]. The volume operator acts on a spin network state as
\begin{equation}
\hat{V} \cdot T_{\gamma, j^I}(A) = \ell_p \beta \sum_{v \in V(\gamma)} \left[ \frac{i}{8 \times 4} \sum_{I < J < K, e_I \neq e_J \neq e_K} \phi(e_I, e_J, e_K) \hat{q}_{IJK} \right] \cdot T_{\gamma, j^I}(A),
\end{equation}
where \( \ell_p \equiv \sqrt{\hbar k} \), \( \phi(e_I, e_J, e_K) \equiv \text{sgn}(\text{det}(\hat{e}_I(0), \hat{e}_J(0), \hat{e}_K(0))) \), and
\begin{equation}
\hat{q}_{IJK} := -4ie_{J^I} J^I_{e_I} J^I_{e_J} J^I_{e_K} = 4 \left[ \delta_{IJK} J^I_{e_I} J^I_{e_J} J^I_{e_K} - 16 \delta_{IJK} J^I_{e_I} J^I_{e_J} \delta_{IK} J^I_{e_K} - 16 \delta_{IJK} J^I_{e_I} \delta_{JK} J^I_{e_K} + 16 \delta_{IJK} \delta_{IJK} \right] = -\frac{1}{4} \left( \hat{q}_{<J^IJK>} - \hat{q}_{<J^IJK>} \right).
\end{equation}
Here \( J^I_{e_I} \), defined in (2.13), is the self-adjoint operator of the right-invariant vector field on the copy of \( SU(2) \) corresponding to the \( I \)-th edge, satisfying
\begin{equation}
[J^I_{e_I}, J^J_{e_J}] = i e_{J^I} J^I_{e_I} \delta_{e_I,e_J},
\end{equation}
and \( \delta_{e_I} := -2tr(\mathbf{r}, \tau_I) \) is the Cartan-Killing metric on \( SU(2) \). The action of volume operator is local, in the sense that its action is sum on independent vertices. Therefore, we can focus on its action on a single vertex. The fact that the pseudo-vertices as endpoints of edges are divergent and the self-adjoint operators \( J^I_{e_I} \) act only at the beginning points of \( e_I \) implies that the summation in Eq. (4.1) is only over the true vertices \( v \) of \( \gamma \).

Eq. (3.4) reveals the fact that the operators \( \hat{q}_{IJK} \) and thus \( \hat{V} \) only change the interwiners \( \mathbf{r} \) when evaluated on \( T_{\gamma, j^I}(A) \). The operators \( \hat{q}_{IJK} \) acts on an intertwiner by contracting the corresponding matrix elements of \( \tau_I \) with the intertwiner. Note that
\begin{equation}
\delta_{\tau^I_{\nu}J^I_{\nu}} \cdot (i^{l^I}_{\nu})^{M}_{m_1 \cdots m_{l^I} \cdots m_\nu} = \left( i^{l^I}_{\nu} \right)^{M}_{M_{m_1 \cdots m_{l^I} \cdots m_\nu}} \left( -[\pi_{\nu}(\tau_I)^{\nu}\nu]} m_\nu \delta I(m_\nu] m_{\nu} \right) f (\pi_{\nu}(\tau_I)^{\nu}\nu]} m_{\nu} \right) = \left( \pi_{\nu}(\tau_I)^{\nu}\nu]} m_\nu \right) \left( \pi_{\nu}(\tau_I)^{\nu}\nu]} m_{\nu} \right),
\end{equation}
where in the second step we have used the following identity (see Appendix B.1 for proof)
\begin{equation}
-\left( \pi_{\nu}(\tau_I)^{\nu}\nu]} m_\nu \right) \left( \pi_{\nu}(\tau_I)^{\nu}\nu]} m_{\nu} \right) = \left( \pi_{\nu}(\tau_I)^{\nu}\nu]} m_\nu \right) \left( \pi_{\nu}(\tau_I)^{\nu}\nu]} m_{\nu} \right)
\end{equation}
Hence the operator \( \hat{q}_{<J^IJK>} \) and \( \hat{q}_{<J^IJK>^I} \) in (4.2) can be represented in terms of \( J^I \) by
\begin{equation}
\hat{q}_{<J^IJK>} \cdot (i^{l^I}_{\nu})^{M}_{m_1 \cdots m_{l^I} \cdots m_\nu} = 16 C_{\mu
u}^{\nu\nu} J^I_{\nu} J^I_{\nu} C_{\nu\nu}^{\nu\nu} J^I_{\nu} J^I_{\nu} \left( i^{l^I}_{\nu} \right)^{M}_{m_1 \cdots m_{l^I} \cdots m_\nu} = 16 \left( i^{l^I}_{\nu} \right)^{M}_{m_1 \cdots m_{l^I} \cdots m_\nu} \left( \pi_{\nu}(\tau_I)^{\nu}\nu]} m_\nu \right) \left( \pi_{\nu}(\tau_I)^{\nu}\nu]} m_{\nu} \right),
\end{equation}
\begin{equation}
\hat{q}_{<J^IJK>^I} \cdot (i^{l^I}_{\nu})^{M}_{m_1 \cdots m_{l^I} \cdots m_\nu} = 16 C_{\mu
u}^{\nu\nu} J^I_{\nu} J^I_{\nu} C_{\nu\nu}^{\nu\nu} J^I_{\nu} J^I_{\nu} \left( i^{l^I}_{\nu} \right)^{M}_{m_1 \cdots m_{l^I} \cdots m_\nu} = 16 \left( i^{l^I}_{\nu} \right)^{M}_{m_1 \cdots m_{l^I} \cdots m_\nu} \left( \pi_{\nu}(\tau_I)^{\nu}\nu]} m_\nu \right) \left( \pi_{\nu}(\tau_I)^{\nu}\nu]} m_{\nu} \right)
\end{equation}
With above preparations, we now turn to the action of \( \hat{q}_{IJK} \) on the intertwiner \( (i^{l^I}_{\nu})^{M}_{m_1 \cdots m_{l^I} \cdots m_\nu} \) associated to a true vertex \( v \) in the graphical method. We first consider the case \( I > 2 \) and \( K < n \), where \( a_{I-1} \) and \( a_K \) will appear in the final result. The other
special cases will be dealt with later. According to Eq. (4.6), the first term in the parenthesis of Eq. (4.2) evaluated on intertwiner (3.14) can be represented by the following graphical formula (we present only the parts of the graph of the intertwiner which closely connect to the key steps in the following calculations),

\[
\hat{q}^{\langle IJK \rangle}_{IJK} \cdot (i^f_a)_{m_1-m_2-m_3-m_4-m_5-m_6}^M
\]

\[
= \hat{q}^{\langle IJK \rangle}_{IJK} \cdot \prod_{i=2}^{n-1} \sqrt{2a_i + 1} \sqrt{2J + 1}
\]

\[
= X(j_1, j_2)X(j_1, j_2) \prod_{i=2}^{n-1} \sqrt{2a_i + 1} \sqrt{2J + 1}
\]

where \(X(j_1, j_2) = 2j_1(j_1 + 1)(2j_1 + 2)j_2(2j_2 + 1)(2j_2 + 2)\). Similarly, the second term in the parenthesis of Eq. (4.2) acting on the intertwiner can be expressed as

\[
\hat{q}^{\langle IJK \rangle}_{IJK} \cdot (i^f_a)_{m_1-m_2-m_3-m_4-m_5-m_6}^M
\]

\[
= X(j_1, j_2)X(j_1, j_2) \prod_{i=2}^{n-1} \sqrt{2a_i + 1} \sqrt{2J + 1}
\]

It is obvious that the two terms \(\hat{q}^{\langle IJK \rangle}_{IJK}\) and \(\hat{q}^{\langle IJK \rangle}_{IJK}\) in (4.2) are gauge invariant. Hence the operator \(\hat{q}^{\langle IJK \rangle}_{IJK}\) and the volume operator (4.1) are gauge invariant. Each of them leaves the intertwiner space \(H_{IJK}^{V_{1,2,3,4,5,6}}\) with the intertwiners as its orthonormal basis, determined by the given \(j_1, \ldots, j_n\) and the resulting angular momentum \(J\) at the vertex \(v\) invariant. Therefore the action of \(\hat{q}^{\langle IJK \rangle}_{IJK}\) on an intertwiner can be expanded linearly in terms of intertwiners in \(H_{IJK}^{V_{1,2,3,4,5,6}}\) at the vertex \(v\). In graphical language, they leave the vertical lines denoted by \(j_i\) and the last horizontal line denoted by \(J\) invariant, but change the intermediate couplings \(a_i\), labelling the intermediate horizontal lines. Hence, in graphical calculation, our task is to drag the endpoints of the two curves with spin 1 down to attach the horizontal lines, and then yank them away from the horizontal lines following the simple and rigorous rules of transforming graphs presented in Appendix A.2. Certainly, there are many alternative ways, corresponding to different choices of recoupling, to remove the two curves with spin 1. The results obtained from different ways are related by unitary transformations. In what follows, we choose a way guided by the simplicity principle that the number of changed intermediate values \(a_i\) is as little as possible and the final result is as simple as possible. The calculations of the action of \(\hat{q}^{\langle IJK \rangle}_{IJK}\) on the given intertwiner in the graphical method consist of the following four steps.

The first step involves dragging the two endpoints of curves with spin 1 attached to lines with spins \(j_i\) and \(j_K\) respectively down to join with two horizontal lines denoted by spins \(a_l\) and \(a_{K-1}\). To do this, we use the following recoupling identities (see Appendix B.2 for proof),

\[
\sum_{a_i} (2a_i + 1)(-1)^{a_i-1-a_l} J_i \begin{bmatrix} a_l-1 & j_l & a_l \\ 1 & j_i & a_l \end{bmatrix} \begin{bmatrix} j_l & a_l \\ a_l-1 & a_l \end{bmatrix} = \sum_{a_i} (2a_i + 1)(-1)^{a_i-1-a_l} J_i \begin{bmatrix} a_l-1 & j_l & a_l \\ 1 & j_i & a_l \end{bmatrix} \begin{bmatrix} j_l & a_l \\ a_l-1 & a_l \end{bmatrix},
\]

(4.10)

\[
\sum_{a_k} (2a_k + 1)(-1)^{a_k-1-a_K} J_k \begin{bmatrix} a_K-1 & j_k & a_k \\ 1 & b_{K-1} & a_K \end{bmatrix} \begin{bmatrix} b_{K-1} & a_k \\ a_k-1 & a_k \end{bmatrix} = \sum_{a_k} (2a_k + 1)(-1)^{a_k-1-a_K} J_k \begin{bmatrix} a_K-1 & j_k & a_k \\ 1 & b_{K-1} & a_K \end{bmatrix} \begin{bmatrix} b_{K-1} & a_k \\ a_k-1 & a_k \end{bmatrix}.
\]

(4.11)

Then we have

\[
\hat{q}^{\langle IJK \rangle}_{IJK} \cdot (i^f_a)_{m_1-m_2-m_3-m_4-m_5-m_6}^M
\]

\[
= \sum_{a_i} (2a_i + 1)(-1)^{a_i-1-a_l} J_i \begin{bmatrix} a_l-1 & j_l & a_l \\ 1 & j_i & a_l \end{bmatrix} \times \sum_{a_k} (2a_k + 1)(-1)^{a_k-1-a_K} J_k \begin{bmatrix} a_K-1 & j_k & a_k \\ 1 & b_{K-1} & a_K \end{bmatrix}
\]

\[
= \sum_{a_i} (2a_i + 1)(-1)^{a_i-1-a_l} J_i \begin{bmatrix} a_l-1 & j_l & a_l \\ 1 & j_i & a_l \end{bmatrix} \times \sum_{a_k} (2a_k + 1)(-1)^{a_k-1-a_K} J_k \begin{bmatrix} a_K-1 & j_k & a_k \\ 1 & b_{K-1} & a_K \end{bmatrix}
\]
\[
\times X(j_l, j_k) \frac{1}{2} - X(j_l, j_k) \frac{1}{2} \prod_{i=2}^{n-1} \sqrt{2a_l + 1} \sqrt{2J + 1}.
\] (4.12)

Let us turn to the second step. We first consider the case that \( J > I + 1 \) and \( K > J + 1 \). The other cases will be handled later. We move the two points labelled by \((a_l', a_l, 1)\) and \((a_{K-1}, b'_{K-1}, 1)\), step by step, to the right hand side of \((a_{J-2}, j_j, 1, a_{J-1})\) and the left hand side of \((a_{J}, j_{j+1}, a_{J+1})\) respectively, by repeatedly applying of the following identities (see Appendix B.2 for proof),

\[
\sum_{l=I+1}^{J} \left( \sum_{m=J+1}^{K} \right)
\]

where \( l = I + 1, \cdots, J - 1 \) and \( m = K - 1, \cdots, J + 1 \). Then we have

\[
\times X(j_l, j_k) \frac{1}{2} - X(j_l, j_k) \frac{1}{2} \prod_{i=2}^{n-1} \sqrt{2a_l + 1} \sqrt{2J + 1}.
\] (4.15)

where \((a_l', a_l, 1, \cdots, a'_{J-1})\) and \((b'_{K-1}, \cdots, b'_{J+1}, b'_{J})\) denote the all allowed tuples, and \( a_l' \) and \( b'_{m-1} \) are determined by \( a_l' \) and \( b'_{m-1} \) respectively.

In the third step, we drag the two endpoints of two curves with spin 1 attached to the line with spin \( j_j \) down to join with two horizontal lines denoted by spins \( a_{J-1} \) and \( a_{J} \), respectively. To do this, we use again the identity (4.11) to pull down the point \((j_j, j_{j+1}, 1)\) and simplify the two quantities \( \prod_{k=J+1}^{n-1}(-1)^{a_{k-}} a_{k+} \) and \( \prod_{m=J+1}^{\infty}(-1)^{b_{m-} - b_{m+}} \). Then we obtain

\[
\sum_{l=I+1}^{J} \left( \sum_{m=J+1}^{K} \right)
\]

where \((a_l', a_l, 1, \cdots, a'_{J-1})\) and \((b'_{K-1}, \cdots, b'_{J+1}, b'_{J})\) denote the all allowed tuples, and \( a_l' \) and \( b'_{m-1} \) are determined by \( a_l' \) and \( b'_{m-1} \) respectively.

In the third step, we drag the two endpoints of two curves with spin 1 attached to the line with spin \( j_j \) down to join with two horizontal lines denoted by spins \( a_{J-1} \) and \( a_{J} \), respectively. To do this, we use again the identity (4.11) to pull down the point \((j_j, j_{j+1}, 1)\) and simplify the two quantities \( \prod_{k=J+1}^{n-1}(-1)^{a_{k-}} a_{k+} \) and \( \prod_{m=J+1}^{\infty}(-1)^{b_{m-} - b_{m+}} \). Then we obtain

\[
\sum_{l=I+1}^{J} \left( \sum_{m=J+1}^{K} \right)
\]

where \((a_l', a_l, 1, \cdots, a'_{J-1})\) and \((b'_{K-1}, \cdots, b'_{J+1}, b'_{J})\) denote the all allowed tuples, and \( a_l' \) and \( b'_{m-1} \) are determined by \( a_l' \) and \( b'_{m-1} \) respectively.

In the third step, we drag the two endpoints of two curves with spin 1 attached to the line with spin \( j_j \) down to join with two horizontal lines denoted by spins \( a_{J-1} \) and \( a_{J} \), respectively. To do this, we use again the identity (4.11) to pull down the point \((j_j, j_{j+1}, 1)\) and simplify the two quantities \( \prod_{k=J+1}^{n-1}(-1)^{a_{k-}} a_{k+} \) and \( \prod_{m=J+1}^{\infty}(-1)^{b_{m-} - b_{m+}} \). Then we obtain

\[
\sum_{l=I+1}^{J} \left( \sum_{m=J+1}^{K} \right)
\]

where \((a_l', a_l, 1, \cdots, a'_{J-1})\) and \((b'_{K-1}, \cdots, b'_{J+1}, b'_{J})\) denote the all allowed tuples, and \( a_l' \) and \( b'_{m-1} \) are determined by \( a_l' \) and \( b'_{m-1} \) respectively.

In the third step, we drag the two endpoints of two curves with spin 1 attached to the line with spin \( j_j \) down to join with two horizontal lines denoted by spins \( a_{J-1} \) and \( a_{J} \), respectively. To do this, we use again the identity (4.11) to pull down the point \((j_j, j_{j+1}, 1)\) and simplify the two quantities \( \prod_{k=J+1}^{n-1}(-1)^{a_{k-}} a_{k+} \) and \( \prod_{m=J+1}^{\infty}(-1)^{b_{m-} - b_{m+}} \). Then we obtain

\[
\sum_{l=I+1}^{J} \left( \sum_{m=J+1}^{K} \right)
\]

where \((a_l', a_l, 1, \cdots, a'_{J-1})\) and \((b'_{K-1}, \cdots, b'_{J+1}, b'_{J})\) denote the all allowed tuples, and \( a_l' \) and \( b'_{m-1} \) are determined by \( a_l' \) and \( b'_{m-1} \) respectively.
The identity in Eq. (4.10) can be used to drag the remained endpoint, which attaches to the \( j_j \) line, down to join the horizontal line denoted by \( a_j \) and yield

\[
\sum_{(a_j', a_j'; b_{K-1}') \in \mathcal{B} \setminus \mathcal{I}} (2a'_j + 1)(-1)^{a'_j - a'_j + j_j} \left\{ \begin{array}{ccc} a_{j-1} & 1 & a_j \\ a'_j & a_j & 1 \end{array} \right\} \times (2b'_{K-1} + 1)(-1)^{a_k - b_{K-1} + j_{K-1} + 1} \left\{ \begin{array}{ccc} a_K & 1 & a_{K-1} \\ b'_{K-1} & b_{K-1} & j_{K-1} \end{array} \right\}
\times (-1)^{b_{K-1} - b_{K-1}^* + a_j + a_j^{*+1}} \left\{ \begin{array}{ccc} j_{j-1} & a'_j & a_j^{*-1} \\ 1 & a'_j & a_j^{*-1} \end{array} \right\}
\times (-1)^{b_{m-1} - b_{m-1}^* + a_{j'} + a_{j'}^{*+1}} \left\{ \begin{array}{ccc} j_{j'} & b'_{j'} & j_{j'} \\ 1 & b'_{j'} & j_{j'} \end{array} \right\}
\times X(j_j, j_{j'})^2 X(j_{j'}, j_{j'})^2 \prod_{i=2}^{n-1} \sqrt{2a_i + 1} \sqrt{2J + 1}.
\] 

(4.17)

Let us go to the forth (last) step. It is the time to remove the two curves with spin 1. To do this, we use the identity (see Appendix B.3 for a proof)

\[
\gamma_j' = \gamma_j - \gamma_j^{*+1} \delta_{a_j b_j} \frac{2a'_j + 1}{2a'_j + 1} \gamma_j' - \gamma_j^{*+1}
\] 

(4.18)
to remove the two curves with spin 1 from intertwiners and obtain

\[
\sum_{(a_j', a_j'; b_{K-1}') \in \mathcal{B} \setminus \mathcal{I}} (2a'_j + 1)(-1)^{a'_j - a'_j + j_j} \left\{ \begin{array}{ccc} a_{j-1} & 1 & a_j \\ a'_j & a_j & 1 \end{array} \right\} \times (2b'_{K-1} + 1)(-1)^{a_k - b_{K-1} + j_{K-1} + 1} \left\{ \begin{array}{ccc} a_K & 1 & a_{K-1} \\ b'_{K-1} & b_{K-1} & j_{K-1} \end{array} \right\}
\times (-1)^{b_{K-1} - b_{K-1}^* + a_j + a_j^{*+1}} \left\{ \begin{array}{ccc} j_{j-1} & a'_j & a_j^{*-1} \\ 1 & a'_j & a_j^{*-1} \end{array} \right\}
\times (-1)^{b_{m-1} - b_{m-1}^* + a_{j'} + a_{j'}^{*+1}} \left\{ \begin{array}{ccc} j_{j'} & b'_{j'} & j_{j'} \\ 1 & b'_{j'} & j_{j'} \end{array} \right\}
\times X(j_j, j_{j'})^2 X(j_{j'}, j_{j'})^2 \prod_{i=2}^{n-1} \sqrt{2a_i + 1} \sqrt{2J + 1}.
\] 

(4.19)

Summing over \( b_{j-1}' \) and \( a_j' \) and relabeling the indices \( b' \) by \( a' \), we get

\[
\sum_{(a'_j, a'_j, a'_{K-1})} (2a'_j + 1)(-1)^{a'_j - a'_j + j_j} \left\{ \begin{array}{ccc} a_{j-1} & 1 & a_j \\ a'_j & a_j & 1 \end{array} \right\}
\times (2a'_{K-1} + 1)(-1)^{a_k - a'_{K-1} + j_{K-1} + 1} \left\{ \begin{array}{ccc} a_K & 1 & a_{K-1} \\ a'_{K-1} & a_{K-1} & j_{K-1} \end{array} \right\}
\times (-1)^{a'_j - a'_j + a_j + a_j^{*+1}} \left\{ \begin{array}{ccc} j_{j-1} & a'_j & a_j^{*-1} \\ 1 & a'_j & a_j^{*-1} \end{array} \right\}
\times (-1)^{a'_{j'} - a'_{j'} + a_{j'} + a_{j'}^{*+1}} \left\{ \begin{array}{ccc} j_{j'} & a'_{j'} & a_{j'}^{*-1} \\ 1 & a'_{j'} & a_{j'}^{*-1} \end{array} \right\}
\times X(j_j, j_{j'})^2 X(j_{j'}, j_{j'})^2 \prod_{i=2}^{n-1} \sqrt{2a_i + 1} \sqrt{2J + 1}.
\] 

(4.20)
\[
\sum_{(a'_j,j)} (2a'_j + 1)(-1)^{a_{2,m} - a'_{2,j} + j} \left\{ \begin{array}{ccc} a_{2,j-1} & j & a_{2,j} \\ 1 & a'_j & j' \\ J & J & J \end{array} \right\} \times (2a'_j + 1)(-1)^{a_{2,m} - a'_{2,j} + j} \left\{ \begin{array}{ccc} a_k & j & a_{k-1} \\ 1 & a'_{k-1} & j' \\ K & K & K \end{array} \right\} \\
\times (2a'_{2,j} + 1)(-1)^{a_{2,m} - a'_{2,j} + j} \left\{ \begin{array}{ccc} a_{2,j-1} & j & a_{2,j} \\ 1 & a'_j & j' \\ J & J & J \end{array} \right\} \times \sqrt{2a_j + 1} \sqrt{2J + 1} \]

(4.22)

The exponents in (4.22) can be simplified as

\[
(-1)^{a_{2,j} - a'_{2,j} + j} (-1)^{a_{2,m} - a'_{2,j} + j} (-1)^{a_{2,m} - a'_{2,j} + j} \left\{ \begin{array}{ccc} a_{2,j-1} & j & a_{2,j} \\ 1 & a'_j & j' \\ J & J & J \end{array} \right\} \times \sqrt{2a_j + 1} \sqrt{2J + 1} \]

(4.23)

where we have used, in the second step, the fact \( a'_j + a'_{j-1} - j_j \in \mathbb{Z} \) due to the allowed triple \((a'_j, a'_{j-1}, j_j)\) satisfying triangular condition. Considering the simplified factor and properly adjusting the ordering of multi-products of \( \sqrt{2a_j + 1} \), we finally have the compact result

\[
\hat{q}^{i,j,k}_{JK} \left( j, j' \right) \left\{ \begin{array}{ccc} a_K & j & a_{K-1} \\ 1 & a'_{K-1} & j' \end{array} \right\} \times \left\{ \begin{array}{ccc} a_j & j & a_{j-1} \\ 1 & a'_j & j' \end{array} \right\} \times \sqrt{2a_j + 1} \sqrt{2J + 1} \]

(4.24)

Up to now, we have completed the key calculations and obtained action of the operator \( \hat{q}^{i,j,k}_{JK} \) on the intertwiner \( \left( j, j' \right) \left\{ \begin{array}{ccc} a_{K-1} & j & a_{K-1} \\ 1 & a'_{K-1} & j' \end{array} \right\} \) as (4.20), which is a linear combination of new intertwiners.

Now we want to simplify the expression (4.20) under the following two considerations. One is to get more symmetric factors in the two multi-products. The other is to simplify the exponents. Notice that the result (4.20) was obtained in the case of \( J > I + 1 \) and \( K > J + 1 \). Under this case, the product terms of \( (2a'_j + 1) \) in Eq. (4.20) reduce to

\[
(2a'_j + 1) \prod_{m=J+1}^{K-1} (2a'_m + 1) = (2a'_j + 1) \prod_{m=J+1}^{K-1} (2a'_m + 1),
\]

(4.21)

which enables us to write the multiple product over \( m \) as the formula which is more close to the multiple product over \( l \) in Eq. (4.20). Thus we have

\[
(2a'_j + 1)(-1)^{a_{2,m} - a'_{2,j} + j} \left\{ \begin{array}{ccc} a_{2,j-1} & j & a_{2,j} \\ 1 & a'_j & j' \\ J & J & J \end{array} \right\} \times (2a'_j + 1)(-1)^{a_{2,m} - a'_{2,j} + j} \left\{ \begin{array}{ccc} a_k & j & a_{k-1} \\ 1 & a'_{k-1} & j' \\ K & K & K \end{array} \right\} \\
\times \sqrt{2a_j + 1} \sqrt{2J + 1} \]

(4.22)
In this case, the corresponding processes can be simplified and shown in the following way:

\[
\prod_{m=1}^{\min(K, I)} \sqrt{2a_m + 1}(2a_m + 1)^{\frac{1}{2}} \frac{1}{a_m} \left\{ \begin{array}{c} j_m \\ a_m' \\ a_m \\ a_m' \\ a_m \\ a_m' \\ a_m \\ a_m' \\ a_m \\ a_m' \\ a_m \\ a_m' \\ a_m \\ a_m' \\ a_m \\ a_m' \\ a_m \\ a_m' \end{array} \right\} \times (-1)^{a_m' - a_m} \left\{ \begin{array}{c} j_j \\ a_j' \\ a_j \\ a_j' \\ a_j \\ a_j' \\ a_j \\ a_j' \\ a_j \\ a_j' \\ a_j \\ a_j' \\ a_j \\ a_j' \\ a_j \\ a_j' \end{array} \right\} \times \prod_{i=2}^{I-1} \sqrt{2a_i + 1} \prod_{k=I}^{K-1} \sqrt{2a_k + 1} \sqrt{2J + 1}
\]

The above result is in the case of \( J > I + 1 \) and \( K > J + 1 \), which assures the limitations of the summations and multi-product exist, i.e., the upper limitations are always not less than the low limitations. Intuitively the results for the other cases can be seen as special cases of the above result by omitting the corresponding summations and multiplications which do not exit. The following analysis in step by step will confirm this intuition.

(I). The first case of \( J = I + 1 \) and \( K = J + 1 \)

In this case, the corresponding processes can be simplified and shown in the following way:

\[
\sum_{(a_j' - a_{j-1})} (2a_j + 1)(-1)^{a_j' - a_{j-1} + j} \left\{ \begin{array}{c} a_j' \\ a_j \\ a_j' \\ a_j \\ a_j' \\ a_j \\ a_j' \\ a_j \\ a_j' \\ a_j \\ a_j' \\ a_j \\ a_j' \\ a_j \\ a_j' \\ a_j \\ a_j' \end{array} \right\} \times (2a_k + 1)(-1)^{a_k' - a_{k-1} + j + 1} \left\{ \begin{array}{c} a_k \\ j_k \\ a_k' \\ a_k \\ a_k' \\ a_k \\ a_k' \\ a_k \\ a_k' \\ a_k \\ a_k' \\ a_k \\ a_k' \\ a_k \\ a_k' \\ a_k \\ a_k' \end{array} \right\} \times \prod_{i=2}^{I-1} \sqrt{2a_i + 1} \sqrt{2J + 1}
\]

The result can be directly obtained from (4.20) by omitting those terms appeared in the second step as

\[
\sum_{(a_j' - a_{j-1})} (2a_j' + 1)(-1)^{a_j' - a_{j-1} + j} \left\{ \begin{array}{c} a_j' \\ a_j \\ a_j' \\ a_j \\ a_j' \\ a_j \\ a_j' \\ a_j \\ a_j' \\ a_j \\ a_j' \\ a_j \\ a_j' \\ a_j \\ a_j' \\ a_j \\ a_j' \end{array} \right\} \times (2a_k + 1)(-1)^{a_k' - a_{k-1} + j + 1} \left\{ \begin{array}{c} a_k \\ j_k \\ a_k' \\ a_k \\ a_k' \\ a_k \\ a_k' \\ a_k \\ a_k' \\ a_k \\ a_k' \\ a_k \\ a_k' \\ a_k \\ a_k' \\ a_k \\ a_k' \end{array} \right\} \times \prod_{i=2}^{I-1} \sqrt{2a_i + 1} \sqrt{2J + 1}
\]

The exponents can be simplified as

\[
(-1)^{a_j' - a_{j-1} + j} = (-1)^{a_j' - a_{j-1} + j + 1} \left\{ \begin{array}{c} a_j \\ a_j' \\ a_j \\ a_j' \\ a_j \\ a_j' \\ a_j \\ a_j' \\ a_j \\ a_j' \\ a_j \\ a_j' \\ a_j \\ a_j' \\ a_j \\ a_j' \end{array} \right\} \times \prod_{i=2}^{I-1} \sqrt{2a_i + 1} \sqrt{2J + 1}
\]

(4.27)

where, in the second step, we have made the replacements \( a_j' = a_j \) and \( a_{j-1}' = a_{j-1} \). After replacing \( 2a_{k-1} + 1 \) by \( 2a_j + 1 \) and properly adjusting the ordering of multi-products of \( \sqrt{2a + 1} \), Eq. (4.26) reduces to

\[
\sum_{(a_j' - a_{j-1})} (2a_j' + 1)(-1)^{a_j' - a_{j-1} + j} X(j_j, j_j) \frac{1}{2} \left\{ \begin{array}{c} a_j \\ j_j \\ a_j' \\ j_j \\ a_j \\ a_j' \\ a_j \\ a_j' \\ a_j \\ a_j' \\ a_j \\ a_j' \\ a_j \\ a_j' \\ a_j \\ a_j' \end{array} \right\} \times \left\{ \begin{array}{c} a_k \\ j_k \\ a_k' \\ a_k \\ a_k' \\ a_k \\ a_k' \\ a_k \\ a_k' \\ a_k \\ a_k' \\ a_k \\ a_k' \\ a_k \\ a_k' \end{array} \right\} \times \prod_{i=2}^{I-1} \sqrt{2a_i + 1} \sqrt{2J + 1}
\]

(4.28)
\[
\times (-1)^{2a_j' + a_j} \left\{ \begin{array}{ccc}
a_j' & j_j & a_{j-1}' \\
1 & 1 & a_{j-1}'
\end{array} \right\} \left\{ \begin{array}{ccc}
a_j' & j_j & a_j \\
1 & 1 & j_j
\end{array} \right\} \times \prod_{i=2}^{l-1} \sqrt{2a_i + 1} \times \prod_{i=1}^{K-1} \sqrt{2a_i' + 1} \times \prod_{k=k}^{n-1} \sqrt{2a_k + 1} \sqrt{2J + 1}
\]  

As a special case, the result (4.28) can also be directly written down from Eq. (4.24). In (4.24), the multi-products \( \prod_{i=1}^{l-1} \) and \( \prod_{a=J+1}^{K} \) and summations \( \sum_{i=1}^{l-1} \) and \( \sum_{a=J+1}^{K} \) do not exist for \( J = l + 1, K = J + 1 \). Thus the terms involve these multi-products and summations can be omitted, and this yields the result (4.28).

(II) The second case of \( J = l + 1 \) and \( K > J + 1 \)

The result can be directly obtained from (4.20) by omitting some terms appeared in the first line from the second step. Taking account of Eq. (4.21), we obtain

\[
\sum_{(a_i', a_{i+1}')} (2a_j' + 1)(-1)^{a_j'} \left\{ \begin{array}{ccc}
a_j & j_j & a_j \\
a_j' & j_j & a_j'
\end{array} \right\} \times (2a_j' + 1)(-1)^{a_j'} \left\{ \begin{array}{ccc}
a_k & j_k & a_{k+1} \\
a_k' & j_k & a_{k+1}'
\end{array} \right\} \times \prod_{i=2}^{l-1} \sqrt{2a_i + 1} \times \prod_{i=1}^{K-1} \sqrt{2a_i' + 1} \times \prod_{k=k}^{n-1} \sqrt{2a_k + 1} \sqrt{2J + 1}
\]  

The exponents can be simplified as

\[
\begin{align*}
&(-1)^{a_j + a_j'} + j_j \times \left\{ \begin{array}{ccc}
a_{j+1} & j_{j+1} & a_{j+2}' \\
1 & 1 & a_{j+2}'
\end{array} \right\} \times \prod_{i=2}^{l-1} \sqrt{2a_i + 1} \times \prod_{i=1}^{K-1} \sqrt{2a_i' + 1} \times \prod_{k=k}^{n-1} \sqrt{2a_k + 1} \sqrt{2J + 1} \\
&\times (2a_j' + 1)(-1)^{a_j'} \left\{ \begin{array}{ccc}
a_j & j_j & a_j \\
a_j' & j_j & a_j'
\end{array} \right\} \times (2a_j' + 1)(-1)^{a_j'} \left\{ \begin{array}{ccc}
a_k & j_k & a_{k+1} \\
a_k' & j_k & a_{k+1}'
\end{array} \right\} \times \prod_{i=2}^{l-1} \sqrt{2a_i + 1} \times \prod_{i=1}^{K-1} \sqrt{2a_i' + 1} \times \prod_{k=k}^{n-1} \sqrt{2a_k + 1} \sqrt{2J + 1}
\end{align*}
\]  

where, in the second step, we have replaced \( a_{j-1} \) by \( a_j \). After properly adjusting the ordering of multi-products of \( \sqrt{2a + 1} \), we have

\[
\sum_{(a_j', a_{j+1}')} (-1)^{a_j + a_j'} + j_j \times \left\{ \begin{array}{ccc}
a_{j+1} & j_{j+1} & a_{j+2}' \\
1 & 1 & a_{j+2}'
\end{array} \right\} X(j_j, j_j') + X(j_j, j_k') \frac{1}{2} \times \prod_{i=2}^{l-1} \sqrt{2a_i + 1} \times \prod_{i=1}^{K-1} \sqrt{2a_i' + 1} \times \prod_{k=k}^{n-1} \sqrt{2a_k + 1} \sqrt{2J + 1}
\]  

Again, the above result can also be directly written down from Eq. (4.24). In (4.24), the multi-products \( \prod_{i=1}^{l-1} \) and summations \( \sum_{a=J+1}^{K} \) do not exist for \( J = l + 1 \). Hence the terms involve these multi-products and summations can be omitted, and this yields the result (4.31).
The exponents can be simplified as

\[
\begin{align*}
(1) & \quad \sum_{a_i=1}^{a_i-1 \cdots a_j-1} \prod_{l=1}^{L} \frac{1}{a_i-1 \cdots a_j-1} \\
\times (2a'_{-1} + 1)(a_{-1} - j) \left\{ a_{j-1} \right\} \\
\times \left\{ a_{j-1} \right\} \\
\times X(j, j_j) \sum_{m=1}^{m=1} \sqrt{2m + 1} \sqrt{2J + 1} \\
\end{align*}
\]

The exponents can be simplified as

\[
\begin{align*}
(1) & \quad \sum_{a_i=1}^{a_i-1 \cdots a_j-1} \prod_{l=1}^{L} \frac{1}{a_i-1 \cdots a_j-1} \\
\times (2a'_{-1} + 1)(a_{-1} - j) \left\{ a_{j-1} \right\} \\
\times \left\{ a_{j-1} \right\} \\
\times X(j, j_j) \sum_{m=1}^{m=1} \sqrt{2m + 1} \sqrt{2J + 1} \\
\end{align*}
\]

The above result can be also directly written down from Eq. (4.24). In (4.24), the multi-products \( \prod_{m=J+1}^{K-1} \) and summations \( \sum_{K=J+1}^{K-1} \) do not exist for \( K = J + 1 \). Hence the terms involve these multi-products and summations can be omitted, and this yields the result (4.34).
\[
\times (-1)^{a_i' + a_j} \left\{ a_I \begin{array}{c} j \cr 1 \end{array} a_{j-1} \right\} \left\{ a_{j-1}' \begin{array}{c} j \cr 1 \end{array} a_{j} \right\} + \left\{ a_I' \begin{array}{c} j \cr 1 \end{array} a_{j-1} \right\} \left\{ a_{j-1}' \begin{array}{c} j \cr 1 \end{array} a_{j} \right\}.
\]
\[
\times \left( i_{v}^{j, \bar{a}} \right)_{m_1 - m_l \cdots - m_K - m_n},
\]
(4.35)
where the tuple \( \bar{a} \) in the new intertwiner \(\left( i_{v}^{j, \bar{a}} \right)_{m_1 - m_l \cdots - m_K - m_n}^M\) is given by
\[
\bar{a} = (a_2, \ldots, a_{l-1}, a_{l'}, \ldots, a_K', a_{K-1}, \ldots, a_{n-1}).
\]
(4.36)
For special cases of \( J - 1 < I + 1 \) and \( K - 1 < J + 1 \), the final results can be obtained from (4.35) by omitting the corresponding multi-products \( \prod_{l=I+1}^{J} \) and \( \prod_{m=J+1}^{K} \) and summations \( \sum_{l=I+1}^{J} \) and \( \sum_{m=J+1}^{K} \).

The second term in parenthesis of Eq. (4.2) can be calculated similarly to the former one. Here we omit the intermediate steps and directly write down the result as (a complete calculation is also shown in Appendix C)
\[
\hat{q}^{<IJ;JK>}_{IJK} \cdot \left( i_{v}^{j, \bar{a}} \right)_{m_1 - m_l \cdots - m_K - m_n}^M = \sum_{(a_I', \ldots, a_K')_{m_1 - m_l \cdots - m_K - m_n}} (-1)^{a_I + j_I + a_K + j_K} (-1)^{a_I' + j_I'} (-1)^{\sum_{l=I+1}^{J} j_l} (-1)^{\sum_{m=J+1}^{K} j_m} X(j_I, j_J) \frac{1}{2} X(j_J, j_K) \frac{1}{2}
\]
\[
\times \sqrt{2(a_I' + 1)(a_I + 1)} \sqrt{2(a_J' + 1)(a_J + 1)} \left\{ a_{j-1} \begin{array}{c} j \cr 1 \end{array} a_{j} \right\} \left\{ a_{j-1}' \begin{array}{c} j \cr 1 \end{array} a_{j} \right\} \left\{ a_K \begin{array}{c} j_K \cr 1 \end{array} a_{K-1} \right\} \left\{ a_K \begin{array}{c} j_K \cr 1 \end{array} a_{K-1} \right\}
\]
\[
\times \prod_{l=I+1}^{J-1} \sqrt{2(a_l' + 1)(a_l + 1)} (-1)^{a_l' + a_{l+1}} \left\{ j_l \begin{array}{c} j \cr 1 \end{array} a_{l-1}' \right\} \left\{ j_l \begin{array}{c} j \cr 1 \end{array} a_{l-1}' \right\}
\]
\[
\times \prod_{m=J+1}^{K-1} \sqrt{2(a_m' + 1)(a_m + 1)} (-1)^{a_m' + a_{m+1}} \left\{ j_m \begin{array}{c} j \cr 1 \end{array} a_{m-1}' \right\} \left\{ j_m \begin{array}{c} j \cr 1 \end{array} a_{m-1}' \right\}
\]
\[
\times (-1)^{a_I + a_K} \left\{ a_I \begin{array}{c} j_I \cr 1 \end{array} a_{j-1} \right\} \left\{ a_I \begin{array}{c} j_I \cr 1 \end{array} a_{j-1} \right\} \left\{ a_I \begin{array}{c} j_I \cr 1 \end{array} a_{j-1} \right\} \left\{ a_I \begin{array}{c} j_I \cr 1 \end{array} a_{j-1} \right\}
\]
\[
\times \left( i_{v}^{j, \bar{a}} \right)_{m_1 - m_l \cdots - m_K - m_n}^M.
\]
(4.37)
Again, the final results for the special cases of \( J - 1 < I + 1 \) and \( K - 1 < J + 1 \) can be obtained from (4.37) by omitting the corresponding multi-products \( \prod_{l=I+1}^{J} \) and \( \prod_{m=J+1}^{K} \) and summations \( \sum_{l=I+1}^{J} \) and \( \sum_{m=J+1}^{K} \).

Combining the results (4.35) with (4.37), for the case of \( I > 2 \) and \( K < n \), the action of \( \hat{q}^{<IJ;JK>}_{IJK} \) in Eq. (4.2) on the intertwiner can be explicitly written down as
\[
\hat{q}^{<IJ;JK>}_{IJK} \cdot \left( i_{v}^{j, \bar{a}} \right)_{m_1 - m_l \cdots - m_K - m_n}^M = -\frac{1}{4} \sum_{(a_I', \ldots, a_K')_{m_1 - m_l \cdots - m_K - m_n}} (-1)^{a_I + j_I + a_K + j_K} (-1)^{a_I' + j_I'} (-1)^{\sum_{l=I+1}^{J} j_l} (-1)^{\sum_{m=J+1}^{K} j_m} X(j_I, j_J) \frac{1}{2} X(j_J, j_K) \frac{1}{2}
\]
\[
\times \sqrt{2(a_I' + 1)(a_I + 1)} \sqrt{2(a_J' + 1)(a_J + 1)} \left\{ a_{j-1} \begin{array}{c} j \cr 1 \end{array} a_{j} \right\} \left\{ a_{j-1}' \begin{array}{c} j \cr 1 \end{array} a_{j} \right\} \left\{ a_K \begin{array}{c} j_K \cr 1 \end{array} a_{K-1} \right\} \left\{ a_K \begin{array}{c} j_K \cr 1 \end{array} a_{K-1} \right\}
\]
\[
\times \prod_{l=I+1}^{J-1} \sqrt{2(a_l' + 1)(a_l + 1)} (-1)^{a_l' + a_{l+1}} \left\{ j_l \begin{array}{c} j \cr 1 \end{array} a_{l-1}' \right\} \left\{ j_l \begin{array}{c} j \cr 1 \end{array} a_{l-1}' \right\}
\]
\[
\times \prod_{m=J+1}^{K-1} \sqrt{2(a_m' + 1)(a_m + 1)} (-1)^{a_m' + a_{m+1}} \left\{ j_m \begin{array}{c} j \cr 1 \end{array} a_{m-1}' \right\} \left\{ j_m \begin{array}{c} j \cr 1 \end{array} a_{m-1}' \right\}
\]
\[
\times \left\{ a_I \begin{array}{c} j_I \cr 1 \end{array} a_{j-1} \right\} \left\{ a_I \begin{array}{c} j_I \cr 1 \end{array} a_{j-1} \right\} \left\{ a_I \begin{array}{c} j_I \cr 1 \end{array} a_{j-1} \right\} \left\{ a_I \begin{array}{c} j_I \cr 1 \end{array} a_{j-1} \right\}
\]
\[
\times \left( i_{v}^{j, \bar{a}} \right)_{m_1 - m_l \cdots - m_K - m_n}^M.
\]
(4.38)
Again, we expect that the result (4.38) is general and also suitable for the remaining special cases of \( 0 < I \leq 2 \) and \( K = n \) when \( a_{l-1} \) and \( a_K \) do not exist. While \( a_{l-1} \) and \( a_K \) do not exist in the intertwiner, we can 'create' them via (see Appendix B.3 for proof)
\[
\left( \begin{array}{c} \scriptstyle m_I \cr \scriptstyle j_I \end{array} \right) = (1)^{2j_I} \sqrt{2a_0 + 1} \sqrt{2a_1 + 1} \left( \begin{array}{c} \scriptstyle m_I \cr \scriptstyle j_I \end{array} \right)_{a_0 \leq 0, a_1 \leq j_I}.
\]
(4.39)
where \(a_0 \equiv 0, a_1 \equiv j_1\), and \(J\) is relabeled by \(a_n\). Then the intertwiner in (3.14) can be extended as

\[
(i_{\nu}, \bar{a})_{m_1-m_2-m_{d-m_2-n}} \stackrel{M}{=}(1)^{3j} \prod_{i=0}^{n} \sqrt{2a_i + 1} \varepsilon_{j_1 j_2 \cdots j_n}^{a_0 a_1 J} = 0 = \varepsilon_{j_1 j_2 \cdots j_n}^{a_0 a_1 J}.
\]

(4.40)

We are immediately aware to the fact that (4.38) is suitable for these special cases just by taking \(a_0 = 0, a_1 = a'_1 = j_1\), and \(a_n = J\).

Note that the operator \(q_{IJK}\) at \(v\) only changes the intermediate angular momenta \(a_1, \cdots, a_{K-1}\) between \(I\) and \(K\) of the intertwiner \(i_v\), but leaves the magnetic quantum numbers \(m_1, \cdots, m_n, M\) invariant. The matrix elements of \(q_{IJK}\) with respect to two given normalized spin network states \(\langle T_{\gamma,j}^\text{norm}(A)\rangle = \prod_{e \in E(\gamma)} \sqrt{2j_e + 1} T_{\gamma,j}(A)\) read

\[
\langle T_{\gamma,j}^\text{norm}(A) | q_{IJK} \cdot T_{\gamma,j}^\text{norm}(A) \rangle = \delta_{\gamma,j'} \int_{SU(2)^{\|E(\gamma)\|}} \prod_{e \in E(\gamma)} \mu_{\text{H}}(R_{e}) \langle T_{\gamma,j}^\text{norm}(A) | q_{IJK} \cdot T_{\gamma,j}^\text{norm}(A) \rangle
\]

\[
= \delta_{\gamma,j'} \prod_{e \in E(\gamma)} \delta_{\nu,\nu'} \prod_{v \in V(\gamma), v \neq v} \delta_{i_v,i_{v'}} \sum_{m_1-m_n} (i_{\nu}, \bar{a})_{m_1-m_n}^M \langle T_{\gamma,j}^\text{norm}(A) | q_{IJK} \cdot (i_{\nu}, \bar{a})_{m_1-m_n}^M \rangle
\]

\[
= \delta_{\gamma,j'} \prod_{e \in E(\gamma)} \delta_{\nu,\nu'} \prod_{v \in V(\gamma), v \neq v} \delta_{i_v,i_{v'}} \langle \bar{d}; J', M' | q_{IJK}|d; J, M\rangle_{H_{\nu',\nu}^{\gamma,\gamma}} \delta_{J,J'} \delta_{M,M'}
\]

\[
= \delta_{\gamma,j'} \prod_{e \in E(\gamma)} \delta_{\nu,\nu'} \prod_{v \in V(\gamma), v \neq v} \delta_{i_v,i_{v'}} \langle \bar{d}; J', M' | q_{IJK}|d; J, M\rangle_{H_{\nu',\nu}^{\gamma,\gamma}} \delta_{J,J'} \delta_{M,M'}.
\]

(4.41)

where \(\gamma\) is any graph bigger than \(\gamma\) and \(\gamma', |E(\gamma')|\) denotes the number of the edges in \(\gamma\), and \(\mu_{\text{H}}(g)\) is the Haar measure on \(SU(2)\). In the second step of Eq. (4.41), we notice that \(\bar{q}_{IJK}\) at \(v\) only change the intertwiner \(i_v\), and if \(\gamma\) differs from \(\gamma'\), the integration with respect to the Haar measure gives a zero result. In the third step, the integration for the holonomies along the same edges but with different spins yields delta functions and the contractions of the intertwiner with its conjugate. In the forth and fifth steps, we have used the definition (A.33) of the inner product of the intertwiner space \(H_{\nu,\nu}^{\gamma,\gamma}\) associated to \(v\). Thus the general expression (4.38) allows us to uniformly write the matrix elements of \(q_{IJK}\) in the gauge-variant and gauge-invariant intertwiner, corresponding to resulting angular momentum \(J \neq 0\) and \(J = 0\) respectively, as

\[
\langle \bar{d}; J' | q_{IJK}|d; J, M\rangle_{H_{\nu',\nu}^{\gamma,\gamma}} = \sum_{m_1-m_n} (i_{\nu}, \bar{a})_{m_1-m_n}^M \langle T_{\gamma,j}^\text{norm}(A) | q_{IJK} \cdot (i_{\nu}, \bar{a})_{m_1-m_n}^M \rangle
\]

\[
= -\frac{1}{4} \sum_{(a'_1, \cdots, a'_{K-1})} (-1)^{a_2+J+k+a_1-j}(1)^{a_2-a'_1}(-1)^{a_2-a'_1} \sum_{j_{i=1}^{K+1}} \sum_{j_{i=1}^{K+1}} X(j_1, j_2)^2 X(j_1, j_2)^2
\]

\[
\times \sqrt{2a'_1 + 1} (2a'_1 + 1) \sqrt{2a'_1 + 1} (2a'_1 + 1) \left\{ \begin{array}{ccc} a_2 & j_1 & a_1 \\ 1 & a'_1 & j_1 \end{array} \right\} \left\{ \begin{array}{ccc} a_2 & a_1 & j_1 \\ 1 & a'_1 & j_1 \end{array} \right\}
\]

\[
\times \prod_{i=1}^{J+1} \sqrt{2a'_i + 1} (2a'_i + 1) \sum_{a_{m-1}}^{J+1} \left\{ \begin{array}{ccc} j_1 & a_1 & a_1 \\ 1 & a'_1 & a'_1 \end{array} \right\} \left\{ \begin{array}{ccc} j_1 & a_1 & a_1 \\ 1 & a'_1 & a'_1 \end{array} \right\}
\]

\[
\times \prod_{m=J+1}^{K-1} \sqrt{2a'_m + 1} (2a'_m + 1) \sum_{a_{m-1}}^{J+1} \left\{ \begin{array}{ccc} j_1 & a_1 & a_1 \\ 1 & a'_1 & a'_1 \end{array} \right\} \left\{ \begin{array}{ccc} j_1 & a_1 & a_1 \\ 1 & a'_1 & a'_1 \end{array} \right\}
\]

\[
\times \prod_{i=1}^{J+1} \sqrt{2a'_i + 1} (2a'_i + 1) \sum_{a_{m-1}}^{J+1} \left\{ \begin{array}{ccc} j_1 & a_1 & a_1 \\ 1 & a'_1 & a'_1 \end{array} \right\} \left\{ \begin{array}{ccc} j_1 & a_1 & a_1 \\ 1 & a'_1 & a'_1 \end{array} \right\}
\]
\[
\times \sqrt{(2a_1 + 1)(2a_2 + 1)} \sqrt{(2a_1' + 1)(2a_2' + 1)} \left\{ \begin{array}{ccc} a_{i-1} & j_i & a_i \\ 1 & a'_i & j_i \\ a_k & j_k & a_{k-1} \end{array} \right\} \left\{ \begin{array}{ccc} a_{l-1} & j_l & a_l \\ 1 & a'_l & j_l \\ a_m & j_m & a_{m-1} \end{array} \right\} 
\]

\[
\times \prod_{i=L+1}^{J-1} \sqrt{(2a_i + 1)(2a_i + 1)}(-1)^{a_{i-1}+a_i+1} \left\{ \begin{array}{ccc} j_i & a'_{i-1} & a'_i \\ 1 & a_l & a_l \\ j_j & a_{j-1} & a_j \end{array} \right\} 
\]

\[
\times \prod_{m=M+1}^{K-1} \sqrt{(2a_m + 1)(2a_m + 1)}(-1)^{a_{m-1}+a_m+1} \left\{ \begin{array}{ccc} j_m & a'_{m-1} & a'_m \\ 1 & a_m & a_m \\ j_j & a_{j-1} & a_j \end{array} \right\} 
\]

\[
\times \left\{ \begin{array}{c} a_j \\ j_j \\ a_{J-1} \\ a'_{J-1} \\ j_j \\ a_j \\ a_{J-1} \\ j_j \end{array} \right\} \left\{ \begin{array}{c} a_j \\ j_j \\ a_{J-1} \\ a'_{J-1} \\ j_j \\ a_j \\ a_{J-1} \\ j_j \end{array} \right\} - \left\{ \begin{array}{c} a_j \\ j_j \\ a_{J-1} \\ a'_{J-1} \\ j_j \\ a_j \\ a_{J-1} \\ j_j \end{array} \right\} \left\{ \begin{array}{c} a_j \\ j_j \\ a_{J-1} \\ a'_{J-1} \\ j_j \\ a_j \\ a_{J-1} \\ j_j \end{array} \right\}
\]

\[
\times \left\{ \begin{array}{c} \prod_{s=2}^{I-1} \delta_{\Delta',a_1} \\ \prod_{r=1}^{J-1} \delta_{\Delta',a_i} \\ \prod_{s=2}^{K-1} \delta_{\Delta',a_1} \\ \prod_{r=1}^{n} \delta_{\Delta',a_i} \end{array} \right\}, \quad \text{for } I > 2 \text{ and } K < n
\]

\[
\times \left\{ \begin{array}{c} \prod_{s=2}^{I-1} \delta_{\Delta',a_1} \\ \prod_{r=1}^{J-1} \delta_{\Delta',a_i} \\ \prod_{s=2}^{K-1} \delta_{\Delta',a_1} \\ \prod_{r=1}^{n} \delta_{\Delta',a_i} \end{array} \right\}, \quad \text{for } I = 2 \text{ and } K = n
\]

\[
\times \prod_{r=1}^{n} \delta_{\Delta',a_i} \quad \text{for } I < 2 \text{ and } K = n
\]

\[
\times 1, \quad \text{for } I = 2 \text{ and } K = n
\]

where, in the third step, we have used the result (A.76). Note that the multi-products \(\prod_{i=L+1}^{J-1} \prod_{m=M+1}^{K-1}\) and summations \(\sum_{i=L+1}^{J-1}\) and \(\sum_{m=M+1}^{K-1}\) should be omitted for the cases of \(J < I + 2\) and \(K < J + 2\), and we need to set \(a_0 = 0, a_1 = a'_1 = j_1,\) and \(a_n = J\) when \(0 < I < 2\) and \(K = n\), respectively. Under exchange \(a \leftrightarrow a'\), the expression in the square bracket of (4.42) is antisymmetric, while the other terms leave invariant because of the symmetric properties of 6j-symmetry, symmetry of the delta function and the fact that \((-1)^{a_1-a'_1} = (-1)^{a_1'-a_1}\). Hence the matrix elements of \(\hat{q}_{IJK}\) are antisymmetric, i.e.,

\[
\langle \Delta' | \hat{q}_{IJK} | \Delta \rangle = -\langle \Delta | \hat{q}_{IJK} | \Delta' \rangle.
\]

The matrix element formula (4.42) derived in graphical method is the same as the formula obtained from algebraic manipulation for the case of \(I > 1\) and \(J > I + 1\) in [13], although different ways were adopted to deal with the recoupling problem. Moreover, as shown in above discussions, the formula (4.42) is also valid for other cases and hence can be regarded as a general expression.

Finally, we consider some special cases which usually appear. With the following values of 6j-symbols [27],

\[
\begin{align*}
\left\{ \begin{array}{ccc} 0 & b & c \\ d & e & f \end{array} \right\} &= (-1)^{b+c+d} \frac{\delta_{bc,\delta_{e,f}}}{\sqrt{(2b+1)(2c+1)}}, \\
\left\{ \begin{array}{ccc} a & b & c \\ 1 & c & b \end{array} \right\} &= (-1)^{s+1} 2 \left[ b(b+1) + c(c+1) - a(a+1) \right] \frac{X(b,c)}{X(b,c)^{1/2}}, \\
\left\{ \begin{array}{ccc} a & b & c-1 \\ 1 & c & b \end{array} \right\} &= (-1)^s \left[ 2(s+1)(s-2a)(s-2b)(s-2c+1) \right]^{1/2},
\end{align*}
\]

where \(s \equiv a + b + c\), the general matrix element formula (4.42) can be simplified in the following special cases.

(I) \(I = 1, J = 2, K = 3\)

In this case, the general matrix element formula (4.42) reduces to

\[
\langle \Delta' | \hat{q}_{123} | \Delta \rangle = -\frac{1}{4} (-1)^{a_1+a_2+j_1+j_2} X(j_1, j_2, j_3)^{1/2} \times \\
\times \sqrt{(2j_1 + 1)(2j_1 + 1)} \sqrt{(2a'_1 + 1)(2a'_2 + 1)} \left\{ \begin{array}{ccc} 0 & j_1 & j_1 \\ 1 & j_1 & j_1 \end{array} \right\} \left\{ \begin{array}{ccc} a_3 & j_3 & a_2 \\ 1 & a'_2 & j_3 \end{array} \right\} \\
\times \left\{ \begin{array}{ccc} j_1 & j_2 & a_2 \\ 1 & a'_2 & j_2 \end{array} \right\} \left\{ \begin{array}{ccc} a_2 & j_2 & j_1 \\ 1 & j_1 & j_1 \end{array} \right\} \left\{ \begin{array}{ccc} a_2 & j_2 & j_1 \\ 1 & j_1 & j_1 \end{array} \right\} \times \prod_{i=3}^{n-1} \delta_{\Delta',a_i}, \quad \text{for } n > 3
\]

\[
\times \left\{ \begin{array}{ccc} a_3 & j_3 & a_2 \\ 1 & a'_2 & j_3 \end{array} \right\} \times \prod_{i=3}^{n-1} \delta_{\Delta',a_i}, \quad \text{for } n = 3
\]

\[
\times [a'_2(a'_2 + 1) - a_2(a_2 + 1)] \times \prod_{i=3}^{n-1} \delta_{\Delta',a_i}, \quad \text{for } n > 3
\]

\[
\times 1, \quad \text{for } n = 3
\]

(4.47)
where we have used \(a_0 = 0, a_1 = a'_1 = j_1\) for \(I = 1\) in the first step, and (4.44) and (4.45) in the second step. Moreover, we can further simplify the result (4.47), since the triangular conditions on the 6\(j\)-symbols will constrain the values of \(a'\) in (4.47) as

\[
\begin{pmatrix}
a_2 - 1 \\
\end{pmatrix}
\begin{pmatrix}
a_2 \\
a_2 + 1 \\
\end{pmatrix}.
\]

(4.48)

Denoting \(|a_2\rangle \equiv |a_2, a_3, \cdots\rangle\) and \(|a_2 - 1\rangle \equiv |a_2 - 1, a_3, \cdots\rangle\), we get

\[
\begin{align*}
\langle a_2 - 1 | \hat{q}_{123} | a_2 \rangle &= -\frac{1}{2} \left\{ -(1)^{j_1 + j_2 + j_3 + a_2 + a_1 + a_0} X(j_1, j_2, j_3) \right\} \sqrt{2(a_2 - 1)(2a_2 + 1)} \left\{ j_1 \quad j_2 \quad a_2 \atop 1 \quad a_2 - 1 \quad j_3 \right\} \\
&\quad \times [(a_2 - 1)(a_2 - 1 + 1) - a_2(a_2 + 1)] \\
&= -\frac{1}{\sqrt{2(a_2 - 1)(2a_2 + 1)}} \left\{ (j_1 + j_2 + a_2 + 1)(-j_1 + j_2 + a_2)(j_1 + j_2 - a_2 + 1) \right\} \\
&\quad \times [(a_3 + j_2 + a_1 + (a_3 - j_2 + a_2)(a_3 + j_2 - a_2 + 1)] \\
&= -\frac{1}{\sqrt{2(a_2 - 1)(2a_2 + 1)}} \left\{ (j_1 + j_2 + a_2 + 1)(-j_1 + j_2 + a_2)(j_1 + j_2 - a_2 + 1) \right\} \\
&\quad \times [(a_3 + j_3 + a_2 + 1)(a_3 - j_3 + a_2)(a_3 + j_3 - a_2 + 1)]^{1/2},
\end{align*}
\]

(4.49)

where we have used the fact that \((-1)^{2j_1 + 2j_2 + 2a_1}(1)^{2j_1 + 2a_2 + 2a_2} = 1\) due to the triangle condition for \((j_1, j_2, a_2)\) and \((j_3, a_3, a_2)\).

(II) \(I = 1, J = 2, K = 4\)

In this case, the general matrix element formula (4.42) reduces to

\[
\begin{align*}
\langle \tilde{d} | \hat{q}_{123} | \tilde{d} \rangle &= -\frac{1}{4} \left\{ -(1)^{j_1 + j_2 + j_3 + \tilde{a}_1 + \tilde{a}_2} X(j_1, j_2, j_3) \right\} \sqrt{2(a_2 + 1)(2a_2 + 1)} \left\{ j_1 \quad j_2 \quad j_3 \atop 1 \quad 1 \quad a_2 \right\} \\
&\quad \times (2j_1 + 1) \sqrt{2(a_2 + 1)(2a_2 + 1)} \left\{ a_4 \quad j_4 \quad a_3 \atop 1 \quad a_3 \quad a_2 \right\} \\
&\quad \times [(j_1 + j_2 + a_2 + 1)(-j_1 + j_2 + a_2)(j_1 + j_2 - a_2 + 1) \right\} \\
&\quad \times [(a_3 + j_1 + a_2 + 1)(a_3 - j_1 + a_2)(a_3 + j_1 - a_2 + 1)]^{1/2} \\
&\quad \times [(j_1 + j_2 + a_2 + 1)(-j_1 + j_2 + a_2)(j_1 + j_2 - a_2 + 1) \right\} \\
&\quad \times [(a_3 + j_3 + a_2 + 1)(a_3 - j_3 + a_2)(a_3 + j_3 - a_2 + 1)]^{1/2},
\end{align*}
\]

(4.50)

where we have used \(a_0 = 0, a_1 = a'_1 = j_1\) for \(I = 1\) in the first step, (4.44) and (4.45) in the second step, and the fact that \(a_2 + a'_2 \in \mathbb{N} \Rightarrow (-1)^{a_2 + a'_2 + 1} = 1\) in the last step.

(III) \(I = 1, J = 3, K = 4\)

In this case, the general matrix element formula (4.42) reduces to

\[
\begin{align*}
\langle \tilde{d} | \hat{q}_{134} | \tilde{d} \rangle &= -\frac{1}{4} \left\{ -(1)^{j_1 + j_2 + j_3 + \tilde{a}_1 + \tilde{a}_2} X(j_1, j_2, j_3) \right\} \sqrt{2(a_2 + 1)(2a_3 + 1)} \left\{ j_1 \quad j_2 \quad j_3 \atop 1 \quad 1 \quad a_3 \right\} \\
&\quad \times (2j_1 + 1) \sqrt{2(a_2 + 1)(2a_3 + 1)} \left\{ a_4 \quad j_4 \quad a_3 \atop 1 \quad a_3 \quad a_2 \right\} \\
&\quad \times \left\{ (a_3 + j_1 + a_2 + 1)(a_3 - j_1 + a_2)(a_3 + j_1 - a_2 + 1) \right\} \\
&\quad \times [(a_3 + j_3 + a_2 + 1)(a_3 - j_3 + a_2)(a_3 + j_3 - a_2 + 1)]^{1/2} \\
&\quad \times [(j_1 + j_2 + a_2 + 1)(-j_1 + j_2 + a_2)(j_1 + j_2 - a_2 + 1) \right\} \\
&\quad \times [(a_3 + j_3 + a_2 + 1)(a_3 - j_3 + a_2)(a_3 + j_3 - a_2 + 1)]^{1/2},
\end{align*}
\]

(4.51)

where we have used \(a_0 = 0, a_1 = a'_1 = j_1\) for \(I = 1\) in the first step, (4.44) and (4.45) in the second step, and the fact that \(a_2 + a'_2 \in \mathbb{N} \Rightarrow (-1)^{a_2 + a'_2 + 1} = 1\) in the last step.
\[ -\frac{1}{4}(-1)^{j_1+j_2+j_3+a_1}X(j_1, j_2) X(j_3, j_4) \sqrt{(2a_2'+1)(2a_2+1)} \sqrt{(2a_3'+1)(2a_3+1)} \times \left\{ j_2 \begin{array}{c} j_1 \end{array} a_2' \begin{array}{c} a_1 \end{array} \right\} \left\{ a_3 \begin{array}{c} j_3 \end{array} a_4' \begin{array}{c} j_4 \end{array} \right\} \times \left\{ \begin{array}{c} a_3' \begin{array}{c} a_2 \end{array} \end{array} \begin{array}{c} a_1' \end{array} \right\} \left\{ j_3' \begin{array}{c} j_2' \end{array} a_4' \begin{array}{c} j_1' \end{array} \right\} \right. \]

where \( a_0 = 0 \) and \( a_1 = a_1' = j_1 \) have been used in the first step, and the 6j-symbol in Eq. (4.44) has been used in the second step.

(IV) \( I = 2, J = 3, K = 4 \)

In this case, we have \( a_{I-1} = a_I = j_1 \). Then the general matrix element formula (4.42) reduces to

\[
\langle \bar{d}'|q_{234}|d \rangle = -\frac{1}{4}(-1)^{j_1+j_2+j_3+a_1}(-1)^{a_2-a_2'}X(j_2, j_3) X(j_3, j_4) \times \sqrt{(2a_2'+1)(2a_2+1)} \sqrt{(2a_3'+1)(2a_3+1)} \}
\]

\[
\times \left\{ j_2 \begin{array}{c} j_1 \end{array} a_2' \begin{array}{c} a_1 \end{array} \right\} \left\{ a_3 \begin{array}{c} j_3 \end{array} a_4' \begin{array}{c} j_4 \end{array} \right\} \times \left\{ a_3' \begin{array}{c} a_2 \end{array} \right\} \left\{ j_3' \begin{array}{c} j_2' \end{array} a_4' \begin{array}{c} j_1' \end{array} \right\} \right. \]

\[
= (-1)^{a_2-a_2'}X(j_2, j_3) X(j_3, j_4) \times \left\{ j_2 \begin{array}{c} j_1 \end{array} a_2' \begin{array}{c} a_1 \end{array} \right\} \left\{ a_3 \begin{array}{c} j_3 \end{array} a_4' \begin{array}{c} j_4 \end{array} \right\} \times \left\{ a_3' \begin{array}{c} a_2 \end{array} \right\} \left\{ j_3' \begin{array}{c} j_2' \end{array} a_4' \begin{array}{c} j_1' \end{array} \right\} \right. \]

\[
= (-1)^{a_2-a_2'} \frac{X(j_2, j_3) X(j_3, j_4)}{X(j_1, j_3)^2} \langle \bar{d}'|q_{134}|d \rangle. \] (4.53)

### 5 Summary and discussion

In the previous sections, the graphical method developed by Yutsis and Brink and their extensions, which suit the requirement of representing the holonomies and the intertwiners, are introduced to LQG. We firstly represent the algebraic formula by its corresponding graphical formula in an unique and unambiguous way. Then the matrix elements of the operator \( \hat{q}_{IJK} \), which is the basic building block of the volume operator, are calculated via the simple rules of transforming graphs. Note that the calculations that we did by the graphical method can also be performed by conventional algebraic techniques. Also, to every graphical reduction, there is a corresponding algebraic reduction because of the correspondence between the graphical and algebraic formulae. However, it is obvious that our graphical method is more concise, intuitive and visual.

Note that in our graphical representation, a gauge-invariant intertwiner associated to a vertex \( v \) of a standard graph at which \( n \) edges with spin \( j_1, \cdots, j_n \) incident is represented by

\[
|v \rangle = \prod_{i=2}^{n-1} \sqrt{2a_i+1} |a_i \rangle_{a_i \cdots a_{i-1}}. \] (5.1)

Taking account of Eqs. (A.43) and (A.50), the formula (5.1) is equal to \((-1)^{j_0} \) times of the formula

\[
\prod_{i=2}^{n-2} \sqrt{2a_i+1} |a_i \rangle_{a_i \cdots a_{i-1}}. \] (5.2)

Since the only difference between (5.2) and (5.1) is a factor \((-1)^{j_0} \), the formula (5.2) is also used to represent the gauge-invariant intertwiner in literatures.

Let us compare our calculation with those existing in literature. The operator \( \hat{q}_{IJK} \) can be represented by the following three forms [111]

\[
\hat{q}_{IJK} := -4i \epsilon_{ijk} J_i J_i' J_k J_k' = 4 \left[ (J_i + J_i')^2, (J_i + J_i')^2 \right] = \left[ (J_i + J_i')^2, (J_i + J_i')^2 \right]. \] (5.3)

The first and the third forms (equalities) of the expression (5.3) were adopted as the starting points respectively in [12] and in [11, 13], and their matrix elements are calculated by graphical and algebraic methods respectively. In this paper, we considered the second expression (equality) of \( \hat{q}_{IJK} \) and derived its matrix elements by the graphical method introduced in section 3. In [12], to compute the closed formula, Pietri and Rovelli adopted the graphical Penrose binor calculus and tangle-theoretic recoupling
theory to deal with recoupling problems in the gauge-invariant context. However the rules of transforming graphs were not shown in [12]. So it is not obvious whether the rules uniquely correspond to the algebraic manipulation of formula. Note that the idea in [12] to employ the first equality of (5.3) to calculate the volume operator can also be carried out by our unique and unambiguous rule of graphical calculation. From (3.5), we have

$$\hat{q}_{IJK} \cdot (i^{J^I}_v a_1 a_2 a_3 a_4) = -4i\epsilon_{ijk} J^I_j J^I_k \epsilon_{ab} : (i^{J^I}_v a_1 a_2 a_3 a_4) = (i^{J^I}_v a_1 a_2 a_3 a_4) = \epsilon_{ijk} [\pi_i(v) \pi_j(v) \pi_k(v)]_{m_1} [\pi_i(v) \pi_j(v) \pi_k(v)]_{m_2} \cdot \ldots$$

where, in the last step, we have used the following identity (see Appendix B.4 for proof)

$$\epsilon_{ijk} [\pi_i(v) \pi_j(v) \pi_k(v)]_{m_1} [\pi_i(v) \pi_j(v) \pi_k(v)]_{m_2} = -4i\epsilon_{ijk} [\pi_i(v) \pi_j(v) \pi_k(v)]_{m_1} [\pi_i(v) \pi_j(v) \pi_k(v)]_{m_2} \cdot \ldots$$

Note that here one has $\epsilon_{101} = 1$ (see also Appendix B.4 for proof). Notice that both $[\pi_i(v) \pi_j(v)]_{m_1}$ and $\epsilon_{ijk}$ (given by a special 3-j-symbol) in Eq. (5.4) have corresponding graphical representations. The action of $\hat{q}_{IJK}$, corresponding to (5.4), on an intertwiner is given by

$$\hat{q}_{IJK} \cdot \prod_{i=2}^{n-1} \sqrt{2a_i + 1} \sqrt{2J + 1} = -\sqrt{6} X(j_1, j_2, j_k) \prod_{i=2}^{n-1} \sqrt{2a_i + 1} \sqrt{2J + 1}$$

where $X(j_1, j_2, j_k) = 2j_1(2j_1 + 1)(2j_2 + 1)(2j_j + 1)(2j_k + 1)(2j_k + 2)$. The derivation of the action of $\hat{q}_{IJK}$ on the intertwiner in the graphical method is to remove the three curves with spin 1 in (5.7) by using the previous rules of transforming graphs. The identities in Eqs. (4.10), (4.11), (4.13) and (4.14) enable us to reduce the graphical formula (5.7) as

$$\sum_{a, a', a'', a'''} F(a, a', a'', a''')$$

where the factor $F(a, a', a'', a''')$ involves the intermediate momenta $a, a', a''$ and $a'''$ in the intertwiner. By the following graphical identity

$$\delta_{a', a''} = \frac{2a' + 1}{2a_j + 1}$$

we can remove the three curves with spin 1 and obtain the final result, which coincides with (4.38). The closed formula of the volume operator was also derived by Brunnemann and Thiemann in [11, 13] using the algebraic techniques. The derivation process in [11, 13] is rigorous but rather abstract and awkward. Our graphical method is convenient and visual, and our result
(4.42) coincide with the formula derived by the algebraic calculation for the case of \( I > 1 \) and \( I > I + 1 \) in [13]. Moreover, our analysis shows that the formula (4.42) is also valid for other cases and hence can be regarded as a general expression.

In principle, the matrix elements of \( \hat{q}_{IJK} \) in Eq. (4.42) enable us finally write down the action of the volume operator on the spin network states. We denote

\[
\hat{q}_v = \frac{i \hbar^3}{8 \times 4} \sum_{I < J < K, e_I \neq e_J \neq e_K} \mathcal{S}(e_I, e_J, e_K) \hat{q}_{IJK}.
\]  

(5.10)

With the matrix elements of \( \hat{q}_{IJK} \), we can get the eigenvalues and corresponding eigenstates of \( \hat{q}_v \) as

\[
\hat{q}_v |\lambda_{\hat{q}_v}\rangle = \lambda_{\hat{q}_v} |\lambda_{\hat{q}_v}\rangle.
\]  

(5.11)

Then we can write down the action of \( \hat{V}_v \) on the intertwiner \( |i_v\rangle \) associated to \( v \) as

\[
\hat{V}_v |i_v\rangle = \sqrt{\hat{q}_v} |i_v\rangle = \sum_{\lambda_{\hat{q}_v}} \sqrt{\hat{q}_v} |\lambda_{\hat{q}_v}\rangle \langle \lambda_{\hat{q}_v} |i_v\rangle = \sum_{\lambda_{\hat{q}_v}} \left( \sqrt{\lambda_{\hat{q}_v} \langle \lambda_{\hat{q}_v} |i_v\rangle} \right) |\lambda_{\hat{q}_v}\rangle.
\]  

(5.12)

However, when the dimension of the intertwiner space associated to \( v \) is bigger than nine, we cannot diagonalize \( \hat{q}_v \) analytically. This prevents us from explicitly writing down the whole formula for the action of \( \hat{V}_v \).
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Appendix A Elements of graphical representation and calculation

A.1 Representations of SU(2), Clebsch-Gordan decomposition, and the intertwiner

To every non-negative integer or half-integer \( j \) (i.e., for \( j = 0, \frac{1}{2}, 1, \frac{3}{2}, \cdots \)), there exists an irreducible representation \( \pi_j \) of \( SU(2) \), specified by \( j \), on a Hilbert space \( \mathcal{H}_j \) with dimension \( 2j + 1 \). The orthonormal basis of \( \mathcal{H}_j \) may be denoted by \( \{|j m\}\) in Dirac’s notation, where \( m = -j, -j + 1, \cdots, j \). Given two irreducible representations \( \pi_{j_1} \) and \( \pi_{j_2} \) of \( SU(2) \) on \( \mathcal{H}_{j_1} \) and \( \mathcal{H}_{j_2} \), the tensor product representation \( \pi_{j_1} \otimes \pi_{j_2} \) on \( \mathcal{H}_{j_1} \otimes \mathcal{H}_{j_2} \) is \((2j_1 + 1)(2j_2 + 1)\)-dimensional reducible representation of \( SU(2) \). Clebsch-Gordan theorem tells us that the representation \( \pi_{j_1} \otimes \pi_{j_2} \) can be decomposed into a direct sum of irreducible representations \( \pi_J \) on \( \mathcal{H}_J \), where \( J \in \{ |j_1 - j_2|, \cdots, j_1 + j_2 \} \), formally,

\[
I_{j_1 j_2} \left( \pi_{j_1}(g) \otimes \pi_{j_2}(g) \right)(I_{j_1 j_2})^{-1} = \bigoplus_{J=|j_1-j_2|}^{j_1+j_2} \pi_J(g), \quad \forall g \in SU(2),
\]  

(A.1)

where \( I_{j_1 j_2} \) is called the intertwining operator in representation theory of groups [33]. Given bases \( e_{m_1}^{(j_1)} \otimes e_{m_2}^{(j_2)} \in \mathcal{H}_{j_1} \otimes \mathcal{H}_{j_2} \) (or \( |j_1 m_1 \rangle \otimes |j_2 m_2 \rangle \in \mathcal{H}_{j_1} \otimes \mathcal{H}_{j_2} \)) and \( e_{m_1}^{(j_1)} \otimes e_{m_2}^{(j_2)} \in \mathcal{H}_{j_1} \otimes \mathcal{H}_{j_2} \) (or \( |j_1 m_1 \rangle \otimes |j_2 m_2 \rangle \in \mathcal{H}_{j_1} \otimes \mathcal{H}_{j_2} \)) of the components of \( I_{j_1 j_2} \), as matrix elements, are given by

\[
\begin{align*}
(I_{j_1 j_2})_{m_1 m_2}^{JM} &= \epsilon_{J}^{(M)} \epsilon_{m_1}^{(j_1)} \epsilon_{m_2}^{(j_2)} \mathcal{H}_{j_1} \otimes \mathcal{H}_{j_2} = \epsilon_{m_1}^{(j_1)} \epsilon_{m_2}^{(j_2)} \mathcal{H}_{j_1} \otimes \mathcal{H}_{j_2}, \\
\end{align*}

\]  

(A.2)

where \( \epsilon_{J}^{(M)} \) is the dual basis or the basis of \( \mathcal{H}_{j_1} \). \( I_{j_1 j_2} \) is called the complex conjugates of the Clebsch-Gordan coefficients (CGCs) or the intertwiners. In matrix form, the row and column indices of \( I_{j_1 j_2} \) are denoted by the latter (upper) and former (down) indices \( JM \) and \( m_1 m_2 \) respectively. Our convention enables us to regard \( I_{j_1 j_2} \) as components of the intertwiner tensor whose indices can be lowered and raised by a “metric” which will be introduced by (A.7).

The representation \( \pi_j \) of \( SU(2) \) on \( \mathcal{H}_j \) induces a conjugate representation \( \pi_j^\ast \) of \( SU(2) \) on \( \mathcal{H}_j \) via

\[
\pi(g) e_{j}^{n} \cdot (\pi(g) e_{j}^{n})^\ast = e_{j}^{n} \pi(g^{-1}) e_{j}^{n},
\]  

(A.3)
where \( \{e_{(j)}^m\} \) is the orthogonal basis of \( \mathcal{H}_J^* \). Furthermore, the irreducible and unitary properties of \( \pi_J \) are preserved to its conjugate representation \( \pi_J^* \). If the representation \( \pi_J \) is unitary, there exists an unitary operator \( C^{(j)} : \mathcal{H}_J \to \mathcal{H}_J^* \), such that [28]

\[
C^{(j)} \pi_J(g) = \pi_J(g)^\ast C^{(j)} \quad \Leftrightarrow \quad C^{(j)} \pi_J(g) C^{(j)-1} = \pi_J(g)^\ast.
\]

(A.4)

The operator \( C^{(j)} \) in fact defines an isomorphism between \( \mathcal{H}_J \) and \( \mathcal{H}_J^* \) by

\[
e_{(j)}^m = C_{mn}^{(j)} e_{(j)}^{m'}, \quad \text{or} \quad |jm\rangle = C_{mn}^{(j)} |jm'\rangle^\ast,
\]

(A.5)

\[
e_{(j)}^{m'} = C_{mn}^{(j)} e_{(j)}^m, \quad \text{or} \quad |jm\rangle^\ast = C_{mn}^{(j)} |jm'\rangle.
\]

(A.6)

where \( C_{mn}^{(j)} \equiv (C^{(j)-1})_{mn} \). The operator \( C^{(j)} \) and its inverse \( C^{(j)-1} \) play an important role also in quantum field theories, whose components in the bases of \( \mathcal{H}_J \) and \( \mathcal{H}_J^* \) are given by [28]

\[
C_{mn}^{(j)} \equiv (C^{(j)-1})_{mn} := (-1)^{j-n} \delta_{m,-n} = (-1)^{j+n} \delta_{m,-n},
\]

(A.7)

\[
C_{mn}^{(j)} \equiv (C^{(j)-1})_{mn} := (-1)^{j-m} \delta_{m,-n} = (-1)^{j+m} \delta_{m,-n}.
\]

(A.8)

satisfying

\[
C_{mn}^{(j)} C_{mn'}^{(j)} = C_{m'n}^{(j)} C_{nm}^{(j)} = \delta_{m',m},
\]

(A.9)

\[
C_{mn}^{(j)} C_{m'n}^{(j)} = C_{mn}^{(j)} C_{m'n}^{(j)} = (-1)^{j} \delta_{m',m}.
\]

(A.10)

Obviously, \( C_{mn}^{(j)} \) and \( C_{mn}^{(j)} \) satisfy

\[
C_{m'n}^{(j)} \pi_J(g)^{m'n}_{\ast} C_{mn}^{(j)} = [\pi_J(g)^{\ast}]_{m'n}.
\]

(A.12)

The fact that the representation \( \pi_J \) is unitary implies

\[
\pi_J(g)^\ast = \pi_J(g)^{-1} = \pi_J(g^{-1}).
\]

(A.13)

Hence

\[
[\pi_J(g^{-1})]^m_n = [\pi_J(g)^{-1}]^m_n = [\pi_J(g)]^m_n = [\pi_J(g)]^m_n = C_{mn}^{(j)} [\pi_J(g)]^m_n C_{mn}^{(j)},
\]

(A.14)

where the overline denotes complex conjugation, and we have used (A.3) and (A.12) in the last two steps. By the map \( C^{(j)} \) we can define a natural inner product on \( \mathcal{H}_J^* \) as

\[
(C^{(j)} f, C^{(j)} g)_{\mathcal{H}_J^*} : = (f, g)_{\mathcal{H}_J}, \quad \forall f, g \in \mathcal{H}_J.
\]

(A.15)

Then the base transformation \( I_{JJ}^{(j)} \) in \( \mathcal{H}_J \otimes \mathcal{H}_J \) induces the base transformation \( I_{JJ}^{(j)} \) in \( \mathcal{H}_J^* \otimes \mathcal{H}_J^* \) by

\[
(I_{jj}^{(j)})_{m_1, m_2}^{J M} = \sum_{m_1', m_2'} C_{mm'}^{(j)} C_{m'm}^{(j)} (I_{jj}^{(j)})_{m_1' m_2'}^{J M} C_{M M'}^{(j)}.
\]

(A.16)

For given \( j_1, j_2 \) and \( J \), we denote \( (I_{jj}^{(j)})_{m_1, m_2}^{J M} \) which projects the bases \( e_{(j_1)}^{m_1} \otimes e_{(j_2)}^{m_2} \) of \( \mathcal{H}_J \otimes \mathcal{H}_J^* \) onto \( e_{(j)}^{M} \) of \( \mathcal{H}_J \subset \mathcal{H}_J \otimes \mathcal{H}_J^* \). The corresponding matrix elements of representations \( \pi_{j_1} \otimes \pi_{j_2} \) and \( \pi_J \) in the two bases, respectively, are related to each other by the so-called Clebsch-Gordan series

\[
\sum_{m_1, m_2, n_1, n_2} (I_{jj}^{(j)})_{m_1, m_2}^{J M} [\pi_{j_1}(g)]_{m_1 n_1}^{m_2} [\pi_{j_2}(g)]_{m_1 n_2}^{m_2} (I_{jj}^{(j)} g)^{-1})_{n_1 n_2}^{m_1 m_2} = [\pi_J(g)]_{M}^{N}.
\]

(A.17)
Now let us consider the decomposition of the tensor product $\pi_j \otimes \cdots \otimes \pi_{j_n}$ of irreducible representations of $SU(2)$ for $n > 2$. The composition involves $n - 1$ decompositions of the tensor products of two representations as (A.1) and the choice of the decomposition schemes. Denote $a_i (i = 2, \cdots, n)$ the irreducible representations that appeared in the $i$-th decomposition for a given scheme. In what follows, we consider the standard scheme where we firstly decompose $\pi_j \otimes \pi_{j_i}$ into $\bigoplus \pi_{a_i}$, and then decompose $\pi_{a_i} \otimes \pi_{j_i} \cdots \pi_{a_2} \otimes \pi_{a_1}$, and so on. We also denote $\bar{d} \equiv (a_2, \cdots, a_{n-1})$. For given $j_1 \cdots j_n$, allowable $J$, and compatible vector $\bar{d} \equiv (a_2, \cdots, a_{n-1})$, the corresponding Clebsch-Gordan series read

$$
\sum_{m_1, \cdots, m_n, m_{1, \cdots, n}} \left( I_{j_i-j_j'} \right)_{m_1 \cdots m_n}^M \left[ \pi_{j_i}(g) \right]_{m_1}^{m_{a_1}} \cdots \left[ \pi_{j_j}(g) \right]_{m_{n-1}}^{m_{a_{n-1}}} \left( I_{j_j-j_{j_i}} \right)^{-1}_{n_i-n_{a_n}} = [\pi_J(g)]^M_N, \quad (A.18)
$$

where

$$
(I_{j_i-j_j'})_{m_1 \cdots m_n}^M \equiv (I_{j_i-j_j'})_{m_1 \cdots m_n}^{JM} \equiv \sum_{k_2, k_{n-1}} \left( I_{j_j-j_{j_i}} \right)^{a_2 k_2} \cdots \left( I_{a_{n-1}-j_{a_n}} \right)^{-1}_{k_{n-1}} = \sum_{k_2, k_{n-1}} \langle a_2 k_2 | j_1 m_1 j_2 m_2 \rangle (a_3 k_3 | a_2 k_2 j_3 m_3) \cdots \langle J M | a_n | k_{n-1} j_{a_n} m_n \rangle. \quad (A.19)
$$

are the general CGCs, the intertwiners, and often rewritten in quantum mechanics in the form

$$
\langle J M; \bar{d} j_1 m_1 j_2 m_2 \cdots j_{a_n} m_n \rangle = \sum_{k_2, k_{n-1}} \langle a_2 k_2 | j_1 m_1 j_2 m_2 \rangle (a_3 k_3 | a_2 k_2 j_3 m_3) \cdots \langle J M | a_n | k_{n-1} j_{a_n} m_n \rangle. \quad (A.20)
$$

It is easy to generalize the above results to the decomposition of the tensor product $\pi_j \otimes \cdots \otimes \pi_{j_n}(g) \otimes \pi_{j_{n+1}}(g)^{-1} \otimes \cdots \otimes \pi_{j_k}(g)^{-1}$ of $k$ representations and $n - k$ inverse of representations into a direct sum of irreducible representations $\pi_J$ on $\mathcal{H}_J$. The corresponding Clebsch-Gordan series read

$$
\sum_{m_1, \cdots, m_n} \left( I_{j_i-j_j'} \right)_{m_1 \cdots m_n}^{m_{a_1}, \cdots, m_{a_n} M} \left[ \pi_{j_i}(g) \right]_{m_1}^{m_{a_1}} \cdots \left[ \pi_{j_j}(g) \right]_{m_{n-1}}^{m_{a_{n-1}}} \left( I_{j_j-j_{j_i}} \right)^{-1}_{N_{m_{a_n}-m_{m_n}}} = [\pi_J(g)]^M_N, \quad (A.21)
$$

where

$$
(I_{j_i-j_j'})_{m_1 \cdots m_n}^M \equiv (I_{j_i-j_j'})_{m_1 \cdots m_n}^{JM} C_{(j_{a_1})}^{m_{a_1} m_{a_1}} \cdots C_{(j_{a_n})}^{m_{a_n} m_{a_n}}. \quad (A.22)
$$

Eq. (A.21) can be written as

$$
\sum_{m_1, \cdots, m_n} \left[ \pi_{j_i}(g)^{-1} \right]^{m_{a_1}}_{m_1} \cdots \left[ \pi_{j_j}(g)^{-1} \right]^{m_{a_{n-1}}}_{m_{n-1}} \left( I_{j_i-j_j'} \right)^{-1}_{m_1 \cdots m_n} \left[ \pi_{j_j}(g) \right]_{m_1}^{m_{a_1}} \cdots \left[ \pi_{j_j}(g) \right]_{m_{n-1}}^{m_{a_{n-1}}} \left( I_{j_j-j_{j_i}} \right)^{-1}_{m_{n-1}-m_n} = \sum_{N} [\pi_J(g)]^N \left( I_{j_i-j_j'} \right)^{-1}_{m_1 \cdots m_n} \left( I_{j_j-j_{j_i}} \right)^{-1}_{m_{n-1}-m_n}, \quad (A.23)
$$

which, in the case of $J = 0$, reduces to

$$
\sum_{m_1, \cdots, m_n} \left[ \pi_{j_j}(g)^{-1} \right]^{m_{a_1}}_{m_1} \cdots \left[ \pi_{j_j}(g)^{-1} \right]^{m_{a_{n-1}}}_{m_{n-1}} \left( I_{j_i-j_j'} \right)^{-1}_{m_1 \cdots m_n} \left[ \pi_{j_j}(g) \right]_{m_1}^{m_{a_1}} \cdots \left[ \pi_{j_j}(g) \right]_{m_{n-1}}^{m_{a_{n-1}}} \left( I_{j_j-j_{j_i}} \right)^{-1}_{m_{n-1}-m_n} = \left( I_{j_i-j_j'} \right)^{-1}_{m_1 \cdots m_n}, \quad (A.24)
$$

Hence the tensor $\left( I_{j_i-j_j'} \right)^{-1}_{m_1 \cdots m_n}$ is also called the invariant tensor. For the convenience of graphical representation, we introduce

$$
\left( I_{j_i-j_j'} \right)^{-1}_{m_1 \cdots m_n} = (-1)^{i_1 + \sum_{j, j_i} \iota J} \left( I_{j_i-j_j'} \right)^{-1}_{m_1 \cdots m_n} = (-1)^{i_1 + \sum_{j, j_i} \iota J} \langle J M; \bar{d} j_1 m_1 j_2 m_2 \cdots j_{a_n} m_n \rangle. \quad (A.25)
$$

Notice that the factor $(-1)^{i_1 + \sum_{j, j_i} \iota J}$ in Eq. (A.25) involves only the spins $j_1, \cdots, j_n$ and $J$, not the intermediate momenta $a_1, \cdots, a_{n-1}$. From now on, the intertwiners refer in particular to $I^{-1}_{j_i-j_j'}$. The Clebsch-Gordan series (A.18) can be written in terms of $I^{-1}_{j_i-j_j'}$ as

$$
\sum_{m_1, \cdots, m_n, m_{1, \cdots, n}} \left( I_{j_i-j_j'} \right)^{-1}_{m_1 \cdots m_n} \left[ \pi_{j_i}(g) \right]_{m_1}^{m_{a_1}} \cdots \left[ \pi_{j_j}(g) \right]_{m_{n-1}}^{m_{a_{n-1}}} \left( I_{j_j-j_{j_i}} \right)^{-1}_{n_i-n_{a_n}} = [\pi_J(g)]^M_N, \quad (A.26)
$$

and its inverse reads

$$
\left[ \pi_{j_i}(g) \right]_{m_1}^{m_{a_1}} \cdots \left[ \pi_{j_j}(g) \right]_{m_{n-1}}^{m_{a_{n-1}}} = \sum_{J M N} \left( I_{j_i-j_j'} \right)^{-1}_{M_{n_i-n_{a_n}}} \left[ \pi_{j_i}(g) \right]_{M_{m_1-m_{a_1}}} \left[ \pi_{j_i}(g) \right]_{M_{m_{n-1}-m_{a_{n-1}}}}. \quad (A.27)
$$
In the special case of \( n = 2 \), the Clebsch-Gordan series read
\[
[\pi_j(g)]^m_1 [\pi_j(g)]^m_2 = \sum_{J,M,N} (i^{J\rightarrow J}_j)^{-1}_M \left[ i^{J\rightarrow J}_j \right]_N^M (i^{J\rightarrow J}_j)^{m_1 m_2}_N^M.
\]  
(A.28)

The fact that the operator \( i^{J\rightarrow J}_j \) is unitary and its matrix elements take real numbers results in
\[
\left( (i^{J\rightarrow J}_j)^{-1}_M \right) m_{1-m_a} = \left( (i^{J\rightarrow J}_j)^{M} \right) m_{1-m_a} = \left( (i^{J\rightarrow J}_j)_{m_{1-m_a}}^M \right).
\]  
(A.29)

Similarly, the relation (A.16) can be generalized as
\[
\left[ (i^{J\rightarrow J}_j)_{m_{1-m_a}}^M \right] = \sum_{M'} C_{m_{1-n_a}}^{m_{1-m_a}} C_{m_{n-1-n_a}}^{m_{1-m_a}} \left[ (i^{J\rightarrow J}_j)_{m_{1-m_a}}^{M'} \right] = \left( (i^{J\rightarrow J}_j)_{m_{1-m_a}}^M \right),
\]  
(A.30)

which shows that the GCG is real (see Eq. (A.75) for proof with graphical method). Moreover, the Clebsch-Gordan series (A.21) for the general case can also be written in terms of \( i^{J\rightarrow J}_j \) as
\[
\sum_{m_{1-n_a}^N} \left( (i^{J\rightarrow J}_j)_{m_{1-m_a}}^M \right) [\pi_j(g)]^m_1 \cdots [\pi_j(g)]^m_2 \cdot [\pi_j(g)]^{n_a} \cdot [\pi_j(g)]^{m_1} \cdot [\pi_j(g)]^{m_{n-a}}_M = [\pi_j(g)]^M_N,
\]  
(A.31)

where
\[
\left( (i^{J\rightarrow J}_j)_{m_{1-m_a}}^M \right) = \left( (i^{J\rightarrow J}_j)_{m_{1-n_a}}^{M'} \right) C_{m_{n-1-n_a}}^{m_{1-m_a}} C_{m_{n-1-n_a}}^{m_{1-n_a}}.
\]  
(A.32)

Given \( n \) angular momenta \( j_1, \ldots, j_n \), the intertwiner space \( \mathcal{H}_{j_1, \ldots, j_n} \) consists of the intertwiners \( (i^{J\rightarrow J}_j)_{m_{1-m_a}}^M \) with the following inner product
\[
(\langle \vec{d}'; J', M'; \vec{d}, J, M \rangle)_{\mathcal{H}_{j_1, \ldots, j_n}} = \sum_{m_{1-m_a}} \left( (i^{J\rightarrow J}_j)_{m_{1-m_a}}^{M'} \right) \left( (i^{J\rightarrow J}_j)_{m_{1-m_a}}^M \right) \delta_{m_{1-m_a}} = \sum_{m_{1-m_a}} \left( (i^{J\rightarrow J}_j)_{m_{1-m_a}}^{M'} \right) \left( (i^{J\rightarrow J}_j)_{m_{1-m_a}}^M \right) \delta_{m_{1-m_a}} = \delta_{J', J} \delta_{M', M} \delta_{\vec{d}', \vec{d}},
\]  
(A.33)

where the last step can be arrived by two ways. The first one is to use the fact that the matrix \( (i^{J\rightarrow J}_j)_{m_{1-m_a}}^M \) is unitary. The second one will be shown in Eq. (A.76).

### A.2 The basic components of the graphical representation and simple rules of transforming graphs

In this subsection, we introduce the basic components of the graphical representation and simple rules of transforming graphs [20]. A graphical representation for the matrix elements of irreducible representations of \( SU(2) \) is also proposed. A graphical representation is a correspondence between graphical and algebraic formulae. Each term in an algebraic formula is represented by a component of an appropriate graph in a unique and unambiguous way.

The Wigner 3\( j \)-symbol is associated with the coupling of three angular momenta to give zero resultant. The 3\( j \)-symbol has simple symmetric properties and hence is easier to be handled than the CGC. The 3\( j \)-symbol is defined in terms of the CGC by \[34, 28, 27\]
\[
\begin{pmatrix} j_1 & j_2 & j_3 \\ m_1 & m_2 & m_3 \end{pmatrix} = (\ldots)^{j_1 + j_3 + j_3 + j_1 + j_2 + j_3} (\ldots)^{j_1 + j_2 + j_3} (\ldots)^{j_1 + j_2 + j_3} = (\ldots)^{j_1 + m_1 + m_2 + m_3} (\ldots)^{j_1 + j_2 + j_3} (\ldots)^{j_1 + j_2 + j_3}.
\]  
(A.34)

The 3\( j \)-symbol takes non-vanishing value when the parameters of the upper row \((j_1, j_2, j_3)\) satisfy the triangular condition (i.e., \(|j_1 - j_2| \leq j_3 \leq j_1 + j_2\)) and when the sum of the parameters of the lower row \((m_1, m_2, m_3)\) is zero. The parameters \( j_i \) and \( m_i \) are simultaneously integers or half-integers, such that each of the following numbers
\[
\begin{align*}
&j_1 + m_i, \quad j_1 - m_i, \quad j_1 + j_2 + j_3, \quad -j_1 + j_2 + j_3, \quad j_1 - j_2 + j_3, \quad j_1 + j_2 - j_3
\end{align*}
\]  
(A.35)
takes some integer.
The graphical representation of the 3\(j\)-symbol was collected by Yutsis in [29] and slightly modified by Brink in [20] for convenience. The 3\(j\)-symbol is represented by an oriented node with three lines, which stand for three coupling angular momenta \(j_1, j_2, j_3\) incident at the node [20]. The orientation of the node is meant the cyclic order of the lines. A clockwise orientation is denoted by a “−” sign and an anti-clockwise orientation by a “+” sign. Rotation of the diagram does not change the cyclic order of lines, and the angles between two lines as well as their lengths at a node have no significance. The 3\(j\)-symbol can be written in the graphical form

\[
\begin{pmatrix}
  j_1 & j_2 & j_3 \\
  m_1 & m_2 & m_3 \\
\end{pmatrix}
= m_1 \begin{pmatrix} j_1 & j_2 \vspace{1mm} m_3 \\
  j_2 & j_3 \vspace{1mm} m_1 \\
\end{pmatrix} = m_1 \begin{pmatrix} j_1 & j_3 \vspace{1mm} m_2 \\
  j_2 & j_3 \vspace{1mm} m_1 \\
\end{pmatrix}.
\] (A.36)

The 3\(j\)-symbol has the following properties. An even permutation of the columns leaves the numerical value unchanged, while an odd permutation is equivalent to a multiplication by \((-1)^{j_1^+j_2^+j_3^+}\), i.e.,

\[
\begin{pmatrix}
  j_1 & j_2 & j_3 \\
  m_1 & m_2 & m_3 \\
\end{pmatrix}
= (-1)^{j_1^+j_2^+j_3^+} \begin{pmatrix} j_1 & j_3 \vspace{1mm} m_2 \\
  j_2 & j_3 \vspace{1mm} m_1 \\
\end{pmatrix} \Rightarrow \begin{pmatrix} j_1 & j_3 \vspace{1mm} m_2 \\
  j_2 & j_3 \vspace{1mm} m_1 \\
\end{pmatrix} = (-1)^{j_1^+j_2^+j_3^+} \begin{pmatrix} j_1 & j_2 \vspace{1mm} m_3 \\
  j_2 & j_3 \vspace{1mm} m_1 \\
\end{pmatrix} = (-1)^{j_1^+j_2^+j_3^+} \begin{pmatrix} j_1 & j_2 \vspace{1mm} m_3 \\
  j_2 & j_3 \vspace{1mm} m_1 \\
\end{pmatrix}.
\] (A.37)

Moreover, the 3\(j\)-symbol has the symmetric property

\[
\begin{pmatrix}
  j_1 & j_2 & j_3 \\
  m_1 & m_2 & m_3 \\
\end{pmatrix}
= (-1)^{j_1^+j_2^+j_3^+} \begin{pmatrix} j_1 & j_3 \vspace{1mm} m_2 \\
  j_2 & j_3 \vspace{1mm} m_1 \\
\end{pmatrix}.
\] (A.38)

The orthogonality relation for 3\(j\)-symbol is expressed as

\[
\sum_{m_1, m_2} \begin{pmatrix} j_1 & j_2 & j_3 \\
  m_1 & m_2 & m_3 \\
\end{pmatrix} \begin{pmatrix} j_1 & j_2 & j_3 \\
  m_1 & m_2 & m_3 \\
\end{pmatrix} = \frac{\delta_{j_1', j_2'} \delta_{m_3', m_3}}{2j_3 + 1} \delta_{m_1, m_1}.
\] (A.39)

Furthermore, the 3\(j\)-symbol is normalized as

\[
\sum_{m_2, m_2, m_3} \begin{pmatrix} j_1 & j_2 & j_3 \\
  m_1 & m_2 & m_3 \\
\end{pmatrix} \begin{pmatrix} j_1 & j_2 & j_3 \\
  m_1 & m_2 & m_3 \\
\end{pmatrix} = 1.
\] (A.40)

The “metric” tensor \(C^{ij}_{m'm} \) in Eq. (A.7), which occurs in the contraction of two 3\(j\)-symbols with the same \(j \) values, is denoted by a line with an arrow on it as

\[
C^{ij}_{m'm} = (-1)^{j+m} \delta_{m,-m'} = (-1)^{j+m'} \delta_{m,-m'} = \begin{pmatrix} j \vspace{1mm} m \vspace{1mm} 0 \\
  0 \vspace{1mm} m' \vspace{1mm} 0 \\
\end{pmatrix},
\] (A.41)

and its inverse in Eq. (A.8) can be expressed as

\[
C^{m'm}_{ij} = (-1)^{j+m} \delta_{m,-m'} = (-1)^{j+m'} \delta_{m,-m'} = \begin{pmatrix} 0 \vspace{1mm} j \vspace{1mm} m \\
  0 \vspace{1mm} m' \vspace{1mm} j \\
\end{pmatrix}.
\] (A.42)

The special 3\(j\)-symbol with one zero-valued angular momentum is related to the “metric” tensor by

\[
\begin{pmatrix}
  j & j' \\
  m & m' \\
\end{pmatrix}
= \frac{\delta_{j,j'}}{\sqrt{2j + 1}} C^{ij}_{m'm} \quad \Leftrightarrow \quad \begin{pmatrix}
  j & j' \\
  m & m' \\
\end{pmatrix}
= \frac{\delta_{j,j'}}{\sqrt{2j + 1}} C^{m'm}_{ij}.
\] (A.43)

A line with no arrow represents the expression

\[
\delta_{m,m'} = \begin{pmatrix} j \vspace{1mm} m \vspace{1mm} 0 \\
  0 \vspace{1mm} m' \vspace{1mm} 0 \\
\end{pmatrix}.
\] (A.44)

The property in Eq. (A.38) means

\[
\begin{pmatrix}
  j_1 & j_2 & j_3 \\
  m_1 & m_2 & m_3 \\
\end{pmatrix}
= (-1)^{j_1^+j_2^+j_3^+} \begin{pmatrix} j_1 & j_3 \vspace{1mm} m_2 \\
  j_2 & j_3 \vspace{1mm} m_1 \\
\end{pmatrix} = (-1)^{j_1^+j_2^+j_3^+} \begin{pmatrix} j_1 & j_2 \vspace{1mm} m_3 \\
  j_2 & j_3 \vspace{1mm} m_1 \\
\end{pmatrix}
= \sum_{m_1, m_1, m_3} (-1)^{j_1+m} \delta_{m_1,-m_1'} (-1)^{j_2+m} \delta_{m_2,-m_2'} (-1)^{j_3+m} \delta_{m_3,-m_3'} \begin{pmatrix} j_1 & j_2 \vspace{1mm} m_3 \\
  j_2 & j_3 \vspace{1mm} m_1 \\
\end{pmatrix} = \sum_{m_1, m_1, m_3} \begin{pmatrix} j_1 & j_2 \vspace{1mm} m_3 \\
  j_2 & j_3 \vspace{1mm} m_1 \\
\end{pmatrix} C^{m_3}_{(j_1)} C^{m_1}_{(j_2)} C^{m_2}_{(j_3)}.
\]
CGC can be represented graphically by reads which correspond to the algebraic formulae in Eqs. (A.9), (A.10), (A.11) and (A.45). The rule to remove a closed loop in a graph

\[ j_{1} m_{1} j_{2} m_{2} j_{3} \]  

Therefore, the graphical representation of the intertwiner defined in Eq. (A.25) is

\[ (j_{1} j_{2} j_{3})_{m_{1}-m_{2}}^{M} := \prod_{i=2}^{n-1} \sqrt{2a_{i} + 1} \sqrt{2j_{1} + 1} j_{1} \begin{array}{c} j_{2} \end{array} a_{i} j_{1} \frac{m_{2}}{m_{2}} j_{3} \]  

and the generalized intertwiner in Eq. (A.32) can be repressed by

\[ (j_{1} j_{2} j_{3})_{m_{1}-m_{2}}^{M} := \prod_{i=2}^{n-1} \sqrt{2a_{i} + 1} \sqrt{2j_{1} + 1} j_{1} \begin{array}{c} j_{2} \end{array} a_{i} j_{1} \frac{m_{2}}{m_{2}} j_{3} \]  

As an ingredient of the flux operator, the spherical tensor \( [\pi_{j}(\tau_{\mu})]^{m'}_{m} \) in Eq. (3.7) can be represented graphically by

\[ [\pi_{j}(\tau_{\mu})]^{m'}_{m} = \frac{i}{2} \sqrt{2j(2j+1)(2j+2)} \mu_{m} \]  

Now we outline some useful rules of transforming graphs, which can simplify our calculation of the action of operators on the quantum states in LQG. The frequently used rules for adding or removing arrows in a graph read

\[ j_{1} m_{1} m_{2} j_{2} m_{3} \]  

which correspond to the algebraic formulae in Eqs. (A.9), (A.10), (A.11) and (A.45). The rule to remove a closed loop in a graph reads

\[ m_{1} \]  

which is related to the orthogonality relation for 3-j-symbol in Eq. (A.39).

Coupling four angular momenta to a zero result will involve the jm-coefficients. The jm-coefficients corresponding to different coupling schemes are related by the 6-j-symbol. The 6-j-symbol is defined by ([27] p. 94)

\[ j_{1} j_{2} j_{3} j_{4} \]  

which are satisfied by the six angular momenta in the 6-j-symbol may be illustrated in the following way

\[ \{ \bullet \ \bullet \ \bullet \} \ \{ \bullet \ \bullet \ \bullet \} \ \{ \bullet \ \bullet \ \bullet \} \ \{ \bullet \ \bullet \ \bullet \} \]
The $6j$-symbol has the following symmetric properties. It is left invariant by any permutation of columns and also by an interchange of the upper and lower arguments in each of any two columns, e.g.,

$$\begin{pmatrix} j_1 & j_2 & j_3 \\ j_4 & j_5 & j_6 \end{pmatrix} = \begin{pmatrix} j_2 & j_1 & j_3 \\ j_4 & j_5 & j_6 \end{pmatrix} = \begin{pmatrix} j_3 & j_2 & j_1 \\ j_4 & j_5 & j_6 \end{pmatrix} = \cdots$$

$$= \begin{pmatrix} j_4 & j_5 & j_3 \\ j_1 & j_2 & j_6 \end{pmatrix} = \begin{pmatrix} j_4 & j_5 & j_6 \\ j_1 & j_2 & j_3 \end{pmatrix} = \cdots . \tag{A.57}$$

Graphically, we can express the $6j$-symbol in Eq. (A.55) as

$$\begin{pmatrix} j_1 & j_2 & j_3 \\ j_4 & j_5 & j_6 \end{pmatrix} = \begin{pmatrix} j_6 & j_2 & j_4 \\ j_3 & j_5 & j_1 \end{pmatrix} = \begin{pmatrix} j_6 & j_2 & j_4 \\ j_3 & j_5 & j_1 \end{pmatrix} + \begin{pmatrix} j_6 & j_2 & j_4 \\ j_3 & j_5 & j_1 \end{pmatrix} , \tag{A.58}$$

where in the last step we have used Eq. (A.53) to remove three arrows. Taking account of the definition of $6j$-symbol in Eq. (A.55) and the fact that the $3j$-symbol is normalized in Eq. (A.40), we can easily show the following identity (see [27] p.95)

$$\sum_{m_a,m_3,m_4,m_5,m'_5} \begin{pmatrix} j_1 & j_5 & j_6 \\ m_1 & m_5 & m_6' \end{pmatrix} \begin{pmatrix} j_4 & j_2 & j_6' \\ m_4 & m_2 & m_6 \end{pmatrix} \begin{pmatrix} j_6 & j_5 & j_3 \\ m_6 & m_3 & m_4 \end{pmatrix} C_{(j_5)}^{m_5 m_6} C_{(j_6)}^{m_6 m_5} C_{(j_3)}^{m_3 m_5} = \begin{pmatrix} j_1 & j_2 & j_3 \\ m_1 & m_2 & m_3 \end{pmatrix} \begin{pmatrix} j_4 & j_5 & j_6 \\ m_4 & m_5 & m_6 \end{pmatrix} . \tag{A.59}$$

Hence we have the following graphical identity

$$\begin{pmatrix} j_6 & j_2 & j_4 \\ j_3 & j_5 & j_1 \end{pmatrix} = \begin{pmatrix} j_6 & j_2 & j_4 \\ j_3 & j_5 & j_1 \end{pmatrix} + \begin{pmatrix} j_6 & j_2 & j_4 \\ j_3 & j_5 & j_1 \end{pmatrix} . \tag{A.60}$$

The following algebraic relation between two different coupling schemes

$$\begin{pmatrix} j_1 & j_3 & j_5 \\ m_1 & m_3 & m_5 \end{pmatrix} C_{(j_5)}^{m_5 m_6} \begin{pmatrix} j_5 & j_2 & j_4 \\ m_5 & m_2 & m_4 \end{pmatrix} = \sum_{j_6} (2j_6 + 1)(-1)^{j_2+j_4+j_6} \begin{pmatrix} j_1 & j_5 & j_6 \\ m_1 & m_5 & m_6 \end{pmatrix} \begin{pmatrix} j_4 & j_2 & j_6 \\ m_4 & m_2 & m_6 \end{pmatrix} C_{(j_6)}^{m_6 m_5} \tag{A.61}$$

corresponds to the following rule of transforming graphs

$$\begin{pmatrix} m_3 & j_2 & j_5 \\ m_2 & j_3 & j_4 \end{pmatrix} = \sum_{j_6} (2j_6 + 1)(-1)^{j_2+j_4+j_6} \begin{pmatrix} m_1 & j_3 & j_5 \\ j_4 & j_5 & j_6 \end{pmatrix} \begin{pmatrix} m_4 & j_2 & j_6 \\ j_3 & j_6 & j_5 \end{pmatrix} . \tag{A.62}$$

Using Eq. (A.37) and the symmetric properties of $6j$-symbol in Eq. (A.57), we can get that from Eq. (A.62)

$$\begin{pmatrix} m_3 & j_2 & j_5 \\ m_2 & j_3 & j_4 \end{pmatrix} = \sum_{j_6} (2j_6 + 1)(-1)^{j_2+j_4+j_6} \begin{pmatrix} m_3 & j_3 & j_5 \\ m_4 & j_2 & j_6 \end{pmatrix} \begin{pmatrix} m_4 & j_2 & j_6 \\ m_3 & j_3 & j_5 \end{pmatrix} . \tag{A.63}$$

Similarly, using Eqs. (A.37) and (A.63), we have

$$\begin{pmatrix} m_3 & j_2 & j_5 \\ m_2 & j_3 & j_4 \end{pmatrix} = \sum_{j_6} (2j_6 + 1)(-1)^{j_2+j_4+j_6} \begin{pmatrix} m_3 & j_3 & j_5 \\ j_2 & j_4 & j_6 \end{pmatrix} \begin{pmatrix} j_2 & j_4 & j_6 \\ m_3 & j_3 & j_5 \end{pmatrix} . \tag{A.64}$$

Note that Brink’s graphical representation in [20] does not involve how to represent graphically the matrix element of the representation of $SU(2)$. Here, we will extend the Brink’s representation and propose a graphical representation for the unitary irreducible representation $\pi_j$ of $SU(2)$. The matrix element $[\pi_j(g)]^m_n$ is denoted by a blue line with a hollow arrow (triangle) in it as

$$[\pi_j(g)]^m_n = \begin{pmatrix} j \begin{array}{c} \downarrow \end{array} n \end{pmatrix}. \tag{A.65}$$
The orientation of the arrow is from its row index $m$ to its column index $n$. The matrix element $[\pi_j(g^{-1})]^n_m$ in Eq. (A.14) can be presented by

$$[\pi_j(g^{-1})]^n_m = n \rightarrow j \rightarrow m = n \cdot j \rightarrow m.$$  \hspace{1cm} (A.66)$$

Up to now, we have expressed the quantum states (the spin network states in (2.8)), and the two elementary operators (the holonomy and flux operators in (2.12) and (2.13)) of LQG in the graphical form. The Clebsch-Gordan series in (A.28) can be presented by

$$m_1 \rightarrow j_1 \rightarrow m_1' \rightarrow j_1 \rightarrow m_1'' \rightarrow j_2 \rightarrow m_2'' \rightarrow j_2 \rightarrow m_2$$

where, in the second step, we used (A.52) to flip the orientations of two arrows. Using Eqs. (A.66) and (A.67), we have

$$m_1 \rightarrow j_1 \rightarrow m_1' \rightarrow j_1 \rightarrow m_1'' \rightarrow j_2 \rightarrow m_2'' \rightarrow j_2 \rightarrow m_2$$

$$= \sum_{j_3} (2j_3 + 1) m_1 \rightarrow j_3 \rightarrow m_1' \rightarrow j_3 \rightarrow m_1'' \rightarrow j_2 \rightarrow m_2'' \rightarrow j_2 \rightarrow m_2$$

$$= \sum_{j_3} (2j_3 + 1) m_1 \rightarrow j_3 \rightarrow m_1' \rightarrow j_3 \rightarrow m_1'' \rightarrow j_2 \rightarrow m_2'' \rightarrow j_2 \rightarrow m_2.$$

(A.68)$$

A.3 The spin network states and their orthogonality in graphical method

In this subsection, we will give a graphical representation for the spin network states and show that these states are orthonormal to each other by the graphical method developed in the previous two subsections. The spin network state consists of a standard graph, the holonomy and flux operators in (2.12) and (2.13) of LQG in the graphical form. The Clebsch-Gordan series in (A.28) can be presented by

$$\gamma, \vec{i} \rightarrow \gamma, \vec{i}' \rightarrow \sqrt{2j_0 + 1} \pi_{j_0} (h_v(A)) \cdot \prod_{v \in V(\gamma)} i_v,$$

(A.69)$$

where $\cdot$ stands for contracting the upper (or former) indices of representation matrices $\pi_{j_0} (h_v(A))$ with the indices of intertwiners $i_v$ at true vertices $v$, the lower (or later) indices of $\pi_{j_0} (h_v(A))$ with indices of the conjugate intertwiners $i_v'$ at pseudo vertices $\tilde{v}$. Comparing to the form (2.8), the state (A.69) is normalized. The scalar product of the spin network states is defined by the formula

$$\left( T_{\gamma, j_0}^\text{norm}, T_{\gamma', j_0'}^\text{norm} \right)_{\mathcal{H}_\text{kin}} := \int_{SU(2)^{\#E(\tilde{\gamma})}} d\mu_H(h_v) T_{\gamma, j_0}^\text{norm}(A) T_{\gamma', j_0'}^\text{norm}(A),$$

(A.70)$$

where $\tilde{\gamma}$ is any graph bigger than $\gamma$ and $\gamma', |E(\tilde{\gamma})|$ denotes the number of the edges in $\tilde{\gamma}$, and $d\mu_H(g)$ is the Haar measure on $SU(2)$. If $\gamma$ differs from $\gamma'$, e.g., the edge $e'$ with spin $j_0'$ belongs to $\gamma'$ but does not exist in $\gamma$, then the orthogonal relation

$$\int_{SU(2)} d\mu_H(h_{e'}) [\pi_{j_0'} (h_{e'})]^n_{n'} = \frac{\delta_{j_0 j_0'}}{2j_0 + 1} \delta^{n,n'_0} \delta_{n,n'},$$

(A.71)$$

tells us that the corresponding integration in (A.70) becomes

$$\int_{SU(2)} d\mu_H(h_{e'}) [\pi_{j_0'} (h_{e'})]^n_{n'} = 0.$$

(A.72)$$

Hence the nontrivial result corresponds to the case $\gamma = \gamma'$. Thus (A.70) reduces to

$$\left( T_{\gamma, j_0}^\text{norm}, T_{\gamma', j_0'}^\text{norm} \right)_{\mathcal{H}_\text{kin}} = \delta_{\gamma, \gamma'} \int_{SU(2)^{\#E(\tilde{\gamma})}} d\mu_H(h_v) T_{\gamma, j_0}^\text{norm}(A) T_{\gamma', j_0'}^\text{norm}(A).$$

\hspace{1cm} (A.73)$$

The relation between the spin network state on the standard graph and the corresponding one on the original graph is discussed in section 3.2.
where, in the second step, we have used the fact that the Haar measure is normalized. By integrating over all representation functions on the edges, one can obtain the contract of the complex conjugation of intertwiners with the corresponding intertwiners at vertices. Thus we have

\[
\left( T_{\gamma, j^\tau, j^\gamma}^{\text{norm}}, T_{\gamma', j^\tau, j'\gamma}^{\text{norm}} \right)_{\mathcal{H}_{\text{kin}}} = \delta_{\gamma, \gamma'} \prod_{e \in E(y)} \delta_{j_e, j'_e} \prod_{v \in V(y)} \sum_{m_1, \ldots, m_n} \left( i^{j_1; \tilde{a}}_{j_1 \cdots j_n} m_1 \ldots m_n \right)_M M' \left( i^{j'_1; \tilde{a}_\gamma} m_1 \ldots m_n \right)_M M',
\]

(A.74)

where \( n \) is the number of the edges incident at \( v \), and the complex conjugation of intertwiner related to the corresponding intertwiner (A.30) satisfies

\[
\left( i^{j_1; \tilde{a}}_{j_1 \cdots j_n} m_1 \ldots m_n \right)_M = \sum_{m_1', \ldots, m_n'} C^{m_1 m_1'} \cdots C^{m_n m_n'} \left( i^{j_1; \tilde{a}}_{j_1 \cdots j_n} m_1' \ldots m_n' \right)_M C^{M_1 M_1'} C^{M_2 M_2'},
\]

(A.75)

where, in the third step, we have used Eq. (A.53) to remove arrows. Equation (A.75) reflects the fact that the CGs (and thus CGCs) are real. The sum in Eq. (A.74) can be calculated by graphical method as

\[
\sum_{m_1, \ldots, m_n} \left( i^{j_1; \tilde{a}}_{j_1 \cdots j_n} m_1 \ldots m_n \right)_M \left( i^{j'_1; \tilde{a}_\gamma} m_1 \ldots m_n \right)_M = \sum_{m_1, \ldots, m_n} \left( i^{j_1; \tilde{a}}_{j_1 \cdots j_n} m_1 \ldots m_n \right)_M \left( i^{j'_1; \tilde{a}_\gamma} m_1 \ldots m_n \right)_M
\]

\[
\sqrt{2^{d_1+1} \frac{d_1+1}{2} \sqrt{2^{d_1+1} \frac{d_1+1}{2}} \sqrt{2^{d_1+1} \frac{d_1+1}{2}}} \prod_{j \in V(y)} \delta_{j, j'} \delta_{M, M'}
\]

(A.76)

where, in the third step, we have used Eqs. (A.54) and (A.50). Hence, the inner product of the spin network functions reads

\[
\left( T_{\gamma, j^\tau, j^\gamma}^{\text{norm}}, T_{\gamma', j^\tau, j'\gamma}^{\text{norm}} \right)_{\mathcal{H}_{\text{kin}}} = \delta_{\gamma, \gamma'} \prod_{e \in E(y)} \delta_{j_e, j'_e} \prod_{v \in V(y)} \sum_{m_1, \ldots, m_n} \delta_{u_{i_0}, \tilde{a}} \delta_{j, j'} \delta_{M, M'}
\]

\[
\equiv \delta_{\gamma, \gamma'} \delta_{j, j'} \delta_{M, M'}.
\]

(A.77)

Note that the orthonormal result we obtained in Eq. (A.77) depends on the premise that the intertwiners at the same vertex \( v \) involve the same coupling scheme. If different coupling schemes at the same vertex were chosen, certain additional multiplication of 6j-symbols would appear in the result. If the spin network functions are gauge invariant, corresponding to \( J = 0 \) and \( M = 0 \), the two Kronecker delta functions become \( \delta_{j, j'} = \delta_{M, M'} = 1 \), which will not appear in the expression (A.77).

**Appendix B**  Proofs for some identities

**B.1  Proofs of algebraic identities in Eqs. (3.7) and (4.5)**

By the definition of the matrix element

\[
[\pi_j(\tau)]_m^m' := \frac{d}{dt}_{t=0} [\pi_j(e^{it\tau})]_m^m',
\]

(B.1)
we get

\[
\begin{align*}
[\pi_j(t_1)]^m'_{m} & = - \frac{i}{2} \sqrt{j(j+1) - m'(m'+1)} \delta_{m',m-1} - \frac{i}{2} \sqrt{j(j+1) - m'(m'-1)} \delta_{m',m+1}, \\
[\pi_j(t_2)]^m'_{m} & = \frac{1}{2} \sqrt{j(j+1) - m'(m'+1)} \delta_{m',m-1} - \frac{1}{2} \sqrt{j(j+1) - m'(m'-1)} \delta_{m',m+1}, \\
[\pi_j(t_3)]^m'_{m} & = - i m' \delta_{m',m}.
\end{align*}
\]

Hence the matrix elements of \( \tau_\mu (\mu = 0, \pm 1) \) defined in Eq. (3.6) read

\[
\begin{align*}
[\pi_j(t_0)]^m'_{m} & = [\pi_j(t_3)]^m'_{m} = - i m' \delta_{m',m}, \\
[\pi_j(t_1)]^m'_{m} & = - \frac{1}{\sqrt{2}} ( [\pi_j(t_1)]^m'_{m} + i [\pi_j(t_2)]^m'_{m} ) = + i \frac{\sqrt{2}}{2} \sqrt{j(j+1) - m'(m'-1)} \delta_{m',m+1}, \\
[\pi_j(t_-)]^m'_{m} & = + \frac{1}{\sqrt{2}} ( [\pi_j(t_1)]^m'_{m} - i [\pi_j(t_2)]^m'_{m} ) = - i \frac{\sqrt{2}}{2} \sqrt{j(j+1) - m'(m'+1)} \delta_{m',m-1}.
\end{align*}
\]

Taking account of the specialized formulae for the CGCs,

\[
\begin{align*}
\langle jm|10|jm'\rangle & = \frac{m'}{\sqrt{j(j+1)}} \delta_{m',m} = - \frac{\sqrt{2}j + 1}{j} \begin{pmatrix} j & 1 \\ m & 0 \end{pmatrix} C^{m'm'}_{m}(j), \\
\langle jm|11|jm'\rangle & = - \frac{\sqrt{2}j + 1}{j} \delta_{m',m+1} = - \frac{\sqrt{2}j + 1}{j} \begin{pmatrix} j & 1 \\ m & 1 \end{pmatrix} C^{m'm'}_{m}(j), \\
\langle jm|1-1|jm'\rangle & = + \frac{\sqrt{2}j + 1}{j} \delta_{m',m-1} = - \frac{\sqrt{2}j + 1}{j} \begin{pmatrix} j & 1 \\ m & -1 \end{pmatrix} C^{m'm'}_{m}(j),
\end{align*}
\]

we get

\[
[\pi_j(t_0)]^m'_{m} = \frac{i}{2} \sqrt{2j(2j+1)(j+2)} \begin{pmatrix} j & 1 \\ m & \mu \end{pmatrix} C^{m'm'}_{m}(j) = \frac{i}{2} \sqrt{2j(2j+1)(j+2)} \begin{pmatrix} j & 1 \\ m & m' \end{pmatrix} C^{m'm'}_{m}(j).
\]

By definition (3.6), we have

\[
\tau_1 = - \frac{1}{\sqrt{2}} (\tau_+ - \tau_-), \quad \tau_2 = \frac{i}{\sqrt{2}} (\tau_+ + \tau_-), \quad \tau_3 = \tau_0.
\]

Then

\[
\tau_1 \tau_i = \tau_1 \tau_1 + \tau_2 \tau_2 + \tau_3 \tau_3 = - \tau_+ \tau_- + \tau_- \tau_+ + \tau_0 \tau_0.
\]

Thus

\[
[\pi_j(t_1)]^m'_{m_1} [\pi_j(t_1)]^m'_{m_2} = - [\pi_j(t_1)]^m'_{m_1} [\pi_j(t_1)]^m'_{m_2} - [\pi_j(t_1)]^m'_{m_1} [\pi_j(t_1)]^m'_{m_2} + [\pi_j(t_0)]^m'_{m_1} [\pi_j(t_0)]^m'_{m_2} = - [\pi_j(t_0)]^m'_{m_1} C^{m'}_{m_2} [\pi_j(t_0)]^m'_{m_2},
\]

\[\text{B.2 Proofs of graphical identities in Eqs. (4.10), (4.11), (4.13) and (4.14)}\]

Eq. (4.10) can be proved by

\[
\begin{align*}
\sum_{a_{j-1}'} (2a_{j-1}' + 1)(-1)^{a_{j-1}'+a_{j-1}} \sum_{a_{j}} (2a_{j} + 1)(-1)^{a_{j-1}'+a_{j}+a_{j}} \begin{pmatrix} j & 1 \\ \alpha_{j-1} & \alpha_{j} \end{pmatrix} C^{m'}_{m} & = \sum_{a_{j-1}'} (2a_{j-1}' + 1)(-1)^{a_{j-1}'+a_{j-1}} \begin{pmatrix} j & 1 \\ \alpha_{j-1} & \alpha_{j} \end{pmatrix} C^{m'}_{m} \sum_{a_{j}} (2a_{j} + 1)(-1)^{a_{j-1}'+a_{j}+a_{j}} \begin{pmatrix} j & 1 \\ \alpha_{j-1} & \alpha_{j} \end{pmatrix} C^{m'}_{m} \\
& = \sum_{a_{j-1}'} (2a_{j-1}' + 1)(-1)^{a_{j-1}'+a_{j-1}} \begin{pmatrix} j & 1 \\ \alpha_{j-1} & \alpha_{j} \end{pmatrix} C^{m'}_{m} \sum_{a_{j}} (2a_{j} + 1)(-1)^{a_{j-1}'+a_{j}+a_{j}} \begin{pmatrix} j & 1 \\ \alpha_{j-1} & \alpha_{j} \end{pmatrix} C^{m'}_{m}.
\end{align*}
\]

\[\text{B.2 Proofs of graphical identities in Eqs. (4.10), (4.11), (4.13) and (4.14)}\]
where Eq. (A.37) was used in the first and third steps, (A.62) was used in the second step, and we used the fact \((-1)^{-4i_l} = 1\) and the symmetric properties (A.57) of the 6j-symbol in the last step.

Eq. (4.11) can be shown by

\[
\begin{align*}
\sum_{b'_{K-1}} (2b'_{K-1} + 1) & (-1)^{a_{K+1} + j_{K} + b'_{K-1}} \frac{a_{K+1}}{a_{K}} \frac{b'_{K-1}}{b_{K-1}} \frac{j_{K}}{j_{K}} (2) \\
& = \sum_{b'_{K-1}} (2b'_{K-1} + 1) (-1)^{a_{K+1} + j_{K} + b'_{K-1}} \frac{a_{K+1}}{a_{K}} \frac{b'_{K-1}}{b_{K-1}} \frac{j_{K}}{j_{K}} (2) \\
& = \sum_{b'_{K-1}} (2b'_{K-1} + 1) (-1)^{a_{K+1} + j_{K} + b'_{K-1}} \frac{a_{K+1}}{a_{K}} \frac{b'_{K-1}}{b_{K-1}} \frac{j_{K}}{j_{K}} (2) \\
& = \sum_{b'_{K-1}} (2b'_{K-1} + 1) (-1)^{a_{K+1} + j_{K} + b'_{K-1}} \frac{a_{K+1}}{a_{K}} \frac{b'_{K-1}}{b_{K-1}} \frac{j_{K}}{j_{K}} (2)
\end{align*}
\]

where Eqs. (A.62) and (A.52) were used in the second and the third steps, and in the last step we used the fact \((-1)^{-4b_{K-1}} = 1\) and the symmetric properties (A.57) of the 6j-symbol.

Eq. (4.13) can be proved by

\[
\begin{align*}
\sum_{a'_{i}} & (2a'_{i} + 1) (-1)^{a_{l-1} + a_{l}' + 1} \frac{a_{l-1}'}{a_{l}} \frac{a_{l}'}{a_{l}} (2) \\
& = \sum_{a'_{i}} (2a'_{i} + 1) (-1)^{a_{l-1} + a_{l}' + 1} \frac{a_{l-1}'}{a_{l}} \frac{a_{l}'}{a_{l}} (2) \\
& = \sum_{a'_{i}} (2a'_{i} + 1) (-1)^{a_{l-1} + a_{l}' + 1} \frac{a_{l-1}'}{a_{l}} \frac{a_{l}'}{a_{l}} (2) \\
& = \sum_{a'_{i}} (2a'_{i} + 1) (-1)^{a_{l-1} + a_{l}' + 1} \frac{a_{l-1}'}{a_{l}} \frac{a_{l}'}{a_{l}} (2)
\end{align*}
\]

where Eq. (A.37) was used in the second and fourth steps, (A.62) was used in the third step, and in the last step we used the symmetric properties (A.57) of the 6j-symbol and the exponents were simplified.

Eq. (4.14) can be proved by

\[
\begin{align*}
\sum_{a'_{m-1}} & (2a'_{m-1} + 1) (-1)^{a_{m} + b_{m} + 1} \frac{a_{m-1}'}{a_{m}} \frac{b_{m-1}'}{b_{m-1}} (2) \\
& = \sum_{a'_{m-1}} (2a'_{m-1} + 1) (-1)^{a_{m} + b_{m} + 1} \frac{a_{m-1}'}{a_{m}} \frac{b_{m-1}'}{b_{m-1}} (2) \\
& = \sum_{a'_{m-1}} (2a'_{m-1} + 1) (-1)^{a_{m} + b_{m} + 1} \frac{a_{m-1}'}{a_{m}} \frac{b_{m-1}'}{b_{m-1}} (2) \\
& = \sum_{a'_{m-1}} (2a'_{m-1} + 1) (-1)^{a_{m} + b_{m} + 1} \frac{a_{m-1}'}{a_{m}} \frac{b_{m-1}'}{b_{m-1}} (2)
\end{align*}
\]

where Eq. (A.37) was used in the second and fourth steps, (A.62) was used in the third step, and in the last step we used the symmetric properties (A.57) of the 6j-symbol and the exponents were simplified.
B.3  Proofs of graphical identities in Eqs. (4.18) and (4.39)

Eq. (4.18) can be proved by

\[
\begin{align*}
\kappa_i \gamma_j - \gamma_k \gamma_l + \gamma_k \gamma_l &= (-1)^{\alpha_2 + \alpha_3 + 1} \kappa_i \gamma_j - \gamma_k \gamma_l + \gamma_k \gamma_l \\
&= (-1)^{\alpha_2 + \alpha_3 + 1} \kappa_i \gamma_j - \gamma_k \gamma_l + \gamma_k \gamma_l,
\end{align*}
\]

where identities in Eqs. (A.37), (A.53), (A.50), (A.51) and (A.54) were used from the first to last steps.

Eq. (4.39) can be proved by

\[
\begin{align*}
\kappa_i \gamma_j - \gamma_k \gamma_l &= (-1)^{\alpha_2 + \alpha_3 + 1} \kappa_i \gamma_j - \gamma_k \gamma_l + \gamma_k \gamma_l \\
&= (-1)^{\alpha_2 + \alpha_3 + 1} \kappa_i \gamma_j - \gamma_k \gamma_l + \gamma_k \gamma_l,
\end{align*}
\]

B.4  Proofs of algebraic identities in Eqs. (5.5) and (5.6)

To prove Eq. (5.5), we denote \[\pi_{ji}(\tau_i)\] by \[\tau_i \tau_j = \hbar_{\mu \nu m \rho \kappa} \pi_{ji}(\tau_i) \] for the 3j-symbol in Eq. (A.37). These rules (A.50), (A.43), (A.53), (A.50) and (A.52) were used from the first to fifth steps, and in last step we denoted \[a_0 \equiv 0, a_1 \equiv j_1.\]

\[
\begin{align*}
\tau_1 \tau_2 &= \tau_1 \tau_2 \\
&= \tau_1 \tau_2 - \tau_2 \tau_1 \\
&= \tau_1 \tau_2 - \tau_2 \tau_1 + \tau_2 \tau_1 - \tau_1 \tau_2 \\
&= \tau_1 \tau_2 - \tau_2 \tau_1 + \tau_2 \tau_1 - \tau_1 \tau_2.
\end{align*}
\]

Hence, we get

\[
\begin{align*}
\epsilon_{ijk} \pi_{ji}(\tau_i) \pi_{jk}(\tau_k) &= \tau_1 \tau_2 - \tau_2 \tau_1 \\
&= \tau_1 \tau_2 - \tau_2 \tau_1 + \tau_2 \tau_1 - \tau_1 \tau_2 \\
&= \tau_1 \tau_2 - \tau_2 \tau_1 + \tau_2 \tau_1 - \tau_1 \tau_2.
\end{align*}
\]

Taking account of (B.12), we have

\[
\begin{align*}
\tau_1 \tau_2 &= \tau_1 \tau_2 - \tau_2 \tau_1 \\
&= \tau_1 \tau_2 - \tau_2 \tau_1 + \tau_2 \tau_1 - \tau_1 \tau_2 \\
&= \tau_1 \tau_2 - \tau_2 \tau_1 + \tau_2 \tau_1 - \tau_1 \tau_2.
\end{align*}
\]

where \(\epsilon_{ijk}\) is the Levi-Civita symbol defined by \(\epsilon_{-1,0,1} = 1.\)

To show Eq. (5.6), notice that

\[
\begin{pmatrix}
1 & 1 & 1 \\
0 & 1 & 1 \\
1 & 0 & 1
\end{pmatrix}
\]

Then one has

\[
\begin{pmatrix}
1 & 1 & 1 \\
0 & 1 & 1 \\
1 & 0 & 1
\end{pmatrix}
\]

Recalling the symmetric property of the 3j-symbol in Appendix A.2, an even permutation of the columns leaves the numerical value unchanged, while an odd permutation will lead to a factor \((-1)^{j_1+j_2+1} = -1\) for the 3j-symbol in Eq. (A.37). These symmetries of the 3j-symbol are the same as those of \(\epsilon_{ijk}.\) Hence we have \(\epsilon_{ijk} = \sqrt{6} \begin{pmatrix}1 & 1 & 1 \\
\mu & \nu & \rho \end{pmatrix}.\)
Appendix C Complete calculations for the action of the second term in the parenthesis of Eq. 4.2

The action of the second term in parenthesis of Eq. (4.2) can be explicitly calculated as

\[
\hat{q}_{iJK}^{<IJ,K>} \cdot \{\hat{i}^{J}, \hat{a}\}_{m_1 \cdots m_J \cdots m_K \cdots m_n}^M \\
= X(j_I, j_J)^{1/2} \sum_{i=2}^{n-1} \sqrt{2a_i + 1} \sqrt{2J + 1}.
\]  

(C.1)

Similar to the calculations in section 4 for the first term in the parenthesis of (4.2), we perform the calculation of (C.1) in four steps. In particular, from the second step we first consider the case of \( J > I + 1 \) and \( K > J + 1 \). In the first and second steps, the calculation are completely similar to those for the first term. Thus we can write down the result directly as

\[
\sum_{(a'_I, a'_J, \cdots, a'_n)} \sum_{(b'_m, \cdots, b'_n)} (2a'_I + 1)(-1)^{a'_I-a'_J} \{a_{I-1} \ 1 \ j_I \ a_I \ j_I} \times (2b'_K + 1)(-1)^{a_K-b'_K} + j_K + 1 \{a_K \ 1 \ b'_K \ j_K}
\]

\[
\times \prod_{l=I+1}^{J-1} (2a'_I + 1)(-1)^{a'_I-a'_J} \{j_I \ a'_I \ a_I \ j_I} \times (2b'_K + 1)(-1)^{a_K-b'_K} + j_K + 1 \{a_K \ 1 \ b'_K \ j_K}
\]

\[
\times X(j_I, j_J)^{1/2} \sum_{i=2}^{n-1} \sqrt{2a_I + 1} \sqrt{2J + 1}.
\]  

(C.2)

In the third step, after dragging two nodes attached to the \( j_I \) line down to the horizontal lines by using firstly (4.10) and then (4.11), we have

\[
\sum_{(a'_I, a'_J, \cdots, a'_n)} \sum_{(b'_m, \cdots, b'_n)} (2a'_I + 1)(-1)^{a'_I-a'_J} \{a_{I-1} \ 1 \ j_I \ a_I \ j_I} \times (2b'_K + 1)(-1)^{a_K-b'_K} + j_K + 1 \{a_K \ 1 \ b'_K \ j_K}
\]

\[
\times \left(-1\right)^{\sum_{l=I+1}^{J-1} (2a'_I + 1)(-1)^{a'_I-a'_J}} \left\{j_I \ a'_I \ a_I \ j_I\right\} \times \left(-1\right)^{\sum_{m=K+1}^{N-1} (2b'_m + 1)(-1)^{b'_m-b'_K} + j_K + 1} \left\{j_E \ b'_m \ j_K\right\}
\]

\[
\times \sum_{a'_J} (2a'_J + 1)(-1)^{a'_J-a'_J} \{a_{J-1} \ 1 \ j_J \ a_J \ j_J} \times \sum_{b'_K} (2b'_K + 1)(-1)^{a_K-b'_K} + j_K + 1 \{a'_K \ 1 \ b'_K \ j_K}
\]

\[
\times X(j_I, j_J)^{1/2} \sum_{i=2}^{n-1} \sqrt{2a_I + 1} \sqrt{2J + 1}.
\]  

(C.3)

Now we turn to the forth (last) step. By using identity (4.18) and summing over \( b'_K \) and \( a'_J \), we obtain

\[
\sum_{(a'_I, a'_J, \cdots, a'_n)} \sum_{(b'_m, \cdots, b'_n)} (2a'_I + 1)(-1)^{a'_I-a'_J} \{a_{I-1} \ 1 \ j_I \ a_I \ j_I} \times (2b'_K + 1)(-1)^{a_K-b'_K} + j_K + 1 \{a_K \ 1 \ b'_K \ j_K}
\]

\[
\times X(j_I, j_J)^{1/2} \sum_{i=2}^{n-1} \sqrt{2a_I + 1} \sqrt{2J + 1}.
\]  

(C.4)
\[
\times (-1)^{\gamma_{i}\rightarrow \gamma_{j} \Sigma j_{k}+1} h \prod_{l=j+1}^{j-1} (2a_l' + 1)(-1)^{\delta_{l}+\alpha_{l}+1} \begin{bmatrix} j_l & \alpha_{l} & \alpha_{l}' \\ 1 & a_l & a_{l-1} \end{bmatrix} \\
\times (-1)^{\gamma_{K-1} \rightarrow \gamma_{j} \Sigma K \Sigma k+1} h \prod_{m=K+1}^{K-1} (2b_m' + 1)(-1)^{\delta_{m}+\alpha_{m}+1} \begin{bmatrix} j_m & \beta_{m} & \beta_{m}' \\ 1 & a_m & a_{m-1} \end{bmatrix} \\
\times \begin{bmatrix} a_j & j_j & a_j' \\ 1 & b_j & b_j' \end{bmatrix} (-1)^{\gamma_{j} \rightarrow \gamma_{j} j_j' + j_j (1) - \delta_{j} + \alpha_{j} + 1} \begin{bmatrix} a_j & j_j & a_j' \\ 1 & b_j & b_j' \end{bmatrix} (-1)^{\gamma_{j} \rightarrow \gamma_{j} j_j' + j_j + 1 (1) - \delta_{j} + \alpha_{j} + 1} \\
\times X(j_j, j_j') \frac{1}{2} X(j_j, j_k') \frac{1}{2} \prod_{i=2}^{n-1} \sqrt{2a_i + 1} \sqrt{2J + 1} 
\] 

(C.4)

Relabeling indices \( b' \) by \( a' \) yields

\[
\sum_{(a_j', \ldots, a_{K-1}')} (2a'_j + 1)(-1)^{\gamma_{j} \rightarrow \gamma_{j} j_j' + j_j} \begin{bmatrix} a_j & j_j & a_j' \\ 1 & b_j & b_j' \end{bmatrix} \times (2a'_{K-1} + 1)(-1)^{\gamma_{j} \rightarrow \gamma_{j} j_j' + j_j} \begin{bmatrix} a_j & j_j & a_j' \\ 1 & b_j & b_j' \end{bmatrix} \\
\times (-1)^{\gamma_{j} \rightarrow \gamma_{j} j_j' + j_j} \begin{bmatrix} a_j & j_j & a_j' \\ 1 & b_j & b_j' \end{bmatrix} (-1)^{\gamma_{j} \rightarrow \gamma_{j} j_j' + j_j} \begin{bmatrix} a_j & j_j & a_j' \\ 1 & b_j & b_j' \end{bmatrix} (-1)^{\gamma_{j} \rightarrow \gamma_{j} j_j' + j_j + 1} \\
\times X(j_j, j_j') \frac{1}{2} X(j_j, j_k') \frac{1}{2} \prod_{i=2}^{n-1} \sqrt{2a_i + 1} \sqrt{2J + 1} 
\] 

(C.5)

The exponents in (C.5) can be simplified as

\[
(-1)^{\gamma_{j} \rightarrow \gamma_{j} j_j' + j_j} \begin{bmatrix} a_j & j_j & a_j' \\ 1 & b_j & b_j' \end{bmatrix} \times (-1)^{\gamma_{j} \rightarrow \gamma_{j} j_j' + j_j} \begin{bmatrix} a_j & j_j & a_j' \\ 1 & b_j & b_j' \end{bmatrix} \\
\times (-1)^{\gamma_{j} \rightarrow \gamma_{j} j_j' + j_j} \begin{bmatrix} a_j & j_j & a_j' \\ 1 & b_j & b_j' \end{bmatrix} (-1)^{\gamma_{j} \rightarrow \gamma_{j} j_j' + j_j} \begin{bmatrix} a_j & j_j & a_j' \\ 1 & b_j & b_j' \end{bmatrix} (-1)^{\gamma_{j} \rightarrow \gamma_{j} j_j' + j_j + 1} \\
\times X(j_j, j_j') \frac{1}{2} X(j_j, j_k') \frac{1}{2} \prod_{i=2}^{n-1} \sqrt{2a_i + 1} \sqrt{2J + 1} 
\] 

(C.6)

By (4.21) we obtain the result

\[
\sum_{(a_j', \ldots, a_{K-1}')} (-1)^{\gamma_{j} \rightarrow \gamma_{j} j_j' + j_j} \begin{bmatrix} a_j & j_j & a_j' \\ 1 & b_j & b_j' \end{bmatrix} \times (-1)^{\gamma_{j} \rightarrow \gamma_{j} j_j' + j_j} \begin{bmatrix} a_j & j_j & a_j' \\ 1 & b_j & b_j' \end{bmatrix} \\
\times (-1)^{\gamma_{j} \rightarrow \gamma_{j} j_j' + j_j} \begin{bmatrix} a_j & j_j & a_j' \\ 1 & b_j & b_j' \end{bmatrix} (-1)^{\gamma_{j} \rightarrow \gamma_{j} j_j' + j_j} \begin{bmatrix} a_j & j_j & a_j' \\ 1 & b_j & b_j' \end{bmatrix} (-1)^{\gamma_{j} \rightarrow \gamma_{j} j_j' + j_j + 1} \\
\times X(j_j, j_j') \frac{1}{2} X(j_j, j_k') \frac{1}{2} \prod_{i=2}^{n-1} \sqrt{2a_i + 1} \sqrt{2J + 1} 
\] 

(C.7)
In what follows we now consider the remaining cases.

(I). The first case of $J = I + 1$ and $K = J + 1$

The result can be directly obtained from that in the case of $J > I + 1$ and $K > J + 1$ in Eq. (C.5) by omitting those terms appeared in second step as

$$\sum_{(a'_i, \ldots, a'_{K-1})} (2a'_i + 1)(-1)^{a'_{i-1} - a'_{j-1}} \left\{ \begin{array}{c} a_{i-1} \\ 1 \\ a'_i \\ j_i \\ 1 \\ j_1 \\ a_k \\ J_k \\ a_{K-1} \\ j_K \end{array} \right\} \times (2a'_{K-1} + 1)(-1)^{a'_{K-2} - a'_{j_{K-1}} + j_{K-1} + 1} \left\{ \begin{array}{c} a_k \\ 1 \\ a'_{K-1} \\ j_K \end{array} \right\}$$

$$\times \left\{ \begin{array}{c} a_{j-1} \\ 1 \\ a'_j \\ j_j \\ 1 \\ j_J \end{array} \right\} (-1)^{a_{j-1} - a_{j-1} + j_{j-1} - a_{j-1} - j_{j-1} - 1} \times \left\{ \begin{array}{c} a'_j \\ 1 \\ a'_{j-1} \\ j_{j-1} \\ 1 \\ j_{j-1} \end{array} \right\} (-1)^{a'_{j-1} - a'_{j-1} + j_{j-1} + 1} (-1)^{a_{j-1} + a_{j-1} - 1}$$

$$\times X(j_i, j_j)^{1/2} X(j_i, j_K)^{3/2} \prod_{i=2}^{n-1} \sqrt{2a_i + 1} \sqrt{2J + 1}$$. \hspace{1cm} (C.8)

The exponents of (C.8) can be simplified as

$$(-1)^{a_{j-1} + a_{j-1} - 1}(1)^{a'_{j-1} - a'_{j-1} + j_{j-1} + j_{j-1} + 1}(-1)^{a_{j-1} + a_{j-1} - 1}(-1)^{a_{j-1} + a_{j-1} - 1}$$

$$= (-1)^{a_{j-1} + a_{j-1} + j_{j-1} + j_{j-1} + 1}(-1)^{a_{j-1} + a_{j-1} - 1}(-1)^{a_{j-1} + a_{j-1} - 1}$$

$$= (-1)^{a_{j-1} + a_{j-1} + j_{j-1} + j_{j-1} + 1}(-1)^{a_{j-1} + a_{j-1} - 1}(-1)^{a_{j-1} + a_{j-1} - 1}$$

$$= (-1)^{a_{j-1} + a_{j-1} + j_{j-1} + j_{j-1} + 1}$$, \hspace{1cm} (C.9)

where the identities $a_{j-1} = a_1$ and $a'_{j-1} = a'_1$ were used in the second step. After replacing $(2a'_{K-1} + 1)$ by $(2a'_j + 1)$ and properly adjusting the ordering of multi-products of $\sqrt{2a + 1}$, Eq. (C.8) reduces to

$$\sum_{(a'_i, \ldots, a'_{K-1})} (-1)^{a_{j-1} + a_{j-1} + j_{j-1} + j_{j-1} + 1} X(j_i, j_j)^{1/2} X(j_i, j_K)^{3/2} \prod_{i=2}^{n-1} \sqrt{2a_i + 1} \sqrt{2J + 1}$$. \hspace{1cm} (C.10)

In fact, (C.10) can also be regarded as a special case of Eq. (C.7). In (C.7), the multi-products $\prod_{j+1}^{I-1} \prod_{m=J+1}^{K-1}$ and summatons $\sum_{j=I+1}^{I-1} \sum_{m=J+1}^{K-1}$ do not exist for the case of $J = I + 1$ and $K = J + 1$. Hence the terms involving these multi-products and summations can be omitted, and this yields the result (C.10).

(II). The second case of $J = I + 1$ and $K > J + 1$

The result can be directly obtained from that in the case of $J > I + 1$ and $K > J + 1$ by omitting certain terms appeared in the first line of the second step in Eq. (C.5) as

$$\sum_{(a'_i, \ldots, a'_{K-1})} (2a'_i + 1)(-1)^{a_{i-1} - a'_{j-1}} \left\{ \begin{array}{c} a_{i-1} \\ 1 \\ a'_i \\ j_i \\ 1 \\ j_1 \\ a_k \\ J_k \\ a_{K-1} \\ j_K \end{array} \right\} \times (2a'_{K-1} + 1)(-1)^{a'_{K-2} - a'_{j_{K-1}} + j_{K-1} + 1} \left\{ \begin{array}{c} a_k \\ 1 \\ a'_{K-1} \\ j_K \end{array} \right\}$$

$$\times (-1)^{a_{j-1} + a_{j-1} + j_{j-1} + j_{j-1} + 1} \prod_{m=J+1}^{K-1} (2a'_m + 1)(-1)^{a_{m-1} + a_{m-1} + j_{m-1} + j_{m-1} + 1} \left\{ \begin{array}{c} j_m \\ 1 \\ a'_m \\ a_{m-1} \end{array} \right\}$$

$$\times \left\{ \begin{array}{c} a_{j-1} \\ 1 \\ a'_j \\ j_j \\ 1 \\ j_J \end{array} \right\} (-1)^{a_{j-1} - a'_{j-1} + j_{j-1} - a_{j-1} - j_{j-1} - 1} \times \left\{ \begin{array}{c} a'_j \\ 1 \\ a'_{j-1} \\ j_{j-1} \\ 1 \\ j_{j-1} \end{array} \right\} (-1)^{a'_{j-1} - a'_{j-1} + j_{j-1} + 1} (-1)^{a_{j-1} + a_{j-1} - 1}$$

$$\times X(j_i, j_j)^{1/2} X(j_i, j_K)^{3/2} \prod_{i=2}^{n-1} \sqrt{2a_i + 1} \sqrt{2J + 1}$$. \hspace{1cm} (C.11)
The exponents in (C.11) can be simplified as
\[
( -1)^{a_{l-1} + a_j} j_i ( -1)^{a_k - a_{l-1} + j_k} j_j ( -1)^{a_l - a_j} j_k ( -1)^{a_{l-1} - a_j} j_j ( -1)^{a_k - a_{l-1} + j_k} 
\]
and
\[
( -1)^{a_{l-1} + a_j} j_i ( -1)^{a_k - a_{l-1} + j_k} j_j ( -1)^{a_l - a_j} j_k 
\]
where in the second step we replaced \( a_{l-1} \) by \( a_j \). By using (4.21) and properly adjusting the ordering of multi-products of \( \sqrt{2a + 1} \) and
\[
\sum_{a_{l-1} - a_j} \left( -1 \right)^{a_{l-1} + a_j + j_k} \left( -1 \right)^{a_k - a_{l-1} + j_k} \sum_{i=1}^{K-1} \sum_{j=1}^{K-1} \sum_{m=1}^{K-1} \sum_{n=1}^{K-1} \sum_{k=1}^{K-1} \left( a_{l-1} j_i a_j \right) \left( a_k j_k a_{l-1} \right) \left( a_l j_k a_{l-1} \right) \left( a_j j_k a_{l-1} \right) \right)
\]

Again, (C.13) can also be directly written down from Eq. (C.7). In (C.7), the multi-products \( \prod_{l=1}^{J+1} \) and summations \( \sum_{i=1}^{K+1} \) do not exist for the case of \( J = I + 1 \). Hence the terms involving these multi-products and summations can be omitted, and this yields the result (C.13).

(III). The third case of \( J > I + 1 \) and \( K = J + 1 \)

The result can be directly obtained from that in the case of \( J > I + 1 \) and \( K > J + 1 \) by omitting some terms appeared in the second line of the second step in Eq. (C.5) as
\[
\sum_{(a_i' \ldots a_{K-1})} \left( 2a_i' + 1 \right) \left( -1 \right)^{a_i - a_j + j_j} \left( -1 \right)^{a_k - a_{l-1} + j_k} \sum_{i=1}^{K-1} \sum_{j=1}^{K-1} \sum_{m=1}^{K-1} \sum_{n=1}^{K-1} \sum_{k=1}^{K-1} \left( a_{l-1} j_i a_j \right) \left( a_k j_k a_{l-1} \right) \left( a_l j_k a_{l-1} \right) \left( a_j j_k a_{l-1} \right) \right)
\]

The exponents in (C.14) can be simplified as
\[
( -1)^{a_{l-1} + a_j} j_i ( -1)^{a_k - a_{l-1} + j_k} j_j ( -1)^{a_l - a_j} j_k ( -1)^{a_{l-1} - a_j} j_j ( -1)^{a_k - a_{l-1} + j_k} 
\]
and
\[
( -1)^{a_{l-1} + a_j} j_i ( -1)^{a_k - a_{l-1} + j_k} j_j ( -1)^{a_l - a_j} j_k 
\]
where in the second step we used \( a_{l-1} = a_j \). By replacing \( 2a_{K-1} + 1 \) by \( 2a_j + 1 \) and properly adjusting the ordering of multi-products of \( \sqrt{2a + 1} \), we have
\[
\sum_{(a_i' \ldots a_{K-1})} \left( -1 \right)^{a_{l-1} + a_j} j_i ( -1)^{a_k - a_{l-1} + j_k} \sum_{i=1}^{K-1} \sum_{j=1}^{K-1} \sum_{m=1}^{K-1} \sum_{n=1}^{K-1} \sum_{k=1}^{K-1} \left( a_{l-1} j_i a_j \right) \left( a_k j_k a_{l-1} \right) \left( a_l j_k a_{l-1} \right) \left( a_j j_k a_{l-1} \right) \right)
\]
The above result can also be directly written down from Eq. (C.7). In (C.7), the multi-products \( \prod \) do not exist for the case of \( K = J + 1 \). Hence the terms involving these multi-products and summations can be omitted, and this yields the result (C.16).

The above discussions in case by case indicate that the general form of the action can be written as (C.7), i.e.,

\[
q^{i_J K} \cdot (i_s^{J, a})_{m_1 \ldots m_J \ldots m_K} = \sum_{\{a_I\}, \{a_I'\}} (-1)^{a_I \cdot \tilde{a}_I} X(j_I, J_I)^2 X(j_K, J_K)^2 \times \sqrt{(2a_I' + 1)(2a_I + 1)} \sqrt{(2a_J' + 1)(2a_J + 1)} \left\{ \begin{array}{ccc} a_I & j_I & a_I' \\ 1 & a_I' & j_I' \\ a_K & j_K & a_K' \\ 1 & a_K' & j_K' \end{array} \right\}
\]

\[
\times \prod_{l=I+1}^{J-1} \sqrt{(2a_I + 1)(2a_J + 1)(-1)^{\tilde{a}I \cdot \tilde{a}_I}} \left\{ \begin{array}{ccc} a_I & j_I & a_I' \\ 1 & a_I' & j_I' \end{array} \right\}
\]

\[
\times (-1)^{a_I \cdot \tilde{a}_I} \left\{ \begin{array}{ccc} a_I & j_I & a_I' \\ 1 & a_I' & j_I' \end{array} \right\}
\]

\[
\times \prod_{m=J+1}^{K-1} \sqrt{(2a_m + 1)(2a_m + 1)(-1)^{a_m \cdot \tilde{a}_m}} \left\{ \begin{array}{ccc} a_m & j_m & a_m' \\ 1 & a_m' & j_m' \end{array} \right\}
\]

\[
\times (-1)^{a_I \cdot \tilde{a}_I} \left\{ \begin{array}{ccc} a_I & j_I & a_I' \\ 1 & a_I' & j_I' \end{array} \right\}
\]

\[
\times \left(i_s^{J, a} \right)_{m_1 \ldots m_J \ldots m_K} \right) \right)_{m_1 \ldots m_J \ldots m_K}.
\]

For special cases of \( J-1 < I+1 \) and \( K-1 < J+1 \), the results can be obtained from the form (C.17) by omitting the corresponding multi-products \( \prod_{l=I+1}^{J-1} \) and \( \prod_{m=J+1}^{K-1} \) and summations \( \sum_{l=I+1}^{J-1} \) and \( \sum_{m=J+1}^{K-1} \).
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