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Abstract. The property of being shift invariant and being reflexive or transitive in the case of the space of (asymmetric) truncated Toeplitz operators, and the space of (asymmetric) dual truncated operators is investigated. Most of the results obtained are new even for the symmetric case. A characterization of asymmetric dual truncated Toeplitz operators is also given.

1. Introduction

The investigation of truncated Toeplitz operators (TTO) was inspired by [32]. The importance of this class of operators in both symmetric and asymmetric cases was shown by many important papers (for instance [32, 17, 2, 3, 7, 20]). The history of the dual case is shorter, however there are many results obtained in this direction (for example [16, 21, 30, 31, 8, 11, 12]). For arguments for the importance of (asymmetric) dual truncated Toeplitz operators and their connection to physics one can search in [8].

The aim of this paper is to look more universally at restrictions of multiplication operators on the classical $L^2 = L^2(T, m)$ space, with $T$ the unit circle and $m$ the normalized Lebesgue measure. Being inspired by the well known classical result of Brown and Halmos [6] which characterized Toeplitz operators on the Hardy space $H^2 \subset L^2$, and Sarason’s definition of shift invariance [32] used to characterize truncated Toeplitz operators, we extend (Definition 2.2) Sarason’s definition and prove the property of being shift invariant for other classes of restrictions of the multiplication operators. As a consequence we obtain, for (asymmetric) truncated Toeplitz operators and (asymmetric) dual truncated Toeplitz operators, properties associated with the invariant subspace problem (namely, transitivity and 2–reflexivity).

Sarason [33] introduced a definition of reflexivity for a single operator and for operator algebras. Roughly speaking, such an algebra or operator (i.e., the algebra generated by this operator and the identity) have such a rich set of invariant subspaces that it determines the algebra itself. In contrast, transitivity of an algebra means that it has no common nontrivial invariant subspaces. In the language of a preanihilator (thus in the language which can concern also subspaces of operators) reflexivity means that there is a huge set of rank–one operators in the preanihilator.
(so huge that this set generates the whole preannihilator). On the contrary, transitivity means that there are no rank–one operators in the preannihilator. The space of all classical Toeplitz operators on $H^2$ turned out to be transitive, see [1], but it has a very rich set of rank–two operators in the preannihilator. Following [24] the word "rich" means that rank–two operators are linearly dense in the preannihilator and then the subspace is called 2–reflexive.

Most of the results in the paper are new even for the symmetric case, but we decided to present them as corollaries of results for the asymmetric case. The structure of the paper is the following. For the definitions of properties mentioned above and classes of operators see Section 2. In Section 3 (Theorem 3.4) we give a characterization of asymmetric dual truncated Toeplitz operators (ADTTO) extending the characterization given by the same authors in [8] for the symmetric case. This result is a crucial tool used in Section 5. Having the general definition of shift invariance (Definition 2.2) we will show in Section 4 that (asymmetric) dual truncated Toeplitz operators are shift invariant - Corollary 4.4. In contrast to the class of asymmetric truncated Toeplitz operators which can be characterized by shift invariance, Theorem 4.1 (see [20]) the subspace is called 2–reflexive. The new approach is to translate the conditions given in Theorem 3.4 to the language of rank-two operators.

Unfortunately the property of 2–reflexivity is not hereditary for subspaces. However, using the functional calculus for (asymmetric) dual truncated Toeplitz operators (Theorem 6.3) and Bourgain’s theorem we will show that the space of each subspace of (asymmetric) dual truncated Toeplitz operators (for example the space of analytic dual truncated Toeplitz operators) has property $A_1$ (Definition 6.1) which gives 2–reflexivity.

2. Notations and definitions

Let $\mathcal{H}$, $\mathcal{K}$ denote complex separable Hilbert spaces, and let $\mathcal{B}(\mathcal{H}, \mathcal{K})$ be the Banach space of all bounded linear operators from $\mathcal{H}$ to $\mathcal{K}$. A rank–one operator from $\mathcal{K}$ to $\mathcal{H}$ will be usually denoted by $f \otimes g$, where $f \in \mathcal{H}$, $g \in \mathcal{K}$, and it acts as $(f \otimes g)x = \langle x, g \rangle f$ for $x \in \mathcal{K}$. The weak* topology (ultraweak topology) in $\mathcal{B}(\mathcal{H}, \mathcal{K})$ is given by trace class operators of the form $t = \sum_{n=0}^{\infty} f_n \otimes g_n$ with $f_n \in \mathcal{H}$, $g_n \in \mathcal{K}$ such that \( \sum_{n=0}^{\infty} \| f_n \|^2 < \infty, \sum_{n=0}^{\infty} \| g_n \|^2 < \infty \). Denote by $\mathcal{B}_1(\mathcal{K}, \mathcal{H})$ the space of all such trace class operators and by $\| \cdot \|$ the trace norm. Denote also by $F_k$ the set of all operators in $\mathcal{B}_1(\mathcal{K}, \mathcal{H})$ of rank at most $k$. Then $\mathcal{B}(\mathcal{H}, \mathcal{K})$ is a dual space to $\mathcal{B}_1(\mathcal{K}, \mathcal{H})$ (see [26], Chapter 16) for details and the dual action is given by

$$\mathcal{B}(\mathcal{H}, \mathcal{K}) \times \mathcal{B}_1(\mathcal{K}, \mathcal{H}) \ni \langle T, t \rangle \mapsto \langle T, t \rangle = \sum_{n=0}^{\infty} \langle Tf_n, g_n \rangle.$$

Let $\mathcal{S} \subset \mathcal{B}(\mathcal{H}, \mathcal{K})$. Then the preannihilator of $\mathcal{S}$ is given by

$$\mathcal{S}_\perp = \{ t \in \mathcal{B}_1(\mathcal{K}, \mathcal{H}) : \langle T, t \rangle = 0 \text{ for all } T \in \mathcal{S} \}.$$
Let $\mathcal{M} \subset \mathcal{B}(\mathcal{K}, \mathcal{H})$. Then the annihilator of $\mathcal{M}$ is given by

$$\mathcal{M}^\perp = \{ T \in \mathcal{B}(\mathcal{H}, \mathcal{K}) : \langle T, t \rangle = 0 \text{ for all } t \in \mathcal{M} \}. $$

Obviously $\mathcal{S} \subset \mathcal{B}(\mathcal{H}, \mathcal{K})$ is weak*–closed if and only if $\mathcal{S} = (\mathcal{S}_\perp)^\perp$.

Now following [24] we will give the reflexivity–transitivity definitions equivalent to the classical ones given in [25, 29, 23].

**Definition 2.1.** Let $\mathcal{S} \subset \mathcal{B}(\mathcal{H}, \mathcal{K})$ be a weak*–closed subspace. Then

1. $\mathcal{S}$ is called **transitive**, if $\mathcal{S}_\perp \cap \mathcal{F}_1 = \{0\}$.
2. $\mathcal{S}$ is called **reflexive**, if $\mathcal{S} = (\mathcal{S}_\perp \cap \mathcal{F}_1)^\perp$.
3. $\mathcal{S}$ is called $k$–**reflexive**, if $\mathcal{S} = (\mathcal{S}_\perp \cap \mathcal{F}_k)^\perp$ for $k = 2, 3, 4, \ldots$.

Let $L^2$ be the space of measurable and square integrable functions with respect to the normalized Lebesgue measure $m$ on the unit circle $T$. Let $H^2$ be the Hardy space, that is, the space of those functions from $L^2$, which can be extended to functions holomorphic on the whole unit disk $\mathbb{D}$. By $P^+$ we will denote the natural orthogonal projection from $L^2$ onto $H^2$ and let $P^{-} = I_{L^2} - P^+$. For any $\varphi \in L^\infty$ define the **Hankel operator** with the symbol $\varphi$ as $H_\varphi f = P^-(\varphi f)$ and the **Toeplitz operator** with the symbol $\varphi$ as $T_\varphi f = P^+(\varphi f)$ for all $f \in H^2$. Recall that the unilateral shift $S$ and the Toeplitz operator $T_\varphi$ are unitarily equivalent.

**Definition 2.2.** Let $\mathcal{K}_1, \mathcal{K}_2$ be subspaces of $L^2$. An operator $A \in \mathcal{B}(\mathcal{K}_1, \mathcal{K}_2)$ will be called **shift invariant** if, for any $f \in \mathcal{K}_1$ and $g \in \mathcal{K}_2$ such that $zf \in \mathcal{K}_1$ and $zg \in \mathcal{K}_2$, the following holds

$$ (A(zf), zg) = (Af, g). $$

Let $\theta$ be a nonconstant inner function, and denote the subspace $K_\theta := H^2 \ominus \theta H^2$, which is called a **model space** (for a constant inner function $\theta$ we will use the convention $K_\theta = \{0\}$). By Beurling’s theorem model spaces are exactly those spaces which are invariant for $S^* = T_\varphi$. In what follows $P_\theta$ will denote the orthogonal projection from $L^2$ onto $K_\theta$. Recall also that $L^2 = K_\theta \oplus (K_\theta)^\perp = K_\theta \oplus \theta H^2 \oplus H^2$ where $H^2 = \overline{zH^2}$ and let $P_\theta^\perp$, $P^-$, $P_\theta H^2$ be projections onto $K_\theta^\perp$, $H^2_\theta$ and $\theta H^2$, respectively.

For $\varphi \in L^2$ let $M_\varphi : D(M_\varphi) \to L^2$ be the densely defined multiplication operator $M_\varphi f = \varphi f$, where $D(M_\varphi) = \{ f \in L^2 : \varphi f \in L^2 \}$. Note that $L^\infty \subset D(M_\varphi)$ for all $\varphi \in L^2$. Recall from [17] that $K_\theta^\perp \cap L^\infty$ is a dense subset of $K_\theta$. The space $K_\theta^\perp \cap L^\infty$ is also a dense subset of $K_\theta$ as it was observed in [8]. For nonconstant inner functions $\theta, \alpha$ and for $\varphi \in L^2$ define

$$ A^\theta_\varphi \alpha = P_\alpha M_\varphi|_{K_\theta \cap L^\infty}, \quad \text{and} \quad D^\theta_\varphi \alpha = P_\alpha^\perp M_\varphi|_{K_\theta^\perp \cap L^\infty}. $$

If $A^\theta_\varphi \alpha$ extends to the whole $K_\theta$ as a bounded operator, it is called an **asymmetric truncated Toeplitz operator** (ADTO, see [14, 15, 7, 22]). Similarly, if $D^\theta_\varphi \alpha$ extends to the whole $K_\theta \perp$ as a bounded operator, it is called an **asymmetric dual truncated Toeplitz operator** (ADTTO, see [8, 11]). It is easy to verify that $(A^\theta_\varphi \alpha)^* = A^\alpha_\varphi \theta$ and $(D^\theta_\varphi \alpha)^* = D^\alpha_\varphi \theta$. Let us fix the notation

$$ T(K_\theta, K_\alpha) = \{ A^\theta_\varphi \alpha : \varphi \in L^2 \text{ and } A^\theta_\varphi \alpha \text{ is bounded} \}, $$

$$ T(K_\theta \perp, K_\alpha \perp) = \{ D^\theta_\varphi \alpha : \varphi \in L^2 \text{ and } D^\theta_\varphi \alpha \text{ is bounded} \}. $$
Recall that $D^{\theta,\alpha}_\varphi$ is bounded if and only if $\varphi \in L^\infty$ (see [16,11]). In the symmetric case, i.e., $\theta = \alpha$, we will use a shorter notation: $A^{\theta}_\varphi$, $D^{\theta}_\varphi$ and $T(K_\theta)$ and $T(K_{\varphi}^\perp)$, respectively. We will also use names of such operators without the word "asymmetric" and use the abbreviations TTO and DTTO, respectively.

There is a natural conjugation (an antilinear isometric involution) on $L^2$ connected with each model space (see for instance [IS,9,10]). For an inner function $\theta$ define
\begin{equation}
C_\theta f = \theta \bar{z} f \quad \text{for} \quad f \in L^2.
\end{equation}
Then $(C_\theta f, C_\theta g) = (g, f)$ for $f, g \in L^2$. One can easily verify that
\begin{equation}
C_\theta M_{\varphi} C_\theta = M_{\bar{\varphi}}.
\end{equation}

It is well known (IS,10) that $C_\theta$ preserves $K_\theta$. Moreover, $C_\theta(\theta H^2) = H^2$ and $C_\theta(H^2) = \theta H^2$, so $C_\theta$ also preserves $(K_\theta)^\perp$.

### 3. A Characterization of $D^{\theta,\alpha}_\varphi$

In this section our goal is to give a characterization of asymmetric dual truncated Toeplitz operators (Theorem 3.1). A general idea of this characterization and its proof is similar to [8, Theorem 27]. As in [8], we will first consider compressions of ADTTO’s to certain subspaces of $K_\theta^\perp$ and $K_\alpha^\perp$.

Let $\theta, \alpha$ be two inner functions. Using the decompositions $K_\theta^\perp = \theta H^2 \oplus H^2$ and $K_\alpha^\perp = \alpha H^2 \oplus H^2$ one can write each operator $D \in \mathcal{B}(K_\theta^\perp, K_\alpha^\perp)$ as a matrix
\[
D = \begin{bmatrix}
P_{\alpha H^2} D_{|\theta H^2} & P_{\alpha H^2} D_{|H^2} \\
P^* D_{|\theta H^2} & P^* D_{|H^2}
\end{bmatrix}.
\]
In particular, for $\varphi \in L^\infty$, we obtain
\[
D^{\theta,\alpha}_\varphi = \begin{bmatrix}
\hat{T}^{\theta,\alpha}_\varphi & \hat{\Gamma}^\alpha_\varphi \\
\Gamma^\theta_\varphi & \tilde{T}_\varphi
\end{bmatrix} = \begin{bmatrix}
\hat{T}^{\varphi}_\varphi & (\hat{\Gamma}^\varphi_\theta)^* \\
\Gamma^\varphi_\theta & \tilde{T}_\varphi
\end{bmatrix},
\]
where
\begin{align}
\hat{T}^{\theta,\alpha}_\varphi &= P_{\alpha H^2} M_{\varphi|\theta H^2}, \quad \hat{\Gamma}^\theta_\varphi = P^* M_{\varphi|\theta H^2} \\
\Gamma^\alpha_\varphi &= P_{\alpha H^2} M_{\varphi|H^2}, \quad \tilde{T}_\varphi = P^* M_{\varphi|H^2}.
\end{align}
Let us denote
\[
T(\theta H^2, \alpha H^2) = \{ \tilde{T} \in \mathcal{B}(\theta H^2, \alpha H^2) : \tilde{T} = \hat{T}^{\theta,\alpha}_\varphi \text{ for some } \varphi \in L^\infty \},
\]
\[
T(H^2) = \{ \tilde{T} \in \mathcal{B}(H^2) : \tilde{T} = \hat{T}_\varphi \text{ for some } \varphi \in L^\infty \},
\]
\[
T(\theta H^2, H^2) = \{ \tilde{T} \in \mathcal{B}(\theta H^2, H^2) : \tilde{T} = \hat{\Gamma}^\theta_\varphi = P^* M_{\varphi|\theta H^2} \text{ for } \varphi \in L^\infty \},
\]
\[
T(H^2, \alpha H^2) = \{ \tilde{T} \in \mathcal{B}(H^2, \alpha H^2) : \tilde{T} = \hat{\Gamma}^\alpha_\varphi = P_{\alpha H^2} M_{\varphi|H^2} \text{ for } \varphi \in L^\infty \}.
\]
As in [8] we will write $T(\theta H^2)$ and $\hat{T}^{\theta}_\varphi$ instead of $T(\theta H^2, \theta H^2)$ and $\hat{T}^{\theta,\varphi}_\theta$, respectively.

Each of the operators in (3.1) and (3.2) can be similarly defined for arbitrary $\varphi \in L^2$. In that case $\hat{T}_\varphi$ and $\hat{T}^{\theta,\alpha}_\varphi$ are defined on a dense subset $\theta H^\infty$ of $\theta H^2$, while $\hat{\Gamma}^\alpha_\varphi$ and $\tilde{T}_\varphi$ are defined on $H^\infty = H^2 \cap L^\infty = \overline{H^2}$ which is a dense subset of $H^2$.

However, in a moment we will justify the fact that, in a sense, one needs only to consider symbols from $L^\infty$. 

Recall firstly that the operator $J$, defined by $J : L^2 \to L^2$, $Jf(z) = \overline{f(z)}$, $z \in \mathbb{T}$, is an antilinear involution. Moreover, $J^{-1} = J$ (by $\hat{\cdot}$ we denote the antilinear adjoint) and $J(H^2) = H^2$, $J(H^2_\infty) = H^2_\infty$. More properties of antilinear operators can be found for example in [28]. Recall also that the multiplication operator $M_\theta$ maps $H^2$ bijectively onto $\theta H^2$ and $M^{-1}_\theta = M_\overline{\theta}$. Moreover, each of the operators $J$, $M_\theta$ and $M_\overline{\theta}$ preserves $L^\infty$.

For $\varphi \in L^2$ denote by $T_\varphi$ and $H_\varphi$ the classical Toeplitz and Hankel operators with the symbol $\varphi$, respectively (both densely defined on $H^\infty$).

The following proposition is not difficult to verify (compare with [8, Proposition 20]).

**Proposition 3.1.** Let $\theta$ and $\alpha$ be two nonconstant inner functions and let $\varphi \in L^2$. Then

1. $\tilde{T}^\theta_\varphi_{\varphi|H^\infty} = P_{\alpha H^2}M_\varphi_{\varphi|H^\infty} = M_\alpha T_{\alpha \varphi_\theta \overline{\varphi}|H^\infty} = M_\alpha T_{\alpha \varphi_\theta \varphi|H^\infty}$;
2. $\tilde{T}^\theta_\varphi_{\varphi|H^\infty} = P^\perp M_{\varphi|H^\infty} = H_\varphi M_{\varphi|H^\infty};$
3. $\tilde{T}^\theta_\varphi_{\varphi|H^\infty} = P^\perp M_{\varphi|H^\infty} = JT_{\varphi_\theta \varphi|H^\infty};$
4. $\tilde{T}^\theta_\varphi_{\varphi|H^\infty} = P_{\alpha H^2}M_{\varphi|H^\infty} = M_\alpha H^*_{\alpha \varphi|H^\infty}$.

It now follows from Proposition 3.1 that $\tilde{T} \in \mathcal{T}(\theta H^2, \alpha H^2)$ if and only if $M_\alpha \tilde{T} M_{\theta|H^2} \in \mathcal{T}(H^2)$ and so $\mathcal{T}(\theta H^2, \alpha H^2)$ is isomorphic to the space of classical Toeplitz operators $\mathcal{T}(H^2)$. Moreover, each $\tilde{T}^\theta_\varphi$ is uniquely determined by its symbol and extends to a bounded operator on $\theta H^2$ if and only if $\varphi \in L^\infty$ (since classical Toeplitz operators have such properties). Similarly, $\mathcal{T}(H^2)$ is isomorphic to $\mathcal{T}(H^2)$, each $\tilde{T}_\varphi$ is uniquely determined by its symbol and extends to a bounded operator on $H^2_\varphi$ if and only if $\varphi \in L^\infty$.

On the other hand, both $\mathcal{T}(\theta H^2, H^2_\varphi)$ and $\mathcal{T}(H^2, \alpha H^2)$ are isomorphic to the space of all Hankel operators $\mathcal{H}(H^2, H^2_\varphi)$. It follows from the properties of classical Hankel operators that $\tilde{T}^\theta_\varphi$ and $\tilde{T}_\varphi$ may be bounded even for $\varphi \notin L^\infty$, and

$$\tilde{T}^\theta_\varphi = \tilde{T}_\varphi \quad \text{if and only if} \quad (\varphi - \psi) \perp \theta z H^2$$

and

$$\tilde{T}_\varphi = \tilde{T}_\varphi \quad \text{if and only if} \quad (\varphi - \psi) \perp \alpha z H^2.$$  

In particular, $\tilde{T}^\theta_\varphi = 0$ if $\varphi \in \theta H^\infty \subset H^\infty$ and $\tilde{T}_\varphi = 0$ if $\varphi \in \alpha H^\infty \subset H^\infty$. However, since each bounded Hankel operator has a symbol from $L^\infty$ [27, Theorem 1.3, Chapter 1], we see that the same is true for operators from $\mathcal{T}(\theta H^2, H^2_\varphi)$ or $\mathcal{T}(H^2_\varphi, \alpha H^2)$. Thus operators with bounded symbols form the spaces $\mathcal{T}(\theta H^2, H^2_\varphi)$ and $\mathcal{T}(H^2, \alpha H^2)$.

Observe also that for $\varphi_1, \varphi_2 \in L^\infty$,

$$\tilde{T}^\theta_{\varphi_1 \varphi_2} = M_\theta T_{\varphi_1 T_{\varphi_2} M_{\theta|H^2}} \quad \text{and} \quad \tilde{T}_{\varphi_1} \tilde{T}_{\varphi_2} = JT_{\varphi_1} T_{\varphi_2} J.$$

It thus follows from the properties of classical Toeplitz operators that if one of the functions $\varphi_1, \varphi_2$ belongs to $H^\infty$, then

$$\tilde{T}^\theta_{\varphi_1 \varphi_2} = \tilde{T}^\theta_{\varphi_1 \varphi_2} \quad \text{and} \quad \tilde{T}_{\varphi_1} \tilde{T}_{\varphi_2} = \tilde{T}_{\varphi_1 \varphi_2}.$$

It is well known that classical Toeplitz and Hankel operators can be characterized in terms of compressions of $M_\theta$ to $H^2$ and $H^2_\varphi$ (for more details see [17, Theorem 4.16] and [27, Theorem 1.8, Chapter 1]). As a consequence of Proposition 3.1 we get the following.
Theorem 3.2. Let $\theta$ and $\alpha$ be two nonconstant inner functions.

(1) Let $\hat{T} \in \mathcal{B}(\theta H^2, \alpha H^2)$. Then $\hat{T} \in \mathcal{T}(\theta H^2, \alpha H^2)$ if and only if $\hat{T} = \hat{T}^\theta \hat{T}^\alpha$, and in that case $\hat{T} = \hat{T}^\theta \hat{T}^\alpha \varphi$ with $\varphi = \hat{T}^\theta(\theta) + \alpha \hat{T}^\alpha(\alpha) - \alpha(\hat{T}^\alpha(\alpha), \theta) \theta \in L^\infty$.

(2) Let $\hat{T} \in \mathcal{B}(H^2)$. Then $\hat{T} \in \mathcal{T}(H^2)$ if and only if $\hat{T} = \hat{T}^\theta \hat{T}^\alpha$, and in that case $\hat{T} = \hat{T}^\theta \hat{T}^\alpha \varphi$ with $\varphi = \hat{T}^\theta(\varphi) + \alpha \hat{T}^\alpha(\varphi)$.

(3) Let $\hat{\Gamma} \in \mathcal{B}(\theta H^2, H^2)$. Then $\hat{\Gamma} \in \mathcal{T}(\theta H^2, H^2)$ if and only if $\hat{\Gamma} \hat{T} = \hat{\Gamma}^\theta \hat{T}^\alpha$, and in that case $\hat{\Gamma} = \hat{\Gamma}^\theta \hat{T}^\alpha$.

Proof. For the proof see [S].

Proof. We will now consider operators of the form

$$
D = \begin{bmatrix}
\hat{T}^\theta \varphi_1 & \hat{\Gamma}^\alpha \\
\hat{T}^\alpha \varphi_2 & \hat{T}^\alpha \varphi_3
\end{bmatrix}
$$

with $\varphi_i \in L^2$ for $i = 1, 2, 3, 4$. Note that if $D$ given above is bounded, then $\hat{T}^\theta \varphi_1$ and $\hat{T}^\alpha \varphi_4$ are also bounded and so, as mentioned above, necessarily $\varphi_1, \varphi_4 \in L^\infty$. On the other hand, even though for bounded $D$ the compressions $\hat{\Gamma}^\alpha \varphi_2$ and $\hat{T}^\alpha \varphi_3$ are also bounded, the functions $\varphi_2$ and $\varphi_3$ may not belong to $L^\infty$ (but there exist $\psi_2, \psi_3 \in L^\infty$ such that $\hat{T}^\alpha \varphi_2 = \hat{T}^\alpha \psi_2$ and $\hat{T}^\alpha \varphi_3 = \hat{T}^\alpha \psi_3$).

We will now study relations of the operators (3.1) and (3.2) with respect to the conjugation $C_\theta$ (see (2.2)). Recall that $C_\theta$ can be expressed as $C_\theta = M_\theta J = JM_\theta$, hence we obtain the following.

Proposition 3.3. For $\varphi \in L^\infty$,

(1) $\hat{T}^\alpha \varphi_1 = C_\alpha \hat{T}^\alpha \varphi_1 C_\theta |_{H^2} = C_\alpha \hat{T}^\alpha \varphi_1 C_\theta |_{H^2}$;

(2) $\hat{T}^\varphi = (P - C_\alpha M_\theta) |_{H^2} \hat{T}^\varphi (M_\alpha C_\alpha |_{H^2})$;

(3) $\hat{T}^\varphi = C_\theta \hat{T}^\varphi C_\theta |_{H^2}$.

Proof. The proof of (3) can be found in [S]. A slight modification of the proof of [S] Proposition 22] (for $\alpha = \theta$) gives

$$
\hat{T}^\theta \varphi = M_\alpha T_{\alpha \varphi} M_{\theta |_{H^2}} = M_\alpha (JT_{\alpha \varphi} M_{\theta |_{H^2}}) = (M_\alpha J) P - M_{\alpha \theta} P - J M_{\theta |_{H^2}} = C_\alpha \hat{T}_{\alpha \varphi} C_{\theta |_{H^2}} = C_\alpha \hat{T}_{\alpha \varphi} C_{\theta |_{H^2}},
$$

where the last equality follows from (3.1). Hence (1) holds.

To prove (2) recall that $JM_\theta = M_\theta J$ and $JP^+ = P^+ J$, which implies that

$$
JT_{\hat{\varphi}} = P^+ M_\theta J_{\hat{\varphi}} \text{ and } T_{\alpha J_{\hat{\varphi}}} = J P^+ M_{\alpha \hat{\varphi}}.
$$

Since $J = C_\alpha M_\alpha$, we get by Proposition 3.1

$$
\hat{T}^\varphi = JT_{\alpha \varphi} J_{\hat{\varphi}} = JT_{\alpha \varphi} T_{\alpha J_{\hat{\varphi}}} = P^+ M_\theta JT_{\alpha \varphi} P^+ M_{\alpha \hat{\varphi}} = P^+ M_\theta C_\alpha T_{\alpha \varphi} C_{\theta |_{H^2}}.
$$

The result follows, since

$$
M_\theta C_\alpha = M_\alpha C_\theta = C_\theta M_\theta = C_\alpha M_\theta.
$$
Remark 3.5. By (3.3), the symbol \( \varphi \in L^\infty \) of an asymmetric dual truncated Toeplitz operator \( D \) can be obtained by calculating \( D(\theta) \) and \( D^*(\alpha) \). As in [8, Remark 28], \( \varphi \) can also be calculated using \( D(\bar{z}) \) and \( D^*(\bar{z}) \). To see this let \( \varphi = \varphi^- + \varphi^+ \), \( \varphi^- \in H^2, \varphi^+ \in H^2 \) and let \( \hat{\varphi}(0) \) denote the 0-th Fourier coefficient of \( \varphi \). Then, by the fact that \( C_{\alpha}D_{\varphi,\alpha}^*C_{\bar{\varphi}} = D_{\alpha,\varphi}^*C_{\alpha}, \) we have

\[
(1) \quad \hat{\varphi}(0) = \langle 1, \varphi \rangle = \langle \alpha, D_{\alpha,\varphi,\alpha}^* \rangle = \langle \alpha, C_{\alpha}D_{\varphi,\alpha}^*C_{\bar{\alpha}} \rangle = \langle D\bar{z}, \bar{z} \rangle,
\]
\( \varphi^+ = P^+ \bar{\theta} D^\alpha \bar{\vartheta} \alpha = P^+ \bar{\theta} C_\vartheta D^\alpha \bar{\vartheta} C_\alpha \alpha = JP^- (D^* \bar{z}), \)
\[ \varphi^- = P^+ (\bar{\alpha} D^\theta \bar{\vartheta} \theta) - \varphi (0) = P^+ (\bar{\alpha} C_\alpha D^\theta \bar{\vartheta} C_\theta) - \varphi (0) = JP^- (D(\bar{z})) - \varphi (0) = P^- (zD(\bar{z})). \]

Hence
\[ \varphi = P^- (zD(\bar{z})) + JP^- (D^* \bar{z}) \in H^2 + H^2. \]

Note that the decomposition (3.7) is orthogonal while (3.5) in general is not.

Let \( \alpha, \theta \) be nonconstant inner functions and denote by \( \mathcal{A}(K^\perp_\theta, K^\perp_\alpha) \) the set of all asymmetric dual truncated Toeplitz operators with an analytic symbol, i.e.,
\[ \mathcal{A}(K^\perp_\theta, K^\perp_\alpha) = \{ D^\theta \alpha : \varphi \in H^\infty \}. \]

**Remark 3.6.** Let \( D \in \mathcal{B}(K^\perp_\theta, K^\perp_\alpha) \). Then \( D \in \mathcal{A}(K^\perp_\theta, K^\perp_\alpha) \) if and only if \( D \) satisfies the conditions of Theorem 3.4 and \( P^- (zD(\bar{z})) = 0 \). The last condition means that \( D(\bar{z}) \perp \bar{z}H^2 \).

### 4. Shift invariance of ATTO and ADTTO

The property of being shift invariant was firstly considered in [22] where operators on \( K_\theta \) were considered and it was shown that an operator \( A \in \mathcal{B}(K_\theta) \) is a truncated Toeplitz operator if and only if \( A \) is shift invariant. Let \( \alpha, \theta \) be nonconstant inner functions. Shift invariance for the asymmetric case \( A \in \mathcal{B}(K_\theta, K_\alpha) \) was firstly considered in [13], where it was assumed that \( \alpha \leq \theta \). Later the general case was proved in [20]. Namely:

**Theorem 4.1 (20).** Let \( \alpha, \theta \) be nonconstant inner functions and let \( A : K_\theta \to K_\alpha \) be a bounded linear operator. Then \( A \in \mathcal{T}(K_\theta, K_\alpha) \) if and only if \( A \) is shift invariant.

Now let us consider the dual case. In the context of the definition of shift invariance (Definition 2.2) the following lemma will be useful.

**Lemma 4.2.** Let \( f \in K^\perp_\theta \). Then \( zf \in K^\perp_\theta \) if and only if \( f \) is orthogonal to the function \( \bar{z} \in L^2 \), i.e., \( f \in \theta H^2 \oplus \bar{z}H^2 \).

**Proof.** Let \( f = \bar{z}g + \theta h \in K^\perp_\theta \) with \( g, h \in H^2 \). Note that \( zf = \bar{g} + z\theta h \in K^\perp_\theta \) only if \( g(0) = 0 \). Thus \( g = zg_1 \), for some \( g_1 \in H^2 \).

Let \( \alpha, \theta \) be nonconstant inner functions. Recall that \( K^\perp_\theta = \theta H^2 \oplus H^2, K^\perp_\alpha = \alpha H^2 \oplus H^2 \). Let us consider the set
\[ \mathcal{T}^2(K^\perp_\theta, K^\perp_\alpha) = \left\{ \begin{bmatrix} T_{\varphi_1} \alpha & \bar{T}_{\varphi_1} \alpha \\ T_{\varphi_2} \alpha & \bar{T}_{\varphi_2} \alpha \end{bmatrix} : \varphi_i \in L^\infty \text{ for } i = 1, 2, 3, 4 \right\}. \]

Now we will characterize all shift invariant operators in \( \mathcal{B}(K^\perp_\theta, K^\perp_\alpha) \).

**Theorem 4.3.** Let \( \alpha, \theta \) be nonconstant inner functions. The operator \( D \in \mathcal{B}(K^\perp_\theta, K^\perp_\alpha) \) is shift invariant if and only if \( D \in \mathcal{T}^2(K^\perp_\theta, K^\perp_\alpha) \).

The theorem above is new even in the symmetric case, i.e., \( \theta = \alpha \). An immediate consequence of it is the following.
Corollary 4.4. Let $D \in B(K^+_{\tilde{\phi}}, K^+_{\tilde{\alpha}})$. If $D$ is an asymmetric dual truncated Toeplitz operator, then $D$ is shift invariant, i.e.,

$$\langle Dzf, zg \rangle = \langle Df, g \rangle$$

for all $f, g \in K^+_{\tilde{\phi}}$ such that $f, g$ are orthogonal to $\tilde{z}$.

Another consequence of Theorem 4.3 is that, in contrast to truncated Toeplitz operators which can be characterized by shift invariance (see (32)), shift invariance is not a sufficient condition to prove that an operator is a dual truncated Toeplitz operator.

Proof of Theorem 4.3. Assume that $D$ belongs to the set given by (4.1). Taking into consideration Lemma 4.2 let us take $f = \tilde{z}^2f_\alpha + \theta f_\alpha, g = \tilde{z}^2\bar{g}_\alpha + \alpha g_\alpha, f_\alpha, g_\alpha, g_\alpha \in H^2$. Then we have

$$\langle DMzf, Mzg \rangle = \langle D(\tilde{z}^2f_\alpha + \theta f_\alpha), \tilde{z}^2\bar{g}_\alpha + \alpha g_\alpha \rangle$$

Now first that, by Theorem 5.2

$$\langle \hat{T}_z\tilde{T}_\varphi z^{\alpha}f_\alpha, \alpha g_\alpha \rangle = \langle \hat{T}_z\tilde{T}_\varphi z^{\alpha}f_\alpha, \alpha g_\alpha \rangle$$

Recall that $\hat{T}_z\tilde{T}_\varphi |_{H^2} = I_{H^2}$, see [8], Corollary 6.5. Hence, we get

$$\langle \hat{T}_z\tilde{T}_\varphi z^{\alpha}f_\alpha, \alpha g_\alpha \rangle = \langle \hat{T}_z\tilde{T}_\varphi z^{\alpha}f_\alpha, \alpha g_\alpha \rangle$$

Finally, by Theorem 3.2 we have

$$\langle \hat{T}_z\tilde{T}_\varphi z^{\alpha}f_\alpha, \alpha g_\alpha \rangle = \langle \hat{T}_z\tilde{T}_\varphi z^{\alpha}f_\alpha, \alpha g_\alpha \rangle$$

Taking (4.3) into account we have obtained $\langle Dzf, zg \rangle = \langle Df, g \rangle$.

For the inverse implication assume that $D \in B(K^+_{\tilde{\phi}}, K^+_{\tilde{\alpha}})$ is shift invariant and write $D$ as the matrix

$$D = \begin{bmatrix} P_{\alpha H^2}D_{|H^2} & P_{\alpha H^2}D_{|H^2} \\ P^{-1}D_{|H^2} & P^{-1}D_{|H^2} \end{bmatrix}.$$ 

Since $D$ is shift invariant, for $f = \theta f_\alpha, g = \alpha g_\alpha, f_\alpha, g_\alpha \in H^2$, we have

$$\langle P_{\alpha H^2}D_{|H^2}f_\alpha, \alpha g_\alpha \rangle = \langle P_{\alpha H^2}D_{|H^2}z\theta f_\alpha, \alpha g_\alpha \rangle$$

By Theorem 5.2 there is $\varphi_1 \in L^\infty$ such that $P_{\alpha H^2}D_{|H^2} = \hat{T}_z^{\theta, \alpha}$. Next, for $f = \tilde{z}^2f_\alpha, g = \tilde{z}^2\bar{g}_\alpha, f_\alpha, g_\alpha \in H^2$, by (4.2) we have

$$\langle P^{-1}D_{|H^2}z\tilde{f}_\alpha, \tilde{z}^2\bar{g}_\alpha \rangle = \langle P^{-1}D_{|H^2}z\tilde{f}_\alpha, \tilde{z}^2\bar{g}_\alpha \rangle = \langle \hat{T}_zP^{-1}D_{|H^2}\tilde{T}_\varphi z\tilde{f}_\alpha, \tilde{z}^2\bar{g}_\alpha \rangle.$$
By Theorem 5.3 there is \( \varphi_4 \in L^\infty \) such that \( P^-D_{H_2} = \hat{T}_{\varphi_4} \). Now, for \( f = \theta f_+ \), \( g = \bar{z}^2 \bar{g} - \), \( f_+, g_- \in H^2 \), by (4.2) we have

\[
\langle P^-D_{\theta H_2} T^\theta \theta f_+, \bar{z} \bar{g} \rangle = \langle P^-D_{\theta H_2} \theta f_+, z \bar{z}^2 \bar{g} \rangle = \langle \hat{T}_z P^-D_{\theta H_2} \theta f_+, \bar{z} \bar{g} \rangle.
\]

By Theorem 5.3 there is \( \varphi_3 \in L^\infty \) such that \( P^-D_{\theta H_2} = \hat{T}_{\varphi_3} \). The equality \( P_\alpha H_2 D_{H_2} = \Gamma_{\varphi_2}^\alpha \) for some \( \varphi_2 \in L^\infty \) can be shown similarly. \( \square \)

5. Reflexivity and transitivity

The subspace \( T(H^2) \) of all Toeplitz operators is transitive and 2–reflexive [1]. We show below that the space of (asymmetric) (dual) truncated Toeplitz operators has similar properties.

Theorem 5.1. Let \( \theta, \alpha \) be two nonconstant inner functions. The space \( T(K_\theta, K_\alpha) \) of all bounded asymmetric truncated Toeplitz operators is weak*(WOT)–closed, transitive and 2–reflexive.

Corollary 5.2. The space \( T(K_\theta) \) of all bounded truncated Toeplitz operators is weak*(WOT)–closed, transitive and 2–reflexive.

Proof of Theorem 5.1. Weak*(WOT)–closedness of \( T(K_\theta, K_\alpha) \) was shown in [32] Theorem 4.2 for \( \alpha = \theta \). The general case can be proved similarly. It is also a consequence of \( T(K_\theta, K_\alpha) \) being shift invariant, as we will see below.

For the proof of transitivity assume firstly that a rank-one operator \( f \otimes g \) annihilates all operators from \( T(K_\theta, K_\alpha) \), where \( f \in K_\theta \), \( g \in K_\alpha \). Then for all \( \varphi \in L^\infty \) we have

\[
0 = \langle A^\theta_\alpha f, g \rangle = \langle P_\alpha(\varphi f), g \rangle = \langle \varphi f, g \rangle = \int_T \varphi f g dm.
\]

Hence \( f \bar{g} = 0 \) and \( f \bar{g} \in L^1 \). Since \( f, g \in H^2 \), then one of them has to be zero. Since there is no rank-one operator in the preannihilator of \( T(K_\theta, K_\alpha) \), the space \( T(K_\theta, K_\alpha) \) is transitive.

To prove 2–reflexivity let us take \( f \in K_\theta \), \( g \in K_\alpha \) such that \( zf \in K_\theta \), \( zg \in K_\alpha \). Since operators from \( T(K_\theta, K_\alpha) \) are shift invariant, we know that \( f \otimes g - zf \otimes zg \in T(K_\theta, K_\alpha)_1 \). On the other hand, if for a bounded operator \( A \in B(K_\theta, K_\alpha) \) we have

\[
0 = \langle A f \otimes g - zf \otimes zg, \varphi \rangle = \langle Af, g \rangle - \langle A(zf), zg \rangle,
\]

then by Theorem 4.1 \( A \in T(K_\theta, K_\alpha) \). Hence we obtained 2–reflexivity. \( \square \)

Theorem 5.3. The subspace \( T^2(K_\theta^+, K_\alpha^+) \) is weak*(WOT)–closed, transitive and 2–reflexive.

Corollary 5.4. The subspace \( T^2(K_\theta^+, K_\alpha^+) \) is weak*(WOT)–closed, transitive and 2–reflexive.

Proof of Theorem 5.3. Let us denote

\[
\mathcal{M} = \left\{ zf \otimes zg - f \otimes g : f \in K_\theta^+ \cap \{\bar{z}\}^+, g \in K_\alpha^+ \cap \{\bar{z}\}^+ \right\}.
\]

Note firstly that an operator \( D \in B(K_\theta^+, K_\alpha^+) \) is shift invariant if and only if

\[
\langle D, t \rangle = 0 \quad \text{for all} \quad t \in \mathcal{M}.
\]
On the other hand, Theorem 4.3 means exactly that

\[ \mathcal{T}^2(K^\perp_{\theta}, K^\perp_{\alpha}) \subset \mathcal{M} \quad \text{and} \quad \mathcal{M}^\perp \subset \mathcal{T}^2(K^\perp_{\theta}, K^\perp_{\alpha}). \]

Hence the space \( \mathcal{T}^2(K^\perp_{\theta}, K^\perp_{\alpha}) \) is weak*–closed (WOT–closed), since it is characterized by annihilating some trace class (finite rank) operators. Moreover, \( \mathcal{T}^2(K^\perp_{\theta}, K^\perp_{\alpha}) \) is in fact 2–reflexive because

\[ \left( \left( \mathcal{T}^2(K^\perp_{\theta}, K^\perp_{\alpha}) \cap \mathcal{F}_2 \right)^\perp \subset \left( \mathcal{M} \cap \mathcal{F}_2 \right)^\perp \right. \]}

For the proof of transitivity let \( f = \bar{z}f_– + \theta f_+, \ g = \bar{z}g_– + \alpha g_+, \ f_–, f_+, g_–, g_+ \in H^2 \), and \( f \otimes g \in \left( \mathcal{T}^2(K^\perp_{\theta}, K^\perp_{\alpha}) \right)^\perp \). In particular, for all \( \varphi_1 \in L^\infty \),

\[ 0 = \langle \hat{T}^\varphi_1 f_+, g_+ \rangle = \int_{\mathbb{T}} \varphi_1 f_+ \bar{g}_+ \ dm. \]

Hence \( L^1 \ni f_+ \bar{g}_+ = 0 \), and as a consequence \( f_+ = 0 \) or \( g_+ = 0 \), since \( f_+, g_+ \in H^2 \). Similarly we can show that \( f_– = 0 \) or \( g_– = 0 \). Assume that \( f_+ \neq 0 \) a.e. and \( g_– \neq 0 \) a.e. on \( \mathbb{T} \). Then, for any \( \varphi_3 \in L^\infty \), we have

\[ 0 = \langle \hat{T}^\varphi_3 f_+, z\bar{g}_– \rangle = \langle P^- \varphi_3 \theta f_+, \bar{z}g_– \rangle = \langle \varphi_3 \theta f_+, z\bar{g}_– \rangle = \int_{\mathbb{T}} \varphi_3 \theta f_+ z\bar{g}_– \ dm. \]

This implies that \( \theta f_+ z\bar{g}_– = 0 \) a.e. on \( \mathbb{T} \), which is a contradiction. \( \square \)

**Theorem 5.5.** Let \( \theta, \alpha \) be nonconstant inner functions. Then the space \( \mathcal{T}(K^\perp_{\theta}, K^\perp_{\alpha}) \) of asymmetric dual truncated Toeplitz operators is weak*(WOT)–closed and 2–reflexive.

**Corollary 5.6.** Let \( \theta \) be a nonconstant inner function. Then the space \( \mathcal{T}(K^\perp_{\theta}) \) of dual truncated Toeplitz operators is weak*(WOT)–closed and 2–reflexive.

Before we prove Theorem 5.5 let us introduce some notations which allow us to formulate Theorem 5.2 differently. Denote

\[ \mathcal{M}_1 = \left\{ \theta h \otimes \alpha g - z\theta h \otimes \alpha g : \ h, g \in H^2 \right\}, \]

\[ \mathcal{M}_2 = \left\{ \alpha \theta h \otimes \alpha g - \bar{z}g \otimes \bar{z}h : \ h, g \in H^2 \right\}, \]

\[ \mathcal{M}_3 = \left\{ z\theta h \otimes \bar{z}g - \theta h \otimes \bar{z}^2 \bar{g} : \ h, g \in H^2 \right\}, \]

\[ \mathcal{M}_4 = \left\{ \bar{z}h \otimes z\alpha g - \bar{z}^2 \bar{h} \otimes \alpha g : \ h, g \in H^2 \right\}, \]

\[ \mathcal{M}_5 = \left\{ \theta \otimes \bar{z}g - \theta \alpha z \otimes \alpha : \ g \in H^2 \right\}, \]

\[ \mathcal{M}_6 = \left\{ \theta \otimes \alpha z \bar{g} - \bar{z} \alpha z \otimes \alpha : \ g \in H^2 \right\}. \]

**Lemma 5.7.** Let \( \theta, \alpha \) be inner functions and let \( D \in \mathcal{B}(K^\perp_{\theta}, K^\perp_{\alpha}) \). Then

1. \( P^\alpha_{\theta H^2} D_{\theta H^2} = \hat{T}_z^\varphi P^\alpha_{\theta H^2} D_{\theta H^2} \hat{T}_z^\varphi \) if and only if \( D \in \mathcal{M}_1 \);
2. \( P^- D_{\theta H^2} = (P^- C_{\alpha} M_{\theta})_{\theta H^2} (P^\alpha_{\theta H^2} D_{\theta H^2})^* (M_{\alpha} \bar{C}_{\alpha})_{\theta H^2} \) if and only if \( D \in \mathcal{M}_2 \);
3. \( P^- D_{\theta H^2} \hat{T}_z^\varphi = \hat{T}_z P^- D_{\theta H^2} \) if and only if \( D \in \mathcal{M}_3 \);
4. \( (P^\alpha_{\theta H^2} D_{\theta H^2})^* \hat{T}_z^\varphi = \hat{T}_z (P^\alpha_{\theta H^2} D_{\theta H^2})^* \) if and only if \( D \in \mathcal{M}_4 \);
5. \( P^- (D(\theta)) = P^- (\theta \alpha D^*(\alpha)) \) if and only if \( D \in \mathcal{M}_5 \);
\[(6)\ P^-(D^*(\alpha)) = P^-(\theta\alpha\overline{D(\theta)}) \text{ if and only if } D \in \mathcal{M}_D^+.\]

**Proof.** Condition (1), in some sense, was shown in [23]. To prove condition (2) take \(h, g \in H^2\). Then by (2.2),

\[
\langle (P^- C_\alpha M_\theta)_{|\mathcal{H}^2}, (P_{\alpha H^2} D_{|\mathcal{H}^2})^* (M_\alpha C_\alpha)_{|\mathcal{H}^2} \overline{\bar{z}g}, \bar{z}h \rangle - \langle P^- D_{|\mathcal{H}^2} \overline{\bar{z}g}, \bar{z}h \rangle = (M_\alpha C_\alpha) \bar{z}h, (P_{\alpha H^2} D_{|\mathcal{H}^2})^* (M_\alpha C_\alpha)_{|\mathcal{H}^2} \overline{\bar{z}g} - \langle P^- D_{|\mathcal{H}^2} \overline{\bar{z}g}, \bar{z}h \rangle
\]

Similarly, the equivalence in (4) is a consequence of the fact that for all \(g, h \in H^2\) the following holds:

\[
\langle \bar{T}_{\bar{z}} P^- D_{|\mathcal{H}^2} \overline{\theta h}, \overline{\bar{z}g} \rangle - \langle \bar{T}_{\bar{z}} P^- D_{|\mathcal{H}^2} \overline{\theta h}, \overline{\bar{z}g} \rangle = \langle P^- \overline{\bar{z}g}, \bar{z}h \rangle - \langle P^- D_{|\mathcal{H}^2} \overline{\theta h}, \bar{z}g \rangle
\]

This implies equivalence in (3). Similarly, the equivalence in (4) is a consequence of the fact that for all \(g, h \in H^2\) the following holds:

\[
\langle \bar{T}_{\bar{z}} P^- D_{|\mathcal{H}^2} \overline{\theta h}, \overline{\bar{z}g} \rangle - \langle \bar{T}_{\bar{z}} P^- D_{|\mathcal{H}^2} \overline{\theta h}, \overline{\bar{z}g} \rangle = \langle P^- \overline{\bar{z}g}, \bar{z}h \rangle - \langle P^- D_{|\mathcal{H}^2} \overline{\theta h}, \bar{z}g \rangle
\]

Now we will show (5). Note that the equality \(P^-(D(\theta)) = P^-(\theta\alpha\overline{D(\theta)})\) is equivalent to

\[0 = \langle D(\theta), \overline{\bar{z}g} \rangle - \langle \theta\alpha\overline{D^*(\alpha)}, \overline{\bar{z}g} \rangle \text{ for all } \overline{\bar{z}g} \in H^2._{-}\]

Observe also that

\[
\langle \theta\alpha\overline{D^*(\alpha)}, \overline{\bar{z}g} \rangle = \int_T \theta\alpha D^*(\alpha)zg dm = \int_T D^*(\alpha)\overline{\theta\alpha zg} dm
\]

Hence

\[0 = \langle D(\theta), \overline{\bar{z}g} \rangle - \langle D(\theta\alpha zg), \alpha \rangle = < D, \theta \otimes \overline{\bar{z}g} - \theta\alpha zg \otimes \alpha > .\]

To show (6) note firstly that the equality \(P^-(D^*(\alpha)) = P^-(\theta\alpha\overline{D}(\theta))\) is equivalent to

\[0 = \langle D^*(\alpha), \overline{\bar{z}g} \rangle - \langle \theta\alpha\overline{D(\theta)}, \overline{\bar{z}g} \rangle \text{ for all } \overline{\bar{z}g} \in H^2._{-}\]

We also have

\[
\langle \theta\alpha\overline{D(\theta)}, \overline{\bar{z}g} \rangle = \int_T \theta\alpha \overline{D(\theta)}zg dm = \int_T \overline{D(\theta)\theta\alpha zg} dm
\]

Hence

\[0 = \langle D(\theta), \alpha\theta zg \rangle - \langle D(\overline{\bar{z}g}), \alpha \rangle = < D, \theta \otimes \alpha\theta zg - \overline{\bar{z}g} \otimes \alpha > .\]

\[\square\]
Proof of Theorem 5.5. Theorem 3.4 together with Lemma 5.7 give
\[ \left( \mathcal{T}(K^+_{\alpha}, K^+_{\alpha}) \right) \cap \bigcup_{l=1}^{6} \mathcal{M}_l, \quad \mathcal{T}(K^+_{\alpha}, K^+_{\alpha}) \supset \bigcap_{l=1}^{6} \mathcal{M}_l = \left( \bigcup_{l=1}^{6} (\mathcal{M}_l) \right)^\perp. \]

Hence the space \( \mathcal{T}(K^+_{\alpha}) \) is weak*–closed (WOT–closed), since it is characterized by annihilating some trace class (finite rank) operators. Moreover,
\[ \left( \mathcal{T}(K^+_{\alpha}, K^+_{\alpha}) \cap \mathcal{F}_2 \right)^\perp \subset \left( \bigcup_{l=1}^{6} \left( \mathcal{M}_l \cap \mathcal{F}_2 \right) \right)^\perp = \left( \bigcup_{l=1}^{6} \mathcal{M}_l \right)^\perp \subset \mathcal{T}(K^+_{\alpha}, K^+_{\alpha}) \]
which means 2–reflexivity of \( \mathcal{T}(K^+_{\alpha}, K^+_{\alpha}) \).

\[ \square \]

6. Functional calculus for ADTTO and reflexivity of its subspaces

The property of reflexivity (k–reflexivity) is generally not hereditary for subspaces, however, if an additional condition (property \( k_1/k \)) is satisfied, it is hereditary. Recall from [5] the following definition.

Definition 6.1. A subspace \( S \subset \mathcal{B}(\mathcal{H}, K) \) has property \( k_1/k \), if \( S \) is weak*–closed and for any weak*–continuous functional \( \Lambda \) on \( S \) there is \( g \in \mathcal{F}_k \) such that for \( S \in S \) we have \( \Lambda(S) = \langle S, g \rangle \). Let \( r \geq 1 \). It is said that \( S \) has property \( k_1/k \) and for any \( \epsilon > 0 \) an operator \( g \in \mathcal{F}_k \) can be chosen such that \( \|g\|_1 \leq (r + \epsilon)\|\Lambda\| \).

The importance of the definition above in our setting is shown in the following proposition recalled from [24].

Proposition 6.2. Let \( S \subset \mathcal{B}(\mathcal{H}, K) \) be k–reflexive. Then any weak*–closed subspace \( S_1 \subset S \) is k– reflexive if and only if \( S \) has property \( k_1/k \).

Theorem 6.3. Let \( \Phi : L^\infty \to \mathcal{T}(K^+_{\alpha}, K^+_{\alpha}) \subset \mathcal{B}(K^+_{\alpha}, K^+_{\alpha}), \varphi \mapsto D^0_{\varphi, \alpha} \). Then
\begin{enumerate}
\item \( \Phi \) is a linear isometry onto \( \mathcal{T}(K^+_{\alpha}, K^+_{\alpha}) \),
\item \( \Phi \) is continuous in weak* topology in both spaces,
\item \( \Phi_{|_{L^\infty}} \) is a bijection onto \( \mathcal{A}(K^+_{\alpha}, K^+_{\alpha}) \),
\item \( \mathcal{T}(K^+_{\alpha}, K^+_{\alpha}) \) has property \( k_1/2(1) \),
\item any weak* closed subspace \( S \subset \mathcal{T}(K^+_{\alpha}, K^+_{\alpha}) \) is 2– reflexive,
\item \( \mathcal{A}(K^+_{\alpha}, K^+_{\alpha}) \) is weak* closed and 2– reflexive.
\end{enumerate}

Proof. The linearity of \( \Phi \) is trivial. The fact that \( \Phi \) is an isometry was shown in [11] Proposition 1.1]. To see the continuity take \( t = \sum_{k=0}^{\infty} f_k \otimes g_k, f_k \in K^+_{\alpha}, g_k \in K^+_{\alpha} \). Assume that \( \varphi_i \xrightarrow{w*} \varphi \), then
\[ < D^0_{\varphi, \alpha}, t > = \sum_{k=0}^{\infty} (D^0_{\varphi, \alpha} f_k, g_k) = \sum_{k=0}^{\infty} \int_T \varphi_i f_k \bar{g}_k dm = \int_T \varphi_i \sum_{k=0}^{\infty} f_k \bar{g}_k dm. \]
Since \( \sum_{k=0}^{\infty} f_k \bar{g}_k \in L^1 \), then
\[ \int_T \varphi_i \sum_{k=0}^{\infty} f_k \bar{g}_k dm \to \int_T \varphi \sum_{k=0}^{\infty} f_k \bar{g}_k dm = < D^0_{\varphi, \alpha}, t > . \]
Moreover, by [11, Proposition 1.1], \( \| \cdot \| \) is a proper subset of \( L^1 \). Then \( \Lambda \circ \Phi: L^\infty \to \mathbb{C} \) is a weak*-continuous functional. Hence there is \( f \in L^1 \) such that
\[
\Lambda(D_{\psi}^{\theta,\alpha}) = (\Lambda \circ \Phi)(\psi) = \int_T \psi f dm, \quad \psi \in L^\infty.
\]

Recall that \( H^2 \) is a proper subset of \( L^1 \). By [4] and [11] Corollary 3.3, for any \( \varepsilon > 0 \) there are \( h_1, h_2, g_1, g_2 \in H^2 \) such that \( f = h_1 h_2 + g_1 g_2 \) and \( \| g_1 \| \| g_2 \| < \varepsilon \). Take \( t = \theta a h_1 \otimes a \theta h_2 + \theta a g_1 \otimes a \theta g_2 \in B_1(K^\perp_\theta, K^\perp_\alpha). \) Then for \( \psi \in L^\infty \) we have
\[
\langle D_{\psi}^{\theta,\alpha}, t \rangle = \int_T \psi(\theta a h_1 \overline{a \theta h_2} + \theta a g_1 \overline{a \theta g_2}) dm = \int_T \psi f dm = \Lambda(D_{\psi}^{\theta,\alpha}).
\]
Moreover, by [11] Proposition 1.1, \( \| \cdot \| = \| \Lambda \circ \Phi = \| f \|_1 \) and
\[
\| t \| \leq \| \theta a g_1 \overline{a \theta g_2} \| + \| \theta a h_1 \overline{a \theta h_2} \| < \varepsilon + \| f \|_1 + \varepsilon \leq \| f \|_1 (1 + \varepsilon_1).
\]
Hence (4) follows.

Theorem 5.5 and (4) together with Proposition 6.2 give us (5). To prove (6) we need to show that \( A(K^\perp_\theta, K^\perp_\alpha) \) is weak*-closed. Remark 3.0 shows that an operator \( D \in T(K^\perp_\theta, K^\perp_\alpha) \) belongs to \( A(K^\perp_\theta, K^\perp_\alpha) \) if and only if \( P^-(z D(z)) = 0 \). This in turn is equivalent to the fact that for every \( f_- \in H^2 \),
\[
0 = \langle P^-(z D(z)), f_- \rangle = \langle D(z \bar{z} f_-), f_- \rangle = \langle D, z \bar{z} f_- \rangle = \langle D, z \otimes \bar{z} f_- \rangle.
\]
Hence \( A(K^\perp_\theta, K^\perp_\alpha) \) is weak*-closed as a kernel of a weak* continuous functional.

\[\square\]
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