A stochastic T cell response criterion
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The adaptive immune system relies on different cell types to provide fast and coordinated responses, characterized by recognition of pathogenic challenge, extensive cellular proliferation and differentiation, as well as death. T cells are a subset of the adaptive immune cellular pool that recognize immunogenic peptides expressed on the surface of antigen-presenting cells by means of specialized receptors on their membrane. T cell receptor binding to ligand determines T cell responses at different times and locations during the life of a T cell. Current experimental evidence provides support to the following: (i) sufficiently long receptor–ligand engagements are required to initiate the T cell signalling cascade that results in productive signal transduction and (ii) counting devices are at work in T cells to allow signal accumulation, decoding and translation into biological responses. In the light of these results, we explore, with mathematical models, the timescales associated with T cell responses. We consider two different criteria: a stochastic one (the mean time it takes to have had $N$ receptor–ligand complexes bound for at least a dwell time, $t$, each) and one based on equilibrium (the time to reach a threshold number $N$ of receptor–ligand complexes).

We have applied mathematical models to previous experiments in the context of thymic negative selection and to recent two-dimensional experiments. Our results indicate that the stochastic criterion provides support to the thymic affinity threshold hypothesis, whereas the equilibrium one does not, and agrees with the ligand hierarchy experimentally established for thymic negative selection.

1. SUMMARY

The binding properties of T cell receptors for self-pMHC (peptide–major histocompatibility complex) ligands are the basis for the selection in the thymus of a useful (MHC-restricted) and safe (self-tolerant) T cell repertoire. There exists a wealth of experimental support for the following: (i) T cell receptors must be bound to their ligands for a sufficiently long time to initiate the T cell signalling cascade and (ii) T cells require T cell receptor signal accumulation, which will be translated into appropriate biological responses. We have made use of mathematical models to test two different hypotheses: (a) the timescale of a T cell response correlates with the time it takes to have had $N$ receptor–ligand complexes bound for at least a threshold dwell time, $\tau$, each and (b) the timescale of a T cell response correlates with the time a threshold number $N$ of receptor–ligand complexes. We have applied mathematical models to previous experiments in the context of thymic negative selection and to recent two-dimensional experiments. Our results indicate that the stochastic criterion provides support to the thymic affinity threshold hypothesis, whereas the equilibrium one does not, and agrees with the ligand hierarchy experimentally established for thymic negative selection.

2. INTRODUCTION

The adaptive immune system relies on different cell types to provide fast and coordinated responses, characterized by recognition of the pathogenic challenge, extensive cellular proliferation (division) and differentiation, as well as cellular death. T cells are a subset of the adaptive immune cellular pool that recognize immunogenic peptides (non-covalently bound to MHC class I and class II molecules expressed on the surface of antigen-presenting cells (APCs)) by means of specialized receptor molecules on their membrane. A (human or mouse) T cell expresses about 30 000 copies [1] of a T cell receptor molecule (TCR), whose ligands (usually referred to as antigens, in this context) are complexes composed of a peptide bound to an MHC molecule (pMHC). T cell receptors are both degenerate (a given TCR can recognize different pMHC complexes) and specific (single or point mutations to a pMHC complex can significantly alter recognition); yet
TCR–pMHC interactions have low affinities [2–6]. In vivo, pMHC complexes are expressed on the surface of APCs; each (human or mouse) APC displays around 100 000 different pMHC complexes on its surface [7–11]. It is through interactions with pMHC ligands that T cells become activated and differentiate into effector T cells, which elicit immune responses. Thus, in order to study the conditions under which T cells initiate a response, one needs to understand the dynamics of TCR–pMHC binding.

T cells are derived from precursor cells that migrate from the bone marrow to the thymus, where they rearrange their receptor genes and generate a unique (clonotypic) TCR. In the thymus, immature T cells (or thymocytes) are exposed to an antigenic micro-environment orchestrated by APCs of different types [12] that subject thymocytes to a ‘double test’ by displaying a wide range of pMHC complexes, with peptides derived from household proteins (self-peptides or self-pMHC complexes). Owing to the stochastic nature of the gene rearrangements [13,14], some TCRs will not be able to recognize a self-pMHC ligand (TCRs that are not functional). Other TCRs will recognize it too well, and could give rise to mature T cells with the potential to generate autoimmune responses. Thus, the need for a thymic double test to check the functionality of a thymocyte (positive selection) and its state of tolerance, so that it does not recognize self-pMHC complexes with high affinities (negative selection) [15]. Thymic selection allows only 2–5% of all thymocytes to survive and migrate to the peripheral sites of the immune system (lymph nodes, spleen, etc.) [16,17], where they continuously recirculate via the blood, surveying the antigenic environment displayed once again by APCs.

TCR–pMHC binding events determine T cell responses (survival, proliferation, differentiation or death) at different times and locations during the life of a T cell [18]. For example, Naeher et al. [19] have made use of a photo-affinity labelling system (that allows quantitative analysis of pMHC monomer binding to TCR) to show that MHC class I restricted TCRs exhibit an affinity threshold during negative selection. In the light of these results, it is natural to consider the question [20]: how does the number of TCR–pMHC-bound complexes relate to the outcome of negative selection? Current evidence suggests that both the duration and the number of TCR–pMHC bindings play a role [21–23]. Valitutti et al. [24,25] have experimentally shown that a few hundred pMHC molecules can serially bind thousands of TCRs. Finally, Sykulev et al. [26] and Davis and colleagues [27,28] have provided experimental data suggesting that a few agonist pMHC ligands (5–10) are sufficient to elicit a T cell response. This body of work provides support for the following two hypotheses: (i) TCR–pMHC engagement needs to be sufficiently long to result in productive signal transduction [29] and (ii) T cells can integrate signals; that is, counting devices are at work in T cells to allow signal accumulation, decoding and translation into biological responses [25]. These ideas have been explored by different groups: Palmer and Naeher have provided a biophysical basis for their affinity threshold for negative selection hypothesis [19,20], Dushek et al. [30] have developed a mathematical ‘productive hit rate model’, Chakraborty and colleagues [31–33] have developed statistical models of how T cells convert analogue inputs into digital outputs and van den Berg & Rand [34] have introduced the idea of a mean triggering rate. The first set of authors introduces the concepts of dwell time of individual TCR–pMHC complexes and productive TCR interactions, and compute the number of TCR–pMHC interactions required as a function of the TCR–pMHC complex half-life, for a given choice of dwell time and number of productive TCR interactions (see fig. 3 of Palmer & Naeher [20]). Current experimental evidence supports values of dwell time, \( \tau \), of around 4 s and number of productive TCR interactions, \( N \), below 100 [20,35]. In this study, we make use of these ideas to provide a stochastic T cell response criterion based on a mathematical model of TCR–pMHC molecular interactions. The dynamics of a small number of TCR–pMHC binding events, as suggested by the experimental evidence mentioned earlier, is naturally described as a stochastic process, without the need to assume that TCR–pMHC association/dissociation kinetics has reached thermal equilibrium [36–41].

TCR–pMHC binding, and receptor–ligand binding in general, is described by reaction kinetics, assuming that the ligand is in solution and that receptors are membrane-bound on T cells [42,43]. The kinetics is governed, for a given choice of receptor and ligand, by two rates, \( k_r \) and \( k_d \), that give the probability per receptor and per unit of time of a binding and an unbinding event, respectively [36–39,44]. The study of reaction kinetics for the system \( A + B \rightleftharpoons C \) is not only limited to the case of receptor–ligand interactions, but is of wide interest and has been applied to other problems, such as crystal growth, gene clustering, cellular metabolism and catalytic efficiency of enzyme reactions [45–51]. From a thermodynamic perspective, it is natural to assume that, if one waits long enough, forward (association) and backward (dissociation) reactions reach a steady-state or equilibrium [34]. Thus, in §3, we investigate an equilibrium dynamics model of TCR–pMHC association/dissociation. One candidate T cell response criterion that will be explored is that the timescale of a T cell response correlates with the time a threshold number, \( N \), of TCRs must be occupied at equilibrium, \( T_N \). However, given the experimental support behind the hypothesis that a few agonist pMHC ligands can suffice to trigger T cell responses [3,26,52] and Palmer’s affinity threshold for negative selection [19,20,30], a stochastic approach seems more appropriate [38,39,53]. Furthermore and as discussed earlier, (i) sufficiently long TCR–pMHC engagements are required to initiate the signalling cascade, resulting in productive signal transduction [35], and (ii) T cells can integrate signals; that is, counting devices are at work in T cells to allow signal accumulation, decoding and translation into biological responses [25,23]. With this experimental and theoretical evidence in mind, we explore a different criterion, namely that T cell responses take place once a given number of
TCRs (and not necessarily in a simultaneous way), $N$, have been engaged with ligand for at least a dwell time, $\tau$, each. The stochastic criterion requires counting the number of productive bindings (a binding is productive if it lasts longer than the threshold dwell time, $\tau$) to capture the essence of the signalling cascade [39]). The first time at which this stochastic criterion is satisfied (a first passage time (FPT), as considered from a stochastic process point of view [54]) will be referred to as the first time to signal initiation (TSI). We will derive expressions for the mean and the variance of the TSI, as well as for the time to reach a threshold number of productive bindings (a binding is productive if it lasts longer than the threshold dwell time, $\tau$), as a function of the concentration [19]. For each ligand type and for a given temperature, the mathematical models require the association and dissociation rates [39], as a function of $N$, the number of productive TCR–pMHC engagements and $\tau$, the dwell time, and its variance. We study the MTSI for different concentrations [19]. For each ligand type and for a given concentration, the mathematical models require the association and dissociation rates are temperature-dependent. We make use of recent data [19,55,56] to compare the equilibrium criterion versus the MTSI criterion, to explore the affinity threshold hypothesis and to confront two-dimensional and three-dimensional binding data with the stochastic criterion.

The study has the following structure: §3 describes the main results and in §4 we explore the immunological consequences of the results. Finally, in §5, we provide the mathematical details of the stochastic model developed, and how to derive the deterministic model as a limit of the stochastic model. We also provide analytical expressions for the mean and the variance of the TSI, as well as for the time to reach a threshold number of receptor–ligand complexes, $T_N$.

## 3. RESULTS

### 3.1. Receptor–ligand binding dynamics

Our model of receptor–ligand binding is motivated by the experiments of Palmer and colleagues [19,20], measuring binding of soluble, monomeric pMHC ligands to live thymocytes from T1 TCR transgenic mice. The binding and unbinding reactions can be represented as follows:

$$
\text{circle} + \text{ligand} \xrightarrow{k_u} \text{complex} \xrightarrow{k_d} \text{circle} + \text{ligand}
$$

where the circle represents a free ligand pMHC and the open box an unbound TCR.

We consider two different subsets of TCR transgenic T1 T cells (monoclonal TCR): pre-selection double positive thymocytes (DPs) and mature single positive thymocytes (SPs) [19]. DPs express on average $N_R = 3000$ TCRs and SPs express on average $N_R = 30\,000$ TCRs on their surface. In the experiments, a panel of pMHC ligand complexes is used [19]. Here, we restrict ourselves to three, denoted 4P, 4A and 4N, whose binding parameters are given in Table 1. The negatively selecting ligand, 4P, has the highest complex half-life, $t_{1/2}$, and lowest equilibrium dissociation constant, $K_d$ [44]. We note that the parameters $K_d$, $t_{1/2}$ and $k_{on}$ have been introduced and defined in §5.2. The ligand denoted 4N is positively selecting, with the lowest $t_{1/2}$ and highest $K_d$. The ligand denoted 4A is called a threshold ligand [19]; it can act as a positively selecting or negatively selecting ligand depending on its concentration [19]. For each ligand type and for a given temperature, the mathematical models require the association and dissociation rates for the TCR–pMHC interaction, $k_{\pm}$ (see §5 and Lauffenburger & Linderman [44]).

Our criterion is that T cell responses are initiated by discrete (stochastic) events and not by attaining the state of thermal equilibrium or steady-state. In order to support our criterion, in §3.2, we explore a stochastic model of receptor–ligand binding, and in §3.3 we analyse the deterministic limit of the mathematical model. The distinction between deterministic and stochastic approaches is not solely a mathematical one, but a choice that has its roots in the biochemical distinction between equilibrium and non-equilibrium dynamics.

### 3.2. Stochastic criterion for T cell responses

We first study the possibility that immunological responses of T cells are determined by the number of TCRs engaged for a minimum threshold time [20]. In order to explore this scenario, we develop a stochastic model of TCR binding to pMHC ligand, described in §5.1. We are interested in calculating the time it takes a T cell to reach (for the first time and not necessarily in a simultaneous fashion) $N$ TCR engagements with pMHC ligands, such that each engagement lasts at least a dwell time $\tau$. This time defines the stochastic criterion of T cell responses and is denoted in what follows the first time to signal initiation (or TSI). The first time to signal initiation (or time to signal initiation, for short) is analogous to a FPT defined in stochastic dynamical systems [49,57]. We note the following implicit assumptions of the stochastic criterion: binding events, as well as unbinding events are considered
Figure 1. Mean time to signal initiation (MTSI) for a T cell according to the stochastic criterion. MTSI, $T(N, \tau)$, for single positive thymocytes (SP), T1 TCRs at 37 degrees. Different panels stand for different pairs of values ($N, \tau$): (a) for (10, 1), (b) for (10, 4), (c) for (10, 8), (d) for (100, 1), (e) for (100, 4) and (f) for (100, 8). Time units are seconds. The physiologically relevant range of initial ligand concentration is shaded grey, and the dotted lines correspond to a time scale of 1 min, 1 h and 1 day, respectively.

Independent and identically distributed random variables [58, 59], and the times to bind, as well as the times to unbind are considered exponentially distributed random processes (see §5.1 for mathematical definitions and choice of notation). In §5.1, we provide analytical expressions for the mean and the variance definitions and choice of notation). In §5.1, we provide analytical expressions for the mean and the variance of the time to signal initiation.

We now make use of the T1 TCR data described in Naeher et al. [19] for three different pMHC ligands (4P negatively selecting ligand, 4A threshold ligand, 4N positively selecting ligand) and summarized in Table 1. In figure 1, we plot $T(N, \tau)$ for SP thymocytes, as a function of the initial ligand concentration, for different values of $N$ and $\tau$ (see §5.1 for mathematical definitions and choice of notation).

From figure 1 (supported by equation (3.1)), we note the following properties of the MTSI.

- For any value of the initial ligand concentration, and for any choice of $N$ and $\tau$, the stochastic criterion yields the shortest time to respond to the ligand 4P and the largest time to respond to the ligand 4N, in agreement with the experimental data of Naeher et al. [19]. Furthermore, 4A (or threshold ligand) displays in all cases (figure 1) an intermediate behaviour. Thus, the MTSI provides qualitative support to the affinity threshold hypothesis introduced in Naeher et al. [19]. Given an initial ligand concentration, a choice for ($N, \tau$) and a time $T$ for a T cell response, the positively selecting ligand will not be able to initiate a response within an immunologically relevant time.

- There is no reversion of the hierarchy of ligands as a function of the initial ligand concentration.

- An increase in either $N$ or $\tau$ increases the value of MTSI.

- As the temperature increases, the MTSI also increases (data not shown).

We now proceed to present our results in greater detail.

3.2.1. For single positive thymocytes the mean time to signal initiation is shorter when binding the negatively selecting ligand

We have considered different scenarios, firstly for SP thymocytes [20, 35]: (a) $N = 10$ bindings and $\tau = 1$ s, (b) $N = 10$ bindings and $\tau = 4$ s, (e) $N = 10$ bindings and $\tau = 8$ s, (d) $N = 100$ bindings and $\tau = 1$ s, (e) $N = 100$ bindings and $\tau = 4$ s and (f) $N = 100$ bindings and $\tau = 8$ s. We compare the mean T cell response times (MTSI) of a positively selecting ligand (4N), a threshold ligand (4A) and a negative selecting ligand (4P), for varying initial ligand concentrations for the TCR system T1. As seen in figure 1, the negative-selecting ligand is characterized by the shortest MTSI in all cases considered. This is a result of both its higher $k_{on}$ and lower $k_{off}$, which means bindings occur more frequently and are more likely to last longer. This also accounts for the more pronounced differences in MTSI when either the threshold time, $\tau$, is increased from 1 to 8 s or when the number of bindings required, $N$, is increased from 10 to 100.

A consequence of the stochastic criterion is that, the larger the number of bindings required, $N$, the less important stochastic effects become. In this case, the coefficient of variation tends to zero as $N$ increases (see equation (5.17)). Immunologically, this is relevant as the criterion relegates $N$ to a role secondary to that of the dwell time $\tau$. 
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3.3. Equilibrium time to $N$ TCR–pMHC complexes

If one was to assume that ligand hierarchy or potency (for a given TCR) is determined by how rapidly thermal equilibrium of TCR–pMHC complexes is established, it would be natural to compare the dose–response binding curves for the different ligands under consideration [19]. In figure 2, we plot $f_{eq}$ (see §5.2), the fraction of free TCR molecules at equilibrium, as a function of the initial ligand concentration (dose–response) for different ligands and for DPs (a) and SPs (b). These curves, which have been computed making use of the equations derived in §5.2, agree with the experimental equilibrium binding curves of Naehler et al. [19].

We now continue to explore the equilibrium dynamics of receptor–ligand binding with a second T cell response criterion. We introduce $T_N$, the time needed to reach $N$ TCR–pMHC complexes. In §5.2, we derive an expression for $T_N$ from the solution of an ordinary differential equation [44]. This criterion is, to some extent, the deterministic version of the stochastic criterion that we have introduced in the previous section. In figure 3, we show the time to reach $N = 10$ TCR–pMHC complexes for both double and single positive thymocytes (figure 3a and b, respectively).

Inspection of both the DP and SP thymocytes cases (figure 3a and b, respectively), clearly indicates that this second equilibrium criterion does not allow discrimination between ligands for intermediate to high initial ligand concentrations. That is, for a large range of initial concentrations, this criterion cannot distinguish between positively and negatively selecting ligands, contradicting what has been experimentally found in Naehler et al. [19]. Thus, this criterion cannot account for the hierarchy of activity of peptides observed in vivo [19]. Furthermore, for low enough concentrations, there is an abrupt change in the behaviour of the ligands 4N and 4A, as $T_N$ becomes unbound, that is, for these two ligands, $T_N$ becomes uncontrollably large, and for small initial concentrations these two ligands will not reach $N$ TCR–pMHC complexes in a finite amount of time. This behaviour shifts towards higher concentrations as the value of $N$ increases. The immunological implications of this criterion are: for high concentrations, all the ligands elicit the same response and thus $T_N$ behaves as an all-or-nothing T cell response mechanism. If we were to include the condition that each TCR–pMHC complex needs to

(For example, compare panels a and b (change in $\tau$) and panels a and d (change in $N$) in figure 1.)
remain bound for a minimum dwell time (defined later as \(\tau\)), this would only shift the curves by an amount \(\tau\) vertically.

In the case of DP thymocytes, figure 3a, the implications of this equilibrium criterion are even more disappointing as the roles of 4P and 4A are reversed and the threshold ligand 4A becomes the negatively selecting ligand. Both implications are in disagreement with the hierarchy of ligands experimentally determined [19,20].

From an immunological perspective, and as a function of the initial concentration of ligand, one expects the following behaviour [19,20]; (i) for large enough concentrations (above the physiological range), negatively selecting ligands remain negatively selecting, positively selecting ligands remain positively selecting and threshold ligands become negatively selecting, and (ii) for physiological concentrations, negatively selecting ligands remain negatively selecting, positively selecting ligands remain positively selecting and threshold ligands remain threshold. We can conclude that this behaviour is well characterized by the stochastic criterion introduced in §3.2 (see, figure 1b,c or figure 6b,c) but is at odds with the equilibrium criterion discussed in this section.

### 3.4. Statistics of the mean time to signal initiation

Here, we introduce the equation for the time it takes a T cell to reach (for the first time and not necessarily in a simultaneous fashion) \(N\) TCR engagements with pMHC ligands, such that each engagement lasts at least a dwell time \(\tau\). We also explore the implications of this equation for the MTSI (which is in the theory of stochastic processes a mean FPT [58]), \(T(N,\tau)\), as a function of its relevant parameters (at a given temperature). The relevant parameters are the initial pMHC ligand concentration, \(\rho\), the average number of TCRs expressed on the surface of a T cell, \(N_R\), and the association and dissociation rates for a given pMHC ligand. As derived in §3.3, the MTSI is given by

\[
T(N, \tau) = \tau + \frac{N_R k_{\text{off}}}{k_{\text{on}} \rho N_R}.
\]

The previous equation can be intuitively understood as follows. The probability that, once engaged, a receptor stays engaged for at least a time \(\tau\) is \(\exp(-\tau k_{\text{off}})\). The mean number of complexes formed such that \(N\) of them remain bound for longer than \(\tau\) is \(N' = \exp(\tau k_{\text{off}})N\). Note that \(T(N,\tau)\) is always a decreasing function of \(\rho\) and \(k_{\text{on}}\), but an increasing function of \(k_{\text{off}}\). In the limit of very small initial ligand concentration, we have \(T(N, \tau) \approx 1/\rho\). In the limit of large initial ligand concentration, we have \(T(N, \tau) \rightarrow \tau\). In §5, we have also derived the following analytical expression for the variance of the MTSI, as a function of \(N\) and \(\tau\):

\[
\text{var}(\text{MTSI}) = \frac{N_R k_{\text{off}}}{(k_{\text{on}} \rho N_R)^2}.
\]

The predictions of (3.1) are in excellent agreement with the exact numerical simulations (see §5) as can be seen in figure 4, which provides a comparison between the numerical simulations and the theoretical predictions of (3.1) and (3.2).

In figure 5, we explore the dependence of \(T(N,\tau)\) given an initial ligand concentration, as a function of \(\tau\) (for fixed \(N\)) and as a function of \(N\) (for fixed \(\tau\)). The left panel (figure 5a) illustrates the dramatic difference in \(T(N,\tau)\) based on small differences in \(k_{\text{off}}\). As predicted by equation (3.1), \(T(N,\tau)\) depends linearly on \(N\) (figure 5b).

We conclude this section with a final application of the stochastic criterion to the problem of ligand self–non-self discrimination. In the spirit of the example discussed by van der Merwe & Dushek [35] (box 1), we study the implications of the MTSI formula to illustrate the possibility of self–non-self discrimination. Suppose that ligand F ‘foreign’ has \(k_{\text{off}} = 1.0 \text{ s}^{-1}\) and ligand S ‘self’ has \(k_{\text{off}} = 5.0 \text{ s}^{-1}\), that both have the same value of \(k_{\text{on}}\), but the concentration of S is 100 times that of F. If \(k_{\text{on}} N_R \rho = 10 \text{ s}^{-1}\) for F, and if \(k_{\text{on}} N_R \rho = 1000 \text{ s}^{-1}\) for S, then \(T(10, 4) = 59 \text{ s}\) for F and \(T(10, 4) = 5 \times 10^6 \text{ s}\) for S. In this example, the stochastic criterion produces very clear self–non-self discrimination.

### 3.5. Pre-selection DPs versus SPs

We now explore the MTSI hypothesis on pre-selection DP thymocytes, which have 10-fold lower average number of TCRs on their surface than SP thymocytes. We also note that the binding rates (for a fixed temperature) are different for SP and DP thymocytes (table 1). We have made use of the three different ligands (4P, 4A and 4N) of the T1 TCR system [19]. Our results are summarized in figure 6. DPs are not as capable of discriminating between negatively selecting and threshold ligands as SPs at low initial pMHC ligand concentrations.
As can be seen from plots (a) and (d), with \( \tau = 1 \text{ s} \), the stochastic criterion does not distinguish between 4P (negatively selecting) and 4A (threshold). The ability to discriminate at 37 degrees improves if we choose \( \tau = 4 \text{ s} \), (figure 6b,e). These results suggest that if negative selection happens too early (at the pre-selection DP stage), it might not be effective, as pre-selection DPs will not distinguish between signals delivered by positively selecting ligands and negatively selecting ligands. Threshold ligands, such as 4A, are expected to behave as positively selecting ligands at low concentration, but as negatively selecting ligands at high concentration, as experimentally shown [19,20].

3.6. Two-dimensional binding data: stochastic T cell response criterion

Single-molecule microscopy and fluorescence resonance energy transfer [55], as well as adhesion frequency and thermal fluctuations assays [56] are recent alternative methods of quantifying TCR–pMHC binding, with the advantage that both molecules are anchored on cell surfaces [35,55,56,60]. Recent experimental kinetic parameters (such as \( k_{on} \) and \( k_{off} \)), measured in such two-dimensional conditions [55,56], are given in tables 2 and 6.

In this section, we explore the stochastic criterion in light of these recent two-dimensional measurements.
Note that the stochastic criterion allows us to consider both scenarios (two- and three-dimensional), as follows.

(i) For two-dimensional binding (receptor and ligand molecules anchored on cell membranes), with number densities of receptor and ligand $M_R$, $M_L$, respectively, $A_{on}$ the area of contact between the cells, and $k_{on}^{(two-dimensional)}$ and $k_{off}^{(two-dimensional)}$ the two-dimensional on and off rates, respectively, the MTSI is given by

$$T^{(two-dimensional)}(N, \tau) = \frac{\tau + \frac{N_0\alpha^{(two-dimensional)}_{on} k_{on}^{(two-dimensional)} A_{on} M_R M_L}{k_{on}^{(two-dimensional)} k_{off}^{(two-dimensional)}}}{(3.3)}$$

(ii) For three-dimensional binding (receptor molecules anchored on cell membrane and ligand in solution), with ligand concentration $\rho$, number of receptors on the cell surface $N_R$ and $k_{on}^{(three-dimensional)}$ and $k_{off}^{(three-dimensional)}$ the three-dimensional on and off rates, respectively, the mean MTSI is given by

$$T^{(three-dimensional)}(N, \tau) = \frac{\tau + \frac{N_0\alpha^{(three-dimensional)}_{off} k_{on}^{(three-dimensional)} N_R \rho}{k_{on}^{(three-dimensional) k_{off}^{(three-dimensional)}}}}{(3.4)}$$

We make use of the stochastic criterion with experimental data, measured in a two-dimensional context, from earlier studies [55,56]. Let us assume that given a TCR, ligand potency correlates inversely with the value of $T(N, \tau)$, that is, the most potent ligand for the given TCR is that with the smallest value of the MTSI. We note that for a chosen value of $\tau$, the ligand hierarchy does not depend on $N$, as can be seen from (3.3) and (3.4).

The experimental set-up of Huppa et al. [55] is for the CD4$^+$ 2B4 TCR mouse model and for the IE$^k$/MCC ligand at different temperatures. We have considered their binding data for different temperatures and both in situ and in vitro conditions [55] (tables 2 and 3). The stochastic criterion (with $N = 10$ and $\tau \in [1,10]$ s) has been used to rank the experimental data (fixed ligand at different temperatures) according to their MTSI values (tables 4 and 5). If we assume that the MTSI correlates with the time of a T cell response, and thus, with the potency of the ligand, the stochastic criterion implies that it is only for $\tau > 5$ s when both in situ (two-dimensional) and in vitro (three-dimensional) binding data agree on ligand potency (or hierarchy). In this case, and for $\tau > 5$ s, it is the lowest temperature that yields the shortest MTSI, and as the temperature is increased, the MTSI increases. A plausible way to reconcile both in situ and in vitro data is to hypothesize that the early intracellular molecular steps of the T cell signalling cascade (a kinetic proof-reading mechanism [52,61–63]), require at least a time $\tau > 5$ s.

The experimental set-up of Huang et al. [56] is for the CD8$^+$ OT1 TCR mouse model and six different ligands. We have considered their two-dimensional binding data [56] (table 6), and the three-dimensional binding data of Gascoigne et al. [64] (table 7). The stochastic criterion (with $N = 10$ and $\tau \in [1,10]$ s) has been used to rank the experimental data (six different ligands at a given temperature) according to their MTSI values (tables 8 and 9). If we assume that the MTSI correlates with the time of a T cell response, and, thus, with the potency of the ligand, the stochastic criterion suggests that the two-dimensional and three-dimensional hierarchies are very different. The three-dimensional hierarchy does not change, except for a switch at $\tau \approx 5$ s, when V-OVA and R4 interchange their rankings. On the other hand, the two-dimensional hierarchy depends

Table 2. A summary of in situ (two-dimensional) binding data taken from Huppa et al. [55] from the experimental CD4$^+$ 2B4 TCR mouse model.

| Ligand | experiment | $K_d$ (µM) | $t_{1/2}$ (s) | $k_+$ (s$^{-1}$) | $k_{off} = k_-$ (s$^{-1}$) |
|--------|------------|------------|--------------|---------------|-----------------|
| IE$^k$/MCC 24°C | in situ | 4.26 | 1.68 | $3.2 \times 10^{-10}$ | $4.1 \times 10^{-1}$ |
| IE$^k$/MCC 28°C | in situ | 4.33 | 1.25 | $4.3 \times 10^{-10}$ | $5.5 \times 10^{-1}$ |
| IE$^k$/MCC 33°C | in situ | 4.02 | 0.405 | $1.4 \times 10^{-9}$ | 1.7 |
| IE$^k$/MCC 37°C | in situ | 4.80 | 0.109 | $4.4 \times 10^{-9}$ | 6.4 |

Table 3. A summary of in vitro (three-dimensional) binding data taken from Huppa et al. [55] from the experimental CD4$^+$ 2B4 TCR mouse model.

| ligand | experiment | $K_d$ (µM) | $t_{1/2}$ (s) | $k_+$ (s$^{-1}$) | $k_{off} = k_-$ (s$^{-1}$) |
|--------|------------|------------|--------------|---------------|-----------------|
| IE$^k$/MCC 24°C | in vitro | 22.9 | 5.77 | $1.7 \times 10^{-11}$ | $1.2 \times 10^{-1}$ |
| IE$^k$/MCC 28°C | in vitro | 24.7 | 4.0 | $2.3 \times 10^{-11}$ | $1.7 \times 10^{-1}$ |
| IE$^k$/MCC 33°C | in vitro | 27.7 | 2.28 | $3.7 \times 10^{-11}$ | $3.0 \times 10^{-1}$ |
| IE$^k$/MCC 37°C | in vitro | 39.8 | 1.24 | $4.7 \times 10^{-11}$ | $5.6 \times 10^{-1}$ |
Table 4. Each row is the ligand ranking, for a given value of $\tau$, according to the stochastic criterion for the parameters in table 2. The first ranking ligand corresponds to the shortest MTSI. The parameters and colour scheme correspond to the in situ experiments of table 2.

| $\tau$ (s) | first in ranking | second in ranking | third in ranking | fourth in ranking |
|------------|------------------|-------------------|------------------|-------------------|
| 0          | IE$^3$/MCC 33°C  | IE$^3$/MCC 33°C  | IE$^3$/MCC 28°C | IE$^3$/MCC 24°C  |
| 1          | IE$^3$/MCC 33°C  | IE$^3$/MCC 28°C  | IE$^3$/MCC 24°C | IE$^3$/MCC 37°C  |
| 2          | IE$^3$/MCC 24°C  | IE$^3$/MCC 33°C  | IE$^3$/MCC 33°C | IE$^3$/MCC 37°C  |
| 3          | IE$^3$/MCC 24°C  | IE$^3$/MCC 28°C  | IE$^3$/MCC 33°C | IE$^3$/MCC 37°C  |
| 4          | IE$^3$/MCC 24°C  | IE$^3$/MCC 28°C  | IE$^3$/MCC 33°C | IE$^3$/MCC 37°C  |
| 5          | IE$^3$/MCC 24°C  | IE$^3$/MCC 28°C  | IE$^3$/MCC 33°C | IE$^3$/MCC 37°C  |
| 6          | IE$^3$/MCC 24°C  | IE$^3$/MCC 28°C  | IE$^3$/MCC 33°C | IE$^3$/MCC 37°C  |
| 7          | IE$^3$/MCC 24°C  | IE$^3$/MCC 28°C  | IE$^3$/MCC 33°C | IE$^3$/MCC 37°C  |
| 8          | IE$^3$/MCC 24°C  | IE$^3$/MCC 28°C  | IE$^3$/MCC 33°C | IE$^3$/MCC 37°C  |
| 9          | IE$^3$/MCC 24°C  | IE$^3$/MCC 28°C  | IE$^3$/MCC 33°C | IE$^3$/MCC 37°C  |
| 10         | IE$^3$/MCC 24°C  | IE$^3$/MCC 28°C  | IE$^3$/MCC 33°C | IE$^3$/MCC 37°C  |

Table 5. Each row is the ligand ranking, for a given value of $\tau$, according to the stochastic criterion for the parameters in table 2. The first ranking ligand corresponds to the shortest MTSI. The parameters and colour scheme correspond to the in vitro experiments of table 3.

| $\tau$ (s) | first in ranking | second in ranking | third in ranking | fourth in ranking |
|------------|------------------|-------------------|------------------|-------------------|
| 0          | IE$^3$/MCC 33°C  | IE$^3$/MCC 33°C  | IE$^3$/MCC 28°C | IE$^3$/MCC 24°C  |
| 1          | IE$^3$/MCC 33°C  | IE$^3$/MCC 33°C  | IE$^3$/MCC 28°C | IE$^3$/MCC 24°C  |
| 2          | IE$^3$/MCC 33°C  | IE$^3$/MCC 33°C  | IE$^3$/MCC 28°C | IE$^3$/MCC 24°C  |
| 3          | IE$^3$/MCC 33°C  | IE$^3$/MCC 33°C  | IE$^3$/MCC 28°C | IE$^3$/MCC 24°C  |
| 4          | IE$^3$/MCC 33°C  | IE$^3$/MCC 33°C  | IE$^3$/MCC 28°C | IE$^3$/MCC 24°C  |
| 5          | IE$^3$/MCC 33°C  | IE$^3$/MCC 33°C  | IE$^3$/MCC 28°C | IE$^3$/MCC 24°C  |
| 6          | IE$^3$/MCC 33°C  | IE$^3$/MCC 33°C  | IE$^3$/MCC 28°C | IE$^3$/MCC 24°C  |
| 7          | IE$^3$/MCC 33°C  | IE$^3$/MCC 33°C  | IE$^3$/MCC 28°C | IE$^3$/MCC 24°C  |
| 8          | IE$^3$/MCC 33°C  | IE$^3$/MCC 33°C  | IE$^3$/MCC 28°C | IE$^3$/MCC 24°C  |
| 9          | IE$^3$/MCC 33°C  | IE$^3$/MCC 33°C  | IE$^3$/MCC 28°C | IE$^3$/MCC 24°C  |
| 10         | IE$^3$/MCC 33°C  | IE$^3$/MCC 33°C  | IE$^3$/MCC 28°C | IE$^3$/MCC 24°C  |

Table 6. A summary of two-dimensional binding data taken from Huang et al. [56] for the CD8$^+$ OT1 TCR experimental mouse model.

| ligand (25°C) | experiment | $A_s$ $k_{in}$ ($\mu$m$^4$ s$^{-1}$) | $k_+$ (s$^{-1}$) | $k_{off}$ = $k_-$ (s$^{-1}$) |
|--------------|------------|-------------------------------------|----------------|-----------------------------|
| OVA          | two-dimensional | 1.7 × 10$^{-3}$ | 7.6 × 10$^{-2}$ | 7.2             |
| A2           | two-dimensional | 9.2 × 10$^{-4}$ | 4.0 × 10$^{-2}$ | 3.3             |
| G4           | two-dimensional | 4.7 × 10$^{-5}$ | 2.1 × 10$^{-3}$ | 3.4             |
| E1           | two-dimensional | 1.1 × 10$^{-5}$ | 4.9 × 10$^{-4}$ | 2.6             |
| V-OVA        | two-dimensional | 1.7 × 10$^{-6}$ | 7.6 × 10$^{-5}$ | 0.9             |
| R4           | two-dimensional | 2.0 × 10$^{-6}$ | 8.9 × 10$^{-5}$ | 1.8             |

a lot on the value of $\tau$. We note that the hierarchy of ligands for $\tau < 1$ s is almost an inversion of the hierarchy that gets established for values of $\tau$ greater than 6 s. This is not surprising, given the negative correlation between two-dimensional and three-dimensional off-rates reported by Huang et al. [56].

4. DISCUSSION

T cell receptor binding to ligand determines T cell responses at different times and locations during the life of a T cell [15]. Current experimental evidence, as reviewed in Valitutti et al. [25], provides support to the following: (i) sufficiently long receptor–ligand engagements are required to initiate the T cell signalling cascade that results in productive signal transduction, and (ii) counting devices are at work in T cells to allow signal accumulation, decoding and translation into biological responses. In other words, both the duration and number of TCR–pMHC bindings play a role in T cell responses [21,30]. These ideas have already been explored by Palmer & Naheu [20] in order to provide a biophysical basis for their affinity threshold for negative selection hypothesis [19]. The authors introduce the concepts of dwell time of individual TCR–pMHC complexes and productive TCR interactions, and compute the number of TCR–pMHC interactions required as a function of the TCR–pMHC complex half-life, for a given choice of dwell time and number of productive TCR interactions.
In light of these results, and the fact that in the thymus SP thymocytes only have 4–5 days to scan the medullary environment [12,65,66] and in the periphery the dose- and time-dependence of antigen localization determine whether protective immunity is induced or not [67], in this study we have explored, with mathematical models, the timescales associated with T cell responses. We have considered two different criteria: a stochastic one—(i) the mean time (or mean FPT) it takes to have had $N$ receptor–ligand complexes bound for at least a dwell time, $t$, each—and one based on equilibrium—(ii) the time a threshold number, $N$, of TCRs are occupied at equilibrium. The dynamics of a small number of TCR–pMHC binding events is naturally described as a stochastic process, without the need to assume that TCR–pMHC association/dissociation kinetics has reached thermal equilibrium [36–40]. We have applied both the deterministic and stochastic criteria to the experimental data presented in Naeher et al. [19]. Our results indicate that the stochastic criterion provides support to the thymic affinity threshold hypothesis suggested by Palmer [19,20], whereas the equilibrium one does not. Thus, we propose as a timescale associated to T cell responses: the first time at which the stochastic criterion is satisfied, which is referred to as an FPT in the theory of stochastic processes [58], but has been referred to as the first time to signal initiation in this study. Furthermore, other properties of the stochastic criterion are (i) for the values of $N$ and $t$ considered, the calculated MTSIs are of the order of the timescales associated to negative selection and T cell activation, (ii) a very small number (fewer than 10) of cognate ligand molecules is sufficient to elicit a T cell response, which is consistent with the

Table 7. A summary of three-dimensional binding data taken from [64] for the CD8$^+$ OT1 TCR experimental mouse model.

| ligand (25°C) | experiment   | $K_d$ (μM) | $t_{1/2}$ (s) | $k_{on}$ (s$^{-1}$ M$^{-1}$) | $k_+$ (s$^{-1}$) | $k_{off} = k_-$ (s$^{-1}$) |
|--------------|--------------|-----------|-------------|---------------------|-----------------|---------------------|
| OVA          | three-dimensional | 6.2       | 33          | 3388                | $1.1 \times 10^{-11}$ | $2.1 \times 10^{-2}$ |
| A2           | three-dimensional | 4.2       | 34.7        | 4756                | $1.6 \times 10^{-12}$ | $2.0 \times 10^{-2}$ |
| G4           | three-dimensional | 10        | 99          | 700                 | $2.3 \times 10^{-11}$ | $7.0 \times 10^{-3}$ |
| E1           | three-dimensional | 20.8      | 10.3        | 3235                | $1.1 \times 10^{-11}$ | $6.7 \times 10^{-2}$ |
| V-OVA        | three-dimensional | 22.9      | 18.7        | 1619                | $5.4 \times 10^{-12}$ | $3.7 \times 10^{-2}$ |
| R4           | three-dimensional | 48.9      | 5.4         | 2625                | $8.8 \times 10^{-12}$ | $1.5 \times 10^{-1}$ |

Table 8. Each row is the ligand ranking, for a given value of $\tau$, according to the stochastic criterion for the parameters in table 6. The first ranking ligand corresponds to the shortest MTSI. The parameters and colour scheme correspond to the two-dimensional experiments of table 6.

| $\tau$ (s) | first in ranking | second in ranking | third in ranking | fourth in ranking | fifth in ranking | sixth in ranking |
|------------|------------------|-------------------|------------------|-------------------|-----------------|-----------------|
| 0          | OVA              | A2                | G4               | E1                | R4              | V-OVA           |
| 1          | A2               | G4                | OVA              | E1                | R4              | V-OVA           |
| 2          | A2               | V-OVA             | E1               | R4                | G4              | OVA             |
| 3          | V-OVA            | A2                | R4               | E1                | G4              | OVA             |
| 4          | V-OVA            | A2                | R4               | E1                | G4              | OVA             |
| 5          | V-OVA            | R4                | A2               | E1                | G4              | OVA             |
| 6          | V-OVA            | R4                | E1               | A2                | G4              | OVA             |
| 7          | V-OVA            | R4                | E1               | A2                | G4              | OVA             |
| 8          | V-OVA            | R4                | E1               | A2                | G4              | OVA             |
| 9          | V-OVA            | R4                | E1               | A2                | G4              | OVA             |
| 10         | V-OVA            | R4                | E1               | A2                | G4              | OVA             |

Table 9. Each row is the ligand ranking, for a given value of $\tau$, according to the stochastic criterion for the parameters in table 7. The first ranking ligand corresponds to the shortest MTSI. The parameters and colour scheme correspond to the three-dimensional experiments of table 7.

| $\tau$ (s) | first in ranking | second in ranking | third in ranking | fourth in ranking | fifth in ranking | sixth in ranking |
|------------|------------------|-------------------|------------------|-------------------|-----------------|-----------------|
| 0          | A2               | OVA               | E1               | R4                | V-OVA           | G4              |
| 1          | A2               | OVA               | E1               | R4                | V-OVA           | G4              |
| 2          | A2               | OVA               | E1               | R4                | V-OVA           | G4              |
| 3          | A2               | OVA               | E1               | R4                | V-OVA           | G4              |
| 4          | A2               | OVA               | E1               | R4                | V-OVA           | G4              |
| 5          | A2               | OVA               | E1               | R4                | V-OVA           | G4              |
| 6          | A2               | OVA               | E1               | R4                | V-OVA           | G4              |
| 7          | A2               | OVA               | E1               | R4                | V-OVA           | G4              |
| 8          | A2               | OVA               | E1               | R4                | V-OVA           | G4              |
| 9          | A2               | OVA               | E1               | R4                | V-OVA           | G4              |
| 10         | A2               | OVA               | E1               | R4                | V-OVA           | G4              |

(see fig. 3 of Palmer & Naeher [20]). In light of these results, and the fact that in the thymus SP thymocytes only have 4–5 days to scan the medullary environment [12,65,66] and in the periphery the dose- and time-dependence of antigen localization determine whether protective immunity is induced or not [67], in this study we have explored, with mathematical models, the timescales associated with T cell responses. We have considered two different criteria: a stochastic one—(i) the mean time (or mean FPT) it takes to have had $N$ receptor–ligand complexes bound for at least a dwell time, $\tau$, each—and one based on equilibrium—(ii) the time a threshold number, $N$, of TCRs are occupied at equilibrium. The dynamics of a small number of TCR–pMHC binding events is naturally described as a stochastic process, without the need to assume that TCR–pMHC association/dissociation kinetics has reached thermal equilibrium [36–40]. We have applied both the deterministic and stochastic criteria to the experimental data presented in Naeher et al. [19]. Our results indicate that the stochastic criterion provides support to the thymic affinity threshold hypothesis suggested by Palmer [19,20], whereas the equilibrium one does not. Thus, we propose as a timescale associated to T cell responses: the first time at which the stochastic criterion is satisfied, which is referred to as an FPT in the theory of stochastic processes [58], but has been referred to as the first time to signal initiation in this study. Furthermore, other properties of the stochastic criterion are (i) for the values of $N$ and $\tau$ considered, the calculated MTSIs are of the order of the timescales associated to negative selection and T cell activation, (ii) a very small number (fewer than 10) of cognate ligand molecules is sufficient to elicit a T cell response, which is consistent with the
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serial engagement model, (iii) it provides an intuitive way to understand self–non-self discrimination, (iv) it relegates N to a secondary role to that of the dwell time, τ, which is consistent with the kinetic proof-reading model, and (v) it can be applied to either two- or three-dimensional binding data. Our results indicate that for the experimental data of Huppa et al. [55] one can identify a threshold dwell time, τ, for TCR–pMHC complexes of 5 s that can account for the same ligand hierarchy for both in situ and in vitro data. For the data reported by Huang et al. [56], we note that the two-dimensional hierarchy, as determined by the stochastic criterion, is extremely sensitive to the value of τ the hierarchy of ligands for τ < 1 s is almost an inversion of the hierarchy that gets established for values of τ greater than 6 s. This is not surprising, given the negative correlation between two-dimensional and three-dimensional off-rates reported by the authors.

The previous discussion also stresses one of the main results of this study, namely that stochastic effects are important in the timescales that determine cellular responses: during thymic negative selection [12,65,66], results of this study, namely that stochastic effects are important in the timescales that determine cellular responses: during thymic negative selection [12,65,66], important in the timescales that determine cellular responses: during thymic negative selection [12,65,66], or during the initiation of T cell responses in the periphery [67].

As discussed in Altan-Bonnet & Germain [52], rapid, sensitive and highly discriminatory TCR-induced signals, yet exquisitely ligand specific, can be explained in terms of a negative feedback (phosphatase mediated), which suppresses signalling by weak ligands, and a positive feedback (ERK mediated), which is induced by strong TCR–pMHC ligands. Furthermore, recent work by Dushek et al. [63] has considered the role of TCR–pMHC re-binding, within a kinetic proofreading model [61,62], as a potential mechanism for pMHC ligand discrimination. In this study, we have not attempted to provide a mechanistic derivation of the dwell time, τ, introduced in the stochastic criterion. The mechanisms discussed in earlier studies [52,63,68] will allow us to explore different kinetic proofreading scenarios and feedback loops, to justify the origin of τ. This and TCR/pMHC diffusion on cellular membranes [69] will be considered elsewhere.

We conclude by summarizing the mathematical results of this study: we have made use of a stochastic model for the binding and unbinding kinetics of receptor–ligand interactions [38], that is a birth and death stochastic process for the number of receptor–ligand complexes. This model has allowed us to formulate the stochastic criterion and to derive analytical expressions for the mean value of TSI, T(N,τ) as a function of N and τ, and its variance.

5. METHODS

5.1. Stochastic model

We study the dynamics of monovalent receptor binding to monomeric ligand with a stochastic model that is represented as follows:

An unbound receptor can bind a free ligand with rate $k_+$, and an engaged receptor can become dissociated from the ligand with rate $k_-$. Both $k_+$ have units of inverse time. At the initial time, $t = 0$, all $M_0$ receptors are unbound, and there are $M_0$ free ligands. The stochastic variable $X_t$ represents the number of engaged receptors at time $t$. Its state space $S$ is given by the set $S = \{0,1,2,\ldots,\min(M_R,M_L)\}$. The dynamics of the stochastic variable $X_t$ (number of engaged receptors at time $t$) can be derived from the transition probabilities that prescribe the events that can take place in a small time interval. There are only two types of events:

(i) an association event that increases the number of engaged receptors by one unit, and
(ii) a dissociation event that reduces the number of engaged receptors by one unit.

The stochastic model for the binding and unbinding of receptors and ligands is a continuous time Markov chain, a birth and death process [58,70] with rates

$$
\mu_n = k_- n, \quad 0 \leq n \leq \min(M_R,M_L),
$$

$$
\lambda_n = k_+ (M_R - n)(M_L - n), \quad 0 \leq n \leq \min(M_R,M_L).
$$

Let $p_n(t)$ be the probability that there are $n$ engaged receptors at time $t$. That is, $p_n(t) = \text{Prob}[X_t = n]$. These probabilities satisfy the following system of differential equations [70]:

$$
\frac{d}{dt}p_0 = \mu_1 p_1 - \lambda_0 p_0, \quad (5.1)
$$

$$
\frac{d}{dt}p_n = \mu_{n+1} p_{n+1} + \lambda_{n-1} p_{n-1} - (\mu_n + \lambda_n) p_n, \quad 1 \leq n \leq M_R - 1 \quad (5.2)
$$

and

$$
\frac{d}{dt}p_{M_R} = \lambda_{M_R-1} p_{M_R-1} - \mu_{M_R} p_{M_R}, \quad (5.3)
$$

where we have assumed that $M_R \leq M_L$. Similar equations can be derived in the case $M_R > M_L$. The mean number of engaged receptors at time $t$ is

$$
x(t) = \mathbb{E}[X_t] = \sum_{n=0}^{M_R} n p_n(t).\quad \text{It obeys the following differential equation:}
$$

$$
\frac{d}{dt}x = \sum_{n=0}^{M_R} n \frac{d}{dt}p_n
$$

$$
= \sum_{n=1}^{M_R} n[\mu_{n+1} p_{n+1} + \lambda_{n-1} p_{n-1} - (\mu_n + \lambda_n) p_n] + M_R(\lambda_{M_R-1} p_{M_R-1} - \mu_{M_R} p_{M_R})
$$

$$
= -\sum_{n=1}^{M_R} \mu_n p_n + \sum_{n=1}^{M_R} \lambda_n p_n
$$

$$
= -k_+ \sum_{n=0}^{M_R} n p_n + k_+ \sum_{n=0}^{M_R} (M_R - n)(M_L - n) p_n
$$

$$
= -k_+ x + k_+ M_L M_R - k_+ (M_L + M_R)x + k_+ y, \quad (5.4)
$$

where $y(t) = \mathbb{E}[X_t^2] = \sum_{n=0}^{M_R} n^2 p_n(t)$. 
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If the experimental system under consideration has a number, \( N_r \), of T cells, each of them with an average number, \( N_R \), of TCRs on their surface, the mean number of engaged receptors per T cell at time \( t \) is given by

\[
z(t) = \frac{\dot{z}(t)}{N_r}.
\]

Let us introduce the stochastic variable, \( Z_t \), such that \( X_t = N_t Z_t \), and the variable \( w(t) = \mathbb{E}(Z_t^2) \). If we make use of these definitions and the fact that \( M_t = N_t N_R \), it is easy to derive the following equation for the time evolution of \( z(t) \):

\[
\frac{d}{dt} z = -k_+ z + k_+ M_t N_R - k_- (M_t + N_r N_R) z + k_+ N_r w.
\]

\[
\text{(5.6)}
\]

### 5.2. Deterministic approximation

The deterministic approximation consists of neglecting fluctuations in equation (5.6) by setting \( w(t) = z^2(t) \), so that \( \frac{dz}{dt} = f(z) \), where

\[
f(z) = k_+ M_t N_R - [k_3 + k_+ (M_t + N_r N_R)] z + k_+ N_r z^2,
\]

\[
= -k_3 z + k_+ (N_R - z) (M_t - N_r z).
\]

\[
\text{(5.7)}
\]

The two solutions of \( f(z) = 0 \) are \( z_1 \) and \( z_2 \), where

\[
z_1 = \frac{1}{2} \left[ k_3 + k_+ (M_t + N_r N_R) \right] + \sqrt{\left[ k_3 + k_+ (M_t + N_r N_R) \right]^2 - 4 k_+ N_r N_R}
\]

\[
z_2 = \frac{1}{2} \left[ k_3 + k_+ (M_t + N_r N_R) \right] - \sqrt{\left[ k_3 + k_+ (M_t + N_r N_R) \right]^2 - 4 k_+ N_r N_R}
\]

\[
\text{(5.8)}
\]

\[
\text{(5.9)}
\]

and

\[
\delta = \sqrt{\left[ k_3 + k_+ (M_t + N_r N_R) \right]^2 - 4 k_+ N_r N_R}.
\]

\[
\text{(5.10)}
\]

As \( t \to \infty \), \( z(t) \to z_{eq} = z_1 \), the stable steady-state value \([44]\). We also introduce the per T cell fraction of unbound receptors in the steady-state, given by \( f_{eq} = \frac{(N_R - z_1)}{N_R} \). The exact solution of equation (5.6), \( z(t) \), with initial conditions, \( z(0) = 0 \), is given by

\[
z(t) = z_1 z_2 \left(\frac{1 - e^{-k_3 \delta t}}{z_2 - z_1 e^{-k_3 \delta t}}\right).
\]

An important quantity that is obtained from this solution is the time to reach \( N \) TCR–pMHC complexes, that is, \( T_N \), such that \( z(T_N) = N \). \( T_N \) can be computed to yield:

\[
T_N = \frac{1}{k_3 \delta} \log \left[ \frac{z_1 z_2 - N}{z_2 (z_1 - N)} \right].
\]

5.2.1. Ordinary differential equation under the assumption of soluble ligand binding

We may rewrite equation (5.6) as

\[
\frac{d}{dt} z = -k_{off} z + k_{on} \left[ N_t \rho - z \left( \frac{N_r N_R}{V N_A} \right) + \frac{N_r}{V N_A} w \right],
\]

where we have introduced the following parameters:

\[
\rho = \text{initial concentration of ligand in the}
\]

\[
\text{experimental system} = \frac{M_t}{V N_A},
\]

\[
k_{off} = k_-, \quad t_{1/2} = \frac{\log 2}{k_{off}},
\]

\[
k_{on} = V N_A k_+ \quad \text{and} \quad k_0 = \frac{k_{off}}{k_{on}},
\]

with \( V \) the volume of the experiment and \( N_A \) Avogadro’s number.

The deterministic approximation consists of neglecting fluctuations by setting \( y(t) = z^2(t) \), or \( w(t) = z^2(t) \), so that

\[
\frac{d}{dt} z = -k_{off} z + k_{on} (N_R - z) \left( \frac{N_r z}{V N_A} \right).
\]

\[
\text{(5.11)}
\]

If we introduce

\[
\eta = \frac{N_r N_R}{V N_A \rho}, \quad \lambda_\pm = \frac{1}{2} \left[ 1 + \frac{\rho}{K_d} (1 + \eta) \right] \\
\pm \sqrt{\left[ 1 + \frac{\rho}{K_d} (1 - \eta) \right]^2 + \frac{4 \rho \eta}{K_d}} \quad \text{and} \quad \Delta = \lambda_+ - \lambda_-, \quad \text{then the solution of equation (5.6), with} \ z(0) = 0, \text{is given by}
\]

\[
z(t) = N_R \frac{\lambda_+ - \lambda_- K_d}{\eta} \left( 1 - e^{-\Delta t} \right) \left( \frac{\lambda_+ - \lambda_- \rho}{\eta} \right).
\]

\[
\text{(5.12)}
\]

From this solution, one can obtain the equilibrium value of the average number of engaged receptors per T cell, \( z_{eq} \), and \( T_N \). These are given by the following expressions:

\[
\lim_{t \to \infty} z(t) = z_{eq} = N_t \frac{\lambda_- K_d}{\rho \eta},
\]

\[
\text{(5.13)}
\]

and

\[
T_N = \frac{1}{k_{off} \Delta} \log \left( \frac{N_t \lambda_+ \lambda_- K_d - N \lambda_- \rho \eta}{N_t \lambda_+ - N_t \lambda_- \rho \eta} \right).
\]

\[
\text{(5.14)}
\]

5.3. The mean and variance of the first passage time (or first time to signal initiation)

We now suppose that T cell responses take place once \( N \) TCRs have been engaged with ligand, for at least a time \( \tau \) each. The first time at which this criterion is satisfied is referred to as a FPT \([58]\). We will derive expressions for its mean value, \( T(N, \tau) \), and variance.

At the instant of its formation, any ligand–receptor complex has probability \( \exp(-\tau k_{off}) \) of remaining bound for longer than the dwell time \( \tau \). A binding that does so is said to be productive. Let \( N' \) be the mean total number of binding events before the \( N \)th productive one. We can then write (as binding events are independent)

\[
N' = \exp(\tau k_{off}) N.
\]

Let \( t_i \) be the time that the \( i \)th ligand–receptor complex is formed. By definition, we have that \( \text{FPT}(N, \tau) = \tau + t_N \).
and thus, $T = \tau + \mathbb{E}(t_{N'})$. Each of the $N'$ times between binding events, $t_{N'+1} - t_{N'}$, is exponentially distributed and therefore has standard deviation equal to its mean $[58]$. The time $t_{N'}$, which is a sum of exponentially distributed random times, therefore has variance proportional to $N'$. If, up to time $t_{N'}$, the number of bound receptors is much less than $N_R$ and much less than $\rho VN_\delta/N_\alpha$, then $t_{N'}$ is the sum of $N'$ independent, exponentially distributed random variables with mean $(k_{on}\rho N_R)^{-1}$, that is

$$
\mathbb{E}(t_{N'}) = \frac{N'}{k_{on}\rho N_R} \quad \text{and} \quad \text{var}(t_{N'}) = \frac{N'}{(k_{on}\rho N_R)^2}, \quad (5.15)
$$

so that

$$
\mathbb{E}(\text{FPT}) = T(N, \tau) = \tau + \frac{N_R e^{\tau/k_{off}}}{k_{on}\rho N_R} \quad \text{and}
$$

$$
\text{var}(\text{FPT}) = \text{var}(\tau + t_{N'}) = \text{var}(t_{N'}) = \frac{N_R e^{\tau/k_{off}}}{(k_{on}\rho N_R)^2}. \quad (5.16)
$$

Note that the coefficient of variation of the FPT can be computed as follows:

$$
\frac{\text{standard deviation (FPT)}}{\text{mean (FPT)}} = \frac{1}{\sqrt{N' + \tau k_{on}\rho N_R}/\sqrt{N'}}. \quad (5.17)
$$

With more generality, we may assume that the initial concentration of ligands, $\rho$, is constant (neglect ligand depletion due to binding), but take into account that the number of occupied TCRs on a T cell is a finite fraction of $N_R$. The total number of receptors that bind at least once before time $t$ is $N_R \left[1 - \exp(-(k_{on}\rho t))\right]$. Let $B(t)$ be the mean number of bound receptors at time $t$. Then, we can write

$$
\frac{d}{dt} B = k_{on}\rho(N_R - B) - k_{off} B, \quad (5.18)
$$

and if we solve for $B(t)$, we have

$$
B(t) = N_R \frac{k_{on}\rho}{k_{on}\rho + k_{off}} \left[1 - \exp(-(k_{on}\rho + k_{off})t)\right]. \quad (5.19)
$$

The mean number of binding events up to time $t$ is $C(t)$, where

$$
C(t) = \int_0^t k_{on}\rho(N_R - B(s)) \, ds
= k_{on}\rho \left(N_R t - \int_0^t B(s) \, ds\right)
= N_R k_{on}\rho \left(\frac{k_{off}}{k_{on}\rho + k_{off}} t + \frac{k_{on}\rho}{(k_{on}\rho + k_{off})^2} \right)
\times \left(1 - \exp(-(k_{on}\rho + k_{off})t)\right). \quad (5.20)
$$

If $(k_{on}\rho + k_{off})t \ll 1$, then $C(t) \approx N_R k_{on}\rho(t - \frac{1}{2} k_{on}\rho t^2 + \cdots)$. Setting $C(T - \tau) = N'$ gives the following expression for $T$:

$$
T(N, \tau) = \tau + \frac{1}{k_{on}\rho} \left(\frac{N'}{N_R} + \frac{1}{2} \left(\frac{N'}{N_R}\right)^2 + \cdots\right),
$$

which includes correction terms to the approximation of $T(N, \tau)$ calculated in (5.16). Note that the correction terms become negligible when $N_R \gg N$. For the values of $N$ considered in this study, the correction terms can be neglected, as has been verified in numerical computations.

We conclude by providing, without derivation, the analytical expressions for the mean and the variance of the FPT in a two-dimensional setting. It is easy to show that

$$
E(\text{two-dimensional (FPT)}) = T(\text{two-dimensional})(N, \tau)
= \tau + \frac{N_R e^{\tau/k_{off}}}{(k_{on}\rho)^2} \left(\frac{A_k M_R M_L}{A_k M_R M_L}\right) \quad \text{and}
$$

$$
\text{var}(\text{two-dimensional (FPT)}) = \frac{N_R e^{\tau/k_{off}}}{(k_{on}\rho)^2} \left(\frac{A_k M_R M_L}{A_k M_R M_L}\right)^2. \quad (5.21)
$$

5.4. Numerical simulation method

We use the stochastic simulation, or Gillespie algorithm [71,72], where the number of bound ligands as a function of time, in each realization, is explicitly generated. If there are $n$ bound ligands at time $t$, then the first event after time $t$ is either binding, with probability $\frac{\lambda_n}{\lambda_n + \lambda_m}$, or unbinding, with probability $\frac{\lambda_m}{\lambda_n + \lambda_m}$. The time at which the event occurs is $t = \Delta t$, where $\Delta t$ is a random variable and $\text{Prob} [\Delta t > s] = \exp(-\frac{(\lambda_n + \lambda_m)s}{\lambda_n})$, $s > 0$. We study the dynamics of the receptor–ligand system using parameters $k_s, k_r, N_R$ and $M_L$ corresponding to the ligands 4P, 4A and 4N. Binding and unbinding times are recorded, and a realization ends when the stochastic criterion ($N$ bindings that last, for at least, a time $\tau$ each) is first satisfied. By averaging over realizations, we are able to compute mean FPTs and coefficients of variation.
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