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Abstract. The fractional generalization of dynamical systems is considered. For this purpose, the concepts of fractional phase semi-flow, fractional autonomous system and the generalized exponent of the vector field are introduced. Two examples of their application are explained in detail.
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1 INTRODUCTION

Dynamical systems (DSs) are among the basic tools for investigating evolutionary processes. The classical DS definition contains the concept of the finite-dimensional manifold as the phase space and the one-parametric group of diffeomorphisms as the phase flow [4]. Later on, the concept of the DS underwent changes. DSs have been generalized to infinite-dimensional systems; Poisson brackets formalism led to the symplectic manifolds; application of the discrete time resulted in the cascades, and so on [3]. Essentially new types of DSs are being generated by the new mathematical tools and physical ideas. One of the latest ideas concerns the concept of fractional calculus.

Derivatives and integrals of fractional order [1, 8, 9, 20, 25] have found many applications in recent studies in general physics [7, 16, 21, 28] and mechanics [2, 5, 6, 10, 14, 22, 23]. The interest in fractional analysis has been growing continually during the last few years. Fractional analysis is widely used in kinetic theories [11, 26, 29], statistical mechanics [13, 27], quantum mechanics [12, 17], dynamics in complex media [18, 15, 24], and many others. In mechanics much more attention has been given to continuous DSs describing diffusion and wave processes [21]. At the same time, some solutions of oscillator-type equations have been obtained [7, 28]. It seems that time has come for a wide generalization of the basic conception of DSs.
The classical DS is characterized by determinism, finite dimensionality and
differentiation. Phase flow is the mathematical model of a determined process.
Formalization of the conditions of finite dimensionality and differentiation im-
plies the necessity for the phase space to be a differentiable manifold of finite
dimensionality, and the phase space must be a one-parametric group of diffeo-
morphisms of this manifold.
In this paper, the fractional generalization of finite-dimensional DSs is con-
sidered. For this purpose, we introduce the concepts of fractional phase semi-
flow, fractional DSs, the generalized exponent of the vector field.

2 Fractional Autonomous Systems

Definition 1. The phase semi-flow \((M, \{g^t\})\) is a pair that consists of the
manifold \(M\) and the one-parametric semi-group \(\{g^t\}\) of its transformations.

Let the vector field \(\xi^i = \xi^i(x_1, \ldots, x^n)\) be given in the space domain \(\Omega =
(x_1, \ldots, x^n)\). Each field of this kind is related to an autonomous system of
integro-differential equations of the kind

\[
\frac{d^\alpha x^i(t)}{dt^\alpha} = \xi^i(x^1(t), \ldots, x^n(t)), \quad i = 1, \ldots, n, \tag{2.1}
\]

where \(\frac{d^\alpha x^i(t)}{dt^\alpha}\) is the right (+) or left (−) fractional derivative of the order
\(\alpha\), i.e. an integro-differential singular operator, a fractional generalization of
the derivative (see Appendix). Depending on the type of the derivative \((\pm)\),
the vector field is right- or left-sided. Below, if not indicated otherwise, right-
sided vector fields will be considered. For \(\alpha = 1\), the autonomous system of
integro-differential equations (2.1) turns into a classical autonomous system.

Definition 2. A fractional dynamical system (FDS) comprises a phase semi-
flow and the corresponding fractional autonomous system.

Solution of autonomous system (2.1), \(x^i = x^i(t)\) is an integral curve of the
vector field \(\xi^i\). Let us through

\[
F^{(\alpha)}_i(x^1_0, \ldots, x^n_0) = x^i = x^i(t, x^1_0, \ldots, x^n_0) \tag{2.2}
\]

denote the integral curve of the field \(\xi^i\) with the initial condition \(x^i(0) = x^i_0\).
Formula (2.2) gives the mapping

\[
F^{(\alpha)}_i: (x^1_0, \ldots, x^n_0) \to (x^1(t, x^1_0, \ldots, x^n_0), \ldots, x^n(t, x^1_0, \ldots, x^n_0))
\]

of the initial space area \(\Omega\) into itself, depending on parameter \(t\) (a shift by \(t\)
along the integral curve).

Like the classical DS, the non-autonomous FDS is not more general than
the autonomous one. Upon introducing the new function \(x^{n+1} = t\), the non-
autonomous FDS is reduced to an autonomous one.
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The main theorem of the FDS serves as the generalization of the main theorem of the classical DSs [4].

**The Main Theorem of the FDS.** Let \( \xi^i(x) \) be a real, continuous function limited in the area \( \Omega \) and meeting the Lipschitz condition

\[
|\xi^i(x^1, \ldots, x^j, \ldots, x^n) - \xi^i(x^1, \ldots, x^b, \ldots, x^n)| \leq A|x^j_a - x^j_b|.
\]

In this case, there exists the area \( D \subset \Omega \) in which the solution of equation (2.1) with the initial condition \( x^i(0) = x^i_0 \) exists continuously and uniquely.

From the theorem of existence and uniqueness of the solution of system (2.1) it follows that the mapping \( F^{(\alpha)}_t \) has been defined for small \( t \) values in the environment of this point \( (x^1_0, \ldots, x^n_0) \) and locally is a diffeomorphism.

**Example 1.** Let us consider one of the simplest examples of FDS: the fractional generalization of the law of unrestricted reproduction of microorganisms in a nutritive medium. The equation of motion is

\[
\frac{d^{\alpha}x(t)}{dt^{\alpha}} = \lambda x, \quad \alpha \leq 1, \quad \lambda > 0, \quad x(0) = x_0.
\]  

When \( \alpha \to 1 \), we get the classical reproduction law (Malthus)[19]. Solution of equation (2.3) is

\[
x(t) = x_0 \exp \left( \lambda^{1/\alpha} t \right).
\]

The diffeomorphism \( F^{(\alpha)}_t \) here is an exponential function:

\[
F^{(\alpha)}_t : \quad x_0 \to x_0 \exp \left( \lambda^{1/\alpha} t \right).
\]

The phase trajectories are straight lines \( \dot{x}(t) = \lambda^{1/\alpha} x \), with a slope to the axis depending on the fractional parameter \( \alpha \) (see Fig. 1). If \( F_0 \) is an identical

![Figure 1. The vector field \( \xi = (x, \lambda^{1/\alpha} x) \) in Cartesian coordinates for various initial conditions.](image)

mapping and the diffeomorphisms satisfy the condition

\[
F^{(\alpha)}_{t+s} \circ F^{(\alpha)}_s = F^{(\alpha)}_{t+s}
\]  

valid for both parts at the corresponding values of parameters \( t, s, t + s \), then diffeomorphisms \( F_t \) comprise a local semi-group. For diffeomorphisms \( F_t \) to be
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a group, besides the condition (2.4) and existence of inverse mapping, one more condition should be met: $(F_\alpha^t)^{-1} = F_{\alpha t}^0$, which is not the case here. Here,

$$(F_\alpha^t)^{-1} = F_{\alpha t}^0, \quad t^* = (-1)^{1/\alpha} t.$$  

Thus, to each vector field $\xi^i$ a local one-parametrical semigroup of diffeomorphisms $F_i^{(\alpha)}$ is related. At small values of the parameter $t$, the explicit form of the mapping $F_i^{(\alpha)}$ is given as follows:

$$x^i(t, x_1^0, \ldots, x_n^0) = x_i^0 + \frac{t^\alpha}{\Gamma(1 + \alpha)} \xi^i(x_1^0, \ldots, x_n^0) + o(t),$$

where $\Gamma(x)$ is the Euler gamma-function. With the same accuracy, the Jacobi matrix of the mapping $F_i^{(\alpha)}$ is expressed as

$$\frac{\partial x^i(t)}{\partial x_j^0} = \delta^i_j + \frac{t^\alpha}{\Gamma(1 + \alpha)} \frac{\partial \xi^i}{\partial x_j^0} + o(t).$$

As follows from the (2.5), for the inverse mapping

$$x_j^0(t, x^1, \ldots, x^n) = x_j^0 - \frac{t^\alpha}{\Gamma(1 + \alpha)} \xi^i(x^1, \ldots, x^n) + o(t)$$

the corresponding Jacobi matrix is

$$\frac{\partial x_j^0}{\partial x^i} = 0 - \frac{t^\alpha}{\Gamma(1 + \alpha)} \frac{\partial \xi^i}{\partial x^j} + o(t).$$

Vice versa, if we have a one-parameter local semi-group or even a group of diffeomorphisms $F_i^t = (F_1^t, \ldots, F_n^t)$, it allows an unambiguous reconstruction of the vector field

$$\xi^i = \frac{d^\alpha}{dt^\alpha} F_i^t |_{t=0}, \quad i = 1, \ldots, n.$$  

(2.6)

From the correlation (2.6), specifically, it follows that different vector fields may have one and the same integral curve. To elucidate the difference between the classical and the fractional DS, let us take a simple group of diffeomorphisms and find the corresponding vector fields.

**Example 2.** We will consider, in a plane with coordinates $(x, y)$, a one-parameter group or rotations at the angle $t$ around the origin of coordinates. Then, the mapping $F_i^t$ may be written as

$$x(t) = x_0 \cos t - y_0 \sin t, \quad y(t) = x_0 \sin t + y_0 \cos t.$$

From the property of the fractional derivative (see Appendix), it follows that the fractional derivative of the mapping $F_i^t$ is

$$\frac{d^\alpha x(0)}{dt^\alpha} = x_0 \cos \left( \frac{\pi \alpha}{2} \right) - y_0 \sin \left( \frac{\pi \alpha}{2} \right),$$

$$\frac{d^\alpha y(0)}{dt^\alpha} = x_0 \sin \left( \frac{\pi \alpha}{2} \right) + y_0 \cos \left( \frac{\pi \alpha}{2} \right).$$
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Thus, the field of velocities $\xi^i$, $i = 1, 2$ in Cartesian coordinates $(x, y)$ has the form

$$\xi(x, y) = (bx - ay, ax + by), \quad |\xi| = R,$$  

where $a = \sin \frac{\pi \alpha}{2}$, $b = \cos \frac{\pi \alpha}{2}$, $R = \sqrt{x_0^2 + y_0^2}$. The integral curves of this field, like in the classical case $\alpha = 1$, are circles $x^2 + y^2 = R^2 = \text{const}$ (Fig. 2). But in contrast to the classical case $\alpha = 1$, the vector field along these integral curves is an isocline field. Indeed, the scalar product

$$\langle \xi, r \rangle = \cos (\pi \alpha/2) R^2 = \text{const},$$

whence it follows that the vector field is tangent when $\alpha = 2n + 1$ and turns into a field of normals when $\alpha = 2n, n \in \mathbb{Z}$.

Since the fractional derivative has been determined for all $\alpha \in \mathbb{R}$ (see Appendix), at $\alpha < 0$ the family of circles consists of integral curves of a corresponding autonomous system of integral equations. Depending on $\alpha$, the vector field $\xi^\alpha = \xi^{\text{mod}(4)}$ is periodical (see Fig. 3).

Figure 2. The vector field $\xi = (bx - ay, ax + by)$ in Cartesian coordinates ($a = \sin \varphi$, $b = \cos \varphi$, $\varphi = \alpha \pi/2$, $|\xi| = R$).

Figure 3. The general view of the vector field $\xi = (bx - ay, ax + by)$ for various values of the parameter $\alpha = (0.5, 1, 1.5)$ for the corresponding a), b) and c).

---

The Mathematica 4.1 package has been used for drawing Fig. 2, 3. License #: L2990-7548
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3 The Generalized Exponent of the Vector Field

The one-parameter semi-group of diffeomorphisms \( F^{(\alpha)}_t(x) \) corresponding to the right-side vector field \( \xi(x) \) acts on the functions \( f = f(x) \) according to the rule

\[
(F^{(\alpha)}_t f)(x) := f(F^{(\alpha)}_t(x)).
\] (3.1)

Let us consider, e.g. on a straight line, a one-parameter semigroup of right shifts \( F^{(\alpha)}_t(x) = x + t. \) The vector field \( \xi \) here is constant. The transformations (3.1) may be expressed as

\[
F^{(\alpha)}_t f(x) = f(x + t) = f(x) + D^\alpha_{0+} f(0) t^\alpha + D^{1+\alpha}_{0+} f(0) t^{1+\alpha} + \ldots = (1 + E^\alpha_x) f(x),
\]

where \( E^\alpha_x \) is a generalized exponent function (see Appendix).

In the general case, it is expedient to introduce the following definition:

**Definition 3.** The generalized exponent of the vector field \( \xi \) is the operator

\[
1 + E^\alpha_{-\alpha} := 1 + \frac{t^\alpha}{\Gamma(1+\alpha)} \partial_x^\alpha + \frac{t^{1+\alpha}}{\Gamma(2+\alpha)} \partial_x^{1+\alpha} + \ldots = 1 + \sum_{n=0}^{\infty} \frac{t^{n+\alpha}}{\Gamma(1+n+\alpha)} \partial_x^{n+\alpha},
\]

where \( \partial_x^\alpha = \xi(\alpha) \partial_x \) is a fractional directional derivative of the field \( \xi. \)

This definition allows us to generalize the classical shifting operator and use it not only in classical, but also in quantum mechanics [17].

4 Linear Vector Fields

Let \( X = (X^1_i) \) be a real (or complex) matrix of the rank \( n. \) We shall construct a right-side vector field \( T_{X^+} \) or a left-side vector field \( T_{X^-} \) in space \( \mathbb{R}^n \) (or \( \mathbb{C}^n \)), mapping its values in the point \( x \in \mathbb{R}^n \) (or \( x \in \mathbb{C}^n \)) to equal \( T_{X^+}(x) = -X x \) \( (T_{X^-}(x) = X x). \)

**Theorem 1.** The integral curve \( x_\pm(t) \) of the right-side vector field \( T_{X^+}(x) \) or of the left-side vector field \( T_{X^-}(x) \)

\[
\frac{d^\alpha}{dt^\alpha} x_\pm(t) = (\mp X)^\alpha x, \quad x(0) = x_0
\] (4.1)

has the following form:

\[
x_\pm(t) = \exp \left( \mp tX \right) x_0,
\] (4.2)

the power of the matrix as usual being \( A^\alpha \equiv \exp (\alpha \log A). \) The proof follows from the direct substitution of (4.2) into expression (4.1) and from the property of the fractional derivative (see Appendix).
5 Conclusions and Discussion

Thus, we have that: a) FDS is the fractional generalization of the classical DS; b) the analog of the tangent vector field for the integral curve is the field of isolines; c) the generalized exponent of the vector field $1 + E_{-\alpha}^{1/\alpha}$ is the fractional generalization of the shifting operator; d) the integral curve of the right-side linear vector field has the form of the exponent mapping.

From the mathematical point of view, a sufficient condition for the existence of a fractional derivative, e.g., its Riemann–Liouville form, is belonging to the class of continuous functions (see e.g., [25]). In other words, a continuous but non-differentiable function can never be the solution of the classical DS, while it can be for a FDS. The physical contents of the FDS is in the process of construction, but even now we can note that FDSs are a generalization of the classical DSs when the classical concept of velocity does not work.

Some notes on the introduction of the FDS. The core object is the fractional derivative. However, the latter may be not only in the Caputo–Weyl form, but also in that of Riemann–Liouville. How much the FDS properties depend on the form of its introduction? The basic criterion while introducing the FDS is the physical correspondence between the fractional and the classical DSs systems: when the order of the fractional derivative $\alpha \to 1$, a FDS must turn into a classical DS: $FDS \xrightarrow{\alpha \to 1} DS$. In the case of the Riemann–Liouville form, this criterion is satisfied. However, another problem arises: when $0 < \alpha < 1$, there is no concept of velocity, and the phase trajectory does not exist.

The complex FDS, when $x^\prime(t), \xi^\prime(x) \in \mathbb{C}$, is equivalent to the real FDS (2.1) with $2n$ unknown functions

$$\frac{d^\alpha}{dt^\alpha}(\text{Re} \, x^\prime(t)) = \text{Re} \, \xi^\prime(x), \quad \frac{d^\alpha}{dt^\alpha}(\text{Im} \, x^\prime(t)) = \text{Im} \, \xi^\prime(x).$$

A coherent union of two real FDSs, differing from their direct sum, should take place in the case of analytical vector fields $\xi^i$; however, no result has been so far obtained in this direction. We may show that

$$\mathcal{E}^{2n} x(t) = \frac{1}{2\pi i} \int_C \Gamma(-\alpha) D^\alpha_t x(t) \, d\alpha,$$

where $\Gamma(z)$ is the Euler gamma-function, and the closed curve $C$ has no peculiarities of the phase trajectory $x(t)$, the order of the fractional derivative $\alpha$ is a complex number. This identity may be considered as a certain hint to the existence of such a nontrivial interrelation.

Another important field of FDS is dimensional reduction: for $\alpha \to 0$, part of the dynamical equations turn into constraints. We obtain a unique tool: the phase semi-flow of rank $n$ under continuous limit transition $\alpha \to 0$ turns into a phase semi-flow of the rank $n - 1$ and into certain constraints. The correlation among the classical DSs of different dimensions deserves a detailed analysis.

FDSs belong to the class of continuous DSs. The relation of the FDS with ergodic theory and topological DSs is absolutely unclear. This paper, of course, does not exhaust all the properties of the FDS. Rather, it opens the door to a realm worthy of far more extensive studies.
6 Appendix

The left Riemann–Liouville fractional derivative
\[ RL_{a}D_{t}^{\alpha}f(t) = \frac{1}{\Gamma(n-\alpha)} \left( \frac{d}{dt} \right)^{n} f(t) (t-t)^{1+\alpha-n}. \]

The right fractional derivative
\[ RL_{b}D_{t}^{\alpha}f(t) = \frac{1}{\Gamma(n-\alpha)} \left( \frac{d}{dt} \right)^{n} f(t) (t-t)^{1+\alpha-n}, \]

where \( n = [\alpha] + 1 \) and \( \alpha > 0 \).

The corresponding left Caputo’s fractional derivative is defined as follows:
\[ D_{a}^{\alpha}f(t) = \frac{1}{\Gamma(n-\alpha)} \int_{a}^{t} \left( \frac{d}{d\tau} \right)^{n} \left( \frac{df(\tau)}{d\tau} \right)^{\alpha} \, d\tau, \]

and the right Caputo’s fractional derivative is defined as
\[ D_{b}^{\alpha}f(t) = \frac{1}{\Gamma(n-\alpha)} \int_{t}^{b} \left( \frac{d}{d\tau} \right)^{n} \left( -\frac{df(\tau)}{d\tau} \right)^{\alpha} \, d\tau, \]

where \( \alpha \) represents the order of the derivative; \( n - 1 < \alpha < n \) and \( \alpha > 0 \).

The relationship between the Riemann–Liouville and Caputo fractional derivatives is \( 0 < \alpha < 1 \):
\[ aD_{a}^{\alpha}f(t) = RL_{a}D_{a}^{\alpha}f(t) - \frac{1}{\Gamma(1-\alpha)} \frac{f(a)}{(t-a)^{\alpha}}, \]
\[ bD_{b}^{\alpha}f(t) = bRL_{b}D_{b}^{\alpha}f(t) + \frac{1}{\Gamma(1-\alpha)} \frac{f(b)}{(b-t)^{\alpha}}. \]

Thus, e.g. the left Riemann–Liouville fractional derivative of the constant function \( C \) equals to \( C/|\Gamma(1-\alpha)(t-a)^{\alpha}| \), whereas the left Caputo fractional derivative equal to zero. From the other hand, many properties of the Caputo fractional derivatives are the same for the Riemann–Liouville fractional derivative, when \( f(a) = f(b) = 0 \):
\[ aD_{t}^{\alpha}f(t) = aD_{a}^{\alpha}f(t), \quad (gD_{t}^{\alpha}f(t) = gD_{a}^{\alpha}f(t)), \quad \alpha > 0, \quad (6.1) \]
\[ aD_{t}^{\alpha}f(t) = \frac{1}{\Gamma(\alpha)} \int_{a}^{t} \frac{f(\tau)}{(t-\tau)^{1-\alpha}} \, d\tau, \quad t > a, \]
\[ bD_{t}^{\alpha}f(t) = \frac{1}{\Gamma(\alpha)} \int_{t}^{b} \frac{f(\tau)}{(\tau-t)^{1-\alpha}} \, d\tau, \quad t < b, \]
\[ aD_{t}^{\alpha}f(t) = aD_{a}^{\alpha}f(t), \quad (gD_{t}^{\alpha}f(t) = gD_{a}^{\alpha}f(t)), \quad \alpha > 0, \]
\[ aD_{t+a}^{\alpha}D_{t}^{\beta}f(t) = aD_{t+a}^{\alpha}D_{t}^{\beta}f(t) = aD_{t+a}^{\alpha+\beta}f(t), \]
\[ aD_{t+a}^{\alpha}D_{t}^{\beta}f(t) = aD_{t+a}^{\alpha}D_{t}^{\beta}f(t) = aD_{t+a}^{\alpha+\beta}f(t), \]
The analog of Taylor expansion is valid:
\[ f(t) = \sum_{j=0}^{n-1} \frac{D_t^{\alpha+j} f(0)}{\Gamma(1+\alpha+j)} t^{\alpha+j} + R_n(t), \quad n = \lfloor \text{Re}\alpha \rfloor + 1, \]
where \( R_n(t) = \frac{D_t^{\alpha+n} f(t)}{\Gamma(1+\alpha+n)} \). The derivatives of some functions:
\[ -\infty D_{t+}^\alpha \sin \lambda t = \lambda^\alpha \sin (\lambda t + \frac{\pi \alpha}{2}), \quad -\infty D_{t+}^\alpha \cos \lambda t = \lambda^\alpha \cos (\lambda t + \frac{\pi \alpha}{2}), \]
where \( \lambda > 0, \alpha > -1 \). When \( \alpha \leq -1 \), we have to use the property (6.1).
\[ -\infty D_{t+}^\alpha e^{\lambda t + \mu} = \lambda^\alpha e^{\lambda t + \mu}, \quad \text{Re} \lambda > 0. \]
Some special functions: \( E_{\alpha,\beta}(z) = \sum_{n=0}^{\infty} \frac{z^n}{\Gamma(\alpha \beta + n)} \) is the Mittag-Leffler function, and \( 1 + E_0^\alpha = 1 + \sum_{n=0}^{\infty} \frac{z^{n+\alpha}}{\Gamma(1+\alpha+n)} \) is the generalized exponential function. The fractional Caputo derivative in this paper is used \( -\infty D_{t+}^\alpha \equiv \frac{d^{\alpha}}{dt^{\alpha}} \).

**References**

[1] N. Abrashina-Zhadaeva and N. Romanova. A splitting type algorithm for numerical solution of PDEs of fractional order. *Math. Model. Anal.*, 14(2):199–209, 2009.

[2] O.P. Agrawal. Formulation of Euler–Lagrange equations for fractional variational problems. *J. Math. Anal. Appl.*, 272(1):368–379, 2002. Doi:10.1016/S0022-247X(02)00180-4.

[3] D.V. Anosov, S.K. Aranson, V.I. Arnol’d and I.U. Bronshtein. *Dynamical Systems I: Ordinary Differential Equations and Smooth Dynamical Systems (Encyclopaedia of Mathematical Sciences)*. Springer, New York, 1994.

[4] V.I. Arnold, A. Weinstein and K. Vogtmann. *Mathematical Methods of Classical Mechanics*. Springer, Berlin, 1997. (2nd ed.)

[5] D. Baleanu and T. Avkar. Lagrangians with linear velocities within Riemann–Liouville fractional derivatives. *Nuovo Cimento B.*, 119(1):73–79, 2004.

[6] D. Baleanu and S. Muslih. Lagrangian formulation of classical fields within Riemann–Liouville fractional derivatives. *Physica Scripta*, 72(2):119–121, 2005. Doi:10.1238/Physica.Regular.072a00119.

[7] A. Le Mehauté et al. (Eds.). *Fractional differentiation and its applications*. Books on Demand, Norderstedt, 2005.

[8] A. A. Kilbas, H. M. Srivastava and J. J. Trujillo. *Theory and Applications of Fractional Differential Equations*. Elsevier, Berlin, 2006.

[9] A. A. Kilbas and A. A. Titouara. Nonlinear differential equations with Marchaud–Hadamard-type fractional derivative in the weighted space of summable functions. *Math. Model. Anal.*, 12(3):343–356, 2007.

[10] M. Klimek. Fractional sequential mechanics-models with symmetric fractional derivatives. *Czech. J. Phys.*, 51(12):1348–1354, 2001. Doi:10.1023/A:1013378221617.
[11] D. Kusnezov, A. Bulgac and G. Do Dang. Quantum Lévy processes and fractional kinetics. *Phys. Rev. Lett.*, 82(6):1136–1139, 1999. Doi:10.1103/PhysRevLett.82.1136.

[12] N. Laskin. Fractional quantum mechanics. *Phys. Rev.*, 62(3):3135–3145, 2000.

[13] E. Lutz. Fractional transport equations for Lévy stable processes. *Phys. Rev. Lett.*, 86(11):2208–2211, 2001. Doi:10.1103/PhysRevLett.86.2208.

[14] R. L. Magin. *Fractional Calculus in Bioengineering*. Edgell House Publisher, Inc. Connecticut, 2006.

[15] R. Metzler and J. Klafter. The restaurant at the end of the random walk: recent developments in the description of anomalous transport by fractional dynamics. *J. Phys. A: Math. Gen.*, 37(2):R161–R208, 2004. Doi:10.1088/0305-4470/37/31/R01.

[16] P. Miškinis. Some properties of fractional burgers equation. *Math. Model. Anal.*, 7(1):151–158, 2002.

[17] P. Miškinis. The one-dimensional fractional supersymmetric quantum mechanical operator of momentum. *Appl. Categor. Struct.*, 16(2):213–221, 2008. Doi:10.1007/s10485-007-9091-6.

[18] R. Nigmatullin. The realization of the generalized transfer in a medium with fractal geometry. *Phys. Stat. Solidi B*, 133(3):425–430, 1986. Doi:10.1002/pssb.2221330150.

[19] A. Okubo and S.A. Levin. *Diffusion and Ecological Problems*. Springer, New York, 2002.

[20] K.B. Oldham and J. Spanier. *The Fractional Calculus*. Academic Press, New York, 1974.

[21] I. Podlubny. *Fractional Differential Equations*. Academic Press, San Diego, 1999.

[22] E. M. Rabei, K.I. Nawafleh, R. S. Hijjawi, S. I. Muslih and D. Baleanu. The hamilton formalism with fractional derivatives. *J. Math. Anal. Appl.*, 327(2):891–897, 2007.

[23] F. Riewe, K.I. Nawafleh, R. S. Hijjawi, S. I. Muslih and D. Baleanu. Nonconservative Lagrangian and Hamiltonian mechanics. *Phys. Rev. E.*, 53(2):1890–1899, 1996. Doi:10.1103/PhysRevE.53.1890.

[24] M. Romanovas, L. Klingbeil, M. Traechtler and Y. Manoli. Application of fractional tensor fusion algorithms for inertial MEMS sensing. *Math. Model. Anal.*, 14(2):199–209, 2009. Doi:10.3846/1392-6292.2009.14.199-209.

[25] S.G. Samko, A.A. Kilbas and O.I. Marichev. *Fractional Integrals and Derivatives. Theory and Applications*. Gordon and Breach, Yverdon, 1993.

[26] V.E. Tarasov. Fractional Fokker–Planck equation for fractal media. *Chaos*, 15(2):023102–17, 2005. Doi:10.1063/1.1886325.

[27] V.E. Tarasov. Fractional Liouville and BBGKI equations. *J. Phys.: Conf. Ser.*, 7(1):17–33, 2005. Doi:10.1088/1742-6596/7/1/002.

[28] B.J. West, M. Bologna and P. Grigolini. *Physics of Fractional Operators*. Springer-Verlag, New York, 2003.

[29] G.M. Zaslavsky. *Hamiltonian Chaos and Fractional Dynamics*. Oxford University Press, London, 2005.