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ABSTRACT Recent studies have shown that wireless mesh networks (WMNs) can be cheap, reliable, and efficient solutions for Internet of Things (IoTs) applications and connected devices. However, the increase in the size of the WMNs could lead to a degradation in performance. This makes the network vulnerable to high error rates over noisy and fading channels. This has increased the demand for more efficient channel coding schemes that can provide reliability, high data rate, high coding gain, energy efficiency, and minimum decoding complexity especially for low-cost and special purpose WMNs. In this research, an original multilevel coding with twofold concatenation scheme is designed based on high-rate space-time block codes (HRSTBCs) to cope with this increasing demand, particularly in MIMO-based WMNs. First, a multilevel coding scheme is implemented by correlating HRSTBCs with the uniquely constructed set-partitioning of the transmission matrix, based on the coding gain distance (CGD) criterion. This generates a new scheme, namely multilevel high-rate space-time block code (MHRSTBC), to provide a high transmission rate. Second, a twofold concatenation coding scheme is introduced by concatenating Reed-Solomon (RS) code, has been used for its energy efficiency and optimality in the mobile environment, with the inner code of the associated MHRSTBC. This has formed a new scheme that reaches the maximum coding gains, called the Reed-Solomon multilevel high-rate space-time block code (RS-MHRSTBC). The efficiency of the RS-MHRSTBC is verified by a computer simulation over a Rayleigh flat-fading and additive white Gaussian noise (AWGN) channel. The RS-MHRSTBC is compared with the classical schemes of Alamouti STBC and Multilevel STBC over uncoded QPSK, and the RS-MHRSTBC shows significant high coding gains reached of 47.79 dB, while Alamouti STBC and Multilevel STBC reached 38.12 dB and 44.30 dB at a BER of 10\(^{-6}\) respectively. RS-MHRSTBC also shows a reasonable decoding complexity while maintaining full transmission diversity at spectral efficiency of 2 bits/s/Hz.

INDEX TERMS Channel coding, Internet of Things, Reed-Solomon codes, space-time block codes, wireless network.

I. INTRODUCTION

The recent popularity of the wireless mesh networks (WMNs) is mainly driven by the emergence of IoTs applications and ubiquitous connected devices. WMNs can provide IoTs with a variety of advantages such as seamless coverage, reliability, compatibility, scalability, and security [1]. Smart cities, smart industry, autonomous transportation, and smart healthcare are just some of the examples of IoTs applications that can be empowered by the support of the WMNs [2]–[4]. WMNs
can be easily configured to suit low, moderate, and high bandwidth IoTs applications. WMNs consist of mesh clients, mesh routers, and gateway to provide internet connectivity to the mesh clients or IoTs devices. Mesh clients can be either fixed or mobile. Mesh nodes or wireless routers which are relatively cheap, can be deployed over a small area, such as an office building, or a large area, such as a city [5]. WMNs nodes rely on the common Wi-Fi communication family of IEEE standards known as 802.11 to communicate on more bandwidth and power. On the other hand, IEEE standards 802.15.4 offers a low-bandwidth and low-cost communication between the ubiquitous IoTs devices [6]. WMNs can be an alternative to a centralized administration, every device can be connected to every other device in a direct or indirect way, therefore there is no single point of failure. WMNs are considered to be self-healing and self-configurable. If one node fails, the network will continue to operate since there are multiple ways to send data across the WMN. In addition, one node can be easily and automatically integrated into the data transmission paths by the advanced WMN routing protocols. WMNs can host their own servers, therefore IoTs connected devices can communicate across the mesh network without being connected to the internet [7]. In addition, WMNs can also be useful in countries that are prone to natural disasters and internet shutdowns. According to Cisco’s annual visual networking index forecast, the number of IoTs connected devices will reach 14.7 billion by 2023 [8]. The idea behind IoTs is to enable the physical objects to communicate and exchange data using wired or wireless technologies to provide a certain functionality [9], [10].

In the wireless communications, as the domain of this research, the physical objects connect to one another via some sort of low or high power-range wireless technologies such as, but not limited to, Bluetooth and cellular respectively. Studies recorded that the throughput performance of the WMNs drops dramatically as the number of IoTs devices and nodes increases especially in applications such as a smart city where a multi-hop is required in order to deploy a large and effective WMN for IoTs devices in an interfering and multipath fading environment [5], [11]. In this research, we designed an efficient, simple, and cost-effective channel coding scheme to improve the IoTs devices communication over WMNs by improving the bit error rate (BER) and consequently reducing the total number of data transmissions, which can thus reduce the power consumption and end-to-end delay. The rest of the paper is organized as follows. Section II presents some related works. Section III describes the set-partitioning of the transmission matrix. Section IV demonstrates the multilevel concatenated coding scheme. Section V illustrates the design of the proposed twofold concatenated scheme. Section VI summarizes the simulation results. Finally, the research is concluded in Section VII.

II. RELATED WORKS

Multiple-Input Multiple-Output (MIMO) is still the key technology used in wireless communication systems including WMNs. MIMO system can achieve full diversity through the use of multiple transmitters and receivers in order to transfer multiple streams of data at the same time. The concept of diversity in wireless communication systems can be used to provide reliability, reduce the transmitting power, increase data throughput, avoid error bursts, and overcome the effect of fading due to the multipath of the propagated signals in the wireless communication channels [12]. High-rate wireless communication channels may vary as a function of space and time [13]. Tarokh et al. [14] proposed the space-time trellis coding (STTC) which is an effective and reliable technique to achieve maximum transmit diversity over fading channels. In STTC, data is encoded by a channel code and encoded by the maximum-likelihood (ML) decoding technique. STTC provides the best theoretical trade-off between diversity gain, transmission rate, constellation size, signal space dimension, and trellis complexity over fading channels using multiple transmit antennas. The performance of the proposed codes was excellent and the decoding complexity was reasonable. Nevertheless, the decoding complexity of STTC increases exponentially as a function of the transmission rate and the diversity level when the number of transmit antennas is fixed.

In order to address the issue of the decoding complexity, Alamouti [15] presented a simple and practical two-branch transmit diversity scheme which is a special case of the space-time code for wireless communication systems. Although the transmission scheme of Alamouti is for multiple-input single-output (MISO) systems, the scheme can be generalized to 2 transmit antennas and 2 receive antennas to provide diversity in MIMO mode. This is done without any channel state information from the receiver to the transmitter and with small computation complexity. The new transmit diversity scheme can reduce the BER at a particular signal-to-noise ratio (SNR) in wireless communications systems. However, there is a loss in performance compared to space-time trellis codes. Despite the complexity of Alamouti’s scheme that increases exponentially with the data transmit rate, it is still less complex than STTC for two transmit antennas as it divides the signals transmitted from the two transmit antennas. Tarokh et al. [16] used the principle of the space-time block codes (STBCs) to obtain full diversity for a multiple transmit antennas communication system over a fading environment. The STBCs were constructed using the mathematical framework of the orthogonal designs. Authors created analog of Alamouti scheme for more than two transmit antennas. Data is encoded using STBC and decoded by linear processing maximum likelihood. However, a large number of transmit antennas have to be employed to achieve high diversity.

Several STBC schemes have been proposed in the literature to address the open problems of diversity gain, maximum likelihood decoding complexity, and coding gain in MIMO systems [13]–[19]. However, this study focuses on improving the data rate, coding gain, and energy efficiency in WMNs by implementing an efficient and low-cost coding scheme high-rate STBCs and MIMO over Rayleigh fading and additive
white Gaussian noise (AWGN) channels to further empower the communication of the IoTs connected devices and applications. Nevertheless, there are some interesting coding mechanisms designed for improving the performance and coding gain of the WMNs. One study has been reported on improving the throughput of WMNs by applying a localized coding-aware opportunistic routing mechanism [20]. In the coding-aware routing protocol design, there are two fundamental aspects: 1) coding condition, which is used to find the coding opportunities, and 2) routing metric, which should carefully be designed to enhance the routing protocol in an effective way. Nevertheless, the existing localized network coding mechanisms only adopt best path routing and passively wait for the appearance of coding chances on the path which limits the network resources from achieving high performance. Another study [21] proposed COPE, a new practical forwarding architecture that improves the throughput of stationary WMNs by integrating localized network coding mechanism supporting efficient unicast communication and opportunistic forwarding in WMNs. COPE incorporates three essential techniques; opportunistic listening, opportunistic coding, and learning neighbor state. COPE takes advantage of the broadcast nature of the wireless channel and allows nodes using opportunistic listening to get the information from their neighborhood nodes to decide the coding opportunity. It chooses data from the packets to encode, then implement the opportunistic routing. In COPE, all the encoding and decoding operations can be performed using a simple XOR operation. However, the throughput improvements depend on the traffic pattern, and coding structure is restricted to a two-hop route.

Coding-aware opportunistic routing and encoding (CORE) scheme [22] is another opportunistic routing (OR) protocol that exploits the network coding mechanism to improve the throughput of MWNs by utilizing an inner-flow coding technique. As an OR protocol, packets of multiple flows are coded together and transmitted to the candidate nexthops through a consideration of the coding gain that it may achieve. The source sends packets that can be encoded with other packets. The candidates then coordinate among themselves to choose one node as the next forwarder. The decision is made to consider the coding possibility at each node. The packets are forwarded in this manner until they reach the destination. COPE and CORE utilize inter-session network coding to improve the throughput performance of WMNs. However, the previous work has improved the WMNs performance by focusing on improving the routing protocols and channel coding. Unfortunately, these WMNs encoding techniques and routing protocols are complex and did not consider the physical characteristics of the wireless channels such as noise and fading which could cause a degradation in performance and end-to-end delay.

Several promising channel coding designs for wireless communication systems are well presented in [23], [24], including the variants of physical-layer network coding-aided wireless communications and root protograph (RP) codes which belong to the novel family of protograph low-density parity check (LDPC) codes, over block-fading (BF) channels. Readers are advised to read these references for a comprehensive survey of the latest research advancements in channel coding designs [23]–[25]. In many cases, IoTs devices are battery powered and may need to be deployed in some remote and harsh areas where a power source is not available. Therefore, a crucial demand for efficient IoTs-based devices communication exerts pressure on the existing wireless communication infrastructures including WMNs in terms of improving the data transmission and power consumption. Various codes have been studied to assess their potentials for wireless sensor networks (WSNs), including polar codes [26], turbo codes [27], BCH codes [28], LDPC [29], and Reed-Solomon codes [30]. However, Reed-Solomon codes have shown a good trade-off between energy efficiency and coding gains for wireless networks as presented in [31], [32]. The special structure of Reed-Solomon codes can greatly reduce the probability of bit error rate and the computational effort, therefore the target bit error rate with a lower transmitter output power can be achieved. Reed-Solomon codes are very reliable error control codes especially in the wireless communications which are usually affected by channel fading and noise [33]–[35]. Hence, Reed-Solomon is adopted as an outer code in this paper.

In this research, we present a candidate low-cost channel coding scheme that can support MIMO based WMNs-IoTs devices and applications in terms of low BER, robustness, reliability, and efficiency with average rate of 2 bits/symbol using 2 × 2 antennas over Rayleigh fading and AWGN channel. Unlike other work, we apply MHRSTBC over Rayleigh fading and AWGN channels to produce a powerful scheme that can improve the performance of the IoTs ubiquitous devices communication and applications on top of WMNs. First, a λ-level partition chain \( P(\lambda) = W^{(0)}/W^{(1)}/\ldots/W^{(\lambda)} \) of transmission matrix set in the high-rate space-time block codes is constructed. Second, several component codes are combined with the constructed set-partitioning to form the multilevel HRSTBCs scheme after mapping it with a 4 × quadrature phase-shift-keying (QPSK) signal set. Finally, the multilevel HRSTBCs scheme is further concatenated with an outer Reed-Solomon code to maximize coding gains and avoid large decoding complexity of long codes over AWGN and Rayleigh fading channels.

The set-partitioning technique might not be new, however, the five-level binary partition tree \( 2^5 \) that is introduced in this paper is unique and original. In addition, combining
Reed-Solomon code with the inner of the associated a multilevel high-rate space-time coding scheme based on the uniquely constructed five-level binary partition tree is also an original technique.

III. SET-PARTITIONING OF THE TRANSMISSION MATRIX

Orthogonal designs provide STBCs with full diversity and high transmission rate [15]. There are 256 of eight-dimensional signals in the $4 \times$ QPSK signal set as shown in Figure 1. However, we only choose 32 out of the 256 signal points and construct the five-level partition tree to maintain the overall spectral efficiency at 2 bits/s/Hz.

It turns out that the five-level partition provides an optimal trade-off between spectral efficiency and complexity. If the number of partition is smaller than five, the spectral efficiency will be less than 2 bits/s/Hz due to the small number of outer codes. On the other hand, a larger number of partition will increase the complexity. Motivated by the proposed technique in [36], consider the orthogonal $2 \times 2$ code which is constructed by the following transmission matrix:

$$
X = \begin{pmatrix}
x_1 \sin \theta_1 - x_3^* \cos \theta_1 & x_3 \sin \theta_2 - x_4^* \cos \theta_2 \\
x_2^* \sin \theta_2 + x_4 \cos \theta_2 & x_1^* \sin \theta_1 - x_2 \cos \theta_1
\end{pmatrix}
$$

(1)

At the first time slot, the encoder transmits $x_1 \sin \theta_1 - x_3^* \cos \theta_1$ from antenna 1 and $x_3 \sin \theta_2 - x_4^* \cos \theta_2$ from antenna 2. At the second time slot, the encoder transmits $-x_2^* \sin \theta_2 + x_4 \cos \theta_2$ from antenna 1 and $x_1^* \sin \theta_1 - x_2 \cos \theta_1$ from antenna 2. 4 modulated signals $x_1, x_2, x_3, x_4$ are transmitted during 2 time slots. Therefore, the average rate is 2. Let $Y$ denotes another transmission matrix. The optimal values for $\theta_1$ and $\theta_2$ are selected by the formula (2), which is an optimization problem that maximizes the coding gain with full diversity.

$$
\{ \theta_1, \theta_2 \} = \arg \max_{\theta_1 + \theta_2 = 90^\circ} \min_{X \neq Y} |\det(X - Y)|
$$

(2)

Consider the QPSK signal set. It is derived in [36] that the optimal values of $\theta_1$ and $\theta_2$ are 63.4° and 26.6° respectively. Each eight-dimensional signal $(x_1, x_2, x_3, x_4)$ is mapped into a transmission matrix. The minimum CGD parameter between two codewords is the ultimate goal of the STBC design to guarantee full diversity and increase the coding gain [37]. As shown in Figure 2, a unique five-level binary partition chain $P(5) = W^{(0)} / W^{(1)} / W^{(2)} / W^{(3)} / W^{(4)} / W^{(5)}$ is constructed through a computer exhausted search. Note that only 32 transmission matrices are included in $P(5)$.

The set-partitioning of transmission matrix set is built under the CGD criterion, where the CGD between two matrices $X$ and $Y$ is defined as:

$$
d(X, Y) = \det[(X - Y)(X - Y)^H]
$$

(3)

where $\det(X)$ is the determinant of the matrix $X$.

For $1 \leq p \leq \lambda$, let the intraset CGD of $W^{(p)}$ be identified as:

$$
\Delta^{(p)} = \min\{d(X, Y)|X, Y \in W^{(p-1)}, X \neq Y\}
$$

(4)

It can be calculated that $\Delta^{(1)}$, $\Delta^{(2)}$, $\Delta^{(3)}$, $\Delta^{(4)}$, and $\Delta^{(5)}$ are 1.767, 1.767, 16, 16 and 64, respectively.

IV. THE MULTILEVEL CODING SCHEME

Consider a partition chain $P(\lambda) = W^{(0)} / W^{(1)} / \ldots / W^{(\lambda)}$, the $\lambda$-level concatenated scheme can be constructed as shown in Figure 3. For $1 \leq p \leq \lambda$, let $C^{(p)}$ denotes $(n, k^{(p)}, d^{(p)})$ binary linear block code, where $n$, $k^{(p)}$, and $d^{(p)}$ are the code length, dimension, and minimum Hamming distance, respectively. In the coded block

$$
\begin{bmatrix}
s^{(1)}_1 & \ldots & s^{(1)}_n \\
\vdots & & \vdots \\
s^{(\lambda)}_1 & \ldots & s^{(\lambda)}_n
\end{bmatrix}
$$
FIGURE 3. The encoding diagram of multilevel high-rate space-time block code (MHRSTBC).

V. TWOFOLD CONCATENATION CODING SCHEME

Long codes can decrease the probability of error and help with both soft and hard decision decoding. Therefore, the concatenation method is used to construct long codes that can be decoded with less complexity [39], [40]. Multilevel concatenated codes with large minimum CGD can be designed easily by choosing appropriate binary block codes. However, there is a trade-off between the CGD and the decoding complexity. To design MHRSTBC with high CGD, the length of each component code must be large. Since the ML decoding of long block codes is computationally intensive with the modulation order, we adopt the concatenated coding technique to avoid large decoding complexity of long codes. Therefore, an outer RS code is concatenated with the inner multilevel coding scheme.

In this way, we can use short block codes as component codes of the inner multilevel coding scheme. The decoding complexity for ML of the inner short decoder is small. Moreover, the outer RS code is decoded by algebraic hard decoding. Hence, the proposed twofold concatenated scheme has long block length and reasonable decoding complexity. Figure 4 shows the coding structure of the twofold concatenated scheme.

In the outer encoding, the \((N, K)\) RS code over GF \((2^b)\) is interleaved by a depth of \(l\). In the inner encoding, the spectral efficiency of the MHRSTBC scheme is \(lb/2n\) bits/s/Hz. \(K \times lb\) input bits

\[
\begin{bmatrix}
U_{1,1} & \ldots & U_{1,K} \\
\vdots & \ddots & \vdots \\
U_{lb,1} & \ldots & U_{lb,K}
\end{bmatrix}
\]
Figure 4. The coding architecture of the proposed twofold concatenated scheme.

are placed in an array of \( lb \) rows and \( K \) columns. In the outer code encoder, the \( K \) information symbols \((u_{i-1}b+1,1, \ldots, u_{i}b, K)T, \ldots, (u_{l-1}b+1, K, 1, \ldots, u_{l}b, K)T\) are encoded into \( N \) coded symbols \((v_{i-1}b+1,1, \ldots, v_{i}b, N)T, \ldots, (v_{l-1}b+1, N, \ldots, v_{l}b, N)T\) for \( 1 \leq i \leq l \). In the inner code encoder, the \( lb \) bits \( v_{i,j}, \ldots, v_{i,lb} \) are then encoded into the transmission matrix vector \( \bar{X}_{j} = (x_{j,1}, x_{j,2}, \ldots, x_{j,n}) \) for \( 1 \leq j \leq N \). The output sequence \( \bar{X}_{1}, \bar{X}_{2}, \ldots, \bar{X}_{N} \) contains \( N \times n \) transmission matrices. Therefore, the spectral efficiency is expressed as:

\[
\frac{1}{2} \times \frac{K \times lb}{N \times n} \text{ bits/s/Hz} \tag{7}
\]

There are two steps in the decoding process. First, the inner code is decoded by using the multistage decoding. The squared Euclidean distance is used as the metric in the Viterbi soft decoding algorithm. Second, for \( 1 \leq i \leq l \), the symbols \((\hat{v}_{i-1}b+1,1, \ldots, \hat{v}_{i}b, N)T, \ldots, (\hat{v}_{l-1}b+1, N, \ldots, \hat{v}_{l}b, N)T\) are applied at the input of the RS algebraic hard decoder.

Example 2: Consider the five-level partition chain \( P(5) \) in Figure 2. Let the five component codes of the MHRSTBC-2 be the \((10,9,2), (10,9,2), (10,10,1), (10,10,1), \) and \((10,10,1)\) binary block codes, respectively. A twofold RS-MHRSTBC scheme can be designed for which \((255,213)\) RS code is the outer code and MHRSTBC-2 is the inner code. The interleaving depth of the outer code is \( l = 6 \). The spectral efficiency of RS-MHRSTBC-2 is 2 bit/s/Hz. Please refer to Appendix B for a more detailed explanation of Example 2.

VI. SIMULATION RESULTS

The bit error rate (BER) curve is used to evaluate the performance quality of the proposed scheme, where the y-axis represents the average BER, and the x-axis represents the ratio of signal energy per symbol to noise power density per hertz \((E_s/N_0)\), it is also known as the signal to noise ratio (SNR). Table 1 shows the main parameters used in the simulation. Figure 5 shows the performance comparison between the proposed scheme and other schemes by plotting the BER against the \( E_s/N_0 \) (dB) using two transmit antennas and two receive antennas over AWGN and Rayleigh flat-fading channels. It is observed that our proposed RS-MHRSTBC can achieve significant coding gains. From Figure 5, it can also be seen that RS-MHRSTBC outperforms the other coding schemes at medium SNR. Table 2 shows the significant performance enhancement in the coding gain of the proposed coding scheme RS-MHRSTBC as compared to the other schemes. In addition, since the RS code uses the algebraic hard decoding, the decoding complexity is very small compared with the soft decoding. However, the block length of the multilevel block codes to which the Viterbi soft decoding was applied, is short and the trellis complexity is rather low. The trellis complexity of the block code \((8,4,4)\) and \((8,8,1)\) is
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**FIGURE 5.** BER Vs $E_s/N_0$ of the proposed RS-MHRSTBC-2 and different schemes using $2 \times 2$ antennas with spectral efficiency (SE) of 2 bits/s/Hz over AWGN and flat Rayleigh fading channels.

| TABLE 2. Coding gains over uncoded QPSK. |
|------------------------------------------|
| BER          | $10^{-3}$ | $10^{-4}$ | $10^{-5}$ | $10^{-6}$ |
| Alamouti STBC [15] | 16.75 dB  | 22.28 dB  | 30.55 dB  | 38.12 dB  |
| MHRSTBC-2    | 17.05 dB  | 24.11 dB  | 32.41 dB  | 40.17 dB  |
| Multilevel STBC [19] | 16.58 dB  | 24.86 dB  | 34.91 dB  | 44.30 dB  |
| RS-MHRSTBC-2 | 18.58 dB  | 27.38 dB  | 37.75 dB  | 47.79 dB  |

35 and 8 respectively. On the other hand, the trellis complexity of the block code (10,9,2) and (10,10,1) is 53 and 10 respectively, where trellis complexity refers to the number of additions and comparisons. Therefore, in comparison to Alamouti STBC and Multilevel STBC, our proposed scheme can achieve large coding gain with a little higher decoding complexity.

**TABLE 3.** List of codewords for the linear block code (8,4,4).

| Number | Message words | 16-Codeword |
|--------|---------------|-------------|
| 1      | 0000          | 00000000    |
| 2      | 0001          | 11111111    |
| 3      | 0010          | 11110000    |
| 4      | 0011          | 00001111    |
| 5      | 0100          | 01010101    |
| 6      | 0101          | 10101010    |
| 7      | 0110          | 10100101    |
| 8      | 0111          | 01011010    |
| 9      | 1000          | 00110011    |
| 10     | 1001          | 11001100    |
| 11     | 1010          | 11000011    |
| 12     | 1011          | 01111000    |
| 13     | 1100          | 01100110    |
| 14     | 1101          | 10011001    |
| 15     | 1110          | 10010101    |
| 16     | 1111          | 01101001    |

**VII. CONCLUSION AND FUTURE WORK**

We proposed a channel coding scheme architecture that can meet the efficiency and reliability requirements in IoTs over MIMO-based WMNs and boosts various promising IoTs applications without compromising diversity and spectral efficiency. The RS-MHRSTBC design offered significant coding gains enhancement in WMNs over Rayleigh fading and AWGN channels. Moreover, the inner soft-decision and outer hard-decision decoding algorithm has given the proposed scheme a reasonable decoding complexity. The proposed scheme was evaluated by the BER and $E_s/N_0$ metrics using two transmit antennas and two receive antennas over a Rayleigh flat-fading and AWGN channel with a spectral efficiency of 2 bits/sec/Hz. Our proposed RS-MHRSTBC outperformed Alamouti STBC and Multilevel STBC in terms of coding gain over uncoded QPSK at the same bit error rate levels, $10^{-3}$, $10^{-4}$, $10^{-5}$, $10^{-6}$, where RS-MHRSTBC reached 18.58 dB, 27.38 dB, 37.75 dB, and 47.79 dB, respectively. While the proposed RS-MHRSTBC shows promising performance as compared to the classic Alamouti STBC and Multilevel STBC, our future work will explore the combinations of the MHRSTBC with more recent Turbo code, LDPC or Polar code to study their trade-off between energy efficiency and coding gains for wireless networks.
APPENDIX A

Example 1: As shown in Figure 6, we use two sets of (8,4,4) codes and three sets of (8,8,1) codes, and combine them with a five-level modulator set partitioning. In the encoding process of the MHRSTBC-2, each bit is mapped to the signal sequence \( \{s_1, s_2, s_3, s_4\} \) and then transmitted through the transmitting antenna after being encoded by HRSTBC. The eight transmission matrices pass through the Rayleigh fading channel and add AWGN noise to simulate various interference the signal may encounter. At the receiving end, the received message symbols are decoded according to the trellis to which each level belongs.

The encoding process starts with generating a set of 32 bits of the original signal \( u = (u_1, u_2, \ldots, u_{32}) \). \( u_1, \ldots, u_4 \) and \( u_5, \ldots, u_8 \) are encoded into (8,4,4) using Reed-Muller encoding as shown in Figure 7. Table 3 represents the 16 codewords of the linear code (8,4,4). The generator matrix \( \delta_{m1} \) for this example is shown below:

\[
\delta_{m1} = \begin{bmatrix}
0 & 0 & 1 & 1 & 0 & 0 & 1 & 1 \\
0 & 1 & 0 & 1 & 0 & 1 & 0 & 1 \\
1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 \\
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1
\end{bmatrix}
\]

As shown in Figure 8, every code segment of five bits \( v_i^{(1)}, v_i^{(2)}, v_i^{(3)}, v_i^{(4)}, v_i^{(5)} \), \( i = 1, 2, \ldots, 8 \), is encoded and mapped into the QPSK set partitioning chain (32 branches in total). The signal sequence \( s_1, s_2, s_3, s_4, i = 1, 2, \ldots, 8 \) is encoded by the high-rate space time block code, and then the transmission energy is normalized and transmitted. 32 branches of codewords \( \{00000, 00001, \ldots, 11110, 11111\} \) are mapped to the corresponding branches of the set split chain.

As shown in Table 4, from (5) and (6), the spectral efficiency and the minimum CGD of MHRSTBC-2 for each level
can be calculated as:

\[
(d^{(p)})^2 \cdot \Delta^{(p)} = \left\{ (d^{(1)})^2 \times 1.767, (d^{(2)})^2 \times 1.767, (d^{(3)})^2 \times 16, (d^{(4)})^2 \times 16, (d^{(5)})^2 \times 64, 1 \leq p \leq 5 \right\}.
\]

\[
\min \left\{ \text{CGD}((d^{(p)})^2 \times \Delta^{(p)}) \right\} = \min(28.272, 28.272, 16, 16, 6) = 16, 1 \leq p \leq 5.
\]

Spectral efficiency (SE) is

\[
SE = \frac{32}{2 \times 16} = 2 \text{ bits/s/Hz}.
\]

Figure 9 shows the received signal \( \hat{v} \) enters to the first stage (8, 4, 4) decoder, and the shortest path is calculated through the corresponding trellis and soft decision decoding. The data bits \( \hat{u}_1 \ldots \hat{u}_4 \) are extracted and re-encoded using the (8,4,4) encoder to obtain the codeword \( \hat{v}^{(1)} \). In the second stage of the decoding process, the received signal \( \hat{v} \) and the previously decoded codeword \( \hat{v}^{(1)} \) are sent to the second stage (8, 4, 4) decoder through the associated trellis and the soft decision decoding to calculate the shortest path. The data bits \( \hat{u}_5 \ldots \hat{u}_8 \) are extracted and re-encoded by the (8, 4, 4) encoder to obtain the codeword \( \hat{v}^{(2)} \). In the third level decoding process,
the received signal $\hat{v}$ and the previously decoded codewords $\hat{v}^{(1)}, \hat{v}^{(2)}$ are sent to the third stage (8, 8, 1) decoder. The decoder calculates the shortest path through the associated trellis and soft decision decoding, and simultaneously extract the data bits $\hat{u}_9, \ldots \hat{u}_{16}, \hat{u}_{17}, \ldots \hat{u}_{24}, \hat{u}_{25}, \ldots \hat{u}_{32}$ of the third, fourth, and fifth level. Finally, the data bits extracted from each level are combined into a sequence of data bits to form a corrected restored signal. The trellis diagram of linear block decoder at each level is shown in Figure 10.

**APPENDIX B**

**Example 2:** As shown in Figure 11, the RS-MHRSTBC-2 is constructed by concatenating Reed-Solomon codes with the multilevel block codes. The outer RS $(N, K, t)$ is encoded as six RS data blocks $(255, 213)$, with error correction capability $t = (n - k) / 2 = 21$ symbols, indicating that the message symbol has a length of 213 and the encoded codeword has a length of 255. First, we generated six sets of the original signal of 213 bytes, through RS $(255, 227)$ code to obtain 255 bytes as shown in Figure 12. Figure 13 illustrates the six groups of signals that are organized in parallel and vertical order. Each row of 48 bits corresponds
to two groups of (10, 9, 2) and three groups of (10, 10, 1) codes. The data bits $u_1 \ldots u_9$ are encoded into the (10, 9, 2) encoder for even parity encoding to get the first level of the codewords $v^{(1)}_{1, i}, v^{(1)}_{1, j}, \ldots, v^{(1)}_{10, i}, i = 1, 2, \ldots, 255$. $u_{10} \ldots u_{18}$ are encoded into the (10, 9, 2) encoder for even parity encoding to get the second level of the codewords $v^{(2)}_{1, i}, v^{(2)}_{1, j}, \ldots, v^{(2)}_{10, i}, i = 1, 2, \ldots, 255$. $u_{19} \ldots u_{28}$ are encoded into the (10, 10, 1) encoder without encoding to get the third level of the codewords $v^{(3)}_{1, i}, v^{(3)}_{1, j}, \ldots, v^{(3)}_{10, i}, i = 1, 2, \ldots, 255$. The coding methods for the fourth and fifth levels are the same as the third level.

As shown in Figure 14, block coding signals $\{v^{(i)}_{1, j}, v^{(j)}_{1, i}, v^{(3)}_{1, i}, i = 1, 2, \ldots, 8, j = 1, 2, \ldots, 255\}$ are encoded and each row of codewords is mapped into the QPSK set partitioning chain (32 branches in total). Next, $s_1, s_2, s_3, s_4, i = 1, 2, \ldots, 10$ are encoded by the high-rate space-time block code, and then transmitted after normalizing the transmission energy. 32 kind of signals $\{00000, 00001, \ldots, 11110, 11111\}$ are mapped to the corresponding branches of the collection segmentation chain, and transmitted at the same time after being encoded by high-rate space-time code and the transmission energy is normalized.

The signal segments $v^{(i)}_{i, j}, v^{(j)}_{i, i}, v^{(3)}_{i, i}, i = 1, 2, \ldots, 255$ are encoded and each row of codewords is mapped to the QPSK set partitioning. The binary linear block codes $C^{(1)}, C^{(2)}, C^{(3)}, C^{(4)}, C^{(5)}$ are (10, 9, 2), (10, 9, 2), (10, 10, 1), (10, 10, 1), (10, 10, 1) respectively. Based on Table 5, the spectral efficiency and the minimum CGD of MHRSTBC-2 of
The decoding architecture of the RS-MHRSTBC-2 is shown in Figure 15. The received signal $\hat{v}$ is decoded by the first stage (10,9,2) decoder, and the shortest path is calculated through the corresponding trellis graph and soft decision decoding. The data bits $\hat{u}_1 \ldots \hat{u}_9$ are extracted and re-encoded using the (10,9,2) encoder to obtain the codeword $\hat{v}^{(1)}$. In the second stage of the decoding process, the received signal $\hat{v}$ and the previously decoded codeword $\hat{v}^{(1)}$ are sent to the second stage (10,9,2) decoder through the associated trellis and the soft decision decoding to calculate the shortest path.

**TABLE 5.** The minimum hamming distance, inner-CGD, and CGD for every level of the binary partition chain.

| Level | Minimum Hamming Distance $(d)$ | Inraset CGD $(\Delta)$ | CGD |
|-------|-------------------------------|------------------------|------|
| 1     | 2                             | 1.767                  | 7.068 |
| 2     | 2                             | 1.767                  | 7.068 |
| 3     | 1                             | 16                     | 16   |
| 4     | 1                             | 16                     | 16   |
| 5     | 1                             | 64                     | 64   |

Each level can be calculated as:

$$(d^{(p)})^2, \Delta^{(p)} = \{(2^{(1)})^2 \times 1.767, (2^{(2)})^2 \times 1.767, (1^{(3)})^2 \times 16, (1^{(4)})^2 \times 16, (1^{(5)})^2 \times 64, 1 \leq p \leq 5\}.$$

$$\begin{align*}
\text{min}\{\text{CGD}(d^{(p)}) \times \Delta^{(p)})\} &= \min(7.068, 7.068, 16, 16, 64) = 7.068, \quad 1 \leq p \leq 5.
\end{align*}$$

Spectral efficiency (SE) is

$$SE = \frac{213}{255} \times \frac{48}{20} = \frac{10244}{5100} \cong 2 \text{bits/s/Hz}.$$
The data bits $\hat{u}_5 \cdots \hat{u}_8$ are extracted and re-encoded by the (10, 9, 2) encoder to obtain the codeword $\hat{v}(2)$. In the third level decoding process, the received signal $\hat{v}$ and the previously decoded codewords $\hat{v}(1), \hat{v}(2)$ are sent to the third stage (10, 10, 1) decoder. The decoder calculates the shortest path through the associated trellis and soft decision decoding, and simultaneously extract the data bits $\hat{u}_{19} \cdots \hat{u}_{28}, \hat{u}_{92} \cdots \hat{u}_{108}, \hat{u}_{39} \cdots \hat{u}_{48}$ of the third, fourth, and fifth level. Finally, the data bits extracted from each level are combined into a sequence of data bits to form a corrected restored signal. The trellis diagram of the linear block decoder (10,9,2) and (10,10,1) is shown in Figure 17.
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