Does Fourier analysis yield reliable amplitudes of quantum oscillations?

Alain Audouard\textsuperscript{1} and Jean-Yves Fortin\textsuperscript{2,*}

\textsuperscript{1} Laboratoire National des Champs Magnétiques Intenses, UPR 3228 CNRS, INSA, UGA, UPS, 143 avenue de Rangueil, 31400 Toulouse, France

\textsuperscript{2} Laboratoire de Physique et Chimie Théoriques, CNRS UMR7019, Université de Lorraine, Vandoeuvre-lès-Nancy 54506, France

Received: 4 December 2017 / Received in final form: 6 July 2018 / Accepted: 17 July 2018

Abstract. Quantum oscillation amplitudes of multiband metals, such as high-T\textsubscript{c} superconductors in the normal state, heavy fermions or organic conductors, are generally determined through Fourier analysis of the data even though the oscillatory part of the signal is field-dependent. It is demonstrated that the amplitude of a given Fourier component can strongly depend on both the nature of the windowing (either flat, Hahn or Blackman window) and, since oscillations are obtained within a finite field range, the window width. Consequences on the determination of the Fourier amplitudes, hence of the effective masses, are examined in order to determine the conditions for reliable data analysis.

1 Introduction

Quantum oscillations, the extrema of which are periodic in inverse magnetic field, are known to provide valuable information for the study of Fermi surface of metals. In particular, in addition to their frequencies which are directly related to the closed orbit areas on the Fermi surface, field and temperature dependence of their amplitudes allows for the determination of the effective masses and scattering rates [1]. Multiband metals such as heavy fermions [2] or high-T\textsubscript{c} superconducting iron chalcogenides [3–6] have a complex Fermi surface due to numerous sheets crossing the Fermi level, giving rise to many orbits under a magnetic field, hence to a complex quantum oscillation spectrum. Besides, in the case where magnetic breakdown (MB) or quantum tunneling of quasiparticles between orbits occurs, as in many organic metals [7,8], additional orbits are further generated. In such cases, data can be readily derived through a Fourier analysis, allowing discrimination between the various frequencies. The point is that the amplitude of quantum oscillations is field dependent. Therefore, strictly speaking, they are not periodic in inverse field. The question that arises is then to determine to what extent reliable temperature- and field-dependent amplitudes can be derived from the Fourier analysis of such field-dependent data.

In the following, we consider the organic metal $\theta$-(ET)$_2$ZnBr$_4$(C$_6$H$_4$Cl$_2$), for which the de Haas–van Alphen (dHvA) and Shubnikov–de Haas (SdH) oscillations were extensively studied [9] in pulsed magnetic fields of up to 55 T. As it is the case of many compounds based on the bis(ethylenedithio)tetrafluvalene molecule (abbreviated as ET), this compound illustrates the model Fermi surface proposed by Pippard to compute magnetic breakdown amplitudes of multiband metals [10]. As reported in reference [9] and depicted in Figure 1, its Fermi surface is composed of one strongly two-dimensional closed orbit (a) and a pair of quasi-one-dimensional sheets giving rise in a magnetic field to the orbit $b$ originated from MB. As a result, the oscillation spectrum is composed of many frequencies which are linear combinations of the frequencies linked to the $a$ and $b$ orbits. Amplitudes relevant to these combinations are strongly influenced by oscillations of the chemical potential in the magnetic field [9,11]. Nevertheless, it appears that this phenomenon has negligible influence on the amplitude of the dominant components $a$ and $b$, allowing relevant data analysis on the basis of the Lifshitz–Kosevich formalism [12].

Rather than bringing additional information on this compound, the aim of this paper is to determine to what extent the Fourier analysis is able to yield reliable values of physical parameters of interest, in particular effective masses and scattering rates (through the Dingle temperature). To this purpose, we will consider the $b$ orbit [9], with frequency $f_0 = f_B = 4534$ T, effective mass $m^* = m_B = 3.4 m_e$ and $T_D = 0.8$ K (this latter parameter being dependent on the considered crystal), and which involves no reflections and four tunnelings with MB field $B_0 = 26$ T. This component will serve as a basis to determine the influence of the windowing (nature and width) on the Fourier amplitude evaluation.

2 Methodology

At a fixed temperature $T$, a given Fourier component of the oscillatory part of magnetization (dHvA oscillations) and conductivity (SdH oscillations) can be generally written
Fourier amplitude can be written as

\[ F(f, \omega) = \frac{2}{\Delta x} \int_{x_m}^{x_M} A_0(x) \sin(2\pi f_0 x + \phi) w(x) \exp(-2i\pi f_0 x) dx. \]  

Analytical solution of equation (3) is given in the Appendix (Eq. (A.5)) for \( f = f_0 \). The modulus of \( F(f_0, \omega) \) defines the Fourier amplitude \( A_F(\omega) = |F(f_0, \omega)|/c_0 \). For finite \( \lambda \) and \( f_0 \gg \lambda \), equation (A.4) holds, yielding

\[ A_F(\omega) = A_0(\omega) c_0^{-1} \sinh(\lambda \Delta x/2) \lambda \Delta x/2 \]

\[ \times \sum_{n=0}^{p} (-1)^n c_n \frac{(\lambda \Delta x/2)^2}{(\lambda \Delta x/2)^2 + \pi^2 n^2}. \]

\( A_F(\omega) \) can also be obtained by numerical resolution of equation (3), where \( A_0(\omega) \) is either given by equation (2) or by experimental data of reference [9]. Available frequencies are bounded by the Raleigh frequency \( f_{\text{min}} = 1/\Delta x \) and by the Nyquist frequency \( f_{\text{max}} = 1/2\delta x \), for data sampled at evenly spaced \( \delta x \) values. Accordingly, \( \Delta x \) is kept above \( 1/f_{\text{min}} \), and \( \delta x \) is always small enough to ensure that \( f_{\text{max}} \) is much higher than \( f_0 \) [19].

3 Results and discussion

The Fourier analysis displayed in Figure 1 shows that the largest (smallest) secondary lobes and the smallest (largest) peak width are obtained for the flat (Blackman)
window, while the Hahn window provides intermediate behaviour, as widely reported [14–18].

Discrepancy between amplitude $A_F(\pi)$ deduced from the Fourier analysis within a finite field range $1/x_M$ to $1/x_m$ and the actual Fourier amplitude $A_0(\pi)$ given by equation (2) can be evaluated through the ratio $A_F(\pi)/A_0(\pi)$, which should be equal to 1. According to the data in Figure 2, a strong increase of this ratio is observed as $\Delta x$ increases. Furthermore, for a given window width $\Delta x$, it increases as $\lambda$ increases, e.g. by increasing the temperature, while as the mean magnetic field (1/$\pi$) decreases, it grows staying on the same curve, as reported in Figure 2c. The most dramatic effect is observed for the flat window, indicating that smooth windowing is necessary to get amplitudes as reliable as possible since, more specifically, $A_F(\pi)/A_0(\pi)$ grows as $A_F(\pi)/A_0(\pi) \approx \sinh(\lambda\Delta x/2)/(\lambda\Delta x/2)$ in this case.

In line with equation (4), the ratio $A(x)/A_0(x)$ depends only on the product $\lambda\Delta x$ for a given window type. Hence, strictly speaking, the Fourier analysis yields reliable amplitudes for finite $\Delta x$ in the case of field-independent signal ($\lambda = 0$) only. Unfavourably, moderate oscillations of the Fourier amplitude is however observed for small $\Delta x$, in particular for the flat window. It can be checked that these oscillations are periodic in $\Delta x$, their frequency being just $f_0$, in agreement with equation (A.5). This feature brings us to consider the influence of the quantum oscillation frequency on the data. As reported in Figure 3, the Fourier amplitude $A_F(\pi)$ is dominated by the monotonous term of equation (A.5), yielding equations (A.4) and (4), in the case of large-enough frequency and $\Delta x$. In contrast, large oscillations of both the Fourier amplitude and the frequency of the Fourier peaks (which is no more equal to $f_0$ in this case) are observed for low frequencies.

This effect is relevant in the case of slow magnetic oscillations, such as superconducting iron-based chalcogenides [3–6] and in semimetal BaNiS$_2$ [20], where frequencies as low as 37 T are reported. Also, slow frequency phenomena are present in magnetoresistance oscillations of organic conductors [21] or high-T$_c$ superconductors [22] due to the mixing of two close frequencies, the amplitude of which is still in debate [21]. In these cases, Fourier amplitudes can depend strongly on the windowing process.

In addition, whereas only the envelope of $A_F(\pi)$, i.e. $A_0(\pi)$, is relevant for the Fourier amplitude at high $\Delta x$, Onsager phase-dependent data are observed in Figure 3 for low frequencies. In short, $\Delta x$ must be both small enough to avoid the amplitude overestimation predicted by equation (A.5) and large enough to avoid the undulations reported in Figure 3 in this case. As a consequence, reliable data can hardly been deduced from the Fourier analysis of low-frequency quantum oscillations.

Since $\lambda$ depends on temperature, the discrepancy between the actual and Fourier amplitudes for large $\Delta x$ depends on temperature as well. This may lead to a significant error on the effective mass deduced from temperature dependence of the amplitude (the so-called mass plot), as evidenced in Figure 4a, and hence on the determination of the scattering rate through Dingle plots as well. As reported in Figure 4b and c, underestimation of $m_0$ by about 30% is obtained for a flat window at $\pi = 1/32$ T$^{-1}$ for $\Delta x = 0.026$ T$^{-1}$ (i.e. in the field range 23–56 T). About 50% would be reached at $\pi = 1/56$ T$^{-1}$ for the same $\Delta x$ value (field range within 32 and 193 T). Smaller although significant errors are obtained for Hahn (not shown) and Blackman windows, e.g. 15 and 13%, respectively, for $\pi = 1/32$ T$^{-1}$ and $\Delta x = 0.026$ T$^{-1}$.

4 Conclusion

Amplitude of field-dependent quantum oscillations deduced from the Fourier analysis is overestimated even though it is widely used, as reported in the literature. Analytical formulas accounting for this phenomenon are discussed in this manuscript. Most dramatic effects are observed for steep field-dependent amplitudes.
determined using flat windows with large width. Nevertheless, acceptable discrepancy with actual amplitude is obtained with Blackman window of moderate width for high-enough frequencies. In contrast, oscillations with low frequencies such as that observed in iron-based chalcogenides superconductors must be considered with care since \( \Delta x \) must be both small enough to avoid overestimated amplitude and large enough to avoid spurious effects observed coming close to the inverse of the Raleigh frequency.
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Fig. 3. Inverse field window width (\( \Delta x \)) dependence of (a), (c) Fourier amplitude and (b), (d) frequency for (a), (b) flat and (c), (d) Blackman window for various oscillation frequencies \( f_0 \) and \( \lambda = 305 \, \text{T} \). The Onsager phase is \( \phi = 0 \) and \( \phi = \pi \) for solid and dashed lines, respectively. Black solid line in (a) stands for equation (4).

Fig. 4. (a) Mass plots relevant to the \( \beta \) component of the organic metal \( \theta-(ET)_2\text{ZnBr}_4(C_6H_4Cl_2) \), with effective mass \( m_\beta = 3.44 \), deduced from the Fourier analysis for \( \tau = 1/32 \, \text{T} \), in the temperature range 1.5–4.5 K. Blue and red symbols are data obtained with Blackman and flat windows, respectively. Solid squares and circles are data for \( \Delta x = 0.00093 \, \text{T}^{-1} \) and \( 0.0265 \, \text{T}^{-1} \), respectively. Solid lines are best fits to the Lifshitz–Kosevich formula. For large \( \Delta x \), both the Fourier amplitude increases and the slope decreases yielding underestimated effective mass. Such fittings yield data of Figure 4b and c, where the effective mass is plotted versus the inverse field window width (\( \Delta x \)) and mean inverse field value (\( \tau \)) for (b) Blackman and (c) flat window. At high field (i.e. small \( \tau \)) and large field window width (\( \Delta x \)), strong underestimation of the effective mass is obtained.
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Appendix: Analytical expression of the Fourier transforms

In general, we can write the window function \( w(x) = \sum_{n=0}^{p} c_n \cos [2\pi n(x - \pi)/\Delta x] \), where \( p = 0, 1, 2 \) stands for a flat, Hahn and Blackman window, respectively, and the condition \( \sum_{n=0}^{p} c_n = 1 \). These coefficients are given numerically by \( \{c_0 = 1\}_{\text{Flat}}, \{c_0 = 0.5, c_1 = 0.5\}_{\text{Hahn}} \) and \( \{c_0 = 0.42, c_1 = 0.5, c_2 = 0.08\}_{\text{Blackman}} \). Equations (2) and (3) lead to

\[
F(f_0, \pi) = -i A_0(\pi) e^{i\phi} \sum_{n=0}^{p} (-1)^n c_n \left[ \sinh (\lambda \Delta x / 2) \right] \frac{(\lambda \Delta x / 2)^2}{\lambda \Delta x / 2} - e^{-4i\pi f_0 \pi} \\
\left[ \cos (2\pi f_0 \Delta x) \sinh (\lambda \Delta x / 2) \right.
\left. + i \sin (2\pi f_0 \Delta x) \cosh (\lambda \Delta x / 2) \right]
\frac{\left( \lambda + 4i\pi f_0 \pi \Delta x / 2 \right)^2 + \pi^2 n^2}{(\lambda + 4i\pi f_0 \pi \Delta x / 2)^2 + \pi^2 n^2}.
\]

(A.5)

As \( \Delta x \) goes to zero for finite \( \lambda \) in equation (A.4), it yields the Fourier amplitude \( |F(f_0, \pi)| \approx A_0(\pi) \) \( c_0 \). As a result, one defines \( A_F(\pi) = |F(f_0, \pi)| / c_0 \) in order to normalize the function with respect to \( A_0(\pi) \) in this limit. While \( \sinh (\lambda \Delta x / 2) / (\lambda \Delta x / 2) \) goes to 1 as \( \Delta x \) goes to zero, the other contributions in equation (A.5), which involve oscillatory terms periodic in \( \Delta x \) with the frequency \( f_0 \), grow simultaneously. They are responsible for the oscillatory behaviour reported in Figures 2 and 3. In particular, in this limit, if we take into account all the contributions in equation (A.5), one obtains

\[
\lim_{\Delta x \to 0} F(f_0, \pi) \approx 2c_0 A_0(\pi) e^{-2i\pi f_0 \pi} \sin (2\pi f_0 \pi).
\]

(A.6)

Furthermore, as discussed in Section 2, \( A_F(\pi) / A_0(\pi) \) depends only on \( \lambda \) at a given \( \Delta x \).
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