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Abstract—In this paper, we study spline trajectory generation via the solution of two optimisation problems: (i) a quadratic program (QP) with linear equality constraints and (ii) a nonlinear and nonconvex optimisation program. We propose an efficient algorithm to solve (i), which we then leverage to use in an iterative algorithm to solve (ii). Both the first algorithm and each iteration of the second algorithm have linear computational complexity in the number of spline segments. The scaling of each algorithm is such that we are able to solve the two problems faster than state-of-the-art methods and in times amenable to real-time trajectory generation requirements. The trajectories we generate are applicable to differentially flat systems, a broad class of mechanical systems, which we demonstrate by planning trajectories for a quadrotor.

Index Terms—Trajectory planning, Minimum snap trajectory, Spline optimisation.

I. INTRODUCTION

In trajectory planning for quadrotors, minimum snap, i.e., fourth derivative, splines are commonly employed [1]. Minimum snap trajectory pioneers Mellinger and Kumar solve an equality constrained quadratic program (QP) to generate spline trajectories [2]. The numerical stability of this problem is considered by Richter et al. [3] and further by de Almeida and Akella [4], who each propose methods with better numerical stability. In a previous work, we propose a well-conditioned formulation of Mellinger and Kumar’s problem as well as an algorithm that solves it with linear computational complexity in the number of segments in the spline trajectory [5]. Subsequent to our work, an upcoming paper by Wang et al. improves upon our results by presenting an algorithm without matrix inverse calculations and thus with a lower computational complexity coefficient [6]. Another means of generating spline trajectories is achieved by formulating a problem in which the time between spline segments is included as a variable over which to optimise [2], [3]. The trajectories generated by this problem have smaller snap than those generated by the aforementioned QP, but this problem is nonlinear and nonconvex [7]. In solving it, de Almeida et al. encounter long computation times and note that it is ill-suited to real-time applications [8]. Also as part of their upcoming work, Wang et al. propose computationally efficient expressions for a gradient descent method used to solve a closely related problem [6].

The recent developments in minimum snap trajectory planning are also of benefit for trajectory planning for systems beyond quadrotors. Polynomials may be used for quadrotor trajectory planning because quadrotors are differentially flat systems, that is, all states and inputs of the system can be calculated from a set of outputs without integration [9]. The class of differentially flat systems is extensive and incorporates many mechanical systems, including robot arms and cars with trailers [10]. Motivated by the wealth of applications that could benefit from efficient spline generation algorithms, we leverage the recent developments in minimum snap trajectory planning for general spline trajectory planning. Through the use of efficient methods, we aim to enable real-time trajectory generation for platforms with varying requirements, such as the number of segments in their spline trajectories or the dimension of their trajectories.

In this paper, we study and solve two problems in order to generate spline trajectories. The first problem, which we coin the fixed-time problem, is a QP with linear equality constraints. We develop a previous result [5] and propose an algorithm to solve the fixed-time problem with linear computational complexity in the number of segments in the spline trajectory. Further, we present an equivalent reformulation of the un-
nderlying optimisation program that is better conditioned. The second problem, which we name the variable-time problem, is a nonlinear and nonconvex minimisation problem. To solve the variable-time problem we employ a gradient-descent approach. We propose a set of efficient expressions for calculating the gradient of the program’s objective function thereby reducing the method’s computational complexity. We evidence our methods by generating minimum snap trajectories for a quadrotor in real-time. We also demonstrate how our methods can be included in a broader suite of path planning algorithms by implementing an RRT* algorithm that outputs a tree of minimum snap trajectories.

In summary, the two methods we propose are efficient and scalable, thereby we are able to solve the two problems faster than the state-of-the-art.

The paper is structured as follows. In the next section, we introduce requisite notation and formulate an optimisation program to generate spline trajectories. In Section III, we detail an algorithm for solving the optimisation program. In Section IV, we present another optimisation program for generating spline trajectories and propose and analyse a method for its solution. In Section V, we demonstrate trajectories on two experimental platforms. Concluding remarks come in the end.

II. FIXED-TIME PROBLEM FORMULATION

A. Notation

Scalars are written with lowercase Greek letters, vectors in lowercase Latin letters, matrices in uppercase Latin letters, and sets in calligraphic font. The only exception to this is using \( h, i, j, k, l, m, n, p \) and \( q \) to denote non-negative integers and using \( J \) to denote the scalar cost function. Sequences of scalars, vectors or matrices are enumerated using subscripts \( \{x_i\} \), \( x_{i,j} \) is the \( j \)th element of the vector \( x_i \) and \( (A_i)_{j,k} \) is the \( (j,k) \)th element of the matrix \( A_i \). Euclidean space of dimension \( n \) is written as \( \mathbb{R}^n \). The \( q \)th time derivative of \( x \) is denoted with \( x^{(q)} := \frac{d^q x}{dt^q} \). The cardinality of a set \( \mathcal{X} \) is written as \( |\mathcal{X}| \). The identity matrix of dimension \( n \) is denoted with \( I_n \). For sequences \( \eta_1, \eta_2, \ldots, \eta_i \) and \( \nu_1, \nu_2, \ldots, \nu_i = O(\nu_i) \) is written if there exists a positive real constant \( \alpha \) such that \( |\eta_i| \leq \alpha |\nu_i| \) for \( i \) sufficiently large.

Let \( \mathcal{P}_+ : \mathbb{R}^n \rightarrow \mathbb{R}^n \) project onto the positive orthant such that \( (\mathcal{P}_+(x))_i = \max\{x_i, 0\} \) for \( i = 1, \ldots, n \). Given sets of column vectors \( \{x_1, \ldots, x_k\} \) and matrices \( \{A_1, \ldots, A_k\} \), let

\[
\text{vec}(\{x_1, \ldots, x_k\}) := \begin{bmatrix} x_1 \\ \vdots \\ x_k \end{bmatrix},
\]

\[
\text{diag}(\{A_1, \ldots, A_k\}) := \begin{bmatrix} A_1 & & \\ & \ddots & \\ & & A_k \end{bmatrix}.
\]

B. Optimization formulation of spline interpolation

We study the continuous spline \( \sigma(\tau) : \mathbb{R} \rightarrow \mathbb{R} \) that is parametrised by time \( \tau \in \mathbb{R} \)

\[
\sigma(\tau) = \begin{cases} 
\sigma_1(\tau), & \tau_0 \leq \tau \leq \tau_1, \\
\vdots \\
\sigma_l(\tau), & \tau_{l-1} \leq \tau \leq \tau_l,
\end{cases}
\]

with segments \( \sigma_i(\tau), i = 1, \ldots, l \), defined with respect to the times \( \tau = [\tau_0, \tau_1, \ldots, \tau_l] \in \mathbb{R}^{l+1} \). The segments are polynomials of order \( n - 1 \) represented as

\[
\sigma_i(\tau) = a_i^T z(\tau)
\]

where \( z(\tau) : \mathbb{R} \rightarrow \mathbb{R}^n \) is a vector of the monomial basis functions and \( a_i \in \mathbb{R}^n \) is a vector of coefficients for \( i = 1, \ldots, l \). We stack the vectors of coefficients as \( a = \text{vec}(\{a_1, \ldots, a_l\}) \in \mathbb{R}^{ln} \).

As in the problem of Hermite interpolation \([12]\), we generate a spline such that the spline and its derivatives take the values

\[
(f_i)_q = \sigma_i^{(q-1)}(\tau_i-1),
\]

\[
(f_i)_{q+k} = \sigma_i^{(q-1)}(\tau_i),
\]

for \( q = 1, \ldots, k \) for integer \( k \) such that \( f_i \in \mathbb{R}^{2k} \) for \( i = 1, \ldots, l \). We stack the vectors of derivatives as \( f = \text{vec}(\{f_1, \ldots, f_l\}) \in \mathbb{R}^{2kl} \).

We generate the spline by finding the minimising argument of the optimisation program

\[
J(t) = \min_{\sigma(\tau)} \int_{\tau_0}^{\tau_t} (\sigma^{(k-1)}(\tau))^2 d\tau,
\]

\[
\sigma_i^{(q-1)}(\tau_i-1) = (f_i)_q, \quad i = 1, \ldots, l, \quad q = 1, \ldots, k, \quad \text{(1a)}
\]

\[
\sigma_i^{(q-1)}(\tau_i) = (f_i)_{k+q}, \quad i = 1, \ldots, l, \quad q = 1, \ldots, k, \quad \text{(1b)}
\]

\[
(f_i)_{q+k} = (f_{i+1})_q, \quad i = 1, \ldots, l-1, \quad q = 1, \ldots, k, \quad \text{(1c)}
\]

\[
(f_i)_p = \phi, \quad \forall (i, p, \phi) \in \mathcal{P}, \quad \text{(1d)}
\]

where the set \( \mathcal{P} \) is a collection of triplets \( (i, p, \phi) \) with integer \( i \in \{1, \ldots, l\} \) and \( p \in \{1, \ldots, 2k\} \) and \( \phi \in \mathcal{C} \).

The parameters of the program are the vector \( t \), the integer \( k \) and the set \( \mathcal{P} \). We explicitly represent the objective function in terms of the parameter \( t \) as it is a focus of our study later in the paper and we note that \( k \) and \( \mathcal{P} \) parametrise \((1)\) implicitly. The formula of the program chooses \( t \) to temporally constrain the spline. The choice of \( k \) determines the total derivative to be minimised as the cost \((1a)\) and the degree of continuity enforced through \((1d)\). Each \( (i, p, \phi) \in \mathcal{P} \) restricts elements of feasible \( f \) through the interpolation constraints \((1c)\).

The size of \( \mathcal{P} \) is established as follows. For each \( i \), let \( \mu_i^- = |\{p|p \in \{1, \ldots, k\}, (i, p, \phi) \in \mathcal{P}\}| \) and \( \mu_i^+ = |\{p|p \in \{k+1, \ldots, 2k\}, (i, p, \phi) \in \mathcal{P}\}| \). Further let \( m = \sum_{i=1}^l \mu_i^- + \mu_i^+ \). Hence, there are \( m = |\mathcal{P}| \) constraints constituted by \((1c)\).

C. A compact representation

In this subsection, we express \((1)\) more compactly as part of the problem we call the fixed-time problem. We will first
present the problem and then detail the vectors and matrices employed in the formulation of the associated optimisation program.

**Problem 1 (Fixed-Time Problem).** For a given $t$, let $a^*$ and $f^*$ be the solutions of

\[
J(t) = \min_{a, f} a^T H(t) a,
\]

\[\text{s.t. } V(t) a = f, \quad E f = 0, \quad P f = b,\]

(2a)\hspace{1cm} (2b)\hspace{1cm} (2c)\hspace{1cm} (2d)

Find the continuous spline $\sigma(\tau)$ with coefficients $a^*$.

To compactly represent the constraints (1b) and (1c), we introduce the matrices $V_i(\tau_i-1, \tau_i) : \mathbb{R}^2 \to \mathbb{R}^{2k \times n}$ for $i = 1, \ldots, l$

\[V_i(\tau_i-1, \tau_i) = \begin{bmatrix} W(\tau_i-1) \\ W(\tau_i) \end{bmatrix},\]

where $W(\tau) : \mathbb{R} \to \mathbb{R}^{k \times n}$ is a matrix parametrised by time $\tau$ such that $(W(\tau))_{q,j} = (\tau^{(q-1)}(\tau))_j$. For brevity, $V_i(\tau_i-1, \tau_i)$ is written as $V_i$, for $i = 1, \ldots, l$. Thus, we form the block-diagonal matrix $V(t) : \mathbb{R}^{l+1} \to \mathbb{R}^{2kl \times n}$ as $V(t) = \text{diag}((V_1, \ldots, V_l))$.

To represent the cost (1a), we introduce the matrix

\[H_i(\tau_i-1, \tau_i) = \int_{\tau_i-1}^{\tau_i} z^{(k-1)}(\tau) z^{(k-1)}(\tau)^T d\tau,\]

where $H_i(\tau_i-1, \tau_i) : \mathbb{R}^{2} \to \mathbb{R}^{n \times n}$. We abbreviate $H_i(\tau_i-1, \tau_i)$ as $H_i$, for $i = 1, \ldots, l$, thus, the Hessian of the cost (1a) is $H(t) : \mathbb{R}^{l+1} \to \mathbb{R}^{n \times n}$ such that $H(t) = \text{diag}((H_1, \ldots, H_l))$.

Constraints (1d) and (1e) can be written compactly with constant matrices of ones and zeros. To this end, we introduce the matrix $E \in \mathbb{R}^{k(l-2 \times 2kl}$

\[
E = \begin{bmatrix}
0 & I_k & -I_k & 0 & 0 & \ldots & 0 & 0 & 0 \\
0 & 0 & I_k & -I_k & \ldots & 0 & 0 & 0 \\
& & & & & & \ddots & \ddots & \ddots \\
0 & 0 & 0 & 0 & \ldots & I_k & -I_k & 0
\end{bmatrix},
\]

and the matrix $P = \text{diag}((P_1, \ldots, P_2)) \in \mathbb{R}^{2m \times 2kl}$ which is block-diagonal with elements $P_i \in \mathbb{R}^{(\mu_i^- + \mu_i^+) \times 2k}$ and $(P_i)_{j,p} = 1$ if $(i, p, \phi) \in \mathcal{P}$ and $j \in \{1, \ldots, \mu_i^- + \mu_i^+\}$. We note that $P$ has one nonzero element per row.

Let $b = \text{vec}((b_1, \ldots, b_l)) \in \mathbb{R}^m$ with $b_i \in \mathbb{R}^{(\mu_i^- + \mu_i^+) \times 2k}$, for $i = 1, \ldots, l$, such that $(b_i)_{j,\phi} = \phi$ for each $(i, p, \phi) \in \mathcal{P}$ with $j \in \{1, \ldots, \mu_i^- + \mu_i^+\}$ and is zero otherwise.

### III. Solving the Fixed-Time Problem

In this section, we present an algorithm of linear computational complexity in the number of spline segments $l$ for solving the fixed-time problem. We also present an equivalent reformulation of (2) that may be solved in its place to avoid numerical errors due to ill-conditioning.

**Algorithm 1:** Algorithm of Linear Computational Complexity for Solving the Fixed-Time Problem

```
for i = 1, \ldots, l do
  construct $V_i, H_i, Z_i, b_i$
  partition $A_i, B_i, C_i, c_i^-, c_i^+$:
  $\mathcal{A}_i \leftarrow \begin{cases} A_1 & \text{ if } i = 1, \\
                               \begin{cases} A_i + C_i - B_i^T \mathcal{A}_{i-1} B_i & \text{ if } i = 2, \ldots, l; \\
                                          g_i & \text{ if } i = 1, \end{cases}
        \end{cases}$
  $\mathcal{g}_i \leftarrow \begin{cases} g_i & \text{ if } i = 1, \\
                               \begin{cases} g_i + \mathcal{A}_{i-1} g_i & \text{ if } i = 2, \ldots, l; \\
                                          c_i^- & \text{ if } i = l - 1, \ldots, 1; \end{cases}
        \end{cases}$
end
for i = 1, \ldots, l do
  solve for $f_i$ (3);
end
solve for $a_i$ using (2b);
```

### A. Solution Algorithm

To present our algorithm for solving (1), first, we introduce the variables used in Algorithm 1 and then present expressions in terms of their block diagonal components. Let

\[f = \overline{f} + Z g,\]

(3)

where $\overline{f} \in \mathbb{R}^{2kl} \text{ and } Z \in \mathbb{R}^{2kl \times (2k - m)}$ are such that $P \overline{f} = b$ and $PZ = 0$, and $g \in \mathbb{R}^{2kl - m}$. Under the change of variables (3), the constraint (2b) is satisfied for all $g$. The vector $g$ can be thought of as the free derivative values. The notation $\overline{f}$ is used stylistically to reflect that $\overline{f}$ is not a decision variable and its components are either zeros or the parameters $\phi$ of the $(i, p, \phi) \in \mathcal{P}$.

We partition $\overline{f}$, $g$ and $Z$ into vectors and matrices of size $\overline{f}_i \in \mathbb{R}^{2k}$, $g_i \in \mathbb{R}^{2k - \mu_i^- - \mu_i^+}$ and $Z_i \in \mathbb{R}^{2k \times (2k - \mu_i^- - \mu_i^+)}$ for $i = 1, \ldots, l$, such that $\overline{f} = \text{vec}((\overline{f}_1, \ldots, \overline{f}_l))$, $g = \text{vec}((g_1, \ldots, g_l))$ and $Z = \text{diag}((Z_1, \ldots, Z_l))$. Further, let $g_i = \text{vec}((g_i^-, g_i^+))$ where $g_i^- \in \mathbb{R}^{k - \mu_i^-}$ and $g_i^+ \in \mathbb{R}^{k - \mu_i^+}$. For $i = 1, \ldots, l$, let

\[Z_i^T V_i^{-1} H_i V_i^{-1} Z_i = \begin{bmatrix} A_i & B_i \\
                               B_i & C_i \end{bmatrix},\]

(4a)

\[Z_i^T V_i^{-1} H_i V_i^{-1} \overline{f}_i = \begin{bmatrix} c_i^- \\
                               c_i^+ \end{bmatrix},\]

(4b)

where $A_i \in \mathbb{R}^{(k - \mu_i^-) \times (k - \mu_i^-)}$, $B_i \in \mathbb{R}^{(k - \mu_i^-) \times (k - \mu_i^+)}$, $C_i \in \mathbb{R}^{(k - \mu_i^-) \times (k - \mu_i^+)}$, $c_i^- \in \mathbb{R}^{k - \mu_i^-}$ and $c_i^+ \in \mathbb{R}^{k - \mu_i^+}$.

**Proposition 1.** Algorithm 1 solves (1) in $O(k^2 l)$.

**Proof.** See Appendix A. □

We also note that an algorithm with low computational complexity in $l$ is important given the other variable in the complexity bound $k$ is practically limited by application. For
example, $k = 4$ is used to minimise the jerk of robot arm trajectories \[^{13}\] and $k = 5$ is used to minimise the snap of quadrotor trajectories \[^{2}\]. Linear in $l$, our algorithm’s computational complexity facilitates spline trajectories of many segments.

B. A better conditioned formulation

It is known that \[^{2}\] has matrices that are poorly conditioned and that significant numerical errors are encountered when generating trajectories of more than 50 segments \[^{4}\]. To remedy the numerical instability of \[^{2}\], we employ the same better conditioned matrices as \[^{5}\]. The reformulation is

$$J(t) = \min_{a,f} a^T H(t) a,$$

\[ \text{s.t.} \quad G(t) V a = f, \]

\[ E f = 0, \]

\[ P f = b, \]

where $V = \text{diag}\{V_i(-1,1),\ldots,V_i(-1,1)\} \in \mathbb{R}^{2k \times l}$ and $H(t) = \text{diag}\{(2/(\tau_i - \tau_j)), \ldots, (2/(\tau_i - \tau_j))\} \in \mathbb{R}^{l \times l}$. The matrix $G(t)$ has block-diagonal submatrices $G_i(\tau_i, \tau_j) : \mathbb{R}^2 \rightarrow \mathbb{R}^{2k \times 2k}$ such that $G_i(\tau_i, \tau_j) = \text{diag}\{2, (2/(\tau_i - \tau_j)), \ldots, (2/(\tau_i - \tau_j))\}$ for $i, j = 1, \ldots, l$. We abbreviate $G_i(\tau_i, \tau_j)$ as $G_i$ for $i = 1, \ldots, l$ and form $G(t) : \mathbb{R}^{l \times l} \rightarrow \mathbb{R}^{2kl \times 2kl}$ as $G(t) = \text{diag}\{G_1, \ldots, G_l\}$.

While the optimal cost of \[^{2}\] and \[^{5}\] are equal, the corresponding optimisers are different. The relationship between the solutions of the two programs is summarised next.

**Proposition 2.** Let $a^\ast$ and $f^\ast$ solve \[^{2}\] and $\sigma(\tau)$ be the spline with coefficients $a^\ast$. Further, let $\tilde{a}^\ast = \text{vec}\{\tilde{a}_1^\ast, \ldots, \tilde{a}_L^\ast\}$ such that $\tilde{a}_i^\ast$ is the vector of coefficients of $\tilde{\sigma}_i(\rho)$ for $i = 1, \ldots, l$. Then, $\tilde{a}^\ast$ and $f^\ast$ solve \[^{5}\] if and only if $\tilde{\sigma}_i(\rho) = \sigma_i((\tau_i - \tau_{i-1})\rho/2 + (\tau_i + \tau_{i-1})/2)$.

**Proof.** See Appendix \[^{3}\].

IV. OPTIMISING SET OF TIMES

In this section we present another problem formulation for generating optimal spline trajectories. Closely related to \[^{1}\], in this problem the time between spline segments is included as a decision variable. We leverage the results of the previous section to propose an algorithm that efficiently solves this problem.

A. Variable-time problem

Motivated by the time-optimal minimum-snap trajectories of Mellinger and Kumar \[^{2}\], we formulate another trajectory generation problem in which the cost is also minimised with respect to the times $t_i$. We name this problem the variable-time problem.

**Problem 2 (Variable-Time Problem).** Let $t^\ast = [t_0^\ast, \ldots, t_l^\ast]^T$ be a minimiser of

$$\min_{i} J(t),$$

\[ s.t. \quad \tau_{i-1} < \tau_i, \quad i = 1, \ldots, l. \]

Find the spline $\sigma(\tau)$ by solving the fixed-time problem as described in Problem \[^{7}\] with $t = t^\ast$.

A common approach to solve \[^{6}\] is a gradient descent method \[^{2}, \ [3], \ [7]\]. In these works, an approximation of the gradient $\nabla_t J(t)$ is used as a search direction. The calculation of the approximate gradient typically involves solving \[^{2}\] repeatedly. We also employ a gradient descent method to solve the variable-time problem. The strength of our algorithm is that it requires solving \[^{2}\] only once per iteration via solving a reformulation of \[^{6}\]. This reformulation alongside the proposed solution method are introduced in the following subsection.

B. Efficient gradient calculation

We begin by introducing the change of variables $\delta_i = (\tau_i - \tau_{i-1})/2$ for $i = 1, \ldots, l$. Let $d = [\delta_1, \ldots, \delta_l]^T \in \mathbb{R}^{l}$. Further, let $R \in \mathbb{R}^{(l+1) \times l}$ be such that $R_{i,j} = 2$ if $i < j$ and zero otherwise. By construction, the span of $R$ is all $t \in \mathbb{R}^{l+1}$ such that $\tau_0 = 0$. The reformulation is then

$$\min_{d} J(Rd),$$

\[ s.t. \quad \delta_i > 0, \quad i = 1, \ldots, l. \]

We note that \[^{7}\] is not strictly equivalent to \[^{6}\] due to the different dimensions of $d$ and $t$. However, the next proposition states that the optimal cost $J(t)$ is invariant to the initial time $\tau_0$, and thereby every solution to \[^{7}\] can be used to calculate another solution to \[^{6}\].

**Proposition 3.** The vector $a^0$ is a local minimiser of \[^{7}\] if and only if $t^* = Rd^*$ is a local minimiser of \[^{6}\].

**Proof.** See Appendix \[^{3}\].

We solve \[^{7}\] using a projected steepest descent method that we refer to as Algorithm \[^{2}\]. The iteration of Algorithm \[^{2}\] is

$$d_{i+1} = P_+(d_i - \alpha_i \nabla_d J(Rd_i)), \quad (8)$$

where $d_i \in \mathbb{R}^l$ are the sequence of iterates and $\alpha_i \in \mathbb{R}$ are step sizes as chosen by a backtracking line search algorithm for integer $i \geq 1$. We note that every iteration calculated with \[^{8}\] yields a feasible solution to \[^{7}\] because the projection $P_+$ renders the components of $d_i$ positive.
to calculate $\nabla_d J(Rd)$ directly. We then exploit sparsity to derive expressions for $\nabla_d J(Rd)$ that are efficient in terms the computational cost of their calculation, which are presented in the following proposition.

**Proposition 4.** For a given $t$, let $a^*$ and $f^* = \text{vec}\{f_1^*, \ldots, f_l^*\}$ solve (2). The $i$th component of the Jacobian, $(\nabla_d J(Rd))_i$, $i = 1, \ldots, l$, is given by

$$
(\nabla_d J(Rd))_i = (2k - 1)\delta_i^{-1} - 2k \delta_i^{-1} f_i^T H_i(-1, 1) f_i^* \quad (9)
$$

$$
- f_i^T H_i(-1, 1) F(\delta_i) f_i^* - (f_i - \bar{f}_i)^T H_i(-1, 1) (f_i^* - \bar{f}_i),
$$

with $F(\delta) = \delta^{-1}\text{diag}(0, 1, \ldots, 1, 0, 1, \ldots, 1, 0)$.

**Proof.** See Appendix D.

The component-wise expressions of (9) involve matrices of size at most $n \times n$, hence the calculation of $\nabla_d J(Rd)$ has computational complexity $O(ln^3)$. The minimising argument $f^*$ is required to calculate (9), which in itself requires $O(ln^3)$ computations. Hence, the computational complexity of calculating each iteration (8) is $O(ln^3)$.

We also note because (9) was derived from (6), it depends only on the difference between times $\delta_i$. As found in a previous work [5], the condition number of the matrices in (9) will not necessarily increase for large values of the times $\tau_i$. Instead, (9) is only prone to numerical errors for large values of $\delta_i$. Indeed, deriving similar expressions for $\nabla_d J(Rd)$ from (4) results in calculations involving ill-conditioned matrices that render the results practically useless due to numerical errors.

### C. Numerical experiments

In this subsection, we demonstrate another computational benefit of employing expression (9). The benefit we look to highlight is in terms of the number of $J(t)$ evaluations required by a descent method to converge to a minimum. We compare our solution to two other methods popular in the literature by solving the variable-time problem and generating some minimum snap trajectories.

The first method we use for comparison is proposed by Mellinger and Kumar [2] and is chosen as it is easy to implement and is a conceptually simple derivative-free method. It uses a finite difference approximation of the gradient through the iteration, for $j \in \{1, \ldots, l\}$,

$$
(d_{i+1})_j = (d_i)_j - \beta_i \frac{J(R(d_i + \gamma_i e_j)) - J(Rd_i)}{\gamma_i}, \quad (10)
$$

where $\beta_i \in \mathbb{R}$ and $\gamma_i \in \mathbb{R}$ are sequences of parameters for integer $i \geq 1$. The vectors $e_j \in \mathbb{R}^l$ are such that $(e_j)_j = 1$ and zero otherwise. The second method we use for comparison requires only one $J(t)$ evaluation per iteration. It is a random, derivative-free method with the iteration

$$
d_{i+1} = d_i - \epsilon_i \frac{J(R(d_i + \rho_i r)) - J(Rd_i)}{\rho_i} r, \quad (11)
$$

where $r \in \mathbb{R}^l$ is a random vector with a known Gaussian distribution and $\epsilon_i \in \mathbb{R}$ and $\rho_i \in \mathbb{R}$ are sequences of parameters. For for an analysis of the properties of random derivative-free methods and how to choose parameters such as the Gaussian distribution, we refer the reader to [15].

The average results of 100 trials, comparing the number of $J(t)$ evaluations required by three methods using the iterate updates (8), (10) and (11), are summarised in Table 1. As expected, the exact gradient (8) yields the least number of $J(t)$ evaluations. The method that uses the finite-difference approximation (10) requires a similar number of iterations to that using the exact gradient (8) but makes more $J(t)$ evaluations per iteration, evident from the experimental data that linearly increases in $l$. The expression (11) only requires one $J(t)$ evaluation per iteration, however, the total number of iterations required for convergence in using this update scales with the dimension of the solution and thus $l$.

In summary, using the exact gradient in the update (8) reduces the number of $J(t)$ evaluations through the calculation of each iterate and through the total number of iterations required for its convergence.

### V. Trajectory Planning Applications

In this section, we present two applications of the algorithms presented thus far. The first is planning minimum snap trajectories for quadrotors and we demonstrate the real-time capability of our method by replanning a trajectory during an experimental flight. Second, we present a higher-level path planning algorithm that uses an RKT* algorithm to natively construct a tree of minimum snap trajectories. The computational complexity and well-conditioned formulation of our methods are critical to achieving the outcomes of each application.

#### A. Minimum Snap Trajectory Planning for Quadrotors

Our first application is an example of how our problem formulation and algorithms can be applied to Mellinger and Kumar’s quadrotor trajectory planning methodology [2]. This is achieved by adapting the variable-time problem to plan trajectories in multiple dimensions. We also demonstrate that our method can generate quadrotor trajectories in real-time.

We output trajectories in terms of the quadrotor’s position $[\sigma_x(\tau), \sigma_y(\tau), \sigma_z(\tau)]^T \in \mathbb{R}^3$ and yaw $\sigma_\psi(\tau) \in [-\pi, \pi]$, such that $\sigma_x(\tau)$ and $\sigma_y(\tau)$ are two minimum snap splines and $\sigma_z(\tau)$ and $\sigma_\psi(\tau)$ are two minimum acceleration splines [4]. We generate each spline by solving separate instances of the fixed-time problem with different parametrisations. To this end, we

| Algorithm | $l = 6$ | $l = 8$ | $l = 10$ |
|-----------|---------|---------|---------|
| Iteration | 12.43   | 17.59   | 24.50   |
| Iteration | 39.52   | 232.74  | 996.70  |

TABLE 1: Average number of $J$ evaluations for three methods over 100 trials.

1This has the approximate effect of minimising the control effort required to track the trajectory (see [2] for details).
introduce the optimal costs of the four optimisation programs associated with each dimension of the trajectory. Let $J_x(t)$ and $J_y(t)$ be the optimal cost of two instances of (2) with $k = 5$ and let $J_z(t)$ and $J_\psi(t)$ be the optimal cost of two instances of (2) with $k = 3$. We solve a variant of the variable-time problem to find $\sigma_x(\tau)$, $\sigma_y(\tau)$, $\sigma_z(\tau)$ and $\sigma_\psi(\tau)$ such that the time between segments is the same for each spline.

**Problem 3 (Multi-Dimensional Variable-Time Problem).** Let $t^*$ be the minimising argument of the optimisation program

$$\min_t J_x(t) + J_y(t) + J_z(t) + J_\psi(t),$$

s.t. $\tau_{i-1} < \tau_i, \ i = 1, \ldots, l.$

Find the splines $\sigma_x(\tau)$ and $\sigma_y(\tau)$ by solving two instances of the fixed time problem with $t = t^*$ and $k = 5$, and the splines $\sigma_z(\tau)$ and $\sigma_\psi(\tau)$ by solving two instances of the fixed time problem with $t = t^*$ and $k = 3$.

We solve the multi-dimensional variable-time problem using a gradient descent method adapted from the approach taken in Section IV. This method is only trivially different to Algorithm 2.

To demonstrate the real-time capability of our algorithm, we conduct a quadrotor flight in which the trajectory is replanned midflight. The flight is through a circuit of four pairs of hoops stacked vertically on one another. Initially, the multi-dimensional variable-time problem is parametrised such that the quadrotor circumnavigates the course by passing through the upper hoops. Then, prompted by user input at an unspecified time, a new parametrisation of the multi-dimensional variable-time problem is solved to generate a trajectory that passes through the lower hoops. The two trajectories are visualised in the flight space in Fig. 2. We benchmark our method by repeating the flight using Richter et al.’s solution of the variable-time problem [3] as implemented by the Autonomous Systems Lab of ETH Zurich [7]. This implementation is also a gradient descent method and we note that it utilises sparse matrix operations to perform calculations.

Trajectory generation was performed with C++ implementations of each algorithm and executed on a laptop with an Intel Core i7-8650U CPU running at 1.9 GHz, with 16 GB of RAM. The quadrotor we use for testing is assembled from generic components and a Pixhawk2 The Cube Black flight controller. The flight controller and a Vicon motion capture system are used for sensing capabilities. We use PX4 firmware [16] for control and estimation.

The computation time required for calculating a range of offline trajectories is shown in Fig. 3. Under our method, it took 0.43 ms to generate a trajectory for one lap of the circuit and 5.3 ms to generate one for five laps. Evidently Algorithm 2 is faster than the solver from [11], which generated a single-
lap trajectory in 21 ms and a five-lap trajectory in 0.91 s.

The timing of the trajectory replanning event is captured in Fig. 4 where the time taken to calculate the new trajectory is plotted in orange against the reference altitude updates in blue. The inset plot shows that, for each flight, the trajectory is recalculated immediately after the reference altitude is updated. Under our method, corresponding to Fig. 4 the new trajectory is calculated in approximately 75 ms before the next reference position update. Thus the new trajectory is able to be broadcast without affecting the reference updates and quadrotor flight. In comparison, when using the solver from [11], the new trajectory is calculated in approximately 435 ms. This exceeds the reference position update period and the quadrotor is forced to pause its flight.

Finally, we note that the trajectories generated under the two methods are different (see Fig. 4). Additional interpolation constraints were employed under our method for safety purposes. The solver from [11] was not able to compute a feasible trajectory with these additional constraints hence they were not included. In terms of the comparison, the additional constraints result in spline trajectories with more segments, thus increasing the computation times under our method and favouring to the benchmark.

B. Minimum Snap Spline RRT* path planning

Our second application is an example of how the methods presented thus far can be incorporated in an RRT* algorithm, to construct minimum snap trajectories. This version version presented thus far can be incorporated in an RRT* algorithm, titled Minimum Snap Spline RRT*, and define the problem used to generate minimum snap trajectories. This version presented in Algorithm 3 At each iteration of Algorithm 3, the solver from [11], the new trajectory is calculated in approximately 1 ms and let $J_1(t)$ and $J_2(t)$ be their corresponding optimal costs, respectively. Let $t^i$ be the minimising argument of the optimisation program

$$\min_t J_1(t) + J_2(t),$$

s.t. $\tau_{i-1} < \tau_i, \ i = 1, \ldots, h$.

Find the splines $\sigma_1(\tau)$ and $\sigma_2(\tau)$ by solving two instances of the fixed time problem with $t = t^i$ and $k = 5$.

We note that from the constraints in Problem 3 the constructive process outlined in Section II is used to formulate two instances of (2).

Following from Problem 3 we now define two procedures used in Algorithm 3. To ease notation, we explicitly represent their functions in terms of $i_h$ and $u$ and note that $X_{\text{free}}$ and $(G, v)$ are implicit parameters. The procedures are as follows.

- **Collision checking:** For given parameters $\{X_{\text{free}}, (G, v), i_h, u\}$, the following Boolean function is defined
  $$\text{CollisionFree}(i_h, u) = \begin{cases} 
  \text{True} & \text{if } [\sigma_1(\tau), \sigma_2(\tau)]^T \in X_{\text{free}} \\
  \text{False} & \text{otherwise,}
  \end{cases}$$

  where $\sigma_1(\tau), \sigma_2(\tau)$ and $t^i = [\tau_0^i, \ldots, \tau_t^i]^T$ are found by solving Problem 3 with $\{X_{\text{free}}, (G, v), i_h, u\}$.

- **Snap evaluation:** For given parameters $\{X_{\text{free}}, (G, v), i_h, u\}$, the following real valued function is defined
  $$\text{Cost}(i_h, u) = \int_{\tau_0^i}^{\tau_t^i} \left(\sigma_1^4(\tau) + \sigma_2^4(\tau)\right)^2 d\tau,$$

  where $\sigma_1(\tau), \sigma_2(\tau)$ and $t^i = [\tau_0^i, \ldots, \tau_t^i]^T$ are found by solving Problem 3 with $\{X_{\text{free}}, (G, v), i_h, u\}$.

We are now ready to present Algorithm 3 which is based on the RRT* algorithm implementation in [14]. The algorithm is initialised with a single vertex $v_1$ and proceeds to construct a framework. At each iteration, the algorithm performs the following coarse steps:

1. **Sample:** A point $v_{\text{rand}}$ is randomly sampled (Line 3).
2. **Add sample to framework:** Find $i_{\text{init}}$, the vertex corresponding to the nearest point in the framework to $v_{\text{rand}}$ (Line 4). If a collision-free path exists from the root $v_1$ to $v_{\text{rand}}$ through $i_{\text{init}}$, then $v_{\text{rand}}$ is added to the framework with the corresponding vertex $i_{|v_1|}$ (Lines 5–7).
3. **Add edge to sample:** Compare the minimum snap trajectories from the root $v_1$ to $v_{\text{rand}}$ through vertices $i_1, \ldots, i_h$ with $i_j \in V, j \in \{1, \ldots, h\}$. Consider two instances of the fixed-time problem with constraints
  $$\sigma_{1,j}(\tau_j) = (u_{i_{j+1}})_{\text{free}}, \ j = 0, \ldots, h - 1,$$
  $$\sigma_{1,0}(\tau_0) = (u_1),$$
  and
  $$\sigma_{2,j}(\tau_j) = (u_{i_{j+1}})_{\text{free}}, \ j = 0, \ldots, h - 1,$$
  $$\sigma_{2,0}(\tau_0) = (u_2),$$

  and let $J_1(t)$ and $J_2(t)$ be their corresponding optimal costs, respectively. Let $t^i$ be the minimising argument of the optimisation program

$$\min_t J_1(t) + J_2(t),$$

s.t. $\tau_{i-1} < \tau_i, \ i = 1, \ldots, h$.

Find the splines $\sigma_1(\tau)$ and $\sigma_2(\tau)$ by solving two instances of the fixed time problem with $t = t^i$ and $k = 5$.
**Algorithm 3: Minimum Snap Spline RRT**

1. \( V \leftarrow \{1\}; \ E \leftarrow \emptyset; \ v \leftarrow v_1; \)
2. **while not terminated** do
3.  Sample \( v_{\text{rand}} \) from \( X_{\text{free}} \);
4.  \( i_{\text{init}} \leftarrow \{ i \in V \mid \arg \min_{v_i} \| v_i - v_{\text{rand}} \|_2 \}; \)
5.  **if** CollisionFree\((i_{\text{init}}, v_{\text{rand}})\) **then**
6.  \( V \leftarrow V \cup \{ |V| + 1 \}; \)
7.  \( v \leftarrow \text{vec}(v, v_{\text{rand}}); \)
8.  \( i_{\text{min}} \leftarrow i_{\text{init}}; \)
9.  \( J_{\text{min}} \leftarrow \text{Cost}(i_{\text{init}}, v_{\text{rand}}); \)
10. \( V_{\text{near}} \leftarrow \{ i \in V \mid \| v_i - v_{\text{rand}} \|_2 < \varepsilon \}; \)
11. **for** \( i_{\text{near}} \in V_{\text{near}} \) **do**
12.  **if** CollisionFree\((i_{\text{near}}, v_{\text{rand}})\) **and** \( \text{Cost}(i_{\text{near}}, v_{\text{rand}}) < J_{\text{min}} \) **then**
13.  \( i_{\text{min}} \leftarrow i_{\text{near}}; \)
14.  \( J_{\text{min}} \leftarrow \text{Cost}(i_{\text{near}}, v_{\text{rand}}); \)
15. **end**
16. \( E \leftarrow E \cup \{ (i_{\text{min}}, |V|) \}; \)
17. **for** \( i_{\text{near}} \in V_{\text{near}} \) **do**
18.  \( i_{\text{par}} \leftarrow \{ i \in V \mid (i, i_{\text{near}}) \in E \}; \)
19.  \( J_{\text{near}} \leftarrow \text{Cost}(i_{\text{par}}, v_{\text{near}}); \)
20.  **if** CollisionFree\((|V|, v_{\text{near}})\) **and** \( \text{Cost}(|V|, v_{\text{near}}) < J_{\text{near}} \) **then**
21.  \( E \leftarrow E \setminus \{(i_{\text{par}}, i_{\text{near}})\}; \)
22.  \( E \leftarrow E \cup \{(\|V\|, i_{\text{near}})\}; \)
23. **end**
24. **end**
25. **end**
26. **return** \((V, E, v)\);

---

**Fig. 5:** Minimum snap trajectories generated using two RRT* algorithms: (a) path cost is the total snap of a minimum snap spline through vertices; and (b) path cost is Euclidean distance between vertices, which is used to generate a minimum snap spline. Pictured is the underlying tree (solid blue), final trajectory (solid orange) and obstacles (dashed black).

---

**TABLE 2:** Average total snap and average total computation time from a Monte Carlo simulation of 100 trials of Algorithm 3 and the Euclidean distance (ED) RRT* algorithm.

| Algorithm | Total Snap | Computation Time (s) |
|-----------|------------|----------------------|
| Algorithm 3 | 14 | 2.75 |
| ED RRT* | 23 | 0.0123 |

---

**VI. CONCLUSION**

In this paper we present a general framework for creating optimal splines. We propose a well-conditioned formulation for an optimal spline generation problem and solve it using an algorithm with linear computational complexity in the number of vertices, which is used to generate a minimum snap spline path. Pictured is the underlying tree (solid blue), final trajectory (solid orange) and obstacles (dashed black).
of segments in the spline trajectory. We leverage this algorithm to present a solution to another the optimisation problem used to generate optimal splines. We present expressions that reduce the computational complexity of optimizing the time between segments in the spline trajectory. We demonstrate the applicability of this general framework experimentally by generating trajectories for a quadrotor. We also highlight how our algorithms can be utilised as part of other trajectory planning approaches by proposing an RRT* algorithm that constructs trees of minimum snap splines.

In future work, we will explore the use of B-Splines for trajectory planning. The matrices that result from formulating constraints on B-Spline trajectories are typically banded and could permit further improvements in the computational complexity of solving the KKT conditions.

APPENDIX A
PROOF OF PROPOSITION 1

In this appendix we prove that Algorithm 1 solves the fixed-time problem. To reduce notation in this section, we will not explicitly state time dependence, i.e., we write \( V(t) \), \( H(t) \) as \( V, H \). We note that the fixed-time problem is solved for a known, constant \( t \).

We first present a useful set of recursions in the following lemma. The recursions efficiently solve a structured matrix equation that will encounter in the principle proof.

Lemma 5. For \( i = 1, \ldots, k \), let \( g_i^-, g_i^+ \) and \( \lambda_i \) satisfy

\[
\begin{align*}
g_i^- &= \mathcal{A}_i^{-1} (c_i^- - B_i g_i^-), \quad (13a) \\
g_i^+ &= \begin{cases} (C_i - B_i^T \mathcal{A}_i^{-1} B_i)^{-1} (g_i^+ - B_i^T \mathcal{A}_i^{-1} c_i^+), & i = l, \\
g_{i+1}, & i = l - 1, \ldots, 1, \\
\lambda_i &= B_i^T g_i^- + C_i g_i^+ - c_i^+, & i = l - 1, \ldots, 1, 
\end{cases} \quad (13b) \\
\end{align*}
\]

where

\[
\mathcal{A}_i = \begin{cases} A_i, & i = 1, \\
A_i + C_i - B_i^T \mathcal{A}_{i-1}^{-1} B_i, & i = 2, \ldots, k, 
\end{cases} \quad (14a)
\]

and

\[
\mathcal{A}_i = \begin{cases} c_i^-, & i = 1, \\
c_i^- + c_{i-1}^+, & i = 2, \ldots, k. 
\end{cases} \quad (14b)
\]

Then \( (13) \) solves

\[
\begin{bmatrix} Z^T V^{-T} \mathcal{H} V^{-1} Z & Z^T E^T \\ E Z & 0 \end{bmatrix} \begin{bmatrix} g \\ \lambda \end{bmatrix} = \begin{bmatrix} Z^T V^{-T} \mathcal{H} V^{-1} \mathcal{I} \\ 0 \end{bmatrix}, \quad (15)
\]

where \( \lambda = [\lambda_1^T, \ldots, \lambda_{l-1}^T]^T \in \mathbb{R}^{k(l-1)} \) with \( \lambda_i \in \mathbb{R}^k \) for \( i = 1, \ldots, l - 1 \).

Proof. Under the partition (4), we may permute the variables and columns of (15) to reveal the block-tridiagonal structure

\[
\begin{bmatrix}
D_1 & -M^T & -M^T & 0 \\
-M & D_2 & -M^T & 0 \\
-M & D_3 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
\end{bmatrix}
\begin{bmatrix}
y_1 \\
y_2 \\
y_3 \\
\vdots \\
\end{bmatrix} =
\begin{bmatrix}
d_1 \\
d_2 \\
d_3 \\
\vdots \\
\end{bmatrix}, \quad (16)
\]

where

\[
D_i = \begin{bmatrix} A_i & B_i & 0 \\
B_i^T & C_i & I \\
0 & I & 0 \end{bmatrix}, \quad M = \begin{bmatrix} 0 & 0 & I \\
0 & 0 & 0 \\
0 & 0 & 0 \end{bmatrix},
\]

with \( y_i = [g_i^{-T}, g_i^+T, \lambda_i^T]^T \) and \( d_i = [c_i^-T, c_i^+T]^T \) for \( i = 1, \ldots, l - 1 \) and \( y_i = [g_i^{-T}, g_i^+T]^T \) and \( d_i = [c_i^-T]^T \) such that \( y = \text{vec} \{ y_1, \ldots, y_l \} \) and \( d = \text{vec} \{ d_1, \ldots, d_l \} \).

Block-tridiagonal matrices such as (16) are commonly solved through Block LU factorisation \[13\]. The LU factorisation of the block tridiagonal matrix \( D \)

\[
D = \begin{bmatrix}
N_1 & I & \cdots & I & I \\
N_2 & I & \cdots & 0 & I \\
\vdots & \ddots & \ddots & \vdots & \vdots \\
N_{k-1} & 0 & \cdots & I & I \\
L & 0 & \cdots & 0 & \vdots \\
\end{bmatrix},
\]

where the block elements are

\[
N_i = \begin{bmatrix}
B_i^T \mathcal{A}_i^{-1} & -I & C_i - B_i^T \mathcal{A}_i^{-1} B_i \\
0 & 0 & 0 \\
0 & 0 & 0 \\
\end{bmatrix}, \quad i = 1, \ldots, l - 1,
\]

\[
\mathcal{D}_i = \begin{bmatrix}
A_i + C_i - B_i^T \mathcal{A}_{i-1}^{-1} B_i & 0 \\
0 & C_i & I \\
0 & 0 & 0 \\
\end{bmatrix}, \quad i = 2, \ldots, l.
\]

First solving \( Lx = d \) yields the iteration over \( c_i^- \), that is \( (14b) \). Calculating each \( A_i + C_i - B_i^T \mathcal{A}_{i-1}^{-1} B_i \) gives rise to \( (14a) \). These matrices are then used to solving \( Uy = x \), providing expressions for \( g_i^- \) and \( g_i^+ \) as \( (13a) \) and \( (13b) \). The solution to \( Uy = x \) also governs the values of \( \lambda_i \) with \( (13c) \).

We prove that Algorithm 1 solves the fixed-time problem by first reformulating the optimisation program to reveal its structure. Then we derive the steps of the algorithm in a similar fashion to Cantoni et al. \[19\].

Proof of Proposition 7 Similar to Richter et al. \[3\], we reformulate (2) as the following.

\[
\min_f f^T V^{-T} \mathcal{H} V^{-1} f, \quad (17a)
\]

s.t. \( Ef = 0 \), \( (17b) \)

\( P f = b \), \( (17c) \)

We make the change of variable \( f = \mathcal{I} + Zg \) such that \( P \mathcal{I} = b \) and \( PZ = 0 \). By construction \( Pf = P(\mathcal{I} + Zg) = b \), and the program resulting from the substitution is

\[
\min_f 2g^T Z^T V^{-T} \mathcal{H} V^{-1} Zg + g^T Z^T V^{-T} \mathcal{H} V^{-1} Zg, \quad (18a)
\]

s.t. \( EZg = 0 \). \( (18b) \)

Note that, the Hessian \( Z^T V^{-T} \mathcal{H} V^{-1} Z \) is block diagonal and the decision variables are coupled by the sparse matrix \( EZ \). Furthermore, the coupling is only between the derivatives of adjacent segments. The recursions introduced in Lemma 5 lead to the steps of Algorithm 1 as described below.
The KKT conditions for (15) yield (15). Lemma 5 solves (18) with linear computational complexity in \( l \). Through a change of variables, the recursions can be used to calculate the solution to (1). There are \( 2l \) matrix calculations required in computing (14), while \( 2l \) systems of equations need to be solved in (13a) and (13b). All the matrices involved are square with dimensions smaller than or equal to \( k \). Hence, the computational complexity is \( O(k^2l) \).

**APPENDIX B**

**PROOF OF PROPOSITION 2**

The cost function (1a) can be written as the summation

\[
J(t) = \min_{\sigma(t)} \sum_{i=1}^{l} \int_{\tau_{i-1}}^{\tau_{i}} (\sigma^{(k-1)}(\tau))^2 d\tau,
\]

Under the change of variables \( \rho = 2T/(\tau_i - \tau_{i-1}) - (\tau_i + \tau_{i-1})/(\tau_i - \tau_{i-1}) \) for each integral in the summation

\[
J(t) = \min_{\tilde{\sigma}(\tau)} \sum_{i=1}^{l} \left( \frac{2}{\tau_i - \tau_{i-1}} \right)^{2k-1} \int_{-1}^{1} (\tilde{\sigma}^{(k-1)}(\rho))^2 d\rho,
\]

Therefore, subject to the constraints (25)–(28), if \( a^* \) and \( f^* \) minimise (23) then \( a^* \) and \( f^* \) minimise (25). We now show that the constraints (25)–(28) are equivalent to (25)–(28) to complete the proof. Under the change of variables, for \( i = 1, \ldots, l \) and \( q = 1, \ldots, k \),

\[
\begin{align*}
\sigma^{(q-1)}(\tau_{i-1}) &= \left( \frac{2}{\tau_i - \tau_{i-1}} \right)^{q-1} \tilde{\sigma}^{(q-1)}(\tau_{i-1}), \\
\sigma^{(q-1)}(\tau_i) &= \left( \frac{2}{\tau_i - \tau_{i-1}} \right)^{q-1} \tilde{\sigma}^{(q-1)}(\tau_i) - (1),
\end{align*}
\]

This can be written more compactly as \( V(t) a = G(t)V a \) and thereby (55) is equivalent to (25). The remaining constraints are in common.

**APPENDIX C**

**PROOF OF PROPOSITION 3**

We first prove the necessary condition. To obtain a contradiction, assume \( t^* = Rd^* \) is a local minimiser of (16) but \( d^* \) is not a local minimiser of (7). There exists some \( d! \) such that \( \|d! - d^*\| < \varepsilon \) and \( J(Rd!) < J(Rd^*) \). Hence, there exists a \( t! = Rd! \) such that \( \|t! - t^*\| < \|\varepsilon\| \) and \( J(t!) < J(t^*) \), which contradicts \( t^* \) being a local minimiser of (7).

To prove the sufficient condition, we first state a useful fact. Consider the times \( t_1, t_2 \in R^{l+1} \) and their differences \( d_1, d_2 \in R^{l} \), respectively, such that \( d_1 = d_2 \). The formulation (5) depends only on the difference between times \( \tau_i - \tau_{i-1} \), \( i = 1, \ldots, l \), therefore \( J(t_1) = J(t_2) \). We now prove the sufficient condition by contradiction. Assume that \( d^* \) is a local minimiser of (7) but \( Rd^* \) is not a local minimiser of (6). Therefore, a \( t! \) exists such that \( \|t! - Rd^*\| < \varepsilon \) and \( J(t!) < J(Rd^*) \). However, as the formulation depends only on the difference between times, there must also exist some \( d! \) such that \( J(t!) = J(Rd!) \). Hence, there is a \( d! \) such that \( \|d! - d^*\| < \varepsilon/\|R\| \) and \( J(Rd!) < J(Rd^*) \), which contradicts the assertion that \( d^* \) is a local minimiser of (7).

**APPENDIX D**

**PROOF OF PROPOSITION 4**

We start by performing a similar reformulation as in the proof of Proposition 1. We note that \( G(t) \) depends only on the difference between times \( \delta_i = (\tau_i - \tau_{i-1})/2 \), so without loss of generality we reparametrise it as \( G(d) : \mathbb{R}^l \to \mathbb{R}^{2kl \times 2kl} \). This allows us to recast (7) as

\[
J(Rd) = \min_f f^T(G(d)V)^{-T}H(G(d)V)^{-1}f, \tag{19a}
\]

s.t. \( Ef = 0, \tag{19b} \)

\[ Pf = b. \tag{19c} \]

We make the change of variable \( f = \overline{T} + Zg \) such that \( P\overline{T} = b \) and \( PZ = 0 \). Further, we let \( g = Yh \) such that \( EZY = 0 \) and \( Y \in \mathbb{R}^{(kl-m/2) \times (2kl-m)} \). Substituting the two change of variables into (19) results in the unconstrained optimisation program

\[
J(Rd) = \min_h h^T Q(d)h + h^T q(d) + \overline{q}(d), \tag{20}
\]

where

\[
Q(d) = Y^T Z^T(G(d)V)^{-T}H(G(d)V)^{-1}Z, \quad q(d) = 2Y^T Z^T(G(d)V)^{-T}H(G(d)V)^{-1}\overline{T}, \quad \overline{q}(d) = \overline{T}^T(G(d)V)^{-T}H(G(d)V)^{-1}\overline{T}. \tag{21}
\]

Let \( h^*(d) \) be the argument that minimizes (20) such that

\[
J(Rd) = h^*(d)^T Q(d)h^*(d) + h^*(d)^T q(d) + \overline{q}(d). \tag{22}
\]

A necessary condition for the optimality of the fixed-time minimum-snap trajectory is

\[
2Q(d)h^*(d) + q(d) = 0. \tag{23}
\]

Substituting (21) into \( \nabla_d J(Rd) \) yields

\[
\nabla_d J(Rd) = h^*(d)^T (\nabla_d Q(d))h^*(d) \tag{24}
\]

\[
+ h^*(d)^T \nabla_d q(d) + \nabla_d \overline{q}(d). \tag{25}
\]

We will now identify the nonzero components of \( \nabla_d Q(d) \), \( \nabla_d q(d) \) and \( \nabla_d \overline{q}(d) \) and use them to form compact expressions for \( \nabla_d J(Rd) \). For \( i = j \), the partial derivatives of the block-diagonal components of \( G(d) \) and \( H \)

\[
\frac{\partial G_j}{\partial d_i} = \text{diag}\{0, -\delta_j^{-2}, \ldots, -(s-1)\delta_j^{-s}, \ldots, 0, -\delta^{-2}, \ldots, -(s-1)\delta^{-s}\},
\]

and

\[
\frac{\partial}{\partial \delta_j} \left( \frac{1}{\delta^{2k-1}} H_i(-1, 1) \right) = \frac{1 - 2k}{\delta^{2k}} H_i(-1, 1). \tag{26}
\]

Otherwise, the partial derivatives of the block-diagonal components of \( G(d) \) and \( H \) are zero for \( i \neq j \).
To ease notation in the final expression we introduce
\[ F(\delta_i) = \frac{\partial G_i(\tau_{i-1}, \tau_i)}{\partial \delta_j} G_i(\tau_{i-1}, \tau_i)^{-1}, \]
(24)
\[ = \text{diag}\{0, -\delta_j^{-1}, \ldots, -(s-1)\delta_j^{-1}, \ldots, 0, -\delta_j^{-1}, \ldots, -(s-1)\delta_j^{-1}\}. \]
The last calculation required is
\[ \nabla_d (G(d)\tilde{V}) = -\tilde{V}^{-1}(\nabla_d G(d))G^{-1}(t). \]
(25)
Substituting (24), (23) and (25) into the partial derivatives \(\nabla_d Q(d)\), \(\nabla_d q(d)\) and \(\nabla_d q(d)\) then evaluating (22) yields the compact expressions (9) as required. \(\square\)
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