Asymmetric CNN for image super-resolution

Chunwei Tian, Yong Xu∗, Senior Member, IEEE, Wangmeng Zuo, Senior Member, IEEE, Chia-Wen Lin∗, Fellow, IEEE and David Zhang, Life Fellow, IEEE

Abstract—Deep convolutional neural networks (CNNs) have been widely applied for low-level vision over the past five years. According to nature of different applications, designing appropriate CNN architectures is developed. However, customized architectures gather different features via treating all pixel points as equal to improve the performance of given application, which ignores the effects of local power pixel points and results in low training efficiency. In this paper, we propose an asymmetric CNN (ACNet) comprising an asymmetric block (AB), a memory enhancement block (MEB) and a high-frequency feature enhancement block (HFFEB) for image super-resolution. The AB utilizes one-dimensional asymmetric convolutions to intensify the square convolution kernels in horizontal and vertical directions for promoting the influences of local salient features for SISR. The MEB fuses all hierarchical low-frequency features from the AB via residual learning (RL) technique to resolve the long-term dependency problem and transforms obtained low-frequency features into high-frequency features. The HFFEB exploits low- and high-frequency features to obtain more robust super-resolution features and address excessive feature enhancement problem. Additionally, it also takes charge of reconstructing a high-resolution (HR) image. Extensive experiments show that our ACNet can effectively address single image super-resolution (SISR), blind SISR and blind SISR of blind noise problems. The code of the ACNet is shown at https://github.com/hellloxiaotian/ACNet.

Index Terms—Image super-resolution, CNN, asymmetric architecture, multi-level feature fusion, blind SISR, multiple degradation task.

I. INTRODUCTION

SINGLE image super-resolution (SISR) is exploited to estimate a high-quality (also called high-resolution, HR) image via given degraded low-resolution (LR) image. It has been found in many applications, i.e., identity recognition [1]. Generally speaking, the LR and HR images are characterized via a degradation model

\[ y = x \downarrow_s, \]

where \( y \) and \( x \) are the LR and HR images, respectively. \( \downarrow_s \) denotes downsampling operation with scale factor of \( s \).

According to the equation, we can see that the SISR task is an ill-posed problem. Thus, detailed information of the LR image is very important for SISR. To alleviate this problem, based on extra information techniques were proposed [3]. For instance, relative displacements in image sequences can use predict idea to enhance the pixels of the unclear image [4]. Besides, image prior-gradient profile prior can show the shape and sharpness of image gradients to obtain more edge information for SISR [5]. Moreover, the simultaneous use of adaptive regularization and learning-based super-resolution can eliminate the effect of the noise and mine more high-frequency information in the compression scenario to address multi-degradation task [6]. Additionally, nearest-neighbor patch method enlarged the influences of local pixel points via relation of different areas from the given LR image to achieve the high-resolution image [7]. In terms of improving the efficiency, sparse representation technique was also a good choice in SISR [8][10]. For instance, the combination of discrete wavelet transform, principal components analysis and sparse representation can reduce the information dimension to obtain more better expression carrier of the goal task for SISR [9]. Besides, there were also other popular super-resolution methods, i.e., dictionary learning [11] and random forest [12]. Although these super-resolution methods made tremendous effort to promote the performance, they still suffered from some limitations: previous researches tended to boost the super-resolution performance via complex optimization methods. That may result in low execution speed. Another side effect is that these methods referred to manual setting parameters to obtain better results of SISR. Thereby, the more important thing is that a tool with powerful self-learning ability is critical to recover the HR image.

To overcome these drawbacks, CNNs with powerful expressive capability for SISR were proposed [13]. A three-layer CNN for SISR as well as SRCNN was found [14]. As the pioneer, the SRCNN first up-sampled LR image as input of the network through a end-to-end architecture to obtain the HR image. Although it was simple and shallow, its depth limited super-resolution performance. After that, many good efforts tried to make a trade-off between good performance and network depth. For instance, the residual connections had a good effect on resolving these issues. A very deep SR network (also regarded as VDSR) [15] started from stacking multiple layers to increase the depth and used the skip connection to extract more robust SR features. Alternatively, a recursive operation had similar function to promote the quality of the unclear image. Kim et al. [16] gathered hierarchical features
by recursive learning technique without referring to additional parameters for preventing overfitting and addressing resource-constrained problem. Tai et al. [17] extended this recursive mechanism through combining global and local information to strengthen the expressive ability of deep networks in low-level version applications. In terms of reducing the difficulty of training and handling gradient vanishing phenomenon, a symmetric skip fused into an encoder-decoder network was presented to remove the noise and recover the image details [13]. However, these methods depended on bicubic interpolation operation to amplify given low-resolution image the same as the HR image, which brought great budget for training a super-resolution model. Also, most of these networks merged different obtained features via treating all pixels as equal to promote super-resolution performance, which may increase the effects of non-critical feature points and training cost.

In this paper, we propose an asymmetric CNN (also treated as ACNet) containing an AB, a MEB and a HFFEB for SISR. The AB enhances the effects of local key points on SISR via one-dimensional asymmetric convolutions in horizontal and vertical directions rather than treating all pixel points as equal. To solve long-term dependency issue of deep network, the MSB merges all hierarchical low-frequency features from the AB through the RL technique to boost the memory ability of shallow layers on deep layers. Moreover, the MSB can use a flexible up-sampling mechanism to obtain high-frequency features for SISR and blind SISR. After that, taking into account sudden shock from up-sampling mechanism, the HFFEB fuses low- and high-frequency information to obtain more robust super-resolution (SR) features for restoring the high-quality image. The extended experiments describe that our ACNet performs well against state-of-the-art techniques, such as a lightweight enhanced super-resolution CNN (LESRCNN) [19] in terms of both quantitative and qualitative evaluations for SISR, blind SISR (i.e., a SR model for unknown scale factors) and multiple degradation (i.e., blind SISR of blind noise as well a SR model for unknown scales factor with unknown noise).

The main contributions of our ACNet are shown as follows:

1. We present a multi-level feature fusion mechanism by fusing hierarchical low-frequency features and high-frequency features to well resolve long-term dependency issue and prevent performance degradation from upsampling mechanism.

2. We propose an asymmetric architecture to enhance the effects of local key points for obtaining salient low-frequency features in SISR.

3. A flexible up-sampling mechanism can make the proposed network resolve SISR, blind SISR and blind SISR of blind noise tasks.

The rest of this paper is illustrated as follows. Section 2 summaries the related work of deep CNNs for SISR, asymmetric convolutions and multi-level feature fusion on image super-resolution. Section 3 presents the proposed method. Section 4 illustrates the extended experiments, gives the principles and rationalities of the proposed key techniques and shows the experimental performance in SISR. Section 5 concludes the article.

II. RELATED WORK

A. Deep CNNs for SISR

Due to powerful representation capability, CNNs have obtained great success in low-level vision tasks, especially SISR [20]. Dong et al. [14] utilized sparse coding mechanism to guide the CNN for obtaining the high-quality image. After that, numerous variants of CNNs were developed to improve the super-resolution performance, accelerate the training efficiency and handle complex low-level vision task.

To promote super-resolution effect, researchers usually increase the depth or width of network to enlarge the receptive field of the network for mining more information. For instance, Fan et al. [21] utilized a lot of multi-scale feature fusion mechanisms to increase the width of CNN for capturing more complete structure information. However, deeper and wider architectures may cause a larger amount of computation resource and higher memory consumption. To address this problem, Zhang et al. [22] fused dilated convolutions into the CNN to the expand receptive field without referring to additional parameters and computational complexity. Alternatively, the discriminative learning method integrated into model-based optimization was a good tool to efficiently recover texture features of the high-definition image [23]. Additionally, signal processing idea was beneficial to boost the pixels of the low-resolution image for obtaining the HR image [24].

In improving the training efficiency for a SR model, reducing the complexity of deep networks is common way, which includes two categories in general: decrease the number of training data and compress the network. For the first method, exploiting LR as input to train a SR model was a good choice. For instance, Dong et al. [25] used LR input and upsampling operations at the final layer of the network rather than up-sampling HR as the input for predicting the SR image. For the second method, dividing big filters into small filters had important effect on SISR. For instance, Ahn et al. [26] extended convolution of $1 \times 1$ to the CNN to distill more useful information for improving execution speed of obtaining a HR image. Besides, splitting channels by group convolutions combined attention mechanism to facilitate more detailed information from structures, textures, and edges in SISR [27].

For dealing with complex low-level vision task, step-by-step mechanism was proposed. For instance, Zhang et al. [28] presented a three-step method to tackle the LR image. The first step aimed to recover a clean LR image from the blurry LR image. The second step used the LR input to extract high-dimensional features. The third step used attention mechanism [29], obtained high-dimensional features and the clean LR image to enhance the high-frequency information and obtain clearer image. Additionally, it is known that external information played an important role in handling complex corrupted images, such as real noisy image [30, 31], rainy image [32], foggy images [33] and LR image [11]. Inspired by that, Zhang et al. [34] used half quadratic splitting algorithm to estimate the blur kernel and obtain clean LR image, then, they utilized a sub-network to obtain the SR image from the obtained clean LR image. According to previous advances, we can see that
deep CNNs are very suitable to SISR. Motivated by that fact, the deep CNN is used in SISR in this paper.

B. Asymmetric convolution

Improving the execution speed of a SR model is extremely important for real digital devices [35] [36]. Specifically, decomposing a big convolutional kernel into several small convolutional kernels is useful to accelerate the training speed for computer vision tasks. For instance, Li et al. [36] proposed a novel fast spatio-temporal residual block spatio-temporal residual network (FSTRN) in video super-resolution, which is the first work to adopt spatio-temporal 3D convolutions and a cross-space residual learning for the video SR task, obviously enhancing the performance while keeping a low computational load in contrast with state-of-the-art methods. Based this idea, asymmetric convolutions are developed. The asymmetric convolutions were applied to approximately represent an existing square-kernel convolutional layer for saving the sum of parameters and boosting the execution speed of target task. The asymmetric convolutions have two different forms: a sequence and element in deep networks [37].

For the first method, a standard convolution of $m \times m$ can be equivalently converted into a sequence of two layers: a layer of $m \times 1$ and a layer of $1 \times m$ to compress the network and reduce the complexity of the network. These methods broke the rule: two-dimensional convolution with rank of one can be transformed into two one-dimensional convolutions. However, the obtained kernels from deep networks have distributed eigenvalues, where the intrinsic rank is greater than actual value. Also, the transformation process from 2D kernel to 1D kernels would loss information [38].

The second method used asymmetric convolutions as elements to design deep CNN. For instance, the Inception-v3 [39] exploited convolution kernels of $1 \times 7$ and $7 \times 1$ rather than a convolution kernel of $7 \times 7$ to reduce the parameters for image recognition. It should be noticed that the similar equivalence was not very effective in low-level task [37]. An efficient dense module with asymmetric convolution (EDANet) [40] method factorized a convolution of $3 \times 3$ into convolutions of $1 \times 3$ and $3 \times 1$ to reduce the computation cost. However, it suffered from performance degradation for semantic segmentation. In terms of dealing with this problem, Ding et al. [37] presented 1D asymmetric convolutions to enhance the features in horizontal and vertical directions, then, gathered their obtained information into the square-kernel layers to guarantee good performance in image recognition. However, there is no work to show the influence of the combination of 1D asymmetric convolutions and square-kernel convolution for low-level vision, especially SISR.

C. Multi-level feature fusion for SISR

Deep CNNs have shown superior performance for SISR. However, as the growth of depth, the deep architecture may suffer from vanishing or exploding gradients. To resolve this problem, multi-level feature fusion methods were presented. These techniques can be usually classified three kinds: fusion of high-frequency features, fusion of low-frequency features and fusion of high- and low-frequency features.

Fusion of high-frequency features: The methods first used bicubic operation to upscale the LR as input, then, replied on receptive fields of different sizes to extract hierarchical features and fused these features for restoring the HR image. For instance, a deeply-recursive convolutional network (DRCN) [16] referred to recursive operations to construct inference network for SISR. Moreover, a deep recursive residual network (DRRN) [17] introduced multi-supervision via recursive learning and RL to fuse global and local features for easing the difficulty of training. However, these methods depended on interpolating the LR images to obtain the observed size for training a SR model, which can loss more related information of low-frequency features and take great computational cost.

Fusion of low-frequency features: To boost the training efficiency and decrease the memory consumption, using the LR image as input and obtaining the HR image at the final layer of network was developed in SISR. For instance, a fast SR convolutional neural network (FSRCNN) only utilized deconvolution layer at the end of the network to learn a non-linear mapping from the low-resolution image to the high-quality image. Also, this method adopted smaller filter size to decrease the sum of parameters for training a SR model, which had good effect on real application [25]. Alternatively, Lai et al. [41] applied Laplacian pyramid and residual learning techniques to progressively infer high-frequency features. Although these methods enjoy fast execution speed and less computational cost, they did not make full use of high-frequency features. That may result in the consequence that the training process was not stable.

Fusion of high- and low-frequency features: An information distillation network (IDN) [42] applied group convolutions to extract richer LR features, and gathered them by the RL technique. Subsequently, the IDN introduced the convolution of $1 \times 1$ to distill extracted low-frequency features. Finally, it used deconvolution and bicubic operation to fuse obtained high-frequency features and construct the HR image. Besides, a deep network with component learning (DNCL) [43] used sparse coding to obtain two different components as inputs of the SR network. Specifically, one with low-frequency information was directly used to learn a mapping from the LR image to HR image and obtain the SR features. The other was converted into high-frequency features by upsampling operation. Finally, the DNCL utilized the RL technique to merge obtained high-frequency features and reconstruct the clear image. Moreover, cascaded networks can gather well low-frequency features to boost the robustness of obtained features and stability of training a SR model. For instance, a cascading residual network used multi residual blocks to extract more robust low-level features. After that, it used sub-pixel convolution layer [44] to transform obtained low-level features into high-level features, and learned more high-level features by cascading a sub-network [27]. This method not only had fast execution speed, but also achieved superior performance in SISR.

According to previous analysis, it is obvious that fusion of high- and low-frequency features is very competitive to SISR.
Thereby, this idea is also used in our designed network to restore the HR image.

III. PROPOSED METHOD

In this section, we introduce a SR model as well as ACNet in details. First, we illustrate the overall framework in Figs.1 and 2. Then, the components (i.e., an AB, an MEB and an HFFEB) of the ACNet are shown.

A. Network architecture

The proposed 23-layer ACNet comprises three blocks: a 17-layer AB, a 1-layer MEB and a 5-layer HFFEB. The AB uses one-dimensional asymmetric convolutions to enhance the effects of local power feature points for improving the expressive ability of the SR model. Also, it can boost the training efficiency and reduce the computational burden. Subsequently, the MEB gathers all hierarchical low-frequency features via the residual learning technique to handle the long-term dependency problem. Moreover, it converts the extracted low-frequency features into high-frequency features. After that, the HFFEB merges the global features from the LR input and the high-frequency features to learn more accurate super-resolution features. It also addresses excessive feature enhancement problem as well. Additionally, it is utilized to reconstruct a HR image. To vividly express the implementations of ACNet, some terms are defined as follows. Let $I_{LR}$ and $I_{SR}$ denote the LR input and the predicted SR image, respectively, and $f_{AB}$, $f_{MEB}$, $f_{HFFEB}$ and $f_{ACNet}$ denote the corresponding functions of the AB, MEB, HFFEB and the ACNet, respectively. We formulate the SR operation as

$$I_{SR} = f_{HFFEB}(f_{MEB}(f_{AB}(I_{LR}))) = f_{ACNet}(I_{LR}).$$

(1)

B. Loss function

We adopt mean square error (MSE) as the loss function. The MSE loss can be used to minimize the difference between the predicted SR image and the given HR image to train the ACNet model for SISR. The procedure is expressed in (2).

$$l(\gamma) = \frac{1}{2S} \sum_{j=1}^{S} \left\| f_{ACNet}(I_{LR}^{j}) - I_{HR}^{j} \right\|_{2}^{2},$$

(2)

where $l$ and $\gamma$ represent the loss function and the learned parameters of ACNet, respectively, $I_{LR}^{j}$ and $I_{HR}^{j}$ denote the $j$-th LR and HR images, respectively, and $S$ denotes the sum of LR images.

C. Asymmetric block

It is known that bright colors and complex background may hide some detailed information for an inverse problem. To address this problem, a 17-layer asymmetric block (AB) is proposed to enlarge the effects of salient features at the lowest cost. AB utilizes one-dimensional asymmetric convolutions to intensify the square convolution kernels in the horizontal and vertical directions for improving the influences of local power feature points, which also accelerates the training for a SR model. AB involves four types of layers: Conv1, Conv2, Conv3, and rectified linear unit (ReLU) [47], where Conv1, Conv2, and Conv3 denote the convolutions of sizes $3 \times 1$, $3 \times 3$ and $1 \times 3$, respectively. Conv1 and Conv3 are also treated as one-dimensional asymmetric convolutions, which affects Conv2 via residue learning to enrich the feature space for promoting the expressive ability of the SR model. Conv2 is treated as a square convolution kernel. The ReLU activation function is used to non-linearly convert the obtained features. Further, for the first layer, the channel numbers of the input and output are 3 and 64, respectively. For the second to the seventeenth layers, the numbers of channels of the input and output are 64 and 64, respectively. For clarity, we define some symbols below. Let $C_1$, $C_2$, $C_3$ and $R$ denote the corresponding functions of Conv1, Conv2, Conv3, and ReLU, respectively. $O_i^C$ and $O_i^R$ denote the outputs of convolutions and the ReLU of the $i$-th layer in AB, respectively. The above procedures are formulated as follows.

$$O_i^C = \begin{cases} C_1(I_{LR}^j) + C_2(I_{LR}^j) + C_3(I_{LR}^j) & i = 1 \\ C_1(O_{i-1}^R) + C_2(O_{i-1}^R) + C_3(O_{i-1}^R) & i = 2, 3, ..., 17, \end{cases}$$

(3)

$$O_i^R = R(O_i^C) \quad i = 1, 2, ..., 17,$$

(4)

where $O_i^R$ is the output of AB which is used as the input of the MEB. The ‘+’ indicates $\oplus$ and residues learning in Fig.1.

D. Memory enhancement block

Note, increasing the depth of a network is used to weaken the memory abilities from the shallow layers for low-level vision tasks [48]. To solve this problem, a 1-layer memory enhancement block (MEB) is devised. MEB has three steps: the first step merges all hierarchical low-frequency features from AB via residues learning, then, it uses the ReLU to transform the extracted features into non-linearity. This process in (5) can handle long-term dependency problem.

$$O_{1}^{MEB} = R(\sum_{i=1}^{17} O_i^C),$$

(5)

where $O_{1}^{MEB}$ denotes the output of the first step and is utilized as the input of the second step. The second step converts the obtained low-frequency features into high-frequency features through the sub-pixel convolutional layer [19] [26] as follows.

$$O_{2}^{MEB} = S(O_{1}^{MEB}),$$

(6)

where, as shown in Fig. 2, $S$ represents the function of the sub-pixel convolution with a size of $64 \times 3 \times 3 \times 64$, where 64 is the numbers of input channels and output channels are 64, and the size of convolutional kernel is $3 \times 3$. Besides, it is noteworthy that the Sub-pixel Conv is implemented by two plugins such as ‘Conv2+Shuffle $\times 2$’ and ‘Conv2+Shuffle $\times 3$’ for SISR, blind SISR and blind SISR of blind noise, where ‘Conv2+Shuffle $\times 2$’ and ‘Conv2+Shuffle $\times 3$’ denote a convolution of $3 \times 3$ densely acts Shuffle $\times 2$ and Shuffle $\times 3$, respectively. Moreover, a ‘Conv2+Shuffle $\times 2$’, a ‘Conv2+Shuffle $\times 3$’ and two ‘Conv2+Shuffle $\times 2$’ is used for $\times 2$, $\times 3$ and $\times 4$, respectively. Additionally, when a SR model is trained for SISR of certain
Fig. 1. Network architecture of the proposed ACNet.

Fig. 2. Implementations of the sub-pixel conv.

scale factor, one of Conv2+Shuffle $\times 2$, ‘Conv2+Shuffle $\times 3$’ and two ‘Conv2+Shuffle $\times 2$’ is only used. Otherwise, three modes are simultaneously used for blind SISR and blind SISR of blind noise. The $O_{2\text{MEB}}^2$ indicates the output of the second step. The third step of MEB aims to avoid the loss of global input information. It utilizes sub-pixel convolutions to magnify the output of the first layer in AB, which is complementary to the second step. The process is expressed in into (7).

$$O_{3\text{MEB}}^3 = S(O_{1\text{MEB}}^R), \quad (7)$$

where $O_{3\text{MEB}}^3$ is the output of the third step. Additionally, $O_{3\text{MEB}}^3$ together with $O_{3\text{MEB}}^2$ are used as the input of HFFEB.

$$O_{1\text{HFFEB}}^1 = R(C_2(R(C_2(O_{2\text{MEB}}^2))) + C_2(R(C_2(O_{3\text{MEB}}^3)))), \quad (8)$$

E. High-frequency feature enhancement block

According to Section II. C, it is known that combining the high- and low-frequency features is very useful to stimulate more robust SR features and boost the stability of training. Based on the fact, we propose a 5-layer high-frequency feature enhancement block (HFFEB) to bridge the gap between the obtained HR image and given HR image. HFFEB consists of three types: Conv2+ReLU, Conv2 and ReLU, where Conv2+ReLU means the Conv2 closely connects the ReLU. The three types serve two phases: the first phase fuses the high- and low-frequency features via the 2-layer dual paths of HFFEB and residues learning to provide complementary low-frequency information and improve the training stability caused by sudden amplification operation of sub-pixel convolutional technique. Specifically, Conv2+ReLU and Conv2 are used in the 19th and 20th layers, respectively, where their input and output channel numbers are 64. The filter size is $3 \times 3$. ReLU is used to non-linearly transform the extracted high-frequency features by fusing the dual paths. The whole process is expressed as follows:
where $O_{HFFEB}^1$ stands for the output of the first phase in HFFEB.

The second phase is used to prevent excessive feature enhancement problem, so as to obtain more robust SR features and reconstruct the predicted SR image. It has two types of operations: Conv2+ReLU and Conv2. The Conv2+ReLU with a size of $64 \times 3 \times 3 \times 64$ is utilized in the 21th and 22th layers of ACNet, where the input and output channels numbers are 64 and Conv2’s filter size is $3 \times 3$. The final layer of ACNet only involve a Conv2 with a size of $64 \times 3 \times 3 \times 3$ to reconstruct the HR image, where the input and output channel numbers are 64 and 3, respectively. The process can be expressed as

$$I_{SR} = C_2(R(C_2(R(C_2(O_{HFFEB}^1))))). \quad (9)$$

IV. EXPERIMENTS

A. Training dataset

Existing methods such as [26, 49] used benchmark dataset DIV2K dataset [50] to train a SR model. To make the experiments fair, we choose the high-quality DIV2K dataset as our training dataset. The DIV2K dataset is composed of three parts: 800 training images, 100 validation images, and 100 test images. Our experiments are conducted for different scale factors, including $\times 2$, $\times 3$ and $\times 4$. It is known that differences in textures and edges of different LR images have great influence on SR model. To address this problem, image augmentation has obtained good performance in image [47, 51] and video applications [52]. Based on this idea, a two-step mechanism [19, 53] is used to enlarge the training dataset for improving the generalization ability of the SR model. The first step combines the training and validation datasets as a novel training dataset. That is, 100 validation images (i.e., LR and HR images) of different scale factors (i.e., $\times 2$, $\times 3$, $\times 4$) are extended to the corresponding scale training dataset of DIV2K. The second step uses random horizontal flips and $90^\circ$ rotation operations to further augment the training dataset. Similarly, we also use this approach to enlarge the training dataset in our ACNet. Besides, to accelerate the training speed, each LR image is cropped into patches of $64 \times 64$ as the input of the ACNet.

B. Testing datasets

Four benchmark datasets including Set5 [53], Set14 [54], BSD100 [55] and Urban100 [56] are used as test datasets in this paper. These datasets have three different scale factors: $\times 2$, $\times 3$ and $\times 4$. Set14 and Set5 contain fourteen and five natural images of different scenes, respectively. BSD100/B100 and Urban100/U100 contain 100 color images of different backgrounds, respectively.

It should be noted that the SR methods such as VDSR [15] and MemNet [48] used Y channel in the YCbCr space to conduct experiments in general. Thus, the obtained RGB from the ACNet need be converted into the Y channel to verify the SR effect in all the experiments.

C. Implementation details

ACNet adopts the MSE loss function and the Adam optimizer [46] with initial beta_1 of 0.9, beta_2 of 0.999 and epsilon of $10^{-8}$. And training procedure has 660,000 steps. The mini-batch size is set to be 16. The initial learning rate is set as $10^{-4}$, which is halved every 400,000 steps. More initial parameter settings can be found in [26].

The code of ACNet runs on a PC with Ubuntu of 16.04, a CPU of Intel Core i7-7800, a RAM of 16G and a GPU of GTX 1080Ti, where Nvidia CUDA of 9.0 and CuDNN of 7.5 are used to accelerate the GPU for training a SR model.

D. Network analysis

ACNet can enhance the effects of local power feature points to improve the performance and accelerate the speed for SISR. It is implemented by three components: an AB, a MEB and a HFFEB. The AB uses one-dimensional asymmetric convolutions to increase the square convolution kernels in horizontal and vertical directions for promoting the super-resolution performance. The MEB gathers all hierarchical low-frequency features from the AB via the RL technique to deal with the long-term dependency issue. Also, it can convert obtained low-frequency information into high-frequency information. The HFFEB merges low- and high-frequency features by two phases to obtain more robust super-resolution features, which can enhance the stability of training process. Additionally, it can prevent excessive feature enhancement problem. It is also responsible to predict the high-quality image. The principles of these techniques are shown as follows in details.

1) AB: It is known that enlarging the receptive field can facilitate more context information to enhance the pixels in image applications [51]. Increasing the width is very effective method to expand the receptive field. Most of these methods equally treats all pixel points via different paths to improve the pixels, which enlarges the influence of non-critical feature points and results in low training efficiency [29]. Taking into the mentioned factors consideration, a 17-layer AB is proposed. Each layer of the AB utilizes one-dimensional (also called 1D) asymmetric convolutions [37] to intensify the square convolution kernels in horizontal and vertical directions for promoting the super-resolution performance. The one-dimensional asymmetric convolutions are $3 \times 1$ and $1 \times 3$. The square convolution is $3 \times 3$. After that, the ReLU is used to change the collected features into non-linear features. More detailed information of the AB is illustrated in Section III.C. Besides, the proposed AB can be explained in theory and design of network architecture as follows. In theory, according to rank of one from 2D kernel, the 2D kernel can be converted into two 1D asymmetric convolutions. However, learned kernels of deep CNNs have eigenvalues, which has higher rank than that of one in practice. So that, the transformation process will loss information. To guarantee the excellent performance of goal task, the asymmetric convolutions are used to consolidate the square kernel. That not only enhances the effect of key features, but also improves the performance in image applications.
In terms of design of the network architecture, the AB observes three principles: intensity of training, SISR performance, and training efficiency. For the first aspect, shallow network architecture is useful to train a model [58]. Inspired by that, we design a 17-layer network, which does not result in training difficulty of the network.

For the second aspect, we can see that expanding the width of the network can enlarge the receptive field to capture more detailed information for boosting the SR effect [51]. Also, expanding the diversity of the network can obtain more robust features [59]. Motivated by that, the combination of 1D asymmetric convolutions and square convolution used in the AB is proper.

For the third aspect, we use small filter size (i.e., $3 \times 3$) to decrease sum of parameters. Finally, the one-dimensional convolutions (i.e., $3 \times 1$ and $1 \times 3$) are also superior to improving the training efficiency in SISR.

### TABLE I

| Methods         | B100  | U100  |
|-----------------|-------|-------|
|                 | PSNR/SSIM | PSNR/SSIM |
| SB              | 30.90/0.9153 | 31.73/0.8943 |
| AEB             | 30.98/0.9155 | 31.79/0.8945 |
| AB              | 31.07/0.9176 | 31.82/0.8951 |
| The combination of AB and MEB | 31.48/0.9219 | 31.94/0.8968 |
| ACNet (Ours)    | 31.79/0.9245 | 32.06/0.8978 |

To verify the effectiveness of the AB in performance and efficiency, we use SB, AEB and AB as comparative methods to conduct experiments. The SB denotes a 17-layer network, where filter size of each layer is $3 \times 3$. The 17-layer AEB with all filter sizes of $3 \times 3$ has the same architecture as the AB. Specifically, these methods connect a sub-pixel convolution and a convolution in all experiments, where the sub-pixel convolution method is applied to convert the low-resolution image into the high-definition image. A convolution is adopted to predict high-quality image. As shown in Table I, the AB obtained higher peak signal-to-noise ratio (PSNR) and structural similarity index (SSIM) [60] than that of the SB on public datasets, e.g. B100 and U100 under scale factor of $\times 2$, respectively. The AEB performs better than the SB on B100 and U100 for $\times 2$, respectively. These illustrations test that the proposed AB is very useful to SISR. Additionally, the AB achieves great improvements of performance in contrast with the AEB on B100 and U100 for $\times 2$, respectively. This shows that the proposed AB with 1D asymmetric convolutions is very effectiveness to enhance the effects of local power features for SISR.

### TABLE II

| Sizes  | Methods | AEB | AB |
|--------|---------|-----|----|
| $256 \times 256$ | $0.01522$ | $0.01512$ |
| $512 \times 512$ | $0.01771$ | $0.01763$ |
| $1024 \times 1024$ | $0.02821$ | $0.02817$ |

In efficiency of the AB for SISR, we choose run-time of a given figure with different sizes, parameters and flops as metrics to design some experiments as follows. The AB has fast executive speed than that of the AEB on a given figure with different sizes, such as $256 \times 256$, $512 \times 512$ and $1024 \times 1024$ for $\times 2$ as shown in Table II. The AB enjoys less parameters and flops than that of the AEB as described in Table III. These describe that the proposed AB has higher efficiency in SISR. According to theory analysis, design of the network architecture, and test of performance and efficiency, we can see that the AB is proper and beneficial for SISR.

### TABLE III

| Methods | Parameters | Flops |
|---------|------------|-------|
| AEB     | 1.813K     | 7.90G |
| AB      | 1.025K     | 4.67G |

2) **MEB**: According to ResNet [61] and MemNet [48], we can see that increases the depth of the network will reduce the effects of shallow layers on deep layers, which makes the performance degradation. Additionally, deeper network architecture may enlarge the risk of training difficulty. To resolve this problem, Zhang et al. [59] fused hierarchical low-frequency features to improve the memory ability of shallow layers and facilitate more robust low-frequency features of deep layer, according to nature of SISR and principle of residual learning technique. Inspired by that, we design a 1-layer MEB by three steps. The first step fuses hierarchical low-frequency information from the AB to enhance the influence of shallow layers on deep layers for addressing long-term dependency problem. The second step uses 1-layer sub-pixel convolution in the MEB to map obtained low-frequency information into high-frequency information. The up-sampling operation is set into the deep layer of the network, which can reduce the training cost and make the training process easier. Because the up-sampling operation may loss some information, the third step amplifies global input information by the sub-pixel convolution to offer complementary features for the second step, where the obtained features from the second and third steps can be further handled by the HFFEB.

Additionally, Table I proves the effectiveness of the MEB, where the combination of AB and MEB obtains superior performance against the AB on U100 and B100 for scale factor of $\times 2$, respectively. According to these illustrations, it is known that the proposed MEB is rational.

3) **HFFEB**: Applying the bicubic interpolation operation to up-scale LR image as input for training a SR model can result in greater computational cost [25]. However, utilizing the given low-resolution image as input and up-sampling operation as the final layer to train the SR model losses some low-frequency information caused by sudden shock from up-sampling operation, which obtains poor performance. To resolve this problem, an extra module was used to refine the HR features and obtain more robust HR features [62]. Inspired by that fact, the HFFEB is proposed. It is implemented by two phases. The first phase fuses learned high-frequency features via the RL technique from the MEB and low-frequency features from...
global input to enhance the robustness of obtained SR features. It is noted that the feature enhancement of the first phase may make the pixels excessive enhancement. Thus, the second phase uses 2-layer Conv2+ReLU to learn more accurate SR features, which can allow disparities between the predicted high-quality image image and the given high-resolution image. Also, it is also useful to improve the training stability. Finally, a convolution is applied to reconstruct a SR image. Further, the good performance of the mentioned process is tested in Table I. Specifically, due to different shooting environment and devices, the texture, edge and detailed information from the captured images are discrepant. Based on this reason, a robust SR model is very important for different conditions in the real world. In terms of this factor above, although our ACNet improves PSNR a little that than other popular methods in certain condition, it has stable performance for all conditions, which is very useful to real digital devices.

E. Comparisons with state-of-the-arts

To comprehensively evaluate the SISR and blind SISR performance of the proposed ACNet, we use quantitative and qualitative analysis to conduct experiments. The quantitative analysis includes SR results (i.e., PSNR and SSIM), perceptual quality of feature similarity index (FSIM) [63], run-time of a predicted HR image and complexity of some state-of-the-arts, such as Bicubic, A+ [64], jointly optimized regressors (JOR) [65], RFL [12], self-exemplars super-resolution (SelfEx) [56], the cascade of sparse coding based networks (CSCN) [66], residual encoder-decoder network (RED) [18], a denoising CNN (DnCNN) [58], trainable nonlinear reaction diffusion (TNRD) [67], fast dilated residual super-resolution convolution network (FDSR) [68], SRCNN [14], FSRCNN [25], residual context sub-network (RCN) [69], VDSR [15], DRRCN [16], context-wise network fusion (CNF) [70], Laplacian super-resolution network (LapSRN) [41], DRRN [17], MemNet [48], CARN-M [26], wavelet domain residual network (WaveResNet) [71], convolutional principal component analysis (CPCA) [72], deep recurrent fusion network (DRFN) [73], wiener filter in similarity domain SR (WSDSR) [74], deep network with component learning (DNCL) [43], new architecture of deep recursive convolutional networks for SR (NDRCN) [75] and LESRCNN [19] on four public datasets (e.g. Set5, Set14, B100 and U100) for different scale factors of ×2, ×3 and ×4, respectively. The quantitative analysis uses some visual figures (i.e., SR image, Y channel of SR image, error image and edge image) from different aspects, i.e., flat areas, textures, fine details and edge information to verify the SR results of different methods SISR, where the error image denotes the difference between the predicted SR and the given high-quality image. Additionally, we extend the ACNet model for blind SISR of blind noise task, which is comprehensively shown in the final part of this sub-section.

Quantitative analysis: The PSNR and SSIM values of different SR methods are shown in Tables IV-VII. In this Table IV, we can see that the proposed ACNet obtains higher PSNR and SSIM than that of the other methods for ×3 on the Set5, where the red and blue lines express the best and second results for SISR, respectively. And it is close to the best results for ×2 and ×4, respectively. The proposed ACNet obtains superior performance than that of other popular methods for three scale factors (i.e., ×2, ×3 and ×4) on the Set14 as shown in Table V. For instance, the ACNet achieves the improvements in PSNR and SSIM than that of the other methods for ×2, ×3 and ×4 on the Set5.
value of 0.11dB and SSIM value of 0.0031 than that of the CARN-M for scale factor of $\times 3$ on the Set14. Additionally, the ACNet obtains comparative SR results on large-scale datasets, i.e., B100 and U100. From the Tables VI and VII, it is known that the proposed ACNet has obvious improvements that of state-of-the-art approaches, such as WSDSR. For example, the ACNet has improvement of 0.57dB and 0.0064 than that of the WSDSR for PSNR and SSIM on the B100 under scale factor of $\times 2$, respectively. The ACNet has achieved gain both of PSNR of 0.43dB and SSIM of 0.1368 in contrast to the MemNet for $\times 4$ on the U100 in Table VII. Besides, the blind SR model of ACNet (also regarded as ACNet-B) trained by single model for varying scales (i.e., $\times 2$, $\times 3$ and $\times 4$) also obtains the same great performance as ACNet for $\times 2$, $\times 3$ and $\times 4$ on four public datasets, i.e., Set5, Set14, B100 and U100 in SISR, respectively. For instance, the ACNet-B has obtained improvements of 0.26dB in PSNR and 0.0058 in SSIM than that of the DNCL for $\times 3$ on the Set14. These show that ACNet-B is very useful to recover low-resolution images of different conditions in the real-world. Specifically, in Tables V, VI and VII, the best and second both of PSNR and SSIM are denoted as red line and blue line, respectively.

For the complexity, the total pf parameters and flops are used to evaluate the computational cost and memory consumption of five methods, i.e., VDSR, DnCNN, DRCN, MemNet and ACNet for SISR as described in Table VIII, where the red and blue lines are the best and second results. Although the ACNet refers to more parameters than that of other popular methods, it has less flops. Thus, it is very competitive to state-of-the-arts in SISR.

Execution speed is very important for real applications, such as phones and cameras. Based on this reason, we choose five SR methods, such as the VDSR, DRRN, MemNet, CARN-M and ACNet on the recovered LR image of sizes 128 $\times$ 128, 256 $\times$ 256 and 512 $\times$ 512 for $\times 2$ to conduct experiments. As shown in Table IX, it is known that the proposed ACNet is very preferable to other excellent SR methods in running time, where red and blue lines express the first and second SR effect, respectively. That also shows that our proposed ACNet has fast execution speed in SISR.

Perceptual vision is an essential index for interacting between humans and cameras. Motivated by that, we measure the FSIM values between six SR methods, including A+, SelfEx, SRCNN, CARN-M, LESRCNN and ACNet, and the give HR images for $\times 2$, $\times 3$ and $\times 4$ on the B100, respectively. As shown in Table X, our ACNet has obtained the best results in FSIM than that of other popular SR methods for three scales factors ($\times 2$, $\times 3$ and $\times 4$). That illustrates that our ACNet has better perceptual vision effect. Additionally, to make perceptual results more vivid, the best and second results are marked by red line and blue line, respectively.

According to these presentations, we can see that the proposed ACNet obtains a good SR performance in quantitative analysis.

Qualitative analysis: To comprehensively test the visual quality of our ACNet, we construct the predicted SR images, Y channel images of obtained SR images, errors images and edge images in flat areas, texture areas and detailed areas to observe visual effect of different methods for SISR.
flat areas, respectively. Moreover, Figs. 7-10 express the vivid effect of different SR methods on predicted SR images, Y channel images, error images and edge images for recovering texture areas, respectively. Besides, Figs. 11-14 show the high-quality images of different SR methods on predicted SR images, Y channel images, error images and edge images for recovering detailed areas, respectively. Figs. 3-14 are shown at https://github.com/hellolloxiantian/ACNet/blob/master/figs.pdf. By these figures, we can see that the proposed ACNet has strong robustness in gaining clearer images.

F. Extensions

It is known that captured images simultaneously suffer from several factors, such as unknown noise and unknown scale factor by camera and shooting environment. However, there is little effort to tackle this problem. Hence, we propose ACNet to tackle a multiple-degradation task (i.e., blind SR with blind noise) as well as ACNet-M via \( y = x \downarrow s + v \), where \( y \) and \( x \) represent the LR and HR images, respectively, \( s \) is scale factor, and \( v \) is additive white Gaussian noise with a noise level of \( \sigma \) ranging from 0 to 55 during training. Moreover, the other training parameters are the same as both ACNet and ACNet-B in Section IV. C. training and test datasets are the same as both ACNet and ACNet-B in Sections IV. A and B. Additionally, we compare our method with DnCNN and LESRCNN by conducting SR experiments with noise respectively, where edge images are obtained by Canny method [77]. Specifically, the observed area is one amplified area of the predicted SR image. That is clearer besides in the error image, the corresponding method can obtain better performance in SISR. In the error images, the observed areas are more blurr, the corresponding SR methods achieve more excellent results. Specifically, Figs. 3-6 denote the visual effect of different SR methods on predicted SR images, Y channel images, error images and edge images for recovering texture areas, respectively. Moreover, Figs. 7-10 express the vivid effect of different SR methods on predicted SR images, Y channel images, error images and edge images for recovering texture areas, respectively. Besides, Figs. 11-14 show the high-quality images of different SR methods on predicted SR images, Y channel images, error images and edge images for recovering detailed areas, respectively. Figs. 3-14 are shown at https://github.com/hellolloxiantian/ACNet/blob/master/figs.pdf. By these figures, we can see that the proposed ACNet has strong robustness in gaining clearer images.

F. Extensions

It is known that captured images simultaneously suffer from several factors, such as unknown noise and unknown scale factor by camera and shooting environment. However, there is little effort to tackle this problem. Hence, we propose ACNet to tackle a multiple-degradation task (i.e., blind SR with blind noise) as well as ACNet-M via \( y = x \downarrow s + v \), where \( y \) and \( x \) represent the LR and HR images, respectively, \( s \) is scale factor, and \( v \) is additive white Gaussian noise with a noise level of \( \sigma \) ranging from 0 to 55 during training. Moreover, the other training parameters are the same as both ACNet and ACNet-B in Section IV. C. training and test datasets are the same as both ACNet and ACNet-B in Sections IV. A and B. Additionally, we compare our method with DnCNN and LESRCNN by conducting SR experiments with noise respectively, where edge images are obtained by Canny method [77]. Specifically, the observed area is one amplified area of the predicted SR image. That is clearer besides in the error image, the corresponding method can obtain better performance in SISR. In the error images, the observed areas are more blurr, the corresponding SR methods achieve more excellent results. Specifically, Figs. 3-6 denote the visual effect of different SR methods on predicted SR images, Y channel images, error images and edge images for recovering
levels of 15, 25, 35 and 50 for $\times 2, \times 3$ and $\times 4$ on Set5, Set14, B100, and U100. Tables XI-XIV show that ACNet-M is competitive with DnCNN and LESRCNN for blind SISR with blind noise. For instance, our ACNet-M outperforms LESRCNN by 0.19dB in PSNR and 0.0038 in SSIM on U100 for $\times 2$ when $v = 15$ in Table XI. Although ACNet only outperforms CARN-M by a small margin on Set5 for $\times 3$, ACNet achieves good performance in all aspects of computational cost, run-time complexity, perceptual analysis, and visual quality. Additionally, it is versatile that its model can handle various SR tasks such as blind SISR with blind noise.

V. CONCLUSION

In this paper, we proposed an asymmetric CNN (ACNet) by an AB, a MEB and a HFFEB. The AB utilizes one-dimensional asymmetric convolutions to intensify the square convolution kernels in horizontal and vertical directions to promote the effects of salient features for single image super-resolution. The MEB fuses all hierarchical low-frequency features via the residual learning technique to resolve the long-term dependency problem and transform obtained low-frequency features into high-frequency features. The HFFEB exploits low- and high-frequency features to obtain more robust super-resolution features. Also, to prevent excessive feature enhancement, the FFEB uses extra two-layer convolutions to learn more accurate SR features, which can reduce the difference between the predicted SR image and the given HR image to improve the stability of training processing. Additionally, it takes charge of reconstructing a HR image. Further, experimental results show that the ACNet performs well against state-of-the-art super-resolution methods in terms of both quantitative and qualitative evaluations.
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