Improving generalization to new environments and removing catastrophic forgetting in Reinforcement Learning by using an eco-system of agents
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Abstract—Adapting a Reinforcement Learning (RL) agent to an unseen environment is a difficult task due to typical over-fitting on the training environment. RL agents are often capable of solving environments very close to the trained environment, but when environments become substantially different, their performance quickly drops. When agents are retrained on new environments, a second issue arises: there is a risk of catastrophic forgetting, where the performance on previously seen environments is seriously hampered. This paper proposes a novel approach that exploits an eco-system of agents to address both concerns. Hereby, the (limited) adaptive power of individual agents is harvested to build a highly adaptive eco-system.
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I. INTRODUCTION

In Reinforcement Learning, over-fitting to the environment on which the agent has been trained is a common problem (cf. [1, Cobbe et al., 2019]), resulting in poor performance in unseen environments that are substantially different from the one trained upon. This is particularly challenging in cases been defined in Packer et al., 2018 [7]. A variety of approaches have been introduced to address this challenge. The approaches proposed in the literature often focus on a single agent being trained on several environments and trying to learn a higher-level strategy to solve this set of environments (see e.g. [13, Sonar et al., 2018], [12, Igl et al., 2019]). These approaches are typically shown to have better performance on multiple environments. While such existing approaches certainly improve performance on generalizability, they have several important downsides. First of all, they typically suffer from so-called catastrophic forgetting, which means that the agent looses the capability to perform well in environments it has explored in details / solved in the past. This issue has been detailed and solutions have been proposed by continuing to sample experiences from past environments when training on new ones (cf. in [21, Atkinson et al., 2020]), but this does not fully remove the catastrophic forgetting risk. The second downside is that retraining on new environments can be very expensive, especially in cases where limited computational resources are available. In this paper, we propose an approach based on the observation that agents trained on an environment can generalize to environments that are close to the original training environment (Figure 1). We combine a set of such agents in an eco-system, where each agent is trained on one specific environment. This means that we have a whole set of agents, each with a limited capacity to generalize, grouped as an eco-system to increase the group capacity to generalize to a rich set of environments. The eco-system expands by adding new agents when new environments are encountered that cannot be solved by the current eco-system, which means that each agent in the pool is never retrained after being added to the pool. We evaluate the approach in two different environments, one being the minigrid framework and the other based on a newly defined setting. The eco-system expands by adding new agents when new environments are encountered that cannot be solved by the current eco-system, which means that each agent in the pool is never retrained after being added to the pool. We evaluate the approach in two different environments, one being the minigrid framework and the other based on a newly defined setting. The eco-system expands by adding new agents when new environments are encountered that cannot be solved by the current eco-system, which means that each agent in the pool is never retrained after being added to the pool. We evaluate the approach in two different environments, one being the minigrid framework and the other based on a newly defined setting. The eco-system expands by adding new agents when new environments are encountered that cannot be solved by the current eco-system, which means that each agent in the pool is never retrained after being added to the pool.
II. RELATED WORK

A. Generalization

We defined generalization capability or generalizability of a given system as its capacity to perform properly on never seen environments after being trained on a set of other environments. A significant number of papers have looked at generalization capacity of a reinforcement learning agent to never seen environments. It has been defined by Packer et al. [7] and assessed on a set of environments and RL algorithms by Cobbe et al. [1]. Multiple of approaches have been presented to improve generalization in RL, out of which we can see two major tracks. The first category of approaches focus on trying to create a representation of the environment to learn a good policy with a more limited risk of over-fitting. An example of this work can be found in the paper from Sonar et al. [13] where the researchers propose a new algorithm in which the agent learns a representation on which the action predictor is optimal on all the training environments. These approaches, although they improve the generalizability of the agent by reducing over-fitting to an environment, still suffer from catastrophic forgetting. The second category of approaches focus on adding noise and/or information bottlenecks in the learner (e.g. neural network) to avoid over-fitting to the environment. This approach is for instance used by Chen [16] by implementing a Surprise Minimization algorithm, which is an algorithm that provides an estimated reward based on probability according to the history of rewards by state. A similar approach is used by Lu et al. [17] and Igli et al. [12] where the researchers propose to add an information bottleneck between the environment and the agent as well as including noise to avoid over-fitting. These types of approaches, have proven to be successful on reducing over-fitting, but again do not solve the catastrophic forgetting problem.

B. Catastrophic forgetting

To address catastrophic forgetting, most of the literature focuses on three alternatives: (1) making sure the agent retrains on previous tasks (e.g. [21, Atkinson et al., 2020]); (2) modifying weights used for a past task only slowly (cf. [22, Kickpatrick et al., 2016]), or (3) keeping several versions of the neural network with a progressive network architecture (e.g. [23, Rusu et al., 2016]). These approaches significantly reduce catastrophic forgetting but cannot completely avoid it, which is the case for our proposed approach. Our approach solve this problem at the expense of an additional computational resource cost. This cost tends to reduce and sometime even get smaller than the other approaches when the eco-system grows.

III. APPROACH

Our eco-system approach is based on the assumption that each agent trained on an environment embeds some capacity to generalize, which allows it to perform well on a limited number of other environments. The eco-system is composed of multiple agents (a pool of agents). Each agent being part of the eco-system is trained as a standard Reinforcement Learning agent.

A. Reinforcement Learning formulation

We consider an agent interacting with its environment over discrete time steps. The environment is formalized as an MDP defined by (i) a state space $S$ that is possibly continuous, (ii) an action space $A = \{1, \ldots, N_A\}$, (iii) the transition function $T : S \times A \times S \rightarrow [0, 1]$, (iv) the reward function $R : S \times A \times S \rightarrow \mathbb{R}$ where $\mathbb{R}$ is a continuous set of possible rewards in a range $R_{\text{max}} \in [0, R_{\text{max}}]$. An MDP $M$ starts in a distribution of initial states $b_0(s)$. At time step $t$, the agent chooses an action based on the state of the system $s_t \in S$ according to a policy $\pi : S \times A \rightarrow [0, 1]$. After taking action $a_t \sim \pi(s_t, \cdot)$, the agent then observes a new state $s_{t+1} \in S$ as well as a reward signal $r_t \in \mathbb{R}$.

1) The meta-learning setting: In this paper, we do not consider the task of learning in a single environment but a distribution of different (yet related) environments $M \sim \mathcal{M}$ that differ in the reachable states from the state space $S$ while the action space $A$, the reward function $R$ and the transition function $T$ are the same (see Section IV for two examples). This type of setup matches the need of a system to adapt to small changing tasks, like for example a new laboratory (like in the minigrid environment used for this paper) or a new environment for a robot in charge of doing a specific task. The agent aims at finding a policy $\pi(s, a)$ with the objective of maximizing its expected return, defined (in the discounted setting) as:

$$V^\pi(b_0) = \mathbb{E}_{M \sim \mathcal{M}} \left[ \sum_{k=0}^{\infty} \gamma^k r_{t+k} \mid s_t = s, \pi \right].$$

where

$$r_t = \mathbb{E}_{a \sim \pi(s_t, \cdot)} R(s_t, a, s_{t+1})$$

and

$$P(s_{t+1} \mid s_t, a_t) = T(s_t, a_t, s_{t+1})$$

In our approach, we consider that an agent has “solved an environment” when the total reward collected $R$ is bigger than a predefined threshold $\ell$, even if it is not the optimal total reward. This threshold is defined to be what is considered a good enough policy to behave properly in an environment. This threshold changes based on the environment presented to the system.

The Double Deep Q Network (DDQN) algorithm and the Proximal Policy Optimization algorithm (PPO) have been used for running the experiments (detailed in IV). Using these two different algorithms showed that the improvements brought by the eco-system approach is independent from the optimization algorithm used.
2) Q-learning: In Reinforcement Learning, the agent learns a policy (sequence of actions) which allows it to get the best reward in its environment. In order to leverage all past experiences, we use an off-policy learning algorithm that samples transition tuples \((s, a, r, s')\) from a replay buffer. The Q-function is learned using the Double Deep Q-Network (DDQN) algorithm (cf. [5, Van Hasselt et al., 2019]), which uses the target:

\[
Y = r + \gamma Q(s', \max_{a' \in A} Q(s', a'; \theta_Q); \theta_Q)
\]

where \(\theta_Q\) are parameters of an earlier buffered Q-function (or our target Q-function). The agent then minimizes the following loss:

\[
L_Q(\theta_Q) = (Q(s, a; \theta_Q) - Y)^2
\]

From this Q-value function we can derive the policy \(\pi\) learned by the agent as

\[
\pi(s) = \max_{a \in A} Q(s, a; \theta_Q), \forall s \in S
\]

The specific version of DDQN used in this paper is based on DeceR implementation [8, Francois-Lavet, 2016].

3) PPO: The Proximal Policy Optimization (PPO) method (cf. [19, Schulman et al., 2017]) is an extension of the actor-critic method where the parameters \(w\) of the policy \(\pi_w(s, a)\) are updated to optimize \(A^\pi_w(s, a) = Q^\pi_w(s, a) - V^\pi(s)\). The PPO algorithm also enforces a limit on the policy changes, which results in maximizing the following objective in expectation over \(s \sim \rho^\pi, a \sim \pi_w:\)

\[
\min \left( r_l(w)A^\pi_l(s, a), \text{clip}(r_l(w), 1 - \epsilon, 1 + \epsilon)A^\pi_l(s, a) \right)
\]

- \(r_l(w)\) is the discounted state distribution, which is defined as

\[
\rho^\pi(s) = \sum_{t=0}^{\infty} \gamma^t Pr \{ s_t = s | s_0, \pi_w \}, \quad \epsilon \in \mathbb{R}
\]

The specific version of PPO used in this paper is based on stable baselines 3 (cf. [24, OpenAI]).

B. Agent eco-system

Our approach, based on an eco-system of agents, makes use of the generalizability of each agent to cover a higher number of environments in a given distribution of environments \(\mathcal{M}\) (Figure 1). An agent is considered trained on a given environment when it can reach a reward threshold \(l \in \mathbb{R}\). The policy learned is then considered as the satisfactory policy to solve the environment.

Our algorithm works as follows: new environments are drawn sequentially and randomly from the distribution \(M_i \sim \mathcal{M}, i \in \mathbb{N}\). When the first environment is drawn, there is no agent in the pool. When a new environment \(M_i\) is presented to the algorithm, it first looks whether one agent \(e_j\) from the pool \(E = \{e_1, \ldots, e_n\}\) can solve \(M_i\) without additional training. When a new environment is presented to the eco-system, the policy \(\pi\) of a given agent \(e_j\), noted as \(\pi^{e_j}\), will be tested on the new environment. In the worst case, each agent \(e_j\) being part of the pool of agents \(E\) need to be checked. Our approach assumes that it is not an issue to initially try out many policies, but that training a new one/retraining an existing one is a bigger problem and should be reduced to minimal amount. (for example in a limited computational setup like IOT) Our approach tries to replace as much as possible the learning phases by inference phases which consumes far less computational resources. In order to optimize the search of a good enough policy \(\pi^{e_j}\) in the pool of agents \(E\), the agents in the pool are ordered by number of environments they have already solved, thus checking the policy \(\pi^{e_j}\) that solved the highest number of environments first. If \(e_j\) can solve \(M_i\) then the new environment is added to the list of environments the agent \(e_j\) can solve. Otherwise, a new agent \(e_{n+1}\) is created, trained on \(M_i\) until it can reach the reward threshold \(l\) and is added to the pool \(E\). This new agent \(e_{n+1}\) is then tested on the list of environments previously solved by the pool \(E\), and each environment solved by \(e_{n+1}\) is added to its list of environments. If \(e_{n+1}\) can solve all the environment of an existing \(e_j\) agent in the pool \(E\) then \(e_j\) is removed from the pool. This part is optional as generalizability will work without it, but this ensure that the pool of agents \(E\) is kept to a reasonable number of agents \(e\) at the expense of having to test new agents on many environments. This setting is needed in a system with limited resources (memory, computational capabilities) in order to keep the pool of agents manageable.

This approach can be discussed, as it creates an additional inference workload each time a new agent is added to the pool. However, by replacing less effective agents by a smaller number of better agents, we also reduce the test time of the agents in the pool each time an unknown environment is presented, which we have observed happens more often than adding a new agent to the pool. Also this optimization part is as indicated above not mandatory to ensure good performance of our approach and it is only composed of inference and not training actions, which are quite low on the computational side. The pseudo-code of our approach is detailed in Figure 2 with \(e_n\) being the agent \(n\) of the pool \(E\), \(R_{M_i}^{e_n}\) being the total reward gathered by the agent \(e_n\) on the environment \(M_i\), \(l\) representing the threshold to consider the policy \(\pi^{e_n}\) successful, \(e^*\) identifying the agent which solved successfully the new environment, and \(d^{e_n}\) being the list of environments solved successfully by the agent \(e_n\). Each agent of the pool is only trained on one environment and never retrained on anything else during its life in the pool, ensuring that catastrophic forgetting is not an issue. The distribution \(\mathcal{D}\) of tasks successfully solved by the eco-system, given the distribution of environments \(d(e)\) successfully solved by the agent \(e\) in the pool \(E\) (seen or not already seen), is defined as:

\[
\mathcal{D} = \bigcup_{e \in E} d(e), e \in E
\]

Essentially, the eco-system behaves as a knowledge accumulator, meaning that it continues expanding its knowledge and optimizes its storage, while ensuring it maintains agents to
environments (a newly developed Submarine environment and trained on.

3) is introduced for this paper. In this environment, the agent actions (up, stay, and down) and should reach the right side controls a submarine which is moving from left to right by one column after each step. The agent can choose between 3 actions (up, stay, and down) and should reach the right side without hitting any block. The blocks are randomly placed at each level using a seed (Figure 3). Hitting a block or reaching the right side ends the game, with a -100 reward in the first case and +100 in the second one. This is a simple environment (with only 3 actions) while still being a challenging environment (all obstacles are randomly placed at each level). The observations can be easily customized to check how our approach performs on different settings. Two versions of the Submarine environment were created. The first one, Submarine-easy, has a state representation that allows for a better generalizability which includes the current y position of the agent as well as a view of the next 5 columns \([x : x + 5]\) and all rows in these columns \([0 : 11]\). This state is a pattern which can be easily found in multiple environments, which helps reducing over-fitting and increase the probability that the output given by the neural network in an environment for this state will also work on another environment. The second version, Submarine-hard, makes it more difficult to learn a general strategy, which leads to smaller generalizability, as the state is composed of the x and y position of the agent as well as the next 15 columns \([x : x + 15]\) and all rows in these columns \([0 : 11]\).

b) Minigrid: On top, we use Minigrid with two environments, namely the FourRoom and the MultiRoom environments (cf. [11, Chevalier-Boisvert et al., 2018]). We have chosen this Minigrid setting to match the approach made by Cobbe et al. [1] using procedurally generated environments. In our case, the map, start position, goal position, and obstacles are positioned randomly according to the seed of each level, while the other components of the experiments like reward given to the agent are kept the same for each level. In order to benchmark our approach we have chosen to compare to the paper from Igl et al. [12] as it performs very well on the Minigrid environment. We run experiments on the FourRoom environment (Figure 4) and the MultiRoom environment (Figure 4). The MultiRoom environment was used in the experiment of the benchmarking paper. In these environments

IV. EXPERIMENTAL SETUP

A. Environments

The experiments have been conducted on two different environments (a newly developed Submarine environment and Minigrid), each having two different settings.

a) Submarine: First, the Submarine environment (Figure 3) is introduced for this paper. In this environment, the agent

controls a submarine which is moving from left to right by one column after each step. The agent can choose between 3 actions (up, stay, and down) and should reach the right side
listed in the related work section: a single agent trying to generalize to new environments.

a) Submarine setup: For the Submarine environment the performance analysis was made between a single agent on one side and the eco-system on the other side trying to solve 1000 never seen environments after having been trained on 1000 other environments using the DeeR [8] framework. The Submarine environment experiments have also been run using stable-baselines3 and PPO to ensure that the results were not linked to a particular algorithm. The choice has been made to use the exact same code, used for training each agent in the eco-system, to train the single agent approach in order for the performance increase of the eco-system can be easily identified. We have decided not to compare to IBAC-SNI on this environment has we wanted to compare to the benchmarking paper only on environments used in it (Minigrid), to ensure a fair comparison. The ensemble voting technique has been run on the Minigrid FourRoom environment to assess its performance.

b) Minigrid setup: For the Minigrid FourRoom and MultiRoom environments, the performance analysis was made between the code associated with the paper from Igl et al. [12] and the eco-system after being trained for $10^6$ steps (as used in IBAC-SNI paper) on different environments randomly chosen, using the stable-baselines3 framework and the PPO learning algorithm. On top, a comparison has been made for the Minigrid FourRoom environment, as it was the most challenging one from both Minigrid environments, between the eco-system and our implementation of the voting ensemble technique described by Wiering et al. [25] and indicated as the most efficient ensemble technique they have tested.

c) Ensemble voting technique: One baseline was created to compare the performance of the eco-system to the Reinforcement Learning voting ensemble technique described by Wiering et al. [25]. To initialize the ensemble technique, we have used 200 environments and trained one agent on each of them and added the agents to a pool. During the training, every 20 environments, we have tested the pool of agents (composed of 20 agents, then 40, then 60 ...) on 1000 never seen environments and computed the average of total reward gathered. For testing the pool of agents on each environment, the following approach was taken: at each step on each environment, each agent in the pool was voting for which action to take. The majority vote is then taken.

d) Pool ordering impact: We have also tested, in the Minigrid FourRoom Environment, if changing the order for testing the agents in the pool has an effect on the results, by ordering the agent in the descending order of solved environments and then on the ascending order.

C. Training algorithms

In the experiments conducted, different learning algorithms (Double DQN, PPO) and frameworks (DeeR, stable-baselines3) have been used.

a) Threshold definition: The threshold for reward is noted $l$, in the following formulas, but it will differ based on the type of environment used, for example $l_s$ is the threshold for the Submarine environment. The threshold used is the same for all environments of a given type.

b) Submarine environment: The threshold $l_s$ has been set to 100 for the Submarine game as any total reward $\geq 100$ means that the agent has reached the goal.

c) Minigrid environment: The threshold $l_m$ has been set to 0.8 for the Minigrid environments (1 for reaching the goal minus a penalty taken for each step). In order to define the Minigrid threshold at 0.8, we have assessed if changing this threshold has a direct impact on the generalization result of the experiment. We have tested 3 different threshold (0.8, 0.85 and 0.9). The results are indicated in section V.

D. Performance metrics

In order to assess the performance of each approach, 3 main metrics are considered: the generalizability index, the catastrophic avoidance index and the amount of access to the environments.

a) The generalizability index: This metric is based on testing on a number of unseen environments $M_i \in M$. It expressed whether an approach can perform over a certain threshold $l$ or what average of total reward $R$ is gathered by the approach. The generalizability index based on a threshold, noted as $\omega$, is indicated as a percentage representing the percentage of times the approach has performed over the threshold $l$ on all the new environments $M_i \in M$ on which it was tested. It can be noted as:

$$\omega = \frac{\sum_{i=0}^{n} \{ R_{M_i} \geq l \rightarrow 1 \}}{\sum_{i=0}^{n} \{ R_{M_i} < l \rightarrow 0 \}} \times 100$$

The generalizability index based on the average reward gathered, noted as $\zeta$, is indicated as a float value, showing the average of total rewards $R$ gathered over all the new environments $M_i \in M$ on which the approach was tested. It is formalized as follows:

$$\zeta = \frac{\sum_{i=0}^{n} R_{M_i}}{n}$$

b) The catastrophic forgetting avoidance index: This metric, noted $\xi$, is based on testing periodically during the initial training how each approach performs on the environment $M_i \in M$ on which it has already been trained. It checks that the approach does not forget the knowledge already accumulated. The metric is indicated as a percentage representing the percentage of times the agent $e$ total reward $R$ was over the threshold $l$ on previously learned environments. It can be noted as:

$$\xi = \frac{\sum_{i=0}^{n} \{ R_{M_i} \geq l \rightarrow 1 \}}{\sum_{i=0}^{n} \{ R_{M_i} < l \rightarrow 0 \}} \times 100$$

c) The amount of access to the environments: this metric is based on testing periodically how much access (number of states observed) has been made to the environment by each approach. This is a fair comparison as it accounts for the number of access made during learning on a given
V. RESULTS

A. Submarine environment

a) Submarine-easy: The first set of results has been run on the “Submarine-easy” environment. For the generalizability index based on threshold $\omega$, considering a distribution of 1000 new environments for testing (Figure 5), the eco-system is far more stable than the one agent approach and also gives a better result at the end of the training. Not forgetting any good policy learned before is a key concept of the eco-system approach, which is confirmed by the catastrophic forgetting avoidance index $\xi$ (Figure 5). The single agent approach forgets environments previously learned while learning new environments and the eco-system is always able to solve any environment previously solved. The PPO algorithm with stable-baselines3 framework gives similar results, even if the performance of the single agent is lower than when using DDQN. (Figure 5).

b) Submarine-hard: The second experiment was conducted on the harder to generalize submarine environment (Submarine-hard). The eco-system achieves similar performance on the generalizability index based on threshold $\omega$ (Figure 6) on new environments while the performance of the single agent decreases. The catastrophic forgetting avoidance index $\xi$ (Figure 6) explains the results seen with the other chart, the catastrophic forgetting effect creates a lot of instability for the single agent. The agent is forgetting a significant part of what it has learned before. This is typical, as the agent aims to solve the current environment, it adapts its neural network to solve specific states, which means over-fitting to this environment. The likelihood to find similar states on another environment leading to the same action is really low, which means that the single agent has to modify its neural network to adapt to the new states and actions. We also run the same experiments using the PPO algorithm with stable-baselines3 framework, and got results confirming the superiority of the eco-system approach (Figure 6). On both experiments we can see that the better performance in generalizability and the removal of catastrophic forgetting comes at the expense of the number of accesses made to the environments by the eco-system, see Figure 7. We can however see that when the environment is more challenging for an agent
to generalize on, the difference between the single agent and the eco-system in term of accesses is becoming less and less (see Figure 7). If we look at the duration to train the single agent and the eco-system on the initial environments for the hard to generalize version (Figure 7), it is quite similar. This indicates that even if the eco-system requires more access to the environment, most of them are made as inference and not as learning, which has a lower impact on the overall duration, where the single-agent focus most of the accesses on learning and Neural Network back-propagation.

B. Minigrid

a) Minigrid FourRoom: The next experiment was run on the Minigrid FourRoom environment to compare how the eco-system performs in comparison with the proposed approach by Igl et al. [12]. The generalization assessment for the FourRoom and MultiRoom environments is based on the average of total return $\zeta$ to match the metrics used in the benchmark approach (cf. [12, Igl et al., 2019]), which is independent of the threshold. The threshold is only used to end the training of the new agent on a given environment before it gets added to the pool. The FourRoom environment is hard to generalize on, as a lot of parameters are randomly chosen: the start position of the agent, the position of the goal to reach, and the opening in the walls). The eco-system performs better than IBAC-SNI algorithm used in the benchmarking paper ([12, Igl et al., 2019]) on new randomly chosen environments (see Figure 8 and 9) after being trained on $10^8$ steps on other randomly chosen environments. This confirms the results gathered on the submarine environment, when the generalization is difficult for a single agent, the eco-systems performs significantly better when compared to a strong baseline, also reaching quicker an higher average total reward. The standard deviation of the eco-system results is also smaller than the one of the benchmark approach, showing it is far more stable. The eco-system also outperforms the ensemble voting technique described by Wiering et al. [25] (cf. Figure 8) We can also notice that the ensemble voting technique seems to see a decrease in its performance when more agents are added. Having the choice of the action to be taken linked with the answer of the majority of agents can create cases where the agents in the pool vote for a bad action if only a small number of agents were able to properly solve the environment.

C. Impact of pool ordering

We also study the impact of the ordering function applied to the pool of agents. In the standard version, the agent that has solved the highest number of environments is tested first when looking at a new environment, based on the fact that an agent scoring high on generalization may have a better chance to solve the new environment. Another approach is to consider that the more environments an agent can solve, the more we may reach the limit of the neural network to solve new environments and that ordering by the reverse order may bring more performance. The results show that this choice has no impact on the performance of the eco-system approach (see Figure 8).

D. Impact of threshold

In order to find the proper threshold for the Minigrid environment, the following experiment has been run using 3 options : 0.8, 0.85 and 0.9 (see Figure 10). The results of the experiment indicate that changing the threshold does not have a significant impact on the result of the experiments. The modification of the threshold has an impact on the number of agents needed in the pool to reach the same result. We have then made the choice to use 0.8 as it was the one using the minimum number of agents and offering a better generalizability by agent. The following results show the number of agents in the pool after training the eco-system on 150 environments.

This shows that our approach is very robust and not impacted by modifications / adjustments of some of its core parameters.
E. Minigrid MultiRoom

The last experiment was run on the Minigrid MultiRoom environment used by Igl et al. [12]. This experiment allows to benchmark our approach against a state-of-the-art published approach by using the exact same environment and performance indicator. Our approach and the IBAC-SNI approach are quite different, the eco-system focuses on solving a given environment before moving to another one while IBAC-SNI trains on multiple environments without trying to fully solve one, which explains why after a similar number of training steps, the eco-system offers better generalization performance. As seen on Figure 9, the eco-system consistently outperforms the IBAC-SNI approach, even if IBAC-SNI gets closer to the eco-system results by the end of the training, which makes sense based on how learning is done in each approach as explained above.

VI. DISCUSSION / CONCLUSION

We have introduced a novel approach using an eco-system of agents to improve generalizability of Reinforcement Learning. Our approach of an eco-system of agents adapts better (i.e. a higher sum of rewards) to never seen environments and keeps performing better on already learned environments, in all configurations explored in this paper, than a single agent or ensemble techniques. The experiments also show that our approach eliminates catastrophic forgetting when adapting to new environments. When a given environment is learned, it will never be forgotten. The agent solving it from the pool may change, but there will always be at least one agent from the pool that can solve it. This is a key point of our solution, which makes it a perfect fit for setup where forgetting a previously trained environment is not an option. We have also showed that our proposed solution performs at least as well as the other solutions explored in this paper, and that it is less prone to generalizability level drop or training time increase than the other solutions as the generalization to new environments becomes harder. Our approach shows a greater stability in terms of generalization to new environments when the number of environments on which the system has been trained increases compared to other approaches. Future work will be focused on trying to optimize the initialization of the agents in the pool and ensuring a better generalization capabilities to the newly created agents.
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