Combfit: A Normalization Method for Array CGH Data
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The recently developed array-based comparative genomic hybridization (array CGH) technique measures DNA copy number aberrations that occur as causes or consequences of cell diseases such as cancers. Conventional array CGH analysis classifies DNA copy number aberrations into three categories: no significant change, significant gain, and significant loss. However, recent improvements in microarray measurement precision enable more quantitative analysis of copy number aberrations. We propose a method, called comb fitting, that extracts a quantitative interpretation from array CGH data. We also propose modifications that allow us to apply comb fitting to cases featuring heterogeneity of local aberrations in DNA copy numbers. By using comb fitting, we can correct the baseline of the fluorescence ratio data measured by array CGH and simultaneously translate them into the amount of changed copy numbers for each small part of the chromosome, such as 0, ±1, ±2, ···. Comb fitting is applicable even when a considerable amount of contamination by normal cells exists and when heterogeneity in the ploidy number cannot be neglected.

1. Introduction

The recently developed array-based comparative genomic hybridization (array CGH) technique measures DNA copy number aberrations that occur as causes or consequences of cell diseases such as cancers. The segmentation structure of chromosomal aberrations is of major interest because segmental gains or losses often cause or reflect cell diseases. Fridlyand, et al. (2004) assumed that measured copy number aberrations could be generated by a hidden Markov model (HMM) with latent segmentation structures, which was estimated by a forward-backward algorithm. Daruwala, et al. (2004) proposed a similar model to the HMM and calculated the optimum segmentation structure by a dynamic programming algorithm. There has been a great deal of other research on the segmentation problem such as penalized quantile smoothing, and wavelet filter. For segmentation and noise reduction, other research efforts have compared alternative methods.

Assigning an appropriate copy number of DNA is the next important issue, since what we can directly observe is the fluorescent level of each spot corresponding to each BAC (bacterial artificial chromosome) clone that is complementary to the objective piece of the sample DNA. Furthermore, the fluorescent level inevitably includes biases and variances from various causes. In many previous studies, copy number aberrations of DNA were classified into categories of no significant change, significant loss, significant gain, and sometimes large amplification. In this study, we present a method that extracts quantitative interpretation from array CGH data, called comb fitting. Using this method, we can correct the baseline of the fluorescence ratio data for each clone of each sample measured by array CGH and simultaneously transform the data into a numerical copy number for the changes of clones, such as 0, ±1, ±2, ···. Consequently, this improves the analysis of phenomena observed on chromosomes.

2. Formal Description on Chromosomal Aberrations

Each chromosome in somatic cells normally has two DNA copies, and chromosomal aberration in cancer cells sometimes causes aneuploidy, i.e. the total copy number becomes three, four, five or more; these are called triploid, tetraploid, pentaploid, and so on. These ploidy numbers are described as $N_P = 2, 3, 4, 5, \cdots$. 
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Various other types of copy number aberrations can be mentioned:

- Copy number gains in the whole or a part of a chromosome, which correspond to several or more BAC clones. We call these +1 gain, +2 gain, and the like.
- Copy number losses in the whole or a part of a chromosome, which correspond to several or more BAC clones. We call these +1 loss, +2 loss, and the like.
- Copy number gain whose amount is usually larger than ten, in a small part of a chromosome; we call this an amplification.

Each of these events is generally called a local aberration, which denotes the number of local gains or losses of copies and is expressed by \( N_{ij} \). The copy number is an integer, \( N_{ij} \).\( \in \{0, 1, 2, \cdots \} \), and is the sum of the ploidy number and the local aberration, \( N_{ij} = N_{P_{ij}} + N_{C_{ij}} \).

In the conventional array CGH analysis, we are interested in local aberration, \( N_{C} \), rather than \( N_{P} \), because \( N_{P} \) can be observed by other conventional methods, and the loci and amounts of local aberrations are believed to have important information about the characteristics of the cancer. The actual measurement involves some degree of noise; therefore, obtaining the expected local aberration, \( Z_{ij} \), which is called the mean local aberration, is the major aim of our method.

Next, we consider the heterogeneity of the cell characters in an objective sample, which are due to the various reasons listed below.

- (a) Contamination by normal cells
- (b) Presence of multiple types of chromosomal aberration
  - 1. heterogeneity in ploidy number
  - 2. heterogeneity in local aberrations

This heterogeneity presents many difficulties for quantitative analyses of chromosomal aberrations.

If the amount of contamination by normal cells is known, in case (a), then we can correct these effects by using the knowledge that \( N_{P} = 2 \) and \( N_{C} = 0 \) in normal cells. When we do not know the amount of contamination, however, the correction is based on an estimation; this estimation is also provided in our framework (see Section 3.3).

In case (b).1, we need another correction that depends on the mixing ratios of ploidy numbers, but this can be made similarly to case (a) (see Section 3.3).

In case (b).2, \( Z \) is regarded as the mean of \( N_{C} \) over the cells in a sample; we call this the mean local aberration. For example, when a tumor sample consists of the same amount of cells with \( N_{C} = -1 \) and \( N_{C} = -2 \), the mean local aberration becomes \(-1.5\). Our method intends to obtain the real number \( Z_{ij} \) rather than the integer \( N_{C_{ij}} \).

When sample cells are sufficiently homogeneous with respect to \( N_{C} \) values, the true mean local aberration \( Z \) is an integer for almost every BAC clone. Consequently, when \( Z \) is estimated as, for example, \( Z = 1.1 \), we assume that the real \( Z \) is \(+1.0\), including a noise contribution of 0.1. Note, however, that we cannot eliminate from this observation the possibility of a mixture containing 90\% \( N_{C} = 1 \) and 10\% \( N_{C} = 2 \).

Microarray technology measures fluorescence levels of CY3 (CY3\(_{ij}\)) and CY5 (CY5\(_{ij}\)), which correspond to the copy numbers of objective and control samples, respectively, at the \( i \)th BAC clone in the \( j \)th objective sample. The log fluorescence ratio \( x_{ij} \) is calculated as

\[
x_{ij} = \log_{2}(\text{CY3}_{ij}/\text{CY5}_{ij}) .
\]  

Note that Eq. (1) is conceptual but not necessarily precise because it always requires correction. Various correction methods are available for various artifacts involved in microarray measurements. The most popular one is to introduce the correction term:

\[
f_{j}(\log_{2} \text{CY3}_{ij} + \log_{2} \text{CY5}_{ij}) ,
\]  

which is a function of total fluorescence intensity.

Consequently, the objective of our method can be described as to estimate the mean local aberration \( Z_{ij} \) from the observed log fluorescence ratio \( x_{ij} \).

3. Comb Model

3.1 The Simplest Comb Model

Provided that every objective sample consists of homogeneous cells, let \( N_{ij} \) and \( N_{0} \) denote the DNA copy number of a clone \( i \) in an objective sample \( j \) and that of a control sample, respectively. As the control sample, we prepared normal cells that are all diploid DNA, i.e., \( N_{0} = 2 \).
We obtain the log fluorescence ratio $x$ in a similar fashion to that in the gene expression measurement:

$$x_{ij} = \log_2 \frac{c_j N_{ij}}{c_0 N_0} + \nu_i + \mu_j + \epsilon_{ij}$$

$$= \log_2 (N_P j + N_{Cij}) + \nu_i + \mu_j + \epsilon_{ij},$$

where $\nu_i$ and $\mu_j$ are constant biases that denote mean log fluorescence ratios of the BAC clone $i$ and the sample $j$, respectively. $c_j$ and $c_0$ are constant factors proportional to the number of cells in the corresponding sample, hybridization efficiency, and so on, corresponding to the $j$-th objective sample and the control sample, respectively. The unknown factors, $c_j$, $c_0$, are united to a single bias term, $\mu_j \equiv \mu_j' + \log_2 (c_j N_{Pj}/c_0 N_0)$. $\epsilon_{ij}$ denotes a residual component that is assumed to obey a normal distribution with mean 0 and variance $\sigma^2$. The variance $\sigma^2$ corresponds to observation error and its value is assumed to be known before our analysis.

In the following discussion, we ignore the clone-wise bias $\nu_i$, because it is corrected by some common methods, such as Eq. (2). We also omit $j$, because our method deals with individual samples. Consequently, Eq. (3) becomes simply:

$$x_i = \log_2 \left( \frac{1}{N_P} N_{C_i} + 1 \right) + \mu + \epsilon_i.$$

Thus, when the variance $\sigma^2$ is small enough, the expected local aberration $i$ can be approximately obtained as:

$$Z_i = E[N_{C_i}] \approx N_P (2^{x_i - \mu} - 1).$$

The unknown bias $\mu$ cannot be ignored, because it involves many aspects of variability in microarray slides, such as the inequality between the total amounts of DNA in objective and control samples and the asymmetry in the fluorescence of CY3 and CY5.

3.2 Comb Fitting Based on the Simplest Comb Model

Given the observed fluorescence ratio $X = (x_1, \cdots, x_i, \cdots)$ for a sample, the likelihood of the unknown parameter $\theta = \{\mu\}$ is defined as:

$$L(\theta|X) = \prod_i \prod_{k \in K} p(x_i|N_{C_i} = k, \mu)$$

$$P(N_{C_i} = k),$$

$$p(x_i|N_{C_i} = k, \mu) = \frac{1}{\sqrt{2\pi}\sigma^2} \exp \left[ -\frac{1}{2\sigma^2} (x_i - m_k)^2 \right],$$

where we assume that the residual $\epsilon_i$ is an independent normal noise with variance $\sigma^2$, $\theta$ represents the unknown parameter $\mu$, $K = \{-N_P, \cdots, -1, 0, 1, 2, \cdots\}$ is a set of possible values of local aberrations, and $m_k$ denotes the Gaussian center defined by

$$m_k = \log_2 \left( \frac{1}{N_P} k + 1 \right) + \mu.$$

$p(N_{C_i} = k)$ is the a priori probability, in short ‘prior’, of local aberration being $k$ at the $ith$ clone. In the simplest method, it is set to be equal for all $k$, but we discuss some advanced ways to incorporate a priori knowledge in Section 5.2.

We can determine $\mu$ to maximize the likelihood $L(\theta|X)$. For the mixture of normal distributions, their Gaussian centers $m_k$ are aligned in a pre-determined manner and shifted by a single location parameter $\mu$. In the following, we call this mixture model a comb model and call $m_k$ the $k$th comb tooth. This maximum likelihood estimation corresponds to fitting the comb model into the data distribution by shifting the location $\mu$ of the comb. Figure 1 shows the concept of this comb fitting.

Since the comb teeth, $\log_2 (N_P k + \mu)$, have non-equal intervals, there is a single location at which the set of comb teeth fits best into an ideal data set that obeys a normal mixture
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3.3 Contamination by Normal Cells

Let \( b \) denote the contamination rate of normal somatic cells whose copy number is \( N_0 = 2 \) at all clones and assume that the ploidy number \( N_P \) of the tumor cells in the objective sample is homogeneous. When the contamination level is not negligible, the fluorescence ratio \( x_{ij} \) becomes

\[
x_{ij} = \log_2 \left( \frac{c_j b_j N_0 + (1 - b_j) N_{ij}}{N_0} \right) + \mu_j' + \nu_i + \epsilon_{ij}
\]

which leads to a modification of the comb teeth into

\[
m_k = \log \left\{ B_k + 1 \right\} + \mu,
\]

\[
B_j = \left( \frac{b_j}{1 - b_j} N_0 + N_{Pj} \right)^{-1}
\]

We can easily find that when \( b_j = 0 \), i.e., \( B_j = N_{Pj}^{-1} \), it is equivalent to the simplest case (3). In addition, consider the extreme case of high-level contamination, \( b_j \to 1 \), i.e., \( B_j \to 0 \); in this case, the comb teeth become insensitive to the local aberration \( k \).

The two unknown parameters \( b_j \) and \( N_{Pj} \) are united into \( B_j \), and if \( B_j \) is obtained the expected local aberration is obtained as

\[
Z_i = E[N_{Ci}] \approx B_j^{-1} (2^{x_i - \mu} - 1).
\]

Thus, we estimate \( \theta = \{ B, \mu \} \) by the maximum likelihood estimation instead of considering \( b \) and \( N_P \).

3.4 Heterogeneity in Ploidy Number

Assume that there is considerable heterogeneity in ploidy number \( N_P \) of objective tumor cells; the ratios of \( N_P \) are \( 2, 3, \ldots \) are given by \( \beta^{(2)}, \beta^{(3)}, \ldots \), respectively, with the condition \( \sum_{N_P} \beta^{(N_P)} = 1 \). We assume that the contamination ratio \( b \) of normal cells is also considerable, but the local aberration \( N_C \) is the same for all cells regardless of their ploidy number.

In this case, comb teeth take precisely the same form as Eq. (10), except that the definition of the parameter \( B_j \) is

\[
B_j = \left( \frac{b_j}{1 - b_j} N_0 + \sum_{N_P} \beta^{(N_P)} N_P \right)^{-1}
\]

Consequently, comb fitting needs only two parameters, \( \mu \) and \( B \), even when there is heterogeneity in the ploidy number \( N_P \).

Even if there is considerable heterogeneity in local aberrations for some clones, it is negligible when its amount is small relative to the number of total clones in the sample.

Accordingly, the problem becomes obtaining only two parameters, \( \mu \) and \( B \), in all of the above cases. The most ideal case, which is considered first, is equivalent to assuming \( B = 0 \) in Eq. (10). How to determine the parameters will be described in the next section.

4. Maximum Likelihood Estimation and Its Problems

Maximum likelihood estimation estimates \( \theta = \{ \mu, B \} \) to maximize the log likelihood function \( L(\theta|X) \).

Figure 2 shows a contour plot of the functional relationship of the log likelihood with the parameters \( \mu \) and \( B \) when applied to typical array CGH profile data. The mark ‘\( \times \)’ in the contour denotes the maximum likelihood solution, \( \{(\mu_{\text{MAX}}, B_{\text{MAX}})\} \). Obvious multi-modality can be seen in the log likelihood landscape; such multi-modality is often observed, especially when the heterogeneity is low. To obtain the maximum likelihood solution, we used a mesh search method, which searches the mesh over the space of \( \mu \) and \( B \) for the maximum point. This was done because simple gradient-based methods fail to obtain the optimal solution due to the multi-modality.

There are two reasons causing such multi-modality to appear. The first is that a stepping-stone-like alternative, whose comb teeth correspond to the first, third and fifth teeth of the optimal comb for example, may have a comparable likelihood. The second is that as \( B \) be-
comes small, the intervals between teeth cannot be distinguished, which makes the likelihood invariant with respect to the shift in the comb position.

Figure 3 shows the relationship between $B$ values and comb tooth intervals. For a small $B$, tooth intervals are narrow and the difference between neighboring intervals becomes small. When the neighboring intervals are similar, unit shift of the comb does not lead to a significant difference in fitting performance, which gives the solution ambiguity. There is another difficulty. Because the residual variance $\sigma^2$ is fixed, narrower tooth intervals lead to larger overlap between two adjacent Gaussian distributions, which makes it difficult to distinguish them. Accordingly, when $B$ approaches 0, the simple maximum likelihood method to perform comb fitting becomes difficult.

A small $B$ means a high contamination rate. To overcome the difficulties due to high contamination rate, we propose several devices, such as designing data preprocessing, introducing a priori knowledge, or brute force by hand-tuning. We explain these devices in the next section.

5. Modifications of Comb Fitting

5.1 Preprocessing

We applied spatial filtering on each chromosome as a data preprocessing device. Two types of one-dimensional spatial filters, lowess and block filter, were tried. The lowess filter is based on the assumption that log fluorescence ratio varies continuously along the locus coordinate in a single chromosome. The block filter assumes three block regions in a chromosome, where the copy number is assumed to be identical in a single block. Although there are many segmental or other filtering procedures, we did not try all of them because we only need a filtering process in order to obtain a better global profile for the histogram of the log fluorescence ratio, and the various types of filtering do not yield large differences in the histogram.

Figures 4(A) and 4(B) show the results after applying the lowess filter and the block filter, respectively. With either filter, the comb tooth structure was clarified, as can be seen in the histogram shown to the right of the corresponding panel. Note that the final results of the comb fitting are comparable despite which filter is used because the two histograms are similar.

DNA copy number aberrations sometimes seem to have a block structure, i.e., a certain region of a P-arm or Q-arm exhibits a fixed copy number gain or loss. To obtain such a block structure, the block filter splits the chromosome into three blocks, each with a unique copy number. To determine the break points of the three blocks, we define the distortion measure based on the comb:

$$D_r = \sum_{i \in \text{chromosome } r} (x_i - m(i))^2,$$  \hspace{1cm} (13)

where $r$ denotes chromosome index and $m(i)$ denotes mean log fluorescence ratio of the block to which the $i$th clone belongs. Block filtering determines two break points for each chromosome $r$ to minimize $D_r$. Pre-defined outlier clones are omitted from the filtering.

5.2 Using a priori Knowledge

If we have biological knowledge about copy
number aberrations, it can be used as a prior knowledge for improving the estimation made by comb fitting.

Most local aberrations of chromosomes are at most a single gain or loss. If comb fitting suggests that a large area of a chromosome in diploid sample cells has lost its two copies, this result is not natural, because such a loss would cause serious damage even to tumor cells. Because our comb model is formulated as a probabilistic model, such a prior knowledge can be incorporated as the prior distribution. The prior \( p(N_C = k) \) represents the rareness of the event \( N_C = k \). The prior \( p(N_C = k) \) is set from the normalization condition \( \sum_{k=-2}^{3} p(N_C = k) = 1 \).

When much information is available about the occurrence rates of local aberrations, empirical tuning is advantageous. Namely, we set the prior probability \( p(N_C = k) \) directly to the empirical ratio of copy numbers \( N_C = -2, -1, 0, 1, 2, 3, \cdots \). Note that setting \( p(N_C = k) = \varepsilon > 0 \) will be better even when \( N_C = k \) has not occurred empirically.

We may consider recursive tuning of the prior when we have insufficient background information but have a fairly large amount of array CGH data. Namely, the frequencies of copy number aberrations estimated using a subjectively tuned prior are used as new background information for the next empirical tuning.

When it is known, the dependence on ploidy and/or chromosome numbers should be used in each tuning method.

### 5.3 Hand Tuning

Either when \( B \) is close to 0 or when there is significant heterogeneity of local aberrations in sample cells, our comb model with the above-mentioned modifications has difficulty in obtaining an appropriate solution. In such a case, one possible way is hand tuning. In hand tuning, we need to set at most three pairs of reference values to determine the two unknown parameters \( \mu \) and \( B \) unequivocally.

For example, if we set log fluorescence ratios \( x(-1), x(0), x(1) \) to \( Z = -1, 0, 1 \), respectively, \( \mu \) and \( B \) are unequivocally determined and hence the remaining \( x(-2), x(2), x(3), \cdots \) corresponding to \( Z = -2, 2, 3, \cdots \) are determined automatically.

### 6. A Case Study

Figure 5 shows a demonstrative analysis of array CGH observation data obtained from a frozen sample of human neuroblastoma.

In neuroblastoma, it is known that chromosomal aberrations in the first and seventeenth chromosomes have a high correlation with the patient’s prognosis. We conducted fluorescence in situ hybridization (FISH) observations on these two chromosomes and found the following points.

- The sample cells have three or four copies of both the first and seventeenth chromosomes.
- The copy number ratio between the Q-arm and the centromere of the seventeenth chromosome, 17q/17cen, is 8/3 or 9/4.

According to these observations, we conclude that this sample has heterogeneity in the ploidy number, which lies between triploid and tetraploid, and the local aberration of 17q is +5 gain.

In Fig. 5 (a), a gray point denotes original log fluorescence ratio observed at each clone, and a black point denotes the corrected value after block filtering. Figure 5 (b) shows the histograms of the original and the filtered log ratios, which are depicted by gray and black colors, respectively. Although the histogram of the original ratios shows a single large peak, that of the filtered ratios shows clear multi-modality, which seems to fit the comb model. Accordingly, we applied comb fitting to these block-filtered data. We set the constant \( \sigma^2 \), the variance of each single comb tooth, at the mean variance over blocks extracted by the block filtering; namely, it is set at the mean squared
residual of the block filtering divided by the mean number of clones within a block. Although it is possible in principle to estimate \( \sigma^2 \) as another parameter of the likelihood, we regarded it as a constant because increasing the number of parameters makes it difficult to estimate them against the multi-modality of the likelihood function. As the prior, we used a uniform distribution to reflect the lack of background knowledge.

The results of the comb fitting are shown by '+' marks in Fig. 5(b), which denote comb teeth fitted into the histogram. Figure 5(c) shows the mean local aberration values, \( Z \), obtained by comb fitting. The \( Z \) value for each clone and its block-wise mean are plotted as gray and black spots, respectively. We can see that the \( Z \) values, especially for the block-wise means, densely cluster around integer numbers.

The \( Z \) values at the Q-arm of the seventeenth chromosome, 17q, cluster around the +6 gain, which differs by one copy from the FISH observation (+5 gain). Our result is consistent with the FISH data, however, if we assume that the baseline (0) of the \( Z \) values corresponds to a single copy loss. Actually, the second peak of the log likelihood of the comb model corresponded to the alternative solution. Since the difference between their peak heights is small, we can probably obtain the second peak as the best solution if we use appropriate a priori knowledge.

We found in Figs. 5(a) and 5(c) that log fluorescence ratios and mean local aberrations of clones have noisy distribution centered at block-wise filtered values. Concerning variances of residuals, those in the log fluorescence ratio are almost homogeneous at any location (Fig. 5(a)), while those in the mean local aberration are large because the mean local aberration itself is large (Fig. 5(c)). This is because the comb tooth intervals are narrow when the mean local aberration is large, and hence expansion from the log fluorescence measurement to the mean local aberration becomes large.
Therefore, a large portion of the residual variation in copy number aberrations is due to observation noise in the log fluorescence ratio, rather than as an outcome of local genetic copy number aberration such as homozygous gains or losses.

7. Discussion

Appropriate application of comb fitting often requires subjective setting of parameters based on *a priori* knowledge. Although this may seem, at first glance, to violate the objectivity of data analysis, it is objective enough because the *a priori* knowledge must be expressed explicitly as the prior distribution to meet the probabilistic estimation process with the comb model.

From the Bayesian point of view, data analysis of all sorts includes inevitable bias from a researcher’s subjective *a priori* beliefs about the analysis targets. Therefore, what is important for sound data analysis is to explicitly express *a priori* knowledge in the form of prior probability. The subjective tuning and hand tuning of the comb fitting, discussed in Section 5.3, were based on such an idea.

When the prior probability is available, we can update it by using *a posteriori* knowledge obtained from the observed data, which enhances the objectivity of the analysis. The empirical tuning and recursive tuning of the prior, discussed in Section 5.2, were based on this idea.

8. Conclusion

We have developed a method called comb fitting, which determines the copy number of DNA corresponding to each BAC clone from each fluorescence ratio measured by array CGH.

Automatic comb fitting can be used even when there is considerable contamination by normal cells or when tumor cells have heterogeneous ploidy numbers. We also proposed modifications using *a priori* knowledge and/or hand tuning, which help comb fitting when automatic fitting is difficult to apply, as in cases where large contamination of normal cells or large heterogeneity in local aberrations exists.
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