Abstract. This paper proves the $L^p$ boundedness of generalized first order Riesz transforms obtained as conditional expectations of martingale transforms à la Gundy-Varopoulos for quite general diffusions on manifolds and vector bundles. Several specific examples and applications are presented: Lie groups of compact type, the Heisenberg group, SU(2), and Riesz transforms on forms and spinors.
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1. Introduction

1.1. Context. In Euclidean harmonic analysis, Riesz transforms play a fundamental role in singular integral theory, Hardy space theory and their applications to various areas of analysis and partial differential equations. The classical Calderón-Zygmund theory shows that Riesz transforms are bounded on $L^p$, for all $1 < p < \infty$. Sharp $L^p$ estimates for first order Riesz transforms can be proved using either analytic [25] or probabilistic tools [7].

The study of Riesz transform in different geometric settings has a long history now with a very extensive literature. We would like to mention that Stein [41] introduced Riesz transforms on compact Lie groups and Strichartz [42] first asked
whether one could extend their $L^p$ boundedness to complete Riemannian manifolds. Riesz transforms on $k$-forms associated with the Hodge Laplacian were also formulated in [42]. Ever since, there has been an explosion of literature on this topic using numerous analytic, geometric, and probabilistic methods. In the following, we will give a brief overview of previous results.

Using the martingale approach via Littlewood-Paley inequalities as in [36], Bakry [8] proved that the Riesz transforms are bounded on $L^p$, $1 < p < \infty$, on manifolds with non-negative Ricci curvature. An extension was obtained for the Riesz transform associated with the Hodge Laplacian on $L^p$ spaces of $k$-forms for all $1 < p < \infty$ under assumption of Weitzenb"{o}ck curvature. In a series of papers [30, 32, 31, 34, 33], X. D. Li gave dimension-free estimates for Riesz transforms in various geometric settings, including manifolds with assumptions on Bakry-Emery curvature or Weitzenb"{o}ck curvature, and K"{a}hler manifolds. See also [43] for the special case of the Witten Laplacians.

Another widely-adopted approach to study Riesz transform in various geometric settings is to use the Calderón-Zygmund theory for which heat kernel estimates play an essential role. See, for instance, the setting of Riemannian manifolds in [19, 27, 20, 29, 28, 3, 4, 18, 17] and the references therein, especially [3, Section 1.3] with a quite complete list of previous results, and the setting of Lie groups, or manifolds with sub-elliptic operators in [1, 21, 12, 11]. We note that, unlike the martingale approach, the Calderón-Zygmund theory do not give constants which are independent of dimension.

There are still many other methods to treat Riesz transforms in different settings. For instance, it was shown in [16] that the Riesz transforms on $n$-dimensional manifolds with Euclidean ends are bounded on $L^p$ if and only if $p \in (1, n)$. This result was generalized in [15, 23] and in [24] to $k$-forms for asymptotically conic manifolds. See also [37] for Riesz transforms of $k$-forms on the Heisenberg group. Last but not the least, we refer to [14] for Bellman function techniques to study Riesz transforms on manifolds under Bakry-Emery type curvature assumptions.

1.2. Main results. In the present paper, we aim to study a class of operators under very general setting which are projections of martingale transforms in the style of the now classical Gundy-Varopoulos construction on $\mathbb{R}^d$. We are interested in the near sharp estimates or at least dimension free estimates for these operators. More precisely, let $M$ be a smooth manifold with a smooth measure $\mu$. Let $X_1, \cdots, X_d$ be locally Lipschitz vector fields defined on $M$. We consider the Schrödinger operator

$$L = -\sum_{i=1}^{d} X_i^* X_i + V,$$

where the $X_i^*$ denotes the formal adjoint of $X_i$ with respect to $\mu$ and where $V : M \to \mathbb{R}$ is a non-positive smooth potential. Assume that $L$ is essentially self-adjoint on the space $S(M)$ of smooth and rapidly decreasing functions. Denote by $P_y = e^{-y\sqrt{-L}}$ the Poisson semigroup. For any $1 \leq i \leq d$, we consider the operator

$$T_i f = \int_0^{+\infty} y P_y \left( \sqrt{-L} X_i - X_i^* \sqrt{-L} \right) P_y f dy.$$

Our main result is the following.
Theorem 1.1. Fix $1 < p < \infty$ and set $p^* = \max\{p, \frac{p}{p-1}\}$. Then for every $f \in \mathcal{S}(\mathbb{M})$,

$$\|T_if\|_p \leq \left(\frac{3}{2}\right) (p^* - 1) \|f\|_p.$$  

If the potential $V \equiv 0$, then

$$\|T_if\|_p \leq \frac{1}{2} \cot\left(\frac{\pi}{2 p^*}\right) \|f\|_p.$$  

It is interesting to note here that the constant in (1.2), up to the factor $\frac{1}{2}$, is the sharp $L^p$ constant for the classical Hilbert transform in $\mathbb{R}$ and the first order Riesz transforms on $\mathbb{R}^d$; see [38], [25], [7].

Applications of Theorem 1.1 (and of the slightly more general Theorem 2.5 given below) include, but are not limited to, the following examples.

Proposition 1.2. Let $G$ be a Lie group of compact type endowed with a bi-invariant Riemannian structure. Then

$$\left\|X_i (\sqrt{-L})^{-1} f\right\|_p \leq \cot\left(\frac{\pi}{2 p^*}\right) \|f\|_p.$$  

The constant in the previous example is sharp and was first obtained in [2].

Proposition 1.3. Let $\mathbb{H}^n$ be the Heisenberg group with left invariant vector fields $X_1, \ldots, X_n, Y_1, \ldots, Y_n, Z$. Consider the sublaplacian $L = \sum_{j=1}^n (X_j^2 + Y_j^2)$. Then

$$\left\|[W_j, \sqrt{-L}] f\right\|_p \leq \sqrt{2} (p^* - 1) \|Z f\|_p,$$

where $W_j = X_j + i Y_j$ is the complex gradient.

Proposition 1.4. Let $X, Y, Z$ be the left invariant vector fields on $\text{SU}(2)$ and consider the sublaplacian $L = X^2 + Y^2$. Then

$$\left\|[W, \sqrt{-L}] f\right\|_p \leq 2 \sqrt{2} (p^* - 1) \|(iZ + 1) f\|_p,$$

where $W = X + iY$ is the complex gradient.

Theorem 1.1 can also be generalized to the framework of vector bundles under general assumptions, which allows us to obtain dimension-free estimates for Riesz transforms on very general vector bundles and yields a generalization and simplification of the results in [30, 32, 31, 34, 33]. Let $\mathcal{E}$ be a finite-dimensional vector bundle over $\mathbb{M}$. We denote by $\Gamma(\mathbb{M}, \mathcal{E})$ the space of smooth sections of this bundle. Let now $\nabla$ denote a metric connection on $\mathcal{E}$. We consider an operator on $\Gamma(\mathbb{M}, \mathcal{E})$ that can be written as

$$\mathcal{L} = \mathcal{F} + \nabla_0 + \sum_{i=1}^d \nabla_i^2,$$

where

$$\nabla_i = \nabla_{X_i}, \quad 0 \leq i \leq d,$$

and the $X_i$’s are smooth vector fields on $\mathbb{M}$ and $\mathcal{F}$ is a smooth symmetric and non-positive potential (that is a smooth section of the bundle $\text{End}(\mathcal{E})$). We will assume that $\mathcal{L}$ is non-positive and essentially self-adjoint on the space $\Gamma_0(\mathbb{M}, \mathcal{E})$ of smooth
and compactly supported sections. We consider then a first order differential operator $d_a$ on $\Gamma(M, E)$ that can be written as

$$d_a = \sum_{i=1}^d a_i \nabla X_i,$$

where $a_1, \cdots, a_d$ are smooth sections of the bundle $\text{End}(E)$. Our main assumptions are that

$$d_a L \eta = L d_a \eta, \quad \eta \in \Gamma(M, E),$$

and that

$$\|d_a \eta\|^2 \leq C \sum_{i=1}^d \|\nabla X_i \eta\|^2, \quad \eta \in \Gamma(M, E),$$

for some constant $C \geq 0$. Then we have the following:

**Theorem 1.5.** For $1 < p < \infty$,

$$\|d_a (-L)^{-1/2} \eta\|_p \leq 6C (p^* - 1) \|\eta\|_p.$$

This result can be applied on the following examples:

1. On Riemannian manifolds with non-negative Weitzenböck curvature. We recover then the boundedness Riesz transform on forms associated with Hodge-de Rham Laplacian as obtained by X.D. Li [30].

2. On Riemannian manifolds which have non-negative scalar curvature and admit a spin structure. We prove then the boundedness of the Riesz transforms on spinors associated with the Dirac operators, which is a new result.

**Convention:** Throughout the paper, the diffusion operators we consider ($L$ and $\mathcal{L}$) will be assumed to have no spectral gap. In the case, where those operators do have a spectral gap, all the results hold when restricting $L^p(M, \mu)$ to the space $L^p_0(M, \mu) = \{f \in L^p(M, \mu), \int f d\mu = 0\}$.

2. Scalar operators constructed from martingale transforms

2.1. **A general theorem.** Let $M$ be a smooth and complete Riemannian manifold with a smooth measure $\mu$. Let $X_1, \cdots, X_d$ be locally Lipschitz vector fields defined on $M$. We consider the Schrödinger operator

$$L = -\sum_{i=1}^d X_i^* X_i + V,$$

where the $X_i^*$ denotes the formal adjoint of $X_i$ with respect to $\mu$ and where $V : M \to \mathbb{R}$ is a non-positive smooth potential. Assume that $L$ is essentially self-adjoint with respect to $\mu$ on the space $S(M)$ of smooth and rapidly decreasing functions. We denote by $(H_t)_{t \geq 0}$ the heat semigroup with generator $L$. We can write

$$L = \sum_{i=1}^d X_i^2 + X_0 + V,$$

for some locally Lipschitz vector field $X_0$. 
Let \((Y_t)_{t \geq 0}\) be the diffusion process on \(\mathbb{M}\) with generator \(\sum_{i=1}^{d} X_i^2 + X_0\) starting from the distribution \(\mu\). We assume that \((Y_t)_{t \geq 0}\) is non explosive, it can then be constructed via the Stratonovitch stochastic differential equation

\[
dY_t = X_0(t)dt + \sum_{i=1}^{d} X_i(Y_t) \circ dB_t^i,
\]

where \(\beta_t = (\beta_1^t, \ldots, \beta_d^t)\) is the Brownian motion on \(\mathbb{R}^d\) with generator \(\sum_{i=1}^{d} \frac{\partial^2}{\partial x_i^2}\).

Let \((B_t)_{t \geq 0}\) be a one-dimensional Brownian motion on \(\mathbb{R}\), with generator \(\frac{d^2}{dy^2}\) starting from \(y_0 > 0\), which is independent from \((Y_t)_{t \geq 0}\). Then \(\mathbb{E}(B_t^2) = 2t\). Set the stopping time

\[
\tau = \inf\{t > 0, B_t = 0\}.
\]

We denote by \(H_t = e^{tL}\) the heat semigroup and by \(P_y = e^{-y\sqrt{-L}}\) the Poisson semigroup. By the Feynman-Kac formula, the heat semigroup \(H_t\) acting on \(f \in S(\mathbb{M})\) can be written as

\[
H_t f(x) = \mathbb{E}_x \left( e^{\int_0^t V(Y_s) ds} f(Y_t) \right).
\]

To work on a set of test functions which is large enough, we assume that \(S(\mathbb{M})\) is stable by \(H_t, P_y, X_i, X_i^*\) and \(\sqrt{-L}\). Let \(1 \leq i \leq d\). Consider the operator

\[
T_i = \int_0^{+\infty} y P_y \left( \sqrt{-L}X_i - X_i^* \sqrt{-L} \right) P_y dy.
\]

We assume that \(T_i\) is pointwisely well defined on \(S(\mathbb{M})\) and \(T_i(S(\mathbb{M})) \subset S(\mathbb{M})\). We have then the following Gundy-Varopoulos type probabilistic representation of \(T_i\).

**Lemma 2.1.** Let \(f \in S(\mathbb{M})\). For almost all \(x \in \mathbb{M}\), we have, for \(i = 1, 2, \ldots, d\),

\[
T_i f(x) = -\frac{1}{2} \lim_{y_0 \to +\infty} \mathbb{E}_{y_0} \left( e^{\int_0^t V(Y_s) dv} \int_0^t e^{-\int_0^s V(Y_r) dv} A_i(\nabla, \partial_y)^T Q^V f(Y_s, B_s) (d\beta_s, dB_s) \big| Y_s = x \right),
\]

where \(\nabla = (X_1, \ldots, X_d)\), and \(A_i\) is a \((d+1) \times (d+1)\) matrix with \(a_{i(d+1)} = -1, a_{(d+1)i} = 1\) and otherwise 0.

To prove the lemma, we introduce some notation. For \(f \in S(\mathbb{M})\), we denote

\[
Q^V f(x, y) = P_y f(x) = e^{-y\sqrt{-L}} f(x),
\]

and

\[
M^f_t = e^{\int_{0}^{t \wedge \tau} V(Y_s) ds} Q^V f(Y_{t \wedge \tau}, B_{t \wedge \tau}).
\]

**Lemma 2.2.** Let \(f \in S(\mathbb{M})\). The process \(M^f_t\) is a square integrable martingale. Moreover, the quadratic variation is

\[
\langle M^f \rangle_t = 2 \int_0^{t \wedge \tau} \left( e^{\int_0^s V(Y_u) du} \partial_y Q^V f(Y_s, B_s) \right)^2 ds \\
+ 2 \int_0^{t \wedge \tau} \sum_{i=1}^{d} \left( e^{\int_0^s V(Y_u) du} X_i Q^V f(Y_s, B_s) \right)^2 ds.
\]

**Proof.** We follow the proof in [35]. Note that

\[
M^f_\tau = e^{\int_{0}^{t \wedge \tau} V(Y_s) ds} Q^V f(Y_{\tau}, 0) = e^{\int_{0}^{\tau} V(Y_s) ds} f(Y_{\tau}).
\]
Let $\lambda_u$ be the distribution of $\tau$ at $B_0 = u$. Since the processes $Y_t$ and $B_t$ are independent, then by the Feynman-Kac formula,

$$
\mathbb{E}\left( e^{\int_0^\tau V(Y_s) \, ds} f(Y_\tau) \mid Y_0 = x, B_0 = u \right) = \int_0^\infty \mathbb{E}\left( e^{\int_0^\tau V(Y_s) \, ds} f(Y_s) \mid Y_0 = x \right) \lambda_u(ds)
$$

$$
= \int_0^\infty H_s f(y) \lambda_u(ds) = Q^V f(x, u).
$$

The last equality above follows from the subordination formula due to the fact that

$$
\lambda_u(ds) = \frac{u}{2\sqrt{\pi}} e^{-u^2/4s} s^{-3/2} ds.
$$

Therefore we have

$$
\mathbb{E}\left( M^f_t \mid \mathcal{F}_s \right) = \mathbb{E}\left( e^{\int_0^\tau V(Y_s) \, ds} f(Y_\tau) \mid \mathcal{F}_s \right)
$$

$$
= \mathbb{E}\left( e^{\int_0^\tau V(Y_s) \, ds} f(Y_\tau) 1_{\tau \leq s} \mid \mathcal{F}_s \right) + \mathbb{E}\left( e^{\int_0^\tau V(Y_s) \, ds} f(Y_\tau) 1_{\tau > s} \mid \mathcal{F}_s \right)
$$

$$
= e^{\int_0^s V(Y_s) \, ds} f(Y_s) + \mathbb{E}\left( e^{\int_0^\tau V(Y_s) \, ds} f(Y_\tau) 1_{\tau > s} \mid \mathcal{F}_s \right) = M^f_s.
$$

Now applying Itô’s formula, we obtain that for any $0 < t \leq \tau$,

$$
e^{\int_0^\tau V(Y_s) \, ds} Q^V f(Y_t, B_t) = Q^V f(Y_0, B_0) + \sum_{i=1}^d \int_0^\tau e^{\int_0^s V(Y_u) \, du} X_i Q^V f(Y_s, B_s) d\beta^i_s
$$

$$
+ \int_0^\tau e^{\int_0^s V(Y_u) \, du} \partial_y Q^V f(Y_s, B_s) dB_s.
$$

Hence

$$
\langle M^f \rangle_t = 2 \int_0^{t \wedge \tau} \left( e^{\int_0^s V(Y_u) \, du} \partial_y Q^V f(Y_s, B_s) \right)^2 ds
$$

$$
+ 2 \int_0^{t \wedge \tau} \sum_{i=1}^d \left( e^{\int_0^s V(Y_u) \, du} X_i Q^V f(Y_s, B_s) \right)^2 ds.
$$

\hspace{10cm} \Box

**Proof of Lemma 2.1.** Let $f \in \mathcal{S}(\mathbb{M})$ and $g \in \mathcal{S}(\mathbb{M})$. Note that $Y$ and $B$ are independent and recall that

$$
M^g_t = e^{\int_0^t V(Y_s) \, ds} g(Y_\tau).
$$

By Itô’s formula (2.3) and the Itô isometry, we have

$$
\int_{\mathbb{M}} g(x) \left( e^{\int_0^\tau V(Y_s) \, ds} \int_0^\tau e^{-\int_0^s V(Y_u) \, du} A_i(\nabla, \partial_y)^T Q^V f(Y_s, B_s) (d\beta^i_s, dB_s) \mid Y_\tau = x \right) d\mu(x)
$$

$$
= \mathbb{E}_{y_0} \left( g(Y_\tau) e^{\int_0^\tau V(Y_s) \, ds} \int_0^\tau e^{-\int_0^s V(Y_u) \, du} A_i(\nabla, \partial_y)^T Q^V f(Y_s, B_s) (d\beta^i_s, dB_s) \right)
$$

$$
= 2 \mathbb{E}_{y_0} \left( \int_0^\tau \partial_y Q^V g(Y_s, B_s) X_i Q^V f(Y_s, B_s) ds - \int_0^\tau X_i Q^V g(Y_s, B_s) \partial_y Q^V f(Y_s, B_s) ds \right)
$$

$$
= 2 \int_{\mathbb{M}} \int_0^{\infty} (g_0 \wedge y) (\partial_y Q^V g(x, y) X_i Q^V f(x, y) - X_i Q^V g(x, y) \partial_y Q^V f(x, y)) dy d\mu(x).
$$

The last equality follows from the facts that the Green function of the Brownian motion is killed at 0 and $Y_s$ is distributed according to $\mu$. 

Since $L$ is self-adjoint, then
\[ \int_{\mathbb{M}} \int_{0}^{\infty} y \partial_y Q^V g(x, y) X_t Q^V f(x, y) dy d\mu(x) = - \int_{\mathbb{M}} g(x) \int_{0}^{\infty} y P_y \sqrt{-L} X_t P_y f(x) dy d\mu(x), \]
and
\[ \int_{\mathbb{M}} \int_{0}^{\infty} y X_t Q^V g(x, y) \partial_y Q^V f(x, y) dy d\mu(x) = - \int_{\mathbb{M}} g(x) \int_{0}^{\infty} y P_y X_t^* \sqrt{-L} P_y f(x) dy d\mu(x). \]
Therefore we obtain
\[ T_1 f(x) = -\frac{1}{2} \lim_{\varepsilon \to 0} \mathbb{E}_{\varepsilon_0} \left( e^{\int_{0}^{\tau} V(Y_e) ds} \int_{0}^{\tau} e^{-\int_{s}^{\tau} V(Y_e) ds} A_t(\nabla, \partial_y)^T Q^V f(Y_s, B_s)(d\beta_s, dB_s) \bigg| Y_\tau = x \right). \]

To study the $L^p$ boundedness of $T_1$, we shall use some extensions of Burkholder’s celebrated theorem on martingale transforms. Before stating the results, we introduce some necessary probabilistic background. Suppose that $(\Omega, \mathcal{F}, \mathbb{P})$ is a complete probability space, filtered by $\mathcal{F} = \{\mathcal{F}_t\}_{t \geq 0}$, a family of right continuous sub-$\sigma$-fields of $\mathcal{F}$. Assume that $\mathcal{F}_0$ contains all the events of probability 0. Let $X$ and $Y$ be adapted, real-valued martingales which have right-continuous paths with left-limits (r.c.l.l.). The martingale $X$ is differentially subordinate to $Y$ if $|Y_0| \leq |X_0|$ and $\langle X \rangle_t - \langle Y \rangle_t$ is a nondecreasing and nonnegative function of $t$. The martingales $X_t$ and $Y_t$ are said to be orthogonal if the covariation process $\langle X, Y \rangle_t = 0$ for all $t$. Bañuelos and Wang [7] proved the following sharp inequality extending the classical results of Burkholder. We always assume the martingale $X$ (hence $Y$) is $L^p$ bounded for $1 < p < \infty$ and by $X$ in he inequalities below we mean $X_{\infty}$. Similarly for $Y$.

**Theorem 2.3.** Let $X$ and $Y$ be two martingales with continuous paths such that $Y$ is differentially subordinate to $X$. Fix $1 < p < \infty$ and set $p^* = \max\{p, \frac{p}{p+1}\}$. Then
\[ \|Y\|_p \leq (p^* - 1)\|X\|_p. \]
Furthermore, suppose the martingales $X$ and $Y$ are orthogonal. Then
\[ \|Y\|_p \leq \cot \left( \frac{\pi}{2p^*} \right) \|X\|_p. \]
Both of these inequalities are sharp.

More generally, Bañuelos and Osękowski [6] proved that

**Theorem 2.4.** Let $X$ and $Y$ be two martingales with continuous paths such that $Y$ is differentially subordinate to $X$. Consider the process
\[ Z_t = e^{\int_{0}^{t} V_e ds} \int_{0}^{t} e^{-\int_{s}^{t} V_e ds} dY_s, \]
where $(V_t)_{t \geq 0}$ is a non-positive adapted and continuous process. For $1 < p < \infty$, we have the sharp bound
\[ \|Z\|_p \leq (p^* - 1)\|X\|_p. \]
Proof of Theorem 1.1. We first consider the case that $V \equiv 0$. Note that the martingale
\[ N_t = \int_0^{t \wedge \tau} A_t (\nabla, \partial_y)^T Q f(Y_s, B_s)(d\beta_s, dB_s) \]
is differentially subordinate to $M^f_t = Q f(Y_{t \wedge \tau}, B_{t \wedge \tau})$. In addition, since the matrix $A_t$ is orthogonal, that is, $\langle AV, v \rangle = 0$ for all $v \in \mathbb{R}^{d+1}$, $\langle M^f, N \rangle_t = 0$. Hence Lemma 2.1 and Theorem 2.3 gives us
\[ \|T_t f\|_p \leq \frac{1}{2} \cot\left(\frac{\pi}{2p}\right) \|f\|_p. \]

Next we deal with the case $V \neq 0$. The stochastic integral
\[ \int_0^{t \wedge \tau} A_t (\nabla, \partial_y)^T Q^V f(Y_s, B_s)(d\beta_s, dB_s) \]
is subordinate to
\[ \int_0^{t \wedge \tau} (\nabla, \partial_y)^T Q^V f(Y_s, B_s)(d\beta_s, dB_s). \]

Using Itô’s formula for $Q^V f(Y_t, B_t)$, we have
\[ Q^V f(Y_{t \wedge \tau}, B_{t \wedge \tau}) = Q^V f(Y_0, B_0) + \int_0^{t \wedge \tau} (\nabla, \partial_y)^T Q^V f(Y_s, B_s)(d\beta_s, dB_s) + 2 \int_0^{t \wedge \tau} \left( \partial_y^2 + \sum_{i=1}^d X_i^2 + X_0 \right) Q^V f(Y_s, B_s)ds. \]

Since $Q^V f(x, y) = e^{-y \sqrt{-X}} f(x)$ satisfies
\[ \left( \partial_y^2 + \sum_{i=1}^d X_i^2 + X_0 \right) Q^V f = -V Q^V f, \]
then we get
\[ Q^V f(Y_{t \wedge \tau}, B_{t \wedge \tau}) = Q^V f(Y_0, B_0) + \int_0^{t \wedge \tau} (\nabla, \partial_y)^T Q^V f(Y_s, B_s)(d\beta_s, dB_s) - 2 \int_0^{t \wedge \tau} V(Y_s)Q^V f(Y_s, B_s)ds. \]

Suppose $f \geq 0$. Then $Q^V f(Y_{t \wedge \tau}, B_{t \wedge \tau})$ is a non-negative submartingale. It follows from Lenglart-Lépingle-Pratelli [26, Theorem 3.2, part 3)] that
\[ \left\| Q^V f(Y_0, B_0) - 2 \int_0^\tau V(Y_s)Q^V f(Y_s, B_s)ds \right\|_p \leq p \left\| Q^V f(Y_\tau, B_\tau) \right\|_p = p \left\| f(Y_\tau) \right\|_p = p \|f\|_p. \]

This yields
\[ \left\| \int_0^\tau (\nabla, \partial_y)^T Q^V f(Y_s, B_s)(d\beta_s, dB_s) \right\| \leq (p + 1) \|f\|_p. \] (2.7)

For a general $f$, write
\[ A_t f := Q^V f(Y_0, B_0) - 2 \int_0^{t \wedge \tau} V(Y_s)Q^V f(Y_s, B_s)ds. \]
Notice that since $|Q^V f| \leq Q^V |f|$ and $V$ is non-positive, then we have $|A_t f| \leq A_t |f|$ and the above argument shows that (2.7) holds for general $f$.

We now assume that $1 < p \leq 2$. Applying Lemma 2.1 and Theorem 2.4, we conclude that

\begin{equation}
||T_i f||_p \leq 3 \left( \frac{p^*-1}{2} \right) ||f||_p, \quad 1 < p \leq 2.
\end{equation}

To deal with the case of $2 \leq p < \infty$, we recall (as in [5]), that if $T_A$ is the operator constructed as above with $A_i$ replaced by a general $(d + 1) \times (d + 1)$ matrix $A_i$, its adjoint, $T_A^*$ is given by $T_A^*$. Thus, by duality, using the fact that $(p^*-1)$ equals $(p-1)$, for $2 \leq p < \infty$, and equals $\frac{1}{(p-1)^*}$, for $1 < p \leq 2$, we get

\begin{equation}
||T_i f||_p \leq 3 \left( \frac{p^*-1}{2} \right) ||f||_p, \quad 2 < p \leq \infty.
\end{equation}

The estimates (2.8) and (2.9) give the estimate (1.1).

The same proof above gives the following more general result for conditional expectations (projections) of martingale transforms as above.

**Theorem 2.5.** Let $f \in S(M)$ and let $A$ be a $(d + 1) \times (d + 1)$ matrix of norm $||A||$. Then for $1 < p < \infty$,

\begin{equation}
T_A f(x) = -\frac{1}{2} \lim_{y_0 \to \infty} E_{y_0} \left( e^{\int_0^\tau V(Y_s)ds} \int_0^\tau e^{-\int_0^\tau V(Y_s)ds} A(\nabla, \partial_y)^T Q^V f(Y_s, B_s)(dy, dB_s) \mid Y_0 = x \right),
\end{equation}

satisfies

\begin{equation}
||T_A f||_p \leq ||A|| \left( \frac{3}{2} \right) (p^*-1) ||f||_p,
\end{equation}

and if $V \equiv 0$,

\begin{equation}
||T_A f||_p \leq ||A|| \left( \frac{p^*-1}{2} \right) ||f||_p.
\end{equation}

**2.2. Example 1. Lie groups of compact type.** Let $G$ be a Lie group of compact type with Lie algebra $\mathfrak{g}$. We endow $G$ with a bi-invariant Riemannian structure and consider an orthonormal basis $X_1, \cdots, X_d$ of $\mathfrak{g}$. In this setting the Laplace-Beltrami operator can be written as

$$L = \sum_{i=1}^d X_i^2.$$

It is essentially self-adjoint on the space of smooth and compactly supported functions. Then $X_i^* = -X_i$ and $X_i$ commutes with $P_y$. We easily see that

$$T_i = \int_0^{+\infty} y P_y \left( \frac{1}{\sqrt{-L}} X_i \right) P_y dy = 2X_i \frac{1}{\sqrt{-L}} \int_0^{+\infty} y P_y dy = \frac{1}{2} X_i (\sqrt{-L})^{-1}.$$

As a consequence of Lemma 2.1 and Theorem 1.1, the Riesz transform is bounded on $L^p(M)$ and we have the estimate

$$\left| \left| X_i (\sqrt{-L})^{-1} \right| \right|_{L^p \to L^p} \leq \cot \left( \frac{\pi}{2p^*} \right).$$

This inequality was first proved in [2] where the proof is also based on the martingale inequality (2.5).
2.3. Example 2. Heisenberg group. Another interesting example is given by the Heisenberg group. The Heisenberg group is the set
\[ \mathbb{H}^n = \{(x, y, z) : x \in \mathbb{R}^n, y \in \mathbb{R}^n, z \in \mathbb{R}\} \]
endowed with the group law
\[ (x, y, z) \cdot (x', y', z') = \left( x + x', y + y', z + z' + \frac{1}{2} (\langle x, y \rangle_{\mathbb{R}^n} - \langle y, x \rangle_{\mathbb{R}^n}) \right). \]
Consider the left-invariant vector fields: for any \( j \in \mathbb{N}, 1 \leq j \leq n, \)
\[ X_j = \partial_{x_j} - \frac{y_j}{2} \partial_z, \quad Y_j = \partial_{y_j} + \frac{x_j}{2} \partial_z, \quad Z = \partial_z, \]
and the sublaplacian
\[ L = \sum_{j=1}^n (X_j^2 + Y_j^2). \]

Denote by \( S(\mathbb{H}^n) \) the Schwartz space of smooth rapidly decreasing functions on the Heisenberg group. Equivalently,
\[ S(\mathbb{H}^n) = \left\{ f \in C^\infty(\mathbb{H}^n) : \sup_{x \in \mathbb{H}} (1 + |x|)^q |X^K f(x)| \leq \infty, \forall K \in (\mathbb{N}^*)^{2n}, \forall q \in \mathbb{N} \right\} \]
where \(|x| = (x^2 + y^2)^{1/4}, \mathbb{N}^* = \mathbb{N} \cup \{0\}\) and
\[ X^K = X_1^{k_1} \cdots X_n^{k_n} Y_1^{k_{n+1}} \cdots Y_n^{k_{2n}}, \quad \text{where} \quad K = (k_1, k_2, \ldots, k_{2n}) \in (\mathbb{N}^*)^{2n}. \]

Let \( d(x, y) \) be the Carnot-Carathéodory distance. Notice that \(|x| \simeq d(0, x)\).

The sublaplacian \( L \) is essentially self-adjoint on \( S(\mathbb{H}^n) \). Denote by \([U, V] = UV - VU\) the commutator of \( U \) and \( V \), then for any \( 1 \leq j, k \leq n, \)
\[ [X_j, Y_k] = \delta_{jk} Z, \quad [X_j, Z] = 0, \quad [Y_k, Z] = 0. \]

Let \( W_j = X_j + iY_j \) be the complex gradient, then
\[ W_j L = (L - 2iZ)W_j. \]
In other words, we have \([W_j, L] = -2iZW_j\). Note also that \([W_j, Z] = 0\) and \([L, Z] = 0\).

The right invariant vector fields are given by
\[ \hat{X}_j = \partial_{x_j} + \frac{y_j}{2} \partial_z, \quad \hat{Y}_j = \partial_{y_j} - \frac{x_j}{2} \partial_z, \quad \hat{Z} = \partial_z. \]
Then we have the right-invariant sublaplacian and complex gradient, denoted by \( \hat{L} \) and \( \hat{W}_j \), respectively.

Let \((H_t)_{t>0} = (e^{tL})_{t>0}\) be the heat semigroup generated by \( L \) and \( h_t(x) \) be the corresponding heat kernel at \( 0 \). Hence \( h_t(x, y) = h_t(xy^{-1}) \). Let \((P_t)_{t>0} = (e^{-t\sqrt{-L}})_{t>0}\) be the Poisson semigroup and \( p_t \) be the Poisson kernel at \( 0 \). Similarly, let \((\hat{H}_t)_{t>0} = (e^{t\hat{L}})_{t>0}\) and \((\hat{P}_t)_{t>0} = (e^{-t\sqrt{-\hat{L}}})_{t>0}\) be the heat and Poisson semigroups generated by \( \hat{L} \). The corresponding heat and Poisson kernels are denoted by \( h_t \) and \( \hat{p}_t \).

We have that \( S(\mathbb{H}^n) \) is left globally stable by \( L \) and by \( H_t \) for any \( t \geq 0 \) (see [9, Lemma 2.1]). Moreover, define \( \sqrt{-L} f \) via the heat semigroup as follows:
\[ \sqrt{-L} f(x) = -\frac{1}{2\sqrt{\pi}} \int_0^\infty t^{-3/2}(H_t f(x) - f(x))dt. \]
Then
Lemma 2.6. For any \( f \in S(\mathbb{H}^n) \), we have \( \sqrt{-L}f \in S(\mathbb{H}^n) \).

Proof. Let \( f \in S(\mathbb{H}^n) \), then for any \( K = (k_1, k_2, \ldots, k_{2n}) \in (\mathbb{N}^+)^{2n} \) and \( q \in \mathbb{N} \),

\[
\left| \hat{X}^K f(x) \right| \leq \frac{C}{(1 + d^2(0, x))^q},
\]

where \( \hat{X}^K = \hat{X}^k_1 \cdots \hat{X}^k_n \hat{Y}^{k_{n+1}}_1 \cdots \hat{Y}^{k_{2n}}_n \).

Following the argument in [9], we have that for any \( t \geq 1 \)

\[
|X^K H_t f(0)| = \left| H_t \hat{X}^K f(0) \right| \leq H_t \left( \frac{C}{(1 + d^2(0, \cdot))^q} \right)(0) \leq \mathbb{E}_0 \left( \frac{C}{(1 + d^2(0, X_t))^q} \right) \\
\leq \mathbb{E}_0 \left( \frac{C}{(1 + td^2(0, X_1))^q} \right) \leq \frac{C}{t^q} \mathbb{E}_0 \left( \frac{1}{(1 + d^2(0, X_1))^q} \right) \\
\leq \frac{C}{t^q} H_1 \left( \frac{C}{(1 + d^2(0, \cdot))^q} \right)(0).
\]

By the left invariance, we obtain that

\[
(2.14) \quad |X^K H_t f(x)| = \left| H_t \hat{X}^K f(0) \right| \leq \frac{C}{t^q}(1 + d^2(0, x))^{-q}.
\]

Also recall that for \( 0 < t < 1 \),

\[
(2.15) \quad |X^K H_t f| = \left| H_t \hat{X}^K f \right| \leq e^{Ct}(1 + d^2(0, x))^{-q}.
\]

Ignoring the constant, we rewrite (2.13) as

\[
\sqrt{-L}f(x) = \int_0^1 t^{-3/2} \int_0^t Lh_s f(x) dsdt + \int_1^\infty t^{-3/2}(H_t f(x) - f(x)) dt.
\]

Using (2.15) and (2.14), we obtain

\[
\sup_{x \in \mathbb{H}} (1 + |x|)^q \left| X^K \sqrt{-L}f(x) \right| \lesssim \int_0^1 t^{-1/2} dt + \int_1^\infty t^{-3/2} dt < \infty.
\]

\[\square\]

Remark 2.7. Consequently, \([W_j, \sqrt{-L}]\) is defined pointwisely on \( S(\mathbb{H}^n) \). Similarly, we can also show that \( 2iT_j Zf \in S(\mathbb{H}^n) \) by using the subordination formula for the Poisson semigroup

\[
P_t f = \frac{t}{2\sqrt{\pi}} \int_0^\infty e^{-\frac{s}{2t}H_s f} \frac{ds}{s^{3/2}}.
\]

Consider the operator

\[
T_j = \int_0^{+\infty} y P_y (W_j \sqrt{-L} + \sqrt{-L}W_j) P_y dy,
\]

we have the following equality.

Proposition 2.8. For any \( f \in S(\mathbb{H}^n) \), there holds

\[
(2.16) \quad [W_j, \sqrt{-L}]f = 2i T_j Zf.
\]

In order to prove Proposition 2.8, we recall first the spectral decomposition of the sublaplacian on the Heisenberg group (see, for instance, [39, Section 2]). Let \( f \in L^2(\mathbb{H}^n) \) be a radial function. That is, for any \( x = (x, y, z) \in \mathbb{H}^n \), \( f(x) = f(r, z) \)
with \( r = \|x\| \). Here \( \|x\| \) denotes the Euclidean norm of the projection of \( x \) onto the plane \( \{ z = 0 \} \). The spectral decomposition of the sublaplacian is given by

\[
Lv(r, z) = -(2\pi)^{-n-1} \int_{-\infty}^{\infty} \sum_{k=0}^{\infty} (2k+n)\lambda|C_k^\lambda(f^\lambda)(r)e^{-i\lambda z}|\lambda|^{n}d\lambda,
\]

where \( \varphi_k^\lambda \) are the scaled Laguerre functions

\[
\varphi_k^\lambda(r) = L_k^{n-1}\left(\frac{1}{2}|r|^2\right)e^{-\frac{1}{2}|r|^2},
\]

and \( C_k^\lambda(f^\lambda) \) are the Laguerre coefficients of the radial function \( f^\lambda \) given by

\[
C_k^\lambda(f^\lambda) = C_n,\lambda k!\frac{(n-1)!}{(k+n-1)!} \int_{\mathbb{R}^2} f^\lambda(r)\varphi_k^\lambda(r)dx dy.
\]

Notice that \( \{\varphi_k^\lambda\}_{k=0}^\infty \) forms an orthogonal basis for the subspace consisting of radial functions in \( L^2(\mathbb{R}^n) \). The spectral decomposition of the associated heat semigroup is

\[
e^{tL}v(r, z) = (2\pi)^{-n-1} \int_{-\infty}^{\infty} \sum_{k=0}^{\infty} e^{-(2k+n)\lambda|t|}C_k^\lambda(f^\lambda)\varphi_k^\lambda(r)e^{-i\lambda z}|\lambda|^{n}d\lambda.
\]

We also have the spectral decomposition for the heat kernel

\[
h_t(r, z) = C \int_{-\infty}^{\infty} \sum_{k=0}^{\infty} e^{-(2k+n)\lambda|t|}\varphi_k^\lambda(r)e^{-i\lambda z}|\lambda|^{n}d\lambda.
\]

\[
(2.17)
\]

Lemma 2.9. For any \( r > 0 \), \( z \in \mathbb{R} \) and \( t > 0 \), we have

\[
(2.18)
\]

where the right hand side converges uniformly in \( r \) and \( z \).

Proof. For any \( x = (x, y, z) \in \mathbb{H} \), denote \( \tilde{\varphi}_k^\lambda(x) = \tilde{\varphi}_k^\lambda(r, z) = \varphi_k^\lambda(r)e^{-i\lambda z}|\lambda| \), where \( r = \|x\| \). Then for any \( t_0 > 0 \)

\[
H_{t_0}\tilde{\varphi}_k^\lambda = e^{-(2k+n)|\lambda|t_0}\tilde{\varphi}_k^\lambda,
\]

and

\[
W_j\tilde{\varphi}_k^\lambda(x) = e^{(2k+n)|\lambda|t_0}W_jH_{t_0}\tilde{\varphi}_k^\lambda(x) = e^{(2k+n)|\lambda|t_0} \int_{\mathbb{H}^n} W_jxh_{t_0}(x, y)\tilde{\varphi}_k^\lambda(y)dy.
\]

Consequently,

\[
\left|W_j\sqrt{-L}\tilde{\varphi}_k^\lambda(x)\right| = \sqrt{(2k+n)|\lambda|} e^{(2k+n)|\lambda|t_0} \left| \int_{\mathbb{H}^n} W_jxh_{t_0}(x, y)\tilde{\varphi}_k^\lambda(y)dy \right|
\]

\[
\leq \sqrt{(2k+n)|\lambda|} e^{(2k+n)|\lambda|t_0} \left\| W_jxh_{t_0}(x, \cdot) \right\|_1 \left\| \tilde{\varphi}_k^\lambda \right\|_{L^\infty}
\]

\[
\leq C(t_0)^{-1/2} \sqrt{(2k+n)|\lambda|} e^{(2k+n)|\lambda|t_0} \left\| \tilde{\varphi}_k^\lambda \right\|_{L^\infty}.
\]

Take \( t_0 = \frac{1}{2} \), then

\[
e^{-(2k+n)|\lambda|t}\left|W_j\sqrt{-L}\varphi_k^\lambda(r)e^{-i\lambda z}|\lambda|\right| \leq C\left(\frac{1}{2}\right)^{-1/2} \sqrt{(2k+n)|\lambda|} e^{-(2k+n)|\lambda|t/2}.
\]
This implies that the right hand side of (2.18) converges if $[W_j, \sqrt{-L}]$ is replaced by $W_j \sqrt{-L}$. Hence we have

$$W_j \sqrt{-L} h_t(r, z) = \int_{-\infty}^{\infty} \sum_{k=0}^{\infty} e^{-(2k+n)|\lambda|^t} W_j \sqrt{-L} \varphi_k^\lambda(r) e^{-i\lambda z} |\lambda|^n d\lambda.$$

In order to show (2.18), it remains to consider $\sqrt{-L} W_j$. Using right invariant operators and integration by parts, we have

$$\left| \sqrt{-L} W_j \varphi_k^\lambda(x) \right| = \left| \sqrt{-L} W_j H_{t_0} \varphi_k^\lambda(x) \right| = \left| H_{t_0} \sqrt{-L} W_j \varphi_k^\lambda(x) \right|$$

$$= \left| \int_{\mathbb{R}^n} h_{t_0}(x,y) \sqrt{-L} \tilde{W}_j \varphi_k^\lambda(y) dy \right|$$

$$= \left| \int_{\mathbb{R}^n} \tilde{W}_j \sqrt{-L} h_{t_0}(x,y) \varphi_k^\lambda(y) dy \right|$$

$$\leq \int_{\mathbb{R}^n} \left| \tilde{W}_j \sqrt{-L} h_{t_0}(x,y) \right| dy \| \varphi_k^\lambda \|_{L^\infty}.$$

By Lemma 2.6, we see that the integral $\int_{\mathbb{R}^n} \left| \tilde{W}_j \sqrt{-L} h_{t_0}(x,y) \right| dy$ converges. This leads to (2.18) with $[W_j, \sqrt{-L}]$ being replaced by $W_j \sqrt{-L}$ and hence (2.18). □

**Remark 2.10.** In the same way, we can also prove that

$$2i T_j Z h_t(r, z) = \int_{-\infty}^{\infty} \sum_{k=0}^{\infty} e^{-(2k+n)|\lambda|^t} 2i T_j Z \varphi_k^\lambda(r) e^{-i\lambda z} |\lambda|^n d\lambda.$$

**Proof of Proposition 2.8.** We first show that

$$[W_j, \sqrt{-L}] h_t(r, z) = 2i T_j Z h_t(r, z).$$

By Lemma 2.9, it suffices to show that, for any $\lambda \in \mathbb{R}$ and any $k \in \mathbb{N}$,

$$[W_j, \sqrt{-L}] \varphi_k^\lambda = 2i T_j Z \varphi_k^\lambda.$$

Before computation, we recall that $Z$ commutes with $L$ and $W_j$. Then $LZ \varphi_k^\lambda = ZL \varphi_k^\lambda = -(2k+n)|\lambda|$, i.e., $Z \varphi_k^\lambda$ is an eigenfunction of the eigenvalue $-(2k+n)|\lambda|$ for $L$. Thus we have

$$2i T_j Z \varphi_k^\lambda = 2i \int_{0}^{+\infty} y P_y \left( W_j \sqrt{-L} + \sqrt{-L} W_j \right) P_y Z \varphi_k^\lambda dy$$

$$= 2i \int_{0}^{+\infty} y e^{-y \sqrt{-L}} \left( W_j \sqrt{(2k+n)|\lambda|} + \sqrt{-L} W_j \right) e^{-y \sqrt{(2k+n)|\lambda|}} Z \varphi_k^\lambda dy$$

$$= 2i \int_{0}^{+\infty} y e^{-y \sqrt{-L + \sqrt{(2k+n)|\lambda|}}} \left( \sqrt{(2k+n)|\lambda|} + \sqrt{-L} \right) W_j Z \varphi_k^\lambda dy$$

$$= \int_{0}^{+\infty} y e^{-y \sqrt{-L + \sqrt{(2k+n)|\lambda|}}} \left( \sqrt{(2k+n)|\lambda|} + \sqrt{-L} \right) (LW_j - W_j L) \varphi_k^\lambda dy$$

$$= \int_{0}^{+\infty} y e^{-y \sqrt{-L + \sqrt{(2k+n)|\lambda|}}} \left( \sqrt{(2k+n)|\lambda|} + \sqrt{-L} \right) (L + (2k+n)|\lambda|)W_j \varphi_k^\lambda dy$$

$$= (\sqrt{(2k+n)|\lambda|} - \sqrt{-L}) W_j \varphi_k^\lambda = [W_j, \sqrt{-L}] \varphi_k^\lambda.$$

Here, in the third equality, we use (2.12) and the fact that $Z$ commutes with $W_j$. 
With this preparation, we can now prove (2.16). By the left invariance, it is enough to prove the equality at $x = 0$. We notice that

$$\lim_{t \to 0} H_t[W_j, \sqrt{-L}]f(0) = [W_j, \sqrt{-L}]f(0). \tag{2.21}$$

Using integration by parts and also (2.20), we have

\[
H_t[W_j, \sqrt{-L}]f(0) = \int_{\mathbb{R}^n} h_t(y)[W_j, \sqrt{-L}]f(y)dy \\
= -\int_{\mathbb{R}^n} [W_j, \sqrt{-L}]h_t(y)f(y)dy \\
= -\int_{\mathbb{R}^n} 2i T_j Z h_t(y)f(y)dy \\
= \int_{\mathbb{R}^n} h_t(y)2i T_j Z f(y)dy = H_t 2i T_j Z f(0),
\]

where the second-to-last equality holds since $Z$ commutes with $L$. This gives us

$$\lim_{t \to 0} H_t[W_j, \sqrt{-L}]f(0) = 2i T_j Z f(0),$$

which leads to (2.21) and hence (2.16).

Finally, we conclude that

**Proposition 2.11.** Let $1 \leq j \leq n$ and $f \in S(\mathbb{H}^n)$. Then we have

$$\| [W_j, \sqrt{-L}]f \|_p \leq \sqrt{2}(p^* - 1)\| Zf \|_p.$$

**Proof.** By Proposition 2.8, we have

$$\| [W_j, \sqrt{-L}]f \|_p \leq 2\| T_j Zf \|_p.$$

It suffices to work on $T_j$. Following the proof of Theorem 1.1, we have Gundy-Varopoulos type probabilistic representation of $T_j$ as follows

$$T_j f(x) = -\frac{1}{2} \lim_{y_0 \to \infty} \mathbb{E}_{y_0} \left( \int_0^\tau A_j(\nabla, Z)^T Q f(\mathcal{Y}_s, B_s)(d\beta_s, dB_s) | \mathcal{Y}_\tau = x \right),$$

where $\nabla = (X_1, \cdots, X_n, Y_1, \cdots, Y_n)$, $(\mathcal{Y}_t)_{t \geq 0}$ is the diffusion process on $\mathbb{R}^{2n}$ with generator $L$, $\beta_s$ is the Brownian motion on $\mathbb{R}^{2n}$, and $A_j$ is a $(2n + 1) \times (2n + 1)$ matrix as follows:

$a_{j(2n+1)} = 1$, $a_{(n+j)(2n+1)} = i$, $a_{(2n+1)j} = -1$, $a_{(2n+1)(n+j)} = -i$; and otherwise 0.

Notice that $\| A_j \| = \sqrt{2}$, therefore by Theorem 2.5,

$$\| [W_j, \sqrt{-L}]f \|_p \leq 2\| T_j Zf \|_p \leq 2\| A_j \| \frac{(p^* - 1)}{2} \| Zf \|_p = \sqrt{2}(p^* - 1)\| Zf \|_p.$$

\qed
2.4. Example 3. SU(2). Consider the Lie group SU(2), i.e., the group of $2 \times 2$ complex unitary matrices of determinant 1. Its Lie algebra $\mathfrak{su}(2)$ consists of $2 \times 2$ complex skew adjoint matrices of trace 0. A basis of $\mathfrak{su}(2)$ is formed by the Pauli matrices

$$X = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}, \quad Y = \begin{pmatrix} 0 & i \\ i & 0 \end{pmatrix}, \quad Z = \begin{pmatrix} i & 0 \\ 0 & -i \end{pmatrix},$$

for which the commutation relations hold

$$[X, Y] = 2Z, \quad [Y, Z] = 2X, \quad [Z, X] = 2Y.$$

Denote by $X, Y, Z$ the left invariant vector fields on SU(2) corresponding to the Pauli matrices. We shall be interested in the operator

$$L = X^2 + Y^2.$$

Let $(H_t)_{t>0} = (e^{tL})_{t>0}$ be the heat semigroup generated by $L$ and $h_t(x)$ be the corresponding heat kernel at 0. Let $(P_t)_{t>0} = (e^{-t\sqrt{-L}})_{t>0}$ be the Poisson semigroup and $p_t$ be the Poisson kernel at 0. We use the cylindric coordinates introduced in [22]

$$(r, \theta, z) \to \exp(r \cos \theta X + r \sin \theta Y) \exp(zZ) = \begin{pmatrix} \cos(r)e^{iz} & \sin(r)e^{i(\theta - z)} \\ -\sin(r)e^{-i(\theta - z)} & \cos(r)e^{iz} \end{pmatrix}$$

with

$$0 \leq r \leq \frac{\pi}{2}, \quad \theta \in [0, 2\pi], \quad z \in [-\pi, \pi].$$

The heat kernel at 0 depends only on $r$ and $z$, which we denote by $h_t(r, z)$. The spectral decomposition of $h_t(r, z)$ can be found in [10]: for $t > 0$, $0 \leq r < \frac{\pi}{2}$, $z \in [-\pi, \pi]$,

$$h_t(r, z) = \sum_{n=-\infty}^{+\infty} \sum_{k=0}^{+\infty} (2k + |n| + 1)e^{-(4k(k+|n|+1)+2|n|)t}e^{inz}P_0^{|n|}P_k^{|n|}(\cos 2r).$$

Let $W = X + iY$ be the complex gradient. Then the Lie algebra structure gives us

$$(2.22) \quad WL = (L - 4iZ + 4)W.$$  

Consider the operator

$$T = \int_0^{+\infty} yP_y(W\sqrt{-L} + \sqrt{-LW})P_y dy.$$  

Proposition 2.12. For any smooth function $f$, there holds

$$(2.23) \quad [W, \sqrt{-L}]f = T(4iZ + 4)f.$$  

Proof. Denote $\Phi_{n,k}(r, z) = e^{inz}(\cos r)^{|n|}P_0^{|n|}(\cos 2r)$. Then $\Phi_{n,k}$ is an eigenfunction of $L$ corresponding to the eigenvalue $-\lambda_{n,k} = -4k(k + |n| + 1) - 2|n|$.  

Similarly as on Heisenberg groups (details are neglected), it suffices to check (2.23) acting on eigenfunctions \( \Phi_{n,k}(r,z) \). We first compute
\[
T \Phi_{n,k} = \int_0^\infty y P_y(W \sqrt{-L} + \sqrt{-LW}) \Phi_{n,k} dy
\]
\[
= \int_0^\infty y e^{-\sqrt{-L}y}(W \sqrt{\lambda_{n,k} + \sqrt{-LW}}) e^{-\sqrt{\lambda_{n,k}}y} \Phi_{n,k} dy
\]
\[
= \int_0^\infty ye^{-\sqrt{-L}y}(W \sqrt{\lambda_{n,k}} + \sqrt{-L}) \Phi_{n,k} dy
\]
\[
= (\sqrt{-L} + \sqrt{\lambda_{n,k}})^{-1} W \Phi_{n,k}.
\]
Observe that \([L, Z] = 0\), then
\[
LZ \Phi_{n,k} = ZL \Phi_{n,k} = -\lambda_{n,k} Z \Phi_{n,k},
\]
\(Z\Phi_{n,k}\) is also an eigenfunction of eigenvalue \(-\lambda_{n,k}\). Hence the above computation also works for \(Z \Phi_{n,k}\) and we obtain that
\[
T(4iZ + 4) \Phi_{n,k} = (\sqrt{-L} + \sqrt{\lambda_{n,k}})^{-1} W (4iZ + 4) \Phi_{n,k}.
\]
Next compute the commutator acting on \( \Phi_{n,k} \), we have
\[
[W, \sqrt{-L}] \Phi_{n,k} = W \sqrt{\lambda_{n,k}} \Phi_{n,k} - \sqrt{-L} W \Phi_{n,k} = (\sqrt{\lambda_{n,k}} - \sqrt{-L}) W \Phi_{n,k}.
\]
In addition,
\[
(\sqrt{-L} + \sqrt{\lambda_{n,k}})(\sqrt{\lambda_{n,k}} - \sqrt{-L}) W \Phi_{n,k} = (\lambda_{n,k} + L) W \Phi_{n,k}
\]
\[
= LW \Phi_{n,k} - WL \Phi_{n,k}
\]
\[
= (4iZ - 4) W \Phi_{n,k},
\]
where the last equality is due to (2.22).
Summarize the above three equalities we conclude the proof for (2.23). \(\square\)

As a conclusion, we have

**Proposition 2.13.** Let \(1 < p < \infty\). Then for any smooth function \(f\),
\[
\| [W, \sqrt{-L}] f \|_p \leq 2\sqrt{2}(p^* - 1)\| (iZ + 1) f \|_p.
\]

**Proof.** By Proposition 2.12, we have
\[
\| [W, \sqrt{-L}] f \|_p \leq \| T(4iZ + 4) f \|_p.
\]
Following the proof of Theorem 1.1, we have Gundy-Varopoulos type probabilistic representation of \(T\) as follows
\[
T_j f(x) = -\frac{1}{2} \lim_{y_0 \to \infty} \mathbb{E}_{y_0} \left( \int_0^\tau A_j(\nabla, Z)^T Q f(\mathcal{Y}, B_s)(d\beta_s, dB_s) \mid \mathcal{Y}_\tau = x \right),
\]
where \(\nabla = (X, Y)\), \((\mathcal{Y}_t)_{t \geq 0}\) is the diffusion process on \(SU(2)\) with generator \(L\), \(\beta_s\) is the Brownian motion on \(\mathbb{R}^2\), and \(A\) is a \(3 \times 3\) matrix as follows:
\[
a_{13} = 1, a_{23} = i, a_{31} = -1, a_{32} = -i;\] and otherwise 0.
Notice that \( \|A\| = \sqrt{2} \), therefore by Theorem 2.5,
\[
\| [W, \sqrt{-L}]f \|_p \leq \| \mathcal{T}(4iZ + 4)f \|_p \\
\leq \| A \| \frac{(p^* - 1)}{2} \| (4iZ + 4)f \|_p \\
= 2\sqrt{2}(p^* - 1)\| (iZ + 1)f \|_p.
\]

\[\square\]

3. Riesz transforms on vector bundles

Our general results are easily generalized in the framework of vector bundles. This framework is more adapted to the study of Riesz transforms vectors.

3.1. A general theorem. Let \( \mathcal{M} \) be a \( d \)-dimensional smooth complete Riemannian manifold and let \( \mathcal{E} \) be a finite-dimensional vector bundle over \( \mathcal{M} \). We denote by \( \Gamma(\mathcal{M}, \mathcal{E}) \) the space of smooth sections of this bundle. Let now \( \nabla \) denote a metric connection on \( \mathcal{E} \). We consider an operator on \( \Gamma(\mathcal{M}, \mathcal{E}) \) that can be written as
\[
\mathcal{L} = \mathcal{F} + \nabla_0 + \sum_{i=1}^d \nabla_i^2,
\]
where
\[
\nabla_i = \nabla_{X_i}, \quad 0 \leq i \leq d,
\]
and the \( X_i \)'s are smooth vector fields on \( \mathcal{M} \) and \( \mathcal{F} \) is a smooth symmetric and non positive potential (that is a smooth section of the bundle \( \text{End}(\mathcal{E}) \)). We will assume that \( \mathcal{L} \) is non-positive and essentially self-adjoint on the space \( \Gamma_0(\mathcal{M}, \mathcal{E}) \) of smooth and compactly supported sections. We consider then a first order differential operator \( d_a \) on \( \Gamma(\mathcal{M}, \mathcal{E}) \) that can be written as
\[
d_a = \sum_{i=1}^d a_i \nabla_{X_i},
\]
where \( a_1, \cdots, a_d \) are smooth sections of the bundle \( \text{End}(\mathcal{E}) \). Our main assumptions are that
\[
d_a \mathcal{L} \eta = \mathcal{L} d_a \eta, \quad \eta \in \Gamma(\mathcal{M}, \mathcal{E}),
\]
and that
\[
\| d_a \eta \|^2 \leq C \sum_{i=1}^d \| \nabla_{X_i} \eta \|^2, \quad \eta \in \Gamma(\mathcal{M}, \mathcal{E}),
\]
for some constant \( C \geq 0 \). Several instances of such situations will be illustrated in the sequel. Our main theorem is the following:

**Theorem 3.1.** For \( 1 < p < \infty \),
\[
\| d_a (-\mathcal{L})^{-1/2} \eta \|_p \leq 6C(p^* - 1)\| \eta \|_p.
\]

The proof follows the same lines as in the previous section. Let \( (Y_t)_{t \geq 0} \) be the diffusion process on \( \mathcal{M} \) with generator \( \sum_{i=1}^d X_i^2 + X_0 \) started from the distribution \( \mu \). We assume that \( (Y_t)_{t \geq 0} \) is non explosive, thus as before it can then be constructed via the Stratonovitch stochastic differential equation
\[
dY_t = X_0(t)dt + \sum_{i=1}^d X_i(Y_t) \circ d\beta_t^i,
\]
where \( \beta_t = (\beta^1_t, \ldots, \beta^d_t) \) is the Brownian motion on \( \mathbb{R}^d \) with generator \( \sum_{i=1}^d \frac{\partial^2}{\partial x_i^2} \).

Let \((B_t)_{t \geq 0}\) be a one-dimensional Brownian motion on \( \mathbb{R} \), with generator \( \frac{d^2}{dy^2} \) starting from \( y_0 > 0 \), which is independent from \((Y_t)_{t \geq 0}\). Then \( \mathbb{E}(B_t^2) = 2t \). Set the stopping time
\[
\tau = \inf\{t > 0, B_t = 0\}.
\]
We denote by \( H_t = e^{tL} \) the heat semigroup and by \( P_y = e^{-y\sqrt{t}} \) the Poisson semigroup. In that framework, there is a well-known Feynman-Kac representation for the semigroup \( H_t \).

More precisely, consider the stochastic parallel transport along \( Y_t, \theta_t : \mathcal{E}_Y \to \mathcal{E}_{Y_0} \) and the multiplicative functional \((M_t)_{t \geq 0}\), solution of the equation
\[
\frac{dM_t}{dt} = M_t \theta_t \mathcal{F} \theta_t^{-1}, \quad M_0 = \text{Id}.
\]
By the Feynman-Kac formula, the heat semigroup \( H_t \) acting on \( \eta \in \Gamma_0^\infty(\mathcal{M}, \mathcal{E}) \) can then be written as
\[
H_t \eta(x) = E_x(M_t \theta_t \eta(Y_t)).
\]
For \( \eta \in \Gamma_0^\infty(\mathcal{M}, \mathcal{E}) \), denote
\[
Q \eta(x, y) = P_y \eta(x) = e^{-y\sqrt{t}} \eta(x),
\]
and
\[
M_t^n = M_{s\wedge \tau} \theta_{s\wedge \tau} Q \eta(Y_{s\wedge \tau}, B_{s\wedge \tau}).
\]
As in Lemma 2.2, we can easily prove that \( M_t^n \) is a martingale. We have then the following Gundy-Varopoulos type representation:

**Lemma 3.2.** Let \( \eta \in \Gamma_0^\infty(\mathcal{M}, \mathcal{E}) \). For almost all \( x \in \mathcal{M} \), we have
\[
d_a(-\mathcal{L})^{-1/2} \eta(x) = -2 \lim_{y_0 \to \infty} \mathbb{E}_{y_0} \left( \theta_{\tau}^{-1} M_{\tau}^* \int_0^\tau (M_{s}^*)^{-1} \theta_s d_a Q f(Y_s, B_s) dB_s | Y_\tau = x \right).
\]

**Proof.** Let \( \alpha \in \Gamma_0^\infty(\mathcal{M}, \mathcal{E}) \) and \( \alpha \in \Gamma_0^\infty(\mathcal{M}, \mathcal{E}) \). Note that
\[
M_t^n = M_{\tau} \theta_{\tau} \alpha(Y_\tau).
\]
By Itô isometry, we have
\[
\int_{\mathcal{M}} \left\langle \alpha(x), \mathbb{E} \left( \theta_{\tau}^{-1} M_{\tau}^* \int_0^\tau (M_{s}^*)^{-1} \theta_s d_a Q \eta(Y_s, B_s) dB_s | Y_\tau = x \right) \right\rangle d\mu(x)
\]
\[
= \mathbb{E}_{\eta_0} \left( \left\langle M_{\tau} \theta_{\tau} \alpha(Y_\tau), \int_0^\tau (M_s^*)^{-1} \theta_s d_a Q \eta(Y_s, B_s) dB_s \right\rangle \right)
\]
\[
= 2 \mathbb{E}_{\eta_0} \left( \int_0^\tau (\partial_y Q \alpha(Y_s, B_s), d_a Q \eta(Y_s, B_s)) ds \right)
\]
\[
= 2 \int_{\mathcal{M}} \int_0^\infty (y_0 \wedge y) (\partial_y Q \alpha(x, y), d_a Q \eta(x, y)) dy d\mu(x).
\]
The last equality follows from the facts that the Green function of the Brownian motion is killed at 0 and \( Y_s \) is distributed according to \( \mu \). Using finally the commutation between \( d_a \) and \( \mathcal{L} \) one deduces
\[
2 \int_{\mathcal{M}} \int_0^\infty y (\partial_y Q \alpha(x, y), d_a Q \eta(x, y)) dy d\mu(x) = -\frac{1}{2} \int_{\mathcal{M}} \left\langle \alpha(x), d_a (-\mathcal{L})^{-1/2} \eta(x) \right\rangle d\mu(x).
\]

The proof of Theorem 3.1 now follows the lines of the proof of Theorem 1.1.
3.2. Example 1. The Riesz transform on forms. Let $M$ be a $d$-dimensional smooth, oriented, complete and stochastically complete Riemannian manifold. We first briefly recall some basic facts on Fermion calculus on the exterior algebra of a finite dimensional vector space, as can be found in Section 2.2.2 of [40]. Let $V$ be a $d$-dimensional Euclidean vector space. We denote $V^*$ its dual and
\[ \wedge V^* = \bigoplus_{k \geq 0} \wedge^k V^*, \]
the exterior algebra. If $u \in V^*$, we denote $a_u^*$ the map $\wedge V^* \to \wedge V^*$, such that $a_u^*(\omega) = u \wedge \omega$. The dual map is denoted $a_u$. Let now $\theta_1, \ldots, \theta_d$ be an orthonormal basis of $V^*$. We denote $a_i = a_{\theta_i}$. We have the basic rules of Fermion calculus
\[ \{a_i, a_j\} = 0, \quad \{a_i^*, a_j^*\} = 0, \quad \{a_i, a_j^*\} = \delta_{ij}, \]
where $\{\cdot, \cdot\}$ stands for the anti-commutator: $\{a_i, a_j\} = a_i a_j + a_j a_i$. If $I$ and $J$ are two words with $1 \leq i_1 < \cdots < i_k \leq d$ and $1 \leq j_1 < \cdots < j_l \leq d$, we denote
\[ A_{IJ} = a^*_{i_1} \cdots a^*_{i_k} a_{j_1} \cdots a_{j_l}. \]
The family of all the possible $A_{IJ}$ forms a basis of the $2^d$-dimensional vector space $\text{End}(\wedge V^*)$. We can carry the Fermionic construction on the tangent spaces of the manifold $M$. Let $e_i$ be a local orthonormal frame and let $\theta_i$ be its dual frame. In that frame, we can express the exterior derivative as
\[ d = \sum_i a_i^* \nabla e_i. \]
Let us therefore observe that $\|d\eta\|^2 \leq \sum_{i=1}^d \|\nabla e_i \eta\|^2$. The curvature endomorphism (Weitzenböck curvature) is then defined by
\[ F = -\sum_{ijkl} R_{ijkl} a^*_{i} a_{j} a^*_{k} a_{l} \]
where
\[ R_{ijkl} = \langle R(e_j, e_k)e_i, e_i \rangle, \]
with $R$ Riemannian curvature of $M$. The celebrated Weitzenböck formula writes
\[ L = \Delta - F, \]
where $L = -dd^* - d^*d$ is the Hodge-DeRham Laplacian and $\Delta$ the Bochner Laplacian. Let us recall that if $e_i$ is a local orthonormal frame, we have the following explicit formula for $\Delta$:
\[ \Delta = \sum_{i=1}^d \langle \nabla e_i, \nabla e_i - \nabla \nabla e_i \rangle, \]
where $\nabla$ is the Levi-Civita connection. The following theorem is then an application of Theorem 3.1.

**Theorem 3.3.** Assume $F \geq 0$, then
\[ \|d(-L)^{-1/2}\eta\|_p \leq 6(p^* - 1)\|\eta\|_p \]

**Remark 3.4.** Let us observe that the expressions 3.25 and 3.26 are only defined locally in a given frame, however Lemma 3.2 is coordinate free and therefore holds in the present setting (see Theorem 3.2 in [30]).
3.3. Example 2. The Riesz transform on spinors. We first review some basic constructions in spin geometry. Let \( V \) be an oriented \( d \)-dimensional Euclidean space. We assume that the dimension \( d \) is even. The Clifford algebra \( \text{Cl}(V) \) over \( V \) is the algebra

\[
T(V) = \mathbb{R} \oplus V \oplus (V \otimes V) \oplus \cdots
\]

quotient by the relations

\[ u \otimes v + v \otimes u + 2\langle u, v \rangle 1 = 0. \tag{3.27} \]

Let \( e_1, \ldots, e_d \) be an oriented basis of \( V \). The family

\[ e_{i_1} \cdots e_{i_k}, \quad 0 \leq k \leq d, \quad 1 \leq i_1 < \ldots < i_k \leq d, \]

forms a basis of the vector space \( \text{Cl}(V) \) which is therefore of dimension \( 2^d \). In \( T(V) \) we can distinguish elements that are even from elements that are odd. This leads to a decomposition:

\[
\text{Cl}(V) = \text{Cl}^{-}(V) \oplus \text{Cl}^{+}(V),
\]

with \( V \subset \text{Cl}^{-}(V) \). A Clifford module is a vector space \( E \) over \( \mathbb{R} \) (or \( \mathbb{C} \)) that is also a \( \text{Cl}(V) \)-module and that admits a direct sum decomposition

\[
E = E^{-} \oplus E^{+}
\]

with

\[
\text{Cl}^{-}(V) \cdot E^{-} \subset E^{-}, \quad \text{Cl}^{+}(V) \cdot E^{+} \subset E^{+}.
\]

It can be shown that there is a unique Clifford module \( S \), called the spinor module over \( V \) such that:

\[
\text{End}(S) \simeq \mathbb{C} \otimes \text{Cl}(V).
\]

In particular \( \dim S = 2^d \). If \( \psi \in \text{so}(V) \), that is if \( \psi : V \to V \) is a skew-symmetric map, we define

\[
D\psi = \frac{1}{2} \sum_{1 \leq i < j \leq d} \langle \psi(e_i), e_j \rangle e_i e_j \in \text{Cl}(V),
\]

and observe that \( D[\psi_1, \psi_2] = [D\psi_1, D\psi_2] \). The set \( \text{Cl}^2(V) = D\text{so}(V) \) is therefore a Lie algebra. The Lie group \( \text{Spin}(V) \) is the group obtained by exponentiating \( \text{Cl}^2(V) \) inside the Clifford algebra \( \text{Cl}(V) \); It is the two-fold universal covering of the orthogonal group \( \text{SO}(V) \). It can also be described as the set of \( a \in \text{Cl}(V) \) such that:

\[
a = v_1 \cdots v_{2k}, \quad 1 \leq k \leq \frac{d}{2}, \quad v_i \in V, \quad \| v_i \| = 1.
\]

We now come back to the manifold setting and carry the above constructions on the cotangent spaces of a spin manifold. So, let \( M \) be a \( d \)-dimensional, oriented, complete and stochastically complete Riemannian manifold. We assume that \( d \) is even. We furthermore assume that \( M \) admits a spin structure: That is, there exists a principal bundle on \( M \) with structure group \( \text{Spin}(\mathbb{R}^d) \) such that the bundle charts are compatible with the universal covering \( \text{Spin}(\mathbb{R}^d) \to \text{SO}(\mathbb{R}^d) \). This bundle will be denoted \( S\text{P}(M) \) and \( \pi \) will denote the canonical surjection. The spin bundle \( S \) over \( M \) is the vector bundle such that for every \( x \in M \), \( S_x \) is the spinor module over the cotangent space \( T^*_x M \). At each point \( x \), there is therefore a natural action of \( \text{Cl}(T_x^* M) \simeq \text{End}(S_x) \); this action will be denoted by \( c \). On \( S \), there is a canonical
elliptic first-order differential operator called the Dirac operator and denoted $D$. In a local orthonormal frame $e_i$, with dual frame $e^*_i$, the Dirac operator is given by

$$D = \sum_{i=1}^{d} c(e^*_i) \nabla e_i,$$

where $\nabla$ is the Levi-Civita connection. As a consequence, $\|D\eta\|^2 \leq \sum_{i=1}^{d} \|\nabla e_i \eta\|^2$.

We also have an analogue of Weitzenböck formula which is the celebrated Lichnerowicz formula (see Theorem 3.52 in [13]):

$$-D^2 = \Delta - \frac{s}{4},$$

where $s$ is the scalar curvature of $\mathbb{M}$ and $\Delta$ is given in a local orthonormal frame $e_i$ by

$$\Delta = \sum_{i=1}^{d} (\nabla e_i \nabla e_i - \nabla e_i e_i).$$

The following theorem is then an application of Theorem 3.1.

**Theorem 3.5.** Assume that the scalar curvature $s \geq 0$, then

$$\|D(-D^2)^{-1/2}\eta\|_p \leq 6(p^* - 1)\|\eta\|_p.$$
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