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ABSTRACT
A possible way to disentangle the redshifted 21 cm signal of neutral hydrogen (HI) in the Epoch of Reionization (EoR) from the much larger astrophysical foregrounds is to restrict the analysis to a wedge-shaped region in the Fourier space. The foregrounds are confined to this wedge because of their smooth spectral properties which allows one to estimate the HI power spectrum in the foreground-free portion, known as the reionization window. The estimate of the spherically averaged power spectrum in the window, however, differs from the true value because of the line of sight anisotropies in the signal. The difference can be estimated and taken into account for a given reionization model by expanding the power spectrum in terms of the Legendre polynomials. This corrected power spectrum, called as the clustering wedges, can then be used for comparing the model predictions with the observations. In this work, we carefully examine whether the clustering wedges are appropriate for such model comparisons and whether they provide truly unbiased constraints on the EoR parameters. We use the excursion-set based semi-numerical simulations, coupled with MCMC-based statistical methods, for our analysis. We find that the clustering wedges not only yield faithful constraints, the statistical uncertainties on the parameter values too are comparable to those obtained using the data without the presence of any foregrounds. We also find that the clustering wedges are helpful in breaking the degeneracies between different EoR model parameters.
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1 INTRODUCTION
One of the most promising ways of studying the universe during the epoch of reionization is through the redshifted 21 cm line originating from the neutral hydrogen (HI) in the intergalactic medium (IGM) (for reviews, see Fan et al. 2006; Furlanetto et al. 2006; Choudhury 2009; Pritchard & Loeb 2012). The main challenge in observing this cosmological signal lies in differentiating it from the otherwise much larger astrophysical foregrounds (see, e.g., Furlanetto et al. 2006; Jelıć et al. 2010) which are estimated to dominate the HI signal by a factor of $10^4$-$10^5$ (Di Matteo et al. 2002; Oh \& Mack 2003; Di Matteo et al. 2004; Ali et al. 2008). One expects the detection of the cosmological signal in presence of such a large foreground component is because the foregrounds are expected to be smooth functions of frequency while the signal is expected to fluctuate rapidly. One can thus subtract out the foregrounds by carefully modelling their frequency dependence (Santos et al. 2005; Bowman et al. 2006; Wang et al. 2006; Gleser et al. 2008; Liu et al. 2009b,a; Harker et al. 2009, 2010; Liu \& Tegmark 2011; Petrovic \& Oh 2011; Chapman et al. 2012; Bonaldi \& Brown 2015; Ghosh et al. 2015) or by their isolation in the Fourier domain (Datta et al. 2010; Vedantham et al. 2012; Morales et al. 2012; Trott et al. 2012; Parsons et al. 2012b; Pober et al. 2013; Hazelton et al. 2013; Liu et al. 2014a,b; Thyagarajan et al. 2015). The foregrounds, being smooth, would not occupy all of Fourier or $k$-space and hence certain regions of $k$-space can be made foreground-free by a careful choice of the window function. The region where foregrounds are expected to be dominant is expected to be of wedge shape in $k_\parallel$-$k_\perp$ space, where $k_\parallel$ and $k_\perp$ are magnitudes of the component of the Fourier modes in the direction parallel and perpendicular to the line of sight (LOS). The remaining portion of the $k$-space, where the fluctuating 21 cm signal is expected to be dominant and hence can be detected more easily, is called as the EoR window. This method of foreground avoidance is already being used for estimation of EoR signal
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by experiments like PAPER\footnote{http://eor.berkeley.edu/} (Ali et al. 2015) and MWA\footnote{http://www.mwatelescope.org/} (Paul et al. 2016). These experiments are expected to give an estimate of the statistical fluctuations of the 21 cm signal on various scales in terms of the power spectrum of 21 cm radiation.

Being limited to the EoR window, these predictions will not be able to sample the whole $k$-space and so the power spectrum measured need not be a complete representation of the underlying cosmological signal. Had the signal being isotropic, this distinction would have led to only an increase in errors and no bias. But due to the presence of peculiar velocities of HI clouds, the cosmological signal is not isotropic and so its measurement would, in general, depend on the region of $k$-space sampled (which in our case corresponds to the EoR window). The difference, established in earlier studies (Liu et al. 2014a; Jensen et al. 2016; Raut et al. 2018) can be estimated and accounted for (Kazin et al. 2013; Raut et al. 2018), at least for large scales (where upcoming experiments would be focussing upon), by exploiting the smooth nature of the mean power spectrum. In our previous paper (Raut et al. 2018), we introduced a procedure which involves computing the moments of the complete $k$-space power spectrum in the basis of Legendre polynomials and consequently estimate the wedge bias using these moments. The incomplete $k$-space moments, which are computed using only the modes inside the EoR window, are called the clustering wedges and are natural candidates for comparing observations with theoretical predictions.

As a follow up of our previous work, in this paper, we attempt to answer the question whether these wedges can indeed facilitate a faithful comparison of theory with observations. In order to do so, we make use of the semi-numerical simulations of reionization to generate the underlying signal. The main purpose of this work is to examine whether usage of the clustering wedges can enable faithful recovery of the underlying model parameters with the upcoming telescopes like the SKA. We use the Monte Carlo Markov Chain (MCMC) based statistical methods to carry out the analysis which has been previously shown to be useful while comparing semi-numerical simulations with data (Greig & Mesinger 2015). The paper is organized as follows: The simulations of the 21 cm signal are discussed in Section 2. In Section 3, we give a brief account of clustering wedges. In Section 4, we discuss our methodology of the model selection procedure using the Markov Chain Monte Carlo (MCMC) sampling algorithm. In Section 5, we present the results obtained using the method and compare it to the idealized foreground free scenario. We also discuss the origin of degeneracy in the parameter predictions for complete and partial $k$-space coverages. In the Section 6, we try to estimate the parameter constraints arising from the foreground modelling approach. Finally in Section 7, we summarize and discuss our results. The cosmological parameters used for this study are $\Omega_m = 0.308$, $\Omega_b = 1 - \Omega_m$, $h = 0.678$, $\Omega_k = 0.049$, $\sigma_8 = 0.84$ and $n_s = 0.966$ (Planck Collaboration et al. 2016).

\section{Simulations of the 21 cm Signal}

In this section, we discuss the methodology used for the generation of maps of 21 cm brightness temperature distribution. The method uses two important theoretical ideas, both based on excursion set theory. The first one yields a halo catalogue from an overdensity field obtained from a low-resolution $N$-body simulation, while the second one generates an ionization field using the same overdensity field and the halo catalogue generated. The main steps can be summarized as follows:

\begin{itemize}
  \item We first run a dark matter-only $N$-body simulation for generating the density and velocity fields. The simulations are performed using publicly available code GADGET-2\footnote{https://www.mpa-garching.mpg.de/gadget/} (Springel 2005). We have used a cubical box of length $L_{\mathrm{box}} = 200h^{-1}$ Mpc having 512$^3$ particles, thus giving a particle mass of $\approx 5.05h^{-1} \times 10^8 M_\odot$.
  \item Since the particle mass is larger than that of typical haloes which are expected to host the first stars, it is not possible to identify the haloes using any group-finder algorithm. Instead, we use the density field on a uniform grid and we apply the conditional mass function of Sheth & Tormen (2002) to populate the grid cells with haloes having mass larger than a specific value $M_{\mathrm{min}}$. Our method is based on the one described in Seehars et al. (2016), except that we tune the parameters of the ellipsoidal collapse barrier of Sheth & Tormen (2002) so as to match the halo mass function fitted to simulations (Jenkins et al. 2001). The halo mass function in each cell is then translated into a collapse mass fraction $f_{\mathrm{coll}}$, which would be a function of the parameter $M_{\mathrm{min}}$. This function is calculated and stored for each grid cell separately.
  \item Once we have the density field and $f_{\mathrm{coll}}$ for each cell, the ionization field can then be generated using a semi-numerical algorithm of Zahn et al. (2007); Choudhury et al. (2009) which requires $N_{\mathrm{ion}}$ as an additional parameter. This parameter can be interpreted as the number of ionizing photons in the IGM per collapsed baryon in haloes. The 21 cm brightness temperature is then obtained using the expression (Madau et al. 1997; Furlanetto et al. 2006)
\end{itemize}

\begin{equation}
\delta T_{\text{d}}(x) = 273 \mu T(1 + \delta_{\text{d}}(x)) \left( \frac{\Omega_k}{0.023} \right) \times \left( \frac{0.15 + \alpha}{\Omega_n h^2} \right) \frac{1}{10} \text{mK}
\end{equation}

This equation assumes that the $T_{\text{spec}} \gg T_{\text{CMR}}$. The semi-numerical scheme is very efficient in generating the brightness temperature distribution and hence is much suited for doing the MCMC model selection (Greig & Mesinger 2015).

\begin{itemize}
  \item The effects of peculiar velocities were then incorporated using the MM-RRM scheme of Mao et al. (2012).
\end{itemize}

The temperature maps, which now also include the effects of redshift space distortion (RSD), can then be used for further analysis. The RSD makes the observed cosmological signal anisotropic, thus the value of power spectrum computed within the EoR window will, in general, differ from its true estimate. We choose a fiducial reionization history which is equivalent to the “Very Late” history of Kulkarni et al. (2016) and thus is consistent with the CMBR and Ly$\alpha$
absorption data. The evolution of $\bar{\delta}_{\text{HI}}(z)$ for this history is shown in Figure 1. The fiducial values of the reionization parameters are $M_{\text{Min}} = 10^8 M_\odot$ (i.e., only atomic cooling is assumed to be efficient in haloes) and $N_{\text{ion}}$ chosen separately for each redshift such that it reproduce the desired $\bar{\delta}_{\text{HI}}(z)$ as in Figure 1.

3 CLUSTERING WEDGES FOR MODEL COMPARISON

As discussed in our earlier paper (Raut et al. 2018), the power spectrum measured in the EoR window can be estimated accurately using the formalism of clustering wedges. In this section, we briefly review the formalism.

The brightness temperature in the Fourier space is given by,

$$
\langle \delta T_b^2(k) \rangle = (2\pi)^3 \delta_V(k) \cdot P(k),
$$

where $\delta T_b^2(k)$ is the Fourier transform of $\delta T_b^2(x)$. We will be using the dimensionless power spectrum defined to be

$$
\Delta^2(k) = \frac{k^3 P(k)}{2\pi^2}.
$$

The spherically averaged power spectrum is obtained by averaging $\Delta^2(k)$ over all possible angles

$$
\Delta^2_0(k) = \frac{1}{2} \int_{-1}^{1} d\mu \Delta^2(k),
$$

where $\mu = k_\perp/k$ corresponds to the cosine of the angle that wavevector $k$ makes with the LOS direction. The other $k$-component, being perpendicular to the LOS direction, is denoted as $k_\perp$. The equation of line separating the Foreground dominated region from the EoR window is given by,

$$
k_\parallel \leq C k_\perp, \quad C = \sin\theta_{\text{FoV}} \frac{D_c(z) H(z)}{c(1+z)},
$$

where $D_c(z)$ is comoving distance to redshift $z$, $H(z)$ is the Hubble constant at redshift $z$ and $\theta_{\text{FoV}}$ the field of view in radians. In terms of variable $\mu$, the line is defined to be the one separating the two regions $1 \geq \mu \geq \mu_{\text{min}}$ and $-1 \leq \mu \leq -\mu_{\text{min}}$ where

$$
\mu_{\text{min}} = \frac{C}{\sqrt{1+C^2}}.
$$

The power spectrum measured in the window is thus

$$
\Delta^2_{0,\text{win}}(k) = \frac{1}{1-\mu_{\text{min}}} \int_{\mu_{\text{min}}}^{1} d\mu \Delta^2(k).
$$

The actual value of $\mu_{\text{min}}$ in an experiment will depend on various factors like the beam pattern of the interferometric elements and also the accuracy of the calibrating the same. In absence of these details for the SKA1-Low, we choose to work with a rather conservative value $\mu_{\text{min}} = 0.9$. This value of $\mu_{\text{min}}$ corresponds to a field of view very close to the horizon wedge $\theta_{\text{FoV}} = 90^\circ$ (Jensen et al. 2016) and hence would be valid even when there is significant foreground contamination from the side-lobes of the beam.

We show the evolution of the average power spectra for our fiducial reionization history, computed over the window and over the entire $k$-space, in Figure 2. As seen from the figure, the average power spectrum computed over the window differs from the average of power spectrum computed using the entire $k$-space. One can now use the earlier formalism to compute the power spectrum in the window to be

$$
\Delta^2_{0,\text{win}}(k) = \sum_{l \text{ even}} \Delta^2_l(k) \left[ \frac{1}{I-\mu_{\text{min}}} \int_{\mu_{\text{min}}}^{1} d\mu \mathcal{P}_l(\mu) \right]
$$

with,

$$
q_{\text{FoV}} = \int_{\mu_{\text{min}}}^{1} d\mu \mathcal{P}_0(\mu)
$$

In the linear (or quasi-linear) models of redshift space distortions, the only values of $l$ that contribute to the sum are 0, 2, 4 (Mao et al. 2012). In that case, one can write an explicit expression for the clustering wedge as

$$
\Delta^2_{0,\text{win}}(k) = \Delta^2_0(k) + \frac{1}{2} \mu_{\text{min}} (1 + \mu_{\text{min}}) \Delta^2_2(k)
$$

$$
+ \frac{1}{8} \mu_{\text{min}} (1 + \mu_{\text{min}}) \left( 5 \mu_{\text{min}} - 3 \right) \Delta^2_4(k).
$$

We found in our earlier paper (Raut et al. 2018) that the recovery of true monopole $\Delta^2_0(k)$, the one corresponding to the full $k$-space average, from the various multipole inside the window is noisier and less tractable. The model selection is expected to work better if one compares the apparent monopole, i.e., the one obtained in the EoR window. The main goal of this paper is to demonstrate that such a comparison can indeed give unbiased results with error-bars under control.
4 MCMC FORECASTING

This section outlines various components required for achieving EoR model selection from observations of the 21 cm power spectrum. The estimation of thermal noise and cosmic variance is discussed, which together determine the expected deviations in the power spectrum signal. We give an estimate of these two quantities for the case of SKA1-Low observations.

4.1 Thermal Noise

To estimate the deviation in power spectrum originating the thermal noise we assume a system temperature of \((\text{Thompson et al. 2017})\)

\[ T_{\text{sys}} = 60 \text{ K} \left( \frac{300 \text{ MHz}}{\nu} \right)^{2.55}, \]

where \(\nu = 1420\text{MHz}/(1+z)\) is the observation frequency. The estimation of thermal noise, per Fourier mode measured, is described in McQuinn et al. (2006); Parsons et al. (2012a). The relevant expression is

\[ \Delta^2_{\text{thermal}}(k) \approx X^2 Y \frac{k^3}{2\pi^2} \frac{\Omega}{2T_{\text{sys}}} \]

where \(k = (k^2 + k^2_{\perp})^{1/2}\) is magnitude of the Fourier mode, \(\Omega\) is field of view of each interferometric element, \(t\) is the integration time in seconds for the mode and \(X, Y\) are cosmology dependent factors which are given as

\[ X \approx 1.9 \frac{h^{-1}\text{Mpc}}{\text{arcmin}} \left( \frac{1+z}{10} \right)^{0.2}, \]

and

\[ Y \approx 11.5 \frac{h^{-1}\text{Mpc}}{\text{MHz}} \left( \frac{1+z}{10} \right)^{0.5} \left( \frac{\Omega_\text{obs} h^2}{0.15} \right)^{-0.5}. \]

The parallel and perpendicular components of \(k\)-vector are related to the baseline \(u = (u,v)\) and delay(\(\eta\)) and are given by (Morales & Hewitt 2004)

\[ k_\parallel = \frac{2\pi}{D_\ell(z)} u, \]

and

\[ k_\perp = \frac{2\pi H_0 v_2 1E(z)}{c(1+z)^2} \eta, \]

where we have already defined \(D_\ell(z)\) as the comoving distance to redshift \(z\) of observation. The quantity \(v_21 = 1420\text{MHz}\) is the rest frequency of 21 cm line and \(E(z) \equiv H(z)/H_0\).

Equation (12) gives the thermal noise for a mode \(k\) that is sampled for time \(t\). As the Earth rotates, baseline orientations with respect to the field of view change and thus \(k_\parallel\) corresponding to a particular baseline will also change. So a given \(k\)-mode can be sampled coherently only for a time \(t_{\text{per-mode}}\), the duration after which the baseline starts sampling a different \(k\)-mode which can have a different phase. Note that although the modes sampled before and after time \(t_{\text{per-mode}}\) would be close to each other in the \(u\)-plane, they would be carrying different phases. The estimate of \(t_{\text{per-mode}}\) is based upon the time required for winding of this phase by, say, \(\pi\)-radians (Taylor et al. 1999). Assuming that the measurements of same mode on different days can be added coherently, the total time for sampling the mode coherently can be given as \(t = t_{\text{per-mode}} t_{\text{days}}\).

Now for doing a comparison with theory, one would be using some sort of binning in \(k\)-space, and assuming that the binning is small enough, the thermal noise associated with a particular bin would depend on the thermal noise associated with the coherent measurement of the central mode of that bin and the total number of independent coherent measurements, \(N_{\text{per-bin}}\), that fall within that bin. Thus we can write

\[ \Delta^2_{\text{thermal}}(k) \approx X^2 Y \frac{k^3}{2\pi^2} \frac{\Omega}{2T_{\text{sys}}} t_{\text{days}} \left( N_{\text{per-bin}} \right)^{1/2}. \]

Now \(N_{\text{per-bin}}\) is approximately the number of times the central mode can be sampled per day times the number of different samples that belong to the same \(k = (k_\parallel, k_\perp)\) bin. The first number is \(t_{\text{per-day}}/t_{\text{per-mode}}\). The second number will be the number of \(u, \eta\) combinations that fall in the same \((k_\parallel, k_\perp)\)-bin, we call this quantity \(N(k_\parallel, k_\perp)\).

This approach of calculating the thermal noise closely follows the one of Parsons et al. (2012a) but we make the appropriate changes required for utilizing the sampling in the complete \(k_\parallel, k_\perp\) plane. The aim of Parsons et al. (2012a) was to get an estimate of thermal noise for an experiment like PAPER. Note that PAPER (see for example Ali et al. 2015) has predominantly short baselines which means that \(k_\parallel\) is small and much smaller than \(k_\perp\) and so \(k = \sqrt{k^2_\parallel + k^2_\perp} \approx k_\perp\). In this scenario, the sampling in the \(k_\parallel, k_\perp\) plane appears like a narrow strip with the long edge along the \(k_\perp\) direction. As \(k \approx k_\perp\), the number of modes available for estimating power spectrum for a particular \(k\)-value, the \(k_\parallel\) can be fixed to be \(k_\parallel \approx k_\perp\) can be allowed to be arbitrary. Thus, one can consider slices in \(k_\parallel, k_\perp\) plane which have fixed \(k_\parallel\) value and which extend all the way from \(k^{\text{min}}\) to \(k^{\text{max}}\).

A similar approach for estimating the thermal noise for different upcoming telescopes was performed in Kulkarni et al. (2016). Our aim is to estimate the noise inside EoR window and compare it to the noise in total \(k\)-space and in order to do so we would need to find the baseline distribution and compute how many of them lie within the EoR window and how many remain outside. Our final answer for the thermal noise for the entire \(k\)-space is not very different from the one of Kulkarni et al. (2016). Our way of calculating the noise could also be useful if one wants to combine various regions of \(k\)-space (e.g., the EoR window, the region between the horizon wedge and the FoV wedge and the region below the FoV wedge) properly.

The approach of Parsons et al. (2012a) accounted for the fact that the PAPER field of view is large, about \(\Omega = 0.76\pi\), and so for the large baselines, the rotation of Earth restricts sampling time per mode \(t_{\text{per-mode}}\) to a fairly short value which is roughly given by

\[ t_{\text{per-mode}} = t_{\text{obs}} \left( \frac{\Omega_0}{\Omega} \right)^{\frac{1}{2}} \left( \frac{20}{|u|} \right). \]

The sampling time \(t_{\text{obs}}\), corresponding to the baseline of length 20 wavelengths, was calculated to be about 13 minutes. One then has to add different samplings of the same baseline on a given day independently instead of coherently.

As the SKA field of view \(\Omega_{\text{FoV}} \approx 4.6 \times 10^{-3}\pi\) is relatively
smaller\(^4\) (at the frequency of observation corresponding to \(z = 9\) and corresponding to a station diameter \(d_{\text{station}} = 35\) m), the sampling time can be very large. But SKA baselines are also larger in lengths (as compared to PAPER baselines) and so these two factors would tend to have opposing effects. We have assumed an observation time of 6 hours per day and the number of days, \(t_{\text{days}}\), to be 120.

As our aim is to find thermal noise for all of \(k\)-space and not just the EoR window, we would have to compute the \(N(k_1, k_2)\) as a function of the two components of \(k\). We use the following procedure for computing \(N(k_1, k_2)\): First we obtain the actual baseline distribution calculated using antenna co-ordinates given on SKA-Telescope website\(^5\). We then assume that the observations are performed with phase centre pointed towards the zenith. This gives a \((u, v)\) distribution (Taylor et al. 1999) and hence number of modes as a function of \(k_1\) (Morales & Hewitt 2004). For the dependence on \(k_1\), we assume a bandwidth \(B\) of 10.9 and 8 MHz for redshifts of observation 7,8 and 9, respectively. These bandwidths correspond to redshift intervals, \(\Delta z\), of 0.45, 0.51 and 0.56 for redshifts 7,8 and 9 respectively. This choice is not strictly essential but it gives a similar comoving volume for the different redshifts and thus allows us to see the degradation in parameter estimation arising from the thermal noise. This choice also gives similar LOS extents \(\Delta k_2 \sim 150\text{Mpc}\) for the three redshifts. The choice of \(\Delta z \approx 0.5\) or \(\Delta k_2 \sim 150\text{Mpc}\) is also advisable as a larger redshift interval would introduce significant amount of lightcone effects (Datta et al. 2012, 2014), while a shorter range would degrade the parameter constraints. We have also assumed a channel width of 62.5 kHz which corresponds to a \(k_1\) of \(\approx 5\text{Mpc}^{-1}\) which is much larger than the \(k\)-values relevant for this work.

Once we have the distribution of baselines in the \((k_1, k_2)\) plane, we simply use concentric circles of \(k\)-values \((k = (k_1^2 + k_2^2)^{1/2})\) to estimate the number of modes that can be observed for a given magnitude-\(k\). For the case of EoR window, we simply ignore the modes that fall outside the range, \(\mu = [\mu_{\text{min}}, 1]\). We then estimate the thermal noise by using equation (17).

In Figure 3 we estimate the thermal noise for each \((k, \mu)\) bin and plot it assuming a bandwidth of 9MHz centred around the frequency corresponding to \(z = 8\). This is done by calculating the number of independent measurements in a given \((k, \mu)\) bin and using equation (17).

As seen from the figure, the thermal noise in the last \(\mu\)-bin, the one closest to \(k_1\) axis, is the least. This is expected as there are more short baselines as compared to long ones and the spacing along the \(k_1\) axis is uniform. Also, the longer baselines have shorter integration times as given by equation (18) and so samples corresponding to large baselines tend to get added independently (i.e., follow \(\approx t_{\text{int}}^{-1/2}\) dependence) rather than coherently (i.e. follow \(\approx t_{\text{int}}^{-1}\) dependence). Note that \(t_{\text{int}}\) is the total integration time, i.e., 720 hours in our fiducial case. In fact, the thermal noise inside the EoR window is lower by a factor of only \(\approx 1.5 - 2\) as compared to the thermal noise for the complete \(k\)-space result. Thus, even if one adopts foreground avoidance strategy and ignores the samples in the wedge completely, one does not necessarily end up compromising too much on noise characteristics. This observation will be important when we analyse the results of MCMC sampling in the next section.

\[\sigma^2_{\text{ThermalNoise}}(k, \mu) = \sigma^2_{\text{CosmicVariance}}(k, \mu) + \sigma^2_{\text{ThermalNoise}}(k, \mu)\]

4 http://astronomers.skatelescope.org/documents/SKA-TEL-SKO-DD-001-1_BaselineDesign1.pdf
5 http://astronomers.skatelescope.org/documents/SKA-TEL-SKO-0000422_02_SKA1_LowConfigurationCoordinates.pdf
volume as compared to the survey volume\textsuperscript{6}, we also compute the square root of the ratio of the two volumes, which is approximately equal to 1.4, 1.8 and 2.2 for the redshifts $z = 7, 8$ and 9 respectively.

To get an understanding of the dependence of total standard deviation on various contributing factors, we plot it for different integration times (Figure 5) and for different FoV sizes (Figure 6) for the three redshifts as a function of mode $k$. As seen from Figures 5 and 6, the signal stays above the net standard deviation for most of the cases for $k \lesssim 1.0\text{Mpc}^{-1}$. It is also seen that the thermal noise is much larger than the cosmic variance for most of the $k$-modes belonging to the range $0.1\text{Mpc}^{-1} \lesssim k \lesssim 1.0\text{Mpc}^{-1}$. It is also evident that to make sensitive observations at higher redshifts, say $z = 9$, one should not decrease the integration time significantly or increase the field of view to a much larger value. Both the actions would drive the thermal noise towards the signal and make parameter estimation fairly difficult. However, if one tries to compensate for this by increasing the bandwidth of the observation, the estimation of cosmological signal would tend to degrade. This will happen because at these redshifts the EoR signal is expected to change fairly rapidly (for our fiducial reionization model) and hence if one tries to sample it from a larger redshift range it will tend to get more and more affected by light-cone effects.

In Figure 4 we plot the total standard deviation in the EoR window for different integration times for the three redshifts as a function of mode $k$. The lowest two $k$-modes that were shown in the Figure 5 are excluded in this figure as the clustering wedges are not able to give good estimates of power spectrum in the window for these two modes. This happens as there are not sufficient samples available to estimate the quadrupole and hexadecapole accurately at such a low values of $k$. As seen from the figure, the thermal noise is larger in this case, but so is the signal. The separation of the curves for net standard deviation and the power spectrum seem to have gone up maximally for the case of $z = 9$. This means that use of only the mean values of power spectrum can possibly even yield better constraints if one uses the EoR window. We would discuss this point further in the next section.

### 5 VALIDATION OF THE MODEL SELECTION PROCEDURE USING CLUSTERING WEDGES

Given that we have the formalisms for estimating the signal and noise in place, we can apply the appropriate statistical analysis tools to validate the model selection using clustering wedges. We use widely applied Fortran code cosmomc\textsuperscript{7} (Lewis & Bridle 2002) for performing MCMC sampling and python package getdist\textsuperscript{8} for analysing the sampled chains and generating the contour plots. As mentioned earlier, we first perform an $N$-body simulation and then smooth the density distributions on a fairly coarse grid to obtain the overdensity field. This can be used to generate a halo catalogue (or equivalently a distribution of $f_{\text{coll}}$). This is performed for various redshifts and the halo mass distribution in each cell is stored as a function of the minimum halo mass, $M_{\text{min}}$. The 21 cm brightness temperature distribution for each redshift can then be generated using the overdensity field and $f_{\text{coll}}$ field for various values of parameters, $M_{\text{min}}$ and $N_{\text{on}}$. The power spectrum $\Delta^2(k)$ of the HI signal and the corresponding Legendre moments can then be calculated for various combinations of parameters as required by cosmomc. The standard deviations in the power spectrum values were estimated by methodology described in the previous section. The likelihood $\mathcal{L}$ would be com-

\textsuperscript{6} The survey volume is given by $D_{\text{LOS}}^3 \times A_{\text{c}}$, where $D_{\text{LOS}}^3$ is the LOS extent corresponding to the bandwidth and $A_{\text{c}} = \Omega_{\text{sky}} \times D_{\text{c}}(z)^2$ is the comoving area. For the SKA specifications, we find the volume to be $\approx (330\text{Mpc})^3$, $(360\text{Mpc})^3$ and $(385\text{Mpc})^3$ for $z = 7.8$ and 9 respectively.

\textsuperscript{7} https://cosmologist.info/cosmomc/

\textsuperscript{8} https://github.com/cmbnt/getdist
put through the expression:

$$- \ln \mathcal{L} = - \frac{1}{2} \sum_i \left( \frac{\Delta^2_0(k_i)^{\text{fid}} - \Delta^2_0(k_i)^{\text{model}}}{\sigma^2_0(k_i)} \right)^2.$$  \hspace{1cm} (21)

In case of doing model comparison in the EoR window, both the power spectra and standard deviations were calculated using clustering wedges

$$- \ln \mathcal{L} = - \frac{1}{2} \sum_i \left( \frac{\Delta^2_0(k_i)^{\text{model}} - \Delta^2_0(k_i)^{\text{fid}}}{2\sigma^2_0(k_i)} \right)^2.$$  \hspace{1cm} (22)

For full k-space, we perform the comparison using eight k-modes (equispaced in log $k$) ranging from about 0.06 Mpc$^{-1}$ to 0.9 Mpc$^{-1}$ and for the EoR window, we perform the comparison using 6 k-modes (again equispaced in log $k$) ranging from about 0.12 Mpc$^{-1}$ to 0.9 Mpc$^{-1}$. The very small k modes cannot be included while working in the EoR window as they need accurate computation of higher order multipoles which is not possible for those k values.

| Redshift | $\log_{10} M_{\text{min}}(M_\odot)$ | $N_{\text{bin}}$ | $x_{\text{HI}}$ | B (MHz) | $\Delta z$ |
|----------|---------------------------------|-----------------|----------------|--------|----------|
| z=7      | 8.0                             | 6.12            | 0.42           | 10     | 0.45     |
| z=8      | 8.0                             | 6.22            | 0.595          | 9      | 0.51     |
| z=9      | 8.0                             | 6.52            | 0.728          | 8      | 0.56     |

The fiducial power spectrum is calculated for a set of input parameters as given in the table 1, where we also quote the corresponding neutral hydrogen fractions. As mentioned earlier, the parameter values are chosen so as to match the fiducial reionization history of Figure 1.

To demonstrate that the clustering wedges can give unbiased estimates of parameters, we perform the MCMC sampling using the true power spectrum monopole as well as using clustering wedges and then compare the results. We treat
$M_{\text{min}}$ and $\bar{x}_{\text{HI}}$ as the free parameters. These two parameters are equivalent to the parameters $T_{\text{vir}}$ (the minimum virial temperature of haloes that can form stars) and $N_{\text{ion}}$ used by Greig & Mesinger (2015). The three different panels in the Figure 7 correspond to the MCMC results for three different redshifts mentioned in the table. Each panel of the figure has 3 sets of contours: (i) The red contours correspond to the case of comparing full k-space power spectra for parameter models with full k-space power spectrum of the fiducial model, which would be the case where one has access to the full k-space while doing the observations. (ii) The green contours correspond to the comparison of full k-space power spectra for parameter models with the partial k-space power spectrum of the fiducial model, which is equivalent to the case where the data is available only in the EoR window but the theoretical calculations are performed in the full k-space. (iii) The blue contours correspond to the case of comparing the clustering wedges of parameter models with the partial k-space power spectrum of the fiducial model, which is simply equivalent to working only in the EoR window. The contours are shown for 1-$\sigma$ and 2-$\sigma$ confidence levels.

As we can see in Figure 7, the full k-space analysis, as expected, recovers the input fiducial values with reasonably high accuracy (red contours). However, as can be seen from the contours, the predictions are also degenerate. The origin of degeneracy is explained towards the end of this section.

However, the comparison of complete k-space power spectrum with partial one (green contours) predicts parameter values which are off from the input values by several standard deviations. The $\bar{x}_{\text{HI}}$ mean values are off by about 12, 11 and 7 $\sigma$ while the $M_{\text{min}}$ mean values are off by about 4.5, 12 and 9 $\sigma$ from the fiducial values for the top, middle and bottom panels respectively. This is simply the wedge bias manifested in terms of the EoR parameters.

The analysis using clustering wedges (blue contours) removes the wedge bias and the predictions are consistent with the input values. The parameter constraints obtained using clustering wedges are poorer for $z = 7$ and $z = 8$ case when compared to the full k-space, as is evident from the area of the contours. This is because the thermal noise is larger when working only in the EoR without any significant increment in the power spectrum amplitudes. The clustering wedges, although, do seem to reduce the extent of degeneracy that seems to be there between the two parameters and hence the errors on the individual parameters are similar to that in the case of the full k-space.

One can see from the bottom panel of Figure 7 that the clustering wedges constraints are better compared to the complete k-space result for redshift $z = 9$. The reason behind this is that, at high redshifts, the cross-correlation of baryonic and HI density fluctuations is positive which leads to a larger quadrupole of the 21 cm fluctuations. This, in turn, leads the power spectrum measured in the window to be boosted up. One can see from Figures 5 and 4 that the ratio of the power spectrum to its net standard deviation at $z = 9$ is larger for the EoR window than that for the full k-space.

To confirm our point of getting comparable constraints using clustering wedges due to the enhancement of the signal, we do more analysis, this time for the same redshift but for a different mean neutral hydrogen fraction. We choose the middle redshift box ($z = 8$) and change the fiducial model

![Figure 7](image-url)

**Figure 7.** 1$\sigma$ and 2$\sigma$ parameter constraints arising from the MCMC model selection procedure. The results are given for three different redshifts and for three possible ways of doing the analysis. The contour and parameter estimates are matched in color. Black lines give the fiducial values of the parameters.
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to be one having higher and lower mean neutral hydrogen fractions. These fractions were chosen to match to the ones corresponding to the other two analysed redshifts. The results are as depicted in Fig 8. As seen from the left plots of Figure 8, the parameter constraints degrade (as seen from the significant increase in the contour areas) with the use of clustering wedges and the behaviour is similar to the one corresponding to the lower redshift box. On the other hand, for the higher mean neutral hydrogen fraction, the constraints get better (as seen from the decrease in the contour areas) and behaviour becomes similar to the one for higher redshift box.

We end this section by commenting on the degeneracies in the parameter constraints in our analysis. We find that the parameters constraints are highly degenerate when using the true monopole in the full $k$-space while the degeneracy is less when we use the clustering wedges in the EoR window. For the scales of interest, the monopole of the power spectrum is dominated by the contribution from fluctuations in the ionization field. For a given $M_{\text{min}}$, these fluctuations decrease with increasing $\bar{x}_{\text{HI}}$ for $\bar{x}_{\text{HI}} \gtrsim 0.4$. On the other hand, for a fixed $\bar{x}_{\text{HI}}$, the ionization fluctuations increase with increasing $M_{\text{min}}$ as the field is sourced by massive and rare haloes. This leads to a positive correlation between $M_{\text{min}}$ and $\bar{x}_{\text{HI}}$ in our analysis. A similar degenerate behaviour for entire $k$-space analysis is also seen in the earlier works of Greig & Mesinger (2015) and Pober et al. (2014). The details of the reionization model used there is somewhat different from ours, however, their model parameters are similar to the ones used in this paper.

Restricting the analysis to the EoR window effectively mixes the higher order multipoles to the monopole. In fact, a quadrupole contribution $q_{\text{HI}} A^2_{\text{HI}}(k)$ is added to the monopole term along with the hexadecapole contribution $q_{\text{HI}} A^4_{\text{HI}}(k)$. The hexadecapole term is mostly determined by the underlying matter fluctuations which is independent of the EoR parameters, hence it does not affect the parameter degeneracies. The quadrupole term, on the other hand, is dominated by the cross-correlation between the HI and baryonic density fields. In the inside-out models of reionization where high density regions are ionized first, the cross-correlation decreases with decreasing $\bar{x}_{\text{HI}}$. For a fixed $\bar{x}_{\text{HI}}$, increasing $M_{\text{min}}$ leads to ionization field characterized by larger bubbles and hence the correlation between the HI and baryonic field decreases. Thus the nature of degeneracy between the two parameters is opposite in the case of the quadrupole to that in the case of the monopole. These two opposite effects lead to degradation in the degenerate behaviour between the parameters.

We thus see that there is a generic degradation in the parameter constraints when working only in the EoR window as compared to the full $k$-space, which is somewhat compensated by the breaking of degeneracies in the parameter constraints.

6 COMPARING FOREGROUND AVOIDANCE WITH FOREGROUND MODELLING

The discussion in this paper has so far been concentrated on testing whether clustering wedges can yield faithful and reasonable parameter constraints. It is interesting to examine how the foreground subtraction/removal method compares with the avoidance technique. A detailed comparison of the two approaches can also be found in Chapman et al. (2014) where they perform an advanced Generalized Morphological Component Analysis (GMCA). In this approach one tries to utilize the smooth spectral nature of the foregrounds to find a suitable basis so as to fit them with very few components. They find that the foreground removal works better for the case of LOFAR, however, for the case of SKA, the foreground removal seems to underestimate the signal component by overfitting for the foreground part.

In this section, we will briefly try to compare the approach of foreground avoidance which relies on using clustering wedges with the approach of foreground modelling where one has access to entire $k$-space. This comparison can only be approximate as the deviation in power spectrum due to foreground residuals cannot be said to have been perfectly understood yet. This deviation may not only depend
on the telescope properties, but also on the understanding and modelling of the processes that give rise to the various types of foregrounds. Here we adopt estimates of the residual power spectrum for SKA1 observations given by Bonaldi & Brown (2015) where they use the correlated component analysis (CCA) method for estimating the foreground contamination and filter out the 21 cm signal from the simulated temperature maps. The level of foreground residuals obtained using their method depend on the actual model used, however, we find that the residuals are about 10% of the cosmological signal for $z \approx 8$. In absence of a full understanding of how to subtract out the foregrounds, we use this approximate value as an estimate of foregrounds in our analysis. For model comparison we thus assume additional contribution coming from foregrounds as

$$\sigma_{\Delta_0(k)}^{\text{Foregrounds}} \approx 0.1 \times \Delta_0^2(k)$$

and add this quantity to earlier expression of standard deviation

$$\sigma_{\Delta_0(k)}^2 = \sigma_{\Delta_0(k)}^2,\text{CosmicVariance} + \sigma_{\Delta_0(k)}^2,\text{ThermalNoise} + \sigma_{\Delta_0(k)}^2,\text{Foregrounds}$$

The results of model selection using this likelihood are as depicted in Figure 9. As seen from Figure 9, the areas of the parameter contours are smaller for the foreground modelling case than the avoidance. However, the parameters are highly degenerate in the foreground modelling case which is expected from our earlier discussions. Because of this degeneracy, the constraints on the individual parameters turn out to be worse when we attempt to model and subtract the foreground. Interestingly, the constraints obtained using the foreground modelling approach are comparable to the ones obtained by Greig & Mesinger (2015), where they get $\sigma_{\Delta_0}$ to be of about 0.01 and 0.04 (for redshift 8) for zero and 25% EoR modelling uncertainties scenarios respectively with a total integration time of 1000 Hours.

We should reiterate that the model we use for foreground residuals is probably too simplistic, and it is possible that the errors estimated by us could be reduced with better analysis. One can still conclude that using the clustering wedges help breaking the degeneracy in the two parameters and thus obtain error-bars that are competitive. One possible approach to further improve the constraints could be to combine the two approaches which we defer for the future.

7 SUMMARY AND DISCUSSION

The presence of very large astrophysical foregrounds makes the extraction of 21 cm signal from the Epoch of Reionization a very challenging endeavour. An appropriate interpretation of the signal, achieved through foreground avoidance approach, on the other hand, does require a careful analysis using Legendre polynomials. A framework of model selection that does not get biased due to the presence of foreground wedge structure is essential for developing a faithful understanding of various astrophysical parameters. In this paper, we build upon our previous understanding (Raut et al. 2018) to examine whether the use of clustering wedges can provide reliable and unbiased parameter constraints in the EoR. We make use of semi-numerical simulations and couple them with MCMC-based statistical methods to obtain the parameter constraints. We also model the thermal noise carefully by taking into consideration the proposed baseline distribution of the SKA1-Low. We concentrate on the spherically averaged power spectrum, or the monopole, while computing the likelihood for the MCMC analysis.

We find that the constraints obtained on individual EoR parameters $\bar{x}_{HI}$ and $M_{min}$ using the clustering wedges are comparable to the constraints obtained using the knowledge of all the Fourier modes. The main reason for getting comparable results (in spite to having access to a limited number of $k$-modes) is the anisotropic nature of thermal noise in the $k_\perp-k_\parallel$ space. Essentially the excess in the number of modes with short baselines, which also possess larger sampling times, renders the determination of corresponding power spectrum more robust.

The clustering wedges also help in breaking the degeneracy between $\bar{x}_{HI}$ and $M_{min}$ which is present in the case of using all $k$-modes. This is because the partial $k$-space coverage leads to mixing of the higher order multipoles (i.e., the quadrupole and the hexadecapole) with the monopole term. The dependence of the quadrupole on the $\bar{x}_{HI}$, in fact, is opposite to that for the monopole, which helps in lifting the degeneracy.

There are various possible extensions of our work. Note that because of the anisotropic nature of both signal and thermal noise, the parameter estimation procedure for the real data should be done more carefully. The optimal sampling which can yield the best possible constraints needs to be designed in such a way that, while giving a better signal to noise ratio, no compromise is made on obtaining the true value of the signal. A possible way to address this issue could be to use the combined knowledge of the first three even multipoles and use a weighting scheme that preserves evaluation of all them simultaneously. We plan to take up this question in the future.

We have also assumed in this paper that the foregrounds are completely absent in the EoR window, which is probably a oversimplification (Pober et al. 2013). It would be inter-
testing to include these complications into our analysis and see if the parameter degeneracies get modified.
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