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A number of research groups have been investigating the use of dedicated breast computerized tomography (CT). Preliminary results have been encouraging, suggesting an improved visualization of masses on breast CT as compared to conventional mammography. Nonetheless, there are many challenges to overcome before breast CT can become a routine clinical reality. One potential improvement over current breast CT prototypes would be the use of photon counting detectors with cadmium zinc telluride (CZT) (or CdTe) semiconductor material. These detectors can operate at room temperature and provide high detection efficiency and the capability of multi-energy imaging; however, one factor in particular that limits image quality is the emission of characteristic x-rays. In this study, the degradative effects of characteristic x-rays are examined when using a CZT detector under breast CT operating conditions. Monte Carlo simulation software was used to evaluate the effect of characteristic x-rays and the detector element size on spatial and spectral resolution for a CZT detector used under breast CT operating conditions. In particular, lower kVp spectra and thinner CZT thicknesses were studied than that typically used with CZT based conventional CT detectors. In addition, the effect of characteristic x-rays on the accuracy of material decomposition in spectral CT imaging was explored. It was observed that when imaging with 50-60 kVp spectra, the x-ray transmission through CZT was very low for all detector thicknesses studied (0.5–3.0 mm), thus retaining dose efficiency. As expected, characteristic x-ray escape from the detector element of x-ray interaction increased with decreasing detector element size, approaching a 50% escape fraction for a 100 µm size detector element. The detector point spread function was observed to have only minor degradation with detector element size greater than 200 µm and lower kV settings. Characteristic x-rays produced increasing distortion in the spectral response with decreasing detector element size. If not corrected for, this caused a large bias in estimating tissue density parameters for material decomposition. It was also observed that degradation of the spectral response due to characteristic x-rays caused worsening precision in the estimation of tissue density parameters. It was observed that characteristic x-rays do cause some degradation in the spatial and spectral resolution of thin CZT detectors operating under breast CT conditions. These degradations should be manageable with careful selection of the detector element size. Even with the observed spectral distortion from characteristic x-rays, it is still possible to correctly estimate tissue parameters for material decomposition using spectral CT if accurate modeling is used. © 2013 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution 3.0 Unported License. [http://dx.doi.org/10.1063/1.4821342]

I. INTRODUCTION

In an effort to improve the early stage detection and diagnosis of breast cancer, a number of research groups have been investigating the use of x-ray computerized tomography (CT) systems dedicated for use in imaging the breast.¹⁻⁷ Preliminary results suggest that dedicated breast CT systems can provide improved visualization of 3D breast tissue with similar radiation dose as compared to conventional mammography.⁸⁻⁹ However, current breast CT prototypes¹⁰,¹¹ have limitations resulting in less than desirable spatial resolution, lesion contrast, and signal-to-noise (SNR) ratio.

We are investigating dedicated CT imaging of the breast using a direct conversion semiconductor detector that will operate in photon counting mode. For over a century now, clinical x-ray imaging detectors have operated in energy integrating mode, whereby images are formed by integrating x-ray events over a finite acquisition time. For a number of reasons, the performance of energy integrating detectors is sub-optimal for use in CT imaging of the breast. It is expected that the next generation of x-ray detectors for digital radiography and CT will have the capability of counting individually measured photons and recording their energy. Unlike x-ray detectors operating in an energy integrating mode, photon counting detectors can record and analyze each individual x-ray interacting within the detector. However, due to the high count rate typically present in x-ray CT (i.e., hundreds of millions of x-rays/s/mm²), it has historically been impossible to operate CT detectors in a photon counting mode. Due to recent technological improvements in x-ray detectors and associated electronics, it is now becoming feasible for photon counting detectors to be used for CT applications with lower x-ray fluence requirements. Given that the dose to the breast is typically constrained to
approximately that of the dose given for mammography, one of these applications is CT breast imaging. It is estimated that the maximum flux in breast CT would be in the range of 50–150 million x-rays per mm per second.

Using direct conversion photon counting detectors for breast CT promises to provide a number of advantages over current prototypes including (1) improved spatial resolution which is critical both for detection of microcalcifications, as well as for accurately visualizing tumor borders,12 (2) improved tumor contrast,13 (3) reduction of detector electronic noise, (4) reduction of Swank noise,14 (5) reduction of image lag and ghosting effects, (6) increased dynamic range, (7) improved SNR through x-ray energy weighting,15–19 and (8) the potential for using single exposure, multiple-energy imaging to improve quantitative accuracy for contrast-enhanced CT breast imaging.20

The development of a semiconductor based photon counting detector for breast CT is very challenging with a number of factors contributing to the degradation of image quality including characteristic x-rays,21 trapping, and spreading of charge as it propagates to the detector elements,22–25 pulse-pileup,26,27 and inhomogeneity in response between detector elements among others. Of these factors, the degradation of characteristic x-rays is an inherent phenomena in cadmium zinc telluride (CZT) that will always be present and cannot be reduced regardless of detector operating parameters (e.g., charge sharing can be reduced with increased bias voltage, pulse pileup can be reduced by lower the input flux etc.). For this reason, this study focuses on the degradation in image quality due to characteristic x-rays.

Silicon based photon counting detectors have been implemented in mammography,28 whole-body CT,29 and breast CT.30 Silicon has some beneficial properties for breast CT and is insensitive to characteristic x-ray emission. However, one possible problem with silicon is a relatively low stopping power. Two promising semiconductor materials that are being studied for breast CT are cadmium telluride (CdTe) and CZT.6,17,31–34 An interacting x-ray can produce secondary characteristic x-rays (x-ray fluorescence) with energy equivalent to the binding energies characteristic of the Cd and Te atoms. As discussed below, these characteristic x-rays can exit the semiconductor material or be re-absorbed at a misplaced location resulting in loss of spatial and energy resolution, as well as double counting of the incident x-ray. One design approach for reducing the effects of charge-sharing and characteristic x-ray reabsorption, as well as for increasing count capability is to reduce detector thickness. In addition to reduced charge trapping and spreading, a thinner detector has a number of additional benefits including reduced polarization effects, as well as a shorter electron-hole collection time, allowing for a shorter pulse.35 Detector polarization occurs at high flux when the buildup of charge within the semiconductor becomes excessive, thereby collapsing the electric field. Bale and Szeles36 have provided an extensive theoretical discussion of detector polarization and have shown that the maximum sustainable flux (i.e., critical flux) is inversely dependent on detector thickness. Thus, there is strong motivation for reducing the CZT detector thickness. Previous studies21,37 have examined the effect of characteristic x-rays produced with CZT detectors of thickness 2–3 mm and kVp settings more indicative of general CT. However, breast CT typically uses lower x-ray energies than conventional CT, thus allowing the use of a thinner CZT detector without the penalty of reduced quantum efficiency. In this study, Monte Carlo simulation software is used to evaluate the effect of characteristic x-rays on spatial and spectral resolution for a CZT detector used under breast CT operating conditions. Charge sharing is not modeled, so some of the results presented here can be interpreted as an ideal upper bound on performance. Performance with typical breast CT kV spectra of 40–60 kV (Refs. 38–40) and varying CZT thicknesses (0.5–3.0 mm) are evaluated.

II. METHODS

A direct conversion, two-dimensional (2D) CZT detector operating in pulse mode was simulated. The CZT crystal was modeled with weight fractions of Cd, Te, and Zn of 40%, 55%, and 5%, respectively. Characteristic x-rays of interest can be emitted when incident x-rays interact with Cd or Te atoms, whereas interaction with the Zn atom has low probability. The average K-edge characteristic x-ray energy emitted from Cd and Te are 23.4 keV and 27.5 keV, respectively. The resulting characteristic x-rays can traverse some distance and thus can be recorded in neighboring detector elements. Figure 1 shows a number of possible outcomes for x-rays incident on the detector; (1) x-ray transmission through the CZT detector, (2) escape of characteristic x-rays into neighboring detector elements (i.e., side escape), (3) escape of characteristic x-rays out the front (towards readout electronics, referred to as front escape) or back (towards entrance, referred to as back escape), or (4) re-absorption of characteristic x-rays produced nearby and yet recorded in a detector element some distance away from the primary x-ray interaction. It should be noted that for the point spread function (PSF) studies described below, the x-ray beam was solely directed at the central detector element.
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A. Monte Carlo simulation

The general purpose Penelope Monte Carlo simulation software\textsuperscript{41} was used to model a parallel x-ray beam incident on a monolithic CZT crystal. CZT of varying thicknesses were simulated including 500 $\mu$m, 750 $\mu$m, 1 mm, 2 mm, and 3 mm. If not specified in the simulations discussed below, the default CZT thickness was 750 $\mu$m. An ideal pixelized detector was modeled using square detector elements of size either $0.1 \times 0.1$ mm$^2$, $0.2 \times 0.2$ mm$^2$, or $0.3 \times 0.3$ mm$^2$. In each simulation, the incident x-ray beam was uniformly directed normal to the detector in one of two ways: (1) over multiple detector elements or (2) at a central detector element for evaluation of the sampled point spread function (i.e., a rect function defined by the detector element size). In the latter case, neighboring detector elements were not irradiated. In all cases, the x-ray beam entered into the detector perpendicular to the detector face (it is assumed that the x-ray detector is curved so that the parallax effect will be minimized).

The Penelope code tracked all primary and characteristic x-rays (from both Cd and Te atoms) and the (x,y,z) position and energy deposited at each interaction was recorded. Electrons were not tracked. The primary x-ray interaction in the CZT over energies used for breast CT is the photoelectric effect (over 90% probable for energies up to 80 keV). The simulations assumed that no charge sharing occurred, and that each x-ray interaction contributed only to the detector element directly beneath it (i.e., electron-hole pairs migrate directly up and down from the x-ray absorption location). Simulations were conducted by tracking 100,000 x-ray histories at 1 keV intervals from 15 to 80 keV. To create simulated data for various x-ray spectra, the tungsten anode spectral model (TASMIP)\textsuperscript{42} was used to generate normalized 50, 60, 70, and 80 kV spectra at 1 keV intervals. These normalized TASMIP x-ray spectra were then weighted by the Monte Carlo simulation results at each 1 keV interval to generate simulations for each spectra. In addition, some experiments were performed using a realistic breast CT spectrum that was obtained by modeling x-ray transmission through a 14 cm cylinder of breast tissue composed of 50% fibroglandular tissue and 50% adipose tissue. To evaluate the attenuation resulting with varying thickness of CZT, the percentage x-ray transmission without interaction was computed.

B. Spatial resolution

To evaluate spatial resolution, a uniform x-ray fluence was directed towards the central detector element and x-ray interactions were recorded in the central detector element, as well as in neighboring detector elements. Three ideal detector element sizes were studied: $0.1 \times 0.1$ mm$^2$, $0.2 \times 0.2$ mm$^2$, and $0.3 \times 0.3$ mm$^2$. For most studies performed herein, all events were assumed to be recorded in the same energy bin; however, one case with binning into three energy bins was also studied.

C. Spectral resolution

To evaluate spectral resolution, the joint probability density function $\hat{h}(E, E')$ was generated where $E$ represents the incoming x-ray energy and $E'$ represents the output x-ray energy measured by the detector. This function will be referred to herein as the energy response function. To simulate the energy response function, the incident x-ray flux was uniformly distributed over the entire detector; however, only the energy deposited within a central reference detector element was recorded. This energy deposited in the central reference detector element includes energy remaining after characteristic x-ray escape, as well as from re-absorption of characteristic x-rays generated from nearby locations. The energy response function is especially insightful for evaluating the effective spectrum in each energy bin for use in multi-energy imaging.

D. Effect of spectral resolution on accuracy of material decomposition

A common technique for material quantification with spectral CT involves parameterizing both the spatial and energy dependence of the object attenuation coefficient to be estimated.\textsuperscript{43,44} Here, we represent the unknown object attenuation coefficient using basis functions describing the mass attenuation coefficient of adipose tissue, fibroglandular tissue, and iodine

$$\mu(E, \vec{x}) = a_1(\vec{x})f_{\text{adi}}(E) + a_2(\vec{x})f_{\text{fgl}}(E) + a_3(\vec{x})f_{\text{iiod}}(E),$$

where $a_1(\vec{x}), a_2(\vec{x}), a_3(\vec{x})$ and $f_{\text{adi}}(E), f_{\text{fgl}}(E), f_{\text{iiod}}(E)$ represent local density and mass attenuation coefficient for adipose tissue, fibroglandular tissue and iodine, respectively. Given this object parameterization, the expected value of the measurement $\hat{\lambda}$ in energy bin i at a specific detector element can be expressed as

$$\hat{\lambda}_i(A_1, A_2, A_3) = \int_0^\infty B_i(E)I_0(E)D(E)\exp\left(-\sum_{j=1}^3 f_j(E)A_j\right)dE,$$

where the subscript i = 1, 2, 3 refers to one of three energy bins, $I_0(E)$ is the blank scan energy spectra, $D(E)$ represents the energy dependent quantum efficiency of CZT, the bin sensitivity function $B_i(E)$ can be expressed as

![FIG. 2. Object geometry used for evaluating material decomposition.](image-url)
\[ B_i(E) = \int_{\tau_{i-1}}^{\tau_i} h(E, E') \, dE', \tag{3} \]

and

\[ A_j = \int a_j(\vec{x}) \, dl, \quad j = 1, 2, 3. \tag{4} \]

In Eq. (3), \( \{\tau_i\} \) are the threshold energies defining energy bins. To solve for the \( A_j \)'s, parameter estimation methods can be used.\(^{43,44}\) Here, we use the maximum-likelihood method because it is an unbiased and efficient estimator for data exhibiting a Poisson distribution. Under an assumption that the number of photons recorded in each energy bin form a set of independent Poisson random variables denoted by \( g_i, \ i = 1, 2, 3 \), then the negative log-likelihood \( L \) becomes

\[
L(g_1, g_2, g_3 | A_j) = -\ln[P(g_1, g_2, g_3 | \lambda_1(A_j), \lambda_2(A_j), \lambda_3(A_j))] \\
= \sum_{i=1}^{N} [\lambda_1(A_j) - \ln g_i + \ln \lambda_i(A_j)] \\
\cong \sum_{i=1}^{N} [\lambda_1(A_j) - g_i \ln \lambda_i(A_j)]. \tag{5}
\]

By minimizing the above log-likelihood function, the maximum likelihood estimates \( A_j^{ML} \) can be obtained for each tissue type. The minimization can be performed using a number of different numerical algorithms, here we use the simplex method of Nelder and Mead.\(^{45}\) Once the \( A_j^{ML} \) estimates are obtained, reconstructed basis images for each tissue type can be obtained by using filtered backprojection.

1. **Effect of spectral resolution on the accuracy of material quantification**

To explore how the degradation in spectral resolution from characteristic x-rays might affect the accuracy of material quantification in breast CT, we conducted a simple simulation study. A digital phantom was generated consisting of a small 6 mm sphere with a mixture of 997.5 mg/l of fibroglandular tissue and 2.5 mg/l of iodine solution embedded in a 12 cm diameter circular phantom of breast adipose tissue.
(see Fig. 2). The 6 mm sphere was positioned 4 cm from the center of the circle. Equation (4) was evaluated using Siddon’s ray-tracing method,46 and the $A_j$ line integrals for each tissue type were computed for each detector element. This line integral passed from the x-ray source to the detector element through the center of the 6 mm iodine sphere. Using Eq. (2), the mean number of detected photons was computed for three energy bins of 20–33 keV, 34–45 keV, and 46–60 keV. A 60 kV x-ray spectrum was modeled using the TASMIP developed by Boone et al.,42 and the x-ray fluence of this spectrum was scaled using previously determined Monte Carlo based normalized glandular dose coefficients47 to provide a 10 mGy mean glandular dose to the breast-like phantom over 360 projection angles. The energy dependent linear attenuation coefficients of the adipose and fibroglandular tissue were modeled based on the previous experimental tissue measurements by Johns and Yaffe,48 and the coefficients for iodine were taken from the NIST website.49 An ensemble of 1000 noisy measurements ($g_i$) was produced by selecting a random deviate from a Poisson distribution with mean of $\lambda_i$. The maximum-likelihood algorithm was then applied using the simplex method, and 1000 estimates of $A_j^{ML}$ for each tissue type were computed.

### III. RESULTS

#### A. Attenuation properties of CZT

Figure 3 shows the probability of mono-energetic x-rays passing without interaction through a CZT detector of various thicknesses ranging from 0.5 mm to 3.0 mm. For typical breast CT x-ray energies (i.e., less than 60 keV), it is observed that the probability of x-ray transmission is less than 15% for all the CZT thicknesses studied. Table I shows transmission fractions for varying x-ray spectra of 50, 60, 70, and 80 kVp modeled with a tungsten anode x-ray tube using 2 mm Al filtering. These spectra have also been modeled as passing through a 14 cm diameter breast of composition 50% adipose tissue and 50% fibroglandular tissue. It is observed from Table I that the probability of x-ray transmission is less than 10% for all spectra and thicknesses studied.

#### B. Characteristic X-ray escape

Figure 4 shows the fraction of all characteristic x-rays produced that escape out towards the back (i.e., towards the x-ray entrance) of the detector, as well as towards the front of the detector (i.e., where the read-out electronics are located).

| Front escape | 0.5 mm | 0.75 mm | 1.0 mm |
|--------------|--------|---------|--------|
| 50 kV        | 0.4%   | 0.1%    | 0.0%   |
| 60 kV        | 0.8%   | 0.1%    | 0.0%   |
| 70 kV        | 1.1%   | 0.3%    | 0.1%   |
| 80 kV        | 1.5%   | 0.3%    | 0.2%   |

Shown are results for three different values of detector thickness, 0.5 mm, 0.75 mm, and 1.0 mm. From Fig. 4(a), it is observed that the back escape fraction increases slightly at low energy and then decreases with increasing energy. The back escape fraction can be as high as 0.22 at lower energies. There was little variation in back escape fraction observed with changes in detector thickness. The front escape fraction was observed to be low at all thicknesses with a maximum value of less than 0.04; however, a relatively large change in front escape fraction was observed with varying CZT thickness (see Fig. 4(b)). Tables II and III show front and back escape fractions for varying x-ray spectra of 50, 60, 70, and 80 kVp modeled with a tungsten anode x-ray tube using 2 mm Al filtering and passing through a 14 cm diameter breast of composition 50% adipose tissue and 50% fibroglandular tissue. Results are shown for three values of CZT thickness, 0.5 mm, 0.75 mm, and 1.0 mm. It is observed that the front escape fractions for all spectra are very small, less than 0.02. The back escape fraction ranged from 0.114 to 0.167 over all spectra, suggesting that many more characteristic x-rays generated escape out the back of the detector rather than the front.

Figure 5 shows the fraction of characteristic x-rays produced that escape from the irradiated detector element out the side to another neighboring detector element. Side escape fractions are shown as a function of energy (keV) for three different detector element sizes, 0.1 mm, 0.2 mm, and 0.3 mm. As expected, the side escape fraction increases with...
decreasing detector element size. For example at 40 keV, side escape fraction of 0.42, 0.27, and 0.20 was observed for detector element size of 0.1 mm, 0.2 mm, and 0.3 mm, respectively. The biggest jump in side escape fraction was observed in going from 0.2 mm to 0.1 mm detector element size. The side escape fraction was observed to have a slight energy dependence, increasing with increasing energy from 35 to 80 keV.

Escape and reabsorbed characteristic x-rays can severely distort the recorded energy x-ray spectra. Shown in Fig. 6 are 50 kV (a) and 60 kV (b) spectra incident on the detector after passing through 14 cm of breast tissue of composition.

FIG. 6. X-ray spectra incident on the detector after exiting a 14 cm breast with 50% adipose tissue and 50% fibroglandular tissue (solid line) and that absorbed by the detector (dashed line) for (a) 50 kV and (b) 60 kV.

FIG. 7. Shown are profiles through simulated PSFs before pixel sampling, where the x-ray beam irradiates an area of (a) 0.1 mm², (b) 0.2 mm², and (c) 0.3 mm². Results are shown for 40 kV, 60 kV, and 80 kV spectra.
50% adipose and 50% fibroglandular, as well as spectra that are absorbed by the detector. These spectra were recorded from the central detector element when the whole detector was irradiated. More discussion on energy spectrum distortion is given in Sec. III D below.

C. PSF

Fig. 7 shows PSFs before pixel sampling (the PSF is actually sampled on a 10 $\mu m^2$ grid), where the x-ray beam irradiates areas of three sizes, (a) 0.1 mm$^2$, (b) 0.2 mm$^2$, and (c) 0.3 mm$^2$. Fig. 8 shows normalized point spread functions after pixel sampling when the x-ray beam irradiates the central detector element of a 5 x 5 detector element array. Shown are PSFs for three detector elements sizes, (a) 0.1 mm, (b) 0.2 mm, and (c) 0.3 mm simulated with three different kV spectra; 40 kV (1st column), 60 kV (2nd column), and 80 kV (3rd column). Also shown is the amplitude of the central detector element. Deviations from the ideal detector element aperture (i.e., all events recorded in the central detector element, and PSF with amplitude of 1.0) are due to emission of characteristic x-rays that are reabsorbed in neighboring detector elements. For all PSFs shown in Fig. 8, the number of events in each of the 3 x 3 detector elements was greater than 10 000. Thus at a minimum, the fractional standard deviation (FSD) (standard deviation/mean) was 1%, but most detector elements had a FSD of much lower.

It is important to keep in mind that these results assume one large energy bin. Since photon counting detectors allow for the use of multiple energy bins, a higher energy bin would contain less characteristic x-ray reabsorption. Fig. 9 also shows normalized PSFs after pixel sampling when the
x-ray beam irradiates the central detector element of a $5 \times 5$ detector array; however, x-rays are binned into three energy windows, 15–30 keV, 31–45 keV, and 46–60 keV. It is observed that the lower energy window has substantially more degradation of the PSF.

D. Energy response function

The energy response function, $h(E, E')$, for a 0.2 mm detector element size is shown in Figure 10. The abscissa of Fig. 10 represents the incident x-ray energy ($E$), and the ordinate represents the measured x-ray energy ($E'$). This 2D function was generated by recording all energy interactions within a central reference detector element for an incident x-ray beam that irradiated the entire detector array. An approximate model of energy resolution was implemented by blurring the recorded energy with a Gaussian function with $\sigma = 0.85$ keV. The diagonal line in the energy response function represents the photopeak, or all x-rays that deposit all of their energy into the reference detector element. Also observed are a number of horizontal lines approximately below 32 keV. These lines represent characteristic x-rays generated in neighboring detector elements that have been reabsorbed in the central reference detector element. The diagonal lines parallel to the photopeak diagonal line are due to characteristic x-ray escape, leaving partial energy absorbed within the reference detector element. Figure 11 shows energy response functions for 0.1 mm and 0.3 mm detector element size. Fig. 12 shows profiles though the energy response function (along the dashed vertical line in Fig. 11) for a monochromatic incident energy of 70 keV. It can be observed that the amplitude of the photopeak (spectra around 70 keV) is lower for the 0.1 mm detector element case than the 0.3 mm case. This is because there is higher probability of x-ray escape and re-absorption for the smaller detector element. This is also observed in the profiles showing higher probability at the 23 keV (from re-absorption) and 43 keV (from escape) peaks for the 0.1 mm detector element as compared to the 0.3 mm detector element.

Fig. 13 illustrates how the energy response function, $h(E, E')$, can be used to gain insight into the performance of dual-energy imaging. Consider the case of using a 60 kV spectra for dual energy breast CT imaging with one window ranging from 22 to 40 keV, and the other one from 40 to 60 keV. Then the two quadrants located along the diagonal in Fig. 12 would represent regions where x-rays are assigned a correct energy, whereas the quadrant located in the bottom right of the figure would represent a region where x-rays are assigned an incorrect energy. Thus, it can be observed that x-ray escape and characteristic x-ray re-absorption contribute largely to the incorrectly assigned region.

Shown in Fig. 14 is the input 60 kV spectrum (shaded gray), along with bin sensitivity functions ($B_i(E)$, i = 1,2, see Eq. (3)) for the lower (22–40 keV) and higher (40–60 keV) energy windows. The overlap between the two bin sensitivity functions is 48.6% and is indicated by the cross-hatch markings. This level of overlap is comparable to that present in dual source CT, and will penalize the accuracy of material decomposition if not corrected for. As observed in Fig. 13, characteristic x-ray re-absorption below approximately 30 keV contributes largely to the overlap of bin sensitivity functions.

One possible remedy for this overlap is to raise the lower energy threshold. For example, Fig. 15 shows bin sensitivity functions for a lower energy window of 31–40 keV.
and an upper energy window of 40–60 keV. Raising the lower energy threshold to 31 keV results in a decrease in overlap from 48.6% to 17.7%. However, there is some useful information contained within x-rays lower than 31 keV, and eliminating this information could increase noise and reduce performance.

E. Effect of spectral resolution on the accuracy of material quantification

To evaluate the reduction in material quantification accuracy due to characteristic x-rays, $A_j^{\text{ML}}$s were estimated with and without using an accurate model of the bin sensitivity function $B_j(E)$ for the case of a detector with detector element size of 0.2 mm. In all cases, the true values of $A_1$, $A_2$, and $A_3$ (i.e., line integrals for adipose tissue, fibroglandular tissue, and iodine) were 67.33, 0.68, and 6.55 pixels, respectively. Shown in Fig. 16 are two distributions (1000 samples) for estimated parameters of $A_1$ (adipose tissue) plotted versus $A_3$ (iodine). The distribution shown in the top right corner is that obtained when incorrectly assuming no spectral blurring (i.e., assuming no characteristic x-rays) in computing the ML estimates and the distribution on the bottom left is that obtained when assuming perfect knowledge of the bin sensitivity function. It can be observed that in the former case, a very large bias is observed; however, when assuming the bin sensitivity function is known, the estimation bias is very small. This suggests that if an accurate model of the bin sensitivity function can be determined, then accurate low-bias estimates of $A_j$ can be computed.

Fig. 17 shows the distribution of estimated parameters $A_1$ (adipose tissue) versus $A_3$ (iodine) for three different detector element sizes, 0.1 mm, 0.2 mm, and 0.3 mm. In each...
case, the ML estimates were computed with perfect knowledge of the bin sensitivity function \(B_i(E)\). It can be observed that the bias in each case is very small; however, the estimator variance increases with decreasing detector element size. The fractional standard deviation (i.e., standard deviation/mean) for 0.1 mm, 0.2 mm, and 0.3 mm detector element sizes was 0.024, 0.017, and 0.010 and 0.230, 0.184, and 0.128, respectively, for parameters \(A_1\) (adipose tissue) and \(A_3\) (iodine). Also note that a negative correlation between \(A_1\) and \(A_3\) is observed.

IV. DISCUSSION

One of the goals of this study was to investigate whether the thickness of a CZT detector used for breast CT could be reduced from the 2–3 mm of previously reported detectors studied for breast CT\(^{17,50}\) without significant penalty. Fig. 3 shows that for monochromatic energies less than 50 keV (predominant energy range for breast CT), the probability of x-ray transmission for all thicknesses tested is less than 6%. Furthermore, Table I shows that for 50 kV and 60 kV spectra typically used in breast CT, the probability of x-ray transmission through the detector is less than 3%, even with the smallest 0.5 mm thick detector. These data suggest that CZT thickness can be reduced without an excessive penalty in quantum efficiency.

Characteristic x-rays produced within the CZT can escape the detector exiting through the back side (towards the x-ray source), or through the front side (towards the read-out electronics). These escape x-rays are problematic in that only part of the primary x-ray energy is absorbed thus degrading spectral resolution. Figure 4 and Tables II and III clearly illustrate that most of the escape characteristic x-rays exit out the back side of the detector, and that the probability of back side escape varies little with CZT thickness. This is because it is more likely for primary x-rays to be absorbed near the entrance to the detector. Consequently, decreasing the detector thickness from 2.0–3.0 mm to 0.5–1.0 mm does not significantly effect the fraction of escape photons.

Characteristic x-rays can also be re-absorbed in neighboring detector elements, and Fig. 5 shows that this is substantially more likely with decreasing detector element size. Of all x-rays interacting by photoelectric effect in Cd and Te atoms, 80% occur at the K-shell and 20% occur at the L-shell.\(^{51}\) Of the 80% K-shell interactions, 87% of these yield characteristic x-rays, whereas 13% yield Auger electrons.\(^{52}\) Thus, approximately 70% of x-rays interacting by photoelectric effect in the CZT material will produce K-shell characteristic x-rays. With a detector element size of 0.1 mm, between 40% and 50% of characteristic x-rays produced escape from the irradiated detector element to a neighboring detector element, whereas a significant reduction in side escape fraction is observed with detector elements of size 0.2 mm and 0.3 mm. More insight into the effect of side escape x-rays can be observed in the PSFs of Fig. 8. For the worst case scenario of imaging with an 80 kV spectrum and using a detector with element size of 0.1 mm, 25% of characteristic x-rays will spread to

**FIG. 14.** 60 kV input spectra (shown in gray) and system weighting functions for the lower (22–40 keV) and higher (40–60 keV) energy windows. The overlap (shown by cross-hatch markings) is 48.6%.

**FIG. 15.** 60 kV input spectra (shown in gray) and system weighting functions for lower (31–40 keV) and higher (40–60 keV) energy windows. The overlap (shown by cross-hatch markings) is 17.7%.

**FIG. 16.** Statistical distributions of estimated parameters \(A_1\) (adipose) versus \(A_3\) (iodine). The distribution on the top right is that obtained when incorrectly assuming no spectral blurring (i.e., no characteristic x-rays) in computing the ML estimates and the distribution on the bottom left is that obtained when assuming perfect knowledge of the bin sensitivity function.
neighboring detector elements. However, it is observed that PSF blurring is reduced with lower kV spectra and use of detectors with bigger detector elements. Only 9% of x-rays will spread to neighboring detector elements with a 40 kV spectra and a detector element size of 0.2 mm. Further studies are needed to evaluate the effect of this spatial resolution loss on breast CT task performance; however, the PSF blur observed here is less than that observed in indirect conversion detectors currently used in prototype breast CT scanners. It should also be noted that the PSFs shown in Fig. 8 are simulated for one large energy bin encompassing all x-ray energies. Fig. 9 shows that if multiple energy bins are used, the PSF blur will only be evident in lower energy windows (<32 keV). From these observations, it can be concluded that degradation of the PSF due to characteristic x-rays will probably not be a major limitation for CZT based breast CT detectors.

When using photon counting detectors with multiple energy bins for dual- or multiple energy CT, characteristic x-rays cause higher energy incident x-rays to be erroneously recorded into lower energy bins creating a non-ideal bin sensitivity function, $B_i(E)$ (see Figs. 10–12). As observed in Eq. (5), ML estimation of the unknown material parameters requires an estimate of the expected value of the measurement in bin i (i.e., $\lambda_i$). From Eq. (2), the evaluation of this expression requires an accurate estimate of the bin sensitivity function $B_i(E)$. Results shown in Fig. 16, as well as other simulation results (not shown) suggest that if $B_i(E)$ is known (or can be accurately estimated), then unbiased estimates of the tissue parameters can be computed. This is not surprising because the ML estimator from Poisson distributed data is unbiased and efficient.

However, if it is incorrectly assumed that $B_i(E)$ is ideal (i.e., no degradation in spectral resolution), then a large bias in parameter estimation is observed (e.g., see Fig. 16). In other words, accurate modeling of the bin sensitivity function is necessary for accurate performance in spectral breast CT. There have been a few reports discussing useful methods for modeling of the bin sensitivity function. Scholmka et al. have modeled $B_i(E)$ by measuring the response at monochromatic energies using a synchrotron, whereas Schmidt have used a calibration method that acquires measurements through materials with known thickness.

Although unbiased tissue parameter estimates are achievable with accurate modeling of $B_i(E)$, the results presented in Fig. 17 show that the variance of parameter estimates for adipose tissue and iodine is affected by the detector element size. Since Figs. 10–12 show that degradation of the bin sensitivity function increases with decreasing size of the detector element, one can thus infer that escape and reabsorbed characteristic x-rays increase the variance of tissue parameter estimates.

V. CONCLUSIONS

A number of conclusions can be made from this study. First, it should be possible to reduce the thickness of CZT in breast CT detectors to below 1 mm as compared to 2–3 mm used in previous studies without a significant reduction in detector quantum efficiency. Reducing CZT thickness will provide a number of benefits including reduced charge trapping, and an increase in usable flux before polarization effects degrade count-rate performance. CZT thickness can be reduced to 0.5–1.0 mm and still transmit less than 3% of x-rays for 50–60 kV spectra.

Second, although characteristic x-ray escape can degrade the PSF, this blurring is small if the detector element is 0.2 mm or greater. Furthermore, with multiple energy bins, the PSF blur due to characteristic x-rays will only be present for the lower energy window. Although this degradation in spatial resolution appears to be small, further studies are needed to assess the PSF degradation on breast CT task performance. Finally, it was observed that the escape and reabsorption of characteristic x-rays can degrade spectral resolution, especially as the size of the detector element is decreased. This spectral degradation can potentially affect the accuracy in spectral CT material decomposition algorithms. However, if an accurate estimate of the bin sensitivity function can be obtained (either through a calibration measurement or through simulation), then low bias estimation of the unknown tissue parameters can be achieved by using a maximum likelihood objective function.

One limitation of this study is that charge sharing is not modeled; therefore, the results presented here should be interpreted as an ideal upper bound on performance. It is expected that if the charge sharing effects could be accurately modeled, then the maximum likelihood method would still achieve accurate low bias estimates of the tissue parameters as demonstrated herein, since the maximum likelihood method is an unbiased estimator.

In summary, it appears as if the effects of characteristic x-rays will not be a limitation in CZT detector based breast spectral CT. Future studies will determine if the addition of charge sharing into the simulation will change this conclusion.
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