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Modes with wavelengths larger than the survey window can have significant impact on the covariance within the survey window. The supersample covariance has been recognized as an important source of covariance for the power spectrum on small scales, and it can potentially be important for the bispectrum covariance as well. In this paper, using the response function formalism, we model the supersample covariance contributions to the bispectrum covariance and the cross covariance between the power spectrum and the bispectrum. The supersample covariances due to the long wavelength density and tidal perturbations are investigated, and the tidal contribution is a few orders of magnitude smaller than the density one because in configuration space the bispectrum estimator involves angular averaging and the tidal response function is anisotropic. The impact of the super-survey modes is quantified using numerical measurements with periodic box and subbox setups. For the matter bispectrum, the ratio between the supersample covariance correction and the small scale covariance, which can be computed using a periodic box, is roughly an order of magnitude smaller than that for the matter power spectrum. This is because for the bispectrum, the small scale non-Gaussian covariance is significantly larger than that for the power spectrum. For the cross covariance, the supersample covariance is as important as for the power spectrum covariance. The supersample covariance prediction with the halo model response function is in good agreement with numerical results.

I. INTRODUCTION

Current photometric and spectroscopic large scale structure surveys, such as DES [1, 2] and BOSS [3], have contributed significantly in improving our understanding of the early- and late-time universe. This trend will continue in the future through upcoming surveys such as Euclid [4] and LSST [5] as they are expected to cover a larger volume and wider redshift range with unprecedented precision. The key question is how much cosmological information can be extracted from such high-fidelity data. In particular, we are interested in quantifying the information content of higher-order correlation functions, focusing on the bispectrum. An important ingredient required to answer this question is to correctly model the covariance matrix.

The covariance of the polyspectra can be generally classified into three parts: the Gaussian covariance due to the random phases of the Fourier modes, the non-Gaussian covariance due to the mode coupling between the modes inside the survey window (we sometimes call this the small-scale covariance), and the covariance due to the coupling of the modes outside the survey window with those inside. The small-scale covariance can be studied using the standard periodic boundary condition setup. Ref. [6] pointed out that because of the presence of the window function in a real survey, the long modes larger than the survey window size can modulate the small scale modes and lead to large covariance on small scales. The authors coined the term beat coupling to refer to the covariance due to the long mode outside the window. The wave vectors are sharp in simulations with periodic boundary conditions, and so this type of covariance cannot be studied in the standard periodic box setup; instead it can be studied by dividing a gigantic simulation box into multiple subboxes. Ref. [7] formulated this type of covariance using the response function formalism. In this work we follow [7] in referring to the covariance due to the modes outside the survey window as the supersample covariance and the perturbative part of it as beat coupling since these terminologies are widely used now. The response function approach borrows the technique of the consistency relation, first derived in the context of inflation [8, 9], and later applied in large scale structure context [10–13]. The response approach provides a powerful scheme to model the coupling of the long mode with the small scale modes.

In previous studies on the information content of the bispectrum, a Gaussian covariance was assumed, e.g. [14, 15]. In the context of weak lensing, Refs. [16, 17] found that when using realistic non-Gaussian covariance, the information content of the lensing bispectrum is over-
estimated relative to the Gaussian covariance approximation. Recently, Ref. \[19\] studied the bispectrum covariance matrix using a large suite of simulations, and found that the Gaussian covariance significantly overestimates the information content since the Gaussian covariance approximation is a poor approximation beyond the mildly linear regime (see \[20,21\] for the constraint on the cosmological parameters). However, Ref. \[19\] measured the covariance from periodic simulations, and so the supersample covariance was not present. It is the goal of this paper to address how important the supersample covariance is to the budget of the bispectrum covariance.

This paper is organized as follows. In Sec. II, using the response function formalism, we derive the supersample bispectrum covariance and the cross covariance between the power spectrum and the bispectrum. The general bispectrum response to the long mode is studied in view of the derivation. We compute the bispectrum response function using the standard perturbation theory and halo model in Sec. \[V\]. In Sec. \[V\] we quantify the magnitudes of the supersample covariance on the bispectrum covariance and the cross covariance by comparing the numerical measurements obtained from the periodic box and subbox setups. We also compare the predictions obtained with the halo model prescription with the numerical results. We conclude in Sec. VI. In Appendix A, we compute the cross covariance by comparing the numerical measurements obtained from periodic simulations, and so the supersample covariance was not present. It is the goal of this paper to address how important the supersample covariance is to the budget of the bispectrum covariance.

II. DERIVATION OF THE BISPECTRUM SUPERSAMPLE COVARIANCE

In this section, we derive the supersample covariance contributions to the bispectrum covariance and the cross covariance between the power spectrum and the bispectrum. We model the supersample covariance using the response function formalism. The derivation is a straightforward generalization of the computation of the supersample covariance for the power spectrum in Ref. \[7\].

A. The bispectrum estimator and window function

Suppose we have measured the Fourier mode of the density contrast, \(\delta(k)\), from a survey or simulation. To estimate the bispectrum, the Fourier modes are binned into shells of width \(\Delta k\). From the definition of the bispectrum

\[
\langle \delta(k_1) \delta(k_2) \delta(k_3) \rangle = (2\pi)^3 \delta_D(k_{123}) \hat{B}(k_1, k_2, k_3), \tag{1}
\]

(where \(\delta_D\) is the Dirac delta function and \(k_{123}\) denotes \(k_1 + k_2 + k_3\)) we can construct an estimator as \[22,23\]

\[
\hat{B}(k_1, k_2, k_3) = \frac{1}{V_V} \int_{k_1} \int_{k_2} \int_{k_3} d^3p \int_{k_3} d^3q \int_{k_3} d^3r \times \delta_D(p + q + r) \delta(p) \delta(q) \delta(r), \tag{2}
\]

where \(k_i\) indicates that the integration is over a spherical shell of width \(|k_i - \Delta k/2, k_i + \Delta k/2|\). \(V\) is the volume of the survey/simulation, and \(V_V\) counts the number of modes satisfying the triangle condition

\[
V_V(k_1, k_2, k_3) = \int_{k_1} \int_{k_2} \int_{k_3} d^3p \int_{k_3} d^3q \int_{k_3} d^3r \delta_D(p + q + r). \tag{3}
\]

\(V_V\) can be computed analytically (\[23\], see \[19\] for a review of the derivation)

\[
V_V = 8\pi^2 k_1 k_2 k_3 (\Delta k)^3 \beta(\mu), \tag{4}
\]

where \(\mu\) is defined as

\[
\mu = \hat{k}_1 \cdot \hat{k}_2 = \frac{k_1^2 - k_1^2 - k_2^2}{2k_1 k_2}, \tag{5}
\]

and \(\beta(\mu)\) is given by

\[
\beta(\mu) = \begin{cases} 
\frac{1}{2} & \text{if } \mu = \pm 1 \\
1 & \text{if } 0 < \mu < 1 \\
0 & \text{otherwise}
\end{cases}. \tag{6}
\]

In a realistic survey, there is a survey window function and the measured \(\hat{\delta}(k)\) is a convolution of the survey window with the underlying density field. Here we study the implications of the survey window on \(\hat{B}\).

The survey volume \(V\) can be expressed in terms of a general window function \(W^{-1}\),

\[
V = \int d^3x W(x). \tag{7}
\]

The density contrast in real space \(\delta_W(x)\) reads

\[
\delta_W(x) = W(x) \delta(x), \tag{8}
\]

where \(\delta(x)\) can be the density contrast of the dark matter or other tracers. In Fourier space, we have

\[
\delta_W(k) = \int \frac{d^3p}{(2\pi)^3} \delta(p) W(k-p). \tag{9}
\]
Thus the effect of the selection window is to smooth the density contrast in Fourier space. The width of the window $W$ is of the order $1/L$, where $L = V^{1/3}$. The wave vector is effectively broadened by $\sim 1/L$ in Fourier space. In contrast, for simulations with periodic boundary conditions, only wave vectors in units of the fundamental mode are supported and hence they are sharp. This is why the window function effect is not captured by the standard periodic simulation setup.

Plugging the smoothed density Eq. (9) into the estimator $\hat{B}$, we get

$$
\hat{B}_W(k_1, k_2, k_3) = \frac{1}{V V_\Delta} \int_{k_1} d^3 p_1 \int_{k_2} d^3 p_2 \int_{k_3} d^3 p_3 \delta_D(p_{123})
\times \prod_{i=1}^3 \int \frac{d^3 q_i}{(2\pi)^3} W(q_i) \delta(p_i - q_i). \quad (10)
$$

We are interested in how the broadening of the Fourier modes affects the estimator. Because $q_i \lesssim 1/L$, to extract the effect of the long mode $q_3$ we take the limit $q_i \ll k_i$. In this limit, we can do a change of variables without modifying the integration limits of $p$-integrals, and write Eq. (10) as

$$
\hat{B}_W(k_1, k_2, k_3) \approx \frac{1}{V V_\Delta} \int_{k_1} d^3 p_1 \int_{k_2} d^3 p_2 \int_{k_3} d^3 p_3 \delta_D(p_{123})
\times \prod_{i=1}^3 \int \frac{d^3 q_i}{(2\pi)^3} W(q_i) \delta(p_i - q_i). \quad (11)
$$

Eq. (11) reveals that although we try to measure the bispectrum of $\delta_W$ satisfying the closed triangle condition by imposing the Dirac delta function in Eq. (2), the presence of the window function opens the triangle slightly by an amount $q_{123}$ for $\delta$. Analogously, for the case of the power spectrum, although we try to measure the power spectrum of $\delta_W$ using wave vectors that are equal in magnitude but opposite in direction, the long mode causes a slight misalignment of these two vectors for $\delta$.

In Eq. (11), we have isolated the effect of the long mode in one of the Fourier modes to facilitate the analysis later on. This form appears to break the symmetry among $k_1$, $k_2$, and $k_3$; however, this breaking is of higher order in $q_i$ and our final results will be symmetric about $k_1$, $k_2$, and $k_3$. Our only approximation in Eq. (11) is that the limits of $p$-integrals are unchanged. The effect is expected to be small as it only slightly changes the total number of configurations satisfying the constraint, while the dominant effect comes from the fact that each of the triangle configurations is opened by the long mode.

### B. Effect of the long mode on the covariance

The window function convolves the bispectrum in Fourier space, and hence it can bias the amplitude and imprint wiggles on the measured bispectrum. We will discuss this more later on. In this section we are interested in the effect of the long mode on the small scale measurements. To leading order, the effect of the long mode on the expectation value of $B_W$ vanishes.

We now examine how the window function affects the covariance of the estimator $\hat{B}_W$. The covariance of $\hat{B}_W$ is given by

$$
\text{cov}(\hat{B}_W(k_1, k_2, k_3), \hat{B}_W(k'_1, k'_2, k'_3)) = \langle \hat{B}_W(k_1, k_2, k_3) \hat{B}_W(k'_1, k'_2, k'_3) \rangle - \langle \hat{B}_W(k_1, k_2, k_3) \rangle \langle \hat{B}_W(k'_1, k'_2, k'_3) \rangle. \quad (12)
$$

Our task is to compute the connected part of $\langle \hat{B}_W(k_1, k_2, k_3) \hat{B}_W(k'_1, k'_2, k'_3) \rangle$ due to the long mode

$$
\langle \hat{B}_W(k_1, k_2, k_3) \hat{B}_W(k'_1, k'_2, k'_3) \rangle = \frac{1}{V^2 V_\Delta^2} \prod_{j=1}^3 \int d^3 p_j \delta_D(p_{123}) \int_{k'_j} d^3 p'_j \delta_D(p'_{123}) \prod_{i=1}^3 \int \frac{d^3 q_i}{(2\pi)^3} W(q_i) \int \frac{d^3 q'_i}{(2\pi)^3} W(q'_i) \times \langle \delta(p_1) \delta(p_2) \delta(p_3 - q_{123}) \delta(p'_1) \delta(p'_2) \delta(p'_3 - q'_{123}) \rangle. \quad (13)
$$

The effect of the long modes $q_{123}$ and $q'_{123}$ on the small scale bispectrum can be computed similar to (7) by employing the argument of consistency relations for a soft internal mode

$$
\left. \left\langle \delta(p_1) \delta(p_2) \delta(p_3 - q_{123}) \delta(p'_1) \delta(p'_2) \delta(p'_3 - q'_{123}) \right\rangle \right|_{\delta_1=0} \approx \left. \left\langle \left( \delta(p_1) \delta(p_2) \delta(p_3) + \delta(-q_{123}) \frac{\partial}{\partial \delta_1(q)} \delta(p_1) \delta(p_2) \delta(p_3 + q) \right) \right\rangle \right|_{\delta_1=0} \times \left. \left\langle \left( \delta(p'_1) \delta(p'_2) \delta(p'_3) + \delta(-q'_{123}) \frac{\partial}{\partial \delta_1(q')} \delta(p'_1) \delta(p'_2) \delta(p'_3 + q') \right) \right\rangle \right|_{\delta_1=0} \delta_1, \quad (14)
$$

where the expectation value sign $\langle \ldots \rangle_{\delta_1}$ denotes the average over the long mode $\delta_1$, while inside the expectation value sign $\delta_1$ is kept fixed. The long wavelength perturbation can be expressed as

$$
\delta_1(q) = (2\pi)^3 \delta_D(q) \delta_1, \quad (15)
$$
where $\delta_b$ is the dimensionless amplitude of perturbation. Then Eq. (14) can be written as

$$
\left\langle \delta(p_1)\delta(p_2)\delta(p_3)\right\rangle \equiv \left\langle \delta(p'_1)\delta(p'_2)\delta(p'_3)\right\rangle
$$

$$
= \langle \delta(p_1)\delta(p_2)\delta(p_3)\rangle / [\delta(p'_1)\delta(p'_2)\delta(p'_3)] + \delta(-q_{123})\partial_{\delta_b}B(p_1,p_2,p_3|\delta_b)\bigg|_{\delta_b=0} - \delta(q'_{123})\partial_{\delta_b}B(p_1,p_2,p_3|\delta_b)\bigg|_{\delta_b=0}
$$

$$
= \langle \delta(p_1)\delta(p_2)\delta(p_3)\rangle / [\delta(p'_1)\delta(p'_2)\delta(p'_3)] + (2\pi)^3 P_{1(q_{123})}D(q_{123} + q'_{123})\partial_{\delta_b}B(p_1,p_2,p_3|\delta_b)\bigg|_{\delta_b=0}.
$$

The first term in Eq. (16) is canceled by $\langle B_W \rangle \langle B'_W \rangle$, and only the second one contributes to the bispectrum covariance. Note that in Eq. (16), $P_1$ is the power spectrum of the long mode and it is assumed to be linear, while the bispectrum $B$ can be highly nonlinear.

For the power spectrum covariance, an analogous relation, which was called the trispectrum consistency relation in Ref. [7], can be established. The consideration of the effects of the long mode on short scales is the key to construct the large-scale structure consistency relation [10–13]. The position-dependent power spectrum, which is equivalent to squeezed bispectrum, is constructed by isolating the effects of the long modes on the local power spectrum [25] (see [20] for a generalization to the position-dependent bispectrum).

Plugging the second term in the last line of Eq. (16) into Eq. (13), we can perform the $q$ and $q'$ integrals as

$$
\int \frac{d^3q_1}{(2\pi)^3} W(q_1) P_1(q_{123}) = \int \frac{d^3q_3}{(2\pi)^3} P_1(q_3) W_3(q_{123}) = \int \frac{d^3q_3}{(2\pi)^3} W_3(q_{123}) = \int \frac{d^3q_3}{(2\pi)^3} W_3(q_{123})^2 P_1(q_3) \equiv \sigma^2_{W_3}.
$$

In the first equality, we have simply defined the notation $W_n$ (with $n = 3$)

$$
W_n(k) = \int \frac{d^3k_1}{(2\pi)^3} \int \frac{d^3k_2}{(2\pi)^3} \cdots \int \frac{d^3k_n}{(2\pi)^3} \delta_D(k - k_1 - \cdots - k_n) W(k_1) \cdots W(k_n),
$$

and in real space we have $W_n(x) = W^n(x)$. For the second equality we have changed the variables as $Q_1 = q_1$, $Q_2 = q_2$, and $Q_3 = q_{123}$, and have explicitly introduced a Dirac delta function for $Q_3$. By including the volume in the definition, $\sigma^2_{W_3}$ is the usual RMS variance of the long wavelength fluctuations across the survey window computed using $W_3$.

Finally we arrive at the supersample covariance for the bispectrum

$$
C_{SSC}^B(k_1,k_2,k_3,k'_1,k'_2,k'_3) = \sigma^2_{W_3} \partial_{\delta_b}B(k_1,k_2,k_3|\delta_b)\bigg|_{\delta_b=0} \partial_{\delta_b}B(k'_1,k'_2,k'_3|\delta_b)\bigg|_{\delta_b=0}.
$$

We call $\partial B/\partial \delta_b|_{\delta_b=0}$ the bispectrum response function.

The supersample covariance for the power spectrum derived in [7] is similar to Eq. (19), simply with $B$ replaced by $P$ and $\sigma^2_{W_3}$ replaced by $\sigma^2_{W_2}$, which is defined by substituting $W_3$ with $W_2$ in the definition of $\sigma^2_{W_3}$ [22] only explicitly considered the specific window Eq. (25), so $W_2$ and $W_3$ are the same.

It is worth stressing that the perturbative expansion in Eq. (16) is about the long wavelength mode that opens up the triangle, and it is distinctly different from the perturbative expansion about the small scales $\delta$ studied in [19]. The supersample covariance arises from the coupling of the long mode with the small scale modes, while the non-Gaussianity investigated in [19] is purely from small scale couplings.

In Appendix B, we extend the computations to include the supersample covariance contributions due to the tidal perturbations. The final result, Eq. (B33), is analogous to the density one Eq. (19).

### C. Supersample cross covariance between the power spectrum and the bispectrum

As a by-product, it is straightforward to compute the supersample cross covariance between the power spectrum and the bispectrum. The power spectrum can be
estimated by (e.g. 27–28)

\[ \hat{P}(k) = \frac{1}{V} \int \frac{d^3p}{V_s(k)} \hat{\delta}(p)\hat{\delta}(-p), \tag{20} \]

where the integration is over a spherical shell of width \( |k - \Delta k/2, k + \Delta k/2| \). \( V_s \) is the volume of the spherical shell

\[ V_s(k) = \int d^3p = 4\pi k^2 \Delta k + \frac{\pi}{3} \Delta k^3. \tag{21} \]

The cross covariance between the power spectrum and the bispectrum is then given by

\[ \text{cov}(\hat{P}, \hat{B}) = \langle \hat{P} \hat{B} \rangle - \langle \hat{P} \rangle \langle \hat{B} \rangle. \tag{22} \]

Similar to the derivation in Sec. II B, it is easy to show that the supersample covariance contribution to cross covariance is given by

\[ C_{SSC}^{PB}(k_1, k_2, k_3) = \sigma_{W,3}^2 \frac{\partial}{\partial \delta_b} P(k|\delta_b) \bigg|_{\delta_b=0} \frac{\partial}{\partial \delta_b} B(k_1, k_2, k_3|\delta_b) \bigg|_{\delta_b=0}, \tag{23} \]

where the mixed variance \( \sigma_{W,3}^2 \) is defined as

\[ \sigma_{W,3}^2 = \int \frac{d^3Q}{(2\pi)^3} \frac{W_2(Q) W_3(Q)}{V} P_1(Q). \tag{24} \]

As the effects of a general window function is captured in the variance computed using \( W_n \); now, similar to 7, we specialize to the window function \( W \)

\[ W(x) = \begin{cases} 1 & \text{inside survey} \\ 0 & \text{otherwise} \end{cases}. \tag{25} \]

This window function obeys the nice property that

\[ W(x) = W^n(x), \quad W(k) = W_n(k). \tag{26} \]

Hence, all of the variances are \( \sigma_W^2 \) computed using \( W \). For the rest of the paper, we will use the form Eq. (25) for \( W \).

III. THE RESPONSE OF THE BISPECTRUM TO THE LONG MODE

The long mode can affect the local measurement of the polyspectra in three ways: shifting the mean density used to define the density contrast, modifying the scale factor of the local patch, and changing the intrinsic growth [6, 7, 29–35]. These effects can be understood using the separate universe picture [29, 30, 33–35, 37], in which the long wavelength perturbation is absorbed into the background of a separate curved universe. We now describe each of them separately.

First, the density contrast is defined relative to the mean density, and we need to distinguish between the local and global mean densities [31]. For galaxy surveys the density contrast is defined with respect to the local density contrast, while for weak lensing the global density is used [7]. The global and local mean densities, \( \bar{\rho} \) and \( \bar{\rho}_W \), are related by

\[ \bar{\rho}(x) = \bar{\rho}(1 + \delta(x)) = \bar{\rho}_W (1 + \delta_W(x)), \tag{27} \]

where \( \delta \) and \( \delta_W \) are the global and local density contrast. Because the global mean density and the local one are related by the background perturbation as

\[ \bar{\rho}_W = (1 + \delta_b)\bar{\rho}, \tag{28} \]

we have

\[ \delta_W(x) = \frac{\delta(x) - \delta_b}{1 + \delta_b}. \tag{29} \]

Or in Fourier space, we get

\[ \delta_W(k) = \frac{\delta(k) - \delta_b \delta_D(k)}{1 + \delta_b}. \tag{30} \]

As we consider finite external wave numbers, the Dirac delta function will not contribute, and so if the bispectrum is defined with respect to the local density we make the replacement

\[ B(k_1, k_2, k_3) \rightarrow B(k_1, k_2, k_3) \frac{1 + \delta_b}{(1 + \delta_b)^3}. \tag{31} \]

Second, the long mode modifies the background expansion rate in the local patch. By absorbing the long mode into the background density, the scale factor of the local universe, \( a_W \) is related to the global one, \( a \) as [29, 30, 33, 36, 37]

\[ \frac{1 + \delta_b}{a^3} = \frac{1}{a_W^3}. \tag{32} \]

The separate universe and the global universe describe the same physical system in different ways, thus the physical quantities in these descriptions must agree. By matching the physical length scale in these two universes, we infer that the comoving wave number in the local universe \( k_W \) is related to the global one \( k \) as [30, 33, 34]

\[ k_W = (1 + \delta_b)^{-1} k. \tag{33} \]

In Ref. 33, this rescaling of the wave number was referred to as the dilation effect. As we shall see in Sec. IV A, the dilation effect is incorporated into the standard perturbation theory. Taking into account the transformation of the Dirac delta function, the dilation effect on the bispectrum is given by

\[ B(k_1, k_2, k_3) = B(k_{W1}, k_{W2}, k_{W3}) \frac{1 + \delta_b}{(1 - \delta_b)}. \tag{34} \]

The last effect is the modification of the intrinsic growth. If the background perturbation is positive, then
gravity is stronger in the local universe, and so the intrinsic growth is enhanced. This effect can be studied by separate universe simulation [29-33], perturbation theory [3], or non-perturbative models such as hyper-extended perturbation theory [3] or halo model [7]. We compute this effect for dark matter bispectrum using perturbation theory in Sec. IV A and the halo model in Sec. IV B.

We are now ready to check how the bispectrum response function depends on these effects. If the global mean is used, the full response function is given by

$$\frac{\partial}{\partial \delta_b} B_W(k_{1},k_{2},k_{3}) \bigg|_{\delta_b=0} = B(k_{1},k_{2},k_{3}) + \frac{\partial}{\partial \delta_b} B_W(k_{1},k_{2},k_{3}) \bigg|_{\delta_b=0}. \quad (35)$$

We use $B_W$ to denote the bispectrum resulting from the modified intrinsic growth. As in [33], the second term can be analyzed by the chain rule

$$\frac{\partial}{\partial \delta_b} B_W(k_{1},k_{2},k_{3}) \bigg|_{\delta_b=0} = \left[ \frac{\partial}{\partial \delta_b} B_W(k_{1},k_{2},k_{3}) \bigg|_{\delta_b=0} + \sum_{i=1}^{3} \frac{\partial}{\partial k_{Wi}} B_W(k_{1},k_{2},k_{3}) \bigg|_{\delta_b=0} \frac{\partial k_{Wi}}{\partial \delta_b} \right]_{\delta_b=0} \bigg|_{\delta_b=0} = B(k_{1},k_{2},k_{3}) - \frac{1}{3} \sum_{i=1}^{3} \frac{\partial}{\partial \ln k_{i}} B(k_{1},k_{2},k_{3}). \quad (36)$$

The first term in the last line of Eq. (36) encodes the modification of the intrinsic growth due to the long mode. In summary, if the global mean is used, the full response function is given by

$$\frac{\partial}{\partial \delta_b} B(k_{1},k_{2},k_{3} \mid \delta_b) \bigg|_{\delta_b=0} = B(k_{1},k_{2},k_{3}) - \frac{1}{3} \sum_{i=1}^{3} \frac{\partial}{\partial \ln k_{i}} B(k_{1},k_{2},k_{3}) \quad (37)$$

If the local mean is used, with the replacement Eq. (31), there is an additional term $-3B$ in Eq. (37). These results are similar to the analogous expressions for the power spectrum [33].

IV. THE BISPECTRUM RESPONSE FUNCTION FROM THEORY

In this section, we compute the dark matter bispectrum response function using standard perturbation theory (SPT) and then the halo model. The SPT response function is valid in the low $k$ regime, while the halo model will enable us to extend the results to the deeply nonlinear regime.

A. Coupling of the long and short modes in SPT

Here we compute the coupling between the long and short modes using SPT (see [33] for a review of SPT). We see below that the dilation effect and the modification of the growth discussed in Sec. III appear naturally in SPT.

To obtain the supersample covariance, we need to calculate the linear response function, i.e. the first derivative of the bispectrum with respect to the long mode. Therefore, we only need to compute the modulated density up to first order in $\delta_b$. To evaluate the tree-level bispectrum, second order in the small scale modes is required.

Let us start with the second order density contrast $\delta^{(2)}$, and we will see shortly that the calculations for $\delta^{(3)}$ are similar. In SPT, $\delta^{(2)}$ can be expanded as

$$\delta^{(2)}(k) = \int \frac{d^3q}{(2\pi)^3} F_2(q,k-q) \delta^{(1)}(q) \delta^{(1)}(k-q), \quad (38)$$

where $F_2$ is the coupling kernel

$$F_2(k_{1},k_{2}) = \frac{5}{4} + \frac{1}{2} \mu \left( \frac{k_{1}}{k_{2}} + \frac{k_{2}}{k_{1}} \right) + \frac{2}{4} \mu^2, \quad (39)$$

with $\mu = \hat{k}_{1} \cdot \hat{k}_{2}$. The convolution integral in Eq. (38) couples $\delta^{(1)}$ of different scales. For example, if both $\delta^{(1)}$ are the small scale $\delta^{(1)}_s$, then it gives the small-scale $\delta^{(2)}_s$. We are particularly interested in the coupling between the long mode $\delta^{(1)}_l$ and the short mode $\delta^{(1)}_s$. Focusing on the long-short coupling, we have

$$\delta^{(2)}_{ls}(k) = 2 \int \frac{d^3q}{(2\pi)^3} F_2(q,k-q) \delta^{(1)}_l(q) \delta^{(1)}_s(k-q), \quad (40)$$

where $q$ and $k$ represent the long and short modes respectively. As there are poles in $F_2(q,k-q)$, we consider the spherically symmetric long wavelength perturbation

$$\delta_l(q) = \frac{2\pi^2}{q_{b}} \delta_b(q - q_{b}), \quad (41)$$

with $q_{b} \ll k$. Eq. (41) can be obtained by spherically averaging over the angle of $q$ in Eq. (15), and assuming finite $q_{b}$. Following [33], we expand both $F_2(q,k-q)$ and $\delta^{(1)}_l(k-q)$ about the long mode $q$. We note that $\delta^{(1)}$ is a (Gaussian) random field, so normally it is not differentiable. Crucially, the small scale modes are separated by $k_{F}$ and $q \ll k_{F}$, thus the Taylor expanded value does not interfere the neighboring value and cause a contradiction.
Collecting terms up to order \(q^0\), we have
\[
\delta_{ls}^{(2)}(k) \approx 2\delta_b \int dq \delta_D(q - q_b) \int \frac{d\Omega_q}{4\pi} \left\{ \frac{k \cdot q}{2q^2} + \left[ \frac{3}{14} + \frac{2(k \cdot q)^2}{7k^2q^2} \right] \right\} \times \left[ \delta_s^{(1)}(k) - q \cdot \partial_k \delta_s^{(1)}(k) \right] \times \left[ \delta_s^{(1)}(k) - \frac{1}{3} \partial_k \delta_s^{(1)}(k) \right] \delta_b.
\]
Using Eq. (42), up to first order in the long and short modes, we have
\[
\delta_s^{(1)}(k|\delta_b) = \delta_s^{(1)}(k) + \delta_s^{(2)}(k) \approx \delta_s^{(1)}(k - 1 - \frac{1}{3}\delta_b) + \frac{13}{21}\delta_b\delta_s^{(1)}(k). \tag{43}
\]
The first term is the dilation effect discussed in Sec. III while the second term is the modification of the small scale growth by the long mode. This shows that both the modification of the intrinsic growth and the dilation effects are incorporated into SPT automatically, while SPT is normalized with respect to the global mean.

To first order in \(\delta_b\) and the short mode, the modulated dark matter power spectrum is given by
\[
P(k|\delta_b) = P(k) + \delta_b \left[ P(k) - \frac{1}{3} \frac{dP(k)}{d\ln k} \right] + \frac{26}{21}\delta_b P(k), \tag{44}
\]
where we have split the contributions into the dilation (the term in the square brackets) and the modification of intrinsic growth (last term). We then get the power spectrum response
\[
\left. \frac{\partial P(k|\delta_b)}{\partial \delta_b} \right|_{\delta_b=0} = \frac{47}{21} P(k) - \frac{1}{3} \frac{dP(k)}{d\ln k}. \tag{45}
\]
If the local mean is used instead, 47/21 is replaced by 5/21 in Eq. (45).

For the tree-level bispectrum response, we also need the coupling between one long mode and two short modes through the \(F_3\) kernel. This long-short-short coupling term is given by
\[
\delta_{ls}^{(3)}(k) = 3 \int \frac{d^3q}{(2\pi)^3} \int \frac{d^3k_1}{(2\pi)^3} \frac{d^3k_2}{(2\pi)^3} F_3(q, k_1, k - k_1 - q) \delta_s^{(1)}(q) \delta_s^{(1)}(k_1) \delta_s^{(1)}(k - k_1 - q)
\]
\[
= 3\delta_b \int \frac{d^3k_1}{(2\pi)^3} \delta_s^{(1)}(k_1) \int dq \delta_D(q - q_b) \int \frac{d\Omega_q}{4\pi} F_3(q, k_1, k - k_1 - q) \delta_s^{(1)}(k - k_1 - q), \tag{46}
\]
where \(k\) and \(k_1\) denote the short modes while \(q\) is the long mode.

Analogous to the case for \(\delta_{ls}^{(2)}\), we expand \(F_3(q, k_1, k - k_1 - q)\) to the order \(q^0\) and
\[
\delta_s^{(1)}(k - k_1 - q) \approx \delta_s^{(1)}(k - k_1) - q \cdot \partial_k \delta_s^{(1)}(k - k_1). \tag{47}
\]
Up to the order \(q^0\), the terms that survive the angular integration are
\[
\delta_{ls}^{(3)}(k) = \frac{-1}{3}\delta_b \int \frac{d^3k_1}{(2\pi)^3} F_2(k_1, k - k_1) \delta_s^{(1)}(k_1) k \cdot \partial_k \delta_s^{(1)}(k - k_1) + \delta_b \int \frac{d^3k_1}{(2\pi)^3} A_0(k_1, k - k_1) \delta_s^{(1)}(k_1) \delta_s^{(1)}(k - k_1), \tag{48}
\]
where \(A_0\) denotes
\[
A_0(k_1, k - k_1) = \frac{89}{126} + \frac{11}{21} k_1 \cdot (k - k_1) \left( \frac{1}{k_1^2} + \frac{1}{|k - k_1|^2} \right) + \frac{23}{63} \frac{[k_1 \cdot (k - k_1)]^2}{k_1^2 |k - k_1|^2}
\]
\[- \frac{1}{12} \left[ \frac{k_1^2}{|k - k_1|^2} + \frac{|k - k_1|^2}{k_1^2} \right] + \frac{2}{6} \frac{[k_1 \cdot (k - k_1)]^2}{|k - k_1|^2} \left( \frac{1}{k_1^2} + \frac{1}{|k - k_1|^2} \right).
\]
\[
= \frac{2}{21} \frac{[k_1 \cdot (k - k_1)]^3}{|k - k_1|^3} \left( \frac{1}{k_1^2} + \frac{1}{|k - k_1|^2} \right). \tag{49}
\]
We have symmetrized the kernel \(A_0\). The first term in Eq. (48) is due to the product of the \(q^{-1}\)-order term in \(F_3(q, k_1, k - k_1 - q)\) with the gradient term \(-q \cdot \partial_k \delta_s^{(1)}(k - k_1)\); and the second term results from the product of the \(q^0\)-order term in \(F_3(q, k_1, k - k_1 - q)\) with \(\delta_s^{(1)}(k - k_1)\).

By simply adding and subtracting the term
\[
\frac{-1}{3}\delta_b \int \frac{d^3k_1}{(2\pi)^3} [k \cdot \partial_k F_2(k_1, k - k_1)] \delta_s^{(1)}(k_1) \delta_s^{(1)}(k - k_1), \tag{50}
\]
we can write Eq. 48 as
\[ \delta_{3n}^{(3)}(k) = -\frac{1}{3} \delta_b k \cdot \partial_k \delta_{3n}^{(2)}(k) + \delta_b \int \frac{d^3k_1}{(2\pi)^3} A(k_1, k - k_1) \delta_{3n}^{(1)}(k_1) \delta_{3n}^{(1)}(k - k_1), \]  
(51)
where \( A \) reads
\[ A(k_1, k - k_1) = \frac{151}{126} F_2(k_1, k - k_1) + \frac{5}{126} G_2(k_1, k - k_1), \]  
(52)
and \( \delta_s^{(2)} \) is defined similar to Eq. 38 except with \( \delta^{(1)} \) replaced by \( \delta^{(1)}_s \). \( G_2 \) is the velocity divergence kernel
\[ G_2(k_1, k_2) = 3 \frac{1}{7} + \frac{1}{2} \mu \frac{k_1 + k_2}{k_2} + \frac{4}{7} \mu^2. \]  
(53)
Note that the three types of terms in Eq. 49 are canceled out in Eq. 52, and \( A \) can be solely written in terms of \( F_2 \) and \( G_2 \).

Therefore up to first order in the long mode and second order in the short modes, the small scale mode reads
\[ \delta_s^{(2)}(k|\delta_b) = \delta_s^{(1)}(k) + \delta_s^{(2)}(k) - \frac{1}{3} \delta_b k \cdot \partial_k \delta_s^{(1)}(k) - \frac{1}{3} \delta_b k \cdot \partial_k \delta_s^{(2)}(k) + \frac{13}{21} \delta_b \delta_s^{(1)}(k) \]
\[ + \delta_b \int \frac{d^3k_1}{(2\pi)^3} A(k_1, k - k_1) \delta_s^{(1)}(k_1) \delta_s^{(1)}(k - k_1) \]
\[ \approx \delta_s^{(1)}(k(1 - \frac{1}{3} \delta_b)) + \delta_s^{(2)}(k(1 - \frac{1}{3} \delta_b)) + \delta_b \frac{13}{21} \delta_s^{(1)}(k) + \int \frac{d^3k_1}{(2\pi)^3} A(k_1, k - k_1) \delta_s^{(1)}(k_1) \delta_s^{(1)}(k - k_1) \].  
(54)
In the last line, the first two terms are the dilation terms, while the last term is the modification of the intrinsic growth up to second order in the short mode. If the local mean is used, there is an additional overall factor \( 1/(1 + \delta_b) \) in Eq. 54.

We are now in a position to compute the modulated bispectrum. The dilation part of the bispectrum can be obtained as
\[ \langle \delta_s^{(1)}(k_1(1 - \frac{1}{3} \delta_b)) \delta_s^{(1)}(k_2(1 - \frac{1}{3} \delta_b)) \delta_s^{(2)}(k_3(1 - \frac{1}{3} \delta_b)) \rangle + 2 \text{cyc.} \]
\[ = 2F_2(k_1(1 - \frac{1}{3} \delta_b), k_2(1 - \frac{1}{3} \delta_b)) P(k_1(1 - \frac{1}{3} \delta_b)) P(k_2(1 - \frac{1}{3} \delta_b)) (2\pi)^3 \delta_D \left( 1 - \frac{1}{3} \delta_b \right) (k_1 + k_2 + k_3) \]  
\[ \approx (1 + \delta_b) B_m(k_1(1 - \frac{1}{3} \delta_b), k_2(1 - \frac{1}{3} \delta_b), k_3(1 - \frac{1}{3} \delta_b)) (2\pi)^3 \delta_D (k_1 + k_2 + k_3) \]
\[ \approx \left( 1 + \delta_b \right) B_m(k_1, k_2, k_3) - \frac{1}{3} \delta_b \sum_{j=1}^{3} \frac{d}{d \ln k_j} B_m(k_1, k_2, k_3) \]  
\[ (2\pi)^3 \delta_D (k_1 + k_2 + k_3) \],  
(55)
where \( B_m \) is the tree-level dark matter bispectrum
\[ B_m(k_1, k_2, k_3) = 2F_2(k_1, k_2) P(k_1) P(k_2) + 2 \text{cyc.} \]  
(56)
Including the growth enhancement part, the tree-level bispectrum up to first order in the long mode reads
\[ B(k_1, k_2, k_3|\delta_b) = \left( 1 + \frac{433}{126} \delta_b \right) B_m(k_1, k_2, k_3) + \frac{5}{126} \delta_b B_G(k_1, k_2, k_3) - \frac{1}{3} \delta_b \sum_{j=1}^{3} \frac{d}{d \ln k_j} B_m(k_1, k_2, k_3), \]  
(57)
where \( B_G \) denotes
\[ B_G(k_1, k_2, k_3) = 2G_2(k_1, k_2) P(k_1) P(k_2) + 2 \text{cyc.} \]  
(58)
The bispectrum response function is then given by
\[ \frac{\partial}{\partial \delta_b} B(k_1, k_2, k_3|\delta_b) \bigg|_{\delta_b=0} = \frac{433}{126} B_m(k_1, k_2, k_3) + \frac{5}{126} B_G(k_1, k_2, k_3) - \frac{1}{3} \sum_{j=1}^{3} \frac{d}{d \ln k_j} B_m(k_1, k_2, k_3). \]  
(59)
If the local mean is used, there is an extra term \(-3\delta_b B_m \) in Eq. 57 and hence the factor 433/126 in Eq. 59 is replaced by 55/126.

In Fig. 1 we plot the components of the dark matter bispectrum response function for the equilateral triangle...
configuration. Both the dilation effect and the modification of the growth add up in the response function. We also compare the cases of a global mean and a local mean. For galaxy surveys, a local mean is used, while for weak lensing a global mean is used. The response function is significantly reduced for the case of a local mean.

The halo model power spectrum reads the second term is the 1-halo term, which describes the correlation in the same halo. Following [13] we use the general notation \( I^\beta_\mu \)

\[
I^\beta_\mu(k_1, k_2, \ldots, k_\mu) \equiv \int dM \left( \frac{M}{\rho_m} \right)^\mu b_\beta(M) n(M) \times u_M(k_1) u_M(k_2) \ldots u_M(k_\mu),
\]

where \( M \) is the halo mass, \( n \) is the halo mass function, \( b_\beta \) is the peak-background split bias of order \( \beta \), and \( u_M(k) \) is the dimensionless Fourier transform of the halo density profile normalized such that \( u_M(0) = 1 \). We use the NFW halo profile [44] with the concentration relation given in [39]. The Sheth-Tormen mass function [45] and the peak-background split bias derived from it [42] are adopted. We assume only linear bias and hence \( b_\beta = 0 \) for \( \beta \geq 2 \).

In the standard halo model formula Eq. (60), the long mode vanishes. To compute the response function, we imagine the long mode is turned on and it modulates \( P \), and also the mass function and the bias, while we assume that the halo profile is not affected by the long mode. The response of the mass function and the bias to the long mode can be derived using the relation

\[
\left. \frac{\partial I^\beta_\mu}{\partial b_\beta} \right|_{\delta_b=0} = \int dM \left[ \left( \frac{M}{\rho_m} \right)^\mu \frac{\partial}{\partial b_\beta} [b_\beta(M) n(M)] \times u_M(k_1) u_M(k_2) \ldots u_M(k_\mu) \right]_{\delta_b=0} = I^{\beta+1}_\mu,
\]

where we have used the fact that the peak-background split bias \( b_\beta \) is the response of mass function to \( \delta_b \) at order \( \beta \) [46, 47]

\[
b_\beta(M) = \frac{1}{n(M)} \left. \frac{\partial n(M)}{\partial \delta_b^\beta} \right|_{\delta_b=0}.
\]

With this setup, it is easy to see that the power spectrum response function is given by [7]

\[
\left. \frac{\partial P_{HM}(k|\delta_b)}{\partial \delta_b^\beta} \right|_{\delta_b=0} \approx [I^1_1(k)]^2 \left. \frac{\partial P(k|\delta_b)}{\partial \delta_b^\beta} \right|_{\delta_b=0} + I^2_2(k),
\]

where we have dropped a term proportional to \( I^2_1 \) because it is small compared to the ones we keep. The perturbative power spectrum response function is given by Eq. (45). For the case of local mean, there is an additional term \(-2P_{HM}\) in Eq. (64).

For the case of the power spectrum, Ref. [7] explicitly checked that the supersample covariance computed using the halo model trispectrum agrees with the supersample covariance formula results [the analog of Eq. (19)] calculated using the halo model power spectrum response Eq. (64). As it is formidable to check the results using the halo model 6-point function (for a glimpse of its
In this section, we discuss the response function of the halo model and its comparison with perturbation theory predictions. The response function term, \(B_{\text{HM}}(k_1, k_2, k_3)\), is given by

\[
B_{\text{HM}}(k_1, k_2, k_3) = B_{1h}(k_1, k_2, k_3) + B_{2h}(k_1, k_2, k_3) + B_{3h}(k_1, k_2, k_3),
\]

where

\[
B_{1h}(k_1, k_2, k_3) = I_1^0(k_1, k_2, k_3),
\]

\[
B_{2h}(k_1, k_2, k_3) = I_1^1(k_1)I_2^1(k_2, k_3)P(k_1) + 2 \text{ cyc.},
\]

\[
B_{3h}(k_1, k_2, k_3) = I_1^1(k_1)I_2^2(k_2)I_3^1(k_3)B_{\text{PT}}(k_1, k_2, k_3),
\]

are the 1-, 2-, and 3-halo terms, and \(B_{\text{PT}}\) denotes the bias function from the perturbation theory. The response function term, \(B_{\text{PT}}\), involves the response derivative of the power spectrum. We follow the same prescription as for the case of the power spectrum. In particular, we also first assume only a linear bias and \(b_2 = 0\) for \(\beta \geq 2\). In this case, \(B_{\text{PT}}\) is simply \(B_n\).

With the assumption that the presence of long mode modulates \(P\) and \(B_{\text{PT}}\), and also the mass function and the bias while the halo profile is not affected, we can write down the halo model bispectrum response function

\[
\frac{\partial}{\partial \delta_b} B_{\text{HM}}(k_1, k_2, k_3) \bigg|_{\delta_b = 0} \approx I_1^1(k_1)I_2^1(k_2)I_3^1(k_3) \frac{\partial B_{\text{PT}}(k_1, k_2, k_3|\delta_b)}{\partial \delta_b} \bigg|_{\delta_b = 0} + 2 \text{ cyc.} + I_3^1(k_1, k_2, k_3). \tag{69}
\]

The response function [\(\partial B_{\text{PT}}(\delta_b)/\partial \delta_b|_{\delta_b = 0}\)] is given by Eq. (59), and the perturbative power spectrum response function is given by Eq. (45). If the local mean is used instead, there is an additional term \(-3B_{\text{HM}}\) in Eq. (59).

In Fig. 2, we plot the bispectrum response function at \(z = 0\) for the case of the global mean. At large scales, for \(k \lesssim 0.4\) Mpc\(^{-1}\), the 3-halo contribution dominates, while at small scales, for \(k \gtrsim 0.6\) Mpc\(^{-1}\), the 1-halo contribution \(I_3^1\), becomes dominant. In the scales shown, the 3-halo contribution is essentially the same as the bispectrum response function computed using perturbation theory. However, as we can see in Fig. 2, on large scale, the halo model prediction still differs from the perturbation theory results, e.g. at \(k \sim 0.02\) Mpc\(^{-1}\), the halo model result exceeds that of perturbation theory by 10%.

At large scales, it is well known that the standard halo model formalism predicts unphysical shot noise between matter and halo (see [48] for a recent attempt to resolve this issue). Our result indicates that there seems to be another artifact of the halo model at large scales. However, this effect is negligible when we compare the covariance predictions with the numerical results later on.

The terms in the square brackets in Eq. (69) are small in the low and high \(k\) regimes, but they are not negligible at the transition scales. Besides the power spectrum response function term, we have also kept a term involving \(b_2\). From Eq. (62), we see that although we have limited ourselves to \(b_1\) only, higher order bias terms are generated by the response derivative. As we see in Fig. 2, this term is comparable to the perturbative power spectrum response function term, and thus we keep it as well. We have checked that all of the other terms generated by the response derivative are negligible except this one.

As we have included one of the \(b_2\)-terms generated, we need to check our starting assumption by including only the \(b_1\)-terms. In the 3-halo term, there is another possible term \(I_1^1(k_1)I_2^1(k_2)I_3^1(k_3)P(k_1)P(k_2) + 2 \text{ cyc.}\). We can estimate the importance of this term by differentiating this term directly with respect to the long mode. This is not strictly correct as this term is obtained by setting the long mode to zero; however, for the purpose of estimation, it is sufficient. We find that this term is indeed small compared to the ones that we included.
V. THE SUPERSAMPLE COVARIANCES: PREDICTIONS AND MEASUREMENTS

In this section, we compute the supersample covariance for the bispectrum and the cross covariance between the power spectrum and the bispectrum. The predictions are then confronted with the measurements from simulation.

Before going to the numerical results, we first compare the supersample covariance contributions with the Gaussian covariance, which is valid in the low $k$ regime. The Gaussian bispectrum covariance reads

$$C_B^G = \frac{(2\pi)^3 k^3}{V_\Delta} \delta_{k_1 k_2 k_3} \delta_{k_1' k_2' k_3'} s_{123} P(k_1) P(k_2) P(k_3), \quad (70)$$

where $\delta_{k_1 k_2 k_3}$ is non-vanishing only if the shape of the triangle $k_1 k_2 k_3$ is the same as that of $k_1' k_2' k_3'$. The symmetry factor $s_{123}$ is equal to 1, 2, and 6 for scalene, isosceles, and equilateral triangle respectively. In Eq. (70), $P(k)$ can be the linear power spectrum or the nonlinear one, in this case, it effectively resums part of the higher-order contributions. For the cross covariance between the power spectrum and the bispectrum, the Gaussian contribution vanishes as it is a 5-point correlator.

To facilitate the comparison with the simulation re-
results, we consider a cubic survey window

$$W_{\text{cubic}}(\mathbf{x}) = \begin{cases} 1 & \text{if } 0 \leq x_i \leq L, \\ 0 & \text{otherwise.} \end{cases}$$

(71)

Its Fourier transform reads

$$W_{\text{cubic}}(\mathbf{k}) = V e^{-ikL/2} \prod_{j=1}^{3} \sin \frac{k_j L}{2}.$$  

(72)

In the supersample covariance formula, it is the RMS variance $\sigma_W^2$ that matters. If a spherical tophat window is used instead, we find that by matching the survey volume with the mapping $R_{\text{TH}} = [3/(4\pi)]^{1/3}L$, the variance computed with either window agrees with each other within at least 3% for the box sizes we consider here. Thus, this provides a convenient way to map our results to the tophat window case.

In Fig. 5 we compare the supersample covariance with the Gaussian one for a range of box sizes: 600, 1000, and 3000 Mpc $h^{-1}$ (at $z = 0$, the corresponding $\sigma_W^2$ are $9.8 \times 10^{-5}$, $1.7 \times 10^{-5}$, and $3.3 \times 10^{-7}$, respectively). We have compared the supersample covariance predictions using the perturbation theory and the halo model response function. Current surveys such as DES have a survey volume close to the volume of the 1000 Mpc $h^{-1}$ box, and the future survey Euclid will have a survey volume near that of the 3000 Mpc $h^{-1}$ box. In this plot, we have kept the bin width fixed at $\Delta k = 2k_F$; thus, the number of modes in each configuration bin and the Gaussian covariance is constant for different box sizes. Because the bispectrum Gaussian covariance is very sub-dominant beyond the mildly nonlinear regime relative to the small scale non-Gaussian covariance [19], the supersample covariance is expected to only give a small contribution to the overall bispectrum covariance budget. We will quantify this using the simulation results below.

We now compare the covariances measured from the periodic box and subbox setups. The simulations used in this work are from the DEUS project [49–51]. A flat $\Lambda$CDM model with the WMAP7 cosmological parameters [52] is adopted for these simulations. In particular, $h = 0.72$, $\Omega_m = 0.257$, $n_s = 0.963$, and $\sigma_8 = 0.801$. The Zel’dovich approximation is used to generate the Gaussian initial conditions at $z_i = 105$. The transfer function is computed with CAMB [53]. The simulations are evolved using the adaptive mesh refinement solver RAMSES [54]. We will only consider dark matter simulation results at $z = 0$.

The periodic simulations are the small set used in [19].

FIG. 5: The left panel shows the diagonal element of the dark matter bispectrum covariance for the equilateral triangle configurations at $z = 0$, normalized by the Gaussian covariance. The covariances measured from the periodic box (blue, circles), and the subbox setup with the global (green, squares) and local mean (red, triangles) are compared. The supersample covariance predictions for the global (yellow, stars) and local mean (cyan, stars) are shown. In the right panel, the ratios between various covariances and the one measured from the small set of simulations are plotted.

FIG. 6: Similar to the right panel of Fig. 5 except for the isosceles triangle of the shape $k_1 : k_2 : k_3 = 2 : 2 : 1$. 
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The periodic simulations are the small set used in [19].
In each periodic simulation, there are $256^3$ particles in a cubic box of size $L = 656.25\,\text{Mpc}\,h^{-1}$. There are altogether 4096 realizations. For the subbox setup, we use a gigantic simulation of box size $21\,\text{Gpc}\,h^{-1}$ with $8192^3$ particles from the DEUS full universe run. The gigantic box is divided into cubic subboxes of size $656^3$. There are altogether 32768 subboxes and we use 4096 of them.

To facilitate the comparison with the bispectrum results later on, we show the power spectrum results here as well. Similar to [33, 55], we find that the power spectrum measurement is biased low due to the window function convolution in the range of scales we consider. The bias depends on the shape of the power spectrum and the size of the window function. For our case, it is most substantial in the range from $k \sim 0.01$ to $0.1\,\text{Mpc}^{-1}\,h$. Ref. [33] scaled the value of the subbox case to match the periodic box measurement, here we do not apply any correction as we find that this helps little for the case of bispectrum. We plot the diagonal elements of the power spectrum covariance ratio between the subbox results and the small box results in Fig. 7. At $k = 0.5\,\text{Mpc}^{-1}\,h$, the supersample covariance correction to the small box results is about 60% for local mean and 250% for the global mean. We will see that the effect is substantially smaller for the bispectrum, and it is of similar order of magnitude for the cross covariance.

For the bispectrum, the expectation value of Eq. (10) reads

$$
\langle \hat{B}_W(k_1, k_2, k_3) \rangle = \frac{1}{VV\Delta} \int_{k_1} d^3p_1 \int_{k_2} d^3p_2 \int_{k_3} d^3p_3 \delta_D(p_{123})
\times \prod_{i=1}^3 \int \frac{d^3q_i}{(2\pi)^3} W(p_i - q_i)(2\pi)^3\delta_D(q_{123}) B(q_1, q_2, q_3).
$$

(73)

The first line simply averages the triangles within the configuration bin, and hence any bias is expected to arise from the smearing effect by the window in the second line. The window function satisfies

$$
\frac{1}{V} \prod_{i=1}^3 \int \frac{d^3q_i}{(2\pi)^3} W(p_i - q_i)(2\pi)^3\delta_D(q_{123}) = 1,
$$

(74)

where we have used $p_{123} = 0$ and Eq. (26). Hence we can interpret that the window convolution simply results in a...
weighted mean of the bispectrum. For a more extended window, the value in Eq. (74) is smaller, e.g. for Gaussian window, it is $1/\sqrt{27}$ instead of 1, and so the windowed bispectrum is more biased relative to the underlying one. Except for the first bin, which is biased low, the subsequent bins are biased high (by roughly 2%) and the bias decreases as $k$ increases. Apart from the bias in the amplitude, the subbox measurements also exhibit wiggles, which are strongest in the low $k$ regime and decrease as $k$ increases.

In Fig. 5 we show the diagonal element of the bispectrum covariance for the equilateral triangle configuration obtained from the small box and the subbox setups. In the left panel, the covariance is normalized with respect to the Gaussian covariance. For both the global and local mean cases, the supersample covariance correction is small relative to the small scale covariance, which can be studied using a periodic setup. To see the differences more clearly, we show the ratio between the subbox covariance and the small box covariance in the right panel. We see clearly that there are wiggles in the subbox covariance due to the convolution with the cubic window. Again the effect of the supersample covariance is small, up to $k \sim 0.5$ Mpc$^{-1} h$, the enhancement for the covariance is about 30% for the global mean and about 5% for the local mean. The ratio is roughly an order of magnitude smaller than that for the power spectrum covariance (Fig. 4). We show the ratio between the subbox setup and the periodic box results for the isosceles triangle configurations $k_1 : k_2 : k_3 = 2 : 2 : 1$ as a function of $k_1$ in Fig. 6. Clearly they are qualitatively similar to the equilateral triangle case.

We also show the supersample covariance prediction given by

$$C_{\text{Small}+\text{SSC}} = C_{\text{Small}} + C_{\text{SSC}},$$

where $C_{\text{Small}}$ is the covariance measured from the small set and $C_{\text{SSC}}$ is obtained with Eq. (19) using the halo model response function. We find that for both the equilateral triangle and isosceles triangle configurations, besides the convolution due to the survey window, the supersample covariance prediction agrees with the subbox results well up to $k \sim 0.5$ Mpc$^{-1} h$. However, the halo model predictions overpredict the effect for larger $k$; e.g. at $k = 1$ Mpc$^{-1} h$, it is overpredicted by 20% for local mean and 170% for the global mean.

The cross correlation coefficient $r$ is generally defined as

$$r(k_1, k_2, k_3, k'_1, k'_2, k'_3)$$

FIG. 8: Similar to Fig. 7 except the for isosceles triangle of the shape $k_1 : k_2 : k_3 = 2 : 2 : 1$. 
\[
C(k_1, k_2, k_3, k_1', k_2', k_3') = \frac{C(k_1, k_2, k_3, k_1, k_2, k_3)C(k_1', k_2', k_3')}{C(k_1, k_2, k_3)}.
\] (76)

By definition it is equal to 1 for the diagonal term. In Fig. 7, we plot \( r \) for the equilateral triangle configurations. In these plots, one of the equilateral triangle is fixed to be of the size 0.077, 0.19, and 0.77 Mpc\(^{-1} \) h respectively. Again, we find that the difference between small box and the subbox setup is small for the global mean case, and it is negligible for the local mean scenario. Furthermore, the supersample covariance prediction gives decent agreement with the subbox results. In Fig. 5 and 6, we find that the fractional difference between the small box and subbox setups is larger than the measurement for the global mean case. Again the results are similar to the equilateral triangle case.

We now look at the cross covariance between the matter power spectrum and the bispectrum. In Figs. 9 and 10 we show the cross covariance, \( C^{PB}(k; k_1, k_2, k_3) \) with the Fourier mode of the power spectrum \( k \) fixed to be 0.15, 0.40 and 0.80 Mpc\(^{-1} \) h respectively. In Fig. 9 the bispectrum is chosen to be the equilateral triangle configurations, while they are isosceles triangles \( k_1 : k_2 : k_3 = 2 : 2 : 1 \). Here for the isosceles triangle \( k_1' : k_2' : k_3' = 2 : 2 : 1, k_1' \) is set to 0.077, 0.19, and 0.77 Mpc\(^{-1} \) h respectively and it is plotted as a function of \( k_1 \). Again the results are similar to the equilateral triangle case.

In configuration space, the bispectrum depends only on the shape of the triangle, and not on its orientations. The tidal response function is anisotropic, and so after averaging over the orientations of the triangle its contribution is significantly reduced. See Appendix B for more details. However, in redshift space, the bispectrum is anisotropic, and so this contribution could be potentially larger. We leave the thorough investigation of this issue to future work.

Before closing this section, we would like to extrapolate the results here to estimate the relative importance of various covariance contributions for future surveys like Euclid. Here we take the survey volume of Euclid to be equivalent to a cubic box of size 4000 Mpc\(^{-1} \) h\(^{-3} \) and the mean redshift to be 1.2. In the perturbative regime, \([\partial B/\partial \delta_b]|_{\delta_b=0}]^2 \propto D^8 \) and \([\partial P/\partial \delta_b]|_{\delta_b=0} (\partial B/\partial \delta_b)|_{\delta_b=0} \propto D^6 \). On the other hand, the leading perturbative non-Gaussian corrections for the covariance of \( B \) and \( P-B \) scale as \( D^6 \) and \( D^6 \) respectively. Because both contributions have the same perturbative time dependence, to translate the small box results at \( z = 0 \) to the Euclid setting, we only need to compare \( \sigma_W^2 (z) \) with \( V^{-1} \). Note that the small scale covariance scaling with volume has been checked in 19 (see also 55) using simulations of different sizes, and it was found to be in good agreement with the numerical results. Hence the supersample covariance for \( B \) or \( P-B \) is reduced by a factor of 2320 in the Euclid setting, while the small scale covariance is only suppressed by a factor of 227. The relative importance of the supersample covariance compared to the small scale one would be downgraded by a factor of 10 in Fig. 9, 10, 11, 12, 13, 14, and 15.

In this section, we have quantified the magnitudes of the supersample covariance contributions by comparing the numerical results obtained with the periodic box and subbox setups. We have also tested the supersample covariance prediction derived in the previous sections and found that it agrees well with the numerical results. Although we have only explicitly shown the two types of triangle configurations, the results are qualitatively similar for other configurations. The numerical results and the predictions are validated by their good agreement with each other. For example, the transients induced by the Zel’dovich approximation initial condition for the bispectrum 57 do not seem to be an issue here.

VI. CONCLUSIONS

In the current and future large-scale structure surveys, the quality of the data is expected to keep on increasing. At the same time, to extract cosmological information from such high-fidelity data, the theoretical modeling precision of various systematics also needs to increase. One of the potential systematics is the supersample covariance. In the presence of the window function, the long mode with wavelengths larger than the survey window can modulate the small scales and cause large covariance inside the survey window 6. The supersample covariance cannot be studied using the standard periodic simulation setup. The window function effectively broadens the wave vectors, while in the standard periodic simulation setup the wave vectors are sharp. This broadening can be captured by dividing a gigantic simulation into many subboxes. In 7, the power spectrum supersample
$k_1 : k_2 : k_3 = 1 : 1 : 1, \quad k = 0.15 \text{Mpc}^{-1}h$

$k_1 : k_2 : k_3 = 2 : 2 : 1, \quad k = 0.15 \text{Mpc}^{-1}h$

FIG. 9: The cross covariance between the matter power spectrum and bispectrum at $z = 0$. The equilateral triangle configurations are used for the bispectrum and the Fourier mode of the power spectrum $k$ are chosen to be 0.15, 0.40 and 0.80 Mpc$^{-1}$h (from left to right). In the lower panels, the covariances are normalized with respect to the small box results. The results from the small box (blue, circles) and subbox results for the global mean (green, triangles) and the local mean cases (red, squares) together with the supersample covariance prediction for the global mean (yellow, stars) and local mean (cyan, stars) cases are compared.

FIG. 10: Similar to Fig. 9 except for the bispectrum shape $k_1 : k_2 : k_3 = 2 : 2 : 1$. 
covariance was formulated using the response function approach. The power spectrum supersample covariance has been recognized an important source of covariance on small scales.

In this paper we studied the supersample covariance contribution to the bispectrum covariance and cross covariance between the power spectrum and the bispectrum. In terms of the response function, we derived the supersample covariance for the bispectrum covariance [Eq. (19)] and for the cross covariance [Eq. (23)]. We also computed the bispectrum response function using the standard perturbation theory [Eq. (59)] and the halo model [Eq. (69)]. Besides the density, we also derived the bispectrum supersample covariance due to the tide [Eq. (B33)] and the bispectrum response function to the tide [Eq. (B26)] using SPT. However, we found that the tide contribution to the supersample covariance is a few orders of magnitude smaller than the density one because the bispectrum in configuration space is isotropic while the tide response function is anisotropic.

We quantified the magnitudes of the supersample covariance using numerical measurements with the periodic box and subbox setups. The effects are small for the bispectrum covariance with the global mean, and for the local mean case it is negligible (Figs. 5-8). Relative to the small scale covariance, the magnitude of the supersample covariance is roughly an order of magnitude smaller than the power spectrum case. This is because the small scale covariance for the bispectrum is much more significant than in the power spectrum case, e.g. by comparing with the Gaussian covariance [19], thus the supersample covariance contribution is dwarfed. For the cross covariance, the effect is larger, and closer to that of the power spectrum covariance (Figs. 5 and 11). Thus in the combined analysis of the power spectrum and the bispectrum, the supersample covariance may not be negligible. However, in galaxy surveys, a local mean is used, and hence the supersample covariance is still a small correction to the total covariance budget. We can also directly use the halo model supersample covariance because we find that it works reasonably well and the supersample covariance is a small correction anyway.

Ref. [19] found that the small scale non-Gaussian covariance is much more significant for the bispectrum than for the power spectrum, and speculated that the small scale covariance is even more serious for the higher order correlators. Along a similar vein, we surmise that the supersample covariance is even more subdominant for the higher order correlators, and hence negligible.

Our work makes it clear that for the bispectrum covariance and the cross covariance, the small scale covariance is the dominant source, at least up to $k \sim 1$ Mpc$^{-1}$. For the bispectrum this is probably the highest scale we can hope to model. Thankfully, the small scale non-Gaussian covariance can be studied using the standard periodic setup with small box size, which is much more accessible in terms of computational resources. On the other hand, there have been few efforts so far to model the small scale covariance [19] [20]. The perturbative approach only improves over the Gaussian covariance in the mildly nonlinear regime [19]. To extend the perturbative calculation to higher $k$, one possibility is to model the bispectrum covariance using the halo model. A useful way of organizing the computation is to expand the covariance in terms of the connected correlators [17,19,20], which in turn are computed using the halo model.
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Appendix A: Beat coupling for the bispectrum

The effects of the long mode on the small scale power spectrum covariance were first computed in Ref. [6], using both perturbation theory and a nonlinear model, the hyper extended perturbation theory. The authors coined the term “beat coupling” to refer to the covariance induced by the long mode on the modes within the survey window, i.e. supersample covariance. In this paper we follow Refs. [21,22] to use beat coupling to refer only to the perturbative part of the supersample covariance.

In this Appendix, we compare the beat-coupling contribution computed with the approach of Hamilton et al (HRS) [6] against the full perturbative computation done in the main text. Let us start with the case of the power spectrum. It was pointed out in [6] that at the tree level, an additional diagram sourcing the trispectrum due to the long mode arises when the window function is present. For the case of dark matter, this additional tree level trispectrum reads

$$T(k,k',\epsilon) = 16P(k)P(k')P(\epsilon)F_2(-k_1,\epsilon)F_2(-k_1',-\epsilon),$$

(A1)

where $\epsilon$ represents the long mode. Replacing the $F_2$ kernel by the one spherically averaged over the solid angle of the long mode

$$\int \frac{d\Omega}{4\pi} F_2(k,\epsilon) = \frac{17}{21},$$

(A2)

we get

$$T(k,k',\epsilon) = \frac{4624}{441}P(k)P(k')P(\epsilon).$$

(A3)

---

2 http://www.deus-consortium.org
The result is different from that in Sec. [IV A] because the dilation effect is neglected and we have used a different angular averaged $F_2$: $(F_2(k - \epsilon, \epsilon))_\theta = 13/21$. Compared to the results obtained in Sec. [IV A] Eq. (A.4) overestimates the covariance by about 30% at $k = 0.2\, \text{Mpc}^{-1} h$.

Next we consider the bispectrum covariance using the approach of [6] and check how this compares with our result in Sec. [IV A]. The bispectrum covariance is sourced by the 6-point function, including the connected and disconnected diagrams. The disconnected contributions include the Gaussian covariance which has three disconnected components and non-Gaussian contributions, which have two disconnected parts. Ref. [19] computed the tree level disconnected terms using perturbation theory, and they also estimated the tree level connected and found that they are sub-leading relative to the disconnected non-Gaussian contributions in the perturbative regime.

In the presence of the window function, three additional connected diagrams arise. In Fig. 11 we show the diagrammatic representation of these beat coupling terms for the bispectrum (cf. the “normal” tree level diagrams in Fig. 9 of [19]). A set of three dots on either side of the diagram denotes the bispectrum estimator. The solid lines branching from each dot represent the $F_n$ kernel. The wavy line denotes the power spectrum. The important feature is that the two sides of the bispectrum estimator are linked by one and only one leg from the $F_n$ with $n > 1$. We also see this feature in the beat coupling term for the power spectrum [6]. In the absence of the window functions, because of the closed triangle condition, the sum of the wave vectors vanish on both sides of the bispectrum estimator. Hence the contribution due to these diagrams vanishes because $P(0) = 0$. That is why these diagrams are not present in [19]. The story changes when the window function is present, and now the long mode with finite wave number connects the two sides.

The beat coupling contribution to the 6-point function is

\[ Y_{BC1}(k_1, k_2, k_3, k_1', k_2', k_3', \epsilon) = 16P(k_1)P(k_2)P(k_3)P(k_1')P(k_2')P(k_3')F_2(k_1, k_3, \epsilon)F_2(k_2, k_3', -\epsilon)P(\epsilon) + 35 \text{ cyc}, \]

\[ Y_{BC2}(k_1, k_2, k_3, k_1', k_2', k_3', \epsilon) = 24P(k_1)P(k_2)F_2(k_1, k_3)F_2(k_3, k_1')P(k_2')P(k_3') \times F_3(k_1', k_2', \epsilon)P(\epsilon) + 17 \text{ cyc } + (k \leftrightarrow k'), \]

\[ Y_{BC3}(k_1, k_2, k_3, k_1', k_2', k_3', \epsilon) = 36P(k_1)P(k_2)F_3(k_1, k_2, -\epsilon)P(k_1')P(k_2') \times F_3(k_1', k_2', \epsilon)P(\epsilon) + 8 \text{ cyc}. \]

To simplify Eqs. (A5)-(A7), we replace the $F_2$ with the long mode by Eq. (A2), and $F_3$ with the long mode by the spherical average

\[ \int \frac{d\Omega}{4\pi} F_3(k_1, k_2, \epsilon) = \frac{1}{378} [277F_2(k_1, k_2) + 5G_2(k_1, k_2)], \]

Then the 6-point functions reduce to

\[ Y_{BC1}(k_1, k_2, k_3, k_1', k_2', k_3', \epsilon) = \frac{4624}{441} B_m B'_m P(\epsilon), \]

\[ Y_{BC2}(k_1, k_2, k_3, k_1', k_2', k_3', \epsilon) = \frac{68}{1323} \left[ 277B_m B'_m + \frac{5}{2} \left( B_m B'_0 + B'_m B_0 \right) \right] P(\epsilon), \]

\[ Y_{BC3}(k_1, k_2, k_3, k_1', k_2', k_3', \epsilon) = \frac{1}{15876} (277B_m + 5B_0)(277B'_m + 5B'_0) P(\epsilon), \]
where \( B_\theta'(k_1, k_2, k_3) = 2G_2(k_1, k_2)P(k_1)P(k_2) + 2 \text{cyc.} \) \( (A12) \)

The long mode \( q_{123} \) in Eq. (13) is represented by \( \epsilon \), and we can plug Eq. (A9)–(A11) into the 6-point function in Eq. (13) to get the beat coupling contributions to the bispectrum covariance

\[
C_{BC1} = \frac{4624}{441} \sigma_W^2 B_m B'_m, \tag{A13}
\]

\[
C_{BC2} = \frac{68}{1323} \sigma_W^2 \left[ 277B_m B'_m + \frac{5}{2} \left( B_m B'_\theta + B'_m B_\theta \right) \right], \tag{A14}
\]

\[
C_{BC3} = \frac{1}{15876} \sigma_W^2 (277B_m + 5B_\theta)(277B'_m + 5B'_\theta). \tag{A15}
\]

**Appendix B: Supersample covariance contribution due to the large-scale tides**

Besides the long wavelength density perturbations, the large-scale tidal perturbation can also leave its imprint on small scales. In this Appendix we generalize the computations in the main text to include the effects of the tides on the small-scale density. The large-scale tides also generate effects similar to the redshift space distortion \( [58–60] \). The power spectrum supersample covariance due to the tides was investigated in \( [58] \). In this Appendix, we focus on the bispectrum supersample covariance due to the tides.

### 1. Modulated density in SPT

Generalizing the calculations in Sec. \([V A]\) we compute the small-scale density modulated by the long wavelength perturbations including both density and tide. We preform the computations for the second and third order in SPT.

**a. Second order**

From the second order SPT, we have

\[
\delta^{(2)}_{ls}(k) = 2 \int_{q_0} \frac{d^3q}{(2\pi)^3} F_2(q, k - q) \delta^{(1)}(q) \delta^{(1)}(k - q), \tag{B1}
\]

where \( q_0 \) denotes the Fourier mode of the long wavelength perturbation. Expanding the \( F_2(q, k - q) \) kernel and the \( \delta^{(1)}(k - q) \) about the long mode \( q \), we have

\[
\delta^{(2)}_{ls}(k) = 2 \int_{q_0} \frac{d^3q}{(2\pi)^3} \left[ \frac{q \cdot k}{2q^2} + \frac{3}{14} + \frac{2(k \cdot q)^2}{7k^2q^2} \right] \delta^{(1)}(q) \delta^{(1)}(k) - q \cdot \partial_k \delta^{(1)}(k) \]

\[
= 2 \int_{q_0} \frac{d^3q}{(2\pi)^3} \left[ \frac{q \cdot k}{2q^2} \delta^{(1)}(q) \delta^{(1)}(k) + \left( \frac{3}{14} + \frac{2(k \cdot q)^2}{7k^2q^2} \right) \delta^{(1)}(q) \partial_k \delta^{(1)}(k) - \frac{q \cdot k}{q^2} \partial_k \delta^{(1)}(k) \delta^{(1)}(q) \right] \tag{B2}
\]

The expansion of \( F_2 \) in the limit of \( q \to 0 \) is related to the squeezed limit of the bispectrum. The lowest order term \( \propto q^{-1} \) is very general and can be understood as coming from the equivalence principle \( [10–12] \) and the rest are related to the dynamics. Unlike in the main text, we perform the computation by keeping the asymmetry explicit without spherically averaging over the angle of \( \hat{q} \). Then we end up with

\[
\delta^{(2)}_{ls}(k) = k_i [q_i \partial_i] \delta^{(1)}(k) + \frac{13}{21} [\delta \delta^{(1)}(k)] - \frac{1}{3} k_i \partial_k \delta^{(1)}(k) \delta + \left[ \frac{4}{7} k_i k_j - k_i \delta k_j \right] \delta^{(1)}(k) \tau_{ij}, \tag{B3}
\]

where the floor bracket denotes

\[
[\cdots] = \int_{q_0} \frac{d^3q}{(2\pi)^3} \cdots . \tag{B4}
\]

In Fig. \([12] \) we compare the covariance obtained using Eq. \((A13)-(A15) \) (denoted as HRS for \([6] \)) and the response approach described in the main text \([Eqs. (19) \text{ and } (59)] \). Note that in this comparison we have used the global mean and equilateral triangle configuration. We find that the HRS method overestimates the covariance compared to the response results. The results are qualitatively similar to what we found for the case of the power spectrum.
and \( \tau_{ij} \) is the tidal tensor

\[
\tau_{ij}(q) = T_{ij}(q)q^2 \phi \equiv \left[ \frac{q_i q_j}{q^2} - \frac{1}{3} \delta_{ij} \right] q^2 \phi(q),
\]

with \( \phi \) being the large-scale gravitational potential. The lowest order term in Eq. (B3) (the dipole term in \( \phi \)) results from the large scale structure consistency relation, and it does not contribute to the physical polyspectrum. The second and third terms are the same as those obtained by spherical averaging [Eq. (43)]. The last term is the tidal part, and it is of the same order as the density terms.

**b. Third order**

The modulated density from the third order coupling is

\[
\delta_{\text{bs}}^{(3)}(k) = 3 \int \frac{d^3 k_1}{(2\pi)^3} \int \frac{d^3 k_2}{(2\pi)^3} \int_{q_0} \frac{d^3 q}{(2\pi)^3} \delta_D(k - k_1 - k_2 - q) F_3(k_1, k_2, q) \delta^{(1)}(k_1) \delta^{(1)}(k_2) \delta^{(1)}(q)
\]

\[
\approx 3 \int \frac{d^3 k_1}{(2\pi)^3} \int \frac{d^3 q}{(2\pi)^3} \left[ \frac{k \cdot q}{q^2} F_2(k_1, k_2) + E_0(k_1, k_2) + \frac{q_i q_j}{q^2} E^{ij}_2(k_1, k_2) \right]
\times \delta^{(1)}(k_1) \delta^{(1)}(k_2) \delta^{(1)}(q) - q \cdot \partial_k \delta^{(1)}(k_2)
\]

\[
= k_i \delta_F(q, \phi) + \delta^{ij}_F(q, \phi) - k_i \partial_{k_j} \delta_F(q, \phi) + \delta^{ij}_F(k_1, k_2)
\]

\[
= k_i \delta_F(q, \phi) + \frac{151}{126} \delta_F^i + \frac{5}{126} \delta_{G_2} - \frac{1}{3} \partial_{k_i} \delta_F \mid [\delta] + (\delta^i_F - k_i \partial_{k_i} F_2) \mid [\tau_{ij}],
\]

where in the second line we have defined \( k_2 \equiv k - k_1 \). The second order density \( \delta_X^{(2)} \) is defined as

\[
\delta_X^{(2)}(k) = \int \frac{d^3 k_1}{(2\pi)^3} \int \frac{d^3 k_2}{(2\pi)^3} \delta_D(k - k_1 - k_2) X(k_1, k_2) \delta^{(1)}(k_1) \delta^{(1)}(k_2).
\]

The coupling kernels are given by

\[
\partial F_2(k_1, k_2) = k \left[ \frac{1}{4} \left( \frac{1}{k_1^2} + \frac{1}{k_2^2} \right) + \frac{2}{7} \frac{k_1 \cdot k_2}{k_1^2 + k_2^2} \right] - \frac{k_1 \cdot k_2}{2 k_1^2 + k_2^2} - 2 \left( \frac{k_1 \cdot k_2}{k_1^2 + k_2^2} \right) + \frac{2}{7} \left( \frac{k_1 \cdot k_2}{k_1^2 + k_2^2} \right)^2, \quad \text{(B8)}
\]

\[
E_0(k_1, k_2) = \frac{5(k_1 \cdot k_2)^2 + 9k_1 \cdot k_2(k_1^2 + k_2^2) + 13k_1^2 k_2^2}{63k_1^2 + k_2^2}, \quad \text{(B9)}
\]

\[
E^{ij}_2(k_1, k_2) = \frac{1}{252k_1^2 k_2^2} \left[ 42(k_1 \cdot k_2)^2(k_1^2 + k_2^2) + 24(k_1 \cdot k_2)^3(k_1^2 + k_2^2) - 21k_1^2 k_2^2(k_1^2 + k_2^2) \\
+ 24k_1^2 k_2^2(k_1 \cdot k_2)^2 + 32k_1^2 k_2^2(k_1 \cdot k_2)^2 + 22k_1^2 k_2^2 \right], \quad \text{(B10)}
\]

\[
H_{ij}(k_1, k_2) = \frac{k_1 j_1 k_2}{k_1^2} f(k_1, k_2) + 2k_1 j_1 k_2 k_2 f(k_1, k_2) + \frac{k_2 j_2 k_1}{k_2^2} f(k_2, k_1), \quad \text{(B11)}
\]

\[
f(k_1, k_2) = \frac{1}{42k_1^2 k_2^2 k_3^2} \left[ 12k_1^2 k_2^2 + 16k_1^2 (k_1 \cdot k_2)^2 - 8(k_1 \cdot k_2)^3 + 18k_1^2 k_2^2 \\
+ 31k_2^2 k_3^2 k_1 \cdot k_2 - 22k_3^2 (k_1 \cdot k_2)^2 + 14k_2^2 k_3^2 - 9k_2^2 k_1 \cdot k_2 \right], \quad \text{(B12)}
\]

\[
g(k_1, k_2) = \frac{1}{84k_1^2 k_2^2 k_3^2} \left[ 21(k_1^2 + k_2^2) + 48(k_1 \cdot k_2)^2 + 70(k_1^2 + k_2^2) k_1 \cdot k_2 + 50k_1^2 k_2^2 \right], \quad \text{(B13)}
\]

where \( k \) denotes \( k_1 + k_2 \). Note that \( f \) is not symmetric about its arguments while \( g \) is.

The expansion of \( F_3 \) in the low \( q \) limit is a consequence of the consistency relation for the 4-point function. In the last line of Eq. (B6), the dipole term again does not contribute to the polyspectrum. The density terms are the same as those derived in Eq. (54). The density part due to the enhancement in growth is simplified using

\[
3\delta_{E_0}(k) + \frac{k_i}{3} \delta^{ij}_{E_2}(k) = \frac{151}{126} \delta_F^i + \frac{5}{126} \delta_{G_2}.
\]

The last part in Eq. (B6) is the tidal contribution. In the tidal part, \( \delta^{ij}_H \) denotes

\[
\delta^{ij}_H(k) = 3\delta^{ij}_{E_2}(k) + k_i \delta^{ij}_{F_2}(k),
\]
These terms share the same structure as those in Eq. (B3).

Recall that the factor of $-1/3$ in the dilation term for the density originates from the scaling $1/a^3$ for the dark matter [see the discussion around Eq. (32)]. On the other hand, in the tidal part, we get the derivative term $-k_i \partial_{k_i} \delta$. From the prefactor $-1$, we reason that the tidal perturbation must scale as

$$\frac{1 + |\tau_{ij}|}{a} = \frac{1}{a_W}$$  \hspace{1cm} (B16)

[cf. Eq. (32)]. In the principal frame, the tidal tensor is diagonal. Thus we can absorb the tidal perturbations by introducing one scale factor along each principal axis. For the tidal term, the local wave number $k$ is related to the local one $k_W$ as

$$k_W_i = (1 + |\lambda_i|)^{-1} k_i,$$  \hspace{1cm} (B17)

where $\lambda_i$ is the eigenvalue of the tidal tensor. See similar discussions in [58, 61-63].

To summarize, up to first order in the long mode and second order in the short one, the modulated density reads

$$\delta(k)|\phi, \tau| = k_i (\delta^{(1)} + \delta_{F_2}) |q_i \phi| + \left[ \frac{13}{21} \delta^{(1)} + \left( \frac{151}{126} \delta_{F_2} + \frac{5}{126} \delta_{G_2} \right) \right] |\delta| - \frac{1}{3} k_i \partial_{k_i} (\delta^{(1)} + \delta_{F_2}) |\tau_{ij}|.$$  \hspace{1cm} (B18)

This is the generalization of Eq. (54).

2. The modulated bispectrum and response function

In this section, we compute the matter bispectrum with the long wavelength modulations. We compute tree level bispectrum up to first order in long wavelength perturbation.

It is easy to show that the bispectrum due to the gradient term $|q_i \phi|$ is proportional to $k_{123} B_M (k_1, k_2, k_3) \delta_D (k_{123})$. This shows that the gradient term indeed does not contribute to the bispectrum.

The bispectrum arising from the density perturbation reads

$$B_{\delta}(k_1, k_2, k_3) = \left[ \frac{433}{126} B_M (k_1, k_2, k_3) + \frac{5}{126} B_{G_2} (k_1, k_2, k_3) - \frac{1}{3} \left( \frac{1}{3} \sum_{i=1}^3 \partial_{\ln k_i} B_M (k_1, k_2, k_3) \right) \right] |\delta|.$$  \hspace{1cm} (B19)

The bispectrum due to the growth part of the tidal tensor is given by

$$B^{(1)}_H (k_1, k_2, k_3) = \frac{4}{7} \tau_{ij} \left( \frac{k_{1i} k_{1j}}{k_1^2} + \frac{k_{2i} k_{2j}}{k_2^2} \right) 2 F_2 (k_1, k_2) P(k_1) P(k_2) + 2 \text{cyc.}$$

$$+ 2 |\tau_{ij}| H_{ij} (k_1, k_2) P(k_1) P(k_2) + 2 \text{cyc.}$$  \hspace{1cm} (B20)

To compute the contribution due to the dilation part of the tidal term, we note that

$$\delta(k) - |\tau_{ij}| k_j \partial_{k_i} \delta(k) \approx \delta(k_i - |\tau_{ij}| k_j) = \delta \left( (\delta^{(1)}_{ij} - |\tau_{ij}|) k_j \right).$$  \hspace{1cm} (B21)

By considering

$$\left\langle \delta^{(1)} \left( (\delta^{(1)}_{ij} - |\tau_{ij}|) k_{1j} \right) \delta^{(1)} \left( (\delta^{(1)}_{ij} - |\tau_{ij}|) k_{2j} \right) \delta^{(1)} \left( (\delta^{(1)}_{ij} - |\tau_{ij}|) k_{3j} \right) \right\rangle + 2 \text{cyc.}$$

$$\approx (2\pi)^3 \delta_D (k_{123}) \left[ B_{\delta} (k_1, k_2, k_3) - \sum_{a=1}^3 \frac{k_{ai} k_{aj}}{k_a^2} |\tau_{ij}| \frac{\partial}{\partial \ln k_a} B_M (k_1, k_2, k_3) \right],$$  \hspace{1cm} (B22)

we get the dilation contribution to the tidal part

$$B^{(2)}_H (k_1, k_2, k_3) = - |\tau_{ij}| \sum_{a=1}^3 \frac{k_{ai} k_{aj}}{k_a^2} \frac{\partial}{\partial \ln k_a} B_M (k_1, k_2, k_3).$$  \hspace{1cm} (B23)

Before computing the response function, we take the long-wavelength density and tide perturbation to be

$$\delta_q = (2\pi)^3 \delta_D (q - q_0) \delta_b, \quad \tau_{ij} (q) = (2\pi)^3 \delta_D (q - q_0) \tau_{ij}^{(1)}.$$  \hspace{1cm} (B24)
then we have \( \delta = \delta_b \) and \( \tau_{ij} = \tau_{ij}^B \). The response functions are given by
\[
\frac{\partial}{\partial \delta_b} B_s(k_1, k_2, k_3) \bigg|_{\delta_b = 0} = \frac{433}{120} B_M(k_1, k_2, k_3) + \frac{5}{126} B_{G_2}(k_1, k_2, k_3) - \frac{1}{3} \sum_{i=1}^{3} \frac{\partial}{\partial \ln k_i} B_M(k_1, k_2, k_3),
\]
\[
\frac{\partial}{\partial \tau_{ij}^B} B_\tau(k_1, k_2, k_3) \bigg|_{\tau_{ij} = 0} = \left[ \frac{4}{7} \left( k_{1i} k_{1j} + \frac{k_{2j} k_{2i}}{k_1^2} \right) 2 F_2(k_1, k_2) + 2 H_{ij}(k_1, k_2) \right] P(k_1) P(k_2) + 2 \text{cyc.}
\]
\[
- \sum_{a=1}^{3} \frac{k_{ai} k_{aj}}{k_a^2} \frac{\partial}{\partial \ln k_a} B_M(k_1, k_2, k_3).
\]

The response function to the long wavelength density and to the tide are of the same order of magnitude. However, the density response function only depends on the shape of the triangle, while the response to the tide also depends on the orientation of the triangle. This will be important for the final numerical values of the covariance later on.

3. Supersample covariance with tides

Now we generalize the computations of the supersample covariance in Sec. II B to include the effect of the tides:
\[
\left\langle \delta(p_1) \delta(p_2) \delta(p_3 - q_{123}) \delta(p_1') \delta(p_2') \delta(p_3' - q_{123}') \right\rangle
\]
\[
\approx \left( \left[ \frac{\partial}{\partial \delta_b} \frac{\partial}{\partial \delta_b} \frac{\partial}{\partial \delta_b} \frac{\partial}{\partial \delta_b} \right] \left\langle \delta(p_1) \delta(p_2) \delta(p_3 + q) \right\rangle \right|_{\delta_i = 0} + \tau_{ij}^B (-q_{123}) \frac{\partial}{\partial \tau_{ij}^B} \left\langle \delta(p_1) \delta(p_2) \delta(p_3 + q) \right\rangle \right|_{\tau_{ij} = 0} \times
\]
\[
\left[ \left[ \frac{\partial}{\partial \delta_b} \frac{\partial}{\partial \delta_b} \right] \left\langle \delta(p_1') \delta(p_2') \delta(p_3') \right\rangle \right|_{\delta_i = 0} + \tau_{mn}^B (-q_{123}') \frac{\partial}{\partial \tau_{mn}^B} \left\langle \delta(p_1') \delta(p_2') \delta(p_3' + q') \right\rangle \right|_{\tau_{ij} = 0},
\]
\[
= (2\pi)^3 T_{ij}(q_{123}) T_{mn}(q_{123}') \frac{\partial}{\partial \tau_{ij}^B} B(p_1, p_2, p_3 | \delta_b) \bigg|_{\delta_i = 0} \frac{\partial}{\partial \tau_{mn}^B} B(p_1', p_2', p_3' | \tau_{mn}) \bigg|_{\tau_{ij} = 0}.
\]

As in Ref. [58], we have neglected the cross terms between the density and the tidal field (\( \propto \delta \tau_{ij}^B \)). We will justify this shortly. In deriving response function in Eq. (B27), we have taken the density and tide perturbations of the form Eq. (B24). In Eq. (B27), the first term is canceled by \( BB' \). The second term is the supersample covariance due to the long wavelength density, while the last one is due to the tidal perturbations.

The integral over the window functions can be simplified as in Eq. (17). The net results are
\[
S = \int \frac{d^3 q}{(2\pi)^3} \left\| \frac{W(q)}{V} \right\|^2 P(q),
\]
\[
S_{ij} = \int \frac{d^3 q}{(2\pi)^3} \left\| \frac{W(q)}{V} \right\|^2 T_{ij}(q) P(q),
\]
\[
S_{ijmn} = \int \frac{d^3 q}{(2\pi)^3} \left\| \frac{W(q)}{V} \right\|^2 T_{ij}(q) T_{mn}(q) P(q).
\]

Note that \( S = \sigma_T^2 \) in the main text. For the spherically symmetric window we have \( S_{ij} = 0 \). Thus for a reasonable window we anticipate that \( S_{ij} \ll S \). That is why we have neglected the cross term in Eq. (B27). For \( S_{ijmn} \) only the following elements are non-vanishing if the window is spherically symmetric (\( i \neq j \))
\[
S_{iii} = \frac{4}{45} S, \quad S_{ijjj} = -\frac{2}{9} S, \quad S_{ijij} = S_{ijji} = \frac{1}{15} S.
\]

Finally we arrive at the supersample covariance due to the density and tide
\[
C_{\text{SSC}}^\delta(p_1, p_2, p_3; p_1', p_2', p_3') = S \frac{\partial}{\partial \delta_b} B(p_1, p_2, p_3 | \delta_b) \bigg|_{\delta_i = 0} \frac{\partial}{\partial \delta_b} B(p_1', p_2', p_3' | \delta_b) \bigg|_{\delta_i = 0},
\]
\[
C_{\text{SSC}}^\tau(p_1, p_2, p_3; p_1', p_2', p_3') = S_{ijmn} \frac{\partial}{\partial \tau_{ij}^B} B(p_1, p_2, p_3 | \tau_{ij}^B) \bigg|_{\tau_{ij}^B = 0} \frac{\partial}{\partial \tau_{mn}^B} B(p_1', p_2', p_3' | \tau_{mn}) \bigg|_{\tau_{ij}^B = 0}.
\]

4. Numerical results

The bispectrum only depends on the shape of the triangle, and so it is estimated by averaging over all the triangles of the same shape but different orientations,
\[
B(k_1, k_2, k_3) = \frac{1}{N_{k_1 k_2 k_3}} \sum_{\alpha \in \{k_1 k_2 k_3\}} B_{\alpha}(k_1, k_2, k_3),
\]
where \( N_{k_1k_2k_3} \) denotes the number of possible orientations of the configurations \( k_1k_2k_3 \) in the summation. In the covariance we consider

\[
\langle B(k_1, k_2, k_3)B(k'_1, k'_2, k'_3) \rangle = \frac{1}{N_{k_1k_2k_3}} \frac{1}{N_{k'_1k'_2k'_3}} \sum_{\alpha \in \{k_1k_2k_3\}} \sum_{\beta \in \{k'_1k'_2k'_3\}} \langle B_\alpha(k_1, k_2, k_3)B_\beta(k'_1, k'_2, k'_3) \rangle.
\]

(B35)

The covariance contribution to \( \langle BB' \rangle \) from the tide reads

\[
\frac{1}{N_{k_1k_2k_3}} \sum_{\alpha \in \{k_1k_2k_3\}} \tilde{C}_{\text{SSC}}^\tau(k_1, k_2, k_3, k'_1, k'_2, k'_3)
\]

with \( \tilde{C}_{\text{SSC}}^\tau \) given by

\[
\tilde{C}_{\text{SSC}}^\tau(k_1, k_2, k_3, k'_1, k'_2, k'_3) = \frac{1}{N_{k'_1k'_2k'_3}} \sum_{\beta \in \{k'_1k'_2k'_3\}} C_{\text{SSC}}^\tau(k_1, k_2, k_3, k'_1, k'_2, k'_3).
\]

(B36)

Because the final result only depends on the relative orientation between the triplet \( k_1k_2k_3 \) and \( k'_1k'_2k'_3 \), we only need to focus on \( C_{\text{SSC}}^\tau \). We compute it using Monte Carlo methods as follows: after picking a fixed triplet for \( k_1k_2k_3 \), we randomly rotate the triangle \( k'_1k'_2k'_3 \) to sample the sum.

Although the magnitude of the tide response Eq. (B26) and \( S_{ijmn} \) are comparable to their density counterparts, because of the averaging in Eq. (B37) and the fact that the tide response function is anisotropic, after spatial averaging, the value of \( C_{\text{SSC}}^\tau \) is substantially reduced. For example if we estimate \( C_{\text{SSC}}^\tau \), using the equilateral triangle configuration of \( k = 0.14 \, \text{Mpc} \, h^{-1} \), the tidal contribution is about three orders of magnitude smaller than the density one. Because the reduction stems from the averaging of the anisotropic response function, the supersample covariance due to the tide is expected to be small relative to the density one for generic window functions. We comment that the bispectrum becomes anisotropic in the redshift space, and this importance of the tidal term could be potentially larger in that case. We leave the investigation in redshift space for future work.
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