New limits on light dark matter – proton cross section from the cosmic large-scale structure
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We set the strongest limits to-date on the velocity-independent dark matter (DM) – proton cross section \( \sigma \) for DM masses \( m = 10 \text{ keV} \) to 100 GeV, using large-scale structure traced by the Lyman-alpha forest, e.g., a 95\% lower limit \( \sigma < 6 \times 10^{-30} \text{ cm}^2 \), for \( m = 100 \text{ keV} \). Our results complement direct detection, which has limited sensitivity to sub-GeV DM. We use an emulator of cosmological simulations, combined with data from the smallest cosmological scales used to-date, to model and search for the imprint of primordial DM–proton collisions. Cosmological bounds are improved by up to a factor of 25.

Introduction – The evidence for dark matter comes from its gravitational effect on cosmic structure at many scales, from galaxies to the cosmic microwave background. A determination of its interaction with Standard Model particles would open up a new window on understanding dark matter microphysics. The dark matter particle or particles could theoretically have any mass, bounded only by the Planck scale and the cosmic horizon. Searches for weakly interacting massive particles by direct detection experiments have set strong bounds at GeV to TeV mass scales, e.g., [1]. Lighter dark matter particle candidates with masses from keV to GeV are well-motivated in many particle physics scenarios [2–6]. However, the search for lighter, sub-GeV dark matter is hampered in traditional direct detection analyses by limited sensitivity to nuclear recoil kinematics. Many novel experiments are proposed to search for sub-GeV dark matter, e.g., using atomic targets [7], scintillators [8], semiconductors [7, 9], superconductors [10], two-dimensional targets [11], although these mostly rely on electron interactions. Directly detecting nuclear interactions for dark matter lighter than \( \sim 100 \text{ MeV} \) remains difficult even in the near future, although new technologies are proposed [12].

Cosmological searches for light dark matter are highly complementary to direct detection, extending down to keV masses [13–20]. Thermal coupling between dark matter and ordinary “baryonic” particles collisionally dampens structure growth in the early universe. Here we consider dark matter with a velocity-independent cross section, elastically interacting with hydrogen nuclei in the non-relativistic limit. This is a model-independent approach to setting dark matter limits, but our results map to specific models, e.g., dark matter with a magnetic dipole moment [14, 21, 22]. For velocity-independent cross sections, at current bounds, the coupling is strong in the very early universe (redshift \( z \gg 10^6 \)). The rate of momentum transfer between dark matter and protons, relative to the Hubble expansion rate, decays rapidly such that interactions at late times are exceedingly rare. Nonetheless, the dark matter – proton coupling in the early universe strongly suppresses the growth of late-time small-scale structure (sub-Mpc at current bounds). The suppression scale is a function of cross section and dark matter particle mass. Smaller cross sections correspond to smaller suppression scales (larger wavenumbers \( k \)); for a given cross section, the lighter the dark matter, the larger the suppression scale (see Fig. 2).

In order to search for dark matter with smaller cross sections, we must look for suppression on the smallest scales currently accessible in the linear matter power spectrum. We do so using the Lyman-alpha forest [e.g., 23, 24]. This is neutral hydrogen absorption observed in high-redshift quasar spectra (\( 2 \lesssim z \lesssim 6 \)). The absorption traces fluctuations in the intergalactic medium (IGM). This is mostly primordial gas at about mean cosmic density in-between galaxies. Therefore, the flux power spectrum (correlations in the Lyman-alpha forest flux transmission) is a powerful tracer of the linear matter power spectrum [25, 27]. Using the highest resolution spectra, we probe the matter power spectrum on sub-Mpc scales [28] and so the signal from smaller cross sections, improving existing upper limits.

In this work, we improve upon previous cosmological bounds on the dark matter – proton cross section by, for the first time, simulating a full forward model for the effect of interactions in the early universe on the cosmic large-scale structure, as traced by the Lyman-alpha forest [29, 32]. This allows us to exploit small-scale information in the Lyman-alpha forest and to avoid conservative assumptions in translating bounds from other dark matter models [15, 19]. We are able to compare computationally-expensive simulations with data in a robust statistical inference by using the dark matter emulator we introduced.
in Ref. [33]. This emulator is a computationally-cheap but accurate machine-learning model for the power spectrum, trained on cosmological hydrodynamical simulations of the IGM [33,34]. By using an active learning technique called Bayesian optimization, we test the robustness of our bounds with respect to the fidelity of the theoretical modeling [34].

**Model** – We model the effect of dark matter – proton scattering on the IGM with modified initial conditions in our hydrodynamical simulations at \( z = 99 \). The initial conditions are given by a transfer function \( T(k) \equiv \left[ P_{\text{pDM}}(k)/P_{\text{CDM}}(k) \right]^2 = [1 + (\alpha(m, \sigma)m)\beta(m)]\gamma \) [37]. \( P_{\text{pDM}}(k) \) and \( P_{\text{CDM}}(k) \) are respectively the linear matter power spectra for dark matter with proton scattering and cold, collisionless dark matter as a function of wavenumber \( k \), \( \alpha(m, \sigma) \) and \( \beta(m) \) are free functions and \( \gamma \) is a free parameter, where \( m \) is the dark matter particle mass and \( \sigma \) is the dark matter – proton cross section. These are fit using a polynomial form to power spectrum calculations from a modified Boltzmann code, which accounts for dark matter – proton interactions and the drag force exerted on the dark matter fluid in the early universe [14]. The best fit is given in the Supplemental Material, which includes Refs. [14,18,33,34,38–40]. This parametric model accurately captures the key feature of a small-scale suppression in the linear matter power spectrum.

For reliable bounds on the dark matter – proton cross section, we marginalize over the uncertainty in the thermal and ionization state of the IGM. The vast majority of the IGM gas at \( z \sim 5 \) is accurately described by a power-law relation between its temperature \( T(z) \) and over-density \( \Delta \): \( T(z) = T_0(z)\Delta^{\gamma(z)} \) [41]. The two free parameters are the temperature at mean density \( T_0(z) \) and the index \( \gamma(z) \). We marginalize over the integrated energy injected from the ionizing background of photons per unit mass at the mean density \( u_0(z) \) [42]. This correlates with the filtering scale in the IGM, which is the relevant pressure smoothing scale for an evolving thermal state in an expanding universe [11,43]. We also marginalize over the effective optical depth \( \tau_{\text{eff}} = -\ln(\langle F \rangle) \), where \( \langle F \rangle \) is the mean transmitted flux fraction, by a multiplicative correction \( \tau_0(z) \) to the fiducial model given by Ref. [28]. This accounts for uncertainty in the photo-ionization rate as the two are degenerate in their effect on the flux power spectrum.

We further marginalize over the primordial power spectrum by its power-law index \( n_s \) and amplitude \( A_s \) at a pivot scale \( k_p = 2 \text{ Mpc}^{-1} \). For the other cosmological parameters, we fix to the baseline *Planck* 2018 parameters [44]; in particular, physical baryon energy density \( \Omega_b h^2 = 0.0221 \), physical dark matter energy density \( \Omega_c h^2 = 0.121 \) and dimensionless Hubble parameter \( h = 0.669 \).

**Simulations** – We use the cosmological hydrodynamical simulations and mock quasar spectra presented in Ref. [33], augmented with additional simulations by active learning as described below. Here, we summarize the main details. We evolve \( 512^3 \) particles each of dark matter and gas in a \( (10 h^{-1} \text{ Mpc})^3 \) box from \( z = 99 \) to \( z = 4.2 \) using the publicly-available code MP-Gadget [29,32]. At each redshift bin of the data \( z = [4.2, 4.6, 5.0] \), we generate mock spectra containing only Lyman-alpha absorption and then measure the 1D flux power spectrum using fake_spectra [45]. The 1D flux power spectrum only includes correlations in the flux along the line of sight (i.e., integrated over transverse directions).

Our simulations assume that the dark matter is collisionless from \( z = 99 \). This is a very good approximation as, at existing bounds, the rate of momentum transfer between protons and dark matter (normalized to the expansion rate) is negligible at late times [14].

Our constraining power comes from the imprint on cosmological structure from small-scale collisional damping in the early universe. Our simulations are optically thin, and heated and ionized by a spatially-uniform ultra-violet background (UVB) [46]. Refs. [47, 48] find this is a good approximation at the precision of current data. In order to vary the thermal IGM parameters \( [T_0(z), \gamma(z), u_0(z)] \) (see above), we vary the input ionization and heating rates by the model of Ref. [49]. This model modifies fiducial ionization and heating rates [40] to account for variations in the timing of hydrogen reionization and its heat injection, as well as uncertainties in the strength and density-dependence of UVB heating. This in particular removes spurious heating before reionization arising in previous models. The effective optical depth \( \tau_0(z) \) is varied in a computationally-cheap post-processing of the mock spectra. The other dark matter and cosmological parameters are varied in the simulation initial conditions according to the model presented above.

**Data** – We use the 1D flux power spectrum presented in Ref. [28], measured from fifteen high-resolution Keck-HIRES [50] and VLT-UVES [51] quasar spectra. It has three redshift bins at \( z = [4.2, 4.6, 5.0] \) and, at each redshift, has sixteen logarithmically-spaced wavenumber bins from \( \log(k_{\text{eff}}[\text{cm}^{-1}]) = -2.2 \) to \( \log(k_{\text{eff}}[\text{cm}^{-1}]) = -0.7 \). These are the smallest scales in the Lyman-alpha forest ever used to set dark matter – proton cross section bounds and we therefore anticipate a strengthening of constraints. Since the current number of high-redshift, high-resolution spectra is relatively low [e.g., compared to lower-resolution surveys like the Baryon Oscillation Spectroscopic Survey [52], the small-scale flux power spectrum is measured to a statistical precision of \( \sim 10\% \) to \( 25\% \). This means that current dark matter bounds are limited by statistics and we anticipate improved bounds from upcoming larger sets of spectra, e.g., ESPRESSO [1].

[1] https://github.com/MP-Gadget/MP-Gadget
Metal line contamination is estimated from data that do not contain Lyman-alpha forest and with supplemental spectra, and is subtracted at the power spectrum level. The data would be insensitive to a 100% mis-estimation of the metal flux power [28].

**Emulation and inference** – We compare simulated flux power spectra to data using the dark matter emulator we presented in Ref. [33]. This allows us to sample the parameter space in a computationally feasible way. The emulator is a computationally cheap but accurate model for the flux power spectrum called a Gaussian process, which is trained on the simulations discussed above. We discuss improvements made to the emulator model and training in the Supplemental Material. We use active learning (Bayesian optimization) to expand the emulator training set [34] with 39 more simulations, giving 89 in total. Active learning lets us test the convergence of our bounds with respect to the fidelity of the emulator model. We present tests of convergence and cross-validation in the Supplemental Material.

We sample the posterior distribution for parameters \( \theta = [\log(m(eV)), \log(\sigma(cm^2))], \) \( \tau_0(z = z_i), \) \( \gamma(z = z_i), \) \( u_0(z = z_i), n_s, A_u, \) for \( z_i = [4.2, 4.6, 5.0], \) using the Markov chain Monte Carlo ensemble sampler **emcee** [55]. The likelihood function is Gaussian with covariance \( C(\theta) = C_{\text{data}} + C_{\text{emu}}(\theta). \) The data covariance between power spectrum bins \( C_{\text{data}} \) is estimated by data bootstrapping and regularized by simulations [see 28]. In order to propagate the modeling uncertainty, we include \( C_{\text{emu}}(\theta), \) the (diagonal) covariance of the emulator-predicted theory power spectrum (this covariance is modeled by the emulator). In practice, \( C_{\text{emu}}(\theta) \ll C_{\text{data}}, \) for \( \theta \) that we sample in the converged posterior distribution.

In the prior distribution, we exclude the edges of the \( T_0(z = z_i) - u_0(z = z_i) \) and \( T_0(z = z_i) - \gamma(z = z_i) \) planes at each redshift not spanned by the training set. This excludes unphysical IGMs, while preventing the emulator from extrapolating beyond the training set. We prevent, in neighbouring redshift bins, unphysical changes in \( T_0 \) greater than 5000 K and changes in \( u_0 \) greater than 10 eV \( m_p^{-1} \) (\( m_p \) being the proton mass). There are **Planck** 2018-motivated [41] priors on \( n_s \) and \( A_u \) (translated to the pivot scale we use): Gaussian distributions with means 0.9635 and 1.8296 \times 10^{-9} \) respectively and standard deviations 0.0057 and 0.030 \times 10^{-9} \) respectively. There is a Gaussian prior on \( \tau_0(z = z_i) \) with mean 1 and standard deviation 0.05, as these parameters are poorly constrained by the data. Following the tests in Ref. [33], which demonstrated the insensitivity of our previous bounds on ultralight axion dark matter [35] to a prior on \( T_0(z = z_i) \), we instead now use a uniform prior.

**Results** – The main result is summarized by a 95% credible marginalized upper limit on the logarithm of the dark matter – proton cross section as a function of dark matter particle mass from 10 keV to 100 GeV. This is the edge of the green contour in Fig. 1 which shows how the cross-section is excluded at the 95% credible interval. Table 1 gives the cross section bound for some fixed dark matter masses, as well as marginalized nuisance IGM and cosmological parameter constraints: e.g., a 95% credible lower limit \( \sigma < 6 \times 10^{-30} \text{cm}^2 \), for \( m = 100 \text{keV}. \) The thermal and ionization state of the IGM over which we

![Exclusion plot comparing our proton – dark matter cross section bound (in green) to some other competitive cosmological and direct detection bounds. Cosmological bounds are from: (in red) **Planck** 2015 cosmic microwave background (CMB) [56] temperature, polarization and lensing data [16]; (in blue) the Lyman-alpha forest (Ly-\( \alpha \)) from the Sloan Digital Sky Survey SDSS-I [26] in combination with **Planck** CMB temperature and polarization data [13]; (in orange) the Milky Way (MW) satellite population [57] as inferred from the Dark Energy Survey and PanSTARRS-I [18]. In the parameter space we consider, direct detection bounds are from CRESST-surface [11, 58] and EDELWEISS-Surf [59]. The X-ray Quantum Calorimeter (XQC) bound is from Ref. [60].](image-url)
There are two different existing approaches to setting cross-section limits using Milky Way satellites data, in the absence of dedicated cosmological simulations that include the imprint of primordial dark matter – proton interactions. Both entail translating bounds on the mass of a warm dark matter (WDM) particle. In one approach, the bound is translated by finding the cross section at which the corresponding transfer function is always more suppressed than the WDM equivalent \cite{18}. In the other, the bound is translated by matching the interacting dark matter transfer function to the WDM transfer function at the scale at which the power spectrum is suppressed by 75% relative to cold dark matter \cite{19}; both approaches are considered in Ref. \cite{64}. In the preprint \cite{64}, there are also limits using Lyman-alpha forest data and an approximate method called the “area criterion” to translate bounds from other dark matter models \cite{67}. Dark matter and neutrino direct detection limits have been reinterpreted in the context of dark matter upscattering by cosmic rays \cite{65,66}; we do not show these limits here as they constrain the cross section at relativistic energies, which precludes a simple mapping to the velocity-independent cross section bounds we consider here. In Fig. \ref{fig:bounds} cosmological limits are given at the 95\% C.L., while direct detection and XQC limits are given at the 90\% C.L. as is the convention in experimental particle physics; this motivates the establishment of a common statistical language in setting dark matter bounds.

...
Conclusions – We present the strongest cosmological limits to-date on a velocity-independent cross section between dark matter and protons, for dark matter particles from 10 keV to 100 GeV: e.g., a 95% credible lower limit \( \sigma < 6 \times 10^{-30} \text{cm}^2 \), for \( m = 100 \text{keV} \). These results are highly complementary to direct detection searches, where traditional nuclear recoil techniques have limited sensitivity to sub-GeV masses. Our bounds can inform future experimental design. We set these cross section limits using, for the first time, cosmological simulations that account for the imprint of dark matter – proton interactions in the early universe. This uses the dark matter emulator we present in Ref. [33]. We anticipate future improvements to these bounds from: external constraints on the thermal and ionization state of the IGM [e.g., high-redshift quasar transmission spikes; 75, 76; larger sets of Lyman-alpha forest observations (e.g., Dark Energy Spectroscopic Instrument [77, 78], ESPRESSO [53, 54]); and joint analyses with other astrophysical data (e.g., Milky Way satellites [18, 19, 57, 64], stellar streams [79], strong gravitational lensing [80]).
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Supplemental Material

Figures 3 and 4 demonstrate the convergence of our bounds with respect to the construction of the flux power spectrum emulator by active learning. In both marginalized 1D and 2D posterior distributions (Fig. 3) and summary statistics of the posterior (Fig. 4), we see that the addition of further training simulations does not change the constraints. We also see convergence in the active learning as the exploration term of the acquisition function we use to select optimization simulations[33] tends towards zero. This indicates that the acquisition of training simulations is dominated by exploitation, i.e., we tend to add further simulations only at the peak of the posterior and so the true posterior peak has been found [see 34]. Since we anticipate no constraint on the dark matter mass \( m \) parameter, we restrict the addition of active learning simulations to a range of fixed values (as seen in Fig. 3) in order to guarantee that we span fully this axis. Our final results (the green contours in Fig. 3) use a flux power spectrum emulator with 89 training simulations in total: 50 from the initial set presented in Ref. [33] and 39 optimization simulations added by active learning [34].

We compare our results to a previous bound on the mass of ultralight axion dark matter that we set [35] by comparing the linear matter power spectrum transfer function \( T(k) \) at the respective 95% credible limits from the two analyses. These coincide at a wavenumber where the power spectrum in both models is suppressed by 25% relative to the cold dark matter case. This indicates that the equivalent length-scale \( \lambda_{0.75} \) is, to first order, the scale driving our bounds both on the dark matter – proton interaction and ultralight axion dark matter (see also Fig. 2). This is consistent with previous results using both Lyman-alpha forest [39] and Milky Way satellites [18] data. However, in general, the exact scale driving dark matter limits will depend on the dataset and model under consideration. Therefore, approximate bounds derived using equivalent scales (e.g., half-mode scale) to translate between different dark matter models are not as accurate as the forward modeling approach we use here. The IGM and cosmological model over which we marginalize is statistically consistent in

---

3 For the selection of active learning simulations, we maximize an acquisition function which is a weighted sum of an exploration term \( \Sigma_{d}^{-1} \Sigma_{emu}^{-1} \sigma \Sigma_{emu} \), and an exploitation term \( \mathcal{P}(d) \), where \( \Sigma_{emu} \) is the emulator error, \( \Sigma_{data} \) is the data covariance and \( \mathcal{P}(d) \) is the natural logarithm of the posterior probability given data \( d \) [34]. The exploration term tends to add simulations where the emulator model is least constrained, while the exploitation term tends to add simulations at the peak of the posterior.
FIG. 3. The convergence of the posterior distribution (marginalized 1D and 2D distributions) with respect to the construction of the flux power spectrum emulator. Each set of colored contours shows the estimate of the posterior at different training stages of building the emulator. The green contours are our final estimate of the posterior (with an emulator with 89 training simulations in total); there is no statistically significant change in the posterior in the final stages of building the emulator (from after thirty optimization simulations are added). The darker and lighter shaded areas respectively indicate the 68% and 95% credible regions. In each projection, crosses indicate the projected positions of emulator training simulations (except for $\tau_0(z = 4.6)$ projections which are densely sampled by simulation post-processing). The crosses are colored according to the stage of the emulator by which the training simulations are added. For the dark matter parameters $[\log(m[\text{eV}]), \log(\sigma[\text{cm}^2])]$, the initial training simulations fully span the $[\alpha,\beta,\gamma]$ sub-volume and do not project onto those axes; however, the initial simulations contribute to the final emulator as we always emulate in $[\alpha,\beta,\gamma]$. We show, for clarity, the IGM parameters only at our central redshift bin $z = 4.6$; there is similar convergence at other redshifts we consider.
FIG. 5. Leave-one-out cross-validation of the flux power spectrum emulator. Each violin plot shows the distribution of the ratio of empirical (emulator mean - truth) to predicted (Σ) emulator error for the leave-one-out cross-validation simulations. From left to right, the cross-validation in different wavenumber k bins and from top to bottom, for different redshifts z. The left sides of the violins consider only the initial training simulations, while the right sides consider all the simulations.

FIG. 4. The convergence of the posterior distribution (from top to bottom, the 1D marginalized posterior means, 1σ and 2σ constraints) with respect to the construction of the flux power spectrum emulator. Each colored line shows the number of sigma shift (defined by the marginalized posteriors at a given optimization epoch) in the summary statistics from one iteration of the emulator from the previous. There is no statistically significant change in the posterior summaries in the final stages of building the emulator. The black dashed lines indicate shifts of 0.2σ.

Our light dark matter and axion bounds. In Fig. 3, similar to the axion case and previous high-redshift (z ~ 5) Lyman-alpha forest analyses [e.g., 33], we find no significant degeneracy between the dark matter and other parameters. As in our axion analysis, in order to map to the dark matter emulator we present in Ref. 33, we model the light dark matter transfer function using a parametric model fit to calculations from a modified Boltzmann code [14]:

\[ T(k) \equiv \frac{P_{\text{DM}}(k)}{P_{\text{CDM}}(k)} = 1 + \alpha(m, \sigma)k^{\beta(m)} \] 

Here, log(\alpha[h^{-1}\text{Mpc}]) = -7.5 \times 10^{-3} M^3 - 2.3 \times 10^{-3} M^2 + 0.013 M - 0.018 S^3 - 0.90 S^2 - 4.2 S - 24.1; \beta = -2.3 \times 10^{-4} M^2 - 0.082 M + 2.4; and \gamma = -4.46, where \( M = \log(m [\text{eV}]) \) and \( S = \log(\sigma [\text{cm}^2]) \).

Figure 5 shows our leave-one-out cross-validation test for the flux power spectrum emulator. This leaves out in turn the training samples for each of the 89 simulations in our training set. We find that the distribution of the ratio of empirical error (difference between true flux power spectra and emulator prediction) to modeled error (as predicted by the emulator) is close to a unit Gaussian. This indicates a good fit for the emulator model. The deviation from a unit Gaussian is strongest in the lowest redshift bin, with the smallest wavenumber bin slightly over-fit (the predicted error overestimating the empirical error) and the largest wavenumber bin slightly under-fit (the predicted error underestimating the empirical error). We show the cross-validation test for the full training set, as well as the initial set of simulations only, in order to highlight that even the initial base emulator is well fit.

We note that the emulator fit (with the initial and final training sets) is improved with respect to the version used in our axion analysis [33]. This arises from some modifications made to the emulator model. We use a more complex and flexible Gaussian process kernel to model the covariance between training points \( K(\theta, \theta') \) [10], which is better suited to the multi-dimensional parameter space we consider. This kernel is the product of a rational quadratic kernel \( \sigma^2_{\text{RQ}} \left( 1 + \sum_i \frac{(\theta_i - \theta'_i)^2}{a_i^2} \right)^{-\alpha} \) and a linear kernel \( \sum_i \sigma^2_{\text{linear}, i} \theta_i \theta'_i \), then added to a constant noise kernel \( \sigma^2_{\text{noise}} \). Here, \( i \) indexes the physical parameters at each redshift bin (since we emulate the three redshift bins independently) and the kernel hyperparameters \( \sigma_{\text{RQ}}, \sigma_{\text{linear}, i}, \sigma_{\text{noise}}, a, l_i \) are optimized by maximiz-
ing the marginal likelihood of the training data. The rational quadratic kernel allows for a spectrum of length-scales in the modeled covariance. For this more complex kernel, we use a different hyperparameter optimization method that runs a truncated Newton algorithm 35 times with different initial conditions. This explores more thoroughly the highly non-convex hyperparameter likelihood surface. We anticipate that these emulator model improvements will assist in future uses of our dark matter emulator to test other dark matter models.
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