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ABSTRACT

Any researcher's goal is to improve detection accuracy with a limited feature vector dimension. Therefore, in this paper, we attempt to find and discover the best types of texture features and classifiers that are appropriate for the coarse mesh finite difference (CMFD). Segmentation-based fractal texture analysis (SFTA), local binary pattern (LBP), and Haralick are the texture features that have been chosen. K-nearest neighbors (KNN), naïve Bayes, and Logistics are also among the classifiers chosen. SFTA, LBP, and Haralick feature vector are fed to the KNN, naïve Bayes, and logistics classifier. The outcomes of the experiment indicate that the SFTA texture feature surpassed all other texture features in all classifiers, making it the best texture feature to use in forgery detection. Haralick feature has the second-best texture feature performance in all of the classifiers. The performance using the LBP feature is lower than that of the other texture features. It also shows that the KNN classifier outperformed the other two in terms of accuracy. However, among the classifiers, the logistic classifier had the lowest accuracy. The proposed SFTA based KNN method is compared to other state-of-the-art techniques in terms of feature dimension and detection accuracy. The proposed method outperforms other current techniques.
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1. INTRODUCTION

Because of the weaknesses of image editing software in the past, image manipulation was difficult and easy to discern by the human eye; however, recent tremendous advancements in image editing software have rendered image manipulation very easy while still making the image difficult to distinguish by the human eye. In general, digital forgery detection can be divided into active and passive method. The active method is fully reliant on the original image data, such as the watermarking information. Nevertheless, we have no information about the watermarking in the passive method. As a result, passive approaches have piqued researchers' interest [1], [2].

One of the most common methods for detecting passive forgery images is the copy-move. It is an operation that copying a portion of an image and pasting it into the same image without leaving any obvious modifications or markings visible to the naked eye as shown in Figure 1. Figure 1 indicates that the forgery does not leave any obvious modifications or marks noticeable to the human eye.

There have been several studies on coarse mesh finite difference (CMFD) [3]-[11] in recent years. Hussain et al. [3], suggested CMFD based on multi-scale local binary pattern (LBP) and multi-scale Weber local descriptors (WLD) texture features. The main drawback of multiscale WLD is that as the number of scales considered grows, the feature dimension grows exponentially. Zhang et al. [4], proposed CMFD based...
on LBP and discrete cosine transform (DCT). For each the gray image blocks, LBP of magnitude of 2D-DCT coefficient are extracted. Suresh and Rao [5], suggested CMFD based on gray-level co-occurrence matrix (GLCM) texture features. In one direction, 22 statistical features are calculated. Alhussein [6], proposed a CMFD based on LBP texture features and extreme learning machine (ELM) used as classifier. Vidyadharan and Thampi [7], proposed a CMFD based on multi-texture description using LBP, LPQ, binary Gabor pattern (BGP) and orientation using steerable pyramid transform (SPT). The ReleifF algorithm is used to pick features, and the random forest classifier is used to classify them. Zhu et al. [8], proposed a CMFD based on gray-level co-occurrence matrix and K-d tree used as classifier. Alhussein [6], proposed a CMFD based on GLCM and rotational invariant feature description technique. Shan et al. [10], proposed a CMFD based on GLCM and convolutional neural network (CNN) used as classifier. Jaiswal and Srivastava [11], proposed a CMFD based on combining four features histogram of oriented gradients (HoG), laws texture energy (LTE), digital wavelet transform (DWT), and LBP. As a classifier, they used logistic regression.

Figure 1. Copy-move forgery example [1]: (a) original image and (b) copy-move image

While many of the techniques mentioned above have advantages, they also have drawbacks, such as a large number of feature vectors and a high time complexity for example [3], [7], [12], [13]. This encourages us to look for ways to extract the features with the fewest features for each block while remaining resistant to post-processing operations. Therefore, in this paper, we attempt to find and discover the best types of texture features and classifiers that are appropriate for the CMFD. Segmentation-based fractal texture analysis (SFTA), local binary pattern (LBP), and Haralick are the texture features that have been chosen. KNN, naïve Bayes, and Logistics are also among the classifiers chosen. The remainder of this paper is structured in the following way.

The texture analysis techniques are presented in section 2. The proposed methods are described in the section 3. The experimental results and analysis are discussed in section 4. Finally, in section 5, conclusions can be drawn.

2. TEXTURE ANALYSIS

Texture analysis techniques have been uniquely successful in medical imaging [14], [15], steganalysis [16], signature verification [17], and forgery detection [18]. In the applications mentioned above, texture analysis can detect the details that invisible to human eye. In forgery detection, image manipulation was difficult to discern by the human eye. Therefore, the texture analysis plays a distinct role in field of the image forgery detection by disclosing information hidden within the forged image that is harder to identify with the naked eye. The texture feature descriptors SFTA, local binary pattern (LBP), and Haralick feature are used for extracting texture feature in this section. Each texture descriptor is explained in the following sub-section.

2.1. Local binary pattern (LBP)

The key process of the LBP texture descriptor [19] is to mark each pixel in the image by thresholding the neighborhood pixels with the center pixel and considering the output as a binary number as shown in Figure 2. It can be observation from Figure 2 that the LBP can be extracted in a circular neighborhood (P, R), where P is the number of neighbors and R is the radius of the neighborhood. The key justification for using the LBP is that its value in the copied and pasted region remains consistent even after applying a series of post-processing operations. As a result, texture plays an important role in forgery detection.
2.2. Segmentation-based fractal texture analysis (SFTA)

The main process of the SFTA [20] algorithm depends on two steps. Decompose the input grayscale image into a collection of binary images in the first step. The two-threshold binary decomposition (TTBD) method was used to decompose the data. In the second step, SFTA feature vectors are computed for each binary image generated using the fractal dimension from its regions’ boundaries as shown in Figure 3. We also calculate the regions’ mean gray level and size (pixel counting). See [20] for more information. The following mathematical expression (1) is used to extract the SFTA features.

\[
\phi_{sfta}(U) = \begin{cases} 
1 & \text{if } \exists (i', j') \in N_8((i, j)):
\phi_e(i', j') = 0^\wedge \\
\phi_e(i, j) = 1 & \text{otherwise}
\end{cases}
\]

Where, \(N_8[(i, j)]\) represents the number of connected pixels initialized as 8 in this work. \(\phi_e(i, j)\) is binary image.

The number of thresholds chosen determines the dimension of the features vector. For example, if we were counted as three, seven binary images would be produced. The three characteristics mentioned above were present in each of these binary images. Using the SFTA technique, 21 features were produced for each image. As we mentioned earlier, most of the CMFD techniques have drawbacks, such as a large number of feature vectors and a high time complexity. However, among the texture image analysis methods, SFTA features are used due to robustness and low computationally cost. It is therefore interesting to apply SFTA features extraction in forgery detection.
2.3. Haralick

The common texture features are the Haralick descriptors. The Haralick descriptors [21] are derived from a co-occurrence matrix and are based on statistical moments. Haralick for a given image I(x,y) of size M*N having Gt as total distinct gray levels illustrates the number of times a pixel I at position (x,y) occur in accordance with pixel j at position (x + Δx, y + Δy). A(i,j,d) denotes the frequency of occurrence and is mathematically expressed as:

\[ A(i,j,d,\theta) = \sum_{x=1}^{M} \sum_{y=1}^{N} \{1, if \ I(x,y) = i and I(x+\Delta x,y+\Delta y) = j \} \]

where ‘d’ specifies the offset distance Δx, Δy between the pixel and its neighbor and θ represents the direction.

There were fourteen Haralick features suggested. Angular second moment (ASM), correlation, homogeneity, sum average, entropy, energy, comparison, sum variance, inverse different moment (IDM), maximum correlation coefficient (MCC), sum entropy, contrast, difference entropy, and variance are some of these features. Gray level co-occurrence matrices feature extraction method is applied to each forged image to extract distinctive properties that are used to enhance feature extraction accuracy.

3. THE PROPOSED METHODS

Here, the block diagram of the proposed work is shown in Figure 4. Three algorithms are also developed (algorithms 1-3). The steps and algorithms are explained as:

Algorithm 1. Proposed CMFD_ based KNN classifier
Input: Image Dataset.
Output: Detection as Authentic/Forged Image (Copy-move)).

for (all the images) apply
1. Read the image from the folder using I = Imread (image).
2. Converting the RGB image to gray image (rgb2gray (I)).
3. Apply Block Partition on gray image to obtain non-overlapping block.
4. For each of block, Extract the SFTA features \{fsfta1, fsfta2, fsfta3, fsfta4,…. fsfta21\} to obtain 21-dimension feature vector.
5. For each of block, Extract the LBP features \{flbp1, flbp2, flbp3, flbp4, flbp5… flbp59\} to obtain 59-dimension feature vector.
6. For each of block, Extract the Haralick features \{fharck1, fharck2, fharck3, fharck4… fharck14\} to obtain 14-dimension feature vector.
7. Feed these feature vectors to the KNN classifier for training.
8. Test the trained KNN model to identify the image as original or forged.
End for

Algorithm 2. Proposed CMFD_ based naïve Bayes classifier
Input: Image Dataset.
Output: Detection as Authentic/Forged Image (Copy-move)).

for (all the images) apply
1. Read the image from the folder using I = Imread (image).
2. Converting the RGB image to gray image (rgb2gray (I)).
3. Apply block partition on gray image to obtain non-overlapping block.
4. For each of block, Extract the SFTA features \{fsfta1, fsfta2, fsfta3, fsfta4,… fsfta21\} to obtain 21-dimension feature vector.
5. For each of block, Extract the LBP features \{flbp1, flbp2, flbp3, flbp4, flbp5… flbp59\} to obtain 59-dimension feature vector.
6. For each of block, Extract the Haralick features \{fharck1, fharck2, fharck3, fharck4… fharck14\} to obtain 14-dimension feature vector.
7. Feed these feature vectors to the Naïve Bayes classifier for training.
8. Test the trained Naïve Bayes model to identify the image as original or forged.
End for

Algorithm 3. Proposed CMFD_ based logistic classifier
Input: Image Dataset.
Output: Detection as Authentic/Forged Image (Copy-move)).

for (all the images) apply
1. Read the image from the folder using I = Imread (image).
2. Converting the RGB image to gray image (rgb2gray (I)).
3. Apply block partition on gray image to obtain non-overlapping block.
4. For each of block, Extract the SFTA features \{fsfta1, fsfta2, fsfta3, fsfta4, fsfta5, fsfta21\} to obtain 21-dimension feature vector.
5. For each of block, Extract the LBP features \{flbp1, flbp2, flbp3, flbp4, flbp5, flbp59\} to obtain 59-dimension feature vector.
6. For each of block, Extract the Haralick features \{fharck1, fharck2, fharck3, fharck4, fharck14\} to obtain 14-dimension feature vector.
7. Feed these feature vectors to the Logistic classifier for training.
8. Test the trained Logistic model to identify the image as original or forged.

End for

Figure 4. Flow diagram of the proposed method

3.1. Preprocessing of input image

To reduce the overall computational complexity, we first create a gray-scale image from a RGB image using the formula in (3).

\[
I_{gray} = 0.228R + 0.587G + 0.114B
\]  
(3)

Where \(R\), \(G\), and \(B\) are the input color image channels, and \(I_{gray}\) is the gray-level values.

3.2. Block partition

In order to reduce the time consuming, non-overlapping blocks are used in this paper. The grayscale image \((I_{gray})\) of size \(M \times N\) is divided into non-overlapping blocks of size \(R \times R\) pixels. As a result, the image is broken down into \((M-R+1) \times (N-R+1)\) blocks. Various texture features are obtained for each block in the following section.

3.3. Texture feature extraction

Feature extraction is a crucial step in copy move forgery detecting. The choice of distinct features will make a significant impact in forgery detection. The two most important criteria of good features are to reduce dimensionality and prevent duplication. Three types of texture features are extracted from these blocks in order to obtain the feature vector, as explained in the following section.

3.3.1. Segmentation-based fractal texture analysis (SFTA)

For each block, SFTA features are extracted. The obtained SFTA feature vectors are \{fstfa1, fstfa2, fstfa3, fstfa4, fstfa5, ..., fstfa21\}. The dimension of SFTA feature vector is 1×21.

3.3.2. The LBP features

For each block, LBP features are extracted. The obtained LBP feature vector are \{flbp1, flbp2, flbp3, flbp4, flbp5, ..., flbp59\}. The dimension of LBP feature vector is 1×59.

3.3.3. Haralick

For each block, Haralick features are extracted. The obtained Haralick feature vectors are \{fharck1, fharck2, fharck3, fharck4, ..., fharck14\}. The dimension of Haralick feature vector is 1×14.

3.4. Classification

Here, Image forgery detection is a two-class problem, i.e. authentic vs. forged. A crucial step is classifying authentic and forged (copy-moved) images from a standard image dataset. According to the literature survey, three well-known classifiers such as k-nearest neighbors (KNN) [22], naive Bayes [23], and logistics [24] are utilized in this article. Bayes' theorem is the foundation of the naive Bayesian classifier. It's
a simple probabilistic classifier that counts the frequency and combinations of values in a dataset to calculate a set of probabilities. It is assumed that one attribute’s likelihood has no bearing on the probability of the others [23].

To use the KNN classifier [22], first, the Euclidean distance between the feature vector of test sample and all the feature vector of training samples are calculated. The unknown class label is then determined using the KNN class labels, with k being an integer. The Logistic regression, also known as statistical regression model, is based on ordinary regression [24]. The aim of logistic regression is to select the best model for assessing the relationship between a collection of independent variables (predictor) and a dichotomous feature of interest (outcome variable).

4. EXPERIMENTAL RESULTS AND ANALYSIS

This section explains the experimentation and evaluation of different classifiers’ output on different texture features. The image datasets are identified first, and then the performance evaluation and results are presented. Finally, the proposed methods are compared to current methods in a comparative study.

4.1. Dataset

The image datasets MICC-F220 [25] and MICC-F2000 [26] are public databases that have been commonly used for copy-move detection. There are 220 images in MICC-F220: 110 tampered images and the other 110 are originals. The images have a resolution ranging from 722×480 to 800×600. The MICC-F2000 contains 2000 images, including 1300 original images, and 700 forgeries. The resolution is 2048×1536.

4.2. Performance evaluation and results

4.2.1. Performance evaluation

When the training dataset is tiny, the k-fold cross-validation evaluation provides accurate results. As a result, feature vectors are randomly split into 10 folds of roughly equal size in our experiments. Seventy percent of the feature vectors are used for training, while thirty percent are used for testing. In order to evaluate the performance of the KNN, naïve Bayes, and logistics classifiers, the confusion matrix shows three measures such as detection accuracy, sensitivity, and specificity. These metrics can be calculated as follows:

\[
\text{Sensitivity} = \frac{TP}{(TP+FN)} \quad (4)
\]

\[
\text{Specificity} = \frac{TN}{(TN+FP)} \quad (5)
\]

\[
\text{Detection Accuracy} = \frac{(TP+TN)}{(TP+TN+FP+FN)} \times 100\% \quad (6)
\]

where the number of correctly identified forged images is indicated by true positive (TP). The number of false negatives (FN) shows how many forged images were detected incorrectly. The number of incorrectly detected unchanged images is referred to as false positive (FP). The number of correctly detected unchanged images is indicated by true negative (TN).

4.2.2. Evaluation result

To compare the performance of different classifiers within different textures features, detection accuracy of KNN, naïve Bayes, and Logistics classifiers are computed in order to find the best one. Table 1 and Table 2 show the detection accuracy of 3 feature extraction methods and 3 classification methods across MICC-F220 and MICC-F2000 database.

| Classifier | MICC-F220 Detection accuracy (%) | MICC-F2000 Detection accuracy (%) |
|------------|---------------------------------|---------------------------------|
| KNN        | 81.81                           | 80.13                           |
| Naive Bayesian | 72.27                        | 61.67                           |
| Logistic   | 63.23                           | 59.88                           |

| Classifier | MICC-F220 Detection accuracy (%) | MICC-F2000 Detection accuracy (%) |
|------------|---------------------------------|---------------------------------|
| KNN        | 86.36                           | 79.05                           |
| Naive Bayesian | 86.81                        | 67.43                           |
| Logistic   | 72.63                           | 62.28                           |
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Although the same feature vectors are entered into all classifiers, they produce different results, and the reason is that each classifier contains different characteristics. The following section details the performance of each classifier.

a) KNN

The accuracy of KNN classifier is found to be 81.81, 86.36, and 95.45 for LBP, Haralick, and SFTA, respectively as shown in Figure 5. As a result, it's fair to assume that the KNN classifier performs better than the other two.

b) Naive Bayesian

The accuracy of Naive Bayesian classifier is found to be 72.27, 77.05, and 86.81 for LBP, Haralick, and SFTA, respectively as shown in Figure 6. As a result, the Naive Bayesian classifier is coming as a second rank after the KNN classifier, and it is regarded as superior to the logistic classifier.

c) Logistic

The accuracy of logistic classifier is found to be 63.23, 68.18, and 72.63 for LBP, Haralick, and SFTA, respectively as shown in Figure 6. As a result, the logistic classifier is coming as a last rank after the KNN and Naive Bayesian classifier, and it yields the worst outcomes.

Tables 1 and 2 show that the SFTA texture feature outperformed all other texture features in all classifiers, making it the best texture feature to use in forgery detection. Haralick feature has the second-best texture feature performance in all of the classifiers. The performance of the LBP feature is lower than that of the other texture features. The results collected with the help of SFTA features show that SFTA can be successful for CMFD.

Figure 5. Detection accuracy of KNN, naive Bayesian, logistic classifiers based on different texture features across MICC-F220 database

Figure 6. Detection accuracy of KNN, naive Bayesian, logistic classifiers based on different texture features across MICC-F2000 database
4.3. Comparison with previous ic-mfd works

This section compares the propose approach to the other CMFD approaches that have been used previously. Because the CMFD keypoint-based approach has several drawbacks, such as failing to detect small duplicate regions and failing to discriminate between copy-move areas and naturally equivalent areas. Therefore, our comparison will be limited to existing block-based methods.

Depending on the detection accuracy and the feature size, a comparison will be made between them. A comparison will be made between them based on detection accuracy and feature size. Some of the approaches that have been considered for comparison in [3], [7], [12], [27]-[29]. Each of these approaches is focused on the of texture features extraction. The proposed method is compared to other state-of-the-art techniques in terms of feature dimension and detection accuracy, as shown in Table 3. In terms of detection accuracy and small feature vector dimension, the proposed method outperforms the other existing methods, as shown in Table 3. The suggested feature extraction technique has less features vector dimensions than most current methods, making the techniques computationally simpler as shown in Figure 7. The two techniques [7], [12] yielded good results. However, they use 480 and 970 feature vectors, respectively. The high dimension of the feature vector requires a lot of computational effort.

| Methods  | Feature vector dimension | Features      | Classifier | Detection accuracy (%) |
|----------|--------------------------|---------------|------------|------------------------|
| [3], 2015 | 1203                     | Multi-WLD & LBP | SVM        | 85.56                  |
| [7], 2017 | 970                      | LBP&LBQ,      | Random Forest | 92.13                 |
| [12], 2014 | 480                      | LBP           | SVM        | 94.89                  |
| [27], 2017 | 256                      | RLBP          | g2NN       | 83.3                   |
| [28], 2019 | 128                      | GLCM          | RANSAC     | 82.72                  |
| [29], 2020 | 24                       | GLCM          | SVM        | 90.45                  |
| Proposed  | 21                       | STFA          | KNN        | 95.45                  |

Figure 7. Performance evaluation of current methods in various sets of feature vector dimensions

5. CONCLUSION

This paper focuses on the copy move image identification using different texture features extraction methods and classifiers. First step is image preprocessing, then splitting the image, next, texture feature extraction methods are applied. The texture feature extraction methods are SFTA, LBP, and Haralick and these feature values are fed to three different classifiers like KNN, Naïve Bayesian and logistic which identify the forged and authentic images. The accuracy of KNN classifier is found to be 81.81, 86.36, and 95.45 for LBP, Haralick, and SFTA, respectively. As a result, it’s fair to assume that the KNN classifier performs better than the other two. Among classification algorithms KNN and Naïve Bayesian algorithms have been more successful. The most successful combination is the combination of SFTA and KNN with 95.45%.
Experiments results show that the SFTA texture feature outperformed all other texture features in all classifiers, making it the best texture feature to use in forgery detection. Haralick feature has the second-best texture feature performance in all of the classifiers. The performance of the LBP feature is lower than that of the other texture features. The proposed method is compared to other state-of-the-art techniques in terms of feature dimension and detection accuracy. In terms of detection accuracy and small feature vector dimension, the proposed method outperforms other existing copy-move image forgery detection methods. The suggested feature extraction technique has less features vector dimensions than most current methods, making the techniques computationally simpler.
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