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Abstract

We present a unified theory for formal mathematical systems including recursive systems closely related to formal grammars, including the predicate calculus as well as a formal induction principle. We introduce recursive systems generating the recursively enumerable relations between lists of terms, the basic objects under consideration. A recursive system consists of axioms, which are special quantifier-free positive horn formulas, and of specific rules of inference. Its extension to formal mathematical systems leads to a formal structural induction with respect to the axioms of the underlying recursive system. This approach provides some new representation theorems without using artificial and difficult interpretation techniques. Within this frame we will also derive versions of Gödel’s First and Second Incompleteness Theorems for a general class of axiomatized formal mathematical systems.

0 Introduction

In this work we have developed a natural general frame for the formal languages usually studied in theoretical computer science including the predicate calculus for completely formalized axiomatic theories. We present elementary proof theory for formal mathematical systems which are extensions of recursive systems generating recursively enumerable relations between lists of terms. The recursive systems are closely related to formal grammars, Post’s production systems and rewriting systems, see for example the textbooks of Hopcroft & Ullman [15] and Jantzen [16] and Post’s article [26]. Some advantages of our approach are:

• The recursive systems can be studied by its own, independent on questions concerning mathematical logic.

• The recursive systems are directly embedded into formal mathematical systems, i.e. the strings of the languages usually generated by formal grammars or Post’s production systems are the basic objects of the first order logic. Therefore one is neither forced to use the encoding of these languages into a set of Gödel numbers nor to use interpretations in other formalized theories like PA or ZFC for formal languages dealing with strings in order to study an important part of metamathematics. This approach leads to a class of axiomatized mathematical systems
with straightforward proofs of Gödel’s First and Second Incompleteness Theorems.

- The most common formal systems of mathematical logic are covered by this approach, since the theory is developed for general restrictions of the arguments in the formulas.

- The formal mathematical systems enable a formal induction principle with respect to the axioms of the underlying recursive systems, which generalizes the usual induction principle for integer numbers.

In Section 1 we introduce the recursive systems which are generalizations of the so-called elementary formal systems studied in Smullyan [32]. The recursive systems or elementary formal systems may be regarded as variants of Post’s production systems introduced in [26], but they are better adapted for use in mathematical logic and will enable us to generate in a simple way the recursively enumerable relations between lists of terms over a finite alphabet, using the R-axioms and the R-rules of inference introduced in Section 1. The R-axioms of the recursive system are special quantifier-free positive horn formulas, which play also an important role in logic programming. In addition, the recursive system contains R-axioms for the use of equations. The R-rules of inference provide the Modus Ponens Rule and a simple substitution mechanism in order to obtain conclusions from the R-axioms. Resolution strategies in order to find formal proofs for given formulas require an own study, for details see Lloyd [18]. We present several examples and applications for recursive systems, ranging from the generation of natural numbers to the simulation of formal grammars important in computer science and linguistics.

In Section 2 we construct a universal recursive system which simulates any other recursive system. Then we have not only recovered the methods which were already developed by Church, Post and Smullyan in [4], [27], [32], but will also use these results in Section 5 to obtain new representation theorems and straightforward proofs of Gödel’s First and Second Incompleteness Theorems for a general class of axiomatized mathematical systems. We will also obtain a complexity result for a special type of recursive systems and apply it to the universal recursive system.

In Section 3 we embed a recursive system $S$ into a formal mathematical system $M$. This embedding is consistent in the sense that the R-axioms of $S$ will become special axioms of $M$ and that the R-rules of inference will be special rules of inference in $M$. The advantage of this embedding is that we can develop considerable portions of the theory of formal mathematical
systems directly in the underlying recursive systems, without using Gödel numbering and arithmetization. Due to the structure of this embedding we choose the rules of inference for $M$ as a variant of the classical Hilbert-style instead of Gentzen-style rules for sequences of formulas, see [7] and [8]. The formulas of the mathematical system are written down in Polish prefix notation, which simplifies the formal syntax.

The formal structural induction in the mathematical systems is performed with respect to the axioms of the underlying recursive system. The formal induction principle for the natural numbers is a special case, but it is also possible to perform the structural induction for an arbitrary complicate constructive structure, for example the induction with respect to lists, terms, formulas, and so on.

We define the formal mathematical systems with restrictions in the argument lists in the formulas. The set of restricted argument lists contains the variables and is closed with respect to substitutions. With these definitions we have covered the most common formal systems.

In Section 4 we obtain several results of elementary proof theory, for example the Deduction Theorem, the generalization of new constants in formulas and the formal proof by contradiction. Moreover, we prove the Z-Theorem as a general result for the manipulation of lists of terms in the formulas of a formal proof. As a by-product of the Z-Theorem we can characterize mathematical systems with certain reduced structure, for example formal systems which describe only relations between variables and constant symbols rather then relations between lists of terms.

In Section 5 we give a simple proof for the consistency of special mathematical systems which are built up from the axioms of their underlying recursive systems. This result is not sufficient to prove the consistency of other mathematical systems like PA, but we will state an interesting conjecture, namely Conjecture (5.4), and will prove that it implies the consistency of PA and of some other mathematical systems. Conjecture (5.4) states that, under certain restrictions of the argument lists, variable-free prime formulas provable in a mathematical system whose basis-axioms coincide with the basis R-axioms of the underlying recursive system are already provable in this recursive system.

We close in Section 6 with an outlook concerning a possible future work in logic. We hope that at some point in the future this theory may lead to a cooperation and new applications in (computer) linguistics.
1 Definition of a recursive system S

(1.1) The symbols
Given are the following pairwise disjoint sets of symbols

(a) A finite set $A_S$ of constant symbols or operation symbols, which may
be empty.

(b) A finite set $P_S$ of predicate symbols, which may be empty.

(c) $X := \{x_1; x_2; x_3; \ldots\}$, a denumerable, infinite alphabet of variable
symbols.

(d) $E_R := [\sim; (; ; ; ; \rightarrow ]$, five symbols representing the equivalence (or
equality), the brackets, the comma and the implication arrow.

We may also assume that $A_S$ and $P_S$ are finite alphabets (then their symbols
are arranged in a fixed order), respectively.

(1.2) ($A_S$-)lists and sublists

(a) $a \in A_S$ and $x \in X$ are lists.

(b) If $\lambda$ is a list and $f \in A_S$, then $f(\lambda)$ is a list. $\lambda$ is a sublist of $f(\lambda)$.

(c) If $\lambda$ and $\mu$ are lists, then also $\lambda\mu$. $\lambda$ and $\mu$ are sublists of $\lambda\mu$.

(d) Any list $\lambda$ is sublist of itself. If $\lambda$ is sublist of $\lambda'$ and if $\lambda'$ is sublist of
$\lambda''$, then $\lambda$ is sublist of $\lambda''$.

(1.3) Constants and operation terms (with respect to $A_S$)

(a) $a \in A_S$ is a constant.

(b) If $\lambda$ is a list and $f \in A_S$, then $f(\lambda)$ is an operation term.

Constants and operation terms will be called terms.

(1.4) Elementary ($A_S$-)lists and ($A_S$-)terms
Let $\lambda$ be a list and $t$ be a term. If $\lambda$, $t$ are free from variables, then they are
called elementary list and elementary term, respectively.

Figure illustrates the elementary list composed on the elementary terms
g, r, g, r(g(r)), g(r(g(r(z)))) for $A_S = \{ g; r \}$. The
solid lines are used for the symbol g and the dashed ones for the symbol r.

If we restrict our study to recursive systems, we may also replace $X$ by a finite set.
Figure 1: The elementary list $grgr(g(r))g(rg(rg(rr)))g(rr)r(g(gg))$.

(1.5) **Prime R-formulas** (with respect to $A_S$ and $P_S$)

(a) Let $\lambda$ and $\mu$ be lists. Then $\sim \lambda, \mu$ is a prime R-formula, also called *equation*. $\lambda$ and $\mu$ are called argument lists of the equation.

(b) For $p \in P_S$ and lists $\lambda_1, \lambda_2, \ldots$ and so on we define the prime R-formulas

$$p; p\lambda_1; p\lambda_1, \lambda_2; \ldots$$

$\lambda_1, \lambda_2, \ldots$ are called argument lists of these prime R-formulas.

(1.6) **Elementary prime R-formulas** (with respect to $A_S$ and $P_S$) are prime R-formulas without variables.

(1.7) **R-formulas and R-subformulas** (with respect to $A_S$ and $P_S$)

(a) Every prime R-formula is also an R-formula.

(b) Let $F$ be a prime R-formula and $G$ be an R-formula. Then $\rightarrow FG$ is also an R-formula. $F$ and $G$ are R-subformulas of $\rightarrow FG$.

(c) Every R-formula $F$ is R-subformula of itself. If $F$ is R-subformula of $F'$ and if $F'$ is R-subformula of $F''$, then $F$ is R-subformula of $F''$.

The last prime R-formula in an R-formula $F$ is called the *R-conclusion* of $F$, the other prime R-formulas in $F$ are called the *R-premises* of $F$.

(1.8) **Substitutions in R-formulas** (with respect to $A_S$ and $P_S$)

Let $F$ be an R-formula, $\lambda$ a list and $x \in X$. Then $F \overset{\lambda}{\overset{x}{\rightarrow}}$ denotes the formula which results from $F$ by replacing everywhere in $F$ the variable $x$ by $\lambda$. We may also write $\text{SbF}(F; \lambda; x)$ instead of $F \overset{\lambda}{\overset{x}{\rightarrow}}$. If $x \notin \text{var}(F)$, then $F \overset{\lambda}{\overset{x}{\rightarrow}} = F$. 
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(1.9) **R-axioms of equality** (with respect to $A_S$ and $P_S$)

Let $x,y \in X$ and $\lambda,\mu$ be any $A_S$-lists. Then the following R-formulas are R-axioms of equality

(a) $\sim x,x$.
(b) $\rightarrow SbF(\sim \lambda,\mu; x; y) \rightarrow \sim x,y \sim \lambda,\mu$.

Let $p \in P_S$, $n \geq 1$ and $x_1,y_1,...,x_n,y_n \in X$. Then the following R-formula is an R-axiom of equality

(c) $\rightarrow \sim x_1,y_1... \rightarrow \sim x_n,y_n \rightarrow px_1,...,xp_{y_1},...,y_n$.

**Remark:** Note that especially the R-axioms $\rightarrow \sim x,x \rightarrow \sim x,y \sim y,x$ and $\rightarrow \sim x,y \rightarrow \sim y,s \sim x,s$ with $s \in X \setminus \{x\}$ result from (b).

(1.10) **A recursive system** $S$ is given for fixed $X$ by $A_S$ and $P_S$ and by a finite list

$$B_S := [F_1; F_2; ...; F_s]$$

of R-formulas $F_1,...,F_s$ with respect to $A_S$ and $P_S$, $s \geq 1$, which are called the **basis R-axioms** of the recursive system $S$ which may be written as $S = [A_S; P_S; B_S]$. We will in addition permit that $B_S$ may be empty.

The **R-axioms** of the recursive system $S$ are the R-axioms of equality and the basis R-axioms.

(1.11) **R-derivations, R-derivable R-formulas, rules of inference**

An R-derivation in the recursive system $S$ is a list $[F_1; ...; F_l]$ of R-formulas $F_1,...,F_l$, including the empty list $[]$, where the R-formulas $F_1,...,F_l$ are called the steps of the R-derivation, and is generated by the rules of inference

(a) **Axiom Rule:** The empty list $[]$ is an R-derivation. If $[\Lambda]$ is an R-derivation and $F$ an R-axiom, then $F$ is R-derivable and $[\Lambda; F]$ is also an R-derivation.

(b) **Modus Ponens Rule:** Let $[\Lambda]$ be an R-derivation, $F, G$ both R-formulas and $F, \rightarrow FG$ both steps of $[\Lambda]$. Then $G$ is R-derivable and $[\Lambda; G]$ is also an R-derivation.

(c) **Substitution Rule:** Let $[\Lambda]$ be an R-derivation, $F$ a step of $[\Lambda]$, $x$ a variable and $\lambda$ a list. Then $F^\lambda_x$ is R-derivable and $[\Lambda; F^\lambda_x]$ is also an R-derivation.

The set of all R-formulas, which are R-derivable from $S$, is denoted by $\Pi_R(S)$. For $[\Lambda] = []$ we put $[\Lambda; F] = [F]$.
(1.12) Recursively enumerable relations

We fix a given recursive system \( S = [A_S; P_S; B_S] \).

(a) Let \( p \in P_S \) and \( n \geq 0 \) be an integer number. With the given recursive system \( S \) we define the \( n \)-ary recursively enumerable relation \( R^{p,n} \) between elementary \( A_S \)-lists \( \lambda_1, \lambda_2, ..., \lambda_n \) as follows:

\[(\lambda_1, \lambda_2, ..., \lambda_n) \in R^{p,n} \iff p \lambda_1, \lambda_2, ..., \lambda_n \text{ is R-derivable in } S.\]

The special case \( \{\} \in R^{p,0} \) for \( n = 0 \) means that \( p \) is R-derivable in \( S \).

(b) The axioms of equality define an equivalence relation \( \equiv \) on the set of elementary \( A_S \)-lists \( \lambda_1, \lambda_2 \) as follows: \( \lambda_1 \equiv \lambda_2 \) if and only if \( \sim \lambda_1, \lambda_2 \) is R-derivable in \( S \). To the \( n \)-ary recursively enumerable relation \( R^{p,n} \) between the elementary \( A_S \)-lists \( \lambda_1, \lambda_2, ..., \lambda_n \) in (a) there corresponds a relation \( R^{p,n}_\equiv \) between the equivalence classes \( \langle \lambda_1 \rangle, \langle \lambda_2 \rangle, ..., \langle \lambda_n \rangle \) as follows:

\[(\langle \lambda_1 \rangle, \langle \lambda_2 \rangle, ..., \langle \lambda_n \rangle) \in R^{p,n}_\equiv \iff (\lambda_1, \lambda_2, ..., \lambda_n) \in R^{p,n}.\]

The relation \( R^{p,n}_\equiv \) is also called recursively enumerable.

Example 1: For given \( A_S, P_S, X \) and \( \Box \in A_S, x \in X \) we consider a recursive system \( S \) which starts with the following two basis R-axioms:

\[
\begin{align*}
(1) & \quad \sim \Box x, x \\
(2) & \quad \sim x \Box, x
\end{align*}
\]

Here the symbol \( \Box \) denotes the empty list in the formal system and the two axioms above ensure that \( \Box \) has no effect regarding the concatenation of lists. Therefore we can represent the empty list in any recursive system.

Example 2: With \( A_S := [a; b; f] \) and \( P_S := [W] \) we define a recursive system \( S \) by the following list of basis R-axioms, where \( x, y \in X \) are distinct variables:

\[
\begin{align*}
(1) & \quad Wa \\
(2) & \quad Wb \\
(3) & \quad \rightarrow Wx \rightarrow Wy Wy \\
(4) & \quad \sim f(a), a \\
(5) & \quad \sim f(b), b \\
(6) & \quad \rightarrow Wx \rightarrow Wy \sim f(xy), f(y)f(x).
\end{align*}
\]

The strings consisting on the symbols \( a \) and \( b \) are generated by the R-axioms (1)-(3). They are indicated by the predicate symbol \( W \), which is used only
1-ary here, whereas $f$ denotes the operation which reverses the order of such a string. For example, $\sim f(abaab), baaba$ is R-derivable, and equations like $\sim f(abaab), f(aab)ba$ and R-formulas like $Wf(aab)ba$ are also R-derivable.

But expressions like $\rightarrow Wx \sim f(f(x)), x$ are clearly not R-derivable, whereas the latter R-formula will be provable in a mathematical system which contains $S$ as a recursive subsystem and which enables an induction principle with respect to the recursively enumerable relations represented in $S$. These mathematical systems will be defined in Section 3.

Example 3: With $A_S := [a ; b]$ and $P_S := [W ; C]$ we define a recursive system $S$ by the following list of basis R-axioms, where $x, y, z \in X$ are distinct variables:

1. $Wa$
2. $Wb$
3. $\rightarrow Wx \rightarrow Wy Wxy$
4. $\rightarrow Wx \rightarrow Wy Cx,y,xy$
5. $\rightarrow Wx \rightarrow Wy \rightarrow Wz Cx,y,z,xyz$.

The strings consisting on the symbols $a$ and $b$ are generated in (1)-(3) as before, using the predicate symbol $W$, whereas in (4) and (5) we have used the predicate symbol $C$ in order to represent the concatenation of two and three of these strings, respectively. This example demonstrates that it is possible to use the same predicate symbol, here $C$, in order to represent different relations.

Example 4: With $A_S := [a]$ and $P_S := [N ; < ; + ; *]$ we define a recursive system $S$ by the following list of basis R-axioms, where $x, y, z \in X$ are distinct variables:

1. $Na$
2. $\rightarrow N x Nxa$
3. $\rightarrow N x \rightarrow Ny < x,xy$
4. $\rightarrow N x \rightarrow Ny + x, y, xy$
5. $\rightarrow Ny \ast a, y, y$
6. $\rightarrow * x, y, z \ast xa, y, zy$.

Here the positive integer numbers, indicated by the predicate symbol $N$, are represented by $a, aa, aaa, \ldots$ and so on. Let $\lambda, \mu, \nu$ be ($A_S$)-lists. Then $\lambda, \mu$ is R-derivable if and only if $\lambda$ and $\mu$ represent positive integer numbers and if the integer number represented by $\lambda$ is smaller then the integer number represented by $\mu$. Moreover, $+ \lambda, \mu, \nu$ and $* \lambda, \mu, \nu$ are R-derivable if and only if $\nu$ represents the positive integer number which is the sum and the product of the two positive integer numbers represented by $\lambda$ and $\mu$, respectively.

Example 5: With $A_S := [0 ; 1 ; \square ; s ; + ; *]$ and $P_S := [N_0 ; NL_0 \square]$ we define a recursive system $S$ by the following list of basis R-axioms, where
\( x, y \in X \) are distinct variables:

\[
\begin{align*}
(1) & \ N_0 0 \\
(2) & \rightarrow N_0 x \ N_0 s(x) \\
(3) & \sim 1, s(0) \\
(4) & \ NL_0^\square \\
(5) & \rightarrow N_0 x \ NL_0^\square x \\
(6) & \rightarrow NL_0^\square x \rightarrow NL_0^\square y \ NL_0^\square xy \\
(7) & \rightarrow NL_0^\square x \sim x \square, x \\
(8) & \rightarrow NL_0^\square x \sim \square x, x \\
(9) & \sim +(\square), 0 \\
(10) & \rightarrow NL_0^\square x \sim +(0x), +(x) \\
(11) & \rightarrow N_0 x \rightarrow NL_0^\square y \sim +(s(x)y), s(+xy)) \\
(12) & \sim *(\square), 1 \\
(13) & \rightarrow NL_0^\square x \sim *(0x), 0 \\
(14) & \rightarrow N_0 x \rightarrow NL_0^\square y \sim *(s(x)y), +(xy)(y)) .
\end{align*}
\]

In this example let us define the elementary terms \( t_i, i = 0, 1, 2, \ldots \), by the recursion
\[
\begin{align*}
t_0 & := 0 \\
t_{i+1} & := s(t_i).
\end{align*}
\]
Here the non-negative integer number \( i \) is represented by the set \( K_i \) of elementary terms \( t \) for which \( \sim t, t_i \) is R-derivable. For example, \( \sim +(\square)s(s(0)\square)1, 0 \) is R-derivable, i.e. \( +(\square)s(s(0)\square)1 \in K_0 \). A member of \( K_i \) may be an arbitrary complicated expression, but in principle a computing machine will be able to decide whether any given elementary term belongs to \( K_i \) or not.

Axions (4)-(8) represents the lists of non-negative integer numbers including the empty list \( \square \), which are indicated by the predicate symbol \( NL_0^\square \), and ensure that the empty list has no effect on the concatenation of lists. If \( \lambda \) represents a list \( L \) of integers, then \( +(\lambda) \) in axioms (9)-(11) represents the sum of all integer numbers in \( L \), whereas \( *(\lambda) \) in axioms (12)-(14) stands for the product of all integer numbers in \( L \).

Example 6: Representation of a language accepted by a finite automaton

With \( A_S := [0 \ ; 1], P_S := [A \ ; B \ ; C \ ; D] \) and \( x \in X \) we define a recursive system \( S \) by the following complete list of basis R-axioms

\[
\begin{align*}
(1) & \ B 1 \\
(2) & \rightarrow A x \ D x0 \\
(3) & \rightarrow B x \ C x0 \\
(4) & \rightarrow A x \ B x1 \\
(5) & \rightarrow B x \ A x1 \\
(6) & \rightarrow C x \ B x0 \\
(7) & \rightarrow C x \ D x1 \\
(8) & \rightarrow A x \ A x0 \\
(9) & \rightarrow D x \ C x1 \\
(10) & \rightarrow D x \ C x1
\end{align*}
\]

We now consider the finite automaton with the states \( A, B, C, D \) depicted in
Figure 2, where $A$ is the initial as well as the final state. A nonempty string $s = s_1...s_n$ of symbols $s_1, ..., s_n \in \{0, 1\}$ is called accepted by the finite automaton if we can follow a path of length $n$ in the graph of the automaton which starts and ends at the point $A$ and which follows a sequence of $n$ edges which are labeled by the symbols $s_1, ..., s_n$ in the prescribed order. The language accepted by the finite automaton consists on the set of all strings accepted by this automaton, where we exclude for simplicity the empty string.

For a general formal definition of a finite automaton and the language accepted by this automaton see the textbook of Hopcroft and Ullman [15].

The finite automaton accepts exactly the nonempty strings $\lambda$ over the alphabet $[0; 1]$, for which the symbols 0 and 1 both occur an even number of times in $\lambda$. This set of strings is also generated in $S$ by the 1-ary predicate $A$. Here the states of the finite automaton are the predicate symbols of the corresponding recursive system.

The R-axioms (1)-(10) directly reflect the structure of the finite automaton. In the same way, any other regular language without the empty string is accepted by a finite automaton, see [15], and represented by a recursive system $S$ such that all R-axioms of $B_S$ have the special form $Aa \rightarrow Bx C xb$ with $a, b \in A_S$, $A, B, C \in P_S$ and $x \in X$.

Example 7: Representation of a context-free language

For any finite alphabet or finite set of symbols $\Gamma$ let $\Gamma^*$ be the set of strings over $\Gamma$ including the empty string, whereas $\Gamma^+$ denotes the set of strings over $\Gamma$ without the empty string.

A context-free grammar is a quadruple $G = (A, V, \Pi, v_0)$, where
(a) $A$ is the finite set of terminal symbols,
(b) $V$ is the finite set of nonterminal symbols with $A \cap V = \{\}$,
(c) $\Pi$ is a finite set of productions, which are strings of the form $v \rightarrow w_1 \ldots w_n$ with $v \in V$ and $w_1, \ldots, w_n \in A \cup V$, $n \geq 1$. Here the symbol $\rightarrow$, which must not be confused with the implication arrow of a recursive system, neither occurs in $V$ nor in $A$.
(d) $v_0 \in V$ is a special symbol, called the starting symbol.

The $G$-derivable strings $s \in (A \cup V)^+$ are defined recursively by

(a) $s = s_1 \ldots s_n$ is $G$-derivable for each production $v_0 \rightarrow s_1 \ldots s_n \in \Pi$,
(b) if $s = \alpha v \beta$ with $v \in V$ and $\alpha, \beta \in (A \cup V)^*$ is $G$-derivable and if $v \rightarrow w \in \Pi$, then $s' = \alpha w \beta$ is also $G$-derivable.

The context-free language generated by $G$ consists exactly of the $G$-derivable strings $s \in A^+$ without nonterminal symbols.

The standard definition also allows the derivation of empty strings, but this would only cause technical complications in our case, whereas the main results about context-free grammars do not depend on this restriction.

Now we present an example. Define a context-free grammar $G$ by $V = \{L\}$, i.e. $v_0 = L$, and $A = \{a; ; + ; \}$, and by the productions

(1) $L \rightarrow a$
(2) $L \rightarrow [L]$
(3) $L \rightarrow L + L$
(4) $L \rightarrow L * L$.

The context-free language generated by $G$ can be represented by the following recursive system $S$: Choose $A_S = A = \{a; ; + ; \}$, $P_S = \{L\}$, and let $x, y \in X$ be distinct variables. The basis $R$-axioms of the recursive system $S$ are given by

(1) $L a$
(2) $L x L [x]$
(3) $L x \rightarrow L y L x + y$
(4) $L x \rightarrow L y L x * y$.

Here the 1-ary predicate $L$ represents the context-free language.
It is well known that every context-free language (without the empty string) can be generated by a grammar in the normal form of Chomsky, where all the productions have of the special form \( v \to a \) and \( v_1 \to v_2 v_3 \) with \( v, v_1, v_2, v_3 \in V \) and \( a \in A \).

One possible Chomsky-form of the grammar \( G \) given before is
\[
G_N = (A_N, V_N, \Pi_N, L) \quad \text{with} \quad A_N = \{a; [; ]; +; * \},
\]
\[
V_N = \{L; Bra; Ket; P; T; BraL; LP; LT\} \quad \text{and the productions} \quad \Pi_N
\]
\[
(1) \quad L \to a \quad (2) \quad Bra \to [ \quad (3) \quad Ket \to ]
\]
\[
(4) \quad P \to + \quad (5) \quad T \to *
\]
\[
(6) \quad BraL \to Bra L \quad (7) \quad L \to BraL Ket
\]
\[
(8) \quad LP \to L P \quad (9) \quad L \to LP L
\]
\[
(10) \quad LT \to L T \quad (11) \quad L \to LT L.
\]

Then we can also replace the recursive system \( S \) by another recursive system \( S_N \) which is the counterpart of the grammar in Chomsky-form given before. In order to do this we choose the symbols and the basis R-axioms of \( S_N \) as follows:
\[
A_{S_N} = \{a; [; ]; +; * \}, \quad P_{S_N} = \{L; Bra; Ket; P; T; BraL; LP; LT\},
\]
\[
(1) \quad L a \quad (2) \quad Bra [ \quad (3) \quad Ket ] \quad (4) \quad P + \quad (5) \quad T *
\]
\[
(6) \quad \to Bra x \to L y BraL xy \quad (7) \quad \to BraL x \to Ket y L xy
\]
\[
(8) \quad \to L x \to P y LP xy \quad (9) \quad \to LP x \to L y L xy
\]
\[
(10) \quad \to L x \to T y LT xy \quad (11) \quad \to LT x \to L y L xy.
\]

This example illustrates that every context-free language without the empty string is represented by a recursive system \( S \) where all the basis R-axioms have the special form \( Aa \) and \( \to Bx \to Cy D xy \) with \( a \in A_S \) and \( A, B, C, D \in P_S \) and distinct variables \( x, y \).

The restriction that \( x, y \in X \) must be distinct is essential, which can be seen by representing the set of strings over the alphabet \([a]\) of length \(2^n\), \( n \geq 0 \), with the two basis R-axioms
\[
L a \quad \text{and} \quad \to L x \to L x L xx.
\]

The language represented by the 1-ary \( L \) is not context-free, as can be seen by applying the pumping lemma for context-free languages, see Bar-Hillel, Perles and Shamir [11] (1961) and Wise [35] (1976).

Note that by using a grammar or a recursive system the languages in our examples are generated in a quite nondeterministic way.
Finally we mention that for the context-free languages and an important sub-class, the deterministic context-free languages, one can define the so called stack automata which are accepting these languages, see Chomsky [2] (1962), Evey [6] (1963) and [15].

(1.13) Proposition, the avoidance of new symbols
Let $S = [A_S; P_S; B_S]$ be a recursive system and $A \supseteq A_S$ an extended set of symbols such that $S_A = [A; P_S; B_S]$ is also a recursive system. We suppose that $A_S$ is not empty and consider a mapping $\gamma : A \rightarrow A_S$ with $\gamma(a) = a$ for all $a \in A_S$. Then we can extend $\gamma$ to a function $\tilde{\gamma}$, which assigns to each R-list $\lambda$ and R-formula $F$ in $S_A$ a new R-list $\tilde{\gamma}(\lambda)$ and a new R-formula $\tilde{\gamma}(F)$ in $S$ by replacing simultaneously in $\lambda$ and $F$ all the symbols $a \in A$ by $\gamma(a)$.

If $[\Lambda] = [F_1;...; F_l]$ is an R-derivation in $S_A$, then $[\Lambda]_{\tilde{\gamma}} = [\tilde{\gamma}(F_1);...;\tilde{\gamma}(F_l)]$ is an R-derivation in $S$. Moreover, for all R-formulas $F$ in $S$ there holds $F \in \Pi_R(S_A)$ if and only if $F \in \Pi_R(S)$.

Proof: We first state the following properties of $\tilde{\gamma}$, which hold for all lists $\lambda$ and R-formulas $F, G$ in $S_A$ and for all $x \in X$

(i) $\tilde{\gamma}(F) = F$, if $F \in B_S$,
(ii) $\tilde{\gamma}(\rightarrow F G) = \rightarrow \tilde{\gamma}(F) \tilde{\gamma}(G)$.
(iii) $\tilde{\gamma}(\{x\}^\lambda) = \tilde{\gamma}(\{x\})^{\tilde{\gamma}(\lambda)}$.

Then we employ induction with respect to the rules of inference in (1.11). For Rule (a) we use (i),(ii),(iii), for Rule (b) we use (ii) and for Rule (c) we use (iii). □

(1.14) Theorem, the avoidance of equations
Let $S = [A_S; P_S; B_S]$ be a recursive system and $[\Lambda]$ an R-derivation in $S$.

(a) Suppose that the R-formulas of $B_S$ do not contain an equation as an R-subformula. Let $[\Lambda]$ result from $[\Lambda]$ by removing all the steps from $[\Lambda]$ which contain an equation as an R-subformula and by removing all the steps of the form $\rightarrow F F$ from $[\Lambda]$, where $F$ is a prime R-formula. Then $[\Lambda]$ is again an R-derivation in $S$.

(b) Let $\sim^*$ be a new predicate symbol, which replaces the symbol $\sim$ and which is not present in the other set of symbols. Put $P^*_S = P_S \cup \{\sim^*\}$ and let $F^*$ result from any R-formula $F$ by replacing everywhere in $F$ the symbol $\sim$ by $\sim^*$. Now we construct from $B_S$ another finite set $B^*_S$ of basis R-axioms without equations as R-subformulas as follows, where $x, y, s, t$ and $x_1, ..., x_n, y_1, ..., y_n$ are distinct variables, respectively.
(i) \( F^* \in B^*_S \) for all \( F \in B_S \),
(ii) \( \sim^* x, x \in B^*_S \),
(iii) \( \rightarrow \sim^* x, x \rightarrow \sim^* x, y \sim^* y, x \in B^*_S \),
(iv) \( \rightarrow \sim^* x, y \rightarrow \sim^* y, s \sim^* x, s \in B^*_S \),
(v) \( \rightarrow \sim^* f(x), f(x) \rightarrow \sim^* x, y \sim^* f(x), f(y) \in B^*_S \),
(vi) \( \rightarrow \sim^* xs, xs \rightarrow \sim^* s, t \sim^* xs, xt \in B^*_S \),
(vii) \( \rightarrow \sim^* xs, xt \rightarrow \sim^* x, y \sim^* xs, yt \in B^*_S \),
(viii) \( \rightarrow \sim^* x_1, y_1 \ldots \rightarrow \sim^* x_n, y_n \rightarrow px_1, \ldots, x_npy_1, \ldots, y_n \in B^*_S \)
for all \( p \in P_S \) and all \( n \geq 1 \) for which \( p \) occurs as a \( n \)-ary prime R-subformula in \( B_S \).

Let \( S^* = [A_S; P^*_S; B^*_S] \) be the recursive system with the basis R-axioms given in (i)-(viii), which do not contain any equation as an R-subformula. Let \( n \geq 0 \), \( p \in P_S \) and let \( \lambda, \mu, \lambda_1, \ldots, \lambda_n \) be any \((A_S)\)-lists.

Then \( p \lambda_1, \ldots, \lambda_n \) is R-derivable in \( S \) if and only if it is R-derivable in \( S^* \), and \( \sim \lambda, \mu \) is R-derivable in \( S \) if and only if \( \sim^* \lambda, \mu \) is R-derivable in \( S^* \).

Remark: \( p \lambda_1, \ldots, \lambda_n \) means \( p \) for \( n = 0 \).

Proof: (a) Since the only R-axioms of \( S \) which contain an equation as an R-subformula are given by (1.9), we conclude by a closer look at these R-axioms that the only R-derivable equations must have the form \( \sim \lambda, \lambda \). Therefore in addition to the R-formulas containing equations the R-formulas \( \rightarrow p \lambda_1, \ldots, \lambda_n p \lambda_1, \ldots, \lambda_n \) occurring from (1.9)(c) after applying several times the rules (1.11)(b,c) must be removed from an R-derivative in \( S \). A basis R-axiom of the form \( \rightarrow F F \), \( F \) any prime R-formula, is also superfluous and can be removed from an R-derivation in \( S \).

(b) Let \([\Lambda^*] \) be an R-derivation of \( p \lambda_1, \ldots, \lambda_n \) or \( \sim^* \lambda, \mu \) in \( S^* \), respectively. Using (a) we can suppose without loss of generality that \([\Lambda^*] \) does not contain the symbol \( \sim \). Then we can replace everywhere in \([\Lambda^*] \) the symbol \( \sim^* \) by \( \sim \) in order to obtain an R-derivation \([\Lambda] \) for \( p \lambda_1, \ldots, \lambda_n \) or \( \sim \lambda, \mu \) in \( S \), respectively.

Now let \([\Lambda] \) be any R-derivation of \( p \lambda_1, \ldots, \lambda_n \) or \( \sim \lambda, \mu \) in \( S \), respectively. First we cancel all R-formulas \( F \) in \([\Lambda] \) which contain any R-subformula \( q \lambda_1, \ldots, \lambda_m \) with \( q \in P_S \) for which \( q \) does not occur \( m \)-ary as a prime R-subformula in \( B_S \). These R-formulas originating from the axioms (1.9)(c) are clearly not prime R-formulas, so that \( p \lambda_1, \ldots, \lambda_n \) and \( \sim \lambda, \mu \) will not be canceled by this procedure, and we obtain a new R-derivation \([\hat{\Lambda}] \) in \( S \). Apart from two R-axioms of equality corresponding to (iii), (iv) we can suppose that the R-axiom (1.9)(b) is only used in \([\hat{\Lambda}] \) for the special cases \( \sim \lambda, \mu = \sim f(x), f(y), \sim \lambda, \mu = xs, xt \) and \( \sim \lambda, \mu = xs, yt \), where \( f \in A_S \) and \( x, y, s, t \in X \) are distinct variables. Replacing then everywhere in \([\hat{\Lambda}] \) the
symbol \sim by \sim^* we obtain the corresponding R-derivation for \( p \lambda_1, \ldots, \lambda_n \) or \( \sim^* \lambda, \mu \) in \( S^* \), respectively.

2 A universal recursive system

In this section we construct a universal recursive system which simulates any other recursive system. We prove a theorem which is due to Smullyan and which turns out to be a version of Gödel’s first Incompleteness Theorem. We derive a complexity result for a special type of recursive systems and apply it to the universal recursive system.

(2.1) Encoding of the recursive systems

Let \( S = [A_S; P_S; B_S] \) be any recursive system. Here we suppose that \( A_S, P_S \) and \( X \) are lists of symbols, i.e. they are ordered according to

(a) \( A_S = [a_1; a_2; \ldots; a_k] \) for the constants and operation symbols,

(b) \( P_S = [p_1; p_2; \ldots; p_l] \) for the predicate symbols,

(c) \( X = [x_1; x_2; x_3; \ldots] \) for the variable symbols.

Next we define the alphabet \( A_{11} = [a; v; p; \Box; \; ; \; ; \sim; ( ; ) ; \to] \) in order to encode the recursive system \( S \) as follows, where \( k, l \) are non-negative integer numbers which may be zero:

(d) The symbols of \( A_S \) are replaced by \( a'; a''; a'''m; \ldots; a^{(k)} \).

(e) The symbols of \( P_S \) are replaced by \( p'; p''; p'''m; \ldots; p^{(l)} \).

(f) The variables of \( X \) in \( F \) are replaced by \( v'; v''; v'''m; \ldots \), respectively.

(g) The symbols of \( E_R \) in \( F \) are replaced by \( \sim; ( ; ) ; \to \) in \( F \) are replaced by \( \sim; ( ; ) \); \to \) , respectively.

(h) Let \( A_{11}^+ \) be the set of all finite nonempty strings with respect to the alphabet \( A_{11} \). Then to every R-formula \( F \) of \( S \) there corresponds exactly one string \( \bar{F} \in A_{11}^+ \) which results from \( F \) if the symbols in \( F \) are replaced according to (d)-(g). Therefore we only need the finite alphabet \( A_{11} \) of symbols in order to encode all R-formulas of any recursive system \( S \).
(i) We suppose that the basis R-axioms in $B_S$ are ordered according to $B_S = [F_1; F_2; ...; F_m]$, where $m$ may be zero. We encode the recursive system $S$ by defining the corresponding R-basis string $\tilde{S}$ according to

$$\tilde{S} = u \ast w \ast \tilde{F}_1 \ast \tilde{F}_2 \ast ... \ast \tilde{F}_m \ast$$

If $m = 0$, then $\tilde{S} = u \ast w \ast \square \ast$. Here $u, w \in \{ \square; '; ''; ... \}$ are strings which recover the finite alphabets $A_S$ and $P_S$. If $k = 0$, i.e. $A_S$ is empty, then $u = \square$, otherwise $u$ consists of a string of $k = |A_S|$ accents. If $l = 0$, i.e. $P_S$ is empty, then $w = \square$, otherwise $w$ consists of a string of $l = |P_S|$ accents. Note that the knowledge of $\tilde{S} \in A_{11}^+$ allows a complete reconstruction of the original recursive system $S$.

Example 1: We define the recursive system $S$ by $A_S = [a, b]$, $P_S = [p, q]$ and the three basis R-axioms for distinct variables $x, y$

1. $pa, ab \rightarrow px, y pxa, yab \rightarrow px, y qy$.

If we put $x = x_1$ and $y = x_2$, then the encoding of $S$ gives the R-basis string $\tilde{S} = \prime' \ast p' \prime a' \ast a'' \ast \rightarrow p''' \prime v' \ast$, $v'' a'' \ast \rightarrow p'' p''' v''' \ast$.

(2.2) The universal recursive system $S_{11}$

The constants and operation symbols of $S_{11}$ are given by the alphabet $A_{11}$. The symbols $x, y, u, w, z, r, t, s$ denote distinct variables and the predicate symbols of $S_{11}$ are included in the list of basis R-axioms of $S_{11}$ given by

1. $Acc ' \rightarrow Accx Accx'$
2. $N_0 \square \rightarrow Accx N_0 x$

$Accx$ means that $x$ is a nonempty string consisting only of accents, whereas $N_0 x$ means that $x \in \{ \square; '; ''; ... \}$ represents a non-negative integer number.

From now on $u$ and $w$ represent the non-negative integer numbers $|A_S| \geq 0$ and $|P_S| \geq 0$, respectively. $A_s ax, u$ means that $ax$ represents a constant symbol in $A_S$ and $P_s px, w$ that $px$ represents a predicate symbol in $P_S$.  
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$V vx$ means that $vx$ represents the variable symbol $x_i$, where $x$ consists on $i \geq 1$ accents.

(8a) $\rightarrow A_s x, u Lx, u$
(8b) $\rightarrow V x \rightarrow N_0 u Lx, u$
(8c) $\rightarrow A_s x, u \rightarrow Ly, u Lx (y), u$
(8d) $\rightarrow Lx, u \rightarrow Ly, u Lxy, u$

$Lx, u$ means that $x$ represents a list (with respect to $A_S$).

(9a) $\rightarrow A_s x, u ELx, u$
(9b) $\rightarrow A_s x, u \rightarrow ELy, u ELx (y), u$
(9c) $\rightarrow ELx, u \rightarrow ELy, u ELxy, u$

$ELx, u$ means that $x$ represents an elementary list (with respect to $A_S$).

(10a) $\rightarrow Lx, u LLx, u$
(10b) $\rightarrow LLx, u \rightarrow Ly, u LLx (y), u$

$LLx, u$ means that $x$ represents a finite sequence of lists which are separated by the underlined comma.

(11) $\rightarrow N_0 w \rightarrow Lx, u \rightarrow Ly, u Eq \sim x, y, u, w$
(12a) $\rightarrow Eq x, u, w PRFx, u, w$
(12b) $\rightarrow Ps x, w \rightarrow N_0 u PRFx, u, w$
(12c) $\rightarrow Ps x, w \rightarrow LLy, u PRFx, u, w$

$Eqx, u, w$ and $PRFx, u, w$ means that $x$ represents an equation and a prime R-formula, respectively.

(13a) $\rightarrow ELx, u ELLx, u$
(13b) $\rightarrow ELLx, u \rightarrow ELy, u ELLx (y), u$

$ELLx, u$ means that $x$ represents a finite sequence of elementary lists which are separated by the underlined comma.

(14a) $\rightarrow N_0 w \rightarrow ELx, u \rightarrow ELy, u EPRFx \sim x, y, u, w$
(14b) $\rightarrow Ps x, w \rightarrow N_0 u EPRFx, u, w$
(14c) $\rightarrow Ps x, w \rightarrow ELLy, u EPRFx, u, w$

$EPRFx, u, w$ means that $x$ represents an elementary prime R-formula.

(15a) $\rightarrow PRFx, u, w RFx, u, w$
(15b) $\rightarrow PRFx, u, w \rightarrow RF y, u, w R \rightarrow x y, u, w$

$RFx, u, w$ means that $x$ represents an R-formula.

(16a) $\rightarrow < x, y VV vx, vy$
(16b) $\rightarrow < x, y VV vy, vx$

$VV x, y$ means that $x$ and $y$ represent two different variables.
\[(17a) \rightarrow A_s x, u \rightarrow V z \rightarrow L r, u SbL x, r, z, x, u\]
\[(17b) \rightarrow V x \rightarrow L r, u SbL x, r, x, r, u\]
\[(17c) \rightarrow V V x, z \rightarrow L r, u SbL x, r, z, u\]
\[(17d) \rightarrow A_s x, u \rightarrow SbL y, r, z, t, u SbL x(\overline{y})_r, z, x(\overline{t})_u\]
\[(17e) \rightarrow SbL x, r, z, s, u \rightarrow SbL y, r, z, t, u SbL xy, r, z, st, u\]

\[SbL x, r, z, s, u\] means that \(s\) represents the list which results from the list represented by \(x\) after the substitution of the variable represented by \(z\) by the list represented by \(r\).

\[(18a) \rightarrow SbL x, r, z, s, u \rightarrow SbLL x, r, z, s, u\]
\[(18b) \rightarrow SbLL x, r, z, s, u \rightarrow SbL y, r, z, t, u SbLL x, \overline{y}, r, z, \overline{t}, u\]

\[SbLL x, r, z, s, u\] is the generalization of \(SbL x, r, z, s, u\) for finite sequences of lists separated by the underlined comma, which are represented here by \(x\) and \(s\), whereas \(r\) represents a list as before.

\[(19a) \rightarrow N_0 w \rightarrow SbL x, r, z, s, u \rightarrow SbL y, r, z, t, u SbPRF \rightarrow x, y, r, z, \overline{s}, \overline{t}, u, w\]
\[(19b) \rightarrow P_s x, w \rightarrow V z \rightarrow L r, u SbPRF x, r, z, x, u, w\]
\[(19c) \rightarrow P_s x, w \rightarrow SbLL y, r, z, t, u SbPRF xy, r, z, xt, u, w\]

\[SbPRF x, r, z, s, u, w\] means that \(s\) represents the prime R-formula which results from the prime R-formula represented by \(x\) after the substitution of the variable represented by \(z\) by the list represented by \(r\).

\[(20a) \rightarrow SbPRF x, r, z, s, u, w \rightarrow SbRF x, r, z, s, u, w\]
\[(20b) \rightarrow SbPRF x, r, z, s, u, w \rightarrow SbRF y, r, z, t, u, w SbRF \rightarrow xy, r, z, \rightarrow st, u, w\]

\[SbRF x, r, z, s, u, w\] means that \(s\) represents the R-formula which results from the R-formula represented by \(x\) after the substitution of the variable represented by \(z\) by the list represented by \(r\).

\[(21a) \rightarrow RF x, u, w SbRF x, x, u, w\]
\[(21b) \rightarrow SbRF xz, s, z, rs, u, w SbRF xz, rs, u, w\]
\[(21c) \rightarrow SbRF xzy, s, z, rst, u, w SbRF xzy, rst, u, w\]

\[SbRF x, s, u, w\] means that there is a variable represented by \(z\) and a list represented by \(r\) such that \(SbRF x, r, z, s, u, w\) is R-derivable.

\[(22a) \rightarrow V x \rightarrow V y AP \rightarrow \overline{\sim x}, y, x, y\]
\[(22b) \rightarrow V x \rightarrow V y \rightarrow AP r, s, t AP \rightarrow \overline{\sim x}, yr, x, \overline{s}, y, \overline{t}\]

\(AP\) is an auxiliary predicate needed for the representation of the equality axioms of the form (1.9)(c).
\((23a)\) \rightarrow N_0 u \rightarrow N_0 w \rightarrow V x \ EqA \sim x, x, u, w \\
\((23b)\) \rightarrow V x \rightarrow V y \rightarrow Eq z, u, w \rightarrow SbPRF z, x, y, s, u, w \\\n\quad EqA \Rightarrow s \Rightarrow \sim x, y z, u, w \\
\((23c)\) \rightarrow AP r, s, t \rightarrow P s z, w \rightarrow N_0 u \ EqA r \sim zszt, u, w \\
EqA x, u, w means that \(x\) represents an axiom of equality.

\((24a)\) \rightarrow RF x, u, w RBasis + u * w * x * \\
\((24b)\) \rightarrow RF x, u, w \rightarrow RBasis + u * w * s * RBasis + u * w * s * x * \\
RBasis + x means that \(x\) is an R-basis string with \(|B_s| \geq 1\).

\((25a)\) \rightarrow N_0 u \rightarrow N_0 w RBasis u * w * \square * \\
\((25b)\) \rightarrow RBasis + x RBasis x \\
RBasis x means that \(x\) is an R-basis string including \(|B_s| = 0\).

\((26a)\) \rightarrow RF x, u, w BRA u * w * x *, x \\
\((26b)\) \rightarrow RF x, u, w \rightarrow RBasis + u * w * s * BRA u * w * s * x *, x \\
\((26c)\) \rightarrow RF x, u, w \rightarrow BRA u * w * s *, y BRA u * w * s * x *, y \\
BRA x, y means that \(x\) is an R-basis string and that \(y\) represents a basis R-axiom of the recursive system determined by \(x\). Then \(|B_s| \geq 1\).

\((27a)\) \rightarrow EqA x, u, w \rightarrow RBasis u * w * s * RA u * w * s *, x \\
\((27b)\) \rightarrow BRA x, y RA x, y \\
RA x, y means that \(x\) is an R-basis string and that \(y\) represents an R-axiom of the recursive system determined by \(x\).

\((28)\) \rightarrow PRF x, u, w \rightarrow BRA u * w * s *, x PBRA u * w * s *, x \\
PBRPA x, y means that \(x\) is an R-basis string and that \(y\) represents a prime basis R-axiom of the recursive system determined by \(x\).

\((29a)\) \rightarrow N_0 u \rightarrow N_0 w \rightarrow RA u * w * s *, x D^+_s u * w * x *, u * w * s * \\
\((29b)\) \rightarrow D^+_s x, y \rightarrow RA y, z D^+_s x z *, y \\
\((29c)\) \rightarrow D^+_s x \rightarrow rsz, t \rightarrow BRA x \rightarrow rsz, \rightarrow rs \rightarrow PBRA x \rightarrow rsz, r \\
\quad \rightarrow RBasis + x \rightarrow rszs * D^+_s x \rightarrow rszs *, t \\
\((29d)\) \rightarrow D^+_s u * wxy, t \rightarrow BRA u * wxy, y \rightarrow SbRF y, s, u, w \\
D^+_s u * wxyzs *, t \\
D^+_s x, y means that \(x\) represents a nonempty R-derivation in the recursive system given by the R-basis string \(y\). The premise \(RBasis + x \rightarrow rszs *\) in \((29c)\) guarantees that \(s\) represents an R-formula.

\((30a)\) \rightarrow N_0 u \rightarrow N_0 w \rightarrow RBasis u * w * s * D_s u * w * \square *, u * w * s * \\
\((30b)\) \rightarrow D^+_s x, y D^+_s x, y \\
D^+_s x, y means that \(x\) represents an R-derivation (which may be empty) in
the recursive system given by the R-basis string \( y \).

(31) \( \rightarrow EPRF x, u, w \rightarrow BRA t, x \rightarrow D_s t, y \Omega_s yx \)

In this context \( \Omega_s yx \) means that \( x \) represents an elementary prime R-formula which is R-derivable in the recursive system given by the R-basis string \( y \).

(2.3) Definition of \( S_{11} \)-statements and \( S_{11} \)-theorems

\( z = yx \) with \( x, y \in A_{11}^+ \) is called \( S_{11} \)-statement if and only if \( y \) is an R-basis string which represents a recursive system \( S \) and \( x \) represents an elementary prime R-formula, not necessary in \( S \). If in addition \( \Omega_s yx \) is R-derivable in \( S \), then \( z \) is called \( S_{11} \)-theorem.

Note that \( z \) is not an R-basis string since the last symbol in \( z \) is not the "*".

The \( S_{11} \)-statement \( z = yx \) is called \( n \)-ary, \( n \geq 0 \), if the elementary prime R-formula represented by \( x \) is \( n \)-ary.

(2.4) Definition of \( S_{11} \)-predicates

If \( y \) is an R-basis string which represents a recursive system \( S \) and if \( q \) represents a predicate symbol, not necessary in \( S \), then \( P = yq \) is called \( S_{11} \)-predicate. If \( ELL_s, u \) is R-derivable in \( S_{11} \) for some \( s, u \in A_{11}^+ \), then it is easy to check that \( Ps = yqs \) is an \( S_{11} \)-statement. We say that \( s \) satisfies the \( S_{11} \)-predicate \( P \) if in addition \( \Omega_s Ps \) is R-derivable in \( S_{11} \). In this case \( Ps = yqs \) is an \( S_{11} \)-theorem.

Example 2: The \( A_{11} \)-string

\[
P = \^{\prime\prime} \* \^{\prime} \* p' a', a' (a'^\prime) \* p' a'' a'' \* \rightarrow p' v' v' a' a'' \* p'
\]

is an \( S_{11} \)-predicate which is satisfied by the elementary lists

\( a' a'', \ a'a'' a' a'', \ a' a'' a' a'' a' a'', \ ... \) and so on,

and therefore we obtain the following 1-ary \( S_{11} \)-theorems:

\( P a' a'', \ P a'' a' a'', \ P a'' a' a'' a' a'', \ ... \)

Moreover the string \( s = a', a' (a'' \) satisfies the \( S_{11} \)-predicate \( P \) and gives the 2-ary \( S_{11} \)-theorem

\[
^{\prime\prime} \* \^{\prime} \* p' a', a' (a'^\prime) \* p' a'' a'' \* \rightarrow p' v' v' a' a'' \* p' a', a' (a'^\prime) \).
\]

On the other hand, for \( s = a'' \) the \( A_{11} \)-string \( Ps \) is an \( S_{11} \)-statement, but not an \( S_{11} \)-theorem.
(2.5) The diagonalization of $S_{11}$-predicates

There is a very simple method in order to generate a so called self-referential $S_{11}$-statement. We first define the mapping $g_{11} : A^+_ {11} \to A^+_ {11}$ by

\[
\begin{align*}
  g_{11}(a) &= a' & g_{11}(v) &= a'' & g_{11}(p) &= a'' \\
g_{11}(\square) &= a''' & g_{11}(\backslash) &= a'''' & g_{11}(\ast) &= a''''
  \end{align*}
\]

Then the diagonalization of any $S_{11}$-predicate $P$ is given by

\[
\text{Diag}(P) = P \cdot g_{11}(P). \quad \text{Note that Diag}(P) \text{ is an } S_{11}\text{-statement.}
\]
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The predicate symbol representing \( \Omega^1_s \) in \( S \) may also be denoted by \( \Omega^{(1)}_s \). Moreover we extend \( P_S \) by the two new symbols “\( G^{11}_1 \)” and “\( \Omega^{(1)}_s \)”, to a new alphabet \( P^#_S \) and we extend \( B_S \) to a new list \( B^#_S \) of basis R-axioms by adding the following R-axioms to \( B_S \) for distinct \( x, y, r, s, w \in X \):

\[
\begin{align*}
(1) & \quad G^{11}_1 a, a' \\
(2) & \quad G^{11}_1 v, a'' \\
(3) & \quad G^{11}_1 p, a''' \\
(4) & \quad G^{11}_1 \Box, a'''' \\
(5) & \quad G^{11}_1 \Diamond, a''''' \\
(6) & \quad G^{11}_1 \ast, a'''''' \\
(7) & \quad G^{11}_1 \smallfrown, a'''''''
\end{align*}
\]

There results an extended recursive system \( S^# = [A_S; P^#_S; B^#_S] \).

The relation \( G^{11}_1 \lambda, \mu \) generated by the R-axioms (1)-(12) is satisfied if and only if there hold \( \lambda, \mu \in A^{11}_S \) and \( \mu = g^{11}_1(\lambda) \). Moreover, \( \Omega^{(1)}_s \lambda \) is R-derivable in \( S^# \) if and only if \( \lambda \) is an \( S^{11}_1 \)-predicate and \( \text{Diag}(\lambda) = \lambda g^{11}_1(\lambda) \in \Omega^{(1)}_s \). We write \( \lambda \in \Omega^{(1)}_s \) in order to express that \( \Omega^{(1)}_s \lambda \) is R-derivable in \( S^# \).

These representation properties are guaranteed since the equations are excluded from \( B^#_S \) and since the symbols \( G^{11}_1, \Omega^{(1)}_s \in P^#_S \) are not in \( P_S \).

By forming the R-basis string for the recursive system \( S^# \) we can construct the \( S^{11}_1 \)-predicate \( P \) corresponding to the set \( \Omega^{(1)}_s \) represented in \( S^# \). Since the alphabet \( A_S \) of \( S^# \) starts with the alphabet \( A^{11}_S \), we obtain for all \( \lambda \in A^{11}_S \)

\[
\lambda \in \Omega^{(1)}_s \iff P g^{11}_1(\lambda) \in \Omega^{(1)}_s.
\]

If we put \( \lambda = P \), then

\[
P \in \Omega^{(1)}_s \iff P g^{11}_1(P) \in \Omega^{(1)}_s.
\]

This equivalence contradicts the construction of the set \( \Omega^{(1)}_s \), which requires that the \( S^{11}_1 \)-predicate \( P \) should satisfy the equivalence

\[
P \in \Omega^{(1)}_s \iff P g^{11}_1(P) \in \Omega^{(1)}_s.
\]

Thus we have proven Theorem (2.6).

In Section 5, Theorem (5.6) we will explain in what sense this result may be regarded as a version of Gödel’s First Incompleteness Theorem.
Remarks:

(i) The recursive systems considered in Smullyan \cite{32} are called elementary formal systems there. Like the recursive system $S_{11}$, they do not contain the equations and the operation terms, but this is of course not a principle restriction for the construction of recursively enumerable relations.

(ii) The construction of $S_{11}$ was only needed in order to prove that $\Omega_s^{(1)}$ and $B_s^{(1)}$ are recursively enumerable. In order to prove that $\Omega_s^{(1)}$ is not recursively enumerable we can directly define all the necessary ingredients like $S_{11}$-statements, $S_{11}$-theorems and $S_{11}$-predicates by using the encoding (2.1) for the recursive systems.

(iii) Due to Church’s thesis and Theorem (2.6) we conclude that there is no algorithm which enables us to decide whether a given R-formula of the recursive system $S_{11}$ is R-derivable or not. The reason for this is the fact that the 1-ary predicate $\Omega_s^{(1)}$ is not decidable. But the other predicates of $S_{11}$ generated by (2.2) (1a)-(30b) are decidable, since they form a recursive subsystem which satisfies the following

(2.7) Definition of special recursive systems and predicates

We consider a recursive system $S = [A_S; P_S; B_S]$. Then $S$ and the predicates represented in $S$ are called special recursive if

- there is no equation involved in $B_S$,

- every argument list occurring in the R-premises of any R-axiom $F$ also occurs as a sublist in an argument list of the R-conclusion of $F$.

In order to estimate the complexity of an algorithm looking for an R-derivation of an elementary prime R-formula $p\lambda_1, ..., \lambda_i$ in a given special recursive system $S$ we need two Lemmata. We shall prove that resolution strategies for special recursive predicates will only require polynomial effort with respect to the length of the “input formula” $p\lambda_1, ..., \lambda_i$. As a consequence, special recursive predicates are decidable.

(2.8) Lemma

Let $\lambda$ be any $A_S$-list consisting on $|\lambda| = n$ symbols. Then the number of sublists in $\lambda$ is less or equal to $\frac{n(n+1)}{2}$.
Proof: Induction with respect to $n$.

(2.9) Lemma
Let $\mu$ be any $A_S$-list and let $\lambda$ be any elementary $A_S$-list consisting on $|\lambda| = n$ not necessary distinct symbols. Let $x_1, ..., x_k$ with $1 \leq k \leq n$ be the list of distinct variables occurring in $\mu$, ordered according to their first appearance. By $\text{Inst}(\mu, \lambda)$ we denote the set of all mappings which assign to each variable $x_j$ in $\mu$ an elementary $A_S$-list $\kappa_j$ such that $\lambda = \mu \frac{x_1 \kappa_1}{x_1} ... \frac{x_k \kappa_k}{x_k}$. Then

$$|\text{Inst}(\mu, \lambda)| \leq \binom{n-1}{k-1}.$$  

Proof: Induction with respect to $k$.

For $1 \leq k \leq n$ we put $\Gamma(n, k) = \max_{j=1}^{k} \left( \frac{n-1}{j-1} \right)$. We define $\Gamma(n, 0) = 0$ and $\Gamma(n, k) = \Gamma(n, n)$ for $k > n$.

(2.10) Theorem
Let $S = [A_S; P_S; B_S]$ be a special recursive system and let $p \lambda_1, ..., \lambda_i$ be an elementary prime R-formula which is R-derivable in $S$. Let $n$ be the maximal number of not necessary distinct symbols occurring in one of the lists $\lambda_1, ..., \lambda_i$, i.e. $n = \max_{j=1}^{i} |\lambda_j|$. We introduce the following numbers which describe certain complexity properties of the special recursive system $S$:

- $k$ is the maximal number of distinct variables occurring in an argument list of any $F \in B_S$,
- $\alpha$ is the maximal number of argument lists occurring in a prime R-formula which is subformula of any $F \in B_S$,
- $\rho$ is the maximal number of prime R-formulas occurring in any $F \in B_S$.

Then there is an R-derivation $[\Lambda]$ of $p \lambda_1, ..., \lambda_i$ with a number of steps $|[\Lambda]|$ such that

$$|[\Lambda]| \leq |B_S| \rho \left( 1 + \alpha k \left( \alpha \frac{n(n+1)}{2} \Gamma(n, k) \right)^\alpha \right).$$

Remark: This Theorem implies that for each $p \lambda_1, ..., \lambda_i \in \Pi_R(S)$ there is an R-derivation $[\Lambda]$ of polynomial length with respect to $n = \max_{j=1}^{i} |\lambda_j|$. We conclude that special recursive predicates are decidable.
Proof: An R-derivation $[\Lambda]$ of $p\lambda_1, ..., \lambda_i$ can be chosen with the following properties:

1) All the R-formulas in $[\Lambda]$ are distinct.

2) $[\Lambda]$ starts with $[\Lambda_1] = B_S$, where the R-axioms in $B_S$ are given in a fixed order (we may suppose that the formulas in $B_S$ are distinct).

3) Any application of the Substitution Rule is restricted to the basis R-axioms, where each variable is only replaced by elementary $A_S$-lists.

4) For all argument lists $\mu$ in $[\Lambda]$ with at least one variable occurring beyond $[\Lambda_1]$ there is an elementary list $\lambda$ which occurs as a sublist in $p\lambda_1, ..., \lambda_i$ such that $\text{Inst}(\mu, \lambda)$ is not empty. If $\mu$ is an elementary argument list in $[\Lambda] \setminus [\Lambda_1]$, then it must occur as a sublist in $p\lambda_1, ..., \lambda_i$.

5) The Modus Ponens Rule is only applied if all possible substitutions are done.

We extend $[\Lambda_1] = B_S$ given in 2) to a new R-derivation $[\Lambda_2]$ by applying the Substitution Rule on $[\Lambda_1]$ due to 3). In order to do this, we fix a given R-axiom $F \in B_S$ with R-conclusion $F_c = q\mu_1, ..., \mu_l$, where $F$ may or may not have R-premises. We suppose that all argument lists $\mu$ in $F$ satisfy condition 4). Due to $\text{var}(F) = \text{var}(F_c)$ it is sufficient to assign elementary $A_S$-lists to all variables in $F_c$ in order to get all possible substitutions which reduce $F$ to an elementary R-formula $F'$. Let $F'_c = q\mu'_1, ..., \mu'_l$ result from $F_c$ by replacing all the variables in $F_c$ by elementary $A_S$-lists. Due to 4) we will only permit substitutions leading to elementary $A_S$-lists $\mu'_1, ..., \mu'_l$ which are sublists of the elementary $A_S$-lists $\lambda_1, ..., \lambda_i$. Due to Lemma (2.8) we have at most $\alpha \binom{n(n+1)}{2}$ possibilities to choose $\mu'_k$ for any fixed $k$. Due to Lemma (2.9) we have at most $\Gamma(|\mu'_k|, k) \leq \Gamma(n, k)$ possibilities to assign elementary $A_S$-lists to all variables in $\mu_k$ to obtain $\mu'_k$. If we do these substitutions for all $A_S$-lists $\mu_1, ..., \mu_l$, we obtain at most

$$\left(\alpha \frac{n(n+1)}{2} \Gamma(n, k)\right)^l \leq \left(\alpha \frac{n(n+1)}{2} \Gamma(n, k)\right)^\alpha$$

elementary R-formulas $F'$ resulting from the substitutions of all variables in $F$. Since the total number of distinct variables in $F$ or $F_c$ is bounded by $\alpha k$, we obtain the upper bound

$$\alpha k \left(\alpha \frac{n(n+1)}{2} \Gamma(n, k)\right)^\alpha$$

of possible substitution steps, applied on the fixed R-axiom $F \in B_S$. But $F$
is also part of $[\Lambda]$, and therefore we obtain the upper bound

$$||[\Lambda_2]| \leq |B_S| \left( 1 + \alpha k \left( \frac{n(n+1)}{2} \Gamma(n, k) \right)^{\alpha} \right)$$

for the number of steps of an R-derivation $[\Lambda_2]$, where $[\Lambda_2]$ is the part of $[\Lambda]$ which extends $[\Lambda_1] = B_S$ by applying the Substitution Rule. This is possible due to the fifth property imposed on $[\Lambda]$. The possible applications of the Modus Ponens Rule on $[\Lambda_2]$ yields $[\Lambda]$ with

$$|[\Lambda]| \leq \rho |[\Lambda_2]| .$$

From the last two inequalities we obtain Theorem (2.10). \hfill \blacksquare

**Remark:** The proof of Theorem (2.10) enables the construction of a deterministic resolution strategy which decides with polynomial effort whether or not an elementary prime R-formula $p\lambda_1, ..., \lambda_i$ is R-derivable in a special recursive system $S$. If $p\lambda_1, ..., \lambda_i$ is R-derivable, then the algorithm constructs an R-derivation $[\Lambda]$ obeying the restrictions 1)-5) in the proof of the Theorem.

Finally we mention that there are many other formalisms in order to generate recursively enumerable relations. One possible way is the definition of recursive (or computable) functions for the non-negative integer numbers, which can be formalized immediately in appropriate recursive systems, or the use of Turing machines. Other approaches are given by Semi-Thue systems, see Thue [33], [34] and Jantzen [16], which are the foundation for the use of grammars, see Hopcroft-Ullman [15], and by logic programming, see Lloyd [18]. One very impressive result for the characterization of recursively enumerable sets of positive integer numbers was finally solved by Matijasevič [20], [21], see also the extensive study of Davis [5]:

**(2.11) Theorem (Matijasevič, Robinson, Davis, Putnam)**

One can construct a polynomial $M(y_1, ..., y_n, z)$ with integer coefficients such that for every recursively enumerable relation $R = R(x)$ of positive integer numbers $x$ there is a positive integer number $g_R$ with

$$R(x) \Leftrightarrow \text{ there are positive integer numbers } k_1, ..., k_n \text{ such that } x = M(k_1, ..., k_n, g_R) > 0 .$$

This Theorem implies that the recursively enumerable sets of positive integer numbers are exactly the Diophantine sets. As a consequence, Hilbert’s tenth
problem is unsolvable, i.e. there is no computing algorithm which will tell of a given polynomial Diophantine equation with integer coefficients whether or not it has a solution in integers.

3 Embedding of a recursive system in a mathematical system

In this section we define a formal mathematical system which includes the predicate calculus and the structural induction with respect to the recursively enumerable relations generated by an underlying recursive system denoted by $S = [A_S; P_S; B_S]$. We will also define mathematical systems with restricted argument lists.

(3.1) The symbols of the mathematical system

Given are the following pairwise disjoint sets of symbols

(a) A set $A_M \supseteq A_S$ of constant symbols or operation symbols, which must not be finite.

(b) A set $P_M \supseteq P_S$ of predicate symbols, which must not be finite.

(c) The infinite alphabet $X$ of variable symbols is the same as in (1.1)(c).

(d) We define the following extension of the alphabet $E_R$ in (1.1)(d):

$$E := [\sim; (; ); ; \rightarrow; \neg; \leftrightarrow; \&; \lor; \forall; \exists].$$

If $A_M$ and $P_M$ are finite or denumerable then we may also assume that their symbols are arranged in a fixed order and that $A_M$ and $P_M$ are extensions of finite alphabets $A_S$ and $P_S$, respectively.

(3.2) The basic structures of the mathematical system

are the $(A_M)$-lists, $(A_M)$-sublists, $(A_M)$-terms and the elementary $(A_M)$-lists and $(A_M)$-terms, which are defined as in (1.1)-(1.4), but for the extended set $A_M$ instead of $A_S$. The prime formulas and the elementary prime formulas are defined in the same way as in (1.5) and (1.6), but with respect to the set $P_M$ of extended predicate symbols. Note that every prime R-formula is also a prime formula.
(3.3) The formulas of the mathematical system

(a) Every prime formula is a formula.

(b) Let \( F, G \) be formulas and \( x \in X \) be any variable. Then the following expressions are formulas with the subformulas \( F, G \), respectively.

\[-F; \quad \rightarrow FG; \quad \leftrightarrow FG; \quad \& FG; \quad \lor FG; \quad \forall xF; \quad \exists xF\]

For example, if \( f \in A_M, B \in P_M \) and \( x, y \in X \), then the following expression is a formula of the mathematical system:

\[\exists x \quad \& \forall x B x, y, f(xy) \neg \sim x, y.\]

The generalization of (1.7)(c) to subformulas is obvious. A maximal sublist which occurs in a formula \( F \) and which is not immediately following \( \forall \) or \( \exists \) is also called an argument list of \( F \). Finally we note that every R-formula is also a formula of the mathematical system.

(3.4) Variables in lists and formulas, free variables

(a) \( \text{var}(\lambda) \) denotes the set of all variables which occur in the list \( \lambda \).

(b) \( \text{var}(F) \) denotes the set of all variables occurring in a formula \( F \).

(c) Recursive definition of \( \text{free}(F) \), where \( F, G \) are formulas and \( x \in X \):

(i) \( \text{free}(F) = \text{var}(F) \) for any prime formula \( F \),

(ii) \( \text{free}(\neg F) = \text{free}(F) \),

(iii) \( \text{free}(JFG) = \text{free}(F) \cup \text{free}(G) \) for \( J \in \{ \rightarrow ; \quad \leftrightarrow ; \quad \& ; \quad \lor \} \).

(iv) \( \text{free}(\forall xF) = \text{free}(\exists xF) = \text{free}(F) \setminus \{x\} \).

(3.5) The substitution of variables in lists (SbL)

The expression \( \text{SbL}(\lambda; \mu; x) = \lambda \mu^x \) describes the substitution of the variable \( x \) in a list \( \lambda \) by the list \( \mu \). The following recursive definition of SbL holds for all lists \( \lambda, \mu, \nu \), for all \( x, y \in X \) and \( a, f \in A_M \)

(a) \( \text{SbL}(a; \mu; x) = a, \quad \text{SbL}(y; \mu; x) = \begin{cases} y & , \quad x \neq y \\ \mu & , \quad x = y. \end{cases} \)

(b) \( \text{SbL}(f(\lambda); \mu; x) = f(\text{SbL}(\lambda; \mu; x)). \)

(c) \( \text{SbL}(\lambda \mu; \nu; x) = \text{SbL}(\lambda; \nu; x) \text{SbL}(\mu; \nu; x). \)
The substitution of variables in formulas (SbF)

The expression \( \text{SbF}(F; \mu; x) = F \frac{\mu}{x} \) describes the substitution for each free occurrence of the variable \( x \) in a formula \( F \) by the list \( \mu \). The recursive definition of SbF holds for all lists \( \mu, \lambda_1, \lambda_2, \ldots, \lambda_m \) \((m \geq 2)\), any \( p \in P_M \), \( x, y \in X \), for all formulas \( F, G \) and for \( J \in \{ \to; \leftrightarrow; \&; \lor \} \), \( Q \in \{ \forall; \exists \} \):

(a) let \( \lambda'_j := \text{SbL}(\lambda_j; \mu; x) \) for \( j = 1, \ldots, m \):

\[
\text{SbF}(p; \mu; x) = p \quad \text{and} \quad \text{SbF}(\sim \lambda_1, \lambda_2; \mu; x) = \sim \lambda'_1, \lambda'_2, \\
\text{SbF}(p \lambda_1; \mu; x) = p \lambda'_1 \quad \text{and} \quad \text{SbF}(p \lambda_1, \ldots, \lambda_m; \mu; x) = p \lambda'_1, \ldots, \lambda'_m.
\]

(b) \( \text{SbF}(\neg F; \mu; x) = \neg \text{SbF}(F; \mu; x) \).

(c) \( \text{SbF}(JFG; \mu; x) = \text{SbF}(F; \mu; x) \text{SbF}(G; \mu; x) \).

(d) \( \text{SbF}(QyF; \mu; x) = \begin{cases} 
QyF, & x = y \\
Qy\text{SbF}(F; \mu; x), & x \neq y.
\end{cases} \)

Avoiding collisions for the substitution SbF

In order to ensure that the SbF-substitution of the variable \( x \) by the list \( \mu \) in the formula \( F \) is well defined we introduce the metamathemtical predicate \( \text{CF}(F; \mu; x) \), which means that \( F \) and \( \mu \) are collision-free with respect to \( x \). The recursive definition of CF holds for all lists \( \mu \), for all \( x, y \in X \), for all formulas \( F, G \) and for any \( J \in \{ \to; \leftrightarrow; \&; \lor \} \), \( Q \in \{ \forall; \exists \} \):

(a) \( \text{CF}(F; \mu; x) \) holds for any prime formula \( F \).

(b) \( \text{CF}(\neg F; \mu; x) \) holds if and only if \( \text{CF}(F; \mu; x) \) holds.

(c) \( \text{CF}(JFG; \mu; x) \) holds if and only if \( \text{CF}(F; \mu; x) \) and \( \text{CF}(G; \mu; x) \)

are both satisfied.

(d) \( \text{CF}(QyF; \mu; x) \) is satisfied if and only if:

i) \( x \notin \text{free}(F) \setminus \{ y \} \) or ii) \( y \notin \text{var}(\mu) \) and \( \text{CF}(F; \mu; x) \).

Remarks: The CF-condition is necessary in order to exclude undesired substitutions like \( \text{SbF}(\exists y \sim y; x; y; x) = \exists y \sim y, y \) with \( x \neq y \).

It is also important to note that \( x \notin \text{free}(F) \) implies \( \text{CF}(F; \mu; x) \) as well as \( \text{SbF}(F; \mu; x) = F \).
(3.8) Propositional functions and truth values

Let $\xi_1, \ldots, \xi_j$ ($j \geq 1$) be new distinct symbols, which are not occurring in the given sets $A_M$, $P_M$, $X$, $E$ and not part of the formal system. We call them propositional variables. The propositional functions (of $\xi_1, \ldots, \xi_j$) are defined as follows, where $J \in \{\rightarrow; \leftrightarrow; \&; \lor\}$:

(a) $\xi_i$ is a propositional function for $1 \leq i \leq j$.
(b) $\neg \alpha$ is a propositional function if $\alpha$ is a propositional function.
(c) $J\alpha\beta$ is a propositional function if $\alpha$ and $\beta$ are propositional functions.

Let $\Psi : \{\xi_1, \ldots, \xi_j\} \to \{\top, \bot\}$ be any mapping which assigns to each propositional variable a truth value $\top$ for true or $\bot$ for false. Then we can canonically extend $\Psi$ to a function $\bar{\Psi}$, which assigns to each propositional function of $\xi_1, \ldots, \xi_j$ either the value $\top$ or $\bot$ according to

(d) $\bar{\Psi}(\neg \alpha) = \top \iff \bar{\Psi}(\alpha) = \bot$,
(e) $\bar{\Psi}(\rightarrow \alpha\beta) = \top \iff \bar{\Psi}(\alpha) = \bot$ or $\bar{\Psi}(\beta) = \top$,
(f) $\bar{\Psi}(\leftrightarrow \alpha\beta) = \top \iff \bar{\Psi}(\alpha) = \top$ and $\bar{\Psi}(\beta) = \top$,
(g) $\bar{\Psi}(\& \alpha\beta) = \top \iff \bar{\Psi}(\alpha) = \top$ or $\bar{\Psi}(\beta) = \top$.

Here $\bar{\Psi}(\alpha) = \bot \iff \bar{\Psi}(\alpha) = \top$ holds for all propositional functions $\alpha$.

A propositional function $\alpha = \alpha(\xi_1, \ldots, \xi_j)$ is called identically true, if there holds $\bar{\Psi}(\alpha) = \top$ for every mapping $\Psi : \{\xi_1, \ldots, \xi_j\} \to \{\top, \bot\}$.

(3.9) The axioms of the propositional calculus

Let $\alpha = \alpha(\xi_1, \ldots, \xi_j)$ be a propositional function of the distinct propositional variables $\xi_1, \ldots, \xi_j$, $j \geq 1$. Let $F_1, \ldots, F_j$ be formulas and suppose that $\alpha$ is identically true. Then the formula $F := \alpha(F_1, \ldots, F_j)$ is an axiom of the propositional calculus.

(3.10) The axioms of equality

Let $x, y \in X$ and let $\lambda, \mu$ be $A_M$-lists. Then the following formulas are axioms of equality

(a) $\sim x, x$.
(b) $\rightarrow SbF(\sim \lambda, \mu; x; y) \rightarrow \sim x, y \sim \lambda, \mu$.

Let $p \in P_M$, $n \geq 1$ and $x_1, y_1, \ldots, x_n, y_n \in X$. Then the following formula is an axiom of equality

(c) $\rightarrow \sim x_1, y_1 \ldots \rightarrow \sim x_n, y_n \rightarrow px_1, \ldots, x_n py_1, \ldots, y_n$. 
The quantifier axioms

Let $F, G$ be formulas and $x \in X$. Then we define the quantifier axioms

(a) $\rightarrow \forall x F \ \rightarrow F$

(b) $\rightarrow \forall x \rightarrow FG \rightarrow F \forall x G$, if $x \notin \text{free}(F)$

(c) $\leftrightarrow \neg \forall x \neg F \exists x F$.

The mathematical system $M$ is given for fixed $X$ and $E$

(i) by the recursive system $S = [A_S; P_S; B_S]$ defined in (1.10),

(ii) by the sets $A_M \supseteq A_S$ and $P_M \supseteq P_S$ and by a set $B_M \supseteq B_S$ of formulas in $M$. The formulas of $B_M$ are called the basis axioms of the mathematical system $M$. Recall that $A_M, P_M, X$ and $E$ are pairwise disjoint. Often we have that $A_M$ and $P_M$ are countable or even finite sets, or that $B_M$ is recursively solvable, i.e. decidable, but this must not be required in the general case.

The mathematical system may be denoted by $M = [S; A_M; P_M; B_M]$.

The axioms of $M$ are the axioms of the propositional calculus, the axioms of equality, the quantifier axioms and the formulas in $B_M$.

Rules of inference and (formal) proofs in $M$

A (formal) proof in $M$ is a list $[\Lambda] := [F_1; \ldots; F_l]$ of formulas $F_1, \ldots, F_l$ including the empty list $[]$. The formulas $F_1, \ldots, F_l$ are the steps of the proof, which is generated by the rules of inference

(a) Axiom Rule: The empty list $[]$ is a proof in the mathematical system $M$. If $[\Lambda]$ is a proof and $F$ an axiom, then $[\Lambda; F]$ is also a proof.

(b) Modus Ponens Rule: Let $F, G$ be two formulas and $F, \rightarrow FG$ both steps of the proof $[\Lambda]$. The $[\Lambda; G]$ is also a proof.

(c) Substitution Rule: Let $F$ be a step of the proof $[\Lambda], x \in X$ and $\lambda$ a list. If $\text{CF}(F; \lambda; x)$ holds, then $[\Lambda; \text{SbF}(F; \lambda; x)]$ is also a proof.

(d) Generalization Rule: Let $F$ be a step of the proof $[\Lambda], x \in X$. Then $[\Lambda; \forall x F]$ is also a proof. Here it is not required that $x$ occurs in $F$.

(e) Induction Rule: In the following we fix a predicate symbol $p \in P_S$, a list $x_1, \ldots, x_i$ of $i \geq 0$ distinct variables and a formula $G$ in $M$. We suppose that $x_1, \ldots, x_i$ and the variables of $G$ are not involved in $B_S$. 
Then to every R-formula $F$ of $B_S$ there corresponds exactly one formula $F'$ of the mathematical system, which is obtained if we replace in $F$ each $i$-ary subformula $p\lambda_1, \ldots, \lambda_i$, where $\lambda_1, \ldots, \lambda_i$ are lists, by the formula $G\lambda_1 \ldots \lambda_i$.

If $F'$ is a step of a proof $[\Lambda]$ for all R-formulas $F \in B_S$ for which $p$ occurs $i$-ary in the R-conclusion of $F$, then $[\Lambda; \rightarrow px_1, \ldots, x_i G]$ is also a proof.

Remarks on the rules of inference:

Any R-derivation in the recursive system $S = [A_S; P_S; B_S]$ is also a proof in the mathematical system $M = [S; A_M; P_M; B_M]$ due to the first three Rules (a)-(c), due to $A_M \supseteq A_S$, $P_M \supseteq P_S$, $B_M \supseteq B_S$ and due to the fact that every R-axiom of equality is also an axiom of equality in the mathematical system $M$. Rule (e) enables the structural induction with respect to the recursively enumerable relations represented in $S$. If we put $P_S = []$, then the use of the Induction Rule (e) is suppressed.

The axioms of the propositional calculus can also be reduced to axiom schemes resulting from a small list of identically true propositional functions, which requires an own study of the propositional calculus.

(3.14) Provable formulas

The steps of a proof $[\Lambda]$ are called provable formulas. By $\Pi(M)$ we denote the set of all provable formulas $F$ in $M$.

Example 1: Let $A_S := [0;']$, $B, C, D \in P_S$ and $x, y, z \in X$ be distinct symbols. We consider the recursive system $S = [A_S; P_S; B_S]$ with the complete list of basis R-axioms given by

1. $B 0$
2. $B x B x'$
3. $B x C x$
4. $B x \rightarrow C y C xy$
5. $B x D x$
6. $B x \rightarrow C y D xy$.

The basis R-axioms (1)-(6) of $B_S$ form a proof in any mathematical system $M = [S; A_M; P_M; B_M]$ which can be extended as follows

7. $D z C z$ with Rule (e) and (3)-(6) for $p z = D z$, $G = C z$
8. $D y C y$ with Rule (c) and (7)
9. $D y C y \rightarrow B x \rightarrow C y D xy \rightarrow B x \rightarrow D y D xy$ with (3.9) and the identically true propositional function

$\alpha(\xi_1, \xi_2, \xi_3, \xi_4) := \rightarrow \xi_1 \xi_2 \rightarrow \rightarrow \xi_3 \rightarrow \xi_2 \xi_4 \rightarrow \xi_3 \rightarrow \xi_1 \xi_4$
(10) \[ Bx \rightarrow CyDxy \rightarrow Bx \rightarrow DyDxy \]
with Rule (b) and (8), (9)

(11) \[ Bx \rightarrow DyDxy \quad \text{with Rule (b) and (6), (10)} \]

(12) \[ Cz \rightarrow Dz \quad \text{with Rule (e) and (3),(4),(5),(11)} \]

(13) \[ Cz \rightarrow Dz \quad \text{with Rule (d) and (16)} \]

Example 2: We consider a mathematical system
\[ M = [S; \chi; \lambda; \psi; \psi_0], \]
fix a predicate symbol \( p \in P_S \) of the recursive system and a non-negative integer number \( i \geq 0 \). We suppose that there is no \( i \)-ary \( R \)-conclusion of the form
\[ p\lambda_1, \ldots, \lambda_i \]
in the \( R \)-formulas of \( B_S \). We consider a list of distinct new variables
\[ x_1, \ldots, x_i \]
and obtain the following proof [\( \Lambda \)] of
\[ \neg p x_1, \ldots, x_i \]
in \( M \) due to the
Induction Rule (e):
\[ \Lambda = \left[ \begin{array}{l}
\rightarrow p x_1, \ldots, x_i \neg p x_1, \ldots, x_i \\
\rightarrow p x_1, \ldots, x_i \neg p x_1, \ldots, x_i \neg p x_1, \ldots, x_i \\
\neg p x_1, \ldots, x_i 
\end{array} \right] . \]

Example 3: Let \( A_S := [a], N, \angle \in P_S \) and \( x, y, u, v \in X \) be distinct symbols.
We consider the complete list of basis \( R \)-axioms given by
(1) \[ Na \]
(2) \[ \rightarrow Nx Nxa \]
(3) \[ \rightarrow Nx \rightarrow Ny < x,xy \]

As in the first example they form a proof which will be extended by
(4) \[ \rightarrow Nu Nua \]
(5) \[ \rightarrow Nv Nva \]
(6) \[ \rightarrow Nuv Nuva \]
(7) \[ \rightarrow \rightarrow Nv Nva \rightarrow \rightarrow Nuv Nuv \rightarrow \rightarrow Nu \& Nva Nuv \\
\rightarrow Nuv \& Nuv \rightarrow Nu \& Nva Nuv \]
(8) \[ \rightarrow \rightarrow Nu \& Nva Nuv \rightarrow Nu \& Nva Nuv \]
(9) \[ \rightarrow \rightarrow Nu \& Nva Nuv \rightarrow Nu \& Nva Nuv \]

In (7) we have used the identically true propositional function
\[ \rightarrow \rightarrow \xi_1 \xi_2 \rightarrow \rightarrow \xi_3 \xi_4 \rightarrow \rightarrow \xi_5 \& \xi_1 \xi_3 \rightarrow \rightarrow \xi_5 \& \xi_2 \xi_4 . \]

(10) \[ \rightarrow Na \\
\rightarrow \rightarrow Nu Nu \rightarrow \rightarrow Nu \& Na Nu \]
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In (10)-(13) we have prepared the first application of the Induction Rule. For (10) we use $\xi_1 \to \xi_2 \xi_3 \to \xi_2 \& \xi_1$ as an identically true propositional function. Formula (13) results from (9) and Rule (c) and formula (14) from (12), (13), (1), (2) and Rule (e).

Finally we listen the remaining steps of the proof

$$
(15) \to \to N u \to N u \& N v N wv
\to \to N u \to N v N wv \quad \text{Rule (a)}
$$

$$
(16) \to N u \to N v N wv \quad \text{Rule (b)}
$$

$$
(17) \to N x \to N v N x v \quad \text{Rule (c)}
$$

$$
(18) \to N x \to N y N x v \quad \text{Rule (c)}
$$

$$
(19) \to N x \to N y N x \quad \text{Rule (a)}
$$

$$
(20) \to < u, v N v \quad \text{Rule (e)}
$$

$$
(21) \to < u, v N u \quad \text{Rule (e)}
$$

$$
(22) \to \to < u, v N v
\to \to < u, v N u
\to \to < u, v \& N u N v \quad \text{Rule (a)}
$$

$$
(23) \to \to < u, v N u
\to \to < u, v \& N u N v \quad \text{Rule (b)}
$$

$$
(24) \to < u, v \& N u N v \quad \text{Rule (b)}
$$

$$
(25) \forall v \to N u \to N v N wv \quad \text{Rule (d)}
$$

$$
(26) \forall v \to < u, v \& N u N v \quad \text{Rule (d)}
$$

We finally end up with the two formulas, using again Rule (d)

$$
(27) \forall u \forall v \to N u \to N v N wv
$$

$$
(28) \forall u \forall v \to < u, v \& N u N v
$$

Now we consider mathematical systems with given restrictions for the argument lists in their formulas. This is important since we are often concerned with the representation of functions with a given number of arguments or with special lists of terms.

The restriction of the argument lists is described by a subset of lists which contains the variables and which is invariant with respect to substitutions. This is described in the next definition.
Mathematical systems with restricted argument lists

Let $M = [S; A_M; P_M; B_M]$ be a mathematical system and $\mathcal{L}$ a given subset of $A_M$-lists with the properties

(i) $X \subseteq \mathcal{L},$
(ii) $\lambda,\mu \in \mathcal{L}, x \in X,$
(iii) all formulas in $B_M$ contain only argument lists in $\mathcal{L}.$

Then $[M; \mathcal{L}]$ is called a mathematical system with restricted argument lists. A formula in $[M; \mathcal{L}]$ is a formula in $M$ which has only argument lists in $\mathcal{L}.$ A proof $[\Lambda]$ in $[M; \mathcal{L}]$ is a proof in $M$ with the restrictions

(iv) the formulas in $[\Lambda]$ and the formulas $F$ and $G$ in (3.13)(a)-(e) contain only argument lists in $\mathcal{L},$
(v) there holds $\lambda \in \mathcal{L}$ for the list $\lambda$ in (3.13)(c).

By $\Pi(M; \mathcal{L})$ we denote the set of provable formulas in $[M; \mathcal{L}].$

Example 4: The Peano arithmetic $PA$

Let $\tilde{S}$ be the recursive system $\tilde{S} = [\tilde{A}; \tilde{P}; \tilde{B}]$ where $\tilde{A}, \tilde{P}$ and $\tilde{B}$ are empty, and put $A_{PA} = [0; s; +; *].$ $P_{PA} = [.]$

Next we define the set $\mathcal{L}$ of numeral terms by the recursive definition

(i) $0$ and $x$ are numeral terms for any $x \in X.$
(ii) If $\vartheta$ is a numeral term, then also $s(\vartheta)$.
(iii) If $\vartheta_1, \vartheta_2$ are numeral terms, then also $+(\vartheta_1 \vartheta_2)$ and $*(\vartheta_1 \vartheta_2)$.

We define the mathematical system $M' = [\tilde{S}; A_{PA}; P_{PA}; B_{PA}]$ by giving the following basis axioms for $B_{PA}$ with distinct variables $x, y$

(1) $\forall x \sim + (0x), x$
(2) $\forall x \forall y \sim + (s(xy)), s(+xy))$
(3) $\forall x \sim * (0x), 0$
(4) $\forall x \forall y \sim * (s(xy)), +(*xy)y)$
(5) $\forall x \forall y \rightarrow \sim s(x), s(y) \sim x, y$
(6) $\forall x \sim \neg s(x), 0.$

Moreover, for all formulas $F$ (with respect to $A_{PA}$ and $P_{PA}$) which have only numeral argument lists, the following formulas belong to $B_{PA}$ according to the Induction Scheme

(IS) $\rightarrow \forall x \& \text{SbF}(F;0,x) \rightarrow F \text{SbF}(F;s(x);x) \forall x F.$
The system PA of Peano arithmetic is given by $\text{PA} = [M'; L]$, i.e. the argument lists of PA are restricted to the set $L$ of numerals. The Induction Rule (3.13)(e) is not used in PA since $A, P$ and $B$ are empty here and since we are using the Induction Scheme (IS).

The following formulas are provable in PA for all $x, y, z \in X$:

$\forall x \forall y \forall z \sim +((xy)z), +(x + (yz))$ and $\forall x \forall y \sim +(xy), +(yx),

$\forall x \forall y \forall z \sim \ast((xy)z), \ast(x \ast (yz))$ and $\forall x \forall y \sim \ast(xy), \ast(yx),$

and also the most part of usual number theory.

(3.16) Lemma

Let $[M; L]$ be a mathematical system with the set $L$ of restricted argument lists, $F, G$ formulas in $[M; L]$ and $x, y \in X$.

(a) If $y \notin \text{var}(F)$, then

(i) $\text{CF}(F; y; x)$ and (ii) $\text{CF}(F; y; x)$ and (iii) $F \text{ CF} x \sim y y = F$.

Moreover, the following formulas are provable in $[M; L]$:

(b) $\rightarrow \forall x \rightarrow F G \rightarrow \forall x F \forall x G$

(c) $\leftrightarrow \forall x \rightarrow F G \rightarrow F \forall x G$, if $x \notin \text{free}(F)$

(d) $\leftrightarrow \forall x F \forall y F \text{ CF} x \sim y,$ if $y \notin \text{var}(F)$.

Proof: (a) is shown by induction with respect to the formula $F$ and is needed for part (d) of the Lemma.

(b) From the quantifier axiom (3.11)(a) we know that the formulas $\rightarrow \forall x \rightarrow F G \rightarrow F G$ and $\rightarrow \forall x F F$ are both provable in $[M; L]$.

(c) We must only show the backward implication “$\leftarrow$” and suppose that $x \notin \text{free}(F)$. From the quantifier axiom (3.11)(a) and the propositional calculus we can infer the formulas $\rightarrow \forall x \rightarrow F G G$ and $\rightarrow \forall x F F$, and hence $\forall x \rightarrow \forall x F G G$ and $\forall x F F G$ due to Rule (3.13)(d). From the quantifier axiom (3.11)(b) and the propositional calculus we can infer the desired formula.

(d) Suppose that $y \notin \text{var}(F)$. For the forward implication “$\rightarrow$” we use $\text{CF}(F; y; x)$ from part (a) of the Lemma and conclude that from $\rightarrow \forall x F F$
and Rules (3.13)(c),(d) we can infer \( \forall x F F'_x \) and \( \forall y \rightarrow \forall x F F'_x \). The quantifier axiom (3.11)(b) and the propositional calculus admit to infer the formula \( \rightarrow \forall x F \forall y F'_x \). The opposite direction “←” can be shown in the same way, using the remaining part (a)(ii) and (iii) of the Lemma.

(3.17) Theorem

Let \( [M; L] \) be a mathematical system with the set \( L \) of argument lists.

(a) Equivalence Theorem

Let \( H, H' \) be formulas in \( [M; L] \) such that \( \leftrightarrow HH' \in \Pi(M; L) \). Let \( F, F' \) be any two formulas in \( [M; L] \) such that \( F' \) results from \( F \) if \( H \) is replaced by \( H' \) at certain places in \( F \) where \( H \) occurs as a subformula. Then \( \leftrightarrow FF' \in \Pi(M; L) \).

(b) Replacement of bound variables

Let \( G \) be a formula in \( [M; L] \). Suppose that \( G \) contains a subformula of the form \( QxF \) with \( Q \in \{\forall, \exists\} \), \( x \in X \). Let \( y \) be a second variable, which does not occur in the formula \( F \). Let \( G' \) result from \( G \) by replacing the subformula \( QxF \) everywhere or only at certain places in \( G \) by the formula \( QySbF(F; y; x) \). Then \( \leftrightarrow GG' \in \Pi(M; L) \).

Proof: We employ induction with respect to the rules of forming formulas.

(a) Suppose that \( \leftrightarrow FF' \in \Pi(M; L) \) and that \( \leftrightarrow GG' \in \Pi(M; L) \) for formulas \( F, F', G, G' \) in \( [M; L] \). This is automatically satisfied for \( F = F' \), \( G = G' \). Let be \( J \in [\rightarrow; \leftrightarrow; \&; \lor; \lor ] \). Then we can first state due to the propositional calculus that the formulas

\[
\rightarrow \leftrightarrow FF' \leftrightarrow \neg F \neg F' \quad \text{and} \quad \leftrightarrow \neg F \neg F',
\]

\[
\rightarrow \leftrightarrow FF' \leftrightarrow GG' \leftrightarrow J FG J F' G' \quad \text{and} \quad \leftrightarrow J FG J F' G'
\]

also belong to \( \Pi(M; L) \). There remains the more interesting induction step for the quantifiers.

We obtain \( \rightarrow FF' \in \Pi(M; L) \) as well as \( \forall x \rightarrow FF' \in \Pi(M; L) \) due to the assumption \( \leftrightarrow FF' \in \Pi(M; L) \), the axioms of the propositional calculus and due to the Rules (3.13)(a),(b),(d). Therefore we can infer from Lemma (3.16)(b) and Rule (3.13)(b) that \( \rightarrow \forall x F \forall x F' \in \Pi(M; L) \). The propositional calculus implies that not only \( \rightarrow FF' \in \Pi(M; L) \) but also \( \rightarrow F'F \in \Pi(M; L) \), and therefore we can repeat the arguments above with interchanged roles of \( F \) and \( F' \) to obtain \( \rightarrow \forall x F' \forall x F \in \Pi(M; L) \). Applying again the propositional calculus on \( \rightarrow \forall x F \forall x F' \) and \( \rightarrow \forall x F' \forall x F \) we
conclude that $\leftrightarrow \forall x F \forall x F' \in \Pi(M; \mathcal{L})$.

Finally we have to show that $\leftrightarrow \exists x F \exists x F' \in \Pi(M; \mathcal{L})$.

From $\leftrightarrow \neg F \neg F' \in \Pi(M; \mathcal{L})$ we obtain that $\leftrightarrow \forall x \neg F \forall x \neg F' \in \Pi(M; \mathcal{L})$ by the induction step for the $\forall$-quantifier proven above. The propositional calculus and the quantifier axiom (3.11)(c) imply that $\leftrightarrow \neg \forall x \neg F \neg \forall x \neg F' \in \Pi(M; \mathcal{L})$ and $\leftrightarrow \exists x F \exists x F' \in \Pi(M; \mathcal{L})$. Thus we have shown the first part.

(b) The proof is clear for $Q = \forall$ due to Lemma (3.16)(d) and part (a). For $Q = \exists$ we replace in Lemma (3.16)(d) the formula $F$ by $\neg F$ and conclude that $\leftrightarrow \forall x \neg F \forall y \neg Sb(F; y; x)$ and $\leftrightarrow \neg \forall x \neg F \neg \forall y \neg Sb(F; y; x)$ are both members of $\Pi(M; \mathcal{L})$. On the last formula we can apply the quantifier-axiom (3.11)(c) and the propositional calculus in order to obtain that $\leftrightarrow \exists x F \exists y Sb(F; y; x)$ is a member of $\Pi(M; \mathcal{L})$. In this case we can also apply part (a).

(3.18) Proposition

Let $[M; \mathcal{L}]$ be a mathematical system with restricted argument lists. The following formulas are provable in $[M; \mathcal{L}]$ for any formulas $F$ and $G$ in $[M; \mathcal{L}]$ and $x, y \in X$

(1) $\rightarrow \forall x F \ F$
(2) $\rightarrow F \ \exists x F$
(3) $\leftrightarrow \neg \forall x \neg F \ \exists x F$
(4) $\leftrightarrow \neg \exists x \neg F \ \forall x F$
(5) $\leftrightarrow \forall x F \ F$, if $x \not\in \text{free}(F)$
(6) $\leftrightarrow G \ \exists x G$, if $x \not\in \text{free}(G)$
(7) $\leftrightarrow \forall x F \ \forall y Sb(F; y; x)$, if $y \not\in \text{var}(F)$
(8) $\leftrightarrow \exists x F \ \exists y Sb(F; y; x)$, if $y \not\in \text{var}(F)$
(9) $\leftrightarrow \forall x \ \forall y F \ \forall y \ \forall x F$
(10) $\leftrightarrow \exists x \ \exists y F \ \exists y \ \exists x F$
(11) $\rightarrow \forall x \rightarrow FG \ \rightarrow \forall x F \ \forall x G$
(12) $\rightarrow \forall x \rightarrow FG \ \rightarrow \exists x F \ \exists x G$
(13) $\rightarrow & \exists x F \ \forall x G \ \exists x \& FG$
(14) $\rightarrow \forall x \lor FG \ \lor \forall x F \ \exists x G$
(15) $\leftrightarrow \forall x \ & FG \ & \forall x F \ \forall x G$
(16) $\leftrightarrow \exists x \lor FG \ \lor \exists x F \ \exists x G$
(17) $\leftrightarrow \exists x \rightarrow FG \ \rightarrow \forall x F \ \exists x G$
(18) $\leftrightarrow \forall x \rightarrow FG \ \rightarrow \exists x FG$, if $x \not\in \text{free}(G)$
(19) $\leftrightarrow \exists x \rightarrow FG \ \rightarrow \forall x F G$, if $x \not\in \text{free}(G)$
(20) $\leftrightarrow \forall x JFG \ J F \ \forall x G$, if $x \not\in \text{free}(F)$ and $J \in \{ \rightarrow; \lor; \& \}$
(21) $\leftrightarrow \exists x JFG \ J F \ \exists x G$, if $x \not\in \text{free}(F)$ and $J \in \{ \rightarrow; \lor; \& \}$. 
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Proof: In order to check that these formulas are provable in \([M; \mathcal{L}]\) we use former results like Lemma (3.16) and Theorem (3.17).

(3.19) Proposition

Let \([M; \mathcal{L}]\) be a mathematical system with restricted argument lists and let \(F\) be a formula in \([M; \mathcal{L}]\). Then for \(\text{CF}(F; \lambda; x)\) the formulas

\[
\rightarrow \forall x F \quad \text{SbF}(F; \lambda; x) \quad \text{and} \quad \rightarrow \text{SbF}(F; \lambda; x) \exists x F
\]

are provable in \([M; \mathcal{L}]\), provided that \(\lambda \in \mathcal{L}\).

Proof: The formulas \(\rightarrow \forall x F\) and \(\rightarrow \exists x F\) are provable in \(M\) due to Proposition (3.18). Due to Definition (3.7) there hold the conditions \(\text{CF}(\forall x F; \lambda; x)\), \(\text{CF}(\exists x F; \lambda; x)\), \(\text{CF}(\rightarrow \forall x F; \lambda; x)\) and \(\text{CF}(\rightarrow F \exists x F; \lambda; x)\). The application of the Substitution Rule (c) on \(\rightarrow \forall x F\) and \(\rightarrow F \exists x F\) thus gives the proof of Proposition (3.19).

(3.20) Proposition (Skolem’s normal form)

Let \([M; \mathcal{L}]\) be a mathematical system with restricted argument lists and let \(F\) be a formula in \([M; \mathcal{L}]\). Then there are quantifiers \(Q_1, \ldots, Q_n\) and variables \(x_1, \ldots, x_n\) \((n \geq 0)\) as well a formula \(G\) in \([M; \mathcal{L}]\) without quantifiers and without the symbols \(\leftrightarrow, \&\), \(\lor\) such that

\[
\leftrightarrow F Q_1 x_1 \ldots Q_n x_n G \in \Pi(M; \mathcal{L})
\]

Remark: The formula \(Q_1 x_1 \ldots Q_n x_n G\) has Skolem’s normal form.

Proof: In the first step we replace \(F\) by an equivalent formula \(F'\) such that \(F'\) does not contain the symbols \(\leftrightarrow, \&\), \(\lor\) and such that \(\leftrightarrow F F' \in \Pi(M; \mathcal{L})\).

This can be done by using the propositional calculus and Theorem (3.17)(a) in order to remove subsequently the symbols \(\leftrightarrow, \&\), \(\lor\).

Next we use Theorem (3.17)(b) in order to construct from \(F'\) another formula \(F''\) by replacing all bound variables in \(F'\) by new ones which are not present in \(\text{free}(F')\) such that \(\leftrightarrow F F'' \in \Pi(M; \mathcal{L})\).

In the third and last step we use the Proposition (3.18), namely the parts (20), (21) for \(J = \rightarrow\) and (18),(19),(3),(4), and Theorem (3.17)(a) in order to pull all quantifiers of \(F''\) in front of the formula. There finally results the desired formula \(Q_1 x_1 \ldots Q_n x_n G\) which has Skolem’s normal form.


4 The Deduction Theorem and Z-homomorphisms

In this section we first prove the Deduction Theorem, define the Z-homomorphisms in a mathematical system and develop the Theorem for Z-homomorphisms. These theorems will be used in order to derive several other results like the formal proofs by contradiction, the generalization of new constants and the proofs in mathematical systems with reduced structure. In the following we fix a formal mathematical system \( M = [S; A_M; P_M; B_M] \).

(4.1) Definition of statements in \( M \)

A statement in \( M \) is a formula in \( M \) without free variables.

(4.2) Extensions of the mathematical system \( M \)

(a) Let \( \varphi \) be a statement in \( M \) and \( B_M(\varphi) := B_M \cup \{ \varphi \} \). Then the mathematical system \( M(\varphi) \) defined by \( M(\varphi) := [S; A_M; P_M; B_M(\varphi)] \) is called a simple extension of \( M \).

(b) Let \( \Phi \) be a set of statements in \( M \) and \( B_M(\Phi) := B_M \cup \Phi \). Then the mathematical system \( M(\Phi) \) defined by \( M(\Phi) := [S; A_M; P_M; B_M(\Phi)] \) is called an extension of \( M \).

(c) Let \( c \) be a new symbol, which does not occur in \( A_M \cup P_M \cup X \cup E \). Then the simple symbol-extension \( M_c := [S; A_M \cup \{ c \}; P_M; B_M] \) of \( M \) is also a mathematical system.

(d) Let \( A \supseteq A_M \) be a set of symbols with \( z \notin P_M \cup X \cup E \) for all symbols \( z \in A \). Then the symbol-extension \( M_A := [S; A; P_M; B_M] \) of \( M \) is also a mathematical system.

Remarks:

(i) Note that the extensions of axioms and symbols defined in (4.2) leave the recursive system \( S \) untouched.

(ii) \( [M(\Phi); \mathcal{L}] \) is a mathematical system with restricted argument lists if and only if this is the case for \( [M; \mathcal{L}] \) and if in addition the argument lists of all formulas in \( \Phi \) are members of \( \mathcal{L} \).
(4.3) The Deduction Theorem, first version

Let \([M(\varphi); \mathcal{L}]\) be a mathematical system with restricted argument lists and with a statement \(\varphi\). Then for every proof \([\Lambda]\) in \([M(\varphi); \mathcal{L}]\) one can construct a proof \([\Lambda']\) in \([M; \mathcal{L}]\) such that \(\rightarrow \varphi F \in [\Lambda']\) for every \(F \in [\Lambda]\).

**Proof:** We employ induction with respect to the rules of inference. First we note that for the “initial proof” \([\Lambda] = []\) we can also choose \([\Lambda'] = []\).

In the following \([\Lambda]\) denotes a proof in \([M(\varphi); \mathcal{L}]\) and \([\Lambda']\) a proof in \([M; \mathcal{L}]\) such that \(\rightarrow \varphi F \in [\Lambda']\) for every \(F \in [\Lambda]\), i.e. we assume that the required proof \([\Lambda']\) has already been constructed from the proof \([\Lambda]\).

(a) Let \(F\) be an axiom in \([M(\varphi); \mathcal{L}]\). Then the extension \([\Lambda_*] = [\Lambda; F]\) is also a proof in \([M(\varphi); \mathcal{L}]\) due to Rule (a). If \(F = \varphi\), then we put \([\Lambda'_*] = [\Lambda'; \varphi \varphi]\) for the proof in \([M; \mathcal{L}]\), otherwise \(F\) is also an axiom in \([M; \mathcal{L}]\), and we put \([\Lambda'_*] = [\Lambda'; \rightarrow F \rightarrow \varphi F; \rightarrow \varphi F]\) for the proof in \([M; \mathcal{L}]\).

(b) Let \(F, G\) be formulas and \(F, \rightarrow F G\) both steps of the proof \([\Lambda]\). Then \([\Lambda_*] = [\Lambda; G]\) is also a proof in \([M(\varphi); \mathcal{L}]\) due to Rule (b). Since \(\rightarrow \varphi F \in [\Lambda']\) and \(\rightarrow \varphi \rightarrow F G \in [\Lambda']\), we put due to (3.9) and Rule (a),(b) \([\Lambda'_*] = [\Lambda'; \rightarrow \varphi F \rightarrow \rightarrow \varphi F \rightarrow \varphi G; \rightarrow \varphi G]\).

(c) Let \(F \in [\Lambda]\), \(x \in X\) and \(\lambda \in \mathcal{L}\). Suppose that there holds the condition \(\mathsf{CF}(F; \lambda; x)\). Then \([\Lambda_*] = [\Lambda; \mathsf{SbF}(F; \lambda; x)]\) is also a proof in \([M(\varphi); \mathcal{L}]\) due to Rule (c). Due to \(x \notin \text{free}(\varphi)\) there hold the conditions \(\mathsf{CF}(\rightarrow \varphi F; \lambda; x)\) and \(\mathsf{SbF}(\rightarrow \varphi F; \lambda; x) = \rightarrow \varphi \mathsf{SbF}(F; \lambda; x)\). Since there holds \(\rightarrow \varphi F \in [\Lambda]\), we put \([\Lambda'_*] = [\Lambda'; \rightarrow \varphi \mathsf{SbF}(F; \lambda; x)]\).

(d) Let \(F \in [\Lambda]\) and \(x \in X\). Then \([\Lambda_*] = [\Lambda; \forall x F]\) is also a proof in \([M(\varphi); \mathcal{L}]\) due to Rule (d), and we put \([\Lambda'_*] = [\Lambda'; \forall x \rightarrow \varphi F'; \rightarrow \forall x \rightarrow \varphi F \rightarrow \varphi \forall x F; \rightarrow \varphi \forall x F]\).

The first new step of the extended proof \([\Lambda'_*]\) results from the assumption \(\rightarrow \varphi F \in [\Lambda']\) and Rule (d), the second step is due to (3.11)(b) and Rule (a) since \(\varphi\) has no free variables, and the third step due to Rule (b).
(e) In the following we fix a predicate symbol $p \in P_S$, a list $x_1, \ldots, x_i$ of $i \geq 0$ distinct variables and a formula $G$ in $[M(\varphi); L]$. Here $x_1, \ldots, x_i$ and the variables of $G$ are not involved in $B_S$.

Then to every R-formula $F$ of $B_S$ there corresponds exactly one formula $F'$ of the mathematical system, which is obtained if we replace in $F$ each $i$-ary subformula $p \lambda_1, \ldots, \lambda_i$, where $\lambda_1, \ldots, \lambda_i$ are lists, by the formula $G \frac{\lambda_1}{x_1} \ldots \frac{\lambda_i}{x_i}$. Note that in this case $\lambda_1, \ldots, \lambda_i \in L$ is guaranteed.

If $F'$ is a step of $[\Lambda]$ for all R-formulas $F \in B_S$ for which $p$ occurs $i$-ary in the R-conclusion of $F$, then $[\Lambda_n] = [\Lambda; \rightarrow p x_1, \ldots, x_i G]$ is also a proof in $[M(\varphi); L]$ due to Rule (e).

(i) First we replace due to Theorem (3.17)(b) the bound variables of the statement $\varphi$ subsequently by new ones which are not involved in $B_S$. There results a proof $[\Lambda']$ in $[M; L]$, which is an extension of $[\Lambda]$ and ends with an equivalence $\leftrightarrow \varphi \psi$, where $\psi$ is a statement in $[M; L]$ such that $\text{var}(\psi)$ and $\text{var}(B_S)$ are disjoint.

(ii) In the next step we consider all R-formulas $F^{(1)}, \ldots, F^{(d)} \in B_S$, $d \geq 0$, for which $p$ occurs $i$-ary in the R-conclusion and note that in this case $F^{(1)}', \ldots, F^{(d)}'$ are steps of $[\Lambda]$. Let for $1 \leq k \leq d$ the formula $F^{(k)}_\psi'$ result from $F^{(k)}$ by replacing in $F^{(k)}$ each $i$-ary subformula $p \lambda_1, \ldots, \lambda_i$, where $\lambda_1, \ldots, \lambda_i$ are lists, by the formula $\rightarrow \psi G \frac{\lambda_1}{x_1} \ldots \frac{\lambda_i}{x_i}$. Recall that $\psi$ has no free variables which are available for substitutions.

Then due to the axioms of the propositional calculus the following formulas are generally valid

$$\rightarrow \rightarrow \psi F^{(1)}_\psi', \ldots, \rightarrow \rightarrow \psi F^{(d)}_\psi'. $$

The formulas $\rightarrow \varphi F^{(1)}', \ldots, \rightarrow \varphi F^{(k)}'$ and the equivalence $\leftrightarrow \varphi \psi$ are steps of the proof $[\Lambda_1'] \supseteq [\Lambda']$, and therefore we can use the propositional calculus in order to derive the formulas $F^{(1)}_\psi', \ldots, F^{(d)}_\psi'$ in a proof $[\Lambda_2']$ in $[M; L]$ which is an extension of $[\Lambda_1']$.

(iii) Since the variables of the formula $\rightarrow \psi G$ are not involved in $B_S$, we can apply Rule (e) and replace afterwards $\psi$ by $\varphi$ in order to obtain that
\[ [\Lambda'] = [\Lambda']_2; \quad \rightarrow \quad px_1, ..., x_i \rightarrow \psi G; \]
\[ \rightarrow \quad \rightarrow \quad px_1, ..., x_i \rightarrow \psi G \]
\[ \rightarrow \quad \leftrightarrow \quad \phi \psi \]
\[ \rightarrow \quad \leftrightarrow \quad \phi \psi \]
\[ \rightarrow \quad \phi \rightarrow \quad px_1, ..., x_i G; \]
\[ \rightarrow \quad \phi \rightarrow \quad px_1, ..., x_i G; \]
\[ \rightarrow \quad \phi \rightarrow \quad px_1, ..., x_i G \]}

is the desired proof in \([M; L]\) which satisfies all the required properties.

Thus we have proved the first version of the Deduction Theorem.

\[ (4.4) \text{ Corollary, proof by contradiction, first version} \]

Let \([M(\neg \varphi); L]\) be a mathematical system with restricted argument lists and with a statement \(\varphi\). If \([M(\neg \varphi); L]\) is contradictory, i.e. if there is a proof \([\Lambda]\) in \([M(\neg \varphi); L]\) which contains a formula \(F\) as well as its negation \(\neg F\), then \(\varphi \in \Pi(M; L)\).

Proof: Let \([\Lambda]\) be a proof in \([M(\neg \varphi); L]\) which contains a formula \(F\) as well as its negation \(\neg F\). Then
\[ [\Lambda'] = [\Lambda; \quad \rightarrow \quad F \rightarrow \neg F \varphi ; \rightarrow \neg F \varphi ; \varphi] \]
is a proof of \(\varphi\) in the contradictory system \([M(\neg \varphi); L]\). From this proof we construct a proof \([\Lambda'_*]\) in \([M; L]\) according to the first version of the Deduction Theorem. Then \(\rightarrow \neg \varphi \varphi \in [\Lambda'_*]\), and we obtain from \([\Lambda'_*]\) the extended proof \([\Lambda'_*; \quad \rightarrow \quad \neg \varphi \varphi \varphi; \varphi]\) of \(\varphi\) in \([M; L]\).

\[ (4.5) \text{ The Deduction Theorem, second version} \]

Let \(\Phi\) be a set of statements in the mathematical system \([M; L]\) with restricted argument lists. For any formula \(F\) in \([M; L]\) there holds
\[ \rightarrow \varphi_1 \rightarrow \varphi_m F \in \Pi(M; L) \quad \text{for finitely many statements} \quad \varphi_1, ..., \varphi_m \in \Phi \quad \text{if and only if} \quad F \in \Pi(M(\Phi); L). \]

Proof: The “\(\Leftarrow\)" direction of the proof is clear, since we can subsequently apply the Modus Ponens Rule (b) on \(\rightarrow \varphi_1 \rightarrow \varphi_m F \in \Pi(M; L) \subseteq \Pi(M(\Phi); L)\) for finitely many statements \(\varphi_1, ..., \varphi_m \in \Phi\) in order to infer \(F \in \Pi(M(\Phi); L)\).

For a formula \(F\) there holds \(F \in \Pi(M(\Phi); L)\) if and only if it is a step of a proof \([\Lambda]\) in \([M(\Phi); L]\). We define the set \(\Gamma = \{\varphi_1, ..., \varphi_m\}\) of all steps in \([\Lambda]\) which are statements in \(\Phi\). We consider the mathematical systems \(M_0 := M\) and \(M_i := M(\{\varphi_1, ..., \varphi_i\})\) for \(1 \leq i \leq m\). Since
$F \in \Pi(M_m; \mathcal{L})$, we conclude from the first version of the Deduction Theorem that $\varphi_m F \in \Pi(M_m-1; \mathcal{L})$. If there is still $m-1 > 0$, then we infer from $\varphi_m F \in \Pi(M_m-1; \mathcal{L})$ that $\varphi_{m-1} \rightarrow \varphi_m F \in \Pi(M_{m-2}; \mathcal{L})$, using again (4.3), and so on. After we have applied this procedure $m$-times we conclude that $\varphi_1 \rightarrow \varphi_m F \in \Pi(M; \mathcal{L})$.

The theorem for $Z$-homomorphisms which will be proved in the sequel is very important in order to obtain proofs in mathematical systems with certain restricted structure.

(4.6) Definition of a $Z$-homomorphism

Let $M = [S; A_M; P_M; B_M]$ be a mathematical system such that $[M; \mathcal{L}]$ and $[M; \mathcal{L}']$ are mathematical systems with restricted argument lists, and let $Z \subseteq X$ be a (usually finite) subset of variables, which may be empty. We consider a mapping $\varpi$ which assigns to each $A_M$-list $\lambda \in \mathcal{L}$ an $A_M$-list $\lambda' \in \mathcal{L}'$ such that for all $A_M$-lists $\lambda, \mu \in \mathcal{L}$, the following conditions are satisfied

\begin{align*}
(ZH1) \quad & \overline{y} = y \quad \text{if } y \in X, \\
(ZH2) \quad & \overline{\lambda \mu_x} = \overline{\lambda} \overline{\mu_x} \quad \text{if } x \in X \setminus Z, \\
(ZH3) \quad & \var(\overline{\mu}) \subseteq \var(\mu) \cup Z.
\end{align*}

Next we define a natural extension of the mapping $\varpi$ to the formulas of $[M; \mathcal{L}]$. Let $F$ be any formula in $[M; \mathcal{L}]$ such that the variables of $Z$ are not occurring bound in $F$, i.e. $F$ does not contain a subformula of the form $Q z F'$, where $Q \in \{\forall, \exists\}$ and $z \in Z$. For abbreviation we denote the set of all these formulas $F$ by $\Phi^Z_{M; \mathcal{L}}$. We replace in $F \in \Phi^Z_{M; \mathcal{L}}$ all the argument lists $\lambda$ by $\overline{\lambda}$. There results a formula $\overline{F}$ of $[M; \mathcal{L}']$. In the following we suppose in addition that there hold the two conditions

\begin{align*}
(ZH4) \quad & \overline{F} = F \quad \text{for all } F \in B_M \cap \Phi^Z_{M; \mathcal{L}}, \\
(ZH5) \quad & Z \cap \var(B_S) = \{\}, \quad \text{i.e. the variables of } Z \text{ are not involved in } B_S.
\end{align*}

Then the extended mapping $\overline{\varpi}$ is called a $Z$-homomorphism from $[M; \mathcal{L}]$ in $[M; \mathcal{L}']$. If $\mathcal{L} = \mathcal{L}'$, then $\overline{\varpi}$ is just called a $Z$-homomorphism in $[M; \mathcal{L}]$. Note that especially $F \in \Phi^Z_{M; \mathcal{L}}$ for all $F \in B_S$.

(4.7) Lemma

We consider the mapping $\overline{\varpi}$ from Definition (4.6), which satisfies the conditions (ZH1)-(ZH3), and its extension to the formulas $F \in \Phi^Z_{M; \mathcal{L}}$. Let $F \in \Phi^Z_{M; \mathcal{L}}$. Then for every list $\mu \in \mathcal{L}$ and for all variables $x \in X \setminus Z$
with \( CF(F; \mu; x) \) there holds the condition \( CF(F; \mu; x) \) and the equation

\[
F \frac{\mu}{x} = F' \frac{\mu}{x}.
\]

Proof:

We use induction with respect to the rules for generating formulas in \([M; \mathcal{L}]\). The variable \( x \in X \setminus Z \) and the list \( \mu \in \mathcal{L} \) are arbitrary, but will be fixed in the following. For any formula \( F \) in \([M; \mathcal{L}]\) we define the

Condition (*)

If \( F \in \Phi_Z[M; \mathcal{L}] \) and if \( CF(F; \mu; x) \), then there holds the condition \( CF(F; \mu; x) \) and the equation \( F \frac{\mu}{x} = F' \frac{\mu}{x} \).

We prove that Condition (*) is satisfied for all formulas \( F \) in \([M; \mathcal{L}]\). We use the definitions (3.6) and (3.7) and the notations occurring there by treating the corresponding cases (a)-(d).

(a) If \( F \) is a prime formula in \([M; \mathcal{L}]\), then \( F \) is a prime formula in \([M; \mathcal{L}']\). In this case we obtain \( CF(F; \lambda; x) \) as well as \( CF(F'; \lambda; x) \). We define for \( p \in P_M \) and \( \lambda_1, \lambda_2, \ldots \in \mathcal{L} \)

\[
F_1 = \sim \lambda_1, \lambda_2, \ldots, F_2 = p, F_3 = p \lambda_1, F_4 = p \lambda_1, \ldots, \lambda_i,
\]

and can apply (ZH2) due to \( x \in X \setminus Z \) to obtain

\[
F_1 \frac{\mu}{x} = \sim \lambda_1 \frac{\mu}{x}, \lambda_2 \frac{\mu}{x} = \sim \lambda_1 \frac{\mu}{x}, \lambda_2 \frac{\mu}{x} = F_1 \frac{\mu}{x}
\]

and

\[
F_2 \frac{\mu}{x} = p = F_2 \frac{\mu}{x}, F_3 \frac{\mu}{x} = p \lambda_1 \frac{\mu}{x} = p \lambda_1 \frac{\mu}{x} = F_4 \frac{\mu}{x}, \\
F_3 \frac{\mu}{x} = p \lambda_1 \frac{\mu}{x}, \ldots, \lambda_i \frac{\mu}{x} = p \lambda_1 \frac{\mu}{x}, \ldots, \lambda_i \frac{\mu}{x} = F_3 \frac{\mu}{x}.
\]

We have thus confirmed Condition (*) for the prime formulas.

(b) We assume that Condition (*) is satisfied for a \( M \)-formula \( F \), that \( \neg F \in \Phi_Z[M; \mathcal{L}] \) and that there holds the condition \( CF(\neg F; \mu; x) \). Then \( F \in \Phi_Z[M; \mathcal{L}] \), and there holds the condition \( CF(F; \mu; x) \). Since \( F \) satisfies Condition (*), we conclude that \( CF(F; \mu; x) \) and \( CF(\neg F; \mu; x) \) are valid and that the equations

\[
\text{SbF}(\neg F; \mu; x) = \neg F \frac{\mu}{x} = \neg F \frac{\mu}{x} = \neg F \frac{\mu}{x} = \text{SbF}(\neg F; \mu; x)
\]

are satisfied. Thus we have confirmed Condition (*) for \( \neg F \).
(c) We assume that Condition (\(\ast\)) is satisfied for the \(M\)-formulas \(F, G\), that \(JFG \in \Phi^Z_{M; L}\) and that \(\text{CF}(JFG; \mu; x)\) holds. We obtain \(F \in \Phi^Z_{M; L}\) and \(G \in \Phi^Z_{M; L}\), and there hold \(\text{CF}(F; \mu; x)\) and \(\text{CF}(G; \mu; x)\). Since \(F\) and \(G\) satisfy Condition \((\ast)\), we conclude that \(\text{CF}(JFG; \mu; x)\) are both valid. Therefore \(\text{CF}(JFG; \mu; x)\), which is equivalent to \(\text{CF}(JFG; \mu; x)\), is also satisfied. Since \(F\) and \(G\) satisfy Condition \((\ast)\), we obtain 

\[
\text{SbF}(JFG; \mu; x) = JFG = JF \mu_x G \mu_x = JF \mu_x G \mu_x
\]

i.e. Condition \((\ast)\) is satisfied for \(JFG\).

(d) We assume that \((\ast)\) is satisfied for an \(M\)-formula \(F\), that moreover \(QyF \in \Phi^Z_{M; L}\) and that there holds \(\text{CF}(QyF; \mu; x)\). It follows that \(y \notin Z\), since \(y\) is bound in \(QyF\). Note that \(\text{free}(F) \subseteq \text{free}(F) \cup Z\).

If \(x \notin \text{free}(F) \cup \{y\}\), then we obtain \(\text{CF}(QyF; \mu; x)\) with \(QyF = QyF\) and \(\text{SbF}(QyF; \mu; x) = QyF = \text{SbF}(QyF; \mu; x)\).

Otherwise we use that \(\text{CF}(QyF; \mu; x)\) is satisfied with \(x \neq y\) in order to conclude that \(y \notin \text{var}(\mu)\) and \(y \notin \text{var}(\mu) \subseteq \text{var}(\mu) \cup Z\) due to \(y \notin Z\) and that \(\text{CF}(F; \mu; x)\). But \(F\) satisfies the Condition \((\ast)\) and \(QyF \in \Phi^Z_{M; L}\), and therefore \(\text{CF}(\mu; \mu; x)\). From \(y \notin \text{var}(\mu)\) and \(\text{CF}(\mu; \mu; x)\) we conclude that \(\text{CF}(QyF; \mu; x)\), i.e. \(\text{CF}(QyF; \mu; x)\) is again satisfied. Since \(F\) satisfies the Condition \((\ast)\), we finally conclude due to \(x \neq y\) that

\[
\text{SbF}(QyF; \mu; x) = Qy \text{SbF}(F; \mu; x) = \text{SbF}(QyF; \mu; x),
\]

i.e. Condition \((\ast)\) is satisfied for \(QyF\).

Thus we have proved Lemma (4.7). 

\[\text{4.8 Theorem for Z-homomorphisms, Z-Theorem}\]

We consider a \(Z\)-homomorphism \(\tau\) from \([M; L]\) in \([M; L']\) with the assumptions given in (4.6). Suppose that \([\Lambda] = [F_1; \ldots; F_i]\) is a proof in \([M; L]\) and that the variables of \(Z\) are not involved in \(F_1, \ldots, F_i\). Then we conclude that \(F_1, \ldots, F_i \in \Phi^Z_{M; L}\), and \([\overline{\Lambda}] = [\overline{F}_1; \ldots; \overline{F}_i]\) is a proof in \([M; L']\).

Proof: We employ induction with respect to the rules of inference. First we note that for the “initial proof” \([\Lambda] = [\ ]\) we can also choose \([\overline{\Lambda}] = [\ ]\).
In the following we assume that $[\Lambda]$ is a proof in $[M; \mathcal{L}]$, that the variables of $Z$ are not involved in $[\Lambda]$ and that $[\overline{\Lambda}] = [\overline{T}_1; \ldots; \overline{T}_l]$ is a proof in $[M; \mathcal{L}']$.

(a) Let $H$ be an axiom in $[M; \mathcal{L}]$ which does not contain any $z \in Z$. Then $[\Lambda_\alpha] = [\Lambda ; H]$ is also a proof in $[M; \mathcal{L}]$ due to Rule (a). We note that $H \in \Phi^Z_{M;\mathcal{L}}$. Therefore it is sufficient to show that $\overline{H}$ is an axiom in $[M; \mathcal{L}']$. For this purpose we distinguish four cases.

1.) Let $\alpha = \alpha(\xi_1, \ldots, \xi_j)$ be an identically true propositional function of the distinct propositional variables $\xi_1, \ldots, \xi_j$, $j \geq 1$. We suppose without loss of generality that all $j$ propositional variables occur in $\alpha$. If $H_1, \ldots, H_j$ are any formulas in $[M; \mathcal{L}]$ with $H = \alpha(H_1, \ldots, H_j)$, then the variables of $Z$ are not involved in $H_1, \ldots, H_j$, and $\overline{H} = \alpha(\overline{H}_1, \ldots, \overline{H}_j)$ is an axiom of the propositional calculus in $[M; \mathcal{L}']$. Therefore $[\overline{\Lambda}_\alpha] = [\overline{\Lambda} ; \overline{H}]$ is a proof in $[M; \mathcal{L}']$ due to Rule (a).

2.) If $H$ is an axiom of equality in $[M; \mathcal{L}]$ according to (3.10)(a,c), then $\overline{H} = H$ due to (ZH1), i.e. $\overline{H}$ is also an axiom of equality in $[M; \mathcal{L}']$. If $H = \rightarrow \text{SbF}(\sim \lambda, \mu; x; y) \rightarrow \sim x, y \sim \lambda, \mu$ is an axiom of equality in $[M; \mathcal{L}]$ according to (3.10)(b), then $\overline{H}$ is an axiom of equality in $[M; \mathcal{L}']$ of the form (3.10)(b) due to (ZH2), since the variables of $Z$ are not involved in $H$.

3.) The quantifier axioms (3.11) can be handled very easily since we suppose that $Z$ and $\text{var}(F) \cup \text{var}(G) \cup \{x\}$ are disjoint.

4.) For $H \in B_M$ we obtain $H \in B_M \cap \Phi^Z_{M;\mathcal{L}}$ from $\text{var}(H) \cap Z = \emptyset$, and therefore $\overline{H} \in B_M$ due to (ZH4). Then $[\overline{\Lambda}_\alpha] = [\overline{\Lambda} ; \overline{H}]$ is a proof in $[M; \mathcal{L}']$ due to Rule (a).

(b) Let $F, G$ be two formulas in $[M; \mathcal{L}]$ and $F, \rightarrow FG$ both steps of the proof $[\Lambda]$. Then $[\Lambda_\alpha] = [\Lambda ; G]$ is also a proof in $[M; \mathcal{L}]$ due to Rule (b), which does not contain a variable $z \in Z$. It follows that $\overline{F}$ and $\rightarrow \overline{FG} = \rightarrow \overline{F} \overline{G}$ are both steps of the proof $[\overline{\Lambda}]$ due to our assumptions, and due to Rule (b) we put $[\overline{\Lambda}_\alpha] = [\overline{\Lambda} ; \overline{G}]$ for the required proof in $[M; \mathcal{L}']$.

(c) Let $F \in [\Lambda]$, $x \in X$ and $\lambda \in \mathcal{L}$. Suppose that there holds the condition $\text{CF}(F; \lambda; x)$. Then $[\Lambda_\alpha] = [\Lambda ; F_{x}]$ is also a proof in $[M; \mathcal{L}]$ due to Rule (c). We suppose that $x \in \text{free}(F)$ without loss of generality. Then the condition that $[\Lambda_\alpha]$ does not contain any variable in $Z$ is equivalent to $z \notin \text{var}(\lambda)$ for all $z \in Z$, which will be assumed here. Note that $F \in \Phi^Z_{M;\mathcal{L}}$ due to $F \in [\Lambda]$ and $z \notin \text{var}([\Lambda])$ for all $z \in Z$. Moreover, we know that $x \in X \setminus Z$, since $x \in \text{free}(F)$ occurs in $[\Lambda]$ due to $F \in [\Lambda]$.
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Therefore we obtain due to Lemma (4.7) that there holds the condition
\( \text{CF}(\overline{F}; \overline{x}; x) \) and the equation \( \overline{F} \overline{\lambda} = \overline{F} \overline{\lambda} \). Since \( \overline{F} \in [\overline{\Lambda}] \) we conclude that \( [\overline{\Lambda}] = [\overline{\Lambda}; F \overline{\lambda} x] \) is a proof in \([M; L']\) due to Rule (c).

(d) Let \( F \in [\Lambda] \) and \( x \in X \). Then \( [\Lambda_\psi] = [\Lambda; \forall x F] \) is also a proof in \([M; L]\) due to Rule (d). The condition that the variables of \( Z \) are not involved in \( [\Lambda_\psi] \) is equivalent to \( x \not\in Z \), which will be assumed here. Since \( F \in [\Lambda] \) implies \( \overline{F} \in [\overline{\Lambda}] \) and since \( \forall x \overline{F} = \forall x \overline{F} \), we can apply Rule (d) on \([\overline{\Lambda}], \overline{F}\) in order to conclude that \( [\overline{\Lambda}] = [\overline{\Lambda}; \forall x F] \) is a proof in \([M; L']\).

(e) In the following we fix a predicate symbol \( p \in P_S \), a list \( x_1, \ldots, x_i \) of \( i \geq 0 \) distinct variables and a formula \( G \) in \([M; L]\). We suppose that \( x_1, \ldots, x_i \) and the variables of \( G \) are not involved in \( B_S \).

Then to every R-formula \( F \) of \( B_S \) there corresponds exactly one formula \( F' \) of the mathematical system, which is obtained if we replace in \( F \) each \( i \)-ary subformula \( p \overline{\lambda_1}, \ldots, \overline{\lambda_i} \), where \( \lambda_1, \ldots, \lambda_i \) are lists, by the formula \( G \overline{\lambda_1} ... \overline{\lambda_i} \). Note that in this case \( \lambda_1, \ldots, \lambda_i \in \mathcal{L} \) due to (ZH4).

If \( F' \) is a step of \([\overline{\Lambda}]\) for all R-formulas \( F \) of \( B_S \) for which \( p \) occurs \( i \)-ary in the R-conclusion of \( F \), then \( [\Lambda_\psi] = [\Lambda; \rightarrow p x_1, \ldots, x_i G] \) is also a proof in \([M; L']\) due to Rule (e).

The condition that the variables of \( Z \) are not involved in \( [\Lambda_\psi] \) implies that \( z \not\in \{ x_1, \ldots, x_i \} \cup \text{var}(G) \) for all \( z \in Z \), which will be assumed here.

To every R-formula \( F \) of \( B_S \) there corresponds the formula \( F'' \), which is obtained if we replace in \( F \) each \( i \)-ary subformula \( p \overline{\lambda_1}, \ldots, \overline{\lambda_i} \), where \( \lambda_1, \ldots, \lambda_i \) are lists, by the formula \( G \overline{\lambda_1} ... \overline{\lambda_i} \). Due to our assumption that \( \overline{F} = F \) for all \( F \in B_S \) it follows that \( \overline{X} = \overline{\lambda} \in \mathcal{L} \cap L' \) for all argument lists \( \lambda \) which occur in the formulas of \( B_S \). Since the variables of \( Z \) are not occurring among the bound variables in \( G \), since \( x_1, \ldots, x_i \in X \setminus Z \) and since the variables in \( \lambda_1, \ldots, \lambda_i \) are not occurring among the bound variables in \( G \), we can i-times apply Lemma (4.7) in order to conclude that
\[
\overline{G} \overline{\lambda_1} \ldots \overline{\lambda_i} = \overline{G} \overline{\lambda_1} \ldots \overline{\lambda_i} = \overline{G} \overline{\lambda_1} \ldots \overline{\lambda_i}.
\]
But \( F'' = \overline{F'} \), and \( F'' \) is a step of \([\overline{\Lambda}]\) for all R-formula \( F \) of \( B_S \) for which \( p \) occurs \( i \)-ary in the R-conclusion of \( F \). Moreover, the variables of \( \overline{G} \) are not involved in \( B_S \) due to \( \text{var}(G) \cap \text{var}(B_S) = \{ \} \) and (ZH3), (ZH5).
Thus we can apply Rule (e) on $[\Lambda]$ and conclude that

$$[\Lambda_\ast] = [\Lambda; \rightarrow p x_1, \ldots, x_i G]$$

is a proof in $[M; L']$.

Thus we have proved the Theorem for $Z$-homomorphisms. □

Often in mathematical arguments we say “let $n$ be an arbitrary but fixed integer”. Then we proceed with a proof and come to a certain conclusion $A(n)$. We can then deduce that $A(n)$ is valid for all integers $n$, since we have not used special properties of $n$. The next Corollaries show that these argumentations can also be done formally in a mathematical system.

(4.9) Corollary, generalization of new constants in symbol-extensions

Let $[M; L]$ with $M = [S; A_M; P_M; B_M]$ be a mathematical system with restricted argument lists. We consider a symbol-extension $M_A = [S; A; P_M; B_M]$ of $M$ with $A \supseteq A_M$.

(a) If the set $L_A$ of argument lists in $M_A$ is defined by

$$L_A := \{ \lambda \frac{c_1}{x_1} \ldots \frac{c_m}{x_m} \mid \lambda \in L, x_1, \ldots, x_m \in X, c_1, \ldots, c_m \in A \setminus A_M, m \geq 0 \},$$

then $[M_A; L_A]$ is a mathematical system with restricted argument lists.

(b) Suppose that $x_1, \ldots, x_m \in X$ are $m \geq 0$ distinct variables and that $c_1, \ldots, c_m \in A \setminus A_M$ are $m$ distinct new constants. If $F$ is a formula in $[M; L]$ such that $F \frac{c_1}{x_1} \ldots \frac{c_m}{x_m} \in \Pi(M_A; L_A)$, then $F \in \Pi(M; L)$ as well as $\forall x_1 \ldots \forall x_m F \in \Pi(M; L)$.

Proof: (a) Choosing $m = 0$ we first note that $L_A \supseteq L$ is an extension of $L$, and hence $[M_A; L_A]$ to be constructed satisfies (3.15)(i) and (iii). Note that $x \frac{\lambda}{x} = c \in L_A$ for any $x \in X$ and all $c \in A \setminus A_M$. It remains to prove the substitution invariance for $L_A$. Let $\lambda, \mu \in L_A$ and $x \in \text{var}(\lambda)$. Let $d_1, \ldots, d_n \in A \setminus A_M$ for $n \geq 0$ be a complete list of all new symbols occurring in $\lambda$ and $\mu$ and let $d_1, \ldots, d_n$ be distinct. Choose distinct variables $y_1, \ldots, y_n \in X$ which are neither occurring in $\lambda$ nor in $\mu$. Since $d_1, \ldots, d_n$ occur only as constant symbols in $\lambda$ and $\mu$, we can replace them by $y_1, \ldots, y_n$ in order to obtain new lists $\lambda', \mu' \in L$ due to the properties of $L$ and $L_A$. We obtain $\lambda' \frac{\mu}{x} \in L$ and

$$\lambda \frac{\mu}{x} = \lambda' \frac{\mu'}{x} \frac{d_1}{y_1} \ldots \frac{d_n}{y_n} \in L_A.$$
(b) Suppose without loss of generality that \( x_1, ..., x_m \in \text{free}(F) \). Let \([\Lambda]\) be a proof in \([M_A; \mathcal{L}_A]\) and let \( d_1, ..., d_n \in A \setminus A_M \) with \( n \geq m \) be all distinct new constants occurring in \([\Lambda]\). Choose a set \( Z := \{z_1, ..., z_n\} \) of \( n \) distinct variables, which are neither occurring in \([\Lambda]\) nor in \( B_S \) and which are distinct from \( \text{var}(F) \). Due to (a) we can define a \( Z \)-homomorphism in \([M_A; \mathcal{L}_A]\) by replacing for \( k \leq n \) each occurrence of a new constant \( d_k \) as a sublist in an argument list \( \lambda \in \mathcal{L}_A \) by the variable \( z_k \). It follows from Theorem (4.8) that \([\bar{\Lambda}]\) is a proof in \([M_A; \mathcal{L}_A]\) which has only formulas with argument lists in \( \mathcal{L} \) and which contains the step \( F \frac{x_1}{z_1} \ldots \frac{x_m}{z_m} \), where \( z_k_1, ..., z_k_m \in Z \) correspond to the new constants \( c_1, ..., c_m \), respectively. Hence we obtain that \([\bar{\Lambda}]\) is already a proof in \([M; \mathcal{L}]\) and that \( F \frac{x_{k_1}}{z_1} \ldots \frac{x_{k_m}}{z_m} \in \Pi(M; \mathcal{L}) \). Since \( z_{k_1}, ..., z_{k_m} \) are distinct, we can subsequently apply Lemma (3.16)(a) and the Substitution Rule on the last formula in order to conclude that \( F \) and hence \( \forall x_1 \ldots \forall x_m \) \( F \) are provable in \([M; \mathcal{L}]\).

(4.10) Corollary, proof by contradiction, second version

Let \([M; \mathcal{L}]\) with \( M = [S; A_M; P_M; B_M] \) be a mathematical system with restricted argument lists. We consider a symbol-extension \( M_A = [S; A; P_M; B_M] \) of \( M \) with \( A \supseteq A_M \). Define \([M_A; \mathcal{L}_A]\) as in Corollary (4.9) and suppose that

\[
\begin{align*}
\text{(i)} & \quad c_1, ..., c_m \in A \setminus A_M & \text{are} \ m \geq 0 \ \text{distinct constants}, \\
\text{(ii)} & \quad x_1, ..., x_m \in X & \text{are} \ m \ \text{distinct variables}, \\
\text{(iii)} & \quad F & \text{is a formula in} \ [M; \mathcal{L}], \\
\text{(iv)} & \quad F \frac{x_1}{c_1} \ldots \frac{x_m}{c_m} & \text{is a statement in} \ [M_A; \mathcal{L}_A], \\
\text{(v)} & \quad [M_A(\neg F \frac{x_1}{c_1} \ldots \frac{x_m}{c_m}; \mathcal{L}_A) & \text{is contradictory}.
\end{align*}
\]

Then \( F \) and the statement \( \forall x_1 \ldots \forall x_m F \) are both provable in \([M; \mathcal{L}]\).

**Proof:** Due to Corollary (4.4) we know that the statement \( F \frac{x_1}{c_1} \ldots \frac{x_m}{c_m} \) is provable in \([M_A; \mathcal{L}_A]\), and due to Corollary (4.9) we conclude that the formula \( F \) as well as the statement \( \forall x_1 \ldots \forall x_m F \) are provable in \([M; \mathcal{L}]\).

In the following we consider \( Z \)-homomorphisms from a mathematical system \( M = [S; A_M; P_M; B_M] \) without restrictions of the argument lists, i.e. formally we can put for \( \mathcal{L} \) the set of all \( A_M \)-lists, to a mathematical systems \([M; \mathcal{L}']\) with restricted argument lists in \( \mathcal{L}' \).

(4.11) Corollary, restriction to special argument lists

We consider a mathematical system \( M = [S; A_M; P_M; B_M] \).

\[
\begin{align*}
\text{(a)} & \quad \text{Let} \ \mathcal{L}' = (A_M \cup X)^+ \text{ be the set of all nonempty strings with respect to the set} \ A_M \cup X. \ \text{Suppose that} \ B_M \ \text{has only argument lists in} \ \mathcal{L}'. \ \text{Then we have a} \ Z-\text{homomorphism} \ \bar{\mathcal{L}} \ \text{from} \ M \ \text{in} \ [M; \mathcal{L}'] \ \text{erasing operation terms with} \ \bar{\mathcal{L}} = F \ \text{if} \ F \in \Phi^Z_{M;\mathcal{L}'} \ \text{has argument lists in} \ \mathcal{L}'.
\end{align*}
\]
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(b) Let $\mathcal{L}' = A_M \cup X$ be the set of all variables and $A_M$-constants. Suppose that $B_M$ has only argument lists in $\mathcal{L}'$. Then one can construct a Z-homomorphism $\tau$ from $M$ in $[M; \mathcal{L}']$ erasing all argument lists which are neither a constant nor a variable symbol such that $\overline{F} = F$ for any formula $F \in \Phi^Z_{M; \mathcal{L}'}$ with argument lists in $\mathcal{L}'$.

(c) Let $\mathcal{L}' = X$ be the set of all variables. Suppose that $B_M$ has only argument lists in $\mathcal{L}'$. Then we can construct a Z-homomorphism $\tau$ from $M$ in $[M; \mathcal{L}']$ erasing all non-variable argument lists such that $\overline{F} = F$ for any formula $F \in \Phi^Z_{M; \mathcal{L}'}$ with argument lists in $\mathcal{L}'$.

Remark: It follows from this Corollary that in $[M; \mathcal{L}']$ we can prove all formulas which have only argument lists in $\mathcal{L}'$ and which are provable in the original mathematical system $M$ without restrictions of the argument lists.

Proof: For all three cases we define a mapping $\tau$ which assigns to each $A_M$-list $\lambda$ an $A_M$-list $\overline{\lambda} \in \mathcal{L}'$ such that (ZH1)-(ZH3) are satisfied. The extension of these mappings to the formulas $F \in \Phi^Z_M$ due to Definition (4.6) defines the desired Z-homomorphisms from $M$ in $[M; \mathcal{L}']$ in all three cases. This is possible since we take into consideration that $Z \cap \text{var}(B_S) = \{\}$ and since $B_M$ has only argument lists in $\mathcal{L}'$.

(a) For any list $\lambda$ in $M$ we replace all the maximal $a$-subterms in $\lambda$ of the form $a(\mu)$, $\mu$ is a list in $M$ and $a \in A_M$, by a variable $\delta(a)$ with $\delta(a) \in X \setminus \text{var}(B_S)$. Note that $\delta$ need not be injective and put $Z = \delta(A_M)$. There results a list $\overline{\lambda} \in \mathcal{L}'$ without operation terms, and the corresponding mapping $\tau$ can be extended to an Z-homomorphism from $M$ in $[M; \mathcal{L}']$.

(b) We put $Z = \{z\}$ for a fixed variable $z \in X \setminus \text{var}(B_S)$ and define for any list $\lambda$ in $M$

\[
\overline{\lambda} = \begin{cases} 
  a & , \lambda = a \in A_M \\
  x & , \lambda = x \in X \\
  z & , \text{otherwise}.
\end{cases}
\]

(c) We put $Z = \{z\}$ for a fixed variable $z \in X \setminus \text{var}(B_S)$ and define for any list $\lambda$ in $M$

\[
\overline{\lambda} = \begin{cases} 
  x & , \lambda = x \in X \\
  z & , \text{otherwise}.
\end{cases}
\]

Thus we have shown Corollary (4.11).
5 Consistency and incompleteness

Using the Deduction Theorem derived in the last section we have reduced the question concerning the provability of formulas in an arbitrary mathematical system \( M \) to the case that \( B_M = B_S \). The first simple result shows that in these special mathematical systems there cannot appear a contradiction.

(5.1) Proposition
Let \( M = [S; A_M; P_M; B_M] \) be a mathematical system with \( B_M = B_S \). Then \( M \) is not contradictory, i.e. there is no proof \( \Lambda \) in \( M \) which contains a formula \( F \) as well as its negation \( \neg F \).

Proof:
1.) Let \( \Gamma \) be a finite set of R-formulas, \( p \in P_S \) and \( i \geq 0 \) an integer number. We say that the pair \( (p, i) \) fails in \( \Gamma \), if there is no \( i \)-ary R-Conclusion \( p \lambda_1, ..., \lambda_i \) in the formulas of \( \Gamma \). Recall that \( p \lambda_1, ..., \lambda_i = p \) for \( i = 0 \).

2.) An R-formula \( F \in \Gamma \) is called spare in \( \Gamma \), if there is a \( p \in P_S \) and an integer number \( i \geq 0 \) such that an \( i \)-ary prime R-formula \( p \lambda_1, ..., \lambda_i \) occurs as an R-subformula in \( F \) and such that \( (p, i) \) fails in \( \Gamma \). Let \( \Gamma' \subseteq \Gamma \) result from \( \Gamma \) by cancelling all the formulas \( F \in \Gamma \) which are spare in \( \Gamma \).

3.) Let \( B_S^{(0)} \) result from \( B_S \) by cancelling all the formulas \( F \in B_S \) for which there are two \( i \)-ary prime R-formulas \( p \lambda_1, ..., \lambda_i \) and \( p \lambda'_1, ..., \lambda'_i \) with the same predicate symbol \( p \in P_S \) such that \( p \lambda_1, ..., \lambda_i \) is the R-conclusion of \( F \) and \( p \lambda'_1, ..., \lambda'_i \) an R-premise of \( F \). Then we define \( B_S^{(k+1)} = B_s^{(k)' \prime} \) for all integer numbers \( k \geq 0 \). Since

\[
B_S^{(0)} \supseteq B_S^{(1)} \supseteq B_S^{(2)} \supseteq B_S^{(3)} \supseteq ... \\
\]

and since \( B_S^{(0)} \) is finite, there is a minimal index \( k_0 \geq 0 \) such that

\[
B_S^{(k_0)} = B_S^{(k_0+1)} = B_S^{(k_0+2)} = B_S^{(k_0+3)} = ... .
\]

4.) Let Prime \( (p, i) \) for \( (p, i) \in P_S \times \mathbb{N}_0 \) be the set of all \( i \)-ary prime R-formulas \( p \lambda_1, ..., \lambda_i \) and define \( \chi : \bigcup_{(p, i) \in P_S \times \mathbb{N}_0} \text{Prime} \ (p, i) \rightarrow \{-1, +1\} \) by

\[
\chi(p \lambda_1, ..., \lambda_i) = \begin{cases} +1 & \text{, if } p \text{ occurs } i \text{-ary in } B_S^{(k_0)} \\ -1 & \text{, otherwise .} \end{cases}
\]

Moreover we put \( \chi(\sim \lambda_1, \lambda_2) = 1 \) for all lists \( \lambda_1, \lambda_2 \) and \( \chi(F) = -1 \) for all
prime formulas with a predicate symbol \( p \in P_M \setminus P_S \). Thus \( \chi \) defines a sign for all prime formulas in \( M \).

5.) Let \( F, G \) be formulas in \( M \) for which \( \chi(F) \) and \( \chi(G) \) are already declared. Then we put for \( x \in X \) and \( Q \in \{ \forall, \exists \} \)

(i) \( \chi(\neg F) = -\chi(F) \),
(ii) \( \chi(F \rightarrow G) = \begin{cases} +1, & \text{if } \chi(F) = -1 \text{ or } \chi(G) = 1 \\ -1, & \text{otherwise} \end{cases} \)
(iii) \( \chi(F \leftrightarrow G) = \begin{cases} +1, & \text{if } \chi(F) = \chi(G) \\ -1, & \text{otherwise} \end{cases} \)
(iv) \( \chi(F \& G) = \begin{cases} +1, & \text{if } \chi(F) = \chi(G) = 1 \\ -1, & \text{otherwise} \end{cases} \)
(v) \( \chi(F \lor G) = \begin{cases} +1, & \text{if } \chi(F) = 1 \text{ or } \chi(G) = 1 \\ -1, & \text{otherwise} \end{cases} \)
(vi) \( \chi(Qx F) = \chi(F) \).

In this way a sign is defined for all formulas of the mathematical system.

6.) Let \( F \) be an R-axiom in \( B_S \) with the i-ary R-conclusion \( p \lambda_1, ..., \lambda_i \). If there is an R-premise \( F' \) of \( F \) such that \( \chi(F') = -1 \), then we obtain immediately that \( \chi(F) = 1 \). Now we suppose that \( \chi(F') = 1 \) for all R-premises \( F' \) of \( F \). If \( F \) contains an i-ary R-premise \( p \lambda_1', ..., \lambda_i' \), then we obtain again that \( \chi(F) = 1 \). Otherwise it can be shown by induction with respect to \( k \geq 0 \) that the R-axiom \( F \) is contained in all sets \( B_S^{(k)} \), especially in \( B_S^{(k_0)} \), and thus \( \chi(p \lambda_1, ..., \lambda_i) = 1 \) since \( p \) occurs i-ary in \( F \). Therefore we obtain also in this case that \( \chi(F) = 1 \). Note that \( \chi(F) = 1 \) for all \( F \) in \( B_S \) with an equation as an R-conclusion. Therefore \( \chi(F) = 1 \) for all \( F \) in \( B_S \).

7.) Next we suppose that \([\Lambda]\) is a proof in \( M \) and show that \( \chi(F) = 1 \) for all \( F \in [\Lambda] \). Then it is clear due to \( \chi(\neg F) = -\chi(F) \) that \([\Lambda]\) cannot contain a formula \( F \) as well as its negation \( \neg F \). Now we employ induction with respect to the rules of inference.

The desired statement is true for the empty proof \([\Lambda] = []\). Assume that \( \chi(F) = 1 \) for all steps \( F \) of a proof \([\Lambda]\) in \( M \). For any axiom \( F \) we obtain \( \chi(F) = 1 \), which can be seen very easily by using 4.), 5.), 6.) and (3.9)-(3.11). The induction steps with respect to Rules (b)-(d) are also straightforward. Thus we will assume that all the conditions for the application of Rule (e) given there are satisfied in \([\Lambda]\). Moreover we assume that \( \chi(p \lambda_1, ..., \lambda_i) = 1 \), because otherwise it is clear that \( \chi(\rightarrow p \lambda_1, ..., \lambda_i G) = 1 \). It remains to show \( \chi(G) = 1 \).
But \( \chi(p x_1, \ldots, x_i) = 1 \) means that \( p \) occurs \( i \)-ary in \( B^{(k_0)}_S \), and we conclude due to \( B^{(k_0)}_S = B^{(k_0)}_S \) that there is an R-formula \( H \in B^{(k_0)}_S \) with an \( i \)-ary R-conclusion \( p \lambda_1, \ldots, \lambda_i \). From the definition of \( B^{(0)}_S \) and from \( B^{(0)}_S \supseteq B^{(k_0)}_S \) we obtain that \( p \) does not occur \( i \)-ary in the R-premises of \( H \), and from \( H \in B^{(k_0)}_S \) we obtain that all the R-premises of \( H \) have a positive sign. Therefore \( H' \), which is a step in \([\Lambda]\) with \( \chi(H') = 1 \) due to the induction assumption, has only positive premises and the \( j \)-ary conclusion \( G \frac{\lambda_1}{x_1} \ldots \frac{\lambda_i}{x_i} \). This is only possible if

\[
\chi(G \frac{\lambda_1}{x_1} \ldots \frac{\lambda_i}{x_i}) = \chi(G) = 1.
\]

Thus we have proved Proposition (5.1).

As a further result we have shown that all provable formulas \( F \) of a mathematical system \( M \) with \( B_M = B_S \) satisfy \( \chi(F) = 1 \).

In the following we consider the Peano arithmetic \( PA = [M'; \mathcal{L}] \) introduced in example 4 in Section 3. Recall the mathematical system \( M' \), the set \( \mathcal{L} \) of numeral terms and the Induction scheme (IS) defined there. Since the sixth axiom \( \forall x \neg \sim s(x), 0 \) of PA has a negative sign, Proposition (5.1) is not sufficient in order to establish the consistency of PA. In the following we will look for a more general criterion which guarantees the consistency of PA and of some other kind of mathematical systems.

Before we proceed with a special Lemma, we first start with a general definition for a mathematical system \( M = [S; A_M; P_M; B_M] \) and for a fixed predicate symbol \( p \in P_M \).

Let \( F \) be any formula in \( M \) and \( x_1, \ldots, x_n \) with \( n \geq 0 \) the uniquely determined sequence of the distinct free variables in the formula \( F \), ordered according to their first occurrence in \( F \). We define \( \Gamma_p(F) = \rightarrow p x_1 \ldots \rightarrow p x_n \) for the block of \( p \)-premises with respect to all free variables occurring in \( F \). For \( n = 0 \) the string \( \Gamma_p(F) \) is defined to be empty.

**Lemma concerning relative quantification**

We consider the mathematical system PA and define a second mathematical system \( PA_{N_0} \) which results from PA by the following changes: We adjoin the single predicate symbol \( N_0 \) to the empty set \( P_{PA} \) of predicate symbols of PA. The basis axioms of \( PA_{N_0} \) consists exactly on the two formulas \( N_0 0 \) and \( \rightarrow N_0 x N_0 s(x) \) with \( x \in X \) and on all formulas \( \Gamma_{N_0}(F) \Psi_{N_0}(F) \), where \( F \) is any basis axiom of PA. Here \( \Psi_{N_0} \) is the following recursively defined map from the set of all PA-formulas to the set of formulas in \( PA_{N_0} \):

\[ \text{54} \]
In (c) the symbol \( J \) is a member of the set \( \{ \to; \leftrightarrow; \&; \lor \} \) and in (d), (e) let \( x \in X \). For the system \( \text{PA}_{N_0} \) we will again require the restriction to the set \( \mathcal{L} \) of numeral argument lists. Our statements are as follows

(i) Let \( \lambda \) be any numeral term. Then \( \Gamma_{N_0}(N_0 \lambda) \) \( N_0 \lambda \) is provable in \( \text{PA}_{N_0} \).

(ii) Let \( F \) be any \( \text{PA} \)-formula, \( x \in X \) and \( \lambda \) a numeral term. Then \( \text{CF}(F; \lambda; x) \) is true if and only if \( \text{CF}(\Psi_{N_0}(F); \lambda; x) \) is true, and in this case there holds \( \Psi_{N_0}(F \lambda x) = \Psi_{N_0}(F) \lambda x \).

(iii) \( \Gamma_{N_0}(F) \) \( \Psi_{N_0}(F) \in \Pi(\text{PA}_{N_0}) \) for all provable \( \text{PA} \)-formulas \( F \).

Proof: The restriction concerning the numeral terms for the formulas of \( \text{PA} \) and for the use of the rules of inference in \( \text{PA} \) is essential here. For (i) one has to show first that

\[
\to N_0 x \to N_0 y \quad N_0 + (xy), \quad \to N_0 x \to N_0 y \quad N_0 * (xy)
\]

are both provable in \( \text{PA}_{N_0} \), using the formal induction principle for \( \text{PA}_{N_0} \). From these formulas and the \( \text{PA}_{N_0} \)-axioms \( N_0 0 \) and \( \to N_0 x \quad N_0 s(x) \) we can derive that \( \Gamma_{N_0}(N_0 \lambda) \) \( N_0 \lambda \) is provable in \( \text{PA}_{N_0} \).

For the proof of (ii) we employ induction with respect to the formula \( F \).

For the proof of (iii) we employ induction with respect to the rules of inference in \( \text{PA} \), using (i) and (ii).

(5.3) Reduction of the consistency problem for \( \text{PA} \)

Let us define the mathematical system \( M = [S; A_M; P_M; B_M] \) as follows:

We choose \( A_M = A_S = [0; s; +; *] \), \( P_M = P_S = [N_0] \) and \( B_M = B_S \), where the basis R-axioms \( B_S \) of the underlying recursive system \( S \) are given by

\[
\begin{align*}
(1) \quad & N_0 0 \\
(2) \quad & \to N_0 x \quad N_0 s(x) \\
(3) \quad & \to N_0 x \quad \sim +(0x), x \\
(4) \quad & \to N_0 x \quad \to N_0 y \quad \sim +(s(x)y), s(+xy)) \\
(5) \quad & \to N_0 x \quad \sim *(0x), 0 \\
(6) \quad & \to N_0 x \quad \to N_0 y \quad \sim *(s(x)y), +(xy)y) \\
(7) \quad & \to N_0 x \quad \to N_0 y \quad \sim s(x), s(y) \sim x, y.
\end{align*}
\]
To the mathematical system $M$ we adjoin the single statement

\[ \forall x \rightarrow N_0 x \sim s(x), 0 \]

in order to define the mathematical system $M_{PA} = [M((*)]; L]$ with argument lists restricted to the numerals $L$, where the basis axiom $(*)$ again has a negative sign. Here $x, y$ denote different variables.

For all $M_{PA}$ formulas $F$ the following expression is provable in $M_{PA}$

\[ \ightarrow \forall x \rightarrow N_0 x \& F^0 x \rightarrow F F_{s(x)} x \forall x \rightarrow N_0 x F, \]

which states the Induction Principle for $M_{PA}$. It can be shown by using the Induction Rule (e) in $M_{PA}$. Therefore $M_{PA}$ is at least as strong as the “$N_0$-relative” Peano arithmetic PA$_{N_0}$.

Next we define an extended recursive system $S^* = [A_S; P_S^s; B_S^s]$ with the predicate symbols $P_S^s = [N_0; Contra]$ by adding the new basis R-axiom

\[ (8) \rightarrow N_0 x \rightarrow s(x), 0 Contra \]

to the basis R-axioms (1)-(7) of the recursive system $S$. The list of basis R-axioms (1)-(8) constitutes the list $B_S^s$. There results a second mathematical system $M^* = [S^*; A_S; P_S^s; B_S^s]$ with $\Pi(M; L) \subseteq \Pi(M^*; L)$.

Now we assume that PA is contradictory. Then $\exists x s(x), 0$ is provable in PA, and due to Lemma (5.2) we conclude that $\exists x &; N_0 x \sim s(x), 0$ is provable in PA$_{N_0}$. But then the latter statement which contradicts the statement $(*)$ is also provable in $M_{PA}$. We conclude that in this case $M_{PA}$ is contradictory like PA.

We show as a further consequence of this assumption that the 0-ary predicate $Contra$ is provable in $[M^*; L]$. In order to see that this is true we first check that the formula

\[ (9) \rightarrow \exists x &; N_0 x \sim s(x), 0 Contra \]

is a consequence of axiom (8) and the predicate calculus in $[M^*; L]$. $M_{PA}$ is equivalent to $[M(\neg \exists x &; N_0 x \sim s(x), 0); L]$ and contradictory due to our assumption. Therefore we can apply Corollary (4.4) in order to conclude that $\exists x &; N_0 x \sim s(x), 0$ is provable in $[M; L]$. But every proof in $[M; L]$ is also a proof in $[M^*; L]$, and thus we finally obtain that $Contra$ is provable in $[M^*; L]$, despite the fact that $Contra$ is not R-derivable in $S^*$.

Remark:
Within $[M^*; L]$ we can also apply the Induction Rule (e) on (8) for the formula

\[ G = \exists z &; N_0 z \sim s(z), 0 \]

with a new variable $z \in X$ in order to conclude
that the following formula is provable in \([M^*; \mathcal{L}]\):

\[(10) \quad \rightarrow \quad \text{Contra } \exists x & N_0 x \sim s(x), 0.\]

Combining the formulas (9) and (10) we conclude that

\[\leftrightarrow \quad \text{Contra } \exists x & N_0 x \sim s(x), 0\]

is provable in \([M^*; \mathcal{L}]\), but this is not needed in the following.

Let \([M; \mathcal{L}]\) with \(M = [S; A_M; P_M; B_M]\) be a general mathematical system with restricted argument lists in \(\mathcal{L}\) and with an underlying recursive system \(S = [A_S; P_S; B_S]\). Now we suppose that \(A_M = A_S\), define the alphabet \(\Lambda = [a; v ; ; ]\) and assume without loss of generality that \(\Lambda\) and the other sets of symbols in \([M; \mathcal{L}]\) are disjoint. Using the strings

\[a^{(1)} = a', a^{(2)} = a'', a^{(3)} = a''', ...; \quad v^{(1)} = v', v^{(2)} = v'', v^{(3)} = v'''', ...\]

we encode the lists \(\lambda \in \mathcal{L}\) into strings over the alphabet \(\Lambda\) as follows: Let \(\tilde{\lambda}\) result from \(\lambda\) if we replace each symbol \(a_i\) in \(\lambda\) by \(a^{(i)}\), \(i = 1, ..., k\), each variable \(x_j\) by \(v^{(j)}\), \(j \in \mathbb{N}\), the brackets “(” by “(” and “)” by “)”. We put \(\tilde{\mathcal{L}} = \{\tilde{\lambda} : \lambda \in \mathcal{L}\}\). If \(\tilde{\mathcal{L}}\) is recursively enumerable then we will simply say that \(\mathcal{L}\) is enumerable. In this case an R-derivation \([\Lambda]\) in \([S; \mathcal{L}]\) is defined as an R-derivation in \(S\) with the following restrictions: The R-formulas in \([\Lambda]\) and the R-formulas \(F, G\) in (1.11) have only argument lists in \(\mathcal{L}\), and the use of the Substitution Rule (1.11)(c) is restricted to \(\lambda \in \mathcal{L}\). Then the R-formulas in \([\Lambda]\) are called R-derivable in \([S; \mathcal{L}]\). By \(\Pi_R(S; \mathcal{L})\) we denote the set of all R-derivable R-formulas in \([S; \mathcal{L}]\).

We conclude that the consistency of \(PA\) and some other formal mathematical systems of interest is a consequence of the more general

\textbf{(5.4) Conjecture}

Let \(M = [S; A_M; P_M; B_M]\) be a mathematical system with an underlying recursive system \(S = [A_S; P_S; B_S]\) such that \(A_M = A_S\), \(P_M = P_S\), \(B_M = B_S\). Suppose that \([M; \mathcal{L}]\) is a mathematical system with restricted argument lists in \(\mathcal{L}\) and that \(\mathcal{L}\) is enumerable. Let \(p \in P_S\) and \(\lambda_1, ..., \lambda_i \in \mathcal{L}\) for \(i \geq 0\) be elementary \(A_S\)-lists. Then

\[p \lambda_1, ..., \lambda_i \in \Pi(M; \mathcal{L}) \quad \text{if and only if} \quad p \lambda_1, ..., \lambda_i \in \Pi_R(S; \mathcal{L}).\]
Remark:
The acceptance of (5.4) is merely a verification that the axioms and the rules of inference (a)-(e) correspond to correct methods of deduction. Though Conjecture (5.4) implies the consistency of the Peano arithmetic PA, its meaning seems to go beyond this special application.

The mathematical system in Conjecture (5.4) is a special case of the so called axiomatized mathematical systems which we will define now.

(5.5) Axiomatized mathematical systems

Now we consider mathematical systems $M = [S; A_M; P_M; B_M]$ with the infinite countable alphabets

(a) $A_M = [a_1 ; a_2 ; a_3 ; ...]$ of constants or operation symbols and

(b) $P_M = [p_1 ; p_2 ; p_3 ; ...]$ of predicate symbols.

The underlying recursive system $S = [A_S; P_S; B_S]$ may have the alphabets $A_S = [a_1 ; a_2 ; ... a_k]$ and $P_S = [p_1 ; p_2 ; ... p_l]$, which are finite parts of $A_M$ and $P_M$, respectively. Next we define the alphabet

$$A_{17} := [a ; v ; p ; □ ; ′ ; * ; ∼ ; ( ; ) ; ; → ; ¬ ; ↔ ; ∧ ; ∨ ; ∀ ; ∃]$$

in order to encode the formulas $F$ of $M$ as follows

(c) The symbols of $A_M$ in $F$ are replaced by $a'; a''; a''' ; ...$, respectively.

(d) The symbols of $P_M$ in $F$ are replaced by $p'; p''; p''' ; ...$, respectively.

(e) The variables of $X$ in $F$ are replaced by $v'; v''; v''' ; ...$, respectively.

(f) The symbols of $E = [∼ ; ( ; ) ; ; → ; ¬ ; ↔ ; ∧ ; ∨ ; ∀ ; ∃]$ in $F$ are replaced by $∼ ; ( ; ) ; ; → ; ¬ ; ↔ ; ∧ ; ∨ ; ∀ ; ∃$, respectively.

Let $A^+$ be the set of all finite and nonempty strings with respect to an alphabet $A$. Then to every list $λ$ and to every formula $F$ in $M$ there corresponds exactly one string $λ \in A^+_17$ and $F \in A^+_17$, respectively, and therefore we only need the finite alphabet $A_{17}$ of symbols in order to encode all formulas of the mathematical system $M$, where we will suppose that the first 17 symbols of $A_M$ in (a) form the alphabet $A_{17}$, i.e. $a_1 = a$, $a_2 = v$, ... , $a_{17} = ∃$. 
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Recall that the notation for $\tilde{F}$ is consistent with the corresponding notation introduced in (2.1) for the encoding of the R-formulas $F$ in a recursive system. 

$M$ is called **axiomatized**, if the set $\tilde{B}_M = \{ \tilde{F} \mid F \in B_M \} \subseteq A_{17}^+$ is recursively enumerable in the sense of definition (1.12)(a). The usual requirement that $\tilde{B}_M$ is decidable leads to a decision procedure for the formal proofs of $M$, but will not be needed in the following.

If in addition $[M; \mathcal{L}]$ is a mathematical system with argument lists restricted to a set $\mathcal{L}$ such that $\tilde{\mathcal{L}} = \{ \tilde{\lambda} \mid \lambda \in \mathcal{L} \} \subseteq A_{17}^+$ is recursively enumerable in the sense of definition (1.12)(a), then $[M; \mathcal{L}]$ is called an axiomatized mathematical system with restricted argument lists.

Using these definitions, we obtain the following version of Gödel’s First Incompleteness Theorem, which is closely related to Theorem (2.6).

**Theorem (5.6)**

Let $[M; \mathcal{L}]$ be an axiomatized mathematical system with restricted argument lists, where $M = [S; A_M; P_M; B_M]$ is defined as above. Recall that the set $\tilde{\mathcal{L}} = \{ \tilde{\lambda} \mid \lambda \in \mathcal{L} \} \subseteq A_{17}^+$ is recursively enumerable.

(i) $\tilde{\Pi}(M; \mathcal{L}) := \{ \tilde{F} \mid F \in \Pi(M; \mathcal{L}) \} \subseteq A_{17}^+$ is recursively enumerable.

(ii) We suppose that the first 11 symbols of the alphabet $A_M$ coincide with the alphabet $A_{11}$ and that $\mathcal{L} \supset A_{11}^+$. Suppose that there is a formula $G$ of $[M; \mathcal{L}]$ with $\text{free}(G) = \{ x \}$ such that $G^\lambda_x$ is provable in $[M; \mathcal{L}]$ for each 1-ary $S_{11}$-theorem $\lambda \in A_{11}^+$ and such that $G^\lambda_x$ is not provable in $[M; \mathcal{L}]$ for each 1-ary $S_{11}$-statement $\lambda \in A_{11}^+$ which is not an $S_{11}$-theorem.

Then there is a 1-ary $S_{11}$-statement $\lambda \in A_{11}^+$ such that neither the statement $G^\lambda_x$ nor its negation $\neg G^\lambda_x$ are provable in $[M; \mathcal{L}]$.

**Proof:**

(i) is merely a consequence of the facts that the $A_{17}$-encoding of the axioms of $[M; \mathcal{L}]$ leads to a recursively enumerable subset of $A_{17}^+$ and that the rules of inference are constructive. Therefore we can represent all the relations needed for the definition of a formal proof and a provable formula given in Section 3 in a recursive system which uses the alphabet $A_{17}$, extending the strategy in Section 2 for the construction of $S_{11}$.

(ii) We construct a recursive system $S' = [A_{17}; P_{S'}; B_{S'}]$ which depend on $[M; \mathcal{L}]$ and $G$ and has the following properties:
(1) $S'$ is a conservative extension of the universal recursive system $S_{11}$, i.e. all axioms in $B_{S'} \setminus B_S$ have only conclusions of the form $p \lambda_1, ..., \lambda_n$ with $p \in P_{S'} \setminus P_S$, $A_{11}$-lists $\lambda_1, ..., \lambda_n$, $n \geq 0$, and without equations in $B_{S'}$.

(2) There is a predicate symbol $B^{(1)}_s \in P_{S'}$ such that
\[ \to RBasis x \to P_s y, w \to EL z, u B^{(1)}_s x y z \]
is the only basis R-axiom of $S'$ which contains this predicate symbol in its R-conclusion. Here $x, y, w, z, u \in X$ denote distinct variables.

(3) Due to (i) there is a predicate symbol $\Pi_{M; L} \in P_{S'}$ such that $\Pi_{M; L} \lambda$ is R-derivable in $S'$ if and only if $\lambda$ represents a provable formula in $[M; L]$.

(4) There is a predicate symbol $SbF \in P_{S'}$ such that $SbF \alpha, \beta, \gamma, \delta$ is R-derivable in $S'$ if and only if $\alpha$ represents a formula $F$ in $[M; L]$, $\beta$ a list $\lambda \in L$, $\gamma$ a variable $x \in X$ and $\delta$ the formula $F \frac{\lambda}{\tilde{\lambda}}$.

(5) There is a predicate symbol $G_{11} \in P_{S'}$ such that the only basis R-axioms of $S'$ which contain this predicate symbol in its R-conclusions are given by the axioms (1)-(12) in the proof of Theorem (2.6).

(6) There is a predicate symbol $P^- \in P_{S'}$ such that
\[ \to B^{(1)}_s y \to G_{11} y, s \to \Pi_{M; L} z \to SbF \Rightarrow \tilde{G}, s, \tilde{x}, z P^- y \]
is the only basis R-axiom of $S'$ which contains this predicate symbol in its R-conclusion, where $y, s, z \in X$ denote distinct variables. Here $\tilde{G} \in A_{11}$ represents the formula $G$ and $\tilde{x} \in A_{11}$ the only free variable $x$ of $G$. $P^- \lambda$ is R-derivable in $S'$ if and only if $\lambda$ is a 1-ary $S_{11}$-statement for which $\neg G \frac{\lambda}{\tilde{\lambda}}$ is provable in $[M; L]$.

The set of all 1-ary $S_{11}$-statements $\lambda \in A_{11}^+$ for which $P^- \lambda$ is R-derivable in $S'$ may also be denoted by $P^-$. This will not lead to confusions. Due to our assumptions we first obtain that $[M; L]$ is consistent. Therefore $P^- \lambda$ is not R-derivable in $S'$ whenever $\lambda$ is a 1-ary $S_{11}$-theorem, and $P^- \subseteq \Omega_s^{(1)}$. But due to Theorem (2.6) the set $\Omega_s^{(1)}$ is not recursively enumerable, in contrast to $P^-$. We conclude that there is a 1-ary $S_{11}$-statement $\lambda \in \Omega_s^{(1)} \setminus P^-$ for which neither $G \frac{\lambda}{\tilde{\lambda}} \in \Pi(M; L)$ nor $\neg G \frac{\lambda}{\tilde{\lambda}} \in \Pi(M; L)$.

Next we show that it is possible to construct a recursive system $\Sigma_s$ with a 2-ary universal provability predicate $\Pi \lambda, \mu$, where $\lambda$ represents an axiomatized mathematical system $[M; L]$ in the sense of definition (5.5) and $\mu = \tilde{F}$. 

60
the $A_{17}$-encoding of any formula $F$ provable in $[M; \mathcal{L}]$. This construction of $\Pi$ satisfies Löb’s representation properties and enables the construction of Gödel’s self referential statement. Therefore the validity of Gödel’s Second Incompleteness Theorem is guaranteed for all axiomatized mathematical systems which are able to simulate $R$-derivations in $\Sigma_x$. Next we prepare the construction of $\Sigma_x$, where we make free use of Church’s thesis, which may be eliminated here by giving an explicit but very long list of basis $R$-axioms.

(1) There is a 2-ary r.e. predicate $RB_2 \subseteq [a]^+ \times A_{17}$ which assigns to each $\lambda_1 = a^n, n \geq 1$, exactly one $R$-basis string $\mu$ such that $RB_2(\lambda_1, \mu)$. Moreover, for every $R$-basis string $\mu$ one can find an appropriate parameter $\lambda_1 = a^n$ such that $RB_2(\lambda_1, \mu)$. Let $RB_2(\lambda_1) = [A_S; P_S; B_S]$ be the recursive system determined by the $R$-basis string $\mu$ with $RB_2(\lambda_1, \mu)$. We require that $A_S$ is an initial part of $A_M$ in (5.5)(a) and that $P_S$ is an initial part of $P_M$ in (5.5)(b). $RB_2$ can be constructed if we count the $R$-basis strings in lexicographic order.

(2) There is a 2-ary r.e. predicate $L_2 \subseteq [a]^+ \times A_{17}$ such that for each fixed $\lambda_2 \in [a]^+$ there is a set $\mathcal{L}$ of $A_M$-lists satisfying (3.15) with $\hat{\mathcal{L}} = \{\mu \in A_{17}^+ | L_2(\lambda_2, \mu)\}$. Finally, every r.e. set $\hat{\mathcal{L}}$ with $\mathcal{L}$ satisfying (3.15) is generated in this way by $L_2$ and at least one parameter $\lambda_2 \in [a]^+$. Let $L_2(\lambda_2)$ be this set of restricted $A_M$-argument lists determined by $L_2$ and the parameter $\lambda_2 \in [a]^+$.

(3) There is a 3-ary r.e. predicate $L_3 \subseteq ([a]^+)^2 \times A_{17}$ such that for each fixed $\lambda_1, \lambda_2 \in [a]^+$ there is a set $\mathcal{L}$ of $A_M$-lists with

$$\hat{\mathcal{L}} = \{\mu \in A_{17}^+ | L_3(\lambda_1, \lambda_2, \mu)\},$$

where $\mathcal{L}$ is the smallest possible set which satisfies (3.15) and contains the set $L_2(\lambda_2)$ and the $A_S$-lists with the alphabet $A_S$ of the recursive system $RB_2(\lambda_1)$. Let $L_3(\lambda_1, \lambda_2)$ be this set of restricted $A_M$-argument lists determined by $L_3$ and the parameters $\lambda_1, \lambda_2 \in [a]^+$.

(4) There is a 4-ary r.e. predicate $ML_4 \subseteq ([a]^+)^3 \times A_{17}$ such that for each fixed $\lambda_1, \lambda_2, \lambda_3 \in [a]^+$ there is an axiomatized mathematical system $M = [S; A_M; P_M; B_M]$ defined in (5.5) with argument lists restricted to $\mathcal{L} = L_3(\lambda_1, \lambda_2)$ such that $S = RB_2(\lambda_1)$ and

$$\hat{B}_M = \{\mu \in A_{17}^+ | ML_4(\lambda_1, \lambda_2, \lambda_3, \mu)\}.$$

Moreover, every axiomatized mathematical system $[M; \mathcal{L}]$, where $\mathcal{L}$ contains all $A_S$-lists of the recursive system underlying $M$, is generated in this way by $ML_4$ and appropriate parameters $\lambda_1, \lambda_2, \lambda_3 \in [a]^+$. 61
There is a 4-ary r.e. predicate $N'_4 \subseteq ([a]^+)^4$ which coincides with a bijective function $N_4 : ([a]^+)^3 \to [a]^+$ such that there holds for all $\lambda_1, \lambda_2, \lambda_3, \lambda \in [a]^+$

$$N_4(\lambda_1, \lambda_2, \lambda_3) = \lambda \iff N'_4 \lambda_1, \lambda_2, \lambda_3, \lambda.$$  

Since $N_4$ is a bijective, recursive function, there are uniquely determined recursive functions $N_{4,i}^{-1} : [a]^+ \to [a]^+$ for $i = 1, 2, 3$ such that $\lambda_i = N_{4,i}^{-1}(\lambda)$ and $N_4(\lambda_1, \lambda_2, \lambda_3) = \lambda$ for all $\lambda \in [a]^+$.

We conclude that any parameter $\lambda \in [a]^+$ determines a mathematical system $[M; \mathcal{L}]$ due to the r.e. relations $RB_2, L_2, L_3, ML_4, N'_4$ described in (1)-(5), where $S = RB_2(N_4^{-1}(\lambda))$ is the recursive system underlying $M$. In the following we will simply express this fact by saying that the mathematical system $[M; \mathcal{L}]$ is determined by a so called basis number $\lambda \in [a]^+$. Note that in turn $\lambda$ must not be unique.

There is a 2-ary r.e. predicate $G_{17} \subseteq ([a]^+)^2$ such that $G_{17} \lambda, \mu$ holds if and only if $\mu = \tilde{\lambda}$ due to (5.5) for $\lambda, \mu \in [a]^+$. We require that $G_{17} \lambda, \mu$ can be satisfied for all $\lambda \in [a]^+$.

There is a 2-ary r.e. predicate $\text{Form} \subseteq [a]^+ \times A_{17}^+$ such that $\text{Form} \lambda, \mu$ holds if and only if i) the basis number $\lambda$ determines the mathematical system $[M; \mathcal{L}]$ and ii) $\mu = \tilde{F}$ represents a formula $F$ in $[M; \mathcal{L}]$.

There is a 2-ary r.e. predicate $\Pi \subseteq [a]^+ \times A_{17}^+$ such that $\Pi \lambda, \mu$ holds if and only if i) the basis number $\lambda$ determines the mathematical system $[M; \mathcal{L}]$ and ii) $\mu = \tilde{F}$ represents a formula $F \in \Pi(M; \mathcal{L})$.

This property implies that $\Pi$ satisfies the so called first L"ob condition which states that whenever a formula $F$ is provable in an axiomatized mathematical system $[M; \mathcal{L}]$ determined by a basis number $\lambda$, then there must hold $\Pi \lambda, \tilde{F}$.

There is a 2-ary r.e. predicate $\Pi RBasis_2 \subseteq [a]^+ \times A_{17}^+$ such that $\Pi RBasis_2 \lambda, \mu$ if and only if

i) $\lambda$ is the basis number of a mathematical system $[M; \mathcal{L}]$ with an underlying recursive system $S = RB_2(N_4^{-1}(\lambda)) = [A_S; P_S; B_S]$,

ii) $\mu$ is the R-basis string of a recursive system $\Sigma' = [A_{\Sigma'}; P_{\Sigma'}; B_{\Sigma'}]$,  

iii) there holds $A_{\Sigma'} \subseteq A_S$ and $P_{\Sigma'} \subset P_M$ with $P_M$ in (5.5)(b),

iv) all basis R-axioms in $B_{\Sigma'}$ are provable in the mathematical system $[M; \mathcal{L}]$ described by the basis number $\lambda$. 
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These conditions enable the simulation of the recursive system \( \Sigma' \) within the mathematical system \([M; \mathcal{L}]\), even if predicates of \( \Sigma' \) are neither represented in \( S \) nor in \([M; \mathcal{L}]\).

(10) There is a 3-ary r.e. predicate \( \text{Diag} \subseteq [a]^+ \times (A_{17}^+)^2 \) such that \( \text{Diag} \lambda, \mu, \nu \) if and only if
   i) \( \mu = \tilde{\nu} \) represents a formula \( F \) with exactly one free variable \( u \in X \) in the mathematical system \([M; \mathcal{L}]\) given by the basis number \( \lambda \),
   ii) \( \mu \in \mathcal{L} \) and iii) \( \nu \) represents the formula \( F_{\mu} = F_{\tilde{\nu}} \).

(11) There is a 2-ary r.e. predicate \( R \subseteq [a]^+ \times A_{17}^+ \) such that \( R \lambda, \mu \) if and only if there is a string \( \nu \in A_{17}^+ \) with i) \( \text{Diag} \lambda, \mu, \nu \) and ii) \( \Pi \lambda, \neg \nu \).

Consider now a recursive system \( \Sigma = [A_\Sigma; P_\Sigma; B_\Sigma] \) which represents the r.e. predicates in (1)-(11). We require that \( A_\Sigma \supseteq A_{17} \) is an initial part of \( A_M \) given in (5.5)(a).

We will suppose that the names of the r.e. predicates in (1)-(11) represented in \( \Sigma \) are given by the corresponding predicates symbols in \( P_\Sigma \) and that \( P_\Sigma \) is an initial part of \( P_M \) in (5.5)(b). For simplicity we will suppose that there is no equation involved in \( B_\Sigma \). We can also choose the basis R-axioms of \( \Sigma \) in such a way that the predicates represented in \( \Sigma \) will not change if the alphabet \( A_\Sigma \) will be enlarged by using appropriate relatives representing \( A_\Sigma \)-lists.

Let \( \tilde{\Sigma} \) be the R-basis string corresponding to \( \Sigma \) and \( \tilde{\Pi} \) the encoding of the predicate symbol \( \Pi \) according to (5.5). Now we extend \( \Sigma \) to a new recursive system \( \Sigma_* = [A_\Sigma; P_\Sigma; B_\Sigma] \) by appending the following four basis R-axioms to the list \( B_\Sigma \), which are written down in column form

\[
\begin{align*}
(\text{2nd and 3rd L"ob condition}) & \quad \rightarrow \text{Form} x, y & \quad \rightarrow \Pi RBasis_2 x, \tilde{\Sigma} \\
& \quad \rightarrow \text{Form} x, z & \quad \rightarrow G_{17} x, s \\
& \quad \rightarrow \Pi x, \neg z y \quad & \quad \rightarrow G_{17} y, t \\
& \quad \rightarrow \Pi x, y \quad & \quad \rightarrow \Pi x, y \\
& \quad \Pi x, z \quad & \quad \Pi x, \Pi s, t .
\end{align*}
\]

\[
(\text{two R-axioms for a self-referential statement}) & \quad \rightarrow \text{Diag} x, y, z \quad \rightarrow \text{Diag} x, y, z \\
& \quad \rightarrow \Pi x, \neg z \quad \rightarrow R x, y \\
& \quad R x, y \quad \Pi x, \neg z .
\]

Here \( x, y, z, s, t \in X \) denote distinct variables. The added R-axioms above are in accordance with the meaning of the r.e. predicates described in (1)-(11). Hence \( \Sigma \) and \( \Sigma_* \) represent exactly the same predicates.
(5.7) Theorem, due to Gödel’s Second Incompleteness Theorem

(a) Suppose that $\lambda \in [a]^+, \mu \in A^+$, and consider the recursive system $\Sigma_*$. Then there holds $\Pi \lambda, \mu \in \Pi_R(\Sigma_*)$ if and only if there is a formula $F$ in the mathematical system $[M; \mathcal{L}]$ determined by the basis number $\lambda$ such that $\mu = \tilde{F}$ and $F \in \Pi(M; \mathcal{L})$.

(b) Suppose that $\lambda \in [a]^+$ satisfies the condition $\Pi Basis_2 \lambda, \tilde{\Sigma}$ and determines its axiomatized mathematical system $[M; \mathcal{L}]$. Then the condition $\Pi Basis_2 \lambda, \tilde{\Sigma}$ is also satisfied, and $[M; \mathcal{L}]$ is able to simulate the R-derivations in $\Sigma$ and $\Sigma_*$. Let $F_0$ be any refutable statement in $[M; \mathcal{L}]$, for example the statement $F_0 = \neg \forall x \sim x, x$, where $x = x_1 \in X$. Define the statement

$$C = \neg \Pi \lambda, \tilde{F}_0 = \neg \Pi \lambda, \neg \forall v' \sim v', v'.$$

Then the statement

$$\rightarrow C \neg \Pi \lambda, \tilde{C}$$

is provable in $[M; \mathcal{L}]$. Moreover, if $C \in \Pi(M; \mathcal{L})$, then $[M; \mathcal{L}]$ is contradictory.

(c) Let $\Lambda^-$ be the set of all basis numbers $\lambda$ such that the corresponding mathematical system $[M; \mathcal{L}]$ is contradictory, and $\Lambda^+ = [a]^+ \setminus \Lambda^-$ the set of all basis numbers which describes the consistent mathematical systems. Then $\Lambda^-$ is recursively enumerable, but not $\Lambda^+$.

Remarks:

- Part (a) states that the recursive systems $\Sigma$ and $\Sigma_*$ both represent the same 2-ary predicate $\Pi$ described in (8).

- If the mathematical system $[M; \mathcal{L}]$ in part (b) also represents the predicate $\Pi$ in (8), then $C$ states that $[M; \mathcal{L}]$ is free from contradictions, but in this case we cannot prove in $[M; \mathcal{L}]$ the formula $C$ expressing the consistency of this mathematical system.

- The presentation and proof of this Theorem are completely independent on Theorem (5.6) and Theorem (2.6).

Proof:

(a) This is clear since we have already noted that the recursive systems $\Sigma$ and $\Sigma_*$ represent the same predicates.
(b) Since $\Sigma_*$ is an extension of $\Sigma$, we first note that $\lambda \in [a]^+$ satisfies $\text{IRBasis}_2 \lambda, \Sigma$, and therefore the mathematical system $[M; \mathcal{L}]$ determined by $\lambda$ is able to simulate $\Sigma$ as well as $\Sigma_*$ in the sense that any $R$-derivation in these systems is also a proof in $[M; \mathcal{L}]$. This will be used in the sequel, where $\lambda$ and $[M; \mathcal{L}]$ are fixed.

First we define the function $g_{17}$, which assigns to each formula $F$ of an axiomatized mathematical system described in (5.5) the $A_{17}$-string $\tilde{F} = g_{17}(F)$. Recall that the alphabet $A_M$ in (5.5)(a) starts with $A_{17}$.

We will also make use of the following fact:

Let $F_1, \ldots, F_n$ for $n \geq 2$ formulas in $[M; \mathcal{L}]$ and assume that $\rightarrow F_1 \rightarrow F_{n-1} F_n$ is provable in $[M; \mathcal{L}]$. Then

1) $\rightarrow \Pi \lambda, \tilde{F}_1 \rightarrow \Pi \lambda, \tilde{F}_{n-1} \Pi \lambda, \tilde{F}_n \in \Pi(M; \mathcal{L})$.

It is sufficient to prove this for $n = 2$. From $\rightarrow F_1 F_2 \in \Pi(M; \mathcal{L})$ we obtain that $\Pi \lambda, g_{17}(\rightarrow F_1 F_2)$ is $R$-derivable in $\Sigma_*$ and hence provable in $[M; \mathcal{L}]$. The same holds for the $R$-formulas $\text{Form}_\lambda, g_{17}(F_1)$, $\text{Form}_\lambda, g_{17}(F_2)$, and therefore we can infer our statement from the second Löb condition.

Next we introduce a new variable $y' \in X$ and the abbreviation

2) $\Omega := R\lambda, g_{17}(R\lambda, y')$ and put $x = \lambda$, $y = g_{17}(R\lambda, y')$ and $z = g_{17}(R\lambda, g_{17}(R\lambda, y')) = g_{17}(\Omega)$ in the last two $R$-axioms of $\Sigma_*$ to conclude

3) $\leftrightarrow \Omega \Pi \lambda, g_{17}(\neg \Omega) \in \Pi(M; \mathcal{L})$.

Therefore we obtain from 1)

4) $\rightarrow \Pi \lambda, g_{17}(\Pi \lambda, g_{17}(\neg \Omega)) \Pi \lambda, g_{17}(\Omega) \in \Pi(M; \mathcal{L})$.

We can also apply the third Löb condition to infer

5) $\rightarrow \Pi \lambda, g_{17}(\neg \Omega) \Pi \lambda, g_{17}(\Pi \lambda, g_{17}(\neg \Omega)) \in \Pi(M; \mathcal{L})$.

Using 3), 4) and 5) we conclude

6) $\rightarrow \Omega \Pi \lambda, g_{17}(\Omega) \in \Pi(M; \mathcal{L})$.

Since $\rightarrow \Omega \rightarrow \neg \Omega F_0$ with the refutable formula $F_0$ is an axiom of the propositional calculus, we obtain from 1) with $F_1 = \Omega$, $F_2 = \neg \Omega$, $F_3 = F_0$ that

7) $\rightarrow \Pi \lambda, g_{17}(\Omega) \rightarrow \Pi \lambda, g_{17}(\neg \Omega) \Pi \lambda, g_{17}(F_0) \in \Pi(M; \mathcal{L})$.

The propositional calculus yields, if applied on 3), 6) and 7)

8) $\rightarrow \Omega \Pi \lambda, g_{17}(F_0) \in \Pi(M; \mathcal{L})$. 65
Since $\rightarrow F_0 \neg \Omega$ is provable in $[M; \mathcal{L}]$, we obtain from 1) with $F_1 = F_0$, $F_2 = \neg \Omega$ and 3) that

9) $\rightarrow \Pi \lambda, g_{17}(F_0) \Omega \in \Pi(M; \mathcal{L})$.

Using $C = \neg \Pi \lambda, \bar{F}_0$, we may rewrite 8) as

10) $\rightarrow C \neg \Omega \in \Pi(M; \mathcal{L})$.

and applying 1) on 10) with $F_1 = C$, $F_2 = \neg \Omega$ regarding 3) leads to

11) $\rightarrow \Pi \lambda, g_{17}(C) \Omega \in \Pi(M; \mathcal{L})$.

From 10) and 11) we finally obtain the desired result

12) $\rightarrow C \neg \Pi \lambda, g_{17}(C) \Omega \in \Pi(M; \mathcal{L})$.

Assume that $C \in \Pi(M; \mathcal{L})$. Then $\Pi \lambda, g_{17}(C) \in \Pi(M; \mathcal{L})$ and 12) would cause a contradiction in $[M; \mathcal{L}]$.

(c) That $\Lambda^-$ is r.e. can be seen by adding with $x \in X$ the R-axiom

$\rightarrow \Pi x, \bar{F}_0 \Lambda^- x$

with a refutable formula $F_0$ and the new predicate symbol $\Lambda^-$ to $\Sigma$.

Assume now that $\Lambda^+$ is also r.e., and let $S = [A_S; P_S; B_S]$ be any recursive system which represents $\Lambda^+$ and all predicates of $\Sigma_s$ and which extends $\Sigma_s$ without using equations such that $A_S \supseteq A_\Sigma$ and $P_S \supseteq P_\Sigma; B_S \supseteq B_\Sigma$. Recall that we have chosen the basis R-axioms of $\Sigma$ and $\Sigma_s$ in such a way that the predicates represented in these systems will be unchanged by extending the set of symbols $A_\Sigma$ to $A_S$. We require that $A_S$ is an initial part of $A_M$ in (5.5)(a) and that $P_S$ is an initial part of $P_M$ in (5.5)(b).

Consider the mathematical system $M_0 = [S_0; A_M; P_M; B_S]$ with $S_0 = [A_S; [\ ; [\ ]]]$, and adjoin the single axiom

$\mathcal{A} = \forall x \rightarrow \Lambda^+ x \rightarrow \Pi RBasis _2 x, \bar{\Sigma}_x \neg \Pi x, \bar{F}_0$

to obtain the new system $M_0(\mathcal{A})$. Note that we have supressed the use of the Induction Rule (e) in $M_0$ and $M_0(\mathcal{A})$ due to our choice of $S_0$. Let $\mathcal{L}_0$ be the set of all $A_S$-lists and assume that $[M_0(\mathcal{A}); \mathcal{L}_0]$ is free from contradictions. Due to the construction we can find a basis number $\lambda_0$ generating $[M_0(\mathcal{A}); \mathcal{L}_0]$ such that $\Lambda^+ \lambda_0$ and $\Pi RBasis _2 \lambda_0, \bar{\Sigma}_x$ are both satisfied. Therefore $\neg \Pi \lambda_0, \bar{F}_0 \in \Pi(M_0(\mathcal{A}); \mathcal{L}_0)$ can be inferred from $\mathcal{A}$, which contradicts the part (b) of this Theorem.
We conclude that \([M_0(A); \mathcal{L}_0]\) is contradictory, and due to the Deduction Theorem the formula

\[
\exists x \& \Lambda^+ x \& \Pi R Basis \Sigma x, \overset{\sim}{\Sigma} x, \Pi x, \overset{\sim}{F}_0
\]

is provable in \([M_0; \mathcal{L}_0]\). Since the basis axioms of \([M_0; \mathcal{L}_0]\) consist only on the quantifier free positive horn formulas in \(B_S\), we obtain with a slight modification of Herbrand’s Theorem adapted for use of argument lists that \(\Lambda^+ \mu_0\) and \(\Pi \mu_0, \overset{\sim}{F}_0\) are both \(R\)-derivable in \([S; \mathcal{L}_0]\) and hence in \(S\) for some appropriate \(\mu_0 \in [\alpha]^+\), which is again a contradiction. We conclude that \(\Lambda^+\) is not r.e.

6 Outlook

We have obtained a unified treatment for the generation of languages in recursive systems closely related to formal grammars and for the predicate calculus in combination with a constructive induction principle. Thus we hope that this paper may lead to a discussion and further development of the methods for applications in mathematical logic and computer science.

Complexity results like Theorem (2.10) for certain recursive systems and the characterization of special recursive predicates, for example by using formal grammars, require an own study which may be of interest in computer science.

Special topics of linguistics include the study of a language by using formal grammars and languages, see Chomsky [3], Haegeman & Gueron [13], Meyer [19] and Montague [22, 23]. The use of recursive systems may lead to an alternative approach.

A further study is necessary to investigate additional interesting examples of formal mathematical systems which are consistent as a consequence of Conjecture (5.4) and to look for a constructive proof of this conjecture. Such a study will be related to results given by Gentzen in [9, 10] for the consistency of PA. But it may also lead to some kind of generalized Herbrand Theorem in the mathematical systems which are using the Induction Rule. This generalized Herbrand Theorem should characterize the formulas derivable in a mathematical system \([M; \mathcal{L}]\) satisfying the assumptions of Conjecture (5.4), at least under additional restrictions, for example for a restricted use of the Induction Rule (e). A study of the classical characterization problem due to Herbrand can be found in the textbooks of Shoenfield [29] and in Heijenoort’s collection of original papers [14].
Kirby & Paris [17], Paris [24] and Paris & Harrington [25] have presented examples for simple number-theoretical and combinatorial statements which are true but not provable in PA. These statements do not rely on the encodings of the logical syntax used by Gödel in [11] and [12] for the construction of his famous undecidable formulas, see also Simpson [30], [31] and Simpson & Schütte [28]. The construction of interesting undecidable combinatorial statements for certain mathematical systems besides PA which are consistent as a consequence of Conjecture (5.4) may also be a future task.

References

[1] Bar-Hillel,Y., M. Perles, E. Shamir, “On formal properties of simple phrase structure grammars”, Z. Phonetik. Sprachwiss. Kommunikationsforsch. 14, (1961), 143–172.

[2] Chomsky,N., “Context-free grammars and pushdown storage”, Quarterly Prog. Rept. Nr. 65, MIT Res. Lab. Elect., Cambridge, Mass. (1962), 187–194.

[3] Chomsky,N., “Strukturen der Syntax”, Janua Linguarum, Series Minor, Vol. 182, Mouton & Co. N.V., Publishers, The Hague (1973).

[4] Church,A., “An unsolvable problem of elementary number theory”, American Journal of Mathematics, Vol. 58, (1936), 345–363.

[5] Davis,M., “Hilbert’s tenth problem is unsolvable”, Amer. Math. Mon. Vol. 80, (1973), 233–269.

[6] Evey,J., “Application of pushdown store machines”, Proc. 1963 Fall Joint Computer Conference, AFIPS Press, Montvale, N.J. (1963), 215–227.

[7] Gentzen,G., “Untersuchungen über das logische Schließen I.”, Math. Zeitschr. 39, (1935), 176–210.

[8] Gentzen,G., “Untersuchungen über das logische Schließen II.”, Math. Zeitschr. 39, (1935), 405–443.

[9] Gentzen,G., “Die Widerspruchsfreiheit der reinen Zahlentheorie”, Math. Annalen, 112 (1936), 493–565.

[10] Gentzen,G., “Der erste Widerspruchsfreiheitsbeweis für die klassische Zahlentheorie”, Arch. Math. Log. Vol. 16, (1974), 97–118.
[11] Gödel, K., “Über formal unentscheidbare Sätze der Principia Mathematica und verwandter Systeme I”, Z. Monatshefte Math. Phys. Vol. 38, (1931), 173–198.

[12] Gödel, K., “Collected works”, Oxford Univ. Press, Vol. I (1986), Vol. II (1990), Vol. III (1995).

[13] Haegeman, L., Gueron, J., “English grammar: a generative perspective”, Oxford:Blackwell (1998).

[14] Heijenoort, J., “From Frege to Gödel”, A source book in Mathematical Logic, 1879–1931, Harvard University Press (1967).

[15] Hopcroft, J.E., J.D. Ullman, “Introduction to automata theory, languages and computation”, Addison-Wesley Publishing Company, Inc. (1979).

[16] Jantzen, M., “Confluent string rewriting and congruences”, Springer, Berlin (1988).

[17] Kirby, L., J.B. Paris, “Accessible independence results for Peano arithmetic”, Bull. London Math. Soc. Vol. 14, (1982), 285–293.

[18] Lloyd, J.W., “Foundations of Logic Programming,”, Springer (1987).

[19] Meyer, P.G., et al. “Synchronic English Linguistics,”, Gunter Narr Verlag Tübingen (2002).

[20] Matiyasevič, Yu.V., “Enumerable sets are Diophantine”, Soviet Math. Dokl., Vol. 11, No. 2, (1970), 354–357.

[21] Matiyasevič, Yu.V., “Diophantine representation of recursively enumerable predicates”, Proceedings of the Second Scandinavian Logic Symposium, North-Holland, Amsterdam (1971), 171–177.

[22] Montague, R., “English as a formal language”, Edited by B. Visentini et al., Linguaggi nella società et nella tecnica, Milano (1970).

[23] Montague, R., “The proper treatment of quantification in ordinary English”, Edited by J. Hintikka, J.M.E. Moravcsik, E. Suppes, Approaches to natural language, Dordrecht (1973).

[24] Paris, J.B., “Some independence results for Peano arithmetic”, Jour. Symb. Log. Vol. 43, (1978), 725–731.
[25] Paris, J.B., L. Harrington, “A mathematical incompleteness in Peano arithmetic”, *Handbook of Mathematical Logic* (Ed. J. Barwise). *Amsterdam, Netherlands: North-Holland*, (1977), 1133–1142.

[26] Post, E.L., “Formal reductions of the general combinatorial decision problem”, *American Journal of Mathematics, Vol. 65*, (1943), 197–215.

[27] Post, E.L., “Recursively enumerable sets of positive integers and their decision problems”, *Bulletin of the American Mathematical Society, Vol. 50*, (1944), 284–316.

[28] Schütte, K., S.G.Simpson, “Ein in der reinen Zahlentheorie unbezahlbarer Satz über endliche Folgen von natürlichen Zahlen”, *Arch. Math. Log. Vol. 25*, (1985), 75–89.

[29] Shoenfield, J. “Mathematical logic”, *Addison-Wesley* (1967).

[30] Simpson, S. “Nichtbeweisbarkeit von gewissen kombinatorischen Eigenschaften endlicher Bäume”, *Arch. Math. Log. Vol. 25*, (1985), 45–65.

[31] Simpson, S. “Unprovable theorems and fast growing functions.”, *Logic and Combinatorics, Proceedings of the Amer. Math. Soc.- SIAM Joint Summer Research Conference, Amer. Math. Soc.: Providence* (1987), 359–394.

[32] Smullyan, R.M., “Theory of formal systems”, *Annals of Math. Stud. No. 47*, Princeton Univ. Press (1961).

[33] Thue, A., “Die Lösung eines Spezialfalles eines generellen logischen Problems”, *Selected mathematical papers of Axel Thue*, Oslo (1977), 273–310.

[34] Thue, A., “Probleme über Veränderungen von Zeichenreihen nach gegebene Regeln”, *Selected mathematical papers of Axel Thue*, Oslo (1977), 493–524.

[35] Wise, D.S. “A strong pumping lemma for context-free languages”, *Theoretical Computer Science* 3 : 3, (1976), 456–461.