PSO-Backstepping Design for sharing Active and Reactive Power in grid connected DFIG based wind turbine.
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Abstract: - An optimal backstepping controller is developed for doubly fed induction generator based wind turbine (DFIG). The objective is the control of active and reactive power exchanged between the generator and electrical grid in presence of uncertainty and reduce transient loads. The backstepping controller is coupled with an artificial bee colony aeroturbine algorithm in order to extract the maximum energy. Particle swarm optimization is used to select optimal value of backstepping’s parameters. The simulation is carried out on 2.4 MW DFIG based wind turbine system. The optimized performance of the proposed control technique under uncertainty parameters and transient load is established by simulation results.
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1 Introduction

According to wind Europe [1], the total installed power capacity of wind industry has increased from 6% in 2015 to 18% in 2017. The rapidly growing of wind turbine can be justified by little negative impact on environment. The kinetic energy of wind is harnessed by wind turbines and converted into mechanical energy and finally into electrical energy.

Recently, the optimal generator used for wind system is DFIG [2]. This generator is controlled to fulfill the strict requirement of electrical grid [9], to adequately maintain constant power and frequency, no matter the speed of the wind [3]. However, grid connected DFIG still has significant challenges to resolve, such as grid stability, MPPT and power quality [4]. Hence, integration of new developed control algorithms and high-efficient systems is regarded as a promising way to overcome that challenge.

Control strategy is a key factor for DFIG based wind turbine efficiency enhancement [5]. For several years, great effort has been devoted to the study of turbine control design [6] [7]. A substantial review of this effort is given on [4].

For several years great efforts has been devoted to test the quality control of the power for variable wind turbine system: reference [10] has developed PI controller to control the power of the wind turbine system; the second order sliding has been used to regulate the wind turbine system in accordance with references provided by Maximum Power Point Tracking algorithm in [11]; in reference [12] a controller based on direct-current vector has been used in DFIG to extract the maximum energy and control the reactive power. The adaptive feedback linearization controller has been developed in [13]. A nonlinear predictive controller has been proposed to extract power and transient load reduction by using predictions of the output power to optimize the control of sequence in [5].

In the literature, several theories have been proposed to explain the effectiveness of backstepping control; in [14], a backstepping controller is developed for standalone DFIG to control the stator output voltage and fulfilling the demand energy variations and impact of wind velocity. In [15] the mechanical and electrical parts of the system are controller by rotor currents. In [16] the author’s attention are not focused in regulating the mechanical part, they just apply the control strategies to the generator side converter by combining the feedback form of backstepping with two takagi-suggen fuzzy system. In [17], authors compares PI controller and backstepping approach for controlling independently the extracted active and reactive...
power from the stator of DFIG to electrical grid. In [18], electrical and mechanical parts are controlling by using stator currents as references.

For our knowledge, any paper has taken into consideration the impact of rapid variation of wind and DFIG’s parameter uncertainty on the performance of controller.

The objective of this work is the control of power extracted from the DFIG and injected to the grid taking into consideration the DFIG’s parameters variations and wind speed turbulence which increases control efforts. Generally, the selection of backstepping’s parameters is arbitrarily, in this work, we determine the best parameters of the backstepping controller by using particle swarm optimization (PSO).

In addition, artificial bee colony (ABC) algorithm proposed in [19] is used to maximize the extracted power by adjusting the rotor speed, according to wind speed, without knowledge of system parameters.

2 Wind turbine system modeling:

In this work, the considered system is a large variable speed wind turbine. Its architecture is shown in figure 1 [5]. The most important parts of the system are composed of two components. The mechanical part is composed of a rotor entrained by kinetic energy of wind and a gearbox, which makes the high-speed shaft to the right. The electrical component contains a (DFIG) and converter.

\[ P_t = \frac{1}{2} \pi \rho R^2 V^3 C_p(\beta, \lambda) \]  \hspace{1cm} (1)

With:

- \( \rho \) : the air density [Kg/m\(^3\)]
- \( R \) : the blade length [m]
- \( V \) : The speed of wind [m/s].
- \( C_p \) : the power coefficient
- \( \beta \) : pitch angle.
- \( \lambda \) : tip speed ratio

The relation between \( C_p, \lambda \) and \( \beta \) is defined by [27]:

\[ C_p(\lambda, \beta) = c_1 \left( c_2 \frac{1}{A} - c_3, \beta - c_4 \right) e^{-c_5 A} + c_6 \lambda \] \hspace{1cm} (2)

With: \( c_1=0.5872, c_2=116, c_3=0.4, c_4=5, c_5=21, c_6=0.0085 \). \hspace{1cm} (3)

\[ \frac{1}{A} = \frac{1}{\beta+0.08} - \frac{0.035}{1+\beta^2} \] \hspace{1cm} (4)

The formula of the tip ratio is provided by:

\[ \lambda = \frac{\Omega_t R}{V} \] \hspace{1cm} (3)

Where \( \Omega_t \) is the rotor speed. Furthermore, the mechanical torque on the rotor is calculated by:

\[ T_m = \frac{P_t}{\Omega_t} - \frac{0.5 \pi \rho R^2 V^2 C_p(\beta, \lambda)}{\lambda} \] \hspace{1cm} (4)

The mechanical angular speed and torque on the axis of generator DFIG is given by:

\[ \begin{cases} \Omega_g = M \Omega_t \\ T_g = \frac{T_m}{M} \end{cases} \] \hspace{1cm} (5)

M is the multiplication ratio.
In order to calculate the mechanical angular \( \Omega_g \), we apply the fundamental equation of dynamic:

\[
\begin{align*}
J \dot{\Omega}_g &= T_m - MT_e - f \cdot \Omega_g \\
J &= J_r + M^2 J_g
\end{align*}
\]  

(6)

Where \( J \) is the total rotational inertia, \( M \) is gear ratio of turbine, \( T_e \) is electromagnetic torque. The damping coefficient \( f \) is overlooked because it is lowest than rotational inertia [10].

Therefore, the mathematic equation which model our system is:

\[
J_2 \dot{\Omega}_g = T_m - M T_e \Rightarrow \dot{\Omega}_g = \frac{0.5 \pi \rho R^2 v_{opt} \Omega_g}{M T_e} - \frac{M T_e}{J_f}
\]  

(7)

2.2 Electrical model

The voltages and magnetic equations of the DFIG in dq reference are given by [3]:

\[
\begin{align*}
 u_{ds} &= R_s i_{ds} + \frac{d}{dt} \phi_{ds} - \omega_s \phi_{qs} \\
 u_{qs} &= R_s i_{qs} + \frac{d}{dt} \phi_{qs} - \omega_s \phi_{ds} \\
 u_{dr} &= R_r i_{dr} + \frac{d}{dt} \phi_{dr} - \omega_r \phi_{qr} \\
 u_{qr} &= R_r i_{qr} + \frac{d}{dt} \phi_{qs} - \omega_r \phi_{dr}
\end{align*}
\]  

(8)

With: \( \omega_r = \omega_s - P \Omega_g \)  

(9)

\[
\begin{align*}
\phi_{ds} &= L_s i_{ds} + M_i i_{dr} \\
\phi_{qs} &= L_s i_{qs} + M_i i_{qr} \\
\phi_{dr} &= L_r i_{dr} + M_i i_{ds} \\
\phi_{qr} &= L_r i_{qr} + M_i i_{qs}
\end{align*}
\]  

(10)

And:

\[
\begin{align*}
L_s &= L_s - M_s \\
L_r &= L_r - M_r \\
L_s, L_r : & \text{ rotor and stator cyclic inductances} \\
M_s, M_r : & \text{ Mutual inductances;} \\
M &= \text{Max}(M_s, M_r)
\end{align*}
\]

The electromagnetic torque and power equations at the stator are expressed by [4]:

\[
\begin{align*}
T_e &= \frac{3}{2} p^* (\phi_{qr} i_{ds} - \phi_{ds} i_{qs}) \\
P_{stator} &= \frac{3}{2} (u_{ds} i_{ds} + u_{qs} i_{qs}) \\
Q_{stator} &= \frac{3}{2} (u_{qs} i_{ds} - u_{ds} i_{qs})
\end{align*}
\]  

(12)

3 Power capture optimization:

The evolution of the power extracted from a wind turbine according to the speed of the wind is presented in the figure 2.

Figure 2: wind power depending on the wind speed

As shown in figure 2, the system is designed to operate with a specific interval of wind speed. The limit of the range are known as the lower speed \( V_{cut} \) and top speed \( V_{cut} \) (typically around 9 to 15 m/s [26]). In this interval, the controller must optimize the power extracted.

This extracted power is usually dependent on the value of \( C_p \), which must be set at its optimum
value $C_{p_{opt}}$. Therefore, $\beta$ and $\lambda$ must be optimal.

$$\lambda = \lambda_{opt} \quad ; \quad \beta = \beta_{opt}$$ \hspace{1cm} (13)

In order to fix an optimal tip speed ratio, the rotational speed $\omega_t$ of the rotor must follow the optimal value $\omega_{opt}$ value:

$$\omega_{opt} = \frac{\lambda_{opt}}{R} \cdot v$$ \hspace{1cm} (14)

Most of the previous studies have not consider wind speed turbulence which increases control efforts. In this paper, a compromise between power capture efficiently and load reduction is obtained by a suitable selection of the controller bandwidth.

### 4 Power control approach

The principal objective of the proposed control is capturing the maximum power of the incident energy of the system by adjusting the rotational speed, and control the active and reactive power of the system with large inertia exchanged between (DFIG) and the grid in presence of parameter’s uncertainty such as resistance, inductance and tip speed ratio variations.

#### 4.1 Maximum power point tracking (MPPT):

The MPPT algorithm is employed on region between $V_{cut}$ and $V_{cout}$ to capture maximum power point (MPP) for all wind speeds.

In the literature, several MPPT algorithms have been discussed so far [2]. These methods are effective for wind turbine with low inertia. But, for high inertia, it takes more time and don’t offer effective results.

According to equation 1, whatever the wind speed, the maximum power extracted is obtained when power coefficient is optimum [3] (figure 3).

![Figure 3: Power coefficient for a specific wind turbine](image)

In this paper, a novel solution to MPPT based on ABC algorithm [17] under variable wind speeds. Only one other study [3], to our knowledge, has come up with ABC based MPPT but without taking into account wind speed turbulence.

The ABC algorithm includes three main groups: employed, onlooker and scouts. Each group has a well-defined role [9].

The process of the ABC algorithm is established in [9].

In this paper, with Artificial Bee colony (ABC), we determine the reference value of rotor speed that should be applied to extract the maximum power.

To concretize the control of Artificial Bee Colony based MPPT, each solution is defined as the rotational speed and the output power of system as the nectar amount.

The initial rotor speed will become:

$$\Omega_i = \Omega_{min} + \text{rand}(0,1) \ast (\Omega_{max} - \Omega_{min})$$ \hspace{1cm} (18)

New solution: new-$\Omega_i = \Omega_i + \phi_i (\Omega_i - \Omega_k)$ \hspace{1cm} (19)

The fitness of each candidate is assessed by its generated output active power:

$$P_f = \frac{P_{mi}}{\sum_i^n P_i}$$ \hspace{1cm} (20)

The detail of the ABC algorithm used in this paper to determine the optimal speed is below:

- Insert the maximum cycle and number of initial candidate.
- Generate randomly the rotor speed (employed bees).
- Calculate the power of each rotor speed.
- Repeat:
  - Modify the rotor speed according to (18).
  - Evaluate the power of the new solution.
  - Apply the greedy selection for each rotor speed.
  - Evaluate the probability according to (20).
  - fix the onlooker bees basing on the probability and edit each candidate (18)
  - Apply the greedy selection for each onlooker bees.
  - Fix the scouts bees and replace it by (18).
- Memorize the optimal solution
- Increment the cycle until Maximum cycle MCN.

#### 4.2 Electrical part:
According to (8), the nonlinearity of the generator’s model is due to the coupling between the rotor speed and the currents. We annul the direct axis current $i_d$ in order to align flux $\psi_s$ in d-axis [10]. We obtain:

$$\phi_{sd} = \psi_s \ , \ \phi_{sq} = 0$$  (21)

Therefore from (10), we obtain:

$$i_{ds} = -\frac{M}{L_s} i_{dr} + \frac{\psi_{sd}}{L_s}$$  (22)
$$i_{qs} = -\frac{M}{L_s} i_{qr}$$  (23)

In addition, we notice that stator is connected to a stable grid, stator resistive is neglected.

Therefore the stator equation are reduced to:

$$u_{ds} = R_s i_{ds}$$
$$u_{qs} = R_s i_{qs} - \omega_s \psi_{ds}$$  (24)

Therefore, the stator powers can be expressed [5]:

$$P_s = -\frac{3M}{2L_s} V_{sq} I_{rq}$$  (25)
$$Q_s = -\frac{3M}{2L_s} V_{sq} I_{rd} + \frac{3}{2L_s \omega_s} V_{sq}^2$$  (26)

The double fed induction generator is controlled by rotor voltage. Therefore we should set the relation between currents and voltages of rotor circuit:

$$V_{rd} = R_r I_{rd} + \sigma L_r I_{rd} - \omega_r \sigma L_r I_{rq}$$  (27)
$$V_{rq} = R_r I_{rq} + \sigma L_r I_{rq} + \omega_r \sigma L_r I_{rd} + \omega_r \frac{L_m V_{sq}}{L_s \omega_s}$$

Where $\sigma = \frac{L_r L_r - M^2}{L_r L_s}$

The faults in DFIG are dominated by stator and rotor winding insulation faults, short circuits in stator circuit, variable resistance faults, cracked rotor end rings ...

Equations. (7) and (27) end up:

$$\dot{\Omega}_g = \frac{0.5 \rho R^5 C_{p_{\text{max}}}}{f G^2 \lambda_{\text{opt}}} \Omega_g^2 - \frac{M T_e}{f G^2} + \frac{0.5 \rho R^5}{f G^2} \frac{\Delta C_p}{\lambda_{\text{opt}}} + \frac{3 C_{p_{\text{d}}} \Delta \lambda}{f \lambda_{\text{opt}}} \Omega_g^2$$  (28)

**Application of Backstepping controller in Double Fed Induction Generator:**

The nonlinear Backstepping approach is a method that can efficiently linearize a complex nonlinear system in the presence of parameter’s uncertainties. The essence of this method consists the decomposing of the system into many subsystems,
design the Lyapunov function and virtual function for each subsystem. Therefore, it uses an error variable that can be stabilized by choosing the optimized control based on the study of lyapunov stability.

Taking into account that the variation of parameters $\Delta R_2, \Delta L_2, \Delta L_r, \Delta M, \Delta C_p$ and $\Delta \lambda$ are finite. Therefore, the function $\Delta 1, \Delta 2$ and $\Delta 3$ are bounded:

$$|\Delta 1| \leq \rho_1; \quad |\Delta 2| \leq \rho_2; \quad |\Delta 3| \leq \rho_3$$

**Step1:**

In order to force the generator angular speed at the desired reference $\Omega_g^{\text{ref}}$, we define the positive Lyapunov function:

$$V(t) = 0.5e_{\Omega}^2$$

The error tracking is defined as:

$$e_{\Omega} = \Omega - \Omega_g^{\text{ref}}$$

The derivative of this function is:

$$\dot{V}(t) = e_{\Omega} \dot{e}_{\Omega} = e_{\Omega} \left( \frac{0.5 \pi \rho R^2 C_p \max}{g^3 \lambda_{opt}} - \Omega_g^2 - \frac{MTe}{J} + \Delta 1 - \Omega_g^{\text{ref}} \right)$$

(32)

In order to guarantee $\Omega_g$ tracks $\Omega_g^{\text{ref}}$, the derivative must be always negative. Therefore, $\dot{V}(t)$ must be chosen as:

$$\dot{V}(t) = e_{\Omega} \left( \frac{0.5 \pi \rho R^2 C_p \max}{g^3 \lambda_{opt}} - \Omega_g^2 - \frac{MTe}{J} + \Delta 1 - \Omega_g^{\text{ref}} + JK_1 e_{\Omega} + ye_{\Omega} \text{sgn}(e_{\Omega}) \right)$$

(33)

With $y_1 \geq \rho_1$

$K_1$ is the feedback gain.

This choice makes $\dot{V}(t)$ negative.

After calculation of electromagnetic torque, the quadrature rotor current reference are:

$$I_r^{\text{ref}} = \frac{L_s}{PM\phi_2} \left( \frac{0.5 \pi \rho R^2 C_p \max}{g^3 \lambda_{opt}} - \Omega_g^2 - \Omega_g^{\text{ref}} \right)$$

(34)

To maintain a unit power factor, the reactive power should be fixed at zero: $Q_s = 0$

From (19), we obtain: $I_{rd}^{\text{ref}} = \frac{V_s}{M\omega_s}$ (35)

**Step2:**

The calculation of rotor voltage is primary to force the currents follow $I_{rq}^{\text{ref}}$ and $I_{rd}^{\text{ref}}$.

The Lyapunov function is:

$$V = 0.5e_{\Omega}^2 + 0.5e_{rd}^2 + 0.5e_{rq}^2$$

(36)

Where

$$e_{rd} = I_{rd} - I_{rd}^{\text{ref}}$$

$$e_{rq} = I_{rq} - I_{rq}^{\text{ref}}$$

The derivative of Lyapunov function is:

$$\dot{V} = \dot{e}_{\Omega} e_{\Omega} + e_{\Omega} \dot{e}_{\Omega}$$

$$\dot{V} = e_{\Omega} \left( \frac{0.5 \pi \rho R^2 C_p \max}{g^3 \lambda_{opt}} - \Omega_g^2 - \Omega_g^{\text{ref}} \right) + \frac{R_{rd} I_{rd}}{L_s} e_{rd} + \left( \frac{R_{rq}}{L_s} - \omega_s L_r \right) e_{rq} + \frac{1}{\sigma L_s} v_{rd} + \frac{1}{\sigma L_s} v_{rq} + 0.5\rho_3$$

(38)

By taking the following control $V_{rd}$ and $V_{rq}$:

$$V_{rd} = \sigma L_r [-K_2 e_{rd} - y_2 \text{sign}(e_{rd}) + \frac{R_{rd} I_{rd}}{L_s} - \left( \omega_s - P \Omega_g \right) I_{rq}^{\text{ref}} + I_{rd}^{\text{ref}}]$$

$$V_{rq} = \sigma L_r [-K_2 e_{rq} - y_3 \text{sign}(e_{rq}) + \frac{R_{rq} I_{rq}}{L_s} + \left( \omega_s - P \Omega_g \right) I_{rd}^{\text{ref}} + \left( \omega_s - P \Omega_g \right) I_{rq}^{\text{ref}} + \left( \omega_s - P \Omega_g \right) M v_{rq}]$$

(39)

With $K_2$ and $K_3$ are feedback gain. We obtain

$$\dot{V} \leq K_1 e_{\Omega}^2 (y_1 - \rho_1) ||e_{\Omega}|| - K_2 e_{rd}^2 - K_3 e_{rq}^2 - y_2 ||e_{rd}|| - y_3 ||e_{rq}|| + ||e_{rd}|| \Delta_2 + ||e_{rq}|| \Delta_3$$

Which implies that our system is asymptotically stable.

The choice of $K_1, K_2$ and $K_3$ is heuristic, for these we propose the PSO method these parameters.

**5. Result and Simulation:**

The simulation is realized in MATLAB/Simulink with the parameters of a 2.4MW machine. In order
to verify asymptotic stability of our controller and show its performance, we implemented the system that includes wind turbine, (DFIG) and converter.

The simulation has been realized for a wind speed from 9 m/s to 15 m/s as shown in Figure 5. Table 1 shows the parameters of the DFIG based wind turbine.

The author’s attention was focused not only on transient state but also on steady state analysis with the most representative magnitude of the DFIG in order to demonstrate the effectiveness and the merit of our controller.

From figure 4, it can be seen that the input of the generator (Electromagnetic torque Tem) in function of the rotational speed is negative, therefore the machine is operated as generator.

The maximum mechanical power is 2.4Mw and we have also calculated active power at the stator and rotor with maximum power of the stator is 2MW and for the rotor is 0.4 MW;

The stator voltage is directly connected to the grid therefore it always constant.

For the rotor voltage depends on the speed with 1450 (rpm) is the synchronous speed.

Once we have the steady state analysis, we can check it in our system controlled by backstepping controller.

In this paper, PSO is used to select efficient parameters of controller in order to converge rapidly to the optimal functioning.

PSO algorithm introduced by Kennedy and Eberhart in 1995 [13], is inspired by social behavior of bird flocking or fish schooling, characterized as a simple structure, easy to implement, computationally efficient and quick convergence than other genetic methods such as genetic algorithms "GAs"[4].

PSO algorithms use particles which represent potential solutions of the problem. It is first initialized with a group of random particles. In each iteration, every solution is modified at a certain velocity by following two best solutions (fitness). The personal best $P_{best}$ which is the best value achieved by each solution and the global best $g_{best}$ is the best value of all particles.

The position $X_i$ and the velocity $Y_i$ of each particle of the population are defined as the following two equations:

$$Y_{i+1} = \omega Y_i + c_1 r_1(P_{best} - X_i) + c_2 r_2(g_{best} - X_i)$$

$$X_{i+1} = Y_{i+1} + X_i$$
Where $Y_i$ the velocity of the particle is, $X_i$ is the solution. $r_1$ and $r_2$ are random numbers. $c_1$ and $c_2$ are usually between 1.5 and 2.5 and finally $\omega$ is the inertia factor.

The PSO algorithm used in this paper consists of the following steps:

1. population of particles is generated with random position and velocities (parameters $k_1, k_2, k_3$) (population size 50).
2. The fitness of each candidate solution is generated (objective function).
3. select the $P_{best}$ and $g_{best}$.
4. First iteration.
5. Velocity updating: the velocities of all particles are edited according to equation of $Y_{i+1}$
6. Position updating: the position of all particles are updated according to the equation () $X_i$
7. Evaluate the fitness of each new individual.
8. Compare the new individual with $P_{best}$ and $g_{best}$.
9. Go back to step 4 until final iteration (maximum of iterations is 15).
10. Finally, the optimal position will be the solution of optimization problem.

In order to converge rapidly to the best solution, we minimize a certain criterion such as the mean square error can be calculated by the following equation:

$$\text{Mean square error} = \frac{1}{NT} \sum_{i=1}^{N} e_i^2 + e_{rd}^2 + e_{rq}^2$$

$N$ is the total number of samples,
$T$: the sampling number of time.

### Table 1: The parameters of the system

| Parameters          | Numerical value | Parameters          | Numerical value |
|---------------------|-----------------|---------------------|-----------------|
| $L_r$               | 0.0026 H        | Multiplication ratio | 100             |
| $R_r$               | 0.0029 $\Omega$ | $\rho$              | 1.225 $\text{Kg/m}^3$ |
| $L_s$               | 0.0026 H        | Blade length (R)    | 42              |
| $R_s$               | 0.0021 $\Omega$ | Number of pairs poles (p) | 2              |

The determination of speed reference, which track the speed of the wind, is given by Artificial Bee colony algorithm and then used by backstepping controller to regulate the speed of DFIG. The schematic of our control strategy is given in figure 7.
To verify the robustness of this proposed controller, PSO-Backstepping is compared with arbitrary backstepping controller which is implemented on recent works [21-25].

The simulation results obtained without parameter variation in figure 5 show that angular speed and active power converges quickly to their references values with optimal reactive power (Q=0VAR).

In figure 6, we observe that our proposed controller converges quickly towards the optimal trajectory and this is due to the good selection of the parameters by the PSO algorithm whatever the variation of the wind ($K_1$, $K_2$ and $K_3$).

In order to evaluate the robustness of the our controller with presence of uncertainty, we have considered $\Delta L_r=\Delta L_s = \Delta M=5\%$, $\Delta R_p=90\%$, $\Delta C_p=6\%$ and $\Delta \lambda=5\%$.

It can be seen in figure 8 that the robustness of our proposed controller does not affected by the variation of DFIG’s parameters. Also the particle swarm optimization selects the best value of parameters for tracking rapidly the best trajectory.

![Simulation with parameters variation](image)

**Figure 8: simulation with parameters variation**

### 6. Conclusion

From the outcome of our investigation, it is possible to conclude that the backstepping controller with particle swarm optimization can solve the challenge of controlling the power extracted in presence of DFIG’s parameters uncertainties which is due to technical problem in the generator. The ABC algorithm is applied to select the reference of rotational speed of wind turbine whatever the wind in order to extract the maximum power in real time. The robustness of the controller is demonstrated by simulation results.
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