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Abstract. Most state-of-the-art localization algorithms rely on robust relative pose estimation and geometry verification to obtain moving object agnostic camera poses in complex indoor environments. However, this approach is prone to mistakes if a scene contains repetitive structures, e.g., desks, tables, boxes, or moving people. We show that the movable objects incorporate non-negligible localization error and present a new straightforward method to predict the six-degree-of-freedom (6DoF) pose more robustly. We equipped the localization pipeline InLoc with real-time instance segmentation network YOLACT++. The masks of dynamic objects are employed in the relative pose estimation step and in the final sorting of camera pose proposal. At first, we filter out the matches laying on masks of the dynamic objects. Second, we skip the comparison of query and synthetic images on the area related to the moving object. This procedure leads to a more robust localization. Lastly, we describe and improve the mistakes caused by gradient-based comparison between synthetic and query images and publish a new pipeline for simulation of environments with movable objects from the Matterport scans. All the codes are available on github.com/dubenma/D-InLocpp.
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1 Introduction

Accurate camera pose is required for many applications, such as self-driving cars [11], navigation of mobile robots [13], or augmented reality [57]. The global navigation satellite systems (GNSS) provide camera position within 4.9m for GPS [47] and 4m for Galileo [7] while camera rotation remains unknown. The accuracy of localization from Wi-Fi [37], or Bluetooth [33], based on the signal strength varies a lot depending on the number and distance from signal broadcasters. Moreover, these methods provide the camera position only. The inertial measurement unit (IMU) allows camera pose tracking but cannot be employed for 6DoF localization. The last and most popular approach is visual localization,
Visual localization [51, 43, 22] is a challenging task since even small changes in camera pose lead to significant 3D mapping or navigation errors. In addition, the indoor environment is often repetitive [55]. Moreover, many plain walls, windows, or mirrors do not provide helpful information for localization. Another challenge is that the environment is only rarely static and often contains a lot of movable objects.

The main goal of this paper is to improve the visual localization so that it becomes more robust in dynamic environments, i.e., environments with moving objects. The motivation for this step is that moving objects often lead to significant changes in the scene, which make the localization algorithm work inaccurately. Also, dynamic environments are more common in the real world, making this improvement even more critical. We demonstrate a new method by improving the state-of-the-art localization pipeline InLoc [51].

2 Related Work

The recently published localization pipelines show remarkable performance in indoor spaces and urban environments [22, 43, 45]. The recent state-of-the-art algorithms follow a common scheme:

- **Image retrieval** step describes query image by feature vector and finds the most similar images in the database [8, 38, 39, 21].
- **Relative pose** step finds local correspondences [31, 17, 18, 40, 49, 27] between the query image and the $k$ most similar images selected in the image retrieval step. Furthermore, the correspondences are verified by a robust model estimator [58, 50, 15], [16, 11, 12, 53, 44] using a suitable relative pose solver [20, 24, 25].
- **Absolute pose** step constructs 2D-3D correspondences from 2D-2D correspondences found in previous step. The correspondences are calculated for $t$ database images with the most inliers. Further, an absolute pose solver [28] in a robust model estimator provides a camera pose proposals.
- **Pose correction** step optimizes [22, 29, 56] the camera pose proposals.
- **Pose selection** step evaluates the camera pose proposals by photometric consistency and selects the most fitting candidate [6, 30].

The last two steps are not included in run-time methods, e.g., [43]. Recently published localization algorithms focus on improving specific modules while the general scheme remains the same.

The images are usually described by NetVLAD [8] but several extensions, e.g., GeM [38], AP-GeM [39] and i-GeM [21] were published. Relative pose estimation has experienced the largest evolution in recent years [23].

Key point detectors evolved from handcrafted, e.g., SIFT [31], to the learned ones, e.g., SuperPoint [17], D2-Net [18], R2D2 [40], LoFTR [49] or a Key.Net [27] paired with HardNet or SOSNet descriptors. The matching can start by Context
Networks (CNe) to pre-filter the outliers followed by RANSAC based (Lo-RANSAC, DEGNSAC, GC-RANSAC, MAGSASC++, or Deep-MAGSAC) or neural-network based (e.g., SuperGlue) matches verifier. There are also the end-to-end detectors + matchers, e.g., Sparse-NCNet or Patch2Pix. Moreover, a list of relative pose solvers employed in the scope of RANSAC-based algorithm, e.g., H4P, E5P, F7P or F10e, is available. Each combination of listed relative pose algorithms lead to different camera pose accuracy and robustness. The most common among learned key-point detectors is the SuperPoint and the matching algorithm is the SuperGlue. As far as we know, the latest approaches for detection and matching of keypoints were not published in a localization pipeline yet.

The absolute pose step estimates the camera pose by robust model estimator (usually the Lo-RANSAC). The constraints on a camera define the minimal solver used, e.g., P3P, P4Pf or PnP.

The pose correction step optimizes previously estimated camera poses. The optimization requires additional time to run and improves the results mainly in sparsely mapped indoor environments with texture-less areas, e.g., in the InLoc dataset. Therefore, it is employed mainly for offline indoor localization. The Pixel-Perfect-SfM adjusts keypoints by featuremetric refinement followed by the featuremetric Bundle Adjustment (BA). The PCLoc generates "artificial images" close to the camera pose proposal composed of re-projected feature points. Further, the relative and absolute pose step runs again to calculate camera pose from generated artificial image. As far as we know, the combination of both mentioned methods was not published yet.

The last step of this standard scheme is the photometric verification of the camera pose proposals. The online algorithms, e.g., the Hierarchical Localization, do select the camera pose with the most inliers after the absolute pose estimation step. The photometric verification requires a 3D model of the environment and appears beneficial in indoor spaces. The idea is to render synthetic images for the t camera pose proposals and compare them by pixel-wise patch descriptors, e.g., DenseRootSIFT, with the query image. The rendering can be done either by standard software as Pyrender (implemented on InLoc), or Neural Rerendering in the Wild, or the NeRF in the Wild to obtain realistically looking synthetic images. As far as we know, the NeRF-based approaches were not published in a localization pipeline yet.

As mentioned in the previous paragraph, the map format plays an important role. The photometric verification cannot run if the 3D model of the environment is unknown. The paper Torii et al. shows that more database images in the map lead to more accurate and robust localization. In the case of dynamic environment, the map can be composed by.

The last direction of the research focuses on localization from a sequence of images. Having a set of pictures with known poses in the local coordinate system and the 2D-3D correspondences, we can utilize the generalized absolute pose solver, e.g., gp3p or gp4ps, to get the global pose of the sequence of images. The 2D keypoints are converted to 3D rays and aligned with 3D points from the
map by Euclidean transformation. This approach was published in Stenborg et al. [48].

Generally, there exists a number of extensions [23, 33, 25, 34, 29] that can be used to improve individual modules of the state-of-the-art localization [19]. However, we would like to avoid mechanical replacement of particular methods and open new unexplored yet important topics. As far as we know, the scenes with movable objects were not addressed in detail yet. Our contributions are:

– the evaluation of localization accuracy in the environment with movable objects
– implementation of D-InLoc++ that is robust against the mismatches caused by movable objects
– new approach to comparing the synthetic and query images
– automated pipeline for testing the localization w.r.t. movable objects

The rest of the paper is organized as follows. The following section describes the moving object filtering during the localization process. Further on, we show the challenges related to the usage of DenseRootSIFT and propose a new solution for comparing synthetic and query images. The fifth section describes a new pipeline for generating synthetic datasets with movable objects. The last section evaluates dynamic object filtering on the published datasets.

3 Dynamic Object Filtering

We propose a simple yet effective approach to dealing with movable objects. The pseudocode of the algorithm is shown in Algorithm 1. Let us assume that we have a static map realized as in the InLoc dataset [51]. The map consists of $N$ RGB-D images $\mathcal{I} = \{I_1, \ldots, I_N\}$ with known camera poses $\mathcal{P}_i = \{R_i, t_i\}$, i.e., the rotation $R_i \in \mathbb{R}^{3\times3}$ and translation $t_i \in \mathbb{R}^3$. Without loss of generality, we assume no radial distortion and images are captured by the same camera. The camera intrinsic parameters are the focal length $f \in \mathbb{R}$ and principal point $p \in \mathbb{R}^2$. The depth images in the map are converted into mesh $\mathcal{M}_I$ by the Truncated Signed Distance Function (TSDF) algorithm. The set of $M$ query images is denoted by $\mathcal{Q} = \{Q_1, \ldots, Q_M\}$. If the same camera does not capture the query images and the database images in the map, the resolution is adjusted in advance. Let us assume that the query images $\mathcal{Q}$ already match the resolution of images $\mathcal{I}$ in the database.

At first we add a preprocessing step, i.e., we extend the map with the correspondences between the pairs of database images. The database images are described by feature vectors (e.g., by NetVLAD) and keypoints (e.g., by SuperPoint). For the top $k$ closest database images (computed as dot product between feature vectors) are found tentative matches (e.g., by SuperGlue). Next, we verify the tentative matches by relative pose constrains extracted from known camera poses.
Algorithm 1 The pseudo-code of D-InLoc++

1: Inputs: set of query images \( Q \); map: RGB-D images \( T \) and camera poses \( P_T \); epipolar error threshold \( T \), min. mask size \( \gamma \), moving object criterion threshold \( \delta \)

2: Outputs: camera poses \( P_Q \) for query images \( Q \);

3:
4: Pre-process the map (offline):
5: \( M_T \leftarrow \text{TSDF}(T, P_T) \);
6: Keypoints \( u^{(T)} \), Visibility ids set \( Y_T \), Points \( X_T \leftarrow \text{sparse_reconstruction}(T, P_T) \)
7: Masks \( S_T, D_T, U_T \leftarrow \text{instance_segmentation}(T) \)
8: Masks \( S_T, U_T \leftarrow \text{reassign_small_masks}(\gamma, S_T, U_T) \)
9:
10: Localize query images (online):
11: \( P_Q \leftarrow [] \)
12: for each \( Q_j \in Q \) do
13: \( \text{Masks } S_{Q_j}, D_{Q_j}, U_{Q_j} \leftarrow \text{instance_segmentation}(Q_j) \)
14: \( \text{Masks } S_{Q_j}, U_{Q_j} \leftarrow \text{reassign_small_masks}(\gamma, S_{Q_j}, U_{Q_j}) \)
15: \( u^{(Q_j)} \leftarrow \text{compute_keypoints}(Q_j) \)
16: \( \{T_1, \ldots , T_k\} \in T \leftarrow \text{find_closest_images}(k, Q_j, T) \)
17: \( P_{Q_j} \leftarrow [] \)
18: \( L_{Q_j} \leftarrow [] \)
19: for each \( T \in \{T_1, \ldots , T_k\} \) do
20: \( Y_{Q_j, T} \leftarrow \text{find_correspondences_2D3D}(\text{compute_matches}(u^{(Q_j)}, u^{(T)}, D_{(T_i)}), D_{(Q_j)}), Y_T) \)
21: \( \beta_T \leftarrow \text{calculate_moving_object_criteria}(Y_{Q_j, T} \cup Y_T, u^{(Q_j)}, U_T) \)
22: \( \beta_{Q_j} \leftarrow \text{calculate_moving_object_criteria}(Y_{Q_j, T} \cup Y_T, u^{(Q_j)}, U_{Q_j}) \)
23: \( S_{T}, D_{T} \leftarrow \text{reassign_unknown_masks}(S_{T}, D_{T}, U_T, (\beta_T < \delta)) \)
24: \( S_{Q_j}, D_{Q_j} \leftarrow \text{reassign_unknown_masks}(S_{Q_j}, D_{Q_j}, U_{Q_j}, (\beta_{Q_j} < \delta)) \)
25: \( Y_{Q_j, T} \leftarrow \text{filter_moving_objects_matches}(Y_{Q_j, T}, D_{T}, D_{Q_j}) \)
26: \( P_{Q_j, T}, Y_{Q_j, T}^{+} \leftarrow \text{estimate_absolute_pose}(u^{(T)} \cup u^{(Q_j)}), X_T, Y_{Q_j, T}^{+}) \)
27: \( L_{Q_j} \leftarrow [L_{Q_j}, \text{count_number_of_inliers}(Y_{Q_j, T}^{+})] \)
28: \( P_{Q_j} \leftarrow [P_{Q_j}, P_{Q_j, T}] \)
29: end for
30: \( P_Q \leftarrow \text{sort_poses_descending}(L_{Q_j}, P_{Q_j}) \)
31: \( L_{Q_j} \leftarrow [] \)
32: for each \( p \in \{1, \ldots , l\} \) do
33: \( Q_{j,p} \leftarrow \text{render_image}(P_{Q,j,p}, M_T) \)
34: \( L_{Q_j} \leftarrow [L_{Q_j}, \text{compare_synch_and_query_image}(Q_{j,p}, Q_j)] \)
35: end for
36: \( P_{Q_j} \leftarrow \text{sort_posesascending}(L_{Q_j}, P_{Q_j}) \)
37: \( P_Q \leftarrow [P_Q, P_{Q_j, 1}] \)
38: end for
39: return \( P_Q \).
Let us define the calibration matrix $K$ and camera center $C_i$ as
\[
K = \begin{bmatrix} f & 0 & p_1 \\ 0 & f & p_2 \\ 0 & 0 & 1 \end{bmatrix} \quad \text{and} \quad C_i = -R_i^T t.
\]

(1)

We assume the Fundamental matrix $F$ to equal
\[
F = K^{-T} R_2 [C_2 - C_1] \times R_1^T K^{-1},
\]

(2)

and epipolar constrains for keypoint $\begin{bmatrix} u_1^{(i)} \\ u_2^{(i)} \end{bmatrix}^T$ in the $i$-th and $\begin{bmatrix} u_1^{(j)} \\ u_2^{(j)} \end{bmatrix}^T$ in the $j$-th image:
\[
\begin{bmatrix} u_1^{(i)} \\ u_2^{(i)} \\ 1 \end{bmatrix} F \begin{bmatrix} u_1^{(j)} \\ u_2^{(j)} \\ 1 \end{bmatrix} < \mathcal{T}.
\]

(3)

The value $\mathcal{T}$ represents the threshold. If the equation 3 holds, the correspondence $\{u^{(i)}, u^{(j)}\}$ is assumed to be correct (i.e., inlier) and stored in the map. All keypoints detected on database images are called $u^{(T)}$. The map is further extended with points $X_j$ and the index set $(i, j) \in \mathcal{Y}_I$ storing the information that $j$-th point $X_j \in \mathbb{R}^3$ is visible in $i$-th image $I_i$. This step is done by the function sparse reconstruction($I, P_I$) on line 6 in the pseudocode of Algorithm 1.

Further, in the case of moving objects in the map, we run the instance segmentation on database images $I$ to have the object masks in advance. This method separates the background from possibly movable instances of the objects. We assume three classes of objects, the static one $C_S$, dynamic (moving) one $C_D$ and movable (unknown) $C_U$. Related masks in the image $i$ are called $S_i$, $D_i$, and $U_i$. The background is an example of static class $C_S$. People and cars are an example of $C_D$ and the rest of objects where we cannot decide in advance is in $C_U$.

The online localization process starts with segmentation of the images $Q$ by a real-time instance segmentation (e.g., the YOLACT++). We assume the same classes for the objects as for the database images. The masks for single query image $Q_j$ are called $S_{Q_j}$ for static, $D_{Q_j}$ for dynamic, and $U_{Q_j}$ for movable objects. The image retrieval module extracts the feature vectors and finds the $k$ most similar images $\{T_1, \ldots, T_k\}$ in the database, function find closest images($k, Q_j, I$). Next, the algorithm calculates keypoints $u^{(Q_j)}$, matches, and 2D-3D correspondences $\mathcal{Y}_{Q_j, T}$ between $Q_j$ and the database image $T$. All the keypoints laying inside $D_T$ and $D_{Q_j}$ masks are not assumed for computation of matches. Next, we propose a simple criterion to decide which image areas out of $U_T$ and $U_{Q_j}$ will be utilised further. At first, we check the instance segmentation masks and all that are small enough, i.e., smaller than $\gamma$, are reassigned to $S_T$ or $S_{Q_j}$. For the rest of object masks in $U_T$ and $U_{Q_j}$ we calculate
\[
\beta_{T_s} = g(w_{T_s}) - \text{num_px}(w_{T_s})
\]

(4)
where \( g \) gives the number of observations with tracks of length \( \geq 3 \) and a correspondence in \( Q_j \) that are laying in \( s \)-th object mask \( u_T \in U_T \). The vector for all the masks is called \( \beta_T \) for \( T \) image and \( \beta_{Q_j} \) for \( Q_j \) image. In other words, we count the number of observations that have our query image in the track, and the track has a length larger than three, i.e., the point in 3D is visible in more than two views. Such tracks should appear if the object is static. Large masks should contain more tracks fulfilling this condition. The \( \text{num}_\text{px} \) function counts the number of pixels in some object mask, e.g., \( u_T \). All the object masks with \( \beta_T > \delta \) are reassigned to \( S_T \) and \( \beta_{Q_j} > \delta \) to \( S_{Q_j} \). Remaining masks are reassigned to \( D_T \) or \( D_{Q_j} \). This step creates masks \( S_T \), \( S_{Q_j} \) for each pair of query-database images. Only the keypoints and matches found in \( S_T \), \( S_{Q_j} \) are utilised in the next absolute pose estimation module.

Further, the algorithm follows the standard localization scheme, see Section 2. The absolute pose module estimates the camera pose in the global coordinate system. The pose correction module is skipped in our reference algorithm InLoc [51], and we do not assume it either. The last module of this scheme is related to pose selection out of the proposals, and we discuss it in the following section.

4 Image Selection Step

This step of the localization process selects the most appropriate pose among all the proposals and, therefore, directly influences the results of the rest of the pipeline. The standard approach to comparing the synthetic and real images starts with applying a path descriptor (e.g., the DenseRootSIFT) to all the patches in both images. This provides a feature vector that describes the surrounding area of each pixel. Then a median of the norms of related feature vector differences is taken. Smaller values indicate greater similarity. This approach is used in many algorithms, such as [51],22, for photometric comparison of a pair of images.

However, this approach leads to several issues, as can be seen in Figure 1. The first issue is that the gradient-based comparison of images does not take...
into account the colors. For example, the flat white walls have almost zero error w.r.t. the background of the synthetic image. This is caused by lack of gradient on both areas. If the indoor space consists of textureless corridors or rooms, the poses looking outside the mapped area have a small error and may be selected.

Second, this approach does not consider movable objects and assumes the same weight for all the pixels. An example of such objects can be people, chairs, doors, and other equipment that is usually not static w.r.t. the walls, pillars, etc.

Because the starting position for the image selection step is several images, for which similarity is to be pair-wisely compared, the first considered approach was to use some already published learnable methods for relative pose estimation. Various approaches also utilizing convolutional neural networks (CNN) for this task were examined in [46]. Remarkable results regarding this issue were achieved in [14]. However, in our case, we found it too narrowly focused on pose estimation. So for our task, we opted for a more general approach similar to the one adopted in [35]. Therefore, the foundation of our method is a CNN used as an image encoder, EfficientNet [52]. This part of our method is a representational part, i.e., it outputs a vector representation of what is in the images. This part is then followed by a regression part - a fully connected layer.

To be more specific, the algorithm itself works as follows. Input is a set of the top $k$ proposed images $I_k \subseteq I$ and query image $Q_i \in Q$.

Inputs to our network are then all $k$ pairs of images $(Q_i, I_j)$, where $I_j \in I_k$. If rescaling is needed, both $Q_i$ and all $I_j$ are reshaped to fit the CNN input dimensions. Then instance segmentation masks and masks of the moving objects in query image allow to select compared areas, by setting the pixels to white.

These pairs are then sequentially processed by the representational part, producing feature vectors $f_i, f_j \in \mathbb{R}^{1280 \times l_1 \times l_2}$. These are then fed into the regression part and output score $s \in \mathbb{R}$.

The value of $s$ was trained to represent a measure of similarity of the images. The ground truth values (targets) from the training dataset were computed as $\min(1, (\theta + 10t)/50)$, the result of which is a value for each training pair ranging in the interval from 0 to 1. The formula provides a value of 1 for everything that exceeds the threshold of similarity, that is $\theta + 10t = 50$, where $\theta$ is the angular difference between the two images and $t$ distance between camera positions $t_i, t_j \in \mathbb{R}^3$ computed as

$$ \theta = \arccos \left( \frac{1}{2} \text{trace}(R) - 1 \right), \quad t = |t_i - t_j|, $$

where $R \in \mathbb{R}^{3 \times 3}$ is a rotation matrix representing rotation between cameras corresponding to $Q_i$ and $I_j$, and $t_i, t_j \in \mathbb{R}^3$ are vectors of camera positions. The parameter 10 in the mentioned formula was empirically set to balance the range of values $\theta$ and $t$.

Finally, the comparison of our CNN-based approach (combined with DenseRootSIFT - the CNN serves as guidance for DSIFT as to which images to consider) with other methods is in the Figure 5. These results were obtained on 180 query images and show the percentage of the cases when the chosen image pose was within the thresholds shown in the figure.
5 Dynamic Dataset Generation

Most of the current localization datasets [2] include entities such as people, doors, and chairs that are seldom static. However, the masks of stationary and moving objects are missing because manual labeling is time-consuming. We propose a new pipeline that takes as input standard mapping technology with additional models of movable objects. Our method generates camera poses and the RGB-D images with masks of movable objects.

We chose the services provided by Matterport [3] as the scanning technology of indoor spaces. To create the 3D model of the environment, the customer can use a user-friendly application and a reasonably expensive scanner. The scanner captures 360 degrees RGB-D images aligned to a single coordinate system. However, these scans are not directly available as the RGB-D panoramic images. We provide the script for downloading camera poses from the Matterport API endpoint. Further, Matterport API provides six square pictures of the panoramic image projected onto the shape of a cube. These images follow the global coordinate system, and we projected them back into panoramic images by cube2sphere [1] library. Each panoramic image is projected into 36 RGB perspective images. These images are called cutouts [51]. The related depth images are obtained by rendering the mesh in the AI Habitat [32] simulator.

In this way, we acquire a dataset representing a scene without any moving objects. The simplest way to add moving objects to queries is by adding artificial textures of the moving objects in the query images.

To have consistent data for the localization of RGB-D image sequences, we propose to add the movable objects directly into the 3D model of the environment to preserve the geometry. AI Habitat renders the depth, semantic masks, and RGB images. However, the RGB cutouts channels have higher quality than rendered images. Therefore, the script replaces any image data outside the masks of movable objects with original cutouts projected from panoramic images. An example of such an image can be seen in Figure 3.

Published codes simplify the creation of datasets with movable objects and speed up further development.

6 Experimental Evaluation

This section compares the original localization pipeline and the adjusted method by robust filtering of movable objects. A new dynamic localization dataset generator produced all the data utilized here.

6.1 Composition of Test Datasets

As far as we know, datasets with ground truth semantic masks for movable and static objects were not published yet [19]. We provide such a dataset. We recorded a real environment, i.e., the Hospital space. An example of reconstructed space is in Figure 2. For recording, we used the device the Matterport
Fig. 2. The visualization of the Hospital space. Purple dots show the positions of Matterport scans that are in Matterport terminology referred to as sweeps. The sweeps that are used to generate query images are highlighted by showing their coordinate systems.

Pro 3D Camera [4]. We aimed to have around 1.5 meters between the camera locations and cover the whole space during the capturing. The Hospital space contains 116 scans. It resulted in 696 images of skyboxes, i.e., images projected into cube faces, provided by Matterport API. These images have a resolution of 2048x2048 pixels. We used them to compose 116 panoramic images with a resolution of 8192x4096 pixels. Next, we downloaded the dense reconstruction model. To generate the cutouts, we adopted the same strategy as presented in InLoc [51], i.e., generated 36 images out of one panoramic image using a sampling of 30 degrees in yaw and ±30 degrees in pitch angles. This gave us 4176 cutouts in total. To project the panoramic images into the perspective ones, we have chosen the HoloLens photometric camera intrinsic parameters, i.e., the focal length $f = 1034$, principal point $p = [672, 378]$ and images resolution $1344 \times 756$ pixels. Anyone can adjust these parameters in the dataset generation pipeline.

Further, we randomly added objects inside the reconstructed area. We manually checked if the object collided with any other meshes and moved such objects to a new location. The rendering of the mesh with moving objects is implemented in AI Habitat and takes about 0.35 seconds/image on a personal laptop. AI Habitat requires the input in the .glb format. The script employs obj2gltf [5] library for the conversion of all the models (i.e., objects, and the environment). The AI Habitat generates the synthetic images and masks for static and movable objects in a way that they correspond to each cutout. In the case of dynamic datasets, the rendered texture of moving objects replaces related areas in the cutouts of query images. The resulting image can be seen in Figure 3. The database images do not contain any moving objects.

Generally, we created two datasets: static and dynamic. The dataset without any dynamic objects is called a static dataset. The dynamic dataset has the objects placed on the ground with the average area of the objects masking 20.63% of the whole query image for ground truth masks and 13.09% from proposed instance segmentation. We used 15 of the Matterport scans to generate query
images that all face only the horizontal direction to simulate a camera on a robot, i.e., 180 queries for the Hospital scene. The rest of the images is utilized for creating the localization map.

6.2 Evaluation

The main part of this paper is to show the influence of movable objects appearing in the localization dataset. We compared four main scenarios, i.e., running

1. original Inloc,
2. improvement with neural network (InLoc++),
3. improvement with filtering of matches (D-InLoc),
4. improvement with combination of 2) and 3) (D-InLoc++).

Ablation Study  The localization pipelines follow common steps, such as relative and absolute pose estimation. These algorithms are, in general, prone to errors. A common issue is that a subset of outliers is marked as inliers. The pose is then optimized to minimize the error w.r.t. the outliers. Let us show an example of how the semantic masks work on a query image (see Figure 3).

Fig. 3. The example of the query image and masks. The top left image is a query image without any moving objects. The top right image is a dynamic query with added objects. The bottom left image shows the ground truth masks of the added objects. The bottom right image shows the result of our instance segmentation using YOLACT.

The relative pose correspondences are filtered according to YOLACT masks (Figure 3) because of laying on movable objects. It can be seen that a significant
part of the correspondences would distort the relative pose estimation step and allow further propagation of mismatches. The image selection step (i.e., the EfficientNet B3 + fully connected layer projection head outputting one number) was trained using 20k image pairs, with 5% employed as test set and the rest as the training set; Adam optimizer with learning rate 0.0001; MSE loss; batch size of 16.

Fig. 4. The query image at left and its corresponding rendered synthetic images. The center image shows the best pose candidate using DSIFT only. The right one is using a combination of DSIFT and CNN.

Quantitative Evaluation  This part shows the performance of the localization with and without filtering moving objects. Our map Dynamic Broca gathers 3636 RGB-D images with known camera poses. We further assume a set of 180 query images. The dataset has 20.63% of the mean query images occupied by moving objects. The details about the dataset are in Section 6.1.

The comparison is shown in Figure 5. In our experiments, we assumed YOLACT classes background, TV and refrigerator as static and the class person as dynamic object classes. It leads to the 86.9% accuracy of the moving objects masks compared to ground truth masks. The moving object criterion threshold was $\delta = 10^{-9}$. We can see that the proposed straightforward solution for filtering moving objects improves the localization on the dynamic dataset and is further improved with the use of convolutional neural network.

Conclusion  This paper opens the essential and not fully explored topic of movable object filtering in the scope of visual localization. We publish a new simple algorithm that detects moving objects based on the query and database images' track lengths and instance segmentation masks. The instance segmentation masks are categorized into moving and static classes and utilized to avoid the propagation of the outliers through the localization process. Mainly, the propagation of the outliers that are close to correct matches and influences the accuracy of camera poses. The results show non-negligible improvement, i.e., we reach approximately 7% more camera poses within the threshold of 1m for a dataset where movable objects occupy 20.63% of query images. The second contribution of this paper is that we list the common mistakes of gradient-based image comparison and propose to select the most suitable camera pose by convolutional neural network instead of handcrafted DenseRootSIFT. Lastly, to speed
up this area’s development, we introduce a new generator of localization datasets with moving objects.

**Fig. 5.** The comparison of original InLoc (blue dashed), InLoc++ (red), D-InLoc (yellow) and D-InLoc++ (purple) on Dynamic Broca dataset. The rotation error threshold is 10% degrees. We show the localization improvement on images with moving objects occupancy of more than 30% of the image. The filtering of moving objects (D-InLoc++) improves the overall localization accuracy in comparison with original InLoc algorithm.
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