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Abstract—In this letter, we study a buffer-aided Internet of unmanned aerial vehicles (UAVs) in which a UAV performs data sensing, stores the data, and sends it to the base station (BS) in cellular networks. To minimize the overall completion time for all the sensing tasks, we formulate a joint trajectory, sensing location and sensing time optimization problem. To solve this NP-hard problem efficiently, we propose an iterative trajectory, sensing location and sensing time optimization (ITLTO) algorithm, and discuss the trade-off between sensing time and flying time. Simulation results show that the proposed algorithm can effectively reduce the completion time for the sensing tasks.

Index Terms—unmanned aerial vehicle, buffer-aided, trajectory optimization.

I. INTRODUCTION

In recent years, as an emerging technology, unmanned aerial vehicles (UAVs) are widely applied in military, public and civil applications. Among these applications, the use of UAVs to perform sensing tasks attracts the interest of industry and academia due to the advantages of high mobility, low cost, and large service coverage. In some real-time applications, such as traffic monitoring, sensory data needs to be sent to the base station (BS) through cellular networks for further processing, which are referred to as Internet of UAVs.

Some of the initial works have studied the UAV sensing and sending optimization in the Internet of UAVs. In [2], the authors minimized the total flight time of a UAV which moves along a straight line to collect data from a set of sensors. In [3], the authors minimized the completion time for all the tasks in a cooperative Internet of UAVs. Most of existing works assume that UAVs are capable to perform real-time data transmission. However, in case of poor wireless signal quality or no need for real-time sending, the data of multiple tasks can be stored and uploaded uniformly, which can reduce the time to complete all the tasks. This can be achieved by deploying the buffer on the UAV.

In this letter, we study a buffer-aided Internet of UAVs in which one UAV senses data from a series of tasks, stores data in a buffer, and sends data to a BS. We consider the generation of sensory data as a random process and establish a probabilistic model for the UAV’s joint sensing, storing and sending processes. To minimize the completion time of the UAV for all the sensing tasks while guaranteeing successful sensing probability, we formulate the UAV trajectory optimization problem. We propose an iterative trajectory, sensing location and sensing time optimization (ITLTO) algorithm to solve the problem efficiently. Unlike existing works that require the UAV to complete the sending of a task before the sensing of the next one, a buffer enables the UAV to transmit the collected data of previous tasks while sensing the current target, which brings more freedom on the scheduling of sensing and sending. However, the deployment of buffer may bring some delay of data packets since the collected data is not transmitted immediately, and thus the buffer-aided Internet of UAVs is more suitable for delay-tolerant applications.

II. SYSTEM MODEL

We consider a buffer-aided Internet of UAVs as shown in Fig. 1 which consists of one BS and one UAV to execute $N$ sensing tasks within the cell coverage, denoted by $N = \{1, 2, ..., N\}$. The UAV is required to collect the sensory data for $N$ sensing tasks in a given order and upload the data to the BS for further processing. The sensory data can be stored in a capacity-limited UAV buffer until it is sent to the BS. In the following, we introduce UAV sensing, UAV storing, and UAV sending in detail.

A. UAV Sensing

We assume that each task contains only one target to be sensed by the UAV. In the following, we refer to the target of the $n$-th sensing task as target $n$. In the UAV sensing procedure, the UAV first moves to a sensing point and then hovers for a number of time slots to collect the data. Without loss of generality, we denote the location of the BS by $(0, 0, H)$, and the location of target $n$ by $(x_n, y_n, 0)$. In time slot $t$, let $I(t) = (x(t), y(t), z(t))$ be the location of the

1In this letter, we assume that the Internet of UAVs uses orthogonal frequency multiple access (OFDMA) to support multiple UAVs. Since the trajectory optimization for each UAV is independent, we only consider one UAV for brevity.

2In this letter, we assume that the ordering of the tasks is known before the trajectory optimization, which can be obtained by the algorithm proposed in [1].

3We call the location that the UAV hovers to sense target $n$ as UAV sensing location $n$. We assume the UAV reaches sensing location $n$ in time slot $t_n$.
UAV, and \( v(t) = (v_x(t), v_y(t), v_z(t)) \) be its velocity, with \( v(t) = l(t) - l(t - 1) \). Due to the mechanical limitation, the speed of the UAV is no more than \( v_{\text{max}} \).

We utilize the probabilistic sensing model to quantify the performance of the sensing procedure, where the successful sensing probability is an exponential function of the distance between the UAV and the target. To be specific, the successful sensing probability for task \( n \) can be expressed as

\[
PR_n = e^{-\nu d_n},
\]

where \( \nu \) is a parameter evaluating the sensing performance, and \( d_n \) is the distance between the UAV sensing location \( n \) and target \( n \), which can be given by

\[
d_n = \sqrt{(x(t_n) - x_n)^2 + (y(t_n) - y_n)^2 + (z(t_n))^2}.
\]

### B. UAV Storing

When the UAV performs sensing for task \( n \), we assume that the generation of sensory data obeys the Poisson process with the rate of \( \lambda \). The size of each data packet has a general distribution with an average size of \( R_s \). The collected data is stored in the UAV buffer until it is sent to the BS. Let \( Q(t) \) be the amount of collected data in the buffer in time slot \( t \). Since the capacity of the buffer is limited, the number of data packets in the buffer cannot be more than \( K \), i.e.,

\[
0 \leq Q(t) \leq K \times R_s.
\]

### C. UAV Sending

For simplicity, it is assumed that each UAV is assigned with a dedicated subchannel in the system, and thus there is no interference in UAV sending. We utilize the air-to-ground transmission channel model proposed in [1]. The average pathloss in dB can be expressed as

\[
PL_a(t) = PL(t) \times PL_L(t) \times PL_N(t),
\]

where \( PL_L(t) \) is the line-of-sight (LoS) pathloss, \( PL_N(t) \) is the none-line-of-sight (NLoS) pathloss, \( PL_L(t) \) is the probability of LoS connection, and \( PL_N(t) \) is that of NLoS connection.

As the antennas on the UAV and the BS are placed vertically, the probability of LoS connection is given by

\[
P_L(t) = (1 + \alpha \exp(-\beta (\phi(t) - \alpha)))^{-1},
\]

where \( \alpha \) and \( \beta \) are environmental parameters, and \( \phi(t) = \sin^{-1}(\sqrt{1 - \frac{d(t)}{d_l}}) \) is the elevation angle. The average received power of the BS from the UAV is given by

\[
PR(t) = PR(t)/10^{R_L(t)/10},
\]

where \( PR(t) \) is the transmission power of the UAV in time slot \( t \), which is considered as a fixed value in this letter. The data rate from the UAV to the BS in time slot \( t \) is

\[
R(t) = W_B \times \log_2 \left(1 + \frac{PR(t)}{\sigma^2}\right),
\]

where \( W_B \) is the bandwidth of the subchannel, and \( \sigma^2 \) is the variance of additive white Gaussian noise with zero mean. The change of data in the buffer during the joint sensing, storing, and sending process will be discussed in the following section. When the UAV is not performing sensing, the remain data in the buffer over time can be simply given by

\[
Q(t + 1) = \max \{Q(t) - R(t), 0\}.
\]

### III. Problem Formulation

In this section, we first introduce the concept of the task completion probability to evaluate the performance of executing a task. Afterwards, based on the task completion probability, we introduce the concept of task completion time, and then formulate a task completion time minimization problem.

#### A. Task Completion Probability

When the UAV performs sensing and sending concurrently for task \( n \), we assume that the data generation obeys Poisson process and the sending time for each packet is a constant \( X_n = \frac{R_n}{\rho_n} \) in time slot \( t_n \). Thus, an \( M/G/1/K \) queuing system [2] which contains a single server and a finite-capacity queue with Poisson arrivals, can be used to model the joint sensing, storing and sending in the proposed system.

Let \( \pi_i \) be the probability of \( i \) packets in the buffer after the steady state is reached. According to the results in [3], we have

\[
\begin{align*}
\pi_0 &= \frac{\rho_n - 1}{\rho_n - 2(1 - \sqrt{\rho_n})/(2 - \sqrt{\rho_n}) - 1} \\
\pi_K &= \frac{\rho_n - (2K - \sqrt{\rho_n})/(2 - \sqrt{\rho_n}) (\rho_n - 1)}{\rho_n - 2K - 1} \\
\pi_i &= \frac{\rho_n - 1}{\rho_n - 1} (1 - \pi_0 - \pi_i), \quad i = 1, \ldots, K - 1,
\end{align*}
\]

where \( \rho_n = \lambda X_n \) is the traffic load offered to the queue. For each task, we assume that it is completed when the UAV successfully senses at least \( C \) data packets. Let \( C_n \) be the minimum number of packets that the UAV needs to collect for task \( n \), which is inversely proportional to its successful sensing probability, i.e., \( C_n = C/PR_n \).

Let \( \delta_n \) be the UAV sensing time, i.e., the number of time slots that the UAV spends on sensing target \( n \). We call task \( n \) is completed in time slot \( t_n + \delta_n \) if the number of packets stored into the buffer during \( \delta_n \) time slots reaches a threshold \( C_n \). The change of data in the buffer during \( \delta_n \) time slots is caused by two factors: the generated data of the sensing task, and the data sent to the BS, i.e., \( R(t_n) \times \delta_n \). Thus, task \( n \) is completed in time slot \( t_n + \delta_n \) if there are no less than \( [C_n + \frac{Q(t_n) - R(t_n) \times \delta_n}{R_s}] \) packets existing in the buffer in this time slot. Accordingly, the task completion probability for task \( n \) in time slot \( t_n + \delta_n \) is expressed by

\[
p_n = \sum_{i=0}^{i=K} \pi_i.
\]

To guarantee the sensing performance of each task, the task completion probability for each task should be no less than a threshold \( p_{\text{min}} \), i.e., \( p_n \geq p_{\text{min}} \).

\[3\]Since the UAV cannot determine whether the sensed data is successful or not due to its limited computational capability, we use the expectation to define the minimum number of packets.
B. Completion Time Minimization

In the system, the task completion time is defined as the number of time slots that the UAV spends on completing the sensing and sending for all the tasks, i.e.,

\[ T = t_N + \delta_N + T_{res}, \]  

where \( T_{res} \) is the time that the UAV spends on sending the residual data in the buffer after completing sensing for the last task \( N \). We aim to minimize the task completion time \( T \) by jointly optimizing the UAV trajectory \( v(t) \), the UAV sensing locations \( l(t_n) \), and UAV sensing time \( \delta_n \) for all the tasks. Thus, the problem can be written by

\[
\begin{align}
\min_{\{v(t)\}\{l(t_n)\}\{\delta_n\}} & T \\
\text{s.t.} & 0 \leq Q(t) \leq K \times R_s, \quad (11a) \\
& p_n \geq p_{min}, \quad (11b) \\
& \|v(t)\| \leq \nu_{max}, \quad (11c) \\
& \|v(t)\| = 0, \quad 0 \leq t \leq t_n + \delta_n. \quad (11d)
\end{align}
\]

Constraints on the buffer capacity, task completion probability and UAV speed are given in \((11b), (11c)\) and \((11d)\), respectively. \((11c)\) shows that the UAV velocity is zero when performing data sensing.

C. Problem Decomposition

Problem \((11)\) contains continuous variables \( v(t) \) and \( l(t_n) \), and integer variable \( \delta_n \), which is NP-hard. To solve this problem efficiently, we propose an ITLTO algorithm, which decomposes the problem into two subproblems: 1) UAV trajectory optimization; and 2) UAV sensing location and sensing time optimization, and solve them iteratively.

In the UAV trajectory optimization subproblem, given the UAV sensing locations \( l(t_n), \forall n \in N \) and the UAV sensing time \( \delta_n, \forall n \in N \), we aim to minimize the UAV flying time, which is defined as the time that the UAV spends on flying between two successive sensing locations. Without loss of generality, we study the trajectory between tasks \( n \) and \( n+1 \). The UAV trajectory optimization subproblem can be written as:

\[
\begin{align}
\min_{\{v(t)\}\{l(t_n)\}\{\delta_n\}} & t_{n+1} - (t_n + \delta_n) \\
\text{s.t.} & \sum_{t=t_n+\delta_n}^{t_{n+1}} v(t) = l(t_{n+1}) - l(t_n). \quad (12)
\end{align}
\]

In the UAV sensing location and sensing time optimization subproblem, given the UAV trajectory optimization result, we aim to minimize the completion time by adjusting the sensing locations and UAV sensing time. The subproblem can be written as:

\[
\begin{align}
\min_{\{l(t_n)\}\{\delta_n\}} & T \\
\text{s.t.} & (11b) \quad \text{and} \quad (11c).
\end{align}
\]

IV. Iterative Trajectory, Location, and Time Optimization Algorithm

In this section, we first propose an iterative algorithm that solves the two subproblems, respectively.\(^6\) Then we discuss the convergence and complexity of the algorithm, and the trade-off between UAV flying time and UAV sensing time.

A. UAV Trajectory Optimization

Note that if the UAV speed is given, the line segment between two successive tasks corresponds to the minimum UAV flying time. To minimize the completion time, we set \( U(t_{n+1}) - l(t_n) \) as the UAV’s moving direction between tasks \( n \) and \( n+1 \). In the following, we will derive the optimal speed.

Since time is discrete and problem \((12)\) is hard to be solved directly due to the complicated expressions, we solve the problem by enumerating the UAV flying time \( T^f_n = t_{n+1} - (t_n + \delta_n) \). In each enumeration, we first remove constraint \((11c)\) and maximize the sending data rate in each time slot. Thus, the problem can be written as

\[
\begin{align}
\max_{\{v(t)\}} & R(t) \quad (14a) \\
\text{s.t.} & 0 \leq \|v(t)\| \leq \nu_{max}, \quad (14b) \\
& \sum_{t=T^f_n}^{t_{n+1}} v(t) = L = \|l(t_{n+1}) - l(t_n)\| \cdot (14c)
\end{align}
\]

We denote the length that the UAV has moved before time slot \( t \) by \( L(t) \). To satisfy constraints \((14b)\) and \((14c)\), the feasible range of the UAV speed in time slot \( t \) is

\[
\max \{0, L - L(t) - \nu_{max} \times (T^f_n - t - 1)\} \leq v(t) \leq \nu_{max}. \quad (15a)
\]

According to the results in \((9)\), the pathloss variables \( PL_L(t) \) and \( PL_N(t) \) change much faster than the LoS probability variables \( PL_L(t) \) and \( PL_N(t) \) with the movement of the UAV. Thus, the LoS probability can be regarded as a constant in a single time slot and the sending rate is only determined by pathloss \( PL_L(t) \) and \( PL_N(t) \). Therefore, problem \((15)\) is approximated as a convex problem and can be solved by existing optimization methods.

In each enumeration, we solve problem \((15)\) and check whether the optimal solution satisfies constraint \((11c)\). If the solution is found, the enumeration terminates and the current \( T^f_n \) is the optimal solution to problem \((12)\). Otherwise, we let \( T^f_n = T^f_n + 1 \) and repeat the above processes.

B. UAV Sensing Location And Sensing Time Optimization

In this section, we introduce a method to optimize the UAV sensing locations and sensing time. If the UAV trajectory and sensing locations are given, the only constraint of the UAV sensing time is determined by the inequality \((11c)\) and the lower bound of \( \delta_n \) can be solved by

\(^6\)It is worthwhile to mention that the proposed algorithm is an offline one, and thus, we only consider the pathloss in this letter.
\[ \delta_n = \min \left\{ \frac{R_s}{R(t_n)} \left( C_n + \frac{Q(t_n)}{R_s} - 1 - \frac{\ln \rho^*}{\ln \rho_n} \right), 1 \right\}, \]  

where \( \rho^* = \frac{1}{\rho_{\text{max}} - \rho_{\text{min}}} + \rho_{\text{min}}^{-1} \). We can optimize the UAV sensing time as \( \delta_n \) after determining the UAV sensing locations. When optimizing sensing location \( n + 1 \), we fix the UAV flying time between tasks \( n \) and \( n + 1 \), and the corresponding UAV speed as the results obtained in Section V-A which are denoted by \( T^f_n \) and \( \{v(1), v(2), ..., v(T^f_n)\} \), respectively. Then, we use a local search method to solve this problem as elaborated below:

**Step 1:** We adjust \( t(t_{n+1}) = t(t_n) + \sum_{i=1}^{\frac{T^f_n}{2}} v(i) \) through increasing \( T^f_n \) by one time slot with the UAV speed being \( v_{\text{max}} \), or reducing \( T^f_n \) by one time slot with the UAV speed being \( v(T^f_n) \).

**Step 2:** We check whether the local adjustment can reduce the task completion time of task \( n + 1 \). If so, we update the solution, and otherwise, we keep the previous solution.

**C. Overall Algorithm**

The ITLTO algorithm is summarized as follows: We first find a feasible solution to problem (11) that satisfies all constraints. Then, we perform the two optimization subproblems iteratively, until the task completion time is converged. In each iteration, we first perform UAV trajectory optimization given the UAV sensing locations and sensing time obtained in the last iteration. Then, we perform UAV sensing location and sensing time optimization, given the UAV flying time and speed among tasks obtained in the UAV trajectory optimization. We give a flowchart to summarize the ITLTO algorithm in Fig. 2.

**D. Performance Analysis**

In the following, we first provide two propositions on the convergence and complexity. Then, we discuss the relation between sensing time and the total completion time.

**Proposition 1:** The ITLTO algorithm is convergent.

**Proof:** In the UAV trajectory optimization, we limit the enumerated variable \( T^f_n \) to the interval \( \left[ \frac{L}{v_{\text{min}}}, \frac{L}{v_{\text{max}}} \right] \), where \( L \) is the average distance between two sensing locations and \( \epsilon \) is an adjustable parameter. Since we solve \( T^f_n \) convex optimization problem for each \( T^f_n \) enumerated, the complexity is \( O(N \times \frac{L}{v_{\text{max}}}) = O(N \times \frac{L}{v_{\text{max}}}) \). In the UAV sensing location and sensing time optimization, the number of the local search processes is proportional to the number of tasks, i.e., the complexity is \( O(N) \). The number of ITLTO iterations is relevant to the reduction of the completion time for all the tasks, which is directly proportional to the number of tasks \( N \). Therefore, the complexity is \( O(N^2 \times \left( \frac{S}{v_{\text{max}}} + 1 \right)) \).

**Proposition 3:** If the UAV flies from locations with lower sending rate to locations with higher sending rate, the optimal choice for the UAV is to increase sensing time to minimize the total completion time. Otherwise, the UAV should increase flying time to send more data in the flying process.

**Proof:** Without loss of generality, we take the trajectory from sensing locations \( n - 1 \) to \( n \) to analyze the relationship between UAV flying time and UAV sensing time. According to (10), we have

\[ \delta_n \approx \frac{\theta R_s + Q(t_n)}{R(t_n)}. \]  

where \( \theta = C_n - 1 - \frac{\ln n}{\ln \rho_n} \) is constant if sensing location \( n \) is fixed. Let \( Q_0 \) be the amount of data in the buffer when the UAV starts flying. If we increase \( R_s \) by \( \Delta R_s \), \( Q_0 \) will increase to \( Q_0 + \frac{Q_0}{R_s} \) correspondingly, where \( Q_0 \approx Q_0 \left( 1 + \frac{\Delta R_s}{R_s} \right) \).

If the UAV flying time \( T^f_{n-1} \) is fixed, the UAV needs to increase \( \delta_n \) to guarantee the task completion probability of task \( n \). The increment can be given by

\[ \Delta \delta_n = \frac{\Delta R_s}{R(t_n) R_s} \left( \theta R_s + Q_0 \right). \]  

If the UAV flying time \( T^f_{n-1} \) is fixed, the UAV needs to fly for more \( \Delta T^f_{n-1} \) time slots to send data in order to guarantee the task completion probability. Let \( Q(t_n) \) be the amount of data in the buffer when the UAV reaches sensing location \( n \). The increased amount of data sent during the flying process can be expressed by \( R_{\text{ave}} \Delta T^f_{n-1} = (Q_0 - Q(t_n)) - (Q_0 - Q(t_n)) \). According to (9), we have

\[ \frac{Q(t_n) - R(t_n) \delta_n}{R_s} = \frac{Q(t_n) - R(t_n) \delta_n}{R_s + \Delta R_s}, \]  

where \( R_{\text{ave}} \) is the average sending rate on this segment of trajectory. Therefore, \( \Delta T^f_{n-1} \) can be expressed by

\[ \Delta T^f_{n-1} = \frac{\Delta R_s}{R_{\text{ave}} R_s} \left( \theta R_s + Q_0 \right). \]  

It can be observed that if \( R(t_n) > R_{\text{ave}} \), we have \( \Delta \delta_n < \Delta T^f_{n-1} \), and thus the proposition is obtained.
Fig. 3. a) Completion time vs. packet size for different algorithms with \( R_s = 200 \text{Mb} \). b) Proportion of UAV sensing time to total completion time vs. \( K = 10 \). b) Completion time vs. buffer size for different algorithms with packet size with \( N = 2 \) and \( K = 10 \).

VI. CONCLUSIONS AND FUTURE WORKS

In this letter, we have studied an Internet of UA Vs aided with a limited buffer. We have proposed an iterative algorithm which contains UAV trajectory optimization, sensing location optimization, and sensing time optimization, to minimize the completion time for all the sensing tasks. From analysis and simulation results, we have two conclusions: 1) The completion time in a buffer-aided Internet of UA Vs can be reduced by using a larger buffer. 2) When the packet size becomes larger, the proportion of the UAV flying time will increase if the sending rate is high, and otherwise the proportion of the UAV flying time grows. For future work, we will further investigate an online trajectory optimization algorithm, where fading and imperfect channel state information will be considered. Moreover, the security issue and the energy consumption can further be studied.
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