Valley-polarized quantum anomalous Hall phase in bilayer graphene with layer-dependent proximity effects
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Realizations of some topological phases in two-dimensional systems rely on the challenge of jointly incorporating spin-orbit and magnetic exchange interactions. Here, we predict the formation and control of a fully valley-polarized quantum anomalous Hall effect in bilayer graphene, by separately imprinting spin-orbit and magnetic proximity effects in different layers. This results in varying spin splittings for the conduction and valence bands, which gives rise to a topological gap at a single Dirac cone. The topological phase can be controlled by a gate voltage and switched between valleys by reversing the sign of the exchange interaction. By performing quantum transport calculations in disordered systems, the chirality and resilience of the valley-polarized edge state are demonstrated. Our findings provide a promising route to engineer a topological phase that could enable low-power electronic devices and valleytronic applications as well as putting forward layer-dependent proximity effects in bilayer graphene as a way to create versatile topological states of matter.
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Topological phases of matter hold great potential in a myriad of fields such as low-power electronics, spintronics, sensing, metrology, or quantum information processing [1–5]. The quantum anomalous Hall effect (QAHE) is one of such phases [6–8], displaying dissipationless chiral edge states, quantized Hall conductivity, and a finite Chern number at zero external magnetic field [9,10]. Since topological currents are extremely robust to disorder effects [2], they constitute a very attractive platform for ultralow-power electronics. Many materials can host the QAHE, such as semiconductor quantum wells [11,12], graphene [13–18], and other two-dimensional systems [19,20], or more recently magnetic topological insulators [21–26] and twisted bilayer graphene [27–30]. Among the vast playground of quantum materials [31], graphene-based compounds are very promising due to their chemical stability, multiple degrees of freedom (lattice, spin, valley), ease of device fabrication and scalability, as well as the possibility to combine them with other materials to form van der Waals heterostructures [32,33]. Unfortunately, the main ingredient of the QAHE is the coexistence of spin-orbit coupling (SOC) and magnetism [4,5], and these effects are generally very small or absent in graphene-based devices. Accordingly, engineering these interactions via proximity effects [34,35] has been a major focus during the last decade [36–51]. Nevertheless, while adding either SOC or exchange has been reported experimentally (with characteristic spin splittings and spin textures), imprinting both effects simultaneously and achieving a measurable QAHE still remains a tantalizing challenge. This would require encapsulating graphene between a ferromagnetic insulator (FMI) and a strong-SOC material, as proposed recently in Ref. [52], or to use a single material that can induce both interactions simultaneously [53,54].

In addition to SOC and magnetism, the layer degree of freedom of bilayer graphene (BG) and the possibility to generate a sizable band gap by applying an external perpendicular electric field offers an additional knob to engineer topological phases [14,55–59]. Unfortunately, the proposed models for realizing the QAHE in bilayer graphene have been limited to some extension of the monolayer graphene case where both layers require SOC and exchange [14,55]. Recently, proximity effects on one of the layers in BG was shown to mainly affect the conduction (or valence) band owing to the layer localization of these low-energy states [56,60–67]. Accordingly, such an effect can be harnessed to add SOC and magnetism separately on each layer by sandwiching BG between SOC and magnetic materials [52], as sketched in Fig. 1. In such a device configuration, the wave function localization can be reversed by interchanging the interlayer potential with a perpendicular electric field, hence enabling a possible swapping of the induced spin splittings between the conduction and valence bands and therefore modulating the proximity effects.

In this Letter, we take advantage of this layer-dependent proximity effect to predict the formation of a quantum anomalous Hall phase in encapsulated bilayer graphene. By introducing SOC and exchange interactions separately in different layers, the valence and conduction bands hybridize in such a way that a topological gap opens but only at a single Dirac cone, hence resulting in a valley-polarized quantum anomalous Hall effect (VP-QAHE) with Chern number $\mathcal{C} = \pm 1$, previously only theorized in silicene [68,69] and in artificial honeycomb lattices [70]. This proposal of QAHE is likely more experimentally feasible than previous mechanisms [14,55] since only one interaction per layer is needed, suggesting that heterostructures with common materials such...
as two-dimensional magnets/BG/transition metal dichalcogenides could be used. We show that the valley polarization and chirality of the edge states is reversed by changing the sign of the exchange interaction, and that an applied electric field can switch the topological phase. Transport calculations in nonlocal geometries further reveal that the valley-polarized edge states are robust to both bulk and edge disorders. Finally, we argue that the VP-QAHE should be observable with currently employed materials and discuss possible applications.

Our starting point is the tight binding of bilayer graphene encapsulated between a ferromagnetic insulator and a strong-SOC material (Fig. 1). The Hamiltonian is that of Bernal-stacked BG [67] with SOC and exchange interaction, namely, $H = H_0 + H_{SOC} + H_{ex}$. The first term is the orbital part $H_0 = -t \sum_{\langle ij \rangle, s} c_{ij}^\dagger s c_{ij}^s + t^\pm \sum_{\langle ij \rangle \in \{A, B\}, s} c_{ij}^s c_{ij}^\dagger s + U \sum_{i,s} \eta_{i,s} c_{i,s}^\dagger c_{i,s}$. Each term is detailed elsewhere [71, 72] and here we just emphasize that $U$ describes an interlayer potential that opens a gap of magnitude $2U$ at the Dirac point (for $U < t_{\perp}$) [67]. For $H_{SOC}$ we assume the typical terms induced on graphene by a transition metal dichalcogenide [45, 46, 73] or topological insulators [48, 74], which includes Rashba and sublattice-dependent intrinsic SOC:

$$H_{SOC} = \frac{2i\lambda_R}{3} \sum_{\langle ij \rangle, s, s', \lambda} c_{ij}^\dagger s (s \times d_{ij}) \cdot \lambda c_{ij}^s.$$  

(1)

The first line describes the spin-mixing Rashba SOC with strength $\lambda_R$, while $s = (s_x, s_y, s_z)$ is a vector of spin Pauli matrices and $d_{ij}$ a unit vector from site $j$ to $i$. The other term is the spin-conserving intrinsic SOC with value $\lambda_{\perp}^R$ ($\lambda_{\parallel}^R$) if the hopping connects atoms of the sublattice A (B); and $\nu_{ij} = \pm 1$ if the hopping is counterclockwise (clockwise). We can rewrite the intrinsic SOC as the Kane-Mele SOC [75], $\lambda_{KM} = (\lambda_{\perp}^R + \lambda_{\parallel}^R)/2$, and valley-Zeeman SOC [45, 46, 73], $\lambda_{VZ} = (\lambda_{\perp}^R - \lambda_{\parallel}^R)/2$. $\lambda_{KM}$ opens a topological gap at $K/K'$ valleys whereas $\lambda_{VZ}$ produces an exchange field with opposite signs at different valleys. Here, we set $\lambda_{KM} = 0$ as this term is always much smaller than any other parameter [36]. Finally, the magnetic proximity effect is modeled by the term

$$H_{ex} = M \sum_{i,s,x} c_{ij}^\dagger [m \cdot s]_{ix} c_{ij}^x,$$

(2)

where $m = \hat{z}$ is the magnetization direction of the FMI and $M$ the exchange coupling.

The mechanism proposed in this work is illustrated in Fig. 1. Owing to the layer-dependent proximity effects, the valence band is spin split due to the exchange coupling $M_s$, while $k \lambda_{VZ} \hat{z}$ dictates the conduction band splitting (with $k = \pm 1$ for $K$ and $K'$, respectively). For illustration purposes, the system initially presents a finite gap due to a substrate-induced interlayer potential $U$ [60]. Then, tuning the $U$ value with a perpendicular electric field allows us to reduce such a band gap and makes the conduction and valence bands overlap. Since the spins of the conduction band minimum and valence band maximum at $K'$ are identical, the bands interchange but the gap remains nonzero [11]. However, the spins are opposite at the $K$ valley, resulting in a band crossing. Upon the addition of the Rashba SOC, $s_z$ is no longer a good quantum number due to the spins mixing, and the band hybridization yields a gap opening [13, 21]. We argue below that this gap is topological and displays the VP-QAHE.

Figure 2(a) shows the band structure and spin texture near the Dirac cones once the bands have hybridized, noting the usage of large parameters to emphasize the qualitative features of the model, while more realistic parameters are later
discussed in relation to experiments (see Fig. 5). To confirm the presence of the QAHE, we compute the Chern number \( \mathcal{C} = \frac{1}{4\pi} \oint \mathbf{v}_{\mathbf{k}} \cdot d\mathbf{s} \), whose value determines the number of topological edge states and relates to the intrinsic Hall conductivity as \( \sigma_{xy} = C \frac{e^2}{h} \) [9]. The quantity \( \mathbf{v}_{\mathbf{k}} \) is the Berry curvature and for a two-dimensional system is equal to \([76,77]\)

\[
\mathbf{v}_{\mathbf{k}} = -\frac{i\hbar}{2} \sum_{\mathbf{k}'} \left[ \mathbf{A}_{\mathbf{k}'\mathbf{k}} \mathbf{v}_{\mathbf{k}'} \right] \left( \mathbf{v}_{\mathbf{k}'} \right)^\dagger ,
\]

(3)

Here, \( n \) and \( m \) are band indices, \( |nk\rangle \) is a Bloch state with energy \( E_n(k) \), \( f_n \) is the Fermi-Dirac distribution, and \( v_{\mathbf{k}_{x,y}} = \partial \mathcal{H}/\partial \mathbf{k}_{x,y} \) is the velocity operator.

Our system displays nonzero Berry curvature only close to the \( K \) and \( K' \) points. Consequently, we can perform the integration of the Berry curvature near each valley separately and obtain the valley-resolved Hall conductivity together with its total value; we plot these quantities in Fig. 2(b). In the energies corresponding to the band gap, the total Hall conductivity is quantized at exactly \( e^2/h \), proving the existence of the QAHE with \( \mathcal{C} = 1 \). Importantly, the valley-resolved conductivities reveal that all the contribution comes only from the \( K \) valley, indicating that the gap at \( K' \) (topological (trivial) and that the QAHE is valley polarized. This fact can also be inferred from the spin texture because the \( z \) component of the spin changes sign abruptly at the anticrossing point of the topological gap.

Furthermore, changing the sign of either \( m \) or \( \lambda_{\text{VZ}} \) will swap the topology of each valley. Experimentally, \( \lambda_{\text{VZ}} \) is fixed by the interaction of graphene with the substrate, but \( m \) can be reversed easily by a magnetic field or even by electric means in multiferroic systems [78] or two-dimensional magnets [79–82]. Figures 2(c) and 2(d) show the bands and Hall conductivity for \( m \rightarrow -m \), respectively. One clearly sees that the band structure is exactly opposite that of Fig. 2(a), and \( \sigma_{xy} \) indeed confirms the opening of the topological gap at \( K' \). Interestingly, not only does the valley polarization of the Hall conductivity change, but also its sign, indicating that the chirality of the edge states is reversed. In contrast, if \( m \) is kept fixed but it is the sign of \( \lambda_{\text{VZ}} \) that is inverted (not shown), the valley polarization also flips while \( \sigma_{xy} \) remains unchanged.

It is not obvious whether the system remains topological if \( U \) varies and more bands hybridize. Therefore, we study how the topological phase and the band gap value \( E_g \) depend on the model parameters. For that, it is useful to label the four low-energy bands, as shown by the numbers 1–4 in Fig. 1. Then, assuming the spin splitting induced by exchange is larger than that of SOC, the critical values of \( U = U_{ij} \) that make bands \( i \) and \( j \) overlap at \( K'/K' \) can be evaluated analytically: \( U_{12} = (|M| + \lambda_{\text{VZ}})/2, U_{23} = (|M| - \lambda_{\text{VZ}})/2, U_{14} = -U_{12}, U_{34} = -U_{12} \). These values are actually approximate because \( \lambda_{\text{VZ}} \) will modify the band dispersion, but they are nevertheless in very good agreement with full numerical calculations. Figure 3 displays \( E_g \) and \( \mathcal{C} \) as a function of \( U \) for different Rashba strengths. One clearly observes that the topological phase transitions occur only at \( U_{12} \) and \( U_{34} \). Consequently, the VP-QAHE persists in the range \( U = U_{12} \)–\( U_{34} = |M| + \lambda_{\text{VZ}} \). This entails that increasing the proximity interactions facilitates the range of electric fields needed to access the topological phase. Moreover, the maximum value of the band gap is neither centered at \( U = 0 \) nor is it the same for distinct \( \lambda_{R} \). From the different plots of Fig. 3, it is seen that \( E_g \) is proportional to \( \lambda_{R} \) in the topological phase. The scaling is approximately linear in the range of values studied, while larger Rashba SOC leads to sublinear scaling and even gap closing (not shown here) since \( \lambda_{R} \) more strongly distorts the bands, hence invalidating the mechanism described in Fig. 1.

By virtue of the bulk-boundary correspondence, a bulk topological gap implies the existence of edge states in a finite size system. It is thus instructive to scrutinize the band structure of a finite BG sample, as plotted in Fig. 4(a) for a zigzag ribbon of width 25 nm. There are several in-gap states that correspond to edge states [57,83]. The two pairs of crossing bands in the middle of the Brillouin zone are trivial edge states arising from the valley-Zeeman SOC [46,83], while the bands in the right valley are also nontopological edge states that appear in a zigzag BG with nonzero \( U \) [84]. Differently, the bands inside the gap of the left valley are the ones expected in the QAHE phase, as highlighted by the red color in Fig. 4(a). Therefore, there are at least three propagating modes in the bulk gap, although in principle only one should convey the Hall response. To corroborate this, we carry out quantum transport simulations in a Hall-bar device [inset of Fig. 4(b)] to evaluate the transverse Hall voltage as a response to a longitudinal current [85].

The Hall resistance versus energy is plotted in Fig. 4(b) and shows a clear quantization at \( h/e^2 \) in the energy region inside the bulk band gap seen in Fig. 4(a) (shaded gray region). This indicates the presence of a VP-QAHE and confirms that only one state contributes to the edge conduction. We note that at energies below \( E = 0 \) the Hall resistance is not quantized (but still finite) because one of the bulk bands overlaps with the edge state, which likely occurs due to the large value of \( \lambda_{R} \) that slightly distorts the bulk band dispersion [86].

Next, we add static disorder to the Hamiltonian \( \mathcal{H} \) to test the robustness of these states. We introduce (i) bulk Anderson disorder with the term \( H_d = \sum_i W_i c_i^\dagger c_i \), where \( W_i \in [-W/2, W/2] \) is a random potential uniformly distributed at each site \( i \), and (ii) edge disorder, which is modeled with two parameters [87,88]: the probability \( P \) and the number of sweeps \( S \) [the resulting disordered edges are depicted in the inset of Fig. 4(b)]. For each sweep \( i \), a random number \( p \in \{0,1\} \)
The tight-binding parameters in units of $e^2/h$ are
\[ R = \lambda \approx 2 \text{ meV}, \lambda_{VZ} = \lambda_R = 2 \text{ meV}, M = 30 \text{ meV}, U = -9 \text{ meV}. \]
For the inset, $\lambda_R = 10 \text{ meV}$ and $U = -4 \text{ meV}$.

SOC proximity effects are imprinted on different layers. Such a topological phase was previously suggested in silicene [68,69] and in Cu-decorated In lattices on Si(111) surfaces [70]. Bilayer graphene is however more chemically stable and easier to integrate in electronic devices, and it further allows tailoring proximity effects by properly choosing the substrates or twist angles between layers. Additionally, a correlated-induced VP-QAHE has also been observed in several moiré superlattices such as twisted bilayer graphene [27], trilayer graphene/bilayer graphene [28], twisted monolayer/bilayer graphene [29], or twisted bilayer graphene aligned with hexagonal boron nitride [30]. In these systems, the electron correlation appearing at flat bands leads to a valley polarization that breaks time-reversal symmetry, and together with a large Berry curvature of the valley states, produces a VP-QAHE at some band fillings. This mechanism thus requires strong correlations induced by twisting adjacent layers, while our mechanism relies on the proximity effect of adjacent layers. It is worth mentioning that the recent experimental advances in twist angle engineering and control could be used in the context of our proposal to fine-tune both the spin-orbit [89–91] and exchange proximity effects [94].

In conclusion, our simulations reveal that the edge states are strongly robust to both bulk and edge disorders, therefore offering a way to create persistent valley-polarized currents, in contrast to the vast majority of valley-related phenomena where valley currents are fragile and very sensitive to short-range scatterers [95]. Both the valley polarization and chirality of the VP-QAHE can be reversed by changing the magnetization of the magnetic material, and a perpendicular electric field drives the topological phase transition. This could be used to create topological field-effect transistors [96] or valley filters by combining different regions with opposite magnetizations. Overall, the potential to induce a layer-dependent interaction such as a spin-orbit, (anti)ferromagnetic, or superconducting [97] proximity effect puts forward bilayer graphene as a promising material to create versatile topological phases for next-generation electronics.
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