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Abstract. An iterative algorithm is established in this paper for solving the discrete Lyapunov matrix equations. The proposed algorithm contains a tunable parameter, and includes the Smith iteration as a special case, and thus is called the parametric Smith iterative algorithm. Some convergence conditions are developed for the proposed parametric Smith iterative algorithm. Moreover, the optimal parameter for the proposed algorithm to have the fastest convergence rate is also provided for a special case. Finally, numerical examples are employed to illustrate the effectiveness of the proposed algorithm.

1. Introduction. Discrete Lyapunov matrix equations in the form of $AXA^T - X = -Q$ play important roles in analysis and design of discrete-time linear systems [7]. A well-known result is that the stability of a discrete-time linear system can be characterized by the existence of the corresponding discrete Lyapunov matrix equation. In model reduction of discrete-time systems, impulse response Gramians are very important, and they can be used to derive the reduced-order model. In [13] and [1], the concepts of weighted and generalized impulse response Gramians were respectively proposed, and it was shown that these Gramians can be obtained by solving the corresponding discrete Lyapunov matrix equations. In addition, the discrete Lyapunov matrix equation can also be used to analyze the stability of periodic discrete-time systems [12].

Due to the wide application of discrete Lyapunov matrix equations, many researchers have made much effort on the solution of this kind of matrix equations. In [11], a discrete Lyapunov matrix equation in the controllable canonical form was investigated. It was shown that the solution is inverse of the corresponding Schur-Cohn matrix. In [6], an algorithm for obtaining the solution of the discrete Lyapunov matrix equation $AXA^T - X = -Q$ was provided in a factored form. In this algorithm, real Schur decomposition for the matrix $A$ is needed, and the original matrix equation is transformed into a quasi-triangular Lyapunov matrix
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equation. In [17], a new updating formula was established for the Cholesky factors in the Hammarling’s algorithm of [6]. In [5], an improved rank 2 updating formula was proposed for the Cholesky factors arising in the numerical algorithm to solve the discrete Lyapunov matrix equation. In [15], an iterative algorithm was given to solve the discrete Lyapunov matrix equation by means of Kronecker products. Obviously, a higher-dimensional matrix is involved when the algorithm in [15] is used. A common feature of the algorithms in [5], [6], [11], [15], [17] is that the coefficient matrices of the equations need to be transformed into or be in some canonical forms.

In addition, there have existed some algorithms which are implemented by only using original coefficient matrices. For Kalman-Yakubovich matrix equation $AXB - X = C$, there exists the well-known Smith iteration in the form of $X(m+1) = AX(m)B + C$ [10]. Obviously, this algorithm can also be applied to solve the discrete Lyapunov matrix equation. In [4], a gradient based iterative algorithm was proposed to solve the matrix equation $AXB - X = C$ by applying the hierarchical identification principle, and the convergence condition was also given by original coefficient matrices. By specializing the algorithm in [4], a gradient based iterative algorithm can also be obtained to solve the discrete Lyapunov matrix equation. It should be pointed out that the approaches in [10] and [4] are different from those in [5], [6], [11], [15], and [17]. In [10] and [4], it is not necessary to transform the coefficient matrices into any canonical form.

In addition, it should be pointed out that the dual version $AX - XB = C$ of the matrix equation $AXB - X = C$ was also extensively investigated. In [4], by using the hierarchical principle a gradient based iterative algorithm was proposed. A modified version of the algorithm in [4] was presented in [9] to solve the matrix equation $AX - XB = C$. In this algorithm, each iterative step needs to be divided into two substeps, and thus a so-called relaxation parameter was introduced. In [16], the matrices $A$ and $B$ were firstly written as the sum of diagonal matrices and other matrices, and then a Jacobi-like algorithm was proposed. Recently, the Lyapunov matrix equations appearing in stochastic linear systems were investigated in [18] and [19], and iterative algorithms were presented to solve this kind of matrix equations in the case where the associated systems are stochastically stable. In addition, a kind of coupled matrix equations in a general form was investigated in [3], and an iterative method was developed to solve this kind of matrices by extending the idea of conjugate gradient methods.

In this paper, we are interested in the iterative algorithms constructed by using the original matrices of the discrete Lyapunov matrix equations. By introducing a tuning parameter, an equivalent expression of the considered discrete Lyapunov matrix equation is first given, and then an iterative algorithm is constructed. The proposed algorithm includes the Smith iteration as a special case, and thus is called parametric Smith iteration in this paper. Some convergence conditions are given for the parametric Smith iterative algorithm. The motivation of this paper lies two aspects. one is that the original Smith iterative algorithm is only valid for the case that the corresponding system is Schur stable. In this paper, it will be seen that the algorithm in the current paper can be applicable for some discrete Lyapunov matrix equations with unstable matrices.

Throughout this paper, we use $\|\cdot\|_2$, $\|\cdot\|_F$ and $\rho(\cdot)$ to denote the spectral norm, Frobenius norm and spectral radius of a matrix, respectively. In addition, $\sigma(\cdot)$ is used to denote the eigenvalue set of a matrix. For two integers $a \leq b$, the notation
\[ [a, b] \text{ is defined as } [a, a + 1, ..., b]. \] For a complex number \( \mu \), we use \( \bar{\mu} \) to denote its conjugate.

2. Previous results and parametric Smith iterative algorithms. In this paper, we consider the following discrete Lyapunov matrix equation
\[
AXA^T - X = -Q, \tag{1}
\]
where \( A \in \mathbb{R}^{n \times n} \) and \( Q \geq 0 \) are known matrices, and \( X \in \mathbb{R}^{n \times n} \) is the matrix to be determined. This matrix equation plays a vital role in analysis and design of discrete-time linear systems. For example, it can be used to check the stability of a discrete-time linear system. In addition, the solution of this kind of matrix equations can be used to characterize the \( H_2 \) performance, controllability and observability.

As in [10], with the special structure of the discrete Lyapunov matrix equation (1) the following Smith iterative algorithm is easily obtained:
\[
X(m + 1) = AX(m)A^T + Q. \tag{2}
\]
In addition, by specializing the gradient based iterative algorithm in [4] the following result can be obtained to solve the discrete Lyapunov matrix equation (1).

**Lemma 2.1.** Consider the discrete Lyapunov matrix equation (1) to have a unique solution, the sequence \( \{X(m)\} \) generated by the following iterative algorithm
\[
X(m + 1) = X(m) + \mu A^T (X(m) - AX(m)A^T - Q) A \\
- \mu (X(m) - AX(m)A^T - Q) \tag{3}
\]
converges to the unique solution of (1) if the parameter \( \mu \) satisfies
\[ 0 < \mu < \frac{1}{\|A\|_2^4 + 1}. \]

In this section, we aim to give another iterative algorithm for solving the discrete Lyapunov matrix equation (1). For the unknown matrix \( X \) in the discrete Lyapunov matrix equation (1), for any \( \gamma \in \mathbb{R} \) there holds
\[ X = \gamma X + (1 - \gamma)X. \]
Combining this expression with (1), gives
\[
X = \gamma (AXA^T + Q) + (1 - \gamma)X. \tag{4}
\]
Based on this identity, the following iterative algorithm can be constructed to solve the discrete Lyapunov matrix equation (1):
\[
X(m + 1) = \gamma (AX(m)A^T + Q) + (1 - \gamma)X(m). \tag{5}
\]
If \( \gamma = 1 \), then the algorithm (5) becomes the Smith iteration in (2). Due to this reason, for convenience the algorithm (5) is called parametric Smith iteration.

3. Monotonicity and boundedness. In this section, monotonicity and boundedness are considered for the proposed parametric Smith iterative algorithm (5).

**Lemma 3.1.** Given a matrix \( A \) to be Schur stable, the sequence \( \{X(m)\} \) generated by the algorithm (5) with \( \gamma \in (0, 1) \) for given positive definite matrices \( Q \) is strictly monotonically increasing under zero initial condition \( X(0) = 0 \). That is, for any integer \( m \geq 0 \), there holds
\[
X(m + 1) > X(m). \tag{6}
\]
Proof. We use the principle of mathematical induction to prove the conclusion of this lemma. First, due to the zero initial condition, it is obvious that (6) is true for \( m = 0 \). Now, it is assumed that (6) holds for \( m = s, s \geq 0 \), that is
\[
X(s + 1) > X(s).
\]
(7)
With the induction assumption (7), it follows from the expression in (5) with \( m = s + 1 \) and \( \gamma \in (0, 1] \) that
\[
X(s + 2) - X(s + 1) = \gamma A(X(s + 1) - X(s))A^T + (1 - \gamma)(X(s + 1) - X(s)) > 0.
\]
This implies that (6) holds for \( m = s + 1 \). The previous relations (8) and (6) with \( m = 0 \) imply that (6) holds for any \( m \geq 0 \) by mathematical induction. The proof is thus completed.

Next, the boundedness of the sequence generated by the algorithm (5) is investigated. The result is given in the following lemma.

**Lemma 3.2.** Given a Schur stable \( A \), the sequence \( \{X(m)\} \) generated by the algorithm (5) with \( \gamma \in (0, 1] \) for a given positive definite matrix \( Q \) is upper bounded by the solution of the discrete Lyapunov matrix equation (1) under zero initial condition \( X(0) = 0 \). That is, for any integer \( m \geq 0 \), there holds
\[
X(m) < X.
\]
(9)
Proof. Similarly, we use the principle of mathematical induction to prove the conclusion of this lemma. Due to the zero initial condition, the expression (9) holds for \( m = 0 \). Now it is assumed that (9) holds for \( m = s, s \geq 0 \), that is
\[
X(s) < X.
\]
(10)
With the induction assumption (10), it follows from the expressions (4) and (5) with \( m = s \) and \( \gamma \in (0, 1] \) that
\[
X(s + 1) - X = \gamma A(X(s) - X)A^T + (1 - \gamma)(X(s) - X) < 0.
\]
This implies that the inequality (9) is true for \( m = s + 1 \). The relations (11) and (9) with \( m = 0 \) imply that (9) holds for any \( m \geq 0 \) by mathematical induction principle.

With the monotonicity and boundedness properties given in the previous lemmas, a convergence result of the algorithm (5) is given in the following theorem.

**Theorem 3.3.** For the discrete Lyapunov matrix equation (1) with a Schur stable, the sequence \( \{X(m)\} \) generated by the parametric Smith iterative algorithm (5) converges to the unique solution of this matrix equation for any \( \gamma \in (0, 1] \) under the zero initial condition \( X(0) = 0 \).

Proof. According to Lemmas 3.1 and 3.2, the sequence \( \{X(m)\} \) generated by the parametric Smith iterative algorithm (5) is monotonically increasing and upper bounded for \( \gamma \in (0, 1] \). Thus, by the convergence principle of positive definite
matrices in [2] the sequence \( \{X(m)\} \) is convergent. Denote \( \lim_{m \to \infty} X(m) = X_* \). Then, by taking limits for (5), we have

\[
X_* = \gamma (AX_*A^T + Q) + (1 - \gamma)X_*.
\]

Since \( \gamma \neq 0 \), it follows from the preceding relation that

\[
X_* = AX_*A^T + Q. \tag{12}
\]

This implies that \( X_* \) is a solution of the discrete Lyapunov matrix equation (1). Since the matrix \( A \) is Schur stable, then the Lyapunov matrix equation (1) has a unique positive definite solution. Thus, \( X_* \) is the unique solution of the matrix equation (1). The proof is thus completed.

4. Convergence conditions. In the preceding section, the properties of monotonicity and boundedness of the sequence generated by the algorithm (5) are investigated. In this case, the following three requirements are needed.

- The matrix \( A \) is Schur stable;
- The initial value of the iterative algorithm (5) is \( X(0) = 0 \);
- The tuning parameter \( \gamma \in (0, 1] \).

In the section, we further investigate the convergence property of the algorithm (5) without the requirement of Schur stability and the zero initial condition. Moreover, the tuning parameter \( \gamma \) is not required to be confined to the interval \((0, 1]\).

**Theorem 4.1.** Consider the discrete Lyapunov matrix equation (1) to have a unique solution, and define the following matrix

\[
G = \gamma (A \otimes A) + (1 - \gamma) I. \tag{13}
\]

The sequence \( \{X(m)\} \) generated by the algorithm (5) under an arbitrary initial condition converges to the solution of the discrete Lyapunov matrix equation (1) if and only if the parameter \( \gamma \) satisfies \( \rho(G) < 1 \).

**Proof.** Taking the vectorization for both sides of (5), gives

\[
\text{vec} (X(m+1)) = \gamma (A \otimes A) \text{vec} (X(m)) + (1 - \gamma) \text{vec} (X(m)) + \gamma \text{vec} (Q). \tag{14}
\]

Denote

\[
\eta(m) = \text{vec} (X(m)), q = \text{vec} (Q).
\]

Then, the relation (14) can be written as

\[
\eta(m+1) = G\eta(m) + \gamma q. \tag{15}
\]

By the stability theory of discrete-time linear systems, the iteration (15) is convergent if and only if the parameter \( \gamma \) satisfies \( \rho(G) < 1 \).

Further, let \( \eta = \text{vec} (X) \), then the discrete Lyapunov matrix equation (1) can be equivalently expressed as \((I - A \otimes A)\eta = q\), and thus its unique solution can be given by \( \eta = (I - A \otimes A)^{-1} q \). In addition, it is easily derived that the vector \( \eta(m) \) in (15) converges to \( \gamma(I - G)^{-1} q \) under the condition of \( \rho(G) < 1 \). By using the expression in (13) one has

\[
\gamma(I - G)^{-1} q = (I - A \otimes A)^{-1} q.
\]

This implies that the conclusion of this theorem is true. \( \square \)
In Theorem 4.1, the convergence condition for the algorithm (5) is given in terms of the spectral radius of a matrix with the tuning parameter $\gamma$. In the following theorem, an explicit necessary condition is provided for the convergence of the algorithm (5).

**Theorem 4.2.** Let $A$ be given, and $\mu_i, i \in [1,n]$, be the $n$ eigenvalues of the matrix $A$, and denote
\[
\lambda_{ij}(\gamma) = 1 - \gamma + \gamma \mu_i \mu_j.
\]
(16)
The sequence $\{X(m)\}$ given by the algorithm (5) converges to the unique solution of the discrete Lyapunov matrix equation (1) if and only if the parameter $\gamma$ is chosen such that for any $i, j \in [1,n]$, there holds $|\lambda_{ij}(\gamma)| < 1$.

**Proof.** Let $\lambda$ be an arbitrary eigenvalue of the matrix $G$ in (13), and $v$ be the corresponding eigenvector. Thus, we have
\[
Gv = \lambda v.
\]
With the expression of (13), it follows from this relation that
\[
\gamma (A \otimes A) v = (\lambda + \gamma - 1) v.
\]
(17)
It is easily known that $\gamma \neq 0$ if the algorithm (5) is convergent. Thus, from (17) we have
\[
(A \otimes A) v = \frac{\lambda + \gamma - 1}{\gamma} v.
\]
This implies that $\frac{\lambda + \gamma - 1}{\gamma}$ is an eigenvalue of $A \otimes A$ if $\lambda$ is an eigenvalue of $G$. In addition, by properties of Kronecker products it is derived that
\[
\sigma (A \otimes A) = \{\mu_i \mu_j : i, j \in [1,n]\}.
\]
Thus, the characteristic polynomial of the matrix $(A \otimes A)$ is
\[
f(s) = \prod_{j=1}^{n} \prod_{i=1}^{n} (s - \mu_i \mu_j).
\]
Since $\frac{\lambda + \gamma - 1}{\gamma}$ is an eigenvalue of $A \otimes A$, then we have $f \left( \frac{\lambda + \gamma - 1}{\gamma} \right) = 0$. Thus, there holds
\[
\prod_{j=1}^{n} \prod_{j=1}^{n} \left( \frac{\lambda + \gamma - 1}{\gamma} - \mu_i \mu_j \right) = 0,
\]
which is equivalent to
\[
\prod_{j=1}^{n} \prod_{j=1}^{n} (\lambda + \gamma - 1 - \gamma \mu_i \mu_j) = 0.
\]
From this, it can be derived that all the $n^2$ eigenvalues $\lambda_{ij}(\gamma)$ of the matrix $G$ for a fixed $\gamma$ are given by (16). Combining this with Theorem 4.1, gives the conclusion of this theorem.

By using Theorem 4.2, a convergence condition is established for the algorithm (5) in the following theorem.
Theorem 4.3. Let $A$ be given, and denote
\[ \sigma(A \otimes A) = \{ a_i \pm b_i, i \in \mathbb{I}[1,s] \}. \] (18)
Then, there exists a parameter $\gamma$ such that the parametric Smith iterative algorithm (5) converges to the unique solution of the discrete Lyapunov matrix equation (1) if and only if
\[ a_i > 1, \text{ for } \forall i \in \mathbb{I}[1,s], \] (19)
or
\[ a_i < 1, \text{ for } \forall i \in \mathbb{I}[1,s]. \] (20)
Moreover, if the condition (19) is satisfied, then the parametric Smith iterative algorithm (5) converges to the unique solution of the discrete Lyapunov matrix equation (1) if and only if
\[ \frac{2(1 - a_i)}{(a_i - 1)^2 + b_i^2} < \gamma < 0, \text{ for } \forall i \in \mathbb{I}[1,s]; \]
if the condition (20) is satisfied, then the parametric Smith iterative algorithm (5) converges to the unique solution of the discrete Lyapunov matrix equation (1) if and only if
\[ 0 < \gamma < \frac{2(1 - a_i)}{(a_i - 1)^2 + b_i^2}, \text{ for } \forall i \in \mathbb{I}[1,s]. \]

Proof. According to Theorem 4.2, the algorithm (5) converges to the unique solution of the discrete Lyapunov matrix equation (1) if and only if for any $i \in [1,s]$, the parameter $\gamma$ satisfies
\[ |1 - \gamma + \gamma(a_i \pm ib_i)| < 1, \]
which is equivalent to
\[ (1 - \gamma + \gamma a_i)^2 + (\gamma b_i)^2 < 1. \]

By simple calculation, from the preceding expression we have
\[ \left[ ((a_i - 1)^2 + b_i^2) \gamma + 2(a_i - 1) \right] \gamma < 0. \]
From this relation, the conclusion of this theorem can be immediately obtained. \(\square\)

Remark 1. In Theorem 3.3, the convergence condition of the algorithm (5) is given under the requirement of the Schur stability of the matrix $A$. However, the convergence conditions given in Theorems 4.1-4.3 are for a general discrete Lyapunov matrix equation in the form of (1) without the requirement that the matrix $A$ is Schur stable.

Remark 2. It has been known that the Smith iteration (2) is only valid for the discrete Lyapunov matrix equation (1) with $A$ Schur stable. However, the proposed parametric Smith iteration can be used to solve a discrete Lyapunov matrix equation without the Schur stability condition for $A$ if the tuning parameter is properly chosen.

For the discrete Lyapunov matrix equation (1), denote the eigenvalue set of $A \otimes A$ as in (18). If the matrix $A$ is Schur stable, then $|a_i \pm ib_i| < 1$ for any $i \in \mathbb{I}[1,s]$. Thus, $|a_i| < 1$ for any $i \in \mathbb{I}[1,s]$. With this, by Theorem 4.3 we can obtain the following result. In addition, another proof is also given for this result by using Theorem 4.2.

Lemma 4.4. Given a matrix $A$ to be Schur stable, if the sequence $\{ X(m) \}$ generated by the algorithm (5) converges to the unique solution of the discrete Lyapunov matrix equation (1) with $Q > 0$, then the tuning parameter $\gamma > 0$. 

Proof. Let $\mu$ be an eigenvalue of $A$. Then $\overline{\mu}$ is also an eigenvalue of $A$. Since $A$ is Schur stable, then $0 \leq \mu \overline{\mu} = |\mu|^2 < 1$. Now, it is assumed that $\gamma \leq 0$, then

$$1 - \gamma + \gamma \mu \overline{\mu} = 1 - \gamma \left(1 - |\mu|^2\right) \geq 1.$$ 

According to Theorem 4.2, the algorithm (5) is not convergent. This contradicts the convergence of the algorithm (5). Therefore, the assumption $\gamma \leq 0$ is not true. Thus, there holds $\gamma > 0$. \qed

A simple necessary condition is given in Lemma 4.4 for the algorithm (5) to be convergent when the matrix $A$ is Schur stable. Such a result will play a vital role in the next section.

5. Optimal tuning parameters. In the previous section, some convergence conditions have been established for the parametric Smith iterative algorithm (5). In this section, we focus on the choice of the tuning parameter such that the algorithm (5) has the fastest convergence rate. Firstly, we consider the case where the matrix $A$ is Schur stable.

Theorem 5.1. Consider the discrete Lyapunov matrix equation (1) to have a unique solution, and let $\mu_i, i \in \mathbb{I}[1, n]$, be the $n$ eigenvalues of the matrix $A$. If all $\mu_i \mu_j, i, j \in \mathbb{I}[1, n]$, are real and

$$\kappa = \max_{i, j \in \mathbb{I}[1, n]} \{\mu_i \mu_j\} < 1,$$

$$\tau = \min_{i, j \in \mathbb{I}[1, n]} \{\mu_i \mu_j\} > -1,$$

then the algorithm (5) under an arbitrary initial condition has the fastest convergence rate when the parameter is chosen as

$$\gamma = \frac{2}{2 - \kappa - \tau}. \quad (21)$$

In this case, the spectral radius $\rho(G)$ of the matrix $G$ given in (13) is as follows

$$\rho(G) = \frac{\kappa - \tau}{2 - \kappa - \tau}. \quad (22)$$

Proof. For the algorithm (5), define the matrix $G$ as in (13). From Theorem 4.2, the eigenvalue set of the matrix $G$ is

$$\sigma(G) = \{1 - \gamma + \gamma \mu_i \mu_j, i, j \in \mathbb{I}[1, n]\}.$$

According to Theorem 4.4, under the condition of this theorem the parameter $\gamma$ should be chosen to satisfy $\gamma < 0$ if the algorithm (5) is convergent.

For some $\mu_i \mu_j \geq \frac{1}{\gamma}$, there holds $1 - \gamma + \gamma \mu_i \mu_j \geq 0$. In this case, we have

$$|1 - \gamma + \gamma \mu_i \mu_j| = 1 - \gamma + \gamma \mu_i \mu_j. \quad (23)$$

For some $\mu_i \mu_j < \frac{1}{\gamma}$, there holds $1 - \gamma + \gamma \mu_i \mu_j < 0$. In this case, we have

$$|1 - \gamma + \gamma \mu_i \mu_j| = \gamma - 1 - \gamma \mu_i \mu_j. \quad (24)$$
Now, we aim to give the expression of the spectral radius of the matrix \( G \) by using the previous preliminary. If \( \kappa < \frac{\gamma - 1}{\gamma} \), that is, \( \gamma > \frac{1}{1 - \kappa} \), then we have

\[
\rho(G) = \max_{i,j \in [1,n]} \{ |1 - \gamma + \gamma \mu_i \mu_j| \}
\]

\[
= \max_{i,j \in [1,n]} \{ \gamma - 1 - \gamma \mu_i \mu_j \}
\]

\[
= \gamma - 1 - \gamma \tau.
\]

If the parameter \( \gamma \) satisfies \( \tau < \frac{\gamma - 1}{\gamma} \leq \kappa \), that is, \( \frac{1}{1 - \tau} < \gamma \leq \frac{1}{1 - \kappa} \), then we have

\[
\rho(G) = \max_{i,j \in [1,n]} \{ |1 - \gamma + \gamma \mu_i \mu_j| \}
\]

\[
= \max \left\{ \max \left\{ 1 - \gamma + \gamma \mu_i \mu_j, \mu_i \mu_j \right\} \geq \frac{\gamma - 1}{\gamma} \right\},
\]

\[
\max \left\{ \gamma - 1 - \gamma \mu_i \mu_j, \mu_i \mu_j < \frac{\gamma - 1}{\gamma} \right\}
\]

\[
= \max \{1 - \gamma + \gamma \kappa, \gamma - 1 - \gamma \tau\}.
\]

Now, we consider the case where \( \tau \geq \frac{\gamma - 1}{\gamma} \). In this case, the parameter \( \gamma \) satisfies \( \gamma \leq \frac{1}{1 - \tau} \). We have

\[
\rho(G) = \max_{i,j \in [1,n]} \{ |1 - \gamma + \gamma \mu_i \mu_j| \}
\]

\[
= \max \left\{ \max \left\{ 1 - \gamma + \gamma \mu_i \mu_j, \mu_i \mu_j \right\}, \mu_i \mu_j \geq \frac{\gamma - 1}{\gamma} \right\},
\]

\[
\max \left\{ \gamma - 1 - \gamma \mu_i \mu_j, \mu_i \mu_j < \frac{\gamma - 1}{\gamma} \right\}
\]

\[
= \max \{1 - \gamma + \gamma \kappa, \gamma - 1 - \gamma \tau\}.
\]

With the previous derivation, it can be obtained that

\[
\rho(G) = \begin{cases}
1 - \gamma + \gamma \kappa, & 0 < \gamma \leq \frac{1}{1 - \tau}, \\
\max\{1 - \gamma + \gamma \kappa, \gamma - 1 - \gamma \tau\}, & \frac{1}{1 - \tau} < \gamma \leq \frac{1}{1 - \kappa}, \\
\gamma - 1 - \gamma \tau, & \gamma > \frac{1}{1 - \kappa}.
\end{cases}
\] (25)

It is easily derived that

\[
\max\{1 - \gamma + \gamma \kappa, \gamma - 1 - \gamma \tau\}
\]

\[
= \begin{cases}
1 - \gamma + \gamma \kappa, & \frac{1}{1 - \tau} < \gamma \leq \frac{2}{2 - \kappa - \tau}, \\
\gamma - 1 - \gamma \tau, & \frac{2}{2 - \kappa - \tau} < \gamma \leq \frac{1}{1 - \kappa}.
\end{cases}
\]

With this, it follows from (25) that

\[
\rho(G) = \begin{cases}
1 - \gamma + \gamma \kappa, & 0 < \gamma \leq \frac{2}{2 - \kappa - \tau}, \\
\gamma - 1 - \gamma \tau, & \gamma > \frac{2}{2 - \kappa - \tau}.
\end{cases}
\] (26)

By taking the monotonicity of the function in (26) into consideration, it is known that the spectral radius \( \rho(G) \) achieves its minimum when the parameter \( \gamma \) is chosen as in (21). In this case, the spectral radius \( \rho(G) \) is as in (22).

\[ \square \]

**Remark 3.** In the proof of Theorem 5.1, the expression (26) of the spectral radius of the matrix \( G \) defined in (13) has been provided when the matrix \( A \) is Schur stable and all the eigenvalues of \( A \) are real. In view of the monotonicity of the function in (26), it is easily known that in this case the algorithm (5) is convergent if and only if the following conditions are satisfied

\[
\begin{align*}
1 - \gamma + \gamma \kappa &< 1, \\
\gamma - 1 - \gamma \tau &< 1,
\end{align*}
\]
which is equivalent to
\[ 0 < \gamma < \frac{2}{1 - \tau}. \]  
(27)

This condition can also be obtained from Theorem 4.3. In fact, if all the eigenvalues of \( A \) are real, then \( b_i = 0, a_i < 1, i \in \mathbb{I}[1, s] \). In this case, the convergence condition in Theorem 4.3 is reduced to
\[ 0 < \gamma < \frac{2}{1 - a_i}, \text{ for } \forall i \in \mathbb{I}[1, s]. \]

This condition is equivalent to the condition (27).

In the sequel, we consider the algorithm (5) for the discrete Lyapunov matrix equation (1) where all the eigenvalues of \( A \) are real and greater than 1. According to Theorem 4.3, a necessary condition for the algorithm (5) to be convergent is \( \gamma < 0 \).

**Theorem 5.2.** Consider the discrete Lyapunov matrix equation (1) to have a unique solution, and let \( \mu_i, i \in \mathbb{I}[1, n] \), be the \( n \) eigenvalues of the matrix \( A \). If all \( \mu_i \mu_j, i, j \in \mathbb{I}[1, n] \), are real and
\[ \tau = \min_{i, j \in \mathbb{I}[1, n]} \{ \mu_i \mu_j \} > 1, \]
then the algorithm (5) under an arbitrary initial condition has the fastest convergence rate when the parameter is chosen as
\[ \gamma = \frac{2}{2 - \kappa - \tau}, \]  
(28)

where \( \kappa \) is defined as in Theorem 5.1. In this case, the spectral radius \( \rho(G) \) of the matrix \( G \) given in (13) is as follows
\[ \rho(G) = \frac{\tau - \kappa}{2 - \kappa - \tau}. \]  
(29)

**Proof.** From Theorem 4.2, the eigenvalue set of the matrix \( G \) is
\[ \sigma(G) = \{ 1 - \gamma + \gamma \mu_i \mu_j, i, j \in \mathbb{I}[1, n] \}. \]

According to Lemma 4.4, under the condition of this theorem the parameter \( \gamma \) should be chosen to satisfy \( \gamma > 0 \) if the algorithm (5) is convergent.

For some \( \mu_i \mu_j \leq \frac{\gamma - 1}{\gamma} \), there holds \( 1 - \gamma + \gamma \mu_i \mu_j \geq 0 \). In this case, we have
\[ |1 - \gamma + \gamma \mu_i \mu_j| = 1 - \gamma + \gamma \mu_i \mu_j. \]  
(30)

For some \( \mu_i \mu_j > \frac{\gamma - 1}{\gamma} \), there holds \( 1 - \gamma + \gamma \mu_i \mu_j < 0 \). In this case, we have
\[ |1 - \gamma + \gamma \mu_i \mu_j| = \gamma - 1 - \gamma \mu_i \mu_j. \]  
(31)

With the preceding preliminary, in the sequel we give the expression of the spectral radius of the matrix \( G \). If \( \kappa < \frac{\gamma - 1}{\gamma} \), that is, \( \gamma < \frac{1}{1 - \kappa} \), then we have
\[
\rho(G) = \max_{i, j \in \mathbb{I}[1, n]} \{ |1 - \gamma + \gamma \mu_i \mu_j| \} \\
= \max_{i, j \in \mathbb{I}[1, n]} \{ 1 - \gamma + \gamma \mu_i \mu_j \} \\
= 1 - \gamma + \gamma \tau.
\]
If the parameter $\gamma$ satisfies $\tau < \frac{\gamma - 1}{\gamma} \leq \kappa$, that is, $\frac{1}{1-\kappa} \leq \gamma < \frac{1}{1-\tau}$, then we have
\[
\rho(G) = \max_{i,j \in [1,n]} \{|1 - \gamma + \gamma \mu_i \mu_j|\}
\]
\[
= \max \left\{ \max \left\{ 1 - \gamma + \gamma \mu_i \mu_j, \mu_i \mu_j \leq \frac{\gamma - 1}{\gamma} \right\}, \right. \\
\left. \max \left\{ \gamma - 1 - \gamma \mu_i \mu_j, \mu_i \mu_j > \frac{\gamma - 1}{\gamma} \right\} \right\}
\]
\[
= \max \{1 - \gamma + \gamma \tau, \gamma - 1 - \gamma \kappa\}.
\]
Now, we consider the case where $\tau \geq \frac{\gamma - 1}{\gamma}$. In this case, the parameter $\gamma$ satisfies $\gamma \geq \frac{1}{1-\tau}$. We have
\[
\rho(G) = \max_{i,j \in [1,n]} \{|1 - \gamma + \gamma \mu_i \mu_j|\}
\]
\[
= \max_{i,j \in [1,n]} \{|\gamma - 1 - \gamma \mu_i \mu_j|\}
\]
\[
= \gamma - 1 - \gamma \kappa.
\]
With the previous derivation, it can be obtained that
\[
\rho(G) = \begin{cases} 
1 - \gamma + \gamma \tau, & \gamma \leq \frac{1}{1-\kappa}, \\
\max\{1 - \gamma + \gamma \tau, \gamma - 1 - \gamma \kappa\}, & \frac{1}{1-\kappa} \leq \gamma < \frac{1}{1-\tau}, \\
\gamma - 1 - \gamma \kappa, & \frac{1}{1-\tau} \leq \gamma < 0.
\end{cases} \tag{32}
\]
It is easily derived that
\[
\max\{1 - \gamma + \gamma \tau, \gamma - 1 - \gamma \kappa\}
\]
\[
= \begin{cases} 
1 - \gamma + \gamma \tau, & \frac{2}{\kappa - \tau} \leq \gamma < \frac{2}{\kappa - \tau}, \\
\gamma - 1 - \gamma \kappa, & \frac{2}{\kappa - \tau} \leq \gamma < \frac{1}{1-\tau}.
\end{cases}
\]
With this, it follows from (32) that
\[
\rho(G) = \begin{cases} 
1 - \gamma + \gamma \tau, & \gamma < \frac{2}{\kappa - \tau}, \\
\gamma - 1 - \gamma \kappa, & \frac{2}{\kappa - \tau} \leq \gamma < 0.
\end{cases} \tag{33}
\]
The conclusion of this theorem can be obtained by using the similar treatment in Theorem 5.1.

**Remark 4.** In Theorems 5 and 6, not only the optimal parameter of the proposed parametric Smith iterative algorithm (5) is given, but also the corresponding spectral radius of the convergence matrix is provided. In addition, it can be seen from the proof that the spectral radius of the convergence matrix is a linear function with respect to the tuning parameter.

**Remark 5.** In this paper, the optimal tuning parameter of the proposed parametric Smith iterative algorithm (5) is provided only for the matrix $A$ to have real eigenvalues. For the case where the matrix $A$ has complex eigenvalues, it is difficult to obtain an explicit expression of the optimal tuning parameter.

6. **Numerical examples.** In this section, we employ three examples to verify the effectiveness of the proposed parametric Smith iterative algorithms.
Example 1. Consider a discrete Lyapunov matrix equation in the form of (1) with

\[
A = \begin{bmatrix}
2.3881 & -0.5361 & 0.0486 & -0.3892 & -0.2747 & 0.0659 \\
-0.4706 & 2.4497 & -0.4188 & -0.0423 & -0.3238 & -0.2752 \\
0.1810 & -0.2974 & 2.4052 & -0.4923 & 0.6128 & -0.8552 \\
-0.3842 & -0.0847 & -0.5873 & 2.6207 & -0.4169 & 0.4422 \\
-0.2798 & -0.4142 & 0.4394 & -0.4271 & 2.0242 & -0.3807 \\
0.2022 & -0.1568 & -0.8688 & 0.5395 & -0.2017 & 2.2121 
\end{bmatrix},
\]

and \( Q = I \). For this example, the Smith iterative algorithm (2) does not work. By trial and test, it is found that the gradient based algorithm (3) achieves its fastest convergence rate when \( \mu = 8.12 \times 10^{-3} \). Denote

\[
\delta(m) = \|AX(m)A^T + Q - X(m)\|_F.
\]  (34)

The convergence curve of the gradient based algorithm (3) for this example is given in Fig. 1 when the initial value is chosen to be \( X(0) = 0 \). When the proposed algorithm (5) is applied to this example, it is found by trial and test that the sequence generated by this algorithm is convergent when \(-0.13 < \gamma < 0\). In fact, this convergence range can be obtained by using Theorem 4.3. In addition, the spectral radius of \( G \) defined in (13) versus the tuning parameter \( \gamma \) is shown in Fig. 2. According to this figure, the spectral radius of \( G \) is minimum when the parameter \( \gamma \) is chosen as \( \gamma = -0.1279 \). Therefore, the proposed algorithm (5) achieves its fastest convergence rate when \( \gamma = -0.1279 \). Shown in Fig. 3 is the convergence curve of the proposed algorithm (5) for different parameters \( \gamma \) under the zero initial condition, that is, \( X(0) = 0 \). It follows from Figures 1 and 3 that the proposed parametric Smith iterative algorithm (5) converges much faster than the gradient algorithm (3).
Example 2. Consider a discrete Lyapunov matrix equation in the form of (1) with

\[
A = \begin{bmatrix}
0.5073 & -0.0925 & 0.0115 & 0.0533 & 0.0043 & -0.1911 \\
0.0641 & 0.4746 & -0.0098 & -0.0075 & 0.1007 & -0.1528 \\
0.0852 & 0.0726 & 0.5229 & 0.2632 & 0.0503 & -0.0132 \\
0.1349 & 0.0711 & -0.0575 & 0.5549 & -0.1891 & -0.1451 \\
-0.0916 & -0.0753 & -0.2738 & -0.0404 & 0.5787 & 0.0132 \\
0.1008 & 0.1148 & -0.0773 & -0.0978 & 0.2059 & 0.5616
\end{bmatrix},
\]

and \( Q = I \). We apply Smith iterative algorithm (2), the gradient based algorithm (3) and the proposed parametric Smith iterative algorithm (5) to this Lyapunov matrix equation. By trial and test, the gradient based algorithm (3) has the fastest convergence rate when \( \mu = 2.409 \). The performance curve of the algorithm (3) for this example is given in Fig. 4. According to Theorem 4.3, the parametric Smith iteration (5) is convergent for \( 0 < \gamma < 2.116 \). By trial and test, the optimal
tuning parameter of the algorithm (5) is $\gamma = 1.711$. The converge performance of the parametric Smith iterative algorithm (5) is shown in Fig. 6 for this example. It should be pointed out the parametric Smith iterative algorithm (5) with $\gamma = 1$ is the Smith iteration algorithm. It can be seen from Figures 4 and 6 that the proposed parametric Smith iterative algorithm has better convergence performance than the existing Smith iterative algorithm and gradient based algorithm if the tuning parameter is appropriately chosen.

**Example 3.** Consider a discrete Lyapunov matrix equation in the form of (1) with

$$A = \begin{bmatrix}
-0.0287 & 0.2335 & -0.0521 & 0.0042 & -0.0746 & -0.3782 \\
0.2335 & -0.1641 & -0.0838 & -0.0362 & -0.1901 & 0.1253 \\
-0.0521 & -0.0838 & 0.5816 & -0.0810 & -0.2065 & -0.0068 \\
0.0042 & -0.0362 & -0.0810 & 0.4537 & -0.2007 & -0.1333 \\
-0.0746 & -0.1901 & -0.2065 & -0.2007 & 0.3746 & -0.1175 \\
-0.3782 & 0.1253 & -0.0068 & -0.1333 & -0.1175 & 0.4528
\end{bmatrix},$$

**Figure 4.** Convergence performance of the algorithm (3) for Example 2

**Figure 5.** Spectral radius of $G$ for Example 2
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and $Q = I$. We use this example to verify the conclusion of Theorem 5.1. For this equation,

$$\sigma(A) = \{-0.47, -0.16, 0.30, 0.55, 0.75, 0.70\}.$$  

Thus, for this example $\kappa = 0.5625$ and $\tau = -0.3525$. According to the result of Theorem 5.1, the parametric Smith iterative algorithm (5) with $0 < \gamma < 1.478$ is convergent, and the optimal tuning parameter is $\gamma = 1.117$. In addition, the spectral radius of $G$ for this example is given in Fig. 7. It is easily found that the spectral radius of $G$ achieves its minimum when $\gamma = 1.117$. Moreover, the convergence curves for different tuning parameters are given in Fig. 8 when the initial matrix $X(0)$ is chosen as

$$X(0) = \begin{bmatrix}
1 & 2 & 3 & 4 & 0 & 5 \\
1 & 0 & 1 & 1 & 1 & 2 \\
2 & 1 & 0 & 3 & 4 & 0 \\
3 & 3 & 2 & 1 & 0 & 4 \\
1 & 0 & 1 & 2 & 3 & 4 \\
6 & 9 & 8 & 7 & 2 & 3
\end{bmatrix}.$$  

From this figure, it can be seen that the algorithm (5) has the fastest convergence rate when $\gamma = 1.117$. These facts illustrate the effectiveness of Theorem 5.1.

7. Conclusions. In this paper, we have developed a novel iterative algorithm to solve the well-known discrete Lyapunov matrix equations. This algorithm is established by introducing a tunable parameter, and includes the well-known Smith iterative algorithm as a special case. The convergence properties of this kind of algorithms are analyzed, and some convergence conditions are provided. In addition, a choice approach is also established for the optimal tuning parameter of the proposed algorithm. It has been shown that the proposed parametric Smith iterative algorithm could have better convergence rate than some existing iterative algorithms if the tuning parameter is properly chosen. Recently, a finite iterative algorithm was proposed in [8] to solve a class periodic Sylvester matrix equations. In [14], an inner-outer iterative algorithm was presented to solve the coupled continuous Markovian jump Lyapunov matrix equations. It should be pointed out that the idea in the current paper can be used to solve these two kinds of matrix equations.
Figure 7. Spectral radius of $G$ for Example 3

Figure 8. Convergence curve of the algorithm (5) for Example 3
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