The primary objective of this work is to develop a Neural Network based on LSTM to predict stock market movements using tweets. Word embeddings, used in the LSTM network, are initialised using Stanford’s GloVe embeddings, pretrained specifically on 2 billion tweets. To overcome the limited size of the dataset, an augmentation strategy is proposed to split each input sequence into 150 subsets. To achieve further improvements in the original configuration, hyperparameter optimisation is performed. The effects of variation in hyperparameters such as dropout rate, batch size, and LSTM hidden state output size are assessed individually. Furthermore, an exhaustive set of parameter combinations is examined to determine the optimal model configuration. The best performance on the validation dataset is achieved by hyperparameter combination 0.4, 8, 100 for the dropout, batch size, and hidden units respectively. The final testing accuracy of the model is 76.14%.
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**Introduction**

Twitter is a microblogging and social media platform that allows users to communicate via short messages (280 characters) known as tweets [1,2,3]. It enables millions of users to express their opinions on a daily basis on a variety of different topics ranging from reviews on products and services to users’ political and religious views, making Twitter a potent tool for gauging public sentiment [4]. Thus, it manifestly follows that twitter data can be regarded as a corpus, forming the basis on which predictions can be made, and researchers have indeed exploited this fact to seek trends by performing numerous and varied analyses.

A characteristic feature of the stock market is volatility and there is no general equation describing the prediction of stock prices, which is a complex function of a range of different factors. The methods of stock market prediction can be broadly classified into Technical Analysis and Fundamental Analysis [5]. The latter involves the consideration of macroeconomic factors as well as industry specific news and events to guide investment strategies [5]. The analysis of public sentiment via tweets performed in this project can be regarded as an aspect of Fundamental Analysis. Although the prediction of stock prices is highly nuanced, the Efficient Market Hypothesis (EMH), propounded by Eugene Farma in the 1960’s, suggested a relation between public opinion and stock prices [6]. The semi-strong form of the EMH implies that current events and new public information have a significant bearing on market trends [1,6].
view is supported by Nosfinger who draws upon evidence from several studies in the field of Behavioural Finance to reinforce that changes in aggregate stock price as well as the high degree of market volatility can be, in part, attributed to public emotion [7]. Numerous studies have been successful in unveiling and proving the perceived existence of a relationship between public mood gathered from social media and stock market trends [7,8,9,10,11,12,13,14,15].

The vast majority of ML (Machine Learning) techniques applied in this sector have integrated the characteristics of NLP (Natural Language Processing) to extract and quantify the sentiment of public opinion expressed via social media. SVM (Support Vector Machines) [8], Random Forest [9], and KNN (K-Nearest Neighbour) [11] classifiers have yielded impressive classification accuracies in this application. The only caveat is that most studies consider the compound effect of historic prices and public sentiment, thereby discounting the exclusive impact of sentiment.

Some studies have gone beyond the classic ML approach, employing deep learning methods such as ANNs (Artificial Neural Networks) in one form or another for the purposes of making predictions [12,13,14,15,16,17]. Bollen et al have established that collective public mood is predictive of DJIA (Dow Jones Industrial Average) closing values by making use of Granger Causality Analysis and SOFNN (Self-Organized Fuzzy Neural Networks). Many researchers have built on this work and others have explored alternate deep learning models such as MLP (Multi Layer Perceptron), CNN (Convolutional Neural Network) + LSTM (Long Short Term Memory) for market prediction.

The primary focus of this work was on the development of a variant of RNN (Recursive Neural Network), known as LSTM, capable of predicting short-term price movements. Owing to the volatile and unpredictable nature of the stock market, it is plausible that the relationship between the societal mood and economic indicators perhaps is more complex and nuanced than linear. Deep learning methods are felicitous for this application in that hidden layers can exploit the inherent relational complexity and can potentially extract these implicit relationships. It is for this reason that an LSTM structure was selected as the principal model in this work. The popularity of RNNs in NLP and stock prediction tasks is attributed to the fact that they consider the temporal effect of events which is a significant advantage over other NNs (Neural Networks). With the aid of a popular sentiment analysis tool, known as VADER, the degree of correlation between the sentiment expressed via tweets and stock price direction was also investigated for the purposes of comparison with the results from the LSTM architecture.

1 VADER Implementation

VADER is a state of the art technique employed by researchers in sentiment analysis tasks. One aspect of this work involves using VADER to explore the degree of correlation between public opinion and sentiment expressed via twitter and stock market direction. As aforementioned, VADER is a gold standard lexicon and rule-based tool for sentiment analysis [18,19]. Developed and empirically validated by Hutto and Gilbert, the VADER lexicon is characteristically attuned to text segments in the social media domain [20,21]. Unlike other lexicon approaches, VADER takes into account that microblog text often contains slang, emoticons, and abbreviated text [21]. It not only provides the semantic orientation of words but also quantifies sentiment intensity by considering generalisable heuristics such as word order, capitalisation, degree modifiers etc [21]. In this application, VADER was used to generate the polarity scores of tweets, including a compound score (normalised between 1 and -1) which reflects the combined effect of the degree of positivity, negativity, and neutrality expressed in a tweet.

1.1 Experimental Procedure

The aim is to investigate the correlation between two variables; VADER scores and stock market trajectory. Firstly, tweets containing the APPLE stock ticker symbol were cleaned, using the algorithm described in the next section. Stock data associated with APPLE, among the Big Four technology companies, is deemed as a suitable choice upon which to perform analysis for several reasons; a detailed rationale is provided in a subsequent section. The compound score for each tweet was generated using VADER. Subsequently, the average of the scores for all tweets in a single day was taken. To obtain values for the second variable i.e. stock market movement, the direction of stock price movement was quantified. If the next-day close price of the security is greater than that of the current day, the value for that day is defined as 1, else it is defined as 0.

After generating the values for both variables, a special case of the Pearson coefficient, known as Point biserial correlation coefficient, was applied on the data to determine the correlation. This metric is commonly used when one variable is continuous and the other is categorical, as is the case in this application, where the VADER scores are continuous whereas the stock price change data is dichotomous (binary) [22]. The biserial correlation method, however, requires the continuous variable to be normally distributed [22]. Therefore, the distribution of the VADER scores was plotted and a roughly normal distribution was obtained (as shown in figure 1), allowing the use of the biserial correlation method.
1.2 Further Modifications

Modifications were made to the stock price change data by redefining the classification strategy. Previously, it was based on a delay of 1 day. It is plausible, however, that the effect of information and opinions presented in tweets may take longer to manifest and reflect in the asset price. To explore this theory, a delay size of days in the range \([1,7]\) was taken. For example, a delay size of 2 indicates that if the asset price at the close of the trading day 2 days hence is higher, it is classed as 1, else it is classed as 0.

Another configuration was assessed after making modifications to the VADER scores. If a particular tweet has more retweets than others i.e. it has been frequently shared by users, it could indicate that the information contained in that tweet has a notable influence on other users. These tweets could potentially play a greater role in impacting an incremental change within the stock market. By taking a simple average of the compound scores of tweets to arrive at a singular value for a specific day, it is not possible to gauge the contribution of important tweets. Thus, based on the number of retweets per tweet, a weighted average of the compound scores was taken to ensure accurate representation of all tweets. The correlation was then determined using the modified scores.

1.3 Results

The correlation obtained for variable delay configurations is shown graphically in figure 2. It is evident that the correlation for the original configuration using a delay of 1 day is 0.0812 (or 8.12%), suggesting a notably poor linear relationship between the sentiment expressed in tweets and market movement. Using delays higher than 1 generally tend to improve the degree of correlation, with a delay of 4 days yielding the highest correlation (30.37%). This result supports the assumption that there exists a lag between the release of public opinion and its consequent reflection in stock price. A decreasing trend is observed as the delay size is increased beyond 4 days. A potential implication of
this could be that the information contained on a particular day is irrelevant after large delay periods and no longer has any bearing on stock market values.

The retweets-based weighted average configuration results in a small negative correlation value of -8.87%, which is in complete contrast to the original configuration. There is ambiguity in what the underlying cause of the generated results could be. There is a possibility that the inclusion of retweets has no impact in moulding future stock values. Alternatively, it could also be that the lack in the number of data points is masking the true contribution of the retweets.

It can be concluded from the results that VADER is not able to present any strong association between public sentiment and market trajectory. The low correlation values could be attributed to the use of an insufficient number of samples for both variables. The final VADER scores are derived by taking an average of all compound scores, which is a simplistic and naive approach. The inability of the lexicon-based tool to identify any notable relationships between the variables could also be due to the inadequacies inherent in the development of VADER sentiment. However, as mentioned earlier, there is a high possibility that the relationship between the variables is not linear and is perhaps more complex and nuanced. This could be one of the reasons why using a metric such as correlation, used to assess strength of a linear relationship, is not able to detect any significant associations.

2 Neural Network Model

ANNs, inspired by the behaviour of neurons in biological systems, are a dense interconnection of nodes or pre-processing units connected in layers, which have the ability to discover complex relationships between inputs and outputs [23]. There are many varying implementations of ANNs, which differ in terms of network architecture, properties and complexity. Considering the sequential nature of tweets, it is essential to use a network which considers the temporal effect of an input sequence. RNNs satisfy this criterion and are indeed suitable for application in tasks of this nature. However, the main drawback of RNNs is their inability in capturing long term dependencies in an input sequence i.e. the Vanishing Gradient problem [24, 25]. For example, when an input sentence is fed into the network, the error must be backpropagated through the network in order to update the weights. If the input is long, the gradients diminish exponentially during backpropagation, resulting in virtually no contribution from the state in earlier time steps. It is particularly problematic when using the sigmoid activation function as its derivative lies in the range [0, 0.25], resulting in highly diminished gradient values after repeated multiplication. A variant of the vanilla RNN network, the LSTM, can overcome this limitation [24, 25], albeit not entirely, and is used in this application. Figure 3 shows a high level abstraction of the LSTM model architecture, consisting of one stacked LSTM layer. The input side shows the vectors, concatenated in the Embedding Layer, being input to the LSTM cells in the stacked layer. The output side depicts the hidden state outputs of the LSTM layer being taken as inputs by a sigmoid-activated node to make output predictions.

2.1 Preprocessing

Raw tweets contain a great deal of noise which needs to be eliminated in order to extract relevant information from tweets and improve the predictive performance of the applied algorithm. Tweets contain twitter handles, URLs, numeric characters, and punctuation which do not contribute meaningfully to the analysis. A preprocessing algorithm was applied to remove these elements, convert words to lower case, and tokenize the words present in a tweet. The cleaned tweets were concatenated so as to form one input sequence for a given day. Ordinal or integer encoding was used to map all the words in the vocabulary to an integer value, resulting in an input vector \( \{ w_1, w_2, w_3, \ldots, w_n \} \), where \( w_t \) corresponds to a unique integer index representing a feature (or word) in the vocabulary. Although LSTMs can take inputs of variable length [26], post-padding was applied as only vectors with homogeneous dimensionality can be used with the Keras Embedding Layer. For each input vector of length \( t \in [1, n] \), \( n-t \) zeros or dummy features must be appended, where \( n \) is the length of the longest encoded vector. This produces vectors in an \( m \)-dimensional feature space, where \( m \) is the total number of unique samples i.e. number of unique phrases or tweets fed to the network.

2.2 Embedding

NLP tasks for textural representation and feature extraction commonly use BoW (Bag of Words) models owing to their flexibility and simplicity. The traditional BoW has two variants: N-gram BoW and TF-IDF (Term Frequency-Inverse Document Frequency). The former reduces dimensionality of the feature set by extracting phrases comprising \( N \) words while the latter considers the frequency of words whilst considering the effect of rare words. The main drawback is that BoW fails to take into account word order and context and results in sparse representations. This work explores the use of GloVe (Global Vectors for Word Representation) which has gained momentum in text classification.
Figure 3: General schematic of the LSTM Network. The input side shows the vectors, concatenated in the Embedding Layer, being input to the LSTM cells in the stacked layer. The output side depicts the hidden state outputs of the LSTM layer being taken as inputs by a sigmoid-activated node to make output predictions.

problems [27, 28]. GloVe overcomes the sparsity problems associated with the BoW model by generating dense vector representations and projecting the vectors to a markedly lower dimensional space. It has the ability of capturing the semantic and syntactic relationships that are present between words, where words with a similar meaning are locally clustered in the vector space. Stanford’s GloVe embeddings, trained specifically on 2 billion tweets, were used to project each feature as a 200-dimensional vector [27, 28]. The weights of the feature vectors were initialised using the pre-trained embeddings but adjusted with the progression of training to improve classification performance. Each integer encoded feature, $w_t$, corresponds to an embedding vector, $x_t$, where $x_t \in \mathbb{R}^p$. Owing to the fact that each feature is represented as a 200-dimensional vector, $p = 200$. A padded input feature vector is thus represented in the embedding layer as $X \in \mathbb{R}^{np}$, formed as a result of concatenation of $m$ vector embeddings. In figure 3, although the embedding layer is not explicitly shown, the vector embeddings which constitute it can be seen as inputs to the LSTM layer at the corresponding time steps.

2.3 LSTM Layer

The main distinction between a neuron in the vanilla RNN and an LSTM cell lies in the presence of a cell state vector, whose contents at each time state are maintained and modified via an LSTM gating mechanism [29, 30, 31]. The information flow in an LSTM memory cell is regulated by three primary gates viz. forget gate, input gate, and output gate [29, 30]. Figure 4 shows the schematic of an LSTM cell, including the gating mechanisms used to achieve its functionality.

At a certain time step, $k$, the vector embedding, $x_t$, along with the previous hidden output, $h_{t-1}$, will be used by the input and forget gates to update the internal state of the cell [29, 32]. The output gate combines the inputs and the current cell state, $c_t$, to determine the information to be carried over to the next cell in the repeating structure [29]. In this fashion, LSTMs can control the contribution of those words and word relationships that have a higher impact on prediction, whilst penalising those that are less significant. Equation 1 is a matrix representation [32] of the outputs of the gates. Equations 2 and 3 show the outputs of the cell, where the output vector is obtained by an element wise multiplication process [29, 32].
Figure 4: Structure of an LSTM cell, showing the role of the primary gates and flow of information within the cell to form the current memory state and hidden output state.
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\[c_k = f \odot c_{k-1} + i \odot g\]  
\[h_k = o \odot \tanh c_k\]  

(2) (3)

where \(i, f, \) and \(o\) are the outputs of the input gate, forget gate, and output gate respectively and \(g\) is the output of an additional gate which aids in updating cell memory. \(W\) is the weights matrix and \(\sigma\) and \(\tanh\) represent the sigmoid and \(\tanh\) non-linearities. Note that the system of equations in (1) also contains a bias term for each gate output. Dropout, a regularization method, is utilized to prevent the model from overfitting [25]. Overfitting occurs when the model learns the statistical noise present in the dataset, capturing unnecessary complex relationships and thus, resulting in decreased generalisability. During training, it is possible for neighbouring neurons to become co-dependent, inhibiting the effectiveness of individual neurons. Dropout causes a proportion of the nodes or outputs in the layer to become inactive, thereby forcing the model to become more robust. This results in an increase in the network weights, which must be scaled by the dropout rate after completion of training.

2.4 Output Layer

A singular output node with a sigmoid activation function, presented in equation 4, was used for the purpose of classifying trend.

\[\sigma(z) = \frac{1}{1 + e^{-z}}\]  

(4)

where \(z\) is the activation of the output node. The estimated probability returned by the node was compared against a threshold probability in order to perform binary classification. If the output probability for a given input sequence \(\sigma(z) \geq 0.5\), the input was labelled as 1, predicting an increase in asset price for the following trading day. If the output probability did not exceed this threshold, the input was labelled as 0, indicating either no change or a decrease in next-day price. A binary cross entropy cost function, \(J_{\text{bce}}\), was used as given by equation 5 [33].

\[J_{\text{bce}} = -\frac{1}{m} \sum_{j=1}^{m} [y_j \times \log(\sigma(z_j))] + (1 - y_j) \times \log(1 - \sigma(z_j))\]  

(5)

where \(y_j\) is the \(j^{th}\) target variable or the actual class label from a set of \(m\) training samples. The cost or error function is representative of how accurately the model predicts target values, using a given set of network parameters. The main aim is to optimise or minimise the cost function, updating the weights and biases of connections in the network as a result. A mini-batch Stochastic Gradient was used during backpropagation to allow the model to converge to a global cost minimum [25]. This optimum state represents a model configuration where the error between the actual and predicted values is at a minimum and the network can successfully detect patterns between word embeddings.
essential for classification. The learning rate determines the rate at which the tunable weights approach the global minimum and must be chosen judiciously. A very large value would risk overshooting the minimum and a learning rate that is too small will significantly delay convergence.

3 Experimental Procedure

Twitter data was obtained from followthehashtag [34], an online resource containing a readily available corpus of tweets. Approximately 167,000 tweets mentioning or associated with APPLE stocks were used for analysis. APPLE is among the companies currently dominating the technological sector and is regarded as a suitable choice upon which to base analysis. Owing to its popularity and the fact that it has the largest market capitalisation out of all NASDAQ 100 companies, it is fair to assume that twitter contains sufficient information relating to its stocks. The stock price data was sourced from Yahoo Finance [35]. The granularity of stock data considered is 1 day i.e. daily changes in stock price were computed to capture the essence of short term price fluctuation. The input tweets were labelled according to the scheme described previously. Concatenation of tweets leads to an aggregate of 48 input samples, corresponding to 48 unique days. Due to the limited number of samples, each input was divided into 100 subsets, whilst keeping the labelling of the subsets consistent with that of the original day. Subsequently, 4800 input samples for the network were obtained. For the initial experimentation, a naive model configuration was used. This model forms the basis on which further improvements in performance can be achieved. The next section discusses the effects of using different network types, hyperparameter optimisation, and varying split values (for tuning the number of input samples) on model performance. For the initial configuration, consisting of 4800 samples, the training/testing/validation split was 70/20/10 i.e. training was performed on 3360 samples, testing was performed on 960 samples, and validation was performed on the remaining 480 samples. The validation set is used to configure the model so as to obtain the hyperparameters which give the best performance. The testing data is only used once after the network has been configured to give an unbiased evaluation of model performance. A single LSTM stacked layer was utilised with a dropout value of 0.2 and 100 hidden units (used for determining the dimension of the LSTM outputs). The gradients and weights are updated according to a batch size of 32.

The performance of the initial configuration is reported in the next section. The primary metric used to assess performance is accuracy. Another commonly used metric is the F1 score, which is the harmonic mean of the precision and recall [36]. Precision refers to the percentage of instances correctly predicted as positive with respect to all instances classified as positive by the model, whereas recall refers to the percentage correctly classified as positive out of all positive classes [36]. The F1 score is also calculated for varying implementations discussed in the next section. However, it is only needed when there is a greater cost associated with either the false positives or false negatives. As this is not applicable for this task and class distribution is even (as shown in figure 5), it is only computed to ensure consistency in results and thus not reported for all configurations.
4 Results

The initial model configuration, described in the previous section, gives an impressive classification (testing) accuracy of 74.58%. A confusion matrix, displayed in figure 6, summarizes the classification performance of the model. It indicates that the model is able to correctly identify the 0 class and 1 class with an accuracy of 76% and 73% respectively. The F1 score for this configuration is 71.76%, reinforcing model performance as reflected in the testing accuracy result. The achieved accuracy is far superior to the random guessing threshold of 50%. This result indicates the effectiveness of NNs in this task, which is in contrast with the results of the correlation analysis performed previously. This output reinforces the claim that NNs have the ability to detect nuanced patterns and produce complex mappings between the input and output.

4.1 Effect of Splitting Dataset

In the original model, the concatenated tweets, resulting in 48 samples, were split into 100 subsets per input sample to augment the dataset. To investigate the effect of modifying the number of subsets per sample on overall performance, values for the input splits were selected in the range [25, 450]. Figure 7 shows the dependence of classification accuracy as a function of split size.

In general, selecting large values of split size leads to performance degradation. Splitting up all tweets on a particular day into higher subsets can result in insufficient information contained within a unique sample, deteriorating prediction capability. It is reasonable to assume that on any given day, some tweets cause the price to go in the opposite direction to that observed in the stock market, however, the aggregate impact of other tweets outweigh this effect. As a result, higher subdivisions do not accurately capture the true nature of the task. To determine if this trend continues, an extreme case was considered i.e. the maximum logical split value was considered. Using all 60,233 filtered tweets as individual inputs to the network, the observed accuracy was 62.37%, validating the observed graphical results. On the other end of the spectrum, using the concatenated tweets in their unaltered form will reflect all the necessary information on a given day for the model to make predictions. However, in this work, this will entail using a considerably limited number of training instances, hindering the network’s ability to learn effectively and leading to erroneous outputs. The training results of this configuration further confirmed this intuition as it gave the worst performance in comparison with using other subset values. The training time for this configuration i.e. using no splits was also significantly higher than any other value tested. As the input sequence length is maximum in this case, a significant number of LSTM cells is required. This discernibly increases processing time and degrades performance due to the emergence of vanishing gradients. Therefore, there exists a trade-off between loss of information and creating a reasonably sized dataset. In light of this fact, a split size of 150 per day was selected for subsequent analyses as it is able to achieve a satisfactory balance of the aforementioned performance variables.
4.2 Hyperparameter Optimisation

To improve the results of the original model configuration, the hyperparameters employed in the NN were optimised. In particular, the dropout rate, batch size, and number of LSTM output hidden units were varied to investigate their impact on classification results. Each hyperparameter was considered in isolation, with all other model variables remaining unchanged, to determine its exclusive impact. The same experimental procedure was also applied to a different network configuration known as bidirectional LSTMs. In strict terms, the standard LSTM structure used in this work is called a unidirectional LSTM network which differs from the bidirectional LSTM structure. The bidirectional network is a variant of the classical LSTM, where information flows in both directions between LSTM cells such that the cell, at every time step, is able to maintain previous and future input information [31]. This is in contrast to the unidirectional structure, where each cell contains only past information.

Table 1 shows the classification accuracies achieved by varying the network dropout percentage. It is apparent that the unidirectional structure tends to perform well on dropout values higher than 0.2. However, the bidirectional structure shows no notable trends and as such, no conclusive inference can be drawn. The best accuracy (78.12%) is achieved by the unidirectional architecture, using a dropout value of 0.3. The implications of utilising higher values of dropout are that a higher proportion of neurons become inactive, increasing the robustness of the model and resulting in better testing accuracies.
Table 3: Effect of varying LSTM output hidden units

| Value | Unidirectional | Bi-directional |
|-------|----------------|----------------|
|       | Accuracy | Epoch | Accuracy | Epoch |
| 100   | 74.58 | 6,9   | 75.63 | 7     |
| 128   | 74.38 | 6     | 77.08 | 4     |
| 256   | 75.42 | 3     | 75.21 | 10    |
| 512   | 76.46 | 4     | 74.58 | 2     |

Table 2, which highlights the effect of variable batch sizes, indicates that there is a decline in the accuracy level with increasing batch size for the unidirectional structure. Mini-batch sizes of 8 and 16 yield comparable results, with batch size 8 achieving a remarkable accuracy of 78.33%. Similarly to the dropout case, there are no identifiable trends for the bidirectional structure, however the lowest batch size (8) performs the best for this variant of LSTM as well. The batch size determines the number of training instances after which the gradients and weights of the network are updated. The impressive performance of the lower batch sizes can be attributed to a more robust convergence as well as the network’s ability to circumvent local minima.

The final parameter used for optimisation is the number of hidden state units of the LSTM cells. The hidden state units determine the dimensionality of the output space of the LSTM layer i.e. the dimensionality of the LSTM output vectors \( H = \{ h_1, h_2, h_3, ..., h_n \} \). As presented in Table 3, the accuracy shows an overall increase with an increase in the output dimensionality for the unidirectional framework. Although performance gains are observed upon using larger values of hidden state size, it is at the cost of an exponential increase in the number of parameters and processing time. Values greater than 512 are not used in this study as the resulting models will be prone to overfitting owing to their marked complexity [37]. The bidirectional variant performs better when 128 hidden state units are used however results in a performance degradation for higher values. Due to the inherent characteristics of the bidirectional model, the dimensionality of the LSTM output is double that of its unidirectional counterpart. This ultimately leads to an inordinately complex model that is more prone to overfitting.

Some neural network structures are known to achieve satisfactory results by employing two hidden layers. Therefore, two identical LSTM stacked layers with the same hyperparameter values as the original configuration were integrated in the network. The classification accuracy achieved by this configuration was 75.10%, which is lower than the value (76.67%) achieved using a single hidden layer implementation. Hence, it is deemed apposite to forego such an architecture. A notable observation, based on the hyperparameter tuning results, is the performance of the bidirectional structure. It has the ability to preserve past and future values in each cell, thereby allowing the network to gain a fuller context of the information present in the input tweets. In theory, this should lead to improvements in the overall predictions made by the model. However, not only does the bidirectional implementation produce comparable results overall but it also occasionally generates lower accuracies than the unidirectional model.

4.3 Optimal Model

In order to discover the optimal model configuration, experiments were conducted using an exhaustive set of combinations of the hyperparameters. Different combinations of the dropout rate, mini-batch size, and hidden state size were deployed, with the range of hyperparameter values limited to the those outlined in Table 1, Table 2, and Table 3. The combination 0.4 (dropout), 8 (batch size), and 100 (hidden units) produces the best results, obtaining a validation accuracy of 81.04%. Improvements in accuracy cannot be attained by merely using those hyperparameter values which give the highest accuracy when altered independently i.e. using the combination 0.3,8,512. Therefore, it can be argued that there exists some degree of interaction between the variables when varied simultaneously.

The optimal model configuration is thus given by the combination 0.4,8,100. To perform an unbiased evaluation of the model, the testing data (960 samples) was used. The model produces a testing accuracy of 76.14% when presented with the unseen testing data. Although the model exhibits a remarkable performance in absolute terms, its results are specific to APPLE and are not generalisable to other technology companies. There could be different patterns and inherent complexities within the twitter datasets of other companies which could lead to similar or contrasting results to that observed in this analysis.

5 Conclusion

The objective of this work is to develop a model capable of predicting the direction of next-day stock market fluctuations using twitter messages. Tweets associated with APPLE, regarded among the Big Four technology companies,
is used as the basis for this analysis. The primary focus of this work is in the development, configuration, and deployment of an LSTM structure. A correlation analysis is briefly explored to determine the relationship between VADER scores, quantifying the sentiment of tweets, and stock market movement.

Using Point biserial correlation coefficient as the measurement metric, a low correlation value of 0.0812 is obtained. Alternate configurations are considered based on the time taken for information contained in tweets to manifest in market movement and a retweet-weighted average configuration. A delay size of 4 days results in the highest correlation value (0.3037). However, it is apparent from these results that VADER is not able to extract any strong relations between societal sentiment and market direction.

In order to initialise the weights of the LSTM network, GloVe embeddings, pre-trained on a sizeable twitter corpus, are utilised. Due to the limited number of training samples, the effect of splitting the dataset for augmentation is analysed. A value of 150 is selected for splitting the input sequence for each day into subsets as it provides a satisfactory trade-off between information loss and a suitable representation of dataset size. Hyperparameter tuning is performed using the validation set and independently varying the dropout rate, batch size, and hidden unit size to further optimise model performance. To determine the optimum configuration, an exhaustive set of varying combinations of selected parameters is tested. A combination of 0.4,8,100 performs the best on the validation set, achieving a testing accuracy of 76.14%.

Despite the level of accuracy being an impressive standalone result, twitter datasets from other technological companies need to be analysed and contrasted with results from this study. This relative comparison will allow the LSTM network performance to be gauged more accurately and in a broader context, enabling the formation of generalisable results. The application of technical indicators such as historical price data can also be explored in conjunction with the components of Fundamental Analysis used in this task to provide more input information vital to classification.

Word embeddings are effective in projecting words/features occurring in similar contexts within a neighbouring vector space. However, it is common for tweets to contain words expressing opposite sentiments that are collocated. This leads to erroneous representations of these fundamentally different words as similar vectors, mitigating their discriminative ability as required for classification [38]. Further work should be undertaken to incorporate linguistic lexicons such as SentiNet to capture the effect of word similarity and sentiment [27]. An alternative approach is to use SSWE (Sentiment-Specific Word Embeddings) which injects sentiment information into the loss function of neural networks [27]. This could potentially boost performance though the enhancement of the quality of word vectors.
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