Abstract. We consider the Cauchy problem for the fractional nonlinear Schrödinger equation (FNLS) on the one-dimensional torus with cubic nonlinearity and high dispersion parameter $\alpha > 1$, subject to a Gaussian random initial data of negative Sobolev regularity $\sigma < s - \frac{1}{2}$, for $s \leq \frac{1}{2}$. We show that for all $s_*(\alpha) < s \leq \frac{1}{2}$, the equation is almost surely globally well-posed. Moreover, the associated Gaussian measure supported on $H^s(T)$ is quasi-invariant under the flow of the equation. For $\alpha < \frac{1}{20}((17 + 3\sqrt{21}) \approx 1.537$, the regularity of the initial data is lower than the one provided by the deterministic well-posedness theory.

We obtain this result by following the approach of DiPerna-Lions (1989); first showing global-in-time bounds for the solution of the infinite-dimensional Liouville equation for the transport of the Gaussian measure, and then transferring these bounds to the solution of the equation by adapting Bourgain’s invariant measure argument to the quasi-invariance setting. This allows us to bootstrap almost sure global bounds for the solution of (FNLS) from its probabilistic local well-posedness theory.
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1. Introduction

1.1. Background. In this paper, we consider the Cauchy problem for the (renormalized) fractional nonlinear Schrödinger equation (FNLS):

\[
\begin{cases}
i \partial_t u + (-\partial_x^2)^\alpha u \pm 2(\int_T |u|^2 \ dx) u = 0, \\
u(0) = u_0.
\end{cases}
\] (1.1)

with high dispersion \( \alpha > 1 \), posed on the one-dimensional torus \( T = \mathbb{R}/2\pi \mathbb{Z} \). Our goal is to study the long-time behaviour and statistical properties of the flow of this equation when subjected to a Gaussian random initial data \( u_0 \) of low regularity, so that \( u_0 \notin L^2(T) \).

The study of Hamiltonian PDEs with random initial data was initiated by McKean and Vaninsky for the cubic wave equation, and by Bourgain for the mass-critical Schrödinger equation, both posed on \( T \), in \([49, 7]\). These works were concerned with showing the invariance of the Gibbs measure associated to the Hamiltonian; the measures having been rigorously studied earlier by Lebowitz, Rose and Speer \([47]\).

In particular, Bourgain in \([7]\) introduced the so-called Bourgain’s invariant measure argument. The idea is to use the formal invariance of the Gibbs measure, as a replacement for a conservation law, to obtain almost sure global well-posedness on the support of the Gibbs measure. This scheme was applied in \([7]\) to the one-dimensional NLS

\[
i \partial_t u - \partial_x^2 u + |u|^{p-1} u = 0,
\] (1.2)

where \( p \in 2\mathbb{N} + 1 \), for almost every initial data (distributed according to the Gibbs measure) belonging to the \( L^2 \)-based Sobolev space \( H^{\frac{1}{2} - \epsilon}(T) \), where \( \epsilon > 0 \). The local-in-time dynamics had been constructed earlier in another seminal paper by Bourgain \([6]\). We recall that the Gibbs measure for (1.23) is formally described by

\[
d\rho(u) = Z^{-1} \exp(-H(u)) du = Z^{-1} \exp \left( -\frac{1}{2} \int_T |\partial_x u|^2 - \frac{1}{p} \int_T |u|^p \right) du,
\] (1.3)

where \( H(u) = \frac{1}{2} \int_T |\partial_x u|^2 + \frac{1}{p} \int_T |u|^p \ dx \) is the Hamiltonian (energy) for (1.23), and \( Z \) is a normalisation constant. We heuristically expect \( \rho \) to be conserved under the flow of (1.23) because (i) the Hamiltonian \( H(u) \) is conserved, and (ii) the (non-existent) Lebesgue measure “\( du \)” is formally conserved by Liouville’s theorem.

Bourgain’s result was especially remarkable because on the torus, one can use conservation of mass and energy to obtain a priori estimates for solutions to (1.23) with \( p > 3 \) only in \( H^1(T) \). Bourgain also obtained similar results in the focusing case (+ sign in (1.23)) when \( p \leq 6 \), although the unboundedness from below of the Hamiltonian requires an additional (conserved) \( L^2(T) \) cut-off on the measure (1.3). We will not discuss such issues further here and refer the interested reader to \([63]\).

These techniques were further developed by Bourgain himself in his later result \([8]\), where he considered the defocusing cubic NLS posed on \( T^2 \). He showed a similar almost sure global
well-posedness result, this time in $H^{-\epsilon}(\mathbb{T})$. At this regularity, not only does one lack nice a-priori bounds, but the equation is scaling super-critical, and it is ill-posed in a strong sense; see [41, 42] for more details.

These results by Bourgain generated a lot of interest in the study of dispersive/Hamiltonian PDEs with random initial data, especially in the situation where it is possible to prove invariance of the Gibbs measure. This is typically a very difficult problem as in many cases of interest, such as in [8], the Gibbs measure is supported on a space of functions which are too rough for deterministic well-posedness theory to apply (if it even exists at such regularities). This issue necessitates a probabilistic (local) well-posedness theory, that goes beyond deterministic results by exploiting cancellations due to random oscillations. The literature on the study of Gibbs measures for nonlinear Hamiltonian PDEs is by now quite long, so we point the reader to the papers [85, 80, 82, 83, 52, 51, 22, 27, 24, 75, 67, 59, 39, 76, 14, 26, 9] and the references contained therein.

In a parallel direction, a natural question that arises is to provide some description of the flow of Hamiltonian PDEs in situations where the initial data is not distributed according to an invariant measure. This pursuit was initiated by Tzvetkov in [81], where the following question was studied: given a Gaussian measure $\mu$ and the flow $\Phi_t$ of a Hamiltonian PDE, when can we say that

$$(\Phi_t)_\#\mu \ll \mu? \quad (1.4)$$

Here, $(\Phi_t)_\#\mu$ denotes the push-forward of the measure $\mu$ under the map $\Phi_t$. If the answer to this question is positive, we say that the measure $\mu$ is quasi-invariant under the flow $\Phi_t$.

Before we discuss this further, we give a rigorous definition for the Gaussian measures supported on Sobolev spaces. Equipping $\mathbb{T}$ with normalised Lebesgue measure $(2\pi)^{-1}dx$, we let $u_0$ denote the random initial data given by

$$u_0(x;\omega) = \sum_{n \in \mathbb{Z}} g_n(\omega) \langle n \rangle^s e^{inx}, \quad (1.5)$$

where $\{g_n\}_{n \in \mathbb{Z}}$ are independent complex-valued Gaussian normal random variables (namely, Re($g_n$) and Im($g_n$) are independent $\mathcal{N}(0,\frac{1}{2})$ Gaussian random variables on $\mathbb{R}$) on a probability space $(\Omega, \mathcal{F}, \mathbb{P})$, and $\langle n \rangle := (1 + n^2)^{1/2}$. It is well known that $u_0 \in H^\sigma(\mathbb{T}) \setminus H^{s-\frac{1}{2}}(\mathbb{T})$ almost surely if and only if $\sigma < s - \frac{1}{2}$. We then define the Gaussian measure $\mu_s$ as

$$\mu_s(u_0) := \text{Law}(u_0). \quad (1.6)$$

At least formally,

$$d\mu_s(u_0) = Z_s^{-1} \exp \left(-\frac{1}{2}\|u_0\|_{H^s}^2\right)du_0,$$

since $\mu_s$ is a Gaussian measure with inverse covariance operator $(1 - \partial_x^2)^s$. The measure $\mu_s$ is then supported on $H^\sigma(\mathbb{T})$, for $\sigma < s - \frac{1}{2}$, and the triplet $(H^s, H^\sigma, \mu_s)$ forms an abstract Wiener space; see [34, 45].

The restriction to Gaussian measures in (1.4) is natural in the context of Hamiltonian PDEs, as such equations often have conservation laws of the form:

$$E(u) = \frac{1}{2}\|u\|_{H^s}^2 + \text{Rem}(u),$$
where \( \text{Rem}(u) \) is a remainder term due to the nonlinearity in the equation, and typically the associated invariant measure \( \exp(-E(u))du \) is absolutely continuous with respect to the Gaussian measure \( \mu_s \). Indeed, a strategy to rigorously interpret the Gibbs measure is to view it as a weighted Gaussian measure
\[
d\rho = \exp(-\text{Rem}(u))d\mu_s,
\]
and show that \( e^{-\text{Rem}(u)} \) is integrable on the support of \( \mu_s \).

We stress that the question of quasi-invariance of Gaussian measures under the flow of Hamiltonian PDEs is a non-trivial problem, even in high-regularity situations. In probability theory, the seminal work of Cameron and Martin [13] identified necessary and sufficient conditions for the quasi-invariance of Gaussian measures under shifts of the form \( x \mapsto x + y \). Ramer [73] extended this study to general nonlinear transformations. In order to apply Ramer’s result to prove the quasi-invariance under the flow of nonlinear Hamiltonian PDEs, one essentially needs a \((d + \varepsilon)\)-degree of smoothing on the nonlinear part of the flow, where \( d \geq 1 \) is the dimension of the torus \( T^d \). See a discussion in [81, Section 1.4] for more details. We also mention the works by Cruzeiro [16, 17] on quasi-invariance for general evolution equations.

For a typical dispersive PDE, such an amount of nonlinear smoothing seems to be out of reach, and even when available, it requires careful analysis to unlock. For example, for (1.1), there seems to be \((2\alpha - 1)\)-degrees of nonlinear smoothing, provided that \( s > 1 \). Thus, Ramer’s result would imply quasi-invariance of \( \mu_s \) under the flow of (1.1) only for \( s > 1 \).

In order to go beyond Ramer’s result, Tzvetkov [81] introduced a general method to obtain quasi-invariance for Hamiltonian PDEs, which has been iterated and expanded upon in various directions over the years. Indeed, many results have appeared regarding the quasi-invariance of Gaussian measures for various different dispersive PDEs. In particular, there are results for quasi-invariance of the BBM and Benjamin-Ono equations [81, 32, 33], KdV type equations [72], wave equations [66, 36, 74], and Schrödinger equations [65, 62, 64, 71, 29, 19, 60, 30, 32]. The key underlying observation in this study is that the quasi-invariance of Gaussian measures is intimately tied to the dispersive character of the equation; see [62, 74] for negative results for some dispersionless ODEs.

We point out that, contrary to the situation in which the initial data is distributed according to an invariant measure, these quasi-invariance results all rely on the underlying equation to at least be deterministically globally well-posed at the typical regularity of a sample of the Gaussian measure. In particular, so far, there has been no quasi-invariance result which is built upon a probabilistic local well-posedness result.

1.2. Main result. The main goal of this paper is to bridge this gap between invariance and quasi-invariance results. In particular, we exploit the quasi-invariance of certain Gaussian measures in order to show almost sure global well-posedness below the known local well-posedness threshold, in the spirit of the original works by Bourgain [7, 8].

Our main result is the following:

\[1\text{The main example in which this absolute continuity does not hold but the measure can still be proven to be invariant is the } \Phi^4_3 \text{ measure of quantum field theory. This was very recently shown to be invariant for the flow of the nonlinear wave equation on } T^3 \text{ in the impressive work [9].}\]
Theorem 1.1. Let $\alpha > 1$ and $s \leq \frac{1}{2}$ be such that

$$s > s_*(\alpha) := \begin{cases} \frac{1}{2} \left( \sqrt{68\alpha^2 - 52\alpha + 9} - 10\alpha + 7 \right) & \text{if } 1 < \alpha \leq \frac{1}{32}(35 + \sqrt{105}), \\ \frac{1}{2} \left( \sqrt{4\alpha^2 - 2\alpha + 1} - 2\alpha + 1 \right) & \text{if } \alpha > \frac{1}{32}(35 + \sqrt{105}). \end{cases} \tag{1.7}$$

Then the equation (1.1) is almost surely globally well-posed with respect to the Gaussian measure $\mu_s$. Moreover, the measure $\mu_s$ is quasi-invariant with respect to the flow and, if $\sigma < s_*(\alpha)$, for $\mu_s$-a.e. initial data $u_0$, there is an exponent $A = A(\alpha, s) > 0$ such that

$$\|u(t)\|_{H^\sigma} \lesssim u_0,_{\sigma} \langle t \rangle^A, \tag{1.8}$$

Together with the result of the first author (and K. Seong) [30], that shows quasi-invariance for (1.1) for every $s > \frac{1}{2}$, Theorem 1.1 extends quasi-invariance of the measure $\mu_s$ to every $s > s_*(\alpha)$.

The condition (1.7) is quite complicated, and we do not advance any claims about its optimality\(^2\). However, we can compare it with the deterministic theory for (1.1). The equation (1.1) is known to be globally well-posed in $H^\sigma(\mathbb{T})$ for

$$\sigma \geq \frac{1 - \alpha}{3}, \tag{1.9}$$

thanks to the works [68, 50, 46, 48]. For more details, we refer to the discussion in Section 1.3. In view of the optimal regularity for an initial data $u_0$ distributed according to $\mu_s$, Theorem 1.1 provides a result stronger than the one derived by the deterministic theory if $s_*(\alpha) - \frac{1}{2} < \frac{1 - \alpha}{3}$, which corresponds to

$$1 < \alpha < \frac{1}{20}(17 + 3\sqrt{21}) \approx 1.537.$$  

1.3. Overview of the proof. We summarise here the high level structure of the proof, explaining how it relates with the existing results in the literature, and how it allows us to go beyond the deterministic global (and local) well-posedness threshold.

In view of Bourgain’s invariant measure argument (or more precisely, a variant of the argument for the quasi-invariant case, see Theorem 6.1), it is enough to show good $L^p$ estimates for the density of the transported measure. Therefore, we shift our attention to the Liouville equation associated with the equation (1.1), in the spirit of the celebrated works of DiPerna-Lions [21] and Ambrosio [1]. We first show that, if $(\Phi_t)_{\#} \mu_s = f_t \mu_s$, then

$$f_t(\Phi_t(u_0)) = \exp \left( \int_0^t Q(\Phi_{t'}(u_0)) dt' \right), \tag{1.10}$$

where $Q$ is an explicit function; see Lemma 5.1. Such a formula for the density has been known in the community for quite some time, however, it has been used in the context of quasi-invariance for dispersive PDEs only recently, initially by Debussche and Tsutsumi [19], and subsequently in [12, 30, 32].

Afterwards, by a bootstrap/Gronwall argument, we can derive an $L^p(\mu_s)$ estimate for $f_t$ from an $L^p(\mu_s)$ estimate for

$$\exp \left( \frac{1}{7} \int_0^t Q(\Phi_{t'}(u_0)) dt' \right), \tag{1.11}$$

\(^2\)However, we point out that in the case $\alpha = 2$, Theorem 1.1 provides $s_* = \frac{1}{7} (\sqrt{13} - 3) \approx 0.3028$, while the result in [60] shows quasi-invariance for $s > \frac{3}{10} = 0.3$, so $s_*(\alpha)$ is not optimal in the case $\alpha = 2$.\]
where $\tau \leq \min(t,1)$ is an appropriately chosen stopping time. This argument is performed in Lemma 5.10. The bootstrap argument can be seen as a discrete-in-time version of the argument in [2, Section 6], which has the term $Q(u_0)$ in the exponential instead of its time average. However, we point out that in general, the term $Q(u_0)$ is ill-defined (see Remark 5.3), and only its integral in time is well defined. As a consequence, the solution to the Liouville equation will not be Lipschitz in time (nor it will have a weak derivative in time in any sense), and this lack of temporal regularity extends to the transported density function $f_t \circ \Phi_t$.

In order to estimate the $L^p$ norm of (1.11), we exploit the Boué-Dupuis variational formula (2.5), popularised by Barashkov and Gubinelli [3] the context of the construction of the $\Phi^4_3$ quantum field theory on $T^3$. This formula essentially states that

$$\log \left( \int \exp \left( \frac{t}{\tau} \int_0^\tau Q(\Phi_t'(u_0))dt' \right) d\mu_s(u_0) \right) \leq \int \sup_{v_0 \in H^s} \left( \frac{t}{\tau} \int_0^\tau Q(\Phi_t'(u_0 + v_0))dt' - \frac{1}{2} \|v_0\|_{H^s}^2 \right) d\mu_s(u_0). \quad (1.12)$$

Finally, we obtain the required estimate on $\int_0^\tau Q(\Phi_t'(u_0 + v_0))dt'$ by developing a local well-posedness theory for (1.1), where $u_0$ is a random initial data distributed according to $\mu_s$, and $v_0 \in H^s$. As we need to exploit the nonlinear smoothing of the linear propagator of (1.1) in order to be able to define $\int_0^\tau Q(\Phi_t'(u_0 + v_0))dt'$, it is important to develop the local well-posedness theory using the appropriate Fourier restriction norm spaces (introduced by Bourgain in [6] and Klainerman-Machedon in [43]).

In order to get slightly sharper estimates, which allow us to improve the value of $s_\ast(\alpha)$ and go below the deterministic threshold (1.9), we need to work with the somewhat unusual spaces $X_{p,q}^{s,b}$. These keep track of the $L^q$-integrability in the time Fourier variable, rather than the more standard case of $q = 2$. We point to Section 3.1 for precise definitions and also Remark 5.9 for a technical explanation for this choice of function space. The relevant local well-posedness estimates are contained in Proposition 3.3, while the estimate for $Q$ is shown in Lemma 5.8.

In order to perform the steps described above, we need to introduce some auxiliary objects. The main reasons are that:

(I) the theory for the Liouville equation admits a rigorous justification only after a finite dimensional truncation of the equation (1.1), and

(II) the exponential estimates such as (1.12) do not hold directly for the Gaussian measure $\mu_s$, but only for an auxiliary measure $\rho_{s,\gamma} \ll \mu_s$.

We start by introducing the truncation for (1.1). In the following, we will exclusively consider the positive sign $+$ in (1.1). As we never perform any estimate that depends on the positivity of this sign, the same results will also hold for the negative sign $-$. We define the nonlinearity in (1.1) to be

$$|u|^2 u - 2 \left( \int_T |u|^2 dx \right) u = \mathcal{N}(u,u,u) + \mathcal{R}(u,u,u), \quad (1.13)$$

Formally, this transported density solves an equation of the form

$$\partial_t(f_t \circ \Phi_t) = (Q \circ \Phi_t)(f_t \circ \Phi_t),$$

so the lack of regularity in time is somewhat unexpected.
where the trilinear operators \( \mathcal{N} \) and \( \mathcal{R} \) are defined as
\[
\mathcal{N}(u_1, u_2, u_3) = \sum_{n_1 - n_2 + n_3 - n_4 = 0, \ n_1 \neq n_2, n_4} \hat{u}_1(n_1)\hat{u}_2(n_2)\hat{u}_3(n_3)e^{inx},
\]
(1.14)
\[
\mathcal{R}(u_1, u_2, u_3) = -\sum_{n \in \mathbb{Z}} e^{inx}\hat{u}_1(n)\hat{u}_2(n)\hat{u}_3(n),
\]
(1.15)
and \( \hat{u}(n) \) denotes the Fourier transform in space of \( u \).

We point out that the subtraction of the term \( 2\int_T |u|^2 \, dx \) in (1.13) is necessary for studying (1.1) below \( L^2(\mathbb{T}) \), and is thus necessary for Theorem 1.1 to hold. Let us explain further. The equation (1.1) without this term, namely,
\[
i\partial_t u + (-\partial_x^2)^\alpha u + |u|^2 u = 0,
\]
(1.16)
is the usual cubic fractional NLS. The equations (1.16) and (1.1) are equivalent in \( L^2(\mathbb{T}) \) in the sense that if \( u \in C([0, T]; L^2(\mathbb{T})) \) solves (1.16), then
\[
\mathcal{G}(u) = e^{-it\int_T |u|^2 \, dx} u
\]
solves (1.1). Moreover, this gauge transform \( \mathcal{G} \) is also invertible. This relies on the fact that the mass
\[
M(u) := \int_\mathbb{T} |u|^2 \, dx
\]
is a conserved quantity for the flow of both (1.16) and (1.1). Whilst (1.16) and (1.1) are both globally-well posed in \( L^2(\mathbb{T}) \) using the Fourier restriction norm method \([6, 50, 65, 29]\), the subtraction of \( 2M(u) \) in (1.13) removes a bad resonant part, so that (1.1) behaves better outside of \( L^2(\mathbb{T}) \) than (1.16). Indeed, the arguments in \([38, 68]\) can be applied to (1.16) to show non-existence of solutions below \( L^2(\mathbb{T}) \), whilst the flow of (1.1) merely fails to be locally uniformly continuous with respect to the initial data; see, for example, \([65, \text{Appendix A.2}].\)

The best known deterministic well-posedness results for (1.1) that we mentioned earlier with the regularity restriction (1.9), are based off a second gauge transformation which further weakens the resonant nonlinearity in (1.15). We point out that, whilst results in \([50, 68]\) imply the existence of global solutions to (1.1) for \( \sigma > -\frac{1}{4} \), if \( \alpha = \frac{3}{2} \), and \( \sigma > -\frac{9}{20} \), if \( \alpha = 4 \), respectively, there is no uniqueness and thus no well-defined flow (so the question of quasi-invariance is ill-defined).

To continue with our discussion of (I) above, with a slight abuse of notation, we denote
\[
\mathcal{N}(u_1, u_2, u_3, u_4) := \langle \mathcal{N}(u_1, u_2, u_3), u_4 \rangle_{L^2} = \sum_{n_1 - n_2 + n_3 - n_4 = 0, \ n_1 \neq n_2, n_4} \hat{u}_1(n_1)\hat{u}_2(n_2)\hat{u}_3(n_3)\hat{u}_4(n_4),
\]
and similarly
\[
\mathcal{R}(u_1, u_2, u_3, u_4) := \langle \mathcal{R}(u_1, u_2, u_3), u_4 \rangle_{L^2} = -\sum_{n \in \mathbb{Z}} \hat{u}_1(n)\hat{u}_2(n)\hat{u}_3(n)\hat{u}_4(n).
\]

Then, for \( N \in \mathbb{N} \), we define the truncated system to be
\[
\begin{cases}
i\partial_t u + (-\partial_x^2)^\alpha u + P_N (|P_N u|^2 P_N u - 2(\int |P_N u|^2) P_N u) = 0, \\
u(0) = u_0,
\end{cases}
\]
(1.18)
where $P_N$ is the sharp projection on Fourier frequencies with $|n| \leq N$, i.e.

$$P_N u(x) = \sum_{|n| \leq N} \hat{u}(n)e^{inx}.$$ 

Similar to the analogous result for (1.1), one can check that the mass (1.17) is preserved by the flow of (1.18). An easy, but important, consequence of this mass conservation, together with the fact that the linear equation

$$i\partial_t u + (-\partial_x^2)\alpha u = 0$$

preserves the $H^\sigma(\mathbb{T})$ norm for any $\sigma \in \mathbb{R}$, is the following:

**Proposition 1.2.** The equation (1.18) is globally well posed in $H^\sigma$ for every $\sigma \in \mathbb{R}$.

We will denote the nonlinearity in (1.18) as

$$P_N(|P_N u|^2 P_N u - 2(\int |P_N u|^2)P_N u) = N_N(u, u, u) + R_N(u, u, u),$$

with $N_N$ and $R_N$ having analogous definitions to $N$ and $R$ respectively. Notice that we have exactly

$$N_N(u_1, u_2, u_3) = P_N N(P_N u_1, P_N u_2, P_N u_3),$$
$$R_N(u_1, u_2, u_3) = P_N R(P_N u_1, P_N u_2, P_N u_3).$$

(1.19)

By an abuse of notation again, if all arguments are the same, we simply write $N_N(u) = N_N(u, u, u)$ and $R_N(u) = R_N(u, u, u)$.

We now move on to introducing the auxiliary measure $\rho_{s, \gamma}$ from point (II) earlier. The main obstacle to showing the relevant estimate for (1.12) is the fact that $Q$ is a (unsigned) polynomial of degree 4 in the variable $v_0$, while clearly $\|v_0\|_{H^s}^2$ is a polynomial of degree 2. In order to get around this issue, we would like to exploit the mass conservation for the equation (1.1). However, $\int_{\mathbb{T}} |u_0|^2 dx = \infty$ almost surely, for $u_0$ in the support of the Gaussian measures $\mu_s$ when $s \leq \frac{1}{2}$. We instead need to use a renormalized version of the mass, which is formally given by

$$M(u) := \int_{\mathbb{T}} |u|^2 : dx = \int \int |u|^2 : dx - \int |u_0|^2 dx \mu_s(u_0),$$

and we will make rigorous sense of this object in Section 2.4. We notice that, since formally $M(u) := M(u) + \text{constant}$, then $M(u)$ is also preserved by the flow of (1.1), and so we can multiply $\mu_s$ by any function of $M(u)$, and this will not affect the formula for the density $f_t$ given in (1.10). Therefore, for $s > \frac{1}{4}$ and $\gamma < \frac{1}{2s}$, we consider the measure

$$d\rho_{s, \gamma}(u_0) := \exp \left(-\int_{\mathbb{T}} |u_0|^2 : dx \right)^\gamma \mu_s(u_0).$$

(1.20)

In view of the inequality

$$\mathbb{1}_{\{|\cdot| \leq K\}} \leq \exp(-|x|^{\gamma}) \exp(K^{\gamma}),$$

the choice of $\rho_{s, \gamma}$ is reminiscent of the $L^2$-cut-offs, commonly employed in the construction of Gibbs measures and in some quasi-invariance results above $L^2(\mathbb{T})$. 
1.4. Further remarks.

Remark 1.3. The condition $s > \frac{1}{4}$ in the definition of $\rho_{s,\gamma}$ comes from the estimate (2.10), and it is necessary in order for $M(u)$ to be well-defined (almost surely); see also (2.8). However, the restriction $\gamma < \frac{1}{1-2s}$ at first glance might seem insubstantial, since one could easily define the measure $\rho_{s,\gamma}$ for any $\gamma > 0$. This restriction on $\gamma$ will play an important role in the numerology of Theorem 1.1 as discussed in Remark 5.12, so one might wonder where this restriction comes from.

The main reason why we need to impose it is so that we can use the estimate (2.11) while applying the Boué-Dupuis variational formula. While we will not perform this analysis here, one can show that when taking $\gamma_1 \geq \frac{1}{1-2s}$ in the definition of the measure $\rho_{s,\gamma_1}$, the right-hand side of (2.11) will at best have a term of the form $\varepsilon_0 \|V_0\|_{L^2}^{\frac{2}{1-2s}}$ (for some $\varepsilon_0 > 0$). This is due to the fact that it is possible to choose $V_0$ so that $\|M(Y+V_0)\| \lesssim 1$ and $\|V_0\|_{H^{\frac{1}{2}}} \lesssim \|V_0\|_{L^2}^{\frac{1}{2}}$. This has essentially been shown in the papers [54, 58] by Oh, Okamoto and the second author, where similar measures have been considered.

As shown in those, this interplay between the bounds on $M(Y+V_0)$ and the respective bounds on the $L^2$ norm of $V_0$ leads to unexpected results, such as phase transitions in the constructions of certain quantum fields theories that happen far from mass criticality. For these reasons, while we do expect the numerology of Theorem 1.1 to be in principle possible to improve, we believe that the choice of the weight $\exp(-\|u_0^2\|^{\gamma})$ is optimal in this context.

Remark 1.4. Despite being partially inspired by the approach of DiPerna-Lions [21], and the work by Ambrosio [1] that introduced the concept of regular Lagrangian flows for ODEs with drifts that admit only weak derivatives, we do not develop explicitly the theory for the Liouville equation associated to (1.1). We instead simply show the $L^p$ estimate (5.31) for the solution to the Liouville equation with initial data $\rho_{s,\gamma}$.

If one were to be interested instead to the well-posedness theory for the Liouville equation

$$\nu_t = (\Phi_t)_# \nu_0,$$

one obtains uniqueness of the solution in the class $\{\nu_t \ll \mu_s$ for every $t\}$ as a direct consequence of the local well-posedness theory for (1.1). Similarly, global existence for $\nu_0 \ll \mu_s$ follows by imposing

$$\nu_t = f_t \left( \frac{d\nu_0}{d\rho_{s,\gamma} \circ \Phi_{-t}} \right) \rho_{s,\gamma}.$$

Moreover, the $L^p$ estimate (5.31) shows that for every $\nu_0 \in L^\infty(\rho_{s,\gamma})$, then $\nu_t \in L^p(\rho_{s,\gamma})$ for every $t \in \mathbb{R}$ and every $p < \infty$. By keeping track of the dependence on $p$ of the estimate (5.31), it should be possible to show that the equation (1.21) is globally well posed in the Orlicz space $\exp(log(L)^{\beta})(\rho_{s,\gamma})$, for some appropriate $\beta = \beta(\alpha, s, \gamma) > 1$. However, this goes beyond the scope of this paper, and we chose not to perform this analysis.

Remark 1.5. A vast amount of work has been performed in the context of studying local and global well-posedness of dispersive PDEs with a random Gaussian initial data, independently of the properties of the transported measure. This process has been started
by Burq and Tzvetkov in [10, 11], who showed that the cubic wave equation posed on $T^3$,

$$u_{tt} - \Delta u + u^3 = 0,$$

(1.22)

is globally well-posed as soon as the random initial data belongs to the space $H^\varepsilon(T^3)$ for some $\varepsilon > 0$. This result is especially remarkable, since the equation (1.22) is deterministically ill-posed in $H^{\sigma}(T^3)$ for $\sigma < \frac{1}{2}$. This result was achieved by writing the solution $u$ to (1.22) as

$$u = \psi + v,$$

where $\psi$ is the rough solution to the linear wave equation, $\psi \in H^\varepsilon(T^3)$, and the remainder $v$ belongs to the energy space $H^1$. In this way, they showed almost sure global well-posedness for (1.22) by performing an energy estimate for the remainder $v$. Similar results, always in the context of wave equations with random initial data, have been obtained in [55, 56, 70].

However, this globalization technique breaks down very quickly when the regularity of $\psi$ is below $L^2(T^3)$. By exploiting the I-method, it should possible to show global well-posedness for (1.22) when $\psi \in \bigcap_{\varepsilon > 0} H^{-\varepsilon}(T^3)$, extending the local-in-time solutions in [57], but the case $\psi \notin H^{-\varepsilon}(T^3)$ is beyond the current technology. In the context of (1.1), this corresponds exactly to the case $s = \frac{1}{2}$ (with the extra difficulty that the remainder $v$ in general does not belong to the energy space $H^\alpha$). For more details about this approach, see the papers of Gubinelli, Koch, Oh and the second author [37, 78], where this analysis was performed in the setting of the stochastic wave equation on $T^2$ and $\mathbb{R}^2$, respectively. See also the paper by the first author [28], where a similar analysis was performed for the BBM equation.

Other global well-posedness results that rely on energy estimates for the remainder have been obtained in [15, 69, 53], in the context of nonlinear Schrödinger equations. Of particular relevance to this work is the result of [15], where the authors exploited Bourgain’s high-low method to show global well-posedness for (1.1) with $\alpha = 1$ and initial data distributed according to $\mu_x$, for $s > \frac{5}{7}$. However, we point out that due to the complete integrability of (1.1) when $\alpha = 1$, and the existence of conserved quantities of the form

$$E_s(u) = \frac{1}{2}||u||_{H^s}^2 + \text{Rem}(u)$$

for every $s > -\frac{1}{2}$, we expect this particular case to belong to the more general setting of Bourgain’s invariant measure argument (even if the invariance of such measures on $T$ for $s < 1$ is still an open problem).

**Remark 1.6.** In their works [24, 25], Deng, Nahmod and Yue introduced the concepts of *random operators* and *random tensors*, with the explicit goal of building a local-in-time solution theory for nonlinear dispersive equations with Gaussian random initial data of low regularity. After a suitable renormalisation of the nonlinearity, this theory allowed them to solve the nonlinear Schrödinger equation posed on the torus $T^d$:

$$\begin{cases} 
 i\partial_t u - \Delta u + |u|^{p-1}u = 0, \\
 u(0) = u_0,
\end{cases}$$

(1.23)

with Gaussian initial data $u_0$ of the form (1.5), for $s > \frac{3}{2} - \frac{1}{p-1}$. In principle, it would be possible to apply the theory of random tensors also to the study of (1.1). This should lead to improvements in the bilinear estimates of Proposition 3.6 and of Lemma 5.6. However,
we point out that improving these estimates does not lead to any improvement in the statement of Theorem 1.1. Indeed, the current restriction (1.7) on \( s \) and \( \alpha \) depends only on the following estimates:

1. The power of \( \|v_0\|_{L^2} \) in the estimates (3.19) and (3.20), which in turn depends only on the deterministic estimate of Proposition 3.7.

2. The restriction (3.15) on \( q \), which follows again from the estimates of Proposition 3.7. In this case, this restriction comes from the terms of \( \mathcal{N}(u) \) that depend linearly on the random initial data \( u_0 \). Hence, in principle we cannot exclude that exploiting further the randomness of \( u_0 \) it could be possible to improve the restriction on \( q \). However, it is unclear to the authors how to obtain such an estimate. Moreover, this would lead to a lower bound for \( s_\ast(\alpha) \) in Theorem 1.1 only in the case \( 1 < \alpha \leq \frac{1}{32}(35 + \sqrt{105}) \).

3. The deterministic estimates of Lemma 5.7.

Since introducing the notions of random operators or random tensors would make the paper significantly more complex, without leading to an improvement of the main result, we decided to rely on a less technological approach for the estimates of Proposition 3.6 and Lemma 5.6.

However, we do not exclude that the theory of random tensors, combined with the techniques developed in this paper, could lead to globalization results when considering equations with lower dispersion, higher order nonlinearities, or posed in higher dimension.

1.5. Structure of the paper. This paper is organised as follows. In Section 2, we go over some preliminaries: First, we lay out some notation. Then, we show certain estimates for the phase function

\[
\Phi_\alpha(\mathbf{n}) := \Phi_\alpha(n_1, n_2, n_3, n_4) = |n_1|^{2\alpha} - |n_2|^{2\alpha} + |n_3|^{2\alpha} - |n_4|^{2\alpha},
\]

and the symbol of 2s symmetrized derivatives

\[
\Psi_s(\mathbf{n}) := \Psi_s(n_1, n_2, n_3, n_4) = \langle n_1 \rangle^{2s} - \langle n_2 \rangle^{2s} + \langle n_3 \rangle^{2s} - \langle n_4 \rangle^{2s}.
\]

The phase function \( \Phi_\alpha \) will enter naturally in the analysis due to the structure of the equation (1.1), while the symbol of the symmetrized derivatives will enter in the formula for the density \( f_t \) of \( (\Phi_t)_{\#}\mu_s \) with respect to \( \mu_s \). Finally, we introduce the main probabilistic tools that we will use throughout the paper, and discuss the measures \( \rho_{s, \gamma} \) at a rigorous level.

In Section 3, we introduce the Fourier restriction spaces that we are going to use for the local well-posedness theory, and show the multilinear estimates required to prove the main local well-posedness result of Proposition 3.3.

In Section 4, we define the stopping time \( \tau \) that enters in (1.11), and show an exponential integrability estimate for \( \tau \).

In Section 5, we perform the main steps of the proof described earlier in this section for the truncated equation (1.18). Most of the section is dedicated to showing the relevant multilinear estimates for the quadrilinear operator \( \mathcal{Q} \). The main result of the section is the \( L^p \) estimate for the density \( f_t \), uniform in the parameter \( N \), contained in Proposition 5.11.
Finally, in Section 6, we perform the “soft” part of the analysis, showing Bourgain’s quasi-invariant measure argument and taking a limit for $N \to \infty$. This way, we extend the $L^p$ estimate for the density to the limit, and finalise the proof of Theorem 1.1.

**Acknowledgements.** L.T. was supported by the Deutsche Forschungsgemeinschaft (DFG, German Research Foundation) under Germany’s Excellence Strategy-EXC-2047/1-390685813, through the Collaborative Research Centre (CRC) 1060.

2. Preliminaries

2.1. Notation. For $1 \leq p \leq \infty$, we denote by $p'$ its Hölder conjugate, i.e. the only number such that

$$\frac{1}{p} + \frac{1}{p'} = 1.$$ 

Given $s \in \mathbb{R}$ and $1 \leq p \leq \infty$, we define the Fourier-Lebesgue spaces $\mathcal{F}L^{s,p}(\mathbb{T})$ via the norm

$$\|u\|_{\mathcal{F}L^{s,p}(\mathbb{T})} = \|\langle n \rangle^s \hat{u}(n)\|_{\ell^p_n(\mathbb{Z})}.$$ 

When $p = 2$, the spaces $\mathcal{F}L^{s,2}(\mathbb{T}) = H^s(\mathbb{T})$.

Given an integral operator $H : \ell^2(\mathbb{Z}) \to \ell^2(\mathbb{Z})$ with kernel $K(n, m)$ so that

$$(Hv)(n) = \sum_{m \in \mathbb{Z}} K(n, m)v(m), \quad v \in \ell^2(\mathbb{Z}),$$

we define the Hilbert-Schmidt norm $\|H\|_{HS(\ell^2, \ell^2)} = \|K(n, m)\|_{\ell^2_n\ell^2}$.

We use $a+$ (and $a-$) to denote $a + \varepsilon$ (and $a - \varepsilon$, respectively) for arbitrarily small $\varepsilon \ll 1$, where an implicit constant is allowed to depend on $\varepsilon > 0$ (and it usually diverges as $\varepsilon \to 0$).

We use $c$ and $C$ to denote various constants that may change from line to line. For two quantities $A$ and $B$, we write $A \lesssim B$ if there is a uniform constant $C > 0$ such that $A \leq CB$. We write $A \sim B$ if $A \lesssim B$ and $B \lesssim A$. We also underscore the dependency of $C$ on any additional parameter $a$ by writing $A \lesssim_{a} B$. We also write $A \vee B = \max(A, B)$ and $A \wedge B = \min(A, B)$.

Given dyadic numbers $N_j \geq 1$, $j = 1, \ldots, k$, we define $N_{\max} = \max_{j=1, \ldots, k} N_j$ and $N_{\min} = \min_{j=1, \ldots, k} N_j$. For $N_1, N_2, N_3, N_4$ dyadic, we let $N_1 \geq N_2 \geq N_3 \geq N_4$ be a permutation of the $\{N_j\}_{j=1}^4$.

2.2. The phase function and symmetrized derivatives. For particular values of $\alpha$, the phase function $\Phi_{\alpha}(\pi)$ in (1.23) enjoys explicit factorisations on the hyperplane $n_4 = n_1 - n_2 + n_3$. Indeed, if $\alpha = 1$, it is well known that

$$\Phi_1(\pi) = n_1^2 - n_2^2 + n_3^2 - n_4^2 = -2(n_4 - n_1)(n_4 - n_3) \quad \text{when } n_4 = n_1 - n_2 + n_3.$$ 

This corresponds to the case of the one-dimensional cubic NLS. A similar explicit factorisation holds for the 4NLS ($\alpha = 2$ in (1.1)); see [65, Lemma 3.1]. For general $\alpha > \frac{1}{2}$, there is no such factorisation, so instead we rely heavily on the following lower bound, which we will use without explicit reference: for $\alpha > \frac{1}{2}$, we have

$$|\Phi_{\alpha}(\pi)| \gtrsim |n_4 - n_1||n_4 - n_3|n_{\max}^{2\alpha - 2} \quad \text{when } n_4 = n_1 - n_2 + n_3.$$ 

(2.1)

and where $n_{\max} := \max(|n_1|, |n_2|, |n_3|, |n_4|) + 1$. We refer to [20, 29] for proofs. In particular, $|\Phi_{\alpha}(\pi)| \gtrsim 1$ on $n_4 = n_1 - n_2 + n_3$ and when $\{n_1, n_3\} \neq \{n_2, n_4\}$. 


We also require estimates on the symmetrized derivatives $\Psi_s(\Pi)$ in (1.25) when $s \leq \frac{1}{2}$. The following two lemmas provide the estimates that we need.

**Lemma 2.1.** Let $0 \leq s \leq \frac{1}{2}$. For $a, b \in \mathbb{R}$, we have that

$$|\langle a \rangle^{2s} - \langle b \rangle^{2s}| \lesssim \langle a - b \rangle^{2s}. \tag{2.2}$$

In particular, if $n_4 = n_1 - n_2 + n_3$, then

$$|\Psi_s(\Pi)| \lesssim \min(\langle n_1 - n_2 \rangle^{2s}, \langle n_1 - n_4 \rangle^{2s}) \lesssim \langle n_1 - n_2 \rangle^s \langle n_1 - n_4 \rangle^s. \tag{2.3}$$

**Proof.** Since $s \leq \frac{1}{2}$, the function $x \mapsto x^{2s}$ is concave on $[0, +\infty)$. Therefore, we have that

$$|a|^{2s} - |b|^{2s} \leq |a - b|^{2s}.$$ 

Therefore, since $|x|^{2s} - 1 \leq \langle x \rangle^{2s} \leq |x|^{2s} + 1$, we have

$$\langle a \rangle^{2s} - \langle b \rangle^{2s} \leq 2 |a|^{2s} - |b|^{2s} \leq 2 |a - b|^{2s} \lesssim \langle a - b \rangle^{2s}.$$ 

Now, (2.3) follows from $n_1 - n_2 = -(n_3 - n_4)$, $n_1 - n_4 = -(n_3 - n_2)$ and (2.2). $\square$

As a consequence of the elementary inequality:

$$|n_1|^{2s} - |m|^{2s} \lesssim \frac{|n-m|}{s}$$

for $\frac{1}{4} < s \leq \frac{1}{2}$, we have the following estimate for $\Psi_s(\Pi)$.

**Lemma 2.2.** Fix $\frac{1}{4} < s \leq \frac{1}{2}$ and let $n_1, n_2, n_3, n_4 \in \mathbb{Z}$ be such that $n_4 = n_1 - n_2 + n_3$. Then, we have

$$|\Psi_s(\Pi)| \lesssim \frac{\langle n_1 - n_2 \rangle}{\langle (n_1)^{1-2s} \vee (n_2)^{1-2s} \rangle \wedge \langle (n_3)^{1-2s} \vee (n_4)^{1-2s} \rangle},$$

and similarly

$$|\Psi_s(\Pi)| \lesssim \frac{\langle n_1 - n_4 \rangle}{\langle (n_1)^{1-2s} \vee (n_4)^{1-2s} \rangle \wedge \langle (n_2)^{1-2s} \vee (n_3)^{1-2s} \rangle},$$

where the implicit constant depends only on $s$.

### 2.3. Probabilistic tools

The main probabilistic tools we use in this paper are the Wiener chaos estimate and the Boué-Dupuis variational formula.

Recall that $\{g_n\}_{n \in \mathbb{Z}}$ denotes a family of i.i.d standard complex-valued normal random variables on a probability space $(\Omega, \mathcal{F}, \mathbb{P})$.

**Lemma 2.3** (Wiener Chaos estimate). Given $k \in \mathbb{N}$, let $c : \mathbb{Z}^k \to \mathbb{C}$ and

$$S(\omega) = \sum_{(n_1, \ldots, n_k) \in \mathbb{Z}^k} c(n_1, \ldots, n_k) g_{n_1}(\omega) \cdots g_{n_k}(\omega).$$

Suppose that $S \in L^2(\Omega)$. Then, there exists $C_k > 0$ such that for every $2 \leq p < \infty$,

$$\|S\|_{L^p(\Omega)} \leq C_k p^\frac{k}{2} \|S\|_{L^2(\Omega)}.$$

In order to state the Boué-Dupuis variational formula, as in [3, 79, 54, 58, 61], we first need to introduce some notations. Let $W(t)$ be a cylindrical Brownian motion in $L^2(\mathbb{T})$, which means that

$$W(t) = \sum_{n \in \mathbb{Z}} B_n(t) e^{inx},$$
where \( \{B_n\}_{n \in \mathbb{Z}} \) is a sequence of mutually independent complex-valued Brownian motions on a probability space \( (\Omega, \mathcal{F}, \mathbb{P}) \). We then define a centered Gaussian process \( Y(t) \) by
\[
Y(t) = \langle \nabla \rangle^{-s} W(t).
\] (2.4)

Note that we have \( \text{Law} \mathbb{P}(Y(1)) = \mu_s \), where \( \mu_s \) is the Gaussian measure in (1.6). By setting \( Y_N = P_N Y \), we have \( \text{Law} \mathbb{P}(Y_N(1)) = (P_N)_* \mu_s \), i.e. the push-forward of \( \mu_s \) under \( P_N \).

Next, let \( H_a \) denote the space of drifts, which are progressively measurable processes belonging to \( L^2([0,1]; L^2(T)) \), \( \mathbb{P} \)-almost surely. We now state the variational formula [5, 84]; in particular, see Theorem 7 in [84].

**Lemma 2.4** (Boué-Dupuis variational formula). Let \( Y \) be as in (2.4) and fix \( N \in \mathbb{N} \). Suppose that \( F : C^\infty(T^d) \rightarrow \mathbb{R} \) is measurable, and satisfies \( \mathbb{E}|F(P_N Y(1))|^p < \infty \) and \( \mathbb{E}|e^{-F(P_N Y(1))}|^p' < \infty \), for some \( 1 < p < \infty \). Then, we have
\[
-\log \mathbb{E} \left[ e^{-F(P_N Y(1))} \right] = \inf_{\theta \in H_a} \mathbb{E} \left[ F(P_N Y(1) + P_N I(\theta)(1)) + \frac{1}{2} \int_0^1 \|\theta(t)\|_{L^2_x}^2 dt \right],
\] (2.5)

where \( I(\theta) \) is defined by
\[
I(\theta)(t) = \int_0^t \langle \nabla \rangle^{-s} \theta(t') dt'
\]
and the expectation \( \mathbb{E} = \mathbb{E}_\mathbb{P} \) is with respect to the underlying probability measure \( \mathbb{P} \).

We recall some pathwise regularity bounds on \( Y(1) \) and \( I(\theta)(1) \). The proofs are well-known and can be found, for instance, in [36, Lemma 4.7].

**Lemma 2.5.** For any finite \( p \geq 1 \) and \( \sigma < s - \frac{1}{2} \),
\[
\sup_{N \in \mathbb{N}} \mathbb{E} \left[ \|Y_N(1)\|_{W^{\sigma, \infty}}^p \right] \leq C_p < \infty,
\]
and moreover, for any \( \theta \in H_a \),
\[
\|I(\theta)(1)\|_{H^s} \leq \int_0^1 \|\theta(t)\|_{L^2_x}^2 dt.
\] (2.6)

As a corollary of (2.5) and (2.6), we obtain the following simplified version of the Boué-Dupuis variational formula.

**Lemma 2.6.** Let \( Y \) be a random variable distributed according to \( \mu_s \). Fix \( N \in \mathbb{N} \). Suppose that \( F : C^\infty(T^d) \rightarrow \mathbb{R} \) is measurable such that \( \mathbb{E}|F_-(P_N Y)|^p \) \( < \infty \) for some \( p > 1 \), where \( F_- \) denotes the negative part of \( F \). Then
\[
\log \mathbb{E} \left[ e^{F(P_N Y)} \right] \leq \mathbb{E} \left[ \sup_{V \in H^s} \left\{ F(P_N Y + P_N V) - \frac{1}{2}\|V\|_{H^s}^2 \right\} \right],
\] (2.7)

where the expectation is taken with respect to the underlying probability measure.

---

4By convention, we normalize \( B_n \) so that \( \text{Var}(B_n(t)) = t \).
Proof. We start by proving (2.7) in the case where \( F \) is bounded from above. In this case, abusing of notation, we pick a process \( Y(t) \) as in (2.4), so that \( \text{Law}(Y(1)) = \mu_s \). We can then apply Lemma 2.4 (to \(-F\)) and (2.6), and obtain that

\[
\log \mathbb{E}
[ e^{F(P_N Y)} ] = \log \mathbb{E}
[ e^{F(P_N Y(1))} ]
\]

\[
= \sup_{\theta \in \mathbb{R}} \mathbb{E}
[ F(P_N Y(1) + P_N I(\theta)(1)) - \frac{1}{2} \int_0^1 \|\theta(t)\|_{L^2}^2 dt ]
\]

\[
\leq \sup_{\theta \in \mathbb{R}} \mathbb{E}
[ F(P_N Y(1) + P_N I(\theta)(1)) - \frac{1}{2} \|I(\theta)(1)\|_{H^s}^2 ]
\]

\[
\leq \sup_{\theta \in \mathbb{R}} \mathbb{E}
[ \sup_{V \in H^s} \{ F(P_N Y(1) + P_N V) - \frac{1}{2} \|V\|_{H^s}^2 \} ]
\]

\[
= \mathbb{E}
[ \sup_{V \in H^s} \{ F(P_N Y + P_N V) - \frac{1}{2} \|V\|_{H^s}^2 \} ].
\]

We now move to the situation in which \( F \) is unbounded from above. For \( n \in \mathbb{N} \), define \( F_n := \min(F,n) \). Since \( F_n \) is bounded from above, we obtain that

\[
\log \mathbb{E}
[ e^{F_n(P_N Y)} ] \leq \mathbb{E}
[ \sup_{V \in H^s} \{ F_n(P_N Y + P_N V) - \frac{1}{2} \|V\|_{H^s}^2 \} ]
\]

\[
\leq \mathbb{E}
[ \sup_{V \in H^s} \{ F(P_N Y + P_N V) - \frac{1}{2} \|V\|_{H^s}^2 \} ].
\]

By monotone convergence, we have that

\[
\lim_{n \to \infty} \mathbb{E}
[ e^{F_n(P_N Y)} ] = \mathbb{E}
[ e^{F(P_N Y)} ],
\]

so by taking limits as \( n \to \infty \) we obtain (2.7). \( \square \)

2.4. On the measures \( \rho_{s,\gamma} \). In the following section, we give a rigorous meaning to the auxiliary measures \( \rho_{s,\gamma} \) defined in (1.20).

For \( s \leq \frac{1}{2} \) and \( u_0 \) distributed according to \( \mu_s \), the quantity \( \|u_0\|_{L^2}^2 \) is almost surely infinite. This divergence is due to the unboundedness of the variance of \( |u_0(x)|^2 \) for any fixed \( x \in \mathbb{T} \). Indeed, for any \( N \in \mathbb{N} \),

\[
\sigma_N := \mathbb{E}[|P_N u_0(x)|^2] = \sum_{|n| \leq N} \frac{1}{|\langle n \rangle|^{2s}} \sim \left\{ \begin{array}{ll} \log N & \text{if } s = \frac{1}{2}, \\
N^{1-2s} & \text{if } s < \frac{1}{2}. \end{array} \right.
\]

We instead consider the Wick ordered product:

\[
:|P_N u_0|^2: = |P_N u_0|^2 - \sigma_N,
\]

and thus the Wick ordered \( L^2 \)-norm:

\[
\int_{\mathbb{T}} |P_N u_0|^2(x) : dx = \int_{\mathbb{T}} |P_N u_0(x)|^2 dx - \sigma_N.
\]

Since \( \sigma_N \) is independent of \( x \in \mathbb{T} \), we also have \( \sigma_N = \mathbb{E}[|P_M u_0|^2_{L^2}] \). Then, by Lemma 2.3 for any \( 1 \leq p < \infty \),

\[
\mathbb{E}
[ \left( \int_{\mathbb{T}} |P_N u_0|^2(x) : dx \right)^p ] \lesssim p \mathbb{E}
[ \left. \sum_{|n| \leq N} \frac{|\langle n \rangle|^{2-2s}}{|\langle n \rangle|^{2s}} \right]^{\frac{p}{2}} \lesssim p \left( \sum_{|n| \leq N} \frac{1}{|\langle n \rangle|^{4s}} \right)^{\frac{1}{2}} \lesssim_p 1, \quad (2.8)
\]
uniformly in $N \in \mathbb{N}$ if $s > \frac{1}{4}$. Moreover, by trivially modifying the above computation, we obtain
\[
\left\| \int_T |P_N u_0|^2(x) : dx - \int_T |P_M u_0|^2(x) : dx \right\|_{L^p(\mu_s)} \leq C p N^{-1 + 4s}, \quad (2.9)
\]
for any $1 \leq p < \infty$ and $M \geq N \geq 1$. Now, (2.9) implies that the sequence $\{\int_T (P_N u_0)^2 : dx\}_{N \in \mathbb{N}}$ is Cauchy in $L^p(\mu_s)$ and we may define
\[
\int_T |u_0|^2 : dx = \lim_{N \to \infty} \int_T |P_N u_0|^2 : dx \in L^p(d\mu_s)
\]
for any $1 \leq p < \infty$. Given fixed $N \in \mathbb{N}$ and $\gamma \geq 0$, we define
\[
R_N(u_0) = \exp \left( - \left| \int_T |P_N u_0|^2 : dx \right|^\gamma \right).
\]
Then, the following proposition ensures that the measures $\rho_{s, \gamma}$ in (1.20) are well-defined.

**Proposition 2.7.** Let $\frac{1}{4} < s \leq \frac{1}{2}$ and $\gamma < \frac{1}{1 - 2s}$. Then, for any finite $p \geq 1$,
\[
\sup_{N \in \mathbb{N}} \|R_N(u_0)\|_{L^p(\mu_s)} < \infty. \quad (2.10)
\]
Moreover, for any $1 \leq p < \infty$, $R_N(u_0)$ converges to $\exp \left( - \left| \int_T |u_0|^2 : dx \right|^\gamma \right)$ in $L^p(d\mu_s)$.

The proof of Proposition 2.7 follows by standard arguments so we will be brief. Clearly, the bound (2.10) follows from the point-wise bound $R_N \leq 1$. Then, the convergence of $R_N$ in $L^p(\mu_s)$ follows from the uniform bound (2.10) and the weaker convergence in measure (which in turn rests upon (2.9)).

Notice that, as observed in Remark 1.3, the restriction $\gamma < \frac{1}{1 - 2s}$ is completely inessential in the construction of the measure $\rho_{s, \gamma}$. However, we decided to keep it in the statement of Proposition 2.7 in view of the following estimate, which will be crucial when developing the arguments of Section 4 and 5.

**Lemma 2.8.** For $\frac{1}{4} < s \leq \frac{1}{2}$ and $\gamma < \frac{1}{1 - 2s}$, there exist $C_{\gamma} = C_{\gamma}(s) > 0$, $\kappa = \kappa(\gamma, s)$, $\delta > 0$, such that
\[
\left| \int_T |V_0|^2 + 2 \text{Re}(\overline{V_0} Y) dx + Z \right|^\gamma \geq \frac{1}{2} \|V_0\|_{L^2}^{2\gamma} - \frac{1}{10} \|V_0\|_{H^s}^{2\gamma} - C_{\gamma}\|Y\|_{H^{\frac{3}{2} - \frac{1}{2} - \delta}}^{\kappa} - C_{\gamma}|Z|^\gamma. \quad (2.11)
\]

**Proof.** By the triangle inequality, there exists a constant $C$ such that
\[
\left| \int_T |V_0|^2 + 2 \text{Re}(\overline{V_0} Y) dx + Z \right|^\gamma \geq \frac{3}{4} \left( \int_T |V_0|^2 dx \right)^\gamma - C \left( \int_T \overline{V_0} Y dx \right)^\gamma - C |Z|^\gamma. \quad (2.12)
\]
Moreover, for $\delta$ small enough, by interpolation and Young’s inequality, for every $\varepsilon_0, \varepsilon_1 > 0$, we have that
\[
\left| \int_T \overline{V_0} Y dx \right|^\gamma \lesssim \|V_0\|_{H^{\frac{3}{2} - \frac{1}{2} - \delta}}^{\gamma} \|Y\|_{H^{s - \frac{1}{2} - \delta}}^{\gamma - \frac{1}{2} - \delta}
\]
\[
\lesssim \|V_0\|_{L^2}^{\frac{4\gamma}{1 + 2\delta}} \|V_0\|_{H^s}^{\frac{\gamma(1 + 2\delta - 2\delta)}{2\delta}} \|Y\|_{H^{s - \frac{1}{2} - \delta}}^{\gamma - \frac{1}{2} - \delta}
\]
\[
\lesssim \varepsilon_0 \|V_0\|_{L^2}^{\frac{2\gamma}{1 + 2\delta}} \varepsilon_1 \|V_0\|_{H^s}^{2\gamma} + C(\gamma, s, \varepsilon_0, \varepsilon_1) \|Y\|_{H^{s + \frac{1}{2} - \delta}}^{(1 - \frac{4\varepsilon_0 - 1 - 2\delta}{4\varepsilon_1}) - \frac{\gamma(1 + 2\delta - 2\delta)}{4\varepsilon_1} - 1}. \quad (2.13)
\]
Notice that, recalling that $\gamma < \frac{1}{2s}$, for $\delta$ small enough,
\[
\frac{4s-1-2\delta}{4s} + \gamma(1+2\delta-2s) = \frac{4s-1}{4s} + \gamma(1-2s) + O(\delta) < \frac{4s-1}{4s} + \frac{1}{4s} = 1.
\]
Therefore, from (2.12) and (2.13), we obtain (2.11).

3. Local well-posedness

3.1. Function spaces. For the local well-posedness analysis of (1.11) and (1.13), we will use the Fourier restriction norm spaces $X^{s,b}_{p,q}$, which are adapted to the linear flow $S(t) = e^{it(-\partial_x^2)^\alpha}$, $\alpha > 1$, and the Fourier-Lebesgue spaces $FL^{s,q}(\mathbb{T})$. These were first introduced in [35]. Given $s, b, \in \mathbb{R}$ and $1 \leq p, q \leq \infty$, we define the space $X^{s,b}_{p,q} = X^{s,b}_{p,q}(\mathbb{R} \times \mathbb{T})$ via the norm
\[
\|u\|_{X^{s,b}_{p,q}(\mathbb{R} \times \mathbb{T})} = \|\langle n \rangle^s \langle \tau - |n|^{2\alpha} \rangle^b \hat{u}(\tau, n)\|_{L^p(\mathbb{R})}\|_{L^q(Z)},
\]
where $\hat{u}(\tau, n)$ denotes the space-time Fourier transform of $u(t, x)$. When $p = q = 2$, the $X^{s,b}_{2,2} = X^{s,b}$ spaces reduce to the standard $L^2$-based $X^{s,b}$-spaces [6,43]. We will make heavy use of the case when $p = 2$ and $q \geq 2$, and as such we will define $X^{s,b}_{2,q} = X^{s,b}_q$. These spaces enjoy the following embedding properties: for every $1 \leq p \leq \tilde{p} \leq \infty$,
\[
\|u\|_{X^{s,b}_{p,q}} \leq \|u\|_{X^{s,b}_{\tilde{p},q}}, \quad (3.1)
\]
which follows from the elementary estimate for sequences $\|f\|_{l_n^p} \leq \|f\|_{l_n^{\tilde{p}}}$.

Given $T > 0$, we define the local-in-time version $X^{s,b}_{p,q}([0,T] \times \mathbb{T})$ of $X^{s,b}_{p,q}(\mathbb{R} \times \mathbb{T})$ as
\[
X^{s,b}_q([0,T] \times \mathbb{T}) = \inf \{\|v\|_{X^{s,b}_{p,q}(\mathbb{R} \times \mathbb{T})} : v|_{[0,T]} = u\}. \quad (3.2)
\]
We will denote by $X^{s,b}_{p,q}(T)$ the spaces $X^{s,b}_{p,q}([0,T] \times \mathbb{T})$. We have the following important embedding: for any $s \in \mathbb{R}$ and $b > \frac{1}{\tilde{q}}$, we have
\[
X^{s,b}_{p,q}(T) \hookrightarrow C([0,T];FL^{s,p}(\mathbb{T})). \quad (3.3)
\]
Given any function $F$ on $[0,T] \times \mathbb{T}$, we denote by $\tilde{F}$ any extension of $F$ onto $\mathbb{R} \times \mathbb{T}$. Let $\eta \in C^\infty_c(\mathbb{R})$ be a smooth non-negative cutoff function supported on $[-2,2]$ with $\eta \equiv 1$ on $[-1,1]$, and we set $\eta_T(t) := \eta(T^{-1}t)$ for $T > 0$. For $0 < T \leq 1$, we have the point-wise bounds
\[
|\hat{\eta}_T(\tau)| + |\hat{\chi}_T(\tau)| \lesssim \frac{T^\theta}{(\tau)^{1-\theta}}, \quad 0 \leq \theta \leq 1, \quad (3.4)
\]
where $\chi(t) = \chi_{[-1,1]}(t)$ is a sharp cut-off to the interval $[-1,1]$ and, given $T > 0$, we define $\chi_T(t) = \chi_{[-1,1]}(T^{-1}t) = \chi_{[-T,T]}(t)$.

We recall the following linear estimates related to the $X^{s,b}_{p,q}(T)$ spaces.

**Lemma 3.1.** The following are true:

(i) [Homogeneous linear estimate] Given $s, b, \in \mathbb{R}$ and $1 \leq p, q \leq \infty$, we have
\[
\|S(t)u_0\|_{X^{s,b}_{p,q}(T)} \lesssim \|u_0\|_{FL^{s,p}}, \quad (3.5)
\]
for any $0 < T \leq 1$. 
(ii) [Nonhomogeneous linear estimate] Let \( s \in \mathbb{R}, 1 \leq p, q \leq \infty \) and \( b > \frac{1}{q} \). Then we have
\[
\left\| \int_0^T S(t-t')F(t')dt' \right\|_{X_{p,q}^{s,b}(T)} \lesssim \|F\|_{X_{p,q}^{s,b-1}(T)},
\] (3.6)
for any \( 0 < T \leq 1 \).

Proof. The first estimate (3.5) can be found in [31, Lemma 2.2 (i)]. For the second estimate (3.6), we note that for any extension \( \tilde{F} \) of \( F \) onto \( \mathbb{R} \),
\[
\mathcal{I}\tilde{F}(t, x) := \eta(t) \int_0^T S(t-t') \eta(t') \tilde{F}(t', x) dt'
\]
is an extension of \( \int_0^T S(t-t')F(t')dt' \), and so it suffices to prove
\[
\|\mathcal{I}\tilde{F}\|_{X_{p,q}^{0,b}} \lesssim \|F\|_{X_{p,q}^{0,b-1}}.
\] (3.7)
Taking a space-time Fourier transform, we find
\[
\mathcal{F}_{L_x}\{\mathcal{I}\tilde{F}\}(\tau + |n|^{2\alpha}, n) = \int_\mathbb{R} K(\tau, \lambda) \tilde{F}(\lambda + |n|^{2\alpha}, n) d\lambda,
\]
where the kernel \( K(\tau, \lambda) \) satisfies
\[
|K(\tau, \lambda)| \lesssim \frac{1}{\langle \tau - \lambda \rangle^M} + \|\nabla\tau K(\tau, \lambda)\|_{L^2} + \|\nabla_\lambda K(\tau, \lambda)\|_{L^2},
\] (3.8)
for any \( M \geq 1 \). See, for example, [23, Lemma 3.1]. Using (3.8), we see that
\[
\langle \tau \rangle^b \langle \lambda \rangle^{1-b}|K(\tau, \lambda)| \lesssim \frac{1}{\langle \tau \rangle^{M} + \langle \lambda \rangle^{M}} + \frac{1}{\langle \tau - \lambda \rangle^M} \mathbb{1}_{\langle \tau \rangle \sim \langle \lambda \rangle}.
\]
By Hölder’s inequality (which requires \( b > \frac{1}{q} \)) and Young’s inequality, we obtain
\[
\left\| \int_\mathbb{R} \langle \tau \rangle^b \langle \lambda \rangle^{1-b} K(\tau, \lambda) G(\lambda) d\lambda \right\|_{L^2} \lesssim \|G\|_{L^2},
\]
which implies (3.7). \( \square \)

We also have the following properties for the \( X_{p,q}^{s,b} \) spaces related to localisation in time.

Lemma 3.2. For any \( s \in \mathbb{R}, 1 \leq p, q \leq \infty \) and \( -\frac{1}{q} < b' \leq b < \frac{1}{q} \), we have
\[
\|u\|_{X_{p,q}^{s,b'}(T)} \lesssim T^{b-b'} \|u\|_{X_{p,q}^{s,b}(T)},
\] (3.9)
for any \( 0 < T \leq 1 \). In particular, (3.9) also holds for \( -\frac{1}{q} < b' \leq b < 1 + \frac{1}{q} \), under the additional condition that \( u(0) = 0 \). Moreover, for any \( s \in \mathbb{R}, 1 \leq p \leq \infty, q \geq 2 \) and \( 0 \leq b < \frac{1}{q} \),
\[
\|u_Tu\|_{X_{p,q}^{s,b}(T)} \lesssim T^{\frac{b}{q} - b - \delta} \|u\|_{X_{p,q}^{s,\frac{1}{q} - \delta}}, \quad (3.10)
\]
\[
\|u_Tu\|_{X_{p,q}^{s,b}(T)} \lesssim T^{\frac{b}{q} - b - 2\delta} \|u\|_{X_{p,q}^{s,\frac{1}{q} - \delta}}, \quad (3.11)
\]
where \( 0 < T \leq 1 \) and \( \delta > 0 \) is sufficiently small. Finally, for any \( s \in \mathbb{R}, b \geq 1, 1 \leq p \leq \infty, \) \( 1 \leq q \leq r \leq \infty, \) and \( 0 < T \leq 1 \), we have
\[
\|u\|_{X_{p,r}^{s,b}(T)} \lesssim \|u\|_{X_{p,q}^{s,b}(T)}.
\] (3.12)
Proof. The first estimate \((3.9)\) follows a similar proof as the case when \(q = 2\), which can be found in [77, Lemma 2.11], and \((3.10)\) is just a special case of \((3.9)\). When \(u(0) = 0\), the additional claim regarding \((3.9)\) can be proven by slight modification of [23, Lemma 3.2].

We now discuss the estimate \((3.11)\). This follows from the inequality:
\[
\| \chi_T u \|_{X^{s,b}_{p,q}} \lesssim T^{\frac{1}{q} - b - 2\delta} \| u \|_{X^{s,\frac{1}{p} - \delta}_{p,q}}, \tag{3.13}
\]
This estimate holds without the extra \(\delta\) loss in the case \(q = 2\) leveraging the Plancherel theorem [18]. When \(q > 2\), we can settle for the \(\delta\)-loss, and \((3.13)\) follows from interpolating between
\[
\| \chi_T u \|_{X^{s,0}_{p,q}} \lesssim T^{\frac{1}{q} - 2\delta} \| u \|_{X^{s,\frac{1}{p} - \delta}_{p,q}}, \quad \text{and} \quad \| \chi_T u \|_{X^{s,b}_{p,q}} \lesssim \| u \|_{X^{0,b+\delta}_{p,q}},
\]
for any \(s \in \mathbb{R}\), \(1 \leq p \leq \infty\), \(q > 2\), \(b < \frac{1}{q}\) and \(0 < T \leq 1\). Now, both of these inequalities follow readily by using \((3.4)\). As for \((3.11)\), using \((3.13)\) and the definition \((3.2)\), if \(w\) is any extension of \(u\) onto \([0, T]\), then
\[
\| \chi_T w \|_{X^{s,b}_{p,q}} = \| \chi_T w \|_{X^{s,b}_{p,q}} \lesssim T^{\frac{1}{q} - 2\delta} \| w \|_{X^{s,\frac{1}{p} - \delta}_{p,q}}.
\]
Now we take an infimum over all such extensions \(w\) to obtain \((3.11)\).

We now move onto \((3.12)\). It suffices to show that
\[
\| \eta u \|_{X^{s,b}_{p,q}} \lesssim \| u \|_{X^{s,b}_{p,q}},
\]
which in turn follows from the following inequality: for any \(1 \leq q < r \leq \infty\), and \(b \geq 0\) that
\[
\| \langle \tau - \mu \rangle^b \langle \hat{\eta} * \hat{f} \rangle \|_{L^r_\tau} \lesssim \| \langle \tau - \mu \rangle^b f \|_{L^q_\tau}, \tag{3.14}
\]
with implicit constant independent of \(\mu \in \mathbb{R}\). If \(b = 0\), \((3.14)\) follows from Young’s inequality and \((3.4)\). So suppose that \(b > 0\) and fix \(\mu \in \mathbb{R}\). We write
\[
\| \langle \tau - \mu \rangle^b \langle \hat{\eta} * \hat{f} \rangle \|_{L^r_\tau} = \left\| \int_{\tau_1 + \tau_2 = \tau} \langle \tau - \mu \rangle^b \langle \hat{\eta} \rangle \langle \hat{f} \rangle \langle \hat{\tau} \rangle d\tau_1 \right\|_{L^r_\tau}.
\]
If \(\langle \tau_2 - \mu \rangle \gtrsim \langle \tau - \mu \rangle\), then we proceed as in the case \(b = 0\) using Young’s inequality. Otherwise, if \(\langle \tau_2 - \mu \rangle \ll \langle \tau - \mu \rangle\), then \(\tau_1 = \tau - \tau_2 = (\tau - \mu) - (\tau_2 - \mu)\) implies that \(\langle \tau_1 \rangle \sim \langle \tau - \mu \rangle\). Therefore,
\[
\| \langle \tau - \mu \rangle^b \hat{\eta} \|_{L^r_\tau} \lesssim \frac{1}{(\tau - \mu)^M},
\]
for any \(M > 0\), at which point, \((3.14)\) follows from Hölder’s inequality. \(\square\)

### 3.2. The local well-posedness result

The remainder of this section is to show the following local well-posedness result. See also Proposition 3.8 for a similar statement with regards to a truncated version of \((3.17)\).

**Proposition 3.3.** Let \(\alpha > 1\) and \(s \leq \frac{4}{3} - \frac{2s}{3s - 2s} < \frac{1}{2}\) be such that \(\alpha + s > \frac{3}{2}\) and
\[
2 \leq q < \frac{4\alpha}{3s - 2s}; \tag{3.15}
\]
Given \(u_0\) distributed according to \(\mu_s\), we define
\[
\Xi(u_0) := (u_0, J_{12}, J_{13}, X^{(3)}),
\]
where $J_{12}, J_{13}$ are defined in (3.30) and (3.31), $X^{(3)}$ is defined in (3.21), and we define a norm

$$
\|\Xi(u_0)\|_{X^{s,q}} := \|u_0\|_{H^s} + \|u_0\|_{F L^{\frac{6}{5},\infty}} + \|X^{(3)}\|_{X_q^{s,\frac{4}{5}}} (1)
$$

where $b_{ij}$ is defined in (3.33) and $\sigma \in \mathbb{R}$. Let $v_0 \in H^s(\mathbb{T})$. Then, the equation

$$
\begin{cases}
    i\partial_t v + (-\partial_x^2)\alpha v + \mathcal{N}(S(t)(u_0 + v_0) + v) + \mathcal{R}(S(t)(u_0 + v_0) + v) = 0,
    \\
    v|_{t=0} = 0,
\end{cases}
$$

is locally-well posed in $L^2(\mathbb{T})$. Moreover, if $\tau_0$ is defined by

$$
\tau_0(u_0, v_0) = \max\{t \geq 0 : \|v\|_{X_q^{s,\frac{4}{5}}(T)} \lesssim 1 + \|v_0\|_{L^2}\},
$$

then there exists $C_\varepsilon > 0$ such that

$$
\tau_0(u_0, v_0)^{-1} \lesssim 1 + \|v_0\|_{L^2}^{\frac{4\alpha}{2\alpha-1}} + \|\Xi(u_0)\|_{X_0^{s,q}}^{C_\varepsilon}. \tag{3.19}
$$

Furthermore, for $0 \leq \sigma \leq s$, we define

$$
\tau_\sigma(u_0, v_0) = \max\{0 \leq t \leq \tau_0(u_0, v_0) : \|v\|_{X_q^{s,\frac{4}{5}}(T)} \lesssim 1 + \|v_0\|_{H^s}\},
$$

and there exists $C_{\varepsilon,\sigma} > 0$ such that

$$
\tau_\sigma(u_0, v_0)^{-1} \lesssim 1 + \|v_0\|_{L^2}^{\frac{4\alpha}{2\alpha-1}} + \|\Xi(u_0)\|_{X_0^{s,q}}^{C_\varepsilon} + \|\Xi(u_0)\|_{X_0^{s,q}}^{C_{\varepsilon,\sigma}}. \tag{3.20}
$$

Let us make a few remarks about this local well-posedness result. Heuristically, if $v$ is a solution to (3.17), then

$$
u = S(t)u_0 + S(t)v_0 + v(t)$$

is a solution to (1.1) with initial data given by the sum $u_0 + v_0$, where $u_0 \sim \mu_\varepsilon$ and $v_0$ belongs to the Cameron-Martin space of $\mu_\varepsilon$; namely, $H^s(\mathbb{T})$. The presence of $v_0$ here and the tracking of the dependence of the local existence times (3.19) and (3.20) is a crucial part of our globalisation argument; indeed, see Lemma 4.2 and Proposition 5.8. Moreover, for $\alpha$ close to 1, we need to exploit the fact that solutions to (3.17) belong to $H^\sigma(\mathbb{T})$ in space for some $\sigma > 0$, and not just $L^2(\mathbb{T})$. The maximum possible upper bound on this additional regularity is dictated by the perturbation $v_0$.

It is also crucial that we propagate this additional regularity of $v$ by a persistence of regularity argument, so that the smaller time of existence $\tau_\sigma(u_0, v_0)$ only depends on the $L^2$-norm of $v_0$ and not on its $H^\sigma$-norm.

Finally, in order to obtain the numerology in Theorem 1.1 it is essential that we aim to prove nonlinear estimates with the best, or optimal, exponents of the local-existence time $T$ that we can. See for instance (3.50). These exponents then trickle through to the exponent on the norm $\|v_0\|_{L^2}$ in (3.19) and (3.20).
3.3. Nonlinear estimates. In order to prove Proposition 3.3, we need estimates on the nonlinear terms in (3.17), which were defined in (1.14) and (1.15). As we wish to obtain results below the known deterministic well-posedness threshold, we first need to establish a probabilistic local well-posedness result for (1.1). Namely, we seek to exploit probabilistic results below the known deterministic well-posedness threshold, we first need to establish a nonlinear terms in (3.17), which were defined in (1.14) and (1.15). As we wish to obtain

\[ \text{Proof.} \]

\[
\begin{align*}
\int_{\mathbb{R}} & \mathcal{R}(u_1(t), u_2(t), u_3(t), u_4(t))dt \\
& \lesssim \|u_1\|_{L^4} + \|u_2\|_{L^4} + \|u_3\|_{L^4} + \|u_4\|_{L^4}, \\
& \text{(3.21)}
\end{align*}
\]

\[
\begin{align*}
\int_{\mathbb{R}} & \mathcal{R}(u_1(t), u_2(t), u_3(t), u_4(t))dt \\
& \lesssim \|u_1\|_{X_{\sigma, q}^0} + \|u_2\|_{X_{\sigma, q}^0} + \|u_3\|_{X_{\sigma, q}^0} + \|u_4\|_{X_{\sigma, q}^0}, \\
& \text{(3.22)}
\end{align*}
\]

\[
\begin{align*}
\int_{\mathbb{R}} & \mathcal{R}(u_1(t), u_2(t), u_3(t), u_4(t))dt \\
& \lesssim \|u_1\|_{X_{\sigma, q}^0} + \|u_2\|_{X_{\sigma, q}^0} + \|u_3\|_{X_{\sigma, q}^0} + \|u_4\|_{X_{\sigma, q}^0}, \\
& \text{(3.23)}
\end{align*}
\]

We begin with the simpler estimates for the resonant term \( \mathcal{R} \). We also need to exploit multi-linearity of \( \mathcal{R} \) to place \( u_0 \) in an appropriate Fourier-Lebesgue space.

**Proposition 3.4.** For any \( 0 \leq \sigma \leq s \), we have the following estimates.

\[
\begin{align*}
\int_{\mathbb{R}} & \mathcal{R}(u_1(t), u_2(t), u_3(t), u_4(t))dt \\
& = \sum_{n \in \mathbb{Z}} \int_{t_1-t_2+t_3-t_4=0} \mathcal{R}_n(t) dt
\end{align*}
\]

From the inequality

\[
\int_{t_1-t_2+t_3-t_4=0} \frac{f_1(t_1)}{t_1} \frac{f_2(t_2)}{t_2} \frac{f_3(t_3)}{t_3} \frac{f_4(t_4)}{t_4} dt_1 dt_2 dt_3 dt_4 \lesssim \prod_{j=1}^{3} \|f_j\|_{L^4} \|f_4\|_{L^4},
\]

where the implicit constant is independent of \( a \in \mathbb{R} \), we obtain that

\[
\begin{align*}
\int_{\mathbb{R}} & \mathcal{R}(u_1(t), u_2(t), u_3(t), u_4(t))dt \\
& \lesssim \sum_{n \in \mathbb{Z}} \|\tau - |n|^{2\alpha}\|_{L^2} \|\tau + |n|^{2\alpha}\|_{L^2} \|\mathcal{U}_n(\tau, \tau)\|_{L^2} \|\mathcal{U}_n(\tau, \tau)\|_{L^2} \|\mathcal{U}_n(\tau, \tau)\|_{L^2},
\end{align*}
\]

Therefore, (3.21), (3.22), (3.23) follow respectively by the inequalities

\[
\begin{align*}
\sum_{n} f_1(n) f_2(n) f_3(n) f_4(n) & \lesssim \|f_1\|_{L^4} \|f_2\|_{L^4} \|f_3\|_{L^4} \|f_4\|_{L^4}, \\
\sum_{n} f_1(n) f_2(n) f_3(n) f_4(n) & \lesssim \|f_1\|_{L^4} \|f_2\|_{L^4} \|f_3\|_{L^4} \|f_4\|_{L^4}, \\
\sum_{n} f_1(n) f_2(n) f_3(n) f_4(n) & \lesssim \prod_{j=1}^{3} \|f_j\|_{L^4} \|f_4\|_{L^4},
\end{align*}
\]
which can be all proven by using Hölder.

We now control the non-resonant part \( N \) of the nonlinearity and begin by proving an estimate on the contribution which is trilinear in \( S(t)u_0 \).

**Proposition 3.5 (Random trilinear estimate).** Let

\[
X^{(3)}(t) = \int_0^t S(t-t')N(S(t')u_0)dt'.
\]  

Then, for every \( \alpha > 1, \frac{1}{4} < s \leq \frac{1}{2}, 0 \leq \sigma \leq s \), and

\[
2 \leq q < \frac{4\alpha}{3+2\sigma-6s} \wedge \frac{2(2\alpha-1)}{1+2\sigma-2s},
\]

we have that

\[
\mathbb{E}\left[ \|X^{(3)}\|^p_{X_q^{s,\sigma,\hat{b},(1)}} \right] < \infty,
\]

for every \( 1 \leq p < \infty \). Moreover, if

\[
X^{(3)}_N(t) := \int_0^t S(t-t')N_N(S(t')u_0)dt',
\]

then under the same conditions on \( \alpha, s, \sigma \) and \( q \), there exists \( \delta = \delta(\alpha, s, \sigma, q) > 0 \) such that for every \( 1 \leq p < \infty \),

\[
\mathbb{E}\left[ \|X^{(3)}_N - X^{(3)}\|^p_{X_q^{s,\sigma,\hat{b},(1)}} \right] \lesssim N^{-\delta p}.
\]

**Proof.** In order to prove (3.26), it suffices to show

\[
\mathbb{E}\left[ \|\eta X^{(3)}\|^p_{X_q^{s,\sigma,\hat{b},(1)}} \right] < \infty,
\]

where \( \hat{b} = \frac{1}{q} + \) and \( p \geq q \). By definition, we have

\[
X^{(3)}(t) = \sum_{n \in \mathbb{Z}} \sum_{n_1 - n_2 + n_3 = n, \ n_2 \neq n_1, n_3} \frac{g_{n_1}}{\langle n_1 \rangle^s} \frac{\overline{g}_{n_2}}{\langle n_2 \rangle^s} \frac{g_{n_3}}{\langle n_3 \rangle^s} e^{i\tau\alpha_\eta(\pi)} - \frac{1}{i\Phi_\alpha(\pi)} e^{i\tau\eta(n)^{2\alpha} + imx},
\]

from which we obtain that

\[
\eta X^{(3)}(\tau, n) = \sum_{n_1 - n_2 + n_3 = n, \ n_2 \neq n_1, n_3} \frac{g_{n_1}}{\langle n_1 \rangle^s} \frac{\overline{g}_{n_2}}{\langle n_2 \rangle^s} \frac{g_{n_3}}{\langle n_3 \rangle^s} \frac{\tilde{\eta}(\tau - \Phi_\alpha(\pi) - \eta(n)^{2\alpha}) - \tilde{\eta}(\tau - n)^{2\alpha}}{i\Phi_\alpha(\pi)}.
\]

Notice that \( \eta X^{(3)}(\tau, n) \) is (formally) a polynomial of degree 3 in \( \{g_n\} \). Therefore, by Lemma 2.3

\[
\mathbb{E}\left[ \|\eta X^{(3)}(\tau, n)\|^p_{X_q^{s,\sigma,\hat{b},(1)}} \right] \lesssim_p \left( \mathbb{E}\left[ \|\eta X^{(3)}(n, \tau)\|^2 \right] \right)^{\frac{p}{2}}.
\]

Moreover, by independence of the \( \{g_n\} \), together with the condition \( n_2 \neq n_1, n_3 \), we have that

\[
\mathbb{E}\left[ \|\eta X^{(3)}(\tau, n)\|^2 \right] = \sum_{n_1 - n_2 + n_3 = n, \ n_2 \neq n_1, n_3} \frac{\|\tilde{\eta}(\tau - \Phi_\alpha(\pi) - \eta(n)^{2\alpha}) - \tilde{\eta}(\tau - n)^{2\alpha}\|^2}{\langle n_1 \rangle^{2s} \langle n_2 \rangle^{2s} \langle n_3 \rangle^{2s} |\Phi_\alpha(\pi)|^2}.
\]
Therefore, by definition of the $X_{q}^{s,b}$-norm and Minkowski’s integral inequality, for $p \geq q \geq 2$ we have that

\[
\mathbb{E}\left[ \|\eta X^{(3)}\|_{X_{q}^{s,b}}^{p} \right]^{\frac{2}{p}} = \mathbb{E}\left[ \left( \sum_{n \in \mathbb{Z}} |\langle n \rangle|^{2} \int_{\mathbb{R}} \left| \eta \hat{X}^{(3)}(\tau, n) \right|^{q} |\tau - |n|^{2\alpha} \rangle \langle n^{b} \rangle \, d\tau \right)^{\frac{2}{q}} \right]^{\frac{2}{p}} \\
\leq \sum_{n \in \mathbb{Z}} \langle n \rangle^{2\sigma} \mathbb{E}\left[ \int_{\mathbb{R}} \left| \eta \hat{X}^{(3)}(\tau, n) \right|^{q} |\tau - |n|^{2\alpha} \rangle \langle n^{b} \rangle \, d\tau \right]^{\frac{2}{q}} \\
\leq \sum_{n \in \mathbb{Z}} \langle n \rangle^{2\sigma} \left( \int_{\mathbb{R}} \left| \sum_{n_{1}-n_{2}+n_{3}=n, n_{2} \neq n_{1}, n_{3}} \frac{\widehat{\eta}(\tau - \Phi_{\alpha}(\tau_{n_{1}})) - |n|^{2\alpha} - \widehat{\eta}(\tau - |n|^{2\alpha})^{2}}{(n_{1})^{2s}(n_{2})^{2s}(n_{3})^{2s}|\Phi_{\alpha}(\tau_{n_{3}})|^{2}} \right|^{q} |\tau - |n|^{2\alpha} \rangle \langle n^{b} \rangle \, d\tau \right]^{\frac{2}{q}} \\
\leq \sum_{n \in \mathbb{Z}} \langle n \rangle^{2\sigma} \left( \int_{\mathbb{R}} \left| \sum_{n_{1}-n_{2}+n_{3}=n, n_{2} \neq n_{1}, n_{3}} \frac{\widehat{\eta}(\tau - \Phi_{\alpha}(\tau_{n_{1}})) - |n|^{2\alpha} - \widehat{\eta}(\tau - |n|^{2\alpha})^{2}}{(n_{1})^{2s}(n_{2})^{2s}(n_{3})^{2s}|\Phi_{\alpha}(\tau_{n_{3}})|^{2}} \right|^{q} |\tau - |n|^{2\alpha} \rangle \langle n^{b} \rangle \, d\tau \right]^{\frac{2}{q}} \\
\leq \sum_{n_{1}-n_{2}+n_{3}-n_{4}=0, n_{3} \neq n_{1}, n_{3}} \frac{\langle n_{4} \rangle^{2\sigma}}{(n_{1}-n_{2})^{2(1-b)}(n_{2}-n_{3})^{2(1-b)}(n_{max})^{4(\alpha-1)(1-b)}(n_{1})^{2s}(n_{2})^{2s}(n_{3})^{2s}} \\
\leq \sum_{N_{1},N_{2},N_{3} \text{ dyadic}} N_{3}^{-2s} N_{max}^{-4(\alpha-1)(1-b)+2\sigma} \sum_{n_{1}-n_{2}+n_{3}-n_{4}=0, n_{2} \neq n_{1}, n_{3}} \frac{1}{(n_{1}-n_{2})^{2(1-b)}(n_{2}-n_{3})^{2(1-b)}} \\
\leq \sum_{N_{1},N_{2},N_{3} \text{ dyadic}} N_{3}^{-2s} N_{max}^{-4(\alpha-1)(1-b)+2\sigma} N_{1} N_{2} N_{3} (N_{1} \vee N_{2})^{-2(1-b)} (N_{2} \vee N_{3})^{-2(1-b)},
\]

which is finite as long as

\[4(\alpha - 1)(1 - b) + 2(1 - b) + 2s - 1 - 2\sigma > 0, \quad \text{and} \quad 4\alpha(1 - b) + 6s - 3 - 2\sigma > 0.\]

These conditions yield \((3.23)\).

In order to show \((3.28)\), we simply note that $X_{N}^{(3)}(t)$ obeys the same formula as $X^{(3)}(t)$ in \((3.29)\) but with the extra restrictions that $|n_{j}| \leq N$ for $1 \leq j \leq 4$. Therefore, proceeding
in the same way, we obtain that
\[
\mathbb{E}
\left[
\left\|X^{(3)}_N - X^{(3)}_N \right\|_{\mathcal{F}^{b,q}(1)}^p
\right]^{\frac{1}{p}}
\lesssim \sum_{N_1, N_2, N_3, N_{\max} \gtrsim N}
(N_1 N_2 N_3)^{-2s} N_{\max}^{-4(\alpha-1)(1-b) + 2\alpha} N_1 N_2 N_3 (N_1 \vee N_2)^{-2(1-b)} (N_2 \vee N_3)^{-2(1-b)}
\lesssim N^{-2\delta}
\]
for \(\delta \ll 1\) such that
\[
4(\alpha - 1)(1 - b) + 2(1 - b) + 2s - 1 - 2\sigma > 2\delta, \quad \text{and} \quad 4\alpha (1 - b) + 6s - 3 - 2\sigma > 2\delta. \quad \square
\]

The following estimate controls the contributions in the nonresonant part of the nonlinearity which are bilinear in \(S(t) u_0\) and linear in \(S(t) v_0 + v\).

**Proposition 3.6** (Random bilinear estimate). Define the random bilinear forms \(J_{12}(t)\) and \(J_{13}(t)\) by
\[
J_{12}(t)[v_1, v_2] := \mathcal{N}(S(t) u_0, S(t) u_0, v_1, v_2),
\]
\[
J_{13}(t)[v_1, v_2] := \mathcal{N}(S(t) u_0, v_1, S(t) u_0, v_2),
\]
and let \(\|J\|_{b,q,\sigma,-\sigma}\) be the best constant \(C\) such that
\[
\int_\mathbb{R} J(t)[v_1(t), v_2(t)] dt \leq C \left( \|v_1\|_{X_q^{\sigma,0}} \|v_2\|_{X_{q'}^{-\sigma,b}} + \|v_1\|_{X_q^{\sigma,b}} \|v_2\|_{X_{q'}^{-\sigma,0}} \right),
\]
for test functions \(v_1, v_2\). Then for every \(1 \leq p < \infty\), \(0 \leq \sigma < s\), \(1 < q < \infty\),
\[
\mathbb{E}\left[ \left\|J_{12}\right\|_{b,q,\sigma,-\sigma}^p + \left\|J_{13}\right\|_{b,q,\sigma,-\sigma}^p \right] < \infty,
\]
as long as
\[
b_J := \frac{1}{2\alpha} < b < \frac{1}{2} \tag{3.33}
\]
Moreover, defining
\[
J_{12,N}(t)[v_1, v_2] := \mathcal{N}_N(S(t) u_0, S(t) u_0, v_1, v_2),
\]
\[
J_{13,N}(t)[v_1, v_2] := \mathcal{N}_N(S(t) u_0, v_1, S(t) u_0, v_2),
\]
then, under the same hypotheses on \(\sigma, b, q\), there exists \(\delta = \delta(\sigma, b, q) > 0\) so that for every \(p < \infty\),
\[
\mathbb{E}\left[ \left\|J_{12} - J_{12,N}\right\|_{b,q,\sigma,-\sigma}^p + \left\|J_{13} - J_{13,N}\right\|_{b,q,\sigma,-\sigma}^p \right] \lesssim N^{-p\delta}. \tag{3.36}
\]

**Proof.** We start with showing the estimate for \(J_{12}\). Since
\[
\int_\mathbb{R} J_{12}(t)[v_1(t), v_2(t)]
= \sum_{n_1-n_2+n_3-n_4=0} \int_{\tau_1-\tau_2=|n_2|^{2\alpha}-|n_3|^{2\alpha}} \frac{g_{n_1} g_{n_2}}{(n_1)^{\alpha} (n_2)^{\alpha}} \tilde{v}_1(n_3, \tau_1) \tilde{v}_2(n_4, \tau_2) d\tau_1 d\tau_2,
\]
writing \(\tilde{\tau}_j = \tau_j - |n_{j+2}|^{2\alpha}\), the condition \(\tau_1 - \tau_2 = |n_2|^{2\alpha} - |n_1|^{2\alpha}\) becomes \(\tilde{\tau}_1 - \tilde{\tau}_2 = -\Phi_\alpha(\pi)\). Therefore, by symmetry between \(\tilde{v}_1\) and \(\tilde{v}_2\), \(n_1\) and \(n_2\), and \(q\) and \(q'\), it is enough to show
that
\[
\int_{\mathbb{R}} \sum_{n_1-n_2+n_3-n_4=0, n_2 \neq n_1, n_3} 1_{\{\tilde{\tau}_1 \geq \langle \Phi_\alpha(\Pi) \rangle\}} \frac{\langle n_4 \rangle^\sigma}{\langle n_3 \rangle^\sigma} \frac{g_{n_1} \|f_{n_2}\|}{\langle n_1 \rangle^s \langle n_2 \rangle^s} \frac{f(n_3, \tilde{\tau}_1)}{\langle \tilde{\tau}_1 \rangle^b} g(n_4, \tilde{\tau}_1 + \Phi_\alpha(\Pi)) d\tilde{\tau}_1 \\
\leq C \|f\|_{L^p_\ell} \|g\|_{L^q_\ell'},
\]
(3.38)

with \( \mathbb{E}[|C|^p] < \infty \) for every \( p < \infty \). Fix \( b' < b \) such that (3.33) holds for \( b' \) as well. For each fixed \( \tilde{\tau}_1 \in \mathbb{R} \), we define the kernel
\[
K_{\tilde{\tau}_1}(n_3, n_4) := \sum_{n_1-n_2+n_3-n_4=0, n_2 \neq n_1, n_4} 1_{\{\tilde{\tau}_1 \geq \langle \Phi_\alpha(\Pi) \rangle\}} \frac{\langle n_4 \rangle^\sigma}{\langle n_3 \rangle^\sigma} \frac{g_{n_1} \|g_{n_2}\|_{L^q}}{\langle n_1 \rangle^s \langle n_2 \rangle^s} \langle \tilde{\tau}_1 \rangle^b.
\]

It is convenient to split this kernel into dyadic components. Henceforth, we define for \( N_1, N_2 \) dyadic,
\[
K_{\tilde{\tau}_1}^{N_1,N_2}(n_3, n_4) := \sum_{n_1-n_2+n_3-n_4=0, n_2 \neq n_1, n_4, \langle n_1 \rangle \sim N_1, \langle n_2 \rangle \sim N_2} 1_{\{\tilde{\tau}_1 \geq \langle \Phi_\alpha(\Pi) \rangle\}} \frac{\langle n_4 \rangle^\sigma}{\langle n_3 \rangle^\sigma} \frac{g_{n_1} \|g_{n_2}\|_{L^q}}{\langle n_1 \rangle^s \langle n_2 \rangle^s} \langle \tilde{\tau}_1 \rangle^b.
\]

We obtain that
\[
\int \sum_{n_1-n_2+n_3-n_4=0, n_2 \neq n_1, n_3, \langle n_j \rangle \sim N_j, j=1,2,3,4} 1_{\{\tilde{\tau}_1 \geq \langle \Phi_\alpha(\Pi) \rangle\}} \frac{\langle n_4 \rangle^\sigma}{\langle n_3 \rangle^\sigma} \frac{g_{n_1} \|g_{n_2}\|_{L^q}}{\langle n_1 \rangle^s \langle n_2 \rangle^s} \langle \tilde{\tau}_1 \rangle^b g(n_4, \tilde{\tau}_1 + \Phi_\alpha(\Pi)) d\tilde{\tau}_1 \\
\lesssim \sum_{\langle n_j \rangle \sim N_j, j=3,4} G^{N_1,N_2}(n_3, n_4) \|f(n_3, \cdot)\|_{L^q} \|g(n_4, \cdot)\|_{L^{q'}} + \\
\lesssim \|G^{N_1,N_2} 1_{\langle n_3 \rangle \sim N_3} 1_{\langle n_4 \rangle \sim N_4} \|HS(\ell^2, \ell^2)\| \|f\|_{L^p_\ell} \|g\|_{L^q_\ell'}
\]
where we defined another kernel
\[
G^{N_1,N_2}(n_3, n_4) := \left\| \langle \tilde{\tau}_1 \rangle^{-(b-b')} K^{N_1,N_2}_{\tilde{\tau}_1}(n_3, n_4) \right\|_{L^p_\ell},
\]
for \( r \) such that \( r > \frac{1}{b-b'} \) (depending on the implicit \( \varepsilon \) in \( q' = q + \varepsilon \)). Using that \( \langle \tilde{\tau}_1 \rangle \geq \langle \Phi_\alpha(\Pi) \rangle \), for \( \langle n_3 \rangle \sim N_3, \langle n_4 \rangle \sim N_4 \), we have that
\[
\mathbb{E}\left[|K^{N_1,N_2}_{\tilde{\tau}_1}(n_3, n_4)|^2\right] \lesssim \frac{N_4^{2\sigma}}{N_1^{2\sigma} N_2^{2\sigma} N_3^{2\sigma}} \left(1_{\{N_1 \leq N_2\}} \sum_{\langle n_1 \rangle \sim N_1, n_1 \neq n_2, n_4} \frac{1}{\langle \Phi_\alpha(\Pi) \rangle^{2\varepsilon}} \right) \\
+ 1_{\{N_2 \leq N_1\}} \sum_{\langle n_2 \rangle \sim N_2, n_2 \neq n_3, n_1} \frac{1}{\langle \Phi_\alpha(\Pi) \rangle^{2\varepsilon}}
\]
(3.39)
Fix $p > r$. Then, Minkowski’s inequality, that $K_{\tilde{\tau}_1}^{N_1,N_2}$ is a polynomial (of degree 2) in the Gaussian random variable $u_0$, and (3.39) imply
\[
\mathbb{E} \left[ \left\| G_{N_1,N_2} \mathbbm{1}_{(n_3)\sim N_3} \mathbbm{1}_{(n_4)\sim N_4} \right\|_{\text{HS}(\mathbb{E}^2,\mathbb{E}^2)}^p \right]^{\frac{2}{p}} \leq \sum_{\langle n_j \rangle \sim N_j, j=3,4} \int \left( \frac{1}{(\tilde{\tau}_1)^{r(b-b')}} \mathbb{E} \left[ \| K_{\tilde{\tau}_1}^{N_1,N_2}(n_3, n_4) \|_p \right] \right)^{\frac{r}{p}} d\tilde{\tau}_1
\]
\[
\approx \sum_{\langle n_j \rangle \sim N_j, j=3,4} \int \left( \frac{1}{(\tilde{\tau}_1)^{r(b-b')}} \mathbb{E} \left[ \| K_{\tilde{\tau}_1}^{N_1,N_2}(n_3, n_4) \|_2^2 \right] \right)^{\frac{2}{p}} d\tilde{\tau}_1
\]
\[
\lesssim \frac{N_4^{4\sigma}}{N_1^{2s} N_2^{2s} N_3^{2\sigma}} \left[ \mathbbm{1}_{\{N_1 \leq N_2\}} \sum_{n_1 \sim N_1,n_3 \sim N_3,n_4 \sim N_4, n_1 \neq n_2,n_4} \frac{1}{\langle \Phi_\alpha(\pi) \rangle^{2b'}} + \mathbbm{1}_{\{N_2 \leq N_1\}} \sum_{n_2 \sim N_2,n_3 \sim N_3,n_4 \sim N_4, n_1 \neq n_2,n_4} \frac{1}{\langle \Phi_\alpha(\pi) \rangle^{2b'}} \right]
\]
\[
\lesssim \frac{N_4^{2\sigma}}{N_1^{2s} N_2^{2s} N_3^{2\sigma} N_{\max}^{4\sigma/(\alpha-1)}} \left[ \mathbbm{1}_{\{N_1 \leq N_2\}} \sum_{n_1 \sim N_1,n_3 \sim N_3,n_4 \sim N_4, n_1 \neq n_2,n_4} \frac{1}{\langle n_1-n_2 \rangle^{2b'} \langle n_1-n_4 \rangle^{2b'}} \right]
\]
\[
\lesssim N_4^{2\sigma} N_{\max}^{2b'(\alpha-2) - 4b'} N_{\min}(N_1 N_2^{-2\sigma} N_3^{-2\sigma} N_{\max}^{-4\sigma/(\alpha-1)}),
\]

Summing this over $N_1, N_2, N_3, N_4$, with the restriction that the largest two frequencies are similar, since $n_1 - n_2 + n_3 = n_4$, and recalling that $\sigma \leq s$, we obtain (3.38) as long as
\[
2b'(2\alpha - 2) > 2 - 4b', \quad \text{and} \quad 3 - 4b' < 4s + 2b'(2\alpha - 2).
\]

Therefore, since $s > \frac{1}{4}$, we need $b' > \max(\frac{1}{2\alpha - 4s}, \frac{3 - 4s}{2\alpha - 2}) = \frac{1}{2\alpha}$, which enforces (3.33).

We now move to the estimate for $J_{13}$. We proceed similarly, and define
\[
K_{\tilde{\tau}_1}^{N_1,N_3}(n_2, n_4) = \sum_{n_1 \sim N_1, n_3 \sim N_3, n_2 \neq n_2,n_4} \mathbbm{1}_{\{n_1 \neq n_2,n_4\}} \frac{\langle n_4 \rangle^{\sigma}}{\langle n_2 \rangle^{\sigma}} \frac{g_{n_1} g_{n_3}}{\langle n_1 \rangle^{\alpha} \langle n_3 \rangle^3 \langle \tilde{\tau}_1 \rangle^{b'}}.
\]
\[
G_{N_1,N_3}(n_2, n_4) = \left\| \langle \tilde{\tau}_1 \rangle^{-(b-b')} K_{\tilde{\tau}_1}^{N_1,N_3}(n_2, n_4) \right\|_{L^r_{\tilde{\tau}_1}}.
\]

Then,
\[
\left( \mathbb{E} \left[ \left\| G_{N_1,N_2} \mathbbm{1}_{(n_3)\sim N_3} \mathbbm{1}_{(n_4)\sim N_4} \right\|_{\text{HS}(\mathbb{E}^2,\mathbb{E}^2)}^p \right] \right)^{\frac{2}{p}} \leq \frac{N_4^{2\sigma}}{N_1^{2s} N_2^{2s} N_3^{2s}} \left[ \mathbbm{1}_{\{N_1 \leq N_3\}} \sum_{n_1 \sim N_1,n_3 \sim N_3,n_4 \sim N_4, n_1 \neq n_2,n_4} \frac{1}{\langle \Phi_\alpha(\pi) \rangle^{2b'}} \right]
\]
so that under the condition (3.33), we can sum over $N_1, N_2, N_3, N_4$, and obtain (3.38), concluding the estimate for $J_{13}$ in the same way as we did for the estimate of $J_{12}$.

We now move to showing (3.36). We show the details only for $J_{12,N}$ as the estimates for $J_{13,N}$ are completely analogous. We have the following analogue of (3.37) for $J_{12,N}$

$$
\int_{\mathbb{R}} J_{12,N}(t) [v_1(t), v_2(t)]
= \int_{\tau_1 - \tau_2 = |n_2|^{2s} - |n_1|^{2s}, \ n_1 - n_2 + n_3 - n_4 = 0, \ n_2 \neq n_1, n_3, |n_j| \leq N} \sum_{n_1 - n_2 + n_3 - n_4 = 0, \ n_2 \neq n_1, n_3, |n_j| \leq N} \langle n_1 \rangle^s \langle n_2 \rangle^s \hat{v}_1(n_3, \tau_1) \hat{v}_2(n_4, \tau_2) d\tau_1 d\tau_2.
$$

We define

$$
K_{\tilde{N}_1, N_2}^{N_1, N_2}(n_3, n_4) = \sum_{n_1 - n_2 + n_3 - n_4 = 0, \ n_2 \neq n_1, n_3, |n_j| \leq N} \hat{v}_1(n_3, \tau_1) \hat{v}_2(n_4, \tau_2) d\tau_1 d\tau_2.
$$

Proceeding exactly in the same way as before, we obtain that

$$
\|J_{12} - J_{12,N}\|_{b,q,\sigma,-\sigma} \lesssim \sum_{N_1, N_2, N_3, N_4} \| (G_{N_1}^{N_1, N_2} - G_N^{N_1, N_2}) \hat{v}_1(n_3) \hat{v}_2(n_4) \|_{\text{HS}(\ell^2, \ell^2)}.
$$

and proceeding as in the estimates for $J_{12}$, we obtain the analogous of (3.40),

$$
\mathbb{E} \left[ \| (G_{N_1}^{N_1, N_2} - G_N^{N_1, N_2}) \hat{v}_1(n_3) \hat{v}_2(n_4) \|_{\text{HS}(\ell^2, \ell^2)}^p \right]^{\frac{1}{p}} \lesssim \frac{N_4^{N_{\max}} N_{\min}^{2b'}}{N_1^{N_1} N_2^2 N_3^{N_3} N_{\max}^{b'(2\alpha-2)} \chi_{\{N_{\max} \geq N\}}},
$$

Therefore, in the same way as before, we obtain that

$$
\mathbb{E} \left[ \| J_{12} - J_{12,N} \|_{b,q,\sigma,-\sigma}^p \right] \lesssim N^{\frac{(3 - 4b - 4s) - 2b(2\alpha - 2)}{2\alpha}}.
$$

The final estimates below controls the remaining contributions in a deterministic way.

**Proposition 3.7** (Deterministic quadrilinear estimate). Let $0 \leq \sigma_1, \sigma_2, \sigma_3 < \frac{1}{2}$, and $0 < b < \frac{1}{2}$ be such that

$$
b > \frac{1 + \sigma_1 + \sigma_2 - \sigma_3}{2\alpha} \quad (3.41)
$$
Then, for every $1 < q < \infty$, we have that

\[
\int_{\mathbb{R}} \mathcal{N}(u_1(t), u_2(t), u_3(t), u_4(t))dt \lesssim \|u_1\|_{X^{\sigma_1, \alpha}_q} \|u_2\|_{X^{\sigma_2, \frac{\alpha}{q'}}_q} \|u_3\|_{X^{\sigma_3, \frac{\alpha}{q'}}_q} \|u_4\|_{X^{\sigma_0, 0}_q} + \|u_1\| \|u_2\|_{X^{\sigma_2, \frac{\alpha}{q'}}_q} \|u_3\|_{X^{\sigma_3, \frac{\alpha}{q'}}_q} \|u_4\|_{X^{\sigma_0, 0}_q} + \|u_1\| \|u_2\|_{X^{\sigma_2, \frac{\alpha}{q'}}_q} \|u_3\|_{X^{\sigma_3, \frac{\alpha}{q'}}_q} \|u_4\|_{X^{\sigma_0, 0}_q} \tag{3.42}
\]

Similarly, we have that

\[
\int_{\mathbb{R}} \mathcal{N}(u_1(t), u_2(t), u_3(t), u_4(t))dt \lesssim \|u_1\|_{X^{\sigma_1, \alpha}_q} \|u_2\|_{X^{\sigma_2, \frac{\alpha}{q'}}_q} \|u_3\|_{X^{\sigma_3, \frac{\alpha}{q'}}_q} \|u_4\|_{X^{\sigma_0, 0}_q} + \|u_1\| \|u_2\|_{X^{\sigma_2, \frac{\alpha}{q'}}_q} \|u_3\|_{X^{\sigma_3, \frac{\alpha}{q'}}_q} \|u_4\|_{X^{\sigma_0, 0}_q} + \|u_1\| \|u_2\|_{X^{\sigma_2, \frac{\alpha}{q'}}_q} \|u_3\|_{X^{\sigma_3, \frac{\alpha}{q'}}_q} \|u_4\|_{X^{\sigma_0, 0}_q} \tag{3.43}
\]

Proof. We show only (3.42), as the proof of (3.43) is completely analogous. Let

\[
v_1 = \langle \partial_x \rangle^{-\sigma_1} u_1, \quad v_2 = \langle \partial_x \rangle^{-\sigma_1} u_2, \quad v_3 = \langle \partial_x \rangle^{\sigma_3} u_3, \quad v_4 = u_4,
\]

so that

\[
\|u_1\|_{X^{\sigma_1, \alpha}_q} \|u_2\|_{X^{\sigma_2, \frac{\alpha}{q'}}_q} \|u_3\|_{X^{\sigma_3, \frac{\alpha}{q'}}_q} \|u_4\|_{X^{\sigma_0, 0}_q} \lesssim \prod_{j=1}^3 \|v_j\|_{X^{\alpha, 0}_q} \|v_4\|_{X^{0,0}_q},
\]

and

\[
\int_{\mathbb{R}} \mathcal{N}(u_1(t), u_2(t), u_3(t), u_4(t))dt = \int \sum_{\tau_1 - \tau_2 + \tau_3 - \tau_4 = 0, n_1 - n_2 + n_3 - n_4 = 0, \ n_2 \neq n_1, n_3} \frac{\langle n_1 \rangle^{\alpha_1} \langle n_2 \rangle^{\alpha_2}}{\langle n_3 \rangle^{\alpha_3}} \prod_{j=1}^3 \hat{\psi}_j(\tau_j, n_j) \hat{\psi}_{j+1}(\tau_{j+1}, n_{j+1})d\tau_1 \cdots d\tau_4. \tag{3.44}
\]

For convenience of notation, let $\tilde{\tau}_j := \tau_j + |n_j|^{2\alpha}$. The condition $\tau_1 - \tau_2 + \tau_3 - \tau_4 = 0$ then becomes $\tilde{\tau}_1 - \tilde{\tau}_2 + \tilde{\tau}_3 - \tilde{\tau}_4 = \Phi(\overline{\tau})$. Therefore, for any $f_1, f_2, f_3 \in L^q(\mathbb{R}), f_4 \in L^{q'}(\mathbb{R})$, by Hölder we have that

\[
\int_{\tilde{\tau}_1 - \tilde{\tau}_2 + \tilde{\tau}_3 - \tilde{\tau}_4 = \Phi(\overline{\tau})} \prod_{j=1}^4 |f_j(\overline{\tau}_j)| \frac{d\tau_1 d\tau_2 d\tau_3 d\tau_4}{\langle \overline{\tau}_1 \rangle^{\frac{\alpha}{q'}} + \langle \overline{\tau}_2 \rangle^{\frac{\alpha}{q'}} + \langle \overline{\tau}_{\max} \rangle^{\frac{\alpha}{q'}}} \lesssim \frac{1}{\Phi(\overline{\tau})^\alpha} \int_{\tilde{\tau}_1, \tilde{\tau}_2, \tilde{\tau}_3} |f_1(\overline{\tau}_1)| |f_2(\overline{\tau}_2)| |f_3(\overline{\tau}_3)| |f_4(\Phi(\overline{\tau}) - \overline{\tau}_1 - \overline{\tau}_2 - \overline{\tau}_3)| \frac{d\tilde{\tau}_1 d\tilde{\tau}_2 d\tilde{\tau}_3}{\langle \overline{\tau}_1 \rangle^{\frac{\alpha}{q'}} + \langle \overline{\tau}_2 \rangle^{\frac{\alpha}{q'}} + \langle \overline{\tau}_{\max} \rangle^{\frac{\alpha}{q'}}} \lesssim \frac{1}{\Phi(\overline{\tau})^\alpha} \prod_{j=1}^3 \|f_j\|_{L^q(\mathbb{R})} \|f_4\|_{L^{q'}(\mathbb{R})}
\]

\[
\lesssim \frac{1}{\Phi(\overline{\tau})^\alpha} \prod_{j=1}^3 \|f_j\|_{L^q(\mathbb{R})} \|f_4\|_{L^{q'}(\mathbb{R})}
\]
By applying this inequality to (3.33) over all possible configurations of $\bar{\tau}_{j} = \bar{\tau}_{\text{max}}$, and permuting the roles of $f_1, f_2, f_3$ (so that $f_1$ and $f_2$ never correspond to $\bar{\tau}_{\text{max}}$), we obtain

$$\int_{\mathbb{R}} N(u_1(t), u_2(t), u_3(t), u_4(t)) dt$$

$$\leq \sum_{n_1 - n_2 + n_3 - n_4 = 0, \atop n_2 \neq n_1, n_3} \left\langle \frac{\sigma_1}{\sigma_3} \frac{\sigma_2}{\Phi_{\alpha}(\bar{\tau})} \right\rangle^b \prod_{j=1}^{4} w_j(n_j) \lesssim \prod_{j=1}^{4} \|w_j\|_{\ell_2},$$

By (1.21) and Hölder, we have that

$$\sum_{n_1 - n_2 + n_3 - n_4 = 0, \atop n_2 \neq n_1, n_3} \left\langle \frac{\sigma_1}{\sigma_3} \frac{\sigma_2}{\Phi_{\alpha}(\bar{\tau})} \right\rangle^b \prod_{j=1}^{4} w_j(n_j) \lesssim \sum_{n_1 - n_2 + n_3 - n_4 = 0} \frac{\left\langle \frac{\sigma_1}{\sigma_3} \frac{\sigma_2}{\Phi_{\alpha}(\bar{\tau})} \right\rangle^b}{(n_3 - n_2)^b(n_3 - n_4)^b(n_{\text{max}})^{2b(\alpha - 1)}} \prod_{j=1}^{4} |w_j(n_j)|$$

$$\lesssim \sum_{N_1, N_2, N_3, N_4} \frac{N_1^\sigma_1 N_2^\sigma_2}{N_3^\sigma_3 (N_1^{2b(\alpha - 1)})} \sum_{n_1 - n_2 + n_3 - n_4 = 0, \atop n_2 \neq n_1, n_4, \langle n_j \rangle \sim N_j} \frac{1}{(n_3 - n_2)^b(n_3 - n_4)^b} \prod_{j=1}^{4} |w_j(n_j)|.$$
We start by showing local well-posedness in $L^\sigma$ since

$$N_{\sigma,1}^1 N_{\sigma,2}^2 N_{\sigma,3}^3 N_{\max}^4 (N_3 (N_3 \lor N_2)^{-2b}) \left( N_4 (N_3 \lor N_4)^{-2b} \right)^{\frac{1}{2}} \prod_{j=1}^4 \| w_j \|_{L^2}$$

Proof of Proposition 3.3.

3.4. Proof of Proposition 3.3

Fix $\alpha$, $s$ and $q$ as in the statement of Proposition 3.3. We start by showing local well-posedness in $L^2(\mathbb{T})$, together with the estimate (3.19). To this purpose, it is enough to show that the functional

$$\Gamma(v)(t) := \int_0^t N(S(t)(u_0 + v_0) + v) + R(S(t)(u_0 + v_0) + v)$$

is a contraction (for instance, with Lipschitz constant $1/2$) on the ball

$$B := \left\{ \| v \|_{X^{\frac{b}{q},q}(\mathbb{T})} \leq 1 + \| v_0 \|_{L^2} \right\},$$

Similarly to the previous case, since $\sigma_3 \leq \frac{1}{2}$, the last sum is summable if

$$2\alpha b > 1 + \sigma_1 + \sigma_2 - \sigma_3,$$

i.e. exactly under the condition (3.41).

Case 2: $N_1 \sim N_4 \gg N_2, N_3$.

We have that

$$\sum_{N_1, N_2, N_3, N_4 \sim N_1 \lor N_4} \frac{N_{\sigma,1}^1 N_{\sigma,2}^2 N_{\sigma,3}^3 (N_1^1)^{2b} (N_2^2)^2}{N_{\max}^4 (N_3^3)^{2b} (N_4^4)^{2b}} \left( \sum_{N_1, N_2, N_3, N_4 \sim N_1 \lor N_4} \frac{1}{(n_3 - n_2)^b (n_3 - n_4)^b} \prod_{j=1}^4 \| w_j(n_j) \| \right).$$

$$\leq \sum_{N_1, N_2, N_3, N_4 \sim N_1 \lor N_4} \frac{N_{\sigma,1}^1 N_{\sigma,2}^2 N_{\sigma,3}^3 (N_1^1)^{2b} (N_2^2)^2}{N_{\max}^4 (N_3^3)^{2b} (N_4^4)^{2b}} \left( \sum_{N_1, N_2, N_3, N_4 \sim N_1 \lor N_4} \frac{1}{(n_3 - n_2)^b (n_3 - n_4)^b} \prod_{j=1}^4 \| w_j(n_j) \| \right).$$

Since $\sigma_3, b \leq \frac{1}{2}$, it is easy to check that the last sum is summable if

$$2\alpha b > 1 + \sigma_1 + \sigma_2 - \sigma_3,$$

i.e. exactly under the condition (3.41).
for every $T$ such that

$$0 \leq T \ll \left( 1 + \|v_0\|_{L^2}^{\frac{4\alpha}{\alpha - 1}} + \|\Xi(u_0)\|_{C^0_{\epsilon, \eta}} \right)^{-1}. \quad (3.45)$$

By (3.39) and duality, it is enough to check that for $v \in B$, for $T$ that satisfies (3.45), and for $z(t) := S(t)(u_0 + v_0)$,

$$\int_0^t \mathcal{N}(z(t') + v, z(t') + v, z(t') + v, \chi_T(t')w(t'))dt' \ll (1 + \|v_0\|_{L^2})\|w\|_{X^{0, \frac{1}{q'}}_{q', T}} \quad (3.46)$$

and

$$\int_0^t \mathcal{R}(z(t') + v, z(t') + v, z(t') + v, \chi_T(t')w(t'))dt' \ll (1 + \|v_0\|_{L^2})\|w\|_{X^{0, \frac{1}{q'}}_{q', T}} \quad (3.47)$$

and that for $v_1, v_2 \in B$,

$$\int_0^t \mathcal{N}(z(t') + v_1, z(t') + v_1, z(t') + v_1, z(t') + v_1, \chi_T(t')w(t'))dt'$$

$$- \int_0^t \mathcal{N}(z(t') + v_2, z(t') + v_2, z(t') + v_2, z(t') + v_2, \chi_T(t')w(t'))dt'$$

$$\ll \|v_1 - v_2\|_{X_q^{0, \frac{1}{q'}}(T)} \|w\|_{X_q^{0, \frac{1}{q'}}} \quad (3.48)$$

and

$$\int_0^t \mathcal{R}(z(t') + v_1, z(t') + v_1, z(t') + v_1, z(t') + v_1, \chi_T(t')w(t'))dt'$$

$$- \int_0^t \mathcal{R}(z(t') + v_2, z(t') + v_2, z(t') + v_2, z(t') + v_2, \chi_T(t')w(t'))dt'$$

$$\ll \|v_1 - v_2\|_{X_q^{0, \frac{1}{q'}}(T)} \|w\|_{X_q^{0, \frac{1}{q'}}} \quad (3.49)$$

In the following estimates, we use that on the ball $B$, we have that

$$\|S(t)v_0 + v\|_{X_q^{0, \frac{1}{q'}}(T)} \lesssim 1 + \|v_0\|_{L^2}.$$

From the definitions (3.24), (3.30) and (3.31) of $X^{(3)}$, $J_{12}$ and $J_{13}$ respectively, the symmetry $\mathcal{N}(u_1, u_2, u_3, u_4) = \mathcal{N}(u_3, u_2, u_1, u_4)$, (3.42), (3.43), (3.49), (3.12) and Hölder’s inequality,

\footnote{Notice that the condition (3.25) is automatically satisfied under the hypothesis (3.10).}
we obtain that

\[
\begin{aligned}
\int_0^t N(S(t)(u_0 + v_0) + v, S(t)(u_0 + v_0) + v, S(t)(u_0 + v_0) + v, S(t)(u_0 + v_0) + v, \chi_T(t)w(t))dt \\
\lesssim \|X^{(3)}\|_{X^{\frac{3}{4} + \frac{1}{r} + \mathbb{R}}} \|w\|_{X^{\frac{3}{4} + \mathbb{R}}} \\
&+ (\|J_{21}\|_{b_j + q,0,0} + \|J_{23}\|_{b_j + q,0,0})
\times (\|S(t)v_0 + v\|_{X^{0,0}_q(T)}\|\chi_T(t)w\|_{X^{0,q}_q(T)} + \|\chi_T(t)(S(t)v_0 + v)\|_{X^{0,b_j + q}_T} \|\chi_T w\|_{X^{0,0}_q(T)})
\end{aligned}
\]

\[
\lesssim \|w\|_{X^{\frac{3}{4} + \frac{1}{r} + \mathbb{R}}} \left(T^{3\frac{2-2a}{4a}} \|X^{(3)}\|_{X^{0, \frac{1}{r} + \eta_+}_q(T)} \right) + (\|J_{21}\|_{b_j + q,0,0} + \|J_{23}\|_{b_j + q,0,0})T^{1-b_j} - (1 + \|v_0\|_{L^2})
\]

\[
T^{1-\frac{3-2a}{4a}} \|u_0\|_{H^{\frac{3}{4} - \frac{1}{r} - \frac{1}{2}}} (1 + \|v_0\|_{L^2})^2 + T^{1-\frac{3-2a}{4a}} (1 + \|v_0\|_{L^2})^{3/2}.
\]

Therefore, (3.46) holds if we choose \(T\) such that

\[
\begin{aligned}
T \ll \|X^{(3)}\|_{X^{0, \frac{1}{r} + \eta_+}_q(T)}^{-1},
T \ll (\|J_{21}\|_{b_j + q,0,0} + \|J_{23}\|_{b_j + q,0,0})^{1-b_j},
T \ll [\|u_0\|_{H^{\frac{3}{4} - \frac{1}{r} - \frac{1}{2}}} (1 + \|v_0\|_{L^2})]^{1-\frac{3-2a}{4a}},
T \ll (1 + \|v_0\|_{L^2})^{-\frac{2}{1-\frac{3-2a}{4a}}}.
\end{aligned}
\]

By Young’s inequality, these conditions are all satisfied under (3.45), after noticing that

\[
\frac{2}{1-\frac{1}{2a}} > \frac{1}{1-\frac{3-2a}{4a}} \iff \alpha + s > 1.
\]

Notice that applying Proposition (3.5) enforces the condition on \(q\) in (3.15), which also forces \(\alpha + s > \frac{3}{2}\).
We proceed similarly for the difference estimate (3.49), using quadrilinearity of the functional \( \mathcal{N} \). We obtain that
\[
\begin{align*}
&\int_0^t \mathcal{N}(z(t')) + v_1, z(t') + v_1, z(t') + v_1, z(t') + v_1, \chi T(t')w(t')) dt' \\
&- \int_0^t \mathcal{N}(z(t') + v_2, z(t') + v_2, z(t') + v_2, z(t') + v_2, \chi T(t')w(t')) dt'
\end{align*}
\]
\[
\lesssim \|v_1 - v_2\|_{X_q^{\frac{1}{q}, \frac{1}{q}}(T)} \|w\|_{X_q^{\frac{1}{q}, \frac{1}{q}}(T)} \left( (\|J_{12}b_{j+q,0,0} + \|J_{13}b_{j+q,0,0}\| T^{1-b_j-}
\right.
\]
\[
\left. + T^{2+\frac{2-\alpha}{\alpha} - \frac{1}{2}} - (1 + \|v_0\|_{L^2}) + T^{1-\frac{2}{10}(1 + \|v_0\|_{L^2})} \right).
\]

Therefore, we obtain (3.48) under the same list of conditions (3.50), which in particular holds whenever (3.45) holds.

We now move to estimate the resonant term \( \mathcal{R} \). By (3.21), (3.22), (3.23), the symmetry \( \mathcal{R}(u_1, u_2, u_3, u_4) = \mathcal{R}(v_3, u_2, u_1, u_4), (3.1), (3.5), \) and (3.9) we obtain that
\[
\begin{align*}
&\int_0^t \mathcal{R}(z(t') + v, z(t') + v, z(t') + v, \chi T(t')w(t')) dt' \\
\lesssim &\|S(t)u_0\|_{X_q^{\frac{1}{q}, \frac{1}{q}}(T)} \|S(t)u_0\|_{X_q^{\frac{1}{q}, \frac{1}{q}}(T)} \|\chi T w\|_{X_q^{\frac{1}{q}, \frac{1}{q}}(T)} \\
&+ \|S(t)u_0\|_{X_q^{\frac{1}{q}, \frac{1}{q}}(T)} \|S(t)v_0 + v\|_{X_q^{\frac{1}{q}, \frac{1}{q}}(T)} \|\chi T w\|_{X_q^{\frac{1}{q}, \frac{1}{q}}(T)} \\
&+ \|S(t)v_0 + v\|_{X_q^{\frac{1}{q}, \frac{1}{q}}(T)} \|S(t)v_0 + v\|_{X_q^{\frac{1}{q}, \frac{1}{q}}(T)} \|\chi T w\|_{X_q^{\frac{1}{q}, \frac{1}{q}}(T)} \\
&+ \|S(t)v_0 + v\|_{X_q^{\frac{1}{q}, \frac{1}{q}}(T)} \|S(t)v_0 + v\|_{X_q^{\frac{1}{q}, \frac{1}{q}}(T)} \|\chi T w\|_{X_q^{\frac{1}{q}, \frac{1}{q}}(T)} \\
\lesssim &\|u_0\|_{X_q^{\frac{1}{q}, \frac{1}{q}}(T)} \|w\|_{X_q^{\frac{1}{q}, \frac{1}{q}}(T)} \left( (1 + \|v_0\|_{L^2}) + (1 + \|v_0\|_{L^2}) \right)
\end{align*}
\]

Therefore, we obtain (3.47) under the conditions
\[
T \ll \|u_0\|_{X_q^{\frac{1}{q}, \frac{1}{q}}(T)} \|w\|_{X_q^{\frac{1}{q}, \frac{1}{q}}(T)} \left( (1 + \|v_0\|_{L^2}) + (1 + \|v_0\|_{L^2}) \right)
\]
which clearly hold under (3.45). Proceeding similarly for the difference estimate, we obtain that
\[
\begin{align*}
&\int_0^t \mathcal{R}(z(t') + v_1, z(t') + v_1, z(t') + v_1, \chi T(t')w(t')) dt' \\
&- \int_0^t \mathcal{R}(z(t') + v_2, z(t') + v_2, z(t') + v_2, \chi T(t')w(t')) dt'
\end{align*}
\]
\[
\lesssim \|v_1 - v_2\|_{X_q^{\frac{1}{q}, \frac{1}{q}}(T)} \|w\|_{X_q^{\frac{1}{q}, \frac{1}{q}}(T)} \left( (1 + \|v_0\|_{L^2}) + (1 + \|v_0\|_{L^2}) \right)
\]

Therefore, we obtain (3.49) under the conditions
\[
T \ll \|u_0\|_{X_q^{\frac{1}{q}, \frac{1}{q}}(T)} \|w\|_{X_q^{\frac{1}{q}, \frac{1}{q}}(T)} \left( (1 + \|v_0\|_{L^2}) + (1 + \|v_0\|_{L^2}) \right)
\]
which holds as well under (3.45).
We now move to the estimate (3.20). We will show that, if

\[ T \ll \left( 1 + \| v_0 \|_{L^2}^{\frac{40}{11} - \frac{1}{2} + \varepsilon} + \| \Xi(u_0) \|_{C_{\mathcal{L},q}} + \| \Xi(u_0) \|_{C_{\mathcal{L},q}}^{-1} \right)^{-1}, \]  

(3.51)

and

\[ v \in B_\sigma := \left\{ \| v \|_{X^{\sigma,\frac{1}{q'}}_{\mathcal{L},q}} \lesssim 1 + \| v_0 \|_{H^\sigma} \right\} \cap \left\{ \| v \|_{X^{0,\frac{1}{q'}}_{\mathcal{L},q}} \lesssim 1 + \| v_0 \|_{L^2} \right\} \]

then

\[ \| \Gamma(v) \|_{X^{\sigma,\frac{1}{q'}}_{\mathcal{L},q}} \ll 1 + \| v_0 \|_{H^\sigma}. \]

The fact that on such an interval the solution \( v \) will satisfy

\[ \| v \|_{X^{\sigma,\frac{1}{q'}}_{\mathcal{L},q}} \lesssim 1 + \| v_0 \|_{H^\sigma} \]

follows from standard arguments. By (3.6) and duality, it is enough to check that for \( T \) that satisfies (3.51) and \( v \in B_\sigma \),

\[ \int_0^T \mathcal{N}(z(t') + v, z(t') + v, z(t') + v, \chi_T(t')w(t'))dt' \ll (1 + \| v_0 \|_{H^\sigma})\| w \|_{X^{-\sigma,\frac{1}{q'}}_{\mathcal{L},q}}. \]  

(3.52)

and

\[ \int_0^T \mathcal{R}(z(t') + v, z(t') + v, z(t') + v, \chi_T(t')w(t'))dt' \ll (1 + \| v_0 \|_{H^\sigma})\| w \|_{X^{-\sigma,\frac{1}{q'}}_{\mathcal{L},q}}. \]  

(3.53)

We start with estimating the terms depending on \( \mathcal{N} \), proceeding analogously to what we did for (3.46). Notice that if \( v \in B_\sigma \), then

\[ \| S(t)v_0 + v \|_{X^{\sigma,\frac{1}{q'}}_{\mathcal{L},q}} \lesssim 1 + \| v_0 \|_{H^\sigma}, \quad \| S(t)v_0 + v \|_{X^{0,\frac{1}{q'}}_{\mathcal{L},q}} \lesssim 1 + \| v_0 \|_{L^2}. \]

Therefore, by the definitions (3.24), (3.30) and (3.31) of \( X^{(3)} \), \( J_{12} \) and \( J_{13} \) respectively, the symmetry

\[ \mathcal{N}(u_1, u_2, u_3, u_4) = \mathcal{N}(u_3, u_2, u_1, u_4) = \mathcal{N}(u_1, u_4, u_3, u_2) = \mathcal{N}(u_3, u_4, u_1, u_2), \]

\[ \text{For instance, one can apply Schauder’s fixed point theorem to } \Gamma \text{ on the set } B_\sigma, \text{ after noticing that } X^{\sigma,\frac{1}{q'}}_{\mathcal{L},q}(T) \text{ embeds compactly in } X^{-\sigma,\frac{1}{q'}}_{\mathcal{L},q}(T), \text{ and use uniqueness of the solution in } L^2 \text{ to conclude that the fixed point given by Schauder’s theorem coincides with the solution } v \text{ built in the first part of the proof. Notice that the } L^2 \text{ estimate needed to apply Schauder’s fixed point theorem on } B_\sigma \text{ follows from (3.46) and (3.47).} \]
the extra term depending hold under (3.51) in the same way as we proved the analogous result for (3.50). Recall that

\[ \|X^{(3)}\|_{\sigma,1/2} \leq \|w\|_{X_{q',q}^{\sigma,1/2}} \]

Therefore, (3.52) holds if

\[ T \leq \|X^{(3)}\|_{\sigma,1/2}^{-1} \]

\[ T \leq (\|J_{12}\|_{b_j,+q,\sigma,-\sigma} + \|J_{13}\|_{b_j,+q,\sigma,-\sigma})^{-1/(1+b_j)} \]

\[ T \leq \|u_0\|_{H^{1-\frac{1}{2}}} \left(1 + \|u_0\|_{L^2}\right) \left(1 + \|u_0\|_{H^0}\right) \]

\[ T \leq (1 + \|u_0\|_{L^2})^2 \left(1 + \|u_0\|_{H^0}\right) \]

Therefore, (3.52) holds if \( T \) satisfies

\[ T \ll \|X^{(3)}\|_{\sigma,1/2}^{-1} \]

\[ T \ll (\|J_{12}\|_{b_j,+q,\sigma,-\sigma} + \|J_{13}\|_{b_j,+q,\sigma,-\sigma})^{-1/(1+b_j)} \]

\[ T \ll [\|u_0\|_{H^{1-\frac{1}{2}}} \left(1 + \|u_0\|_{L^2}\right)]^{-1/(1+b_j)} \]

\[ T \ll (1 + \|u_0\|_{L^2})^{-\frac{3}{1+b_j}} \]

Compare to the list (3.50). The difference is that terms depending on \( \|\Xi(u_0)\|_{\chi^{0,0}} \) are replaced by terms depending on \( \|\Xi(u_0)\|_{\chi^{0,\sigma}} \). Therefore, one can check that these conditions hold under (3.51) in the same way as we proved the analogous result for (3.50). Recall that the extra term depending \( \|\Xi(u_0)\|_{\chi^{0,0}} \) in (3.51) is there to guarantee that \( \|v\|_{X_{q',1}^{\sigma,1/2}} \leq \)
1 + \|v_0\|_{L^2}$. We now move to showing (3.53). By (3.21), (3.22), (3.23), the symmetry
\[ \mathcal{R}(u_1, u_2, u_3, u_4) = \mathcal{R}(u_3, u_2, u_1, u_4) = \mathcal{R}(u_1, u_4, u_3, u_2) = \mathcal{R}(u_3, u_1, u_2), \]
(3.1), (3.5), (3.9), and (3.10), we obtain that
\[
\begin{aligned}
\mathcal{R}(z(t') + v, z(t') + v, z(t') + v, \chi_T(t')w(t'))& \\
& \lesssim \|S(t)u_0\|^2_{X_{q,T}^{s,b}(T)} + \|S(t)\|_{X_{q,T}^{s,b}(T)}\chi_T u_{w,0}\|_{X_{q,T}^{s,b}(T)} \\
& + \|S(t)\|_{X_{q,T}^{s,b}(T)}\chi_T u_{w,0}\|_{X_{q,T}^{s,b}(T)} \\
& + \|S(t)\|_{X_{q,T}^{s,b}(T)}\chi_T u_{w,0}\|_{X_{q,T}^{s,b}(T)} \\
& < T^{1-\|w(t)\|_{X_{q,T}^{s,b}(T)}}(\|u_0\|^3_{FL^{s,b}_{q,6}} + (1 + \|v_0\|_{L^2})^2(1 + \|v_0\|_{H^s})).
\end{aligned}
\]
Therefore, (3.53) follows as long as
\[
\begin{aligned}
T & \ll \|u_0\|_{FL^{s,b}_{q,6}}^3, \\
T & \ll \|u_0\|_{FL^{s,b}_{q,6}}, \\
T & \ll (1 + \|v_0\|_{L^2})^{2-}. 
\end{aligned}
\]
It is easy to check that all of these conditions hold under (3.51). This completes the proof of Proposition 3.3.

3.5. Local well-posedness for the truncated equation. We conclude this section by stating an analogous version of Proposition 3.3 for the truncated system (1.18), together with a convergence result as $N \to \infty$.

**Proposition 3.8.** Let $\alpha > 1$ and $\frac{1}{2} < s \leq \frac{1}{2}$ be such that $\alpha + s > \frac{3}{2}$ and let $2 \leq q \leq \frac{4\alpha}{3 - 2s}$. Given $u_0$ distributed according to $\mu_s$ and $N \in \mathbb{N}$, we define
\[ \Xi_N(u_0) := (u_0, J_{12,N}, J_{13,N}, X^{(3)}_{N}), \]
where $J_{12,N}, J_{13,N}$ are defined in (3.34) and (3.35), and $X^{(3)}_{N}$ is defined in (3.27). Define
\[ \|\Xi_N(u_0)\|_{X^{s,b}_q} := \|u_0\|_{H^{s-\frac{1}{2}}} + \|u_0\|_{X^{s,b}_{q,6}} + \|X^{(3)}_{N}\|_{X^{s,b}_{q,6}(T)} + \|J_{12,N}\|_{b_{j+q,s,-\sigma}} + \|J_{13,N}\|_{b_{j+q,s,-\sigma}}, \]
where $b_j$ is defined in (3.33) and $0 \leq \sigma \leq s$. Let $v_0 \in H^s(\mathbb{T})$. Then, the equation
\[
\begin{align*}
\partial_t v_N + (-\partial_x^2)\alpha v_N + \mathcal{N}(S(t)(u_0 + v_0) + v_N) + \mathcal{R}(S(t)(u_0 + v_0) + v_N) &= 0, \\
v_{N,t} = 0, \\
v_{N} = 0,
\end{align*}
\] (3.54)
is locally-well posed in $L^2(\mathbb{T})$. Moreover, if $\tau_{0,N}$ is defined as
\[
\tau_{0,N}(u_0, v_0) = \max \{t \geq 0 : \|v_N\|_{X^{s,b}_{q,6}(T)} \lesssim 1 + \|v_0\|_{L^2} \},
\] (3.55)
then there exists $C_\varepsilon > 0$ such that
\[
\tau_{0,N}(u_0, v_0)^{-1} \lesssim 1 + \|v_0\|_L^{\frac{4\alpha}{2\alpha - 1} + \varepsilon} + \|\Xi_N(u_0)\|_{X^{0,q}_0},
\] (3.56)
where the implicit constant is independent of $N$. Moreover, suppose that
\[
\lim_{N \to \infty} \|\Xi_N(u_0) - \Xi(u_0)\|_{X^0} \to 0,
\] (3.57)
and that for some $0 < T \leq 1$, and for some $N \geq N_0(u_0, C) \gg 1$,
\[
\|v_N\|_{L^\infty([0,T], L^2)} \leq C < \infty.
\] (3.58)
Then, if $v$ is the solution of (3.17), we have that $v$ can be extended up to time $T$, and
\[
\|v\|_{L^\infty([0,T], L^2)} \leq C + 1.
\] (3.59)
Moreover, in this case,
\[
\lim_{N \to \infty} \|v - v_N\|_{L^\infty([0,T], L^2)} = 0.
\] (3.60)
Furthermore, if $v$ is a solution to (3.17) such that (3.57), (3.59) hold, then there exists $N_1(u_0, C) \gg 1$ such that for $N \geq N_0(u_0, C)$, $v_N$ can be extended up to time $T$ and satisfies
\[
\|v_N\|_{L^\infty([0,T], L^2)} \leq C + 2 < \infty,
\] (3.61)
and (3.60) holds. Finally, for $0 \leq \sigma \leq s$, define
\[
\tau_{\sigma,N}(u_0, v_0) = \max\{0 \leq t \leq \tau_0(u_0, v_0) : \|v_N\|_{X^{\sigma, \frac{1}{q}, 0}_q(T)} + \|v_0\|_{H^s}\}.\] (3.62)
Then there exists $C_{\varepsilon, \sigma} > 0$ such that
\[
\tau_{\sigma}(u_0, v_0)^{-1} \lesssim 1 + \|v_0\|_L^{\frac{4\alpha}{2\alpha - 1} + \varepsilon} + \|\Xi_N(u_0)\|_{X^{0,q}_0} + \|\Xi_N(u_0)\|_{X^{\sigma,q}},
\] (3.63)
where the implicit constant is independent of $N$.

The proof of the estimates (3.56) and (3.63) are completely analogous to the proofs of the respective estimates (3.19) and (3.20), and the convergence results (3.59), (3.60), and (3.61) follow by a standard argument. Hence, we omit the proof.

4. Uniform exponential tail estimates

For fixed $u_0$, let $V_N(u_0)$ be the solution of the equation
\[
\begin{cases}
i\partial_t v + (-\partial_x^2)^\alpha v + \mathcal{N}_N(S(t)u_0 + v) + \mathcal{R}_N(S(t)u_0 + v) = 0, \\
v(0) = 0,
\end{cases}
\] (4.1)
where we recall the notation in (1.19). Note that this corresponds to (3.54) with $v_0 = 0$. Moreover, we have $V_N(u_0) = V_N(P_N u_0)$. Let $2 \leq q < \frac{4\alpha}{3 - 4\alpha}$, and define the stopping time $\tau_N = \tau_N(u_0)$ in the following way:
\[
\tau_N(u_0) = \max \left\{ M^{-\frac{4\alpha}{2\alpha - 1}} : M \geq 1 \text{ dyadic}, \|V_N(u_0)\|_{X^{0, \frac{1}{q}, 0}_q(M^{-\frac{4\alpha}{2\alpha - 1}})} \lesssim M, \right. \\
\left. \|V_N(u_0)\|_{X^{s, \frac{1}{q}, 0}_q(M^{-\frac{4\alpha}{2\alpha - 1}})} \lesssim M^\gamma \right\}.
\] (4.2)
We do not keep track of the dependence of $\tau_N$ on $q$ as we will make a concrete choice of $q$ in Lemma 5.8, which will then be fixed for the rest of the paper.
The aim of this section is to prove that the inverse of $\tau_N(u_0)$ is exponentially integrable, uniformly in $N$, see Lemma 4.2 below. This verifies one of the key assumptions for Bourgain’s quasi-invariant measure argument (Theorem 6.1), which we will use to globalise our local-in-time solutions from Section 3.

We begin by verifying that the random object $\Xi(u_0)$ is indeed almost surely finite in $X^\sigma$ and can be approximated by $\Xi_N(u_0)$. It then follows from Proposition 3.8 that $\tau_N(u_0)$ is almost surely finite.

**Lemma 4.1.** For every $1 \leq p < \infty$ and for every $0 \leq \sigma \leq s$, we have that
\[
\sup_{N \in \mathbb{N}} \mathbb{E} \left[ \|\Xi_N(u_0)\|_{X^{\sigma}}^p \right] \lesssim_{\sigma, p} 1,
\]
where the expectation is taken with respect to the measure $\mu$. Moreover, for $\mu$-a.e. $u_0$, we have that
\[
\lim_{N \to \infty} \|\Xi(u_0) - \Xi_N(u_0)\| = 0.
\]

**Proof.** We show (4.3) and (4.4) for the terms of $\Xi_N(u_0)$ one-by-one.

**Term 1:** $\|u_0\|_{H^s}^{2s - \frac{1}{2}}$. For this term the convergence is automatic (since it does not depend on $N$), so we just need to show the integrability (4.3). Recall that we can express $u_0$ in terms of the Fourier expansion (1.5). Thus, for finite $p \geq 2$, Minkowski’s inequality implies
\[
\mathbb{E} \left[ \|u_0\|_{H^s}^{2s - \frac{1}{2}} \right] \lesssim \left( \sum_{n \in \mathbb{Z}} \frac{\langle n \rangle^{2s - 1 - 2} \mathbb{E}[|g_n|^2]^{\frac{2}{p}}}{\langle n \rangle^{2s}} \right)^{\frac{p}{2}} \lesssim_p \left( \sum_{n \in \mathbb{Z}} \frac{\langle n \rangle^{2s - 1 - \frac{1}{2}}}{\langle n \rangle^{2s}} \right)^{\frac{p}{2}} \lesssim_p 1.
\]

**Term 2:** $\|u_0\|_{L_{x,t}^q s}^q$. This term is also independent of $N$, so convergence is automatic. We just need to show the integrability (4.3). For $p \geq 6$, Minkowski’s inequality again implies
\[
\mathbb{E} \left[ \|u_0\|_{L_{x,t}^q s}^p \right] \lesssim \left( \sum_{n \in \mathbb{Z}} \frac{\langle n \rangle^{2s} \mathbb{E}[|g_n|^p]^{\frac{1}{p}}}{\langle n \rangle^{6s}} \right)^{\frac{p}{6}} \lesssim_p \left( \sum_{n \in \mathbb{Z}} \frac{\langle n \rangle^{2s}}{\langle n \rangle^{6s}} \right)^{\frac{p}{6}} \lesssim_p \left( \sum_{n \in \mathbb{Z}} \frac{1}{\langle n \rangle^{4s}} \right)^{\frac{p}{6}} \lesssim_p 1,
\]
which is finite since $s > \frac{1}{4}$.

**Terms 3 & 4:** $\|J_{12,N}\|_{b_{j+q,q}^n}^{n}$ and $\|J_{13,N}\|_{b_{j+q,q}^n}^{n}$. The uniform integrability follows from (3.36) and (3.32). Moreover, the a.s. convergence (4.4) of $J_{12,N}$ to $J$ and similarly of $J_{13,N}$ to $J_{13}$ follow from the estimate (3.36) and the Borel-Cantelli lemma.

**Term 5:** $\|X_N^{(3)}\|_{X_q^\gamma}^{\frac{1}{p} + \frac{1}{q}}$. The uniform integrability (4.3) follows from (3.26) and (3.28). The a.s. convergence (4.4) follows from (3.28) and the Borel-Cantelli lemma.

We now prove the exponential integrability of $\tau_N(u_0)^{-1}$, uniform in $N$.

**Lemma 4.2.** For every $\beta < \frac{2\alpha - 1}{2\alpha} \gamma$, there exists a constant $C = C(\alpha, \beta, \gamma, s)$ such that we have
\[
\sup_{N \in \mathbb{N}} \int \exp \left( \tau_N(u_0)^{-\beta} \right) d\rho_{s,\gamma}(u_0) \leq C(\alpha, \beta, \gamma, s) < \infty.
\]
Proof. Note that \( \tau_N(u_0) = \tau_N(P_N u_0) \). By Lemma 2.6 it is enough to show that
\[
\mathbb{E} \left[ \sup_{V_0 \in H^s} \left\{ \tau_N(Y + V_0)^{-\beta} - \left| \int :Y + V_0^2 : \right|^{\gamma} - \frac{1}{2} \| V_0 \|_{H^s}^2 \right\} \right] \leq K
\]
for some constant \( K > 0 \) depending on \( \alpha, \beta, \gamma \) and \( s \). For readability, we have simply written \( P_N Y \) as \( Y \) and \( P_N V_0 \) as \( V_0 \).

Recalling the definition \((3.55)\) of \( \tau_0, N \), the definition \((3.62)\) of \( \tau_{s, N} \), and the definition of \( \tau \) given in \((4.2)\), we have that
\[
\{ \tau_N(Y + V_0)^{-1} = M^{ \frac{4\alpha}{2\alpha - 1} + } \} \subseteq \{ \| V_0 \|_{L^2} \geq M \} \cup \{ \| V_0 \|_{H^s} \geq M^\gamma \}
\]
\[\cup \{ \tau_{s, N}(Y, V_0)^{-1} \gtrsim M^{ \frac{4\alpha}{2\alpha - 1} + } \}.\]

Therefore, from \((3.63)\), we obtain that
\[
\tau_N(Y + V_0)^{-1} \lesssim \| V_0 \|_{L^2}^{ \frac{4\alpha}{2\alpha - 1} + } + \| V_0 \|_{H^s}^{ \frac{4\alpha}{2\alpha - 1} + } + \tau_{s, N}(Y, V_0)^{-1}
\]
\[\lesssim (1 + \| V_0 \|_{L^2})^{ \frac{4\alpha}{2\alpha - 1} + } + \| \Xi_N(u_0) \|_{\chi_{0, s}}^{\frac{4\alpha}{2\alpha - 1} + } + \| \Xi_N(u_0) \|_{\chi_{s, s}}^{\frac{4\alpha}{2\alpha - 1} + } + \| V_0 \|_{H^s}^{ \frac{4\alpha}{2\alpha - 1} + } \]

Therefore, by \((2.11)\) and \((4.3)\), for some constant \( C \) that can change from line to line, we have that
\[
\mathbb{E} \left[ \sup_{V_0 \in H^s} \left\{ \tau_N(Y + V_0)^{-\beta} - \left| \int :Y + V_0^2 : \right|^{\gamma} - \frac{1}{2} \| V_0 \|_{H^s}^2 \right\} \right]
\]
\[\leq \mathbb{E} \left[ \sup_{V_0 \in H^s} \left\{ C(1 + \| V_0 \|_{L^2})^{\beta(\frac{4\alpha}{2\alpha - 1} + )} + C\| V_0 \|_{H^s}^{\beta(\frac{4\alpha}{2\alpha - 1} + )}
\]
\[+ C\| \Xi_N(u_0) \|_{\chi_{0, s}}^{\frac{4\alpha}{2\alpha - 1} + } + C\| \Xi_N(u_0) \|_{\chi_{s, s}}^{\frac{4\alpha}{2\alpha - 1} + } + C_\gamma \| Y \|_{H^s}^{\gamma} + C_\gamma \| Y \|_{H^s}^{\gamma} + C_\gamma \left| \int :Y^2 : \right|^{\gamma}
\]
\[- \frac{1}{2} \| V_0 \|_{L^2}^{\gamma} - \frac{1}{4} \| V_0 \|_{H^s}^2 \right\} \right]
\]
\[\leq \mathbb{E} \left[ \sup_{V_0 \in H^s} \left\{ C(1 + \| V_0 \|_{L^2})^{\beta(\frac{4\alpha}{2\alpha - 1} + )} + C\| V_0 \|_{H^s}^{\beta(\frac{4\alpha}{2\alpha - 1} + )}
\]
\[- \frac{1}{2} \| V_0 \|_{L^2}^{\gamma} - \frac{1}{4} \| V_0 \|_{H^s}^2 \right\} \right] + C,
\]
which is finite, as long as
\[\beta\left(\frac{4\alpha}{2\alpha - 1} + \right) < 2\gamma, \quad \text{and} \quad \beta\left(\frac{4\alpha}{2\alpha - 1} + \right) < 2,
\]
which is exactly the condition that we imposed on \( \beta \).

5. Uniform integrability of the transported density

The main thrust of this section is to obtain a uniform in \( N \) bound on the \( L^p(\rho_{s, \gamma}) \)-norm of the density of the transported measure \((\Phi_t^N)^\#_{\rho_{s, \gamma}}\), for at least some \( 1 < p < \infty \). In fact, we show it for all finite \( p < \infty \). From Lemma 5.1 below, we have an explicit formula for the density (Radon-Nikodym derivative)
\[
f_t^N(u_0) := \frac{(\Phi_t^N)^\#_{\rho_{s, \gamma}}(u_0)}{d\rho_{s, \gamma}},
\]
for each fixed \( N \). This density is trivially in \( L^p(\rho_{s, \gamma}) \) for all \( p < \infty \) albeit with a bound that grows with \( N \); see Remark 5.2. The key triumph in this section is, indeed, a uniform in \( N \) bound on the \( L^p(\rho_{s, \gamma}) \)-norm of \( f_t^N \) for any finite \( p < \infty \). This is the result of Proposition 5.11 see \((5.31)\). The proof of Proposition 5.11 is built up from the results of
Lemma 5.8 and Lemma 5.10. One of the major novelties here is the proof of Lemma 5.10 which shows that bounds on the density, at least for as long as the solutions $\Phi_t^N(u_0)$ can be assumed to be controlled, are essentially reduced to uniform bounds on a single time interval where local well-posedness holds; see (5.29). The argument exploits the explicit formula for the density from (5.2) and the fact that it is the Radon-Nikodym derivative. We prove the remaining uniform bounds in Lemma 5.8, using the Boué-Dupuis formula, the local well-posedness theory from Section 3 and suitable energy estimates from Subsection 5.2.

5.1. A formula for the transported density. We define the operator

$$Q(u_1, u_2, u_3, u_4) := \text{Re} \sum_{n_1-n_2+n_3-n_4=0, n_1 \neq n_2, n_4} i\Psi_s(\pi)\overline{u}_1(n_1)\overline{u}_2(n_2)\overline{u}_3(n_3)\overline{u}_4(n_4),$$

(5.1)

where we recall that $\Psi_s(\pi)$ was defined in (1.25). With an abuse of notation, we denote

$$Q(u) := Q(u, u, u, u).$$

Lemma 5.1. Let $\Phi_t^N(u_0)$ denote the solution of the equation (1.18) and let $f_t^N$ denote the density of the measure $(\Phi_t^N)_#\rho_{s,\gamma}$, i.e.

$$\int F(\Phi_t^N(u_0))d\rho_{s,\gamma}(u_0) = \int F(u_0)f_t^N(u_0)d\rho_{s,\gamma}(u_0).$$

Then

$$f_t^N(u_0) = \exp \left( \int_0^t Q(P_N\Phi_{-\tau}(u_0), P_N\Phi_{-\tau}'(u_0), P_N\Phi_{-\tau}'(u_0), P_N\Phi_{-\tau}'(u_0))d\tau \right).$$

(5.2)

Proof. We observe that if $u$ solves (1.18), then we can write $u = u_1 + u_2$, with $u_1$ solving the finite dimensional system of ODEs

$$i\partial_t u_1 + (-\partial_x^2)^\alpha u_1 + N_N(u_1) + R_N(u_1) = 0,$$

(5.3)

where $u_1 = \sum_{|n| \leq N} \hat{u}_1(n, t)e^{inx}$, with initial data $u_1(0) = P_Nu_0$, and $u_2$ solves the linear equation

$$i\partial_t u_2 + (-\partial_x^2)^\alpha u_2 = 0,$$

with initial data $u_2(0) = P_{>N}u(0)$, where $P_{>N} := \text{Id} - P_N$. Let $\Phi_t^{N,1}$ and $\Phi_t^{N,2}$ be the two flows, respectively. We notice that for $x = \sum_{|n| \leq N} x_n e^{inx}$, $f_t^N(x)$ solves the Liouville equation:

$$\partial_t \left( f_t^N(x) \exp \left( -\frac{1}{2}\|x\|^2_{H^s} \right) \right) = -\text{div} \left( f_t^N(x) \exp \left( -\frac{1}{2}\|x\|^2_{H^s} \right) \cdot (i(-\partial_x^2)^\alpha x + iN_N(x, x, x)) \right).$$

Therefore, we have that

$$\int F(\Phi_t^{N,1}(x))d(P_N)_#\mu_s(x) = \int F(x)f_t^N(x)d(P_N)_#\mu_s(x).$$

Moreover, it is easy to check that $\Phi_t^{N,2}$ preserves the $H^s$ norm and commutes with the projection $P_N$. Therefore,

$$\int F(\Phi_t^{N,2}(u_2))d(1 - P_N)_#\mu_s(u_2) = \int F(u_2)d(P_{>N})_#\mu_s(u_2).$$

Noticing that $(P_N)_#\mu_s$ and $(P_{>N})_#$ are independent, we have

$$\int F(u)d\mu_s(u) = \int F(x + y)d(P_N)_#\mu_s(x)d(P_{>N})_#\mu_s(y).$$
Therefore, by Fubini, we obtain
\[
\int F(\Phi^N_t(u_0))d\mu_s(u_0)
= \int F(\Phi^N_{t_1}(P_Nu_0) + \Phi^N_{t_2}((P_{>N})u_0))d\mu_s(u_0)
= \int F(\Phi^N_{t_1}(x) + \Phi^N_{t_2}(y))d(P_N)\#\mu_s(x)d(P_{>N})\#\mu_s(y)
= \int F(x + y)\tilde{f}^N_t(x)d(P_N)\#\mu_s(x)d(P_{>N})\#\mu_s(y)
= \int F(u_0)\tilde{f}^N_t(P_N(u_0))d\mu_s(u_0)
= \int F(u_0)\tilde{f}^N_t(u_0)d\mu_s(u_0).
\]

In order to conclude the proof, we notice that for every \( M \geq N \), \( \int |P_Mu_0|^2 \, dx \) is conserved by the flow \( \Phi^N \). Therefore, the quantity
\[
\int : |u_0|^2 : \, dx = \lim_{M \to \infty} \left( \int |P_Mu_0|^2 \, dx - \mathbb{E} \left[ \int |P_Mu_0|^2 \, dx \right] \right)
\]
is conserved as well. In particular, we obtain that
\[
\int F(\Phi^N_t(u_0))d\rho_{s,\gamma}(u_0) = \int F(\Phi^N_t(u_0)) \exp \left( -\left( \int : |u_0|^2 : \, dx \right)^\gamma \right) d\mu_s(u_0)
= \int F(\Phi^N_t(u_0)) \exp \left( -\left( \int : |\Phi^N_t(u_0)|^2 : \, dx \right)^\gamma \right) d\mu_s(u_0)
= \int F(u_0) \exp \left( -\left( \int : |u_0|^2 : \, dx \right)^\gamma \right) \tilde{f}^N_t(u_0)d\mu_s(u_0)
= \int F(u_0)\tilde{f}^N_t(u_0)d\rho_{s,\gamma}(u_0).
\]

**Remark 5.2.** It is easy to see (although important later on) that \( \int \tilde{f}^N_t(u_0)^p d\rho_{s,\gamma}(u_0) \) is finite for each fixed \( N \geq 1 \), \( t \geq 0 \), and for any \( 1 < p < \infty \). Indeed, it follows from Proposition [1.18, 5.1], writing \( P_N\Phi^N_t(u_0) = \Phi^N_{t_1}(u_0) \), and the \( L^2 \)-conservation of solutions to (5.3), that
\[
|Q(\Phi^N_{t_1}(u_0))| \lesssim \|\Phi^N_{t_1}(u_0)\|^4_{H^1} \leq C_N\|\Phi^N_{t_1}(u_0)\|^4_{L^2} = C_N\|P_Nu_0\|^4_{L^2}.
\]
Therefore,
\[
\int \tilde{f}^N_t(u_0)^p d\rho_{s,\gamma}(u_0) \lesssim \int \exp \left( pC_{N,t}\|P_Nu_0\|^4_{L^2} - \left( \int : |P_Nu_0|^2 : \, dx \right)^\gamma \right) d(P_N)\#\mu_s(u_0),
\]
which is finite since \( 2\gamma > 4 \).

**Remark 5.3.** In this remark, we expand on the claim made in the introduction that states that \( Q(u_0) \) is ill defined for \( u_0 \) distributed according to \( \mu_s \). More precisely, we will show that for every \( 0 < s \leq 1 \),
\[
\int |Q(u_0)|^2 d\mu_s(u_0) = +\infty.
\]
By (1.5), we have that
\[
\int |Q(u_0)|^2 d\mu_s(u_0) \sim \sum_{n_1-n_2+n_3-n_4=0, \ n_1 \neq n_2, n_4} |\Psi_s(\tau)|^2 \prod_{j=1}^{4} (n_j)^{-2s}.
\]

If we restrict this sum to the domain $|n_j| \sim N_j$ with $N_1 \sim N_2 \gg N_3 \gg N_4$, it is easy to check that $|\Psi_s(\tau)|^2 \sim N_3^{4s}$. Moreover, we have that
\[
|\{ (n_j) : n_1 - n_2 + n_3 - n_4 = 0, n_1 \neq n_2, n_4, N_1 \sim N_2 \gg N_3 \gg N_4 \}| \sim N_2 N_3 N_4.
\]

Therefore, we obtain that
\[
\int |Q(u_0)|^2 d\mu_s(u_0) \geq \sum_{N_1 \sim N_2 \gg N_3 \gg N_4} \sum_{N_2 \gg N_3 \gg N_4} \sum_{N_3 \gg N_4} N_2^{-4s} N_3^{1+2s} N_4^{1-2s} \sim \sum_{N_3 \gg N_4} N_2^{2-2s} N_3^{1-2s} = \infty,
\]

since $s \leq 1$.

5.2. Energy estimates. In this subsection, we prove estimates on the quantity $Q$ from (5.1). We view these as energy estimates since
\[
\frac{d}{dt} \left( \frac{1}{2} \| \Phi_{-t}^{N,1} (u_0) \|^2_{L^2} \right) = Q(\Phi_{-t}^{N,1} (u_0)).
\]

We will again leverage the expansion $\Phi_{-t}^{N,1} (u_0) = S(t) P_N u_0 + \mathcal{V}_N(u_0)(t)$, where $\mathcal{V}_N(u_0)(t)$ solves (4.1), and the multi-linearity of $Q$ to reduce to cases depending upon the number of linear factors $P_N S(t) u_0$. Such a decomposition allows us to control certain contributions in a probabilistic manner, which seem to be out of reach with deterministic methods.

We consider the first case when all four factors in $Q$ are of the form $P_N S(t) u_0$. As we will eventually use Lemma 2.6, we will switch notation writing $Y$, rather than $u_0$.

Lemma 5.4. For $\frac{1}{4} < s \leq \frac{1}{2}$, let $Y$ be distributed according to $\mu_s$, and let $0 \leq t \leq 1$ and $\alpha > 1$. Then,
\[
\mathbb{E} \left[ \left| \int_0^t Q(P_N S(t') Y) dt' \right|^2 \right] \lesssim t,
\]

where the implicit constant does not depend on $N$.

\footnote{The power of $t$ can be improved to $t^{2(1 - \frac{3s}{1+2s})}$. However, this worse estimate does not affect the numerology in Theorem 1.1.}
Proof. Recall that we can express $Y$ in terms of the Fourier series expansion in (1.5). Therefore, we have that
\[
E \left[ \left| \int_0^t Q(P_N S(t') Y) dt' \right|^2 \right] \leq \left| \int_0^t \sum_{n_1-n_2-n_3-n_4=0, \atop n_1 \neq n_2, n_4, \atop |n_j| \leq N} \psi_s(\bar{n}) \frac{g_{n_1}g_{n_2}g_{n_3}g_{n_4}}{\prod_{j=1}^4 \langle n_j \rangle^s} e^{it\Phi_{\alpha}(\bar{n})} dt' \right|^2
\]
\[
= E \left[ \left| \sum_{n_1-n_2-n_3-n_4=0, \atop n_1 \neq n_2, n_4, \atop |n_j| \leq N} \psi_s(\bar{n}) \frac{g_{n_1}g_{n_2}g_{n_3}g_{n_4}}{\prod_{j=1}^4 \langle n_j \rangle^s} e^{it\Phi_{\alpha}(\bar{n})} - 1 \right|^2 \right]
\]
\[
= 4 \sum_{n_1-n_2-n_3-n_4=0, \atop n_1 \neq n_2, n_4, \atop |n_j| \leq N} \frac{|\psi_s(\bar{n})|^2}{\prod_{j=1}^4 \langle n_j \rangle^s} \left| e^{it\Phi_{\alpha}(\bar{n})} - 1 \right|^2
\]
\[
\lesssim t \sum_{n_1-n_2-n_3-n_4=0, \atop n_1 \neq n_2, n_4, \atop |n_j| \leq N} \frac{|\psi_s(\bar{n})|^2}{\prod_{j=1}^4 \langle n_j \rangle^s}.
\]
By (2.1) and (2.3), we have that
\[
\sum_{n_1-n_2-n_3-n_4=0, \atop n_1 \neq n_2, n_4, \atop |n_j| \leq N} \frac{|\psi_s(\bar{n})|^2}{\prod_{j=1}^4 \langle n_j \rangle^s} \leq 1
\]
\[
\lesssim \sum_{n_1-n_2-n_3-n_4=0, \atop n_1 \neq n_2, n_4} \frac{1}{(n_1-n_4)^{1-s}(n_1-n_2)^{1-s}n_{\max}^{-2\alpha} \prod_{j=1}^4 \langle n_j \rangle^{2s}}
\]
\[
\lesssim \sum_{N_1,N_2,N_3,N_4 \sim N^2} (N_1N_2N_3N_4)^{-2s} N_{\max}^{-2\alpha+2} \sum_{n_1-n_2-n_3-n_4=0, \atop \langle n_j \rangle \sim \langle N_j \rangle} \frac{1}{(n_1-n_4)^{1-s}(n_1-n_2)^{1-s}}
\]
\[
\lesssim \sum_{N_1,N_2,N_3,N_4 \sim N^2} (N_1N_2N_3N_4)^{-2s} N_{\max}^{-2\alpha+2} (N^1)^s (N^2)^s N^4
\]
\[
\lesssim \sum_{N_1,N_2,N_3,N_4 \sim N^2} (N^1)^{-2s-2\alpha+2} (N^3)^{-2s} (N^4)^{1-2s} \lesssim 1,
\]
since $3-6s-2\alpha < 0$. \qed

The following lemma controls $Q$ when three of its inputs are of the form $P_N S(t) Y$.

Lemma 5.5. Given $0 \leq s \leq \frac{1}{2}$, let $Y$ be distributed according to $\mu_s$, and let $\alpha > 1$. Define
\[
Y^{(3),N}(t) := \sum_{n_1,n_2,n_3, \atop n_1 \neq n_2, n_3, \atop |n_j| \leq N} \psi_s(\bar{n}) \hat{Y}(n_1) \hat{Y}(n_2) \hat{Y}(n_3) e^{it(n_1^2|2\alpha-n_2^2|2\alpha-n_3^2|2\alpha)} e^{i(n_1-n_2+n_3)x}.
\]
Let
\[
\sigma_3(\alpha, s) := \begin{cases} 
\frac{3}{2} - \alpha - s & \text{if } \alpha + s \leq \frac{3}{2}, \\
0 & \text{otherwise}.
\end{cases}
\] (5.5)

Then, for every $0 \leq T \leq 1$, and for every $2 \leq q < \infty$, $1 \leq p < \infty$, we have that
\[
\mathbb{E}\left[\left\|X_q(\tau)Y(3),N(\tau)\right\|^p_{X_q^{\sigma_3(\alpha,s)-\frac{1}{q'}}} \right] \lesssim_{p,q} T,
\] (5.6)

where the implicit constant does not depend on $N$. Moreover, if
\[
Y(3)(t) := \sum_{n_1,n_2,n_3, n_2 \neq n_1, n_3} \Psi_s(\vec{n}) \overline{\varphi_{n_1}}(\varphi_{n_2}) \varphi_{n_3} e^{i[|n_1|^{2\alpha} + |n_2|^{2\alpha} + |n_3|^{2\alpha}](n_1 - n_2 - n_3)x},
\] (5.7)

then we have that for $\mu_s$-a.e. $Y$,
\[
\lim_{N \to \infty} \left\|Y(3) - Y(3),N\right\|_{X_q^{\sigma_3(\alpha,s)-\frac{1}{q'}}} = 0.
\] (1)

Proof. Recalling the definition of the $X_q^{\sigma,b}$ norm, and proceeding as in the proof of Proposition 5.3 and using (2.3), we obtain for finite $p \geq 2$,
\[
\mathbb{E}\left[\left\|X_qY(3),N\right\|^p_{X_q^{\sigma_3(\alpha,s)-\frac{1}{q'}}} \right] \lesssim \sum_{n_1-n_2+n_3-n=0, n_2 \neq n_1, n_3, |n_j| \leq N} \left|\int_{\mathbb{R}} \left[|\Psi_s(\vec{n})|^2 \widetilde{\chi}_T(\tau - \Phi_\alpha(\vec{n})) - |n|^{2\alpha}\right] \frac{\varphi_q(\tau - |n|^{2\alpha})^{-1}}{\varphi_q} d\tau \right|^p
\]
\[
\lesssim \sum_{n_1-n_2+n_3-n=0, n_2 \neq n_1, n_3, |n_j| \leq N} \frac{|\Psi_s(\vec{n})|^2}{(n_1)^{2s}(n_2)^{2s}(n_3)^{2s}(n)^{2\sigma_3}} \left|\int T \varphi_q(\tau - \Phi_\alpha(\vec{n}))^{-\frac{q'}{2}}(\tau)^{-1} - \frac{q'}{2} d\tau \right|^p
\]
\[
\lesssim T \sum_{n_1-n_2+n_3-n=0, n_2 \neq n_1, n_3, |n_j| \leq N} \frac{|\Psi_s(\vec{n})|^2}{(n_1)^{2s}(n_2)^{2s}(n_3)^{2s}(n)^{2\sigma_3}(\Phi_\alpha(\vec{n}))}
\]
\[
\lesssim T \sum_{N_1,N_2,N_3,N_4} (N_1 N_2 N_3)^{-2s} N_4^{-2\sigma_3} N_{\max}^{-2\alpha+2} \sum_{n_1-n_2+n_3-n=0, n_2 \neq n_1, n_3, |n_j| \sim N_j} \frac{1}{(n_1 - n_4)^{1-2s}(n_1 - n_2)^{1-2s}}
\] (5.8)
If $N_1 \sim N_3 \gtrsim N_4 \gg N_2$, then this contribution to (5.8) is bounded by
\[
\lesssim T \sum_{N_1,N_2,N_3,N_4} (N_1N_2N_3)^{-2s}N_4^{-2\sigma_3}N_{\text{max}}^{-2\alpha+2} (N^1)^{-1+4s}N^3N^4 \leq T,
\]
provided that $\alpha + s + \sigma_3 > \frac{4}{3}$, which holds by definition of $\sigma_3$ in (5.5). In all remaining cases, we may bound the contribution to (5.8) by
\[
\lesssim T \sum_{N_1,N_2,N_3,N_4} (N_1N_2N_3)^{-2s}N_4^{-2\sigma_3}N_{\text{max}}^{-2\alpha+2} (N^1)^{-2s}(N^3)^{2s}N^4 \leq T,
\]
which is again true provided that (5.5) holds. \qed

Our final probabilistic energy estimate concerns $Q$ when exactly two factors are $P_NS(t)Y$.

**Lemma 5.6.** Given $\frac{1}{4} < s \leq \frac{1}{2}$, let $Y$ be distributed according to $\mu_s$, and let $\alpha > 1$. Define the random bilinear forms $J_{12,N}(t)$ and $J_{13,N}(t)$ by
\[
J_{12,N}(t)[v_1,v_2] := Q(P_NS(t)Y, P_NS(t)Y, v_1, v_2),
\]
\[
J_{13,N}(t)[v_1,v_2] := Q(P_NS(t)Y, v_1, P_NS(t)Y, v_2),
\]
and let $\|J\|_{2,b,q,\sigma,\sigma}$ be the best constant $C$ such that
\[
\int \mathbb{E}[\|J_{12,N}^Q\|_{2,b,q,\sigma,\sigma}^p + \|J_{13,N}^Q\|_{2,b,q,\sigma,\sigma}^p] \lesssim \|J\|_{2,b,q,\sigma,\sigma}^p, \quad (5.9)
\]
for every $v_1, v_2$. Then for every $2 \leq q < \infty$, $1 \leq p < \infty$, $0 < b < 1$,
\[
\mathbb{E}[\|J_{12,N}^Q\|_{2,b,q,\sigma,\sigma}^p + \|J_{13,N}^Q\|_{2,b,q,\sigma,\sigma}^p] \lesssim \|J\|_{2,b,q,\sigma,\sigma}^p, \quad (5.10)
\]
where the implicit constant is independent of $N$, as long as
\[
0 < b < \frac{1}{2}, \quad 0 \leq \sigma \leq s, \quad 4\alpha + 4\sigma > 3. \quad (5.10)
\]
Moreover, if we define
\[
J_{12}(t)[v_1,v_2] := Q(S(t)Y, S(t)Y, v_1, v_2), \quad (5.11)
\]
\[
J_{13}(t)[v_1,v_2] := Q(S(t)Y, v_1, S(t)Y, v_2), \quad (5.12)
\]
then for $\mu_s$ a.e. $Y$, we have that
\[
\lim_{N \to \infty} \|J_{12,N}^Q - J_{12}^Q\|_{2,b,q,\sigma,\sigma} = 0, \quad \lim_{N \to \infty} \|J_{13,N}^Q - J_{13}^Q\|_{2,b,q,\sigma,\sigma} = 0. \quad (5.13)
\]

**Proof.** We only show the estimate for $J_{12,N}^Q$, since the proof of the estimate for $J_{13,N}^Q$ is identical. Proceeding as in the proof of (3.32) (noticing that $\langle \tau \rangle^{-\frac{1}{4} - \frac{1}{2}} f \in L^2$ whenever $f \in L^2$), we (essentially) just need to show that under (5.10),
\[
\sup_{\tilde{\tau} \in \mathbb{R}} \mathbb{E}[\|K_{\tilde{\tau}}\|_{HS(\ell^2,\ell^2)}^2] \lesssim 1,
\]
independently of $N$, where $\tilde{K}_{\tilde{\tau}_1}$ is defined as

$$K_{\tilde{\tau}_1} = \sum_{n_1-n_2+n_3-n_4=0, \atop n_1 \neq n_2, n_3, n_4, \atop |n_1| \leq N, |n_2| \leq N} \frac{\Psi_s(\pi) g_{n_1} \bar{g}_{n_2}}{\langle \Phi(\pi) \rangle^{2b}}.$$ 

We have

$$\mathbb{E}\left[||K_{\tilde{\tau}_1}||_{\text{HS}(\ell^2, \ell^2)}^2\right] \leq \sum_{n_1-n_2+n_3-n_4=0, \atop n_1 \neq n_2, n_3, n_4, \atop \|n_j\| \sim N_j} \frac{|\Psi_s(\pi)|^2}{\langle \Phi(\pi) \rangle^{2b}} \lesssim \sum_{n_1-n_2+n_3-n_4=0, \atop n_1 \neq n_2, n_3, n_4, \atop \|n_j\| \sim N_j} \frac{|\Psi_s(\pi)|^2}{\langle \Phi(\pi) \rangle^{2b}} \lesssim \sum_{N_1, N_2, N_3, N_4 \sim N^2} \sum_{n_1-n_2+n_3-n_4=0, \atop n_1 \neq n_2, n_3, n_4, \atop \|n_j\| \sim N_j} \frac{|\Psi_s(\pi)|^2}{\langle \Phi(\pi) \rangle^{2b}} \lesssim |N_1 N_2 N_3 N_4|^{-2s} (N_3 N_4)^{-2\sigma} \sum_{n_1-n_2+n_3-n_4=0, \atop n_1 \neq n_2, n_3, n_4, \atop \|n_j\| \sim N_j} \frac{|\Psi_s(\pi)|^2}{\langle \Phi(\pi) \rangle^{2b}} \lesssim N_{\text{max}}^{-2b(2\alpha-2)} N_1 N_2 N_3 N_4 (N_1 \lor N_4)^{-2b} (N_1 \lor N_2)^{4s-2b},$$

from which we get

$$\sum_{n_1-n_2+n_3-n_4=0, \atop n_1 \neq n_2, n_3, n_4, \atop \|n_j\| \sim N_j} \frac{|\Psi_s(\pi)|^2}{\langle \Phi(\pi) \rangle^{2b}} \lesssim N_{\text{max}}^{-2b(2\alpha-2)} N_1 N_2 N_3 (N_2 \lor N_1)^{2s-2b} (N_1 \lor N_2)^{2s-2b},$$

and similarly

$$\sum_{n_1-n_2+n_3-n_4=0, \atop n_1 \neq n_2, n_4, \atop \|n_j\| \sim N_j} \frac{|\Psi_s(\pi)|^2}{\langle \Phi(\pi) \rangle^{2b}} \lesssim N_{\text{max}}^{-2b(2\alpha-2)} N_1 N_2 N_3 (N_2 \lor N_1)^{2s-2b} (N_2 \lor N_3)^{2s-2b},$$

$$\sum_{n_1-n_2+n_3-n_4=0, \atop n_1 \neq n_2, n_4, \atop \|n_j\| \sim N_j} \frac{|\Psi_s(\pi)|^2}{\langle \Phi(\pi) \rangle^{2b}} \lesssim N_{\text{max}}^{-2b(2\alpha-2)} N_1 N_3 N_4 (N_3 \lor N_4)^{2s-2b} (N_3 \lor N_4)^{2s-2b},$$

$$\sum_{n_1-n_2+n_3-n_4=0, \atop n_1 \neq n_2, n_4, \atop \|n_j\| \sim N_j} \frac{|\Psi_s(\pi)|^2}{\langle \Phi(\pi) \rangle^{2b}} \lesssim N_{\text{max}}^{-2b(2\alpha-2)} N_2 N_3 N_4 (N_3 \lor N_4)^{2s-2b} (N_3 \lor N_2)^{2s-2b}.$$
Let $N^1 \geq N^2 \geq N^3 \geq N^4$ be a reordering of $N_1, N_2, N_3, N_4$. By the previous estimates, and recalling that $\sigma \leq s$, we obtain

$$\sum_{N_1, N_2, N_3, N_4} (N_1 N_2)^{-2s} (N_3 N_4)^{-2\sigma} \sum_{n_1-n_2+n_3-n_4=0, \ n_1 \neq n_2, n_4, \ [n_1, n_3]} \frac{|\Psi_s(\pi)|^2}{|\Phi_{\alpha}(\Omega)|^{2\beta}}$$

$$\lesssim \sum_{N_1, N_2, N_3, N_4} (N_1 N_2)^{-2s} (N_3 N_4)^{-2\sigma} N_1^{-2b(2\alpha-2)} N_2 N_3 N_4 (N_2^2) 2s-2b ((N_1^2) 2s-2b \lor (N_3^2) 2s-2b)$$

$$\lesssim \sum_{N_1, N_2, N_3, N_4} (N_1^2 N_2^{-2s} (N_3^2 N_4^{-2\sigma} N_1^{-2b(2\alpha-2)} N_2 N_3 N_4 (N_2^2) 2s-2b ((N_1^2) 2s-2b \lor (N_3^2) 2s-2b)$$

Recalling that $N_1 \sim N_2$, this is summable provided that $4b + 4\sigma > 3$ and

$$\begin{cases}
4b + 4\sigma > 1 + 4s, & \text{if } b \leq s, \\
4b + 4\sigma > 1 + 2s + 2b, & \text{if } b > s.
\end{cases} \quad (5.14)$$

Under the hypothesis $\frac{1}{4} < s \leq \frac{1}{2}$, and $b < \frac{1}{2}$, the conditions (5.14) are implied under the condition $4b + 4\sigma > 3$. This shows (5.9).

We obtain (5.13) by first showing the analogous of (3.36) and then arguing exactly as in Lemma 4.4

Our final energy estimate is proved deterministically and handles the remaining cases when there is exactly one input of $P_N S(t)Y$ or no such inputs.

**Lemma 5.7.** Let $\alpha > 1$, $0 \leq \sigma \leq s$, $\sigma' \geq 0$, and suppose that $0 < b < 1$ satisfies

$$2ab + 3\sigma - \sigma' > 1 + 2s. \quad (5.15)$$

Then, we have that

$$\int_{\mathbb{R}} Q(u_1(t'), u_2(t'), u_3(t'), u_4(t'))dt'$$

$$\lesssim \left( \|u_1\|_{X_q^{\frac{b}{a}+\frac{s}{a}}} \|u_2\|_{X_q^{\frac{b}{a}+\frac{s}{a}}} \|u_3\|_{X_q^{\frac{b}{a}+\frac{s}{a}}} \|u_4\|_{X_q^{1-s',b}} + \|u_1\|_{X_q^{\frac{b}{a}+\frac{s}{a}}} \|u_2\|_{X_q^{\frac{b}{a}+\frac{s}{a}}} \|u_3\|_{X_q^{\frac{b}{a}+\frac{s}{a}}} \|u_4\|_{X_q^{1-s',b}} + \|u_1\|_{X_q^{\frac{b}{a}+\frac{s}{a}}} \|u_2\|_{X_q^{\frac{b}{a}+\frac{s}{a}}} \|u_3\|_{X_q^{\frac{b}{a}+\frac{s}{a}}} \|u_4\|_{X_q^{1-s',b}} \right) \quad (5.16)$$

**Proof.** Proceeding as in the proof of (3.42) and (3.43), it is enough to show that

$$\sum_{n_1-n_2+n_3-n_4=0, \ n_2 \neq n_1, n_3} \frac{|\Psi_s(\pi)|^2 |\langle n_4 \rangle^{\sigma} |\langle n_1 \rangle^{\sigma'} |\langle n_2 \rangle^{\sigma} |\langle n_3 \rangle^{\sigma}}{|\Phi_{\alpha}(\Omega)|^{2\beta} |\langle n_1 \rangle^{\sigma} |\langle n_2 \rangle^{\sigma} |\langle n_3 \rangle^{\sigma}} \prod_{j=1}^4 w_j(n_j) \lesssim \prod_{j=1}^4 \|w_j\|_{L^2}.$$
By (2.11), we obtain that

\[ \sum_{n_1-n_2+n_3-n_4=0, \atop n_2 \neq n_1, n_3} \frac{|\Psi_s(\pi)| \langle n_4 \rangle^\sigma \langle n_4 \rangle^\sigma}{\langle \Phi(\pi) \rangle^b \langle n_1 \rangle^\sigma \langle n_2 \rangle^\sigma \langle n_3 \rangle^\sigma} \prod_{j=1}^4 w_j(n_j) \]

\[ \lesssim \sum_{n_1-n_2+n_3-n_4=0, \atop n_2 \neq n_1, n_3} \frac{|\Psi_s(\pi)| \langle n_4 \rangle^\sigma \prod_{j=1}^4 |w_j(n_j)|}{\langle n_1-n_2 \rangle^b \langle n_1-n_4 \rangle^b} \]

\[ \lesssim \sum_{N_1, N_2, N_3, N_4} |N_4|^\sigma (N_1 N_2 N_3)^{-\sigma} N_{\max}^{-(2\alpha-2)b} \sum_{n_1-n_2+n_3-n_4=0, \atop n_2 \neq n_1, n_3, \langle n_j \rangle \sim N_j} \frac{|\Psi_s(\pi)| \prod_{j=1}^4 |w_j(n_j)|}{\langle n_1-n_2 \rangle^b \langle n_1-n_4 \rangle^b}. \tag{5.17} \]

We split the sum over \( N_1, N_2, N_3, N_4 \) in (5.17) into two cases. Notice that by symmetry between \( n_1 \) and \( n_3 \), we can assume that \( N_1 \geq N_3 \). Moreover, by symmetry between \( n_2 \) and \( n_4 \) in the inner sum, and since \( N_4^\sigma N_2^{-\sigma} \leq (N_4 \lor N_2)^\sigma (N_4 \lor N_2)^{-\sigma} \), we can assume that \( N_4 \geq N_2 \). Finally, since \( n_1-n_2+n_3-n_4=0 \), we have that \( \max(N_1, N_2, N_3) \sim N_{\max} \).

**Case 1**: \( N_1 \sim \max(N_1, N_2, N_3) \).

**Case 1.1**: \( N_2 \ll N_1 \).

By Lemma 2.2 and Hölder, this contribution to (5.17) is bounded by

\[ \sum_{N_1, N_2, N_3, N_4, \atop N_1 \sim N_{\max} \gg N_2} |N_4|^\sigma (N_1 N_2 N_3)^{-\sigma} (N_2 \lor N_3)^{2s-1} N_{\max}^{-(2\alpha-2)b} \sum_{n_1-n_2+n_3-n_4=0, \atop n_2 \neq n_1, n_3, \langle n_j \rangle \sim N_j} \frac{\langle n_2-n_3 \rangle^{1-b} \prod_{j=1}^4 |w_j(n_j)|}{\langle n_1-n_2 \rangle^b} \]

\[ \lesssim \sum_{N_1, N_2, N_3, N_4, \atop N_1 \sim N_{\max} \gg N_2} |N_4|^\sigma (N_1 N_2 N_3)^{-\sigma} (N_2 \lor N_3)^{2s-1} N_{\max}^{-(2\alpha-2)b} \]

\[ \times \sup_{|n_1| \sim N_1} \left( \sum_{|n_2| \sim N_2, |n_3| \sim N_3} \frac{\langle n_2-n_3 \rangle^{2-2b} \prod_{j=1}^4 |w_j|}{\langle n_1-n_2 \rangle^{2b}} \right)^{1/2} \prod_{j=1}^4 |w_j|_{L^2} \]

\[ \lesssim \sum_{N_1, N_2, N_3, N_4, \atop N_1 \sim N_{\max}} |N_4|^\sigma (N_1 N_2 N_3)^{-\sigma} (N_2 \lor N_3)^{2s-1} N_{\max}^{-(2\alpha-2)b} \]

\[ \times (N_3 (N_2 \lor N_3)^{2-2b} N_2 N_1^{-2b})^{1/2} \prod_{j=1}^4 |w_j|_{L^2}. \]

As \( \sigma \leq \frac{1}{2} \), this is summable if

\[ (2\alpha-1)b + \sigma > \sigma', \quad \text{and} \quad 2ab + 3\sigma > 1 + 2s + \sigma'. \tag{5.18} \]

Since \( \sigma \leq s, b < 1 \), under condition (5.15), we have that

\[ (2\alpha-1)b + \sigma - \sigma' = 2ab + 3\sigma - \sigma' - b - 2\sigma > 1 + 2s - b - 2\sigma \geq 1 - b > 0. \]

Therefore, (5.18) holds, and we obtain (5.16) in this case.

**Case 1.2**: \( N_2 \sim N_4 \sim N_1 \).
In this case, we cover the annulus \( \{ \{n_2\} \sim N_2 \} \) with intervals \( J_1, \ldots, J_k \) of size \( N_3 \), with \( k \sim N_2 N_3^{-1} \). By Lemma 2.2 and \( 0 < b < 1 \), we have
\[
|\Psi_s(\pi)| \lesssim N_{\max}^{-1 + 2s} \langle n_1 - n_2 \rangle^b \langle n_1 - n_4 \rangle^{1-b}.
\] (5.19)

Then, by (5.19), Hölder, and Schur’s inequality, this part of (5.17) is bounded by
\[
\sum_{N_1, N_2, N_3, N_4, N_1, N_2, N_3, N_4 \sim N_{\max}} N^\sigma - 2\sigma - (2\alpha - 2)b N^{-\sigma} \sum_{n_1 - n_2 + n_4 - n_4 = 0, n_2 \neq n_1, n_3, |n_j| \sim N_j} \langle n_2 - n_3 \rangle^{1 - 2b} \prod_{j=1}^4 |w_j(n_j)|
\lesssim \sum_{N_1, N_2, N_3, N_4, N_1 \sim N_{\max}} N^\sigma' - 2\sigma - (2\alpha - 2)b + 2s - 1 N^{-\sigma} \sum_{n_1 - n_2 + n_3 - n_4 = 0, n_2 \neq n_1, n_3} \langle n_2 - n_3 \rangle^{1 - 2b} \prod_{j=1}^4 |w_j(n_j)|
\lesssim \sum_{N_1, N_2, N_3, N_4, N_1 \sim N_{\max}} N^\sigma' - 2\sigma - (2\alpha - 2)b + 2s - 1 N^{-\sigma}
\times \sum_k \left( \sup_{n_2 \in J_k} \sum_{n_3 \sim N_3} \langle n_2 - n_3 \rangle^{1 - 2b} + \sup_{n_3 \sim N_3} \sum_{n_2 \in J_k} \langle n_2 - n_3 \rangle^{1 - 2b} \right)
\times \|w_1\|_{\ell^2} \|w_2\|_{\ell^2(\pi)} \|w_3\|_{\ell^2} \|w_4\|_{\ell^2}
\lesssim \sum_{N_1, N_2, N_3, N_4, N_1 \sim N_{\max}} N^\sigma' - 2\sigma - (2\alpha - 2)b + 2s - 1 - 2b N^{-\sigma} \sum_k \|w_1\|_{\ell^2} \|w_2\|_{\ell^2(\pi)} \|w_3\|_{\ell^2} \|w_4\|_{\ell^2}
\lesssim \sum_{N_1, N_2, N_3, N_4, N_1 \sim N_{\max}} N^\sigma' - 2\sigma - (2\alpha - 2)b + 2s - 1 - 2b N^{-\sigma} (N_2 N_3^{-1})^{1/2} \prod_{j=1}^4 \|w_j\|_{\ell^2}.
\]

Since \( \sigma \leq s \leq \frac{1}{2} \), it is easy to check that this is summable if \( 2\alpha b + 3\sigma > 1 + 2s + \sigma' \), so in particular whenever (5.15) holds.

**Case 2:** \( N_2 \sim \max(N_1, N_2, N_3) \).

In view of Case 1.2 above, we may further assume that \( N_2 \sim N_4 \gg N_1 \geq N_3 \). By Lemma 2.2 and Hölder, we bound this portion of (5.17) by
\[
\sum_{N_1, N_2, N_3, N_4, N_2 \sim N_{\max}} N^\sigma (N_1 N_2 N_3)^{-\sigma} N^{-\sigma} (2\alpha - 2)b N_{\max}^{2s - 2b} \sum_{n_1 - n_2 + n_4 - n_4 = 0, j=1}^4 |w_j(n_j)|
\lesssim \sum_{N_1, N_2, N_3, N_4, N_1 \sim N_{\max}} N^\sigma' - (2\alpha - 2)b + 2s - 2b N^{-\sigma} N_1^{\frac{1}{2} - \sigma} N_3^{\frac{1}{2} - \sigma} \prod_{j=1}^4 \|w_j\|_{\ell^2}.
\]

Since \( \sigma \leq \frac{1}{2} \), this is again summable if (5.18) holds, and we already saw that this is satisfied under (5.15).
5.3. On the uniform $L^p$ estimates for the transported density. In this subsection, we prove the uniform $L^p$ integrability of the densities $f_t^N$. The first result below is a uniform bound on the density for at least a short time.

**Lemma 5.8.** For $\alpha > 1$, $\frac{1}{q} < s \leq \frac{1}{q}$, such that $\alpha + s > \frac{3}{2}$, define

$$
\theta_s(\alpha, s) = \begin{cases} 
\frac{4\alpha^2 + 2s - 3}{4\alpha} + 1 & \text{if } \alpha \leq \frac{5}{4} + \frac{s}{2}, \\
\frac{1+2s}{2\alpha} + 1 & \text{if } \alpha > \frac{5}{4} + \frac{s}{2},
\end{cases}
$$

and

$$
c(\alpha, s, \gamma) = \begin{cases} 
\frac{4}{4s} + \frac{(\gamma-1)(5+2s-4\alpha)}{2s} + 1 & \text{if } \alpha \leq \frac{5}{4} + \frac{s}{2}, \\
\frac{4}{4s} - 3 & \text{if } \alpha > \frac{5}{4} + \frac{s}{2}.
\end{cases}
$$

Let $M \geq 1$ be a dyadic number, $0 < \tau_* \leq M^{-\frac{4\alpha}{3\gamma - \alpha}}$,  $\lambda > 0$, and $\frac{2}{1-2s} > 2\gamma > c(\alpha, s, \gamma)$.

Then, we have that

$$
\log \left( \int \exp \left( \lambda \int_0^{\tau_*} Q(P_N \Phi_t^N(u_0)) dt' \right) \mathbb{1}_{\{\tau_N(u_0) \leq M^\frac{4\alpha}{3\gamma - \alpha} \}} \, d\rho_{s, \gamma}(u_0) \right) \lesssim \lambda + (\lambda \tau_*^{1-\theta_s}) \frac{s}{2} \lesssim \lambda \tau_*^{1-\theta_s} M c(\alpha, s, \gamma).
$$

**Proof.** By the Boué-Dupuis formula (2.7), we have that

$$
\log \left( \int \exp \left( \lambda \int_0^{\tau_*} Q(P_N \Phi_t^N(u_0)) dt' \right) \mathbb{1}_{\{\tau_N(u_0) \leq M^\frac{4\alpha}{3\gamma - \alpha} \}} \, d\rho_{s, \gamma}(u_0) \right) \leq \mathbb{E}_V \left[ \sup_{t \in [0, T]} \left\{ 1 + \tau_N(t') \right\} \lambda \int_0^{\tau_*} Q(P_N \Phi_t^N(Y + V_0)) dt' \right.

\left. - \left| \int [Y + V_0, \gamma] \frac{d\rho_{s, \gamma}}{2 \|V_0\|^2} \right| \right].
$$

We can write $\Phi_t^N(Y + V_0) = S(t') Y + S(t') V_0 + \mathcal{V}_N(Y + V_0)(t')$, where $\mathcal{V}_N(Y + V_0)(t')$ solves (4.1) with initial data given by $Y + V_0$. By definition of $\tau_N$ (see (4.2)), we have that on the set $\{\tau_N(Y + V_0) \leq M^\frac{4\alpha}{3\gamma - \alpha} \}$, for $q = \frac{4\alpha}{3\gamma - 2s}$,

$$
\|\mathcal{V}_N(Y + V_0)\|_{X_q^q(M^{-\frac{4\alpha}{3\gamma - \alpha}})} \lesssim M, \quad \text{and} \quad \|\mathcal{V}_N(Y + V_0)\|_{X_q^q(M^{-\frac{4\alpha}{3\gamma - \alpha}})} \lesssim M^\gamma.
$$

By interpolation, we obtain that for $0 \leq \gamma \leq s$,

$$
\|\mathcal{V}_N(Y + V_0)\|_{X_q^q(M^{-\frac{4\alpha}{3\gamma - \alpha}})} \lesssim M^{1 + (\gamma - 1)s}.
$$

Let $M_0 := \|V_0\|_{L^2} + \|V_0\|^\frac{\gamma}{\gamma - s}_{H^s}$, so that we obtain the analogous of (5.24),

$$
\|S(t) V_0\|_{X_q^q(M^{-\frac{4\alpha}{3\gamma - \alpha}})} \lesssim M_0^{1 + (\gamma - 1)s}. \tag{5.25}
$$

In this way, we obtain that

$$
\|S(t) V_0 + \mathcal{V}_N(Y + V_0)\|_{X_q^q(M^{-\frac{4\alpha}{3\gamma - \alpha}})} \lesssim (M + M_0)^{1 + (\gamma - 1)s}.
$$

\[\footnote{See Remark 5.2 for the integrability hypothesis on $f$.}\]
We define the following regularity parameters:

\[
\begin{align*}
\sigma_2 &= \begin{cases} 
\frac{3-2\alpha}{4} & \text{if } \alpha \leq \frac{3}{2}, \\
0 & \text{if } \alpha > \frac{3}{2},
\end{cases} & b_2 &= \begin{cases} 
\frac{1}{2} - \alpha & \text{if } \alpha \leq \frac{3}{2}, \\
\frac{3}{4} + \frac{\alpha}{2} & \text{if } \alpha > \frac{3}{2},
\end{cases} \\
\sigma_1 &= \begin{cases} 
\frac{3-2\alpha}{3} & \text{if } \alpha \leq \frac{3}{2}, \\
0 & \text{if } \alpha > \frac{3}{2},
\end{cases} & b_1 &= \begin{cases} 
\frac{4\alpha+2\alpha-3}{4\alpha} & \text{if } \alpha \leq \frac{3}{2}, \\
\frac{3}{4} & \text{if } \alpha > \frac{3}{2},
\end{cases} \\
\sigma_0 &= \begin{cases} 
\frac{5+2\alpha-4\alpha}{6} & \text{if } \alpha \leq \frac{5}{4} + \frac{\alpha}{2}, \\
0 & \text{if } \alpha > \frac{5}{4} + \frac{\alpha}{2},
\end{cases} & b_0 &= \begin{cases} 
\frac{4\alpha+2\alpha-3}{4\alpha} & \text{if } \alpha \leq \frac{5}{4} + \frac{\alpha}{2}, \\
\frac{1+2\alpha}{2\alpha} & \text{if } \alpha > \frac{5}{4} + \frac{\alpha}{2}.
\end{cases}
\end{align*}
\]

By (5.7), (5.5), (5.6), (5.6), and (5.16) with (5.15), (5.24) and (5.25), using the symmetry

\[Q(u_1, u_2, u_3, u_4) = Q(u_3, u_2, u_1, u_4) = Q(u_1, u_4, u_3, u_2) = Q(u_3, u_4, u_1, u_2),\]

and by (5.9), we obtain that

\[
\int_0^{T^*} \mathbb{1}_{\{\tau_N(Y + V_0)^{-1} \leq M - \frac{4\alpha}{2\alpha} \}} Q(P_N\Phi^N_Y(Y + V_0))dt' \\
\lesssim \mathbb{1}_{\{\tau_N(Y + V_0)^{-1} \leq M - \frac{4\alpha}{2\alpha} \}} \\
\times \left( \int_0^{T^*} \mathbb{1}_{\{\tau_N(Y + V_0)^{-1} \leq M - \frac{4\alpha}{2\alpha} \}} Q(P_N S(t') Y)dt' \right)
\]

\[
\lesssim \mathbb{1}_{\{\tau_N(Y + V_0)^{-1} \leq M - \frac{4\alpha}{2\alpha} \}} \\
\times \left( \int_0^{T^*} \mathbb{1}_{\{\tau_N(Y + V_0)^{-1} \leq M - \frac{4\alpha}{2\alpha} \}} Q(P_N S(t') Y)dt' \right)
\]

\[
\lesssim \mathbb{1}_{\{\tau_N(Y + V_0)^{-1} \leq M - \frac{4\alpha}{2\alpha} \}} \\
\times \left( \int_0^{T^*} \mathbb{1}_{\{\tau_N(Y + V_0)^{-1} \leq M - \frac{4\alpha}{2\alpha} \}} Q(P_N S(t') Y)dt' \right)
\]

\[
\lesssim \mathbb{1}_{\{\tau_N(Y + V_0)^{-1} \leq M - \frac{4\alpha}{2\alpha} \}} \\
\times \left( \int_0^{T^*} \mathbb{1}_{\{\tau_N(Y + V_0)^{-1} \leq M - \frac{4\alpha}{2\alpha} \}} Q(P_N S(t') Y)dt' \right)
\]

\[
\lesssim \mathbb{1}_{\{\tau_N(Y + V_0)^{-1} \leq M - \frac{4\alpha}{2\alpha} \}} \\
\times \left( \int_0^{T^*} \mathbb{1}_{\{\tau_N(Y + V_0)^{-1} \leq M - \frac{4\alpha}{2\alpha} \}} Q(P_N S(t') Y)dt' \right)
\]

\[
\lesssim \mathbb{1}_{\{\tau_N(Y + V_0)^{-1} \leq M - \frac{4\alpha}{2\alpha} \}} \\
\times \left( \int_0^{T^*} \mathbb{1}_{\{\tau_N(Y + V_0)^{-1} \leq M - \frac{4\alpha}{2\alpha} \}} Q(P_N S(t') Y)dt' \right)
\]

\[
\lesssim \mathbb{1}_{\{\tau_N(Y + V_0)^{-1} \leq M - \frac{4\alpha}{2\alpha} \}} \\
\times \left( \int_0^{T^*} \mathbb{1}_{\{\tau_N(Y + V_0)^{-1} \leq M - \frac{4\alpha}{2\alpha} \}} Q(P_N S(t') Y)dt' \right)
\]

\[
\lesssim \mathbb{1}_{\{\tau_N(Y + V_0)^{-1} \leq M - \frac{4\alpha}{2\alpha} \}} \\
\times \left( \int_0^{T^*} \mathbb{1}_{\{\tau_N(Y + V_0)^{-1} \leq M - \frac{4\alpha}{2\alpha} \}} Q(P_N S(t') Y)dt' \right)
\]

\[
\lesssim \mathbb{1}_{\{\tau_N(Y + V_0)^{-1} \leq M - \frac{4\alpha}{2\alpha} \}} \\
\times \left( \int_0^{T^*} \mathbb{1}_{\{\tau_N(Y + V_0)^{-1} \leq M - \frac{4\alpha}{2\alpha} \}} Q(P_N S(t') Y)dt' \right)
\]
Note that in the limit $\gamma$ it is in the proof of Lemma 5.8 that we see the benefit of allowing $\Box$ which completes the proof of Lemma 5.8.

Therefore, by inserting this estimate into (5.23), Hölder's inequality, (2.11), (4.3), (5.4), $\varepsilon$-equality. As applied Lemma 5.7 where one of the terms here has twisted temporal regularity in the local-well-posedness result (Proposition 3.3). Specifically, in obtaining (5.23), we order to use (5.24), we need $b < \frac{1}{q}$. As $q > 2$, we have $\frac{1}{2} < \frac{1}{q}$. This extra room in choosing $b$ allows us to keep $V_N(Y + V_0)$ in $L^2_\varepsilon$ for smaller values of $\alpha$ compared to if we had fixed $q = 2$.

Notice that $1 + 3(1 + \frac{(\gamma - 1)\sigma_0}{s}) = c(\alpha, s, \gamma)$. Moreover, recalling that $\gamma < \frac{1}{1 - 2\varepsilon}$, it is straightforward to check that

\[
\frac{1}{2} c(\alpha, s, \gamma) > (1 - b_0)(1 + \frac{(\gamma - 1)\sigma_3}{s}),
\]

\[
c(\alpha, s, \gamma) > 2(1 + \frac{(\gamma - 1)\sigma_2}{s}),
\]

\[
(1 - b_1)c(\alpha, s, \gamma) > (1 - b_0)3(1 + \frac{(\gamma - 1)\sigma_1}{s}).
\]

Note that in the limit $\gamma = \frac{1}{1 - 2\varepsilon}$, and the case $\alpha < \frac{5}{4} + \frac{s}{2}$, the last inequality becomes an equality. As $\tau_\alpha \leq 1$, and noticing that $b_0 + = \theta_\alpha$, by Young's inequality we obtain for some constant $C = C(\alpha, s, \gamma),

\[
\mathbb{1}_{\{\tau_N(Y + V_0)^{-1} \leq M - \frac{4\varepsilon}{\alpha(s-1)}\}} \int_0^{\tau_N} Q(P_N\Phi_N^N(Y + V_0))dt' \leq \mathbb{1}_{\{\tau_N(Y + V_0)^{-1} \leq M - \frac{4\varepsilon}{\alpha(s-1)}\}}

\times \left( \int_0^{\tau_N} Q(P_N S(t') Y)dt' + (1 + (\tau_\alpha - \frac{1}{2})||Y(3)^N(t)||_{X^q_{\tau_\alpha - \frac{1}{2}}}) + (||J_{1_2}||_b, \sigma_2, \tau_0 + ||J_{1_3}||_b, \sigma_2)\right) C

+ \|Y\|_{H^{s-\frac{1}{2}}}^1 + \tau_\alpha^{1-\theta_\alpha}(M + M_{V_0})^{c(\alpha, s, \gamma)}.
\]

Therefore, by inserting this estimate into (5.23), Hölder’s inequality, (2.11), (4.3), (5.4), (5.6) and (5.9), we obtain for some constant $\varepsilon_0 > 0$,

\[
\log \left( \int \exp \left( \lambda \int_0^{\tau_N} Q(P_N\Phi_N^N(u_0))dt' \right) \mathbb{1}_{\{\tau(u_0)^{-1} \leq M - \frac{4\varepsilon}{\alpha(s-1)}\}} d\rho_{s, \gamma}(u_0) \right) \leq \lambda \tau_\alpha^\frac{1}{2} + \lambda + \lambda \tau_\alpha^{1-\theta_\alpha} M^{c(\alpha, s, \gamma)}

+ \mathbb{E} \left[ \sup_{V_0 \in H^{s+}} \{ \lambda \tau_\alpha^{1-\theta_\alpha} M_{V_0}^{c(\alpha, s, \gamma)} - \varepsilon_0 M_{V_0}^{2\gamma} \} \right]

\leq \lambda + \lambda \tau_\alpha^{1-\theta_\alpha} M^{c(\alpha, s, \gamma)} + (\lambda \tau_\alpha^{1-\theta_\alpha} \frac{2\alpha}{\gamma - c(\alpha, s, \gamma)}),
\]

which completes the proof of Lemma 5.8. \qed

**Remark 5.9.** It is in the proof of Lemma 5.8 that we see the benefit of allowing $q > 2$ in the local-well-posedness result (Proposition 3.3). Specifically, in obtaining (5.23), we applied Lemma 5.7 where one of the terms here has twisted temporal regularity $b < 1$. In order to use (5.24), we need $b < \frac{1}{q}$. As $q > 2$, we have $\frac{1}{2} < \frac{1}{q}$. This extra room in choosing $b$ allows us to keep $V_N(Y + V_0)$ in $L^2_\varepsilon$ for smaller values of $\alpha$ compared to if we had fixed $q = 2$. 
Lemma 5.10. Let $M \geq 1$ be a dyadic number, and for $t \geq 0$, consider the sets

$$S_t^M := \left\{ u_0 : \sup_{0 \leq t' \leq t} \left[ \tau_N(\Phi_{t'}^N(u_0))^{-1} \right] \leq M^{\frac{4\alpha}{2\gamma - 1}} \right\},$$

where $\tau_N$ is the stopping time defined in (4.22). For every $1 \leq p < \infty$, and for every $t \geq 0$, we have that $f_t^N$ defined in (5.2) satisfies $f_t^N 1_{S_t^M} \in L^p(\rho_{s,\gamma})$. More precisely, we have that

$$\log \|f_t^N 1_{S_t^M}\|_{L^p(\rho_{s,\gamma})} \lesssim p^{\frac{2\gamma - 2\gamma(c(a,s,\gamma))}{2\gamma - c(a,s,\gamma)} - \frac{2\gamma}{2\gamma - c(a,s,\gamma)} + \frac{c(a,s,\gamma)}{2\gamma - c(a,s,\gamma)}} + (t) M^{\frac{2\gamma}{2\gamma - 1} + c(a,s,\gamma)}. \tag{5.26}$$

where the implicit constant is independent of $N$.

Proof. By remark 5.2, we know that $\|f_t^N\|_{L^p(\rho_{s,\gamma})}$ is finite for each fixed $N$ and $t \geq 0$.

We first note that for $0 \leq t' \leq t$, we have the following inclusion:

$$\{ \Phi_t^N(u_0) \in S_t^M \} = \left\{ \sup_{0 \leq t' \leq t} \tau_N(\Phi_{t'}^N(u_0))^{-1} \leq M^{\frac{4\alpha}{2\gamma - 1}} \right\} \subseteq \left\{ \sup_{0 \leq t' \leq t} \tau_N(\Phi_{t'}^N(u_0))^{-1} \leq M^{\frac{4\alpha}{2\gamma - 1}} \right\} = \{ \Phi_t^N(u_0) \in S_t^M \}. \tag{5.27}$$

Let $k = k(t) \in \mathbb{N}$ be the smallest positive integer such that $\frac{t}{k} \leq M^{-\frac{4\alpha}{2\gamma - 1}}$. By (5.2), Jensen’s inequality and (5.27), we have that

$$\int f_t^N(u_0)^p 1_{S_t^M}(u_0) d\rho_{s,\gamma}(u_0)$$

$$\begin{align*}
&= \int f_t^N(u_0)^{p-1} 1_{S_t^M}(u_0) f_t^N(u_0) d\rho_{s,\gamma}(u_0) \\
&= \int f_t^N(\Phi_t^N(u_0))^{p-1} 1_{S_t^M}(\Phi_t^N(u_0)) d\rho_{s,\gamma}(u_0) \\
&= \int \exp \left( (p-1) \int_0^t Q(P_N \Phi_{t'}^N(u_0)) dt' \right) 1_{S_t^M}(\Phi_t^N(u_0)) d\rho_{s,\gamma}(u_0) \\
&= \int \exp \left( (p-1) \sum_{h=0}^{k-1} \int_{\frac{h}{k}t}^{\frac{h+1}{k}t} Q(P_N \Phi_{t'}^N(u_0)) dt' \right) 1_{S_t^M}(\Phi_t^N(u_0)) d\rho_{s,\gamma}(u_0) \\
&\leq \int \frac{1}{k} \sum_{h=0}^{k-1} \exp \left( (p-1) k \int_{\frac{h}{k}t}^{\frac{h+1}{k}t} Q(P_N \Phi_{t'}^N(u_0)) dt' \right) 1_{S_t^M}(\Phi_t^N(u_0)) d\rho_{s,\gamma}(u_0) \\
&= \int \frac{1}{k} \sum_{h=0}^{k-1} \exp \left( (p-1) \int_{0}^{t} Q(P_N \Phi_{t'}^N(\frac{h}{k}t+u_0)) dt' \right) 1_{S_t^M}(\Phi_t^N(u_0)) d\rho_{s,\gamma}(u_0) \\
&\leq \int \frac{1}{k} \sum_{h=0}^{k-1} \exp \left( (p-1) k \int_{0}^{t} Q(P_N \Phi_{t'}^N(u_0)) dt' \right) 1_{S_t^M}(\Phi_t^N(u_0)) d\rho_{s,\gamma}(u_0) \\
&= \frac{1}{k} \sum_{h=0}^{k-1} \int \exp \left( (p-1) k \int_{0}^{t} Q(P_N \Phi_{t'}^N(u_0)) dt' \right) 1_{S_t^M}(\Phi_t^N(u_0)) d\rho_{s,\gamma}(u_0) \\
&\leq \frac{1}{k} \sum_{h=0}^{k-1} \int \exp \left( p'(p-1) k \int_{0}^{t} Q(P_N \Phi_{t'}^N(u_0)) dt' \right) 1_{S_t^M}(\Phi_t^N(u_0)) d\rho_{s,\gamma}(u_0) \right]^{\frac{1}{p'}}
\end{align*}$$
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Therefore, by (5.22), we obtain that

\[
\leq \frac{1}{k} \sum_{h=0}^{k-1} \int_{0}^{\frac{1}{k} t} \exp \left( p (p - 1)k \int_{0}^{\frac{1}{k} t} Q(P_N \Phi_{\frac{1}{k} t}^N (u_0)) dt' \right) 1_{S_0^M}(u_0) d\rho_s,\gamma(u_0) \frac{1}{p} \\
\times \left[ \int_{0}^{\frac{1}{k} t} \exp \left( pk \int_{0}^{\frac{1}{k} t} Q(P_N \Phi_{\frac{1}{k} t}^N (u_0)) dt' \right) 1_{S_0^M}(u_0) d\rho_s,\gamma(u_0) \right] \frac{1}{p} \\
\times \left[ \sup_{0 \leq t' \leq t} \int f_{\frac{1}{k} t}^N (u_0) 1_{S_0^M}(u_0) d\rho_s,\gamma(u_0) \right] \frac{1}{p},
\]

(5.28)

Therefore, by taking the supremum in (5.28) for \(0 \leq t' \leq t\), (5.28) implies

\[
\sup_{0 \leq t' \leq t} \int f_{\frac{1}{k} t}^N (u_0) 1_{S_0^M}(u_0) d\rho_s,\gamma(u_0) \\
\leq \sup_{0 \leq t' \leq t} \int \exp \left( pk(t') \int_{0}^{t'} Q(P_N \Phi_{\frac{1}{k} t}^N (u_0)) dt' \right) 1_{S_0^M}(u_0) d\rho_s,\gamma(u_0).
\]

(5.29)

Therefore, by (5.22), we obtain that

\[
\log \| f_{\frac{1}{k} t}^N 1_{S_0^M} \|_{L^p} \\
= p^{-1} \log \| f_{\frac{1}{k} t}^N 1_{S_0^M} \|_{L^p} \\
\leq p^{-1} \sup_{0 \leq t' \leq t} \left[ pk(s) + \left( pk(t') \left( \frac{t'}{k(t')} \right)^{1-\theta_s} \right) \frac{1}{2s} + pk(t') \left( \frac{t'}{k(t')} \right)^{1-\theta_s} M^{c(\alpha, s, \gamma)} \right] \\
\lesssim \langle tM \frac{4a}{2s-\gamma} \rangle^{1-\theta_s} + \langle tM \frac{4a}{2s-\gamma} \rangle^{1-\theta_s} M^{c(\alpha, s, \gamma)} + t^{1-\theta_s} \langle tM \frac{4a}{2s-\gamma} \rangle^{1-\theta_s} M^{c(\alpha, s, \gamma)} \\
\lesssim \langle t \rangle^{\frac{c(\alpha, s, \gamma)}{2s-\gamma}} \langle t \rangle^{\frac{2\gamma}{2s-\gamma}} \langle t \rangle^{rac{c(\alpha, s, \gamma)}{2s-\gamma}} + \langle t \rangle^{\frac{4a\theta_s}{2s-\gamma}}.
\]

Finally, we remove the localizations to the sets \(S_0^M\) in (5.26).

**Proposition 5.11.** Let \( \alpha > 1, \frac{1}{4} < s \leq \frac{1}{2} \) with \( \alpha + s > \frac{3}{2} \), and \( \gamma > 2 \) be such that

\[
\gamma < \frac{1}{1 - 2s}, \quad \text{and} \quad 2\gamma > \frac{4a\theta_s}{2\alpha - 1} + c(\alpha, s, \gamma).
\]

(5.30)

Then, the density \( f_{\frac{1}{k} t}^N \), defined in (5.2), belongs to \( L^p(\rho_s, \gamma) \), for any \( 1 \leq p < \infty \), uniformly in \( N \). More precisely,

\[
\log \| f_{\frac{1}{k} t}^N \|_{L^p(\rho_s, \gamma)} \lesssim_p \langle t \rangle^{\frac{2\gamma}{2\gamma - c(\alpha, s, \gamma)} - \frac{4a\theta_s}{2s-\gamma} + \frac{2\gamma}{2s-\gamma}}.
\]

(5.31)

where the implicit constant is independent of \( N \).

**Proof.** Fix \( t \geq 0 \), and for \( M \geq 1 \) dyadic, consider the sets

\[
E_M(t) := \bigcap_{h=0}^{\lfloor tM \frac{4a}{2s-\gamma} \rfloor} \left\{ \tau_N \left( \Phi_{hM \frac{4a}{2s-\gamma}}^N (u_0) \right)^{-1} \leq \varepsilon_0 M^{\frac{4a}{2s-\gamma}} \right\}.
\]


where \(0 < \varepsilon_0 < 1\). From the relationship

\[
\mathcal{V}_N(u_0)(t_1 + t_2) = \mathcal{V}_N(S(t_1)u_0 + \mathcal{V}_N(u_0)(t_1))(t_2) + S(t_2)(\mathcal{V}_N(u_0)(t_1)),
\]

(5.32)

it is easy to check that for \(\varepsilon_0\) small enough, we have that \(E_M(t) \subseteq \{\Phi^N_t(u_0) \in S^2_{L^p}\}\). Moreover, by Proposition 12 together with the estimate (5.55), we have that for fixed \(N\), \(\rho_{s,\gamma}(E_M(t)) \to \|\rho_{s,\gamma}\|_{TV}\) as \(M \to \infty\). Note that we did not normalize \(\rho_{s,\gamma}\) to be a probability measure, so \(\|\rho_{s,\gamma}\|_{TV} = \int 1d\rho_{s,\gamma}(u_0)\). Therefore, for \(1 < p < \infty\), by (5.25), we obtain

\[
\|f^N_t\|_{L^p}^p = \|f^N_t \circ \Phi_t\|_{L^p}^{p-1}
\]

\[
\leq \|(f^N_t \circ \Phi^N_t)1_{E_1(t)}\|_{L^p}^{p-1} + \sum_{M \geq 1} \|(f^N_t \circ \Phi^N_t)(1_{E_2M(t)} \setminus E_M(t))\|_{L^p}^{p-1}
\]

\[
\leq \|(f^N_t \circ \Phi^N_t)(1_{S^1_t} \setminus S^1_t)\|_{L^p}^{p-1} + \sum_{M \geq 1} \|(f^N_t \circ \Phi^N_t)(1_{S^2M_t} \setminus \Phi^N_t)1_{E_M(t)}\|_{L^p}^{p-1}
\]

\[
\leq \|f^N_t 1_{S^1_t}\|_{L^p}^{p-1} + \sum_{M \geq 1} \|(f^N_t \circ \Phi^N_t)(1_{S^2M_t} \setminus \Phi^N_t)\|_{L^p}^{p-1} \rho_{s,\gamma}(\{\Phi^N_t(u_0) \in S^2_M\} \cap E_M(t))\frac{p}{2p-1}
\]

(5.33)

By (5.27), (5.20) and (4.3), we have that for some constants \(C_1, C_2, C'_3 > 0\),

\[
\rho_{s,\gamma}(\{\Phi^N_t(u_0) \in S^2_M\} \cap E_M(t))^{\frac{1}{2}}
\]

\[
\leq \sum_{h=0}^{[M^{-\frac{4\alpha}{2\alpha-1}}]} \rho_{s,\gamma}(\{\Phi^N_t(u_0) \in S^2_M\} \cap \{\tau_N(\Phi^N_{hM^{-\frac{4\alpha}{2\alpha-1}}} (u_0))^{-1} > \varepsilon_0 M^{-\frac{4\alpha}{2\alpha-1}}\})
\]

\[
\leq \sum_{h=0}^{[M^{-\frac{4\alpha}{2\alpha-1}}]} \rho_{s,\gamma}(\{\Phi^N_{hM^{-\frac{4\alpha}{2\alpha-1}}} (u_0) \in S^2_M\} \cap \{\tau_N(\Phi^N_{hM^{-\frac{4\alpha}{2\alpha-1}}} (u_0))^{-1} > \varepsilon_0 M^{-\frac{4\alpha}{2\alpha-1}}\})
\]

\[
= \sum_{h=0}^{[M^{-\frac{4\alpha}{2\alpha-1}}]} \int 1_{S^2_M} \setminus \Phi^N_{hM^{-\frac{4\alpha}{2\alpha-1}}} (u_0) \tau_N(\Phi^N_{hM^{-\frac{4\alpha}{2\alpha-1}}} (u_0))^{-1} > \varepsilon_0 M^{-\frac{4\alpha}{2\alpha-1}}) d\rho_{s,\gamma}(u_0)
\]

\[
= \sum_{h=0}^{[M^{-\frac{4\alpha}{2\alpha-1}}]} \int f^N_{hM^{-\frac{4\alpha}{2\alpha-1}}} \setminus 1_{S^2_M} \setminus \Phi^N_{hM^{-\frac{4\alpha}{2\alpha-1}}} (u_0) \tau_N(\Phi^N_{hM^{-\frac{4\alpha}{2\alpha-1}}} (u_0))^{-1} > \varepsilon_0 M^{-\frac{4\alpha}{2\alpha-1}}) d\rho_{s,\gamma}(u_0)
\]

\[
\leq \sum_{h=0}^{[M^{-\frac{4\alpha}{2\alpha-1}}]} \|f^N_{hM^{-\frac{4\alpha}{2\alpha-1}}} \setminus 1_{S^2_M} \setminus \Phi^N_{hM^{-\frac{4\alpha}{2\alpha-1}}} \|_{L^2(\rho_{s,\gamma})} \rho_{s,\gamma}(\{\tau_N(\Phi^N_{hM^{-\frac{4\alpha}{2\alpha-1}}} (u_0))^{-1} > \varepsilon_0 M^{-\frac{4\alpha}{2\alpha-1}}\})\frac{1}{2}
\]

\[
\leq \sum_{h=0}^{[M^{-\frac{4\alpha}{2\alpha-1}}]} \exp \left( C_1 (t) \frac{2\gamma}{2\gamma - c(a,\gamma)} M\frac{4\alpha}{2\alpha-1} \frac{2\gamma}{2\gamma - c(a,\gamma)}^+ + (t) M\frac{4\alpha}{2\alpha-1} \frac{2\gamma}{2\gamma - c(a,\gamma)}^+ + (t) M\frac{4\alpha}{2\alpha-1} \frac{2\gamma}{2\gamma - c(a,\gamma)}^+ + C_2 M^{2\gamma^-} \right)
\]

\[
\sim \exp \left( C'_1 (t) \frac{2\gamma}{2\gamma - c(a,\gamma)} M\frac{4\alpha}{2\alpha-1} \frac{2\gamma}{2\gamma - c(a,\gamma)}^+ + (t) M\frac{4\alpha}{2\alpha-1} \frac{2\gamma}{2\gamma - c(a,\gamma)}^+ + C_2 M^{2\gamma^-} \right).
\]
Therefore, by \((5.33)\) and \((5.26)\), we obtain that for some \(C_p, C'_p, C''_p > 0\),
\[
\|f^N_t\|_{L^p}^p \\
\lesssim \sum_{M \geq 1} \exp \left( C_p \left( t^\frac{2\gamma}{2\gamma - c(\alpha, s, \gamma)} M^{\frac{2a_0 - 1}{2\gamma - c(\alpha, s, \gamma)}} \right)^+ + \langle t \rangle M^{\frac{2a_0 - 1}{2\gamma - c(\alpha, s, \gamma)} + c(\alpha, s, \gamma)^+} - C'_p M^{2\gamma^-} \right)
\lesssim \exp \left( C''_p \left( t^\frac{2\gamma}{2\gamma - c(\alpha, s, \gamma)} \right)^+ \right),
\]
which yields \((5.31)\). \(\square\)

**Remark 5.12.** We can now explain the numerology in Theorem 1.1. Recalling the definitions of \(\theta_s\) in \((5.20)\) and \(c(\alpha, s, \gamma)\) from \((5.21)\), the condition \((5.30)\) becomes
\[
\frac{2}{1-2s} > 2\gamma > 4 + \frac{2-4s}{2\alpha - 1} \left( 5 + 2s - 4\alpha \right) + \frac{4\alpha + 2s - 3}{2\alpha - 1}
\]
if \(1 < \alpha \leq \frac{5}{4} + \frac{\gamma}{2}\), and
\[
\frac{2}{1-2s} > 2\gamma > 4 + \frac{2+4s}{2\alpha - 1}
\]
if \(\alpha > \frac{5}{4} + \frac{\gamma}{2}\). Recall that in both cases, we have the extra condition \(\alpha + s > \frac{3}{2}\). Fixing \(\gamma = \frac{1}{1-2s^-}\), we obtain that \((5.31)\) is equivalent to
\[
s > \frac{1}{4} \left( \sqrt{68\alpha^2 - 52\alpha + 9} - 10\alpha + 7 \right),
\]
while \((5.35)\) is equivalent to
\[
s > \frac{1}{2} \left( \sqrt{4\alpha^2 - 2\alpha + 1} - 2\alpha + 1 \right).
\]
It then straightforward that in both cases the condition \(\alpha + s > \frac{3}{2}\) is satisfied. By imposing the extra conditions \(1 < \alpha \leq \frac{5}{4} + \frac{\gamma}{2}\) and \(\alpha > \frac{5}{4} + \frac{\gamma}{2}\) respectively, we find
\[
s > \begin{cases} 
\frac{1}{4} \left( \sqrt{68\alpha^2 - 52\alpha + 9} - 10\alpha + 7 \right) & \text{if } 1 < \alpha \leq \frac{1}{32} (35 + \sqrt{105}) , \\
\frac{1}{2} \left( \sqrt{4\alpha^2 - 2\alpha + 1} - 2\alpha + 1 \right) & \text{if } \alpha > \frac{1}{32} (35 + \sqrt{105}) ,
\end{cases}
\]
which corresponds exactly to \((1.1)\).

6. **Convergence of the truncated flow and quasi-invariance**

In this section, we complete the proof of Theorem 1.1. Under the uniform estimate \((5.31)\) for the \(L^p\) norm of the density, we can apply Bourgain’s (quasi-)invariant measure argument (Theorem 6.1) to show that the limiting flow is globally well-posed. A weak convergence argument then implies the quasi-invariance of the Gaussian measures \(\mu_s\).

**Theorem 6.1** (Bourgain’s quasi-invariant measure argument). Let \(X\) be a Polish space, and for every \(t \in \mathbb{R}\), let \(\Phi_t : X \to X\) be a flow map, i.e. \(\Phi_0(u_0) = u_0\), \(\Phi_{t+s} = \Phi_t \circ \Phi_s\). Suppose moreover that the flow map \((t, u_0) \mapsto \Phi_t(u_0)\) is jointly measurable in \(t\) and \(u_0\). Let \(\rho\) be a \(\sigma\)-finite measure on the Borel sets of \(X\), and suppose that \((\Phi_t)_{\#}\rho = f_t \rho\), for some \(f_t \in L^1(X)\). Finally, suppose that the following properties hold:

(i) There exists a quantity \(r : X \to \mathbb{R}\), a non-increasing function \(\tau : \mathbb{R}^+ \to \mathbb{R}^+\), and a number \(K > 1\), such that
\[
r(\Phi_s(u_0)) \leq Kr(u_0) \quad \text{for every } 0 \leq s \leq \tau(r(u_0)),
\]
and \(\tau\) decays sub-polynomially, i.e. \(\tau(x) \gtrsim \langle x \rangle^{-\kappa}\) for some \(\kappa \geq 0\).
(ii) There exists $\gamma > 0$ such that
\[
\int \exp \left( r(u_0)^\gamma \right) d\rho(u_0) < +\infty.
\]

(iii) For some $p > 1$, and some nondecreasing function $c : \mathbb{R}^+ \to \mathbb{R}$,
\[
\sup_{0 \leq s \leq t} \log \|f_s\|_{L^p(\rho)} \lesssim c(t).
\]

Then, for $\rho_0$-a.e. $u_0$ we have the estimate
\[
\tau(\Phi_t(u_0)) \lesssim u_0 \log \left( 2 + t \right)^{1/\gamma} + c(t)^{1/\gamma}.
\]

More precisely, for every $M \gg 1$,
\[
- \log \rho \left( \left\{ r(\Phi_t(u_0)) > M \log \left( 2 + t \right)^{1/\gamma} + c(t)^{1/\gamma} \text{ for some } t > 0 \right\} \right) \gtrsim M^\gamma.
\]

**Proof.** Let $g(t) = \log(2 + t)^{1/\gamma} + c(t)^{1/\gamma}$, and let $M > 0$. Define recursively the sequence of times $\tau_n$ by $\tau_0 = 0$,
\[
\tau_{n+1} = \tau_n + \tau(Mg(\tau_n)).
\]

We have, for $x \geq (\log 2)^{1/\gamma}$, for some constant $c > 0$, noticing that the function $g$ is nondecreasing, we have that
\[
\left| \{ n : g(\tau_n) \leq x \} \right| = \left| \{ n : g(\tau_n) \leq x, \tau_n \leq \exp(x)^\gamma \} \right| \leq \frac{\exp(x)}{\tau(Mx)} \leq M^\gamma \exp(cx^\gamma),
\]
and trivially, $g(t) \geq (\log 2)^{1/\gamma}$ for every $t \geq 0$. In particular, this implies that $g(\tau_n) \to \infty$ as $n \to \infty$, so we must also have $\tau_n \to \infty$ as $n \to \infty$. Notice that, by (iii), we have that
\[
\left\{ \sup_{s \geq 0} r(\Phi_s(u_0)) > 1 \right\} \subseteq \bigcup_n \left\{ r(\Phi_{\tau_n}(u_0)) > Mg(\tau_n) \right\}.
\]

Therefore, for $M \gg 1$, by Hölder’s inequality, (ii) and (iii), for some constant $C_p > 0$, we have that
\[
\rho \left( \left\{ \sup_{s \geq 0} \frac{r(\Phi_s(u_0))}{KMg(s)} > 1 \right\} \right) \leq \sum_{n=1}^\infty (\Phi_{\tau_n})_# \rho \left( \{ r(u_0) > Mg(\tau_n) \} \right)
\]
\[
\leq \sum_{n=1}^\infty \rho \left( \{ r(u_0) > Mg(\tau_n) \} \right)^p \|f_{\tau_n}\|_{L^p(\rho)}
\]
\[
\leq \sum_{n=1}^\infty \exp \left( - 2C_pM^\gamma g(\tau_n)^\gamma + c(\tau_n) \right)
\]
\[
\leq \sum_{n=1}^\infty \exp \left( - C_pM^\gamma g(\tau_n)^\gamma \right)
\]
\[
= \sum_{n=1}^\infty \int_{-\infty}^{+\infty} \left\{ n : -C_pM^\gamma g(\tau_n)^\gamma \geq \lambda \right\} \exp(\lambda)d\lambda
\]
\[
= \int_{C_pM^\gamma \log 2}^{+\infty} \left\{ n : g(\tau_n) \leq \left( \frac{\lambda}{C_pM^\gamma} \right)^{\frac{1}{\gamma}} \right\} \exp(-\lambda)d\lambda
\]
\[
\lesssim \int_{C_pM\log 2}^{+\infty} M^\kappa \exp \left( -\lambda \left( 1 - \frac{c}{C_pM^\gamma} \right) \right) d\lambda \\
\lesssim \exp(-C_pM^{\kappa,\gamma,\delta}),
\]
which is (6.2), up to replacing \(M\) with \(K^{-1}M\). In particular, (6.1) follows. \(\square\)

As a direct consequence, we have the following.

**Corollary 6.2.** Let \(\tau_N\) be the stopping time defined in (4.2), and assume that \(\alpha, s, \gamma\) satisfy (5.30). Then for some exponents \(A = A(\alpha, s, \gamma)\), \(\beta = \beta(\alpha, s, \gamma) > 0\), for some constant \(c = c(\alpha, s, \gamma) > 0\), we have that

\[
\rho_{s,\gamma} \left( \left\{ \tau_N(\Phi_t^N(u_0))^{-1} \leq M(t)^A \text{ for some } t > 0 \right\} \right) \geq \|\rho_{s,\gamma}\|_{TV} - \exp(-cM^\beta). \tag{6.3}
\]

**Proof.** We apply Theorem 6.1 to the flow \(\Phi_t^N\), measure \(\rho_{s,\gamma}\), and \(r = \tau_N^{-1}\). We just need to check that the conditions (i), (ii) and (iii) hold.

(1) From (5.32), we have that

\[
\|V_N(\Phi_t^N(u_0))\|_{X_{\sigma,1}^q(\tau)} \leq 2\|V_N(u_0)\|_{X_{\sigma,1}^q(\tau)}
\]
for any \(0 \leq \sigma \leq s\). In particular, recalling that \(\gamma > 1\) and \(\frac{4\alpha}{2\alpha - 1} > 2\), by definition (4.2) of \(\tau\), this implies that

\[
sup_{0 \leq t' \leq \tau(u_0)/2} \tau_N(\Phi_t^N(u_0))^{-1} \leq 2^{\frac{4\alpha}{2\alpha - 1}} \tau_N(u_0)^{-1},
\]
which is (i) with \(\kappa = 1\).

(2) (ii) is a direct consequence of (4.3).

(3) (iii) is (5.31).

Therefore, (6.3) is exactly (6.2) in this setting, with

\[
A = \frac{2\gamma}{2\gamma - c(\alpha, s, \gamma) - \frac{4\alpha}{2\alpha - 1}}, \quad \text{and} \quad \beta = \frac{2\alpha - 1}{2\alpha} \gamma.
\]

\(\square\)

This allows us to prove the following.

**Proposition 6.3.** Suppose that \(\alpha, s, \gamma\) satisfy (1.7). Let \(V_N(u_0)\) be the solution of (4.1). Then, for \(\mu_s\) a.e. \(u_0\), for every \(t \geq 0\), we have that

\[
V_N(\Phi_t(u_0)) \in L^\infty_t([0,1];L_x^2).
\]

Moreover, for some exponents \(A' = A'(\alpha, s, \gamma), \beta = \beta(\alpha, s, \gamma)\), there exists a constant \(c > 0\) independent of \(N\), such that for \(M \gg 1\)

\[
\rho_{s,\gamma} \left( \|V_N(\Phi_t(u_0))\|_{L^\infty_t([0,1];L_x^2)} \leq \exp(M(t)^{A'}) \right) \geq \|\rho_{s,\gamma}\|_{TV} - \exp(-cM^\beta). \tag{6.4}
\]

**Proof.** By Remark 5.12 we obtain that if \(\alpha, s, \gamma\) satisfy (1.7), they satisfy (5.30) as well. From the (5.32), we obtain that, for every \(k \in \mathbb{N}\),

\[
sup_{0 \leq t' \leq 1} \|V_N(u_0)\|_{L^2} \leq 2^k \sup_{0 \leq h \leq k-1} \|V_N(\Phi^N_h(u_0))\|_{L^\infty_t([0,k^{-1}];L_x^2)}.
\]
Moreover, if \( \tau_N(\Phi^N_t(\tilde{u}_0)) \geq k^{-1} \), then by definition (4.2) of \( \tau_N \) and (3.3),

\[
\|\nu_N(\Phi^N_t(\tilde{u}_0))\|_{L^\infty([0,k^{-1}];L^2_x)} \lesssim \tau_N(\Phi^N_t(\tilde{u}_0))^{-\frac{2a-1}{4a}}.
\]

Therefore, for fixed \( t \geq 0 \), by picking \( k \sim \sup_{0 \leq t' \leq t+1} \tau_N(\Phi^N_{t'}(u_0))^{-1} \), we obtain that

\[
\|\nu_N(\Phi_t(u_0))\|_{L^\infty([0,1];L^2_x)} \lesssim \exp\left(c \sup_{0 \leq t' \leq t+1} \tau_N(\Phi^N_{t'}(u_0))^{-1}\right) \sup_{0 \leq t' \leq t+1} \tau_N(\Phi^N_{t'}(u_0))^{-\frac{2a-1}{4a}}.
\]

Moreover, by (3.59) and (3.3), we have that \( \tau_N(\Phi^N_t(u_0)) \) follows from (6.3).

**Proof of Theorem 1.1.** We start by showing global well-posedness and quasi-invariance up to time 1. Let \( N_0(u_0, C) \) be as in (3.58). Fix \( M \gg 1 \). For \( N \) dyadic, let

\[
F_N := \{ u_0 : N_0(u_0, \exp(M)) \leq N \}.
\]

By definition of \( N_0 \), we have that \( \lim_{N \to \infty} \rho_{s,\gamma}(F_N) = \| \rho_{s,\gamma} \|_{TV} \). Moreover, by (3.59) and (6.4), we have that

\[
\begin{align*}
\rho_{s,\gamma}(\{ \| \nu(u_0)\|_{L^\infty([0,1];L^2_x)} \leq \exp(M) + 1 \}) &\geq \rho_{s,\gamma}(\{ \| \nu_N(u_0)\|_{L^\infty([0,1];L^2_x)} \leq \exp(M) + 1 \}) \cap F_N \\
&\geq \rho_{s,\gamma}(\{ \| \nu_N(u_0)\|_{L^\infty([0,1];L^2_x)} \leq \exp(M) + 1 \}) - \rho_{s,\gamma}(F_N^c) \\
&\geq \| \rho_{s,\gamma} \|_{TV} - \exp(-c(M + 1)^{\beta}) - \rho_{s,\gamma}(F_N^c).
\end{align*}
\]

By taking limits as \( N \to \infty \), we obtain that

\[
\rho_{s,\gamma}(\{ \| \nu(u_0)\|_{L^\infty([0,1];L^2_x)} \leq \exp(M) + 1 \}) \geq \| \rho_{s,\gamma} \|_{TV} - \exp(-c(M + 1)^{\beta}).
\]

In particular, by sending \( M \to \infty \), we obtain that \( \| \nu(u_0)\|_{L^\infty([0,1];L^2_x)} < \infty \) \( \mu_s \)-a.s.

We now move to showing quasi-invariance of \( \mu_s \) (up to time 1). Fix \( 0 \leq t \leq 1 \). Let \( f_t^N \) be the density of \( (\Phi^N_t)_{\#} \rho_{s,\gamma} \), i.e. the function defined in (5.2). By (5.31), we have that \( f_t^N \) is uniformly bounded in \( L^p(\rho_{s,\gamma}) \) for any \( p < \infty \). Therefore, up to subsequences, we have that \( f_t^N \) has a weak limit \( f_t \) in \( L^2(\rho_{s,\gamma}) \) as \( N \to \infty \). Let \( F : H^{-1} \to \mathbb{R} \) be bounded and continuous. By (3.60), and dominated convergence, we obtain that

\[
\int F(u_0)d(\Phi_t)_{\#} \rho_{s,\gamma}(u_0) = \int F(\Phi_t(u_0))d\rho_{s,\gamma}(u_0)
\]

\[
= \lim_{N \to \infty} \int F(\Phi^N_t(u_0))d\rho_{s,\gamma}(u_0)
\]

\[
= \lim_{N \to \infty} \int F(u_0)f_t^N(u_0)d\rho_{s,\gamma}(u_0)
\]

\[
= \int F(u_0)f_t(u_0)d\rho_{s,\gamma}(u_0).
\]

In particular, we obtain that

\[
(\Phi_t)_{\#} \rho_{s,\gamma} = f_t d\rho_{s,\gamma},
\]

so the measure \( \rho_{s,\gamma} \) is quasi-invariant up to \( t = 1 \) (and consequently, also the measure \( \mu_s \)).
In order to obtain quasi-invariance for every positive time \( t \), we simply iterate this process. First of all, since \((\Phi^1)_t \# \rho_{s, \gamma} \ll \rho_{s, \gamma}\), we have that
\[
\|V(u_0)\|_{L^\infty([0,1];L^2_x)} < \infty \quad (\Phi^1)_t \# \rho_{s, \gamma} \text{-a.s.} \Rightarrow \|V(\Phi^1(u_0))\|_{L^\infty([0,1];L^2_x)} < \infty \quad \rho_{s, \gamma} \text{-a.s.,}
\]
and in the same way,
\[
\lim_{N \to \infty} \|V(\Phi^1(u_0)) - V_N(\Phi^1(u_0))\|_{L^\infty([0,1];L^2_x)} = 0 \quad \rho_{s, \gamma} \text{-a.s.}
\]
For \( 1 < t \leq 2 \), we then define
\[
V(u_0)(t) = V(\Phi^1(u_0))(t-1) + S(t-1)V(\Phi^1(u_0)),
\]
and so, by (6.7), we have
\[
\|V(u_0)\|_{L^\infty([0,2];L^2_x)} < \infty \quad \rho_{s, \gamma} \text{-a.s.}
\]
Then, by Proposition 3.18 for \( N \geq N_\delta(u_0) \gg 1 \), we can extend \( V_N(u_0) \) to times \( 0 \leq t \leq 2 \), and by (5.32) and the analogous property in the interval \([0,1]\), we obtain that
\[
\lim_{N \to \infty} \|V(u_0) - V_N(u_0)\|_{L^\infty([0,2];L^2_x)} = 0 \quad \rho_{s, \gamma} \text{-a.s.}
\]
By taking a weak limit of \( f^N_t \) for \( 0 \leq t \leq N \), and repeating the chain of equalities in (6.6), this shows that
\[
(\Phi^1)_t \# \rho_{s, \gamma} \ll \rho_{s, \gamma} \quad \text{for } 0 \leq t \leq 2.
\]
Proceeding inductively, we obtain both global well-posedness of (1.1) and quasi-invariance of \( \mu_s \) for every time \( t > 0 \). By the property
\[
\Phi_{-t}(u_0) = \Phi_t(\overline{u_0}),
\]
and the fact that both \( \mu_s \) and \( \rho_{s, \gamma} \) are invariant for complex conjugation, we derive the same result holds for every \( t < 0 \).

Finally, we move to showing the growth estimate (1.8). We want to apply the result of Theorem 6.14 to the flow \( \Phi_t \), the measure \( \rho_{s, \gamma} \), and
\[
r(u) := \inf_{0 \leq t_0 < 1, u_0, v} \left\{ (1 - t_0)^{-1} + \|\Xi(u_0)\|_{X^0,q} + \|v\|_{L^2} : u = S(t_0)u_0 + v \right\},
\]
where \( \|\Xi(u_0)\|_{X^0,q} \) is defined in (3.16). We clearly have that \( r(u) \geq \|u\|_{H^{s-\frac{1}{2},q}} \). Notice that the definition of \( \|\Xi(u_0)\|_{X^0,q} \) is invariant with respect to replacing \( u_0 \) with \( S(t)u_0 \), with the exception of the term depending on \( X^3 \). Denoting \( X^3 = X^3[u_0] \) to make the dependency on \( u_0 \) explicit, by (3.24) we have that
\[
X^3[S(t_0)u_0](t) = X^3[u_0](t + t_0) - S(t_0)X^3[u_0](t_0).
\]
Therefore, by (3.18) and (3.19), for some constant \( \varepsilon_0 > 0 \) we have that
\[
\|V(S(t_0)u_0 + v)(t)\|_{L^2} \lesssim \|v\|_{L^2} \quad \text{if } t_0 \leq \varepsilon_0 \left(1 + \|v\|_{L^2}^{\frac{4q}{p}} + \|\Xi(u_0)\|_{X^0,q} \right)^{-1} \wedge (1 - t_0).
\]
Therefore, if \( u = S(t_0)u_0 + v \), on the interval
\[
t \in \left[0, \varepsilon_0 \left(1 + \|v\|_{L^2}^{\frac{4q}{p}} + \|\Xi(u_0)\|_{X^0,q} \right)^{-1} \wedge \frac{(1-t_0)}{2}\right],
\]
we have that
\[
\Phi_t(u) = S(t_0)u_0 + S(t)v + V(S(t_0)u_0 + v)(t),
\]
and so
\[
r(\Phi_t(u)) \lesssim (1 - t_0)^{-1} + \|\Xi(u_0)\|_{X^0,q} + C\|v\|_{L^2}.
\]
In particular, noticing that
\[
\varepsilon_0 (1 + \|v\|_{L^2}^{2\alpha}) + \|\Xi(u_0)\|_{\mathcal{X}^{\gamma}}^{-1} \leq (1 - t_0)^{-1} + \|\Xi(u_0)\|_{\mathcal{X}^{\gamma}} + C\|v\|_{L^2}^{-\kappa}
\]
for \(\kappa\) big enough, we have that (i) is satisfied. Therefore, recalling that \(r(u) \geq \|u\|_{H^{s-\frac{1}{2}}}\), if we check that (iii) hold with \(c(t) \leq \langle t \rangle^A\), we obtain (1.8) as a direct consequence of (6.1). The fact that (iii) holds with \(c(t) \leq \langle t \rangle^A\) follows from (5.31), together with the weak convergence in \(L^p\) of the density \(f^N_t\) to \(f_t\). Therefore, we just need to check exponential integrability of the quantity \(r(u)\). By the Boué-Dupuis formula (2.7), (2.11), (4.3) and the definition of \(r\), for some constant \(C \in \mathbb{R}\), we have that
\[
- \log \int \exp \left( r(u) \right) d\rho_{\kappa,\gamma}(u)
\leq \mathbb{E} \left[ \sup_{V_0 \in H^s} \left( r(Y + V_0) - \left| \int : (Y + V_0)^2 : \gamma - \frac{1}{2}\|V_0\|_{H^s}^2 \right) \right] \right]
\leq \mathbb{E} \left[ \sup_{V_0 \in H^s} \left( 1 + \|\Xi(Y)\|_{\mathcal{X}^{\gamma}} + \|V_0\|_{L^2} + C_\gamma \right) \int : Y^2 : \gamma + C_\gamma \|Y\|_{H^{s-\frac{1}{2}}}^{-\gamma} - \frac{1}{2}\|V_0\|_{L^2}^2 - \frac{1}{4}\|V_0\|_{H^s}^2 \right] + \mathbb{E} \left[ \sup_{V_0 \in H^s} \left( \frac{1}{2}\|V_0\|_{L^2}^2 + \|V_0\|_{L^2}^2 \right) + C \right] < \infty.
\]
Therefore, we have (iii) as well, and (6.1) gives us that
\[
\|\Phi_t(u)\|_{H^{s-\frac{1}{2}}} \leq r(\Phi_t(u)) \lesssim \langle t \rangle^A
\]
for \(\mu_s\) a.e. \(u\).

\[\square\]

References

[1] L. Ambrosio, Transport equation and Cauchy problem for BV vector fields, Invent. Math. 158 (2004), 227–260.
[2] L. Ambrosio, A. Figalli, On flows associated to Sobolev vector fields in Wiener spaces: an approach à la DiPerna-Lions, J. Funct. Anal. 256 (2009), no. 1, 179–214.
[3] N. Barashkov, M. Gubinelli, A variational method for \(\phi^4_3\), Duke Math. J. 169 (2020), no. 17, 3339–3415.
[4] Á. Bényi, T. Oh, O. Pocovnicu, On the probabilistic Cauchy theory for nonlinear dispersive PDEs, Landscapes of Time-Frequency Analysis. 1–32, Appl. Numer. Harmon. Anal., Birkhäuser/Springer, Cham, 2019.
[5] M. Boué, P. Dupuis, A variational representation for certain functionals of Brownian motion, Ann. Probab. 26 (1998), no. 4, 1641–1659.
[6] J. Bourgain, Fourier transform restriction phenomena for certain lattice subsets and applications to nonlinear evolution equations I: Schrödinger equations, Geom. Funct. Anal. 3 (1993), 107–15.
[7] J. Bourgain, Periodic nonlinear Schrödinger equation and invariant measures, Comm. Math. Phys. 166 (1994), no. 1, 1–26.
[8] J. Bourgain, Invariant measures for the 2D-defocusing nonlinear Schrödinger equation, Comm. Math. Phys. 176(2): 421-445 (1996).
[9] B. Bringmann, Y. Deng, A. Nahmod, H. Yue, Invariant Gibbs measures for the three dimensional cubic nonlinear wave equation, arXiv:2205.03893.
[10] N. Burq, N. Tzvetkov, Random data Cauchy theory for supercritical wave equations, I: Local theory, Invent. Math. 173 (2008), no. 3, 449–475.
[11] N. Burq, N. Tzvetkov, Random data Cauchy theory for supercritical wave equations. II. A global existence result, Invent. Math. 173 (2008), no. 3, 477–496.
[12] N. Burq, L. Thomann, Almost sure scattering for the one dimensional nonlinear Schrödinger equation, arXiv:2012.13571 [math.AP].
[13] R. Cameron, W. Martin, Transformations of Wiener integrals under translations, Ann. of Math. (2) 45, (1944). 386–396.
[14] A. Chapouto, N. Kishimoto, Invariance of the Gibbs measures for periodic generalized Korteweg-de Vries equations, to appear in Trans. Amer. Math. Soc.
[15] J. Colliander, T. Oh, Almost sure well-posedness of the cubic nonlinear Schrödinger equation below $L^2(T)$, Duke Math. J. 161 (2012), no. 3, 367–414.
[16] A.B. Cruzeiro, Équations différentielles ordinaires: non explosion et mesures quasi-invariantes, (French) J. Funct. Anal. 54 (1983), no. 2, 193–205.
[17] A.B. Cruzeiro, Équations différentielles sur l’espace de Wiener et formules de Cameron-Martin non-linéaires, (French) J. Funct. Anal. 54 (1983), no. 2, 206–227.
[18] A. de Bouard, A. Debussche, The Korteweg-de Vries equation with multiplicative homogeneous white noise, Stochastic differential equations: theory and applications, 113–133, Interdiscip. Math. Sci., 2, World Sci. Publ., Hackensack, NJ, 2007.
[19] Y. Deng, Invariance of the Gibbs measure for the Benjamin-Ono equation, J. Eur. Math. Soc. (JEMS), 17(5):1107–1198, 2015.
[20] Y. Deng, A. R. Nahmod, H. Yue, Optimal local well-posedness for the periodic derivative nonlinear Schrödinger equation, Comm. Math. Phys. 384 (2021), no. 2, 1061–1107.
[21] Y. Deng, A. R. Nahmod, H. Yue, Invariant Gibbs measures and global strong solutions for nonlinear Schrödinger equations in dimension two, arXiv:1910.08492 [math.AP].
[22] Y. Deng, A. R. Nahmod, H. Yue, Random tensors, propagation of randomness, and nonlinear dispersive equations, Invent. Math. (228):539–686, 2022.
[23] Y. Deng, A. R. Nahmod, H. Yue, Invariant Gibbs measure and global strong solutions for the Hartree NLS equation in dimension three, J. Math. Phys. 62 (2021), 031514.
[24] Y. Deng, N. Tzvetkov, N. Visciglia, Invariant measures and long time behaviour for the Benjamin-Ono equation III, Comm. Math. Phys. 339 (2015), no. 3, 815–857.
[25] J. Forlano, Almost sure global well posedness for the BBM equation with infinite $L^2$ initial data, Discrete Contin. Dyn. Syst. 40 (2020), no. 1, 267–318.
[26] J. Forlano, W. J. Trenberth, On the transport of Gaussian measures under the one-dimensional fractional nonlinear Schrödinger equations, Ann. Inst. H. Poincaré Anal. Non Linéaire 36 (2019), no. 7, 1987–2025.
[27] J. Forlano, K. Seong, Transport of Gaussian measures under the flow of one-dimensional fractional nonlinear Schrödinger equations, to appear in Comm. PDE.
[28] J. Forlano, T. Oh, Y. Wang, Stochastic nonlinear Schrödinger equation with almost space–time white noise, Journal of the Australian Mathematical Society 109(1) (2020), 44–67.
[29] G. Genovese, R. Lucá, N. Tzvetkov, Transport of Gaussian measures with exponential cut-off for Hamiltonian PDEs, arXiv:2103.04408 [math.AP].
[30] G. Genovese, R. Lucá, N. Tzvetkov, Quasi-invariance of Gaussian measures for the periodic Benjamin-Ono-BBM equation, arXiv:2107.03445 [math.PR].
[31] L. Gross, Abstract Wiener spaces, Proc. 5th Berkeley Sym. Math. Stat. Prob. 2 (1965), 31–42.
[32] A. Grünrock, S. Herr, Low regularity local well-posedness of the derivative nonlinear Schrödinger equation with periodic initial data, SIAM J. Math. Anal. 39 (2008), no. 6, 1890–1920.
[33] T. Gunaratnam, T. Oh, N. Tzvetkov, H. Weber, Quasi-invariant Gaussian measures for the nonlinear wave equation in three dimensions, to appear in Probab. Math. Phys.
[37] M. Gubinelli, H. Koch, T. Oh, L. Tolomeo, Global dynamics for the two-dimensional stochastic nonlinear wave equations, Int. Math. Res. Not. (2021), rmab084.

[38] Z. Guo, T. Oh, Non-existence of solutions for the periodic cubic nonlinear Schrödinger equation below $L^2$, Internat. Math. Res. Not. 2018, no.6, 1656–1729.

[39] R. Killip, J. Murphy, M. Vişan, Invariance of white noise for KdV on the line, Invent. Math. 222 (2020), no. 1, 203–282.

[40] R. Killip, M. Vişan, X. Zhang, Low regularity conservation laws for integrable PDE, Geom. Funct. Anal. 28 (2018), no. 4, 1062–1090.

[41] N. Kishimoto, Remark on the periodic mass critical nonlinear Schrödinger equation, Proc. Amer. Math. Soc. 142 (2014), no. 8, 2649–2660.

[42] N. Kishimoto, A remark on norm inflation for nonlinear Schrödinger equations, Commun. Pure Appl. Anal. 18 (2019) 1375–1402.

[43] S. Klainerman, M. Machedon, Space-time estimates for null forms and the local existence theorem, Comm. Pure Appl. Math. 46 (1993), no. 9, 1221–1268.

[44] H. Koch and D. Tataru, Conserved energies for the cubic nonlinear Schrödinger equation in one dimension, Duke Math. J. 167 no. 17 (2018), 3207–3313.

[45] H. Kuo, Gaussian measures in Banach spaces, Lecture Notes in Mathematics, Vol. 463. Springer-Verlag, Berlin-New York, 1975. vi+224 pp.

[46] C. Kwak, Periodic fourth-order cubic NLS: Local well-posedness and Non-squeezing property, J. Math. Anal. Appl. 461 (2018), no. 2, 1327–1364.

[47] J. Lebowitz, H. Rose, E. Speer, Statistical Mechanics of the Nonlinear Schrödinger Equation, J. Stat. Phys. 50 (1988), no.3, 657–687.

[48] G. Li, K. Seong, Y. Zine, Global well-posedness of the fractional Schrödinger equations on the real line and the circle, preprint.

[49] H.P. McKean, K.L. Vaninsky, K.L., Statistical Mechanics of Nonlinear Wave Equations, in Sirovich, L. (eds) Trends and Perspectives in Applied Mathematics, Applied Mathematical Sciences, vol 100. Springer, New York, NY (1994).

[50] T. Miyaji, Y. Tsutsumi, Local well-posedness of the NLS equation with third order dispersion in negative Sobolev spaces, Differential Integral Equations 31 (2018), no. 1-2, 111–132.

[51] A. Nahmod, T. Oh, L. Rey-Bellet, G. Staffilani, Invariant weighted Wiener measures and almost sure global well-posedness for the periodic derivative NLS, J. Eur. Math. Soc. 14 (2012), 1275–1330.

[52] T. Oh, Invariance of the white noise for KdV, Comm. Math. Phys. 292 (2009), no. 1, 217–236.

[53] T. Oh, M. Okamoto, O. Pocovnicu, On the probabilistic well-posedness of the nonlinear Schrödinger equations with non-algebraic nonlinearities, Discrete Contin. Dyn. Syst. 39 (2019), no. 6, 3479–3520.

[54] T. Oh, M. Okamoto, L. Tolomeo, Focusing $Φ^3_3$-model with a Hartree-type nonlinearity, arXiv:2009.03251 [math.PR].

[55] T. Oh, O. Pocovnicu, A remark on almost sure global well-posedness of the energy-critical defocusing nonlinear wave equations in the periodic setting, Tohoku Math. J. 69 (2017), no.3, 455–481.

[56] T. Oh, O. Pocovnicu, Probabilistic global well-posedness of the energy-critical defocusing quintic nonlinear wave equation on $\mathbb{R}^3$, J. Math. Pures Appl. 105 (2016), 342–366.

[57] T. Oh, O. Pocovnicu, N. Tzvetkov, Probabilistic local well-posedness of the cubic nonlinear wave equation in negative Sobolev spaces, to appear in Ann. Inst. Fourier (Grenoble).

[58] T. Oh, M. Okamoto, L. Tolomeo, Stochastic quantization of the $Φ^3_3$-model, arXiv:2108.06777.

[59] T. Oh, T. Robert, P. Sosoe, Y. Wang, Invariant Gibbs dynamics for the dynamical sine-Gordon model, Proc. Roy. Soc. Edinburgh Sect. A (2020), 17 pages. doi: https://doi.org/10.1017/prm.2020.68

[60] T. Oh, K. Seong, Quasi-invariant Gaussian measures for the cubic fourth order nonlinear Schrödinger equation in negative Sobolev spaces, J. Funct. Anal. 281 (2021), no. 9, 109150, 49 pp.

[61] T. Oh, K. Seong, L. Tolomeo, A remark on Gibbs measures with log-correlated Gaussian fields, arXiv:2012.06729 [math.PR].

[62] T. Oh, P. Sosoe, N. Tzvetkov, An optimal regularity result on the quasi-invariant Gaussian measures for the cubic fourth order nonlinear Schrödinger equation, J. Éc. polytech. Math. 5 (2018), 793–841.

[63] T. Oh, P. Sosoe, L. Tolomeo, Optimal integrability threshold for Gibbs measures associated with focusing NLS on the torus, Invent. Math. 227 (2022), no. 3, 1323–1429.

[64] T. Oh, Y. Tsutsumi, N. Tzvetkov, Quasi-invariant Gaussian measures for the cubic nonlinear Schrödinger equation with third order dispersion, C. R. Math. Acad. Sci. Paris 357 (2019), no. 4, 366–381.
[65] T. Oh, N. Tzvetkov, Quasi-invariant Gaussian measures for the cubic fourth order nonlinear Schrödinger equation, Probab. Theory Related Fields 169 (2017), 1121–1168.
[66] T. Oh, N. Tzvetkov, Quasi-invariant Gaussian measures for the two-dimensional defocusing cubic nonlinear wave equation, J. Eur. Math. Soc. 22 (2020), no. 6, 1785–1826.
[67] T. Oh, N. Tzvetkov, Y. Wang, Solving the 4NLS with white noise initial data, Forum Math. Sigma. 8 (2020), e48, 63 pp.
[68] T. Oh, Y. Wang, Global well-posedness of the periodic cubic fourth order NLS in negative Sobolev spaces, Forum Math. Sigma 6 (2018), e5, 80 pp.
[69] A. Poiret, D. Robert, L. Thomann, Probabilistic global well-posedness for the supercritical nonlinear harmonic oscillator, Anal. PDE 7 (2014), no. 4, 997–1026.
[70] O. Pocovnicu, Almost sure global well-posedness for the energy-critical defocusing nonlinear wave equation on $\mathbb{R}^d$, $d = 4$ and 5, J. Eur. Math. Soc. 19 (2017), 2321–2375.
[71] F. Planchon, N. Tzvetkov, N. Visciglia, Transport of Gaussian measures by the flow of the nonlinear Schrödinger equation, Math. Ann. 378 (2020), no. 1-2, 389–423.
[72] F. Planchon, N. Tzvetkov, N. Visciglia, Modified energies for the periodic generalized KdV equation and applications, to appear in Ann. Inst. Henri Poincaré, Anal. Non Linéaire.
[73] R. Ramer, On nonlinear transformations of Gaussian measures, J. Funct. Anal. 15 (1974), 166–187.
[74] P. Sosoe, W. Trenberth, T. Xian, Quasi-invariance of fractional Gaussian fields by the nonlinear wave equation with polynomial nonlinearity, Differential Integral Equations 33 (2020), no. 7-8, 393–430.
[75] C. Sun, N. Tzvetkov, Gibbs measure dynamics for the fractional nonlinear Schrödinger equation, SIAM J. Math. Anal. 52 (2020), no. 5, 4638–4704.
[76] C. Sun, N. Tzvetkov, Refined probabilistic global well-posedness for the weakly dispersive NLS, Nonlinear Anal. 213 (2021), Paper No. 112530, 91 pp.
[77] T. Tao, Nonlinear dispersive equations. Local and global analysis, CBMS Regional Conference Series in Mathematics, 106. Published for the Conference Board of the Mathematical Sciences, Washington, DC; by the American Mathematical Society, Providence, RI, 2006. xvi+373 pp.
[78] L. Tolomeo, Global well-posedness of the two-dimensional stochastic nonlinear wave equation on an unbounded domain, Ann. Probab. 49(3): 1402–1426 (May 2021).
[79] L. Tolomeo, H. Weber, Phase transition for invariant measures of the focusing Schrödinger equation, in preparation.
[80] N. Tzvetkov, Invariant measures for the nonlinear Schrödinger equation on the disc, Dyn. Partial Differ. Equ., 3(2):111–160, 2006.
[81] N. Tzvetkov, Quasi-invariant Gaussian measures for one dimensional Hamiltonian PDE’s, Forum Math. Sigma 3 (2015), e28, 35 pp.
[82] N. Tzvetkov, N. Visciglia, Invariant measures and long-time behaviour for the Benjamin-Ono equation Int. Math. Res. Not. IMRN 2014, no. 17, 4679–4714.
[83] N. Tzvetkov, N. Visciglia, Invariant measures and long time behaviour for the Benjamin-Ono equation II, J. Math. Pures Appl. (9) 103 (2015), no. 1, 102–141.
[84] A. Üstünel, Variational calculation of Laplace transforms via entropy on Wiener space and applications, J. Funct. Anal. 267 (2014), no. 8, 3058–3083.
[85] P. Zhidkov, On an infinite sequence of invariant measures for the cubic nonlinear Schrödinger equation, Int. J. Math. Math. Sci. 28 (2001), no. 7, 375–394.