The relationship between the statistics of open ocean currents and the temporal correlations of the wind stress
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Abstract. We study the statistics of wind-driven open ocean currents. Using the Ekman layer model for the integrated currents, we investigate analytically and numerically the relationship between the wind-stress distribution and its temporal correlations and the statistics of the open ocean currents. We found that temporally long-range correlated winds result in currents whose statistics is proportional to the wind-stress statistics. On the other hand, short-range correlated winds lead to Gaussian distributions of the current components, regardless of the stationary distribution of the winds, and therefore to a Rayleigh distribution of the current amplitude, if the wind stress is isotropic. We found that the second moment of the current speed exhibits a maximum as a function of the correlation time of the wind stress for a non-zero Coriolis parameter. The results were validated using an oceanic general circulation model.

Online supplementary data available from stacks.iop.org/NJP/15/053024/mmedia

1 Author to whom any correspondence should be addressed.
1. Introduction

Ocean currents are generated by local and remote forces and factors, including winds, tides, buoyancy fluxes and various types of waves. While many studies have investigated the distribution of the wind [1–3], focusing on its relevance to energy production, the distribution of ocean currents has received much less attention [4]. Moreover, currently, there is no accepted theory explaining the observed statistics of surface ocean currents. Here, we propose a simple physical theory for the distribution of wind-driven ocean currents and its relationship to the spatially variable temporal correlations of the wind (see figure 1). We show that the distribution of wind-driven ocean currents strongly depends on the temporal correlations of the wind—when the wind exhibits long-range temporal correlations, the ocean current statistics is proportional to the wind-stress statistics, while for short-range correlations of the wind, the different components of the current vector follow Gaussian distributions. It was previously reported that the probability density function (PDF) of ocean currents follows the Weibull distribution [4–8] (see section 4.2 for details of the Weibull distribution). We argue that this is not necessarily the case even if the wind-stress magnitude is Weibull distributed.

Oceans play a major and important role in the climate system, and ocean circulation underlies many climate phenomena, from scales of meters to thousands of kilometers and from scales of minutes to decades. The gap in our understanding of ocean current statistics leads to a lack of understanding of the statistics of other related climate variables. Filling in this gap will be useful for many fields: it may help one to predict extreme current events and, thus, it may help one to securely design maritime-associated structures. In light of the increasing efforts to find alternative sources of energy and the idea of using ocean currents as such a source, knowledge of the currents’ PDF may help one to better estimate the energy production and to appropriately design ocean current turbines that will withstand even extreme current events. Moreover, knowledge of current statistics and, in particular, its relation to the wind-stress statistics may improve the parametrization of small-scale processes in state-of-the-art general circulation models (GCMs).
Figure 1. A map of the correlation time (in days) of the wind-stress magnitude. We define the correlation time as the time at which the normalized autocorrelation function first drops below \(1/e\). Clearly, there is a large variability in the correlation time. One can also notice the remarkably shorter correlation time over land compared with that over the ocean (except for the polar regions). The map is based on the NCEP/NCAR reanalysis six-hourly wind data for the period of 1993–2010 [27]. The spatial resolution of the data is 2.5° × 2.5°. Other definitions of the correlation time yield qualitatively the same results. The black contour line indicates a one-day correlation time, and the white line indicates the coast line. A grid (light blue lines) of 30° × 30° was superimposed on the map.

The study of wind-driven ocean currents goes back more than 100 years to the time when Ekman [9] proposed his classical simple model to explain the effect of the Earth’s rotation on upper ocean currents. His model predicted that the depth-integrated current vector is perpendicular to the wind vector, a prediction that was largely proven by observations. Since then, many studies have used Ekman’s model to propose more realistic models for ocean currents, as well as for surface winds [10, 11]. In what follows, we use Ekman’s model [9] to study the statistics of wind-driven ocean currents.

This paper is organized as follows. In section 2, we describe the Ekman layer model and provide a general (implicit) solution expressed in terms of the characteristics of the wind-stress statistics. In section 3, we consider two idealized cases of wind-stress statistics (step-like temporal behavior of the wind stress in section 3.1 and exponentially decaying temporal wind-stress correlation in section 3.2) and present analytical expressions for the second moment (and the fourth moment for the first case) of the currents’ distribution. In section 4, we provide a description of the simple numerical model and of the oceanic GCM (MITgcm) used to validate and extend the analytical results. The numerical tests involve the Weibull distribution; hence, a brief review of the distribution properties and the methods we used to generate correlated and uncorrelated Weibull-distributed time series is provided in section 4.2. The numerical results are presented and discussed in section 5, followed by a brief summary in section 6.
2. The Ekman model

In spite of the simplicity of the Ekman model, it will enable us to start investigating the coupling between the wind stress and the ocean currents. The time, \( t \), and the depth, \( z \), dependent equations of the Ekman model \[9\], describing the dynamics of the zonal (east–west) \( U \) and meridional (south–north) \( V \) components of the current vector, are

\[
\begin{align*}
\frac{\partial U}{\partial t} &= f V + \nu \frac{\partial^2 U}{\partial z^2}, \\
\frac{\partial V}{\partial t} &= -f U + \nu \frac{\partial^2 V}{\partial z^2},
\end{align*}
\]

(1)

where \( f = \left(4 \pi / T_d\right) \sin(\phi) \) is the local Coriolis parameter (\( T_d \) is the duration of a day in seconds and \( \phi \) is the latitude), and \( \nu \) is the eddy parametrized viscosity coefficient, assumed to be depth-independent. In equations (1), we consider \( U = \tilde{U} - U_g \) and \( V = \tilde{V} - V_g \), where \( U_g \) and \( V_g \) are the bottom ocean geostrophic currents determined by the pressure gradient and \( \tilde{U} \), \( \tilde{V} \) are the actual surface current components. In what follows, we consider the statistics of \( U \) and \( V \), where the statistics of \( \tilde{U} \) and \( \tilde{V} \) can be obtained by a simple transformation. The boundary conditions are chosen such that the current derivative, with respect to the depth coordinate \( z \), is proportional to the integrated current at the bottom of the layer described by our model and to the wind-stress vector \( (\tau_x, \tau_y) \) at the surface \[10, 11\],

\[
\begin{align*}
\frac{\partial U}{\partial z} \bigg|_{z=-h} &= \frac{r}{\nu} u(t), \\
\frac{\partial V}{\partial z} \bigg|_{z=-h} &= \frac{r}{\nu} v(t), \\
\frac{\partial U}{\partial z} \bigg|_{z=0} &= \frac{\tau_x}{\rho_0 \nu}, \\
\frac{\partial V}{\partial z} \bigg|_{z=0} &= \frac{\tau_y}{\rho_0 \nu},
\end{align*}
\]

(2)

where

\[
\begin{align*}
u &\equiv \int_{-h}^{0} U(z) \, dz, \\
v &\equiv \int_{-h}^{0} V(z) \, dz.
\end{align*}
\]

(3)

Here, we introduce the following notation: \( h \) is the depth of the upper ocean layer, \( r \) is a proportionality constant representing the Rayleigh friction \[10, 12–15\], \( (\tau_x, \tau_y) \) are the wind-stress components and \( \rho_0 \) is the ocean water density (hereafter assumed to be constant, \( \rho_0 = 1028 \text{ kg m}^{-3} \)). The value used for \( r \) in the numerical calculations is based on the empirical estimate outlined in \[10, 16\].

By integrating equations (1) over a sufficiently deep layer (i.e. \( h \gg \sqrt{2\nu/|f|} \)), we obtain the equations describing the depth integrated currents and their coupling to the wind stress,

\[
\begin{align*}
\frac{\partial u}{\partial t} &= f v - ru + \frac{\tau_x}{\rho_0}, \\
\frac{\partial v}{\partial t} &= -fu - rv + \frac{\tau_y}{\rho_0}.
\end{align*}
\]

(4)

In the derivation above, we did not explicitly consider the pressure gradient. Explicit inclusion of the pressure gradient would result in constant geostrophic currents, and equations (4) describe the dynamics of the deviation from the geostrophic currents.

To allow a simpler treatment of these equations, we define \( w \equiv u + iv \). It is easy to show that \( w \) obeys the following equation:

\[
\frac{\partial w}{\partial t} = -i f w - ru + \frac{\tau_y}{\rho_0}.
\]

(5)
where $\tau \equiv \tau_r + i \tau_i$. Equation (5) is a complex Langevin equation in which the complex noise is not necessarily Gaussian [17]. The formal solution of equation (5) is

$$w(t) = w(0) e^{-(i f + r) t} + \frac{1}{\rho_0} \int_0^t \tau(t') e^{-(i f + r)(t-t')} \, dt'. \quad (6)$$

This formal solution demonstrates that the currents depend on the history of the wind stress, and therefore, the distribution of the currents depends not only on the wind-stress distribution, but also on all multi-time moments of the wind stress.

However, the two extreme limits are quite intuitive. When the correlation time of the wind stress, $T$, is long (i.e. $T \gg 1/r$ and $T \gg 1/f$), one expects that the currents will be proportional to the wind stress since the ocean has enough time to adjust to the wind and to almost reach a steady state. In terms of equation (6), in this limit, $\tau(t')$ can be approximated by $\tau(t)$ since its correlation time is longer than the period over which the exponential kernel is non-zero. In the other limit, when the correlation time of the wind stress is very short (i.e. $T \ll 1/r$ and $T \ll 1/f$), namely, the wind stress is frequently changing in a random way, the ocean is not able to gain any current magnitude. In this case, the central limit theorem [17] implies that each component of the current vector is Gaussian distributed.

It is useful to write the formal expression for the square of the currents amplitude in terms of the wind-stress temporal correlation function. Taking the square of equation (6) and averaging over all realizations (with the same statistical properties) of the wind stress, one obtains

$$\langle |w(t)|^2 \rangle = |w(0)|^2 e^{-2rt} + \frac{w(0)^*}{\rho_0} e^{-(r-i f)t} \int_0^t \langle \tau(t') \rangle e^{-(i f + r)(t-t')} \, dt' + \frac{w(0)}{\rho_0} e^{-(r+i f)t} \int_0^t \langle \tau(t')^* \rangle e^{-(r-i f)(t-t')} \, dt' + \frac{1}{\rho_0^2} \int_0^t \int_0^t \langle \tau(t') \tau(t'')^* \rangle e^{-r(t''-t')} e^{-r(2t-t'-t'')} \, dt' \, dt''. \quad (7)$$

The variance of the currents amplitude may be written as

$$\langle |w(t)|^2 \rangle - \langle |w(t)| \rangle^2 = \frac{1}{\rho_0^2} \int_0^t \int_0^t C(t', t'') e^{-i f(t''-t')} e^{-r(2t-t'-t'')} \, dt' \, dt'', \quad (8)$$

where we defined the temporal correlation function of the wind stress as

$$C(t', t'') = \langle \tau(t') \tau(t'')^* \rangle - \langle \tau(t') \rangle \langle \tau(t'') \rangle. \quad (9)$$

To allow an analytical treatment, we proceed by considering two special idealized cases in which the formal solution takes a closed analytical form. For simplicity, we only consider the case of statistically isotropic wind stress (the direction of the wind stress is uniformly distributed [18]), namely a case in which the wind-stress components are independent, identically distributed variables with identical temporal autocorrelation functions. The latter assumption is not always valid (see e.g. [19]); however, the generalization of our results to the case of non-isotropic wind stress is straightforward.

3. Idealized cases

3.1. Step-like wind stress

A simple way to model the temporal correlations of the wind is by assuming that the wind vector randomly changes every time period $T$ while remaining constant between the ‘jumps’. 
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By integrating the solution of \( w \) (equation (6)) and taking into account the fact that the distribution of \( w \) at the initial time and final time should be identical, one can obtain the expressions for the second and fourth moments (ensemble average over many realizations of the stochastic wind stress) of the current amplitude. To better relate our results to the outcome of data analysis, we also need to consider the time average since the records are independent of the constant wind-stress period. The double-averaged second moment of the currents amplitude is defined as

\[
\langle |w|^2 \rangle \equiv \left\langle \frac{1}{T} \int_0^T |w(t)|^2 \, dt \right\rangle
\]

and the angular brackets represent the average over different realizations of the wind stress with the same statistical properties. Using equation (7) and the fact that in this idealized case, the wind stress is constant over the period of the step (\( T \)), we obtain for the double-averaged second moment of the currents amplitude (for the details of the derivation see the supplementary material, available from stacks.iop.org/NJP/15/053024/mmedia):

\[
\langle |w|^2 \rangle = \frac{\langle |\tau|^2 \rangle \left( 1 + \frac{1-A_1}{r T} - 2 \frac{r (1-A_1) + f A_2}{(f^2 + r^2)} \right)}{(f^2 + r^2) \rho_0^2},
\]

where we have introduced the notations \( A_1 \equiv \exp(-r T) \cos(f T) \) and \( A_2 \equiv \exp(-r T) \sin(f T) \).

The two extreme limits discussed in section 2 can be easily realized and understood. When the correlation time \( T \) is very long compared with \( 1/r \), the second moment of the current is proportional to the second moment of the wind stress, namely, \( \langle |w|^2 \rangle = \langle |\tau|^2 \rangle /[(f^2 + r^2) \rho_0^2] \). This is exactly what one would expect. The long duration of constant wind stress allows the system to fully respond and adjust to the driving force, and hence, the moments of the currents are proportional to the moments of the wind stress. The coefficient of proportionality is given by the solution of equations (4) with constant wind stress. The other limit is when \( r T, f T \ll 1 \) and, in this case, \( \langle |w|^2 \rangle \sim \langle |\tau|^2 \rangle T/(2 \rho_0^2) \).

In this limit, the second moment of the current amplitude is very small and approaches zero as the correlation time approaches zero. This result is what one would expect for a rapidly changing wind that cannot drive significant currents. Using equation (6) and the fact that wind stress is constant over the step period (\( T \)), we calculate the double-averaged (over the step period and the ensemble of wind-stress realizations) fourth moment (for the details of the derivation, see the supplementary material),

\[
\langle |w|^4 \rangle = \frac{\langle |\tau|^2 \rangle^2 g_2(T) + \langle |\tau|^4 \rangle g_4(T)}{(f^2 + r^2) \rho_0^4},
\]

\[
g_2(T) = \frac{4(D + 1 - 2A_1)}{1 - D} \left( \frac{3 - D - 2A_1 D}{4 r T} - 2 \frac{3 r (1 - DA_1) + f DA_2}{(f^2 + 9 r^2) T} \right),
\]

\[
g_4(T) = 1 + \frac{5 - 3 D + 2 A_1 (A_1 - 1 - D)}{2 r T} - 4 \frac{3 r (1 - DA_1) + f DA_2}{(f^2 + 9 r^2) T} + \frac{r (1 - A_1^2) + r A_2^2 + 2 f A_1 A_2}{(f^2 + r^2) T} - 4 \frac{r (1 - A_1) + f A_2}{(f^2 + r^2) T},
\]

where \( D \equiv \exp(-2 r T) \). Here, we again use the fact that the integrals of the time averaging are easily carried due to the fact that the wind stress is constant during the averaged period.
While at the limit $T \to 0$, both the second and the fourth moments vanish, the ratio between the fourth moment and the square of the second moment remains finite and is equal to 2. This corresponds to the Rayleigh distribution which originates from the facts that the components of the currents are independent and each one has a Gaussian distribution with a zero mean and the same variance.

One can easily understand the origin of the Gaussian distribution by considering the central limit theorem, which can be applied in this limit. Each of the current components is the integral of many independent, identically distributed random variables (the wind stress at different times). Based on the second and fourth moments in the limit of $T \to 0$, we conjecture that the overall PDF of the ocean current speed, in this case, is given by the Rayleigh distribution.

In [20], the case of constant wind stress over some duration was investigated using the depth-dependent Ekman model. The existence of a wind-stress duration for which the current amplitude is maximal was found. The results of this section generalize these results by considering the randomness of the wind stress and its continuity. In addition, we consider here the empirical Rayleigh friction.

In order to better understand the existence of constant wind-stress duration, $T$, for which the average current amplitude is maximal, we present, in figure 2, two typical trajectories of the current velocity components $u$, $v$. The dynamics of the velocity field may be understood as follows. When the friction, $r$, is smaller than the Coriolis frequency, the velocity field undergoes circular motion and returns, with frequency $f$, to a point in the velocity space which is very close to the initial point. The initial current is irrelevant since even a small amount of friction ensures that the initial point is close to the origin at the long-time limit. The above dynamics is valid for any value of the temporal wind stress. Therefore, if the wind stress changes with a frequency equal to the Coriolis frequency, the current amplitude cannot be driven far from the origin, and its average remains small (this explains the observed minimum for $T \approx 2\pi/f$). On the other hand, when the wind stress changes with a frequency equal to double the Coriolis
frequency, the current velocity reaches the largest amplitude when the wind stress changes and the new circle starts around a different initial point (possibly far from the origin). Therefore, in the latter case, the average current speed is maximal. To better illustrate this picture, we present, in figure 3, typical time series of the current velocity components and amplitude. The dots represent the times when the wind stress changed. It can be seen that for \( T = \pi/f \), the typical velocity amplitude when the wind stress changes (the dots in figure 3) is significantly larger than that for \( T = 2\pi/f \).

The intuitive explanation above relies on the fact that \( r \ll f \). To elucidate the role of the friction, we present, in figure 4, the analytically calculated second moment (equation (11)) of the current versus the constant wind-stress duration for different values of \( r \). When the viscosity is large, there is no maximum but rather a monotonic increase of the average current amplitude as \( T \) increases.

3.2. Exponentially decaying temporal correlations of the wind stress

The second case we consider is the Ornstein–Uhlenbeck wind stress. This process results in a Gaussian wind stress with an exponentially decaying temporal correlation function. It is important to note that, due to the Gaussian nature of the force, the first and the second moments of the wind stress, together with its two-point correlation function, provide all the information.
The correlation function of the wind-stress components is given by

$$\langle \tau_i(t) \tau_j(t') \rangle = \delta_{ij} \langle \tau_i^2 \rangle \exp(-\gamma|t - t'|).$$

(13)

The long-time limits of the current components’ averages are

$$\langle u \rangle \sim \frac{r \langle \tau_x \rangle + f \langle \tau_y \rangle}{\rho_0(f^2 + r^2)}, \quad \langle v \rangle \sim \frac{r \langle \tau_y \rangle - f \langle \tau_x \rangle}{\rho_0(f^2 + r^2)}.$$  

(14)

The long-time limit of the current amplitude variance, $s^2 \equiv \langle |w|^2 \rangle - \langle u \rangle^2 - \langle v \rangle^2$, is given by

$$s^2 \sim \sum_{i=x,y} \frac{\langle \tau_i^2 \rangle (r + \gamma)}{\rho_0^2 r (f^2 + (r + \gamma)^2)}. 

(15)

Under the assumption of isotropic wind stress, the variance may be expressed as $s^2 \sim \langle |\tau|^2 \rangle (r + \gamma)/\rho_0^2 r (f^2 + (r + \gamma)^2)$. Note that in deriving the expression above, we assumed that the autocorrelation function of the wind stress is isotropic. In general, this is not the case [19]; however, for simplicity, we present here the results for this special case, and the generalization to the more realistic case is trivial. Due to the Gaussian nature of the wind stress and the linearity of the model, the current components have Gaussian distributions that are fully characterized by the mean and variance. Note that the result of equation (15) holds for any distribution of the wind-stress components, as long as the two-point correlation function is given by equation (13). Equation (15) is easily derived by substituting the two-point correlation function (equation (13)) in equation (8). Similar to the first idealized case discussed above, it is clear that the second moment vanishes at the limit of a short wind-stress correlation time ($\gamma \gg r$ and $\gamma \gg f$).

4. Details of the numerical models

We performed two types of numerical simulations to validate the analytical derivations presented above. The first type was a simple integration of equations (4)—these numerical solutions are provided, both to validate the analytical results and to present the solutions of cases.

Figure 4. The second moment of the current amplitude (equation (11)) versus the constant wind-stress duration, $T$. The different lines correspond to different values of the Rayleigh friction, $r$. 

on the driving force. The correlation function of the wind-stress components is given by

$$\langle \tau_i(t) \tau_j(t') \rangle = \delta_{ij} \langle \tau_i^2 \rangle \exp(-\gamma|t - t'|).$$

(13)
not covered by the analytical solutions. In the second type of simulation, we used a state-of-the-art oceanic GCM, the MITgcm [21], to test the applicability of our analytical derivations when the spatial variability of the bottom topography and the nonlinearity of the ocean dynamics [10] are taken into account.

4.1. The MITgcm setup and details

The MITgcm solves the primitive equations [21] and is implemented here using Cartesian coordinates with a lateral resolution of 1 km (or 10 km) with 50 × 50 grid points. We consider open (periodic) and closed physical boundaries of the domain (the results of the closed boundary setup are presented only in the last figure). There is one vertical level that expresses a 2D parabolic basin with a maximum depth of 90 m, as shown in figure 5. The basin is situated in a plateau of 100 m depth. The use of the partial cell option of the MITgcm enables us to handle depth variability, even with a single vertical level. The integration time step is 10 s, and the overall integration time is 2 years. Water temperature and salinity are kept constant. The horizontal viscosity is 1 m$^2$s$^{-1}$ and the vertical one is $1 \times 10^{-4}$ m$^2$s$^{-1}$. We use the linear bottom drag option of the MITgcm, and the effective drag coefficient is depth dependent where the mean bottom drag coefficient is $1 \times 10^{-5}$ s$^{-1}$. We also use the implicit free surface scheme of the MITgcm.

There are different ways to introduce heterogeneity into the water flow: for example, by forcing the water surface with spatially variable wind stress. Changes in density due to changes in temperature and salinity, as a result of spatially and temporally variable surface heat and
freshwater fluxes, can also enrich water dynamics. The main goal of the MITgcm numerical experiments presented here is to validate the analytical results presented above when advection and horizontal viscosity are taken into account. To enrich water dynamics, we chose to vary the water depth when including (excluding) the boundaries of the domain—there is no particular reason for choosing this way over another. We find the depth variability to be simpler, from a numerical point of view, but still rich enough to allow us to study the boundary effects on the water dynamics and to compare the numerical results with the derived analytical expressions.

4.2. The Weibull distribution

It is widely accepted that the PDF of ocean currents follows the Weibull distribution [4–8]; therefore, we use this distribution in our numerical tests. For consistency, we provide here a brief review of its properties and the methods we used to implement temporally correlated and uncorrelated time series. The Weibull PDF is defined for positive values of the variable, \(x > 0\), and is characterized by two parameters, \(k\) and \(\lambda\):

\[
W_{k,\lambda}(x) = \frac{k}{\lambda} \left(\frac{x}{\lambda}\right)^{k-1} \exp\left(\frac{-x}{\lambda}\right)^k.
\] (16)
Figure 7. The Weibull $k_{\text{current}}$ parameter of the current distribution versus the constant wind-stress duration, $T$. The analytical results (solid lines) are compared with the numerical solution of the Ekman model (empty symbols). The wind stress was drawn from a Weibull distribution with two different values of the $k_{\text{wind}}$ parameter as specified in the figure. The Coriolis frequency, $f$, was set to its value in the pole and the corresponding duration is indicated by the vertical dashed line.

where $\lambda$ and $k$ are both positive. $\lambda$ and $k$ are usually referred to as the scale and shape parameters of the distribution. The cumulative Weibull distribution function is given by

$$F_{k,\lambda}(x) = 1 - e^{-(x/\lambda)^k}. \quad (17)$$

It is possible to express the moments of the Weibull distribution, $\langle x^m \rangle$, using $k$ and $\lambda$:

$$\langle x^m \rangle = \lambda^m \Gamma \left(1 + \frac{m}{k}\right), \quad (18)$$

where $\Gamma$ is the Gamma function. Thus, it is sufficient to calculate the first and second moments of a time series and, from them, to find the $k$ and $\lambda$ that characterize the Weibull distribution (assuming that we have a priori knowledge that the series is Weibull distributed). The $k$ parameter can be calculated using two different moments $(n, m)$ of the time series by solving (numerically) a transcendental equation $\langle x^n \rangle^m/\langle x^m \rangle = (\Gamma(1+n/k))^{m/n}/\Gamma(1+m/k)$, and $\lambda$ can be estimated by using the first moment (the mean) and the estimated $k$. It is also possible to calculate the $k$ parameter from the slope of the hazard function of the Weibull distribution $W(x)/(1 - F(x)) = (k/\lambda)(x/\lambda)^{k-1}$ when a log–log plot is used. In this paper, we use the second and fourth moments to derive the values of $k$ and $\lambda$. Previous studies used other approximations to estimate $k$ and $\lambda$ [2, 4].

A special case of the Weibull distribution, called the Rayleigh distribution, is obtained when $k = 2$. It can be associated with the distribution of the magnitude of a vector whose components are two independent, Gaussian-distributed, random variables; that is, if $x$ and $y$
are Gaussian-distributed independent random variables, then the distribution of $s = \sqrt{x^2 + y^2}$ is a Rayleigh distribution (a Weibull distribution with $k = 2$).

It is fairly easy to generate an uncorrelated Weibull-distributed time series (using a simple transformation rule). However, below we use time series that are both Weibull distributed and temporally correlated. Such time series are generated as follows:

(i) Generate uncorrelated, Gaussian-distributed, time series.

(ii) Introduce temporal correlations by applying a Fourier transform to the time series from (i), multiply the obtained power spectrum by the power spectrum corresponding to the desired correlations (in our case, exponentially decaying temporal correlations) and apply an inverse Fourier transform.

(iii) Generate uncorrelated Weibull-distributed time series.

(iv) Rank order the time series from step (iii) according to the time series of step (ii).

The resulting time series is both temporally correlated and Weibull distributed. It is important to note that deviations from the desired Weibull parameters and the correlation time may occur due to the finite size of the time series. In order to minimize these deviations, one must ensure that the time series are much longer than the relevant correlation time. Elaborated...
discussions of this and similar methods may be found in [22–24]. In deriving the results presented in the following section, we have used the algorithm mentioned above to generate the Weibull-distributed and temporally correlated wind stress. In addition, the parameters characterizing the Weibull distribution of the currents \(k_{\text{current}}\) and \(\lambda_{\text{current}}\) were derived using the second and fourth moments and the relations mentioned in this subsection.

5. Results

The analytical results presented above for the idealized cases highlight the important role played by the temporal correlations of the wind stress in determining the statistics of surface ocean currents. The behaviors at the limits of long-range temporal correlations \((rT \gg 1)\) and short-range temporal correlations \((T \to 0)\) are intuitive, once derived. The existence of an optimal correlation time, at which the average current amplitude is maximal, is less trivial. A similar maximum was reported by Gonella [20], as described above. McWilliams and Huckle [25] (right panel of figure 11 of their paper) studied the Ekman layer rectification using the \(K\)-profile parameterization and observed a maximum in the depth-averaged variance of the
current speed as a function of the Markov memory time. In what follows, we present the results of the numerical tests.

In figure 6, we show the second moment of the current amplitude for the isotropic, step-like wind-stress model. The analytical results (equation (11)) are compared with the numerical solution of the Ekman model (equations (4)) and the MITgcm modeling of the currents in a simple artificial lake (details of which are provided above, using open boundaries with 1 km resolution). One can see that the dependence of the average current amplitude on the constant wind-stress duration is non-monotonic (due to the fact that the Coriolis effect is significant—$|f| > r$) and that there is excellent agreement between all the results. At the equator (not shown), where $f = 0$, the second moment increases monotonically to $\langle |\tau|^2 \rangle / (r^2 \rho_0^2)$ as a function of $T$.

It was previously argued that, under certain conditions, the wind amplitude (directly related to the wind stress) PDF is well approximated by the Weibull distribution [3]; we thus chose, in our demonstrations, a Weibull distribution of wind stress. In figure 7, we present the Weibull $k_{\text{current}}$ parameter (equation (16)) of the current distribution versus the constant wind-stress duration for two different values ($k_{\text{wind}} = 1$ and 2) of the wind-stress Weibull $k_{\text{wind}}$ parameter (again, we only present here the results of the isotropic case). The analytical value of $k_{\text{current}}$ was found based on the ratio between the fourth moment and the square of the

Figure 10. The Weibull $k_{\text{current}}$ parameter of the current amplitude distribution versus the $k_{\text{wind}}$ parameter of the wind stress with exponentially decaying temporal correlations for different correlation times (corresponding to $1/\gamma'$ as indicated in the figure). The results were obtained using different realizations of the wind stress. The symbols correspond to the mean and the bars to the standard deviation of the different realizations of the wind stress. Due to the finite size of the time series, there are also small deviations in the value of $k_{\text{wind}}$, and the horizontal bars show the standard deviation of these fluctuations. The solid lines are drawn to guide the eye. The values of the Coriolis parameter, $f$, and the Rayleigh friction parameter, $r$, are the same as in figure 9.
Figure 11. Comparison of the analytical results for the second moment of the current amplitude with the results of the detailed MITgcm model with closed boundaries and a coarse resolution of 10 km. It is shown that for a wide range of the wind-stress correlation times (the exponentially decaying temporal correlations were considered), the MITgcm results agree qualitatively with the analytical results of the over-simplified model. On the other hand, the results in the periphery show a significant deviation. These results, combined with the fact that for open boundaries, there was good agreement between the analytical and the simulations results, suggest that, as expected, the simple model fails to capture the boundary effects.

second moment; we note, however, that the current’s PDF is not necessarily a Weibull PDF, and we chose to quantify the current’s PDF using the $k$ parameter of the Weibull distribution for presentation purposes only. The findings of [26] are consistent with the lower range of $k_{\text{wind}}$ values used here. One can see that, for short correlation times, the current amplitude exhibits a Rayleigh distribution ($k_{\text{current}} = 2$), independent of the wind-stress distribution. This corresponds to Gaussian distributions of the current components. In the other limit of long constant wind-stress periods, $k_{\text{current}}$ converges to $k_{\text{wind}}$ (not shown for $k_{\text{wind}} = 2$).

The above results were obtained for the maximal value of the Coriolis parameter, i.e. $f$ at the pole. In figures 8(a) and (b), we show $k_{\text{current}}$ versus $k_{\text{wind}}$ for different values of the constant wind-stress duration, $T$, and the two limiting values of the Coriolis parameter, $f$, at the equator and at the pole. Here again, one observes excellent agreement between the numerical and the analytical results for both values of $f$. The limits of short and long temporal correlations of the wind, at which $k_{\text{current}} = 2$ and $k_{\text{current}} = k_{\text{wind}}$, correspondingly, are clearly demonstrated.

In figures 9 and 10, we present similar results for the case of an exponentially decaying correlation function of the wind stress. As mentioned in section 3.2, the expression for the current’s second moment (equation (15)) holds for any distribution of the wind stress (given that the temporal autocorrelation follows equation (13)), and thus it is possible to obtain analytically the current’s second moment in the case of Weibull-distributed wind stress whose $k$ value does...
not necessarily equal 2. We generated a Weibull-distributed time series that has exponentially decaying temporal correlations, following the procedure described in section 4.2. In figure 9, we present the second moment of the current amplitude versus the correlation time (1/decay rate) of the correlation function. The existence of an optimal decay rate, for which the average current amplitude is maximal, is demonstrated for this case as well. One notable difference is the absence of the secondary maxima points which appeared in the step-like model. For this case, one may easily find that the maximal average amplitude of the currents is obtained for
\[ \gamma = |f| - r, \]
assuming that \(|f| \geq r\).

In figure 10, we present \(k_{\text{current}}\) versus \(k_{\text{wind}}\). Here again, we obtain excellent agreement between the predicted and the numerically obtained limiting behaviors. It is important to note that the good agreement between the MITgcm results and the analytical results has been proven to be valid only for the setup described above, using a fine resolution of 1 km and open boundaries. Different behaviors may occur for different scenarios, such as regions close to the boundary of the domain, spatially variable wind, complex and steep bottom topography, and vertically and spatially variable temperature and salinity. Using a setup with closed boundaries, we found that close to the boundaries of the artificial lake, the results showed a significant deviation due to the boundary effects that were neglected in the analytical model. The results of the MITgcm model with closed boundary conditions and coarser resolution of 10 km are shown in figure 11. All the other figures show the MITgcm results for the case of open boundaries. Moreover, we used a spatially uniform wind stress in our simulation and have not considered the more realistic case of non-uniform wind stress.

6. Summary

In summary, we have shown, in the two idealized cases, that the PDF of wind-driven ocean currents depends on the temporal correlations of the wind. For short-range correlations, the current speed approaches zero, and the PDF of its components is Gaussian. For long-range temporal correlations of the wind, the currents’ PDF is proportional to the wind-stress PDF. The different cases considered here and the MITgcm simulations described above suggest that the existence of a maximal current speed as a function of the temporal correlation time is not unique for the cases studied here, and may also be relevant in more realistic types of temporal correlations and setups. An analysis that is based on the space-dependent model (either in the horizontal or the vertical dimensions or both) is a natural extension of the present study and will allow us to compare the analytical results to altimetry-based surface currents and to study non-local phenomena.
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