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Abstract. In a configuration space whose boundary can be identified with a subset of its interior, a boundary condition can relate the behaviour of a function on the boundary and in the interior. Additionally, boundary values can appear as additive perturbations. Such boundary conditions have recently provided insight into problems from quantum field theory. We discuss interior-boundary conditions in an abstract setting, with a focus on self-adjoint operators, proving self-adjointness criteria, resolvent formulas, and a classification theorem.

1. Introduction

Consider a differential operator on a configuration space consisting of a disjoint union of manifolds with boundary (or corners) of different dimensions,

\[ M = \bigsqcup_{n=1}^{N} M_n. \]

If there is a map \( \iota_n : \partial M_n \to M_{n-1} \), a boundary condition may relate boundary values of a function on \( M_n \) to the values on \( M_{n-1} \supset \iota_n(\partial M_n) \). We call such a boundary condition an interior-boundary condition following Teufel and Tumulka [39, 38, 41]. If, for example, \( \iota_n \) is bijective, we may also add boundary value operators, such as \( f|_{\partial M_n} \circ \iota_n^{-1} \) as perturbations to the differential operator. This gives rise to a coupled system of equations for functions \( f_j = f|_{M_j} \).

A simple example of such a setup is obtained by taking \( M_n = (\mathbb{R}_+)^n \) for \( n = 0, 1 \), i.e., \( M_1 = \mathbb{R}_+ \), \( M_0 = \{0\} = \partial M_1 \). As a differential operator \( L \) on \( M = M_0 \sqcup M_1 \) we may take the (negative) Laplacian on \( \mathbb{R}_+ \), extended to \( M \) by setting \( Lf|_{M_0} = 0 \). Taking a self-adjoint boundary condition for the Laplacian gives rise to decoupled equations for \( f_0, f_1 \). However, one can couple the two functions by a boundary condition such as \( f_1'(0) = f_0 \).

The operator

\[ H(f_0, f_1) = (f_1(0), -f_1'') = Lf + If_1(0), \]

subject to the boundary condition, is then symmetric with respect to the canonical scalar product on \( L^2(M) \cong \mathbb{C} \oplus L^2(\mathbb{R}_+) \) (\( I \) denotes the inclusion of the first summand), since

\[
\langle f, Hf \rangle = \int_{0}^{\infty} \overline{f_0(x)} f_1(0) - \int_{0}^{\infty} \overline{f_1(x)} f_0''(x) dx \\
= \int_{0}^{\infty} |f_1'(x)|^2 dx + \int_{0}^{\infty} \overline{f_0(x)} f_1(0) + \overline{f_1(0)} f_0'(0) \\
= \int_{0}^{\infty} |f_1'(x)|^2 dx + 2\text{Re} \langle \overline{f_0}, f_1(0) \rangle \in \mathbb{R}.
\]
We will work in a more abstract framework, where the configuration space actually plays no role. We rather consider directly two Hilbert spaces \( \mathcal{H} \) and \( \partial \mathcal{H} \), where the first would correspond to \( L^2(M) \) and the second to \( L^2(\partial M) \). Consider a densely defined “maximal” operator \( L_m \) on \( \mathcal{H} \) and two “boundary value operators” \( A_m, B \) mapping (a subset of) \( D(L_m) \) to \( \partial \mathcal{H} \). This is a standard setup for abstract boundary value problems, see [18], [1], [2], [3] and dynamical boundary conditions, see [11], [16] and [10]. Further, on Hilbert spaces, such abstract boundary problems are related to the theory of quasi boundary triples, see [8], [6], [7] and Appendix A.2.

In addition to the usual ingredients, we assume that we are given a bounded operator

\[
I : \partial \mathcal{H} \to \mathcal{H}.
\]

This operator is the characteristic feature of the interior-boundary conditions, since it allows for the formulation of conditions relating elements of \( \mathcal{H} \) and \( \partial \mathcal{H} \). Most of the theory we develop reduces to the usual theory of boundary conditions with the choice \( I = 0 \). Non-trivial examples where such a structure is relevant are hierarchies of boundary value problems. In this case \( \mathcal{H} \) is a finite or countable direct sum of spaces \( \mathcal{H}_n \), \( L_m \) is an operator on \( \mathcal{H}_n \) for each \( n \), \( A_m, B \) map \( \mathcal{H}_n \) to \( \partial \mathcal{H}_n \), and \( I : \partial \mathcal{H}_n \to \mathcal{H}_{n-1} \) is an isomorphism. On this space we can consider operators such as \( H = L_m + IA_m \) subject to boundary conditions, such as \( Bf = I^* f \). Spelling out the equation \( Hf = g \) on \( \mathcal{H}_n \), it reads

\[
L_m f_n + IA_m f_{n+1} = g_n,
\]

with the boundary condition

\[
Bf_n = I^* f_{n-1}.
\]

The unknown \( f_n \) is thus coupled to \( f_{n-1} \) by the boundary condition and to \( f_{n+1} \) by the operator \( IA : \mathcal{H}_{n+1} \to \mathcal{H}_n \).

Formulations of different models from quantum field theory (QFT) in terms of such hierarchies have been proposed by Landau and Peierls [26], Moshinsky and Lopez [31], Yafaev [43], Teufel and Tumulka [39, 38]. There, \( \mathcal{H}_n \) is the kinematical Hilbert space for \( n \) (indistinguishable) particles and possibly some additional particles of a different type, e.g. \( n \) photons and a fixed number of electrons. The spaces with different numbers of particles are coupled since, in quantum field theory, particle numbers are not conserved. In this context \( A_m \) is closely related to the so-called annihilation operator (or a power thereof), an unbounded operator that reduces particle-number by one, and the boundary condition incorporates the process of particle creation. Similar (finite) hierarchies have also been studied as models for nuclear reactions [29, 28, 30, 40].

In quantum mechanics, the dynamics of a system are generated by a self-adjoint operator. However, constructing these and proving self-adjointness for quantum field theoretic models poses many difficulties. One of these is the problem of ultra-violet singularities that stem from the distributional nature of the interactions. Interior-boundary conditions have proved to be an effective way of addressing these singularities. They provide an alternative to renormalisation techniques going back to Nelson [32] and Eckmann [15], with the benefit of giving a direct description of the domain of self-adjointness [20, 25, 24, 35, 36]. These ideas were later extended to more singular models by the second author [21, 22]. Other aspects of specific models with interior-boundary conditions were investigated in [42, 27, 37]. These constructions of self-adjoint operators are related to singular number-preserving interactions that can be described by (generalised) boundary conditions and classified in terms
of self-adjoint extensions of certain “minimal” operators (see e.g. [4, 12, 5, 33], and references therein). Such methods were recently applied an abstract form of interior-boundary conditions by Posilicano [34] (see Remark 3.15 for comparison to our approach).

Our goal in this article is to develop a general theory of interior-boundary conditions. In Section 2 we explain the abstract framework. In Section 3 we discuss operators with “Robin type” boundary conditions of the form $\alpha A_m f + \beta B f = I^* f$, their symmetry and self-adjointness. In Section 4 we consider more general boundary conditions. In particular, we construct a quasi boundary triple (see Appendix A.2) that allows us to relate operators with different boundary conditions and classify certain self-adjoint conditions. In Section 5 we give a non-trivial example to which our theory applies.

2. Abstract Framework

In this section we introduce an abstract framework to formulate interior-boundary conditions and some notational conventions.

**Notation 2.1.** Let $X$ and $Y$ Banach spaces and $T: D(T) \subset X \to Y$ a densely defined operator. For $\lambda \in \rho(T)$, we denote the resolvent of $T$ by

$$R(\lambda, T) := (\lambda - T)^{-1} \in \mathcal{L}(Y, X).$$

For $\lambda \in \mathbb{C} \setminus (\sigma_p(T) \cup \sigma_r(T))$, the algebraic inverse of $\lambda - T$ is a densely defined operator with $D((\lambda - T)^{-1}) = \text{rg}(\lambda - T)$, for which we use the notation $(\lambda - T)^{-1}$.

If $X$ and $Y$ are Hilbert spaces, we denote the adjoint of $T$ by $T^*: D(T^*) \subset Y \to X$. Moreover let $Z$ another Banach space and $S: D(S) \subset Y \to Z$ a densely defined operator. The composition $ST: D(ST) \subset X \to Z$ is the (not necessarily densely defined) operator given by

$$STx := S(Tx), \quad D(ST) := \{x \in D(T): Tx \in D(S)\}.$$  (2.2)

**Abstract Setting 2.2.** As a starting point of our investigation, we assume that we are given the following objects:

(i) two Hilbert spaces $\mathcal{H}$ and $\partial \mathcal{H}$;
(ii) a “maximal” operator $L_m: D(L_m) \subset \mathcal{H} \to \mathcal{H}$;
(iii) a trace operator $B: D(L_m) \subset \mathcal{H} \to \partial \mathcal{H}$;
(iv) a boundary operator $A_m: D(A_m) \subset \mathcal{H} \to \partial \mathcal{H}$;
(v) a bounded “identification” operator $I: \partial \mathcal{H} \to \mathcal{H}$.

We then denote by $L$ the restriction of $L_m$ to the kernel of $B$

$$L := (L_m)|_{\ker(B)}$$  (2.3)

and also

$$A := (A_m)|_{\ker(B)}.$$  (2.4)

We assume these to have the following properties.

**Assumption 2.3.** The operators $L, A, B$ satisfy:

(a) $L$ is self-adjoint
(b) the operator $A$ is relatively $L$-bounded;
(c) for $\lambda \in \rho(L)$: $\text{rg} \left( (AR(\lambda, L))^* \right) \subseteq \ker(\overline{\lambda - L_m})$;
(d) for $\lambda \in \rho(L)$: $B(AR(\lambda, L))^* = \text{Id}_{\partial \mathcal{H}}$. 


Remark 2.4. Note that Assumption 2.3 (d) implies that \((AR(\lambda, L))^*\) is injective and that \(B\) is surjective. Since, in general, \(\text{rg}(T) = \text{ker}(T^*)\), \(\text{rg}(A) \subset \partial \mathcal{H}\) is dense.

**Definition 2.5.** For \(\overline{\lambda} \in \rho(L)\) we define the **abstract Dirichlet operator** associated with \(\lambda\) as
\[
G_{\lambda} := (AR(\overline{\lambda}, L))^*.
\]
Moreover we define the **abstract Dirichlet-to-Neumann operator** associated with \(\lambda\) by
\[
T_{\lambda} := A_m G_{\lambda}, \quad D(T_{\lambda}) = \{\varphi \in \partial \mathcal{H} : G_{\lambda} \varphi \in D(A_m)\}.
\]

**Remark 2.6.** Note that by Assumption 2.3 (b) the abstract Dirichlet operator is bounded, \(G_{\lambda} \in \mathcal{L}(\partial \mathcal{H}, \mathcal{H})\). Further by Assumption 2.3 (c) it satisfies \(\text{rg}(G_{\lambda}) \subseteq \text{ker}(\lambda - L_m)\) and by Assumption 2.3 (d) it is the right-inverse of \(B\). Our definition thus coincides with the common definition of a Dirichlet operator in the literature, e.g. [18].

We now collect some simple consequences of our general assumptions that will play an important role throughout.

**Proposition 2.7.** Under Assumption 2.3 we have:

(i) The domain \(D(L_m)\) of the maximal operator can be decomposed into
\[
D(L_m) = D(L) \oplus \ker(\lambda - L_m).
\]
The projections are given by \(G_{\lambda} B \colon D(L_m) \to \ker(\lambda - L_m)\) and \((\text{Id}_{D(L_m)} - G_{\lambda} B) : D(L_m) \to D(L)\).

(ii) The following identity holds
\[
G_{\lambda}^*(\overline{\lambda} - L)f = Af
\]
for \(f \in D(L)\).

(iii) For \(\lambda, \mu \in \rho(L)\) the domains of the Dirichlet-to-Neumann operators coincide, i.e. \(D(T_{\lambda}) = D(T_{\mu})\) (we will thus simply denote this domain by \(D(T)\)). Moreover their difference, given by
\[
T_{\lambda} - T_{\mu} = (\mu - \lambda)AR(\mu, L)G_{\lambda},
\]
is bounded.

**Proof.** (i) Since \(BG_{\lambda} = \text{Id}_{\partial \mathcal{H}}\), \(G_{\lambda} B\) and \((\text{Id}_{D(L_m)} - G_{\lambda} B)\) are projections on \(D(L_m)\), and (algebraically) \(D(L_m) = \text{rg}(G_{\lambda} B) \oplus \text{rg}(\text{Id} - G_{\lambda} B)\). Assumption 2.3 (b) means that the image satisfies \(\text{rg}(G_{\lambda} B) \subseteq \ker(\lambda - L_m)\). Further, we clearly have
\[
\text{rg}(\text{Id}_{D(L_m)} - G_{\lambda} B) \subseteq \ker(B) = D(L).
\]
Therefore, using \(\ker(G_{\lambda} B) = \text{rg}(\text{Id}_{D(L_m)} - G_{\lambda} B) \subseteq D(L)\), we obtain
\[
D(L_m) = \text{rg}(\text{Id}_{D(L_m)} - G_{\lambda} B) \oplus \text{rg}(G_{\lambda} B) \subseteq D(L) + \ker(\lambda - L_m) \subseteq D(L_m).
\]
Since \(\lambda \in \rho(L)\) by assumption, the latter sum is direct and we have
\[
D(L_m) = D(L) \oplus \ker(\lambda - L_m).
\]
(ii) The definition of \(G_{\lambda}\) implies for \(f \in D(L), g \in \mathcal{H}\):
\[
\langle (\overline{\lambda} - L)f, G_{\lambda} g \rangle_{\mathcal{H}} = \langle (\overline{\lambda} - L)f, (AR(\overline{\lambda}, L))^* g \rangle_{\mathcal{H}}
\]
\[
= \langle (AR(\overline{\lambda}, L))(\overline{\lambda} - L)f, g \rangle_{\mathcal{H}}
\]
\[
= \langle Af, g \rangle_{\mathcal{H}}.
\]
(iii) From resolvent resolvent identity it follows
\[ G_\lambda - G_{\mu} = A(R(\overline{\lambda}, L) - R(\overline{\mu}, L)) = (\overline{\mu} - \lambda)AR(\overline{\lambda}, L)R(\overline{\mu}, L). \]
Using the self-adjointness of L we conclude that
\[ (2.12) \quad G_\lambda - G_{\mu} = (\mu - \lambda)R(\overline{\lambda}, L)^*(AR(\overline{\lambda}, L))^* = (\mu - \lambda))R(\mu, L)G_\lambda. \]
Since A is relatively L-bounded, the term on the right hand side satisfies
\[ \text{rg}((\mu - \lambda)R(\mu, L)G_\lambda) \subseteq D(L) \subset D(A) \]
and the first claim follows. The identity for the difference follows from the definition of \( T_\lambda, T_\mu \) and the boundedness from the fact that A is L-bounded.

We now give a construction procedure that leads to operators \( L_m, B, A_m \) etc. with the properties of Setting 2.2. This construction can be applied in many concrete cases, and we give a simple example below. The logic here is somewhat different than in the definitions, in that we start with the operators \( L, A, I \) and \( T_\lambda \) (for one, arbitrarily fixed \( \lambda \in \rho(L) \)). From these, we construct \( L_m, B \) and \( A_m \) as follows.

**Construction 2.8.** We are given two Hilbert spaces \( \mathcal{H}, \partial \mathcal{H} \) and a bounded operator \( I: \partial \mathcal{H} \to \mathcal{H}. \) Further, we have a self-adjoint operator \( L: D(L) \subset \mathcal{H} \to \mathcal{H}, \) a relatively L-bounded operator \( A: D(A) \to \mathcal{H} \) and a closed operator \( T: D(T) \subset \partial \mathcal{H} \to \partial \mathcal{H}. \) To construct the operators \( L_m, B \) and \( A_m \) we proceed by the following steps:

**Step 1.** Consider the “minimal” operator \( L_0: D(L_0) \subset \mathcal{H} \to \mathcal{H}, \) defined by
\[ (2.13) \quad L_0 f = L f, \quad D(L_0) = D(L) \cap \ker(A) = \ker(A). \]

**Step 2.** Assume that \( \ker(A) \) is dense, so the adjoint \( L_0^* \) is well defined. Let \( \lambda \in \rho(L) \), and, since \( L \) is self-adjoint, also \( \overline{\lambda} \in \rho(L). \) By Proposition 2.7 (ii), the operator \( G_\lambda \) given by \( G_\lambda := (AR(\overline{\lambda}, L))^* \) satisfies
\[ (2.14) \quad \langle (\lambda - L_0^*)G_\lambda f, \varphi \rangle_\mathcal{H} = \langle f, G_\lambda(\overline{\lambda} - L_0)\varphi \rangle_\mathcal{H} = \langle f, A\varphi \rangle_\mathcal{H} = 0 \]
for \( f \in \mathcal{H} \) and \( \varphi \in D(L_0) \subset \ker(A). \) So \( \text{rg}(G_\lambda) \subseteq \ker(\lambda - L_0^*) \) and, since \( \lambda \in \rho(L) \), the operator
\[ (2.15) \quad L_m f := L_0^* f, \quad D(L_m) := D(L) \oplus \text{rg}(G_\lambda). \]
is well defined and Assumption 2.3 (c) is satisfied. Note that, since \( \text{rg}(G_\mu - G_\lambda) \subset D(L) \) by (2.12), the right hand side is independent of \( \lambda. \)

**Step 3.** Now we define \( B: D(L_m) \to \partial \mathcal{H} \) as the left-inverse of \( G_\lambda, \) i.e. using the unique decomposition \( f = f_0 + G_\lambda \varphi, f_0 \in D(L), \varphi \in \text{rg}(G_\lambda), \) we set \( Bf = B(f_0 + G_\lambda \varphi) := \varphi, \) which satisfies Assumption 2.3 (d), and \( L = (L_m)|_{\text{ker}(B)}. \)

**Step 4.** Let \( \lambda \in \rho(L) \) and \( T: D(T) \subset \partial \mathcal{H} \to \partial \mathcal{H} \) a fixed operator. We define the operator \( A_m: D(A_m) \subset \mathcal{H} \to \partial \mathcal{H} \) by
\[ (2.16) \quad A_m f := A f_0 + T \varphi, \quad D(A_m) = D(L) \oplus G_\lambda T D(T) \subset D(L_m). \]
Hence \( A := (A_m)|_{\ker(B)}, \) so \( A_m \) extends \( A, \) and \( T_\lambda = A_m G_\lambda = T. \) The operators \( T_\mu \) for \( \mu \neq \lambda \) are then determined by Proposition 2.7 (iii).

The following example is essentially the model considered by Moshinsky [29, 28, 30] and Yafaev [43].
Example 2.9 (Moshinsky-Yafayev model). Set $\mathcal{H} = L^2(\mathbb{R}^3) \oplus \mathbb{C}$, $\partial \mathcal{H} = \mathbb{C}$, $Iz = (0, z)$. Define on $D(L) = H^2(\mathbb{R}^3) \oplus \mathbb{C}$

\begin{equation}
L(f, z) = (-\Delta f, 0).
\end{equation}

Let $A : D(L) \to \partial \mathcal{H}$ be given by $A(f, z) = f(0)$.

**Step 1.** The operator $L_0$ is the restriction of $L$ to $D(L_0) = H^2_0(\mathbb{R}^3 \setminus \{0\}) \oplus \mathbb{C}$. Note that this operator is densely defined.

**Step 2.** The domain of the adjoint is given by

\begin{equation}
D(L^*_0) = D(L) \oplus \text{span}(g_\lambda, 0),
\end{equation}

with, for any $\lambda \in \rho(L) = \mathbb{C} \setminus \mathbb{R}_+$ (taking the branch of the square root with positive real part)

\begin{equation}
g_\lambda(x) = -\frac{e^{-\sqrt{-\lambda}|x|}}{4\pi|x|}.
\end{equation}

Moreover, we have $G_\lambda z = (zg_\lambda, 0)$. Hence we set\(^1\) $L_m := L_0$, which acts as $L_0^*(f, z) = (-\Delta_0^* f, 0)$, where $-\Delta_0^*$ is the adjoint of $-\Delta|_{H^2_0(\mathbb{R}^3 \setminus \{0\})}$

**Step 3.** The operator $B$, defined as the left-inverse of $G_\lambda$, is given by the formula

\begin{equation}
B(f, z) = -4\pi \lim_{x \to 0} |x| f(x).
\end{equation}

**Step 4.** Since $g_\lambda$ is not continuous in $x = 0$ we cannot define $A_m$ as the evaluation at $x = 0$. However, the following formula, which extends the evaluation, is well defined on $D(L_m)$

\begin{equation}
A_m(f, z) = \lim_{r \to 0} \partial_r r \frac{1}{4\pi} \int_{S^2} f(r\omega)d\omega.
\end{equation}

This yields the formula for $T_\lambda : \mathbb{C} \to \mathbb{C}$

\begin{equation}
T_\lambda = A_m G_\lambda = \lim_{r \to 0} \partial_r \left(\frac{e^{-\sqrt{-\lambda} r}}{4\pi}\right) = \frac{\sqrt{-\lambda}}{4\pi}.
\end{equation}

With this framework in place, the operators with interior-boundary conditions take the form

\begin{equation}
H_{IBC}^{\alpha, \beta}(f, z) = (-\Delta_0^* f, \gamma A_m f + \delta B f)
\end{equation}

\begin{equation}
D(H_{IBC}^{\alpha, \beta}) = \{(f, z) \in D(\Delta_0^*) \oplus \mathbb{C} : \alpha A_m f + \beta B f = z\},
\end{equation}

with complex numbers $\alpha, \beta, \gamma, \delta \in \mathbb{C}$. One easily checks that these operators are symmetric iff $\tilde{\alpha}\gamma, \tilde{\beta}\delta \in \mathbb{R}$ and $\beta\gamma - \tilde{\alpha}\delta = 1$ (see also Lemma 3.4). It is also not difficult to show that these symmetric operators are self-adjoint, see [43]. Note that if instead of our choice of $I$ we would have taken $I = 0$, we would have found the “Laplacian with $\delta$-potential” [4], which is a well known example in the theory of singular boundary value problems. We will use this example throughout the article to illustrate our results.

\(^1\)Note that in general the operator $L_0^*$ is “too big”, in the sense that not all functions in $D(L_0^*)$ have boundary values in $\partial \mathcal{H}$, e.g. if $\partial \mathcal{H} = L^2(\partial M)$. 
3. Interior-Boundary Conditions of Robin Type

In this section we will discuss a simple family of interior-boundary conditions in which the boundary operators $A_m$ and $B$ are related to the values in the interior simply by some constants, exactly as in Example 2.9 (more general conditions are considered later, in Section 4). We then investigate symmetry and self-adjointness of these operators and prove various formulas for their resolvents.

Here, as always, we work within the framework introduced in Setting 2.2 and Assumption 2.3.

**Definition 3.1.** Let $\alpha, \beta, \gamma, \delta \in \mathbb{C}$. The operators with *interior-boundary conditions* (abbreviated IBCs) of type $(\alpha,\beta)$, denoted $H^{\alpha,\beta}_{\text{IBC}}$: $D(H^{\alpha,\beta}_{\text{IBC}}) \subset \mathcal{H} \to \mathcal{H}$ are defined by

\begin{align}
H^{\alpha,\beta}_{\text{IBC}} f &= L_m f + \gamma I A_m f + \delta I B f, \\
D(H^{\alpha,\beta}_{\text{IBC}}) &= \{ f \in D(L_m) \cap D(A_m) : \alpha A_m f + \beta B f = I^* f \}.
\end{align}

Note that $H^{\alpha,\beta}_{\text{IBC}}$ is really a family of operators depending on $\gamma, \delta$. However, since the values of $\gamma, \delta$ play only a minor role we suppress them in the notation. Note also that, up to a bounded perturbation, we can always assume that $\delta = 0$ (if $\beta \neq 0$) or $\gamma = 0$ (for $\alpha \neq 0$), since by the boundary condition (e.g. for $\beta \neq 0$)

$$
\delta I B \big|_{D(H^{\alpha,\beta}_{\text{IBC}})} = \delta \beta^{-1} (I I^* - \alpha I A_m) \big|_{D(H^{\alpha,\beta}_{\text{IBC}})}.
$$

3.1. **Symmetry.** We start by investigating the elementary properties of $H^{\alpha,\beta}_{\text{IBC}}$ in particular symmetry. For this we will make the following additional assumption for the remainder of the article.

**Assumption 3.2.** For all $\lambda \in \rho(L)$, we have $T^*_\lambda \subset T^*_\lambda$. In particular, $T_\lambda$ is symmetric on $\partial \mathcal{H}$ for $\lambda \in \mathbb{R} \cap \rho(L)$.

Note that, since $L$ is self-adjoint by Assumption 2.3 a), $\lambda \in \rho(L)$ implies $\lambda \in \rho(L)$, so the assumption makes sense. By Proposition 2.7 (iii), if $T^*_\lambda \subset T^*_\lambda$ for one $\lambda \in \rho(L)$, then this automatically holds for all $\lambda \in \rho(L)$.

With this assumption, it is easy to show an abstract Green identity, which essentially generalises integration-by-parts for Laplace-type operators to our abstract setting.

**Lemma 3.3.** The following identity holds for all $f, g \in D(L_m) \cap D(A_m)$

$$
\langle (L_m - \lambda) f, g \rangle_{\mathcal{H}} - \langle f, L_m g \rangle_{\mathcal{H}} = \langle B f, A_m g \rangle_{\partial \mathcal{H}} - \langle A_m f, B g \rangle_{\partial \mathcal{H}}.
$$

**Proof.** Let $\lambda \in \rho(L)$ and $f, g \in D(L_m) \cap D(A_m)$. Note that $\overline{\lambda} \in \rho(L)$. Using $D(L_m) = D(L) \oplus \ker(\lambda - L_m)$, $\operatorname{rg}(G_\lambda) \subseteq \ker(\lambda - L_m)$ and Proposition 2.7 (ii) we obtain

\begin{align}
\langle (L_m - \lambda) f, g \rangle_{\mathcal{H}} &= \langle (L_m - \lambda)(\operatorname{Id} - G_\lambda B)f, (\operatorname{Id} - G_\lambda B)g \rangle_{\mathcal{H}} + G_\lambda B g \rangle_{\mathcal{H}} \\
&= \langle (L - \lambda)(\operatorname{Id} - G_\lambda B)f, (\operatorname{Id} - G_\lambda B)g \rangle_{\mathcal{H}} + (G_\lambda)^*(L - \lambda)(\operatorname{Id} - G_\lambda B)f, B g \rangle_{\partial \mathcal{H}} \\
&= \langle (L - \lambda)(\operatorname{Id} - G_\lambda B)f, (\operatorname{Id} - G_\lambda B)g \rangle_{\mathcal{H}} - \langle A(\operatorname{Id} - G_\lambda B)f, B g \rangle_{\partial \mathcal{H}} + \langle T_\lambda B f, B g \rangle_{\partial \mathcal{H}}.
\end{align}

(3.2)

By an analogous calculation we obtain

\begin{align}
\langle f, (L_m - \overline{\lambda}) g \rangle_{\mathcal{H}} &= \langle (\operatorname{Id} - G_\lambda B)f, (L - \overline{\lambda})(\operatorname{Id} - G_\lambda B)g \rangle_{\mathcal{H}} - \langle B f, A_m g \rangle_{\partial \mathcal{H}} + \langle B f, T_\lambda B g \rangle_{\partial \mathcal{H}}.
\end{align}

(3.3)
By the symmetry of $L$ and $T_\Lambda \subset T_\Lambda^*$, taking the difference of these two equations proves the claim. \hfill \Box

With this result we can easily determine when $H_{IBC}^{\alpha,\beta}$ is symmetric. Conditions of this type where also given in [41, eq. (8)-(10)]. The necessity of these conditions will be further addressed in the more general framework of Section 4.

**Lemma 3.4.** The operators $H_{IBC}^{\alpha,\beta}$ are symmetric on $\mathcal{H}$ if

$$\bar{\alpha}\gamma, \bar{\beta}\delta \in \mathbb{R} \quad \text{and} \quad \beta\gamma - \bar{\alpha}\delta = 1.$$  

**Proof.** From Lemma 3.3 we conclude

$$\langle H_{IBC}^{\alpha,\beta}f,g \rangle_{\mathcal{H}} - \langle f,H_{IBC}^{\alpha,\beta}g \rangle_{\mathcal{H}} = \langle Bf,Amg \rangle_{\partial \mathcal{H}} - \langle Amf,Bg \rangle_{\partial \mathcal{H}} + \gamma \langle IAmf,g \rangle_{\mathcal{H}} + \delta \langle IBg,f \rangle_{\mathcal{H}}$$

$$- \gamma \langle f,IAmg \rangle_{\mathcal{H}} - \delta \langle f,IBg \rangle_{\mathcal{H}}$$

for $f,g \in D(H_{IBC}^{\alpha,\beta})$. The IBC $\alpha Amf + \beta Bf = I^*f$ now implies

$$\gamma \langle IAmf,g \rangle_{\mathcal{H}} + \delta \langle IBg,f \rangle_{\mathcal{H}} - \gamma \langle f,IAmg \rangle_{\mathcal{H}} - \delta \langle f,IBg \rangle_{\mathcal{H}}$$

$$= \bar{\alpha}\gamma \langle Amf,Amg \rangle_{\partial \mathcal{H}} + \bar{\beta}\delta \langle Bf,Bg \rangle_{\partial \mathcal{H}} + \bar{\alpha}\delta \langle Amf,Bg \rangle_{\partial \mathcal{H}} + \bar{\beta}\gamma \langle Bf,Amg \rangle_{\partial \mathcal{H}}$$

$$- \alpha\gamma \langle Amf,Amg \rangle_{\partial \mathcal{H}} - \beta\delta \langle Bf,Bg \rangle_{\partial \mathcal{H}} - \alpha\delta \langle Amf,Bg \rangle_{\partial \mathcal{H}} - \beta\gamma \langle Bf,Amg \rangle_{\partial \mathcal{H}}$$

$$= (\bar{\alpha}\gamma - \alpha\gamma) \langle Amf,Amg \rangle_{\partial \mathcal{H}} + (\bar{\beta}\delta - \beta\delta) \langle Bf,Bg \rangle_{\partial \mathcal{H}} + (\bar{\beta}\gamma - \alpha\delta) \langle Bf,Amg \rangle_{\partial \mathcal{H}}$$

for $f,g \in D(H_{IBC}^{\alpha,\beta})$. Combining (3.4) and (3.5) yields

$$\langle H_{IBC}^{\alpha,\beta}f,g \rangle_{\partial \mathcal{H}} - \langle f,H_{IBC}^{\alpha,\beta}g \rangle_{\partial \mathcal{H}} = (\bar{\alpha}\gamma - \alpha\gamma) \langle Amf,Amg \rangle_{\partial \mathcal{H}} + (\bar{\beta}\delta - \beta\delta) \langle Bf,Bg \rangle_{\partial \mathcal{H}}$$

$$+ (\bar{\beta}\gamma - \alpha\delta - 1) \langle Amf,Bg \rangle_{\partial \mathcal{H}} - (\beta\gamma - \bar{\alpha}\delta - 1) \langle Bf,Amg \rangle_{\partial \mathcal{H}},$$

so clearly $H_{IBC}^{\alpha,\beta}$ is symmetric under the given conditions. \hfill \Box

**Remark 3.5.** The results of this section show that $(\partial \mathcal{H}, B, A_m)$ is a quasi boundary triple for the restriction $(L_m)|_{D(A_m)}$ (see Definition A.1).

In this context, the identity (3.2) is called the abstract Green identity. By Remark 2.4, $A = (A_m)|_{\ker(B)}$ has dense range and $B$ is surjective. This implies that $(A_m,B): D(A_m) \cap D(L_m) \to \partial \mathcal{H} \times \partial \mathcal{H}$ has dense range. Finally, $L = (L_m)|_{\ker(B)}$ is a self-adjoint operator on $\mathcal{H}$, by hypothesis.

### 3.2. Self-adjointness

In the framework of quasi boundary triples, the symmetric/self-adjoint boundary conditions for $L_m$ have been studied extensively [14, 13, 8, 9, 33]. In particular, this applies to the Robin-type conditions $\alpha Af + \beta Bf = 0$, that correspond to the choice $I = 0$ for $H_{IBC}^{\alpha,\beta}$.

In this section we study the self-adjointness of $H_{IBC}^{\alpha,\beta}$ in relation to these Robin-type operators and provide formulas for its resolvent. Throughout, we assume that the parameters $\alpha, \beta, \gamma, \delta$ satisfy the symmetry condition of Lemma 3.4

$$\bar{\alpha}\gamma, \bar{\beta}\delta \in \mathbb{R} \quad \text{and} \quad \beta\gamma - \bar{\alpha}\delta = 1.$$  

We begin by introducing the usual Robin-type operators.
Example 2.9

Proposition 2.7

We now obtain the following statements.

Solving the first equation for $f$ we obtain the solution to $(3.10)$

The operators $L_{\alpha,\beta}$ are symmetric if $\alpha \overline{\beta} \in \mathbb{R}$, which is implied by the symmetry conditions for $H_{IBC}^\alpha$.

In the Moshinsky-Yafaev model (Example 2.9), the operators $L_{\alpha,\beta}$ correspond to the Laplacian in $\mathbb{R}^3$ with a $\delta$-potential at $x = 0$ and coupling (scattering length) $\alpha \beta^{-1} = \alpha \overline{\beta} |\beta|^{-2} \in \mathbb{R} \cup \{\pm \infty\}$. The relationship between $L_{\alpha,\beta}$ and $H_{IBC}^\alpha$ will be expressed using the following operators that generalise $G_{\lambda}$.

Definition 3.6. For $\alpha, \beta \in \mathbb{C}$ we denote by $L_{\alpha,\beta} : D(L_{\alpha,\beta}) \subset \mathcal{H} \to \mathcal{H}$ the abstract operator with Robin boundary conditions

We will study the relationship between $L_{\alpha,\beta}$ and $H_{IBC}^\alpha$. Expressing properties of $H_{IBC}^\alpha$ by those of $L_{\alpha,\beta}$ is useful, since the latter are better understood. The operator $L_{0,1} = L$ is usually particularly simple.

Theorem 3.8. Let $\lambda \in \rho(L_{\alpha,\beta})$. We define the abstract Dirichlet-operators associated with $\alpha, \beta$ and $\lambda$ by

Moreover we define the abstract Dirichlet-to-Neumann operator associated with $\alpha, \beta$ and $\lambda$ by

In order to investigate these operators, we need the following well-known resolvent formula for $L_{\alpha,\beta}$ (see e.g. [14, 13, 8]).

Definition 3.7. Let $\lambda \in \rho(L_{\alpha,\beta})$. We define the abstract Dirichlet-operators associated with $\alpha, \beta$ and $\lambda$ by

Lemma 3.9. Let $(\alpha, \beta) \neq 0$ and $\lambda \in \rho(L)$. Then $\lambda \in \rho(L_{\alpha,\beta})$ if and only if $\alpha T_{\lambda} + \beta$ is one-to-one and $\text{rg}(A) \subset \text{rg}(\alpha T_{\lambda} + \beta)$. In this case the resolvent satisfies

Proof. Since $L$ is self-adjoint, we have $\lambda, \overline{\lambda} \in \rho(L)$ and we can write $f = f_0 + G_{\lambda} \varphi$ with $f_0 \in D(L)$. The equation $(\lambda - L_{\alpha,\beta})f = g$ then takes the form

A solution $\varphi$ to the second equation is clearly unique if and only if $\ker(\alpha T_{\lambda} + \beta) = \{0\}$, so $(\alpha T_{\lambda} + \beta)$ must be one-to-one.

Solving the first equation for $f_0 = R(\lambda, L)g$, we see that $f_0$ can be any element of $D(L)$, depending on $g$. Hence the solution to the system (3.11) exists for every $g \in \mathcal{H}$ exactly if $\text{rg}(A) \subset \text{rg}(\alpha T_{\lambda} + \beta)$. Under these hypothesis and using the algebraic inverse

we obtain the solution to (3.11) as

which gives the resolvent formula.

Similar to Proposition 2.7 we now obtain the following statements.

Proposition 3.9. For $\lambda \in \rho(L_{\alpha,\beta}) \cap \rho(L)$:
Lemma 3.8, since Remark 2.4 we thus have

\[ (\alpha T^*_\lambda + \beta)^{-1} : \operatorname{rg}(\alpha T^*_\lambda + \beta) \to \partial \mathcal{H} \]

and we have

\[ G^{\alpha, \beta}_\lambda = G^*_\lambda (\alpha T^*_\lambda + \beta)^{-1} ; \]

(iii) The image satisfies \( \operatorname{rg}(G^{\alpha, \beta}_\lambda) \subset \ker(\bar{\lambda} - L_m) \cap D(A_m) ; \)

(iv) The following identity holds

\[ (\alpha A_m + \beta B)G^{\alpha, \beta}_\lambda = \operatorname{Id}_{D(G^{\alpha, \beta}_\lambda)} . \]

(v) The operator \( T^{\alpha, \beta}_\lambda \) is densely defined and given by the formula

\[ T^{\alpha, \beta}_\lambda = (\gamma T^*_\lambda + \delta)(\alpha T^*_\lambda + \beta)^{-1} . \]

**Proof.** (i) By definition, \( G^{\alpha, \beta}_\lambda \) is (a restriction of) the adjoint of an everywhere-defined operator. It is thus sufficient to prove that \( G^{\alpha, \beta}_\lambda \) is densely defined, because this implies that it is the adjoint of a closable operator, and this is closed and bounded since it is everywhere defined. The claim will thus follow from (ii).

(ii) First note that for \( \alpha \beta \in \mathbb{R} \) (which follows from the assumed relations of \( \alpha, \beta, \gamma, \delta \), we have \( L_{\alpha, \beta} = L_{\alpha, \beta} \). With the resolvent formula of Lemma 3.8 we thus have

\[ (\gamma A_m + \delta B)R(\lambda, L_{\alpha, \beta}) = (\gamma A_m + \delta B) \left( 1 - \bar{\alpha} G^*_\lambda (\bar{\alpha} T^*_\lambda + \bar{\beta})^{-1} A \right) R(\lambda, L) \]

\( = \left( \gamma A - \bar{\alpha} (\gamma T^*_\lambda + \delta) (\bar{\alpha} T^*_\lambda + \bar{\beta})^{-1} A \right) R(\lambda, L) . \]

(3.14)

Now on \( \operatorname{rg}(A) \)

\[ \bar{\alpha}(\gamma T^*_\lambda + \delta) (\bar{\alpha} T^*_\lambda + \bar{\beta})^{-1} = \gamma \operatorname{Id}_{\operatorname{rg}(A)} + (\bar{\alpha} \delta - \gamma \bar{\beta}) (\bar{\alpha} T^*_\lambda + \bar{\beta})^{-1} , \]

so (3.14) simplifies to

\[ (\gamma A_m + \delta B)R(\lambda, L_{\alpha, \beta}) = (\bar{\alpha} T^*_\lambda + \bar{\beta})^{-1} AR(\lambda, L) . \]

This shows that, for all \( \varphi \) in the domain of the adjoint of \( (\bar{\alpha} T^*_\lambda + \bar{\beta})^{-1} \) which is well defined since \( \operatorname{rg}(A) \subset D((\bar{\alpha} T^*_\lambda + \bar{\beta})^{-1}) \) is dense by Remark 2.4, we have

\[ ((\gamma A_m + \delta B)R(\lambda, L_{\alpha, \beta}))^* \varphi = G^*_\lambda \left( (\bar{\alpha} T^*_\lambda + \bar{\beta})^{-1} \right)^* \varphi \]

(3.17)

We now need to show that \( D(G^{\alpha, \beta}_\lambda) = \operatorname{rg}(T^*_\lambda + \beta) \) is contained in the domain of this adjoint and dense. Density is an immediate consequence of Lemma 3.8, since

\[ \operatorname{rg}(\alpha T^*_\lambda + \beta)^{-1} = \ker(\bar{\alpha} T^*_\lambda + \bar{\beta}) = \{ 0 \} . \]

For all \( \psi \in D(T^*_\lambda) \), \( \varphi \in \operatorname{rg}(\bar{\alpha} T^*_\lambda + \bar{\beta}) \) we have

\[ \langle (\alpha T^*_\lambda + \beta) \psi, (\bar{\alpha} T^*_\lambda + \bar{\beta})^{-1} \varphi \rangle_{\partial \mathcal{H}} = \langle \psi, \varphi \rangle_{\partial \mathcal{H}} , \]

(3.19)

so we clearly have

\[ \left( (\bar{\alpha} T^*_\lambda + \bar{\beta})^{-1} \right)^* (\alpha T^*_\lambda + \beta) = \operatorname{Id}_{D(T^*_\lambda)} . \]

(3.20)
This completes the proof of (ii) and thereby also (i).

(iii) The fact that \( \text{rg}(G_{\alpha \beta}^\lambda) \subset \ker(\lambda - L_m) \) is immediate from (ii). Since the range of \((\alpha T_\lambda + \beta)^{-1}\) is contained in \(D(T_\lambda^*)\), we also have \(\text{rg}(G_{\alpha \beta}^\lambda) \subset D(A_m)\).

(iv) Again using (ii) we find
\[
(\alpha A_m + \beta B)G_{\alpha \beta}^\lambda = (\alpha A_m + \beta B)(\alpha T_\lambda + \beta)^{-1} = (\alpha T_\lambda + \beta)(\alpha T_\lambda^* + \beta)^{-1}.
\]
Since \(T_\lambda \subset T_\lambda^*\) this proves the claim.

(v) This follows immediately from (i) and (ii).

\(\Box\)

We can now go back to investigating the operator \(H_{\text{IBC}}^{\alpha \beta}\). The following lemma provides a parametrisation of \(D(H_{\text{IBC}}^{\alpha \beta})\) in terms of \(D(L_{\alpha \beta})\), under the condition that \(\text{Id} - G_{\alpha \beta}^\lambda I^*\) is invertible for some \(\lambda \in \rho(L_{\alpha \beta})\). This is certainly satisfied if \(L_{\alpha \beta}\) is self-adjoint, \(A_m\) is infinitesimally \(L_{\alpha \beta}\)-bounded and the imaginary part of \(\lambda\) is large enough. It is also usually satisfied if there is a hierarchical structure of the form that we have in applications to quantum field theory, see Remark 5.5. In the Moshinsky-Yaafev model (Example 2.9), this is particularly obvious, since \((G_{\alpha \beta}^\lambda I^*)^2 = 0\), so the inverse is simply given by \((\text{Id} - G_{\alpha \beta}^\lambda I^*)^{-1} = \text{Id} + G_{\alpha \beta}^\lambda I^*\).

This parametrisation for the case \(\alpha = 0\) appears already in the works [24, 21, 36, 35], where it plays an important role.

**Lemma 3.10.** Assume that \(\tilde{\lambda} \in \rho(L) \cap \rho(L_{\alpha \beta})\). If \(1 \in \rho(G_{\alpha \beta}^\lambda I^*)\), we denote \(\Gamma_{\alpha \beta} := R(1, G_{\alpha \beta}^\lambda I^*)\) and the equality
\[
D(H_{\text{IBC}}^{\alpha \beta}) = (\text{Id} - G_{\alpha \beta}^\lambda I^*)^{-1}D(L_{\alpha \beta}) = \Gamma_{\alpha \beta} D(L_{\alpha \beta}).
\]
holds.

**Proof.** Since both sides are subsets of \(D(L_m) \cap D(A_m)\) it is sufficient to verify the boundary conditions.

Assume first that \(f = f_0 + G_{\lambda} \varphi \in D(H_{\text{IBC}}^{\alpha \beta}), f_0 \in D(L)\). Using the interior-boundary condition and Lemma 3.8 we first find
\[
I^* f = (\alpha T_\lambda + \beta)\varphi + A f_0 \in \text{rg}(\alpha T_\lambda + \beta) \subset \text{rg}(T_\lambda^* + \beta).
\]
We thus have \(f \in D(G_{\alpha \beta}^\lambda I^*)\) and can use Proposition 3.9 (iv) to obtain
\[
(\alpha A_m + \beta B)(\text{Id} - G_{\alpha \beta}^\lambda I^*) f = (\alpha A_m + \beta B) f - (\alpha A_m + \beta B)G_{\alpha \beta}^\lambda I^* f = I^* f - I^* f = 0.
\]

Conversely, we assume that \(\eta \in D(L_{\alpha \beta})\). Since \((\text{Id} - G_{\alpha \beta}^\lambda I^*)\) is invertible and hence surjective, there exists an \(f \in D(G_{\alpha \beta}^\lambda I^*)\) with \(\eta = (\text{Id} - G_{\alpha \beta}^\lambda I^*) f\). Note that
\[
f = \left\{ f \in D(A_m) \cap D(B) \ : \ f \in D(L_m) \cap D(B) \right\}
\]
It follows from Proposition 3.9 (iv) that
\[
(\alpha A_m + \beta B) f = (\alpha A_m + \beta B)G_{\alpha \beta}^\lambda I^* f = I^* f
\]
and hence \(f \in D(H_{\text{IBC}}^{\alpha \beta})\).

\(\square\)

The following lemma relates relative bounds of \(A_m\) and \(T_\lambda\), using the \(L\)-boundedness of \(A\) and the decomposition of Proposition 2.7(i). Recall that by our convention
\[
D(IT_{\alpha \beta}^\lambda) = \{ f \in \mathcal{H} : I^* f \in D(T_{\alpha \beta}^\lambda) \}.
\]
Lemma 3.11. Assume that $\lambda, \bar{\lambda} \in \rho(L_{\alpha,\beta}) \cap \rho(L)$ and $1 \in \rho(G_{\lambda}^{\alpha,\beta}I^*)$. Further, assume that $IT_\lambda^{\alpha,\beta}I^*$ is relatively $(\text{Id} - G_\Lambda^{\alpha,\beta}I^*)(L_{\alpha,\beta} - \lambda)(\text{Id} - G_{\bar{\lambda}}^{\alpha,\beta}I^*)$-bounded of bound $a < 1$. Then

(i) $IT_\lambda^{\alpha,\beta}I^*$ is relatively $\mathcal{H}_{\text{IBC}}^{\alpha,\beta}$-bounded. If $a = 0$, i.e. the bound relative to $(\text{Id} - G_\Lambda^{\alpha,\beta}I^*)(L_{\alpha,\beta} - \lambda)(\text{Id} - G_{\bar{\lambda}}^{\alpha,\beta}I^*)$ is infinitesimal, then the $\mathcal{H}_{\text{IBC}}^{\alpha,\beta}$-bound is also infinitesimal.

(ii) $IA_m$ is relatively $\mathcal{H}_{\text{IBC}}^{\alpha,\beta}$-bounded. If $a = 0$, then the $\mathcal{H}_{\text{IBC}}^{\alpha,\beta}$-bound is also infinitesimal.

Proof. (i) From the definition of $G_{\lambda}^{\alpha,\beta}$ we obtain

\begin{equation}
(G_{\lambda}^{\alpha,\beta}I^*)^*(\lambda - L_{\alpha,\beta}) = I(G_{\lambda}^{\alpha,\beta}I^*)^*(\lambda - L_{\alpha,\beta}) = \gamma IA_m + \delta IB.
\end{equation}

Using $\text{rg}(G_{\lambda}^{\alpha,\beta}) \subset \ker(\lambda - L_m)$ and Lemma 3.10 it follows for $f \in D(\mathcal{H}_{\text{IBC}}^{\alpha,\beta})$

\begin{equation}
(H_{\text{IBC}}^{\alpha,\beta} - \lambda)f = (L_{\alpha,\beta} - \lambda)(\text{Id} - G_{\lambda}^{\alpha,\beta}I^*)f + \gamma A_m f + \delta Bf
\end{equation}

\begin{equation}
= (\text{Id} - G_{\lambda}^{\alpha,\beta}I^*)^*(L_{\alpha,\beta} - \lambda)(\text{Id} - G_{\bar{\lambda}}^{\alpha,\beta}I^*)f + (G_{\lambda}^{\alpha,\beta}I^*)^*(L_{\alpha,\beta} - \lambda)(\text{Id} - G_{\bar{\lambda}}^{\alpha,\beta}I^*)f + \gamma IA_m f + \delta IBf.
\end{equation}

With (3.27) the last line becomes

\begin{equation}
(G_{\lambda}^{\alpha,\beta}I^*)^*(L_{\alpha,\beta} - \lambda)(\text{Id} - G_{\lambda}^{\alpha,\beta}I^*)f + \gamma IA_m f + \delta IBf = (\gamma IA_m + \delta IB)G_{\lambda}^{\alpha,\beta}I^*f = IT_\lambda^{\alpha,\beta}I^*,
\end{equation}

and consequently

\begin{equation}
(H_{\text{IBC}}^{\alpha,\beta} - \lambda)f = (\text{Id} - G_{\lambda}^{\alpha,\beta}I^*)^*(L_{\alpha,\beta} - \lambda)(\text{Id} - G_{\bar{\lambda}}^{\alpha,\beta}I^*)f + IT_\lambda^{\alpha,\beta}I^*.
\end{equation}

In particular we obtain that $D(H_{\text{IBC}}^{\alpha,\beta}) \subset D(IT_\lambda^{\alpha,\beta}I^*)$. Since $I \in \mathcal{L}(\partial \mathcal{H}, \mathcal{H})$ we conclude

\begin{equation}
\|IT_\lambda^{\alpha,\beta}I^* f\| \leq a\|\lambda \in \rho(L_{\alpha,\beta})\text{Id} - G_{\lambda}^{\alpha,\beta}I^*\| + b\|f\|
\end{equation}

\begin{equation}
\leq a\|H_{\text{IBC}}^{\alpha,\beta}\| + a\|IT_\lambda^{\alpha,\beta}I^* f\| + (b + |\lambda|)\|f\|
\end{equation}

for all $f \in D(H_{\text{IBC}}^{\alpha,\beta})$. Since $a < 1$, the claim follows by absorbing the $\|IT_\lambda^{\alpha,\beta}I^* f\|$-term on the left hand side.

(ii) By Proposition 3.9(i) we have that $G_{\lambda}^{\alpha,\beta}$ is bounded and by the proof of Proposition 3.9(i) that $(\gamma A_m + \delta B)R(\lambda, L_{\alpha,\beta})$ is bounded. It follows from (3.16) that

\begin{equation}
(\bar{\alpha} T_\lambda + \bar{\beta})^{-1}AR(\lambda, L) = (\gamma A_m + \delta B)R(\lambda, L_{\alpha,\beta}).
\end{equation}

Hence Lemma 3.8 implies that

\begin{equation}
BR(\lambda, L_{\alpha,\beta}) = BR(\lambda, L_{\bar{\alpha},\bar{\beta}})
\end{equation}

\begin{equation}
= B(\text{Id} - \bar{\alpha} G_\Lambda(\bar{\alpha} T_\lambda + \bar{\beta})^{-1}A)R(\lambda, L)
\end{equation}

\begin{equation}
= -\bar{\alpha}(\bar{\alpha} T_\lambda + \bar{\beta})^{-1}AR(\lambda, L)
\end{equation}

\begin{equation}
= -\bar{\alpha}(\gamma A_m + \delta B)R(\lambda, L_{\alpha,\beta})
\end{equation}

is bounded, and we conclude that $\gamma A_m R(\lambda, L_{\alpha,\beta})$ is also bounded. In the following we consider the case $\beta \neq 0$. The case $\beta = 0$ works by the same arguments.
By Lemma 3.10 we obtain, using the Robin boundary condition

\[ \gamma I A_m f + \delta I B f = I(\gamma A_m + \delta B)G^{\alpha\beta}_{\lambda} I^* f + I(\gamma A_m + \delta B)(\text{Id} - G^{\alpha\beta}_{\lambda} I^*) f \]

\[ = IT^{\alpha\beta}_{\lambda} I^* f + I(\gamma A_m + \delta B)(\text{Id} - G^{\alpha\beta}_{\lambda} I^*) f \]

\[ = IT^{\alpha\beta}_{\lambda} I^* f + \frac{1}{\beta} I A_m (\text{Id} - G^{\alpha\beta}_{\lambda} I^*) f \]

for \( f \in D(H^{\alpha\beta}_{\text{IBC}}) \). The first term is relatively \( H^{\alpha\beta}_{\text{IBC}} \)-bounded by (i). Since \( A_m R(\lambda, L_{\alpha,\beta}) \) is bounded and \( 1 \in \rho(G^{\alpha\beta}_{\lambda} I^*) \), we obtain using (3.30) that

\[ ||IA_m (\text{Id} - G^{\alpha\beta}_{\lambda} I^*) f|| \leq \bar{a} \cdot ||(L_{\alpha,\beta} - \lambda)(\text{Id} - G^{\alpha\beta}_{\lambda} I^*) f|| + b ||f|| \]

\[ \leq \bar{a} C \cdot \|(\text{Id} - G^{\alpha\beta}_{\lambda} I^*)^* (L_{\alpha,\beta} - \lambda)(\text{Id} - G^{\alpha\beta}_{\lambda} I^*)|| + b ||f|| \]

\[ = \bar{a} C \cdot ||H^{\alpha\beta}_{\text{IBC}} f|| + \bar{a} C \cdot ||IT^{\alpha\beta}_{\lambda} I^* f|| + b ||f|| \]

for \( f \in D(H^{\alpha\beta}_{\text{IBC}}) \), where \( C := \|(\text{Id} - G^{\alpha\beta}_{\lambda} I^*)^{-1}|| \). Using (i), we conclude

\[ ||IA_m f + \delta I B f|| \leq \bar{a} ||H^{\alpha\beta}_{\text{IBC}} f|| + b ||f|| \]

for \( f \in D(H^{\alpha\beta}_{\text{IBC}}) \), i.e. the operator \( (\gamma I A_m + \delta IB) \) is relatively \( H^{\alpha\beta}_{\text{IBC}} \)-bounded of bound \( \bar{a} := a \cdot \left(1 + \frac{\mu}{\beta}\right) \). In particular the bound is infinitesimal if the bound \( a \) is infinitesimal.

Now the claim follows, since by the IBC

\[ \gamma I A_m f + \delta I B f = \frac{1}{\beta} A_m f - \frac{\delta}{\beta} I I^* f, \]

and \( I I^* \) is bounded.

Apart from the statement of Lemma 3.11, an important finding is the equation (3.30). It represents \( H^{\alpha\beta}_{\text{IBC}} \) as a perturbation of an operator that is obtained by transforming \( L_{\alpha,\beta} \). This leads to the main theorem of this section.

**Theorem 3.12.** Assume that \( L_{\alpha,\beta} \) is self-adjoint and let \( \lambda \in \rho(L_{\alpha,\beta}) \cap \rho(L) \). Assume also that \( 1 \in \rho(G^{\alpha\beta}_{\lambda} I^*) \cap \rho(G^{\alpha\beta}_{\lambda} I^*) \) and \( IT^{\alpha\beta}_{\lambda} I^* \) is relatively \( (\text{Id} - G^{\alpha\beta}_{\mu} I^*)^* (L_{\alpha,\beta} - \mu)(\text{Id} - G^{\alpha\beta}_{\mu} I^*) \) bounded with bound \( a < 1 \) for \( \mu \in \{\lambda, \bar{\lambda}\} \). Then \( H^{\alpha\beta}_{\text{IBC}} \) is self-adjoint.

Moreover, with \( \Gamma^{\alpha\beta}_{\lambda} = R(1, G^{\alpha\beta}_{\lambda} I^*) \), we have

\[ \lambda \in \rho(L_{\alpha,\beta}) \cap \rho(H^{\alpha\beta}_{\text{IBC}}) \iff 1 \in \rho(\Gamma^{\alpha\beta}_{\lambda} I *) \]

and the resolvent is then given by

\[ R(\lambda, H^{\alpha\beta}_{\text{IBC}}) = \Gamma^{\alpha\beta}_{\lambda} R(\lambda, L_{\alpha,\beta}) \left[1 - (\Gamma^{\alpha\beta}_{\lambda} I *) R(\lambda, L_{\alpha,\beta})\right]^{-1} \Gamma^{\alpha\beta}_{\lambda}. \]

**Proof.** As \( L, L_{\alpha,\beta} \) are self-adjoint, we also have \( \bar{\lambda} \in \rho(L_{\alpha,\beta}) \cap \rho(L) \).
Using (3.30) twice, we write
\begin{equation}
H_{IBC}^{\alpha,\beta} = \frac{1}{2}(H_{IBC}^{\alpha,\beta} - \lambda) + \frac{1}{2}(H_{IBC}^{\alpha,\beta} - \bar{\lambda}) + \text{Re}(\lambda) \\
= \frac{1}{2}(\text{Id} - G_{\lambda}^{\alpha,\beta} I^*)^*(L_{\alpha,\beta} - \lambda)(\text{Id} - G_{\lambda}^{\alpha,\beta} I^*)f + \frac{1}{2}(\text{Id} - G_{\lambda}^{\alpha,\beta} I^*)^*(L_{\alpha,\beta} - \bar{\lambda})(\text{Id} - G_{\lambda}^{\alpha,\beta} I^*)f \\
+ \frac{1}{2}(IT_{\lambda}^{\alpha,\beta} I^* + IT_{\lambda}^{\alpha,\beta} I^*) + \text{Re}(\lambda).
\end{equation}

Since both $H_{IBC}^{\alpha,\beta}$ and the sum of the two expressions involving $L_{\alpha,\beta}$ are symmetric on $D(H_{IBC}^{\alpha,\beta})$, so is the last line. Self-adjointness of $H_{IBC}^{\alpha,\beta}$ thus follows from the Kato-Rellich theorem. To show the resolvent formula, we take (3.30) and use that $\lambda \in \rho(L_{\alpha,\beta})$ to write

\begin{equation}
\lambda - H_{IBC}^{\alpha,\beta} = (\text{Id} - G_{\lambda}^{\alpha,\beta} I^*)^* \left( \lambda - L_{\alpha,\beta} - (I_{\lambda}^{\alpha,\beta})^* IT_{\lambda}^{\alpha,\beta} I^* \lambda_{\alpha,\beta} \right) (\text{Id} - G_{\lambda}^{\alpha,\beta} I^*)
\end{equation}

If $1 \in \rho(G_{\lambda}^{\alpha,\beta} I^*) \cap \rho(G_{\lambda}^{\alpha,\beta} I^*)$ and $\lambda \in \rho(L_{\alpha,\beta})$, the right hand side is invertible if and only if $1 \in \rho((I_{\lambda}^{\alpha,\beta})^* IT_{\lambda}^{\alpha,\beta} I^* \lambda_{\alpha,\beta} R(\lambda, L_{\alpha,\beta}))$. Assuming this implies the formula as claimed. \hfill \Box

In Example 2.9, the hypothesis on $T_{\alpha,\beta}$ are all trivially satisfied, since $\partial \mathcal{H}$ is one-dimensional. For the applications in [24, 21, 36, 35] proving the relative bound for $T_{\lambda}$ was the main technical difficulty. For the case $\alpha = 0$ relevant here, we can formulate the following corollary. A similar abstract formulation has appeared in [34].

**Corollary 3.13.** Let $\lambda \in \rho(L) \cap \mathbb{R}$ and assume that $1 \in \rho(G_{\lambda} I^*)$ and $IT_{\lambda} I^*$ is relatively $(\text{Id} - G_{\lambda} I^*)^*(L - \lambda)(\text{Id} - G_{\lambda} I^*)$-bounded of bound $a < |\beta|^{-2}$. Then $H_{IBC}^{\alpha,\beta}$ is self-adjoint.

Proof. The symmetry condition $\beta \gamma - \bar{\alpha} \delta = 1$ with $\alpha = 0$ implies that $\gamma = \beta^{-1}$. Then with Proposition 3.9

\begin{equation}
T_{\lambda}^{0,\beta} = (\gamma A_m + B)G_{\lambda}^{0,\beta} = (\beta^{-1} A_m + \delta)G_{\lambda}^{-1} = |\beta|^{-2}T_{\lambda} + \delta \beta^{-1}.
\end{equation}

The claim thus follows from Theorem 3.12. \hfill \Box

For $\alpha \neq 0$ we obtain the following corollary, which highlights a key difference, namely that for $\alpha \neq 0$ the boundary condition may be used to control $A_m$.

**Corollary 3.14.** Let $\lambda \in \rho(L) \cap \mathbb{R}$. If $-\beta \in \rho(\alpha T_{\lambda})$ then $\lambda \in \rho(L_{\alpha,\beta})$, and if additionally $1 \in \rho(G_{\lambda}^{\alpha,\beta} I^*)$ then $H_{IBC}^{\alpha,\beta}$ is self-adjoint.

Proof. By Lemma 3.8, $-\beta \notin \rho(\alpha T_{\lambda})$ implies that $\lambda \in \rho(L_{\alpha,\beta}) \cap \mathbb{R}$, so $L_{\alpha,\beta}$ is self-adjoint. Now assume that $1 \in \rho(G_{\lambda}^{\alpha,\beta} I^*)$ (note that this holds if $A$ is infinitesimally $L$-bounded and dist($\lambda, \sigma(L)$) is large enough by Proposition 3.9 (ii)). Since $\alpha T_{\lambda} + \beta$ has a bounded inverse, we have $\text{rg}(T_{\lambda} + \beta) = \partial \mathcal{H}$ and

\begin{equation}
\alpha T_{\lambda}^{\alpha,\beta} = \alpha(\gamma T_{\lambda} + \delta)(\alpha T_{\lambda}^* + \beta)^{-1} \\
= \gamma \cdot \text{Id} + (\beta \gamma - \alpha \delta)R(-\beta, \alpha T_{\lambda}) \\
= \gamma \cdot \text{Id} + R(-\beta, \alpha T_{\lambda}).
\end{equation}

The operator $T_{\lambda}^{\alpha,\beta}$ is thus bounded, and the hypothesis of Theorem 3.12 are satisfied. \hfill \Box
Remark 3.15. Posilicano [34] discusses self-adjointness of the operator $H_{IBC}^{0,1}$ (with $\mathcal{H} = \partial \mathcal{H}$ and $I = \text{Id}$), considering $T = T_{z_0}$ (for some fixed $z_0 \in \mathbb{C}$) as a parameter. The resolvent of $H_{IBC}^{0,1}$ is constructed by first perturbing $L = L_{0,1}$ to obtain $L_{1,0}$ as in Lemma 3.8 and then obtaining $H_{IBC}^{0,1}$, as an extension of the restriction of $L_m + IA_m$ to $D(L_{1,0}) \cap \ker(I^* - B)$, which is also a restriction of $L_{1,0}$.

In our notation, the formula for the resolvent reads, with $\tilde{G}_z = ((I^* - B)R(\tilde{z}, L_{1,0}))^*$ (c.f. [34, Thm.3.4])

$$ R(\lambda, H_{IBC}^{0,1}) = R(\lambda, L_{1,0}) - \tilde{G}_\lambda ((I^* - B)\tilde{G}_\lambda)^{-1}(I^* - B)R(\lambda, L_{1,0}) $$

$$ = \left(1 - \tilde{G}_\lambda ((I^* - B)\tilde{G}_\lambda)^{-1}(I^* - B)\right)\left(1 - G\lambda T^{-1} A\right)R(\lambda, L). $$

The validity of this formula requires somewhat stronger hypothesis than Corollary 3.13, such as invertibility of $T_\lambda$, though one can obtain a formula as in Theorem 3.12 by expanding (3.41) and thereby recover the weaker hypothesis (for $\alpha = 0$), see [34, Thm.3.10].

4. Classification of interior-boundary conditions

In this section we will embed the IBC-operators studied in the previous sections into the extension theory of symmetric operators to obtain general criteria for self-adjointness and a classification of symmetric and self-adjoint IBCs. To achieve this, we take a family of self-adjoint IBC-operators that are all extensions of a common symmetric operator and thus all restrictions of one operator. We then construct a quasi boundary triple for such a “maximal” operator and thereby obtain conditions for a generalised IBC to be symmetric or self-adjoint.

Consider for $0 \neq g \in \mathbb{R}$ the domain

$$ D(H_0) = \{f \in D(L_m) \cap D(A_m): gAf = gBf = I^* f\} = D(H_{IBC}^{0,g}) \cap D(H_{IBC}^{0,0}). $$

Clearly we have $D(H_0) \subset D(H_{IBC}^{\alpha,\beta})$ if $\alpha + \beta = g$. Furthermore, we have

$$ H_{IBC}^{\alpha,\beta}|_{D(H_0)} = L_m + (\gamma + \delta)gII^*, $$

so the actions of all $H_{IBC}^{\alpha,\beta}$ with $(\gamma + \delta) = \text{const.}$ agree on $D(H_0)$ and all of these operators are symmetric/self-adjoint extensions of $H_0 := H_{IBC}^{0,0}|_{D(H_0)}$. We now restrict ourselves to the case $\alpha + \beta = 1 = \gamma + \delta$. More general conditions can be reduced to this case by modifying the operator $I$, see Remark 5.7.

Throughout this section we assume, in addition to the global notation and Assumption 2.3 the following, which includes the hypothesis of Theorem 3.12 with $\alpha = 0, \beta = 1$.

**Assumption 4.1.** Suppose that there exists $\lambda \in \mathbb{C}$ with

(i) $\lambda \in \rho(H_{IBC}^{0,1}) \cap \rho(L)$;

(ii) $1 \in \rho(G\lambda I^*) \cap \rho(G\lambda I^*)$;

(iii) $TT\mu I^*$ is relatively $(\text{Id} - G\mu I^*)^*(L - \mu)(\text{Id} - G\mu I^*)$ bounded with bound $b < 1$ for $\mu \in \{\lambda, \lambda\}$;

(iv) $(1 - I^* G\lambda)^{-1}$ leaves $D(T)$ invariant.

**Definition 4.2.** We define the operator $H_0: D(H_0) \subset \mathcal{H} \rightarrow \mathcal{H}$ by

$$ H_0 f = L_m f + II^* f, \quad D(H_0) = \{f \in D(L_m) \cap D(A_m): A_m f = B f = I^* f\}. $$
Lemma 3.3. The operator
\[(4.4) \quad H_m := L_m + II^* + I(A_m - B), \quad D(H_m) = D(L_m) \cap D(A_m)\]
is a restriction of $H_0^*$.  

Proof. Take $f \in D(H_m)$ and $g \in D(H_0)$, then by Lemma 3.3
\[(4.5) \quad \langle f, H_0 g \rangle_{\mathcal{H}} = \langle L_m f, g \rangle_{\mathcal{H}} - \langle B f, A_m g \rangle_{\partial \mathcal{H}} + \langle A_m f, B g \rangle_{\partial \mathcal{H}} + \langle II^* f, g \rangle_{\mathcal{H}} = \langle (L_m + I(A_m - B) + II^*)f, g \rangle.\]

If $D(H_0)$ is dense, this proves that $H_m \subset H_0^*$ as operators. If $D(H_0)$ is not dense, the adjoint is not a well defined operator, but the equation shows that the graph of $H_m$ is contained in the adjoint relation to the graph of $H_0$ (see Appendix A.1), so $H_m \subset H_0^*$ in the sense of relations.

Note that we avoid here the hypothesis that $D(H_0)$ is dense, even though we expect this to be the case in relevant examples, as it might be quite difficult to verify.

Lemma 4.4. We have the abstract Green identity
\[(4.6) \quad \langle H_m f, g \rangle_{\mathcal{H}} - \langle f, H_m g \rangle_{\mathcal{H}} = \langle (B - I^*)f, (A_m - I^*)g \rangle_{\partial \mathcal{H}} - \langle (A_m - I^*)f, (B - I^*)g \rangle_{\partial \mathcal{H}},\]
for $f, g \in D(H_m)$.  

Proof. Using the formula (3.2) for $L_m$ and (4.4), we find
\[(4.7) \quad \langle H_m f, g \rangle_{\mathcal{H}} - \langle f, H_m g \rangle_{\mathcal{H}} = \langle B f, A_m g \rangle_{\partial \mathcal{H}} - \langle A_m f, B g \rangle_{\partial \mathcal{H}} + \langle A_m f, B g \rangle_{\partial \mathcal{H}} - \langle B f, A_m g \rangle_{\partial \mathcal{H}} = - \langle (B - I^*)f, (A_m - B + I^*)g \rangle_{\partial \mathcal{H}} + \langle B f, A_m g \rangle_{\partial \mathcal{H}} - \langle (A_m - I^*)f, (B - I^*)g \rangle_{\partial \mathcal{H}},\]
which yields the formula as claimed. □

We will obtain a classification of the extensions of $H_0$ by constructing a quasi boundary triple for $H_m$. To this end, we define the corresponding abstract Dirichlet operator.

Definition 4.5. We define
\[(4.8) \quad F_\lambda := ((A_m - I^*)R(\mathcal{N}, H_{\text{IBC}}^{0,1}))^*, \quad D(F_\lambda) := D(T).\]
The following lemma will help us when analysing $F_\lambda$ in more detail.

Lemma 4.6. We have
\[(4.9) \quad (\text{Id} - G_\lambda I^*)^{-1}G_\lambda = G_\lambda (\text{Id} - I^*G_\lambda)^{-1}.\]

Proof. The identity
\[(4.10) \quad (\text{Id} - G_\lambda I^*)G_\lambda = G_\lambda - G_\lambda I^*G_\lambda = G_\lambda (\text{Id} - I^*G_\lambda)\]
implies the claim by multiplying with $(\text{Id} - G_\lambda I^*)^{-1}$ from the right hand side and $(\text{Id} - I^*G_\lambda)^{-1}$ from the left hand side. □

Proposition 4.7. The operator $F_\lambda$ for $\lambda \in \rho(H_{\text{IBC}}^{0,1}) \cap \rho(L)$ satisfies
\[(i) \quad \text{rg}(F_\lambda) \subseteq \ker(\lambda - H_m); \quad \text{(ii)} \quad (B - I^*)F_\lambda = \text{Id}_{D(T)}.\]
Theorem 3.12
Lemma 4.4, which follows
Lemma 4.3
Lemma 3.10

\[ R(\overline{\lambda}, H^{0,1}_{\text{IBC}}) = \Gamma_{\lambda} R(\overline{\lambda}, L)(1 - \Gamma_{\lambda} I T_{\overline{\lambda}} I^{*}\Gamma_{\lambda} R(\overline{\lambda}, L))^{-1} \Gamma_{\lambda}^{*} \]
\[ = \Gamma_{\lambda} R(\overline{\lambda}, L)(1 + \Gamma_{\lambda} I T_{\overline{\lambda}} I^{*}\Gamma_{\lambda} R(\overline{\lambda}, L)(1 - \Gamma_{\lambda} I T_{\overline{\lambda}} I^{*}\Gamma_{\lambda} R(\overline{\lambda}, L))^{-1}) \Gamma_{\lambda}^{*} \]
(4.11)

\[ \Theta_{\lambda} = (A_{m} \Gamma_{\lambda} R(\overline{\lambda}, L)) \Gamma_{\lambda}^{*}. \]

Denote \( \Theta_{\lambda} = (A_{m} \Gamma_{\lambda} R(\overline{\lambda}, L)) \Gamma_{\lambda}^{*}. \) We have
\[ A_{m} \Gamma_{\lambda} R(\overline{\lambda}, L) = A_{m} R(\overline{\lambda}, L) + A_{m} G_{\lambda} I^{*} \Gamma_{\lambda} R(\overline{\lambda}, L) = G_{\lambda}^{*} + T_{\lambda} I^{*} \Gamma_{\lambda} R(\overline{\lambda}, L), \]
whence
\[ \Theta_{\lambda} = \Gamma_{\lambda} G_{\lambda} + \Gamma_{\lambda} R(\lambda, L) I^{*} \Gamma_{\lambda}^{*}. \]

The first term, \( \Gamma_{\lambda} G_{\lambda} = G_{\lambda}(1 - I^{*} G_{\lambda})^{-1} \) maps \( D(T) \) to \( D(H_{m}) \) since by Lemma 4.6 the operator \( (1 - I^{*} G_{\lambda})^{-1} \) leaves \( D(T) \) invariant and \( G_{\lambda} \) maps \( D(T) \) to \( D(H_{m}) \). The second term acts on \( D(T) \) as \( \Gamma_{\lambda} R(\lambda, L) I^{*} \Gamma_{\lambda}^{*} \) because \( T_{\lambda} \subset T_{\overline{\lambda}} \). By Lemma 3.10, \( \Gamma_{\lambda} R(\lambda, L) I^{*} \Gamma_{\lambda}^{*} \) is a bounded operator from \( \partial \mathcal{H} \) to \( D(H^{0,1}_{\text{IBC}}) \subset D(H_{m}) \), so \( \Theta_{\lambda} \) maps \( D(T) \) to \( D(H_{m}) \). Since \( I^{*} \) maps \( D(H^{0,1}_{\text{IBC}}) \) to \( D(T) \) and \( I^{*} \Gamma_{\lambda} G_{\lambda} = ((1 - I^{*} G_{\lambda})^{-1} - 1) \) leaves \( D(T) \) invariant, by hypothesis, we see that \( I^{*} \Theta_{\lambda} \) leaves \( D(T) \) invariant. From (4.11) we then see that
\[ F_{\lambda} = \Theta_{\lambda} + R(\lambda, H^{0,1}_{\text{IBC}})) I^{*} \Theta_{\lambda} = R(\lambda, H^{0,1}_{\text{IBC}})) I, \]
and thus \( \text{rg}(F_{\lambda}) \subseteq D(H_{m}). \)

For (i) it is now sufficient to prove that \( \text{rg}(F_{\lambda}) \subseteq \ker(\lambda - H_{0}^{*}) \), by Lemma 4.3, which follows from
\[ \langle F_{\lambda} \varphi, (H_{0} - \lambda) g \rangle_{\mathcal{H}} = \langle \varphi, F_{\lambda}^{*} (H^{0,1}_{\text{IBC}} - \lambda) g \rangle_{\partial \mathcal{H}} = - \langle \varphi, (A_{m} - I^{*}) g \rangle_{\partial \mathcal{H}} = 0, \]
for all \( \varphi \in \partial \mathcal{H}, g \in D(H_{0}) \subset D(H^{0,1}_{\text{IBC}}). \)

To check (ii), notice that our previous analysis shows that for \( \varphi \in D(T) \)
\[ F_{\lambda} \varphi = \Gamma_{\lambda} G_{\lambda} \varphi + f \]
with \( f \in D(H^{0,1}_{\text{IBC}}) \subset \ker(B - I^{*}). \) The claim thus follows from Lemma 4.6
\[ (B - I^{*}) \Gamma_{\lambda} G_{\lambda} = (1 - I^{*} G_{\lambda})^{-1} - I^{*} G_{\lambda}(1 - I^{*} G_{\lambda})^{-1} = \text{Id}_{D(T)}. \quad \square \]

Theorem 4.8. The triple
\[ \left( \partial \mathcal{H}, (B - I^{*}), (A_{m} - I^{*}) \right) \]
is a quasi boundary triple for \( H_{m}. \) Furthermore, \( \mathcal{G} := \text{rg}(A_{m} - I^{*})|_{\ker(B - I^{*})} \) is dense in \( \partial \mathcal{H}. \)

Proof. We have already shown the abstract Green identity (Lemma 4.4) and self-adjointness of \( H_{m}|_{\ker(B - I^{*})} = H^{0,1}_{\text{IBC}} \) (Theorem 3.12), so it only remains to prove that \( \text{rg}(B - I^{*}, A_{m} - I^{*}) \) is dense in \( \partial \mathcal{H} \times \partial \mathcal{H}. \) To see this, first note that \( \text{rg}(B - I^{*}) = D(T) \) is dense. We can complete the argument by showing that \( \mathcal{G} \) is dense, since then the affine space \( \{(A_{m} - I^{*}) f : f \in D(H_{m}), (B - I^{*}) f = \varphi \} \) is also dense for all \( \varphi \in \text{rg}(B - I^{*}). \) To check this, it is sufficient to note that
\[ \left( \text{rg}(A_{m} - I^{*}) R(\lambda, H^{0,1}_{\text{IBC}})) \right)^{\perp} = \ker(F_{\lambda}), \]
and that \( F_{\lambda} \) is injective since it has the left-inverse \( B - I^{*} \), by Proposition 4.7. \( \quad \square \)
We can now use the theory of quasi boundary triples to obtain criteria for self-adjointness as well as a classification of interior-boundary conditions. We will formulate these in terms of linear relations in $\partial \mathcal{H}$, i.e. linear subspaces of $\partial \mathcal{H} \oplus \partial \mathcal{H}$. This has the advantage of being able to deal with somewhat degenerate cases (e.g. where $\alpha = 0$ or $\beta = 0$) without distinction. We provide the relevant notions for calculating with relations in Appendix A.1.

We denote the Dirichlet-to-Neumann operator with respect to $A_m - I^*$ and $B - I^*$ by

$$S_\lambda := (A_m - I^*)F_\lambda,$$

where $F_\lambda$ is defined in Definition 4.5. By Proposition 4.7, $S_\lambda$ is well defined on $D(S_\lambda) = D(T)$ (since $D(A_m) \subset D(H_m)$). Following [8, Prop.2.4, Thm 2.8] we have (see Proposition 5.9 for an application):

**Theorem 4.9.** Let $\mathcal{R}$ be a linear relation in $\partial \mathcal{H}$ and define

$$H_\mathcal{R} = H_m|_{D(H_\mathcal{R})}$$

$$D(H_\mathcal{R}) = \{f \in D(H_m):(B - I^*)f, (A_m - I^*)f \in \mathcal{R})\}.$$ 

If $\mathcal{R}$ is symmetric, then $H_\mathcal{R}$ is symmetric.

If moreover there exists a real $\lambda$ satisfying Assumption 4.1 such that the relation $\mathcal{R} - S_\lambda$ is one-to-one and $\text{rg}(F_\lambda) \subset \text{rg}(\mathcal{R} - S_\lambda)$, then $H_\mathcal{R}$ is self-adjoint, $\lambda \in \rho(H_\mathcal{R})$ and the resolvent is given by

$$R(\lambda, H_\mathcal{R}) = (\text{Id} + F_\lambda(\mathcal{R} - S_\lambda)^{-1}(A_m - I^*))R(\lambda, H^{0,1}_{\text{IBC}}).$$

**Proof.** For $(f, g) \in \mathcal{R} \subset \partial \mathcal{H} \times \partial \mathcal{H}$ and $(f^*, g^*) \in \mathcal{R}^*$, then by definition of the adjoint relation (A.1),

$$(f, g^*)_{\partial \mathcal{H}} - (g, f^*)_{\partial \mathcal{H}} = 0.$$ 

Hence if $\mathcal{R} \subset \mathcal{R}^*$ the operator $H_\mathcal{R}$ is symmetric by Lemma 4.4.

By Proposition 4.7 we can write any $f \in D(H_m)$ uniquely as $f = f_0 + F_\lambda \varphi$ with $f_0 \in D(H^{0,1}_{\text{IBC}}) = \ker(B - I^*)$, $\varphi \in D(T)$. As in Lemma 3.8, solving $(\lambda - H_\mathcal{R})f = g$ then amounts to solving

$$(\lambda - H^{0,1}_{\text{IBC}})f_0 = g$$

$$\left(\varphi, (A_m - I^*)f_0 + S_\lambda \varphi\right) \in \mathcal{R}.$$ 

The first equation and $\lambda \in \rho(H^{0,1}_{\text{IBC}})$ imply

$$f_0 = R(\lambda, H^{0,1}_{\text{IBC}})g.$$ 

With $(A_m - I^*)f_0 = F_\lambda^*g$, the inclusion is satisfied if and only if

$$(\varphi, F_\lambda^*g) \in \mathcal{R} - S_\lambda.$$ 

Since $\text{rg}(F_\lambda) \subset \text{rg}(\mathcal{R} - S_\lambda)$, such a $\varphi$ exists and since $\mathcal{R} - S_\lambda$ is one-to-one it is unique. Thus for every $g \in \partial \mathcal{H}$ we can uniquely solve for $f_0$ and $\varphi$, so $\lambda \in \rho(H_\mathcal{R})$. Since

$$(\varphi, F_\lambda^*g) = (\varphi, (A_m - I^*)R(\lambda, H^{0,1}_{\text{IBC}})g) \in \mathcal{R} - S_\lambda,$$

we have

$$((A_m - I^*)R(\lambda, H^{0,1}_{\text{IBC}})g, \varphi) \in (\mathcal{R} - S_\lambda)^{-1},$$
which, since $\varphi$ is unique, we write as $\varphi = (R - S\lambda)^{-1}(A_m - I^*)R(\lambda, H_{\text{IBC}}^{\text{sym}})g$ and obtain the resolvent formula. Since $H_{\mathcal{R}}$ is symmetric and its resolvent set contains the real number $\lambda$, $H_{\mathcal{R}}$ is self-adjoint.

In order to obtain a classification of the self-adjoint restrictions of $H_m$, which are extensions of $H_0$, we need the additional hypothesis that $D(H_0)$ is dense. To formulate this result, define the non-negative, bounded operator

$$
(4.19) \quad M := (F^*_1 F_1)^{1/2}
$$

We extend the operator $M^{-1}$ to $\partial \mathcal{H}$ as explained in Appendix A.2 and denote this extension by $M^{-1}_\partial$. Applying the results of [9, Sect. 3] to the boundary triple $(\partial \mathcal{H}, B - I^*, A_m - I^*)$ yields the following result (see Theorem A.4 for the relevant statement and a summary).

**Theorem 4.10.** Assume that $D(H_0)$ is dense and that there exists $\lambda \in \mathbb{R}$ satisfying Assumption 4.1. Let $\mathcal{R}$ be a relation in $\partial \mathcal{H}$ and define $H_{\mathcal{R}}$ as in Theorem 4.9. Then $H_{\mathcal{R}}$ is self-adjoint if and only if the relation

$$
(4.20) \quad M^{-1}(\mathcal{R} - S\lambda)M^{-1}_\partial
$$

is self-adjoint and satisfies $D(\mathcal{R}) \subset M_- D(S)$.

This is a complete classification, since for any self-adjoint operator $H$ with $H_0 \subset H \subset H_m$ there is a relation $\mathcal{R}$ such that $H = H_{\mathcal{R}}$, which is simply given by

$$
(4.21) \quad \mathcal{R} = \{(B - I^*)f, (A - I^*)f) \mid f \in D(H)\}.
$$

In the Moshinsky-Yafaev model (Example 2.9), $\partial \mathcal{H} = \mathbb{C}$ and one easily checks that $H_0$ is densely defined with deficiency indices $(1,1)$. The operators $H_{\text{IBC}}^{\alpha,\beta}$ (with $\alpha + \beta = 1 = \gamma + \delta$) are all self-adjoint extensions of $H_0$. In [43], these are discussed as extensions of the (not densely defined!) restriction of $L$ (and $H_0$) with boundary conditions $I^* f = 0 = B f$. Our result clarifies their relation to the usual extension theory for symmetric operators.

5. Applications

5.1. A toy quantum-field theory. Here we illustrate our results in a simple model that displays much of the structure relevant for applications in quantum field theory, without posing too many technical problems for the verification of key assumptions.

The physical picture behind this example is that of a particle, whose position we denote by $x \in \mathbb{R}$, moving in a one-dimensional space while creating/annihilation “particles”. The latter can be thought of as elementary excitations of the background medium through which the first particle moves. We denote their positions by $y_1, y_2, \ldots$. Such models play an important role in condensed matter physics. In the specific case we will consider, the excitations would not move on their own, although they will display effective dynamics through repeated creation/annihilation at different positions. This is analogous to the well known Fröhlich polaron model [19] to which the arguments of this section should apply with minor modifications.

Another similar model with contact interactions in a three-dimensional space, which leads to some subtle regularity issues, was treated in [23].

Take

$$
(5.1) \quad \mathcal{H} = \bigoplus_{n=0}^{\infty} L^2(\mathbb{R}) \otimes L^2_{\text{sym}}(\mathbb{R}^n) = \bigoplus_{n=0}^{\infty} L^2(\mathbb{R}, L^2_{\text{sym}}(\mathbb{R}^n)) := \bigoplus_{n=0}^{\infty} \mathcal{H}^{(n)}
$$
and $\partial \mathcal{H} = \mathcal{H}$ with $I = \text{Id}$. Let $N$ be the operator given by $(Nf)^{(n)} = nf^{(n)}$ (where $f^{(n)}$ is the projection of $f \in \mathcal{H}$ to $\mathcal{H}^{(n)}$), with the domain
\begin{equation}
D(N) = \{ f \in \mathcal{H} : ||n f^{(n)}||_{\mathcal{H}^{(n)}} \in L^2(N) \}.
\end{equation}
Clearly $N, D(N)$ is self-adjoint. Let $x$ denote the first of the $n+1$ arguments of a function $f \in \mathcal{H}^{(n)}$, then $-\Delta_x$ is a self-adjoint operator on the domain
\begin{equation}
D(-\Delta_x) = \bigoplus_{n=0}^{\infty} H^2(\mathbb{R}, L^2_{\text{sym}}(\mathbb{R}^n)) .
\end{equation}
We set $L = -\Delta_x + N$ with $D(L) = D(-\Delta_x) \cap D(N)$.
We define $A : D(L) \cap \mathcal{H}^{(n)} \to \partial \mathcal{H}^{(n)} := \mathcal{H}^{(n-1)}$ as a symmetrised evaluation operator ($A$ corresponds to the “annihilation operator” $a(x)$):
\begin{equation}
\left( Af^{(n)} \right)(x, y_1, \ldots, y_{n-1}) = \frac{1}{\sqrt{n}} \sum_{j=1}^{n} f^{(n)}(x, y_1, \ldots, y_n)|_{y_j = x} = \sqrt{n} f^{(n)}(x, y_1, \ldots, y_{n-1}, x).
\end{equation}
One can check that $A$ maps $D(A) := D(L)$ to $\mathcal{H}$ and that ker $A$ is dense. The operator $G_\lambda$ for $\lambda \in \mathbb{C} \setminus \mathbb{R}_+$ is then given by (denoting $Y = (y_1, \ldots, y_{n+1})$ and $\hat{Y}_j$ as $Y$ without the entry $y_j$)
\begin{equation}
\left( G_\lambda f^{(n)} \right)(x, Y) = \frac{1}{\sqrt{n+1}} \sum_{j=1}^{n+1} (\lambda - L)^{-1} \delta(x - y_j) f^{(n)}(x, \hat{Y}_j)
\end{equation}
with the function
\begin{equation}
g_\mu(x) = -(\mu - \Delta)^{-1} \delta = -\frac{e^{-\sqrt{\mu}|x|}}{2\sqrt{\mu}},
\end{equation}
where the square root is the branch with $\text{Re}(\sqrt{z}) \geq 0$. The operator $L_m$ is now defined on $D(L_m) = D(L) \oplus G_\lambda(\partial \mathcal{H})$ by
\begin{equation}
L_m f = L_0^m f = L_0^m (f_0 + G_\lambda \varphi) = L f_0 + \lambda G_\lambda \varphi.
\end{equation}
The boundary operator $B$ is defined as the left inverse to $G_\lambda$ on $D(B) = D(L_m)$. In view of the fact that $H^2(\mathbb{R}) \subset C^1(\mathbb{R})$ and $\lim_{r \to 0} [g_\mu(r) - g_\mu^*(-r)] = 1$, $B$ is given by the following local formula
\begin{equation}
B f^{(n)}(x, Y) = \sqrt{n} \lim_{r \to 0} \left( \left( \partial_x f^{(n)} \right)(x + r, Y, x) - \left( \partial_x f^{(n)} \right)(x - r, Y, x) \right),
\end{equation}
where the limit is taken in $\mathcal{H}^{(n-1)}$.
Since $g_\mu$ is continuous we can extend $A$ to $\text{rg} G_\lambda$ canonically by using the same formula. This gives
\begin{equation}
\left( T_\lambda f^{(n)} \right)(x, Y) = \left( A_m G_\lambda f^{(n)} \right)(x, Y) = \frac{f^{(n)}(x, Y)}{2\sqrt{n+1 - \lambda}} + \sum_{j=1}^{n} g_{n+1 - \lambda}(x - y_j) f^{(n)}(y_j, \hat{Y}_j, x).
\end{equation}
Since $g_\mu$ is bounded, $T_\lambda : \mathcal{H}^{(n)} \rightarrow \mathcal{H}^{(n)}$ is a bounded operator. However, since the number of terms in the sum above is $n$, this does not give rise to a bounded operator on $\mathcal{H}$. We have the bound

\begin{equation}
\|T_\lambda f^{(n)}\|_{\mathcal{H}^{(n)}} \leq \frac{n + 1}{2\sqrt{n + 1 - \lambda}} \|f^{(n)}\|_{\mathcal{H}^{(n)}},
\end{equation}

so on $D(T) = D(N^{1/2})$ we can define $T$ as an unbounded operator on $\mathcal{H}$. This defines $A_m$ with domain $D(A_m) = D(L) \oplus G_\lambda(D(N^{1/2}))$.

5.2. Self-adjointness of Robin-type operators.

The objects constructed above satisfy the hypothesis of our general setting, as explained in Construction 2.8. The operators with Robin type interior-boundary conditions $H_{IBC}^{\alpha,\beta}$ are thus well defined. The equation $H_{IBC}^{\alpha,\beta}f = g$ (with the choice $\delta = 0, \gamma = \beta^{-1}$, which is symmetric if $\alpha\beta \in \mathbb{R}$) corresponds to the following hierarchy of boundary value problems

\begin{equation}
\begin{cases}
(-\Delta_x + n)f^{(n)}(x, Y) + \beta^{-1}\sqrt{n + 1}f^{(n+1)}(x, Y, x) = g^{(n)}(x, Y) & x \neq y_j \\
\alpha\sqrt{n}f^{(n)}(x, Y) + \beta\sqrt{n}((\partial_\nu f^{(n)})_+ - (\partial_\nu f^{(n)})_-)(x, Y) = f^{(n-1)}(x, \hat{Y}_n) & x = y_n
\end{cases}
\end{equation}

where the subscript $\pm$ indicates that the right/left sided limit $x \rightarrow y_n$ is taken, as in (5.8), and $f^{(n)}$ is symmetric under permutation of $y_1, \ldots, y_n$ which gives boundary conditions on the sets where $y_j = x$.

In order to establish self-adjointness of $H_{IBC}^{\alpha,\beta}$ we need some properties of $T_\lambda$. We remark that non-positivity of $T_\lambda$ is not generic in any way – in Example 2.9 the operator is non-negative instead, while in the more involved cases studied in [40, 24, 22] both the positive and negative parts are generally unbounded.

**Lemma 5.1.** For any real $\lambda < 0$, the operator $T_\lambda$ is essentially self-adjoint and non-positive. Moreover, $\text{rg}(A) \subset \text{rg}(z - T_\lambda)$ for all $z \in \mathbb{C} \setminus \mathbb{R}_-$.  

**Proof.** By the Sobolev embedding theorem $A$ has a natural extension to $D(L^{1/2}) \cap \mathcal{H}^{(n)} \subset C(\mathbb{R}, L^2(\mathbb{R}^n))$, which we denote by $\tilde{A}$. For $\lambda < 0$, $L - \lambda$ is a positive operator, and we can then write

\begin{equation}
T_\lambda|_{\mathcal{H}^{(n)}} = A_m(AR(\lambda, L))^* = -\left(\tilde{A}(L - \lambda)^{-1/2}\right)^* \left(\tilde{A}(L - \lambda)^{-1/2}\right)^*,
\end{equation}

so $T_\lambda$ is symmetric and non-positive.

Since $\mathcal{H}^{(n)}$ is $T_\lambda$-invariant, $T_\lambda$ is an infinite direct sum of commuting bounded self-adjoint operators and thus essentially self-adjoint, since all vectors $f \in \mathcal{H}$ with only finitely many $f^{(n)} \neq 0$ are contained in $\text{rg}(T_\lambda \pm i)$.

Now let $f \in \text{rg}(A)$, i. e. $f = A(L - \lambda)^{-1}g$ for some $g \in \mathcal{H}$, and $z \in \mathbb{C} \setminus \mathbb{R}_- \subset \rho(T_\lambda)$. By the formula for $T_\lambda$, the operator

\begin{equation}
R(z, T_\lambda)\tilde{A}(L - \lambda)^{-1/2}
\end{equation}

is bounded, since multiplying by its adjoint from the right yields

\begin{equation}
- R(z, T_\lambda)T_\lambda R(z, T_\lambda).
\end{equation}

Consequently

\begin{equation}
N^{1/2}R(z, T_\lambda)A(L - \lambda)^{-1} = R(z, T_\lambda)A(L - \lambda)^{-1}(N + 1)^{1/2}
\end{equation}
is also a bounded operator, and this shows that $(z - \mathcal{T}_\lambda)^{-1} \operatorname{rg}(A) \subset D(N^{1/2}) = D(T)$ and thus $\operatorname{rg}(A) \subset \operatorname{rg}(z - T_\lambda)$. \hfill \Box

In particular this lemma shows that $T_\lambda \subset T_\lambda^*$ for all $\lambda \in \mathbb{C} \setminus \mathbb{R}_+$, as assumed from Section 3 on.

In view of Lemma 3.8, non-positivity of $T_\lambda$ together with $\operatorname{rg}(A) \subset \operatorname{rg}(z - T_\lambda)$ implies that $L_{\alpha,\beta}$ is self-adjoint with $\sigma(L_{\alpha,\beta}) \subset [0,\infty)$ if $\alpha \beta < 0$ (and of course for $\alpha = 0$, $\beta \neq 0$). These operators correspond to repulsive contact interactions between the first particle and the remaining ones.

In order to make conclusions on $H_{\text{IBC}}^{\alpha,\beta}$, we need to verify the relevant hypothesis of Lemma 3.10, Lemma 3.11. The fact that $1 \in \rho(G_\lambda^*) \cap \rho(I^*G_\lambda)$ is guaranteed by the following Lemma.

**Lemma 5.2.** For $\lambda \in \mathbb{C} \setminus \mathbb{R}_+$ the operator $G_\lambda$ satisfies the bound

$$\|G_\lambda f^{(n)}\|_{\mathcal{F}(n+1)} \leq \frac{\sqrt{n + 1}}{2|n + 1 - \lambda|^{1/2}} \|f^{(n)}\|_{\mathcal{F}(n)}$$

In particular for $\lambda < 0$ we have $\|G_\lambda\| < \frac{1}{2}$. \hfill \Box

Proof. Since $\|g_\mu\|_{L^2} = \frac{1}{2\sqrt{2|\mu|\text{Re}(\pi)}}$ this follows from the triangle inequality. \hfill \Box

In view of Corollary 3.14 this yields the following, with boundedness from below being a consequence of the non-negativity of $L_{\alpha,\beta}$ and the use of Kato-Rellich in the proof.

**Proposition 5.3.** Let $\alpha \beta < 0$. For all $\delta, \gamma$ such that the symmetry condition of Lemma 3.4 is satisfied, $H_{\text{IBC}}^{\alpha,\beta}$ is self-adjoint and bounded from below.

Proof. Let $\lambda < 0$ and $\mathcal{T}_\lambda$ be the self-adjoint closure of $T_\lambda$. Then by Proposition 3.9 (v), $T_\lambda^{\alpha,\beta}$ is a restriction of the bounded operator $\gamma + R(-\beta, \mathcal{T}_\lambda)$, and this implies the relative bounds required in Theorem 3.12. \hfill \Box

To treat the case $\alpha = 0$ we also need:

**Lemma 5.4.** For all $\lambda \in \mathbb{C} \setminus \mathbb{R}_+$, the operators $G_\lambda^*$, $\Gamma_\lambda = (1 - G_\lambda^*)^{-1}$ and $(1 - I^*G_\lambda)^{-1}$ leave $D(N)$ as well as $D(N^{1/2})$ invariant.

Proof. We give the proof only for $D(N)$, the proof for $D(N^{1/2})$ being essentially the same. For $G_\lambda^*$ this is obvious, since

$$NG_\lambda^* = G_\lambda^*(N + 1).$$

For $\Gamma_\lambda$, this follows by the same logic and Lemma 5.2, since $N(G_\lambda^*)^4$ is bounded and

$$\Gamma_\lambda = \sum_{k=0}^{\infty} (G_\lambda^*)^k.$$

The argument for $(1 - I^*G_\lambda)^{-1}$ is the same. \hfill \Box

**Remark 5.5.** The argument of the lemma shows that, in the case of a hierarchy, it is not necessary that $G_\lambda^*$ be small in norm for $\Gamma_\lambda$ to exist and be given by the power series. Rather, it is sufficient that

$$G_\lambda^*|_{\mathcal{F}(n)} : \mathcal{F}(n) \rightarrow \mathcal{F}(n+1)$$

has a norm that decreases with $n$, e.g., so that $\|G_\lambda^*|_{\mathcal{F}(n)}\|^n$ is summable.
Proposition 5.6. For $\alpha = 0$, $\beta \neq 0$, and $\delta, \gamma$ such that the symmetry condition of Lemma 3.4 is satisfied, $H_{\alpha,\beta}^{\delta,\gamma}$ is self-adjoint and bounded from below.

Proof. We may pick any $0 > \lambda \in \rho(L)$, and in view of Corollary 3.13 it is sufficient to prove that $IT_{\lambda}I^*$ is infinitesimally $(\text{Id} - G_{\lambda}I^*)^*(L - \lambda)(\text{Id} - G_{\lambda}I^*)$-bounded. By (5.10), $IT_{\lambda}I^*$ is $N^{1/2}$-bounded. Because $N$ is $L$-bounded, the invariance of $D(N)$ established in Lemma 5.4 gives that $N$ is $(\text{Id} - G_{\lambda}I^*)^*(L - \lambda)(\text{Id} - G_{\lambda}I^*)$-bounded. This implies the required infinitesimal bound by interpolation and proves the claim. \qed

We see that for $\alpha \beta \leq 0$ all of the theorems of Section 3 can be applied to this model. For the case $\alpha \beta > 0$, which corresponds to attractive interactions between the first particle and the remaining ones (in addition to the interaction induced by creation/annihilation of particles) this is not obvious and we do not know whether it holds.

5.3. A pointwise Robin condition. We now discuss the applicability of our classification results of Section 4 and apply them to an example in which the coefficients $\alpha, \beta$ of the boundary condition are position-dependent. Such conditions were discussed in [41], though without proving self-adjointness.

By Lemma 5.2, $(1 - I^*G_{\lambda})^{-1}$ leaves $D(T) = D(N^{1/2})$ invariant. Hence the hypothesis of Proposition 4.7 and Theorem 4.8 are satisfied and $\partial \mathcal{H}, (B - I^*), (A_m - I^*)$ is a quasi boundary triple for

$$H_m = L_m + \text{Id} + I(A_m - B).$$

The self-adjoint restrictions of $H_m$ are described in Theorem 4.9 and Theorem 4.10.

A relevant class of boundary conditions are local versions of the boundary condition $\alpha A f + \beta B f = I^* f$ where $\alpha, \beta$ are functions.

Let $\alpha, \beta \in L^{\infty}(\mathbb{R})$ with $\alpha + \beta \equiv 1$ (see also Remark 5.7 below). The corresponding boundary condition reads

$$\alpha(x) \left( A_m f^{(n+1)} \right)(x, Y) + \beta(x) \left( B f^{(n+1)} \right)(x, Y) = f^{(n)}(x, Y),$$

for $n \in \mathbb{N}$ and $(x, Y) \in \mathbb{R} \times \mathbb{R}^n$.

Remark 5.7. The condition $\alpha + \beta \equiv 1$ is less restrictive than it might seem. Since our only requirement on $I$ is boundedness, any pair of functions with $(\alpha + \beta)^{-1} \in L^\infty$ can be accommodated by modifying $I$. More precisely, set $\tilde{I} = (\tilde{\alpha} + \tilde{\beta})^{-1} I$, then the condition (5.18) becomes,

$$\frac{\alpha(x)}{\alpha(x) + \beta(x)} A_m f^{(n+1)} + \frac{\beta(x)}{\alpha(x) + \beta(x)} B f^{(n+1)} = \frac{1}{\alpha(x) + \beta(x)} f^{(n)} = (\tilde{I}^* f)^{(n)},$$

where the coefficients $\tilde{\alpha} := \alpha(\alpha + \beta)^{-1}$, $\tilde{\beta} := \beta(\alpha + \beta)^{-1}$ now satisfy $\tilde{\alpha} + \tilde{\beta} \equiv 1$.

The relation corresponding to (5.18) is

$$R_{\alpha,\beta} = \{(\alpha f, -\beta f) | f \in \partial \mathcal{H}\},$$

where $\alpha, \beta$ are the operators of multiplication by the respective function. To see this, note that $((B - I^*) f, (A_m - I^*) f) \in R_{\alpha,\beta}$ means that

$$\beta(B - I^*) f = -\alpha(A_m - I^*) f \iff \alpha A_m f + \beta B f = (\alpha + \beta) I^* f.$$
Recall that self-adjointness of $H_{\mathfrak{R}_{\alpha,\beta}}$ is related to the operator
\begin{equation}
S_{\lambda} = (A_{\lambda} - I^{*})F_{\lambda}
\end{equation}
with $D(S_{\lambda}) = D(F_{\lambda}) = D(T)$, which has similar properties as $T_{\lambda}$.

**Lemma 5.8.** Let $\lambda_{0} := \inf \sigma(H_{\text{IBC}}^{0,1})$. Then for $\lambda < \lambda_{0}$, $S_{\lambda}$ is non-positive.

**Proof.** For the form domains we have, similarly to Lemma 3.10 (to prove this, take the closure of $D(H_{\text{IBC}}^{0,1})$ in the appropriate norm),
\begin{equation}
D \left( |H_{\text{IBC}}^{0,1}|^{1/2} \right) = \Gamma D(L^{1/2}).
\end{equation}
Since $g_{\mu} \in H^{1}(\mathbb{R})$ in our example, we find $\Gamma D(L^{1/2}) \subset D(L^{1/2})$. Let $\tilde{A}$ be the extension of $A$ to $D(L^{1/2}) \cap \mathcal{H}^{(n)}$ for arbitrary $n$ (note that $\tilde{A}(L - \lambda)^{-1/2}$ is not bounded, but $N^{1/2}$-bounded, due to the pre-factor $\sqrt{n}$ in the definition of $A$). For $\lambda < \lambda_{0}$, $-R(\lambda, H_{\text{IBC}}^{0,1}) = (H_{\text{IBC}}^{0,1} - \lambda)^{-1} > 0$, so we have
\begin{equation}
S_{\lambda} = - (\tilde{A} - I^{*}) (H_{\text{IBC}}^{0,1} - \lambda)^{-1/2} \left( (\tilde{A} - I^{*})(H_{\text{IBC}}^{0,1} - \lambda)^{-1/2} \right)^{*} \leq 0.
\end{equation}
\qed

**Proposition 5.9.** Let $\alpha, \beta \in L^{\infty}$ with $\alpha + \beta = 1$ and assume that there exists $\delta > 0$ such that for all $x \in \mathbb{R}$
\begin{equation}
\alpha(x) \beta(x) \leq -\delta.
\end{equation}
Then the operator $H_{\mathfrak{R}_{\alpha,\beta}}$ is self-adjoint.

**Proof.** We use the criterion of Theorem 4.9, i.e. we prove that $\mathfrak{R}_{\alpha,\beta} - S_{\lambda}$ is invertible on $\text{rg} F_{\lambda}^{*}$ for $\lambda < \lambda_{0}$ (as above).

Using the properties of $\alpha$ and $\beta$, we see that $|\alpha| \cdot |1 - \alpha| \geq \delta$, so $\alpha^{-1} \in L^{\infty}$ and the relation can be rewritten as
\begin{equation}
\mathfrak{R}_{\alpha,\beta} - S_{\lambda} = \{(\alpha \varphi, -\beta \varphi - S_{\lambda} \alpha \varphi) | \alpha \varphi \in D(T)\}
= \{\{\varphi, -\beta \alpha^{-1} \varphi - S_{\lambda} \varphi | \varphi \in D(T)\}\}
\end{equation}
Let $\lambda < \lambda_{0}$ as above, and let $S_{\lambda}^{F}$ be the self-adjoint Friedrichs extension of $S_{\lambda}$. As $\beta \alpha^{-1} - \beta \alpha (|\alpha|)^{-2} \leq -\delta \|\alpha\|^{-2}$, the operator
\begin{equation}
\beta \alpha^{-1} + S_{\lambda}^{F}
\end{equation}
is strictly negative, self-adjoint and thus invertible. If $S_{\lambda} = S_{\lambda}^{F}$ we are finished since then the relation (5.25) is invertible everywhere. If $S_{\lambda} \neq S_{\lambda}^{F}$ we can conclude by showing that
\begin{equation}
(-\beta \alpha^{-1} - S_{\lambda}^{F})^{-1} \text{rg} F_{\lambda}^{*} \subset D(T) = D(N^{1/2}),
\end{equation}
since then $S_{\lambda}^{F}$ can again be replaced by $S_{\lambda}$. This follows from the representation (5.24) by the arguments of Lemma 5.1, since boundedness of
\begin{equation}
(\beta \alpha^{-1} + S_{\lambda}^{F})^{-1} (\tilde{A} - I^{*})(H_{\text{IBC}}^{0,1} - \lambda)^{-1/2}
\end{equation}
together with the equality of $D(L^{1/2})$ and $D(|H_{\text{IBC}}^{0,1}|^{1/2})$ implies boundedness of
\begin{equation}
N^{1/2}(\beta \alpha^{-1} + S_{\lambda}^{F})^{-1} F_{\lambda}^{*}.
\end{equation}
\qed
Appendix A.

A.1. Linear relations. Here we briefly recall the relevant notions for linear relations in a Hilbert space $\mathcal{H}$. These generalise the corresponding notions for operators with the relation given by the graph. For a linear relation $\mathcal{R}$ in $\mathcal{H}$ (i.e. a subspace of $\mathcal{H} \oplus \mathcal{H}$), the domain, range, kernel are defined by

$$D(\mathcal{R}) = \{ \varphi \in \mathcal{H} \mid \exists \eta \in \mathcal{H} \ : (\varphi, \eta) \in \mathcal{R} \}$$

$$rg(\mathcal{R}) = \{ \varphi \in \mathcal{H} \mid \exists \psi \in \mathcal{H} : (\psi, \varphi) \in \mathcal{R} \}$$

$$ker(\mathcal{R}) = \{ \varphi \in \mathcal{H} \mid (\varphi, 0) \in \mathcal{R} \}.$$

The following operations are defined on the set of linear relations in a Hilbert space $\mathcal{H}$

$$\mathcal{R} + \mathcal{S} = \{ (\varphi, \xi + \eta) \mid (\varphi, \xi) \in \mathcal{R}, (\varphi, \eta) \in \mathcal{S} \}$$

$$-\mathcal{R} = \{ (\varphi, -\psi) \mid (\varphi, \psi) \in \mathcal{R} \}$$

$$\mathcal{R} \mathcal{S} = \{ (\varphi, \eta) \in \mathcal{H} \oplus \mathcal{H} \mid \exists \xi \in \mathcal{H} : (\varphi, \xi) \in \mathcal{S} \text{ and } (\xi, \eta) \in \mathcal{R} \}$$

$$\mathcal{R}^{-1} = \{ (\varphi, \eta) \in \mathcal{H} \oplus \mathcal{H} \mid (\eta, \varphi) \in \mathcal{R} \}.$$ 

The adjoint relation is given by

$$\mathcal{R}^* := \{ (\varphi, \eta) \in \mathcal{H} \oplus \mathcal{H} \mid \forall (\psi, \xi) \in \mathcal{R} : (\varphi, \xi) = (\psi, \eta) \}.$$ 

A relation is symmetric if $\mathcal{R} \subseteq \mathcal{R}^*$ (as sets) and self-adjoint if $\mathcal{R} = \mathcal{R}^*$. Clearly an operator is self-adjoint if and only if its graph is a self-adjoint relation.

A.2. Quasi-boundary triples. In this section we briefly recall the definition of quasi boundary triples. Moreover, we translate results for quasi boundary triples in the language of our abstract framework.

Definition A.1. A triple $(\partial \mathcal{H}, \tilde{B}, \tilde{A})$ is called a quasi boundary triple for an operator $\tilde{L} : D(\tilde{L}) \subset \mathcal{H} \rightarrow \mathcal{H}$ if $\partial \mathcal{H}$ is a Hilbert space and $\tilde{A}, \tilde{B} : D(\tilde{L}) \subset \mathcal{H} \rightarrow \mathcal{H}$ are operators such that

(i) the second Green identity holds

$$\langle \tilde{L}f, g \rangle_{\mathcal{H}} - \langle f, \tilde{L}g \rangle_{\mathcal{H}} = \langle \tilde{A}f, \tilde{B}g \rangle_{\partial \mathcal{H}} - \langle \tilde{B}f, \tilde{A}g \rangle_{\partial \mathcal{H}}$$

for all $f, g \in D(\tilde{L})$.

(ii) The map $(\tilde{A}, \tilde{B}) : D(\tilde{L}) \rightarrow \partial \mathcal{H} \times \partial \mathcal{H}$ has dense range.

(iii) The restriction $L := \tilde{L}|_{\ker(\tilde{B})}$ is a self-adjoint operator on $\mathcal{H}$.

This is equivalent to the definition given in [8, Def.2.1] in terms of relations, since by [8, Thm.2.3] the operator $\tilde{L}$ is always a restriction of (the relation) $L_0^*$ for the closed, but not necessarily densely defined, operator $L_0 = L|_{\ker A}$. In other works, the additional assumption that $D(L_0)$ is dense is made, but we explicitly avoid this.

By Remark 3.5, $(\partial \mathcal{H}, A_m, B)$ is a quasi boundary triple for $\tilde{L} = L|_{D(A_m)}$. In Theorem 4.8 we show that $(\partial \mathcal{H}, (B - I^*), (A_m - I^*))$ is a quasi boundary triple for $H_m$.

A quasi boundary triple is called an ordinary boundary triple if $rg(\tilde{A}, \tilde{B}) = \partial \mathcal{H}^2$ and a generalized boundary triple if $rg(\tilde{B}) = \partial \mathcal{H}$.

Note that a quasi boundary triple for $\tilde{L}^*$ exists if and only if the defect indices $n_+ (\tilde{L}) := \dim(\ker(\tilde{L}^* + i))$ of $\tilde{L}^*$ coincide. Further, if the defect indices of $\tilde{L}$ are finite the quasi boundary triple for $\tilde{L}$ is an ordinary boundary triple. Moreover, the operator $(\tilde{A}, \tilde{B}) : D(\tilde{L}) \subset \mathcal{H} \rightarrow \mathcal{H}$...
\( \partial \mathcal{H} \times \partial \mathcal{H} \) is closable and by [8, Prop. 2.2] \( \ker(\tilde{A}, \tilde{B}) = D(\tilde{L}) \) holds. By [8, Thm. 2.3] it follows that \( \tilde{L} = \tilde{L}^* \) if and only if \( \text{rg}(\tilde{A}, \tilde{B}) = \partial \mathcal{H}^2 \). In this case the restriction \( L := \tilde{L}^{|_{\ker(\tilde{B})}} \) is self-adjoint and the quasi boundary triple \((\partial \mathcal{H}, \tilde{B}, \tilde{A})\) is an ordinary boundary triple.

For each \( \lambda \in \rho(L) \) the definition of a quasi boundary triple yields the decomposition

\[
(A.2) \quad D(\tilde{L}) = D(L) \oplus \ker(\lambda - \tilde{L})
\]

For \( \tilde{L} = L_m|_{D(A_m)} \), \( \tilde{B} = B \) the decompositions \((A.2)\) and \((2.7)\) coincide. While we used the Dirichlet operator \( G_\lambda \) to obtain this decomposition, here the situation is contrariwise. Starting with the decomposition one obtains that the restriction \( \tilde{B}|_{\ker(\lambda - \tilde{L})} \) is injective and \( \text{rg}(\tilde{B}|_{\ker(\lambda - \tilde{L})}) = \text{rg}(\tilde{B}) \). This yields to the following definition.

**Definition A.2.** Let \((\partial \mathcal{H}, B, A)\) a quasi boundary triple for \( \tilde{L} \subset \tilde{L}^* \). The \( \gamma \)-field corresponding to \((\partial \mathcal{H}, \tilde{B}, \tilde{A})\) is given by

\[
\tilde{G}: \rho(L) \to \mathcal{L}(\partial \mathcal{H}, \mathcal{H}) : \lambda \mapsto (\tilde{B}|_{\ker(\lambda - \tilde{L})})^{-1}.
\]

Moreover the Weyl function associated to \((\partial \mathcal{H}, \tilde{B}, \tilde{A})\) is given by

\[
\lambda \mapsto \tilde{T}(\lambda) := A\tilde{G}(\lambda).
\]

We point out that the \( \gamma \)-field \( \tilde{G}(\lambda) \) at \( \lambda \in \rho(L) \) equals to the abstract Dirichlet operator \( G_\lambda \) by Proposition 2.7 (i). Hence the Weyl function \( \tilde{T}(\lambda) \) at \( \lambda \in \rho(L) \) coincide with the abstract Dirichlet-to-Neumann operator \( T_\lambda \).

**Remark A.3.** In [8] it is shown that for a boundary triple \((\partial \mathcal{H}, \tilde{B}, \tilde{A})\)

\[
(A.3) \quad \tilde{T}(\lambda)^* = \tilde{T}(\lambda)
\]

for all \( \lambda \in \rho(L) \) holds. Further, if \((\partial \mathcal{H}, \tilde{B}, \tilde{A})\) is a generalized (in particular a ordinary) boundary triple, equality holds, i.e.

\[
(A.4) \quad \tilde{T}(\lambda)^* = \tilde{T}(\lambda)
\]

for all \( \lambda \in \rho(L) \).

Note that our approach is contrariwise. We start with Assumption 2.3 and show that \((\partial \mathcal{H}, B, A_m)\) is a quasi boundary triple for \( L_m|_{D(A_m)} \). Whereas in [8] they start with a quasi boundary triple and see that \((A.3)\) holds.

Consider a Hilbert space \( \mathcal{K} \) and a closed, densely defined operator \( U : D(U) \subset \mathcal{K} \to \mathcal{K} \) with \( \rho(U) \neq \emptyset \). Replacing \( U \) by \( U - \lambda \) for \( \lambda \in \rho(U) \) we assume without loss of generality that \( 0 \in \rho(U) \). Now we define the norm \( \| \phi \|_{-1} := \| U^{-1} \phi \|_{\mathcal{K}} \) and by \( \mathcal{K}_{-1} := (\mathcal{K}, \| \cdot \|_{-1}) \) the completion of \( \mathcal{K} \) with respect to the \( \| \cdot \|_{-1} \)-norm. Now \( \mathcal{K}_{-1} \) equipped with the \( \| \cdot \|_{-1} \)-norm is a Banach space and if \( U \) is symmetric a Hilbert space. Further, we define \( \mathcal{K}_1 \) by \( D(U) \) equipped with the graph norm. Denote by \( U_{-1}^{-1} \) the unique extension of \( U^{-1} \) from \( \mathcal{K}_{-1} \) to \( \mathcal{K} \). We point out that \( U^{-1} \) is an isometry from \( \mathcal{K}_1 \to \mathcal{K} \) and \( U_{-1}^{-1} \) is an isometry from \( \mathcal{H} \to \mathcal{H}_{-1} \), i.e.,

\[
\mathcal{K}_{-1} \xrightarrow{U_{-1}^{-1}} \mathcal{K} \xrightarrow{U^{-1}} \mathcal{K}_1.
\]

If \( U \) is generator of a strongly continuous semigroup the space \( \mathcal{H}_{-1} \) is the extrapolation space of order \(-1\) associated to \( U \) (see [17, Def. II.5.4]). We refer to [17, Sect. II.5] for more details about extrapolation spaces.
Now consider the quasi boundary triple \((\partial H, \tilde{A}, \tilde{B})\) for \(\tilde{L}\). Let \(G_\lambda\) be the associated family of abstract Dirichlet operators (the \(\gamma\)-field). Assume that \(\mathcal{I} := \text{rg } \tilde{A}|_{D(L)}\) is dense. Then

\[(A.5) \quad M := (G_\lambda^* G_\lambda)^{1/2}\]

defines a positive, injective operator on \(\partial H\). By [9, Prop. 2.9] we have that \(G := \text{rg } G_\lambda^* = \text{rg } M\). Note that \(M^{-1} : \mathcal{I} \subset \partial H \to \partial H\) is an invertible, densely defined, closed operator. We set \(U := M^{-1}\) and \(G_+ := G_1, G_- := G_{-1}\). Then the spaces are Hilbert spaces. Denote the unique extension \(M_- := (M^{-1})^{-1} : G_- \to \partial H\) we obtain the isometries

\[
\mathcal{I} \xrightarrow{M_-} \partial H \xrightarrow{M} \mathcal{I}_+.
\]

Denote by \(\tilde{L}\) the closure of \(\tilde{L}\) and by \(\tilde{B} : D(\tilde{L}) \to \mathcal{I}\) the unique extension of \(\tilde{B}\). Moreover \((A.2)\) yields the decomposition

\[(A.6) \quad D(\tilde{L}) = D(L) \oplus \ker(\lambda - \tilde{L})\]

for \(\lambda \in \rho(L)\) and we denote the projection onto \(D(L)\) by \(\pi\). Define \(\tilde{B} := M_- \circ \tilde{B} : D(\tilde{L}) \to \partial H\) and \(\tilde{A} := M^{-1} \circ \tilde{A} \circ \pi : D(\tilde{L}) \to \partial H\). By [9, Thm. 2.12] \((\partial H, \tilde{A}, \tilde{B})\) is an ordinary boundary triple for \(\tilde{L}\). This allows to extend the classification of ordinary boundary triples (see [9, Thm. 3.1]) to quasi boundary triples (see [9, Thm. 3.4]). For more details we refer to [9, Sect. 3]. See also [13].

**Theorem A.4** ([9, Cor. 3.5]). Let \((\partial H, \tilde{B}, \tilde{A})\) a quasi boundary triple for \(\tilde{L}\). Assume that there exists a \(\lambda \in \mathbb{R} \cap \rho(\tilde{L})\). Let \(\mathcal{R}\) be a relation in \(\partial H\). Then \(L|_{\mathcal{R}}\) given by

\[
L|_{\mathcal{R}} = H|_{D(L|_{\mathcal{R}})} \quad \text{and} \quad D(L|_{\mathcal{R}}) = \left\{ f \in D(\tilde{L}) : (\tilde{B}f, \tilde{A}f) \in \mathcal{R} \right\}.
\]

is self-adjoint if and only if the relation

\[
M^{-1}(\mathcal{R} - T(\lambda))M_-^{-1}
\]

is self-adjoint and satisfies \(D(\mathcal{R}) \subset M_- D(T)\).
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