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Abstract. To diagnose fault of nonlinear components in analog circuits, a method of fault diagnosis based on Volterra series theory, high-order spectrum and kernel assurance criterion (KAC) analysis was proposed. Firstly, input and output signals of the analog circuit were used to identify a Volterra model. Secondly, the kernel function was solved by the improved multi-pulse excitation method. The high-order spectrum and its slice method were used to qualitatively characterize the kernel function. Finally, the concept of KAC indicator was introduced to quantitatively compare the characteristics of soft faults in the analog circuit, and the fault degree information was extracted and diagnosed. Taking the Sallen-key filter circuit as the research object, the simulation of the method shows that the high-order spectrum and KAC index can be used to quantify the Volterra system with different fault levels, which can effectively distinguish analog circuit with different soft faults, and have certain practical significance.

1. Introduction

With the development of high-tech products such as communication and space equipment, the functions and performance of SOC chips are becoming more and more strict. Fault feature extraction and identification of chips have been hot topics for recent years. Due to the different nature and the higher nonlinearity of the analog circuit in the chip circuit test, it is difficult to diagnose fault and identify parameter. It is of great significance to perform analog circuit fault diagnosis and parameter identification.

For the analog integrated circuit, due to the influence of the product process, the component parameters will be randomly offset from the standard value, and lead to different degrees of circuit performance changes. According to the degree of offset, the fault type can be classified into soft and hard fault [1]. Hard faults are caused by large defects in design or production such as open or short circuits problems, which cause the completely failure of circuit. The parameters of the component change is caused by soft fault such as manufacturing tolerances, temperature drift, etc. [2], and the circuit with such fault has good function but large performance deviation. Due to the small deviation of the performance parameters of the soft fault, it is difficult to extract the fault features and identify the parameters in the nonlinear analog circuit. Such problems are focus on scholars at home and abroad in recent years. M. Tadeusiewicz et al. have developed a neural-network based analog fault diagnostic
system for actual circuits, the collected data is preprocessed by wavelet decomposition, and take the actual circuit as an example to distinguish the faulty components [3]. VASAN S et al extract features for fault diagnosis through the continuous refinement of the scanning signal, and propose a nuclear method to solve the fault identification as a pattern recognition problem, and a case study is carried out to prove the effectiveness of the method through two kinds of analog filter circuit [4]. However, such methods are greatly affected by the nonlinearity of the analog circuit, and it is difficult to identify the soft fault of the analog integrated circuit stably. In recent years, many scholars have focused on the fault identification of nonlinear analog circuits. YANG Chen-lin et al. proposed a new modeling method that can be applied to linear and nonlinear circuits, and verified by simulation and experiment. [5] Han Haitao et al. [6] proposed a new method for fault mode discrimination using kernel principal component analysis (KPCA) and multi-class support vector machine (MSVM). The fault simulation is performed by the Sallen-Key band-pass filter. It proves that this method has the high accuracy of analog circuit parameter type fault identification. The above research content has achieved certain results in the fault diagnosis of nonlinear analog circuits, but there are still a series of problems such as complex algorithms and poor convergence. Aiming at such problems, this paper proposes an improved Volterra series modeling [7] and KAC index in nonlinear analog circuits as evaluation indicators, and to identify the soft faults of nonlinear analog circuits, and verify the correctness and superiority of the method through simulation experiments.

2. Proposed method
The nonlinear circuit fault simulation is carried out based on MATLAB and PSPICE. The Volterra series model is established by using the input and output data of this circuit. The improved multi-pulse excitation method is used to solve the Volterra kernel function, and is identified by the generalized frequency response function (GFRF), and the different degrees of failure on the system is visually represented by the high-order spectrum. For the shortcomings of the lack of quantitative results of the high-order spectrum, the KAC index is used to quantitatively describe the different fault levels of the Volterra model. and has achieved good results in the identification and diagnosis of nonlinear analog circuits with different degrees of failure. The fault feature extraction method based on Volterra series and high-order impulse response function confidence criteria is as follows:
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**Figure 1.** Volterra series and higher order spectrum and KAC analysis
3. Volterra series theory

3.1. Basic concept

Volterra series theory was first proposed from the mathematical point, mainly applied to the solution of mathematically complex calculus equations [8]. It can be used to describe nonlinear systems by modeling, and is widely used in nonlinear modeling and analysis in the fields of electronics and machinery [9]. The core is the representation of system output through the multidimensional convolution of the kernel function and the input signal of the system. The basic definition is:

\[
y(t) = h_0(t) + \sum_{i=1}^{\infty} \int_{0}^{t} h_i(t, \tau_1, \tau_2, \cdots, \tau_k) \prod_{j=1}^{i} \mu(t-\tau_j)d\tau_j
\]

(1)

The input and output of the system separately are \( \mu(\tau) \) and \( y(t) \), the order \( h_i(t, \tau_1, \tau_2, \cdots, \tau_k) \) is the Volterra kernel function for this system. As can be seen from equation (1), for a linear system, its Volterra series model can be expressed as:

\[
y(t) = \int_{0}^{t} h(t-\tau)\mu(\tau)d\tau
\]

(2)

\( \mu(\tau) \) and \( y(t) \) represent the system input and output, and \( h(\tau) \) is equivalent to the impulse response function of the linear system. Therefore, Volterra series is the mapping and generalization of the transfer function in nonlinear systems. Its physical meaning is consistent with the system transfer function, which represents the fundamental characteristics of the system, and is independent of system input and output. Based on this characteristic, the nonlinear system can be characterized by Volterra series, which can fully describe the nonlinear system characteristics and avoid the influence of system nonlinearity and discreteness.

It can be seen from Equation 2 that it represents the system characteristics of a linear system. Similarly, the mapping to a nonlinear system, \( h(\tau), h(\tau_1, \tau_2), h(\tau_1, \tau_2, \tau_3) \) represents a system characteristic of a nonlinear system. Therefore, for a nonlinear system, determine its system characteristics are fundamentally determining the Volterra kernel function.

Considering the discreteness of the nonlinear system, in order to better describe its characteristics, it can be discretized as the following form that compared to a linear system:

\[
y(n) = y_0 + \sum_{n=1}^{\infty} \sum_{i_1=0}^{\infty} \cdots \sum_{i_k=0}^{\infty} h_k(i_1, i_2, \cdots, i_k) \prod_{k=1}^{\infty} u(n-i_k)
\]

(3)

For the solution of this discrete form, it is necessary to determine the specific value of \( n \) and \( m \) in practice, so the variant can be obtained:

\[
y(n) = \sum_{n=1}^{N} \sum_{m_1=0}^{M-1} \cdots \sum_{m_k=0}^{M-1} h_0(m_1, m_2, \cdots, m_k) \prod_{i=1}^{n} u(n-m_i) + e(k)
\]

(4)

Where \( N \) is the maximum order of the identified system and \( M \) is the system memory length, and \( e(k) \) is the truncation error generated from the nonlinear system after its truncated form is determined. Therefore, the solution to the discrete form can be realized in the case of system convergence. As long as the truncated form of the system is determined, the system kernel function can be determined through a series of algorithms, thereby fundamentally describing the system characteristics.
Similarly, to describe the system characteristics, it reflects not only from the time domain, but need to be transformed into the frequency domain by multi-dimensional Fourier transform, and to analyze the system characteristics further. The frequency domain expression is:

\[ Y(\omega) = \sum_{n=1}^{\infty} Y_n(\omega) \]

\[ Y_n(\omega) = \frac{1}{(2\pi)^{n-1}} \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} H_n(\omega - \omega_2 - \cdots - \omega_n, \omega_2, \ldots, \omega_n) \times \]

\[ U(\omega - \omega_2 - \cdots - \omega_n, \omega_2, \ldots, \omega_n) U(\omega_2) \cdots U(\omega_n) \ d\omega_2 \cdots \omega_n \]  

(5)

Among them, \( U(\omega) \) and \( Y_n(\omega) \) are obtained by Fourier transform from \( u(t) \) and \( y(t) \). Similarly, \( H_n(\omega_1, \omega_2, \ldots, \omega_n) \) through the multi-dimensional Fourier transform of the time-domain kernel of the \( n \) order Volterra series is called the \( n \) order GFRF of the nonlinear system or the frequency domain

\[ H_n(\omega_1, \omega_2, \ldots, \omega_n) = \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} \tilde{h}_n(\tau_1, \tau_2, \ldots, \tau_n) \]

\[ e^{-j(\omega_1 \tau_1 + \omega_2 \tau_2 + \cdots + \omega_n \tau_n)} \ d\tau_1 d\tau_2 \cdots d\tau_n \]  

(6)

Since the GFRF of Volterra series is generalized on the basis of the linear system frequency response function, its essence is the same, so the GFRF of the nonlinear system is a non-parametric model, which can also represent the frequency domain characteristics of many systems, and are visually described when performing nonlinear analysis identification.

3.2. Multi-pulse excitation method

Suppose there is a nonlinear system that can be described by a third-order Volterra kernel function as follows:

\[ y(t) = \int_0^t h_1(t - \tau_1) u(\tau_1) d\tau_1 + \int_0^t h_2(t - \tau_1, t - \tau_2) u(\tau_1) u(\tau_2) d\tau_1 d\tau_2 \]  

(7)

Taking a pulse excitation as input, according to the convolution theorem, the system output is expressed as follows:

\[ \mu_0(t) = a_0 \delta(t) \rightarrow y_0(t) \]

\[ y_0(t) = a_0 h_1(t) \]  

(8)

After transposition, the first-order kernel function is obtained as:

\[ h_1(t) = \frac{y_0(t)}{a_0} \]  

(9)

Similarly, two different amplitude pulse excitations are input to the system, and the output is expressed as follows:
\[ \begin{align*}
\mu_{0}(t) &= a_{0} \delta(t) \rightarrow y_{0}(t) \\
y_{0}(t) &= a_{0} h_{1}(t) + a_{0}^{2} h_{2}(t, t)
\end{align*} \tag{10}\]

\[ \begin{align*}
\mu_{0}(t) &= 2a_{0} \delta(t) \rightarrow y_{1}(t) \\
y_{1}(t) &= 2a_{0} h_{1}(t) + 4a_{0}^{2} h_{2}(t, t)
\end{align*} \tag{11}\]

Converting to a matrix can be expressed as:
\[
\begin{bmatrix}
a_{0} & a_{0}^{2} \\
2a_{0} & 4a_{0}^{2}
\end{bmatrix}
\begin{bmatrix}
h_{1}(t) \\
h_{2}(t, t)
\end{bmatrix} =
\begin{bmatrix}
y_{0}(t) \\
y_{1}(t)
\end{bmatrix}
\tag{12}\]

Therefore, the second-order kernel function of the system is solved as follows:
\[
\begin{align*}
h_{1}(t) &= \frac{4y_{0}(t) - y_{1}(t)}{2a_{0}} \\
h_{2}(t) &= \frac{y_{1}(t) - 2y_{0}(t)}{2a_{0}^{2}}
\end{align*} \tag{13}\]

Similarly, the solution of the third-order kernel function is:
\[
\begin{align*}
h_{1}(\tau) &= \frac{18y_{0}(t) - 9y_{1}(t) + 2y_{2}(t)}{6a_{0}} \\
h_{2}(\tau, \tau_{1}) &= \frac{4y_{1}(t) - 5y_{0}(t) - y_{2}(t)}{2a_{0}^{2}} \\
h_{3}(\tau, \tau_{1}, \tau_{2}) &= \frac{3y_{2}(t) + y_{1}(t) - 3y_{0}(t)}{6a_{0}^{3}}
\end{align*} \tag{14}\]

For systems represented by third-order or higher kernel functions, more different magnitudes of pulse excitation can be used as inputs to solve different order Volterra kernel functions, considering that as the order increases, the higher data dimension is generated, the more difficult the calculation is, due to the impact of this dimension disaster, it is more suitable to solve the kernel function mainly within the fourth order.

3.3. Simulation

Supposing there is a nonlinear system whose expression is as follows:
\[
y_{i} = \frac{e^{2x_{i}^2}}{e^{x_{i}} + 1}
\tag{15}\]

\[ v_{i} = 2.1 \mu_{i} + 1.3 \mu_{i-1} + 0.6 \mu_{i-2} \]

Performing a third-order taylor expansion on the system and substituting \( v_{i} \) into it:
\[
y_{i} = 0.5 - 2.75(2.1 \mu_{i} + 1.3 \mu_{i-1} + 0.6 \mu_{i-2}) + 7.5(2.1 \mu_{i} + 1.3 \mu_{i-1} + 0.6 \mu_{i-2})^{2} + O(t_{i}^{3})
\tag{16}\]
The original second-order kernel function of the system can be obtained by the above formula:

\[
\mathbf{h}_1 = \begin{bmatrix}
5.775 & 3.575 & 1.65 \\
33.075 & 20.475 & 9.45 \\
20.475 & 12.675 & 5.85 \\
9.45 & 5.85 & 2.7
\end{bmatrix}
\]

(17)

According to the Volterra series theory, a pulse signal \( \delta(t)\delta(t-T) \) with a certain delay is input to the system. The system output is recorded as \( y_1, y_2 \). The estimated value of the system kernel function can be calculated by using Equation 12 as follows:

\[
\mathbf{h}_1 = \begin{bmatrix}
5.7746 & 3.573 & 1.6486 \\
33.0728 & 20.453 & 9.4296 \\
20.453 & 12.5625 & 5.7794 \\
9.4296 & 5.7794 & 2.6496
\end{bmatrix}
\]

(18)

In order to display the approximation more intuitively between the system kernel function and the Volterra kernel function calculated by the multi-pulse excitation method, the GFRF is obtained by using the discrete form of equation (4), thereby making the system first and second order amplitude-frequency and phase-frequency response curves, and intuitively illustrating that the Volterra kernel function solved by this method can best characterize the fundamental characteristics of nonlinear systems.

Figure 2 First-order kernel function identification
Comparing Figure 2 and Figure 3, for the first-order kernel function, the maximum absolute error of amplitude and phase is 0.003 dB and 0.025°, respectively, while the maximum absolute error of amplitude and phase of the second-order kernel function is 0.04 dB and 0.5°. The pulse excitation method solves the Volterra kernel function of the system, which can better identify the nonlinear system and characterize the system fundamentally.

4. High-order spectrum analysis

In practical applications, because of the influence of the external environment, it is difficult to eliminate the influence of external factors, that the GFRF of Volterra kernel function is used to represent and compare the system characteristics. And because the frequency response graph is a three-dimensional map, that quantitatively extract and compare the effective information difficulty .. In this paper, we can suppress the influence of Gaussian noise by using high-order spectrum, extract the features of Volterra kernel function with different fault degrees in the analog circuit, and perform diagonal slice processing on the bi-spectrum and tri-spectrum, finally, we compared and analyzed its fault characteristics. The characteristics are visually expressed, based on the frequency response function mode confidence criteria, mapped to the relevant indicators of the Volterra kernel function, which can be used to determine a fixed value to quantitatively describe the degree of faults generated in the analog circuit.

4.1. Bi-spectrum and Tri-Spectrum

The fourier transform of the autocorrelation function of a zero-mean continuous stationary random signal is defined as its power spectral density, and its autocorrelation function is absolutely reconcilable. Similarly, if the high-order cumulant \( c_{k_1}(\tau_1,\cdots,\tau_{k-1}) \) is absolutely reconcilable, then the \( k \)-order cumulant spectrum is defined as a \( (k-1) \)-dimensional discrete fourier transform of the \( k \)-order cumulant, which has the following definition:

\[
S_k(\omega_1,\cdots,\omega_{k-1}) = \sum_{\tau_1=0}^{\infty} \cdots \sum_{\tau_{k-1}=0}^{\infty} c_k(\tau_1,\cdots,\tau_{k-1}) e^{-j(\omega_1\tau_1+\cdots+\omega_{k-1}\tau_{k-1})}
\]

In general, the high-order accumulation is often referred to high-order spectrum, also called multi-spectral [10]. In particular, the third-order spectrum \( S_3(\omega_1,\omega_2) \) is called bi-spectrum, and the fourth-order spectrum \( S_4(\omega_1,\omega_2,\omega_3) \) is called tri-spectrum. It is customary to use \( B(\omega_1,\omega_2) \) to represent bispectrum and to use \( T(\omega_1,\omega_2,\omega_3) \) to represent tri-spectrum. Using the Volterra kernel function
\( h_k(\tau, \cdots, \tau_i) \) obtained above as the nonlinear system kernel function, the conversion to the frequency domain can be obtained as a bi-spectrum representation formula:

\[
B(\omega_1, \omega_2) = \gamma_{s,3}H(\omega_1)H(\omega_2)H^*(\omega_1 + \omega_2)
\]

\[
|B(\omega_1, \omega_2)| = \left| \frac{\gamma_{s,3}}{1 + \sum_{j=1}^{p} \beta e^{-j(\omega_1 + \omega_2)}} \prod_{k=1}^{3} \left| 1 + \sum_{j=1}^{p} \beta e^{-j\omega_k} \right| \right|
\]

The expression of the tri-spectrum is:

\[
T(\omega_1, \omega_2, \omega_3) = \gamma_{s,3}H(\omega_1)H(\omega_2)H(\omega_3)H^*(\omega_1 + \omega_2 + \omega_3)
\]

\[
|T(\omega_1, \omega_2, \omega_3)| = \left| \frac{\gamma_{s,3}}{1 + \sum_{j=1}^{p} \gamma e^{-j(\omega_1 + \omega_2 + \omega_3)}} \prod_{k=1}^{3} \left| 1 + \sum_{j=1}^{p} \gamma e^{-j\omega_k} \right| \right|
\]

4.2. Slice spectrum

4.2.1. Three-spectrum two-dimensional slice spectrum. In practical applications, the tri-spectrum characterizes the phase coupling between three frequencies, which is composed of three frequencies and amplitudes. It is spatially a four-dimensional representation by using a movable ball in space generally, and the size of the sphere represents the three-spectrum amplitude of a certain point. As shown below:

\[\text{Figure 4 Tri-spectrum diagram}\]

In order to display the tri-spectrum better in three-dimensional space, the frequency of \( T(\omega_1, \omega_2, \omega_3) \) that any one of the formulas (16) is taken as the value, in general, \( \omega = \mathbf{C} = 0 \), the tri-spectrum can be
reduced to bi-spectrum, which is called the tri-spectrum’s two-dimensional slice spectrum [11], its expression can be represented as follows:

\[ T(\omega_1, \omega_2, C) = \gamma_{a_3} H(\omega_1)H(\omega_2)H(C)H^*(\omega_1 + \omega_2 + C) \]  

(22)

The normalized magnitude expression for a tri-spectrum two-dimensional slice is:

\[
|T(\omega_1, \omega_2, C)| = \frac{K}{1 + \sum_{i=1}^{p} \gamma_i \epsilon^{-j(\omega_1 + \omega_2 + C)} \sum_{k=1}^{2} \sum_{l=1}^{2} \gamma_{kl} \epsilon^{-ji\omega_k} + \sum_{i=1}^{p} \gamma_i \epsilon^{-jiC}}
\]

(23)

4.2.2. Diagonal slices of bi-spectrum and tri-spectrum.

In order to make the two-dimensional slice spectrum and bispectrum display more intuitively, diagonally slice the bi-spectrum and tri-spectrum in the case of two-dimensional slicing, and express the tri-spectrum and bi-spectrum on the two-dimensional plane. There is an intuitive contrast between the bi-spectrum and tri-spectrum characterization phase coupling degrees.

In the bispectral expression (16), \( \omega = \omega_1 = \omega_2 \), the same as \( B(\omega, \omega) = \gamma_{a_3} H(\omega)^3 H^*(2\omega) \), the magnitude of the normalized diagonal slice is:

\[
|B(\omega, \omega)| = \frac{|S|}{1 + \sum_{i=1}^{p} \beta_i \epsilon^{-ji\omega} + \sum_{i=1}^{p} \beta_i \epsilon^{-ji\omega}}
\]

(24)

Similarly, in the three-dimensional slice expression of the tri-spectrum, the diagonal slice can be expressed as:

\[
T(\omega, \omega, C) = \gamma_{a_3} H(\omega)^3 H(C)H^*(2\omega + C)
\]

(25)

Its normalized magnitude is:

\[
|T(\omega, \omega, C)| = \frac{K}{1 + \sum_{i=1}^{p} \gamma_i \epsilon^{-j(2\omega + C)} + \sum_{i=1}^{p} \gamma_i \epsilon^{-j\omega} + \sum_{i=1}^{p} \gamma_i \epsilon^{-jC}}
\]

(26)

4.3. Higher Order Impulse Response Function Confidence Criterion (KAC)

In mathematical definition, the SAC index at point \( k \) is defined as follows between the vector \( H_{pk} \) in the frequency response function (displacement, velocity or acceleration) of point \( P \) and the vector \( H_{qk} \) as the same:

\[
SAC = \frac{\left( \left| H_{pk}^T H_{qk} \right| \right)^2}{\left( H_{pk}^T H_{pk} \right) \left( H_{qk}^T H_{qk} \right)}
\]

(27)
Similarly, to the Volterra kernel function nonlinear system, this Volterra kernel function index can be defined as Kernel Assurance Criterion (KAC) [12], which is expressed as follows:

\[
KAC_u = \left( \frac{\sum_{n_{11},n_{12},\cdots,n_{1u}}^N h_u^n(r_1, r_2, \cdots, r_u) h_u^n(r_1, r_2, \cdots, r_u)}{\sum_{n_{11},n_{12},\cdots,n_{1u}}^N h_u^n(r_1, r_2, \cdots, r_u) h_u^n(r_1, r_2, \cdots, r_u)} \right) \]

Where, \(h_u^n(r_1, r_2, \cdots, r_u)\) and \(h_u^n(r_1, r_2, \cdots, r_u)\) respectively represent the n-order Volterra kernel function of the system in the normal state and the fault state. According to equation (28), the second-order Volterra kernel function index of the system can be expressed as:

\[
KAC_2 = \left( \frac{\sum_{r_1,r_2=0}^N h_u^2(r_1, r_2) h_u^2(r_1, r_2)}{\sum_{r_1,r_2=0}^N h_u^2(r_1, r_2) h_u^2(r_1, r_2)} \right) \]

Similarly, the third-order Volterra kernel function index of the system can be expressed as:

\[
KAC_3 = \left( \frac{\sum_{r_1,r_2,r_3=0}^N h_u^3(r_1, r_2, r_3) h_u^3(r_1, r_2, r_3)}{\sum_{r_1,r_2,r_3=0}^N h_u^3(r_1, r_2, r_3) h_u^3(r_1, r_2, r_3)} \right) \]

Similarly to the frequency response function mode confidence criterion SAC, the value of the indicator KAC is between zero and one, if the value is closer to one, the system is normal; otherwise, if the value is closer to zero, the system fails, and with the degree of failure increasing, the value is closer to zero, which is used as a basis and indicator for quantitatively judging different degrees of failure in the analog circuit.

5. Simulation experiment verification
In this paper, Volterra series and high-order spectrum are introduced into the analysis of analog circuits with different degrees of failure, and the degree of fault is quantified by KAC. The differences between different analog circuits with different degrees of fault are compared, and can analyze actual circuit failures in a certain sense.

The Sallen-key bandpass filter circuit is selected for verification, and specific circuit is shown in Figure 4:
Taking this circuit as the research object, the influence of the resistance value changes on the system are studied. Generally, the resistance value is considered to be normal at ±5% of the standard value, and it is considered to be failed when the resistance value changes by more than ±5%. Fault, when the device value exceeds ±50%, it is considered damaged. In the PSPICE simulation circuit, R3 is selected as the analysis object, and the resistance is respectively set to normal, 10% floating and 20% floating. In the circuit, point 1 is the input node and point 4 is the output. According to the above multi-pulse excitation method, respectively to set the input excitation to $\sigma(t)$, $2\sigma(t)$, $3\sigma(t)$, and obtain the output data respectively as $y_1$, $y_2$, $y_3$, finally, to process the output data through MATLAB to obtain the second-order and third-order kernel functions of the system, high-order spectrum and their slices are used to characterize the kernel function. The experimental software platform are PSPICE and MATLAB 2017a. The experimental results are shown in the following figures:
(c) R3 is larger 20%

Figure 6. Three-dimension graph of second-order kernel bi-spectrum

(a) normal R3
(b) R3 is larger 10%
(c) R3 is larger 20%

Figure 7. Second-dimension slice of the third-order kernel tri-spectrum
Figure 8. Second order kernel bi-spectrum slice
Analysis of Fig. 6 and Fig. 7, the result shows that the high-order spectrum of the second-order and third-order kernel functions show a trend of increasing amplitude energy with the upward shift of the resistance value. It can be seen from the figure that the third-order nuclear energy represented by the two-dimensional slice is more concentrated, while the second-order nuclear energy represented by the bi-spectrum is more dispersed, indicating that for this system, the third-order kernel function characterizes the partially implied nonlinear features and can express the system characteristics in more detail.

In view of the fact that the three-dimensional bi-spectrum and the two-dimensional slice tri-spectrum are all three-dimensional forms, it is difficult to intuitively reflect the influence of the degree changes of the failure, so they are diagonally sliced separately, as shown in Fig. 8 and Fig. 9, the analysis result shows that as the resistance increases, the energy of the bi-spectrum and tri-spectrum slice shows an increase first and then a decrease, and the overall change is an increasing trend. Compared with the second-order nuclear function slice bispectrum, the energy distribution of the third-order nuclear slice tri-spectrum is more concentrated, the amplitude peak curve is reduced to one, and the magnitude of the energy can be extracted more intuitively, which can be quantified to some extent to describe the change in the degree of failure.

In summary, through the high-order spectrum and its slice spectrum, the second-order and third-order kernel functions can be characterized to some extent, but the change of the magnitude of the fault can only be compared from the change of the amplitude energy. As the degree of failure increases, the amplitude of the higher-order spectrum in the second-order and third-order kernel functions increases first and then decreases, and it is difficult to establish a one-to-one correspondence with the increasing degree of failure. Therefore, this paper introduces the KAC index to quantify the kernel functions of different orders, and uses R3, R4, and R5 as the analysis objects, and sets their resistance values to change by 10% each time, increasing to 50%, and decreasing to 20%. The following is expressed R3↑10%, and R3↓10%, the KAC indicators of the second-order and the third-order kernel are obtained, and the comparative analysis is shown in Table 1 below:
Table 1. Second- and third-order kernel KAC index with different degrees of failure

| Degree (%) | R3   | R4   | R5   |
|-----------|------|------|------|
|           | KAC1 | KAC2 | KAC3 | KAC1 | KAC2 | KAC3 | KAC1 | KAC2 | KAC3 |
| ↑10%      | 0.965 | 0.9399 | 0.9060 | 0.8491 | 0.7888 | 0.7698 | 0.9175 | 0.8696 | 0.8676 |
| ↑20%      | 0.9567 | 0.9122 | 0.8629 | 0.8312 | 0.7614 | 0.7546 | 0.8148 | 0.6972 | 0.6971 |
| ↑30%      | 0.8457 | 0.7047 | 0.6732 | 0.8108 | 0.6850 | 0.6724 | 0.775 | 0.6547 | 0.6563 |
| ↑40%      | 0.8266 | 0.6145 | 0.5846 | 0.7275 | 0.6179 | 0.6226 | 0.6514 | 0.4661 | 0.4435 |
| ↑50%      | 0.7701 | 0.4645 | 0.4233 | 0.5322 | 0.3285 | 0.3135 | 0.621 | 0.4181 | 0.4073 |
| ↓10%      | 0.8906 | 0.8668 | 0.8199 | 0.9628 | 0.9433 | 0.9382 | 0.8143 | 0.7910 | 0.7909 |
| ↓20%      | 0.662 | 0.7473 | 0.7047 | 0.8559 | 0.8008 | 0.8057 | 0.8711 | 0.6989 | 0.6975 |

The results in the above table show that as the degree of failure increases, the trend of \( KAC_2 \) and \( KAC_3 \) shows a gradual decline, and the rate of this decrease increases with the degree of failure, indicating that the greater the degree of failure is, even close to the device damaged, the more rapid decrease trend with the KAC index of each order kernel function is, and the degree changes of the fault can be quantified by the change of this index.

The changes of R3, R4, and R5 are analyzed separately, it can be seen that for R3 and R5, the KAC index is smaller when the resistance increases than that when the resistance decreases, but for the R4, the KAC index changes are bigger when the resistance value increases. than that when the resistance value decreases. It indicates that the KAC index is more sensitive to the increase of R3 and R5 than R4. Similarly, when the R4 resistance value decreases, the change in the function KAC indicator is more sensitive than R3 and R5.

Comparing the changes of KAC index of each order kernel function with the change of fault degree, it shows that the KAC index of the second-order and the third-order kernel function are more varied than the first-order kernel function, indicating that the related indicators of Volterra high-order kernel function that identified by the multi-pulse excitation method are more sensitive to the change of faults in this circuit. Therefore, this method can be used to perform system Volterra high-order kernel identification for analog circuit faults, and to compare the magnitude changes of different fault levels.

6. Conclusion
In this paper, a method based on Volterra series theory with high-order spectrum and KAC index to characterize the fault degree of analog circuits is proposed. The multi-pulse excitation method is used to identify the Volterra kernel function, and the higher-order spectrum and its slice method are used. The second-order and third-order kernel functions are visually characterized. Finally, the Kernel Assurance Criterion is introduced to quantitatively analyze the kernel function. The results show that the nonlinear analog circuit system which identified with this method can be used to characterize the system state accurately. The comparison of the faults in the Sallen-Key filter circuit shows that the high-order and its slice spectrum and KAC index can be used to extract nonlinear fault features, and which can use Volterra kernel function with qualitative analysis and quantitative representation, also can be extended to the comparation and analysis of soft faults in nonlinear analog circuits, and has certain practical significance for feature extraction of fault degree of nonlinear analog circuits.
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