Using Image Texture and Spectral Reflectance Analysis to Detect Yellowness and Esca in Grapevines at Leaf-Level
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Abstract: Plant diseases are one of the main reasons behind major economic and production losses in the agricultural field. Current research activities enable large fields monitoring and plant disease detection using innovative and robust technologies. French grapevines have a reputation for producing premium quality wines, however, these major fruit crops are susceptible to many diseases, including Esca, Downy mildew, Powdery mildew, Yellowing, and many others. In this study, we focused on two main infections (Esca and Yellowing), and data were gathered from fields that were located in Aquitaine and Burgundy regions, France. Since plant diseases can be diagnosed from the properties of the leaf, we acquired both Red-Green-Blue (RGB) digital image and hyperspectral reflectance data from infected and healthy leaves. Biophysical parameters that were produced by the PROSPECT model inversion together with texture parameters compiled from the literature were deduced. Then we investigated their relationship to damage caused by Yellowing and Esca. This study examined whether spectral and textural data can identify the two diseases through the use of Neural Networks. We obtained an overall accuracy of 99% for both of the diseases when textural and spectral data are combined. These results suggest that, first, biophysical parameters present a valid dimension reduction tool that could replace the use of complete hyperspectral data. Second, remote sensing using spectral reflectance and digital images can make an overall nondestructive, rapid, cost-effective, and reproducible technique to determine diseases in grapevines with a good level of accuracy.
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1. Introduction

Traditionally, laboratory-based diagnostic methods and symptomology are the main crop disease detection techniques. Biological methods include Polymerase Chain Reaction (PCR), Enzyme Linked Immuno Sorbent Assay (ELISA), fluorescence in situ hybridization, and biomarker-based detection technology. These techniques are however destructive and time-consuming. Visual inspection, on the other hand, is a subjective procedure, since it depends on the pathologist’s experience and it is affected by temporal change. Moreover, visual diagnosis is expensive, mainly in the case of wide canopies. Symptoms are generally a good indicator of a disease, however, it is not advised to make a decision that is only based on visual assessment. Hence, traditional crop disease diagnosis approaches lack precision, and developing alternatives seem to be essential.

In recent years, numerous non-destructive sensing technologies have been implemented to assess the physiological status of vegetation and to respond to the need for the automatic identification of
diseases. When an infection occurs, the foliar concentration of pigments and biochemical components is altered [1,2]. As a result, the infected leaf reflectance in the Visible (VIS) and (Near-Infrared) NIR regions of the electromagnetic spectrum is no longer perfect and similar to a healthy reflectance. Many studies confirmed that reflectance data can be considered as a tool for damage quantification in crops. The work done in [3] concluded that the spectral reflectance of leaves corresponding to three kinds of fungal diseases were significantly different. A study on Yellow mosaic disease in soybean fields showed the difference in spectral reflectance between healthy and diseased cases. It enabled the identification of a single sensitive band and a spectral ratio for satellite in-field monitoring of the disease [4]. Seven spectral bands at the leaf-level and one band at canopy-level were identified by [5] for assessing the infestation level of rice leaf folder damage through the analysis of hyperspectral data gathered from healthy and infected sample leaves.

Biophysical parameters can be generated from high dimensional raw reflectance data using the PROSPECT model inversion, reducing the dimensionality of the spectral measurements. Researchers have adopted Radiative Transfer Models (RTM) for many applications. For example, the study in [6] demonstrated that RTM, together with hyperspectral (HS) airborne imaging, can be of great importance to determine the Leaf Area Index in grassland.

In addition to spectral information, digital image analysis is an effective and noninvasive method. It can produce information from computerized images for disease detection purposes. Texture refers to visual patterns or spatial arrangements of pixels that intensity or color of pixel alone cannot sufficiently describe. It corresponds to both brightness values and pixel locations. The texture feature information can reflect the intensity change of pixels, distinguishing and recognizing objects. AL-Hiary et al. proposed in [7] a robust technique for the recognition of five plant leaf diseases (Early scorch, Cottony mold, Ashen mold, late scorch, and tiny whiteness) using texture extraction from digital images. Furthermore, regions that were contaminated by three diseases (due to green stink bug, bacteria angular, Ascochyta blight virus) that were found in cotton leaves images in [8] were detected by defining a set of features and feeding them to a classifier. For more details about the different approaches for diagnosis of plant leaf diseases through digital image processing, refer to the review that is reported in [9].

Other studies focused on combining spectral and textural data for the sake of classifying crop infections. For example, Xie et al. [10] extracted texture parameters from hyperspectral images and investigated both spectrum and texture for early blight disease detection on an eggplant. Another study of Xie et al. [11] established detection models that were based on texture features. These were extracted from five multispectral images and gave good classification accuracies.

In our paper, we focused on grapevine disease detection, which is a complicated task because different vine infections can sometimes introduce comparable symptoms [12]. We considered two grapevine diseases in our study: Esca and yellowing of the grapevine and data were acquired from two different regions in France. Esca of the grapevine is a type of grapevine trunk diseases. In the last years, several European wine countries such as France, Italy and Spain have noted an increase of occurrence of the disease. Li et al. [13] assessed the nature of Esca spread within commercial vineyards in Bordeaux region, France for a long period of time. Another work was carried out in [14] from 2004 till 2006 in five mature vineyards in Aquitaine Province, France to monitor Esca occurrence. Leaf symptoms mainly appear as a stripe pattern (Figure 1), they can begin to emerge any time during the growing season, but they are mostly seen during July and August. When looking inside the trunks and main branches, a cross-sectional cut of symptomatic shoots uncovers the concentric rings of dark spots [15,16].

There are two forms of the Esca disease, which can be distinguished depending on their severity and their rapidity of appearance. The first is a chronic form and the second is an acute form (also called apoplexy): a severe type of Esca; once contaminated, the grapevines rarely recover. For more details on the syndrome development, refer to Mugnai et al. [17]. Traditional cultural methods to prevent Esca are based on chemical control using various fungicides.
Figure 1. Symptoms of Esca on Cabernet Sauvignon grapevines in Aquitaine region, France.

The Yellowing of the grapevine, on the other hand, is transmitted by planthoppers and leafhoppers through an injection of contaminated saliva. There is no remedy for grapevine yellows that will definitively treat the plant. Preventing the spread of the disease is a currently used approach. Indeed, infected vines are removed, restraining them from becoming a source of infection for feeding insects [18]. An alternative solution might be to eliminate the insects that transmit the disease by massively applying pesticides. Yellowing of the grapevine alters the development of plants. It produces identical symptoms and affects many plant parts, such as fruit, growing points, leaves, and canes. Usually a combination of symptoms will develop on contaminated plants. Discoloration of leaves (red for red-berried varieties and yellow for yellow-berried varieties) might be the most noticeable symptom. Infected leaves also roll-up and become twisted (Figure 2). Canes do not ripen very well and present green-brown sections; flowers dry out and fruits might drop easily on some varieties.

Figure 2. Symptoms of Yellowing on Chardonnay grapevines in Burgundy region, France.

“Flavescence Dorée” (FD) is the contagious type of yellowing of the grapevine, detailed information about FD can be found in [19].

The aim of this paper was to study the feasibility of detecting Esca and yellowing of the grapevine using spectral and texture data. On one side, we presented different methods and functions for performing a PROSPECT model inversion to calculate the biophysical parameters. On the other side, we compared the efficiencies of texture and spectral analyses in classifying sample leaves. The novelty of this work relies on suggesting the optimal association of methods and functions that are used for the PROSPECT model inversion. Furthermore, to our knowledge, this is the first study that attempts to test the ability of combining spectral (biophysical parameters) and image data (texture parameters) in distinguishing damaged grapevine leaves from healthy ones. The results of using biophysical parameters are also compared to using complete hyperspectral measurements.

The article is organized as follows: Section 1 describes how the measurements were acquired, Section 2 introduces the spectral analysis along with the textural analysis. Section 3 states and discusses the results, and finally, Section 4 presents the conclusion along with future works.
2. Materials and Methods

2.1. Data Acquisition

Figure 3, shows different grapevine growing regions in France, however, we only conducted tests in Burgundy and Aquitaine regions. In the Burgundy region, we examined a white berried variety of Chardonnay grapevines that were infested with Yellowing. In the Nouvelle Aquitaine region, we investigated a red-berried variety of Cabernet Sauvignon grapevines infested with Esca. Two field surveys were performed in Bordeaux (Clement castle, Latitude: 44.806031, Longitude: \(-0.647603\), Elevation: 37 m) in the mornings of the 12th of July and the 19th of September 2017 and in Burgundy (Macôn-Plottes sector, Latitude: 46.530431, Longitude: 4.871726, Elevation: 269 m) in the mornings of the 17th of August and the 25th of September 2017. Traditional cultural practices are applied in the two tested fields.

From each variety, we selected four diseased and four healthy grapevines and one to four leaves per grapevine were taken like samples. We took four spectral measurements on each sample leaf and averaged them; the corresponding locations are shown in Figure 4. This procedure is adopted to take into account leaves’ spectral variability. Moreover, we captured one digital RGB image per leaf. We selected infested leaves to get a complete and representative range of diseases symptoms at the end of the experiments. For the healthy group, we selected healthy leaves of different ages.
All of the labeled leaves were visually inspected by a plant pathologist from the Interprofessional Office of Burgundy Wines (BIVB) and Pape Clement, and they were classified according to disease symptoms presence and intensity. In total, there were 25 diseased and 30 healthy Cabernet Sauvignon leaves; and, 35 diseased and 35 healthy Chardonnay leaves. In order to ensure timely follow-up, the grapevines were located using a GPS and leaves were also labeled.

2.2. Reflectance Measurements and Digital Images

A portable Spectroradiometer (FieldSpec 3, Analytical Spectral Devices, Boulder, CO, USA) was used to obtain spectral reflectance measurements of adaxial leaf surfaces. Measurements were made on each leaf alone using a contact plant probe attachment, which is essentially a closed chamber with an internal light source that is specially made for sensible vegetative surfaces. The spectral resolution of the instrument varies from approximately 3 nm at 700 nm to 10 nm at 1400 nm wavelengths or longer; however, the spectra are interpolated by the spectrometer software to 1 nm intervals. Therefore, each measurement generated a spectrum with values that were between 350 nm and 2500 nm at 1 nm increments. The instrument was warmed up for at least 20 min prior to acquisitions. Calibration was performed to absolute reflectance using a Teflon calibration disk. The number of samples for Spectrum was set to 30, the number of samples for Dark Current and White Reference were set to 100. The measurements were made within approximately four hours of field work.

A digital camera Sony Alpha 5000 with 20 Mpixels resolution was used to acquire the RGB images of each leaf. A uniform color board was placed behind the leaf prior to image acquisition to facilitate the analysis (Figure 5).

Figure 5. Example of Red Green Blue (RGB) image taken on a healthy Grenache leaf.

2.3. Spectral and Image Data Analysis for Disease Detection

The complete approach that is applied in this paper is summarized in Figure 6.

Figure 6. Flowchart of the methodology used for disease detection. (Abbreviations in the figure are: Red Green Blue (RGB), Inversion Method (IM), Sequential Least Squares Programming (SLSQP), Function Method (FM), Root Mean Square Error (RMSE), and Spectral Angle Mapper (SAM)).
The first step of our workflow is the computation of biophysical parameters using PROSPECT model inversion requiring the hyperspectral spectrum. In same time, texture parameters is estimated from RBG image data. Both information are merged, and are used in a classification neural networks predicting health status of the leaf. The choice of the method and the function for the PROSPECT model inversion will be detailed next.

2.3.1. PROSPECT Model

PROSPECT is an empirical model of leaf optical properties that is based on relationships between spectral information and laboratory measurements, details about its development could be found in [20]. When working on the canopy scale, it is usually coupled with the SAIL radiative transfer model under a natural environment to take into account the inclinations of leaves, the solar position, and the sensor position. Using some variables, PROSPECT recreates two spectral information, a directional–hemispherical reflectance and a directional–hemispherical transmittance in the 400–2500 nm range. The early versions of the model need only three variables (N parameter, chlorophyll content, and water content). The lastest PROSPECT model that is employed in this work requires six variables to be launched. Each one of those variables are biophysical parameters representing the characteristics of a plant (N, Cab, Car, Cbrown, Cw, Cm). N represents the interactions between electromagnetic radiation and a plant’s leaves. It is dependent on whether a plant belongs to dicotyledonous or monocotyledonous families. Grapevines, in particular, are dicotyledonous plants. Cab, Car and Cbrown are chlorophyll, carotenoids and brown pigments, respectively. They represent foliar pigmentations. Cw and Cm correspond to the equivalent water thickness and the amount of dry matter, respectively. For more details, refer to [21], in which Feret et al. explained precisely the different parameters. In this work, we used the PROSPECT_5b model and we only focused on spectral reflectance, since the transmittance data were not collected during our acquisition campaigns.

2.3.2. Biophysical Parameters (BPs) Calculation

PROSPECT is a physical model that is simulating directional-hemispherical reflectance and transmittance. Although other RTM exist, PROSPECT is one of the most widely used [22]. The aim of the PROSPECT model inversion is to predict plant biophysical parameters from spectral data. Previous studies applied Look Up Tables (LUT) [23–25]. For example, a LUT-I with mean of best 10% solution was employed in [26] for RTM inversion. Other studies applied the artificial neuronal network (ANN) [27]. Since the above-mentioned techniques require performing many iterations to find a similar reflectance, they need time-consuming processing and a computer with a high extensive processing power.

It is possible to predict the biophysical variables within a short time by using an optimization approach. The basic concept of an optimization approach is to minimize a function of “n” variables by some iterations for solving the function and converging it towards a unique solution. There are two categories of methods that can be applied, unconstrained and constrained minimizations. Studies [21,28,29] have used a multi-start downhill simplex method that was developed by [30] and a constrained Powell’s method. Although the methods that they used were unconstrained ones, they constrained them somehow by using a specific algorithm. Indeed, without any constraints being applied, the inversion will be an “ill-posed” problem and getting trapped at a local minimum can mask a global minimum. Two important points need to be considered when the model inversion is applied. First, as indicated in [29], it is possible to obtain various combinations of input parameters for similar reflectance spectra, hence, it is necessary to know a range of different biophysical parameters. Second, caution should be taken when considering the initial values of parameters, because bad initial values lead to impractical results.

RMSE (Equation (1)) is commonly used as a minimization function. Most of the studies used different inversion methods, but they have employed the RMSE function, claiming that it is the best. However, we decided to investigate several other minimization functions: RMSE function
(Equation (1)), Spectral Angle Mapper (SAM) function (Equation (2)), and Spectral Correlation Mapper (SCM) function (Equations (3) and (4)) [31], as follows:

\[
\text{RMSE} = \sqrt{\frac{\sum_{\lambda} (R_{\text{measured}}(\lambda) - R_{\text{model}}(\lambda))^2}{n}} \tag{1}
\]

\[
\text{SAM} = \cos^{-1} \left( \frac{\sum_{\lambda} (R_{\text{measured}}(\lambda) R_{\text{model}}(\lambda))}{\sqrt{\sum_{\lambda} R_{\text{measured}}(\lambda)^2} \sqrt{\sum_{\lambda} R_{\text{model}}(\lambda)^2}} \right) \tag{2}
\]

\[
R(\text{Mesured}, \text{Model}) = \frac{\sum_{\lambda} \left( R_{\text{measured}}(\lambda) - R_{\text{measured}}(\lambda) \right) \left( R_{\text{model}}(\lambda) - R_{\text{model}}(\lambda) \right)}{\sqrt{\sum_{\lambda} \left( R_{\text{measured}}(\lambda) - R_{\text{measured}}(\lambda) \right)^2} \sqrt{\sum_{\lambda} \left( R_{\text{model}}(\lambda) - R_{\text{model}}(\lambda) \right)^2}} \tag{3}
\]

\[
\text{SCM} = 1 - \frac{1 + R(\text{Mesured, Model})}{2} \tag{4}
\]

where \(R_{\text{measured}}(\lambda)\) and \(R_{\text{model}}(\lambda)\) are the reflectance directly given by the model and the reflectance after the model inversion, respectively.

Furthermore, we tested different types of methods in our study. Three constrained methods were considered: the first one was based on Broyden-Fletcher-Goldfarb-Shanno (L-BFGS-B), the second is the Sequential Least Squares Programming (SLSQP), and the third is the Truncated Newton (TNC). An unconstrained method (Nelder-Mead) was also applied and the performances of all the methods were compared. L-BFGS-B derivates from BFGS, it is a method that solves nonlinear optimization problems without constraints. Zhu et al. ameliorated it in [32] to comply with the addition of constraints. SLSQP method is a sequential least squares programming algorithm that uses the Han–Powell quasi–Newton method with a BFGS update [33]. An optimizer uses a slightly modified version of Lawson and Hanson’s nonlinear least-squares solver (NNLS). The last constrained method applied is the TNC method that is known as Hessian-free optimization [34], it is based on the Newton equations that are solved with an iterative algorithm. Nelder-Mead is an unconstrained method using basically a global minimization technique [30], which begins without predetermined values and at each iteration it compares function values at n + 1 level. We will not present more details about the different methods mentioned, since it is not the goal of our work.

The PROSPECT-5b model was applied by obtaining combinations of values of BPs from Table 1, depending on the range of each parameter. Nevertheless, not all of the combinations exist in reality, and for some of them, PROSPECT-5b cannot predict reflectance values from 400 nm to 2500 nm. These extreme cases are eliminated before inversion prediction. In this work, the transmittance, which is usually provided by the model, was not taken into account because it was not measured during our acquisition campaigns.

### Table 1. Range considered for each biophysical parameter.

| Parameters                  | Abbreviation | Unit         | Min   | Max   | Step  |
|-----------------------------|--------------|--------------|-------|-------|-------|
| Leaf structure coefficient  | N            | No dimension | 0.5   | 3.5   | 0.5   |
| Leaf chlorophyll content    | Cab          | \(\mu g/cm^2\) | 0.00001 | 120   | 0.5   |
| Leaf carotenoid content     | Car          | \(\mu g/cm^2\) | 0.00001 | 30    | 0.5   |
| Brown pigment content       | Chrown       | Arbitrary units | 0.00001 | 0.8   | 0.1   |
| Equivalent water thickness  | Cw           | cm           | 0.00001 | 0.08  | 0.01  |
| Dry matter content          | Cm           | g/cm\(^2\)   | 0.00001 | 0.04  | 0.01  |

A total of 221,184 theoretical combinations of BPs was first created, depending on a range for each BP and then the PROSPECT-5b model calculated the spectra that are associated to each one of these combinations. A total of 192,215 combinations was retained because PROSPECT-5b model could not create full spectral signature for all of the combinations. Then, spectral information obtained
were applied to predict again the biophysical parameters with different variants of PROSPECT model inversion (various associations of methods and functions). The BPs that were produced by different inversion models were compared with the initial BPs from the Table 1, using a linear regression. The corresponding workflow is presented in the Figure 7.

Python programming language was used to implement the different algorithms, along with libraries like PROSAIL and Scipy.

![Figure 7](image)

**Figure 7.** Workflow to compare real and predicted values of biophysical parameters each method and function. X combinations were defined to 221,184 in this study.

2.3.3. Pre-Processing of Digital Images

Figure 8 presents the different steps of the pre-processing strategy.

![Figure 8](image)

**Figure 8.** Pre-processing of the RGB digital images (Red-Green-Blue (RGB), Hue-Saturation-Value (HSV)).

- **RGB to HSV conversion**

First, RGB images were converted to Hue Saturation Value (HSV) space through a non-linear transformation. This color space was selected since it is a good descriptor that is close to human perception. Hue describes an actual color as perceived, saturation is the purity of a color, and value means the lightness or darkness of a color.

\[
v = \max(r, g, b)
\]

\[
s = \begin{cases} 
(v - \min(r, g, b) \times 255)/v & v \neq 0 \\
0 & v = 0
\end{cases}
\]

\[
h = \begin{cases} 
(g - b) \times \frac{60}{v} & v = r \\
180 + (b - r) \times \frac{60}{v} & v = g \\
240 + (r - g) \times \frac{60}{v} & v = b
\end{cases}
\]
\[
\text{if } h < 0 \text{ then } h = h + 3 = 60
\]

where \( r, g, \) and \( b \) represent pixel values of red, green, blue (RGB) color of image, respectively, and \( h, s, \) and \( v \) represent the new color channels in the HSV color space.

- **Leaf segmentation**

  After color space conversion, a background subtraction was performed. The goal is to divide the image into two classes (background and leaf). The leaf was segmented from each HSV converted image using K-means algorithm. K-means is an iterative clustering algorithm that is well-used in many applications. It aims to partition a given set of patterns into different groups. The patterns belonging to the same cluster are similar and are distinguishable from those that are belonging to another cluster. The condition of clustering is to minimize the sum of squared distance from the points inside the cluster to its centroid.

- **Mask of background pixels**

  K-means segments the images into two distinct regions, then the background pixels are set to zero, and only the pixels relative to the leaf are kept and used in the next steps of the analysis.

2.3.4. Co-Occurrence Matrices

Grey Level Co-occurrence Matrix (GLCM) is one of the most frequently used approaches for texture analysis. It can describe the essential characteristics of an image related to second order statistics that were introduced by Haralick [35].

Many scientific studies applied texture parameters from GLCMs for disease classification of various crop applications. The research [36] investigated the use of texture features that were extracted from hue, saturation, and intensity color space for the classification of citrus leaves under laboratory conditions. The research [37] studied diseases from eight species (banana, beans, jackfruit, lemon, mango, potato, tomato, and sapota) and showed that the algorithm could classify diseases with an accuracy of 94%. Focusing more on the grapevine crops, Sannaki et al. [38] studied downy mildew and powdery mildew in their experiments. Disease diagnosis was possible by applying image processing and artificial intelligence techniques.

GLCMs can be computed by defining a neighbor relationship between pixels. A distance step length \( d \) and a direction \( \theta \) should be determined to create the co-occurrence matrix \( G(i, j|d, \theta) \). An element \((i,j)\) of a matrix \( G \) is a frequency of appearance of grey-tone \( j \) near the reference grey-tone \( i \) within an image at a defined distance and direction. The GLCM is a square matrix where the number of rows and columns equals the number of gray levels that are considered.

In this study, symmetrical GLCMs were constructed for each single channel image (H, S, and V) and were calculated for \((\theta = 0^\circ, \theta = 45^\circ, \theta = 90^\circ, \text{ and } \theta = 135^\circ)\) with an offset of 1 pixel.

2.3.5. Texture Parameters (TPs) Calculation

A set of features that were derived from four directional symmetrical GLCMs are considered for texture characterization. Based on a co-occurrence matrix, we can extract texture features, called second order statistical features. Although Haralick proposed 14 different features, it is advised to select some of them for analysis to avoid redundancy among them. We selected contrast, correlation, energy, and homogeneity in this study [39,40].

Contrast \((K)\) measures the local variations in gray level from a pixel to its neighbor in an image. It shows a texture fineness.

\[
K = \sum_{i,j} (i-j)^2 p(i,j)
\]
Correlation (R): measures the linear dependence of gray-levels in a co-occurrence matrix or in other words, a correlation intensity between neighboring pixels.

\[
R = \sum_{i,j} \frac{(i - \mu_i)(j - \mu_j)p(i,j)}{\sigma_i\sigma_j}
\]  

(10)

\(\mu_i\) and \(\mu_j\) are the averages of row \(i\) and column \(j\) in a GLCM, respectively. \(\sigma_i\) and \(\sigma_j\) are the standard deviations of row \(i\) and column \(j\) in the GLCM, respectively.

Energy (E) known as an angular second moment, it is simply the sum of squared elements in the GLCM. It measures the uniformity of an image.

\[
E = \sum_{i,j} p(i,j)^2
\]  

(11)

Homogeneity (H) is a measure of closeness of a distribution of elements in the GLCM to the diagonal. Homogeneity is unity for a diagonal GLCM. This is the case where all of the pixels in the original image have the same value as their neighbor.

\[
H = \sum_{i,j} \frac{p(i,j)}{1 + |i-j|}
\]  

(12)

2.3.6. Classification: Neural Networks

Choosing the most appropriate classifier for an application is a tricky task because there are hundreds of classifiers in the scientific literature. We used in this research Neural Networks (NN) as a classification tool, more details about their theory can be found in [41]. NN is a well-known technique that has shown successful results in many real applications, specifically in the agricultural field. For example, authors in [42] collected data from Florida grapefruit, orange, and tangerine varieties using a color vision system and used various neural network classification methods to detect blemish-related features for the citrus fruit.

In particular, Back Propagation Neural Networks (BPNN) is a mathematical model consisting of a number of highly interconnected neurons that are organized into three parts: input layer, hidden layer, and output layer. At the training phase, the observations are provided to the network and the network is trained to produce a desired set of outputs. The network adjusts its variable parameters, the connection weights, and biases in order to produce the aimed mapping between the input and outputs patterns through the sum of error squares.

We have mixed data from the first and the second field survey in order to obtain a larger number of measurements. We tested the BPNN classification when considering hyperspectral data (complete spectra). In this case, we had 2151 features corresponding to the reflectance at each wavelength (350–2500 nm). Then, we applied the BPNN classification for biophysical parameters, consisting of six features: N, Cab, Car, Cbrown, Cw, and Cm. Furthermore, the BPNN was applied to texture parameters; here, 12 features are tested corresponding to: Contrast, Correlation, Energy, and Homogeneity extracted from the three bands of each HSV image. Finally, we combined biophysical with texture data after normalization to obtain in total 18 features and applied the same classification procedure to them. A BPNN consisting of one hidden layer with 10 neurons was used and the classification was repeated 20 times to insure the stability of the results.

Since the overall accuracy of a classification does not take into account the proportion of agreement between data sets that is due to chance alone and a difference in the numbers of positive and negative data, F-Measure (FM), and area under the Receiver Operating Curve (ROC) are an additional evaluation of the classification. Precision is the number of true positives divided by the total number of elements that are considered as belonging to the positive class. On the other hand, recall (R) is the number of true positives divided by the total number of elements that actually belong to the positive class. The
The harmonic mean of precision and recall, called the traditional F-measure or balanced F-score, combines precision and recall, as follows:

\[ P = \frac{TP}{TP + FP} \]  
\[ R = \frac{TP}{TP + FN} \]  
\[ FM = 2 \times \frac{P \times R}{P + R} \]

where true positive (TP) are the observations that are correctly classified as belonging to the positive class. False Positives (FP) are observations wrongly classified as belonging to the positive class. False Negatives (FN) are observations that are not classified as belonging to the positive class while they should have been.

When plotting on a single graph, the False Positive Rate (FPR) values on the abscissa and the True Positive Rate (TPR) values on the ordinate, the resulting curve is called ROC (Receiver Operating Characteristic) curve. The Area under ROC (AUC) refers to the area under that curve.

\[ TPR = \frac{TP}{TP + FN} \]  
\[ FPR = \frac{FP}{FP + TN} \]

where True Negative (TN) are the observations that are correctly classified as belonging to the negative class.

3. Results

3.1. Best Method and Function for the PROSPECT Model Inversion

For each parameter, a regression line was computed between true values and predicted values calculated after each inversion model. Table 2 shows the coefficients of determination R-squared values, the best correlations are emphasized with bold numbers.

| Methods       | Function | N   | Cab | Car | Cbrown | Cw    | Cm    | Global Accuracy |
|---------------|----------|-----|-----|-----|--------|-------|-------|-----------------|
| L-BFGS-B      | RMSE     | 0.9706 | 0.8636 | 0.4673 | 0.7293 | 0.9090 | 0.8447 | 0.2193          |
| SLSQP         |          | 0.9694 | 0.7285 | 0.3082 | 0.7293 | 0.9483 | 0.7044 | 0.1060          |
| TNC           |          | 0.8765 | 0.6731 | 0.4360 | 0.5201 | 0.9380 | 0.5068 | 0.0636          |
| Nelder-Mead   |          | 0.0238 | 0.0268 | 0.0219 | 0.0290 | 0.0117 | 0.0563 | 0.0000          |

| L-BFGS-B      | SCM      | 0.2671 | 0.4826 | 0.2502 | 0.7719 | 0.8405 | 0.5660 | 0.0118          |
| SLSQP         |          | 0.0366 | 0.1166 | 0.0331 | 0.5081 | 0.5190 | 0.1623 | 0.0000          |
| TNC           |          | 0.2342 | 0.4844 | 0.2418 | 0.5817 | 0.7677 | 0.4984 | 0.0061          |
| Nelder-Mead   |          | 0.0094 | 0.0366 | 0.0465 | 0.0446 | 0.0483 | 0.0213 | 0.0000          |

| L-BFGS-B      | SAM      | 0.7006 | 0.7857 | 0.5997 | 0.8372 | 0.9883 | 0.8953 | 0.2275          |
| SLSQP         |          | 0.9742 | 0.9916 | 0.6186 | 0.9944 | 0.9964 | 0.9872 | 0.5845          |
| TNC           |          | 0.1746 | 0.3294 | 0.1132 | 0.2992 | 0.7550 | 0.3540 | 0.0005          |
| Nelder-Mead   |          | 0.0032 | 0.0316 | 0.0266 | 0.0066 | 0.0516 | 0.0198 | 0.0000          |

| L-BFGS-B      | SAM + RMSE | 0.9742 | 0.6538 | 0.5485 | 0.7510 | 0.7604 | 0.7832 | 0.1563          |
| SLSQP         |          | 0.9996 | 0.9952 | 0.6874 | 0.9938 | 0.9986 | 0.9962 | 0.6761          |
| TNC           |          | 0.7303 | 0.3797 | 0.0687 | 0.1913 | 0.8616 | 0.3387 | 0.0011          |
| Nelder-Mead   |          | 0.0169 | 0.0284 | 0.0206 | 0.0265 | 0.0391 | 0.0135 | 0.0000          |

The unconstrained Nelder-Mead method was the worse and failed to achieve a correct inversion of the PROSPECT model. It seems that constrained methods are more suitable, but distinct results
can be observed depending on the function applied. In all cases, TNC was the least robust one among them. We found that the L-BFGS-B and SLSQP methods worked the best when using RMSE and SAM functions, respectively. Results showed good regressions for all of the parameters. Nonetheless, the (SAM + RMSE) function that is associated with the SLSQP method has accomplished the most robust results.

In light of this assessment, PROSPECT inversion model was built with the SLSQP method in conjunction with the (SAM + RMSE) function. We provided our spectral data measurements that were acquired from the field to this inversion model and the BPs deduced could be applied for the rest of the analysis.

3.2. Classification of Data Using BPNN

3.2.1. Classification of Esca Disease

Table 3 and Figure 9 present the classification results of data gathered from Bordeaux and the ROC curves relative for each dataset, respectively. Texture features gave the best accuracy of classification (100%). Image data were clearly more advantageous than using spectral information for the classification of Esca, in fact, when complete spectral data or BPs are applied as input, the accuracy was lower (80.62−77.5%).

Table 3. Classification of Esca disease based on complete spectra, BPs and TPs. (Biophysical Parameters (BPs), Texture Parameters (TPs)).

|               | Accuracy | FM   | AUC  |
|---------------|----------|------|------|
| Spectra       | 80.62%   | 0.78 | 0.90 |
| BPs           | 77.50%   | 0.67 | 0.82 |
| TPs           | 100%     | 1    | 0.98 |
| BPs + TPs     | 99.37%   | 0.99 | 0.97 |

Figure 9. ROC curves of Esca disease classification with Back Propagation Neural Networks (BPNN) when hyperspectral data is used, biophysical parameters, texture parameters and combined biophysical and texture parameters. Horizontal and vertical axes are TPR and FPR, respectively. (Receiver Operating Characteristic (ROC), True Positive Rate (TPR), and False Positive Rate (FPR)).

Combining BPs and TPs gave a satisfying result (99.37%), implying the convenience of the association of different types of features for a better classification result.
When we evaluated the confusion matrices, we found that the number of FP and FN are almost the same, which indicates that the classifier is not over evaluating the diseased class over the healthy one.

### 3.2.2. Classification of Yellowing Disease

Table 4 and Figure 10 present the classification results of data that were collected from Burgundy and the ROC curves relative for each dataset, respectively. For identifying the Yellowing of the grapevine, the combination of BPs and TPs gave the most accurate result of detection (99.54%). Spectral information was more adequate in this case than image data, in fact, when applying complete spectra or only BPs, the detection precision is high (93-95.45%) with respect to only 70.45% of good results for TPs.

|                          | Accuracy | FM   | AUC  |
|--------------------------|----------|------|------|
| Spectra                  | 93.63%   | 0.92 | 0.91 |
| BPs                      | 95.45%   | 0.95 | 0.97 |
| TPs                      | 70.45%   | 0.69 | 0.80 |
| BPs + TPs                | 99.54%   | 0.99 | 0.98 |

**Table 4.** Classification of Yellowing disease based on complete spectra, BPs and TPs. (Biophysical Parameters (BPs), Texture Parameters (TPs), F-Measure (FM), Area Under ROC (AUC)).

![ROC curves of Burgundy data](image)

**Figure 10.** ROC curves of Yellowing disease with BPNN when hyperspectral data is used, biophysical parameters, texture parameters, and combined biophysical and texture parameters. Horizontal and vertical axes are TPR and FPR, respectively. (Receiver Operating Characteristic (ROC), True Positive Rate (TPR), False Positive Rate (FPR)).

Similar to results that were obtained for Esca disease, we found that the classifier could present the good accordance with the truth data without over-evaluation.

### 4. Discussion

When comparing spectral signatures of healthy and infected red/white berried leaves in Figure 11, obvious differences can be depicted, suggesting that the spectral response was affected by the infestation. These differences come to prove the robustness of the PROSPECT model inversion that is applied in this work.
Figure 11. Spectral reflectance corresponding to the average of healthy (green) and infected (red) leaf groups. (a) correspond to Cabernet Sauvignon variety infected by Esca; and (b) corresponds to Chardonnay variety infected by Yellowing.

The generation of a LUT for PROSPECT model inversion is time consuming and requires extensive computation. Furthermore, it does not represent all possible cases. On the other hand, the ANN technique requires creating another model that predicts the biophysical parameters and it is exposed to a risk of over or under fitting. The PROSPECT model is already an approximation, hence, the errors are cumulated with those due to the ANN. In summary, an optimization approach seems to be the most suitable for achieving a good PROSPECT inversion. Authors in [43] identified Powell’s and Quasi-Newton iterative methods as unstable. In fact, they are unconstrained methods and they use variables without any ranges of values. In order to obtain good results [23], parameters must have good initial values and a defined range [29].

Previous studies show that there is an interaction between parameters that are interdependent [21,29]. Therefore, it is not feasible to combine different minimization methods together. Another solution might be to apply all of the inversion methods proposed (associated to RMSE function) simultaneously for the same reflectance spectra and choose the method that predicts the best each parameter. This will only improve the inversion model by 2%.

We tested in this study the feasibility of combining different methods and functions for the PROSPECT model inversion. None of the method-function associations were able to perfectly predict all of the parameters. As a matter of fact, the variable Car of the PROSPECT model was weakly estimated in all cases. Constrained methods were in general more relevant than unconstrained ones, but their performances are dependent on the function used. SCM function is commonly applied in remote sensing to remove the difference in intensity that is caused by shadows [31]. It does not take into account the amplitude change between measured spectra and proposed spectra by the model. Spectral reflectance is seen as a distribution, subsequently, SCM proved less efficiency with respect to other functions. RMSE and SAM belong to the same variety that consider the reflectance information as a vector in a Euclidean space. SAM function gave better results than RMSE. A global accuracy of 0.21 for RMSE and 0.58 for SAM functions were obtained. RMSE is a simple spectrum comparison that does not include random dimension. However, SAM function integrates in the denominator a covariance measure. In consequence, it takes into account the statistical variability of the PROSPECT model. To our knowledge, this is the first study that evaluates the potential of the SAM function in the case of PROSPECT model inversion. Inspired by [44], we combined SAM and RMSE functions together with the unconstrained SLSQP method. This method only took 1 s to perform the inversion and brought the best results. We recommend using a combination of both functions for a PROSPECT model inversion using reflectance solely. If the transmittance information is available, then the inversion model will be more accurate [21].
Unlike Esca, the Yellowing disease of the grapevine produces somehow homogeneous discoloration of the leaf that is not easy to be detected by textural analysis. In that case, spectral data reflecting the internal constituents of leaves were more robust in detecting contamination from normal leaves. Analyzing high dimensional hyperspectral data is globally a complex and time-consuming task. Therefore, reducing the dimensionality seems crucial for many applications. We can conclude from this work that BPs extraction was successful and could replace to some extent the use of the hyperspectral data. BPs demonstrated even higher accuracy than using complete spectral data in the case of Yellowing disease (95.45% > 93.63%) with the advantage of reducing data dimensionality. Another research [29] found interest in deducing BPs from reflectance measurements to better understand the aspects of terrestrial ecosystems, because measuring them in situ and in vivo is costly. Recently, Albetis et al. [45] estimated the ability of an Unmanned Aerial Vehicle (UAV) multispectral imagery to remotely separate Flavescence Dorée symptomatic from asymptomatic hosts in four vineyards. They used the PROSPECT model, coupled with the SAIL model [46], to take into account bidirectional reflectance when deducing the BPs.

The Esca disease induces a lot of color variations within the leaves. Since, texture describes variations in the grey-levels in an image, this explains the robustness of the texture approach in distinguishing damaged cases. In our study, texture parameters made a valuable tool for foliar disease detection, this claim was supported by other studies that are found in the scientific literature. Al-Hiary et al. [7] used some of the texture features in this study and additional ones. They were associated with a BPNN classifier in order to recognize five crop disease: Early scorch, Cottony mold, ashen mold, late scorch, and tiny whiteness. The developed algorithm could successfully detect the examined diseases with a precision between 83% and 94%. Features extracted from color co-occurrence matrices were again coupled with BPNN in [47]. The method could efficiently detect ground nut leaf detection with complex background and four different diseases with 97.41% of performance. Five diseases are studied in [48]: early scorch, cottony mold, ashen mold, late scorch, and tiny whiteness. Texture statistics for each image were generated from spatial gray-level dependence matrices. The BPNN classifier performed well and successfully classified the examined diseases with a precision of around 93%. Grape plant leaf disease detection was considered in [49]. The diseases that were tested are Downy Mildew, Powdery Mildew, and Black rot. In this work, instead of using co-occurrence texture based features, a fractal approach was applied and united to a multiclass Support Vector Machine (SVM) classifier. The proposed approach avails advice of agricultural experts easily to farmers with the accuracy of 96.6%.

At the end, we can say that depending on the disease and the type of the grapevine, the image features or the spectral features can be very useful. For Esca disease on a red-berried variety, for example, texture parameters gave excellent results, while, for Yellowing disease on a white-berried variety, spectral parameters offered more successful results. For both cases, combining both BPs and TPs gave promising accuracies (99.37-99.54%). This work demonstrates that the combination of RGB images with hyperspectral data might be optimal for foliar disease identification. This finding is in accordance with, [50], who merged texture image analysis and spectral reflectance data to quantify damage by greenbugs for winter wheat. They found that digitally estimated, as well as visually assessed, damage by greenbugs correlated well with vegetation indices computed from reflectance data.

5. Conclusions and Perspectives

New systems are needed to respond to the worldwide spread of crop diseases. In particular, non-contact systems are required to aid farmers and producers in automatically identifying initial symptoms of plant diseases.

PROSPECT-5 was upgraded in the visible region to take into account anthocyanin (PROSPECT-D). In our inversion method, the least accurately predicted parameter was Car. An addition of another parameter to PROSPECT-5 may provide an overall increase of the inversion method precision. In the
case of Grapevine that is affected by Esca showing red/brown tones, the presence of the disease might be predicted by anthocyanin pigments, therefore the PROSPECT-D model is examined for detecting Esca and Yellowing in the near future.

This study indicated that remotely sensed data that are recorded by a hyperspectral spectrometer and a digital camera have the potential to aid in monitoring damage in grapevines under field conditions. Digital image processing may offer an alternative to traditional techniques, it is advantageous because images can be reproduced, stored, and used at a later time as historical documents of vegetation status. Good results in classifying damaged leaves by biophysical parameters suggest that BPs include the dimensionality reduction of hyperspectral data and the efficiency of computation and processing. Hyperspectral imaging sensors can be used as a quick, nondestructive, repeatable, and cost-effective technique to detect Esca, Yellowing, and other types of damage in grapevines. This study was the first step to use reflectance measurements along with digital image analysis to estimate damage by Yellowing on Chardonnay grapevines and Esca on Cabernet Sauvignon grapevines. More studies are needed on other grapevine varieties and other types of diseases or stresses in order to confirm the results that were found.
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