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ABSTRACT

Large information sizes in samples and features can be encoded to speed up the learning of statistical models based on linear algebra and remove unwanted signals. Encoding information can reduce both sample and feature dimension to a smaller representational set. Here two examples are shown on linear mixed models and mixture models speeding up the run time for parameter estimation by a factor defined by the user’s choice on dimension reduction (can be linear, quadratic or beyond based on dimension specification).

GitHub at: https://github.com/AskExplain/encoding_information

1 Introduction

Large sizes in the samples and features in statistics creates large matrix objects in linear algebra. Large information structures generally occur when the dimensional size is large enough such that the (generalised) inverse of the cross product of two matrices is computationally infeasible to calculate quickly (this generally occurs for sizes greater than n = 10,000).

Here, an encoding of the information is proposed to reduce the matrix dimensions to a tractable size such that after inverting and decoding, gives a representational structure similar to when the operation runs on the full matrix. Examples are used for mixture models [1] and linear mixed models [2].

Encoding information can be done with Singular Value Decomposition (SVD), or, a similar method based on SVD by same authors called Generative Encoding [3] [4].

2 Methods

2.1 Linear Mixed Model

For a linear mixed model to be encoded, first consider the mixed model equation:

\[ Y = X\beta + Zu + e \]

To encode sample information, a function is introduced as a parameter \( \alpha \) to re-weight the samples into a reduced dimension:

\[ \alpha Y = \alpha X\beta + \alpha Zu + e \]
Provided each of \( Y \), \( X \) and \( Z \) are of \( n \) samples, and \( \alpha \) is a parameter that transforms the \( n \) samples into \( m \) samples (where \( n > m \)), then the final model will be learned via the covariance of a smaller size.

### 2.1.1 Genetic Relatedness Matrix

For example, the general model in genetics to measure the heritability of a trait is given as:

\[
Y \sim \mathcal{N}(X\beta, G\sigma_g + D_1\sigma_e)
\]

Reducing the sample size would introduce to this model, the following:

\[
\alpha Y \sim \mathcal{N}(\alpha X\beta, (\alpha G\alpha^T)\sigma_g + D_2\sigma_e)
\]

Notice that \( \alpha \) is of \( m \) dimensions rather than \( n \), enabling the linear mixed model to learn with a smaller Genetic Relatedness Matrix, yet still retaining the ability to learn \( \sigma_g \) the heritability of the phenotype.

### 2.2 Mixture Model

Rather than encoding sample information, the dimensions of the feature structure can be encoded. For example for a mixture model to be encoded, first consider the expression:

\[
Y \sim \pi_i N(\mu_i, \Sigma_i)
\]

To encode sample structure, a function is introduced as a parameter \( \alpha \) to re-weight the samples into a reduced dimension:

\[
Y\beta \sim \pi_i N(\mu_i\beta, \beta^T\Sigma_i\beta)
\]

By reducing the dimensions of the mixture model to learn a model from \( r \) features rather than \( p \) features (where \( p > r \)) the model can be learned faster as the feature information \( p \) is learned in the reduced dimensions \( r \).

#### 2.2.1 Factor analytic models

For example, the general model for mixtures of factor analyses in psychology or economic studies used to measure the scores of particular behaviours or events is given as:

\[
X \sim \pi_i N(\mu_i + \Lambda_i z, D_i)
\]

\[
X|z \sim \pi_i N(\mu_i, \Lambda_i\Lambda_i^T + D_i)
\]

where the conditional expression based on the latent features \( z \) is found in the second expression above.

Taking into account the feature encoding to reduce the dimensional size of \( p \) takes the dimensions of the features to \( r \) dimensions

\[
X\beta \sim \pi_i N(\mu_i\beta + \beta\Lambda_i z\beta, D_{i\theta})
\]

\[
X\beta|z\beta \sim \pi_i N(\mu_i\beta, (\beta\Lambda_i\Lambda_i^T\beta^T) + D_{i\theta})
\]
3 Results

3.1 Linear Mixed Model

To test the results on a linear mixed model, 1000 permutations were run on a simulated dataset with a heritability of 0.5.

The package GMMAT in R was used to run the analysis with a Genetic Relatedness Matrix. The table below shows the results comparing the encoded and original linear mixed models comparing the heritability estimates and runtime of the full mixed model with the encoded model (including the time to learn the encoding).

This is for 100 permutation runs of a simulation with 1000 samples and 100 SNPs simulated according to

\[ Z \sim Binom(m = 2, p = 0.5) \]
\[ \lambda_s \sim N(0, \sqrt{(h^2/p)}) \]
\[ Y \sim N(Z\lambda_s, \sqrt{(1 - h^2)}) \]

Where the Genetic Relatedness Matrix (1000 by 1000 dimensions) is given by:

\[ GRM = (ZZ^T)/p \]

3.2 Mixture Model

To test the results on a linear mixed model, approximately 1000 permutations were run on a test dataset from the pdfCluster \([5]\) package using the OliveOil dataset only on the numerical dataset.

Given the OliveOil dataset has two categorical features structured hierarchically, one as a subset of the other, the categorical feature with the fewest number of categories was used. This equates to 3 known clusters to label.

The features were encoded ranging from 2 to 8 (the original number of numerical features in the OliveOil dataset).
4 Discussion

Given information is being encoded, it is expected for there to be information loss leading to higher variability compared to the standard linear mixed model. However, due to reduced sample size via an encoding the runtime is faster - almost half the speed of the original mixed model according to the R package GMMAT [6].

Notice that with an encoding of the features into a lower dimensional space - mixture model clustering accuracy has more flexibility due to an increase the degrees of freedom leading to fit worse or better models. On average, the larger the encoding - up to the original number of features, the higher the accuracy of the final clustering.

5 Conclusion

Information in a vector, matrix, or tensor object can be encoded by learning representational features that simultaneously: encodes the object and represents the object via factorisation. Through considering functions that encodes and re-represents the information via factorisation, an optimal model is learned that extracts relevant signals from the data object to manipulate the feature and, or sample structure.

This has implications on linear algebra and statistical methods - encoding the samples can reduce the computational run time for mixed models when a sample covariance matrix is used. Alternatively, features can be encoded to reduce the computational run time of a feature covariance in mixture models.
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