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Abstract. In this paper we study minimax Aubry-Mather measures and its main properties. We consider first the discrete time problem and then the continuous time case. In the discrete time problem we establish existence, study some of the main properties using duality theory and present some examples. In the continuous time case, we establish both existence and non-existence results. First we give some examples that show that in continuous time stationary minimax Mather measures are either trivial or fail to exist. A more natural definition in continuous time are $T$-periodic minimax Mather measures. We give a complete characterization of these measures and discuss several examples.
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1. Introduction

The main purpose of the present paper is to define and analyze some basic properties of minimax Aubry-Mather measures. In the first part of this paper we consider a minimax analog of the discrete-time Aubry-Mather theory (see [Gom2] and also the last section of [GLM]) and in the second part the continuous time case (see [Mat], [BG], [CI], [Fa]). As a motivation to study minimax Mather measures, consider, in the continuous time problem, the following one-dimensional Lagrangian:

$$L = \frac{v^2}{2} - U(x), \quad x \in S^1.$$  

Suppose that $U$ has a point of maximum $x_M$ and a point of minimum $x_m$. The (minimizing) Mather measure is simply $\delta(x - x_M)\delta(v)$, where $\delta(v)$ is the Dirac delta on $v = 0$. According to the definition of minimax Mather measure given later in the paper, the minimax measures for this Lagrangian is $\mu = \delta(x - x_m)\delta(v)$. This measure is more natural from the point of view of the physical problem as it is supported in the minimum of the potential energy.

We point out that some authors consider previously minimax orbits (instead of measure like here) [Mat1], [LV].

In the last few years the study of global minimizers has been an extremely active research area and is the main focus of the so called Aubry-Mather theory (see [CI], [Fa] and [BG]). In this setting, one replaces the problem of determining orbits that
minimize the action with the problem of finding measures $\mu(x,v)$ which minimize the action

$$\int L(x,v)d\mu$$

and satisfy certain holonomy constraints. These measures, which are invariant under the Euler-Lagrange flow, give rise to global minimizing orbits, and are extremely important in understanding qualitative features of the dynamics.

In this paper we work both in the discrete and continuous time setting. We assume the following hypothesis on the Lagrangian:

$$L(x,v): T^n \times \mathbb{R}^n \to \mathbb{R},$$

where $T^n$ is the $n$-torus, identified with $\mathbb{R}^n$ when convenient, in this case $L$ is $\mathbb{Z}^n$ periodic in $x$, that is

$$L(x+k,v) = L(x,v),$$

for all $k \in \mathbb{Z}^n$. We assume further that $L$ is smooth, strictly convex in $v$:

$$D^2_{vv}L(x,v) \geq \gamma > 0,$$

for some constant $\gamma$, and coercive (also called super-linear), that is,

$$\lim_{|v| \to \infty} \frac{L(x,v)}{|v|} = \infty.$$

Remember that:

**Theorem 1.1.** Consider $X = TM$ and $X = M$, $\mu$ a probability measure over $TM$, $\pi_1: TM \to M$, such that $\pi_1(x,v) = x$, and $\theta = (\pi_1)_*(\mu)$. Then there exists a family of probabilities $\pi(x,v) = \{\pi\}_{x \in M}$ over $TM_x$, uniquely determined $\theta$-a.e., such that,

1) $\pi_x(TM \setminus \pi_1^{-1}(x)) = 0$, $\theta$-a.e.;
2) $\int g(x,v)\mu(dx, dv) = \int_M \int_{\pi_1^{-1}(x)} g(x,v)d\pi(x,dv)\theta(dx)$.

Such decomposition is called disintegration of the probability $\mu$ (see [DM] III-70 for a proof).

Here, any probability $\mu(x,v)$ in the tangent bundle of the torus will be taken in a disintegrated form $\mu(x,v) = \theta(x)\pi(x,v)$. Using this point of view, we can restate the classical Aubry-Mather problem in a way that will be suitable for generalization.

Fix $Q \in \mathbb{R}^n$, the rotation vector. Mather’s discrete problem (see, for instance [Gom2]) consists in minimizing

$$\mathcal{T}(Q) = \inf_{\theta} \{ \inf_{\pi \in \Pi(\theta,Q)} \int L(x,v)\pi(x, dv)\theta(dx) \},$$

in which the infimum is taken over all probability measures $\theta(x)$ supported in $T^n$, and $\Pi(\theta,Q)$ denotes the set of Borel measures $\pi(x,v)$ such that, for each fixed $x \in T^n$, we have that $\pi(x,v)$ are probability measures on $v$ which satisfy the following two constraints

(1) $\int \phi(x+v)\pi(x,dv)\theta(dx) = \int \phi(x)d\theta(dx)$,

and

(2) $\int v\pi(x,dv)\theta(dx) = Q$,
with $Q \in \mathbb{R}^n$.

The first constrain is called the holonomic constraint. The second is called the homological constraint. We point out that the difference between the discrete and the continuous Mather problem is the homolonic constrain (compare (1) above with Definition 7.1).

We point out that in the classical (continuous) Mather problem the minimization of the Lagrangian on the holonomic probabilities supported on the tangent bundle is realized by a probability which is invariant with respect to the associated Euler-Lagrange flow [CI] [Fa] [BG].

In optimal transport theory, each element $\pi \in \Pi(\theta, Q)$ is usually called an admissible plan. The constraint (2) imposes a fixed average rotation number $Q$ of the plan $\pi$ with respect to $\theta$. The function $\mathcal{L}(Q)$ is called the effective or averaged Lagrangian. This problem is a discrete version of the standard Aubry-Mather problem (see [CI] [Fa], for instance) but the notation is more convenient for our purposes, as it is easier to generalize this problem to the minimax case, as we will see.

In the first part of this paper we propose to study a problem closely related to the discrete Mather problem, the minimax problem:

$$\hat{L}(Q) = \sup_{\theta} \left\{ \inf_{\pi \in \Pi(\theta, Q)} \int L(x, v) \pi(x, dv) \theta(dx) \right\},$$

and investigate its connection with the discrete Lagrangian dynamics.

**Definition 1.2.** Given a vector $Q \in \mathbb{R}^n$ a $Q$-minimax measure $\mu = \pi \theta$, $\pi \in \Pi(\theta, Q)$, is a probability measure on the tangent bundle, such that,

1. $\int L \, d\mu \leq \int L d(\hat{\theta} \pi)$, for all $\hat{\pi} \in \Pi(\theta, Q)$.
2. For any probability measure $\tilde{\theta}$, 

$$\int L \, d\mu \geq \inf_{\hat{\pi} \in \Pi(\tilde{\theta}, Q)} \int L d(\tilde{\theta} \hat{\pi})$$

If $\mu$ is a $Q$-minimax measure, we define

$$\hat{L}(Q) = \int L \, d\mu.$$

In the discrete time setting, we will prove the existence of minimax measures $\mu = \pi \theta$, and give a variational characterization of $\hat{L}$ in terms of the dual problem. Later, we will consider the continuous time minimax problem. We will give explicit examples of non-existence of minimax measures. Then, building upon the ideas in [BH] we study time-periodic minimax Mather measures, which from the point of view of the dynamics are interesting objects related to minimax periodic orbits.

The semiclassical limit of the Schrodinger operator and its connections with Aubry-Mather measures were investigated in [Li] and [Gom1]. However, in the semiclassical limit setting, minimax Mather measures may in fact be a more natural object, for instance, if one considers Wigner measures associated to the ground state eigenfunction of the Schrodinger operator one obtains the minimax Aubry-Mather measure as the weak limit.
The plan of the paper is as follows: after some formal calculations in the next section, we present in section 3 some examples of minimax measures. In section 4 we show the existence of the minimax measure in the general discrete time case. Sections 5 and 6 consider duality and semi-convexity for the minimax measure in the discrete time case. In section 7 we prove the non-existence of stationary Mather measures, for continuous time problems, whereas in section 8 we show the existence of the minimax periodic Mather measures. We introduce the concept of $T$-minimax probability, for a real $T > 0$ fixed. This will be a family of probabilities $\rho(x, v, t)$ on the tangent bundle, indexed by $t \in [0, T]$. Finally, in section 9 we present some additional examples in continuous time.

As we will show, the $T$-periodic minimax Mather measures contain $T$-periodic minimax orbits. As $T \to \infty$ the minimax periodic orbits may converge to heteroclinic or homoclinic connections between minimizing orbits. Therefore, in some sense, they contain relevant information about the connection structure between minimizing orbits.

Finally, we point out a different, but analogous line of problems. Recently in partial differential equations minimax problems were also considered \[RS\] \[AM\] \[Be\] \[LV1\] \[MMW\].

2. Formal computations

To get some insight on the minimax problem, we start by performing some formal computations. First, we introduce Lagrange multipliers $u$ and $P$ for the constraints (1) and (2) (see \[Gom2\] for the Aubry-Mather setting). The Lagrange multiplier $u$ for the constraint (1) is a continuous function $u: \mathbb{T}^n \to \mathbb{R}$; for the constraint (2), we take $P \in \mathbb{R}^n$. We have the identity

$$\hat{L}(Q) = \sup_{\theta} \inf_{\pi \in \Pi(\theta, Q)} \sup_{P, u} \int \left[ L(x, v) + u(x + v) - u(x) + P \cdot (v - Q) \right] \pi(x, dv) \theta(dx).$$

Applying the minimax principle to the last expression (which we will prove using duality theory in section 5), that is, exchanging the infimum with the last supremum, we obtain:

$$\hat{L}(Q) = \sup_{\theta} \sup_{P, u} \inf_{\pi \in \Pi(\theta, Q)} \int \left[ L(x, v) + u(x + v) - u(x) + P \cdot (v - Q) \right] \pi(x, dv) \theta(dx).$$

This identity implies that $\pi(x, v)$ is supported at points $v$ which minimize

$$L(x, v) + u(x + v) + P \cdot v.$$

Thus, if $u$ is differentiable,

(3) \hspace{1cm} P + D_v L(x, v) + D_x u(x + v) = 0,$
\(\pi\)-almost everywhere for \(\theta\) almost every \(x\). Furthermore

\[
\hat{L}(Q) = \sup_{u,P} \{-P \cdot Q + \sup_{\theta} \int \inf_{v} [L(x, v) + u(x + v) - u(x) + P \cdot v] \theta(dx) \}.
\]

This last identity yields that \(\theta\) must be supported at the maximizers of

\[
\inf_{v} [L(x, v) + u(x + v) - u(x) + P \cdot v] = 0.
\]

Consequently, if we assume again \(u\) to be differentiable,

\[
(D_x L(x, v^*) + D_x u(x + v^*) - D_x u(x) = 0,
\]

\(\theta\) almost everywhere, in which \(v^*\) satisfies (3) and we assume that it is a \(C^1\) function of \(x\).

We can define the Hamiltonian \(H\) corresponding to \(L\) by the Legendre transform

\[
H(p, x) = \sup_v \{-p \cdot v - L(x, v)\}.
\]

The Hamiltonian is smooth, periodic in \(x\), coercive, and, as we assume that \(L\) is strictly convex on \(v\), we have that \(H\) is strictly convex in \(p\).

**Remark.** We consider in (4), the Optimal Control definition for the Hamiltonian. In Classical Mechanics the Hamiltonian is usually defined as

\[
\hat{H}(p, x) = \sup_v (p \cdot v - L(x, v)).
\]

These two definitions differ by the sign of \(p \cdot v\). Therefore, if we replace \(L(x, v)\) by the symmetrical Lagrangian, i.e., \(\hat{L}(x, v) = L(x, -v)\), then

\[
\hat{H}(p, x) = \max_v \{p \cdot v - L(x, v)\} = \max_v (-p \cdot v - L(x, v)).
\]

Observe that (4) can be written as

\[
(P + D_x u(x + v^*)) - (P + D_x u(x)) = D_x H(P + D_x u(x), x).
\]

Therefore, if we define

\[
x_{n+1} - x_n = v^*(x_n),
\]

and \(p_n = P + D_x u(x_n)\) then \((x_n, p_n)\) satisfies the discrete form of Hamilton’s equations:

\[
p_{n+1} - p_n = D_x H(p_{n+1}, x_n) \quad x_{n+1} - x_n = -D_p H(p_{n+1}, x_n).
\]

Consider the measure in \(\mathbb{T}^n \times \mathbb{R}^n\) which projects in \(\mathbb{T}^n\) to \(\theta\) and is supported in the graph

\[
(x, p) = (x, P + D_x u(x)).
\]

Then this measure is invariant under (6), as we reinterpret (3) and (4) appropriately.

Finally, let

\[
-\hat{H}(P) = \sup_{u \in C(\mathbb{T}^n), x \in \mathbb{T}^n} \{\inf_v [L(x, v) + u(x + v) - u(x) + P \cdot v] \}.
\]
Then
\[ \hat{L}(Q) = \sup_P \{-P \cdot Q - \hat{H}(P)\}, \]
which shows that \( \hat{L} \) is a convex function.

Below \( \mathcal{T}(P) \) denotes the Legendre dual of \( \mathcal{T}(Q) \).

We will record, for future reference some elementary properties of \( \hat{L} \) and \( \hat{H} \):

**Proposition 2.1.** Suppose \( c|v|^2 - C \leq L(x, v) \leq C|v| + C \), for suitable constants \( c, C \). We have

1. \( \mathcal{T}(Q) \leq \hat{L}(Q) \)
2. \( \mathcal{H}(P) \geq \hat{H}(P) \)
3. \( -C + c|Q|^2 \leq \hat{L}(Q) \leq C + C|Q|^2 \)
4. \( -C + c|P|^2 \leq \mathcal{H}(P) \leq C + C|P|^2 \).

**Proof:** The first and second items are obvious from the definition of \( \hat{L}(Q) \) and Legendre transform, respectively.

To prove the third item, recall the well known fact
\[ \mathcal{L}(Q) \geq -C + c|Q|^2, \]
which immediately implies \( \hat{L} \geq -C + c|Q|^2 \). This yields
\[ \mathcal{H}(P) \leq C + C|P|^2. \]

To prove the other inequality, observe that it is enough to show that \( \mathcal{H}(P) \geq -c + c|P|^2 \).

Given a vector \( P \in \mathbb{R}^n \), and \( C \geq 0 \), denote by \( v = [-P] \) the vector in \( \mathbb{Z}^n \) which minimizes \( C|v|^2 + P \cdot v \) (although this vector may not be unique, this is irrelevant for our purposes). For large \( P \) we have \( C|[-P]|^2 + P \cdot [-P] \leq -c|P|^2 \), for some \( c > 0 \).

We have
\[
-\hat{H}(P) = \sup_{u \in C(T^n), x \in T^n} \inf_v [L(x, v) + u(x + v) - u(x) + P \cdot v] \\
\leq \sup_{u \in C(T^n), x \in T^n} \inf_v [C + C|v|^2 + u(x + v) - u(x) + P \cdot v] \\
\leq C - c|P|^2,
\]
by setting \( v = [-P] \), which then implies the remaining inequality for \( \hat{L} \). \( \square \)

3. **Examples**

We will show in the following sections the existence of a minimax probability measure with rotation \( Q \) for the class of strictly convex and super-linear Lagrangians. Before proceeding, however we present some examples.

Consider the one-dimensional case in which the Lagrangian is
\[ L = \frac{v^2}{2} - U(x). \]

In this case \( U(x) \) is the potential energy of the corresponding problem in Classical Mechanics problem.
Suppose that $U$ has a point of maximum $x_M$ and a point of minimum $x_m$. The (minimizing) Mather measure with rotation number $Q = 0$ is simply $\delta(x - x_M)\delta(v)$, where $\delta(v)$ is the Dirac delta on $v = 0$ (see [CI] [Fa]).

We claim that the minimax Mather measure for this Lagrangian is $\mu = \delta(x - x_m)\delta(v)$, when the rotation constrain is $Q = 0$. Furthermore, the plan $\pi(x, v) = \delta(v)$ is clearly optimal. Indeed, suppose by contradiction, that any other measure $\mu(x, v) = \theta(x)\pi(x, v)$ is given. For a fixed $x$, the optimal plan is, of course, $\pi(x, v) = \delta(v)$, that is, for any other plan $\tilde{\pi}$ we have

$$\int L\pi(x, dv) \leq \int L\tilde{\pi}(x, dv).$$

Then

$$\int_{T^n \times \mathbb{R}^n} L(x, v) \delta(v) \theta(x) \, dx \, dv =$$

$$\int_{T^n} U(x) \theta(x) \, dx \leq \max U = \int_{T^n \times \mathbb{R}^n} L(x, v) \delta(x - x_m) \delta(v) \, dx \, dv.$$ 

Next we consider the case of nonzero rotation number. Let us assume that $0 < Q < 1$. Suppose that $\theta(x) = \delta(x - x_m)$. We claim that the support of $\pi(x_m, dv)$ is contained in the set of points of the form $x_m + k$ with $k$ integer. Without loss of generality suppose $x_M = 0$. Then, considering $\phi(x) = e^{2\pi ix}$, we get $\int e^{2\pi iv} \pi(0, dv) = \int \pi(0, dv) = 1$ The first integral is a convex combination of points in the boundary of the complex unit disk. Since all these points are extreme points and also so is 1 it follows easily that $\pi(0, dv)$ is supported on the integers.

Define

$$\mu_Q = (1 - Q)\delta(x - 0)\delta(v) + Q\delta(x - 0)\delta(v - 1).$$

An easy computation shows that (1) and (2) are satisfied. For any fixed $x$, the plan $\pi(x, dv) = (1 - Q)\delta(v) + Q\delta(v - 1)$ is optimal. We claim that the measure $\mu_Q$ is the min-max Mather measure. Indeed, given any other measure $\mu = \theta \pi$ (with rotation vector $Q$) define

$$\tilde{\mu}_Q = \theta(x) ((1 - Q)\delta(v) + Q\delta(v - 1)).$$

It is clear that $\tilde{\mu}_Q$ satisfies (1) and (2) and

$$\int Ld\tilde{\mu}_Q \leq \int Ld\mu_Q.$$

From this follows the claim.

We say that a probability $d\mu(x, v)$ on the tangent bundle has the graph property, when for almost every point $x$ in the projection of the support of $\mu$, we have that the $v$ on the fiber over $x$, which puts $(x, v)$ in the support of $\mu$, is unique. It follows from the convexity assumption over $L$ that Mather measures on the tangent bundle have the graph property [Mat] [BG] [CI].

Therefore, in the case $0 < Q < 1$, the graph property is not true.
4. Existence of mini-max probabilities: discrete time case

Let \( P(\mathbb{T}^n) \) be the set of probability measures on the \( n \)-dimensional torus \( \mathbb{T}^n \). In addition to the previous hypothesis on \( L \) we assume further that

\[
|D_x L(x, v)| \leq C \quad \text{and} \quad |D^2_{xx} L(x, v)| \leq C.
\]

For each \( \theta \in P(\mathbb{T}^n) \), define

\[
g_Q(\theta) := \min_{\pi \in \Pi[\theta, Q]} \int_{\Omega} L(x, v) \theta(dx) \pi(x, dv),
\]

where \( \Omega = \mathbb{T}^n \times \mathbb{R}^n \), and \( \Pi[\theta, Q] \) is the set of all plans \( \pi \) which satisfy for all continuous functions \( \phi : \mathbb{T}^n \to \mathbb{R} \),

\[
\int_{\Omega} [\phi(x + v) - \phi(x)] \pi(x, dv) \theta(dx) = 0, \quad \text{and} \quad \int_{\Omega} v \pi(x, dv) \theta(dx) = Q.
\]

If there is no rotation vector constraint \( Q \), we will just write \( g(\theta) \). For a fixed \( \theta \), the minimizer \( \pi = \pi_\theta \) for \( g(\theta) \) clearly exists (by the assumptions we made on \( L(x, v) \) on the variable \( v \)).

Define

\[
\hat{L}(Q) = \sup_{\theta} \{ \inf_{\pi \in \Pi[\theta, Q]} \int_{\Omega} L(x, v) \pi(x, dv) \theta(dx) \} = \sup_{\theta} g_Q(\theta).
\]

Consider a sequence \( \theta_n \) such that \( \lim_n g(\theta_n) = \hat{L}(Q) \).

We can assume that

\[
g(\theta_n) = \int_{\Omega} L(x, v) \theta_n(dx) \pi_n(x, dv).
\]

Remember that for a fixed \( \theta_n \) the minimizer \( \pi_n \) for \( g(\theta_n) \) exists. One can consider weak limit of the probabilities \( \theta_n \) over \( \mathbb{T}^n \) and getting in this way limits denoted generically by \( \theta \). The main point bellow is to show that \( g(\theta_n) \to g(\theta) \), where \( \theta_n \) is one of this subsequences. Now, given a certain \( \theta \) there exist a minimizer \( \pi \) for \( g(\theta) \). Then, \( \mu = \theta \pi \) is a minimax probability.

In order to show that \( g(\theta_n) \to g(\theta) \), we introduce a metric \( d(\theta_1, \theta_2) \), for \( \theta_1, \theta_2 \in P(\mathbb{T}^n) \), which is a simple variation of the usual Wasserstein metric \([\text{Ambro}],[\text{Ra}]\). We will show that \( g \) is continuous with respect to this metric.

By definition, \( \Pi[\theta_1, \theta_2] \) is the set of probabilities \( \mu(x, v) \) on the tangent bundle such that

1. \( \int_{\mathbb{T}^n \times \mathbb{R}^n} \phi(x + v) \ d\mu(x, v) = \int \phi(x) \ d\theta_2(x) \),
2. \( \int_{\mathbb{T}^n \times \mathbb{R}^n} \phi(x) \ d\mu(x, v) = \int \phi(x) \ d\theta_1(x) \).

Condition 2) above means that the marginal of \( \mu \) on the \( x \) coordinate is \( \theta_1 \), that is, \( d\mu(x, v) = \theta_1(dx) \pi(x, dv) \).

We explain now condition 1) when \( x \) is one dimensional. Let \( \theta_2 \) be the measure in \( \mathbb{R} \) we obtain if we project the probability \( \mu(x, v) \), with \( x \in \mathbb{T}^1 \) and \( v \in \mathbb{R}^1 \) (the infinite cylinder), on the coordinate \( v \in \mathbb{R}^1 \) (that is, in the set \( 0 \times \mathbb{R}^1 \)), through lines parallel to the diagonal. Then, by considering the probability \( \theta_2 \) (mod 1), that is, on \( \mathbb{T}^1 \), then we obtain \( \theta_2 \).
We say that \( \theta_1 \) is the marginal of \( \mu \) in the first coordinate and \( \theta_2 \) is the (projected via diagonal) marginal of \( \mu \) in the second coordinate.

Remark: We point out that due to the homological constrain given by \( \int_{T^n \times \mathbb{R}^n} \phi(x + v) \, d\mu(x,v) = \int_{T^n \times \mathbb{R}^n} \phi(x) \, d\mu(x,v), \) for any \( \phi \), considered in the discrete Aubry-Mather theory [Gom2] (minimization of the Lagrangian action among probabilities \( \mu(x,v) = \theta(dx) \Pi(x,dv) \), with \( (x,v) \) in the tangent bundle of \( T^n \)), one can consider this problem (via projection through lines parallel to the diagonal) as a kind of transshipment minimization problem for the \( \mu(x,y) \), with \( x, y \in T^n \), which have the same marginal \( \theta \) on \( x \) and \( y \) variables. In the notation described above we have \( \mu \in \Pi(\theta, \theta) \), but \( \theta \) is free to move. Due to the homological condition the minimizing \( \theta \) on both problems are the same.

**Definition 4.1.** Consider the metric

\[
d(\theta_1, \theta_2) := \inf_{\mu \in \Pi[\theta_1, \theta_2]} \int_{T^n \times \mathbb{R}^n} \frac{|v|^2}{2} \, d\mu(x,v) = \inf_{\mu \in \Pi[\theta_1, \theta_2]} \int_{T^n \times \mathbb{R}^n} \frac{|v|^2}{2} \, \theta_1(dx) \pi(x,dv).
\]

All usual properties of the Wasserstein metric \( W(\theta_1, \theta_2) \) are also true for the distance \( d \). We will use bellow some techniques similar to the ones described in the gluing lemma of [V], section 7.1.

**Theorem 4.2.** \( g \) is continuous with respect to the metric \( d \), that is,

\[
g(\theta_k) \to g(\theta), \quad \text{when} \quad d(\theta_k, \theta) \to 0.
\]

**Proof:** Let \( \pi_k \) and \( \pi \) be optimal measures for \( g(\theta_k) \) and \( g(\theta) \) respectively. For each \( k \), disintegrate the optimal measures used in the computation of \( W(\theta_1, \theta) \) and \( W(\theta_1, \theta_k) \) which will be respectively denoted as

\[
\mu_{0,k} = \nu_{0,k} \theta \quad \text{and} \quad \mu_{k,0} = \nu_{k,0} \theta_k.
\]

Consider the probability \( \Xi \) on \( T^n \times (\mathbb{R}^n)^3 \) given by

\[
d\Xi(x, v_1, v_2, v_3) = d\nu_{0,k}(x + v_1 + v_2, v_3) \pi_k(x + v_1, v_2) \nu_{0,k}(x, v_1) \theta(x).
\]

Define the probability \( \pi^* \theta \) on \( T^n \times \mathbb{R}^n \) as

\[
\int_{T^n \times \mathbb{R}^n} \phi(x, v) \, d(\pi^* \theta)(x, v) = \int_{T^n \times (\mathbb{R}^n)^3} \phi(x, v_1 + v_2 + v_3) \, d\Xi(x, v_1, v_2, v_3).
\]

Then \( \theta \) is the marginal of \( \pi^* \theta \) in the second coordinate. Indeed,

\[
\int_{\Omega} \phi(x + v) \, d(\pi^* \theta)(x, v) = \int_{T^n \times (\mathbb{R}^n)^3} \phi(x + v_1 + v_2 + v_3) \, d\nu_{0,k}(x + v_1 + v_2, v_3) \pi_k(x + v_1, v_2) \nu_{0,k}(x, v_1) \theta(x) = \int_{T^n \times (\mathbb{R}^n)^2} \phi(y + v_2 + v_3) \, d\nu_{k,0}(y + v_2, v_3) \pi_k(y, v_2) \theta_k(y) = \int_{T \times (\mathbb{R}^n)} \phi(z + v_3) \nu_{k,0}(z, v_3) \theta_k(z) = \int_{T^n} \phi(w) \, \theta(w) = \int_{T^n} \phi(x) \theta(x).
\]
Note that \( \theta_k \) is the marginal of \( \mu_{0,k} \) in the first coordinate and \( \theta \) is the marginal of \( \mu_{0,k} \) in the second coordinate. Moreover, \( \theta \) is the marginal of \( \mu_{k,0} \) in the first coordinate and \( \theta_k \) is the marginal of \( \mu_{k,0} \) in the second coordinate.

Now we need the following lemma.

**Lemma 4.3.**

\[
\int v \, d\mu_{0,k} = - \int v \, d\mu_{k,0}.
\]

**Proof:** Let \( \mu \in \Pi[\theta_1, \theta_2] \) be an optimal measure, which we assume first that it is absolutely continuous, transporting \( \theta_1 \) to \( \theta_2 \) with density, that is, \( \mu = F(x,y)dx \, dy \). Assume that \( \theta_1 = f(x)dx \) and \( \theta_2 = g(y)dy \). Then the measure \( \bar{\mu} : F(x+v,-v)dx \) belongs to \( \Pi[\theta_2, \theta_1] \) and

\[
\int \frac{|v|^2}{2} \, d\mu = \int \frac{|v|^2}{2} \, d\bar{\mu}.
\]

Since \( W(\theta_1, \theta_2) = W(\theta_2, \theta_1) \), \( \bar{\mu} \) is a minimal measure transporting \( \theta_2 \) to \( \theta_1 \). Moreover, by simple computation

\[
\int v \, d\mu = - \int v \, d\bar{\mu}.
\]

If \( \mu \) is not absolutely continuous we can consider the transformation \( G : \mathbb{T}^n \times \mathbb{R}^n \to \mathbb{T}^n \times \mathbb{R}^n \) given by \( G(x,v) = (x+v,-v) \) (of course, \( x+v \) is considered mod 1). Now, we can consider \( \bar{\mu} = G^*(\mu) \) and use a similar reasoning as before. \( \square \)

Note that proceeding in the same way as before, we get

\[
\int_{\mathbb{T}^n \times \mathbb{R}^n} v \, d(\pi^* \theta) = \int_{\mathbb{T}^n} (v_1 + v_2 + v_3) \, d\nu_{k,0} (x + v_1 + v_2, v_3) \, \pi_k (x + v_1, v_2) \, \nu_{0,k} (x, v_1) \, \theta (x) = Q.
\]

Therefore, \( \pi^* \in \Pi[\theta, Q] \) and we get finally that

\[
\int_{\mathbb{T}^n \times \mathbb{R}^n} L(x,v) \, d(\pi \theta) \leq \int_{\mathbb{T}^n \times \mathbb{R}^n} L(x,v) \, d(\pi^* \theta).
\]

Now, using the inequality \( ab \leq \epsilon a^2 + \frac{b^2}{\epsilon} \), \( \forall a, b, \epsilon > 0 \), and by Taylor’s formula we get for small fixed \( \epsilon \)

\[
\int_{\mathbb{T}^n \times \mathbb{R}^n} L(x,v) \, d(\pi^* \theta) = \int_{\mathbb{T}^n \times (\mathbb{R}^n)^3} L(x,v_1 + v_2 + v_3) \, d\Xi
\]

\[
= \int [L(x + v_1, v_2) + L(x, v_1 + v_2 + v_3) - L(x + v_1, v_2)] \, d\Xi = \int L(x + v_1, v_2) + [L(x, v_1 + v_2 + v_3) - L(x + v_1, v_1 + v_2 + v_3)] -
\]

\[
[L(x + v_1, v_2) - L(x + v_1, v_1 + v_2 + v_3)] \, d\Xi = \int_{\mathbb{T}^n \times \mathbb{R}^n} L(x, v_2) \, \pi_k (x, dv_2) \, \theta_k (dx)
\]

\[
+ \int \sqrt{\lambda} L_x (x, v_1 + v_2 + v_3) \cdot \left( \frac{v_1}{\sqrt{\epsilon}} \right) + O(|v_1|^2) \, d\Xi
\]
\[-\int L_v(x + v_1, v_2) \cdot (v_1 + v_3) + O(|v_1 + v_3|^2) \, d\Xi \leq g(\theta_k) + C\epsilon + C_\epsilon \int_{\mathbb{T}^n \times \mathbb{R}^n} \left[ \frac{|v_1|^2}{2} + \frac{|v_3|^2}{2} \right] \, d\Xi = g(\theta_k) + C\epsilon + C_\epsilon \left[ W(\theta, \theta_k) + W(\theta_k, \theta) \right]\]

where $C$ is constant and $C_\epsilon$ is a constant which depends on $\epsilon$.

Given $\delta$ we can choose $\epsilon$, and then $k$, such that $C\epsilon < \delta/2$ and $C_\epsilon [W(\theta, \theta_k) + W(\theta_k, \theta)] < \delta/2$. Taking $k \to \infty$ we get

\[g(\theta) \leq \lim_{k \to \infty} g(\theta_k) + C\epsilon.\]

As $\epsilon$ goes to zero,

\[g(\theta) \leq \lim_{k \to \infty} g(\theta_k).\]

We can prove the other inequality in the same way, so $g$ is continuous with respect to the Wasserstein metric. From this follows the existence of the minimax measure. □

**Proposition 4.4.** The function $g$ is convex in $\theta$. Furthermore, the function $g_Q(\theta)$ is convex in $Q$ and $\theta$.

**Proof:** Let $\theta_i$ and $Q_i$, $i=0,1$, be, respectively, probability measures on $\mathbb{T}^n$ and rotation vectors on $\mathbb{R}^n$. Let $\pi_i \in \Pi(\theta_i, Q_i)$. For $0 \leq \lambda \leq 1$ define $\theta_\lambda = (1-\lambda)\theta_0 + \lambda\theta_1$, and $Q_\lambda = (1-\lambda)Q_0 + \lambda Q_1$. Let $\pi_\lambda$ to be the plan in $\Pi(\theta_\lambda, Q_\lambda)$ such that

\[\theta_\lambda \pi_\lambda = (1-\lambda)\theta_0 \pi_0 + \lambda\theta_1 \pi_1.\]

Then

\[g(\theta_\lambda) \leq \int L\theta_\lambda \pi_\lambda = (1-\lambda) \int L\theta_0 \pi_0 + \lambda \int L\theta_1 \pi_1.\]

By taking the infimum over all plans $\pi_i$ we obtain

\[g(\theta_\lambda) \leq (1-\lambda)g(\theta_0) + \lambda g(\theta_1).\]

□

**Proposition 4.5.** $\hat{L}$ is convex in $Q$.

**Proof:** It suffices to observe that $\hat{L}(Q)$ is the supremum of a family of convex functions of $Q$, namely $g_Q(\theta)$. □

**Proposition 4.6.** There is a maximizer $\theta^*$ of $g(\theta)$ which is point mass, i.e. $\theta^* = \delta_{x^*}$, for some $x^*$ in $\mathbb{T}^n$.

**Proof:** Let $\theta^0$ be a maximizer of $g$. The support of $\theta^0$ is contained in $\mathbb{T}^n$ which we identify with a cube of side 1. We will construct inductively a sequence of maximizing probability measures $\theta^k$ supported in a cube of side $2^{-k}$. Therefore, these measures will converge in the Wasserstein distance to a measure $\theta^*$ which is supported in a single point and is maximizing by continuity.
Suppose $\theta^k$ is given and is supported in a cube of side $2^{-k}$. Divide this cube into $2^n$ identical disjoint cubes with half the sidelength. Let $\{Q_j\}$ denote the collection of cubes. Either the restriction to $Q_j$ of $\theta^k$ is zero, in which case we set $\lambda_j = 0$, or

$$\int_{Q_j} \theta^k = \lambda_j > 0,$$

in which case we set $\theta^k_j = \frac{1}{\lambda_j} \theta^k 1_{Q_j}$. Note that $\sum \lambda_j = 1$, and that each $\theta^k_j$ is a probability measure. We have $\theta^k = \sum_j \lambda_j \theta^k_j$. By convexity

$$g(\theta^k) \leq \sum_j \lambda_j g(\theta^k_j),$$

which implies that for every index $j$ for which $\lambda_j > 0$, we have that $\theta^k_j$ is a maximizing probability measure. Set $\theta^{k+1} = \theta^k_j$ for one of those indices. Proceeding inductively we get convergence to a certain $x^\ast$.

The final conclusion is that there is always point masses which are maximizers. □

If $g_Q$ was strictly convex, then such probability would be unique. In the proof of Proposition 7.2 and 7.3 we will address this question.

5. Duality - discrete time

In this section we proceed in a similar way to [Gom2]. Fix a probability measure $\theta > 0$ and a rotation vector $Q \in \mathbb{R}^n$. We will establish that

$$\inf_{\pi \in \Pi(\theta,Q)} \int L(x,v) d(\pi \theta) =$$

$$\sup_{\phi,P} \int_{\mathbb{T}^n} \inf_v [L(x,v) + \phi(x + v) - \phi(x) + P \cdot (v - Q)] d\theta.$$

Set

$$C^0_\phi = \left\{ \phi \in C(\Omega) : \lim_{|v| \to \infty} \frac{\phi(x,v)}{|v|} = 0 \right\},$$

and observe that the dual of $C^0_\phi$ is the space $\mathcal{M}$ of Radon measures $\mu$ in $\Omega$ with

$$\int_{\Omega} |v| d|\mu| < \infty.$$

Define

$$h_1(\phi) = \int_{\mathbb{T}^n} \sup_v [-\phi(x,v) - L(x,v)] d\theta.$$

Let

$$\mathcal{C} = \{ \phi \in C(\Omega) : \phi(x,v) = \psi(x + v) - \psi(x) + P \cdot (v - Q) \text{ for some } \psi \in C(\mathbb{T}^n) \}
\quad \text{and for some } P \in \mathbb{R}^n \}.$$

Define $h_2(\phi) = 0$, if $\phi \in \mathcal{C}$, and set $h_2(\phi) = -\infty$, otherwise. Let

$$\mathcal{M}_0 = \{ \mu \in \mathcal{M} : \int_{\Omega} \psi(x + v) - \psi(x) d\mu = 0, \forall \psi \in C(\mathbb{T}^n) \} \text{ and}
\int_{\Omega} P \cdot (v - Q) d\mu = 0, \forall P \in \mathbb{R}^n \}. $$
Note that the second constraint in the definition of $\mathcal{M}_0$ is simply the rotation vector constraint
$$\int v d\mu = Q.$$
Define also
$$\mathcal{M}_1 = \left\{ \mu \in \mathcal{M} : \mu = \pi \theta, \pi \text{ is a non-negative plan, and } \int_{\Omega} d\mu = 1 \right\}.$$ 
As explained before, the constraint that $\pi$ is a non-negative plan simply means that $\pi \theta$ is a (non-negative) probability measure such that
$$\int \varphi(x) d(\pi \theta) = \int \varphi(x)d\theta.$$ 

Proposition 5.1. 
$$h_1^*(\mu) = \begin{cases} \int L d\mu & \text{if } \mu \in \mathcal{M}_1 \\ +\infty & \text{otherwise,} \end{cases}$$
and
$$h_2^*(\mu) = \begin{cases} 0 & \text{if } \mu \in \mathcal{M}_0 \\ -\infty & \text{otherwise.} \end{cases}$$

Proof: Recall that
$$h_1^*(\mu) = \sup_{\phi \in C^0_*} \left[ -\int_{\Omega} \phi d\mu - h_1(\phi) \right].$$
If $\mu$ is non-positive then we can choose a sequence of non-negative functions $\phi_n \in C^0_*$ such that
$$-\int_{\Omega} \phi_n d\mu \to +\infty.$$ 
Since $L \geq 0$ we have
$$h_1(\phi_n) = \int_{T^n} \sup [-\phi_n - L] d\theta \leq 0.$$ 
Therefore $h_1^*(\mu) = +\infty$.

Lemma 5.2. If $\mu \geq 0$ then
$$h_1^*(\mu) \geq \int_{\Omega} L d\mu + \sup_{\psi \in C^0_*} \left[ \int_{\Omega} \psi d\mu - \int_{T^n} \sup_{v} \psi d\theta \right].$$

Proof: Let $L_n$ be a sequence in $C^0_*$ that increases pointwise to $L$, $0 \leq L_n \uparrow L$. Any function $\phi \in C^0_*$ can be written as $\phi = -L_n - \psi$ for some $\psi \in C^0_*$. Therefore
$$\sup_{\phi \in C^0_*} \left[ -\int_{\Omega} \phi d\mu - h_1(\phi) \right] = \sup_{\psi \in C^0_*} \left[ \int_{\Omega} (L_n + \psi) d\mu - h_1(-L_n - \psi) \right].$$
Since $L_n - L \leq 0$ we have $\sup(-L + L_n + \psi) \leq \sup \psi$, and so
$$h_1(-L_n - \psi) \leq \int_{T^n} \sup_{v} \psi d\theta.$$ 
Thus
$$\sup_{\phi \in C^0_*} \left[ -\int_{\Omega} \phi d\mu - h_1(\phi) \right] \geq \int_{\Omega} L_n d\mu + \sup_{\psi \in C^0_*} \left[ \int_{\Omega} \psi d\mu - \int_{T^n} \sup_{v} \psi d\theta \right].$$
Letting $n \to \infty$, and using the monotone convergence theorem we prove the lemma.

Now suppose $\int_{\Omega} d\mu \neq 1$. Then by choosing $\psi = \alpha \in \mathbb{R}$ we get

$$\sup_{\psi \in C^0} \left[ \int_{\Omega} \psi d\mu - \int_{\mathbb{T}^n} \sup_v \psi d\theta \right] \geq \sup_{\alpha \in \mathbb{R}} \left( \int_{\Omega} d\mu - 1 \right) = +\infty.$$ 

If otherwise $\int_{\Omega} d\mu = 1$ we have

$$\int_{\Omega} (-\phi - L) d\mu \leq \int_{\mathbb{T}^n} \sup_v (-\phi - L) d\theta = h_1(\phi),$$

if $\mu = \pi \theta$. Therefore, for any $\phi$

$$- \int_{\Omega} \phi d\mu - h_1(\phi) \leq \int_{\Omega} L d\mu,$$

and so

$$h_1^*(\mu) \leq \int_{\Omega} L d\mu.$$ 

If $\int_{\Omega} d\mu = 1$ but $\mu \neq \pi \theta$, there exists $\phi_0 \in C(\mathbb{T}^n)$ such that

$$\int_{\Omega} \phi_0(x) d\mu \neq \int_{\mathbb{T}^n} \phi_0(x) d\theta.$$ 

Therefore,

$$\sup_{\psi \in C^0} \left[ \int_{\Omega} \psi d\mu - \int_{\mathbb{T}^n} \sup_v \psi d\theta \right] \geq \sup_{\alpha \in \mathbb{R}} \left( \int_{\Omega} \phi_0 d\mu - \int_{\mathbb{T}^n} \phi_0 d\theta \right) = +\infty.$$ 

To compute $h_2^*$ observe that if $\mu \notin \mathcal{M}_0$ then there exists $\psi \in C(\mathbb{T}^n)$ such that

$$\int_{\Omega} \psi(x + v) - \psi(x) d\mu \neq 0,$$

or there exists $P \in \mathbb{R}^n$ such that

$$\int_{\Omega} P \cdot (v - Q) d\mu \neq 0.$$ 

In any case we can choose a $\hat{\phi} \in \mathcal{C}$ such that

$$\int_{\Omega} \hat{\phi}(x,v) d\mu \neq 0.$$ 

Thus

$$\inf_{\phi \in \mathcal{C}} - \int_{\Omega} \phi d\mu \leq \inf_{\alpha \in \mathbb{R}} \int_{\Omega} \alpha \phi d\mu = -\infty.$$ 

So for $\mu \notin \mathcal{M}_0$ $h_2^*(\mu) = -\infty$. If $\mu \in \mathcal{M}_0$ then

$$\int_{\Omega} \phi d\mu = 0 \quad \forall \phi \in \mathcal{C}.$$ 

Consequently $h_2^*(\mu) = 0$. 

Therefore, in a similar way to [Gom2] we get:

**Theorem 5.3.**

$$L(Q) = \sup_{\theta} \sup_{P,u} \int_{\mathbb{T}^n} \inf_v [L(x,v) + u(x + v) - u(x) + P \cdot (v - Q)] \theta(x).$$
If we define \( \bar{H}(w) = \sup_v (w(x) - w(x + v) - L(x, v)) \), we obtain
\[
\hat{L}(Q) = \sup_{P,u} \sup_x [-\bar{H}(u) - P \cdot Q].
\]

6. The dual function and semi-convexity

In this section, under the assumption that \( L \) is quadratic in the velocity, we consider some properties of the functions \( u \) which attains supremum in the claim of last Theorem. These results imply, in particular, for each \( \theta \) and \( Q \), the existence of a maximizing function \( u \) for (8). We will ignore the rotation vector constraint \( Q \) in order to simplify the notation.

Consider the mapping, the (generalized) double convexification of \( u \) (see [Vi] for the related double convexification in optimal transport):
\[
(9) \quad u \mapsto u^\text{dc} = \sup_w \inf_v [u(x + v - w) + \bar{L}(x, v, w) - \bar{L}(x - w, w)].
\]

**Lemma 6.1.** Let \( u \) be any function, then
\[
(10) \quad u^\text{dc}(x) \leq u(x),
\]
and
\[
(11) \quad \inf_z L(x, z) + u(x + z) = \inf_z L(x, z) + u^\text{dc}(x + z).
\]

**Proof:** The inequality (10) follows from choosing \( v = w \) in (9). To prove the identity (11) observe that for fixed \( x \)
\[
\inf_z L(x, z) + u^\text{dc}(x + z)
= \inf_z \sup_w \inf_v [L(x, z) + u(x + z + v - w) + L(x + z - w, v) - L(x + z - w, w)]
\leq \inf_z L(x, z) + u(x + z),
\]
by choosing for each \( w, v = w \). In a similar way, by choosing, for each \( z, w = z \) we obtain the opposite inequality. \( \square \)

The result above shows that we can look for maximizers in a smaller class as we can assume that any maximizer is the double convexification of a function \( u \). We apply this result to show in next proposition that we can therefore take the maximizers \( u \) with a bounded semi-convexity constant, as long as \( L \) satisfies suitable hypothesis. Therefore, it will follow that there exists a maximizer \( u \) with a bounded convexity modulus. In fact, for a fixed \( \theta \) we consider a sequence \( u_n \) such that almost realize
\[
\sup_u \int \inf_v [L(x, v) + u(x + v) - u(x)] \theta(x).
\]
Then, we can extract a convergent subsequence it is clear that the limit \( u \) of this sequence is a maximizer with bounded convexity modulus.
Proposition 6.2. Suppose $L(x,v)$ satisfies, for any $x$, $\bar{w}$ and $y$,

$$-L(x,\bar{w}+y) - L(x,\bar{w}-y) + 2L(x,\bar{w}) \geq -C|y|^2.$$ 

Then, for any periodic function $u: \mathbb{T}^n \to \mathbb{R}$, the function $u^{dc}$ is semiconvex, that is, there exists a constant $C$ such that

$$u^{dc}(x+y) + u^{dc}(x-y) - 2u^{dc}(x) \geq -C|y|^2.$$ 

Proof: Given $u$ and $x$ fixed, suppose $\bar{w}$ is such that

$$u^{dc}(x) = \inf_v [u(x+v-\bar{w}) + L(x-\bar{w},v) - L(x-\bar{w},\bar{w})].$$ 

Now we will estimate $u^{dc}(x+y)$ and $u^{dc}(x-y)$. Taking $w = \bar{w} + y$ we get

$$u^{dc}(x+y) \geq \inf_v [u(x+v-\bar{w}) + L(x-\bar{w},v) - L(x-\bar{w},\bar{w} + y)].$$ 

Taking $w = \bar{w} - y$ we get

$$u^{dc}(x-y) \geq \inf_v [u(x+v-\bar{w}) + L(x-\bar{w},v) - L(x-\bar{w},\bar{w} - y)].$$ 

Denote $v_1$ and $v_2$ vectors such that, respectively

$$u^{dc}(x+y) \geq u(x+v_1-\bar{w}) + L(x-\bar{w},v_1) - L(x-\bar{w},\bar{w} + y),$$ 

and

$$u^{dc}(x-y) \geq u(x+v_2-\bar{w}) + L(x-\bar{w},v_2) - L(x-\bar{w},\bar{w} - y).$$ 

Then,

$$-u^{dc}(x) \geq -u(x+v_1-\bar{w}) - L(x-\bar{w},v_1) + L(x-\bar{w},\bar{w}),$$

$$-u^{dc}(x) \geq -u(x+v_2-\bar{w}) - L(x-\bar{w},v_2) + L(x-\bar{w},\bar{w}).$$ 

Now, adding the last four expressions we get

$$u^{dc}(x+y) + u^{dc}(x-y) - 2u^{dc}(x) \geq -L(x-\bar{w},\bar{w} + y) - L(x-\bar{w},\bar{w} - y) + 2L(x-\bar{w},\bar{w}).$$ 

From this follows that

$$u^{dc}(x+y) + u^{dc}(x-y) - 2u^{dc}(x) \geq -C|y|^2.$$

□

7. Minimax stationary Mather measures in continuous time

In this section we consider minimax stationary Mather measures in continuous time. Although these could seem the natural generalization of the previous problems, we will give a few examples which illustrate the main problems and motivate the definition and study of minimax periodic Mather measures, in the next section.

Definition 7.1. We say $\mu = \theta(x)\pi(x,v)$ in $\mathbb{T}^n \times \mathbb{R}^n$ is holonomic (continuous time setting) if for any given $C^1$ function $\varphi: \mathbb{T}^n \to \mathbb{R}$, we have

$$\int v D_x \varphi \ d\pi(x,dv) \theta(dx) = 0.$$ 

We denote the set of such probabilities by $\mathcal{H}$. 
For a given probability $\theta$ over $M$ we denote $\Pi(\theta)$ the set of admissible plans $\pi(x,v)$ on $TM$ such that $\theta \pi \in H$.

Define

$$g(\theta) = \inf_{\pi \in \Pi(\theta)} \int_{T^n \times \mathbb{R}^n} L(x,v) \pi(x, dv) \theta(dx).$$

For $\theta$ fixed, we denote by $\pi_\theta$ any solution of the minimization problem above. Any probability measure $\theta_L$ which attains the supremum of $g(\theta)$ is called a (continuous time) stationary minimax Mather measure, and sometimes, to simplify notation, we will also call $\theta_L \pi_L$, with $\pi_L \in \Pi(\theta_L)$, a minimax Mather measure.

We remark here that, as before, the functions $g(\theta)$ and $g_Q(\theta)$ are convex functions of $\theta$ or $Q$ and $\theta$, respectively.

**Proposition 7.2.** If $\mu = \theta(dx) \pi(x, dv)$ is a minimax Mather measure then there exists a function $v(x) : T^n \rightarrow \mathbb{R}^n$ such that $\mu$ has support in the graph $(x, v(x))$.

**Proof:** This proof is similar, for instance, to the one in Theorem 3 in [BG], which considers the classical continuous time Aubry-Mather problem. For each $x$, let $v(x) = \int v d\pi(x, dv)$ and $\eta(x, dv) = \delta_{v(x)}(dv)$. From the strict convexity we get that for each fixed $x$

$$\int_{\mathbb{R}^d} L(x,v) d\eta(x,dv) < \int_{\mathbb{R}^d} L(x,v) d\pi(x,dv),$$

for any point $x$ where the probability $\delta_{v(x)}(dv)$ is different from $\pi(x, dv)$. The probability $\theta(dx) \eta(x, dv)$ is holonomic. From, this it follows that $\mu$ has support on a graph. □

**Proposition 7.3.** The only rotation number for which there can exist a minimax stationary Mather measure is $Q = 0$.

**Proof:** Since the function $g_Q(\theta)$ is convex, applying the same reasoning as before, if there exists a maximizing measure, there exists a maximizing measure $\bar{\theta}$ supported in a single point. From the graph theorem we conclude the corresponding minimizing stationary Mather measure has the form $\delta_{v_0}(x) \delta_{v_0}(v)$. It is clear also that unless $v_0 = 0$ this measure is not holonomic. Thus its rotation number must be 0. This shows that the only rotation number for which there can exist a minimax stationary Mather measure is $Q = 0$. □

### 8. Minimax periodic Mather measures

To overcome the non-existence issues in the previous section and study the continuous time problems, we consider the following setting: let $\theta$ be a fixed probability on $T^n$, and we define

$$g(\theta) = \inf_{\rho} \int_0^T \int_{T^n \times \mathbb{R}^n} L(x,v) d\rho(x,v,t),$$

over all measures $\rho$ on $[0,T] \times T^n \times \mathbb{R}^n$ which satisfy, for all smooth $\varphi(x,t)$, $x \in T^n$, $t \in [0,T]$,

$$\int_0^T \int_{T^n \times \mathbb{R}^n} \varphi_t + v D_x \varphi d\rho = \int_{T^n} \varphi(x,T) - \varphi(x,0) d\theta.$$
We denote such set by \( \Pi(T, \theta) \). We may as well add the rotation number constraint

\[
\int_0^T \int_{\mathbb{T}^n \times \mathbb{R}^n} v \, d\rho = Q.
\]

We denote by \( \Pi(T, \theta, Q) \) the set of measures \( \rho \) on \([0, T] \times \mathbb{T}^n \times \mathbb{R}^n\) which satisfy the two constraints above. Using the same notation as before, we consider \( g^T_Q(\theta) \) for the minimization of \( \rho \in \Pi(T, \theta, Q) \).

We refer the reader to [BB] for several results on Mather theory which are similar to the minimax setting we consider here (for autonomous Lagrangians). In the notation of [BB] we are considering the set of initial transport measures on \( I(\theta, \theta) \) and \( \rho \) is a transport measure (see definition 5 on that paper).

**Proposition 8.1.** For every probability measure \( \theta \) on \( \mathbb{T}^n \) and every rotation number \( Q \) there exists a measure \( \rho_Q \) which satisfies (12) and (13).

**Proof:** If \( QT \in \mathbb{Z}^n \) then it suffices to consider \( \rho_Q(t, x, v) = \frac{1}{T} \delta(v - Q) \theta(x) \). Otherwise we can always write \( Q \) as a convex combination \( Q = \sum \lambda_i Q_i \) of vectors \( Q_i \in \mathbb{R}^n \). Then define

\[
\rho_Q = \sum \lambda_i \rho_{Q_i}.
\]

Therefore, \( \Pi(T, \theta, Q) \) is not empty. \( \square \)

The minimax periodic Mather problem consists in maximizing

\[
\hat{L}(Q) = \sup_{\theta} g^T_Q(\theta).
\]

We call the measure \( \rho \) which realizes such problem of \( T \)-minimax probability.

By convexity on \( v \) and using a standard weak convergence argument, we can prove that for each \( \theta \) there exists \( \rho \) such that

\[
g_Q(\theta) = \int_0^T \int_{\mathbb{T}^n \times \mathbb{R}^n} L(x, v) \, d\rho(x, v, t).
\]

Consider a sequence \( \theta_n \) such that \( g_Q(\theta_n) \rightharpoonup \hat{L} \), when \( n \to \infty \). One can consider weak limits of subsequences of the probabilities \( \theta_n \) over \( \mathbb{T}^n \), and getting in this way a limit probability measure which we denote by \( \theta \). In the same way as before (discrete time case) we want to show that \( g_Q(\theta_n) \to g_Q(\theta) \), whenever \( \theta_n \rightharpoonup \theta \). Assume for now that this is true. Then Given a certain \( \theta \) there exist a minimizer \( \rho \) for \( g_Q(\theta) \). Then, \( \rho \) is a minimax probability for such \( Q \).

In order to show that \( g_Q(\theta_n) \to g_Q(\theta) \), we will consider once more the metric \( d(\theta_1, \theta_2) \), for \( \theta_1, \theta_2 \in P(\mathbb{T}^n) \), defined before.

**Proposition 8.2.** \( g^T_Q \) is continuous on \( \theta \).

**Proof:** The proof is similar to the one in section 4. We describe the main idea, omitting the details. Given \( \epsilon \), and \( \theta_0 \) and \( \theta_1 \) whose Wasserstein distance is suitably small there is a transport measure \( \rho_{01} \) and \( \rho_{10} \) in time \( \epsilon \) such that

\[
\int Ld\rho_{01}, \int Ld\rho_{10} < \epsilon.
\]
Also given a measure \( \rho_{1} \) which is a minimizer for \( g(\theta_{1}) \) in time \( T \) we can build another measure \( \rho'_{1} \) on \([\epsilon, T - \epsilon]\) such that
\[
\int Ld\rho'_{1} < g(\theta_{1}) + C\epsilon
\]
Then we consider the concatenation of \( \rho_{01}, \rho_{1}, \) and \( \rho_{10} \) and we obtain
\[
g(\theta_{0}) \leq g(\theta_{1}) + C\epsilon.
\]
\( \square \)

From this result and the fact that \( \Pi(T, \theta, Q) \) is not empty, we get finally the existence of a minimax measure \( \rho \) for \( g_{Q} \) in \( \Pi(T, \theta, Q) \).

**Proposition 8.3.** \( g(\theta) \) and \( g_{Q}(\theta) \) convex, resp. on \( \theta \) and \( \theta \) and \( Q \).

**Proof:** We will consider the case of \( g_{Q} \) as the proof for \( g \) is similar. Let \( \theta_{i} \), probability measures on \( \mathbb{T}^{n} \) with rotation vector \( Q \) on \( \mathbb{R}^{n} \). Let \( \rho_{i} \in \Pi(T, \theta_{i}, Q) \). For \( 0 \leq \lambda \leq 1 \) define \( \theta_{\lambda} = (1 - \lambda)\theta_{0} + \lambda\theta_{1} \). Let \( \rho_{\lambda} \) be the plan in \( \Pi(T, \theta_{\lambda}, Q) \) such that
\[
\rho_{\lambda} = (1 - \lambda)\rho_{0} + \lambda\rho_{1}.
\]
Then
\[
g_{Q}(\theta_{\lambda}) \leq \int_{0}^{T} \int Ld\rho_{\lambda} = (1 - \lambda) \int_{0}^{T} \int Ld\rho_{0} + \lambda \int_{0}^{T} \int Ld\rho_{1}.
\]
By taking the infimum over all plans \( \rho_{i} \) we obtain
\[
g_{Q}(\theta_{\lambda}) \leq (1 - \lambda)g_{Q}(\theta_{0}) + \lambda g_{Q}(\theta_{1}).
\]
\( \square \)

**Theorem 8.4.** For a fixed \( T > 0 \), there exists a minimax Mather measure \( \theta \) for \( g_{Q} \) which is supported in a single point.

**Proof:** The proof uses again a convexity argument and is analogous to the one of the last proposition of section 4. \( \square \)

A similar result is true for \( g \) over \( \Pi(T, \theta) \).

9. **Additional examples**

Consider in \( T\mathbb{T}^{2} \) the Lagrangian
\[
L(x, v) = L(x_{1}, x_{2}, v_{1}, v_{2}) = \frac{v_{1}^{2} + v_{2}^{2}}{2} + v_{1}.
\]
First we consider the case without rotation number constraint.

As we have discussed before, the minimax measure problem can be analyzed by considering minimax orbits associated to the time \( T \). In other words, from theorem 8.3, we just have to consider probability measures \( \theta \) supported in a single point, that is, of the form \( \theta = \delta_{x} \), for each \( x \in \mathbb{T}^{2} \). The plan \( \rho(x, v, t) \) is obtained by linear superposition of plans associated with curves \( \gamma : [0, T] \rightarrow \mathbb{T}^{2} \) which are solution to the Euler-Lagrange equation (see [BB]) and satisfy periodic conditions \( \gamma(0) = \gamma(T) = x \). Since this Lagrangian only depends on the velocity, we know that \( \gamma \) is either a straight line with constant velocity or a constant trajectory \( \gamma(t) = x \), for all
\( t \in [0, T] \). In the last case the action is zero. Denote by \( n_1(\gamma) = \int_\gamma v_1 = \int_0^T dx_1 \) the algebraic number of turn around in the \( x_1 \) direction. In this case \( \gamma \) is non constant, because \( \gamma \) has to be periodic. Because of minimality, it is clear that \( v_2 = 0 \). Thus it is a horizontal line and the velocity has constant value equal to \( l(\gamma)/T \), where \( l(\gamma) \) is the length of the curve. In this case we have several different measures on the tangent bundle associated to different horizontal lines. The action of \( \gamma \) is

\[
\int_\gamma L(x, v) = T \frac{l(\gamma)^2}{2T} + n(\gamma) = \frac{l(\gamma)^2}{2T} + n(\gamma).
\]

For \( 1/2 < T < 3/2 \), the value \( n(\gamma) = -1 \) is optimal. For \( 0 < T < 1/2 \) the optimal value is \( n(\gamma) = 0 \) and we get the constant trajectory. For \( T > 3/2 \) one can get values \( n(\gamma) < -1 \), as \( n(\gamma) \sim -T \) for large \( T \).

Note that the properties described above are independent of \( x \). Therefore, for example, for \( 1/2 < T < 3/2 \), the maximization of \( g(\theta) \) gives all different possibilities of horizontal lines trough \( x \), with \( x \in \mathbb{T}^2 \). Then, in this case, for each fixed \( T \) we get minimal plans which are convex combination of a continuum of probabilities. In this case we do not have uniqueness.

We point out the difference of the minimax problem to the usual Mather problem (in which the period \( T \) is not fixed) in the present case. The Mane critical value is \( c(L) = 1/2 \) and the minimizing probabilities are given by 1-periodic curves \( \gamma \) which are horizontal straight lines which satisfy \( n(\gamma) = -1 \).

Now consider the case of a fixed a vector \( Q = (Q_1, Q_2) \in \mathbb{R}^2 \) and we look for \( Q \)-minimax measures. As before, we assume \( \theta = \delta_x \). As we have pointed out before, the plan transport plan \( \rho(x, v, t) \) can consist on a superposition of transport plans associated with several trajectories solutions to the Euler-Lagrange equations. Then one has the family of \( T \)-periodic curves \( \gamma_k \) solving the Euler-Lagrange equation passing through \( x \). These curves have constant velocity, and are indexed by \( k \in \mathbb{Z}^2 \), where

\[
k = n(\gamma_k) = \int_0^T vdt.
\]

is the algebraic number of turns. Clearly there exists \( 0 \leq \lambda_k \leq 1 \) with \( \sum_k \lambda_k = 1 \) so that the minimax transport plan can be written as

\[
\sum_k \lambda_k \rho_k(x, v, t),
\]

where \( \rho_k \) is the transport plan associated with the curve \( \gamma_k \). Since the action of \( \gamma_k \) is

\[
\frac{|k|^2}{2T} + k_1,
\]

the sum in (14) is a finite sum. Also note that the mapping \( k \mapsto \frac{|k|^2}{2T} + k_1 \) is strictly convex, therefore if for some \( k^* = Q \) then \( \lambda_k^* = 1 \). For all other values

\[
\hat{L}(Q) = \inf_{\lambda} \sum_k \lambda_k \rho_k(x, v, t),
\]
under the constraint $\sum_k \lambda_k k = Q$.

As a second example, consider a general Lagrangian $L(x, v)$ on $T\mathbb{T}^n$. Fix $T > 0$. For each $k \in \mathbb{Z}^n$ and any $x \in \mathbb{T}^n$ look for a minimal orbit starting at $x$ and ending at $x$ with rotation number $k$, $\gamma_k$, and let $S_k(x)$ be the action of such an orbit. Note that this orbit may not be a periodic solution to the Euler-Lagrange equation.

Define

$$g_Q(x) = \inf_{\lambda} \sum \lambda_k S_k(x),$$

where $\lambda$ is constrained to $0 \leq \lambda_k \leq 1$, $\sum_k \lambda_k = 1$, and $\sum_k \lambda_k k = Q$.

Then

$$\hat{L}(Q) = \sup_x g_Q(x).$$
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