Self-sustained micromechanical oscillator with linear feedback
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Autonomous oscillators, such as clocks and lasers, produce periodic signals without any external frequency reference. In order to sustain stable periodic motions, there needs to be external energy supply as well as nonlinearity built into the oscillator to regulate the amplitude. Usually, nonlinearity is provided by the sustaining feedback mechanism, which also supplies energy, whereas the constituent resonator that determines the output frequency stays linear. Here we propose a new self-sustaining scheme that relies on the nonlinearity originating from the resonator itself to limit the oscillation amplitude, while the feedback remains linear. We introduce a model to describe the working principle of the self-sustained oscillations and validate it with experiments performed on a nonlinear microelectromechanical (MEMS) based oscillator.

Autonomous oscillators are systems that can spontaneously commence and maintain stable periodic signals in a self-sustained manner without external frequency references. They are abundant both in Nature and in manmade devices. In Nature made systems, the self-sustained oscillators are the fundamental piece that describes systems as diverse as neurons, cardiac tissue, and predator-prey relationships \[1\]. In manmade devices, self-sustained autonomous oscillators are overwhelmingly used for communications, timing, computation, and sensing \[2\], with examples such as quartz watches \[3\] and laser sources \[4\]. A typical oscillator consists of a resonating component and a sustaining feedback element: the constituent resonator determines the oscillation frequency, whereas the feedback system draws power from an external source to compensate the energy loss due to damping during each oscillation of the resonator \[5\]. In order to initiate the oscillations, the initial gain of the feedback must be larger than unity, so that energy accumulates to build up oscillation amplitude \[6\]. However, to avoid ever increasing oscillations, some limiting mechanism must act to ensure that, eventually, the vibrational amplitude no longer grows.

In the conventional designs of oscillators, the resonating element is operated in the linear regime, where its resonant frequency is independent of the excitation levels, and the necessary amplitude limiting mechanism is enacted in the feedback loop by introducing a nonlinear element (Fig. 1a). However, maintaining the resonating element in the linear regime has been challenging for a variety of applications requiring self-sustained oscillators made from micro-/nano-electromechanical (M/NEMS) resonators \[7–9\], mostly because these resonators exhibit significantly reduced linear dynamic range. To limit the amplitude, common mechanisms include impulsive energy replenishment \[5\], saturated gain medium \[4, 10\] or amplifiers \[11, 12\], automatic level control \[13, 14\], phase locked loops \[15, 16\], nonlinear signal transduction \[17\], and dedicated nonlinear components \[18\]. These mechanisms to incorporate nonlinear elements into the electronic feedback circuitry introduce technical challenges in the analysis, design and implementation of the oscillators due to the significant impedance mismatch between CMOS drivers and M/NEMS resonators \[19\].

In this Letter, we introduce and analyze a new oscillator architecture that solely relies on the nonlinearity originated from a micromechanical resonator, while all components of the feedback circuitry stay within the \textit{linear} regime (Fig. 1b). By capitalizing on the intrinsic nonlinear dynamics of the mechanical resonator, it is possible to considerably simplify the design of the oscillator while achieving a large degree of control and tunability. Unlike the techniques used with linear resonators, the oscillator architecture we are proposing can be readily implemented in practically all M/NEMS geometries, as the only requirement is the existence of a nonlinear response. The proposed innovative architecture permits to (1) initiate the oscillation spontaneously, (2) achieve stable oscillations through interplay between elastic nonlinearities and viscous damping, and (3) tune the oscillation frequency over a wide range with readily accessible system parameters. We demonstrate this new architecture with an oscillator consisting of a clamped-clamped (c-c) silicon MEMS resonator \[16\] with high quality factor \((Q \gtrsim 10^5)\), and with frequency tunability as large as 19 %.

We treat the mechanical resonator as a generic single degree-of-freedom oscillating element, whose departure from equilibrium is described by a coordinate \(x(t)\) obeying \[20\]:

\[
m\ddot{x} + (\gamma + \tilde{\eta}x^2)\dot{x} + m\omega_0^2x + \tilde{\beta}x^3 = F(x, \dot{x}),
\]

(1)

where \(m\) is the effective mass, \(\gamma\) and \(\tilde{\eta}\) are the linear and nonlinear damping coefficients \[21, 22\], \(\omega_0\) is the natural frequency of linear oscillation, \(\tilde{\beta}\) is the cubic (Duffing) nonlinear coefficient, and \(F(x, \dot{x})\) is the driving force from feedback. Since we only focus on periodic solutions, quadratic nonlinearities are ignored. To facilitate the analysis, we
define $\epsilon q^{-1} = \gamma/m\omega_0$, $\eta = \eta/4\gamma$, $\beta = 3\beta/4m\omega_0^2$, and a fast time scale $\tau = \omega_0 t$. Here, the small expansion parameter $\epsilon$ is introduced for treatment within a perturbation theory, as shown below. Since the feedback force, $F$, is only needed to compensate the dissipation, it will also be of the order of $\epsilon$. Furthermore, we treat the feedback force as proportional to the vibrational amplitude, corresponding to the cases where the vibrational amplitude is linearly transduced and directly measured experimentally. Similarly, the feedback force can be treated as proportional to the vibrational velocity, if the velocity is the observed quantity as in the case of capacitive motion transduction [23].

For simplicity, here we consider the case of linear amplitude amplification and scale the feedback force as $F = \epsilon m\omega_0^2 g x \cos \Delta$, where $g$ is the feedback gain and $\Delta$ the feedback loop phase-delay. With these definitions, Eq. (1) becomes

$$\ddot{x} + \epsilon q^{-1}(1 + 4q x^2)\dot{x} + x + \frac{4}{3} \beta x^3 = \epsilon g x \cos \Delta. \tag{2}$$

Here the time derivatives are calculated with respect to $\tau$.

We represent the limit of small dissipation by taking $\epsilon \ll 1$, and the scaled quality factor $q$ of the order of unity. The solution to Eq. (2) can be found through perturbation theory [24]. However, in contrast with previous treatments with weak nonlinearity [20], we do not assume that the cubic force is small as compared to the linear term [25]. The resulting zeroth-order equation is therefore the nonlinear Duffing equation without damping: $\ddot{x}_0 + \epsilon q x \cos \Delta = 0$. We propose a steady-state solution of the form $x_0 = A_0 \cos \Omega_0 \tau$, where $A_0$ and $\Omega_0$ are the oscillation amplitude and frequency of the zeroth-order solution, respectively. By neglecting higher-harmonics contributions, we find that $A_0$ and $\Omega_0$ must satisfy the relation

$$1 - \Omega_0^2 + \beta A_0^2 = 0. \tag{3}$$

Following the method of multiple time-scales [23, 24], we proceed to obtain the steady-state solution to Eq. (2) up to $O(\epsilon)$. This solution will be characterized by amplitude $A$ and frequency $\omega$, determined both by intrinsic properties ($\beta, \eta, q$) and extrinsic parameters $\Delta, g$ [23]. Fig. 1c and 1d illustrate the relation between the steady-state amplitude $A$ and frequency $\omega$, for different values of feedback excitations and $\Delta$. For small excitations (Fig. 1c), we recover the resonance curve as obtained for weakly nonlinear resonators [20]. For large excitation (Fig. 1d), the oscillation frequency is pulled far away from the linear resonance ($\omega - 1 \gg \epsilon$), the perturbed solution is practically identical to that of zeroth-order equation Eq. (3). It is worth noting that, in the case of our autonomous oscillator, both the amplitude $A$ and the frequency $\omega$ are functions of the phase delay $\Delta$. Therefore, if multiple solutions of $A$ exist for a given value of $\omega$, all of them are stable [23, 20], as opposed to an externally driven resonator where only two solutions are stable. Moreover, nonlinearities make it possible to achieve frequencies far above the linear oscillation frequency, only bounded by other nonlinearities present in the system, or by physical limits of the device.

For hardening nonlinearity ($\beta > 0$), closer inspection of the full solution reveals that the zero-amplitude state for our system is unstable, as indicated by the phase portrait shown in Fig. 1e: any disturbance will push the oscillator away from rest state, towards the stable equilibrium $A_{eq}$, marked by the arrows in Fig. 1e. Physically, this stable equilibrium can be understood as the energy balance between driving and damping: if the amplitude $A$ increases suddenly around $A_{eq}$ (for instance, by noise), due to the proportionality between the forcing and the amplitude there is a growth in the input energy. At the same time, because of the hardening nonlinearity, the increased amplitude pushes the oscillation frequency $\omega$ upward, resulting in a larger energy dissipation due to viscous damping, which is proportional to the product of $A \omega$. The energy balance is thus restored, and the oscillation amplitude achieves a steady state (Fig. 1f). A symmetric argument holds if the amplitude decreases. We have also examined the case where the feedback force is proportional to velocity, and arrived at similar conclusion [23]. In this case, however, the balance is maintained by the effects of nonlinear damping, which becomes stronger as the oscillation amplitude grows. This energy balance highlights the key difference with previous oscillator topologies with a dedicated amplitude limiting element [2, 10, 18]. In the current setup, intrinsic nonlinearities are an indispensable ingredient for stabilization. Additionally, the spontaneous oscillation greatly simplifies the startup protocol of the oscillator, making it highly suitable for M/NEMS based oscillators where very sensitive transducers are required to initiate the motion.

We used a MEMS based oscillator to experimentally demonstrate these concepts. The resonator, similar to the one used in [10], is placed in a vacuum chamber and actuated electrostatically. The mechanical vibration creates a capacitive current in the sensing comb, that is proportional to the velocity. Both of the comb electrodes consist of 25 interdigitated fingers that allow efficient excitation and linear signal transduction. The measured linear resonance is 61.57 kHz, with linear damping rate of 0.51 Hz [23]. The small dissipation of $\epsilon^{-1} = Q \sim 120,000$ ensures that the resonator is well suited for the designed nonlinear oscillator. In this case, the nonlinearity is geometrical in origin and arises from the elongation of the beam during large transverse vibration. The onset of nonlinearity $x_e$ - above which the amplitude-frequency relation bifurcates - is calculated to be 17 nm from the geometry of the device [5], and
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are hindered by the instrumental limit from achieving larger phase-delay and frequency detuning. The acquisition and the highest oscillation frequency observed is 73.15 kHz, which is about 19 % above the linear resonance. We overcome damping. The onset of the oscillation frequency is about 61.5 kHz, slightly above the linear resonance, with \( \Delta \). This is consistent with the fact that, in order to initiate spontaneous oscillations, the feedback force should be proportional to the velocity with a certain phase-delay. In order to ensure the linearity of the feedback loop, we have calibrated the linearity of each component in the feedback circuitry, and found all of them over damping \( \Delta < 20^\circ \), no oscillation is observed, whereas for \( \Delta > 20^\circ \), the oscillations occur and the frequency grows monotonically with \( \Delta \). This is consistent with the fact that, in order to initiate spontaneous oscillations, the feedback force should overcome damping. The onset of the oscillation frequency is about 61.5 kHz, slightly above the linear resonance, and the highest oscillation frequency observed is 73.15 kHz, which is about 19 % above the linear resonance. We are hindered by the instrumental limit from achieving larger phase-delay and frequency detuning. The acquisition time of each spectrum is much longer than the transient time of the oscillation, to ensure steady-state conditions. The oscillation amplitude versus frequency (Fig. 2b) clearly shows the quasi-square-root dependency, as predicted by
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FIG. 1: (a) Schematics of the conventional oscillator design, consisting of a linear resonator and nonlinear feedback. The output of the resonator is first amplified, and then amplitude-limited before being fed-back to the resonator. (b) Schematics of oscillator design with a nonlinear resonator and linear feedback loop. The output of the resonator is amplified and phase shifted, and then re-injected to the resonator. (c) Vibrational amplitude \( A \) (expressed as the ratio to the critical amplitude \( A_c \), above which multiple solutions exist) versus frequency detuning in the limit of small drive, derived from Eq. (2), with \( \epsilon = 10^{-5} \), \( \beta = 1 \), \( \eta = 0 \), and different levels of excitation. The dashed backbone curve shows the solution to Eq. (3). (d) Same results but with large excitation, where the full solution practically coincides with the backbone. (e) Phase portrait of amplitude \( A \), showing unstable rest states, and different stable equilibrium \( A_{eq} \) at various \( \Delta \). (f) Simulated transient responses of \( A \) at different \( \Delta \).

experimentally found to be about 10 nm \( 23 \). In the experiments, we have observed oscillation amplitudes larger than 1 \( \mu \)m, well above the linear threshold. We find excitations larger than 100 \( \mu \)V are enough to drive the resonator into the nonlinear regime. When the resonator is excited with an even larger force, it displays the signature of nonlinear damping \( 20, 23, 27, 28 \).

The feedback loop consists of a transimpedance amplifier followed by a voltage amplifier and a band pass filter. Therefore, the feedback force is proportional to the velocity with a certain phase-delay. In order to ensure the linearity of the feedback loop, we have calibrated the linearity of each component in the feedback circuitry, and found all of them operating in the linear regime \( 24 \). Operating the electronics in the linear regime provides a large range of operational voltages that allows for significant detuning of the MEMS. Additionally, eliminating complex controlling circuits for oscillators \( 29 \) greatly reduces the number of elements in the feedback loop, lowering the power consumption \( 30 \).

Figure 2a shows the steady-state power spectrum of the oscillation, measured at different phase-delay \( \Delta \). For \( \Delta < 20^\circ \), no oscillation is observed, whereas for \( \Delta > 20^\circ \), the oscillations occur and the frequency grows monotonically with \( \Delta \). This is consistent with the fact that, in order to initiate spontaneous oscillations, the feedback force should overcome damping. The onset of the oscillation frequency is about 61.5 kHz, slightly above the linear resonance, and the highest oscillation frequency observed is 73.15 kHz, which is about 19 % above the linear resonance. We are hindered by the instrumental limit from achieving larger phase-delay and frequency detuning. The acquisition time of each spectrum is much longer than the transient time of the oscillation, to ensure steady-state conditions. The oscillation amplitude versus frequency (Fig. 2b) clearly shows the quasi-square-root dependency, as predicted by
the oscillator follows the prescribed square-root interdependence, Eq. (3), with an extracted $\beta$, the amplitude-frequency of the oscillator every 80 milliseconds. It can be clearly seen that the temporal response of oscillation frequency. This temporal evolution is shown on the amplitude-frequency plane (Fig. 3d), where we plot instantaneous frequency starts at the linear resonant frequency value, and shifts upward towards the steady-state frequency evolution shows a similar pattern (Fig. 3c, corresponding to the time domain data shown in Fig. 3a): the value (Fig. 3a). The steady-state response shows stable sinusoidal oscillation, as shown in Fig. 3b. The temporal response is 1.15 $\times$ $10^{11}$ m$^{-2}$. The DC bias is 7 V. (b) Extracted steady-state oscillation amplitude and frequency (red circles), and fitting to Eq. (3), with $\beta = 1.15 \times 10^{11}$ m$^{-2}$. The scaled Duffing nonlinearity is obtained from fitting to Eq. (3), is $1.15 \times 10^{11}$ m$^{-2}$, in good agreement with previous result [31].

Next we consider the buildup of the oscillation. The spontaneous initiation of the oscillating motion with linear feedback does not require the prerequisite of the Barkhausen criterion [18]: after the amplified and phase-shifted signal is fed back to actuate the resonator, the system will asymptotically transition to the stable limit cycle, whose frequency can be controlled by $g$ and $\Delta$ [23]. Fig. 3 shows the temporal evolution of the oscillator during the startup: after the feedback is engaged at $t = 0$ s, the envelope of oscillation amplitude, $A$, grows rapidly towards the final value (Fig. 3a). The steady-state response shows stable sinusoidal oscillation, as shown in Fig. 3b. The temporal frequency evolution shows a similar pattern (Fig. 3c, corresponding to the time domain data shown in Fig. 3b): the instantaneous frequency starts at the linear resonant frequency value, and shifts upward towards the steady-state oscillation frequency. This temporal evolution is shown on the amplitude-frequency plane (Fig. 3d), where we plot the amplitude-frequency of the oscillator every 80 milliseconds. It can be clearly seen that the temporal response of the oscillator follows the prescribed square-root interdependence, Eq. (3), with an extracted $\beta = 1.05 \times 10^{11}$ m$^{-2}$. The inter-dependence between the vibrational amplitude and frequency underlines the working principle of the stable oscillation: any unintentional increase in amplitude will increase the resonant frequency of the resonator, which leads

FIG. 2: Steady-state response of a nonlinear oscillator. (a) Measured power spectrum of the oscillation with different feedback-phase-delay $\Delta$. Measurement at each $\Delta$ is performed with a time constant long enough to ensure the transient response has died out. The DC bias is 7 V. (b) Extracted steady-state oscillation amplitude and frequency (red circles), and fitting to Eq. (3) (black solid line). The extracted $\beta$ is $1.05 \times 10^{11}$ m$^{-2}$. The DC bias is 7 V for all the data shown.

FIG. 3: Transient response during startup. (a) Measured amplitude during oscillation buildup. The steady-state oscillation frequency is 61.7 kHz, with $\Delta = 24.1^\circ$. (b) Zoomed-in view of the steady-state oscillation of (a). The x-axis is shifted arbitrarily. (c) Temporal frequency response of the oscillation. The power spectrum at each nominal time $t_i$ is obtained by performing non-overlapping fast Fourier transform (FFT) of the time domain data in a narrow window around $t_i$. (d) The temporal evolution of the oscillator on the amplitude-frequency plane, and fitting to Eq. (3) (black solid line). The extracted $\beta$ is $1.05 \times 10^{11}$ m$^{-2}$. The DC bias is 7 V for all the data shown.
to more viscous damping, which in turn reduces the amplitude, hence maintaining the oscillations stable.

Finally, we will examine the influence of the system parameters on the oscillation buildup. We define the startup time, $t_{\text{startup}}$, as the time needed for the oscillation amplitude to reach 90% of its steady-state value. We find that $t_{\text{startup}}$ drops considerably with increasing the phase-delay $\Delta$ (Fig. 4a, c), which is consistent with the theoretical modeling considering the feedback force is proportional to $g$ and $\Delta$ \cite{23}. Additionally, we also modify the effective gain $g$ by changing the DC bias and observe a similar dependence of $t_{\text{startup}}$ \cite{23}.

To validate the model against intrinsic properties of the resonator, we deliberately tune the linear damping rate $\gamma$ by increasing the pressure of the vacuum chamber, which changes the quality factor $Q$. The values of $Q$ are obtained from separated open-loop resonator-type measurements \cite{23}. The startup time increases drastically when $Q$ drops below $\sim 30,000$ (Fig. 4b, d), and we failed to observe any oscillation for $Q < 10,000$.

Since the only requirement for this oscillator topology to work is to have the resonator in the nonlinear regime, self-sustained oscillations can be achieved at low values of $Q$ by changing the dimensions of the resonator. The onset of nonlinearity scales with the characteristic length of the resonating element, and for NEMS devices, even forces from thermal noise can drive the resonator into the nonlinear regime \cite{32}.

The startup time, obtained from different system configurations, is shown in Fig. 4e, and is found to be approximately inversely proportional to the steady state frequency offset. This observation highlights another benefit of the new topology: the more nonlinear the response is, the shorter the startup time. The nonlinear mechanical resonator ensures stable oscillation, whose frequency offset is proportional to the total feedback gain, whereas the linear feedback allows for exponentially fast transient towards the stable oscillation, which results in shorter startup time with larger gain.

In summary, we have introduced a novel oscillator architecture consisting of a nonlinear mechanical resonator driven by a linear feedback loop. We have theoretically examined the conditions for stable periodic motion and have shown that when the feedback forcing is proportional to the vibration amplitude, a hardening nonlinear response ensures the balance between external energy input and intrinsic dissipation necessary to stabilize oscillations. The interplay
between the resonator’s frequency dependent amplitude and the associated damping underlines the principle of stable oscillations. When the feedback forcing is proportional to the oscillation velocity, in turn, the balance is guaranteed by nonlinear damping.

As the size of the resonating elements shrinks towards the nanoscale, the critical amplitudes for onset of nonlinearity decreases accordingly [8, 33] and the resonators will inevitably operate in the mechanical nonlinear regime, even merely driven by thermal noise [32]. Since the mechanical nonlinearities of the resonator are responsible for achieving self-sustained oscillations, the new architecture should perform better when scaled down to the nanoscale [34], making it ideal for oscillators incorporating nanoscale resonators and for very large-scale integration of high-Q MEMS and NEMS.
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1 Equilibrium and stability analysis

Eq. (1) in the main text considers the force balance in a mechanical oscillator. On the left hand side, it describes the intrinsic properties of the resonator, which includes the inertial force ($\ddot{x}$ term), friction ($\dot{x}$ term), and elastic restoring force ($x$ and $x^3$ terms). The $x^3$ term, also known as the Duffing term, is the consequence of treating the system as a perturbed simple harmonic oscillator with a first order correction. On the right hand side, it describes the external force that is needed to maintained the self-sustained motion, and for an autonomous system, this feedback force is an implicit function of time. Since the external force is only needed to compensate the energy loss ($\dot{x}$ term on the left hand side), it will be of the same order of the friction. In real mechanical systems, the specific values of the coefficients in Eq. (1) can differ by orders of magnitude (see Table S1 below). In order to discuss different MEMS and NEMS in a generic manner, it is advantageous to scale the coefficients in Eq. (1) with corresponding masses and resonant frequencies, to arrive at Eq. (2) in the main text.

Using multiple time scale method, we propose a solution of $x(\tau, T) = A(\tau, T) \cos[\phi(\tau, T)] = A(\tau, T) \cos[\Omega(\tau, T)\tau + \alpha(\tau, T)]$ to the scaled governing equation of motion (Eq. (2) in main text),

$$\ddot{x} + \epsilon q^{-1}(1 + 4\eta x^2)\dot{x} + x + \frac{4}{3}\beta x^3 = \epsilon f_0 \cos[\phi + \Delta],$$

where the dot indicates time derivative with respect to $\tau$, and $T = \epsilon \tau$ is the slow time scale. Therefore $\frac{d}{d\tau} = \epsilon \frac{d}{dT}$. Note that here we express the feedback force with its amplitude, $f_0$, and its phase difference with respect to the motion, $\Delta$, in order to facilitate later analysis. Using secular
Table S1. Comparison of system parameters in different MEMS/NEMS

| Material  | \(m\) (kg)     | \(\gamma\) (kg/s) | \(Q\) | \(\tilde{\eta}\) (kg/m²s) | \(\omega_0\) (rad/s) | \(\tilde{\beta}\) (kg/m²s²) | Reference |
|-----------|----------------|-------------------|-------|---------------------------|---------------------|---------------------------|-----------|
| CNT       | \(7.87 \times 10^{-21}\) | \(6.30 \times 10^{-16}\) | 20000 | \(1.00 \times 10^4\) | \(1.60 \times 10^9\) | \(6.00 \times 10^{12}\) | [a]       |
| Graphene  | \(3.90 \times 10^{-16}\) | \(8.70 \times 10^{-14}\) | 5630  | \(1.50 \times 10^7\) | \(1.26 \times 10^9\) | \(1.40 \times 10^{16}\) | [a]       |
| Diamond   | \(1.23 \times 10^{-14}\) | \(4.59 \times 10^{-10}\) | 3520  | \(5.00 \times 10^8\) | \(1.31 \times 10^9\) | \(3.36 \times 10^{11}\) | [b]       |
| AlN       | \(2.74 \times 10^{-16}\) | \(2.37 \times 10^{-11}\) | 6750  | n/a                       | \(5.83 \times 10^8\) | \(3.75 \times 10^{14}\) | [c]       |
| SiC       | \(7.22 \times 10^{-16}\) | \(4.98 \times 10^{-12}\) | 8000  | n/a                       | \(5.51 \times 10^7\) | \(7.33 \times 10^{13}\) | [d]       |
| Pt        | \(4.64 \times 10^{-17}\) | \(2.19 \times 10^{-12}\) | 6045  | n/a                       | \(2.85 \times 10^8\) | \(3.34 \times 10^{13}\) | [e]       |
| SiN       | \(8.60 \times 10^{-14}\) | \(3.52 \times 10^{-11}\) | 13600 | \(8.60 \times 10^2\) | \(5.56 \times 10^6\) | \(1.72 \times 10^{10}\) | [f]       |
| Silicon   | \(2.06 \times 10^{-10}\) | \(8.73 \times 10^{-10}\) | 90900 | \(2.33 \times 10^2\) | \(3.85 \times 10^5\) | \(6.03 \times 10^{12}\) | This work |
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Perturbation theory, the \(O(1)\) equation is

\[
1 - \Omega^2 + \beta A^2 = 0, \tag{S2}
\]

which coincides with the “backbone” of the nonlinear resonator\(^2\). Eq. (S2) is also rendered as Eq. (3) in the main text, with subscript of 0. If \(\beta\) is small and considered on the order of \(\epsilon\), then the term \(\beta A^2\) will be absent from Eq. (S2), and the \(O(1)\) equation corresponds to a simple harmonic oscillator with solution of \(\Omega = 1\).

We next look at the \(O(\epsilon)\) equations. By arranging coefficients of \(\sin \phi\) and \(\cos \phi\), we have

\[
2(A'\Omega + A\Omega') + q^{-1}A\Omega(1 + \eta A^2) = f_0 \sin \Delta, \tag{S3}
\]

\[
2A\Omega(\Omega'\tau + \alpha') = -f_0 \cos \Delta, \tag{S4}
\]
where the prime represents the time derivative with respect to $T$.

The equilibrium is reached at $A' = 0$ which, according to Eq. (S2), also leads to $\Omega' = 0$. Then, the oscillation amplitude at equilibrium $A_{eq}$ can be obtained by solving

$$q^{-1}A_{eq}(1 + \eta A_{eq}^2)\sqrt{1 + \beta A_{eq}^2} = f_0 \sin \Delta,$$

and the apparent frequency $\omega = \dot{\phi} = \Omega + \epsilon(\Omega'\tau + \alpha')$ can subsequently be calculated as

$$\omega = \sqrt{1 + \beta A_{eq}^2} - \frac{\epsilon f_0 \cos \Delta}{2A_{eq}\sqrt{1 + \beta A_{eq}^2}}.$$  \hspace{2cm} (S6)

We can further eliminate $\Delta$ from Eqs. (S5) and (S6) to obtain the relation between the oscillation frequency and amplitude. For $\Delta = \pi/2$, it corresponds to the maximum of $A$, as well as of the velocity $U \ (\equiv A\Omega)$.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig_s1.png}
\caption{Parametric plots of apparent frequency $\omega$, equilibrium amplitude $A$ as functions of phase delay.}
\end{figure}
Here $\omega$ is expressed in the unit of linewidths away from linear resonance. The forcing are 0.001, 0.002, 0.004 and 0.008, $\epsilon = 10^{-5}$, $q = 1$, $\beta = 1$, and $\eta = 0$. 

To determine whether $A_{eq}' = 0$ is a stable equilibrium, we note that $\Omega' = \beta A'/\Omega$ and obtain:

$$A' = \frac{f_0 \sin \Delta - q^{-1} A \Omega (1 + \eta A^2)}{2(\Omega + \beta A^2/\Omega)}.$$  \hspace{1cm} (S7)

In the following, we will discuss three different scenarios, where the forcing amplitude $f_0$ is
1) independently controlled, 2) proportional to the amplitude, and 3) proportional to the velocity.

$f_0$ is independently controlled. This applies to the condition, for example, of an external phase locked loops (PLL) circuit being used to set the forcing. In such case,

$$\frac{dA'}{dA} = \frac{1 + \eta A^2}{2q} - \frac{\eta A^2 \Omega^2}{(2\Omega^2 - 1)q} - \frac{A \beta (2\Omega^2 + 1) [f_0 \sin \Delta - q^{-1} A \Omega (1 + \eta A^2)]}{2\Omega (2\Omega^2 - 1)^2}.$$  \hspace{1cm} (S8)

Since at equilibrium the last term in Eq. (S8) vanishes, Eq. (S8) becomes

$$\frac{dA'}{dA} \bigg|_{A=A_{eq}} = \frac{1 + \eta A^2}{2q} - \frac{\eta A^2 \Omega^2}{q (2\Omega^2 - 1)}.$$  \hspace{1cm} (S9)

Therefore, this equilibrium is globally stable, even for $\eta = 0$. Here we ignore the case of extremely nonlinear softening where $\Omega^2 < 1/2$. The presence of nonlinear damping will improve stability.

$f_0$ is proportional to the vibrational amplitude. We next consider that the forcing is applied as linear amplification of the vibration amplitude, such that $f_0 = g A$, where $g$ is the gain. This scheme applies if the vibration amplitude can be directly measured, for example, through piezoresistive transduction. Invoking Eq. (S7), we have

$$\frac{dA'}{dA} = -\frac{\Omega^2 - 1}{2q(2\Omega^2 - 1)} - \frac{\eta A^2}{2q} + \frac{g \sin \Delta - q^{-1} \Omega (1 + \eta A^2)}{2\Omega (2\Omega^2 - 1)^2}.$$  \hspace{1cm} (S10)

At equilibrium, the last term in Eq. (S10) vanishes, and

$$\frac{dA'}{dA} \bigg|_{A=A_{eq}} = -\frac{\Omega^2 - 1}{2q(2\Omega^2 - 1)} - \frac{\eta A^2}{2q}.$$  \hspace{1cm} (S11)
Thus for hardening nonlinearity ($\beta > 0$), which implies $\Omega > 1$, the equilibrium state is stable with $\eta = 0$. Again, $\eta > 0$ will enhance the stability. In contrast to the case where $f_0$ is independently controlled, here we have an equilibrium ($A' = 0$) at $A = 0$, with $dA'/dA = \frac{1}{2}(g \sin \Delta - q^{-1})$. Therefore, if the feedback gain is large enough to overcome linear damping, such that $g \sin \Delta - q^{-1} > 0$, the oscillation can be spontaneously initiated from rest.

$f_0$ is proportional to the vibrational velocity. Finally, we examine the case where the feedback force is proportional to the velocity, as in our experiment. In this case, $f_0$ can be written as $gA\Omega$, where $g$ is again the gain. From Eq. (S7) we derive

$$\frac{dA'}{dA} = -\frac{\eta A^2 \Omega^2}{q(2\Omega^2 - 1)} + \frac{[g \sin \Delta - q^{-1}(1 + \eta A^2)](2\Omega^4 - 3\Omega^2 + 2)}{2(2\Omega^2 - 1)^2}.$$  \hspace{1cm} (S12)

Again, at equilibrium, the last term is zero. However, to have stable oscillation, we need $\eta > 0$, namely, stability is only possible with nonlinear damping. For the startup condition from $A = 0$, $dA'/dA = \frac{1}{2}(g \sin \Delta - q^{-1})$, which is identical to the previous case.

### 2 Characteristics of nonlinear damping

![Figure S2](image)

**Figure S2** Effects of nonlinear damping, seen as the ratio between velocity and force, at different oscillation frequencies. The thin lines are solutions to Eq.s (S3) and (S4) with $\eta = 0$, while the circles are
results for $\eta = 10$. The applied forces $f_0$ are 0.001, 0.032, 0.064, 0.128, respectively. Inset: same result for different values of $\eta$ (shown in legend), with $f_0 = 0.032$. Other parameters are: $\epsilon = 10^{-5}$, $\beta = 1$.

Since the linear velocity feedback scheme only works when nonlinear damping is present, it is important to identify its presence (see section 5 for experimental evidence). One method is to examine the equilibrium response of the resonator through quasi-static frequency sweep (open-loop), and inspect the velocity gain (ratio between velocity and applied force). Without nonlinear damping, the maximum velocity gain should always be equal to one$^2$, corresponding to $\Delta = \pi/2$, whereas with nonlinear damping, the maximum gain will be less than one, as shown in fig. S2. We can use such characteristic as the evidence of nonlinear damping.

Additionally, nonlinear damping will affect the dynamical response of the oscillator during ring-down$^4$. When the external forcing is removed after the system has reached stable oscillation ($f_0$ in Eq. (S3) is switched to zero), there is no longer energy influx to compensate dissipation. Hence, the vibrational amplitude $A$ is expected to decay, resembling the ring-down phenomena observed in linear resonators. From Eq. (S3), it is found that ring-down is described by $2(A\Omega)' = -q^{-1}A\Omega(1 + \eta A^2)$. For $\eta = 0$. The velocity $U$ ($\equiv A\Omega$) decays exponentially, where $A$ and $\Omega$ are still inter-locked to each other as governed by Eq. (S2). In the meantime, the apparent frequency $\omega$ is reduced to $\Omega$. Therefore, the state of the oscillation will stay on the backbone during ring-down, such that both the amplitude and frequency decay almost exponentially. This is in sharp contrast with the linear case, where only the amplitude decays exponentially, with decay rate of $1/2\omega$, and the frequency stays constant. For $\eta > 0$, there is no closed-form solution, except for small $A$ where $\Omega \approx 1$. Under such approximation, the transient response of velocity $U(T)$ can be written as

$$U(T) = \frac{U(0)e^{-T/2\omega}}{\sqrt{1 + \eta U(0)^2(1 - e^{-T/\omega})}},$$

indicating a faster-than-exponential decay during the initial transient.
3 Dynamical behavior of the nonlinear oscillator

The ring-down behavior is independent of the specific feedback schemes, but rather sensitive to nonlinear damping, as discussed in the preceding section. By setting $f_0$ to zero, we are able to numerically evaluate the transient responses of velocity, amplitude, and frequency during the ring down, as shown in fig. S3.

![Graphs showing transient responses of velocity, amplitude, and frequency offset during ringdown for different values of parameter $\eta$.](image)

**Figure S3** Transient responses of velocity, amplitude, and frequency offset during ringdown, for system with $\eta = 0$ (light blue), 10 (magenta) and 25 (yellow). The parameters are $\epsilon = 10^{-5}$, $\beta = q = 1$, and the initial velocity is 0.3.

For both linear feedback schemes, the dynamics of the startup are governed by the same equations. For the linear amplitude feedback scheme, given the gain is large enough to compensate the energy loss ($g \sin \Delta - q^{-1} > 0$) and the nonzero initial conditions (small value of $A$ due to noise), the oscillation will spontaneously begin, before settling to the stable equilibrium dictated by Eq. (S3) and (S4). We have numerically simulated such start-up behavior, with and without nonlinear damping, as shown in fig. S4.
The start-up dynamics of the velocity feedback scheme, which is only permitted with non-linear damping, is also examined with numerical simulations, as shown in fig. S5, with different $\Delta$. The transient responses of the velocity and frequency successfully capture the experimental observations (fig. 4 in main text).

**Figure S5** Transient response during initiation. Parameters are: $\epsilon = 10^{-5}$, $\beta = q = 1$, $g = 2$, $\eta = 10$, $\Delta = 0.5\pi$, (blue), $0.4\pi$ (magenta) and $0.3\pi$ (yellow).

## 4 Linear and weakly nonlinear response of the resonator

Figure S6 shows the measured resonator response with small ac excitations, showing the transition from the linear to the nonlinear regime. The extracted onset of nonlinearity is about 10 nm, which agrees well with the calculated value of 17 nm. The smaller observed value can be attributed to the loss of signal in the transmission. The data is taken with a Zurich Instruments HF2LI lock-in amplifier.
5 Experimental evidence of nonlinear damping

The presence of nonlinear damping is critical in the linear velocity feedback scheme. Its existence can be found both from open-loop, resonator-like measurements (quasi-static), and ring-down measurements (dynamical), as described in Section 2. The result is shown in fig. S7 (different device from the one shown in the main text, but with same design). Fig. S7a shows the velocity gain (measured velocity normalized by excitation level) with different excitation level. It is clearly that the maximum velocity gain decreases with increasing excitation, which is the signature of nonlinear damping\(^2\). We note that the resonator is extremely sensitive to noise around bifurcation, therefore, the velocity may drop from the upper branch at a smaller frequency than the noiseless case. Nevertheless, the observed apparent decrease in maximum velocity gain still reveals the existence of nonlinear damping, and agrees well with other experimental investigation of nonlinear damping in MEMS and NEMS\(^5,6\).
The presence of nonlinear damping is further confirmed by the ring-down measurement, as shown in fig. S7b. During ring-down, the envelop of the vibrational velocity deviates from pure exponential decay that is expected with linear damping, and shows faster-than-exponential decrease during the beginning portion. Such observation agrees well with the theoretical prediction of Eq. (S13) for nonlinear damping, and similar ring-down behavior in silicon MEMS has been reported as well\textsuperscript{4}. We have observed similar behavior from all three devices that we tested.

![Figure S7](image)

**Figure S7**  Evidences of nonlinear damping. (a) Velocity gain measured with different $v_{ac}$, showing reduced maximum gain. (b) Envelop of the measured velocity during ring-down, with fitting to Eq. (S13) (solid line), with $\eta$ and $q$ as only fitting parameters. The fitted nonlinear damping coefficient is $\eta = (233 \pm 7)$ kg/m$^2$s, and fitted quality factor is $(74.6 \pm 0.1) \times 10^3$. The dashed straight line shows the pure exponential decay with the same quality factor. This quality factor is slightly smaller than the value of $(90.9 \pm 2) \times 10^3$, that is obtained from quasi-static frequency sweep measurement for this device.

6  **Calibration of feedback circuitry linearities**

The feedback circuitry consists of two amplifiers (FEMTO DLPCA-200 current amplifier and Stanford Research System SIM911 voltage amplifier), two analog filters (Stanford Research Sys-
tem SIM965), one power splitter (Mini-Circuits ZSC-3-2+), and one RF switch (Mini-Circuits ZASW A-2-50DR+). The analog filters form an effective band-pass filter, with one acts as a low-pass filter and the other acts as a high-pass filter. Additionally, the corner frequency of the high-pass filter is tuned in order to introduce the phase-delay in the feedback loop. The input-output amplitude linearity is tested separately for each component, with a carrier frequency of 65 kHz. When the self-sustained oscillator is in operation, the signals at various locations of the feedback loop are monitored to trace the amplitude. In our experiments, the root mean square (rms) amplitude of the voltage feeding to the voltage amplifier is in the vicinity of 10 mV, which is still well below the onset of nonlinearities of both the preceding transimpedance amplifier (above 200 mV, refer to output), and the following amplifier (about 50 mV, refer to input), as shown in fig. S8.

![Graphs showing input-output linearity calibrations for amplifiers](image)

**Figure S8**  Input-output linearity calibrations for the amplifiers used in the feedback circuit, the frequency of the input signal is 65 kHz. The red arrows indicate the vicinity of operation ranges in practice.

### 7 Variations of quality factor at different pressures

We varied the linear damping of the constituent resonator, as in fig. 4 of the main text, by changing the pressure of the vacuum chamber. The quality factors, which directly quantified the linear damping rate, are obtained from quasi-static open-loop measurements in the linear regime, at each
pressure (fig. S9).

![Quality factors at different pressures.](image)

**Figure S9** Quality factors at different pressures.

8 **Startup time for different velocity gain**

The mechanical motion of the c-c beam is actuated electrostatically, where the capacitive force is proportional to the applied DC bias $V_b$. Therefore, in the linear feedback schemes, we can vary the gain by changing $V_b$. Accordingly, the startup time decreases as $V_b$ increases, as shown in fig. 4 in the main text, as well as in fig. S10.
Figure S10  Startup of the oscillation with different DC bias voltage $V_b$. The test pressure is below 1 mTorr.

9  Startup time versus steady state frequency

The startup time, $t_{\text{startup}}$, is arbitrarily defined as the time needed to reach 90% of steady state velocity. For the linear velocity feedback case, Eq. (S3) becomes:

$$2U'' = gU \sin \Delta - q^{-1}U(1 + \eta A^2),$$  \hspace{1cm} (S14)

where $U = A\Omega$ is the velocity. For small $A$, where $\Omega$ can be approximated as 1, we have $U \approx A$, therefore Eq. (S14) becomes:

$$U' = \frac{1}{2} U \left( g \sin \Delta - q^{-1} - \eta q^{-1}U^2 \right).$$  \hspace{1cm} (S15)

The solution to Eq. (S15) is:

$$U(T) = \sqrt{\frac{a}{b}} \frac{e^{aT}}{\sqrt{C_1 + e^{2aT}}},$$  \hspace{1cm} (S16)

where $a = \frac{1}{2}(g \sin \Delta - q^{-1})$, $b = \frac{1}{2}\eta q^{-1}$, and $C_1$ is a constant determined by initial conditions. From Eq. S16, we have $U(0) = \sqrt{a/b}\sqrt{C_1 + 1}$, and $U(\infty) = \sqrt{a/b}$. The scaled startup time,
\[ T_{\text{startup}} \text{, obtained by solving } U(T_{\text{startup}}) = 0.9 \sqrt{a/b}, \text{ is:} \]

\[
T_{\text{startup}} = \frac{1}{g \sin \Delta - q^{-1}} \ln (4.26C_1)
= \frac{\beta}{\eta q^{-1}(\Omega^2 - 1)} \ln (4.26C_1)
\approx \frac{\beta}{2\eta q^{-1}(\delta\Omega)} \ln (4.26C_1),
\]

(S17)

where \( \delta\Omega = \Omega - 1 \). The unscaled startup time is then:

\[
t_{\text{startup}} = \frac{3\varepsilon\beta}{2\omega_0\tilde{\eta}(\delta\omega)} \ln (4.26C_2),
\]

(S18)

which is inversely proportional to the frequency offset \( \delta\omega \), and independent of feedback gain, feedback phase delay, and linear quality factor.

10 Comparison between PLL and linear velocity feedback schemes

To further validate the linear feedback scheme, we also constructed an oscillator with the phase-locked loop (PLL) implementation\(^7\), where in the latter case, the control parameter is the amplitude of the PLL output (\( v_{ac} \)). We have observed qualitative similar frequency tuning, as shown in fig. S11, however, in order to initiate the oscillation with PLL setup, we need to perform open-loop frequency sweep to bring the system to the appropriate operating point to satisfy Barkhausen criterion, before switching it to the closed-loop configuration.
11 Calibration of voltage responsivity of in-plane motion

The measured voltage, $V$, is converted to displacement, $A$, through $V = 0.7315 \times V_{DC} \times f \times A$, where $V_{DC}$ is the DC bias, $f$ is the oscillation frequency (in unit of Hz), and the pre-factor is calculated based on the device geometry and the total amplifier gain. Independently, the voltage responsivity of the in-plane motion is calibrated through direct imaging while the c-c beam is oscillating. The vibration amplitude is measured from the gray values of the cross sectional profile (ImageJ). Fig. S12 shows the measured mean vibration with different measured voltage. The length per pixel is calibrated with an additional image while the c-c beam is stationary. This calibrated amplitude agrees well with the calculated values, which are used throughout.
Figure S12  Calibrated (open circles) and calculated vibrational amplitude. The DC bias is 7 V in both cases, and $f$ is assumed to be 61 kHz in calculation.
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