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1 Introduction

In the portfolio selection problem, we want to minimize the risk within a given expected return of the wealth. To solve this problem, Markowitz (1952, 1959) proposed a mean-variance model in a single-period case. Then, Merton (1972) solved this single-period problem analytically using mild assumptions. In the single-period mean-variance model, the mean and variance of wealth are used to represent its expected return and risk, respectively. Following this original single-period framework for the portfolio selection problem, many authors begin to consider related problems and the multi-period mean-variance model. Different from the single-period framework, the investor needs to optimize the multi-period objectives in the multi-period mean-variance model but not only optimizes the next period objective.

Furthermore, the discrete and continuous time mean-variance portfolio selection models have been proposed for the multi-period framework. Richardson (1989) investigated a mean-variance model for one risky asset stock and a bond with a constant risk-free rate in a continuous-time setting, in which the author focused on minimizing the variance of the wealth at the terminal time under the constraint on mean value. Bajeux-Besnainou and Portait (1998) considered the portfolio strategies that are mean-variance efficient when continuous rebalancing is allowed between the initial time and the terminal time. Li and Ng (2000) employed the results of stochastic optimal control theory to solved a discrete-time multi-period mean-variance problem by embedding the original problem into a multi-objective optimization framework. Following the same idea in Li and Ng (2000), Zhou and Li (2000) investigated an optimal strategy and efficient frontier for the continuous-time mean-variance problem. In contrast, Dybvig (1988) proposed a cost-efficient approach to the optimal portfolio selection in a straightforward manner. Based on the cost-efficient approach, Bernard and Vanduffel (2014) considered the problem of a mean-variance optimal portfolio in the presence of a benchmark. The optimal strategy and efficient frontier in the continuous-time mean-variance problem, which derived by the cost-efficient approach, is consistent with the results of Zhou and Li (2000). Further extensions to the mean-variance problem in continuous
time include those with bankruptcy prohibition, transaction costs, and random parameters in complete and incomplete markets (Bielecki et al., 2005; Dai et al., 2010; Lim and Zhou, 2002; Lim, 2004; Xia, 2005).

Based on a general mean-field framework, Andersson and Djehiche (2011) considered the optimal control problem of a stochastic differential equation of mean-field type, also be called McKean–Vlasov type equation. Employing the related stochastic maximum principle to the mean-variance portfolio selection problem, Andersson and Djehiche (2011) obtained an optimal strategy which is coincided with that in Zhou and Li (2000). Li (2012) investigated an integral form stochastic maximum principle for general mean-field optimal control systems. As an application, a mean-field type linear quadratic stochastic control problem is solved. Buckdahn et al. (2011) established a general stochastic maximum principle for the stochastic differential equations of mean-field type. In addition, Fischer and Livieri (2016) studied the continuous time mean-variance portfolio optimization problem and obtained the related pre-committed strategy using the mean field approach. Pham and Wei (2017) considered the optimal control of general stochastic McKean-Vlasov equation and established the dynamic programming principle for the value function in the Wasserstein space of probability measures. In addition, the linear-quadratic stochastic McKean-Vlasov control problem and an interbank systemic risk model with common noise were investigated in Pham and Wei (2017), further see Pham and Wei (2018). Recently, Ismail and Pham (2019) considered a robust continuous-time mean-variance portfolio selection problem where the model uncertainty affects the covariance matrix of multiple risky assets. Furthermore, Ismail and Pham (2019) obtained the explicit solution for the optimal robust portfolio strategies in the case of uncertain volatilities, which is coincided with that in Zhou and Li (2000) and Fischer and Livieri (2016).

The optimal strategy in the aforementioned multi-period mean-variance framework is a pre-committed strategy that strengthens the premise that the investor needs to follow the strategy given at the initial time. However, if the optimal strategy is not time-consistent, the investor may not obey this strategy in the following investment time interval. Here, the time-consistent means that the investor obtains the same strategy at any time during
investment time interval. Thus, developing a dynamic time-consistent strategy for the mean-variance model in the continuous time framework is significant. From a game point of view, by directly defining a local maximum principle, a game-theoretic approach is investigated to address the mean-variance model in the multi-period case. Furthermore, by introducing an adjustment term in the objective, Basak and Chabakauri (2010) adopted a dynamic method to study the mean-variance model. Hu et al. (2012) formulated a general time-inconsistent stochastic linear-quadratic control problem, and defined an equilibrium instead of optimal control, further see Yong (2012). In addition, a pre-committed strategy for mean-variance model is given in Hu et al. (2012). Huang et al. (2007) considered the large population stochastic dynamic games and the Nash certainty equivalence based control laws. Bensoussan et al. (2016) studied the linear-quadratic mean field games via the adjoint equation approach, further see Bensoussan et al. (2013). Björk et al. (2014) studied the mean-variance problem with state dependent risk aversion. Björk et al. (2017) established a general framework to study the time-inconsistent stochastic control in the continuous time framework. In particular, Dai et al. (2019) proposed a dynamic mean-variance analysis for log returns within the game-theoretic approach.

Different from the aforementioned continuous time mean-variance framework, we develop a new method to study the multi-period mean-variance model via the dynamic programming principle in this study. Let $X_{t,x}^\pi(\cdot)$ denote the wealth of the investor in the investment time interval $[t, T]$ with the initial time $t$ and state $x$, where $\pi(\cdot)$ is the related strategy. The objective of the investor is to minimize the variance of the wealth $\text{Var}[X_{t,x}^\pi(T)]$ within a given mean level constraint on $\mathbb{E}[X_{t,x}^\pi(T)]$. The question of this problem is that the objective $\text{Var}[X_{t,x}^\pi(T)]$ does not satisfy the iterated-expectation property. Therefore, we cannot directly use the dynamic programming principle in the theory of stochastic optimal control to solve this continuous time mean-variance problem. Noting that $\text{Var}[X_{t,x}^\pi(T)] = \mathbb{E}[\{X_{t,x}^\pi(T) - \mathbb{E}[X_{t,x}^\pi(T)]\}^2]$, the term $\mathbb{E}[X_{t,x}^\pi(T)]$ in the formula of $\text{Var}[X_{t,x}^\pi(T)]$ is the main gap when we investigate a Bellman principle for variance $\text{Var}[X_{t,x}^\pi(T)]$. To bridge this gap, we use a deterministic process to represent the mean process $\mathbb{E}[X_{t,x}^\pi(\cdot)]$, which is motivated by Example 1. Therefore, we introduce a new deterministic process $Y_{t,x}^\pi(\cdot)$, which satisfies
The objective becomes $\mathbb{E}[(X_{t_3}^\pi(T) - Y_{t_3}^\pi(T))^2]$ within a given mean constraint on $\mathbb{E}[X_{t_3}^\pi(T)]$. If this new objective is solved, then, let $y = x$, the original problem is solved.

In this study, we want to consider the following objective cost functional:

$$\tilde{J}(t, x, y, \mu; \pi(\cdot)) = \mu \mathbb{E}[(X_{t_3}^\pi(T) - Y_{t_3}^\pi(T))^2] - Y_{t_3}^\pi(T). \quad (1.1)$$

Note that the definition of the cost functional (1.1) allows us to separate the process $Y_{t_3}^\pi(\cdot)$ from the wealth’s variance. Then, a value function $V^\mu(t, x, y)$ is defined by optimizing the objective cost functional (1.1). We can prove that the value function $V^\mu(t, x, y)$ satisfies a Bellman principle, and a related Hamilton-Jacobi-Bellman equation is derived. Through a series of analyses, we can obtain the explicit solution for the value function $V^\mu(t, x, y)$. Furthermore, we find a time-consistent dynamic optimal strategy that differs from the existing strategies and compare our dynamic optimal strategy with the pre-committed and game-theoretic strategies. For notation simplicity, we use the game-theoretic strategy to denote the optimal strategy that is developed by the game-theoretic approach.

The remainder of this paper is organized as follows. In Section 2, we formulate the continuous time mean-variance model. Then, in Section 3, we investigate an optimal strategy and establish a dynamic time-consistent relationship between the mean and variance of the investor’s wealth. In Section 4, following the main results of Section 3, we compare the mean, variance of the investor’s wealth and the dynamic optimal strategy of our method with that of the pre-committed and game-theoretic strategies. In Section 5, we consider a general setting for the mean-variance model. Finally, we conclude the paper in Section 6.

## 2 Motivation of a new Bellman principle

In this section, we show the motivation of our Bellman principle for the classical continuous time mean-variance model using the following example.

**Example 1.** Let us consider a simple stochastic process:

$$X_{t_3}(s) = x + b(s - t) + \sigma[W(s) - W(t)], \quad t \leq s \leq T,$$
where \( b, \sigma \) are constants, \( T > 0 \), and \( W(\cdot) \) is a standard Brownian motion. We consider the following value function:

\[
V_1(t, x) = \mathbb{E}[X_{t,x}(T)].
\]

Employing the Bellman principle to \( V_1(\cdot) \), one obtains

\[
V_1(t, x) = \mathbb{E}[V_1(s, X_{t,x}(s))], \quad t \leq s \leq T.
\]

Thus, \( V_1(t, x) \) satisfies the following partial differential equation (PDE):

\[
\begin{cases}
\partial_t V_1(t, x) + b \partial_x V_1(t, x) + \frac{1}{2} \sigma^2 \partial_{xx}^2 V_1(t, x) = 0, \\
V_1(T, x) = x, \quad 0 \leq t < T.
\end{cases}
\]

Based on PDE (2.1), we can find an unique classical solution,

\[
V_1(t, x) = x + b(T - t),
\]

from which, we can see that the second-order term,

\[
\frac{1}{2} \sigma^2 \partial_{xx}^2 V_1(t, x) = 0.
\]

Therefore, equation (2.1) becomes

\[
\begin{cases}
\partial_t V_1(t, x) + b \partial_x V_1(t, x) = 0, \\
V_1(T, x) = x, \quad 0 \leq t < T.
\end{cases}
\]

These results motivate us to consider the expectation process of \( X_{t,x}(\cdot) \),

\[
Y_{t,x}(s) = \mathbb{E}[X_{t,x}(s)] = x + b(s - t), \quad t \leq s \leq T,
\]

and note that \( V_1(t, x) = Y_{t,x}(T) = x + b(T - t) \) satisfies equation (2.2).

In the following, we consider the value function of a nonlinear function of \( \mathbb{E}[\cdot] \),

\[
V_2(t, x) = \Phi(\mathbb{E}[X_{t,x}(T)]),
\]

where \( \Phi(x) \) has a continuous first-order derivative in \( x \in \mathbb{R} \). Notice that we cannot use the Bellman principle for a nonlinear function of \( \mathbb{E}[\cdot], \Phi(\mathbb{E}[X_{t,x}(T)]) \). This is because the
iterated-expectation property does not hold for \( \Phi(\mathbb{E}[X_{t,x}(T)]) \). Noting that, we can study the value function that is defined by process \( Y_{t,x}(\cdot) = \mathbb{E}[X_{t,x}(\cdot)] \),

\[
V_2(t, x) = V_2(s, Y_{t,x}(s)) = \Phi(Y_{t,x}(T)), \quad t \leq s \leq T,
\]

and \( V_2(t, x) \) satisfies the following equation:

\[
\begin{aligned}
\partial_t V_2(t, x) + b \partial_x V_2(t, x) &= 0, \\
V_2(T, x) &= \Phi(x), \quad 0 \leq t < T.
\end{aligned}
\] (2.3)

**Remark 2.1.** Example 1 indicates that when we consider the value function of nonlinear function of \( \mathbb{E}[X_{t,x}(\cdot)] \), we can introduce the process that denotes the expectation of state process \( X_{t,x}(\cdot) \). Based on these observations, we can establish the Bellman principle for the value function through the mean process \( \mathbb{E}[X_{t,x}(\cdot)] \). In the following, we use this idea to study the mean-variance portfolio problem in continuous time framework.

## 3 Bellman principle for mean-variance model

### 3.1 mean-variance model

Given a complete filtered probability space \((\Omega, \mathcal{F}, P; \{\mathcal{F}(s)\}_{s \geq t})\), and \( W(\cdot) \) is a \( d \)-dimensional standard Brownian motion defined on which with \( W(t) = 0 \), where \( \{\mathcal{F}(s)\}_{s \geq t} \) is the \( P \)-augmentation of the natural filtration generated by \( W(\cdot) \). In the financial market, we consider that one risk-free bond asset and \( n \) risky stock assets are traded, where the bond satisfies the following equation:

\[
\begin{aligned}
\frac{dS_0(s)}{S_0(s)} &= r(s)ds, \\
S_0(t) &= s_0, \quad t < s \leq T,
\end{aligned}
\]

and the \( i \)'th (\( 1 \leq i \leq n \)) stock asset is described by

\[
\begin{aligned}
\frac{dS_i(s)}{S_i(s)} &= b_i(s)dt + \sum_{j=1}^{d} \sigma_{ij}(s)dW_j(s), \\
S_i(t) &= s_i, \quad t < s \leq T,
\end{aligned}
\]
where \( r(\cdot) \in \mathbb{R} \) is the risk-free return rate of the bond, \( b(\cdot) = (b_1(\cdot), \cdots, b_n(\cdot)) \in \mathbb{R}^n \) is the expected return rate of the risky assets, and \( \sigma(\cdot) = (\sigma_1(\cdot), \cdots, \sigma_n(\cdot))^\top \in \mathbb{R}^{n \times d} \) is the corresponding volatility matrix. Given initial capital \( x > 0 \), \( \gamma(\cdot) = (\gamma_1(\cdot), \cdots, \gamma_n(\cdot)) \in \mathbb{R}^n \), where \( \gamma_i(\cdot) = b_i(\cdot) - r(\cdot) \), \( 1 \leq i \leq n \). The investor’s wealth \( X_{t,x}^\pi(\cdot) \) satisfies

\[
\begin{align*}
\text{d}X_{t,x}^\pi(s) &= [r(s)X_{t,x}^\pi(s) + \gamma(s)\pi(s)^\top]ds + \pi(s)\sigma(s)\text{d}W(s), \\
X_{t,x}^\pi(t) &= x, \quad t < s \leq T,
\end{align*}
\] (3.1)

where \( \pi(\cdot) = (\pi_1(\cdot), \cdots, \pi_n(\cdot)) \in \mathbb{R}^n \) is the capital invested in the risky asset \( S(\cdot) = (S_1(\cdot), \cdots, S_n(\cdot)) \in \mathbb{R}^n \) and \( \pi_0(\cdot) \) is the capital invested in the bond. Thus, we have \( X_{t,x}^\pi(\cdot) = \sum_{i=0}^n \pi_i(\cdot) \).

In this study, we consider the following mean-variance model:

\[
J(t, x; \pi(\cdot)) = \text{Var}[X_{t,x}^\pi(T)] = \mathbb{E}[(X_{t,x}^\pi(T) - \mathbb{E}[X_{t,x}^\pi(T)])^2],
\] (3.2)

with the following constraint on the mean,

\[
\mathbb{E}[X_{t,x}^\pi(T)] = L.
\] (3.3)

The set of admissible strategies \( \pi(\cdot) \) is defined as:

\[
\mathcal{A}_T^T = \left\{ \pi(\cdot) : \pi(\cdot) \in L^2_T[t, T; \mathbb{R}^n] \right\},
\]

where \( L^2_T[t, T; \mathbb{R}^n] \) is the set of all square integrable measurable \( \mathbb{R}^n \) valued \( \{F_t\}_{t \geq t} \) adaptive processes. If there exists a strategy \( \pi^*(\cdot) \in \mathcal{A}_T^T \) that yields the minimum value of the cost functional (3.2), then we say that the mean-variance model (3.2) is solved.

We suppose the following assumptions are used to obtain the optimal strategy for the proposed model (3.2):

\begin{itemize}
  \item \( \text{H}_1: r(\cdot), b(\cdot) \) and \( \sigma(\cdot) \) are bounded deterministic continuous functions.
  \item \( \text{H}_2: r(\cdot), \gamma(\cdot) > 0, \sigma(\cdot)\sigma(\cdot)^\top > \delta I \), where \( \delta > 0 \) is a given constant and \( I \) is the identity matrix of \( \mathbb{S}^n \), and \( \mathbb{S}^n \) is the set of symmetric matrices.
\end{itemize}

### 3.2 Bellman principle

In this section, we want to solve the mean-variance model via a dynamic programming principle method. In detail, we set the term \( \mathbb{E}[X_{t,x}^\pi(\cdot)] \) as a deterministic process \( Y_{t,x}^\pi(\cdot) \), which
differs from the stochastic term $X_{t,s}^\pi(\cdot)$. Therefore, we can establish the related Bellman principle. First, we introduce the following cost functional:

$$J(t, x, \mu; \pi(\cdot)) = \mu \text{Var}[X_{t,s}^\pi(T)] - \mathbb{E}[X_{t,s}^\pi(T)],$$

(3.4)

where $\mu > 0$ is the risk aversion coefficient and can be determined by the mean constraint $L$ in (3.3). Notice that,

$$\text{Var}[X_{t,s}^\pi(T)] = \mathbb{E}[(X_{t,s}^\pi(T) - \mathbb{E}[X_{t,s}^\pi(T)])^2].$$

However, we cannot obtain the Bellman principle for the term $[\mathbb{E}X_{t,s}^\pi(T)]^2$ because that $[\mathbb{E}(\cdot)]^2$ is a nonlinear function of $\mathbb{E}(\cdot)$. Remark 2.1 suggests that we consider the dynamic programming principle for variables $(s, X_{t,s}^\pi(s), \mathbb{E}[X_{t,s}^\pi(s)])$, $t \leq s \leq T$, $x \in \mathbb{R}$. To separate the expectation term from the variance, we introduce the following auxiliary process $Y_{t,s}^\pi(\cdot)$, where $Y_{t,s}^\pi(\cdot)$ satisfies

$$
\begin{cases}
    dY_{t,s}^\pi(s) = [r(s)Y_{t,s}^\pi(s) + \gamma(s)\mathbb{E}[(\pi(s))^\top]]ds, \\
    Y_{t,s}^\pi(t) = y, \hspace{0.5cm} t < s \leq T.
\end{cases}
$$

(3.5)

Comparing equations (3.1) and (3.5), we can see that

$$Y_{t,s}^\pi(s) = \mathbb{E}[X_{t,s}^\pi(s)], \hspace{0.5cm} t \leq s \leq T.$$

Now, we introduce a useful version for cost functional (3.4):

$$\tilde{J}(t, x, y, \mu; \pi(\cdot))$$

$$= \mu \mathbb{E}[(X_{t,s}^\pi(T) - \mathbb{E}[X_{t,s}^\pi(T)])^2] - \mathbb{E}[X_{t,s}^\pi(T)]$$

$$= \mathbb{E}[(\mu X_{t,s}^\pi(T) - Y_{t,s}^\pi(T))^2] - Y_{t,s}^\pi(T).$$

Obviously, we have

$$\tilde{J}(t, x, x, \mu; \pi(\cdot)) = J(t, x, \mu; \pi(\cdot)).$$

Therefore, we consider the following value function:

$$V^\mu(t, x, y) = \inf_{\pi(\cdot) \in \mathcal{A}_T^\mu} \tilde{J}(t, x, y, \mu; \pi(\cdot)).$$

(3.6)
Remark 3.1. In the definition of the cost functional $J(t, x, y, \mu; \pi(\cdot))$, we consider a stochastic process $X_{t, \lambda}^\pi(\cdot)$ and a deterministic process $Y_{t, \lambda}^\pi(\cdot)$ under the same strategy $\pi(\cdot) \in \mathcal{A}_t^\pi$, where $Y_{t, \lambda}^\pi(\cdot) = \mathbb{E}[X_{t, \lambda}^\pi(\cdot)]$. In this study, this relationship is useful. In the following, we derive the Bellman principle for the value function $V^\mu(t, x, y)$. If we take $y = x$, then,

$$V^\mu(t, x, x) = \inf_{\pi(\cdot) \in \mathcal{A}_t} J(t, x, \mu; \pi(\cdot)).$$

Similar to the manner in Lemma 3.2, Chapter 4 in Yong and Zhou (1999), we obtain the following useful results.

**Lemma 3.1.** Let Assumptions $H_1$ and $H_2$ hold. For any given $0 \leq t \leq s \leq T$, $x, y \in \mathbb{R}$, $X_{t, \lambda}^\pi(s) = \xi$, $X_{t, \lambda}^\pi(s) = \eta \in L^2(\Omega)$, we have,

$$\dot{J}(s, \xi, \mathbb{E}[\eta], \mu; \pi(\cdot)) = \mathbb{E}[\mu(X_{t, \lambda}^\pi(T) - Y_{t, \lambda}^\pi(T))^2 - Y_{t, \lambda}^\pi(T) | \mathcal{F}_s].$$ (3.7)

Based on Lemma 3.1, we have the following Bellman principle for the value function $V^\mu(t, x, y)$. The proofs of Theorems 3.1 and 3.2 are given in Appendix A.

**Theorem 3.1.** Let Assumptions $H_1$ and $H_2$ hold. For any given $0 \leq t \leq s \leq T$, $x, y \in \mathbb{R}$, we have,

$$V^\mu(t, x, y) = \inf_{\pi(\cdot) \in \mathcal{A}_t} \mathbb{E}[V^\mu(s, X_{t, \lambda}^\pi(s), Y_{t, \lambda}^\pi(s))].$$ (3.8)

**Theorem 3.2.** Let Assumptions $H_1$ and $H_2$ hold. For any given $0 \leq t \leq T$, $x, y \in \mathbb{R}$,

$$V^\mu(t, x, y) = \mu(x - y)^2 e^{\int_t^T 2r(h)dh} - y e^{\int_t^T r(h)dh} - \int_t^T \frac{\beta(h)}{4\mu} dh,$$ (3.9)

is the classical solution of the following partial differential equation (PDE),

$$\begin{cases}
\partial_t V^\mu(t, x, y) = -\inf_{\pi(\cdot) \in \mathcal{A}_t} \left\{ \partial_x V^\mu(t, x, y)[r(t)x + \gamma(t)\pi^\top] + \partial_y V^\mu(t, x, y)[r(t)y + \gamma(t)\pi^\top] \\
+ \frac{1}{2} \partial_{xx} V^\mu(t, x, y) \pi \sigma(t) \sigma(t)^\top \pi^\top \right\},
\end{cases}$$ (3.10)

where $\beta(t) = \gamma(t)[\sigma(t)\sigma(t)^\top]^{-1}\gamma(t)^\top$, and the related optimal strategy is

$$\pi^*(t, x, y) = \frac{1}{2\mu} \gamma(t)[\sigma(t)\sigma(t)^\top]^{-1} e^{-\int_t^T r(h)dh}, \ (t, x, y) \in [0, T] \times \mathbb{R} \times \mathbb{R}.$$
Remark 3.2. From Theorem 3.2, for given $(t, x, y) \in [0, T] \times \mathbb{R} \times \mathbb{R}$, we can obtain the optimal strategy $\pi^*(t, x, y)$, which deduces the optimal strategy at $(s, X^\pi_T(s), \mathbb{E}[Y^\pi_T(s)])$ is

$$
\pi^*(s, X^\pi_T(s), \mathbb{E}[Y^\pi_T(s)]) = \frac{1}{2\mu} \gamma(s) [\sigma(s)\sigma(s)^\top]^{-1} e^{-\int_s^T r(h)dh},
$$

which is independent from the initial state $(x, y)$. Thus, we omit the variable $(x, y)$ in $\pi^*(\cdot)$, and the optimal strategy

$$
\pi^*(s) = \frac{1}{2\mu} \gamma(s) [\sigma(s)\sigma(s)^\top]^{-1} e^{-\int_s^T r(h)dh}, \quad t \leq s \leq T,
$$

does not change value at time $s > \max(t_1, t_2)$ with different initial times $t_1, t_2 \geq 0$. Thus, we can see that $\pi^*(\cdot)$ is a time-consistent dynamic optimal strategy. Notice that, we have not shown how to determine the value of risk aversion parameter $\mu$. We need to use the mean level $L$ in constrained condition (3.3) to solve $\mu$, further see Remark 3.4.

In addition, let $y = x$, combining the definition of $V^\mu(t, x, y)$, (3.6) and explicit formulation of $V^\mu(t, x, y)$, (3.9), we have

$$
V^\mu(t, x, x) = \inf_{\pi(\cdot) \in \mathcal{A}^t} \left\{ \mu \text{Var}[X^\pi_{T,x}(T)] - \mathbb{E}[X^\pi_{T,x}(T)] \right\} 
$$

(3.11)

$$
= -xe^{\int_t^T r(s)ds} - \int_t^T \frac{\beta(h)}{4\mu} dh.
$$

Note that in the first term $-xe^{\int_t^T r(s)ds}$ of the value function $V^\mu(t, x, x)$, the parameter $x > 0$ is the initial wealth of the investor. The value function $V^\mu(t, x, x)$ is decreasing with $x \in (0, +\infty)$, which indicates that the large value of initial wealth brings small objective cost functional. In general, we can assume a constant risk-free rate $r > 0$, which shows that the first term of the value function $V^\mu(t, x, x)$ is decreasing with the length of the investment time interval $T - t$. In the second term $-\int_t^T \frac{\beta(h)}{4\mu} dh$, $\beta(s) = \gamma(s)[\sigma(s)\sigma(s)^\top]^{-1} \gamma(s)^\top$, $s \in [t, T]$. To clarify the effect of the second term, we consider a simple Black-Sholes setting, where $r, b, \sigma$ are independent from time $s \in [t, T]$ and $b_i > r > 0, \sigma_{ij} = 0, \sigma_{ii} = \sigma_i > 0, 1 \leq i, j \leq n$. Thus, we can obtain

$$
-\int_t^T \frac{\beta(h)}{4\mu} dh = \frac{t - T}{4\mu} \sum_{i=1}^n \left( \frac{b_i - r}{\sigma_i} \right)^2,
$$
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where $\mu$ is the risk aversion parameter of the investor and $\frac{b_i - r}{\sigma_i}$ is the shape-ratio of the $i$'th risky asset. This formulation shows that cost functional $V^\mu(t, x, x)$ is decreasing with the risk aversion parameter $\mu$ and increasing with the shape-ratio of the risky asset. These results coincide with the high return within high risk. Note that $\frac{b_i - r}{\sigma_i} > 0$, $1 \leq i \leq n$; therefore, the cost functional $V^\mu(t, x, x)$ is increasing with the number of risky assets $n$, indicating that risk diversification may produce extra costs. In addition, the second term is decreasing with the length of the investment time interval $T - t$ which is same with the first term.

Note that the optimal strategy is given as follows:

$$\pi^*(s) = \frac{1}{2\mu} \gamma(s)[\sigma(s)\sigma(s)^\top]^{-1} e^{-\int_{t}^{s} r(h)dh}, \quad t \leq s \leq T.$$  

Following this Black-Sholes setting, we have

$$\pi^*(s) = \frac{e^{(s-T)r}}{2\mu} \left( \frac{b_1 - r}{\sigma_1^2}, \frac{b_2 - r}{\sigma_2^2}, \cdots, \frac{b_n - r}{\sigma_n^2} \right), \quad t \leq s \leq T. \quad (3.12)$$

Thus, the investor invests an amount $\frac{e^{(s-T)r} b_i - r}{2\mu \sigma_i^2}$ into the $i$'th risky asset and an amount $x - \frac{e^{(s-T)r}}{2\mu \sum_{i=1}^{n} \frac{b_i - r}{\sigma_i^2}}$ into the risk-free asset. From the formulation of optimal strategy $\pi^*(\cdot)$, (3.12), we can see that the optimal strategy $\pi^*(\cdot)$ is decreasing with the length of the investment time interval $T - s$ and decreasing with the risk aversion parameter $\mu$ which shows that the risk averse investor invests less money into the risky assets within a large value of the risk aversion parameter $\mu$. In addition, each element of $\pi^*(\cdot), \frac{e^{(s-T)r} b_i - r}{2\mu \sigma_i^2}, 1 \leq i \leq n$ is decreasing with the length of the investment time interval $T - s$ which indicates that the investor will add the proportion of the amount in the risky asset along with the holding time.

Remark 3.3. We need to point out that the optimal strategy $\pi^*(\cdot)$ is independent from the wealth state. This finding coincides with the results in Basak and Chabakauri (2010), in which the authors obtained an optimal strategy based on the game-theoretic approach. In fact, we may expect that an optimal strategy can depend on wealth $x$. However, we can solve this problem by changing the value of risk aversion parameter $\mu$. We can determine the value of $\mu$ using the initial time $t$ and wealth state $x$, and keep this risk aversion $\mu$ until the terminal time $T$. In addition, based on the formulation of the optimal cost functional
\[ V^\mu(t, x, x) = -xe^\int_t^T r(h)dh - \int_t^T \frac{\beta(h)}{4\mu} dh, \]
we can take a large value of risk aversion \( \mu \) and a large value of initial wealth \( x \) to balance the cost functional \( V^\mu(t, x, x) \). Further see Björk et al. (2014, 2017) and Dai et al. (2019).

### 3.3 Dynamic efficient frontier

In this section, we want to derive the dynamic efficient frontier for \( \mathbb{E}[X_{t,x}^\pi(s)] \) and \( \text{Var}[X_{t,x}^\pi(s)] \), \( t \leq s \leq T \). Plugging the optimal strategy

\[ \pi^*(s) = \frac{1}{2\mu} \gamma(s)[\sigma(s)\sigma(s)^\top]^{-1} e^{-\int_s^T r(h)dh}, \quad t \leq s \leq T, \]

into the wealth equation (3.1), we can obtain that \( \mathbb{E}[X_{t,x}^\pi(s)] \) and \( \mathbb{E}[(X_{t,x}^\pi(s))^2] \) satisfy the following linear ordinary differential equations.

\[
\begin{cases}
\frac{d\mathbb{E}[X_{t,x}^\pi(s)]}{ds} = \left[r(s)\mathbb{E}[X_{t,x}^\pi(s)] + \frac{1}{2\mu} e^{-\int_s^T r(h)dh} \beta(s)\right]ds,
\end{cases}
\tag{3.13}
\]

and

\[
\begin{cases}
\frac{d\mathbb{E}[(X_{t,x}^\pi(s))^2]}{ds} = \left[2r(s)\mathbb{E}[(X_{t,x}^\pi(s))^2] + \frac{\mathbb{E}[X_{t,x}^\pi(s)]}{\mu} e^{-\int_s^T r(h)dh} \beta(s)\right]ds,
\end{cases}
\tag{3.14}
\]

By equation (3.13), we have

\[
\begin{cases}
\frac{d(\mathbb{E}[X_{t,x}^\pi(s)])^2}{ds} = \left[2r(s)(\mathbb{E}[X_{t,x}^\pi(s)])^2 + \frac{\mathbb{E}[X_{t,x}^\pi(s)]}{\mu} e^{-\int_s^T r(h)dh} \beta(s)\right]ds,
\end{cases}
\tag{3.15}
\]

Note that, \( \text{Var}[X_{t,x}^\pi(s)] = \mathbb{E}[(X_{t,x}^\pi(s))^2] - (\mathbb{E}[X_{t,x}^\pi(s)])^2, \quad t \leq s \leq T \), combining equations (3.14) and (3.15), it follows that,

\[
\begin{cases}
\frac{d\text{Var}[X_{t,x}^\pi(s)]}{ds} = \left[2r(s)\text{Var}[X_{t,x}^\pi(s)] + \frac{1}{4\mu^2} e^{-\int_s^T 2r(h)dh} \beta(s)\right]ds,
\end{cases}
\tag{3.16}
\]

\[ \text{Var}[X_{t,x}^\pi(t)] = 0, \quad t < s \leq T. \]
From equations (3.13) and (3.16), for \( t \leq s \leq T \), we can obtain \( \mathbb{E}[X_{t,x}^r(s)] \) and \( \text{Var}[X_{t,x}^r(s)] \) as follows:

\[
\left\{
\begin{array}{l}
\mathbb{E}[X_{t,x}^r(s)] = xe^{\int_t^s r(h)dh} + e^{\int_t^s r(h)dh} \int_t^s \frac{\beta(h)}{2\mu} dh, \\
\text{Var}[X_{t,x}^r(s)] = e^{\int_t^s r(h)dh} \int_t^s \frac{\beta(h)}{4\mu^2} dh.
\end{array}
\right.
\tag{3.17}
\]

**Remark 3.4.** Notice that, we introduce the risk aversion coefficient \( \mu \) in cost functional (3.4).

By equation (3.17), we can solve \( \mu \) by constrained condition (3.3) as follows:

\[
\mu = \frac{\int_t^s \beta(h)dh}{2(L - xe^{\int_t^s r(h)dh})}.
\]

From equation (3.17), for \( t \leq s \leq T \), the relationship between \( \mathbb{E}[X_{t,x}^r(s)] \) and \( \text{Var}[X_{t,x}^r(s)] \) is given as follows:

**Theorem 3.3.** Let Assumptions \( H_1 \) and \( H_2 \) hold. We have

\[
\text{Var}[X_{t,x}^r(s)] = \frac{\left( \mathbb{E}[X_{t,x}^r(s)] - xe^{\int_t^s r(h)dh} \right)^2}{\int_t^s \beta(h)dh}, \quad t \leq s \leq T,
\tag{3.18}
\]

where \( \beta(h) = \gamma(h)[\sigma(h)\sigma(h)\top]^{-1}\gamma(h)\top, h \in [t, T] \).

**Remark 3.5.** Based on equality (3.17), one obtains,

\[
\partial_s \mathbb{E}[X_{t,x}^r(s)] = xr(s)e^{\int_t^s r(h)dh} + r(s)e^{\int_t^s r(h)dh} \int_t^s \frac{\beta(h)}{2\mu} dh + \frac{\beta(s)}{2\mu} e^{\int_t^s r(h)dh} > 0
\]

and

\[
\partial_s \text{Var}[X_{t,x}^r(s)] = 2r(s)e^{\int_t^s r(h)dh} \int_t^s \frac{\beta(h)}{4\mu^2} dh + \frac{\beta(s)}{4\mu^2} e^{\int_t^s r(h)dh} > 0.
\]

Thus, \( \mathbb{E}[X_{t,x}^r(s)] \) and \( \text{Var}[X_{t,x}^r(s)] \) are increasing within \( s \in [t, T] \). Noting that \( \mathbb{E}[X_{t,x}^r(s)] \geq xe^{\int_t^s r(h)dh}, s \in [t, T] \), \( \text{Var}[X_{t,x}^r(s)] \) is increasing with \( \mathbb{E}[X_{t,x}^r(s)] \). Furthermore, from formulation (3.18), we can see that the relationship between \( \mathbb{E}[X_{t,x}^r(s)] \) and \( \text{Var}[X_{t,x}^r(s)] \) is uniformly for \( s \in [t, T] \). This formulation is useful for the investor to check the relation between variance and mean value at each time \( s \in [t, T] \).
4 Comparison with existence results

In this section, we compare our dynamic optimal strategy with the existence results: pre-committed and game-theoretic strategies. We focus on the properties of mean value, variance, optimal strategy and efficient frontier.

4.1 Comparison with pre-committed strategy

To solve the classical mean-variance model in the multi-period case, Li and Ng (2000) considered the discrete-time multi-period mean-variance problem within a multi-objective optimization framework by embedding the original problem into a stochastic linear-quadratic optimal control problem. Based on the same idea in Li and Ng (2000), Zhou and Li (2000) formulated the continuous-time mean-variance problem as a stochastic LQ optimal control problem. In contrast, Dybvig (1988) proposed a cost-efficient approach to solve the optimal portfolio selection in a straightforward manner. Bernard and Vanduffel (2014) studied the problem of mean-variance optimal portfolio in the presence of a benchmark by the cost-efficient approach. Also, see Andersson and Djehiche (2011), Fischer and Livieri (2016) and Ismail and Pham (2019) for the pre-committed strategies.

Based on the same notation of this study, we review the main results of Zhou and Li (2000). For the given initial time $t$ and state $x$, the optimal pre-committed strategy is given as follows:

$$
\pi_1^*(s) = \gamma(s)[\sigma(s)\sigma(s)^T]^{-1}[\lambda e^{-\int_t^s r(h)dh} - X_{t,s}^{\pi_1}(s)], \quad t \leq s \leq T,
$$

(4.1)

where $\lambda = \frac{e^{\int_t^s \beta(h)dh}}{2\mu} + xe^{\int_t^s r(h)dh}$. The related efficient frontier is given as follows:

$$
\text{Var}[X_{t,s}^{\pi_1}(T)] = \frac{\left(\mathbb{E}[X_{t,s}^{\pi_1}(T)] - xe^{\int_t^s r(h)dh}\right)^2}{e^{\int_t^s \beta(h)dh} - 1},
$$

(4.2)

where

$$
\mathbb{E}[X_{t,s}^{\pi_1}(s)] = xe^{\int_t^s [r(h) - \beta(h)]dh} + \lambda e^{-\int_t^s r(h)dh}[1 - e^{-\int_t^s \beta(h)dh}], \quad t \leq s \leq T,
$$

and

$$
\mathbb{E}[X_{t,s}^{\pi_1}(T)] = \frac{1}{2\mu}(e^{\int_t^s \beta(h)dh} - 1) + xe^{\int_t^s r(h)dh}.
$$
In our model, by equality (3.17) in Subsection 3.2, we have

$$\mathbb{E}[X_{t,s}^\pi(s)] = x e^{\int_t^s r(h)dh} + e^{-\int_t^s r(h)dh} \int_t^s \frac{\beta(h)}{2\mu} dh,$$

with the dynamic optimal strategy

$$\pi^*(s) = \frac{1}{2\mu} \gamma(s)[\sigma(s)\sigma(s)^\top]^{-1} e^{-\int_t^s r(h)dh}, \quad t \leq s \leq T.$$  

By formula (4.1), the value of optimal pre-committed strategy $\pi_1^*(\cdot)$ at initial time $t$ is given as follows:

$$\pi_1^*(t) = \frac{1}{2\mu} \gamma(t)[\sigma(t)\sigma(t)^\top]^{-1} e^{\int_t^T \beta(h)dh}.$$  

We have that $\pi^*(t) < \pi_1^*(t)$, where $\pi^*(t) < \pi_1^*(t)$ means that each element of $\pi^*(t)$ is smaller than that of $\pi_1^*(t)$. This is because the optimal pre-committed strategy only cares about the mean and variance at terminal time $T$, but not the entire investment time interval $[t, T]$. Thus, the optimal pre-committed strategy changes along with initial time $t$. Now, we return to our dynamic optimal strategy $\pi^*(\cdot)$ that can minimize the objective cost functional along the investment time interval $[t, T]$. Thus, when we provide the dynamic optimal strategy $\pi^*(\cdot)$ at initial time $t$, then it will not change in the following time $s \in [t, T]$. Furthermore, we have the following properties of mean and variance under the optimal pre-committed strategy $\pi_1^*(\cdot)$ and the dynamic optimal strategy $\pi^*(\cdot)$. The proof of Proposition 4.1 is given in Appendix A.

**Proposition 4.1.** For a given mean level $L > xe^{\int_t^T r(h)dh}$ in the constrained condition (3.3), we have

$$\text{Var}[X_{t,s}^\pi(T)] > \text{Var}[X_{t,s}^\pi_1(T)].$$  

(4.3)

For a given risk aversion parameter $\mu > 0$, one obtains

$$\text{Var}[X_{t,s}^\pi(T)] < \text{Var}[X_{t,s}^\pi_1(T)], \quad \mathbb{E}[X_{t,s}^\pi(T)] < \mathbb{E}[X_{t,s}^\pi_1(T)].$$  

(4.4)

**Remark 4.1.** For a given mean constrained value $L > xe^{\int_t^T r(h)dh}$, $\mathbb{E}[X_{t,s}^\pi(T)] = \mathbb{E}[X_{t,s}^\pi_1(T)] = L$, based on the purpose of the dynamic optimal strategy $\pi^*(\cdot)$ and the optimal pre-committed strategy $\pi_1^*(\cdot)$, we can see that the variance of the wealth $X_{t,s}^\pi(T)$ within dynamic optimal
strategy $\pi^*(\cdot)$ is larger than the variance of the wealth $X_{t,\lambda}^{\pi^*_1}(T)$ within optimal pre-committed strategy $\pi^*_1(\cdot)$. For a given risk aversion parameter $\mu > 0$, the investor can obtain smaller mean value and variance at terminal time $T$ within the dynamic optimal strategy $\pi^*(\cdot)$ than within the optimal pre-committed strategy $\pi^*_1(\cdot)$. Furthermore, for the given terminal time $T$, from the formulas of $\mathbb{E}[X_{t,\lambda}^{\pi^*_1}(T)]$ and $\mathbb{E}[X_{t,\lambda}^{\pi^*_1}(T)]$, we can see that the larger value of risk aversion parameter $\mu$ within a larger value of mean level $L$ in constrained condition (3.3).

4.2 Comparison with game-theoretic strategy

Differ from the pre-committed strategies, by considering an adjustment term, Basak and Chabakauri (2010) adopted a dynamic method to study the mean-variance model within a game-theoretic interpretation. In contrast, based on the game-theoretic approach, Björk et al. (2014, 2017) studied the mean-variance problem with state dependent risk aversion.

Now, we introduce the results of Subsection 3.1 of Basak and Chabakauri (2010). We assume that there is one bond with risk-free rate $r$ and one risky asset. The risky asset satisfies the constant elasticity of variance (CEV):

$$\frac{dS_1(s)}{S_1(s)} = bds + \sigma S_1^{\alpha}(s)dW(s), \quad t \leq s \leq T,$$

where $r, b, \sigma, \alpha$ are constants, $b > r > 0, \sigma > 0$. The optimal strategy $\pi^*_2(\cdot)$ in Basak and Chabakauri (2010) is given as follows:

$$\pi^*_2(s) = \frac{b - r}{2\mu\sigma^2S_1^{2\alpha}(s)} - \frac{1}{2\mu}\left(\frac{b - r}{\sigma S_1^{\alpha}(s)}\right)^2 e^{-2\alpha(T-s)} - \frac{1}{r} e^{-\alpha(T-s)}, \quad t \leq s \leq T. \quad (4.5)$$

Similar with the manner of Theorem 3.2 and apply the results of Theorem 3.2 to the CEV model, further see Theorem 5.1. The dynamic optimal strategy is given as follows:

$$\pi^*(s) = \frac{b - r}{2\mu\sigma^2S_1^{2\alpha}(s)}, \quad t \leq s \leq T. \quad (4.6)$$

Remark 4.2. Note that if $\alpha = 0$, the second term of optimal strategy $\pi^*_2(\cdot)$ is equal to 0, thus, $\pi^*_2(s) = \pi^*(s)$, $t \leq s \leq T$. This result demonstrates that our methodology developed in this study is a useful tool to establish a dynamic optimal strategy for the classical mean-variance model.
However, our method is different from that of Basak and Chabakauri (2010). Note that, for \( t \leq s \leq T \), when \( S_1(s) > 1 \), we can obtain \( \pi_1^*(s) > \pi^*(s) \) for \( \alpha > 0 \), and \( \pi_2^*(s) < \pi^*(s) \) for \( \alpha < 0 \). Compared with our dynamic optimal strategy \( \pi^*(\cdot) \), the optimal strategy \( \pi_2^*(\cdot) \) suggests that the investor adds the investment amount to the risky asset when the volatility of the risky asset becomes large, and reduces the investment amount to the risky asset when the volatility of the risky asset becomes small. In contrast, our dynamic optimal strategy \( \pi^*(\cdot) \) suggests that the investor adds the investment amount to the risky asset when the volatility of the risky asset becomes small, and reduces the investment amount to the risky asset when the volatility of the risky asset becomes large. These results indicate that our dynamic optimal strategy \( \pi^*(\cdot) \) is better than the optimal strategy \( \pi_2^*(\cdot) \) that is derived based on the game-theoretic approach.

5 A general setting

In this section, we consider the following general setting for the bond and the risky assets. In the financial market, there is one risk-free bond asset and \( n \) risky stock assets that are traded, and the bond satisfies the following equation:

\[
\begin{align*}
\frac{dP_0(s)}{P_0(s)} &= r(s, P_0(s))ds, \\
P_0(t) &= p_0, \quad t < s \leq T,
\end{align*}
\]

and the \( i \)'th (\( 1 \leq i \leq n \)) stock asset is described by

\[
\begin{align*}
\frac{dP_i(s)}{P_i(s)} &= b_i(s, P_i(s))ds + \sum_{j=1}^{d} \sigma_{ij}(s, P_i(s))dW_j(s), \\
P_i(t) &= p_i, \quad t < s \leq T,
\end{align*}
\]

where \( \sigma(\cdot) = (\sigma_1(\cdot), \cdots, \sigma_n(\cdot))^{\top} \in \mathbb{R}^{n \times d} \) is the corresponding volatility matrix. Given initial capital \( x > 0 \), \( \gamma(\cdot) = (\gamma_1(\cdot), \cdots, \gamma_n(\cdot)) \in \mathbb{R}^n \), where \( \gamma_i(\cdot) = b_i(\cdot) - r(\cdot), 1 \leq i \leq n \). The
investor’s wealth $X^n_{t,x}(\cdot)$ satisfies

$$
\begin{align*}
\frac{dX^n_{t,x}(s)}{ds} &= [r(s, P_0(s))X^n_{t,x}(s) + \gamma(s, P_0(s), P(s))\pi(s)\top]ds \\
&+ \pi(s)\sigma(s, P(s))dW(s),
\end{align*}
$$

where $\pi(\cdot) = (\pi_1(\cdot), \ldots, \pi_n(\cdot)) \in \mathbb{R}^n$ is the capital invested in the risky assets, $P(\cdot) = (P_1(\cdot), \ldots, P_n(\cdot)) \in \mathbb{R}^n$ and $\pi_0(\cdot)$ is the capital invested in the bond.

We assume the following new Assumptions $H_3$ and $H_4$ for the above general setting.

$H_3$: For $(t, z) \in [0, T] \times \mathbb{R}$, $r(t, z)z$, $b(t, z)z$ and $\sigma(t, z)z$ are deterministic continuous functions and satisfy Lipschitz conditions in $z$.

$H_4$: $r(\cdot), \gamma(\cdot) > 0$, $\sigma(\cdot)\sigma(\cdot)\top > \delta I$, where $\delta > 0$ is a given constant and $I$ is the identity matrix of $\mathbb{S}^n$, and $\mathbb{S}^n$ is the set of symmetric matrices.

Notice that, Assumption $H_3$ is used to guarantee the existence and uniqueness of $P_0(\cdot)$ and $P(\cdot)$. Meanwhile, we will employ Assumption $H_4$ to obtain the optimal strategy. The main result of this section is given as follows and the proof is given in Appendix A.

**Theorem 5.1.** Let Assumptions $H_3$ and $H_4$ hold. For any given $0 \leq t \leq T$, $x, y \in \mathbb{R}$,

$$
V^\mu(t, x, y) = \mu(x - y)^2 e^{\int_t^T r(h, P_0(h))dh} - ye^{\int_t^T r(h, P_0(h))dh} - \int_t^T \frac{\mathbb{E}[\beta(h)]}{4\mu} dh,
$$

is the classical solution of the following partial differential equation,

$$
\begin{align*}
\partial_t V^\mu(t, x, y) &= -\inf_{\pi \in \mathbb{R}^n} \left\{ \partial_x V^\mu(t, x, y)[r(t, P_0(t))x + \gamma(t, P_0(t), P(t))\pi\top] \\
&+ \partial_y V^\mu(t, x, y)[r(t, P_0(t))y + \gamma(t, P_0(t), P(t))\pi\top] \\
&+ \frac{1}{2} \partial_{xx} V^\mu(t, x, y)\pi\sigma(t, P(t))\sigma(t, P(t))\top \pi\top \right\},
\end{align*}
$$

where $\beta(t) = \gamma(t, P_0(t), P(t))[\sigma(t, P(t))\sigma(t, P(t))\top]^{-1}\gamma(t, P_0(t), P(t))\top$, and the related optimal strategy is

$$
\pi^*(t, x, y) = \frac{1}{2\mu} \gamma(t, P_0(t), P(t))[\sigma(t, P(t))\sigma(t, P(t))\top]^{-1} e^{\int_t^T r(h, P_0(h))dh}.
$$
Remark 5.1. Based on Remark 3.2 and Theorem 5.1, we can obtain the time-consistent dynamic optimal strategy
\[ \pi^*(s) = \frac{1}{2\mu} r(s, P_0(s), P(s)) \sigma(s, P(s))^{-1} e^{-\int_t^T r(h, P_0(h))dh}, \quad t \leq s \leq T, \]
which is independent from the state \((x, y)\) and the optimal value for cost functional is given as follows:
\[ V^\mu(t, x, x) = -xe^{\int_t^T r(h, P_0(h))dh} - \int_t^T \mathbb{E}[\beta(h)] dh, \]
where the expectation \(\mathbb{E}[\cdot]\) is based on the information of time \(t\).

In general, we can consider the following objective value function:
\[ V^\mu(t, x, y) = \inf_{\pi(\cdot) \in A_{t, T}} \mathbb{E}[\Phi(X_{\pi, t}^*(T), \mathbb{E}[X_{\pi, y}^*(T)])], \]
where \(\Phi(x, y), \quad x, y \in \mathbb{R}\) is a nonlinear function of \((x, y)\). We can obtain a Hamilton-Jocabi-Bellman equation for the value function \(V^\mu(t, x, y)\) with boundary condition \(V^\mu(T, x, y) = \Phi(x, y)\).

6 Conclusion

To obtain a time-consistent dynamic optimal strategy for the classical continuous time mean-variance model, we view that the mean process \(\mathbb{E}[X_{\pi, t}^*(\cdot)]\) should be recognized as a deterministic process that is different from the wealth process \(X_{\pi, t}^*(\cdot)\). Then, we consider the following objective cost functional:
\[ \tilde{J}(t, x, y, \mu; \pi(\cdot)) = \mu \mathbb{E}[(X_{\pi, t}^*(T) - Y_{\pi, t}^*(T))^2] - Y_{\pi, t}^*(T). \quad (6.1) \]
From the cost functional (6.1), we can distinguish the wealth process \(X_{\pi, t}^*(\cdot)\) and mean process \(Y_{\pi, t}^*(\cdot) = \mathbb{E}[X_{\pi, t}^*(\cdot)]\) from the variance of the wealth. Based on these setting, we can derive a Hamilton-Jocabi-Bellman equation for the ternary value function \(V^\mu(t, x, y)\). Our main results are given as follows:

- A new method is proposed to deal with the objective cost functional when it contains a nonlinear part of the mean process \(\mathbb{E}[X_{\pi, t}^*(\cdot)]\). This new method can help us to separate the nonlinear part of the mean process from the original objective cost functional.
For the general setting, we can obtain the explicit formula for the value function $V^\mu(t, x, y)$. The time-consistent dynamic optimal strategy is found and is different from the existing results.

Furthermore, the time-consistent relation of the mean and variance of this mean-variance model is established.

### A The main proofs

**Proof of Theorem 3.1.** Using the same technique in the proof of Theorem 3.3, Chapter 4 in Yong and Zhou (1999), we can prove these results. For the reader’s convenience, we show the main steps of this proof. In the following, for any given $0 \leq t \leq s \leq T$, $x, y \in \mathbb{R}$, we set

$$
\tilde{V}^\mu(t, x, y) = \inf_{\tilde{\pi}(\cdot) \in \mathcal{A}} \mathbb{E}[V^\mu(s, X^\pi_{t,x}(s), Y^\pi_{t,y}(s))].
$$

By the definition of value function $V^\mu(t, x, y)$, for any given $\varepsilon > 0$, there exists strategy $\tilde{\pi}(\cdot)$ (in the sense of weak formulation, see Yong and Zhou (1999)) such that

$$
V^\mu(t, x, y) + \varepsilon \\
\geq \mathbb{E}[(\mu(X^\pi_{t,x}(T)) - Y^\pi_{t,y}(T))^2 - Y^\pi_{t,y}(T)] \\
= \mathbb{E}[\mathbb{E}[\mu(X^\pi_{t,x}(T)) - Y^\pi_{t,y}(T))^2 - Y^\pi_{t,y}(T) | \mathcal{F}_s]] \\
= \mathbb{E}[\mathbb{E}[\mu(X^\pi_{s,X^\pi_{s,x}(s)}, Y^\pi_{s,Y^\pi_{s,y}(s)}(s)) - Y^\pi_{s,Y^\pi_{s,y}(s)}(T))^2 - Y^\pi_{s,Y^\pi_{s,y}(s)}(T) | \mathcal{F}_s]] \\
= \mathbb{E}[\tilde{J}(s, X^\pi_{s,X^\pi_{s,x}(s)}, Y^\pi_{s,Y^\pi_{s,y}(s)}(s), \mu; \tilde{\pi}(\cdot))] \\
\geq \mathbb{E}[\tilde{V}^\mu(s, X^\pi_{s,X^\pi_{s,x}(s)}, Y^\pi_{s,Y^\pi_{s,y}(s)}(s))] \\
\geq \tilde{V}^\mu(t, x, y).
$$

(A.1)

The third equality of (A.1) is derived by Lemma 3.1. In contrast, for the given $\varepsilon > 0$, we want to prove $V^\mu(t, x, y) \leq \tilde{V}^\mu(t, x, y) + \varepsilon$ in the following step. Based on Assumptions $H_1$
and \( H_2 \), there exists \( \delta > 0 \) for any \( |x_1 - x_2| + |y_1 - y_2| < \varepsilon \), we have that
\[
\left| \tilde{J}(t, x_1, y_1, \mu; \pi(\cdot)) - \tilde{J}(t, x_2, y_2, \mu; \pi(\cdot)) \right| + \left| V^\mu(t, x_1, y_1) - V^\mu(t, x_2, y_2) \right| < \frac{\varepsilon}{3}.
\]
This inequality helps us find a strategy
\[
\hat{\pi}(h) = \begin{cases} \pi(h), & t \leq h \leq s, \\ \tilde{\pi}(h), & s < h \leq T, \end{cases}
\]
where \( \pi(\cdot) \in \mathcal{A}_t \) is any given strategy, such that
\[
\tilde{J}(s, X_{t,x}^\pi(s), Y_{t,y}^\pi(s), \mu; \tilde{\pi}(\cdot)) < V^\mu(s, X_{t,x}^\pi(s), Y_{t,y}^\pi(s)) + \varepsilon.
\]
Thus, for the strategy \( \hat{\pi}(\cdot) \), we have
\[
\begin{align*}
V^\mu(t, x, y) & \leq \mathbb{E}[\mu(X_{t,x}^\hat{\pi}(T) - Y_{t,y}^\hat{\pi}(T))^2 - Y_{t,y}^\hat{\pi}(T)] \\
& = \mathbb{E}[\mathbb{E}[\mu(X_{t,x}^\hat{\pi}(T) - Y_{t,y}^\hat{\pi}(T))^2 - Y_{t,y}^\hat{\pi}(T) | \mathcal{F}_s]] \\
& = \mathbb{E}[\mathbb{E}[\mu(X_{s,X_{t,x}^\pi(s)}^\hat{\pi}(T) - Y_{s,Y_{t,y}^\pi(s)}^\hat{\pi}(T))^2 - Y_{s,Y_{t,y}^\pi(s)}^\hat{\pi}(T) | \mathcal{F}_s]] \\
& = \mathbb{E}[\tilde{J}(s, X_{t,x}^\pi(s), Y_{t,y}^\pi(s), \mu; \hat{\pi}(\cdot))] \\
& \leq \mathbb{E}[V^\mu(s, X_{t,x}^\pi(s), Y_{t,y}^\pi(s))] + \varepsilon,
\end{align*}
\]
for \( \pi(\cdot) \in \mathcal{A}_t \) is any given strategy, we have
\[
V^\mu(t, x, y) \leq \tilde{V}^\mu(t, x, y) + \varepsilon. \tag{A.3}
\]
Now, we combine equations (A.1) and (A.3) to obtain the equation (3.8). This completes the proof. \( \square \)
Proof of Theorem 3.2. Note that, when $V^\mu(t, x, y) \in C^{1,2,1}([0, T] \times \mathbb{R} \times \mathbb{R})$, we have that

$$0 = \inf_{\pi \in \mathcal{A}_1^0} \mathbb{E}[V^\mu(s, X^\pi_{t,s}(s), Y^\pi_{t,s}(s)) - V^\mu(t, x, y)]$$

$$= \inf_{\pi \in \mathcal{A}_1^0} \mathbb{E} \left[ V^\mu(t, x, y)(s-t) + \partial_x V^\mu(t, x, y)(X^\pi_{t,s}(s) - x) \right.$$ 

$$+ \frac{1}{2} \partial^2_{xx} V^\mu(t, x, y)(X^\pi_{t,s}(s) - x)^2 + \partial_y V^\mu(t, x, y)(Y^\pi_{t,s}(s) - y) \bigg] + o(s-t)$$

$$= \inf_{\pi \in \mathcal{A}_1^0} \mathbb{E} \left[ V^\mu(t, x, y)(s-t) + \partial_x V^\mu(t, x, y)(X^\pi_{t,s}(s) - x) \right.$$ 

$$+ \frac{1}{2} \partial^2_{xx} V^\mu(t, x, y)(X^\pi_{t,s}(s) - x)^2 + \partial_y V^\mu(t, x, y)(X^\pi_{t,s}(s) - y) \bigg] + o(s-t),$$

the last equality is derived by the equation $Y^\pi_{t,s}(s) = \mathbb{E}[X^\pi_{t,s}(s)]$, where $\partial_t V^\mu(\cdot, \cdot, \cdot)$ means the partial derivative on time, while $\partial_x V^\mu(\cdot, \cdot, \cdot)$ and $\partial_y V^\mu(\cdot, \cdot, \cdot)$ mean the partial derivative on the first and second state of the value function $V^\mu(\cdot, \cdot, \cdot)$, respectively, and $\partial^2_{xx} V^\mu(\cdot, \cdot, \cdot)$ means the second-order partial derivative on the first state $x$. Dividing $s-t$ on both sides of this equation and letting $s \to t$, one obtains

$$\left\{ \begin{array}{l}
\partial_t V^\mu(t, x, y) = -\inf_{\pi \in \mathcal{A}_1^0} \left\{ \partial_x V^\mu(t, x, y)[r(t)x + \gamma(t)\pi^\top] + \partial_y V^\mu(t, x, y)[r(t)y + \gamma(t)\pi^\top] \right. \\
+ \frac{1}{2} \partial^2_{xx} V^\mu(t, x, y)\pi \sigma(t)\sigma(t)^\top \pi^\top \bigg}, \\
\left. \right. \\
V^\mu(T, x, y) = \mu(x - y)^2 - y, \ 0 \leq t \leq T.
\end{array} \right.$$ (A.4)

In the first step, we assume $\partial^2_{xx} V^\mu(t, x, y) > 0$; thus, the optimal strategy at time $t$ satisfies

$$\pi^*(t, x, y) = \frac{\gamma(t)[\sigma(t)\sigma(t)^\top]^{-1}[\partial_x V^\mu(t, x, y) + \partial_y V^\mu(t, x, y)]}{-\partial^2_{xx} V^\mu(t, x, y)},$$

which deduces that

$$\partial_t V^\mu(t, x, y) + \partial_x V^\mu(t, x, y)r(t)x + \partial_y V^\mu(t, x, y)r(t)y$$

$$= -\frac{\beta(t)[\partial_x V^\mu(t, x, y) + \partial_y V^\mu(t, x, y)]^2}{2\partial^2_{xx} V^\mu(t, x, y)},$$

where $\beta(t) = \gamma(t)[\sigma(t)\sigma(t)^\top]^{-1}\gamma(t)^\top$.

In the second step, we assume the solution to equation (A.5) is given as follows:

$$V^\mu(t, x, y) = A(t)(x - y)^2 + B(t)y + C(t),$$

(A.6)
where \(A(\cdot), B(\cdot), C(\cdot)\) are the continuous derivable functions in \([0, T]\) with
\[
A(T) = \mu, \quad B(T) = -1, \quad C(T) = 0.
\]

We plug the representation of \(V^\mu(t, x, y)\) (A.6) into equation (A.5),
\[
A'(t)(x - y)^2 + B'(t)y + C'(t) + 2A(t)r(t)(x - y)x + 2A(t)r(t)(y - x)y + B(t)r(t)y
= -\frac{\beta(t)[2A(t)(x - y) + 2A(t)(y - x) + B(t)]^2}{4A(t)},
\]
then,
\[
[A'(t) + 2A(t)r(t)](x - y)^2 + [B'(t) + B(t)r(t)]y + C'(t) = -\frac{\beta(t)B(t)^2}{4A(t)}.
\]
Thus, we obtain the equations for \(A(\cdot), B(\cdot), C(\cdot)\),
\[
A'(t) + 2A(t)r(t) = 0, \quad A(T) = \mu, \quad 0 \leq t \leq T;
B'(t) + B(t)r(t) = 0, \quad B(T) = -1, \quad 0 \leq t \leq T;
C'(t) = -\frac{\beta(t)B(t)^2}{4A(t)}, \quad C(T) = 0, \quad 0 \leq t \leq T.
\]
The solution to equation (A.8) is given as follows:
\[
A(t) = \mu e^{\int_t^T 2r(h)dh}, \quad 0 \leq t \leq T;
B(t) = -e^{\int_t^T r(h)dh}, \quad 0 \leq t \leq T;
C(t) = -\int_t^T \frac{\beta(h)}{4\mu} dh, \quad 0 \leq t \leq T.
\]
Therefore, we have
\[
V^\mu(t, x, y) = \mu(x - y)^2 e^{\int_t^T 2r(h)dh} - ye^{\int_t^T r(h)dh} - \int_t^T \frac{\beta(h)}{4\mu} dh.
\]
Notice that the risk aversion parameter \(\mu > 0\), thus, \(\partial_{xx}^2 V^\mu(t, x, y) > 0\). The optimal strategy,
\[
\pi^*(t, x, y) = \frac{1}{2\mu} y(t)[\sigma(t)\sigma(t)^\top]^{-1} e^{-\int_t^T r(h)dh} \cdot 0 \leq t \leq T.
\]
Now, we can check the formula (A.10) of \(V^\mu(t, x, y)\) \(\in C^{1,2,1}([0, T] \times \mathbb{R} \times \mathbb{R})\) which is a classical solution to (A.4). Employing the uniqueness results from Theorem 6.1 Chapter 4.
in Yong and Zhou (1999), we have that $V_\mu(t, x, y)$ in equation (A.10) is the unique classical solution of PDE (A.4). This completes the proof. □

**Proof of Proposition 4.1.** For a given mean level $L > xe^{\int_t^T r(h)dh}$ in constrained condition (3.3). The optimal strategy $\pi^*(\cdot)$ and $\pi^*_1(\cdot)$ satisfy

$$\mathbb{E}[X_{t,x}^{\pi^*}(T)] = \mathbb{E}[X_{t,x}^{\pi^*_1}(T)] = L.$$

By formulations (3.18) and (4.2), we have

$$\text{Var}[X_{t,x}^{\pi^*}(T)] = \frac{(L - xe^{\int_t^T r(h)dh})^2}{\int_t^T \beta(h)dh}, \quad \text{Var}[X_{t,x}^{\pi^*_1}(T)] = \frac{(L - xe^{\int_t^T r(h)dh})^2}{e^{\int_t^T \beta(h)dh} - 1}.$$

By Assumption $H_2$, we have $\beta(s) > 0$, $t \leq s \leq T$, and

$$\int_t^T \beta(h)dh < e^{\int_t^T \beta(h)dh} - 1.$$

Therefore, one obtains,

$$\text{Var}[X_{t,x}^{\pi^*}(T)] > \text{Var}[X_{t,x}^{\pi^*_1}(T)].$$

For a given risk aversion parameter $\mu > 0$, we have

$$\mathbb{E}[X_{t,x}^{\pi^*}(T)] = xe^{\int_t^T r(h)dh} + \int_t^T \frac{\beta(h)}{2\mu}dh,$$

and

$$\mathbb{E}[X_{t,x}^{\pi^*_1}(T)] = xe^{\int_t^T r(h)dh} + \frac{1}{2\mu}(e^{\int_t^T \beta(h)dh} - 1).$$

From $\beta(s) > 0$, $t \leq s \leq T$, it follows

$$\int_t^T \frac{\beta(h)}{2\mu}dh < \frac{1}{2\mu}(e^{\int_t^T \beta(h)dh} - 1),$$

which implies that

$$xe^{\int_t^T r(h)dh} < \mathbb{E}[X_{t,x}^{\pi^*}(T)] < \mathbb{E}[X_{t,x}^{\pi^*_1}(T)].$$

Again, by formulations (3.18) and (4.2), we have

$$\text{Var}[X_{t,x}^{\pi^*}(T)] = \frac{\int_t^T \beta(h)dh}{4\mu^2} < \frac{e^{\int_t^T \beta(h)dh} - 1}{4\mu^2} = \text{Var}[X_{t,x}^{\pi^*_1}(T)].$$
Therefore,
\[ \text{Var}[X^\pi(t, s)] = \text{Var}[X^\pi_{t,0}(T)] = E[X^\pi_{t,0}(T)] < E[X^\pi_{t,0}(T)]. \] (A.12)

This completes the proof. \[ \square \]

**Proof of Theorem 5.1.** The proof of this theorem is same with that in Theorem 3.2. For reader’s convenience, we show the details of this proof. For any given \( 0 \leq t \leq s \leq T, \ x, y \in \mathbb{R} \). Using the technique in the proof of Theorem 3.1, we can obtain that

\[ V^\mu(t, x, y) = \inf_{\pi \in \mathcal{A}^t} E[V^\mu(s, X^\pi_{t,0}(s), Y^\pi_{t,0}(s))]. \] (A.13)

In the following, we assume \( V^\mu(t, x, y) \in C^{1,2,1}([0, T] \times \mathbb{R} \times \mathbb{R}) \). Employing Itô formula to \( V^\mu(s, X^\pi_{t,0}(s), Y^\pi_{t,0}(s)) \) and by equation (A.13), it follows that

\[
0 = \inf_{\pi \in \mathcal{A}^t} E \left[ V^\mu(t, x, y)(s - t) + \partial_x V^\mu(t, x, y)(X^\pi_{t,0}(s) - x) 
+ \frac{1}{2} \partial^2_{xx} V^\mu(t, x, y)(X^\pi_{t,0}(s) - x)^2 + \partial_y V^\mu(t, x, y)(X^\pi_{t,0}(s) - y) \right] + o(s - t). (A.14)
\]

Dividing \( s - t \) on both sides of equation (A.14) and letting \( s \to t \), we have

\[
\begin{cases}
\partial_t V^\mu(t, x, y) = -\inf_{\pi \in \mathcal{A}^t} \left\{ \partial_x V^\mu(t, x, y)[r(t, P_0(t))x + \gamma(t, P_0(t), P(t))\pi^\top] 
+ \partial_y V^\mu(t, x, y)[r(t, P_0(t))y + \gamma(t, P_0(t), P(t))\pi^\top] 
+ \frac{1}{2} \partial^2_{xx} V^\mu(t, x, y) \pi \sigma(t, P(t))\sigma(t, P(t))^\top \pi^\top, \right. \\
V^\mu(T, x, y) = \mu(x - y)^2 - y, \ 0 \leq t \leq T.
\end{cases}
\] (A.15)

In addition, we assume \( \partial^2_{xx} V^\mu(t, x, y) > 0 \); thus, the optimal strategy at time \( t \) satisfies

\[
\pi^*(t, x, y) = \frac{\gamma(t, P_0(t), P(t))[\sigma(t, P(t))\sigma(t, P(t))^\top]^{-1}[\partial_x V^\mu(t, x, y) + \partial_y V^\mu(t, x, y)]}{-\partial^2_{xx} V^\mu(t, x, y)},
\]

and

\[
\partial_t V^\mu(t, x, y) + \partial_x V^\mu(t, x, y)r(t, P_0(t))x + \partial_y V^\mu(t, x, y)r(t, P_0(t))y
= -\frac{\beta(t)[\partial_x V^\mu(t, x, y) + \partial_y V^\mu(t, x, y)]^2}{2\partial^2_{xx} V^\mu(t, x, y)}, \] (A.16)
where $\beta(t) = \gamma(t, P_0(t), P(t))\sigma(t, P_0(t))\sigma(t, P(t))^\top \gamma(t, P_0(t), P(t))^\top$.

In the following, we assume the solution to equation (A.16) is given as follows:

$$V^\mu(t, x, y) = A(t)(x - y)^2 + B(t)y + C(t), \quad \text{(A.17)}$$

where $A(\cdot), B(\cdot), C(\cdot)$ are the continuous derivable functions in $[0, T]$ with

$$A(T) = \mu, \quad B(T) = -1, \quad C(T) = 0.$$

We plug the representation of $V^\mu(t, x, y)$ (A.17) into equation (A.16). Then, we can obtain the equations for $A(\cdot), B(\cdot), C(\cdot)$,

$$A'(t) + 2A(t)r(t, P_0(t)) = 0, \quad A(T) = \mu, \quad 0 \leq t \leq T;$$

$$B'(t) + B(t)r(t, P_0(t)) = 0, \quad B(T) = -1, \quad 0 \leq t \leq T; \quad \text{(A.18)}$$

$$C'(t) = -\frac{\beta(t)B(t)^2}{4A(t)}, \quad C(T) = 0, \quad 0 \leq t \leq T.$$

Notice that, for $s > t, \beta(s)$ is a random variable. To find an adapted solution for $C(\cdot)$, we take the expectation $\mathbb{E}[-]$ on both sides of the third equation of (A.18), where the expectation $\mathbb{E}[-]$ is based on the information of time $t$. The solution to equation (A.18) is given as follows:

$$A(t) = \mu e^{\int_t^T 2r(h, P_0(h))dh}, \quad 0 \leq t \leq T;$$

$$B(t) = -e^{\int_t^T r(h, P_0(h))dh}, \quad 0 \leq t \leq T; \quad \text{(A.19)}$$

$$C(t) = -\int_t^T \frac{\mathbb{E}[\beta(h)]}{4\mu}dh, \quad 0 \leq t \leq T.$$

Therefore, we have

$$V^\mu(t, x, y) = \mu(x - y)^2 e^{\int_t^T 2r(h, P_0(h))dh} - y e^{\int_t^T r(h, P_0(h))dh} - \int_t^T \frac{\mathbb{E}[\beta(h)]}{4\mu}dh. \quad \text{(A.20)}$$

Notice that the risk aversion parameter $\mu > 0$, thus, $\partial_{xx}^2 V^\mu(t, x, y) > 0$. The optimal strategy is given as follows:

$$\pi^*(t, x, y) = \frac{1}{2\mu} \gamma(t, P_0(t), P(t))[\sigma(t, P(t))\sigma(t, P(t))^\top]^{-1} e^{\int_t^T r(h, P_0(h))dh}, \quad 0 \leq t \leq T. \quad \text{(A.21)}$$

The following proof is same with that in Theorem 3.2. Thus, we omit it. This completes the proof. $\Box$
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