Quantum revivals and many-body localization

R. Vasseur, 1, 2 S. A. Parameswaran, 3 and J. E. Moore 1, 2

1Department of Physics, University of California, Berkeley, CA 94720, USA
2Materials Science Division, Lawrence Berkeley National Laboratories, Berkeley, CA 94720
3Department of Physics and Astronomy, University of California, Irvine, CA 92697, USA

(Dated: September 9, 2014)

We show that the interaction-induced dephasing that distinguishes many-body localized phases from Anderson insulators has a striking consequence for quantum revivals in the time evolution of local observables. We examine the magnetization dynamics of a single ‘qubit’ spin weakly coupled to an otherwise isolated disordered spin chain and first demonstrate that in the localized regime the spin chain is unable to act as a source of dissipation for the qubit, which therefore retains an imprint of its initial magnetization at infinite time. For Anderson localization, the magnetization exhibits periodic revivals, whose rate is strongly suppressed upon adding interactions after a time scale corresponding to the onset of dephasing. In contrast, the ergodic phase acts as a bath for the qubit, with no revivals visible on the time scales studied. The suppression of quantum revivals provides a quantitative, experimentally observable alternative to entanglement growth as a measure of the ‘non-ergodic but dephasing’ nature of many-body localized systems.

The study of the dynamics of closed quantum many-body systems has enjoyed a recent renaissance, driven in part by the ability to cool and trap large collections of atoms and molecules, impose periodic or aperiodic potential landscapes, tune inter-particle interactions, and probe the resulting phases and their dynamics with high spatial and temporal resolution. A central, often implicit, assumption made in applying the standard tools of many-body theory and quantum statistical mechanics to these isolated systems is the eigenstate thermalization hypothesis (ETH). The idea of the ETH is that while the dynamics of a quantum mechanical eigenstate are of course not ergodic, individual regions will, in the limit that their size remains much smaller than the whole as the thermodynamic limit is approached, display behavior expected of an ergodic system at a temperature proportional to their initial energy density. However, there exists a class of generic, non-integrable systems that fail to thermalize in the sense of ETH, and instead exhibit many-body localization (MBL). In seminal work, Basko et al. gave strong arguments for the existence of an MBL phase by examining the stability of the Anderson-localized (i.e., non-interacting) phase of disordered electrons against delocalization by interactions. Apart from the fundamental interest in understanding quantum systems for which the notion of equilibrium is intrinsically absent, many-body localization offers the ability to realize phenomena forbidden by thermodynamic arguments, such as long-range order below the lower critical dimension, and topologically protected quantum coherent behavior at non-zero energy density. Several other questions, such as whether MBL can arise in translationally invariant systems or survive in situations where the single-particle spectrum includes a set of extended states, remain subjects of active study.

A corollary of the breakdown of ETH is that an MBL system cannot act as a thermalizing bath for an otherwise isolated quantum impurity. Considering MBL systems as quantum reservoirs defines a set of unusual quantum impurity problems, in which the impurity remains weakly perturbed by the reservoir even when the latter is at infinite effective temperature. Therefore, in this paper we analyze the long-time dynamics induced in a single, initially magnetized test qubit when it is coupled to a disordered spin chain that is at infinite effective temperature, and then allowed to evolve. We study the dynamics following this ‘quench’ via numerical studies and analytical arguments, and demonstrate the distinctive nature of dissipation and dephasing induced in the qubit depending on whether the spin chain is ergodic, Anderson-localized, or MBL.

We focus on revivals (returns of a time-dependent observable ‘sufficiently close’ to its initial value after deviating ‘sufficiently far’ from it, to be made precise below) of the magnetization of a single qubit. Specifically, we demonstrate that the constant qubit revival rate in the Anderson insulator is changed to a universal logarithmic decay upon adding interactions. This in turn can be precisely related to the dephasing mechanism responsible for the slow, logarithmic growth of entanglement in the MBL phase compared to saturation in the Anderson case. Famously, the existence of revivals in a system of finite phase space is required by Poincare’s theorem for (classical) Hamiltonian systems; for systems that move ergodically over some subregion of phase space, the rate of revivals depends inversely on the volume of phase space explored. It is this volume that differs between Anderson-localized, MBL, and ergodic phases.

Several prior studies have shed some light on the nature of the many-body localized phase: the existence of a sharp MBL transition and its persistence to infinite temperatures, area rather than volume-law entanglement of MBL eigenstates, and a phenomenology in terms of quasi-localized conserved quantities. Unfortunately, much of the intuition about MBL comes from measures, such as entanglement or two-point measurements, that are challenging to probe experimentally; therefore, improving the understanding of exactly how much information can be extracted from more conventional measurements is crucial. In addition, the long-time behavior of the magnetization and the associated finite-size scaling provide a wealth of information about MBL, that could potentially be used to address the nature of the MBL transition. In the balance of this paper, we substantiate these and the preceding claims in the context of a specific model.
we study a single spin in an \( L \) -site chain – the qualitative features of our results remain unaltered. However, it is crucial to be able to address the ‘qubit’ and polarize it in the initial state, and subsequently tune its on-site field to zero, in order to study the magnetization dynamics in the fashion probed here. In this sense the qubit is distinct from the rest of the chain, and so we will continue to treat it as such, and from now on set \( \lambda = 0.2 \).

We simulate the time evolution governed by \( \hat{H} \), following a global quench from an initial condition in which the qubit is initialized to be ‘up’, while the ‘bulk’ spins are in initially in a state \( |\psi_0\rangle \):

\[
|\Psi(t = 0)\rangle = |\Psi_0\rangle = |\uparrow\rangle \otimes |\psi_0(\{\sigma_i\})\rangle.
\]

We consider two different alternatives for \( |\psi_0(\{\sigma_i\})\rangle \): either a completely random \( \sigma_i^z \) product state, or else a random product state subject to the constraint that \( S_{\text{tot}}^z = 0 \); while the latter choice results in significantly smaller error bars, and some interesting subtleties specific to the clean case, the results are otherwise independent of this choice, and indeed we expect that any initial state, of sufficiently high energy density, should yield similar results to those reported here.

**Phase Diagram.** As a first step, we establish the phase diagram of the disordered XXZ chain by examining the long-time behavior of the qubit magnetization (see also Ref. [35]). To do so, we use the numerically computed exact eigenstates \( |\alpha\rangle \) of \( \hat{H} \) for a given disorder realization and then average over disorder to obtain

\[
\overline{S}_{\text{tot}}^z \equiv \sum_\alpha \langle \alpha | S^z | \alpha \rangle \langle |\psi_0(\alpha)\rangle^2,
\]

where \( |\psi_0\rangle \) is one of the choices of initial state above, and the bar denotes disorder-averaging. In the MBL phase, finite-size extrapolation of \( \overline{S}_{\text{tot}}^z \) to \( L \to \infty \) yields a nonzero constant for the infinite-time qubit magnetization. In contrast, in the ergodic phase \( \overline{S}_{\text{tot}}^z \) exhibits strong system-size effects, and decreases to zero with increasing size, as predicted by ETH for an effectively free spin (recall that the qubit has no dynamics of its own in our simple model). The behavior of the MBL system reflects that it is unable to act as a ‘bath’ for the single qubit; we defer a detailed understanding of the scaling of \( \overline{S}_{\text{tot}}^z \) to future work, but here simply comment that the finite-size dependence in the ergodic phase is quite complex and cannot be fit by simple \( 1/L^n \) dependence. The phase diagram as extracted from this measurement is shown in Fig. 2. We have verified that the phase diagram obtained from averaging the results of time-evolving block decimation (used in the revival analysis [34]) in time and over disorder is identical, even though the algorithm is limited to \( T \lesssim 10^4 \). In the remainder, we will work at a fixed disorder strength \( W = 3.0 \), chosen sufficiently high that the system remains in the localized phase throughout the range of interaction strengths studied, with almost no finite-size effects (\( L \gg \xi \), with \( \xi \) the localization length).

**Revivals.** We now study the dependence of the revival rate \( N(T)/T \) on the total time of evolution \( T \). After simulating the dynamics following the quench, we analyze the time series for the qubit magnetization \( \langle S_z^z(t)\rangle \) (see Fig. 1), identifying revivals in the magnetization [34]. In Fig. 3 we show the
results of this analysis for an $L = 10$ site chain for the specified disorder strength ($W = 3.0$) and for relatively strong interactions $J_z \lesssim 0.4$. Clearly, the results depend sensitively on the presence of interactions. In the non-interacting, Anderson-localized phase, the revival rate grows with time until it reaches a constant value. Upon adding interactions of strength $J_z$, the revival rate is strongly suppressed, beginning at a time $T^* \sim J_z^{-1}$ (Fig. 3 and inset); this is also the time scale corresponding to onset of logarithmic entanglement growth previously reported. Finally, and most strikingly, the data collapses onto a universal curve when time is measured in units of $J_z^{-1}$.

We now demonstrate that the suppression of revivals traces its origin to the same dephasing mechanism that is responsible for entanglement growth. Following Refs. 13 30 32 the MBL phase can be understood in terms of a set of conserved integrals of motion13. These logical bits (‘l-bits’) are exponentially localized in terms of their overlap with the original degrees of freedom (physical bits or ‘p-bits’), denoted $\tau_i^z = \sum_j I_{ij}^z \sigma_j^z$, $f_{ij}^\mu \sim e^{-|i-j|/\xi}$. Dephasing occurs solely due to the exponentially weak interactions between the spins, so that an effective Hamiltonian for the MBL system is

$$H_{\text{MBL}} = \sum_i \omega_i \tau_i^z + \sum_{i,j} J_{ij} \tau_i^z \tau_j^z + \ldots, \quad (4)$$

where $J_{ij} \sim J_z e^{-|i-j|/\xi}$ and the ellipsis denotes higher-order ($n \geq 3$-body) interactions. (Here and below, we take $\sigma_0 = S$ for conciseness of the resulting expressions.) Neglect of the higher-order terms is strictly justified deep in the MBL phase, but we find that the functional forms to be derived from (4) apply numerically over nearly the whole phase.

To study the suppression of revivals it suffices to observe that the non-interacting revivals are governed only by frequencies $\omega_i$ of the $N \sim \xi$ l-bits $\tau_i^z$ that have significant overlap with the qubit ($N$ will change depending on the specific choice of observable). Since the spectrum in the non-interacting limit is additive, it suffices to consider these $N$ levels, and require for instance $\sum_{i=1}^N |1 - \cos(2\pi \omega_i t)| < \delta$ in order that the many-body wavefunction experiences an (approximate) revival; we expect the arguments below to apply regardless of the specific criterion used. This criterion is assumed to be applied to each individual disorder realization, and as a consequence the $\omega_i$ are assumed random. We will denote the corresponding disorder-averaged revival rate $\Gamma_0(t, N)$. This is clearly a decreasing function of $N$, since the criterion for a revival is increasingly constraining with larger $N$; but the dependence of $\Gamma_0(t, N)$ on the time $t$ is complicated and depends on the statistics of the $\omega_i$. If we now turn on interactions, then nearby orbitals experience random Hartree level shifts as a consequence of the $J_{ij}$ term. The corresponding energy splitting of levels $\omega_i, \omega_j$ takes the form $\delta \omega_{ij} \sim J_z e^{-|i-j|/\xi}$. For times $t \ll J_z^{-1}$, the splitting is unimportant and does not significantly conflict with the revival criterion. However, for $t \gtrsim J_z^{-1}$, the Hartree shift of each nearest-neighbor pair is appreciable enough that, in effect, an additional frequency enters the revival criterion. As $t$ increases further, each pair separated by distance $x$ leads to an additional frequency entering the revival criterion when $t \gtrsim e^{x/\xi}/J_z$, so that at time $t$ the appropriate revival rate is roughly $\Gamma_0(t, N + \alpha \log J_z t)$. (For sufficiently long times the revival rate may also be influenced by the three-and higher-body terms in (4), but we expect $J_{ij}$ to dominate, at least at early times.) Thus, we find for the suppression of revivals relative to the non-interacting case

$$\frac{N - N_0}{T} \approx \Gamma_0(t, N + \alpha \log J_z t) - \Gamma_0(t, N). \quad (5)$$

This is not a universal function of $\log(J_z t)$, due to the explicit dependence of $\Gamma_0$ on $t$. However, we argue that for strong disorder this dependence is only due to the randomness in the
frequencies and as such is only weakly dependent on the number of independent frequencies, \( N \). Therefore, we may write \( \Gamma_0(t, N) \approx \gamma(t) + \nu(N) \) up to small corrections, so that

\[
\frac{N - N_0}{\mu} \approx \nu(N + \alpha \log J_t t) - \nu(N),
\]

which is a universal function of \( \log J_t t \), consistent with the collapse in Fig. 3. For \( J_t t \ll 1 \), we see that \( \frac{N - N_0}{\mu} \approx -|\nu'(N)| \log J_t t \) where we used the fact that \( \nu(N) \) is a decreasing function of \( N \).

Clearly, aspects of the preceding analysis are non-universal – for instance, the precise value of \( N(T) \) will depend on the specific choice of time step \( \Delta t \) and our algorithm for counting revivals. Note that this argument does not depend on precisely how the revival rate depends on the number of frequencies, although in the long-time limit one expects an exponential dependence. However, the mechanism behind the revival rate suppression traces its origin to the same hierarchical structure of the dynamics responsible for entanglement growth and leads to a similar logarithmic time dependence. Thus, the suppression of revivals by interactions is a universal signature in accord with the caricature of MBL systems as ‘localized but dephasing’ and as such reveals the intrinsically interacting nature of the MBL phase.

**Experiments.** As we have already observed, ultracold atomic gases provide a natural experimental setting in which to explore the question of many-body localization, as they circumvent the problem, endemic to solid-state systems, of isolation from external sources of equilibration. In addition, they possess a high degree of tunability: the strength of the interactions may be controlled by utilizing Feshbach resonances, and quenched disorder may be implemented by using a ‘speckle pattern’ generated by a stationary configuration of laser intensity distributions. It is also possible to selectively tune the fields at selected sites, enabling the identification of one or more sites as the ‘qubit’ in our analysis. In order to study quantum revivals, we must measure the state of the spin at the selected site at time \( t \), which is an inherently destructive measurement. Therefore, many repetitions of the experiment will have to be performed with a single realization of disorder. As the speckle pattern can be reproduced and changed on-demand, the necessary repetition does not pose a fundamental obstacle beyond the additional time required to make multiple measurements. It is worth also noting that this repetition can be done with thermal initial conditions (i.e., the initial state of the system does not have to be exactly the same between repetitions). We remark that the distinct behavior of quantum revivals in ergodic, MBL, and Anderson-localized systems persists even for a single typical disorder configuration – see Fig. 1(b).

**Discussion.** In this paper, we have connected a fundamental feature of many-body dynamics in a finite phase space — namely, the quantum ‘Poincare’ recurrence probability — to the question of thermalization in isolated systems. We have shown that revivals of a single qubit weakly coupled to a disordered “reservoir” allows one to distinguish between Anderson-localized, many-body localized, and ergodic phases of the reservoir. The interaction-induced dephasing characteristic of MBL systems is responsible for the distinction in the ‘effective phase space volume’ for dynamics in the two different localized phases: in the MBL case, it leads to a logarithmic growth in time of the effective number of frequencies that must synchronize in order for the qubit to revive. In the ergodic phase, the revival probability is exponentially small as \( L \to \infty \) on the time scales studied, and thus \( \bar{N}(T) \) is nearly vanishing; this is in accord with the expectation that ergodic systems do not exhibit quantum revivals in the thermodynamic limit, where their phase space volume diverges.

Table | Differences between MBL, Anderson-localized and ergodic phases | in terms of dephasing and dissipation, and their asymptotic effective phase space volume (i.e., the number of frequencies \( N \), possibly time-dependent, with appreciable weight in the Fourier transform) governing revivals and growth of bipartite entanglement entropy \( S_{EE}(t) \) in the limit \( L \to \infty \). Deep in the MBL phase, the latter two quantities experience logarithmic growth attributable to dephasing. In the ergodic phase, \( \alpha > 0 \) could depend on the details of the system, e.g. whether it is ballistic or diffusive, while the entanglement grows linearly.

| Type            | Dephasing | Dissipation | \( N(t) \) | \( S_{EE}(t) \) |
|-----------------|-----------|-------------|------------|---------------|
| Anderson Ins.   | ×         | ×           | \( \sim \xi \) | \( \sim \xi \) |
| Many-body loc.  | ✓         | ×           | \( \sim \log J_t t \) | \( \sim \log J_s t \) |
| Ergodic (ETH)   | ✓         | ✓           | \( \sim t^\alpha \) | \( \sim t \) |
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Appendix A: Numerical Techniques

In our analysis of revivals, we employ time-evolving block decimation (TEBD), an algorithm closely related to the density-matrix renormalization group that uses the matrix-product state (MPS) representation of wavefunctions that is particularly well-adapted to the slow (logarithmic) growth of entanglement in the MBL phase. We perform a fourth-order order Suzuki-Trotter decomposition of the short-time propagator \( U(\Delta t) = \exp(-i\Delta t H) \) with a time step \( \Delta t = 0.1 \), and control the growth of bond dimension in successive time steps by truncating low-weight states in a Schmidt decomposition. The TEBD algorithm we use here requires that the neglected weight be less than \( 10^{-7} \); in practice, this means that for sufficiently large systems and at sufficiently long times, the MPS bond dimension saturates so that TEBD becomes exact – up to the Trotter error – and has no efficiency gain over exact diagonalization (ED). However, for short to intermediate times TEBD is extremely efficient, and for these time scales, allows us to extend part of our analysis to system sizes beyond the reach of ED. In particular, we are able to obtain long- (but not infinite-) time behavior of the magnetization for \( L = 40 \). We average over a large number (typically \( 10^5 \text{ to } 10^4 \)) instances of disorder to obtain reliable statistics and to reduce sampling error.

Appendix B: Finite-Size Scaling Analysis

We briefly summarize how we obtain the phase diagram in Fig. 2 from finite-size scaling of the magnetization \( S_z(t) \) of the qubit. While in some cases, the difference between ergodic and many-body localized phases is sufficiently sharp that it may be asserted from times series as in Fig. 1(c), a more thorough analysis is provided by the finite-size scaling of the infinite-time value \( S_z^\infty \) of the qubit magnetization, computed from eq. (5) using exact diagonalization. We have verified that the values of \( S_z^\infty \) obtained in this manner were consistent with the curves of \( S_z(t) \) obtained from TEBD.

In the ergodic phase, we expect \( S_z^\infty \) to be zero, as appropriate for a free spin that is effectively at infinite temperature. However, in practice \( S_z^\infty \) is always finite for finite systems – barring some pathological cases with \( W = 0 \) in the fixed \( S_z = 0 \) sector, attributable to additional symmetries present in this limit – and a detailed finite-size scaling analysis is required. Deep in the MBL phase, we find that \( S_z^\infty \) does not depend on system size (up to error bars), clearly indicating of a localized system with localization length smaller than the total system size. Closer to the transition, we find weak finite-size scaling effects that can be fitted very well by \( 1/L \) corrections. In particular, note that \( S_z^\infty (L) \) is a convex function of \( L \), that is, the derivative \( dS_z^\infty /dL \) is an increasing function of \( L \), which goes to zero as \( L \to \infty \). We attribute this behavior to the MBL phase. On the other hand, for weak disorder and/or strong interactions, we find that \( S_z^\infty (L) \) shows very strong finite size effects, which cannot be fitted by \( 1/L \) corrections only, and which start as a concave function of \( L \): the derivative \( dS_z^\infty /dL \) is a decreasing function of \( L \).

We conjecture that the function \( S_z^\infty (L) \) has an inflection point for some characteristic value of \( L \), necessary in order that \( S_z^\infty (L) \) have a physically valid limit as \( L \to \infty \). In the ergodic phase, we expect this limit to be zero, although this cannot be assessed from our numerics alone. We leave the analysis of this potentially interesting crossover as a function of \( L \) for future work; for now, we simply assert that this scaling behavior should be associated with an ergodic phase.

This criterion on the nature of finite-size scaling of \( S_z^\infty (L) \) serves as a clear operational definition of the MBL and ergodic phases. While it does not allow us to probe very precisely where the transition lies – some points in the phase diagram cannot be associated with either phase owing to error bars – it is sufficient to obtain the general form of the phase diagram shown in Fig. 2.

Further examples of finite size scaling are shown in Fig. B.1.

We have verified that the resulting phase diagram does not depend on the coupling \( \lambda \) between the qubit and the chain. In particular, our method also applies if \( \lambda = J_{\perp} = 1 \) so that the qubit is essentially an ordinary spin, albeit one not subject to a local magnetic field. We have also verified that our predictions do not depend on the precise nature of the initial state, as long as it corresponds to a very high temperature: the same phase diagram was obtained starting from a Néel state, a random product state that is an eigenstate of arbitrary total magnetization, or a random product state of zero total magnetization.

Appendix C: Revival Counting

We obtain \( N(T) \) for each disorder realization as follows: from the time series of \( \langle S_z(t) \rangle \) obtained via TEBD for \( 0 < t < T \), we obtain a time-ordered sequence of local maxima, \( \{ S_{\text{max}}^z(t_0 = 0) = \frac{1}{2}, S_{\text{max}}^z(t_1), \ldots \} \); every revival will correspond to one of these, but not all of these will be true revivals. Given that a revival occurs at \( t = t_j \), we may obtain the next revival by examining successive later maxima at \( t_{j+1}, t_{j+2}, \ldots \) and for each of these computing the quantity

\[
\chi \equiv \frac{S_{\text{max}}^z(t_0) - S_{\text{max}}^z(t_k)}{S_{\text{max}}^z(t_0) - \min \{ S_z^z(t) \mid t_j < t < t_k \}}
\]  

(C1)
and accepting $t_k$ as a revival if $\chi < \epsilon$, or else proceeding to $t_{k+1}$. Here, $\epsilon = 0.05$ is chosen sufficiently small to exclude instances where the magnetization partially recovers without first deviating substantially from its initial value. The above algorithm may be initialized by taking $t_j = t_0$ in the first step, and subsequently proceeds iteratively. Finally, $\bar{N}(T)$ is obtained by disorder averaging.