Modelling the penumbra in Computed Tomography
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Abstract.
BACKGROUND: In computed tomography (CT), the spot geometry is one of the main sources of error in CT images. Since X-rays do not arise from a point source, artefacts are produced. In particular there is a penumbra effect, leading to poorly defined edges within a reconstructed volume. Penumbra models can be simulated given a fixed spot geometry and the known experimental setup.

OBJECTIVE: This paper proposes to use a penumbra model, derived from Beer’s law, both to confirm spot geometry from penumbra data, and to quantify blurring in the image.

METHODS: Two models for the spot geometry are considered; one consists of a single Gaussian spot, the other is a mixture model consisting of a Gaussian spot together with a larger uniform spot.

RESULTS: The model consisting of a single Gaussian spot has a poor fit at the boundary. The mixture model (which adds a larger uniform spot) exhibits a much improved fit. The parameters corresponding to the uniform spot are similar across all powers, and further experiments suggest that the uniform spot produces only soft X-rays of relatively low-energy.

CONCLUSIONS: Thus, the precision of radiographs can be estimated from the penumbra effect in the image. The use of a thin copper filter reduces the size of the effective penumbra.
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1. Introduction

X-ray computed tomography has long been used in the medical field as an imaging technique for patient diagnosis, but more recently is finding employment as an indispensable non-destructive testing technology in industry used for a variety of dimensional metrological purposes [8, 24, 28, 30]. A prerequisite for its full acceptance in this field is the development of a thorough quantitative understanding of the main sources of error, to provide the rationale for a series of standards for its intended use, based on general guidelines for its use which are already in circulation [3, 27].

Broadly speaking, errors in X-ray CT fall into five categories; geometric errors, measurement object factors, environmental issues, user parameter selection and equipment error. Geometric errors, resulting from equipment misalignment and incorrect determination of positions of source and detector, have
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been given significant attention because of their importance in dimensional metrology [7, 14]. In particular artefact evaluation and subsequent voxel rescaling methods have been researched extensively [5, 9, 15, 18, 22, 25]. Measurement object factors such as the material(s) and size have an influence on parameter selection and hence impact on the final image quality. Two notable effects are beam hardening and scattering. These have been investigated by a number of authors and reduced through a combination of scanning strategies and post-processing filters [10, 16, 17, 20, 26]. Equipment errors are fundamental causes of error but are less frequently explored. For example, the detector is based on a number of pixels behind a scintillator (with several variations of detail to include CCD and amorphous silicon based models). There will undoubtedly be pixel-to-pixel variations (and even dead pixels) that could affect image quality and while general performance statistics have been compiled [6] there have been no detailed studies. Furthermore, image accuracy is limited by the spatial resolution of the detector. Apart from fluctuations in the selected voltage and current, errors arising from the source include improper focusing of the electron beam, variation in the resulting spot geometry and potential scatter. A previous work evaluated the spot shape in a non-focused system [13] but we have not been able to trace equivalent investigations for focused systems in the literature.

There are two main types of X-ray sources used in X-ray CT, namely reflection targets and transmission targets. Interaction of electrons with the anode causes emission of X-rays, with the spectrum dependent on electron energy and material of the anode. The difference between the two types of target arises in the anode itself; a transmission target is perpendicular to the electron beam generating a cone of X-rays along the same direction, whereas a reflection target is positioned at an angle to the electron beam so that the cone of X-rays is generated in a different direction to the electron beam. Focusing the electron beam results in an X-ray spot instead of a point source. Hence when the X-rays interact with the object, and are then recorded by the detector, blurring in the image can be observed. This is most easily seen at the penumbra which is the blurring specifically at the edges of the object image. When the spot is small, the radiation effectively originates from a point source, thus the boundary of the image is very sharp, and hence the penumbra does not appear. In contrast, when the spot is large, the radiation path depends on the location in the spot from which it originates, causing the edges to be less well-defined, creating a large penumbra as seen in Figure 1. Typically the size of the spot, and hence of the penumbra, increases with the power of the electron beam. This leads to a trade-off: while it is clearly desirable to minimise the power to reduce this effect, it may not then be possible to achieve the desired penetration for a fixed exposure time. The extent of the penumbra clearly leads to undesirable effects from a computed tomography perspective, causing poorly defined edges within a reconstructed volume that are further compounded by the partial volume effect resulting from a discrete domain (caused by pixelisation effects).

In addition to X-rays generated from the spot, the existence of secondary X-rays generated elsewhere within the source has been noted by previous authors. This has been studied in rotating-anode reflection target sources used in medical imaging systems [2, 19] and more recently in a transmission target source [4]. Boone et al. [4] find that imaging a lead ball with a transmission source leads to a light halo based effect as a result of this secondary source. They model the secondary source using a uniform ring alongside the focal spot using trial and error to match simulations to real data, but do not directly quantify the resulting penumbra.

This paper investigates the extent of the penumbra effect for 2D radiographs with respect to a simple rod geometry. A quantitative description of raw data is presented with validation against a simple spot model. The model reveals the existence of an extension to the penumbra in this setup that has the potential to affect a variety of sources; but it is noted that a simple filtering strategy can reduce this extended penumbra, thus resulting in superior quality images.
Fig. 1. The above plots show the varying intensity of rows in the spot model, which is introduced in Section 2, with two different spot sizes. The difference between the two is most pronounced in the penumbra, the blurring at the edge of the object image. When the spot size is small, the penumbra consists of gradient discontinuities; when the spot size is large, the penumbra is almost linear.

2. Modelling

The typical source/detector geometry is shown in horizontal section in Figure 2. In order to isolate the effects of noise from all information about the spot geometry derived from the decay curve of the penumbra, a model-fitting methodology is adopted. Theoretically, penumbra models can be simulated once experimental parameters are given and the spot geometry is determined.

The right spot geometry would provide simulated penumbra models which would agree with penumbra in radiographs. Thus this approach consists of three main steps: 1) constructing the model, 2) finding the best estimate for the model parameters, 3) evaluation of the fit. Two models for the spot geometry will be considered; one consists of a single Gaussian spot, the other is a mixture model consisting of a Gaussian spot together with a larger uniform spot. Within the fitting process, using real radiographic projections, we also estimate the attenuation coefficient $\mu$.

2.1. Constructing the model

The model should be accurate, yet its evaluation should be computationally cheap. To this end, several simplifying assumptions are imposed. It is assumed that the X-ray spectrum is monochromatic, and that there is no absorption in air. Variability due to the detector or scatter is also ignored. Finally, it is assumed that the detector is unsaturated, which is to say, signal strength of the detector increases linearly with X-ray intensity. This implies that the proportion of X-rays which pass through the object to register on the detector is $\exp(-\mu L)$, where $\mu$ is the attenuation coefficient and $L$ is the path length through the sample, as governed by Beer’s Law. Note that the anode heel effect is negligible at the source-detector distance used.

Fix points $O_1$ and $O_2$ to be the feet of the perpendiculars from the centre of the cylinder onto the source line and detector respectively, with $O_1 O_2 = l$, as shown in Figure 2. Let the radius of the cylinder be $r$. Further, let the centre of the cylinder be $m$ times closer to the source than the detector. In this paper, this $m$ will be called the magnification because the image on the detector will be roughly $m$ times the size of the actual cylinder due to the divergent beam. Using trigonometry, it can be calculated that the proportion of X-rays from point $S$ (at signed distance $b$ units from $O_1$ - note that $b$ is negative in Figure 2) to hit the detector at a point $K$ (at signed distance $k$ units from $O_2$) is
\[ f(b, k) = \exp \left( -2 \mu \sqrt{r^2 - \left( \frac{k + b(m - 1)}{m} \right)^2 \frac{\ell^2}{\ell^2 + (k - b)^2}} \right). \] (1)

A complete derivation of the above equation can be found in the appendix. All models in this paper will contain a Gaussian spot with full width half maximum (FWHM) of \( D_g \). This reflects the common assumption that the actual spot is Gaussian with FWHM in microns equal to the power of the source in watts (see for example Müller et al. [21]). Let the model Gaussian spot be centred at signed distance \( s \) units from \( O_1 \) with FWHM \( D_g \), and further let the background air intensity at the detector be \( N \). Using Equation (1), the intensity at the point \( K \) (at signed distance \( k \) units from \( O_2 \)) would be

\[ \frac{2N}{D_g} \int_{-\infty}^{\infty} \sqrt{\log 2 \pi} \frac{2^{-4(b-s)^2/D_g^2}}{\ell^2 + (k - b)^2} f(b, k) db. \] (2)

However, as will be seen in Section 4.1, models with this single spot alone will fail to produce good agreement with the actual radiographs. Hence, a mixture model of the Gaussian spot and a larger uniform spot is proposed. Let the model uniform spot be a disk with centre \((x + y)/2\) and diameter \( D_u = y - x \) where \( y > x \). Ignoring height issues, the disk can be projected onto a line segment, where each point of this line segment is weighted by the length of the projected chord. This implies that the intensity at point \( K \) (at signed distance \( k \) units from \( O_2 \)) would involve a weighted integral between \( x \) and \( y \), and would thus be a mixture of Equation 2 and

\[ \frac{N}{y - x} \int_{x}^{y} \frac{4}{\pi} \sqrt{1 - \left( \frac{2b - (x+y)}{y-x} \right)^2} f(b, k) db. \] (3)

It is important to note that the model has limitations. Bearing in mind the overall assumptions, although the model should be acceptable within the penumbra, it will break down in the middle of the cylinder because of beam hardening effects. Furthermore, this model conflates the two major sources of blurring in the radiographic image: namely, the penumbra effect and the spatial resolution of the detector. These combine to form an overall unsharpness \( U \) in the image [12, 29]:
\[ U = \frac{1}{m} \sqrt{d^2(m - 1)^2 + f^2}, \]  

where \( m \) is the magnification, \( d \) is the spot size and \( f \) is the spatial resolution of the detector. Since the model spot diameters \( D \) account for both sources of blurring, they become measures of the overall unsharpness. The relationship between \( D \) and the actual spot size \( d \) would thus be similar to the above, except with a different scalar multiple as \( D \) must equal \( d \) if \( f = 0 \). Thus their relationship can be represented by

\[ D = \frac{1}{m - 1} \sqrt{d^2(m - 1)^2 + 1}. \]

As a result, at low magnifications the detector error dominates, and thus \( D \) is substantially larger than the actual spot size \( d \). At higher magnifications, the penumbra effect dominates, so that \( D \) and \( d \) are approximately equal.

Finally, the large improvement in the fit, as seen in Section 4.2, arises from a small difference in the tail of the model spot. The heavier tail in the mixture can only be seen after magnifying the tail, as is illustrated in Figure 3.

2.2. Fitting the model

The model gives a prediction of the image given the following variables: attenuation coefficient \( \mu \), diameters \( D_g \) and \( D_u \) and position of the cylinder and the spot. The non-linear least squares method (\texttt{nls}) in the freely available open-source statistics software package R is used to find the variables which produce an image closest to a given radiograph. This is an iterative process which first finds a new estimate by using a first order approximation centred around the previous estimate. This is followed by a convergence check. If the residuals are nearly orthogonal to the tangent space, this indicates that a critical point has been reached and thus the procedure is terminated by checking whether the ratio
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\caption{Tails from a single Gaussian spot (top) and the mixture of a Gaussian spot and the uniform spot (bottom). The heavier tails from the mixture can only be seen by magnifying the tail.}
\end{figure}
between the scaled length of the tangent plane component and the scaled length of the orthogonal component is less than a fixed convergence tolerance (otherwise the process of finding a new estimate is repeated). The statistical package \texttt{nls} in R sets this to a default value of $10^{-6}$.

Practical users of the \texttt{nls} method need to be aware of two modes of failure. Firstly, the linear problem above may not have full column rank, and thus standard methods will not work. In R, this raises an error described as ‘singular gradient matrix at initial parameter estimates’. This is avoided by choice of good starting parameters. Secondly, the algorithm may experience extreme slowdown as step size becomes very small. In R, one of the controls of the \texttt{nls} function is the size of the minimum step, and if the step size is too small, the algorithm halts and raises an error described as ‘step factor reduced below minFactor’. This could indicate that the model is parametrised badly. On the other hand, this may arise from the default choice of the convergence tolerance of $10^{-6}$ being too demanding. It is possible that the final estimate is within the minimum step size from the optimal solution, and so is entirely adequate. Bates and Watts [1] argue that a convergence tolerance of 0.001, or $10^{-3}$ is sufficient as ‘any inferences will not be affected materially by the fact that the current parameter vector is less than 0.1% of the radius of the confidence region from the least squares point’. Setting the convergence tolerance to $10^{-3}$ would have the additional advantage of resulting in speedier model fits.

In this particular case, \texttt{nls} with a convergence tolerance of $10^{-6}$ runs to completion without raising either error once good starting parameters are chosen. Equation (5) gives good initial estimates for $D_g$ and $D_u$. The magnification of the rod object can be determined directly from the experimental setup, and the position of the central axis of the rod is estimated using a simple least-squares technique.

3. Experimental method

In this study a Nikon XT H 225/320 X-ray CT system was used to obtain raw data for evaluation of the penumbra effect. The system consisted of a 225kV reflection target micro-focus source and an amorphous silicon detector (XRD 1621 AN (Perkin Elmer)) based on an array of 2000 x 2000 pixels each of size $200 \mu m$. The source and the detector are separated by a distance of 877mm. For much of the subsequent analysis it will be convenient to use a single pixel as the unit of measure for distances.

The sample used for penumbra evaluation was a 3mm ceramic rod, selected because it leads to relatively high attenuation in comparison to plastic but producing a minimal amount of scatter compared to potential metallic materials. It was placed centrally on the manipulator in an approximately vertical alignment, and such that the magnification was x4.45 resulting in an equivalent pixel size of 44.94 ($= \frac{200}{4.45}$) $\mu m$. Images were taken at a constant voltage of 140kV so that the emission spectrum was constant across all trials, at each of following 7 different exposure/power settings: 0.177s/44W, 0.25s/30.6W, 0.354s/21W, 0.5s/14.6W, 0.708s/9.6W, 1s/6.4W, 1.415s/4W. These were chosen such that the mean grey level of air was approximately 60000 for the range of spot sizes. The spot size as defined by the FWHM increases at a rate of 1 $\mu m$ per Watt from a minimum value of 3 $\mu m$ at 3 W. Three images were taken for each parameter set, in randomized order, in order to allow assessment of the effect of unmeasured sources of variation, as opposed to any possible systematic effects.

4. Results

As alluded to in the previous section, the model with a single spot alone does not give good agreement with any radiographs, whereas the mixture model provides a more reliable fit. For exposition purposes, this is demonstrated by examining the fit of one sample radiograph, seen in Figure 4 above; see
Fig. 4. A sample radiograph, examined in depth in Sections 4.1 and 4.2. The dotted boxes to either side of the central cylinder profile indicate areas on the radiographs which are used to judge goodness of fit.

Sections 4.1 (for single spot model) and 4.2 (for double spot model). This radiograph is taken with a power setting of 14.6 W, therefore the expected spot size would be 0.073 pixels (14.6 μm), and thus from Equation (5), the expected $D_g$ would be 0.293 pixels. In both sections, the parameters for the best fitting model will be found. Since the model breaks down in the cylinder due to beam hardening effects, the cylinder is ignored when judging goodness of fit. Instead, the boxed areas shown in Figure 4 are examined to test the model. Here the residuals, the difference between the model and the actual data, are considered. If the residuals are similar to white noise, then the model is considered to yield a good fit. Finally, the parameter fits in the mixture model are analysed in Section 4.3.

4.1. Model fitting using a single Gaussian spot

The single Gaussian spot model, as indicated by Equation (2), is fitted to Figure 4 using \texttt{nls} as outlined in Section 2.2. Here, the best parameter fit for $D_g$ is 0.77 pixels, which is much larger than the expected 0.293 pixels. The large model spot size is an artefact which arises because the fit is poor. This can be observed by examining the absolute residuals in Figure 5. The residuals of pixels within 40 pixels from the boundary (columns 870-910 and 1040-1080) averaged 620.4 (standard deviation = 498.4). In contrast, the residuals of pixels in the rest of the image averaged 75.9 (standard deviation = 365.7), which is much smaller. Therefore the model does not offer an adequate explanation of the data.

By trigonometry, if $D_g$ were smaller than 2 pixels (400 μm), then the intensities more than 9 pixels away from the boundary should be indistinguishable from air, as reflected in the model. However, this is not the case in the data. This can be best observed by looking at the raw data 5 to 75 pixels from the estimated cylinder boundaries, as plotted in Figure 6. As can be seen, the plot exhibits a gradient which is duplicated on both left and right sides of the image up to 40 pixels away from the boundary before flattening out at the mean grey level of air.

A natural explanation of this extended penumbra is that a second, more diffuse spot is producing a small but noticeable amount of X-rays. This is because the spot has to be larger than 2 pixels to have
Fig. 5. Absolute residuals of the single Gaussian spot model, as indicated by Equation (2). Absolute residuals are plotted so that larger residuals stand out. The residuals in close proximity to the cylinder found in columns 870-910 and 1040-1080 are high in absolute value compared to the rest of the image, thus the fit is poor.

Fig. 6. Raw data 5 to 75 pixels from the estimated boundaries of the cylinder in the whole image are adjusted for distance from the cylinder, and plotted here. The intensities flatten out at the mean grey level of air approximately 40 pixels from the boundary. This contradicts the single Gaussian model, which predicts that this would happen within 10 pixels from the boundary.

an effect on intensities more than 9 pixels away from the boundary. A relevant mixture model is noted by Dong et al. [11]: most of the X-rays come from a more concentrated spot but a small amount come from a larger region. This suggests a refinement of the previous one spot model to incorporate two spots.
4.2. Model fitting using a mixture model

Here, a mixture is considered of the Gaussian spot, as indicated by Equation (2), and a secondary larger uniform spot, as indicated by Equation (3). The best parameter fit for the $D_u$ is 27.3 pixels (5450 μm), that of $D_g$ is 0.233 pixels, with the proportion of power in the outer spot being estimated at 4.3%. The value of $D_g$ is thus much closer to the theoretical value of 0.293 pixels. Improvements can also be seen in the absolute residuals shown in Figure 7, measuring the difference between the model and the actual data. They have a mean value of 42.6, with standard deviation 371.8, with no patterns, thus resembling white noise. The residuals of pixels within 40 pixels from the boundary (columns 870-910 and 1040-1080) averaged 15.4 (standard deviation = 393.8). The residuals of pixels in the rest of the image averaged 56.2 (standard deviation = 362.9); the difference is much improved compared with the difference arising from the single-spot model. Therefore the extended model offers a better explanation of the data.

Since the residuals are similar to white noise, the fit provides an adequate explanation of the data. Thus, it remains to consider the actual parameter estimates from all the different radiographs.

4.3. Parameter estimates

To ease computation, only rows 750 to 1250 of each image are considered. The units are returned to more conventional units of millimetres and microns to present the results. The estimates of position of the cylinder are constant throughout all the images, as expected. The estimated attenuation coefficient varies only by ±5% over all experiments, whichever spot model is employed. Furthermore, in the mixture model fits, the proportion of power of the larger spot remains constant at 4%, and $D_u$ averages around 5.3 mm across all powers with maximal deviation of 20% (see Figure 8). The values of $D_g$ also do not deviate much from the theoretical unsharpness calculation referred to in Figure 9.

5. Discussion

The amount of blurring present in an image depends directly on the spot geometry. The spot geometry is affected both by measurable factors, such as the electron beam fired at the source, as well as
Fig. 8. Properties of the model uniform spot when plotted against power. Note that they are broadly similar across all powers.

Fig. 9. Plot of $D_g$ against power. The curve shows the expected unsharpness, as detailed in Equation (5).

by unmeasurable sources of variation, such as ambient temperature and the pitting of the source. Consequently, the spot geometry may fluctuate from scan to scan. Any attempt to measure the spot geometry can only serve as a guide to the conditions in any subsequent experiments. Thus, it is best to have a way of measuring the spot geometry of an image by analysing the image itself.

The model detailed above delivers some success in this task. It is robust enough that the parameter estimates are consistent between iterates of the fitting algorithm nls. In particular, the consistency in the fitted attenuation coefficient implies that the monochromatic assumption has negligible effect on the model. Furthermore, each model contains a small Gaussian spot, with size similar to the theoretical unsharpness calculation in Equation (5), and corresponding to most of the power. Thus, the model
Fig. 10. Absolute residuals of the single Gaussian spot model of the image. The residuals do not resemble those of white noise, thus the fit is inadequate.

Fig. 11. Absolute residuals of the single Gaussian spot model of the filtered image. 

corroborates results obtained with other commonly used models. On the other hand, the abnormally large penumbra cannot be explained as an artefact of the monochromatic assumption because this assumption only affects the intensities within the penumbra, and cannot affect the size of the penumbra. Hence, the model also shows something new – the existence of a larger uniform spot.
High magnification increases the size of the penumbra. To demonstrate the effect of this larger uniform spot, images of bent wire at approximately 50x magnification are considered. A straight section of wire is considered and the resulting image is used to fit the single Gaussian spot model. As expected, the residuals depart from the pattern expected of white noise (see in Figure 10). On the left, the classic penumbra, where pixels further from the object have lower residuals, is seen. On the right, there is no clear penumbra image because there is more wire in column 1400 outside the image which produces a mixture of penumbra.

For comparison, consider images taken using a thin copper pre-filter, but otherwise following the exact same process. The residuals of the fit now look much more like those we would expect of white noise, as shown in Figure 11. The thin copper filter, which removes low energy X-rays, reduces the failure of the fit and the effect of the unwanted larger spot.

This is strong evidence for supposing that the larger spot corresponds to soft X-rays of relatively low-energy. This supports the conjecture that this outer spot arises from X-ray scatter within the source tubing1 as has been found to exist in other source setups [2, 4, 19]. Variation in anode material should not affect the broad conclusion. For example, a molybdenum anode will lead to similar extended penumbra effects as the scatter within the source will still exist, resulting in an equivalent secondary spot, but with different intensity.

6. Conclusion

It is important to evaluate the precision of radiographs when making inferences from CT images, which requires knowledge of the fluctuating spot geometry. In this work, the precision of radiographs has been estimated from the penumbra effect in the image. This shows that it is possible to confirm spot geometry from penumbra data, as well as to quantify blurring in the image. This work has also found evidence that although most X-rays are emitted from a small Gaussian spot, a small proportion of X-rays come from a larger uniform spot. As noted in the discussion, the effect of the larger spot is reduced by interposing a thin copper filter at the source, suggesting that these X-rays are relatively low-energy. The size of this spot does not correlate with the direct anode interaction and spot generation, leading to the conclusion that there must be some internal scatter within the source that is emitted in all directions, limited only by the diameter of the window of the source itself, thus supporting the conjecture. Boone et al. [4] demonstrate the same effect in a transmission source geometry. We extend in a reflection target system, and then quantify the magnitude of the interference, modelling this by using a Gaussian spot/diffuse spot mixture.
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Appendix A Derivation of Equation (1)

By Beer’s Law, the proportion of X-rays which pass through the object from \( S \) to register on the detector at \( K \) is \( \exp(-\mu \bar{X}Y) \). For \( \bar{CS} \sin \bar{CS}K < r \), by Pythagoras theorem,

\[
\bar{X}Y = 2 \times \bar{X}Z = 2\sqrt{r^2 - \bar{CZ}^2} = 2\sqrt{r^2 - \bar{CS}^2 \sin^2 \bar{CS}K}, \tag{6}
\]

Since the magnification is \( m \), \( \bar{O}_1 \bar{C} = \ell / m \), thus by Pythagoras theorem,

\[
\bar{CS}^2 = \frac{\ell^2}{m^2} + b^2 = \frac{\ell^2 + b^2m^2}{m^2}. \tag{7}
\]

Now, extend the line segment \( \bar{CS} \) until it intersects the detector at a point \( D \). Consider \( \triangle SDK \). Since \( S \) is at signed distance \( b \) units from \( O_1 \) (note that \( b \) is negative in Figure 2), and \( \triangle SO_1C, \triangle DO_2C \) are similar triangles, \( D \) will be a signed distance \(-b(m - 1)\) units away from \( O_2 \). Thus, by Pythagoras theorem,

\[
\bar{SK}^2 = \ell^2 + (k - b)^2, \quad \bar{SD}^2 = \ell^2 + b^2m^2, \quad \bar{KD}^2 = (k + b(m - 1))^2 = (k - b + bm)^2. \tag{8}
\]

Now, by the cosine rule,

\[
\cos \bar{CS}K = \cos \bar{DS}K = \frac{\bar{SD}^2 + \bar{SK}^2 - \bar{KD}^2}{2\bar{SD} \bar{SK}}. \tag{9}
\]

Thus,

\[
\sin^2 \bar{CS}K = 1 - \cos^2 \bar{DS}K
\]

\[
= 1 - \frac{(\bar{SD}^2 + \bar{SK}^2 - \bar{KD}^2)^2}{4\bar{SD} \bar{SK}}
\]

\[
= 1 - \frac{(2\ell^2 + b^2m^2 + (k - b)^2 - (k - b + bm)^2)^2}{4(\ell^2 + b^2m^2)(\ell^2 + (k - b)^2)}
\]

\[
= 1 - \frac{(\ell^2 - bm(k - b))^2}{(\ell^2 + b^2m^2)(\ell^2 + (k - b)^2)}
\]

\[
= \frac{(\ell^2 + b^2m^2)(\ell^2 + (k - b)^2) - (\ell^2 - bm(k - b))^2}{(\ell^2 + b^2m^2)(\ell^2 + (k - b)^2)}
\]

\[
= \frac{\ell^2(b^2m^2 + (k - b)^2 + 2bm(k - b))}{(\ell^2 + b^2m^2)(\ell^2 + (k - b)^2)}
\]

\[
= \frac{\ell^2(k + b(m - 1))^2}{(\ell^2 + b^2m^2)(\ell^2 + (k - b)^2)}
\]

Putting it all together,
\[ XY = 2\sqrt{r^2 - CS^2 \sin^2 CSK} \]  
(17)

\[ = 2\sqrt{r^2 - \frac{\ell^2(k + b(m - 1))^2}{m^2(\ell^2 + (k - b)^2)}} \]  
(18)

\[ = 2\sqrt{r^2 - \left(\frac{k + b(m - 1)}{m}\right)^2 \frac{\ell^2}{\ell^2 + (k - b)^2}}, \]  
(19)

and so, by Beer’s Law, the proportion of X-rays which penetrate from \( S \) to \( K \) is,

\[ \exp \left(-2\mu \sqrt{r^2 - \left(\frac{k + b(m - 1)}{m}\right)^2 \frac{\ell^2}{\ell^2 + (k - b)^2}}\right), \]  
(20)

as in Equation (1).