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ABSTRACT: We continue the study of time-dependent Hamiltonians with an isolated singularity in their time dependence, describing propagation on singular space-times. In previous work, two of us have proposed a “minimal subtraction” prescription for the simplest class of such systems, involving Hamiltonians with only one singular term. On the other hand, Hamiltonians corresponding to geometrical resolutions of space-time tend to involve multiple operator structures (multiple types of dependence on the canonical variables) in an essential way.

We consider some of the general properties of such (near-)singular Hamiltonian systems, and further specialize to the case of a free scalar field on a two-parameter generalization of the null-brane space-time. We find that the singular limit of free scalar field evolution exists for a discrete subset of the possible values of the two parameters. The coordinates we introduce reveal a peculiar reflection property of scalar field propagation on the generalized (as well as the original) null-brane. We further present a simple family of pp-wave geometries whose singular limit is a light-like hyperplane (discontinuously) reflecting the positions of particles as they pass through it.
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1. Introduction

Defining dynamical transitions through space-time singularities entails a very large amount of ambiguity, both technically and conceptually, and, clearly, a deeper and more systematic understanding of gravitational physics is needed in order to address the issue with full legitimacy. Nevertheless, even in the absence of such understanding, it appears desirable to explore the range of possibilities presented by the problem of evolution across singularities.

In several string theory approaches, holography maps the study of cosmological singularities to the study of quantum mechanics or quantum field theory with certain singular features: couplings may develop a singularity as a function of time ([1] and related work), the quantum field theory may live on a singular space-time ([1] and related work) or it may have a potential unbounded below [2]. In particular, the model of [1] is described by a quantum field theory of matrices on (the future cone of) the compactified Milne space-time. A similar model studied in [3] involves quantum field theory of matrices describing the null-brane space-time [4] and its singular limit, the parabolic orbifold [5]. The models presented in [3] are quantum mechanics models of matrices, making them simpler from some points of view. An important question is what happens in these field theories when
the space-times they live on develop a singularity. While certain subtle questions related to the large \( N \) limit (\( N \) being the size of the matrices) have not been fully addressed yet, these models clearly motivate the study of field theory with (near-)singular Hamiltonians.

The parabolic orbifold \([7]\), the null-brane \([8]\) as well as the compactified Milne space-time have also been studied as (a part of) backgrounds of gravitational theories, in particular as (a part of) string theory space-times. Most attempts to study the singular space-times among those just mentioned in string perturbation theory have failed because both the parabolic orbifold and the Milne orbifold exhibit divergences signaling large gravitational backreaction \([7, 9 – 11]\). See, however, \([12]\) for a closely related model in which the singularity is replaced by a phase with a condensed winding tachyon within perturbative string theory. Note that in the models we shall discuss, these singular space-times host a holographically dual quantum field theory, not a gravitational theory. In fact, in the present paper we limit ourselves to the study of free field propagation on a fixed (possibly singular) space-time background. Interesting questions related to possible non-gravitational backreaction are postponed to future work.

In a previous publication \([13]\), two of us noted that evolution across space-like or light-like singularities appears to be often described by quantum time-dependent Hamiltonians with an isolated singularity in their time dependence. We then exposed the most conservative way to define a unitary quantum evolution corresponding to such Hamiltonians by modifying the singular time dependences to become distributions while keeping the operator structure of the Hamiltonian unchanged. This approach is relevant when the transition through the singularity is dominated by a single term (single operator structure) in the Hamiltonian, and one can think of this way to define the transition through the singularity as a sort of “minimal subtraction”. In the absence of further physical specifications, this procedure appears to be the most natural way to define evolution across singularities.

However, in many geometrical contexts, another approach appears to be more natural. Namely, one may want to resolve the singular geometry into a smooth space, and then try to take the singular limit in such a way that the dynamical evolution remains well-defined. This is non-trivial, since naïve resolutions of a singular space-time will generically not lead to a well-defined dynamics in the singular limit. As we shall argue shortly, constructing such geometrical resolutions will typically take us outside the formal scope of \([13]\), and it is the aim of our present paper to investigate what kind of mathematical structures the geometrical resolutions of space-like (light-like) singularities involve: in general, as well as in a few specific examples, which will be at the focus of our attention.

In \([13]\), we devised a kind of “minimal subtraction” prescription and described its particular implementation for the case of a free scalar field propagating on the compactified Milne universe. Here, we would like to argue that the approach of \([13]\) does not lend itself to a geometrical interpretation, and, therefore, should one be interested in geometrical resolutions of space-time singularities, a more general framework is required.

To recapitulate briefly, the metric of the compactified Milne universe is

\[
\text{ds}^2 = -dt^2 + t^2 dx^2, \quad x \sim x + 2\pi, \tag{1.1}
\]
and the corresponding free scalar field Hamiltonian is

\[
H = \frac{1}{2|t|} \int dx \left( \pi^2 + \phi'^2 \right) + \frac{m^2|t|}{2} \int dx \phi^2.
\]  

(1.2)

With this form of the Hamiltonian, the Schrödinger equation cannot be integrated through \( t = 0 \) on account of the singularity of \( 1/|t| \).

The idea of the “minimal subtraction” scheme of [13] is to keep the operator structure of the Hamiltonian unchanged and to modify the singular time dependences in (1.2) locally at \( t = 0 \) by subtracting terms proportional to (possibly) resolved \( \delta \)-functions and its derivatives such that the time dependences become well-defined in the sense of distributions.\(^1\) Then, the Schrödinger equation can be integrated. Put differently, one can replace \( 1/|t| \) in (1.2) by its regulated version \( f_1/|t|(t,\varepsilon) \) (with \( \varepsilon \) being a regularization parameter), in such a way that, as \( \varepsilon \) is taken to 0, \( f_1/|t|(t,\varepsilon) \) converges to a distribution \( F_1/|t|(t) \), and this distribution \( F_1/|t|(t) \) equals \( 1/|t| \) everywhere away from \( t = 0 \). A possible choice is

\[
f_1/|t|(t,\varepsilon) = \frac{1}{\sqrt{t^2 + \varepsilon^2}} + 2\ln(\mu\varepsilon) \frac{\varepsilon}{\pi(t^2 + \varepsilon^2)},
\]

(1.3)

with \( \mu \) an arbitrary mass scale.

With this approach, one obtains a regularized version of the Hamiltonian (1.2), namely

\[
H = \frac{1}{2} f_1/|t|(t,\varepsilon) \int dx \left( \pi^2 + \phi'^2 \right) + \cdots
\]

(1.4)

such that, as \( \varepsilon \) is taken to 0, the evolution away from \( t = 0 \) becomes identical to that arising from (1.2), and, furthermore, the system displays a well-defined (unitary) transition through \( t = 0 \).

The “minimal subtraction” procedure we have just briefly re-stated, is a consistent evolution prescription in itself. However, a direct inspection of (1.4) shows that the regularized version of our dynamics does not admit a geometrical interpretation (nor should one think of its singular limit, albeit well-defined, as being geometrical).

The problem with constructing a geometrical interpretation of (1.4) is that, since \( f_1/|t|(t,\varepsilon) \) has an \( \varepsilon \to 0 \) limit as a distribution, the \( \varepsilon \to 0 \) limit of

\[
\int_{-\varepsilon_0}^{\varepsilon_0} dt f_1/|t|(t,\varepsilon)
\]

(1.5)

must exist. Furthermore, as stated above, the \( \varepsilon \to 0 \) limit of \( f_1/|t|(t,\varepsilon) \) must equal \( 1/|t| \) everywhere away from \( t = 0 \). For that reason, in order for the limit of (1.3) to exist, \( f_1/|t|(t,\varepsilon) \) should be very large and negative somewhere in the \( \varepsilon \)-neighborhood of \( t = 0 \) so that the positive divergence from integrating \( 1/|t| \) is compensated in (1.3). This is clearly apparent in figure I. However, the coefficient of the kinetic term in the Hamiltonian of a

---

\(^1\)This procedure bears a strong formal resemblance to the conventional renormalization of local field theories by subtracting local counter-terms, and it can be thought of (see [13] for further discussion) as renormalizing the time dependence of (1.2).
field in a geometrical background comes from the square root of the determinant of the metric (and the coefficients of the inverse metric), and it needs to be positive (as is the function $1/|t|$ appearing in (1.2)).

For that reason, there appears to be a conflict between the demands of positivity for certain coefficients in the Hamiltonian arising if one pursues a geometrical interpretation, and negative contributions introduced by our “minimal subtraction” recipe. If one is to construct a geometrical resolution of dynamics on a singular space-time background, one generally needs to relax the specifications of the “minimal subtraction” approach, and permit modifications in the operator structure of the Hamiltonian, as well as its time dependence, in the vicinity of the singular region. One will then typically end up with a situation where a few different operator structures in the Hamiltonian essentially contribute to the transition to the singular region:

$$H(t) = \sum_i f_i(t, \epsilon)H_i,$$

where $H_i$ are time-independent operators and $f_i$ are time-dependent number-valued functions. $\epsilon$ is a regularization parameter, and the implication is that, as $\epsilon$ is taken to 0, some of the $f_i$’s may develop isolated singularities at a certain value of $t$, which we shall choose to be $t = 0$. It is the commutation properties of those different terms in the Hamiltonian that are responsible for divergence cancellation (rather than explicit negative contributions introduced through the “minimal subtraction” scheme of [13]).

In what follows, we shall review some relevant properties of quantum time-dependent Hamiltonians involving multiple operator structures, and proceed with applying this range of techniques to constructing singular limits of dynamics in a few different geometrical backgrounds related to the null-brane space-time. In section 2, we start by discussing the evolution properties for Hamiltonians of the form (1.6). In section 3, we examine as an
example the null-brane, which is the geometric resolution (through a parameter $R$, which plays the role of $\epsilon$ in this case) of the parabolic orbifold. We introduce a generalized null-brane metric depending on continuous parameters ($R, \alpha, \beta$). The propagation of a free scalar field on this space-time will be described by computing its mode functions, derived by solving the wave equation exactly using WKB methods. Then we discuss properties of the mode functions of a free scalar field in the singular limit $R \to 0$. We shall find that the limit of the mode functions exists for certain discrete values of the parameters $\alpha$ and $\beta$. We give a qualitative discussion of the results in subsection 3.3. In section 4, we introduce the light-like reflector plane, a simple yet curious space-time that can be used as a toy model for light-like space-time singularities. Section 5 contains our conclusions. Appendix A contains a discussion of the minimal subtraction prescription of [13] applied to the parabolic orbifold. In appendix B, we give some technical details related to focusing properties and Maslov phases.

2. Time-dependent Hamiltonians involving multiple operator structures

In preparation for our analysis of geometrical resolutions and their singular limits, we shall review the quantum dynamics described by Hamiltonians of the form (1.6). Our ultimate question will be whether the $\epsilon \to 0$ limit of the evolution operator corresponding to (1.6) exists.

It is in general impossible to solve the Schrödinger equation corresponding to the Hamiltonian (1.6). The familiar symbolic solution for the evolution operator $U(t_1, t_2)$ involves the time-ordering symbol $T$:

$$U(t_1, t_2) = T \left[ -i \int_{t_1}^{t_2} dt H(t) \right]. \quad (2.1)$$

The above representation can be further transformed in an instructive way using a technique known as the Magnus expansion [14]. The operator $U$ belongs to the group of unitary operators on the Hilbert space, and the Magnus expansion can be thought of as an analog of the Baker-Campbell-Hausdorff formula for finite-dimensional Lie groups (the latter is discussed in many textbooks on group theory, for example, in [15]). The expansion can be symbolically written as:

$$U(t_1, t_2) = \exp \left[ -i \int_{t_1}^{t_2} dt H(t) + \eta_1 \int_{t_1}^{t_2} dt dt' [H(t), H(t')] \right]$$

$$+ i \eta_2 \int_{t_1}^{t_2} dt dt' dt'' [H(t), [H(t'), H(t'')]] + \cdots$$

(2.2)

with some numerical coefficients $\eta_1, \eta_2, \ldots$ (their values will not be important for us, and it appears they can only be derived recursively [14]). The key property of the above expression is that the higher order terms are entirely expressed through higher order nested commutators of $H(t)$ at different moments of time.
Even though, in a completely general setting, the Magnus expansion is hopelessly intractable, it displays the broad range of opportunities for divergence cancellation in a singular limit of the dynamics described by (1.6). Namely, for the case of (1.6), the Magnus expansion (2.2) will contain all kinds of combinations of the $f_i$ and their products, in such a way that, even if $f_i$ develop very strong singularities as $\epsilon$ is taken to 0, the limit of $U(t_1, t_2)$ may still exist. For example, even if all $f_i$ are positive, cancellations may still occur on account of the commutation properties of $H_i$.

Should such cancellations take place, one may think of the $\epsilon \to 0$ limit of (1.6) as an operator-valued generalization of conventional distributions: just as ordinary distributions may contain singularities in a way that permits evaluating ordinary integrals, the Hamiltonian (1.6) will contain singularities in a way that permits evaluating the time-ordered exponential integral in (2.1). A systematic exploration of such generalized operator-valued “distributions” may be interesting to pursue, but lies outside of the scope of the present paper.

There is a special case when the above analysis can be taken significantly further. Namely, it may turn out that, for all moments of time, the operator $U$ of (2.1) belongs to a finite-dimensional subgroup of the unitary group of the Hilbert space. This situation has been described as a presence of a dynamical group (see [16, 17] and references therein). For the Hamiltonians of the form (1.6), there will exist a finite-dimensional dynamical group if the set of nested commutators of $H_i$’s closes on a finite-dimensional linear space of operators (which would serve as the Lie algebra of the dynamical group). Should that happen, one would be able to use the the closed resummed version of the Baker-Campbell-Hausdorff formula for finite-dimensional Lie groups (see, for example, [15]) to treat the Magnus expansion, or, alternatively, the Schrödinger equation can be reduced to a finite number of ordinary differential equations\(^2\) describing the evolution on the finite-dimensional dynamical group manifold [16–18]. In practical terms, one can choose a particular low-dimensional faithful linear representation of the dynamical group furnished by matrices $M$, and write down the Schrödinger equation in this representation:

$$\frac{dM(t, t_0)}{dt} = \varphi(H(t))M, \quad M(t_0, t_0) = 1,$$

(2.3)

where $\varphi$ is a homomorphism from Hilbert space operators onto the representation furnished by $M$. (This is a finite-dimensional system of ordinary differential equations.) Given the solution for $M(t, t_0)$, one can reconstruct the original evolution operator as $\varphi^{-1}(M(t, t_0))$.

While the specific examples of quantum dynamics discussed in this paper will be constructed using a somewhat unconventional application of WKB methods, the fact this “double-semiclassical” analysis is possible reflects an underlying dynamical group structure inherent to the systems we shall work with. After explicitly computing the mode functions encoding the dynamics, we shall investigate (in this greatly simplified setting)

\(^2\)The analytic power of the dynamical group approach does not appear completely clear or fully explored. It certainly does apply to all linear quantum systems; however, in that case, the conventional WKB analysis would suffice. Beyond linear systems, the relevant finite-dimensional subalgebras of Hermitean operators may be difficult to construct and/or classify. Nevertheless, some non-trivial examples of dynamical groups for quantum-mechanical systems do exist (see, for example, [14]).
the existence of singular limits. It will then be possible to circumnavigate the formal complications introduced by the non-commuting structures in (1.6), and examine the limiting case of evolution on a singular space-time background.

3. Generalized null-brane space-times and singular limits

In this section, we study quantum dynamics of a free scalar field propagating on the parabolic orbifold and some geometrical resolutions thereof, including the null-brane.

3.1 The null-brane geometry, the parabolic orbifold and generalizations

The null-brane space-time, originally introduced in [4], was studied in the context of perturbative string theory in [8, 23, 24]; a matrix theory description was provided in [3].

Consider Minkowski space-time in light-cone coordinates

$$ds^2 = -2dx^+dx^- + dx^2 + dz^2.$$ (3.1)

The null-brane is obtained by identifying

$$\begin{bmatrix} x^+ \\ x \\ x^- \end{bmatrix} \sim \exp(2\pi n J) \begin{bmatrix} x^+ \\ x \\ x^- \end{bmatrix}, \quad z \sim z + 2\pi n R, \quad n \in \mathbb{Z}, \quad J = \begin{bmatrix} 0 & 0 & 0 \\ 1 & 0 & 0 \\ 0 & 1 & 0 \end{bmatrix}. \quad (3.1)$$

In the $R \to 0$ limit the null-brane reduces to the parabolic orbifold [5, 7] times the line labeled by $z$. In this sense, the null-brane is a geometrical regularization of the parabolic orbifold. In Rosen coordinates, the metric on the parabolic orbifold is given by

$$ds^2 = -2dy^+dy^- + (y^+)^2dy^2. \quad (3.2)$$

In [8], the null-brane geometry was discussed in two coordinate systems,

$$ds^2 = -2dy^+dy^- + du^2 + (R^2 + (y^+)^2)dy^2 + 2Rdydu; \quad (3.3)$$

$$ds^2 = -2d\tilde{x}^+d\tilde{x}^- + d\tilde{x}^2 + (R^2 + \tilde{x}^2)d\theta^2 + 2(\tilde{x}^+d\tilde{x} - \tilde{x}d\tilde{x}^+ + 1)(3.4)$$

related to Minkowski coordinates by

$$x^+ = y^+, \quad x = yy^+, \quad x^- = y^- + \frac{1}{2}y^+y^2, \quad u = z - Ry; \quad (3.5)$$

$$x^+ = \tilde{x}^+, \quad x = \tilde{x} + \theta\tilde{x}^+, \quad x^- = \tilde{x}^- + \theta\tilde{x} + \frac{1}{2}\theta^2\tilde{x}^+, \quad \theta = \frac{z}{R}. \quad (3.6)$$

Unfortunately, neither coordinate system is fully satisfactory for studying the $R \to 0$ limit of dynamics on the null-brane.\(^3\) On the one hand, the $y$-coordinates are not globally defined since they are singular at $y^+ = 0$ for any $R$. On the other hand, the $\tilde{x}$-coordinates, which are nonsingular for $R \neq 0$, do not have an $R \to 0$ limit even away from the parabolic orbifold singularity, as the determinant of the metric is $-R^2$ everywhere.

\(^3\)Following the discussion in the previous section, with $R$ playing the role of $\epsilon$, we would like to phrase the dynamics in terms of a Hamiltonian that has the structure $H = \sum f_i(t, R) H_i$ in which $f_i(t, R)$ is regular in $t$ for $R \neq 0$ and regular away from $t = 0$ for $R = 0$. The terms that appear in the Hamiltonian can be easily deduced from the inverse metric.
Therefore, we now introduce new coordinates that interpolate between the \( \tilde{x} \)-coordinates (for small \( \tilde{x}^+ \)) and the \( y \)-coordinates (for large \( y^+ \)):

\[
\begin{align*}
X^+ &= \tilde{x}^+ = y^+; \\
X^- &= \tilde{x}^- = \frac{1}{2} \tilde{x}^+ \left( 1 - \frac{R^4}{(R^2 + (\tilde{x}^+)^2)^2} \right) = y^- + \frac{R^2}{2} \frac{y^+ u^2}{(R^2 + (y^+)^2)^2}; \\
X &= -\frac{R \tilde{x}}{\sqrt{R^2 + (\tilde{x}^+)^2}} = \frac{y^+ u}{\sqrt{R^2 + (y^+)^2}}, \\
\Theta &= \theta + \frac{\tilde{x}}{x^+} \left( 1 - \frac{R^2}{R^2 + (\tilde{x}^+)^2} \right) = y + \frac{R u}{R^2 + (y^+)^2}.
\end{align*}
\]

In this coordinate system, the metric has determinant \(- (R^2 + (X^+)^2)\).

The metric of the null-brane space-time, written in our new coordinates, can be naturally generalized to a two-parameter family of metrics, which we will call \textit{generalized null-brane}. The family is labeled by parameters \( \alpha \) and \( \beta \), the original null-brane corresponding to \( \alpha = 3, \beta = 2 \):

\[
ds^2 = \frac{R^2 X^2 (\beta^2 - \alpha) (\beta X^2 - \alpha)}{(R^2 + (X^+)^2)^2} \left( dX^+ \right)^2 - 2 dX^+ dX^- + \frac{2 \beta RX}{\sqrt{R^2 + (X^+)^2}} dX^+ d\Theta + (R^2 + (X^+)^2) d\Theta^2 + dX^2.
\]

\[
(3.8)
\]

### 3.2 Free scalar field on the generalized null-brane

#### 3.2.1 General dynamical preliminaries

We consider a free scalar field on the generalized null-brane metric. After Fourier transforming with respect to \( X^- \) and \( \Theta \),

\[
\phi(X^+, X^-, X, \Theta) = \frac{1}{2\pi} \sum_{k_{\Theta}} \int d\phi \phi_{k_{\Theta}} \exp \left( i k_{\Theta} X^- + i k_{\Theta} \Theta \right),
\]

and suppressing the indices \( k_- \) and \( k_{\Theta} \), the action reads

\[
S = \sum_{k_{\Theta}} \int dX^+ dk_- dX \sqrt{R^2 + (X^+)^2} \left[ \frac{k_-}{2} \left( \phi \partial_X^+ \phi^* - \phi^* \partial_X^- \phi - \partial_X \phi \partial_X \phi^* \right) \right. \\
&\left. - \left( \frac{m^2}{2} + \frac{k_{\Theta}^2}{2(R^2 + (X^+)^2)} + \frac{\alpha X^2 R^2 k_-^2}{2(R^2 + (X^+)^2)^2} + \frac{k_{\Theta} k_- \beta XR}{(R^2 + (X^+)^2)^{3/2}} \right) \phi \phi^* \right].
\]

Denoting \( \partial_X \phi \) as \( \dot{\phi} \), the wave equation reads

\[
-i \dot{\phi} = \frac{i X^+}{2 \left( R^2 + (X^+)^2 \right)} \phi - \frac{\beta X R k_{\Theta}}{2 k_-} \frac{\beta X R k_{\Theta}}{\left( R^2 + (X^+)^2 \right)^{3/2} \phi} + \frac{X^2 R^2 k_-}{2 k_-} \phi + \frac{m^2}{2 k_-} \phi.
\]

(3.11)

As the Lagrangian is first order in time derivatives, we have to deal, in principle, with constraints when deriving the corresponding Hamiltonian. One can take a shortcut interpreting
\( \phi \) as a canonical coordinate and \( \pi \equiv i k_- \sqrt{R^2 + (X^+)^2} \phi^* \) as its conjugate momentum. The Hamiltonian reads

\[
H = \sum_{k_0} \sum_{k_- \neq 0} \int dX \pi \left[ \frac{X^+}{2(R^2 + (X^+)^2)} - \frac{im^2}{2k_-} + \frac{i}{2k_-} \partial_X^2 - \frac{i \beta XRk_0}{(R^2 + (X^+)^2)^{3/2}} - \frac{i}{k_0^2} \frac{k_-^2}{R^2 + (X^+)^2} - \frac{i \alpha}{2} \frac{X^2 R^2}{(R^2 + (X^+)^2)^2} \right] \phi.
\]

(3.12)

It is manifestly of the form \( H = \sum_i f_i(t, R)H_i \), in other words, it belongs to the class of Hamiltonians we single out in section 2.

We now show that the Hamiltonian (3.12) leads to a finite-dimensional dynamical group structure of the type discussed in section 2. The canonical variables \( \pi(X, t) \) and \( \phi(X, t) \) appear in four combinations \( \int \pi \partial_X^2 \phi, \int \pi \phi, \int \pi X \phi \) and \( \int \pi X^2 \phi \). The commutation relations for such operators are given by

\[
\left[ \int \pi \hat{A}(X) \phi dX, \int \pi \hat{B}(X) \phi dX \right] = \int \pi [\hat{A}, \hat{B}] \phi dX,
\]

(3.13)

reducing the commutator algebra to that of \( \{ \partial_X^2, 1, X, X^2 \} \), which closes after the addition of \( \{ X \partial_X, \partial_X \} \). Equivalently, one can form the standard (single degree of freedom) creation and annihilation operators \( a \) and \( a^\dagger \) out of \( X \) and \( \partial_X \) to conclude that the Lie algebra of the dynamical group is spanned by \( n = a^\dagger a + 1/2, a^{12}, a^2, a^\dagger, a \) and \( I \). Given the inclusion of powers of the creation operator up to \( a^{12} \), it is not surprising that the corresponding algebra has become known as the two-photon algebra, or \( \hbar_6 \), and has been featured in discussions of quantum optics, and squeezed states in particular (see, for example [16]). A complete formal analysis of quantum dynamics on the two-photon group has been given in [18].

Following the general picture presented in section 2, we could use the two-photon group considerations of [18] to reduce the question of free scalar field dynamics on the generalized null-brane to ordinary differential equations. In our present setting, however, one can perform these operations in a considerably more familiar guise. Namely, since the free scalar field is linear, solving for its quantum dynamics amounts to constructing a complete set of solutions to the classical wave equation. Furthermore, the classical wave equation turns out to be equivalent to the Schrödinger equation for a linear auxiliary one-dimensional quantum system. Because the auxiliary system is linear, its Schrödinger equation (i.e., the wave equation of the original scalar field) can be solved exactly by WKB methods. The latter effectively reduce the problem to ordinary differential equations (the classical equations of motion of the auxiliary linear system). Thus, one attains the same level of simplification as one would through performing the analysis of [18]. One can refer to the above procedure as “double-semiclassical” analysis (there is an (exact) WKB procedure leading from a free quantum scalar field to the wave equation for the mode functions, and an (exact) WKB procedure leading from the wave equation for the mode functions to a one-dimensional auxiliary classical system). Note that both the “double-semiclassical” approach and the general dynamical group approach of [18] (which are essentially one and the same thing) are made possible by the fact that the metric of the generalized null-brane is a quadratic polynomial in the \( X \)-variable.
For linear quantum systems, it is most common to work in the Heisenberg picture, instead of (equivalently) deriving WKB wave functions in the Schrödinger picture. One obtains the solution for the Heisenberg field operator as an expansion in terms of a complete set of mode functions $u_y(X, X^+)$ (with $y$ being a generic basis label) satisfying the classical equations of motion:

$$\phi_{k-,k_\Theta} = \int dy\, u_y(X, X^+) a(y).$$

(3.14)

The corresponding conjugate momentum is

$$\pi_{k-,k_\Theta} = i k_- \sqrt{R^2 + (X^+)^2} \int dy\, u^*_y(X, X^+) a^\dagger(y).$$

(3.15)

If one demands the standard commutation relations for the creation-annihilation operators $a^\dagger$ and $a$, the canonical commutation relation between $\pi$ and $\phi$ determine the normalisation of the mode functions (this is the analog for first order systems of the Klein-Gordon norm):

$$\delta(X - \tilde{X}) = k_- \sqrt{R^2 + (X^+)^2} \int dy\, u^*_y(X, X^+) u_y(\tilde{X}, X^+).$$

(3.16)

3.2.2 “Double-semiclassical” solution of the wave equation

Denoting $X^+$ by $t$, (3.11) takes the form of an auxiliary Schrödinger equation with Hamiltonian

$$\mathcal{H} = \frac{it}{2(R^2 + t^2)} + \frac{P^2}{2k_-} + \frac{\beta R k_\Theta}{(R^2 + t^2)^{3/2}} + \frac{k_\Theta^2}{2k_- (R^2 + t^2)} + \frac{\alpha}{2} \frac{X^2 R^2 k_-}{(R^2 + t^2)^2} + \frac{m^2}{2k_-}$$

(3.17)

(up to a sign difference in the left hand side of (3.11)). As the corresponding Hamiltonian (3.17) is quadratic in $X$, (3.11) can be solved exactly by WKB methods. The starting point is the observation that the ansatz

$$\phi(X_1, t_1|X_2, t_2) = A(t_1, t_2) \exp(-i S_{cl}[X_1, t_1|X_2, t_2])$$

(3.18)

solves (3.11) (with $t_2 \to t$) if

$$S_{cl} = \int_{t_1}^{t_2} dt\, \left( P\dot{X} - \mathcal{H} \right) \bigg|_{X=X_{cl}(X_1, t_1|X_2, t_2)};$$

(3.19)

$$-2k_- \frac{\partial A(t_1, t)}{\partial t} = A(t_1, t) \frac{\partial^2 S_{cl}[X_1, t_1|X, t]}{\partial X^2}. \quad (3.20)$$

Here, $S_{cl}$ is the classical action with boundary conditions $X(t_1) = X_1$, $X(t_2) = X_2$. More general solutions to (3.11) are obtained by integrating (3.18) over $X_1$, weighted by an arbitrary smooth wavepacket.

A subtlety arises in this ansatz when the dynamical evolution reaches a focal point $t_2 = t^*$, where the classical action diverges, unless a certain relation between $X_1$ (“the source”) and $X_2$ (“the image”) is met. At such focal points, the differential equation for $A(t_1, t_2)$ becomes singular. In that case, one solves the WKB equations away from $t^*$ and connects the solution by a phase jump at the focal point. The phase jump should be chosen
such that convolutions of (3.18) with a smooth wavepacket are continuous across the focal point. The general guidelines for this procedure are best familiar in the context of caustic submanifolds in geometrical optics (see, for example, [21, 21]) and the above-mentioned correction pre-factors have become known as the Maslov phases. We shall give some further details in appendix B.

In order to give a transparent derivation of the solution to (3.21) and the corresponding value of the classical action, we first consider the two independent solutions to the homogeneous version of (3.21a):

\[
\dot{X} + \alpha \frac{R^2}{(R^2 + t^2)^2} X = -\frac{\beta k_\Omega}{k_-} \frac{R}{(R^2 + t^2)^{3/2}},
\]

(3.21a)

\[
X(t_1) = X_1, \quad X(t_2) = X_2.
\]

(3.21b)

This equation is actually exactly solvable, and it has become known as the equation for “bending of a double-walled compressed bar with a parabolic cross-section” [22]. It can be reduced to a driven harmonic oscillator with constant frequency via substitution $X = \sqrt{R^2 + t^2} \chi(\eta(t))$, taking $\eta = \arctan(t/R)$:

\[
\frac{d^2 X}{d\eta^2} + (1 + \alpha) \chi = -\frac{\beta k_\Omega}{Rk_-}
\]

(3.22)

In order to give a transparent derivation of the solution to (3.21) and the corresponding value of the classical action, we first consider the two independent solutions to the homogeneous version of (3.21a):

\[
f(t) = \sqrt{R^2 + t^2} \sin \left( \sqrt{1 + \alpha} \arctan \frac{t}{R} \right),
\]

(3.23a)

\[
h(t) = \sqrt{R^2 + t^2} \cos \left( \sqrt{1 + \alpha} \arctan \frac{t}{R} \right).
\]

(3.23b)

A useful object to consider is the Dirichlet Green function of the operator \(\partial_t^2 + \alpha R^2/(R^2 + t^2)^2\):

\[
G(t, t'|t_1, t_2) = \frac{(f_1 h(t_<) - h_1 f(t_<)) (f_2 h(t_>)) - h_2 f(t_<))}{W[f, h](f_1 h_2 - h_1 f_2)},
\]

(3.24)

satisfying

\[
\left( \partial_t^2 + \frac{\alpha R^2}{(R^2 + t^2)^2} \right) G(t, t'|t_1, t_2) = \delta(t - t'), \quad G(t_1, t'|t_1, t_2) = 0, \quad G(t_2, t'|t_1, t_2) = 0
\]

(3.25)

with $W[f, h] = f h - h f$ being the Wronskian of $f(t)$ and $h(t)$ (independent of $t$), $t_2 > t_1$, $t_< = \min(t, t')$, $t_> = \max(t, t')$ and $f_1 = f(t_1)$, $h_1 = h(t_1)$, etc.

With the Green function given by (3.24), and $b(t)$ denoting the right hand side of equation (3.21a), one can write down the solution to (3.21) as

\[
X_\alpha(t|X_1, t_1; X_2, t_2) = -X_1 \partial_{t'} G(t, t'|t_1, t_2)|_{t'=t_1} + X_2 \partial_{t'} G(t, t'|t_1, t_2)|_{t'=t_2}
\]

\[
+ \int_{t_1}^{t_2} dt' G(t, t'|t_1, t_2) b(t')
\]

(3.26)
Given the above formulas, the classical action can be written in a relatively general form that will turn out to be useful later:

\[
S_{cl} = -\frac{k_-}{2} \left[ \frac{h_2 f_1 - f_2 h_1}{f_1 h_2 - h_1 f_2} \right] X_1^2 + \frac{k_-}{2} \left[ \frac{f_1 h_2 - h_1 f_2}{f_1 h_2 - h_1 f_2} \right] X_2^2 - k_- \left[ \frac{W[f, h]}{f_1 h_2 - h_1 f_2} \right] X_1 X_2 \tag{3.27a}
\]

\[
- k_- \int_{t_1}^{t_2} dt \left( f_2 h(t) - f_1 f(t) \right) X_1 - k_- \int_{t_1}^{t_2} dt \left( f_1 h(t) - h_1 f(t) \right) X_2 \tag{3.27b}
\]

\[
+ k_- \int_{t_1}^{t_2} dt' \int_{t_1}^{t'} dt \frac{f_2 h(t') - h_2 f(t')}{W[f, h](f_1 h_2 - h_1 f_2)} b(t') \tag{3.27c}
\]

\[
- \frac{m^2}{2k_-} (t_2 - t_1) - i \frac{1}{2} \ln \frac{\sqrt{R^2 + t_2^2}}{\sqrt{R^2 + t_1^2}} \tag{3.27d}
\]

Of course, one can also solve the equations of motion (3.21) explicitly:

\[
X_1 = X_1 \frac{\sqrt{R^2 + t_1^2}}{\sqrt{R^2 + t_1^2}} \sin \Delta_{12} + X_2 \frac{\sqrt{R^2 + t_2^2}}{\sqrt{R^2 + t_2^2}} \sin \Delta_{1t}
\]

\[
- \frac{\beta k \Theta \sqrt{R^2 + t_1^2}}{R k_- (1 + \alpha)} \left[ 1 - \frac{\sin \Delta_{12}}{\sin \Delta_{12}} - \frac{\sin \Delta_{1t}}{\sin \Delta_{12}} \right] \tag{3.28a}
\]

\[
\Delta_{12} = \frac{\sqrt{1 + \alpha}}{2} \left( \arctan \frac{t_2}{R} - \arctan \frac{t_1}{R} \right) \tag{3.28b}
\]

\[
\Delta_{1t} = \frac{\sqrt{1 + \alpha}}{2} \left( \arctan \frac{t}{R} - \arctan \frac{t_1}{R} \right) \tag{3.28c}
\]

The classical action can now be evaluated either by brute force using the explicit classical solution (3.28), or, with less work, from (3.27):

\[
S_{cl}[X_1, t_1 | X_2, t_2] = - k_- \left[ \frac{t_1}{2 (R^2 + t_1^2)} - \frac{R \sqrt{1 + \alpha}}{2 (R^2 + t_1^2)} \cot \Delta_{12} \right] X_1^2 \tag{3.29a}
\]

\[
+ k_- \left[ \frac{t_2}{2 (R^2 + t_2^2)} + \frac{R \sqrt{1 + \alpha}}{2 (R^2 + t_2^2)} \cot \Delta_{12} \right] X_2^2 \tag{3.29b}
\]

\[
- \frac{k_- \sqrt{1 + \alpha}}{R \sqrt{R^2 + t_1^2}} \sqrt{R^2 + t_2^2} \sin \Delta_{12} X_1 X_2 \tag{3.29c}
\]

\[
- \frac{\beta k \Theta \sqrt{1 + \alpha}}{\sqrt{R^2 + t_1^2}} \tan \Delta_{12} X_1 \tag{3.29d}
\]

\[
- \frac{\beta k \Theta \sqrt{R^2 + t_2^2}}{\sqrt{1 + \alpha} \sqrt{R^2 + t_2^2}} \tan \Delta_{12} X_2 \tag{3.29e}
\]

\[
- \frac{\beta k^2}{k_- (1 + \alpha)^{3/2}} \frac{1}{R} (\tan \Delta_{12} - \Delta_{12}) \tag{3.29f}
\]

\[
- \frac{m^2}{2k_-} (t_2 - t_1) - i \frac{1}{2} \ln \frac{\sqrt{R^2 + t_2^2}}{\sqrt{R^2 + t_1^2}} - \frac{k^2 \Delta_{12}}{k_- R \sqrt{1 + \alpha}} \tag{3.29g}
\]
Next we consider the “quantum-mechanical” prefactor (3.31). With the expression for $S_{cl}$ given by (3.27), equation (3.20) becomes:

$$\frac{\partial A(t_1, t)}{\partial t} = -\frac{1}{2} \left( f_1 \dot{h} - h_1 \dot{f} \right) A(t_1, t).$$

(3.30)

This leads to the solution

$$A(t_1, t_2) = \mathcal{N} \left( R^2 + t_2^2 \right)^{-1/4} \left( R^2 + t_1^2 \right)^{-1/4} \sin2\Delta_{12}^{-1/2} \phi_M,$$

(3.31)

which contains the Maslov phase $\phi_M$ and a constant normalization factor $\mathcal{N}$. The Maslov phase is piecewise constant away from the focal points (the positions of focal point for $t_2$ are functions of $t_1$). Its value is worked out in appendix [4].

We can now fix the normalization of $A(t_1, t_2)$ by imposing (3.18):

$$\mathcal{N} = \sqrt{\frac{R\sqrt{1 + \alpha}}{2\pi\sqrt{R^2 + t_1^2}}}$$

(3.32)

### 3.2.3 The $R \to 0$ limit

Now that we have constructed the “propagator” $\phi(X_1, t_1|X_2, t_2)$, which provides a basis of mode functions labelled by $X_1$, we can investigate its $R \to 0$ limit, which will only exist for special values of $\alpha$ and $\beta$.

The first non-trivial condition for the existence of an $R \to 0$ limit comes from the prefactor $A(t_1, t_2)$. This will vanish identically for $t_1 < 0$, $t_2 > 0$ as $R$ is sent to 0 (which would make the field operator vanish identically and manifestly destroy unitarity), unless

$$\alpha = N^2 - 1,$$

(3.33)

with an integer $N$, on account of the structure $\sqrt{R/\sin2\Delta_{12}}$ in (3.31) combined with (3.32).

This behavior of the prefactor $A(t_1, t_2)$ can be naturally understood by inspecting the classical homogeneous solutions (3.23). For generic values of $\alpha$ and $\beta$, in the $R \to 0$ limit, those behave as $f(t) \to t$ and $h(t) \to |t|$. Since these two functions are not linearly independent on the negative real axis, one will not be able to specify arbitrary initial conditions $(X_1, V_1)$ for the classical solution at $t_1 < 0$. Should one try to do so, in the $R \to 0$ limit, the classical trajectory will be kicked away to infinity for all $t > 0$. Correspondingly, all quantum wavepackets will be kicked away to infinity, and the wave function will vanish at all finite values of $X$ for $t > 0$, as manifested by the behavior of the prefactor $A(t_1, t_2)$.

This problem is avoided, however, for special values of $\alpha$: if $\alpha = (2N)^2 - 1$ (with an integer $N$), the $R \to 0$ limit of the two solutions is $f(t) \to \text{sign}(t)$ and $h(t) \to |t|$; if $\alpha = (2N + 1)^2 - 1$, it is $f(t) \to t$ and $h(t) \to 1$.

A further condition on $\alpha$ and $\beta$ arises from considering the $R \to 0$ limit of the classical action $S_{cl}[X_1, t_1|X_2, t_2]$. The problematic terms in the action (3.29) are those with coefficients containing $k_\Theta^2$, namely:

$$-\frac{\beta^2 k_\Theta^2}{k_-(1 + \alpha)^{3/2} R} \left( \tan\Delta_{12} - \Delta_{12} \right) - \frac{k_\Theta^2 \Delta_{12}}{k_- R \sqrt{1 + \alpha}}.$$

(3.34)
In order to cancel the divergences, we find the following equation for $\beta$:

$$\beta^2 = \frac{1 + \alpha}{1 - \tan \left( \frac{\pi}{2} \frac{1 + \alpha/2}{\sqrt{1 + \alpha/2}} \right)}.$$  

(3.35)

If $\alpha = (2N + 1)^2 - 1$, this condition would make us na"ively conclude that $\beta = 0$. However, a direct inspection of (3.34) reveals that it wouldn’t make the divergence cancel. The only other option remaining is

$$\alpha = (2N)^2 - 1, \quad \beta = 2N$$  

(3.36)

($\beta = -2N$ corresponds to the same space written in different coordinates). These are the conditions for existence of an $R \to 0$ limit for a free scalar field dynamics on the generalized null-brane. As one would expect, the values $\alpha = 3$ and $\beta = 2$ corresponding to the original null-brane do meet these conditions (for $N = 1$).

### 3.2.4 Mode functions in momentum basis

To facilitate comparison with earlier work, we shall now derive momentum basis mode functions using the position basis mode functions $\phi(X_1, t_1|X_2, t_2)$ of section 3.2.2. The existence of an $R \to 0$ limit will not be affected by such conversion. To obtain the momentum basis mode functions, we take a Fourier transform (with respect to $X_1$) of the “propagator” $\phi(X_1, t_1|X_2, t_2)$ to convert it to an incoming plane wave basis, cancel the “free evolution” by multiplying with $\exp \left[ i \frac{(m^2 + p^2) t_1}{2k_-} \right]$ (we are simply using the freedom we have in defining the basis of mode functions), and take the $t_1 \to -\infty$ limit (which refers our momentum labels to incoming waves in the infinite past). We shall also omit time-independent overall phase factors. Finally, we shall take the limit $t_1 \to -\infty$:

$$V_{k_-, k\theta, p, m} = \lim_{t_1 \to -\infty} \int_{-\infty}^{\infty} dX_1 A(t_1, t_2) \exp (-iS_{cl}) \exp (ipX_1) \exp \left( \frac{i (m^2 + p^2) t_1}{2k_-} \right)$$  

(3.37)

To be consistent with our notation in the beginning of this section, we shall now switch back to writing $X^+$ instead of $t$ for all space-time quantities. We finally obtain the mode functions

$$V_{k_-, k\theta, p, m} = \sqrt{\frac{2RN}{|k_-| (R^2 + (X^+)^2) \sin 2\Delta}} \phi_M$$  

$$\times \exp \left[ \frac{-ik_- X^2}{2 (R^2 + (X^+)^2)} \left( 2NR \cot 2\Delta + X^+ \right) + \frac{iX}{\sqrt{R^2 + (X^+)^2}} \left( k_\theta \tan \Delta + \frac{2RNp}{\sin 2\Delta} \right) \right]$$

$$+ \frac{ipk_\theta}{k_-} \tan \Delta - \frac{ip^2 R N}{k_-} \cot 2\Delta + \frac{ik_\theta^2}{2k_- N R} \tan \Delta + \frac{im^2 X^+}{2k_-} + ik_- X^- + ik_\theta \Theta$$

where $\Delta = N \arctan (X^+/R) + \pi N/2$. 

-- 14 --

JHEP04(2008)036
For $R \to 0$ we obtain:

$$V_{k_-,k_\Theta,p,m} = \frac{1}{\sqrt{|k_- X^+|}} \exp \left( \frac{i\pi}{2} \text{sign}(k_-)(2N - 1)\theta(X^+) \right)$$

$$\times \exp \left[ -ipX \text{sign}(X^+) + \frac{ip^2X^+}{k_-} - \frac{ik^2_{\Theta}}{2k_-} + \frac{im^2X^+}{2k_-} + ik_-X^- + ik_\Theta \Theta \right].$$

where $\theta(t)$ denotes the Heaviside step function.

In order to compare our mode functions (3.38) with those derived in [8], we write out the mode functions for $N = 1$ explicitly:

$$V_{k_-}^{(N=1)} = \frac{1}{\sqrt{|k_- X^+|}} \phi_M \exp \left[ -\frac{ipk_\Theta R}{k_- X^+} + \frac{ip^2}{k_-} \frac{R^2 -(X^+)^2}{2X^+} - \frac{i X}{\sqrt{R^2 + (X^+)^2}} \left( k_\Theta \frac{R}{X^+} + p \frac{R^2 +(X^+)^2}{X^+} \right) \right]$$

$$\times \exp \left[ -ipk_\Theta R + \frac{ip^2}{k_-} \frac{R^2 -(X^+)^2}{2X^+} - \frac{i k^2_{\Theta}}{2k_-} + \frac{im^2X^+}{2k_-} + ik_-X^- + ik_\Theta \Theta \right].$$

The general expression for the Maslov phase $\phi_M$ is given in appendix B. For $N = 1$, there is only one focal point at $X^+ = 0$, and the Maslov phase becomes:

$$\phi_M = \exp \left( \frac{i\pi}{2} \text{sign}(k_-) \theta(X^+) \right).$$

Written in our interpolating coordinates from (3.7), the mode functions of [8] can be re-expressed as

$$\frac{1}{\sqrt{iX^+}} \exp \left[ \frac{ip^2R^2X^2}{2X^+ (R^2 + (X^+)^2)} - \frac{i X}{\sqrt{R^2 + (X^+)^2}} \left( J \frac{R^2 + (X^+)^2}{RX^+} - nX^+ \frac{R}{R} \right) \right]$$

$$- \frac{i X}{2p^+} \left( \frac{n - J}{R} \right)^2 + \frac{iJ^2}{2p^+ X^+} - \frac{im^2X^+}{2p^+} - ip^+ X^- + in\Theta \right],$$

with $J$, $n$ being the labels used in [8].

The equality of the two expressions (up to normalization conventions) is established by recognizing the following identifications:

$$k_- = -p^+,$$

$$p = \frac{J - n}{R},$$

$$k_\Theta = n.$$

Our results thus agree with those of [8] for non-zero values of $R$ in the particular case of the null-brane ($\alpha = 3$, $\beta = 2$). Now we are ready to examine the $R \to 0$ limit (where our choice of coordinates will reveal a peculiar reflection property at the singularity) for the original as well as the generalized null-brane.
3.3 Qualitative properties of the singular limit

To recapitulate, we have examined the dynamics of a free scalar field on the following 3-parameter \((\alpha, \beta, R)\) family of backgrounds ("generalized null-brane"):

\[
ds^2 = -2dX^+dX^- + X^2R^2(\beta^2 - \alpha)(dx^+)^2 + \frac{2\beta XR}{\sqrt{R^2 + (x^+)^2}}dX^+d\Theta + (R^2 + (x^+)^2)d\Theta^2 + dx^2
\] (3.44)

As \(R\) goes to 0, all of these geometries (irrespective of the values of \(\alpha\) and \(\beta\)) reduce (away from \(X^+ = 0\)) to the parabolic orbifold times a line:

\[
ds^2 = -2dX^+dX^- + (x^+)^2d\Theta^2 + dx^2
\] (3.45)

What we have found is that the \(R \to 0\) limit of the scalar field mode functions exists only when \(\alpha = (2N)^2 - 1\) and \(\beta = 2N\), with \(N\) being an integer.

In terms of the limiting expression for the mode functions (3.39), we find few surprises. The result is essentially independent of the values of \(\alpha\) and \(\beta\) (for those values for which the limit exists) and bears a close resemblance to the mode functions obtained in [8]. However, the minor discrepancy between our results and those of [8] deserves some clarification.

For any \(\alpha\) and \(\beta\), the metric of the generalized null-brane converges to the metric of the parabolic orbifold times a line (3.45), which is formally the same as the metric of the parabolic orbifold written in the \(y\)-coordinates of [8]. Given only the \(R = 0\) expressions, it may therefore be tempting to identify \((y^+, y^-, y, u) \leftrightarrow (x^+, x^-, \Theta, X)\). With this identification, however, the mode functions are not exactly the same, even for the case of the original null-brane \((\alpha = 3, \beta = 2)\). The difference between the two is the factor of \(\text{sign}(x^+)\) in front of the \(ipX\) term in the exponential of (3.39). It is important to realize that the difference between the two sets of mode function does not represent any dynamical distinction. Rather, it is explained by the difference in the choice of coordinates.

To construct the parabolic orbifold (3.45) as an \(R \to 0\) limit of the null-brane, the authors of [8] employ their singular \(y\)-coordinates (this coordinate system fails at \(X^+ = 0\) even for smooth spaces at non-zero \(R\)). As a result, they obtain mode functions without\(^4\) the aforementioned factor \(\text{sign}(x^+)\).

On the other hand, we construct the parabolic orbifold metric (3.45) and the corresponding coordinates as an \(R \to 0\) limit of smooth coordinate systems parametrizing smooth geometries. In this case, the factor of \(\text{sign}(x^+)\) is present and its effect is that the position and velocity in the \(X\)-direction for all particles are reflected as they pass through \(X^+ = 0\). Even though the two sets of mode functions are essentially equivalent (and only differ by a coordinate choice), one may think of our present parametrization as being more accurate. Indeed, it is very natural to demand that, since the singular space is constructed as an

\(^4\)Incidentally, the same mode functions are obtained by applying the non-geometrical "minimal subtraction" prescription of [13] directly to a free scalar field on the parabolic orbifold, without any recourse to the null-brane or its generalizations. See appendix A.
$R \to 0$ limit of smooth resolved geometries, the coordinates on the singular space should be constructed as an $R \to 0$ limit of smooth coordinate systems on the smooth resolved geometries (even though, with our present theoretical understanding of space-time singularities, it is not possible to give a systematic justification to this treatment of coordinate systems). Note that the flip of the $X$-direction for positive $X^+$ cannot be undone by a smooth coordinate transformation, so it will always be present if the parabolic orbifold metric (3.45) is constructed as a limit of a smooth coordinate frame on the (generalized) null-brane.

One finds considerably more surprises if one contemplates the properties of those geometrical resolutions for which the singular limit of the scalar field dynamics exists (rather than merely examining the limiting expressions for the mode functions).

Firstly, looking at the null-brane example of [8], one could get the impression that the singular limit exists because the curvature is identically zero for any finite $R$ (in a way, one can say that the singularity is never really “there”). However, this is not the case. The non-vanishing components of the Riemann tensor for our generalized null-brane geometries are

$$R_{+X+X} = \frac{R^2(4\alpha - 3\beta^2)}{4(R^2 + (X^+)^2)^2}, \quad R_{+\Theta+\Theta} = \frac{R^2(\beta^2 - 4)}{4(R^2 + (X^+)^2)}. \quad (3.46)$$

So, generically, the curvature will blow up around $X^+ = 0$ as $R$ is sent to 0, even for those values of $\alpha$ and $\beta$, for which the singular limit of the scalar field dynamics exists ($\alpha = (2N)^2 - 1, \beta = 2N$). Note that the Ricci scalar vanishes, so our results do not depend on the choice of the Ricci scalar coupling of the scalar field (minimal, conformal, etc., [25]).

Furthermore, one could examine the Weyl tensor:

$$C_{+X+X} = \frac{R^2(\alpha + 1 - \beta^2)}{2(R^2 + (X^+)^2)^2}, \quad C_{+\Theta+\Theta} = -\frac{R^2(\alpha + 1 - \beta^2)}{2(R^2 + (X^+)^2)} \quad (3.47)$$

and notice that it actually does vanish for all those cases when the limit exists (within the particular family of geometries we have been considering). However, there are many values of $\alpha$ and $\beta$ for which the Weyl tensor (3.47) vanishes, yet no $R \to 0$ limit of the scalar field dynamics exists. For that reason, conformal flatness is not likely to constitute an important part in possible explanations for the existence of the singular limit.

Perhaps the most puzzling feature of our results is the very fact that the limit appears to exist for a discrete subset of the possible parameter values within our family of geometries. One could think of this as being an artifact of choosing our particular slice in the space of all possible geometries (this, however, would obviously require a fairly delicate coincidence). If, on the other hand, the feature is generic, it would point to an interesting sort of discreteness inherent to the dynamics in the near-singular region. This question would certainly deserve further investigation, even though that would require mathematical machinery going beyond what has been employed in our present considerations.

---

5. These will obviously vanish for the values of $\alpha$ and $\beta$ corresponding to the original null-brane space-time: $\alpha = 3, \beta = 2$. 
4. The light-like reflector plane

Our generalized null-brane considerations of the previous section suggest a very natural simplification. Namely, instead of (3.8) we shall consider the following metric:

\[ ds^2 = -\frac{\alpha R^2 X^2}{(R^2 + (X^+)^2)^2} (dX^+)^2 - 2dX^+dX^- + dX^2. \]  

(4.1)

This space-time can be classified as a pp-wave geometry (see, for example, [26]), and, in particular, it can be extended to a 10-dimensional background satisfying Einstein’s equation by inclusion of the appropriate antisymmetric tensor field and dilaton. What makes this particular pp-wave interesting is that it develops a strong singularity when \( R \) is sent to 0 (for example, the singularity is much more dangerous than the “weak pp-wave singularities” of [27]). Furthermore, the \( R \to 0 \) limit of the wave equation in this geometry can be explicitly analyzed.

We shall not present a detailed derivation of the mode functions for (4.1), but simply notice that the wave equation in this background is formally analogous to that on the generalized null-brane (3.11), with \( \beta = 0, k_\Theta = 0 \) and the first term on the right hand side omitted (this term comes from the determinant of the generalized null-brane metric). The expression for the position basis mode functions \( \phi(X_1, t_1 | X_2, t_2) = \mathcal{A}(t_1, t_2) \exp[-iS_{cl}(X_1, t_1 | X_2, t_2)] \) then follows from (3.29), (3.31), (3.32):

\[
\begin{align*}
S_{cl}[X_1, t_1 | X_2, t_2] &= -k_2 \left[ \frac{t_1}{2(R^2 + t_1^2)} - \frac{R\sqrt{1+\alpha}}{2(R^2 + t_1^2)} \cot 2\Delta_{12} \right] X_1^2 \tag{4.2a} \\
&\quad + k_2 \left[ \frac{t_2}{2(R^2 + t_2^2)} + \frac{R\sqrt{1+\alpha}}{2(R^2 + t_2^2)} \cot 2\Delta_{12} \right] X_2^2 \tag{4.2b} \\
&\quad - \left[ \frac{k_2 \sqrt{1+\alpha} R}{\sqrt{R^2 + t_1^2 \sin 2\Delta_{12}}} \right] X_1 X_2 - \frac{m^2}{2k_-} (t_2 - t_1) \tag{4.2c}
\end{align*}
\]

(4.2)

\[ \mathcal{A}(t_1, t_2) = \left( \frac{2\pi}{R\sqrt{1+\alpha}} \sqrt{R^2 + t_1^2} \sqrt{R^2 + t_2^2} \sin 2\Delta_{12} \right)^{-\frac{1}{2}} \phi_M \]  

(4.3)

(with \( \Delta_{12} = \sqrt{1+\alpha} (\arctan(t_2/R) - \arctan(t_1/R)) / 2 \) and \( \phi_M \) being the appropriate Maslov phase).

The \( R \to 0 \) limit of \( \phi(X_1, t_1 | X_2, t_2) \) exists if \( \alpha = K^2 - 1 \) (with \( K \) being an integer) and equals

\[ \phi(X_1, t_1 | X_2, t_2) = \frac{1}{\sqrt{2\pi |t_2 - t_1|}} \phi_M \times \exp \left[ \frac{ik_-}{2} \left( X_2 - (\text{sign}(t_1) \text{sign}(t_2))^{K+1} X_1 \right)^2 + \frac{im^2}{2k_-} (t_2 - t_1) \right]. \]  

(4.4)

If \( K \) is odd, the above expression merely represents free motion on Minkowski space. To verify this statement, one can simply check that \( \phi(X_1, t_1 | X_2, t_2) \) solves the Minkowski space wave equation written in light cone coordinates:

\[ -i\dot{\phi} = -\frac{\partial^2 \phi}{2k_-} + \frac{m^2}{2k_-} \phi \]  

(4.5)
Despite the strength of the singularity in the $R \to 0$ limit, the free scalar field dynamics actually becomes identical to that on a completely flat space.

If $K$ is even, the motion is still free for all positive and all negative $t$ (read $X^+$). However, as the particles pass through $X^+ = 0$, their positions and velocities in the $X$-direction are reflected (note the $(\text{sign}(t_1) \text{sign}(t_2))^{K+1}$ structure in (4.4)). This reflection is similar to the one happening for the case of the generalized null-brane, but it occurs on a simpler space-time geometry. The mode functions corresponding to (4.4) can be easily derived by means of a Fourier transformation, analogously to section 3.2.4.

Because of the property we have just described, we call the space-time (4.1) with $\alpha = (2N)^2 - 1$, where $N$ is an integer, the light-like reflector plane. It is an extremely simple family of pp-wave geometries developing a strong singularity at $X^+ = 0$ when $R$ is sent to 0. Furthermore, at least for free propagation in this background, the singular limit is manifestly well-defined, and includes a curious light-like object reflecting the positions and velocities of all particles passing through it. Given its simplicity, the background presented in this section may be worth studying as a toy model for light-like singularities in both perturbative string theory and matrix theory contexts.

5. Conclusions

In this paper, we have noted the relevance of Hamiltonians with singular time dependences involving multiple operator structures for the problem of geometrical resolution of singular space-times. We have given a general review of the quantum dynamics corresponding to this type of Hamiltonians, and emphasized some important simplifications, which can occur if the Hamiltonian possesses a finite dimensional dynamical group.

Turning further to a particular case of interest, we considered a 2-parameter generalization of the null-brane space-time, and addressed the question of the singular limit of a free scalar field dynamics on this background. Surprisingly, this limit happened to exist for a discrete subset of the possible values of the two parameters. The limiting mode functions are closely related to those previously obtained for the null-brane [8]. We have opted for an accurate coordinatization of the singular limit of our spaces, based on taking a limit of smooth coordinate systems on the smooth geometrical resolutions. In contrast to those employed in [8], our coordinate system reveals a peculiar “reflection” property of the generalized (as well as the original) null-brane space-times.

Our analysis of the generalized null-brane suggested a natural simplification, and we termed this simplified geometry the light-like reflector plane. This space-time is a fairly simple pp-wave, whose singular limit is a light-like plane reflecting the positions and velocities of all particles as they pass through it. Due to the simplicity of its singular structure, the light-like reflector plane may turn out to be an interesting toy model for studying light-like space-time singularities in perturbative string theory and matrix theory.
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A. Minimal subtraction for the parabolic orbifold

It is instructive to compare our derivations of section 3 (based on geometrical regularizations of the singularity) with what we would have obtained by applying the “minimal subtraction” prescription of [13] directly to the parabolic orbifold.

We write the action for a massive scalar field in the parabolic orbifold using the metric (3.2):

$$S = \int dy^+ dy^- dz |y^+| \left( \partial_+ \phi \partial_- \phi - \frac{(\partial_y \phi)^2}{(y^+)^2} - \frac{m^2 \phi^2}{2} \right). \quad (A.1)$$

We decompose $\phi$ into Fourier modes along $y^-$ and $y^+$ (with the condition $\phi^*_l,k_y = \phi_{-l,-k_y}$):

$$\phi = \frac{1}{2\pi} \sum_{k_y} \int dl \phi_{l,k_y} \exp(ily^- + ik_y y). \quad (A.2)$$

Now the action can be rewritten as

$$S = \sum_{k_y} \int dy^+ dl |y^+| \left[ il \left( \phi_{l,k_y} \partial_+ \phi^*_{l,k_y} - \phi^*_{l,k_y} \partial_+ \phi_{l,k_y} \right) - \left( \frac{k_y^2}{(y^+)^2} + m^2 \right) \phi_{l,k_y} \phi^*_{l,k_y} \right] \quad (A.3)$$

The equations of motion are

$$2il\partial_+ \phi_{l,k_y} + \frac{il}{y^+} \phi_{l,k_y} + \left( \frac{k_y^2}{(y^+)^2} + m^2 \right) \phi_{l,k_y} = 0. \quad (A.4)$$

One can deal with the constraints due to the first order nature of the light-cone formalism by choosing $\tilde{\phi}_{l,k_y} = \sqrt{il} y^+ \phi_{l,k_y}$ as the canonical coordinate and $\tilde{\pi}_{l,k_y} = \sqrt{il} y^+ \phi^*_{l,k_y}$ as its conjugate momentum. We obtain the Hamiltonian

$$H = \sum_{k_y} \int dy^+ dl \frac{1}{2il} \left( \frac{k_y^2}{(y^+)^2} + m^2 \right) \tilde{\pi}_{l,k_y} \tilde{\phi}_{l,k_y}. \quad (A.5)$$

We now apply the “minimal subtraction” scheme of [13] to the singular time $(y^+)$ dependence in (A.3):

$$\frac{1}{(y^+)^2} \rightarrow \frac{(y^+)^2 - \epsilon^2}{(y^+)^2 + \epsilon^2}^2 \quad (A.6)$$

(One could in principle add a (resolved) $\delta$-function with an arbitrary coefficient on the right hand side, but we shall not make use of this freedom for the sake of brevity.) The solution for $\tilde{\phi}$ reads:

$$\tilde{\phi}_{l,k_y} \propto \exp \left( -\frac{m^2}{2il} y^+ + \frac{k_y^2}{2il} \frac{y^+}{(y^+)^2 + \epsilon^2} \right). \quad (A.7)$$
We can return to the original $\phi_{l,k_y}$ and write the scalar field mode functions as:

$$
\psi_{l,k_y,m^2}(y^+,y^-,y) \propto \frac{1}{\sqrt{2i\hbar y^+}} \exp\left( -\frac{m^2}{2i\hbar} y^+ + \frac{k_y^2}{2l} (y^+)^2 + ik_y y + il y^- \right). \quad (A.8)
$$

In order to compare with the mode functions of $[8]$, we identify $k_y = J$ and $p^+ = -p_- = -l$. Furthermore, the mode functions of $[8]$ are derived for the parabolic orbifold times a line, whereas the mode functions $[A,8]$ refer to the parabolic orbifold proper. To compensate for this difference, one should set the momentum along the extra line in $[8]$ to zero (which amounts to imposing $n = J$ in the notation of that paper). Thereafter, the two sets of mode functions agree.

Note that the agreement is largely accidental. The mode function of $[8]$ are derived via a geometrical regularization, but they are written in the singular $y$-coordinates (see further discussion in section 3.3). The minimal subtraction mode function are obtained through a regularization procedure that does not admit a geometrical interpretation.

### B. Focusing properties of the wave equation and the Maslov phase

In evolution of classical dynamical systems, it often happens that all classical trajectories starting at $(X_1, t_1)$ reach the same point $X^*(X_1)$ at the moment $t^*(t_1)$ (irrespective of their initial velocity $V_1$). Under such circumstances, one speaks of $t^*(t_1)$ as being a classical focal point of the evolution.

If $t^*(t_1)$ is such a focal point, the classical action $S_{cl}[X_1, t_1|X_2, t^*(t_1)]$ will diverge unless $X_2 = X^*(X_1, t_1)$ (for, did it not, there would have been classical trajectories connecting $(X_1, t_1)$ and $(X_2, t^*(t_1))$ for $X_2 \neq X^*(X_1, t_1)$, in contradiction with the definition of a focal point). As we already remarked in section 3.2.2, if one pursues a semiclassical construction of the quantum-mechanical mode functions, such singular behavior of the classical action introduces formal complications in equation (3.21). A general recipe for handling this type of singular features can be given $[20, 21]$. However, in our present context, it will be more practical to analyze the relevant solution for our particular form of the classical action.

To this end, we shall rewrite (3.27) in the following form:

$$
S_{cl}[X_1, t_1|X, t] = \frac{k_-}{2} \left[ \frac{f_1 h - h_1 f}{f_1 h - h_1 f} \right] (X - X^*(X_1, t_1, t))^2 + \cdots \quad (B.1)
$$

$$
= \frac{k_-}{2} \frac{\partial}{\partial t} \ln \left[ f_1 h - h_1 f \right] (X - X^*(X_1, t_1, t))^2 + \cdots , \quad (B.2)
$$

where the dots represent contributions non-singular at $t = t^*(t_1)$. A focal point $X^*(X_1, t_1, t^*(t_1))$ is reached whenever

$$
f_1 h(t^*) - h_1 f(t^*) \equiv f(t_1) h(t^*) - h(t_1) f(t^*) = 0. \quad (B.3)
$$

At the same time, equation (3.30) for the prefactor $A(t_1, t)$ can be solved on the left and on the right of the focal point $t^*(t_1)$ (even though constructing a solution at $t = t^*(t_1)$ naïvely
would be problematic on account of the singularity on the right hand side of (3.30):

\[
A(t_1, t) = N_\prec |f_1 h(t) - h_1 f(t)|^{-1/2} \quad (t < t^*(t_1)),
\]

\[
A(t_1, t) = N_\succ |f_1 h(t) - h_1 f(t)|^{-1/2} \quad (t > t^*(t_1))
\]

(with \(N_\prec\) and \(N_\succ\) being complex constants).

Armed with these relations, we can examine the behavior of the entire wave function
\[
\phi(X_1, t_1 | X, t) = A(t_1, t) \exp \left( -i S_{cl} [X_1, t_1 | X, t] \right)
\]
in the vicinity of a focal point \(t^*(t_1)\). Generically assuming that \(f_1 h(t) - h_1 f(t)\) has a simple zero at the focal point, \(f_1 h(t) - h_1 f(t) \propto t - t^*(t_1)\), and keeping in mind that

\[
\lim_{\lambda \to \infty} \sqrt{\frac{\lambda}{\pi}} \exp \left( -\frac{i \pi}{4} \text{sign}(\lambda) \right) \exp \left( i \lambda x^2 \right) = \delta(x),
\]

we conclude that

\[
\lim_{t \to t^*(t_1)_-} \phi(X_1, t_1 | X, t) = A_\prec \delta(X - X^*(X_1, t_1)),
\]

\[
\lim_{t \to t^*(t_1)_+} \phi(X_1, t_1 | X, t) = A_\succ \delta(X - X^*(X_1, t_1)),
\]

with

\[
\frac{A_\prec}{A_\succ} = \frac{N_\prec \exp \left( i \pi \text{sign}(k_-)/4 \right)}{N_\succ \exp \left( -i \pi \text{sign}(k_-)/4 \right)}
\]

If we further demand that the limits in (B.4) should be the same (this automatically ensures that any convolution of \(\phi(X_1, t_1 | X, t)\) with a smooth wave packet is continuous across the focal point), we conclude that

\[
\frac{N_\succ}{N_\prec} = \exp \left( i \pi \text{sign}(k_-) \right).
\]

When there are many focal points \(t^*_\ell(t_1)\), each of them will give a contribution, and the resulting wave function can be written as

\[
\phi(X_1, t_1 | X, t) = N \phi_M \left| f_1 h(t) - h_1 f(t) \right|^{-1/2} \exp \left( -i S_d [X_1, t_1 | X, t] \right)
\]

with a constant normalization factor \(N\) and the Maslov phase \(\phi_M\) of the form

\[
\phi_M = \exp \left( i \frac{\pi}{2} \text{sign}(k_-) \sum \theta(t - t^*_\ell) \right)
\]

(\(\theta(t)\) being the Heaviside step function).

We now turn to our specific case for which the relevant term in the classical action (3.24) near a focal point is given by:

\[
S_d [X_1, t_1 | X, t] \approx k \left[ \frac{t}{2 (R^2 + t^2)} + \frac{R \sqrt{1 + \alpha}}{2 (R^2 + t^2)} \cot 2\Delta_1 t \right] X^2 + \cdots
\]
The focal points are the poles of $\cot 2\Delta_{1t}$:

$$t^* = t_1 + R \tan(\frac{\pi \ell}{\sqrt{1 + \alpha}}), \quad \ell \in \mathbb{Z}$$

(B.12)

The value of $\alpha$ determines the number of focal points. We will restrict our attention to the case $\alpha = (2N)^2 - 1$ relevant for our present investigation, and we obtain $\ell \in \{1, \ldots, 2N-1\}$, i.e., $2N - 1$ focal points.

In the $R \to 0$ limit, all the $2N - 1$ focal points are squeezed into $t = 0$. This means that there will be one large phase jump from $t < 0$ to $t > 0$. We thus obtain the following expression for the Maslov phase in the $R \to 0$ limit:

$$\phi_M = \exp\left(\frac{i\pi}{2} \text{sign}(k_-) (2N - 1) \theta(t)\right).$$

(B.13)
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