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Abstract. Primordial black holes may owe their origin to the small-scale enhancement of the comoving curvature perturbation generated during inflation. Their mass fraction at formation is markedly sensitive to possible non-Gaussianities in such large, but rare fluctuations. We discuss a path-integral formulation which provides the exact mass fraction of primordial black holes at formation in the presence of non-Gaussianity. Through a couple of classes of models, one based on single-field inflation and the other on spectator fields, we show that restricting to a Gaussian statistics may lead to severe inaccuracies in the estimate of the mass fraction as well as on the clustering properties of the primordial black holes.
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1 Introduction

With the recent detection of gravitational waves originated by two $\sim 30M_\odot$ black holes [1] the idea that Primordial Black Holes (PBHs) might form a considerable fraction of the dark matter [2–4] has regained momentum [5–7] (see ref. [8] for a recent review). While it is still unclear if PBHs can contribute to the totality of the dark matter [9–11], there are various hints indicating that their abundance might be comparable to that of dark matter [12] and that they could provide the seeds for the cosmic structures [13].

While PBHs can be generated at the QCD epoch [14] (for a recent analysis see ref. [15]) or during phase transitions [16], a popular mechanism for the formation of PBHs is within the so-called “spiky” scenario in which PBHs are originated from the enhancement of the curvature power spectrum below a certain length scale due to spiky features [17–19]. Such an enhancement can be produced either within single-field models of inflation, see for instance refs. [20–22] for some recent work, or through a spectator field which does not contribute significantly to the total curvature perturbation on large observable scales (which is ultimately responsible for the anisotropies in the cosmic microwave background anisotropies), but whose unique role is precisely to enhance the power spectrum at small scales, see for example refs. [23–26]. This spectator field can be even the Higgs of the Standard Model [27, 28].

Once the power spectrum of the curvature perturbation has been enhanced during inflation from its $\sim 10^{-9}$ value at large scales to $\sim 10^{-2}$ on small scales, and after the fluctuations have been transferred to radiation during the reheating process after inflation, PBHs may form from sizeable fluctuations in the radiation density field if they are able to overcome the resistance of the radiation pressure.

A perturbation of fixed comoving size may not start to collapse till it re-enters the cosmological horizon. Therefore, the size of a PBH at formation is related to the horizon length when the corresponding perturbation enters the horizon and collapses. Fluctuations collapse immediately after horizon re-entry to form PBHs if they are sizeable enough. Indicating by
ζ the gauge-invariant comoving curvature perturbation with power spectrum \(P_\zeta\), one can define the smoothed version of it

\[
\zeta_R(\vec{x}) = \int d^3y W(|\vec{x} - \vec{y}|, R) \zeta(\vec{y}) \tag{1.1}
\]

and its variance

\[
\sigma^2(R) = \int \frac{d^3k}{(2\pi)^3} W^2(k, R) P_\zeta(k), \tag{1.2}
\]

where the smoothing out is operated through a window function \(W(k, R)\) where one has to select the radius as the comoving horizon length \(R_H = 1/aH\). A given region collapses to form a PBH if this variance is larger than a critical value \(\zeta_c \simeq (0.05–1)\). The actual value depends on the equation of state \(w\) of the fluid when the perturbation re-enters the horizon \[29\]

\[
\zeta_c = \frac{1}{3} \ln \left( \frac{3(\chi_a - \sin \chi_a \cos \chi_a)}{2\sin^3 \chi_a} \right) \bigg|_{\chi_a = \pi \sqrt{w/(1+3w)}}. \tag{1.3}
\]

For radiation \(w = 1/3\) and one obtains \(\zeta_c \simeq 0.086\). Larger values are also used in the literature \[30–32\]. A common value is \(\zeta_c \simeq 1.3\) and we will adopt it as representative from now on. Notice that one could use also a better criterion \[30\] based on the density contrast (during the radiation era and on comoving slices) \(\Delta(\vec{x}) = (4/9a^2H^2)\nabla^2 \zeta(\vec{x})\) for which the critical value is \(\Delta_c \simeq 0.45 \[33\]. At any rate, our formulae will be valid for both \(\zeta(\vec{x})\) and \(\Delta(\vec{x})\) and their corresponding power spectra on small scales must be rather large if a significant number of PBHs have to form. The mass of a PBH at formation may be directly related to the number \(N\) of e-folds before the end of inflation when the corresponding density fluctuation leaves the Hubble radius \(M \simeq (m_P^2/H)\exp(2N) \[35\], where \(m_P\) is the Planck mass.

Under the assumption that the density contrast is a linear quantity obeying a Gaussian statistics, the primordial mass fraction \(\beta_{\text{prim}}(M)\) of the universe occupied by PBHs formed at the time \(t_M\) is therefore given by

\[
P(\zeta_{R_H} > \zeta_c) = \beta_{\text{prim}}(M) = \int_{\zeta_c}^\infty \frac{d\zeta_{R_H}}{\sqrt{2\pi} \sigma} e^{-\zeta_{R_H}^2/2\sigma^2}, \tag{1.4}
\]

where too large fluctuations have to be disregarded as the collapsing spacetime region behaves as separate closed universe rather than a PBH \[2\]. The total contribution of PBHs at radiation-matter equality is obtained by integrating the corresponding fraction \(\beta(M, t_{\text{eq}}) = a(t_{\text{eq}})/a(t_M)\beta_{\text{prim}}(M, t_M) \[36\] at the time of equivalence

\[
\Omega_{\text{PBH}}(t_{\text{eq}}) = \int_{M_{\text{ev}}(t_{\text{eq}})}^{M(t_{\text{eq}})} d \ln M \beta(M, t_{\text{eq}}), \tag{1.5}
\]

where \(M_{\text{ev}}(t_{\text{eq}}) \simeq 10^{-21} M_\odot\) is the lower mass which has survived evaporation at equality and \(M(t_{\text{eq}})\) is the horizon mass at equality. We warn the reader that, being them not the scope of this paper, in this expression various effects are not accounted for, such as the fact that the

---

1The use of the density contrast \(\Delta(\vec{x})\) clarifies as well the use of the standardly adopted window function: in the case of a spiky power-spectrum like the one we consider, most of the power is concentrated around the spikes; on the other hand, as we mentioned above, fluctuations cannot collapse as long as they are outside the horizon. Hence while the horizon acts as a sort of high-pass filter for \(\Delta\), the combination of this filter with a spiky power-spectrum acts as a sort of band-pass filter which at each time selects the frequency range centred around the spike wavenumber which crosses the horizon at that time.
mass of the PBH is not precisely the mass contained in the corresponding horizon volume, but in reality obeys a scaling relation with initial perturbation [35], that the threshold is shape-dependent [37], or finally that the threshold amplitude and the final black hole mass depend on the initial density profile of the perturbation [38]. Also, we will be dealing here only with the primordial PBH mass fraction. From the time of equality to now, the PBH mass distribution will be altered by merging and accretion [34, 39], processes which we have nothing to say on.

Now, defining

\[ \nu(M) = \frac{\zeta_c}{\sigma(M)}, \]

the Gaussian mass fraction \( \beta_{\text{prim}}(M) \) for \( \nu \gtrsim 5 \) can be well approximated by

\[ \beta_{\text{prim}}(M) \simeq \sqrt{\frac{1}{2\pi \nu^2}} e^{-\nu^2/2}. \]

Since PBHs are generated through very large, but rare fluctuations, their mass fraction at formation is extremely sensitive to changes in the tail of the fluctuation distribution and therefore to possible non-Gaussianities in the density contrast fluctuations [19, 40–48]. This implies that non-Gaussianities need to be accounted for within the spiky scenario as they can alter the initial mass fraction of PBHs in a dramatic way.

We are certainly not the first ones to make this point. For instance, the presence of a scale-invariant local non-Gaussianity, which is nowadays severely constrained by CMB anisotropy measurements [49], can significantly alter the number density of PBHs through mode coupling [50, 51]. In fact here we are rather referring to that non-Gaussianity which is almost inevitably generated at the same small wavelengths where the density perturbations are sizeable and that in the literature is often disregarded, most probably given the associated technical difficulties.

To have the feeling of the level of non-Gaussianity associated to the large perturbations giving rise to the PBHs, let us consider the second-order gauge-invariant comoving curvature perturbation \( \dot{\zeta}_2 \). During inflation, when the perturbations have already left the Hubble radius, it satisfies the equation [52]

\[ \dot{\zeta}_2 = -\frac{H}{(\rho_0 + P_0)} \delta P_2|_\rho - \frac{2}{(\rho_0 + P_0)} \left[ \delta P_1|_\rho - 2(\rho_0 + P_0) \zeta_1 \right] \dot{\zeta}_1, \]

where \( \rho_0 \) and \( P_0 \) are the background energy and pressure densities, \( \delta P|_\rho \) is the gauge-invariant non-adiabatic pressure perturbation (on uniform density hypersurfaces) and \( \zeta_1 \) is the linear gauge-invariant comoving curvature perturbation. In single-field models the non-adiabatic pressure perturbation vanishes and the curvature perturbation \( \zeta \) is conserved at any order in perturbation theory on super-Hubble scales, consistently with eq. (1.8). Indeed, in single-field models the perturbations are generated at Hubble crossing and eq. (1.8) is not useful to estimate the level of non-Gaussianity associated to the fluctuations responsible for the PBHs and one has to resort to a different way of estimating the level of non-Gaussianity. However, in the case of spectator fields, the curvature perturbation is not conserved on super-Hubble scales since the non-adiabatic pressure perturbation is not zero. In such a case, eq. (1.8) signals that the same sizeable linear perturbations which will be responsible for the generation of the PBHs upon horizon re-entry inevitably give rise to sizeable second-order perturbations and therefore to non-Gaussianity, that is \( \zeta_2 = O(1) \zeta_1^2 \) barring cancellations. This simple
argument shows that the level of non-Gaussianity in the large, but rare fluctuations associated to the PBHs may be not insignificant.

The goal of this paper is to discuss the impact of non-Gaussianity on the initial PBH mass fraction. In particular,

1. we follow closely ref. [53] and use a path-integral formulation to provide the probability that the density contrast is larger than a critical value within the horizon at formation time. The expressions are not original, but maybe known more in the community dealing with halo bias. They are exact and no approximations are taken;

2. discuss the fine-tuning needed to achieve for the non-Gaussianity to play no role in the determination of the PBH mass function;

3. compute in two popular classes of spiky models the impact of non-Gaussianity, showing that neglecting it leads to blunders in the estimation of the PBH mass fraction;

4. discuss the impact of non-Gaussianity on the clustering of PBHs.

The paper is organised as follows. In section 2 we describe the technicalities based on the path-integral approach which allow to write exact expressions for the various quantities of interest in the presence on non-Gaussianity. In section 3 we introduce the notion of fine-tuning associated to the non-Gaussianity and in relation to the primordial PBH mass fraction. Sections 4 and 5 contain two illustrative examples and section 6 touches the notion of clustering and non-Gaussianity. Finally, conclusions are contained in section 7.

2 The exact non-Gaussian PBH abundance

This section addresses the calculation of the exact non-Gaussian PBH abundance through a path-integral approach. It has the virtue of not making any simplifying assumption or approximation, but at a price of being rather technical. The uninterested reader can jump directly to the final result in eq. (2.28) or its simplified version (2.32). We follow closely ref. [53] which we reproduce the results of. In this sense this section does not contain any new finding, but maybe results are derived in a more transparent way.

2.1 Basic definitions

Consider the overdensity field $\zeta(\vec{x})$ with a generic probability distribution $P[\zeta(\vec{x})]$. The partition function $Z[J]$ in the presence of an external source $J(\vec{x})$ is given by

$$Z[J] = \int [D\zeta(\vec{x})]P[\zeta(\vec{x})]e^{i\int d^3x J(\vec{x})\zeta(\vec{x})}, \quad (2.1)$$

where the measure $[D\zeta(\vec{x})]$ is such that

$$\int [D\zeta(\vec{x})]P[\zeta(\vec{x})] = 1. \quad (2.2)$$

The functional Taylor expansion of the partition function $Z[J]$ in powers of the source $J(\vec{x})$ specifies the correlators, while the corresponding expansion of $W[J] = \ln Z[J]$ generates the connected correlation functions, which we will denote by

$$\xi^{(N)} = \xi^{(N)}(\vec{x}_1, \cdots, \vec{x}_N). \quad (2.3)$$
We have already introduced the smoothed curvature perturbation over a scale $R$ in eq. (1.1). In a similar manner, we define smoothed connected correlation function $\xi^{(N)}_R(\vec{x}_1, \ldots, \vec{x}_N)$ as

$$\xi^{(N)}_R(\vec{x}_1, \ldots, \vec{x}_N) = \int \xi^{(N)}_R(\vec{y}_1, \ldots, \vec{y}_N) \prod_{i=1}^N d^3y_i W(|\vec{x}_i - \vec{y}_i|, R),$$

(2.4)

so that

$$\xi^{(2)}_R(\vec{x}, \vec{x}) = \xi^{(2)}_R(0) = \sigma^2_R,$$

(2.5)

is the variance over the scale $R$. For later use, we also define the normalised correlators

$$w^{(N)}_R(\vec{x}_1, \ldots, \vec{x}_N) = \sigma^{-N} R \xi^{(N)}_R(\vec{x}_1, \ldots, \vec{x}_N)$$

(2.6)

where in particular

$$w^{(2)}_R(0) = 1.$$  

(2.7)

Let us also recall that the functional $W[J]$ is written in terms of the connected correlation functions $\xi^{(N)}$ as

$$W[J] = \sum_{n=2}^{\infty} \frac{(-1)^n}{n!} \int d^3x_1 \cdots \int d^3x_N \xi^{(N)}(\vec{x}_1, \ldots, \vec{x}_N) J(\vec{x}_1) \cdots J(\vec{x}_N).$$

(2.8)

### 2.2 Threshold statistics

We now wish to characterise the threshold statistics by requiring that $\zeta_R$ exceeds a certain threshold $\zeta_c$, which we can write as $\zeta_R > \nu \sigma_R$. Then the peak overdensity $\rho_{\nu,R}(\vec{x})$ is defined as

$$\rho_{\nu,R}(\vec{x}) = \Theta(\zeta_R(\vec{x}) - \nu \sigma_R),$$

(2.9)

where $\Theta(x)$ is the Heaviside step-function. The joint probability that in all points, $(\vec{x}_1, \ldots, \vec{x}_N)$, the overdensity is above the threshold is given by

$$\Pi^{(N)}_{\nu,R}(\vec{x}_1, \ldots, \vec{x}_N) = \left( \prod_{i=1}^N \rho_{\nu,R}(\vec{x}_i) \right) \int [D\zeta(\vec{x})] P[\zeta(\vec{x})] \prod_{i=1}^N \Theta(\zeta_R(\vec{x}_i) - \nu \sigma_R).$$

(2.10)

Since $d\Theta(\vec{x})/dx = \delta(\vec{x})$ and $2\pi \delta(\vec{x}) = \int_{-\infty}^{\infty} d\phi e^{i\phi x}$, the $\Theta$-function may be expressed as

$$\Theta(\vec{x}) = \int_{-\infty}^{\infty} da \int_{-\infty}^{\infty} \frac{d\phi}{2\pi} e^{i\phi a},$$

(2.11)

and therefore,

$$\Pi^{(N)}_{\nu,R} = \int [D\zeta(\vec{x})] P[\zeta(\vec{x})] \prod_{i=1}^N \int_{-\nu \sigma_R}^{\infty} da_i \int_{-\infty}^{\infty} \frac{d\phi_i}{2\pi} e^{i\phi_i(\zeta_R(\vec{x}_i) - a_i)}$$

$$= (2\pi)^{-N} \sigma^N_R \int_{\nu}^{\infty} da_1 \cdots \int_{\nu}^{\infty} da_N \int_{-\infty}^{\infty} d\phi_1 \cdots \int_{-\infty}^{\infty} d\phi_N \exp \left[ -i \sum_{i=1}^{N} \phi_i a_i \right] Z[J]$$

$$= (2\pi)^{-N} \sigma^N_R \int_{\nu}^{\infty} da_1 \cdots \int_{\nu}^{\infty} da_N \int_{-\infty}^{\infty} d\phi_1 \cdots \int_{-\infty}^{\infty} d\phi_N \exp \left[ -i a_R \sum_{i=1}^{N} \phi_i a_i \right] Z[J],$$

(2.12)
where $J$ is defined as $J(\vec{x}) = \sum_{i=1}^{N} J_i$ with $J_i(\vec{x}_i, \vec{x}) = \phi_i W(|\vec{x} - \vec{x}_i|, R)$, and in the third line in eq. (2.12) we have redefined $a_i \to a_i/\sigma_R$. Using eq. (2.8) we may express $\ln Z[J]$ as

$$
\ln Z[J] = \sum_{n=2}^{\infty} \frac{(-1)^n}{n!} \int d^3\vec{y}_1 \cdots \int d^3\vec{y}_n \sum_{i_1=1}^{N} \cdots \sum_{i_n=1}^{N} J_{i_1}(\vec{y}_1, \vec{x}_1) \cdots J_{i_n}(\vec{y}_n, \vec{x}_n) \xi^{(n)}(\vec{y}_1, \cdots, \vec{y}_n) = \sum_{n=2}^{\infty} \frac{(-1)^n}{n!} \int d^3\vec{y}_1 \cdots d^3\vec{y}_n \sum_{i_1=1}^{N} \cdots \sum_{i_n=1}^{N} J_{i_1}(\vec{y}_1, \vec{x}_1) \cdots J_{i_n}(\vec{y}_n, \vec{x}_n) \xi^{(n)}(\vec{y}_1, \cdots, \vec{y}_n) = \sum_{n=2}^{\infty} \frac{(-1)^n}{n!} \int d^3\vec{y}_1 \cdots d^3\vec{y}_n \sum_{i_1=1}^{N} \cdots \sum_{i_n=1}^{N} J_{i_1}(\vec{y}_1, \vec{x}_1) \cdots J_{i_n}(\vec{y}_n, \vec{x}_n) \xi^{(n)}(\vec{y}_1, \cdots, \vec{y}_n) \Pi \phi_{i_1}, \ldots, \phi_{i_n},
$$

(2.13)

where

$$
\xi^{(n)}_n(\vec{x}_i, \ldots, \vec{x}_n) = \xi^{(n)}_n(\vec{x}_i, \ldots, \vec{x}_n).
$$

(2.14)

We may put the last expression in a more explicit form using eq. (2.5)

$$
\ln Z[J] = \frac{1}{2} \phi_i^2 \xi^{(2)}_i(\vec{x}_i, \vec{x}_1) + \frac{1}{2} \phi_i^2 \xi^{(2)}_i(\vec{x}_2, \vec{x}_2) + \cdots + \frac{1}{2} \phi_i \phi_j \xi^{(2)}_i(\vec{x}_1, \vec{x}_2) - \frac{1}{3} \phi_i \phi_j \phi_k \xi^{(3)}_i(\vec{x}_1, \vec{x}_2, \vec{x}_3) + \cdots
$$

(2.15)

Using the above expression and since

$$
\phi_i e^{\Sigma_{i=1}^{N} \phi_i a_i} = -i \frac{\partial}{\partial a_i} e^{\Sigma_{i=1}^{N} \phi_i a_i},
$$

(2.16)

we find

$$
\Pi^{(N)}_{\nu, R} = (2\pi)^{-N} \sigma^N_R \int_{\nu}^{\infty} d\nu_1 \cdots \int_{\nu}^{\infty} d\nu_N \int_{-\infty}^{\infty} d\phi_1 \cdots \int_{-\infty}^{\infty} d\phi_N \times \exp \left\{ \sum_{n=2}^{\infty} \frac{(-1)^n}{n!} \sum_{i_1, \ldots, i_n=1}^{N} \xi^{(n)}_n(\vec{x}_i, \vec{x}_1) \prod_{i=1}^{n} \phi_i \right\} \exp \left( -\frac{1}{2} \sigma^2_R \sum_{i=1}^{N} \phi_i^2 - i \sigma_R \sum_{i=1}^{N} \phi_i a_i \right),
$$

(2.17)

which upon Gaussian integration over $\phi_i$’s, becomes

$$
\Pi^{(N)}_{\nu, R} = (2\pi)^{-N/2} \int_{\nu}^{\infty} d\nu_1 \cdots \int_{\nu}^{\infty} d\nu_N \times \exp \left\{ \sum_{n=2}^{\infty} \frac{(-1)^n}{n!} \sum_{[i_n]=1}^{N} u_{[i_n]}^{(n)} \prod_{i=1}^{n} \phi_i \right\} \exp \left( -\frac{1}{2} \sum_{i=1}^{N} a_i^2 \right).
$$

(2.18)

To calculate the expression (2.18), we have used the formula

$$
\exp \left( \sum_{n=2}^{\infty} \frac{1}{n!} S[n] \right) = 1 + \frac{1}{2!} S[2] + \frac{1}{3!} S[3] + \frac{1}{4!} (3S[2]^2 + S[4]) + \frac{1}{5!} (10S[2]S[3] + S[5]) \cdots
$$

(2.19)
where $\hat{p}[\ell]$ denotes the partitions of the integer $\ell$ into number $\ell_i$ with $\ell_i > 1$. Therefore, each $\ell$-th term in the sum contains $p(\ell) - p(\ell - 1)$ terms, where $p(\ell)$ is the number of partitions of $\ell$ into numbers $\ell_i$ but with $\ell_i \geq 1$ now.

By defining

$$\Xi(\vec{x}_1, \cdots, \vec{x}_\ell) = \sigma^{-\ell} \sum_{\hat{p}[\ell]} \prod_{p_i, m_i \geq 0} \frac{\ell! \xi_R^{m_1} \cdots \xi_R^{m_r} p_i}{m_1! \cdots m_r! p_1! \cdots p_r!},$$

we may express (2.18) as

$$\Pi^{(N)}_{\nu, R} = (2\pi)^{-N} \sigma_R^N \int_\nu^\infty da_1 \cdots \int_\nu^\infty da_N \left\{ \sum_{\ell=0}^{n} \frac{1}{\ell!} \Xi(\vec{x}_1, \cdots, \vec{x}_\ell) \partial_{\vec{x}_1} \cdots \partial_{\vec{x}_\ell} \exp \left( -\frac{1}{2} \sum_{i=1}^N a_i^2 \right) \right\},$$

where $\partial_{\vec{x}_1} \cdots \partial_{\vec{x}_\ell}$ is $\partial/\partial a^{11} \cdots \partial/\partial a^{\ell\ell}$. Let us now denote by $P_{n,N}$ the set of all partitions of the integer $n$ into at most $N$ parts and let $[n]_N = \{n_1, \cdots, n_N\}$ be its elements. Then, if we denote

$$h_m(\nu) = \frac{1}{\sqrt{2\pi m}} e^{-\nu^2/2m} H_{m-1} \left( \frac{\nu}{\sqrt{2}} \right), \quad h_0(\nu) = \frac{1}{2} \text{Erfc} \left( \frac{\nu}{\sqrt{2}} \right),$$

where $H_{m-1}$ are Hermite polynomials and Erfc($x$) $= \sqrt{2}/\pi \int_x^\infty \exp(-t^2) dt$ is the complementary error function, we find that eq. (2.21) can be re-expressed as

$$\Pi^{(N)}_{\nu, R}(\vec{x}_1, \cdots, \vec{x}_N) = \sum_{\ell=1}^N \frac{1}{\ell!} \left\{ \sum_{\{\ell_1, \cdots, \ell_N\} \in P_{n,N}} \prod_{\ell_e} h_{\ell_e}(\nu) \right\},$$

where $\sum_{\{\ell_1, \cdots, \ell_N\}}$ denotes the sum of $\Xi(\vec{x}_1, \cdots, \vec{x}_\ell)$’s at $\ell_1, \cdots, \ell_N$ points. For $N = 3$ and $\ell = 4$, the possible partitions are $(4, 0, 0)$, $(3, 1, 0)$, $(2, 2, 0)$, $(2, 1, 1)$ and then we have for example,

$$\Xi^{(4,0,0)} = \Xi(\vec{x}_1, \vec{x}_1, \vec{x}_1, \vec{x}_1) + \Xi(\vec{x}_2, \vec{x}_2, \vec{x}_2, \vec{x}_2) + \Xi(\vec{x}_3, \vec{x}_3, \vec{x}_3, \vec{x}_3), \quad (2.24)$$

and

$$\Xi^{(2,1,1)} = \Xi(\vec{x}_1, \vec{x}_1, \vec{x}_2, \vec{x}_3) + \Xi(\vec{x}_2, \vec{x}_2, \vec{x}_1, \vec{x}_3) + \Xi(\vec{x}_3, \vec{x}_3, \vec{x}_1, \vec{x}_2). \quad (2.26)$$

### 2.3 The non-Gaussian one-point function or probability to be above the threshold

We are finally ready to collect the results to find the probability for a single density contrast to be above the threshold. It can be directly calculated by evaluating the one-point statistics

$$P(\zeta_R > \zeta_c) = \langle \rho_{\nu,R}(\vec{x}) \rangle = \left\langle \Theta(\zeta_R(\vec{x}) - \nu \sigma_R) \right\rangle$$

$$= (2\pi)^{-1/2} \int_\nu^\infty da \exp \left\{ \sum_{n=3}^{\infty} \frac{(-1)^n}{n!} w_R^{(n)}(0) \frac{\partial^2}{\partial a^n} \right\} \exp \left( -\frac{1}{2} a^2 \right)$$

$$= (2\pi)^{-1/2} \int_\nu^\infty da \left\{ 1 - \frac{1}{3!} w_R^{(3)}(0) \frac{\partial^3}{\partial a^3} + \frac{1}{4!} w_R^{(4)}(0) \frac{\partial^4}{\partial a^4} + \cdots \right\} \exp \left( -\frac{1}{2} a^2 \right)$$

$$= h_0(\nu) + \frac{1}{\sqrt{4\pi \cdot 3!}} w_R^{(3)}(0) e^{-\nu^2/2} H_2 \left( \frac{\nu}{\sqrt{2}} \right) + \frac{1}{\sqrt{16\pi \cdot 4!}} w_R^{(4)}(0) e^{-\nu^2/2} H_3 \left( \frac{\nu}{\sqrt{2}} \right) + \cdots$$

(2.27)
or
\[ P(\zeta_R > \zeta_c) = h_0(\nu) + \frac{e^{-\nu^2/2}}{\sqrt{2\pi}} \sum_{n=3}^{\infty} \frac{1}{2\pi n!} \Xi_n(0) H_{n-1}\left(\frac{\nu}{\sqrt{2}}\right), \] (2.28)
where the argument (0) means that all the correlation functions are computed at the same point,
\[ \Xi_n(0) = \Xi(\vec{x}, \vec{x}, \cdots, \vec{x}), \] (2.29)
and \( \Xi(\vec{x}_1, \vec{x}_2, \cdots, \vec{x}_n) \) is given by eq. (2.20) with \( \xi^{(2)}_R \) omitted. For instance, we have
\[ \Xi_3(0) = w^{(3)}(0), \quad \Xi_4(0) = w^{(4)}(0), \quad \Xi_5(0) = w^{(5)}(0), \]
\[ \Xi_6(0) = w^{(6)}(0) + 10w^{(3)}(0)^2, \quad \Xi_7(0) = w^{(7)}(0) + 35w^{(3)}(0)w^{(4)}(0). \] (2.30)
We draw the attention of the reader to the fact that the expression (2.28) is exact and no approximations have been taken along the way. Nevertheless, it simplifies in the case of large threshold \( \nu \gg 1 \). In this limit, using the asymptotic behaviour \( (\nu \gg 1) \) of the Hermite polynomials and the complementary error function
\[ H_n\left(\frac{\nu}{\sqrt{2}}\right) = 2^{\frac{n}{2}} \nu^n \left(1 + \mathcal{O}(\nu^{-2})\right) \]
\[ h_0(\nu) = \frac{1}{2} \text{Erfc}\left(\frac{\nu}{\sqrt{2}\nu^2}\right) = \frac{e^{-\nu^2/2}}{\sqrt{2\pi\nu^2}} \left(1 + \mathcal{O}(\nu^{-2})\right), \] (2.31)
we find that eq. (2.28) reduces to
\[ P(\zeta_R > \zeta_c) = \frac{e^{-\nu^2/2}}{\sqrt{2\pi\nu^2}} \exp\left\{ \sum_{n=3}^{\infty} \frac{(-1)^n}{n!} w_R^{(n)}(0) \nu^n \right\} \]
\[ = \frac{1}{\sqrt{2\pi\nu^2}} \exp\left\{ -\nu^2/2 + \sum_{n=3}^{\infty} \frac{(-1)^n}{n!} \xi_R^{(n)}(0) (\zeta_c/\sigma_R^2)^n \right\}, \] (2.32)
where the argument (0) means that all the correlation functions are computed at the same point. If the smoothing radius is taken to be \( R_H \), this expression becomes the mass fraction \( \beta_{\text{prim}}(M) \). Apart from the limit \( \nu \gg 1 \), it is exact as it contains all the non-Gaussian correlators for which no assumption needs to be taken. If one wishes to relax even the assumption of large \( \nu \), one can resort to eq. (2.28).

3 The impact of non-Gaussianity on the PBH abundance

After this technical detour, we are ready to ask under which circumstances non-Gaussianity alters the predictions of the primordial abundance of black holes in a significant way. To answer this question one of course should look at her/his own preferred model and estimate the amount of non-Gaussianity through the non-vanishing correlators with order larger than two. However, one can take inspiration by what is routinely done in high energy physics and introduce the notion of fine-tuning, that is how much sensitive is a given observable on the parameters it depends upon. For instance, in supersymmetric models, where the phenomenon of electroweak symmetry breaking is induced radiatively by the running with energy, one may
compute the response of an observable such as the mass squared of the Z-boson $m_Z^2$ to a change of a parameter of the model defined at some high energy [55].

In full similarity, we can ask ourselves how sensitive is $\beta_{\text{prim}}(M)$ to the various cumulants, defined by the relations

$$S_n = \frac{\xi^{(n)}_{\nu, R_H}(0)}{\left(\xi^{(2)}_{\nu, R_H}(0)\right)^{n-1}} = \frac{\langle \zeta_{R_H}(\vec{x}) \cdots \zeta_{R_H}(\vec{x}) \rangle}{\sigma_{R_H}^{2(n-1)}}.$$  

(3.1)

We may therefore define the fine-tuning $\Delta_n$ to be the response of the PBH abundance to the introduction of the $n$-th cumulant

$$\Delta_n = \frac{d \ln \beta_{\text{prim}}(M)}{d \ln S_n}. $$  

(3.2)

Given the particular structure of the non-Gaussian correction to the PBH abundance, one can immediately understand the physical significance of this fine-tuning parameter. Indeed, in the presence of the $n$-th cumulant, one can express the new non-Gaussian PBH abundance (2.32) in terms of the Gaussian abundance

$$\beta_{\text{prim}}^{\text{NG}}(M) = e^{\Delta_n}. $$  

(3.3)

This implies that the PBH abundance is exponentially sensitive to the non-Gaussianity unless $\Delta_n$ is in absolute value smaller than unity

$$|\Delta_n| \lesssim 1. $$  

(3.4)

Inspecting eqs. (1.7) and (2.32), we see that

$$|\Delta_n| = \frac{1}{n!} \left(\frac{\zeta_c}{\sigma_{R_H}}\right)^2 |S_n| \zeta_c^{n-2}. $$  

(3.5)

This tells us that non-Gaussianity alters exponentially the Gaussian prediction for the PBH abundance unless

$$|S_n| \lesssim \left(\frac{\sigma_{R_H}}{\zeta_c}\right)^2 \frac{n!}{\zeta_c^{n-2}}. $$  

(3.6)

To investigate how restrictive this condition is, we will analyse two representative classes of spiky models, one based on a single-field and the other based on the presence of a spectator field.

4 PBHs from single-field models of inflation

In single-field models of inflation the power spectrum of the comoving curvature perturbation is given by [56]

$$P_\zeta(k) = \frac{H^2}{8\pi^2 m_p^2} \frac{1}{k^3}, $$  

(4.1)

where $\epsilon = -d \ln H/dN$ is one of the slow-roll parameters and $N$ is the number of $e$-folds till the end of inflation. Since the generation of PBHs requires the jumping of the value of the
Figure 1. A representative inflaton potential with an inflection point where the sizeable perturbations leading to the PBHs can be generated.

power spectrum of about seven orders of magnitude from its value on CMB scales, without even specifying the single-field model of inflation, one may conclude that there must be a violation of the slow-roll condition \[ |\Delta \ln \epsilon/\Delta N| \gtrsim \mathcal{O}(1) \] \[ [32]. In particular, this happens when the inflaton field goes through an inflection point in the scalar potential, see figure 1, thus producing a sizeable resonance in the power spectrum of the curvature perturbation. Correspondingly, slow-roll conditions are broken and the spike in the curvature perturbation may lead to a copious production of PBHs, see for instance refs. [20, 22] for some recent proposals.

When the inflaton experiences a plateau in its potential, since \( \epsilon \) must be extremely small, a short period of Ultra Slow-Roll (USR) is achieved during which the equation of motion of the inflaton background \( \phi_0 \) reduces to [57–62]

\[
\ddot{\phi}_0 + 3H\dot{\phi}_0 \simeq 0, \tag{4.2}
\]

and the piece \( dV(\phi_0)/d\phi_0 \) is negligible so that there is an approximate shift symmetry in the inflaton field. The slow-roll parameter

\[
\eta = \frac{\epsilon}{\epsilon H} = 2\frac{\dot{\phi}_0}{\phi_0 H} + 2\epsilon \simeq -6 \tag{4.3}
\]

is therefore sizeable, signalling the breaking of the slow-roll conditions. During such a phase of USR inflation,

\[
\epsilon = \frac{3}{2} \frac{\dot{\phi}_0^2}{V(\phi)} \sim a^{-6}, \tag{4.4}
\]
and the comoving curvature perturbation increases as

\[ P_\zeta \sim e^{6\Delta N}, \]

where \( \Delta N \) parametrises the duration of the USR phase. Thanks to the approximate shift symmetry as well as the dilation symmetry, one can characterise the bispectrum of the perturbations generated during the USR phase. The non-Gaussianity turns out to be completely local (\( \delta \phi \) is basically a massless scalar field on the de Sitter background in the limit \( \epsilon \ll 1 \) and non-Gaussianity is generated after Hubble radius crossing) [59, 60, 63]

\[ \langle \zeta_k_1 \zeta_k_2 \zeta_k_3 \rangle = 3 \cdot (2\pi)^3 \delta^{(3)}(\vec{k}_1 + \vec{k}_2 + \vec{k}_3) [P_\zeta(k_1)P_\zeta(k_2) + \text{two terms}]. \]

The corresponding skewness reads

\[ S_3 = \frac{1}{\sigma^2_{R_H}} \int \frac{d^3k_1}{(2\pi)^3} \int \frac{d^3k_2}{(2\pi)^3} \int \frac{d^3k_3}{(2\pi)^3} W(k_1, R_H)W(k_2, R_H)W(k_3, R_H) \langle \zeta_{k_1} \zeta_{k_2} \zeta_{k_3} \rangle \approx 9, \]

where we have neglected the effect of the window functions in the momentum integrals.\(^2\)

Since the condition (3.6) for non-Gaussianity to play no significant role is

\[ S_3 \lesssim 0.06 \left( \frac{\sigma^2_{R_H}}{0.02} \right) \left( \frac{1.3}{\zeta_c} \right)^3, \]

where we have normalised \( \sigma^2_{R_H} \) to the value necessary to get the right abundance of dark matter from PBHs [32] (neglecting accretion), we see that the Gaussian estimate on the PBH mass fraction is hardly trustable. Of course this result strongly depends on the values of \( \sigma^2_{R_H} \) and \( \zeta_c \), but it signals a potential danger.

In fact, one can do better at this stage. We can use the \( \delta N \) formalism [66–68] to evaluate the higher-order cumulants. In the \( \delta N \) formalism the scalar field fluctuations are quantized on the flat slices and related to the comoving curvature perturbation \( \zeta \) through the relation \( \zeta = \delta N \). During the USR phase and in the case of a sharp transition back to the slow-roll phase, one obtains [59]

\[ N(\phi_0, \dot{\phi}_0) = \frac{1}{3} \ln \left[ \frac{\dot{\phi}_0}{\dot{\phi}_0 + 3H(\phi_0 - \phi_c)} \right], \]

where \( \phi_c \) is the value of the field at the end of the USR phase. Notice in particular that one has to retain the dependence on \( \dot{\phi}_0 \) since slow-roll is badly violated. Since \( \delta \phi \) is constant to good accuracy, one can neglect \( \delta \dot{\phi} \) and obtain

\[ \zeta(\vec{x}) = \delta N(\vec{x}) = N \left( \phi_0 + \delta \phi(\vec{x}), \dot{\phi}_0 + \delta \dot{\phi}(\vec{x}) \right) - N \left( \phi_0, \dot{\phi}_0 \right) \]

\[ = \sum_{n \geq 1} \frac{1}{n!} \frac{\partial^n N(\delta \phi(\vec{x}))}{\partial \phi_0^n} (-1)^n (\frac{H}{\dot{\phi}_0 + 3H(\phi_0 - \phi_c)})^n (\delta \phi(\vec{x}))^n, \]

\(^2\)Had we used a volume-normalised Gaussian window function \( W(k, R_H) = \exp(-k^2 R_H^2/2) \) and a spiky power spectrum of the form \( P_\zeta(k) \approx (A^2/k^3) \delta(\ln k/k_c) \) peaked around the wavenumber \( k_c \) and with amplitude \( A^2 \), we would have obtained \( S_3 \approx 9 \cdot \sinh(k_c^2 R_H^2)/(k_c R_H)^2 \), which differs at \( R_H = 1/k_c \) from the result (4.7) only by a factor 1.17.
or
\[
\zeta(\vec{x}) = \sum_{n \geq 1} N_n(\zeta_1(\vec{x}))^n, \\
N_n = \frac{3^{n-1}}{n},
\]

(4.11)

where \(\zeta_1(\vec{x})\) is the linear curvature perturbation. If one considers the contribution to the cumulant \(S_n\) coming from the connected piece of the form

\[
S_n \supset s_n = \frac{nN_{n-1}}{\sigma_{RH}^2} \int \frac{d^3k_1}{(2\pi)^3} W(k_1, R_H) \cdots \int \frac{d^3k_n}{(2\pi)^3} W(k_n, R_H) \langle \zeta_{1, \vec{k}_1} \cdots \zeta_{1, \vec{k}_{n-1}}(\zeta_1)^{n-1} \rangle \\
\simeq n!N_{n-1},
\]

(4.12)

where again we have neglected the effect of the window functions in the momentum integrals, it turns out that one can resum the series in the expression (2.32) as long as \(\zeta_c \leq 1/3\)

\[
\sum_{n=3}^{\infty} \frac{(-1)^n}{n!} \xi^{(n)}_R(0) (\zeta_c/\sigma_R^2)^n \geq \frac{1}{\sigma_{RH}^2} \sum_{n=3}^{\infty} \frac{(-1)^n}{n!} s_n c^n \\
= \frac{1}{\sigma_{RH}^2} \sum_{n=3}^{\infty} \frac{(-1)^n 2^{n-2}}{n-1} \zeta^n \\
= -\frac{c^2}{\sigma_{RH}^2} \left[ 1 - \frac{1}{3\zeta_c} \ln \left( 1 + 3\zeta_c \right) \right].
\]

(4.13)

This contribution shifts the Gaussian exponential in the mass fraction in the expression (2.32) from (in this expression one should intend the variance \(\sigma_R^2\) as the renormalized one once the non-Gaussian contributions are as well summed up [40, 65])

\[
P_1(\zeta_R > \zeta_c) = \frac{e^{-\nu^2/2}}{\sqrt{2\pi \nu^2}}_{\zeta_c=1/3} P_{NG}(\zeta_R > \zeta_c) \simeq \frac{e^{-1.6\nu^2/2}}{\sqrt{2\pi \nu^2}}
\]

(4.14)

This is not at all an insignificant effect for \(\nu \gg 1\). For instance one can ask what is the impact on the PBH abundance at formation. We follow ref. [32] and we set \(\beta_{prim}(M)\) such that it corresponds today to a totality of the dark matter in the form of PBHs. Choosing \(\zeta_c \simeq 1/3\), a Gaussian probability would give \(\sigma_{RH} \gtrsim 0.036\), while the non-Gaussian result (4.14) would deliver a result smaller than about ten orders of magnitude. This shows the large sensitivity of the non-Gaussian result to the cosmological observables. Of course, this is not the final result as there are other contributions to the cumulants we have not accounted for. For instance, \(S_4\) receives a connected contribution from the correlator \(\langle \zeta_1(\vec{x}) \zeta_1(\vec{x}) \zeta_1(\vec{x}) \zeta_1(\vec{x}) \rangle\). We have not been able to resum all the pieces. Despite their incompleteness and the fact that the details have to be worked out model by model, our findings indicate that non-Gaussianity plays a fundamental role in determining the final PBH abundance.

Notice that we have been working under the assumption of a sudden transition between the USR phase and the slow-roll subsequent stage. It has been recently noticed that the non-Gaussianity is sensitive to the details of the transition from USR phase to the standard slow-roll phase [64]. The skewness takes the generic value \(S_3 \simeq 9(4\eta_V - 3)\eta_V h^2 + 4\eta_V h)/(2\eta_V + h - 6)^2\), where \(h = 6\sqrt{\epsilon_V}/\pi e, \pi = d\phi_0/dN\) and \(\epsilon_V\) and \(\eta_V = V''/3H^2\) are
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evaluated at the slow-roll phase. For \(|h| \gg 1\) one recovers the sharp transition case, while for a smooth transition or a sharp transition, but small \(h\), one finds the value \(S_3 \simeq \eta V\). Said in other words, our results show that a smooth transition is preferable in order to have a trustable Gaussian estimate.

5 PBHs from the axion-curvaton model

The second example we wish to illustrate falls in the category of spiky models where the comoving curvature power spectrum is enhanced at small scales through a spectator field [23]. The idea is that there is a curvaton-like field \(\sigma\) [69] with quadratic potential

\[
V(\sigma) = \frac{1}{2} m^2 \sigma^2, \tag{5.1}
\]

such that the total curvature perturbation during inflation reads (in the flat gauge)

\[
\zeta = H \frac{\delta \rho}{\dot{\rho}} = \frac{\dot{\rho}_\phi}{\rho} \zeta_\phi + \frac{\dot{\rho}_\sigma}{\rho} \zeta_\sigma, \quad \zeta_{\phi,\sigma} = H \frac{\delta \rho_{\phi,\sigma}}{\rho_{\phi,\sigma}}, \tag{5.2}
\]

where \(\zeta_\phi\) is the curvaton perturbation and \(\zeta_\sigma\) is responsible for the anisotropies in the CMB anisotropies on large scales. The two contributions are assumed to be comparable at a scale \(k_c \simeq \text{Mpc}^{-1}\). The curvaton is in fact an axion-like field. It is related to the phase \(\theta\) of a complex field whose modulus is the inflaton field \(\phi_0\) with potential

\[
V(\phi_0) = \frac{1}{2} \lambda H^2 \phi_0^2, \tag{5.3}
\]

with \(1 < \lambda \leq 9/4\). The inflaton rolls relatively fast towards its minimum \(\phi_s\) which is reached when the wavenumber \(k_s\) is exiting the Hubble radius and the curvaton field becomes well-defined, \(\sigma(\vec{x}) = \phi_s \theta(\vec{x})\). For scales \(k < k_s\), when the inflaton is still rolling down its potential, the fluctuations of the curvaton inherit a strong scale-dependence, \(\delta \theta \simeq (H/2\pi \phi_0(t_k))\), where \(t_k\) is the time at which the wavelength \(1/k\) exits the Hubble radius. The corresponding spectral index is given by

\[
n_{\sigma} - 1 \simeq 3 - 3\sqrt{1 - \frac{4}{9} \lambda}, \tag{5.4}
\]

and one can obtain a blue curvaton power spectrum, \(n_{\sigma} \simeq \mathcal{O}(2–4)\) [23].

After inflation, the curvaton oscillates around the minimum of its potential and it decays into radiation. If we denote by \(r\) the ratio of the curvaton energy density \(\rho_{\sigma}\) over the radiation energy density \(\rho_\gamma\), at small scales the linear curvature perturbation is dominated by the curvaton and becomes

\[
\zeta_1(\vec{x}) \simeq r \zeta_{1,\sigma}(\vec{x}) \quad (k > k_c),
\]

\[
r = \frac{3 \rho_\sigma}{4 \rho_\gamma + 3 \rho_\sigma}. \tag{5.5}
\]

The perturbation is nevertheless getting a non-Gaussian contribution. Restricting ourselves to the quadratic potential (5.1), the curvature perturbation receives second-order contributions from the \((\delta \sigma(\vec{x}))^2\) piece in \(\delta \rho_\sigma\). A standard computation leads to [70–72]

\[
\zeta_2(\vec{x}) = r \zeta_{1,\sigma}(\vec{x}) + r \left(\frac{3}{2} - r^2\right) (\zeta_{1,\sigma}(\vec{x}))^2 = \zeta_1(\vec{x}) + \frac{1}{r} \left(\frac{3}{2} - r^2\right) (\zeta_1(\vec{x}))^2, \quad (k > k_c). \tag{5.6}
\]
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Neglecting for the moment the window functions, the corresponding skewness is

$$S_3 \simeq \frac{6}{r} \left( \frac{3}{2} - r^2 \right),$$

(5.7)

which is a decreasing function of $r$ with $S_3 = 3$ at $r = 1$. Imposing again $S_3 \lesssim 0.06(\sigma^2_{RH}/0.02)$ \((1.3/\zeta)^3\), one finds solutions only for sufficiently small thresholds or large variances. If we consider higher-order terms in the curvaton axion-like potential, higher-order cumulants are generated, but they will depend on other parameters, such as the quartic coupling \(\sim m^2/\phi^2\) and the background value $\sigma_0$. We do not expect cancellations to operate and make the Gaussian mass fraction of PBHs trustable.

To estimate the impact of non-Gaussianity, we can use alternatively the density contrast (during the radiation phase) \(\Delta(\bar{x}) = (4/9a^2H^2)\nabla^2 \zeta(\bar{x})\) for which \(\Delta_* \simeq 2\sqrt{2}\zeta_c/9 \simeq 0.4(\zeta_c/1.3)\). The corresponding skewness reads

$$S_3^\Delta(R_H) = 6 \cdot \left( \frac{4}{9} \right)^3 \frac{1}{r\sigma^4_{\Delta}(R_H)} \left( \frac{3}{2} - r^2 \right) \mathcal{S}_3^\Delta(k_*, R_H),$$

$$\mathcal{S}_3^\Delta(k_*, R_H) = \int \frac{d^3k_1}{(2\pi)^3} \int \frac{d^3k_2}{(2\pi)^3} W(k_1, R_H)W(k_2, R_H)W(|\vec{k}_1 + \vec{k}_2|, R_H)(k_1R_H)^2(k_2R_H)^2$$

$$\langle |\vec{k}_1 + \vec{k}_2| R_H \rangle^2 P_\zeta(k_1)P_\zeta(k_2),$$

where $P_\zeta(k) = (2\pi^2/k^3)A^2(k_*)$ for $k > k_*$ and $P_\zeta(k) = (2\pi^2/k^3)A^2(k_*)(k/k_*)^{n_s - 1}$ for $k < k_*$. and

$$\sigma^2_{\Delta}(R_H) = \left( \frac{4}{9} \right)^2 \int \frac{d^3k}{(2\pi)^3} (kR_H)^4W^2(k, R_H)P_\zeta(k).$$

(5.8)

The numerical results are shown in figure 2 which makes explicit that the Gaussian evaluation of the PBH abundance does not suffice. One obvious improvement will be to evaluate the one-loop variance induced by the non-Gaussianity

$$\delta\sigma^2_{\Delta}(R_H) = 2 \left( \frac{4}{9} \right)^2 \frac{1}{r^2} \left( \frac{3}{2} - r^2 \right) \int \frac{d^3k}{(2\pi)^3} (kR_H)^4W^2(k, R_H)\int \frac{d^3p}{(2\pi)^3} P_\zeta(p)P_\zeta(|\vec{k} - \vec{p}|),$$

(5.9)

where the power spectra are of course the tree-level ones. This improvement will however require an improved computation of the skewness and so on. We again follow ref. [32] and ask what is the impact of non-Gaussianity if we demand that the primordial PBH abundance corresponds to the totality of the dark matter abundance today. Let us minimise the influence of non-Gaussianity by setting $r = 1$ and $S_3 \simeq 3$. Under these circumstances, $\delta\sigma^2_{\Delta}(R_H)$ is still much smaller than the tree-level $\sigma^2_{\Delta}(R_H)$, and the Gaussian approach would give $\sigma^2_{\Delta}(R_H) \gtrsim 0.02$ [32]. This is in sharp contrast with our condition (3.6) on $S_3$ which would deliver $S_3 \lesssim 0.06$. A value of $S_3$ would deliver a dark matter abundance smaller by almost twenty orders of magnitude. This again indicates the sensitivity of the cosmological predictions to the non-Gaussianity.
Figure 2. The (normalized) tree-level and one-loop variances, skewness and fine-tuning parameter of the density contrast $\Delta(\vec{x})$ as a function of $k^*_R R_H$ for $A^2(k_*) = 10^{-2}$ and $n_\sigma = 3$.

6 The clustering of PBHs in the presence of non-Gaussianity

The PBHs created in the radiation era and originated from spikes in the comoving curvature perturbation are highly clustered [34]. Using the peak theory model of bias, one can compute the PBH n-point correlation functions. For Gaussian fluctuations one can follow ref. [73] and show that the connected two-point correlator of PBHs is given by

$$\xi^{(2)}_{\nu, R_H}(\vec{x}_1, \vec{x}_2) = -1 + \exp\left(\nu^2 w^{(2)}_{R_H}(\vec{x}_1, \vec{x}_2)\right).$$

One can easily see that the correlator $\xi^{(2)}_{\nu, R_H}(\vec{x}_1, \vec{x}_2)$ increments for higher values of $\nu$. In other words, since PBHs are generated by large fluctuations and their mass fraction is exponentially suppressed for $\nu \gg 1$, the fewer there are of them, the more clustered they are.

The technique explained in ref. [53] allows also to compute the correlators of the density contrasts above a given threshold for a non-Gaussian statistics. Let us for instance consider the case of $W(\vec{x}, R) = \delta^{(3)}(\vec{x})$. It follows immediately that in the large threshold limit the joint probability is

$$\Pi^{(N)}_{\nu, R}(\vec{x}_1, \cdots, \vec{x}_N) = \frac{e^{-N\nu^2}}{(2\pi\nu^2)^{N/2}} \prod_{i=1}^{N} Z[J_i],$$

which, by using eq. (2.32) can be written as

$$\Pi^{(N)}_{\nu, R}(\vec{x}_1, \cdots, \vec{x}_N) = \langle \rho_{\nu, R}(\vec{x}) \rangle^N \exp\left\{ \sum_{n=2}^{\infty} \frac{\nu^n}{n!} \left[ \sum_{i_1, \cdots, i_n=1}^{N} w^{(n)}_{R, [i_n]} - N w^{(n)}_{R} \right] \right\}. \quad (6.3)$$
Therefore, the $N$-point peak disconnected correlation functions $\xi_{\text{disc},\nu,R}^{(N)}(\vec{x}_1, \cdots, \vec{x}_N)$ defined as

$$\xi_{\text{disc},\nu,R}^{(N)}(\vec{x}_1, \cdots, \vec{x}_N) = \left\langle \prod_{i=1}^{N} \frac{\rho_{\nu,R}(\vec{x}_i)}{\langle \rho_{\nu,R} \rangle} \right\rangle - 1, \quad (6.4)$$

turn out to be

$$\xi_{\text{disc},\nu,R}^{(N)}(\vec{x}_1, \cdots, \vec{x}_N) = -1 + \exp \left\{ \sum_{n=2}^{\infty} \frac{\nu^n}{n!} \left[ \sum_{i_1, \cdots, i_n=1}^{N} \ v_{R,i_n}^{(n)} - N w_{R}^{(n)} \right] \right\}. \quad (6.5)$$

For instance, the non-Gaussian two and three-point peak connected correlation functions read respectively

$$\xi_{\nu,R}^{(2)}(\vec{x}_1, \vec{x}_2) = -1 + \exp \left\{ \sum_{n=2}^{\infty} \frac{\nu^n}{n!} \left[ \sum_{j=1}^{n-1} \frac{\nu^n}{n!} \left( \vec{x}_1, \vec{x}_2 \right) \right] \right\}$$

$$= -1 + \exp \left\{ \sum_{n=2}^{\infty} \sum_{j=1}^{n-1} \frac{\nu^n \sigma_{R}^{n-j}}{n!} \left[ \vec{x}_1, \vec{x}_2 \right] \right\}, \quad (6.6)$$

and

$$\xi_{\nu,R}^{(3)}(\vec{x}_1, \vec{x}_2, \vec{x}_3) = F_{\nu,R}(\vec{x}_1, \vec{x}_2, \vec{x}_3) \left[ \left( \xi_{\nu,R}^{(2)}(\vec{x}_1, \vec{x}_2) \xi_{\nu,R}^{(2)}(\vec{x}_2, \vec{x}_3) + \text{cyclic} \right) + \xi_{\nu,R}^{(2)}(\vec{x}_1, \vec{x}_2) \xi_{\nu,R}^{(2)}(\vec{x}_2, \vec{x}_3) \xi_{\nu,R}^{(2)}(\vec{x}_3, \vec{x}_1) \right]$$

$$+ [F_{\nu,R}(\vec{x}_1, \vec{x}_2, \vec{x}_3) - 1] \left[ 1 + \xi_{\nu,R}^{(2)}(\vec{x}_1, \vec{x}_2) + \xi_{\nu,R}^{(2)}(\vec{x}_2, \vec{x}_3) + \xi_{\nu,R}^{(2)}(\vec{x}_3, \vec{x}_1) \right], \quad (6.7)$$

with

$$F_{\nu,R}(\vec{x}_1, \vec{x}_2, \vec{x}_3) = \exp \left\{ \sum_{n=3}^{\infty} \sum_{j=1}^{n-1} \sum_{k=1}^{n-j-1} \frac{\delta_{n} \sigma_{R}^{n-j-k}}{n!} \left[ \vec{x}_1, \vec{x}_2, \vec{x}_3 \right] \right\}. \quad (6.8)$$

As already stressed in ref. [53] (see also ref. [54]) for the validity of these equations, correlations do not need to be small either with respect to unity or with respect to the variance on the smoothing scale. The two-point correlator can be rewritten as

$$\xi_{\nu,R}^{(2)}(\vec{x}_1, \vec{x}_2) = -1 + \exp \left\{ \nu^2 / \sigma_{R}^{2} \xi_{\nu,R}^{(2)}(\vec{x}_1, \vec{x}_2) \right\} \exp \left\{ \nu^3 / \sigma_{R}^{3} \xi_{\nu,R}^{(3)}(\vec{x}_1, \vec{x}_2, \vec{x}_2) + \cdots \right\}. \quad (6.9)$$

The power spectrum in momentum space and over the normalization volume $V$ will read

$$P_{\nu,R}(k) = \frac{4\pi}{V} \int_{R_H}^{\infty} dr \ r^2 \sin kr \frac{kr}{kr} \left[ \exp \left\{ \frac{\nu^2}{\sigma_{R}^{2}} \xi_{\nu,R}^{(2)}(r) \right\} \exp \left\{ \frac{\nu^3}{\sigma_{R}^{3}} \xi_{\nu,R}^{(3)}(r) + \cdots \right\} - 1 \right],$$

$$r = |\vec{x}_1 - \vec{x}_2|, \quad (6.10)$$

where the lower cut-off of the integral is due to the finite size of the PBHs. One can expand in powers the exponentials and obtain

$$P_{\nu,R}(k) = \frac{4\pi}{V} \int_{R_H}^{\infty} dr \ r^2 \sin kr \frac{kr}{kr} \left[ \frac{\nu^2}{\sigma_{R}^{2}} \xi_{\nu,R}^{(2)}(r) + \frac{\nu^3}{\sigma_{R}^{3}} \xi_{\nu,R}^{(3)}(r) + \cdots \right], \quad (6.11)$$
For instance, for the class of single-field model generating PBHs at inflection points described in section 4 one finds that the Fourier transform of \( \nu^3/\sigma_{R_H}^3 \xi_3^{(3)}(\vec{x}_1, \vec{x}_2, \vec{x}_2) \) is given by

\[
3 \frac{\nu^3}{\sigma_{R_H}^3} W_{R_H}(k) P_\zeta(k) \int \frac{d^3q}{(2\pi)^3} W_{R_H}(q) P_\zeta(q) W_{R_H}(|q + \vec{k}|) \left[ \frac{P_\zeta(|q + \vec{k}|)}{P_\zeta(k)} + 2 \right]
\]

\[\approx 6 \frac{\nu^3}{\sigma_{R_H}^2} W_{R_H}(k) P_\zeta(k)\]

\[= 6 \zeta_c \frac{\nu^2}{\sigma_{R_H}^2} W_{R_H}(k) P_\zeta(k),\]

that is a factor \( \sim 6\zeta_c \) times the Gaussian contribution. One sees again that the non-Gaussian corrections can alter the clustering properties significantly. Since clustering influences the merging of PBHs, this could have a severe impact on the subsequent cosmological evolution of PBHs. For instance by changing the limits on initial PBH abundance or, as merging enhances the abundance of more massive and long-lived PBHs, by making PBHs the seeds of supermassive BHs [74, 75]. Our preliminary analysis above suggests that non-Gaussianity may not be disregarded in these considerations. We will defer the study of this subject in a forthcoming publication.

7 Conclusions

The idea that PBHs may be the dark matter in our universe is a fascinating one. Equally exciting is the fact that PBHs may owe their origin to large and rare fluctuations generated during inflation, i.e. during the phase of accelerated expansion which might be ultimately responsible also for the large-scale structures we see around us. If this is the mechanism nature has chosen to permeate the universe with dark matter, it is vital to understand in details the quantitative predictions within a given set-up. In this paper we have discussed the role of non-Gaussianity in determining the PBH mass fraction at formation time and their clustering properties. We have done so by discussing a path-integral procedure which leads to exact expressions for the quantities of interest and by estimating the impact of non-Gaussianity in a couple of models. Our findings show that non-Gaussianity should be taken into account when considering a model for PBH production and the corresponding non-Gaussianity parameters should be evaluated in order to gauge if PBHs are interesting candidates for dark matter and when analysing their clustering properties and subsequent merging and accretion. Also, it will be interesting to investigate the impact of the non-Gaussianity on the production of the gravity waves from inflation generated by the same large perturbations originating the PBHs [8] and on the limits coming from CMB \( \mu \)-distortions [76].
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