Point spread functions for the Solar Optical Telescope onboard Hinode
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ABSTRACT

Aims. The combined point spread function (PSF) of the Broadband Filter Imager (BFI) and the Solar Optical Telescope (SOT) onboard the Hinode spacecraft is investigated.

Methods. Observations of the Mercury transit from November 2006 and the solar eclipse(s) from 2007 are used to determine the PSFs of SOT for the blue, green, and red continuum channels of the BFI. For each channel large grids of theoretical point spread functions are calculated by convolution of the ideal diffraction-limited PSF and Voigt profiles. These PSFs are applied to artificial images of an eclipse and a Mercury transit. The comparison of the resulting artificial intensity profiles across the terminator and the corresponding observed profiles yields a quality measure for each case. The optimum PSF for each observed image is indicated by the best fit.

Results. The observed images of the Mercury transit and the eclipses exhibit a clear proportional relation between the residual intensity and the overall light level in the telescope. In addition there is a anisotropic stray-light contribution. These two factors make it very difficult to pin down a single unique PSF that can account for all observational conditions. Nevertheless the range of possible PSF models can be limited by using additional constraints like the pre-flight measurements of the Strehl ratio.

Conclusions. BFI/SOT operate close to the diffraction limit and have only a rather small stray-light contribution. The FWHM of the PSF is broadened by only ~ 1% with respect to the diffraction-limited case, while the overall Strehl ratio is ~ 0.8. In view of the large variations – best seen in the residual intensities of eclipse images – and the dependence on the overall light level and position in the FOV, a range of PSFs should be considered instead of a single PSF per wavelength. The individual PSFs of that range allow then the determination of error margins for the quantity under investigation. Nevertheless the stray-light contributions are here found to be best matched with Voigt functions with the parameters $\sigma = 0\,''008$ and $\gamma = 0\,''004$, 0\,''005, and 0\,''006 for the blue, green, and red continuum channels, respectively.
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1. Introduction

The quantitative interpretation of an observation requires a good knowledge of the properties of the utilised instrument as it can significantly affect empirically derived properties. A realistic model of the instrumental influence is of particular importance for the comparison of certain aspects of observations and numerical models, e.g. for the intensity contrast of solar granulation (Nordlund 1984).

Each optical instrument causes the radiation emitted by a point source (or an object) to be spread on the image plane of the detector. The image of an extended light source like the Sun is degraded this way and small spatial scales remain unresolved. Mathematically this phenomenon is described by means of a point spread function (PSF) or its Fourier transform, the Optical Transfer Function (OTF). Even an otherwise perfect optical telescope induces image degradation due to diffraction at the finite aperture stop. The resulting diffraction-limit effectively defines the best theoretically achievable angular resolution of a telescope.

In reality there is additional degradation due to (i) the Earth’s atmosphere (for ground-based instruments) and (ii) instrumental effects. The terrestrial atmosphere introduces image degradation due to turbulence along the line of sight – the so-called seeing – and scattering. Seeing has mostly an impact on the central parts of the PSF, blurring the image, but also contributes to the wings, whereas scattering becomes significant for the far wings of the PSF (Mattig 1983). It depends on the elevation of the line of sight and weather conditions (e.g. dust, aerosols or water vapour in the atmosphere).

Space-borne instruments have the advantage of not being limited by the Earth’s atmosphere but still instrumental stray-light has to be considered. Often the stray-light contribution is anisotropic and varies over the field of view (FOV), making it hard to derive a detailed model for the PSF. This effect is already visible in solar limb observations, where the intensity does not decrease to zero but to a finite value. The instrumental deviations from the diffraction-limit are mostly caused by imperfections and contamination of the optical components in the telescope, e.g. dust on optical surfaces or impurity of lens material but also microscopic scratches or micro-roughness. Also subtle effects like jitter of the spacecraft can contribute to the PSF. The resulting (anisotropic) stray-light increases the relative intensity contribution from the PSF wings and with it the relative height of the side-lobes, which nevertheless stay in position. With a higher contribution from the wings the relative height of the central

1 The residual intensity outside the solar disc, caused by stray-light, is often called aureole.
peak and with it the corresponding Strehl ratio decrease, while the central peak is broadened.

Constructing a realistic PSF is unfortunately a non-trivial task as often important contributions are hardly known. This is in particular true for stray-light produced inside an optical instrument. The best way to determine the properties of a telescope is of course the direct measurement in the laboratory but for space-borne instruments it is usually difficult to produce the same conditions as for the later operation. Another possibility of measuring the PSF is the observation of a partial solar eclipse. An illustrative example is the work by Deubner & Mattig (1975) who used observations of a partial eclipse in 1973. They fitted the observed intensity profile across the eclipse terminator with a combination of two Gaussians (cf. Levy 1971). Nordlund (1984) argues that the wings of the spread function give rise to uncertainties, which make it problematic to retrieve a definite analytical fit of the measured profile. He showed that instead of two Gaussian also a combination of two Lorentzians produces a fit of comparable quality. The related uncertainties can have a fundamental impact on the derived intensity contrast. Nordlund proposes a correction factor of 1.5 with respect to the results of Deubner & Mattig. Beside these uncertainties, a fundamental problem remains as the fit of an observed terminator profile usually assumes a symmetric PSF/OTF but hardly can account for asymmetric contributions. As we shall see in the case of SOT a real PSF can have significant anisotropic components.

In many cases, however, suitable observations of an eclipse or a transit of Mercury or Venus (see, e.g., Defore & Will-Davey submitted) are not available. Instead one has to estimate PSF properties from the spatial power spectral density and other ad hoc arguments. Another possibility is to estimate the PSF by comparing the intensity distribution (histograms) of a particular observation with numerical models (see, e.g., Schüssler et al. 2003; Leenaarts & Wedemeyer-Böhm 2003; Langangen et al. 2007). Often the PSF is approximated with a linear combination of an Airy and a Lorentz function, characterised by the two parameters $\alpha$, the height of the Lorentzian relative to the height of the Airy core, and $\beta$, the FWHM of the Lorentzian wings. In most cases, however, there is an extended range of possible combinations of $\alpha$ and $\beta$. More severe is the (implicit) assumption that the numerical model, which is used as reference for the fit between observed and synthetic image, is perfectly realistic.

Here a set of PSFs for the Solar Optical Telescope (SOT, Tsuneta et al. 2008; Ichimoto et al. 2008; Suematsu et al. 2008; Shimizu et al. 2007) onboard the Hinode spacecraft (Kosugi et al. 2007) is derived from observations of a Mercury transit and two eclipses for different wavelengths. The observations are described and analysed in Sect. 2. Theoretical two-dimensional PSFs are constructed by convolution of ideal diffraction-limited PSFs and Voigt functions and applied to an artificial eclipse and a Mercury transit in Sect. 2. By comparison of the resulting intensity profiles and the observational results, the best PSF is determined for each case. Discussion and conclusions follow in Sects. 3 and 4 respectively. SOT observations of quiet Sun granulation will be systematically analysed and compared to synthetic intensity images from numerical simulations in forthcoming papers.

2 The Strehl (intensity) ratio is defined as the ratio between the central peak values of a PSF and the one of an ideal, i.e. aberration-free, diffraction-limited PSF. It provides a measure for the deviation from the diffraction limit.

2. Observations

2.1. Filtergrams

The observations analysed in this study were obtained with the Broadband Filter Imager (BFI) of the Solar Optical Telescope (SOT) onboard the Hinode satellite (see Sect. 1 for references). Primarily the blue, green and red continuum channels of the BFI are considered. The central wavelengths of these filters are 450.45 nm, 555.05 nm, and 668.40 nm, respectively. All three filters have a bandwidth of 0.4 nm. In addition a few images for the other three BFI filters are used. These filters are CN, Ca II H, and G-band with central wavelengths of 388.35 nm, 396.85 nm, and 430.50 nm, respectively. The corresponding band widths are 0.7 nm, 0.3 nm, and 0.8 nm.

Observations of the Mercury transit from November 8th, 2006, and the solar eclipse of March 19, 2007, are analysed (see Fig. 1 for examples). The eclipse was partial on Earth but total for Hinode. It is referred to as total eclipse hereafter. There also occurred a partial eclipse on February 17, 2007, which was observed by Hinode but which was not visible from the ground. It was observed with the G-band channel only but still provides useful information for this study. Additional observations of quiet Sun granulation for various positions on the disc and at the solar limb are used.

The position of the FOV and individual subregions on the solar disc is here reduced to the heliocentric position $\mu = \cos \theta$. No distinction is made between the different parts of the limb (N/W/S/E) as there is no noticeable difference in the limb profiles for the quiet Sun (see, e.g., Langhans & Schmidt 2002). The pixel scale of the detector is 0.05448 and thus smaller than the spatial resolution (and even the diffraction limit) of the optical system (0".2 - 0".3, see, e.g., Kosugi et al. 2007 and Sect. 1). As the same is still true for images with 2 x 2 pixel-binning, no difference in terms of contrast etc. is to be expected. Both binned and unbinned images are thus used next to each other.

The data reduction (incl. dark subtraction and flat-fielding) was carried out with Solar Soft (Freeland et al. 2000). Dark frames and flat-fields were kindly provided by T. Berger. In a few cases remaining hot pixels, which often occur in compact groups of adjacent pixels, had to be removed.

Residual intensities. The intensity profiles and residual intensities in the dark areas are determined for the filtergrams from the Mercury transit, the two eclipses, and from limb observations. The residual intensity includes contributions from the PSF wings due to the optical system but also contributions from scattered light. All results are summarised in Table 1 for different distances from the terminator (for the eclipses) and the solar limb, respectively. For the Mercury transit, the residual intensity at its disc-centre is given ($r \approx 5\arcsec$). The table contains the values for $I_{res}$, which are the averages over all profiles, the corresponding standard variation, and (in brackets) the extrema. $N$ is the number of considered images. The intensity profiles are averaged parallel to the terminator/limb, resulting in a radial average for the Mercury transit.

Figure 1 illustrates the determination of the residual light level for the case of the green continuum. For the partial eclipse, however, the G-band is chosen because no other observations are available. The right column displays the intensity profiles derived from the images on the left (black solid lines). In addition also the corresponding profiles from all other images for the same wavelength are plotted as grey lines in each panel. All profiles are averaged over pixels with the same distance to the lu-
Table 1. Residual intensities $I_{\text{res}}$ in the observations at different distances $r$ from the terminator or the solar limb, respectively. See text for details.

| $\lambda$ [nm] | CN  | Ca II H | G band | bc   | ge  | rc  |
|---------------|-----|---------|--------|------|-----|-----|
| $r$ = 5"      | 2.0 ± 0.2 [1.7, 2.3] | 2.3 ± 0.6 [2.0, 3.0] | 3.4 ± 0.9 [2.8, 4.4] | 2.9 ± 0.4 [2.4, 3.2] | 4.7 ± 1.5 [1.7, 5.9] | 5.3 ± 1.5 [3.6, 6.4] |
| $r$ = 10"     | 1.5 ± 0.2 [1.2, 1.7]  | 1.9 ± 0.5 [1.6, 2.4]  | 2.9 ± 0.7 [2.4, 3.7]  | 2.3 ± 0.3 [2.0, 2.5]  | 4.2 ± 1.5 [1.1, 5.3]  | 4.7 ± 1.5 [3.0, 5.7]  |
| $r$ = 20"     | 0.8 ± 0.6 [0.0, 1.3]  | 1.5 ± 0.4 [1.3, 2.0]  | 2.6 ± 0.6 [2.0, 3.2]  | 1.9 ± 0.2 [1.7, 2.1]  | 3.8 ± 1.4 [0.8, 4.8]  | 4.4 ± 1.4 [2.8, 5.2]  |

| $\lambda$ [nm] | CN  | Ca II H | G band | bc   | ge  | rc  |
|---------------|-----|---------|--------|------|-----|-----|
| $r$ = 5"      | 5.9 ± 0.9 [4.9, 6.7] | 6.2 ± 0.3 [5.7, 6.5] | 8.1 ± 0.9 [7.1, 9.2] | 7.0 ± 0.7 [6.2, 8.1] | 10.3 ± 0.2 [10.2, 10.6] | 11.3 ± 0.5 [10.7, 12.0] |
| $r$ = 10"     |     |         |        |      |     |     |
| $r$ = 20"     |     |         |        |      |     |     |

| $\lambda$ [nm] | CN  | Ca II H | G band | bc   | ge  | rc  |
|---------------|-----|---------|--------|------|-----|-----|
| $r$ = 5"      | 5.3 ± 0.7 [4.3, 6.8] | 6.9 ± 1.1 [5.7, 10.5] | 7.9 ± 1.3 [5.5, 9.9] | 7.2 ± 1.2 [5.0, 9.1] |
| $r$ = 10"     | 4.7 ± 0.6 [3.7, 6.1] | 6.4 ± 1.2 [5.1, 9.9] | 6.7 ± 1.1 [5.0, 8.3] |
| $r$ = 20"     | 4.0 ± 0.7 [2.9, 5.7] | 6.0 ± 1.3 [3.6, 9.0] | 6.7 ± 1.1 [5.0, 8.3] |

There is a general trend of a higher residual intensity with increasing wavelength, although the mean G-band value is slightly larger than for the neighbouring bands (see Table 1). The variation of $I_{\text{res,4}}$ for images of the same wavelength is significant, clearly demonstrating that it is impossible to describe the stray-light contribution with a single number (for each wavelength). The situation is much better for the Mercury transit at solar disc-centre as the individual images were taken under very similar conditions, resulting in less variation of $I_{\text{res}}$. In the following the individual sets of images are characterised.

**Total eclipse.** The mean residual intensities in the images for the total solar eclipse at a distance of 5" from the terminator amount to (2.9 ± 0.4) % of the mean intensity of the unocculted solar disc for the blue continuum but to (5.3 ± 1.5) % for the red continuum, respectively. At a distance of 20" the values reduce to (1.9 ± 0.2) % and (4.4 ± 1.4) %.

**Partial eclipse.** For the partial eclipse only G-band images are available. The intensity profiles essentially form two groups, one with a residual intensity at a distance of 20" of 0.7 % to 1.0 % of the solar disc intensity and the other with 1.8 to 2.2 %. The higher values result from images where the dark occulted area is less than 42 % of the image, resulting in a higher mean count rate (see below). The low values come from images where the lunar disc covers more than half of the image and the mean count rate is low.

**Mercury transit at solar disc-centre.** Most images of the Mercury transit on the solar disc are taken at a heliocentric position of the Mercury disc of $\mu$ ≈ 0.9. The residual intensity at Mercury disc-centre is determined from the radially averaged profile across the Mercury limb with respect to the mean of surrounding solar disc area of comparable $\mu$. Close to solar disc-centre ($\mu$ ≈ 0.9) the following values are derived for the three continuum bands: (7.0 ± 0.7) % (blue), (10.3 ± 0.2) % (green) and (11.3 ± 0.5) % (red). For the other three broadband channels the following values are found: CN (388 nm): (5.9 ± 0.9) %, Ca (397 nm): (6.2 ± 0.3) %, and Gb (431 nm): (8.1 ± 0.9) %. The Mercury transit at solar disc-centre obviously gives residual intensities that are much higher than estimated from the eclipses and from the solar limb observations. This can already be seen from the intensity profiles in Fig. 1, which decrease to much lower residual intensity values off the solar limb than compared to the centre of the Mercury disc. This is partly due the influence of the wings of the telescope’s PSF, which contribute more to the residual intensity for the Mercury disc than for an eclipse (see Sect. 4).

**Mercury transit at the solar limb.** In addition there are green continuum images at the solar limb covering the beginning of the Mercury transit. The value of $I_{\text{res,4}}$ refers to the mean intensity of the solar disc close to the Mercury disc in order to ensure a comparable $\mu$. Next to the radial profiles also profiles along the x- and y-axis through the Mercury disc-centre are shown in the left part of Fig. 1. All include also the intensity decrease over the solar limb. At Mercury disc-centre the radial averaged profiles exhibit residual intensities of (8.0 ± 2.2) % with extreme values of 6.3 % and 13.8 %. Only the inner parts, which are of interest here, of the radial profiles are reliable as further away from the disc-centre one averages the non-radial solar disc. The averages along the x- and y-axes show very similar residual intensities (see Fig. 1). Nevertheless the derived values for $I_{\text{res,4}}$ are smaller than for the Mercury transit at disc-centre because now a larger area of the image is dark, mapping the space beyond the solar limb. The large variation in $I_{\text{res,4}}$ can be explained by (i) the varying fraction of the dark area and thus the overall light level in the telescope and (ii) the more problematic determination of a reference intensity as the Mercury disc at the solar limb spans a larger range in $\mu$. 
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Solar limb. The pure limb observations (i.e. without Mercury, see Fig. 1a-b) imply values for the residual intensity from $(5.3 \pm 0.7)\%$ for blue continuum to $(7.9 \pm 1.3)\%$ for the red continuum at a distance of $5''$ from the solar limb. For $20''$ the values decrease to $(4.0 \pm 0.7)\%$ and $(6.7 \pm 1.1)\%$, respectively. The residual intensity refers to the mean intensity of the solar disc close to the limb (average running from $-1''$ to $-2''$). The reference, however, is problematic as the limb images often extend to $\mu \sim 0.4$ and in some cases even to $\mu > 0.5$.

2.2. Dependence on overall light level

The large variation in the eclipse intensity profiles for the same wavelength is caused by the different illumination of the detector during the exposure. This “overall light level” is here quantified as the “mean count rate” $C$. It is defined as the total count number of all pixels, i.e. the full FOV, of an image divided by the FOV area (in arcsec$^2$) and the exposure time. For a given wavelength, an unoccluded image taken at solar disc-centre has a higher value of $C$ than an image taken closer to the solar limb. $C$ is reciprocally proportional to the fraction of the occulted and thus dark image area. For the images considered in this section, $C$ is highest for the Mercury transit at disc-centre. In all other cases a significant part of the detector is dark as it images the solar disc close to the limb (average running from $-0.0668.40$ to $-0.0555.00$). This “overall light level” is here quantified as the “mean count rate” $C$. It is defined as the total count number of all pixels, i.e. the full FOV, of an image divided by the FOV area (in arcsec$^2$) and the exposure time. For a given wavelength, an unoccluded image taken at solar disc-centre has a higher value of $C$ than an image taken closer to the solar limb. $C$ is defined as the total count number of all pixels, i.e. the full FOV, of an image divided by the FOV area (in arcsec$^2$) and the exposure time. For a given wavelength, an unoccluded image taken at solar disc-centre has a higher value of $C$ than an image taken closer to the solar limb. $C$ is reciprocally proportional to the fraction of the occulted and thus dark image area. For the images considered in this section, $C$ is highest for the Mercury transit at disc-centre. In all other cases a significant part of the detector is dark as it images the solar disc close to the limb. The same is true for the Mercury transit images at the solar limb.

The residual intensities are measured for all images at a distance of $5''$ from the terminator/solar limb. The results for the different kinds of observations are represented by different symbols in Fig. 2. For all six wavelength channels $I_{\text{res,} \lambda}$ increases linearly with $C$. The eclipse and Mercury transit data was used to derive the regression lines shown in Fig. 2. The solid lines show the result of a linear regression, which reproduce the relation quite well. The solar limb profiles are excluded here because of the uncertain reference intensity. The solar limb data is in line with the eclipse and Mercury transit when plotting the corresponding count rate instead of $I_{\text{res}}$. Obviously a higher reference intensity is necessary to make the limb data comply with the regression lines for $I_{\text{res}}$. The dependence on $C$ indicates that the residual intensity contains contributions from anisotropic stray-light, which, e.g. may originate from internal reflections in the instrument and thus clearly depend on the overall light level.

The heliocentric positions $\mu$ are plotted as function of the mean count rate for the blue, green, and red continuum in the panels e, h, and k of Fig. 2 respectively. The panels f, i, and l show the residual intensity as function of $\mu$. The Mercury transit images for the green continuum have residual intensities of $2.6\%$ to $4.8\%$ close to the solar limb (position of the Mercury disc at $\mu < 0.2$), whereas $\sim 10.0\%$ are derived close to disc-centre. It clearly demonstrates the increase of the relative residual intensity with $\mu$, related to the centre-to-limb variation of the mean intensity of solar granulation and the corresponding change of the mean count rate.

The residual intensities in images of “regular” unoccluded granulation are now estimated from the corresponding values of $C$ and the (wavelength-dependent) relation with $I_{\text{res,} \lambda}$, which was found from the Mercury transit and the eclipse data. The results for the blue, green, and red continuum are represented as dots in Fig. 2. Finally a linear regression of the form $I_{\text{res,} \lambda} = m \cdot \mu + c$ is performed for each wavelength (solid lines in Fig. 2). The derived parameters $c$ (constant) and $m$ (slope) are listed together with the maximum value of $I_{\text{res,} \lambda}$ at $\mu = 1.0$ for all three considered continuum wavelengths in Table 2. At solar disc-centre the following residual intensities $I_{\text{res,} \lambda}$ can be expected in images of “regular” granulation: $6.4\%$, $9.5\%$, and $10.9\%$, for blue, green, and red continuum, respectively. The estimate is based on residual intensities at $5''$ distance from the terminator of the Mercury transit and the eclipses and should thus be interpreted as upper limit only.

2.3. Anisotropy

A direct proof of stray-light is presented in Fig. 3. It shows a frame taken during the total eclipse but with the displayed intensity range limited to a value of 120, which is about $10\%$ of the mean value of the bright solar disc (lower left corner of the image). The vertical positions of the profiles are indicated by tick marks on the right side of the image. Profile a lies in a “shadow”, whereas profile b crosses a “streak” at a position of $x = -300''$.

3. Theoretical PSFs for SOT

3.1. Ideal diffraction-limited PSFs

The diffraction-limited PSF of a circular homogenous illuminated aperture of diameter $d$ is described by the Airy function.

| wavelength | $m$ [%] | $c$ [%] | $I_{\text{res,} \lambda}/I_{\text{max}}$ [%] |
|-----------|--------|--------|-------------------|
| 450.45    | 3.18   | 3.22   | 6.40              |
| 555.00    | 3.77   | 5.73   | 9.50              |
| 668.40    | 4.51   | 6.39   | 10.90             |
For a wavelength $\lambda$ the FWHM of the central Airy disc is equal to the resolution of the telescope

$$\sin \alpha_{\text{res}} = \frac{\lambda}{d} \quad (1)$$

For a more complicated aperture geometry the PSF can be calculated as the square of the wave number Fourier transform of the pupil shape. It has to be normalised so that the sum is equal to one. For SOT the 50 cm diameter aperture, the 17.2 cm diameter central obscuration, and the three spiders (120° separation, 4 cm wide) are taken into account. Each PSF is defined as an array with 5120² pixels and a spatial increment of half a pixel. The central lobes have the following FWHMs (cf. Eq. 1): 0″18 at 450.45 nm (blue), 0″22 at 555.05 nm (green), and 0″27 at 668.40 nm (red), respectively. Suematsu (2007) kindly provided an ideal G-band PSF for the main mirror of SOT, which has a FWHM of 0″18. As ideal PSFs can be scaled reciprocal with the wavelength, the G-band PSF can be compared to the PSFs calculated here. They agree within the limits of numerical uncertainties.

3 It should not be confused with the Rayleigh criterion, which is defined with an additional factor of 1.22 for the position of the first minimum surrounding the central Airy disc (approximately the first minimum of the Bessel function of the first kind).

3.2. Non-ideal PSFs

Here Voigt functions are used as approximation for the non-ideal PSF contributions (see Sect. 1). The final PSFs are then derived by a convolution of the ideal PSFs $P_{\text{id}}$ and a Voigt function $V_{\gamma, \sigma}$

$$V_{\gamma, \sigma}(r) = (2\pi)^{-3/2} \frac{\gamma}{\sigma} \int_{-\infty}^{+\infty} \frac{e^{-r^2/(2\sigma^2)}}{(\frac{\gamma}{\sigma})^2 + (r - r^\prime)^2} dr^\prime, \quad (2)$$

which is the convolution of a Gaussian $G_{\gamma}(r)$

$$G_{\gamma}(r) = \frac{e^{-r^2/(2\sigma^2)}}{\sqrt{2\pi \sigma}}, \quad (3)$$

and a Lorentz function $L_{\gamma}(r)$

$$L_{\gamma}(r) = \frac{\gamma}{\pi (r^2 + \gamma^2)}. \quad (4)$$

Here $r = \sqrt{x^2 + y^2}$ is the spatial ordinate and $\gamma$ is the FWHM of the Lorentzian. The FWHM of the Gaussian is defined as $2\sigma$ (2 ln 2) 1/2. With $u = r/(\sqrt{2} \sigma)$ and the damping parameter $a = \frac{\gamma}{2} \frac{1}{\sqrt{2} \sigma}$

$$V(a, u) = \frac{1}{\sqrt{2\pi \sigma}} \frac{a}{\pi} \int_{-\infty}^{+\infty} \frac{e^{-u^2}}{a^2 + (u - u^\prime)^2} du^\prime = \frac{H(a, u)}{\sqrt{2\pi \sigma}}, \quad (5)$$

The far wings, i.e. the PSF at large angles, are normally dominated by the Voigt function. The function is numerically reduced to a delta peak if the FWHM of the Voigt function is significantly smaller than the numerical angle increment. In that case the convoluted PSF is identical to the original diffraction-limited one. Here PSFs with an additional Voigt function $V_{\gamma, \sigma}$ are computed for a parameter grid of $\gamma$ and $\sigma$. The grid includes PSFs for which $P_{\text{id}}$ is convolved with a pure Lorentzian $L_{\gamma}$ for different values of $\gamma$ or with a pure Gaussian $G_{\gamma}$ for different values of $\sigma$.

In some studies a linear combination of the ideal PSF and a Lorentzian of the type

$$P_{\text{L}}(x, y) = (1 - \alpha) P_{\text{id}}(x, y) + \alpha L_{\gamma}(r(x, y)) \quad (7)$$

is used instead of a convolution. The linear approach is considered here only for comparison as it is strictly speaking physically not correct. Instead the convolution method is preferable (see Sect. 3). To avoid confusion with the convolution approach the FWHM of the Lorentzian is here named $\beta$ instead of $\gamma$. A parameter grid for $[\alpha, \beta]$ is computed.

4. Fitting observations with synthetic profiles

Here the different theoretical PSFs for SOT (see Sect. 3) are applied to artificial idealised two-dimensional images of a Mercury transit and an eclipse. The image dimensions conform to half of the BFI detector, i.e. 2048 × 2048 pixels with a scale of 0″05448 px arcsec⁻¹, resulting in a field of 111″6 × 111″6. The resulting synthetic degraded intensity profiles are then compared to empirical profiles derived from SOT images (see Fig. 5 for an example). The optimum PSF is the one that produces the smallest difference between observed and synthetic intensity profile.
4.1. Ideal diffraction-limited PSFs

4.1.1. Artificial Mercury transit

The ideal theoretical PSFs for each wavelength are applied to a simple binary mask of a bright solar background with a black Mercury disc (cf. Fig. 5). Convolution with the PSF transforms the sharp edge of the Mercury limb in the initial mask into a smooth slope. The ideal SOT PSF for a wavelength of 450.1 nm (blue continuum) produces a residual intensity $I_{\text{res}}$ of 1.7% (with respect to the bright solar background) at the centre of the Mercury disc in the degraded image. A simpler Airy PSF results in only 0.7% residual intensity, implying a substantial contribution due to the spiders and the central obstruction of the telescope. Already replacing the SOT PSF with its radial mean, i.e., removing the non-radial variation due to the spiders, significantly decreases the residual intensity. Quantitative results obviously demand for a detailed model of the telescope properties.

Although the considered FOV is already relatively large, the residual intensity still grows asymptotically as a function of image (and PSF) size. The far wings of the PSF contribute only little to the intensity but nevertheless produce an asymptotic increase of $I_{\text{res}}$ (at disc-centre) by a factor of $\sim 1.1$ with respect to a field size of $111.6'' \times 111.6''$. Approximately the same factor is found for $\lambda = 555.0$ nm and 668.4 nm. The estimate is based on an analytical 2D Airy function. Under the assumption that the detailed PSFs show the same qualitative behaviour, the factor 1.1 is now multiplied to the corresponding values of $I_{\text{res}}$, resulting in residual intensities of 1.8% (450.1 nm), 2.2% (555.0 nm), and 2.6% (668.4 nm), respectively (see Table 3). The proportional increase with wavelength is related to the broadening of the PSF (see the FWHM).

4.1.2. Artificial eclipse

The experiment is repeated for artificial eclipse images with a straight terminator. Different field sizes and also positions of the limb within the images are considered. Again the residual intensity, which is derived with the ideal PSF, is corrected for the asymptotic behaviour for very large bright areas due to the far wings. At a distance of $5''$, which corresponds to the Mercury disc radius, the following residual intensities (corrected with a factor of 1.1 for the far wings) are found to be 0.6%, 0.7%, and 0.8% for blue, green, and red continuum, respectively (see Table 3). The values are much smaller than for the Mercury experiment owing to the different geometrical situations and the different proportions of bright to occulted area. In contrast to the Mercury transit experiment, where the geometry is radially-symmetric and the occulted area is relatively small, the eclipse has a clear anisotropic geometry with a significant occulted area. At a location beyond the eclipse terminator only radiation from one side is received, whereas the centre of the Mercury disc is irradiated by the bright (solar) disc from all directions.

4.1.3. Comparison with observations

Comparison of the observed and artificial intensity profiles show that when using an ideal PSF (i) the average observed intensity profiles over the terminator have a less steep gradient and (ii) the residual intensities derived from the observations are generally larger (see Table 3). This indicates that (i) the true PSFs are broader than the theoretical diffraction-limited ones and (ii) that there is an additional contribution due to stray-light. The difference between theoretical and observed profiles decreases with distance from the terminator and can thus not be described with just a constant intensity offset. Many profiles, averaged parallel to the terminator or just individual profiles, exhibit even a change in slope. The slope can get steeper but also reverse again in some cases (see Figs. 1 and 3). The synthetic degraded intensity profiles would fit the terminator slope of the observed (averaged) profiles better if the PSFs were broader. A broader PSF corresponds to a smaller effective aperture (or a longer wavelength, see Eq. (1)). However, even though a broader PSF would provide a better fit of the slope, the (dark) part of the profiles directly be-

Table 3. Residual intensities $I_{\text{res}}$ in the artificial diffraction-limited\(^a\) and the SOT observations\(^b\).

| $I_{\text{res}}$ [%] | 450 nm | 555 nm | 668 nm |
|---------------------|--------|--------|--------|
| **Mercury disc-centre (r = 5'')** |        |        |        |
| $r = 5''$ | observed | 7.0 ± 0.7 | 10.3 ± 0.2 | 11.3 ± 0.5 |
| | theor. | 1.8 | 2.2 | 2.6 |
| | difference | 5.2 ± 0.7 | 8.1 ± 0.2 | 8.7 ± 0.5 |
| **total eclipse, different distances r from lunar limb** |        |        |        |
| $r = 10''$ | observed | 2.9 ± 0.4 | 4.7 ± 1.5 | 5.3 ± 1.5 |
| | theor. | 0.6 | 0.7 | 0.8 |
| | difference | 2.3 ± 0.4 | 4.0 ± 1.5 | 4.5 ± 1.5 |
| $r = 20''$ | observed | 2.3 ± 0.3 | 4.2 ± 1.5 | 4.7 ± 1.5 |
| | theor. | 0.3 | 0.3 | 0.4 |
| | difference | 2.0 ± 0.3 | 3.9 ± 1.5 | 4.3 ± 1.5 |

\(^a\) All theoretical values are corrected for the influence of the far PSF wings at different distances from the terminator (see Sect. 4.1.1).

\(^b\) The difference between both is due to contributions not included in the ideal PSFs, e.g., stray-light inside the telescope.
yond the terminator is often not well reproduced. Many observed profiles do not show the theoretical asymptotic decrease towards a residual intensity, indicating that a purely diffraction-limited PSF is too simple.

4.2. Non-ideal PSFs incl. convolution with a Voigt function

Now those PSFs are used that are calculated by convolution of the diffraction-limited PSFs and a Voigt function. Synthetic intensity profiles are again derived from degraded images of the artificial eclipse and the Mercury transit and are then compared to the observed intensity profiles. An example for the Mercury transit is displayed in Fig. 5.

A constant intensity offset $I_0$, which is added to the synthetic profiles $I_{\text{syn,org}}$, is introduced as a third parameter:

$$I_{\text{syn}}(x, \gamma, \sigma, I_0) = I_0 + (1 - I_0) I_{\text{syn,org}}(x, \gamma, \sigma)$$

(8)

The discrepancy between observed and synthetic profiles is measured for all parameter combinations $[\gamma, \sigma, I_0]$. The quantity of a fit is evaluated with the quantity

$$\varepsilon(\gamma, \sigma, I_0) = \left( \frac{I_{\text{obs}}(x) - I_{\text{syn}}(x, \gamma, \sigma, I_0)}{I_{\text{syn}}(x, \gamma, \sigma, I_0)} \right)^2$$

(9)

averaged over the terminator region and the first $10^\circ$ of the dark part in case of an eclipse and over the first $5^\circ$ in case of the Mercury transit), respectively. This goodness-of-fit measure is in principal a sum-of-squares or least squares approach. For every $[\gamma, \sigma]$ the fitting procedure returns an error vector for the different $I_0$. Although the general picture remains the same when choosing a fixed $I_0$, the minimum error is chosen for each $[\gamma, \sigma]$, effectively reducing the measured errors to $\varepsilon_{\text{min}}(\gamma, \sigma)$. The procedure is repeated for every observed profile.

Reference case. First a reference case is constructed in order to investigate the fitting routine and the quality of the selected error measure. Instead of fitting an observed intensity profile, a known synthetic profile for $\gamma = 0.005$ and $\sigma = 0.001$ is preset. The error $\varepsilon_{\text{min}}$ forms a distinct pattern in the $\gamma$-$\sigma$ plane, which is shown in Fig. 6. The black track, where the error is smallest, is called here the “minimum error trench” (MET). The properties of the Voigt function make the MET bend and form a “knee”. In the reference case depicted in Fig. 6 the “knee” is located at $\gamma \approx 0.003$ and $\sigma \approx 0.016$. Below the knee, i.e. for smaller $\sigma$, the MET follows lines of constant Strehl but also roughly lines of equal broadening of the FWHM of the PSF core with respect to the pure diffraction-limited PSF. In contrast the part of the MET above the knee follows a line of constant damping parameter $\alpha$ of the Voigt function (see Eq. (5)). The MET in the reference case fades again along the upper right part, indicating that the fit between the intensity profile degenerates for increasing $\sigma$. The determined best-fitting parameter pair (marked with a circle in the plot) indeed matches the preselected one, demonstrating that the method in principle works.

Fitting observed profiles. The same procedure is now used for fitting the observed intensity profiles (see Sect. 2.1). Although the MET is also clearly pronounced in Fig. 7, the best fit (not shown) is found just at the upper limit of the considered parameter range for $\sigma$. This parameter combination is clearly unreasonable as it implies a Strehl ratio of less than 0.5 and also a FWHM of the PSF core that would be 30% broader than for the diffraction-limited PSF. It has to be attributed to imperfections of the fits due to anisotropic stray-light contributions (see Sect. 5). Obviously additional constraints are required. The spatial power spectral density of granulation images observed with SOT would in principle allow to estimate the effective spatial resolution of the instrument. It would correspond to a line of constant FWHM or broadening in the $\gamma$-$\sigma$-plane (e.g., a dashed line in Fig. 7), which would restrict the relevant MET and the corresponding parameter combinations to the part below. Preliminary tests show, however, that it is difficult to determine a strict limit for the spatial resolution. Here the Strehl ratio is used as additional constraint. Based on pre-flight measurements, [Tsuneta et al. (2008) and Suemitsu et al. (2008)] state that the individual Strehl ratios of the optical telescope assembly (OTA) and the focal-plane package (FPP) both are 0.9 or better at a wavelength of 500 nm and that the combined Strehl ratio is thus certainly 0.8 or better (see [Tarbell et al., in prep., for details on FPP]). Nevertheless it is necessary to test the optical performance under on-orbit conditions. Indeed the MET below the “knee” follows a contour of a Strehl ratio close to 0.8 for the Mercury transit at 555 nm (see Fig. 7) and 668 nm, whereas it is close to 0.85 for 450 nm (see linear regression section of Table 2). The METs for the eclipse are very similar and favour Strehl ratios of 0.84 to 0.86.

In the following the MET above the “knee” is neglected because of the too small Strehl ratios. Unfortunately the best parameter set $[\gamma, \sigma]$ is less obvious than in the reference case. Nevertheless Fig. 7 points at $\gamma \approx 0.006$ and $\sigma \approx 0.006$ as the parameter pair that produces the best fit for that particular Mercury transit image. For the other cases the best pair is found in different locations along the MET below the “knee” and also the exact position of the MET varies slightly. Obviously it is difficult to pin down a definite PSF that can reproduce all observations. On the other hand the resulting parameter range represents PSFs that are very similar in terms of FWHM and Strehl ratio. The arithmetic averages and standard deviations of $\gamma$ and $\sigma$ are listed in Table 3 for all three continuum bands for the Mercury transit and the total eclipse. The variation in $\sigma$ can be quite significant, e.g. in the case of the total eclipse at 555 nm. The variations of $\gamma$ and $\sigma$ are not independent and should rather be replaced by the deviation from the mean MET. As the MET below the “knee” follows roughly lines of constant Strehl ratio and broadening, the corresponding PSFs are very similar. This part of the MET can be approximated with a linear regression that accounts for all fits of the individual observations (see Table 4). The average and standard deviation of the slope $\Delta \sigma/\Delta \gamma$ and the offset $\sigma_C$ provide a range of METs, which can be translated into a meaningful error margin in $\gamma$ and $\sigma$. It is $\delta \gamma \sim 0.001$ and $\delta \sigma \sim 0.002$ - $0.003$, which is of the order of the grid increment. Owing to the larger variation in the observational intensity profiles for the eclipse, the METs for the eclipse at 555 nm vary by $\delta \gamma \sim 0.002$ and $\delta \sigma \sim 0.005$.

The optimum PSF for each case can now be determined from the $\varepsilon$-weighted mean value projected onto the mean MET. The resulting $[\gamma, \sigma]$ is essentially identical with the arithmetic averages or at most deviates in $\gamma$ by just the order of the grid increment. For the Mercury transit a $\sigma_{\text{opt}} = 0.008$ is found for all three wavelengths, whereas $\gamma_{\text{opt}}$ increases with wavelength from 0.004 to 0.006. The results for the green and red continuum are very similar in Strehl ratio $S$ (0.78-0.79) and broadening $b$ of the central PSF lobe (1.4% - 1.3%). In contrast the blue continuum indicates a slightly better instrument performance with $S = 0.84$ and $b = 0.8%$. The intensity offset for the optimum PSFs is derived from the average of the individual $\gamma$-$\sigma$-planes over all individual observations for each case at the parameter $s$. The optimum PSF is in terms of Strehl ratio and broadening 

$$S = \frac{\int f(x)^2 \, dx}{\int f(x) \, dx^2}$$

(10)

where $f(x)$ is the intensity profile and $\delta$ the full width at half maximum.
position $[\gamma_{opt}, \sigma_{opt}]$. It is only 0.3% to 0.4% of the mean solar disc intensity.

The eclipse case indicates an excellent instrument performance very close to the blue continuum Mercury transit case. On the other hand larger intensity offsets of 2.5% and 3.0% are necessary for the green and blue continuum, respectively, clearly demonstrating the larger uncertainties arising from the variation among the eclipse profiles. In addition there could be systematic differences between the Mercury transit and the eclipse observations due to the different observation dates. Some instrumental properties change with time under space conditions, causing for instance a gradual shift of the focus position (Ichimoto et al. 2008).

Finally the range of reasonable PSFs can be limited by the cases just at the “knee” of the mean MET and on the other side by a convolution with a pure Lorentzian ($\sigma = 0$, see Sect. 4.3). The indicated instrument performance is very close to those of the optimum PSFs. See Table 4 for details.

4.4. PSFs including convolution with a Gaussian

Convolution of a diffraction-limited PSF with only a pure Gaussian does produce fits to the observed intensity profiles that are usually worse than for the analogous cases with a Lorentzian (Sect. 4.3) or better a Voigt function (Sect. 4.2). The goodness $\varepsilon$ displayed in Fig. 8d does not indicate any preferred parameter $\sigma$. Obviously a pure Gaussian is generally not a suitable approximation for the non-ideal contributions to a PSF, especially for its wings. Although both the convolution with a Gaussian and Lorentzian lead to an increase in FWHM and Strehl ratio with their primary parameter ($\sigma$ and $\gamma$, respectively), the details of the resulting PSF profiles differ. Already for small values of $\sigma$ the Gaussian causes the central lobe of the combined PSF to get so broad that the first minimum is removed and the central and secondary lobes essentially fuse. The higher order

Table 4. Parameters$^a$ of the convolved non-ideal PSFs that produce the best fit of the intensity profiles across the Mercury disc and the total eclipse.

| $\lambda$    | 450.45 nm | 555.00 nm | 668.40 nm | 450.45 nm | 555.00 nm | 668.40 nm |
|-------------|-----------|-----------|-----------|-----------|-----------|-----------|
|            | Mercury transit |             | Eclipse   |            |           |           |
| $\gamma_{opt}$ | 4 (4 ± 2)   | 5 (6 ± 2)  | 6 (6 ± 2)  | 5 (5 ± 2)  | 5 (4 ± 2)  | 4 (4 ± 1)  |
| $\sigma_{opt}$ | 8 (8 ± 5)   | 8 (8 ± 4)  | 8 (8 ± 5)  | 7 (7 ± 5)  | 7 (7 ± 5)  | 7 (7 ± 3)  |
| $I_o$      | 0.3 (0.5 ± 0.4) | 0.4 (0.3 ± 0.3) | 0.4 (0.4 ± 0.3) | 0.1 (0.2 ± 0.2) | 2.5 (2.7 ± 0.4) | 3.0 (3.2 ± 0.3) |
| $b$        | 0.8 (0.8 ± 0.2) | 1.4 (1.4 ± 0.1) | 1.3 (1.3 ± 0.1) | 0.9 (0.8 ± 0.2) | 0.9 (0.8 ± 0.3) | 0.8 (0.7 ± 0.2) |
| $S$        | 0.84 (0.84 ± 0.03) | 0.78 (0.78 ± 0.01) | 0.78 (0.78 ± 0.01) | 0.83 (0.84 ± 0.02) | 0.84 (0.86 ± 0.04) | 0.85 (0.87 ± 0.03) |

$^a$ $\gamma$ and $\sigma$ in units of $10^{-3}$ $\gamma_{opt}$, $\sigma_{opt}$. $I_o$ in %, broadening factor $b$ of the FWHM with respect to the ideal PSF in %, and the Strehl ratio $S$. $^b$ The values in parentheses are the arithmetic averages over the best fits for the individual observational profiles for each case. Please note that the errors in $\gamma$ and $\sigma$ are not independent (refer to the text for more details). The value in front of the parentheses is the $\varepsilon$-weighted mean value projected onto the mean MET.

$^c$ The MET below the “knee” is approximated by $\sigma_{MET} = \sigma_C + (\Delta \sigma / \Delta Y) \cdot \gamma$. The positions of the individual METs have a rms variation of $\delta \gamma \sim 0.001$ and $\delta \sigma \sim 0.002 - 0.003$, which is of the order of the grid increment. Only the METs for the eclipse at 555 nm show a larger variation with $\delta \gamma \sim 0.002$ and $\delta \sigma \sim 0.005$.

$^d$ The range of reasonable PSFs is limited by the position just at the “knee” of the mean MET and on the other side by a convolution with a pure Lorentzian ($\sigma = 0$).

4.3. PSFs including convolution with a Lorentzian

For the case $\sigma = 0$ the deviation from the diffraction-limit essentially reduces to a pure Lorentzian with a FWHM of $\gamma$. Fitting the observed profiles requires values for $\gamma$ between 0′′007 and 0′′009 (see Table 4 and Fig. 8h, cf. Fig. 8k). For the green and red continuum Mercury transit case the best fits imply PSFs with a Strehl ratio of $S = 0.79$ and a broadening of the central lobe with respect to the diffraction-limited PSF by 1.3% and 1.2%, respectively. The other cases favour Strehl ratios of 0.84 to 0.87 and a broadening of 0.7% to 0.8%. The intensity offset $I_o$ is in most cases somewhat higher than for the optimum PSFs for a convolution with a Voigt function (see Sect. 4.2) but stays of the order of 1% for the Mercury transit and up to 3.2 ± 0.4 for the red continuum eclipse.

Convolution of a di

lobes are smoothed out equally fast. The Lorentzian obviously has the potential to produce profiles that are closer to reality.

4.5. Application of non-ideal linearly combined PSFs

Despite conceptual concerns the individual observed profiles can be fitted reasonably well when using a linear combination of an ideal PSF $P_{\text{id}}$ and an additional Lorentzian (see Eq. 7 and Fig. 4). Owing to the large fluctuation among the observed intensity profiles (see Fig. 1), the best combination of $\alpha$ and $\beta$, however, varies strongly. For instance, the observed eclipse profiles at 555 nm are best matched with the artificial eclipse at $A = 555 \text{ nm}$ and applied intensity offset $I_o$, right column, solid lines) for PSFs with convolution with a Lorentzian (top row) and a Gaussian (bottom row). The goodness is averaged over the individual observations. The dashed lines are the Strehl ratio in the left column and the FWHM of the combined PSF in the right column, respectively.

Fig. 8. Goodness $\varepsilon$ (left column, solid lines) of the fits between artificial and observed intensity profiles for the Mercury transit at $A = 555 \text{ nm}$ and applied intensity offset $I_o$ (right column, solid lines) for PSFs with convolution with a Lorentzian (top row) and a Gaussian (bottom row). The goodness is averaged over the individual observations. The dashed lines are the Strehl ratio in the left column and the FWHM of the combined PSF in the right column, respectively.

5. Discussion

Suitable observations. Observations of the solar limb have fundamental problems with respect to the determination of a PSF. The centre-to-limb variation induces an intensity gradient across the image, which makes a limb observation an inhomogeneously illuminated and thus non-ideal test case. The corresponding stray-light level might be strongly underestimated as the overall light level is much smaller than at disc-centre (see Fig. 2). In addition the centre-to-limb variation complicates the definition of a reference intensity for the stray-light level.

In general it is preferable to have a homogeneous background with a well-defined proxy for the PSF. Ideal is a case which is not too different from regular observations. In this respect a Mercury transit seems to be the best available test case. The overall light level in the telescope is not significantly affected if the the FOV is much larger than the occulting Mercury disc. The radial geometry is very convenient as radial averaging offers a way to deal with the anisotropy of the PSF and to describe it with an average intensity offset instead. A clear drawback of course is that a Mercury transit does only provide the first 5% of the PSF profile.

In contrast even the far wings can be analysed for an eclipse image. On the other hand eclipses have a clear disadvantage if there are anisotropic contributions that vary across the FOV. In that case, as found here for SOT, the exact position of a eclipse terminator in the image introduces another degree of freedom. Also the larger relative occulted image area, which varies from image to image, make eclipse image depend much stronger on the overall light level in the telescope.

Ideally one should try to combine the analysis of both, Mercury transits and eclipses, whenever possible, where images away from the solar limb are preferable.

PSF models. It is not obvious which mathematical model is best for representing the non-ideal contributions of a PSF. Already Nordlund (1984) made clear that PSFs of comparable quality can be constructed from a combination of two Lorentzians instead of Gaussians. Another approach is used by DeForest & Wills-Davey (submitted), who model the PSF of the Transition Region and Coronal Explorer (TRACE) with the sum of a narrow Gaussian core and Lorentzian wings.

An important finding is that it is indeed crucial to use realistic detailed PSFs. Ideally one would assemble a realistic PSF by following the optical path step by step and adding a component for each optical element. Unfortunately this is not possible in most cases as it requires detailed measurements and testing of each element under conditions that are very close to those of the observations. In a real optical system chromatic aberration results in a systematic change of the optical properties with wavelength. In case of SOT, the chromatic aberration is small for the OTA (Suematsu et al. 2008) and also for the BFI and can thus usually be neglected. An exception may be simultaneous observations that span a large wavelength range, resulting in a still small but possibly significant effect (Ichimoto et al. 2008). Even an interchange of intensity between different wavelengths is in principle possible. A PSF for a certain wavelength thus could gain or lose energy from other wavelengths. Here the PSFs are
treated as purely monochromatic because the aforementioned effects are considered negligible in comparison to other uncertainties.

Simplifications are actually unavoidable but one should at least account for instrumental details such as spiders and a central obstruction, as it is the case for SOT. In particular the spider legs do not only block the telescope pupil but also scatter the incoming light at small angles that will inevitably broaden the PSF. The strong variation in eclipse profiles and the number of potential causes, however, limit the number of meaningful free model parameters. As long as an approximation produces acceptable fits to the intensity profiles, it should thus be as simple as possible. For instance, the net effect of a possible defocus is in principle included in the PSFs determined here although it cannot explicitly be separated from other effects. The introduction of a defocus term would certainly complicate the model without producing better fits of the intensity profiles.

A linear combination of a diffraction-limited PSF and a Lorentzian should only be used for sufficiently large $\beta$, which is mostly the case when the deviations are dominated by the seeing induced by the Earth’s atmosphere (see, e.g., Langangen et al. 2007; Leenaarts & Wedemeyer-Böhm 2009). For space-borne instruments smaller values of $\beta$ and thus narrower Lorentzians can occur, as seen here for example of SOT. For very small $\beta$ the FWHM of the combined PSF gets smaller than the one for the diffraction-limited PSF, whereas the Strehl ratio can exceed 1. In those cases a linear combination is obviously unphysical. A Gaussian as PSF, although often used for the sake of simplicity and/or the lack of constraints on the PSF, is certainly not a good approximation, as it grossly underestimates the wing contributions. Instead one should whenever possible prefer a convolution of a detailed ideal PSF and a Voigt function or possibly a more realistic description of the non-ideal contributions.

Stray-light estimate for SOT. Neither can one give a single number for the stray-light contribution but at best a rough estimate for the upper limit of the stray-light contribution. As such one can use the difference between the observed residual intensity and the contribution due to the wings of the ideal (theoretical) PSF. The artificial Mercury transits for the best-fitting PSFs (see Table 4) have intensities of 6.5%, 10.0%, and 10.8% at a distance of 5'' from the terminator for green, blue, and red continuum, respectively. These values are close to the estimated residual intensity in “regular” granulation images (Table 2). The small Mercury disc affects the overall light level only slightly, making it a good test case. Subtracting the intensities at 5'' derived with the diffraction-limited PSF (see Table 3) yields 4.7%, 7.8%, and 8.2%, which can be considered as approximate upper limit for the stray-light contribution at that distance for high light levels. The value for the green continuum is significantly higher than judging from the eclipse image in Fig. 3 but the latter of course has a lower overall light level, which causes the residual intensities to be smaller (see Fig. 2).

Fitting procedure. Fitting a profile across a terminator is difficult as it both has an extremely steep slope and a long tail at low intensities. Depending on the chosen measure either one or the other is weighted more. As it is not obvious which approach is the best, the least squares method chosen here is kept as simple as possible. That the choice is reasonable is supported by the fact that the resulting MET in the $\gamma$-$\sigma$-plane coincides with the pre-flight measurements of the Strehl ratio (Tsuneta et al. 2008). Removing the denominator in Eq. (9) gives more weight to the difference between observed and synthetic profile directly at the steep slope. The result is a small shift of the MET in the $\gamma$-$\sigma$-plane. For the Mercury transit the MET is shifted upwards by $\Delta\sigma = 0''001 - 0''002$ and to the right by $\Delta\gamma \lesssim 0''001$, which is just of the order of the resolution of the $\gamma$-$\sigma$-plane. The Strehl ratio along the MET below the “knee” increases by just 0.01 to 0.03. The quality measure given in Eq. (9) produces balanced fits, whereas removing the denominator can cause significant deviations in the tail. The eclipse is slightly more susceptible to changes of the quality measure $e$, producing shifts of the MET of $\Delta\gamma = 0''001 - 0''004$ and $\Delta\sigma = 0''002 - 0''008$ and a change of the Strehl ratio of up to ~ 0.10 in some cases. Reducing the spatial range that is considered for $e$ from 10'' to 5'' effects the position of the MET much less with shifts comparable to the above-mentioned uncertainties for the Mercury transit.

In summary it can be concluded that the Mercury transit case is less susceptible to details of the fitting procedure than the eclipse case.
Intensity offset. Although the non-ideal PSFs provide a much better fit of the observed intensity profiles than the ideal ones, small quantitative discrepancies remain. The remaining differences reflect the fact that the detailed PSF models constructed here are still a necessary simplification whereas the real PSFs additionally include anisotropy of the residual light and thus depend on the position in the FOV. The latter would require more constraints, which are usually – as in the present case – not available. The introduction of the constant intensity offset $I_o$ offers a way of capturing the net effect of the position-dependence and improves the fit of the intensity profiles. Furthermore $I_o$ absorbs uncertainties in the determination of reference intensities and of the fitting procedure but also potential small contributions from the very far PSF wings. The values for $I_o$, however, are mostly only of the order of 1% of the mean solar disc intensity or less for the Mercury transit (see, e.g., Fig. 7). The variation of the mean count rate and the anisotropy of the stray-light produce a larger remaining uncertainty, requiring intensity offsets of up to $\sim 3.6\%$ (for the optimum PSFs with convolution of a Voigt function).

Anisotropic contributions. For an observed profile anisotropic contributions due to instrumental scattered light – although small – are expected and indeed found in case of SOT (Fig. 3). Adding an intensity contribution of the form $I_{\text{rad}}(x) = \frac{x}{\sigma} I$ to the reference case changes the slope of the synthetic intensity profiles across the terminator and removes the otherwise clear fading of the MET on the upper branch. The parameter pair producing the best fit, i.e. the minimum error, in the $\gamma$-$\sigma$ plane moves along the MET to the upper right to Strehl ratios that are certainly unreasonable. In reality the slope changes are certainly more complex than the simple linear contribution tested here. Consequently the used synthetic intensity profiles cannot perfectly match the observed profiles. There will always be a remaining (small) discrepancy. An exact match would require a detailed model of the anisotropic contributions, which would demand for more observational constraints on the PSF properties. Obviously anisotropic contributions severely complicate the determination of a reasonable PSF.

Alternative methods. The direct determination of a (two-dimensional) PSF from an observational image of an eclipse would in principle be superior to the forward approach presented here. In most cases, however, a direct determination is rather hopeless in view of uncertainties that arise from the PSF wings but also from detector sensitivity, data sampling and many more. All these effects make it difficult to retrieve a definite analytical fit of a measured intensity profile. While a radially symmetric PSF can be derived this way but asymmetric contributions due to, e.g., instrumental stray-light are usually hard to determine. Obviously non-radial features such as the imprint of spider legs cannot be captured this way.

One has to keep in mind that the situation is quite different from night time observations for which stars, i.e. point sources, offer an easy way to determine a PSF. It may be possible to directly measure a two-dimensional PSF for a solar telescope by taking images of background stars far away from the solar disc but there the conditions are fundamentally different from those of regular solar observations. As the dependence on the overall light level in the telescope effects in particular the PSF wings, a measurement outside the solar disc may produce a PSF that cannot be applied to observations of the bright solar disc. A potential technical problem is that solar telescopes and in particular the detectors are usually not designed for such low-intensity situations so that the low signal-to-noise ratio prevents the direct measurement of a PSF.

The analysis of very small features in principle provides an indicator of the effective spatial resolution and with it the FWHM of the PSF. [Suematsu et al. 2008] use a intensity profile of a small G-band bright point and conclude that the OTA of SOT indeed operates close to the diffraction-limit (see also Ichimoto et al. 2008). Unfortunately this method does not yield further information about the detailed structure of the PSF. The same is true for the spatial power spectral density of quiet Sun granulation images.

Another common method is to determine a PSF by matching the intensity distribution based on numerical simulations of the solar atmosphere with observations. This approach should only be considered in the total absence of other independent methods as it assumes the numerical simulations to be perfectly realistic.

6. Conclusion

The analysis of Mercury transit and eclipse broadband filtergrams shows that SOT onboard the Hinode satellite is an excellent instrument, which performs close to the diffraction limit. In this work PSFs are constructed by a convolution of the ideal diffraction-limited PSF with a narrow Voigt function, which accounts for non-ideal contributions due to instrumental stray-light. The comparison of synthetic and observed intensity profiles across the Mercury and lunar terminator does unfortunately not produce a unique solution for the best-fitting PSF, which can account for all observational conditions. Likely reasons are the anisotropy of the residual light and the dependence on the overall light level. A realistic PSF would even depend on the position on the solar disc, owing to the change of the overall light level in the telescope due to the centre-to-limb variation of the continuum intensity. Obviously it is impossible to provide a stray-light estimate as just a single (wavelength-dependent) number.

Instead of a single PSF for each wavelength one should rather use a range of PSFs, which allow to translate the uncertainty in PSF properties into an error margin for the quantity under investigation. Fortunately the differences between synthetic and observed intensity profiles form a distinct relation of the Voigt parameters $\gamma$ and $\sigma$, which is named here the “minimum error trench” (MET). The empirically estimated Strehl ratio of the optical system serves as additional constraint, limiting the range of reasonable PSFs to a part of the MET where the PSFs are very similar in terms of Strehl ratio, FWHM of the central lobe, and thus their effect on the intensity distribution. There are remaining uncertainties due to the anisotropy and light-level-dependence of the residual intensity, which result in an intensity offset during the profile fitting process. For the Mercury transit the offsets are usually only of the order of 1% of the solar disc intensity or less, whereas the eclipse images cause values of up to 3.6% with a pronounced variation among the individual images. Obviously the Mercury transit is the more reliable test case.

Nevertheless reasonable PSF estimates can be constructed (see Table 4). They all require only narrow non-ideal contributions, indicating an excellent performance of the instrument.
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Fig. 1. Hinode/SOT observations from top to bottom: a) limb observation, c) the total eclipse from March 19th, 2007, e) the partial eclipse from February 17th, 2007, and g) the Mercury transit from November 8th 2006 on the solar disc \((x = -52'', y = -426'', \mu = 0.9)\) and i) at the solar limb. For all cases an exemplary image for a wavelength of 555 nm is selected, except for the partial eclipse which was only observed in G-band (431 nm). The panels to the right show intensity profiles of the image shown on the left (black solid) and for all other available images of the same kind (dark-grey). The profiles are averaged over all rows, aligned perpendicular to the terminator/limb. The intensity is normalised to the intensity of the bright solar disc close to the limb/terminator. The left half of the panels h and j, show averages over the three rows and columns through the centre of the Mercury disc, whereas the radial averages can be seen in the right half. The dotted lines are for orientation only. For comparison profiles from the total eclipse observed in G-band are plotted in panel f (dashed lines).
Fig. 2. Residual intensity as function of mean count rate at a distance of 5 ″ from the (eclipse) terminator, which corresponds to the centre of the Mercury disc. The panels in the upper row (a–c and the leftmost column (d, g, j) show the residual intensity $I_{\text{res,}\lambda}$ as function of the mean count rate $C$ for the individual images of the Mercury transit (circles), the total eclipse (squares), the partial eclipse (diamonds, 431 nm only), and the solar limb (triangles) at all six BFI bands. Symbols are filled for $\mu > 0.5$ and unfilled and dark-grey otherwise. The adopted $\mu$-value for a data point is the average over the whole individual image. A image of the solar limb thus can have $\mu < 0.0$. A relation between residual intensity and mean count rate is derived by linear regression (solid lines), where the solar limb data is neglected. It is justified by the uncertainties in choosing the right reference intensity (see text for details). More information is shown for the three wavelengths 450 nm, 555 nm, and 668 nm. First the heliocentric position $\mu$ is plotted as function of $C$ in the middle column (e, h, k but not b) for the eclipse and Mercury transit data and for images of “regular” quiet Sun (dots). The relation between $I_{\text{res,}\lambda}$ and $C$ is then used to estimate $I_{\text{res,}\lambda}$ from the mean count rate of the regular (uncultivated) images. The results are presented in the right column (f, i, l). As abscissa $\mu$ is chosen. Finally a linear regression is performed for the data points of regular granulation (solid lines).
Fig. 6. Goodness $\varepsilon$ of the fits for the reference case of the Mercury transit at $\lambda = 555$ nm. It represents the difference between a prescribed synthetic intensity profile for a parameter pair of $\gamma = 0.005$ and $\sigma = 0.01$ and all other profiles. They are derived with non-ideal PSFs calculated by convolution with a Voigt function. a) The goodness $\varepsilon$ as defined in Eq. (9) as function of $\gamma$ and $\sigma$, b) close-up of the lower left corner, c) $\varepsilon$ along the “minimum error trench” (MET, marked with white dotted line in panel a), and d) the applied intensity offset $I_o$ along the MET. Overplotted in panel a and b are contours of constant Strehl ratio (solid, black and white) and of constant broadening (dashed) of the combined PSF. The broadening is given in percent points increase of the FWHM of the PSF with respect to the diffraction-limited PSF. The circles in panel a and b mark the parameter pair with the smallest $\varepsilon$ below the “knee” of the MET, while the “knee” is indicated by a triangle. The dot-dashed lines in panel a are for constant Voigt damping parameter $a$, whereas the dotted vertical lines in panels c and d show the rough location of the MET “knee”.

Fig. 7. Goodness $\varepsilon$ of the fits between artificial and observed intensity profiles for a selected image of the Mercury transit at $\lambda = 555$ nm. The synthetic profiles are generated with non-ideal PSF that are calculated by convolution with a Voigt function. See Fig. 6 for a detailed explanation of the figure.
Fig. 9. Goodness $\varepsilon$ of the fits between artificial and observed intensity profiles for the Mercury transit at $\lambda = 555$ nm (cf. Fig. 6). The non-ideal PSF contribution are calculated by linear combination with a a) The goodness $\varepsilon$ as defined in Eq. (9) as function of $\alpha$ and $\beta$, b) $\varepsilon$ along the “minimum error trench” (MET, marked with white dotted line in panel a), and c) the applied intensity offset $I_o$ along the MET. Overplotted in panel a are contours of constant Strehl ratio (solid) and of constant broadening (dashed) of the combined PSF. The broadening is given in percent points increase of the FWHM of the PSF (FWHM$_{PSF}$) with respect to the one of the diffraction-limited PSF (FWHM$_{dl}$). All parameter combinations with a $\beta$ smaller than FWHM$_{dl}$ (with except for combinations with $\alpha = 0$) produce unphysical PSFs with FWHM$_{PSF} <$ FWHM$_{dl}$. The cases are found left of the thick solid line, which marks FWHM$_{PSF} = $ FWHM$_{dl}$ (in all panels).