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Abstract

This work presents a nonintrusive physics-preserving method to learn reduced-order models (ROMs) of Lagrangian systems, which includes nonlinear wave equations. Existing intrusive projection-based model reduction approaches construct structure-preserving Lagrangian ROMs by projecting the Euler-Lagrange equations of the full-order model (FOM) onto a linear subspace. This Galerkin projection step requires complete knowledge about the Lagrangian operators in the FOM and full access to manipulate the computer code. In contrast, the proposed Lagrangian operator inference approach embeds the mechanics into the operator inference framework to develop a data-driven model reduction method that preserves the underlying Lagrangian structure. The proposed approach exploits knowledge of the governing equations (but not their discretization) to define the form and parametrization of a Lagrangian ROM which can then be learned from projected snapshot data. The method does not require access to FOM operators or computer code. The numerical results demonstrate Lagrangian operator inference on an Euler-Bernoulli beam model, the sine-Gordon (nonlinear) wave equation, and a large-scale discretization of a soft robot fishtail with 779,232 degrees of freedom. The learned Lagrangian ROMs generalize well, as they can accurately predict the physical solutions both far outside the training time interval, as well as for unseen initial conditions.
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1. Introduction

In today’s world of ever-increasing computational power, many engineering disciplines and the physical sciences rely on numerical simulations for design and control of complex dynamical systems. Modeling and simulation of dynamical systems using the Lagrangian mechanics framework has become essential in diverse areas such as structural mechanics, aerospace engineering, biomedical engineering, high-energy physics, quantum mechanics, solid-state physics, and soft robotics. Lagrangian systems exhibit physically interpretable quantities such as momentum, energy, or vorticity; the behavior of these quantities in numerical simulation provides an important measure of accuracy of the model.

During the past three decades, significant advances have been made in the field of structure-preserving numerical methods [1, 2] for Hamiltonian and Lagrangian systems. In fact, the class of mechanical integrators [3] has been developed specifically for Lagrangian systems to ensure that the numerical solution captures the underlying physics accurately. However, numerical simulations of large-scale (e.g., with thousands to millions of states) Lagrangian systems using these structure-preserving methods can take days or weeks on standard computing workstations. As a result, there is a great need for computational savings in time-critical applications such as structural design optimization, real-time simulation, control, and uncertainty quantification. This need has produced
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several different frameworks for faster simulation, and we next review related existing approaches in reduced-order modeling and learning of structured Lagrangian systems.

The equations of motion for Lagrangian systems are given by the Euler-Lagrange equations. Since these equations are second-order differential equations, a straightforward approach is to rewrite the Lagrangian system as a first-order system and then using existing ROM techniques to reduce their dimensionality. However, this approach destroys the Lagrangian structure, see [4] for an example. Thus, other approaches were developed for this situation. The first approach to deriving ROMs for second-order systems goes back to 1960s where the modal truncation method was extended to the second-order setting [5, 6]. The dominant pole algorithms for large-scale second-order systems were developed in [7]. Moreover, standard model reduction methods based on balanced truncation were extended to linear systems that are second order in time in [8] and general second-order systems in [9, 10]. Recently a variety of data-driven approaches for second-order systems have been developed, e.g. the interpolatory Loewner framework [11, 12] and vector fitting [13]. However, most of these articles focus on frequency-response data and do not derive ROMs from time-domain data.

While the field of symplectic model reduction of Hamiltonian systems has grown considerably in recent years [14, 15, 16, 17, 18], progress on structure-preserving model reduction of Lagrangian systems has been less rapid. The intrusive model reduction for Lagrangian systems was introduced in [4] where the authors showed that performing a Galerkin projection on the Euler-Lagrange equations preserves the Lagrangian structure. Building on this idea, the work in [19] presented an efficient structure-preserving model reduction strategy for nonlinear Lagrangian systems with parameter dependence. The authors applied their method to a geometrically nonlinear parametrized truss structure with 3,000 degrees of freedom (DOFs) in the FOM. These structure-preserving model reduction approaches are intrusive in that they assume full knowledge about governing equations and their space-time discretization, and require access to full model operators in order to derive Lagrangian reduced-order models (ROMs) via intrusive projection. This limits the scope of intrusive approaches, as in many situations, the full model operators are either not accessible or the complexity of the FOM source code makes the process of obtaining the full model operators very labor-intensive. In contrast, we propose a lightweight nonintrusive method to construct a Lagrangian ROM directly from data.

A variety of machine learning papers have developed structure-preserving neural networks for Lagrangian systems by endowing neural networks with physics-motivated inductive biases, e.g. Deep Lagrangian Networks (DeLaNs) [20], Lagrangian Neural Networks (LNNs) [21], Structured Mechanical Models (SMMs) [22]. Although these structure-preserving learning methods have been applied to various learning and control tasks, a majority of these approaches are only concerned with learning Lagrangian systems when the data is coming from very low-dimensional systems, i.e. 3-4 dimensions.

In another research direction, symbolic regression has been employed to discover governing equations and conservation laws for low-dimensional systems in [23, 24]. Sparse identification of nonlinear dynamics (SINDy) [25] and its modifications [26, 27] have also been developed for discovering conservation laws [28], Hamiltonians [29], and Lagrangians [30] from data. These approaches discover governing equations from a dictionary of candidate functions that are chosen either by expert knowledge or through sparse approximation techniques. The number of candidate functions grow factorially with the state dimension, and hence, SINDy-based methods are ill-suited for large-scale dynamical systems unless additional knowledge about low-dimensionality is used.

A promising method for learning interpretable low-dimensional models from high-dimensional data is the operator inference framework [31]. This nonintrusive method for data-driven model reduction is applicable to FOMs with linear or low-order polynomial nonlinear terms and can be extended to a broader class of dynamical systems with nonpolynomial nonlinear terms via lifting transformations [32, 33, 34, 35]. The approach has also been extended to a gray-box setting in [36] where knowledge about the nonpolynomial nonlinear terms in analytic form are used to learn ROMs. However, operator inference applied in its standard form to Lagrangian systems does not preserve the underlying geometric structure and therefore produces systems whose energy grows in time (see Section 3.1), rendering them unphysical. We recently developed a structure-preserving operator inference method,
Hamiltonian operator inference, for canonical Hamiltonian systems in [37]. That method is designed for Hamiltonian FOMs obtained from spatial discretizations of conservative Hamiltonian PDEs. In contrast, the present work focuses on developing a structure-preserving operator inference method for Lagrangian mechanical systems with external nonconservative forcing and spatial discretizations of Lagrangian PDEs. The preservation of the underlying Lagrangian structure in such systems leads to new constraints on the operator inference problem which can not be tackled with the Hamiltonian operator inference method.

The main goal of this work is to develop a structure-preserving model reduction method that can learn Lagrangian ROMs nonintrusively from high-dimensional data. We focus particularly on large-scale models that arise from semi-discretization of partial differential equations (PDEs), which arise for instance in structural dynamics, nonlinear wave equations, and soft robotics applications. We approach this problem by proposing the nonintrusive Lagrangian operator inference (L-OpInf), a structure-preserving data-driven model reduction method for Lagrangian systems that preserves the underlying geometric structure. The method can work with high-dimensional snapshot data from a Lagrangian system. We first project this data onto a low-dimensional basis as in classical projection-based model reduction and then obtain reduced time-derivative data using an appropriate finite difference scheme. We postulate a form and parametrization of a Lagrangian ROM and then learn the reduced operators from the reduced data using a constrained operator inference procedure. This ensures that the ROMs preserve the Lagrangian structure. The main contributions of this work are:

1. We develop a nonintrusive physics-preserving method to learn Lagrangian ROMs of large-scale models derived from spatial discretization of Lagrangian PDEs. The proposed method exploits knowledge about the space-time continuous Lagrangian at the PDE level, specifically of the nonlinear potential energy terms, to define and parametrize a Lagrangian ROM form. The ROM can then be learned from trajectory data via a constrained linear least-squares problem;

2. We present numerical results that demonstrate the learned models’ ability to provide accurate predictions outside the training time interval for the Euler-Bernoulli beam model and the nonlinear sine-Gordon equation. Unlike the structure-preserving Hamiltonian approaches that require both trajectory and momentum data, the presented structure-preserving approach can learn accurate and stable ROMs with bounded energy error from high-dimensional trajectory data alone;

3. We learn Lagrangian ROMs for a high-dimensional soft-robotic fishtail model with dissipation and time-dependent control input to demonstrate the proposed method’s versatility and robustness to unknown control inputs.

This paper is organized as follows. Section 2 reviews the basics of Lagrangian FOMs and describes projection-based intrusive structure-preserving model reduction for Lagrangian mechanical systems and nonlinear wave equations. Section 3 presents the proposed structure-preserving operator inference for deriving Lagrangian ROMs. In Section 4 we present numerical experiments where reduced Lagrangian models are inferred from data of conservative and forced Lagrangian systems. In particular, we apply the proposed structure-preserving operator inference method to a linear beam model from structural dynamics, a nonlinear space-discretized sine-Gordon equation, and a fishtail model from soft robotics. Finally, Section 5 summarizes the contributions and suggests future research directions.

# 2. Background

In Section 2.1, we introduce the Lagrangian FOMs considered herein (see Figure 1), followed by its structure-preserving time integration using variational integrators in Section 2.2. In Section 2.3, we derive the projection-based intrusive Lagrangian ROMs.
2.1. Lagrangian full-order models

We consider a Lagrangian system with a finite-dimensional configuration manifold $Q$, state space $TQ$ and a Lagrangian $L: TQ \rightarrow \mathbb{R}$. For a conservative system Hamilton’s principle (see, e.g., [38]) characterizes the solution trajectory $q(t)$ which passes through $q(t_0) = q_0$ at initial time $t = t_0$ to reach $q(t_K) = q_K$ at the final time $t_K > t_0$ as that which satisfies the variational principle

$$\delta \mathcal{B}[q] = \delta \int_{t_0}^{t_K} L(q, \dot{q}) \, dt = 0. \quad (1)$$

Here, $\mathcal{B}[q]$ is the action functional and the variation of the action functional $\mathcal{B}$ at a trajectory $q$ for a variation $\delta q$ is defined as

$$\langle \delta \mathcal{B}[q], \delta q \rangle = \left. \frac{d}{d\epsilon} \mathcal{B}[q^\epsilon] \right|_{\epsilon=0}, \quad (2)$$

where $q^\epsilon$ is any of the one-parameter families that defines the variation $\delta q$. The corresponding Euler-Lagrange equations are

$$\frac{\partial L(q, \dot{q})}{\partial q} - \frac{d}{dt} \left( \frac{\partial L(q, \dot{q})}{\partial \dot{q}} \right) = 0. \quad (3)$$

Conservative dynamical systems governed by the Euler-Lagrange equations exhibit important qualitative properties. For autonomous Lagrangian systems the total energy $E(q, \dot{q}) = \frac{\partial L}{\partial \dot{q}} \cdot \dot{q} - L(q, \dot{q})$ is conserved along solution trajectories. In addition, by Noether’s theorem [39], there exists an invariant of the motion corresponding to each symmetry of the system Lagrangian. The flow map for these Lagrangian systems also preserves the symplectic Lagrangian form.

For Lagrangian systems with external nonconservative forcing $f(q, \dot{q}, t)$, the Lagrange-d’Alembert principle (see, e.g., [38]) seeks $q(t)$ satisfying

$$\delta \mathcal{B}(q) = \delta \int_{t_0}^{t_K} L(q, \dot{q}) \, dt + \int_{t_0}^{t_K} f(q, \dot{q}, t) \cdot \delta q \, dt = 0, \quad (4)$$

which leads to the forced Euler-Lagrange equations

$$\frac{\partial L(q, \dot{q})}{\partial q} - \frac{d}{dt} \left( \frac{\partial L(q, \dot{q})}{\partial \dot{q}} \right) + f(q, \dot{q}, t) = 0. \quad (5)$$

For this work we focus on two types of Lagrangian FOMs. First, we consider simple mechanical systems under Rayleigh viscous damping and external time-dependent forcing in Section 2.1.1. Second, we consider spatial discretizations of nonlinear Lagrangian PDEs in Section 2.1.2.
2.1.1. Mechanical systems with nonconservative forcing

Simple mechanical systems are defined in terms of three components: a configuration manifold \( Q \), a Riemannian metric \( g(q, \dot{q}) \) where \( \dot{q} \) belongs to the tangent bundle of \( Q \), i.e. \( TQ \), and a scalar potential function \( U(q) \) defined on the configuration manifold \( Q \). See [40] for more details. In particular, we consider simple mechanical systems with configuration manifold \( Q = \mathbb{R}^n \) where \( n \) denotes the large number of degrees of freedom in the FOM. The Lagrangian \( L(q, \dot{q}) = T(\dot{q}) - U(q) \) for these systems represents the difference between the kinetic energy \( T(\dot{q}) \) and potential energy \( U(q) \). The notion of Riemannian metric plays a key role in describing the kinetic energy of simple mechanical systems. In geometric terms, a Riemannian metric \( g(q_1, q_2) \) is a positive-definite, symmetric covariant 2-tensor field on \( Q \), where \( q_1, q_2 \in TQ \). The kinetic energy \( T(\dot{q}) \) of simple mechanical systems can be written in terms of the Riemannian metric as

\[
T(q) = \frac{1}{2} g(\dot{q}, \dot{q}) = \frac{1}{2} \dot{q}^\top M \ddot{q}, \tag{6}
\]

where \( M \in \mathbb{R}^{n \times n} \) is the symmetric positive-definite mass matrix, i.e. \( M = M^\top \succ 0 \). The Lagrangian for simple mechanical systems can be expressed as

\[
L(q, \dot{q}) = T(\dot{q}) - U(q) = \frac{1}{2} \dot{q}^\top M \ddot{q} - \frac{1}{2} \dot{q}^\top K \dot{q}, \tag{7}
\]

where \( K \) is the stiffness matrix. As a result of structure-preserving space discretization via finite element methods, the stiffness matrix is often symmetric and positive-definite, i.e. \( K = K^\top \succ 0 \). If the system is subjected to a nonconservative external forcing, i.e., \( f \neq 0 \), that force is often modeled via a dissipative force and an external time-dependent input as

\[
f(q, \dot{q}, t) = -C \dot{q} + Bu(t), \tag{8}
\]

where \( C \in \mathbb{R}^{n \times n} \) is the damping matrix, \( B \in \mathbb{R}^{n \times m} \) is the input matrix, and \( u(t) \in \mathbb{R}^m \) is the vector of time-dependent control inputs. The dissipative behavior for these mechanical systems is modeled using Rayleigh damping, i.e., the damping matrix \( C \) is proportional to the mass and stiffness matrix:

\[
C = \alpha M + \beta K, \quad \alpha, \beta \in \mathbb{R}^+. \tag{9}
\]

Substituting expressions for the system Lagrangian \( L(q, \dot{q}) \) from equation (7) and the nonconservative external forcing \( f(q, \dot{q}, t) \) from equation (8) into the forced Euler-Lagrange equations (5) yields the resulting governing equations of motion

\[
M \ddot{q}(t) + C \dot{q}(t) + K \dot{q}(t) = Bu(t). \tag{10}
\]

The corresponding output equation is given by

\[
y(t) = Eq(t), \tag{11}
\]

where \( y(t) \in \mathbb{R}^p \) is the output vector and \( E \in \mathbb{R}^{p \times n} \) is the output matrix.

Although the nonconservative external forcing \( f(q, \dot{q}, t) \) from equation (8) violates the symplectic structure and, in general, breaks the symmetries of the Lagrangian, the variational approach reveals how the external forcing affects the time evolution of these quantities. This plays a crucial role in developing time integrators for Lagrangian FOMs that track the change in energy or some conserved quantity accurately.

2.1.2. Nonlinear wave equations

The governing PDEs for many space-time continuous physical systems can be derived from a space-time continuous Lagrangian using the Euler-Lagrange equations. We consider nonlinear FOMs
obtained via structure-preserving spatial discretization of infinite-dimensional nonlinear Lagrangian PDEs. For illustration purposes, we focus on one-dimensional nonlinear wave equations of the type

\[
\frac{\partial^2 q}{\partial t^2} - \frac{\partial^2 q}{\partial x^2} + \frac{dU_{nl}(q)}{dq} = 0,
\]

where \(x\) is the spatial variable and \(U_{nl}(q)\) is the nonlinear component of the potential energy. The corresponding space-time continuous Lagrangian is

\[
L(x,q,q_x,q_t) = \frac{1}{2} \left( \frac{\partial q}{\partial t} \right)^2 - \left( \sum_{k=1}^n D_{ik}q_k \right)^2 - \sum_{i=1}^n U_{nl}(q_i),
\]

(13)

This specific form of the space-time continuous Lagrangian covers a number of important nonlinear wave equations found in engineering and science applications, see [41, 42, 43]. Space-discretized nonlinear Lagrangian FOMs are usually derived from the nonlinear wave equation (12) by symmetric finite differences or pseudo-spectral methods [44]. Those methods discretize the spatial dimension in an accurate and structure-preserving way, so that the resulting space-discretized FOM is a finite-dimensional Lagrangian system. One way to do this is to discretize the Lagrangian density directly and then derive Euler-Lagrange equations for the space-discretized Lagrangian. Direct discretization of the space-time continuous Lagrangian (13) with \(n\) equally spaced points leads to

\[
\bar{\dot{q}} = Kq + \frac{dU_{nl}(q)}{dq},
\]

(14)

where \(q = [q_1, q_2, \ldots, q_n]^\top\) with \(q_i := q(t,x_i)\), and the derivative of \(q\) with respect to \(x\) is approximated by an appropriate differentiation matrix \(D = (D_{ij})_{i,j=1}^n\), i.e., \(\frac{\partial q}{\partial x}(x_i) \approx \sum_{k=1}^n D_{ik}q_k\). For \(\Delta x \to 0\) with \(n\Delta x = \ell\), the term \(L(q,q)\Delta x\) converges to \(\int_0^\ell L(x,q,q_x,q_t) \, dx\). The Euler-Lagrange equations for the space-discretized Lagrangian are

\[
E(q,q) = \frac{1}{2} q^\top q + \frac{1}{2} q^\top K q + \sum_{i=1}^n U_{nl}(q_i).
\]

(15)

The solution trajectories of (14) also preserve the Lagrangian symplectic form. Additionally, if the system Lagrangian possesses symmetries then the solution trajectories exhibit additional invariants of motion.

2.2. Structure-preserving time integration of Lagrangian FOMs

Variational integrators provide a systematic way of deriving structure-preserving numerical integrators for Lagrangian systems. We closely follow [45] to give a brief review of the construction of variational integrators for Lagrangian systems with nonconservative external forcing. These time integrators are based on a discrete version of Lagrange-d’Alembert principle where the basic idea is to first construct discrete approximations of both the action integral and virtual work terms in (4) and then use concepts from discrete mechanics to derive variational integrators.

For a fixed time step \(\Delta t\), the discrete trajectory \(\{q_k\}_{k=0}^{k=K}\) is defined by the configuration of the Lagrangian system at the discrete time values \(\{t_k = k\Delta t\}_{k=0}^{k=K}\). We introduce the discrete Lagrangian
function \(L_d(q_k, q_{k+1})\) along with discrete forcing terms \(f^+\) and \(f^-\), which approximate the action integral and virtual work terms between \(t_k\) and \(t_{k+1}\) in the following sense

\[
L_d(q_k, q_{k+1}) \approx \int_{t_k}^{t_{k+1}} L(q, \dot{q}) dt,
\]

\[
f^+_d(q_k, q_{k+1}) \cdot \delta q_{k+1} + f^-_d(q_k, q_{k+1}) \cdot \delta q_k \approx \int_{t_k}^{t_{k+1}} f(q, \dot{q}, t) \cdot \delta q dt.
\]

Using these discrete approximations of integral terms in (4), we consider a discrete version of the Lagrange-d'Alembert principle that seeks \(\{q_k\}_{k=0}^{K}\) that satisfy

\[
\delta \sum_{k=0}^{K-1} L_d(q_k, q_{k+1}) + \sum_{k=0}^{K-1} \left[ f^+_d(q_k, q_{k+1}) \cdot \delta q_{k+1} + f^-_d(q_k, q_{k+1}) \cdot \delta q_k \right] = 0,
\]

which yields the following discrete forced Euler-Lagrange equations

\[
\frac{\partial L_d(q_k-1, q_k)}{\partial q_k} + \frac{\partial L_d(q_k, q_{k+1})}{\partial q_k} + f^+_d(q_{k-1}, q_k) + f^-_d(q_k, q_{k+1}) = 0 \quad k = 1, \ldots, K - 1.
\]

For conservative Lagrangian systems with \(f = 0\) in (8), these variational integrators are automatically symplectic and exhibit bounded energy error for exponentially long times. For Lagrangian systems with nonconservative external forcing, these integrators have been shown to track the change in energy accurately [46, 47]. In addition to their excellent energy behavior, variational integrators also conserve invariants of the dynamics associated with the symmetries of the FOM Lagrangian via a discrete version of Noether’s theorem [45].

The conservative Lagrangian FOMs and ROMs for the linear Euler-Bernoulli beam example in Section 4.2 and the nonlinear sine-Gordon equation in Section 4.3 are numerically integrated using a variational integrator based on the midpoint rule. For the nonconservative soft-robotic fishtail example in Section 4.4, we use the Newmark integrator with \(\gamma = 0.5\) for all FOMs and ROMs. The Newmark integrator is a variational integrator for Lagrangian systems which preserves the symplectic structure and exhibits bounded energy error for both FOM and ROM simulations. Details about the geometric properties of this variational integrator can be found in [46].

2.3. Projection-based intrusive structure-preserving model reduction of Lagrangian FOMs

The proposed data-driven Lagrangian-preserving model reduction method is strongly motivated by the intrusive projection-based structure-preserving model reduction of Lagrangian FOMs [4, 19] which we briefly review in this section. Galerkin projection-based methods first replace the FOM configuration space \(Q\) by a reduced-order configuration space \(Q_r\), define an intrusive reduced Lagrangian \(\hat{L}\) on the reduced state space \(TQ_r\), and then derive governing equations for the Lagrangian ROM using a set of reduced-dimension coordinates. The state is approximated via \(q = V_r \hat{q}\) where \(V_r = [v_1, \ldots, v_r] \in \mathbb{R}^{n \times r}\) is an orthogonal basis matrix whose columns span an \(r\)-dimensional reduced-order configuration space \(Q_r\). Proper orthogonal decomposition (POD) [48] computes the basis matrix \(V_r\) from the snapshot matrix \(Q = [q_1, \ldots, q_K]\) via singular value decomposition (SVD). The intrusive reduced Lagrangian \(\hat{L}\) is defined as

\[
\hat{L}_r(\hat{q}, \dot{\hat{q}}) := L(V_r \hat{q}, V_r \dot{\hat{q}}) = T(V_r \hat{q}) - U(V_r \hat{q}).
\]

The intrusive reduced nonconservative forcing \(\hat{f}\) is

\[
\hat{f}(\hat{q}, \dot{\hat{q}}, t) := V_r^T f(V_r \hat{q}, V_r \dot{\hat{q}}, t).
\]

Following the variational derivation for forced Lagrangian systems outlined in Section 2.1, the forced Euler-Lagrange equations in \(r\) dimensions are

\[
\frac{\partial \hat{L}_r(\hat{q}, \dot{\hat{q}})}{\partial \hat{q}} - \frac{d}{dt} \left( \frac{\partial \hat{L}_r(\hat{q}, \dot{\hat{q}})}{\partial \dot{\hat{q}}} \right) + \hat{f}(\hat{q}, \dot{\hat{q}}, t) = 0.
\]
Since the reduced equations are derived from a Lagrangian system, the resulting reduced equations of motion preserve the underlying Lagrangian structure. In this work, we are mainly interested in two types of Lagrangian systems.

1. **Mechanical systems with external nonconservative forcing.** For the Lagrangian FOMs of the form (10), the intrusive reduced Lagrangian \( \tilde{L}_r \) is

\[
\tilde{L}_r(\tilde{q}, \dot{\tilde{q}}) = \frac{1}{2} \dot{\tilde{q}}^\top (V_r^\top MV_r)\dot{\tilde{q}} - \frac{1}{2} \tilde{q}^\top (V_r^\top KV_r)\tilde{q},
\]

(21)

and the intrusive reduced forcing \( \tilde{f} \) is

\[
\tilde{f}(\tilde{q}, \dot{\tilde{q}}, t) = V_r^\top f(V_r\tilde{q}, V_r\dot{\tilde{q}}, t) = -(V_r^\top CV_r)\dot{\tilde{q}} + (V_r^\top B)u(t),
\]

(22)

where the last equality results from the specific form of the external forcing, see (8). Substituting the intrusive reduced Lagrangian \( \tilde{L}_r \) from equation (21) and the intrusive reduced forcing \( \tilde{f} \) from (22) into (20) results in the reduced equations of motion

\[
\ddot{\tilde{q}}(t) = \tilde{K}\tilde{q}(t) + \frac{dU_{nl}(V_r\tilde{q})}{d\tilde{q}},
\]

(26)

where \( \tilde{K} := V_r^\top KV_r \) is the intrusive reduced operator that retains the symmetric property of the structure-preserving spatial discretizations.

It was shown in [4] that Galerkin projection carried out on the forced Euler-Lagrange equations (10) lead to the same reduced equations, and hence, preserve the underlying Lagrangian structure.

2. **Nonlinear wave equations.** For the nonlinear Lagrangian FOMs of the form (14), the intrusive reduced Lagrangian \( \tilde{L} \) is

\[
\tilde{L}_r(\tilde{q}, \dot{\tilde{q}}) = \frac{1}{2} \dot{\tilde{q}}^\top \tilde{q} - \frac{1}{2} \tilde{q}^\top (V_r^\top KV_r)\tilde{q} - U_{nl}(V_r\tilde{q}).
\]

(25)

Substituting the intrusive reduced Lagrangian \( \tilde{L}_r \) from equation (25) into (20) gives us the reduced equations of motion

\[
\ddot{\tilde{q}}(t) = \tilde{K}\tilde{q}(t) + \frac{dU_{nl}(V_r\tilde{q})}{d\tilde{q}},
\]

(26)

where \( \tilde{K} := V_r^\top KV_r \) is the intrusive reduced operator that retains the symmetric property of the structure-preserving spatial discretizations.

It was shown in [4] that Galerkin projection carried out on the forced Euler-Lagrange equations (10) lead to the same reduced equations, and hence, preserve the underlying Lagrangian structure.

3. **Lagrangian operator inference**

In this section, we propose \( L\text{-OpInf} \), a Lagrangian operator inference framework to learn reduced-order operators of mechanical systems of the form (10) and nonlinear wave equations of the form (14). In Section 3.1 we motivate the need for \( L\text{-OpInf} \) by demonstrating on a model of an Euler-Bernoulli beam how the standard operator inference from \([31]\) does not preserve the underlying Lagrangian structure leading to unbounded energy growth. Based on the observations from this motivating example, we present \( L\text{-OpInf} \) in Section 3.2. We summarize the computational procedure of \( L\text{-OpInf} \) and some practical considerations in Section 3.3.
3.1. Motivational example

Consider the numerical example of transverse vibrations of an Euler-Bernoulli beam, which we revisit with much more detail in Section 4.2. A schematic of a simply-supported Euler-Bernoulli beam vibrating in response to some nonzero initial condition is shown in Figure 2. We apply standard operator inference to the second-order system arising from the beam FOM model to demonstrate how violating the underlying Lagrangian structure leads to unstable ROMs.

The governing PDE is discretized in space using finite elements which leads to a discretized state vector \( \mathbf{q} \in \mathbb{R}^{400} \) which contains the transverse deflection \( w(x,t) \) (see Figure 2) at different grid points along its length. The resulting FOM is integrated using a variational integrator based on the midpoint rule for \( T = 0.18 \) s using a fixed time step of \( \Delta t = 10^{-5} \) s. Details about the beam FOM implementation can be found in 4.2.2. Based on the snapshot data \( \mathbf{Q} = [q_1, \cdots, q_K] \) from \( t = 0 \) s to \( t = 0.03 \) s, we compute the POD basis \( \mathbf{V}_{2r} \) (see equation (55) later). We then project the FOM snapshot data onto the basis matrix \( \mathbf{V}_{2r} \) to obtain the reduced snapshot data \( \mathbf{\tilde{Q}} \in \mathbb{R}^{2r \times K} \). We also obtain the reduced second-order time-derivative data \( \mathbf{\ddot{\tilde{Q}}} \in \mathbb{R}^{2r \times K} \) using an eighth-order finite difference approximation, see equation (33) below.

Based on the conservative nature of the considered FOM, we postulate a model form \( \ddot{\mathbf{\tilde{q}}} + \mathbf{\tilde{K}} \mathbf{\tilde{q}} = 0 \) for learning the second-order ROM. Thus, for the Euler-Bernoulli beam equation, the second-order operator inference problem solves the following least-squares problem for the reduced stiffness matrix \( \mathbf{\tilde{K}} \in \mathbb{R}^{2r \times 2r} \):

\[
\min_{\mathbf{\tilde{K}}} ||\mathbf{\ddot{\tilde{Q}}} + \mathbf{\tilde{K}} \mathbf{\tilde{Q}}||_F.
\]  

(27)

Figure 3a shows the relative state error over the training data for learned second-order ROMs of different dimensions. We see that the state approximation error decreases monotonically from \( 2r = 2 \) to \( 2r = 40 \), i.e., the learned ROMs approximate the state solution accurately in the training data regime. However, the reduced operators do not preserve the underlying Lagrangian structure. The energy error plots in Figure 3b show that the FOM energy grows unbounded in the testing data for every standard second-order OpInf ROM from \( 2r = 20 \) to \( 2r = 40 \). These plots with unbounded energy error growth indicate unphysical solutions that eventually blow up when making predictions outside the training data, demonstrating that neglecting the physical structure can have detrimental effects on the predictive capability of data-driven ROMs.

We note that the FOM energy error growth in Figure 3b is not due to a lack of training data. We have trained the models with a larger training interval \([0, 0.06] \) s, and the learned ROMs still exhibit FOM energy blowup (not shown here) because standard second-order operator inference neglects the underlying geometric structure. A regularized operator inference method has been presented in [49] to promote stability of long-time integration. It should be noted, however, that this regularized operator
inference method has no built-in constraints on the ROM operators and therefore, the resulting ROM would still violate the underlying geometric structure and does not produce a Lagrangian system model. Hence, the regularization techniques presented in [49] can not resolve the unbounded energy error in Figure 3b.
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Figure 3: Euler-Bernoulli beam: Even though plot (a) shows low state approximation error for second-order operator inference in the training data regime, the corresponding FOM energy error (51) behavior in plot (b) reveals that the standard second-order operator inference violates the underlying Lagrangian structure which leads to unbounded growth of the energy error outside the training data. The vertical black line in plot (b) indicates end of training time interval [0, 0.03] s, which is a small fraction of the full simulation time shown in (b). While this training data is enough to learn the model accurately (see (a)), it still does not produce a conservative Lagrangian system.

### 3.2. Lagrangian operator inference

In this work, our goal is to learn a Lagrangian ROM for FOMs of the form (10) and (14), where the trajectories and outputs can be computed, but where the FOM operators are unavailable. We consider the situation that we have knowledge about the governing equations at the PDE level and we have simulated data from a convergent FOM time integrator. The proposed physics-preserving inference-based approach learns a Lagrangian ROM from data of a large-scale mechanical system with nonconservative external forcing or a nonlinear wave equation so that the learned ROM:

1. is a Lagrangian system;
2. retains the physical interpretation of state variables;
3. preserves the Riemannian metric for large-scale mechanical systems;
4. respects the symmetric property of system matrices.

#### 3.2.1. Lagrangian operator inference for mechanical systems with nonconservative forcing

Next, we introduce a novel L-OpInf framework for Lagrangian FOMs described in 2.1.1. Given known control inputs \( u(t) \) and initial conditions \( (q(0), \dot{q}(0)) \), let \( q_1, \ldots, q_K \) be the solutions to the Lagrangian FOM (10) at \( t_1, \ldots, t_K \) computed using a variational integrator. Let \( y_1, \ldots, y_K \) be the corresponding outputs at those time instances. We collect this data in the snapshot matrices

\[
Q = [q_1, \ldots, q_K] \in \mathbb{R}^{n \times K}, \quad Y = [y_1, \ldots, y_K] \in \mathbb{R}^{p \times K}. \tag{28}
\]

We also define the input snapshot matrix

\[
U = [u(t_1), \ldots, u(t_K)] \in \mathbb{R}^{m \times K}. \tag{29}
\]
Given these snapshot matrices of Lagrangian FOM state and output trajectories along with the input snapshot matrix, our goal is to learn a Lagrangian ROM directly from the data. To learn the reduced operators, we first prepare the data, i.e., we project FOM trajectories onto low-dimensional subspaces of the high-dimensional state spaces and compute the reduced time-derivative data. We then propose to fit operators to the projected trajectories in a structure-preserving way.

As a projection bases, we use the POD basis, which can be computed via the SVD of the snapshot data matrix $Q$. We compute

$$Q = V\Xi W^\top$$

(30)

where $V \in \mathbb{R}^{n \times n}$, $\Xi \in \mathbb{R}^{n \times n}$, and $W \in \mathbb{R}^{K \times n}$, and we assume that the singular values $\xi_1 \geq \xi_2 \geq \ldots$ in $\Xi$ are ordered from largest to smallest. Then POD basis matrix is $V_r \in \mathbb{R}^{n \times r}$, the leading $r$ columns of $V$. The projected state $\mathbf{q}(t) \in \mathbb{R}^r$ of the FOM state $\mathbf{q}(t) \in \mathbb{R}^n$ is $\hat{q}(t) = V_r^\top q(t)$. Using this relation, we obtain reduced snapshot data via the projections onto the POD basis matrix $V_r$ as

$$\hat{Q} = V_r^\top Q = [\hat{q}_1, \ldots, \hat{q}_K] \in \mathbb{R}^{r \times K}.$$  

(31)

We also compute $\hat{\mathbf{q}}$ and $\bar{\mathbf{q}}$ from the reduced trajectory data $\hat{\mathbf{q}}$ using a finite difference scheme, e.g., via the eighth-order central finite difference scheme

$$\dot{\hat{q}}_k \approx \frac{4(\hat{q}_{k+1} - \hat{q}_{k-1})}{5\Delta t} - \frac{(\hat{q}_{k+2} - \hat{q}_{k-2})}{5\Delta t} + \frac{4(\hat{q}_{k+3} - \hat{q}_{k-3})}{105\Delta t} - \frac{(\hat{q}_{k+4} - \hat{q}_{k-4})}{280\Delta t},$$

(32)

and

$$\ddot{\hat{q}}_k \approx \frac{-205\hat{q}_k}{72\Delta t^2} + \frac{8(\dot{\hat{q}}_{k+1} + \dot{\hat{q}}_{k-1})}{5\Delta t^2} - \frac{(\dot{\hat{q}}_{k+2} + \dot{\hat{q}}_{k-2})}{5\Delta t^2} + \frac{8(\dot{\hat{q}}_{k+3} + \dot{\hat{q}}_{k-3})}{315\Delta t^2} - \frac{(\dot{\hat{q}}_{k+4} + \dot{\hat{q}}_{k-4})}{560\Delta t^2}. $$

(33)

We derive ROMs for the Euler-Bernoulli beam example using reduced time-derivative data obtained via finite difference schemes of increasing accuracy and observe that the learned ROM accuracy improves marginally with higher accuracy in second-order time derivatives. Based on the results from this study (not shown here), we use the eighth-order central finite difference scheme to compute the reduced time-derivative data. These time-derivative approximations are used to build the snapshot matrices of the reduced first-order and second-order time-derivative data

$$\dot{\hat{Q}} = [\dot{\hat{q}}_1, \ldots, \dot{\hat{q}}_K] \in \mathbb{R}^{r \times K}, \quad \ddot{\hat{Q}} = [\ddot{\hat{q}}_1, \ldots, \ddot{\hat{q}}_K] \in \mathbb{R}^{r \times K}. $$

(34)

We postulate the form of the reduced Lagrangian (motivated by (21)) as

$$\hat{L}_r(\hat{\mathbf{q}}, \dot{\hat{\mathbf{q}}}) = \frac{1}{2} \hat{\mathbf{q}}^\top \hat{\mathbf{K}} \hat{\mathbf{q}} - \frac{1}{2} \hat{\mathbf{q}}^\top \hat{\mathbf{K}} \hat{\mathbf{q}},$$

(35)

where $\hat{\mathbf{K}} \in \mathbb{R}^{r \times r}$ is the symmetric positive-definite reduced stiffness matrix that is learned from data. We postulate the form of the nonintrusive reduced forcing $\hat{\mathbf{f}}$ based on (8) and (22) as

$$\hat{\mathbf{f}}(\hat{\mathbf{q}}, \dot{\hat{\mathbf{q}}}, t) = -\hat{\mathbf{C}} \hat{\mathbf{q}} + \hat{\mathbf{B}} u(t),$$

(36)

where $\hat{\mathbf{C}} \in \mathbb{R}^{r \times r}$ is the symmetric positive-definite reduced damping matrix that is learned from data and $\hat{\mathbf{B}} \in \mathbb{R}^{r \times m}$ is the reduced input matrix that is learned from data. Based on the assumed model form for $\hat{L}_r(\hat{\mathbf{q}}, \dot{\hat{\mathbf{q}}})$ and nonintrusive reduced forcing $\hat{\mathbf{f}}$, we derive the governing equations for the reduced system via the forced Euler-Lagrange equations (5) and obtain

$$\ddot{\hat{q}}_k(t) + \hat{\mathbf{C}} \dot{\hat{q}}_k(t) + \hat{\mathbf{K}} \hat{q}_k(t) = \hat{\mathbf{B}} u(t),$$

(37)

along with the reduced output equation

$$y(t) = \hat{\mathbf{E}} \hat{q}_k(t),$$

(38)

where $\hat{\mathbf{E}} \in \mathbb{R}^{p \times r}$ is the reduced output operator that is learned from data.
The Lagrangian ROM form leads us to propose the following optimization problems to compute \( \hat{\mathbf{C}} \in \mathbb{R}^{r \times r}, \hat{\mathbf{K}} \in \mathbb{R}^{r \times r}, \) and \( \hat{\mathbf{B}} \in \mathbb{R}^{r \times m}:

\[
\min_{\hat{\mathbf{K}} - \hat{\mathbf{K}}^\top > 0, \hat{\mathbf{C}} - \hat{\mathbf{C}}^\top > 0, \hat{\mathbf{B}}} \| \ddot{\mathbf{Q}} + \hat{\mathbf{C}} \dot{\mathbf{Q}} + \hat{\mathbf{K}} \mathbf{Q} - \hat{\mathbf{B}} \mathbf{U} \|_F.
\]  

(39)

The symmetric positive-definite constraints on \( \hat{\mathbf{K}} \) and \( \hat{\mathbf{C}} \) ensure that the learned reduced operators respect the underlying geometric structure of FOMs, and hence, the ROMs learned via L-OpInf are Lagrangian systems. The constrained optimization problem (39) has a unique minimizer if and only if \( \dot{\mathbf{Q}}, \ddot{\mathbf{Q}}, \) and \( \mathbf{U} \) have full column rank; see [50] for more details about linear least-squares problems with symmetric positive definite constraints.

For the inference of the reduced output operator \( \hat{\mathbf{E}} \in \mathbb{R}^{p \times r} \) we solve the least-squares problem

\[
\min_{\hat{\mathbf{E}}} \| \mathbf{Y} - \hat{\mathbf{E}} \mathbf{Q} \|_F.
\]  

(40)

Although the L-OpInf framework for mechanical systems is strongly motivated by analogies to the intrusive projection-based approach described in Section 2.3, the nonintrusive ROM model form (37) differs from (23) in the following sense. The proposed nonintrusive Lagrangian (35) can be interpreted as a special case of the more general nonintrusive Lagrangian \( \hat{L}_r(\mathbf{q}, \mathbf{q}) = \frac{1}{2} \mathbf{q}^\top \hat{\mathbf{M}} \mathbf{q} - \frac{1}{2} \mathbf{q}^\top \hat{\mathbf{K}} \mathbf{q} \) with \( \hat{\mathbf{M}} = \mathbf{I}_r \). While this specific choice for the reduced mass matrix restricts the search of reduced Lagrangian operators to a subset of the full solution space, it plays a key role in making the constrained optimization problem for inferring the reduced Lagrangian operators tractable. We emphasize that even though we search for models with reduced mass matrix \( \hat{\mathbf{M}} = \mathbf{I}_r \), the nonintrusive ROM model form (37) is not equivalent to premultiplying (23) by \( \hat{\mathbf{M}}^{-1} \). The specific choice of \( \hat{\mathbf{M}} = \mathbf{I}_r \) ensures that the ROM model form retains all the relevant geometric properties and the Lagrangian structure whereas premultiplying (23) by \( \hat{\mathbf{M}}^{-1} \) loses the symmetric property of the reduced stiffness matrix \( \hat{\mathbf{K}} \) and reduced damping matrix \( \hat{\mathbf{C}} \) and therefore violates the Lagrangian structure.

### 3.2.2. Lagrangian Operator Inference for Nonlinear Wave Equations

We use knowledge about the nonlinear potential energy \( U_{nl} \) at the PDE level to develop a gray-box approach to derive nonintrusive Lagrangian ROMs for spatial discretizations of nonlinear wave equations. For the nonlinear Lagrangian FOMs discussed in Section 2.1.2, the nonlinear potential energy term \( U_{nl}(q) \) in (13) is assumed to be given explicitly, whereas the quadratic terms in (13) and details about their structure-preserving spatial discretization are unavailable. We define the nonlinear forcing

\[
\mathbf{f}_{nl}(\mathbf{q}) = \left[ \frac{dU_{nl}}{dq}(q_1), \cdots, \frac{dU_{nl}}{dq}(q_n) \right]^\top \in \mathbb{R}^n.
\]

(41)

We build the nonlinear forcing snapshot data matrix

\[
\mathbf{F}_{nl} = [\mathbf{f}_{nl}(\mathbf{q}_1), \cdots, \mathbf{f}_{nl}(\mathbf{q}_K)] \in \mathbb{R}^{n \times K},
\]

(42)

where we compute \( \mathbf{f}_{nl} \) in (41) at different time instances using the FOM snapshot data. We compute the POD basis \( \mathbf{V}_r \in \mathbb{R}^{n \times r} \) via the SVD of the augmented snapshot data matrix \( \mathbf{Q}_{aug} = [\mathbf{Q}, \mathbf{F}_{nl}] \in \mathbb{R}^{n \times 2K} \). We obtain projections of the snapshot data \( \mathbf{Q} \) and \( \mathbf{F}_{nl} \) as

\[
\hat{\mathbf{Q}} = \mathbf{V}_r^\top \mathbf{Q} \in \mathbb{R}^{r \times K}, \quad \hat{\mathbf{F}}_{nl} = \mathbf{V}_r^\top \mathbf{F}_{nl} \in \mathbb{R}^{r \times K}.
\]

(43)

For the nonlinear Lagrangian FOMs discussed in Section 2.1.2, we postulate the form of the reduced Lagrangian

\[
\hat{L}_r(\mathbf{q}, \mathbf{q}) = \frac{1}{2} \mathbf{q}^\top \hat{\mathbf{q}} - \frac{1}{2} \mathbf{q}^\top \hat{\mathbf{K}} \mathbf{q} - \hat{\mathbf{U}}_{nl}(\mathbf{q}),
\]

(44)
where \( \hat{K} \in \mathbb{R}^{r \times r} \) is the symmetric reduced operator that is learned from data and \( \hat{U}_{nl}(\hat{q}) := U_{nl}(V_r, \hat{q}) \) is the reduced nonlinear potential energy. Based on the assumed model form for \( \hat{L}_r(\hat{q}, \dot{\hat{q}}) \) in (44), we derive the governing equations for the nonlinear reduced system via the Euler-Lagrange equations (3) and obtain
\[
\ddot{\hat{q}}(t) = \hat{K}\hat{q}(t) + \frac{d\hat{U}_{nl}(\hat{q})}{d\hat{q}}. 
\]
(45)
We solve the following constrained optimization problem
\[
\min_{\hat{K} = \hat{K}^\top} \| \ddot{\hat{Q}} - \hat{\tilde{F}}_{nl} - \hat{K}\hat{Q} \|_F.
\]
(46)
to infer the symmetric ROM operator \( \hat{K} \). We impose a symmetry constraint on \( \hat{K} \) to ensure that the learned ROM operator retains the symmetric property of the linear FOM operator introduced during the structure-preserving spatial discretization, see Section 2.1.2. The symmetric linear least-squares problem (46) has a unique solution if and only if the reduced snapshot data matrix \( \hat{Q} \) has full column rank.

**Remark 1.** The space-discretized FOM for nonlinear wave equations (14) can also be written in the Hamiltonian form where the governing equations are a set of \( 2n \) coupled first-order ODEs. The Hamiltonian operator inference method [37] for learning Hamiltonian ROMs requires both trajectory and momentum data whereas the proposed Lagrangian operator inference approach has the advantage that it learns Lagrangian ROMs purely from trajectory data.

### 3.3. Computational procedure

Algorithm 1 and Algorithm 2 summarize L-OpInf for mechanical systems with nonconservative external forcing and L-OpInf for nonlinear wave equations as discussed in Section 3.2.1 and 3.2.2, respectively. The constrained optimization problems in (39) and (46) are solved using the CVX optimization package [51], a MATLAB-based software for constrained optimization problems which allows constraints and objectives to be specified using standard MATLAB expression syntax. The CVX package supports four solvers with different capabilities and various levels of performance. The constrained optimization problems arising in this work are solved using SDPT3 [52]. The optimization algorithm implemented in SDPT3 is a primal-dual interior point algorithm that uses the path-following paradigm.

#### 3.3.1. Computational cost

The computational cost of Algorithm 1 and Algorithm 2 is typically dominated by the final step which requires solution of constrained linear least-squares problem. The size of this constrained operator inference problem mainly depends on the reduced dimension \( r \) and the number of snapshots \( K \). Figure 4 compares the MATLAB wall clock time (averaged over 20 runs) of solving the constrained optimization problem (39) using MATLAB 2020b on a quad-core Intel i7 processor with 2.3 GHz and 32 GB RAM. We observe that the computational cost increases exponentially with increase in the reduced dimension \( 2r \). Moreover, for fixed reduced dimension \( 2r \), the computational cost also increases with an increase in the number of training snapshots, \( K \).

#### 3.3.2. Practical considerations for solving the constrained optimization problems

For a nonlinear wave equation with FOM equations described by (14) the proposed inference method requires solving the symmetric linear least-squares problem (46). Since CVX supports declaration of symmetric matrix variables, we declare \( \hat{K} \) as a symmetric matrix and then solve for \( \hat{K} \). For a mechanical system with FOM equations described by (10) the proposed inference method requires solving the constrained linear least-squares problem (39). To ensure that the reduced operators satisfy the hard constraints required for preserving the Lagrangian structure we utilize the semidefinite programming (SDP) mode provided by CVX. Similar to the nonlinear wave equation problem, we first
declare both $\hat{K}$ and $\hat{C}$ as symmetric matrices. In floating point arithmetic, the difference between a positive-definite and positive-semidefinite matrices become blurred due to rounding issues, so we impose the following constraints in SDP mode

$$\hat{K} - \epsilon_{tol} \cdot I_r \succeq 0, \quad \hat{C} - \epsilon_{tol} \cdot I_r \succeq 0,$$

(47)

to ensure that the smallest allowed eigenvalue for both $\hat{K}$ and $\hat{C}$ is $\epsilon_{tol}$.

We make two additional remarks on practical aspects of solving the constrained optimization problem in $L$-$OpInf$. First, the CVX solver performance may depend on scaling of the input data. Input data that spans many orders of magnitude is often seen in multiphysics models where the FOM state vector contains different physical quantities with different scale of magnitudes [32, 53, 54]. Thus, it is important to exploit any available information about the FOM system to improve the numerical scaling of the snapshot data $Q$. Second, in practice, CVX is not guaranteed to yield reduced operators that satisfy the positive-definite constraint (47), and in some cases, CVX gives solution status as ‘Inaccurate/Solved’. This indicates that the CVX solver was unable to find a solution within the default numerical tolerance. However, the CVX solver still returns inferred reduced operators that satisfy a relaxed tolerance value instead, and these reduced operators may still be useful as ROMs. However, extra care is needed in these situations, e.g., monitoring the eigenvalues of the inferred reduced operators $\hat{K}$ and $\hat{C}$ can help in detecting if the hard constraints are satisfied or not. In the numerical examples below we always ensure that the hard constraints are satisfied by testing the validity of the inferred ROM operators before using them for simulating the ROMs.

3.3.3. Alternate constrained optimization problems and their challenges

For a more general reduced Lagrangian model form $\hat{L}_r(\hat{q}, \dot{\hat{q}}) = \frac{1}{2} \hat{q}^\top \hat{M} \dot{\hat{q}} - \frac{1}{2} \hat{q}^\top \hat{K} \hat{q}$, the Lagrangian ROM dynamics are

$$\hat{M} \ddot{\hat{q}} + \hat{C} \dot{\hat{q}} + \hat{K} \hat{q} = \hat{B} u,$$

(48)

where $\hat{M}$, $\hat{C}$, and $\hat{K}$ are symmetric and positive-definite matrices. The corresponding constrained operator inference problem

$$\min_{\hat{M} = \hat{M}^\top \succ 0, \hat{K} = \hat{K}^\top \succ 0, \hat{C} = \hat{C}^\top \succ 0, \hat{B}} \| \hat{M} \ddot{\hat{Q}} + \hat{C} \dot{\hat{Q}} + \hat{K} \hat{Q} - \hat{B} u \|_F,$$

(49)
is, however, challenging to solve. In all of the numerical experiments, we observe that the CVX solver fails to find a reduced mass matrix $\hat{M}$ that satisfies the positive definite constraint. For low-dimensional ROMs with $r < 8$, the CVX solver often gives solution status as ‘Infeasible’ or ‘Inaccurate/Infeasible’. For ROMs of size $r > 10$, we observe that the CVX solver fails to make sufficient progress towards a solution, even to within the “relaxed” tolerance setting. To overcome this problem, we simplify the optimization problem by restricting the solution space of (49) to reduced mass matrix $\hat{M} = I$, which still leads to a structure-preserving Lagrangian ROM that is inferred by fitting a Lagrangian ROM of the form (37) to the projections of the FOM data from (10).

One way to circumvent the numerical challenges associated with solving (49) is to premultiply the ROM form in (48) by $\hat{M}^{-1}$ and then solve for $\hat{M}^{-1}\hat{K}$ and $\hat{M}^{-1}\hat{C}$. However, this premultiplication by $\hat{M}^{-1}$ destroys the Lagrangian structure as we do not have a unique way of recovering $\hat{M}^{-1}$, $\hat{K}$, and $\hat{C}$ from $\hat{M}^{-1}\hat{K}$ and $\hat{M}^{-1}\hat{C}$. Another approach to tackling (49) is to solve it iteratively by breaking it into two constrained optimization problems. The idea is to start with an initial guess for $\hat{M} = \hat{M}_0$ and solving for $\hat{C}$ and $\hat{K}$ followed by solving for $\hat{M}$. We observe that this iterative approach converges only when we start with an initial guess $\hat{M}_0$ close to the intrusive reduced mass matrix. However, such an approach would require access to FOM operators which is not possible in the nonintrusive setting considered herein.

Algorithm 1 Lagrangian operator inference (L-OpInf) for mechanical systems with nonconservative forcing

**Input:** Snapshot data $Q \in \mathbb{R}^{n \times K}$, $U \in \mathbb{R}^{m \times K}$, $Y \in \mathbb{R}^{p \times K}$ arranged as in (28)-(29) and reduced dimension $r$.

**Output:** Reduced operators $\hat{K}, \hat{C}, \hat{B}$ for Lagrangian ROM (37), and $\hat{E}$ (38).

1. Use knowledge of $L(q, \dot{q})$ to identify correct model form for the reduced Lagrangian $\hat{L}_r$ in (35).
2. Build basis matrix $V_r \in \mathbb{R}^{n \times r}$ from SVD of $Q$ (30).
3. Project to obtain reduced state data $\hat{Q} \in \mathbb{R}^{r \times K}$ (31).
4. Compute reduced time-derivative data $\dot{\hat{Q}}, \ddot{\hat{Q}} \in \mathbb{R}^{r \times K}$ as in (34) from the projected data $\hat{Q}$, i.e.,
   - by using the eighth-order central finite-difference scheme (32)-(33).
5. Solve constrained linear least-squares problems (39)-(40) to nonintrusively infer reduced operators $\hat{K}, \hat{C}, \hat{B}$, and $\hat{E}$.

Algorithm 2 Lagrangian operator inference (L-OpInf) for nonlinear wave equations

**Input:** Snapshot data $Q \in \mathbb{R}^{n \times K}$ arranged as in (28) and reduced dimension $r$.

**Output:** Reduced operator $\hat{K}$ for nonlinear Lagrangian ROM (45).

1. Use knowledge of $U_{nl}(q)$ to identify correct model form for the reduced Lagrangian $\hat{L}_r$ in (44).
2. Build nonlinear forcing snapshot data $F_{nl} \in \mathbb{R}^{n \times K}$ (42).
3. Build basis matrix $V_r \in \mathbb{R}^{n \times r}$ from SVD of $Q_{aug} = [Q, F_{nl}] \in \mathbb{R}^{n \times 2K}$.
4. Project to obtain reduced state data $\hat{Q} \in \mathbb{R}^{r \times K}$ and reduced nonlinear forcing data $\hat{F}_{nl} \in \mathbb{R}^{r \times K}$ (43).
5. Compute reduced time-derivative data $\ddot{\hat{Q}} \in \mathbb{R}^{r \times K}$ as in (34) from the projected data $\hat{Q}$, i.e., by using the eighth-order central finite-difference scheme (33).
6. Solve symmetric linear least-squares problem (46) to nonintrusively infer reduced operator $\hat{K}$.

4. Numerical results

In this section, we study the numerical performance of L-OpInf for three Lagrangian systems. The reported error measures are detailed in Section 4.1. In Section 4.2 we revisit the Euler-Bernoulli
beam model from structural dynamics and demonstrate that L-OpInf produces accurate Lagrangian ROMs for conservative mechanical systems in high dimensions. In Section 4.3 we consider the sine-Gordon equation to show the effectiveness of L-OpInf for nonlinear wave equations with nonpolynomial nonlinearities. In Section 4.4 we consider a large-scale model of a soft-robotic fishtail with \( n = 779,232 \) DOFs to investigate the numerical performance of L-OpInf for mechanical systems with dissipation and external forcing.

4.1. Error measures for accuracy and structure preservation

The state and output error plots reported in this section compute the

\[
\text{Relative state error} = \frac{\| \mathbf{Q} - \mathbf{V}_r \hat{\mathbf{Q}} \|_F}{\| \mathbf{Q} \|_F}, \quad \text{Relative output error} = \frac{\| \mathbf{Y} - \hat{\mathbf{Y}} \|_F}{\| \mathbf{Y} \|_F},
\]

where \( \mathbf{Q} \) and \( \mathbf{Y} \) are obtained from the Lagrangian FOM (e.g., of the form (10) or (14)), and \( \hat{\mathbf{Q}} \) and \( \hat{\mathbf{Y}} \) are either obtained from the nonintrusive Lagrangian ROM or the intrusive Lagrangian ROM. When reporting approximation errors in the training phase, we only consider trajectories in the training time interval \([0, T_{\text{train}}]\). For test data plots, we consider trajectories starting from the end of the training time interval to the end of total simulation time \(T\), i.e., testing time interval \([T_{\text{train}}, T]\).

The energy error plots reported in Section 4.2 and Section 4.3 compute the

\[
\text{FOM energy error} = |E(\mathbf{V}_r, \dot{\mathbf{q}}(t), \mathbf{V}_r, \dot{\mathbf{q}}(t)) - E(\mathbf{V}_r, \dot{\mathbf{q}}(0), \mathbf{V}_r, \dot{\mathbf{q}}(0))|,
\]

where \( E(\mathbf{V}_r, \dot{\mathbf{q}}(t), \mathbf{V}_r, \dot{\mathbf{q}}(t)) \) is the FOM energy approximation (see equation (15)) either obtained from the nonintrusive Lagrangian ROM or the intrusive Lagrangian ROM. For the nonconservative soft-robotic fishtail example with varying energy, we compare the time evolution of FOM energy \( E(\mathbf{q}(t), \dot{\mathbf{q}}(t)) \) with \( E(\mathbf{V}_r, \dot{\mathbf{q}}(t), \mathbf{V}_r, \dot{\mathbf{q}}(t)) \) to understand how well the ROMs track the energy.

4.2. Transverse vibrations of an Euler-Bernoulli beam

The Euler-Bernoulli beam theory, also known as the classical beam theory, is most commonly used for calculating load-carrying and deflection characteristics of beams in structural and mechanical engineering. This linear beam theory is based on the observation that bending effect plays a key role in modeling transverse vibrations of beams. This theory is a simplification of the linear elasticity theory and ignores the effects of shear deformation and rotary inertia.

4.2.1. PDE formulation

We consider the transverse vibrations of an unforced 1-D linear beam. The general dynamic equation for a conservative Euler-Bernoulli beam is given by

\[
\frac{\partial^2}{\partial x^2} \left( EI \frac{\partial^2 w(x,t)}{\partial x^2} \right) = -\mu \frac{\partial^2 w(x,t)}{\partial t^2},
\]

where \( x \in [0, \ell] \) is the spatial variable, \( w(x,t) \) is the transverse deflection, the product \( EI \) is the flexural rigidity, and \( \mu \) is the mass per unit length. For a homogeneous beam with constant flexural rigidity, the governing PDE for modeling the transverse vibrations is

\[
EI \frac{\partial^4 w(x,t)}{\partial x^4} = -\mu \frac{\partial^2 w(x,t)}{\partial t^2}.
\]

The beam, as shown in Figure 2, is simply-supported at both ends, i.e.,

\[
w(0,t) = 0, \quad w(\ell,t) = 0, \quad \frac{\partial^2 w}{\partial x^2}(0,t) = 0, \quad \frac{\partial^2 w}{\partial x^2}(\ell,t) = 0.
\]

In this study, we consider the following stationary initial condition

\[
w(x,0) = 0.001 \left( x^4 - 2\ell x^3 + \ell^3 x \right), \quad \frac{\partial w}{\partial t}(x,0) = 0.
\]
4.2.2. FOM and ROM implementation

We consider a steel beam of length $\ell = 1$ m with mass per unit length $\mu = 6.28 \times 10^{-3}$ kg m$^{-1}$ and flexural rigidity $EI = 9.81 \times 10^{-3}$ N m$^2$. Using Hermite shape functions for beam finite elements, the governing PDE is spatially discretized to yield a Lagrangian FOM of the form

$$
\begin{bmatrix}
M_{ww} & M_{w\theta} \\
M_{w\theta} & M_{\theta\theta}
\end{bmatrix}
\begin{bmatrix}
\dot{w} \\
\dot{\theta}
\end{bmatrix} +
\begin{bmatrix}
K_{ww} & K_{w\theta} \\
K_{w\theta} & K_{\theta\theta}
\end{bmatrix}
\begin{bmatrix}
w \\
\theta
\end{bmatrix} = 0,
$$

where $w \in \mathbb{R}^n$ is the deflection perpendicular to the beam length and $\theta \in \mathbb{R}^n$ is the rotation in the deformation plane. The state vector $q$ for this beam FOM is partitioned as $q = [w^T, \theta^T]^T$ where both $w$ and $\theta$ carry specific physical meaning. The FOM mass and stiffness matrices in (54) also possess a block diagonal structure, i.e. we approximate $q$ in (54) such that the proposed nonintrusive approach performs better than the intrusive Lagrangian ROM. For the projection step in Step 3 of Algorithm 1, we choose a projection matrix with a block diagonal structure, i.e. we approximate

$$
\begin{bmatrix}
w \\
\theta
\end{bmatrix} \approx
\begin{bmatrix}
V_w & 0 \\
0 & V_{\theta}
\end{bmatrix}
\begin{bmatrix}
\dot{w} \\
\dot{\theta}
\end{bmatrix}.
$$

This specific block diagonal structure of the basis matrix $V_{2r} \in \mathbb{R}^{2n \times 2r}$ retains the physical meaning of the $w$ and $\theta$ variables in the reduced dimensions. The same basis matrix is also used for the intrusive projection-based ROMs which we show for comparison of our results.

4.2.3. Results

Figure 5 shows a comparison of the numerical performance of the intrusive and nonintrusive Lagrangian ROMs. The state error plots in Figure 5a over the training time interval $[0, 0.03]$ s show that the proposed nonintrusive approach performs better than the intrusive Lagrangian ROM. For the testing interval $[0.03, 0.18]$ s, the nonintrusive Lagrangian ROMs perform better than the intrusive Lagrangian ROMs for all $2r$-dimensional reduced models in Figure 5b. We also observe that in the testing regime, the state approximation error for learned Lagrangian ROMs does not decrease as favorably with increase in reduced dimension for $2r > 12$.

Figure 6 compares the L-OpInf ROM solution and the FOM solution at different $t$ values. Even though the reduced operators are learned from data in the training interval $[0, 0.03]$ s, the nonintrusive Lagrangian ROM captures the correct beam shape at $t = 0.18$ s which is 500% past the training time interval. The ROM solutions show very good qualitative and quantitative agreement with the FOM solutions.

In Figure 7a, we compare the FOM energy error for the L-OpInf ROM and the intrusive Lagrangian ROM, both simulated for $T = 2$ s and of dimension $2r = 20$, to demonstrate the stability of nonintrusive Lagrangian ROMs far outside the training regime. Due to its specific choice of reduced Lagrangian, the intrusive Lagrangian ROM conserves the energy with the same accuracy as the FOM simulation. The nonintrusive ROM of dimension $2r = 20$ exhibits bounded energy error due to its Lagrangian nature. The bounded energy error at $t = 2$ s (6.500% past the training interval) suggests that the nonintrusive Lagrangian ROMs simulate a perturbation of the intrusive Lagrangian ROM exactly. Thus, the FOM energy error for nonintrusive Lagrangian ROM of dimension $2r = 20$ remains bounded well beyond the training data. In fact, every nonintrusive ROM learned via L-OpInf from $20 \leq 2r \leq 40$ demonstrates bounded energy error in the testing data. This shows a true strength of the proposed L-OpInf, namely that if the Lagrangian structure is respected in every aspect of discretization.
Reduced dimension $2r$

Relative state error
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(a) Training regime $[0,0.03] \text{ s}$

(b) Testing regime $[0.03,0.18] \text{ s}$

Figure 5: Euler-Bernoulli beam: L-OpInf ROMs achieve lower state error than intrusive Lagrangian ROMs in both training and test interval, yet in the testing interval the state errors level off after $r \geq 12$.

Figure 6: Euler-Bernoulli beam: Solutions using L-OpInf ROM of size $2r = 20$ at different $t$ values (dashed lines) compared with FOM solutions at the same times (solid lines). The nonintrusive Lagrangian ROM captures the correct beam shape even at $t = 0.18 \text{ s}$, which is 500% outside training interval in a purely predictive setting.

and the learning method, then long-term stable predictions are possible. This is in stark contrast to the standard second-order operator inference approach in Section 3.1 which learned unstable ROMs from dimension $2r = 20$ to $2r = 40$. Compared to the the standard second-order operator inference results in Figure 3, L-OpInf shows bounded energy error behavior while also approximating the FOM state with similar accuracy. This emphasizes that L-OpInf learns the underlying Lagrangian dynamics rather than mere interpolations between training data snapshots.

Figure 7b shows the maximum FOM energy error as a function of reduced dimension for L-OpInf ROMs for the entire length of simulation. The maximum FOM energy error decreases with increasing reduced dimension $2r$ which is in agreement with the state error results in Figure 5. The errors level off after $2r = 26$ at approximately $10^{-5}$, which is accurate enough for most structural dynamics applications.

We note that for $2r > 16$, the relative state error levels off in Figure 5a. This stagnation occurs because the projected trajectories correspond to non-Markovian dynamics in the reduced setting even though the Lagrangian FOM dynamics are Markovian. The state error leveling-off for operator
inference has been resolved by a re-projection sampling scheme that works for fully discrete systems with explicit time-marching schemes [55]. If the data is processed with that scheme, the learned models recover the intrusive ROMs preasymptotically under certain conditions. However, the large-scale Lagrangian dynamical systems considered herein require fully implicit time integrators to preserve the underlying geometric structure. Thus, re-projection in its current form cannot be used. Extending this algorithm to fully implicit and structure-preserving integrators remains an open problem.

Remark 2. From Figure 3a, we observe that the nonintrusive ROMs obtained via the unconstrained second-order operator inference method demonstrate a higher accuracy in the training data compared to the nonintrusive structure-preserving L-OpInf ROMs in Figure 5a. This is to be expected, as the unconstrained inference problem from (27) solves for the reduced operator \( \hat{K} \) without any constraints whereas the L-OpInf ROM is obtained by solving the constrained operator inference problem (39) to ensure that the ROM is Lagrangian. The unconstrained second-order operator inference method learns reduced operators that overfit the data, and as a result, yields ROMs with lower state errors than the L-OpInf ROMs in the training data but they violate the underlying Lagrangian structure which leads to an unbounded energy error growth in Figure 3b. In contrast, the L-OpInf ROMs, due to their Lagrangian nature, yield bounded energy error in Figure 7a.

In Figure 8, we compare the transverse displacement of the beam at \( x/l = 0.5 \) for the nonintrusive L-OpInf ROM and the nonintrusive second-order ROM, both simulated for \( T = 3 \) s and of dimension \( 2r = 20 \), to demonstrate the predictive capability of L-OpInf ROMs. Figure 8 shows that the L-OpInf method provides accurate and stable predictions in the testing data whereas the second-order operator inference method yields inaccurate solutions that eventually blow up in the predictive regime. The unphysical predictions in Figure 8 and the unbounded energy error growth in Figure 3b for the second-order operator inference method highlight that preserving physical properties is crucial for accurate and stable predictions and only looking at accuracy in the training data could be misleading.

To further highlight the generalizability of the method, we consider a different prediction scenario where we train L-OpInf ROMs using multiple initial conditions and then study their accuracy for unseen initial conditions. In this study, we consider a parametric initial condition of the form

\[
0.001 \left( a x^5 - 2 \ell x^4 + \left( \frac{10a}{3} - 4 \right) \ell^2 x^3 + \left( 6 - \frac{10a}{3} - a \right) \ell^4 x \right), \quad \frac{\partial w}{\partial t}(x,0) = 0,
\]

where \( a \in \mathbb{R} \) is a scalar parameter. We build a training dataset by simulating the FOM until \( T = 0.03 \) s for \( a = 0.2, a = 0.3, a = 0.4, \) and \( a = 0.5 \). We then derive L-OpInf ROMs of different sizes from this training dataset. We consider two test initial conditions based on \( a = 0.1 \) and \( a = 0.6 \) to evaluate how
Figure 8: Euler-Bernoulli beam: The L-OpInf method provides accurate and stable predictions far outside the training data regime whereas the second-order OpInf ROM learned via the unconstrained inference problem from (27) yields solutions that become unstable in the testing data. The black line indicates end of training time interval at $t = 0.03 \text{ s}$.

Figure 9: Euler-Bernoulli beam: The L-OpInf ROMs achieves higher accuracy than the intrusive Lagrangian ROMs for both training and test initial conditions.
the L-OpInf ROMs generalize for initial conditions that are not included—and are even outside—the training dataset. The comparison of the relative state error (50) between L-OpInf ROMs and intrusive Lagrangian ROMs is shown in Figure 9a and Figure 9b for the training and the test initial conditions, respectively. The comparison in Figure 9 shows that the data-driven L-OpInf ROMs yield lower relative state error than the intrusive Lagrangian ROMs for both training and test initial conditions. These results show that the L-OpInf ROMs are robust to perturbations in the initial conditions used for building the training dataset.

4.3. Sine-Gordon equation

The sine-Gordon equation is a nonlinear hyperbolic PDE with a nonpolynomial nonlinearity. Its name is a wordplay on its similarity with the well-known Klein-Gordon wave equation. The sine-Gordon equation is a universal model for combining the wave dispersion and the nonlinearity which is a periodic function of the field variable. The sine-Gordon equation is used for modeling nonlinear phenomena in a wide variety of physical applications such as the self-induced transparency in nonlinear optics [56], propagation of fluxons in Josephson junctions between superconductors [57], relativistic field theory [58], hydrodynamics [59], and charge-density-wave conductors [60].

4.3.1. PDE formulation

We consider the one-dimensional sine-Gordon equation

\[
\frac{\partial^2 q}{\partial t^2} = \frac{\partial^2 q}{\partial x^2} - \sin(q),
\]  

(56)

where \( t \) is the nondimensional time unit and the field variable \( q(x,t) \) has the meaning of phase in the respective physical setting. This equation can be formulated as a Lagrangian PDE with the following space-time continuous Lagrangian

\[
\mathcal{L}(x,q,q_x,q_t) = \frac{1}{2} \left((\frac{\partial q}{\partial t})^2 - (\frac{\partial q}{\partial x})^2\right) - (1 - \cos(q)).
\]

In this study, we consider periodic boundary conditions with the following initial conditions

\[
q(x,0) = 0, \quad \frac{\partial q}{\partial t}(x,0) = \frac{4}{\cosh(x)}.
\]

4.3.2. FOM and ROM implementation

We study the sine-Gordon equation over \( x \in [-L/2,L/2] \) with \( L = 40 \). The nonlinear PDE is spatially discretized using \( n = 2,000 \) equally spaced grid points leading to a discretized state \( \mathbf{q} \in \mathbb{R}^{2000} \). We discretize the space-time continuous Lagrangian which yields the following space-discretized Lagrangian

\[
L(q,\mathbf{\dot{q}}) = \frac{1}{2} \mathbf{\dot{q}}^\top \mathbf{\dot{q}} + \frac{1}{2} \mathbf{K}_{fd} \mathbf{q} - \sum_{i=1}^{n} (1 - \cos(q_i)),
\]

where \( \mathbf{K}_{fd} \) denotes the symmetric finite difference approximation for the spatial derivative \( \partial_x \). The resulting Lagrangian FOM is represented by the following second-order nonlinear ODE system

\[
\mathbf{\ddot{q}} = \mathbf{K}_{fd} \mathbf{q} - \begin{bmatrix} \sin(q_1) \\ \vdots \\ \sin(q_n) \end{bmatrix}.
\]

The FOM is numerically integrated until time \( T = 25 \) using a variational integrator based on the midpoint rule with \( \Delta t = 0.005 \). The resulting time-marching equations for the FOM require solving a
system of $n = 2,000$ coupled nonlinear equations at every time step. The intrusive Lagrangian ROMs are derived by projecting the FOM onto $V_r$ (see equation (26)) whereas the nonintrusive Lagrangian ROMs are inferred from the FOM simulation data by solving the constrained optimization problem in equation (46). We numerically integrate the ROMs of size $r$ with a variational integrator based on the midpoint rule with $\Delta t = 0.005$.

4.3.3. Results

Figure 10 shows the relative state approximation error for intrusive and nonintrusive Lagrangian ROMs with increasing ROM order. The state error plots in Figure 10a over the training time interval $[0, 5]$ show that the nonintrusive approach performs better than the intrusive Lagrangian ROM. For $r > 10$, we observe a leveling off of the state error in the training data regime for the L-OpInf ROM. (b) For test data, the intrusive Lagrangian ROMs achieve lower state error than the L-OpInf ROMs.

#### Figure 10: Sine-Gordon equation: (a) In the training time interval, L-OpInf ROMs achieve lower state error than intrusive Lagrangian ROMs up tp $r = 12$. For $r > 10$, we observe a leveling off of the state error in the training data regime for the L-OpInf ROM. (b) For test data, the intrusive Lagrangian ROMs achieve lower state error than the L-OpInf ROMs.

We have compared the approximate numerical solution using ROMs of size $r = 14$ for both intrusive and nonintrusive approaches with the FOM solution in Figure 11. Even though the reduced operators are learned from trajectory data in the training interval $[0, 5]$, the nonintrusive Lagrangian ROM of reduced dimension $r = 14$ captures the correct wave shape at $t = 25$ which is 400% past the training time interval. The ability of L-OpInf to provide accurate and stable predictions along with bounded FOM energy error outside the training data regime is the key takeaway from this study.

For the FOM energy error comparison, nonintrusive Lagrangian ROMs of size $r = 12$ and $r = 14$ are simulated until $t = 105$ (which is 2,000% past the training interval) to demonstrate the long-time stability of nonintrusive ROM simulations. The FOM energy error plots in Figure 12 show that both intrusive and nonintrusive Lagrangian ROMs have similar bounded energy error behavior. Interestingly, the nonintrusive Lagrangian FOM energy error plots for both $r = 12$ and $r = 14$ change their qualitative behavior after leaving the training data regime but the error still remains bounded up to $t = 105$. Despite the fact that nonintrusive reduced operators are learned purely from trajectory data up to $t = 5$, the Lagrangian nature of our learned ROM ensures accurate prediction along with bounded energy error far outside the training data regime.
4.4. Soft-robotic fishtail model

Autonomous underwater vehicles (AUVs) have become indispensable in a wide range of civilian and military applications. Due to their fast, agile and efficient underwater movement, AUVs mimicking a fish’s swimming behavior have gained increasing interest for underwater surveillance and exploration. Soft-bodied robots designed for these applications utilize an actuation concept called fluid muscle, where the actuation is distributed over the whole fishtail via an array of fluid elastomers. The compliant nature of these soft-bodied robots allows them to achieve continuum motion and perform escape response maneuvers involving rapid body accelerations of very short duration.

The soft-robotic fishtail model considered here is based on the CAD model created in [61]. More details about the design idea behind this model can be found in [62]. The fishtail design considered in this CAD model uses two separate fluid chambers to mimic the natural antagonistic muscle pair interaction. To minimize equipment in the experimental setup, both fluid chambers are pre-pressurized with \( u_{\text{pre}} \) and a difference pressure \( u(t) \) is used as the control input. This setup leads to an effective pressure of \( u_{\text{pre}} + u(t) \) in one chamber and \( u_{\text{pre}} - u(t) \) in the other. Figure 13a shows one of the two identical fluid chambers where the main tube at the center along with the side tubes provide a single pressure supply to the chambers. The complete fishtail model shown in Figure 13b is divided into two parts: (i) carbon center beam and (ii) silicone hull. The smooth silicone hull design is generated by three ellipses and a thick carbon beam is placed in the center of the silicone hull to increase stability of the soft-robotic fishtail against torsional moments. The fluid chamber systems are placed on both sides of the carbon center beam.

In [63], various frequency-domain based second-order reduced-order modeling methods have been applied to the soft-robotic fishtail model. However, all the ROMs considered therein are intrusive in that they assume access to the FOM operators. In contrast, the proposed approach does not need access to the FOM operators as it learns the reduced operators nonintrusively directly from data. We only require solution of a linear least-squares problem with symmetric positive-definite constraints at the ROM level, whereas [63] requires the solution of Lyapunov equations at the FOM level.

4.4.1. PDE formulation

The governing PDE for both parts of the soft-robotic fishtail is derived using the theory of linear elastic materials; all equations in this subsection hold for both parts with different material properties. The first-order displacement tensor \( \mathbf{q}(t, \mathbf{z}) \) and the symmetric second-order strain tensor \( \mathbf{\varepsilon}(t, \mathbf{z}) \) are
related by the kinetic equation

$$\epsilon(t,z) = \frac{1}{2} \left( \nabla_z q(t,z) + \nabla_z^T q(t,z) \right),$$

where $z = (z_1, z_2, z_3)$ is the three-dimensional spatial variable. Using the stress-strain relationship for isotropic elastic materials, the stress tensor $\sigma(t,z)$ is given by

$$\sigma(t,z) = \lambda \text{tr}(\epsilon(t,z)) I + 2\mu\epsilon(t,z),$$

where $\text{tr} \cdot$ is the trace operator, $I$ is the identity tensor and $\lambda$ and $\mu$ are the Lamé parameters. The governing PDE can be written in terms of the second time-derivative of the displacement and divergence of the stress tensor

$$\rho \frac{\partial^2 q(t,z)}{\partial t^2} = \nabla_z \cdot \sigma(t,z),$$

where $\rho$ is the constant density of a material with a homogeneous mass distribution.

### 4.4.2. FOM implementation

Space discretization of the governing PDE (57) using tetrahedral finite elements yields

$$M \ddot{q}(t) + Kq(t) = Bu(t),$$

where $M, K \in \mathbb{R}^{n \times n}$ are symmetric positive-definite matrices, $B \in \mathbb{R}^n$ is the input vector, and $u(t) \in \mathbb{R}$ is the scalar control input. Since the original mathematical model does not account for any dissipative effects, Rayleigh damping [65] is introduced in form of a damping matrix $C \in \mathbb{R}^{n \times n}$ to obtain realistic behavior of the soft structure, i.e.,

$$C = \alpha M + \beta K \in \mathbb{R}^{n \times n},$$

where $\alpha = 10^{-4}$ and $\beta = 2 \times 10^{-4}$. The state vector $q$ for the FOM considered in this example has dimension $n = 779,232$ which results from a computational grid of 259,744 points and three spatial DOFs at each grid point. We consider a stationary initial condition, i.e. $q(0) = \dot{q}(0) = 0$, as the system is forced for $t > 0$. 

Figure 12: Sine-Gordon equation: The learned Lagrangian ROMs of reduced dimension $r = 12$ and $r = 14$ achieve bounded FOM energy error, which is remarkable because after $t = 5$ the Lagrangian ROM simulations are purely predictive. The black line indicates end of training time interval at $t = 5$. 
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In order to achieve a fish-like movement, we require control over the displacement of the fish’s fin. Thus, as an output, we are interested in the location \((0 \, \text{m}, 0 \, \text{m}, 0.21 \, \text{m})\) which is denoted as the point of interest (POI) and is equal to a single mesh point at the end of the center beam, see Figure 13b. This then defines the output

\[
y(t) = \mathbf{E}q(t) \in \mathbb{R}^3,
\]

which represents displacement of the rear tip of the carbon center beam in the three spatial directions.

Remark 3. The high-dimensional fishtail model reflects a typical gray-box setting where we have knowledge about the Lagrangian nature of the mechanical system, but details about the spatial discretization are unavailable. Unlike the beam example in Section 4.2, the derivation of FOM system matrices for the fishtail model is labor-intensive as it requires a multitude of different software packages (having dependencies) and settings. Moreover, we do not have have access to the finite element code or meshing data used for generating these system matrices. The system matrices defining the Lagrangian FOM for this example are obtained from [66].

The soft-robotic fishtail FOM is numerically integrated using the Newmark integrator with a fixed time step \(\Delta t = 0.001 \, \text{s}\). Algorithm 3 summarizes the Newmark integrator for the soft-robotic fishtail FOM with external control input. The Newmark integrator implementation for this FOM requires solving an \(n\)-dimensional linear system at every time step. We use the SuiteSparse package [67] for an efficient FOM implementation in MATLAB. SuiteSparse is a suite of sparse matrix algorithms which exploits the sparsity in large matrices to achieve speedup in computations. Since the matrix \(A_{\Delta t}\) in Algorithm 3 is constant for all time steps, we have used the Factorize object in SuiteSparse for solving the large linear system. This object computes the Cholesky factorization of \(A_{\Delta t}\) once and returns it as an object that can be reused for every linear solve. Numerical time integration of this large-scale FOM for total time \(T = 2 \, \text{s}\) using \(\Delta t = 0.001 \, \text{s}\) requires approximately 110 minutes (MATLAB wall clock time) on a personal computer. Details about hardware and software used for these simulations can be found in Table 1.

The numerical studies presented in this section consider several different inputs (forcing) on the system to demonstrate that L-OpInf performs well for a range of different dynamics. In particular, we consider:

- Step input \(u(t) = \begin{cases} 0 & \text{if } t < 0.1 \\ 5000 & \text{if } t \geq 0.1 \end{cases}\)

- Sinusoidal input \(u(t) = \begin{cases} 0 & \text{if } t < 0.1 \\ 2500(\sin(10\pi(t - 1.75)) + 1) & \text{if } t \geq 0.1 \end{cases}\)
Algorithm 3 Newmark integrator for soft-robotic fishtail model with control input

**Input:** Initial conditions \((q(0),\dot{q}(0))\), system matrices \(M, K, C, B\), control input \(u(t)\), simulation time \(T\), and fixed time step \(\Delta t\).

**Output:** Discrete solution trajectories \(Q\)

1. Compute total number of time steps \(K = \frac{T}{\Delta t}\).
2. Initialize \(\ddot{q}_0 := \ddot{q}(0)\) by solving the following linear system of equations:
   \[ M \ddot{q}_0 = Bu(0) - C\dot{q}(0) - Kq(0). \]
3. **while** \(k \leq K\) **do**
   4. Compute predicted ‘mean’ values:
      \[ \dddot{q}_{k+1} = q_k + \Delta t \ddot{q}_k + \frac{\Delta t^2}{4} \dddot{q}_k, \quad \dot{q}_{k+1} = \dot{q}_k + \frac{\Delta t}{2} \dddot{q}_k. \]
   5. Linear solve to obtain \(\ddot{q}_{k+1}\)
      \[ \begin{pmatrix} M + \frac{\Delta t^2}{2} C + \frac{\Delta t^2}{4} K \end{pmatrix} a_{\Delta t} = Bu_{k+1} - C\dot{q}_{k+1} - K\ddot{q}_{k+1}. \]
   6. Explicit update equations to obtain \(q_{k+1}\) and \(\dot{q}_{k+1}\)
      \[ q_{k+1} = \ddot{q}_{k+1} + \frac{\Delta t^2}{4} \dddot{q}_{k+1}, \quad \dot{q}_{k+1} = \dot{q}_{k+1} + \frac{\Delta t}{2} \dddot{q}_{k+1}. \]
7. Assemble discrete trajectories to construct snapshot matrix
   \[ Q = [q_1, \ldots, q_K] \in \mathbb{R}^{n \times K}. \]

- Ramp input \(u(t) = \begin{cases} 50000t & \text{if } t < 0.1 \\ 5000 & \text{if } t \geq 0.1 \end{cases} \).
- Sigmoid input \(u(t) = \begin{cases} \frac{5000 \sqrt{\frac{4}{1 + (t/0.025)^2}}}{\sqrt{1 + (t/0.025)^2}} & \text{if } t < 0.1 \\ 5000 & \text{if } t \geq 0.1 \end{cases} \).

4.4.3. Results

The main motivation for ROM development for the soft-robotic fishtail is to make real time predictions on the limited hardware of an AUV. Therefore, we consider ROMs of size \(r = 2\) for comparison between the intrusive Lagrangian ROMs and nonintrusive learned ROMs. Compared to the approximate FOM run time of 110 minutes, numerical time integration of the learned Lagrangian ROM of size \(r = 2\) for total time \(T = 2\) s using \(\Delta t = 0.001\) s requires approximately 0.0130 seconds (MATLAB wall clock time averaged over 20 runs), which is a factor of 507,692x speedup. For illustration purposes, we show the second component \((z_2\) direction) of the output \(y(t)\) in the plots below.

**Prediction outside of training time interval.** We demonstrate the ability of the L-OpInf ROMs to predict model behavior and have accurate energy behavior far outside the training interval. Figure 14 compares the performance of both intrusive and nonintrusive ROMs for the sinusoidal input case. For this case, snapshot data from the response of the soft-robotic fishtail model to the sinusoidal input over training interval \([0,0.4]\) s is used to train the nonintrusive Lagrangian ROM of the form (37). The testing data consists of snapshot data from the response of the FOM to the sinusoidal input over the
Table 1: Soft-robotic fishtail implementation details

| Processor       | 2.3 GHz Intel Core i7 |
|-----------------|------------------------|
| Cores           | Quad-core              |
| RAM             | 32 GB 3733 MHz LPDDR4X |
| Operating system| macOS Catalina 10.15.7 |
| MATLAB          | 2020b                  |
| SuiteSparse     | 5.10.1                 |
| CVX             | 2.2                    |

a) Hardware and software specifications

| Part             | Parameter                       |
|------------------|---------------------------------|
| Silicone hull    | \( \rho_1 = 1.07 \times 10^{-3} \text{ kg m}^{-3} \) |
|                  | \( \lambda_1 = 2.03 \times 10^5 \text{ N m}^{-2} \) |
|                  | \( \mu_1 = 8.45 \times 10^3 \text{ N m}^{-2} \) |
| Center beam      | \( \rho_2 = 1.40 \times 10^4 \text{ kg m}^{-3} \) |
|                  | \( \lambda_2 = 1.71 \times 10^{10} \text{ N m}^{-2} \) |
|                  | \( \mu_2 = 1.14 \times 10^{10} \text{ N m}^{-2} \) |

b) Material parameters

testing interval \([0.4, 2]\) s. We have compared the POI \(z_2\) displacement approximation from both ROMs with the FOM simulation in Figure 14a, and both approaches yield Lagrangian ROMs of comparative accuracy. The relative error comparison in Figure 14b shows that the learned ROM performs better than the intrusive ROM in the training data regime whereas after \(t = 0.6\) s both ROMs exhibit relative error of approximately \(10^{-2}\). We compare the total energy from FOM simulations with the system energy approximation from both methods in Figure 14c. Even though the reduced operators are learned from training data \([0, 0.4]\) s, the nonintrusive Lagrangian ROM tracks the time-varying energy accurately at \(t = 2\) s which is 400% outside the training time interval.

In Figure 15, we compare the numerical performance of intrusive and nonintrusive Lagrangian ROMs for the sigmoid input case. Both intrusive and nonintrusive Lagrangian ROMs are trained with snapshot data from the response of the soft-robotic fishtail model to the sigmoid input over training interval \([0,1]\) s. The test data is generated from the response of the FOM to the sigmoid input over the testing interval \([1,2]\) s. The POI \(z_2\) displacement plot in Figure 15a shows that both in intrusive and learned ROM approximations agree with the FOM simulation. Both approaches exhibit a relative error of \(10^{-2}\) for the entire simulation. Figure 15c demonstrates that preserving the underlying Lagrangian structure leads to accurate FOM energy prediction for the sigmoid input case.

**Prediction for unseen inputs.** We demonstrate the ability of the learned ROM to generalize to new (unseen) inputs. Having a surrogate model that is robust to unknown inputs is desirable in control applications where we can not foresee what control input the system will be subjected to. The L-OpInf ROMs are learned with data from the sigmoid input. First, we consider the ramp input as a testing input in Figure 16. The POI \(z_2\) displacement comparison in Figure 16a shows that the learned ROM predicts the soft-robotic fishtail model behavior under the ramp input accurately. The relative error comparison in Figure 16b shows that the relative error of both the intrusive and nonintrusive Lagrangian ROMs remains below \(10^{-2}\) for the entire simulation. The FOM energy in Figure 16c shows that the L-OpInf ROM captures the initial increase in the energy accurately before settling into a constant energy state.

We have used the learned Lagrangian ROM learned from the snapshots of the sigmoid input case to study the step response of the soft-robotic fishtail model in Figure 17. Unlike the other three input cases with smooth actuation, the step input case involves a non-smooth actuation at \(t = 0.1\) s. The displacement plots in Figure 17a shows how well the learned ROM predicts the dominant motion of the soft-robotic fishtail in the \(z_2\) direction. The relative error plots show a sharp jump in the displacement error for both approaches at \(t = 0.1\) s when the control input is applied. Relative errors for both methods gradually decline from \(t = 0.1\) s to \(t = 0.6\) s before settling to a relative error of approximately \(10^{-2}\) with the learned ROM performing marginally better. Unlike the other three input cases, both intrusive and nonintrusive Lagrangian ROMs fail to capture the FOM energy in the transient phase in Figure 17c. The FOM energy predicted by both reduced models shows oscillatory behavior before converging to the energy predicted by the FOM simulation.
5. Conclusions

We presented a data-driven model reduction method, Lagrangian operator inference (L-OpInf), that learns Lagrangian ROMs directly from high-dimensional data via nonintrusive structure-preserving operator inference. The data we considered came from large-scale semi-discretized PDE models that are marched forward in time using a time integrator. The presented L-OpInf method exploits the underlying geometric structure of Lagrangian systems and applies to mechanical systems with non-conservative forcing and nonlinear wave equations. The inference of the reduced operators is based on a constrained optimization problem that ensures that the reduced models are Lagrangian and also respect the symmetric (positive definite) property of system matrices. For Lagrangian systems that do not fall into the class of Lagrangian FOMs considered in Section 2.1, our work may be used as a template to define a problem-specific constrained optimization problem that yields Lagrangian ROMs that preserve the structure of the high-dimensional Lagrangian system. The proposed method only assumes a Lagrangian nature of the large-scale system and does not require access to FOM operators or require information about the spatial discretization used to derive the high-dimensional systems. This setting is common in many applications where the full model is either given as a black box or the source code is very complicated and understanding these implementation details is tedious and time consuming. In those settings, intrusive model reduction may be less appealing to novice users.

The numerical experiments demonstrate the advantages of preserving the underlying geometric structure for both conservative and forced Lagrangian systems. The conservative Euler-Bernoulli beam example shows that the proposed method learns stable ROMs with bounded energy error, while facilitating accurate long-time predictions far outside the training time interval and demonstrating robustness to unseen initial conditions that are outside the training dataset. The nonlinear sine-Gordon wave equation example shows that the proposed method can learn accurate and stable ROMs of semi-discretized nonlinear wave equations purely from the trajectory data. For the high-dimensional soft-robotic fishtail model, the learned Lagrangian ROMs track the change in system energy accurately in the presence of dissipation and time-dependent control input. Notably, the learned Lagrangian ROMs work well even for unknown control inputs. Moreover, the proposed method achieves significant reduction in state dimension, which makes the learned ROMs ideal for real-time control and state estimation.

Future research directions motivated by this work are: combining L-OpInf with structure-preserving machine learning methods to learn Lagrangian ROMs of dynamical systems with unknown nonlinear operators; studying connection between reduced operators and predicted energy of the intrusive and nonintrusive ROMs; and applying the proposed method to noisy data coming from experiments instead of the simulated data setting considered in this work.
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Figure 14: Soft-robotic fishtail: Both intrusive and nonintrusive Lagrangian ROMs capture the POI $z_2$ displacement accurately when the sinusoid input was used for training and testing. The relative displacement error in (b) shows that the L-OpInf ROM performs marginally better than the intrusive Lagrangian ROM in the training data regime $[0, 0.4]$ s. Both ROMs track the change in FOM energy accurately far outside the training data. The black line indicates the end of the training time interval.
Figure 15: Soft-robotic fishtail: When the sigmoid input was used for training and testing, the L-OpInf ROM with $r = 2$ achieves similar output error performance to that of intrusive Lagrangian ROM with $r = 2$ with relative error of approximately $10^{-2}$. Both ROMs also track the change in FOM energy accurately 100% outside the training data regime. The black line indicates the end of the training time interval.
Figure 16: Soft-robotic fishtail: Both intrusive and nonintrusive Lagrangian ROMs trained using the sigmoid input exhibit similar performance for the ramp input test case. The relative POI $z_2$ displacement error for both ROMs stays below $10^{-2}$ for the entire simulation.
Figure 17: Soft-robotic fishtail: For the step input test case, both intrusive and nonintrusive ROMs trained using the sigmoid input case capture the POI $z_2$ displacement behavior accurately. Both Lagrangian ROMs exhibit similar displacement error with the L-OpInf ROM performing marginally better. In the FOM energy plot, both ROMs fail to capture the sudden jump in the FOM energy when the control input is turned on at $t = 0.1$ s.