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Abstract
Border tracking in binary images is an important kernel for many applications. There are very efficient sequential algorithms, most notably, the algorithm proposed by Suzuki et al., which has been implemented for CPUs in well-known libraries. However, under some circumstances, it would be advantageous to perform the border tracking in GPUs as efficiently as possible. In this paper, we propose a parallel version of the Suzuki algorithm that is designed to be executed in GPUs and implemented in CUDA. The proposed algorithm is based on splitting the image into small rectangles. Then, a thread is launched for each rectangle, which tracks the borders in its associated rectangle. The final step is to perform the connection of the borders belonging to several rectangles. The parallel algorithm has been compared with a state-of-the-art sequential CPU version, using two different CPUs and two different GPUs for the evaluation. The computing times obtained show that in these experiments with the GPUs and CPUs that we had available, the proposed parallel algorithm running in the fastest GPU is more than 10 times faster than the sequential CPU routine running in the fastest CPU.
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1 Introduction
Finding borders in a 2d binary image (where all of the pixels are either 0 or 1) is an important tool for many applications of image processing, e.g., segmentation in medical applications [1, 2], automatic recognition of handwriting [3, 4], and many other applications, including applications with real-time requirements. It can be used
to find borders in color images, in grayscale images [5], or in images with uncertainties [6] (by applying appropriate thresholds to the image).

There are many algorithms in the literature for border tracking. One of the most popular is the algorithm proposed in [7], which is commonly known as the Suzuki algorithm. This algorithm has been implemented in the findcontours function, which is part of the well-known library for computer vision OpenCV [5].

The main idea of the Suzuki algorithm is to loop over all of the pixels in the image looking for pixels belonging to a (previously unexplored) border. When such a “border” pixel is found, the Suzuki algorithm provides a mechanism to follow this border until it has been fully tracked.

Since the Suzuki algorithm follows the borders sequentially and has a strong sequential nature, it is not easy to parallelize. This is usually not very important because the sequential implementations for CPU are quite fast. However, there are more and more applications where most of the computations related to images are carried out in GPUs, using CUDA [8] or related libraries. (There are several functions in OpenCV that are implemented for execution in GPUs.) There are many filtering operations over images that are extremely efficient when computed in GPUs. It would be quite useful to be able to perform some operations in CPUs and others in GPUs; however, at present, this idea is deterred by the large cost of memory transfers between CPUs and GPUs. In order to avoid the cost of extra memory transfers between CPUs and GPUs, it seems natural to look for GPU implementations of border tracking.

In this paper, we describe a parallel border tracking algorithm that is based on the Suzuki algorithm but which has important algorithmic differences. This algorithm was developed for a specific real-time industrial application, which is described in Sect. 2. However, we believe that the parallel algorithm proposed is an interesting general contribution that allows the borders of a binary image to be computed in GPUs.

We have tested our implementation with a number of images of different sizes; some come from the industrial application described in Sect. 2, and some are generated synthetically. The results were compared with the results obtained with the OpenCV CPU implementation of the Suzuki algorithm in the findcontours function. The borders obtained were the same in all of the cases. The CUDA implementation of the proposed parallel algorithm cannot take full advantage of the computing power of the GPU because there are parts of the algorithm that are intrinsically sequential. However, the computing times obtained by our algorithm are similar to or better than the computing times of the OpenCV findcontours routine when using CPUs and GPUs of similar price for the comparison.

The structure of the paper is as follows. First, we describe the industrial application that motivated the work along with the state-of-the-art methods. In Sect. 3, we describe the problem of border tracking for binary images and outline the original Suzuki method. In Sect. 4, we describe the proposed parallel algorithm, and, in Sect. 5, some GPU implementation details are discussed. Section 6 is devoted to the evaluation of the proposed algorithm, comparing it with the
OpenCV *findcontours* routine. Finally, the conclusions and possible future work are discussed in Sect. 7.

## 2 Motivation and state of the art

The work described in this paper has been driven by the need for a GPU implementation of border tracking in a real-time system for automatic detection of defects in car bodyworks. This system was developed in Autis S.L.\(^1\), a company that works on the integration of industrial systems, with emphasis on computer vision applications. The system that was developed in Autis for detection of defects in car bodyworks has several light sources and several cameras that are controlled by a workstation. Each camera takes images of light reflections on a part of the bodywork. The images must be processed in real time in order to avoid delays on the manufacturing line. Each CPU core of the workstation controls a camera. The detection of the defects requires the images to undergo several processes; an important part of these processes is to obtain the borders on the images. As mentioned above, there are fast CPU routines that can carry out this process (e.g., the *findcontours* routine of the OpenCV library). However, in the Autis system, the CPU cores of the workstation are heavily loaded with other parts of the process.

One way of relieving the load of the CPU cores was to move part of the image processing to a GPU. Some of the required operations (“erode” or “dilate” operations [5]) were very efficient when carried out on the GPU. In order to avoid the cost of extra memory transfers between the CPU and the GPU, we looked for GPU CUDA [8] implementations of border tracking. However, there was no software available for border detection on the GPU. Therefore, it was a natural idea to try to port the Suzuki algorithm to GPUs. Several algorithmic approaches have been investigated in Autis. One of these approaches led to the algorithm for border tracking described in this paper.

### 2.1 State of the art

There are many methods for border tracking. These include the simple boundary follower [9], the improved single boundary follower [10], the Moore neighbor tracing algorithm (MNT) [11], the radial sweep algorithm (RSA) [12], the method proposed in [13], the contour tracing method proposed in [14], etc. However, of the few implementations available, only two take into account the reliability required for an industrial application. The candidate routines were the above-mentioned *findcontours* routine and the *bwboundaries* routine, which is part of the image processing toolbox of MATLAB [15]. The *bwboundaries* routine is based on the Moore neighbor tracing algorithm described in [11]; it is very similar to the Suzuki algorithm and has similar performance.

---

\(^1\) [https://autis.es/en/](https://autis.es/en/)
The situation is more complicated in the case of parallel implementations of border tracking for binary images. The work in [16] presents a theoretical description of a model for parallel updating of a single border. Despite having a similar name, the problem studied is very different from the problem of finding all of the borders in a binary image. There are several parallel border tracking implementations for multivalued (not binary) images, such as those described in [17–19]. In those cases, the parallelism is extracted by detecting borders at different values (or levels). This is not a feasible procedure for parallelizing the detection of borders in binary images.

3 Definition of the problem

In this work, we are only interested in obtaining a parallel algorithm with the same functionality as the Suzuki algorithm. Throughout this paper, we mostly use terminology from the Suzuki paper. As in this original work by Suzuki et al. [7], we only consider rectangular binary images.

In this work, we consider only the case of 8-connectivity, that is, the pixel \((i, j)\) is neighbor (is connected) to every pixel that touches one of its edges or corners [20]. If 8-connectivity is considered, it can be easily shown that the pixel with coordinates \((i, j)\) is part of a border if its value is larger than 0 and if there is a pixel with a value of 0 in at least one of these positions: \((i + 1, j)\), \((i - 1, j)\), \((i, j - 1)\), or \((i, j + 1)\). An example is shown in Fig. 1. The pixel labeled as “Border Pixel” has a zero-valued neighbor pixel in the position \((i, j - 1)\), and, therefore, it is part of a border, which is shown by the discontinuous line. However, the pixel labeled as “Pixel not on Border” is not a border pixel. It has a zero-valued neighbor pixel, but it is not in one of the four positions mentioned. The zero is the position \((i - 1, j + 1)\) relative to the pixel considered. Please note that since 8-connectivity is being considered, the border follows the discontinuous line without touching that pixel. These four positions \((i + 1, j)\), \((i - 1, j)\), \((i, j - 1)\), \((i, j + 1)\) are very important in the following, and we will name them as the four cross positions that are relative to the pixel with coordinates \((i, j)\).

The goal of border tracking (or border following) in 2d binary images is to obtain the borders (sequences of nonzero pixels separating zones filled with pixels larger than zero, from zones filled with zeros). We assume that the “frame” of the image (the first and last rows, and the first and last columns) is filled with zeros. This usually implies that the background of the image is filled with zeros. There are two
possible types of borders. The first type are outer borders, which are sets of nonzero pixels between a zone that is filled with pixels that are larger than zero and a zone that is filled with zeros (when the zone filled with zeros surrounds the zone filled with pixels larger than zero). The second type are hole borders, which are sets of nonzero pixels between a zone that is filled with pixels that are larger than zero and a zone that is filled with zeros (when the zone filled with pixels larger than zero surrounds the zone filled with zeros).

The sequential Suzuki algorithm described in [7] examines all of the pixels in the input image, using a standard double loop. The origin of coordinates is the top left corner of the image. The row index increases when going toward the bottom part of the image, while the column index increases when going toward the right part of the image. For the description in this work, we have chosen vectors and matrices with numeration starting with 1, that is, the top left pixel of the image is the pixel (1, 1).

When the Suzuki sequential algorithm finds a border pixel $P$, the tracking starts by searching for its “former pixel” by rotating clockwise around the pixel $P$ and then searching for the “next” pixel by rotating counterclockwise around the pixel $P$. Then, the new “next” pixel is added to the border and now becomes the center pixel, which is used as above to find a new “next” pixel. This procedure follows the border until it gets back to the initial pixel (i.e., the border is followed until it is closed). This way of following the border is clearly sequential and is difficult to parallelize.

4 The proposed parallel algorithm

The main idea behind the proposed algorithm is to split the image into small rectangles of the same size (as much as possible). Then, a process is launched for each rectangle, which tracks and stores all of the borders in its rectangle, similarly to the Suzuki algorithm. Clearly, there will be borders that belong to more than one rectangle. Then, the next step will be to connect the borders from the different rectangles. Our complete proposal has three main steps: preprocessing 4.1), border tracking in rectangles 4.2), and connection of the borders of all of the rectangles 4.3).

4.1 Preprocessing

As a first step, we want to determine which pixels are part of at least one border. The pixel with coordinates $(i, j)$ is part of a border if its value is greater than 0 and if there is a pixel with value 0 in any of the cross positions. This check is performed easily and efficiently in the GPU. In our CUDA implementation, we wrote a kernel called border_preprocessing. This kernel is launched with as many threads as possible and needs very little computing time. The result of this check is stored in an array of the same size as the image. We call this array “is_border,” so is_border$(i, j)$ is equal to 1 if the pixel $(i, j)$ is in a border, and 0 otherwise.
4.2 Border tracking in rectangles

As mentioned above, the key idea in our algorithm is to divide the image into small rectangles. Within each rectangle, the tracking must be done sequentially; therefore, we use a single thread for tracking the borders in each rectangle.

The division of the image must be made using powers of two as the number of divisions in each axis in order to carry out the connection phase efficiently. In the current version, we are using divisions of $32 \times 32$ and $64 \times 64$ rectangles, although any other product of powers of two could be used. The thread responsible for a rectangle will examine all of the pixels in the rectangle with a standard double loop over rows and columns checking whether or not the current pixel belongs to a border.

When the thread finds a border pixel that has not been followed previously, the associated border must be followed and stored. In the sequential version of the Suzuki algorithm, all of the borders are “closed” (due to the “frame” being filled with zeros), that is, all of the borders are fully included in the image.

However, in the parallel version, a given border may be fully contained in a rectangle (in this case, we say that this border is “closed”), or it may be distributed in several rectangles, passing through the limits of the rectangles. Each one of these pieces of a border is called an “open” border, which enters and leaves the rectangle. In order to obtain a full connection later, all of the borders in a rectangle (closed or open) must be tracked and stored.

Furthermore, a pixel may belong to several borders. This is especially troublesome when the pixel in the border has several neighbors that are zero in cross positions. Potentially, there may be as many different borders passing through a pixel as neighbors with zero value in cross positions. In Fig. 2, the pixel in the center can belong to up to four different borders. These borders are obtained as in the sequential version of the Suzuki algorithm, and, in the example, each zero in a cross position gives rise to a different border. For example, the left border in Fig. 2 is obtained by selecting the zero in cross position $(2, 1)$, then rotating around the center pixel clockwise starting from the zero in $(2, 1)$ to find the “former” pixel $(1, 1)$, and then rotating counterclockwise starting from the zero in $(2, 1)$ to find the “next” pixel $(3, 1)$. The other three borders are similarly obtained with rotations with the center in the current pixel and starting from the other three zeros in cross positions. It is important to clarify that these counterclockwise and clockwise rotations are local and relative to the center pixel.

It is clear that a pixel may belong to different borders; however, each ordered triad composed of the center pixel, the former pixel, and the next pixel can only belong to one border. Note that the same triad with reversed order may belong to a different border; therefore, the ordering of the triad is important. In the following, we will use...
the term “triad” meaning “ordered triad.” We have devised a procedure for tracking and storing borders as a sequence of triads. The whole procedure is shown in the form of pseudocode in Algorithm 1. First, we show the full algorithm, and then we proceed to describe it step by step.

Algorithm 1 Procedure Track_borders_in_rectangle

1: Input: i_ini, i_end, j_ini, j_end

2: for $j = j_{\text{ini}}$ to $j_{\text{end}}$

3: for $i = i_{\text{ini}}$ to $i_{\text{end}}$

4: if is_border($i, j$) == 1 then

5:     Find the first triad pix_form, pix_curr, pix_next, obtain its triad number

6:     if $P(i, j) \%\text{triad\_number}! = 0$ then

7:         $P(i, j) = P(i, j) \times \text{triad\_number}$

8:     Call tracking_forward_backward(pix_form, pix_curr, pix_next)

9:     end if

10: Finished=False

11:     while Finished==False do

12:         pix_next=pix_form

13:         Find a new triad (rotating clockwise, starting from pix_next) and compute triad number

14:         if new triad==first triad then

15:             Finished=True

16:         else if $P(i, j) \%\text{triad\_number}! = 0$ then

17:             $P(i, j) = P(i, j) \times \text{triad\_number}$

18:         Call tracking_forward_backward (pix_form, pix_curr, pix_next)

19:     end if

20:     end while

21: end if

22: end for

23: end for
Lines 2 and 3 in Algorithm 1 are the double loop for examining all of the pixels in the rectangle. Only the pixels belonging to a border (using the array is\_border obtained in the preprocessing) are processed. The procedure for finding a first triad passing through a border pixel $P(i, j)$ is quite similar to the procedure of the sequential Suzuki algorithm, which is as follows:

1. Locate a zero in any of the cross positions (there must be at least one for $P(i, j)$ to be a border pixel). We have arbitrarily chosen to start from the cross position $(i, j - 1)$ (we could start from any cross position) and to search clockwise looking for a zero in one of these four positions. In the example in Fig. 3, there is only a 0 in position $(i, j - 1)$; therefore, this zero pixel is selected.
2. Find the “former” pixel. The former pixel in the border (relative to the current border pixel $P(i, j)$) can be determined by rotating clockwise around the center pixel (starting from the zero selected in Step 1) until a nonzero pixel is found. In the example in Fig. 3, the selected zero is in position $(i, j - 1)$. In the example, by rotating clockwise from position $(i, j - 1)$ around the center pixel $P(i, j)$, the former pixel is found in position $(i - 1, j)$.
3. Find the “next” pixel. The next pixel in the border (relative to the current border pixel $P(i, j)$) can be found by rotating counterclockwise (starting from the zero selected in Step 1) until a nonzero pixel is found. In the example, the next pixel is the pixel in position $(i + 1, j - 1)$ (Fig. 4).

After Steps 1, 2, and 3, we have obtained an “ordered” triad: former pixel, current (or center) pixel, and next pixel, which can be the starting triad of the border. However, before tracking this border, we must determine whether or not this border has already been tracked and stored. To do that, we have devised a labeling procedure.

### 4.2.1 Avoid tracking borders already tracked: Labeling

It is important to devise a mechanism to avoid threads that are responsible for a rectangle tracking a border that may already have been tracked.

The devised method for detecting that a border has already been tracked is based on the following encoding procedure. The first four prime numbers greater than one (2, 3, 5, 7) have been assigned to each one of the cross positions as follows: Position
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(i, j − 1) is assigned the value 2, position (i − 1, j) is assigned the value 3, position (i, j + 1) is assigned the value 5, and position (i + 1, j) is assigned the value 7. See the example in Fig. 5.

Let us consider the center pixel, the $P(i, j)$ pixel. Since we are dealing with binary images, initially the value of all nonzero pixels is 1. For each triad, we want to compute a positive integer value that identifies the zeros visited when obtaining a triad; therefore, this number (called the “triad number”) identifies the triad. The triad number is obtained as the product of the labels of the zeros visited during the computation of the triad.

Then, the value of the center pixel $P(i, j)$ is modified as the product of the triad numbers, for all of the triads passing through $P(i, j)$. For example, in Fig. 5, the triad formed by pix$_{\text{form}}(i − 1, j − 1)$, pix$_{\text{curr}}(i, j)$, and pix$_{\text{next}}(i + 1, j − 1)$ starts with the zero labeled as 2 and does not pass through more zeros. Therefore, its triad number will be 2. Similarly, the triad formed by pix$_{\text{form}}(i − 1, j + 1)$, pix$_{\text{curr}}(i, j)$, and pix$_{\text{next}}(i − 1, j − 1)$ starts with the zero labeled as 3, so its triad number is 3. Similarly, we can find the triad number of the triads associated with zero pixels labeled as 5 or 7.

Once a given triad (not yet followed) is obtained, the value of the center pixel is multiplied by the triad number. As an example, given the situation shown in Fig. 6, when tracking the borders passing through the center pixel, the only triad passing through this pixel is pix$_{\text{form}}(i + 1, j + 1)$, pix$_{\text{curr}}(i, j)$, pix$_{\text{next}}(i − 1, j + 1)$, and its label is “5.” Therefore, when tracking, the value of the center pixel is multiplied by 5, obtaining the situation shown in Fig. 7.

There may also be triads that are associated with two or more cross zeros. In this case, the label of the triad will be the product of the labels of these zeros.
Consider Fig. 8. In this example, the only counterclockwise triad would be \( \text{pix} \_\text{form}(i-1, j+1) \), \( \text{pix} \_\text{curr}(i, j) \), \( \text{pix} \_\text{next}(i+1, j-1) \), which starts with the cross zero with label “2” and passes through the cross zero with label “3.” Therefore, the label of the triad would be \( 2 \cdot 3 = 6 \). Since there are no more triads, the center pixel must take the value 6.

There may also be several triads associated with the same center pixel. Let us consider the rectangle in Fig. 9. In this case, we obtain two triads: one with triad number 6 (as in Fig. 8), and the other that visits only the cross zero in position 5. Therefore, the number of the second triad is 5 and the center pixel will have the value \( 6 \cdot 5 = 30 \).

The maximum value of any pixel would be the situation shown in Fig. 5; the center pixel has the value \( 2 \cdot 3 \cdot 5 \cdot 7 = 210 \), which is smaller than 256. This is an interesting detail because many images are stored with 8-bit integers.

The procedure for deciding whether or not a triad must be followed now depends on the remainder of the integer division \( \frac{P(i, j)}{\text{triad}_\text{number}} \). If the remainder of this division is zero, then this triad has already been tracked. If the remainder is not zero, then the border has not been tracked. It must be tracked, and the value of the pixel \( P(i, j) \) must be updated by multiplying it by the triad number.

The tracking of the border is described below.

### 4.2.2 Tracking of borders after obtaining a starting triad that is not yet tracked

The complete procedure is given as Algorithm 2 and is used in lines 8 and 18 of Algorithm 1. The tracking of a border starting with a given triad may have two phases. First, the tracking proceeds forward, which is similar to the sequential Suzuki algorithm (\textit{while} starting in line 5 in Algorithm 2). The new pixel is obtained by rotating counterclockwise around the “next” pixel. If the border is fully contained in the rectangle, then the border will be fully tracked and then stored. However, if this is an open border, it will leave the rectangle at some
Parallel border tracking in binary images using GPUs

stage. In this case, the border may have a previous part that must be tracked backward. The backward part starts in line 11 and is quite similar to the forward part, with the only change being that now the rotations are clockwise.

**Algorithm 2** Procedure Tracking_forward_backward

1: \textbf{Input}: pix_form, pix_curr, pix_next

2: pix_curr_init = pix_curr

3: pix_next.init = pix.next

4: pix_form.init = pix_form

5: \textbf{while} pix.next in current rectangle, and pix.next \neq pix_curr_init \textbf{do}

6: store triad (pix_form, pix_curr, pix.sig)

7: pix_form = pix_curr

8: pix_curr = pix.next

9: Search next pix.next rotating counterclockwise around pix.curr, starting the rotation from pix_form; update value of pix_curr

10: \textbf{end while}

11: \textbf{if} pix.next out of rectangle \textbf{then}

12: pix_form = pix_form_init, pix_next = pix.next_init;

13: pix_curr = pix_curr_init

14: \textbf{while} pix_form in current rectangle \textbf{do}

15: store triad (pix_form, pix_curr, pix.sig)

16: pix.next = pix.curr

17: pix.curr = pix_form

18: Search next pix_form rotating clockwise around pix.curr, starting the rotation from pix_next; update value of pix_curr

19: \textbf{end while}

20: \textbf{end if}

The updating of the pixel value in lines 9 and 18 of Algorithm 2 is carried out according to the labeling procedure described above. It is necessary to ensure that this border is not tracked again. The updating is shown as Algorithm 3.
It is important to note that when a border in a rectangle is open it enters the rectangle through the first triad and leaves the rectangle through the last triad. The first triad has its former pixel outside of the rectangle, and the last triad also has its next pixel outside of the rectangle. This is used in the connection phase to ensure that the borders from different triangles are connected properly.

The final explanation needed for Algorithm 1 is the loop starting in line 11. The previous lines in Algorithm 1 process the first triad found. However, there may be more than one triad passing through a pixel (see, for example, Fig. 9). The while loop starting in line 11 searches and processes other triads that may pass through the actual pixel.

### 4.3 Connection of the borders of all of the rectangles

After the tracking stage, each rectangle will have generated a data structure where the borders are stored as sequences of triads. When the borders of all of the rectangles have been computed, the connection between the open borders from different rectangles can start. The key for the parallel connection algorithm is that the connections between borders in two neighbor rectangles can be established independently from any other connections between other rectangles. We describe the overall process first, and then we describe the process of connecting the borders of two rectangles in detail.
4.3.1 Overall connection process

In order to describe the overall procedure graphically, we will show the process for a simpler example, assuming a division of the input image in $4 \times 8$ rectangles, as shown in Fig. 10.

The connection of the borders of rectangle $(1, 1)$ with the borders of its horizontal neighbor, the rectangle $(1, 2)$, can be computed in parallel with the connection of the borders of any other pair of neighbor rectangles. This can also be done vertically. For example, the connection of borders of rectangle $(1, 1)$ and rectangle $(2, 1)$ can be done in parallel with the connection of borders of rectangle $(1, 2)$ and rectangle $(2, 2)$. There are many possible arrangements for a parallel connection. We have chosen to use numbers of rectangles in powers of two for ease of programming and to use two sweeps, first a vertical sweep and then a horizontal sweep. If the number of rectangles is $N_X \times N_Y$, with $N_X$ and $N_Y$ power of two, then the vertical sweep will have $\log_2(N_X)$ stages and the horizontal sweep will have $\log_2(N_Y)$ stages.

In the first stage of the vertical sweep, $(N_X/2) \times N_Y$ threads are launched. The borders of the rectangle $(2(i-1)+1,j)$ and the borders of the rectangle $(2i,j)$ will be connected by the thread $(i, j)$. This means that a new data structure is created where the closed borders from both rectangles are included, and the open borders that go from one of the two rectangles to the other are connected. By gathering all of these borders, a structure is obtained with all of the borders from the union of both rectangles. Of course, there may still be open borders. In our example, we would execute $2 \times 8$ threads in this first stage, each of which connects two rectangles. After all of them complete their tasks, we would obtain a similar data structure, but for an image divided in $2 \times 8$ rectangles. See Fig. 11.

The next vertical stage is similar; $1 \times 8$ threads are executed and the $(i, j)$ thread connects the borders of rectangle $(2(i-1)+1,j)$ with the borders of rectangle $(2i,j)$. This stage creates a data structure corresponding to an image with $1 \times 8$ rectangles (See Fig. 12).

This ends the vertical sweep. The horizontal sweep is similar. In the first stage of the example, just four threads are needed, and the $j$th thread connects the borders
of rectangle $2(j - 1) + 1$ with the borders of rectangle $2j$. In the example, the result would be like the one shown in Fig. 13.

The process is repeated until the structure for a single final rectangle (the whole image) is obtained.

### 4.3.2 Connection of borders of two neighbor rectangles

The connection of the borders of two neighbor rectangles must be done sequentially. We consider that two rectangles are neighbors if they share a side. The procedure is the same whether they share a vertical or a horizontal side.

Each border is stored in a data structure that includes the sequence of triads forming the border, a pointer to the first triad (the beginning of the border), and a pointer to the last triad (the end of the border). The final goal is to obtain a vector of closed borders called $\text{CONTG}$ (initially empty), which includes all of the borders in the whole image. The borders of the first rectangle are stored in a vector of $\text{NC}_1$ borders called $\text{CONT}_1$, and the borders of the second rectangle are stored in a vector of $\text{NC}_2$ borders called $\text{CONT}_2$. When a closed border is found in $\text{CONT}_1$ or in $\text{CONT}_2$, it is copied to the global vector called $\text{CONTG}$. However, it must be noted that, as described above, there will be several simultaneous threads connecting the borders of neighbor rectangles. Therefore, the access to $\text{CONTG}$ must always be done using the mutual exclusion $\text{atomicAdd}$ directive to prevent two different threads from accessing the $\text{CONTG}$ vector at the same time.

The open borders obtained after processing $\text{CONT}_1$ and $\text{CONT}_2$ will be stored in a new local output vector of borders that is called $\text{CONTN}$. Since some of the borders in $\text{CONT}_1$ or $\text{CONT}_2$ can collapse into a single border, it cannot be known in advance how many borders will be stored in the vector $\text{CONTN}$.

The idea is to start with a loop over the borders of $\text{CONT}_1$, examine all of the connections of the ends of the borders of Rectangle 1, and, when finished with the borders of $\text{CONT}_1$, loop over the borders of $\text{CONT}_2$. Some of the borders of $\text{CONT}_1$ or $\text{CONT}_2$ may have been connected before the loop arrives to them. To avoid considering any border twice, we need a variable for each border in order to mark each border in $\text{CONT}_1$ and in $\text{CONT}_2$ as used or unused. Initially, all of the borders in $\text{CONT}_1$ and $\text{CONT}_2$ are marked as unused.
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The loop for borders in \textit{CONT}\textsubscript{1} needs to take into account the different possibilities for the \textit{i}-th border in \textit{CONT}\textsubscript{1}. Initially, there are two easy possibilities:

- The \textit{i}-th border is closed. In this case, the \textit{i}-th border is copied directly to the global output vector \textit{CONT}\textsubscript{G}. As mentioned above, care must be taken to prevent several threads from accessing the \textit{CONT}\textsubscript{G} vector at the same time.

- The \textit{i}-th border is an open border that does not begin or end on the common side. Then, the \textit{i}-th border is copied to \textit{CONT}\textsubscript{N}.

The borders in \textit{CONT}\textsubscript{1} that are marked as used are skipped, and the open borders that begin on the common side but do not end on the common side are also skipped. (These will be connected later in the main loop over the borders of \textit{CONT}\textsubscript{2}.)

Now consider that the \textit{i}-th border of \textit{CONT}\textsubscript{1} is an unused open border, whose last triad ends on the common side (i.e., there must be a border in \textit{CONT}\textsubscript{2} whose first triad is on the common side and connects with the last triad of the \textit{i}-th border of Rectangle 1). Then, the code searches for this border in Rectangle 2; let this border be the \textit{j}-th border of Rectangle 2. There are different possibilities:

1. If the \textit{j}-th border of Rectangle 2 ends on a side other than the common side, we have the situation shown in Fig. 14. Then, both borders are marked as used, and a new border is generated (appending both borders). This new open border is copied to the \textit{CONT} output borders structure.

2. If the \textit{j}-th border of Rectangle 2 ends on the common side (goes back to Rectangle 1) and it connects to the first triad of the \textit{i}-th border in \textit{CONT}\textsubscript{1}, then the situation would be the one shown in Fig. 15. In this case, the \textit{i}-th border in Rectangle 1 and the \textit{j}-th border in Rectangle 2 are marked as used, and a new closed border that is formed by appending both borders is copied to the global output vector \textit{CONT}\textsubscript{G}.

3. The most troublesome situation is when the \textit{j}-th border of Rectangle 2 ends on the common side (goes back to Rectangle 1) but it connects to the first triad of a different border from Rectangle 1, which has not been used yet. This might happen repeatedly, as in the cases shown in Fig. 16. Clearly, this must be handled sufficiently.
through a loop, connecting borders from CONT1 and CONT2 until the new border closes (as in Fig. 16, left) or until the new border leaves and goes to a rectangle other than Rectangles 1 and 2 (as in Fig. 16, right). When one of these two circumstances occurs, all of the borders in the new border are marked as used. If the new border is open (Fig. 16, right), then it is copied to CONTN. If the new border is closed (Fig. 16, left), then it is copied to CONTG.

When the loop for the borders in CONT1 has ended, a similar loop must be executed to process the still unused borders in CONT2.

5 CUDA implementation

There are a number of difficulties with the approach described when a CUDA implementation is sought. The best performance of CUDA algorithms can be obtained by launching blocks of many threads, doing the same task on different data. However, for the tracking in rectangles, the task to be carried out in each rectangle is different from the tasks in any other rectangles because the borders in each rectangle are different. Therefore, the flow of the border tracking algorithm will be different for each thread. This means that using blocks of several/many threads to do this task will be useless because the threads of the block will do different tasks, and, as a consequence, these threads will become serialized. Likewise, the connection of the borders of two rectangles will have a different flow to the connections of any other two rectangles.

In acknowledgment of this fact, we have preferred to use blocks with only one thread for the tracking of borders in each rectangle. The connection phase was also implemented using blocks of only one thread. This approach may seem odd, but it takes advantage of the fact that the GPU can process many blocks at the same time, even several blocks in the same multiprocessor.

Other important implementation details are the following:

- The number of blocks must be a power of two in both dimensions (X and Y). In order to avoid dealing with rectangles of different sizes, the size of the image is augmented (with zero-valued pixels) so that the number of blocks divides the
size of the image exactly. Therefore, the size of all of the rectangles will be the same.

• The triads (or border points) are stored as structs that hold the current pixel, the next pixel, and the former pixel. All of the triads are stored in a vector, which resides in global GPU memory. In this implementation, the dimension of this vector is quite large so that it can cope with images with many borders. This large vector is logically split so that each thread has its own part of the vector, where the thread writes the triads that are found. The storage of the borders in a triad vector is very convenient during the search, but the resulting vector is quite large. This may be troublesome if this vector must be downloaded to the CPU. (The downloading time can be of the same order or larger than the computing time of extraction of borders.) This is not important in our target application because the outcome of the full process of the GPU is a modified binary image. However, for other applications where the contours need to be downloaded, it might be better to devise a more compact scheme for border storage.

• The tracking and contour phases have been implemented without using shared memory. The reason for this is that these phases are implemented using blocks of one thread. With only one thread per block, there is no collaboration between threads of the block. Furthermore, the shared memory that is not used in a block is automatically used as cache memory, which is as fast as the shared memory. Therefore, the use of shared memory in these kernels does not provide any advantage. On the other hand, the preprocessing phase uses shared memory and is implemented in a standard CUDA kernel, with blocks of 1024 threads.

The code is quite long and has many details that are difficult to cover in a paper. We have generated a simplified version of the code so that readers can examine and execute it. The code can be downloaded from personales.upv.es/vmgarcia/borders_cuda.tar.gz.

6 Evaluation of the proposed algorithm

We have carried out an empirical evaluation of the proposed algorithm, comparing the execution times of our algorithm with the execution times of the findcontours function of the OpenCV library (version 4.5). We used a set of 19 binary images, with different features and different numbers of borders, ranging from 1 to 163. Some of these images are actual binary images from car bodyworks (such as the one in Fig. 17), and some have been generated synthetically (such as the one in Fig. 18). The original size of the images is $1232 \times 1028$ (1×). The images are stored using a “byte” data type. Therefore, the memory needed to store each image in original format is around 1 MB. It might be possible to store the binary images as matrices of bits. However, the Suzuki algorithm (and our parallel version) needs to store values that are larger than 1 in the image (see Sect. 4.2.1), hence the need for using a “byte” data type.

Using the function resize from MATLAB, we obtained all of the images in two different sizes, $2464 \times 2056$ (2×) and $4928 \times 4112$ (4×). The codes were tested on
two different computers. The first computer (Server1) is a server that is equipped with an Intel(R) Xeon(R) CPU E5-2697 v3 @ 2.60GHz (Turbo Boost enabled) and a Tesla K40c GPU card (with 15 multiprocessors and 192 CUDA cores per multiprocessor, for a total of 2890 CUDA cores; the base clock frequency is 745
MHZ). The operating system in Server1 is Ubuntu 16.04.6 LTS, and the CUDA toolkit version is 8.0. The second computer (Server2) is a recent acquisition that is equipped with an Intel(R) Core(TM) i9-7960X CPU @ 2.80GHz (Turbo Boost enabled) and a Nvidia Quadro RTX 5000 (with 48 multiprocessors and 64 CUDA cores per multiprocessor, for a total of 3072 CUDA cores; the base clock frequency is 1620 MHZ). The operating system in Server2 is Ubuntu 18.04.04 LTS, and the CUDA toolkit version is 10.2. It must be noted that the findcontours function of OpenCV implements the sequential Suzuki algorithm and therefore uses a single CPU core.

The borders in each image were extracted 20 times, and the average times were recorded. The results (borders obtained) were identical with the findcontours function and with our CUDA code. The images in original size were divided into $32 \times 32$ rectangles in the CUDA code, while the images in sizes $2 \times$ and $4 \times$ were divided into $64 \times 64$ rectangles.

Tables 1 and 2 show the average execution time of all of the 19 images of each of the 3 sizes on Server1 and Server2, respectively. We include the average times of each phase of the GPU algorithm: preprocessing, tracking, and connection.

The results shown in Tables 1 and 2 can be analyzed from different perspectives. First, it is clear that the proposed algorithm is faster than the OpenCV findcontours function, especially in Server2.

With regard to usage of the GPU, the proposed parallel algorithm uses blocks with only one thread in the tracking and connection phases. This means that the proposed algorithm underutilizes the GPU. (CUDA blocks of threads usually have hundreds and even thousands of threads.) It is difficult to measure this underutilization because the computations in Suzuki’s algorithm and the parallel version are mostly memory accesses and integer operations, with hardly any floating point operations. This makes it difficult to evaluate the performance of
this algorithm compared to the maximum performance of the GPU since the maximum performance of GPUs (and of CPUs) is usually given in terms of GFlops.

Another interesting matter is the difference in performance of the CUDA algorithm when running on both servers, which is around 10 times faster on the GPU of Server2 than on the GPU of Server1. In order to clarify the cause of this difference in computing times, we have executed the parallel CUDA code to find the borders of the 4× images, varying the number of rectangles, and, consequently, the number of blocks of one thread used in the tracking and the connection phase. We recorded the average tracking and connection times in both servers as well as the average ratio between the tracking times of both servers. The results are displayed in Table 3.

It must be observed that when using a single thread, the connection phase is not executed because all of the borders are fully tracked by the same thread. As expected, the tracking times obtained with one block of one thread were very slow. However, the computing times in this case were quite stable: The tracking with a single thread in Server2 was consistently around 8 times faster than the tracking with a single thread in Server1. (This was also tested with the images with 1× and 2× sizes.) This difference in speed between the cores of the two servers must be related to the clock frequency, but also to other improvements in the cores of the RTX 5000 GPU. It is also interesting to note that, for larger numbers of rectangles, the weight of the connection phase is small and only starts to be significant for numbers of rectangles larger than 32 × 32.

It can also be observed that the sum of tracking times and connection times in both servers decreases when the number of rectangles increases, until the number of rectangles (i.e., the number of blocks of one thread) is larger than 64 × 64. No advantage is obtained by increasing the number of rectangles further. For every image size, there seems to be an optimal number of rectangles, such that no advantage is obtained by exceeding that number of rectangles.

When the ratios of tracking times of the GPUs of Server1 and Server2 are compared, the ratios are more or less stable (8×) except for the larger number of rectangles, when the ratios reach 21×. We believe that this increase in performance of Server2 for large number of blocks is related to the larger number of multiprocessors in the GPU of Server2 (48 vs 15). The extra number of multiprocessors allows more blocks to be executed simultaneously.

| Number of threads/rectangles | 1 × 1 | 2 × 2 | 4 × 4 | 8 × 8 | 16 × 16 | 32 × 32 | 64 × 64 | 128 × 64 |
|-----------------------------|------|------|------|------|--------|--------|--------|--------|
| Track Serv1                 | 8888.33 | 2295.67 | 590.33 | 157.83 | 52.50 | 42.00 | 40.78 | 40.53 |
| Connect Serv1               | 0.00 | 0.17 | 0.40 | 0.87 | 1.40 | 2.51 | 2.81 |
| Track Serv2                 | 1092.67 | 286.33 | 77.58 | 22.48 | 7.59 | 2.92 | 1.93 | 2.08 |
| Connect Serv2               | 0.00 | 0.03 | 0.08 | 0.12 | 0.19 | 0.53 | 0.77 | 1.09 |
| Ratio track Serv1 vs Serv2  | 8.13 | 8.02 | 7.61 | 7.02 | 6.92 | 14.40 | 21.13 | 19.07 |
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The difference in computing time of the OpenCV \texttt{findcontours} routine between the two servers should also be noted. The results of the images in original size are nearly the same, but the difference increases with the size of the images. This seems to indicate that the difference is due to the larger cache (35 MB in Server1 vs. 22 MB in Server2) and faster bus (9.6 Giga transfers per second in Server1 versus 8 Giga transfers per second in Server2) on Server1. The technical data of both CPUs can be verified in [21, 22].

In order to clarify the performance of the algorithm and the weight of the different phases, we have selected six images from the set in original size (1×), with different numbers of borders and different numbers of nonzero pixels. The results obtained in Server2 from these images are presented in Table 4 (including the number of borders and the number of nonzero pixels in each image). It can be observed that the preprocessing is quite fast and requires the same computing time for all of the images. This indicates that it does not depend on the number of borders or on the number of nonzero pixels. As expected, the tracking and the connection phases are dependent on both the number of borders and the number of nonzero pixels.

Finally, with regard to the cost of the data transfer between the CPU and the GPU, our target application includes several stages that are computed in the GPU, one of which is border tracking. The final result is a processed image of the same size and data type, which is sent back to the CPU. Table 5 shows the average times for uploading images (to GPU) and downloading images (to CPU). The time required for uploading or downloading images (relative to the processing times) is small in Server1. In Server2, the transfer times are larger (relative to the computing times), but the transfer times are still smaller than the computing times.

| Table 4 | Detailed results from 6 images in original size (1×). Average computing times (milliseconds) in Server2 |
|---------|------------------------------------------------------------------------------------------------------|
| Image   | 1 | 2 | 3 | 4 | 5 | 6 |
| N borders | 1 | 3 | 15 | 17 | 121 | 163 |
| Nz Pixels | 2E4 | 9E4 | 7E4 | 7E5 | 7E4 | 1E6 |
| t Prepro. | 0.07 | 0.07 | 0.07 | 0.07 | 0.07 | 0.07 |
| t Tracking. | 0.35 | 0.32 | 0.36 | 0.38 | 0.34 | 0.45 |
| t Connect. | 0.24 | 0.23 | 0.22 | 0.33 | 0.34 | 0.52 |
| Total GPU | 0.66 | 0.62 | 0.65 | 0.78 | 0.75 | 1.04 |
| OpenCV | 15.0 | 16.3 | 15.6 | 27.3 | 20.8 | 32.0 |

| Table 5 | Average image uploading/downloading times (milliseconds) |
|---------|--------------------------------------------------------|
|         | 1× | 2× | 4× |
| Server1 | 0.41/0.38 | 1.02/0.99 | 3.61/3.44 |
| Server2 | 0.21/0.19 | 0.70/0.52 | 2.62/1.92 |
7 Conclusion

The algorithm presented can extract borders from binary images with similar or better computing times than the OpenCV \texttt{findcontours} function, at least with the CPUs and GPUs used for the experiments. Although the parallelized algorithm has certain limitations (because of its intrinsic sequential nature), it performs as fast as (or faster than) CPU versions and can be used in connection with other GPU functions to perform large-scale image processing in GPUs without having to send the images to the CPU to find borders.

Modern GPUs are characterized by an increase in the number of multiprocessors. We believe that the work presented shows that, thanks to these GPU improvements, some strongly sequential algorithms can be adapted to run on GPUs. This can be useful even if the algorithm infruatilizes the GPU (as in this case).

As future work, the proposed algorithm can be modified so that the detection of borders can be done in parallel using all of the CPU cores and the parallel computing library OpenMP [23]. This is not useful for our industrial application, but it may be an interesting possibility for fast extraction of borders from very large images.
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