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A B S T R A C T

Background and objectives: Auto regressive integrated moving average (ARIMA) model is a popular model to forecast future values of a time series using the past values of the same series. However, if the variance of the time series varies with time, the 95% confidence interval estimated by the ARIMA will not be accurate. This study proposes a method to revise the ARIMA model to suit time series with heteroscedasticity.

Methods: Multiple historical ARIMA models were constructed with publicly available COVID-19 data in Alberta, Canada. The time series between different time periods were applied for these models. The means and their 95% confidence intervals of the differences between the forecasted values and the corresponding actual values were computed. The forecasted values of the general ARIMA models were modified by adding these differences.

Results: The average incident cases forecasted with the proposed method are lower than those with a general ARIMA model during the forecasted period. The 95% confidence intervals of the forecasted incidence with the proposed method are narrower. During the forecasted period (13 weeks) the average incidence was predicted to increase first and then decrease exponentially.

Conclusion: The proposed method can be used to automatically specify the best ARIMA model, to fit time series with heteroscedasticity and to forecast longer period of the trends in the future. In the next 13 weeks, the Covid-19 incidence may decrease but not eliminate. To stop the transmission of infections eventually, persistent effects compling with accurate forecasts are necessary.

1. Introduction

In December 2019, a series of pneumonia cases with no identified cause appeared in Wuhan, China, with clinic symptoms similar to viral pneumonia [1, 2]. The novel coronavirus was referred to as SARS-CoV-2, which belongs to the same family of virus that caused severe acute respiratory syndrome (SARS) in 2003 [3]. On March 11, 2020 World Health Organization (WHO) named the disease as coronavirus disease 2019 (COVID-19) [3].

Since the original outbreak, COVID-19 has spread to 221 countries and territories. As of September 1, 2021, a total of 218 930 223 confirmed cases and 4 539 725 deaths were reported [4]. In Alberta, Canada, the first COVID-19 case was reported on March 6, 2020, and through August 26, 2021, a total of 248 954 cases were reported. Among them, the death of deaths reached 2 364 [5].

To control the pandemic spread, Alberta Government implemented a series of strategies including travel restriction, isolation requirement and social distancing mandate. Vaccinations started on December 14, 2020. As of August 26, 2021, 77.7% of 12+ population has received at least one dose (66.1% of the total population in the province), and 69.3% were fully vaccinated (59% of the total population) [5]. With the progress of the vaccinations, Alberta Government planned reopening by stage. To effectively control the pandemic and resume socioeconomic activities, accurately predicting the COVID-19 dynamics using appropriate statistical models are necessary.

Various statistical models were used to predict the upcoming number of cases and forecast future spread of infectious diseases [6]. Ceylan [7] reviewed different statistical methods such as multivariate linear regression [8], grey forecasting models [9], backpropagation neural networks [10], and simulation models [11]. ArunKumar et al. [6] reviewed machine learning models for short-term forecasts of COVID-19 pandemic, such as support vector regression (SVR) [12], cubic regression [13], random forest [13], ridge regression [13], deep learning long short-term memory (LSTM) network [14] and so on.
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The ARIMA models which were first popularized by Box and Jenkins [15], have been successfully applied in the past to estimate the incidence and prevalence of various infectious diseases [7,9,10]. Recently, ARIMA models had also been used for forecasting COVID-19 pandemic [6,7,13]. However, because ARIMA is suitable for time series with consistent means and variances, it could not be used directly if the series do not satisfy the conditions. Differencing is a preferred approach to stabilize the mean values of the time series, while log transformation can usually reduce but not eliminate the nonconsistency of the variance (i.e., heteroscedasticity). Heteroscedasticity where the spread is proportional to the mean of the time series will tend to be improved by taking logarithm, but if it’s not increasing with the mean, then the heteroscedasticity may be made worse by that transformation. In addition to log transformation, other types of transformations such as cube, square, square root and so on are possible [16]. If the approximate form of the heteroscedasticity were known, a type of transformations might approximately make the variance constant. However, in most of the cases, heteroscedasticity cannot eliminate by transformation, because the relationship between the variance and mean of the time series are unknown. If the variance of the time series varies with time, the 95% confidence interval (95% CI) estimated by the ARIMA will not be accurate. In addition, the current values of the time series usually have stronger correlations with recent values of the series, but not with earlier ones. With the traditional ARIMA modeling technique, information contained in the earlier series is ignored or attenuated.

This paper proposes a method to modify the traditional ARIMA model. Information computed from historical ARIMA models and the real data reported in the past were applied to adjust the forecasted values derived from the general ARIMA model. As an example, the ARIMA modeling technique, information contained in the earlier series is ignored or attenuated.

2. Statistical methods

Basic statistical methods for model building and goodness test are described briefly in this section. To apply the proposed method, limited statistical knowledges are needed.

2.1. ARIMA model

A time series can be expressed as a set of data points ordered in time. ARIMA is a class of models that explains a given time series based on its own past values. The equation derived by ARIMA can be used to forecast future values. Theoretically, any nonseasonal time series that exhibits patterns and is not random white noise can be modeled with ARIMA model. Information computed from historical ARIMA models and the real data reported in the past were applied to adjust the forecasted values derived from the general ARIMA model. As an example, the ARIMA modeling technique, information contained in the earlier series is ignored or attenuated.

The equation derived by ARIMA can be used to forecast future values. Theoretically, any nonseasonal time series that exhibits patterns and is not random white noise can be modeled with ARIMA models. A general ARIMA model can be classified as an ARIMA (p, d, q) model, where p is the number of autoregressive (AR) terms, q is the number of moving average (MA) terms in the prediction equation, and d is the order of differences needed for stationarity. The first-order and second-order of differences can be represented as Eqs. (1) and (2), respectively.

\[ y'_1 = y_1 - y_{t-1} \]  
\[ y''_1 = y_1 - 2y_{t-1} + y_{t-2} \]  

Higher orders of differences were seldom used for ARIMA models.

The ARIMA model may be simplified to ARMA model if d = 0. ARMA model may be further simplified to AR model if q = 0, or MA model if p = 0. AR (p) model refers to the current value of the time series \( y_t \) linearly in terms of its previous values \( y_{t-2}, y_{t-2}', y_{t-2}'' \) and the current residuals \( \varepsilon_t \). MA (q) model refers to the current value of the time series \( y_t \) linearly in terms of its current and previous residual series \( \varepsilon_{t-1}, \varepsilon_{t-2}, \ldots, \varepsilon_{t-q} \) [7]. The general formula of AR (p) and MA (q) models can be expressed in Eqs. (3) and (4), respectively.

\[ y_t = C + \phi_1 y_{t-1} + \phi_2 y_{t-2} + \ldots + \phi_p y_{t-p} + \varepsilon_t \]  
\[ y_t = \theta_1 \varepsilon_{t-1} + \theta_2 \varepsilon_{t-2} + \ldots + \theta_q \varepsilon_{t-q} \]  

where \( C \) is a constant, \( \phi_1, \phi_2, \ldots, \phi_p \) are autoregressive model parameters and \( \theta_1, \theta_2, \ldots, \theta_q \) are moving average model parameters.

An ARMA model can be represented as

\[ y_t = C + \phi_1 y_{t-1} + \phi_2 y_{t-2} + \ldots + \phi_p y_{t-p} + \varepsilon_t - \theta_1 \varepsilon_{t-1} - \theta_2 \varepsilon_{t-2} - \ldots - \theta_q \varepsilon_{t-q} \]  

where \( p \) represents a gap between t and t-p, and \( q \) represents a gap between t and t-q.

ARIMA models can also be expressed as in Eq. (5) but \( y_t, y_{t-1}, y_{t-2}, \ldots, y_{t-p} \) in the equation represent the differences of the time series instead of the original values of the time series.

2.2. Subset ARIMA models

A model that includes parameters for only some lags is called a subset model [17]. For example, an ARIMA(2,0,3) can be represented as in Eq. (6), Eq. (7) is a subset model of ARIMA(2,0,3) which may be expressed as ARIMA(2)(0)(1,3)).

\[ y_t = C + \phi_1 y_{t-1} + \phi_2 y_{t-2} + \varepsilon_t - \theta_1 \varepsilon_{t-1} - \theta_2 \varepsilon_{t-2} - \theta_3 \varepsilon_{t-3} \]  
\[ y_t = C + \phi_1 y_{t-1} + \phi_2 y_{t-2} + \varepsilon_t - \theta_1 \varepsilon_{t-1} - \theta_3 \varepsilon_{t-3} \]  

For ARIMA(2,0,3), AR and MA terms can be expressed as \( p = 2 \) and \( q = 3 \), respectively. Similarly, for subset ARIMA(2)(0)(1,3)), AR and MA terms can be expressed as \( p = 2 \) and \( q = (1, 3) \), respectively.

2.3. Schwarz Bayesian criterion (SBC)

The Schwarz Bayesian criterion (SBC) [18] or Bayesian information criterion (BIC) is a popular criterion for model selection among a finite set of models. In this study, from many possible models with different lags and types to fit the same time series, the one with the lowest SBC was selected as the best model. SBC is defined as in Eq. (8).

\[ SBC = -2 \log L + K \log N \]  

where \( L \) is the likelihood, \( K \) is the number of model parameters, and \( N \) is the number of observations of the time series used to build the model.

3. Calculation

3.1. Data source

The Government of Alberta posts cumulative numbers of COVID-19 cases on its website, which contains the numbers of confirmed and possible cases [5]. Both confirmed and possible cases were included in the calculations, considering that diagnosis dates might be later than actual infected dates and omissions might occurred.

3.2. Data preprocessing

The algorithm for data preprocessing is shown in Fig. 1. The number of total cases was collected from March 6, 2020 to August 26, 2021. Daily incidences derived by first-order differencing were summed up to 77 weekly incidences.

The weekly numbers were differenced and log transformed for stationarity. The time series used for analysis started on May 1, 2020 (the start date of the 9th week from the date while the first case occurred in the province). Because the variances of the earlier values of the incidence after log transformation were still larger, they were excluded from the analysis.

In Eqs. (3)–(5), subscript t represents the “current” time. It is usually the last available time point of the series. This approach needs to construct
Dereferencing
Total cases
Dereferencing
Daily incidence
Summing up
Weekly incidence
Observing the mean of the series
Stationary?
No
Dereferencing
Yes
Observing the variance of the series
Stationary?
No
Log transformation
Yes
Cutting off earlier data
White noise tests for a few shorter series
file a, start date point: \( start = 9 \), the earliest end date point: \( endl = 48 \)

Fig. 1. Algorithm for data preprocessing.
Algorithm for specifying type and lags, building the best model to fit the series ended in week 48, and calculating the differences between real data and forecasted values.

\[ \text{type} = p, \text{cir} = 1 \quad \text{input file a, start} = 9, \text{end} = 48, i = 1 \quad \text{type} = q, \text{cir} = 1 \]

1. **ARIMA**
2. **Combining converged models**
3. **Extracting the observation with the smallest SBC, specifying type and lag, and assigning values to macro variables type and n&cir.**
4. **Forecasting lnwi for 13 weeks with specified type and lags.**
5. **Calculating the differences between real data and forecasted values \( d \) for each of the 13 weeks.

\[ \text{lnwi(end+1)}, \text{lnwi(end+2)}, \ldots, \text{lnwi(end+13)} \text{ and their 95\% CIs} \]
\[ d(\text{end+1}), d(\text{end+2}), \ldots, d(\text{end+13}) \]

**Fig. 2.** Algorithm for specifying type and lags, building the best model to fit the series ended in week 48, and calculating the differences between real data and forecasted values.
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Forecasted means and 95% confidence intervals using the proposed method and general ARIMA

Fig. 3. Algorithm for forecasting means and 95% confidence intervals.
multiple ARIMA models for the same series with different time periods. In this paper, the model used to fit the time series ended at time \( t \) is called current ARIMA model. The others for the same series but ended earlier (before \( t \)) are called historical ARIMA models.

SAS ARIMA procedure [17] was used for the analyses. To fully use historical information, the end date points (weeks for this study) for the first and subsequent historical ARIMA models should be as early as possible. The same series with different end weeks were pretested by IDENTIFY statement in the ARIMA procedure. The earliest end week (week 48) was determined based on approximate white noise tests of the hypothesis that none of the autocorrelations of the series up to lag equals 6 are significantly different from 0. According to the tests with a few shorter series, any series ended earlier than week 48 was a white noise series. Further analyses with those series were not necessary.

The description of data preprocessing appears complicated. With a general SAS ARIMA procedure, however, the number of differences, number of log transformations, start and the earliest end weeks were determined in minutes.

3.3. Model constructing

The algorithm in Fig. 2 illustrated the process to specify the model type and 3-lag combination for the best model building. To specify the type and lags, six circles of estimation processes were conducted for a series started in week 9 and ended in week 48.

At the first two circles, all possible subset AR and MA models with a single lag from 1 to 10 were created. Each model outputted one observation which consisted of a lag, model type, SBC and \( \text{COVN} \). Variable \( \text{COVN} = 0 \) indicates that the estimation process has converged [17]. All observations with \( \text{COVN} = 0 \) were combined. The first type and lag number contained in the observation with the smallest SBC were specified.

At the next two circles, the lag number derived from the first two circles were assigned to “\( p \)” or “\( q \)” terms based on the derived type. All possible subset ARIMA models with this fixed lag and another one varied from 1 to 10 were created for the same series. With the same processes, the second type and lag number contained in the observation were specified. For example, if at the first two circles, \( \text{type} = “p” \) and lag equals 1 was specified, the type would be updated to “\( pp \)” and “\( qp \)”.

Similarly, the last two circles specified the third lag and updated the type again. The best ARIMA model to fit the series ended in week 48 was built using the lags of correlations specified at this circle pair. Finally, the differences between real data and forecasted values \( d(.) \) for each of the 13 weeks were calculated.

3.4. Modifying general ARIMA and forecasting

Fig. 3 illustrates the algorithm for forecasting means and 95% CIs using the proposed method and general ARIMA. The algorithm in Fig. 2 was iterated from \( \text{end} = 48 \) to 77 to fit the series ended from weeks 48 to 77. With these best models, except the last one for the series ended at week 77, 13-week forecasts were performed by FORECAST statements in SAS ARIMA procedure. The results were compared with the actual values which had been reported. The means and their 95% CIs of the differences between actual values and the corresponding forecasted values for each of the 13 weeks were computed. The forecasted mean values derived from the general ARIMA model fitted to the whole time series were modified by adding the differences (means and 95% CIs).

Finally the forecasted means and the 95% CIs of the log transformation of the weekly incidences were transformed back to their

Fig. 4. Weekly number of incidences (confirmed and possible).
original units by exponentiation. Before conducting the transformation, a square of the standard error of the forecast divided by 2 ($STD^2/2$) was added to the logarithms of the means [17].

In Appendix, Table A.1 lists weekly incidence ($w_i$) data in Alberta. SAS LOG function in data step A creates $\ln w_i$, the log transformation of $w_i$. Table A.2 is a SAS macro for model building, modifying and forecasting. Table A.3 provides a SAS code for plotting the forecasted results for readers to verify the SAS macro.

4. Results

The entire course of the weekly number (confirmed and possible) is illustrated in Fig. 4. During the 77 weeks, the curve varied violently. In weeks 7, 40 and 61, the fluctuated curve reached its three peaks (1 682, 12 065 and 14 262), respectively. Then it dropped down to 266 in week 71 (July 9 – 15, 2021). From week 71, the curve was rising again quickly.

Using the SAS macro in Table A.2, "$p = (1 \ 8) \ q = (8)$" was specified for each ARIMA model to fit time series ended from weeks 48 to 60. "$p = 1 \ q = (8)$" and "$p = 2 \ q = (8)$" were specified for series ended in week 61 and 62, respectively, while "$p = (1 \ 8)$" was specified for other models to fit the series ended at week 63 and later. With the specified lag numbers and types, a total of 30 ARIMA models were constructed.

Fig. 5 illustrated the 13-week forecasts for the weekly cases by using the proposed method and general ARIMA model. The mean was predicted to increase from the reported number 5 972 in week 77 (August 20 - 26, 2021) to 10 248 (95% CI: 4 135 – 21 318) in week 79 (September 3 – 9, 2021) by using the proposed method, lower than that by general ARIMA which increased to 11 319 (95% CI: 4 810 - 22 761). From week 79 the number begin to decline slowly. In week 88, the curve derived from general ARIMA turns to increase, while the curve derived from the proposed method continues to decline to 610 (95% CI: 12 – 3 671) in week 90 (November 18 - 24, 2021). As shown in Fig. 5, using the proposed method, most of the 95% CIs were narrower than those using the general ARIMA model.

5. Discussion

5.1. Why new method?

COVID-19, a newly emerged infectious disease, has spread to almost all the world including Canada, with severe impact on health and public health systems, human lives and world economics. Applying statistical modeling to forecast the trend, the optimal design of effective public health policy for prevention and control of COVID-19 is important. However, it is not easy for healthcare researchers or policy makers to construct appropriate models, if they do not have a strong background in statistics.

This paper proposed a novel method to forecast future values of COVID-19 pandemic in Alberta, Canada. To use this method, instead of complicated mathematical calculations, basic expertise on ARIMA modeling and SAS coding techniques are sufficient.

5.2. What is new?

Instead of building one ARIMA model to fit the whole available time series, multiple ARIMA models were built to fit the same series but ended on different dates. Forecasts were performed with these historical models. The predicted values were compared with the real values. The differences between the real and the forecasted values were used to modify the results of the general ARIMA model.

A SAS macro was created to specify the lags of correlations (Table A.2)
in Appendix). Iterative calculations were completed by the macro. Because current values of the time series usually have stronger correlations with recent values of the series, but not with earlier ones, the iteration number for lag specification was assigned to 10 (i initially assigned it to 16). A total of 1 800 (60x30) possible three-level lag and type combinations were created for the models to fit the same series but ended in 30 different weeks. The model type and lag combination with the smallest SBC was selected for each model. The best ARIMA model with the specified type and lags was constructed automatically by the macro.

5.3. 95% confidence interval

The proposed method solved the intrinsic problem of the general ARIMA models, which is not suitable for the series with heteroscedasticity such as the Alberta COVID-19 data. The 95% CIs derived by using the proposed method may be more reasonable, since they came from the real forecast errors in the past and all the forecasts were performed by using the best models.

Even if the prevention and control measures for the pandemic were consistent, due to some unexpected impacts, the forecasted values would still vary between the predicted 95% CIs with 95 percent possibility. The longer the forecasting period, the broader the 95% CI would be. To accurately forecast future values of the time series, narrower 95% CIs are expected. Because the 95% CIs of the forecasted incidences derived by using the proposed method were narrower than those derived from a general ARIMA model, long-term forecasts were possible.

5.4. The best model

Identifying an appropriate ARIMA model to fit the time series based on autocorrelation and partial autocorrelation function plots is not easy. A larger autocorrelation function in the output of an IDENTIFY statement in SAS ARIMA procedure may not necessarily be a significant parameter when it is selected for the modeling. In contrast, a weak autocorrelation displayed in the plot graph may be a stronger parameter but cannot be identified. In some circumstances, similar as the effects of covariates on multivariable regression models [19], a weaker autocorrelation becomes stronger while it is combined with another autocorrelation with different lag. Using the proposed method, Analysts don’t need to observe the plots of autocorrelations or partial autocorrelations for model identifications. Specifying the lags and model type, and constructing the best model can be performed automatically by running the macro in Table A.2.

If accurate forecasts are not required in public health practice, a general ARIMA can be used. However, the proposed method is still necessary for specifying the best ARIMA models. To correctly forecast values in the future, correct models must be specified first to fit the series. The so-called best model is a relatively optimum model because we cannot compare all possible models. Since the comparisons included subset models, the “best” models specified by iterations had higher possibility to be the real best models. To my knowledge, at least for COVID-19 studies, very few researchers [20] considered subset models (sparse coefficient ARIMA) when they specified their best ARIMA models. With the traditional ARIMA modeling technique, manually specifying lags and model type for the best subset model is difficult, or sometimes even impossible.

SBC was used to select the best models. Using SBC, candidate models with fewer lags of correlations are easier to be selected than using Akaike information criterion (AIC) [21]. In addition, the estimation processes for some models might not converge. Those models were automatically excluded by running the macro in Table A.2.

The best ARIMA model was selected from candidate models with one, two and three lags of correlations. With the same processes, I investigated models with four lags, All of them had larger SBC. For different series, if more lags were selected, the effects on forecasting might be ignorable.

5.5. Data smoothing

The proposed method can be used to specify a “best” model but needs more calculations. To simplify the calculations, daily data were summed up to weekly data. Grouping data is a useful smoothing method to remove noise from a dataset, allowing important patterns to stand out. To predict the long-term trend of the pandemic, smoothed data are more convenient than daily data with severe fluctuation.

6. Conclusions

This paper described a novel method to forecast COVID-19 pandemic in Alberta, Canada. The proposed method can be used to analyze time series with heteroscedasticity, to specify the best model, and to forecast the series into relatively far future.

The COVID-19 pandemic in Alberta, Canada was predicted to increase in the coming weeks and decrease later. To stop the transmission of infection eventually, persistent efforts are necessary for reducing the incidence.
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Appendix. COVID-19 incidence data and SAS codes for model building and forecasting

Table A.1
Log transformation of weekly incidence (lnwi) in Alberta.

| Code     | Comment          |
|----------|------------------|
| 1        | data a;          |
| 2        | input wi @@;    |
| 3        | week -1;         |
| 4        | lnwi = log(wi);  |
| 5        | cards;           |
| 6        | 26 137 366 575 338 656 1682 1537 616 473 319 220 12065 |
| 7        | 758 586 608 689 716 982 944 1018 946 1054 1484 1773 |
| 8        | 2496 3385 4333 5246 6589 9129 11679 12065 |
| 9        | 10852 8685 7227 6693 5705 4351 3198 2740 2203 2129 |
| 10       | 2439 2403 2387 3214 4145 5307 8093 9274 10910 |
| 11       | 11893 |
| 12       | 14262 11592 6546 3508 2261 1497 1001 591 392 332 |
| 13       | 266 541 1135 1690 2941 4078 5972 |

wa is weekly incidence.
Table A.2
SAS macro for model building and forecasting.

| Code | Comment |
|------|---------|
| 1 \%macro arima(in=a, var=lnwi, start=9, end1=48, end2=77); | Line 1: Invoke macro ARIMA with variable name, start, the first and last end dates. |
| 2 \%macro a(est, type); | Lines 2-18 (Macro A): Estimate ARIMA with any possible lag up to 10. Exclude nonconvergent models. &ar1(1) – lnwi (1) on line 6 is the first-order difference of lnwi.
| 3 \%do i = 1 %to 10; | lnwi is log transformation of weekly incidence. |
| 4 proc arima data=&in plots = none; | |
| 5 where &start <= week < &end; | |
| 6 identify var = &var(1) noprint; | |
| 7 estimate &est outstat = b&i(drop = _type where = (stat, in(‘SBC‘ ‘CONV’)) noprint; | |
| 8 run; | |
| 9 proc transpose data = b&i out = c&ii(keep = col1 col2); | |
| 10 run; | |
| 11 \%end; | |
| 12 data &ctype(drop = col2); | Lines 19-31 (Macro B): Specify the lags and type with the smallest SBC. Create macro variables for the lags and type. |
| 13 set col1-c10; | |
| 14 if col2 = 0; | |
| 15 type = '&ctype'; | |
| 16 n1 = n_; | |
| 17 run; | |
| 18 \%smodel b; | |
| 19 \%do end = &end1 %to &end2; | Lines 32: Start the iteration for each ARIMA model to fit the series ended in different week. |
| 33 \%do p %then %do; | Lines 33: Invoke macro A to estimate AR with one lag. |
| 34 \%str(p = (\&i)); | Lines 34: Invoke macro A to estimate MA with one lag. |
| 35 \%end; | Lines 35-36: Invoke macro B to specify the 1st lag and type. |
| 36 run; | Lines 37-44: Invoke macro A with different 2-lag combinations based on the result of macro B. |
| 37 \%if \&ctype = p \then \%do; | Lines 45-46: Invoke macro B to specify the 2nd lag and type. |
| 38 \%str(p = (\&i \&n1)), pp); | Lines 47-62: Invoke macro A with different 3-lag combinations based on the result of macro B. |
| 39 \%str(p = (\&n1 \&q)), pq); | Lines 63-64: Invoke macro B to specify the 3rd lag and type. |
| 40 \%end; | Lines 65-69: Rename lags. |
| 41 \%else \%do; | Lines 70-77: Create macro variable lag based on the result of macro B. |
| 42 \%str(p = (\&i \&n1 \&n2)), pp)); | |
| 43 \%str(q = (\&i \&n1)), pq); | |
| 44 \%end; | |
| 45 \%b paramMap, k=2; | |
| 46 run; | |
| 47 \%if \&ctype = pp \then \%do; | |
| 48 \%str(p = (\&i \&n1 \&n2)), pp)); | |
| 49 \%str(p = (\&n1 \&n2 \&q), qpp); | |
| 50 \%end; | |
| 51 \%else \%if \&ctype = p \then \%do; | |
| 52 \%str(p = (\&i \&n1 \&q), qpp); | |
| 53 \%str(p = (\&n1 \&q), qpp); | |
| 54 \%end; | |
| 55 \%else \%if \&ctype = q \then \%do; | |
| 56 \%str(p = (\&i \&n2 \&q), qpp); | |
| 57 \%str(p = (\&n1 \&q), qpp); | |
| 58 \%end; | |
| 59 \%else \%do; | |
| 60 \%str(p = (\&i \&q), qpp); | |
| 61 \%str(q = (\&i \&n1 \&n2)), qpp); | |
| 62 \%end; | |
| 63 \%b paramMap, k=3; | |
| 64 run; | |
| 65 data &fend; | |
| 66 set e; | |
| 67 n2 = &n2; | |
| 68 n3 = &n1; | |
| 69 run; | |
| 70 \%if \&ctype = pp \then \%do; | |
| 71 \%str(p = (\&n1 \&n2 \&n3)); | |
| 72 \%else \%if \&ctype = qpp \then \%do; | |
| 73 \%str(p = (\&n1 \&n2 \&q), qpp); | |

(continued on next page)
SAS code for plotting the forecasted results.

```sas
/* Code */
/* Comment */
74 %else %if type=p-p %then lag=%str(p-(&n1 &n3) q-(&n2));
75 %else %if type=q-p %then lag=%str(p-(&n3) q-(&n1 &n2));
76 %else %if type=p-pq %then lag=%str(p-(&n1) q-(&n2 &n3));
77 %else %let lag = %str(q = (&n1 &n2 &n3));
78 proc arima data = arima noprint;
79 where &start < = week < &end;
80 identify var = &var(1) noprimitive;
81 estimate &lag noprint;
82 /* Lines 78-83: Build an ARIMA to fit hw(i) with specified lags and type. Forecast incidences for 13 weeks. */
83 run;
84 %if %where %then %do;
85 %if &lag < &end2 %then %do;
86 data arima;&end;
87 /* Lines 84-92: Calculate the difference between forecasted and actual data for each of the historical ARIMA. The difference for the current ARIMA is not available. */
88 merge result&end2=week out where = (week = &end) noprint;
89 by week;
90 if &a and &b;
91 data dif2;
92 /* Lines 93: End the iteration started on line 32. */
93 quit;
94 /* Lines 94-96: List lags and types for all ARIMA models. */
95 set &end1 - &end2;
96 /* Lines 97-100: Combine the differences. */
97 data arima(keep = n week j d);
98 set arima;&end2=eval(&end2-1);
99 n = week-j;
100 run;
101 proc sql;
102 /* Lines 101-106: Calculate the mean and the 95% CI of the differences for each of the 13 weeks. */
103 create table dif as
104 select n - &end2 as week, mean(d) as mean(d), std(d) as std(d),
105 mean(d) - 1.96*std(d) as l95d, mean(d) + 1.96*std(d) as u95d
106 from arima
107 group by n;
108 quit;
109 /* Lines 107-117: Transform the means and 95% CIs derived from proposed method and a general ARIMA. */
110 data dif2;
111 /* Lines 118-126: Add the real data of the last date point (week 77) for plotting. */
112 select week, wi as forecast, wi as l95, wi as u95, wi as forecastd, wi as l95d, wi as u95d
113 from &a
114 where week = &end2
115 union all
116 select week, forecast, l95, u95, forecastd, l95d, u95d
117 from dif2;
118 quit;
119 %mend arima;
120 /* Lines 128: invoke the macro. */
121 %arima;
/* Code */
/* Comment */
```

### Table A.3

SAS code for plotting the forecasted results.

| Code           | Comment                                                      |
|----------------|--------------------------------------------------------------|
| 1   | axis1 label = "(Week) minor = none;"                       |
| 2   | axis2 label = "(Case) order = 0 to 5000 by 5000;"           |
| 3   | legend1 label = "value = Number of weekly cases (proposed method)" |
|     | "Upper 95% confidence limit (proposed method)"            |
|     | "Lower 95% confidence limit (proposed method)"            |
|     | "Number of weekly cases (general ARIMA)"                  |
|     | "Upper 95% confidence limit (general ARIMA)"              |
|     | "Lower 95% confidence limit (general ARIMA)"              |
|     | position = (top right inside) across = 1 frame;           |
| 4   | symbol1 color = brown interpol = line = 1 value = dot height = 2; |
| 5   | symbol2 color = brown interpol = line = 2 value = ; height = 2;|

(continued on next page)
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