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Abstract: With an array of 5160 photomultiplier tubes, IceCube monitors one cubic kilometer of deep Antarctic ice at the geographic South Pole. Neutrinos are detected via the Cherenkov photons emitted by charged secondaries from their interactions in matter. Due to low ice temperatures, the photomultipliers dark noise rates are particularly low. Therefore a collective rate enhancement introduced by interacting neutrinos in all photomultipliers can be used to search for the signal of galactic core collapse supernovae, even though each individual neutrino interaction is sub-threshold for forming a trigger. At present, rates of individual photomultipliers are recorded in 1.6384 ms intervals which limits the time resolution and does not allow to exploit signal correlations between the sensors. An extension to the standard data acquisition, called HitSpooling, overcomes these limitations by buffering the full raw data stream from the photomultipliers for a limited time. Thus, the full set of data can be analyzed when a supernova occurs, allowing for the determination of the average neutrino energy and the analysis of the fine time structure of the neutrino light curve. The HitSpooling system will also significantly help in understanding the noise behavior of the detector and reduce the background induced by atmospheric neutrinos to the supernova analysis.
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1 Introduction

IceCube is a neutrino telescope based in the Antarctic ice at the geographic South Pole and consists of 86 strings, each equipped with 60 photomultiplier tubes (PMTs). It detects neutrinos via the Cherenkov photons emitted by charged secondaries from their interactions in matter. This unique detector monitors a cubic kilometer of cold and inert ice at depths between 1450 m and 2450 m. Each of its 5160 digital optical modules (DOMs) houses a 17 inch photomultiplier tube, as well as several electronics boards containing a processor, memory, flash file system and real-time operating system that allows each DOM to operate as a complete and autonomous data acquisition system. For most of IceCube, the DOMs are deployed in the ice with 17 m (125 m) vertical spacing between DOMs (horizontal spacing between strings), while in the DeepCore volume the DOMs are deployed in a denser spacing of 7 m distance on a string and 72 m between strings. The DeepCore DOMs are also equipped with high quantum efficiency PMTs that are roughly 35% more efficient than standard PMTs. For supernova neutrinos with energy \(E_N / (10 \text{MeV})\), the dominant interaction in ice or water is the inverse beta process \((\nu_e + p \rightarrow e^+ + n)\), leading to positron tracks of about 0.56 cm \(\cdot \frac{E_e}{[\text{MeV}]}\)

Monte Carlo studies yield an average number of 178 photons per MeV energy of the positron, considering only a range of wavelengths from 300 nm to 600 nm accessible to our optical modules. For \(10^7\) expected neutrinos from a supernova at 10 kpc distance we assume to detect up to 3.6 million neutrino induced PMT hits. As elaborated in \([1, 2]\), neutrino detectors in general and IceCube especially due to its unique size are well suited to monitor our galaxy for supernovae. This detection principle is realized in IceCube by monitoring the count rates of individual DOMs in ms time bins. This scaler data stream is decoupled from the hit data stream that holds more detailed information, but is only saved for events that trigger and may not be available in the case of a supernova. Motivated by the goal to gain as much information as possible in case of a galactic core-collapse supernovae, a new data buffer, called HitSpooling and first mentioned in \([3]\), is now realized in IceCube. In combination with a newly implemented interface, the separation of the scalar data used for supernova searches and the hit data stream used for other physics searches can now be overcome. We introduce HitSpooling and the implementation of an interface between the two existing data streams. Furthermore we discuss the physics capabilities that will become accessible through the HitSpooling system.

2 Data Streams in IceCube

IceCube’s data streams are handled by two data acquisition systems (DAQs). The supernova system is responsible for
processing and analyzing hit counts (scaler) data and the standard DAQ that takes care of waveforms (hits).

2.1 Hits Data Stream
Whenever the anode of the PMT in a DOM exceeds a discriminator threshold of 0.25 photo-electrons\(^1\), a hit is recorded.

In order to reduce data transfer rates, hardware trigger signals are exchanged between neighboring DOMs to look for certain coincidence conditions, so called soft or hard local coincidences (SLC or HLC), respectively. In HLC mode, the triggered DOM looks for hits in next-neighbor and next-to-next-neighbors within a time-window of \(\pm 1 \mu s\). If this condition is met, an HLC is present and all recorded data from both DOMs will be transferred to the surface. In SLC, also isolated DOMs with no neighboring hit DOM will be processed, a time-stamp will be assigned to it, but only information from the bins around the waveform peak will be transferred to the surface. In summary, the hit record holds a timestamp, a 3-bin peak- or 128-bin full-measure of the waveform, depending on trigger conditions (SLC or HLC), as well as trigger information [4]. There are several DAQ elements involved from capturing, aggregating to transferring the data from a hit:

1. The DOM digitizes the waveform on-board in a time-interval of 6.4 \(\mu s\) which generously covers the maximal time that light from the most energetic events is expected to arrive in any DOM.
2. The DOMHub, located in the surface laboratory, is an industrial computer that communicates with all DOMs on one string.
3. The StringHub is a software element that runs on the DOMHub and collects hits per string as they arrive chronologically. It also converts DOM hits in physics-ready hits that are suitable for other higher level software DAQ elements like triggers and event-builders.

The hit streams from each of the 60 DOMs are fed into the StringHub, which creates trigger payloads and buffers the hits in memory for possible later readout by the event-builder. Further processing and filtering of the events is performed on a cluster of machines at the South Pole before the data is sent via satellite to the data warehouses in the Northern hemisphere.

2.2 Scaler Data Stream
Independent of the above mentioned coincidence conditions in the DOMs, a firmware integrated scaler adds asynchronously all discriminated PMT pulses in intervals and assigns them a timestamp. The interval length arises from adding up scalers from \(2^{16}\) clock cycles per bin: \(2^{16}/40MHz = 1.6384\) ms. Since these intervals are not synchronized between the individual DOMs, the supernova DAQ collects the scaler data and re-bins them to the desired synchronized rates in global 2 ms bins [5].

Since the supernova analysis algorithm looks for subtle changes in the background rate, understanding the noise properties of the individual modules as well as the entire detector is essential. IceCube DOMs feature a very low noise rate of on average \(\approx 540\) Hz for standard DOMs, see figure 1. Due to stronger absorption and scattering of light in the dustier ice regions, a drop in the rate is visible at 26Hz.

**Figure 1**: Average noise rate for each DOM on an arbitrary string in IceCube, calculated from HitSpool data. Besides PMT-to-PMT variations, depth-depending ice characteristics, such as temperature and dust-concentration, are the main contribution to the scattering in the data points.

**Figure 2**: Logarithmic time distribution of successive hits in a single DOM. Contributions by uncorrelated noise hits from radioactive decays are simulated with 300Hz.

\(1.\) Photo-electron voltage is defined as the anode voltage level in the PMT that’s caused by a single photo-electron after being amplified through all diode stages in the photomultiplier.
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distribution which can be approximated for convenience by a Gaussian distribution that returns expectation values and corresponding standard deviation expectation values. The expectation values are calculated from moving 300 s time-intervals that leave out a $[-30 \mathrm{s}, +30 \mathrm{s}]$ window around the investigated time $t_0$, in order to reduce the impact of a long-lasting signal on the mean rates. Based on a maximum likelihood analysis, the most likely collective rate deviation, $\Delta \mu$, of all DOM noise rates can be evaluated (see [5] for details). The supernova DAQ issues an alert when $\xi > 7.3$ where $\xi$ is the significance and calculated as $\xi = \Delta \mu / \sigma_{\Delta \mu}$, with $\sigma_{\Delta \mu}$ the uncertainty of the collective rate deviation $\Delta \mu$. In case a trigger occurs, which happens roughly every two weeks, an alarm including real-time datagrams is sent to the Supernova early warning system (SNEWS) [7]. Furthermore, a message is sent to the HitSpool interface (see section 3) requesting $[-30 \mathrm{s}, +60 \mathrm{s}]$ around the trigger time-stamp $t_0$ from the hitspool data stream, which is explained in the next section.

### 2.3 HitSpool Stream

In addition to the previously described hits data stream that is stored in memory, a copy of that raw data is buffered to disk in the DOMHub, see figure 3. HitSpool accumulates on average $2 \text{MB}$ of raw data per string per second which is stored in files of variable duration, default is 15 seconds. The hits are buffered in a spooling cycle which overwrites existing files when the first loop is finished after a given time, currently up to 6 hours, depending on the disk size. As the HitSpooling is independent of any other StringHub element it also could increase the uptime of nearby supernova searches as IceCube’s DAQ systems could saturate due to the massive amount of hits. In order to keep track of the spooling process on a string, a text file is written inside the buffer directory that holds the following information:

- Time stamp of first hit on string at run start: $t_{\text{run}}$
- Interval, e.g. length of each HitSpool file: $t_{\text{ival}}$
- Time stamp of first hit in current file: $t_{\text{start}}$
- File index of currently active HitSpool file: $n_{\text{cur}}$
- Max number of files per HitSpool cycle: $n_{\text{max}}$

From these five values it is possible to calculate all necessary information about the hits contained in a HitSpool file without accessing the file itself and in this way avoiding any interference with the actual data taking.

### 3 HitSpool Interface

The HitSpool interface, see figure 4, is the center piece for accessing hitspool data. It consist of several services running on the South Pole on several machines, communicating via the ØMQ messaging service [8]. Whenever the supernova DAQ triggers a supernova candidate at $t_0$, a message is sent to the HitSpool interface including two time-stamps, $t_{\text{start}} = t_0 - 30 \mathrm{s}$ and $t_{\text{stop}} = t_0 + 60 \mathrm{s}$. The Publisher service is running on the central machine of IceCube and pushes the request from the supernova DAQ to all hubs. At the hubs, the Worker service calculates the HitSpool files integer indexes $f_{\text{start}}$ and $f_{\text{stop}}$ that contain $t_{\text{start}}$ and $t_{\text{stop}}$, respectively:

$$f_{\text{start}} = \frac{t_{\text{start}} - t_{\text{run}}}{t_{\text{ival}}} \mod(n_{\text{max}})$$

$$f_{\text{stop}} = \frac{t_{\text{stop}} - t_{\text{run}}}{t_{\text{ival}}} \mod(n_{\text{max}}),$$

where $\mod(n_{\text{max}})$ accounts for the fact that HitSpooling overwrites existing files when the first loop is finished after time $t = n_{\text{max}} \cdot t_{\text{ival}}$. The data is transferred to a central location where all hubs’ data is collected. The post-processing Sender service is responsible for sending data to the North.

### 4 Physics Capabilities

HitSpooling is not only of value for noise studies, as shown in figure 1, but also contributes to the supernova search with IceCube. HitSpooling provides the possibility to study any arbitrary time-interval with which the start time of the supernova can be determined. Furthermore,
recent astrophysical models [9] predict high frequency modulations in the neutrino flux, e.g. from the collapse of fast rotating stars. In case of a galactic supernova, the event rates would be high enough that these can be observed in the HitSpool data. The main profit from the HitSpool data stream arises from a better muon subtraction and the possibility to estimate the average neutrino energy. Both aspects will be explained in more detail in the next sections.

4.1 Muon Subtraction
As discussed in [3], roughly half of the hits in the detector introduced by atmospheric muons can be subtracted off-line already by identifying triggered muons in the standard data stream. Atmospheric muons are detected in IceCube at an average rate of 16 Hz. For the supernova analysis, these are a cause of correlated noise which artificially widens the significance distribution of the noise rate fluctuations by a factor of $\approx 1.45$ relative to the expectations from pure Poissonian noise.

By removing hits associated with muon triggers in IceCube, the broadening of the significance distribution is reduced [10]. Muon subtraction will be improved by HitSpooling data, where one is able to associate also isolated hits to the atmospheric muon introduced hits that where not counted in the muon triggered events. This could be done by defining a radius $R$ and a time-window $t$ around muons induced HLC hits and subtract these from the HitSpool data set. Furthermore, standard tools like track-reconstructions can be used to identify muon signal related hits. Both techniques are under investigation and are expected to improve the detection of atmospheric muons. Such cleaned data are expected to narrow the significance distribution and remove non-Gaussian tails which will increase the supernova detection range of IceCube.

4.2 Energy Estimation
As shown in equation 1, the track length and thus the probability to detect a photon from a supernova neutrino interaction in the ice increases with the energy. Therefore the probability to detect light from a single interaction in multiple DOMs also rises with the neutrino energy. A method developed by [11], called the coincident hit method, takes advantage of the HitSpool data stream by investigating coincident hits in one, two and three DOMs in a time-window of 150ns and a spatial distance up to next-to-next neighboring DOMs on next-to-nearby strings. The various hit patterns are sensitive to different regions of the energy spectrum depending on the pattern geometry [3]. Evaluating the ratio of, e.g. the two-fold nearest-neighbor DOM hit rate over the single DOM hit rate, one obtains an energy dependent observable. Assuming a specific shape of the neutrino spectrum, this observable can be used to determine the absolute energy scale of the spectrum (i.e. determine the mean neutrino energy) [12].

It is expected that this method puts a lower bound of 30% on the energy resolution for a core-collapse supernova at 10kpc distance assuming a Hüdepohl model, see figure 5. For other models with heavier stars and harder neutrino spectra this resolution will improve. It is planned for the near future to test this algorithm on HitSpool data.

5 Summary & Conclusion
The HitSpool data stream is a powerful tool that helps improving the supernova detection within IceCube by investigating the noise properties of the detector and by identifying atmospheric muons that did not trigger the detector. An analysis of the coincident hit method will give a handle on the estimation of the average neutrino energy. In order to access HitSpooling data, an interface was implemented and is running stably at the South Pole to retrieve 90 seconds of raw detector data, and sends these automatically via satellite to the North, in case of a high significance supernova trigger candidate. Furthermore, HitSpooling is of general benefit for externally triggered events, e.g. Gamma Ray Bursts, not only for the supernova system.

Figure 5: Energy resolution, assuming a time integrated 8.8 $M_\odot$ O-Mg-Ne model with a shape parameter $\alpha = 2.84$ for a supernova happening at 5kpc, 10kpc and 20kpc [12]
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Abstract: The IceCube Neutrino Observatory, situated at the geographic South Pole, was mainly designed to detect energies greater than 100 GeV with its lattice of 5160 photomultiplier tubes monitoring 1 km³ of clear Antarctic ice. Neutrinos undergoing interactions produce charged secondaries that in turn produce Cherenkov photons, whose arrival time are recorded in the photomultipliers. Due to subfreezing ice temperatures, the photomultiplier dark noise rates are particularly low. This allows IceCube to extend its searches to several second long bursts of $\delta(10 \text{ MeV})$ neutrinos expected to be emitted from galactic core collapse supernovae. By observing a collective rise in all photomultiplier rates, IceCube would provide the highest statistical precision for close-by supernova. In this paper, the method to determine a conservative upper limit on the number of core collapse supernovae in our galaxy is presented, based on IceCube data taken from April 5, 2008 to May 13, 2011, in configurations with 40, 59 and 79 strings deployed. Systematic uncertainties, mainly due to unknown ice properties, are assessed with a GEANT based Monte Carlo.
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1 Introduction

The rate of galactic stellar collapses, including those obscured in the optical, is estimated [1] to be in the range of $(1.7 - 2.5) \times 100 \text{ yr}$. The best experimental upper limit from the absence of a neutrino signal, calculated in a specific SN model, is $< 9 \times 100 \text{ years}$ at the 90% C.L. [2].

IceCube, a grid of 5160 photo sensors embedded in the ice of the antarctic glacier, is uniquely suited [3] to monitor our Galaxy for supernovae due to its 1 km³ size and its location. In the inert and $-43^\circ \text{C}$ to $-20^\circ \text{C}$ cold ice, IceCube’s photomultiplier noise rates average around 540 Hz. At depths between (1450 - 2450) m, the detector is partly shielded from cosmic ray muons. The inverse beta process $\bar{\nu}_e + p \rightarrow e^+ + n$ dominates supernova neutrino interactions with $\mathcal{O}(10 \text{ MeV})$ energy in ice, with total lepton tracks lengths of about 0.56 cm $E_\nu / \text{MeV}$ along which 178 $-E_{e^+} / \text{MeV}$ Cherenkov photons are radiated in the (300 - 600) nm wavelength range. Due to their low cross section in water, electron-neutrinos contribute less than 5% to the rate. From the approximate $E_{e^+}$ dependence of the cross section and the linear energy dependence of the track length, the light yield per neutrino roughly scales with $E_{e^+}^2$. The detection principle was demonstrated with the AMANDA experiment, IceCube’s predecessor [4]. With absorption lengths exceeding 100 m, photons travel long distances in the ice so that each DOM effectively monitors several hundred cubic-meters of ice. Typically, only a single photon from each interaction reaches one of photomultipliers that are vertically (horizontally) separated by roughly 17 m (125 m). The DeepCore subdetector, equipped with a denser array of high efficiency photomultipliers, provides higher detection and coincidence probabilities.

Although the rate increase in individual light sensors is not statistically significant, the effect will be clearly seen once the rise is considered collectively over many sensors. IceCube is the most precise detector for analyzing the neutrino light curve of close supernovae [5]. Since 2009, IceCube has been sending real-time datagrams to the Supernova Early Warning System (SNEWS) [6] when detecting supernova candidate events.

The supernovae search algorithms employed in the paper are based on count rates of individual optical modules stored in 1.634 ms time bins. By buffering the full photomultiplier raw data stream that is stored around supernova candidate triggers, additional information, e.g. on the average neutrino energy, can be retrieved [7, 8].

2 Effective volume for supernova detection

The signal hit rate per DOM for the inverse beta decay is given by

$$R(t) = \varepsilon_{\text{deadtime}} \frac{n_{\text{target}} L^V_{\text{SN}}(t)}{4 \pi d^2 E_\nu(t)} \int_0^\infty dE_{e^+} \int_0^\infty dE_\nu$$

$$\times \frac{d\sigma}{dE_{e^+}} (E_{e^+}, E_\nu) V_{\text{eff}} f (E_\nu, E_{e^+}, \alpha_\nu, t), \quad (1)$$

where $n_{\text{target}}$ is the density of targets in ice, $d$ is the distance of the supernova, $L^V_{\text{SN}}(t)$ its luminosity, and $f (E_\nu, E_{e^+}, \alpha_\nu, t)$ is the normalized $E_\nu$ distribution depending on a shape parameter $\alpha_\nu$ and the average neutrino energy $E_{e^+}$. $E_{e^+}$ denotes the energy of positrons emerging from the neutrino reaction. The effective volume for a single positron, $V_{\text{eff}} \propto E_{e^+}$, strongly varies with the photon absorption but shows little dependence on photon scattering. An artificial deadtime of $\tau = 250 \mu s$ was introduced to suppress time correlated supra-Poissonian photomultiplier pulses at low temperatures, leading to an inefficiency parametrized by
\( \varepsilon_{\text{deadtime}} \approx 0.87/(1 + r_{\text{SN}} \cdot \tau) \), where \( r_{\text{SN}} \) denotes the rate per optical module that arises from supernova neutrinos.

A GEANT-4 based simulation of the interaction of individual supernova neutrinos in the ice and a computationally optimized tracking [9] of individual Cherenkov photons that can be run on graphical processing units, was used to determine IceCube’s effective volume for supernova detection. Calibration measurements with light sources in the ice and a dust logger [10] with < 1 cm vertical resolution allow one to fit the depth, position and angular dependent photon absorption and scattering lengths of the ice [11, 12]. The uncertainties in these measurements lead to a range of ice models. Other important uncertainties arise from the photon tracking in the presence of Mie scattering, optical module sensitivities, as well as from cross section uncertainties which are sizeable for interactions with \(^{18}\)O and \(^{18}\)O. The effective volume per optical module was determined by injecting \( 1.4 \times 10^9 \) positrons of 10 MeV energy with random directions and random positions inside a sphere with radius 250 m around every optical module along a string. Fig. 1 shows \( V_{\text{eff}}^C / E_{\text{off}} \), determined from the fraction of positrons that generated photoelectrons at the cathode surface, as function of depth. The \( \approx 35\% \) higher quantum efficiency of the optical modules in the high depth DeepCore sub-detector, installed in two ice regions below and above the main dust layer, is apparent. The effective volume scales linearly with the optical module sensitivities. Systematical uncertainties due to variations in the optical absorption and scattering lengths and the photon propagation algorithm can be deduced from the lower panels. While different descriptions of the optical ice properties show clear differences in the depth dependence of the absorption, the averaged effective volumes differ only by 7.4%. In addition, a 10% uncertainty on the average photosensor sensitivity has to be taken into account. Table 1 lists the most important detection related systematic uncertainties.

| Source                          | estimated uncertainty [%] |
|---------------------------------|---------------------------|
| effective volume uncertainty    | 12                        |
| cross section uncertainties     | 3                         |
| effect of artificial deadtime   | 3                         |
| positron track length           | 5                         |

### 3 Search for galactic supernovae

The neutrino emission from a core collapse supernova strongly depends on the progenitor mass and type, leading to an order of magnitude variation of detected rates. Different methods to estimate the minimum initial mass that can produce a supernova have converged [13] to \( (8 \pm 1) \, M_{\odot} \), where \( M_{\odot} \) is the mass of the Sun. For these low masses, the collapse is induced by electron capture in a degenerate O-Ne-Mg core. The observed rates also depend on the assumed neutrino mass hierarchy, the influence of matter induced oscillations in the Earth (< 8%), and the assumed progenitor distribution in Milky Way. It is therefore important to specify which models have been assumed for a supernova search with a neutrino detector. Three spherically symmetric models, encompassing the range of models and covering the full range of neutrino emission, were selected as benchmarks in this analysis:

- The collapse of a 8.8 \( M_{\odot} \) O-Ne-Mg progenitor to the completed formation of the deleptonized neutron star is the only examples so far, where one-dimensional simulations [14] obtain neutrino-powered supernova explosions (“Hüdepohl model”). This low mass model, with total emitted energy of \( 1.7 \times 10^{53} \) erg and \( E(\bar{\nu}_e) \approx 12.9 \) MeV, also represents a conservative lower limit.

- The Lawrence-Livermore simulation [15], modeled after SN 1987A, assumes a 20 \( M_{\odot} \) progenitor. The total emitted energy is \( 2.9 \times 10^{53} \) erg, of which 16% is carried by \( \nu_e \) with 15.3 MeV energy on average.

- On the high mass side, the gravitational collapse of less than solar metallicity stars exceeding 25 \( M_{\odot} \) will lead to a limited stellar explosion, while stars exceeding 40 \( M_{\odot} \) are not expected to explode at all (“Black Hole model”). In both cases a black hole will develop \( \mathcal{O}(1) \) s after bounce. At this point, the neutrino emission quickly comes to an end, providing a unique signature for black hole formation [16].

For the analysis presented in this paper we assume a 30 \( M_{\odot} \) progenitor and a hard equation of state.

More than 80% of supernovae may be obscured by dust and would thus not be optically visible [17]. The search method should therefore not depend on external information. The test statistics used to search for galactic supernovae with IceCube is the significance \( \xi = \Delta \mu / \sigma_{\Delta \mu} \), where \( \Delta \mu \) is the most likely collective rate deviation of all optical module noise rates from their running average. \( \sigma_{\Delta \mu} \) is the corresponding uncertainty calculated from the data, thus accounting for non-Poissonian behaviour in the dark rates. The significance should be centered at zero with unit width if no correlations are present. The calculation was done in consecutive, non-overlapping 500 ms wide time intervals.

Starting with a data set corresponding to in total 1101 days, several requirements are introduced to select high quality data. Short runs (0.43%), runs taken with calibration light sources (1.68%) and runs with an imperfect detector (3.93%) are discarded. Finally, more than 99% of all 500 ms time slices in each run must have associated information on the number of atmospheric muon hits. After applying these cuts, a dataset corresponding to a clean livetime of 887 days remains on which the analysis is performed.

A fast simulation, checked to produce the same results as the GEANT Monte Carlo, was used to produce toy supernovae according to the three models discussed above. The respective rates were then added to recorded optical module noise data of the detector, appropriately sampling the three periods of data taking.

Fig. 2 shows the simulated significance distribution for the detection of a supernova as function of distance for the Hüdepohl [14], Lawrence-Livermore [15] and Black Hole [16] models.

Fig 3 shows the distribution of significances for the 8.8 \( M_{\odot} \) [14] and 20 \( M_{\odot} \) [15] models, assuming two galactic progenitor distribution models [18, 19] (The significances of the Black Hole model lie beyond the range of the plot). Also shown is the measured significance distribution for 3 years of IceCube data taking.

The distribution narrows substantially, when hits from atmospheric muons are subtracted (see shaded distribution in Fig. 3). Single cosmic ray showers can produce muon bundles that trigger many optical modules. While cosmic ray muons contribute to the count rates of individual optical modules by only 3%, these hits are correlated across the
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Figure 1: $V_{\text{eff}}^+ / E_\gamma^+$ as function of depth for a recent model (Spice-Mie) of the optical absorption and scattering lengths in the antarctic glacier. The results are given for the IceCube (circles) and DeepCore (triangles) detectors. The uncertainties due to a different description of the optical ice properties (AHA model) and the way the photon propagation is implemented (tabulated vs. individual propagation of each photon) are indicated in the lower panels.

Figure 2: Significance versus distance for the three models described in the text. Three periods, corresponding to detector configurations with 40, 59 and 79 strings deployed, were simulated. The significance rises with the square root of the corresponding number of optical modules (particularly well visible for the Black Hole distribution at short distances). The changing density of points reflects the spiral nature of our Galaxy.

Figure 3: Measured significance distributions without (black line) and with (shaded grey) subtraction of atmospheric muons for data taken from April 2008 to May 2011 (significances above 6 standard deviations are kept blind). The distributions hardly overlap with the significances expected for the three supernova models studied assuming two progenitor radial distribution models for our Milky Way ([18] solid line, [19] dashed line, arbitrary normalization). Satellite and dwarf galaxies, such as the Magellanic Clouds, are not included in the simulation.

The analysis was kept blind for atmospheric muon corrected significance values above $6\sigma$. To be on the conservative side, we assumed a normal neutrino mass hierarchy, the progenitor distribution of [19] and lowered the effective volume by 15% to account for detection related systematic uncertainties and matter effects in the material of the Earth. We defined the significance cuts by requiring that at least 99% of all simulated core collapse supernovae

between noise data and expected signal (shaded area in Fig. 3), to search for signs of core collapse supernovae in the IceCube data.

detector, broadening the significance distribution as function of detector size. It also gives rise to a seasonal dependence of the trigger rate. This explains why the significance distribution in IceCube is widened by a factor of 1.26 - 1.46 compared to the expectation of unity, depending on the number of optical modules participating in the detector configuration and the season. It is possible to subtract a large fraction of the hits introduced by atmospheric muons from the total noise rate offline, as the number of hits is recorded for all triggered events. The width of the significance distribution then decreases to about 1.06, close to the expectation of unity. We use the subtracted distribution, which shows a substantially better separation
in our Galaxy would be detected for the Hüdepohl model. Fig. 4 shows the fraction of supernovae missed as function of significance cut for the three models studied. Note that the choice of neutrino mass hierarchy matters only for the Lawrence-Livermore model (dotted curves).

![Graph showing fraction of supernovae missed](image)

**Figure 4**: Fraction of supernovae missed in our Galaxy by imposing a cut on significance. A 15% systematic detector uncertainty is taken into account by respectively decreasing the nominal effective volume. Curves for normal (solid) and inverted (dashed) hierarchies are shown. The lines indicate the cut value, where 99% of all supernovae are retained.

**Figure 5**: Closeup of the data near the cut value for the Hüdepohl model. The muon subtracted data (blue) is kept blind for significances $> 6 \sigma$.

![Graph showing significance of data distribution](image)

**Figure 5**: Closeup of the data near the cut value for the Hüdepohl model. The muon subtracted data (blue) is kept blind for significances $> 6 \sigma$.

4 Conclusion

We set up a search for neutrinos from core collapse supernovae in our galaxy using IceCube data taken between April 2008 to May 2011. The result of this search, valid under conservative assumptions on the distribution of progenitors in the Milky way, their mass and type and accounting for systematic uncertainties, will be presented once the additional two additional years of data taking have been included. The analysis will also be further improved by extending the search to the Magellanic Clouds and employing improved noise reduction techniques.

References

[1] C. Giunti and C.W. Kim, Fundamentals of neutrino physics and astrophysics (New York: Oxford University Press) 517 (2007).
[2] R. V. Novoseltseva, Bulletin of the Russian Academy of Sciences, Physics 75 (2007) 419.
[3] F. Halzen, J. E. Jacobsen, & E. Zas, E, Phys. Rev. D 53 (1996) 7359.
[4] J. Ahrens et al., Astropart. Phys. 16 (2002) 345.
[5] R. Abbasi et al., A&A 535 (2011) A 109.
[6] P. Antonioli et al., New J. Phys. 6 (2004) 114.
[7] IceCube Coll., paper 0444 these proceedings.
[8] R. Bruijn, Nucl. Phys. B Proc. Suppl.( 2012) 00.
[9] D. Chirkin, Nucl. Instrum. Meth. A, in press, dx.doi.org/10.1016/j.nima.2012.11.170.
[10] N. E. Bramall et al., Geophysical Research Letters 32 (2005) L21815.
[11] M. G. Aartsen et al., Nucl. Instrum. Meth. A 711 (2013) 73.
[12] IceCube Coll., paper 0580 these proceedings.
[13] S. J. Smartt, Ann. Rev. A & A 47 (2009) 63.
[14] L. Hüdepohl, B. Müller, H.-T. Janka, A. Marek, & G. G. Raffelt, Phys. Rev. Lett. 104 (2010) 251101.
[15] T. Totani, K. Sato, H. E. Dalhed, J. R. Wilson 1998, Astroph. Phys. 496 (1988) 216.
[16] K. Sumiyoshi, S. Yamada, & H. Suzuki, Astrophys. J. 667 (2007) 382.
[17] S. Mathila et al., ApJ. 756 (2012) 111.
[18] A. Mirizzi, A., G. G. Raffelt, & P. D. Serpico, JCAP 0605 (2006) 012.
[19] M. Ahlers, F. Mertsch, & S. Sakar, Phys. Rev. D 80 (2009) 123017.
Measurement of neutrino oscillations with the full IceCube detector

The IceCube Collaboration.

1. See special section in these proceedings.

Corresponding author: Juan Pablo Yáñez

DESY, D-15735 Zeuthen, Germany

Abstract: We present preliminary results of the measurement of neutrino oscillations using the first year of data of the completed IceCube Neutrino Observatory. The DeepCore subarray is used to record atmospheric neutrinos that cross the Earth with energies as low as 10 GeV. The IceCube detector is employed to veto the background of muons produced by cosmic rays interacting in the atmosphere. The study benefits from tools designed to diminish the impact of systematic uncertainties and reliably reconstruct neutrinos at the detector’s energy threshold. In 343 days of livetime we find 1487 neutrino events. An analysis is performed on the shape of the two-dimensional energy-zenith angle distribution and, in the two flavor approximation, the oscillation parameters that best describe the data are $\sin^2(2\theta_{13}) = 1 (>0.93)$ and $|\Delta m^2_{23}| = 2.4 \pm 0.4 \times 10^{-3}$ eV$^2$.
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1 Introduction

It is a well established phenomenon that neutrinos change their flavor eigenstate during propagation, known as neutrino oscillations. Experiments have tested a wide range of energies and propagation distances finding that a minimal extension to the standard model, with 3 massive neutrinos, can accommodate most measurements made.

The value of the parameters that govern this phenomenon have to be obtained from data. For certain experimental set-ups it is possible to assume, with an accuracy of up to a few percent, that only two neutrinos are involved. In such cases, the probability for observing a neutrino with a flavor different from the original is given by

$$P(\nu_\alpha \to \nu_\beta) = \sin^2(2\theta) \sin^2(1.27\Delta m^2 L/E). \quad (1)$$

Here $\theta$ is the mixing angle between the two neutrino mass eigenstates, $\Delta m^2$ is the difference of the square of their masses in eV$^2$, $L$ is the distance traveled in kilometers, and $E$ the neutrino energy in GeV.

This proceeding describes a search for the disappearance of muon neutrinos produced in the atmosphere and detected by the IceCube+DeepCore detector. IceCube is a cubic-kilometer neutrino detector installed in the ice at the geographic South Pole [1] between depths of 1450 m and 2450 m. The DeepCore subarray as used in this analysis includes 7 standard strings plus 8 with denser and more sensitive instrumentation, which results in an energy threshold of $\sim (10)$ GeV [2]. The detection and reconstruction of neutrinos relies on the optical detection of Cherenkov radiation emitted by secondary particles produced in neutrino interactions in the surrounding ice.

Atmospheric neutrinos arise primarily from the decay of pions and kaons produced after interactions of cosmic rays with the atmosphere. They cover energies from a few MeV up to few hundred TeV, following a steeply falling spectrum [3]. The flavors produced, in order of abundance, are $\nu_\mu$, $\bar{\nu}_\mu$, $\nu_e$, and $\bar{\nu}_e$.

2 Analysis strategy

The current knowledge of oscillations indicates that maximum disappearance is expected for muon neutrinos of about 24 GeV after propagating 12,700 km, roughly the diameter of the Earth. For higher energies the disappearance effect is reduced, being less than 5% at 200 GeV. For lower energies the maximum is reached in shorter distances where the incoming direction is shifted towards the horizon.

Muon neutrinos are detected after they interact via charged current (CC) deep inelastic scattering. In a typical $\nu_\mu$ interaction at $E_\nu = 24$ GeV about half of the neutrino energy is transferred to the outgoing muon and half to the shower of hadrons at the interaction vertex. A 12 GeV muon in ice has a range of about 60 m, its primary energy loss mechanism being ionization. The shower has negligible elongation but is considerably brighter, with the hadrons depositing most of its energy as photons. The DeepCore subarray has string-to-string spacings from 40 m to 70 m in the plane parallel to the surface, and 7 m between photosensors in the vertical direction. The Cherenkov light from the detectable secondaries that constitute our signal can reach on average 15 digital optical modules (DOMs) distributed on up to 4 strings. The signal is so faint that the incomplete knowledge of the detector and the medium can have a large impact on its interpretation. These effects were found and reported in a previous analysis that searched for oscillation effects with a partial detector configuration [5].

In this work, complementary techniques for reducing the background are implemented, which are discussed in Section 3. We introduce a method designed to reduce the influence of the medium details on the outcome of reconstruction, described in Section 4. Remaining systematic uncertainties are parametrized and included in the estimation of the oscillation parameters, as discussed in Section 5.

1. For a review of neutrino oscillations see chapter 13 in [4].
3 Background reduction

There are two kinds of background events that affect this search. The first and largest are atmospheric muons that trigger the detector at a rate $10^7$ higher than the neutrinos. The second comes from the neutrinos themselves where neutral current interactions from all neutrino flavors, as well as CC interactions from $\nu_e$, make the oscillation signature weaker.

The atmospheric muon background is reduced by selecting events that start inside the fiducial volume. The DeepCore fiducial volume is situated at the bottom half of the IceCube detector and is surrounded by three layers of standard strings, which define the veto volume for the analysis. Different algorithms are used to search for hits in the veto region that could be connected with the event that triggered DeepCore. They do so by analyzing the event’s topology: the position of the first hit of the trigger, the distribution of hits as a function of time and the existence of clusters of causally connected hits in the veto region and isolated hits along directions with sparse instrumentation. After applying these cuts the signal is reduced by half providing a signal to background ratio of 2:1.

Quality cuts are applied on the result of the directional fit, explained in the following section. Functions for the expectation of a track and cascade are fit; the $\chi^2_{\text{cascade}}/\chi^2_{\text{track}}$ ratio is used to remove all-flavor neutral currents and CC events where only photons from the cascade at the interaction point are seen. A loose cut on the reduced $\chi^2$ of the reconstruction is also applied to further reduce the number of poorly reconstructed events.

4 Selection and reconstruction of signal events

4.1 Event selection

When a Cherenkov light cone intersects a string, the arrival time of the photons at given depths may be described by a hyperbola. The exact shape depends on the orientation of the cone and the distance between the string and the cone’s axis. Figure 1 depicts the pattern expected for two different cone orientations; photons arriving without a significant time delay produce a pattern of hits with these unambiguous signatures.

The first step of the selection is the search for events that contain clusters of hits in hyperbolic patterns. The DOM with the largest photon count serves as a seed and from it a scan is performed to determine if adjacent modules are included. The criterion is entirely defined by causality conditions with respect to the surrounding modules accepted, and the typical jitter and noise rates.

For a given event, each string is independently scanned. A minimum of three accepted DOMs are necessary in order to form a cluster. Events are selected if they contain at least five accepted DOMs. This selection is the most stringent condition applied but assures good event quality and, since it focuses on photons without time delay, removes the need for detailed knowledge of scattering parameters in the ice.

4.2 Event reconstruction

The distance that an atmospheric neutrino has traveled to the detector depends on its incoming zenith angle, reconstructed using the previously mentioned clusters of hits. Due to the cluster selection, the fit may be performed without the need of assuming any scattering of the photons. The Cherenkov cone expectation is fit following the method presented in [6]. It is worthwhile to note that by means of using this procedure it is possible to obtain reliable zenith angle reconstructions for events with clusters of hits in only one string. This decreases the acceptance energy threshold of the analysis for up-going directions to about 7 GeV where the disappearance signal is strongest.

The total energy of the neutrino is estimated from the light deposition of the hadronic cascade at the vertex and the length of the muon track. Using a fixed direction from the previously described angular reconstruction, an algorithm searches for the first point where a cascade can be accommodated. Following the direction of the event, a subset of hits is extracted from which the average light expectation of a muon track has been removed. This subset is assumed to come from the hadronic cascade and the most likely cascade energy to produce this hit pattern is deduced. The fit algorithm then moves along the direction to search for the best fit point of the end of a muon track with pure Cherenkov emission (other processes, like stochastic energy losses, are not considered). Muon tracks at the energies under discussion here have a roughly constant energy loss of 0.2 GeV/m, so the total energy of the neutrino can be estimated from the cascade energy ($E_{\text{cascade}}$) and the track length ($R_\mu$) as $E_\nu = E_{\text{cascade}} + R_\mu/5 \text{ m GeV}^{-1}$.

The energy distribution obtained for the final sample is shown in Fig. 2 after selection and reconstruction steps were applied. The sample, CC $\nu_e$, being the dominant component with close to 1/3 disappearing due to oscillations, peaks at an energy of 12 GeV.

Figure 3 shows the performance of the reconstructions used for the final event selection. A zenith angle resolution of 7 degrees, comparable with the kinematic angle between the neutrino and the muon in the sample, is obtained. The energy, resolved with an error of 0.25 in $\log_{10}(E)$, is also shown in Fig. 3 (bottom).
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5 Oscillation parameters extraction

The data were fit by the method of likelihood inference in the presence of nuisance parameters [7]. The observables were binned in an $8 \times 8$ histogram in $\cos(\theta)$ and $\log_{10}(E/[\text{GeV}])$ ranging from [-1, 0] and [0.9, 2] respectively.

5.1 Systematic uncertainties

The systematic uncertainties related to the flux of neutrinos include the overall normalization of the flux, the deviation in rate of $\nu_e$ with respect to $\nu_{\mu}$, and the spectral index. From the detector side the overall optical efficiency and the relative efficiency between DeepCore and IceCube DOMs are included. The properties of the bulk ice and the scattering coefficient $\alpha$ in the refrozen columns of ice where the strings are deployed are also varied. From the event selection the relative contribution of atmospheric muons to the final sample is also taken into account.

Systematic uncertainties that can be parametrized as a function of a single variable are included as nuisance parameters and fit together with the oscillation parameters of interest. When there is prior knowledge for a given parameter a term describing it is added to the likelihood, which has the form

$$-LLH = \sum_{i,j} (\mu_{i,j} - x_i \ln(\mu_{i,j})) + \frac{1}{2} \sum_k (q_k - \hat{q}_k)^2 \sigma_{q_k}^2. \quad (2)$$

Here the subscripts $i$ and $j$ run over the bins of the energy-zenith angle histogram, where the number of observed events $x$ is compared to the expectation $\mu_i$, which depends on the oscillation parameters $\theta_{23}$, $\Delta m^2_{32}$ and nuisance parameters $q$. The subscript $k$ runs over the list of nuisance parameters for which prior knowledge exists, penalizing deviations from the mean value $\hat{q}$ in units of its uncertainty $\sigma_q$.

Table 1 contains the list of systematic uncertainties that were considered, as well as their priors and allowed ranges. The first four are related to the relative weight of an event with respect to the sample and can be implemented by modifying those quantities. The remaining systematics must be simulated individually and propagated through the analysis chain in order to be included.

The effects of uncertainties derived from simulation with the exception of the bulk ice properties are applied bin-wise in the energy-zenith angle histogram. The change in the expectation $\mu$ is parametrized as a function of the single variable that describes the uncertainty. They are derived independently and applied as multiplicative factors $g_l$, where $l$ runs over the simulation-derived sources of uncertainty, to the baseline simulation. The number of events expected in the $i,j$-th bin is then

$$\mu_{i,j} = \mu_{i,j,\text{baseline}} (\theta_{23}, \Delta m^2_{32}, q_w) \prod_{l} g_l(q_l). \quad (3)$$

where $q_w$ denotes the dependence on the nuisance parameters that can be modified in the weights.

By using this parametrization it is possible to vary all the systematic uncertainties at once, which is a basic requirement for a correct minimization. This approach does assume that the effects of each change can be factorized, which is strictly correct only when discussing individual photons. The impact on event counts could be correlated, but this has not yet been included. Tests have been performed on control samples and, thus far, no abnormal effects have been observed.

The uncertainty on the description of the bulk ice is assessed using simulation generated with different ice models and the best fit oscillation parameters as inferred from the data. The simulation is fit and confidence regions
are constructed. The deviations of these confidence regions from the baseline simulation are calculated and added in quadrature to the confidence intervals obtained from the data. This can only be done because most of the impact of the differences in the ice description are negligible and/or absorbed by the analysis chain. The correction that must be applied is small with respect to the effect of other systematic shifts. All results are shown with this correction clearly separated.

6 Results and Discussion

The analysis presented was applied to the first year of data taken by IceCube, from May 2011 until April 2012. In 343 days of livetime, 1487 neutrino events were found. A scan of the oscillation parameters was performed, the results of which are summarized in Fig. 4. The best fit, as well as the regions corresponding to the 68 % and 90 % confidence levels, as calculated from the LLH ratio, are shown. Two sets of confidence contours appear in Fig. 4 corresponding to those with all systematic uncertainties included (gray) and those without the uncertainties on the ice description (black).

Fig. 4: Best fit, 68 % and 90 % confidence intervals. Contours including all systematic uncertainties (gray) and neglecting the uncertainties on the description of the bulk ice (black).

The best fit values for single parameters obtained from the likelihood profile are \( \sin^2(2\theta_{23}) = 1 (> 0.93 \text{ at } 68 \% \text{ C.L.}) \) and \( |\Delta m^2_{32}| = 2.4 \pm 0.4 \cdot 10^{-3} \text{ eV}^2 \). Table 2 contains the values of the nuisance parameters at the best fit point.

The agreement between data and simulation was tested using a \( \chi^2 \). The result is 48.8/54 d.o.f. The energy and zenith angle distributions of the sample and the best fit simulation, which includes the fit nuisance parameters, are shown in Fig. 5.

Fig. 5: Zenith angle and energy distributions of data and best fit simulation. Statistical errors are added to the data; systematic errors are attributed to the simulation.

by the data. Preliminary results are presented that show improvement with respect to a previous measurement [5]. Results will be updated when more data are available.

7 Summary and Conclusions

A method to measure neutrino oscillations with the full IceCube detector has been described. It uses reconstruction techniques that aim to reduce the impact of systematic uncertainties of the medium and implements the remaining uncertainties as nuisance parameters to be constrained

| Nuisance parameter       | Best fit               |
|--------------------------|------------------------|
| Atm. \( \mu \) contamination | 7.6 %                  |
| \( \nu_e \) deviation     | -0.5% (0.02 \( \sigma \)) |
| Spectral index           | 2.66 (0.2 \( \sigma \)) |
| Optical efficiency       | +2.7% (0.3 \( \sigma \)) |
| Relative DOM eff.        | 35.1% (0.05 \( \sigma \)) |
| Ice columns \( \alpha \) [1/cm] | 0.018 (0.15 \( \sigma \)) |

Table 2: Values (and deviations in units of sigma) for the nuisance parameters at the best fit point between data and simulation.
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Abstract: The IceCube Neutrino Observatory is a 1 km³ Cherenkov detector located at the geographic South Pole. It records atmospheric muon neutrinos with unprecedented statistics of several tens of thousands of identified neutrino events per year and has proven to be suitable for the measurement of muon neutrino disappearance due to neutrino oscillations. Similarly, IceCube is able to search for additional states of sterile neutrinos with mass differences on the order of 1 eV. If additional sterile neutrino states exist, they will cause unique disappearance signatures for muon neutrinos in the energy range of a few TeV due to matter effects. The survival probability depends on the energy and the path of the neutrino through the Earth and thus its zenith angle. The high statistics and resolutions in the relevant range of energies make IceCube an ideal tool for testing models of one or more sterile neutrinos.

This work will present an analysis that investigates this signature, using one year of data taken with the IceCube 59-string configuration. It will also discuss the sensitivity that can be reached with five years of data, taken by the 86-string configuration.
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1 Introduction

Neutrino oscillations have become a large research topic over the last decades. The fact that neutrinos are not massless is well established and is the first obvious deviation from the current Standard Model of Particle Physics[1]. Recent results from different neutrino oscillation experiments indicate that there might be effects that can not be explained well with the current model of neutrino oscillations. Examples for such results are the $\nu_e \rightarrow \nu_x$ measurements of the two neutrino beam experiments LSND[2] and MiniBooNE[3], as well as various reactor neutrino rate measurements, which see fewer electron antineutrino events than expected within the current model[4]. One way to explain these results is to add additional flavors of neutrinos in a mass range of $\Delta m^2_{32} \approx 1 \, \text{eV}^2$. These additional flavor states do not participate in the weak interaction, hence they are called sterile[5]. Because of this property, their existence would not violate the well-known limit on the number of light neutrinos from $Z_0$ branching ratio measurements at the LEP[6].

2 The IceCube Neutrino Observatory

The IceCube Neutrino Observatory is a neutrino detector located at the Amundsen-Scott South Pole Station. It uses the naturally clear ice of Antarctica as optical medium to observe Cherenkov radiation emitted by charged leptons that have been created by neutrino interactions in the ice. Its active volume of about one cubic kilometer lies at a depth of about 1.5 to 2.5 km beneath the surface of the ice and is instrumented with 5160 digital optical modules (DOMs) evenly distributed over 86 vertical cables called strings. IceCube was completed in December 2010, but it has already been taking data in the years before. The analysis presented here is conducted on data taken with the 59-string configuration between May 2009 and May 2010, called IC59.

Due to its large size, the IceCube detector is triggered by on the order of 100 000 neutrinos per year. However, because of the small interaction probability of neutrinos with matter, the rate with which muons generated in cosmic-ray air showers (i.e., atmospheric muons) trigger the detector is higher by many orders of magnitude. Atmospheric muons can reach IceCube only from above because they can not traverse more than a few kilometers of matter, so tracks that are upward-going are a good indication for neutrino-induced muons. Unfortunately, a small fraction of the atmospheric muon tracks is misreconstructed as upwards-going and – because of their much higher rates – dominates the triggered dataset. To clean the dataset of atmospheric muons and badly reconstructed tracks, it is necessary to restrict it to high-quality events. The event selection used for this analysis yields approximately 22 000 muon neutrino events, contaminated by less than 70 atmospheric muon events and is discussed in detail in [7], where it is used in a search for extragalactic high-energy muon neutrinos.

3 Neutrino Oscillations in Matter

The analysis discussed here is a neutrino disappearance analysis, conducted with muon neutrinos that are created in cosmic-ray air showers in the Earth’s atmosphere. To illustrate the basic principle, it is helpful to first regard the simple formula for the probability of a flavor change for two-flavor oscillations in vacuum,

$$P = \sin^2(2\theta_{\text{max}}) \sin^2 \left( \frac{\Delta m^2_{32} L}{2E_\nu} \frac{\text{GeV}}{\text{eV}^2 \text{km}} \right).$$

...
Figure 1: Sketch of the Earth with the IceCube detector and a cosmic-ray shower with atmospheric neutrino to illustrate the zenith angle $\theta$ and the oscillation path length $L$.

Figure 2: Resolution of the reconstructed zenith angle $\theta$ for a simulated dataset of the final event selection. Shown is the median and the 25% and 75% quantile of $\theta$ in dependence of the true neutrino energy $E_\nu$.

$\theta_{\text{max}}$, $\Delta m^2$, are parameters that are explained below, $E_\nu$ is the neutrino energy, and $L$ is the length the neutrino traveled after it was created in an interaction, also called baseline. To experimentally determine the constants $\theta_{\text{max}}$, and $\Delta m^2$, one can compare the rate of measured neutrinos with the rate of neutrinos expected from simulations at various values of $L$ and $E_\nu$ and find the best matching values for the constants. As IceCube measures atmospheric neutrinos that travel up to two Earth radii before they reach the detector, it has access to baselines between about 150 km and 12000 km, and to neutrino energies between about 10 GeV and 100 TeV. The baseline is defined by the zenith angle $\theta$ of the neutrino as can be seen in fig. 1. For the energies above 100 GeV that are relevant for this analysis, this angle can be measured with great precision and accuracy, see fig. 2. The neutrino energy can be inferred by measuring the energy of the induced muon. As can be seen in fig. 3, the energy resolution is somewhat limited because of the fact that the induced muon does not get the full energy of the neutrino, and that the interaction might have happened an unknown distance outside the detector. However, as shown below, it is sufficient given the statistical precision that can be achieved with IceCube.

To understand the signatures this analysis is looking for, it is necessary to replace the two-flavor vacuum model by a more complex one. Neutrino oscillations between $N$ flavors of neutrinos occur due to the $N$ mass eigenstates $\nu_i$, not being identical to the $N$ flavor eigenstates regarding the weak interaction, $\nu_{\alpha}$. Instead, the eigenstates can be described as linear combinations of each other, given by the Pontecorvo-Maki-Nakagawa-Sakata (PMNS) matrix $U$:

$$\nu_{\alpha} = \sum_i U_{\alpha i} \nu_i$$

$U$ can be parametrized as a product of rotation matrices

where $\theta_{ij}$ are the mixing angles and $\delta_{ij}$ are CP-violating Dirac phases. In general, $U$ also gets multiplied by a diagonal matrix containing CP-violating Majorana phases, but these do not have any influence on oscillation effects and can therefore be ignored for this work. The parametrization has to be given explicitly because rotation matrices do not commute and for $N > 3$ there is no canonical parametrization. In total, $U$ depends on $\frac{1}{2}N(N-1)$ mixing angles, but only on $\frac{1}{2}(N-1)(N-2)$ Dirac phases because additional phases are redundant.

Using the PMNS matrix $U$, the oscillation probabilities can then be computed numerically by solving the $N$-dimensional Schrödinger equation

$$i \frac{d}{dx} \langle \nu_{\text{flavor}} \rangle = \frac{1}{2E_\nu} (H_0 + A) \langle \nu_{\text{flavor}} \rangle ,$$

where $H_0 = U \cdot \text{diag}(\Delta m^2) \cdot U^\dagger$ depends on the squared neutrino mass differences $\Delta m^2_{ij} = m^2_i - m^2_j$. The choice of $m^2_1$ as point of reference is arbitrary, as every matrix proportional to identity does not influence the oscillation probabilities. $A$ describes an effective squared mass, induced by the matter the neutrinos traverse. For this induced mass, only interactions are relevant in which the neutrino is preserved: The three conventional flavors can scatter on nucleons and electrons by neutral-current (NC) interactions, and electron neutrinos can additionally scatter by charged-current (CC) interactions on the many electrons present in Earth’s matter without the neutrino being absorbed. Analyses that investigate the first oscillation maximum between muon and tau neutrinos can typically neglect matter effects because muon and tau neutrinos see the same matter potential. However, sterile neutrinos lack possibilities to interact weakly by definition, which leads to...
strong matter effects in the oscillation between sterile and conventional neutrinos. The effective squared mass term becomes \( A = \text{diag}(A_{CC}, A_{ANC}, A_{ANC}, 0, \ldots) \) with \( A_{CC} = \pm 2 \sqrt{2} G_F \rho N_A Y_e E_v \) and \( A_{ANC} = \pm \sqrt{2} G_F \rho N_A Y_\nu E_v \), where \( G_F \) is Fermi’s constant, \( \rho \) is the mass density, \( N_A \) Avogadro’s constant, and \( Y_e \) is the electron fraction \( (Y_e = Y_p = 1 - Y_\nu)[8] \). Due to the density-dependent terms, neutrinos can experience oscillation resonances in matter that can strongly enhance oscillation probabilities even for otherwise very small mixing angles[9]. This effect is exploited for this muon neutrino disappearance analysis, significantly improving its sensitivity. The signs of \( A_{CC} \) and \( A_{ANC} \) are different for particles and antiparticles and depend on both the conventional mass hierarchy, i.e., \( sgn(\Delta m^2_{42}) \), and on the sign of \( \Delta m^2_{23} \). Therefore, in general, resonances that enhance oscillation effects for particles suppress them for antiparticles and vice versa. However, IceCube can not distinguish between particles and antiparticles, so for the purpose of this analysis, the probabilities are averaged between both.

4 Analysis Method

As described above, the oscillation probability depends on the path the neutrino has taken through the Earth and on its energy \( E_v \). As the Earth can be approximated as a symmetrical sphere, the path of the neutrino only depends on the zenith angle \( \theta \) (fig. 1). The general analysis strategy is to employ a two-dimensional likelihood ratio test to check for the disappearance signature in the atmospheric muon neutrino distribution, binned in the reconstructed values for \( \cos(\theta) \) and \( E_{\text{rec}} \). For the matter density \( \rho \) of the Earth, the Preliminary Reference Earth Model (PREM) is used[10].

The oscillation probabilities have been calculated using the Python tool nucraft.\(^1\) For details such as the handling of the Earth’s atmosphere, please refer to [11].

An example for the atmospheric muon neutrino disappearance signature given one sterile neutrino can be seen in fig. 4. The parameters of the sterile neutrino have been chosen to be \( \Delta m^2_{23} = 0.5 eV^2 \), \( \theta_{23} = 45^\circ \), and \( \theta_{14} = \theta_{13} = 0^\circ \), because these values have not been excluded by MINOS in 2011[12], yet are large enough to serve well for illustrative purposes. The plot shows the survival probability averaged

between muon neutrinos and antineutrinos. A strong oscillation minimum due to a resonance can be seen at about 4 TeV for the particles that traversed the inner core of the Earth. Variation of \( \Delta m^2_{23} \) leads to a shift of the minimum on the \( E_v \) axis, while variation of \( \theta_{23} \) shifts the minimum along the zenith angle axis and also steers the depth and shape of the minimum. \( \theta_{14} \) controls the mixing between electron and sterile neutrinos and is negligible for the atmospheric muon neutrino disappearance as seen by IceCube, whereas the tau-sterile angle \( \theta_{34} \) influences depth and shape roughly similar to \( \theta_{23} \), as long as \( \theta_{34} \neq 0 \)[11]. A side-effect of \( \theta_{34} \neq 0 \) is that a large fraction of the muon neutrinos will not oscillate to sterile neutrinos, but to tau neutrinos instead. However, at the relevant energies of a few TeV, 85% of the tau neutrinos that interact produce cascade-like signatures and the remaining 15% produce faint muon tracks with large initial cascades, so they are strongly suppressed by the event selection that favors track-like signatures.

For this analysis, it was decided to limit the likelihood scan to the physics parameters \( \Delta m^2_{23} \) and \( \theta_{34} \). These two parameters suffice to reproduce all signatures 3+1 models can assume in IceCube, especially considering IceCube’s somewhat limited energy resolution. The analysis still remains sensitive to models with 3+2 or more neutrino flavors, because the signatures of these models can be approximated well as superposition of 3+1 signatures, and are therefore much more similar to 3+1 models than to 3+0 models. After the likelihood scan has been conducted, selected models that have not been considered in the scan will be examined.

Instead of a standard Poisson likelihood that only takes into account statistical uncertainties of the measured data, a formulation is used that also takes into account statistical uncertainties of the simulated reference histograms [13]. Using this likelihood, a scan is performed in the parameter range of \( \Delta m^2_{23} = 10^{-2.0} \ldots 10^{0.7} eV^2 \). The likelihood ratios, i.e., the differences between the logarithmic likelihood values for a given pair of parameters and the null hypothesis, \( \mathcal{L}(\Delta m^2_{23}, \theta_{34}) - \mathcal{L}(0, 0) \), are then used as a test statistic. According to Wilks’ theorem, two times the likelihood ratios follow a \( \chi^2 \) distribution with two degrees of freedom if the null hypothesis is true[14]. Although the preconditions of Wilks’ theorem are not clearly fulfilled by this analysis, the applicability of Wilks’ theorem has been verified empirically.

5 Systematic Uncertainties

Systematic uncertainties play an important role in this analysis, as it relies heavily on the agreement between simulated and measured data. All theoretical uncertainties that can have an effect on the energy or the zenith angle spectrum must be taken into account. In this analysis, this is achieved by parametrizing these effects and including them into the likelihood function as nuisance parameters as described in [15]. The meaning of nuisance parameters is that in contrast to the physics parameters in the likelihood function, the fit results for them will not be considered to be measurements of the physical quantities they describe, because they have not been tested to not be degenerate with other nuisance parameters that may or may not have been implemented in the fit. As required by likelihood ratio tests, nuisance parameters get minimized independently for both

\(^1\) available at nucraft.hepforge.org
null hypothesis and signal hypothesis at every point of the LLH scan[16].

The continuous nuisance parameters that are included in the likelihood function are the total neutrino flux, the cosmic-ray spectral index, the pion-kaon ratio in cosmic ray interactions, and the relative optical efficiency of IceCube’s DOMs. Uncertainties in the optical model of the ice in which IceCube is embedded will be taken into account (without priors), except for the ice model.

6 Sensitivity and Outlook

The sensitivity of this analysis has been estimated using the so-called Asimov approach, in which it is derived from the most representative simulated dataset as described in [16]. Figure 5 shows the sensitivity with which IC59 can exclude certain pairs of $\Delta m_{42}^2$ and $\theta_{24}$, given the null hypothesis and the remaining oscillation parameters as in fig. 4. It shows that for $\Delta m_{42}^2 \approx 0.1 \text{eV}^2$, $\theta_{24}$ mixing angles of $12^\circ$ can be probed at a 90% confidence level. At smaller and larger $\Delta m_{42}^2$, the sensitivity diminishes due to the oscillation minimum moving into regions of lower statistics. It is expected that the sensitivity of the analysis improves significantly when priors on the nuisance parameters get implemented that restrict the uncertainties to parameter regions that have not yet been excluded.

Figure 6 shows a projection of this analysis to a five-year dataset taken with IC86, containing 200 000 muon neutrino events. It can be seen that the analysis on IC59 is currently limited by the statistics of the data and not by systematic uncertainties. The projection is conservative in the sense that the event selection could be modified to include more low-energy events, further boosting the sensitivity for low values of $\Delta m_{42}^2$. This should be fairly easy, because from the 79-string configuration onwards, IceCube’s low-energy extension DeepCore is available to reach energies as low as 10 GeV. Also, the larger detector allows for better angular and especially energy reconstruction, which is not taken into account by this projection.

The next steps for this analysis are to finalize systematic studies and then to apply the analysis on the experimental data and calculate limits. Logical next steps are the extension to lower neutrino energies to increase the sensitivity for lower values of $\Delta m_{42}^2$, and to move on to multi-year datasets taken with newer configurations of IceCube as they become available.
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Study of the sensitivity of IceCube/DeepCore to atmospheric neutrino oscillations

THE ICECUBE COLLABORATION

1 See special section in these proceedings

Abstract: The IceCube Neutrino Observatory located at the geographical South Pole is the world’s largest neutrino detector. One of the design goals of its low energy extension DeepCore is to increase the sensitivity to atmospheric neutrino oscillations. IceCube/DeepCore has already seen atmospheric neutrino oscillations with high statistical significance. In this work we explore the potential of the detector to constrain competitively the atmospheric mixing parameters and to test the maximal mixing hypothesis. Based on the current performance of our oscillation analyses, IceCube/DeepCore can establish non-maximal mixing ($\theta_{23} \neq 45^\circ$) at the 3$\sigma$ level with four years of data for $\sin^2(2\theta_{23}) \leq 0.90$ with full systematic uncertainties at our present level of understanding.
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1 Neutrino Oscillations with IceCube/DeepCore

Interactions of cosmic rays in the atmosphere provide us with electron and muon (anti)neutrinos with a wide energy range and from different zenith angles $\phi$, corresponding to different average neutrino propagation lengths. Neutrino oscillations have been observed by many experiments covering different energy ranges, propagation lengths and neutrino channels. Recently, the atmospheric muon neutrino disappearance has been measured with high statistical significance by IceCube/DeepCore [1, 2, 3] in an energy range not explored before.

IceCube is a cubic-kilometer neutrino observatory installed in the ice at the geographic South Pole [4] between depths of 1450 m and 2450 m. Detector construction started in 2005 and finished in 2010. This study is based on the performance of the 79-string configuration, which was taking data in 2010 before completion of the detector. The DeepCore subarray [5] as defined in this study includes six densely instrumented strings optimized for low energies and seven adjacent standard strings. Neutrino energy and zenith angle reconstruction relies on the optical detection of Cherenkov radiation emitted by secondary particles produced in neutrino interactions with the deployed digital optical modules (DOMs).

DeepCore lowers the energy threshold to 10 GeV which allows the observation of the first minimum of the muon neutrino survival probability. This minimum is at $\sim 25$ GeV for vertically upgoing neutrinos ($\phi = 180^\circ$) travelling $12.7 \cdot 10^3$ km through the Earth before reaching the detector and shifts progressively to lower energies for $\phi < 180^\circ$. The muon neutrino survival probability is calculated in the two flavour formalism:

$$P_{\nu_\mu \to \nu_\mu} = 1 - \sin^2(2\theta_{23}) \sin^2 \left( 1.27 \frac{\Delta m^2_{32} L}{E} \right)$$

with the propagation length $L$, the neutrino energy $E$ and the atmospheric oscillation parameter $\Delta m^2_{32}$ (mass splitting) and $\theta_{23}$ (mixing angle).

In this work, we explore the potential of the detector to constrain competitively the atmospheric mixing parameters and to test the maximal mixing hypothesis in the near future when higher statistics samples and better event reconstruction methods for low energy events will be available.

2 Monte Carlo Event Sample

This Monte Carlo (MC) study is based on the low energy event selection from [2], but assumes a ten times higher signal statistics as realized in [1]. The simulated data are binned in a two dimensional histogram with ten $\cos(\phi)$ bins ranging from -1 to 0 and five $\log(E/\text{GeV})$ bins ranging from 1 to 2.

The zenith angle is reconstructed using the algorithm described in [6] with a median resolution of 8°. The energy estimator is not based on an existing reconstruction algorithm, but instead uses the true (MC) energy with a Gaussian smearing. Inspired by [7], the width of the Gaussian has a constant term and an energy dependent term: $(\sigma_E/\text{GeV})^2 = s^2 + (0.2 \cdot E/\text{GeV})^2$.

The constant term is meant to describe the uncertainty on the determination of the muon track length (1 GeV corresponds to 5 m), while the energy dependent term accounts for the fluctuations in the fraction of the energy that is transferred to the muon in the neutrino interaction.

Initial studies have shown that a median energy resolution of around 50% at 10 GeV is achievable, and although the assumed resolution has not yet been reached for the higher energies it is a realistic expectation.

3 Background

The background for charged current muon neutrino interactions comes from neutral current interactions of all flavours,
atmospheric muons and interactions of atmospheric electron neutrinos and appearing tau neutrinos.

The atmospheric muon background is reduced by using the outer strings surrounding DeepCore as an active veto [8]. In current analyses [1, 2, 3], the muon background is reduced to below 10% of the total event rate, depending on the event selection. Atmospheric electron neutrinos make up ~10% of all events.

For this study, we assumed 10% electron neutrinos and 10% tau neutrinos (relative to the muon neutrino deficit) as background.

4 Test Statistic
The comparison of the zenith-energy histograms is performed with the covariance approach [9] with the test statistic

\[ \chi^2 = \sum_{m,n} \left( \frac{R^{\exp}_m - R^{\text{theo}}_m}{\sigma_{mn}} \right)^2 \]

where \( N \) is the number of observables (histogram bins) and their corresponding experimental observations \( R^{\exp}_m \) and their predictions \( R^{\text{theo}}_m \) and \( \sigma_{mn} \) is the covariance matrix

\[ \sigma_{mn} = \delta_{mn} u_n u_m + \sum_{k=1}^{K} c_n^{k} c_m^{k} \]

with uncorrelated errors \( u_n \) (“statistical uncertainties”) and \( K \) correlated errors \( c_n^{k} \) (“systematic uncertainties”).

The atmospheric oscillation parameters are extracted by varying the oscillation parameter values that go into the predictions of the observables and evaluating the test statistic for all parameter values. This yields best fit parameter values at the \( \chi^2 \) minimum and confidence regions from the \( \chi^2 \) surface.

5 Systematic Uncertainties
Besides the atmospheric oscillation parameters there are additional experimental and theoretical uncertainties that affect the outcome of the measurement systematically. The uncertainties are propagated in the simulation to the final event selection level to estimate the effect on the observables. The underlying assumption is that the uncertainties propagate linearly and changing the \( k \)-th uncertainty parameter by \( x \sigma \) shifts the \( n \)-th observable by \( x c_n^{k} \).

Six sources of systematic uncertainties, thereof three of experimental origin and three in theoretical predictions, were included in the study. The uncertainty of the optical efficiency of the photon yield and detection by IceCube DOMs is assumed to be \( \pm 10\% \) and the relative sensitivity of the high quantum efficiency DeepCore DOMs compared to standard DOMs is assumed to be \( (135 \pm 3\%) \). To estimate the effect of the uncertainties on the optical ice properties two different ice models [10, 11] were compared. The uncertainties on the atmospheric neutrino fluxes were investigated by varying the overall flux normalization by \( \pm 25\% \), the cosmic ray spectral index by \( \pm 0.05 \) and comparing two different calculations [12, 13] with different assumptions about the hadronic interactions in the atmosphere. The uncertainty on the neutrino cross sections is assumed to be degenerate with the uncertainties on the atmospheric neutrino fluxes and it is not included explicitly as an additional systematic uncertainty.

This uncertainty ranges, as used in current analyses (e.g. [2]), are conservative estimates since we are working on a better understanding and reduction of our systematic uncertainties.

6 Sensitivity Calculations
To estimate the median significance at which we could measure the injected oscillation parameters we used the so-called Asimov data set [14], the MC prediction for the assumed true parameter values, as pseudo-data. This pseudo-data was then compared to the MC predictions with varying atmospheric neutrino oscillation parameters.

Confidence regions were calculated with a \( \Delta \chi^2 \) threshold based on Wilks’ theorem [15]. We assume a \( \chi^2 \) distribution of the test statistic with the number of degrees of freedom corresponding to the number of neutrino oscillation parameters used in the fit. Ensemble tests have been performed to test this assumption. The real distribution of the test statistic lies between one and two degrees of freedom, while our calculations assume two degrees of freedom, therefore the constructed confidence regions have an over-coverage. The main reason for this deviation is the proximity of the boundary of the parameter space at \( \sin^2(2\theta_{23}) = 1 \) which violates the regularity conditions of Wilks’ theorem.

For the sensitivity to the exclusion of maximal mixing as a function of \( \sin^2(2\theta_{23}) \) we fitted the atmospheric oscillation parameters for various injected \( \sin^2(2\theta_{23}) \) values and \( \Delta \chi^2_{32} = 2.4 \cdot 10^{-3} \text{ eV}^2 \). We minimized the test statistic \( \chi^2 \) over \( \Delta \chi^2_{32} \) to take into account the degeneracy of the atmospheric neutrino oscillation parameters. The median significance is then given by the \( \chi^2 \) difference between the best fit (which is at the injected parameter value when using the Asimov data set) and \( \sin^2(2\theta_{23}) = 1 \). The test statistic is assumed to follow a \( \chi^2 \) distribution with one degree of freedom due to the minimization over \( \Delta \chi^2_{32} \).

Figure 1 shows the sensitivity to the exclusion of maximal mixing depending on \( \sin^2(2\theta_{23}) \) that can be achieved with higher statistics samples.

IceCube/DeepCore can establish non-maximal mixing at the 3\( \sigma \) level with four years of data for \( \sin^2(2\theta_{23}) \leq 0.90 \) with full systematic uncertainties. With six years of data IceCube/DeepCore measurements will also be competitive with current constraints of the atmospheric neutrino oscillation parameters (see Figure 2).

7 Discussion
The challenge for future analyses will be to keep more events while maintaining a high quality and purity of the event sample. While the sample used in this study has an energy distribution that peaks at 40 GeV, further improvement is expected from the inclusion of more low energy events down to below 10 GeV, where degeneracies between the atmospheric neutrino oscillation parameters are reduced. At these energies three flavour effects become important, which might give rise to a sensitivity to the octant of the atmospheric mixing angle. In the two flavour approximation the muon neutrino survival probability depends on \( \sin^2(2\theta_{23}) \) and is therefore symmetric around \( \theta_{23} = 45^\circ \),
whereas the three flavour formalism distinguishes between \( \theta_{23} < 45^\circ \) (lower octant) and \( \theta_{23} > 45^\circ \) (higher octant).

A better understanding of the experimental and theoretical systematic uncertainties will improve the sensitivity to the atmospheric oscillation parameters. While we are limited by statistics at the moment, a 5\( \sigma \) exclusion of non-maximal mixing with the given assumptions about background rejection and energy and zenith angle resolution will require reductions in our present systematic uncertainties. The systematic uncertainty on the atmospheric electron neutrino flux has the largest effect on the sensitivity, whereas the three flavour formalism distinguishes between \( \theta_{23} < 45^\circ \) (lower octant) and \( \theta_{23} > 45^\circ \) (higher octant).

This uncertainty will be reduced by calibration efforts in the lab and in situ.

Furthermore this study is based on the 79 string configuration, the following years of data are taken with the 86 string configuration containing two additional DeepCore strings with shorter string-to-string spacing. Additional DeepCore strings should improve the reconstruction quality and therefore also the background rejection. The
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Abstract: With its low-energy extension DeepCore, the IceCube Neutrino Observatory at the Amundsen-Scott South Pole Station is able to detect neutrino events with energies as low as 10 GeV. This permits the investigation of flavor oscillations of atmospheric muon neutrinos by observing their zenith direction and energy. Maximum disappearance is expected for vertically upward moving muon neutrinos at around 25 GeV. A recent analysis has rejected the non-oscillation hypothesis with a significance of about 5 standard deviations based on data obtained with IceCube while it was operating in its 79-string configuration [1]. The analysis presented here uses data from the same detector configuration, but implements a more powerful approach for the event selection, which yields a dataset with significantly higher statistics of more than 8000 events. We present new results based on a likelihood analysis of the two observables zenith angle and energy. The non-oscillation hypothesis is again rejected with a significance of about 5.1 standard deviations. In the 2-flavor approximation, our best-fit oscillation parameters are \( \Delta m_{23}^2 = (2.45 \pm 0.7) \times 10^{-3} \text{eV}^2 \) and \( \sin^2(2\theta_{23}) = 1.0^{+0.3}_{-0.15} \).
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1 Introduction

Flavor oscillations of atmospheric neutrinos have been established by a wide range of experiments. Recently, they have also been observed by neutrino telescopes [1, 2], in an energy range above 10 GeV, previously not covered by other experiments. With the results presented here, IceCube improves the precision of the measurements in this energy range.

IceCube is a cubic-kilometer size neutrino detector installed in the ice at the geographic South Pole [3] between depths of 1450 m and 2450 m. Detector construction finished in December 2010, when all 86 strings of 60 detector modules each had been deployed. The event reconstruction relies on the optical detection of Cherenkov radiation emitted by secondary particles produced in neutrino interactions in the surrounding ice. Of fundamental importance for the analysis presented here is the DeepCore subarray. In the configuration that is used in this analysis, DeepCore consists of 6 densely instrumented strings plus 7 adjacent standard strings. It lowers IceCube’s threshold to neutrino energies as low as 10 GeV, and thus opens a new window on the physics of atmospheric neutrino oscillations [4]. Atmospheric muon neutrinos moving vertically upwards through the detector have traveled roughly 12 700 km through the Earth since their production in the atmosphere of the northern hemisphere. For these events, maximum disappearance is expected around 25 GeV due to flavor oscillations. For smaller zenith angles the disappearance maximum shifts to lower energies. Fig. 1 shows the expected zenith angle and energy-dependent pattern in the muon neutrino survival probability. A previous IceCube analysis [1] has established the observation of neutrino oscillations and rejected the non-oscillation hypothesis with a significance of more than 5 standard deviations using standard methods for event selection and reconstruction. The analysis presented here uses data taken with the same detector configuration with 79 strings between May 2010 and May 2011, but implements different event selection and reconstruction techniques and aims for an improved measurement of the oscillation parameters \( \Delta m_{23}^2 \) and \( \sin^2(2\theta_{23}) \). For our energy range, the simple 2-flavor formalism is adequate to describe neutrino oscillations. The survival probability in this formalism is given by

\[
P (v_\mu \rightarrow v_\mu) = 1 - \sin^2(2\theta_{23}) \sin^2 \left( 1.27 \Delta m_{23}^2 \frac{L}{E} \right)
\]

with the neutrino propagation length \( L \) in km and the neutrino energy \( E \) in GeV.

2 Event selection

The primary background for this analysis is downward-going cosmic-ray-induced muons. Only a small number of these events are misreconstructed as coming up through the Earth, but the high rate would still dominate over the rate of the atmospheric neutrino signal without further event selection. Rejection of this background is usually achieved in IceCube analyses by requiring a high reconstruction quality, such as the goodness of the track fit. This approach yields a sample of high-quality events, but introduces selection biases in the observed distributions of zenith angle and energy. Higher energy events naturally are easier to reconstruct, leading to “better” values in the reconstruction quality variables, and are therefore preferred by an event selection relying on this type of variables. These potential
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Biases must be carefully accounted for through simulation. For this analysis a different approach has been developed, which searches for starting events, which cannot be induced by atmospheric muons from cosmic-ray air showers and are therefore a clear signature of a neutrino interaction. This approach uses the outer layers of IceCube to reject atmospheric muons and achieves more unbiased distributions of zenith angle and energy.

Different veto techniques are employed throughout the event selection. First, an online filter algorithm rejects events based on their particle speed, which is defined by the times of hits (i.e., detector modules with a signal) in the veto region relative to the center of gravity of hits in DeepCore. This step reduces the background from misreconstructed cosmic-ray muons by more than an order of magnitude, while keeping more than 99% of the desired signal. Another example of a higher-level veto algorithm is illustrated in Fig. 2. First, we define as a reference the hit that fulfilled the DeepCore trigger condition. For all other hits we calculate the distance and time difference with respect to that reference hit. In the definition used, positive time differences are given by hits which occur before the trigger, negative time differences stem from later hits. In this projection, a particle entering the detector from the outside, triggering the detector, and then leaving the detector would move from top to bottom of the figure, approximately along the lines defined by the speed of light $c$. Thus, hits found along the line in the upper half are an indication for an incoming muon, whereas hits along the line in the lower half indicate a track leaving the detector. A simple way to identify background muons is to simply count the number of hits within an area along the “incoming muon” line of Fig. 2. In this analysis, events with more than 2 hits in the shaded area (the “veto hit region”) are rejected.

The final event selection has been developed on simulated data. The background of atmospheric muons is simulated using CORSIKA software [6]. Atmospheric neutrinos are simulated using the NuGen package [7] developed within the IceCube collaboration. The prediction by Honda et al. [8] is used to model the atmospheric neutrino spectrum. Note, that the cross sections implemented in NuGen do not reach below 10 GeV and include only deep inelastic scattering above. However, only an insignificant fraction of about 3% of our event sample has energies below 10 GeV. Other programs like GENIE [9] use more precise cross sections, but do not cover the whole higher energy range needed here. GENIE is, however, used for a more precise simulation of appearing $\nu_\tau$ events.

Other selection criteria include further veto cuts like the number of hits in the DeepCore region vs. the number of hits in the veto region, cuts evaluating the causality relation between hits (to reject noise-dominated events), and finally a selection of upward-going tracks with a reconstructed length of at least 40 m. To reject remaining background events, very soft cuts on selected reconstruction quality variables are applied.

The energy spectrum of the remaining muon neutrino events as expected from simulation (assuming standard oscillation parameters) is shown in Fig. 3. It peaks around 70 GeV and retains high statistics down to 10 GeV, throughout the energy range where oscillation effects are expected.

The remaining experimental data sample with a livetime of 312.3 days contains 8117 events. The neutrino purity is estimated to be better than 90%, about 70% of which are expected to be muon neutrinos.

3 Reconstruction performance

In this analysis the oscillation parameters are derived from a comparison of reconstructed zenith angle and energy with
the expectation from the simulation. Hence, the performance of the reconstruction is critical.

3.1 Zenith angle
Standard IceCube tools are used for the reconstruction of the zenith angle. As a first guess the improved linefit algorithm is used, followed by an iterative likelihood reconstruction (MPEFit) [10, 11]. The performance estimated from simulation of this final zenith angle reconstruction is shown in Fig. 4. In the relevant zenith angle region, the reconstruction achieves a median resolution of about 4°–8° for the $v_\mu$ sample.

3.2 Energy
As a proxy for the neutrino energy we use the reconstructed length of the muon track. In the energy range essential for this analysis, the muon track length is correlated to the neutrino energy: 1 GeV muon energy corresponds to about 4–5 m track length. The reconstruction algorithm FiniteReco [12] used estimates the track length by projecting all detected signals on the previously (by MPEFit) reconstructed track. The outermost projected points along the track define the reconstructed starting point (or vertex) and stopping point. The distance between these points is the reconstructed length. The principle is illustrated in Fig. 5.

The length reconstruction achieves a resolution of about 40 m. Fig. 6 shows the correlation between the reconstructed track length and the neutrino energy.

4 Analysis method
Simulated and measured data are binned into two-dimensional histograms of reconstructed zenith angle and track length. The binning covers 10 bins in $\cos(\theta_{\text{zen}})$ between $-1.0$ (vertical) and $0.0$ (horizon) and 5 bins in log10(track length) between 1.5 and 3.0. For the simulation, separate histograms are made for each of the three neutrino flavors and for atmospheric muons. These four histograms can be separately weighted according to the disappearance

and appearance probabilities for each flavor. They are then added to create a combined simulation prediction, representing a particular choice of oscillation parameters $\Delta m_{32}^2$ and $\sin^2(2\theta_{32})$ as well as normalizations of the different components. The combined simulation is fitted to the data by maximizing a global likelihood.

For the likelihood, we use the standard Poisson formulation, where we calculate for each bin $(i,j)$ the probability to observe $d_{ij}$ events in the measured data, given $s_{ij}$ events in the simulated data. In addition to fitting the oscillation parameters, five nuisance parameters are also left free in the fit: the normalizations of the individual simulation components (a common normalization for $v_\mu$ and $v_\tau$, and separate normalizations for $v_\nu$ and atm. $\mu$), the spectral index $\gamma$ of the primary cosmic ray spectrum and the relative contribution of pions and kaons to the neutrino flux. These nuisance parameters absorb certain systematic uncertainties in the primary cosmic ray flux, the $v_\mu/v_\tau$ production ratio, uncertainties in the neutrino cross sections and the overall optical efficiency of the detector. Note, that keeping a broad range in energy and zenith angle – also of regions unaffected by oscillations – is important for constraining the absolute normalizations and other nuisance parameters in the fit. Our knowledge of systematic uncertainties is reflected by Gaussian priors for each nuisance parameter $k$, which are added to the likelihood. Table 1 gives their central values and uncertainties. The full likelihood expression has the form

$$-LLH = \sum_{ij} (s_{ij} - d_{ij} \ln(s_{ij})) + \frac{1}{2} \sum_k \left( \frac{q_k - \langle q_k \rangle}{\sigma_k} \right)^2.$$

Other systematics, which are not directly implemented in the fit, are evaluated by separate simulations. These include the optical efficiency and variations in the description of the ice properties of the bulk of the detection medium as well as of the refrozen ice around the strings.

| Nuisance parameter | $\langle q_k \rangle$ | $\sigma_k$ |
|-------------------|----------------------|--------|
| $v_\mu$ & $v_\tau$ norm. | 1.0 | 25% |
| $v_\nu$ norm. | | 20% |
| atm. $\mu$ norm. | — | no constraint |
| spectral index $\gamma$ | 2.65 | 0.05 |
| $\pi/K$ ratio | 1.0 | 10% |

Table 1: Central values and uncertainties of the Gaussian priors for the nuisance parameters.
5 Results

A scan of the oscillation parameter space was performed. First, the best-fit oscillation (and nuisance) parameters were determined by maximizing the global likelihood, as described above. Then, for each point in the oscillation parameter space, a minimization of only the nuisance parameters was done. The ratio of the likelihood of the fit at each point to the fitted global maximum is used to calculate the regions in the oscillation parameter space that are compatible with our observations. Preliminary significances in units of standard deviations are calculated according to Wilks’ theorem [13]. Fig. 7 shows the resulting 68% and 90% confidence regions, together with the best-fit point.

The measured effect of neutrino oscillations can be visualized by plotting the ratio of oscillation length and neutrino energy. For this analysis, this translates to the ratio of oscillation length, calculated from the measured zenith angle, and reconstructed track length, which serves as our energy proxy. Fig. 8 shows this quantity for data and best-fit simulation, relative to the best-fit non-oscillation hypothesis, which has been normalized to the oscillation curve in the first three bins, where no oscillation effects are expected.

As a preliminary result of this analysis, the non-oscillation hypothesis is rejected by a likelihood ratio corresponding to 5.1 standard deviations. As best-fit oscillation parameters we find $\Delta m_{23}^2 = (2.45 \pm 0.7) \cdot 10^{-3} \text{eV}^2$ and $\sin^2 (2\theta_{23}) = 1.0_{-0.15}^{+0.3}$. Fig. 9 shows track length and zenith angle distributions for the best-fit oscillation and nuisance parameters.

Future analyses might profit from significantly improved reconstruction techniques (see e.g. [16]), from further refinements of the event selection, and from the even higher statistics of multi-year datasets. The techniques established in this analysis are expected to eventually qualify IceCube to deliver a competitive measurement of the oscillation parameters (see [17]).
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