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Abstract

We consider linear preferential attachment random trees with additive fitness, where fitness is defined as the random initial vertex attractiveness. We show that when the fitness distribution has positive bounded support, the weak local limit of this family can be constructed using a sequence of mixed Poisson point processes. We also provide a rate of convergence of the total variation distance between the r-neighbourhood of the uniformly chosen vertex in the preferential attachment tree and that of the root vertex of its weak local limit. We apply the theorem to obtain the limiting degree distributions of the uniformly chosen vertex and its ancestors, that is, the vertices that are on the path between the uniformly chosen vertex and the initial vertex. Rates of convergence in the total variation distance are established for these results.

1 INTRODUCTION

There has been considerable interest in studying the preferential attachment random graphs since they were used by Barabási and Albert [2] to explain the observed power law degree distribution in some real networks such as the World Wide Web. The primary feature of the stochastic mechanism consists of adding vertices sequentially over time with some number of edges attached to them, and then connecting these edges to the existing graph in such a way that vertices with higher degrees are more likely to receive them. A general overview of preferential attachment random graphs can be found in the books [33] and [34].

In the basic models, vertices are born with the same ‘weight’ as their initial vertex attractiveness. To relax this assumption, Ergün and Rodgers [15] introduced a class of preferential attachment graphs with additive fitness (referred to as Model A in [15]), where fitness is defined as the random initial attractiveness. This family is the subject of recent works such as Iyer [19], Lodewijks and Ortgiese [23] and Séni zendes [32], whose results we discuss in Section 1.5. In this paper, we study the weak local limit of this family, and provide a rate of convergence of the total variation distance. Our weak local limit theorem extends the result of Berger, Borgs, Chayes, and Saberi [4], which considered preferential attachment graphs whose vertices are born with the same initial attractiveness. As a by-product of our analysis, we obtain limiting degree distributions of the uniformly chosen vertex and its ancestors, and establish rates of convergence for these results. Another
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objective of this article is to present the arguments of [4] in more detail, which is the main reason why we consider the preferential attachment tree instead of the case where multiple edges are possible.

Before defining our model, note that we view the edges as directed, where a newly-born vertex always sends a single outgoing edge to an existing vertex in the graph. We define the weight of a vertex as its in-degree plus the fitness, and each time the vertex receives an edge from another vertex, its weight increases by one. The random rules behind the evolution of this model are described below.

The \((x,n)\)-sequential model. Given a positive integer \(n\) and the sequence \(x := (x_i, i \geq 1)\), where \(x_1 > -1\) and \(x_i > 0, i \geq 2\), we construct the sequence of random trees \((G_i, 1 \leq i \leq n)\) as follows. The seed graph \(G_1\) is a vertex labelled as 1 with initial attractiveness \(x_1\). Given \(G_{m-1}\) and \(x\), \(G_m\) is constructed by attaching one edge between vertex \(m\) and vertex \(k \in \{1, ..., m - 1\}\), and the edge is directed towards vertex \(k\) with probability

\[
\frac{W_{k,m-1} + x_k}{m - 2 + \sum_{j=1}^{m-1} x_j}
\]

for \(1 \leq k \leq m - 1\),

where \(W_{j,l}\) denotes the in-degree of vertex \(j\) in \(G_l\), and \(W_{j,l} = 0\) whenever \(j \geq l\). The \(m\)th attachment step is completed by assigning vertex \(m\) with the initial attractiveness \(x_m\). We call the resulting graph \(G_n\) an \((x,n)\)-sequential model, and its law is denoted by Seq\((x)\)_\(n\).

Let \(X := (X_i, i \geq 1)\) be a fitness sequence such that \(x_1 := X_1\) is deterministic, and \((X_i, i \geq 2)\) are i.i.d. positive variables with distribution \(\pi\). We shall assume that \(x\) is a realisation of \(X\). Thus, we obtain the distribution of \(G_n\) by mixing the conditional distribution of \(G_n\) with the distribution of \((X_i, i \geq 2)\), and we denote this unconditional law by PA\((\pi)\)_\(n\).

1.1 Weak local limit

Prior to stating the main result, we introduce the concept of the weak local limit, and we refer to Benjamini and Schramm [3], Aldous and Steele [1] and van der Hofstad [34, Chapter 2] for more detail. Informally, we explore some random graph \(G_n\) from vertex \(o_n\), chosen uniformly at random from \(G_n\), and study the distributional limit of the neighbourhoods of radius \(r\) rooted at \(o_n\) for each \(r < \infty\). To precisely define the weak local limit of random trees, we need a few definitions.

A rooted graph is a pair \((G, o)\), where \(G = (V(G), E(G))\) is a graph with vertex set \(V(G)\) and edge set \(E(G)\), and \(o \in V(G)\) is the designated root in \(G\). Next, let \(r\) be a finite, positive integer. For \((G, o)\), denote by \(B_r(G, o)\) the neighbourhood of radius \(r\) around \(o\). More formally, \(B_r(G, o) = (V(B_r(G, o))), E(B_r(G, o)))\), where in the case of trees,

\[
V(B_r(G, o)) = \{u \in V(G) : \text{the distance between } o \text{ and } u \text{ is less than or equal to } r \text{ edges}\},
\]

\[
E(B_r(G, o)) = \{\{u, v\} \in E(G) : u, v \in V(B_r(G, o))\}.
\]

We refer to \(B_r(G, o)\) as the \(r\)-neighbourhood of vertex \(o\), or simply as the local neighbourhood of \(o\) when reference to \(r\) is not required. The last ingredient is the following.

Definition 1.1 (Isomorphism of rooted graphs). We say that two rooted graphs \((G, o)\) and \((H, o')\) are isomorphic, if there is a bijection \(\psi : V(G) \to V(H)\) such that \(\psi(o) = o'\).
We label the type R vertices in increasing order of their ages, so that if \( \bar{v} \) of type R vertices in \( \partial B \) there is exactly one type L vertex in \( \partial B \) as these vertices. Regardless of the vertex type of \( \bar{v} \) belongs to type L, then \( a_\bar{v} \) for some \( i \geq 1 \); and \( \bar{v} \) belongs to type R if \( a_{\bar{v},i} \geq a_\bar{v} \) for all \( i \geq 1 \).

There is exactly one type L vertex in \( \partial B_r \) for all \( r \geq 1 \), and \( (0, 1, 1, ..., 1) \) are designated as these vertices. Regardless of the vertex type of \( \bar{v} \in \partial B_r \), there is a random number of type R vertices in \( \partial B_{r+1} \) that are connected to \( \bar{v} \), and we denote this number by \( \tau_\bar{v} \).

We label the type R vertices in increasing order of their ages, so that if \( \bar{v} \) is the root or belongs to type L, then \( a_{\bar{v},1} \leq a_\bar{v} \leq a_{\bar{v},2} \leq ... \leq a_{\bar{v},1+\tau_\bar{v}} \); and if \( \bar{v} \) belongs to type R, then \( a_\bar{v} \leq a_{\bar{v},1} \leq ... \leq a_{\bar{v},\tau_\bar{v}} \), as shown in Figure 1 and 2.

The distributions of \( X_\bar{v} \), \( \tau_\bar{v} \) and \( a_\bar{v} \) will be made precise when we define \( (T, 0) \) below, but to understand these variables and the types, consider the breadth-first exploration of the \( r \)-neighbourhood of a uniform vertex \( k_0 \in N \) in \( G_n \sim \text{PA(} \pi \text{)}_n \) : \( B_r(G_n, k_0) \). Let \( \partial B_r := V(B_r(G_n, k_0)) \setminus V(B_{r-1}(G_n, k_0)) \) and \( \partial B_0 := \emptyset \). We define an Ulam-Harris labelling for the vertices in \( B_r(G_n, k_0) \) to better relate \( B_r(G_n, k_0) \) and \( B_r(T, 0) \). The Ulam-Harris labels now appear as subscripts. Starting from \( k_0 \), the labels are generated recursively as follows. If \( \bar{v} = (0, v_1, ..., v_r) \), where \( v_i \in N \) and \( r \) is the distance from vertex 0.

and \( \{u, v\} \in E(G) \) if and only if \( \{\psi(u), \psi(v)\} \in E(H) \). If \( (G, o) \) and \( (H, o') \) are isomorphic, then we write \( (G, o) \cong (H, o') \).

Following Benjamini and Schramm [3], we define the weak local limit of a sequence of finite, random tree \( (G_n, n \geq 1) \) as follows.

**Definition 1.2** (Local weak limit). Let \( (G_n, n \geq 1) \) be a sequence of finite random trees, and \( (G_n, o_n) \) be the rooted tree obtained by choosing \( o_n \in V(G_n) \) uniformly at random. We say that \( (G, o) \) is the weak local limit of \( (G_n, o_n) \), if for all finite rooted graphs \( (H, v) \) and all finite \( r \),

\[
\mathbb{P}((B_r(G_n, o_n), o_n) \cong (H, v)) \xrightarrow{n \to \infty} \mathbb{P}((B_r(G, o), o) \cong (H, v)).
\]

1.2 Statement of result

To state our main theorem, we first construct the weak local limit of the graph with law \( \text{PA}(\pi)_n \). This is a rooted random tree that generalises the Pólya-point tree introduced in Berger, Borgs, Chayes, and Saberi [4], so we refer to it as a \( \pi \)-Pólya point tree, with \( \pi \) being the fitness distribution of the preferential attachment tree. Moreover, from now on we assume that \( \pi \) has a finite mean: \( \mu := \mathbb{E}X_2 < \infty \), and define

\[
\chi := \frac{\mu}{\mu + 1}.
\]

Before defining the \( \pi \)-Pólya point tree, we explain the variables and notations appearing in its construction. Vertex 0 is the root of the \( \pi \)-Pólya point tree, and we denote the random tree by \( (T, 0) \). Using the Ulam-Harris labelling of trees, let \((0, i), i = 1, 2, ..., \) be the vertices that are connected to vertex 0. Recursively, if \( \bar{v} := (0, v_1, ..., v_r) \), where \( v_i \) are positive integers and \( r \) is the distance from vertex \( \bar{v} \) to vertex 0, we label the vertices connected to \( \bar{v} \) that are at distance \( r + 1 \) from the root as \( (\bar{v}, j), j \in N := \{1, 2, 3, ..., \} \). In other words, \((\bar{v}, i) \in \partial B_{r+1} := V(B_{r+1}(T, 0)) \setminus V(B_r(T, 0)) \), as illustrated in Figure 1 below.

Furthermore, each vertex \( \bar{v} \in V((T, 0)) \) has a fitness \( X_{\bar{v}} \) and a random age \( a_{\bar{v}} \), where \( 0 < a_{\bar{v}} \leq 1 \). We write \( a_{\bar{v},i} := a_{(\bar{v},i)} \) for convenience. Apart from the root vertex 0, there are two types of vertices, namely, type L (for left) and R (for right). Vertex \( \bar{v} \) belongs to type L if \( a_{\bar{v},i} < a_{\bar{v}} \) for some \( i \geq 1 \); and \( \bar{v} \) belongs to type R if \( a_{\bar{v},i} \geq a_{\bar{v}} \) for all \( i \geq 1 \).
but we drop (scaled vertex label (a as follows. The root 0 has an age \( \theta = 0 \)).

Finally, we elucidate the roles of \( \chi \) and \( \tau \). The fitness \( X_{\chi} \) and \( \tau_{\chi} \) are defined in such a way that \( \chi_{\chi} = \tau_{\chi} \) with high probability. The ages in \( B_r(T, 0) \) are continuous analogs of the vertex labels \( k_{\chi} \) in \( B_r(G_n, k_0) \); and with high probability, \( a_{\chi} \) can be closely coupled with the scaled vertex label \( k_{\chi}/n \). We stress that the random variables \( k_{\chi} \) and \( \tau_{\chi} \) depend on \( n \), but we drop \( n \) from the notation in favour of simpler expressions.

**Definition 1.3** (\( \pi \)-Pólya point tree). A \( \pi \)-Pólya point tree \((T, 0)\) is defined recursively as follows. The root 0 has an age \( a_0 = U_0^\chi \), where \( U_0 \sim U[0, 1] \). Assuming that \( \bar{v} = (v_0, v_1, ..., v_r) \in \partial B_r \) and \( a_{\bar{v}} \) have been generated, we define \((\bar{v}, j) \in \partial B_{r+1} \) for \( j = 1, 2, ...

\[ k_{\chi} \in N \to vertex k_0, \text{ we label the vertices in } \partial B_{r+1} \text{ that are connected to } k_{\chi} \text{ as } k_{\chi, j}, \text{ and such that } k_{\chi,1} < k_{\chi,2} < k_{\chi,3} < ... \]

Next, we explain the significance of the vertex types. Apart from vertex 0, a vertex in \( \partial B_k \) is either discovered through (I) the incoming edge that it has received from a vertex in \( \partial B_{k-1} \); or (II) the outgoing edge it has sent to a vertex in \( \partial B_{k-1} \). The probability that \( B_r(G_n, k_0) \) contains vertex 1 is \( o(1) \) as \( n \to \infty \); and outside this event, a moment’s thought shows that there is exactly one vertex of type (I) at each \( \partial B_{j}, 1 \leq j \leq r \), which we designate as \( k_{0,1,...,1} \). It follows that for all \( 1 \leq j \leq r, k_{0,1,1,...,1} \in \partial B_{j} \) is the vertex that receives the incoming edge from \( k_{0,1,1,...,1} \in \partial B_{j-1} \) (if \( j = 1 \)). Vertices of type (I) and (II) correspond to vertices of type L and R in \((T, 0)\), so from now on we refer to (I) and (II) simply as L and R.

Finally, we elucidate the roles of \( X_{\chi}, a_{\chi} \) and \( \tau_{\chi} \). In particular, we shall couple \((G_n, k_0)\) and \((T, 0)\) such that \((B_r(T, 0), 0) \cong (B_r(G_n, k_0), k_0)\) with high probability, where we match vertex \( \bar{v} \in B_r(T, 0) \) and vertex \( k_{\chi} \in B_r(G_n, k_0) \). The fitness \( X_{\chi} \) corresponds to the fitness of vertex \( k_{\chi} \). Furthermore, vertex \( k_{\chi} \in \partial B_{r-1} \) has a random number of type R neighbours in \( \partial B_r \), which we denote by \( \theta_{\chi} \). In the graph coupling, we couple \( \theta_{\chi} \) and \( \tau_{\chi} \) such that \( \theta_{\chi} = \tau_{\chi} \) with high probability. The ages in \( B_r(T, 0) \) are continuous analogs of the vertex labels \( k_{\chi} \) in \( B_r(G_n, k_0) \); and with high probability, \( a_{\chi} \) can be closely coupled with the scaled vertex label \( k_{\chi}/n \). We stress that the random variables \( k_{\chi} \) and \( \theta_{\chi} \) depend on \( n \), but we drop \( n \) from the notation in favour of simpler expressions.
Figure 2: A pictorial example of the ages in the π-Pólya point tree. Vertices 0, (0, 1) and (0, 2) are respectively, the root, of type L and of type R. Here we draw an edge between the two ages if the corresponding vertices are connected, and we think of the edges as directed such that if \( \tilde{v} \) is the root or a type L vertex, then it sends an outgoing edge to \((\tilde{v}, 1)\), and receives incoming edges from \((\tilde{v}, i), 2 \leq i \leq 1 + \tau_\theta\). If \( \tilde{v} \) belongs to type R, then it receives incoming edges from \((\tilde{v}, i), 1 \leq i \leq \tau_\theta\).

as follows. Independently of all random variables generated before, let \( X_\theta \sim \pi \) and

\[
Z_\theta \sim \begin{cases} 
\text{Gamma}(X_\theta, 1), & \text{if } \tilde{v} \text{ is the root or of type R.} \\
\text{Gamma}(X_\theta + 1, 1), & \text{if } \tilde{v} \text{ is of type L.}
\end{cases}
\]

If \( \tilde{v} \) is the root or of type L, choose \( a_{\tilde{v},1} \) uniformly at random from \([0, a_\theta]\); and \( (a_{\tilde{v},i}, 2 \leq i \leq 1 + \tau_\theta) \) as points of a mixed Poisson process on \((a_\theta, 1]\) with intensity

\[
\lambda_\theta(y)dy := \frac{Z_\theta}{\mu a_\theta^{1/\mu}}y^{1/\mu-1}dy.
\]

If \( \tilde{v} \) is of type R, then \( (a_{\tilde{v},i}, 1 \leq i \leq \tau_\theta) \) are sampled as points of a mixed Poisson process on \((a_\theta, 1]\) with intensity \( \lambda_\theta \). We obtain \((T, 0)\) by continuing this process ad infinitum.

**Remark 1.4.** For any \( 1 \leq r < \infty \), the gamma variable of vertex \((0, 1, \ldots, 1) \in \partial B_r \) is size-biased by the outgoing edge from \((k_{0,1}, \ldots, 1) \in \partial B_{r-1} \) to \((k_{0,1}, \ldots, 1) \in \partial B_r \), therefore the shape parameter increases by one.

Before stating the theorem, we also define the total variation distance of two probability distributions \( \nu_1 \) and \( \nu_2 \) on the same countable probability space \( \Omega \) as

\[
d_{TV}(\nu_1, \nu_2) = \sup_{A \subseteq \Omega} |\nu_1(A) - \nu_2(A)| \tag{1}
\]

\[
= \inf\{ \mathbb{P}(V \neq W) : (V, W) \text{ is a coupling of } \nu_1 \text{ and } \nu_2 \}. \tag{2}
\]

Let \( \mathcal{G} \) be the set of connected, rooted finite graphs, then \((B_r(G_n, k_0), k_0)\) and \((B_r(T, 0), 0)\) are random elements of \( \mathcal{G} \). So taking \( \Omega = \mathcal{G} \), we may consider the total variation distance between \((B_r(G_n, k_0), k_0)\) and \((B_r(T, 0), 0)\). Definition (2) is useful because our main tools are coupling techniques. Denoting the distributional law of any random element by \( \mathcal{L}() \), we are ready to state our weak local limit result. We emphasize that the local weak convergence does not take into account the ages and fitness of the π-Pólya point tree, but they are important for the graph construction and are used for the graph couplings later.

**Theorem 1.5.** Assume that \( \pi \) is a fitness distribution supported on \((0, \kappa]\) for some \( \kappa < \infty \). Let \( G_n \sim \text{PA}(\pi)_n \), \( k_0 \) be the uniformly chosen vertex of \( G_n \) and \((T, 0)\) be a π-Pólya point...
tree. Then given $r < \infty$ and $n \gg r$, there is a positive constant $C := C(X_1, \mu, r, \kappa)$ such that

$$d_{TV} \left( \mathcal{L}(B_r(G_n, k_0)), \mathcal{L}(B_r(\mathcal{T}, 0), 0) \right) \leq C(\log \log n)^{-\chi}.$$  \hspace{1cm} (3)

In particular, this implies the weak local limit of $(G_n, k_0)$ is the $\pi$-Pólya point tree.

**Remark 1.6.** The bound on the total variation distance follows from the fact that $k_0 \geq n(\log \log n)^{-1}$ with probability at least $(\log \log n)^{-1}$, and on this event, we can couple the two graphs such that $(B_r(G_n, k_0), k_0) \cong (B_r(\mathcal{T}, 0), 0)$ with high probability. It is likely possible to improve the rate of convergence by optimising this and similar choices of thresholds, but with much added technicality.

**Remark 1.7.** Theorem 1.5 can be generalised for the model with multiple edges by modifying the proofs here. Furthermore, the theorem should hold for fitness distributions with exponentially decaying tails, but the assumption of bounded fitness greatly simplifies our proof.

When $X_1 = 0$ and $X_i = 1$ almost surely for all $i \geq 2$, Bubeck, Mossel, and Rácz [10, Theorem 1] established that the choice of the seed graph $G_1$ has no effect on the weak local limit; and by simply replacing $G_1$ in our proof, we can prove that Theorem 1.5 holds for more general seed graphs. Moreover, consider the following model that allows for self-loops. Given that $X = \mathbf{x}$ and $G'_1$ is a single vertex with initial attractiveness $X_1 := x_1$, for $2 \leq m \leq n$, we construct the graph $G'_m$ from $G'_{m-1}$ by attaching vertex $m$ to vertex $k \in \{1, \ldots, m\}$ with probability proportional to its in-degree plus $x_k$. Let $k'_0$ be the uniformly chosen vertex in $G'_{n}$. With some straightforward adjustments to our proofs, we can show that when the fitness is bounded, the $\pi$-Pólya point tree is the weak local limit of $(G'_n, k'_0)$, and the bound on the total variation distance is of order at most $(\log \log n)^{-\chi}$. However, we again work in the simplified settings to streamline the arguments.

### 1.3 Applications of Theorem 1.5 to some degree statistics

Using Theorem 1.5, we can obtain the limiting degree distributions of the vertices in the local neighbourhood of the uniformly chosen vertex $k_0$ of $G_n \sim \text{PA}(\pi)_n$. We focus on $k_0$ and the type L vertices. Note that the type L vertices are the ancestors of the uniformly chosen vertex, and they are of particular interest in fringe tree analysis (see for example, the recent survey by Holmgren and Janson [18]). We state these results here, starting from the uniformly chosen vertex. Let $D_{i,n} := W_{i,n} + 1$ be the degree of vertex $i$, noting that $W_{i,n}$ is the in-degree of vertex $i$ in $G_n$. Define $D^0_n := D_{k_0,n}$. In view of Definition 1.1, the limiting distribution of $D^0_n$ and the rate of convergence of the total variation distance can be read from Theorem 1.5. However, we shall modify the coupling proof of Theorem 1.5, and prove that this result holds without the assumption of bounded fitness, and derive a sharper convergence rate.

**Theorem 1.8.** Assuming that $\mathbb{E}X_2^p < \infty$ for some $p > 4$, let $\xi_0 := \tau_0 + 1$, with $\tau_0$ being the random variable with distribution

$$\text{Po} \left( Z_0(a_0^{-1/\mu} - 1) \right),$$

where given $X_0 \sim \pi$, $Z_0 \sim \text{Gamma}(X_0, 1)$, and independently of $Z_0$, $U_0 \sim U[0, 1]$ and $a_0 := U_0^\nu$. There are positive constants $C := C(X_1, \mu, p)$ and $d := d(\mu, p) < 1$ such that

$$d_{TV} \left( \mathcal{L}(D^0_n), \mathcal{L}(\xi_0) \right) \leq Cn^{-d}.$$  \hspace{1cm} (4)
Next, we give the probability mass function of the distribution of $\xi_0$, which is helpful for relating Theorem 1.8 and some known results. Below we write $a_n \sim b_n$ to indicate $\lim_{n \to \infty} a_n / b_n = 1$.

**Proposition 1.9.** Retaining the notations in Theorem 1.8, the probability mass function of the distribution of $\xi_0$ is given by

$$p_\pi(k) = (\mu + 1) \int_0^\infty \frac{\Gamma(x + k - 1)\Gamma(x + \mu + 1)}{\Gamma(x)\Gamma(x + \mu + k + 1)} d\pi(x), \quad k \geq 1. \tag{5}$$

Furthermore, if $\mathbb{E}X_2^{\mu+1} < \infty$, then as $k \to \infty$,

$$p_\pi(k) \sim C_\pi k^{-(\mu+2)}, \quad C_\pi := (\mu + 1) \int_0^\infty \frac{\Gamma(x + \mu + 1)}{\Gamma(x)} d\pi(x). \tag{6}$$

**Remark 1.10.** When for $i \geq 2$, $X_i = 1$ almost surely, $(p_\pi(k), k \geq 1)$ is the probability mass function of $\text{Geo}_1(\sqrt{U})$, where $\text{Geo}_1(p)$ is the geometric distribution supported on the positive integers with parameter $p$ and $U$ is a standard uniform variable. For such fitness sequence (with $X_1 = 2$) and the model in Remark 1.7, Bollabás, Riordan, Spencer, and Tusnády [7] established that the limiting degree distribution of the uniform vertex is $(p_\pi(k), k \geq 1)$; and using Stein’s method for the geometric distribution, Peköz, Röllin, and Ross [25, Theorem 6.1] showed that the total variation distance is of order at most $n^{-1} \log n$.

When our model is extended to the multi-edge setting and the fitness distribution has a finite mean, Lodewijks and Ortgiese [23] used stochastic approximation to obtain the almost sure limit of the empirical degree distribution ([23, Theorem 2.4]), and analysed the tail behaviour of the limit for different types of fitness distribution ([23, Theorem 2.6]). In the tree setting, [23] showed that the almost sure limit is given by $(p_\pi(k), k \geq 1)$ and established the power law behaviour in (6) when $\mathbb{E}X_2^{\mu+1} < \infty$. However, we note that the representation in Theorem 1.8 was not given by [23].

The next theorem concerns the joint degree distribution of the uniformly chosen vertex and its type L vertices, and can be read from Theorem 1.5. To state the result, let $L[0] := 0$ and $L[q] = (0, 1, 1, \ldots, 1)$, $|L[q]| = q + 1$ for $q \geq 1$, so that $k_{L[0]} := k_0$, and for $q \geq 1$, $k_{L[q]}$ is the type L vertex in $\partial B_q := \{B_q(G_n,k_0) \setminus V(B_{q-1}(G_n,k_0))\}$. Observe that $D_{k_{L[q]},n} = \theta_{L[q]} + 2$, where $\theta_{L[q]}$ is defined as the number of type R neighbours of vertex $k_{L[q]}$, and the additional edges are the edges joining $k_{L[q]}$ to the vertices $k_{L[q-1]}$ and $k_{L[q+1]}$. Fix $r < \infty$. Note that on the event $k_{L[q]} = 1$ for some $q < r$, $k_{L[q+1]}, \ldots, k_{L[r]}$ do not exist. Hence, we define $D^0_n := D_{k_{L[q]},n}$ for $1 \leq q \leq r$ if $k_{L[q]} \neq 1$ for all $1 \leq q \leq r$; and if $k_{L[q]} = 1$ for some $j \leq r$, we let $D^0_n := D_{k_{L[q]},n}$ for $q < j$ and $D^0_n = -1$ for $j \leq q \leq r$. As discussed in Section 1.2, with high probability we do not observe vertex 1 in the local neighbourhood of $k_0$, so $(D^0_n, \ldots, D^r_n)$ can be understood as the joint degree sequence of $k_0, k_{L[1]}, \ldots, k_{L[r]}$.

**Theorem 1.11.** Retaining the notations above, assume that the fitness distribution $\pi$ is supported on $(0, \kappa]$ for some $\kappa < \infty$, and given $r < \infty$, let $n \gg r$. Define $U_0 \sim U[0,1]$, $a_{L[q]} = U_0^q$; and given $a_{L[q-1]}$ for $1 \leq q < r$, let $a_{L[q]} \sim U[0,a_{L[q-1]}]$. Independently from $(a_{L[q]}, 0 \leq i \leq r)$, let $X_{L[q]}$ be i.i.d. random variables with distribution $\pi$, and

$$Z_{L[q]} \sim \begin{cases} \text{Gamma}(X_{L[q]}), & \text{if } q = 0, \\ \text{Gamma}(X_{L[q]} + 1, 1), & \text{if } 1 \leq q \leq r. \end{cases}$$
Let $\tau_{L[q]}$ be conditionally independent random variables with distributions 

$$\text{Po} \left( Z_{L[q]} (a_{L[q]}^{-1/\mu} - 1) \right),$$

and define $\tau := (\tau_0 + 1, \tau_{L[1]} + 2, \ldots, \tau_{L[r]} + 2)$ and $D_n := (D_n^0, D_n^1, \ldots, D_n^r)$. There is a positive constant $C := C(X_1, \mu, r, \kappa)$ such that

$$d_{TV} (L(D_n)), L(\tau)) \leq C (\log \log n)^{-\chi}.$$

In the following, we give the limiting probability mass function of $D_1^n$, and shows that the distribution of $D_1^n$ also exhibits a power-law behaviour.

**Proposition 1.12.** Retaining the assumption and the notations of Theorem 1.11, the probability mass function of the random variable $\tau_{L[1]} + 2$ is given by

$$q_\pi(k) = \mu(\mu + 1)(k - 1) \int_0^\infty \frac{\Gamma(x + k - 1) \Gamma(x + \mu + 1)}{\Gamma(x + 1) \Gamma(x + \mu + k + 1)} d\pi(x), \quad k \geq 2. \quad (7)$$

Furthermore, if $\mathbb{EX}_2^\mu < \infty$, then as $k \to \infty$,

$$q_\pi(k) \sim C_\pi k^{-(\mu+1)}, \quad C_\pi = \mu(\mu + 1) \int_0^\infty \frac{\Gamma(x + \mu + 1)}{\Gamma(x + 1)} d\pi(x).$$

Comparing Proposition 1.9 and 1.12, we see that in the limit, the degree of vertex $k_{L[1]} := k_{0,1}$ has a heavier tail than the degree of the uniform vertex $k_0$. This is due to the fact that $k_{L[1]}$ has received an incoming edge from the uniform vertex, and so $k_{L[1]}$ is more likely to have a higher degree than $k_0$.

### 1.4 Idea of proof of Theorem 1.5

#### 1.4.1 Two graphs for intermediate coupling steps

Let $x$ be a realisation of the fitness sequence $X$. To prove Theorem 1.5 using graph couplings, we mostly work with the $(x, n)$-sequential model. We now introduce two random trees used in the intermediate coupling steps that are constructed using $x$. Once we define these trees, we provide the finer detail of the graph couplings. The first tree is an alternative definition of the $(x, n)$-sequential model, which is commonly known as the Pólya urn representation, and is better related to the $\pi$-Pólya point tree. Its construction relies on the fact that the dynamics of the preferential attachment graphs can be represented as embedded classical Pólya urns. By de Finetti’s theorem, the attachment steps of the graph constructed using Pólya urns are conditionally independent, so the graph is more tractable for our analysis.

When $X_1 = 0$ and $X_i = 1$ almost surely for $i \geq 2$, Berger, Borgs, Chayes, and Saberi [4] used a Pólya urn representation to prove their weak local limit theorem. The representation result below is Theorem 1 of Sénizergues [32]. The construction uses a line-breaking procedure, where we sample a sequence of conditionally independent beta variables.

**Definition 1.13** $(x, n)$-Pólya urn tree. Given $x$ and $n$, let $T_m := \sum_{j=1}^m x_j$, and $(B_j^{(x)}, 1 \leq j \leq n)$ be independent random variables such that $B_1^{(x)} := 1$ and

$$B_i^{(x)} \sim \text{Beta}(x_i, i - 1 + T_{i-1}) \quad \text{for } 2 \leq i \leq n. \quad (8)$$
Moreover, let $S_{0,n}^{(x)} := 0$, $S_{n,n}^{(x)} := 1$ and

$$S_{k,n}^{(x)} := \prod_{i=k+1}^{n} (1 - B_i^{(x)}) \quad \text{for } 1 \leq k \leq n - 1.$$ 

Starting with $n$ vertices labelled $\{1, ..., n\}$ and no edges between them, we connect them as follows. Let $I_j = [S_j^{(x)}, n]$ for $1 \leq j \leq n$. Conditionally on $(S_j^{(x)}, 1 \leq i \leq n - 1)$, let $(U_k, 2 \leq k \leq n)$ be independent variables such that $U_k \sim U[0, S_k^{(x)}]$. If $j < k$ and $U_k \in I_j$, then we attach an outgoing edge from vertex $k$ to vertex $j$. We say that the resulting graph is a $(\mathbf{x}, n)$-Pólya urn tree.

Note that $1 - B_j^{(x)}$ in Definition 1.13 is $\beta_{j-1}$ in [32]. The key result relating the $(\mathbf{x}, n)$-sequential model and the $(\mathbf{x}, n)$-Pólya urn tree is the following.

**Theorem 1.14** (Theorem 1, Sénizergues [32]). Let $G_n$ be an $(\mathbf{x}, n)$-Pólya urn tree, then $G_n \sim \text{Seq}(\mathbf{x})_n$.

Unlike Theorem 1.5, the theorem does not assume $x_i$ are uniformly bounded. Moreover, it is possible to derive similar urn representations for preferential attachment models that allow for multi-edges and self-loops (see for example, [4, Theorem 2.1] and Peköz, Rölлин, and Ross [27, Lemma 1 and 2]), and proving weak local limits of these models using their respective representations. We reproduce the proof of Theorem 1.14 in Section 6.1, as it will be useful for proving a variation of this result that we need for the proof of Theorem 1.5. An example of the $(\mathbf{x}, n)$-Pólya urn tree is given in Figure 3.

In preparation for the graph coupling, we equip the breadth-first search of the $(\mathbf{x}, n)$-Pólya urn tree (or equivalently the $(\mathbf{x}, n)$-sequential model) with the Ulam-Harris labels $k_{\bar{v}}$, as defined in Section 1.2. Let $G_n \sim \text{Seq}(\mathbf{x})_n$ and $k_{\bar{v}}$ be its uniform vertex. Then, the probability that vertex $k$ attaches to $k_0$ can be read from Theorem 1.14, and importantly, we can encode the type R neighbours of vertex $k_0$ in the (mixed) Bernoulli point process $(1[\bar{U}_k \in I_{k_0}], k_0 + 1 \leq k \leq n)$. This Bernoulli point process can be coupled to a mixed Poisson point process which, after randomisation of the fitness sequence $\mathbf{X}$, is the mixed Poisson point process on $(a_{\bar{v}}, 1]$ with intensity $\lambda_{\bar{v}}$. As conditioning on the discovered edges in the breadth-first search of $(G_n, k_{\bar{v}})$ changes the distributions of the vertex weights, Theorem 1.14 does not give the probability that an unexplored vertex attaches to a non-root vertex $k_{\bar{v}}$. However, for a fixed sequence $\mathbf{x}$, it is possible to quantify the conditioning effect. In more detail, the neighbours of $k_{\bar{v}} = j$ are distributed as the neighbours of vertex $j$ in an $(\mathbf{x}, n)$-sequential model conditional on the edges discovered before $k_{\bar{v}}$. This conditional model has a Pólya urn representation, from which we can obtain the attachment probabilities for $k_{\bar{v}}$. In particular, we can derive a Bernoulli point process that encodes the type R neighbours of vertex $k_{\bar{v}}$, whose distribution is close to that of $(1[\bar{U}_k \in I_{k_{\bar{v}}}], k_{\bar{v}} + 1 \leq k \leq n)$ when $n$ is large enough. Thus, we can couple this modified process and a mixed Poisson point process that is distributed as the mixed Poisson process on $(a_{\bar{v}}, 1]$ with intensity $\lambda_{\bar{v}}$ after randomisation of $\mathbf{X}$.

Hence using the mixed Poisson point processes conditional on $\mathbf{X} = \mathbf{x}$, and the betas for constructing the urn representations, we generate a conditional analog of the $\pi$-Pólya point tree, which we call the intermediate Pólya point tree. We denote this rooted random tree by $(T_{x,n}, 0)$, where vertex 0 is its root, and the subscripts are parameters corresponding to $\mathbf{x}$ and $n$ in the $(\mathbf{x}, n)$-Pólya urn tree. To construct the point processes in a similar
way as in Definition 1.3, we adorn each vertex of this tree with an Ulam-Harris label $\bar{v}$, an age $\hat{\tau}$, a type (except for the root), and a PA label $\hat{k}_v$. Moreover, vertex $\bar{v}$ has a random number of type R neighbours $\bar{\tau}$, which is exactly the number of points of the mixed Poisson process. The Ulam-Harris labels, types and ages are defined similarly as in Section 1.2, and they are useful for matching the vertices of $(T_n, 0)$ and the $\pi$-Pólya point tree $(T, 0)$. On the other hand, the PA label $\hat{k}_v$ of vertex $\bar{v} \in V(\hat{(T_n, 0)})$ determines the initial attractiveness of the vertex by setting its attractiveness as $x_{\hat{k}_v}$. Importantly, $\hat{k}_0$ is distributed as the uniformly chosen vertex $k_0$; and for $\bar{v} \neq 0$, the PA label $\hat{k}_v$ is approximately distributed as $k_v \in V((G_n, k_0))$. So using $\hat{k}_v$, we can match the vertices $k_v \in V((G_n, k_0))$ and $\bar{v} \in V(\hat{(T_n, 0)})$, and hence the initial attractiveness of these vertices in the graph coupling.

Before defining $(T_{x_n}, 0)$, we need a final notation to help us track the existing vertices in the construction below. Write $\bar{w} <_{UH} \bar{v}$ if $\bar{w}$ is smaller than $\bar{v}$ in the breadth-first order. Letting $| \cdot |$ be the cardinality of any set, this means that either $|\bar{w}| < |\bar{v}|$, or when $\bar{w} = (0, w_1, \ldots, w_l)$ and $\bar{v} = (0, v_1, \ldots, v_j)$, $w_j < v_j$, where $j = \min \{i : v_i \neq w_i\}$. For example, $(0, 2, 3) <_{UH} (0, 1, 1, 1)$ and $(0, 3, 1, 5) <_{UH} (0, 3, 4, 2)$. If $\bar{w}$ is either smaller than or equal to $\bar{v}$ in the breadth-first order, then we write $\bar{w} \leq_{UH} \bar{v}$.

**Definition 1.15** (Intermediate Pólya point tree). Given $n$ and $x$, $(T_{x_n}, 0)$ is constructed recursively as follows. The root 0 has an age $\hat{a}_0 = U_0^\chi$ and an initial attractiveness $x_{\hat{k}_0}$, where $U_0 \sim U[0, 1]$ and $\hat{k}_0 = [nU_0]$. Assume that $((\hat{a}_0, \hat{k}_0), \bar{w} \leq_{UH} \bar{v})$ have been generated, such that $\hat{k}_0 > 1$ for all $\bar{w} \leq_{UH} \bar{v}$. If vertex $\bar{v}$ is the root or belongs to type L, we generate $((\hat{a}_0, \hat{k}_0, 1), 1 \leq i \leq 1 + \hat{\tau}_0)$ as follows.

1. We sample the age of the type L neighbour $(\bar{v}, 1)$ by letting $U_{\bar{v}, 1} \sim U[0, 1]$ and $\hat{a}_{\bar{v}, 1} = \hat{a}_0 U_{\bar{v}, 1}$.

2. Next we choose the PA label $\hat{k}_{\bar{v}, 1}$. Noting that $\{\hat{k}_0 : \bar{u} <_{UH} 0\} = \emptyset$, we define the independent variables $\langle (\zeta_j[\bar{v}], \tilde{\zeta}_j[\bar{v}] \rangle, j \in \{2, \ldots, n\} \setminus \{\hat{k}_0 : \bar{u} <_{UH} \bar{v}\}$. Define $T_m := \sum_{j=1}^m x_j$. When $\bar{v} = 0$, let $\tilde{\zeta}_j[0] \sim \text{Gamma}(x_j, 1)$ and $\zeta_j[0] \sim \text{Gamma}(T_{j-1} + i - 1, 1)$; whereas when $\bar{v} = (0, 1, 1, \ldots, 1)$, let $\tilde{\zeta}_j[\bar{v}] \sim \text{Gamma}(x_{\bar{v}} + 1[j = \hat{k}_\bar{v}], 1)$, and

\[
\tilde{\zeta}_j[\bar{v}] \sim \begin{cases} 
\text{Gamma}(T_{j-1} + j - 1, 1), & 2 \leq j \leq \hat{k}_\bar{v}, \\
\text{Gamma}(T_{j-1} + j, 1), & \hat{k}_\bar{v} < j < \hat{k}_\bar{v}', \\
\text{Gamma} \left( T_{j-1} + j + 1 - |\bar{v}| - \sum_{k_s < j : x_s <_{UH} \bar{v}} \{x_{k_s} + \hat{\tau}_x\}, 1 \right), & \hat{k}_\bar{v}' < j \leq n,
\end{cases}
\]

where $\bar{v}' = (0, 1, 1, \ldots, 1)$ and $|\bar{v}'| = |\bar{v}| - 1$. For either the root or the type L vertex, define $\beta_1[\bar{v}] := 1$, $\beta_i[\bar{v}] := 0$ for $i \in \{k_s : \bar{s} <_{UH} \bar{v}\}$ and

\[
\beta_j[\bar{v}] := \frac{\tilde{\zeta}_j[\bar{v}]}{\zeta_j[\bar{v}] + \tilde{\zeta}_j[\bar{v}]}, \quad j \in \{2, \ldots, n\} \setminus \{\hat{k}_0 : \bar{u} <_{UH} \bar{v}\}; \quad (9)
\]
then let $S_{0,n}[\bar{v}] := 0$, $S_{n,n}[\bar{v}] := 1$ and $S_{k,n}[\bar{v}] := \prod_{\ell=k+1}^{n}(1 - \beta_{\ell}[\bar{v}])$ for $1 \leq k \leq n - 1$. Choose the PA label $\hat{k}_{\bar{v},i}$ such that $S_{\hat{k}_{\bar{v},i} - 1,n}[\bar{v}] \leq U_{\bar{v},1} S_{\hat{k}_{\bar{v},i} - 1,n}[\bar{v}] < S_{\hat{k}_{\bar{v},i} - 1,n}[\bar{v}]$.

3. We generate the ages and PA labels of the type R neighbours. Let $(\hat{a}_{\bar{v},i}, 2 \leq i \leq 1 + \hat{r}_\bar{v})$ be points of a mixed Poisson process on $((\hat{a}_{\bar{v},1}, 1]$ with intensity

$$\lambda_\bar{v}(y)dy := \frac{\zeta_{\bar{k}_{\bar{v}}}[\bar{v}]}{\mu a_{1/\mu}^1} y^{1/\mu - 1}dy.$$  

Denote $M_{\bar{v}} := \min\{k : (k/n)^x \geq \hat{a}_{\bar{v}}\}$. Then choose $\hat{k}_{\bar{v},i}$ such that

$$((\hat{k}_{\bar{v},i} - 1)/n)^x < \hat{a}_{\bar{v},i} \leq (\hat{k}_{\bar{v},i}/n)^x \quad \text{for } M_{\bar{v}} \leq \hat{k}_{\bar{v},i} \leq n.$$  

If $\bar{v}$ belongs to type R, let $\zeta_{\bar{k}_{\bar{v}}}[\bar{v}] \sim \text{Gamma}(x_{\bar{k}_{\bar{v}}}, 1)$ and apply step 3 only to obtain $((\hat{a}_{\bar{v},1}, \hat{k}_{\bar{v},1}), 1 \leq l \leq \hat{r}_\bar{v})$. We build $(T_{X,n},0)$ by iterating this process, and terminate the construction whenever there is some vertex $\bar{v}$ such that $\hat{\bar{v}} = 1$.

We give several remarks on the construction of $(T_{X,n},0)$. When $\hat{\bar{v}} = 1$, it must be the case that $\bar{v} = 0$ or $\bar{v} = (0,1,...,1)$. We stop the construction in this case because vertex 1 does not have a type L neighbour, so steps 1 and 2 are unnecessary, and $\zeta_1[\bar{v}]$ is undefined in step 3. Nevertheless, for $r < \infty$ and any vertex $\bar{v}$ in the $r$-neighbourhood of vertex 0 in $V(T_{X,n},0)$, the probability that $\hat{\bar{v}} = 1$ tends to zero as $n \to \infty$.

By the beta-gamma algebra, $(\beta_j[0], 0 \leq j \leq n) =_d (B_{\bar{k}_{\bar{v}}}[x_{\bar{k}_{\bar{v}}}], 1 \leq j \leq n)$ and $(S_{k,n}[0], 1 \leq k \leq n)$, where $B_{\bar{k}_{\bar{v}}}[x_{\bar{k}_{\bar{v}}}]$ and $S_{k,n}$ are as in Definition 1.13. We use the gamma variables to generate the beta variables to better compare $(T_{X,n},0)$ and $(T,0)$ in the coupling. When vertex $\bar{v} \neq 0$, the beta variables $\beta_j[\bar{v}]$ are building blocks of the urn representation of the $(x,n)$-sequential model conditional on the edges joining the vertices $\{\bar{w} : \bar{w} \leq_{UH} \bar{v}\}$, with the parameters chosen to adjust for the conditioning effect. More specifically, we can use these betas to construct a Bernoulli point process that encodes the type R neighbours of vertex $\bar{v}$ in the $r$-neighbourhood of $k_0$, $B_r(G_n, k_0)$, and then couple with the mixed Poisson point process on $(\hat{a}_{\bar{v},1}, 1]$ with intensity $\lambda_\bar{v}$. The comprehensive arguments for deriving these betas are deferred to Section 3 and 8.

1.4.2 Coupling of the 1-neighbourhoods

Keeping the notations above, we are ready to give an overview of the proof. The proof proceeds in two major steps. Firstly, given that $G_n \sim \text{Seq}(x)_n$, we couple $(G_n, k_0)$ and $(T_{X,n}, 0)$ such that $(B_r(G_n, k_0), k_0) \cong (B_r(T_{X,n}, 0), 0)$ with high probability. Denote by $(T_{X,n}, 0)$ the intermediate Pólya point tree after randomisation of $X$. In the second step, we bound the total variation distance between $(B_r(T_{X,n}, 0), 0)$ and $(B_r(T, 0), 0)$. The theorem then follows from applying the triangle inequality for the total variation distance.

We begin by sketching out the coupling of $(G_n, k_0)$ and $(T_{X,n}, 0)$. As the vertices of $G_n$ do not have ages, we define the age of vertex $j$ in $G_n$ as $(j/n)^x$ to compare $(G_n, k_0)$ and $(T_{X,n}, 0)$. In the coupling, we consider the vertex pairs $k_\bar{w} \in V(B_{r-1}(G_n, k_0))$ and $\bar{w} \in V(B_{r-1}(T_{X,n}, 0))$ in the breadth-first order. Assuming that $\bar{w}$ and $k_\bar{w}$ are already coupled such that $k_\bar{w} = k_\bar{w}$ and the ages are sufficiently close: $(k_\bar{w}/n)^x \approx \hat{a}_\bar{w}$, we construct a coupling such that with high probability, $\hat{\bar{w}} = \theta_\bar{w}$, and for all $1 \leq i \leq \hat{\bar{w}} + 1[\bar{w} = 0 \text{ or } (0,1,1,...,1)]$, $k_{\bar{w},i} = k_{\bar{w},i}$ and $\hat{a}_{\bar{w},i} \approx (k_{\bar{w},i}/n)^x$. Note that when $\theta_\bar{w} = \hat{\bar{w}}$ for all $\bar{w} \in V(B_{r-1}(T_{X,n}, 0))$, we have $(B_r(G_n, k_0), k_0) \cong (B_r(T_{X,n}, 0), 0)$. 
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Figure 4: An illustration of the relation between the Bernoulli point process on $((k_0/n)^X, 1]$ constructed using $(1[U_k \in I_{k_0}], k_0 + 1 \leq i \leq n)$ and the $(x, n)$-Pólya urn tree. Here $\theta_0 = 3$, $k_{0,2} = j_1$, $k_{0,3} = j_2$ and $k_{0,4} = j_3$.

Next, we elaborate on this outline, but to spare the technical detail of conditioning on the existing edges in the case of type L and R vertices, below we only focus on coupling the 1-neighbourhoods of $(G_n, k_0)$ and $(T_{x,n}, 0)$.

**Step 1.** We couple the initial attractiveness and the ages of the root vertices. Let $U_0 \sim U[0,1]$, $k_0 = \lfloor nU_0 \rfloor$ and $\hat{a}_0 = U_0^X$. In light of Definition 1.15, we have $k_0 = k_0$, implying that the initial attractiveness of the root of $(T_{x,n}, 0)$ is $x_{k_0}$, and $\hat{a}_0 \approx (k_0/n)^X$. The closeness of the ages and the matching of the initial attractiveness are required to couple $\theta_0$ and $\hat{\tau}_0$, as well as the ages and initial attractiveness of $k_{0,i} \in V(B_1(G_n, k_0))$ and $(0, i) \in V(B_1(T_{x,n}, 0))$, as we illustrate next.

**Step 2a.** Given that the root vertices are coupled as in the previous step, we construct a coupling such that with high probability, $\hat{\tau}_0 = \theta_0$, and for $2 \leq i \leq 1 + \theta_0$, $\hat{k}_{0,i} = k_{0,i}$ and $\hat{a}_{0,i} \approx (k_{0,i}/n)^X$. We build a Bernoulli point process on $((k_0/n)^X, 1]$ that encodes the vertex labels in $G_n \sim \text{Seq}(x)_n$. For $2 \leq k \leq n$, let $U_k \sim U[0, S(x)_{k-1,n}]$ and $I_{k_0} = [S(x)_{k_{0-1,n}}, S(x)_{k_{0,n}}]$. As shown in Figure 4, we put a point on $(k/n)^X$ if and only if $1[U_k \in I_{k_0}] = 1$ for $k_0 + 1 \leq k \leq n$, which from Definition 1.13, occurs with the conditional probability

$$\frac{S(x)_{k_{0,n}}}{S(x)_{k-1,n}} B_{k_0}.$$ (12)

**Step 2b.** We couple the Bernoulli process and a discretisation of the mixed Poisson process on $(\hat{a}_0, 1]$ that encodes the ages and the PA labels $((\hat{k}_{0,i}, \hat{a}_{0,i}), 2 \leq i \leq 1 + \hat{\tau}_0)$, as appeared in step 3 of Definition 1.15. To this purpose, we need an estimate of (12). For $n$ and $k$ sufficiently large, we can apply the law of large numbers and standard moment inequalities to show that $(k/n)^X \approx S(x)_{k,n}$ with high probability. So applying the beta-gamma algebra and the law of large numbers to $B_{k_0}$, we can closely couple (12) and

$$\left( \frac{k_0}{k} \right)^X \frac{Z_{k_0}}{(\mu + 1)k_0}, \text{ where } Z_{k_0} \sim \text{Gamma}(x_{k_0}, 1).$$ (13)

Importantly, (12) and (13) are close enough that we can couple the Bernoulli processes constructed using these means. On the other hand, (13) are small enough that the Bernoulli process with these means is approximately distributed as the discretised mixed Poisson process with means

$$\int_{((k-1)/n)^X}^{(k/n)^X} \frac{Z_{k_0}}{\mu a_0^{\mu/h} y^{1/\mu-1} dy};$$ (14)
noting that $(k_0/n)^x \approx \hat{a}_0$. Thus, we use standard techniques to couple these point processes such that $\theta_0 = \tau_0$ and $\hat{k}_{0,i} = k_{0,i}$ for $i = 2, \ldots, 1+\tau_0$ with high probability. From (11) of Definition 1.15, it is clear that under the coupling, $(k_{0,i}/n)^x \approx \hat{a}_{0,i}$ for $n$ large enough.

**Step 3.** We couple $\hat{k}_{0,1}$ and $k_{0,1}$ such that $k_{0,1} = \hat{k}_{0,1}$, and then show that under the coupling, $\hat{a}_{0,1} \approx (k_{0,1}/n)^x$ with high probability. In view of Definition 1.13 and 1.15, we can achieve this by using the same set of betas in the constructions of the two graphs. To establish the closeness of ages, it is enough to prove that $S_{k_{0,1}}^{(x)} \approx (k_{0,1}/n)^x$ because $\hat{a}_0 \approx (k_0/n)^x$. This follows showing that with high probability, $(k/n)^x \approx S_{k,n}^{(x)}$ for sufficiently large $k$ and $n$, and that $k_{0,1}$ is large enough. This completes the coupling of the 1-neighbourhoods.

We reiterate that although the closeness of the ages are not part of the local weak convergence, we need $\hat{a}_{0,i} \approx (k_{0,i}/n)^x$ to couple the 2-neighbourhoods of $(G_n, k_0)$ and $(T_{k,n}, 0)$. This is not possible if for the 1-neighbourhoods, we only couple $\sum_{j=0}^n \left[ U_k \in I_{k_0} \right]$ to a Poisson variable with parameter $\int_0^1 \xi_{k_0}(\mu a_0^{1/\mu})^{-1} y^{1/\mu - 1} dy$. In that case, we can only couple $(G_n, k_0)$ and $(T_{k,n}, 0)$ such that $(B_1(G_n, k_0), k_0) \equiv (B_1(T_{k,n}, 0), 0)$ with high probability, which is not enough to prove Theorem 1.5. When coupling the $r$-neighbourhoods for $r > 1$, we consider the Bernoulli point processes constructed using the betas $\beta_j[v]$, $\hat{v} \neq 0$, in Definition 1.15. As $\beta_j[v]$ are approximately distributed as $B_j^{(x)}$ when the number of discovered edges is not too large, an event that occurs with high probability, it follows that the coupling is similar to the above.

Having coupled $(G_n, k_0)$ and $(T_{k,n}, 0)$ as above, we bound the total variation distance between $(B_r(T_{k,n}, 0), 0)$ and $(B_r(T, 0), 0)$. The main issue is that two vertices $\hat{u}, \hat{w} \in V(B_r(T_{k,n}, 0))$ share the same initial attractiveness $x_k$ (or equivalently the PA label) whenever the Poisson points $\hat{a}_u$ and $\hat{a}_w$ land in the same bin $\left( (k-1)/n, k/n \right)$, as described in (11); while the fitness of each vertices in $(T, 0)$ are independent, and so the initial attractiveness of the vertices in $(T_{k,n}, 0)$ must be derived from separate $x_i$. Hence to bound the total variation distance, we couple the graphs using a simple procedure, and show that the probability that the PA labels are not distinct tends to zero as $n \to \infty$.

### 1.5 Related works

In this section we give an overview on the recent development in the study of preferential attachment graphs with additive fitness. We also collect some known results on the weak local limit of the model when the initial attractiveness are equal almost surely.

The recent work Lodewijks and Ortgiese [23] used martingale techniques to investigate the maximum degree for fitness distributions with different tail behaviours, where the results are applicable to preferential attachment graphs with additive fitness that allow for multiple edges. They also studied the empirical degree distribution, whose detail we already mentioned in Remark 1.10. Our model is also a special case of the preferential attachment tree considered in Iyer [19, Section 3], where vertices are chosen with probability proportional to a suitable function of their fitness and degrees at each attachment step. Using branching processes, [19] studied the empirical degree distribution under the assumption of bounded fitness, as well as the condensation phenomena of the model. Our model was also studied in Bhamidi [5, Section 5.5.1]. Assuming bounded fitness, [5] used theories of branching processes to investigate the empirical degree distribution, the height
and the degree of the initial vertex. We note that ‘global’ properties such as the maximum degree, the height and the degree of the initial vertex cannot be deduced from the weak local limit.

Moreover, our model is closely related to the random recursive trees introduced in Borovkov and Vatutin [9]. The random recursive tree is constructed as follows: starting from a single vertex with weight one, a new vertex with an edge attached to it is added to the existing graph at each step. The new vertex and edge respectively have a random weight and a random length, and given the weights of the existing vertices, the recipient of the new edge is chosen from these vertices with probability proportional to their weights. [9] studied the average degree of a fixed vertex and the distance between a newly added vertex and the initial vertex; while [32] investigated the degree sequence of fixed vertices, the height and the profile, assuming that the weight of the initial vertex is also random and all edges have length one. As observed in [32], we can view the preferential attachment tree as a random recursive tree via Theorem 1.14. More specifically, let \((X_i, i \geq 1)\) is the fitness sequence. Define \(B_j^{(X)} \sim \text{Beta}(X_j, \sum_{\ell=1}^{j-1} X_\ell + j - 1)\) and \(S_{k,n}^{(X)} = \prod_{i=k+1}^{n} (1 - B_i^{(X)})\), with \(S_{0,n} = 0\) and \(S_{n,n} = 1\). Then, the preferential attachment tree is a random recursive tree, where the weights of the vertices \(1 \leq j \leq n\) are distributed as \((S_{j,n}^{(X)} - S_{j-1,n}^{(X)}, 2 \leq j \leq n)\), and each edge has length one.

We now survey the weak local limit results developed for preferential attachment graphs. When \(x_1 = 0\) and \(x_i = 1\) for all \(i \geq 2\), the \((x, n)\)-sequential model is the pure ‘sequential’ model in Berger, Borgs, Chayes, and Saberi [4] with no multi-edges; and a special case of the model considered in Rudas, Tóth, and Valkó [31], where the ‘weight’ function in their model is the identity function plus one. In [4, Theorem 2.2], the authors showed that the weak local limit of several types of preferential attachment random graphs is the Pólya point tree (see Section 2.3.2 of [4] for the precise definition). This weak local limit is the \(\pi\)-Pólya point tree when there is no multi-edges, and the fitness distributions of these models put a unit mass on value one. Furthermore, the models studied in [4] can be generalised in such a way that self-loops are allowed, and the fitness distribution puts a unit mass on \(\delta > 0\). Thus, van der Hofstad [34, Chapter 5, Theorem 5.8] and Garavaglia [16, Chapter 4, Theorem 4.2.1] adapted the proof of [4] to obtain the weak local limit of these models. Theorem 1.5 can therefore be seen as a generalisation of their results. Using branching process techniques, [31] studied the asymptotic distribution of the subtree rooted at a uniformly chosen vertex, which, as observed by [4], implies the local weak limit of the preferential attachment family.

Finally, we note that a different preferential attachment random graph with fitness was studied in [5], [8], [11], and [12], where the probability that a new vertex attaches to an existing vertex is proportional to its fitness times its degree.

1.6 Organisation of the paper

The remainder of this paper is organised as follows. In the next section, we state the approximations of \(S_{k,n}^{(x)}\) and \(B_j^{(x)}\) used for the estimation of (12); and we describe the distributions of the neighbours of the type L and R vertices in Section 3. In Section 4 we specialise to coupling 1-neighbourhoods; while in Section 5 we use the results in Section 3 to inductively extend the coupling to the type L and R vertices, hence proving Theorem 1.5. Section 6 collects the supplementary proofs for Theorem 1.5; and in Section 7 we prove
the results in Section 1.3. In the last section, we construct the Pólya urn representation of the \((x,n)\)-sequential model conditional on a finite collection of edges, which we use to obtain the results appearing in Section 3.

2 APPROXIMATION OF THE BETA VARIABLES

Recall that for any fitness sequence \(X := (X_i, i \geq 1)\), we assume that \(X_1 > -1\) and \((X_i, i \geq 2)\) are i.i.d. positive random variables, and \(x := (x_i, i \geq 1)\) is a realisation of \(X\) with \(X_1 = x_1\). We stress that in this section, we do not assume bounded fitness, because we shall apply the lemmas to prove Theorem 1.8.

To approximate \(S_{k,n}^{(x)}\) and \(B_j^{(x)}\), we require that with high probability, \(x\) is such that \(\sum_{t=2}^j x_t\) is close enough to \((j-1)\mu\) for all \(j\) sufficiently large. So given \(1/2 < \alpha < 1\) and \(n\) the size of the \((x,n)\)-sequential model, we define

\[
A_{\alpha,n} = \left\{ x : \bigcap_{j=\lfloor \phi(n) \rfloor}^\infty \left\{ \left| \sum_{h=2}^j x_h - (j-1)\mu \right| \leq j^\alpha \right\} \right\},
\]

where \(\phi(n) = \Omega(n^\chi)\). We adapt the techniques in Peköz, Röllin, and Ross [28] to produce the following lemmas, and defer the proofs to Section 6.2. Arguments of similar flavour can be found in Bloem-Reddy and Orbanz [6], where the authors studied a different random graph. The first lemma is due to an application of standard moment inequalities.

Lemma 2.1. Assume that \(\mathbb{E}(X_1^p) < \infty\) for some \(p > 2\). Given a positive integer \(n\) and \(1/2 + 1/p < \alpha < 1\), there is a constant \(C := C(\mu, \alpha, p)\) such that \(\mathbb{P}(x \in A_{\alpha,n}) \geq 1 - Cn^{\chi(-p(\alpha-1/2)+1)}\).

The lemma above indicates that for large \(n\), the probability that \(X\) satisfies

\[
\bigcap_{j=\lfloor \phi(n) \rfloor}^\infty \left\{ \left| \sum_{h=2}^j X_h - (j-1)\mu \right| \leq j^\alpha \right\}
\]

tends to one as \(n \to \infty\). The next lemma is an approximation result of \(S_{k,n}^{(x)}\), \([\phi(n)] \leq k \leq n\), and is an extension of Berger, Borgs, Chayes, and Saberi [4, Lemma 3.1]. Note that from now on we use the subscript \(x\) to indicate the conditioning on \(X = x\).

Lemma 2.2. Given a positive integer \(n\) and \(1/2 < \alpha < 1\), assume that \(x \in A_{\alpha,n}\). Then there are positive constants \(C := C(x_1, \mu, \alpha)\) and \(c := c(x_1, \mu, \alpha)\) such that

\[
\mathbb{P}_x \left( \max_{\lfloor \phi(n) \rfloor \leq k \leq n} \left| S_{k,n}^{(x)} - \left( \frac{k}{n} \right)^\chi \right| \leq \delta_n \right) \geq 1 - \varepsilon_n,
\]

where \(\delta_n := Cn^{-\chi(1-\alpha)/4}\) and \(\varepsilon_n := cn^{-\chi(1-\alpha)/2}\).

We outline the proof of Lemma 2.2 as follows. The first step is to derive an expression for \(\mathbb{E}_x[S_{k,n}^{(x)}]\), where we modify a moment formula given in Sénizergues [32]. In the second step, we use the formula to show that when \(x \in A_{\alpha,n}\), the difference between the mean of \(S_{k,n}^{(x)}\) and \((k/n)^\chi\) for \(k \geq \lfloor \phi(n) \rfloor\) is small enough for large \(n\). Once we take care of swapping the mean of \(\mathbb{E}_x[S_{k,n}^{(x)}]\) and \((k/n)^\chi\), the lemma then follows from a martingale argument.
Remark 2.3. For vertices of order at most $n^\chi$, the upper bound $\delta_n$ in Lemma 2.2 is only meaningful when $\chi > (\alpha + 3)/4$, as otherwise $\delta_n$ is of order greater than $(k/n)^\chi$. However, the bound is useful for estimating (12) as the probability that $k_0 = o(n)$ tends to zero as $n \to \infty$.

For the approximation of $B_j^{(x)}$, recall that $B_i^{(x)} \sim \text{Beta}(x_i, T_{i-1} + i - 1)$ for $i \geq 2$, where $T_m := \sum_{i=1}^m x_i$. In what follows we drop the superscript $(x)$ to simplify notations. Independently of $B_i^{(x)}$, let $Z_j$ and $\tilde{Z}_k$ be independent variables such that $Z_j \sim \text{Gamma}(x, 1)$ and $\tilde{Z}_k \sim \text{Gamma}(T_k + k, 1)$ for $2 \leq j \leq n$ and $1 \leq k \leq n - 1$. Then by the beta-gamma algebra, we have the following distributional identity:

$$\left(B_j^{(x)}, \tilde{Z}_{j-1} + Z_j\right) =_{d} \left(\frac{Z_j}{Z_j + \tilde{Z}_{j-1}}, \tilde{Z}_{j-1} + Z_j\right) \quad \text{for } 2 \leq j \leq n,$$

where the two random variables on the right-hand side are independent. The next lemma is due to the law of the large numbers and Chebyshev’s inequality, and is an extension of [4, Lemma 3.2].

Lemma 2.4. Given positive integer $n$ and $1/2 < \alpha < 3/4$, let $Z_j$ and $\tilde{Z}_j$ be as above. Define the event

$$E_{x,j,\varepsilon} := \left\{ \left| \frac{Z_j}{Z_j + \tilde{Z}_{j-1}} - \frac{Z_j}{(\mu + 1)j} \right| \leq \frac{Z_j}{(\mu + 1)j} \varepsilon \right\}, \quad 2 \leq j \leq n. \quad (17)$$

When $x \in A_{\alpha,n}$, there is a positive constant $C := C(x_1, \alpha, \mu)$ such that

$$\mathbb{P}_x\left( \bigcap_{j=\lfloor \phi(n) \rfloor}^n E_{x,j,\varepsilon} \right) \geq 1 - C(1 + \varepsilon)^4 \varepsilon^{-4} n^{4(\alpha - 3)}. \quad (18)$$

In addition,

$$\mathbb{P}_x\left( \bigcap_{j=\lfloor \phi(n) \rfloor}^n \{ Z_j \geq j^{1/2} \} \right) \geq 1 - \sum_{j=\lfloor \phi(n) \rfloor}^n j^{-2} \prod_{\ell=0}^{\lfloor \phi(n) \rfloor} (x_j + \ell); \quad (19)$$

and if $x_i \in (0, \kappa]$ for all $i \geq 2$, then there is a positive constant $C$ such that

$$\mathbb{P}_x\left( \bigcap_{j=\lfloor \phi(n) \rfloor}^n \{ Z_j \geq j^{1/2} \} \right) \geq 1 - C \kappa^4 n^{-\chi}. \quad (20)$$

3 THE DISTRIBUTIONS OF THE NEIGHBOURS OF THE TYPE L AND R VERTICES

Let $(G_n, k_0)$ be an $(x,n)$-Pólya urn tree rooted at its uniformly chosen vertex $k_0$. From Section 1.2, recall that $B_r(G_n, k_0)$ is the $r$-neighbourhood of the uniform vertex $k_0$ in $(G_n, k_0)$, and a vertex in $\partial B_r := V(B_r(G_n, k_0)) \setminus V(B_{r-1}(G_n, k_0))$ is of type $L$ if it receives an incoming edge from a vertex in $\partial B_{r-1}$; and it is of type $R$ if it sends an outgoing edge to a vertex in $\partial B_{r-1}$. To prepare for the graph coupling in the later sections, here we first give a characterisation of the breadth-first search of $G_n$, which shows that the unexplored neighbours of vertex $k_\theta = k$ are distributed as the neighbours of vertex $k$ in the $(x,n)$-sequential model conditional on the set of discovered edges. We shall refer to the (finite) collection of edges that we condition on as an *embellishment*. Using this
The vertices are arranged from left to right in increasing order of their original labels in \( G_n \). Here, \( P_3 = \{(k_0, k_{0,1}, k_{0,2})\} \) and \( A_3 = \{k_{0,3}, k_{0,1,1}, k_{0,1,2}, k_{0,2,1}\} \). So \( k[4] = k_{0,3} \), \( k_s[4] = k_{0,1} \) and \( k_s^*[4] = k_{0,1,1} \).

relation, we construct a Bernoulli point process that encodes the type R neighbours of vertex \( k_0 \in V(B_r(G_n, k_0)) \), and the distribution of the type L neighbour if \( k_0 \) belongs to type L.

We use the Ulam-Harris labels introduced in Section 1.2 to characterise the breadth-first search as follows. The exploration process of \( G_n \) is a random sequence of partitions of \( V(G_n) \), denoted \( (A_t, P_t, N_t)_{t \geq 0} \), where the letters respectively stand for active, probed and neutral. We initialise the process with

\[
(A_0, P_0, N_0) = (\{k_0\}, \emptyset, V(G_n) \setminus \{k_0\}).
\]

Given \( (A_{t-1}, P_{t-1}, N_{t-1}) \), \( (A_t, P_t, N_t) \) is generated as follows. Let \( k[1] = k_0 \) and \( k[j] \in N \) be the vertex in \( A_{j-1} \) that is the smallest in the breadth-first order. That is, if \( k_0 \in A_{j-1} \) and \( \bar{\nu} < U_H \bar{\nu} \) for all \( k_{\bar{\nu}} \in A_{j-1} \setminus \{k_0\} \), then \( k[j] = k_0 \). Denote by \( D_t \) the set of vertices in \( N_{t-1} \) that are attached to \( k[t] \):

\[
D_t := \{u \in N_{t-1} : \{u, k[t]\} \in E(G_n)\}.
\]

Then in the \( t \)-th exploration step we set

\[
(A_t, P_t, N_t) = (A_{t-1} \setminus \{k[t]\} \cup D_t, P_{t-1} \cup \{k[t]\}, N_{t-1} \setminus D_t);
\]

and if \( A_{t-1} = \emptyset \), then set \( (A_t, P_t, N_t) = (A_{t-1}, P_{t-1}, N_{t-1}) \). In words, at step \( t \) we probe vertex \( k[t] \) and mark the neutral vertices attached to \( k[t] \) as active. Note that this characterisation of the exploration process is standard, and more examples can be found in [21] and [33, Chapter 4].

The alternative vertex labelling \( k[t] \) is useful as the distribution of the neighbours of \( k[t] \) depends on \( (A_{t-1}, P_{t-1}, N_{t-1}) \); whereas we use the Ulam-Harris scheme for the breadth-first search and matching up the vertices in \( (G_n, k_0) \) and in \( (T_{k,n}, 0) \) during the coupling. As we show next, the original vertex labels, used in the construction of \( G_n \), is helpful for identifying a type L vertex in the breadth-first search. Hereafter we ignore the possibility that \( k[t] = 1 \), because when \( t \) (or equivalently the number of discovered vertices) is not too large, the probability that \( k[t] = o(n) \) tends to zero as \( n \to \infty \). For \( t \geq 1 \), let \( k_s[t] \) (resp. \( k_s^*[t] \)) be the vertex in \( P_{t-1} \) (resp. \( A_{t-1} \)) that has the smallest original vertex label, that is

\[
k_s[t] := \min \{v : v \in P_{t-1}\} \quad \text{and} \quad k_s^*[t] := \min \{v : v \in A_{t-1}\}.
\]

The lemma below says that \( k[t] \) is a type L vertex if and only if \( k[t] = k_s^*[t] \), which can be understood as a consequence of the fact that immediately after we probe an active type L vertex, we uncover a new active type L vertex. A pictorial example is given in Figure 5.
Lemma 3.1. Assume that $\mathcal{A}_{t-1} \cup \mathcal{P}_{t-1}$ does not contain vertex 1. If $t = 2$, then $k_s[2] = k_0$ and $k_s^*[2] = k_{0,1}$; while if $2 < i \leq t$, $k_s[i]$ and $k_s^*[i]$ are type L vertices, where $k_s^*[i]$ is the only type L vertex in $\mathcal{A}_{t-1}$, and it receives an incoming edge from $k_s[i]$.

Proof. We prove the lemma by an induction on $2 \leq i \leq t$. The base case is clear, since $\mathcal{P}_1 = \{k_0\}$ and $\mathcal{A}_1 = \{k_{0,1}, \ldots, k_{0,1+\theta_0}\}$. Assume that the lemma holds for some $2 \leq i < t$. If we probe a type L vertex at time $i$, then $k[i] = k_s^*[i]$, and there is vertex $u \in \mathcal{N}_{t-1}$ that receives the incoming edge emanating from $k[i]$. Hence vertex $u$ belongs to type L and $k_s^*[i+1] = u$. Furthermore, $k_s[i+1] = k[i]$, as $k_s[i]$ sends an outgoing edge to $k[i]$ by assumption, implying $k[i] < k_s[i]$. If we probe a type R vertex at time $i$, then $k[i] > k_s^*[i]$ and we uncover vertices in $\mathcal{N}_{t-1}$ that have larger labels than $k[i]$, and set $\mathcal{P}_i = \mathcal{P}_{t-1} \cup k[i]$. It follows that $k_s[i+1] = k_s[i]$ and $k_s^*[i+1] = k_s^*[i]$, which are type L vertices.

The next lemma shows that the type L vertex $k_s^*[t]$ is the only vertex in $\mathcal{A}_{t-1}$ to condition on having received at least one incoming edge, which has a biasing effect on the probability that an unexplored vertex attaches to $k_s^*[t]$. On the other hand, the edge linking a type R vertex $k \in \mathcal{A}_{t-1}$ and a vertex in $\mathcal{P}_{t-1}$ does not have a similar biasing effect, because the edge is necessarily an outgoing edge from vertex $k$, and conditioning on this edge does not alter the weight of vertex $k$.

Lemma 3.2. Given $t \geq 2$, assume that $\mathcal{A}_{t-1} \cup \mathcal{P}_{t-1}$ does not contain vertex 1. Then the recipient of the incoming edge from vertex $v \in \mathcal{P}_{t-1}$ is also in $\mathcal{P}_{t-1}$, unless $v = k_s[t]$, in which case the recipient is $k_s^*[t] \in \mathcal{A}_{t-1}$.

Proof. The vertex we probe at exploration time $2 \leq s \leq t$, $k[s]$, either belongs to type L or type R. If it belongs to type R, then it must have been discovered at some step $i < s$ via the outgoing edge it sends to $k[i] \in \mathcal{P}_{s-1}$. If $k[s]$ is a type L vertex, then by Lemma 3.1, $k[s] = k_s[s+1]$, and vertex $k_s^*[s+1] \in \mathcal{A}_s$ receives the incoming edge from $k[s]$.

We proceed to construct the neighbour distribution of vertex $k[t]$. Let $\mathcal{E}_0 = \emptyset$, and for $s \geq 1$, let $\mathcal{E}_s$ be the set of edges connecting the vertices in $\mathcal{A}_s \cup \mathcal{P}_s$. Given $(\mathcal{A}_{t-1}, \mathcal{P}_{t-1}, \mathcal{N}_{t-1})$, the neighbours of $k[t] = k$ are distributed as the neighbours of vertex $k$ in the embellished $(x, n)$-sequential model, with the edges in $\mathcal{E}_{t-1}$ being the embellishment. In Section 8, we prove that the embellished model still retains the preferential attachment mechanism, and the embellished preferential attachment process can be represented as embedded Pólya urns, hence there is an analog of Theorem 1.14 for the model. Here we only state the main consequence of this analog, that is, the type R neighbours of $k[t]$ can be encoded in a Bernoulli point process analogous to $(1[I_{k_0} \in \mathcal{I}_k], k_0 + 1 \leq k \leq n)$, where $U_{k_0}$ and $\mathcal{I}_k$ are respectively the uniform variable and the intervals in Definition 1.13; and when $k[t]$ belongs to type L, the distribution of its type L neighbour can be constructed using the beta variables appearing in Definition 1.15.

We need to define some variables for this purpose, which are distributed as the gammas and betas appearing in Definition 1.15, but expressed using the notations used in the characterisation of the breadth-first search. These new variables are more convenient when we relate them to the betas in the urn representation of the embellished model. Given a positive integer $m$, denote the set of vertices and edges in $\mathcal{P}_t$ and $\mathcal{E}_t$ that are added to $G_n$ before vertex $m$ as

$$\mathcal{P}_{t,m} = \{v \in \mathcal{P}_t : v < m\} \quad \text{and} \quad \mathcal{E}_{t,m} = \{\{h, i\} \in \mathcal{E}_t : \max\{h, i\} < m\}. \quad (21)$$
Noting that \((A_0, P_0, N_0) = (\{k_0\}, \emptyset, V(G_n) \setminus \{k_0\})\) and \(\mathcal{E}_0 = \emptyset\), let \(((Z_i[t], \tilde{Z}_i[t]), i \in \{2, \ldots, n\} \setminus \mathcal{P}_{t-1}\) be a sequence of independent variables, where \([t]\) indicates the exploration step. Omitting \(x\) in the notations, let \(Z_i[1] \sim \text{Gamma}(x_h, 1)\) and \(\tilde{Z}_i[1] \sim \text{Gamma}(T_{i-1} + i - 1, 1)\), where \(T_m := \sum_{l=1}^{m} x_l\). Assume that \(j \in \{2, \ldots, n\} \setminus \mathcal{P}_{t-1}\), we define

\[
Z_j[t] \sim \text{Gamma}(x_j + 1[j = k^*_s[t]], 1), \quad t \geq 2,
\]

and

\[
\tilde{Z}_j[t] \sim \begin{cases} 
\text{Gamma}(T_{j-1} + j - 1, 1), & 2 \leq j \leq k^*_s[t], \\
\text{Gamma}(T_{j-1} + j, 1), & k^*_s[t] < j < k_s[t], \\
\text{Gamma}(T_{j-1} + j - \sum_{k \in \mathcal{P}_{t-1}, j} x_k - |E_{t-1,j}|, 1), & k_s[t] < j \leq n.
\end{cases}
\]

Define \(B_1[t] := 1, B_k[t] := 0\) for \(t \geq 1\) and \(k \in \mathcal{P}_{t-1}\), as well as

\[
B_j[t] := \frac{Z_j[t]}{Z_j[t] + \tilde{Z}_j[t]} \quad \text{for } j \in \{2, \ldots, n\} \setminus \mathcal{P}_{t-1}.
\]

Denote \(S_{0,n}[t] := 0, S_{n,n}[t] := 1\) and

\[
S_{k,n}[t] := \prod_{j=k+1}^{n} (1 - B_j[t]) = \prod_{j=k+1, j \notin \mathcal{P}_{t-1}}^{n} (1 - B_j[t]) \quad \text{for } 1 \leq k \leq n - 1,
\]

where the second equality is true because \(B_j[t] = 0\) for \(j \in \mathcal{P}_{t-1}\). Observe that by the beta-gamma algebra, \((B_1[1], 1 \leq i \leq n) \equiv_d (B^{(x)}_1, 1 \leq j \leq n)\) and \((S_{i,n}[1], 1 \leq i \leq n) \equiv_d (S^0_{j,n}, 1 \leq j \leq n)\), where \(B^{(x)}_1\) and \(S^0_{j,n}\) are as in Definition 1.13. Furthermore, \(\mathcal{P}_{t-1} = \{k_u : u < \text{UH}\} \) for \(t \geq 2\) and \(k_u = k[t]\). Thus, when \(\hat{k}_u = k_u\) for \(k_u \in \mathcal{P}_{t-1} \cup A_{t-1}\), \((B_k[t], 1 \leq k \leq n) \equiv_d (\beta_{j}[\hat{v}], 1 \leq j \leq n)\) and \((S_{k,n}[t], 1 \leq k \leq n) \equiv_d (S_{i,n}[\hat{v}], 1 \leq i \leq n)\), where \(\beta_{j}[\hat{v}]\) and \(S_{i,n}[\hat{v}]\) are as in Definition 1.15.

Theorem 1.14 implies that the \((x, n)\)-Pólya urn graph constructed using \((B_1[1], 1 \leq j \leq n)\) is distributed as \(\text{Seq}(x)_n\). For the exploration step \(u \geq 2\), the parameters of the gammas and betas can be understood as follows. The edges in \(E_{u-1}\) are the embellishment, and the variables \((B_u[1], 1 \leq j \leq n)\) are the ingredients for building an urn graph that is distributed as the embellished \((x, n)\)-sequential model. As the edges attached to \(\mathcal{P}_{u-1}\) are already determined, \(B_j[u] := 0\) for \(j \in \mathcal{P}_{u-1}\). The shape parameter of \(\tilde{Z}_j[u]\) is the total weight of the vertices in \(A_{u-1} \cup N_{u-1}\) with labels less than \(j\). This is because when adding a new vertex to the embellished model, the recipient of its outgoing edge cannot be a vertex in \(\mathcal{P}_{u-1}\), and is chosen with probability proportional to the current weights of the vertices in \(A_{u-1} \cup N_{u-1}\) with labels less than the new vertex. The initial attractiveness of \(k^*_u[u] = x_k^*[u] + 1\) due to the size-bias effect of \(\{k_u[u], k^*_u[u]\} \in E_{u-1}\), so the total weight of the vertices \(\{1, \ldots, j\}\), \(k^*_u[u] < j < k_u[u]\), is \(T_{j-1} + j\) instead of \(T_{j-1} + j - 1\); and the shape parameter of \(\tilde{Z}_j[u][u]\) is \(x_k^*[u] + 1\), which explains the type \(L\) gamma variables in Definition 1.3.

We now construct a Bernoulli point process that encodes the type \(R\) neighbours of vertex \(k[t]\). For \(j \in N_{t-1}\) and \(k[t] + 1 \leq j \leq n\), let \(R_j[t]\) be an indicator variable that takes value one if and only if vertex \(j\) sends an outgoing edge to \(k[t]\); while for \(j \notin N_{t-1}\), let \(R_j[t] = 0\) with probability one, since the recipient of the incoming edge from vertex \(j\) is already in \(\mathcal{P}_{t-1}\). Note that \(\sum_{j=k[t]+1}^{n} R_j[t]\) is the number of type \(R\) neighbours of
vertex $k[t]$. We also assume $N_{t-1} \neq \emptyset$, because for large $n$, with high probability the local neighbourhood of vertex $k_0$ does not contain all the vertices of $G_n$. To state the distribution of $(R_j[t], k[t] + 1 \leq j \leq n)$, we use (24) and (25) to define

$$P_{k \to k[t]} := \begin{cases} \frac{S_k[n]}{S_{k-1,n}} B_k[n], & \text{if } k \in N_{t-1} \text{ and } k[t] + 1 \leq k \leq n; \\ 0, & \text{if } k \not\in N_{t-1} \text{ and } k[t] + 1 \leq k \leq n. \end{cases} \quad (26)$$

**Definition 3.3.** Given $(A_{t-1}, \mathcal{P}_{t-1}, N_{t-1})$ and $(B_j[t], k[t] \leq j \leq n)$, let $Y_{k \to k[t]}$, $k[t] + 1 \leq j \leq n$ be conditionally independent Bernoulli variables, each with parameter $P_{k \to k[t]}$. We define this Bernoulli point process by the random vector

$$Y^{(k[t],n)} := \left( Y_{k[t]+1 \to k[t]}, Y_{k[t]+2 \to k[t]}, \ldots, Y_{n \to k[t]} \right).$$

With the preparations above, we are ready to state the main results of this section. The proofs of the following lemmas are given in Section 8.3, which are immediate consequences of the urn representation of the embellished model established there.

**Lemma 3.4.** Assume that $N_{t-1} \neq \emptyset$ and $A_{t-1} \cup \mathcal{P}_{t-1}$ does not contain vertex 1. Then given $(A_{t-1}, \mathcal{P}_{t-1}, N_{t-1})$, the random vector $(R_j[t], k[t] + 1 \leq j \leq n)$ is distributed as $Y^{(k[t],n)}$.

**Remark 3.5.** Further assume that $x \in A_{n,n}$, where $A_{n,n}$ is the event that $\sum_{i=2}^k x_i$ is close enough to $\mu(k-1)$ for all $k = \Omega(n^\gamma)$, as defined in (15). When $|E_{t-1}| = o(n)$ for some $t \geq 2$, $P_{k \to k[t]}$ is approximately distributed as

$$\frac{S_k(x)}{S_{k-1,n}} B_k(n).$$

for $n$ sufficiently large. This is because the shape parameters of $Z_j[t], k_j[t] \leq j \leq n$, given in (23), are such that $n^{-1}(T_j[t] + j - \sum_{x \not\in \mathcal{P}_{t-1}} x_k - |E_{t-1,j}|) \to \mu + 1$ as $n \to \infty$; and there are not too many $B_h[t]$ that are equal to zero almost surely. These imply that $B_j[t]$ and $S_{k,n}[t]$ are approximately distributed as $B_j(x)$ and $S_{k,n}(x)$ for $j \not\in \mathcal{P}_{t-1}$ and $1 \leq k \leq n$. Intuitively, this says that when the local neighbourhood of $k_0$ is not too large, the type R neighbours of vertex $k[t] = k$ are approximately distributed as the vertices that send an outgoing edge to vertex $k$ in the $(x,n)$-sequential model.

When $k[t]$ is the uniform vertex or a type L vertex, we use the betas in (24) to obtain the distribution of the recipient of the incoming edge from $k[t]$. Observe that $(B_j[t], 2 \leq j \leq k[t] - 1)$ does not appear in Definition 3.3, but are required for this purpose.

**Lemma 3.6.** Assume that $N_{t-1} \neq \emptyset$, $A_{t-1} \cup \mathcal{P}_{t-1}$ does not contain vertex 1, and $k[t]$ is either the root $k_0$ or a type L vertex. Given $(A_{t-1}, \mathcal{P}_{t-1}, N_{t-1})$, let $S_{k,n}[t]$ be as in (25), and $U \sim U[0, S_{k[t]-1,n}[t]]$. Then for $1 \leq h \leq k[t] - 1$, the probability that vertex $h$ receives the incoming edge from $k[t]$ is given by the probability that $S_{h-1,n}[t] \leq U \leq S_{h,n}[t]$.

4 LOCAL WEAK LIMIT PROOF: THE BASE CASE

Let $(G_n, k_0)$ be the $(x,n)$-Pólya urn tree rooted at the uniform vertex $k_0$, and $(T_{x,n}, 0)$ be the intermediate Pólya point tree in Definition 1.15. Note that $k_0 = k[1]$. In this
section, we couple \((G_n, k_0)\) and \((\mathcal{T}_{x,n}, 0)\) such that with high probability, \((B_1(G_n, k_0), k_0) \cong (B_1(\mathcal{T}_{x,n}, 0), 0)\), and for each pair \(k_v \in V(B_1(G_n, k_0))\) and \(v \in V(B_1(\mathcal{T}_{x,n}, 0))\), \((k_v/n)^x \approx \hat{a}_v\) and \(k_v = \hat{k}_v\).

We start by coupling the vertices \(k_0 \in V(B_1(G_n, k_0))\) and \(0 \in V(B_1(\mathcal{T}_{x,n}, 0))\). Let \(U_0 \sim U[0,1], \hat{a}_0 = U_0^\alpha\) and \(k_0 = \lceil nU_0 \rceil\), where \(\hat{a}_0\) is the age of vertex 0. Then \(\hat{a}_0 \approx (k_0/n)^x\), and the initial attractiveness of vertex 0 is \(x_{k_0}\) by a direct comparison to Definition 1.15. Under this coupling we define the event

\[
\mathcal{H}_{1,0} = \{\hat{a}_0 > (\log \log n)^{-x}\},
\]
which guarantees that we choose a vertex of low degree. To prepare for the coupling of the neighbours of the root vertices, let \(U_2 \sim U[0,1], \hat{a}_2 = U_2^\beta\) and \(k_2 = \lceil nU_2 \rceil\), where \(\hat{a}_2\) is the age of vertex 0. Then \(\hat{a}_2 \approx (k_2/n)^x\), and the initial attractiveness of vertex 0 is \(x_{k_2}\) by a direct comparison to Definition 1.15. Under this coupling we define the event

\[
\mathcal{H}_{1,1} = \{\hat{a}_{0,1} > (\log \log n)^{-2x}\},
\]

\[
\mathcal{H}_{1,2} = \{\theta_0 = \hat{\tau}_0, \text{ for } v \in V(B_1(\mathcal{T}_{x,n}, 0)), k_v = \hat{k}_v, \left| \hat{a}_v - \left( \frac{k_v}{n} \right)^x \right| \leq C_1 n^{-\frac{\alpha}{2}} (\log \log n)^x\},
\]

\[
\mathcal{H}_{1,3} = \{\hat{\tau}_0 < (\log n)^{1/\mu}\},
\]

where \(C_1 := C_1(x_1, \mu)\) is a constant that will be chosen in the proof of Lemma 4.2 below. On the event \(\mathcal{H}_{1,2}\), the two graphs are coupled such that \((B_1(G_n, k_0), k_0) \cong (B_1(\mathcal{T}_{x,n}, 0), 0)\), and for the vertices \((0, i) \in \partial B_1 := V(B_1(\mathcal{T}_{x,n}, 0)) \setminus \{0\}\) and \(k_0,i \in \partial B_1 := V(B_1(G_n, k_0)) \setminus \{0\}\), their initial attractiveness match and their ages are close enough. Consequently, we can couple the Bernoulli point process and the mixed Poisson point process that encode the type R neighbours of vertices \(k_0,r \in \partial B_1\) and \((0, i) \in \partial B_1\), and hence coupling the 2-neighbourhoods. The event \(\mathcal{H}_{1,1}\) ensures that the neighbours of \(k_0\) have low degrees, so that the size of the local neighbourhood of \(k_0\) grows slowly. On the event \(\mathcal{H}_{1,3}\), the number of vertex pairs that we need to couple for the 2-neighbourhoods are not too large, so that by a union bound argument, the probability that the coupling of any of the vertex pairs fail tends to zero as \(n \to \infty\).

The aim of this section is to show that when the difference between \(\sum_{j=2}^{k} x_j\) and \((k-1)\mu\) is small enough for all \(k\) sufficiently large, we can couple the two graphs such that \(\mathcal{H}_{1,i}\) occurs with high probability. Thus, let \(A_n := A_{2/3,n}\) be as in (15) with \(\alpha = 2/3\); and we choose this \(\alpha\) to simplify our calculations. The result is in the lemma below, and is the base case when we inductively prove an analogous result for a general radius \(r < \infty\). Note that \(B_1(\mathcal{T}_{x,n}, 0)\) is distributed as the 1-neighbourhood of the \(\pi\)-Pólya point tree after randomisation of \(X\), and Lemma 2.1 implies \(x \in A_n\) with high probability. Hence, it follows from the lemma below and the coupling interpretation of the total variation distance that (3) of Theorem 1.5 holds for the 1-neighbourhoods.

**Lemma 4.1.** Assume that \(x_i \in (0, \kappa)\) for \(i \geq 2\) and \(x \in A_n\). Let \(\mathcal{H}_{1,i}, i = 0, ..., 3\) be defined as in (27) and (28). Then given \(r < \infty\) and \(n \gg r\), there is a coupling of \((G_n, k_0)\)
and \((T_{x,n},0)\), with \(p > \max\{r - 1, 7\}\) and a positive constant \(C := C(x_1, \mu, p, \kappa)\) such that
\[
\mathbb{P}_x\left(\left(\bigcap_{i=0}^{3} H_{1,i}\right)^c\right) \leq C(\log \log n)^{-\chi}.
\] (29)

We prove Lemma 4.1 in the remaining part of this section. From the definitions of \(\hat{a}_0\) and \(\hat{a}_{0,1}\), it is obvious that the probabilities of the events \(H_{1,0}\) and \(H_{1,1}\) tend to one as \(n \to \infty\); and by Chebyshev’s inequality, we can show that this is also true for the event \(H_{1,3}\). We take care of \(H_{1,2}\) in the lemma below, whose proof is the core of this section.

**Lemma 4.2.** Retaining the assumptions and notations of Lemma 4.1, there is a coupling of \((G_n,k_0)\) and \((T_{x,n},0)\), with \(0 < \gamma < \chi/12\) and a positive constant \(C := C(x_1, \mu, \kappa)\) such that
\[
\mathbb{P}_x\left(\mathcal{H}_{1,0} \cap \mathcal{H}_{1,1} \cap \mathcal{H}_{1,2}^c\right) \leq Cn^{-\beta}(\log \log n)^{1-\chi},
\]
where \(\beta = \min\{\chi/3 - 4\gamma, \gamma\}\).

Given that the vertices \(k_0 \in V(G_n, k_0)\) and \(0 \in V(T_{x,n}, 0)\) are coupled, we use the strategy in Section 1.4.2 to prove Lemma 4.2 as follows. We first couple \(Y^{(k_{[1]}n)}\) in Definition 3.3, the Bernoulli point process that encodes the type R neighbours of vertex \(k_0\), and a discretisation of the mixed Poisson process that encodes the ages and the PA labels \((\hat{a}_{0,i}, \hat{b}_{0,i}), 2 \leq i \leq 1+\hat{\gamma})\). Then we couple the vertices \(k_{0,1} \in \partial B_1\) and \((0,1) \in \partial B_1\) such that on the event \(\mathcal{H}_{1,0} \cap \mathcal{H}_{1,1}, \hat{b}_{0,1} = k_{0,1}\) and \((k_{0,1}/n) \approx \hat{a}_{0,1}\) with high probability.

For the means of the discretised Poisson process, we define
\[
\lambda_{k_{0}+1}^{[1]} := \int_{a_{0}}^{(\frac{k_{0}+1}{2})^{\chi}} \frac{Z_{k_{0},1}}{a_{0}^{1/\mu}} y^{1/\mu - 1} dy \quad \text{and} \quad \lambda_{k}^{[1]} := \int_{(\frac{k}{n})^{\chi}}^{(\frac{k}{n})^{\chi}} \frac{Z_{k_{0},1}}{a_{0}^{1/\mu}} y^{1/\mu - 1} dy \quad (30)
\]
for \(k_{0} + 2 \leq k \leq n\).

**Definition 4.3.** Given \(k_0 = k_{[1]}, \hat{a}_{0}\) and \(Z_{k_{0},1}\), let \(V_{k \to k_{0}}, k_{0} + 1 \leq k \leq n\), be conditionally independent Poisson random variables, each with parameter \(\lambda_{k_{0}}^{[1]}\) as in (30). We define a discretised mixed Poisson process by the random vector
\[
V^{(k_{[1]}n)} := (V_{(k_{0}+1) \to k_{0}}, V_{(k_{0}+2) \to k_{0}}, \ldots, V_{n \to k_{0}}).
\]

Furthermore, we define the events that ensure \(P_{k \to k_{0}}\) is close enough to \(\lambda_{k}^{[1]}\). Let \(\phi(n) = \Omega(n^{\chi}), C^* := C^*(x_1, \mu)\) be a positive constant such that (16) of Lemma 2.2 holds with \(\delta_n = C^*/n^{1/2}\), and \(B_{j}[1]\) be as in (24). Define the events
\[
F_{1,1} = \left\{ \max_{[\phi(n)] \leq k \leq n} \left| S_{k_{[1]}}[1] - \left( \frac{k}{n} \right)^{\chi} \right| \leq C^* n^{1/2} \right\},
\]
\[
F_{1,2} = \bigcap_{j=[\phi(n)]}^{n} \left\{ \left| B_{j}[1] - \frac{Z_{j}[1]}{(\mu + 1)j} \right| \leq \left( \frac{Z_{j}[1]}{(\mu + 1)j} \right)^{-\gamma} \right\},
\]
\[
F_{1,3} = \bigcap_{j=[\phi(n)]}^{n} \{ Z_{j}[1] \leq j^{1/2} \}. \quad (31)
\]

The next lemma is the major step towards proving Lemma 4.2, as it implies that we can couple the ages and the initial attractiveness of the type R neighbours of the vertices \(k_0 \in V(G_n, k_0)\) and \(0 \in V(T_{x,n}, 0)\).
Lemma 4.4. Retaining the notations and the assumption in Lemma 4.2, let $Y^{(k[1],n)}$ and $V^{(k[1],n)}$ be as in Definition 3.3 and 4.3; and $F_{i,i}$, $i = 1, 2, 3$ be as in (31). Then there is a coupling of the random vectors, and a positive constant $C := C(x_1, \mu, \kappa)$ such that

$$\mathbb{P}_x\left(Y^{(k[1],n)} \neq V^{(k[1],n)}, \bigcap_{i=1}^{3} F_{i,i} \cap H_{1,0}\right) \leq Cn^{-\gamma}(\log \log n)^{1-\chi}.$$ 

The proof of Lemma 4.4 is deferred to Section 6.3, but we summarise it as follows. On the event $F_{1,1} \cap F_{1,2} \cap H_{1,0}$, a little calculation shows that the Bernoulli success probability $P_{j \to k_0}$ in (26) is close enough to

$$\hat{P}_{k \to k_0} := \left(\frac{k_0}{k}\right)^{\chi} \frac{Z_{k_0}[1]}{(\mu + 1)k_0},$$

while $F_{1,3}$ ensures that $\hat{P}_{k \to k_0} \leq 1$. On the other hand, $\lambda^{[1]}_k \approx \hat{P}_{j \to k_0}$ as $\hat{\alpha}_0 \approx (k_0/n)^\chi$. Hence we use $\hat{P}_{k \to k_0}$ in (32) as means to construct two intermediate Bernoulli and Poisson processes, and then explicitly couple the four processes using standard techniques. It is enough to consider the coupling under the event $\bigcap_{i=1}^{3} F_{i,i} \cap H_{1,0}$, because when $x \in A_n$, Lemma 2.2 and 2.4 imply that $F_{1,1}$, $F_{1,2}$ and $F_{1,3}$ occur with high probability.

Below we use Lemma 2.2, 2.4 and 4.4 to prove Lemma 4.2.

Proof of Lemma 4.2. To prove the lemma, we bound the right-hand side of

$$\mathbb{P}_x(H^{c}_{1,2} \cap H_{1,1} \cap H_{1,0})$$

under a suitable coupling of $(G_n, k_0)$ and $(T_k, n, 0)$. We first handle the last three terms. In particular, apply (20) of Lemma 2.4 to obtain

$$\mathbb{P}_x\left(\bigcap_{j=1}^{2} F_{j,j} \cap F^{c}_{1,3}\right) \leq \mathbb{P}_x(F^{c}_{1,3}) = \mathbb{P}_x\left(\bigcup_{j=\phi(n)}^{n} \{Z_j[1] \geq j^{1/2}\}\right) \leq Cn^4 n^{-\chi},$$

where $C$ is a positive constant. As we assume $x \in A_n$, we can apply (18) of Lemma 2.4 (with $\varepsilon = n^{-\gamma}$, $0 < \gamma < \chi/12$ and $\alpha = 2/3$) and Lemma 2.2 to deduce that

$$\mathbb{P}_x(F^{c}_{1,2} \cap F_{1,1}) \leq \mathbb{P}_x(F^{c}_{1,2}) = \mathbb{P}_x\left(\bigcup_{j=\phi(n)}^{n} \left\{|B_{j}[1] - \frac{Z_j[1]}{(\mu + 1)j} \geq \frac{Z_j[1]n^{-\gamma}}{\mu (\mu + 1)j}\right\}\right) \leq Cn^{4\gamma - \frac{\chi}{2}},$$

$$\mathbb{P}_x(F^{c}_{1,1}) \leq \mathbb{P}_x\left(\max_{k \leq n, \phi(n)} \left|S_{k,n}[1] - \left(\frac{k}{n}\right)^{\chi}\right| \geq Cn^{-\frac{\chi}{2}}\right) \leq cn^{-\frac{\chi}{2}},$$

where $C := C(x_1, \gamma, \mu)$ and $c := c(x_1, \mu)$ are positive constants.

To bound the first probability, we give the appropriate coupling. Let the vertices $k_0 \in V(G_n, k_0)$ and $0 \in V(T_k, n, 0)$ be coupled as in the beginning of this section. Assume that they are such that the event $H_{1,0}$ occurs; and the variables $((Z_j[1], \tilde{Z}_{j-1}[1]), 2 \leq j \leq n)$ are such that $\bigcap_{i=1}^{3} F_{i,i}$ holds. We first argue that under the event $\bigcap_{i=1}^{3} F_{i,i} \cap H_{1,0}$,
their type R neighbours can be coupled such that with high probability, \( \theta_0 = \hat{\tau}_0 \) and \( k_{0,i} = \hat{k}_{0,i} \) for \( i = 2, \ldots, 1 + \hat{\tau}_0 \). In view of Definition 1.13 and 1.15, this follows readily from Lemma 4.4. It remains to prove that under this coupling, the age differences \( [(k_0/n)^\chi - \hat{a}_0] \) and \( |\hat{a}_{0,i} - (k_{0,i}/n)^\chi| \) are sufficiently small. Since \( k_0 = \lfloor n\hat{\alpha}_0^{1/\chi} \rfloor \), and for \( i = 2, \ldots, 1 + \hat{\tau}_0 \), \( k_{0,i} \) satisfies \( k_{0,i} > k_0 \) and \( ((k_{0,i} - 1)/n)^\chi < \hat{a}_{0,i} \leq (k_{0,i}/n)^\chi \), it is enough to bound \( (k/n)^\chi - ((k - 1)/n)^\chi \) for \( k + 1 \leq k \leq n \). We use the fact that \( k_0 > n(\log \log n)^{-1} \) on the event \( H_{1,0} \), and the mean value theorem to obtain

\[
1[H_{1,0}] \left( \left( \frac{k}{n} \right)^\chi - \left( \frac{k-1}{n} \right)^\chi \right) \leq 1[H_{1,0}] \frac{n}{k-1} \left( \frac{n}{k} \right)^{1-\chi} \leq \chi (\log \log n)^{1-\chi}. \quad (33)
\]

Next, we couple the type L neighbours of \( k_0 = \lfloor V(G_n, k_0) \rfloor \) and \( 0 \in V(\mathcal{T}_x, n, 0) \), \( k_0, l \in \partial \mathcal{B}_1 \) and \((0,1) \in \partial \mathcal{B}_1\) such that \( k_{0,1} = \hat{k}_{0,1} \) and \((k_{0,1}/n)^\chi \approx \hat{a}_{0,1} \). Independently from \( \hat{a}_0 \), let \( U_{0,1} \sim U[0,1] \) and \( \hat{a}_{0,1} = U_{0,1}\hat{a}_0 \). From Definition 1.13 and 1.15, we can define \( k_{0,1} \) to satisfy

\[ S_{k_{0,1},-1,n}[1] \leq U_{0,1}S_{k_{0,-1},n}[1] < S_{k_{0,1},n}[1]; \]

or equivalently,

\[ S_{k_{0,1},-1,n}[1] \leq \frac{\hat{a}_{0,1}}{\hat{a}_0} S_{k_{0}-1,n}[1] < S_{k_{0,1},n}[1], \quad (34) \]

and take \( k_{0,1} = \hat{k}_{0,1} \). Now we show that under this coupling, \( \hat{a}_{0,1} \approx (k_{0,1}/n)^\chi \) on the ‘good’ event \( H_{1,0} \cap H_{1,1} \cap F_{1,1} \). Observe that \( S_{k_{0,1},n}[1] = \Omega((\log \log n)^{-2\chi}) \) on the good event, because for \( n \) large enough,

\[
S_{k_{0,1},n}[1] \geq U_{0,1}S_{k_{0,-1},n}[1] \geq (\log \log n)^{-2\chi} \left[ \left( \frac{k_0 - 1}{n} \right)^\chi - C^* n^{-\frac{\chi}{k}} \right] \\
\geq (\log \log n)^{-2\chi} \left[ (\log \log n)^{-\chi} - 2C^* n^{-\frac{\chi}{k}} \right].
\]

Since \( S_{k_{0,1},n}[1] \) increases with \( k \), \( k_{0,1} = \Omega(n^\chi) \) on the good event, and hence \( |S_{h_{n},1} - (h/n)^\chi| \leq C^* n^{-\frac{\chi}{k}} \) for \( h = k_{0,1}, k_0 - 1 \). Furthermore, a little calculation shows that on the event \( H_{1,0} \cap F_{1,1} \), there is a constant \( c := c(x_1, \mu) \) such that

\[
|S_{k_{0,-1},n}[1]/\hat{a}_0 - 1| = cn^{-\frac{\chi}{k}} (\log \log n)^{\chi}.
\]

Now, swapping \( (S_{k_{0,-1},n}[1]/\hat{a}_0) \), \( S_{k_{0,-1},n}[1] \) and \( S_{k_{0},n}[1] \) in (34) for one, \( (k_{0,1}/n)^\chi \) and \(( (k_0 - 1)/n)^\chi \) at the costs above, we get that there exists \( \hat{C} := \hat{C}(x_1, \mu) \) such that on the good event, \( |\hat{a}_{0,1} - (k_{0,1}/n)^\chi| \leq \hat{C} n^{-\frac{\chi}{k}} (\log \log n)^\chi \).

Finally, we bound \( \mathbb{P}_x \left( \bigcap_{i=1}^3 F_{1,i} \cap (\bigcap_{k=0}^1 H_{1,k}) \cap H_{1,2} \right) \) under the coupling above. We take \( C_1 := \hat{C} \vee \chi \) for the event \( H_{1,2} \), and apply Lemma 4.4 to obtain

\[
\mathbb{P}_x \left( \bigcap_{i=1}^3 F_{1,i} \cap H_{1,2} \cap H_{1,1} \cap H_{1,0} \right) = \mathbb{P}_x \left( Y^{(k,1),n} \neq V^{(k,1),n}, \bigcap_{i=1}^3 F_{1,i} \cap (\bigcap_{k=0}^1 H_{1,k}) \right) \\
\leq \mathbb{P}_x \left( Y^{(k,1),n} \neq V^{(k,1),n}, \bigcap_{i=1}^3 F_{1,i} \cap H_{1,0} \right) \\
\leq Cn^{-\gamma(\log \log n)^{1-\chi}},
\]

where \( C := C(x_1, \mu, \kappa) \) is a constant. This concludes the proof.
Before proving Lemma 4.1, we require a final result that says that under the graph coupling, \( \mathcal{H}_{1,3} = \{ \tau_0 < (\log n)^{1/r} \} \), the event that vertex 0 \( \in V(\mathcal{T}_{x,n}, 0) \) (and hence vertex \( k_0 \)) has a low degree occurs with high probability. Using Chebyshev’s inequality, we prove the lemma in Section 6.4.

**Lemma 4.5.** Assume that \( x_i \in (0, \kappa] \) for \( i \geq 2 \) and \( x \in A_n \). Given \( r < \infty \) and \( n \) large enough, there is a coupling of \((G_n, k_0)\) and \((\mathcal{T}_{x,n}, 0)\), with \( p > \max\{r - 1, \tau\} \) and a positive constant \( C := C(p, \kappa) \) such that

\[
P_x \left( \bigcap_{i=0}^{2} \mathcal{H}_{1,i} \cap \mathcal{H}_{1,3}^c \right) \leq C(\log n)^{-p/r}(\log \log n)^{p/(\mu + 1)}.
\]

We now complete the proof of Lemma 4.1 by applying Lemma 4.2 and 4.5.

**Proof of Lemma 4.1.** The lemma follows from bounding the right-hand side of

\[
P_x \left( \left( \bigcap_{i=0}^{3} \mathcal{H}_{1,i} \right)^c \right) = P_x(\mathcal{H}_{1,0}) + \sum_{\ell=1}^{3} P_x \left( \bigcap_{k=0}^{\ell-1} \mathcal{H}_{1,k} \cap \mathcal{H}_{1,\ell}^c \right),
\]

under the coupling described in the proof of Lemma 4.2. To bound \( P_x(\mathcal{H}_{1,0}) \) and \( P_x(\mathcal{H}_{1,0} \cap \mathcal{H}_{1,1}^c) \), recall that \( U_0 \) and \( U_{0,1} \) are independent random variables on \([0, 1] \), with \( \hat{a}_0 = U_0^x \) and \( \hat{a}_{0,1} = U_{0,1}^x \). Hence

\[
P_x(\mathcal{H}_{1,0} \cap \mathcal{H}_{1,1}^c) = E \left[ 1_{[\mathcal{H}_{1,0}]}P_x(U_{0,1} \leq \hat{a}_0^{-1}(\log \log n)^{-2\chi}|U_0) \right] \\
\leq P_x(U_{0,1} \leq (\log \log n)^{-\chi}) \\
= (\log \log n)^{-\chi};
\]

and \( P_x(\mathcal{H}_{1,0}^c) = P_x(U_0 \leq (\log \log n)^{-1}) = (\log \log n)^{-1} \). The remaining probabilities can be bounded by Lemma 4.2 and 4.5. This completes the proof. \( \square \)

5 LOCAL WEAK LIMIT PROOF: THE GENERAL CASE

Let \((G_n, k_0)\) be the \((x, n)\)-Pólya urn tree rooted at its uniformly chosen vertex \( k_0 \), we now couple \((G_n, k_0)\) and the intermediate Pólya point tree \((\mathcal{T}_{x,n}, 0)\) such that with high probability, \((B_r(G_n, k_0), k_0) \cong (B_r(\mathcal{T}_{x,n}, 0), 0)\), and for \( \bar{w} \in V(B_r(G_n, k_0)) \) and \( \bar{w} \in V(B_r(\mathcal{T}_{x,n}, 0)) \), \( (\bar{w}/n)^{\chi} \approx \hat{a}_\bar{w} \) and \( \hat{w} = \hat{k}_\bar{w} \). Then using the coupling result, we prove Theorem 1.5.

Recall that we write \( L[s] = (0, 1, \ldots, 1) \) and \( |L[s]| = s+1 \) in Section 1.3, so that \( L[s] \) and \( k_{L[s]} \) are the type \( L \) vertices in \( \partial B_s := V(B_s(\mathcal{T}_{x,n}, 0)) \setminus V(B_{s-1}(\mathcal{T}_{x,n}, 0)) \) and \( \partial B_s \). To define the coupling events, let \( \chi/12 := \beta_1 > \beta_2 > \cdots > \beta_r > 0 \) so that \( n^{-\beta_1} > n^{-\beta_q-1}(\log \log n)^{\chi} \) for \( n \) large enough. Then, we define

\[
\mathcal{H}_{q,1} = \{ \hat{a}_{L[q]} > (\log \log n)^{-\chi(q+1)} \},
\]

\[
\mathcal{H}_{q,2} = \left\{ (B_q(G_n, k_0), k_0) \cong (B_q(\mathcal{T}_{x,n}, 0), 0), \text{ and for } \bar{v} \in V(B_q(\mathcal{T}_{x,n}, 0)), \right\}
\]

\[
k_{\bar{w}} = \hat{k}_{\bar{w}} \text{ and } \left| \hat{a}_\bar{w} - \left( \frac{k_{\bar{w}}}{n} \right)^\chi \right| \leq C_q n^{-\beta_q},
\]

\[
\mathcal{H}_{q,3} = \{ \tau_\bar{w} < (\log n)^{1/r} \text{ for } \bar{w} \in V(B_{q-1}(\mathcal{T}_{x,n}, 0)) \},
\]
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where \( C_q := C_q(x_1, \mu) \) is a constant that will be specified in the proof of Lemma 5.3 later. The events \( \mathcal{H}_{q,i}, i = 1, 2, 3 \) are analogous to the events \( \mathcal{H}_{1,i} \) in (28). In particular, they ensure that the vertices in \( \partial B_q \) and \( \partial B_q' \) can be coupled in a similar way as the root vertices, and that under the coupling, \( (B_{q+1}(G_n, k_0), k_0) \cong (B_{q+1}(T_{x,n}, 0), 0) \) with high probability.

The next lemma is the main result of this section, where we recall that \( A_n := A_{2/3,n} \), with \( A_{2/3,n} \) as in (15). The lemma essentially states that if we can couple \( (G_n, k_0) \) and \( (T_{x,n}, 0) \) such that \( (B_q(G_n, k_0), k_0) \cong (B_q(T_{x,n}, 0), 0) \) with high probability, then we can achieve this for the \( (q + 1) \)-neighbourhoods too.

**Lemma 5.1.** Let \( \mathcal{H}_{q,i}, 1 \leq q \leq r \) and \( i = 1, 2, 3 \) be as in (28) and (35). Assume that \( x_i \in (0, \kappa] \) for \( i \geq 2 \) and \( x \in A_n \). Given \( r < \infty, 1 \leq q \leq r - 1 \) and \( n >> r \), if there is a coupling of \( (G_n, k_0) \) and \( (T_{x,n}, 0) \), and a positive constant \( C := C(x_1, \mu, \kappa, q) \) such that

\[
P_x \left( \left( \bigcap_{i=1}^{3} \mathcal{H}_{q,i} \right)^c \right) \leq C(\log \log n)^{-\chi},
\]

then there is a coupling of \( (G_n, k_0) \) and \( (T_{x,n}, 0) \), and a positive constant \( C' := C'(x_1, \mu, \kappa, q) \) such that

\[
P_x \left( \left( \bigcap_{i=1}^{3} \mathcal{H}_{q+1,i} \right)^c \right) \leq C'(\log \log n)^{-\chi}.
\]

Since Lemma 4.1 implies that there is a coupling such that \( P_x \left( \left( \bigcap_{i=1}^{2} \mathcal{H}_{1,i} \right)^c \right) \leq C(\log \log n)^{-\chi} \), combining Lemma 4.1 and 5.1 yields the following corollary, which is the key to proving Theorem 1.5.

**Corollary 5.2.** Retaining the assumption and the notations in Lemma 5.1, there is a coupling of \( (G_n, k_0) \) and \( (T_{x,n}, 0) \), and a positive constant \( C := C(x_1, \mu, \kappa, r) \) such that

\[
P_x \left( \left( \bigcap_{i=1}^{3} \mathcal{H}_{r,i} \right)^c \right) \leq C(\log \log n)^{-\chi}.
\]

The remainder of this section is dedicated to proving Lemma 5.1 and Theorem 1.5.

### 5.1 Proof of Lemma 5.1

Fix \( 1 \leq q \leq r - 1 \), and we may assume that two graphs are already coupled such that the event \( \bigcap_{i=1}^{2} \mathcal{H}_{q,i} \) has occurred. On the event \( \mathcal{H}_{q,1} \), it is clear from the definitions of \( \partial L_{[q+1]} \) and \( \mathcal{H}_{q+1,1} \), that \( \mathcal{H}_{q+1,1} \) occurs with high probability. While on the event \( \mathcal{H}_{q,1} \cap \mathcal{H}_{q,3} \), we can show that \( \mathcal{H}_{q+1,3} \) occurs with high probability by applying standard inequalities. So for the most part of the proof, we handle the event \( \mathcal{H}_{q+1,2} \).

To take care of \( \mathcal{H}_{q+1,2} \), we consider the vertices of \( \partial B_q \) and \( \partial B' \) in the breath-first order, and couple \( k_v \in \partial B_q \) and \( \bar{v} \in \partial B_q' \) such that with high probability, \( \theta_v = \bar{\theta}_v \), and for \( 1 \leq i \leq \mathbb{1}[\bar{v} = L[q + 1]] + \bar{\tau}_v \), \( k_v,i = \bar{k}_v,i \) and \( (k_v,i/n)^\chi \approx \bar{\theta}_v \). Below we only consider the type L vertices \( k_{L[q]} \) and \( L[q] \) in detail, because the type R case can be proved similarly. Observe that for \( n \) large enough, there must be a type L vertex in \( \partial B_q \) on the event
Furthermore, recall that we define \(k[t]\) as the vertex probed at time \(t\). Thus writing \(k[\rho[q]] := k_{L[q]}\), we have
\[
\rho[1] = 2 \quad \text{and} \quad \rho[q] = |V(B_{q-1}(G_n, k_0))| + 1 \quad \text{for} \quad 2 \leq q \leq r - 1.
\]
Noting that
\[
(\mathcal{A}_{\rho[q]-1}, \mathcal{P}_{\rho[q]-1}, \mathcal{N}_{\rho[q]-1}) = (\partial B_q, V(B_{q-1}(G_n, k_0)), V(G_n) \setminus V(B_q(G_n, k_0))),
\]
let
\[
\left(\left(\mathcal{Z}_j[\rho[q]], \mathcal{Z}_j[\rho[q]]\right), j \in \mathcal{A}_{\rho[q]-1} \cup \mathcal{N}_{\rho[q]-1}\right) \quad \text{and} \quad (S_{k,n}[\rho[q]], 1 \leq k \leq n)
\]
be as in (22), (23) and (25). For convenience, we also denote \(\zeta_q := \mathcal{Z}_{k[\rho[q]]}[\rho[q]]\), so that \(\zeta_q \sim \text{Gamma}(x_{\mathcal{Z}_{k[\rho[q]]}} + 1, 1)\). We use \((S_{k,n}[\rho[q]], 1 \leq k \leq n)\) to construct the neighbour distributions of vertex \(k_{L[q]}\), and let \((\hat{a}_{L[q], i}, 2 \leq j \leq 1 + \hat{r}_{L[q]})\) be the points of the mixed Poisson process on \((\hat{a}_{L[q], i}, 1]\) with intensity
\[
\frac{\zeta_q}{\mu \mathcal{A}^{1/\mu - 1}} dy,
\]
and \(\hat{a}_{L[q], i} \sim U[0, \hat{a}_{L[q]}]\). We define a coupling of the vertices \(k_{L[q]} \in \partial B_q \) and \(L[q] \in \partial B_q\) in the lemma below, and for this coupling we define the events
\[
\mathcal{K}_{\rho[q], 1} =\left\{\theta_{L[q]} = \hat{r}_{L[q]}, \quad \text{and for} \quad 1 \leq i \leq 1 + \hat{r}_{L[q]}, \hat{k}_{L[q], i} = k_{L[q], i}\right\}
\]
and
\[
\mathcal{K}_{\rho[q], 2} = \left\{\hat{r}_{L[q]} < (\log n)^{1/r}\right\},
\]
where \(C_{q+1}\) and \(\beta_{q+1}\) are as in the event \(\mathcal{H}_{q+1, 2}\). In the sequel, we develop lemmas analogous to Lemma 4.2 and 4.5 to show that on the event \(\bigcap_{i=1}^{\mathcal{H}_i} \mathcal{H}_{q,i}\), there is a coupling such that \(\mathcal{K}_{\rho[q], 1}\) and \(\mathcal{K}_{\rho[q], 2}\) occur with high probability. As in the 1-neighbourhood case, the difficult part is proving the claim for \(\mathcal{K}_{\rho[q], 1}\).

**Lemma 5.3.** Retaining the notations and the assumption in Lemma 5.1, let \(\beta_q\) and \(\mathcal{K}_{\rho[q], 1}\) be as in (35) and (37). Then there is a coupling of \((G_n, k_0)\) and \((T_{x,n}, 0)\), with \(0 < \gamma < \chi/12\) and a positive constant \(C := C(x_1, \mu, \kappa, q)\) such that
\[
\mathbb{P}_x\left(\bigcap_{i=1}^{3} \mathcal{H}_{q,i} \cap \mathcal{H}_{q+1, 1} \cap \mathcal{K}_{\rho[q], 1}^c\right) \leq C n^{-d (\log \log n)^{q+1} (\log n)^{q/r}},
\]
where \(d := \min\{\chi/3 - 4\gamma, \gamma, 1 - \chi, \beta_q\}\).

Similar to Lemma 4.2, the critical step to proving Lemma 5.3 is showing that we can couple the type R neighbours of vertex \(k_{L[q]}\). For this purpose, let the Bernoulli random vector \(Y^{k[\rho[q]], n}\) be as in Definition 3.3, which by Lemma 3.4, encodes the type R neighbours of vertex \(k_{L[q]}\). Additionally, define
\[
M_{L[q]} := \min\{\ell \in \mathbb{N} : (\ell/n)^{\chi} \geq \hat{a}_{L[q]}\},
\]
In particular, we use the bins \((\hat{a}_{L[q]}, ((\ell/n)^{\chi})_{\ell=M_{L[q]}})\) to construct the mixed Poisson process that encodes the ages and the PA labels \((\hat{a}_{L[q], i}, \hat{k}_{L[q], i}, 2 \leq i \leq 1 + \hat{r}_{L[q]})\). However, it
is possible that \( M_{L[q]} \neq k_{L[q]} + 1 \), and in that case the number of Bernoulli and Poisson variables is not the same. Hence, we modify \( Y^{(k[\rho[q]],\alpha)} \) to match these numbers. If \( M_{L[q]} \leq k_{L[q]} \), define \( Y_k \rightarrow k_{L[q]} \), \( M_{L[q]} \leq k \leq k_{L[q]} \) as ‘Bernoulli variables’ with means \( P_{k \rightarrow k_{L[q]}} := 0 \), and concatenate the vectors \((Y_k \rightarrow k_{L[q]} , M_{L[q]} \leq k \leq k_{L[q]} \) and \( Y^{(k[\rho[q]],\alpha)} \). This corresponds to the fact that vertex \( k \) cannot send an outgoing edge to vertex \( k_{L[q]} \) in \((G_n, k)\). If \( M_{L[q]} \geq k_{L[q]} + 1 \), let \( Y^{(k[\rho[q]],\alpha)} \) be as in Definition 3.3. Saving notations, we redefine

\[
Y^{(k[\rho[q]],\alpha)} := \left( Y_{k_{L[q]} \rightarrow k_{L[q]}}, Y_{(k_{L[q]}+1) \rightarrow k_{L[q]}}, ..., Y_{n \rightarrow k_{L[q]}}, \right)
\]

where

\[
k_{L[q]}^* := \min\{M_{L[q]}, k_{L[q]} + 1\}.
\]

When \( M_{L[q]} \leq k_{L[q]} + 1 \), define the means of the discretised mixed Poisson process:

\[
\lambda_{\alpha_{L[q]}}^{[\rho[q]]} := \int \left( \frac{M_{L[q]} - \alpha_{L[q]}}{\alpha_{L[q]}} \right)^\chi \frac{\zeta_q}{\mu^1/\mu^1 - 1} \, dy \quad \text{and} \quad \lambda_{\alpha_{L[q]}}^{[\rho[q]]} := \int \left( \frac{k^\chi}{(k-1)^\chi} \right) \frac{\zeta_q}{\mu^1/\mu^1 - 1} \, dy
\]

for \( M_{L[q]} + 1 \leq k \leq n \); whereas when \( M_{L[q]} \geq k_{L[q]} + 2 \), we let

\[
\lambda_{\alpha_{L[q]}}^{[\rho[q]]} := 0 \quad \text{for } k_{L[q]} + 1 \leq k \leq M_{L[q]}
\]

in addition to (41), so that the upcoming random vector is a discretisation of the mixed Poisson point process on \((\alpha_{L[q]}, 1)\).

\textbf{Definition 5.4.} Given \( k_{L[q]}, \alpha_{L[q]} \) and \( \zeta_q \), let \( k_{L[q]}^* \) be as in (40); and for \( k_{L[q]}^* + 1 \leq k \leq n \), let \( V_k \rightarrow [\rho[q]] \) be conditionally independent Poisson random variables, each with parameters \( \lambda_{\alpha_{L[q]}}^{[\rho[q]]} \) given in (41) and (42). We define this discretised mixed Poisson point process with the random vector

\[
V^{(k[\rho[q]],\alpha)} := \left( V_{k_{L[q]} \rightarrow k_{L[q]}}, V_{(k_{L[q]}+1) \rightarrow k_{L[q]}}, ..., V_{n \rightarrow k_{L[q]}}, \right)
\]

We proceed to define the events analogous to \( F_{k,j} \), \( i = 1, 2, 3 \) in (31). These events ensure that \( P_{k \rightarrow k[\rho[q]]} \) in (26) and \( \lambda_{\alpha_{L[q]}}^{[\rho[q]]} \) are close enough for most \( k \in [\max\{M_{L[q]}, k_{L[q]} + 1\}, n] \), so that we can couple the two processes. Let \( \phi(n) = \Omega(n^\gamma), \) \( 0 < \gamma < \chi/12, \) \( B_j[\rho[q]] \) be as in (24) and \( C_q^* := C_q^*(x_1, \mu) \) be a positive constant that we specify later. Define

\[
F_{\rho[q],1} = \left\{ \max_{[\phi(n)], \alpha_{L[q]} \leq k \leq n} \left| S_{k,n}[\rho[q]] - \left( \frac{k}{n} \right)^\chi \right| \leq C_q^* n^{-1/2} \right\},
\]

\[
F_{\rho[q],2} = \bigcap_{j=[\phi(n)], \alpha_{L[q]} \leq k \leq n} \left\{ \left| B_j[\rho[q]] - \left( \frac{\zeta_j}{\mu+1} \right) \right| \leq \left( \frac{\zeta_j}{\mu+1} \right) \right\},
\]

\[
F_{\rho[q],3} = \bigcap_{j=[\phi(n)], \alpha_{L[q]} \leq k \leq n} \left\{ Z_j[\rho[q]] \leq j^{1/2} \right\}.
\]

The following analog of Lemma 4.4 is the main ingredient for proving Lemma 5.3.
Lemma 5.5. Retaining the notations and the assumption in Lemma 5.3, let $Y^{(i_0 | q], n)}$, $V^{(3 i_0 | q], n)}$ and $F_{2 i_0 | i_0}$, $i = 1, 2, 3$ be as in Definition 3.3, 5.4 and (43). Then there is a coupling of the random vectors, and a positive constant $C = C(x_1, \mu, \kappa, q)$ such that

$$P_{x} \left( Y^{(i_0 | q], n)} \neq V^{(i_0 | q], n)} \right) \leq C n^{-d} (\log n)^{q+1} (\log n)^{q/r},$$

where $d := \min\{\beta_0, \gamma, 1 - \chi\}$.

The proof of Lemma 5.5 is in Section 6.5 and we summarise the main steps here. As in the proof of Lemma 4.4, we construct a Bernoulli and a discretised Poisson processes using suitable means $P_{n_0 \rightarrow k_1 | q], k_2 | q], \ldots, k_q | q]} \leq i \leq n$, and then couple the four processes. However, this time we need to handle the cases where we couple a Bernoulli variable with mean zero and a Poisson variable with positive mean, or vice versa. We take care of these cases by choosing the appropriate $P_{n_0 \rightarrow k_1 | q], k_2 | q], \ldots, k_q | q]}$. Firstly, we observe that on the event $(\bigcap_{i=1}^{3} F_{2 i_0 | i_0}) \cap (\bigcap_{k=1}^{3} \mathcal{H}_{q,k})$, $P_{n_0 \rightarrow k_1 | q], k_2 | q], \ldots, k_q | q]}$ is close enough to

$$P_{n_0 \rightarrow k_1 | q], k_2 | q], \ldots, k_q | q]} := \left( \frac{k_1 | q], k_2 | q], \ldots, k_q | q]} \right)^{\chi} \leq 1 \quad (44)$$

for $k_{1 | q], k_2 | q], \ldots, k_q | q]} + 1 \leq k \leq n$ and $k \notin V(B_q(G_n, k_0))$. On the other hand, $\lambda_0^{(i_0 | q], \mu_k | q]} \approx \hat{P}_{n_0 \rightarrow k_1 | q], k_2 | q], \ldots, k_q | q]}$ for max$\{M_{1 | q], k_1 | q], \ldots, k_q | q]} + 1 \leq k \leq n$ because $\hat{a}_{L_k} \approx (k_1 | q], k_2 | q], \ldots, k_q | q]} / n$ on the event $\mathcal{H}_{q, 2}$. Hence for max$\{M_{1 | q], k_1 | q], \ldots, k_q | q]} + 1 \leq k \leq n$ where $k \notin V(B_q(G_n, k_0))$, we can couple $Y_{n_0 \rightarrow k_1 | q], k_2 | q], \ldots, k_q | q]}$ and $V_{n_0 \rightarrow k_1 | q], k_2 | q], \ldots, k_q | q]}$ the same way as in Lemma 4.4.

When $k \in V(B_q(G_n, k_0))$, the Bernoulli variable $Y_{n_0 \rightarrow k_1 | q], k_2 | q], \ldots, k_q | q]}$ has mean zero, and we couple it and a Bernoulli variable with mean (44), and then argue similarly as in Lemma 4.4. To bound the probability that $Y_{n_0 \rightarrow k_1 | q], k_2 | q], \ldots, k_q | q]} \neq V_{n_0 \rightarrow k_1 | q], k_2 | q], \ldots, k_q | q]}$ for any such $k$, we first use the fact that there is at most one type L vertex in $\partial B_j$, and iterate over the radii $j = 1, \ldots, q$ to deduce that on the event $\mathcal{H}_{q, 3}$,

$$|\partial B_j| < 1 + \sum_{h=1}^{j} (\log n)^{h/r} < 1 + j (\log n)^{j/r}, \quad 1 \leq j \leq q, \quad (45)$$

$$|V(B_q(G_n, k_0))| < 1 + \sum_{j=1}^{q} (1 + j (\log n)^{j/r}) < 1 + q + q^2 (\log n)^{q/r}.$$
Table 1: Combinations of means for $k^*_L[q] \leq h \leq \max \{ M_L[q], k_L[q] + 1 \}$. Note that $h = k_L[q] + 1$ when $M_L[q] = k_L[q] + 1$, and in that case, the coupling is similar to that of Lemma 4.4.

**Proof of Lemma 5.3.** We bound the right-hand side of

$$
\mathbb{P}_x \left( \bigcap_{i=1}^3 \mathcal{H}_{q,i} \cap \mathcal{H}_{q+1,1} \cap \mathcal{K}^c_{\rho[q],1} \right)
\leq \mathbb{P}_x \left( \bigcap_{i=1}^3 \mathcal{H}_{q,i} \cap \bigcap_{k=1}^2 \mathcal{F}_{\rho[q],k} \cap \mathcal{F}^c_{\rho[q],3} \right) + \mathbb{P}_x \left( \bigcap_{i=1}^3 \mathcal{H}_{q,i} \cap \bigcap_{k=1}^2 \mathcal{F}_{\rho[q],k} \cap \mathcal{F}^c_{\rho[q],3} \right) + \mathbb{P}_x \left( \bigcap_{i=1}^3 \mathcal{H}_{q,i} \cap \bigcap_{k=1}^2 \mathcal{F}_{\rho[q],k} \cap \mathcal{F}^c_{\rho[q],3} \right)
= \mathbb{P}_x \left( \bigcap_{i=1}^3 \mathcal{H}_{q,i} \cap \bigcap_{k=1}^2 \mathcal{F}_{\rho[q],k} \cap \mathcal{F}^c_{\rho[q],3} \right) + \sum_{k=1}^3 \mathbb{P}_x \left( \bigcap_{i=1}^3 \mathcal{H}_{q,i} \cap \bigcap_{k=1}^2 \mathcal{F}_{\rho[q],k} \cap \mathcal{F}^c_{\rho[q],3} \right),
$$
under an appropriate coupling. We first take care of the last three terms. Using the observations in Remark 3.5 and (45), we can argue much the same way as for Lemma 2.2 and 2.4 to show that there are constants $C := C(q)$, $C' = C'(x_1, \gamma, \mu, q)$, $C^*_q = C^*_q(x_1, \mu)$ and $c^* = c^*(x_1, \mu, q)$ such that

$$
\mathbb{P}_x \left( \bigcap_{i=1}^3 \mathcal{H}_{q,i} \cap \bigcap_{k=1}^2 \mathcal{F}_{\rho[q],k} \cap \mathcal{F}^c_{\rho[q],3} \right) \leq C \kappa^d n^{-\chi},
\mathbb{P}_x \left( \bigcap_{i=1}^3 \mathcal{H}_{q,i} \cap \bigcap_{k=1}^2 \mathcal{F}_{\rho[q],k} \cap \mathcal{F}^c_{\rho[q],3} \right) \leq C' n^{\gamma - \frac{d}{3}},
\mathbb{P}_x \left( \bigcap_{i=1}^3 \mathcal{H}_{q,i} \cap \bigcap_{k=1}^2 \mathcal{F}_{\rho[q],k} \cap \mathcal{F}^c_{\rho[q],3} \right) \leq c^* n^{-\frac{d}{6}}.
$$

To bound the first probability, we give the appropriate coupling of the vertices $k_L[q] \in \partial B_q$ and $L[q] \in \partial B_q$, starting with their type R neighbours. Assume that

$$(k_\varepsilon, k_\varepsilon, a_\varepsilon), \bar{\varepsilon} \in V(B_q(T_{\mathbb{X},n}, 0)), \quad ((\theta_{\bar{\varepsilon}}, \tilde{r}_{\bar{\varepsilon}}), \bar{\varepsilon} \in V(B_{q-1}(T_{\mathbb{X},n}, 0)), \quad \left(\left(Z_j[\rho[q]], \tilde{Z}_j[\rho[q]]\right), j \in A_{\rho[q]-1} \cup N_{\rho[q]-1}\right)$$

are coupled such that $E_q := \bigcap_{i=1}^3 \mathcal{H}_{q,i} \cap \bigcap_{i=1}^3 \mathcal{F}_{\rho[q],i}$ occurs. We first show that on the event $E_q$, there is a coupling such that $\theta_{L[q]} = \tilde{r}_{L[q]}$ and $k_{L[q],i} = \tilde{k}_{L[q],i}$ for $2 \leq i \leq 1 + \tilde{r}_{L[q]}$ with high probability. In view of Definition 1.15 and 3.3, this follows readily from Lemma 5.5. We now prove that under this coupling, the ages $(k_{L[q],i}/n)^\chi \approx \tilde{a}_{L[q],i}$. Note that when $Y^{(k[\rho[q]],n)}$ and $V^{(k[\rho[q]],n)}$ are coupled, $k_{L[q],i} \geq M_{L[q]}$. Thus using $M_{L[q]} \geq \tilde{n} a_{L[q]}$, a little calculation shows that

$$
\mathbb{1} \left( \left\lfloor \frac{2}{i=1} \mathcal{H}_{q,i} \right\rfloor \left( \frac{k}{n} \right)^\chi - \left( \frac{k - 1}{n} \right)^\chi \right) \leq \frac{\tilde{c} (\log \log n)^{(1+\gamma)(1-\chi)}}{n}, \quad M_{L[q]} \leq k \leq n,
$$
where $\tilde{c} := \tilde{c}(\mu)$ is constant.
We proceed to couple the type L neighbours of \(k_{L[q]} \in \partial \mathcal{B}_q\) and \(L[q] \in \partial \mathcal{B}_q\) on the event \(E_q \cap \mathcal{H}_{q+1}\). Independently from all the variables that have been generated so far, let \(U_{L[q],1} \sim U[0,1]\). Set \(\hat{a}_{L[q],1} := \hat{a}_{L[q],1} = U_{L[q],1} \hat{a}_{L[q]}\), so that \(\hat{a}_{L[q],1}\) is the age of vertex \((L[q],1) \in \partial \mathcal{B}_{q+1}\). We define \(k_{L[q],1}\) to satisfy

\[
S_{k_{L[q],1},-1,n}[\rho[q]] \leq U_{L[q],1} S_{k_{L[q],1},n}[\rho[q]] < S_{k_{L[q],1},1,n}[\rho[q]].
\]

Hence, in light of Definition 1.15 and Lemma 3.6, we have \(\hat{k}_{L[q],1} = k_{L[q],1}\). To show that \(\hat{a}_{L[q],1} \approx (k_{L[q],1}/n)^x\), we first argue that we can substitute \(S_{k,n}[\rho[q]]\) in (46) with \((k/n)^x\) at a small enough cost. A straightforward computation shows that on the event \(E_q \cap \mathcal{H}_{q+1+1,1}\),

\[
U_{L[q],1} \geq (\log n)^{-(q+2)x} \quad \text{and} \quad k_{L[q]} \geq n(\log n)^{-(q+1)} - C_q n^{1-\beta_q/x},
\]

where \(C_q\) is the constant in \(\mathcal{H}_{q,2}\). Consequently, there is a constant \(C := C(x_1, \mu, q)\) such that

\[
S_{k_{L[q],1},1,n}[\rho[q]] \geq U_{L[q],1} S_{k_{L[q],1},-1,n}[\rho[q]] \geq (\log n)^{-(q+2)x} \left[ \left( \frac{k_{L[q]} - 1}{n} \right)^x - C_q n^{-\frac{x}{2}} \right]
\]

(47) on the event \(E_q \cap \mathcal{H}_{q+1+1,1}\). This implies that \(k_{L[q],1} = \Omega(n^x)\), and so \(|S_{k,n}[\rho[q]] - (h/n)^x| \leq C_q n^{-x/12}\) for \(h = k_{L[q],1}, k_{L[q],1} - 1\). Additionally, a direct calculation yields

\[
\left| \left( S_{k_{L[q],1},1,n}[\rho[q]]/\hat{a}_{L[q]} \right) - 1 \right| = C n^{-\beta_q (\log n)^{(q+1)x}},
\]

where \(C := C(x_1, \mu, q)\) is a constant. Replacing \((S_{k_{L[q],1},1,n}[\rho[q]]/\hat{a}_{L[q]}), S_{k_{L[q],1},1,n}[\rho[q]]\) and \(S_{k_{L[q],1},1,n}[\rho[q]]\) in (46) for one, \((k_{L[q],1}/n)^x\) and \(((k_{L[q],1} - 1)/n)^x\) at the costs above, then recalling \(\beta_{q+1} < \beta_q\), we conclude that, on the event \(E_q \cap \mathcal{H}_{q+1+1,1}\), there is a constant \(\bar{C} := \bar{C}(x_1, \mu, q)\) such that \(\hat{a}_{L[q],1} - (k_{L[q],1}/n)^x \leq \bar{C} n^{-\beta_{q+1}}\).

The proof is complete once we bound \(\mathbb{P}_x \left( \bigcap_{i=1}^{3} \mathcal{H}_{q,i} \cap \bigcap_{k=1}^{3} \mathcal{F}_{p[q],k} \cap \mathcal{H}_{q+1+1} \cap \mathcal{K}_{p[q],1}^c \right)\) under the coupling above. For the event \(\mathcal{K}_{p[q],1} \cap \mathcal{H}_{q+1+2}\), pick \(C_{q+1} := \bar{C} \vee \bar{C}\). By Lemma 5.5, there is a positive constant \(C := C(x_1, \mu, \kappa, q)\) such that

\[
\mathbb{P}_x \left( \bigcap_{i=1}^{3} \mathcal{H}_{q,i} \cap \bigcap_{k=1}^{3} \mathcal{F}_{p[q],k} \cap \mathcal{H}_{q+1+1} \cap \mathcal{K}_{p[q],1}^c \right) \leq \mathbb{P}_x \left( Y^{(k[p[q]],n)} \neq V^{(k[p[q]],n)} \right) \leq C n^{-d(\log n)^{q+1}(\log n)^{q/r}},
\]

where \(d = \min\{\beta_q, \gamma, 1 - \chi\}\).

The following analog of Lemma 4.5 shows that under the graph coupling, \(\mathcal{K}_{q,2} = \{\hat{r}_{L[q]} < (\log n)^{1/r}\}\) occurs with high probability. We omit the proof as it is similar to that of Lemma 4.5.

**Lemma 5.6.** Retaining the notations and the assumption in Lemma 5.1, let \(\mathcal{K}_{p[q],i}, i = 1, 2\) be as in (37). Then given \(r < \infty\) and \(n\) large enough, there is a coupling of \((G_n,k_0)\) and \((T_{X,n},0)\), \(p > \max\{r-1,7\}\) and a positive constant \(C := C(\kappa, p)\) such that

\[
\mathbb{P}_x \left( \bigcap_{i=1}^{3} \mathcal{H}_{q,i} \cap \mathcal{K}_{q,1} \cap \mathcal{K}_{q,2}^c \right) \leq C (\log n)^{-p/r(\log n)^{p(q+1)/r}}.
\]
In the following we apply Lemma 5.3 and 5.6 to prove Lemma 5.1.

**Proof of Lemma 5.1.** We may assume that there is at least one type R vertex in \( \partial B_q \), as otherwise the proof is similar to that of Lemma 4.1. We begin by stating the type R analogs of the events \( K_{p[q],1} \) and \( K_{p[q],2} \), and the results parallel to Lemma 5.3 and 5.6, as they will be useful for bounding \( \mathbb{P}_x \left( \left( \bigcap_{i=1}^{3} \mathcal{H}_{q+1,i} \right)^c \right) \) later.

Recursively, if \((G_n, k_0)\) and \((T_{x,n}, 0)\) are already coupled such that for some exploration step \( t > \rho[q] \) and \( k[t] \in \partial B_q \), the event

\[
\mathcal{H}_{q+1,1} \cap \left( \bigcap_{i=1}^{3} \mathcal{H}_{q,i} \right) \cap \bigcap_{u < t : k[u] \in \partial B_q} (K_{u,1} \cap K_{u,2}) =: \mathcal{J}_{q,t}
\]

has occurred, let \(( (Z_j[t], \tilde{Z}_{j-1}[t]), j \in \mathcal{A}_{t-1} \cup \mathcal{N}_{t-1} ) \) and \(( S_{k,n}[t], 1 \leq k \leq n )\) be as in (22), (23) and (25). We use these variables to construct the distribution of the type R neighbours of \( k[t] = k_0 \), and to generate the points of the mixed Poisson process with intensity (36), where \( \zeta_q \) and \( \hat{a}_l[q] \) are now replaced with \( Z_{k_0}[t] \sim \text{Gamma}(x_{k_0}, 1) \) and \( \hat{a}_l \). Denote these points by \( (\tilde{a}_v[i], 1 \leq i \leq \tilde{\tau}_0) \). We define a coupling for the pair \( k_0 \in \partial B_q \) and \( \tilde{v} \in \partial B_q \), and for the coupling we define the events analogous to \( K_{p[q],1} \) and \( K_{p[q],2} \):

\[
K_{t,1} = \left\{ \theta_0 = \tilde{\tau}_0, \text{and for } 1 \leq i \leq \tilde{\tau}_0, \left| \left( \frac{k_{v,i}}{n} \right)^\chi \right| \leq C_{q+1} n^{-\beta_{q+1}} \text{ and } \hat{k}_{v,i} = k_{v,i} \right\},
\]

\[
K_{t,2} = \{ \tilde{\tau}_0 < (\log n)^{1/r} \},
\]

where \( C_{q+1} \) is the constant in \( \mathcal{H}_{q+1,2} \). On the event \( \mathcal{J}_{q,t} \), (45) implies that the number of discovered vertices up to exploration time \( t \) can be bounded as

\[
|\mathcal{A}_{t-1} \cup \mathcal{P}_{t-1}| \leq 2 + q + (q + 1)^2 (\log n)^{(q+1)/r}.
\]

Hence, proceeding similarly as for Lemma 5.3 and 5.5, we get that there is a coupling of \((G_n, k_0)\) and \((T_{x,n}, 0)\), and positive constants \( C := C(x_1, \mu, \kappa, q) \) and \( c := c(\kappa, p) \) such that

\[
\begin{align*}
\mathbb{P}_x (K_{t,1}^c \cap \mathcal{H}_{q+1,1} \cap \mathcal{J}_{q,t}) & \leq C n^{-d} (\log \log n)^q (\log n)^{(q+1)/r}, \\
\mathbb{P}_x (K_{t,2}^c \cap K_{t,1} \cap \mathcal{J}_{q,t}) & \leq c (\log n)^{-\frac{d}{r}} (\log \log n)^{\frac{p(q+1)}{r}},
\end{align*}
\]

(48)

where \( d = \min \{ \chi/3 - 4\gamma, 1 - \chi, \gamma, \beta_{q} \} \).

To bound \( \mathbb{P}_x \left( \left( \bigcap_{i=1}^{3} \mathcal{H}_{q+1,i} \right)^c \right) \) using Lemma 5.3, 5.6 and (48), we note that

\[
\begin{align*}
\mathbb{P}_x \left( \left( \bigcap_{i=1}^{3} \mathcal{H}_{q+1,i} \right)^c \right) & \leq \mathbb{P}_x \left( \left( \bigcap_{i=1}^{3} \mathcal{H}_{q+1,i} \right)^c \cap \bigcap_{j=1}^{3} \mathcal{H}_{q,j} \right) + \mathbb{P}_x \left( \left( \bigcap_{j=1}^{3} \mathcal{H}_{q,j} \right)^c \right) \\
& = \mathbb{P}_x \left( \left( \bigcap_{i=2}^{3} \mathcal{H}_{q+1,i} \right)^c \cap \mathcal{H}_{q+1,1} \cap \bigcap_{j=1}^{3} \mathcal{H}_{q,j} \right) + \mathbb{P}_x \left( \left( \bigcap_{j=1}^{3} \mathcal{H}_{q,j} \cap \mathcal{H}_{q+1,1}^c \right) \right) + \mathbb{P}_x \left( \left( \bigcap_{j=1}^{3} \mathcal{H}_{q,j} \right)^c \right) \\
& = \mathbb{P}_x \left( \left( \bigcap_{j=1}^{3} \mathcal{H}_{q,j} \right)^c \right) + \mathbb{P}_x \left( \left( \bigcap_{j=1}^{3} \mathcal{H}_{q,j} \cap \mathcal{H}_{q+1,1}^c \right) \right) .
\end{align*}
\]
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\[+ \mathbb{P}_x \left( \left( \bigcap_{s:k \in \partial B_q} (\mathcal{K}_{s,1} \cap \mathcal{K}_{s,2}) \right)^c \cap \bigcap_{j=1}^3 \mathcal{H}_{q,j} \cap \mathcal{H}_{q+1,1} \right), \] (49)

where the last equality follows from
\[
\left( \bigcap_{j=2}^3 \mathcal{H}_{q+1,j} \right)^c \cap \bigcap_{l=1}^3 \mathcal{H}_{q,l} = \left( \bigcap_{s:k \in \partial B_q} (\mathcal{K}_{s,1} \cap \mathcal{K}_{s,2}) \right)^c \cap \bigcap_{l=1}^3 \mathcal{H}_{q,l}.
\]
Thus the lemma is proved once we show that each probability on the right-hand side of (49) is of order at most \((\log \log n)^{-\chi}\). By assumption, there is a constant \(C := C(x_1, \mu, \kappa, q)\) such that \(\mathbb{P}_x \left( \bigcap_{j=1}^3 \mathcal{H}_{q,j} \right) \leq C(\log \log n)^{-\chi}\). For the second probability, recall that \(\hat{a}_{L[q],1} = U_{L[q],1} \hat{a}_{L[q]}\), where \(U_{L[q],1} \sim U[0,1]\) is independent of \(\hat{a}_{L[q]}\). Hence,
\[
\mathbb{P}_x \left( \bigcap_{i=1}^3 \mathcal{H}_{q,i} \cap \mathcal{H}_{q+1,1}^c \right) \leq \mathbb{P}_x \left( (\mathcal{H}_{q+1,1} \cap \mathcal{H}_{q,1})^c \right)
\leq \mathbb{P}_x \left( U_{L[q],1} \hat{a}_{L[q]} \leq (\log \log n)^{-\chi(q+2)}, \hat{a}_{L[q]} \geq (\log \log n)^{-\chi(q+1)} \right)
\leq \mathbb{P}_x (U_{L[q],1} \leq (\log \log n)^{-\chi})
= (\log \log n)^{-\chi},
\]
Finally, for the third probability we observe
\[
\mathbb{P}_x \left( \bigcap_{s:k \in \partial B_q} (\mathcal{K}_{s,1} \cap \mathcal{K}_{s,2})^c \cap \bigcap_{j=1}^3 \mathcal{H}_{q,j} \cap \mathcal{H}_{q+1,1} \right)
= \sum_{s:k \in \partial B_q} \left[ \mathbb{P}_x \left( (\mathcal{K}_{s,2}^c \cap \mathcal{K}_{s,1} \cap \mathcal{J}_{q,s} \cap \mathcal{H}_{q+1,1}) \right) + \mathbb{P}_x \left( (\mathcal{K}_{s,1}^c \cap \mathcal{J}_{q,s} \cap \mathcal{H}_{q+1,1}) \right) \right];
\]
noting that by (45), \(|\partial B_q| \leq 1 + q(\log n)^{q/r}\) on the event \(\mathcal{H}_{q,3}\). Bounding the summands using Lemma 5.3, 5.6 and (48), it follows that there is a constant \(C := C(x_1, \mu, \kappa, q)\) such that the probability above is bounded by \(C(\log \log n)^{-\chi}\).

### 5.2 Proof of Theorem 1.5

Equipped with Corollary 5.2, we can prove Theorem 1.5.

**Proof.** Following from Definition 1.2, it is enough to establish (3) of Theorem 1.5. Let \(G_n \sim PA(\pi)_n\), \((\mathcal{T}_{X,n}, 0)\) be the intermediate Pólya point tree randomised over \(X\), and \((\mathcal{T}, 0)\) be the \(\pi\)-Pólya point tree introduced in Definition 1.3. By the triangle inequality for the total variation distance, for any \(r < \infty\) we have
\[
d_{TV} (\mathcal{L}((B_r(G_n, k_0), k_0)), \mathcal{L}((B_r(\mathcal{T}, 0), 0)))
\leq d_{TV} (\mathcal{L}((B_r(G_n, k_0), k_0)), \mathcal{L}((B_r(\mathcal{T}_{X,n}, 0), 0)))
+ d_{TV} (\mathcal{L}((B_r(\mathcal{T}_{X,n}, 0), 0)), \mathcal{L}((B_r(\mathcal{T}, 0), 0)))).
\]
Let \(A_n := A_{2/3,n}\) be as in (15). Applying Jensen’s inequality to the total variation distance, it can be seen that the above is bounded by
\[
\mathbb{E}[d_{TV} (\mathcal{L}((B_r(G_n, k_0), k_0)|X), \mathcal{L}((B_r(\mathcal{T}_{X,n}, 0), 0)|X))]
\]
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\[ + d_{TV}(\mathcal{L}((B_r(T_{X,n},0),0)), \mathcal{L}((B_r(T,0),0))) \]
\[ \leq E[1_{x \in A_n}]d_{TV}(\mathcal{L}((B_r(G_n,k_0),k_0)[X = x]), \mathcal{L}((B_r(T_{X,n},0),0)[X = x])) + P(x \in A_n^c) + d_{TV}(\mathcal{L}((B_r(T_{X,n},0),0)), \mathcal{L}((B_r(T,0),0))). \]

We prove that each term above is of order at most \((\log \log n)^{-\chi}\), starting from the expectation. Let \(H_{r,i}, i = 1, 2, 3\) be as in (35). For \(G_n \sim \text{Seq}(x)\) and \(x \in A_n\), Corollary 5.2 implies that there is a coupling of \((G_n, k_0)\) and \((T_{X,n}, 0)\), and a positive constant \(C := C(x_1, \mu, \kappa, r)\) such that

\[ P_x(B_r(T_{X,n},0), 0 \neq (B_r(G_n,k_0),k_0)) \leq P_x\left(\left(\bigcap_{i=1}^3 H_{r,i}\right)^c\right) \leq C(\log \log n)^{-\chi}. \]  

Hence applying definition (2) and the last display yields the desired upper bound.

The bound on \(P(x \in A_n^c)\) follows immediately from Lemma 2.1 (with \(\alpha = 2/3\)). To handle the last term, we couple \((B_r(T,0),0)\) and \((B_r(T_{X,n},0),0)\). For this coupling, denote by \(\mathcal{E}\) the event that the PA labels in \(B_r(T_{X,n},0)\) are distinct, that is, \(\hat{k}_u \neq \hat{k}_v\) for any \(\hat{u} \neq \hat{v}, \hat{u}, \hat{v} \in V(B_r(T_{X,n},0))\). We first construct \(B_r(T_{X,n},0)\), then on the event \(\mathcal{E}\), we set \(B_r(T,0)\) as \(B_r(T_{X,n},0)\), inheriting the Ulam-Harris labels, ages, types and fitness from the latter; and if the PA labels are not distinct, we generate \(B_r(T,0)\) independently from \(B_r(T_{X,n},0)\). For any set \(D \subseteq \mathcal{G}\), with \(\mathcal{G}\) being the set of connected, rooted finite graphs, the triangle inequality yields

\[ |P((B_r(T_{X,n},0),0) \in D) - P((B_r(T,0),0) \in D)| \]
\[ \leq |P((B_r(T_{X,n},0),0) \in D, \mathcal{E}) - P((B_r(T,0),0) \in D, \mathcal{E})| + |P((B_r(T_{X,n},0),0) \in D, \mathcal{E}^c) - P((B_r(T,0),0) \in D, \mathcal{E}^c)|. \]  

Under the coupling, \(P((B_r(T_{X,n},0),0) \in D, \mathcal{E}) = P((B_r(T,0),0) \in D, \mathcal{E})\); and from the definition of \(H_{r,2}\), we can use (50) and Lemma 2.1 to bound the second term in (51) by \(P(\mathcal{E}^c) \leq P\left(\left(\bigcap_{i=1}^3 H_{r,1}\right)^c\right) \leq C(\log \log n)^{-\chi}\). Since the resulting bound does not depend on \(D\), it follows from definition (1) of the total variation distance that

\[ d_{TV}(\mathcal{L}((B_r(T_{X,n},0),0)), \mathcal{L}((B_r(T,0),0))) \leq C(\log \log n)^{-\chi}, \]

and the theorem is proved. \(\square\)

### 6 Supplementary Proofs for the Local Weak Limit Theorem

#### 6.1 Proof of Theorem 1.14

We use the urn embedding method to prove Theorem 1.14 (see [27] and [32] for example). Let \(G_n \sim \text{Seq}(x)\). Additionally, let \(M_k(n) := \sum_{j=1}^k (x_j + W_{j,n})\), \(U_k(n) = M_k(n) - M_{k-1}(n)\) and \(M_0(n) = 0\), where \(W_{j,n}\) is the in-degree of vertex \(j\) in \(G_n\). In words, \(M_k(n)\) is the total weight of the first \(k\) vertices in \(G_n\), while \(U_k(n)\) is the weight of vertex \(k\) after \(n\) completed attachment steps. If \(k > n\), then we set \(U_k(n) = 0\).

Furthermore, denote by Polya(b, w; n) the law of the number of white balls after the \(n\)th draw in a classical Pólya urn initially with \(w\) white balls and \(b\) black balls. The following lemma is an easy modification of [27, Lemma 2] that relates \(U_k(n)\) to the number of white balls in a classical Pólya urn.
Lemma 6.1. Retaining the notations above, let $T_j := \sum_{h=1}^j x_h$. Then given $n \geq 2$,

$$U_{n-1}(n) \sim \text{Polya}(T_{n-2} + n - 2, x_{n-1}; 1),$$

and conditional on $M_k(n)$ and the events $\{\{U_j(n) = U_j(n-1)\}, k + 1 \leq j \leq n - 1\}$,

$$U_k(n) \sim \text{Polya}(T_{k-1} + k - 1, x_k; M_k(n) - T_k - k + 1).$$

Proof. To prove (52), note that when adding vertex $n$ to the existing graph $G_{n-1}$, the probability that vertex $n$ sends an outgoing edge to $n - 1$ is $x_{n-1}/(T_{n-1} + n - 2)$. This implies that $U_{n-1}(n)$ evolves like $\text{Polya}(T_{n-2} + n - 2, x_{n-1}; 1)$.

For (53), observe that if one of the vertices $1, \ldots, k$ is chosen when adding vertex $n$ to $G_{n-1}$, then by a straightforward computation using the definition of the conditional probability and the preferential attachment rule, we can show that the probability that $U_k(n) = U_k(n-1) + 1$ is $U_k(n-1)/M_k(n-1)$. In particular, this implies that $U_k(n)$ behaves like $\text{Polya}(b, w; m)$, where $b = T_{k-1} + k - 1$, $w = x_k$, and $m = M_k(n) - M_k(k) = M_k(n) - T_k - k + 1$ being the number of times the vertices $1, \ldots, k$ are picked after the $k$th attachment step.

Before using Lemma 6.1 to prove Theorem 1.14, we recall a result on the classical Pólya urn initially with $a$ white balls and $b$ balls. The almost sure limit of the proportion of the white balls exists as the number of draws tends to infinity. Denote this limit by $\xi$, and it is well-known that $\xi \sim \text{Beta}(a, b)$. By de Finetti’s theorem (Durrett [14, Theorem 4.7.9, p. 220]), we have that conditional on $\xi$, each draw is independent, and the probability of choosing a white ball is $\xi$.

Proof of Theorem 1.14. It is enough to consider the attachment steps $3 \leq m \leq n$, because the first two steps of the graph constructions are deterministic. To add vertex $m$ to $G_{m-1}$, we consider vertices $1, \ldots, m - 1$ in decreasing order. The event that vertex $m$ sends an outgoing edge to vertex $m - 1$ is $U_{m-1}(m) = x_{m-1} + 1$. By Lemma 6.1, $U_{m-1}(m) \sim \text{Polya}(T_{m-1} + m - 2, x_{m-1}; 1)$. So it follows from de Finetti’s theorem that conditional on $B_{m-1}^{(x)}$, $U_{m-1}(m) = x_{m-1} + 1$ (resp. $U_{m-1}(m) = x_{m-1}$) with probability $B_{m-1}^{(x)}$ (resp. $1 - B_{m-1}^{(x)}$).

Fix $1 \leq k \leq m - 2$, we now consider the event that vertex $m$ sends an outgoing edge to vertex $k$, which is exactly $U_k(m) = U_k(m-1) + 1$. Given that vertex $m$ attaches to one of the vertices $\{1, \ldots, k\}$, $U_k(m) \sim \text{Polya}(T_{k-1} + k - 1, x_k; M_k(m) - M_k(k))$ by Lemma 6.1. Using de Finetti’s theorem, we deduce that conditional on $B_k^{(x)}$ and the events $\{\{U_j(m) = U_j(m-1)\}, k + 1 \leq j \leq m - 1\}$, $U_k(m) = U_k(m-1) + 1$ (resp. $U_k(m) = U_k(m-1)$) with probability $B_k^{(x)}$ (resp. $1 - B_k^{(x)}$). We emphasize that $B_k^{(x)}$ only depends on $(x_j, 1 \leq j \leq k)$ and not $M_k(m)$, since $M_k(m) - M_k(k)$ is the number of draws from the Pólya urn.

The theorem is proved once we show that the conditionally on $(B_j^{(x)}, 1 \leq j \leq n)$, the probability that vertex $m$ sends an outgoing edge to vertex $k$ is given by $\{S_{k,n}^{(x)} - S_{k-1,n}^{(x)}/S_{m-1,n}^{(x)}\}$, where $S_{k,n}^{(x)} := \prod_{j=h+1}^{n}(1 - B_j^{(x)})$. Observe that

$$\mathbb{P}_x\left(U_k(m) = U_k(m-1) + 1, \bigcap_{i=k+1}^{m-1} \{U_i(m) = U_i(m-1)\} \bigg| G_{m-1}\right)$$

35
\begin{align*}
= \mathbb{P}(U_k(m) = U_k(m - 1) + 1 \mid \bigcap_{i=k+1}^{m-1} \{U_i(m) = U_i(m - 1)\}, G_{m-1}) \\
\times \prod_{h=k+1}^{m-2} \mathbb{P}(U_h(m) = U_h(m - 1) \mid \bigcap_{j=h+1}^{m-1} \{U_j(m) = U_j(m - 1)\}, G_{m-1}) \\
\times \mathbb{P}(U_{m-1}(m) = U_{m-1}(m - 1)|G_{m-1}),
\end{align*}
and so vertex \( m \) attaches to vertex \( k \) with conditional probability \( B_k^{(x)} \prod_{j=k+1}^{m-1} (1 - B_j^{(x)}) \).

Since

\begin{align*}
S_{k,n}^{(x)} - S_{k-1,n}^{(x)} &= B_k^{(x)} \prod_{j=k+1}^{n} (1 - B_j^{(x)}) \quad \text{and} \quad \frac{S_{k,n}^{(x)} - S_{k-1,n}^{(x)}}{S_{k-1,n}^{(x)}} = B_k^{(x)} \prod_{j=k+1}^{m-1} (1 - B_j^{(x)}),
\end{align*}
the proof is completed. \( \square \)

6.2 Proofs of Lemma 2.1, 2.2 and 2.4

Proof of Lemma 2.1. Given \( p > 2 \), choose \( 1/2 + 1/p < \alpha < 1 \). Let \( A_{\alpha,n} \) be as in (15), and \( C_p \) be the positive constant given in Lemma 6.2 below, which bounds the moment of a sum of variables in terms of the moments of the summands. Denote \( T_m^* := \sum_{i=2}^{n} X_i \).

Then

\begin{align*}
\mathbb{P}(x \in A_{\alpha,n}^c) &= \mathbb{P}\left( \bigcup_{j=\lceil \phi(n) \rceil}^{\infty} \{|T_j^* - (j-1)\mu| > j^\alpha\} \right) \\
&\leq \sum_{j=\lceil \phi(n) \rceil}^{\infty} \mathbb{P}(|T_j^* - (j-1)\mu| > j^\alpha) \quad \text{by a union bound,} \\
&\leq \sum_{j=\lceil \phi(n) \rceil}^{\infty} \mathbb{E}(|T_j^* - (j-1)\mu|^p) j^{-\alpha p} \quad \text{by the Chebyshev’s inequality,} \\
&\leq C_p \mathbb{E}(|X_2 - \mu|^p) \sum_{j=\lceil \phi(n) \rceil}^{\infty} j^{-p(\alpha-1/2)} \quad \text{by Lemma 6.2,} \\
&\leq C_p \mathbb{E}(|X_2 - \mu|^p) \int_{\lceil \phi(n) \rceil}^{\infty} y^{-p(\alpha-1/2)} dy \\
&= C_p [p(\alpha - 1/2) - 1]^{-1} \mathbb{E}(|X_2 - \mu|^p) \lfloor \phi(n) \rceil 1^{1-p(\alpha-1/2)},
\end{align*}
where \( p(\alpha - 1/2) > 1 \) and \( \mathbb{E}(|X_2 - \mu|^p) < \infty \). The lemma follows from \( \phi(n) = \Omega(n^\alpha) \). \( \square \)

The next lemma can be found in [29, Item 16, p. 60], where it is attributed to [13].

Lemma 6.2. Let \( Y_1, ..., Y_n \) be independent random variables such that for \( i = 1, ..., n \), \( \mathbb{E}Y_i = 0 \) and \( \mathbb{E}|Y_i|^p < \infty \) for some \( p \geq 2 \). Let \( W_n := \sum_{j=1}^{n} Y_j \), then

\[ \mathbb{E}|W_n|^p \leq C_p n^{p/2 - 1} \sum_{i=1}^{n} \mathbb{E}|Y_i|^p, \]

where

\[ C_p := \frac{1}{2} p(p - 1) \max(1, 2^{p-3}) \left( 1 + \frac{2}{p} K_{2m}^{(p-2)/2m} \right), \]
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and the integer $m$ satisfies the condition $2m \leq p \leq 2m + 2$ and

$$K_{2m} = \sum_{k=1}^{m} \frac{k^{2m-1}}{(k-1)!}.$$ 

Keeping the notations $T_i := \sum_{h=1}^{i} x_h$ and $\phi(n) = \Omega(n^\chi)$, we now prove Lemma 2.2 under the assumption $x \in A_{\alpha, n}$. The proof is done in several steps. The first step is to give a slight variation of the moment formula in the proof of Proposition 3 of Sénizergues [32].

**Lemma 6.3.** Let $B_{j}^{(x)}$, $S_{k,n}^{(x)}$ be as in Definition 1.13 and $T_i$ be as above. Then for $1 \leq k < n$ and a positive integer $p$,

$$\mathbb{E}_x \left[ \left( S_{k,n}^{(x)} \right)^p \right] = \prod_{i=0}^{n} \frac{T_k + k + h}{T_n + n - 1 + h} \prod_{j=0}^{n} \prod_{i=k+1}^{j} \left( 1 + \frac{1}{T_i + i - 1 + j} \right). \quad (54)$$

**Proof.** Since $(B_{j}^{(x)})_1 \leq j \leq n$ are independent beta random variables, we use the moment formula of the beta distribution to show that for $p \geq 1$,

$$\mathbb{E}_x \left[ \left( S_{k,n}^{(x)} \right)^p \right] = \frac{n}{\prod_{i=0}^{n} \mathbb{E} \left[ \left( 1 - B_{i}^{(x)} \right)^p \right]} = \prod_{i=k+1}^{n} \prod_{j=0}^{n} \frac{T_{i-1} + i - 1 + j}{T_i + i - 1 + j} \prod_{i=k+1}^{n} \frac{T_{i-1} + i - 1 + j}{T_i + i - 1 + j}.$$  

Noting that $T_k + k + j$ and $T_n + n - 1 + j$ in the second product above cancel with $(T_{n-1} + i - 1 + j)/(T_{k} + k + j)$, we can rewrite the final term as

$$\mathbb{E}_x \left[ \left( S_{k,n}^{(x)} \right)^p \right] = \prod_{h=0}^{p-1} \frac{T_k + k + h}{T_n + n - 1 + h} \prod_{j=0}^{p-1} \prod_{i=k+1}^{j} \left( 1 + \frac{1}{T_i + i - 1 + j} \right),$$

hence concluding the proof. \hfill \Box

Note that taking $k = 1$ in (54) recovers the original formula of [32], where $T_i$ here is $A_i$ in [32]. In the second step, we obtain an estimate for $\mathbb{E}_x[S_{k,n}^{(x)}]$ when $x \in A_{\alpha, n}$ and $k \geq \lceil \phi(n) \rceil$.

**Lemma 6.4.** Given $1/2 < \alpha < 1$ and a positive integer $n$, assume that $x \in A_{\alpha, n}$. Then there is a positive constant $C := C(x, \mu, \alpha)$ such that for all $\lceil \phi(n) \rceil \leq k \leq n$,

$$\left| \mathbb{E}_x[S_{k,n}^{(x)}] - \left( \frac{k}{n} \right)^\chi \right| \leq Cn^{\chi(\alpha-1)} \quad (55)$$

**Proof.** We first prove the upper bound for $\mathbb{E}_x[S_{k,n}^{(x)}]$. Using techniques appearing in the proof of Peköz, Röllin, and Ross [28, Lemma 4.4]. Applying the formula (54) (taking $p = 1$), for $x \in A_{\alpha, n}$ and $k \geq \lceil \phi(n) \rceil$ we obtain,

$$\mathbb{E}_x[S_{k,n}^{(x)}] \leq \frac{k(\mu + 1) + k^\alpha + b}{n(\mu + 1) - n^\alpha + b - 1} \prod_{i=k+1}^{n} \left( 1 + \frac{1}{i\mu - i^\alpha + i + b - 1} \right). \quad (56)$$
where \( b := x_1 - \mu \). We rewrite the first term on the right-hand side of (56) as follows.
\[
\left( \frac{k}{n} \right) \frac{\mu + 1 + k^{-1+\alpha} + k^{-1}b}{\mu + 1 - n^{-1+\alpha} + n^{-1}(b-1)} = \left( \frac{k}{n} \right) \left( 1 + \frac{k^{\alpha-1} + n^{\alpha-1} + (k^{-1} - n^{-1})b + n^{-1}}{\mu + 1 - n^{-1-\alpha} + n^{-1}(b-1)} \right) 
\leq \frac{k}{n} (1 + \tilde{C}k^{\alpha-1}) 
\leq \frac{k}{n} (1 + \tilde{C}n^{\chi(\alpha-1)}),
\]
where \( \tilde{C} := \tilde{C}(x_1, \mu, \alpha) \) is a positive constant. To bound the product term on the right-hand side of (56), we take logarithm and bound
\[
\left| \sum_{i=k+1}^{n-1} \log \left( 1 + \frac{1}{i(\mu + 1 - i^{\alpha} + b - 1)} \right) - \frac{1}{\mu + 1} \log \left( \frac{n}{k} \right) \right|.
\]
By the triangle inequality, we have
\[
\left| \sum_{i=k+1}^{n-1} \log \left( 1 + \frac{1}{i\mu - i^{\alpha} + i + b - 1} \right) - \frac{1}{\mu + 1} \log \left( \frac{n}{k} \right) \right| 
\leq \left| \sum_{i=k+1}^{n-1} \log \left( 1 + \frac{1}{i\mu - i^{\alpha} + i + b - 1} \right) - \frac{1}{i(\mu + 1) - i^{\alpha} + b - 1} \right| 
+ \left| \sum_{j=k+1}^{n-1} \frac{1}{j(\mu + 1) - j^{\alpha} + b - 1} - \log \left( \frac{n}{k} \right) \right|. \tag{57}
\]
In order to bound (57), we use \( \log(1+y) = y + \sum_{j \geq 2} (-1)^{j+1} y^j / j \) for \( y \) near zero. Letting \( y_i = (i(\mu + 1) - i^{\alpha} + b - 1)^{-1} \), this implies that for \( k \geq \lceil \phi(n) \rceil \) and \( n \) large enough, (57) is bounded by \( \sum_{i=k+1}^{n} y_i^2 = O(n^{-\chi}) \). For (58), we have
\[
\left| \sum_{i=k+1}^{n-1} \frac{1}{i(\mu + 1) - i^{\alpha} + b - 1} - \frac{1}{(\mu + 1)} \log \left( \frac{n}{k} \right) \right| 
= \left| \sum_{i=k+1}^{n-1} \left( \frac{1}{i(\mu + 1) - i^{\alpha} + b - 1} - \frac{1}{(\mu + 1)i} \right) + O(k^{-1}) \right| 
\leq \sum_{i=k+1}^{n-1} \left| \frac{i^{\alpha} - b + 1}{i(\mu + 1)(i(\mu + 1) - i^{\alpha} + b - 1)} \right| + O(k^{-1}) 
\leq C' \sum_{i=k+1}^{n-1} i^{-2+\alpha} + O(k^{-1}) 
\leq C'(1 - \alpha)^{-1} [\phi(n)]^{\alpha-1} + O(n^{-\chi}),
\]
where \( C' := C'(x_1, \mu, \alpha) \) is a constant. Combining the bounds above, a little calculation shows that there are positive constants \( \tilde{C} := \tilde{C}(x_1, \mu, \alpha) \), \( \tilde{C} := \tilde{C}(x_1, \mu, \alpha) \) and \( \kappa_n := \tilde{C}n^{\chi(\alpha-1)} \) such that for \( x \in A_{\alpha,n} \) and \( \lceil \phi(n) \rceil \leq k \leq n \),
\[
E_x[S_{k,n}^{(x)}] \leq (k/n)^{\chi}(1 + \tilde{C}n^{\chi(\alpha-1)})e^{\kappa_n}.
\]
Since \( e^x = 1 + x + O(x^2) \) for \( x \) near zero, for \( n \) large enough, there is a positive constant \( C := C(x_1, \mu, \alpha) \) such that for \( \lceil \phi(n) \rceil \leq k \leq n \),
\[
E_x[S_{k,n}^{(x)}] \leq (k/n)^{\chi}(1 + Cn^{\chi(\alpha-1)}) \leq (k/n)^{\chi} + Cn^{\chi(\alpha-1)},
\]
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hence proving the desired upper bound. The lower bound can be proved by first noting
that for \([\phi (n)] \leq k \leq n\),
\[
E_\mathbf{x}[S_{k,n}^{(x)}] \geq \frac{k(\mu + 1) - k^\alpha + b}{n(\mu + 1) + n^\alpha + b - 1} \prod_{i=1}^{n} \left( 1 + \frac{1}{i\mu + i^\alpha + i + b - 1} \right).
\]

Repeating the calculations above, we get that when \(x \in A_{\alpha,n}\), there is a positive constant \(c := c(x_1, \mu, \alpha)\) such that
\[
E_\mathbf{x}[S_{k,n}^{(x)}] \geq (k/n)^x - cn^{x(\alpha - 1)},
\]
which completes the proof of the lemma.

With Lemma 6.4 and a martingale argument, we can prove Lemma 2.2.

Proof of Lemma 2.2. Let \(\delta_n = CN^{x(\alpha - 1)/4}\), where \(C := C(x_1, \mu, \alpha)\) is the positive constant in (55) of Lemma 6.4. Denote by \(D_{\delta_n,n,x}\) the event
\[
\left\{ \max_{K \leq k \leq n} \left| S_{k,n}^{(x)} - \left( \frac{k}{n} \right)^x \right| \geq 2\delta_n \right\},
\]
where we write \(K := \lceil \phi (n) \rceil\) to shorten formulas. The lemma follows from bounding \(P_\mathbf{x}(D_{\delta_n,n,x})\) under the assumption \(x \in A_{\alpha,n}\). By the triangle inequality, we have
\[
P_\mathbf{x} \left( D_{\delta_n,n,x} \right) \leq P_\mathbf{x} \left( \max_{K \leq k \leq n} \left| S_{k,n}^{(x)} - E_\mathbf{x}[S_{k,n}^{(x)}] \right| + \max_{K \leq k \leq n} \left| E_\mathbf{x}[S_{k,n}^{(x)}] - \left( \frac{j}{n} \right)^x \right| \geq 2\delta_n \right).
\]
Applying Lemma 6.4 to bound the difference between \(S_{k,n}^{(x)}\) and \(E_\mathbf{x}[S_{k,n}^{(x)}]\), we obtain
\[
P_\mathbf{x} \left( D_{\delta_n,n,x} \right) \leq P_\mathbf{x} \left( \max_{K \leq k \leq n} \left| S_{k,n}^{(x)} - E_\mathbf{x}[S_{k,n}^{(x)}] \right| \geq \delta_n \right) \leq P_\mathbf{x} \left( \max_{K \leq k \leq n} \left| S_{k,n}^{(x)} - E_\mathbf{x}[S_{k,n}^{(x)}] \right| \leq \frac{1}{4} \right),
\]
where the final inequality is due to \(E_\mathbf{x}[S_{k,n}^{(x)}] \leq 1\). We proceed to bound the right-hand side of the above by using martingale techniques. Since \(E_\mathbf{x}[S_{k,n}^{(x)}] = \prod_{j=k+1}^{n} (1 - B_j^{(x)})\), we construct a martingale as follows. Define \(M_0^{(x)} := 1\) and for \(j = 1, \ldots, n - K\), let
\[
M_j^{(x)} := \prod_{i=n-j+1}^{n} \frac{1 - B_i^{(x)}}{E[1 - B_i^{(x)}]} = \frac{S_{n-j,n}^{(x)}}{E[S_{n-j,n}^{(x)}]}.
\]
Let \(\mathcal{F}_j^{(x)}\) be the \(\sigma\)-algebra generated by \((B_i^{(x)}, n - j + 1 \leq i \leq n)\) for \(1 \leq j \leq n - K\), with \(\mathcal{F}_0^{(x)} = \emptyset\). It follows that \(((M_j^{(x)}, \mathcal{F}_j^{(x)}), 0 \leq j \leq n - K)\) is a martingale and \(E[M_j^{(x)}] = 1\). Noting that \((M_j^{(x)} - 1)^2\) is a submartingale, Doob’s inequality [14, Theorem 4.4.2, p. 204] yields
\[
P_\mathbf{x} \left( D_{\delta_n,n,x} \right) \leq P_\mathbf{x} \left( \max_{0 \leq j \leq n - K} \left| M_j^{(x)} - 1 \right| \geq \delta_n \right) \leq \delta_n^{-2} Var_\mathbf{x}(M_{n-K}^{(x)}).
\]
We then use the formulas for the first and second moments of the beta distribution to bound the variance in (59):
\[
Var_\mathbf{x}(M_{n-K}^{(x)}) = E_\mathbf{x}[(M_{n-K}^{(x)})^2] - 1 = \left[ \prod_{j=K+1}^{n} \frac{(T_{j-1} + j)}{(T_{j-1} + j - 1)} \frac{(T_j + j - 1)}{(T_j + j)} \right] - 1
\]
In the display below, let $C' = C'(x_1, \mu, \alpha)$ be a positive constant that may vary from line to line. As $|\sum_{h=2}^{j} x_h - (j-1)\mu| \leq j^\alpha$ for all $K + 1 \leq j \leq n$ when $x \in A_{\alpha,n}$, we obtain

\[
\Var_x(M_{n-K}^{(x)}) \leq \prod_{j=K+1}^{n} \left( 1 + \frac{\mu + j^\alpha + (j-1)^\alpha}{((\mu + 1)j - \mu - j^\alpha + x_1)((\mu + 1)j - 2\mu - j^\alpha + x_1 - 1)} \right) - 1
\]

\[
\leq \prod_{j=K+1}^{n} \left( 1 + \frac{\mu + O(j^\alpha)}{((\mu + 1)j - \mu - j^\alpha + x_1)((\mu + 1)j - 2\mu - j^\alpha + x_1 - 1)} \right) - 1
\]

\[
\leq \prod_{j=K+1}^{n} (1 + C'^{\alpha} - 1)
\]

\[
\leq C'^{\alpha} K^{n-1}
\]

(60)

Applying (60) to (59) completes the proof. \qed

We conclude this subsection with the proof of Lemma 2.4.

**Proof of Lemma 2.4.** Let $T_m := \sum_{k=1}^{m} x_k$ and $Y_j \sim \text{Gamma}(T_j + j - 1, 1)$. We start by proving (18). Let $E_{\varepsilon,x,j}$ be as in (17), we have

\[
\mathbb{P}_x(E_{\varepsilon,x,j}^c) = \mathbb{P}_x \left( \frac{Z_j}{Z_j + Z_{j-1}} - \frac{Z_j}{(\mu + 1)j} \geq \frac{Z_j}{(\mu + 1)j} \varepsilon \right)
\]

\[
= \mathbb{P}_x \left( \frac{(\mu + 1)j}{Z_j + Z_{j-1}} - 1 \geq \varepsilon \right)
\]

\[
\leq \mathbb{P}_x \left( \frac{Z_j + Z_{j-1}}{(\mu + 1)j} - 1 \geq \frac{\varepsilon}{1 + \varepsilon} \right)
\]

\[
= \mathbb{P}_x \left( \frac{Y_j}{(\mu + 1)j} - 1 \geq \frac{\varepsilon}{1 + \varepsilon} \right)
\]

\[
\leq \left( \frac{1 + \varepsilon}{\varepsilon} \right)^4 \mathbb{E}_x \left[ \left( \frac{Y_j}{(\mu + 1)j} - 1 \right)^4 \right]
\]

and so (18) follows from bounding the moment in the last display, and then applying a union bound. We bound the moment above under the assumption $x \in A_{\alpha,n}$. Let $a_j := T_j + j - 1$. By the moment formula for the standard gamma distribution,

\[
\mathbb{E}_x \left[ \left( \frac{Y_j}{(\mu + 1)j} - 1 \right)^4 \right] = \mathbb{E}_x(Y_j^4) \frac{(\mu + 1)^4}{(\mu + 1)^3 j^3} - 4 \mathbb{E}_x(Y_j^3) \frac{4(\mu + 1)^3 j^3 + 6 \mathbb{E}_x(Y_j^2)}{(\mu + 1)^3 j^3} - 4 \mathbb{E}_x(Y_j) \frac{(\mu + 1)^2 j^2}{(\mu + 1)j} + 1
\]

\[
= \prod_{k=0}^{3} \frac{(a_j + k)}{(\mu + 1)^3 j^3} - 4 \prod_{k=0}^{2} \frac{(a_j + k)}{(\mu + 1)^3 j^3} + 6 \prod_{k=0}^{1} \frac{(a_j + k)}{(\mu + 1)^2 j^2} - \frac{4a_j}{(\mu + 1)j} + 1.
\]

Noting that $|a_j - (\mu + 1)| \leq j^\alpha + x_1 + \mu + 1$ for $j \geq \phi(n)$, a direct calculation shows that there is a positive constant $C := C(x_1, \mu, \alpha)$ such that

\[
\mathbb{E}_x \left[ \left( \frac{Y_j}{(\mu + 1)j} - 1 \right)^4 \right] \leq C j^{4\alpha - 4}.
\]
We now prove (18) using (61). Let $C := C(x_1, \alpha, \mu)$ be a positive constant that may vary from line to line in the subsequent formulas. Then,

$$
P_x \left( \bigcup_{j=[\phi(n)]}^n \mathbb{E}^{c}_{j,x} \right) \leq \sum_{j=[\phi(n)]}^n P_x (\mathbb{E}^{c}_{j,x}) \leq C \left( \frac{1 + \varepsilon}{\varepsilon} \right)^4 \sum_{j=[\phi(n)]}^n j^{4n-4}
$$

$$
\leq C \left( \frac{1 + \varepsilon}{\varepsilon} \right)^4 \int_{[\phi(n)]-1}^{\infty} y^{4n-4} dy \leq C(1 + \varepsilon)^4 \varepsilon^{-4} n^{(4n-3)},
$$
as required. Next, we use a union bound and Chebyshev’s inequality to prove (19) as follows:

$$
P_x \left( \bigcup_{j=[\phi(n)]}^n \{Z_j \geq j^{1/2}\} \right) \leq \sum_{j=[\phi(n)]}^n P_x (\mathbb{Z}_j \geq j^{1/2}) \leq \sum_{j=[\phi(n)]}^n \mathbb{E}_x (\mathbb{Z}_j) j^{-2}
$$

$$
= \sum_{j=[\phi(n)]}^n j^{-2} \prod_{\ell=0}^{3} (x_j + \ell).
$$

If we further assume $x_2 \in (0, \kappa]$, then there is a positive number $C'$ such that

$$
P_x \left( \bigcup_{j=[\phi(n)]}^n \{Z_j \geq j^{1/2}\} \right) \leq C' \kappa^4 \sum_{j=[\phi(n)]}^n j^{-2} \leq C' \kappa^4 \int_{\phi(n)-1}^{\infty} y^{-2} dy \leq C' \kappa^4 n^{-\chi},
$$
hence proving (20). 

\[ \square \]

6.3 Proof of Lemma 4.4

In preparation, we use $\hat{P}_{k \to k_0}$ in (32) to construct a Bernoulli point process and a discretised mixed Poisson process, which shall appear in the intermediate coupling steps. Recall that $k_0 := k[1]$ and $\zeta_0 := \mathbb{Z}_{k_0}[1]$. Furthermore, define

$$
\Xi_x := (U_0, (\mathbb{Z}_j[1], \tilde{\mathbb{Z}}_j[1]), 2 \leq j \leq n), \quad \text{(62)}
$$

and observe that the event $\bigcap_{i=1}^3 F_{1,i} \cap H_{1,0}$, defined in (28) and (31), is measurable with respect to $\Xi_x$.

Definition 6.5. Given $\hat{a}_0$, $k_0$ and $\zeta_0$, let $\hat{Y}_{k \to k_0}$, $k_0 + 1 \leq k \leq n$, be conditionally independent Bernoulli variables, each with parameter $\hat{P}_{k \to k_0}$. We define a Bernoulli point process by the random vector

$$
\hat{Y}^{(k[1], n)} := (\hat{Y}_{(k_0+1) \to k_0}, \hat{Y}_{(k_0+2) \to k_0}, ..., \hat{Y}_{n \to k_0}).
$$

Definition 6.6. Given $\hat{a}_0$, $k_0$ and $\zeta_0$, let $\hat{V}_{k \to k_0}$, $k_0 + 1 \leq k \leq n$, be conditionally independent Poisson random variables, each with parameter $\hat{P}_{k \to k_0}$. We define a mixed discretised Poisson point process by the random vector

$$
\hat{V}^{(k[1], n)} := (\hat{V}_{(k_0+1) \to k_0}, \hat{V}_{(k_0+2) \to k_0}, ..., \hat{V}_{n \to k_0}).
$$

We also require a simple result that turns the problem of coupling two random vectors into the problem of coupling two random variables.
Lemma 6.7. Given a positive integer \( d \), let \( \mathbf{V} = (V_1, \ldots, V_d) \) and \( \mathbf{W} = (W_1, \ldots, W_d) \) be vectors of independent random variables. Then there is a coupling of the random vectors such that

\[
P(\mathbf{V} \neq \mathbf{W}) \leq \sum_{i=1}^{d} P(V_i \neq W_i).
\]

Proof. For \( i = 1, \ldots, d \), let \((\tilde{V}_i, \tilde{W}_i)\) be a coupling of \((V_i, W_i)\), where for \( i \neq j \), \((\tilde{V}_i, \tilde{W}_i)\) is independent of \((\tilde{V}_j, \tilde{W}_j)\). Denote \( \tilde{\mathbf{V}} = (\tilde{V}_1, \ldots, \tilde{V}_d) \) and \( \tilde{\mathbf{W}} = (\tilde{W}_1, \ldots, \tilde{W}_d) \). By a union bound,

\[
P(\tilde{\mathbf{V}} \neq \tilde{\mathbf{W}}) \leq P(\cup_{i=1}^{d} \{V_i \neq W_i\}) \leq \sum_{i=1}^{d} P(V_i \neq W_i). \quad \square
\]

The proof of Lemma 4.4 consists of two main components. The first is to use Lemma 6.7 and standard techniques to couple \((Y^{(k[1],n)}, \tilde{Y}^{(k[1],n)})\), \((\tilde{Y}^{(k[1],n)}, \hat{Y}^{(k[1],n)})\) and \((\hat{V}^{(k[1],n)}, V^{(k[1],n)})\) under the event \( \bigcap_{i=1}^{3} F_{1,i} \cap \mathcal{H}_{1.0} \). These results are given in the next three lemmas. The second is to combine these lemmas, and use a union bound argument.

Lemma 6.8. Let \( Y^{(k[1],n)}, \tilde{Y}^{(k[1],n)}, \mathcal{H}_{1.0}, F_{1,i}, i = 1, 2, 3 \) and \( \Xi_{x} \) be as in Definition 3.3, 6.5, (27), (31) and (62). There is a coupling of the random vectors and a positive constant \( C := C(x, \mu) \) such that on the event \( \bigcap_{i=1}^{3} F_{1,i} \cap \mathcal{H}_{1.0} \),

\[
P_x \left( Y^{(k[1],n)} \neq \tilde{Y}^{(k[1],n)} \mid \Xi_{x} \right) \leq C_{0} n^{-\gamma} (\log \log n)^{1-\chi}. \quad (63)
\]

Proof. We first show that on the event \( \bigcap_{i=1}^{3} F_{1,i} \cap \mathcal{H}_{1.0} \), there is a positive constant \( C := C(x, \mu) \) such that

\[
(1 - C n^{-\gamma}) \hat{P}_{k \rightarrow k_0} \leq P_{k \rightarrow k_0} \leq (1 + C n^{-\gamma}) \hat{P}_{k \rightarrow k_0}, \quad (64)
\]

and then couple the random vectors. We only prove the upper bound in (64), as the lower bound follows from a similar calculation. Choose \( n \) large enough so that \( C^* n^{-\chi/12} (\log \log n)^{\chi} < 1/2 \), where \( C^* \) is the constant in the event \( F_{1.1} \). Since \( k_0 > n (\log \log n)^{-1} \) on the event \( \mathcal{H}_{1.0} \), we get that on the event \( F_{1.1} \),

\[
\frac{S_{k_0,n}[1]}{S_{k,n}[1]} \leq \left\{ \left( \frac{k_0}{n} \right)^{\chi} + C^* n^{-\chi/12} \right\} \left\{ \left( \frac{k}{n} \right)^{\chi} - C^* n^{-\chi/12} \right\}^{-1}
\leq \left\{ \left( \frac{n}{k} \right)^{\chi} \left( \left( \frac{k_0}{n} \right)^{\chi} + C^* n^{-\chi/12} \right) \right\} \left\{ 1 - C^* n^{-\chi/12} (\log \log n)^{\chi} \right\}^{-1}
\leq \left\{ \left( \frac{k_0}{k} \right)^{\chi} + C^* n^{-\chi/12} (\log \log n)^{\chi} \right\} \left\{ 1 + 2 C^* n^{-\chi/12} (\log \log n)^{\chi} \right\},
\]

where we have used \( (n/k)^{\chi} < (n/k_0)^{\chi} < (\log \log n)^{\chi} \) and the generalised binomial series ([17, equation (5.13), p. 163]). Thus, there is a positive constant \( C' := C'(x, \mu) \) such that

\[
\frac{S_{k_0,n}[1]}{S_{k,n}[1]} \leq \left( \frac{k_0}{k} \right)^{\chi} + C' n^{-\frac{\chi}{12}} (\log \log n)^{\chi} \quad \text{for} \ k_0 < k \leq n.
\]
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Hence, on the event $\bigcap_{i=1}^3 F_{1,i} \cap \mathcal{H}_{1,0}$, we can bound $P_{k \rightarrow k_0}$ in terms of $\hat{P}_{k \rightarrow k_0}$:

$$P_{k \rightarrow k_0} \leq \left[ \frac{\zeta_0}{(\mu + 1)k_0} + \frac{\zeta_0n^{-\gamma}}{(\mu + 1)k_0} \right] \left[ \left( \frac{k}{k_0} \right)^\chi + C'n^{-n^{-\frac{1}{12}}} (\log n)^\chi \right] = \hat{P}_{k \rightarrow k_0} \left[ 1 + n^{-\gamma} + \left( \frac{k}{k_0} \right)^\chi C'(\log n)^\chi(n^{-\gamma} - \frac{1}{12} + n^{-\frac{1}{12}}) \right].$$

Using $(k/k_0)^\chi \leq (n/k_0)^\chi \leq (\log n)^\chi$ and $0 < \gamma < \chi/12$, for large enough $n$ we have

$$P_{k \rightarrow k_0} \leq \hat{P}_{k \rightarrow k_0}(1 + n^{-\gamma} + C'n^{-n^{-\frac{1}{12}}} (\log n)^{3\chi} + C'n^{-n^{-\frac{1}{12}}} (\log n)^{3\chi}) = \hat{P}_{k \rightarrow k_0}(1 + 3C'n^{-\gamma}).$$

For the coupling, let $U_k$, $k_0 + 1 \leq k \leq n$ be independent standard uniform variables. Define

$$Y_{k \rightarrow k_0}' = 1[U_k \leq P_{k \rightarrow k_0}] \quad \text{and} \quad \hat{Y}_{k \rightarrow k_0}' = 1[U_k \leq \hat{P}_{k \rightarrow k_0}].$$

Then on the event $\bigcap_{i=1}^3 F_{1,i} \cap \mathcal{H}_{1,0}$, we obtain

$$\mathbb{P}_x \left( Y_{k \rightarrow k_0}' \neq \hat{Y}_{k \rightarrow k_0}' \big| \Xi_x \right) \leq \mathbb{P}(U_k \leq |P_{k \rightarrow k_0} - \hat{P}_{k \rightarrow k_0}| \big| \Xi_x) \leq Cn^{-\gamma} \hat{P}_{k \rightarrow k_0}.$$

By Lemma 6.7, we have that on the event $\bigcap_{i=1}^3 F_{1,i} \cap \mathcal{H}_{1,0}$,

$$\mathbb{P}_x \left( Y^{(k[1],n)} \neq \hat{Y}^{(k[1],n)} \big| \Xi_x \right) \leq Cn^{-\gamma} \sum_{j=k_0+1}^n \hat{P}_{j \rightarrow k_0}.$$

To bound the sum above, we use $k_0 > n(\log n)^{-1}$ and an integral comparison to get

$$\mathbb{P}_x \left( Y^{(k[1],n)} \neq \hat{Y}^{(k[1],n)} \big| \Xi_x \right) \leq \frac{\zeta_0 (\log n)^{-1}}{n} \int_{n(\log n)^{-1}}^n y^{-\chi} dy \leq \zeta_0 (\log n)^{-1-\chi}. \quad (65)$$

Combining the last two inequalities gives (63).

\[\square\]

**Lemma 6.9.** Let $\hat{Y}^{(k[1],n)}$, $\hat{V}^{(k[1],n)}$, $\mathcal{H}_{1,0}$, $F_{1,i}$, $i = 1, 2, 3$ and $\Xi_x$ be as in Definition 6.5, 6.6, (27), (31) and (62). Then there is a coupling of the random vectors such that on the event $\bigcap_{i=1}^3 F_{1,i} \cap \mathcal{H}_{1,0}$,

$$\mathbb{P}_x \left( Y^{(k[1],n)} \neq \hat{V}^{(k[1],n)} \big| \Xi_x \right) \leq \frac{\zeta_0^2 (\log n)^{2-\chi}}{n}.$$

**Proof.** By the standard Poisson-Bernoulli coupling [22, equation (1.11), p. 5], we have

$$\mathbb{P}_x \left( \hat{Y}_{k \rightarrow k_0} \neq \hat{V}_{k \rightarrow k_0} \big| \Xi_x \right) \leq \hat{P}_{k \rightarrow k_0}^2 \quad \text{for} \ k_0 + 1 \leq k \leq n.$$

Lemma 6.7 and $(k_0/k)^\chi \leq 1$ imply

$$\mathbb{P}_x \left( Y^{(k[1],n)} \neq \hat{V}^{(k[1],n)} \big| \Xi_x \right) \leq \sum_{j=k_0+1}^n \hat{P}_{j \rightarrow k_0}^2 \leq \frac{\zeta_0}{(\mu + 1)k_0} \sum_{j=k_0+1}^n \hat{P}_{j \rightarrow k_0},$$

so the lemma follows from applying (65) to the sum above, and noting $k_0 > n(\log n)^{-1}$ on the event $\mathcal{H}_{1,0}$. \[\square\]
Lemma 6.10. Let $\mathbf{V}^{(k_1,n)}$, $\hat{\mathbf{V}}^{(k_1,n)}$, $\mathcal{H}_{1,0}$, $F_{i,i}, i = 1, 2, 3$ and $\Xi_x$ be as in Definition 4.3, 6.6, (27), (31) and (62). Then there is a coupling of the random vectors and a positive constant $C := C(\mu)$ such that on the event $\bigcap_{i=1}^{3} F_{i,i} \cap \mathcal{H}_{1,0}$,
\[
\mathbb{P}_x \left( \mathbf{V}^{(k_1,n)} \neq \hat{\mathbf{V}}^{(k_1,n)} \mid \Xi_x \right) \leq \frac{C \log \log n}{n} \zeta_0.
\]

Proof. We construct a monotone coupling of $V_{k \rightarrow k_0}$ and $\hat{V}_{k \rightarrow k_0}$. Let $\nu_j := \lambda^{[1]}_{j} \land \hat{\nu}_j$, and expanding the terms above we obtain
\[
\mathbb{P}_x \left( \mathbf{V}^{(k_1,n)} \neq \hat{\mathbf{V}}^{(k_1,n)} \mid \Xi_x \right) \leq \frac{C \log \log n}{n} \zeta_0.
\]

Using $\lambda^{[1]}_{j} \land \hat{\nu}_j$, and then proceed to bound the difference between $\lambda^{[1]}_{j}$ and $\hat{\nu}_j$: Let $\hat{\nu}_j = \hat{\lambda}^{[1]}_{j} \land \hat{\nu}_j$ and $\hat{\lambda}^{[1]}_{j}$ be as in Definition $6.7$. We then have
\[
\mathbb{P}_x \left( \mathbf{V}^{(k_1,n)} \neq \hat{\mathbf{V}}^{(k_1,n)} \mid \Xi_x \right) \leq \frac{C \log \log n}{n} \zeta_0.
\]

We now bound the sum in (66) on the event $\mathcal{H}_{1,0}$. We first show that we can swap $\tilde{a}^{-1/\mu}_0$ in $\lambda^{[1]}_k$ for $(k_0/n)^{-\chi/\mu}$ at a small cost, and then proceed to bound the difference between $\lambda^{[1]}_k$ and $\hat{\nu}_j$. Recalling that $\hat{\nu}_j = \hat{\lambda}^{[1]}_j \land \hat{\nu}_j$, we have
\[
\hat{\lambda}^{[1]}_k = \int_{(k_0/n)^{-\chi/\mu}}^{(k/n)^{-\chi/\mu}} \frac{\zeta_0 \mu a^{1/\mu}_0 y^{1/\mu-1} dy}{\mu a^{1/\mu}_0 y^{1/\mu-1} dy} = \zeta_0 \hat{\lambda}^{[1]}_k = \left[ \frac{k}{n} \right]^{-\chi/\mu} - \left[ \frac{k-1}{n} \right]^{-\chi/\mu}.
\]

Using $\chi/\mu = 1 - \chi$ and $(1 + n^{-1})^{-\chi} = \sum_{i \geq 0} \left( \frac{1}{i} \right) (1/n)^i$, we get that there is a constant $C$ such that
\[
\hat{\lambda}^{[1]}_k = \left[ \frac{k}{n} \right]^{-\chi/\mu} - \left[ \frac{k-1}{n} \right]^{-\chi/\mu} \leq C n^{-1} U_0^{-\chi/\mu}.
\]

Noting that $U_0 \geq (\log \log n)^{-1}$ on the event $\mathcal{H}_{1,0}$, it follows that
\[
1[\mathcal{H}_{1,0} \left( \hat{\lambda}^{[1]}_k - (k_0/n)^{-\chi/\mu} \right) \leq C n^{-1} (\log \log n)^{1-x} =: \eta_n.
\]

For $k = k_0 + 2, ..., n$, we use (68) to compute
\[
\lambda^{[1]}_k = \int_{(k_0/n)^{-\chi/\mu}}^{(k_0/n)^{-\chi/\mu}} \frac{\zeta_0 \mu a^{1/\mu}_0 y^{1/\mu-1} dy}{\mu a^{1/\mu}_0 y^{1/\mu-1} dy} = \zeta_0 \hat{\lambda}^{[1]}_k = \left[ \frac{k}{n} \right]^{-\chi/\mu} - \left[ \frac{k-1}{n} \right]^{-\chi/\mu}.
\]

Since $(1 - 1/k)^{\chi} = \sum_{j \geq 0} \left( \frac{1}{j} \right) (-k)^{-j} = 1 - [(\mu + 1)k]^{-1} + O(k^{-2})$,
\[
\lambda^{[1]}_k \leq \zeta_0 \left[ \frac{1}{(\mu + 1)k} + O(k^{-2}) \right] \left[ \frac{k}{n} \right]^{-\chi/\mu} + \eta_n \left[ \frac{k}{n} \right]^{-\chi/\mu}.
\]

and expanding the terms above we obtain
\[
\lambda^{[1]}_k \leq \hat{\nu}_j k_0 + \frac{\eta_n \zeta_0}{n^{1-x} k \lambda \left( \mu + 1 \right)} + c \zeta_0 k^{-1-x} \eta_n n^{x-1} + k_0^{x-1} k^{-1-x},
\]
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where \( c := c(\mu) \) is a constant. In the subsequent calculations, we allow the constants \( c := c(\mu) \) and \( c' := c'(\mu) \) to vary from term to term. Repeating the calculation above for a lower bound on \( \lambda_k^{[1]} \), we deduce that on the event \( \mathcal{H}_{1,0} \),

\[
|\lambda_k^{[1]} - \hat{P}_{k \to k_0}| \leq \frac{c' \zeta_0 \eta_n}{n^{1-\chi}} + c' \zeta_0 k_0^{\chi-1} k^{-1-\chi} \quad (69)
\]

On the event \( \mathcal{H}_{1,0} \), \( cn^{\chi-1} \eta \zeta_0 \sum_{j=k_0+2}^n k^{-\chi} \leq c(\mu+1) \zeta \eta \) because

\[
\mathbb{1}[\mathcal{H}_{1,0}] \sum_{k=k_0+2}^n k^{-\chi} \leq \sum_{k=\lceil n \log \log n \rceil}^n k^{-\chi} \leq \int_n^{\lceil n \log \log n \rceil+1} y^{-\chi} dy \leq (\mu + 1)n^{1-\chi};
\]

and similarly, \( c' \zeta_0 k_0^{\chi-1} \sum_{k=k_0+1}^\infty k^{-1-\chi} \leq c' \chi^{-1} \zeta_0 n \log \log n \). Hence,

\[
\mathbb{1}[\mathcal{H}_{1,0}] \sum_{j=k_0+2}^n |\lambda_j^{[1]} - \hat{P}_{j \to k_0}| \leq \frac{c \log \log n}{n} \zeta.
\]

Finally, we can use (68) and a similar calculation to show that

\[
\mathbb{1}[\mathcal{H}_{1,0}] |\lambda_{k_0+1}^{[1]} - \hat{P}_{k_0+1 \to k_0}| \leq \frac{c' \log \log n}{n} \zeta_0.
\]

Thus, applying the last two displays to (66) gives the desired result. \( \square \)

We now use Lemma 6.8, 6.9 and 6.10 to prove Lemma 4.4.

**Proof of Lemma 4.4.** We show that on the event \( \cap_{i=1}^{3} F_{1,i} \cap \mathcal{H}_{1,0} \), there is a coupling of \( (Y^{(k_1),n}, V^{(k_1),n}) \), and positive constants \( C := C(x_1, \mu) \) and \( c := c(\mu) \) such that

\[
\mathbb{P}_x(Y^{(k_1),n} \neq V^{(k_1),n} | \Xi) 
\leq \frac{C \zeta_0 \log \log n}{n^\chi} + \frac{c \zeta_0 \log \log n}{n} + \frac{\zeta_0^2 \log \log n^{2-\chi}}{n}; \quad (70)
\]

and the lemma follows from taking expectation with respect to \( \zeta_0 \) on \((0, \infty)\), since \( \mathbb{E}_x[\zeta_0 | U_0] = x_{k_0} \), \( \mathbb{E}_x[\zeta_0^2 | U_0] = x_{k_0}(x_{k_0} + 1) \leq \kappa (\kappa + 1) \). Using \( \tilde{Y}^{(k_1),n} \) and \( \tilde{V}^{(k_1),n} \), we construct a coupling such that the conditional laws \( \mathcal{L}(\tilde{Y}^{(k_1),n} | Y^{(k_1),n}) \),

\[
\mathcal{L}(\tilde{V}^{(k_1),n} | Y^{(k_1),n}) = \mathcal{L}(\tilde{V}^{(k_1),n} | \tilde{Y}^{(k_1),n}),
\]

\[
\mathcal{L}(V^{(k_1),n} | Y^{(k_1),n}, \tilde{Y}^{(k_1),n}) = \mathcal{L}(V^{(k_1),n} | \tilde{V}^{(k_1),n})
\]

are as in Lemma 6.8, 6.9 and 6.10. Note that given \( \tilde{V}^{(k_1),n} \), \( V^{(k_1),n} \) is independent of the other two random vectors; while given \( \tilde{Y}^{(k_1),n} \), \( Y^{(k_1),n} \) is independent of \( Y^{(k_1),n} \). To prove (70) using the probability bounds given in these lemmas, we note that

\[
\mathbb{P}_x(Y^{(k_1),n} \neq V^{(k_1),n} | \Xi) 
\leq \mathbb{P}_x(Y^{(k_1),n} \neq \tilde{Y}^{(k_1),n} | \Xi) + \mathbb{P}_x(\tilde{Y}^{(k_1),n} \neq \tilde{V}^{(k_1),n} | \Xi),
\]

where the last inequality is due to a union bound. \( \square \)
6.4 Proof of Lemma 4.5

Proof. Recall that \( \zeta_0 \sim \text{Gamma}(x_{k_0}, 1) \) and \( \tilde{r}_0 \sim \text{Po}(\zeta_0(\tilde{a}_0^{-1/\mu} - 1)) \), where \( \tilde{r}_0 \) is the number of type R vertices in \( \partial B_1 \) that are attached to the root \( 0 \in V((T_{kn}, 0)) \). On the event \( \mathcal{H}_{1,0} = \{ \tilde{a}_0 > (\log \log n)^{-\chi} \} \), \( \tilde{r}_0 \) is stochastically dominated by \( \tilde{r}_0 \sim \text{Po}(\zeta_0(\log \log n)^{1-\chi}) \).

Hence,

\[
P_x \left( \bigcap_{i=0}^2 \mathcal{H}_{1,i} \cap \mathcal{H}_{2,3} \right) \leq P_x(\mathcal{H}_{1,0}, \tilde{r}_0 \geq (\log n)^{1/\rho}) \leq E_x \left[ P_x(\tilde{r}_0 \geq (\log n)^{1/\rho} | \zeta_0, U_0) \right]. \tag{72}
\]

To apply Chebyshev’s inequality, let \( (Y)_k := Y(Y - 1) \cdots (Y - k + 1) \) for non-negative integer \( k \). By [17, equation (6.10), p. 262], \( Y^p = \sum_{k=0}^p \{ p \} (Y)_k \), where \( \{ p \} \) is the Stirling number of the second kind (with \( \{ 0 \} = 1 \) and \( \{ p \} = 0 \) for positive integer \( p \)). If \( Y \sim \text{Po}(\theta) \), then \( E[(Y)_k] = \theta^k \). For such \( Y \) and \( \theta \geq 1 \), taking expectation on both sides of identity gives

\[
E[Y^p] = \sum_{k=0}^p \left\{ p \right\} E[(Y)_k] \leq C_p \theta^p,
\]

where \( C_p \) is the sum of the Stirling numbers. Choose \( p > \max\{r - 1, 7\} \). By Chebyshev’s inequality and the moment bound above,

\[
P(\tilde{r}_0 \geq (\log n)^{1/\rho} | \zeta_0, U_0) \leq (\log n)^{-p/\rho} E[\tilde{r}_0^p | \zeta_0, U_0] = C_p \theta^p (\log \log n)^{-p/\rho} (\log n)^{p(1-\chi)}.
\]

Applying the last display to (72), and noting that there is a positive constant \( c_p \) such that

\[
E_x[\zeta_0^p] = E_x \left[ \prod_{t=0}^{p-1} (x_{k_0} + t) \right] \leq c_p \kappa^p
\]

because \( x_i \leq \kappa \) for \( i \geq 2 \) proves the lemma.

6.5 Proof of Lemma 5.5

We first recall some notations introduced in Section 5 as they frequently appear in the proof below. The random variable \( \rho[q] \) is the time we probe the type L vertex in \( \partial B_2 \), and \( L[q] = (0, 1, \ldots, 1), |L[q]| = q + 1 \), so that \( k[\rho[q]] = k_{L[q]} \). Moreover, \( M_{L[q]} := \min\{k : (k/n)^\chi \geq a_{L[q]} \}, k^*_{L[q]} := \min\{k_{L[q]} + 1, M_{L[q]} \} \) and \( \zeta_q := \tilde{Z}_{k[\rho[q]]}[\rho[q]] \).

To prepare for the intermediate coupling steps, we construct a Bernoulli point process and a discretised mixed Poisson process using the means \( \hat{P}_{k \to k[\rho[q]]} \) given in (44) and Table 1.

**Definition 6.11.** Given \( k_{L[q]}, \hat{a}_{L[q]} \) and \( \zeta_q \), let \( \hat{Y}_{j \to k_{L[q]}}, k^*_{L[q]} \leq j \leq n, \) be conditionally independent Bernoulli variables with parameter \( \hat{P}_{j \to k_{L[q]}} \) given in (44) and Table 1. We define this Bernoulli point process by the random vector

\[
\hat{Y}^{(k_{L[q]}, n)} := \left( \hat{Y}_{k^*_{L[q]} \to k_{L[q]}}, \hat{Y}_{k^*_{L[q]} + 1 \to k_{L[q]}}, \ldots, \hat{Y}_{n \to k_{L[q]}} \right).
\]

**Definition 6.12.** Given \( k_{L[q]}, \hat{a}_{L[q]} \) and \( \zeta_q \), let \( \hat{V}_{j \to k_{L[q]}}, k^*_{L[q]} \leq j \leq n, \) be conditionally independent Poisson random variables, each with parameters \( \hat{P}_{j \to k[\rho]} \) given in (44) and in Table 1. We define this discretised mixed Poisson point process with the random vector

\[
\hat{V}^{(k_{L[q]}, n)} := \left( \hat{V}_{k^*_{L[q]} \to k_{L[q]}}, \hat{V}_{k^*_{L[q]} + 1 \to k_{L[q]}}, \ldots, \hat{V}_{n \to k_{L[q]}} \right).
\]
As we assume that \((G_n, k_0)\) and \((\mathcal{T}_{X,n}, 0)\) are already coupled such that \(B_q(G_n, k_0, k_0) \equiv (B_r(\mathcal{T}_{X,n}, 0, 0))\), it is enough to condition on the following collection of random variables in the sequel,

\[
\left( (k_i, \tilde{k}_i, \tilde{a}_i)_{k_i} \in \mathcal{A}_{\rho[i]} \cup \mathcal{P}_{\rho[i]}, (\theta_i, \tilde{\theta}_i)_{k_i} \in \mathcal{P}_{\rho[i]}, (\tilde{Z}_i, \rho[q], \tilde{Z}_i)_{i} \leq i \leq n, i \notin \mathcal{P}_{\rho[i]-1} \right),
\]

where \(\mathcal{P}_{\rho[i]-1} = V(B_{q-1}(G_n, k_0))\) and \(\mathcal{A}_{\rho[i]} = \partial \mathcal{B}_q\). Denote this collection by \(\Xi_x\), and define

\[
J := \bigcap_{i=1}^{3} \mathcal{H}_q, \quad (74)
\]

where \(\mathcal{H}_{q,k}, k = 1, 2, 3\) and \(\mathcal{F}_{\rho[i]}, i = 1, 2, 3\) are as in (35) and (43). To prove Lemma 5.5, we also observe that on the event \(\mathcal{H}_{q,1} \cap \mathcal{H}_{q,2}\),

\[
k_L[q] \geq n(\log \log n)^{(q+1)} - C_q n^{1-\beta_q'/r} \quad \text{and} \quad M_L[q] \geq n(\log \log n)^{(q+1)},
\]

where \(C_q := C_q(x_1, \mu)\) is the positive constant in \(\mathcal{H}_{q,2}\).

We are now ready to prove the lemma. As in the case of Lemma 4.4, we first couple the pairs

\[
\left( \mathbf{Y}(k[i], n), \tilde{\mathbf{Y}}(k[i], n), \mathbf{Y}(k[i], n) \right), \quad \left( \tilde{\mathbf{Y}}(k[i], n), \tilde{\mathbf{Y}}(k[i], n), \tilde{\mathbf{Y}}(k[i], n) \right) \quad \text{and} \quad \left( \tilde{\mathbf{Y}}(k[i], n), \mathbf{V}(k[i], n) \right)
\]

on the event \(J\), and then apply a union bound argument.

**Lemma 6.13.** Let \(\mathbf{Y}(k[i], n), \tilde{\mathbf{Y}}(k[i], n), \Xi_x\) and \(J\) be as in (39), Definition 6.11, (74) and (73). Then there is coupling of the random vectors, and positive constants \(C := C(x_1, \mu, q)\) and \(c := c(x_1, \mu)\) such that on the event \(J\),

\[
P_x \left( \mathbf{Y}(k[i], n) \neq \tilde{\mathbf{Y}}(k[i], n) \middle| \Xi_x \right) \leq C \zeta_q n^{-\gamma}(\log \log n)^{(1-\chi)(q+1)} + \frac{c \zeta_q (\log \log n)^{q/r}(\log \log n)^{(q+1)(1-\chi)}}{(\mu + 1)n^{1-\chi}}.
\]

**Proof.** We consider the scenarios \(M_L[q] \leq k[q]\) and \(M_L[q] \geq k[q] + 1\) separately, starting from \(M_L[q] \leq k[q]\). For \(M_L[q] \leq j \leq k[q]\), \(Y_{j-k} \sim k[q] = Y_{j-k} \sim k[q] = 0\) since \(P_j \sim k[q] = \hat{P}_j \sim k[q] = 0\); whereas for \(k[q] + 1 \leq h \leq n\), we couple \(Y_{h-k} \sim k[q]\) and \(\hat{Y}_{h-k} \sim k[q]\) as follows. Firstly, we use a similar calculation as for (64) to show that there is a positive constant \(C := C(x_1, \mu, q)\) such that

\[
(1 - C n^{-\gamma}) \hat{P}_{h-k} \sim k[q] \leq P_{h-k} \sim k[q] \leq (1 + C n^{-\gamma}) \hat{P}_{h-k} \sim k[q], \quad k \in \mathcal{N}_{p[q]} \cap \{k[q] + 1, \ldots, n\},
\]

on the event \(J\). Next, let \(U_k, k[q] + 1 \leq k \leq n\) be independent standard uniform variables, and define

\[
Y'_k \sim k[q] = \mathbb{1}(U_k \leq P_{k} \sim k[q]) \quad \text{and} \quad \hat{Y}'_k \sim k[q] = \mathbb{1}(U_k \leq \hat{P}_{k} \sim k[q]).
\]

So on the event \(J\), we have

\[
P_x \left( Y_k \sim k[q] \neq \hat{Y}_k \sim k[q] \middle| \Xi_x \right) \leq P \left( U_k \leq \hat{P}_{k} \sim k[q] - P_{k} \sim k[q] \middle| \Xi_x \right) \leq C n^{-\gamma} \hat{P}_{j} \sim k[q]
\]

for \(k \in \mathcal{N}_{p[q]} - 1\); and

\[
P_x \left( Y_k \sim k[q] \neq \hat{Y}_k \sim k[q] \middle| \Xi_x \right) \leq P \left( U_k \leq \hat{P}_{k} \sim k[q] \middle| \Xi_x \right) \leq \hat{P}_{j} \sim k[q]
\]

47
for \( k \in A_{[\rho[q]] - 1} \cup P_{[\rho[q]] - 1} \). Using Lemma 6.7, we obtain
\[
\mathbb{P}_x \left( Y^{(k[\rho[q]], n)} \neq Y^{(k[\rho[q]], n)} | \Xi_x \right)
\leq Cn^{-\gamma} \sum_{j=k[\rho[q]]+1;}^{n} \frac{\sum_{k=k[\rho[q]]+1;}^{n} \hat{P}_{j \rightarrow k[\rho[q]]} \hat{P}_{k \rightarrow k[\rho[q]]}.}{(\mu + 1) \left( [k[\rho[q]]] \right) }^{1-\chi} \sum_{k=k[\rho[q]]+1}^{n} k^{-\chi}
\]

In what follows we allow \( C := C(x_1, \mu, q) \) to vary from line to line. For the first sum above, we use \( (n \log n)^{-q+1} \leq M_{L[q]} \leq k[\rho[q]] \) to obtain
\[
Cn^{-\gamma} \sum_{j=k[\rho[q]]+1;}^{n} \frac{\sum_{k=k[\rho[q]]+1}^{n} \hat{P}_{j \rightarrow k[\rho[q]]} \hat{P}_{k \rightarrow k[\rho[q]]}.}{(\mu + 1) \left( [k[\rho[q]]] \right) }^{1-\chi} \sum_{k=k[\rho[q]]+1}^{n} k^{-\chi}
\]

To bound the second sum in (76), we note that (45) implies that
\[
|A_{[\rho[q]] - 1} + |P_{[\rho[q]] - 1}| = |V(B_q(G_n, k_0))| \leq 1 + q + q^2(\log n)^{q/r}
\]
on the event \( \mathcal{H}_{k,3} \). So combining the last display, the lower bound on \( k[\rho[q]] \) and \( h^{-\chi} \leq 1 \) for \( h \geq 1 \), we get that on the event \( J \), there is a constant \( c := c(x_1, \mu, q) \) such that
\[
\sum_{h \in A_{[\rho[q]] - 1} \cup P_{[\rho[q]] - 1}} \hat{P}_{h \rightarrow k[\rho[q]]} = \frac{c}{(\mu + 1) \left( [k[\rho[q]]] \right) }^{1-\chi} \sum_{h \in A_{[\rho[q]] - 1} \cup P_{[\rho[q]] - 1}} h^{-\chi}
\leq \frac{c \zeta_q (\log n)^{(q+1)(1-\chi)}}{n^{1-\chi} (\log n) q/r}.
\]

Hence, applying (77) and (78) to (76) shows that the lemma holds whenever \( M_{L[q]} \leq k[\rho[q]] \). The coupling argument for \( M_{L[q]} \geq k[\rho[q]] + 1 \) is exactly the same as above, thus omitted.

**Lemma 6.14.** Let \( Y^{(k[\rho[q]], n)}, \hat{Y}^{(k[\rho[q]], n)}, \Xi_x \) and \( J \) be as in Definition 6.11 and 6.12, (73) and (74). Then there is coupling of the random vectors, and a positive constant \( C := C(x_1, \mu, q) \) such that on the event \( J \),
\[
\mathbb{P}_x \left( Y^{(k[\rho[q]], n)} \neq \hat{Y}^{(k[\rho[q]], n)} | \Xi_x \right) \leq \frac{C \zeta_q (\log n)^{(2-\chi)(q+1)}}{n}.
\]

**Proof.** We again consider \( M_{L[q]} \leq k[\rho[q]] \) and \( M_{L[q]} \geq k[\rho[q]] + 1 \) separately, starting from \( M_{L[q]} \leq k[\rho[q]] \). For \( M_{L[q]} \leq j \leq k[\rho[q]] \), \( \hat{Y}_{j \rightarrow k[\rho[q]]} = \hat{V}_{j \rightarrow k[\rho[q]]} = 0 \) because \( P_{j \rightarrow k[\rho[q]]} = \hat{P}_{j \rightarrow k[\rho[q]]} = 0 \). Hence, we only need to couple \( \hat{Y}_{k \rightarrow k[\rho[q]]} \) and \( \hat{V}_{k \rightarrow k[\rho[q]]} \) for \( k[\rho[q]] + 1 \leq h \leq n \). By the standard Poisson-Bernoulli coupling [22, equation (1.11), p. 5],
\[
\mathbb{P}_x \left( \hat{Y}_{k \rightarrow k[\rho[q]]} \neq \hat{V}_{k \rightarrow k[\rho[q]]}, k[\rho[q]] + 1 \leq k \leq n \right) \leq \frac{C \zeta_q (\log n)^{(q+1)}}{n^{1-\chi}}.
\]

Lemma 6.7 and \( [k[\rho[q]]]/k[\rho[q]] \leq 1 \) yield
\[
\mathbb{P}_x \left( Y^{(k[\rho[q]], n)} \neq \hat{Y}^{(k[\rho[q]], n)} | \Xi_x \right) \leq \sum_{k=k[\rho[q]]+1}^{n} \hat{P}_{k \rightarrow k[\rho[q]]} \leq \frac{C \zeta_q (\log n)^{(2-\chi)(q+1)}}{n}.
\]

so bounding the sum by (77) proves the lemma for \( M_{L[q]} \leq k[\rho[q]] \). The arguments for the case \( M_{L[q]} \geq k[\rho[q]] + 1 \) are similar, thus omitted. \( \square \)
Lemma 6.15. Let $V^{(k_{[q]}}, n)$, $\hat{V}^{(k_{[q]}}, n)$, $\Xi$ and $J$ be as in Definition 5.4, 6.12, (73) and (74). Then there is a coupling of the random vectors, and a positive constant $C := C(x_1, \mu, q)$ such that on the event $J$,

$$
\mathbb{P}_X \left( V^{(k_{[q]}}, n) \neq \hat{V}^{(k_{[q]}}, n) \mid \Xi \right) \leq C \zeta_q n^{-\beta_q} (\log \log n)^q + 1.
$$

Proof. We first construct a coupling of $V_{k \rightarrow k_{[q]}}, \hat{V}_{k \rightarrow k_{[q]}}$ that is applicable to both cases $M_{L_{[q]}} \leq k_{[q]}$ and $M_{L_{[q]}} \geq k_{L_{[q]}} + 1$. Then, we bound the probability that the coupling fails for each case. For $k_{L_{[q]}} + 1 \leq j \leq n$, let $\nu_j = \lambda_j^{[q]} \Lambda_j^{\rightarrow k_{[q]}}$.

$$
V_j^{\rightarrow k_{[q]}} \sim \text{Poi}(\nu_j), \quad V_j^{\rightarrow k_{[q]}} \sim \text{Poi}((\lambda_j^{[q]} - \hat{P}_j^{\rightarrow k_{[q]}}), \quad \hat{V}_j^{\rightarrow k_{[q]}} = V_j^{\rightarrow k_{[q]}} + V_j^{\rightarrow k_{[q]}} + V_j^{\rightarrow k_{[q]}}.
$$

where $V_j^{\rightarrow k_{[q]}}$ is conditionally independent of $V_j^{\rightarrow k_{[q]}}$ and we use the convention that zero is a Poisson variable with mean zero. Then,

$$
\mathbb{P}_X (\hat{V}_{k \rightarrow k_{[q]}} \neq V_{k \rightarrow k_{[q]}} \mid \Xi) \leq \mathbb{P}(V_{k \rightarrow k_{[q]}} \geq 1 \mid \Xi) \leq \left| \lambda_j^{[q]} - \hat{P}_j^{\rightarrow k_{[q]}} \right|,
$$

So by Lemma 6.7 and comparing the means in Table 1,

$$
\mathbb{P}_X \left( V^{(k_{[q]}}, n) \neq \hat{V}^{(k_{[q]}}, n) \mid \Xi \right) \leq \begin{cases}
\sum_{h=M_{L_{[q]}}}^{k_{[q]}} \lambda_h^{[q]} + \sum_{j=k_{[q]}}^{n} \left| \lambda_j^{[q]} - \hat{P}_j^{\rightarrow k_{[q]}} \right|, & M_{L_{[q]}} \leq k_{[q]}, \\
\sum_{j=k_{[q]}}^{n} \left| \lambda_j^{[q]} - \hat{P}_j^{\rightarrow k_{[q]}} \right|, & M_{L_{[q]}} = k_{L_{[q]}}, \\
\sum_{h=k_{[q]}}^{M_{L_{[q]}}} \hat{P}_h^{\rightarrow k_{[q]}} + \sum_{j=M_{L_{[q]}}}^{n} \left| \lambda_j^{[q]} - \hat{P}_j^{\rightarrow k_{[q]}} \right|, & M_{L_{[q]}} \geq k_{L_{[q]}} + 2.
\end{cases}
$$

(79)

We first handle the sum of absolute mean differences for all three cases in (79). Note that for $M_{L_{[q]}} \leq k_{L_{[q]}} + 1$,

$$
\sum_{j=k_{[q]}}^{n} \left| \lambda_j^{[q]} - \hat{P}_j^{\rightarrow k_{[q]}} \right| \leq \sum_{j=M_{L_{[q]}}}^{n} \left| \lambda_j^{[q]} - \hat{P}_j^{\rightarrow k_{[q]}} \right|,
$$

so it is enough to consider the sum from $M_{L_{[q]}}$ to $n$ in all three cases. Because $|\hat{a}_{L_{[q]}} - (k_{L_{[q]}}/n)^{\lambda_{q}}| \leq C_{q} n^{-\beta_q}$ on the event $\mathcal{H}_{q, 2}$, a computation similar to that of (68) gives

$$
\left| \frac{n^{-\lambda_{q}} - \left( k_{L_{[q]}} / n \right)^{\lambda_{q}}}{n} \right| \leq c_\mu n^{-\beta_q} (\log \log n)^{1+q} =: \eta_n,
$$

(80)

where $c_\mu := c_\mu(q, x_1, \mu)$ is a constant. Using (80) and the second inequality in (75), we can repeat the calculation of (69) to obtain

$$
\left| \lambda_j^{[q]} - \hat{P}_{j \rightarrow k_{[q]}} \right| \leq \frac{C_{q} \eta_n}{n^{1-\lambda_{q}}} j^{-\lambda_{q}} + c' \zeta_q (\log \log n)^{(1-\lambda)(q+1)} j^{-2},
$$

(81)

where $c := c(x_1, \mu)$ and $c' := c'(\mu)$. Using (75) and integral comparisons, a straightforward computation shows that on the event $J$, $\sum_{j=M_{L_{[q]}}}^{n} j^{-\lambda} \leq (\mu + 1) n^{1-\lambda}$. The second term of (81) can be bounded in the same way, such that on the event $J$, $\sum_{j=M_{L_{[q]}}}^{n} j^{-2} \leq n^{-1} (\log \log n)^{q+1}$. Combining the bounds, we get that for all three cases in (79), there is a constant $C := C(x_1, \mu, q)$ such that

$$
\sum_{j=M_{L_{[q]}}}^{n} \left| \lambda_j^{[q]} - \hat{P}_{j \rightarrow k_{[q]}} \right| \leq C \zeta_q n^{-\beta_q} (\log \log n)^{q+1}.
$$

(82)
Next, we bound the remaining sums appearing in (79). When \( M_{L[q]} \leq k_{L[q]} \),
\[
\sum_{h=M_{L[q]}}^{k_{L[q]}} \lambda_h^{[\rho]} = \int_{\hat{a}_{L[q]}}^{k_{L[q]}/n} \frac{\zeta_q}{\mu} \frac{1}{n} \frac{1}{y^{n-1}} \, dy = \zeta_q \left[ \left( \frac{k_{L[q]}}{n} \right)^{1/\mu} \hat{a}_{L[q]}^{1/\mu} - 1 \right].
\]
Choose \( n \) large enough such that \( C_q n^{-\beta_q} (\log n)^{(q+1)} < 1 \). We use \( (k_{L[q]}/n)^x \leq \hat{a}_{L[q]} + C_q n^{-\beta_q} \) and the first inequality in (75) to calculate
\[
\left( \frac{k_{L[q]}}{n} \right)^{1/\mu} \hat{a}_{L[q]}^{1/\mu} - 1 \leq \hat{a}_{L[q]}^{1/\mu} \left[ \hat{a}_{L[q]} + C_q n^{-\beta_q} \right]^{1/\mu} - 1 \leq \left\{ 1 + C_q n^{-\beta_q} (\log n)^{(q+1)x} \right\}^{1/\mu} - 1 \\
\leq C n^{-\beta_q} (\log n)^{(q+1)x},
\]
where \( C := C(x_1, \mu, q) \) is a constant. Hence, on the event \( J \),
\[
\sum_{h=M_{L[q]}}^{k_{L[q]}} \lambda_h^{[\rho]} \leq C\zeta_q n^{-\beta_q} (\log n)^{(q+1)x},
\]
(83)
When \( M_{L[q]} \geq k_{L[q]} + 2 \), we need an upper bound on \( M_{L[q]} \) to bound \( \sum_{h=M_{L[q]}}^{M_{L[q]}+1} \hat{P}_{h \rightarrow k_{L[q]}} \). Since \( ((M_{L[q]} - 1)/n)^x \leq a_{L[q]} \) by definition, we have \( M_{L[q]} \leq n a_{L[q]}^{1/x} + 1 \). Let \( a_n := \lfloor na_{L[q]}^{1/x} - C_q n^{-\beta_q}/x \rfloor \) and \( b_n := na_{L[q]}^{1/x} + 1 \), so that \( k_{L[q]} \geq a_n \) and \( M_{L[q]} \leq b_n \) on the event \( J \). In addition, pick \( n \) large enough so that \( e_n := (\log n)^{q+1} (C_q n^{-\beta_q}/x + n^{-1}) < 1 \). On the event \( J \), we use \( a_{L[q]}^{1/\mu} \leq (\log n)^{q+1} \) and the first inequality in (75) to obtain
\[
\sum_{h=k_{L[q]}}^{M_{L[q]}+1} \hat{P}_{h \rightarrow k_{L[q]}} \leq \frac{\zeta_q}{(\mu + 1) \left( k_{L[q]} \right)^{1-\mu}} \int_{a_n}^{b_n} y^{-\chi} \, dy \\
\leq \frac{\zeta_q n^{-\chi} \hat{a}_{L[q]}^{1/\mu}}{(k_{L[q]})^{1-\chi}} \left[ \left( 1 + n^{-1} \hat{a}_{L[q]}^{1/\chi} \right)^{1-\chi} \left( 1 - C_q \hat{a}_{L[q]}^{1/\chi} n^{-\beta_q}/x - n^{-1} \hat{a}_{L[q]}^{1/\chi} \right)^{1-\chi} \right] \\
\leq C\zeta_q (\log n)^{q+1} \left[ \left( 1 + n^{-1} (\log n)^{q+1} \right)^{1-\chi} - \left( 1 - e_n \right)^{1-\chi} \right] \\
\leq C'\zeta_q n^{-\beta_q/\chi} (\log n)^{2(q+1)},
\]
de (84)
where \( C := C(x_1, \mu) \) and \( C' := C'(x_1, \mu) \). The proof then follows from applying (82), (83) and (84) to (79).

Next, we apply Lemma 6.13, 6.14 and 6.15 to prove Lemma 5.5.

Proof of Lemma 5.5. We show that on the event \( J \), there is a coupling of \( Y^{(k_{L[q]} \in [\rho])} \) and \( V^{(k_{L[q]} \in [\rho])} \), and positive constants \( C := C(x_1, \mu, q) \), \( c := c(x_1, \mu, q) \), \( C' := C'(x_1, \mu, q) \) and \( C'' := C''(x_1, \mu, q) \) such that
\[
P_X \left( Y^{(k_{L[q]} \in [\rho])} \neq V^{(k_{L[q]} \in [\rho])} \right) \\
\leq C\zeta_q (\log n)^{(1-\chi)(q+1)} n^{-\chi} + C\zeta_q (\log n)^{q+1} (\log n)^{q+1} (\log n)^{q/\mu} \\
\leq \frac{C'\zeta_q^2 (\log n)^{(2-\chi)(q+1)}}{(\mu + 1)n^{1-\chi}} + \frac{C''\zeta_q (\log n)^{q+1}}{n^{2q}}.
\]
(85)
The lemma follows from taking expectation with respect to \( \Xi_x \), since on the event \( J \), \( \mathbb{E}_{\Xi} \{ \zeta_q k_{L[q]} \} \leq \kappa + 1 \) and \( \mathbb{E}_{\Xi} \{ \zeta_q^2 k_{L[q]} \} \leq (\kappa + 2)(\kappa + 1) \). The coupling can be constructed exactly as for \( Y^{(k_{L[q]} \in [\rho])} \) and \( V^{(k_{L[q]} \in [\rho])} \), this time using Lemma 6.13, 6.14 and 6.15. The bound in (85) follows readily from a computation similar to (71).
7 APPLICATION TO DEGREE STATISTICS: PROOFS

In this section we prove the results appearing in Section 1.3. We only prove Theorem 1.8 and Proposition 1.9, because Theorem 1.11 is an immediate consequence of Theorem 1.5, and the proof of Proposition 1.12 is similar to that of Proposition 1.9.

For Theorem 1.8, the key to improving the rate of convergence is to choose a suitable threshold \( n^\psi \), and then for each fixed vertex \( [n^\psi] \leq j \leq n \) in \( G_n \sim \text{Seq}(x)_n \) and \( x \in A_{\alpha,n} \), construct a coupling as in Lemma 4.4. This latter implies the same coupling as that of Lemma 6.10. The convergence rate then follows from randomising over the choices of uniform vertex \( k_0 \), and taking expectation with respect to \( X \). More intuitively, this is because the uniformly chosen vertex only needs to be large enough so that it has a small degree with high probability, in contrast to having a small \( r \)-neighbourhood for all \( r < \infty \), as required in the proof of Theorem 1.5.

Proof of Theorem 1.8. Given \( p > 4 \), choose \( \alpha \) such that \( 1/2 + 1/p < \alpha < 3/4 \), and let \( A_{\alpha,n} \) be as in (15). In preparation for the coupling, define \( \psi := \max\{1 - (1 - \alpha)/8, \chi\} \) and \( \gamma' := \min\{\psi, \chi(3 - 4\alpha)/4\} \). Let \( \Xi_x := ( (\mathcal{Z}_j[1], \mathcal{Z}_j[1]), 2 \leq j \leq n \), \( (S_{k,n}[1], 1 \leq k \leq n) \) and the events \( F_{1,i}, \ i = 1, 2, 3 \) be as in (22), (23), (25) and (31). Furthermore, let \( U_0 \sim U[0, 1] \), \( \hat{a}_0 = U_0^\chi \) and \( k_0 = [nU_0] \). Define \( \hat{\mathcal{Y}}^{(k_0,n)}, \hat{\mathcal{V}}^{(k_0,n)}, \hat{\mathcal{Y}}^{(k_0,n)} \) and \( \hat{\mathcal{V}}^{(k_0,n)} \) as in Definition 3.3, 4.3, 6.5 and 6.6.

Fixing vertex \( [n^\psi] \leq j \leq n \), assume that \( x \in A_{\alpha,n} \) and \( U_0 \in ((j - 1)/n, j/n] \), where the latter implies \( k_0 = j \). We start by coupling \( \mathcal{Y}^{(j,n)} \) and \( \hat{\mathcal{Y}}^{(j,n)} \). On the event \( \bigcap_{i=1}^3 F_{1,i} \), arguing the same way as for (64), this time using \( j > n^\psi \) and \( \gamma' < \psi \), there is a positive constant \( c := c(x_1, \mu) \) such that

\[
(1 - cn^{-\gamma'}) \hat{P}_{h \rightarrow j} \leq P_{h \rightarrow j} \leq (1 + cn^{-\gamma'}) \hat{P}_{h \rightarrow j},
\]

where \( P_{h \rightarrow j} \) and \( \hat{P}_{h \rightarrow j} \) are as in (26) and (32), with \( k_0 \) replaced by \( j \). Hence, using the same coupling as that of Lemma 6.8, on the event \( \bigcap_{i=1}^3 F_{1,i} \),

\[
\mathbb{P}_x \left( \mathcal{Y}^{(j,n)} \neq \hat{\mathcal{Y}}^{(j,n)} | \Xi_x \right) = \frac{cn^{-\gamma'} \mathcal{Z}_j[1]}{(\mu + 1)j^{1-\chi}} \sum_{h=0}^{n} h^{-\chi} \leq \frac{cn^{1-\gamma'} \mathcal{Z}_j[1]}{j^{1-\chi}}.
\]  

(86)

The coupling of \( \hat{\mathcal{Y}}^{(j,n)} \) and \( \hat{\mathcal{V}}^{(j,n)} \) is entirely similar to that in Lemma 6.9, yielding

\[
\mathbb{P}_x \left( \hat{\mathcal{Y}}^{(j,n)} \neq \hat{\mathcal{V}}^{(j,n)} | \Xi_x \right) \leq \frac{\mathcal{Z}_j[1]n^{1-\chi}}{(\mu + 1)j^{2-\chi}}.
\]  

(87)

Next, we couple \( \hat{\mathcal{V}}^{(j,n)} \) and \( \mathcal{V}^{(j,n)} \) as in the proof of Lemma 6.10. To bound the sum of the absolute differences of the Poisson means, we apply (67) and \( j \geq n^\psi \) to obtain \( \hat{a}_0^{-1/\mu} - (j/n)^{-\chi/\mu} \leq c''n^{-\gamma} j^{-1} \), where \( c'' := c(\mu) \) is a constant. Using the bound, we can continue much the same way for obtaining (69). Adding the absolute differences over \( j + 1, \ldots, n \), we deduce that there are constants \( c' := c'(\mu) \) and \( c'' := c''(\mu) \) such that

\[
\mathbb{P}_x \left( \mathcal{V}^{(j,n)} \neq \hat{\mathcal{V}}^{(j,n)} | \Xi_x \right) \leq \mathcal{Z}_j[1] \{c''n^{-\gamma} j^{-1} + c'' j^{-2}\}.
\]  

(88)

Applying the arguments for proving Lemma 4.4, this time with the bounds (86), (87) and (88), it follows that

\[
\mathbb{P}_x \left( \mathcal{Y}^{(j,n)} \neq \mathcal{V}^{(j,n)} \bigcap_{i=1}^3 F_{1,i} \right) \leq \frac{cn^{1-\gamma'} x_j}{j^{1-\chi}} + \frac{x_j(x_j + 1)n^{1-\chi}}{(\mu + 1)j^{2-\chi}} + \frac{c'x_jn^{-\chi}}{j^{1-\chi}} + \frac{c''x_j}{j^2}.
\]  

(89)
To conclude the proof, we note that
\[
\mathbb{P}\left( Y^{(k_0, n)} \neq V^{(k_0, n)} \right) \leq \mathbb{E}\left[ \mathbb{1}_{x \in A_{\alpha, n}} \mathbb{P}_{x}\left( Y^{(k_0, n)} \neq V^{(k_0, n)} \right) \right] + \mathbb{P}(x \in A_{\alpha, n}^c), \tag{90}
\]
where for the first term, we write
\[
\mathbb{P}_{x}\left( Y^{(k_0, n)} \neq V^{(k, n)} \right) = \frac{1}{n} \sum_{j=1}^{n} \mathbb{P}_{x}\left( Y^{(j, n)} \neq V^{(j, n)} \right)
\leq \frac{[n^\psi] - 1}{n} + \frac{1}{n} \sum_{j=\lceil n^\psi \rceil}^{n} \mathbb{P}_{x}\left( Y^{(j, n)} \neq V^{(j, n)} \right)
\leq n'^{-1} + \frac{1}{n} \sum_{j=\lceil n^\psi \rceil}^{n} \mathbb{P}_{x}\left( Y^{(j, n)} \neq V^{(j, n)}, \bigcap_{i=1}^{3} F_{1, i} \right) + \mathbb{P}_{x}\left( \left( \bigcap_{k=1}^{3} F_{1, k} \right)^c \right)
\leq n'^{-1} + \frac{1}{n} \sum_{j=\lceil n^\psi \rceil}^{n} \mathbb{P}_{x}\left( Y^{(j, n)} \neq V^{(j, n)}, \bigcap_{i=1}^{3} F_{1, i} \right) + \sum_{k=1}^{3} \mathbb{P}_{x}(F_{1, k})^c.
\]
Since \( x \in A_{\alpha, n} \), we bound \( \mathbb{P}_{x}(F_{1, k})^c \) using Lemma 2.2, and (18) and (19) of Lemma 2.4. Applying the last display and (89) to (90), bounding \( \mathbb{P}(x \in A_{\alpha, n}^c) \) by Lemma 2.1, and then taking expectation with respect to \( X \), we obtain
\[
\mathbb{P}\left( Y^{(k_0, n)} \neq V^{(k_0, n)} \right) \leq C'n^{-b} + \sum_{j=\lceil n^\psi \rceil}^{n} \left\{ \frac{c n^{-\gamma' \mu}}{j^{1-\chi}} + \frac{(E X_2^2 + \mu)n^{-\chi}}{(\mu + 1)j^{2-\chi}} + \frac{c'' n^{-\chi}}{j^{2}} \right\},
\]
where \( b = \min\{\chi(p(\alpha - 1/2) - 1), \chi(1-\alpha)/2, 4\gamma' - \chi(4\alpha - 3), \chi, \psi - 1\} \) and \( C' := C'(x_1, \mu, p) \).

By an integral comparison, we get that the sum above is bounded by \( C' n^{-\min\{\gamma', 1-\chi+\chi^2\}} \), where \( C' := C'(x_1, \mu) \) is a constant. Choosing \( d = \min\{b, \gamma', 1 - \chi + \chi^2\} \) and \( C = 2 \max\{C', C''\} \) concludes the proof. \( \square \)

**Proof of Proposition 1.9.** The probability mass function given in (5) is an exercise of integration. The steps are similar to the case where \( X_1 = 0 \) and \( X_i = 1 \) almost surely for \( i \geq 2 \), and the details can be found in Berger, Borgs, Chayes, and Saberi [4, Lemma 5.2]. To prove (6), we use the argument of Lodewijks and Ortgiese [23] for proving their Theorem 2.6(i). [20, Theorem 1, equation (5)] implies that \( k^{x+2} \Gamma(x + k - 1)/\Gamma(x + \mu + k + 1) \leq 1 \) for all \( x > 0 \) and \( k \geq 1 \). Hence,
\[
f_{\mu, k}(x) = k^{x+2} \frac{\Gamma(x + k - 1)}{\Gamma(x + \mu + k + 1)} \frac{\Gamma(x + \mu + 1)}{\Gamma(x)}
\]
is dominated by \( \Gamma(x + \mu + 1)/\Gamma(x) \). Thus, if \( E X_2^{k+1} < \infty \), the dominated convergence theorem (Durrett [14, Theorem 1.5.8, p. 24]) implies that
\[
\lim_{k \to \infty} k^{x+2} p_\pi(k) = (\mu + 1) \int_0^\infty \lim_{k \to \infty} f_{\mu, k}(x) d\pi(x),
\]
and so the claim follows from \( \lim_{k \to \infty} k^{x+2} \Gamma(x + k - 1)/\Gamma(x + k + \mu + 1) = 1 \). \( \square \)

8 **THE EMBELLISHED PREFERENTIAL ATTACHMENT GRAPHS**

In this section we study the embellished \((x, n)\)-sequential model, that is, the \((x, n)\)-sequential model conditional on a finite collection of edges. Importantly, this embellished
(x, n)-sequential model has an urn representation that enables us to apply the Bernoulli-Poisson coupling arguments to all vertices in the local neighbourhood of the uniform vertex in the random graph with law \( \text{Seq}(x)_n \).

### 8.1 The attachment rules

Given \( x \) and \( n \), let \( G'_n \sim \text{Seq}(x)_n \). To specify the edges that we condition on, let \( Q_{j \rightarrow k} \) be a zero-one variable that takes value one if and only if vertex \( j \) sends an outgoing edge to \( k \) in \( G'_n \), and \( W_{k,n} \) be the in-degree of vertex \( k \) in \( G'_n \), so that \( W_{k,n} := \sum_{j=1}^n Q_{j \rightarrow k} \), and \( W_{k,n} = 0 \) if \( k \geq n \). In view of the preferential attachment rules, if \( Q_{k \rightarrow i} = 1 \) for some \( 1 \leq i < k \), then \( Q_{k \rightarrow l} = 0 \) for any \( l \neq i \). Furthermore, let \( V \) be a strict subset of \( V(G'_n) \), and given \( V \), let \( \mathcal{E} \) be a set of edges where at least one end of an edge in this set is a vertex in \( V \). Furthermore, for each \( u \in V \) where \( u > 1 \), \( Q_{u \rightarrow k} = 1 \) for some \( k < u \) and \( Q_{u \rightarrow j} = 0 \) for all \( j \neq k \), so that vertex \( k \) is the recipient of the only outgoing edge from vertex \( u \). We investigate how conditioning on the event

\[
I := \mathcal{I}(V, \mathcal{E}) := \bigcap_{\{h,k\} \in \mathcal{E}; \ h \in V, k < n} \{Q_{i \rightarrow h} = 0\} \cap \bigcap_{\{i,k\} \in \mathcal{E}; \ 1 \leq i < k \leq n} \{Q_{k \rightarrow i} = 1\}
\]

changes the attachment rules of \( G'_n \). Note that \( \mathbb{P}_x(I) > 0 \) because \( \mathcal{E} \) does not allow vertex \( u \in V \) to send two outgoing edges, and the outgoing edge from \( u \in V \) is always directed towards some vertex \( k < u \). Moreover, observe that the attachment steps involving vertex \( u \in V \) are deterministic on the event \( I \).

To prepare for the subsequent arguments, denote by \( V^* := \{v \notin V : \{u, v\} \in \mathcal{E}\} \) the vertices that are not in \( V \), but are the endpoints of at least one edge in \( \mathcal{E} \). To exclude trivial cases, from now on we assume that \( V \cup V^* \) is a strict subset of \( V(G_n) \). Moreover, let \( v_s := v_s(V) \) (resp. \( v^*_s := v^*_s(V^*) \)) be the vertex in \( V \) (resp. \( V^* \)) that has the smallest vertex label. On the event \( I \), \( v^*_s \) must be a recipient of at least one incoming edge from the vertices in \( V \), and it does not send an outgoing edge to a vertex in \( V \). If \( v^*_s \) sends an outgoing edge to vertex \( v \in V \), then by the definition of \( V^* \), there is some vertex \( u < v^*_s \) in \( V^* \) that receives the edge emanating from \( v \). Because \( \mathbb{P}_x(I) > 0 \), \( u \) and \( v^*_s \) cannot both be the recipients of the incoming edges from \( v \).

We impose the following assumption on the collection of edges, which greatly simplifies the upcoming computations. We refer to it as (\( \triangle \)).

**The outgoing edge sent by vertex \( v \in V \setminus \{v_s\} \) is received by another vertex \( u \in V \).**

A moment’s thought reveals that under this assumption, \( v_s \) is the only vertex in \( V \) that sends an outgoing edge to \( v^*_s \), and any vertex \( w \in V^* \setminus \{v^*_s\} \) must be sending an outgoing edge to a vertex in \( V \). By Lemma 3.2, \( V \) and \( V^* \) correspond to \( P_{t-1} \) and \( A_{t-1} \) for any \( t \geq 2 \) under the assumption, where \( P_{t-1} \) and \( A_{t-1} \) are respectively the sets of probed and active vertices in the breadth-first search of the \( (x, n) \)-sequential model. It follows that \( v_s \) and \( v^*_s \) correspond to \( k_s[t] \) and \( k^*_s[t] \) respectively. To visualise these observations, it is instructive to refer to Figure 1, with the labels there replaced with the vertex labels of \( G'_n \), and the edges directed. Additionally, the event \( I \) can be written as

\[
I = \{Q_{v_s \rightarrow v^*_s} = 1\} \cap \bigcup_{\{i,h\} \in \mathcal{E}; \ h \in V, k < n} \{Q_{i \rightarrow h} = 0\} \cap \bigcup_{\{i,k\} \in \mathcal{E}; \ v_s \leq k \leq n} \{Q_{k \rightarrow i} = 1\}
\]
\[ =: \{ Q_{v_s \rightarrow v_s^*} = 1 \} \cap \mathcal{J}. \quad (91) \]

We now show that conditioning on \( \mathcal{I} \), \( G'_n \) has a modified preferential attachment rule. Firstly, note that conditioning on \( \mathcal{I} \) does not change the attachment rule for the first \( v_s^* - 1 \) steps for constructing the \( G'_n \). Next, we study how conditioning on \( \mathcal{I} \) changes the rules for constructing \( G'_i \) from \( G'_{i-1} \) for \( v_s^* < i < v_s \). Under the assumption (\( \triangle \)), the edges in \( E \setminus \{ v_s^*, v_s \} \) do not affect these attachment steps, because these edges are born after step \( v_s \). Hence it is enough to consider how conditioning on the edge \( \{ v_s^*, v_s \} \) changes the rules of these attachment steps. The upcoming lemma is a variation of Ross [30, Lemma 3.5]. We state the lemma in slightly greater generality, but is clearly applicable to our case by taking \( \ell = v_s^* \) and \( s = v_s \) in what follows. Choose any two positive integers \( \ell \) and \( s \), where \( \ell < s < n \). The lemma below implies that given \( Q_{s \rightarrow \ell} = 1 \) and \( G'_{m-1} \), where \( \ell < m < s \), we attach vertex \( m \) to \( \ell \) according to the same preferential attachment rule, but also include the edge \( \{ s, \ell \} \) in the vertex weight of \( \ell \). In other words, we can think of the initial attractiveness of vertex \( \ell \) as \( x_\ell + 1 \) instead of \( x_\ell \).

**Lemma 8.1.** Let \( Q_{m \rightarrow j}, G'_{m-1} \) and \( W_{\ell,m} \) be as above and \( T_k := \sum_{i=1}^k x_i \). Then for \( j, \ell < m < s \),

\[ P_x(Q_{m \rightarrow j} = 1|G'_{m-1}, Q_{s \rightarrow \ell} = 1) = \frac{W_{j,m-1} + x_j + 1[j = \ell]}{T_{m-1} + m - 1}. \quad (92) \]

**Proof.** We adapt the proof of [30, Lemma 3.5]. By the definition of conditional probability, we have

\[ P_x(Q_{m \rightarrow j} = 1|G'_{m-1}, Q_{s \rightarrow \ell} = 1) = \frac{P_x(Q_{m \rightarrow j} = 1|G'_{m-1})P_x(Q_{s \rightarrow \ell} = 1|G'_{m-1}, Q_{m \rightarrow j} = 1)}{P_x(Q_{s \rightarrow \ell} = 1|G'_{m-1})}. \quad (93) \]

We compute the probabilities above as follows.

\[ P_x(Q_{m \rightarrow j} = 1|G'_{m-1}) = \frac{W_{j,m-1} + x_j}{T_{m-1} + m - 2}. \]

This in turn implies that

\[ P_x(Q_{s \rightarrow \ell} = 1|G'_{m-1}) = \frac{E_x(W_{\ell,s-1} + x_\ell|G'_{m-1})}{T_{s-1} + s - 2}, \]

and

\[ P_x(Q_{s \rightarrow \ell} = 1|G'_{m-1}, Q_{m \rightarrow j} = 1) = \frac{E_x(W_{\ell,s-1} + x_\ell|G'_{m-1}, Q_{m \rightarrow j} = 1)}{T_{s-1} + s - 2}. \]

Moreover, Lemma 8.3 at the end of this subsection implies that for \( \ell < m < s \),

\[ E_x(W_{\ell,s-1} + x_\ell|G'_{m-1}) = (W_{\ell,m-1} + x_\ell) \prod_{h=m}^{s-2} \frac{T_h + h}{T_h + h - 1}. \]

Note that

\[ E_x(W_{\ell,m} + x_\ell|G'_{m-1}, Q_{m \rightarrow j} = 1) = W_{\ell,m-1} + x_\ell + 1[j = \ell], \]

and so by another application of Lemma 8.3,

\[ E_x(W_{\ell,s-1} + x_\ell|G'_{m-1}, Q_{m \rightarrow j} = 1) = (W_{\ell,m-1} + x_\ell + 1[j = \ell]) \prod_{h=m}^{s-2} \frac{T_h + h}{T_h + h - 1}. \]
Applying these results to (93) and simplifying yields
\[
\mathbb{P}_x(Q_{m-j} = 1|G'_{m-1}, Q_{s-t} = 1) = \frac{(W_{j,m-1} + x_j)(W_{t,m-1} + 1[j = \ell] + x_\ell)}{(T_{m-1} + m - 1)(W_{t,m-1} + x_\ell)},
\] (94)
and (94) is equal to (92) by considering the cases $\ell = j$ and $\ell \neq j$ separately. \qed

Given that $m > v_s$ and $m \notin V^* \cup V$, we proceed to prove that on the event $\mathcal{J}$, we attach vertex $m$ to $j \in \{1, \ldots, m - 1\}$; $j \notin V$ with probability proportional to the weight of vertex $j$. To precisely state the lemma, denote the sets of vertices and edges in $V$ and $E$ that are born before vertex $m$ as
\[
V_m = \{ u \in V : u < m \} \quad \text{and} \quad E_m = \{ h, k \in E : \max\{h, k\} < m \}.
\]
When compared to the breadth-first search of the $(x, n)$-sequential model, $V_m$ and $E_m$ respectively correspond to $P_{t,m}$ and $E_{t,m}$ in (21) for any $t \geq 2$.

Lemma 8.2. Retaining the notations in Lemma 8.1, let $V$ and $E$ be such that $(\triangle)$ holds, and $\mathcal{J}$ be as in (91). We have for $j < m$, where $j \notin V$, $m \in \{ v_s + 1, \ldots, n \} \setminus (V^* \cup V)$,
\[
\mathbb{P}(Q_{m-j} = 1|G'_{m-1}, \mathcal{J}) = \frac{W_{j,m-1} + x_j}{T_{m-1} + m - 1 - \sum_{k \in V_m} x_k - |E_m|},
\] (95)

Before proving the lemma, we emphasize that we exclude the attachment steps of the vertices in $V^* \setminus \{ v_s \}$ in the lemma, because under the assumption $(\triangle)$, vertex $i \in V^* \setminus \{ v_s \}$ necessarily sends an outgoing edge to a vertex in $V$. Furthermore, the edge count in the normalising constant in (95) is $m - 1 - |E_m|$ instead of $m - 2 - |E_m|$, as we need to include $\{ v_s, v_s^* \} \in E_m$. Let $m \in \{ v_s + 1, \ldots, n \} \setminus (V^* \cup V)$. When attaching vertex $m$ to vertex $j \in V^* \setminus \{ v_s \}$, $(\triangle)$ ensures that vertex $j$ does not receive any incoming edges from the vertices of $V$, as otherwise these edges have a size-biasing effect on the initial attractiveness of vertex $j$ and in that case equation (95) no longer holds.

Proof of Lemma 8.2. We use the definition of the conditional probability again, this time to rewrite the the left-hand side of (95) in terms of probabilities that condition on the events occurring before step $m$. Firstly, let $\mathcal{J} := \mathcal{J}_{<m} \cap \mathcal{J}_{\geq m}$, where for $m \in \{ v_s + 1, \ldots, n \} \setminus (V^* \cup V)$,
\[
\mathcal{J}_{<m} := \bigcap_{v_s \leq k < \ell < m; \{ \ell, k \} \notin E_m \setminus \{ v_s, v_s^* \}} \{ Q_{\ell \rightarrow k} = 1 \} \cap \bigcap_{v_s \leq i < h < m; \{ i, h \} \notin E_m} \{ Q_{h \rightarrow i} = 0 \}
\]
and
\[
\mathcal{J}_{\geq m} := \bigcap_{m < k \leq n; \{ \ell, k \} \notin E_m} \{ Q_{\ell \rightarrow k} = 1 \} \cap \bigcap_{m < h \leq n, i < h; \{ i, h \} \notin E_m} \{ Q_{h \rightarrow i} = 0 \}.
\]
Hence we have the following expression:
\[
\mathbb{P}_x(Q_{m-j} = 1|\mathcal{J}, G'_{m-1}) = \frac{\mathbb{P}_x(Q_{m-j} = 1|\mathcal{J}_{<m}, G'_{m-1})\mathbb{P}_x(\mathcal{J}_{\geq m}|Q_{m-j} = 1, \mathcal{J}_{<m}, G'_{m-1})}{\mathbb{P}_x(\mathcal{J}_{\geq m}|\mathcal{J}_{<m}, G'_{m-1})}.
\]
It is straightforward to see that for \( j \notin \mathcal{V} \),
\[
P_x(Q_{m \rightarrow j} = 1 | J_{< m}, G'_{m-1}) = \frac{W_{j,m-1} + x_j}{T_{m-1} + m - 2}.
\]
Using the attachment rules of the \((x, n)\)-sequential model, and simplifying, we can compute
\[
\frac{P_x(J_{\geq m} | J_{< m}, G'_{m-1})}{P_x(J_{\geq m} | Q_{m \rightarrow j} = 1, J_{< m}, G'_{m-1})} = \frac{T_{m-1} + m - 1 - \sum_{k \in \mathcal{V}_m} x_k - |\mathcal{E}_m|}{T_{m-1} + m - 2}.
\]
Combining the equations above completes the proof of the lemma.

The following lemma is applied in the proof of Lemma 8.1, which is a slight modification of Lemma 4.1 in [26] and Theorem 2.1 of [24].

**Lemma 8.3.** Retaining the notations in Lemma 8.1, let \( k, \ell \) and \( m \) be positive integers such that \( k \leq \ell \leq m \), then
\[
\mathbb{E}_x(W_{k,m} + x_k | G'_\ell) = (W_{k,\ell} + x_k) \prod_{j=\ell}^{m-1} \frac{T_j + j}{T_j + j - 1}.
\]

**Proof.** Note that at attachment step \( i > k \), \( W_{k,i} \) either increases by exactly one or stays the same, and \( W_{k,i+1} = W_{k,i} + 1 \) with probability proportional to \( W_{k,i} + x_k \). Hence,
\[
\begin{align*}
\mathbb{E}_x(W_{k,m} + x_k | G'_{m-1}) &= \frac{W_{k,m-1} + x_k}{T_{m-1} + m - 2} (W_{k,m-1} + 1 + x_k) + \left(1 - \frac{W_{k,m-1} + x_k}{T_{m-1} + m - 2}\right) (W_{k,m-1} + x_k) \\
&= \frac{T_{m-1} + m - 1}{T_{m-1} + m - 2} (W_{k,m-1} + x_k).
\end{align*}
\]
The lemma follows from iterating the result above. \( \square \)

### 8.2 Construction of the embellished model

Assuming that \( \mathcal{V} \) and \( \mathcal{E} \) are such that \((\Delta)\) holds, \( \mathcal{V} \cup \mathcal{V}^* \subset V(G_n) \), and that \( G_n(\mathcal{I}) \) has the distribution of \( \text{Seq}(x) \), conditional on \( \mathcal{I} \). Lemma 8.1 and 8.2 imply that we can construct the random variables \( W_{k,n}(\mathcal{I}) := (W_{k,n}(\mathcal{I})) \) as follows. Initially, we generate \( G_{v^*_n-1}(\mathcal{I}) \) using the usual attachment rule. At step \( v^*_s \), add the vertices \( v^*_n \) and \( v_s \) to \( G_{v^*_n-1}(\mathcal{I}) \), such that \( v^*_n \) receives an incoming edge from \( v_s \). Then \( v^*_n \) sends an outgoing edge to vertex \( j \in \{1, \ldots, v^*_n - 1\} \), which is chosen with probability proportional to \( W_j, v^*_n - 1(\mathcal{I}) + x_j \). After the attachment step, assign vertex \( v^*_n \) with initial attractiveness \( x_{v^*_n} \), and set \( W_{v^*_n, v^*_n}(\mathcal{I}) = 1 \). At step \( v^*_s < m < v_s \), vertex \( m \) sends an outgoing edge to vertex \( j \in \{1, \ldots, m - 1\} \), with probability
\[
\frac{W_{j,m-1}(\mathcal{I}) + x_j}{T_{m-1} + m - 1},
\]
and we equip vertex \( m \) with initial attractiveness \( x_m \). The step \( v_s \) is completed by endowing vertex \( v_s \) with initial attractiveness \( x_{v_s} \). At step \( m > v_s \), where \( m \notin \mathcal{V}^* \cup \mathcal{V} \), vertex \( m \) sends an outgoing edge to vertex \( j \in \{1, \ldots, m - 1\} \setminus \mathcal{V}_m \) with probability
\[
\frac{W_{j,m-1}(\mathcal{I}) + x_j}{T_{m-1} + m - 2 - \sum_{k \in \mathcal{V}_m} x_k - (|\mathcal{E}_m| - 1)}.
\]
At steps \( m = \max\{h, i\} \), where \( \{h, i\} \in \mathcal{E} \setminus \{v^*_s, v_s\} \), vertex \( m \) sends an outgoing edge to vertex \( \min\{h, i\} \), and the initial attractiveness of vertex \( m \) is given by \( x_m \).
8.3 An urn representation of the embellished model

Using an urn argument analogous to that of Theorem 1.14, below we give an alternative
definition of \( G_n(\mathcal{I}) \). To simplify notations, we drop \( x \) in the definitions of the variables
below, which depend on the sequence of initial attractiveness.

**Definition 8.4** \((x, I, n)\)-Pólya urn tree. Given the sequence \( x \), and the sets of vertices
and edges \( \mathcal{V} \) and \( \mathcal{E} \) such that \((\Delta)\) holds, and \( \mathcal{V} \cup \mathcal{V}^* \subset V(G_n) \), let \( I \) be as in (91), and
\( B_j(\mathcal{I}) \) be conditionally independent random variables such that \( B_1(\mathcal{I}) := 1 \), \( B_j(\mathcal{I}) := 0 \) if \( j \in \mathcal{V} \), and for \( j \notin \mathcal{V} \),
\[
B_j(\mathcal{I}) \sim \begin{cases}
\text{Beta}(x_j + 1[j = v_s^*], T_{j-1} + j - 1), & 2 \leq j \leq v_s^*; \\
\text{Beta}(x_j, T_{j-1} + j), & v_s^* < j < v_s; \\
\text{Beta}(x_j, T_{j-1} + j - \sum_{k \in \mathcal{V}_j} x_k - |\mathcal{E}_j|), & v_s < j \leq n.
\end{cases}
\]

Furthermore, let \( S_{0,n}(\mathcal{I}) := 0 \), \( S_{n,n}(\mathcal{I}) := 1 \) and
\[
S_{k,n}(\mathcal{I}) := \prod_{i=k+1}^{n} (1 - B_i(\mathcal{I})) \quad \text{for } 1 \leq j \leq n - 1.
\]

Starting with \( n \) vertices and the edges in \( \mathcal{E} \), we connect the vertices as follows. For
\( 1 \leq j \leq n \), let \( I_j = [S_{j-1,n}(\mathcal{I}), S_{j,n}(\mathcal{I})] \) for \( j \notin \mathcal{V} \). Conditionally on \((S_{i,n}(\mathcal{I}), 1 \leq i \leq n-1)\),
we generate the variables \( U_k \sim U[0, S_{k-1,n}(\mathcal{I})] \) for \( k \in \{2, ..., n\} \setminus (\mathcal{V} \cup \mathcal{V}^* \setminus \{v_s^*\}) \). If \( j < k \) and \( U_k \in I_j \), we attach vertex \( k \) to vertex \( j \), and we say that the resulting graph is an
\((x, I, n)\)-Pólya urn graph.

**Theorem 8.5.** Assume that \( \mathcal{V} \) and \( \mathcal{E} \) are such that \((\Delta)\) holds and \( \mathcal{V} \cup \mathcal{V}^* \subset V(G_n) \).
Let \( \tilde{G}_n(\mathcal{I}) \) be an \((x, I, n)\)-Pólya urn tree. Then \( \tilde{G}_n(\mathcal{I}) \) has the distribution of \( S_{\mathcal{V}}(x)_n \)
conditional on \( \mathcal{I} \).

The proof of Theorem 8.5 is similar to that of Theorem 1.14. For the proof, we need
notations analogous to those appearing in Lemma 6.1. Let \( G_n(\mathcal{I}) \) and \( W_{i,n}(\mathcal{I}) \) be as in
Section 8.2. Define
\[
M_k'(m) = \sum_{i \in \{1, ..., k\} \setminus \mathcal{V}_k} (x_i + W_{i,m}(\mathcal{I})), \quad U_j'(m) = M'_j(m) - M'_{j-1}(m), \quad j \notin \mathcal{V},
\]
and for \( k \in \mathcal{V} \), \( U_k'(m) = U_k'(m-1) + 1 \) if and only if \( \{k, m\} \in \mathcal{E} \). Hence, \( M_k'(m) \) is the
total weight of the vertices \( \{1, ..., k\} \setminus \mathcal{V}_k \) after \( m \) attachment steps, and \( U_j'(l) \) is the weight
of vertex \( j \) after \( l \) steps.

For the discussion and the proof below, assume that \( m \notin \mathcal{V} \cup \mathcal{V}^* \setminus \{v_s^*\} \) and \( k \notin \mathcal{V} \).
It is clear from the construction of \( G_m(\mathcal{I}) \) that we can obtain an analog of Lemma 6.1 for
\( U_k'(m) \). The differences here are that we have to use the adjusted total vertex weights,
and vertex \( m \) can only attach to a vertex that is not in \( \mathcal{V} \). If \( m - 1 \notin \mathcal{V} \), arguing as for
Lemma 6.1, we have \( U_{m-1}'(m) \sim \text{Polya}(b, w; 1) \), where \( w = x_{m-1} + 1[m = v_s^* + 1] \) and
\[
b = T_{m-2} + m - 2 \quad \text{if } m \leq v_s^*; \\
b = T_{m-2} + m - 2 + 1[m \neq v_s^* + 1] \quad \text{if } v_s^* < m < v_s; \\
b = T_{m-2} + m - 2 - \sum_{j \in \mathcal{V}_{m-1}} x_j - (|\mathcal{E}_{m-1}| - 1) \quad \text{if } v_s < m \leq n \text{ and } m - 1 \notin \mathcal{V};
\]
with $b$ being the total weight of the vertices $\{1, ..., m-1\} \setminus V_{m-1}$. Let $k + 1 < m \leq n$. Conditional on $M_k(m)$ and ($\{U_j(m) = U_j(m-1)\}$, $j \in \{k+1, ..., m-1\} \setminus V_{m-1}$), the event that vertex $m$ does not attach to any vertex in $\{k+1, ..., m-1\} \setminus V_{m-1}$, $U_k(m) \sim$ Polya($b', w'; q'$), where $q' = M_k(m) - b' - w'$ is the number of draws in a classical Pólya urn. More specifically, $w' = x_k + \mathbb{1}[k = v_s^*]$ and

\[
\begin{align*}
 b' &= T_{k-1} + k - 1, & q' &= M_k(m) - T_k - k + 1 & m \leq v_s^*; \\
 b' &= T_{k-1} + k - 1 + \mathbb{1}[k > v_s^*], & q' &= M_k(m) - T_k - k + 1 - \mathbb{1}[k \geq v_s^*], & v_s^* < m < v_s;
\end{align*}
\]

and for $m > v_s$,

\[
\begin{align*}
 b' &= T_{k-1} + k - 1 - \sum_{j \in V_k} x_j - |E_k| + \mathbb{1}[k > v_s^*], \\
 q' &= M_k(m) - T_k - k + 1 + \sum_{j \in V_k} x_j + |E_k| - \mathbb{1}[k \geq v_s^*].
\end{align*}
\]

**Proof of Theorem 8.5.** We only consider the attachment step $m \notin V \cup V^* \setminus \{v_s^*\}$, because step $h \in V \cup V^* \setminus \{v_s^*\}$ is deterministic under the assumption $(\Delta)$. To prove the theorem, we replace $U_k(n)$ in the proof of Theorem 1.14 by $U_k'(n)$ for $k \notin V$ and argue similarly. Note that for $j \in V$ and $m \notin V \cup V^* \setminus \{v_s^*\}$, $U_j'(m) = U_j'(m-1)$ is reflected by $B_j(\mathcal{I}) = 0$ in the construction of the $(x, \mathcal{I}, n)$-Pólya urn graph. \hfill \Box

With these preparations, it is now possible to prove Lemma 3.4 and 3.6.

**Proof of Lemma 3.4 and 3.6.** Apply Theorem 1.14 for $t = 1$; while for $t \geq 2$, take $V$, $V^*$, $\mathcal{E}$ and $v_s$ in Theorem 8.5 respectively as $\mathcal{P}_{t-1}$, $A_{t-1}$, $E_{t-1}$ and $k_s[t]$, where $E_{t-1}$ is the set of edges connecting the probed and active vertices in $\mathcal{P}_{t-1}$ and $A_{t-1}$, and $k_s[t]$ is the smallest vertex in $\mathcal{P}_{t-1}$. \hfill \Box

**Acknowledgement.** The author thanks Nathan Ross for his careful reading of the manuscript and many helpful suggestions. This research is supported by an Australian Government Research Training Program scholarship, and partially by ACEMS.

**REFERENCES**

[1] Aldous, D. and Steele, J. M. “The Objective Method: Probabilistic Combinatorial Optimization and Local Weak Convergence.” In: *Probability on Discrete Structures*. Vol. 110. Encyclopaedia Math. Sci. Springer, Berlin, 2004, pp. 1–72.

[2] Barabási, A. L. and Albert, R. “Emergence of scaling in random networks”. In: *Science* 286.5439 (1999), pp. 509–512.

[3] Benjamini, I. and Schramm, O. “Recurrence of Distributional Limits of Finite Planar Graphs”. In: *Electron. J. Probab.* 6 (2001), 13 pp.

[4] Berger, N., Borgs, C., Chayes, J. T., and Saberi, A. “Asymptotic behavior and distributional limits of preferential attachment graphs”. In: *Ann. Probab.* 42 (2014), pp. 1–40.

[5] Bhamidi, S. “Universal techniques to analyze preferential attachment trees: Global and local analysis”. In preparation, 2007.

[6] Bloem-Reddy, B. and Orbanz, P. *Preferential Attachment and Vertex Arrival Times*. 2017. arXiv: 1710.02159 [math.PR].

[7] Bollobás, B., Riordan, O., Spencer, J., and Tusnády, G. “The degree sequence of a scale-free random graph process”. In: *Random Structures & Algorithms* 18.3 (2001), pp. 279–290.
[8] Borgs, C., Chayes, J., Daskalakis, C., and Roch, S. “First to market is not everything: an analysis of preferential attachment with fitness”. In: Proceedings of the 39th annual ACM symposium on Theory of computing. 2007, pp. 135–144.

[9] Borovkov, K. A. and Vatutin, V. A. “On the Asymptotic Behaviour of Random Recursive Trees in Random Environments”. In: Adv. Appl. Probab. 38.4 (2006), pp. 1047–1070.

[10] Bubeck, S., Mossel, E., and Rácz, M. “On the influence of the seed graph in the preferential attachment model”. In: IEEE Transactions on Network Science and Engineering 2.1 (2015), pp. 30–39.

[11] Dereich, S. “Preferential attachment with fitness: unfolding the condensate”. In: Electron. J. Probab. 21.3 (2016), pp. 1–38.

[12] Dereich, S. and Ortgiese, M. “Robust analysis of preferential attachment models with fitness”. In: Comb. Prob. Comp. 23.3 (2014), pp. 386–411.

[13] Dharmadhikari, S. W. and Jogdeo, K. “Bounds on moments of certain random variables.” In: Ann. Math. Statist. 40 (1969), pp. 1506–1509.

[14] Durrett, R. Probability: theory and examples. 5th ed. Cambridge Series in Statistical and Probabilistic Mathematics. Cambridge University Press, 2019.

[15] Ergün, G. and Rodgers, G. J. “Growing random networks with fitness”. In: Physica A: Statistical Mechanics and its Applications 303.1-2 (2002), pp. 261–272.

[16] Garavaglia, A. “Preferential attachment models for dynamic networks”. PhD thesis. Technische Universiteit Eindhoven, 2019.

[17] Graham, R.L., Knuth, D. E., and Patashnik, O. Concrete mathematics: a foundation for computer science. 2nd ed. Addison-Wesley Longman Publishing Co., 1994.

[18] Holmgren, C. and Janson, S. “Fringe trees, Crump–Mode–Jagers branching processes and m-ary search trees”. In: Prob. Surveys 14 (2017), pp. 53–154.

[19] Iyer, T. Degree Distributions in Recursive Trees with Fitnesses. 2020. arXiv: 2005.02197v3 [math.PR].

[20] Jameson, G.J.O. “Inequalities for gamma function ratios”. In: Amer. Math. Monthly. 120.10 (2013), pp. 936–940.

[21] Karp, R. M. “The transitive closure of a random digraph”. In: Random Structures & Algorithms 1.1 (1990), pp. 73–93.

[22] Lindvall, T. Lectures on the coupling method. Courier Corporation, 2002.

[23] Lodewijks, B. and Ortgiese, M. “A phase transition for preferential attachment models with additive fitness”. In: Electron. J. Probab. 25.146 (2020), pp. 1–54.

[24] Móri, T. F. “The maximum degree of the Barabási-Albert random tree”. In: Comb. Prob. Comp. 14 (2005), pp. 339–348.

[25] Peköz, E. A., Röllin, A., and Ross, N. “Total variation error bounds for geometric approximation”. In: Bernoulli 19.2 (2013), pp. 610–632.

[26] Peköz, E. A., Röllin, A., and Ross, N. “Generalized gamma approximation with rates for urns, walks and trees”. In: Ann. Probab. 44 (2016), pp. 1776–1816.

[27] Peköz, E. A., Röllin, A., and Ross, N. “Joint degree distributions of preferential attachment random graphs”. In: Adv. Appl. Probab. 49.2 (2017), pp. 368–387.

[28] Peköz, E.A., Röllin, A., and Ross, N. “Pólya urns with immigration at random times”. In: Bernoulli 25.1 (2019), pp. 189–220.

[29] Petrov, V. V. Sums of independent random variables. Ergebnisse der Mathematik und ihrer Grenzgebiete, Band 82. Springer Verlag, 1975.

[30] Ross, N. “Power laws in preferential attachment graphs and Stein’s method for the negative binomial distribution”. In: Adv. Appl. Probab. 45.3 (2013), pp. 876–893.

[31] Rudas, A., Tóth, B., and Valkó, B. “Random trees and general branching processes”. In: Random Structures & Algorithms 31.2 (2007), pp. 186–202.

[32] Sénizergues, D. Geometry of weighted recursive and affine preferential attachment trees. 2020. arXiv: 1904.07115v3 [math.PR].

[33] van der Hofstad, R. “Random graphs and complex networks, Vol. 1”. Book draft of 6 April 2018, available in https://www.win.tue.nl/~rhofstad/NotesRGCN.pdf.
[34] van der Hofstad, R. “Random graphs and complex networks, Vol. 2”. Book draft of 16 November 2020, available in https://www.win.tue.nl/~rhofstad/NotesRGCNII.pdf.