MOSPAT: AutoML based Model Selection and Parameter Tuning for Time Series Anomaly Detection
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ABSTRACT
Organizations leverage anomaly and changepoint detection algorithms to detect changes in user behavior or service availability and performance. Many off-the-shelf detection algorithms, though effective, cannot readily be used in large organizations where thousands of users monitor millions of use cases and metrics with varied time series characteristics and anomaly patterns. The selection of algorithm and parameters needs to be precise for each use case: manual tuning does not scale, and automated tuning requires ground truth, which is rarely available.

In this paper, we explore MOSPAT, an end-to-end automated machine learning based approach for model and parameter selection, combined with a generative model to produce labeled data. Our scalable end-to-end system allows individual users in large organizations to tailor time-series monitoring to their specific use case and data characteristics, without expert knowledge of anomaly detection algorithms or laborious manual labeling. Our extensive experiments on real and synthetic data demonstrate that this method consistently outperforms using any single algorithm.
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1 INTRODUCTION
The problem of detecting anomalies and changepoints is central to a large number of engineering organizations in order to monitor system performance and reliability or understand sudden changes to user growth and retention. In internet companies, anomaly and changepoint detection algorithms find particular applications in monitoring internet infrastructure, such as regressions in large codebases[41], monitoring network traffic[23] and forecasting metrics[39]. Such problems also occur in a variety of other domains such as climate modeling[30], human activity recognition[8], speech recognition[35], finance[25] etc.

There is a large body of work on anomaly[5] and changepoint detection[2], that is often used in such scenarios. However, despite the large number of available algorithms, it is often challenging to solve anomaly detection problems in the real world. Time series generated from various sources are wildly different, and user intents for detection are often varied. No single detection method performs uniformly well for all scenarios, and the algorithm parameters are often nonintuitive and hard to tune manually without expert guidance. Finally, since ground truth is expensive to obtain, evaluating detection algorithms remains a challenging task[42].

There has been little attention paid to the development of an AutoML approach to algorithm recommendation that works in the absence of ground truth data. In summary, users of time series anomaly detection algorithms are faced with the following problems:

• Time series data can vary wildly inside a large organization. Each team or application produces time series with differing characteristics. It is often unclear to the user which algorithms to pick for their purpose, and how to set thresholds.

• Evaluating anomaly detection algorithms is hard due to lack of ground truth data. The process of manually labeling time series is labor intensive and impractical for individuals setting up algorithms. This makes a purely supervised algorithm selection approach impractical.

• Users often do not have a deep expertise in anomaly detection. Individual algorithms are based on generative models and statistical assumptions, which are hard to know without explicit knowledge of those algorithms. Similarly, setting parameters often requires an expert knowledge of algorithms.
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In a big organization, a large number of people are setting up monitoring for their metrics, and our aim is for users to set up monitoring without expert guidance (or without an analyst in the loop). This is a common problem in the time series domain. For example, the well known Prophet[39] package attempts to solve this problem for forecasting at scale. With a similar goal in mind, for the anomaly detection space, in order to achieve the goal of automatic detector recommendations, we present an end-to-end framework, MOSPAT(MOdel Selection and PArameter Tuning).

Our main contributions are as follows:

• In the absence of ground truth, we propose a generative model to mimic the characteristics of the unlabeled data and inject different kinds of anomalies at known locations. This provides a training dataset for our supervised learning algorithm.
• We implement a supervised learning approach, to learn the best detectors and parameters based on features of the time series.
• We evaluate and benchmark a large number of existing time series detection methods, incorporated in our open source framework Kats[32], against our AutoML approach and show significant improvements. We use both synthetic and real data for our evaluation.

A little more formally, our real world use case consists of time series from K different sources. We assume that for each of the sources (e.g., a team in a large organization), a set of time series $T_k$ are generated from the same distribution $T_k\sim D_k \forall k \in K$. Given a new time series from any of these sources, we would like to predict the algorithm and parameter combination, which could give the optimal performance for anomaly detection, without the need for manually labeled data from each of the K sources. In such problems, it is often useful[7] to classify the types of anomalies we are interested in. In our case, we are interested specifically in three different kinds of anomalies, which we describe in detail in the paper. These are spikes, level shifts and trend shifts, shown pictorially in Figure 1.

Our end-to-end algorithm consists of four important steps:

• **Offline Synthetic Data Preparation**: We generate a synthetic dataset with labeled known anomaly location, which mimic the actual data.
• **Offline Training Data Preparation**: We use our synthetic data, to find the best algorithm for each dataset, and the best set of parameters, and use these as labels for our supervised learning task.
• **Offline Supervised Learning**: We learn supervised learning algorithms, which can predict the best algorithm and best parameters for a new time series.
• **Online Inference**: This step takes place in real time, where, for a new time series, we predict the best algorithm, and then the best parameters for the algorithm.

Our approach is released in the open source library Kats[32], and can be easily reproduced using publicly available data.

2 RELATED WORK

Evaluation is a hard problem in anomaly and changepoint detection. The literature often focuses on carefully designed synthetic datasets[13], and some standard datasets such as the Well Log data for level shifts[1, 22]. Some authors have created hand labeled datasets, for benchmarking algorithms. This includes the Numenata benchmark[26] for anomaly detection and the Turing ChangePoint Dataset (TCPD)[42]. However, each team produces time series data that is very specific to their own needs, and thus using gold standard benchmark datasets would often lead to suboptimal results for a team, looking to set up anomaly detection in the real world.

The Numenata benchmark evaluation[26] designs a custom scoring strategy by assigning different scores to true positives and false positives and penalizing late detection. TCPD[42] uses clustering and classification based metrics. Our evaluation metrics correspond most closely to the classification based approach described here.

Previous surveys of anomaly detection algorithms have tried to classify anomalies into different subdomains. For example, Choudhary et. al.[7] classifies anomalies as point anomalies, change detection (level and variance changes), pattern anomalies and concept drift. Cook et. al.[10] makes a similar classification of point anomalies, contextual anomalies and pattern Anomalies.

A number of time series anomaly detection algorithms are used in the industry, such as a framework from Microsoft[37], Merlion from Salesforce[4], Luminaire from Zillow[6]. A number of similar issues such as the lack of labels and generalization[37], the need for AutoML[4] and synthetic anomalies[6] are pointed out in these works coming out of the industry.

AutoML has been used widely in machine learning as an approach to improve performance metrics[27]. In the context of time series, AutoML methods have found large acceptance in forecasting[44] and time series data cleaning[38]. Some existing end-to-end anomaly detection frameworks, such as Merlion[4], PyODDS[28], TODS[24] have employed AutoML methods. Beyond using AutoML to select the best parameters, time series anomaly detection algorithms have learned ensembles[19] and used human inputs to select best detection algorithms[14]. However, these algorithms assume the existence of labeled data to learn the best parameters and do not build an end-to-end system which can work in the absence of labeled data.

Finally, synthetic time series generation has become important in recent years due to an emphasis on privacy preserving approaches. TimeGAN[43] is a deep learning based approach to generate synthetic datasets. However, such synthetic data generation methods cannot produce time series with labeled anomalies of various kinds.

3 DETECTION ALGORITHMS

We consider a number of individual detection algorithms we choose from. These algorithms are a part of the open source package Kats[32], which the authors are involved in. We use well known algorithms which are sometimes modified to capture the peculiarities of time series encountered in our applications. For example, in internal companies, business time series often show strong seasonality, holiday effects etc.[39].

Below, we give a brief description of the algorithms. Along with their description, we also mention the hyperparameters for each algorithm. This is important, since our end to end system suggests the best hyperparameters for each algorithm.
• **Outlier**: This is a faithful implementation of the `outliers()` function in the forecast package in R[17]. First, we use STL decomposition, to decompose the time series into a trend and seasonality and a residual. We de-trend and de-seasonalize the time series. The residual is scaled by the IQR and an user specified multiplier, and reported as the output score. The hyperparameter for this algorithm is the IQR multiplier, i.e. how many multiples of interquartile range should be considered an outlier. Intuitively, we think this method will be useful for catching spike anomalies.

• **CUSUM**: This is a slight modification of the CUSUM algorithm[34]. CUSUM refers to Cumulative sum, and refers to calculating the cumulative sum of the normalized observations $z_t$, where

$$z_t = \frac{x_t - \bar{x}}{\sigma_x}$$

(1)

At each time step, we calculate a cumulative sum ($\omega$ is the likelihood function)

$$S_{t+1} = \max(0, S_t + z_n - \omega)$$

(2)

In our settings, we often look at time series, that show a deviation from a normal behavior and return back to normal. CUSUM is specially designed to catch such cases. Since seasonality is important in our applications, we also remove seasonality by using STL decomposition before applying CUSUM. The hyperparameters for this algorithm consist of the historical data windows and a boolean flag indicating whether seasonality should be removed.

• **Statsig**: This is a detector, that uses a t-test to determine if changes between a control and test window are significant. This is a detector preferred by many users because of its simplicity and interpretability. The hyperparameters for the algorithm consist again of the history and test windows.

• **BOCPD**: (Bayesian Online Change-Point Detection): This is a faithful reproduction of the Bayesian Online Changepoint Detection algorithm[1]. BOCPD adopts a Bayesian approach to changepoint detection. It assumes a prior probability for changepoint at time $t$, as $P(r_t)$. And after observing data $x_{1:t}$, it calculates the posterior probability $P(r_t | x_{1:t})$. BOCPD basically assumes an underlying predictive model (UPM), $P(x_t | x_{1:t-1})$ corresponding to the generative model of the data, and uses a recursive equation to calculate $P(r_t | x_{1:t})$, based on the UPM term $P(r_{t-1} | x_{1:t-1})$. The hyperparameter consists of the prior probability of a changepoint $P(r_1)$. BOCPD is shown to be one of the best performing changepoint detection algorithms, in a comprehensive evaluation of changepoint detectors[42].

• **MkDetector**: This algorithm detects trend changes, based on the non-parametric Mann-Kendall test[20, 29]. Its null hypothesis is that there is no monotonic trend in the time series, and its alternate hypothesis the opposite. A sudden change in the value of the test statistic indicates a changepoint. The Mann-Kendall test is expensive, and is performed within a window of data from the current point. The hyperparameters are the data window and an indicator on whether seasonality should be removed.

• **Prophet**: Prophet[39] is widely used in the industry as a forecasting algorithm. Prophet is designed keeping in mind the characteristics of business time series which have strong seasonality, holiday effects, etc. Although Prophet is a forecasting algorithm, it detects changepoints during the course of forecasting. These detected changepoints have been used in a number of changepoint detection applications[40, 42]. We use Prophet for trend changepoint detection.

As we have mentioned before, our specific interest is in three different kinds of anomalies, spikes, level shifts and trend shifts. We have included these particular algorithms, to capture these three kinds of anomalies. Intuitively, and based on the statistical models used, we believe that the following algorithms should best capture each type of anomaly:

- **Spike**: Outlier
- **Level Shift**: CUSUM, BOCPD, StatSig
- **Trend Shift**: Prophet, MKDetector

Each algorithm returns an anomaly score, of the same length as the time series. Anomaly scores can take different values, depending on the algorithm. In general, scores of larger absolute value indicate higher likelihood of an anomaly, or an anomaly of a larger magnitude. For each algorithm, in addition to its specific hyperparameters, we also treat the high and low (upward and downward) thresholds of the scores as hyperparameters, and search over this space.

4 EVALUATING DETECTION ALGORITHMS

Our evaluation method closely follows that of Burg et. al.[42], who take this view of changepoint detection algorithms as a classification problem. Our goal will be to define precision $P$ and recall $R$, and finally combine them into one single score, which corresponds to the $F_\beta$ measure.

$$F_\beta = \frac{(1 + \beta^2)P R}{\beta^2 P + R}$$

(3)

We use $\beta = 1$, which corresponds to the F1-score.

The definition of precision and recall are modified in order to accommodate for a margin of error around the true change point[21, 42]. This allows for minor discrepancies and a small detection delay. However, similar to Killing et. al.[21], we make sure that if multiple changepoints are detected inside the margin, we only count one as a true positive. Let $\chi$ be the set of all changepoint locations detected by the detection algorithm, and $\Gamma$ be the set of ground truth changepoint locations. We define true positives $TP(\Gamma, \chi)$ as those $\tau \in \Gamma$ for which $\exists x \in \chi$ such that $|\tau - x| \leq M$. Only a single $x \in \chi$ can be matched to a single $\tau \in \Gamma$.

$$P = \frac{|TP(\Gamma, \chi)|}{|\chi|}$$

(4)

and

$$R = \frac{|TP(\Gamma, \chi)|}{|\Gamma|}$$

(5)

As a convention, we include $t=0$ as a trivial changepoint, which avoids the definition being undefined in cases where there are no changepoints.

In addition to the above, of particular interest to us is the number of false positives. We define as the set of all positives which are not in the the margin of a true positive

$$FP(\Gamma, \chi) = \{ x \in \chi \mid |x - \tau| > M \forall \tau \in \Gamma \}$$

(6)
5 GENERATING LABELED DATA

A huge handicap to creating and evaluating anomaly detection models is the absence of ground truth data. Typically, the user input is a set of time series, which may or may not contain anomalies. These time series are unlabeled, i.e., the location and the presence of anomalies are unknown. We are interested in the problem of detecting anomalies from other time series generated from the same distribution, i.e., having similar characteristics. We produce labeled training data from this unlabeled time series data in two steps. In the first step, we construct a simulated time series that has similar characteristics to the real time series but does not contain anomalies. In the second step, we inject appropriate anomalies on this simulated time series. The workflow is illustrated in Figure 1.

5.1 A Simulated Time Series

First, we produce a simulated time series from the unlabeled time series data, which may or may not contain anomalies. To do this, we decompose the original time series with STL decomposition[9]. STL decomposition divides the time series into three parts: the trend, the seasonality, and the residuals. We assume that the anomalies in the real time series will appear in the trend component, or as outliers in the residual component. We construct a synthetic time series additively by adding up random noise, with the same mean and standard deviation as the residual of STL. Then, we add the seasonality component. The simulated time series is supposed to reflect the characteristics of the real time series, but not the anomalies. This is useful because:

- We can generate an unlimited amount of synthetic data, often larger than the size of the original dataset
- We can eliminate the unknown anomalies in our original data. Since we do not know the location of these anomalies, this provides a problem when planning to use this data as training data.

5.2 Injected Anomalies

In order to create anomalies on the synthetic data, first, we choose the locations of anomalies. The location of anomalies are assumed to be independent. Thus, the intervals between anomalies are random draws from a geometric distribution as follows:

$$\tau_s - \tau_{s-1} = G\left(\frac{1}{\tau_{\text{dist}}} \right)$$

(7)

where $\tau_{\text{dist}}$ is the average interval length.

In the case of level and trend shifts, we assume that the time series is divided into segments $r_1 < r_2 < r_3 < \ldots < r_k$ where $r_i$ is drawn as above.

Once we have the locations of the anomalies, we then inject three different kinds of anomalies: spikes, level shifts, and trend shifts. Each time series is injected with one kind of anomaly.

- **Spike**: The z-score of spikes is first drawn from a normal distribution. The direction of spikes is then drawn from a Bernoulli distribution.

$$S_{\text{spike}} \sim \text{Ber}(p_{\text{spike}})$$

(8)

$$Z_{\text{spike}} \sim N(\mu_{\text{spike}}, \sigma_{\text{spike}}^2)$$

(9)

Finally, we find the empirical standard deviation of the time series data $\bar{\sigma}$ and inject spikes in locations indicated by $r_s$.

$$x_{r_s} = x_{r_s} + (-1)^S_{\text{spike}[s]} \left| Z_{\text{spike}[s]} \right| \bar{\sigma}$$

(10)

- **Level Shifts**: As indicated above, in this case, $r_s$ indicates a changepoint, and each segment is defined by a level $\mu_s$. Therefore, the points in the time series are generated as

$$x_t \sim N(\mu_s, \sigma_L) \forall t \in (r_{s-1}, r_s)$$

(11)

The magnitude of the level shift between two consecutive changepoints is drawn from a normal distribution. We look at two different commonly observed level shifts. In a number of applications the time series shows alternate level shifts. As an example, efficiency regressions in infrastructure systems[41] are characterized by instances where the CPU utilization or query per second (QPS) patterns of a function or endpoint experience an unexpected increase over its prior baseline. At the end of the regression, the function comes back to its baseline value. We simulate this by injecting alternate level shifts. We also simulate a more general level case of a level shift, where the sign of the shift is a draw from a Bernoulli distribution as before.

In the first case, we can write:

$$\mu_s \sim (-1)^S \left| N(\mu_{s-1}, \sigma_L) \right|$$

(12)

In the second case,

$$S_{\text{level}} \sim \text{Ber}(p_{\text{level}})$$

(13)

$$\mu_s \sim (-1)^{S_{\text{level}[s]}} \left| N(\mu_{s-1}, \sigma_L) \right|$$

(14)

- **Trend Shifts**: As above, $r_s$ indicates a changepoint, and each segment is defined by a trend $\beta_t$. Therefore, inside a segment, the points in a time series are generated as:

$$x_t \sim N(\beta_{s,t}, \sigma_T)$$

(15)

This is equivalent to representing each segment as a straight line with added Gaussian noise. As before, we consider alternate shifts in this case. This is the most commonly observed scenario, where a metric is increasing and suddenly starts decreasing due to some abnormality, which is an event of interest to be detected. In this case,

$$\beta_t \sim (-1)^S \left| N(\beta_{s-1,t}, \sigma_B) \right|$$

(16)
The parameters for these distributions are chosen, by making reasonable estimates from empirical observations of time series data in our domain. Figure 2 shows four randomly chosen examples of real time series data used in our experiments (the data is described in detail in Section 7.3). Figure 3 shows four randomly chosen examples of labeled training data produced by our generative model. As it can be seen, the generative model captures the salient features of the time series, such as spikes, level/trend shifts and seasonality. To further investigate this, we performed dimensionality reduction using T-SNE, which we describe in detail in Section 7.

6 AUTOMATED MACHINE LEARNING

In the next step of our end-to-end system, we use the labeled anomaly data we generated, to learn the best algorithm and parameters for a given time series. This AutoML approach is undertaken in two stages. Our first model attempts to do model selection, and then a second model is used to find the best hyperparameters. The workflow is illustrated in Figure 4. Our approach to AutoML is similar in nature to that described for time series forecasting[44], with notable differences on evaluation procedure and algorithms used. Our steps to prepare the training data and algorithm training, although time consuming, are done offline and are a one time procedure for a new team setting up their anomaly detection. Inference and end to end anomaly detection is done online and does not take substantial wall time, so it can be done in real time by users. Here are the steps we take for automated machine learning:

- **Building the Dataset**: First, we build a training dataset for this model. For each simulated time series with an injected anomaly, we try all the base models; for each model, we perform a random search over its parameter space to find the set which optimizes the chosen metric. For our cases, we choose the F-score as the metric, but our framework supports a number of different metrics, such as precision, recall and detection delay. Preparation of the training set is the most time consuming portion of the problem. We store the best model and the best hyperparameters for each model. The best model serves as the label for our supervised training procedure. When multiple models give the same F-score for a given time series we randomly choose one, as the best model.

- **Feature Extraction**: We extract features for each time series, which are used as features for our supervised learning algorithm. These features include the characteristics of the time series such as trend, seasonality, autocorrelation, nonlinearity, etc. We used 40 features in our final training algorithm.

- **Supervised model for Model Selection**: We use a supervised learning algorithm, in this case a random forest, to predict the label for a given time series. Thus, for a given time series, we can predict the best performing anomaly detection model. The choice of classification algorithm is flexible, in our framework. The user can decide to choose other algorithms, such as logistic regression, GBDT or k-nearest neighbors.

- **Hyperparameter Tuning**: We take a machine learning based approach to hyperparameter tuning. Traditional hyperparameter tuning approaches, such as grid search and random search are too expensive for our case, which attempts to provide near real time information to users. We train a multi-task neural network, similar to previous work in forecasting[44], which takes the time series features as inputs and predicts the best hyperparameters for a given algorithm. The multi-task neural network consists of shared...
layers and task specific layers, one for each hyperparameter. The losses are the average of the loss for the neural network for each hyperparameter. The reason we require a multi-task neural network is because we often have a mixture of categorical and numerical hyperparameters (for example, in CUSUM the scan window and historical window are numerical parameters, but the flag on whether to remove seasonality is categorical) and require some of the networks to minimize a classification loss and some to minimize a regression loss. Details on the architecture of the network can be found in Zhang et. al.[44]. For each algorithm, we train a separate neural network. At inference time, once an algorithm is chosen, we predict the best set of hyperparameters by using the multi-task neural network corresponding to the algorithm.

7 RESULTS AND DISCUSSIONS
In this section, we present our experimental results with synthetic and real datasets. Our major challenge was the lack of labeled datasets, which correspond to our use case. Our real world use case consists of time series from multiple sources, with the time series from each source generated from the same distribution $T_k \sim D_k$. Given a new time series from one of the sources, we would like to predict the algorithm and parameter combination, that would give the optimal performance. Therefore, in our experiments, we combine various data sources, simulate different kinds of anomalies, and compare our AutoML approach to using a single base algorithm consistently for all time series. In order to test the efficacy of the hyperparameter tuning, we compare the results of choosing the hyperparameter using the multi-task neural network versus choosing a random hyperparameter from the hyperparameter space of an algorithm, which we define. This setup most closely resembles how users would invoke our system. Given our challenges with labeled data, we perform experiments in three different setups that correspond to increasing levels of realism in the data:

- Synthetic time series data, overlaid with anomalies
- Real time series data, overlaid with anomalies
- Real, labeled time series data

In the following sections, we will make a distinction between the input dataset, which is a user input of unlabeled data (they are labeled in the experiments for evaluation purpose), and training data, which is labeled data, composed by our end-to-end system described in Section 5.

7.1 Synthetic Data
Our basic approach is to start with a small set of time series without anomalies, which is generated according to a given generative model. We then inject various kinds of anomalies on this data to produce a larger set of data, for which we know the locations of the anomalies. The system is then fed the unlabeled time series data, and the known labels are used only for evaluation. We start with a set of 18 time series. Ten of them are produced by adding trend noise and weekly seasonality additively, five of them are produced from an ARIMA model, two of them from i.i.d normal, and one from an i.i.d. t-distribution (degree of freedom 5). For the ARIMA model, we use $ARIMA(p = 2, d = a, q = 2)$, where $a \sim Ber(0.5)$.

The length of each time series is a draw from a Poisson distribution with a mean parameter 450.

On this set of 18 time series, we inject anomalies using our simulator to produce a larger dataset of 432 time series, which is our input dataset. We use 80 percent of the data for training and set aside the rest 20 percent purely for evaluation of the algorithms. Using the training set, we create labeled synthetic data and use this synthetic data to train a supervised learning algorithm. Unlike classification problems, we are not directly interested in the score of the classification model itself. Instead, we are interested in evaluating the workflow in two steps, for each time series in the evaluation set,

- We predict the best model using the trained supervised model.
- We use either random hyperparameters or our multi-task neural network to predict the hyperparameters.

We then calculate the F-score for our model and the chosen set of hyperparameters.

The average F-scores on the evaluation data are reported in Table 1. We show optimized F-scores, which are obtained when the parameters of the algorithm are chosen using AutoML, along with random F-scores, where the parameters are a random choice from the parameter space. We observe that AutoML performs better, in
terms of F-score than using any particular algorithm consistently, for all the data. AutoML results are also considerably improved by hyperparameter tuning. Hyperparameter tuning seems to improve some algorithms such as BOCPD a lot (more than 50 percent), whereas MKDetector or Prophet seems to not be not helped by hyperparameter tuning. This is also observed in the experiments with real and injected time series data in the next sections. Given that AutoML is consistently helped by hyperparameter tuning, we assume that the cases where hyperparameter tuning does not work, are the ones which are not appropriate for this detector type, for example spikes in the case mkdetector(which is deployed to capture trend shifts). Thus, our hyperparameter tuning, although does not work for these cases, it works well for AutoML, which is our main objective.

### 7.2 Real Data with Injected Anomalies

Our real datasets consist of 18 publicly available time series datasets, 13 from the Google Mobility dataset[15] and 5 from the Bee-Dance dataset[33]. Google mobility data summarizes time spent by their users each day after Feb 6, 2020 in various types of places, such as residences, workplaces, and grocery stores. The values in the time series represent percentage change in mobility compared to the baseline measured on Feb 16th, 2020. This data contains strong weekly seasonality, a characteristic shared in a lot of applications we care about. The bee-dance dataset[33] records the pixel locations in x and y dimensions and angle differences of bee movements. Ethologists are interested in the three-stages bee waggle dance and aim at identifying the change point from one stage to another. By contrast to the google mobility data, it does not contain any seasonality effects.

Using real datasets instead of synthetic datasets allows us to simulate a more realistic setting, while still maintaining a large enough dataset. We focus on segments of time series where there are no huge spikes. In case of anomalies in the time series, we label the anomalies. Based on the 18 time series data, we create 432 time series by injecting anomalies according to the procedures described in Section 3. We consider the concatenation of the anomalies in the original time series as well as injected anomalies as the real labels. We then proceed to evaluate in the same way as the purely synthetic data.

First, we compare the distributions of the generated training data to the evaluation data. We perform dimensionality reduction of the time series using T-SNE and project it to two dimensions in Figure 5(a). We observe a high level of overlap between the two distributions, which indicates that the generated time series data is able to mimic the characteristic of the input data. This confirms the validity of our generative model in this simple case.

Table 2 shows the results of the average F-score, both for a choice of random hyperparameters and the optimal hyperparameters. We are able to get an average F-score of 0.720 using AutoML, which shows an improvement of 12 percent over the best performing single algorithm, BOCPD. Hyperparameter tuning is shown to improve the performance of AutoML in this case.

Further, we want to analyze whether these selected models correspond to what we would expect intuitively. As mentioned before, the algorithms were developed in order to tackle specific kinds of anomalies. Outlier is supposed to be good at catching spike anomalies, Statsig/BOCPD/CUSUM good at catching level shifts, and MKDetector/Prophet are designed to catch trend shift anomalies. Since in the purely synthetic and real-injected data, we have manually injected various kinds of anomalies, we can check whether the best predicted algorithm (for the evaluation dataset) corresponds to our intuition. Tables 4 and 5 show the results for synthetic and injected data respectively. We show the number of examples of each injection type for which an algorithm was chosen to be the best by the AutoML procedure. Largely, our intuitions are true, and we can see Outlier is good at identifying spikes, BOCPD at level shifts, and Prophet and MKDetector are good at trend changes. However, these assumptions are not always true. For instance, in Table 4, we observe that Outlier is also quite good at capturing trend changes. Thus, AutoML, while intuitively directionally correct, does not depend on such heuristics and is able to select algorithms and improve upon the intuition.

### 7.3 Real Data

While our previous experiments on synthetic data allow us to get large sample sizes, they may not be completely realistic. Our end-to-end approach also gets the advantage that the anomaly injection process used to construct the input dataset is also similar to that used to construct the labeled training data. Hence, we test our algorithm on purely labeled real data. This is expensive to obtain, but is the most golden test for our AutoML procedure.

Our real datasets consist of 106 time series from a mix of 4 different sources, which best replicate our user environment. These data sources are also publicly available, making it easy to replicate our results. Although the numbers seem small, compared to examples...
used in supervised learning, anomaly detection data is much more expensive to collect and label. For comparison, the previous most comprehensive study of change point detection algorithm [42] had used 37 labeled time series. We have collected the time series data, and hand labeled the anomaly locations. The data sources are

- **Scanline**: This is a univariate time series of pixel values, which is a horizontal scan line of image no. 42049 from the Berkeley Segmentation Dataset [31]. It has been previously used for change point evaluation [42] and shows characteristic level shifts between image segments. We scan horizontally at multiple locations to obtain 20 time series.
- **Air Quality**: This consists of time series from the air quality dataset [11] in the UCI Machine Learning repository [12]. The data is collected hourly and has a daily seasonality, characteristic of a number of time series that are modeled in internet companies. This dataset has been used previously for forecasting [18].
- **Web Traffic**: This consists of web traffic to individual wikipedia pages [16], released by Google. This dataset has been used extensively for time series forecasting benchmarking [36].
- **HAR**: The HAR dataset [3] in the UCI Machine Learning repository [12] provides human activity information collected by portable accelerometers, when participants different activities such as standing, walking etc. Unlike the three cases above, here we use activity change information to obtain changepoint locations.

From this input dataset, we leave out 68 time series for evaluation, and use the rest of the data to construct a training dataset, comprising 563 labeled examples. Figure 5(b) shows the distributions of the evaluation data and the generated training data. This is a stronger result that of the previous section, where both the input and generated data were created by anomaly injection. In this case, even with real time series with much more complex distributions, the distribution of the generated data contains the real data. The generated data also contains points in regions of the space where there exist no real data. This might imply that we are considering a larger range of anomalies than what the real data exhibit.

Table 3 shows the F-scores on the evaluation data. AutoML with hyperparameter tuning still performs the best. The low F-scores compared to the synthetic data indicate that anomaly detection on the real data is a considerably harder problem. StatSig comes out as the worst performing algorithm, which is expected because of its simplistic assumptions. BOCPD is seen to perform well in all the three cases which is not surprising, given that it came out as a top algorithm in a previous comprehensive study of changepoint algorithms [42]. The fact that AutoML is able to consistently beat BOCPD in all our experiments implies that the use of the AutoML approach will be an important toolkit in changepoint detection problems. Another important point to emphasize is that, in these three experiments, comparing only among the base algorithms, three separate base algorithms performed the best. Among the base algorithms, Outlier performed the best for purely synthetic data, BOCPD performed the best for real data with anomaly injection, and MKDetector performed the best with real data. Thus, the best performing algorithm depends a lot on the characteristics of the input data. However, AutoML still manages to outperform each algorithm in all cases. Users have no way to figure out apriori which algorithm will work best for their dataset, and AutoML is extremely well suited for this scenario.

### 8 CONCLUSION

In this paper, we describe an end-to-end system that we designed and implemented, to make smart algorithm and parameter selections for time series anomaly detection. This will help individual teams in large organizations set up time series monitoring scalably without expert guidance and achieve superior performance. Our end-to-end system consists of multiple stages:

- Building a labeled training dataset, which comes from a similar distribution as the unlabeled input data.
- Using supervised learning to predict the best algorithm and parameters for a time series based on time series features

Using this AutoML approach, we are able to achieve high F-scores on synthetic and real datasets, consistently outperforming our base

| Method   | F-Score(Optimized) | F-Score(Random) |
|----------|--------------------|-----------------|
| AutoML   | 0.498              | 0.415           |
| Outlier  | 0.287              | 0.3             |
| CUSUM    | 0.263              | 0.389           |
| BOCPD    | 0.352              | 0.186           |
| Statsig  | 0.184              | 0.288           |
| MKDetector | 0.468             | 0.323           |
| Prophet  | 0.3                | 0.315           |

Table 3: Comparison of AutoML with baseline algorithms on Real Data

| Method   | Spike | Level | Trend |
|----------|-------|-------|-------|
| Outlier  | 25    | 3     | 11    |
| CUSUM    | 0     | 3     | 0     |
| BOCPD    | 0     | 17    | 0     |
| Statsig  | 0     | 2     | 2     |
| MKDetector | 0     | 1     | 3     |
| Prophet  | 0     | 0     | 15    |

Table 4: Best models for each type of injected anomaly for evaluation data on synthetic data.

| Method   | Spike | Level | Trend |
|----------|-------|-------|-------|
| Outlier  | 22    | 7     | 1     |
| CUSUM    | 5     | 4     | 0     |
| BOCPD    | 1     | 12    | 0     |
| Statsig  | 0     | 1     | 5     |
| MKDetector | 0     | 5     | 10    |
| Prophet  | 0     | 0     | 8     |

Table 5: Best models for each type of injected anomaly for evaluation data, on real data with injected anomalies
algorithms, which are the most standard well-known solutions used for anomaly and changepoint detection. The code for this system is open sourced and available publicly.

In the future, we would like to explore more realistic methods for synthetic data generation based on generative models, such as GANs. Incorporating more intelligent search such as Bayesian Optimization methods will also lead to decrease in time to train the datasets. Another natural extension of our work is intent-based detection, where we construct training data based on natural language intents expressed by the users. For example, users may be interested only in changing trends and ignore spikes altogether.
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A REPRODUCING OUR EXPERIMENTS

The code is available publicly in the Kats project1. For each of the data sources used, here is a more detailed description, in order to reproduce the results.

1https://github.com/facebookresearch/Kats/tree/main/kats/detectors/meta_learning
- **Synthetic Data**: We start with 18 original time series. For the first ten time series, we add trend, seasonality and Gaussian noise. Trends are random draws from $N(10, 5)$, weekly seasonality magnitude from $N(5, 3)$ and noise values from $N(2, 2)$. For the 5 time series from the ARIMA model, we use $ARIMA(p = 2, d = \alpha, q = 2)$, where $\alpha \sim Ber(0.5)$, with the coefficients for AR being $[0.1, 0.5]$ and MA being $[0.4, 0.1]$. Two time series are i.i.d. normal from $N(3, 1)$ and one time series is i.i.d. $t_5(3, 1)$. In order to inject anomalies, the intervals between anomalies/changepoints are drawn from $G(1/100)$. Spike z-scores are drawn from $N(20, 1)$ with signs drawn from $Ber(0.9)$. Level shift magnitudes are drawn from $N(2, 1)$ and trend shift magnitudes are drawn from $N(8, 1)$.

- **Real Data With Injected Anomalies**: We use 13 time series from the Google Mobility dataset. These correspond to time spent by users in each US State, in various places such as residences, workplaces etc. The 13 datasets correspond to AL(workplaces), AL(retail), CA(residential), CA(retail), VA(residential), VA(transit), FL(workplaces), IN(workplaces), AK(workplaces), IN(grocery), IN(workplaces), UT(workplaces), MD(workplaces). We removed the first 100 datapoints, which contained a number of level shifts due to lockdowns. We hand annotated the anomalies in the rest of the time series. We use 5 time series from the bee-dance dataset. Bee-dance data is 6 dimensional, and we look at a univariate time series of the 6th dimension. We get 5 time series, from periods without many anomalies. These correspond to subsets at $[1000 : 1200], [1730 : 1860], [1940 : 2130], [2300 : 2730]$ and $[3200 : 3500]$. Anomaly injection on top of this dataset has the same parameters as the synthetic data.

- **Real Data**: Our data consists of 106 time series. Of these, 45 time series are from wikipedia web traffic dataset, 21 from the scanline dataset, 19 from the airquality dataset, and 21 time series from the HAR dataset. Other than the HAR dataset, we hand labeled the 3 other datasets. Since the HAR datasets are used for time series classification, we were able to use the timestamps of class change as changepoints. For the web traffic dataset, we looked at a list of the most popular pages and looked at the time series of their web traffic. For the scanline dataset we took scanlines at 20 different locations, and for the air quality dataset, we took subsets of size 500 from the following columns: PT08.S1(CO), NMHC(GT), PT08.S2(NMHc), PT08.S3(NOx).