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Abstract In streaming time series classification problems, the goal is to predict the label associated to the most recently received observations over the stream according to a set of categorized reference patterns. In online scenarios, data arise from non-stationary processes, which results in a succession of different patterns or events. This work presents an active adaptation strategy that allows time series classifiers to accommodate to the dynamics of streamed time series data. Specifically, our approach consists of a classifier that detects changes between events over streaming time series. For this purpose, the classifier uses features of the dynamic time warping measure computed between the streamed data and a set of reference patterns. When classifying a streaming series, the proposed pattern end detector analyzes such features to predict changes and adapt offline time series classifiers to newly arriving events. To evaluate the performance of the proposed scheme, we employ the pattern end detection model along with dynamic time warping based nearest neighbor classifiers over a benchmark of ten time series classification problems. The obtained results present exciting insights into the detection accuracy and latency performance of the proposed strategy.
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1 Introduction and Related Work

Time series are present in a large number of domains. In many application scenarios, time series are produced by dynamic processes, where data instances are streamed continuously at high speed, generating large volumes of samples that must be analyzed as fast as possible to comply with the limited memory and processing capabilities of current computer architectures [1, 2]. Illustrative examples of such continuously generated streaming time series (STS) include electricity supply data [3], human activity signals issued from wearable sensors [4] or car flow sequences [5], among many others.

It is common knowledge that successive measurements in time series are usually correlated with each other, i.e., there is dependence among observations. Such dependence has prompted the design of techniques that exploit correlations among the constituent measurements of time series to efficiently undertake diverse tasks which are defined either on streaming or conventional time series data. Such tasks include a manifold of challenging learning problems, such as forecasting [6], classification [7] and clustering [3]. Time series classification (TSC) is, arguably, among the most extensively studied problems [8, 9, 10, 11]. When formulated over STS, we define the streaming time series classification (STSC) as the problem of building a classifier that predicts the category of new incoming points based on a set of reference time series. Hence, the classifier issues a prediction every time a new point arrives over the stream.

Due to the dynamic nature of data sources, STS can also be non-stationary, in the sense that the temporal
structure of the continuously flowing time series can evolve over time\(^1\). Accordingly, the STS can be thought of as being composed of a concatenation of stationary intervals, each associated to an event that takes place for a limited period, such as a jump or weight lifting in a human activity signal (see figure 1). As a result, STS can be defined as the concatenation of stationary intervals related to different events.

When addressing TSC tasks defined over dynamic streaming time series data, it is of utmost importance that predictive models accommodate appropriately to changes between events. To this end, two main strategies can be followed depending on the mechanism utilized for adaptation [12]. On the one hand, passive (or blind) strategies use forgetting mechanisms or sliding window methods to adapt predictive models to non-stationarities of the received data [13, 14]. On the contrary, active (or informed) adaptation strategies employ auxiliary procedures to determine whether upcoming data have changed, and adjust the classifier accordingly [3, 8, 15].
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**Fig. 1:** Example of a streaming time series composed of two event types, jump and weight lifting. This work aims at detecting the changes between consecutive events so as to adapt the underlying STSC model.

In this context, this research work tackles the problem of developing an active adaptation strategy for streaming time series classifiers. Similarly to the change point detection problem [16], which aims at identifying abrupt changes in time series, the goal of our method is to detect changes in STS to actively adapt conventional (off-line) time series classifiers to upcoming events (see Figure 1). For this purpose, we develop the pattern end detection (PED) model. This procedure consists of a convolutional neural network (CNN) whose trainable parameters are learned from streaming frames, namely, images made up of similarity measurements computed between streamed observations and a set of reference patterns that are representative of the events in the STS. To ensure that the computation of such measurements meet the computational requirements of streaming scenarios (bounded memory and computation time), we resort to the on-line dynamic time warping (ODTW) [17, 13] – an adaptation of the conventional dynamic time warping for streaming scenarios – to determine the similarity among sequences. We assess the performance of the proposed PED when used together with DTW-based nearest neighbor classifiers to address STSC tasks defined over 10 benchmark problems from the UCR Archive [18]. The obtained experimental results show that an active adaptation strategy based on the proposed PED significantly outperforms other state-of-the-art distance-based classifiers used for STSC tasks. Furthermore, this work evidences the rich information embedded in streaming frames, which can be exploited for many other tasks apart from STSC.

The rest of the paper is organized as follows: Section 2 provides background information on STSC tasks and similarity measures. Section 3 details the proposed active strategy, including the concept of streaming frames and the pattern end detection model. Next, Section 4 presents the simulation setup, and Section 5 discusses the results drawn from the conducted experiments. Section 6 summarizes the main contributions of this work, and outlines future research directions. For the sake of understanding in subsequent derivations, Table 1 summarizes terms and abbreviations used throughout the paper. Additionally, some notation conventions have been established to describe the formulation: indexes are denoted with a small Latin letter; vectors with capital Latin letter; matrices with bold capital Latin letter; and datasets with a calligraphic capital Latin letter.

---

\(^1\) Formally, a time series is said to be stationary when its statistical properties, such as mean and variance, do not depend on the timestamp at which it is measured, i.e., do not change over time.
1) Specifically, we consider that each event is represented by a time series whose data points arrive over time. Hence, the task of classifying a STS can be defined as the problem of labeling every streamed data point based on a set of known class labels. Formally, let

\[ S = (s_1, s_2, \ldots, s_n) \in \mathbb{R}^n \]

be a STS, where \( s_t \) is the \( t \)-th observation and \( n \) is the number of data points received so far. Following our assumption that \( S \) is the concatenation of labeled events, we can alternatively define a STS as

\[ S = (S_1, \ldots, S_k, \ldots, S_K) \in \mathbb{R}^n, \]

where \( (\cdot) \) denotes concatenation, \( S_k = (s_{k1}, \ldots, s_{kn_k}) \) is the \( k \)-th event with an associated label \( l_k \in \{1, \ldots, L\} \), and \( K \) is the total number of received events, so that \( n = \sum_{k=1}^{K} m_k \) as per Equation (1). Based on this redefinition, the goal of the STSC problem is to carry out a classification of the stream every time a new data point \( s_t \) arrives in accordance with the class of the event to which it belongs, namely, \( l_k \) if \( s_t \in S_k \).

### 2.2 Dynamic Time Warping for On-line Scenarios

Distance-based procedures, such as nearest neighbor (NN), are widely used to address TSC tasks [7, 19, 20]. In this context, elastic similarity measures (ESMs) are frequently used [21, 9, 22]. In general terms, ESMs are a family of similarity measures – including, among others, dynamic time warping (DTW) [23] – that shrink or stretch the time axis to find the best alignment between the time series under comparison. In this work, we use an on-line version of the DTW (ODTW [13, 17]) to develop the PED model. We begin this section by briefly introducing the naive DTW measure, with the aim of subsequently reviewing the ODTW used in the rest of the work.

#### 2.2.1 Fundamentals of Dynamic Time Warping

Let us denote two time series as \( X = (x_1, \ldots, x_t, \ldots, x_m) \) and \( Y = (y_1, \ldots, y_t, \ldots, y_n) \), where \( m, n \in \mathbb{N} \) represent the number of observations in each sequence. Mathematically, the DTW between \( X \) and \( Y \) is defined as

\[ D_{m,n} = \min_{p \in \mathcal{P}} \sum_{(i_q, j_q) \in p} ||x_{i_q} - y_{j_q}||_2 \]

subject to:

\( (i_q, j_q) \in \{1, \ldots, m\} \times \{1, \ldots, n\}, \)

\( (i_1, j_1) = (1, 1), \)

\( (i_q, j_q) = (m, n), \)

\( (i_q - i_{q-1}, j_q - j_{q-1}) \in \{(0, 1), (1, 1), (1, 0)\}, \)

\( \forall q \in \{1, \ldots, Q\}, \)

where \( ||\cdot||_2 \) represents the Euclidean distance, \((i_q, j_q)\) the alignment between observations \( x_{i_q} \) and \( y_{j_q} \), and \( p = \{(i_q, j_q) : 1 \leq q \leq Q\} \subseteq \mathcal{P} \) is a path – or sequence – of data point alignments that satisfies constraints (4) to (8). That is, DTW consists of finding the path \( p \) that aligns \( X \) and \( Y \) – from their beginning to their end, and without skipping a point or going backward in time – with minimal total Euclidean distance cost. Figure 2a depicts a feasible solution to this optimization problem, where each red line represents an alignment. In this context, we use \( p^* \) to denote the optimal path, that is, to refer to the sequence of alignments that results in the minimum distance, such that \( D_{m,n} = \sum_{(i,j) \in p^*} ||x_i - y_j||_2 \).

![Fig. 2: DTW between X and Y time series, each composed of m = n = 25 data points.](image)

Solutions to (3) can be efficiently obtained by dynamic programming methods [24], which leads to the following recursion:

\[ D_{m,n} = ||x_m - y_n||_2 + \min \{ D_{m-1,n}, D_{m-1,n-1}, D_{m,n-1} \}, \]
where $D_{0,0} = 0$ and $D_{0,j} = D_{i,0} = \infty$ for $i = 1, 2, \ldots, m$ and $j = 1, 2, \ldots, n$. An example of the DTW computation through recurrence (9) is depicted in Figure 2b, where the red curve indicates the optimal path $p^*$ between $X^m$ and $Y^n$ (black curves). Each pixel in the colored square represents the similarity $D_{i,j}$ for $i = 1, \ldots, m$ and $j = 1, \ldots, n$, in such a way that $D_{1,1}$ and $D_{m,n}$ are located in the lower-left and upper-right corners, respectively.

### 2.2.2 On-line Dynamic Time Warping

In order to harness the advantages of DTW in streaming scenarios, the ODTW proposed in [13, 17] includes a forgetting mechanism that under-weights the contribution of past data observations for the similarity to evolve according to the characteristics of the streaming time series at hand. Specifically, the ODTW is defined between a stored reference time series $X$ – with $m$ data points – and a streaming time series $Y^n$ – with $n$ points received so far – as:

$$D_{m,n} = ||x_m - y_n||_2 + \min \{ \rho D_{m-1,n-1}, D_{m-1,n}, \rho D_{m,n-1} \}$$

(10)

where $\rho \in (0, 1]$ represents the memory parameter. It is important to note that, when the range of the memory is small (i.e., when $\rho \ll 1$), the ODTW substantially decreases the contribution of past observations of $Y^n$ to the actual value of the similarity, thus favoring the ODTW to adjust immediately to newly arriving data. In contrast, when $\rho$ increases, old data points acquire a higher relevance in the computation of the similarity measure, thereby making the similarity less reactive to changes in the stream. However, it provides a more realistic measure between the stored pattern and the underlying structure of the stream. Finally, when $\rho = 1$ – i.e., when ODTW takes into account all past observations – the recurrence in (10) becomes equal to Expression (9), hence, ODTW and DTW are completely equivalent to each other. The authors also used a computation/storage scheme to avoid unnecessary calculations when computing the ODTW, enabling the similarity to be updated in constant time.

It follows from recurrence (10) (also from expression (9)) that the computation of the ODTW (corr. DTW) requires intermediate results among all $X^i = (x_1, \ldots, x_i)$ for $i = 1, \ldots, n$ and $Y^j = (y_1, \ldots, y_j)$ for $j = 1, \ldots, m$ subsequences. That is, when calculating $D_{m,n}$, we compute the measurement matrix:

$$M = \begin{pmatrix}
D_{1,1} & D_{1,2} & \cdots & D_{1,n} \\
D_{2,1} & D_{2,2} & \cdots & D_{2,n} \\
\vdots & \vdots & \ddots & \vdots \\
D_{m,1} & D_{m,2} & \cdots & D_{m,n}
\end{pmatrix} \in \mathbb{R}^{m \times n}, \quad (11)$$

where each entry is given by the similarity measure.

Actually, the measurement matrix contains useful information that can be analyzed to discover knowledge from data [25]. To provide evidence on the rich structure of $M$, Figure 3 shows, for different values of the memory parameter, examples of the ODTW measurement matrix between a generic reference pattern (black sequence on the left) and an evolving streaming time series composed of 7 events (black sequence on the top). Images of matrix $M$ in the first row of this figure correspond to the gold-standard (GS) scenario, namely, the measurement matrix with complete a priori knowledge on the event changes occurring over the stream. Thanks to this knowledge, in the GS scenario the DTW similarity is automatically tailored to the streaming series change dynamics by initializing it at every change between consecutive events. As can be observed in this figure, the red curve indicating the alignment with the smallest ODTW between the reference pattern and each observation in the STS presents a periodic behavior, featuring an abrupt change within the boundary between consecutive events resulting from the initialization of the DTW. In other words, the initialization leads to coherent alignments between the reference pattern and the events held over the streaming time series.

Similarly, plots from rows 2 to 5 in Figure 3 display the measurement matrix $M$ for short ($\rho = 0.0001^{1/m}$ with $m = 100$ the length of the reference time series), middle ($\rho = 0.01^{1/m}$), large ($\rho = 0.1^{1/m}$) and full ($\rho = 1$, which is equivalent to computing the naive DTW) memory ranges. In contrast to the GS scenario, in these cases stream changes are unknown, so the ODTW cannot be reinitialized. However, the reinitialization can be overridden by making the ODTW focus on recent observations, e.g., by using a small memory range through the choice of the $\rho$ value. By doing so, $M$ is more reactive to local changes, thus providing more detailed insights about the configuration of the streaming time series.

If we closely inspect the image maps of the measurement matrix, we notice that the structure of $M$ delays with respect to the GS (first row) more severely as $\rho$ increases. Accordingly, $p_{\min}$ (red curve depicting the position of the minimum ODTW measurement over time) increases.

\footnote{By using these $\rho$ values, we coerc the contribution of the data point $m$ steps prior to the sample at hand be weighted by $0.0001, 0.1, 0.5, 1$}
features an increasing delay with $\rho$ (compare red curves around pattern limits), meaning that the ODTW computed with large/full range memory needs more time to accommodate newly arriving events. For instance, in the full-range memory example ($\rho = 1$, i.e. the ODTW does not forget anything from the past), $p_{\min}$ yields from matching the last data points in the reference pattern with every point in the stream. Similarly, in the large-range memory example, $p_{\min}$ shows that ODTW requires at least half of the interval to forget the past and adapt to new stream events (remarkably, $p_{\min}$ is almost a diagonal in the second half of every event). By contrast, when using short- (and, to some extend, middle-) memory ranges, the adaptation of the ODTW is completed in the first half of the period, thus showing that the reference series aligns with newly appearing stream events properly.

3 The Active Adaptation Strategy

This section introduces in detail the proposed active adaptation strategy. As already mentioned, the objective of our procedure is to design a CNN classifier that aids conventional time series classifiers to cope with the STSC problem stated before in Section 2.1. To this end, we use images of the ODTW—streaming frames in Section 3.1, and a CNN binary classifier—the PED model in Section 3.2.

3.1 Streaming Frames

Rather than relying on single values of the similarity as described at the end of Section 2. Our active adaptation strategy uses sub-matrices of $M$ to determine whether the sequence associated with an event has finished. Such sub-matrices, which we hereafter refer to as streaming frames, result from the computation of the ODTW between a reference pattern and the last $\omega$ observations of the streaming time series at hand. If we assume that $y_n$ is the last streamed observation, the streaming frame is given by

$$M^n = \begin{pmatrix} \begin{array}{ccc} D_{1,n-\omega+1} & \cdots & D_{1,n} \\ D_{2,n-\omega+1} & \cdots & D_{2,n} \\ \vdots & \ddots & \vdots \\ D_{m,n-\omega+1} & \cdots & D_{m,n} \end{array} \end{pmatrix},$$

(12)

namely, the last $\omega$ columns of the measurement matrix as per (11). Just as frames in a video stream, these sub-matrices are computed and stored in an on-line fashion, as new data points are received. To this end, we apply the ODTW computation/storage procedure presented in [17], under which we can update $M$ incrementally along time. As mentioned previously in Section 1 (Introduction), the ODTW includes a computation/storage procedure to efficiently update the computation of the similarity by recording a small set of intermediate ODTW measurements over time. Hence, every time a new data point arrives, we do not compute the whole measurement matrix, but only the ODTW measurements of the arriving data. That is, if we receive $y_{n+1}$ after computing $M$ (see Expression (11)), we can use the elements of the last column of the measurement matrix ($D_{i,n}$ for $i = 1, \ldots, m$) to update it by just calculating

$$(D_{1,n+1}, D_{2,n+1}, \ldots, D_{m,n+1}),$$

(13)

which depend on the ODTW measurements concerning the received observation.

3.2 Pattern End Detection Model

This section describes the proposed PED model which, as stated previously, is used to detect label changes.
in streaming time series. In essence, PED consists of a binary CNN classifier learned from ODTW streaming frames. Just as in conventional CNN architectures [26], the classifier utilized in this work is composed of two main blocks: i) a set of convolutional layers, which extract features from raw data (in our case, ODTW streaming frames); and ii) a series of fully-connected neural layers, which map the extracted features to a binary label indicating whether a change among events has occurred at the timestamp corresponding to the input streaming frame.

Let \( \mathcal{B} = \{(R_p, l_p)\}_{p=1}^P \) denote a set of reference patterns, where \( R_p = (r_{p1}, \ldots, r_{pm}, r_{pm}^r) \) represents an event with an associated label \( l_p \in \{1, \ldots, L\} \). We further define a streaming time series as \( S = (s_1, \ldots, s_n) \), which has been previously labeled, so we know all labels occurring in the stream (see Section 2.1). In this context, the PED learning procedure is carried out by following the following steps in order:

1. **Computation of streaming frames:** we define a \((m \times n)\) image \( \mathbf{M} \) composed of \( P \) channels as:

   \[
   \mathbf{M} = [\mathbf{M}_1, \ldots, \mathbf{M}_p, \ldots, \mathbf{M}_P],
   \]

   where \( \mathbf{M}_p \) is the measurement matrix resulting from the computation of the ODTW between \( S \) and \( R_p \in \mathcal{B} \) for a given value of the memory parameter \( p \). Streaming frames are obtained by applying a fixed-size sliding window. That is, moving a window of \( w \) time units across the measurement matrix (sample by sample along the stream time axis), we extract a set of \( n - w \) streaming frames given by:

   \[
   \{\mathbf{M}^w, \ldots, \mathbf{M}^1, \ldots, \mathbf{M}^n\},
   \]

   where \( \mathbf{M}^n = [\mathbf{M}_p^1, \ldots, \mathbf{M}_p^n] \) represents the \( n \)-th streaming frame as per (14). Red square areas overlaid in Figure 4 indicate \( \mathbf{M}^i \) and \( \mathbf{M}^n \) streaming frames.

2. **Construction of the database of labeled streaming frames \( \mathcal{M} \):** the next step is to generate the streaming frame database by assigning labels to the streaming frames in \( \mathbf{M}^i \) for \( i = w, \ldots, n \). To this end, each streaming frame is assigned a binary \( \{0, 1\} \) label, such that frames falling within the 0 (1) category represent no event change (correspondingly, event change) in the stream. Accordingly, we generate the database of streaming frames as:

   \[
   \mathcal{M} = \left\{ (\mathbf{M}^i, c_i) \right\}_{i=w}^n,
   \]

   where the category \( c_i \) of the \( i \)-th streaming frame is set to 1 (i.e., event change) if the frame falls within a transition; and 0 (i.e., no event change) otherwise. Accordingly, in Figure 4, \( \mathbf{M}^i \) frame is categorized as 1 and \( \mathbf{M}^n \) as 0. Since the goal of PED is to detect limits between consecutive events, \( w \) needs to be small so that the procedure can detect event changes close to the instant where they truly occur.

Fig. 4: Illustration of an online scenario composed of a streaming time series of \( n = 1200 \) observations (top) and a reference pattern database of \( P = 6 \) sequences (left). Event changes are highlighted with black vertical dashed lines. The set of vertical red squares depict the \( i \)-th \( (\mathbf{M}^i = [\mathbf{M}_1^i, \ldots, \mathbf{M}_p^i]) \) and \( n \)-th \( (\mathbf{M}^n = [\mathbf{M}_1^n, \ldots, \mathbf{M}_p^n]) \) streaming frames. The label of the former frame \( \mathbf{M}^i \) corresponds to \( c_i = 1 \) as the event change falls within the frame. Likewise, \( \mathbf{M}^n \) represents a no event change frame \( (c_n = 0) \). The sliding window size has been set to \( w = 15 \) samples.

Given a value of \( w \), it is important to note that the sliding window method can yield a highly imbalanced database \( \mathcal{M} \). In particular, if small window sizes are chosen, the number of streaming frames belonging to the no event change class is significantly higher than that of frames labeled as event change. It is widely acknowledged that, unless properly counteracted, learning from imbalanced databases can lead to imprecise models [27]. Hence, we apply a random under-sampling technique to decrease the number of no event change frames. Specifically, the utilized technique generates a balanced database \( \mathcal{M} \) by keeping samples of the minority class, and by sampling uniformly at random as many frames from the majority class as those of the minority class.

3. **Training of the binary CNN classifier:** we train the CNN classifier over the generated database \( \mathcal{M} \) of labeled streaming frames by using conventional
gradient-based backpropagation algorithms. This process yields the proposed PED that can be used to detect changes among events from new streaming frames. As we explain in detail in the following section, a variety of CNN structures have been considered for this purpose. Table 5 outlines such evaluated CNN structures.

4 Experimental Setup

In order to empirically assess the performance of the PED model and the value of streaming frames as information source, we design an experimental setup with two complementary goals in mind:

1. To evaluate the performance of the proposed PED approach when detecting event changes over STS.
2. To measure the efficiency of PED when used as a compounding part of an active adaptation strategy for STSC. That is, the objective is to analyze whether event changes predicted by the PED can be leveraged when addressing the on-line STSC task described in Section 2.1.

This section details how the above goals are approached experimentally, stressing on how performance is gauged in each case (Subsections 4.1 and 4.2), the STSC problems over which the evaluation is done (Subsection 4.3) and the model structure and learning methodology followed to train the PED model (Subsection 4.4).

4.1 Goal 1: Predictive Performance of the PED model

We first analyze the precision and the prediction delay of the PED model when detecting event changes in the streaming time series. To this end, we fit the trainable parameters of the CNN to each of the STSC databases. Then, we examine the PED model accuracy in terms of precision, recall and the distribution of the detection delay. In particular, the precision returns the proportion of correctly predicted changes among all predicted changes, i.e.,

\[
\text{precision} = \frac{\text{true positives}}{\text{true positives} + \text{false positives}},
\]

where we consider that the PED model correctly identifies a change in the streaming time series if a streaming frame labeled as \textit{event change} contains a real change of the test streaming time series. The recall returns the proportion of actual positives that are correctly identified, that is,

\[
\text{recall} = \frac{\text{true positives}}{\text{true positives} + \text{false negatives}}.
\]

Fig. 5: Diagram showing (a) a true negative; (b) a false negative; (c) a false positive; and (d) a true positive when the PED model is used for detecting change events.

In this case, we assume a data point is received at each time stamp. Therefore, PED delivers as many predictions as observations received over the streaming time series. Figure 5 depicts a true negative, false negative, false positives and true positive in the context of this work.

On the other hand, the delay measures the distance (in time units) between the real event change and its estimation by the PED model. Hence, when a streaming frame is correctly labeled as \textit{event change}, the delay is set to 0 if a true event change occurs at any of the time instants spanned by the streaming frame. We use the distribution of this difference to evaluate the lag when decided to trigger an active adaptation strategy as the one evaluated in the experiments (re-initialization of the DTW computation).

4.2 Goal 2: Performance of an active PED-based approach for STSC

To fulfill the second goal, we evaluate the performance of the PED by combining it with conventional time series classifiers such as DTW-based NN classifiers (DTW-NN) [7]. The active adaptation strategy embedding the PED model at its core consists of exploiting the event change detection flag issued by PED to trigger the adaptation of DTW-NN classifiers to upcoming events. That is, we use the output of PED when analyzing new streaming frames over time to i) let a DTW-NN classifier pre-
dict the label of the received stream sample (if PED model outputs no change); or ii) adapt the overall model to the new event by resetting the measure of similarity (if the PED issued event change).

In the experiments later discussed we compare the classification accuracy of the above strategy (a DTW-NN model using the predicted changes of PED, which we hereafter refer to as PED-NN) with (i) that of the GS (i.e., perfect a priori knowledge of the instants when event changes occur), and with (ii) that of a ODTW-based NN classifier (ODTW-NN) that passively adapts to event changes via a forgetting mechanism [17].

It is important to note the main difference between the PED-NN and the GS procedures: while GS is unrealistically aware of the event changes occurring in the stream, PED-NN depends on the predictions issued by PED. Thereby, GS is expected to perform better than the PED-NN approach, as it does not undergo any false positives, nor does it suffer from any delay in the detection of the event change. Consequently, GS serves as an upper bound of the performance that the PED-NN model could achieve. The closer the outcome of PED-NN is to that of GS, the more accurate the PED model can be considered to be. Therefore, GS can be thought of as being the perfect model because it essentially reduces to an off-line DTW-NN model performed separately for each event of the test stream.

However, in most realistic streaming scenarios it is difficult to know when an event will end. Therefore, to ensure a more realistic comparison we use the ODTW-NN classifier, so that we can assess the performance of passive and active event change adaptation strategies in STSC tasks. In this case we use middle (0.1$^{1/m}$) or middle-short (0.01$^{1/m}$) range memory values depending on the classification problem at hand (see Table 3 for a list of the specific values in use). That is, we use the same memory parameter values for both the PED model and the ODTW-NN approach for two reasons: i) to evaluate whether the proposed PED-based adaptation is less reactive than the passive adaptation strategy included in the ODTW-NN classifier; and ii) to compare both PED-NN and ODTW-NN classifiers in terms of accuracy. Moreover, an accurate PED model implies that the streaming time series can be divided into meaningful sub-sequences with critical event information, which can be used for other tasks apart from classification. Section 6 will focus on future research lines in this direction.

4.3 Generation of STSC Problems

Our STSC problems are built on 10 benchmark time series databases extracted from the UCR Archive [18] and the time series generation procedures provided in the supplementary material of [28]. The main features of these databases are summarized in Table 2. From left to right, columns denote the name, length of the patterns, total number of classes $L$, and the number of elements in each database. Among them, we have identified those synthetically generated databases with a symbol "♢" which, as stated before, have been produced by following the procedure described in [28]. Parameters for the synthetic sequences have been set to 5 for the noise level, 10 for the shift level (except for TWO PATTERNS and TWO PATTERNS MOD, where the shift level is 5), and 10 for the warp level. Furthermore, none of the generated databases include outlier patterns or observations (check supplementary material in [28] for detailed information about each parameter). The rest of the databases in Table 2 correspond to those downloaded directly from the UCR Archive.

Table 2: Main features of benchmark databases.

| Database | Pattern length | Num. of classes | Num. patterns |
|----------|----------------|-----------------|---------------|
| CRP     | 100            | 3               | 2223          |
| TWO PATTERNS     | 100            | 4               | 2444          |
| TWO PATTERNS MOD | 100            | 2               | 2082          |
| SYNTHETIC CONTROL | 100            | 6               | 2946          |
| RATIONAL     | 100            | 4               | 2444          |
| FACES UCR  | 131            | 14              | 2205          |
| GUN POINT | 120            | 2               | 200           |
| PLANE       | 144            | 7               | 210           |
| TWO LEAD ECG | 81             | 2               | 1162          |
| KARER       | 152            | 2               | 7144          |

For each database in Table 2, we construct a STSC problem which, we recall, consists of categorizing streaming time series based on a set of stored reference patterns (see Section 2.1). For this purpose, we split each database to craft the (i) reference pattern database, (ii) the PED training set, and (iii) the query set of streaming time series.

Let $U = \{(U_k, l_k)\}_{k=1}^{K}$ be a benchmark database with $K$ examples, where $U_k = (u_1, \ldots, u_m)$ represents the $k$-th sequence, and $l_k \in \{1, \ldots, L\}$ its class label. Given this notation, each set is given by:

- **Reference pattern database (B)**, which is a subset of $U$ composed of $L$ sequences, that is, one reference pattern per class. Each reference pattern in $B$ results from the computation of the medoid over a randomly drawn set of 10 time series belonging to the class of the reference pattern at hand.

- **PED training database ($D_{\text{train}}$)**, which is used for fitting the PED model. It consists of a set of labeled streaming time series, each generated by randomly selecting and concatenating time series from a subset of $U$. In this case, training STS are given
by:
\[ \mathcal{D}_{train} = \{ s_k \}_{k=1}^{K_{train}}, \]  
(19)
where \( K_{train} \) represents the number of streaming time series in the training set \( \mathcal{D}_{train} \). Each stream time series \( s_k^{train} \) is composed of \( \beta_{train} = 10 \cdot L \) events (i.e., 10 events drawn randomly at uniform for every class), yielding a total of \( 10 \cdot L \cdot m \) data points (see Section 2.1).

- **Query STS database** (\( \mathcal{D}_{query} \)), which is created to assess the performance of the STSC task. Again, concatenating randomly selected sequences from a subset of \( \mathcal{U} \), the query STS database consists of \( K_{query} = 12 \) streams, each composed of \( \beta_{query} = 20 \cdot L \) events (i.e., 20 events per class selected uniformly at random without considering those in the training set, see Figure 6), and \( 20 \cdot L \cdot m \) data points. Formally, the set of query streaming time series is defined as:
\[ \mathcal{D}_{query} = \{ s_k^{query} \}_{k=1}^{K_{query}}, \]  
(20)
where \( s_k^{query} \) denotes the \( k \)-th query STS.

Table 3: Summarized description of developed STSC problems.

| Database (id) | \( |\mathcal{B}| \) | \( K_{train} \) | \( \beta_{train} \) | \( \beta_{query} \) |
|---------------|----------------|----------------|----------------|----------------|
| CBP (♂)       | 1              | 50             | 10             | 60             |
| TWO PATTERNS (♂) | 1             | 10             | 12             | 80             |
| TWO PATTERNS MOD (♂) | 1              | 80             | 12             | 40             |
| SYR. CONTROL (♂) | 1             | 60             | 12             | 120            |
| RATIONAL (♂)  | 1              | 60             | 12             | 80             |
| FACES UCR     | 1              | 140            | 12             | 240            |
| GSR PVTY      | 1              | 80             | 12             | 40             |
| TWO LEAD ECG  | 1              | 25             | 12             | 40             |
| WAPIN         | 1              | 20             | 12             | 40             |

Table 3 shows a summarized description of the generated STSC problems. It is important to remark that the subsets \( \{ \mathcal{U}_1, \mathcal{U}_2 \text{ and } \mathcal{U}_3 \} \) of time series used to build \( \mathcal{B} \), \( \mathcal{D}_{train} \) and \( \mathcal{D}_{query} \) as per the processes explained above are completely disjoint, i.e., no time series is utilized for constructing more than one of these databases. Figure 6 visually explains the disjoint nature of the generated databases.

4.4 Structure and Learning Process of the PED Model

Given one of the classification problems listed in Table 3, the memory parameter \( \rho \), and the size of the sliding window \( w \), we construct a PED model by following the steps described in Section 3.2. That is, we first compute the ODTW measurement matrix for each streaming time series in \( \mathcal{D}_{train} \). Subsequently, we apply the sliding window to extract streaming frames, and label them to yield the set of supervised streaming frames \( \mathcal{M} \). Finally, we learn a binary CNN classifier from \( \mathcal{M} \). To this end, we split \( \mathcal{M} \) into two non-overlapping subsets: training \( \{ \mathcal{M}_{train} \} \) and validation \( \{ \mathcal{M}_{val} \} \). The first set comprises 80% of the streaming frames in \( \mathcal{M} \), and is used to train the CNN. The second set \( \mathcal{M}_{val} \) contains the remaining 20%, and is utilized for validating the trained model.

Table 4: Main characteristics of the DNN training databases.

| Database id | Memory \( \rho \) | \( M_{train} \) | \( M_{val} \) |
|-------------|-----------------|--------------|--------------|
| CBP (♂)    | 0.01/m          | 18640        | 10           |
| RATIONAL (♂) | 0.01/m     | 18750        | 7            |
| TP (♂)     | 0.01/m          | 18750        | 7            |
| TP MOD (♂) | 0.01/m          | 18750        | 7            |
| TWO LEAD ECG | 0.01/m      | 18750        | 7            |
| SYR. CONTROL (♂) | 0.01/m | 18750        | 7            |
| PLANE      | 0.01/m          | 22210        | 5            |
| FACES UCR  | 0.01/m          | 22210        | 5            |
| GSR PVTY   | 0.01/m          | 18300        | 10           |
| TWO LEAD ECG | 0.01/m    | 18300        | 10           |
| WAPIN      | 0.01/m          | 18300        | 10           |

For each STSC problem, Table 4 provides details on the memory and databases of the streaming frames considered for its training. Regarding the memory of the ODTW, we choose the value of \( \rho \) that performs the best for the PED model. To this end, we have considered three different CNN classifiers, each trained on frames of a particular \( \rho \), and we have selected the parameter that produces the best validation AUC. In this design phase we have considered short \((\rho = 0.0001/m)\), short-middle \((\rho = 0.011/m)\) and middle \((\rho = 0.11/m)\) range memories. These proposed values meet our claims made at the end of Section 2.1, where we stated that the ODTW should be computed with short-to-middle range memories. As mentioned at the end of Section 3.2, the size of the sliding window needs to be small, so as to enclose predictions of the PED close to the true limits between consecutive events. Thus, we use a fixed value of \( w = 7 \) time units for all the problems in Table 3.

Likewise, Tables 5a to 5c display the architecture of the CNN used for every STSC task. As can be observed in these tables, all classifiers consist of a series of stacked convolutional layers and a final fully-connected layer mapping the output of the last convolutional output to the binary target to be predicted. When backpropagating the gradients to learn the parameters of the model, we use the standard binary cross-entropy.
Tables 5: DNN architecture for the considered STSC problems. The utilized epochs and batch sizes are specified in brackets next to the name of the databases.

5 Results and Discussion

We now discuss the obtained simulation outcomes, following the two-fold aim of the designed experimentation: to evaluate the accuracy of the proposed PED model when detecting changes between events (Subsection 5.1); and to analyze the contribution of PED when used to trigger active adaptation mechanisms in STSC problems (Subsection 5.2).

5.1 Performance Results of the PED Model

We recall that the detector is assumed to perform correctly if the predicted event changes overlap the true changes of the streaming time series. That is, given a streaming time series, we consider that PED correctly predicts event changes if the streaming frame corresponding to the \( i \)-th arriving observation, namely, \( \mathbf{M}^{(i)} \), is labeled as event change, and a real event change takes places between \( i + 1 - w \) and \( i \) time instants.

This being said, we evaluate the accuracy of the PED by computing the precision and delay of its predicted changes for each database \( \mathcal{U} \) in Table 3, and for each \( \mathcal{D}_{\text{query}} \) in Table 3. Results corresponding to CBF, TWO PATTERNS, TWO PATTERNS MOD, WAIFER and GUN POINT databases are shown in Figure 7, whereas outcomes for FACES UCR, RATIONAL, SYNTHETIC CONTROL, TWO LEAD ECG and PLANE databases are depicted in Figure 8. In both cases, histograms on the top represent the distribution of the delay of predicted changes, where the red areas in the background lie between \( 0 \) and \( w \), representing the temporal range over which true event changes take place. Accordingly, the more delay measurements fall within this band, the more accurate the PED is.
Table 6: Summary of the performance statistics of the PED model over the STSC problems under consideration. Regarding classification accuracy results, reported values correspond to mean and standard deviation of $\overline{\mathrm{ACC}}(i)$ as per Expression (21) over the entire simulated period.

| Database $U_i$         | Precision | Recall | Delay         | Classification Accuracy |
|------------------------|-----------|--------|---------------|-------------------------|
|                        | PED-NN    | US     | ODTW-NN       |                         |
| CBF (♦)                | 0.39 ± 0.06 | 0.41 ± 0.06 | -0.06 ± 8.73      | 0.76 ± 0.24           |
| TWO PATTERNS (♦)       | 0.29 ± 0.06 | 0.31 ± 0.07 | -1.85 ± 18.31     | 0.47 ± 0.26           |
| TWO PATTERNS MOD (♦)   | 0.32 ± 0.08 | 0.32 ± 0.08 | 0.14 ± 8.73       | 0.80 ± 0.23           |
| SYNTHETIC CONTROL (♦)  | 0.64 ± 0.03 | 0.91 ± 0.03 | 0.98 ± 8.10       | 0.82 ± 0.17           |
| RATIONAL (♦)           | 0.90 ± 0.04 | 0.90 ± 0.04 | 3.72 ± 4.07       | 0.53 ± 0.28           |
| TWO PATTERNS MOD       | 0.67 ± 0.02 | 0.80 ± 0.02 | 4.33 ± 13.34      | 0.39 ± 0.20           |
| RADIAL                 | 0.06 ± 0.09 | 0.62 ± 0.09 | 1.55 ± 8.24       | 0.74 ± 0.14           |
| GUN POINT              | 0.96 ± 0.01 | 0.97 ± 0.01 | 4.08 ± 5.77       | 0.73 ± 0.34           |
| TWO LEAD ECG           | 0.74 ± 0.06 | 0.74 ± 0.06 | 1.38 ± 2.81       | 0.69 ± 0.15           |
| WAFER                  | 0.56 ± 0.08 | 0.79 ± 0.09 | -1.17 ± 24.89     | 0.55 ± 0.13           |

Fig. 7: PED model performance results for CBF, TWO PATTERNS (TP), TWO PATTERNS MOD (TP MOD), WAFFER and GUN POINT STSC problems. On the top of the figure, histograms depict the distribution of the detection delay, where negative (positive) delays indicate the detector has predicted changes before (after) the real occurrence. In the lower part, boxplots illustrate the precision and recall of the PED model as per (17) and (18) respectively.

When examining these figures in depth, we observe that PED trained over databases corresponding to Figure 8 shows delay distributions with lower variance than those in Figure 7. However, it is important to note that, given the shape of the patterns within this last group (see CBF in Figure 9), the limits established for these examples become unclear for the ODTW/DTW, due to their elasticity property. Hence, although the predictor appears to be quite imprecise, such an inaccuracy does not alter the main structure of the patterns, as will be later supported by the STSC performance results (see discussion at the end of Section 5.2).

Regarding the precision of PED, boxplots depicted at the bottom of Figures 7 and 8 illustrate the distribution of this score for each of the databases. According to Expression (17), the precision lies between 0 and 1, where 0 indicates failure, and 1 perfect performance. In line with the delay results, PED models learnt for databases in Figure 8 are more precise than those models in Figure 7.

A summarized overview of these results is given in Table 6, which numerically exposes the average precision and delay for each database. We can observe that except for CBF, TWO PATTERNS, TWO PATTERNS MOD...
and GUN POINT, the reported results for the considered benchmark are good in terms of precision. As argued previously, the limits between consecutive events in \textit{CBF, TWO PATTERNS, TWO PATTERNS MOD} and \textit{GUN POINT} databases are diffuse for the ODTW/DTW similarity as per a visual inspection of the events in Figures 9 and 10. Specifically, each black curve in these plots represents a streaming time series (last five events) of the \( D_{\text{query}} \) set; vertical dashed lines depict limits between consecutive events; and red dots indicate changes predicted by the PED, respectively. Since the boundaries between events is diffuse in these databases, streaming frames lose discrimination power, leading to a degradation of the precision and an increase of the delay of PED for these databases.

5.2 Efficiency of PED for STSC problems

We now proceed by evaluating the efficiency of PED when combined with a DTW-NN classifier to solve STSC problems. As stated in Section 4, we use two alternative NN-based classifiers to compare the performance of our PED based DTW-NN classifier: (i) gold-standard (GS) and (ii) the ODTW-based nearest neighbor (ODTW-NN) procedure. To this end, we define the classification accuracy for the \( i \)-th arriving query stream point of \( S_k^{\text{query}} \in D_{\text{query}} \) as:

\[
\text{ACC}_k(i) = \begin{cases} 
1 & \text{if } P_L(i) = T_L(i), \\
0 & \text{otherwise}, 
\end{cases}
\]

where \( P_L(i) \) and \( T_L(i) \) are the predicted and true label for the arriving point \( i \), respectively. Accordingly, \( T_L(i) \) is the same for all instant \( i \) belonging to the same event.

Results corresponding to \textit{CBF, RATIONAL} and \textit{TWO LEAD ECG} STSC problems are displayed at the bottom of Figure 9 and 10, where each curve shows the performance of PED-NN (green), GS (black) and ODTW-NN (gray) classifiers. More precisely, such plots display the accuracy over time averaged over the \( K_{\text{query}} = 12 \) streaming time series in \( D_{\text{query}} \), namely:

\[
\text{ACC}(i) = \frac{1}{K_{\text{query}}} \sum_{k=1}^{K_{\text{query}}} \text{ACC}_k(i),
\]

where \( \text{ACC}_k(i) \) represents the accuracy of the \( i \)-th arriving point as per Equation (21).

We focus on the results obtained for \textit{CBF} STSC problem (Figure 9a) due to its simplicity and straightforward interpretation. For this problem, we observe that both PED-NN and GS render similar average accuracy results, especially in the middle of every event. On the contrary, at the beginning/end of the event the predictions issued by the PED-NN model degrade, getting closer to those corresponding to the ODTW-NN approach. Indeed, if we pay attention to the outputs of PED (red dots), we observe that such predictions have an ample variability, which implies that the similarity is reset in the PED-NN model sooner/later than expected. As a result, the accuracy decreases around the true limits of the event.

For the sake of brevity, we have only described in detail the evolution of \( \text{ACC}(i) \) over time for \textit{CBF, RATIONAL} and \textit{TWO LEAD ECG} representative experiments. The detailed results for the remaining databases are depicted in Figures 9 and 10. According to the division made in the previous section, we have grouped in Figure 9 the databases with diffuse event changes (e.g., \textit{CBF}). On the other hand, results in Figure 10 correspond to databases with well-delimited event changes, such as \textit{RATIONAL} and \textit{TWO LEAD ECG} problems.

Averaged results obtained from all the STSC experiments are summarized in Table 6. For each approach in the benchmark (PED-NN, GS and ODTW-NN), the last three columns show the \( \text{ACC}(i) \) results averaged for all data points arriving over the simulated period. As can be concluded from these results, both PED-NN and GS render similar performance levels in almost all the conducted experiments, which suggests that decisions made on predictions of the PED model do not affect the structure of the events composing the streaming time series. Moreover, if we compare the results of PED-NN and ODTW-NN classifiers, we can see that the former leads to better results. Hence, our proposed PED not only permits to efficiently adapt the NN classifier to upcoming events without disturbing any essential relationship among consecutive data points, but also yields more accurate results as it incorporates DTW (which uses information of the full event) instead of ODTW (which forgets information of the past as it moves forward in the event).

On a closing note, these results are conclusive in regards to the convenience of active adaptation strategies for streaming time series classification in contrast to passive adaptation methods such as the ODTW proposed in [17]. Furthermore, they emphasize the rich information about the stream dynamics contained in the measurement matrix. The use of this information has spanned several research lines that are outlined in the next section.

6 Conclusions and Future Work

In this work we have proposed to exploit the information embedded in streaming frames (namely, partial similarity measurements among all sub-sequences of streaming time series) towards identifying the change
between consecutive events in streaming time series. Our motivation for this purpose is to adapt DTW-NN models to such changes by leveraging the identification of such event changes. To this end, we have proposed PED, a model that categorizes streaming frames over time into event change or no event change classes. When a change is detected, a DTW-NN can adapt to the upcoming event by resetting the computation of the DTW on which it relies to predict the class of the arriving stream data.

A benchmark comprising 10 streaming time series classification databases has been designed to assess the performance of the proposed model. Specifically, we have compared it to that of i) the passive adaptation mechanism proposed in [17], and ii) a GS DTW-NN scheme that assumes perfect a priori knowledge of the instants at which event transitions occur to reset the DTW computation. The reported results of PED in terms of delay and false alarms have provided empirical insights on the utility of the proposed method when combined with DTW-based NN classifiers. In particular, classifiers endowed with the proposed PED and a GS detector have been found to behave similarly in terms of predictive performance, which ultimately buttress the suitability of streaming frames to detect event changes.

Several research directions rooted in this work are planned for the future aimed at investigating further uses of the information contained in streaming frames, including clustering and early classification formulated over streaming time series. Moreover, alternative deep neural network architectures can also be studied to de-
increase the variability of predicted event changes. Finally, given the potential of streaming frames to detect changes between events, further efforts will be invested towards examining whether streaming frames by themselves can discriminate among labels in streaming time series classification, without requiring any additional classifier.
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