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Abstract—This paper optimizes the scheduling and routing of the co-flows of MapReduce shuffling phase in state-of-the-art and proposed Passive Optical Networking (PON)-based Data Centre Network (DCN) architectures. A time-slotted Mixed Integer Linear Programming (MILP) model is developed and used for the optimization with the objective of minimizing either the total energy consumption or the completion time. The DCN architectures include four state-of-the-art electronic switching architectures which are spine-leaf, Fat-tree, BCube, and DCell data centres. The proposed PON-based DCN architectures include two designs that utilize ports in Optical Line Terminal (OLT) line cards for inter and possibly intra data centre networking in addition to passive interconnects for the intra data centre networking between different PON groups (i.e. racks) within a PON cell (i.e. number of PON groups connected to a single OLT port). The first design is a switch-centric design that uses two Arrayed Waveguide Grating Routers (AWGRs) and the second is a server-centric design. The study also considers different traffic patterns defined according to the distribution of map and reduce tasks in the servers and data skewness.

Index Terms—Passive Optical Network (PON), Data Centre Network (DCN), Arrayed Waveguide Grating Router (AWGR), MapReduce, Completion Time, Energy Consumption, Mixed Integer Linear Programming (MILP).

I. INTRODUCTION

The limitations of current Data Centres Networks (DCNs) in terms of capacity, cost, and energy efficiency have triggered the need for new architectures capable of efficiently meeting the growing demands of cloud and fog computing distributed applications [1]. The proven high-performance and cost-effectiveness of Passive Optical Networks (PONs) in access networks have motivated the use of these technologies in designing energy efficient, low cost, scalable, and elastic future cloud and fog DCNs. The integration of optical line terminals in access networks and data centres or additional processing devices for extended fog computing and caching capacities was suggested in [2]–[5].

The benefits of using PONs in data centre networks include low equipment cost, low power consumption, data rate agnostic operation and high scalability of PONs compared to solely using Electronic Packet Switching (EPS). Different PON technologies were considered for data centre networks, mainly while maintaining electronic Top-of-the-Rack (ToR) switches, including Orthogonal Frequency Division Multiplexing (OFDM), Wavelength Division Multiplexing (WDM) PON, and Arrayed Waveguide Grating Routers (AWGRs) [6]–[10]. In [11], five novel PON-based designs were introduced to provide scalable, low cost, energy-efficient and high capacity intra and inter rack interconnections for future DCNs. These designs can replace typical access, aggregation and/or core switches in current DCNs with Optical Line Terminal (OLTs) and different passive intra-rack (i.e. between servers in the same rack) and inter-rack (i.e. between servers in different racks) interconnections. The third design, which is further discussed in [12] and [13], utilizes AWGRs to provide high-performance interconnections between racks within each cell, and an array of photo detectors and tuneable lasers at each server for wavelength detection and transmission. An optimization study for the wavelengths assignment for inter-rack communication was presented in [12]. The energy efficiency of the design was assessed and compared to Fat-Tree and BCube data centres and energy savings of 45% and 80% were achieved, respectively. The work in [13] introduced the fifth design which is a cost-effective server-centric PON DCN that does not require tuneable lasers. Instead, it utilizes Network Interface Cards (NICs) with non-tuneable optical transceivers in the servers for inter-rack communication. Experimental evaluations for the fifth design were provided in [15], [16]. Benchmark studies were conducted against electronic, hybrid and optical DCNs through evaluating the completion time of sort operations performed on big data workloads in [1], while resilience benchmark evaluations were reported in [17].

To improve the performance and/or energy efficiency of MapReduce and related big data applications in different data centres, several studies were conducted. Hadoop clusters were modelled in [18] and the influence of the network topology on the performance was studied. The completion time of MapReduce jobs in different topologies was estimated in [19] and compared to an optimal topology for MapReduce with dedicated links between servers. Also, intermediate data skew was examined and worse performance for all topologies was reported. In [20], we examined the performance and energy efficiency of MapReduce in different electronic, hybrid and all-optical switching data centres and different rate-per-server values. The results indicated that optical switching technologies achieved an average power consumption reduction of 54% compared to electronic switching data centres with comparable performance. Virtual Machine (VM) assignment and traffic engineering were jointly considered in [21] to improve the energy efficiency of MapReduce-like systems. Energy savings of 60% in Fat-tree, and 30% in BCube data centres were achieved. The scheduling of big data traffic was addressed at the co-flow level, which is more applications-aware, in [22]–[24]. The authors in [22] proposed Varys to schedule inter-coflow traffic in data centres. The results indicated 3.66×, 5.53×, and 5.65× improvements compared to fair sharing, per-flow scheduling, and FIFO, respectively. For energy-efficient scheduling of MapReduce workloads, the authors in [25] op-
timized the parameters of the Low Power Idle (LPI) link sleep mode of the Energy Efficient Ethernet (EEE) standard [26] and savings between 5 and 8 times compared to legacy Ethernet were achieved.

In this paper, we first introduce two of the proposed PON-based DCN designs which are an AWGR-centric design and a server-centric design [11]. Then, a time-slotted Mixed Integer Linear Programming (MILP) model is developed and utilized to optimize the scheduling and routing of the co-flows of MapReduce shuffling phase with two objectives in different DCNs including the two PON-based designs. The completion time and energy consumption results based on the objective and the traffic patterns, defined according to the distribution of tasks, total data size and data skewness were then used to compare the performance and energy efficiency of these data centres. The remainder of this paper is organized as follows: Section [I] briefly describes the technologies used and requirements in the two PON-based designs. Section [III] provides a MILP model to optimize the connections and wavelength routing and assignment in the AWGR-centric design and the results. Section [IV] describes the system model used for optimizing the routing and scheduling in data centre networks given the characteristics of the considered MapReduce workloads. Section [V] presents the time-slotted MILP model, while Section [VI] provides the results and discussions. Finally, Section [VII] provides the conclusions.

II. PON TECHNOLOGIES AND DESIGN REQUIREMENTS IN PROPOSED DATA CENTRES

In access networks, PONs provide high speed broadband voice, data and video streaming services through efficient and flexible protocols to end user in premises. A single strand of fiber connected to an OLT port is passively split via splitters or Arrayed Waveguide Gratings (AWGs) to provision services for 128-256 end locations each equipped with an Optical Network Unit (ONU) or an Optical Network Terminal (ONT) at distances of up to 60 km [27]. Typically, this design can be a tree-based or a point to point design. The OLT switches at the central office are responsible for channel access arbitration and upload and download bandwidth allocation. In access networks, ONU to ONU communication is not a concern as the traffic is mostly transmitted from the OLT to users (i.e. download) or from the users to the OLT (i.e. upload). Hence, the tree topology and the lower upload bandwidth compared to the download bandwidth are suitable to meet residential applications requirements [11], [28].

For data centre networking, a Time Division Multiplexing (TDM) and a hybrid TDM-Wavelength Division Multiplexing (WDM) PONs were proposed in [11] by connecting a number of racks containing servers passively to OLT ports with flexible bandwidth allocation ratios. The racks are organized in cells where each cell contains a number of racks and is connected to an OLT port. These designs replace electronic access and aggregation switches by passive connections and core switches by the OLT. In these designs, the servers utilize OLT ports to communicate with other servers in the same cell or in other cells. Thus, this design limits the per server share of an OLT port bandwidth. To improve intra rack communication (i.e. within the rack), three passive technologies were proposed in [11], [28]. Those are a star coupler, a Fiber Bragg Grating, and a Polymer optical backplane that was proposed in [29]. This backplane can provide non-blocking full mesh connectivity with a total of 1 Tbps capacity with multimode polymer waveguides each operating at 10 Gbps rate. This reduces the usage of OLT ports for intra rack traffic. The servers within the rack are interconnected with the remaining servers in the cell and with the OLT passively through directional splitters. For the inter rack communication within a cell, three designs were proposed in [11], [28]. Two of these designs are further discussed in this work which are an AWGR-centric design [12], [13], [30] and a server-centric design [14].

A. The AWGR-centric Design (PON3)

For intra cell connections, the use of two AWGRs was proposed for the AWGR-centric design to achieve non-blocking connection between the racks and with the OLT [11]–[13], [30]. An AWGR provides passive $M \times M$ links between input and output ports. Each input port routes different wavelengths to different output ports and each output port receives a different wavelength from an input port. This can be realized with cyclic and acyclic designs for the wavelengths routing [31]. The number of AWGR ports required (i.e. $M$) is a function of the number of racks within the cell and number of OLT ports used. In this design, each rack is connected to a single input port and a single output port in any of the two AWGRs. The OLT port is connected to both AWGRs through a single input and a single output port in each AWGR. The remaining ports connect the two AWGRs to achieve full connectivity between the racks and with the OLT.

For data centre networking, a Time Division Multiplexing (TDM) and a hybrid TDM-Wavelength Division Multiplexing (WDM) PONs were proposed in [11] by connecting a number of racks containing servers passively to OLT ports with flexible bandwidth allocation ratios. The racks are organized in cells where each cell contains a number of racks and is connected to an OLT port. These designs replace electronic access and aggregation switches by passive connections and core switches by the OLT. In these designs, the servers utilize OLT ports to communicate with other servers in the same cell or in other cells. Thus, this design limits the per server share of an OLT port bandwidth. To improve intra rack communication (i.e. within the rack), three passive technologies were proposed in [11], [28]. Those are a star coupler, a Fiber Bragg Grating, and a Polymer optical backplane that was proposed in [29]. This backplane can provide non-blocking full mesh connectivity with a total of 1 Tbps capacity with multimode polymer waveguides each operating at 10 Gbps rate. This reduces the usage of OLT ports for intra rack traffic. The servers within the rack are interconnected with the remaining servers in the cell and with the OLT passively through directional splitters. For the inter rack communication within a cell, three designs were proposed in [11], [28]. Two of these designs are further discussed in this work which are an AWGR-centric design [12], [13], [30] and a server-centric design [14].

A. The AWGR-centric Design (PON3)

For intra cell connections, the use of two AWGRs was proposed for the AWGR-centric design to achieve non-blocking connection between the racks and with the OLT [11]–[13], [30]. An AWGR provides passive $M \times M$ links between input and output ports. Each input port routes different wavelengths to different output ports and each output port receives a different wavelength from an input port. This can be realized with cyclic and acyclic designs for the wavelengths routing [31]. The number of AWGR ports required (i.e. $M$) is a function of the number of racks within the cell and number of OLT ports used. In this design, each rack is connected to a single input port and a single output port in any of the two AWGRs. The OLT port is connected to both AWGRs through a single input and a single output port in each AWGR. The remaining ports connect the two AWGRs to achieve full connectivity between the racks and with the OLT.

Fig. 1. An example of the AWGR-centric design.

If intra rack communication is to be realized only through one of the passive solutions proposed in this Section, then a total of $G-1$ wavelengths are required for the inter rack connections, where $G$ is the total number of racks and OLT ports communicating. An example of this design with four racks and connection to a single OLT port (i.e. $G=5$) is depicted in Figure 1. This design requires two $4 \times 4$ AWGRs and four wavelengths and allows up to 20 simultaneous connections between different racks and with the OLT. Section [III] provides a MILP model developed to optimize the connections of the
racks and OLT ports to the AWGRs ports and the wavelength assignment for the AWGR-centric design. The servers and the OLT port are equipped with tuneable transceivers. In addition to offloading intra rack traffic, this design also reduces the usage of the OLT port for intercell traffic. If 10 Gbps tuneable transceivers are used in the example in Figure 1 a bisection bandwidth of 200 Gbps can be achieved.

B. The Server-centric Design (PON5)

The server-centric design is depicted in Figure 2. This design utilizes Network Interface Cards (NICs) in servers to forward intra cell traffic between different racks and connects each rack with the OLT port through a single server in that rack. If a single wavelength is to be used, a star coupler can connect the OLT port with the racks and all servers share the bandwidth of that port through TDM only. If WDM is used, an AWG is used instead of the star coupler. This design provides multiple paths between servers in different racks at reduced cost compared to the AWGR-centric design.

III. OPTIMIZING THE AWGR-CENTRIC DESIGN

This Section provides the MILP model developed to optimize the connections and wavelength routing and assignment in the AWGR-centric design. It also provides the optimization results when considering four racks and an OLT port. The MILP model takes an initial topology where all input ports of racks, OLT ports and AWGRs are connected to all output ports of AWGRs, and all output ports of racks, OLT ports and AWGRs are connected to all input ports of AWGRs. It then maximizes the number of achieved connections between the racks and the OLT port by assigning wavelengths to these connections while selecting unique port connections and maintaining correct wavelength routing and AWGRs use.

A. MILP Model for optimizing the connections and wavelength routing and assignment

The sets, parameters, and variables used in this model are provided below:

The objective is to maximize the connections between vertices \( s, d \in \mathbb{P}, s \neq d \) which can be expressed as:

\[
\max \sum_{j \in \mathcal{W}, s, d \in \mathbb{P}, s \neq d} \mu_{j}^{sd}.
\]

Subject to the following constraints:

1) Flow conservation: The allocation of the links and wavelengths to connections follows the flow conservation law [28].

\[
\sum_{n \in \mathbb{N}\setminus m} \chi_{jmn}^{sd} - \sum_{n \in \mathbb{N}\setminus m} \chi_{jnm}^{sd} = \begin{cases} 
\mu_{j}^{sd} & m = s \\
-\mu_{j}^{sd} & m = d \\
0 & \text{otherwise} 
\end{cases},
\]

\forall s, d \in \mathbb{P}, s \neq d, m \in \mathbb{N}, j \in \mathcal{W} \tag{2}

2) Wavelength allocation: Constraint (3) ensures that a single wavelength is selected per communicating pair. Constraint (4) ensures that each destination receives from different sources through different wavelengths. Constraint (5) ensures that each source transmits to different destinations through different wavelengths [28].

\[
\sum_{j \in \mathcal{W}} \mu_{j}^{sd} \leq 1, \forall s, d \in \mathbb{P}, s \neq d. \tag{3}
\]

\[
\sum_{s \in \mathbb{P}, s \neq d} \mu_{j}^{sd} \leq 1, \forall d \in \mathbb{P}, j \in \mathcal{W}. \tag{4}
\]

\[
\sum_{d \in \mathbb{P}, s \neq d} \mu_{j}^{sd} \leq 1, \forall s \in \mathbb{P}, j \in \mathcal{W}. \tag{5}
\]
3) Routing constraints: Constraint (6) ensures that the flow for a connection between any pair is not relayed by any other vertex in $P$. Constraints (7) and (8) are for routing within the AWGRs, the first ensures that flows are only directed from input to output ports and the second ensures that each input port in an AWGR sends a different and single wavelength to each output port [28].

$$\sum_{s,d \in P, s \neq d \atop n \in \mathbb{N}, j \in \mathcal{W}} \chi_{jmn}^{sd} - \sum_{d \in P, d \neq i \atop j \in \mathcal{W}} \mu_{j}^{id} \leq 0, \forall i \in P. \quad (6)$$

$$\sum_{n \in \mathbb{N}, k \in \mathbb{K}} \chi_{jmn}^{sd} \leq 0, \forall s, d \in \mathbb{P}, s \neq d, k \in \mathbb{K}, m \in \mathcal{O}_k, j \in \mathcal{W}. \quad (7)$$

$$\sum_{s,d \in P, s \neq d \atop j \in \mathcal{W}} \chi_{jmn}^{sd} \leq 1, \forall k \in \mathbb{K}, n \in \mathcal{O}_k, m \in \mathcal{I}_k. \quad (8)$$

4) Constraint to ensure that flows are routed only between connected communicating vertices selected according to constraints (10)-(18). Constraint (9) ensures that the sum of traffic in link $(m, n)$ (i.e. $\sum_{s,d \in P, s \neq d} \chi_{jmn}^{sd}$), which can maximally equal to one according to constraint (8), is equal to zero if $\beta_{mn}$ is equal zero and allows the sum to equal to one if $\beta_{mn}$ is equal to one.

$$\sum_{s,d \in P, s \neq d \atop n \in \mathbb{N}, j \in \mathcal{W}} \chi_{jmn}^{sd} \leq \beta_{mn}, \forall m \in \mathcal{N}, n \in \mathcal{N}_m, j \in \mathcal{W}. \quad (9)$$

5) Constraints to determine the connections of the input and output ports of each AWGR with the OLT ports, PON groups and input and output ports of the other AWGR. Constraint (10) ensures that each PON group is connected to a single AWGR input port, while Constraint (11) ensures that each PON group is connected to a single AWGR output port. Constraint (12) assigns a single input port in each AWGR to the connection with the OLT port, while Constraint (13) assigns a single output port in each AWGR to the connection with the OLT port. Constraint (14) ensures that each input port in an AWGR has a unique connection with either a PON group, OLT port, or an output port in the other AWGR. Constraint (15) ensures that each output port in an AWGR have a unique connection with either a PON group, OLT port, or an input port in the other AWGR. Constraint (16) ensures that all input and output ports of an AWGRs are internally connected. Constraint (17) ensures that the remaining output ports of each AWGR are connected to the remaining input ports of the other AWGR. Constraint (18) ensures mutual neighboring between connected vertices.

$$\sum_{k \in \mathbb{K}, n \in \mathbb{N}_k} \beta_{mn} \leq 1, \forall m \in \mathbb{R}. \quad (10)$$

$$\sum_{k \in \mathbb{K}, n \in \mathbb{O}_k} \beta_{mn} \leq 1, \forall m \in \mathbb{R}. \quad (11)$$

5) Constraints to determine the connections of the input and output ports of each AWGR with the OLT ports, PON groups and input and output ports of the other AWGR. Constraint (10) ensures that each PON group is connected to a single AWGR input port, while Constraint (11) ensures that each PON group is connected to a single AWGR output port. Constraint (12) assigns a single input port in each AWGR to the connection with the OLT port, while Constraint (13) assigns a single output port in each AWGR to the connection with the OLT port. Constraint (14) ensures that each input port in an AWGR has a unique connection with either a PON group, OLT port, or an output port in the other AWGR. Constraint (15) ensures that each output port in an AWGR have a unique connection with either a PON group, OLT port, or an input port in the other AWGR. Constraint (16) ensures that all input and output ports of an AWGRs are internally connected. Constraint (17) ensures that the remaining output ports of each AWGR are connected to the remaining input ports of the other AWGR. Constraint (18) ensures mutual neighboring between connected vertices.

$$\sum_{m \in \mathbb{P}, j \in \mathcal{W}} \beta_{mn} \leq 1, \forall k \in \mathbb{K}, m \in \mathbb{T}. \quad (12)$$

$$\sum_{n \in \mathbb{N}_k} \beta_{mn} \leq 1, \forall k \in \mathbb{K}, m \in \mathbb{T}. \quad (13)$$

$$\sum_{m \in \mathbb{P} \cup \mathbb{Q}} \beta_{mn} \leq 1, \forall k \in \mathbb{K}, q \in \mathbb{K}, k \neq q, n \in \mathbb{I}_k. \quad (14)$$

$$\sum_{m \in \mathbb{P} \cup \mathbb{Q}} \beta_{mn} \leq 1, \forall k \in \mathbb{K}, q \in \mathbb{K}, k \neq q, n \in \mathbb{O}_k. \quad (15)$$

$$\beta_{mn} = 1, \forall k \in \mathbb{K}, m \in \mathbb{I}_k, n \in \mathbb{O}_k. \quad (16)$$

$$\beta_{mn} \leq \frac{M}{2} - 1, \forall k \in \mathbb{K}, q \in \mathbb{K}, k \neq q. \quad (17)$$

$$\beta_{mn} = \beta_{nm}, \forall m \in \mathbb{N}, n \in \mathbb{N}_m. \quad (18)$$

B. Connections and Wavelength Assignment Results

In an architecture where four racks, a single OLT port and two $4 \times 4$ AWGRs are used, the MILP-based optimization results for the connections and the wavelength assignment for communication between the racks and the OLT port are provided in Figure 3 and summarized in Table I. This Table shows the wavelengths that individual servers in racks and the OLT port should tune to in order to communicate with other servers in different racks or the OLT port. Such a setup can achieve up to 200 Gbps bisection capacity and allows arbitrary WDM/TDM routing. This bisection bandwidth for the single cell increases to 2 Tbps if 100 Gbps links are used. In the following Section, we developed and utilized a time-slotted MILP model to optimize the scheduling and routing in data centre networks with the objective of minimizing the total energy consumption or the completion time of MapReduce jobs. This
IV. System Model and Parameters

To quantitatively assess the impact of the data centre topology and workloads characteristics on the completion time and the energy efficiency of MapReduce shuffling operations, a MILP model that minimizes either the completion time or the total energy consumption while optimizing the scheduling and routing of co-flows was developed. The problem of optimizing the routing of co-flows with known sources and destinations through a capacitated network that performs shuffling operations can be categorized as a Multi-Commodity Flow problem which is NP-complete, but can be solved with solvers such as CPLEX. The MILP model developed contains additional constraints to model the routing requirements of each data centre topology. Also, the model can be considered time-slotted as a discrete time dimension is introduced in the variables to account for the scheduling of flows or the remainder of flows in the following scheduling time slots at the granularity of a second or less. Moreover, as the workload characteristics are highly coupled with the generated traffic in the data centre, the impact of the intermediate data skewness on the performance and energy efficiency of the routing and scheduling of the shuffling co-flows is also examined. The following Subsections provide the data centre models and the workloads modelling, in addition to the parameters and assumptions considered.

In this work, we optimized the routing and scheduling for pre-allocated map and reduce tasks. Although optimizing the tasks placement to improve the data locality at different stages of MapReduce can improve the performance and energy efficiency in lightly loaded data centres, with larger data sizes and larger data centre scales, it becomes harder to maintain locality for all tasks. Hence, we evaluate the impact of the data centre topology under random tasks allocation which also complies with the random allocation in native unmodified frameworks such as Hadoop. The comparison between the data centres was not performed under similar bisection bandwidth or network diameter (i.e. number of hops between servers) as the work in [33]. Instead, we compared the performance and energy consumption required to shuffle the same amount of data when placing the map and reduce tasks in a fixed number of servers (i.e. 16 servers interconnected using different architectures). Furthermore, the data centre topologies are compared based on available technologies such as unifying the maximum data rate per transponder per wavelength to 10 Gbps while using the most suitable commodity hardware required for each architecture as will be detailed in the following Section.

A. Data Centre Models

Six DCN topologies were considered. These are Fat-tree [34], Spine-leaf [35], BCube [36], and DCell [37] which are electronic switching DCNs. In addition, the AWGR-centric and the server-centric PON-based DCNs were considered. Each data centre is modelled as a graph with vertices in the set $G$ including the servers and the switches. The topology of each data centre is defined by a neighboring set $(G_u)$, where $u$ is a vertex in $G$. Depending on these two sets, the edges of the graph are defined where each edge, denoted as $(u, v)$, represents a link between vertex $u$ and $v$, where $u, v \in G$. The capacity of each edge per wavelength is set to 10 Gbps for all topologies. The power consumption and details of the electronic and optical equipment used in each topology are summarized in Table I and graph representations of the data centres are provided in Figures 4 and 5.

The number of servers needed to accommodate map or reduce tasks is set to 16, to enable the comparison between the different data centre architectures. To accommodate 16 servers, a $k$-ary Fat-tree network [34] with $k = 4$ is sufficient, where $k$ is number of pods and also the number of ports in the switches. Such a Fat-tree requires a total of $3/4k^3 = 48$ links as modelled in Figure 4(a). For BCube [36], 16 servers can be connected in a $k = 1, n = 4$ configuration where $k$ and $n$ represent the layer index and the number of ports in the switches, respectively. In this configuration, a BCube0 is composed of a 4-port switch and 4 servers and the BCube1 is composed of 4 BCube0 units and additional four 4-port switches as depicted in Figure 4(c). A DCellk must be constructed recursively from $n - 1$ DCell$k-1$ units, where $k$ is the layer index and $n$ is the number of servers in each DCell0 [37]. The best configuration to connect 16 servers is a DCell1 with five DCell0 each with 4 servers [37] as in Figure 4(d). To obtain results comparable to other topologies, the additional four servers are not assigned any additional tasks but can be used for the routing. The

### Table I

| OLT port 1 | PON group 1 | PON group 2 | PON group 3 | PON group 4 |
|------------|------------|------------|------------|------------|
| $AWGR_{1}, G_1 = 1$ | $G_{2} = 3$ | $G_{3} = 3$ | $G_{4} = 3$ | $G_{1} = 3$ |
| $AWGR_{2}, G_2 = 3$ | $G_{3} = 3$ | $G_{4} = 3$ | $G_{1} = 3$ | $G_{2} = 3$ |

enables us to compare the performance and energy efficiency of the proposed PON-based AWGR-centric architecture and the server-centric architecture with state-of-the-art data centre architectures.
remaining topologies provide more flexibility with the number of servers in a rack and were configured as in Figures 4(b) and [5].

A 1 rack unit form-factor Cisco switch, model 3524X, was used as the switch in the spine-leaf DCN [38]. For the electronic Top-of-Rack (ToR) switches in the remaining data centres, SG500XG-8FST was used [39]. In the servers of switch-centric topologies and in the ports of electronic switches, 10 Gbps Enhanced Small Form Pluggable (SFP+) transceivers are considered [40]. In the servers of server-centric topologies (i.e. BCube, DCell, and PON5), PE10G2T-SR which is a commodity 10 Gbps NIC from Broadcom was considered [41]. PE10G2T-SR is based on short range Fiber (IEEE standard 802.3ae) connections and contains two 10 Gbps ports that can maximally provide a total of 18.7 Gbps capacity per port due to host and protocol overheads. A server consumes 14.29W to process offloaded 1 Gbps of traffic from this NIC [41].

Two rates ($\rho$) are considered for the transmission rate from each server. These rates are coupled with the data read speed from disks, memory or caches to the transceivers or the NIC of servers. The 2.8 Gbps rate matches the read speed of the MapReduce framework. It is used to read the results of map workers from Solid-State Drives (SSD) of the server before sending to the network. A rate of 8 Gbps can be considered if the framework uses memory, optimizes the use of Redundant Array of Independent Disks (RAID) or if it has caching capabilities in NICs. In this work, the completion time ($M$) calculation is done by only considering the transmission delay that results from the optimum routing and scheduling of the flows. Generally, there are four types of delay in communication networks which are the propagation delays, transmission delays, processing delays and queuing delays [42]. The first is mostly related to the speed of light in fiber links and can be ignored in DCN environments as the length of cables is typically small (i.e. less than 10 km) and the delay is estimated as $5\mu$s per km [43]. The second is related to the capacity of links and the size of the transmitted packets and is considered dominant for elephant flows. The processing delay is related to the control overheads in the switches and NICs and depends on their CPU and RAM resources. The last delay (i.e. queuing delay) is determined by the limited buffer sizes in switches, the processing speed per packet, and the rate of packets arrival to each switch and can be estimated according to queuing theory which is complex in multi-path, and multi-hop connections in DCNs. The authors in [44] studied the performance of applications in Spine-leaf DCNs while assuming that leaf switches are ideal non-blocking switches and that the spine switch is a one large output-queued switch with infinite capacity. The authors in [44] assumed that the switches have unlimited buffer space and modelled them as shared-memory output queued switches that do not drop packets. Based on measurements, the processing latency in leaf switches was found to be 700 ns, while at spine switches 2 $\mu$s. The host networking stack added a 10 $\mu$s delay resulting in a total RTT of 50 $\mu$s. Thus, in studies that optimize the routing and scheduling of large flows, the processing, propagation, and queuing delays can be considered negligible compared to the transmission delay (i.e. the delay associated with transferring large files) [45].

For the AWGR-based data centre (i.e. PON3), we considered the design presented in Figure 1. The corresponding system model is depicted in Figure 5(a). A server-centric PON group (i.e. rack) 1 contains servers 22, 23, 24, and 25, while the forth group contains servers 34, 35, 36, and 37. The OLT WDM port is in node 17, while nodes 1 to 16 are the ports of the two AWGRs. The power consumption of the OLT port is estimated by considering a single Ethernet card in the OLT [46]. The power consumption required to operate the OLT was estimated to be 187 W by considering the maximum power consumption values for the power supply cards, common interface card, and the switching and control cards. The maximum power consumption of a single Ethernet interface card, which has 10G optical modules is 30 W. A Tunable transceiver per server is required for the connections with the AWGRs and OLT port through the AWGRs. We considered SFP-10GDWZR-TC which is a dual fiber 10 Gbps Tunable DWDM transceiver. SFP-10GDWZR-TC consumes a maximum of 2 Watts and has a span of 80 km which is more than sufficient in data centre environments. A Tunable transceiver can only transmit at a single wavelength at a time, but can receive at multiple wavelengths if a wide band filter and appropriate receiver design and network interface are used. We considered a Field-Programmable Gate Array (FPGA)-based Network Interface card which has a power consumption between 11-12.3 W [48]. For the design presented in Figure 1 the servers can communicate with other servers in the rack only through an optical backplane. For the optical backplane connections, we considered additional grey transceivers in the servers with total power consumption of 12 W per rack. The server-centric PON-based design, PON5, is assumed to have a WDM connection with the OLT, hence each of the 4 connected servers have a capacity of 10 Gbps. One cell of the server-centric PON-based DCN design was considered to have 4 servers per rack and a total of 4 racks in a single cell [1]. We considered PE10G2T-SR [41] for the NICs in the servers, in addition to the OLT and optical backplane equipment as in PON3.

**B. MapReduce Traffic Modeling**

In this evaluation, we considered a scenario where ten servers are dedicated for map tasks and six different servers are dedicated for reduce tasks. This configuration resembles a typical tasks ratio in the original Google’s MapReduce [49]. The placement of map and reduce workers was randomly generated for each topology. To effectively examine network bottlenecks, sort workloads are considered. Sorting via MapReduce utilizes identity map functions to generate $<word, 1>$ pairs from large text files. The entire intermediate data is to be shuffled according to words (i.e. keys) to reduce workers in order to be sorted and finally saved. Hence, input, intermediate and output data are all equal in size. The volume of total data to be sorted is varied from 1 Gbits to either 60 Gbits or 120 Gbits. A total of equivalent data is to be shuffled and transferred from map tasks to reduce tasks. We omit the details of assigning
the data to individual tasks in each server and considered the traffic to be shuffled from a server containing several map tasks to one of the servers containing several reduce tasks as a single flow. This generates a total of 60 flows in the data centre network. Beside the shuffling traffic, Data File System (DFS) data transfers and control messages (i.e. heartbeats) are also required for the MapReduce framework. As input data placement is not deterministic in most of MapReduce-based frameworks and as the locality of map input data cannot be always ensured, a step before starting the map phase may include DFS input data transfers. Also, DFS final output data write can be assigned in servers different than the ones that are assigned to reduce tasks which will require additional transmission at the end of the MapReduce job. In this work we only considered the shuffling traffic and for simplicity, we assume that all map tasks finish at the same time and hence, all data is ready for transmission at the beginning of the shuffling phase. Such configuration can be realized by modifying the slow start option whose default configuration in Hadoop enables the shuffling to start when 3% of the map task output is ready [32]. We considered two cases for the flows sizes distribution. In the first case, the results of all map tasks are of equal size, and hence, they generate equal size flows. Such workload is equivalent to the Indy GraySort benchmark which has uniform intermediate key distributions due to balanced words count [50]. The second case considers uneven map task output sizes, which is equivalent to the Daytona GraySort benchmark [51]. The map output file sizes were generated randomly through a uniform distribution-based random generator with
TABLE II

DATA CENTRE-RELATED PARAMETERS

| Topology   | No of servers | No of Switches | No of links | Wavelengths use $W$ | Networking Devices Characteristics |
|------------|---------------|----------------|-------------|---------------------|-----------------------------------|
| Fat-tree   | 16            | 20             | 48          | Grey (colorless)    | SG500XG-8F8T                      |
| Spine-leaf | 16            | 6              | 24          | Grey (colorless)    | Nexus 3524X                       |
| BCube      | 16            | 8              | 32          | Grey (colorless)    | SG500XG-8F8T                      |
| DCell      | 20*           | 5              | 30          | Grey (colorless)    | PE10G2T-SR                        |
| PON3       | 16            | 7              | 64†         | WDM                 | OLT with one card                  |
| PON5       | 16            | 5              | 23          | Grey (colorless)    | PE10G2T-SR†                       |

*The servers are 20 as it is a design scale requirement but workloads are allocated only in 16 servers, * excluding internal AWGRs links, † directional.

values that range between zero to the size of the total shuffling data volume. To ensure that the total sum of the randomly generated flow sizes (i.e., map output sizes) is maintained, proper scaling was performed. Figure 6 shows the range of the skewed flow sizes as an error bar at each value of the total shuffling data volume.

Fig. 6. Size of shuffling flows in Gbps. Blue diamonds represent the uniform flow size with no data skew.

V. MILP MODEL FOR OPTIMIZING THE SCHEDULING AND ROUTING OF MAPREDUCE CO-FLOWS

Typically, in a Multi-Commodity Flow problem and based on the source, destination, and file size information of the flows in a co-flow, a MILP model can be used to optimize and determine the path and the data rate for each source. Then, the largest ratio of data to be sent divided by the data rate value determines the largest completion time required to transmit the co-flow. In the following MILP model, we alternatively considered a time-slotted approach, which allows the scheduling of the flows fully or partially in one of the time slots and in one of the routes between the servers containing the map and reduce tasks. In this case, the most congested link in the last used time slot will determine the maximum transmission time of its flow, and will determine the completion time of transmitting the co-flow. By finding the most congested link, we have identified the link with the largest ratio of data to be sent over that link divided by the data rate of that link. Hence this is equivalent to replacing the multiple sources that send over this link by one source that has data to be sent equal to the sum of the data to be sent by each individual source, hence identifying the largest ratio. Based on the determined schedule and routing, the model also calculates the energy consumption based on the power consumption values of the networking equipment and the duration each element in the network is used while assuming that it will be on during the time slots it is utilized in.

In what follows, the developed MILP model for this optimization problem is described. This model takes the topology of the data centre (i.e., connections and capacity of links), the power consumption for all equipment and the total shuffling traffic as input and provides the schedule (i.e., time slot and amount of assigned traffic for each link), the completion time and the total energy consumption. This is obtained under one of two objectives which are to reduce the energy consumption or to reduce the completion time and while considering the architectural and routing constraints. In our previous work, we utilized MILP in addition to different heuristics to reduce the energy consumption in different network architectures and for different applications and systems. The work in [52], [53] considered the energy efficiency of different optical networking architectures. In [54]–[58] the energy efficiency of IP over WDM core networks was addressed through optimizing the network design, data centres placement and renewable energy use. The study in [59] optimized virtual networks embedding in IP over WDM networks while the comprehensive work in [60] considered the energy efficiency of future IP over WDM network through design, network embedding and content placement joint optimization. In [61], the bounds on the energy efficiency of future IP over WDM networks were evaluated, while in [62], [63] the energy efficiency of core networks while accounting for their survivability was addressed. In [64], the energy efficiency of IP over WDM networks was considered while accounting for recent Internet subscription models. The energy efficiency of content distribution systems such as cloud-based systems [65], peer-to-peer systems [66] and video content caching in core network and fog data centres...
locations [67], [68] was also considered. In [69], the energy efficiency of virtual machine placement in cloud and fog environments was studied and in [70], [71] optimizing big data transmission and progressive processing in core IP over WDM networks was addressed. The design of disaggregated data centres with optical interconnects was optimized in [72]. Access networks design optimization with network function virtualization [73], different Internet-of-Things (IoT) devices and systems [74]–[76] and with patient-centric systems and applications that are based on big data analytics [77], [78] was addressed. Also, virtual machine placement optimization in the AWGR-centric PON-based data centre design was addressed in the study in [79] and the end-to-end delay when using the server-centric PON-based data centre design in fog environment was studied experimentally in [80]. For this work, the parameters and variables of the developed MILP model are provided below. All variables are set to be larger than or equal to zero. The sets are represented as double-lined letters while the small letters in the subscripts and postscripts indicate the indices of the parameters or variables.

**Sets and parameters:**

- $G$: Set of all vertices (servers and switches) in the data centre
- $G_u$: Set of neighbors of vertex; $u \in G$
- $\mathbb{R}$: Set of all servers in the data centre ($\mathbb{R} \subseteq G$)
- $\mathbb{S}$: Set of switches in the data centre ($\mathbb{S} \subseteq G, \mathbb{R} \cap \mathbb{S} = \emptyset$)
- $\mathbb{W}$: Set of all wavelengths
- $\mathbb{T}$: Set of all time slots
- $D$: The duration of a time slot (in seconds)
- $\Delta_{sd}$: The total shuffling traffic to be transmitted from server $s$ to server $d$ (in Gbps)
- $C_{uvw}$: Capacity of link $(u,v)$; $u,v \in G$, at wavelength $w \in \mathbb{W}$ (in Gbps)
- $P_{i(max)}$: Maximum power consumption of a transceiver in server $i$; $i \in \mathbb{R}$ or switch $i$; $i \in \mathbb{S}$ or an NIC in server $i$; $i \in \mathbb{R}$ (in Watts)
- $\epsilon$: The performance per Watt in servers with an NIC (in Watts per Gbps)
- $O_{i(max)}$: Maximum power consumption of switch $i$; $i \in \mathbb{S}$ (in Watts)
- $\rho$: The maximum data rate per server (in Gbps)
- $\sigma$: The maximum data rate per switch (in Gbps)
- $L$: A very large number
- $Q$: A weighting factor

In the data centre networks considered, active devices are either transceivers or NICs in servers in addition to switches. The power consumption of the transceiver in server $i$ at wavelength $w$ and time slot $t$ with an ON/OFF power profile is equal to:

$$\theta_{iwt} = B_{iwt} P_{i(max)},$$

\hspace{1cm} $\forall i \in \mathbb{R}, w \in \mathbb{W}, t \in \mathbb{T}$. \hspace{1cm} (19)

The power consumption of an NIC in server $i$ at wavelength $w$ and time slot $t$ is equal to:

$$\theta_{iwt} = B_{iwt} P_{i(max)} + \epsilon \beta_{iwt},$$

\hspace{1cm} $\forall i \in \mathbb{R}, w \in \mathbb{W}, t \in \mathbb{T}$. \hspace{1cm} (20)

The power consumption of switch $i$ at wavelength $w$ and time slot $t$ is equal to:

$$\phi_{iwt} = A_{iwt} O_{i(max)},$$

\hspace{1cm} $\forall i \in \mathbb{S}, w \in \mathbb{W}, t \in \mathbb{T}$. \hspace{1cm} (21)

Then, the total energy consumption ($E$) is equal to:

$$E = D \left[ \sum_{i \in \mathbb{R}, w \in \mathbb{W}, t \in \mathbb{T}} \theta_{iwt} + \sum_{i \in \mathbb{S}, w \in \mathbb{W}, t \in \mathbb{T}} \phi_{iwt} \right].$$ \hspace{1cm} (22)

The MILP model can have one of the following two objectives. The first objective is to minimize, $E$, the total energy consumption which can be expressed as:

$$\min \left[ E + Q \sum_{s,d \in \mathbb{R}, t \in \mathbb{T}, s \neq d} (t \delta_{sd}) \right],$$ \hspace{1cm} (23)

and the second objective is to minimize, $M$, the latest completion time of shuffling which can be expressed as:
The second term in both objectives is to schedule the flows in the earliest time slots possible (i.e. encourage the use of first slots) and therefore the optimization is not skewed by large files which take the longest to be transmitted, hence causing the model to possibly schedule small files late (i.e. near completion time of the largest file). This term in effect improves the fairness for small files when large files are also present. Both objectives are to be calculated under the following capacity and architectural constraints in the data centre network represented by $G$, $G_u$, $R$, $S$ and $C_{uvw}$:

1) Flow conservation in the data centre: The allocation of the links to the flows follows the flow conservation law at each time slot $t$ and wavelength $w$:

$$
\sum_{v \in G_u} \chi_{uvwt} - \sum_{v \in G_u} \chi_{uvwt} = \begin{cases} 
\delta_{sdt} & u = s \\
-\delta_{sdt} & u = d \\
0 & \text{otherwise}
\end{cases},
$$

$\forall s, d \in R, s \neq d, u \in G, v \in W, t \in T$.  

(25)

2) Constraint to ensure that the total egress traffic from a server does not exceed the maximum rate per server at each time slot $t$:

$$
\sum_{v \in G_u, w \in W} \psi_{uvwt} \leq \rho; \forall i \in R, t \in T.
$$

(26)

3) Constraint to ensure that the total ingress traffic of a switch does not exceed the maximum allowed rate per switch at each time slot $t$:

$$
\sum_{u \in G_i, w \in W} \psi_{uiwt} \leq \sigma; \forall i \in S, t \in T.
$$

(27)

4) Constraint to ensure that the total traffic for shuffling data flows in link $(u, v)$ at wavelength $w$ and time slot $t$ does not exceed its capacity:

$$
\psi_{uvwt} \leq DC_{uvw}; \forall u \in G, v \in G_u, w \in W, t \in T.
$$

(28)

5) Constraint to calculate $\psi_{uvwt}$ by summing the traffic for all shuffling data flows between all servers that pass through link $(u, v)$ at wavelength $w$ and time slot $t$:

$$
\psi_{uvwt} = \sum_{s, d \in R, s \neq d} \chi_{uvwt},
$$

$\forall u \in G, v \in G_u, w \in W, t \in T$.  

(29)

6) Constraint to ensure that the sum of shuffling data flow sizes to be sent from server $s$ to server $d$ in all time slots is equal to the total flow size:

$$
\sum_{t \in T} \delta_{sdt} = \Delta_{sd}; \forall s, d \in R, s \neq d.
$$

(30)

7) Constraints to find which transceivers or NICs are used (i.e. $B_{iwt}$ is equals to 1 only if $\beta_{iwt} > 0$ and is equal to 0 otherwise):

$$
\beta_{iwt} = \sum_{v \in G_u} \psi_{ivwt} + \sum_{w \in W} \psi_{uiwt}, \quad \text{and}
$$

(31)

$$
L \beta_{iwt} \geq B_{iwt}, \quad \text{and}
$$

(32)

$$
\beta_{iwt} \leq L B_{iwt}; \forall i \in R, w \in W, t \in T.
$$

(33)

8) Constraints to find which switches are used (i.e. $A_{iwt}$ is equal to 1 only if $\alpha_{iwt} > 0$ and is equal to 0 otherwise):

$$
\alpha_{iwt} = \sum_{v \in G_u} \psi_{ivwt} + \sum_{w \in W} \psi_{uiwt}, \quad \text{and}
$$

(34)

$$
L \alpha_{iwt} \geq A_{iwt}, \quad \text{and}
$$

(35)

$$
\alpha_{iwt} \leq L A_{iwt}; \forall i \in S, w \in W, t \in T.
$$

(36)

9) Constraints to find if link $(u, v)$ is active (i.e. $\Gamma_{uvw} = 1$ only if $\psi_{uvwt} > 0$ and is equal to 0 otherwise):

$$
L \psi_{uvwt} \geq \Gamma_{uvw}, \quad \text{and}
$$

(37)

$$
\psi_{uvwt} \leq L \Gamma_{uvw}, \forall u \in G, v \in G_u, w \in W, t \in T.
$$

(38)
10) Constraints to find the transmission time in link \((u, v)\) at wavelength \(w\) if it is used up to time slot \(t\) and is active at it:

\[
\Omega_{uvwt} = D(t - 1) + \frac{\psi_{uvwt}}{C_{uw}}, \quad \text{and} \quad (39)
\]

\[
\tau_{uvwt} \leq L \Gamma_{uvwt}, \quad \text{and} \quad (40)
\]

\[
\tau_{uvwt} \leq \Omega_{uvwt}, \quad \text{and} \quad (41)
\]

\[
\tau_{uvwt} \geq \Omega_{uvwt} - L(1 - \Gamma_{uvwt}), \quad \text{and} \quad (42)
\]

\[
\forall u \in G, v \in G_u, w \in W, t \in T.
\]

11) Constraints to calculate \(M\), which is the completion time determined by the calculated transmission time at the last used link:

\[
M \geq \tau_{uvwt}, \quad \text{and} \quad (43)
\]

\[
M \leq \tau_{uvwt} + L[1 - Z_{uvwt}], \quad \text{and} \quad (44)
\]

\[
\forall u \in G, v \in G_u, w \in W, t \in T, \quad \sum_{i \in G, v \in G_u, w \in W, t \in T} Z_{uvwt} = 1. \quad (45)
\]

For PON3, the following additional set and constraints are required:

1. Set of input ports of the two AWGRs

12. Constraint to ensure that servers do not forward the traffic of other servers:

\[
\sum_{u \in \mathbb{R}, v \in G_u, w \neq s} \chi_{uvwt} \leq 0,
\]

\[
\forall s \in \mathbb{R}, d \in \mathbb{R}, w \in \mathbb{W}, t \in \mathbb{T}, s \neq d. \quad (46)
\]

13. Constraint to ensure that each server transmits only at one wavelength \(w\) in a given time slot \(t\):

\[
\sum_{w \in \mathbb{W}} \Gamma_{uvwt} \leq 1,
\]

\[
\forall u \in \mathbb{R}, v \in G_u \cap \mathbb{I}, t \in \mathbb{T}. \quad (47)
\]

### VI. RESULTS AND DISCUSSION

This Subsection provides the total energy consumption calculated by Equation 22 and the completion time estimated by Equations 43 and 45 when optimizing the routing and scheduling of shuffling traffic under the objective of minimizing the total energy consumption (i.e. Equation 23) or the completion time (i.e. Equation 24). In all cases, the results are the outcome of the relevant MILP model and constraints. The results are generated for several scenarios while considering the parameters in Table III for the MILP model in Section V.

#### A. Electronic DCNs

1) Energy Consumption and Completion Time with ON/OFF power profile and no intermediate data skew: Figures 7, 8, 9 and 10 show the results based on the MILP-obtained optimum routing and scheduling for shuffling traffic in Spine-leaf, Fat-tree, BCube, and DCell DCNs, respectively. The shuffling data is assumed to have no skew, ranging from 1 Gbits to 120 Gbits and the ON/OFF power profile was considered for the networking equipment with the specifications detailed in Table I. Two rates per server values (\(\rho\)) were considered which are 2.8 Gbps and 8 Gbps. As the power profile is ON/OFF for the switches, transceivers and NICs, they consume the same amount of power if their traffic is high or low. Higher server rates lead to lower energy use for the same amount of data to be sent due to higher utilization for shorter duration. Thus for the total energy consumption results in Figures 7(a) - 10(a), the dashed curves for \(\rho = 2.8\) Gbps show higher energy consumption compared to \(\rho = 8\) Gbps results.

For the electronic DCNs, \(D\), which is the time slot used for scheduling, was set to be 1 second. As the time is discrete and increases in integer multiples of \(D\), a higher server rate does not necessarily provide an advantage if the file size is small. Namely if the file is small, the lower server rate may complete the transmission for example at 0.9 \(D\) and a higher rate server may complete the transmission in 0.2 \(D\). Both systems will need a full time slot, hence the advantage of a higher data rate in terms of the power efficiency is small at small file sizes. If the time is continuous (i.e. not discrete), then a higher data rate per server will mean that the data is transmitted in shorter time and hence the equipment can be switched off sooner leading to higher energy efficiency for higher data rates per server.

The best strategy to minimize the energy consumption with an ON/OFF power profile is to transmit at the maximum available rate through fewer devices while switching off the remaining devices.

For all the data centres, the results show the trade-offs between the optimization results under the two objectives in Equation 23 (i.e., minimizing the energy consumption) and Equation 24 (i.e., minimizing the completion time). The results for the first and second objectives are represented in red and blue curves, respectively in Figures 7 - 10. With the objective of minimizing the energy consumption, the total energy consumption values are lower than with the objective of minimizing the completion time as can be seen in Figures 7(a) - 10(a) and the completion time is higher than with the objective of minimizing the completion time as can be seen in Figures 7(b) - 10(b). For the configurations and parameters in Figure 4, Table II and Table III for the data centres, the completion time results under the same objective (i.e., minimizing \(E\) or \(M\)) are comparable. The most energy efficient data centre is Spine-leaf and the least energy efficient is DCell due to excessive use of CPU in servers for processing offloaded traffic.

2) Energy Consumption and Completion Time with ON/OFF power profile and intermediate data skew: The results for the energy consumption and completion time when the data is skewed were generated for optimizing the scheduling and routing for total shuffling data sizes of up to 60 Gbits with a data rate per server (\(\rho\)) of 8 Gbps. For each total shuffling data size and each data centre, two runs for the flow sizes, randomly generated, were utilized. Figures 11, 12, 13 and 14 illustrate the results for Spine-leaf, Fat-tree, BCube, and DCell DCNs, respectively.

The results show that under the two different objectives
Fig. 7. Results for Spine-leaf DCN with no intermediate data skew: (a) Energy consumption, (b) Completion time.

Fig. 8. Results for Fat-tree DCN with no intermediate data skew: (a) Energy consumption, (b) Completion time.

Fig. 9. Results for BCube DCN with no intermediate data skew: (a) Energy consumption, (b) Completion time.
(a) Energy consumption, (b) Completion time.

(i.e. minimizing the energy consumption or the completion time), the abilities of different data centres to overcome the overheads of data skew are different. For Spine-leaf and Fat-tree data centres, the completion time results when minimizing the power consumption or the completion time for skewed data indicated almost negligible impact on either objective. However, to achieve this for the objective of minimizing the completion time for total data sizes larger than 30 Gbits, an increase by about 100% in the energy consumption is required. For BCube, a similar trend was observed but to achieve completion time similar to that when no skew is present for total data size larger than 40 Gbits, the increase in the power consumption is about 27%. DCell results depicted in Figure 14 indicated that optimizing the scheduling and routing with any of the two objectives resulted in better balancing for the impact of intermediate data skew compared to the other data centres.
B. PON-based Optical DCNs

We considered a data rate per server ($\rho$) of 8 Gbps for the evaluation of the completion time and energy consumption in the PON-based DCNs without and with intermediate data skew. For PON3, and as a tuneable transceiver allows each server to transmit at a single wavelength in a given time slot, $D$ was reduced to 0.25 seconds and an adequate number of slots was considered (i.e. up to 6 slots). This allows each map server to communicate with the six reduce servers in different time slots through the AWGR in case they are located in different racks. The results in Figure 15 indicate that the completion time is reduced by about 50% compared to electronic data centres while reducing the energy consumption by up to about 88%. This reduction is attributed to the many server to server routes at different wavelengths achieved by the PON design that allow better utilization of links. The results in Figure 16 indicate that PON5 achieves similar completion time to that of electronic data centres while having lower energy consumption by about 55% and 40% compared to BCube and DCell server-centric data centres, respectively and similar or slightly higher power consumption compared to switch-centric data centres (i.e. Spine-leaf and Fat-tree). Intermediate data skew was also considered and the results show that PON3 and PON5 data centres are reasonably robust to data skew.

VII. CONCLUSIONS

This paper introduced and studied in detail two PON-based data centre designs; an AWGR-centric design (PON3) and a server-centric design (PON5) that were proposed in [11], [28]. Both designs utilize ports with OLT line cards for inter and possibly intra data centre networking in addition to passive interconnects for the intra data centre networking between different PON groups (i.e. racks) within a PON cell (i.e. number of PON groups connected to a single OLT port). The AWGR-centric design example presented in this paper allows up to 20 simultaneous connections between different racks and the OLT with bisection bandwidth of 200 Gbps when using 10 Gbps tuneable transceivers and $4 \times 4$ AWGRs. The server-centric data centre provides a design with better resilience and cost effectiveness compared to the AWGR-centric design. To evaluate the performance and energy efficiency of these designs, a time-slotted MILP model was developed and used to optimize the scheduling and routing of the co-flows in the shuffling phase of MapReduce. Two objectives were considered, which are minimizing the total energy consumption or minimizing the completion time of the shuffling phase. For both objectives, an additional aim was to try to utilize earlier time slots which also helps in reducing the completion time. Thus, the completion time reduction objective aims to purely reduce completion time without any consideration for the energy consumption, while the energy minimization objective also targets reducing the completion time but as a lower priority. The smallest completion time was obtained for PON3 due to the use of WDM in the architecture which offers higher capacities per route. DCell was found to have the highest energy consumption when minimizing the
completion time due to excessive use of CPU in servers to process offloaded traffic from NICs. At a data rate per server of 8 Gbps, the AWGR-centric DCN achieved completion time reduction by about 50\% compared to electronic data centres while reducing the energy consumption by up to about 88\%. The server-centric PON data centre design achieved similar completion time to that of electronic data centres while having lower energy consumption by about 55\% and 40\% compared to BCube and DCell server-centric data centres, respectively. The impact of data skew and the ability of data centres to reduce their overheads in terms of the energy consumption or the completion time was also examined. The least sensitive DCNs to intermediate data skew are the PON-based optical DCNs and the server-centric electronic data centres.
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