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Abstract. We study integral curvature conditions for a Riemannian metric \( g \) on \( S^4 \) that quantify the best bilipschitz constant between \( (S^4, g) \) and the standard metric on \( S^4 \). Our results show that the best bilipschitz constant is controlled by the \( L^2 \)-norm of the Weyl tensor and the \( L^1 \)-norm of the \( Q \)-curvature, under the conditions that those quantities are sufficiently small, \( g \) has a positive Yamabe constant and the \( Q \)-curvature is mean-positive. The proof of the result is achieved in two steps. Firstly, we construct a quasiconformal map between two conformally related metrics in a positive Yamabe class. Secondly, we apply the Ricci flow to establish the bilipschitz equivalence from such a conformal class to the standard conformal class on \( S^4 \).

1. Introduction

A bilipschitz map between two metric spaces \((X, d_X)\) and \((Y, d_Y)\) is a map \( f: X \to Y \) for which there exists a constant \( L > 0 \) so that for all \( x_1, x_2 \in X \),

\[
\frac{1}{L} d_X(x_1, x_2) \leq d_Y(f(x_1), f(x_2)) \leq L d_X(x_1, x_2).
\]

Let \( g \) be a smooth Riemannian metric on \( S^4 \). In this paper we give integral curvature conditions which control the best bilipschitz constant between \( (S^4, g) \) and \( S^4 \) equipped with the standard spherical metric. We show that the dependence of \( L \) can be controlled by the conformally invariant \( L^2 \)-norm of the Weyl tensor and the \( L^1 \)-norm of the \( Q \)-curvature whenever those norms are sufficiently small. The only non-conformally invariant quantity that controls the bilipschitz constant is the \( Q \)-curvature of the metric.

The conformally invariant Yamabe constant, \( Y([g]) \) is defined as

\[
Y([g]) = \inf_{\hat{g} = e^{2w}g} \frac{1}{\text{vol}_{\hat{g}}(S^4)^{1/2}} \int_{S^4} R_{\hat{g}} d\hat{v}.
\]

We prove the following theorem for metrics with non-negative Yamabe constant.

**Theorem 1.1.** Let \( g_1 \) be a metric so that \( Y([g_1]) \geq 0 \). Let \( g_0 \) be a metric in the conformal class of \( g_1 \). Suppose additionally that

\[\int_{S^4} Q_1 dv_1 \geq 0, \tag{1}\]

where \( Q_1 \) is the \( Q \)-curvature of \( g_1 \). Let \( w: S^4 \to \mathbb{R} \) be the smooth function such that \( g_1 = e^{2w} g_0 \). There exists \( \epsilon_1 > 0 \) such that if

\[
\alpha = \int_{S^4} |Q_1 e^{4w} - Q_0| dv_0 < \epsilon_1,
\]

then there exists a quasiconformal and bilipschitz map \( f: (S^4, g_1) \to (S^4, g_0) \) whose bilipschitz constant depends only on \( \alpha \) and \( g_0 \). More precisely, the bilipschitz constant \( L_1 \) of \( f \) satisfies

\[L_1 \leq 1 + C\alpha,
\]

where \( C \) only depends on \( g_0 \).
We also prove a theorem that quantifies the bi-Lipschitz constant of the identity map between \((S^4, g_0)\) and \(S^4\) equipped with the standard metric. The solution to the Yamabe problem in this setting guarantees the existence of a metric in the conformal class of \(g\) that has constant scalar curvature. This metric is often called the Yamabe metric. The following theorem states that the best bi-Lipschitz constant between the Yamabe metric of a conformal class and the standard spherical metric depends on the \(L^2\)-norm of the Weyl tensor.

**Theorem 1.2.** Let \(g_0\) be a Yamabe metric of constant and positive scalar curvature on \(S^4\), let
\[
\beta = \int_{S^4} |W|^2 dv_0,
\]
and let
\[
\gamma = \int_{S^4} |B|^2 dv_0,
\]
where \(W\) is the Weyl tensor and \(B\) is the Bach tensor. There exists a constant \(\epsilon_2 > 0\) such that if \(\beta < \epsilon_2\), then \((S^4, g_0)\) is bi-Lipschitz equivalent to \((S^4, g_c)\), where \(g_c\) is the standard metric for \(S^4\). That is, for all \(x, y \in \mathbb{R}^4\) there exists \(L_2 > 0\) such that
\[
\frac{1}{L_2} d_{g_c}(x,y) \leq d_{g_0}(x,y) \leq L_2 d_{g_c}(x,y),
\]
where \(L_2 \leq 1 + C' \gamma \beta\).

From these theorems we directly deduce the main theorem of the paper.

**Theorem 1.3 (Main Theorem).** Let \(g\) be a smooth Riemannian metric on \(S^4\) with a positive Yamabe constant and let \(g_0\) be the Yamabe metric in the conformal class of \(g\) with constant scalar curvature. Additionally, suppose that
\[
\int_{S^4} Q dv \geq 0,
\]
where \(Q\) is the \(Q\)-curvature for \(g\). There exists constants \(\epsilon_1, \epsilon_2 > 0\) so that if
\[
\alpha = \int_{S^4} |Q_1 e^{4w} - Q_0| dv_0 < \epsilon_1
\]
and
\[
\beta = \int_{S^4} |W|_{g_0}^2 dv_0 < \epsilon_2,
\]
then there exists a bi-Lipschitz map \(f: (S^4, g) \to (S^4, g_c)\), where \(g_c\) is the standard metric on \(S^4\), such that the bi-Lipschitz constant \(L\) of \(f\) depends on \(\alpha\) and \(\beta\) in the sense that
\[
L \leq 1 + C_1 \alpha + C_2 \beta,
\]
where \(C_1\) may depend on the conformal class of \(g\) and \(C_2\) only depends on the \(L^2\)-norm of the Bach tensor for \(g_0\).

The result in the main theorem is related to the general question of bi-Lipschitz uniformization of a metric space. What conditions are needed on a metric space for it to be bi-Lipschitz equivalent to a model space (in our case the four-dimensional sphere)? In the two-dimensional setting this problem has been studied extensively. Bonk and Lang in [3] showed that \((\mathbb{R}^2, g)\) is bi-Lipschitz equivalent to \((\mathbb{R}^2, |dx|^2)\) if the Gaussian curvature is integrable and the integral of the positive part of the Gaussian curvature is less than \(2\pi\). In two dimensions this is a sharp result as a counterexample can be constructed by taking an infinite cylinder with one hemispherical cap. This theorem was first conjectured by Fu in [14], where he showed a similar result with the added condition that the \(L^1\)-norm of the Gaussian curvature of \(g\) is small.

Bonk, Heinonen and Saksman in [3] were able to extend the two-dimensional result to all even dimensions. They showed that \((\mathbb{R}^4, e^{|2w|}|dx|^2)\) is bi-Lipschitz to \((\mathbb{R}^4, |dx|^2)\) whenever the \(L^1\)-norm of the \(Q\)-curvature for \(e^{2w}\) is sufficiently small. Their methods can be applied to the spherical setting and so a special case of Theorem 1.3, when \(g_0\) is conformally flat and \(g_0\) is the standard metric on the sphere, follows from their work.

The results in [3] were improved upon in [28] where Wang showed that if the \(Q\)-curvature is integrable and the positive part of the \(Q\)-curvature integrates to less than \(2^n - 2((n - 2)/2)! \pi^{n/2}\), then the space is bi-Lipschitz.
equivalent to the standard Euclidean space. In both the two dimensional and higher dimensional cases the inequality is sharp. An infinite cylinder with one hemispherical cap will give the equality case and such a manifold is not bilipschitz equivalent to the standard Euclidean space. This method was also applied to the Heisenberg group by Austin in [2], where the author constructed a quasiconformal map whose Jacobian was comparable to the logarithmic potential of a given measure with small total variation.

We also note that quantifying the best bilipschitz constant between two non-compact manifolds also quantifies the best constant in the isoperimetric inequality of the manifold. In dimension two, the asymptotic isoperimetric inequality on a non-compact surface depends only on the integral of the Gaussian curvature. This was shown by Finn in [13] and followed the work of Cohn-Vossen [11] and Huber [22]. Following the two-dimensional result, asymptotic isoperimetric inequalities in four dimensions were shown to depend on the $L^1$-norm of the $Q$-curvature by Chang, Qing and Yang in [8] and [9]. This was also generalized by Wang, in [29]. Wang showed that the constant in the isoperimetric only depends on the $L^1$-norm of the $Q$-curvature when the underlying manifold is $\mathbb{R}^4$.

We adapt the methods in [3] to consider the non-conformally flat setting. We study the dependence of the best bilipschitz constant between $(S^4, g)$ and $(S^4, g_c)$, where $g_c$ is the standard metric on $S^4$, on integral curvature quantities. The dependence relies on the conformal invariant $L^2$-norm of the Weyl tensor and the $L^1$-norm of the $Q$-curvature of $g$. Our main theorem can also be applied to certain settings on $\mathbb{R}^4$. For example, if $\mathbb{R}^4$ is equipped with a metric that is asymptotically flat, we expect our results to still hold. For simplicity we work only on $S^4$ and we do not discuss the non-compact setting. In the compact setting, the identity map between $(S^4, g_1)$ and $(S^4, g_0)$ is always bilipschitz. So, opposed to the previous work on $\mathbb{R}^4$, the question of the existence of a bilipschitz map is no longer relevant. Rather, we study the dependence of the best bilipschitz constant on the $Q$-curvature and Weyl tensor.

The bilipschitz map given by the main theorem is achieved as the composition of two maps. The first map is a bilipschitz map between the original metric and the Yamabe metric within its conformal class. This map is constructed via a vector flow argument that follows the work in [3]. The flow yields a quasiconformal map from $(S^4, g_1)$ to $(S^4, g_0)$: it is additionally bilipschitz as a map between $(S^4, g_1)$ and $(S^4, g_0)$.

The use of vector fields to construct quasiconformal mappings on $\mathbb{R}^n$ was first developed by Reimann in [26]. He showed that if the Ahlfors conformal strain tensor of a vector field $\nu$ satisfied

$$\|SV\|_\infty = \|(DV + Dv^T)/2 - Tr(Dv)Id/n\|_\infty < c,$$

then the flow along $v$ is quasiconformal with a quasiconformal constant that is less than $e^{nc^t}$ at time $t \geq 0$. Pierzchalski in [25] partially generalized the work of Reimann to the Riemannian manifold setting. Bonk, Heinonen and Saksman, in [3], developed this further to show that the Jacobian of the flow maps corresponded to the divergence of $v$. We discuss the quasiconformal theory in Section 2. We also generalize the quasiconformal vector flow theory of the above authors to the more general setting of Riemannian metrics on $S^4$.

On a Riemannian manifold $(M, g)$, the $Q$-curvature is defined as

$$Q = \frac{1}{12} \left(-\Delta R + \frac{1}{4} R^2 - 3|E|^2\right),$$

where $R$ is the scalar curvature and $E$ is the traceless Ricci tensor. The $Q$-curvature satisfies a conformal transformation law similar to the Gaussian curvature for surfaces. More precisely,

(2) 

$$Pg_0 w + 2Q_{g_0} = 2Q_{g} e^{4w},$$

whenever $g = e^{2w}g_0$. Here, $P_{g_0}$ is the Paneitz operator and is defined by

$$P = \Delta^2 + \text{div} \left(\frac{2}{3} R - 2 \text{Ric}\right) d.$$

If $g_0 = |dx|^2$ on $\mathbb{R}^4$, then (2) becomes

$$\Delta^2 w = 2Q_{g} e^{4w}.$$
The function \( w \), under the condition that \( e^{2w}|dx|^2 \) is a normal metric, can be expressed as a logarithmic potential
\[
w(x) = \frac{1}{8\pi^2} \int_{\mathbb{R}^4} \log \frac{|y|}{|x-y|} Q_g(y) e^{4w(y)} dy + C,
\]
where \( C \) is a constant (see [3] for a discussion of normal metrics). Using this observation, the authors of [3] defined a vector field \( v \) so that
\[
div v \sim \int_{\mathbb{R}^4} \log \frac{|y|}{|x-y|} Q_g(y) e^{4w(y)} dy.
\]
If a map is given as the solution to the differential equation
\[
\frac{df(t,x)}{dt} = v(f(t,x)),
\]
then the Jacobian of \( f \) will be comparable to \( e^{4w} \). The map \( f \) was then shown to be quasiconformal as well, which implies that it is bilipschitz between \((\mathbb{R}^4, e^{2w}|dx|^2)\) and the standard Euclidean space.

The crucial part of the argument in [3] is that the vector field arises from a logarithmic potential. In order to adapt these methods to prove Theorem 1.1, we employ the Green’s function for the Paneitz operator as a substitute for the logarithmic potential. The Green’s function for the Paneitz have been studied previously (see e.g., Gursky and Malchiodi [18] and Hang and Yang [20]). Whenever the Paneitz operator is invertible, the function \( w \) can be expressed as
\[
w(x) = \int_{S^4} G(x,y) Q(y) e^{4w(y)} dv_{g_0}(y) + C,
\]
where \( G(x,y) \) is the Green’s function and \( C \) is a constant. We then show that the Green’s function behaves similarly to a logarithmic potential, which allows us to use methods as in [3] to prove Theorem 1.1.

Theorem 1.2 is a result of the fact that the Ricci flow on \((S^4,g_0)\) converges as \( t \to \infty \) to the standard metric on the sphere whenever the Weyl tensor has a sufficiently small \( L^2 \)-norm. This was originally shown by Gursky in [16] for Yamabe metrics on \( S^n \). It was shown by Chen in [10] for asymptotically flat metrics on \( \mathbb{R}^n \).

In the literature there are many results that assume some curvature pinching on \( S^4 \) or \( \mathbb{R}^4 \) to imply that the Ricci flow converges to the standard structure (see e.g., [10] [16] [19] [23] [24]). Recently, Chang and Chen in [3] proved quantitative estimates on the rate of convergence of the flow that only depend on the \( L^2 \)-norm of the Ricci tensor. They also showed that the \( L^2 \)-norm of certain integral curvature quantities are monotonically decreasing in time. These previous results give sufficient convergence for large time to the standard structure on the sphere. For short time, we introduce the \( L^2 \)-norm of the Bach tensor to control the bilipschitz distortion of the flow.

The Weyl tensor arises from the orthogonal decomposition of the Riemannian tensor as
\[
Rm = W + \frac{1}{2} E \otimes g + \frac{1}{24} Rg \otimes g,
\]
where \( E = \text{Ric} - \frac{1}{2} Rg \) is the traceless Ricci tensor. The Weyl tensor is traceless and conformally invariant. The Bach tensor arises as the gradient of the functional \( g \to \int |W|^2 dv \). Since this functional is also conformally invariant it can be shown that the Bach tensor transforms as
\[
B_{\epsilon^{2w}g} = e^{-2w} B_g.
\]
In coordinates, \( B \) is expressed as
\[
B_{ij} = \nabla^k \nabla^l W_{kjwt} + \frac{1}{2} \text{Ric}^{kl} W_{kjwt}.
\]

The \( L^1 \)-norm of the Bach tensor is a conformal invariant. However, for \( p > 1 \), the \( L^p \)-norm of \( B \) depends on the conformal factor by the transformation law for \( B \).

The argument in [3] uses the Chern-Gauss-Bonnet formula to show that if the Weyl tensor has small \( L^2 \)-norm, then the \( L^2 \)-norm of \( |W| + |E| + |R - \bar{R}| \) is also controlled, where \( \bar{R} \) is the average scalar curvature on \( S^4 \). Recall that on \((S^4,g_0)\),
\[
16\pi^2 = \int_M |W|^2 - \frac{1}{2} |E|^2 + \frac{1}{24} R^2 dv_{g_0}.
\]
If \( g_0 \) is a positive Yamabe metric, then
\[
\frac{1}{24} \int_{S^4} R^2 dv_{g_0} \leq 16\pi^2.
\]
Therefore, we have that \( \|E\|_2 \leq 2\|W\|_2 \). This, combined with parabolic-type estimates, gives exponential convergence of the metric to the standard structure on \( S^4 \) along the Ricci flow.

This estimate provides fast convergence for large time. For short time we use the \( L^2 \)-norm of the Bach tensor in order to show added integrability for \( W \). We show that the \( L^4 \)-norm of \( W \) and \( E \) is controlled by the \( L^2 \)-norms of both \( W \) and \( B \). Added with the parabolic-type estimates for the Ricci flow, we prove sufficient bounds for small time to show Theorem 1.2.

In Section 2 we provide the preliminary lemmas related to quasiconformal maps and the Green’s function for the Paneitz operator needed to prove Theorem 1.1. This includes a discussion of quasiconformal flows on Riemannian manifolds. In Section 3 we prove Theorem 1.1 using quasiconformal flows. In Section 4 we provide the preliminary estimates of the norm of \( W \) using the Bach tensor. In Section 5 we prove Theorem 1.2.

1.1. Notation. We attempt to follow the standard notation in this paper. For a Riemannian metric \( g \) on an orientable manifold \( M \), we denote \( d_g \) to be the distance associated with \( g \) and \( dv_g \) to be the volume form with respect to \( g \). The quantities \( R, Q, \text{Ric}, W, B \) and \( E \) are the scalar curvature, \( Q \)-curvature, Ricci tensor, traceless Ricci tensor, Weyl tensor and Bach tensor respectively. The space \( W^{k,p}(M) \) denotes the Sobolev space for real-valued functions on \( M \) and for manifolds \( M_1 \) and \( M_2 \). The space \( W^{k,p}(M_1, M_2) \) denotes the Sobolev space for maps \( f : M_1 \to M_2 \). If \( U \subset (M, g) \), then \( |U|_g \) denotes the volume of \( U \) with respect to \( dv_g \). The volume may be denoted as \( |U| \) when the metric is clear from context. Constants written as \( C(A) \) denote that the constant \( C(A) \) depends on \( A \). The statement \( A \sim B \) is used to mean that there exists a constant \( C \) so that \( \frac{1}{C} B \leq A \leq CB \).

2. Preliminaries

2.1. Quasiconformal Maps and Quasiconformal Flows.

Definition 2.1. Let \((M_1, g_1)\) and \((M_2, g_2)\) be Riemannian manifolds. A continuous map \( f : (M_1, g_1) \to (M_2, g_2) \) is \( K \)-quasiconformal if \( f \) is a homeomorphism, \( f \in W^{1,\infty}_{\text{loc}}(M_1, M_2) \) and for almost every \( x \in M_1 \)
\[
\|Df(x)\|^n \leq K J_f(x),
\]
where \( Df \) is the derivative of \( f \) and \( J_f := \det(\partial f / \partial x) \). The function \( J_f \) can also be defined as the Hodge star dual of the pullback of the volume form of \((M_2, g_2)\).

If \((M_1, g_1) = (M_2, g_2) = (\mathbb{R}^n, |dx|^2)\), then Reimann in [26] characterized vector fields whose flow maps are quasiconformal. The Ahlfors conformal strain tensor of a vector field \( v : \mathbb{R}^n \to \mathbb{R}^n \) is defined as
\[
S v := \frac{1}{2} (Dv^T + Dv) - \frac{1}{n} \text{Tr}(Dv) \text{Id}.
\]

Proposition 2.2 ([26] Theorem 5]). Let \( v : \mathbb{R}^n \times [0, \infty) \to \mathbb{R}^n \) be a vector field such that for every \( t \in \mathbb{R} \), \( v_t \) is continuous, \( v_t \in W^{1,1}_{\text{loc}}(\mathbb{R}^n) \), \( v_t(x) = O(|x| \log |x|) \) for \( x \to \infty \) and \( \|S v_t\|_{\infty} \leq c \), where \( c \) is independent of \( t \). Then the solutions to the differential equation
\[
\frac{df_t}{dt} = v_t(f_t(x)) \quad \text{and} \quad f_0(x) = x
\]
exist, are unique and are \( e^{cnt} \)-quasiconformal.

Bonk, Heinonen and Saksman extended this proposition to characterize the behavior of \( J_{f_t} \).

Proposition 2.3 ([3 Proposition 3.6]). Let \( v \) be as in Proposition 2.2 and let \( f_t \) be the solution to (4). Then
\[
\log J_{f_t}(x) = \int_0^t \|v_t(f_s(x))\| ds'
\]
for almost every \( x \in \mathbb{R}^n \).
The goal of this section is to prove a suitable version of these theorems for the case of closed and orientable Riemannian manifolds. Let \((M, g)\) be a closed, orientable Riemannian manifold, we define the Ahlfors conformal strain tensor on \(M\) as

\[ S_g v := \frac{1}{2} \mathcal{L}_v g - \frac{1}{n} (\nabla g) v, \]

where \(\mathcal{L}_v\) is the Lie derivative along \(v\). This definition was given by Pierzchalski in [25]. If a vector field \(v\) satisfies \(S_g v = 0\), then \(v\) is a conformal Killing field. The infinitesimal diffeomorphisms produced by flowing along \(v\) will be conformal with respect to \(g\). Additionally, the operator \(S_g\) satisfies the conformal invariance property,

\[ S_{e^{2w}} g v = e^{2w} S_g v. \]

This follows from a quick calculation. We can express \(2 S_{e^{2w}} g v\) in local coordinates as

\[ 2 S_{e^{2w}} g v = \mathcal{L}_v (e^{2w} g) + e^{2w} \mathcal{L}_v g - \frac{2}{n} \left( \sum_{i=1}^{n} \frac{\partial v_i}{\partial x_i} + v_i \frac{\partial (\log (e^{2w} g)/2)}{\partial x_i} \right) e^{2w} g \]

\[ = \mathcal{L}_v (e^{2w} g) - \left( \sum_{i=1}^{n} v_i \frac{\partial w}{\partial x_i} \right) e^{2w} g + e^{2w} \mathcal{L}_v g - \frac{2}{n} \nabla g (v) e^{2w} g. \]

The first two terms cancel and the second two terms correspond to \(2 e^{2w} S_g v\). The conformal invariance in (7) immediately gives that

\[ |S_{e^{2w}} g v|_{e^{2w} g} = |S_g v|_g \]

and so the supremum norm of \(S_g v\) is invariant under any conformal change to the metric \(g\).

Pierzchalski proved the following proposition.

**Proposition 2.4** ([25] Theorem 3). Suppose \((M, g)\) is a closed and orientable Riemannian manifold. Let \(v: M \times [0, \infty) \to \mathbb{R}^n\) be a smooth vector field satisfying \(\|S_g v_t\|_\infty \leq c\), where \(c\) is independent of \(t\). Then the solutions to the differential equation

\[ \frac{df_t}{dt} = v_t (f_t(x)) \quad \text{and} \quad f_0(x) = x \]

exist, are unique and are \(C^{n-1}\)-quasiconformal.

Pierzchalski proved the deformation theorem only for smooth vector fields. We will now show that the result is still true when the vector fields are only in \(W^{1,1}(S^n)\).

**Proposition 2.5.** Let \(v: S^n \times [0, \infty) \to \mathbb{R}^n\) be a vector field such that for every \(t \in [0, \infty)\), \(v_t \in W^{1,1}(S^n)\) and \(\|S_g v_t\|_\infty \leq c\), where \(c\) is independent of \(t\) and \(S_g\) is defined in terms of a smooth Riemannian metric \(g\) on \(S^n\). Then the solutions to the differential equation

\[ \frac{df_t}{dt} = v_t (f_t(x)) \quad \text{and} \quad f_0(x) = x \]

exist, are unique and are \(C^{n-1}\)-quasiconformal.

We first show the following lemma.

**Lemma 2.6.** Let \(S_{g_e}\) and \(S_g\) be the Ahlfors conformal strain tensors for the metrics \(g_e\) and \(g\), where \(g_e\) is the standard metric on the sphere. Then for any vector field \(v: S^n \times [0, T] \to \mathbb{R}^n\) with measurable derivatives,

\[ \|S_{g_e} v\|_\infty \leq C(g) (\|S_g v\|_\infty + \|v\|_\infty). \]

**Proof.** Fix \(x \in S^n\). By (3), it suffices to consider \(S v\) instead of \(S_{g_e} v\), where \(S\) is the tensor taken with respect to the Euclidean metric. We can express Equation (3) in coordinates, where \(x = 0\) and \(g(0) = \text{Id}\),

\[ 2(S_g v)_{ij} = (Dv)_{ij} + (Dv)^T_{ij} - \frac{2}{n} \text{Tr}(Dv) g_{ij} + v^k \frac{\partial g_{ij}}{\partial x^k} + v^k \frac{1}{(\det g)^{1/2}} \frac{\partial (\det g)^{1/2}}{\partial x^k} g_{ij}. \]

So at \(x = 0\),

\[ (Dv)_{ij} + (Dv)^T_{ij} - \frac{2}{n} \text{Tr}(Dv) \delta_{ij} = 2(S_g v)_{ij} - \left( v^k \frac{\partial g_{ij}}{\partial x^k} + v^k \frac{1}{(\det g)^{1/2}} \frac{\partial (\det g)^{1/2}}{\partial x^k} \delta_{ij} \right) \]
and hence

\[ |Dv + (Dv)^T - \frac{2}{n} \text{Tr}(Dv)| \leq 2|S_g v| + C(g)|v|. \]

Since \( x \) was an arbitrary point, \( |S_{g_x} v| = |S v(x)|_g \leq |S_g v(x)| + C(g)|v| \), for all \( x \in S^n \).

**Proof of Proposition 2.5.** By (8), the norm \( \|S\|_\infty \) is conformally invariant. By Proposition 2.2, the statement in Proposition 2.5 also holds when \( g = g_c \). For a general metric \( g \), by Lemma 2.6 we have that \( \|S_{g_x} v\|_\infty \) is bounded by \( \|S_g v\|_\infty \) and \( \|v\|_\infty \) for all time and so the solutions to Equation (9) exist, are unique and are quasiconformal with respect to \( g_c \).

It remains to show that the solutions are \( e^{nt} \)-quasiconformal. We now derive some formulas for \( f_t \) and its derivatives. We have that

\[ f_t(x) = x + tv + o(t) \]

and, for \( x \in S^n \),

\[ g(f_t(x)) = g(x) + tDg(x)v(x) + o(t). \]

By Lemma 3.4, if \( T > 0 \) is fixed, for almost every \( x \in S^n \) and every \( t \in [0, T] \),

\[ Df_t(x) = I_n + \int_0^t Dv(f_t(t))Df_t(t)dt' \]

and so

\[ Df_t = I_n + tDv + o(t). \]

We can now compute a first order formula for the Jacobian of \( f_t \),

\[ J_{f_t} = f_t^*(\text{vol}_g) = 1 + t \text{div}_g v + o(t). \]

Let \( G_t(X, Y) = J_{f_t}^{-2/n}g(Df_tX, Df_tY) \). If we write \( g(X, Y) \) in matrix notation as \( X^T g Y \), then

\[ G_t(X, Y) = (1 + t \text{div}_g v + o(t))^{-2/n}[(I_n + tDv + o(t))X^T][g + tDgv + o(t)][(I_n + tDv + o(t))Y] \]

\[ = (1 + t \text{div}_g v + o(t))^{-2/n}(g(X, Y) + t(g(DvX, Y) + g(X, DvY) + Dgv(X, Y)) + o(t)). \]

By the definition of \( L_g v \) and expanding the first term,

\[ G_t(X, Y) = (1 - \frac{2}{n} \text{div}_g v + o(t))(g(X, Y) + tL_g v(X, Y) + o(t)) \]

\[ = g(X, Y) + 2tS_g v(X, Y) + o(t). \]

So the derivative of \( G_t \) at \( t = 0 \) can be computed,

\[ \frac{d}{dt}(G_t(X, Y))|_{t=0} = 2S_g v(X, Y). \]

Following Corollary 1], we now show that

\[ \frac{d}{dt}(G_t(X, Y))|_{t=s} = 2J_{f_s}^{-2/n}S_g v(Df_sX, Df_sY). \]

To see this note that

\[ G_{t+s}(X, Y) = J_{f_{t+s}}^{-2/n}J_{f_t}^{-2/n}2S_g v(D\hat{f}_t(Df_sX), D\hat{f}_t(Df_sY)), \]

where \( \hat{f} \) is the flow map along the vector field \( v_s(x, t) = v(x, s + t) \). So

\[ \frac{d}{dt}(G_t(X, Y))|_{t=s} = \lim_{t \to 0} \frac{1}{t}(G_{t+s}(X, Y) - G_s(X, Y)) \]

\[ = \lim_{t \to 0} \frac{1}{t}(J_{f_{t+s}}^{-2/n}J_{f_t}^{-2/n}g(D\hat{f}_t(Df_sX), D\hat{f}_t(Df_sY)) - J_{f_s}^{-2/n}g(Df_sX, Df_sY)) \]

\[ = J_{f_s}^{-2/n} \frac{d}{dt}G^s_{f_s}(Df_sX, Df_sY)|_{t=0}, \]
where \( G^{c_v} \) is defined as \( G \) except the mapping used comes from the vector field \( v_s \). Applying \( (11) \) yields \( (12) \). Therefore,

\[
\left| \frac{d}{dt} (G_t(X,Y)) \right|_{t=s} = \left| 2 J_{s}^{-2/n} S_g v(Df_s X, Df_s Y) \right| \\
\leq 2||S_g v||_{\infty} ||J_{s}^{-2/n} g(Df_s X, Df_s Y)\| \\
\leq 2cG_s(X,Y).
\]

Integrating the bound for \( G \), we see that

\[
g(Df_t X, Df_t Y) \leq e^{2ct} J_{s}^{2/n},
\]

and so \( f_t \) is \( e^{nc\text{-}qt} \)-quasiconformal.

The following proposition is a generalization of \([3] \) Proposition 3.6 to the Riemannian setting. The proof is essentially the same.

**Proposition 2.7.** Let \( v \) be as in Proposition 2.3 and let \( f_t \) be the solution to \( (11) \). If \( \text{vol} \) is the volume form for \( g \) and * is the Hodge star operator, then for almost every \( x \in \mathbb{R}^n \)

\[
\log(*f_t^* (\text{vol})) = \int_0^t \text{div} v(f_s, t') dt'.
\]

**Proof.** Let \( J_{f_t} = * f_t^* (\text{vol}) \) and

\[
A(t) := J_{f_t} \exp \left( - \int_0^t \text{div} v(f_s, t') dt' \right)
\]

Due to Lemma 2.6 the maps \( f_t \) are quasiconformal with respect to the standard metric on \( \mathbb{R}^n \). This allows us to apply \([3] \) Lemma 3.4, which asserts that \( A \) is differentiable almost everywhere. By \( (10) \) and since \( Df_t \) is invertible almost everywhere,

\[
\left. \frac{d}{dt} J_{f_t} \right|_{t=s} = J_{f_s} \text{Tr}_g \left( \left. \frac{d}{dt} Df_t \right|_{t=s} Df_s^{-1} \right) \\
= J_{f_s} \text{Tr}_g(Dv_s(f_s)).
\]

So

\[
A'(s) = J_{f_s} \text{Tr}_g(Dv(f_s, s)) \exp \left( - \int_0^s \text{div} v(f_t, t') dt' \right) - J_{f_s} \exp \left( - \int_0^s \text{div} v(f_t, t) dt' \right) \text{div}_g v_s(f_s) \\
= 0.
\]

We will also need the following general facts from the theory of quasiconformal maps.

**Proposition 2.8.** Suppose that \( W \) is a family of \( K \)-quasiconformal maps from \( (\mathbb{R}^n, g) \) to itself. There exists a sequence in \( W \) and a point \( p \in \mathbb{R}^n \) such that the sequence converges locally uniformly to either a constant function on \( \mathbb{R}^n \setminus \{p\} \) or a \( K \)-quasiconformal map.

**Proof.** This theorem holds in the case when the metric on \( \mathbb{R}^n \) is the standard one, \( g_c \), and the proof can be found in \([3] \) Theorem 6.6.26. It suffices to show that if \( f: (\mathbb{R}^n, g) \to (\mathbb{R}^n, g) \) is \( K \)-quasiconformal with respect to \( g \), then \( f \) is \( K' \)-quasiconformal with respect to \( g_c \), where \( K' \) only depends on \( g \) and \( K \).

Since \( \mathbb{R}^n \) is compact,

\[
\frac{1}{C} ||Df||_{g_c} \leq ||Df||_{g} \leq C ||Df||_{g_c}
\]

and

\[
\frac{1}{C} f^* \text{vol}_{g_c} \leq f^* \text{vol}_g \leq C f^* \text{vol}_{g_c},
\]

where the constant in the inequalities depends only on \( g \). The defining inequality for quasiconformal maps shows that \( f \) is quasiconformal with respect to \( g_c \) as well. Finally, a limiting map will be \( K \)-quasiconformal (not only \( K' \) with respect to \( g \)) since the uniform limit of \( K \)-quasiconformal maps is \( K \)-quasiconformal (see e.g., \([21] \) Corollary 10.30).
**Proposition 2.9.** Let \((M, g)\) be an \(n\)-dimensional Riemannian manifold and let \(f: (M, g) \to (M, g)\) be a \(K\)-quasiconformal map. Suppose that the Jacobian of \(f\), \(J_f\) satisfies
\[
\frac{1}{C} e^{nw} \leq J_f \leq C e^{nw},
\]
then \(f\) is a bilipschitz map from \((M, e^{2w} g)\) to \((M, g)\) with constant \(CK\).

**Proof.** We first show that \(f\) is bilipschitz. The same argument for the inverse gives that \(f\) is Lipschitz. The same argument for the inverse gives that \(f\) is bilipschitz.

**Proposition 2.10.** Let \(f: (S^n, g) \to (S^n, g)\) be a \(K\)-quasiconformal map. For any \(x, y \in S^n\) and \(0 < c < 1\),
\[
\frac{1}{C(g)^K} d_g(f(x), f(y)) \leq |f(B(x, cd_g(x,y)))|^{1/n} \leq C(g)^K d_g(f(x), f(y)),
\]
where \(C(g)\) depends on \(c\). Additionally, for any ball \(B \subset M\),
\[
|f(2B)| \leq C(g)^K |f(B)|.
\]

**Proof.** These comparability relations are both well-known facts for quasiconformal maps on the standard sphere and as used in the proof of Proposition 2.8, \(f\) is quasiconformal with respect to \(g_c\) quantitatively. Since we need explicit bounds for our dependencies we provide a proof.

If \(f\) is \(K\)-quasiconformal with respect to \(g\), then \(f\) is \(K' = C(g)K\) quasiconformal with respect to \(g_c\), the standard metric on \(S^n\). So
\[
d_{g_c}(f(x), f(y)) \leq \sup_{\{z: d_{g_c}(x,z) = d_{g_c}(x,y)\}} d_{g_c}(f(x), f(z))
\]
\[
= \sup_{\{z: d_{g_c}(x,z) = d_{g_c}(x,y)\}} d_{g_c}(f(x), f(z)) \inf_{\{z: d_{g_c}(x,z) = d_{g_c}(x,y)\}} d_{g_c}(f(x), f(z))
\]
\[
\leq C \eta_{K'}(1/c) |f(B(x, cd_g(x,y)))|^{1/n}_{g_c},
\]
where \(\eta_{K'}\) is the quasisymmetry function for \(f\) and depends only on \(K\). The function \(\eta_{K'}\) is defined as follows: For any \(K'\)-quasiconformal map \(f: (S^n, g_c) \to (S^n, g_c)\), there exists an increasing homeomorphism \(\eta_{K'}: [0, \infty) \to [0, \infty)\) that depends only on \(K'\) so that
\[
\frac{d_{g_c}(f(x), f(y))}{d_{g_c}(f(x), f(z))} \leq \eta\left(\frac{d_{g_c}(x,y)}{d_{g_c}(x,z)}\right),
\]
for all \(x, y, z \in S^n\). In fact, by [3 Lemma 2.1],
\[
\eta_{K'}(s) \leq 4^{K'} e^{2K'(n-1)} (1 + s)^{K'}.
\]
Therefore,
\[
d_{g_c}(f(x), f(y)) \leq C^{K'} |f(B(x, d_g(x,y)))|^{1/n}_{g_c}
\]
\[
\leq C(g)^K |f(B(x, d_g(x,y)))|^{1/n},
\]
where \(C(g) > 1\) depends only on \(g\). The second inequality in the first relation of the proposition is proven similarly.
For the second relation,
\[
\left| \frac{f(2B)}{g} \right| \leq C(g) \left( \frac{|f(B)|_{g_c}}{|f(B)|_g} \right) \leq C(g) \frac{\sup_{y \in 2B} d_{g_c}(f(x), g(y))^n}{\inf_{z \in \partial B} d_{g_c}(f(x), g(z))^n} \leq C(g) \eta K'(2)^n,
\]
Therefore
\[
\left| \frac{f(2B)}{g} \right| \leq C(g)^K,
\]
where \(C(g) > 1\) depends only on \(g\).

**Remark 2.11.** If \(g\) is bilipschitz equivalent to \(g_c\), the standard metric on the sphere \(g\), then the constant \(C(g)\) will only depend on the bilipschitz constant. If \(g\) is a Yamabe metric on \(S^4\) and the \(L^2\)-norm of its Weyl tensor is sufficiently small, then \(C(g)\) depends only on the \(L^2\)-norms of the Weyl and Bach tensors by Theorem 1.2. This will be the setting when we apply this proposition below in Section 3.

### 2.2. The Green's Function.

In the proof for Theorem 1.1 we use the Green’s function of the Paneitz operator. Gursky in [17, Theorem A] showed that the Green’s function for the Paneitz operator exists given the hypotheses in Theorem 1.1. The following proposition gives a formula for the Green’s function near a pole. For a more detailed study of the asymptotic behavior of the Green’s function near its poles we refer the reader to [20].

**Proposition 2.12.** If \((M, g)\) is a smooth compact 4-dimensional Riemannian manifold such that
\[
\int_M Q_g \geq 0
\]
and \(Y([g]) \geq 0\), then the Green’s function for the Paneitz operator \(G(x, y)\) exists and can be expressed as
\[
G(x, y) = \frac{1}{8\pi^2} \log \frac{1}{d_g(x, y)} + h(x, y),
\]
where \(h(x, y)\) is smooth and bounded independently of \(x\) and \(y\).

In order to prove Proposition 2.12 we quote the following lemma.

**Lemma 2.13 ([18, Lemma 2.8]).** Let \((M, g)\) be a smooth compact 4-dimensional Riemannian manifold such that
\[
\int_M Q_g \geq 0
\]
and \(Y([g]) \geq 0\). If \(u\) is a radial function around a point \(o \in M\) and \(\tilde{g}\) is the metric for the conformal normal coordinates around \(o\), then
\[
P_{\tilde{g}} u = \Delta_{\tilde{g}}^2 u + \frac{1}{12} \nabla_k \nabla_l R(o) x^k x^l D(u) + O(r) u + O(r^2) |u'| + O(r^3) |u''| + O(r^4) |u'''|,
\]
where
\[
D(u) = \frac{2u'}{r} - 2u''
\]
and \(r = d(o, x)\).

**Proof of Proposition 2.12** The existence of \(G\) follows from [17, Theorem A]. We apply Lemma 2.13 to \(u(r) = \frac{1}{8\pi^2} \log \frac{1}{r}\). If \(r = d_\tilde{g}(x, y)\),
\[
P_{\tilde{g}} u = \delta_\tilde{g}(y) + \frac{1}{12} \nabla_k \nabla_l R(o) x^k x^l D \left( \frac{1}{8\pi^2} \log \frac{1}{r} \right) + O(r \log r).
\]
and
\[
D(\log \frac{1}{r}) = O(r^{-2}).
\]
exists \( \epsilon \) then there exists a quasiconformal and bilipschitz map \( f \).

Theorem 1.1. Let \( \delta \) depends only on \( g \). Suppose additionally that \( \sup_{x,y} (g(x,y)) = 1 \) is the smooth function such that \( \delta(x,y) = 0 \) for a fixed \( g \). Since \( \tilde{g} \) is the conformal normal metric, the construction of which depends only on \( g \), we can replace \( d_g(x,y) \) with \( d_{\tilde{g}}(x,y) \), where the remainder term is absorbed by \( h(x,y) \). Since \( M \) is compact, we can cover \( M \) with finitely many charts where we have conformal normal coordinates. On each of these chart, \( G(x,y) \) has the desired form and is bounded in \( y \) for a fixed \( x \).

Finally, to show that \( h \) is bounded in terms of \( x \) as well, it suffices to show that \( h \) is continuous in \( x \) and \( y \). Let \( x_1, x_2, y_1 \) and \( y_2 \) be points in \( M \). Then

\[
|h(x_1, y_1) - h(x_2, y_2)| \leq |h(x_1, y_1) - h(x_1, y_2)| + |h(x_1, y_2) - h(x_2, y_2)|
\]

by the symmetry of \( G \) in \( x \) and \( y \). Since \( h(x_1, \cdot) \) and \( h(y_2, \cdot) \) are both continuous, we have that \( h \) is continuous. Thus, \( \sup_{(x,y) \in M \times M} |h(x,y)| \) is uniformly bounded and the proposition is proved.

3. Proof of Theorem 1.1

We recall the theorem here for convenience. The proof follows the structure of the argument in [3].

**Theorem 1.1.** Let \( g_1 \) be a metric so that \( Y([g_1]) \geq 0 \). Let \( g_0 \) be a metric in the conformal class of \( g_1 \). Suppose additionally that

\[
\int_{S^4} Q_1 \, dv_1 \geq 0,
\]

where \( Q_1 \) is the \( Q \)-curvature of \( g_1 \). Let \( w: S^4 \to \mathbb{R} \) be the smooth function such that \( g_1 = e^{2w} g_0 \). There exists \( \epsilon_1 > 0 \) such that if

\[
\alpha = \int_{S^4} (Q_1 e^{4w} - Q_0) \, dv_0 < \epsilon_1,
\]

then there exists a quasiconformal and bilipschitz map \( f: (S^4, g_1) \to (S^4, g_0) \) whose bilipschitz constant depends only on \( \alpha \) and \( g_0 \). More precisely, the bilipschitz constant \( L_1 \) of \( f \) satisfies

\[
L_1 \leq 1 + C \alpha,
\]

where \( C \) only depends on \( g_0 \).
In order to prove this theorem we will need a series of lemmas. In the following \( \Phi: (S^4, g_0) \rightarrow (S^4, g_0) \) will denote an arbitrary \( K \)-quasiconformal map.

For a given \( K \)-quasiconformal map \( \Phi: (S^4, g_0) \rightarrow (S^4, g_0) \), we will need a smooth distance corresponding to \( d_{g_0}(\Phi(x), \Phi(y)) \) for \( x, y \in S^4 \). Define a bump function \( \psi: \mathbb{R} \rightarrow [0, \infty) \) so that

\[
\psi(x) = 1 \text{ on } |x| < \frac{1}{4} \\
\psi(x) = 0 \text{ on } |x| > \frac{1}{2}.
\]

Define \( \rho: S^4 \times S^4 \rightarrow \mathbb{R} \) as

\[
\rho(x, y) := \left( \int_{S^4} \psi \left( \frac{d_{g_0}(x, z)}{d_{g_0}(x, y)} \right) J_\Phi(z) dv_0(z) \right)^{1/4},
\]

where \( dv_0 \) is the volume form for \( g_0 \). The following lemma shows that the function \( \rho \) acts as a “distance” function with respect to \( \Phi \).

**Lemma 3.1.** The function \( \rho \) satisfies

(i) \( \frac{1}{(g_0)} d_{g_0}(\Phi(x), \Phi(y)) \leq \rho(x, y) \leq C(g_0)^K d_{g_0}(\Phi(x), \Phi(y)) \) and

(ii) \( \frac{D_\rho(x, y)}{\rho(x, y)} \leq \frac{C(g_0)^K}{d_{g_0}(x, y)} \).

**Proof.** To see (i) note that

\[
\rho(x, y) \leq \left| \Phi \left( B \left( x, \frac{d_{g_0}(x, y)}{2} \right) \right) \right|_{g_0}^{1/4} \leq C(g_0)^K d_{g_0}(\Phi(x), \Phi(y))
\]

and

\[
\rho(x, y) \geq \left| \Phi \left( B \left( x, \frac{d_{g_0}(x, y)}{4} \right) \right) \right|_{g_0}^{1/4} \geq \frac{1}{C(g_0)^K} d_{g_0}(\Phi(x), \Phi(y)),
\]

where the second inequality in both lines follows from Proposition 2.10. To show (ii), we compute that

\[
D_x \psi \left( \frac{d_{g_0}(x, z)}{d_{g_0}(x, y)} \right) = \left( D_x \psi \left( \frac{d_{g_0}(x, z)}{d_{g_0}(x, y)} \right) \right) D_x \left( \frac{d_{g_0}(x, z)}{d_{g_0}(x, y)} \right).
\]

\[
D_x \left( \frac{d_{g_0}(x, z)}{d_{g_0}(x, y)} \right) = \frac{1}{d_{g_0}(x, y)} D_x (d_{g_0}(x, z)) - \frac{d_{g_0}(x, z)}{d_{g_0}(x, y)^2} D_x (d_{g_0}(x, y)).
\]

The terms \( |D_x (d_{g_0}(x, y))| \) and \( |D_x (d_{g_0}(x, z))| \) are bounded on \( S^4 \). When \( z \notin B(x, d_{g_0}(x, y)) \), then the \( \psi \) in the integral is 0. If \( z \in B(x, d_{g_0}(x, y)) \), then \( d_{g_0}(x, z) \leq d_{g_0}(x, y) \). So

\[
\left| D_x \left( \frac{d_{g_0}(x, z)}{d_{g_0}(x, y)} \right) \right| \leq \frac{C(g_0)}{d_{g_0}(x, y)}.
\]

Therefore,

\[
|D_x \psi \left( \frac{d_{g_0}(x, z)}{d_{g_0}(x, y)} \right)| \leq \frac{C(g_0)}{d_{g_0}(x, y)}.
\]

We can now bound the left hand side of (ii).

\[
\frac{D_x \rho(x, y)}{\rho(x, y)} = \frac{1}{4} \left( \int_{S^4} D_x \psi \left( \frac{d_{g_0}(x, z)}{d_{g_0}(x, y)} \right) J_\Phi(z) dv_0(z) \right) \left/ \left( \int_{S^4} \psi \left( \frac{d_{g_0}(x, z)}{d_{g_0}(x, y)} \right) J_\Phi(z) dv_0(z) \right) \right.
\]

\[
\leq \frac{C(g_0)}{d_{g_0}(x, y)} \frac{\int_{B(x, d_{g_0}(x, y)/2)} J_\Phi(z) dv_0(z)}{\int_{B(x, d_{g_0}(x, y)/4)} J_\Phi(z) dv_0(z)}.
\]
where in the second inequality we used the support of $\psi$ and (15). By Proposition 2.10

$$\frac{D_x \rho(x, y)}{\rho(x, y)} \leq \frac{C(g_0)^K}{d_{g_0}(x, y)}.$$ 

\[ \Box \]

Lemma 3.2. For every $y \in S^4$, there exists a vector field $V(x, y)$ on $S^4$ such that

1. $D_x V$ exists for all $y \in S^4$ and is integrable in $x$ and in $(x, y)$.
2. $|\text{div}_{g_0} V(x, y) - 4G(\Phi(x, y))| \leq C(g_0, K)$, where the constant depends only on the metric $g_0$ and the quasiconformal constant $K$ of $\Phi$.
3. $\|SV\|_{\infty} \leq C(g_0)^K$, where $C(g_0)$ depends only on $g_0$.

Note that if $g_0$ locally admits a conformal Killing field $V'$ and $\Phi(x) = x$, then $V(x, y) = G(x, y)(V'(x) - V'(y))$.

Proof. Recall that by Proposition 2.12

$$G(x, y) = \frac{1}{8\pi^2} \log \frac{1}{d_{g_0}(x, y)} + h(x, y),$$

where $h$ is smooth and bounded on $S^4$. Define $\tilde{G}(x, y)$ as

$$\tilde{G}(x, y) = \frac{1}{8\pi^2} \log \frac{1}{\rho(x, \Phi^{-1}(y))} + h(x, y).$$

By Lemma 3.1 (i), we have that

$$|\tilde{G}(x, y) - G(\Phi(x), y)| \leq C(g_0, K)$$

and by Lemma 3.1 (ii),

$$|D_x \tilde{G}(x, y)| \leq \frac{C(g_0)^K}{d_{g_0}(x, \Phi^{-1}(y))}.$$ 

Define

$$V(x, y) := \tilde{G}(x, y)\psi \left( \frac{d_{g_0}(x, \Phi^{-1}(y))}{r} \right) (x - \Phi^{-1}(y)), $$

where $r$ is the injectivity radius for $g_0$ and $\psi$ is a non-negative smooth function on $\mathbb{R}$ such that $\psi = 1$ on $|x| < 1/4$ and $\psi = 0$ on $|x| > 1/2$. The difference, $x - \Phi^{-1}(y)$, is taken in normal coordinates around $\Phi^{-1}(y)$, which is justified by our choice of $r$. We compute,

$$D_x V(x, y) = D_x \tilde{G}(x, y)(x - \Phi^{-1}(y)) \psi \left( \frac{d_{g_0}(x, \Phi^{-1}(y))}{r} \right)$$

$$+ \tilde{G}(x, y)(x - \Phi^{-1}(y))D_x \psi \left( \frac{d_{g_0}(x, \Phi^{-1}(y))}{r} \right) + \tilde{G}(x, y)\psi \left( \frac{d_{g_0}(x, \Phi^{-1}(y))}{r} \right) \text{Id.}$$ 

By Proposition 2.12 $G$ and $D_x G(x, y)(x - y)$ are in $L^1(S^4)$ and we see that (i) is satisfied.

We next compute $\text{div}_{g_0} V$.

$$\text{div}_{g_0} V = D_x \tilde{G}(x, y)\psi \left( \frac{d_{g_0}(x, \Phi^{-1}(y))}{r} \right) (x - \Phi^{-1}(y))$$

$$+ \tilde{G}(x, y)D_x \psi \left( \frac{d_{g_0}(x, \Phi^{-1}(y))}{r} \right) (x - \Phi^{-1}(y))$$

$$+ \tilde{G}(x, y)\psi \left( \frac{d_{g_0}(x, \Phi^{-1}(y))}{r} \right) \text{div}_{g_0}(x - \Phi^{-1}(y)).$$
By Proposition \(\PageIndex{2.12}\) \(G(x, y)(x - y)\) and \(D_zG(x, y)(x - y)\) are bounded in terms of \(g_0\). So by \(\PageIndex{16}\) the first two terms are bounded. In order to show (ii) we need to bound the term

\[
|4G(\Phi(x), y) - \tilde{G}(x, y)\psi \left( \frac{d_{g_0}(x, \Phi^{-1}(y))}{r} \right) \text{div}_{g_0}(x - \Phi^{-1}(y))|.
\]

On the support of \(\psi\), \(\text{div}_{g_0}(x - \Phi^{-1}(y)) = 4 + O(d_{g_0}(x, \Phi^{-1}(y)))\) and so by \(\PageIndex{16}\) and Proposition \(\PageIndex{2.12}\) we can conclude that

\[
|4G(\Phi(x), y) - \tilde{G}(x, y)\psi \left( \frac{d_{g_0}(x, \Phi^{-1}(y))}{r} \right) \text{div}_{g_0}(x - \Phi^{-1}(y))| \leq C.
\]

To show (iii) note that

\[
\|SV\|_{\infty} \leq \|D_x\tilde{G}(x, y)\psi \left( \frac{d_{g_0}(x, \Phi^{-1}(y))}{r} \right) (x - \Phi^{-1}(y))\|_{\infty} + \|\tilde{G}(x, y)S(\psi \left( \frac{d_{g_0}(x, \Phi^{-1}(y))}{r} \right) (x - \Phi^{-1}(y)))\|_{\infty}.
\]

The first term is bounded in terms of \(C(g_0)^K\) by Equation \(\PageIndex{17}\). For the second term, we first show that

\[
\|S(\psi \left( \frac{d_{g_0}(x, \Phi^{-1}(y))}{r} \right) (x - \Phi^{-1}(y)))\|_{\infty} < C(g_0)d_{g_0}(x, \Phi^{-1}(y)).
\]

This is clear if the derivative lands on \(\psi\). The only term to consider then is \(S(x - \Phi^{-1}(y))\), which can be written in coordinates around \(\Phi^{-1}(y)\)

\[
S(x - \Phi^{-1}(y))_{ij} = \frac{1}{2}(\partial_i(x^l)(g_0)_{lj} + \partial_j(x^l)(g_0)_{il} + (x^l - \Phi^{-1}(y)^l)\partial_i(g_0)_{lj} - \frac{1}{4} \text{div}_{g_0}(x - \Phi^{-1}(y))(g_0)_{ij}
\]

\[
= (g_0)_{ij} - \frac{1}{4} \text{div}_{g_0}(x - \Phi^{-1}(y))(g_0)_{ij} + (x^l - \Phi^{-1}(y)^l)(\partial_i g_0)_{lj}
\]

\[
= -(x - \Phi^{-1}(y)^l) \frac{\partial \log(\sqrt{\text{det} g_0})}{\partial x^l}(g_0)_{ij} + (x^l - \Phi^{-1}(y)^l)(\partial_i g_0)_{lj}.
\]

So

\[
|S(x - \Phi^{-1}(y))_{ij}| \leq C(g_0)d_{g_0}(x, \Phi^{-1}(y)).
\]

And therefore,

\[
|\tilde{G}(x, y)S(\psi \left( \frac{d_{g_0}(x, \Phi^{-1}(y))}{r} \right) (x - \Phi^{-1}(y)))| \leq \left( \frac{1}{8}\pi^2 \log \frac{1}{\rho(x, \Phi^{-1}(y))} + h(x, y) \right) C(g_0)d_{g_0}(x, \Phi^{-1}(y))
\]

\[
\leq C(g_0)^K d_{g_0}(x, \Phi^{-1}(y)) \log \frac{1}{d_{g_0}(x, \Phi^{-1}(y))}
\]

\[
\leq C(g_0)^K,
\]

where the second inequality is due to Lemma \(\PageIndex{3.1}\) (i). This gives that

\[
\|SV\|_{\infty} \leq C(g_0)^K.
\]

We are now ready to define the vector field along which we will flow to construct the bilipschitz map. In what follows define for any \(\eta \in C^\infty(S^4)\)

\[
L\eta(x) := \int_{S^4} G(x, y)\eta(y)dv_0(y).
\]

**Lemma 3.3.** Let \(\eta \in C^\infty(S^4)\). There exists a continuous vector field \(v: S^4 \to S^4\) with integrable derivatives such that

\[
(L\eta) \circ \Phi = \frac{1}{4} \text{div} v + b.
\]

Additionally,
\[ \| b \|_\infty < C(g_0, K) \| \eta \|_1 \quad \text{and} \]
\[ \| Sv \|_\infty < C_1(g_0) K \| \eta \|_1, \quad \text{where } C_1(g_0) \text{ does not depend on } K. \]

**Proof.** Define
\[ v(x) = \int_{S^4} V(x, y) \eta(y) dv_0(y), \]
where \( V(x, y) \) was constructed in Lemma 3.2. The definition and Lemma 3.2 immediately give that \( v \) is continuous with integrable derivatives and that (ii) is satisfied.

Lemma 3.2 and \( \text{div} \, v(x) = \int_{S^4} \text{div} \, V(x, y) \eta(y) dv_0(y) \)
together imply (i). \( \square \)

We will need the following technical lemma that is also used in [3, Lemma 6.1].

**Lemma 3.4.** Let \( \Lambda(s) = C^s \), for some constant \( C \geq 1 \). For \( k \in \mathbb{N} \), suppose that there exists positive constants \( M_k(j) \) for \( j \in \{0, \ldots, k\} \) such that \( M_k(0) = 0 \) and
\[ 0 \leq M_k(j) - M_k(j - 1) \leq \frac{\epsilon}{k} \Lambda(M_k(j - 1)), \]
where \( \epsilon < \int_0^\infty \frac{ds}{\Lambda(s)} \). Then \( M_k(k) \leq M_0(1) \), where \( M_0(1) \) is the unique solution to
\[ \frac{d}{ds} M_0(s) = \epsilon \Lambda(M_0(s)), \quad M_0(0) = 0. \]

**Proof.** First note that \( M_0(s) \) exists for \( 0 \leq s \leq 1 \) since \( \epsilon < \int_0^\infty \frac{ds}{\Lambda(s)} \). We prove by induction on \( j \) that \( M_k(j) \leq M_0(j/k) \). When \( j = 0 \) this is clear. We have that
\[ M_k(j) \leq M_k(j - 1) + \frac{\epsilon}{k} \Lambda(M_k(j - 1)) \]
\[ \leq M_0((j - 1)/k) + \frac{\epsilon}{k} \Lambda(M_0((j - 1)/k)). \]
by induction and the monotonicity of \( \Lambda \). Applying the monotonicity of \( \Lambda \) again we have that,
\[ M_k(j) \leq M_0((j - 1)/k) + \epsilon \int_{(j - 1)/k}^{j/k} \Lambda(M_0(s)) ds \]
\[ = M_0(j/k). \]
\( \square \)

We note that the construction of \( M_0 \) gives that
\[ M_0(1) \leq C' \epsilon, \]
where \( C' \) depends on the constant \( C \) in Lemma 3.4.

**Proof of Theorem 1.1.** In order to prove Theorem 1.1 we would like to solve
\[ \frac{d}{dt} f_t(x) = v_t(f_t(x)), \]
where
\[ \frac{1}{4} \text{div} \, v_t \circ f_t = L \eta + \text{bounded term}, \]
for a given \( \eta \in C^\infty(S^4) \). Where we recall that
\[ L \eta = \int_{S^4} G(x, y) \eta(y) dv_0(y). \]
The divergence condition for \( v \) depends on \( f_t \) so we need to define the vector field simultaneously with the solution to the ODE. Following the proof in [3], we discretize the time interval. Let \( v \) be the vector field from Lemma 3.3 with \( \Phi(x) = x \). By Proposition 2.5, there exists a solution to the ODE in (21) for time
[0, 1/k], where k ∈ N. The solutions are quasiconformal, which we denote f_{1/k,k}. We next construct a new vector field v_{1/k,k}, which is again defined from Lemma 3.3 with the quasiconformal map \( \Phi = f_{1/k,k}^{-1} \).

We continue this way until we get a map \( f_{1,k} \). That is, for each time period \( \left[ \frac{j}{k}, \frac{j+1}{k} \right] \) we solve the ODE

\[
\frac{d}{dt} \Psi_{t,j,k}(x) = v_{j/k,k}(\Psi_{t,j,k}(x))
\]

with \( \Psi_{0,j,k}(x) = x \). We then define \( f_{(j+1)/k,k} := \Psi_{1,j,k} \circ f_{j/k,k} \). This can be done for all \( k \in \mathbb{N} \) and so we have a family of quasiconformal maps \( f_{1,k} \), for \( k \in \mathbb{N} \). We would like to show that they have a bounded quasiconformal constant and that there is a converging subsequence. We will then show that the limiting Jacobian of \( f_{1,k} \) as well. To make this more precise, consider the behavior of \( C \) by (20), where

\[
\frac{d}{dt} \| C_{v_{j/k,k}} \|_{\infty} < C(g_0)^{H(j/k)} \| \eta \|_1,
\]

where \( v_{1/k,k} \) is defined as above and \( H(1/k) \) is the quasiconformal constant of \( f_{1,k} \). If we flow along the ODE in (21) to construct \( f_{2/k,k} \), then \( f_{2/k,k} \) will be quasiconformal with a constant

\[
\| \Psi_0 \|_{(1/k)} H(1/k),
\]

by Proposition 2.5. Inductively,

\[
\| \Psi_0 \|_{(j/k)} < C(g_0)^{H(j/k)} \| \eta \|_1,
\]

and the quasiconformal constant of \( f_{(j+1)/k,k} \) satisfies

\[
H((j+1)/k) \leq H(j/k) e^{4 C(g_0)^{H(j/k)} \| \eta \|_1}.
\]

So

\[
\log H((j+1)/k) - \log H(j/k) \leq \frac{4}{k} C(g_0)^{H(j/k)} \| \eta \|_1.
\]

So if \( 4 \| \eta \|_1 < \int_0^\infty C(g_0)^{-s} ds \), then by Lemma 3.4, \( H(j/k) \) is bounded independently of \( j \) and \( k \). In fact, we have that

\[
H(1) \leq C' \| \eta \|_1,
\]

by (20), where \( C' \) depends only on \( g_0 \).

By Proposition 2.8 there exists a uniformly convergent subsequence of \( \{ f_{1,k} \}_{k \in \mathbb{N}} \). The Jacobians of \( f_{1,k} \) will converge weakly as well (see [27, p. 159], the proof is for the standard metric, but applies in our setting as well). To make this more precise, consider the behavior of \( J_{j/k,k} := J f_{j/k,k} \). By Proposition 2.7, the Jacobian of \( f_{1,k} \) satisfies

\[
(22) \quad \log J_{1,k} = \sum_{j=0}^{k-1} \int_{j/k}^{(j+1)/k} \text{div}(v_{j/k,k}) f_i dt
\]

and, by Lemma 3.3,

\[
\text{div}(v_{j/k,k}) = (L\eta) \circ f_{j/k,k}^{-1} + b_{j,k},
\]

where \( b \) is bounded in terms of \( g_0 \) and \( H = \sup_{j,k} H(j/k) \). Let \( t \in [j/k, (j+1)/k] \),

\[
| (L\eta) \circ f_{j/k,k}^{-1}(f_t(x)) - 4L\eta(x) | \leq C(\eta, g, H) | f_{j/k,k}^{-1}(f_t(x)) - x |,
\]

since \( \eta \) is smooth and so \( L\eta \) is also smooth and therefore Lipschitz on \( S^4 \).

Recall that

\[
v_{j,k}(x) = \int V_{j,k}(x,y) \eta(y) dy = \int \left( \frac{1}{8\pi^2} \log \frac{1}{\rho_{j,k}(x, f_{j/k,k}^{-1}(y))} + h(x,y) \right) \eta(y) dy.
\]

Recall that

\[
\log J_{1,k} = \sum_{j=0}^{k-1} \int_{j/k}^{(j+1)/k} \text{div}(v_{j/k,k}) f_i dt
\]

and, by Lemma 3.3,

\[
\text{div}(v_{j/k,k}) = (L\eta) \circ f_{j/k,k}^{-1} + b_{j,k},
\]

where \( b \) is bounded in terms of \( g_0 \) and \( H = \sup_{j,k} H(j/k) \). Let \( t \in [j/k, (j+1)/k] \),

\[
| (L\eta) \circ f_{j/k,k}^{-1}(f_t(x)) - 4L\eta(x) | \leq C(\eta, g, H) | f_{j/k,k}^{-1}(f_t(x)) - x |,
\]

since \( \eta \) is smooth and so \( L\eta \) is also smooth and therefore Lipschitz on \( S^4 \).

Recall that

\[
v_{j,k}(x) = \int V_{j,k}(x,y) \eta(y) dy = \int \left( \frac{1}{8\pi^2} \frac{1}{\rho_{j,k}(x, f_{j/k,k}^{-1}(y))} + h(x,y) \right) \eta(y) dy.
\]
We will bound \( v_{j,k} \) uniformly. The term with \( h \) is independent of \( f_{j,k} \) and is therefore bounded in terms of \( \eta \). To bound the other term, we need the following lemma.

**Lemma 3.5.** Let \( \eta \in C^\infty(S^4) \) and let \( r > 0 \) be less than the injectivity radius of \( g_0 \). For any \( x \in S^4 \),

\[
\left| \int_{B(x,r)} \log \left( \frac{1}{d_{g_0}(x,y)} \right) \eta(y) dy \right| < C(\eta, g_0),
\]

where the constant is independent of \( x \).

**Proof.** The metric \( g_0 \) satisfies that on \( B(x, r) \), \( d_{g_0}(x, y) \) is comparable to \( |x - y|_{\text{Eucl}} \), where the constant of comparability depends on \( g_0 \) and not \( x \). So

\[
\left| \int_{B(x,r)} \log \left( \frac{1}{d_{g_0}(x,y)} \right) \eta(y) dy \right| \leq C(\eta_0) \| \eta \|_\infty \int_{B(x,r)} \log \left( \frac{1}{|x - y|_{\text{Eucl}}} \right) < C(\eta, g_0).
\]

We now proceed to bound \( v_{j,k}(x) \). Recall that

\[
v_{j,k}(x) = \int \left( \frac{1}{8\pi^2} \log \frac{1}{\rho_{j,k}(x, f_{j,k}^{-1}(y))} + h(x, y) \right) \eta(y) dy.
\]

We need only bound

\[
A_{j,k}(x) = \int_{B(x,r)} \log \frac{1}{\rho_{j,k}(x, f_{j,k}^{-1}(y))} \eta(y) dy.
\]

We do this inductively in \( j \). When \( j = 0 \), by Lemma 3.1

\[
|A(x)| \leq \int_{B(x,r)} \log \frac{1}{d_{g_0}(x,y)} \eta(y) dy,
\]

where \( r \) is the injectivity radius for \( g_0 \). This is bounded in terms of \( \eta \) and \( g_0 \) by Lemma 3.5. So for \( x \in B(0, 1) \), we have that \( |v_{0,k}(x)| \leq M_0 \). Assume that \( |v_{j,k}| < M \) and \( |f_{j,k}(0)| < \frac{1}{k} M \), where \( M \) will be chosen below. By Lemma 3.4

\[
A_{j+1,k}(x) = \int \log \frac{1}{\rho_{j,k}(x, f_{j+1,k}^{-1}(y))} \eta(y) dy
\]

\[
\sim \int \log \frac{1}{d_{g_0}(f_{j+1,k}(x), y)} \eta(y) dy,
\]

where the constant only depends on the quasiconformal constant \( H(j/k) \) of \( f_{j,k} \) and \( g_0 \). We also know that \( H(j/k) \) is bounded independently of \( j \) and \( k \). So by Lemma 3.5

\[
|A_{j+1,k}(x)| \leq C(\eta, g_0, H)
\]

and therefore \( v_{j+1,k} \) is bounded by a constant that depends only on \( \eta \), \( g_0 \) and \( H \).

Returning to our calculation in Equation (23), we have that

\[
|4(L\eta) \circ f_{j,k}^{-1}(f_{t}(x)) - 4L\eta(x)| \leq C \frac{1}{k}.
\]

By (22) and Lemma 3.3

\[
|\log J_{1,k} - 4(L\eta)| \leq \sum_{j} \int_{j/k}^{(j+1)/k} |b_{j,k}| dt + C \frac{1}{k} \leq C(\eta_0) \| \eta \|_1 + C \frac{1}{k}.
\]

Note that Lemma 3.3 gives that the constant \( C(\eta_0) \) should depend on \( H(j/k) \). However, \( H(j/k) \leq M_0(1) \), where \( M_0 \) is the function given in Lemma 3.4 and \( M_0(1) \) is bounded in terms of \( g_0 \). Continuing our calculation, we get that

\[
e^{-C(\eta_0)\| \eta \|_1} e^{-C/k} e^{4L\eta} \leq J_{1,k} \leq e^{C(\eta_0)\| \eta \|_1} e^{C/k} e^{4L\eta}.
\]

The uniform limit of quasiconformal maps implies the weak convergence of the Jacobians of those maps (see again [27 p. 159]).
So for any smooth function $\psi$ on $S^4$, we have that
\[
\int_{S^4} \psi J_{1,k} dv_0 \to \int_{S^4} \psi J_f dv_0.
\]
The function $J_{1,k}$ is positive and so
\[
e^{-C(g_0)||\eta||_1} \int_{S^4} \psi e^{4L\eta} dv_0 \leq \int_{S^4} \psi J_f dv_0 \leq e^{C(g_0)||\eta||_1} \int_{S^4} \psi e^{4L\eta} dv_0.
\]
This gives that for almost every $x \in S^4$,
\[
e^{-C(g_0)||\eta||_1} e^{4L\eta}(x) \leq J_f(x) \leq e^{C(g_0)||\eta||_1} e^{4L\eta}(x).
\] (24)

Besides the comparability of the Jacobian to $e^{4L\eta}$, this additionally shows that the limiting map $f$ is non-constant. To finish the proof, it suffices to show that $L\eta = w$ when $\eta = Q_1 e^{4w} - Q_0$. Recall that
\[
L\eta(x) = \int_{S^4} G(x,y) \eta(y) dv_0(y),
\]
where $G$ is the Green’s function for the Paneitz operator. Additionally,
\[Pw + Q_0 = Q_1 e^{4w}.
\]

Proposition 2.9 yields that $f$ is additionally bilipschitz with the constant $C(g_0)e^{C(g_0)a}$. Since we assume that $a$ is small we see that in fact the bilipschitz constant is less than $1 + C\alpha$, where $C$ depends only on $g_0$. □

4. Preliminaries for Theorem 1.2

The strategy for proving Theorem 1.2 involves controlling the $L^p$-norm of $W$ and $E$ for $p > 2$, where $W$ is the Weyl tensor and $E$ is the traceless Ricci tensor. In order to do this we consider the Bach tensor, which is defined in coordinates as
\[
B_{ij} = \nabla^k \nabla^l W_{ijkl} + \frac{1}{2} \text{Ric}^{kl} W_{ijkl}.
\] (25)
The Bach tensor is a conformally invariant tensor in that if $g = e^{2w} g_0$, then
\[
B_g = e^{-2w} B_{g_0}.
\]
This implies that
\[
\int_{S^4} |B| dv
\]
is a conformal invariant. For a discussion of the Bach tensor see e.g., [12].

We now record a conformally invariant Sobolev inequality (26), which follows from the definition of the Yamabe constant. Let $g$ be a metric on $S^4$ with a positive Yamabe constant $Y([g])$, then for all $u \in W^{1,2}(S^4)$
\[
Y([g]) \|u\|_4^2 \leq \|\nabla u\|_2^2 + \frac{1}{6} \int_{S^4} R_g u^2 dV_g.
\] (26)
The proof for the following inequality can be found in [5].
Proposition 4.1 ([5]). Let \( g_0 \) be the Yamabe metric on \( S^4 \) with a positive Yamabe constant, then

\[
\frac{1}{2} \int_{S^4} |E|^2 \, dv_0 \leq \int_{S^4} |W|^2 \, dv_0
\]

and

\[
24 \left( 16\pi^2 - \int_{S^4} |W|^2 \, dv_0 \right) \leq Y([g])^2.
\]

Proposition 4.2. Let \( g_0 \) be a Yamabe metric on \( S^4 \) with positive Yamabe constant. There exists an \( \epsilon > 0 \) so that if

\[
M = \int_{S^4} (|W|^2 + |E|^2) \, dv_0 < \epsilon^2,
\]

then

\[
\int_{S^4} |E|^4 \, dv_0 \leq CM \int_{S^4} |B|^2 \, dv_0
\]

and

\[
\int_{S^4} |W|^4 \, dv_0 \leq CM \int_{S^4} |B|^2 \, dv_0,
\]

where \( C > 0 \) does not depend on \( g_0 \).

Proof. The proof of the two inequalities (29) and (30) depends on two equivalent expressions of the Bach tensor via the second Bianchi identity, which we now explain.

Start with Bach tensor as defined in (25). A well-known relationship between the Weyl tensor and the Ricci tensor via the Bianchi identity, a proof of which can also be found in [7, p. 124], is that

\[
(31) \quad \nabla^k W_{ijkl} := (\delta W)_{ijkl} = \frac{1}{2} (dA)_{ijkl}.
\]

where

\[
(dA)_{ijkl} = \nabla_i A_{jl} - \nabla_j A_{il},
\]

and \( A_{ij} = \text{Ric}_{ij} - \frac{1}{6} R g_{ij} \). Applying (31) to the expression of the Bach tensor (25), we find that ([6, p. 717])

\[
(32) \quad B_{ij} = -\frac{1}{2} \Delta E_{ij} + \frac{1}{6} \nabla_i \nabla_j R - \frac{1}{24} \Delta R g_{ij} - E^{kl} W_{ikjl} + E^l_i E^k_j - \frac{1}{4} |E|^2 g_{ij} + \frac{1}{6} R E_{ij}
\]

\[
(33) \quad = -\frac{1}{2} \Delta E_{ij} - E^{kl} W_{ikjl} + E^l_i E^k_j - \frac{1}{4} |E|^2 g_{ij} + \frac{1}{6} R E_{ij},
\]

since \( R \) is constant. If we multiply (32) by \( E \) and integrate, then

\[
\int |\nabla E|^2 = 2 \int EB + 2 \int EEW - 2 \int \text{Tr} E^3 + \frac{1}{2} \int |E|^2 \text{Tr} E - \frac{1}{3} \int R|E|^2
\]

\[
= 2 \int EB + 2 \int EEW - 2 \int \text{Tr} E^3 - \frac{1}{3} \int R|E|^2,
\]

since \( \text{Tr}(E) = 0 \). By (26),

\[
Y([g]) \left( \int |E|^4 \right)^{1/2} \leq \int |\nabla E|^2 + \frac{1}{6} \int R|E|^2
\]

\[
\leq \int |\nabla E|^2 + \frac{1}{6} \int R|E|^2.
\]

So

\[
Y([g]) \left( \int |E|^4 \right)^{1/2} \leq 2 \int EB + 2 \int EEW - 2 \int \text{Tr} E^3 - \frac{1}{6} \int R|E|^2
\]

\[
\leq 2 \|B\|_2 \|E\|_2 + 2 \|W\|_2 \|E\|^2 + 2 \|E\|^2 \|E\|_2,
\]

by the Cauchy-Schwarz inequality and since \( R > 0 \). By our assumption on \( \|E\|_2 \) and \( \|W\|_2 \),

\[
Y([g]) \|E\|^2 \leq 2 M^{1/2} \|B\|_2 + 4 M^{1/2} \|E\|_2^2.
\]
So if $\epsilon < Y([g])/4$, then

$$\|E\|_2^2 \leq \frac{2M^{1/2}}{Y([g]) - 4M^{1/2}} \|B\|_2.$$  

The constant is bounded by $CM^{1/2}$, where $C$ is independent of $M$ and $Y([g])$, by Equations (27) and (28). Hence the inequality in (29) is satisfied.

We next prove the inequality in (30). Starting from the definition of Bach tensor (25),

$$\hat{B}_{ij}A_{ij} = \hat{A}_{ij}(\nabla_k \nabla_l W_{ijkl} - \frac{1}{2} A_{kl} W_{ijkl})$$

$$= \int -\nabla_k A_{ij} \nabla_l W_{ijkl} - \frac{1}{2} A_{ij} A_{kl} W_{ijkl}$$

by the symmetry of $W$. Therefore, from the (31),

$$\hat{B}_{ij}A_{ij} = \int |\delta W|^2 - \frac{1}{2} \int A_{ij} A_{kl} W_{ijkl}.$$  

Also,

$$\int |\nabla W|^2 = 4 \int |\delta W|^2 + 72 \int \det W - \frac{1}{2} \int R|W|^2,$$

see [7, p. 126]. So

$$\int |\nabla W|^2 = 4 \int BA + 2 \int WAA + 72 \int \det W - \frac{1}{2} \int R|W|^2.$$  

Since the Weyl tensor has zero trace we have that $WAA = WEE$ and that $BA = BE$. Substituting this we arrive at

(34)  

$$\int |\nabla W|^2 = 4 \int BE + 2 \int WEE + 72 \int \det W - \frac{1}{2} \int R|W|^2.$$  

We now can prove (30) in a similar way as the proof for (29). By (29) and (34)

$$Y([g])\left(\int |W|^4\right)^{1/2} \leq \int |\nabla W|^2 + \frac{1}{6} \int R|W|^2$$

$$\leq 4 \int BE + 2 \int WEE + 72 \int \det W - \frac{1}{3} \int R|W|^2$$

$$\leq \int BE + 2 \int WEE + 72 \int \det W,$$

since $R > 0$. By the Cauchy-Schwarz inequality,

$$Y([g])\left(\int |W|^4\right)^{1/2} \leq C\|W\|_2(\|W\|_4^2 + \|E\|_4^{1/2}) + \|E\|_2\|B\|_2$$

$$\leq C(M^{1/2}\|W\|_3^2 + M^{1/2}(1 + M^{1/2})\|B\|_2),$$

by (29). So if $\epsilon < Y([g])/C$, then

$$\|W\|_4^{1/2} \leq \frac{C^{1/2}(1 + M^{1/2})}{Y([g]) - CM^{1/2}} \|B\|_2.$$  

The coefficient of $\|B\|_2$ is controlled by a constant times $M^{1/2}$, independently of $\epsilon$ and $Y([g])$, by Equations (27) and (28). So, the inequality in (30) is satisfied.  

□
5. Proof of Theorem 1.2

With these preliminaries, we now proceed with the proof for Theorem 1.2. For the reader’s convenience we restate the theorem.

**Theorem 1.2.** Let \( g_0 \) be a Yamabe metric of constant and positive scalar curvature on \( S^4 \), let

\[
\beta = \int_{S^4} |W|^2 \, dv_{g_0},
\]

and let

\[
\gamma = \int_{S^4} |B|^2 \, dv_{g_0},
\]

where \( W \) is the Weyl tensor and \( B \) is the Bach tensor. There exists a constant \( \epsilon_2 > 0 \) such that if \( \beta < \epsilon_2 \), then \( (S^4, g_0) \) is bilipschitz equivalent to \( (S^4, g_c) \), where \( g_c \) is the standard metric for \( S^4 \). That is, for all \( x, y \in \mathbb{R}^4 \) there exists \( L_2 > 0 \) such that

\[
\frac{1}{L_2} d_{g_c}(x, y) \leq d_{g_0}(x, y) \leq L_2 d_{g_c}(x, y),
\]

where \( L_2 \leq 1 + C' \gamma \beta \).

In order to prove Theorem 1.2, we will apply the normalized Ricci flow to \( (S^4, g_0) \) and show that under the flow the metric converges sufficiently rapidly to \( g_c \). Results of this type have been shown previously and the proofs will not be provided. The normalized Ricci flow is defined by

\[
\frac{dg}{dt} = -2 \text{Ric}_g + \frac{1}{2} \frac{R_g}{\text{vol}(S^4)} \int_{S^4} R_g \, dv_g
\]

where

\[
\overline{R} = \frac{1}{\text{vol}(S^4)} \int_{S^4} R_g \, dv_g
\]

and \( R_g \) is the scalar curvature of \( g \).

We now recall a result of Gursky [16].

**Theorem 5.1.** On \( S^4 \), if \( g_0 \) has a positive Yamabe constant and

\[
\int_{S^4} |W|^2 < \epsilon_2,
\]

where \( W \) is the Weyl tensor for \( g_0 \), then the solution to (35) with initial condition \( g(0) = g_0 \) exists for all time and converges to \( g_c \).

We remark that in the proof of Gursky, he first established the convergence of the metric for a short time to a metric with bounded curvature that satisfies a pinching condition. He then quoted an earlier work of Huisken [23] to establish the exponential convergence of the metric to \( g_c \) under the flow (see also [24]).

In a recent work of Chang and Chen [5], they have established the monotonicity of the \( L^p \)-norm of a certain curvature quantity under the flow. They use this to give a quantitative estimate of the result of the Gursky. More precisely they have established the following result.

**Theorem 5.2.** If \( (S^4, g(t)) \) is a normalized Ricci flow starting from a unit volume positive Yamabe metric \( (S^4, g_0) \) with

\[
\int_{S^4} |W|_g^2 \, dv_{g_0} < 10^{-3} \pi^2
\]

then for all \( t > 0 \) and \( p \in [2, 2 + \frac{1}{4}] \),

\[
\|W| + |E| + |R - \overline{R}||_{\infty}(t) \leq C_1 (1 + t^{-\frac{2}{3}}) e^{-C_2 t} \|W| + |E||_p(0),
\]

where \( C_1, C_2 \) are dimensional constants and independent of \( g_0 \).
Proof of Theorem 1.2. We first show that \( \|G(0)\|_4 \) is controlled by \( \beta \). Recall that \( G(0) = |W| + |E| + |R - \overline{R}| \).

At time 0 the scalar curvature is constant and so we have that \( G(0) = |W| + |E| \). By Proposition 1.2 \( \|G(0)\|_4 \leq C \|G(0)\|_2 \|B(0)\|_2 \), where \( B \) is the Bach tensor at time 0. So it suffices to show that \( \|G(0)\|_2 \) is controlled by \( \beta \). The Chern-Gauss-Bonnet formula implies that

\[
16\pi^2 = \int_{S^4} (|W|^2 - \frac{1}{2} |E|^2 + \frac{1}{24} R^2)\,dv_{g_0}.
\]

Since \( R \) is constant, we have that

\[
\int_{S^4} R^2\,dv_{g_0} = Y([g_0])^2.
\]

In [1], Aubin showed that the Yamabe constant is largest for \( g_c \) and so

\[
\frac{1}{24} \int_{S^4} R^2\,dv_{g_0} \leq 16\pi^2.
\]

This, together with the Chern-Gauss-Bonnet formula gives that

\[
\frac{1}{2} \int_{S^4} |E|^2\,dv_{g_0} \leq \beta
\]

and so

\[
\|G(0)\|^2 \leq 3\beta.
\]

The normalized Ricci flow equation gives that

\[
\frac{dg}{dt} \leq 2|\text{Ric} - \frac{1}{4} \overline{R} g| + \frac{1}{2}|(R - \overline{R})g|
\]

\[
\leq 2\|G(t)\|_\infty.
\]

By Theorem 5.2

\[
\frac{dg}{dt} \leq Ct^{-2/(2+\delta)} e^{-C't} \|G(0)\|_{2+\delta}.
\]

By Hölder’s inequality and Proposition 4.2

\[
Ct^{-2/(2+\delta)} e^{-C't} \|G(0)\|_{2+\delta} \leq Ct^{-2/(2+\delta)} e^{-C't} \|G(0)\|_4
\]

\[
\leq Ct^{-2/(2+\delta)} e^{-C't} \|B(0)\|_2 \|G(0)\|_2
\]

\[
\leq Ct^{-2/(2+\delta)} e^{-C't} \|B(0)\|_2 \beta.
\]

where \( C \) is a positive constant that may differ in each line. Since \( 2/(2 + \delta) < 1 \), by integrating \( dg/dt \),

\[
\|g(t) - g_0\|_\infty \leq C \gamma \beta,
\]

where the constant does not depend on \( g_0 \).

So \( g_0 \) is bilipschitz equivalent to \( g(t) \) for all \( t > 0 \). By Theorem 5.1 \( \lim_{t \to \infty} g(t) = g_c \) and so \( g_0 \) is bilipschitz equivalent to \( g_c \). \( \square \)

References

[1] T. Aubin, Équations différentielles non linéaires et problème de Yamabe concernant la courbure scalaire, J. Math. Pures Appl. (9), 55 (1976), pp. 269–296.
[2] A. D. Austin, Logarithmic potentials and quasiconformal flows on the Heisenberg group, Adv. Math., 364 (2020), pp. 107013, 80.
[3] M. Bonk, J. Heinonen, and E. Saksman, Logarithmic potentials, quasiconformal flows, and Q-curvature, Duke Math. J., 142 (2008), pp. 197–239.
[4] M. Bonk and U. Lang, Bi-Lipschitz parameterization of surfaces, Math. Ann., 327 (2003), pp. 135–169.
[5] S.-Y. A. Chang and E. Chen, Some aspects of ricci flow on the 4-sphere, To Appear, (2021).
[6] S.-Y. A. Chang, M. J. Gursky, and P. C. Yang, An equation of Monge-Ampère type in conformal geometry, and four-manifolds of positive Ricci curvature, Ann. of Math. (2), 155 (2002), pp. 799–787.
[7] A conformally invariant sphere theorem in four dimensions, Publ. Math. Inst. Hautes Études Sci., (2003), pp. 105–143.
[8] S.-Y. A. Chang, J. Qing, and P. C. Yang, Compactification of a class of conformally flat 4-manifold, Invent. Math., 142 (2000), pp. 65–93.
[9] __________, On the Chern-Gauss-Bonnet integral for conformal metrics on $\mathbb{R}^4$, Duke Math. J., 103 (2000), pp. 523–544.

[10] E. Chen, Convergence of the Ricci flow on asymptotically flat manifolds with integral curvature pinching, arXiv preprint arXiv:1907.13189, (2019).

[11] S. Cohn-Vossen, Kürzeste Wege und Totalkrümmung auf Flächen, Compositio Math., 2 (1935), pp. 69–133.

[12] A. Derdziński, Self-dual Kähler manifolds and Einstein manifolds of dimension four, Compositio Math., 49 (1983), pp. 405–433.

[13] R. Finn, On a class of conformal metrics, with application to differential geometry in the large, Comment. Math. Helv., 40 (1965), pp. 1–30.

[14] J. H. G. Fu, Bi-Lipschitz rough normal coordinates for surfaces with an $L^1$ curvature bound, Indiana Univ. Math. J., 47 (1998), pp. 430–453.

[15] F. W. Gehring, G. J. Martin, and B. P. Palka, An introduction to the theory of higher-dimensional quasiconformal mappings, American Mathematical Society, Providence, RI, 2017.

[16] M. J. Gursky, Locally conformally flat four- and six-manifolds of positive scalar curvature and positive Euler characteristic, Indiana Univ. Math. J., 43 (1994), pp. 747–774.

[17] __________, The principal eigenvalue of a conformally invariant differential operator, with an application to semilinear elliptic PDE, Comm. Math. Phys., 207 (1999), pp. 131–143.

[18] M. J. Gursky and A. Malchiodi, A strong maximum principle for the Paneitz operator and a non-local flow for the $Q$-curvature, J. Eur. Math. Soc. (JEMS), 17 (2015), pp. 2137–2173.

[19] R. S. Hamilton, Three-manifolds with positive Ricci curvature, J. Differential Geometry, 17 (1982), pp. 255–306.

[20] F. Hang and P. C. Yang, Sign of Green's function of Paneitz operators and the $Q$-curvature, Int. Math. Res. Not. IMRN, (2015), pp. 9775–9791.

[21] J. Heinonen, Lectures on analysis on metric spaces, Universitext, Springer-Verlag, New York, 2001.

[22] A. Huber, On subharmonic functions and differential geometry in the large, Comment. Math. Helv., 32 (1957), pp. 13–72.

[23] G. Huisken, Ricci deformation of the metric on a Riemannian manifold, J. Differential Geom., 21 (1985), pp. 47–62.

[24] C. Margerin, A sharp characterization of the smooth 4-sphere in curvature terms, Comm. Anal. Geom., 6 (1998), pp. 21–65.

[25] A. Pierzchalski, On quasiconformal deformations on manifolds, in Complex analysis—fifth Romanian-Finnish seminar, Part 1 (Bucharest, 1981), vol. 1013, Springer, Berlin, 1983, pp. 171–181.

[26] H. M. Reimann, Ordinary differential equations and quasiconformal mappings, Invent. Math., 33 (1976), pp. 247–270.

[27] S. Rickman, Quasiregular mappings, Springer-Verlag, Berlin, 1993.

[28] Y. Wang, The isoperimetric inequality and quasiconformal maps on manifolds with finite total $Q$-curvature, Int. Math. Res. Not. IMRN, (2012), pp. 394–422.

[29] __________, The isoperimetric inequality and $Q$-curvature, Adv. Math., 281 (2015), pp. 823–844.