Error bounds of fourth-order compact finite difference methods for the Dirac equation in the massless and nonrelativistic regime
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Abstract
We establish the error bounds of fourth-order compact finite difference (4cFD) methods for the Dirac equation in the massless and nonrelativistic regime, which involves a small dimensionless parameter $0 < \epsilon \leq 1$ inversely proportional to the speed of light. In this regime, the solution propagates waves with wavelength $O(\epsilon)$ in time and $O(1)$ in space, as well as with the wave speed $O(1/\epsilon)$ rapid outgoing waves. We adapt the conservative and semi-implicit 4cFD methods to discretize the Dirac equation and rigorously carry out their error bounds depending explicitly on the mesh size $h$, time step $\tau$ and the small parameter $\epsilon$. Based on the error bounds, the $\epsilon$-scalability of the 4cFD methods is $h = O(\epsilon^{1/4})$ and $\tau = O(\epsilon^{3/2})$, which not only improves the spatial resolution capacity but also has superior accuracy than classical second-order finite difference methods. Furthermore, physical observables including the total density and current density have the same conclusions. Numerical results are provided to validate the error bounds and the dynamics of the Dirac equation with different potentials in two dimensions is presented.
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1 | INTRODUCTION

Since it was first proposed by Paul Dirac in 1928, the Dirac equation has been one of the fundamental equations in quantum mechanics [1, 2]. It describes the motion of elementary spin-1/2 massive particles, such as positrons, electrons, quarks, and so forth [3–5]. As a relativistic wave equation which plays an important role in particle physics, the Dirac equation successfully unifies the principles of quantum mechanics and the theory of special relativity [6]. The negative energy solution of the Dirac equation predicted the existence of antimatter, which was previously unobserved and experimentally confirmed by the discovery of the positron a few years later. Recently, due to the development of theoretical studies and experimental explorations for the dynamic properties and structures of graphite and graphene [5, 7, 8], intense laser-molecule interaction [9, 10], as well as two and three dimensional topological insulators [11], the study of the Dirac equation has attracted extensive attention and research interests from numerous scholars.

In this paper, we consider the Dirac equation in the massless and nonrelativistic regime [12], which means that the mass of the particle is much less than the mass unit and the wave speed is much less than the speed of light. Similar to the techniques used in [12, 13], in one dimension (1D) and two dimensions (2D), the Dirac equation in the massless and nonrelativistic regime on the unit torus $\mathbb{T}^d$ ($d = 1, 2$) can be expressed in the two-component form as

$$i \partial_t \Phi = \left( -\frac{i}{\varepsilon} \sum_{j=1}^{d} \sigma_j \partial_j + \frac{1}{\varepsilon} \sigma_3 \right) \Phi + \left( V(t, x)I_2 - \sum_{j=1}^{d} A_j(t, x) \sigma_j \right) \Phi, \quad x \in \mathbb{T}^d, \quad (1.1)$$

where $\Phi := \Phi(t, x) \equiv (\phi_1(t, x), \phi_2(t, x))^T \in \mathbb{C}^2$ is the complex-valued wave function, $i = \sqrt{-1}$, $\partial_j = \frac{\partial}{\partial x_j} (j = 1, \ldots, d)$, $t$ is time, $x = (x_1, \ldots, x_d)^T \in \mathbb{T}^d$ is the spatial coordinate vector, $\varepsilon = \frac{v}{c} \in (0, 1]$ is a dimensionless parameter inversely proportional to the speed of light, which represents the ratio between the wave velocity and the speed of light. $V := V(t, x)$ and $A := A(t, x) = (A_1(t, x), \ldots, A_d(t, x))^T$ stand for the real-valued electric potential and magnetic potential, respectively. $I_2$ is the $2 \times 2$ identity matrix, and $\sigma_1, \sigma_2, \sigma_3$ are the Pauli matrices defined as

$$\sigma_1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma_2 = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \sigma_3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}.$$

In order to study the dynamics of the Dirac equation (1.1), the initial data is taken as

$$\Phi(t = 0, x) = \Phi_0(x), \quad x \in \mathbb{T}^d. \quad (1.2)$$

The Dirac equation (1.1) is dispersive, time symmetric and conserves the total probability [13]

$$\|\Phi(t, \cdot)\|^2 := \int_{\mathbb{T}^d} |\Phi(t, x)|^2 dx = \int_{\mathbb{T}^d} \sum_{j=1}^{2} |\phi_j(t, x)|^2 dx \equiv \|\Phi(0, \cdot)\|^2 = \|\Phi_0\|^2. \quad (1.3)$$

Besides, if the electric and magnetic potentials are both time-independent, that is, $V(t, x) = V(x)$ and $A_j(t, x) = A_j(x), j = 1, \ldots, d$, the energy $E(\Phi(t, \cdot))$ is also conserved

$$E(\Phi(t, \cdot)) := \int_{\mathbb{T}^d} \left( -\frac{i}{\varepsilon} \sum_{j=1}^{d} \Phi^* \sigma_j \partial_j \Phi + \frac{1}{\varepsilon} \Phi^* \sigma_3 \Phi + V(x)|\Phi|^2 - \sum_{j=1}^{d} A_j(x) \Phi^* \sigma_j \Phi \right) dx$$

$$\equiv E(\Phi(0, \cdot)) = E(\Phi_0), \quad t \geq 0, \quad (1.4)$$

where $\Phi^* = \overline{\Phi}^T$ with $\overline{\Phi}$ denoting the complex conjugate of $\Phi$. 
FIGURE 1 The wave function $\phi_1(t = 2,x)$ and $\phi_1(t, x = x)$ of the Dirac equation (1.1) with $d = 1$ and different $\epsilon$. Here $\text{Re}(f)$ denotes the real part of $f$.

Introduce the total density $\rho := \rho(t, x)$ as

$$\rho(t, x) = \sum_{j=1}^{2} \rho_j(t, x) = \Phi(t, x)^*\Phi(t, x), \quad x \in \mathbb{T}^d, \quad (1.5)$$

with the $j$-th probability density $\rho_j(t, x) = |\phi_j(t, x)|^2$ for $j = 1, 2$, and the current density $J(t, x) = (J_1(t, x), \ldots, J_d(t, x))^T$ as

$$J_l(t, x) = \frac{1}{\epsilon}\Phi(t, x)^*\sigma_l\Phi(t, x), \quad l = 1, \ldots, d, \quad (1.6)$$

then we obtain the following conservation law [13]

$$\partial_t \rho(t, x) + \nabla \cdot J(t, x) = 0, \quad x \in \mathbb{T}^d, \quad t \geq 0. \quad (1.7)$$

The Dirac equation (1.1) in different regimes have been widely investigated in the past decades. For the analytical and numerical results in the classical regime, that is, $\epsilon = 1$, we refer to [14–20] and references therein. In the nonrelativistic/semiclassical regime, various numerical methods have been proposed and analyzed including the finite difference time domain (FDTD) methods [13, 21, 22], exponential wave integrator Fourier pseudospectral (EWI-FP) method [13, 23], time-splitting Fourier pseudospectral (TSFP) method [23–27], Gaussian bean method [20] and so on [9, 10, 28, 29].

When $0 < \epsilon \ll 1$ in the Dirac equation (1.1), that is, in the massless and nonrelativistic regime, the solution propagates waves with wavelength at $O(1)$ in space and $O(\epsilon)$ in time. To illustrate this oscillatory nature, Figure 1 depicts the solution of the Dirac equation (1.1) with $d = 1$, $V(t, x) = 1/(1 + \sin^2(x))$, $A_1(t, x) = \sin(2x)$ and $\Phi_0(x) = (1/(1 + \sin^2(x)), 1/(3 + \cos(x)))^T$ for different $\epsilon$. In fact, in this regime, the highly oscillatory nature of the solution in time brings significant difficulty in numerical simulations and mathematical analysis. Thus, it is very important to adopt effective numerical methods to study the dynamics of the Dirac equation (1.1) when $\epsilon \to 0^+$ and carry out rigorous error bounds, especially the explicit dependence on the mesh size $h$ and time step $\tau$ as well as the small parameter $\epsilon$.

High order compact finite difference methods achieve expected accuracy with less grid points, which are able to improve the spatial resolution capacity especially for $0 < \epsilon \ll 1$. The fourth-order compact finite difference (4cFD) method is a simple scheme to attain higher spatial order with the same number of grids for the central difference method [30–32]. Recently, the 4cFD method has been
used to solve the (nonlinear) Schrödinger equation [33, 34], Klein–Gorden equation [35, 36], Dirac equation [37], Burgers’ equation [30] and so on. For more details, we refer to [31, 38–42] and references therein.

To the best of our knowledge, there is no study on the 4cFD schemes for the Dirac equation (1.1) in the massless and nonrelativistic regime. The aim of this paper is to combine the 4cFD discretization in space with the implicit/semi-implicit temporal discretization to numerically solve the Dirac equation (1.1) and carry out the error bounds in the massless and nonrelativistic regime. Compared with the second-order finite difference methods in [43], the 4cFD methods not only have higher accuracy in terms of the mesh size $h$ for the fixed $\varepsilon$, but also have better spatial resolution in terms of $\varepsilon$. Based on our rigorous error estimates, in order to get “correct” numerical approximations of the Dirac equation (1.1), the $\varepsilon$-scalability of the 4cFD methods should be taken as

$$h = O(\varepsilon^{1/4}) \quad \text{and} \quad \tau = O(\varepsilon^{3/2}), \quad 0 < \varepsilon \leq 1,$$

which performs much better than the classical second-order finite difference schemes for the spatial resolution.

The rest of this paper is organized as follows. In Section 2, the implicit and semi-implicit 4cFD methods are presented for the Dirac equation (1.1) with stability conditions analyzed. In Section 3, error bounds of these two 4cFD schemes for the Dirac equation (1.1) are rigorously carried out. Numerical results are shown in Section 4 to confirm our error estimates and study the dynamics of the Dirac equation (1.1) in 2D. Finally, some conclusions are drawn in Section 5. Throughout this paper, the notation $A \lesssim B$ is used with the meaning that there exists a generic constant $C > 0$ independent of the mesh size $h$ and time step $\tau$ as well as the parameter $\varepsilon$, such that $|A| \leq CB$.

2 THE 4cFD METHODS AND THEIR ANALYSIS

In the section, we adapt the implicit and semi-implicit 4cFD methods to solve the Dirac equation (1.1) and analyze their mass and energy conservation as well as the stability conditions. For simplicity of presentation, here we only carry out the numerical schemes and corresponding analysis in 1D. It is straightforward to generalize to 2D and the results remain valid without modifications. The Dirac equation (1.1) in 1D on the computational domain $\Omega = (a, b)$ with periodic boundary conditions collapses to

$$i\partial_t \Phi = \left(-\frac{i}{\varepsilon} \sigma_1 \partial_x + \frac{1}{\varepsilon} \sigma_3\right) \Phi + (V(t, x)I_2 - A_1(t, x)\sigma_1) \Phi, \quad x \in \Omega, \quad t > 0, \quad (2.1)$$

$$\Phi(t, a) = \Phi(t, b), \quad t \geq 0; \quad \Phi(0, x) = \Phi_0(x), \quad x \in \Omega, \quad (2.2)$$

where $\Phi := \Phi(t, x)$ and $\Phi_0(a) = \Phi_0(b)$.

2.1 The 4cFD methods

Choose the mesh size $h := \Delta x = (b - a)/N$ with $N$ being an even positive integer, time step size $\tau := \Delta t > 0$, and denote the grid points and time steps as

$$x_j := a + jh, \quad j = 0, 1, \ldots, N; \quad t_n := n\tau, \quad n = 0, 1, 2, \ldots \quad (2.3)$$

Denote $X_N = \{U = (U_0, U_1, \ldots, U_N)^T \mid U_j \in \mathbb{C}^2, j = 0, 1, \ldots, N, U_0 = U_N\}$ and let $U_{-1} = U_{N-1}, U_{N+1} = U_1$ if they are involved. Define the index set $\mathcal{T}_N = \{l \mid l = -N/2, -N/2 + 1, \ldots, N/2 - 1\}$,
and $\mu_l = \frac{2\pi l}{h-a}$ for $l \in T_N$, then for any $U \in X_N$, its corresponding Fourier representation is [44]

$$U_j = \sum_{l \in T_N} \tilde{U}_l e^{i \lambda_l (x_j-a)} = \sum_{l \in T_N} \tilde{U}_l e^{2i \lambda_l x_j/N}, \quad j = 0, 1, \ldots, N,$$

where $\tilde{U}_l \in \mathbb{C}^2$ is defined as

$$\tilde{U}_l = \frac{1}{N} \sum_{j=0}^{N-1} U_j e^{-2i \lambda_l x_j/N}, \quad l \in T_N. \quad (2.5)$$

In the space $X_N$, the $l^1$-norm, $l^2$-norm and $l^\infty$-norm are given as

$$\|U\|_1 = h \sum_{j=0}^{N-1} |U_j|, \quad \|U\|_2^2 = h \sum_{j=0}^{N-1} |U_j|^2, \quad \|U\|_\infty = \max_{0 \leq j \leq N-1} |U_j|, \quad U \in X_N. \quad (2.6)$$

Let $\Phi^n_j$ be the numerical approximation of $\Phi \left(t_n, x_j\right)$, $V^n_j = V \left(t_n, x_j\right)$, $V^{n+1/2}_j = V \left(t_n + \tau/2, x_j\right)$, $A^n_{ij} = A_1 \left(t_n, x_j\right)$ and $A^{n+1/2}_{ij} = A_1 \left(t_n + \tau/2, x_j\right)$ for $0 \leq j \leq N$ and $n \geq 0$. Denote $\Phi^n = \left(\Phi_0^n, \Phi_1^n, \ldots, \Phi_N^n\right)^T \in X_N$ as the solution vector at $t = t_n$. Introduce the following finite difference discretization operators

$$\delta_t^+ \Phi^n_j = \frac{\Phi^{n+1}_j - \Phi^n_j}{\tau}, \quad \delta_x \Phi^n_j = \frac{\Phi^{n+1}_j - \Phi^{n-1}_j}{2h}, \quad \delta_x^+ \Phi^n_j = \frac{\Phi^{n+1}_j - \Phi^n_j}{2h},$$

and the average vector

$$\Phi^{n+\frac{1}{2}}_j = \frac{\Phi^{n+1}_j + \Phi^n_j}{2}.$$  

It is easy to check that $A_h \left(\partial_t \Phi \left(x_j\right)\right) = \left(\Phi \left(x_{j+1}\right) - \Phi \left(x_{j-1}\right)\right)/2h + O \left(h^4\right)$. A fourth-order compact approximation is implemented by replacing $\partial_t \Phi \left(t_n, x_j\right)$ by $A_h^{-1} \left(\delta_x \Phi^n \right)$ [37, 39].

Combining the 4cFD discretization in space with the implicit and semi-implicit temporal discretizations, we have the following two 4cFD schemes for $j = 0, 1, \ldots, N-1$:

**I.** The implicit 4cFD method

$$i \delta_t^+ \Phi^n_j = \frac{1}{\epsilon} \left( -i \sigma_1 A_h^{-1} \delta_x + \sigma_3 \right) \Phi^{n+\frac{1}{2}}_j + \left( V^{n+\frac{1}{2}}_j I_2 - A^{n+\frac{1}{2}}_{ij} \sigma_1 \right) \Phi^{n+\frac{1}{2}}_j, \quad n \geq 0. \quad (2.7)$$

**II.** The semi-implicit 4cFD method

$$i \delta_t \Phi^n_j = \left( -i \sigma_1 A_h^{-1} \delta_x + \frac{1}{\epsilon} \sigma_3 \right) \frac{\Phi^{n+1}_j + \Phi^{n-1}_j}{2} + \left( V^n_j I_2 - A^n_{ij} \sigma_1 \right) \Phi^n_j, \quad n \geq 1. \quad (2.8)$$

The boundary and initial conditions (2.2) for the 4cFD methods are discretized as

$$\Phi_{0+}^{n+1} = \Phi_{-}^{n+1}, \quad \Phi_{-}^{n+1} = \Phi_{N-1}^{n+1}, \quad n \geq 0; \quad \Phi^0_j = \Phi_0 \left(x_j\right), \quad j = 0, 1, \ldots, N. \quad (2.9)$$

According to the Taylor expansion and the Dirac equation (1.1), the first time step for the semi-implicit 4cFD (2.8) is designed as ($j = 0, 1, \ldots, N$)

$$\Phi^1_j = \Phi_0 \left(x_j\right) - \sin \left( \frac{\tau}{\epsilon} \right) \sigma_1 \Phi_0 \left(x_j\right) - i \left[ \sin \left( \frac{\tau}{\epsilon} \right) \sigma_3 + \tau \left( V^0_j I_2 - A^0_{ij} \sigma_1 \right) \right] \Phi_0 \left(x_j\right). \quad (2.10)
Here, we adopt \( \frac{1}{\tau} \sin \left( \frac{\xi}{\epsilon} \right) \) instead of \( \frac{1}{\epsilon} \) such that (2.10) is second order in terms of \( \tau \) for any fixed \( \epsilon \in (0, 1) \) and \( \| \Phi^1 \|_{\mathcal{F}} \lesssim 1 \) [13, 22].

The 4cFD methods are time symmetric, that is, they are unchanged under \( \tau \leftrightarrow -\tau \) and \( n + 1 \leftrightarrow n \) for the implicit 4cFD method or \( n + 1 \leftrightarrow n - 1 \) for the semi-implicit 4cFD method, and their memory cost is \( O(N) \). The implicit 4cFD method is an implicit scheme in the sense that at each time step for \( n \geq 0 \), the corresponding linear system is coupled and needs to be solved by an iterative solver or a direct solver. As a consequence, the computational cost per time step is usually much larger than \( O(N) \), especially in 2D. The semi-implicit 4cFD method is also an implicit scheme, but at each time step for \( n \geq 1 \), the corresponding linear system could be decoupled and solved explicitly in the phase (Fourier) space as

\[
\Phi_{n+1}^l = \left( i\gamma_l I_2 - \frac{\tau}{\epsilon} \sin(\mu_l h) \frac{\sigma_3}{\sigma_1} \right)^{-1} L_n^l, \quad l \in \mathcal{T}_N,
\]

where

\[
\gamma_l = \cos(\mu_l h) + \frac{2}{3},
\]

\[
L_n^l = \left( i\gamma_l I_2 + \frac{\tau}{\epsilon} \sin(\mu_l h) \frac{\sigma_3}{\sigma_1} \right) \Phi_{n-1}^l + 2 \tau \gamma_l (G_n^l \Phi^0)_l,
\]

and \( G^n = (G_0^n, G_1^n, \ldots, G_N^n)^T \in X_N \) with \( G_j^n = V_j I_2 - A_{1,j} \sigma_1 \) for \( j = 0, 1, \ldots, N \). Therefore, its computational cost per time step is \( O(N \ln N) \).

2.2 Mass and energy conservation

For the implicit 4cFD scheme, we have the following conservative properties.

**Lemma 2.1** The implicit 4cFD (2.7) conserves the mass in the discretized level as

\[
\| \Phi^n \|_{\mathcal{F}}^2 := h \sum_{j=0}^{N-1} |\Phi_j^n|^2 \equiv h \sum_{j=0}^{N-1} |\Phi_j^0|^2 = \| \Phi^0 \|_{\mathcal{F}}^2, \quad n \geq 0.
\]

Moreover, if the electric potential \( V(t,x) = V(x) \) and magnetic potential \( A_1(t,x) = A_1(x) \) are both time-independent, the implicit 4cFD (2.7) also conserves the discretized energy as

\[
E_h^n := h \sum_{j=0}^{N-1} \left[ -\frac{i}{\epsilon} (\Phi_j^n)^* \sigma_1 A_h^{-1} \delta_j \Phi_j^n + \frac{1}{\epsilon} (\Phi_j^n)^* \sigma_3 \Phi_j^n + V_j |\Phi_j^n|^2 - A_{1,j} (\Phi_j^n)^* \sigma_1 \Phi_j^n \right]
\]

\[
\equiv E_h^0, \quad n \geq 0,
\]

where \( V_j = V(x_j) \) and \( A_{1,j} = A_1(x_j) \) for \( j = 0, 1, \ldots, N \).

**Proof.** For the mass conservation (2.14), multiplying both sides of the 4cFD scheme (2.7) from the left by \( h \tau (\Phi_j^{n+1/2})^* \) and taking the imaginary part, we obtain for \( j = 0, 1, \ldots, N - 1 \),

\[
h |\Phi_j^{n+1/2}|^2 = h |\Phi_j^n|^2 - \frac{\tau h}{\epsilon} \left[ (\Phi_j^{n+1/2})^* \sigma_1 A_h^{-1} \delta_j \Phi_j^{n+1/2} + (\Phi_j^{n+1/2})^T \sigma_1 A_h^{-1} \delta_j \Phi_j^{n+1/2} \right].
\]
Since \( A_h^{-1} \) is a self-adjoint operator, summing above equations for \( j = 0, 1, \ldots, N - 1 \), we get
\[
\| \Phi^{n+1} \|^2 = \| \Phi^n \|^2 - \frac{\tau}{\varepsilon} \sum_{j=0}^{N-1} \left( \left( \Phi_j^{n+1/2} \right)^* A_h^{-1} \delta_x \Phi_j^{n+1/2} + \left( \Phi_j^{n+1/2} \right)^T A_h^{-1} \delta_x \Phi_j^{n+1/2} \right)
\]
\[
= \| \Phi^n \|^2 - \frac{\tau}{2\varepsilon} \sum_{j=0}^{N-1} \left( \left( \Phi_j^{n+1/2} \right)^* A_h^{-1} \Phi_j^{n+1/2} + \left( \Phi_j^{n+1/2} \right)^T A_h^{-1} \Phi_j^{n+1/2} \right)
\]
\[
- \left( \Phi_{j+1}^{n+1/2} \right)^* A_h^{-1} \Phi_{j+1}^{n+1/2} - \left( \Phi_{j+1}^{n+1/2} \right)^T A_h^{-1} \Phi_{j+1}^{n+1/2}
\]
which implies the mass conservation (2.14) by induction.

For the energy conservation (2.15), multiplying both sides of the 4cFD scheme (2.7) from the left by \( 2h \left( \Phi_j^{n+1} - \Phi_j^n \right)^* \) and taking the real part, we arrive at
\[
- \frac{h}{\varepsilon} \text{Re} \left( i(\Phi_j^{n+1} - \Phi_j^n)^* A_h^{-1} \delta_x \left( \Phi_j^{n+1} + \Phi_j^n \right) \right) + \frac{h}{\varepsilon} \left( \left( \Phi_j^{n+1} \right)^* A_h^{-1} \delta_x \Phi_j^{n+1} - (\Phi_j^n)^* A_h^{-1} \delta_x \Phi_j^n \right)
\]
\[
+ hV_j \left( \left| \Phi_j^{n+1} \right|^2 - \left| \Phi_j^n \right|^2 \right) - hA_{1,j} \left[ (\Phi_j^{n+1})^* \sigma_1 \Phi_j^{n+1} - (\Phi_j^n)^* \sigma_1 \Phi_j^n \right] = 0.
\]
(2.16)

Similarly, summing above equations for \( j = 0, 1, \ldots, N - 1 \), and noticing the summation by parts formula and the self-adjoint operator \( A_h^{-1} \), we have
\[
\frac{h}{\varepsilon} \sum_{j=0}^{N-1} \text{Re} \left( i(\Phi_j^{n+1} - \Phi_j^n)^* A_h^{-1} \delta_x \left( \Phi_j^{n+1} + \Phi_j^n \right) \right)
\]
\[
= i\frac{h}{\varepsilon} \sum_{j=0}^{N-1} (\Phi_j^{n+1})^* A_h^{-1} \delta_x \Phi_j^{n+1} - i\frac{h}{\varepsilon} \sum_{j=0}^{N-1} (\Phi_j^n)^* A_h^{-1} \delta_x \Phi_j^n,
\]

and
\[
- i\frac{h}{\varepsilon} \sum_{j=0}^{N-1} \left( (\Phi_j^{n+1})^* A_h^{-1} \delta_x \Phi_j^{n+1} - (\Phi_j^n)^* A_h^{-1} \delta_x \Phi_j^n \right)
\]
\[
+ \frac{h}{\varepsilon} \sum_{j=0}^{N-1} \left( (\Phi_j^{n+1})^* A_h^{-1} \delta_x \Phi_j^{n+1} - (\Phi_j^n)^* A_h^{-1} \delta_x \Phi_j^n \right) + h \sum_{j=0}^{N-1} V_j \left( \left| \Phi_j^{n+1} \right|^2 - \left| \Phi_j^n \right|^2 \right)
\]
\[
- hA_{1,j} \left[ (\Phi_j^{n+1})^* \sigma_1 \Phi_j^{n+1} - (\Phi_j^n)^* \sigma_1 \Phi_j^n \right] = 0,
\]
which completes the proof.

\[\Box\]

### 2.3 Stability analysis

Denote \( \Omega_T = [0, T_0] \times \Omega \), and take \( V_{\max} := \max_{(t,x) \in \overline{\Omega_T}} |V(t,x)| \) and \( A_{1,\max} := \max_{(t,x) \in \overline{\Omega_T}} |A_1(t,x)| \). Following the standard von Neumann method \footnote{For example, see [45]}, we have the following results for the 4cFD methods.

**Lemma 2.2.** (i) For any \( 0 < \varepsilon \leq 1 \) and \( h, \tau > 0 \), the implicit 4cFD (2.7) with (2.9) is unconditionally stable.
(ii) For any $0 < \varepsilon \leq 1$ and $h > 0$, the semi-implicit 4cFD (2.8) with (2.9) and (2.10) is stable under the stability condition

$$0 < \tau \leq \frac{1}{V_{\text{max}} + A_{1,\text{max}}}.$$  

(2.17)

Proof. (i) Plugging

$$\Phi_j^t = \sum_{n \in I_N} \Phi^k_n e^{2j\pi n/N}, \quad 0 \leq j \leq N,$$

(2.18)

with $k = n, n + 1$ into the implicit 4cFD (2.7), and using the orthogonality of the Fourier series, we obtain for $l \in T_N$,

$$(\Phi^{n+1})_l - (\Phi^n)_l + \frac{\tau}{2} \left( \frac{\sigma_3}{\varepsilon} + V_j^{n+1/2} I_2 - A_{n,j}^{n+1/2} \sigma_1 + \frac{\sin(\mu h)}{\varepsilon h \gamma_l} \sigma_1 \right) \left( (\Phi^{n+1})_l + (\Phi^n)_l \right) = 0,$$

(2.19)

with $\gamma_l$ defined in (2.12). Denoting the real matrix

$$B_l = \frac{1}{2} \left( \frac{\sigma_3}{\varepsilon} + V_j^{n+1/2} I_2 - A_{n,j}^{n+1/2} \sigma_1 + \frac{\sin(\mu h)}{\varepsilon h \gamma_l} \sigma_1 \right),$$

(2.20)

we obtain

$$(\Phi^{n+1})_l = (I_2 + i\tau B_l)^{-1} (I_2 - i\tau B_l) (\Phi^n)_l, \quad l \in T_N.$$

(2.21)

Denoting $M_l = (I_2 + i\tau B_l)^{-1} (I_2 - i\tau B_l)$ and $\rho(M_l)$ the spectrum of matrix $M_l$, (2.21) implies $\rho(M_l) = 1$ for $l \in T_N$, so the implicit 4cFD method is unconditionally stable.

(ii) Since the implicit part $\left( -\frac{\varepsilon}{\sigma_1} A_h^{-1} \delta + \frac{1}{\varepsilon \sigma_3} \right) \frac{\Phi^{n+1} + \Phi^n}{2}$ is automatically stable, here we just need to focus on the explicit part $i\delta t \Phi^e = (V_j^n I_2 - A_{n,j}^n \sigma_1) \Phi^n$. Plugging (2.18) with $k = n - 1, n, n + 1$ into the explicit part, we arrive at

$$(\Phi^{n+1})_l + 2i\tau \left( V_j^n I_2 - A_{n,j}^n \sigma_1 \right) (\Phi^n)_l - (\Phi^{n-1})_l = 0,$$

(2.22)

which can be rewritten as

$$\begin{pmatrix} \Phi^{n+1}_l \\ (\Phi^n)_l \end{pmatrix} = \begin{pmatrix} -2i\tau \left( V_j^n I_2 - A_{n,j}^n \sigma_1 \right) & I_2 \\ I_2 & 0 \end{pmatrix} \begin{pmatrix} (\Phi^n)_l \\ (\Phi^{n-1})_l \end{pmatrix}.$$  

(2.23)

Denote the matrix

$$C = \begin{pmatrix} -2i\tau \left( V_j^n I_2 - A_{n,j}^n \sigma_1 \right) & I_2 \\ I_2 & 0 \end{pmatrix},$$

then the stability condition of the semi-implicit 4cFD method (2.8) is

$$\rho(C) \leq 1,$$

(2.24)

which leads to

$$0 < \tau \leq \frac{1}{V_{\text{max}} + A_{1,\text{max}}}.$$  

$\blacksquare$

3 | ERROR ESTIMATES FOR THE 4cFD METHODS

In order to establish the error bounds for 4cFD methods, we assume the exact solution of the Dirac equation (2.1) satisfies
\[ \Phi \in C^3 ([0, T_0]; (L^\infty(\Omega))^2) \cap C^2 \left( [0, T_0]; \left( W^{1,\infty}_p(\Omega)^2 \right)^2 \right) \cap C^1 \left( [0, T_0]; \left( W^{2,\infty}_p(\Omega)^2 \right)^2 \right) \cap C \left( [0, T_0]; \left( W^{5,\infty}_p(\Omega)^2 \right)^2 \right), \]

and

\[
(A) \quad \left\| \frac{\partial^{r+s}}{\partial t^r \partial x^s} \Phi \right\|_{L^\infty([0,T_0];(L^\infty(\Omega)^2)^n)} \lesssim \frac{1}{\varepsilon^r}, \quad 0 \leq r \leq 3, 0 \leq r + s \leq 5, 0 < \varepsilon \leq 1, \]

where \( W^{m,\infty}_p = \{ u | u \in W^{m,\infty}(\Omega), \partial^i u(a) = \partial^i u(b), \ l = 0, \ldots, m-1 \} \) for \( m \geq 1 \) and the boundary values are understood in the trace sense. In addition, we assume the electric potential \( V \in C(\overline{\Omega}_T) \) and magnetic potential \( A_1 \in C(\overline{\Omega}_T) \), and denote

\[
(B) \quad V_{\text{max}} := \max_{(t,x) \in \overline{\Omega}_T} |V(t,x)|, \quad A_{1,\text{max}} := \max_{(t,x) \in \overline{\Omega}_T} |A_1(t,x)|. \]

### 3.1 The main results

Let \( \Phi^n_j \) be the numerical approximations of the 4cFD methods and define the grid error function \( e^n = (e^n_0, e^n_1, \ldots, e^n_N)^T \in X_N \) as:

\[
e^n_j := \Phi(t^n, x_j) - \Phi^n_j, \quad j = 0, 1, \ldots, N, \quad n \geq 0, \tag{3.1}\]

then we establish the error estimates for the 4cFD methods in the following theorems.

**Theorem 3.1** Under the assumptions (A) and (B), there exist constants \( h_0 > 0 \) and \( \tau_0 > 0 \) sufficiently small and independent of \( \varepsilon \), such that for any \( 0 < \varepsilon \leq 1 \), when \( 0 < h \leq h_0 \) and \( 0 < \tau \leq \tau_0 \), we have the error bound for the implicit 4cFD (2.7) with (2.9)

\[
||e^n||_\ell \lesssim \frac{h^4}{\varepsilon} + \frac{\tau^2}{\varepsilon^3}, \quad 0 \leq n \leq \frac{T_0}{\tau}. \tag{3.2}\]

**Theorem 3.2** Under the assumptions (A) and (B), there exist constants \( h_0 > 0 \) and \( \tau_0 > 0 \) sufficiently small and independent of \( \varepsilon \), such that for any \( 0 < \varepsilon \leq 1 \), when \( 0 < h \leq h_0 \) and \( 0 < \tau \leq \tau_0 \) and under the stability condition (2.17), we have the error bound for the semi-implicit 4cFD (2.8) with (2.9) and (2.10)

\[
||e^n||_\ell \lesssim \frac{h^4}{\varepsilon} + \frac{\tau^2}{\varepsilon^3}, \quad 0 \leq n \leq \frac{T_0}{\tau}. \tag{3.3}\]

In addition, by Cauchy–Schwarz inequality, we also have the following error bounds for the physical observables including the total density and current density.

**Corollary 3.1** Under the assumptions (A) and (B), with the initial and boundary conditions (2.9), (2.10) and the corresponding stability conditions for the implicit and semi-implicit 4cFD methods, there exist constants \( h_0 > 0 \) and \( \tau_0 > 0 \) sufficiently small and independent of \( \varepsilon \), such that for any \( 0 < \varepsilon \leq 1 \), when \( 0 < h \leq h_0 \) and \( 0 < \tau \leq \tau_0 \), we have the following error estimates on the total density and current density

\[
\|\rho^n - \rho(t^n, \cdot)\|_\ell \lesssim \frac{h^4}{\varepsilon} + \frac{\tau^2}{\varepsilon^3}, \quad \|J^n - J(t^n, \cdot)\|_\ell \lesssim \frac{h^4}{\varepsilon^2} + \frac{\tau^2}{\varepsilon^4}, \quad 0 \leq n \leq \frac{T_0}{\tau},
\]

where \( \rho^n \) and \( J^n \) are obtained from the numerical solution \( \Phi^n \) via (1.5), (1.6) with \( d = 1 \).
According to Theorems 3.1, 3.2 and Corollary 3.1, we obtain the spatial/temporal resolution capacity of the 4cFD methods for the Dirac equation (1.1) in the massless and nonrelativistic regime. Given an accuracy bound \( \delta_0 \), the \( \epsilon \)-scalability of the 4cFD methods is

\[
h = O \left( \epsilon^{1/4} \sqrt{\delta_0} \right) = O \left( \epsilon^{1/4} \right), \quad \tau = O \left( \epsilon^{3/2} \sqrt{\delta_0} \right) = O \left( \epsilon^{3/2} \right), \quad 0 < \epsilon \leq 1.
\]

Compared with the commonly used standard finite difference methods [13, 22, 43], the 4cFD methods improve the spatial resolution capacity or attain higher order accuracy in space for a given mesh size, in other words, they need less grid points while maintaining the same accuracy.

### 3.2 Proof of Theorem 1

**Proof.** Define the local truncation error \( \xi^n = \left( \xi^n_0, \xi^n_1, \ldots, \xi^n_N \right)^T \in X_N \) of the implicit 4cFD (2.7) with (2.9) for \( n \geq 0 \) and \( 0 \leq j \leq N - 1 \),

\[
\begin{align*}
\xi_j^n := i \delta^+_t \Phi \left( t_n, x_j \right) &+ \frac{i}{\epsilon} \sigma_1 \Lambda_{2n}^{-1} \delta_x \left( t_n, x_j \right) + \Phi \left( t_{n+1}, x_j \right) \\
&- \left( \frac{\sigma_3}{\epsilon} + V_j^{n+1/2} I_2 - A_{1,j}^{n+1/2} \sigma_1 \right) \Phi \left( t_{n+1}, x_j \right).
\end{align*}
\]  

(3.4)

Under the assumptions (A) and (B), by using the Taylor expansion, we obtain for \( n \geq 0 \),

\[
\begin{align*}
|\xi_j^n| &\leq \frac{\tau^2}{6} \| \partial_{tt} \Phi \|_{L^\infty} + \frac{h^4}{120 \epsilon} \| \partial_{xxxx} \Phi \|_{L^\infty} + \frac{\tau^2}{4 \epsilon} \| \partial_{tt} \Phi \|_{L^\infty} \\
&+ \frac{\tau^2}{4} \left( \frac{1}{\epsilon} + V_{\text{max}} + A_{1,\text{max}} \right) \| \partial_x \Phi \|_{L^\infty},
\end{align*}
\]  

(3.5)

which leads to the following bounds

\[
\| \xi^n \|_{L^\infty} \lesssim \frac{h^4}{\epsilon} + \frac{\tau^2}{\epsilon^3}, \quad \| \xi^n \|_p \lesssim \| \xi^n \|_{L^\infty} \lesssim \frac{h^4}{\epsilon} + \frac{\tau^2}{\epsilon^3}.
\]  

(3.6)

Subtracting (2.7) from (3.4) and noticing (3.1), we obtain the error function with \( n \geq 0 \) and \( 0 \leq j \leq N - 1 \)

\[
i \delta^+_t e^n_j = -\frac{i}{\epsilon} \sigma_1 \Lambda_{2n}^{-1} \delta_x e^{n+1/2}_j + \left( \frac{\sigma_3}{\epsilon} + V_j^{n+1/2} I_2 - A_{1,j}^{n+1/2} \sigma_1 \right) e^{n+1/2}_j + e^n_j,
\]  

(3.7)

where the boundary and initial conditions are given as

\[
e_j^0 = e_j^N, \quad e_{j-1}^n = e_{N-1}^n, \quad n \geq 0, \quad e_j^0 = 0, \quad j = 0, 1, \ldots, N.
\]  

(3.8)

Noticing (3.6), multiplying \( h \tau (e_j^{n+1} + e_j^n)^* \) from the left on both sides of (3.7), summing up from \( j = 0 \) to \( j = N - 1 \), and taking the imaginary part, we arrive at

\[
\begin{align*}
\| e^{n+1} \|^2_{L^2} - \| e^n \|^2_{L^2} &= \tau \operatorname{Im} \left[ \sum_{j=0}^{N-1} \left( e_j^{n+1} + e_j^n \right)^* \xi_j^n \right] \\
&\lesssim \tau \left( \| e^{n+1} \|^2_{L^2} + \| e^n \|^2_{L^2} \right) + \tau \left( \frac{h^4}{\epsilon} + \frac{\tau^2}{\epsilon^3} \right)^2, \quad n \geq 0.
\end{align*}
\]  

(3.9)

Summing up the above inequalities for \( n = 0, 1, 2, \ldots, m - 1 \), we obtain

\[
\| e^m \|^2_{L^2} - \| e^0 \|^2_{L^2} \lesssim \tau \sum_{s=0}^{m} \| e^s \|^2_{L^2} + m \tau \left( \frac{h^4}{\epsilon} + \frac{\tau^2}{\epsilon^3} \right)^2, \quad 1 \leq m \leq \frac{T_0}{\tau},
\]  

(3.10)
where \( \| e^0 \|_{\tilde{\rho}}^2 = 0 \). By taking \( \tau_0 \) sufficiently small and using the discrete Gronwall’s inequality, we get
\[
\| e^n \|_{\tilde{\rho}}^2 \lesssim \left( \frac{h^4}{\varepsilon} + \frac{\tau^2}{\varepsilon^2} \right)^2 , \quad 1 \leq m \leq \frac{T_0}{\tau},
\]
which completes the proof of the error bound (3.2).

### 3.3 Proof of Theorem 3.2

**Proof.** Define the local truncation error \( \xi^n = (\xi^n_0, \xi^n_1, \ldots, \xi^n_N)^T \in X_N \) of the semi-implicit 4cFD (2.8) with (2.9) and (2.10) for \( n \geq 1 \) and \( 0 \leq j \leq N - 1 \),
\[
\xi^n_j := i\delta_t \Phi(t_n, x_j) + \left( \frac{i}{\varepsilon} \sigma_1 A_h^{-1} \delta_x - \frac{1}{\varepsilon} \sigma_3 \right) \Phi(t_{n-1}, x_j) + \Phi(t_{n+1}, x_j)
- \left( V^n_j I_2 - A^n_{1,j} \sigma_1 \right) \Phi(t_n, x_j),
\]
and
\[
\xi^n_0 := i\delta_t^+ \Phi_0(x_j) + \left( \frac{i}{\varepsilon} \sigma_1 \Phi_0'(x_j) - \frac{1}{\varepsilon} \sigma_3 + V^0_j I_2 - A^0_{1,j} \sigma_1 \right) \Phi_0(x_j).
\]
Noticing (2.1) and the assumptions (A) and (B), and applying the Taylor expansions (3.12), (3.13), we have for \( n \geq 1 \) and \( 0 \leq j \leq N - 1 \),
\[
|\xi^n_j| \leq \frac{\tau^2}{6} \| \partial_m \Phi \|_{\infty} + \frac{\tau^2}{2\varepsilon} \| \partial_m \Phi \|_{\omega} + \frac{h^4}{120\varepsilon} \| \partial_{xxxx} \Phi \|_{\infty} + \frac{\tau^2}{2\varepsilon} \| \partial_t \Phi \|_{\omega},
\]
\[
|\xi^n_0| \leq \frac{\tau}{2} \| \partial_t \Phi \|_{\omega},
\]
which imply the following error bounds
\[
\| \xi^n_0 \|_{\infty} = \max_{0 \leq j \leq N-1} |\xi^n_0| \leq \frac{\tau}{\varepsilon^2}, \quad \| \xi^n_0 \|_{\rho} \leq \| \xi^n_0 \|_{\omega} \leq \frac{\tau}{\varepsilon^2},
\]
\[
\| \xi^n_0 \|_{\infty} = \max_{0 \leq j \leq N-1} |\xi^n_j| \leq \frac{h^4}{\varepsilon} + \frac{\tau^2}{\varepsilon^2}, \quad \| \xi^n_0 \|_{\rho} \leq \| \xi^n_0 \|_{\omega} \leq \frac{h^4}{\varepsilon} + \frac{\tau^2}{\varepsilon^2}, \quad n \geq 1.
\]
By the definition of the error function (3.1), we get for \( 0 \leq j \leq N - 1 \) and \( n \geq 1 \),
\[
i\delta_t e^n_j = \left( -\frac{i}{2\varepsilon} \sigma_1 A_h^{-1} \delta_x + \frac{1}{2\varepsilon} \sigma_3 \right) \left( e^{n+1}_j - e_j^{n-1} \right) + \left( V^n_j I_2 - A^n_{1,j} \sigma_1 \right) e^n_j + \xi^n_j,
\]
and the initial and boundary conditions are same as (3.8). For the first step, we have \( \frac{i}{\varepsilon} e^n_j = \xi^n_j \) for \( j = 0, 1, \ldots, N \), then
\[
\| e^1 \|_{\tilde{\rho}} = \tau \| \xi^0 \|_{\rho} \leq \frac{\tau^2}{\varepsilon^2} \lesssim \frac{\tau^2}{\varepsilon^2}.
\]
Denote
\[
E^{n+1} = \| e^{n+1} \|_{\tilde{\rho}}^2 + \frac{\tau h}{\varepsilon} \Re \left( \sum_{j=0}^{N-1} (e^{n+1}_j)^* \sigma_1 A_h^{-1} \delta_x e^{n+1}_j + \sum_{j=0}^{N-1} (e^n_j)^* \sigma_1 A_h^{-1} \delta_x e^n_j \right)
+ \| e^n \|_{\tilde{\rho}}^2 - 2\tau \Im \left( h \sum_{j=0}^{N-1} (e^{n+1}_j)^* \left( V^n_j I_2 - A^n_{1,j} \sigma_1 \right) e^n_j \right), \quad n \geq 0.
\]
Multiplying (3.15) from the left on both sides with \( 2\tau h (e^{n+1}_j + e^{n-1}_j)^* \), summing up for \( j = 0, 1, \ldots, N - 1 \), and taking the imaginary part, then using Cauchy inequality and
noticing (3.14), we get

$$E^{n+1} - E^n = 2\tau h\text{Im} \left[ \sum_{j=0}^{N-1} (e_j^{n+1} + e_j^{n-1})^* \xi_j^n \right]$$

$$\leq \tau \left( E^{n+1} + E^n \right) + \tau \left( \frac{h^4}{\epsilon} + \frac{\tau^2}{\epsilon^3} \right). \quad (3.18)$$

Under the stability condition (2.17), taking $0 \leq \frac{\tau}{h^2} \leq \frac{1}{4}$ and $\tau \left( V_{\text{max}} + A_{\text{max}} \right) \leq \frac{1}{4}$, we derive

$$\frac{1}{2} \left( \| e^{n+1} \|^2_{\| \cdot \|^2} + \| e^n \|^2_{\| \cdot \|^2} \right) \leq E^{n+1} \leq \frac{3}{2} \left( \| e^{n+1} \|^2_{\| \cdot \|^2} + \| e^n \|^2_{\| \cdot \|^2} \right), \quad n \geq 0, \quad (3.19)$$

by using Cauchy inequality. Combining (3.16) and the definition of $E^n (3.17)$, we arrive at

$$E^1 \leq \left( \frac{h^4}{\epsilon} + \frac{\tau^2}{\epsilon^3} \right)^2. \quad (3.20)$$

Thus, if we take $\tau_0$ sufficiently small, the discrete Gronwall’s inequality would yield

$$E^m \lesssim \left( \frac{h^4}{\epsilon} + \frac{\tau^2}{\epsilon^3} \right)^2, \quad 1 \leq m \leq \frac{T_0}{\tau}, \quad (3.21)$$

which implies the error bound (3.3) combining with the inequality (3.19).

## 4 | NUMERICAL RESULTS

In this section, we first show the example in 1D to confirm the accuracy and $\epsilon$-scalability of the 4cFD methods for the Dirac equation (1.1) in the massless and nonrelativistic regime. Then we present the dynamics of the Dirac equation (1.1) in 2D with different potentials by the semi-implicit 4cFD method.

### 4.1 | Spatial and temporal resolution

In this subsection, we take $\Omega = (0, 2\pi)$ and time-dependent electromagnetic potentials as

$$V(t, x) = \frac{1 - t \sin(x)}{1 + t^2 \sin^2(x)}, \quad A_1(t, x) = \frac{(1 + t \sin(x))^2}{1 + t^2 \sin^2(x)}, \quad x \in \Omega, \quad t \geq 0, \quad (4.1)$$

and choose the following initial data

$$\phi_1(0, x) = \frac{1}{1 + \sin^2(x)}, \quad \phi_2(0, x) = \frac{1}{3 + \cos(x)}, \quad x \in \Omega. \quad (4.2)$$

Since the exact solution is unknown, we use the time-splitting Fourier pseudospectral method [13] with a fine mesh size $h_e = \pi/512$ and a very small time step $\tau_e = 10^{-6}$ to obtain the “reference” solution numerically. Denote $\Phi_{h,\tau}^n$ as the numerical solution obtained by the 4cFD methods with the mesh size $h$ and time step $\tau$. In order to quantify the numerical errors of the 4cFD schemes, we use the relative errors for the wave function $\Phi$, the total density $\rho$ and current density $J$

$$e_{h,\tau}^\Phi (t_n) = \frac{\| \Phi_{h,\tau}^n - \Phi (t_n, \cdot) \|_F}{\| \Phi (t_n, \cdot) \|_F}, \quad e_{h,\tau}^\rho (t_n) = \frac{\| \rho^n_{h,\tau} - \rho (t_n, \cdot) \|_\rho}{\| \rho (t_n, \cdot) \|_\rho}, \quad e_{h,\tau}^J (t_n) = \frac{\| J_{h,\tau}^n - J (t_n, \cdot) \|_\rho}{\| J (t_n, \cdot) \|_\rho}.$$

Tables 1–3 show the relative spatial errors for the wave function $e_{h,\tau}^\Phi (t = 2)$, total density $e_{h,\tau}^\rho (t = 2)$ and current density $e_{h,\tau}^J (t = 2)$, respectively, by using the semi-implicit 4cFD method. Table 4 shows the relative temporal convergence for the wave function $e_{h,\tau}^\Phi (t = 2)$. The numerical results for
### TABLE 1  
Spatial errors for the wave function $\psi_{h,\varepsilon}(t = 2)$ by using the 4cFD method

| $\varepsilon_0$ | $h_0 = \frac{\varepsilon}{16}$ | $h_0/2$ | $h_0/2^2$ | $h_0/2^5$ |
|----------------|-------------------------------|---------|------------|------------|
| $\varepsilon$ = 1 | 3.02E-3                       | 1.37E-4 | 8.18E-6    | 5.06E-7    |
| Order          | -                             | 4.46    | 4.07       | 4.01       |
| $\varepsilon_0/2^4$ | 1.55E-2                      | 1.23E-3 | 7.54E-5    | 4.67E-6    |
| Order          | -                             | 3.66    | 4.03       | 4.01       |
| $\varepsilon_0/2^6$ | 6.18E-2                      | 1.47E-2 | 1.19E-3    | 8.25E-5    |
| Order          | -                             | 2.07    | 3.63       | 3.85       |

Abbreviation: 4cFD, fourth-order compact finite difference.

### TABLE 2  
Spatial errors for the total density $\rho_{h,\varepsilon}(t = 2)$ by using the 4cFD method

| $\varepsilon_0$ | $h_0 = \frac{\varepsilon}{16}$ | $h_0/2$ | $h_0/2^2$ | $h_0/2^5$ |
|----------------|-------------------------------|---------|------------|------------|
| $\varepsilon$ = 1 | 2.75E-3                       | 1.28E-4 | 7.73E-6    | 4.79E-7    |
| Order          | -                             | 4.43    | 4.05       | 4.01       |
| $\varepsilon_0/2^4$ | 1.25E-2                      | 1.02E-3 | 6.20E-5    | 3.86E-6    |
| Order          | -                             | 3.62    | 4.04       | 4.01       |
| $\varepsilon_0/2^8$ | 3.41E-2                      | 5.26E-3 | 6.04E-4    | 3.94E-5    |
| Order          | -                             | 2.70    | 3.12       | 3.94       |

Abbreviation: 4cFD, fourth-order compact finite difference.

### TABLE 3  
Spatial errors for the current density $J_{h,\varepsilon}(t = 2)$ by using the 4cFD method

| $\varepsilon_0$ | $h_0 = \frac{\varepsilon}{16}$ | $h_0/2$ | $h_0/2^2$ | $h_0/2^5$ |
|----------------|-------------------------------|---------|------------|------------|
| $\varepsilon$ = 1 | 6.54E-3                       | 2.71E-4 | 1.60E-5    | 9.85E-7    |
| Order          | -                             | 4.57    | 4.08       | 4.02       |
| $\varepsilon_0/2^4$ | 4.09E-2                      | 1.26E-3 | 9.67E-5    | 6.04E-6    |
| Order          | -                             | 3.70    | 4.00       | 4.00       |
| $\varepsilon_0/2^8$ | 3.79E-2                      | 1.01E-2 | 7.59E-4    | 5.69E-5    |
| Order          | -                             | 1.91    | 3.73       | 3.74       |

Abbreviation: 4cFD, fourth-order compact finite difference.

### TABLE 4  
Temporal errors for the wave function $\psi_{h,\varepsilon}(t = 2)$ by using the 4cFD method

| $\varepsilon_0$ | $\tau_0 = 0.1$ | $\tau_0/2$ | $\tau_0/2^2$ | $\tau_0/2^3$ | $\tau_0/2^4$ | $\tau_0/2^5$ | $\tau_0/2^6$ |
|----------------|----------------|------------|--------------|--------------|--------------|--------------|--------------|
| $\varepsilon$ = 1 | 2.06E-2       | 5.22E-3    | 1.31E-3      | 3.28E-4      | 8.20E-5      | 2.05E-5      | 5.12E-6      |
| Order          | -              | 1.98       | 1.99         | 2.00         | 2.00         | 2.00         | 2.00         |
| $\varepsilon_0/2^4$ | 4.44E-2       | 1.16E-2    | 2.93E-3      | 7.34E-4      | 1.84E-4      | 4.59E-5      | 1.15E-5      |
| Order          | -              | 1.94       | 1.99         | 2.00         | 2.00         | 2.00         | 2.00         |
| $\varepsilon_0/2^8$ | 1.15E-1       | 3.33E-2    | 8.65E-3      | 2.18E-3      | 5.46E-4      | 1.37E-4      | 3.41E-5      |
| Order          | -              | 1.79       | 1.94         | 1.99         | 2.00         | 1.99         | 2.01         |
| $\varepsilon_0/2^3$ | 2.94E-1       | 1.01E-1    | 2.92E-2      | 7.53E-3      | 1.89E-3      | 4.74E-4      | 1.18E-4      |
| Order          | -              | 1.54       | 1.79         | 1.96         | 1.99         | 2.00         | 2.01         |
| $\varepsilon_0/2^6$ | 6.31E-1       | 2.77E-1    | 9.53E-2      | 2.72E-2      | 7.01E-3      | 1.76E-3      | 4.40E-4      |
| Order          | -              | 1.19       | 1.54         | 1.81         | 1.96         | 1.99         | 2.00         |
| $\varepsilon_0/2^{10/3}$ | 1.48          | 5.92E-1    | 2.69E-1      | 9.25E-2      | 2.64E-2      | 6.77E-3      | 1.70E-3      |
| Order          | -              | 1.32       | 1.14         | 1.54         | 1.81         | 1.96         | 1.99         |

Abbreviation: 4cFD, fourth-order compact finite difference.
the implicit 4cFD scheme are similar to the semi-implicit scheme and we omit the results here for brevity. From Tables 1–4, we observe that the 4cFD schemes are fourth-order accurate in space and second-order accurate in time (cf. the first row in Tables 1–4). The $\epsilon$-scalability of the 4cFD methods is $h = O\left(\epsilon^{1/4}\right)$ and $\tau = O\left(\epsilon^{3/2}\right)$, which is verified through the upper part of each table above the bold diagonal line. For the relative temporal errors of the total density and current density, we have similar observations with the relative errors for the wave function. Figure 2 shows the spatial and temporal convergence for the wave function $\psi_{h,\tau}(t = 2)$ by using the 4cFD method, which confirms the error bounds again and displays that the errors are smaller than the analytical results when $h$ and $\tau$ are bigger. Figure 3 plots the $\epsilon$-dependence of the spatial and temporal errors, which verifies that spatial errors perform like $O(1/\epsilon)$ for the fixed mesh size $h$ and temporal errors display like $O\left(1/\epsilon^{3}\right)$ for the fixed time step $\tau$. Figure 4 depicts the evolution of the mass and energy for the implicit 4cFD method for the Dirac equation with the initial data (54) and time-independent electromagnetic potentials $V(t, x) = \frac{1}{1 + \sin^2(x)}$ and $A_1(t, x) = \sin(2x)$. It shows that the implicit scheme preserves the mass and energy conservation as well as the top two pictures show that the mass is independent of the small parameter $\epsilon$ while the energy becomes larger when $\epsilon$ is smaller. In summary, the numerical results confirm the error bounds for the wave function in Theorems 3.1 and 3.2 and for the total density and current density in Corollary 1 for the Dirac equation in the massless and nonrelativistic regime.
4.2 | Dynamics of the Dirac equation in 2D

In this subsection, we apply the semi-implicit 4cFD method to study the dynamics of the Dirac equation (1.1) in 2D with different electromagnetic potentials.

Example 4.1 (Honeycomb lattice potential). We take $A_1(t, x) = A_2(t, x) \equiv 0$ and a honeycomb lattice potential

$$V(t, x) = \cos \left( \frac{4\pi}{\sqrt{3}} \mathbf{e}_1 \cdot x \right) + \cos \left( \frac{4\pi}{\sqrt{3}} \mathbf{e}_2 \cdot x \right) + \cos \left( \frac{4\pi}{\sqrt{3}} \mathbf{e}_3 \cdot x \right), \quad (4.3)$$

with

$$\mathbf{e}_1 = (-1, 0)^T, \quad \mathbf{e}_2 = (1/2, \sqrt{3}/2)^T, \quad \mathbf{e}_3 = (1/2, -\sqrt{3}/2)^T. \quad (4.4)$$

The initial data is chosen as

$$\phi_1(0, x) = e^{-\frac{2x_1^2}{\sigma^2}}, \quad \phi_2(0, x) = e^{-\frac{2(x_1^2 + x_2^2)}{\sigma^2}}, \quad x = (x, y)^T \in \Omega. \quad (4.5)$$

The problem is solved numerically on $\Omega = (-32, 32)^2$ by the semi-implicit 4cFD method with the mesh size $h = 1/16$ and time step $\tau = 0.01$. Figure 5 plots the total density $\rho(t, x)$ of the Dirac equation (1.1) at different time $T$ for different $\epsilon$.

From each column in Figure 5, we find that the dynamics of the Dirac equation (1.1) depends heavily on the parameter $\epsilon$. For the classical regime, that is, $\epsilon = 1$, the density fluctuates in a random pattern as the stated Zitterbewegung for the relativistic dynamics (cf. left column in Figure 5). When
FIGURE 5  Dynamics of the total density $\rho$ of the Dirac equation (1.1) in 2D with the honeycomb lattice potential (4.3) at different time $T$ for different $\varepsilon$: $\varepsilon = 1$ (left column), $\varepsilon = 0.5$ (middle column), and $\varepsilon = 0.25$ (right column)
FIGURE 6  Dynamics of the total density $\rho$ of the Dirac equation (1.1) in 2D with the periodic electromagnetic potentials (4.6) at different time $T$ for different $\epsilon$: $\epsilon = 1$ (left column), $\epsilon = 0.5$ (middle column), and $\epsilon = 0.25$ (right column)
\(\varepsilon\) becomes smaller, the relativistic and mass effects are less and the density spreads over the lattice potential more smoothly and the maximal value becomes smaller (cf. each row in Figure 5). In addition, when \(\varepsilon\) becomes half, the wave speed is double (cf. each row in Figure 5 for different \(\varepsilon\)), which again confirms the solution propagates wave with wave speed at \(O(1/\varepsilon)\). As a result, the 4cFD method captures the dynamics of the Dirac equation accurately.

**Example 4.2** (Periodic electromagnetic potentials). Here we take the following periodic electromagnetic potentials

\[
V(t, x) = \frac{1}{1 + \sin^2(x) + \cos^2(y)}, \quad A_1(t, x) = \sin(2x) \sin(2y), \quad A_2(t, x) = 2 \sin(x) \cos(y), \quad (4.6)
\]

and the initial data

\[
\phi_1(0, x) = \frac{1}{1 + \sin^2(x) + \sin^2(y)}, \quad \phi_2(0, x) = \frac{1}{3 + \cos(x) \sin(y)}, \quad x = (x, y)^T \in \Omega. \quad (4.7)
\]

The problem is solved on \(\Omega = (0, 2\pi)^2\) by the semi-implicit 4cFD method with the mesh size \(h = \pi/256\) and time step \(\tau = 0.01\). Figure 6 depicts the total density \(\rho(t, x)\) of the Dirac equation (1.1) at different time \(T\) for different \(\varepsilon\).

From each column in Figure 6, we find that the dynamics of the Dirac equation with periodic electromagnetic potentials also varies considerably for different \(\varepsilon\). Again, the numerical results show that the 4cFD method captures the dynamics very accurately.

### 5 | CONCLUSIONS

In this paper, the conservative and semi-implicit 4cFD methods were applied to numerically solve the Dirac equation in the massless and nonrelativistic regime. The mass and energy conservation, stability conditions and error bounds of the 4cFD methods for the Dirac equation were rigorously established. The error bounds depend explicitly on the mesh size \(h\) and time step \(\tau\) as well as the small parameter \(\varepsilon \in (0, 1]\) and indicate that the \(\varepsilon\)-scalability of the 4cFD methods should be taken as \(h = O(\varepsilon^{1/4})\) and \(\tau = O(\varepsilon^{3/2})\), which have higher spatial convergence and better spatial resolution than the classical second-order finite difference methods. Furthermore, the physical observations including total density and current density also have the same resolution in this regime. Numerical results were presented to confirm the error bounds and \(\varepsilon\)-scalability of the 4cFD methods. In addition, the semi-implicit scheme was used to study the dynamics of the Dirac equation with different electromagnetic potentials in 2D and some interesting phenomena were observed.
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