Abstract: Neuromorphic engineering is a promising computing paradigm in next-generation information and communication technology. In particular, spiking neural networks are expected to reduce power consumption drastically owing to their event-driven operation. The spike-timing-dependent plasticity (STDP) rule, which learns from local spike-timing differences between spiking neurons, is a biologically plausible learning rule for spiking neural networks (SNNs). In this study, we designed and simulated an analog circuit that reproduces the multiplicative STDP rule, which is more flexible and adaptive to external signals. We also derived analytical expressions for the behavior of the proposed circuit. These results provide important insights for designing energy efficient neuromorphic devices for applications including edge computing.
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1. Introduction
With the increasing demand for faster, safer, and more energy-efficient data processing, neuromorphic computing has attracted attention as a potential paradigm to support next-generation information and communication technology [1–3]. Hardware technology for the efficient implementation of artificial neural networks, particularly in the form of spiking neural networks (SNNs) [4–9], has also been studied intensively to decrease power consumption [10–19]. A central challenge in the development
of SNN hardware is the implementation of learning, or the tuning of synaptic connection strengths in response to training events, which is achieved mostly through software programming [3]. In contrast, biological neuronal networks autonomously adapt to external inputs and the environment through local interactions that plastically potentiate or depress the strength of individual synapses [6, 20–23].

The fundamental plasticity rule that governs weight tuning in biological neuronal networks is the spike-timing-dependent plasticity (STDP), which induces long-term potentiation or long-term depression depending on the time difference between pre-synaptic and post-synaptic spikes [24–27]. The STDP rule can be modeled in such a way that the amplitude of the weight update depends solely on the spike time difference (additive STDP) or in a way that depends on both the spike time difference and the current weight (multiplicative STDP). The multiplicative STDP is physiologically more plausible [24], and theoretical analysis has shown that it stabilizes synaptic dynamics and generates a unimodal, positively skewed distribution of weights [25]. A computational disadvantage of this multiplicative rule is that it makes obtaining input-specific weight distributions difficult [28]. To avoid this, a decay term can be introduced so that a value from the weight is constantly subtracted upon an activation of a post-neuron. Numerical simulations have shown that the decay term effectively prunes connections that do not undergo potentiation and enhances the performance of SNNs in image classification tasks [27].

The implementation of the STDP mechanism in CMOS neuromorphic circuits has been proposed by several groups [29–32] and has been reviewed in [33]. The circuit model and its prototype VLSI chip reported by Indiveri [29] is one of the earliest demonstrations of STDP in CMOS circuits. Despite the discrepancy in the precise shape of the STDP curve from physiology, in which the amount of weight change exponentially decays with spike time difference, the circuit model realized the STDP function with as few as 12 transistors. Subsequently, Bofill-i-Petit et al. [30] reported a CMOS circuit that reproduces the exponentially decaying and multiplicative STDP curve, although the number of transistors rose to 18. Unique circuit models that realized temporally symmetric and asymmetric STDP have been reported by Tanaka et al. [31]. More recently, Azghadi et al. [32] proposed a compact 15-transistor circuit for realizing an exponentially decaying STDP curve. The CMOS implementation of the exponentially decaying and multiplicative STDP with a constant decay term is desired using even fewer transistors, to realize a stable SNN system for applications such as edge computing.

This paper proposes an analog circuit that reproduces multiplicative STDP and decay, and reports the SPICE simulation results of its operation. In Section 2, in addition to the conventional STDP rule, an STDP rule considering weight dependence and decay is described. In Section 3, an analog circuit that reproduces the conventional STDP rule is described, and a circuit with weight dependence and decay is also discussed in terms of the STDP curve. Furthermore, an analytical derivation of the characteristics of the proposed analog circuit is presented. Finally, the conclusions are presented in Section 4.

2. STDP model

In the conventional (or additive) STDP rule, the synaptic weight \(w_{ij}\) between a pre-neuron \(i\) and a post-neuron \(j\) is updated as follows [24]:

\[
\Delta w_{ij} = \begin{cases} 
A_+ \exp(-|\Delta t|/\tau_+) & (\Delta t > 0), \\
-A_- \exp(-|\Delta t|/\tau_-) & (\Delta t < 0), 
\end{cases}
\]

\[
\Delta t = t_j - t_i, 
\]

where subscripts + and − represent the potentiation and depression of the synaptic weight, respectively. \(A\) is the amplitude of the weight change, and \(\tau\) is the time constant. The STDP rule with weight dependence and a constant decay is expressed as follows [27]:

\[
\Delta w_{ij} = \begin{cases} 
A_+ (w_{max} - w_{ij}(t)) \exp(-|\Delta t|/\tau_+) - A_{tar} & (\Delta t > 0), \\
-A_- (w_{ij}(t) - w_{min}) \exp(-|\Delta t|/\tau_-) - A_{tar} & (\Delta t < 0), 
\end{cases}
\]
where $w_{\text{max}}$ and $w_{\text{min}}$ represent the maximum and minimum values of $w_{ij}$, respectively. $A_{\text{tar}}$ is a constant target value that defines the decay amplitude.

Figure 1(a) shows the STDP curve. The black line represents the conventional STDP curve calculated using Eq. (1). The smaller the time difference $\Delta t$ between the spikes of the two neurons, the larger is the change in the weight value $\Delta w_{ij}$. This variation will decay in proportion to the exponent of $\Delta t$. If $\Delta t < 0$, the sign of the variation is reversed. The red line represents the STDP curve that considers the decay term. As the weight value always decays by $A_{\text{tar}}$ when an STDP event occurs, irrelevant connections are gradually pruned as learning progresses. Figures 1(b) and (c) show examples of timing diagrams based on the conventional STDP curve and the STDP curve that consider the decay term, respectively. $A_{\text{tar}}$ causes a decay of $w_{ij}$ in (c), even between spikes with large time differences that do not change in (b).

3. Results and discussion
3.1 STDP analog circuit
We designed an analog circuit for the hardware implementation of the proposed learning model based on the STDP circuit of a previous study [32], based on the correspondence with a low-power neuron circuit [18]. We first describe the operation of the additive STDP analog circuit with a reduced number of transistors using the TSMC 65 nm CMOS process, and verify the operation via SPICE simulation.

Figure 2(a) shows the proposed analog STDP circuit. In accordance with the circuit model proposed
by Azghadi et al. [32], the circuit consists of three main units. The depression unit generates a trace of post-synaptic spikes, $V_{dep}$. The potentiation unit generates a trace of pre-synaptic spikes, $V_{pot}$. The $\Delta t - V_W$ conversion unit detects the time difference between the spikes and calculates the voltage of the capacitor $C_W$, $V_W$, from the value of the trace $V_{dep}(t)$ or $V_{pot}(t)$ at time $t$. Here, $\Delta t = t_{post} - t_{pre}$ is the difference between the time $t_{pre}$, which is the timing of the pre-synaptic spike, and $t_{post}$, which is the timing of the post-synaptic spike. When $\Delta t < 0 (\Delta t > 0)$, $V_W$ is decreased (increased) by the depression (potentiation) circuit. The variation of $V_W$, $\Delta V_W$, corresponds to the change in the synaptic weight of the pre- and post-STDP operations.

Figure 2(b) shows the timing diagram of this circuit, in the weight-depression operation as an example. When the output spike $V_{post}$ of the post-synaptic neuron arrives at $t_{post}$, the transistor $M2$ is turned on, and the capacitor $C_{dep}$ is charged by the current source $I_{dep}$ for a duration of $\Delta t_p$. Then, the pre-synaptic spike $V_{pre}$ turns on $M6$ and the charge in the capacitor $C_W$ of the $\Delta t - V_W$ conversion unit is discharged, which depends on the potential of the capacitor $C_{dep}$ in the depression unit $V_{dep}$. $V_{dep}$ is linearly decayed by the drain current flowing through the transistor $M4$, which mirrors the current source $I_{td}$.

The circuit design of the potentiation unit is symmetric to the depression unit, and thus the weight-potentiation operation for $\Delta t > 0$ is performed based on the same mechanism as the weight-depression operation. When the output spike $\bar{V}_{pre}$ of the pre-synaptic neuron arrives at time $t_{pre}$, the transistor $M10$ is turned on, and the capacitor $C_{pot}$ is discharged by the current source $I_{pot}$ for a duration of $\Delta t_p$. Here, $\bar{V}_{pre}$ is inverted $V_{pre}$. After the $\bar{V}_{pre}$ pulse is turned off, $V_{pot}$ is linearly increased by the current flowing through the transistor $M9$, which depends on $I_{tp}$. The transistor $M7$ is then turned on by $\bar{V}_{post}$ (i.e., an inverted $V_{post}$), and the capacitor $C_W$ is charged with an amplitude that depends on $V_{pot}$.

The additive STDP circuit in [32] and the proposed STDP circuit were designed using the TSMC 65 nm CMOS process, and their operations were verified via SPICE simulation. The simulation conditions and STDP curves calculated from the STDP circuits are presented in Table I and Fig. 3, respectively. Both circuits reproduce the STDP characteristics with $\tau \sim 5 \mu$s. Although the number of transistors was reduced from the previous study, the proposed circuit reproduced almost the same STDP characteristics. Furthermore, the time constant of the STDP curve could be modulated by bias currents $I_{tp}$ and $I_{td}$.

### 3.2 Implementation of weight dependence and decay

Figure 4 shows the STDP circuit that includes the function of the weight dependence and decay expressed in Eq. (3). The circuit is based on the STDP circuit shown in Fig. 2(a). The decay term $A_{tar}$ is realized by the decay unit (highlighted in red), which consists of a current source $I_{tar}$ and a current mirror circuit. The post-synaptic spike $V_{post}$ turns on $M12$ and discharges the capacitor $C_W$ via $M13$. The amount of discharge is proportional to the product of the amplitude of the current

---

**Table I.** Simulation conditions of the proposed circuit.

| parameter | value |
|-----------|-------|
| $V_{DD}$ [V] | 1.0 |
| $I_{dep}$ [nA] | 250 |
| $I_{pot}$ [nA] | 220 |
| $I_{tp}$ [nA] | 1, 3, 5 |
| $I_{td}$ [nA] | 1, 3, 5 |
| $C_W$ [fF] | 500 |
| $C_{dep}$, $C_{pot}$ [fF] | 100 |
| $\Delta t_p$ [ns] | 200 |
source $I_{tar}$ and the width of synaptic spikes, $\Delta t_p$.

The weight dependence circuit consists of a current mirror and a MOS transistor that controls the amount of current flowing in the current mirror. Assuming that the weight value can be referred to as a voltage $V_{W0}$, the amount of current in the current mirror is adjusted to realize the weight dependency by applying $V_{W0}$ to the gates of M1 and M21.

The STDP curve was evaluated by varying $V_{W0}$ to investigate the effect of weight dependence. Figure 5 shows the STDP curve of the proposed circuit with three conditions: $V_{W0} = 450, 500,$ and $550$ mV. The other experimental parameters are listed in Table II. The dashed line represents the theoretical value, which will be explained in detail in the following subsection. When the weight value is intermediate, i.e., $V_{W0} = 500$ mV, the STDP curve is positively and negatively symmetrical. When the weight value is greater than the intermediate value, i.e., $V_{W0} = 550$ mV, the amount of variation in potentiation is weakened, whereas that of depression is enhanced. When $V_{W0} = 450$ mV, the opposite change occurs.

Figure 6(a) shows the effect of the decay term. Here, only $I_{tar}$ was varied, the other parameters were set to be the same as those listed in Table II. $V_{W0}$ was set to 500 mV. The STDP curve shifted downwards in a linear proportion to the current $I_{tar}$. It was confirmed that the shape of the STDP curve was maintained for all $I_{tar}$. Figure 6(b) shows the relationship between $I_{tar}$ and $\Delta V_W$ at $\Delta t = −20 \mu s$ for different $V_{W0}$. The dashed lines represent the linear fit of each dataset. The slopes of the lines are $−0.3822, −0.3819,$ and $−0.3805$ mV/nA for $V_{W0} = 450, 500,$ and $550$ mV, respectively. Thus, the decay unit can control $\Delta V_W$ linearly, independent of the value of $V_{W0}$. The proposed configuration of the decay unit provided the expected linear characteristics.

We also estimated the power consumption of STDP operations with weight dependence and decay via SPICE simulation. The average power consumptions at the event frequency of 10 kHz were 0.748 and 0.775 $\mu$W at $I_{tar} = 0$ and 100 nA, respectively. From a practical application of the STDP circuit in edge devices, e.g., for an application in reservoir computing with $N_R$ reservoir neurons and $N_O$ output neurons, the total power consumption of STDP units sum up to be $N_R \times N_O \times 0.75 \mu$W. Assuming a network size of $N_R = 200$ and $N_O = 10$, a network size capable of classifying ten spoken digits [34], the power consumption is estimated to be 1.5 mW, a value of which is acceptable in edge devices.

Another concern for applications in edge devices is the chip area, which is primarily dominated by the area of the capacitors. Assuming a capacitance of $2 fF/\mu m^2$, the total area of 350 $\mu m^2$, and an additional wiring area of 20%, the total circuit area of the STDP unit is given by $350 \times 1.2 \times N_R \times N_O$. Therefore, for a reservoir network application with the abovementioned number of neurons, the total area amounts to be 0.84 mm$^2$, an area small enough for use in edge devices. Further reduction of the chip area requires the reduction of the area of the capacitors. Decreasing the area of the capacitor leads...
to a reduction in the amplitude of current required for charging the capacitor, which also contributes to reduction of power consumption. However, the holding time of $\Delta V_W$ is shortened due to the decrease in the maximum amount of charge in the capacitor, which requires fast readout of the weight change. Therefore, the size of the capacitor should be determined by considering the frequency at which the $V_W$ is readout.

### 3.3 Analytical modelling

Here, we derive the equation for $\Delta V_W$, which is the change in $V_W$ after the STDP operation, to understand the property of the proposed STDP circuit theoretically. The calculation of $\Delta V_W$ is divided into two parts: (1) the calculation of $V_{dep}$ after the charging operation of $C_{dep}$ when $M5$ opens, and (2) the calculation of the current $I_{stdp}(t)$ flowing through $M8$ when $M9$ opens.

We assume that the current $I_{M3}$ that flows through $M3$ is $I_{M3} \simeq I_{M2} = I_{M1}$, and $I_{M1}$ is controlled via the gate voltage of $M1$, $V_{W0}$. In our circuit configuration, $I_{M1}$ is almost linearly proportional to $V_{W0}$. The current $I_{dep}$ injected into $C_{dep}$ is $I_{dep}(t) = I_{M3} - I_{M4}$. As $M4$ is diode-connected, the current $I_{dep}(t)$ is expressed by the following equation:

$$I_{dep}(t) = I_{M3} - I_{0,M4} \exp \left( \frac{V_{dep}(t) - V_{th}}{\eta V_T} \right) \quad (V_{dep} < V_{th}),$$

where $I_0$ is the zero-bias current, $\eta$ is a slope factor that depends on the process, $V_{th}$ is the threshold voltage, and $V_T = k_B T/q$ is the thermal voltage at temperature $T$. We assume that $V_T \simeq 26 \text{ mV}$ at $T = 300 \text{ K}$. In the charging phase, $I_{td}$ was assumed to be zero because it was at least two orders of magnitude smaller than $I_{dep}(t)$. The value of $V_{dep}$ at the end of the charging phase, $V_{dep0}$, is expressed as follows:

$$V_{dep0} = V_{dep}(t_{post} + \Delta t_p) = \frac{1}{C_{dep}} \int_{t_{post}}^{t_{post} + \Delta t_p} I_{dep}(t) dt,$$

$$\Delta t_p [\text{ns}] \quad \begin{array}{c}
\lambda_1 \text{mV} \\
\lambda_2 \text{mV} \\
\lambda_3 \text{mV}
\end{array}
$$
where $\Delta t_p$ is the pulse width of the pre- or post-synaptic spike. Using Eq. (6), we can easily estimate the slope of $V_{\text{dep}}(t)$, which is equal to $-I_{\text{stdp}}/C_{\text{dep}}$. For example, when $I_{\text{stdp}} = 1 \text{nA}$ and $C_{\text{dep}} = 100 \text{ fF}$, $V_{\text{dep}}$ decays at a rate of $10 \mu\text{V/}\mu\text{s}$. Assuming that the on-resistance of M9 is negligible, the current $I_{\text{stdp}}(t)$ drawn from the capacitor $C_W$ when M9 is turned on is calculated as follows:

$$I_{\text{stdp}}(t) = I_{0\text{,M8}} \exp \left( \frac{V_{\text{dep}}(t) - V_{\text{th}}}{\eta V_T} \right).$$

Finally, $\Delta V_W$ is calculated as follows:

$$\Delta V_W \simeq \frac{1}{C_W} \int_{t_{\text{pre}}}^{t_{\text{pre}}+\Delta t_p} I_{\text{stdp}}(t) dt = \frac{I_{0\text{,M8}}}{C_W} \exp \left( \frac{V_{\text{dep}}(t_{\text{pre}}) - V_{\text{th}}}{\eta V_T} \right) \Delta t_p$$

$$= \frac{I_{0\text{,M8}}}{C_W} \exp \left( \frac{V_{\text{dep}} + I_{\text{stdp}}(\Delta t + \Delta t_p) - V_{\text{th}}}{\eta V_T} \right) \Delta t_p,$$

where we assume that $V_{\text{dep}}(t)$ is constant during $t_{\text{pre}} < t < t_{\text{pre}} + \Delta t_p$ because $\Delta t_p$ is sufficiently short. As the circuit structure is symmetrical, the same procedure can be used to derive the equation for potentiation. The values of $\Delta V_W$ calculated using the equations are shown in Fig. 5 with dashed lines. The results are consistent with the numerical values obtained from the SPICE simulations.

When $|V_{\text{dep0}} - V_{\text{th}}| \ll \eta V_T$, Eq. (8) can be further simplified as:

$$\Delta V_W \simeq \frac{I_{0\text{,M8}}}{C_W} \left( 1 + \frac{V_{\text{dep0}} - V_{\text{th}}}{\eta V_T} \right) \exp \left( \frac{I_{\text{stdp}}(\Delta t + \Delta t_p)}{C_{\text{dep}} \eta V_T} \right) \Delta t_p.\tag{9}$$

The equation indicates that $\Delta V_W$ varies linearly with $V_{W_0}$, and that the circuit approximates the weight dependence in Eq. (3).

### 3.4 Comparison with previous studies

The present STDP circuit model was designed based on the models proposed in [30] and [32]. The circuit model in the two previous works used identical configurations for the potentiation and depression units. This design is effective for use in synapses between neurons $i$ and $j$, which are bidirectionally connected because the potentiation and depression units in a single STDP circuit can be used for the modulation of both $w_{ij}$ and $w_{ji}$. However, this design comes at the cost of bearing an inverter circuit in the $\Delta t - V_W$ conversion unit, which consumes three transistors. For applications in unidirectionally coupled synapses, such as those present in connections between the reservoir and the output layer in reservoir computing models [35], bidirectionality need not be considered. In such cases, the STDP circuit can be further simplified, as shown in Fig. 2, where the number of transistors was reduced from 15 to 12. Although this reduction may appear minor, the approach is critical at the system level, as the number of synapses scales with $O(N_1 \times N_2)$, where $N_1$ and $N_2$ are the numbers of neurons in the first and second layers, respectively. Further reduction of the number of transistors can be achieved by replacing current sources $I_{\text{dep}}$ and $I_{\text{pot}}$ with voltage sources, which has been confirmed to be functional with additional SPICE simulations (data not shown).

In the present study, we added two functions to the classical STDP rule, that is, a constant decay and weight dependence. To the best of our knowledge, this study is the first to implement a constant decay unit in an analog STDP circuit, which has recently been shown to be effective in enhancing the performance of SNNs in classification tasks [27, 35]. We showed that this can simply be achieved by coupling a decay unit to the synapse element, $C_W$, which results in a linear control of the $\Delta V_W$ offset nearly independent of $V_{W_0}$. This linear controllability is important for the stable operation of the analog circuit, as it increases the predictability of the circuit response against parameter variations and improves the tractability of the circuit.

The weight-dependent tuning of the STDP curve has previously been implemented in the Bofill-i-Petit and Murray model [30]. In this model, the voltage $V_W$ of the capacitor $C_W$ was used as
the value for the synaptic weight, and four transistors were used to tune the value of $I_{pot}$ depending on the value of $V_W$. In contrast, we assumed that the synaptic weights were stored in an external non-volatile element. In such a case, the value of $V_{W0}$ can be used to tune the amplitude of the current source $I_{pot}$ and $I_{dep}$ directly. This allows the weight dependence function to be implemented without any increase in the number of transistors. When $V_{W0}$ is stored externally, e.g., in a non-volatile memory element, an additional circuit for converting $\Delta V_W$ to $V_{W0}$ is required. Since such circuit needs to be configured according to the specific characteristics of the memory element, the circuit was not implemented in the present model.

Finally, we confirmed that the STDP circuit can be designed and operated using a 65 nm CMOS process. This allows the circuit to be operated at a supply voltage of 1 V. This value is lower than the values used in previous studies, in which the circuits were designed using 0.6 $\mu$m [30] or 0.35 $\mu$m [32] processes, lowering the overall power consumption of the circuit. The use of a supply voltage of 1 V is also important from the perspective of designing mixed-signal circuits, as it enables the miniaturization of peripheral circuits. Energy efficiency and hardware efficiency are critical for the application of STDP circuits in edge computing devices.

4. Conclusions
We designed an analog circuit that reproduces the STDP rule to improve the efficiency of next-generation neuromorphic information processing systems, such as SNNs. The conventional STDP rule can be realized using 12 transistors. By operating transistors in the subthreshold region, the exponential decay of the biologically plausible STDP curve was reproduced. To increase the adaptability of the STDP learning, we studied the multiplicative STDP and decay term, and designed an analog circuit that reproduces these functions in hardware. Accordingly, 21 transistors were used to confirm the modulation of the STDP curve proportional to the weight and to reproduce the linear decay term. These findings will contribute to improve the energy efficiency of analog neuromorphic hardware.
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