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Abstract. With growing credit card transaction volumes, the fraud percentages are also rising, including overhead costs for institutions to combat and compensate victims. The use of machine learning into the financial sector permits more effective protection against fraud and other economic crime. Suitably trained machine learning classifiers help proactive fraud detection, improving stakeholder trust and robustness against illicit transactions. However, the design of machine learning based fraud detection algorithms has been challenging and slow due the massively unbalanced nature of fraud data and the challenges of identifying the frauds accurately and completely to create a gold standard ground truth. Furthermore, there are no benchmarks or standard classifier evaluation metrics to measure and identify better performing classifiers, thus keeping researchers in the dark.

In this work, we develop a theoretical foundation to model human annotation errors and extreme imbalance typical in real world fraud detection data sets. By conducting empirical experiments on a hypothetical classifier, with a synthetic data distribution approximated to a popular real world credit card fraud data set, we simulate human annotation errors and extreme imbalance to observe the behavior of popular machine learning classifier evaluation matrices. We demonstrate that a combined F1 score and g-mean, in that specific order, is the best evaluation metric for typical imbalanced fraud detection model classification.
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1 Introduction

Credit cards play a major role in modern finance [15] with its ease, popularity, ubiquity, cross border reach and instantaneous confirmation. Unfortunately, this has also resulted in a fertile ground for fraud. According to Financial Fraud Action UK, in 2016, the credit card transaction volume was 19.1 billion. This is an increase of 10% from previous year. Fraud losses amounted to £618.0 million,
a 9% increase from the previous year, and the fifth consecutive year of increases. Unfortunately, the current prevention rates are only 0.6/£.

Credit card frauds impacts all stakeholders, with the ultimately burden on the general public, who has to pay increased bank charges and fees to buffer merchant’s fraud costs [7]. Loss of trust by users and reputation loss of the merchants have long term implications on the financial system, including economic inefficiencies such as higher risk provisions, slowdown, and depression [7]. US LexisNexis Group [7] reported that, for each $1 of fraud, the additional costs related to card and merchandise replacement, charge-backs and administrative overheads results in a true loss of $2.40 per $ in 2016, which is an 8% increase from the previous year. Thus, fraud detection systems are essential to minimize and counter increasing frauds and fraud costs [14].

Traditionally, fraud classification was handled using data mining [5]. However, the massive data imbalance in credit card fraud data results in very low number of frauds (positives), which means that a false-negative (not detecting a fraud) has very serious consequences. [5] argues that fraudulent transactions of larger values or higher card limits are more important from a detection perspective and the lack of arbitrary costs is a main known deficiency of data mining approaches.

Credit Card Fraud Detection can be addressed via machine learning [8]. It provides a means to study vast amounts of data and discover hidden and also evolving patterns of malicious occurrences [12]. Using a labelled set of sample transactions, machine learning has the ability to “learn” how to detect and flag frauds in new transactions [10]. Thus, use of machine learning into the financial sector presents a promising and efficient context for fraud detection [10].

Automated detection can handle larger quantities of transaction data, with a lower cost in a shorter period of time with consistency. By identifying a smaller subset of true positives, i.e., detecting fraudulent transactions as frauds correctly, human reviewers can focus and prioritize on more serious frauds and crimes with less manpower.

Unfortunately, credit card fraud detection via machine learning has several major constraints and challenges [5,15], including massively unbalanced nature of fraud data, difficulty of identifying the frauds accurately and completely to create a gold standard ground truth and the lack of standard classifier evaluation metrics to measure and identify better performing [7].

Typical fraud data sets are massively imbalanced, typically bellow 1% of fraud [7]. This unbalance has serious ramifications in machine learning. It is challenging to determine a proper evaluation metrics that can effectively score and select the best performing classifier. Traditional measures such as Accuracy cannot be used to identify better performing classifiers due to the massive imbalance in fraud data [2]. In the absence of an ideal acceptable evaluation metric [15], or measurement score, it becomes impossible and misleading to attempt to determine the best model or the effects of any enhancements. Furthermore, comparative studies of evaluation metrics behavior under extreme imbalances is lacking. There is also a lack of studies focusing on the effect of human annotation errors on the final
In this work we:

- Derive a theoretical model to combine the human annotation error and machine classification error
- Conduct experiments to observe behavior of popular evaluation metrics under diverse minority and annotation error compositions using a synthetic data set on a hypothetical model
- Determine viable evaluation metrics appropriate for the evaluate the algorithmic performance of characteristic massively unbalanced (fraud) data sets

2 Background

2.1 Characteristics of fraud data - the Massive imbalance

Massive imbalance and wide variation in fraud percentages is characteristic of fraud detection data sets [7]. Next we present two real world data sets to illustrate these characteristics.

Table 1 summarizes the features of an encoded real-world credit card transaction data set, comprising of 2 days in September 2013 by European cardholders [4]. The fraud percentage is 0.172%, indicating massively imbalance. Table 2 shows another real-world data set consisting of raw (not encoded) features related to client information, payment history, status and credit limits of credit card customers in Taiwan from April 2005 to September 2005 [9]. Its frauds are unbalanced with a percentage of 22%, and significantly less unbalanced than former data set.

According to [7] there are wide variations fraud detection data set in terms of feature definitions, size, feature size and fraud ratios; however, they are all massively imbalanced.

2.2 Binary classification

In machine learning, there are many evaluation metrics that measures very different perspectives of effectiveness [15]. Overall accuracy, or correctness cannot
be used in typical massively unbalanced credit card transactions due to the high TN affecting the score. Thus, a higher accuracy score will not result in a necessarily good classifier [7]. In order to determine the goodness (indicated by a higher score), it is required consider the correct and incorrect predictions as well as the relative weights of the classes. For a binary classification (i.e., differentiating between fraud and normal) problem, the confusion matrix shows all the four possible combinations and summarizes the performance of a classification algorithm. The number of correct and incorrect predictions are summarized with count values and broken down by each class, showing the mistakes made by the model for the frauds as well as the normals.

![Confusion Matrix and terminology](image)

**Fig. 1.** Confusion Matrix and terminology

Figure 1 shows the confusion matrix for a credit card fraud classification problem. The TN, comprising normals form over 99.8% (in the primary data set) against the minor amount of frauds of 0.2%, which are shown in larger and smaller fonts to put them in perspective. The following definitions are used in the rest of this paper:

- **TP**: true positives = the number of frauds detected correctly
- **TN**: true negatives = the number of normals detected correctly
- **FP**: false positives = the number of normals detected as frauds ((Type I errors)
- **FN**: false negatives = the number of frauds detected as normals, the number of frauds missed (Type II errors)

Using the above in various combinations, classifier performance can be measured in many ways [13]. Table 3 lists some popular performance metrics for credit card fraud detection measurement using a binary classifier.

TN rate measures how well a classifier can recognize normal transactions [13]. However, in unbalanced data sets, TPR, TNR and average accuracy are misleading assessment measures [4]. While certain algorithms have lower accuracy, their relatively high sensitivity may result in better performance when considering cost minimization [13].

Precision is not affected by large normals (negative classes), as it is more focused on the fraud (positive class), since it looks at TP and predicted positives.
| Metric       | Description                                                                 |
|-------------|-----------------------------------------------------------------------------|
| Accuracy    | Overall correctness of the classifier                                      |
| Detection   |                                                                             |
| rate        |                                                                             |
| Precision   | When a fraud is detected, how often was the detection correct? i.e.: TP/predicted yes |
| Recalls     | When there was a fraud, how often did the classifier manage to detect it? i.e.: TP/actual yes |
| FPR         | Ratio of fraud detected incorrectly i.e.: FP/actual no                      |
| F1          | Harmonic mean of precision and recall                                       |
| F-score     |                                                                             |
| F-measure   |                                                                             |
| G-mean      | Balance between classification performances on both the majority and minority classes |
| AuROC       | Area under the ROC (graph of all possible true and false positive hit rates) |
| Cohen Kappa | Score of the agreement between the prediction and the actual                |
| Mathew      | Score of the correlation between the prediction and the actual              |

Table 3. Measurement Metrics

However, due this very reason, it misses on the FN and allows frauds to pass through, which is undesirable.

While generally a high confidence of TP (high Precision) and high detection rate of the positives (high Recall) is required, Precision comes at the cost of low Recall and vice versa, indicating an inverse relationship. The F1 score combines both Precision and Recall [4], and computes the harmonic mean. Contrastingly [13] states that precision alone, with its highest variance between performance metrics, is best for assessing financial fraud detection solutions.

Notably, [4] recommends F1 score and g-mean as effective performance measures for unbalanced data sets. According to [3], the typical performance measure for credit card fraud-detection is ROC curve (AuROC reduces the area of the ROC curve to a single comparable value), which is a global ranking measure while Average Precision (which corresponds to the area under the precision-recall curve) is also frequently used.

According to [11], standard metrics such as accuracy, TPR, AuROC fail to evaluate performance; they suggested ”Saved Loss Rate”, the saved percentage of the potential loss, as a better metric.
3 Methodology

3.1 The learning problem in the presence of annotation errors

We follow the same notation and reuse Figure 2 from [7]; let \( X \) be the feature vector of a card transaction. Further, \( X_{\text{train}}[x_1, x_2, \ldots x_n] \) and \( X_{\text{real}}[x_1, x_2, \ldots x_n] \) are respectively the train and test data sets. We use \( h \) to denote human related operations and \( m \) for machine related operations. Thus, \( y, \hat{y}_h, \hat{y}_m \) are the real, human annotated and machine annotated labels and \( \epsilon_y, \epsilon_{yh}, \epsilon_{ym} \) are the human and machine error terms.

Importantly \( \hat{y}_m \) can be considered a latent value. It is not possible to determine its accuracy comprehensively and completely, nor its accuracy distribution.

Using the definitions, following [7], we have:

human annotation: \( \hat{y}_h = h(x) + \epsilon_{yh} \)
machine classification: \( \hat{y}_m = m(x) + \epsilon_{ym} \) \hspace{1cm} (1)

As the machine (classifier) learns using annotated labels based on \( \hat{y}_h \):

\[ m = f(h, \epsilon_{yh}) \] \hspace{1cm} (2)

Thus, for any given evaluation matrix of \( S \):

Model error: \( E_m = S(\hat{y}_h, \hat{y}_m) \)
Real error (model+human): \( E_r = S(y, \hat{y}_m) \) \hspace{1cm} (3)

As the best model is obtained by minimizing the model error:

\[ E_m^* = \arg \min(E_m) \] \hspace{1cm} (4)

And the real world error is:

\[ E_r^* = \arg \min(E_r) \] \hspace{1cm} (5)
Essentially, in order to minimize the real error, both components, human error and the model error needs to be minimized. According to [7], use of techniques to address the errors caused during the annotation stage will minimize $E_r$, making the classifier’s learning task easier and improve detection rates. Also, an error in the classification of any of the minority classes (false negatives, i.e.: misclassification of fraud as normal) effects the model performance more than a more frequent majority class, as the error percentage (of a misclassified minority transaction) is high. Thus, the level of imbalance has an effect on error rates as it increases the impact of a single error, and hence its error percentage.

### 3.2 Empirical model formulation for simulating imbalance and noise

This section describes the mechanism used to investigate the evaluation metrics to determine an appropriate $S$, the optimal metrics, as shown in Figure 3 and our assumptions. The proposed mechanism is independent of any model $M$, so that the behaviors of the metrics are universal and independent of any underlying model dynamics, making them usable in a broader range of use. Next, we explain how the effects of imbalance and human annotation error on evaluation metrics are investigated.

First, a synthetic label set $y$ is created using a pseudo-random generator. This is sent though a hypothetical model $M$. With no human errors $y = \hat{y}$ and performance of $M$ should be 1.00. Next, we introduce human annotation errors of $error\_frac$ by inverting a label. Note that we are considering only binary classification in this work, though the approach can be extended to multi-class classification with ease. Thus with $error\_frac > 0$, $y \neq \hat{y}$, resulting in performance $< 1$. This performance is a function of how the metric reacts to noise and minority fraction.

As an illustrative example, with $N = 100$ and $minority\_fraction = 0.4$, the fraud and normals would be 40 and 60 respectively. If the $error\_rate = 2\%$, as

*Fig. 3. Logical diagram of the hypothetical model (M) to test Evaluation metrics (S)*
shown in Figure 3, \( \hat{y} \) will have 2 values inverted to simulate human annotation errors affecting \( M \).

There is provision to introduce errors randomly to all classes or to apply it only to the frauds, i.e.: our class of interest, to investigate the effect of noise as well as misclassification errors on the minority class. Figure 4 outlines the algorithm of the testing process.

```
Inputs : Number of transactions N
Minority fraction m
Output : Data to plot graphs for Accuracy, Precision, Recall, F1, G-mean, AuROC, Cohen and Matthew
SEED <- k2
STEP_SIZE <- k2
y_test = Pseudo-Random-Generator(SEED, generate_samples = N, values = [0]). invert_first( N * m )
for error_size = 0 to N, step STEP_SIZE do
    y_prediction = y_test.invert_first(n)
    scores = Calculate Accuracy, Precision, Recall, F1, G-mean, AuROC, Cohen and Matthew
    results.append( error_size/N * 100 )
Plot(results)
```

**Fig. 4.** Algorithm for evaluation of scores for different error rates

Next, if we assume source of errors are from the classifier itself, we can now also observe the metrics behavior for *model* introduced classification errors. Thus, we can use our mechanism to study both human annotation errors *and* machine classification errors.

### 4 Experiment Results and Analysis

We select Accuracy, Precision, Recall, F-score, G-mean, AuROC, Cohen Kappa and Mathew as our evaluation metrics from Table 3 and use a SEED of 1234567890 and STEP_SIZE of 1000.

Using a sample size \( N \) of 10,000 we obtained the graphs for minority percentages of 0.5, 0.1, 0.01, 0.001 and 0.0001 for each of the selected evaluation metrics. Note that 0.5 is a perfectly balanced data set. The primary data set has a fraud fraction of 0.0017.

#### 4.1 Classifier performance for human annotation error on both classes

The first set of graphs show randomly distributed errors vs imbalance fraction for each of the evaluation metric. This effectively models classifier performance against imbalance fraction and shows how the metric behaves with increasing imbalance. The classifier errors are randomized and not focused on the class of interest. Figure 5 to Figure 12 shows the relevant graphs.
**Fig. 5.** Classifier performance (y-axis) vs Annotation error (x-axis, *both* classes) vs minority fraction (color, [0.0001 ... 0.5]) for Accuracy metric

**Fig. 6.** Classifier performance (y-axis) vs Annotation error (x-axis, *both* classes) vs minority fraction (color, [0.0001 ... 0.5]) for Precision metric

**Fig. 7.** Classifier performance (y-axis) vs Annotation error (x-axis, *both* classes) vs minority fraction (color, [0.0001 ... 0.5]) for Recall metric

**Fig. 8.** Classifier performance (y-axis) vs Annotation error (x-axis, *both* classes) vs minority fraction (color, [0.0001 ... 0.5]) for F1 metric
Fig. 9. Classifier performance (y-axis) vs Annotation error (x-axis, both classes) vs minority fraction (color, [0.0001 ... 0.5]) for g-mean metric

Fig. 10. Classifier performance (y-axis) vs Annotation error (x-axis, both classes) vs minority fraction (color, [0.0001 ... 0.5]) for AUC metric

Fig. 11. Classifier performance (y-axis) vs Annotation error (x-axis, both classes) vs minority fraction (color, [0.0001 ... 0.5]) for Cohen metric

Fig. 12. Classifier performance (y-axis) vs Annotation error (x-axis, both classes) vs minority fraction (color, [0.0001 ... 0.5]) for Mathew metric
4.2 Classifier performance for human annotation error on minority fraud class only

Figure 13 to Figure 20 shows the behaviour of the evaluation metrics with the misclassification only on the minority fraud class. Since the intention is to identify a suitable evaluation metrics that detects misclassification errors of the frauds, these provide additional insight in to the expected behaviour for classifier scoring.

![Fig. 13. Classifier performance (y-axis) vs Annotation error (x-axis, minority fraud class only) vs minority fraction (color, [0.0001 . . . 0.5]) for Accuracy metric](image)

![Fig. 14. Classifier performance (y-axis) vs Annotation error (x-axis, minority fraud class only) vs minority fraction (color, [0.0001 . . . 0.5]) for Precision metric](image)

4.3 Analysis

Accuracy is based on the majority. Therefore, it shows no changes for increase in minority or classification errors on the fraud class. F1 shows a graceful degradation of scoring ability. However, in general, any evaluation metrics do not exhibit any characteristic that makes them better than the others.

For completeness and comparison, Figure 21 and Figure 22 shows the combined evaluation metrics behaviors for the extreme imbalanced scenario. Figure 23 shows the summary for the evaluation metrics at the (unrealistic and hypothetical), 0.5 perfectly balanced scenario.
Fig. 15. Classifier performance (y-axis) vs Annotation error (x-axis, minority fraud class only) vs minority fraction (color, [0.0001 . . . 0.5]) for Recall metric.

Fig. 16. Classifier performance (y-axis) vs Annotation error (x-axis, minority fraud class only) vs minority fraction (color, [0.0001 . . . 0.5]) for F1 metric.

Fig. 17. Classifier performance (y-axis) vs Annotation error (x-axis, minority fraud class only) vs minority fraction (color, [0.0001 . . . 0.5]) for g-mean metric.

Fig. 18. Classifier performance (y-axis) vs Annotation error (x-axis, minority fraud class only) vs minority fraction (color, [0.0001 . . . 0.5]) for AUC metric.
Empirical study: Metrics in Massively Imbalanced and Noisy data sets

![Fig. 19. Classifier performance (y-axis) vs Annotation error (x-axis, minority fraud class only) vs minority fraction (color, [0.0001 . . . 0.5]) for Cohen metric](image1)

![Fig. 20. Classifier performance (y-axis) vs Annotation error (x-axis, minority fraud class only) vs minority fraction (color, [0.0001 . . . 0.5]) for Mathew metric](image2)

![Fig. 21. Comparison of Evaluation metrics for randomly distributed annotation error (x-axis, both classes) at 0.0001 minority fraction](image3)

![Fig. 22. Comparison of Evaluation metrics for randomly distributed annotation error (x-axis, minority fraud class only) at 0.0001 minority fraction](image4)
While all selected metrics perform well and indicate linearity in the proximity of balanced data set, there is a clear degradation with increasing imbalance. This is more pronounced at the 0.001 range which is, unfortunately, the vital area for fraud detection at the present times. It can be safely assumed that improved fraud detection techniques would push fraud rates even lower and require evaluation metrics that can be effective at increasingly smaller minority fractions in future.

It is possible to gain more insight by focusing on the fraud detection. The evaluation metric should be able to determine the classifier behavior for TP, i.e., identifying the frauds as frauds. It is evident that with even low imbalances, metrics such as Accuracy are unsuitable. However, at extreme 0.001 levels all of the metrics exhibit poor discriminatory power to be able to assess classifier X as n-times better than classifier Y.

It is evident that none of these evaluation metrics present a best or better way of classifier evaluation for characteristic credit card fraud data sets.

4.4 Use of a multi-level scoring model

Given that none of the selected evaluation metrics present a best scoring model, is important to select an *adequate* evaluation metric depending on the specific task a researcher is after. Given the case of massively imbalanced, minority annotation sensitive nature of credit card fraud training data, the following are important in the detection process:

– increasing the TP rate (hit rate) to capture all the frauds
– keeping the FN (misses) low, to avoid being swamped by normals being misclassified

F1 score, is the harmonic mean of precision and recall. Recall, or Sensitivity measures how often did the classifier manage to detect a fraud while, Precision, or the Hit rate measures the accuracy of how often the detection was actually correct. Unfortunately, F1 favors models that have high Precision and Recall. For instances where one would prefer a high Precision (predictions you make are accurate) or high Recall (where the classifier makes more predictions) over the other F1 tends to be small. This is due to the fact that increasing Precision generally lowers Recall, which is known and the precision/recall trade-off.
The general $F_\beta$ score is given by:

$$F_\beta = (1 + \beta^2) \cdot \frac{\text{precision} \cdot \text{recall}}{(\beta^2 \cdot \text{precision}) + \text{recall}}$$

(6)

where, $\beta = 1$ makes Precision and Recall equally important, while $\beta > 1$ means more Precision and lesser Recall. Unfortunately, F1 (as well as Recall and Precision) is biased to the majority normals class.

G-mean, on the other hand, measures the balance between the fraud and normal classes. G-mean attempts to maximize the accuracy on each class in a binary classification problem [2]. It is ideal to avoid overfitting in the majority normals class and underfitting in the minority fraud class. Importantly, even if normals (negatives) are well classified, g-mean would still give a low value if frauds (positives) are classified poorly. According to [1], g-mean is the most acceptable evaluation metric for imbalanced data.

Therefore, based on the findings of this section, the composite evaluation metrics, comprising of F1 and g-mean scoring, in that given order, is proposed to be used to evaluate massively imbalanced credit card fraud data. Further, as seen in the PCA section, F1 and g-mean act as independent scores from different perspectives for massively unbalanced credit card fraud data sets.

5 Conclusion

In this work, we develop a theoretical foundation to model human annotation errors and extreme imbalance typical in real world fraud detection data sets. We conduct empirical experiments with a synthetic data distribution, approximated to a popular real world credit card fraud data set, to simulate human annotation errors and extreme imbalance to observe the behavior of popular machine learning classifier evaluation matrices. Specifically, we investigate the behavior of Accuracy, Precision, Recall, F1, G-mean, AuROC, Cohen, Matthew scores in the presence of massive imbalance and increasing human annotation errors; for both the general case where all classes are affected as well as when only the more important (minority) fraud class is affected. We demonstrate that a combined F1 score and g-mean, in that specific order, is the best evaluation metric for massively imbalanced, minority annotation sensitive data sets such as fraud detection. In the process, a hypothetical classifier-based evaluation mechanism is proposed, developed and made available to the research community for future evaluation metrics assessment that is independent of an underlying model. This is able to simulate classification errors, imbalance and noise.

In future work, we hope to explore the development of more robust and universal evaluation metrics for fractional percentage minority class detection capable machine learning model evaluation. This would open up and unify the model development and benchmarking for typical extremely rare nevertheless significant scenarios such as earthquakes, tsunamis, hurricanes, floods, asteroid impacts, solar flares, bank failures, market crashes etc.
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