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Abstract

Grounded situation recognition is the task of predicting the main activity, entities playing certain roles within the activity, and bounding-box groundings of the entities in the given image. To effectively deal with this challenging task, we introduce a novel approach where the two processes for activity classification and entity estimation are interactive and complementary. To implement this idea, we propose Collaborative Glance-Gaze Transformer (CoFormer) that consists of two modules: Glance transformer for activity classification and Gaze transformer for entity estimation. Glance transformer predicts the main activity with the help of Gaze transformer that analyzes entities and their relations, while Gaze transformer estimates the grounded entities by focusing only on the entities relevant to the activity predicted by Glance transformer. Our CoFormer achieves the state of the art in all evaluation metrics on the SWiG dataset. Training code and model weights are available at https://github.com/jhcho99/CoFormer.

1. Introduction

Humans make decisions via dual systems of thinking as stated in the cognitive theory by Kahneman [13]. Those two systems are known to work in tandem and complement each other [8, 26]. Consider a comprehensive scene understanding task as a specific example of such decision making. As illustrated in Figure 1, humans cast a quick glance to figure out what is happening, and slowly gaze at details to analyze which objects are involved and how they are related. These two processes are mutually supportive, e.g., understanding involved objects and their relations leads to more accurate recognition of the event depicted in the scene.

Inspired by this, we propose a collaborative framework which leverages the two processes for Grounded Situation Recognition (GSR) [27]. GSR is a comprehensive scene understanding task that is recently introduced as an extension of Situation Recognition (SR) [38]. The objective of SR is to produce a structured image summary that describes the main activity and entities playing certain roles within the activity, where the roles are predefined for each activity by a lexical database called FrameNet [7]. In GSR, those involved entities are grounded with bounding boxes; Figure 2 presents example results of GSR. Following conventions, we call an activity verb and an entity noun in this paper.

The common pipeline of SR and GSR in the literature [3, 4, 18, 25, 27, 30, 37, 38] resembles the two processes: predicting a verb (Glance), then estimating a noun for each role associated with the predicted verb (Gaze). Regarding this pipeline, correctness of the predicted verb is extremely important since noun estimation entirely depends on the predicted verb. If the result of verb prediction is incorrect, then estimated nouns cannot be correct either because the predicted verb determines the set of roles, i.e., the basis of noun estimation. Moreover, verb prediction is challenging since a verb is highly abstract and situations for the same verb could significantly vary as shown in Figure 2. In spite of its importance and difficulty, verb prediction has been made in na"ive ways, e.g., using a single classifier on top of a convolutional neural network (CNN), which is analogous to Glance only. Existing methods allow Glance to assist Gaze by informing the predicted verb but not vice versa; this could limit the performance of verb prediction, and consequently, that of the entire pipeline.

We resolve the above issue by a collaborative framework that enables Glance and Gaze to interact and complement
each other. To fully utilize this framework, we propose Collaborative Glance-Gaze Transformer (CoFormer) that consists of Glance transformer and Gaze transformer as illustrated in Figure 3. Glance transformer predicts a verb by aggregating image features through self-attentions, and Gaze transformer estimates nouns and their groundings by allowing each role to focus on its relevant image region through self-attentions and cross-attentions. As shown in Figure 3, there are two steps for Gaze in our CoFormer. Gaze-Step1 transformer estimates nouns for all role candidates and assists Glance transformer for more accurate verb prediction. Meanwhile, Gaze-Step2 transformer estimates a noun and its grounding for each role associated with the predicted verb by exploiting the aggregated image features obtained by Glance transformer.

The collaborative relationship between Glance and Gaze transformers lead to more accurate verb and grounded noun predictions for GSR. In CoFormer, Gaze-Step1 supports Glance by analyzing involved nouns and their relations, which enables noun-aware verb prediction. Glance assists Gaze-Step2 by informing the predicted verb, which reduces the role candidates considered in grounded noun prediction. Contributions. (i) We propose a collaborative framework where the two processes for verb prediction and noun estimation are interactive and complementary, which is novel in GSR. (ii) Our method achieves state-of-the-art accuracy in every evaluation metric on the SWiG dataset. (iii) We demonstrate the effectiveness of CoFormer by conducting extensive experiments and provide in-depth analyses.

2. Related Work

Visual reasoning such as image captioning [2, 9, 12, 32, 39], scene graph generation [14, 24, 35, 36], and human-object-interaction detection [15, 20, 33, 40] has been widely studied for comprehensive understanding of images. Given an image, image captioning aims at describing activities and entities using natural language, and scene graph generation or human-object-interaction detection aims at capturing a set of triplets (subject, predicate, object) or (human, object, interaction). However, it is not straightforward to evaluate the quality of natural language captions, and the triplets have limited expressive power. To overcome such limitations, Yatskar et al. [38] introduce SR along with the imSitu dataset. SR has more expressive power based on linguistic sources from FrameNet [7], and its quality evaluation is straightforward. GSR builds upon SR by additionally estimating bounding-box groundings.

Situation Recognition. Yatskar et al. [38] propose a conditional random field [16] model, and also present a tensor composition method with semantic augmentation [37]. Mallya and Lazebnik [25] employ a recurrent neural network to capture role relations in the predefined sequential order. Li et al. [18] propose a gated graph neural network (GGNN) [19] to capture the relations in more flexible ways. To learn context-aware role relations depending on an input image, Suhail and Sigal [30] apply a mixture kernel method to GGNN. Cooray et al. [3] employ inter-dependent queries to capture role relations, and present a verb model which considers nouns from the two predefined roles; they construct a query based on two nouns for verb prediction. Compared with this, CoFormer considers nouns from all role candidates for accurate verb prediction.

Grounded Situation Recognition. Pratt et al. [27] propose GSR along with the SWiG dataset, and present two models: Independent Situation Localizer (ISL) and Joint Situation Localizer (JSL). They first predict a verb using a single classifier on top of a CNN backbone, then estimate nouns and their groundings. In both models, LSTM [11] produces output features to predict nouns in the predefined sequential order, while RetinaNet [21] estimates their groundings. ISL separately predicts nouns and their groundings, and JSL jointly predicts them. Cho et al. [3] propose a transformer encoder-decoder architecture, where the encoder effectively captures high-level semantic features for verb prediction and the decoder flexibly learns the role relations. Compared with these models, CoFormer leverages involved nouns and their relations for accurate verb prediction via transformers.

Transformer Architecture. Transformers [31] have driven remarkable success in vision tasks [1, 2, 6, 9, 15, 17, 22, 24]. Dosovitskiy et al. [6] propose a transformer encoder architecture for image classification by aggregating image features using a learnable token in the encoder. Carion et al. [1] present a transformer encoder-decoder architecture for object detection by predicting a set of bounding boxes using a fixed number of learnable queries in the decoder. Such learnable queries have been widely used to extract features in other transformer architectures [15, 17, 22]. Compared with those transformers, CoFormer employs two learnable tokens which aggregate different kinds of features through self-attentions. In addition, CoFormer constructs a different number of learnable queries by explicitly leveraging the prediction result obtained by two encoders and a classifier.
shows the collaborative relationship between the
3. Method

3.1. Overall Architecture

CoFormer predicts a verb with the help of Gaze-Step1 transformer that analyzes nouns and their relations by leveraging role features, while Gaze-Step2 transformer estimates the grounded nouns for the roles associated with the predicted verb. Prediction results are obtained by feed forward networks (FFNs). The results from the two noun classifiers placed on top of Gaze-Step1 transformer are ignored at inference time.

\[ v = \mathcal{R} \in \mathcal{N} \cup \{ \emptyset \}, \quad \mathcal{R} \subset \mathcal{V} \]

where the frame denotes the set of roles \( \mathcal{R}_v \subset \mathcal{R} \) associated with the verb. For example, a verb \( \text{Mowing} \times \) is paired with a frame which defines the set of roles \( \mathcal{R}_v \subset \mathcal{R} \), called grounded noun. Formally speaking, the set of fulfilled roles is \( \mathcal{F}_v = \{(r_i, n_i, b_i) \mid r_i \in \mathcal{R}_v, n_i \in \mathcal{N} \cup \{\emptyset\}, b_i \in \mathcal{R}^4 \cup \{\emptyset\} \text{ for } i = 1, \ldots, |\mathcal{R}_v|\}; \emptyset_n \text{ and } \emptyset_b \text{ denote unknown and not grounded, respectively.} \]

The output of GSR is a grounded situation denoted by \( S = (v, \mathcal{F}_v) \).
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3. Method

**Task Definition.** GSR assumes discrete sets of verbs \( \mathcal{V} \), nouns \( \mathcal{N} \), and role \( \mathcal{R} \). Each verb \( v \in \mathcal{V} \) is paired with a frame derived from FrameNet [7], where the frame defines the set of roles \( \mathcal{R}_v \subset \mathcal{R} \) associated with the verb. For example, a verb \( \text{Mowing} \times \) is paired with a frame which defines the set of roles \( \mathcal{R}_v \subset \mathcal{R} \), called grounded noun. Formally speaking, the set of fulfilled roles is \( \mathcal{F}_v = \{(r_i, n_i, b_i) \mid r_i \in \mathcal{R}_v, n_i \in \mathcal{N} \cup \{\emptyset\}, b_i \in \mathcal{R}^4 \cup \{\emptyset\} \text{ for } i = 1, \ldots, |\mathcal{R}_v|\}; \emptyset_n \text{ and } \emptyset_b \text{ denote unknown and not grounded, respectively.} \]

The output of GSR is a grounded situation denoted by \( S = (v, \mathcal{F}_v) \).

\[ \mathcal{R}_\text{Mowing} = \{\text{Agent}, \text{Item}, \text{Tool}, \text{Place}\} \]

3.1. Overall Architecture

CoFormer predicts a verb, then estimates grounded nouns as illustrated in Figure 3. As shown in Figure 5, our transformers consist of common building blocks, encoder and decoder, whose architectures are illustrated in Figure 6. For simplicity, we abbreviate Step1 as \( S1 \), and Step2 as \( S2 \) in the remaining of this paper.

**Overview.** Given an image, CoFormer extracts flattened image features via a CNN backbone and flatten operation, which are fed as input to Glance transformer and Gaze-S1 transformer. From these transformers, the output features corresponding to Image-Looking (IL) and Role-Looking (RL) tokens are used for verb prediction. Considering the predicted verb, Gaze-S2 transformer estimates grounded nouns for the roles associated with the predicted verb by exploiting image features obtained by Glance transformer. Figure 4 shows the collaborative relationship between the modules; transformers for verb prediction and noun estimation are interactive and complementary in CoFormer.

**Glance Transformer.** This transformer consists of a single transformer which takes the flattened image features and learnable IL token as input. IL token captures the essential features for verb prediction, while Glance transformer aggregates the image features through self-attentions.

**Gaze-S1 Transformer.** This transformer is composed of a decoder and an encoder. The decoder takes the flattened image features and learnable role tokens as input, where the role tokens correspond to all role candidates. This module extracts role features from the image features via the role tokens. Then, the encoder takes the role features and learnable RL token as input. RL token captures involved nouns and their relations for verb prediction, while the encoder aggregates the role features through self-attentions.

**Gaze-S2 Transformer.** This transformer consists of a single decoder, which takes learnable tokens and the aggregated image features obtained from Glance transformer as input. The input tokens correspond to the predicted verb and its associated roles. Note that a verb token is added to role tokens as shown in Figure 5; conditioning on the predicted verb significantly reduces the search space of the roles, e.g., the search space of \( \text{Mowing Tool} \) is much smaller than that of \( \text{Tool} \). Gaze-S2 transformer extracts role features from the aggregated image features, and the extracted role features are used for grounded noun prediction.

![Figure 3. Overall architecture of Collaborative Glance-Gaze TransFormer (CoFormer). Glance transformer predicts a verb with the help of Gaze-Step1 transformer that analyzes nouns and their relations by leveraging role features, while Gaze-Step2 transformer estimates the grounded nouns for the roles associated with the predicted verb. Prediction results are obtained by feed forward networks (FFNs). The results from the two noun classifiers placed on top of Gaze-Step1 transformer are ignored at inference time.](image)

![Figure 4. Interactive and complementary processes in CoFormer. (a) RL token feature, (b) predicted verb, (c) loss gradients.](image)
3.2. Feature Extraction

Given an input image, a single CNN backbone extracts image features of size $h \times w \times c$, where $h \times w$ is the resolution, and $c$ is the number of channels. Then, a $1 \times 1$ convolution followed by a flatten operation produces flattened image features $X_{F} \in \mathbb{R}^{hw \times d}$, where $d$ is the number of channels. The flattened image features $X_{F}$ are fed as input to Glance transformer (Fig. 5(a)) and Gaze-S1 transformer (Fig. 5(b)). For the flattened image features $X_{F}$, positional encodings are introduced to retain spatial information. As shown in Figure 6, positional encodings are added to the queries and keys at the self-attention layers in an encoder, and to the keys at the cross-attention layers in a decoder.

3.3. Verb Prediction

The input of the encoder in Glance transformer is obtained by the concatenation of the image features $X_{F}$ and learnable IL token. IL token captures the essential features for verb prediction, while the encoder aggregates the image features through self-attentions. As its output, the encoder produces aggregated image features $X_{A} \in \mathbb{R}^{hw \times d}$ and IL token feature. For the aggregated image features $X_{A}$, positional encodings are applied.

Gaze-S1 transformer supports Glance transformer for more accurate verb prediction, while predicting nouns for all role candidates. To be specific, the decoder of Gaze-S1 transformer takes the flattened image features $X_{F}$ and learnable role tokens corresponding to all predefined roles; each role token embedding is denoted by $w_{r} \in \mathbb{R}^{d}$, where $r \in \mathcal{R}$. This decoder extracts role features through self-attentions on the role tokens and cross-attentions between the tokens and the image features $X_{F}$. The input of the encoder in Gaze-S1 transformer is obtained by the concatenation of the extracted role features and learnable RL token. RL token captures involved nouns and their relations from all role candidates, while the encoder aggregates the role features through self-attentions. For this encoder, positional encodings are not added to the queries and keys at the self-attention layers since roles are permutation-invariant in GSR. Regarding to Gaze-S1 transformer, the extracted and aggregated role features are fed as input to noun classifiers; these classifiers are auxiliary modules and their results are ignored at inference time. Note that Gaze-S1 transformer assists Glance transformer via RL token feature which is aware of involved nouns and their relations.
IL token feature and RL token feature are concatenated, then fed as input to the feed forward network (FFN) for verb classification, which consists of learnable linear layers with activation functions. The verb classifier \( \text{FFN}_{\text{Verb}} \) followed by a softmax function produces a verb probability distribution \( p_v \), which is used to estimate the most probable verb \( \hat{v} = \arg \max_v p_v \). The predicted verb \( \hat{v} \) supports Gaze-S2 transformer so that the transformer concentrates only on the roles associated with the predicted verb and estimates their grounded nouns more accurately in consequence.

### 3.4. Grounded Noun Prediction

The aggregated image features \( \mathbf{X}_A \) from Glance transformer are fed as input to Gaze-S2 transformer (Fig. 5(c)). The decoder in this transformer takes the image features \( \mathbf{X}_A \) and frame-role queries as input. Specifically, for each role \( r \) in the frame of the predicted verb \( \hat{v} \), its frame-role query \( \mathbf{q}_r \in \mathbb{R}^d \) is constructed by an addition of the learnable role token embedding \( \mathbf{w}_r \in \mathbb{R}^d \) and the learnable verb token embedding \( \mathbf{w}_v \in \mathbb{R}^d \), i.e., \( \mathbf{q}_r = \mathbf{w}_r + \mathbf{w}_v \) for \( r \in \mathcal{R}_\hat{v} \).

The decoder extracts role features through self-attentions on the frame-role queries and cross-attentions between the queries and the image features \( \mathbf{X}_A \) to capture the involved nouns and their relations from roles relevant to the verb \( \hat{v} \). Those extracted role features are used for grounded noun prediction. Note that this task requires to predict a noun, a bounding box, and a box existence for each role. Accordingly, we employ three feed forward networks \( \text{FFN}_{\text{Noun}}, \text{FFN}_{\text{Box}}, \) and \( \text{FFN}_{\text{BoxExist}} \) that take the role features as input for noun classification, bounding box estimation, and box existence prediction, respectively. Each of these FFNs consists of learnable linear layers with activation functions.

For each role \( r \in \mathcal{R}_\hat{v} \), \( \text{FFN}_{\text{Noun}} \) followed by a softmax function produces a noun probability distribution \( p_n_r \). \( \text{FFN}_{\text{Box}} \) followed by a sigmoid function produces a bounding box \( \hat{b}_r \in [0, 1]^4 \) which indicates the center coordinates, height and width relative to the input image size. The predicted box \( \hat{b}_r \) can be transformed into the top-left and bottom-right coordinates \( b'_r \in \mathbb{R}^4 \). \( \text{FFN}_{\text{BoxExist}} \) followed by a sigmoid function produces a box existence probability \( p_{b_r} \in [0, 1] \). If \( p_{b_r} < 0.5 \), the predicted box \( \hat{b}_r \) is ignored. Note that the predicted verb \( \hat{v} \) assists Gaze-S2 transformer via the construction of frame-role queries, while the loss gradients propagated from Gaze-S2 transformer through the aggregated image features \( \mathbf{X}_A \) enable Glance transformer to implicitly consider involved nouns.

### 3.5. Training CoFormer

The predicted verb, nouns and bounding boxes are used for computing losses to train CoFormer. At training time, we construct frame-role queries based on the ground-truth verb for stable training of Gaze-S2 transformer. Please refer to the supplementary material for more training details.

**Verb Classification Loss.** The verb classification loss is the cross-entropy between the verb probability distribution \( p_v \) and the ground-truth verb distribution.

**Noun Classification Losses.** As illustrated in Figure 3, CoFormer has three noun classifiers; two of them are placed on top of Gaze-S1 transformer and the other is incorporated with Gaze-S2 transformer. For each noun classifier, we compute the cross-entropy between the estimated noun probability distribution and the ground-truth noun distribution for each role \( r \in \mathcal{R}_\hat{v} \), where \( \hat{v} \) is the ground-truth verb. The computed cross-entropy loss is averaged over roles \( \mathcal{R}_\hat{v} \).

Note that we only train role tokens for the roles in the frame of the ground-truth verb \( \hat{v} \), since noun annotations are given for the roles associated with the verb \( \hat{v} \) in the dataset.

**Box Existence Prediction Loss.** To deal with roles which have no ground-truth boxes (\( i.e., \emptyset b \)), e.g., by occlusion, CoFormer estimates a box existence probability \( p_{b_r} \) for each role \( r \in \mathcal{R}_\hat{v} \). The box existence prediction loss is the cross-entropy between the probability \( p_{b_r} \) and the ground-truth box existence, which is averaged over roles \( \mathcal{R}_\hat{v} \).

**Box Regression Losses.** We employ \( L_1 \) loss and GIoU loss [28] for box regression. Let \( b_r \) denote the ground-truth box in the form of the center coordinates, height and width relative to the given image size. In the computation of box regression losses, we ignore the roles which have no ground-truth boxes (\( i.e., \emptyset b \)). The \( L_1 \) box regression loss \( \mathcal{L}_{L_1} \) is computed by

\[
\mathcal{L}_{L_1} = \frac{1}{|\mathcal{R}|} \sum_{r \in \mathcal{R}} \| b_r - \hat{b}_r \|_1, \tag{1}
\]

where \( \mathcal{R} = \{ r \mid b_r \neq \emptyset b \text{ for } r \in \mathcal{R}_\hat{v} \} \). To compute the GIoU loss, \( \text{GIoU}(\cdot) \) is first computed by

\[
\text{GIoU}(b'_r, \hat{b}'_r) = \frac{|b'_r \cap \hat{b}'_r| - |C(b'_r, \hat{b}'_r) \setminus (b'_r \cup \hat{b}'_r)|}{|C(b'_r, \hat{b}'_r)|}, \tag{2}
\]

where \( b'_r \) indicates the top-left and bottom-right coordinates transformed from \( b_r \), and \( C(b'_r, \hat{b}'_r) \) denotes the smallest box which encloses \( b'_r \) and \( \hat{b}'_r \). The GIoU box regression loss \( \mathcal{L}_{\text{GIoU}} \) is then computed by

\[
\mathcal{L}_{\text{GIoU}} = \frac{1}{|\mathcal{R}|} \sum_{r \in \mathcal{R}} \left( 1 - \text{GIoU}(b'_r, \hat{b}'_r) \right). \tag{3}
\]

### 4. Experiments

CoFormer is evaluated on the SWiG dataset [27], which is constructed by adding box annotations to the imSitu dataset [38]. The imSitu dataset contains 75K, 25K and 25K images for train, development and test set, respectively. This dataset contains 504 verbs, 11K nouns and 190 roles.
### 4.1. Evaluation Metric

**Metric Details.** The prediction accuracy of verb is measured by verb, that of noun is evaluated by value and value-all, and that of grounded noun is assessed by grounded-value and grounded-value-all. Regarding to the noun metrics, value measures whether a noun is correct for each role, and value-all measures whether all nouns are correct for entire roles in a frame simultaneously. The noun prediction is considered correct if the predicted noun matches any of the three noun annotations given by three annotators. For the grounded noun metrics, grounded-value measures whether a noun and its groundings are correct for each role, and grounded-value-all measures whether all nouns and their groundings are correct for entire roles in a frame simultaneously. The grounding prediction is considered correct if the predicted box existence is correct and the predicted bounding box has Intersection-over-Union (IoU) value at least 0.5 with the box annotation. Note that the above metrics are calculated per verb and then averaged over all verbs, since the number of roles in a frame depends on a verb and each verb might be associated with a different number of samples in the dataset.

**Evaluation Settings.** Three evaluation settings are proposed for comprehensive evaluation: Top-1 Predicted Verb, Top-5 Predicted Verbs, and Ground-Truth Verb. In Top-1 Predicted Verb setting, the predicted nouns and their groundings are considered incorrect if the top-1 verb prediction is incorrect. In Top-5 Predicted Verbs setting, the predicted nouns and their groundings are considered incorrect if the ground-truth verb is not contained in the top-5 predicted verbs. In Ground-Truth Verb setting, the predicted nouns and their groundings are obtained by conditioning on the ground-truth verb.
4.2. Implementation Details

We use ResNet-50 [10] pretrained on ImageNet [5] as a CNN backbone following existing models [3, 27] in GSR. Given an image, the CNN backbone extracts image features of size $h \times w \times c$, where $h, w = 22$ and $c = 2048$. The embedding dimension of each token is $d = 512$. We employ AdamW Optimizer [23] with $10^{-4}$ weight decay, $\beta_1 = 0.9$, and $\beta_2 = 0.999$. We train CoFormer with $10^{-4}$ learning rate (10$^{-5}$ for the CNN backbone) which decreases by a factor of 10 at epoch 30. Training CoFormer with batch size of 16 for 40 epochs takes about 30 hours on four RTX 3090 GPUs. Complete details including loss coefficients are provided in the supplementary material.

4.3. Quantitative Evaluations

CoFormer achieves the state of the art in all evaluations as shown in Table 1. Existing SR models [4, 18, 25, 30] use at least two VGG-16 [29] backbones, and GSR models [27] employ two ResNet-50 [10] backbones for verb and noun prediction, while CoFormer only employs a single ResNet-50 backbone. Compared with GSRTR [3], the improvements in the verb prediction accuracies range from 3.35\% to 4.03\%. Regarding to the noun prediction accuracies, the improvements range from 1.84\% to 3.89\%, and those in the grounded noun prediction accuracies range from 2.11\% to 4.09\%. These results demonstrate that the proposed collaborative framework is effective for GSR.
Ablation Study. We analyze the effects of different components in CoFormer as shown in Table 2. When we train our model without using Gaze-S1 transformer or Gaze-S2 transformer, the accuracies in verb prediction or grounded noun prediction largely decrease, which demonstrates the effectiveness of the collaborative framework. Training our CoFormer without using the two noun classifiers placed on top of Gaze-S1 transformer leads to significant drops in the verb prediction accuracies. In this case, it is difficult for role features to learn involved nouns and their relations, while the encoder in Gaze-S1 transformer aggregates the role features through self-attentions. To figure out whether Gaze-S2 transformer assists Glance transformer by forcing it to implicitly consider involved nouns, we train CoFormer by restricting the flow of loss gradients through the aggregated image features from Gaze-S2 transformer to Glance transformer. As shown in the fourth row of Table 2, the verb prediction accuracies drop, which demonstrates that Gaze-S2 transformer supports Glance transformer via loss gradients through the aggregated image features. In CoFormer, each frame-role query is constructed by an addition of a role token embedding and a verb token embedding. We study how effective it is by training CoFormer without using a verb token embedding for the construction of frame-role queries. The fifth row of Table 2 shows that the grounded noun prediction accuracies drop, which demonstrates that the verb token embedding is helpful for grounded noun prediction.

4.4. Qualitative Evaluations

We visualize the attention scores computed in the attention layers of CoFormer. Figure 7(a) shows that IL token captures the essential features to estimate a verb for two Boating images. Figure 7(b) shows how much RL token focuses on the roles in the frame of the ground-truth verb, and the classification results from the noun classifier placed on top of the encoder in Gaze-S1 transformer; attention scores among 190 roles sum to 1. This demonstrates that RL token effectively captures involved nouns and their relations through self-attentions in the encoder of Gaze-S1 transformer. Figure 7(c) shows how role relations are captured through self-attentions on frame-role queries, which demonstrates that CoFormer similarly captures the relations if the situations in images are similar; attention scores sum to 1 in each column. Figure 8 shows the local regions where frame-role queries focus on, and the predicted grounded nouns corresponding to the queries. Figure 9 shows prediction results of CoFormer on the SWiG test set. The first row shows the correct predictions, and the second row shows several incorrect predictions.

5. Conclusion

We propose a collaborative framework for GSR, where the two processes for verb prediction and noun estimation interact and complement each other. Using this framework, we present CoFormer which outperforms existing methods in all evaluation metrics on the SWiG dataset. We also provide in-depth analyses of how CoFormer draws attentions on images and captures role relations with the ablation study on the effects of different components used in our model. A limitation of CoFormer is that the model sometimes suffers from predicting the boxes which have extreme aspect ratios or small scales. This issue will be explored in future work.
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