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Abstract: The online access has been increasing rapidly with the digitization of information, cheaper Internet service and affordable devices to access the Internet. This entails for not only handling increasing number of web requests but also meeting Quality of Service (QoS) requirements of end-users. Content Delivery Network (CDN) system is used to make better the performance of origin server by storing the popular contents on surrogate servers. The contents are disseminated to the web users through surrogate servers. The performance of CDN system relies on the selection of appropriate surrogate server to satisfy end-users’ requests. The proposed method named Load Balancing using Neighbors and Utility Computing (LBNUC) takes into account requests arrival rate, load on surrogate servers, end-users’ changing demand and capacity of surrogate servers. The aim is efficient utilization of CDN resources to minimize the time required to serve end-users requests and the cost of servicing requests. This method is also effective in handling of flash crowd situation by monitoring request rate. It handles this situation with support from neighbor surrogate servers and arranging additional resources, if required, through utility computing to meet QoS requirement of end-users.
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I. INTRODUCTION

Content Delivery Network (CDN) Service providers have hundreds of thousands of surrogate servers deployed at various locations all over the world. It has been a trend to make use of CDN services by content providers of popular websites to deliver web contents to large number of geographically distributed end-users (clients) on behalf of them. The purpose is to provide better QoS of web content delivery to end-users resulting in enhanced reputation and increased revenues to content providers [1]. This requires replication of contents [2] on surrogate servers so that end-users’ requests can be directly serviced through them without contacting origin server. The redirection technique also significantly affects the performance of CDN system. It requires the appropriate selection of surrogate server to satisfy users’ requests otherwise it may result in improper utilization of CDN resources. This needs that redirection system has updated information regarding the status of surrogate servers. Further, some of the web contents go viral and become an online sensation within a short span of time. The reasons may be size of sharer’s audience, information about some popular news or event etc. This leads to flash crowd situation in which request rate temporarily increases multifold for particular web contents. This may severely degrade the performance of the web servers servicing these web contents during that time span. It requires extra resources to handle it. However, content providers may not go for over provisioning to handle it as occurring of flash crowds is not so frequent. It also requires precise estimation of the resources required for handling it; otherwise it will lead to either poor web performance or higher financial cost.

This work suggests a hybrid technique for load balancing during normal traffic as well as flash crowd situation. It is adaptive in nature that prevents overloading of servers in both scenarios. It considers the efficient utilization of existing CDN resources and arranging extra resources temporarily as and when required using utility computing without going for over provisioning. The purpose is to enhance end-users experience and minimize the cost incurred by CDN service providers; ultimately by the content providers. The proposed technique LBNUC achieves better performance concerning average response time to service end-users requests.

II. RELATED WORK

Several techniques have been introduced to redirect end-users’ requests to the most suitable surrogate server. These techniques can be categorized as non-adaptive or adaptive depending upon whether based on some heuristics or current state of the network and servers [3], [4]. Non-adaptive techniques are generally less complex and require less bandwidth, however, not as efficient as adaptive ones. Adaptive redirection techniques have been studied from various aspects such as dynamic replica placement [5], network distance proximity [6]-[8], bandwidth availability [9] and load on servers [8], [10]-[12].

Most of the studies considered jointly the problem of object replication and request routing [13]-[16] as request redirection decision is affected by the availability of requested contents on the servers. Direction can be client-side [17] or server-side [18] based on the point where the redirection decision is made. The primary focus is to improve the response time [10], [11], [19] and minimize costs [20] to service requests from end-users. The redirection strategies can be implemented in distributed or centralized way, however, distributed strategy is more efficient as it is more scalable and robust [21]-[23].
Further, sometimes there is sudden multifold increase in request for some objects resulting in overloading or even crash of server. This situation termed as flash crowd is usually unpredictable and for short span of time. It deteriorates QoS for end-users severely for this duration. Several studies have been conducted to understand the nature and effects of flash crowd [24]-[26]. Long term provisioning to handle it is not economical due to only short term requirement of additional resources to handle it. Therefore, handling of this situation requires its detection and treatment as earlier as possible in order to keep the convergence time minimum [27], [28]. Several strategies have been suggested to manage it such as admission control [29]-[31], cooperation from users [32]-[34], P2P network [34], [35], cloud computing [36], [37] and cooperation between servers [38]. Some studies suggest proactive strategies [39], [40] to protect servers from excessively overloading during flash crowd. The precision in estimation of additional resources required is significant, otherwise either it can not be handled properly or will lead to over provisioning resulting in extra financial cost. As flash crowd situation is temporary and infrequent in nature, therefore, redirection mechanism needs to be adaptive according to current situation whether normal or flash crowd [41].

III. PROBLEM STATEMENT

In this work, it is considered that objects from origin server are replicated on surrogate servers following SCnP method [42]. The problem is to select suitable surrogate server for servicing the request from end-user. Whether the request should be serviced by the requested surrogate server or it should be redirected to another surrogate server/origin server. Further, how to handle the requests, if servers are overloaded or flash crowd occurs. The challenge is to satisfy end-users’ requests with agreeable QoS and also make efficient and better utilization of existing CDN resources.

Based on the above consideration, the request redirection and load balancing problem is formulated as follows. The system consists of an origin server, K number of objects originally stored on origin server, N surrogate servers and a set of C clients associated with each surrogate server. The surrogate server \( n \in \{1, 2, ..., N\} \) has \( SSZ_n \) bytes of storage capacity. The object \( k \in \{1, 2, ..., K\} \) has size \( OZ_k \) in bytes with probability \( p_k \) that a client requests the object. The objects from origin server are replicated on \( SS_n \) subject to storage capacity constraint using SCnP method.

Each surrogate server is aware of that which objects are replicated on neighbor surrogate servers associated with same CDN along with the information about request rate, service rate and load on the servers. Here, the load of a surrogate server is measured in terms of total number of requests pending in its queue. This information is shared among them at a regular interval. The SCnP method in [42] was evaluated using simulation consisting of one origin server, nine surrogate servers and nine set of clients. Firstly, it is evaluated that whether this method is effective even if the number of servers is decreased or increased. The simulation considers storage space used for replication on every surrogate servers is 30% of the total web contents size on the origin server and skewness \( \alpha \) of contents popularity distribution is 0.7. The Table I shows that in every case, SCnP method for content replication gives the best performance in terms of average response time as compared to other methods.

| Method    | 6 Servers | 9 Servers | 12 Servers |
|-----------|-----------|-----------|------------|
| Random    | 9.18      | 7.41      | 7.15       |
| Round-robin | 3.01  | 5.28      | 3.80       |
| Popularity | 6.40      | 6.20      | 5.87       |
| SCnP      | 2.50      | 1.67      | 2.35       |

IV. LBNUC METHOD

In SCnP method, if the requested surrogate server does not have the requested object, then it simply examines its neighbor surrogate servers for that object. If any of these servers has the object, then the request is redirected to that server. Otherwise, the request is redirected to the origin server. This work proposes an adaptive method LBNUC to assign request to the most suitable server keeping in view not only the availability of object but also the load on servers and dynamically replicating objects based on change in demand for the object. It is a hybrid method that can manage distribution of load among servers during normal and flash crowd situation. The aim is to improve client-perceived performance of servicing requested web contents. The conceptual model of LBNUC method is shown in Figure 1.

When there is a request for an object, firstly it is redirected to nearby surrogate server. To decide a surrogate server for servicing a web request, the availability of requested object and load on the servers is checked. If the workload on requested surrogate server is within an acceptable limit, then no attempt is made for load distribution. If the load exceeds the specified limit, the load on its neighbor surrogate servers is checked and the request is redirected to the least loaded server keeping in view the servicing capacity of servers subject to the availability of the requested object on it. However, if the requested object is available only on the requested surrogate server, then the server is selected irrespective of the load on it. If none of the requested surrogate server and neighbor surrogate servers has the requested object, then it
looks for origin server as all the objects are available on the origin server. If the number of requests redirected to origin server for the demanded object is less than a given threshold value, then the request is redirected to the origin server. Otherwise the least demanded object on the requested surrogate server is replaced with the requested object and the request is submitted to it.

LBNUC also manages to detect flash crowd effect at an early stage on the basis of request rate from end-users. As soon as the flash crowd effect is detected, the provision is made to ensure that the flash objects are available on the requested server. The information about flash objects is shared with neighbor surrogate servers and interval to provide the updated information to them is decreased. The neighbor servers propagate this information to their neighbors so that load can be distributed further. However, if the load is still not in controlled state, then utility computing is used to arrange additional resources and flash objects are replicated on these servers. The additional resources are allocated and released according to requirement that lead to manage the balance between performance and cost. The algorithm for LBNUC method is as follows:

**Algorithm**

**Event 1: Server selection to service request**
for each Qk from Cn to SSn
if available(SSn, Qk) then
  if satisfy_threshold_criteria (SSn) then
    select SSn to service Qk and exit
for each NSn of SSn
  if available(OSn) then
    find server with minimum weight
  If found( )
    redirect Qk to selected server and exit
if satisfy_load_criteria(OS, Qk) then
  redirect Qk to OS
else
  replace minimum serviced object from SSn with Qk
  select SSn to service Qk and exit

**Event 2: Flash detection**
If overloaded(SSn) then
  set multiple_redirect on
  set reduced status update interval to neighbor servers
  find flash objects
  check flash objects availability on SSn if not available place on SSn
else
  set multiple_redirect off
  set normal status update interval to neighbor servers
  set flash objects to NULL

**Event 3: Flash information from neighbor surrogate servers**
if not flash(SSn) and flash(NSn)) then
  check flash objects on NSn availability on SSn if not available place on SSn
else
  find Omin, minimum serviced object from SSn

find Omax, maximum redirected object to OS
if Qmax > Qmin, service rate of SSn
  replace Omin on SSn with Omax

**Event 4: Employing utility computing resources**
if overloaded(SSn) then
  If additional_resources_required(SSn) then
    allocate required resources as neighbor servers of SSn
    place flash objects on allocated resources
  else
    release any additional resources allocated to SSn

V. SIMULATION SETUP

LBNUC method is implemented using Network Simulator 2. The simulation setup has nine surrogate servers, each surrogate server is associated with a group of clients as shown in Figure 2. The simulation is carried out using library stated in [43]. The bandwidth of all links is same whereas arrival rate (λ) and service rate (μ) of the servers are different as given in Table II. Other parameters used for simulation are illustrated in Table III. Each surrogate server shares the information about its current status i.e. capacity, load and objects available on it with its neighbor surrogate servers on a regular interval. The popularity of objects is considered to follow zipf distribution.

Fig. 2. Simulation topology

| Table-II: Traffic characteristics |
|-----------------------------------|
| λ, [req/s] | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |
| μ, [req/s] | 25 | 26 | 28 | 34 | 20 | 22 | 22 | 14 | 20 |

| Table-III: Simulation parameters |
|----------------------------------|
| Parameters | Values |
| Bandwidth | 10Mbps |
| Propagation delay | 100msec |
| Update interval | 10 sec |
| Sample time | 1 sec |
| Object size | 1000 bytes |
| Total objects on origin server | 20 |
| Objects replicated on every surrogate server | 6 (30% of total objects) |
| Starting time of flash crowd | 20 sec |
VI. PERFORMANCE EVALUATION

In order to analyze LBNUC method for load balancing during normal condition and flash crowd, it is compared with random [44] and round-robin [45], non-adaptive methods; and least-loaded [46], adaptive method through simulation. The metrics used for evaluation are average response time for servicing web requests, queue length of pending requests on servers and percentage of requests completed to total number of requests. The different methods used for comparison are as follows:

Random: The requests from clients are assigned randomly among the requested surrogate server and its neighbor surrogate servers subject to availability of the requested object.

Round-robin: The requests are assigned among the requested surrogate server and its neighbor surrogate server on a round robin basis subject to availability of the requested object.

Least-loaded: The requests are assigned to the surrogate server that has the lowest load. In this case, the requested server has the information about the load on its neighbor surrogate servers and it is updated on a regular interval.

LBNUC: Clients’ requests are sent to the nearest surrogate server. A request is satisfied by the server, if the requested object is available on it and the load criterion is satisfied. Otherwise, its neighbor surrogate servers are checked, if none of them is suitable, then it is redirected to the origin server. The origin server checks the number of requests redirected to it for the requested object. If it is not within limit, then the object least serviced by the requested server is replaced with the requested object and the request is submitted to the requested server.

| Flash objects | 2 |
| Zipf skewness(α) | 0.7 |
| Simulation time | 100 sec |

Fig. 3. Performance evaluation during normal load

Firstly, the performance under normal workload is measured to evaluate these strategies. Figure 3 illustrates the performance in terms of average response time for servicing web requests, when maximum storage space used for replication on any surrogate server is 30% of the total web contents size on origin server and skewness α of contents popularity distribution is 0.7. LBNUC method gives better response time to service the requests as compared to other methods. To simulate flash crowd scenario, the arrival rate at server $1, (\lambda_1)$ is increased from 12 requests per second to 50 requests per second (around 4 times) from time 20 sec onwards up to the completion of simulation i.e. 100 seconds and two of the objects are considered flash objects. To evaluate the effectiveness of different methods, the requests are generated from that client group for only flash objects. If the flash objects are not available on the requested surrogate server, then these objects are replicated on it by replacing with least demanded objects. By default, the requests can be redirected only once. However, during flash crowd, the requests can be redirected more than once so that the surrogate server getting the redirected request, if required, may further redirect it to distribute the load. The Figure 4 shows the performance of compared methods during flash crowd situation.

Fig. 4. Performance evaluation during flash crowd

The support from neighbor surrogate servers supplements to deal with the situation and combat the flash crowd effect. For this, the information about flash objects is provided by the requested server to its neighbor servers. The interval to update the neighbors is substantially reduced so that the neighbors can get the information about current status quickly. The neighbor servers check the availability of the flash objects on them, if not available, they replicate these objects using the same technique as used by the requested server. This leads to redirection of requests to neighbor servers and by the time the information about flash objects is further propagated to their neighbors. This helps to distribute the load among more and more surrogate servers to handle flash crowd situation. In addition to this, if redirection to origin server for any object is more than specified limit, then the object is replicated on the requested server to avoid overloading the origin server and the request is submitted to the requested server instead of redirecting it. Figure 5 shows that support from neighbor surrogate servers for load balancing during flash crowd yields further better performance.

Figure 6 shows the number of requests pending in queues of surrogate servers and origin server during flash crowd. This indicates that LBNUC method can effectively mitigate the flash crowd effect and achieve balancing the load distribution on servers, whereas, in other compared methods load on origin server continues to increase during flash crowd. This leads to increase in number of requests pending for getting response. The results only from time 20sec to 40sec are highlighted for clarity of figures except for LBNUC method. This also affects unbalancing index that indicates balancing of load on servers. It is obtained by calculating the variance of the values of the queue length on the total number of the servers for every sample time and then averaging it on the number of samples. LBNUC method
provides the best unbalancing index as well as the best performance in terms of percentage of requests completed as compared to total number of requests generated during simulation period. Table IV shows the comparative analysis of the methods during normal load and flash crowd.

![Fig. 5. Performance evaluation during flash crowd with neighbors support](image)

![Fig. 6. Queue length on servers during flash crowd](image)

| Method          | Normal Load | Flash Crowd | Normal Load | Flash Crowd |
|-----------------|-------------|-------------|-------------|-------------|
|                 | Requests Completed (%) | Average Response Time (sec) | Unbalancing Index | Requests Completed (%) | Average Response Time (sec) | Unbalancing Index |
| Random          | 83.12       | 4.22        | 185.10      | 64.29       | 5.86         | 595.82       |
| Round-robin     | 96.37       | 1.98        | 45.27       | 71.07       | 5.30         | 473.21       |
| Least-loaded    | 96.48       | 1.86        | 41.29       | 70.88       | 5.30         | 480.26       |
| LBNUC           | 98.27       | 1.12        | 14.06       | 95.44       | 2.16         | 57.97        |

The existing number of surrogate servers may not be sufficient to maintain QoS provided to end-users as per service level agreement with content providers during flash crowd. For this some more server may be required to deal with the situation. As these resources are required temporarily, therefore, instead of making provision in existing infrastructure, utility computing resources may be used for this purpose as per the requirement. In this case, these extra resources may be released when not required. This helps CDN service providers to balance the cost and performance. The results in Figure
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VII. CONCLUSION

The efficient utilization of CDN resources depends on allocating requests from end-users to appropriate surrogate servers. The proposed method LBNUC leads to efficient utilization of CDN resources by balancing the load on servers. It is effective in normal as well as flash crowd situation. During flash crowd, it detects it timely and takes the necessary action. The support from neighbor surrogate servers and using additional resources further facilitates to improve the performance. The results of the simulation clearly illustrate the effectiveness of LBNUC method in terms of user-perceived QoS and cost of servicing requests.
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