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ABSTRACT
A model is proposed for Bitcoin prices that takes into account market attention. Market attention, modeled by a mean-reverting Cox-Ingersoll-Ross processes, affects the volatility of Bitcoin returns, with some delay. The model is affine and tractable, with closed formulae for the conditional characteristic functions with respect to both the conventional and a delayed filtration. This leads to semi-closed formulae for European call and put prices. A maximum likelihood estimation procedure is provided, as well as a method for changing to a risk-neutral measure. The model compares very well against classical and attention-based models when tested on real data.
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1. Introduction

The term “market attention” refers to the attention that investors or media pay to a particular stock or asset. It is also referred to investor attention or market interest. Market attention can be measured in different ways. Traditionally, trading volume, news coverage, or extreme past returns have been used as proxies for market attention and have been shown to affect stock prices (cf. Hou, Xiong, and Peng 2009; Chen et al. 2022). With the increase in the use of the Internet in the last two decades, new proxies for market attention have appeared, such as the number of Google searches or the Twitter volume. Da, Engelberg, and Gao (2011) show that the number of Google searches affects the prices of stocks in the Russell 3000 index. It has also been shown that Twitter sentiment affects the prices of the stocks in the Dow Jones Industrial Average index (Ranco et al. 2015). Additionally, Twitter volume also affects option prices (Wei, Mao, and Wang 2016).

We are interested in building a model for pricing Bitcoin options that incorporates market attention, with particular emphasis on tractable (ideally, closed-form) option prices for vanilla options. Bitcoin is a highly liquid cryptocurrency first introduced by Nakamoto (2008), and in recent years, with the increase in the value of Bitcoin, new exchanges have emerged that offer Bitcoin options, for example, Deribit.
There is a rapidly increasing body of literature studying the relationship between cryptocurrencies and market attention. For example, Smales (2022) built a panel regression model to show that the number of Google searches generates greater returns and more volatility for the most important cryptocurrencies. Eom et al. (2019) constructed an autoregressive model for volatility that includes the number of Google searches and showed that the number of Google searches improves the predictability of Bitcoin volatility. Also, Philippas et al. (2019) constructed a dual process diffusion model to express that media attention (Google searches and Twitter volume) partially affects the prices of Bitcoin. Aalborg, Molnár, and de Vries (2019) constructed several linear regression models to show that trading volume affects Bitcoin volatility. Al Guindy (2021) used a VAR model to prove that an increase in investor attention, the Twitter volume of the last five days, produces an increase in Bitcoin volatility.

Kristoufek (2015) used wavelet analysis to indicate that an increase in interest (number of Google searches and Wikipedia views) produces an increase in prices during bubble formation and a decrease in prices during bubble burst. Evidence of this phenomenon can also be found in the work of Zhang et al. (2021), where the authors show, using the Granger causality test, that an increase in the number of Google searches contributes to bubble formation in Bitcoin prices. Ciaian, Rajcaniova, and Kancs (2016) used time series models to show that the number of views on Wikipedia also has an impact on the price of Bitcoin in the short term. Finally, Aslanidis, Bariviera, and Oscar G. López (2022) built a Google trends cryptocurrency index and showed that there is a short term bidirectional relation between the price of Bitcoin and the Google trends index.

It is clear from the above that market attention seems to affect Bitcoin volatility. There is a further strand in the literature that uses GARCH type models to analyze the relation between market attention and the volatility of Bitcoin. For example, López-Cabarcos et al. (2021) constructed a sentiment index for Bitcoin using the software Stanford Core NLP and the web page StockTwits (https://stocktwits.com). The authors then built GARCH type models and showed that the sentiment index affects the volatility of Bitcoin returns. In addition, using a GARCH-MIDAS model, Liang et al. (2022) showed that the number of Google searches has an impact on predicting the volatility of Bitcoin. Figà-Talamanca and Patacca (2019) used ARMA-GARCH models to show that trading volume affects the mean and the volatility of Bitcoin returns, while the number of Google searches only affects the volatility of Bitcoin returns. Finally, Figà-Talamanca and Patacca (2020) used a VAR-EGARCH model to show that neither the trading volume nor the number of Google searches affect the mean of Bitcoin returns. However, both attention proxies affect the volatility of Bitcoin returns.

We observe that the results in the literature seem to disagree on some aspects. Some studies (Smales 2022; Figà-Talamanca and Patacca 2019; Kristoufek 2015; Ciaian, Rajcaniova, and Kancs 2016) claim that market attention influences the mean and volatility of Bitcoin returns, while others (Figà-Talamanca and Patacca 2020; Aalborg, Molnár, and de Vries 2019; Al Guindy 2021; Suardi, Rasel, and Liu 2022) conclude that market attention affects only the volatility of Bitcoin returns. In this paper, we take the latter approach by assuming that market attention affects the volatility of Bitcoin returns but not the mean.

In most of the econometric models mentioned above, the market attention is included in those models with a delay. That is, market attention does not act instantaneously with respect to the response variable (usually the return of Bitcoin or the volatility of Bitcoin returns). We take this into account by assuming that market...
attention acts on Bitcoin returns with a constant delay—the value of which can be estimated from the data.

Bitcoin option pricing has received some attention in the research literature. Due to the high volatility of Bitcoin prices, several models include jumps in the price structure (Shirvani et al. 2021; Chen and Huang 2021; Olivares 2020). Cao and Celik (2021) propose an equilibrium model to price Bitcoin options. Cretarola, Figà-Talamanca, and Patacca (2020) constructed a stochastic volatility model that incorporates market attention into the option pricing model. These models are all continuous in time, but discrete time models have also been used for pricing Bitcoin options (Venter, Mare, and Pindza 2020; Siu and Elliott 2021). Bitcoin options are priced in US dollars but also in Bitcoin; Alexander and Imera (2021) proposed a method to price options in number of Bitcoins (as offered on Deribit, for example) instead of a reference currency (usually US dollars).

The model proposed in this paper is related to the attention-based model of Cretarola, Figà-Talamanca, and Patacca (2020), who proposed a two-dimensional model similar to ours, with the main difference being that market interest is modeled as a geometric Brownian motion. In this paper, we model the interest as a Cox-Ingersoll-Ross process, which appears to fit well with the mean-reverting nature of a wide range of proxies for market attention and allows it to affect the volatility but not the drift. This means that our model is affine, hence analytically tractable.

The structure of the paper is as follows. In Section 2 we specify the model and establish a number of basic properties, such as conditional independence of the log returns and a Markov property. We propose a maximum likelihood estimation procedure in Section 3. In Section 4 we introduce the change-of-measure, derive a formula for the conditional characteristic function, and discuss the practicalities of option pricing. The methods are applied to real data in Section 5. The paper concludes with Section 6, which provides an outlook on future research.

2. Model specification

In this section, we specify the model and establish a number of basic properties that are useful for pricing and parameter estimation. Throughout, we assume a finite (possibly large) model horizon $H > 0$; we assume $t \in [0, H]$ unless specified otherwise. The model is based on a probability space $(\Omega, \mathcal{F}, P)$ containing two independent Brownian motions $W^P = (W^P_t)$ and $W^I = (W^I_t)$. Let $\mathbb{F}^I = (\mathcal{F}^I_t)$ and $\mathbb{F}^P = (\mathcal{F}^P_t)$ be the filtrations generated by $W^I$ and $W^P$, respectively, assumed to satisfy the usual conditions. Define the general filtration $\mathbb{F} = (\mathcal{F}_t)$ by

$$\mathcal{F}_t = \mathcal{F}^P_t \vee \mathcal{F}^I_t \text{ for all } t,$$

where $\vee$ denotes the join of $\sigma$-fields.

The level of market attention or interest is modeled by means of a positive-valued interest process $I = (I_t)_{t \in [-L, H]}$, where $L > 0$. On the interval $[-L, 0]$, the interest process is specified by means of a deterministic positive-valued function representing its most recent past values, and when $t \in (0, H]$, it follows Cox-Ingersoll-Ross dynamics.
(Cox, Ingersoll, and Ross 1985), in other words,

\[ I_t = \phi_I(t) \text{ for all } t \in [-L, 0], \tag{2} \]
\[ dI_t = a(b - I_t)dt + \sigma_I \sqrt{I_t} dW^I_t \text{ for all } t > 0, \tag{3} \]

where \( b \in \mathbb{R}, a, \sigma_I > 0 \) and \( \phi_I : [-L, 0] \to (0, \infty) \) is a continuous deterministic function. The stochastic differential equation (3) has a strong solution for any value of \( I_0 = \phi_I(0) > 0 \). We furthermore impose the condition

\[ \frac{2ab}{\sigma_I^2} \geq 1, \tag{4} \]

which ensures that \( I_t > 0 \) for all \( t \geq 0 \) almost surely (Gulisashvili 2012, Theorem 2.27).

The Bitcoin price process is modelled by specifying the dynamics of the log price \( X = (X_t) \) as

\[ X_t = x + \mu t + \sigma_P \int_0^t \sqrt{I_{u-}} dW^P_u \text{ for all } t, \tag{5} \]

where \( x, \mu \in \mathbb{R}, \sigma_P > 0 \) and \( \tau \in [0, \min\{L, H\}] \) is the fixed lag parameter. Observe that the interest does not appear in the drift of the log price; however, its square root is proportional to its volatility. The price process \( P = (P_t) \) is defined as

\[ P_t = e^{X_t} = \exp \left\{ x + \mu t + \sigma_P \int_0^t \sqrt{I_{u-}} dW^P_u \right\} \text{ for all } t, \]

and by the Itô formula satisfies the stochastic differential equation and initial condition

\[ dP_t = \left( \mu + \frac{1}{2} \sigma_P^2 I_{t-}\right) P_t dt + \sigma_P \sqrt{I_{t-}} P_t dW^P_t \tag{6} \]

and initial condition \( P_0 = e^x \in (0, \infty) \).

Finally, we assume a fixed risk-free interest rate of \( r \geq 0 \) in the reference currency.

2.1. Properties of the log returns

The independence between the interest process \( I \) and the Brownian motion \( W^P \) that drives the price process is key to the tractability of the log returns. The log return over any time period \([s, t]\) where \( 0 \leq s < t < H \) is defined as

\[ R_{s,t} = X_t - X_s = \mu(t-s) + \int_s^t \sigma_P \sqrt{I_{u-}} dW^P_u, \tag{7} \]

with the final equality due to (5). The following remark follows from standard results (cf. Guinea Juliá 2022, Proposition 1.4.2).

**Remark 1.** Let \( W = (W_t) \) be a Brownian motion with natural filtration \( \mathbb{F}^W = (\mathcal{F}^W_u) \). Let \( Z = (Z_t) \) be a left-continuous process independent of \( W \) such that \( \int_0^T Z_u^2 du < \infty \) almost surely for some \( T \in (0,H] \), and let \( \mathcal{G} = (\mathcal{G}_t) \) be any filtration independent of
with respect to which \( Z \) is adapted. Then
\[
\int_s^T Z_u dW_u \mid \mathcal{G}_T \sim \mathcal{N} \left( 0, \int_s^T Z_u^2 du \right),
\]
\[
\int_s^T Z_u dW_u \mid \mathcal{G}_T \lor \mathcal{F}_s^W \sim \mathcal{N} \left( 0, \int_s^T Z_u^2 du \right)
\]
for all \( s \in [0, T) \).

The conditional normality of the integrals in the remark above leads to a number of important properties of the log returns. They have a conditional normal distribution, and moreover the following result shows that, conditional on the interest process, log returns over non-overlapping time periods are independent. The conditional independence will be very useful for estimating the parameters of the price process, particularly since the interest itself is observed.

**Proposition 2.1.** For any \( n \in \mathbb{N} \) and \( 0 \leq t_0 < \cdots < t_n \leq H \), the log returns \( R_{t_0,t_1}, \ldots, R_{t_{n-1},t_n} \) are independent given \( \mathcal{F}_H^I \), and moreover
\[
\left( R_{t_0,t_1}, \ldots, R_{t_{n-1},t_n} \right) \mid \mathcal{F}_H^I \sim \mathcal{N} \left( \mu(t_1 - t_0, \ldots, t_n - t_{n-1}), \sigma_P^2 \text{diag} (J_1, \ldots, J_n) \right),
\]
where
\[
J_j = \int_{t_{j-1}}^{t_j} I_{u-\tau} du \quad \text{for all } j = 1, \ldots, n.
\]

**Proof.** By Remark 1 and the independence between \( \mathcal{F}_H^I \) and \( \mathcal{W}_s^P \), the return \( R_{s,t} \) for any \( 0 \leq s < t \leq H + \tau \) has the same conditional distribution given \( \mathcal{F}_H^I \) and \( \mathcal{F}_s^P \lor \mathcal{F}_H^I \), namely \( \mathcal{N} \left( \mu(t - s), \sigma_P^2 \int_s^t I_{u-\tau} du \right) \). This means that
\[
E \left[ e^{i\lambda R_{s,t}} \mid \mathcal{F}_H^I \right] = E \left[ e^{i\lambda R_{s,t}} \mid \mathcal{F}_s^P \lor \mathcal{F}_H^I \right] = e^{i\lambda \mu(t - s) - \frac{1}{2} \lambda^2 \sigma_P^2 \int_s^t I_{u-\tau} du}
\]
for all \( \lambda \in \mathbb{R} \). Observe from the tower property of conditional expectation and (8) that, for any \( \lambda_1, \lambda_2 \in \mathbb{R} \),
\[
E \left[ e^{i(\lambda_1 R_{t_0,t_1} + \lambda_2 R_{t_{n-1},t_n})} \mid \mathcal{F}_H^I \right] = E \left[ e^{i\lambda_1 R_{t_0,t_1}} \left( E \left[ e^{i\lambda_2 R_{t_{n-1},t_n}} \mid \mathcal{F}_s^{t_1} \lor \mathcal{F}_H^I \right] \right) \mid \mathcal{F}_H^I \right]
\]
\[
= \prod_{j=1}^{2} E \left[ e^{i\lambda_j R_{t_j-1,t_j}} \mid \mathcal{F}_H^I \right]
\]
\[
= \prod_{j=1}^{2} e^{i\lambda_j \mu(t_j - t_{j-1}) - \frac{1}{2} \lambda_j^2 \sigma_P^2 J_j}.
\]
It is then straightforward to prove by induction that
\[
E \left[ e^{i \sum_{j=1}^{n} \lambda_j R_{t_{j-1:t_j}}} \mid \mathcal{F}_t \right] = \prod_{j=1}^{n} E \left[ e^{i \lambda_j R_{t_{j-1:t_j}}} \mid \mathcal{F}_t \right] = \prod_{j=1}^{n} e^{i \lambda_j \mu (t_j - t_{j-1}) - \frac{1}{2} \lambda_j^2 \sigma_J^2}
\]
for all $\lambda_1, \ldots, \lambda_n \in \mathbb{R}$. The first equality is necessary and sufficient for the independence of $R_{t_0:t_1}, \ldots, R_{t_{n-1}:t_n}$ (Yuan and Lei 2016, Theorem 4.1). The second equality gives the characteristic function of the claimed conditional distribution.

The following result will be useful in estimating the parameters of the log price from discretely observed data.

**Corollary 2.2.** In the setting of Proposition 2.1, define $J = (J_1, \ldots, J_n)$. Then
\[
R_{t_0:t_1}, \ldots, R_{t_{n-1}:t_n} \mid J \sim N \left( \mu (t_1 - t_0, \ldots, t_n - t_{n-1}), \sigma_P^2 \text{diag} \left( J_1, \ldots, J_n \right) \right).
\]

**Proof.** The tower property of conditional expectation and Proposition 2.1 give for any $\lambda_1, \ldots, \lambda_n \in \mathbb{R}$ that
\[
E \left[ e^{i \sum_{j=1}^{n} \lambda_j R_{t_{j-1:t_j}}} \mid J \right] = E \left[ E \left[ e^{i \sum_{j=1}^{n} \lambda_j R_{t_{j-1:t_j}}} \mid \mathcal{F}_t \right] \mid J \right] = E \prod_{j=1}^{n} e^{i \lambda_j \mu (t_j - t_{j-1}) - \frac{1}{2} \lambda_j^2 \sigma_J^2}.
\]
This is the characteristic function of the claimed distribution.

### 2.2. Delay and the Markov property

In this section, we work with the log price process $X$ for convenience; however, the same considerations apply to the price process $P$, being a continuous transformation of $X$. Standard arguments from the definition of the Itô integral (cf. Guinea Juliá 2022, Theorem 1.2.1) lead to the following.

**Remark 2.** Let $W = (W_t)$ be a Brownian motion with natural filtration $\mathbb{F}^W = (\mathcal{F}_t^W)$, and define the Brownian motion $B = (B_t)_{t \in [0, H-\tau]}$ as
\[
B_t = W_{t+\tau} - W_\tau \text{ for all } t \in [0, H-\tau].
\]

Let $Z = (Z_T)$ be a left-continuous $\mathbb{F}^W$-adapted process such that $\int_0^T Z_{t-\tau}^2 \, dt < \infty$ almost surely for some $T \in [0, H]$, and define $Z_t = \phi(t)$ for all $t \in [-\tau, 0]$ for some left-continuous function $\phi : [-\tau, 0] \to \mathbb{R}$. Then
\[
\int_\tau^t Z_{s-\tau} \, dW_s = \int_0^{t-\tau} Z_s \, dB_s \text{ for all } t \in (\tau, T].
\]
The following simple relationship holds between the filtrations generated by the Brownian motions in Remark 2.

**Proposition 2.3.** In the setting of Remark 2, let \( \mathbb{F}^B = (\mathcal{F}_t^B)_{t \in [0,H-\tau]} \) be the natural filtration of the Brownian motion \( B \) defined in (9). Then

\[
\mathcal{F}_t^W = \mathcal{F}_t^W \lor \mathcal{F}_{t-\tau}^B \quad \text{for all } t \geq \tau.
\]  

**Proof.** On the one hand, it follows from (9) and the properties of the filtration \( \mathcal{F}_t^W \) that \( B_{t-\tau}^W \) is \( \mathcal{F}_t^W \)-measurable and moreover that \( \mathcal{F}_{t-\tau}^B \lor \mathcal{F}_t^W \subseteq \mathcal{F}_t^W \). On the other hand, (9) gives that \( W_t^W = B_{t-\tau}^W + W_{\tau}^W \), with the terms on the right hand side being independent. Thus \( \mathcal{F}_t^W \subseteq \mathcal{F}_{t-\tau}^B \lor \mathcal{F}_\tau^W \), which concludes the proof.

The log price process \( X \) and the interest process \( I \) are adapted to the general filtration \( \mathbb{F} \) defined in (1). When \( \tau > 0 \), then the joint process \((X,I)\) is generally not a Markov process with respect to this filtration; however, taking the delay into account when defining the filtration does lead to a Markov process. To this end, define the delayed filtration \( \mathbb{F}^d = (\mathcal{F}_t^d) \) as

\[
\mathcal{F}_t^d = \begin{cases} 
\mathcal{F}_t^P & \text{if } t < \tau, \\
\mathcal{F}_t^P \lor \mathcal{F}_{t-\tau}^I & \text{if } t \geq \tau.
\end{cases}
\]  

(11)

Notice that \( \mathcal{F}_t^d \subseteq \mathcal{F}_t \subseteq \mathcal{F} \) for all \( t \), and that the processes \( X \) and \( I_{t-\tau} = (I_t) \) are adapted with respect to \( \mathbb{F}^d \).

We have the following result.

**Proposition 2.4.** The two-dimensional process \((X,I_{t-\tau})\) is a Markov process with respect to the filtration \( \mathbb{F}^d \).

**Proof.** The proof relies on the fact that the strong solution of a (possibly multi-dimensional) time-homogeneous stochastic differential equation involving Brownian motion is a Markov process (cf. Karatzas and Shreve 1991, Theorem 5.4.20). For \( t \leq \tau \) this follows from (2) and

\[
X_t = X_0 + \mu t + \sigma \int_0^t \sqrt{\phi_1(u-\tau)}dW_u^P \quad \text{for all } t \in [0,\tau].
\]

For \( t > \tau \), we have

\[
X_t = X_\tau + \mu(t-\tau) + \int_0^{t-\tau} \sigma \sqrt{\phi_1(u)} dB_u^P
\]

by Remark 2 where the Brownian motion \( B^P = (B_t^P)_{t \in [0,H-\tau]} \) is defined as

\[
B_t^P = W_{t+\tau}^P - W_t^P \quad \text{for all } t \in [0,H-\tau].
\]

The independence of \( W^P \) and \( W^I \) means that \( B^P \) and \( W^I \) are independent. Let \( \mathbb{F}^B = (\mathcal{F}_t^B) \) be the filtration generated by \( B^P \). Define a new process \( Z = (Z_t)_{t \in [0,H-\tau]} \)
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as
\[ Z_t = X_{t+\tau} = X_t + \mu t + \sigma_P \int_0^t \sqrt{u} dB_u^P \text{ for all } t \in [0, H-\tau]. \] (12)

Observing that \( \int_0^t \sqrt{u} dB_u^P \) is independent of \( Z_0 = X_\tau \) for all \( t \in [0, H-\tau] \), it follows that \((Z, I)\) is a Markov process with respect to the filtration \( \mathbb{F}^Z = (\mathcal{F}^Z_t)_{t \in [0, H-\tau]} \) generated by it. For all \( t \in [0, H-\tau] \) we have
\[ \mathcal{F}^Z_t = \mathcal{F}^P_t \cup \mathcal{F}^B_t \cup \mathcal{F}^I_t = \mathcal{F}^{P+I}_{t+\tau}, \]
by Proposition [2.3]. Noting that \((X_t, I_{t-\tau}) = (Z_{t-\tau}, I_{t-\tau})\) for all \( t > \tau\) completes the proof.

3. Parameter estimation

In this section, we propose a maximum likelihood method for estimating the parameters of the processes \(X\) and \(I\) in (2)–(3) and (6) based on discrete observations. It is possible to estimate all the parameters of (3) and (6) at once, using the maximum likelihood estimation method. As the model is affine, it is possible to compute the joint characteristic function of the random variables \(X_t\) and \(I_{t-\tau}\), and then recover the density function. The difficulty with such an approach is the need to compute a double integral; for this reason a different approach is taken here.

The function \(\phi_I\) in (2) can be approximated by interpolation. We adopt a multi-step approach in estimating the parameters of the system (3) and (6). Section 3.1 focuses on the estimation of the parameters of the interest process; in the case of the deterministic function \(\phi_I\) in (2) this is done by approximation, and for the parameters in (3) we apply a standard maximum likelihood procedure. The conditional likelihood method is used to estimate the parameters in (6); in Section 3.2 we assume the lag parameter to be fixed and derive conditional maximum likelihood parameters for the drift and volatility of the log price. The estimation of the lag parameter will be transformed into a model selection problem; this is finally presented in Section 3.3.

Data is assumed to be observed up to a finite time horizon \(H > 0\), and there are \(N+1 \in \mathbb{N}\) observations. For simplicity of exposition the observations are assumed to be equispaced, with a time step \(\Delta = \frac{H}{N}\) between observations. We also assume that \(L = M\Delta\) for some \(M \in \mathbb{N}\) with \(N \gg M\), and that \(\tau = k\Delta\) for some \(k = 0, \ldots, M\)—these assumptions are natural in that it will not be possible to estimate the lag parameter \(\tau\) to greater precision than the available data.

3.1. Interest process

The parameters of the interest process can be estimated independently of all other parameters. Let \(y_j\) be the observed value of \(I_{j\Delta}\) for all \(j = -M, \ldots, N\).

The observations \(y_{-M}, \ldots, y_0\) can be used to construct an approximation \(\hat{\psi}_I : [-L, 0] \rightarrow (0, \infty)\) for the deterministic function \(\phi_I\) of (2). Clearly
\[ \hat{\psi}_I(j\Delta) = y_j \text{ for all } j = -M, \ldots, 0, \]
and the values of $\hat{\psi}_I$ at intermediate values can be determined using any suitable interpolation method. The numerical procedure in Section 5 uses linear interpolation, in other words,

$$\hat{\psi}_I(t) = y_j + (t - j \Delta) \frac{y_{j+1} - y_j}{(j + 1) \Delta - j \Delta} \text{ for all } t \in [j \Delta, (j + 1) \Delta],$$

$$j = -M, \ldots, -1. \quad (13)$$

The observations $y_0, \ldots, y_M$ can be used to estimate the parameters appearing in (3). The maximum likelihood procedure described below is well established, with computer implementations by Kladívko (2007) and Iacus (2008, Section 3.1.3), among others.

Since the stochastic process $I$ has the Markov property (Karatzas and Shreve 1991, Theorem 5.4.20) and $I_0 = \phi_I(0)$, the likelihood function is

$$L^I(a, b, \sigma_I) = f^I_{1:N}(y_1, \ldots, y_N | y_0, a, b, \sigma_I) = \prod_{j=0}^{N-1} f^I_{j+1|j}(y_{j+1} | y_j, a, b, \sigma_I), \quad (14)$$

where $f^I_{1:N}$ is the joint density function of $I_\Delta, \ldots, I_{N\Delta}$ given $I_0$ and $f^I_{j+1|j}$ is the conditional density function of $I_{(j+1)\Delta}$ given $I_{j\Delta}$ for $j = 0, \ldots, N - 1$. This conditional density is also referred to as the transition density of $I$.

The key idea, credited to Feller (1951), is that the transition density of the Cox-Ingersoll-Ross model can be expressed in terms of the density function of the well-known non-central chi-squared distribution. To be precise, we have for all $j = 0, \ldots, N - 1$ that

$$f^I_{j+1|j}(y_{j+1} | y_j, a, b, \sigma_I) = 2c f_{\chi^2}(p_{j+1} | 2(q + 1), 2u_j), \quad (15)$$

where $f_{\chi^2}(\cdot | d, \lambda)$ is the probability density function of the non-central chi-squared distribution with $d > 0$ degrees of freedom and non-centrality parameter $\lambda > 0$, and where

$$c = \frac{2a}{\sigma_I^2 (1 - e^{-a \Delta})}, \quad q = \frac{2ab}{\sigma_I^2} - 1, \quad u_j = cy_j e^{-a \Delta}, \quad p_{j+1} = 2cy_{j+1}.$$

Combining (14) and (15), the log-likelihood function becomes

$$l^I(a, b, \sigma_I) = \ln L^I(a, b, \sigma_I) = \sum_{j=0}^{N-1} \ln 2c f_{\chi^2}(p_{j+1} | 2(q + 1), 2u_j).$$

Numerical procedures can then be used to maximize the log-likelihood $l^I$ in order to obtain maximum likelihood estimators for $a, b$ and $\sigma_I$. 
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3.2. Drift and volatility of the log price

In this section, the lag parameter $\tau$ is assumed given, and the focus is on estimating the parameters $\mu$ and $\sigma_P$ in (6) by applying the conditional maximum likelihood method (cf. Andersen 1970).

The key idea behind the estimation procedure comes from Proposition 2.1 via Corollary 2.2, which ensures that, conditional on the interest process, the log returns $R_{(j-1)\Delta,j\Delta}$ are independent normal random variables. For this reason it is natural to use the observed log returns for estimation. To this end, let $x_j$ be the observed value of the log price $X_{j\Delta}$ for all $j = 0, \ldots, N$. The observed value of the log return $R_{(j-1)\Delta,j\Delta}$ for $j = 1, \ldots, N$ is denoted as

$$r_j = x_j - x_{j-1} \text{ for } j = 1, 2, \ldots N.$$  

Define also

$$J_j = \int_{(j-1)\Delta}^{j\Delta} I_{u-\tau} du \text{ for } j = 1, 2, \ldots N. \quad (16)$$

Let $z_j$ be the observed value of $J_j$ for all $j = 1, \ldots, N$; observe that $J_j$ is deterministic for $j \leq k$. As the interest process $I$ is not observed continuously, it is generally necessary to approximate the Lebesgue integrals $J_1, \ldots, J_N$, for example by the trapezoid method, in other words,

$$z_j = \frac{\Delta}{2} (y_{j-k} + y_{j-1-k}) \text{ for } j = 1, 2, \ldots N. \quad (17)$$

By Corollary 2.2, the conditional joint density function of the log returns $R_0\Delta, \ldots, R_{(N-1)\Delta,N\Delta}$ given $J = (J_1, \ldots, J_N)$ is

$$f_{R|J}(r_1, \ldots, r_N|z_1, \ldots, z_N, \mu, \sigma_P, \tau) = \prod_{j=1}^{N} f_N(r_j|\mu\Delta, \sigma_P^2 z_j).$$

It follows that the conditional likelihood function is

$$L_{R|J}(\mu, \sigma_P, |\tau) = \prod_{j=1}^{N} f_N(r_j|\mu\Delta, \sigma_P^2 z_j),$$

and the conditional log-likelihood is

$$l_{R|J}(\mu, \sigma_P, |\tau) = \ln L_{R|J}(\mu, \sigma_P, |\tau) = \sum_{j=1}^{N} \ln f_N(r_j|\mu\Delta, \sigma_P^2 z_j). \quad (18)$$

Maximising the conditional log-likelihood leads to analytic expressions for the maximum likelihood estimators of $\mu$ and $\sigma_P$. 

Proposition 3.1. The conditional maximum likelihood estimators of $\mu$ and $\sigma_P$ are
\[
\hat{\mu} = \frac{\sum_{j=1}^{N} \frac{r_j}{z_j}}{\Delta \sum_{j=1}^{N} \frac{1}{z_j}}, \quad \hat{\sigma}_P = \sqrt{\frac{1}{N} \sum_{j=1}^{N} \frac{(r_j - \hat{\mu}\Delta)^2}{z_j}}.
\] (19)

Proof. Expanding (18) gives
\[
\left. l_{R|J}(\mu, \sigma_P|\tau) \right|_{\mu, \sigma_P} = -N \ln \sigma_P - \sum_{j=1}^{N} \ln \sqrt{2\pi z_j} - \frac{1}{2\sigma_P^2} \sum_{j=1}^{N} \frac{(r_j - \hat{\mu}\Delta)^2}{z_j},
\]
and consequently
\[
\frac{\partial l_{R|J}}{\partial \mu} (\mu, \sigma_P|\tau) = \frac{\Delta}{\sigma_P} \sum_{j=1}^{N} \frac{r_j - \hat{\mu}\Delta}{z_j},
\]
\[
\frac{\partial l_{R|J}}{\partial \sigma_P} (\mu, \sigma_P|\tau) = \frac{1}{\sigma_P^2} \sum_{j=1}^{N} \frac{(r_j - \hat{\mu}\Delta)^2}{z_j} - \frac{N}{\sigma_P}.
\]
Setting both derivatives equal to 0 and solving for $\hat{\mu}$ and $\hat{\sigma}_P$ yields (19).

In order to confirm that $\hat{\mu}$ and $\hat{\sigma}_P$ maximize the conditional log-likelihood, we derive its Hessian, namely,
\[
\begin{bmatrix}
\frac{\partial^2}{\partial \mu^2} & \frac{\partial^2}{\partial \mu \partial \sigma_P} & \frac{\partial^2}{\partial \sigma_P^2}
\end{bmatrix} l_{R|J}(\mu, \sigma_P|\tau) = \begin{bmatrix}
-\frac{\Delta^2}{\sigma_P^4} \sum_{j=1}^{N} \frac{1}{z_j} & \frac{2\Delta}{\sigma_P^2} \sum_{j=1}^{N} \frac{r_j - \hat{\mu}\Delta}{z_j} & \frac{2\Delta}{\sigma_P^2} \sum_{j=1}^{N} \frac{r_j - \hat{\mu}\Delta}{z_j}
\end{bmatrix}.
\]
Evaluating the Hessian at $(\hat{\mu}, \hat{\sigma}_P)$ yields
\[
\begin{bmatrix}
\frac{\partial^2}{\partial \mu^2} & \frac{\partial^2}{\partial \mu \partial \sigma_P} & \frac{\partial^2}{\partial \sigma_P^2}
\end{bmatrix} l_{R|J}(\hat{\mu}, \hat{\sigma}_P|\tau) = \begin{bmatrix}
-\frac{\Delta^2}{\sigma_P^4} \sum_{j=1}^{N} \frac{1}{z_j} & 0 & 0
\end{bmatrix}.
\]
As this is negative definite, it follows that $\hat{\mu}$ and $\hat{\sigma}_P$ maximize the conditional log-likelihood as claimed. \qed

3.3. Lag parameter

The parameter $\tau$ takes one of the values $0, \Delta, 2\Delta, \ldots, M\Delta = L$, and therefore the estimation of $\tau$ can be reduced to a model selection problem. That is, we select among the different models for the log price, where each model is formulated as
\[
X_t = X_0 + \int_{0}^{t} \mu du + \int_{0}^{t} \sigma_P \sqrt{I_{u_{\ell-\Delta}}} dW_u^P \text{ for all } t,
\]
for some $\ell = 0, 1, \ldots, M$.

As the process $I$ is given, the conditional likelihood function defined in Section 3.2 can be used. Model selection takes place by minimizing an appropriate information
criterion, such as the Akaike information criterion
\[
\text{AIC}_r = 2q - 2l^{R|J}_r (\hat{\mu}, \hat{\sigma}_P | \ell \Delta) \text{ for } r = 0, \ldots, M
\]
(deLeeuw 1992, p. 605), where \( q \) is the number of parameters in the model, or the Bayesian information criterion
\[
\text{BIC}_r = q \ln N - 2l^{R|J}_r (\hat{\mu}, \hat{\sigma}_P | \ell \Delta) \text{ for } r = 0, \ldots, M
\]
(Neath and Cavanaugh 2012). In this case, as the number of parameters is known and fixed, these two criteria are equivalent, and estimates of \( \tau \) are obtained by setting \( \hat{\tau} = \hat{\ell} \Delta \), where
\[
\hat{\ell} \in \arg\max_{\ell=0, \ldots, M} l^{R|J}_r (\hat{\mu}, \hat{\sigma}_P | \ell \Delta).
\]
Whilst in theory these estimates need not be unique, in practice this leads to a unique estimate (even if only through numerical rounding).

3.4. Numerical experiment

Numerical experiments can be used to evaluate the effectiveness of the estimation procedure described above. To this end, we simulate the interest and price processes with parameter values that are similar to those observed in applications to real data (see Figures and 2, 3 and 6. We take \( a = 30, b = 15, \sigma_I = 0.6, \mu = 0, \sigma_P = 0.2, \tau = 0.025 \) together with initial values \( P_0 = 20,000 \) and \( \phi_I (t) = 14 \) for all \( t \in [-L, 0] \), where \( L = 2\tau = 0.05 \). We fix \( \Delta = 1/360 \) (observe that \( \tau = 9\Delta \)) and perform the estimation procedure above to estimate the parameters of the model, for all time horizons of the form \( T = 9n\Delta \) where \( n = 1, 2, \ldots, 80 \). This setting reflects daily data for a range of time horizons, up to 2 years.

The results for 10,000 realisations of this experiment appear in Figure 1. The estimates perform well even for short time horizons. The behaviour of the estimates \( \hat{a}, \hat{b} \) and \( \hat{\sigma}_I \) of the interest process are consistent with known observations from the literature on the maximum likelihood estimation of Cox-Ingersoll-Ross processes. The estimates \( \hat{\mu}_P \) and \( \hat{\sigma}_P \) of the mean and drift of the price process are very accurate even on short time horizons, as is the estimate \( \hat{\tau} \) of the delay parameter.

4. Risk-neutral measure and option pricing

Pricing options in this model is based on techniques developed for two well known models, namely the Black-Scholes-Merton model (Black and Scholes 1973) and the Heston model (Heston 1993). We assume throughout this section that \( H > \tau \).
Figure 1. Estimation results for 10,000 realisations and different values of time horizon $T$. 
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4.1. Change of measure

We first determine a probability measure under which the discounted price process becomes a martingale, and with the property that the dynamics of the interest and price process remain tractable. To this end, take two progressively measurable processes \( \theta^P = (\theta^P_t) \) and \( \theta^I = (\theta^I_t) \) (to be determined below) with respect to the filtration \( \mathcal{F} \), and then define the processes \( W^P = (W^P_t) \) and \( W^I = (W^I_t) \) as

\[
W^P_t = W^P_0 + \int_0^t \theta^P_s ds, \\
W^I_t = W^I_0 + \int_0^t \theta^I_s ds
\]

for all \( t \). Let \( \mathbb{F}^P = (\mathcal{F}^P_t) \) and \( \mathbb{F}^I = (\mathcal{F}^I_t) \) be the filtrations generated by \( W^P \) and \( W^I \), respectively. The goal is to use the Girsanov theorem to define a new measure \( \mathbb{Q} \sim \mathbb{P} \) such that \( W^P \) and \( W^I \) are two independent Brownian motions under \( \mathbb{Q} \).

The choice of \( \theta^P \) and \( \theta^I \) is motivated by requirements on the interest and price processes. In order for the discounted price to be a martingale under \( \mathbb{Q} \), we need

\[
dP_t = rP_t dt + \sigma_P P_t \sqrt{I_t} dW^P_t
\]

for all \( t \geq 0 \), together with \( P_0 = e^{x} \in (0, \infty) \). Furthermore, we require that the interest process has Cox-Ingersoll-Ross dynamics under \( \mathbb{Q} \), in other words, it is a strong positive-valued solution to the stochastic differential equation

\[
dI_t = \tilde{a}(\tilde{b} - I_t) dt + \sigma_I \sqrt{I_t} dW^I_t
\]

and satisfies the initial condition (2). Comparing (3) with (21), the change of parameters of \( I \) introduces two new parameters—these new parameters will be used in due course to calibrate to option prices. After writing

\[
\tilde{a} = a + \lambda_a, \quad \tilde{b} = \frac{ab}{a + \lambda_a}
\]

where \( \lambda_a, \lambda_{ab} \in \mathbb{R} \) and rearranging, we obtain

\[
\theta^P_t = \frac{\mu + \frac{1}{2} \sigma_P^2 I_{t- \tau} - r}{\sigma_P \sqrt{I_{t- \tau}}}, \quad \text{for all } t \geq 0,
\]

\[
\theta^I_t = \frac{\lambda_{ab} + \lambda_a}{\sigma_I \sqrt{I_t}}, \quad \text{for all } t \geq 0.
\]

For any adapted process \( \theta \) and Brownian motion \( W \), define the stochastic exponential \( \mathcal{E}^{\theta,W} \) of \( \theta \) with respect to \( W \) as the process

\[
\mathcal{E}^{\theta,W}_t = \exp \left\{ \int_0^t \theta_s dW_s - \frac{1}{2} \int_0^t \theta_s^2 ds \right\} \quad \text{for all } t.
\]

We now have the following result.

**Theorem 4.1.** Let the processes \( \theta^P \) and \( \theta^I \) be defined by (22)–(23), and assume that

\[
\lambda_a > -a, \quad \lambda_{ab} \leq ab - \frac{1}{2} \sigma_I^2.
\]
Define the process $Z = (Z_t)$ as

$$Z_t = \mathcal{E}_t^{-\theta^P, W^P} \mathcal{E}_t^{-\theta^I, W^I}$$

for all $t$,

and the probability measure $Q \sim P$ on $\mathcal{F}_H$ as

$$\frac{dQ}{dP} = Z_H.$$

Then $W^P*$ and $W^I*$ are two independent Brownian motions under $Q$ and the price process $P$ and interest process $I$ are strong solutions to the stochastic differential equations (20)–(21) under $Q$.

It will be shown below that the discounted price process is a martingale under $Q$; for this reason we will refer to $Q$ as the pricing measure.

**Proof.** By the Girsanov theorem (cf. Musiela and Rutkowski 2005, Theorem A.15.1), it is sufficient to show that $E(Z_H) = 1$.

The condition (21) implies that $\tilde{a} > 0$ and $2\tilde{a} \tilde{b} \geq \sigma_I^2$, which in turn implies that the auxiliary stochastic differential equation with initial condition

$$d\tilde{I}_t = \tilde{a}(\tilde{b} - \tilde{I}_t)dt + \sigma_I \sqrt{\tilde{I}_t}dW_t, \quad \tilde{I}_0 = \phi_I(0),$$

where $W$ is any Brownian motion, has a strong solution that, almost surely, never exits $(0, \infty)$ (Lamberton and Lapeyre 1996, Theorem 6.2.3, Proposition 6.2.4). Note furthermore that $\theta^I_t = c(I_t)$ for all $t$, where $b : (0, \infty) \to \mathbb{R}$ is defined as

$$c(x) = -\frac{\lambda b}{\sigma I \sqrt{x}} - \frac{\lambda a}{\sigma I} \sqrt{x}$$

for all $x \in (0, \infty)$, and that

$$\tilde{a}(\tilde{b} - \tilde{I}_t) = a(b - \tilde{I}_t) + \sigma_I \sqrt{\tilde{I}_t}c(\tilde{I}_t).$$

It then follows from a result by Mijatović and Urusov (2012, Corollary 2.2) that the stochastic exponential $\mathcal{E}^{\theta^I, W^I} = \mathcal{E}^{c(I_t), W^I}$ is a martingale. Conditioning on $\mathcal{F}_H$ and using Remark 1 we then obtain

$$E(Z_H) = E\left(\mathcal{E}_t^{-\theta^I, W^I} E\left(\mathcal{E}_t^{-\theta^P, W^P} \mathcal{F}_H^I\right)\right) = E\left(\mathcal{E}_t^{-\theta^I, W^I}\right) = 1,$$

and the proof is complete. \(\square\)

Comparing (20)–(21) with (3) and (6), the interest and price processes have the same dynamics under the real-world measure $P$ and the pricing measure $Q$, albeit with respect to different Brownian motions, and, for the interest process, changed parameters. The independence of $W^P*$ and $W^I*$ under $Q$ means that their natural filtrations $\mathbb{F}^P*$ and $\mathbb{F}^I*$ are also independent. It is clear from (23) that $\mathcal{F}_t^* = \mathcal{F}_t^I$ for all $t$, and combining (2) with (21) gives that $\mathcal{F}_t^{P*} = \mathcal{F}_t^P$ when $t < \tau$ and $\mathcal{F}_t^{P*} \subseteq \mathcal{F}_t^P \lor \mathcal{F}_{t-\tau}$ when $t \geq \tau$. This means that the general filtration $\mathbb{F}$ defined in (1) and the delayed
filtration $\mathbb{F}^d$ defined in (11) retain the same structure when expressed in terms of $\mathbb{F}^{P^*_t}$ and $\mathbb{F}^{I^*_t}$, in other words, for all $t$ we have

$$\mathcal{F}_t = \mathcal{F}^{P^*_t} \lor \mathcal{F}^{I^*_t},$$

$$\mathcal{F}_t^d = \begin{cases} 
& \mathcal{F}^{P^*_t} \lor \mathcal{F}^{I^*_t} \mathcal{F}_{t-\tau}^d, 
& \text{if } t < \tau, 
& \mathcal{F}^{P^*_t} \lor \mathcal{F}^{I^*_t} \mathcal{F}_{t-\tau}^d, 
& \text{if } t \geq \tau.
\end{cases} \quad (25)$$

We conclude this section by establishing the martingale properties of the discounted price process $\tilde{P} = (\tilde{P}_t)$. Solving (20) gives

$$P_t = e^{x + rt - \frac{1}{2} \sigma_P^2 \int_0^t I_{t-\tau} du} \mathcal{E}_{t-\tau}^{\int_0^t \sqrt{I_{u-\tau}} dW_{u}^{P^*_t}} \text{ for all } t,$$

and thus $\tilde{P}$ can be defined as

$$\tilde{P}_t = e^{-rt} P_t = e^{x + \sigma_P \sqrt{\int_0^t \sqrt{I_{u-\tau}} dW_{u}^{P^*_t}}} \text{ for all } t. \quad (27)$$

**Proposition 4.2.** The discounted price process $\tilde{P}$ is a martingale under the pricing measure $Q$ of Theorem 4.1 with respect to both the general filtration $\mathbb{F}$ and the delayed filtration $\mathbb{F}^d$.

**Proof.** It is clear from (27) that $\tilde{P}$ is a positive local martingale under $Q$, hence a supermartingale (Klebaner 2012, Theorem 7.23). For each $t$, conditioning with respect to any $\sigma$-field $\mathcal{G} \supseteq \mathcal{F}^{I^*_t}$ that is independent of $\mathcal{F}^{P^*_t}$ and using Remark 1, we obtain

$$E_Q(\tilde{P}_t) = e^x E_Q \left( E_Q \left( \mathcal{E}_{t-\tau}^{\int_0^t \sqrt{I_{u-\tau}} dW_{u}^{P^*_t}} \bigg| \mathcal{G} \right) \right) = e^x,$$

and it follows that $\tilde{P}$ is a martingale with respect to both $\mathbb{F}$ and $\mathbb{F}^d$. \qed

### 4.2. Characteristic function

Taking the logarithm in (26), it follows that the log price satisfies

$$X_t = x + rt - \frac{1}{2} \sigma_P^2 \int_0^t I_{t-\tau}^\tau du + \sigma_P \int_0^t \sqrt{I_{u-\tau}} dW_{u}^{P^*_t} \text{ for all } t. \quad (28)$$

In this section we derive the conditional characteristic function of the log price given the delayed filtration $\mathbb{F}^d$ and the general filtration $\mathbb{F}$ (see (25)). The conditional characteristic functions are highly tractable, and thus naturally useful for option pricing. The key reason for this is that $X_t$ is lognormally distributed when $t \leq \tau$, and when $t > \tau$ it turns out to be the sum of a lognormal random variable plus the value of an independent process resembling the log price in the well known Heston model (Heston 1993).

We use the pricing measure $Q$ of Theorem 4.1 throughout this section. Define the characteristic function of a stochastic process $Y = (Y_t)$ given a filtration $\mathcal{G} = (\mathcal{G}_t)$ as

$$\Phi_{t,s}^{Y|\mathcal{G}_s}(\lambda) = E_Q \left( e^{i\lambda Y_t} \bigg| \mathcal{G}_s \right) \text{ for all } \lambda \in \mathbb{R}, 0 \leq s \leq t \leq H.$$

The conditional characteristic function of the log price with respect to the delayed
filtration $\mathbb{F}^d$ is given as follows. It resembles the characteristic function of the Heston model, with a natural adjustment to take account of the delay $\tau$.

**Theorem 4.3.** Fix any $\lambda \in \mathbb{R}$. For all $0 \leq s \leq t \leq H$, the conditional characteristic function of the log price $X$ with respect to $\mathbb{F}^d$ is given by

$$
\Phi_{t|s}^X(\lambda) = \begin{cases} 
1 & \text{if } s = t, \\
e^{-\lambda X_s + i\lambda \tau (t-s) - \frac{1}{2}\sigma_P^2(\lambda + \lambda^2) \int_s^t \phi_I(u-\tau) du} & \text{if } s < t \leq \tau, \\
e^{-\lambda X_s + i\lambda \tau (t-s) + A(t-s) + I_{s-\tau} B(t-s)} & \text{if } \tau \leq s < t, \\
e^{-\lambda \tau + A(t-\tau) + \phi_I(0) B(t-\tau)} & \text{if } s \leq \tau < t.
\end{cases}
$$

Here the functions $A, B : [0, H] \rightarrow \mathbb{R}$ are defined as

$$
A(u) = \frac{\tilde{a} \bar{b}}{\sigma_I^2} \left[ (\bar{a} - d) u - 2 \ln \frac{1 - ge^{-du}}{1 - g} \right], \\
B(u) = \frac{\bar{a} - d}{\sigma_I^2} \frac{1 - e^{-du}}{1 - ge^{-du}}
$$

for all $u \in [0, H]$, where

$$
d = \sqrt{\tilde{a}^2 + \sigma_P^2 \sigma_I^2 (i\lambda + \lambda^2)}, \\
g = \frac{\bar{a} - d}{\bar{a} + d}.
$$

**Proof.** For $0 \leq s < t \leq \tau$ we have

$$
X_t - X_s | \mathcal{F}^d_s \sim N \left( r(t-s) - \frac{1}{2} \sigma_P^2 \int_s^t \phi_I(u-\tau) du, \sigma_P^2 \int_s^t \phi_I(u-\tau) du \right),
$$

and therefore

$$
\Phi_{t|s}^X(\lambda) = \Phi_{t|s}^{X|\mathcal{F}^d}(\lambda) = e^{i\lambda X_s + i\lambda \tau (t-s) - \frac{1}{2}\sigma_P^2(\lambda + \lambda^2) \int_s^t \phi_I(u-\tau) du}.
$$

Now define the stochastic process $Z = (Z_t)_{t \in [0, H-\tau]}$ as

$$
Z_t = x + rt - \frac{1}{2} \sigma_P^2 \int_0^t I_u du + \sigma_P \int_0^t \sqrt{I_u} dB_u \text{ for all } t \in [0, H-\tau],
$$

where $B^{P_s} = (B_u^{P_s})_{u \in [0, H-\tau]}$ is the Brownian motion given by

$$
B_u^{P_s} = W_{u+\tau} - W_{\tau} \text{ for all } u \in [0, H-\tau],
$$

and define the stochastic process $V = (V_t)_{t \in [0, H-\tau]}$ as $V_t = \sigma_P^2 I_t$ for all $t \in [0, H-\tau]$. It then follows from (21) and (31) that $V$ and $Z$ satisfy the stochastic differential equations

$$
dZ_t = (r - \frac{1}{2} V_t) dt + \sqrt{V_t} dB_t^{P_s}, \\
dV_t = \bar{a} \left( b \sigma_P^2 - V_t \right) dt + \sigma_I \sigma_P \sqrt{V_t} dW^{I_s}_t,
$$

with initial conditions $Z_0 = x$ and $V_0 = \sigma_P^2 \phi_I(0)$. This is the volatility and log price, respectively, of a Heston model with zero correlation. The natural filtration in this
model is $\mathbb{F} = (\mathcal{F}^H_t)_{t \in [0,H-\tau]}$, given by

$$\mathcal{F}^H_t = \mathcal{F}^{B*}_t \vee \mathcal{F}^I_t \text{ for all } t \in [0,H-\tau],$$

(32)

where $\mathcal{F}^{B*} = (\mathcal{F}^{B*}_t)_{t \in [0,H-\tau]}$ is the filtration generated by $B^{P*}$, and the conditional characteristic function of $Z$ is

$$\Phi^{Z^{\mathbb{F}^H}}_{t|s}(\lambda) = e^{i\lambda Z_s + i\lambda r(t-s) + A(t-s) + I(t-s)}$$

(33)

for all $\lambda \in \mathbb{R}$ and $0 \leq s \leq t \leq H - \tau$ (cf. Albrecher et al. 2007). Observe further from Proposition 2.3 and (32) that $\mathcal{F}^{B*}_s = \mathcal{F}^{P*}_s \vee \mathcal{F}^H_s$. The random variable $Z_t$ is independent of $\mathcal{F}^{P*}_t$ by the independence of the increments of the Brownian motion $W^{P*}$ and the independence between $W^{I*}$ and $W^{P*}$. It follows that

$$\Phi^{Z^{\mathbb{F}^H}}_{t|s+\tau}(\lambda) = \Phi^{Z^{\mathbb{F}^H}}_{t|s}(\lambda)$$

(34)

(Williams 1991, Section 9.7).

Assume now that $t \in (\tau,H]$. We have

$$X_t = X_{\tau} - x + Z_{t-\tau} \text{ for all } t \in (\tau,H],$$

where $Z_{t-\tau}$ is given by (31) (see Remark 2). For every $s \in [\tau,t)$ we have from (33) and (34) that

$$\Phi^{X|\mathbb{F}^H}_{t|s}(\lambda) = e^{i\lambda (X_t-x)} \Phi^{Z^{\mathbb{F}^H}}_{t|s}(\lambda)$$

$$= e^{i\lambda (X_t-x)} \Phi^{Z^{\mathbb{F}^H}}_{t|s-\tau}(\lambda)$$

$$= e^{i\lambda X_s + i\lambda r(t-s) + A(t-s) + I(t-s)}.$$

(35)

For $s \in [0,\tau]$ we use the tower property of conditional expectation and (35) to obtain

$$\Phi^{X|\mathbb{F}^H}_{t|s}(\lambda) = \mathbb{E}_q \left( \Phi^{X|\mathbb{F}^H}_{t|\tau}(\lambda) \middle| \mathcal{F}^I_s \right) = e^{i\lambda r(t-\tau) + A(t-\tau) + \phi_t(0)B(t-\tau)} \Phi^{X|\mathbb{F}^H}_{t|\tau}(\lambda).$$

This completes the proof.

The conditional characteristic function of the log price with respect to the general filtration $\mathbb{F}$ defined in (11) is given as follows. It reflects the conditional normality of the log returns on short maturities, whilst for longer maturities the Heston-style dynamics come into play.

**Theorem 4.4.** Fix any $\lambda \in \mathbb{R}$. For all $0 \leq s \leq t \leq H$, the conditional characteristic function of the log price $X$ with respect to $\mathbb{F}$ is given by

$$\Phi^{X|\mathbb{F}^H}_{t|s}(\lambda) = \begin{cases} 1 & \text{if } s = t, \\ e^{i\lambda X_s + i\lambda r(s-t) - \frac{1}{2} \sigma^2(t)(\lambda^2)} \int_{I_{t-s}} f_{u} du & \text{if } t - \tau \leq s < t, \\ e^{i\lambda r(t-s-\tau) + A(t-s-\tau) + I(t-s-\tau)} \Phi^{X|\mathbb{F}^H}_{t+s|s+\tau}(\lambda) & \text{if } s < t - \tau. \end{cases}$$

where the functions $A,B : [0,H] \to \mathbb{R}$ are defined in Theorem 4.3
Proof. If \( \max\{t - \tau, 0\} \leq s < t \leq H \), we have by Remark 1 that

\[
X_t - X_s | \mathcal{F}_s \sim N \left( r(t - s) - \frac{1}{2} \sigma^2 \int_s^t I_{u-\tau} du, \sigma^2 \int_s^t I_{u-\tau} du \right),
\]

whence

\[
\Phi \mathcal{X}_{t|s}^F (\lambda) = e^{i\lambda X_s + i\lambda r(t-s) - \frac{1}{2} \sigma^2 (i\lambda + \lambda^2) \int_s^t I_{u-\tau} du}.
\]

If \( 0 \leq s < t - \tau \leq t \leq H \), it follows from the tower property and Theorem 4.3 that

\[
\Phi \mathcal{X}_{t|s}^F (\lambda) = E_Q \left( \Phi \mathcal{X}_{t+s+\tau}^F (\lambda) \bigg| \mathcal{F}_s \right) = e^{i\lambda r(t-s-\tau) + A(t-s-\tau) + B(t-s-\tau) + I, B(t-s-\tau) \Phi \mathcal{X}_{x+s+\tau}^F (\lambda)}.
\]

This completes the proof. \( \square \)

4.3. Option pricing

We now briefly discuss the basic notions of option pricing, as they apply to the options that are currently available on Bitcoin, namely European call options (with put options priced by means of put-call parity), using the pricing measure \( Q \).

The price at time \( t \geq 0 \) under \( Q \) of an option with expiration date \( T \in [t, H] \) and payoff function \( f : (0, \infty) \rightarrow \mathbb{R} \) is the discounted expectation

\[
\Pi_{T|t}(f|\mathcal{G}) = e^{r(T-t)} E_Q \left( f(P_T)|\mathcal{G}_t \right)
\]

for all \( t \in [0, H] \), where \( P \) is the price process and \( (\mathcal{G}, \mathcal{G}_t) = (\mathcal{F}, \mathcal{F}_t) \) or \( (\mathcal{G}, \mathcal{G}_t) = (\mathcal{F}^d, \mathcal{F}^d_t) \).

Careful comparison of the conditional characteristic functions in Theorems 4.3 and 4.4 reveals that \( \Phi \mathcal{X}_{T|0} = \Phi \mathcal{X}_{T|0}^F \) for all \( T \in [0, H] \). It follows that

\[
\Pi_{T|0}(f|\mathcal{F}) = \Pi_{T|0}(f|\mathcal{F}^d),
\]

and so the price at time 0 is the same, irrespective of the filtration (general or delay) used. This means that the choice of filtration does not arise when pricing options at time 0. More generally, both the interest and price processes are adapted to the general filtration \( \mathcal{F} \), and \( \mathcal{F}_t \supseteq \mathcal{F}^d_t \) for all \( t \in [0, T] \), so it seems natural to use it for pricing in practice, rather than the delayed filtration \( \mathcal{F}^d \). It is however worth noticing that \( \mathcal{F}_t \supseteq \mathcal{F}^d_{t+\tau} \) whenever \( t \leq H - \tau \), which means that

\[
\Pi_{T|t}(f|\mathcal{F}) = e^{r(t-\tau)} E_Q \left( \Pi_{T|t+\tau}(f|\mathcal{F}^d)|\mathcal{F}_t \right) \text{ when } t \leq H - \tau.
\]

Thus, pricing under the delayed filtration may be useful even if the intention is to price under the general filtration. In any case, the technical considerations for option pricing are similar for either choice of filtration.

Inspection of the characteristic functions in Theorems 4.3 and 4.4 reveals that the conditional distribution of the price is lognormal in certain circumstances when \( T - t \leq \tau \) (see (29) and (36)). When this is the case, one can calculate option prices directly by using the methodology of the Black-Scholes model with time-varying coefficients (see,
Methods based on conditional characteristic function can be used to price options where explicit formulae are not available. The numerical results in Section 5 are based on a damped Fourier transform-based method proposed by Carr and Madan (1999), Rouah (2013) and Zhu (2009) provide more details on this and other methods.

5. Application to data

In this section, we apply the methods of Sections 3 and 4 to daily data for the two year period from August 2020 to August 2022. We use the historical prices of Bitcoin in US dollars, published on Coinmetrics (charts.coinmetrics.io/network-data), and calculated by their own methodology using the most important exchanges (more details at https://docs.coinmetrics.io/methodologies/reference-rates/). The prices are closing prices in the sense that they are taken at the time when the New York market exchange closes (16:00 EST). The prices appear in Figure 2.

The period from August 2020 to August 2022 was turbulent for Bitcoin. It initially recovered from low values observed during the COVID-19 pandemic, with all lost value regained, and the price continuing to rise, amid signs of growing acceptance among financial institutions and public listing of the Coinbase exchange, reaching a new all-time high in April 2021 (Vigna and Ostroff 2021). The price dropped to a lower level soon afterwards, amid a new set of regulations from the Chinese government cracking down on cryptocurrencies, and the announcement by the car manufacturer Tesla that it had suspended vehicle purchases using Bitcoin (introduced in February 2021) due to environmental concerns (Kovach 2021; Browne and Kharpal 2021; Pound 2021; John, Shen, and Wilson 2021).

The price of Bitcoin soon recovered, buoyed by the listing of the first Bitcoin based exchange traded fund and rising demand (Bovaird 2021a,b; Van Boom 2021). After reaching new all-time highs in October and November 2022, Bitcoin prices have been in decline ever since. There is a number of contributing factors for this, such as sensitivity to wider economic conditions, which have been difficult due to concerns about post-COVID economic growth, economic effects from the war in Ukraine and, latterly, difficulties experienced by crypto exchange Binance and the crypto lender Celsius, and the Coinbase exchange announcing redundancies of a large part of its workforce (BBC News 2022; Ostroff 2022; Este 2022; Phillips 2022; Kleinman 2022).

5.1. Proxies for market attention

Whilst market interest itself cannot be observed, it can be approximated by means of proxies that can either be observed or extracted using data mining techniques. A number of such proxies have been studied in the literature, for example, trading volume and number of Google searches (Figà-Talamanca and Patacca 2019, 2020), number of Wikipedia views (Kristoufek 2013) or number of tweets (Al Guindy 2021). Further examples can be found in the Introduction. In this paper, we consider the proxies listed in Table 1, these proxies were selected among many possibilities because they appear to be well suited to modeling by a Cox-Ingersoll-Ross process (more details below).

Data for a representative sample consisting of three of the proxies, namely, Wikipedia views, volume and miner revenue, are illustrated in Figure 3. The daily
number of Wikipedia views is reasonably consistent over time, and spikes (and periods of higher activity, such as in the early half of 2021) correspond closely to news events involving Bitcoin (summarised above). Volume reaches its peak in early 2021, and then gently declines over the rest of the period. Of the three proxies, the graph of miner revenue that of Bitcoin the closest, in the sense that it has low initial and final values and two peaks, separated by a deep trough.

In order to verify that the market attention proxies listed in Table 1, we use a method proposed by Lindström (2004) involving generalized Gaussian residuals. This method involves estimating the parameters of the Cox-Ingersoll-Ross process for each proxy, using the techniques of Section 3.1. The generalised residuals are then computed by applying the conditional cumulative distribution function of the estimated Cox-Ingersoll-Ross process to the data points (see (15) for the accompanying probability density function), followed by the inverse distribution function of the standard normal distribution. It is then possible to test whether the proxy follows a Cox-Ingersoll-Ross process by testing whether the resulting generalised residuals have the properties of a sample from the standard normal distribution. We use the Kolmogorov-Smirnov test (cf. Massey 1951) for this. The resulting \( p \)-values appear in Table 1; the values suggest that the hypothesis or normality (and hence, the hypothesis that the estimated processes fit the data) cannot be rejected at a significance level of 0.1 or lower. In addition, we also verify if the selected market proxies can follow a geometric Brownian motion. The \( p \)-values given by the Kolmogorov-Smirnov test are shown in Table 1. We observe that the hypothesis that market attention follows a geometric Brownian motion cannot be rejected in half of the cases. However, for active addresses, total fees, block weight, as well as deposits and withdrawals, we can reject the null hypothesis with a significance level of 0.05.

5.2. Market option prices

Market prices for vanilla European call and put options on Deribit for the first day of each month are published by Tardis (https://docs.tardis.dev/historical-data-details/deribit); data is taken
| Proxy            | Description (Source)                                                                 | p-value | CIR  | GBM  |
|------------------|--------------------------------------------------------------------------------------|---------|------|------|
| Wikipedia views  | Daily number of views in Wikipedia of the keyword “Altoin”. (Pageviews Analysis,    |         | 0.327| 0.248|
|                  | https://pageviews.toolforge.org)                                                     |         |      |      |
| Volume           | Natural logarithm of the daily total value in United State dollars of trading volume  | 0.566   | 0.850|      |
|                  | on major Bitcoin exchanges. (Blockchain, www.blockchain.com/charts/trade-volume)     |         |      |      |
| Miner revenue    | Natural logarithm of the daily total value in US dollars of all miner revenue (fees  | 0.752   | 0.697|      |
|                  | plus newly issued Bitcoins). (Coinmetrics)                                            |         |      |      |
| Active addresses | Daily number of active addresses that participate in successful transactions on the  | 0.553   | 0.021|      |
|                  | blockchain network, either as a sender or as a receiver. (Coinmetrics)               |         |      |      |
| Number of blocks | Number of blocks created per day that were included in the main (base) chain.       | 0.312   | 0.579|      |
|                  | (Coinmetrics)                                                                         |         |      |      |
| Total fees       | Natural logarithm of the daily total value in United State dollars of all fees paid  | 0.121   | 0.048|      |
|                  | to miners, transaction validators, stakers and/or block producers. (Coinmetrics)     |         |      |      |
| Block weight     | Daily mean weight (a dimensionless measure of a block’s “size”) of all blocks       | 0.919   | 0.041|      |
|                  | created. (Coinmetrics)                                                                |         |      |      |
| Deposits and     | Natural logarithm of the daily average between the total number of Bitcoins          | 0.255   | 0.025|      |
| withdrawals      | withdrawn from exchanges and the total number of Bitcoin sent to exchanges. (Coinmetrics) |         |      |      |

Table 1. Market attention proxies with p-values of Kolmogorov-Smirnov test applied to Gaussian residuals
Figure 3. Wikipedia views, volume (in USD), miner revenue (in USD), 1 August 2020—1 August 2022

(a) Wikipedia views

(b) Volume (in USD)

(c) Miner revenue (in USD)
from 1 August 2021 to 1 August 2022. Tardis publishes intraday data, with bid and ask prices varying throughout the day. For each date and each option, we take the first ask and bid prices of the option in the order book starting at 00:00 UTC.

The underlying asset of the options offered by Deribit is a Bitcoin index based on the prices of Bitcoin in US dollars on a number of exchanges (see https://legacy.deribit.com/pages/docs/options). The historical values of this index is also published by Tardis. This value is used as the initial value of the underlying for option pricing purposes and to convert option prices from their published values (in Bitcoin) to US dollars. For each option, we take the last value of the Deribit Bitcoin index that appears in the order book before the time at which the option price is taken.

We use mid prices to evaluate our model, but the bid-ask spread in some Bitcoin options can be quite high due to low liquidity. We only take options where the bid and ask prices are within 10%, in other words,

\[
\frac{\text{AskPrice} - \text{BidPrice}}{\text{AskPrice}} < 0.1.
\]

The number of options and their prices vary considerably over time. For the period under consideration, the number of options for each month varies from 106 to 159.

The market price for the options chosen also varies considerably due to the variation in Bitcoin prices. Bitcoin option prices on 1 August 2021 and 1 August 2022 are shown in Figure 4. Observe that option prices on 1 August 2021 tended to be higher than option prices on 1 August 2022; this is because on the first date, the price of Bitcoin was $41501.02 and on the second date, the Bitcoin price was $23307.50. Apart from that, on 1 August 2021, Bitcoin was in the middle of a bull rally, while one year later, the Bitcoin price was at the end of a decreasing movement; this has implications on the implied volatility as well. The implied volatility is shown in Figure 5. On 1 August 2021, the implied volatility was higher than on 1 August 2022. This is because, in August 2021, Bitcoin was in the middle of an increasing movement, while in August 2022, the price was more stable.

### 5.3. Estimation and calibration

For each choice of the proxy and for each date for which option data is available, the parameters \(a, b, \sigma_I, \mu, \sigma_P\) and \(\tau\) estimated from historical market data and using the techniques of Section 3. A temporal window of one year is used; for example, to price options on 1 August 2021 (the case labeled as “21-08” in all graphs below), parameters are estimated using data from 1 August 2020 to 1 August 2021. Data is taken daily, i.e. \(\Delta = 1/365\).

As we have seen in Section 4.1, we can pick any value for the change-of-measure parameters \(\lambda_{ab}\) and \(\lambda_a\) defined in (23), as long as (24) is satisfied. This gives a certain flexibility to our model. The pricing measure corresponding to \(\lambda_{ab} = 0\) and \(\lambda_a = 0\) (and hence \(\tilde{a} = a\) and \(\tilde{b} = b\)) has the property that the dynamics of the interest process is the same under the physical measure \(P\) and the pricing measure \(Q\). Below, we will refer to the model with this choice of parameters as the uncalibrated version of the model.

In general, it makes sense to choose values for \(\lambda_{ab}\) and \(\lambda_a\) (and hence \(\tilde{a}\) and \(\tilde{b}\)) that are optimal in some sense. For such choices, the drift term of the interest process (including the speed of mean reversion and the long term mean) will be different under
Figure 4. Bitcoin Option Prices on 1 August 2021 and 1 August 2022
the real-world and risk-neutral measures, but the diffusion part will be the same under both measures. For each date, we choose these parameters so as to minimise the root mean square error (RMSE) when using the model to approximate option prices, defined as

\[
\text{RMSE} = \sqrt{\frac{1}{n} \sum_{j=1}^{n} (\text{MidPrice}_j - \text{ModelPrice}_j)^2},
\]

where \( n \) is the number of options and \( \text{MidPrice}_j = \frac{1}{2}(\text{AskPrice}_j + \text{BidPrice}_j) \). We refer to the model with this choice of parameters below as the calibrated version of the model.

We take \( r = 0 \) when pricing options, as real interest rates were very low during the period of consideration. The computer implementation of the estimation and calibration procedures was done in Python, and in particular heavy use was made of the sequential least squares optimisation procedure in SciPy (Virtanen et al. 2020).

The estimated parameters for Wikipedia views, volume and miner revenue, are illustrated in Figure 6. The estimated parameters of the uncalibrated model are \( \hat{a}, \hat{b}, \hat{\sigma}_I, \hat{\mu}, \hat{\sigma}_P \) and \( \hat{\tau} \), and the calibrated model corresponds to the estimated parameters \( \hat{\hat{a}}, \hat{\hat{b}}, \hat{\sigma}_I, \hat{\mu}, \hat{\sigma}_P \) and \( \hat{\tau} \). The estimates \( \hat{a} \) and \( \hat{b} \) are clearly very different from \( \hat{\hat{a}} \) and \( \hat{\hat{b}} \) in most cases, which suggests that calibration considerably improves the fit to market option prices; this will also be demonstrated in the next section. The calibrated estimates \( \hat{\hat{a}} \) and \( \hat{\hat{b}} \) appear to fluctuate considerably more than their real-world counterparts \( \hat{a} \) and \( \hat{b} \), which suggests that the optimal risk-neutral measure varies considerably over time.

Looking more closely at the individual proxies, many of the estimates for volume and miner revenue follow broadly the same pattern: broadly constant long term mean and volatility of the interest process under the real-world measure, and the drift of the price process declining steadily over the period, with its volatility staying broadly constant. The estimates for Wikipedia views share some of these features, but not all; most notably its long term mean declines considerably over time. It is also interesting to note that the estimated delay is different for the proxies: for miner revenue it is around two weeks, whereas volume appears to have a much more immediate effect. Wikipedia views affects Bitcoin prices with a delay of just over a week for the most part, with the delay extending up to two weeks in the early days of the Russia-Ukraine war, and then reducing to zero in the period leading up to August 2022.

5.4. Model comparison

The effectiveness of our model can be assessed by comparing it with a number of other models relevant to this setting. In each case, we will do this by dividing the relative root mean square error of our model with the relative root mean square error of the comparator model for each of the dates on which option prices are available. In each case, the comparator model is estimated using the same data (historical and, where relevant, option price data) as our model. When the presented value is lower than 1, our model has a smaller root mean square error (i.e. performs better) than the comparator model. Otherwise, our model has a greater root mean square error.

We start by comparing with the classical industry benchmark, the Black-Scholes model (Black and Scholes 1973). The parameters of the Black-Scholes model are es-
timed using maximum likelihood. The results are illustrated in Figure 7. For each
date, the uncalibrated version of the model gives better results than the Black-
Scholes model for at least one proxy. However, there is no proxy that consistently
gives better results than the Black-Scholes model. By contrast, the calibrated version
of the model consistently gives better results than the Black-Scholes model for all
proxies. The performance of all proxies follows a broadly similar pattern across the
time period, with the exception of Wikipedia views, which often performs best before
calibration, only for other proxies to catch up during the calibration process. One
possible explanation for the poor performance of Wikipedia views on 1 March 2022 is
that the invasion of Ukraine on 24 February caused a market shock and, in particular,
that it had an immediate effect on option prices that could not be explained by the
delayed pre-invasion values of Wikipedia views; the delay parameter for this model
was 13 days (see Figure 9).

A second natural comparator can be found in the Heston model (Heston 1993),
which has very similar dynamics, the only differences being that the Heston model
has possible correlation, no delay, and a volatility process that is unobserved. It
is possible to calibrate the Heston model in its entirety under the pricing mea-
sure, in which case it substantially outperforms our model (among many others) (cf.
Madan, Reyners, and Schoutens 2019). In order to get a more like-for-like compari-
on, we estimate the parameters of the Heston model from historical Bitcoin prices
as well as the historical 30 days variance of log-returns, using the R package Yuima
(Brouste et al. 2014). Figure 8(a) shows that the uncalibrated version of our model
generally holds its own against the Heston model estimated in this way; there is no
clear distinction between the two models. The calibrated version performs much bet-
ter against the Heston model (except for April and May 2022; there is no immediate
explanation why the Heston model should do so much better in this period).

Cretarola, Figà-Talamanca, and Patacca (2020) recently proposed an attention-
based model (accompanied by a specialised estimation procedure) that is similar to
ours, the main differences being that it uses geometric Brownian motion to model
market attention, and that market attention is assumed to also affect the drift of
Bitcoin prices under the real-world probability. Similar to ours, this model has an
uncalibrated and a calibrated version in that there is one parameter that can be used
to select the pricing measure; we do this by minimising the root mean square error of
option prices. The results are presented in Figure 9 which compares the root mean
square error of the two models in both their non-calibrated and calibrated versions.
The Cretarola, Figà-Talamanca, and Patacca (2020) model was applied to all prox-
ies, including those where the Kolmogorov-Smirnov test suggests that the geometric
Brownian motion is not appropriate (see Table 1 and discussion). As can be seen in
Figure 9(a), when comparing uncalibrated versions of the models, the Cretarola-Figà-
Talamanca-Patacca model outperforms our model in one-year periods up to January
2022, but our model performs better (often significantly better for some proxies) in
later periods. One explanation for this might be that during the early part of the time
window, many proxies for market attention were rapidly increasing (see Figure 8),
and hence more closely resembled geometric Brownian motion than a mean-reverting
process, whereas stability in the later part meant that a mean-reverting process fits
better. Comparing the calibrated versions of both models (see Figure 9(b)), our model
generally performs better for the proxies studied in this paper, often significantly bet-
ter in those cases where it did well before calibration. This may be due to the fact
that our model is calibrated using two parameters rather than the single parameter of
the Cretarola-Figà-Talamanca-Patacca model.
6. Conclusions and outlook

In this paper, we proposed a model for pricing Bitcoin options in which the volatility is proportional to the market attention, subject to a small delay. We showed how the parameters of this model can be estimated and furthermore calibrated to option pricing data in order to obtain a risk-neutral measure. The conditional characteristic function of the log returns in this model admit a formula in closed form, which makes it possible to price options using well-established Fourier transform methods. The model can be used with a range of proxies for the market attention, and it compares well to (and generally outperforms) the Black-Scholes model, the Heston model when calibrated to historic volatility, and the attention-based Cretarola-Figà-Talamanca-Patacca model.

There are a number of directions in which the model can be generalized, all of which are part of our ongoing research plans. For example, the Brownian motions driving the interest and price processes are assumed to be independent in this paper. This can be ameliorated by either introducing some direct feedback between the interest and price processes, or by allowing the Brownian motions to be correlated. Such extensions can, however, endanger the Markov property, and hence introduce new technical challenges, and it may well prove impossible to derive a closed-form conditional characteristic function, which is a strength of the current model. A further modification could be made by allowing the interest process to affect the drift of the price process—this would potentially alter the technical details of the change-of-measure.

The data (see Figure 6) suggests that different proxies for the market attention affect Bitcoin prices with different delays. This suggests that it may be worth constructing a multi-factor model, perhaps similar to the double Heston model (Christoffersen, Heston, and Jacobs 2009), in order to accommodate multiple interest processes.

Finally, more advanced methodologies, such as jumps, time changed processes, etc, may prove fruitful in order to better capture the distribution of Bitcoin returns. A number of such possibilities have already been studied by Guíñez Julià (2022), who showed that it is possible to obtain at least semi-closed formulae that can be used to price vanilla European options.
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