Enabling Incremental Training with Forward Pass for Edge Devices
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Abstract—Deep Neural Networks (DNNs) are commonly deployed on end devices that exist in constantly changing environments. In order for the system to maintain its accuracy, it is critical that it is able to adapt to changes and recover by retraining parts of the network. However, end devices have limited resources making it challenging to train on the same device. Moreover, training deep neural networks is both memory and compute intensive due to the backpropagation algorithm. In this paper we introduce a method using evolutionary strategy (ES) that can partially retrain the network enabling it to adapt to changes and recover after an error has occurred. This technique enables training on an inference-only hardware without the need to use backpropagation and with minimal resource overhead. We demonstrate the ability of our technique to retrain a quantized MNIST neural network after injecting noise to the input. Furthermore, we present the micro-architecture required to enable training on HLS4ML (an inference hardware architecture) and implement it in Verilog. We synthesize our implementation for a Xilinx Kintex Ultrascale Field Programmable Gate Array (FPGA) resulting in less than 1% resource utilization required to implement the incremental training.

Index Terms—deep neural networks (DNNs), evolutionary strategy (ES), end devices, edge computing, incremental training

I. INTRODUCTION

DNN models are usually trained using data that’s randomly sampled from a stationary data distribution. Yet, DNN models are often deployed on end devices that exist in environments where the data distribution can shift. This can occur for many reasons such as errors in the sensor capturing the data or environmental changes such as temperature, humidity or pressure. For instance, the model could be trained using images similar to those shown in Figure 1. However, during San Francisco 2020 wildfires, the environment changed and so the captured image’s statistical properties shifted unexpectedly as can be seen in Figure 2. Since machine learning models learn to respond to the probability distribution of the input, as the statistical properties of the input shift the model can no longer make accurate predictions. Hence, if images like those shown in Figure 2 are fed to the model, it will result in errors. In order to correct this, the model would need to be retrained to this new environment with the new images.
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Fig. 1: San Francisco before wildfires, adapted from [2]

Fig. 2: San Francisco during 2020 wildfires, adapted from [3]

Therefore, the ability for a DNN model to adapt to these changes and recover from error is important. This is especially important in situations where the end device is not accessible or in safety-critical applications such as space exploration and autonomous driving [1].

Retraining a DNN can be challenging on a device with limited hardware resources as training neural networks using backpropagation is a task that is both memory and compute intensive [4, 5]. Such training is typically offloaded to the cloud and is almost exclusively done on one or more Graphics Processing Units (GPUs) [6]. Nonetheless, being able to retrain on the end device provides many advantages including better privacy, faster processing and less overhead...
in transferring data [7]. Moreover, it is especially critical in remote areas where internet connectivity is not possible.

In this paper, we propose a technique that enables deployed DNN models to adapt and recover from errors by performing incremental training on the device when such errors or shift in the input data occurs. Our method uses an evolutionary strategy (ES) based technique to perform the incremental training without the need to use backpropagation or calculating gradients allowing us to use inference only hardware to perform the incremental training.

The rest of the paper is divided as follows, section II discusses some of the related work and background information regarding evolution strategy (ES), section III details our methodology, section IV highlights our experiments and results and finally we conclude in section V.

II. BACKGROUND

Training neural networks, even if partially, is compute and memory intensive as it involves backpropagation and calculating gradients for the backward pass. Many techniques exist that allow inference to be performed in low-precision arithmetic such as in [8] and [9], yet, high-precision floating-point data types are still required to perform backward propagation. Some research towards lower precision training exists, for instance most recently Sun et al. proposed a new technique that enables 4-bit training [10]. Nonetheless, implementing the training using backpropagation even in low-precision would still require the hardware to contain both forward and backward pass micro-architectures on an already resource constrained device. Furthermore, to the best of our knowledge, there has been no implementation of a hardware capable of both inference and training using only the forward pass.

Few, if any, alternatives exist to backpropagation gradient descent based methods. Salimans et al. recent research results show that a specific type of Evolutionary Strategy (ES) technique can be used for training instead of the gradient-based backpropagation method [11]. Additionally, research by Zhang et al. further proves the possibility of using Salimans et al. evolutionary strategy technique and demonstrates it’s ability to achieve 99% accuracy on MNIST [12]. An evolutionary strategy based technique provides the opportunity to be able to use the forward-pass inference hardware for training instead of needing to add a backward pass architecture.

Evolutionary Strategy (ES) is a black-box optimization technique inspired by natural evolution. According to Salimans et al., evolutionary strategy optimization works by initially setting the model weights, denoted by $\omega_i$ at iteration $t$ where $0 \leq t \leq k - 1$ and $k$ is the number of iterations, to random variables. A population of $N$ slightly different weight vectors $\theta_{t,i}$ are then generated by jittering $\omega_i$ with Gaussian noise $\epsilon_{t,i}$ where $0 \leq i \leq N - 1$. The noise vector $\epsilon_{t,i}$ is sampled from a Gaussian normal distribution with zero mean and standard deviation $\sigma$. The loss function $loss_{t,i}(\theta_{t,i})$ is then evaluated for each population where:

$$\theta_{t,i} = \omega_i + \sigma \epsilon_{t,i}$$ (1)

At each iteration, the gradient can be estimated as

$$\hat{g}_t = \frac{1}{N\sigma} \sum_{i=1}^{N} \epsilon_{t,i}loss_{t,i}$$ (2)

the weight parameters are then updated as follows

$$\omega_{t+1} = \omega_t + \alpha \hat{g}_t$$ (3)

where $\alpha$ is the learning rate. Mathematically, this is equivalent to estimating the gradient of the loss function in the parameter space using finite differences along N random directions. Hence, evolutionary strategy does not require functions to be differentiable as is the case with gradient descent making it an appealing choice for quantized networks.

III. PROPOSED METHODOLOGY

In this section, we detail our incremental training technique using an evolutionary strategy method. Additionally, we present the hardware micro-architecture required to enable incremental training on an inference-only hardware. Throughout this paper, incremental training is used to refer to our partial training technique where only a select layer is retrained on a pre-trained deployed model.

A. Algorithm: Incremental training using ES

Quantized neural networks drastically reduce memory size and can replace most arithmetic operations with bit-wise operations making them popular for hardware deployment. Research has continuously proven to show that despite the low precision, high accuracy is still maintained [8]. For those reasons, in our work we focus on using quantized neural networks to ensure minimal required resources to even further enable the ability to add on training.

Algorithm 1 Incremental Training with Evolutionary Strategy

Input: loss function $loss(.)$, vector of weights $\omega$ of size $W$, vector of training data input $x$ of size $M$, vector of training data output $y$ of size $M$, learning rate $\alpha$, noise standard deviation $\sigma$

1: for $t = 0, 1, 2, \ldots, k - 1$ do
2: for $i = 0, 1, 2, \ldots, N - 1$ do
3: Sample $\epsilon_i \sim N(0,1)$ where $\epsilon_i$ is a vector of size $W$
4: Compute $\theta_i = \omega_i + \sigma \epsilon_i$
5: Evaluate $loss_i = loss(forward(x|model, \theta_i), y)$
6: end for
7: Estimate gradient $\hat{g}_t = \frac{1}{N\sigma} \sum_{i=0}^{N-1} \epsilon_i loss_i$
8: Set $\omega_{t+1} \leftarrow \omega_t + \alpha \hat{g}_t$
9: end for

Given a trained quantized neural network, a new set of training data that represents the shift in the data distribution is used to incrementally train the model and improve its accuracy. It is important to note that since we are performing incremental training, the size of the training data can be much smaller than the size of the training data used to initially train the network. Algorithm 1 demonstrates our method, we use Salimans et
al. evolutionary strategy technique described in the previous section to perform the training. In our algorithm, a subset of the model weights or the weights of a specific layer are chosen to be trained. At each iteration the loss function is evaluated for each generated population over the entire training data. The loss function used in our method is the negative of the mean absolute error (MAE). This was chosen as it is computationally less expensive than other loss functions such as mean square error (MSE) or root mean square error (RMSE). No multiplication or square root is involved making MAE more feasible to implement on a minimal resource device.

B. Incremental Training Micro-Architecture

Implementing an evolutionary strategy based technique allows us to utilize the existing forward pass micro-architecture for training by making small adjustments to it. For instance, HLS4ML is a compiler package that translates a neural network model into an HLS project that can be implemented to run inference on an FPGA [13]. In HLS4ML, the inference is pipelined where each layer of the neural network is one stage of the pipeline allowing inputs to be streamed after it’s initiation interval. Consider the simple network illustrated in Figure 3 with 1 input layer and 1 output layer where each layer has 2 neurons. Figure 4 demonstrates the micro-architecture of the simple fully connected neural network model if implemented using HLS4ML. On such a model, adding a backpropagation based technique for training would require a different micro-architecture [14].

Figure 5 shows the minor adjustments to the micro-architecture that would need to be made in order to allow for incremental training using our technique where $M$ denotes the number of training images. The Incremental Training block along with the Weight Update Control Logic can be reused to update other weights or can be duplicated for each weight intended to be updated during training. Reusing the same block allows for further reduction in the required resources but would require more time to complete the training. Also, it is important to note that the weights that need to be updated for training can not be fused in the logic and instead would need to exist in BRAMs. Since only a fraction of the total weights will be updated for training, the number of BRAMs required is feasible.

The Weight Update Control Logic block works such that it allows for a round of inference, followed by a round of training and then back to inference if needed. Training data enters as input, and a training signal triggers the weight update control logic to enable training. If inference is needed, the training operation can be paused without losing any of the training effort and inference can be resumed. The device does not need to halt its operation as it waits for training to be complete, instead training iterations can occur in between different inference passes until training is complete. Of course, this will mean training will take more time but it allows for close to continuous operation of the device.

IV. EXPERIMENTS AND RESULTS

In this section we outline our results using our method to retrain an MNIST Neural Network and show its ability to improve on its accuracy after being injected with noise. Furthermore, we implement our solution in Verilog and synthesize
it for a Xilinx Ultrascale FPGA and demonstrate the minimal resources required for our technique.

A. Incremental Training on MNIST

We implemented our training method using QKeras and Tensorflow and experimented with MNIST dataset. MNIST is an image classification benchmark dataset [15]. It consists of a training set of 60K and a test set of 10K 28x28 grayscale images representing digits ranging from 0 to 9. The QKeras neural network we trained on MNIST consists of 3 hidden layers with 178,110 total trainable parameters. QKeras is an extension of the Keras library that allows for the creation of quantized deep neural network models. QKeras models are trained quantization-aware allowing for lower precision while still maintaining accuracy and in return significantly reducing resource consumption when implemented on an FPGA [16]. The neural network was implemented in 4 bits fixed point arithmetic and it’s summary is show in Figure 6.

Fig. 6: QKeras MNIST Network

We will now describe the steps we performed for our experimentation. Step 1: we split the MNIST training dataset to 50,000 for training and 10,000 for validation. Step 2: we trained the Qkeras network using the training dataset - this represents the deployed mode. Step 3: we injected the validation dataset with Gaussian noise levels ranging from $0 \leq \sigma \leq 1$ to create a noisy dataset. This is to model a fault in the input or sensor of the system. Since neural network models respond to the probability distribution of the input, a change in the input or an error in the sensor capturing the input cases a shift in it’s probability distribution as we illustrated in Figures 1 and 2. Hence, injecting noise into the input would model a similar behavior. Step 4: we evaluated the model with the noisy dataset - results are shown in blue in Figure 7. As expected, when the noise level increases the models ability to make accurate prediction decreases. Step 5: we retrained the first hidden layer of the model using our technique and the noisy dataset. Step 5 demonstrates the models ability to learn and improve it’s accuracy after retraining. Lastly, step 6: we repeated steps 4 and 5 using different data precision for the incremental training portion.

For all our experiments, we used 100 for the population size N and 100 for the number of iterations k. Zhang et al. results show that to fully train an MNIST network, a population size of 10,000 and 2,000 iterations were required [12]. However, since we are performing incremental training on an already trained network, a much smaller number for both the population size and number of iterations can be used. Results are shown in the graph in Figure 7. The ‘Noisy Data’ curve shows how the accuracy of a model can drop as the statistical properties of the input change, i.e. the deployed model evaluated with the noisy dataset as input. The ‘ES 32bits’ curve represents the model’s accuracy after it’s been retrained using our incremental training ES based technique and the noisy dataset. As can be seen, using our ES based method we were able to train the network and improve it’s accuracy.

Fig. 7: Graph showing improved accuracy after retraining using our incremental training technique at different quantization levels.

The graph in Figure 7 also shows our results when using different fixed point representations for our incremental training. It can be observed that the precision can be reduced from 32 bits to 12 bits without causing a loss in accuracy. The ability to train in lower precision allows us to further reduce the required resources as compared to floating point arithmetic while maintaining accuracy.

ES techniques perform gradient estimation using random sampling. Because of that, the sample size needs to be large enough for the estimation to be valid. DNN inference time on specialized hardware can be extremely fast and efficient, Coelho et al. presented a case study using QKeras and HLS4ML where they were able to achieve an inference speed of $1 \mu s$ [16]. This specific case study involves classifying hundreds of terabytes of data from proton-proton collisions at the CERN Large Hadron Collider using a Qkeras DNN with 3 hidden layers (64, 32 and 32 nodes, respectively). Since fast inference with a latency of $O(1 \mu s)$ can be achieved on an FPGA, we can expect to be able to achieve very fast training even with large number of iterations. The time required for a single training iteration using one training image to be
complete can be estimated as follows:

\[ Training\_Time = (t_f + t_i + t_g + t_u) \frac{W}{P} N \]  

(4)

where \( W \) is the number of weights to be updated, \( P \) is the number of incremental training blocks and weight update control logic implemented, \( t_f \) is inference time, \( t_i \) is the time to calculate the loss, \( N \) is the population size, and finally \( t_g \) and \( t_u \) is the time required to calculate the gradient and update the weights respectively.

In our experiments, we performed exponent quantization of the loss. This allows for efficient multiplication as the numbers are quantized to a power-of-2 representation, and the multiplication can be achieved by shift [16]. As a result, the multiplier in Figure [3] can be replaced with a programmable shift register. Given the very minimal hardware involved, \( t_i \), \( t_g \) and \( t_u \) are negligible. Inference time and the number of incremental training blocks implemented are the main factors in determining total training time. Hence, the overall training time can be estimated as:

\[ Training\_Time = t_f \frac{W}{P} MNk \]  

(5)

where \( M \) is the number of images, \( N \) is the population size and \( k \) is the number of iterations. If both the population size \( N \) and the number of iterations \( k \) equals to 100 and \( P \) is equal to the number of weights, using equation [5] and assuming 1\( \mu s \) for \( t_f \), the training can be done in approximately 100 seconds for a training dataset size \( M \) of 10,000 images. The incremental training can even be mixed with inference jobs without having to halt inference for the entire training time.

B. FPGA Resource Utilization

We implemented our incremental training design in Verilog and synthesized it for a Xilinx Kintex Ultrascale with part number xcku035-fbva676-3-e. For our design we used an 8-bit Linear Feedback Shift Register (LFSR) for the noise generator and 32-bit accumulators for estimating the gradient and accumulating the loss. The implementation of the weight update logic involves storing the subset of weights to be trained in BRAMs, this part of the design was not included in our Verilog implementation.

| Block                  | Resource | Utilization | Available | Utilization % |
|------------------------|----------|-------------|-----------|---------------|
| Incremental Training Block | LUT     | 91          | 203128    | 0.04          |
| Loss Function          | FF       | 68          | 406256    | 0.017         |
| Accumulator            | FF       | 37          | 406256    | 0.01          |

Table I: Resource utilization estimates for the incremental training micro-architecture

The FPGA resource utilization required for the incremental training micro-architecture is shown in Table I. The table represents the number of FFs and LUTs required to implement our Incremental Training Block and the Loss Function Accumulator on any forward-pass architecture.

In our MNIST experiments, we retrained our first layer which has 157,000 trainable parameters as shown in Figure 6. Table II shows the area overhead required to update all 157,000 parameters for different values of \( P \), where \( P \) is the number of implemented Incremental Training Blocks. Additionally, it presents the training time required in number of forward passes per iteration per image.

| \( P \)     | Training Time* | Area Overhead |
|------------|----------------|---------------|
| 1          | 15,700,000     | 91            | 68            |
| 10         | 1,570,000      | 910           | 680           |
| 1k         | 15,700         | 91,000        | 68,000        |
| 2K         | 7,850          | 182,000       | 136,000       |

Table II: The table present the incremental training time and area overhead with varying \( P \). * The training time is in terms of number of forward passes per iteration per image.

V. Conclusion

In this work, we propose an incremental training technique using ES that enables training DNNs on an inference only hardware without the need to use backpropagation. Our work can be expanded further to enable training Convolutional Neural Networks (CNNs) as well. This allows the neural network model to adapt to changes and recover from errors. We implemented our technique using low-precision fixed point arithmetic to further reduce the required resources and demonstrated our techniques effectiveness by showing it’s ability to recover after injecting noise into the input. Furthermore, we implemented our method in Verilog and synthesized it for an Ultrascale Xilinx FPGA demonstrating the minimal resources required to implement this training technique.
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