Imaging swiFTly: Streaming widefield Fourier Transforms for large-scale interferometry
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ABSTRACT

Aims. We describe a scalable distributed imaging algorithm framework for next-generation radio telescopes, managing the Fourier transform from apertures to sky (or vice versa) with a focus on minimising memory load, data transfers, and computation.

Methods. Our algorithm uses smooth window functions to isolate the influence between specific regions of spatial-frequency and image space. This allows the distribution of image data between nodes and the construction of segments of frequency space exactly when and where needed.

Results. The developed prototype distributes terabytes of image data across many nodes, while generating visibilities at throughput and accuracy competitive with existing software. Scaling is demonstrated to be better than cubic in problem complexity (for baseline length and field of view), reducing the risk involved in growing radio astronomy processing to large telescopes like the Square Kilometre Array.
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1. Introduction

Upcoming large-scale radio telescopes like the Square Kilometre Array (SKA) (Dewdney et al. 2009) are designed for deep observations of large areas of the sky. These observations require many long baselines, wide bandwidths, and high frequency resolution. This translates to demanding computing requirements; for SKA imaging observations, more than a petabyte of visibility data might be generated per hour. Pipelines will need to perform approximately 40 exa-operations to produce images that are terabytes in size (Bolton et al. 2016). This means that efficient use of high-performance computing facilities will be essential, which will require algorithms that distribute computation, visibility data, as well as image data evenly across many compute nodes.

This distribution is not trivial because radio astronomy imaging requires a Fourier transform where every measured visibility impacts every image pixel. Conventional strategies for distributing radio-interferometric imaging split visibilities by frequency or by observation time, but replicate full copies of the image to every node. A well-known alternative approach is to instead split the image into ‘facets’, previously used for non-coplanarity (Cornwell & Perley 1992), direction-dependent calibration, and deconvolution (Van Weeren et al. 2016). This requires visibilities to be gridded to a separate low-resolution grid for every facet, which combined with averaging can be a viable scaling strategy (Bolton et al. 2016; Tasse et al. 2018). On the other hand, repeated gridding is inefficient, phase rotation can become a bottleneck, and averaging introduces inherent inaccuracies into the result.

Therefore, this paper focuses on the Fourier transform specifically, describing a scalable algorithm that addresses the core challenges of large-scale interferometric processing. Our method fully distributes the image data as well as the computation, never needing to assemble the entire image or $uv(u,v)$-grid at any stage. As with previous work, this is achieved using a distributed facet approach, so different parts of the image are held and processed in memory separately. However, our method solves the conceptually easier problem of transforming them from and to cut-outs of the full-resolution spatial-frequency grid, which we call ‘subgrids’. Hence, in our approach both the image-plane and the aperture-plane are divided into smaller parts that can be processed in parallel. This can be used to distribute conventional visibility (de)gridding algorithms as a separate step, as shown in Fig. 1. This would process every visibility only once on a single node, with a roughly predictable processing order.

All we need is an efficient way to transform between such subgrids and facets, which would make it a form of distributed Fourier transform. Distributed fast Fourier transform (FFT) algorithms (e.g. Frigo & Johnson 1998) might seem the obvious choice; however, they are not well suited for our purposes. For non-coplanarity corrections we are often only interested in local regions of the $uvw$ spatial-frequency space, and therefore we need to minimise not only the computational work spent on unneded $uvw$ regions, but also the time the full grid or image data is held in memory. Additionally, we would like to apply extra image-space factors per subgrid, for example for widefield corrections, which further pushes us towards a different class of algorithm.

Our solution is therefore to stream portions of spatial-frequency space to worker nodes (or, during de-gridding, from them) exactly as and when required to cover the telescope baselines: an incremental semi-sparse Fourier transform algorithm for contiguous partitions of image and frequency space. In Sect. 2, we define the core algorithm, which we then extend in Sect. 3 to cover the effects of Fresnel diffraction when observing widefield. In Sect. 4, we demonstrate how to assemble and parametrise the algorithm, which allows us to perform scaling
We use the following notations and properties:

\[
\begin{align*}
\delta(u - k2u_l) & \Rightarrow \mathcal{F}[\Pi_{2u_l}] = \frac{1}{2u_l} \Pi_{(2u_l)^{-1}}. \\
\end{align*}
\]

(6)

Here \(2u_kl_r, 2u_ku_l^{-1} \in \mathbb{Z}\). Multiplication with \(\Pi_{2u_l}\) samples frequency space at a rate of \((2u_l)^{-1}\), while convolution with \(\Pi_{2u_l}\) samples image space at a rate of \(2u_l\). With \(2u_kl_r, 2u_kl_l^{-1}, 4u_kl_l \in \mathbb{Z}\) we obtain

\[
f = \frac{\pi}{u_l} \Pi_{2u_l} \ast \Pi_{(2u_l)^{-1}} f \Rightarrow \mathcal{F} f = \frac{\pi}{u_l} \Pi_{2u_l} \ast \Pi_{(2u_l)^{-1}} \mathcal{F} f; \quad (7)
\]

in other words, where a function \(f\) repeats with a period of \(2u_l\) and is non-zero at a rate of \(2l_l\), its Fourier transform repeats with a period of \(2l_l\) and has a rate of \(2u_l\). For numerical purposes, Eq. (7) furthermore shows that we can represent \(f\) or \(\mathcal{F} f\) entirely using exactly \([4u_kl_l]\) samples.

### 2.2. Problem statement

The distributed Fourier transform problem is now given by mask functions \(A_i\) and \(B_j\), which encode how we wish to partition \(\mathcal{T}\) in spatial-frequency and image space:

\[
\sum_i A_i \mathcal{T} = \mathcal{T} \quad \text{and} \quad \sum_j (B_j \ast \mathcal{T}) = \mathcal{T} \quad (8)
\]

with \(u_A < u_T\) and \(l_B < l_T\) such that we can represent subgrids \(A_i \mathcal{T}\) using \(4u_A l_B\) samples (subgrid size) and facets \(B_j \ast \mathcal{T}\) using \(4u_T l_B\) samples (facet size). We expect \(A_i\) to be boxcar filters in frequency space and \(B_j\) boxcar filters in image space (blue graphs in Fig. 2), and therefore with \(u_A u_l^{-1}, l_B l_l^{-1} \in \mathbb{Z}\)

\[
A_i \mathcal{T} = A_i (\Pi_{2u_A} \ast A_i \mathcal{T}), \quad B_j \ast \mathcal{T} = \frac{2u_T}{2u_A l_B} B_j \ast \Pi_{(2u_A)^{-1}} (B_j \ast \mathcal{T}); \quad (9)
\]

by Whittaker–Shannon interpolation. As illustrated in Fig. 1, now the goal is to reconstruct \(B_j \ast \mathcal{T}\) given all \(A_i \mathcal{T}\). On paper this is straightforward due to linearity:

\[
B_j \ast \mathcal{T} = B_j \ast \sum_i A_i \mathcal{T} = \sum_i (B_j \ast A_i \mathcal{T}) \quad (10)
\]

So the contribution of subgrid \(i\) to facet \(j\) is simply \(B_j \ast A_i \mathcal{T}\). For an efficient distributed algorithm, this contribution would have to be computed and exchanged between nodes. Unfortunately, naïve attempts to represent \(B_j \ast A_i \mathcal{T}\) using \(4u_A l_B\) samples would fail, as we cannot apply Whittaker–Shannon simultaneously in image and spatial-frequency space:

\[
\frac{2u_T}{2u_A l_B} B_j \ast A_i (\Pi_{(2u_A)^{-1}} (\Pi_{2u_A} \ast B_j \ast A_i \mathcal{T}) \neq B_j \ast A_i \mathcal{T}. \quad (11)
\]

The reason is that \(B_j\) never approaches zero in frequency space (see Fig. 2, bottom left plot), and therefore neither does \(B_j \ast A_i \mathcal{T}\). Hence, tiling it with a period of \(2u_A\) effectively loses information.
2.3. Approximation

The key idea is to use a different representation. We suppose a function \( n_j \) that falls close to zero in both frequency and image space (with associated limits \( n_u \) and \( l_u \) respectively). Then the same should be true for \( n_j * A_l \), so we should be able to say

\[
\eta_i(n_j * A_l) = n_j * A_l, \quad (12)
\]

where \( \eta_i \) is a boxcar filter with \( u_{\text{min}} > u_A + u_0 \) (Fig. 2, left plots). If we furthermore find an ‘inverse’ function \( b_j \) that gets us back to \( B_j = b_j * n_j \) (which will require \( l_u \leq l_i \)), it follows that

\[
B_j * T = b_j * \sum_l (n_j * A_l) = b_j * \sum_l \eta_i(n_j * A_l). \quad (13)
\]

This approach mirrors visibility gridding. If \( A_l \) were delta functions identifying positions of visibilities (oversampled at a rate of 2\( f_g \)), then \( n_j \) would be the gridding kernel, \( m_i \) the grid environment around \( T \), and \( b_j \) the gridding correction. What we are doing is simply ‘bulk re-gridding’ to coarser facet grids.

This suggests that window functions like prolate spheroidal wave functions (PSWFs; see Fig. 2) are a good choice for \( n_j \). Unfortunately, there is no window function that is perfectly limited in both image and frequency space (uncertainty principle), so there will always be errors. We can quantify the effects by subtracting both sides from above for a subgrid \( i \):

\[
b_j * (1 - \eta_i)(n_j * A_l) \approx 0. \quad (14)
\]

Figure 3 shows what these errors look like in image space for a centered facet. Before convolution with \( b_j \) (dark blue line) the absolute error is mostly constant with small peaks at \( \pm l_B \). As the light blue line shows, this only becomes slightly worse for a worst-case \( T \) (single source at \( -l_B \)). On the other hand, convolution with \( b_j \) introduces a distinct U-shaped error pattern. The reason is that for \( n_j \) to be approximately limited in spatial-frequency space, it needs to be smooth in image space, and as we require \( F n_j \) to fall to zero, the inverse \( |F n_j|^{-1} \) tends to infinity at \( \pm l_B \) (see also Fig. 2). This is why we need to somewhat over-dimension \( n_j \) in image-space \( (l_B > l_i) \) to keep error magnification in check.

![Fig. 2. Key functions and relationships at a glance.](image1)

![Fig. 3. Image space error (light colours: worst case \( T \)).](image2)

2.4. Method

At this point, we know that \( n_j * A_l \) is approximately limited to an \( u_{\text{min}} \) region in frequency space, so assuming \( u_{\text{min}} u^{-1}, 4u_{\text{min}} u \in \mathbb{Z} \):

\[
b_j * \frac{1}{2} \text{III}(\frac{2\pi}{2\pi})(n_j * A_l) = B_j * A_l \quad (15)
\]

\[
\Rightarrow b_j * \eta_i \frac{1}{2} \text{III}(\frac{2\pi}{2\pi})(\text{III}(\frac{2\pi}{2\pi})n_j * A_l) \approx B_j * A_l \quad (16)
\]

by associativity of multiplication. Therefore \( n_j * A_l \) can be represented approximately using \( u_{\text{min}} u \) samples (boxed expression), solving the core challenge from Sect. 2.2.

If we define \( n_i \) as a mask representing the image-space extent of \( n_j \) \((F n_i(l) = 1 \text{ exactly where } F n_j(l) \neq 0) \), we can also show how to compute this contribution efficiently,

\[
\text{III}(\frac{2\pi}{2\pi}) \text{III}(\frac{2\pi}{2\pi})n_j * A_l \equiv \frac{1}{2} \text{III}(\frac{2\pi}{2\pi})(\text{III}(\frac{2\pi}{2\pi})n_j * A_l) \approx B_j * A_l, \quad (17)
\]

as \( \text{III}(\frac{2\pi}{2\pi}) = \frac{1}{2} \text{III}(\frac{2\pi}{2\pi}) \text{III}(\frac{2\pi}{2\pi}) \) in image space outside a \( 2l_b \) region. This means that if we have padded subgrid data \( \text{III}(\frac{2\pi}{2\pi})n_j * A_l \) \( (4u_{\text{min}} u \text{ samples; } u_{\text{min}} > u_0) \) in image space, then we just need to select \( 4u_{\text{min}} u \) samples where we know \( F n_j(l) \neq 0 \), multiply by \( F n_i \) (sampled at the same points), and we have calculated our subgrid contribution representation.

Applying the contribution is equally straightforward:

\[
\text{III}(\frac{2\pi}{2\pi}) \sum_i (B_j * A_l)
\]
\[ \approx \Pi_l(2l) \sum_i b_j * m_i \delta_{\hat{u}_j} \Pi_l(2l) \cdot (\Pi_2 m_n * n_j * A_j T) \]  (18)

\[ = \frac{\pi}{\tau} \Pi_l(2l) b_j \sum_i (\Pi_l(2l) * m_i) \Pi_l(2l) \cdot (\Pi_2 m_n * n_j * A_j T) \]  (19)

substituting in the term from Eq. (16), then using \( \Pi_l(2l) = \Pi_l(2l) - \Pi_l(2l) \cdot f \Pi_l(2l) \cdot g = \Pi_l(2l) \cdot f \Pi_l(2l) \cdot g \), where \( f \) is zero in image space outside a \( 2l \) region. This means that we need to pad in frequency space from \( 4mM_n \) to \( 4mM_n \) samples, then multiply the sum in image space by an equivalently sampled \( b_j \).

2.5. Shifts

For simplicity let us assume that all \( m_i \) and \( n_j \) are the same functions, just shifted by subgrid or facet offsets \( \hat{u}_i, \hat{l}_j \) as follows:

\[ m_i = \delta_{\hat{u}_i} * m, \]
\[ n_j = (\mathcal{F}^{-1} \delta_{\hat{l}_j}) m = \mathcal{F}^{-1} [\delta_{\hat{l}_j} * \mathcal{F} m]. \]

As \( \delta_{\hat{u}_i} * f g = (\delta_{\hat{u}_i} * f) (\delta_{\hat{u}_i} * g), \mathcal{F}^{-1} \delta_{\hat{l}_j} (f * g) = \mathcal{F}^{-1} \delta_{\hat{l}_j} f * \mathcal{F}^{-1} \delta_{\hat{l}_j} g, \) and \( \delta_{\hat{u}_i} * \mathcal{F}^{-1} \delta_{\hat{l}_j} = \mathcal{F}^{-1} \delta_{\hat{l}_j} \) (assuming \( \hat{u}_i, \hat{l}_j \in \mathbb{Z} \), we can derive

\[ \mathcal{F}^{-1} \delta_{\hat{l}_j} (B_j * T), \]
\[ \approx \mathcal{F}^{-1} \delta_{\hat{l}_j} b_j \sum_i \left( \delta_{\hat{u}_i} * m \left( n + (\delta_{\hat{u}_i} * \mathcal{F}^{-1} \delta_{\hat{l}_j}) (\delta_{\hat{u}_i} * A_j T) \right) \right), \]
\[ = \mathcal{F}^{-1} \delta_{\hat{l}_j} b_j \sum_i \left( \delta_{\hat{u}_i} * m \left( n + \mathcal{F}^{-1} \delta_{\hat{l}_j} (\delta_{\hat{u}_i} * A_j T) \right) \right). \]

This tells us that we only need to have one sampled representation of \( m \) and \( n \) because the function offsets applied to the data simply correspond to index shifts for image or frequency space samples as long as \( 2Mn_j, 2Ml_j \in \mathbb{Z} \). We revisit these side conditions in Sect. 4.1.

2.6. Two dimensions

We can easily generalise our reasoning to images simply by re-defining \( T, A, B, m, b, n \) to be two-dimensional functions. We additionally assume \( m_i \) and \( b_j \) to be separable,

\[ m_i = m_i^{(u)} m_i^{(v)}, \quad b_j = b_j^{(u)} b_j^{(v)}, \]

such that \( m_i^{(u)} \) and \( m_i^{(v)} \) are constant along the \( v \)- and \( u \)-axes, respectively, and \( b_j^{(u)}(u, v) = 0 \) for \( v \neq 0 \) and \( b_j^{(u)}(u, v) = 0 \) for \( u \neq 0 \). Then we can re-order as follows:

\[ B_j * T \approx b_j^{(u)} \sum_i m_i^{(u)} \left( b_j^{(u)} n_j * A_j T \right). \]

2.7. Dual variant

As degridding relates to gridding, there is a similar dual algorithm variant for going from facets to subgrids. Analogously to the steps taken in Sect. 2.1, we start with the observation that

\[ A_j T = A_j \left( \sum_j B_j * T \right) = \sum_j A_j \left( B_j * T \right), \]
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and we then decompose $B_j = n_j \ast b_j$ and $A_i = A_i m_i$ as done in Sect. 2.3 to approximate the sum term

$$A_i \left( B_j \ast \Upsilon \right) \approx A_i m_i \left( n_j \ast b_j \ast \Upsilon \right) \approx A_i \left( n_j \ast m_i(b_j \ast \Upsilon) \right)$$

(29)

with the error term $A_i(n_j \ast (1 - m_i)(b_j \ast \Upsilon))$, which behaves equivalently to the errors discussed in Sect. 2.3. This also works in 2D:

$$A_i \Upsilon \approx A_i \sum_j \left( n_j \ast m_i^{(w)}(b_j^{(w)} \ast m_i^{(w)}(b_j^{(w)} \ast \Upsilon)) \right)$$

(30)

The optimisation from the previous section also has an equivalent here:

$$A_i \Upsilon \approx A_i \sum_j \left( n_j \ast T_{jw} \ast m_i^{(w)}(b_j^{(w)} \ast m_i^{(w)}(b_j^{(w)} \ast \Upsilon)) \right)$$

(31)

So we only need to calculate $T_{jw}$ once for every combination of facet and subgrid column, as shown in Fig. 4b.

3. Handling wildfield effects

A general-purpose discrete Fourier transform algorithm cannot quite cover the full complexity of the measurement equation from Sect. 2 as wide fields of view require correction for telescope non-coplanarity ($w \neq 0$)/sky curvature ($n \neq 1$). As noted by Cornwell et al. (2008), we can represent this using a convolution with a $w$-specific Fresnel diffraction pattern:

$$g_w = F_{1d}^{-1} \left[ e^{2\text{in}(\sqrt{1-T^2}-m^2)} \right]$$

(32)

This convolution effectively introduces a third dimension into the problem, but only on the spatial frequency side. To represent this, we modify our subgrid definition such that each subgrid $i$ has an arbitrary $w$-offset $\hat{w}_i$ associated with it:

$$A_i(g_{\hat{w}_i} \ast \Upsilon)$$

(33)

In this section, we consider the problem variant of generating such $w$-shifted subgrids from facets, or vice versa. We note that even with $w$-offsets, satisfying $A_i(g_{\hat{w}_i} \ast \Upsilon) = \Upsilon$ (compare Sect. 2.2) is still possible by weighting $A_i$. This is well understood in radio astronomy, but is a distraction for the purpose of this paper, so we stick to the dual algorithm (facet to subgrid; see Sect. 2.7) for this section.

3.1. Implementation options

If we simply replace $\Upsilon$ by $(g_{\hat{w}_i} \ast \Upsilon)$ in our subgrid formula from Sect. 2.7 we arrive at

$$A_i(g_{\hat{w}_i} \ast \Upsilon) \approx A_i \sum_j \left( n_j \ast m_i(b_j \ast g_{\hat{w}_i} \ast \Upsilon) \right)$$

(34)

So the obvious way to obtain $w$-shifted subgrids with our algorithm is to multiply facets by $F_{g_{\hat{w}_i}}$, which is known as $w$-stacking (e.g. Offringa et al. 2014). This is simple and precise no matter the field of view or value of $|\hat{w}_i|$.

On the other hand, this forces us to repeat the entire data re-distribution for every needed value of $\hat{w}_i$. Sharing intermediate subgrid column buffers, as shown in Fig. 4, would now especially require $\hat{u}_i$ and $\hat{v}_i$ to match. We can still minimise the amount of subgrid data to reproduce for any given $\hat{w}_i$ level by skipping generation of unneeded subgrids, yet this is still not particularly efficient.

Fortunately we have additional options. After all, we can treat $B_j^{\hat{w}_i} = B_j \ast g_{\hat{w}_i}$ like a modified facet mask, which means that we can decompose, as in Sect. 2.3, into $B_j^{\hat{w}_i} = n_j^{\hat{w}_i} \ast b_j$ using a modified window function $n_j^{\hat{w}_i} = n_j \ast g_{\hat{w}_i}$. This yields

$$A_i \sum_j \left( (B_j \ast g_{\hat{w}_i}) \ast \Upsilon \right) \approx A_i \sum_j \left( (n_j \ast g_{\hat{w}_i}) \ast m_i(b_j \ast \Upsilon) \right)$$

(35)

This is attractive because $m_i(b_j \ast \Upsilon)$ is the distributed contribution term, so this introduces $w$-shifts after data re-distribution and all image-size FFTs. However, this can only work as long as $n_j^{\hat{w}_i}$ still acts like a window function for our purposes:

$$A_i \left( (n_j \ast g_{\hat{w}_i}) \ast (1 - m_i) \right) \approx 0$$

(36)

So for this approach to hold up, we must now identify masks $m_i$, compatible not only with $A_i$ and all $n_j$, but also given $\hat{w}_i$.

3.2. Margins

Fortunately, it is not unreasonable to expect $n_j \ast g_{\hat{w}_i}$ to be limited in frequency space. Using the definition of $g_w$ from Sect. 3, we can determine the frequency by derivation of the exponent:

$$\frac{\delta}{\delta l} \sqrt{1 - T^2} = \frac{-wl}{\sqrt{1 - T^2}}$$

(37)

Now we can use the fact that $n_j$ is an image-space filter. If $l_{\text{max}}$ is the maximum distance from the phase centre in the facet $n_j$, then the effective size of $g_w$ for the purpose of $n_j \ast g_w$ should be about $l_{g_w} = |w|l_{\text{max}}(1 - l_{\text{max}})^{-\frac{1}{2}}$ in frequency space. As Fig. 5 shows, $g_w \ast n^0$ (with $n^0$ again the mask version of $n$) indeed falls off, though it is hard to spot due to $n^0$ causing sinc-like ripples (green line). Fortunately, convolution with $n$ suppresses this by design, although while adding signal spread of its own (red line).

As a result, if we define $l_{g_w,n}$ at the point where $n \ast g_{\hat{w}_i}$ reaches the base error level associated with $n$, we would generally expect $u_{g_w,n} \approx l_{g_w,n}$. As Fig. 6 shows, things are not quite that simple: $u_{g_w,n}$ first grows a bit more than expected, then eventually
even falls below $u_0$ for some parameters. These interactions are due to $n_i$ not just limiting, but also weighting different frequencies of the chirp differently. In practice, this means that we have to numerically or experimentally determine the maximum acceptable $w$ from $u_A$ and $u_0$.

### 3.3. w-towers

The $w$-distance limit is not a problem in practice, as due to $g_{w, w_1} = g_{w_1} * g_{w_2}$ we can use $w$-stacking to reach a sufficiently close $\tilde{w}_1$ first:

$$A_i(g_{\tilde{w}_0} * \Upsilon) \approx A_i(g_{\tilde{w}_0} - \tilde{w}_0) \sum_j \left( n_j * m_i(b_j * g_{\tilde{w}_0} * \Upsilon) \right).$$

This combination is much more efficient than pure $w$-stacking, as we now only have to repeat data re-distribution for every unique value of $\tilde{w}_1$. Furthermore, in summing up the $n_j * m_i(b_j * g_{\tilde{w}_0} * \Upsilon)$ contributions for some $w$-stacking plane $\tilde{w}_1$, we naturally end up in image space (see last step in Fig. 4 and the right side of Fig. 7).

Therefore, image-space multiplication with $Fg_{\tilde{w}_0}$ is basically free. In the special case that we are interested in subgrids that are equidistant in $w$ (and have matching $m_i$), we can iteratively build a ‘$w$-tower’ of subgrids using only one constant $Fg_{\tilde{w}_0}$ as illustrated in Fig. 7. We still need one Fourier transform for every ‘storey’ of the tower; however, these are quite a bit smaller than the image size, and can thus be computed relatively efficiently.

For subgrids at maximum height $|\tilde{w}_1 - \tilde{w}_1|$, only the central $A_i$ region (of maximum size $u_A$) will be accurate. This is subject to $u_m > u_{g,n} + u_A$ as established in the last section, effectively sacrificing $4(u_{g,n} - u_m)^2$ subgrid area to deal with non-coplanarity. Thus, covering larger $w$-ranges either means reducing the usable $ww$-area per subgrid $u_A$\(^\dagger\) or introducing more $w$-stacking planes ($\tilde{w}_1$ values), and therefore full data re-distributions. We show in Sect. 4.2 how we can handle this particular trade-off.

### 3.4. Optimisation of $w$-distribution

The number of subgrids or $w$-tower storeys to generate is still a major cost factor, so optimizing the visibility $www$ distribution for

\(^\dagger\)The value of $u_{g,n}$ depends on $|\tilde{w}_1 - \tilde{w}_1|$, so the usable $www$-volume actually has the shape of a bipyramid. This is not very useful for filling $www$-volumes though, so we assume $w$-towers to cover ‘boxes’.

### 3.5. Convolutional (de)gridding

Using $w$-stacking and $w$-towers we can efficiently generate visibility values for regularly spaced $www$ subgrids, as shown in Fig. 8a. This is exactly what we need for gridding algorithms like $w$-projection (Cornwell et al. 2008), image domain gridding (van der Tol et al. 2018), or $www$-(de-)gridding (Ye et al. 2022). These algorithms allow us to work with irregularly positioned visibilities as long as we can provide sufficient samples of certain $2u \times 2u \times 2u$ environments around their locations (e.g. dot and box in Fig. 8a).

Gridding typically uses spatial-frequency space convolutions, which means that just as when we split $B_j = b_j * n_j$ in...
Fig. 9. Amount of facet space useable per desired base error for prolate spheroidal wave function (PSWF).

Sect. 2.3, it must be cancelled out by multiplication with a gridding correction function in image space. Fortunately, our algorithm works well with image-space factors. The natural approach is to combine it with $b_2$ to apply it to facets (like $w$-stacking), but theoretically we could also merge it with $n_1$ to apply it per subgrid (like $w$-towers). This means that we can introduce the gridding correction function into our framework efficiently, possibly even supporting different gridding algorithms in different grid regions.

In practice, gridding efficiency depends greatly on how finely the grid is sampled: the more we oversample the spatial-frequency grid by padding the image or introducing finer subgridding correction function into our framework efficiently, possibly even supporting different gridding algorithms in different grid regions.

4. Algorithm

We assemble the complete algorithms, both for going from facets to $w$-towers of subgrids (Algorithm 1) and its dual for going from subgrids or $w$-towers back to facets (Algorithm 2). Separable shifts $\delta^{(i)}$, $\delta^{(j)}$ and $\bar{u}_i, \bar{v}_j, \bar{m}_j$ work analogously to what was shown in Sects. 2.5 and 2.6. Apart from adding $w$-towers, this closely follows Fig. 4.

Both directions are linear, meaning that we can skip subgrids or $w$-towers without visibility coverage, just as we can skip facets outside the field of view, as shown in Fig. 8b. Furthermore, all ‘foreach’ loops can be executed in parallel. This especially applies to $w$-towers, as we can parallelise per $w$-tower, $w$-tower storey, and/or visibility chunk. Even the outer $w$-stacking loop can be parallelised to some degree, memory availability permitting.

4.1. Dimensions and shifts

Once the structure of the algorithm has been established, actually making it work depends entirely on suitable parameter choices. Fast Fourier transforms form the backbone of the algorithm, so we start by looking at their sizes. In Algorithms 1 and 2, we perform Fourier transforms at the paddied subgrid size $4a_{\text{m}} l_{\text{f}}$ (line 9 and 18), paddied facet size $4a_{\text{f}} l_{\text{f}}$ (line 23, 25 and 3, 5), and finally $4a_{\text{m}} l_{\text{f}}$ (line 21, 23 and 5, 7), which derives from the previous values. From Sect. 2.4 we know two more things: Firstly, the total image size $w_{\text{f}} l_{\text{f}}$ must be divisible by both the paddied subgrid size $a_{\text{f}} l_{\text{f}}$ and paddied facet sizes $w_{\text{f}} l_{\text{f}}$. Secondly, as $W_{\text{m}} = (a_{\text{m}} l_{\text{f}})(w_{\text{f}} l_{\text{f}})l_{\text{f}}$, the product of paddied subgrid

and facet size must be divisible by the image size. This clearly favours simple factorisations, for example powers of two, which are also optimal for fast Fourier transforms.

As established in Sect. 2.5, these factorisations also restrict permissible subgrid and facet positions $u_{\text{f}}, v_{\text{f}}, m_{\text{f}}, j_{\text{f}}$. We assume certain base shift steps $\Delta u$ and $\Delta l$ such that all $u_{\text{f}}, v_{\text{f}}$ and $j_{\text{f}}$,
Fig. 10. Parameter efficiencies depending on PSWF and precision for $4uv_{r}l_{F}=8192, 4uv_{r}l_{b}=2048, u_{n}l_{F}=1024, 4uv_{r}l_{m}=6566$ (top: efficiency; bottom: $w$-tower efficiency; dotted: upper efficiency bound; marked: best found parameter combination).

respectively, are multiples. As we require all $\tilde{u}, \tilde{v}, \tilde{m} \in \mathbb{Z}$ we can assume $\Delta u/l = 1$ without loss of generality, and therefore $4uv_{r}l_{F}=2(\Delta u/l)(2uv_{r}l_{F})$ this means that the product of base subgrid and facet shifts in pixels must equal the image size.

To ensure that $2uv_{m}l_{F}, 2uv_{m}l_{b} \in \mathbb{Z}$ we can derive the following,

$$2uv_{m}l_{F} = \frac{2uv_{m}l_{F}}{\Delta l} = \frac{4uv_{r}l_{F}}{2\Delta l} \in \mathbb{Z}, \quad 2uv_{m}l_{b} = \frac{2uv_{m}l_{b}}{\Delta l} = \frac{4uv_{r}l_{b}}{2\Delta l} \in \mathbb{Z},$$

so additionally base subgrid and facet shifts must evenly divide the padded subgrid and padded facet sizes, respectively.

4.2. Errors and margins

In addition to data sizes, the other fundamental parameter is what level of approximation we are willing to accept. As established in Sect. 2.3, this is mostly determined by two factors. The first is the base error level, which effectively derives from the PSWF parameter $W = 4uv_{r}l_{b}$. From this we can especially derive $4uv_{r}l_{F},$ the minimum subgrid margin size. The second factor is the base error magnification due to $b$, which depends directly on $l_{b}^{-1}$ (i.e. how much facet space we are willing to sacrifice).

We know that the worst-case error magnification happens at the facet borders, and therefore we just need to determine how large we can make $l_{b}$ until the base error multiplied by $|F n(l_{b})|^{-1}$ becomes larger than the acceptable error level (compare Fig. 2). This means that for any target error, we have a range of PSWF parameters $W$ to choose from, as illustrated in Fig. 9.

Facet–subgrid contributions have size $4uv_{m}l_{b},$ yet effectively sample only $4uv_{m}l_{b}$ points of image–frequency space. Therefore, we can calculate an upper bound on communication efficiency:

$$\text{efficiency} \leq \frac{uv_{m}l_{b}}{u_{m}l_{n}} \leq \frac{(u_{m} - u_{n})l_{b}}{u_{m}l_{n}},$$

(45)

This already shows a fundamental trade-off between facet and subgrid margins, as shown in Fig. 10 (top, dotted). For larger $W$ we have to give up subgrid area, whereas for small $W$ we lose facet area to compensate for the worse base error.

For a measure of $w$-tower efficiency, we observe that in Sect. 3.2 there is to first order a linear dependency between maximum tower size $w$ and the effective margin reserved for the $w$-term $u_{w} = u_{w,\text{eff}} - u_{n}$. Therefore, we can use a $u_{\text{max}}$-normalised

$$\text{new volume as an efficiency measure subject to } u_{A} \leq u_{m} - u_{n} - u_{w,\text{eff}},$$

$$w$$-tower efficiency:

$$\text{efficiency} = \frac{u_{m}}{u_{n}} \left( \frac{u_{m}l_{b}}{u_{m}l_{n}} \right)^{2} \leq \frac{4(u_{m} - u_{n})l_{b}}{27u_{m}l_{n}^{2}}.$$  

(46)

Optimally $u_{w,\text{eff}}^{*} \approx 1/2(u_{m} - u_{n})$, which again yields an upper bound, as shown in Fig. 10 (bottom, dotted). As should be expected, larger $W$ are somewhat less efficient here as the PSWF and $g_{w}$ compete for limited subgrid space.

4.3. Parameter search

Unfortunately, the side conditions from Sect. 4.1 mean that at best we can get close to those limits, especially when we try to realise facet and subgrid partitioning as shown in Fig. 8a: To account for subgrid or facet overlaps due to offset restrictions (see Sect. 2.5) for the purpose of efficiency calculation, $u_{A}$ and $2l_{b}$ should be multiples of $\Delta u$ and $\Delta l$, respectively. As we require the same of $2uv_{m}l_{n}$ and $2l_{b}$, respectively, this extends to the subgrid and facet margins $u_{A} = u_{A} - u_{n}$ and $l_{b} = l_{b} - l_{n}$.

We would also like the facets to cover the field of view efficiently. If we need $k \times k$ facets to cover the field of view, this means that on average every facet only contains $2l_{b}^{2} = 2l_{b}k^{-1}$ useable data. Even numbers of facets are a special case, as with a centred field of view this requires placing facets at an offset of $l_{n}$. Therefore in this case $l_{b}$ must be a multiple of $\Delta l$ as well.

In practice, finding good parameters boils down to trying all combinations of $W = 4uv_{r}l_{b}, \Delta u$ and $\Delta l, u_{A}$, and $l_{b}$ exhaustively. After that, the smallest possible $l_{b}$ and subsequently all remaining parameters and efficiency measures can be determined. If we plot the best solution of an example parameter search for every value of $W$ (Fig. 10, top solid), we see that the achievable efficiency can be quite unpredictable. For $w$-towers we gain another degree of freedom in the $w$-term margin $u_{w}^{*}$, which makes efficiency better behaved (Fig. 10, bottom solid). This is mainly because the requirement that $(u_{A} - u_{n})$ must be a multiple of $\Delta u$ is much less restrictive when we can still derive efficiency from extra subgrid space by making $w$-towers taller.

Table 1 shows a number of algorithm parameter sets for a fixed image size $4uv_{r}l_{b}=8192$, optimised for $w$-towers efficiency at $10^{-5}$ target error. Configurations with matching contribution sizes $4uv_{r}l_{m}$ generally have the same properties as they arrive at the same balance between base error (i.e. PSWF parameter $W = u_{m}l_{b}$) and error magnification (i.e. facet margin $l_{m}^{-1}$) independently of the concrete values of $l_{b}$ or $u_{m}$ (compare Sect. 4.2). This works as long as we can find equivalent facet splits (and base offsets) for them. For instance, in Table 1 $4uv_{r}l_{b}=1280, 4uv_{r}l_{b}=1024$ is in the same family as $4uv_{r}l_{b}=5120, 4uv_{r}l_{b}=256$, but as a facet split of $k = 1.5$ would be meaningless a different PSWF parameter $W$ must be used. Following the same logic we can also scale the image size $l_{F}$ or resolution $u_{r}$, so the configuration from Table 1 with facet size $4uv_{r}l_{b}=1024$ could be scaled into a configuration with $4uv_{r}l_{b}=524288$ (4.4 TB of data) and $4uv_{r}l_{b}=65536$ (69 GB of data), which is where a $k \times k = 64$-way facet split would start to seem more appropriate.

5. Results

We investigate scaling properties by posing an SKA-sized ‘forward’ imaging problem: predicting visibilities for the SKA1-Mid layout with 197 dishes, assuming a snapshot duration of 29 minutes, a dump time of 0.142 s (12 288 dumps), a frequency
Table 1. Sample of possible algorithm parameters for a fixed image size (columns $W = 4u_L \Delta u_{\Delta t}$, $\Delta u$ & $\Delta t$, $u_\Lambda$, and $l_{\mathrm{fov}}$) and the corresponding efficiencies (last two columns).

| PSWF | Facet | Subgrid | Efficiency | $u$-towers |
|------|-------|---------|------------|------------|
| $4u_L \Delta u$ | $4u_L \Delta u$ | $k$ | $4u_L \Delta u$ | $4u_L \Delta u$ |
| 13.56 | 0.76 | 0.76 | 4 | 1024 | 896 | 71.1% | 8.3% |
| 13.56 | 0.76 | 0.76 | 2 | 512 | 448 | 71.1% | 8.3% |
| 13.56 | 0.76 | 0.76 | 1 | 256 | 224 | 71.1% | 8.3% |
| 21.38 | 1.87 | 1.87 | 4 | 1024 | 640 | 58.0% | 9.4% |
| 21.38 | 1.87 | 1.87 | 2 | 512 | 320 | 58.0% | 9.4% |
| 21.38 | 1.87 | 1.87 | 1 | 256 | 160 | 58.0% | 9.4% |
| 16.31 | 3.15 | 3.15 | 5 | 1024 | 640 | 54.2% | 8.5% |
| 11.94 | 3.07 | 3.07 | 3 | 512 | 448 | 63.2% | 6.4% |
| 9.75 | 2.64 | 2.64 | 2 | 256 | 224 | 47.4% | 3.7% |
| 18.12 | 1.28 | 1.28 | 6 | 1024 | 640 | 54.2% | 7.7% |
| 18.12 | 1.28 | 1.28 | 3 | 512 | 416 | 70.4% | 7.7% |
| 11.06 | 5.12 | 5.12 | 8 | 1024 | 640 | 56.9% | 5.0% |
| 13.56 | 1.02 | 1.02 | 2 | 512 | 512 | 40.6% | 6.5% |
| 13.56 | 1.02 | 1.02 | 1 | 256 | 256 | 40.6% | 6.5% |

Notes. Image size $4u_L \Delta t = 8192$, field of view $4u_L l_{\mathrm{fov}} = 6656$, target error $10^{-5}$. Window of 350–472.5 MHz split into 11264 channels, resulting in $2.6 \times 10^{12}$ visibilities (or 42.3 TB data at double precision). The $uv$-coverage for such an observation is shown in Fig. 13. The phase center was chosen at a declination of 0 with hour angles centred around transit (i.e. 0 hour angle). This means around 60 degrees elevation for SKA, which we can compute by a direct evaluation of the measurement equation.

To make configurations comparable, all tests were conducted with scaled variants of the first configuration from Table 1. We specifically held facet count and subgrid size constant, but scaled both image and facet size as well as subgrid count. We configured our implementation (Wortmann 2019, 2023) so it distributed work across 16 nodes and 49 processes (1 scheduler, 4 × 4 = 16 facet workers and 32 $u$-towers / subgrid workers). The tests were run on 16 dual Intel® Xeon® Platinum 8368Q (2 × 76 cores) with 256 GiB RAM each.

5.1. Scaling resolution

The image size in pixels scales as the product of the field of view (and therefore $l_T$) and the resolution $\Delta u_T$. For this section we consider the effects of scaling $\Delta u_T$, while holding the field of view at $2l_{\mathrm{fov}} = 0.322$ (~18.5 degrees; see middle column of Table 2). This corresponds to roughly the third null of SKA-Mid’s beam at the finest tested image resolution of $4u_L l_T = 196.608$. For smaller grid sizes, this results in coarser image resolution and truncation of the $uv$-coverage (Fig. 13). This does not decrease degrading work substantially due to the high number of short baselines (Fig. 11, solid red line).

5.2. Scaling the field of view

To investigate field of view scaling, let us now hold the grid dimension $l_T$ constant such that it fits all baselines from Fig. 13 exactly. Changing image size $4u_L l_T$ then will change $l_T$, and therefore the effective field of view size $2l_{\mathrm{fov}}$. In our test scenarios shown in Table 2 we again scale from the maximum case of 16.8 degrees down to 0.7 degrees.

The reasoning about computational complexity is more complex in this case. To determine the number of $u$-stacking planes, we first note that scaling $l_T$ means scaling frequency-space resolution; therefore, a given subgrid size $4u_L l_T$ and its margins $4(u_L - u_\Lambda)l_T$ now cover less frequency space. This means that for the purpose of the discussion in Sect. 3.2, the permissible $u_\Lambda$, $n$ decreases, while the relevant field of view and therefore $l_{\mathrm{max}}$ increases. It follows that the number of required $u$-stacking planes increases as $O(l_T^2)$ to first order. As each plane is also $O(l_T^2)$ larger, the total facet Fourier transform complexity growth.

On the other hand, higher image resolution increases the cost for facet Fourier transform work (i.e. line 3, 5, and 7 in Algorithm 2) roughly as $O(u^2_T)$ per $u$-stacking plane. For a baseline distribution where maximum $|u|$ grows linearly with $w$ distance (i.e. as long as the Earth’s rotation dominates the Earth’s curvature) the number of $u$-stacking planes required to cover the truncated $uw$-distribution will also grow linearly with $u_T$. This means the expected worst-case scaling of facet work is $O(u^2_T)$, and as Fig. 11 shows (solid orange line) we indeed find scaling slightly better than $O(u^2_T)$.

For $u$-towers, changing image resolution increases the number of subgrids required to cover all of the baselines. Therefore, we would expect the growth of subgrid FFT work (i.e. line 18 in Algorithm 2) as well as the data transfer amount to grow with the covered $uw$ volume, which increases as $O(u^4_T)$. Compared against Fig. 11 (solid green and blue lines), the scaling is significantly more efficient. This is clearly because, as first discussed in Sect. 2.6, we can skip more $uw$ volume the longer the baseline gets, especially as we approach the rare longest baselines. By varying subgrid sizes and margins we can trade $u$-stacking and $w$-tower work, so there is reason to suspect that we will be able to adapt to bigger telescopes with significantly better-than-cubic net growth in complexity.
or slightly below grid Fourier transform work and data transfer volume stay at cubically once we get to larger image sizes, but the sub-
grid increase their number by \( O \) all scaling of \( w \)-towers. As Fig. 11 shows, the experiments again demonstrate slightly
shrinks linearly along the \( O \) scaling FoV (\( l_\text{fov} \)): [c] = per
16 ×2 CPUs
ducc, scaling FoV (\( l_\text{fov} \)): [c] = per
16 ×2 ×2 ×76 threads

| Image size | Facet size | FoV | Data | FFT work | Accuracy | FoV | Data | FFT work | Accuracy |
|------------|------------|-----|------|----------|----------|-----|------|----------|----------|
| 196 608    | 159 744    | 49 152 | 39 936 | 0.322 | 997.0 | 131 273.7 | 1 137 193.0 | 9.80 \times 10^{-6} | 0.322 | 997.0 | 131 273.8 | 1 137 196.6 | 9.80 \times 10^{-6} |
| 163 840    | 133 120    | 40 960 | 33 280 | 0.322 | 982.6 | 81 939.9 | 1 123 209.5 | 9.90 \times 10^{-6} | 0.268 | 561.0 | 63 325.4 | 616 494.7 | 1.15 \times 10^{-5} |
| 131 072    | 106 496    | 32 768 | 26 624 | 0.322 | 918.9 | 45 456.9 | 1 066 548.9 | 9.64 \times 10^{-6} | 0.215 | 280.7 | 26 406.9 | 293 813.3 | 1.29 \times 10^{-5} |
| 114 688    | 93 176     | 28 672 | 23 296 | 0.322 | 826.1 | 31 014.4 | 988 129.3 | 9.33 \times 10^{-6} | 0.188 | 187.7 | 15 267.7 | 190 949.7 | 1.35 \times 10^{-5} |
| 98 304     | 79 872     | 24 576 | 19 968 | 0.322 | 678.9 | 20 192.4 | 860 429.7 | 9.93 \times 10^{-6} | 0.161 | 119.9 | 890.1 | 116 643.0 | 1.54 \times 10^{-5} |
| 65 536     | 53 248     | 16 384 | 13 132 | 0.322 | 318.9 | 695.26  | 428 050.5 | 1.08 \times 10^{-5} | 0.107 | 39.8 | 219.9 | 33 158.6 | 1.73 \times 10^{-5} |
| 49 152     | 39 936     | 12 288 | 9984  | 0.322 | 163.8 | 2985.8  | 239 863.2 | 1.24 \times 10^{-5} | 0.080 | 19.2 | 773.2 | 13677.3 | 1.97 \times 10^{-5} |
| 32 768     | 26 624     | 8192  | 6656  | 0.322 | 63.9  | 904.0   | 102 354.0 | 1.29 \times 10^{-5} | 0.054 | 7.7 | 138.6 | 4795.3 | 2.00 \times 10^{-5} |
| 24 576     | 19 968     | 6144  | 4992  | 0.322 | 32.5  | 413.8   | 54 793.0  | 1.45 \times 10^{-5} | 0.040 | 5.5 | 76.2 | 2693.6 | 2.17 \times 10^{-5} |
| 16 384     | 13 312     | 4096  | 3328  | 0.322 | 17.5  | 161.9   | 33 241.0  | 1.54 \times 10^{-5} | 0.027 | 3.7 | 34.4 | 1436.9 | 2.34 \times 10^{-5} |
| 12 288     | 9984       | 3072  | 2496  | 0.322 | 10.4  | 63.4    | 20 334.2  | 1.57 \times 10^{-5} | 0.020 | 2.7 | 19.6 | 1129.9 | 2.46 \times 10^{-5} |
| 8 192      | 6656       | 2048  | 1664  | 0.322 | 7.5   | 29.9    | 13 379.6  | 1.64 \times 10^{-5} | 0.013 | 2.0 | 8.3  | 855.2  | 2.58 \times 10^{-5} |

Notes. All using \( W = 4a_{\text{vel}} = 13.5625 \), subgrids \( k = 4 \), subgrids \( 4a_{\text{vel}}/l_\text{fov} = 1024 \) padded, \( 4a_{\text{vel}}/l_\text{fov} = 896 \) effective. ‘Data’: all contribution terms exchanged; ‘FFT work’: operations spent on facet–\( w \)-tower FFTs; ‘Accuracy’: difference between degridded visibilities and DFT; ‘Time’: wall-clock from first facet to last visibility.

is about \( O(l_\text{fov}^3) \). The cost for subgrid Fourier transforms will simply
increase with the number of subgrids we need to produce. As the subgrids cover less spatial-frequency space each, we need to
increase their number by \( O(l_\text{fov}^2) \) to cover the telescope layout in \( w \).
However, to implement (de-)gridding (e.g. Ye et al. 2022) we also need to decrease the \( w \) distance between \( w \)-tower planes
as the image curvature \( n \sim l_\text{fov}^2 \) increases. The result is an overall scaling of \( O(l_\text{fov}^3) \) again. Interestingly enough, this means that the number of storeys in a \( w \)-tower is constant. The tower layout shrinks linearly along the \( w \)- and \( n \)-axes, and about quadratically along the \( w \)-axis.

As Fig. 11 shows, the experiments again demonstrate slightly better than expected scaling behaviour; facet work grows super-
cubically once we get to larger image sizes, but the sub-
grid Fourier transform work and data transfer volume stay at
or slightly below \( O(l_\text{fov}^3) \). This is because a larger number of
fine-grained subgrids and \( w \)-towers allow us to more closely match the baseline distribution. In a way we are observing the
fractal dimension of the telescope layout. We note that existing
widefield imaging algorithms would show the same \( O(l_\text{fov}^3) \) scaling (e.g. using constant-size facets would see a \( O(l_\text{fov}^3) \) growth both in the number of visibilities and facet count for a combined scaling of \( O(l_\text{fov}^3) \) of phase rotation cost growth).

5.3. Communication

In the largest configuration we are dealing with an image of size \( 196 \, 608^2 \), which at double precision translates to about
618.5 GB of data. To ensure the accuracy of the grider we
leave 18.75 % margins, which means that the effective field of
view size corresponds to about 408.3 GB of data. The results in
Table 2 show that 997.0 GB of communication were exchanged,
so a bit more than twice the size of the information-containing part of the image.

This is quite efficient, as the configuration has 33 \( w \)-stacking planes, with \( w \)-towers decomposing them into 154 subplanes each, so we are effectively sampling a \( uu \warrow \) grid \( 33 \cdot 154 \cdot 618.5 \text{ GB} = 2.6 \text{ EB} \) in size. We can also contrast against the visibility volume of 42.3 TB, which puts the network overhead at about 1.8 % relative to the throughput required to load visibilities from distributed storage.

5.4. Performance

Figure 12 shows the run-time performance of tests in Table 2 and compares them to equivalent benchmark runs of the \( \text{ducc} \) degridding kernel (Arras et al. 2021). The \( \text{ducc} \) module uses the same class of degridding algorithm (Ye et al. 2022) and is in regular scientific use as a (de)gridding kernel for the WSClean widefield imager (Offringa et al. 2014). For this test, image data was passed to \( \text{ducc} \) as one merged effective image, as in Table 2, which was then internally padded according to \( \text{ducc} \)'s heuristic (target precision \( \varepsilon = 10^{-4} \)). We predicted visibilities as 598 chunks of 32 baselines each (~70 GB). To minimise redundant FFT work due to repeating \( w \)-stacking planes, baselines were ordered by median \( w \) before chunking. All chunks were predicted sequentially on a single CPU (76 cores), with performance linearly extrapolated to 16 dual-CPU nodes for Fig. 12.

Our implementation significantly outperforms \( \text{ducc} \) in raw degridding speed (red lines) despite the similar degridding approach. There are a number of possible explanations. Our kernel was hand-optimised for AVX2, uses a pre-tabulated kernel, and also convolves across all \( w \)-tower storeys in one go. Meanwhile, \( \text{ducc} \) has a more generic implementation that generates the convolution kernel on the fly. This calculation even has to be repeated multiple times per visibility, due to the high memory pressure of \( w \)-stacking. Our implementation likely further benefits from executing degridding and \( w \)-towers FFTs in parallel as these workloads have very different operational intensity, and therefore work well with hyper-threading.

For the traditional \( w \)-stacking method used by \( \text{ducc} \), FFT work dominates past images sizes of 32 768\(^3\) due to unmitigated \( O(l_p^3) \) complexity growth (see Sect. 5.2, green dashed line). In comparison, the \( w \)-towers approach together with the shear transformation from Sect. 3.4 substantially blunt the impact of larger fields of view in terms of number and size of required FFTs (green dotted line). Time spent on FFTs still eventually overtakes degridding despite the lower operation count (compare Fig. 11) due to lower operational intensity.

Finally, we consider the cost of distribution, represented through the facet FFT costs (orange lines) and scheduling inefficiencies (violet lines). The former are basically insignificant, while the latter eventually start dominating. This is so because while there is an abundance of parallel tasks, they vary greatly in terms of computational and communication complexity. This makes saturating 4864 threads quite challenging in practice.

Our simple scheduling algorithm approaches this by alternating ‘expensive’ (many visibilities) and ‘cheap’ (few visibilities) \( w \)-stacking planes to balance FFT and degridding work as evenly as possible throughout. It then dynamically schedules subgrid tasks to subgrid workers from a pre-populated work queue. For the most densely populated subgrids it splits the degridding work further to allow multiple subgrid workers to work on them in parallel. Queue sizes were optimised for the large-scale case, and kept constant for all test runs. This also explains why small configurations sometimes have worse scheduling efficiency, as due to the small number of subgrids work is scheduled before imbalances can become apparent. As a result, some workers end up running idle towards the end of the run. It is clear that effective work scheduling is one of the main remaining challenges with this algorithm.

6. Conclusion

We have presented a scalable way to distribute interferometric imaging calculations by using spatial distribution and window functions. This results in a streaming widefield Fourier transform algorithm that enables interferometry imaging to be parallelised to thousands of distributed threads, while taking full advantage of both image and \( uu \warrow \) sparseness to reduce transfer and compute costs.

6.1. Future improvements

There are still a number of improvements and generalisations that can be made to the algorithm. Centring contribution terms
as in Sect. 2.5 is not actually necessary, and removing the $\hat{u}, \hat{l} \in \mathbb{Z}$ side condition allows more flexible subgrid and facet placement. Additional efficiency could be gained by combining different parameters within the same imaging task (e.g. adjust subgrid size per $w$-level), or even introducing additional layers between $w$-stacking and $w$-towers on either side of the distribution pattern (for dealing with very large images). There is good reason to believe that such techniques could improve performance further.

6.2. Implementation

Despite our efforts, the MPI implementation (Wortmann 2023) is still severely limited by its primitive work scheduling. A more sophisticated work-stealing mechanism will likely be required as data flow predictability will only get worse from here. For instance, (de-)gridding from and to subgrids could be tackled by accelerators, and storage might struggle to keep pace with instance.

Additionally, to integrate calibration as well as corrections for various instrumental and environmental effects, our algorithm will have to work in concert with other state-of-the-art radio astronomy algorithms. These methods come with significant complexity of their own, which makes integration even trickier. We are planning to investigate use of a specialised execution framework to take over the data transfer and task scheduling functions of the prototype code.

6.3. Imaging and calibration

Transformations between the sky and aperture planes are common and well-defined operations in radio-astronomy pipelines, which means that the presented algorithm can help distribute a variety of functions relevant to radio astronomy. In Sect. 3.5, we discuss how it can work with a variety of gridding approaches; extensions to cover polarisation, Taylor terms, or point-spread function generation are straightforward. Furthermore, as every subgrid gets represented in image space along the way, we can introduce slow-changing image-space multipliers (e.g. corrections for primary beam effects) very cheaply and at good resolution. This might complement approaches that deal with fast-changing direction-dependent effects such as IDG (van der Tol et al. 2018).

On the other hand, pipelines that require traversing visibilities in a specific ordering may need substantial rework to make use of the presented algorithm because much of its efficiency derives from traversing the grid in a very particular order: iterating over $w$-stacking planes, then over $w$-columns, and finally visiting individual subgrids. This is not an issue for a CLEAN major loop iteration that predicts visibilities to be subtracted for an imaging step; the forward and backward directions of the algorithm can be combined so that processing proceeds from a model image to the current residual dirty image, while touching every observed visibility exactly once. Combined with a distributed-by-facet image-based ‘minor loop’ deconvolution step, this should yield a scalable CLEAN pipeline.

The presented algorithm is however a worse fit for standard antenna-based calibration approaches as they require combining data from all baselines to reliably solve for antenna-based gain terms. The algorithm is designed such that visibilities from different $w$-stacking planes would basically never meet in the same memory space. A possible solution would be to reduce the size of the calibration problem representation enough so that we could make progress even with an incomplete view (e.g. Yatawatta 2015). Alternatively, one might attempt to devise a distributed algorithm that re-aggregates optimisation problems, similarly to how this distributed Fourier transform algorithm re-assembles a complete image.

6.4. Outlook

The presented algorithm significantly improves on existing radio-astronomy imaging algorithms by enabling the distribution of both the computation and the working memory load. This enables imaging in less wall-clock time by distribution over relatively small general-purpose (and therefore cost effective) nodes. Reducing wall-clock time to process data sets is a key requirement for telescopes like SKA where storage of visibilities during processing is a major cost driver.
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**Appendix A: Reference implementation**

The one-dimensional Fourier transform algorithm can be demonstrated quite succinctly, as the following snippet shows. We note that this is just the base algorithm, without non-coplanarity corrections.

```python
import numpy as np
import scipy.special

def fft(a): return np.fft.fftshift(np.fft.fft(np.fft.fftshift(a)))
def ifft(a): return np.fft.fftshift(np.fft.ifft(np.fft.ifftshift(a)))
def pad(ff, N): return np.pad(ff,N//2-ff.shape[0]//2)
def extract(a, N): return a[a.shape[0]//2-N//2 : a.shape[0]+N//2]

# Set parameters
W = 13.25     # = 4\nu_{\text{b}} (window function size)
N = 8192      # = 4\nu_{\text{m}} (image size)
lB_size = 2048 # = 4\nu_{\text{m}} (facet size)
lN_size = 2560 # = 4\nu_{\text{m}} (padded facet size)
uM_size = 944  # = 4\nu_{\text{m}} (subgrid size)
uN_size = 1024 # = 4\nu_{\text{m}} (padded subgrid size)
uM\_size = uN\_size // N # = 4\nu_{\text{m}} (contribution size)

# Generate constants (prolate-spheroidal)
pswf = scipy.special.pro_ang1(1, 1, np.pi*W/2, 2*np.mgrid[-lN_size//2:lN_size//2] / lN_size)

# Generate layout
nfacet = (N + lB_size - 1) // lB_size
nsubgrid = (N + uA_size - 1) // uA_size

# Layout subgrids & facets

# Subgrid forwards - facets to subgrids

# Subgrid backwards - subgrids to facets

# SwiFTly forwards - facets to subgrids

# SwiFTly backwards - subgrids to facets

print("RMSE: \sqrt{\frac{\sum |\text{error}^2|}{\sum |\text{error}|^2}}")

print("RMSE: \sqrt{\frac{\sum |\text{error}^2|}{\sum |\text{error}|^2}}")
```
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