Dimension fusion: Dimension-level dynamically composable accelerator for convolutional neural networks
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Abstract Convolutional neural networks (CNNs) have proven to be promising in various applications such as audio recognition, image classification, and video understanding. Winograd algorithm helps to reduce the complexity of computation in a convolution but suffers from poor compatibility for different convolution shapes. This work introduces a dynamic dimension-level fusion architecture based on Winograd for accelerating different dimensions of CNNs. We explore this Winograd architecture by designing Dimension Fusion, a dimension-level processing engine that dynamically fuses to match the convolution shape of individual CNN layers. The proposed architecture is the first work based on Winograd algorithm to be compatible with all convolution shapes (dimension, stride, and filter-size) and achieves highest PE efficiency up to 1.55x and energy efficiency up to 3.3x compared with the state-of-art accelerators.
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1. Introduction

Deep convolutional neural networks (CNNs) architecture achieves state-of-the-art performance in a variety of interdisciplinary researches, including speech recognition [1], image classification [2, 3], and video understanding [4, 5, 6]. In order to deal with multi-dimensional data such as acoustic signals, images, or videos, 1D/2D/3D convolutional neural networks (CNNs) architectures are proposed. The single signal may limit the performance capacity of CNNs. Several works [7, 8, 9] manage to exploit multiple signals to improve the recognition performance in medical and video. Besides, previous researches [10, 11] have focused on mixed dimensional convolution ((2+1)D) to alleviate the computation burden of deep CNNs. Fig. 1 shows the applications of different structured data of CNNs. Abundant studies [12, 13, 14] have focused on accelerating specific dimensional CNNs. However, to adapt to various application scenarios, mobile devices have to handle a variety of dimensional CNNs.

Winograd algorithm has shown dramatic improvement in the CNN performance by reducing the computation complexity of convolution. However, the less flexibility of current Winograd implementations [15, 16, 17, 18, 19, 20] makes it challenging to accelerate different CNNs (different dimensions, strides, and filter sizes) efficiently. Thus, a Winograd-based accelerator would either incur significant waste of computational resources to accommodate different convolution shapes or lead to limited support for convolution. Besides, although the computation patterns of different dimensional CNNs are similar, the computational complexity, network mapping methods, and data reuse vary greatly. Fully realizing the optimization of flexibility and performance is a challenge for designing a general-purpose Winograd CNN accelerator.

To accelerate the execution of different shapes of CNNs for various application scenarios, this work contributes a novel Winograd acceleration architecture, called Dimension Fusion that overcomes the shortcomings of the previous Winograd implementations in that significant adaptability for various architectures (different dimensions, strides, and filter sizes) can be achieved on the hardware prototypes. Besides, a novel dimension fusion/composition method is proposed, which dynamically matches the dimension-level processing engines to the varying convolution shapes required by CNN layers. By offering this flexibility, the dimension-level flexible Winograd architecture, Dimension Fusion, aims to minimize the complexity of computation and accelerating all shapes of convolution. We also implement the proposed architecture in the Xilinx FPGA ZCU102 and 65 nm CMOS technology. Compared with the state-of-art accelerators, the proposed accelerator is compatible with all convolution shapes and achieves highest PE efficiency up to 1.55x and energy efficiency up to 3.3x.

2. Dimension fusion approach

2.1 Winograd algorithm

Winograd [21] proposed an efficient algorithm to reduce the arithmetic complexity of convolutional operations. Equations (1)–(3) show the Winograd algorithms of different di-
mensions (1D, 2D, and 3D), where ⊙ is denoted as element-wise multiplication. G, B, A are constant transformation matrices with simple values for output, input and filter, which means the transformation only need to perform addition and subtraction, but not multiplications. To simplify the discussion, we denote a 1D Winograd algorithms as F(m, r) which the filter size is r and the partial sum size is m. Besides, the F(mxm, rxr) and F(mxmxm, rxr) are used to represent the 2D, and 3D Winograd algorithms. The transformation matrices (G, B, and A) are determined for a given m and r. Compared to regular convolution, 1D/2D/3D Winograd algorithm makes it possible to support different dimension CNNs in a Winograd accelerator.

2.2 Dimension fusion

Our previous work [20] used a 2D/3D fusion unit to process the 2D/3D convolution layers. The drawbacks of this methodology include the poor compatibility for 1D convolution and the under-utilization of the fusion unit. Using 2D Winograd unit to accelerate 1D convolution brings invalid calculation and causes low PE efficiency. For example, the 1D convolution (the filter size is 3 and partial sum size is 2) operated in 2D Winograd unit F(2,3) still needs 16 multiplication operations when the regular convolution needs 6 multiplication operations. To alleviate these deficiencies, we proposed the fusion unit (Dimension-level processing engine) supports both 1D/2D/3D Winograd algorithms and different Winograd shapes (F(2, 3) and F(3, 2)) and a dynamic dimension-level fusion/decomposition approach to match all the convolution shapes. Fig. 2 shows the dimension fusion/composition method which helps different convolution shapes implement efficiently in our fusion unit. The filter is decomposed by the relationship of the data, and the data with the same position will be combined into one type of our fusion unit. Once there are not enough data to combined into a unit, 0 needs to be filled. The relationships of data depend on the stride and filter size of convolution. The above fusion/composition method also can be easily extended to a broader case when the filter size and stride are larger. As Fig.2 shows, the filter of different size is decomposed into 1D/2D/3D convolution. Moreover, previous approaches to deal with the large stride and large filter size.

Reference [17, 19] introduced the universal approach to deal with the large stride and large filter size. Previous design space exploration schemes have been applicable only to 2D CNN accelerators, making them unsuitable for different dimension architecture. Although the sizes of the design space of 1D/2D/3D dimension CNN accelerators are different, the similarity of different dimension Winograd algorithm makes it possible to support different dimension CNNs in a Winograd accelerator.

\[
y = G[(Bx)⊙(Aw)]
\] (1)
\[
y = G((Bx B^T)⊙(Aw A^T)) G^T
\] (2)
\[
y = (G((Bx B^T R) B^T)⊙((Aw A^T R) A^T) G^T) R^T G^T
\] (3)
\[
B = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & -1 & -1 \\
-1 & 1 & 1 & 0 \\
0 & 0 & 0 & 1 \\
\end{bmatrix} \quad A = \begin{bmatrix}
1 & 0 & 0 \\
1/2 & 1/2 & 1/2 \\
0 & 1/2 & -1/2 & 1/2 \\
0 & 0 & 0 & 1 \\
\end{bmatrix} \\
G = \begin{bmatrix}
1 & 1 & 1 & 0 \\
0 & 1 & -1 & 1 \\
\end{bmatrix}
\] (4)
\[
B = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & -1 & -1 \\
-1 & 1 & 1 & 0 \\
0 & 0 & 0 & 1 \\
\end{bmatrix} \quad A = \begin{bmatrix}
1 & 0 & 0 \\
1/2 & 1/2 & 1/2 \\
0 & 1/2 & -1/2 \\
0 & 0 & 0 & 1 \\
\end{bmatrix} \\
G = \begin{bmatrix}
1 & 1 & 1 & 0 \\
0 & 1 & -1 & 0 \\
0 & 1 & 1 & 1 \\
\end{bmatrix}
\] (5)

Although the Winograd algorithm helps to reduce the complexity of computation in a convolution, it also suffers from the complication of transformation matrices and poor compatibility for different convolution shapes. When the filter size r increase, the parameters of transformation matrices become more complicated, which makes it hard to implement in hardware and causes non-negligible accuracy loss. Moreover, the small filter size is commonly used in CNN models. Therefore, a small Winograd computation unit is the most attractive alternative. Equations (4), (5) are for F(2, 3) and F(3, 2). Since the transformation matrices of F(2, 3) and F(3, 2) have high similarity in many same operators, the basic dimension computation unit of our accelerator is F(2, 3) and F(3, 2).

On the other hand, the certain Winograd F(m, r) computation unit can only accelerate the convolution with filter size r and stride 1 efficiently. At present, many works [14, 18] based on the Winograd algorithm only focus on 1-stride convolutions. Several works manage to exploit the compatibility for 2D convolution sizes (large stride, large filter size). WHD [16] exploited the fusion of Winograd unit, but only one type of unit can be used in per-layer. Reference [22] proposed a Winograd processing element for convolutions which only compatible with filter size 3 and both stride 1 and 2. Reference [17, 19] introduced the universal approach to deal with the large stride and large filter size. Previous design space exploration schemes have been applicable only to 2D CNN accelerators, making them unsuitable for different dimension architecture. Although the sizes of the design space of 1D/2D/3D dimension CNN accelerators are different, the similarity of different dimension Winograd algorithm makes it possible to support different dimension CNNs in a Winograd accelerator.
CNNs [10, 11] have focused on low dimensional convolution (1D) to alleviate the computation burden of deep CNNs. Therefore, it’s necessary to accelerate 1D/2D/3D convolution efficiently.

Because of the high flexibility of the Dimension-level processing engine, the data can be decomposed and combined into the most suitable Winograd unit. Therefore, our fusion/decomposition method achieves the higher efficiency of computational resources with fewer zeros filled. The PE efficiency is (the multiplication operations in regular convolution)/(the multiplication operations in Winograd unit).

Fig. 3 shows the PE efficiency of the processing engine for different convolution shapes. Respectively, the PE efficiency of the processing engine is up to 3.37x compared with convolution and 1.6x compared with WHD [16] which means the processing engine achieves higher performance with negligible transform operations. To minimize the complexity of computation and maximize the utilization of the computation unit, Dimension Fusion dynamically matches the convolution shape (dimension, stride, filter size) required for the CNN, which may vary layer by layer, without any loss inaccuracy.

3. Dimension fusion architecture

In this section, the methodology of architecture design of Dimension Fusion is given. First, with the flexible control logic, the Dimension Fusion is achieved from two levels: transformation matrices fusion and dimension-level unit fusion. Second, SRAM and register accesses dominate the energy consumption when accelerating CNNs. Therefore, a hybrid dimensional buffer is given to maximize data reuse and reduce the off-chip bandwidth. Finally, CNN provides different degrees of data-level parallelism in various dimension. Therefore, dimension fusion systolic array is given to minimizing the overhead of dynamically constructing Dimension-Engines and minimizes the overhead of transformation matrices in the accelerator.

3.1 Dimension-level processing engine

Dimension fusion is a collection of dimension-level fusion units and fusion transformation matrices (FTM), that dynamically compose to logically construct dimension-level processing engine that executes Winograd operations with the required shapes. Dimension Fusion arranges the fusion unit and transformation matrices in a 3-dimensional physical grouping, called Dimension-Engines. Each 1D fusion unit (F-1D) can perform individual 1D Winograd operations F(2, 3) or F(3, 2). And fusion units can be fused logically to perform different dimensional Winograd operations. As Fig. 4 shows, four fusion units logically fuse to form 2D-fusion unit (F-2D) which performs the 2D Winograd operations F(2x2, 3x3) or F(3x3, 2x2). After a certain logical rotation, four 2D-fusion unit fuse to form 3D-fusion unit (F-3D) that enables 3D Winograd operations F(2x2x2, 3x3x3) and F(3x3x3, 2x2x2).

For 1D Winograd operations (Fig. 4(b)), each Dimension-Engine contains 16 1D-fusion units, offering the highest parallelism. The parallelism of the input channel and output channel is 4. Therefore, Dimension-Engine adds the results from 4 1D-fusion units to generate a single outgoing partial sum (size is 2 or 3). For 2D Winograd operations (Fig. 4(c)), each 2D-fusion unit contains four 1D-fusion units and each Dimension-Engine contains 4 2D-fusion units. The parallelism of the input channel is 4 and the output channel is 1. Therefore, Dimension-Engine adds the results from 4 2D-fusion units to generate a single outgoing partial sum (size is 2x2 or 3x3). For 3D Winograd operations (Fig. 4(d)), each Dimension-Engine contains a 3D-fusion units. And a single outgoing partial sum (size is 2x2x2 or 3x3x3) will be generated each cycle.

The dimension of operation supported by Dimension-Engine depends on the spatial arrangement of fusion units fused together and the dynamic arrangement of the transformation matrices. Fig. 5 shows the arrangement of the transformation matrices [23]. Three paths represent three dimensional operations. As the equation (4, 5) shows, the transformation matrices can be efficiently implemented on hardware by using simple arithmetic operations (e.g., ADD and SUB). Furthermore, the fusion transformation matrices of F(2, 3) and F(3, 2) have high similarity in many same operators. The evaluation shows the fusion transformation
matrices only utilize 5% and 12% LUTs more than the matrices of F(2, 3) and F(3, 2).

Finally, the fusion transformation matrices and dimension-level fusion units dynamically form to the Dimension-Engine that can operate on 1D/2D/3D Winograd operations. The above-mentioned fusion/composition method decides the computation type of combined data and the Dimension-Engine is combined into corresponding Winograd units logically according to computation type of data. That is, the Dimension-Engine with the above fusion/composition method enables the architecture to expose the maximum possible level of parallelism with the finest granularity that matches all the convolution shapes (stride, filter size, dimension).

3.2 Hybrid dimensional buffer

Depending on the process mode of Dimension-Engine and data access patterns of different convolution shapes, the buffers must supply different numbers of operation with various dimension. As such, we propose the hybrid dimensional buffer (HDB) to deal with complicated data access patterns by the flexible control logic. Moreover, to avoid redundant accesses to the data array of the buffer which conserves energy, the hybrid dimensional buffer contains the address manage unit (AMU) which controls the data reuse and read/write patterns when deploying different operation shapes. AMU uses the configurable finite state machine which is programmed by registers to generate the read/write address of buffer. Three sets of configurable registers are adopted to denote row loop, column loop, and frame loop for a parameterizable data fetch which is determined at computing time. The hybrid dimensional buffer is a 4-dimensional (row, column, frame, depth) physical grouping. Fig. 6 shows 3-dimensional (row, frame, depth) physical grouping. Fig. 6 illustrates the data reuse method of row data when the operation pattern is F(2, 3) and F(3, 2). The method can be easily extended to column data reuse and frame data reuse. Benefit from the flexible address control of AMU, the hybrid dimensional buffer doesn’t store redundant data and achieves high data reuse.

3.3 Dimension fusion systolic array

To utilize the data-level parallelism in various dimension, we employ a novel 2-dimensional systolic array of fusion units as the architecture for Dimension Fusion. Fig. 7 shows the system-level architecture of the proposed Dimension fusion accelerator. The organization of systolic array provides high-level data reuse to minimize access to on-chip memory which alleviates the requirement for buffer bandwidth. Moreover, systolic execution minimizing the overhead of dynamically constructing Dimension-Engines and minimize the overhead of fusion transformation matrices. As depicted in Fig. 7, the systolic array shares one Activation FTM group which provides 1D/2D/3D data transformation. Dimension fusion (DF) controller is proposed to achieve the above-mentioned dimension fusion/composition method. The Psum HDB is a one-cycle accumulation HDB. As shown in Fig. 7, the Psum HDB resides on the right and collects the psum which is the sum of flowing results and the pre-read result. Finally, the entire systolic array composed of fusion unit provides high expansibility and flexibility for system which supports all shapes of convolution (dimension, filter size, stride).

4. Implementation results

4.1 Layer-wise performance evaluation

Dimension Fusion aims to accelerate the inference of a wide range of CNN models with varying convolution shapes requirements based on the Winograd algorithm. Therefore, We compare the throughput of Dimension Fusion and the
other researches with different shapes of convolution layers that have dimension ranging from 1D to 3D, different strides, and different filter sizes. To make a fair comparison with the researches [16, 20, 28], we implement these approaches with the same hardware resources (256 DSPs) in FPGA ZCU102 and run at a clock frequency of 200 MHz. The specific convolution layer parameter comes from the mainstream CNNs [11, 24, 25, 26, 27]. The result shows that Dimension Fusion not only supports various CNN models but also achieves higher performances (a 1.31 to 4.06 times improvement in precision) compared with other FPGA-based accelerators [18, 20].

4.2 Performance comparison to other CNN accelerators
Dimension Fusion has implemented in TSMC 65 nm technology and ZCU102 FPGA. The Dimension Fusion (ASIC) was placed-and-routed and passed DRC and LVS, the results are from post-layout cycle-accurate gate-level simulations with switching activities profiled from running the actual weights of the C3D and VGG-16 and data from the UCF-101 dataset [29] and ImageNet dataset [30]. Fig. 8 shows the layout of Dimension Fusion. As Table II shows, compared with the state-of-the-art prior ASIC-based accelerators [31, 32], Dimension Fusion (ASIC) achieves highest energy efficiency up to 3.3x. Table III shows that Dimension Fusion (FPGA) achieves highest DSP efficiency up to 1.55x compared with other FPGA-based accelerators [18, 20].

Table II Comparison with other ASIC-based accelerators.

| Platform | JSSC [31] | TCASII [32] | This work |
|----------|-----------|-------------|------------|
| Process  | ASIC      | ASIC        | ASIC       |
| Network  | NA        | NA          | 256 DSPs   |
| Voltage  | 1.2 V     | 1.2 V       | 1.2 V      |
| Clock Frequency | 200 MHz   | 177 MHz     | 310 MHz    |
| Precision (bit) | 1.16      | 9           | 8          |
| DSPP(PE)  | 13824(bit serial) | 256      | 256        |
| Area (mm²) | 16        | 9.83        | 8.7        |
| Performance (GOPS) | 345.6    | 109.2       | 425/319    |
| Power (W) | 0.297     | 0.254       | 0.3        |
| Energy Efficiency (GOPS/W) | 1163   | 429         | 1416/1063  |

Table III Comparison with other FPGA-based accelerators.

| Platform | FCCM21 [20] | TCAD20 [18] | This work |
|----------|-------------|-------------|------------|
| Network  | ZCU102      | VC3/118     | ZCU102     |
| Clock Frequency | 200 MHz   | 200 MHz     | 300 MHz    |
| Precision (bit) | 8         | 16          | 8          |
| DSP  | 1024       | 5184        | 256        |
| LUT  | 192K       | 560K        | 56K        |
| Brains (18 Kb) | 712       | 3392        | 100        |
| Performance (GOPS) | 1353    | 5054        | 387/290    |
| Power (W) | 10.2      | 32          | 1.6        |
| DSP Efficiency  | 1.32      | 0.97        | 1.51/1.13  |
| Energy Efficiency (GOPS/W) | 135    | 157.9       | 241.8/181  |

5. Conclusion
Winograd algorithm helps to reduce the complexity of computation in a convolution but suffers from poor compatibility for different convolution shapes. Therefore, we propose Dimension Fusion, a dimension-level dynamically composable architecture based on Winograd, for their flexible and efficient acceleration. This is the first work that proposed a general-purpose Winograd accelerator which supports all convolution shapes. Dimension Fusion is implemented on the Xilinx ZCU102 FPGA and TSMC 65 nm technology. The evaluation results show that Dimension Fusion achieves highest DSP efficiency up to 1.55x and energy efficiency up to 3.3x compared with the state-of-art accelerators.
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