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\textbf{A B S T R A C T}

We propose novel less diffusive schemes for conservative one- and two-dimensional hyperbolic systems of nonlinear partial differential equations (PDEs). The main challenges in the development of accurate and robust numerical methods for the studied systems come from the complicated wave structures, such as shocks, rarefactions and contact discontinuities, arising even for smooth initial conditions. In order to reduce the diffusion in the original central-upwind schemes, we use a local characteristic decomposition procedure to develop a new class of central-upwind schemes. We apply the developed schemes to the one- and two-dimensional Euler equations of gas dynamics to illustrate the performance on a variety of examples. The obtained numerical results clearly demonstrate that the proposed new schemes outperform the original central-upwind schemes.

© 2022 Elsevier Inc. All rights reserved.

1. Introduction

This paper focuses on numerical solutions of hyperbolic systems of conservation laws, which in the two-dimensional (2-D) case, read as

\[ U_t + F(U)_x + G(U)_y = 0, \]

where \( x \) and \( y \) are spatial variables, \( t \) is the time, \( U \in \mathbb{R}^d \) is a vector of unknowns, \( F: \mathbb{R}^d \to \mathbb{R}^d \) and \( G: \mathbb{R}^d \to \mathbb{R}^d \) are the \( x \)- and \( y \)-flux functions, respectively.

It is well-known that the solutions of (1.1) may develop complicated wave structures including shocks, rarefactions, and contact discontinuities even for infinitely smooth initial data, and thus developing highly accurate and robust shock-capturing numerical methods for solving (1.1) is a challenging task.

Since the pioneering works \cite{7,9,24}, a large number of various methods had been introduced; see, e.g., the monographs and review papers \cite{2,12,16,25,39,42} and references therein. Here, we focus on finite-volume (FV) methods, in which solu-
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tions are realized in terms of their cell averages and evolved in time according to the following algorithm. First, a piecewise polynomial interpolant is reconstructed out of the given cell averages, and then the evolution step is performed using the integral form of (1.1). To this end, a proper set of time-space control volumes has to be selected. Depending on this selection, one may distinguish between two basic classes of finite-volume methods: upwind and central schemes. In upwind schemes, the spatial part of the control volumes coincides with the FV cells and therefore, one needs to (approximately) solve (generalized) Riemann problems at every cell interface; see, e.g., [2,5,42] and references therein. This helps the upwind schemes to achieve very high resolution. At the same time, it might be quite complicated and even impossible to solve the (generalized) Riemann problems for general systems of conservation laws. Central schemes offer an attractive simple alternative to the upwind ones. In staggered central schemes, first proposed for one-dimensional (1-D) systems in [32] and then extended to higher order [26,31] and multiple number of dimensions [1,13,27], the control volumes use the staggered spatial parts so that the FV cell interfaces remain inside the control volumes. This allows to avoid even approximately solving any Riemann problems, which makes staggered central schemes easy to implement for a wide variety of hyperbolic systems. The major drawback of staggered central schemes is, however, their relatively large numerical dissipation as they basically average over the Riemann fans rather than resolving them.

In order to reduce the amount of excessive numerical dissipation present in central schemes, a class of central-upwind (CU) schemes have been proposed in [18,21]. These schemes are based on nonuniform control volumes, whose spatial size taken to be proportional to the local speeds of propagation. This allows one to minimize the area over which the solution averaging occurs still without (approximately) solving any (generalized) Riemann problems. The upwind features of the CU schemes can be seen, for example, when they are applied to simpler systems. For instance, the CU scheme from [18] reduces to the upwind one when it is applied to a system whose Jacobian contains only positive (only negative) eigenvalues. Another advantage of the CU schemes is related to the fact that unlike the staggered central schemes, they admit a particularly simple semi-discrete form. This observation is the basis of the modifications of the CU schemes we propose in this paper.

Even though the CU schemes from [18,21] are quite accurate, efficient and robust tools for a wide variety of hyperbolic systems, higher resolution of the numerical solutions can be achieved by further reducing numerical dissipation. This can be done in a number of different ways, for example: (i) by introducing a more accurate evolution procedure, which leads to a “built-in” anti-diffusion term [20]; (ii) by implementing a numerical dissipation switch to control the amount of numerical dissipation present in the CU schemes [17]; (iii) by obtaining more accurate estimates for the one-sided local speeds of propagation using the discrete Rankine-Hugoniot conditions [8].

Another way to control the amount of numerical dissipation present in the CU schemes or any other FV methods is by adjusting the nonlinear limiting mechanism used in the piecewise polynomial reconstruction. It is well-known that sharper reconstructions may lead to larger numerical oscillations and a way to reduce these oscillations is to reconstruct the characteristic variables rather than the conservative ones; see, e.g., [35]. This can be done using the local characteristic decomposition (LCD); see, e.g., [3,14,15,30,33,35,39,44] and references therein.

In this paper, we modify the CU schemes from [18] by applying LCD to the numerical diffusion part of the schemes. The obtained new LCD-based CU schemes contain substantially smaller amount of numerical dissipation, which leads to a significantly improved resolution of the computed solution compared with the original CU schemes. As observed above, the key idea is that the new LCD-based CU scheme reduces to the upwind scheme when applied to 1-D linear hyperbolic systems

\[ \mathbf{U}_j + A \mathbf{U}_x = \mathbf{0}, \]  

where \( A \) is a constant matrix (disregarding the sign of the eigenvalues of \( A \)). This feature suggests that the new CU schemes have more built-in upwinding compared with their predecessors.

The paper is organized as follows. In §2, we briefly describe the 1-D second-order FV CU scheme from [18]. In §3, we introduce the proposed new 1-D LCD-based CU scheme and show that the developed 1-D scheme reduces to the upwind scheme when applied to the linear system (1.2). In §4, we construct the 2-D LCD-based CU scheme. Finally, in §5, we test the proposed schemes on a number of 1-D and 2-D numerical examples for the Euler equations of gas dynamics. We demonstrate high accuracy, efficiency, stability, and robustness of the new LCD-based CU schemes, which clearly outperform the second-order CU scheme from [18,22].

2. 1-D central-upwind scheme: a brief overview

In this section, we consider the 1-D hyperbolic system of conservation laws

\[ \mathbf{U}_t + \mathbf{F}(\mathbf{U})_x = \mathbf{0}, \]  

and describe the second-order semi-discrete CU scheme from [18]. To this end, we assume that the computational domain is covered with the uniform cells \( \mathcal{C}_j := [x_{j-\frac{1}{2}}, x_{j+\frac{1}{2}}] \) of size \( \Delta x \) centered at \( x_j = (x_{j-\frac{1}{2}} + x_{j+\frac{1}{2}})/2 \) and denote by \( \mathbf{U}_j(t) \) cell averages of \( \mathbf{U}(\cdot, t) \) over the corresponding intervals \( \mathcal{C}_j \), that is,

\[ \mathbf{U}_j(t) := \frac{1}{\Delta x} \int_{\mathcal{C}_j} \mathbf{U}(x, t) \, dx. \]
We also assume that at certain time $t \geq 0$, the cell average values $\bar{U}_j$ are available and from here on we suppress the time-dependence of all of the indexed quantities for the sake of brevity.

According to [18], the computed cell averages (2.1) are evolved in time by solving the following system of ordinary differential equations (ODEs):

$$
\frac{d\bar{U}_j}{dt} = -\frac{\mathcal{F}_{j+\frac{1}{2}} - \mathcal{F}_{j-\frac{1}{2}}}{\Delta x},
$$

(2.2)

where $\mathcal{F}_{j+\frac{1}{2}}$ are the CU numerical fluxes given by

$$
\mathcal{F}_{j+\frac{1}{2}} = \frac{a^{+}_{j+\frac{1}{2}} F^{+}_{j+\frac{1}{2}} - a^{-}_{j+\frac{1}{2}} F^{-}_{j+\frac{1}{2}} + a^{+}_{j+\frac{1}{2}} a^{-\frac{1}{2}}}{a^{+}_{j+\frac{1}{2}} - a^{-\frac{1}{2}}} \left( U^{+}_{j+\frac{1}{2}} - U^{-}_{j+\frac{1}{2}} \right).
$$

(2.3)

Here, $F_{j+\frac{1}{2}} := F(U^{\pm}_{j+\frac{1}{2}})$ and $U^{\pm}_{j+\frac{1}{2}}$ are the right/left-sided values reconstructed out of the given set of cell averages ($\bar{U}_j$).

The one-sided local speeds of propagation $a^{\pm}_{j+\frac{1}{2}}$ are estimated using the largest and the smallest eigenvalues of the Jacobian $A(U) := J \partial_{\mathcal{F}}$, which we denote by $\lambda_1(A(U)) \leq \ldots \leq \lambda_d(A(U))$. This can be done, for example, by taking

$$a^{+}_{j+\frac{1}{2}} = \max \left\{ \lambda_d(A(U^{+}_{j+\frac{1}{2}})), \lambda_d(A(U^{-}_{j+\frac{1}{2}})), 0 \right\},$$

and

$$a^{-}_{j+\frac{1}{2}} = \min \left\{ \lambda_1(A(U^{+}_{j+\frac{1}{2}})), \lambda_1(A(U^{-}_{j+\frac{1}{2}})), 0 \right\}.
$$

(2.4)

The (formal) order of the scheme (2.2)-(2.4) is determined by the accuracy the point values $U^{\pm}_{j+\frac{1}{2}}$ are reconstructed with and the order of the ODE solver used to integrate the ODE system (2.2) in time. In this paper, we use the LCD-based second-order piecewise linear reconstruction described in §2.1 and the three-stage third-order strong stability preserving (SSP) Runge-Kutta solver; see, e.g., [10,11].

2.1. LCD-based piecewise linear reconstruction

In order to ensure at least second-order of accuracy of the CU scheme (2.2)-(2.4), one has to use a second-order piecewise linear reconstruction, which will be non-oscillatory provided the numerical derivatives are computed using a nonlinear limiter. A library of different limiters are available; see, e.g., [2,12,25,28,32,41,42]. The limiters can be classified as dissipative, compressive or overcompressive; see [28]. When applied to the conservative variables $U$, dissipative limiters may introduce excessive numerical dissipation, which may result in oversmeared solution discontinuities. On the other hand, compressive and overcompressive limiters tend to lead to quite large oscillations near discontinuities and artificial sharpening smooth parts of the solution (compressive limiters may lead to kinks, that is, jumps in the first derivatives, while the overcompressive limiters may lead to jumps in the solution itself); see, e.g., [28]. Part of these difficulties can be overcome by reconstructing local characteristic variables as it was demonstrated in [35] in the context of higher-order WENO reconstructions.

In this paper, we use the minmod limiter, which is, according to [28], the most compressive out of dissipative limiters. As this limiter typically leads to quite large oscillations when applied to the conservative variables, we implement it in the LCD framework. Specifically, we first introduce the matrix $\hat{A}_{j+\frac{1}{2}} = A(\bar{U}_{j+\frac{1}{2}})$, where $A(U) := \partial_{\mathcal{F}}$ is the Jacobian and $\bar{U}_{j+\frac{1}{2}}$ is either a simple average $(\bar{U}_j + \bar{U}_{j+1})/2$ or another type of average of the $\bar{U}_j$ and $\bar{U}_{j+1}$ states.

As long as the system (1.1) is strictly hyperbolic, we compute the matrices $R_{j+\frac{1}{2}}$ and $\hat{R}_{j+\frac{1}{2}}$ such that $R_{j+\frac{1}{2}} \hat{A}_{j+\frac{1}{2}} R_{j+\frac{1}{2}}$ is a diagonal matrix and introduce the local characteristic variables $\Gamma_k$ in the neighborhood of $x = x_{j+\frac{1}{2}}$:

$$
\Gamma_k = R_{j+\frac{1}{2}}^{-1} \bar{U}_k, \quad k = j - 1, \ldots, j + 2.
$$

Equipped with the values $\Gamma_{j-1}$, $\Gamma_j$, $\Gamma_{j+1}$ and $\Gamma_{j+2}$, we reconstruct $\Gamma$ in the cell $C_j$ by computing

$$
(\Gamma_x)_j = \minmod \left( \frac{\Gamma_j - \Gamma_{j-1}}{\Delta x}, \frac{\Gamma_{j+1} - \Gamma_{j-1}}{2\Delta x}, \frac{\Gamma_{j+1} - \Gamma_j}{\Delta x} \right),
$$

(2.5)

and

$$
(\Gamma_x)_{j+1} = \minmod \left( \frac{\Gamma_{j+1} - \Gamma_j}{\Delta x}, \frac{\Gamma_{j+2} - \Gamma_j}{2\Delta x}, \frac{\Gamma_{j+2} - \Gamma_{j+1}}{\Delta x} \right),
$$

(2.6)

where the minmod function, defined as
\[
\text{minmod}(z_1, z_2, \ldots) := \begin{cases} 
\min_j |z_j| & \text{if } z_j > 0 \ \forall j, \\
\max_j |z_j| & \text{if } z_j < 0 \ \forall j, \\
0 & \text{otherwise}, 
\end{cases} 
\]

is applied in the component-wise manner. The slopes (2.5) and (2.6) allow to evaluate
\[
\Gamma_{j + \frac{1}{2}} = \Gamma_j + \frac{\Delta x}{2}(\Gamma_x)_j \quad \text{and} \quad \Gamma_{j + \frac{1}{2}}^+ = \Gamma_{j+1} - \frac{\Delta x}{2}(\Gamma_x)_{j+1},
\]
and obtain the corresponding point values of \( \mathbf{U} \) by
\[
\mathbf{U}_{j + \frac{1}{2}} = \mathbf{R}_{j + \frac{1}{2}} \mathbf{\Gamma}_{j + \frac{1}{2}}^\pm.
\]

\textbf{Remark 2.1.} In Appendix A, we provide a detailed explanation on how the average matrix \( \hat{A}_{j+\frac{1}{2}} \) and the corresponding matrices \( R_{j+\frac{1}{2}} \) and \( R_{j+\frac{1}{2}}^{-1} \) are computed in the case of the Euler equation of gas dynamics.

3. 1-D LCD-based central-upwind scheme

In this section, we introduce a new 1-D LCD-based CU scheme, in which the amount of numerical dissipation is substantially reduced compared with the original CU scheme (2.2)–(2.3). To this end, we first rewrite the numerical flux (2.3) of the original CU scheme in the following form:
\[
\mathcal{F}_{j + \frac{1}{2}} = \frac{F_j + F_{j+1}}{2} + D_{j + \frac{1}{2}},
\]
where \( F_j := F(\mathbf{U}_j) \) and \( D_{j + \frac{1}{2}} \) is the numerical diffusion given by
\[
D_{j + \frac{1}{2}} = \frac{a_{j + \frac{1}{2}}^+ - a_{j + \frac{1}{2}}^-}{a_{j + \frac{1}{2}}^+ - a_{j + \frac{1}{2}}^-} \left[ F_{j + \frac{1}{2}}^- - \frac{F_j + F_{j+1}}{2} \right] - \frac{a_{j + \frac{1}{2}}^-}{a_{j + \frac{1}{2}}^+ - a_{j + \frac{1}{2}}^-} \left[ F_{j + \frac{1}{2}}^+ - \frac{F_j + F_{j+1}}{2} \right] + \frac{a_{j + \frac{1}{2}}^+ a_{j + \frac{1}{2}}^-}{a_{j + \frac{1}{2}}^+ - a_{j + \frac{1}{2}}^-} \left( U_{j + \frac{1}{2}}^+ - U_{j + \frac{1}{2}}^- \right),
\]
which, in turn, can be rewritten with the help of the matrix \( R_{j + \frac{1}{2}} \) introduced in §2.1 and using (2.8) as follows:
\[
D_{j + \frac{1}{2}} = R_{j + \frac{1}{2}} P_{j + \frac{1}{2}} R_{j + \frac{1}{2}}^{-1} \left[ F_{j + \frac{1}{2}}^- - \frac{F_j + F_{j+1}}{2} \right] + R_{j + \frac{1}{2}} M_{j + \frac{1}{2}} R_{j + \frac{1}{2}}^{-1} \left[ F_{j + \frac{1}{2}}^+ - \frac{F_j + F_{j+1}}{2} \right] + R_{j + \frac{1}{2}} Q_{j + \frac{1}{2}} \left( \Gamma_{j + \frac{1}{2}}^+ - \Gamma_{j + \frac{1}{2}}^- \right).
\]
Here, \( P_{j + \frac{1}{2}} \), \( M_{j + \frac{1}{2}} \), and \( Q_{j + \frac{1}{2}} \) are the diagonal matrices
\[
(P_{j + \frac{1}{2}}) = \text{diag}((P_1)_{j + \frac{1}{2}}, \ldots, (P_d)_{j + \frac{1}{2}}), \quad (M_{j + \frac{1}{2}}) = \text{diag}((M_1)_{j + \frac{1}{2}}, \ldots, (M_d)_{j + \frac{1}{2}}),
\]
\[
(Q_{j + \frac{1}{2}}) = \text{diag}((Q_1)_{j + \frac{1}{2}}, \ldots, (Q_d)_{j + \frac{1}{2}})
\]
with
\[
((P_i)_{j + \frac{1}{2}}, (M_i)_{j + \frac{1}{2}}, (Q_i)_{j + \frac{1}{2}}) = \frac{1}{a_{j + \frac{1}{2}}^+ - a_{j + \frac{1}{2}}^-} (a_{j + \frac{1}{2}}^+, -a_{j + \frac{1}{2}}^-, a_{j + \frac{1}{2}}^+, a_{j + \frac{1}{2}}^-), \quad i = 1, \ldots, d. \tag{3.4}
\]

The main idea of the new the 1-D LCD-based CU scheme is to replace the constant entries (3.4) in the diagonal matrices \( P_{j + \frac{1}{2}} \), \( M_{j + \frac{1}{2}} \), and \( Q_{j + \frac{1}{2}} \) with the corresponding characteristic entries of the diagonal matrix \( R_{j + \frac{1}{2}}^{-1} \hat{A}_{j + \frac{1}{2}} R_{j + \frac{1}{2}} \). This is motivated by the fact that in the linear case with \( \mathbf{F}(\mathbf{U}) = \mathbf{A}\mathbf{U} \), the local characteristic speed might be different for each (diagonalized) component \( \mathbf{F} \). Hence, a diffusion that depends on the corresponding local speed of each component may lead to a sharper resolution of possible discontinuities.

Proposed modifications lead to the semi-discrete scheme
\[
\frac{d\mathbf{U}_j}{dt} = -\frac{\mathcal{F}_{j + \frac{1}{2}} - \mathcal{F}_{j - \frac{1}{2}}}{\Delta x}, \tag{3.5}
\]
where the numerical fluxes $\mathcal{F}^{\text{LCD}}_{j+\frac{1}{2}}$ are the LCD modifications of (3.1):

$$\mathcal{F}^{\text{LCD}}_{j+\frac{1}{2}} = \frac{F_j + F_{j+1}}{2} + D^{\text{LCD}}_{j+\frac{1}{2}},$$  \hspace{1cm} (3.6)

with the following LCD modification of the numerical diffusion term (3.2)–(3.4):

$$D^{\text{LCD}}_{j+\frac{1}{2}} = R_{j+\frac{1}{2}}^{LCD} p_{j+\frac{1}{2}}^{LCD} R_{j+\frac{1}{2}}^{-1} \left[ F_j - \frac{F_j + F_{j+1}}{2} \right] + R_{j+\frac{1}{2}}^{LCD} M_{j+\frac{1}{2}}^{LCD} R_{j+\frac{1}{2}}^{-1} \left[ F_j + \frac{F_j + F_{j+1}}{2} \right].$$  \hspace{1cm} (3.7)

Here,

$$p^{\text{LCD}}_{j+\frac{1}{2}} = \text{diag}((p_1^{\text{LCD}})_{j+\frac{1}{2}}, \ldots, (p_d^{\text{LCD}})_{j+\frac{1}{2}}), \quad M^{\text{LCD}}_{j+\frac{1}{2}} = \text{diag}((M_1^{\text{LCD}})_{j+\frac{1}{2}}, \ldots, (M_d^{\text{LCD}})_{j+\frac{1}{2}}),$$

$$Q^{\text{LCD}}_{j+\frac{1}{2}} = \text{diag}((Q_1^{\text{LCD}})_{j+\frac{1}{2}}, \ldots, (Q_d^{\text{LCD}})_{j+\frac{1}{2}})$$

with

$$((p_1^{\text{LCD}})_{j+\frac{1}{2}}, (M_1^{\text{LCD}})_{j+\frac{1}{2}}, (Q_1^{\text{LCD}})_{j+\frac{1}{2}})$$

$$= \begin{cases} 
    \frac{1}{(\lambda_i^+)^2 - (\lambda_i^-)^2}, & \text{if } (\lambda_i^+)^2 - (\lambda_i^-)^2 > \epsilon, \\
    0, & \text{otherwise},
\end{cases}$$  \hspace{1cm} (3.8)

and

$$\lambda_i^+ = \max \left\{ \lambda_i(A(U^-_{j+\frac{1}{2}})), \lambda_i(A(U^+_{j+\frac{1}{2}})), 0 \right\},$$

$$\lambda_i^- = \min \left\{ \lambda_i(A(U^-_{j+\frac{1}{2}})), \lambda_i(A(U^+_{j+\frac{1}{2}})), 0 \right\},$$

for $i = 1, \ldots, d$.

Finally, $\epsilon$ in (3.8) is a very small desingularization constant, taken $\epsilon = 10^{-10}$ in all of the numerical examples reported in §5.

It is crucial to note that the proposed 1-D LCD-based CU scheme reduces to the second-order semi-discrete upwind scheme when applied to a linear hyperbolic system (1.2) with constant coefficients. This is proven in the following lemma.

**Lemma 3.1.** If

$$F(U) = AU,$$  \hspace{1cm} (3.9)

where $A$ is a constant matrix, then the scheme (3.5)–(3.7) becomes the second-order semi-discrete upwind scheme.

**Proof.** We note that in the linear case with constant coefficients, the corresponding matrix composed of the right eigenvectors of $A$ is also a constant matrix, that is, $R_{j+\frac{1}{2}} = R$, and matrices $p_{j+\frac{1}{2}}^{\text{LCD}}$ and $M_{j+\frac{1}{2}}^{\text{LCD}}$ reduce to

$$p_{j+\frac{1}{2}}^{\text{LCD}} = P = \text{diag} \left( \max(\text{sign}(\lambda_1), 0), \ldots, \max(\text{sign}(\lambda_d), 0) \right),$$

$$M_{j+\frac{1}{2}}^{\text{LCD}} = M = \text{diag} \left( \min(\text{sign}(\lambda_1), 0), \ldots, \min(\text{sign}(\lambda_d), 0) \right),$$  \hspace{1cm} (3.10)

while the matrix $Q_{j+\frac{1}{2}}^{\text{LCD}} = 0$ as $\lambda_i^+ \lambda_i^- = \max(\lambda_i, 0) \cdot \min(\lambda_i, 0) = 0$.

Taking into account the above simplifications and substituting (3.9) and (3.10) into (3.7), yields the following expression for the numerical diffusion term:

$$D^{\text{LCD}}_{j+\frac{1}{2}} = RPR^{-1} A \left[ U^-_{j+\frac{1}{2}} - \frac{U_j + U_{j+1}}{2} \right] + RMR^{-1} A \left[ U^+_{j+\frac{1}{2}} - \frac{U_j + U_{j+1}}{2} \right]$$

$$= RPR^{-1} AR \left[ R^{-1} \left( U^-_{j+\frac{1}{2}} - \frac{U_j + U_{j+1}}{2} \right) \right] + RMR^{-1} AR \left[ R^{-1} \left( U^+_{j+\frac{1}{2}} - \frac{U_j + U_{j+1}}{2} \right) \right]$$

$$= RA^+ \left( \Gamma^-_{j+\frac{1}{2}} - \frac{\Gamma_j + \Gamma_{j+1}}{2} \right) + RA^- \left( \Gamma^+_{j+\frac{1}{2}} - \frac{\Gamma_j + \Gamma_{j+1}}{2} \right),$$  \hspace{1cm} (3.11)
where
\[ A^+ = PR^{-1}AR = P\Lambda = \text{diag}(\max(\lambda_1, 0), \ldots, \max(\lambda_d, 0)), \]
\[ A^- = MR^{-1}AR = M\Lambda = \text{diag}(\min(\lambda_1, 0), \ldots, \min(\lambda_d, 0)). \]

Finally, combining (3.9) and (3.11) together and including them into (3.6), we obtain
\[
\mathcal{F}^{\text{LCD}}_{j+\frac{1}{2}} = \frac{1}{2}A\left(\overline{U}_j + \overline{U}_{j+1}\right) + RA^+\left(\Gamma_j^{+} - \Gamma_{j+1}^{+}\right) + RA^-\left(\Gamma_j^{-} - \Gamma_{j+1}^{-}\right)
\]
\[ = \frac{1}{2}(A^+ + A^-)\left(\overline{U}_j + \overline{U}_{j+1}\right) + A^+\left(\overline{U}_j - \overline{U}_{j+1}\right) + A^-\left(\overline{U}_j + \overline{U}_{j+1}\right) \tag{3.12} \]
where \( A^\pm := RA^\pm R^{-1}. \) This confirms that the scheme (3.5), (3.12) is the second-order semi-discrete upwind scheme. \( \Box \)

4. 2-D LCD-based central-upwind scheme

In this section, we generalize the 1-D LCD-based CU scheme introduced in §3 for the 2-D hyperbolic system of conservation laws (1.1). We design the 2-D LCD-based CU scheme in a “dimension-by-dimension” manner, so that it reads as
\[
\frac{d\overline{U}_{j,k}}{dt} = -\frac{\mathcal{F}^{\text{LCD}}_{j+\frac{1}{2},k} - \mathcal{F}^{\text{LCD}}_{j-\frac{1}{2},k} - \mathcal{G}^{\text{LCD}}_{j,k+\frac{1}{2}} - \mathcal{G}^{\text{LCD}}_{j,k-\frac{1}{2}}}{\Delta y}, \tag{4.1} \]
where
\[
\mathcal{F}^{\text{LCD}}_{j+\frac{1}{2},k} = \frac{F_{j,k} + F_{j+1,k}}{2} + D^{\text{LCD}}_{j+\frac{1}{2},k} - \mathcal{G}^{\text{LCD}}_{j,k+\frac{1}{2}} - \mathcal{G}^{\text{LCD}}_{j,k-\frac{1}{2}} \tag{4.2} \]
Here, \( F_{j,k} := F(\overline{U}_{j,k}), G_{j,k} := G(\overline{U}_{j,k}), \) and \( D^{\text{LCD}}_{j+\frac{1}{2},k} \) and \( D^{\text{LCD}}_{j,k+\frac{1}{2}} \) are the numerical diffusion terms defined by
\[
D^{\text{LCD}}_{j+\frac{1}{2},k} = R_{j+\frac{1}{2},k} p^{\text{LCD}}_{j+\frac{1}{2},k} R_{j+\frac{1}{2},k}^{-1}\begin{bmatrix}
F_{j,k} - F_{j+1,k} \\
0
\end{bmatrix}
\]
\[ + R_{j+\frac{1}{2},k} M^{\text{LCD}}_{j+\frac{1}{2},k} R_{j+\frac{1}{2},k}^{-1}\begin{bmatrix}
F^W_{j+1,k} - F_{j+1,k} \\
0
\end{bmatrix} + R_{j+\frac{1}{2},k} Q^{\text{LCD}}_{j+\frac{1}{2},k} \left(\Gamma^W_{j,k} - \Gamma^E_{j,k}\right), \tag{4.3} \]
\[ D^{\text{LCD}}_{j,k+\frac{1}{2}} = R_{j,k+\frac{1}{2}} p^{\text{LCD}}_{j,k+\frac{1}{2}} R_{j,k+\frac{1}{2}}^{-1}\begin{bmatrix}
G_{j,k} - G_{j,k+1} \\
0
\end{bmatrix}
\]
\[ + R_{j,k+\frac{1}{2}} M^{\text{LCD}}_{j,k+\frac{1}{2}} R_{j,k+\frac{1}{2}}^{-1}\begin{bmatrix}
G^N_{j,k+1} - G_{j,k+1} \\
0
\end{bmatrix} + R_{j,k+\frac{1}{2}} Q^{\text{LCD}}_{j,k+\frac{1}{2}} \left(\Gamma^N_{j,k+1} - \Gamma^S_{j,k}\right). \]
The matrices \( R_{j+\frac{1}{2},k}, R_{j,k+\frac{1}{2}}, R_{j,k+\frac{1}{2}}^{-1}, R_{j+\frac{1}{2},k}^{-1} \) are the matrices such that \( R_{j+\frac{1}{2},k} A_{j+\frac{1}{2},k} R_{j+\frac{1}{2},k}^{-1} \) and \( R_{j,k+\frac{1}{2}} A_{j,k+\frac{1}{2}} R_{j,k+\frac{1}{2}}^{-1} \) are diagonal. Here, \( A_{j+\frac{1}{2},k} := A(\overline{U}_{j+\frac{1}{2},k}), \) \( B_{j+\frac{1}{2},k} := B(\overline{U}_{j+\frac{1}{2},k}) \) with \( A(U) = \frac{\partial F(U)}{\partial U}, \)
\( B(U) = \frac{\partial G(U)}{\partial U}, \) and \( \overline{U}_{j+\frac{1}{2},k}, \overline{U}_{j+\frac{1}{2},k} \) are either simple averages \((\overline{U}_{j,k} + \overline{U}_{j+1,k})/2, (\overline{U}_{j,k} + \overline{U}_{j+1,k})/2\) or another type of averages of \( \overline{U}_{j,k}, \overline{U}_{j+1,k}, \overline{U}_{j+1,k} \) states, respectively. The numerical fluxes \( F^{E,W}_{j,k} \) and \( G^{N,S}_{j,k} \) are defined by \( F^{E,W}_{j,k} := F(U_{j,k}^{E,W}), G^{N,S}_{j,k} := G(U_{j,k}^{N,S}), \) and the details of constructing the point values \( U_{j,k}^{E,W} \) and \( U_{j,k}^{N,S}, \Gamma^E_{j,k}, \Gamma^W_{j,k}, \Gamma^N_{j,k}, \Gamma^S_{j,k} \) for the 2-D Euler equations of gas dynamics are provided in Appendix C. Finally, the diagonal matrices \( p^{\text{LCD}}_{j+\frac{1}{2},k}, Q^{\text{LCD}}_{j+\frac{1}{2},k}, M^{\text{LCD}}_{j+\frac{1}{2},k}, Q^{\text{LCD}}_{j,k+\frac{1}{2}}, \) and \( Q^{\text{LCD}}_{j,k+\frac{1}{2}} \) are defined by
\[
p^{\text{LCD}}_{j+\frac{1}{2},k} = \text{diag}\left(\left(p^{\text{LCD}}_1\right)_{j+\frac{1}{2},k}, \ldots, \left(p^{\text{LCD}}_d\right)_{j+\frac{1}{2},k}\right), \quad p^{\text{LCD}}_{j,k+\frac{1}{2}} = \text{diag}\left(\left(p^{\text{LCD}}_1\right)_{j,k+\frac{1}{2}}, \ldots, \left(p^{\text{LCD}}_d\right)_{j,k+\frac{1}{2}}\right),
\]
\[ M^{\text{LCD}}_{j+\frac{1}{2},k} = \text{diag}\left(\left(M^{\text{LCD}}_1\right)_{j+\frac{1}{2},k}, \ldots, \left(M^{\text{LCD}}_d\right)_{j+\frac{1}{2},k}\right), \quad M^{\text{LCD}}_{j,k+\frac{1}{2}} = \text{diag}\left(\left(M^{\text{LCD}}_1\right)_{j,k+\frac{1}{2}}, \ldots, \left(M^{\text{LCD}}_d\right)_{j,k+\frac{1}{2}}\right),
\]
\[ Q^{\text{LCD}}_{j+\frac{1}{2},k} = \text{diag}\left(\left(Q^{\text{LCD}}_1\right)_{j+\frac{1}{2},k}, \ldots, \left(Q^{\text{LCD}}_d\right)_{j+\frac{1}{2},k}\right), \quad Q^{\text{LCD}}_{j,k+\frac{1}{2}} = \text{diag}\left(\left(Q^{\text{LCD}}_1\right)_{j,k+\frac{1}{2}}, \ldots, \left(Q^{\text{LCD}}_d\right)_{j,k+\frac{1}{2}}\right), \]
\[
\left( \left( p_{i,j}^{\text{LCD}} \right)_{j+\frac{1}{2},k}, \left( M_{i,j}^{\text{LCD}} \right)_{j+\frac{1}{2},k}, \left( Q_{i,j}^{\text{LCD}} \right)_{j+\frac{1}{2},k} \right)
\]
\[
= \begin{cases} 
\frac{1}{\Delta(\lambda_i)_{j+\frac{1}{2},k}} \left( (\lambda_i^+)_{j+\frac{1}{2},k}, - (\lambda_i^-)_{j+\frac{1}{2},k}, (\lambda_i^+)_{j+\frac{1}{2},k} (\lambda_i^-)_{j+\frac{1}{2},k} \right) & \text{if } \Delta(\lambda_i)_{j+\frac{1}{2},k} > \varepsilon, \\
0 & \text{otherwise},
\end{cases}
\]
\[
\left( \left( \rho_{i,j}^{\text{LCD}} \right)_{j,k+\frac{1}{2}}, \left( M_{i,j}^{\text{LCD}} \right)_{j,k+\frac{1}{2}}, \left( Q_{i,j}^{\text{LCD}} \right)_{j,k+\frac{1}{2}} \right)
\]
\[
= \begin{cases} 
\frac{1}{\Delta(\mu_i)_{j,k+\frac{1}{2}}} \left( (\mu_i^+)_{j,k+\frac{1}{2}}, - (\mu_i^-)_{j,k+\frac{1}{2}}, (\mu_i^+)_{j,k+\frac{1}{2}} (\mu_i^-)_{j,k+\frac{1}{2}} \right) & \text{if } \Delta(\mu_i)_{j,k+\frac{1}{2}} > \varepsilon, \\
0 & \text{otherwise},
\end{cases}
\]

Here, \( \Delta(\lambda_i)_{j+\frac{1}{2},k} \) and \( \Delta(\mu_i)_{j,k+\frac{1}{2}} \) are the eigenvalues of the Jacobians \( A(U) \) and \( B(U) \): \( \lambda_1(A) \leq \ldots \leq \lambda_d(A) \) and \( \mu_1(B) \leq \ldots \leq \mu_d(B) \), respectively.

We note that as in the 1-D case, the proposed 2-D LCD-based CU scheme reduces to the second-order semi-discrete upwind scheme when applied to a linear hyperbolic system

\[
U_t + A U_x + B U_y = 0
\]

with constant matrices \( A \) and \( B \). This is proven in the following lemma.

**Lemma 4.1.** If

\[
F(U) = A U \quad \text{and} \quad G(U) = B U, \quad (4.4)
\]

where \( A \) and \( B \) are constant matrices, then the scheme (4.1)-(4.3) becomes the second-order semi-discrete upwind scheme.

**Proof.** As in Lemma 3.1, we note that the corresponding matrices composed of the right eigenvectors of \( A \) and \( B \) are also constant matrices, that is, \( R_{j+\frac{1}{2},k} \equiv R_1, \) \( R_{j,k+\frac{1}{2}} \equiv R_2 \) and matrices \( p_{i,j}^{\text{LCD}} \), \( p_{i,j}^{\text{LCD}} \), \( M_{i,j}^{\text{LCD}} \), and \( M_{i,j}^{\text{LCD}} \) reduce to

\[
p_{\text{LCD}}^{j+\frac{1}{2},k} \equiv P_1 = \text{diag} \left( \max(\text{sign}(\lambda_1), 0), \ldots, \max(\text{sign}(\lambda_d), 0) \right),
\]
\[
p_{\text{LCD}}^{j,k+\frac{1}{2}} \equiv P_2 = \text{diag} \left( \max(\text{sign}(\mu_1), 0), \ldots, \max(\text{sign}(\mu_d), 0) \right),
\]
\[
M_{i,j}^{\text{LCD}} \equiv M_1 = \text{diag} \left( \min(\text{sign}(\lambda_1), 0), \ldots, \min(\text{sign}(\lambda_d), 0) \right),
\]
\[
M_{i,j}^{\text{LCD}} \equiv M_2 = \text{diag} \left( \min(\text{sign}(\mu_1), 0), \ldots, \min(\text{sign}(\mu_d), 0) \right),
\]

while the matrices \( Q_{i,j}^{\text{LCD}} \equiv Q_{i,j}^{\text{LCD}} \equiv 0 \) as \( \lambda_i^+ \lambda_i^- = \max(\lambda_i, 0) \cdot \min(\lambda_i, 0) = 0 \) and \( \mu_i^+ \mu_i^- = \max(\mu_i, 0) \cdot \min(\mu_i, 0) = 0 \).

Taking into account the above simplifications and substituting (4.4) and (4.5) into (4.3), yields the following expressions for the numerical diffusion terms in the \( x- \) and \( y- \) directions, respectively:
\[
D_{j+\frac{1}{2},k}^{\text{LCD}} = R_1 P_1 R_1^{-1} A \left[ \frac{U_{j,k}^E - \overline{U}_{j+\frac{1}{2},k} + \overline{U}_{j+1,k}}{2} \right] + R_1 M_1 R_1^{-1} A \left[ \frac{U_{j+1,k}^W - \overline{U}_{j,k+\frac{1}{2}} + \overline{U}_{j+1,k}}{2} \right] \\
= R_1 P_1 R_1^{-1} A R_1 \left[ \frac{U_{j,k}^E - \overline{U}_{j+\frac{1}{2},k} + \overline{U}_{j+1,k}}{2} \right] \\
+ R_1 M_1 R_1^{-1} A R_1 \left[ \frac{U_{j+1,k}^W - \overline{U}_{j,k+\frac{1}{2}} + \overline{U}_{j+1,k}}{2} \right] \\
= R_1 A^+ \left( \frac{\overline{U}_{j,k} + \overline{U}_{j+1,k}}{2} \right) + R_1 A^- \left( \frac{\overline{U}_{j+1,k} + \overline{U}_{j+\frac{1}{2},k}}{2} \right),
\]

(4.6)

where

\[
A^+ = P_1 R_1^{-1} A R_1 = P_1 A_1 = \text{diag}(\max(\lambda_1, 0), \ldots, \max(\lambda_d, 0)), \\
A^- = M_1 R_1^{-1} A R_1 = M_1 A_1 = \text{diag}(\min(\lambda_1, 0), \ldots, \min(\lambda_d, 0)),
\]

Finally, combining (4.4) and (4.6) together and including them into (4.2), we obtain

\[
\mathcal{F}_{j+\frac{1}{2},k}^{\text{LCD}} = \frac{1}{2} A \left( \overline{U}_{j,k} + \overline{U}_{j+1,k} \right) \\
+ R_1 A^+ \left( \frac{\overline{U}_{j,k} + \overline{U}_{j+1,k}}{2} \right) + R_1 A^- \left( \frac{\overline{U}_{j+1,k} + \overline{U}_{j+\frac{1}{2},k}}{2} \right) \\
= \frac{1}{2} \left( A^+ + A^- \right) \left( \overline{U}_{j,k} + \overline{U}_{j+1,k} \right) \\
+ A^+ \left( \frac{U_{j,k}^E - \overline{U}_{j,k} + \overline{U}_{j+1,k}}{2} \right) + A^- \left( \frac{U_{j+1,k}^W - \overline{U}_{j,k} + \overline{U}_{j+1,k}}{2} \right) = A^+ U_{j,k}^E + A^- U_{j+1,k}^W,
\]

(4.7)

\[
\mathcal{G}_{j+\frac{1}{2},k}^{\text{LCD}} = \frac{1}{2} B \left( \overline{U}_{j,k} + \overline{U}_{j+1,k} \right) \\
+ R_2 A^+ \left( \frac{\overline{U}_{j,k} + \overline{U}_{j+1,k}}{2} \right) + R_2 A^- \left( \frac{\overline{U}_{j,k} + \overline{U}_{j+1,k}}{2} \right) \\
= \frac{1}{2} \left( B^+ + B^- \right) \left( \overline{U}_{j,k} + \overline{U}_{j+1,k} \right) \\
+ B^+ \left( \frac{U_{j,k}^N - \overline{U}_{j,k} + \overline{U}_{j+1,k}}{2} \right) + B^- \left( \frac{U_{j+1,k}^S - \overline{U}_{j,k} + \overline{U}_{j+1,k}}{2} \right) = B^+ U_{j,k}^N + B^- U_{j+1,k}^S,
\]

(4.8)

where

\[
A^\pm := R_1 A^\pm R_1^{-1} \quad \text{and} \quad B^\pm := R_2 A^\pm R_2^{-1}.
\]

This confirms that the scheme (4.1), (4.7)-(4.8) is the second-order semi-discrete upwind scheme. \( \square \)

5. Numerical examples

In this section, we apply the proposed LCD-based CU schemes, which will be referred to as the New CU schemes, to the 1-D and 2-D Euler equations of gas dynamics described in Appendices A and C, respectively. We conduct several numerical
Table 5.1
Example 1: The $L^1$-errors and experimental convergence rates for the density ($\rho$), momentum ($\rho u$), and total energy ($E$).

| $\Delta x$ | $\rho$ | Rate | $\rho u$ | Rate | $E$ | Rate |
|-----------|--------|------|---------|------|-----|------|
|           | Error  |       | Error   |       | Error |       |
| 1/200     | 2.72e-04 | 2.02 | 7.88e-04 | 2.02 | 3.55e-03 | 2.02 |
| 1/400     | 6.69e-05 | 2.08 | 1.92e-04 | 2.07 | 8.64e-04 | 2.07 |
| 1/600     | 1.59e-05 | 2.01 | 4.64e-05 | 2.01 | 2.08e-04 | 2.01 |
| 1/1600    | 3.93e-06 | 2.04 | 1.15e-05 | 2.03 | 5.15e-05 | 2.04 |
| 1/3200    | 9.62e-07 | 2.01 | 2.82e-06 | 2.01 | 1.26e-05 | 2.01 |

Table 5.2
Example 2: The $L^\infty$-errors for the velocity ($u$) and pressure ($p$) between the exact solutions.

| $\Delta x$ | $||u - u_{\text{Exact}}||_\infty$ | $||p - p_{\text{Exact}}||_\infty$ |
|-----------|------------------------------------|------------------------------------|
| 1/200     | 1.25e-16                           | 2.22e-16                           |

experiments and compare the performance of the New CU schemes with that of the corresponding 1-D and 2-D second-order CU schemes from [18] and [22], respectively, which will be referred to as the Old CU schemes.

In Examples 1–11, we take the specific heat ratio $\gamma = 1.4$, while in Example 12, we set $\gamma = 5/3$. In all of the examples, we use the CFL number 0.4.

5.1. One-dimensional examples

Example 1—1-D accuracy test

In the first example, we consider the problem with the following smooth initial data:

$$u(x, 0) = \sin \left(\frac{\pi x}{5} + \frac{\pi}{4}\right), \quad \rho(x, 0) = \left[\frac{\gamma - 1}{2\sqrt{\gamma}} (u(x, 0) + 10)\right]^{\frac{2}{\gamma - 1}}, \quad p(x, 0) = p^\gamma(x, 0).$$

We implement the periodic boundary conditions on the computational domain $[0, 10]$ and compute the numerical solution until the final time $t = 0.1$ (at which the solution is still smooth) using the New CU scheme on a sequence of uniform meshes with $\Delta x = 1/50, 1/100, 1/200, 1/400, 1/800, 1/1600$, and $1/3200$.

We compute $L^1$-errors and estimate the experimental convergence rates using the following Runge formulae, which are based on the solutions computed on the three consecutive uniform grids with the mesh sizes $\Delta x$, $2\Delta x$, and $4\Delta x$ and denoted by $(\cdot)^{\Delta x}, (\cdot)^{2\Delta x},$ and $(\cdot)^{4\Delta x}$, respectively:

$$\text{Error}(\Delta x) \approx \frac{\delta_{24}^2}{\delta_{12}}, \quad \text{Rate}(\Delta x) \approx \log_2 \left(\frac{\delta_{24}}{\delta_{12}}\right).$$

Here, $\delta_{12} := ||(\cdot)^{\Delta x} - (\cdot)^{2\Delta x}||_{L^1}$ and $\delta_{24} := ||(\cdot)^{2\Delta x} - (\cdot)^{4\Delta x}||_{L^1}$. The obtained results for the density, momentum, and total energy are reported in Table 5.1, where one can clearly see that the second order of accuracy is achieved.

Example 2—moving contact wave

In the second example, we consider the moving contact discontinuity problem from [20], which is considered on the interval $[0, 1]$ with the free boundary conditions at both ends and subject to the following initial conditions:

$$(\rho, u, p)(x, 0) = \begin{cases} (1.4, 0.1, 1), & x < 0.5, \\ (1, 0.1, 1), & x > 0.5. \end{cases}$$

We compute the numerical solutions until the final time $t = 0.2$ by both the New and Old CU schemes on a uniform mesh with $\Delta x = 1/200$ and then plot them in Fig. 5.1 together with the exact solution. As one can see, the New CU scheme achieves slightly higher resolution than the Old one. It is also instructive to note that both the velocity $u$ and pressure $p$ computed by the New CU scheme, remain constant in this example. We illustrate it in Table 5.2, where we show that both $u$ and $p$ are computed within the machine error. Moreover, this property is true for any problem with initially constant $u$ and $p$ as stated in the following lemma.

Lemma 5.1. If $u(x, 0) \equiv \hat{u}, \ p(x, 0) \equiv \hat{p}$, where $\hat{u}$ and $\hat{p} > 0$ are given constants, then $u(x, t) \equiv \hat{u}$ and $p(x, t) \equiv \hat{p}$ for all $t$.

The proof of this lemma is given in Appendix B.
Example 3—“shock-bubble” interaction problem

In the third example, we consider the “shock-bubble” interaction problem taken from [23]. The initial data, given by

\[(\rho, u, p)(x, 0) = \begin{cases} 
(13.1538, 0, 1) & \text{if } |x| < 0.25, \\
(1.3333, -0.3535, 1.5) & \text{if } x > 0.75, \\
(1, 0, 1) & \text{otherwise},
\end{cases}\]

correspond to a left-moving shock, initially located at \(x = 0.75\), and a bubble of radius 0.25, initially located at the origin. We implement solid wall boundary conditions on the left and free boundary conditions on the right of the computational domain \([-1, 1]\). We compute the numerical solution until the final time \(t = 3\) using both the New and Old CU schemes on the uniform mesh with \(\Delta x = 1/100\). The obtained numerical results are presented in Fig. 5.2 along with the reference solution computed by the Old CU scheme on a much finer mesh with \(\Delta x = 1/2000\). As one can see, the results obtained by the New CU scheme are sharper and less oscillatory compared to the Old CU scheme results, which have lower resolution of the shock waves and contain an oscillation at the contact discontinuity.

Example 4—shock-entropy wave interaction problem

In this example, we consider the shock-entropy problem from [40]. The initial conditions,

\[(\rho, u, p)(x, 0) = \begin{cases} 
(1.51695, 0.523346, 1.805), & x < -4.5, \\
(1 + 0.1 \sin(20x), 0, 1), & x > -4.5,
\end{cases}\]

correspond to a forward-facing shock wave of Mach 1.1 interacting with high-frequency density perturbations, that is, as the shock wave moves, the perturbations spread ahead. We set free boundary condition at the both ends of the computational domain \([-5, 5]\). We apply both New and Old CU schemes and compute the solutions until the final time \(t = 5\) on a uniform mesh with \(\Delta x = 1/80\). The numerical results are shown in Fig. 5.3 along with the reference solution computed by the Old CU scheme on a much finer mesh with \(\Delta x = 1/400\). One can observe that the New CU scheme produces substantially more accurate results compared to those obtained by the Old CU scheme. This can also be clearly seen on Fig. 5.3 (right), where we zoom at the area where the solution has smooth oscillatory structures.
Example 5—stationary contact wave, traveling shock and rarefaction wave

In the fifth example, we consider the strong shocks interaction problem proposed in [45]. The initial conditions,

\[
(\rho, u, p)(x, 0) = \begin{cases} 
(1, -19.59745, 1000) & \text{if } x < 0.8, \\
(1, -19.59745, 0.01) & \text{otherwise},
\end{cases}
\]

are prescribed in the computational domain \([-1, 1]\), in which free boundary conditions are implemented. We compute the numerical solutions until the final time \(t = 0.03\) by both the New and Old CU schemes on a uniform mesh with \(\Delta x = 1/100\), as well as the reference solution, which is obtained by the Old CU scheme on a much finer mesh with \(\Delta x = 1/2000\). The numerical results, plotted in Fig. 5.4, show that both schemes produce non-oscillatory numerical solutions, but the resolution of the contact wave achieved by the New CU scheme is higher; see also Fig. 5.4 (right), where we zoom at the neighborhood of the contact wave.

Example 6—blast wave problem

In the last 1-D example, we solve the strong shocks interaction problem from [45], which is considered on the interval \([0, 1]\) with the solid wall boundary conditions at both ends and subject to the following initial conditions:

\[
(\rho, u, p)(x, 0) = \begin{cases} 
(1, 0, 1000), & x < 0.1, \\
(1, 0, 0.01), & 0.1 \leq x \leq 0.9, \\
(1, 0, 100), & x > 0.9.
\end{cases}
\]

We compute the numerical solutions until the final time \(t = 0.038\) by both the New and Old CU schemes on a uniform mesh with \(\Delta x = 1/400\) and implement the Old CU scheme on a fine grid with \(\Delta x = 1/4000\) to obtain the corresponding reference solution. The obtained results, presented in Fig. 5.5, demonstrate that the New CU scheme achieves slightly higher resolution of the second density spike.
5.2. Two-dimensional examples

Example 7—2-D accuracy test

In the first 2-D example taken from [19], we consider the 2-D Euler equations of gas dynamics subject to the periodic initial conditions,

\[
\rho(x, y, 0) = 1 + \frac{1}{2} \sin(\pi(x + y)), \quad u(x, y, 0) \equiv 1, \quad v(x, y, 0) \equiv -0.7, \quad p(x, y, 0) \equiv 1,
\]

prescribed on \([-1, 1] \times [-1, 1]\). The exact solution of this initial value problem can be easily obtained and it is given by

\[
\rho(x, y, t) = 1 + \frac{1}{2} \sin[\pi(x + y - 0.3t)], \quad u(x, y, t) \equiv 1, \quad v(x, y, t) \equiv -0.7, \quad p(x, y, 0) \equiv 1.
\]

We first compute the numerical solution until the final time \(t = 0.1\) using the New CU scheme on a sequence of uniform meshes with \(\Delta x = \Delta y = 1/50, 1/100, 1/200, \) and \(1/400\). We then measure the \(L^1\)-errors and the corresponding experimental convergence rates for the density. The obtained results presented in Table 5.3, confirm that the New CU scheme achieves the expected second order of accuracy.

Example 8—2-D Riemann problem

In the second 2-D example, we consider Configuration 3 of the 2-D Riemann problems taken from [22]; see also [36,37,46]. The initial conditions,

\[
(\rho(x, y, 0), u(x, y, 0), v(x, y, 0), p(x, y, 0)) = \begin{cases} 
(1.5, 0, 0, 1.5), & x > 1, \ y > 1, \\
(0.5323, 1.206, 0, 0.3), & x < 1, \ y > 1, \\
(0.138, 1.206, 1.206, 0.029), & x < 1, \ y < 1, \\
(0.5323, 0, 1.206, 0.3), & x > 1, \ y < 1,
\end{cases}
\]

are prescribed in the computational domain \([0, 1.2] \times [0, 1.2]\), in which the free boundary conditions are implemented on all of the four sides of the domain. We compute the numerical solutions until the final time \(t = 1\) by both the New and Old CU schemes on a uniform mesh with \(\Delta x = \Delta y = 3/2500\), and plot the obtained results in Fig. 5.6. As one can clearly see, the New CU scheme outperforms the Old CU scheme in capturing a sideband instability of the jet in the zones of strong along-jet velocity shear and the instability along the jet’s neck.

Example 9—explosion problem

In this example, we consider the explosion problem studied in [8,17,20,29]. This is a circularly symmetric problem with an initial circular region of higher density and pressure with the following initial conditions,
Example 9: Density \( \rho \) computed by the Old (left) and New (right) CU schemes.

\[
(\rho(x, y, 0), u(x, y, 0), v(x, y, 0), p(x, y, 0)) = \begin{cases}
(1, 0, 0, 1), & x^2 + y^2 < 0.16, \\
(0.125, 0, 0, 1), & \text{otherwise},
\end{cases}
\]

prescribed in the computational domain \([0, 1.5] \times [0, 1.5]\). Solid wall boundary conditions are imposed at \(x = 0\) and \(y = 0\), while free boundary conditions are set at \(x = 1.5\) and \(y = 1.5\). It is well-known that the solution of this initial-boundary value problem develops circular shock and contact waves. While the shock wave is stable and a good numerical scheme should contain a sufficient amount of numerical dissipation to capture the shock in a stable, non-oscillatory manner, the contact wave is unstable and can only be stabilized numerically by the numerical diffusion present in the scheme. Therefore, this is a good benchmark to measure the amount of numerical dissipation present in different schemes as one ideally wants to have as little numerical dissipation as possible, but sufficient to stabilize the shock wave.

We apply both New and Old CU schemes and compute the numerical solutions on a uniform mesh with \(\Delta x = \Delta y = 3/800\) until the final time \(t = 3.2\). The obtained results are presented in Fig. 5.7. One can observe that compared with the results obtained by the Old CU scheme, the contact curve captured by the New CU scheme is substantially “curlier” and the mixing layer is slightly wider (indicating a more severe instability), while the shock is still stable.

Example 10—Implosion problem

In this example, we consider the implosion problem taken from \([8,17,20,29]\). The initial conditions,

\[
(\rho(x, y, 0), u(x, y, 0), v(x, y, 0), p(x, y, 0)) = \begin{cases}
(0.125, 0, 0, 0.14), & |x| + |y| < 0.15, \\
(1, 0, 0, 1), & \text{otherwise},
\end{cases}
\]

are prescribed in the computational domain \([0, 0.3] \times [0, 0.3]\) with solid boundary conditions imposed at all of the four sides. We compute the numerical solutions until the final time \(t = 2.5\) by both the New and Old CU schemes on a uniform mesh with \(\Delta x = \Delta y = 1/2000\). The obtained results are depicted in Fig. 5.8 (top row). As one can clearly see, a jet generated
by the New CU scheme propagates much further in the direction of $y = x$ than the jet produced by the Old CU scheme. This is attributed to a much smaller amount of numerical dissipation present in the New CU scheme.

In this example, we also check the efficiency of the proposed LCD-based CU scheme by performing a more thorough comparison between the Old and New CU schemes: We now take into account additional computational cost of the New CU scheme. To this end, we measure the CPU time consumed during the above calculations by the New CU scheme and refine the mesh used by the Old CU scheme to the level that exactly the same CPU time is consumed to compute both of the numerical solutions. The corresponding grids are $\Delta x = \Delta y = 1/2000$ for the New CU scheme, and $\Delta x = \Delta y = 1/2500$ for the Old CU scheme (this solution is plotted in Fig. 5.8 (bottom left)). The obtained numerical results indicate that the New CU scheme still achieves a much higher resolution than the Old CU scheme.

It is instructive to check whether the solution computed by the Old CU scheme on even finer mesh will be comparable with the New CU solution. To this end, we refine the mesh to the level $\Delta x = \Delta y = 3/10000$ and plot the obtained Old CU scheme in Fig. 5.8 (bottom right). As one can see, this solution is similar to the New CU solution shown in Fig. 5.8 (top right). This shows that the New CU scheme is capable of resolving the same details on a substantially coarser grid due to the smaller amount of numerical diffusion present in the scheme.

**Example 11—Kelvin-Helmholtz (KH) instability**

In this example, we study the KH instability, which develops in the test problem taken from [5,6,8,17,34]. We take the following initial data:

$$
(\rho(x, y, 0), u(x, y, 0)) = \begin{cases} 
(1, -0.5 + 0.5e^{(y+0.25)/L}), & y < -0.25, \\
(2, 0.5 - 0.5e^{(-y-0.25)/L}), & -0.25 < y < 0, \\
(2, 0.5 - 0.5e^{(y-0.25)/L}), & 0 < y < 0.25, \\
(1, -0.5 + 0.5e^{(0.25-y)/L}), & y > 0.25, 
\end{cases}
$$

$v(x, y, 0) = 0.01 \sin(4\pi x)$, $p(x, y, 0) \equiv 1.5$,
where $L$ is a smoothing parameter (we take $L = 0.00625$), which corresponds to a thin shear interface with a perturbed vertical velocity field $v$ in the conducted simulations. Periodic boundary conditions are imposed on all of the four sides of the computational domain $[-0.5, 0.5] \times [-0.5, 0.5]$. We compute the numerical solutions until the final time $t = 4$ by both the New and Old CU schemes on a uniform mesh with $\Delta x = \Delta y = 1/1024$. The numerical results at times $t = 1, 2.5,$ and $4$ are presented in Fig. 5.9. As one can see, at the early time $t = 1$, the vortex streets formed by the adaptive scheme are more pronounced. These structures continue growing exponentially in time showing much more complicated turbulent mixing captured by the New CU scheme, especially at the final time $t = 4$. Clearly, the New CU scheme outperforms the Old one in achieving a higher resolution of the KH instabilities.

For the KH instability problem, it is well-known that numerical solutions do not converge when the mesh is refined, since the limiting solution is not a weak solution but a so-called dissipative weak solution; see [4] for more details. The latter can be approximated by the Cesàro averages computed from the numerical solutions on meshes with different resolutions. As proved in [4], the Cesàro averages converge strongly (in the $L^q$-norm with $1 \leq q < \infty$) to a dissipative weak solution.
In order to approximate the limiting solution, we consider the Cesàro averages of the densities computed at the final time $t = 4$ by the New and Old CU schemes. To this end, we introduce the sequence of meshes with the cells of size $1/2^n$, $n = 5, \ldots, 10$, and denote by $\rho(1/2^n)$ the density computed on the corresponding mesh. We then project the obtained coarser mesh solutions with $n = 5, \ldots, m - 1$ onto the finer mesh with $n = m$ (the projection is carried out using the minmod reconstruction [28,32,41] applied to the density field) and denote the obtained results still by $\rho(1/2^n)$, $n = 5, \ldots, m$. After this, we compute the Cesàro averages by

$$
\rho^C(1/2^n) = \frac{\rho(1/2^5) + \cdots + \rho(1/2^m)}{m - 4}, \quad m = 8, 9, 10.
$$

The obtained results, presented in Fig. 5.10 for both the New and Old CU schemes, indicate non-uniqueness of the limiting dissipative weak solution that apparently depends on the choice of the numerical diffusion. This leads to an interesting question on suitable selection criteria that can be studied in the future.
Example 12—Rayleigh-Taylor (RT) instability

In the last example taken from [8,17,38,43], we investigate the RT instability, which is a physical phenomenon occurring when a layer of heavier fluid is placed on top of a layer of lighter fluid. The model is governed by the 2-D Euler equations (1.1), (C.1)–(C.2) with added gravitational source terms. In the studied setup, the gravitational force acts in the positive $y$-direction and the modified system reads as

$$
\rho_t + (\rho u)_x + (\rho v)_y = 0,
$$

$$
(\rho u)_t + (\rho u^2 + p)_x + (\rho u v)_y = 0,
$$

$$
(\rho v)_t + (\rho u v)_x + (\rho v^2 + p)_y = \rho,
$$

$$
E_t + [u(E + p)]_x + [v(E + p)]_y = \rho v.
$$

This system is considered subject to the following initial conditions:

$$
(\rho(x, y, 0), u(x, y, 0), v(x, y, 0), p(x, y, 0)) = \begin{cases} 
(2, 0, -0.025 c \cos(8\pi x), 2y + 1), & y < 0.5, \\
(1, 0, -0.025 c \cos(8\pi x), y + 1.5), & \text{otherwise,}
\end{cases}
$$

where $c := \sqrt{\gamma p/\rho}$ is the speed of sound, and the solid wall boundary conditions at $x = 0$ and $x = 0.25$, and the following Dirichlet boundary conditions at the top and bottom boundaries:

$$
(\rho, u, v, p)|_{y=1} = (1, 0, 2, 2.5), \quad (\rho, u, v, p)|_{y=0} = (2, 0, 0, 1).
$$

We compute the numerical solutions in the computational domain $[0, 0.25] \times [0, 1]$ discretized using a uniform mesh with $\Delta x = \Delta y = 1/1024$ until the final time $t = 2.95$ by both the New and Old CU schemes. The numerical results at times $t = 1.95$ and 2.95, presented in Fig. 5.11, show a significant difference in performance of the New and Old CU schemes. Indeed, the New CU scheme is capable of capturing the RT instability with a much higher resolution of the complicated solution structure. Once again, this indicates that the New CU scheme is substantially less dissipative than its Old counterpart.

As in Example 11, we approximate the dissipative weak solution using the Cesàro averages, which are computed by (5.1) using the same sequence of meshes. The obtained results for both the New and Old CU schemes at the times $t = 1.95$ and 2.95 are presented in Figs. 5.12 and 5.13, respectively. Once again, we observe that the limiting dissipative weak solution is apparently non-unique as it seems to depend on the choice of the numerical diffusion.
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Appendix A. LCD matrices for the 1-D Euler equations of gas dynamics

The 1-D Euler equations of gas dynamics read as the system (2.1) with

$$\mathbf{U} = \begin{pmatrix} \rho \\ \rho u \\ E \end{pmatrix} \quad \text{and} \quad \mathbf{F}(\mathbf{U}) = \begin{pmatrix} \rho u \\ \rho u^2 + p \\ \mathbf{uu}(E + p) \end{pmatrix}.$$

where $\rho$, $u$, $p$, and $E$ are the density, velocity, pressure and total energy, respectively. The system is completed through the following equations of state (EOS):

$$E = \rho e + \frac{1}{2} \rho u^2, \quad e = \frac{p}{\gamma - 1} \rho,$$

where $e$ is the specific internal energy, and $\gamma$ is the parameter representing the specific heat ratio.
We first compute the Jacobian

\[
A(\textbf{U}) = \frac{\partial \textbf{F}}{\partial \textbf{U}}(\textbf{U}) = \begin{pmatrix}
\frac{\gamma - 3}{2} u^2 & (3 - \gamma) u & \gamma - 1 \\
-\frac{\gamma u E}{\rho} + (\gamma - 1) u^3 & H - (\gamma - 1) u^2 & \gamma u \\
\end{pmatrix},
\]

where \( H = \frac{E + p}{\rho} \) is the total specific enthalpy. We then introduce the matrices

\[
\hat{\mathbf{A}}_{j+\frac{1}{2}} = \begin{pmatrix}
\frac{\gamma - 3}{2} \hat{u}^2 & (3 - \gamma) \hat{u} & \gamma - 1 \\
-\frac{\gamma \hat{u} \hat{E}}{\rho} + (\gamma - 1) \hat{u}^3 & \hat{H} - (\gamma - 1) \hat{u}^2 & \gamma \hat{u} \\
\end{pmatrix},
\]

where \( \hat{\cdot} \) stands for the following averages:

\[
\hat{\rho} = \frac{\overline{\rho_j + \rho_{j+1}}}{2}, \quad \hat{u} = \frac{u_j + u_{j+1}}{2}, \quad \hat{\rho} = \frac{p_j + p_{j+1}}{2}, \quad \hat{\rho} = \frac{\hat{E} + \hat{p}}{\gamma - 1} + \frac{1}{2} \hat{\rho} \hat{u}^2,
\]

where

\[
u_j = \frac{\overline{\rho_j}}{\rho_j} \quad \text{and} \quad \nu_j = (\gamma - 1) \left[ \frac{\hat{E} - 1}{2} \rho_j u_j^2 \right].
\]

Notice that all of the \( \hat{\cdot} \) quantities have to have a subscript index, that is, \( \hat{\cdot} = \hat{\cdot}_{j+\frac{1}{2}} \), but we omit it for the sake of brevity for all of the quantities except for \( \hat{\mathbf{A}} \). We then compute the matrix \( R_{j+\frac{1}{2}} \) composed of the right eigenvectors of \( \hat{\mathbf{A}}_{j+\frac{1}{2}} \) and obtain

\[
R_{j+\frac{1}{2}} = \begin{pmatrix}
1 & 1 \\
\hat{H} - \hat{u} \hat{c} & \hat{u}^2 - \hat{u} \hat{c} \\
\end{pmatrix} \quad \text{and} \quad R^{-1}_{j+\frac{1}{2}} = \begin{pmatrix}
\frac{\hat{u}^2 + \hat{u} \hat{\phi}}{2} & -\hat{u} - \hat{\phi} \\
\frac{2 \phi - 2 \hat{H}}{2 \hat{c}} & 2 \hat{u} \\
\end{pmatrix},
\]

(A.2)

where \( \hat{\phi} = 2 \hat{H} - \hat{u}^2 \) and \( \hat{c} = \sqrt{\gamma \hat{\rho} / \rho} \).

Appendix B. Proof of Lemma 5.1

In order to prove that the New CU scheme can maintain constant velocity and pressure, it is sufficient to show that if at a given time level \( t \), \( u_j(t) \equiv \hat{u} \) and \( p_j(t) \equiv \hat{\rho} \), then

\[
(F_{j+\frac{1}{2}}^{\text{LCD}})^{(2)} = \hat{u} (F_{j+\frac{1}{2}}^{\text{LCD}})^{(1)} + \hat{\rho} \quad \text{and} \quad (F_{j+\frac{1}{2}}^{\text{LCD}})^{(3)} = \frac{\hat{u}^2}{2} (F_{j+\frac{1}{2}}^{\text{LCD}})^{(1)} + \frac{\gamma \hat{u} \hat{\rho}}{\gamma - 1},
\]

(B.1)

where \( (F_{j+\frac{1}{2}}^{\text{LCD}})^{(i)} \) denotes the \( i \)th component of the LCD-based numerical flux \( F_{j+\frac{1}{2}}^{\text{LCD}} \). Indeed, let us for simplicity assume that the ODE system (3.5) is discretized using the forward Euler method and if (B.1) holds, we then obtain

\[
\overline{\rho_j(t + \Delta t)} = \overline{\rho_j(t)} - \frac{\Delta t}{\Delta x} \left[ (F_{j+\frac{1}{2}}^{\text{LCD}})^{(1)} - (F_{j-\frac{1}{2}}^{\text{LCD}})^{(1)} \right],
\]

and hence

\[
(\overline{\rho_j u_j})_j(t + \Delta t) = (\overline{\rho_j u_j})_j(t) - \frac{\Delta t}{\Delta x} \left[ (F_{j+\frac{1}{2}}^{\text{LCD}})^{(2)} - (F_{j-\frac{1}{2}}^{\text{LCD}})^{(2)} \right]
\]

\[
= \overline{\rho_j(t)} \hat{u} - \frac{\Delta t}{\Delta x} \hat{u} \left[ (F_{j+\frac{1}{2}}^{\text{LCD}})^{(1)} - (F_{j-\frac{1}{2}}^{\text{LCD}})^{(1)} \right] = \overline{\rho_j(t + \Delta t)} \hat{u},
\]

which immediately implies

\[
u_j(t + \Delta t) = \frac{(\overline{\rho_j u_j})_j(t + \Delta t)}{\overline{\rho_j(t + \Delta t)}} = \hat{u}.
\]

(B.2)
We then obtain
\[
\bar{E}_j(t + \Delta t) = \bar{E}_j(t) - \frac{\Delta t}{\Delta x} \left[ (\varphi_{\text{LCD}})_{j + \frac{1}{2}}^{(3)} - (\varphi_{\text{LCD}})_{j - \frac{1}{2}}^{(3)} \right]
\]
\[
= \bar{E}_j(t) - \frac{\hat{u}_j^2 \Delta t}{2 \Delta x} \left[ (\varphi_{\text{LCD}})_{j + \frac{1}{2}}^{(1)} - (\varphi_{\text{LCD}})_{j - \frac{1}{2}}^{(1)} \right] = \bar{E}_j(t) + \frac{\hat{u}_j^2}{2} [\bar{p}_j(t + \Delta t) - \bar{p}_j(t)].
\]
Using the EOS (A.1) and (B.2), the last equation can be rewritten as
\[
\frac{\bar{p}_j(t + \Delta t)}{\gamma - 1} + \frac{\hat{u}_j^2}{2} \bar{p}_j(t + \Delta t) = \frac{\hat{p}}{\gamma - 1} + \frac{\hat{u}_j^2}{2} \bar{p}_j(t) + \frac{\hat{u}_j^2}{2} [\bar{p}_j(t + \Delta t) - \bar{p}_j(t)].
\]
which results in
\[
\bar{p}_j(t + \Delta t) = \hat{p}.
\]
A similar computation establishing (B.2) and (B.3) can be carried out for other ODE solvers.

In order to complete the proof of Lemma 5.1, we now need to verify (B.1) for the LCD-based CU numerical flux (3.6)–(3.8), (A.2). To this end, we use the notations introduced in Appendix A, the fact that \((p_{1\text{LCD}}^{(1)})_{j + \frac{1}{2}} + (M_{1\text{LCD}}^{(1)})_{j + \frac{1}{2}} \equiv 1\) for \(i \in \{1, 2, 3\}\) and for all \(j\) (see (3.8)), and after a proper simplification arrive at
\[
(\varphi_{\text{LCD}})_{j + \frac{1}{2}}^{(1)} = \frac{1}{\phi} \left[ \left( \frac{\hat{u}}{\gamma - 1} - \frac{\hat{v}}{\gamma - 1} \right) (p_{1\text{LCD}}^{(1)})_{j + \frac{1}{2}} + \left( \frac{\gamma \hat{u}}{\rho (\gamma - 1)^2} - \frac{\hat{v}}{2 \rho (\gamma - 1)^2} \right) (p_{3\text{LCD}}^{(1)})_{j + \frac{1}{2}} \right],
\]
\[
(\varphi_{\text{LCD}})_{j + \frac{1}{2}}^{(2)} = \frac{\hat{u}}{\phi} (\varphi_{\text{LCD}})_{j + \frac{1}{2}}^{(1)} + \rho \left[ \left( \frac{\hat{u}}{\gamma - 1} - \frac{\hat{v}}{\gamma - 1} \right) (p_{1\text{LCD}}^{(1)})_{j + \frac{1}{2}} + \left( \frac{\gamma \hat{u}}{\rho (\gamma - 1)^2} - \frac{\hat{v}}{2 \rho (\gamma - 1)^2} \right) (p_{3\text{LCD}}^{(1)})_{j + \frac{1}{2}} \right],
\]
\[
(\varphi_{\text{LCD}})_{j + \frac{1}{2}}^{(3)} = \frac{\hat{u}^2}{2} (\varphi_{\text{LCD}})_{j + \frac{1}{2}}^{(1)} - \frac{\hat{p}}{\phi} \left[ \left( \frac{\gamma \hat{u}}{\rho (\gamma - 1)^2} - \frac{\hat{v}}{2 \rho (\gamma - 1)^2} \right) (p_{1\text{LCD}}^{(1)})_{j + \frac{1}{2}} \right],
\]
It should be observed that the last equality has been established using the formula \(\dot{\phi} = \frac{2 \gamma \hat{p}}{\rho (\gamma - 1)}\), which can be obtained from the definitions of \(\dot{\phi}, \dot{H},\) and \(\dot{E}\). \(\square\)

**Appendix C. LCD-based piecewise linear reconstruction for the 2-D Euler equations of gas dynamics**

The 2-D Euler equations of gas dynamics read as (1.1) with
\[
U = \begin{pmatrix}
\rho \\
\rho u \\
\rho v \\
E
\end{pmatrix}, \quad F(U) = \begin{pmatrix}
\rho u \\
\rho u^2 + p \\
\rho uv \\
u(E + p)
\end{pmatrix}, \quad G(U) = \begin{pmatrix}
\rho v \\
\rho uv \\
\rho v^2 + p \\
v(E + p)
\end{pmatrix},
\]
where \(\rho\) is the density, \(u\) and \(v\) are the \(x\)- and \(y\)-velocities, \(p\) is the pressure, and \(E\) is the total energy. The system is completed through the following EOS:
\[ E = \rho e + \frac{p}{2}(u^2 + v^2), \quad e = \frac{p}{(\gamma - 1)\rho}, \]  

where, as in the 1-D case, \( e \) is the specific internal energy, and \( \gamma \) is the parameter representing the specific heat ratio.

In what follows, we discuss the reconstruction of the point values \( U_{j,k}^{N,W} \) and \( \Gamma_{j,k}^{N,S} \) (the point values \( U_{j,k}^{N,S} \) and \( \Gamma_{j,k}^{N,S} \) can be computed in a similar manner and we omit the details for the sake of brevity). To this end, we first compute the Jacobian

\[
A(U) = \frac{\partial F}{\partial U}(U) = \begin{pmatrix}
\frac{\gamma - 3}{2}u^2 + \frac{\gamma - 1}{2}v^2 & 1 & 0 & 0 \\
-uv & (3 - \gamma)u & (1 - \gamma)v & \gamma - 1 \\
\gamma u E / \rho + (\gamma - 1)u(u^2 + v^2) & H - (\gamma - 1)u^2 & (1 - \gamma)uv & \gamma u \\
\end{pmatrix},
\]

where, as in the 1-D case, \( H = \frac{E + p}{\rho} \). We then introduce the matrices

\[
\hat{A}_{j+\frac{1}{2},k} = \begin{pmatrix}
0 & 0 & 1 & 0 \\
-\hat{u}\hat{v} & (3 - \gamma)\hat{u} & (1 - \gamma)\hat{v} & \gamma - 1 \\
-\gamma \hat{u} E / \rho + (\gamma - 1)\hat{u}(\hat{u}^2 + \hat{v}^2) & \hat{H} - (\gamma - 1)\hat{u}^2 & (1 - \gamma)\hat{u}\hat{v} & \gamma \hat{u} \\
\end{pmatrix},
\]

where \( (\cdot) \) stands for the following averages:

\[
\hat{\rho} = \frac{\rho_{j,k} + \rho_{j+1,k}}{2}, \quad \hat{u} = \frac{u_{j,k} + u_{j+1,k}}{2}, \quad \hat{v} = \frac{v_{j,k} + v_{j+1,k}}{2}, \quad \hat{p} = \frac{p_{j,k} + p_{j+1,k}}{2},
\]

\[
\hat{H} = \hat{E} + \hat{\rho} / \gamma, \quad \hat{E} = \frac{\rho}{\gamma - 1} + \frac{\hat{\rho}}{2}(\hat{u}^2 + \hat{v}^2),
\]

where

\[
u_{j,k} = \frac{(\rho u)_{j,k}}{\rho_{j,k}}, \quad v_{j,k} = \frac{(\rho v)_{j,k}}{\rho_{j,k}}, \quad \text{and} \quad p_{j,k} = (\gamma - 1)\left[ E_{j,k} - \frac{\rho_{j,k}}{2}(u_{j,k}^2 + v_{j,k}^2) \right].
\]

As in Appendix A, all of the \( (\cdot) \) quantities have to have a subscript index, that is, \( (\cdot) = \hat{(\cdot)}_{j+\frac{1}{2},k} \), which we omit for the sake of brevity for all of the quantities except for \( \hat{A} \). We then compute the matrix \( R_{j+\frac{1}{2},k} \) composed of the right eigenvectors of \( \hat{A}_{j+\frac{1}{2},k} \) and obtain

\[
R_{j+\frac{1}{2},k} = \begin{pmatrix}
1 & 1 & 0 & 1 \\
\hat{u} - \hat{c} & \hat{u} & 0 & \hat{u} + \hat{c} \\
\hat{v} & \hat{v} & 1 & \hat{v} \\
\hat{H} - \hat{u}\hat{c} & \hat{u}^2 + \hat{v}^2 / 2 & \hat{v} & \hat{H} + \hat{u}\hat{c} \\
\end{pmatrix}
\]

and

\[
R^{-1}_{j+\frac{1}{2},k} = \frac{1}{\phi} \begin{pmatrix}
\hat{u}^2 + \hat{v}^2 / 2 + \hat{\phi} - \hat{\phi} \hat{\phi} / 2\hat{c} & -\hat{\phi} / 2\hat{c} & -\hat{\phi} / 2\hat{c} & 1 \\
2\hat{\phi} - 2\hat{H} / 2\hat{c} & 2\hat{u} / 2\hat{c} & 2\hat{v} / 2\hat{c} & 2 \\
-\hat{\phi} / 2\hat{c} & 0 & \hat{\phi} & 0 \\
\hat{u}^2 + \hat{v}^2 / 2 - \hat{\phi} \hat{\phi} / 2\hat{c} & -\hat{\phi} / 2\hat{c} & -\hat{\phi} / 2\hat{c} & 1 \\
\end{pmatrix},
\]

where \( \hat{\phi} = 2\hat{H} - \hat{u}^2 - \hat{v}^2 \) and \( \hat{c} = \sqrt{\gamma \rho / \hat{\rho}}. \)

We then introduce the local characteristic variables in the neighborhood of \((x, y) = (x_{j+\frac{1}{2}}, y_k)\):

\[
\Gamma_{\ell,k} = R^{-1}_{j+\frac{1}{2},k} \bar{U}_{\ell,k}, \quad \ell = j - 1, \ldots, j + 2.
\]

Equipped with the values \( \Gamma_{j-1,k}, \Gamma_{j,k}, \Gamma_{j+1,k}, \) and \( \Gamma_{j+2,k} \), we compute

\[
(\Gamma)_{j,k} = \min \left\{ \frac{\Gamma_{j,k} - \Gamma_{j-1,k}}{\Delta x}, \frac{\Gamma_{j+1,k} - \Gamma_{j-1,k}}{2\Delta x}, \frac{\Gamma_{j+2,k} - \Gamma_{j,k}}{\Delta x} \right\},
\]
\[(\Gamma_x)_{j+1,k} = \text{minmod} \left( 2 \frac{\Gamma_{j+k+1,k} - \Gamma_{j,k}}{\Delta x}, \frac{\Gamma_{j+k+2,k} - \Gamma_{j+k,k}}{2\Delta x}, 2 \frac{\Gamma_{j+k+1,k} - \Gamma_{j+k+1,k}}{\Delta x} \right), \]

where the minmod function, defined in (2.7), is applied in the component-wise manner. We then use these slopes to evaluate

\[\Gamma_{j,k}^E = \Gamma_{j,k} + \frac{\Delta x}{2} (\Gamma_x)_{j,k} \quad \text{and} \quad \Gamma_{j+1,k}^W = \Gamma_{j+1,k} - \frac{\Delta x}{2} (\Gamma_x)_{j+1,k}, \]

and finally obtain the corresponding point values of \( U \) by

\[u_{E,W,j+\frac{1}{2}} = R_{j+\frac{1}{2},k} \Gamma_{E,W,j+\frac{1}{2}}. \]
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