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ABSTRACT
Semi-supervised learning (SSL), which aims at leveraging a few labeled images and a large number of unlabeled images for network training, is beneficial for relieving the burden of data annotation in medical image segmentation. According to the experience of medical imaging experts, local attributes such as texture, luster and smoothness are very important factors for identifying target objects like lesions and polyps in medical images. Motivated by this, we propose a cross-level contrastive learning scheme to enhance representation capacity for local features in semi-supervised medical image segmentation. Compared to existing image-wise, patch-wise and point-wise contrastive learning algorithms, our devised method is capable of exploring more complex similarity cues, namely the relational characteristics between global and local patch-wise representations. Additionally, for fully making use of cross-level semantic relations, we devise a novel consistency constraint that compares the predictions of patches against those of the full image. With the help of the cross-level contrastive learning and consistency constraint, the unlabelled data can be effectively explored to improve segmentation performance on two medical image datasets for polyp and skin lesion segmentation respectively. Code of our approach is available here.

Index Terms— Medical Image Segmentation, Semi-supervised Learning, Contrastive Learning, Consistency

1. INTRODUCTION
The optimization of segmentation models based on convolutional neural networks (CNN) is very data-hungry, which requires a large number of carefully annotated images. Semi-supervised learning, which requires limited amount of annotated data and large amount of unlabeled data, can help to reduce the workload of annotation. In this topic, the reasonable exploration of unlabeled data is critical for preventing the segmentation models from overfitting with scarce annotated data.
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A classical method for involving in unlabeled images is the self-labeling algorithm [1], which attempt to automatically allocate pseudo labels for unlabeled images with self-learned models. The performance of this kind of methods is dependent to the quality of pseudo labels. Besides, they may be severely influenced by the confirmation bias since the self-labeling strategy is difficult to rectify the incorrect predictions. The other typical manner for taking advantage of unlabeled images is the self-supervised learning [2] which is effective visual representations from unlabelled data with upstream pretext tasks. These pretext tasks such as relative position prediction [2] and rotation prediction [3] usually can be easily annotated and have underlying relations to the understanding of images. They can be exerted to enhancing the representation capacity of segmentation models. Owing to the high interpretability, contrastive learning attracts extensive research interest and brings about significant progress in self-supervised learning.

Contrastive learning (CL) algorithms [4, 5, 6] usually regard similar image pairs as positive instances and dissimilar image pairs as negative instances. During training, positive instances are encouraged to get closer to each other while negative instances are constrained to be mutually exclusive in the latent feature space. The majority of CL approaches in image classification tasks follow the pipeline as SimCLR [5], by ap-

Fig. 1. The motivation and the core idea of this paper. We apply contrastive learning or consistency constraint between features or predictions obtained from the full image and local patches, thus encouraging the network to learn the local characteristics in semi-supervised medical image segmentation.
plying contrastive metric learning constraints on image-level embeddings. However, for pixel-level dense prediction tasks like image segmentation, such image-level CL approaches ignore the spatial relation information of the image. For exploring spatial relation information, [7] and [8] construct positive instances with pairs of points under different augmentations but having the same actual locations, and select the negative instances according to semantic inconsistency. [9] combines both image-level and point-level CL, and relies on the correspondence between different views of the same image to sample positive instances for the point-level CL. Similarly, [10] exploits both image-level and point-level CL to enhance the representation capacity for semi-supervised medical image segmentation. However, as far as we know, existing CL methods merely compare features within the same level, namely constraining image-level, patch-level or point-level features. The more complex cross-level similarity cues remains under-explored.

In medical image analysis, local characteristics such as textures and smoothness are critical factors for the identification of the target objects like polyps, tumors and organs. These features are gradually diluted as the forward propagation reaches deeper layers in CNN models. Aiming to strengthen the representation capacity on these local features, we propose a cross-level contrastive learning scheme for semi-supervised medical image segmentation. Provided a full image, a U-Net [11] is employed for extracting the global dense featuremap and deriving of dense predictions. For constraining the receptive field within a limited space, the full image is decomposed into small patches which are successively fed into the CNN model for generating the local dense featuremap. Afterwards, for each point in the global dense featuremap, the point with the same location in the local dense featuremap is regarded as the positive sample, and a set of points at other locations are randomly selected from the global dense featuremap as negative samples. Our proposed cross-level contrastive learning scheme is implemented based on the above tuple formulation strategy. Furthermore, for fully taking advantage of the cross-level relation knowledge from the perspective of semantic content, we apply a consistency constraint between dense predictions of the full image and local patches. The semantic consistency between the two prediction levels can help to promote the intra-class compactness for both global and local dense features. We evaluated our approach on two publicly available medical image segmentation datasets including a polyp segmentation dataset (Kvasir-SEG [12]) and a skin lesion segmentation dataset (ISIC 2018 [13]). Elaborate experiments show that our approach outperforms existing semi-supervised medical image segmentation methods significantly. Main contributions of this paper are summarized as follows.

1) We devise a cross-level contrastive learning algorithm to enhance the representation capacity for local features in semi-supervised semantic segmentation.

2) A cross-level consistency constraint is devised to transmit the representational similarity to the final prediction and explore the semantic relation across levels.

3) Experiments on poly and skin lesion segmentation tasks indicate that our proposed method derives of evidently better performance than state-of-the-art semi-supervised segmentation methods.

2. METHOD

This paper is targeted at tackling the semi-supervised medical image segmentation task. Suppose we have a medical image dataset which is constituted by \( N \) images \( X_L = \{ X_i \}_{i=1}^N \) with pixel-wise annotations \( Y_L = \{ Y_i \}_{i=1}^N \), and \( M \) images \( X_U = \{ X_i \}_{i=N+1}^{N+M} \) without annotations. The goal is to learn a model with strong generalization capacity on unseen testing images. The framework of our approach is shown in Fig [4] which is composed of three losses including a supervised loss, a dense cross-level contrastive loss, and a dense cross-level consistency constraint.

2.1. Dense Cross-level Contrastive Learning

Different with many existing works that extract representations just in image level or patch level, we propose a novel dense cross-level contrastive loss. In our approach, backbone takes both global image and local patches as input, extracting features to compare, thus sufficiently exploring the representational information of respective details in the image.

For input image \( X \in \mathbb{R}^{H \times W \times 3} \), we use a U-Net structure backbone \( f \) to extract the feature map \( Z = f(X) \). Meanwhile, for each input image \( X \), we decompose one image into \( n \times n \) patches \( x_i \in \mathbb{R}^{H \times W \times 3} , i \in [1...n \times n] \). Thereafter, we use the same backbone to extract a local feature map for each patch, \( z_i = f(x_i) \). Both global feature map \( Z \) and local feature maps \( \{ z_i \} \) are fed into a same projection head \( p \), constituted by three convolutional layers, resulting to features \( p(Z) \in \mathbb{R}^{n \times n \times D} \) and \( p(z_i) \in \mathbb{R}^{1 \times 1 \times D} \).

We expect that the representations obtained from patches are similar to those derived from the entire image. Therefore, we design a patch-image contrastive learning loss. Specifically, we utilize a projection head to project feature \( Z \) to \( p(Z) \), where the perceptual fields of each pixel in \( p(Z) \) does not overlap on \( Z \). The feature map of the entire image \( p(Z) \) is decomposed into \( n \times n \) blocks, denoted as \( p(Z)_i \in \mathbb{R}^{1 \times 1 \times D} , i \in [1...n \times n] \). For the two feature sets, \( \{ p(z_i) \} \) and \( \{ p(Z)_i \} \), we use the following formula to calculate the contrastive loss:

\[
L_{\text{contrast}}(i) = -\log \frac{\exp[p(Z)_i \cdot p(z_i)/\tau]}{\sum_{n \neq i} \exp[p(Z)_i \cdot p(Z)_n/\tau]}
\]

(1)
where \( p(Z)_i \) is a pixel of the projected feature map \( p(Z) \); \( p(Z)_i \) and \( p(z_i) \) are the feature vectors in the same position \( i \), and are regarded as the positive pair of contrastive learning; \( \tau \) is a scalar temperature hyperparameter. The loss is averaged over all pixels in the feature map.

2.2. Dense Patch-image Consistency Learning

Contrastive learning is able to enhance the similarity between patches and image at the feature level. In order to transmit the representational similarity to the final prediction and further enhance the context-independent prediction ability of the network, we apply an unsupervised consistency loss between the complete prediction and partial predictions of an image. Specifically, for global feature map \( Z \) and local feature maps \( \{ z_i \} \) of the same image, we utilize a prediction head \( h \), a single convolutional layer with the convolutional kernel of \( 1 \times 1 \), to generate the segmentation predictions. We use mean-square error to measure the difference between the predicted results:

\[
\mathcal{L}_{\text{consist}} = \sum_i \text{MSE}(h(z_i), h(Z)_i)
\]  

where \( h(Z)_i \) means the \( i \)-th patch having the same position as \( z_i \) in the prediction result of the entire image.

2.3. Overall

The overall loss function is formed by summing the supervised loss and the unsupervised loss.

\[
\mathcal{L}_{\text{all}} = \mathcal{L}_{\text{sup}} + \alpha \mathcal{L}_{\text{contrast}} + \beta \mathcal{L}_{\text{consist}}
\]  

For the supervised loss on labeled images, we adopt the combination of a Dice loss and a cross entropy loss:

\[
\mathcal{L}_{\text{sup}} = \frac{1}{2} (\text{DICE} (h(Z), Y) + \text{CE} (h(Z), Y))
\]  

The practical training process is consisting of two stages. In the first stage, we use the supervised and contrastive loss to train the network backbone, aiming to enable the network to extract generalized representations. Namely, \( \alpha \) and \( \beta \) is set to 1 and 0 respectively. In the second stage, we use consistency loss to further utilize cross-level relations in the image and strengthen the network’s ability of capturing useful partial information. Namely, \( \alpha \) and \( \beta \) is set to 0 and 1 respectively. The overall training process has 300 epochs, including 100 epochs for the first stage and 200 epochs for the second stage.

3. EXPERIMENTS

We evaluate our proposed semi-supervised learning approach on two medical segmentation datasets. Comparisons with existing state-of-the-art methods including UAMT [14] and URPC [15] are conducted to showcase the efficacy of our method.

3.1. Datasets

Kvasir-SEG dataset [12] is a polyp segmentation dataset, which contains 1,000 white-light colonoscopy images with pixel-level manual labels. We randomly choose 60% images as the training set, 20% images as the validation set, and the remaining 20% images as the testing set. Among the training set, we select 20% (120) images as labeled data and the other 80% (480) as unlabeled data.

ISIC 2018 dataset [13] is a skin lesion segmentation dataset. We use 2594 skin images with pixel-level lesion labels. We randomly choose 60% images as the training set, 20% images as the validation set, and the remaining 20% images as the testing set. Among the training set, we select 10% (156) images as labeled data and the other 90% (1400) as unlabeled data.
Table 1. Comparison of our approach with state-of-the-art semi-supervised medical image segmentation approaches on Kvasir-SEG dataset with 120 labeled images and 480 unlabeled images.

| Method       | MAE  | Dice  | mIoU  |
|--------------|------|-------|-------|
| U-Net        | 8.16 | 67.03 | 57.08 |
| UAMT         | 7.40 | 69.87 | 59.43 |
| URPC         | 7.10 | 70.83 | 61.50 |
| ours (w/o consist) | 7.73 | 70.37 | 59.73 |
| ours (w/o contrast) | 7.77 | 72.17 | 61.10 |
| ours (all)   | 6.63 | 73.63 | 63.50 |

Table 2. Comparison of our approach with state-of-the-art methods on ISIC 2018 dataset with 156 labeled images and 1400 unlabeled images.

| Method     | MAE    | Dice    | mIoU    |
|------------|--------|---------|---------|
| U-Net      | 8.03   | 79.24   | 70.77   |
| UAMT       | 7.13   | 80.70   | 72.16   |
| URPC       | 7.23   | 80.13   | 71.85   |
| ours (all) | 6.90   | 82.47   | 74.00   |

3.2. Implementation Details and Evaluation Metric

Our approach is implemented in Python with PyTorch library. We used NVIDIA Tesla A100 GPUs for training and testing. The network is trained using Adamw \([16]\) optimizer with default parameters setting. Every training mini-batch is consisting of four annotated images and four unannotated images. All images are resized into 320*320. For fair comparison, the same backbone model, supervised training loss, dataset division and epochs are used for all methods.

We use mean absolute error (MAE), mean intersection over union (mIoU) and Dice coefficient of foreground to evaluate the performance of each method. For each experiment, we randomly select labeled images for 3 times and report the mean and standard deviation.

3.3. Results

Table 1 shows the results of the semi-supervised segmentation algorithms on Kvasir-SEG dataset. Compared with the baseline and other existing SOTA methods, our approach achieves a significant and consistent improvement. In addition, if we just use consistency loss without contrastive loss, or use contrastive loss without consistency loss, all the evaluation metrics are improved but not stable. The result of the ablation experiments demonstrates that both of our proposed loss functions can significantly improve the performance of the network. Table 2 shows the results in ISIC 2018 dataset. Our approach also shows consistent effectiveness on ISIC 2018 dataset.

3.4. Visualization

Figure 3 shows the visual segmentation results of our method on images of two datasets. Three samples are presented for each dataset. It can be concluded from the images that existing methods can effectively process images with simple backgrounds and conspicuous objects. However, these methods cannot fully segment all polyp or skin lesion regions when the object and background look similar, or suppress all background regions when the background is cluttered. In contrast, our approach can robustly better segment out object regions from background, even in complex cases.

4. CONCLUSION

In this work, we investigate the problem of semi-supervised medical image segmentation to reduce the human workload of labelling medical image data. We propose a novel semi-supervised segmentation approach by introducing a cross-level contrastive learning scheme and a cross-level consistency constraint. Our framework can use unlabelled data by exploring the intrinsic relationships across levels within the image. Extensive experiments on two public medical datasets show that our approach outperforms state-of-the-art semi-supervised learning methods consistently.
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