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Abstract

This paper studies a pursuit-evasion problem involving a single pursuer and a single evader, where we are interested in developing a pursuit strategy that doesn’t require continuous, or even periodic, information about the position of the evader. We propose a self-triggered control strategy that allows the pursuer to sample the evader’s position autonomously, while satisfying desired performance metric of evader capture. The work in this paper builds on the previously proposed self-triggered pursuit strategy which guarantees capture of the evader in finite time with a finite number of evader samples. However, this algorithm relied on the unrealistic assumption that the evader’s exact position was available to the pursuer. Instead, we extend our previous framework to develop an algorithm which allows for uncertainties in sampling the information about the evader, and derive tolerable upper-bounds on the error such that the pursuer can guarantee capture of the evader. In addition, we outline the advantages of retaining the evader’s history in improving the current estimate of the true location of the evader that can be used to capture the evader with even less samples. Our approach is in sharp contrast to the existing works in literature and our results ensure capture without sacrificing any performance in terms of guaranteed time-to-capture, as compared to classic algorithms that assume continuous availability of information.
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1 Introduction

In this paper we study a continuous-time pursuit-evasion problem, involving a single pursuer and a single evader where the objective of the pursuer is to catch the evader. Traditionally, treatment of this problem assumes continuous or periodic availability of sensing/communication on the part of the agents, which entails numerous unwanted drawbacks like increased energy expenditure in terms of sensing requirement, network congestion, inefficient bandwidth utilization, increased risk of exposure to adversarial detection, etc. In contrast, we are interested in the scenario where we can relax this continuous/periodic sensing requirement for the pursuer and replace it with triggered decision making, where the pursuer autonomously decides when it needs to sense the evader and update its trajectory to guarantee capture of the evader.

Literature review: There are two main areas related to the contents of this paper. The first is the popular problem of pursuit-evasion which has garnered a lot of interest in the past. From an engineering perspective, pursuit-evasion problems have been studied extensively in context of differential games [Isaacs, 1999, Basar and Olsder, 1999]. In [Sgall, 2001], sufficient conditions are derived for a pursuer to capture an evader where the agents have equal maximum speeds and are constrained to move within the nonnegative quadrant of $\mathbb{R}^2$. In [Alonso et al., 1992], upper and lower bounds on the time-to-capture have been discussed where the agents are constrained in a circular environment. These pursuit strategies have been generalized and extended by [Kopparty and Ravishankar, 2003] to guarantee capture using multiple pursuers in an unbounded environment $\mathbb{R}^n$, as long as the evader is initially located inside the convex hull of the pursuers. In context of multi-agent robotic systems, the visibility-based pursuit-evasion has received a lot of interest in the past [LaValle and Hinrichsen, 2001, Sachs et al., 2004, Isler et al., 2005, Suzuki and Yamashita, 1992, Gerkey et al., 2006].
where visibility limitations are introduced for the pursuers but the agents actively sense and communicate at all times. A related problem has been discussed in Bopardikar et al., 2007, where the agents can move in \( \mathbb{R}^2 \) but each agent has limited range of spatial sensing. A detailed review of recent applications in context of search and rescue missions and motion planning involving adversarial elements can be found in Chung et al., 2011.

The vast literature on pursuit-evasion problems highlights their multifaceted applications in a variety of contexts. However, the previous works usually assume continuous or periodic availability of sensing information, especially on the part of the pursuer. Towards this end, we want to apply the new ideas of triggered control to the problem of pursuit-evasion, which has not been studied so far. In contrast to conventional time-driven approaches, strategies based on triggered control schemes study how information could be sampled for control purposes where the agents act in an opportunistic fashion to meet their desired objective 

Astrom and Bernhardsson, 1999, Velasco et al., 2003. Triggered control allows us to analyze the cost to make up for less communication effort on the part of the agents, while achieving a desired task with a guaranteed level of performance of the system (see Heemels et al., 2012 for an overview of more recent studies). Of particular relevance to this paper are works that study self-triggered controls (Subramanian and Fekri, 2006, Nowzari and Cortés, 2012) or event-triggered (Eqtami et al., 2010, Mazo and Tabuada, 2011) implementations of local agent strategies. In event-triggered control, the focus is on detecting events (both intrinsic and exogenous) during the execution that trigger pre-defined agent actions. In self-triggered control, the emphasis is instead on developing autonomous tests that rely only on current information available to individual agents to schedule or pre-compute future actions. In the context of pursuit-evasion problems, we will make use of the self-triggered approach which equips the pursuer with autonomous decision making in order to decrease its required sensing effort in tracking the evader. In principle, our paper shares with the above works the aim of trading increased decision making at the agent (pursuer) level for less sensing effort while still guaranteeing capture of the evader.

**Contribution:** This paper builds on our earlier work in Aleem et al., 2015, where we applied the framework of triggered control to design a self-triggered pursuit policy for the pursuer which guarantees capture of the evader with a finite number of observations. Our work was different from the existing methods in the literature as our analysis did not assume the availability of continuous or periodic information about the evader. Instead, the self-triggered framework guaranteed capture of the evader without sacrificing any performance, in terms of guaranteed time-to-capture, as compared to classical algorithms that assume continuous information is available at all times.

The key result in Aleem et al., 2015 relied on receiving perfect information about the evader, whenever the pursuer decided to sample. In reality, exact position information about the evader may never be available to the pursuer. The main contribution in this paper is to design a robust self-triggered policy, where we allow for noisy sensor measurements on the part of the pursuer, while still guaranteeing capture with only sporadic evader observations. Our triggered control framework provides fresh insights into dealing with information uncertainties and worst-case scenarios in the pursuit-evasion problem. Our framework readily incorporates the uncertainty in sensing the evader and allows us to derive tolerable error bounds in estimating the evader’s position that preserve our capture guarantees. The theme of our pursuit policy is quite similar to existing works on triggered control; based on the latest current estimate of the evader, the pursuer computes a certificate of sleep duration for which it can follow its current trajectory without having to sense the evader. In addition, we discuss the relative advantages of retaining previous estimates, where we leverage the past information about the evader to arrive at a better estimate of the evader’s true location. We show that incorporating additional knowledge about evader’s past improves the self-triggered update duration for the pursuer and mitigates uncertainty in detecting the evader.

**Organization:** The problem formulation and its mathematical model are presented in Section 2. In Section 3, we present the design of self-triggered update duration for the pursuer as derived in Aleem et al., 2013. It is followed by Section 4, where we allow for uncertainty in sampling the evader’s position and outline the maximum tolerable error that can be accommodated on the part of the pursuer, without compromising its self-triggered strategy. Section 5 discusses the relative merits of retaining previous estimates of the evader’s position in the hope of increasing the sleep durations for the pursuer. The readers are encouraged to go over the detailed analysis of our problem in the Appendix.

**Notation:** We let \( \mathbb{R}_{\geq 0}, \mathbb{R}_{\geq 0}, \) and \( \mathbb{Z}_{\geq 0} \) to be the sets of positive real, nonnegative real and nonnegative integer numbers, respectively. \( \mathbb{R}^n \) denotes the \( n \)-dimensional Euclidean space and \( \| \cdot \| \) is the Euclidean distance.

### 2 Problem statement

We consider a system with a single pursuer \( P \) and a single evader \( E \). At any given time \( t \), the position of the evader is given by \( r_e(t) \in \mathbb{R}^2 \) and its velocity is given by \( u_e(t) \in \mathbb{R}^2 \) with \( \| u_e(t) \| \leq v_e \), where \( v_e \) is the maximum speed of the evader. Similarly, the position and velocity of the pursuer are given by \( r_p(t) \) and \( u_p(t) \) with \( \| u_p(t) \| \leq v_p \), where \( v_p > v_e \) is the maximum speed...
of the pursuer. The system evolves as
\[ \dot{r}_p = u_p, \quad \dot{r}_e = u_e. \]

In our problem, the goal of the pursuer is to capture the evader. We define capture of the evader as the instance when the pursuer is within some pre-defined capture radius \( \varepsilon > 0 \) of the evader. Assuming that the pursuer has exact information about the evader’s state at all times, it is well known that the time-optimal strategy for the pursuer is to move with maximum speed in the direction of the evader [Isaacs 1999]. Such a strategy, known as classical pursuit, is given by the control law
\[
u_p(t) = v_p \frac{r_e(t) - r_p(t)}{\|r_e(t) - r_p(t)\|}, \quad (1)
\]
The issue with the control law (1) is that it requires continuous access to the evader’s state at all times and instantaneous updates of the control input. Instead, we want to guarantee capture of the evader without tracking it at all times and only updating the controller sporadically. We do this by having the pursuer decide in an opportunistic fashion when to sample the evader’s position, and update its control input. Under this framework, the pursuer only knows the position of the evader at the time of its last observation. Let \( \{t_k\} \in \mathbb{Z}_{\geq 0} \) be a sequence of times at which the pursuer receives information about the evader’s position. In between updates, the pursuer implements a zero-order hold of the control signal computed at the last time of observation using (1) which is given by
\[
u_p(t) = v_p \frac{r_e(t_k) - r_p(t_k)}{\|r_e(t_k) - r_p(t_k)\|}, \quad (2)
\]
for \( t \in [t_k, t_{k+1}) \).

In this paper, our purpose is to identify a function for the self-triggered update duration \( \phi \) for the pursuer that determines the next time at which the updated information is required. In other words, each time the pursuer receives updated information about the evader at some time \( t_k \), we want to find the duration, \( \phi(D_k, v_e, v_p) \), until the next update such that
\[ t_{k+1} = t_k + \phi(D_k, v_e, v_p), \quad (3) \]
where \( D_k \triangleq \|r_e(t_k) - r_p(t_k)\| \) is the separation between the agents at time \( t_k \). Our goal is to design the triggering function \( \phi \) such that the pursuer is guaranteed to capture the evader while also being aware of the number of samples of the evader required.

## 3 Design of Self-triggered Update Law

We study the continuous-time pursuit and evasion problem consisting of a single pursuer and a single evader on a plane (\( \mathbb{R}^2 \)), where both agents are modelled as single integrators. Note that it is not necessary to assume that the agents, particularly the evader, are moving with constant speeds at all times. For all practical purposes, we can upper bound the evader speed by \( v_{e_{\text{max}}} \) such that \( v_{e_{\text{max}}} < v_p \) and the analysis will remain unchanged.

We denote the positions of the agents by \( r_p = (x_p, y_p) \) and \( r_e = (x_e, y_e) \). Additionally, the pursuer is moving along \( \theta_p \) and the relative angle between the agents’ headings is denoted by \( \theta_e \) (see Fig. 1). Without loss of generality, we normalize the speed of the pursuer to \( v_p = 1 \) and the evader moves with a speed \( \nu \), where \( \nu < 1 \) at all times. The dynamics of the pursuer and the evader are given by
\[
\begin{align*}
\dot{x}_p &= \cos \theta_p, \quad \dot{x}_e = \nu \cos(\theta_e + \theta_p), \\
\dot{y}_p &= \sin \theta_p, \quad \dot{y}_e = \nu \sin(\theta_e + \theta_p).
\end{align*}
\quad (4)
\]

![Fig. 1. Figure shows the pursuer \( P \) at \( r_p = (x_p, y_p) \) and the evader \( E \) at \( r_e = (x_e, y_e) \) in \( \mathbb{R}^2 \). The pursuer is moving along \( \theta_p \) and the relative angle between agents’ headings is denoted by \( \theta_e \). The arrows indicate the velocity vectors of the agents.](image)

### 3.1 Self-triggered Update Policy for Pursuer

Suppose at time \( t_k \) the pursuer, at \( r_p(t_k) \), observes the evader at \( r_e(t_k) \) such that the distance between the agents is \( D_k \triangleq \|r_p(t_k) - r_e(t_k)\| \). For notational brevity, we will denote the position of the agents at the instance of observation by \( r^k_e := r_e(t_k) \) and \( r^k_p := r_p(t_k) \). We are interested in the duration for which the pursuer can maintain its course of trajectory, without observing the evader. More specifically, we are interested in the first instance at which the separation between the agents can possibly increase, thus prompting the pursuer to sample the evader’s state and update its trajectory. Let \( \tau(t) \) denote the separation between the pursuer and the evader at time \( t \). Then, we consider the objective function
\[
R = \frac{v^2}{2} = \frac{(x_e - x_p)^2 + (y_e - y_p)^2}{2}.
\]

Note that the time at which \( R \) becomes nonnegative is same as the time at which \( \dot{\nu} \) becomes nonnegative. Using (4), the derivative of \( R \) (see Appendix for details) is given by
\[
\dot{R} = \nu (x_e - \tau) \cos \theta_e + \nu y_e \sin \theta_e + \tau - x_e, \quad (5)
\]
for \( \tau \geq 0 \), and is a function of evader parameters \( (x_e, y_e, \theta_e) \). For \( \tau \geq 0 \), the reachable set of the evader
is given by the ball $B_{e}(r_{e}^{k}, ντ)$. Additionally, for fixed $τ$, we write $\dot{R}$ in (5) explicitly as a function of evader parameters and denote it by $\dot{R}_{\tau}(x_{e}, y_{e}, \theta_{e})$. Let $g(τ) = \sup_{x_{e}, y_{e}, \theta_{e}}(\dot{R}_{\tau}(x_{e}, y_{e}, \theta_{e}))$ subject to the reachable set of the evader, i.e $r_{e} \in B_{e}(r_{e}^{k}, ντ)$. For the dynamics in (4), where $v_{e} = 1$ and $v_{c} = ν$, we can denote update duration in (3) by $φ^{k}_{ν} = φ(D_{k}, ν_{p}, ν_{e})$ and it is defined as

$$φ^{k}_{ν} = \inf \{ τ \in \mathbb{R}_{>0} \mid g(τ) = 0 \}.$$ 

$φ^{k}_{ν}$ is the smallest duration after which there exists an evader state that may increase the separation between the agents. For the agents modelled by (4), our self-triggered update duration is obtained by solving $\inf \{ τ \in \mathbb{R}_{>0} \mid g(τ) = 0 \}$ (see Appendix for derivation) and is given by

$$φ^{k}_{ν} = \frac{D_{k}ν\sqrt{1-ν^{2}} - D_{k}(1-ν^{2})}{2ν^{2} - 1}. \quad (6)$$

The graph of $φ^{k}_{ν}$ against evader speed $ν$ is shown in Fig. 2. From the plot, we observe that increasing the evader speed decreases the self-triggered update duration for the pursuer. So, if the evader moves faster our law prescribes more frequent updates of it to guarantee capture.

The underlying objective in the design of the self-triggered policy is that at each instance of fresh observation, the separation between the agents must have decreased. The following proposition characterizes this result.

**Proposition 3.1 (Decreasing Separation)** Let the pursuer and evader dynamics be given by (4) where the agents are separated by $D_{k}$ at time $t_{k}$. If the pursuer updates its trajectory using the self-triggered update policy $φ^{k}_{ν}$ in (6), then the distance between the agents at time $t_{k+1}$ has strictly decreased, i.e., $D_{k+1} < D_{k}$ for $t_{k+1} = t_{k} + φ^{k}_{ν}$.

**PROOF.** Given the separation $D_{k}$ at time $t_{k}$, the new separation between the agents, after a duration of $φ^{k}_{ν}$, is $D_{k+1}$. To see that the separation is strictly decreasing, note that

$$D_{k+1} \leq D_{\max}^{k} = D_{k} - (1-ν)φ^{k}_{ν}(D_{k}) \triangleq D_{k}h(ν),$$

where $D_{\max}^{k}$ is the maximum possible separation between the agents after the duration $φ^{k}_{ν}$ (see Appendix for details) and $h(ν)$ is given by

$$h(ν) = 1 - \frac{ν(1-ν)\sqrt{1-ν^{2}} - (1-ν)(1-ν^{2})}{2ν^{2} - 1}. \quad (7)$$

where $h(ν) \in [0, 1)$ for $ν \in [0, 1)$. Thus, $D_{k+1} < D_{k}$. □

### 3.2 Capture Time & Number of Samples

Using the self-triggered update policy (6), the pursuer is guaranteed to capture the evader in finite time with finite number updates. More specifically, we can find the maximum number of samples in terms of the capture radius $ε$ and evader speed $ν$ and use it to guarantee finite time-to-capture. This is summarized in the following theorem.

**Theorem 3.2 (Capture with Finite Samples)** Let the pursuer and evader dynamics be given by (4) where the agents are initially separated by $D_{0}$. Given some pre-defined positive capture radius $ε < D_{0}$, the self-triggered update policy $φ^{k}_{ν}$ in (6) ensures capture with finite observations in finite time.

**PROOF.** According to Proposition 3.1, the separation between the agents is strictly decreasing between successive updates. In fact, the new separation between the agents satisfies the inequality $D_{k+1} \leq D_{k}h(ν)$, where $h(ν)$ is given by (7). This implies that after $n$ observations of the evader, the separation between the agents satisfies the inequality $D_{n} \leq D_{0}h^{n}(ν)$, where $D_{0}$ is the initial separation between the agents. Using this result, the maximum number of samples can be calculated by setting $D_{0}h^{n}(ν) \leq ε$.

$$n_{\text{max}} = \left\lceil \frac{\log \left( \frac{ε}{D_{0}} \right)}{\log (h(ν))} \right\rceil. \quad (8)$$

The expression in (8) shows that for any pre-defined positive capture radius $ε < D_{0}$, the pursuer is guaranteed to capture the evader with finite number of samples. This completes the first part of the proof. For self-triggered pursuit policy $φ^{k}_{ν}$ in (6), the sequence of times at which the pursuer samples the evader position, denoted by $\{t_{k}\}_{k \in \mathbb{Z}_{>0}}$, follows the criteria $t_{k+1} = t_{k} + φ^{k}_{ν}$. This means that after $N$ updates, the total duration of pursuit (denoted by $T_{N}$) is given by $T_{N} = t_{0} + \sum_{k=0}^{N} φ^{k}_{ν}$. Without loss of generality, we can assume $t_{0} = 0$. Since the pursuer is guaranteed to capture the evader with
finite number of maximum samples \( n_{\text{max}} \), the time-to-capture (denoted by \( T_{\text{cap}} \)) is bounded by

\[
T_{\text{cap}} \leq \sum_{k=0}^{n_{\text{max}}} \phi^k_{\nu} = f(\nu) \sum_{k=0}^{n_{\text{max}}} D_k,
\]

where \( f(\nu) \) denotes \( \frac{\phi^k_{\nu}}{D_k} \) and satisfies the relationship \( f(\nu) = \frac{1-h(\nu)}{1-\nu} \). Using the inequality \( D_k \leq D_0 h^k(\nu) \), we get

\[
T_{\text{cap}} \leq D_0 f(\nu) \sum_{k=0}^{n_{\text{max}}} h^k(\nu).
\]

As \( h(\nu) \in [0, 1) \) for \( \nu \in [0, 1) \), we have

\[
\sum_{k=0}^{n_{\text{max}}} h^k(\nu) < \sum_{k=0}^{\infty} h^k(\nu) = \frac{1}{1-h(\nu)}.
\]

Thus, \( T_{\text{cap}} < \frac{D_0}{1-h(\nu)} \), where in the last step we have made use of the relationship \( f(\nu) = \frac{1-h(\nu)}{1-\nu} \). This shows that, for any evader speed \( \nu \in [0, 1) \), \( T_{\text{cap}} \) is finite. \( \square \)

Remark 3.3 (Self-triggered Performance) Note that in proving finite time-to-capture in Theorem 3.2, we showed that time-to-capture is strictly less than \( \frac{D_0}{1-h(\nu)} \). However, given a pre-defined capture radius \( \varepsilon < D_0 \), it can be shown that the time-to-capture satisfies the inequality

\[
T_{\text{cap}} \leq \frac{D_0 - \varepsilon}{1-\nu}.
\]

This is because the evader is captured as soon as the actual separation is within the capture radius at any time, not just at the instance of updates. The relationship in (9) is the same upper bound for time-to-capture in classical pursuit strategy. In classical pursuit, \( T_{\text{cap}} \) is bounded by

\[
T_{\text{cap}} \leq \frac{D_0 - \varepsilon}{v_p - v_e}.
\]

where \( D_0 \) is the initial separation, \( \varepsilon \) is the pre-defined capture radius and \( v_p > v_e \). \cite{isaacs1999}. The worst-case time-to-capture occurs in the scenario where evader is actively moving away at all times. This shows that our self-triggered pursuit policy guarantees capture with the same performance as the classical case but with only finite number of evader samples.

The expression in (8) guarantees capture with finite samples of evader’s state. Fig. 3 shows a graph of the maximum number of samples required to guarantee capture against the evader speed, for pre-defined capture radius \( \varepsilon = \frac{D_0}{1-h(\nu)} \). The number of samples increase quite sharply as \( \nu \) approaches 1. This makes intuitive sense as the maximum number of evader observations should increase as evader approaches the maximum speed of the pursuer.

4 Allowable Error in Evader’s Estimate

In this section, we study the scenario in which the pursuer acquires the information about the position of the evader with some uncertainty. We are interested in analyzing the effect of imperfect observations on our self-triggered framework. Our objective is to investigate the maximum allowable error in estimating the evader’s position which still allows us to catch the evader using a self-triggered pursuit policy. More specifically, we want to find the maximum tolerable uncertainty in estimating evader’s position at each instance of observation, as a function of the evader’s speed.

Suppose at \( t_k \) the pursuer estimates the evader at \( \hat{r}_e(t_k) \). This observation is imperfect and is corrupted by an associated noise \( \gamma_k \), where \( \gamma_k \in \mathbb{R}_{\geq 0} \). So, at the instance of observation, the true position of the evader \( r_e(t_k) \in B_{\varepsilon} (\hat{r}_e(t_k), \gamma_k) \). For notational brevity we will denote \( r_e(t_k) \) by \( \hat{r}_e \). Our objective is to find the allowable range for the error \( \gamma_k \), as a function of the evader speed \( \nu \), such that the self-triggered pursuit policy can still guarantee capture. The reachable set of the evader is given by \( B_{\varepsilon} (\hat{r}_e, \nu(t - t_k) + \gamma_k) \), for \( t \in [t_k, t_{k+1}) \). This is illustrated in Fig. 4. Let \( \tau = t - t_k \). Applying the previous framework of analysis, we want to maximize \( \tilde{R} \) over the evader parameters, subject to the constraint \( r_e \in B_{\varepsilon} (\hat{r}_e, \nu \tau + \gamma_k) \). Let \( g_{\gamma_k}(\tau) = \sup_{x_e, y_e, \theta_e} \tilde{R}_\tau(x_e, y_e, \theta_e) \), subject to the reachable set of the evader, i.e. \( r_e \in B_{\varepsilon} (\hat{r}_e, \nu \tau + \gamma_k) \). Finding \( g_{\gamma_k}(\tau) \) is very similar to the procedure of finding \( g(\tau) \) as outlined in the Appendix. The only difference is in the reachable set of the evader, which is now increased by \( \gamma_k \), whereas \( \tilde{R} \) remains the same. For the error \( \gamma_k \) and estimated separation \( \bar{D}_k \), the self-triggered update duration is defined as

\[
\phi^k_{\gamma_k, \nu} = \phi (\bar{D}_k, \gamma_k, \nu) \triangleq \inf \{ \tau \in \mathbb{R}_{>0} \mid g_{\gamma_k}(\tau) = 0 \}.
\]

Solving \( \inf \{ \tau \in \mathbb{R}_{>0} \mid g_{\gamma_k}(\tau) = 0 \} \) yields

\[
\phi^k_{\gamma_k, \nu} = \frac{\bar{D}_k \nu \sqrt{1 - \nu^2} - \bar{D}_k (1 - \nu^2) + \gamma_k (\sqrt{1 - \nu^2} - \nu)}{2\nu^2 - 1},
\]

(11)
Recall that \( \phi \) means that \( \hat{\phi} \) indicates the reachable set of the evader for \( t \in [k, k+1) \). for \( \nu \in (0, 1) \). To simplify the analysis, we can select the error as a scaled version of the current estimate of the separation, i.e. \( \gamma_k := \beta \hat{D}_k \), where \( \beta \in \mathbb{R}_{>0} \). Such a parametrization will allow us to study the effect of changing \( \beta \) on the self-triggered update duration and will also tell us the maximum tolerable error relative to the current estimate of the separation \( D_k \). Setting \( \gamma_k := \beta \hat{D}_k \), we get

\[
\phi_{\beta, \nu}^k = \frac{\hat{D}_k (\nu \sqrt{1 - \nu^2} - (1 - \nu^2) + \beta (\sqrt{1 - \nu^2} - \nu))}{2\nu^2 - 1},
\]

where, with a slight abuse of notation, we have used \( \phi_{\beta, \nu}^k \) instead of \( \phi(\hat{D}_k, \beta, \nu) = \inf \{ \tau \in \mathbb{R}_+ | g_{\beta}(\tau) = 0 \} \).

Note that \( \beta \) cannot be chosen arbitrarily. To find the feasible domain of the \( \beta \), we invoke the criteria of \( \phi_{\beta, \nu}^k \in \mathbb{R}_{>0} \) for \( \nu \in [0, 1) \). This yields \( \beta \in [0, \sqrt{1 - \nu^2}] \). However, imposing the positivity of self-triggered duration is not sufficient to come up with the desired domain. The design of the self-triggered update duration rests on the underlying performance objective of evader capture. This requires strict decrease in true separation in between updates\(^2\). At the instance of update, the new estimate of the separation satisfies \( \hat{D}_{k+1} \geq D_{k}^{\text{max}} \) where \( D_{k}^{\text{max}} \) is given by

\[
D_{k}^{\text{max}} = \hat{D}_k + \nu \phi_{\beta, \nu}^k + \gamma_k + \gamma_{k+1} - \phi_{\beta, \nu}^k.
\]

This is illustrated in Fig. 5. Thus,

\[
\hat{D}_{k+1} \leq D_{k}^{\text{max}} = \hat{D}_k + \nu \phi_{\beta, \nu}^k + \gamma_k + \gamma_{k+1} - \phi_{\beta, \nu}^k.
\]

Recall that \( \phi_{\beta, \nu}^k \) is a function of \( \hat{D}_k \). Let \( \phi_{\beta, \nu}^k \Rightarrow \frac{\phi_{\beta, \nu}^k}{\hat{D}_k} \). This means that \( \hat{D}_{k+1} \leq \hat{D}_k + \frac{1 - (1 - \nu) \phi_{\beta, \nu}^k + \beta}{1 - \beta + \phi_{\beta, \nu}^k} \). In deriving

\( g_{\beta}(\tau) = \sup \{ \hat{R}_e(x_e, y_e, \theta_e) \mid \theta_e \in B_e(\gamma_{k}^e, \nu \tau + \beta \hat{D}_k) \} \),

1 In the case of uncertainty, we have access to the estimates of current separation \( \tilde{D}_k \), instead of true separation \( D_k \)

2 In the case of uncertainty, we have access to the estimates of current separation \( \tilde{D}_k \), instead of true separation \( D_k \)

the previous inequality, we have allowed for the worst-case scenarios in estimating the evader’s position. Therefore, setting \( \frac{1 - (1 - \nu) \phi_{\beta, \nu}^k + \beta}{1 - \beta + \phi_{\beta, \nu}^k} < 1 \) is sufficient to guarantee strict decrease in actual separation in between updates. This results in a more conservative set of allowable values for \( \beta \) as shown in (13).

\[
\beta \in \left[ 0, \frac{(1 - \nu) \sqrt{1 - \nu^2} - 2(1 - \nu^2)}{5\nu - 3} \right].
\]

Thus, for evader speed \( \nu \), the maximum allowable error for \( k \)-th observation (denoted by \( \gamma_k^e \)) satisfies the inequality

\[
\gamma_k^e < \frac{\hat{D}_k (1 - \nu) \sqrt{1 - \nu^2} - 2(1 - \nu^2)}{5\nu - 3}.
\]

Note that the maximum allowable error dynamically changes (decreases) as the pursuer closes in on the evader. This also means that, for the duration of \( \text{entire} \) pursuit, the maximum allowable error for \( \text{all} \) observa-
tions (denoted by \( \gamma^* \)) satisfies the relationship
\[
\gamma^* \leq \varepsilon \left( \frac{(1 - \nu)\sqrt{1 - \nu^2} - 2(1 - \nu)^2}{5\nu - 3} \right),
\]
where \( \varepsilon \) is the pre-defined capture radius.

We incur no Zeno behavior using the self-triggered policy in (12), i.e. the pursuer does not require infinitely many samples to capture the evader. The following theorem characterizes this important result.

**Theorem 4.1 (No Zeno Behavior)** If the pursuer updates its trajectory using the self-triggered update policy \( \phi^k_{\beta,\nu} \) in (12), where \( \beta \) satisfies the condition in (13), then pursuer is guaranteed to incur no Zeno behavior for the duration of the pursuit.

**Proof.** Suppose that pursuer observes the evader at the instance \( t_k \). In order to show no Zeno behavior, it suffices to prove that the inter-event duration is lower-bounded by a positive constant for all observations, i.e. \( t_{k+1} - t_k := \phi^k_{\beta,\nu} \geq c > 0, \forall k \). According the condition (13), \( \beta \in \left[ 0, \frac{\sqrt{1 - \nu^2} - 2(1 - \nu)^2}{5\nu - 3} \right) \) for the self-triggered update policy \( \phi^k_{\beta,\nu} \) in (12). Note that the higher values of \( \beta \) result in a smaller inter-event duration (see Fig. 6). Then, given a capture radius \( \varepsilon \), the following relationship is satisfied for all observations.
\[
\phi^k_{\beta,\nu} \geq \phi(\varepsilon, \nu) = \varepsilon q(\nu),
\]
where \( q(\nu) = \frac{\nu \sqrt{1 - \nu^2} - (1 - \nu^2)^{1/2} + p(\nu)(\sqrt{1 - \nu^2} - \nu^2)}{2(\nu^2 - 1)} \) and \( p(\nu) = \frac{1 - \nu^2 - 2(1 - \nu)^2}{5\nu - 3} \). It is easy to verify that \( q(\nu) \) is a positive and monotonically decreasing function for \( \nu \in [0, 1] \). Thus, for any evader speed \( \nu \in [0, 1] \), we have \( t_{k+1} - t_k := \phi^k_{\beta,\nu} \geq \varepsilon q(\nu) > 0, \forall k \). So, inter-event duration is lower-bounded by a positive constant for all observations, which suffices to show that our self-triggered duration does not incur any Zeno behavior. \( \square \)

An important consequence of Theorem 4.1 is that, in the presence of uncertainty, our self-triggered framework guarantees capture with only finite estimates of the evader. This means that we can find the maximum number of samples that will guarantee capture. By design, \( \beta \) satisfies the condition in (13) and guarantees strict decrease in measured separation between successive updates. In general, we can write this as
\[
\hat{D}_{k+1} \leq \hat{D}_k h_{\beta}(\nu),
\]
where \( h_{\beta}(\nu) \in (0,1) \) for \( \nu \in [0,1) \) and \( \beta \) satisfies the condition in (13). Using similar analysis from previous section, we can estimate the maximum number of samples in the presence of uncertainty. Given an initial estimated separation of \( \hat{D}_0 \) between agents and a pre-defined positive capture radius \( \varepsilon < \hat{D}_0 \), the maximum number of evader updates can be calculated by setting \( \hat{D}_0(h_{\beta}(\nu))^n \leq \varepsilon \), which results in
\[
n_{\varepsilon,\beta} = \left[ \log \left( \frac{\hat{D}_0}{\varepsilon} \right) \right] / \log(h_{\beta}(\nu)). \tag{14}
\]

For evader speed \( \nu \), the maximum number of samples for guaranteed capture increases as the parameter \( \beta \) is increased (see Fig. 7). This shows that, for any \( \nu \in [0, 1] \), we need to sample the evader’s state more frequently in order to allow for more uncertainty in estimating evader’s position at each instance of update.

![Fig. 7. Figure shows the plot of maximum number of samples in (14) against \( \beta \), for different values of evader speeds, where \( \beta \) satisfies the condition in (13). The capture radius is taken as \( \varepsilon = \frac{\hat{D}_0}{10^n} \).](image-url)

## 5 Self-triggered Analysis with Memory

In the previous section, we studied the effect of uncertainty in sensing the evader’s position and provided bounds on the maximum tolerable error (as a function of evader’s speed) which allowed us to capture the evader with sporadic updates. In the absence of uncertainty, as outlined in Section 3, the pursuer employs a memoryless pursuit policy to catch the evader, i.e. the pursuer only needs the current sample of the evader’s (true) position \( r^k_e \) in order to calculate the self-triggered update duration \( \phi^k_{\nu} \) in (6). This is because, for \( \tau \in [0, \phi^k_{\nu}] \), the current reachable set of the evader, \( B_e(r^k_e, \nu \tau) \), is always a subset of the previous reachable set of the evader, \( B_e(r^{k-1}_e, \nu (\phi^k_{\nu} + \tau)) \). When we introduce uncertainty in estimating evader’s position, the above statement is no longer true. The idea behind retaining evader’s estimated history is that we can potentially reduce the actual reachable set of the evader when we combine the current reachable set of the evader with the previous reachable sets, thus improving our current estimate of the true position of the evader. This allows us to improve (increase) our update duration, as compared to...
the memoryless case with uncertainty (derived in Section 4). More specifically, we can leverage our knowledge about the previous estimates of the evader in improving the current update duration for the pursuer, while mitigating the effect of uncertainty in estimating evader's position. Consider the problem in which the pursuer receives uncertain information about the evader, while keeping track of its previous estimates. For the purpose of illustration, we analyze the case where the pursuer retains only the previous estimate of the evader’s position. Extending the framework to the case for more than one previous estimates will be similar and straightforward. Additionally, we assume that the pursuer samples the evader with an associated error $\gamma$. Suppose that the pursuer sampled the evader at time $t_k-1$, computed the self-triggered update duration $\bar{\phi}_{\gamma,\nu}^{k-1}$ and observed the evader again at the instance $t_k$. For $t \in [t_k, t_{k+1})$, the current reachable set of the evader is given by $B_{e}(\hat{r}^{k}_{e}, \nu(t-t_{k}) + \gamma)$, and the previous reachable set of the evader is given by $B_{e}(\hat{r}^{k-1}_{e}, \nu(t-t_{k}+\bar{\phi}_{\gamma,\nu}^{k-1}) + \gamma)$. Based on this information, the actual reachable set of the evader is given by the intersection of the two. One particular scenario is illustrated in Fig. 8, where the actual reachable set is not the same as the current reachable set.

The self-triggered update duration is then defined as

$$\bar{\phi}_{\gamma,\nu}^{k} = \inf \{ \tau \in \mathbb{R}_{>0} | \hat{g}_{\gamma}(\tau) = 0 \} .$$

Equivalently, for fixed $\tau$ and $\gamma$, $\hat{g}_{\gamma}(\tau)$ is the optimal value of the following optimization problem.

$$\sup_{x_{t}, y_{t}, \theta_{t}} \hat{R}_{\tau}(x_{t}, y_{t}, \theta_{t})$$

subject to $r_{e} \in B_{e}(\hat{r}^{k}_{e}, \nu\tau + \gamma), \quad r_{e} \in B_{e}(\hat{r}^{k}_{e}, \nu\tau + \gamma)$.

As explained earlier, incorporating evader’s previous estimate can potentially reduce the actual reachable set of the evader in the case of noisy measurements. By keeping track of the previous estimate(s), we are equivalently adding more constraints to the feasible (reachable) set in our optimization problem. We want to formalize the benefit of retaining evader’s history in terms of improvement (increase) in the update duration, as compared to the memoryless update duration given by (11). Recall that the self-triggered update duration in (11) was derived using only the current reachable set of the evader, $B_{e}(\hat{r}^{k}_{e}, \nu\tau + \gamma)$, based on its latest estimate. Let $g_{\gamma}(\tau)$ denote the optimal value of the problem (17), which is used to obtain the memoryless update duration in (11).

$$\sup_{x_{t}, y_{t}, \theta_{t}} \hat{R}_{\tau}(x_{t}, y_{t}, \theta_{t})$$

subject to $r_{e} \in B_{e}(\hat{r}^{k}_{e}, \nu\tau + \gamma)$.

Observe that (17) is a relaxation of (16), as it is obtained by removing the constraint corresponding to the previous reachable set of the evader. As a result, $\hat{g}_{\gamma}(\tau) \leq g_{\gamma}(\tau)$ for any $\tau \geq 0$. We notice that both $\hat{g}_{\gamma}$ and $g_{\gamma}$ are monotonically increasing in the parameter $\tau$, because increasing $\tau$ increases the feasible set in the optimization problem thus yielding a potentially greater maximum value. Using the monotonicity of $\hat{g}$ and $g$ in $\tau$, along with the fact that $\hat{g}_{\gamma}(\tau) \leq g_{\gamma}(\tau)$ (for any $\tau \geq 0$), allows us to infer that the first instance, at which $\hat{g}$ approaches 0, will be greater than or equal to the first instance at which $g$ approaches 0. This means that

$$\inf \{ \tau \in \mathbb{R}_{>0} | \hat{g}_{\gamma}(\tau) = 0 \} \geq \inf \{ \tau \in \mathbb{R}_{>0} | g_{\gamma}(\tau) = 0 \}$$

and as a consequence, we have

$$\bar{\phi}_{\gamma,\nu}^{k} \geq \phi_{\gamma,\nu}^{k} .$$

Leveraging Memory against Uncertainty: The relationship in (18) shows that by using previous estimate(s) of the evader’s position, we can potentially increase the update durations for the pursuer. Case I in Fig. 9 demonstrates one particular instance of leveraging evader’s history which yields the greatest improvement.
is given by $\Delta$, the improvement in self-triggered update duration, i.e., the improvement in update duration numerically, let

Remark 5.1 (Numerical Example) The improvement in increasing the current update duration. In the extreme case, at the instance of observation, the current and the previous reachable sets of the evader intersect such that the actual reachable set is reduced to a point. Equivalently, this means that we know precisely where the evader is. This will result in a longer update duration as compared to memoryless case (11), where we would have incorporated uncertainty in our observation to yield a more conservative update duration. Let $\Delta \phi$ denote the improvement in self-triggered update duration, i.e., $\Delta \phi := |\hat{\phi}_{\gamma,\nu}^k - \phi_{\gamma,\nu}^k|$. Comparing Eq. (6) and Eq. (11), we see that the greatest improvement (denoted by $\Delta \phi^*$) is given by

$$\Delta \phi^* = \frac{2\gamma (\nu - \sqrt{1 - \nu^2})}{2\nu^2 - 1},$$

(19)

for $\nu \in [0, 1)$. While sometimes adding information about the previous estimate can be advantageous, it is important to realize that incorporating the previous reachable set of the evader does not always result in an improvement (increase) in the update duration. We can increase the self-triggered update duration only when the evader’s past provides more information about its current true position. In the scenario where the current reachable set of the evader is a subset of the previous reachable set, we get no additional information about the evader’s true position and hence no improvement in our update duration as compared to the memoryless case in (11). This is illustrated in case II in Fig. 9, where we can drop (forget) the previous estimate of the evader’s position as it is a subset of the previous reachable set and will yield no improvement in increasing the current update duration.

Remark 5.2 (Forgetting Previous Estimates) The value $B_i(\tau)$ is the current reachable set of the $j$-th previous estimate of the evader’s position and is given by

$$B_i(\tau) := B_e \left( \tau^{k-j}, \nu \left( \tau + \sum_{l=1}^{j} \hat{\phi}_{\gamma,\nu}^{k-l} + \gamma \right) \right),$$

for $j \in \{1, \ldots, m\}$ and $m \leq k - 1$.

Towards Multiple Estimates: Extending the above framework to the case of multiple previous estimates is relatively straightforward. Suppose, for the $k$-th observation of the evader, we have the information about the $m$ previous updates (where $m \in \mathbb{Z}_{\geq 0}$ such that $m \leq k - 1$). Then the current sleep duration can be computed by $\hat{\phi}^k_{\gamma,\nu} = \inf \{ \tau \in \mathbb{R}_{>0} | \hat{\phi}_{\gamma,\nu}(\tau) = 0 \}$, where $\hat{\phi}_{\gamma,\nu}(\tau)$ is an optimal value of the optimization problem (20) for $\tau \geq 0$. The value $m$ can be treated as the length of the sliding window for retaining fixed number of previous estimates, to compute the current update duration for the pursuer.

$$\sup_{x_e, y_e, \theta_e} \hat{R}_e(x_e, y_e, \theta_e),$$

subject to $r_e \in B_e(r^k_e, \nu \tau + \gamma), \quad r_e \in \bigcap_{j=1}^{m} B_i(\tau), \quad j \in \{1, \ldots, m\}$ and $m \leq k - 1$.

Remark 5.2 (Forgetting Previous Estimates) Note that, while we might have the capability to store $m$ previous estimates of the evader, it is not necessary to use all of them in computing the current sleep duration for the pursuer. As illustrated earlier, retaining the history improves our update duration when it reduces the current reachable set of the evader. This allows us to forget all those estimates whose reachable sets either completely contain the current reachable set or a reachable set of another previous estimate. To formalize this notion, at the instance of $k$-th observation of the evader, we can construct a set

$$\mathcal{I} := \{ i \mid B_e(\tau^{k-i}, \nu) \subseteq B_e(0), \{ i \mid B_i(0) \subseteq B_e(0), l \neq i \},$$

where $B_i(0)$ denotes $B_e(\tau^{k-i}, \nu \sum_{l=1}^{i} \hat{\phi}_{\gamma,\nu}^{k-l} + \gamma)$ for $i \in \{1, \ldots, m\}$ and $m \leq k - 1$. $\mathcal{I}$ denotes the collection of
indices among the $m$ previous samples of all those estimates which we can forget to reduce the computation complexity of the problem (20). Thus, our improved update duration can be computed from solving the problem (21). The problem (21) is guaranteed to have the same optimal value as that of (20) because all the estimates belonging to the set $I$ have no effective contribution to the actual reachable set of the evader and thus removing them will have no change in the optimal value.

$$
\sup_{x_e, y_e, \theta_e} R_\tau(x_e, y_e, \theta_e),
$$

subject to $r_e \in B_\nu(\hat{r}_e, \nu \tau + \gamma), \tag{21}

r_e \in \bigcap_{j=1, j \notin I} B_j^e(\tau).

6 Simulations

In this section, we provide numerical results for the case when the pursuer retains past samples of the evader as outlined in Section 5. We study the potential benefit of retaining only the previous estimate of the evader’s observation as the pursuer tries to capture the evader. Thus, in our simulations, $m = 1$ in (21) and the self-triggered update duration will be obtained from solving the optimization problem in (16).

We model our agents as single integrators, where we normalize the speeds of the agents, such that $v_e = 1$ and the maximum speed of the evader is $\nu = 0.5$. The evader is restricted to move in any of 4 directions: right, left, up and down and chooses the best direction to actively move away, with its maximum possible speed, from the pursuer at all times. We initialize the agents with an actual separation $D_0 = 15$ units. For every observation, the pursuer samples the evader’s current position with an associated error of $\gamma = 0.1$ such that, initially, the true position of the evader $r_e^k \in B_e(\hat{r}_e, 0.1)$. Note that we can not arbitrarily set the capture radius, as outlined in Section 4. For an evader speed $\nu$ and error $\gamma$, the capture radius must satisfy the relationship $\varepsilon > \frac{p(\nu)}{\nu(\nu - 1)}$, where $p(\nu) = \frac{(1 - \nu)(1 - \nu) - 2(1 - \nu)^2}{5\nu - 3}$. For $\nu = 0.5$ and $\gamma = 0.1$, setting $\varepsilon = 0.75$ satisfies the aforementioned relationship. Table 1 shows the variation between the memoryless update duration $\phi_{\gamma, \nu}$ and the improved update duration $\tilde{\phi}_{\gamma, \nu}$, which takes into account the previous estimate of the evader’s observation. Since, $\phi_{\gamma, \nu}$ is different from $\phi_{\gamma, \nu}$, they result in different measures of separation at the instance of observation. For a fair comparison, we need to compare the normalized update durations, i.e $\frac{\phi_{\gamma, \nu}}{D_k}$ and $\frac{\phi_{\gamma, \nu}}{D_k}$ where $D_k$ and $D_k$ denote the true separation at the instance of evader observation for memory-aware and memoryless pursuit strategies, respectively. The results in Table 1 indicate that in the presence of uncertainty in sampling the evader, incorporating only the previous estimate allows for greater sleep durations that guarantees capture with finite updates. We observe that, in the beginning of the pursuit, adding history results in relatively better gains as compared to towards the end, when the agents are nearby. The values indicate that as the separation decreases, so does the potential benefit of adding computational overhead by retaining the previous observation.

7 Conclusions

The robust self-triggered framework in this paper extends our previous results to address the practical issues related with uncertainty in information about the evader. We elaborate the case when the sampling is not perfect and design self-triggered update duration along with tolerable error bounds in estimating the evader’s state. We show that our analysis preserve the self-triggered controller updates for the pursuer, such that it incurs no Zeno behavior in catching the evader without losing any of the previous performance guarantees. Our methodology offers a fresh perspective on dealing with uncertain information in pursuit-evasion problems, besides being in contrast to a majority of previous works that assume continuous, or at least periodic, information about the evader is available at all times. Additionally, we study the merits of retaining evader’s history and show that we can allow for potentially longer update durations by incorporating past observations of the evader in the pursuer’s autonomous decision making. In the future, we are interested in extending our methods to scenarios involving multiple agents and deriving conditions for team-triggered cooperative strategies.
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A Derivation of Self-triggered Update Duration

The agents are modelled by the dynamics in (4). At time \( t_k \), the pursuer observes the evader at a distance \( D_k = \|r_k^p - r_k^e\| \). Without loss of generality, we make the relative vector between pursuer and the evader parallel to the \( x \)-axis such that \( y_p(t_k) = 0 \) and \( y_e(t_k) = 0 \). Additionally, as a matter of convenience, we assume that \( 0 = x_p(t_k) < x_e(t_k) = D_k \). This is elaborated in Fig. A.1.

Fig. A.1. Figure shows the pursuer and the evader, at \( r_k^p = (0, 0) \) and \( r_k^e = (D_k, 0) \) respectively, separated by \( D_k \) at time \( t_k \). \( B_e(r_k^e, \nu(t - t_k)) \) is the ball centered at \( r_k^e \) with radius \( \nu(t - t_k) \) and indicates the reachable set of the evader for \( t \in [t_k, t_{k+1}] \).

Thus, our pursuit trajectory is parallel to the \( x \)-axis as \( \theta_p(t_k) = 0 \). The pursuer does not observe the evader till the next update instance, thus \( \theta_p(t) = 0 \) for \( t_{k+1} - t_k \).

The modified dynamics are given by

\[
\begin{align*}
\dot{x}_p &= 1, \quad \dot{x}_e = \nu \cos \theta_e, \\
\dot{y}_p &= 0, \quad \dot{y}_e = \nu \sin \theta_e.
\end{align*}
\] (A.1)

From (A.1), \( r_p(t) = (t - t_k, 0) \) for \( t \in [t_k, t_{k+1}] \). Thus,

\[
\dot{R} = (x_e - x_p)(\dot{x}_e - \dot{x}_p) + (y_e - y_p)(\dot{y}_e - \dot{y}_p),
\]
and \( r \) is the separation. \( \dot{R} = \nu(x_e - t + t_k) \cos \theta_e + \nu y_e \sin \theta_e + t - t_k - x_e \). Using \( \tau \triangleq t - t_k \),

\[
\dot{R} = \nu(x_e - \tau) \cos \theta_e + \nu y_e \sin \theta_e + \tau - x_e.
\] (A.2)

The agent updates when \( \dot{R} \) can possibly become nonnegative. For \( \tau \geq 0 \), \( r_e \in B_e(r_k^e, \nu \tau) \). \( \dot{R}_e(x_e, y_e, \theta_e) \) explicitly denotes \( \dot{R} \) in (A.2) in terms of evader parameters, for fixed \( \tau \). The problem is formulated as

\[
\begin{align*}
sup_{x_e, y_e, \theta_e} & \dot{R}_e(x_e, y_e, \theta_e), \\
\text{subject to} & (x_e, y_e) \in B_e(r_k^e, \nu \tau).
\end{align*}
\] (A.3)

For \( \tau \geq 0 \), \( g(\tau) \) denotes the optimal value of problem (A.3) and the self-triggered update duration is defined as

\[
\phi^k_e = \inf \{ \tau \in \mathbb{R}_{>0} | g(\tau) = 0 \}.
\]

In \( \mathbb{R}^2 \), \( B_e(r_k^e, \nu \tau) \triangleq (x_e - D_k)^2 + y_e^2 \leq (\nu \tau)^2 \). The constraint of the problem (A.3) is independent of \( \theta_e \).

\[
\frac{\partial \dot{R}_e}{\partial \theta_e} = -\nu(x_e - \tau) \sin \theta_e + \nu y_e \cos \theta_e.
\]

Setting \( \frac{\partial \dot{R}_e}{\partial \theta_e} = 0 \) yields \( \theta_e^* = \arctan \left( \frac{y_e}{x_e - \tau} \right) \). Note that for \( \tau \in [0, \phi^k_e) \), \( x_e - \tau \geq 0 \). To see this, suppose \( x_e - \tau < 0 \). Setting \( \theta_e = 0 \) in (A.2), we get \( \dot{R}_e = -(1 - \nu)(x_e - \tau) > 0 \) for \( \nu \in [0, 1] \), which is a contradiction as \( \dot{R} \leq 0 \) for any \( \tau \in [0, \phi^k_e) \). Due to symmetry of the problem, we can assume \( y_e \geq 0 \). Since \( x_e - \tau \geq 0 \), we have \( \theta_e^* \in [0, \frac{\pi}{2}) \).

Substituting \( \theta_e^* \) in (A.2), we get

\[
\dot{R}_e(x_e, y_e) = \nu \sqrt{y_e^2 + (x_e - \tau)^2} + \tau - x_e,
\]
which simplifies the problem in (A.3) to
\[
\sup_{x_e, y_e} \left\{ \hat{R}_r(x_e, y_e) = \nu \sqrt{y_e^2 + (x_e - \nu)^2} + \tau - x_e \right\} \tag{A.4}
\]
subject to \((x_e, y_e) \in B_r(x^k_e, \nu \tau)\).

From the constraint \((x_e, y_e) \in B_r(x^k_e, \nu \tau)\) we get
\[
y_e^2 \leq (\nu \tau)^2 - (x_e - D_k)^2,
\]
which means that \(y_e^*\) must lie at the boundary of \(B_r(x^k_e, \nu \tau)\). Thus,
\[
y_e^* = \sqrt{(\nu \tau)^2 - (x_e - D_k)^2}.
\]
Substituting \(y_e^*\) in \(\hat{R}_r(x_e, y_e)\), we get
\[
\hat{R}_r(x_e) = \nu \sqrt{(x_e - \nu \tau)^2 + (\nu \tau)^2 - (x_e - D_k)^2} + \tau - x_e.
\]
This reduces the problem in (A.4) to
\[
\sup_{x_e} \hat{R}_r(x_e) \tag{A.5}
\]
subject to \(x_e \in [D_k - \nu \tau, D_k + \nu \tau]\).

Note that we can relax the problem in (A.5) by omitting the constraint \(x_e \in [D_k - \nu \tau, D_k + \nu \tau]\). The relaxation of (A.5) results in an unconstrained optimization problem. Ignoring the constraints of problem (A.5), let \(\hat{g}(\tau) = \sup_{x_e} \hat{R}_r(x_e)\) and \(\hat{\phi}_k^k = \inf \{ \tau \in \mathbb{R}_{>0} : \hat{g}(\tau) = 0 \}\).

As a result of this relaxation, we have \(\hat{\phi}_k^k \leq \phi_k^k\). Let \(\tilde{x}_e^* := \text{argmax } \hat{R}_r(x_e)\) for the unconstrained problem. To perform unconstrained maximization of \(\hat{R}_r(x_e)\), the derivative is given by
\[
\frac{\partial \hat{R}_r}{\partial x_e} = \frac{\nu (D_k - \tau)}{\sqrt{(x_e - \nu \tau)^2 + (\nu \tau)^2 - (x_e - D_k)^2}} - 1.
\]
Setting \(\frac{\partial \hat{R}_r}{\partial x_e} = 0\) yields \(\tilde{x}_e^* = \frac{D_k^2 \nu^2 + D_k^2 - 2 \nu^2 \tau d_k \nu^2 - \tau^2}{2(D_k - \tau)}\).

As \(\tilde{x}_e^* := \text{argmax } \hat{R}_r(x_e), \hat{g}(\tau) = \hat{R}_r(\tilde{x}_e^*)\) and is given by \(\hat{g}(\tau) = \tau - \frac{D_k^2 \nu^2 + D_k^2 - 2 \nu^2 \tau d_k \nu^2 - \tau^2}{2(D_k - \tau)} + \nu^2(D_k - \tau)\). Solving for \(\inf \{ \tau \in \mathbb{R}_{>0} : \hat{g}(\tau) = 0 \}\), yields
\[
\hat{\phi}_k^k = \frac{D_k \nu \sqrt{1 - \nu^2} - D_k (1 - \nu^2)}{2 \nu^2 - 1}. \tag{A.6}
\]
Recall that \(\tilde{\phi}_k^k \leq \phi_k^k\), where \(\tilde{\phi}_k^k\) was obtained from relaxing the constraint in problem (A.5). Our claim is that at the instance of update \(\tau = \tilde{\phi}_k^k\), the maximizer \(\tilde{x}_e^*\) of the relaxed problem is a feasible solution of the problem (A.5), i.e. \(\tilde{x}_e^*(\tau) \in [D_k - \nu \tau, D_k + \nu \tau]\) for \(\tau = \tilde{\phi}_k^k\). To see this, at \(\tau = \tilde{\phi}_k^k\), the maximizer \(\tilde{x}_e^*\), \(D_k + \nu \tau\) and \(D_k - \nu \tau\) are given by
\[
D_k - \nu \tilde{\phi}_k^k = D_k \phi_-(\nu),
\]
\[
\tilde{x}_e^*(\tilde{\phi}_k^k) = D_k \phi_2(\nu),
\]
\[
D_k + \nu \tilde{\phi}_k^k = D_k \phi_+(\nu),
\]
where
\[
\phi_\pm(\nu) = 1 \pm \frac{\nu^2 \sqrt{1 - \nu^2} - \nu (1 - \nu^2)}{2 \nu^2 - 1},
\]
\[
\phi_2(\nu) = \frac{3 \nu^3 + \sqrt{1 - \nu^2} - 2 \nu - 2 \nu^3 \sqrt{1 - \nu^2}}{\nu - \sqrt{1 - \nu^2})(2 \nu^2 - 1)}.
\]

For \(\nu \in [0, 1]\), \(\phi_-(\nu) \leq \phi_2(\nu) \leq \phi_+(\nu)\). This shows that \(\tilde{x}_e^*(\tilde{\phi}_k^k)\) satisfies the constraints in the problem (A.5) at \(\tau = \tilde{\phi}_k^k\). This means, at the instance of update, the maximizer \(\tilde{x}_e^*\) of the relaxed problem is a feasible solution of the original problem (A.5) and hence it is optimal solution \(x_e^*\) for (A.5). Thus \(\tilde{g}(\tau) = g(\tau)\) as a result \(\tilde{\phi}_k^k = \phi_k^k\). Note that \(\tilde{\phi}_k^k\) is continuous in the parameter \(\nu\) as \(\lim_{\nu \rightarrow \frac{1}{2}} D_k \nu \sqrt{1 - \nu^2} - D_k (1 - \nu^2) = \frac{D_k}{2}\).

### B Maximum Separation

If the pursuer updates its trajectory using the self-triggered update policy described in (A.6), then the maximum distance between the agents, between successive updates, is given by
\[
D_{max}^k = D_k - (1 - \nu)\tilde{\phi}_k^k.
\]

To see this, after the duration \(\tilde{\phi}_k^k\), the pursuer moves a distance of \(\tilde{\phi}_k^k\) units and the evader evader can be anywhere inside a ball of radius \(\nu \tilde{\phi}_k^k\) centered at \(r_e^k\). This is shown in Fig. B.1. The maximum separation between the pursuer and the evader is denoted by \(D_{max}^k\), and is given by \(D_k - (1 - \nu)\tilde{\phi}_k^k\).

![Fig. B.1](image_url)

**Fig. B.1.** \(D_{k+1}\) indicates the new separation between the agents at \(t_{k+1}\). \(B_k(r_e^k, \nu \tilde{\phi}_k^k)\) outlines the boundary of the reachable set of the evader after \(\tilde{\phi}_k^k\). \(D_{max}^k\) denotes the maximum possible separation between the pursuer and the evader at \(t = t_k + \tilde{\phi}_k^k\).