Enhanced physics-informed neural networks for hyperelasticity
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Abstract
Physics-informed neural networks have gained growing interest. Specifically, they are used to solve partial differential equations governing several physical phenomena. However, physics-informed neural network models suffer from several issues and can fail to provide accurate solutions in many scenarios. We discuss a few of these challenges and the techniques, such as the use of Fourier transform, that can be used to resolve these issues. This paper proposes and develops a physics-informed neural network model that combines the residuals of the strong form and the potential energy, yielding many loss terms contributing to the definition of the loss function to be minimized. Hence, we propose using the coefficient of variation weighting scheme to dynamically and adaptively assign the weight for each loss term in the loss function. The developed PINN model is standalone and meshfree. In other words, it can accurately capture the mechanical response without requiring any labeled data. Although the framework can be used for many solid mechanics problems, we focus on three-dimensional (3D) hyperelasticity, where we consider two hyperelastic models. Once the model is trained, the response can be obtained almost instantly at any point in the physical domain, given its spatial coordinates. We demonstrate the framework’s performance by solving different problems with various boundary conditions.
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1 | INTRODUCTION

Many physical phenomena can be described by partial differential equations (PDEs). Nevertheless, analytical solutions are generally limited to those with simple geometries and loading conditions. Thus, several numerical methods have been developed to approximate solutions. Conventional computational methods utilized to solve PDEs involved in solid mechanics problems are the mesh-free methods,1 finite element analysis (FEA),2 and isogeometric analysis.3 Despite the fact that these numerical methods have proven successful for many engineering problems, they have encountered several challenges for specific problems such as ill-posed, high-dimensional, and coupled problems.

Recently, rapid growth in the utilization of deep learning (DL) and data-driven modeling has been seen in computational solid mechanics.4–13 While DL offers a platform for rapid inference, it needs a large number of data points to learn
the multifaceted correlations between the outputs and inputs. The number of data points required to train a model is problem-based, that is, intricate problems require large datasets to produce models able to capture the response accurately. Accordingly, such surrogate DL models usually mandate a discretization method, such as the finite element method, to generate the data required to train the model, while data generation is usually the bottleneck step in developing any data-driven model.

Another direction in which DL is used to capture physical phenomena is physics-informed neural networks (PINNs), which are of eminent interest to industry and academia. PINNs have been used to approximate solutions for boundary value problems without necessitating the use of labeled data due to their abilities as universal approximators. PINNs have been utilized in different ways. For example, one approach in which PINNs are used is to define the loss function as the PDEs’ residual at specific collocation points in the physical domain and on its corresponding boundary and initial conditions. This approach is commonly called the deep collocation method (DCM). Additionally, Samaniego et al., Nguyen-Thanh et al., and Abueidda et al. presented a deep energy method (DEM), where the loss function is defined in terms of the potential energy to solve various problems such as elasticity, hyperelasticity, viscoelasticity, and piezoelectricity. Such a loss function reduces the prerequisites on the differentiability of the basis function, and it automatically satisfies traction-free boundary conditions.

Fuhg et al. have demonstrated that both the DCM and DEM suffer to resolve fine displacement and stress features. Consequently, they have proposed a mixed DEM (mDEM), in which stress is an additional output of the neural network. Then, an additional loss term is added to the introduced loss function to account for the difference between the stress obtained directly from the neural network and the stress calculated using the displacement field. They have shown that such a formulation enhances the capability of the neural network to capture localized features in finite strain hyperelasticity.

Even though PINNs have apparent success in solving various boundary value problems, little is comprehended about how such neural networks behave during the optimization process and why those models sometimes fail to train. Additionally, the training of PINNs can be slow and challenging, and it might mandate a substantial effort to devise the network’s architecture and fine-tune its hyperparameters, which are often obtained in a trial and error fashion or grid search technique. Grid search technique can be prohibited if there are many hyperparameters. There are several attempts to understand possible failure modes in PINNs. Krishnapriyan et al. argue that minimizing the residual of the PDE system as a soft regularization in the loss function may be easier to deploy, but this comes with trade-offs; in many cases, the optimization problem becomes very challenging to solve. Nevertheless, they have illustrated that neural networks have the expressivity/capacity to learn and approximate solutions if specific considerations are taken into account. For instance, they have proposed using curriculum PINN regularization as a potential technique to enhance PINNs’ performance. Additionally, Fuku et al. have shown that PINNs provide accurate approximate solutions of hyperbolic PDEs in the absence of discontinuities. They fail in the presence of shocks, while adding a diffusion term can recover the proper location and size of the shock.

Another source of complexity in PINNs is the multiterm loss function. Wang et al. studied the distribution of the gradient of each term in the loss function, and they proposed to use a gradient scaling approach for determining the weights of the loss terms. Wang et al. suggested another approach for specifying the weights of the loss terms that is based on the eigenvalues of the neural tangent kernel (NTK) matrix. Moreover, Tancik et al. have indicated that passing input points through a simple Fourier feature mapping helps a multilayer perceptron (MLP) learn high-frequency functions in low-dimensional problem domains. Based on the NTK theory, they have demonstrated that a standard MLP fails to learn high frequencies in theory and practice. They have utilized a Fourier feature mapping to overcome this spectral bias to transform the effective NTK into a stationary kernel with a tunable bandwidth. Wang et al. have extended the work of Tancik et al. to PINNs, examined the limitation of PINNs via the NTK theory, and illuminated how PINNs are biased towards learning functions along the dominant eigen-directions of their limiting NTK. Also, they have shown that using Fourier feature mappings with PINNs can modulate the frequency of the NTK eigenvectors.

Groenendijk et al. proposed a weighting scheme based on the coefficient of variations (CoVs), where the set of weights depends on properties observed while training the model. The proposed method assimilates a measure of uncertainty to balance the losses, and consequently, the loss weights evolve during training without demanding another optimization. Additionally, they have illustrated that CoV weighting outperforms other weighting schemes such as GradNorm. When a PINN is developed, one ends with a loss function defined as a weighted linear combination of multiple losses, where the final performance is sensitive to the weights for these losses.
In this paper, we are address the approximate solutions of hyperelasticity problems, where an enhanced PINN model is proposed. The output layer of the neural network consists of both displacement and stress components. We define our loss function as the sum of loss terms appearing in the DCM and DEM. Then, an additional loss term is added, accounting for the difference between the stresses calculated using the displacement profile and those predicted directly from the neural network. Accordingly, our loss function has many terms. Thus, we adopt the weighting scheme proposed by Groenendijk et al. and perform the first implementation of CoV weighting in the context of PINNs. Furthermore, Gaussian Fourier feature mapping and curriculum learning are implemented to improve the network’s performance.

The paper’s outline is as follows: Section 2 details the governing equations of the hyperelasticity problem. Section 3 presents the details of the approach, where a general problem setup is discussed. Then, in Section 4, the enhanced PINNs are used to solve three-dimensional (3D) examples. Finally, we conclude the paper in Section 5 by stating the important results and highlighting possible future work directions.

### 2 HYPERELASTICITY

A body made of a isotropic and homogeneous hyperelastic material under finite deformation is considered. The mapping $\zeta$ of material points from the initial configuration to the current configuration is expressed as:

$$
x = \zeta (X, t) = X + \hat{u}. \tag{1}
$$

Assuming that inertial forces are absent, the strong form is determined by:

$$
\nabla_X \cdot P + f_B = 0, \quad X \in \Omega,
$$

$$
\dot{u} = \bar{u}, \quad X \in \Gamma_u,
$$

$$
P \cdot N = \bar{t}, \quad X \in \Gamma_t, \tag{2}
$$

where $P$ is the first Piola–Kirchhoff stress, $f_B$ is the body force, $\nabla_X$ is the divergence operator, and $N$ represents the outward normal unit vector in the initial configuration. $\bar{t}$ denotes a defined natural boundary condition, and $\bar{u}$ accounts for a defined essential boundary condition. $\Omega$ denotes the material domain, while $\Gamma_u$ and $\Gamma_t$ are the surfaces with essential and natural boundary conditions, respectively. The constitutive law for such a material is written as:

$$
P = \frac{\partial \psi (F)}{\partial F}
$$

$$
F = \nabla_X \zeta (X) \tag{3}
$$

where $F$ presents the deformation gradient, and $\psi$ denotes the strain energy density of a specific material. Although the framework discussed is not limited to specific material, in this paper, we focus on materials obeying two hyperelastic models: Neo-Hookean and Lopez-Pamies models. For the neo-Hookean hyperelastic material, the strain free energy $\psi (F)$ is given by:

$$
\psi (F) = \frac{1}{2} \lambda (\ln (J))^2 - \mu \ln (J) + \frac{1}{2} \mu (I_1 - 3), \tag{4}
$$

where the first principal invariant is determined by $I_1 = \text{trace} (C)$, the right Cauchy-Green tensor $C$ is defined as $C = F^T F$, where $(\cdot)^T$ is the transpose operator. $J$ is the determinant of the deformation gradient, $J = \det (F)$. Using Equation (3), $P$ is given by:

$$
P = \frac{\partial \psi (F)}{\partial F} = \mu F + (\lambda \ln (J) - \mu) F^{-T}. \tag{5}
$$

For Lopez-Pamies hyperelastic model, the strain energy model is expressed as:

$$
\psi = \sum_{r=1}^{M} \frac{3^{1-\alpha_r}}{2\alpha_r} \mu_r \left( \Gamma_r^\alpha - 3^{\alpha_r} \right) - \sum_{r=1}^{M} \mu_r \ln J + \frac{\lambda}{2} (J - 1)^2, \tag{6}
$$

where $\alpha_r$ and $\mu_r$ are material parameters.
where $M$ represents the number of terms included in the summation, while $a_r$, $\mu_r$, and $\lambda$ are material constants ($r = 1, 2, ..., M$). Using Equation (3), $P$ is given by:

$$P = \frac{\partial \psi (F)}{\partial F} = \sum_{r=1}^{M} 3^{1-a_r} \mu_r f_1^{a_r-1} F - \sum_{r=1}^{M} \mu_r F^{-T} + \lambda (J^2 - J) F^{-T}.$$  \hfill (7)

In this paper, the number of terms $M$ utilized to describe the material’s response, see Equation (6) and (7), is $M = 2$. Regardless the material model used, the energy functional can be minimized with regards to $u$ to obtain the deformation that fulfills static equilibrium. Neglecting inertial forces and considering only conservative loads, the potential energy functional of the body is expressed as:

$$\Pi = \int_{\Omega} \psi (u) \, d\Omega - \int_{\Omega} u^T f_b \, d\Omega - \int_{\Gamma} u^T t \, d\Gamma.$$ \hfill (8)

The Cauchy stress $S$ can be calculated from the first Piola–Kirchhoff stress using:

$$S = \frac{1}{J} PF^T.$$ \hfill (9)

### 3 | METHODS

The finite element method (FEM) is typically employed to solve problems with geometric and/or material nonlinearities. Specifically, when an implicit finite element scheme is utilized with an iterative method (e.g., Newton–Raphson), the tangent matrix and residual vector are assembled and then exploited to solve the linear system of equations using an iterative or direct solver to find the unknowns in each iteration. On the contrary, an explicit nonlinear finite element scheme does not solve a linear system of equations. Nonetheless, it usually requires small time increments, and conditional stability often limits it. Moreover, when explicit FEM is utilized for quasi-static simulations, one must ensure that the inertial forces are negligible.\(^{37}\)

This paper attempts to use an alternative numerical scheme to solve such problems. We employ DL to approximate the displacement and stress profiles. Here, the approach is meshfree, where the loss function is minimized within a DL framework such as PyTorch.\(^{38}\) The proposed loss function consists of multiple terms, including potential energy and residuals of the strong form, where we use CoV weighting to automatically determine the coefficients of the different loss terms.

#### 3.1 | Deep feedforward neural networks

Deep feedforward neural networks are layers of interlinked individual unit cells, named neurons, connected to other neurons’ layers. Figure 1 displays the deep feedforward neural network, composed of linked layers of neurons that compute an output layer (predictions) given input data. The layers of neurons propagate information forward to the subsequent layers, assembling a learning network with some feedback mechanism. The depth of a neural network is measured by how many hidden layers, layers between output and input layers.

The layers are connected through weights $W$ and biases $b$. For a layer $l$, the output $\hat{Y}^l$ is written as:

$$Z^l = W^l \hat{Y}^{l-1} + b^l$$

$$\hat{Y}^l = f^l (Z^l),$$ \hfill (10)

where the weights $W$ and biases $b$ are updated after every training (optimization) iteration. The activation function $f^l$ is an $\mathbb{R} \to \mathbb{R}$ mapping that transforms vector $Z^l$, calculated using weights and biases, into output for every neuron in the layer $l$. Activation functions are nonlinear functions such as rectified linear unit (ReLU), sigmoid, and hyperbolic tangent. They help the neural network learn nearly any intricate functional correlation between outputs and inputs.
Tancik et al.\textsuperscript{32} have shown that passing the input layer through a simple Fourier feature mapping promotes a MLP to learn high-frequency functions in low-dimensional problem domains. Here, the input layer (coordinates of the sampled points from the physical interest) is passed through a Fourier feature mapping $\gamma$ before passing them through the MLP. The function $\gamma$ maps input points $X$ to the surface of higher-dimensional hypersphere using a set of sinusoids:

$$
\gamma(X) = [a_1 \cos (2\pi h_1^1 X), a_1 \sin (2\pi h_1^1 X), \ldots, a_m \cos (2\pi h_m^m X), a_m \sin (2\pi h_m^m X)],
$$

where $h_i$ are the Fourier basis frequencies used for approximation, and $a_i$ denote the corresponding Fourier series coefficients. Here, we adopt Gaussian random Fourier features (RFF). Specifically, each entry in $h$ is sampled from a normal distribution $\mathcal{N}(0, \sigma^2)$, where $\sigma^2$ is the variance. $\sigma$ is a hyperparameter that has to be specified for each problem.

The loss function $\mathcal{L}$ computes a loss value that reveals how well the network's predictions compare with targets after each feedforward pass. The loss function is utilized to get the weights $W$ and biases $b$ inducing a minimized loss value. The process of attaining the optimized weights and biases in machine learning is called training. Backpropagation is employed throughout the training process, where the loss function is minimized iteratively. One of the most common and most straightforward optimizers used is gradient descent:\textsuperscript{39}

$$
W_{ij}^{c+1} = W_{ij}^c - \beta \frac{\partial \mathcal{L}}{\partial W_{ij}^c},
$$

$$
b_{i}^{c+1} = b_{i}^c - \beta \frac{\partial \mathcal{L}}{\partial b_{i}^c},
$$

where $\beta$ denotes the learning rate. Equation (12) displays the formula utilized to update the weights $W$ and biases $b$ at a given iteration $c$ within the gradient descent training process. The details of the loss function used in this paper are discussed below.

### 3.2 Physics-informed neural networks

This section discusses how PINNs are used to solve hyperelasticity problems. The loss function, consisting of multiple loss terms, is minimized using DL tools, as depicted in Figure 2. The approximate solution $y(X; \phi)$ of the governing equations is obtained by training a neural network with parameters $\phi = \{W, b\}$. Specifically, the deep neural network minimizes the loss function $\mathcal{L}$ to obtain the optimized network parameters $\phi^* = \{W^*, b^*\}$, where the neural network is used as global shape function for the output through the physical domain of interest. The neural network maps the coordinates $X$
of the sampled points to an output \( y(X, \phi) \) employing the feedforward propagation. \( X \) is composed of three components, representing the three spatial coordinates, while \( y \) has 12 components, three for the displacement vector and nine for the stress tensor.

There are two approaches to fulfill the boundary conditions. The first approach is to subject \( y(X, \phi) \) to:

\[
\begin{align*}
    u(X, \phi) &= A(X) + B(X) \circ y_u(X, \phi) \\
    P(X, \phi) &= C(X) + D(X) \circ y_P(X, \phi),
\end{align*}
\]

where \( A(X), B(X), C(X), \) and \( D(X) \) are distance functions chosen such that \( u(X, \phi) \) and \( P(X, \phi) \) satisfy the boundary conditions active on the physical domain. \( y_u(X, \phi) \) and \( y_P(X, \phi) \) are the outputs of the neural network before the enforcement of boundary conditions, corresponding to the displacement and stress, respectively. More details can be found in the work of Nguyen-Thanh et al.\(^{23} \) and Rao et al.\(^{21} \) The second approach to fulfill the boundary conditions is to set:

\[
\begin{align*}
    u(X, \phi) &= y_u(X, \phi) \\
    P(X, \phi) &= y_P(X, \phi),
\end{align*}
\]

where the boundary conditions are accounted for through the optimization process of weights and biases of the deep neural network by adding an extra term to the loss function. This is commonly known as soft enforcement of boundary conditions. Here, the former approach is employed for the displacement boundary conditions. At the same time, the latter is used for the traction boundary conditions.

Since the neural network predicts both displacement and stress, training of the constitutive law is required. In other words, we set the first Piola–Kirchhoff stress \( P(X, \phi) \) predicted using the neural network equal to the first Piola–Kirchhoff stress \( P_u(F(X, \phi)) \) computed using the displacement predicted by the neural network:

\[
P(X, \phi) = P_u(F(X, \phi)).
\]

The computation of the loss function and dependent variables customarily requires obtaining the derivatives of the solution, which are determined using the automatic differentiation available in DL frameworks. The unconstrained optimization (minimization) problem is expressed as:

\[
\phi^* = \arg\min_{\phi} L(\phi).
\]

The loss function we consider is written as:

\[
L = \alpha_u \Pi \left( u \left( \left( X_{ii} \right)_{i=1}^{N_{ii}}, \phi \right) \right) + \alpha_P \text{MSE}_P \left( \left( X^i_{ii} \right)_{i=1}^{N_{ii}}, \phi \right) + \alpha_u \text{MSE}_u \left( \left( X^i_1 \right)_{i=1}^{N_i}, \phi \right) + \alpha_t \text{MSE}_t \left( \left( X^i_1 \right)_{i=1}^{N_i}, \phi \right) + \alpha_u \text{MSE}_u \left( \left( X^i_{ii} \right)_{i=1}^{N_{ii}}, \phi \right) + \alpha_p \text{MSE}_p \left( \left( X^i_{ii} \right)_{i=1}^{N_{ii}}, \phi \right) + \alpha_t \text{MSE}_t \left( \left( X^i_1 \right)_{i=1}^{N_i}, \phi \right) + \alpha_u \text{MSE}_u \left( \left( X^i_{ii} \right)_{i=1}^{N_{ii}}, \phi \right) + \alpha_p \text{MSE}_p \left( \left( X^i_{ii} \right)_{i=1}^{N_{ii}}, \phi \right)
\]
\[ \Pi\left( \{X_{\Omega}^{c_i}\}_{i=1}^{N_\Omega}, \phi \right) = \int_\Omega \psi\left( \{X_{\Omega}^{c_i}\}_{i=1}^{N_\Omega}, \phi \right) d\Omega - \int_\Omega u^T\left( \{X_{\Omega}^{c_i}\}_{i=1}^{N_\Omega}, \phi \right) f_0 d\Omega \\
- \int_\Gamma u^T\left( \{X_{\Omega}^{c_i}\}_{i=1}^{N_\Omega}, \phi \right) \tilde{\nu} d\Gamma. \] (18)

The second term in Equation (17) accounts for the learning of the constitutive law, and it is expressed as:

\[ \text{MSE}_{P}\left( \{X_{\Omega}^{c_i}\}_{i=1}^{N_\Omega}, \phi \right) = \frac{1}{N_\Omega} \sum_{i=1}^{N_\Omega} \left\| P\left( \{X_{\Omega}^{c_i}\}_{i=1}^{N_\Omega}, \phi \right) - P\left( F\left( \{X_{\Omega}^{c_i}\}_{i=1}^{N_\Omega}, \phi \right) \right) \right\|^2. \] (19)

The third and fourth terms in Equation (17) reckon the traction boundary conditions; the third term is based on \( P_u\left( F\left( \{X_{\Omega}^{c_i}\}_{i=1}^{N_\Omega}, \phi \right) \right) \), while the fourth term is calculated using \( P\left( \{X_{\Omega}^{c_i}\}_{i=1}^{N_\Omega}, \phi \right) \):

\[ \text{MSE}_{I}^{u}\left( \{X_{\Omega}^{c_i}\}_{i=1}^{N_\Omega}, \phi \right) = \frac{1}{N_\Omega} \sum_{i=1}^{N_\Omega} \left\| P_u\left( F\left( \{X_{\Omega}^{c_i}\}_{i=1}^{N_\Omega}, \phi \right) \right) - \tilde{i}\left( \{X_{\Omega}^{c_i}\}_{i=1}^{N_\Omega} \right) \right\|^2, \]

\[ \text{MSE}_{I}^{p}\left( \{X_{\Omega}^{c_i}\}_{i=1}^{N_\Omega}, \phi \right) = \frac{1}{N_\Omega} \sum_{i=1}^{N_\Omega} \left\| P\left( \{X_{\Omega}^{c_i}\}_{i=1}^{N_\Omega}, \phi \right) - \tilde{i}\left( \{X_{\Omega}^{c_i}\}_{i=1}^{N_\Omega} \right) \right\|^2. \] (20)

The last two terms of the loss function, shown in Equation (17), account for the residuals of the PDEs in the interior of the physical domain, where \( \text{MSE}^{u}_{\text{int}}\left( \{X_{\text{int}}^{c_i}\}_{i=1}^{N_{\text{int}}}, \phi \right) \) and \( \text{MSE}^{p}_{\text{int}}\left( \{X_{\text{int}}^{c_i}\}_{i=1}^{N_{\text{int}}}, \phi \right) \) are computed using \( P_u\left( F\left( \{X_{\text{int}}^{c_i}\}_{i=1}^{N_{\text{int}}}, \phi \right) \right) \) and \( P\left( \{X_{\text{int}}^{c_i}\}_{i=1}^{N_{\text{int}}}, \phi \right) \), respectively:

\[ \text{MSE}^{u}_{\text{int}}\left( \{X_{\text{int}}^{c_i}\}_{i=1}^{N_{\text{int}}}, \phi \right) = \frac{1}{N_{\text{int}}} \sum_{i=1}^{N_{\text{int}}} \left\| \nabla \cdot P\left( F\left( \{X_{\text{int}}^{c_i}\}_{i=1}^{N_{\text{int}}}, \phi \right) \right) + f_b\left( \{X_{\text{int}}^{c_i}\}_{i=1}^{N_{\text{int}}} \right) \right\|^2, \]

\[ \text{MSE}^{p}_{\text{int}}\left( \{X_{\text{int}}^{c_i}\}_{i=1}^{N_{\text{int}}}, \phi \right) = \frac{1}{N_{\text{int}}} \sum_{i=1}^{N_{\text{int}}} \left\| \nabla \cdot P\left( \{X_{\text{int}}^{c_i}\}_{i=1}^{N_{\text{int}}}, \phi \right) + f_b\left( \{X_{\text{int}}^{c_i}\}_{i=1}^{N_{\text{int}}} \right) \right\|^2. \] (21)

### 3.3 CoV weighting

The loss function is defined as a linear combination of loss terms, where every loss term quantifies the cost for an auxiliary objective or desired output. We use the CoV weighting scheme, discussed in the work of Groenendijk et al.,\(^{34}\) to find the (optimal) set of weights \( a_i \) for the combination of loss terms (see Equation 17). The core principle of the CoV weighting method revolves around that a loss term has been fulfilled when its variance has approached zero. This indicates that a loss term with a constant value should not be optimized further. Nevertheless, variance alone is not good enough since a loss term with a larger (mean) magnitude also has a higher absolute variance even if the loss is relatively less variant. Thus, the CoV \( c_i \) is used:

\[ c_i = \frac{\sigma_i}{\mu_i}, \] (22)

where \( \sigma_i \) and \( \mu_i \) denote the SD and mean, respectively. The CoV displays the variability of the observed loss with the observed mean, and it is independent of the scale on which the observations are computed. In other words, the CoV decouples the magnitude of a loss term from its weighting. For example, a loss term with a small magnitude is still relevant.
when it is variant, while a loss term with a large magnitude, but it barely varies throughout the training process, is assigned less weight. This is vital because the different loss terms act on very different scales.

Loss ratio $l_i$ is used rather than the loss value itself:

$$l_i^t = \frac{L_i^t}{\mu_{L_i^{t-1}}}$$

where the subscript $i$ refers to the $i$th term of the loss function defined in Equation (17), and $t$ denotes the iteration number. $\mu_{L_i^{t-1}}$ is the mean of the loss term $i$ up to iteration $t - 1$. The weight $\alpha_i^t$ is calculated using the CoV of the loss ratio $c_i^t$ for the loss term $L_i$ at iteration $t$:

$$\alpha_i^t = \frac{1}{z_t} c_i^t = \frac{1}{z_t} \sigma_{\mu_{L_i^t}}$$

where $z_t$ is a normalizing parameter independent of $i$:

$$z_t = \sum_{i=1}^{\text{num_losses}} c_i^t.$$  

This enforces that $\sum_{i=1}^{\text{num_losses}} \alpha_i^t = 1$. Welford’s algorithm is utilized to determine the CoV and loss ratio:

$$\mu_{L_i^t} = \left(1 - \frac{1}{t}\right) \mu_{L_i^{t-1}} + \frac{1}{t} L_i^t,$$

$$\mu_c^t = \left(1 - \frac{1}{t}\right) \mu_c^{t-1} + \frac{1}{t} c_i^t,$$

$$M_{\mu_c^t} = \left(1 - \frac{1}{t}\right) M_{\mu_c^{t-1}} + \frac{1}{t} \left(L_i^t - \mu_{L_i^t}\right) \left(l_i^t - \mu_c^t\right),$$

and

$$\sigma_{\mu_c^t} = \sqrt{M_{\mu_c^t}}.$$  

By following the CoV weighing method, one infers that there are two forces that determine the weight of a loss term. (1) The loss weight increases when the loss ratio $l_i^t$ decreases, that is, when the loss $L_i^t$ is below the mean loss $\mu_{L_i^t}$. This stimulates losses that are learning fast, and it dulls the influence of outliers on the magnitude of the loss. (2) The loss weight grows when the SD increases. This guarantees that more learning transpires when the loss ratio is more variant.

## 4 | NUMERICAL EXAMPLES

This section covers different examples of how the proposed framework is used to solve 3D hyperelastic problems. The examples discussed below include using the two hyperelastic models discussed earlier: Neo-Hookean and Lopez-Pamies hyperelastic models. Also, we consider scenarios of displacement- and traction-controlled application of load. The proposed framework is implemented in PyTorch, while the network parameters are optimized using the limited Broyden–Fletcher–Goldfarb–Shanno (LBFGS) algorithm with Strong Wolfe line search. A learning rate of 1.0 is used for all examples. The hyperbolic tangent function was used as the activation function for all layers except the output, which has a linear activation function. Additionally, the SD used for sampling in the Fourier feature mapping is 0.1 for all examples below, while the Fourier series coefficients $a_t$ are set to 1.0.

High-throughput computations are performed on iForge, which is an HPC cluster hosted at the National Center for Supercomputing Applications (NCSA). A representative compute node on iForge has the following hardware specifications: two NVIDIA Tesla V100 GPUs, two 20-core Intel Skylake CPUs, and 192 GB main memory. The proposed PINN framework is a standalone approach. In other words, it does not need other numerical schemes or analytical solutions
for data generation. However, we obtain reference solutions using finite element analyses for validation purposes only. We use normalized “$L_2$-error” as a metric reflecting on the accuracy of the PINN solution:

$$L_2\text{-error} = \frac{||u_{REF} - \hat{u}||_{L_2}}{||u_{REF}||_{L_2}}.$$ (27)

4.1 | Neo-Hookean cantilever beam

Let us consider a 3D neo-Hookean cantilever beam fixed at one end and under nonzero traction distributed at the other end, as illustrated in Figure 3. Let $L = 4$ (m) and $D = H = 1$ (m). The traction is applied in the $y$–direction, with $T = -5$ (Pa). The material constants are: $\lambda = 577$ (Pa) and $\mu = 385$ (Pa). Since this approach combines both the strong and weak forms, the degrees of freedom on the boundaries with both zero and nonzero tractions have to be explicitly satisfied when we define the loss terms related to the strong form. The $\text{MSE}^u\left(\{X_i\}_{i=1}^{N}, \phi\right)$ and $\text{MSE}^P\left(\{X_i\}_{i=1}^{N}, \phi\right)$ terms appearing in Equation (17) account for all traction boundary conditions needed for the strong form. The number of points used in this example is 76k points, where the distribution of the points is shown in Figure 3B.

Figure 4 depicts the vertical displacement contours obtained from the proposed framework and compares them with those attained from the FEM. Additionally, the von Mises stress contours produced using the proposed PINN model are presented. When the solutions obtained from the FEM and PINN are compared, the $L_2$-error is 0.034. Figure 4D shows the convergence of the loss function. Table 1 demonstrates the effect of Fourier feature mapping and CoV weighting. Both the Fourier feature mapping and CoV weighting reduced the error; however, Fourier feature mapping has a more significant impact on reducing the error. Similar conclusions are drawn from the examples discussed below. Hence, for the sake of brevity, such a comparison is not included for the below examples.

4.2 | Lopez–Pamies cantilever beam

The second example we consider is a 3D Lopez–Pamies hyperelastic cantilever beam fixed at one end and under nonzero displacement at the other end, as depicted in Figure 5. Let $L = 4$ (m) and $D = H = 1$ (m). The displacement is applied in
Figure 4: Neo-Hookean hyperelastic cantilever beam under nonzero traction: (A) $u_2$ (m) obtained using the proposed framework, (B) $u_2$ (m) obtained using the FEM, (C) the von Mises stress (Pa), and (D) total loss convergence history.

Table 1: Effect of Fourier feature mapping and coefficient of variation (CoV) weighting on the $L_2$-error

| Run # | $L_2$-error |
|-------|-------------|
| 1     | 0.106       |
| 2     | 0.088       |
| 3     | 0.041       |
| 4     | 0.034       |

Notes: Run # 1 is done without Fourier feature mapping and without CoV weighting. Run # 2 is performed without Fourier feature mapping and with CoV weighting. Run # 3 is performed with Fourier feature mapping and without CoV weighting. Run # 4 is done with Fourier feature mapping and with CoV weighting.

the $y$–direction, with $C = -1$ (m). The material constants are defined as follows: $a_1 = 1$, $\mu_1 = 100$ (Pa), $a_2 = -2$, $\mu_2 = 50$ (Pa), and $\lambda = 100$ (Pa). The number of points used to solve this example is 76k points, where the distribution of the points is illustrated in Figure 5B. Figure 6 presents the vertical displacement contours obtained from the proposed framework and the FEM, as well as the von Mises stress contours. The $L_2$-error is 0.0087. Figure 6D illustrates the convergence of the loss function.

4.3 Neo-Hookean cube under simple shear

Here, we consider a neo-Hookean unit cube under simple shear. The solutions obtained from the proposed PINN model and FEA are found using a displacement-controlled scheme. The material constants used in this example are the same as those used in Section 4.1. The number of points used to solve this example is 63k points, where the distribution of the points is depicted in Figure 7. Figure 8 shows the Cauchy stress component $S_{12}$ obtained utilizing the PINN model and FEM, the von Mises stress, and the loss function’s convergence history. The $L_2$-error is 0.0065.

4.4 Neo-Hookean cube under localized traction

The last example we discuss is a neo-Hookean unit cube under localized tensile traction, as shown in Figure 9. The material parameters assigned in this example are the same as those used in Section 4.1. Zero displacements are imposed
**FIGURE 5** (A) Three-dimensional cantilever beam under nonzero displacement. (B) Distribution of points used to solve example 2

**FIGURE 6** Lopez-Pamies hyperelastic cantilever beam under prescribed displacement: (A) $u_2$ (m) obtained using the proposed framework, (B) $u_2$ (m) obtained using the finite element method, (C) the von Mises stress (Pa), and (D) total loss convergence history
FIGURE 7  Distribution of points used to solve example 3

FIGURE 8  Neo-Hookean hyperelastic unit cube under simple shear: (A) $S_{12}$ (Pa) obtained using the proposed framework, (B) $S_{12}$ (Pa) obtained using the finite element method, (C) the von Mises stress (Pa), and (D) total loss convergence history
at the face opposite to the one with nonzero traction. The nonzero traction is applied on 4% of the face area, while the remaining part has zero traction. The traction is applied in the $x-$direction, with $T = 300$ (Pa). Figure 9B shows the distribution of points utilized to solve this example. 120k points are used to solve this problem, with additional 10k points randomly sampled over the surface with nonzero traction.

Figure 10 depicts the displacement component $u_1$ obtained from the PINN model and FEM, the Cauchy stress component $S_{11}$, and the loss function’s convergence history. Also, we compare the solution obtained using the proposed PINN model with PINN models based on the seminal DEM and DCM. Figure 11 shows the solutions obtained using the DEM and DCM. Table 2 shows the $L_2$-error obtained using the different frameworks. The same architecture and hyperparameters are used for the different frameworks, while the details of the architecture and hyperparameters are stated at the beginning of Section 4. The proposed framework outperforms both the DEM and DCM.
FIGURE 11   Neo-Hookean hyperelastic unit cube under localized traction: (A) \( u_1 \) (m) obtained using the deep energy method (DEM), (B) \( S_{11} \) (Pa) obtained using the DEM, (C) \( u_1 \) (m) obtained using the deep collocation method (DCM), and (D) \( S_{11} \) (Pa) obtained using the DCM.

TABLE 2  Comparison of the different frameworks used to solve example 4

|       | DCM | DEM | Current framework |
|-------|-----|-----|-------------------|
| \( L_2 \)-error | 0.085 | 0.034 | 0.0091 |

Abbreviations: DCM, deep collocation method; DEM, deep energy method.

5  DISCUSSION, CONCLUSIONS, AND FUTURE DIRECTIONS

This paper combines the potential energy, collocation method, and DL to solve partial differential equations governing the mechanical deformation of hyperelastic problems. Employing this approach does not necessitate any data generation, which is often the bottleneck in developing a data-driven model. The first pillar of the proposed framework is constructing the loss function. The loss function to be minimized consists of multi-loss terms, including the total potential energy, residuals of the strong form, and a term accounting for learning the constitutive relationship, as shown in Equation (17). The second pillar of the proposed PINN model is that the neural network demarcates the approximation space. Since the loss function has many loss terms, finding the suitable weights for the different loss terms is challenging. Therefore, we use the CoV weighting scheme to determine the weights. The proposed framework outperforms (accuracy-wise) the seminal deep collocation and DEMs, especially when there are areas of high solution gradients, as shown in Section 4.4. However, this comes with a trade-off; the proposed framework is more computationally-extensive than the DEM and DCM; it can be four times slower.

Moreover, the PINN model discussed in this paper is meshfree. Consequently, we neither define connectivity between the nodes nor involve mesh generation, which can be challenging in many cases and may require partitioning methods for large meshes. Also, meshfree methods avoid element distortion or volumetric locking. Typically, it is easier and quicker to write a code for a PINN model than to write a nonlinear finite element code from scratch. Also, when PINN
models are used, transfer learning can be beneficial. Specifically, once the problem is solved for a particular load, the network parameters (weights and biases) can be stored to be used as the initial network parameters for a different problem if there are slight variations. Nonetheless, this is not the case for the classical numerical methods, where any variation in the problem requires solving the problem again from scratch.

Solving PDEs using PINNs is presently a growing trend within the research community, and this paper is by no means the final word on the topic. There are several challenges when solving mechanics problems using PINNs. The optimization problems used in determining the weights and biases of the PINN model are often nonconvex. Accordingly, one must be prudent about getting trapped in local minima. Nonconvexity yields several challenges that are to be investigated by the mechanics community. Also, in this work, the architecture of the network and hyperparameters are picked on a trial-and-error basis. Nevertheless, one needs an architecture and hyperparameters that provide good accuracy. Hamdia et al.\textsuperscript{45} proposed using the genetic algorithm to obtain the optimized architecture and hyperparameters, but not in the context of PINNs. We plan on showing the importance of selecting the hyperparameters and architecture of PINN models in a future paper, where we will scrutinize a systematic approach to optimizing the hyperparameters of a PINN model.

Another challenge encountered when using PINNs to solve PDEs is the instability of the automatic differentiation (AD) used to evaluate spatial gradients. AD-based spatial gradient computation can yield instability in the PINN framework due to its incapacity of detecting erroneous strain localization. More specifically, the AD-based PINN framework might fail to converge to the actual solution when the applied load in a single load step is large or when a coarse mesh is utilized. The stability of the AD-based gradient computation is out of the scope of this paper. However, more details about the stability of automatic differentiation in the PINN framework and what alternatives one can adopt to mitigate the instability in computing spatial gradients can be found in our paper.\textsuperscript{46}
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