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ABSTRACT

We propose a simple two-step approach for speeding up convolution layers within large convolutional neural networks based on tensor decomposition and discriminative fine-tuning. Given a layer, we use non-linear least squares to compute a low-rank CP-decomposition of the 4D convolution kernel tensor into a sum of a small number of rank-one tensors. At the second step, this decomposition is used to replace the original convolutional layer with a sequence of four convolutional layers with small kernels. After such replacement, the entire network is fine-tuned on the training data using standard backpropagation process.

We evaluate this approach on two CNNs and show that it yields larger CPU speedups at the cost of lower accuracy drops compared to previous approaches. For the 36-class character classification CNN, our approach obtains a 8.5x CPU speedup of the whole network with only minor accuracy drop (1% from 91% to 90%). For the standard ImageNet architecture (AlexNet), the approach speeds up the second convolution layer by a factor of 4x at the cost of 1% increase of the overall top-5 classification error.

1 INTRODUCTION

Over the course of two years, Convolutional neural networks (CNNs) (LeCun et al., 1989) have revolutionized computer vision and became ubiquitous through a range of computer vision applications. In many ways, this breakthrough has become possible through the acceptance of new computational tools, most notably GPUs (Krizhevsky et al., 2012), but also CPU clusters (Dean et al., 2012) and FPGAs (Farabet et al., 2011). On the other hand, there is a rising interest to deploying CNNs on low-end architectures, such as standalone desktop/laptop CPUs, mobile processors, and CPU in robotics. On such processors, the computational cost of applying, yet alone training a CNN might pose a problem, especially when real-time operation is required.

The key layer of CNNs that distinguishes them from other neural networks and enables their recent success is the convolution operation. Convolutions dominate the computation cost associated with training or testing a CNN (especially for newer architectures such as Simonyan & Zisserman, 2014), which tend to add more and more convolutional layers often at the expense of fully-connected layers. Consequently, there is a strong interest to the task of improving the efficiency of this operation (Chintala, 2014; Mathieu et al., 2013; Chellapilla et al., 2006). An efficient implementation of the convolution operation is one of the most important elements of all major CNN packages.

A group of recent works have achieved significant speed-ups of CNN convolutions by applying tensor decompositions. In more detail, recall that a typical convolution in a CNN takes as input a 3D tensor (array) with the dimensions corresponding to the two spatial dimensions, and to different image maps. The output of a convolution is another similarly-structured 3D tensor. The convolution kernel itself constitutes a 4D tensor with dimensions corresponding to the two spatial dimensions, the input image maps, and the output image maps. Exploiting this tensor structure, previous works (Denton et al., 2014; Jaderberg et al., 2014a) have suggested different tensor decomposition schemes
to speed-up convolutions within CNNs. These schemes are applied to the kernel tensor and generalize previous 2D filter approximations in computer vision like Rigamonti et al. [2013].

In this work, we further investigate tensor decomposition in the context of speeding up convolutions within CNNs. We use a standard (in tensor algebra) low-rank CP-decomposition (also known as PARAFAC or CANDECOMP) and an efficient optimization approach (non-linear least squares) to decompose the kernel tensor.

We demonstrate that the use of the CP-decomposition on a full kernel tensor has the following important advantages:

- **Ease of the decomposition implementation.** CP-decomposition is one of the standard tools in tensor linear algebra with well understood properties and mature implementations. Consequently, one can use existing efficient algorithms such as NLS to compute it efficiently.

- **Ease of the CNN implementation.** CP-decomposition approximates the convolution with a 4D kernel tensor by the sequence of four convolutions with small 2D kernel tensors. All these lower dimensional convolutions represent standard CNN layers, and are therefore easy to insert into a CNN using existing CNN packages (no custom layer implementation is needed).

- **Ease of fine-tuning.** Related to the previous item, once a convolutional layer is approximated and replaced with a sequence of four convolutional layers with smaller kernels, it is straightforward to fine-tune the entire network on training data using back-propagation.

- **Efficiency.** Perhaps most importantly, we found that the simple combination of the full kernel CP-decomposition and global fine-tuning results in better speed-accuracy trade-off for the approximated networks than the previous methods.

The CNNs obtained in our method are somewhat surprisingly accurate, given that the number of parameters is reduced several times compared to the initial networks. Practically, this reduction in the number of parameters means more compact networks with reduced memory footprint, which can be important for architectures with limited RAM or storage memory. Such memory savings can be especially valuable for feed-forward networks that include convolutions with spatially-varying kernels (“locally-connected” layers).

On the theoretical side, these results confirm the intuition that modern CNNs are over-parameterized, i.e. that the sheer number of parameters in the modern CNNs are not needed to store the information about the classification task but, rather, serve to facilitate convergence to good local minima of the loss function.

Below, we first discuss previous works of Rigamonti et al. [2013] and Jaderberg et al. [2014a] and Denton et al. [2014] and outline the differences between them and our approach in Section 2. We then review the CP-decomposition and give the details of our approach in Section 3. The experiments on two CNNs, namely the character classification CNN from Jaderberg et al. [2014a] and Jaderberg et al. [2014b] and AlexNet from the Caffe package (Jia et al. [2014]), follow in Section 4. We conclude with the summary and the discussion in Section 5.

## 2 RELATED WORK

**Decompositions for convolutions.** Using low-rank decomposition to accelerate convolution was suggested by Rigamonti et al. [2013] in the context of codebook learning. In Rigamonti et al. [2013], a bank of 2D or 3D filters \( X \) is decomposed into linear combinations of a shared bank of separable (decomposable) filters \( Y \). The decompositions of filters within \( Y \) are independent (components are not shared).

Jaderberg et al. [2014a] evaluated the decomposition [Rigamonti et al. [2013]] in the context of CNNs and furthermore suggested a more efficient decomposition (Figure [1b]) that effectively approximates the 4D kernel tensor as a composition (product) of two 3D tensors. In the experiments, Jaderberg et al. [2014a] have demonstrated the advantage of this scheme over Rigamonti et al. [2013]. In a sequel, when referring to [Jaderberg et al. [2014a]], we imply this two-component decomposition.
Figure 1: **Tensor decompositions for speeding up a generalized convolution.** Gray boxes correspond to 3D tensors (map stacks) within a CNN, with the two frontal sides corresponding to spatial dimensions. Arrows show linear mappings and demonstrate how scalar values on the right (small boxes corresponding to single elements of the target tensor) are computed. Initial full convolution (a) computes each element of the target tensor as a linear combination of the elements of a 3D subtensor that spans a spatial $d \times d$ window over all input maps. Jaderberg et al. (2014a) (b) approximate the initial convolution as a composition of two linear mappings with the intermediate map stack having $R$ maps (where $R$ is the rank of the decomposition). Each of the two mappings computes each target value based on a spatial window of size $1 \times d$ or $d \times 1$ in all input maps. Finally, CP-decomposition (c) used in our approach approximates the convolution as a composition of four convolutions with small kernels, so that a target value is computed based on a 1D-array that spans either one pixel in all input maps, or a 1D spatial window in one input map.

Once the decomposition is computed, Jaderberg et al. (2014a) perform “local” fine-tuning that minimizes the deviation between the full and the approximated convolutions outputs on the training data. Differently from Jaderberg et al. (2014a), our method fine-tunes the entire network based on the original discriminative criterion. While Jaderberg et al. (2014a) reported that such discriminative fine-tuning was inefficient for their scheme, we found that in our case it works well, even when CP-decomposition has large approximation error. Below, we provide a theoretical complexity comparison and empirical comparison of our scheme with Jaderberg et al. (2014a).

In the work that is most related to ours, Denton et al. (2014) have suggested a scheme based on the CP-decomposition of parts of the kernel tensor obtained by biclustering (alongside with a different decompositions for the first convolutional layer and the fully-connected layers). Biclustering of Denton et al. (2014) splits the two non-spatial dimensions into subgroups, and reduces the effective ranks in the CP-decomposition. CP-decompositions of the kernel tensor parts in Denton et al. (2014) have been computed with the greedy approach \[1\]. Our approach essentially simplifies that of Denton et al. (2014) in that we do not perform biclustering and apply CP-decomposition directly to the full convolution kernel tensor. On the other hand, we replace greedy computation of CP-decomposition with non-linear least squares. Finally, as discussed above, we fine-tune the complete network by backpropagation, whereas Denton et al. (2014) only fine-tunes the layers above the approximated one.

\[1\] Note that the alternating least squares process mentioned in Denton et al. (2014) refers to computing the best next rank-1 tensor, but the outer process of adding rank-1 tensors is still greedy.
3 Method

Overall our method is a conceptually simple two-step approach: (1) take a convolutional layer and decompose its kernel using CP-decomposition, (2) fine-tune the entire network using backpropagation. If necessary, proceed to another layer. Below, we review the CP-decomposition, which is at the core of our method, and provide the details for the two steps of our approach.

3.1 CP-decomposition review

Tensor decompositions are a natural way to generalize low-rank approach to multidimensional case. Recall that a low-rank decomposition of a matrix \( A \) of size \( n \times m \) with rank \( R \) is given by:

\[
A(i, j) = \sum_{r=1}^{R} A_1(i, r) A_2(j, r), \quad i = 1, n, \quad j = 1, m,
\]

and leads to the idea of separation of variables. The most straightforward way to separate variables in case of many dimensions is to use the canonical polyadic decomposition (CP-decomposition, also called as CANDECOMP/PARAFAC model) (Kolda & Bader, 2009). For a \( d \)-dimensional array \( A \) of size \( n_1 \times \cdots \times n_d \) a CP-decomposition has the following form

\[
A(i_1, \ldots, i_d) = \sum_{r=1}^{R} A_1(i_1, r) \cdots A_d(i_d, r),
\]

where the minimal possible \( R \) is called canonical rank. The profit of this decomposition is that we need to store only \((n_1 + \cdots + n_d)R\) elements instead of the whole tensor with \( n_1 \cdots n_d \) elements.

In two dimensions, the low-rank approximation can be computed in a stable way by using singular value decomposition (SVD) or, if the matrix is large, by rank-revealing algorithms. Unfortunately, this is not the case for the CP-decomposition when \( d > 2 \), as there is no finite algorithm for determining canonical rank of a tensor (Kolda & Bader, 2009). Therefore, most algorithms approximate a tensor with different values of \( R \) until the approximation error becomes small enough. This leads to the point that for finding good low-rank CP-decomposition certain tricks have to be used. A detailed survey of methods for computing low-rank CP-decompositions can be found in (Tomasi & Bro, 2006). As a software package to calculate the CP-decomposition we used Tensorlab (Sorber et al., 2014). For our purposes, we chose non-linear least squares (NLS) method, which minimizes the \( L_2 \)-norm of the approximation residual (for a user-defined fixed \( R \)) using Gauss-Newton optimization.

Such NLS optimization is capable of obtaining much better approximations than the strategy of greedily finding best rank-1 approximation of the residual vectors used in Denton et al. (2014). We give a simple example highlighting this advantage of the NLS in the Appendix.

3.2 Kernel tensor approximation

CNNs (LeCun et al., 1989) are feed-forward multi-layer architectures that map the input images to certain output vectors using a sequence of operations. The units within CNN are organized as a sequence of 3D tensors (“map stacks”) with two spatial dimensions and the third dimension corresponding to different “maps” or “channels”.

The most “important” and time-consuming operation within modern CNNs is the generalized convolution that maps an input tensor \( U(\cdot, \cdot, \cdot) \) of size \( X \times Y \times S \) into an output tensor \( V(\cdot, \cdot, \cdot) \) of size \((X-d+1)\times(Y-d+1)\times T\) using the following linear mapping:

\[
V(x, y, t) = \sum_{i=x-\delta}^{x+\delta} \sum_{j=y-\delta}^{y+\delta} \sum_{s=1}^{S} K(i, j, s, t) U(i, j, s) \tag{3}
\]

These tensors are 4D if/when a CNN is applied to a batch of images, with the fourth dimension corresponding to different images in a batch. This extra dimension does not affect the derivation below and is therefore disregarded.
Here, $K(i, j, s, t)$ is a 4D kernel tensor of size $d \times d \times S \times T$ with the first two dimensions corresponding to the spatial dimensions, the third dimension corresponding to different input channels, the fourth dimension corresponding to different output channels. The spatial width and height of the kernel are denoted as $d$, while $\delta$ denotes “half-width” $(d - 1)/2$ (for simplicity we assume square shaped kernels and even $d$).

The rank-$R$ CP-decomposition $[^2]$ of the 4D kernel tensor has the form:

$$K(i, j, s, t) = \sum_{r=1}^{R} K^x(i, r) K^y(j, r) K^s(s, r) K^t(t, r), \quad (4)$$

where $K^x(\cdot, \cdot)$, $K^y(\cdot, \cdot)$, $K^s(\cdot, \cdot)$, $K^t(\cdot, \cdot)$ are the four components of the composition representing 2D tensors (matrices) of sizes $d \times R$, $d \times R$, $S \times R$, and $T \times R$ respectively.

Substituting (4) into (3) and performing permutation and grouping of summands gives the following expression for the approximate evaluation of the convolution (5):

$$V(x, y, t) = \sum_{r=1}^{R} K^t(t, r) \left( \sum_{i=x-\delta}^{x+\delta} K^x(i, r) \left( \sum_{j=y-\delta}^{y+\delta} K^y(j, r) \sum_{s=1}^{S} K^s(s, r) U(i, j, s) \right) \right), \quad (5)$$

Based on (5), the output tensor $V(\cdot, \cdot, \cdot)$ can be computed from the input tensor $U(\cdot, \cdot, \cdot)$ via a sequence of four convolutions with smaller kernels (Figure 1c):

$$U^s(i, j, r) = \sum_{s=1}^{S} K^s(s, r) U(i, j, s) \quad (6)$$

$$U^xy(i, y, r) = \sum_{j=y-\delta}^{y+\delta} K^y(j, r) U^s(i, j, r) \quad (7)$$

$$U^yxy(x, y, r) = \sum_{i=x-\delta}^{x+\delta} K^x(i, r) U^xy(i, y, r) \quad (8)$$

$$V(x, y, t) = \sum_{r=1}^{R} K^t(t, r) U^{xy}(x, y, r), \quad (9)$$

where $U^s(\cdot, \cdot, \cdot)$, $U^xy(\cdot, \cdot, \cdot)$, and $U^{xy}(\cdot, \cdot, \cdot)$ are intermediate tensors (map stacks).

3.3 IMPLEMENTATION AND FINE-TUNING

Computing $U^s(\cdot, \cdot, \cdot)$ from $U(\cdot, \cdot, \cdot)$ in (6) as well as $V(\cdot, \cdot, \cdot)$ from $U^{xy}(\cdot, \cdot, \cdot)$ in (9) represent so-called $1 \times 1$ convolutions (also used within “network-in-network” approach (Lin et al., 2013)) that essentially perform pixel-wise linear re-combination of input maps. Computing $U^xy(\cdot, \cdot, \cdot)$ from $U^s(\cdot, \cdot, \cdot)$ and $U^{xy}(\cdot, \cdot, \cdot)$ from $U^{xy}(\cdot, \cdot, \cdot)$ in (7) and (8) are “standard” convolutions with small kernels that are “flat” in one of the two spatial dimensions.

We use the popular Caffe package (Jia et al., 2014) to implement the resulting architecture, utilizing standard convolution layers for (7) and (8), and an optimized $1 \times 1$ convolution layers for (6) and (9). The resulting architecture is fine-tuned through standard backpropagation (with momentum) on training data. All network layers including layers above the approximated layer, layers below the approximated layer, and the four inserted convolutional layers participate in the fine-tuning. We found, however, that the gradients within the inserted layers are prone to gradient explosion, so one should either be careful to keep the learning rate low, or fix some or all of the inserted layers, while still fine-tuning layers above and below.

3.4 COMPLEXITY ANALYSIS

Initial convolution operation is defined by $STd^2$ parameters (number of elements in the kernel tensor) and requires the same number of “multiplication+addition” operations per pixel.
For (Jaderberg et al., 2014a) this number changes to $Rd(S + T)$, where $R$ is the rank of the decomposition (see Figure 1) and Jaderberg et al. (2014a). While the two numbers are not directly comparable, assuming that the required rank is comparable or several times smaller than $S$ and $T$ (e.g. taking $R \approx \frac{ST}{S+T}$), the scheme (Jaderberg et al., 2014a) gives a reduction in the order of $d$ times compared to the initial convolution.

For (Denton et al., 2014) in the absence of bi-clustering as well as in the case of our approach, the complexity is $R(S + 2d + T)$ (again, both for the number of parameters and for the number of “multiplications+additions” per output pixel). Almost always, $d \ll T$, which for the same rank gives a further factor of $d$ improvement in complexity over (Jaderberg et al., 2014a) (and an order of $d^2$ improvement over the initial convolution when $R \approx \frac{ST}{S+T}$).

The bi-clustering in (Denton et al., 2014) makes a “theoretical” comparison with the complexity of our approach problematic, as on the one hand bi-clustering increases the number of tensors to be approximated, but on the other hand, reduces the required ranks considerably (so that assuming the same $R$ would not be reasonable). We therefore restrict ourselves to the empirical comparison.

4 Experiments

In this section we test our approach on two network architectures, small character-classification CNN and a bigger net trained for ILSVRC. Most of our experiments are devoted to the approximation of single layers, when other layers remain intact apart from the fine-tuning.

We make several measurements to evaluate our models. After the approximation of the kernel tensor with the CP-decomposition, we calculate the accuracy of this decomposition, i.e. $\|K’ - K\|/\|K\|$, where $K$ is the original tensor and $K’$ is the obtained approximation. The difference between the original tensor and our approximation may disturb data propagation in CNN, resulting in the drop of classification accuracy. We measure this drop before and after the fine-tuning of CNN.

Furthermore, we record the CPU timings for our models and report the speed-up compared to the CPU timings of the original model (all timings are based on Caffe code run in the CPU mode on image batches of size 64). Finally, we report the reduction in the number of parameters resulting from the low-rank approximation. All results are reported for a number of ranks $R$.

4.1 Character-classification CNN

We use CNN described in (Jaderberg et al., 2014b) for our experiments. The network has four convolutional layers with maxout nonlinearities between them and a softmax output. It was trained to classify $24 \times 24$ image patches into one of 36 classes (10 digits plus 26 characters). Our Caffe port of the publicly available pre-trained model (refered below as CharNet) achieves 91.2% accuracy on test set (very similar to the original).

As in (Jaderberg et al., 2014a), we consider only the second and the third convolutional layers, which constitute more than 90% of processing time. Layer 2 has 48 input and 128 output channels and filters of size $9 \times 9$, layer 3 has 64 input and 512 output channels, filter size is $8 \times 8$.

The results of separate approximation of layers 2 and 3 are shown in figures 2a and 2b. Tensor approximation error diminishes with the growth of approximation rank, and when the approximation rank becomes big enough, it is possible to approximate weight tensor accurately. However, our experiments showed that accurate approximation is not required for the network to function properly. For example, while approximating layer 3, network classification accuracy is unaffected even if tensor approximation error is as big as 78%.

Combining approximations. We have applied our methods to two layers of the network using the following procedure. Firstly, layer 2 was approximated with rank 64. After that, the drop in accuracy was made small by fine-tuning of all layers but the new ones. Finally, layer 3 was approximated with rank 64, and for this layer such approximation does not result in significant drop of network prediction accuracy, so there is no need to fine-tune the network one more time.

The network derived by this procedure is 8.5 times faster than original model, while classification accuracy drops by 1% to 90.2%. Comparing with (Jaderberg et al., 2014a), we achieve almost two
times bigger speedup for the same loss of accuracy, ([Jaderberg et al., 2014a] incurs 1\% accuracy loss for the speedup of 4.2x and 5\% accuracy loss for the speedup of 6x).

4.2 ALEXNET

Following [Denton et al. (2014)] we also consider the second convolutional layer of AlexNet [Krizhevsky et al. (2012)]. As a baseline we use a pre-trained model shipped with Caffe. We summarize various network properties for several different ranks of approximation in Figure 2c. It can be noticed that conv2 of the considered network demands far larger rank (comparing to the CharNet experiment) for achieving proper performance.

Overall, in order to reach the 0.5\% accuracy drop reported in [Jaderberg et al., 2014b] it is sufficient to take 200 components, which also gives a superior layer speed-up (3.6x vs. 2x achieved by Scheme 2 of [Jaderberg et al., 2014b]). The running time of the conv2 can be further reduced if we allow for slightly more misclassifications: rank 140 approximation leads to 4.5x speed-up at the cost of \(\approx 1\%\) accuracy loss surpassing the results of [Denton et al., 2014].

Along with conventional full-network fine-tuning we tried to refine the obtained tensor approximation by applying the data reconstruction approach from [Jaderberg et al., 2014b]. Unfortunately, we failed to find a good SGD learning rate: larger values led to the exploding gradients, while the smaller ones did not allow to sensibly reduce the reconstruction loss. We suspect that this effect is due to the instability of the low-rank CP-decomposition (De Silva & Lim, 2008). One way to circumvent the issue would be to alternate the components learning (i.e. not optimizing all of them at once), which is the scope of our future work.

4.3 NLS VS. GREEDY

One of our main contributions is pointing out that greedy CP-decomposition works worse than more advanced algorithms such as non-linear least squares (NLS), and evaluate this degradation in the context of speeding up CNNs.

We perform comparisons on the second layers of both CharNet and AlexNet. For CharNet, we also evaluate the combination with fine-tuning. Furthermore, for CharNet, we also tried initializing the layers randomly (using the scheme of [Glorot & Bengio, 2010]).

The results in Table 1 clearly demonstrate two related things. Firstly, NLS decomposition leads to significantly higher accuracy whether with fine-tuning or without. The advantage is greater for the more complex network (AlexNet).

Secondly, the output of the fine-tuning clearly depends on the quality of the approximation. This observation concurs with the hypothesis that the large number of parameters in CNN is needed to avoid poor local minima. Indeed, CP-decomposition radically decreases the number of parameters in a layer. While good minima may still exist (e.g. the NLS+FT result), optimization is prone to studding in a much worse minima (e.g. the Random+FT result).

Table 1: Accuracy drop for the greedy and the non-linear least-squares (NLS) CP-decomposition. The results are given for the second layers of CharNet and AlexNet, for different decomposition ranks \(R\), and the numbers correspond to the accuracy drop of the entire CNN. Original networks achieve 91.24\% (CharNet) and 79.95\% (AlexNet). For CharNet we also evaluate the effect of fine-tuning (FT), and also for the random initialization. NLS computation of the CP-decomposition invariably leads to better performance, and the advantage persists through fine-tuning.

|                | CharNet, \(R=16\) | CharNet, \(R=64\) | CharNet, \(R=256\) | AlexNet     | AlexNet     | AlexNet     |
|----------------|------------------|------------------|------------------|-------------|-------------|-------------|
| NO FT          | Ft               | Ft               | Ft               | R=140       | R=200       | R=300       |
| RANDOM         | –                | –                | –                | –           | –           | –           |
| GREEDY         | 24.15            | 2.64             | 4.99             | 1.14        | -0.31       | 65.04       |
| NLS            | **18.96**        | **2.16**         | **1.93**         | **0.31**    | **-0.52**   | **3.21**    | **0.97**    | **0.30**    |
Figure 2: Various properties and performance metrics of different approximated CNNs plotted as functions of the approximation rank. First row: kernel tensor approximation error. Second row: drop of the classification accuracy of the full model with approximated layers w.r.t the accuracy of the original model; dashed lines correspond to the non-tuned CNNs, solid lines depict the performance after the fine-tuning. Note the log-scale. Cases, where the accuracy has actually improved are plotted at the bottom line. Third row: empirical speed-up of the approximated layer w.r.t. the original layer. Fourth row: ratio between the numbers of parameters in the original and the approximated layers.
5 DISCUSSION

We have demonstrated that a rather straightforward application of a modern tensor decomposition method (NLS-based low-rank CP-decomposition) combined with the discriminative fine-tuning of the entire network can achieve considerable speedups with minimal loss in accuracy.

In the preliminary comparisons, this approach outperforms the previous methods of (Denton et al., 2014; Jaderberg et al., 2014a). However, more comparisons especially with a more related work of (Denton et al., 2014) are needed. In particular, it is to be determined whether bi-clustering is useful, when non-linear least squares are used for CP-decomposition.

Another avenue of research are layers with spatially-varying kernels, such as used e.g. in (Taigman et al., 2014). Firstly, these layers would greatly benefit from the reduction in the number of parameters. Secondly, the spatial variation of the kernel might be embedded into extra tensor dimensions, which may open up further speed-up possibilities.

Finally, similarly to (Denton et al., 2014), we note that low-rank decompositions seems to have a regularizing effects allowing to slightly improve the overall accuracy for higher rank.
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**APPENDIX**

In all our experiments, we consistently found that non-linear least squares (NLS) with the implementation from (Sorber et al., 2014) yield better CP-decompositions with smaller ranks (for the same approximation accuracy) than the greedy approach of finding the next best rank-one tensor and adding it to the decomposition.

Such advantage can be highlighted by the following example of a $2 \times 2 \times 2$ tensor $G$ of rank two, whose frontal slices are defined by:

$$G_1 = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \quad G_2 = \begin{pmatrix} 1 & 1 \\ 0 & 2 \end{pmatrix}.$$  

We checked numerically that a sequence of two best rank-one approximations fails to approximate the tensor $G$ – relative error was $0.35$. In contrast to that, the best rank-two approximation (with $10^{-7}$ error in this case) was successfully obtained by the NLS optimization.