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Abstract: Autonomous, flexible, and human–robot collaboration are the key features of the next-generation robot. Such unstructured and dynamic environments bring great challenges in online adaptive path planning. The robots have to avoid dynamic obstacles and follow the original task path as much as possible. A robust and efficient online path planning method is required accordingly. A method based on the Gaussian Mixture Model (GMM), Gaussian Mixture Regression (GMR), and the Probabilistic Roadmap (PRM) is proposed to overcome the above difficulties. During the offline stage, the GMM was used to model teaching data, and it can represent the offline-demonstrated motion and constraints. The optimal solution was encoded in the mean value, while the environmental constraints were encoded in the variance value. The GMR generated a smooth path with variance as the resample space according to the GMM of the teaching data. This representation isolated the old environment model with the novel obstacle. During the online stage, a Modified Probabilistic Roadmap (MPRM) was used to plan the motion locally. Because the GMM provides the distribution of all the feasible motion, the sampling space of the MPRM was generated by the variable density resampling method, and then, the roadmap was constructed according to the Euclidean and Probability Distance (EPD). The Dijkstra algorithm was used to search for the feasible path between the starting point and the target point. Finally, shortcut pruning and B-spline interpolation were used to generate a smooth path. During the simulation experiment, two obstacles were added to the recurrent scene to indicate the difference from the teaching scene, and the GMM/GMR-MPRM algorithm was used for path planning. The result showed that it can still plan a feasible path when the recurrent scene is not the same as the teaching scene. Finally, the effectiveness of the algorithm was verified on the IRB1200 robot experiment platform.
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1. Introduction

Conventional industrial robots work in a safety fence, and their work trajectory is usually preset through a program. In recent years, with the concept of human–robot collaboration, robots have gradually stepped out of the safety fence, which has made the working environment of robots more complicated and unpredictable, and offline programming would not be able to meet such work requirements.

LfD can quickly transfer human skills to robots through human–computer interaction and teaching methods, to realize the rapid programming of robots [1]. However, the teaching scene and the recurring scene are usually not completely consistent while repeating the task. At present, most path planning algorithms are aimed at the point-to-point path planning problem, that is, when encountering obstacles, the information of the whole workspace is obtained first, and then, a feasible path from the starting point to the target point is planned. However, the path planning problem of task recurrence in the process of LfD is not a point-to-point path planning problem, but a problem of tracking a task...
trajectory while avoiding obstacles. Meanwhile, not only industrial robots, but also other platforms, such as parallel robot platforms, require path planning. Russo presented the mechanical design of a humanoid robot named LARMbot 2. The torso of LARMbot 2 can be described as a 4SPS-(3E) parallel mechanism with four degrees of freedom, and the legs of LARMbot 2 are structured by a 3UPR lower-mobility parallel mechanism. The parallel architectures on which the robot is based allowed it to lift a considerable payload [2]. Ceccarelli presented the results of HeritageBot. The novel aspect of the HeritageBot robot is that it was designed with a modular structure. The HeritageBot robot can be recognized in the modular design by combining a legged parallel manipulator locomotor with a drone with a short flight capability, which allows the robot to have greater potential in cultural heritage services [3]. The dynamic control of both LARMbot 2 and the HeritageBot robot requires path planning.

The path planning algorithm usually models the free configuration space through random sampling and collision detection and then generates an effective collision-free path in the sampled free configuration space. The most famous sampling-based planning algorithms are PRM [4] and RRT [5], which use roadmaps and tree structures to model the free space, respectively [6]. In addition, in order to extend the capabilities of these algorithms, many variants have been proposed, such as LazyPRM [7], EST [8], SBL [9], RRT-Connect [10], NC-RR [11], and KPIEC [12]. Due to the inherent characteristics of random sampling, these algorithms have some common problems, such as the low efficiency of narrow channel search and the optimal probability of the searched path [13].

In recent years, researchers have proposed many sampling planning algorithms based on optimization, such as TRRT [14], RRT* [15], and BIT* [16]. Although some optimization goals or constraints can be achieved gradually, such as minimizing the length of the path, the computational cost of these optimization planners is relatively expensive. Aiming at the problem that the constrained optimal feedback controllers require extensive calculation, Chen presented two locally optimal feedback controllers that can be efficiently computed online in real time. The controllers use an iterative algorithm to numerically compute the constrained optimal feed-forward control input, so the computation of the inputs can be performed in real time [17]. However, this controller can better mitigate external perturbations and imperfect model information. In addition, the optimization objective of some problems may be difficult to describe as a specific mathematical function. For example, the motion generated by a humanoid robot is an optimization objective that is difficult to describe by mathematical function [18]. With the popularity of reinforcement learning, people began to study path planning based on reinforcement learning. Shahid used the modern proximal policy optimization algorithm to learn a grasping task [19]. However, the path planning algorithm based on reinforcement learning requires much training time, so it cannot realize online path planning.

In addition, path planning algorithms based on sampling always start planning from the beginning, while the LfD method aims to generate task trajectories from human teaching paths. LfD uses demonstration paths to simulate the free space and optimize the objectives. The most famous one is the DMPS method. Generally, the reference trajectory of DMPS can be obtained from the suboptimal teaching path with noise by the GMM/GMR or reinforcement learning method [20]. Roveda presented a task-trajectory learning algorithm based on a few human demonstrations, and the demonstrated data were processed by a hidden Markov model approach. A Bayesian optimization-based algorithm has designed to autonomously optimize the robot control parameters. The proposed HMM algorithm can select the most reliable demonstrated task trajectory [21]. However, the HMM algorithm cannot deal with the inconsistency of the working environment between task demonstration and task reproduction.

Aiming at the problem of the LfD method not being able to deal with new obstacles in the environment, many scholars have made efforts to solve such problems. Rai used the coupling terms in DMPS to solve path planning problems, and the coupling term can allow avoiding obstacles of different sizes in a reactive manner after learning from human
demonstrations [22]. By estimating an unknown reward function from the demonstration and using the quasi-Newton strategy to learn the parameters of the reward function, Amir realized the path planning [23]. However, these algorithms are generally based on nonlinear optimization, which may fall into local minima.

In order to use the prior knowledge of LfD, Jiang and Kallmann proposed a method called the Attractor-Guided Planner (AGP), wherein each attractor point works as a replacement of the random sampling strategy in the original RRT. The results showed that the AGP planner is well suited for dynamic tasks in dynamic environments [24]. Rosell used Principal Component Analysis (PCA) to increase the probability of finding collision-free samples in a space with low clearance [25]. García used the PCA algorithm to find the joint synergy of different areas in the configuration space according to the demonstration and used the joint synergy to determine the expansion of the tree based on the basic RRT [26]. Mike presented a search-based planning method with experience graphs. The experience graphs can be generated in the configuration space by searching the search-space, and an effective path can be generated by searching the experience graphs with the weighted A-star algorithm [27,28].

Although traditional motion planning algorithms have certain adaptive capabilities, they can only find a feasible path from the starting point to the target point. For complex tasks, they cannot guarantee that the planned path will pass through all key points, and the cost of designing a specific loss function for each task is high. Although LfD does not require defining the loss function manually, it cannot demonstrate all the possibilities of a task, so the adaptability is poor.

Therefore, this paper proposes a path planning algorithm called the GMM/GMR-MPRM. The algorithm combines the advantages of the LfD algorithm and the motion planning to realize the path planning algorithm and uses the feasible space of the task trajectory obtained by the LfD as the sampling space of the MPRM algorithm. The algorithm can improve the success rate of path planning and maintain the similarity of the original task trajectory simultaneously. The main contributions of this paper are:

- Aiming at the inconsistency between the recurrent scene and the teaching scene in LfD, a path planning algorithm with certain adaptive capabilities and an obstacle avoidance capability is proposed. When the obstacles are detected, only the part of the path that collides with the obstacle is modified, and the rest of the path remains unchanged, then a path that can avoid the obstacles can be generated;
- The sampling space is constructed by means of variable density resampling, and more sampling points are generated in the Gaussian component close to the obstacle, which improves the resampling speed and the success rate of path planning;
- Euclidean and probability distance are used to construct the roadmap, so that the resampling points closer to the task trajectory have higher importance, so as to ensure that the searched path has a high similarity to the task path.

The rest of this paper is organized into five sections. Section 2 addresses the related work of the GMM/GMR-MPRM. Section 3 describes the construction and the details of the implementation of the GMM/GMR module. Section 4 describes the construction and the details of the implementation of the MPRM module. Section 5 shows the simulations and the experiments. Section 6 gives some conclusions of the research.

2. The GMM/GMR-MPRM Algorithm Framework

The GMM/GMR-MPRM algorithm consists of the GMM/GMR module and the MPRM module, and the block diagram of the algorithm is shown in Figure 1.

The teacher will teach a specific task many times. After obtaining the data of the teaching path, the GMM/GMR module uses the GMM algorithm to obtain a compact data model according to the data of the teaching path, then the data model is fit into a smooth path with the mean and variance by GMR.
The function of the MPRM module is to generate a collision-free path based on the fit smooth path. Firstly, the smooth path is divided into a collision-free path and a collision path according to the position and shape of the obstacle. Then, the sampling space for the points on the collision path are generated using the variable density resampling method according to the covariance of the collision points and the relative position of the collision points and the obstacle, and the collision points in the sampling space are removed. Finally, a roadmap for the MPRM according to the EPD is constructed. After constructing the roadmap, the Dijkstra algorithm is used to search for a feasible path, then the Shortcut is used to prune the path and delete the redundant sampling points. A smooth path is generated by smoothing the pruned path using B-spline interpolation.

3. GMM/GMR Module

The GMM/GMR module is used to generate the sampling space based on the teaching data. Figure 2 gives the flowchart for generating the sampling space based on the GMM/GMR algorithm. First, according to the teaching path data, the GMM algorithm is used to obtain the Gaussian conditional distribution of the data of the teaching path, and then, the GMR algorithm is used to generate the task path and sampling space.

Usually, the dataset of the teaching path consists of \( N \) teaching paths, so it can be represented by 

\[
x = \{x_i\}, i = 1, 2, \ldots, N,
\]

where \( x_i = \{x_j\}, j = 1, 2, \ldots, M \) is one-time teaching path data. The teaching trajectory data are a sequence of random variables that obey the multivariate normal distribution. The GMM of the teaching data can be expressed as:

\[
P(x|\theta) = \sum_{k=1}^{K} \alpha_k \phi(x|\theta_k) 
\]
where $\alpha_k$ stands for the coefficient of the $k$-th Gaussian component and $\alpha_k \geq 0$, $\sum_{k=1}^{K} \alpha_k = 1$, $\phi(x|\theta_k)$ stands for the distribution density of the $k$-th Gaussian component of dimensionality $D$, which can be defined as:

$$\phi(x|\theta_k) = \frac{1}{\sqrt{2\pi^D|\Sigma_k|}} e^{-\frac{1}{2} \left((x - \mu_k)^T \Sigma_k^{-1} (x - \mu_k)\right)}$$

(2)

where $\theta_k = (\mu_k, \Sigma_k)$, $\mu_k$, and $\Sigma_k$ stand for the mean and variance of the $k$-th Gaussian component, respectively, and $\Sigma_k$ can be expressed as:

$$\Sigma_k = \begin{bmatrix} \Sigma_k^{TT} & \Sigma_k^{TS} \\ \Sigma_k^{ST} & \Sigma_k^{SS} \end{bmatrix}$$

(3)

The parameters of the GMM are solved using the EM algorithm. The solution steps are as follows: Firstly, the $k$-means clustering algorithm is used to obtain the initial estimated value of the EM algorithm to prevent the solution from falling into the local minima; secondly, the GMM infinitely approaches the optimal solution through the iteration of the E steps and M steps; finally, the parameters of the GMM that meet the requirements are obtained.

After using the GMM to obtain the distribution of the teaching trajectory, the GMR algorithm is used for regression to obtain a continuous path, and the path contains the mean and the covariance of each point on the path. Using time series as the index variables, the corresponding space vector is:

$$s = \arg \max p(s|t)$$

(4)

For a GMM $\theta_k = (\mu_k, \Sigma_k)$, the GMM is transformed into a continuous model by varying $t$, according to the linear transformation properties of the Gaussian distribution, that is:

$$p(s|t, k) \sim \mathcal{N}\left(s; \tilde{\mu}_k^S, \tilde{\Sigma}_k^{SS}\right)$$

(5)

where

$$\tilde{\mu}_k^S = \mu_k^S + \Sigma_k^{ST} (\Sigma_k^{TT})^{-1} (t - \mu_k^T)$$

$$\tilde{\Sigma}_k^{SS} = \Sigma_k^{SS} - \Sigma_k^{ST} (\Sigma_k^{TT})^{-1} \Sigma_k^{TS}$$

(6)

For the totality component, the expected distribution is:

$$p(s|t) = \sum_{k=1}^{K} \beta_k \mathcal{N}\left(s; \tilde{\mu}_k^S, \tilde{\Sigma}_k^{SS}\right)$$

(7)

where $\beta_k$ is the prior probability of each component and can be expressed as:

$$\beta_k = \frac{p(k)p(t|k)}{\sum_{i=1}^{K} p(i)p(t|i)}$$

(8)

For the $k$-th component, the mean and covariance matrices of each time point can be computed as:

$$\mu = \sum_{k=1}^{K} \beta_k \tilde{\mu}_k^S$$

$$\Sigma = \sum_{k=1}^{K} \beta_k^2 \tilde{\Sigma}_k^{SS}$$

(9)

Then, a continuous trajectory $\Gamma = \{t, s\}$ can be generalized by calculating $\{\mu, \Sigma\}$. The feasible space of the trajectory is used as the sampling space of the MPRM algorithm.
4. MPRM Module

The MPRM module consists of two parts: the construction part and the query part. In the construction part, by randomly sampling nodes in the free space and connecting them with each other, a roadmap can be constructed. In the query part, a path from the start location to the target location can be queried on the roadmap with the Dijkstra search algorithm. The conventional PRM methods uses a grid map in 2D space or a voxel map in 3D space to describe the roadmap. The roadmap covers the whole workspace, and once the environment changes, the roadmap has to be reconstructed. The MPRM module is used to generate robot motion from a given roadmap and the target location without a priori knowledge. However, in this paper, the GMM/GMR model already encoded the ideal robot motion. Therefore, it was able to combine these two methods and exploit their advantages so as to meet the online adaptive requirements.

4.1. Collision Detection and Path Segmentation

Before resampling, it is necessary to divide the path into a collision path and a noncollision path, that is to separate the collision path from the path and record the start and end points of the collision path.

In order to divide the path, it is necessary to calculate the Euclidean distance $L_d$ from the points on the path to the obstacle surface and then select the smallest Euclidean distance $L_{\text{min}}$ to compare with the threshold $L_{\text{threshold}}$, where $L_{\text{threshold}} = r_b + r_{\text{manipulator}}$, $r_b$ stands for the radius of the obstacle, and $r_{\text{manipulator}}$ stands for the radius of the manipulator of the robot. If $L_{\text{min}} \leq L_{\text{threshold}}$, the point is considered to collide with the obstacle. The first collision point is recorded as the starting point of the collision path, then whether the next point is a collision point is determined, until the next point is a noncollision point, and the point is recorded as the end point of the collision path. Repeat the iteration until the last point on the path. The iterative process of the path segmentation algorithm is shown in Algorithm 1.

Algorithm 1 Path segmentation algorithm.

Input: Task trajectory
Output: The Startpoints and Endpoints of the collision path
1: Startpoints=[]; Endpoints=[]; StartFlag=False; EndFlag=False;
2: i = 1; j = 1;
3: while $i \neq \text{size(path)}$ do
4: $L_{\text{min}} = \min(L_d)$;
5: if $L_{\text{min}} < L_{\text{threshold}}$ then
6: if Startflag==False then
7: Startflag=True; Startpoints(j)=i; j = j + 1;
8: end if
9: else
10: if Startflag==True then
11: Startflag=False; Endpoints(j)=i;
12: end if
13: end if
14: end while

4.2. Variable Density Resampling

Each point on the task path obtained by the GMM/GMR algorithm has a mean and a covariance. The mean value is represented by $\mu$, and the covariance is represented by $\Sigma$. This paper used the mvrnd function in MATLAB to generate the sampling space. The function can generate a dataset that conforms to the multivariate Gaussian distribution. Therefore, resampling the $k$-th point on the path based on the Gaussian distribution can be expressed as:

$$\tilde{x}^k = \text{mvrnd}(u_k, \Sigma_k, N_k)$$ (11)
\[ \tilde{x} = \{ \tilde{x}^1, \tilde{x}^2, \ldots, \tilde{x}^K \} \]  

where \( \tilde{x}^k \) is the resampled dataset of the \( k \)-th point, \( N_k \) is the sample quantity of resampling, and \( \tilde{x} \) is the resampled dataset with a sample quantity of \( \sum_{k=1}^{K} N_k \).

If the sample quantity \( N_k \) of resampling for each Gaussian component on the task path is the same, then there will be a large number of resampling points near the obstacle when the Gaussian component close to the obstacle is resampled, which reduces the success rate of path planning. In addition, the covariance of the Gaussian component also has an impact on the quantity of resampling, that is the Gaussian component with a smaller covariance has higher importance, and the quantity of resampling for this component should be increased, while the Gaussian component with a larger covariance has lower importance, and the quantity of resampling for this component should be reduced.

Therefore, a variable density resampling method is proposed, that is the Gaussian component that is closer to the obstacle generates more sampling points, and the Gaussian component that is farther from the obstacle generates fewer sampling points. The Gaussian component with a small covariance generates more sampling points, and the Gaussian component with a high covariance generates fewer sampling points. This can not only increase the sampling speed and the success rate of path planning, but also improve the consistency of the planned path and the task path. The quantity of resampling \( N_k \) can be defined as:

\[
N_k = \begin{cases} 
\frac{n_\Sigma}{\|\Sigma\|} + n_0 \frac{d_k}{d_t} & d_k < d_t \\
\frac{n_\Sigma}{\|\Sigma\|} + n_0 & d_k \geq d_t 
\end{cases}
\]  

where \( d_k \) is the shortest distance between the \( k \)-th Gaussian component and the obstacle, \( d_t \) is the threshold of the distance, \( \|\Sigma\| \) is the covariance of the \( k \)-th Gaussian component, and \( n_\Sigma \) and \( n_0 \) are the reference quantity of resampling based on the covariance and distance, respectively. Since there is no collision detection during resampling, some sampling points will fall into the position of obstacles. If the roadmap is constructed directly in this sampling space, the number of collision detections and invalid queries will increase. Therefore, it is necessary to recalculate the minimum distance \( L_{\text{min}} \) between the sampling point and the obstacle surface. If \( L_{\text{min}} \leq L_{\text{threshold}} \), the point is considered as the collision point and removed; otherwise, the point is retained.

### 4.3. Euclidean and Probability Distance

In the traditional PRM algorithm, the distance between two points is usually defined by the Euclidean distance between two points. The PRM algorithm adopted in this paper ensures that the shortest feasible path can be found, and it tries to ensure the similarity with the original trajectory. Therefore, this paper redefined the distance between two points as the weighted sum of the Euclidean distance and the probability distance, that is:

\[
d_{\text{ep}} = (1 - \lambda)d_{\text{euler}} + \lambda d_{\text{pdf}}
\]  

where \( d_{\text{euler}} \) represents the Euclidean distance between two points. \( \lambda \) is the coefficient with the value range of \([0, 1]\), used to balance the length of the planned path and the similarity with the task path, that is the larger \( \lambda \) is, the greater the similarity with the task path; the smaller \( \lambda \) is, the shorter the length of the planned path; \( d_{\text{pdf}} \) represents the distance generated by the probability density.

The higher the probability density of the point is, the closer to the task path. Therefore, the probability distance \( d_{\text{pdf}} \) is defined as the following form:

\[
d_{\text{pdf}} = \frac{1}{p}
\]
where \( p(x; \mu, \Sigma) = \frac{1}{\sqrt{2\pi|\Sigma|}} e^{-\frac{1}{2}((x - \mu)^T \Sigma^{-1}(x - \mu))} \), \( D \) is the dimension of the variable \( x \), \( \mu \) is the mean value, and \( \Sigma \) is the covariance matrix.

Finally, according to the weighted distance \( d_{wp} \), construct a locally weighted roadmap \( G_k = \{ E_k, V_k \} \) for each collision path, where \( E_k \) is the \( k \)-th edge and \( V_k \) is the \( k \)-th vertex.

### 4.4. Path Search Based on the Dijkstra Algorithm

The Dijkstra algorithm is one of the most famous algorithms for searching the shortest path. It uses the breadth-first search to solve the single-source shortest path problem of a weighted directed graph or an undirected graph. Given the roadmap \( G = \{ E, V \} \), the starting vertex \( s \in V \), and the target vertex \( g \in V \), the shortest path from the starting point to the target point can be searched. Since the similarity with the task path is taken into account when constructing the roadmap, the algorithm follows the two principles of the shortest path and the highest similarity.

### 4.5. Path Pruning Based on the Shortcut Algorithm

The Shortcut path pruning process is shown in Figure 3, assuming that the planned path is composed of Points A, B, C, D, and E. Although the trajectory can avoid the obstacle, it can be further simplified. For example, Point B can be directly connected to Point D, then Point C can be removed. However, when Point B and Point E are connected, they will collide with an obstacle, then Point D cannot be removed. The pruning algorithm is shown in Algorithm 2.

![Figure 3. Schematic diagram of path pruning.](image)

**Algorithm 2** Shortcut path pruning algorithm.

**Input:** Path to be pruned \( path1 \)

**Output:** Path after pruning \( path2 \)

1: \( path2[1] \leftarrow path1[1] \)
2: \( i = 1 \);
3: \textbf{while} \( i \neq \text{size}(path1) - 2 \) \textbf{do}
4: \quad \textbf{for} \( j = i + 2 : \text{size}(path1) \) \textbf{do}
5: \quad \quad \textbf{if} \ CollisionCheck(path1(i), path1(j)) \textbf{then}
6: \quad \quad \quad path1[1] = [path2path1(j)];
7: \quad \quad \quad \textbf{i} = j;
8: \quad \quad \quad \textbf{break}
9: \quad \textbf{end if}
10: \quad \textbf{end for}
11: \textbf{end while}

### 4.6. B-Spline Trajectory Smoothing

After shortening the length of the path by using the Shortcut algorithm, B-spline interpolation is used to smooth the pruned path. At the same time, in order to ensure the
continuous speed of the connection, the speed boundary condition is set. The B-spline curve is essentially a set of piecewise continuous polynomials, and complex curves can be described by low-order polynomials. The B-spline curve can be represented by:

$$C(u) = \sum_{i=0}^{n} N_{i,p}(u)D_i$$

where $N_{i,p}(u)$ is the B-spline basis function, $D_i$ is the control vertex, and $p$ is the order of the polynomial. The value of $u$ is defined by the node vector:

$$U = \{u_0, u_1, \ldots, u_p, u_{p+1}, \ldots, u_n, u_{n+1}, \ldots, u_{n+p+1}\}$$

Take $u_0 = u_1 = \ldots = u_p = 0$, $u_{n+1} = \ldots = u_{n+p+1} = 1$, and use the Cox–de Boor recursion formula for the basis function of the B-spline; the recursion formula can be given by:

$$N_{i,0}(u) = \begin{cases} 1, & \text{if } u_i \leq u \leq u_{i+1} \\ 0, & \text{others} \end{cases}$$

$$N_{i,k} = \frac{u-u_i}{u_{i+k}-u_i}N_{i,k-1}(u) + \frac{u_{i+k+1}-u}{u_{i+k+1}-u_{i+1}}N_{i+1,k-1}(u)$$

The shape of the B-spline curve is determined by the node vector and the control vertices. There are various parameterization methods to parameterize the node vector, such as uniform parameterization, chord length parameterization, and centripetal parameterization. Centripetal parameterization can obtain a smoother curve; therefore, this paper adopted this parameterization method:

$$u_k = u_{k-1} + \frac{d_k}{d}$$

where $d = \sum_{k=0}^{r} d_k$, $d_k = |q_{k+1} - q_k|^2$ and $q_k$ are the points to be interpolated.

For the cubic B-spline curve, when performing the interpolation calculation, there is:

$$C(u_i) = \sum_{j=-3}^{i-1} d_jN_{3,3}(u_i) = q_{i-3}, i = 3, 4, \ldots, n + 1$$

This formula can be expressed in the form of the matrix equation:

$$\begin{bmatrix} N_{1,3}(u_4) & \cdots & N_{2,3}(u_4) & \cdots & N_{3,3}(u_4) \\ \vdots & \ddots & \vdots & \ddots & \vdots \\ N_{n-3,3}(u_n) & \cdots & N_{n-2,3}(u_n) & \cdots & N_{n-1,3}(u_n) \end{bmatrix} \begin{bmatrix} d_1 \\ \vdots \\ d_{n-1} \end{bmatrix} = \begin{bmatrix} q_1 \\ \vdots \\ q_{n-3} \end{bmatrix}$$

For the cubic B-spline curve, the first and last nodes in the node vector are quadruple nodes, and this causes the first (end) vertex to be the same as the first (end) data point. After removing the first and last two equations of the above formula, the matrix equation can be expressed as:

$$\begin{bmatrix} b_1 & c_1 & a_1 \\ a_2 & b_2 & c_2 \\ \vdots & \ddots & \vdots \\ a_{n-2} & b_{n-2} & c_{n-2} \\ c_{n-1} & a_{n-1} & b_{n-1} \end{bmatrix} \begin{bmatrix} d_1 \\ \vdots \\ d_{n-1} \end{bmatrix} = \begin{bmatrix} e_1 \\ \vdots \\ e_{n-1} \end{bmatrix}$$
where, with variance as the resample space for path planning. However, there will be a certain point and remove the points that collide with obstacles. A roadmap was constructed probability model, the GMR algorithm was used to fit the model into a smooth path the quantity of resampling based on distance was set as \( n \), the adjustment coefficient of the planned path was pruned and smoothed to generate a smooth path. In the simulation, according to the EPD, then Dijkstra algorithm was used to search the feasible path. Finally, the collision path. According to the distance between the obstacles and the points in the recurrent scene to indicate the difference from the teaching scene. The recurrent difference between the recurrent scene and the teaching scene. Two obstacles were added relatively compact.

In order to verify the effectiveness of the algorithm, this paper constructed a simulation scenario in MATLAB. The purpose of the experiment was to plan a motion path close to the task trajectory. The task trajectory was a cosine curve of two periods, that is: \( y = 1.5 \times \cos(x), x \in [0, 4\pi] \).

In order to simulate the uncertainty in the demonstration data, the task trajectory was first enlarged by 0.9, 0.96, 1, 1.03, and 1.1 times, and then, 6dB of Gaussian noise was added to obtain the teaching data, as shown in Figure 4. Finally, the GMM algorithm was used to model the loose teaching data, as shown in Figure 5. The number of Gaussian components in the GMM was set as \( K = 4 \), and it can be seen that the data expressed by the GMM were relatively compact.

After using the GMM algorithm to transform the demonstration data into a compact probability model, the GMR algorithm was used to fit the model into a smooth path with variance as the resample space for path planning. However, there will be a certain difference between the recurrent scene and the teaching scene. Two obstacles were added to the recurrent scene to indicate the difference from the teaching scene. The recurrent scene can seen in Figure 6; it can be seen that the path planned using GMR will collide with the obstacle.

In order to plan a path that is not only able to avoid new obstacles, but is also similar to the original trajectory, the original trajectory was divided into the collision-free path and the collision path. According to the distance between the obstacles and the points in the sampling space, variable density resampling was carried out to generate uneven sampling points and remove the points that collide with obstacles. A roadmap was constructed according to the EPD, then Dijkstra algorithm was used to search the feasible path. Finally, the planned path was pruned and smoothed to generate a smooth path. In the simulation, the quantity of resampling based on covariance was set as \( n_e = 100 \), the quantity of resampling based on distance was set as \( n_0 = 300 \), and the adjustment coefficient of the Euclidean and probability distances was \( \lambda = 0.7 \), while the order of the B-spline was set as \( \nu = 3 \). The path planned by the GMM/GMR-MPRM is shown in Figure 7, and it can be

Add two boundary conditions and simplify; the matrix equation can be expressed as:

\[
\begin{bmatrix}
    b_1 & c_1 & a_1 \\
    a_2 & b_2 & c_2 \\
    \vdots & \vdots & \vdots \\
    a_{n-2} & b_{n-2} & c_{n-2} \\
    c_{n-1} & a_{n-1} & b_{n-1}
\end{bmatrix}
\begin{bmatrix}
    d_1 \\
    \vdots \\
    d_{n-1}
\end{bmatrix} =
\begin{bmatrix}
    e_1 \\
    \vdots \\
    e_{n-1}
\end{bmatrix}
\]

(24)

where,

\[
\begin{align*}
    a_i &= \frac{(\Delta_{i+2})^2}{\Delta_i + \Delta_{i+1} + \Delta_{i+2}} \\
    b_i &= \frac{(\Delta_i + \Delta_{i+1})\Delta_{i+2}}{\Delta_i + \Delta_{i+1} + \Delta_{i+2}} + \frac{(\Delta_{i+2} + \Delta_{i+3})\Delta_{i+1}}{\Delta_i + \Delta_{i+1} + \Delta_{i+2} + \Delta_{i+3}} \\
    c_i &= \frac{(\Delta_{i+1})^2}{\Delta_{i+1} + \Delta_{i+2} + \Delta_{i+3}} \\
    e_i &= (\Delta_{i+1} + \Delta_{i+2})\dot{q}_{i-1}
\end{align*}
\]

(25)

The velocity boundary conditions are:

\[
\begin{align*}
    b_1 &= 1, c_1 = a_1 = 0, e_1 = q_0 + \frac{\Delta_1}{3}\dot{q}_0 \\
    c_{n-1} &= a_{n-1} = 0, b_{n-1} = 1, e_{n-1} &= q_{n-1} - \frac{\Delta_n}{3}\dot{q}_{n-2}
\end{align*}
\]

(26)

Therefore, given the boundary velocities \( \dot{q}_0 \) and \( \dot{q}_{n-2} \), an interpolated B-spline curve with a continuous velocity can be obtained.

5. Simulation and Analysis

5.1. Simulation and Analysis

In order to verify the effectiveness of the algorithm, this paper constructed a simulation scenario in MATLAB. The purpose of the experiment was to plan a motion path close to the task trajectory, and there were three obstacles around the task trajectory. The task trajectory was a cosine curve of two periods, that is: \( y = 1.5 \times \cos(x), x \in [0, 4\pi] \).

In order to simulate the uncertainty in the demonstration data, the task trajectory was first enlarged by 0.9, 0.96, 1, 1.03, and 1.1 times, and then, 6dB of Gaussian noise was added to obtain the teaching data, as shown in Figure 4. Finally, the GMM algorithm was used to model the loose teaching data, as shown in Figure 5. The number of Gaussian components in the GMM was set as \( K = 4 \), and it can be seen that the data expressed by the GMM were relatively compact.

After using the GMM algorithm to transform the demonstration data into a compact probability model, the GMR algorithm was used to fit the model into a smooth path with variance as the resample space for path planning. However, there will be a certain difference between the recurrent scene and the teaching scene. Two obstacles were added to the recurrent scene to indicate the difference from the teaching scene. The recurrent scene can seen in Figure 6; it can be seen that the path planned using GMR will collide with the obstacle.

In order to plan a path that is not only able to avoid new obstacles, but is also similar to the original trajectory, the original trajectory was divided into the collision-free path and the collision path. According to the distance between the obstacles and the points in the sampling space, variable density resampling was carried out to generate uneven sampling points and remove the points that collide with obstacles. A roadmap was constructed according to the EPD, then Dijkstra algorithm was used to search the feasible path. Finally, the planned path was pruned and smoothed to generate a smooth path. In the simulation, the quantity of resampling based on covariance was set as \( n_e = 100 \), the quantity of resampling based on distance was set as \( n_0 = 300 \), and the adjustment coefficient of the Euclidean and probability distances was \( \lambda = 0.7 \), while the order of the B-spline was set as \( p = 3 \). The path planned by the GMM/GMR-MPRM is shown in Figure 7, and it can be
seen from the figure that the GMM/GMR-MPRM can still plan a feasible path when the recurrent scene is not the same as the teaching scene.

Figure 4. Demonstration environment.

Figure 5. GMM encoding result.
Figure 6. The recurrent scene with two new obstacles.

Figure 7. Path planned by the GMM/GMR-MPRM.

5.2. Experiment and Analysis

In order to verify the effectiveness of the GMM/GMR-MPRM algorithm, a path planning experiment platform for the pick-and-place task of a manipulator was built. The manipulator used in this experimental platform was ABB IRB1200, with a maximum load of 7 kg and a maximum working radius of 700 mm. The manipulator was installed on the workbench, and a pneumatic gripper was installed at the end of the manipulator to complete tasks such as picking and placing and assembly. A Kinect V2 was also installed on the workbench to detect the position and size of the obstacle. The experimental platform is shown in Figure 8. In this experimental scene, the manipulator needed to pick up the axle from the container and place it in another container. In the process of the demonstration, the teacher performed teaching six times, and six different teaching trajectories were obtained, as shown in Figure 9. When the task recurred, a white spherical obstacle with a diameter of 50 mm was placed on the task path. The position and size of the obstacle were obtained by the Kinect V2, and the position of the obstacle was (299.75 mm, −40.03 mm, 240.11 mm).
Because there was an obstacle in the experimental scene, if the pick and place task were executed directly according to the path planned by the GMM/GMR, it would cause
the manipulator to collide with the obstacle. However, the obstacle did not affect all the feasible space of the teaching path, but only part of the feasible space. Therefore, the GMM/GMR-MPRM algorithm can be used for trajectory planning. The number of Gaussian components in the GMM was set as $K = 10$. The quantity of resampling based on covariance was set as $n_\Sigma = 100$. The quantity of resampling based on the distance was set as $n_0 = 300$. The adjustment coefficient of the Euclidean and probability distances was $\lambda = 0.7$. The order of the B-spline was set as $p = 3$. The control loop rate of IRB1200 was 10 Hz.

Figure 10 is the path planning process of the manipulator using the GMM/GMR-MPRM algorithm: (a,b) the manipulator first moves to the initial position and then moves to the top of the container; (c) the manipulator descends to the grasping position and grabs the shaft; (d,e) after the grasping is completed, the manipulator is raised to a certain height and then moved to the vicinity of the obstacle; (e–h) there is a feasible space in front of the obstacle, and the GMM/GMR-MPRM algorithm plans a feasible path in this space; the manipulator bypasses the front side of the obstacle; (h–j) after the manipulator completes the obstacle avoidance, the manipulator continues to move to the top of the container along the GMR path, moves downwards, and opens the claw to release the shaft, then the shaft is placed into the container.

![Figure 10](image)

**Figure 10.** Path planning process for the manipulator with the GMM/GMR-MPRM algorithm. (a–j) are the different stages of the manipulator in completing the task.

The experimental results showed that the GMM/GMR-MPRM algorithm provided the manipulator better adaptability when the task recurred, that is when a new obstacle appeared in the recurring scene, the path planning could be completed without teaching again.

6. Conclusions

In this paper, we proposed an adaptive path planning algorithm aiming at the problem of a task recurring in the process of LfD. The algorithm was based on the GMM of the teaching path and used the GMR algorithm to generate the task path and sampling space. Then, the steps of collision detection, path segmentation, variable density resampling, EPD-based roadmap construction, Dijkstra path search, Shortcut path pruning, and the smooth path of the B-spline were followed. Finally, a smooth and feasible task path was generated.

The sampling space obtained by the algorithm not only met the physical constraints and task constraints, but also reduced the size of the sampling space and improved the speed of motion planning. Variable density resampling can improve the efficiency and success rate of motion planning. The route map constructed by the Euclidean distance
and the probability distance can ensure that the planned path is shorter and closer to the
task trajectory.
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