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Abstract—Reconfigurable intelligent surfaces (RISs) have emerged as a prospective technology for next-generation wireless networks due to their potential in coverage and capacity enhancement. Previous works on achievable rate analysis of RIS-assisted communication systems have mainly focused on the rich-scattering environment where Rayleigh and Rician channel models can be applied. This work studies the ergodic achievable rate of RIS-assisted multiple-input multiple-output communication systems in the millimeter-wave band with limited scattering under the Saleh-Valenzuela channel model. Firstly, we derive an upper bound of the ergodic achievable rate by means of majorization theory and Jensen’s inequality. The upper bound shows that the ergodic achievable rate increases logarithmically with the number of antennas at the base station (BS) and the eigenvalues of the steering matrices associated with the BS, user and RIS. Then, we aim to maximize the ergodic achievable rate by jointly optimizing the transmit covariance matrix at the BS and the reflection coefficients at the RIS. Specifically, the transmit covariance matrix is optimized by the water-filling algorithm and the reflection coefficients are optimized using the Riemannian conjugate gradient algorithm. Simulation results validate the effectiveness of the proposed optimization algorithms.
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I. INTRODUCTION

The millimeter-wave (mmWave) communication over the 30-300 GHz spectrum is regarded as a promising technology for 5G and beyond wireless networks because of its great potential to offer high communication data rates [1], [2]. Large antenna arrays are usually adopted in mmWave communications since they can form highly directional beams to compensate for the severe path loss compared with sub-6 GHz. Meanwhile, the high directivity makes mmWave communication much more sensitive to signal blockage [3].

To overcome the blockage issue, reconfigurable intelligent surfaces (RISs) have been recently introduced to enlarge the coverage of the mmWave communication systems [4], [5]. Specifically, an RIS is an artificial meta-surface that is composed of a large number of passive units and can be controlled efficiently by a smart controller [6]. An RIS can smartly reflect the signals from a base station (BS) to multiple users by adjusting the amplitude and phase of the incident signals. When the channel between the BS and the user is blocked, an RIS can create a concatenated BS-RIS-user channel, and thus improve the coverage of mmWave systems. There are often no radio frequency (RF) components on RIS. Therefore, RIS is an efficient and cost-effective solution for the blockage problem in mmWave systems.

Motivated by the above attractive advantages, RIS-aided communication systems have been widely studied in various scenarios, e.g., [7], [8], [9], [10], [11]. The authors in [7] consider the power minimization problem for an RIS-assisted multiple-input single-output (MISO) downlink multi-user system subject to signal-to-interference-plus-noise ratio constraints. The weighted sum-rate is maximized in [8] under the maximum power budget. The authors in [9] focus on maximizing the secrecy rate of the legitimate user. The authors in [10] aim to maximize the capacity of an RIS-aided multiple-input multiple-output (MIMO) system and propose an alternating optimization based algorithm. Pertaining to mmWave MIMO systems, the spectral efficiency maximization problem is investigated in [11] by exploiting the sparse structure of mmWave channel to propose an efficient manifold-based algorithm.

However, all of the above contributions are based on instantaneous channel state information (CSI), which is very challenging to obtain due to the fact that RIS is usually a passive component and cannot sense the environment independently [4], [6]. Thus, some researchers attempt to explore the statistical CSI in RIS-aided communication systems [12],
For single-input single-output systems, [12] considers the Rayleigh fading channel and obtains a closed-form expression of coverage probability. The Rician channel is considered in [13]. For MISO systems, [14] derives a tight upper bound of the ergodic spectral efficiency under Rician fading channels. Therein, the maximum ratio transmission is adopted at the BS and the optimal reflection coefficients at the RIS are designed based on the upper bound. In [15], the authors take the active beamforming at the BS into consideration when deriving the achievable rate. The authors in [16] detect the angles at the BS by maximum likelihood estimators, and then propose joint optimization of BS beamforming and RIS beamforming based on the estimated angles. The work in [14], [15], and [16] all consider the single user scenario. The extension to the multiuser case is considered in [17] and [18]. For MIMO systems, [19] considers single-stream transmission and obtains a tight upper bound of the ergodic spectral efficiency under the Rician channels, while the multi-stream transmission case is considered in [20]. Note that all these works consider the Rayleigh or Rician channels. However, the Rayleigh or Rician channels are not suitable for mmWave systems due to the limited scattering. Instead, mmWave communication channels are usually characterized by the Saleh-Valenzuela (SV) channel [11], [21], [22], [23], [24], [25]. To our best knowledge, there is no existing work on the analysis of the ergodic achievable rate under the SV channel in RIS-aided mmWave MIMO communication systems.

Against the above background, we concentrate on the achievable rate analysis and optimization of an RIS-aided downlink mmWave MIMO communication systems with the statistical CSI under SV channel model. The main contributions of this study are summarized as follows:

- We derive a closed-form upper bound of the ergodic achievable rate of the RIS-aided mmWave MIMO communication systems based on the majorization theory and Jensen’s inequality. The upper bound is applicable to arbitrary numbers of paths, antennas, and reflection units, and arbitrary antenna structures. The upper bound shows that the ergodic achievable rate increases strictly with the number of antennas at the BS and user, the number of the reflection units at the RIS, and the eigenvalues of the steering matrices associated with the BS, user and RIS.

- We jointly optimize the transmit covariance matrix at the BS and the reflection coefficients at the RIS based on the derived closed-form expression for ergodic achievable rate maximization. Specifically, the transmit covariance matrix is optimized by the water-filling algorithm, and the reflection coefficients are optimized by the Riemannian conjugate gradient (RCG) algorithm.

- We conduct comprehensive simulations to validate the performance of the proposed algorithms. It is shown that the ergodic achievable rate after optimization can be improved by about 20 bits/s/Hz. In addition, when the transmit signals on each antenna are independent and identically distributed (i.i.d.), the ergodic achievable rate remains unchanged after the number of antennas at the BS reaches a certain amount. Furthermore, it is found that when the RIS has a sufficient number of reflection units, optimizing the reflection coefficients at the RIS is more effective than optimizing the transmit covariance matrix at the BS. Meanwhile, the system still performs well if the BS allocates equal power over the transmit antennas and the reflection coefficients at the RIS are optimized.

The rest of the paper is organized as follows. Section II introduces the system model and the problem formulation. Section III adopts the majorization theory to derive the approximation for the ergodic achievable rate. Section IV optimizes the ergodic achievable rate by designing the transmit covariance matrix and the reflection coefficients. Section V presents the extensive simulation results and Section VI concludes this paper.

Notations: The imaginary unit is denoted by \( j = \sqrt{-1} \). Vectors and matrices are denoted by bold-face lower-case and upper-case letters, respectively. \( \mathbb{C}^{x \times y} \) denotes the space of \( x \times y \) complex-valued matrices. \( x^* \), \( x^T \), and \( x^H \) denote the conjugate, transpose and conjugate transpose of vector \( x \). \( 1 \) denotes an identity matrix of appropriate dimensions. \( \odot \) denotes the Hadamard product. \( \mathbb{E}(\cdot) \) denotes the stochastic expectation. \( \mathbb{R}(\cdot) \) denote the real part of a complex number. The tr(\( \cdot \)), det(\( \cdot \)) and rank(\( \cdot \)) denote the trace, determinant and rank operation, respectively. \( \text{diag}(x) \) denotes a diagonal matrix with each diagonal element being the corresponding element in \( x \). \( \nabla f(x_i) \) denotes the gradient vector of function \( f(x) \) at the point \( x_i \). The distribution of a circularly symmetric complex Gaussian random vector with mean vector \( x \) and covariance matrix \( \Sigma \) is denoted by \( \mathcal{CN}(x, \Sigma) \); and \( \sim \) stands for “distributed as". The exponential random variable \( X \) with parameter \( \lambda \) is given by \( X \sim \exp(\lambda) \).

II. SYSTEM MODEL AND PROBLEM FORMULATION

A. System Model

As shown in Fig. 1, we consider an RIS-aided downlink mmWave MIMO communication system, where one
BS equipped with $N_b \geq 1$ antennas communicates with a user equipped with $N_u \geq 1$ antennas, via the assistance of one RIS equipped with $N_r \geq 1$ passive reflection units. We assume that the BS-user direct link is blocked due to unfavorable propagation conditions. Let $G \in \mathbb{C}^{N_r \times N_b}$ and $T \in \mathbb{C}^{N_u \times N_r}$ denote the channel matrices from BS to RIS, and from RIS to user, respectively, and let $s \in \mathbb{C}^{N_b \times 1}$ denote the zero-mean transmitted Gaussian signal vector with covariance matrix $Q \in \mathbb{C}^{N_r \times N_b}$. The transmit power constraint at the BS can be expressed as

$$\text{tr} \{ ss^H \} = \text{tr}(Q) \leq P_T ,$$

where $P_T > 0$ is the power budget at the BS. Then, the received vector $y \in \mathbb{C}^{N_u \times 1}$ at the user can be represented as

$$y = T \Theta G s + n ,$$

where $\Theta = \text{diag}\{\xi_1 e^{j\theta_1}, \xi_2 e^{j\theta_2}, \ldots, \xi_{N_r} e^{j\theta_{N_r}}\}$ represents the response matrix of the RIS with $\theta_i \in [0, 2\pi]$ and $\xi_i \in [0, 1]$ being the phase shift and the amplitude reflection coefficient of the $i$-th reflection unit, respectively, and $n \sim \mathcal{CN}(0, \sigma^2 I_{N_u})$ represents the additive white Gaussian noise with zero mean and variance $\sigma^2$. In this paper, we assume $\xi_i = 1, i = 1, 2, \ldots, N_r$ to maximize the signal reflection.

We adopt the widely used narrowband SV channel model for mmWave communications. Suppose uniform linear arrays (ULAs)$^1$ are equipped at the BS and the user, and a uniform planar array (UPA) is equipped at the RIS. Hence, the narrowband BS-RIS channel $G$ and RIS-user channel $T$ can be expressed as

$$G = \sqrt{\frac{N_r N_b}{P}} \sum_{i=1}^{P} g_i a_r(\phi^a_{r,i}, \phi^e_{r,i}) a_b^H(\phi_{b,i}) ,$$

$$T = \sqrt{\frac{N_r N_u}{L}} \sum_{i=1}^{L} t_i a_u(\psi_{u,i}) a_r^H(\psi^a_{r,i}, \psi^e_{r,i}) ,$$

where $P (L)$ is the number of paths between the BS and the RIS (the RIS and the user), $g_i \sim \mathcal{CN}(0, 1)$ ($t_i \sim \mathcal{CN}(0, 1)^2$) denotes complex channel gain of the $i$-th path, $\phi^a_{r,i}$ ($\psi^a_{u,i}$) and $\phi^e_{r,i}$ ($\psi^e_{r,i}$) denote the azimuth and elevation angles of departure (arrival) associated with the RIS, $\phi_{b,i}$ denotes the angle of departure (AoD) associated with the BS, $\psi_{u,i}$ denotes the angle of arrival (AoA) associated with the user, and $a_r, a_b \in \{b, r, u\}$ denote the normalized array response vectors. When an $N$-antenna ULA is employed, the array response vector is given by

$$a(\phi) = \frac{1}{\sqrt{N}} \left[1, e^{j2\pi d_{\phi}}, \ldots, e^{j2\pi (N-1) d_{\phi}}\right]^T ,$$

where $\lambda$ is the signal wavelength, $d$ is the antenna spacing which is assumed to be half wavelength, and $\phi$ denotes the angle of arrival or angle of departure. For a UPA with $M = M_y \times M_z$ elements, the array response vector is given by

$$a(\phi^a, \phi^e) = \frac{1}{\sqrt{M}} \left[1, e^{j2\pi \sum_{i=1}^{M_y} \sin(\phi^a)} \ldots, e^{j2\pi \sum_{i=1}^{M_y} (N-1) \sin(\phi^a)}\right]^T ,$$

where $d$ is the unit cell spacing which is assumed to be half a wavelength, while $\phi^a$ and $\phi^e$ denote the azimuth and elevation angles, respectively. Defining $A_{rp} = \{a_r(\phi^a_{r,1}, \phi^e_{r,1}), \ldots, a_r(\phi^a_{r,P}, \phi^e_{r,P})\} \in \mathbb{C}^{N_r \times P}$, $A_b = \{a_b(\phi_{b,1}), a_b(\phi_{b,2}), \ldots, a_b(\phi_{b,P})\} \in \mathbb{C}^{N_b \times P}$, $G_p = \sqrt{\frac{N_r N_b}{P}} \text{diag}(g_1, g_2, \ldots, g_P)$, the channel matrix $G$ (3) can be rewritten as

$$G = A_{rp} G_p A_b^H .$$

Defining $A_{rl} = \{a_r(\psi^a_{r,1}, \psi^e_{r,1}), \ldots, a_r(\psi^a_{r,L}, \psi^e_{r,L})\} \in \mathbb{C}^{N_r \times L}$, $A_u = \{a_u(\psi_{u,1}), a_u(\psi_{u,2}), \ldots, a_u(\psi_{u,L})\} \in \mathbb{C}^{N_u \times L}$, $T_l = \sqrt{\frac{N_r N_u}{L}} \text{diag}(t_1, t_2, \ldots, t_L)$, the channel matrix $T$ (4) can be rewritten as

$$T = A_u T_l A_r^H .$$

For a given transmit covariance matrix $Q$ and a given RIS response matrix $\Theta$, the ergodic achievable rate of the RIS-aided mmWave MIMO communication systems can be expressed as

$$R(Q, \Theta) = \mathbb{E}_H \left[ \log_2 \det \left( I_{N_u} + \frac{1}{\sigma^2} H Q H^H \right) \right] ,$$

where $H = T \Theta G$ denotes the cascaded BS-RIS-user channel. The expectation is taken over the cascaded channel $H$. More specifically, it is taken over the complex channel gain $\{g_i\}_{i=1,2,\ldots, P}$ in Eq. (3) and $\{t_i\}_{i=1,2,\ldots, L}$ in Eq. (4) in the SV channel model.

**B. Problem Formulation**

We aim to maximize the ergodic achievable rate by jointly optimizing the transmit covariance matrix at the BS and the response matrix at the RIS, subject to the maximum power budget (1) at the BS and the constant amplitude reflection constraints at the RIS. Therefore, the problem can be formulated as

$$P_0 : \max_{Q, \Theta} R(Q, \Theta)$$

subject to

$$\text{tr}(Q) \leq P_T ,$$

$$Q \succeq 0 ,$$

$$\Theta = \text{diag}(e^{j\theta_1}, e^{j\theta_2}, \ldots, e^{j\theta_{N_r}}) .$$

The problem $P_0$ is challenging mainly due to two facts. To begin with, there is no explicit expression of the ergodic achievable rate, which prevents further optimization exploration. Second, the problem is highly non-convex due to the unit-modulus phase shifts constraints (10d). In the following, we will first derive a closed-form upper bound of the ergodic achievable rate in Section III, and then find the optimal $Q$ and $\Theta$ to maximize the ergodic achievable rate in Section IV.
III. ANALYSIS OF THE EROGDIC ACHIEVABLE RATE

In this section, we first derive an approximation of the ergodic achievable rate according to the majorization theory. Then, an explicit expression is obtained via the Jensen’s inequality. Finally, we evaluate the tightness of the approximations via numerical results.

A. Approximation of the Ergodic Achievable Rate

Lemma 1: Under the narrowband SV channel model expressed in Eq. (7) and Eq. (8), the ergodic achievable rate \( R(Q, \Theta) \) in Eq. (9) of the RIS-aided mmWave MIMO communication systems can be approximated by

\[
R(Q, \Theta) \approx \tilde{R}(Q, \Theta) \triangleq \sum_{i=1}^{N_s} \log_2 \left( 1 + \frac{N_b N_u N_r^2}{\sigma^2 P L} |g_i|^2 |t_i|^2 \right),
\]

where \( N_s = \min(\text{rank}(A_b^H Q A_b), \text{rank}(A_u^H A_u), \text{rank}(X^H X)) \), \( X = A_b^H \Theta A_{r,p} \), and \( (d_b,1,1,d_b,N_s) \) and \( (d_u,1,d_u,2,\ldots,d_u,N_r) \) are the descending ordered eigenvalues of \( A_b^H Q A_b \), \( A_u^H A_u \) and \( X^H X \), respectively.

Proof: See Appendix A.

Notice that the approximate expression of the ergodic achievable rate depends explicitly on the channel gains \( |g_i| \) and \( |t_i| \) of the first \( N_s \) paths in both the BS-RIS link and the RIS-user link and is irrelevant to the channel gains in other paths. Here, \( N_s \) can also be viewed as the approximate rank of the cascaded BS-RIS-user channel.

Corollary 1: When \( A_b, A_u, A_{r,p} \) and \( A_{r,t} \) are composed of the columns of unitary matrices, e.g., the discrete Fourier matrices, and the AoA at the RIS is symmetric to the AoD at the RIS, i.e., \( \phi_{r,i}^a = \psi_{r,i}^a, \phi_{r,t}^c = \psi_{r,t}^c, \forall i \), \( Q = \frac{P_c}{N_b} I_{N_b} \), and \( \Theta = I_{N_r} \), the approximation \( \tilde{R}(Q, \Theta) \) is identical to the exact ergodic achievable rate, i.e.,

\[
\tilde{R}(Q, \Theta) = R(Q, \Theta).
\]

Proof: See Appendix B.

Corollary 1 implies that the derived approximation exhibits tight performance when the transmit signals on each antenna are i.i.d., the RIS acts like a mirror, and all steering response matrices are taken from columns of unitary matrices. Specifically, when the number of the antennas or the reflection units is very large, the steering response matrices \( A_b, A_u, A_{r,p} \) and \( A_{r,t} \) become asymptotically orthonormal matrices since the columns have the form as Eq. (5) or Eq. (6) [26].

Given that all \( \{g_i\} \) and \( \{t_i\} \) are independent and follow the distribution of \( CN(0,1) \), the expectation in Eq. (11) can be evaluated, which leads to the following Corollary.

Corollary 2: The approximation of the ergodic achievable rate in Lemma 1 can be expressed as

\[
\tilde{R}(Q, \Theta) = \frac{1}{\ln 2} \sum_{i=1}^{N_s} \int_0^{\infty} e^{-z} e^{-\frac{z}{\alpha_{1,i}^a}} E_1 \left( \frac{1}{\alpha_{1,i}^a} e^{-z} \right) dz,
\]

where \( \alpha_i = \frac{N_b N_u N_r^2}{\sigma^2 P L} d_b,i d_u,i d_r,i, \) and \( E_1(z) \) is the exponential integral function, defined as \( E_1(z) = \int_1^{\infty} e^{-x} x^z dx, z > 0 \).

Proof: See Appendix C.

Corollary 2 provides an exact and explicit expression that only consists of one integral for the approximate ergodic average rate, and thus is analytically tractable.

B. Jensen’s Approximation for the Ergodic Achievable Rate

It is difficult to utilize the expression (13) in the optimization procedure. Therefore, we further simplify the expression of the ergodic achievable rate via the Jensen’s inequality.

Theorem 1: Under the narrowband SV channel model expressed in Eq. (7) and Eq. (8), the ergodic achievable rate of the RIS-aided mmWave MIMO communication systems can be upper bounded by

\[
\tilde{R}(Q, \Theta) \leq R_{\text{Jen}}(Q, \Theta) \triangleq \sum_{i=1}^{N_s} \log_2 \left( 1 + \frac{N_b N_u N_r^2}{\sigma^2 P L} |d_b,i d_u,i d_r,i| |g_i|^2 |t_i|^2 \right),
\]

where \( N_s = \min(\text{rank}(A_b^H Q A_b), \text{rank}(A_u^H A_u), \text{rank}(X^H X)) \), \( X = A_b^H \Theta A_{r,p} \), and \( (d_b,1,1,d_b,N_s) \) and \( (d_u,1,d_u,2,\ldots,d_u,N_r) \) are the descending ordered eigenvalues of \( A_b^H Q A_b \), \( A_u^H A_u \) and \( X^H X \), respectively.

Proof: According to the Jensen’s inequality \( \mathbb{E} \{ \log_2(1 + x) \} \leq \log_2(1 + \mathbb{E} \{ x \} ) \) for \( x \geq 0 \), we have

\[
\tilde{R}(Q, \Theta) = \sum_{i=1}^{N_s} \log_2 \left( 1 + \frac{N_b N_u N_r^2}{\sigma^2 P L} |d_b,i d_u,i d_r,i| |g_i|^2 |t_i|^2 \right)
\]

(15a)

\[
\leq \sum_{i=1}^{N_s} \log_2 \left( 1 + \mathbb{E} \left\{ \frac{N_b N_u N_r^2}{\sigma^2 P L} |d_b,i d_u,i d_r,i| |g_i|^2 |t_i|^2 \right\} \right)
\]

(15b)

\[
= R_{\text{Jen}}(Q, \Theta).
\]

(15c)

Here, the last equality holds since \( |g_i|^2 \sim \exp(1) \), \( |t_i|^2 \sim \exp(1) \), and \( |g_i|^2 \) and \( |t_i|^2 \) are independent of each other.

It can be found that the Jensen’s approximation \( R_{\text{Jen}}(Q, \Theta) \) increases logarithmically with \( N_b, N_u, N_r \) and the eigenvalues of the matrices \( A_b^H Q A_b, A_u^H A_u \) and \( X^H X \). Let us consider the special case of \( Q = \frac{P_c}{N_b} I_{N_b} \) and \( \Theta = I_{N_r} \). First, when \( Q = \frac{P_c}{N_b} I_{N_b} \), \( \{d_b,i\} \) is nearly equal to \( \frac{P_c}{N_b} \) because of the asymptotic orthogonality of the array response vectors when the number of antennas is large. Thus, the Jensen’s approximation is independent of the number of antennas at the BS when the number of antennas exceeds a certain amount. Second, when \( \Theta = I_{N_r} \), we have \( X = A_b^H A_{r,p} \). Let us consider the asymptotic eigenvalues when the number of the reflection units at the RIS goes to infinity. When \( \phi_{r,i}^c = \psi_{r,i}^c, \forall i \), we have \( X = I_{L_{r} \times P} \) due to the asymptotic orthogonality of the array response vectors. Then, all non-zero eigenvalues of \( X^H X \) are nearly equal to one, leading to the maximum value of the Jensen’s approximation. When \( \phi_{r,i}^c \neq \psi_{r,i}^c, \forall i \), we have \( X = 0_{L_{r} \times P} \). In this case, \( \{d_r,i\} \) is nearly equal to zero, resulting in the minimum value of the Jensen’s approximation. In practice, some eigenvalues of \( X^H X \) are noticeably greater than zero, and other eigenvalues are very small due to the limited number of antennas.

\footnote{We only consider the far-field scenario in this work.}
of reflection units at the RIS. Thanks to the phase adjustment ability of RIS, the eigenvalues of $X^H X$ can be adjusted to be larger than zero.

C. Tightness of the Approximations

In this part, we investigate the tightness of the approximations via numerical results. In the SV channel model illustrated in Section II, the angles $\phi_{b,i}$ and $\theta_{r,i}$ are randomly generated and uniformly distributed in $[-\pi, \pi]$, $\phi_{e,i}$ and $\varphi_{r,i}$ in $[-\pi/2, \pi/2]$, and $\phi_{e,i}$ and $\varphi_{r,i}$ in $[0, \pi]$. The response matrix $\Theta$ is randomly generated where the phases $\{\theta_{b,i}\}$ are uniformly and independently distributed in $[0, 2\pi]$. All curves are averaged over 100 sets of independent realizations of the angles. For each set of angle realization, 1000 independent realizations of the path gains are generated for the Monte-Carlo simulations. We investigate the ergodic achievable rate against signal-to-noise ratio (SNR) with different numbers of antennas or reflection units where $Q = \frac{L}{N_b} I_{N_b}$, $P = 6$ and $L = 8$, different numbers of paths (where $Q = \frac{L}{N_b} I_{N_b}$, $N_b = N_u = 16$ and $N_r = 8 \times 8$), and different transmit covariance matrices (where $Q_1 = \frac{L}{N_b} A_b^H A_b$ and $Q_2 = P R_{\Theta} Q_0$, where $Q_0 \sim \mathcal{C}\mathcal{N}(0, I_{N_b})$) in Fig. 2, 3, and 4, respectively. The curves of $R_{\text{JC}}(Q, \Theta)$ in (14) and $R_Q(\Theta)$ in (9) are calculated by Eq. (14) and Eq. (13) with randomly generated angles, respectively, while the curves of $R_Q(\Theta)$ in (9) are obtained fully by Monte-Carlo simulation. Note that, for each set of angle realization, Monte-Carlo simulation is averaged over 1000 independent realizations of channel gains. We compare the normalized error of $R_{\text{JC}}(Q, \Theta)$ and $R_Q(\Theta)$ with respect to $R_Q(\Theta)$ when SNR = 20 dB in Table I. Table I shows that $R_{\text{JC}}(Q, \Theta)$ and $R_Q(\Theta)$ is about 20% and 5% larger than $R_Q(\Theta)$ on average, respectively. From Figs. 2-4 and Table I, we find that the approximation $R_Q(\Theta)$ matches $R_Q(\Theta)$ well, and the Jensen’s bound $R_{\text{JC}}(Q, \Theta)$ is larger than $R_Q(\Theta)$ with the same trend.

In addition, Fig. 5 shows the ergodic achievable rate against the number of antennas or reflection units where $Q = \frac{L}{N_b} I_{N_b}$, SNR = 50 dB, $P = 6$ and $L = 6$. The leftmost point in this figure is plotted when $N_b = N_r = N_u = 10$, and the other points correspond to the case where one of the three parameters above increases to (20, 40, 80, 160, 320, 640) while the other two remain at 10. Particularly, the RIS is equipped with $N_r^a \times N_r^c$ unit cells where $N_r^a = 10$ and $N_r^c$ can vary.
found that the ergodic achievable rate increases logarithmically with the number of antennas at the user and the number of reflection units at the RIS. Furthermore, the ergodic achievable rate is nearly unchanged when the number of antennas at the BS exceeds 80. It is because the eigenvalues of $A_b^H A_b$ are nearly unchanged when the number of antennas at the BS is very large. Thus, the ergodic achievable rate can not be improved by increasing the number of antennas at the BS when $Q = \frac{P}{N_b} I_{N_b}$.

IV. OPTIMIZATION OF TRANSMIT COVARIANCE MATRIX AND REFLECTION COEFFICIENTS

In Section III, we have derived a closed-form upper bound $R_{Jen}(Q, \Theta)$ of $R(Q, \Theta)$. Therefore, we replace $R(Q, \Theta)$ in $\mathcal{P}_0$ with $R_{Jen}(Q, \Theta)$, yielding

$$
\mathcal{P}_1: \max_{Q, \Theta} \sum_{i=1}^{N_s} \log_2 \left( 1 + \frac{N_b N_s N^2}{\sigma^2 P L} d_{b,i} d_{u,i} d_{r,i} \right)
\text{s.t. } (10b), (10c), (10d),
$$

where $d_{b,i}$, $d_{u,i}$, and $d_{r,i}$ are defined in Lemma 1. Compared with the original problem $\mathcal{P}_0$, the problem $\mathcal{P}_1$ is much clearer. However, the problem $\mathcal{P}_1$ is still challenging due to two facts. Firstly, the objective function is not directly related to the optimizing variables $Q$ and $\Theta$. Thus, we need to bridge the gap for the further optimization procedure. Secondly, the problem $\mathcal{P}_1$ is highly non-convex due to the unit-modulus constraints. In the following, we will first introduce a lemma to connect the objective function with the optimizing variables. Then, the alternating optimization method is adopted to decouple the problem $\mathcal{P}_1$ into two sub-problems.

**Lemma 2.** Let $U \in \mathbb{C}^{N \times N}$ be a unitary matrix, i.e., $U^H U = UU^H = I$. If $c \in \mathbb{R}^N$ and $s \in \mathbb{R}^N$ are nonnegative real sequences that are in descending order, then we have

$$
\det \left[ I + \text{diag}(c) U^H \right] \det(s) U \leq \det \left[ I + U^H \text{diag}(c) \right] \det(s) U
$$

**Proof:** See Appendix D.

### A. Transmit Covariance Matrix Optimization Given RIS Reflection Coefficients

Define $\beta = \frac{N_b N_s N^2}{\sigma^2 P L}$ and $\gamma = \beta \text{diag}(d_{u,1}d_{r,1}, d_{u,2}d_{r,2}, \ldots, d_{u,N_s}d_{r,N_s}, 0, \ldots, 0) \in \mathbb{R}^{P \times P}$, then we have

$$
R_{Jen}(Q, \Theta) = \sum_{i=1}^{N_s} \log_2 \left( 1 + \beta d_{b,i} d_{u,i} d_{r,i} \right)
$$

$$
= \log_2 \det \left[ I_p + \gamma D_b \right]
\text{ (a)}
$$

$$
\geq \log_2 \det \left[ I_p + \gamma U_b^H D_b U_b \right]
\text{ (b)}
$$

$$
\geq \log_2 \det \left[ I_p + \left( A_b \gamma^{1/2} \right)^H Q \left( A_b \gamma^{1/2} \right) \right]
\text{ (c)}
$$

where (a) holds due to Lemma 2 and (b) holds due to $A_b^H Q A_b = U_b^H D_b U_b$. Note that we find the lower bound of the Jensen’s approximation through Lemma 2. Thus, it is reasonable to maximize $R_{Jen}(Q, \Theta)$ by maximizing its lower bound. Therefore, when fixing the reflection coefficients at the RIS, the problem $\mathcal{P}_1$ can be transformed into

$$
\max_Q \log_2 \det \left[ I_p + \left( A_b \gamma^{1/2} \right)^H Q \left( A_b \gamma^{1/2} \right) \right]
\text{s.t. } \text{tr}(Q) \leq P_T,
$$

$$
Q \succeq 0.
$$

Note that it is a convex optimization problem over $Q$ and can be optimally solved by the well-known water-filling algorithm. Specifically, define the singular value decomposition (SVD) of $(A_b \gamma^{1/2})^H$ as

$$
(A_b \gamma^{1/2})^H = U \Sigma V^H = \begin{bmatrix} U_1 & U_2 \end{bmatrix} \begin{bmatrix} \Sigma_1 & 0 \\ 0 & \Sigma_2 \end{bmatrix} \begin{bmatrix} V_1^H \\ V_2^H \end{bmatrix},
$$

where $U$ is a $P \times P$ unitary matrix, $\Sigma$ is a $P \times N_s$ diagonal matrix of singular values, $V$ is an $N_b \times N_b$ unitary matrix. The truncated SVD of $(A_b \gamma^{1/2})^H$ is $U_1 \Sigma_1 V_1^H$, where $\Sigma_1 \in \mathbb{C}^{N_b \times N_s}$ and $V_1 \in \mathbb{C}^{N_b \times N_b}$. Thus, the optimal solution to the problem (19) is given by

$$
Q^* = V_1 \text{ diag}(p_1, p_2, \ldots, p_{N_s}) V_1^H,
$$

where $p_i = \max \left( \frac{1}{\alpha_i} - 1/\Sigma_1^2(i, i), 0 \right)$, $i = 1, 2, \ldots, N_s$ denotes the optimal amount of power allocated to the $i$-th data stream, and $p_0$ is the water level satisfying $\sum_{i=1}^{N_s} p_i = P_T$.

### B. Reflection Coefficients Optimization Given Transmit Covariance Matrix

Define $\Gamma = \beta \text{diag}(d_{u,1}d_{b,1}, d_{u,2}d_{b,2}, \ldots, d_{u,N_b}d_{b,N_b}, 0, \ldots, 0) \in \mathbb{R}^{P \times P}$, similar to the transmit covariance matrix.

| Table I | Normalized Error of $R_{Jen}(Q, \Theta)$ and $\tilde{R}(Q, \Theta)$ With Respect to $R(Q, \Theta)$ When SNR = 20 dB |
|---------|-------------------------------------------------------------|
|         | $R_{Jen}(Q, \Theta) - R(Q, \Theta)$ | $R(Q, \Theta) - \tilde{R}(Q, \Theta)$ |
| Fig 2   | $N_b = 64$, $N_s = 16 \times 16$, $N_r = 16$ | $N_b = 16$, $N_s = 8 \times 8$, $N_r = 16$ | $N_b = 16$, $N_s = 8 \times 8$, $N_r = 16$ |
| $R_{Jen}(Q, \Theta) - R(Q, \Theta)$ | 16.2% | 20.4% | 27.3% |
| $R(Q, \Theta) - \tilde{R}(Q, \Theta)$ | 3.6% | 5.6% | 13.7% |
optimization, we have
\begin{equation}
R_{Jen}(Q, \Theta) = \sum_{i=1}^{N_r} \log_2 (1 + \beta_d, d, d, d, \ldots)
\end{equation}
\begin{equation}
= \log_2 \det [I_p + \Gamma D_r]
\end{equation}
\begin{equation}
\geq \log_2 \det [I_p + \Gamma U^H D_r U_r]
\end{equation}
\begin{equation}
\leq \log_2 \det [I_p + \Gamma \mathbf{X}^H \mathbf{X}]
\end{equation}
where (a) holds due to Lemma 2, (b) holds due to $X^H X = U_r^H D_r U_r$ and $X = A^H \Theta A_{rp}$. Therefore, when fixing the transmit covariance matrix at the BS, the problem $P_1$ is reduced to
\begin{equation}
\max_{\Theta} \log_2 \det \left[ I_p + \Gamma A^H_{rp} \Theta^H A_{rl} A^H_{rp} \Theta A_{rp} \right]
\end{equation}
s.t. $\Theta = \text{diag} \left( e^{j\phi_1}, \ldots, e^{j\phi_{Nr}} \right)$.

The problem (23) is highly non-convex due to the non-convex unit-modulus constraints and the fact that the objective function is not concave with respect to $\Theta$. Here, we adopt the RCG algorithm to handle it. The RCG algorithm is widely applied in hybrid beamforming design [23] and recently applied in RIS-aided systems as well [8], [11], [27], [28]. Note that the RCG algorithm is suitable to handle the problems with the unit-modulus constraints, and it usually can carry out a good solution.

Note that the reflection coefficients of the RIS have a diagonal structure. Thus, we can introduce a mask matrix $I$ ($I$ is an identity matrix). Then, we can rewrite the reflection coefficients of the RIS as $\Theta = I \circ \Theta$, where $\Theta \in \mathbb{C}^{N_r \times N_r}$ is an auxiliary matrix variable without the diagonal constraint and all of its units satisfy the unit-modulus constraints. Thereby, the feasible set of $\Theta$ forms a Riemannian manifold $M = \{ \Theta \in \mathbb{C}^{N_r \times N_r} : (\Theta)_{ij} = 1, \forall i, j \}$ [29]. The main idea of the RCG algorithm is to generalize a conjugate gradient method from the Euclidean space to the manifold space, with the main challenge of calculating the Euclidean gradient. Here, we start with the definition of the tangent space. The tangent space $T_{\Theta_i} M$ of the manifold $M$ at point $\Theta_i$ is given by
\begin{equation}
T_{\Theta_i} M = \left\{ \mathbf{Z} \in \mathbb{C}^{N_r \times N_r} : \Re \left\{ \mathbf{Z} \circ \Theta_i^* \right\} = 0 \right\}.
\end{equation}
The main procedure of the RCG algorithm consists of three steps in each iteration.

1) Riemannian Gradient: The Riemannian gradient is one tangent vector (direction) with the steepest increase of the objective function. Define $\Omega = I_p + \Gamma A^H_{rp} \Theta^H A_{rl} A^H_{rp} \Theta A_{rp}$, the Riemannian gradient of the objective function $\nabla f(\Theta_i) = -\log_2 \det(\Omega)$ at the point $\Theta_i$, denoted by $\text{grad} f(\Theta_i)$, is given by
\begin{equation}
\nabla f(\Theta_i) = \nabla f(\Theta_i) - \Re \left\{ \nabla f(\Theta_i) \circ \Theta_i^* \right\} \circ \Theta_i,
\end{equation}
where $\nabla f(\Theta_i)$ denotes the Euclidean gradient. In the following, we will compute the Euclidean gradient of the objective function.

Based on the differential rule $d(\det(A)) = \det(A) \text{tr}(A^{-1} d(A))$, we have
\begin{equation}
d\left( f(\Theta) \right) = d(\log_2 \det(\Omega))
\end{equation}
\begin{equation}
= \frac{1}{\ln 2} \text{tr}(\Omega^{-1} d(\Omega))
\end{equation}
\begin{equation}
= \frac{1}{\ln 2} \text{tr}(\Omega^{-1} \Gamma A^H_{rp} \Theta A_{rl} A^H_{rp} \Theta A_{rp})
\end{equation}
\begin{equation}
= \frac{1}{\ln 2} \text{tr}(\Omega^{-1} \Gamma A^H_{rp} \Theta A_{rl} A^H_{rp} \Theta A_{rp})
\end{equation}
\begin{equation}
= \frac{1}{\ln 2} \text{tr}(\left( \Omega^{-1} A^H_{rp} \Theta A_{rl} A^H_{rp} \Theta A_{rp} \right)
\end{equation}
\begin{equation}
\circ I \circ \text{d}(\Theta^H) \circ I
\end{equation}
where (a) holds due to $\text{tr}(AB) = \text{tr}(BA)$ for arbitrary matrices $A$ and $B$, (b) holds due to $d(\Theta) = I \circ d(\Theta)$, and (c) holds due to $\text{tr}(A(B \otimes C)) = \text{tr}((A \otimes B^T) C)$ for arbitrary matrices $A$, $B$, and $C$.

According to the fact that $d\left( f(\Theta) \right) = \nabla f(\Theta) \circ \text{d}(\Theta^H)$, we obtain the Euclidean gradient of the objective function $f(\Theta)$ as
\begin{equation}
\nabla f(\Theta) = -\frac{1}{\ln 2} \left( \Omega^{-1} A^H_{rp} \Theta A_{rl} A^H_{rp} \Theta A_{rp} \right) \circ I.
\end{equation}

2) Transport: With the obtained Riemannian gradient, the optimization tools in the Euclidean space can be extended to the manifold space. However, the search direction $\eta_i$ and $\eta_{i+1}$ usually lie in two different tangent spaces. Therefore, the transport operation $T_{\Theta_i} \rightarrow T_{\Theta_{i+1}} \eta_i$ is needed to map the tangent vector $\eta_i$ from $T_{\Theta_i} M$ to $T_{\Theta_{i+1}} M$, which is given by
\begin{equation}
T_{\Theta_i} \rightarrow T_{\Theta_{i+1}} \eta_i : \eta_i \rightarrow \eta_i - \Re \left\{ \eta_i \circ \Theta_{i+1}^* \right\} \circ \Theta_{i+1}.
\end{equation}

Then, we can update the search direction as
\begin{equation}
\eta_{i+1} = -\nabla f(\Theta_{i+1}) + \beta_i \eta_{i+1} \eta_i,
\end{equation}
where $\beta_i$ is chosen as the Polak-Ribiere parameter [29].

3) Retraction: After determining the search direction $\eta_i$, we need to determine the step size $\alpha_i$. However, the obtained point $\alpha_i \eta_i$ may leave the manifold. Thereby, an operation called retraction is needed to map it from the tangent space to the manifold itself, which is given by
\begin{equation}
R_{\Theta_i} (\alpha_i \eta_i) : T_{\Theta_i} M \rightarrow M : \alpha_i \eta_i \rightarrow \frac{(\Theta_i + \alpha_i \eta_i)}{\| \Theta_i + \alpha_i \eta_i \|},
\end{equation}
where $(\Theta_i + \alpha_i \eta_i)_j$ denotes the $j$-th entry of $\Theta_i + \alpha_i \eta_i$. 
Algorithm 1 RCG Algorithm for Reflection Coefficients Optimization

1: **Input:** \{\Gamma, A_{t_{p}, A_{r}}\}, desired accuracy \(\epsilon\)
2: Initialize: \(\Theta_{0}, \eta_{i} = -\nabla f(\Theta_{0})\), and set \(i = 0\);
3: **repeat**
4: Choose the Armijo backtracking line search step size \(\alpha_{i}\);\n5: Find the next point \(\tilde{\Theta}_{i+1}\) using retraction in (30):
6: Calculate the Euclidean gradient \(\nabla f(\tilde{\Theta}_{i+1})\) according to (27);
7: Calculate the Riemannian gradient \(\nabla f(\tilde{\Theta}_{i+1})\) according to (25);
8: Calculate the transport \(T_{\Theta_{i}, \tilde{\Theta}_{i+1}}(\eta_{i})\) according to (28);
9: Calculate the conjugate direction \(\eta_{i+1}\) according to (29);
10: \(i \leftarrow i + 1\);
11: **until** \(\|\nabla f(\tilde{\Theta}_{i})\|_{2} \leq \epsilon\);
12: **Output:** \(\Theta^{*} = \tilde{\Theta}_{i}\), \(\Theta^{*} = I \odot \tilde{\Theta}^{*}\).

Algorithm 2 Alternating Optimization Algorithm for Problem \(P_{1}\)

1: Initialize: \(Q(0) = \frac{P_{w}}{N_{t}} I_{N_{r}}\), \(\Theta(0)\) is randomly generated where the phases \(\{\delta_{i}\}_{i=1}^{N_{r}}\) are uniformly and independently distributed in \([0, 2\pi]\), error tolerance \(\epsilon\), and set \(i = 0\);
2: **repeat**
3: Calculate \(\Theta^{(i+1)}\) based on Algorithm 1 with fixed \(Q^{(i)}\);
4: Calculate \(Q^{(i+1)}\) according to (21) with fixed \(\Theta^{(i+1)}\);
5: \(i \leftarrow i + 1\);
6: **until** The increase of the objective value of the problem \(P_{1}\) is below the threshold \(\epsilon\).

The key steps used in each iteration of the manifold optimization are introduced above, and the consequent algorithm for reflection coefficients optimization is summarized in Algorithm 1. Algorithm 1 is guaranteed to converge to a stationary point [29].

C. Overall Algorithm

In the above two subsections, the transmit covariance matrix and the reflection coefficients are optimized in each subproblem. Here, we propose the overall alternating optimization algorithm for problem \(P_{1}\) in Algorithm 2. Firstly, the transmit covariance matrix \(Q(0)\) is initialized as an identity matrix, and the reflection coefficients \(\Theta^{(1)}\) is obtained based on Algorithm 1. Then, the transmit covariance matrix \(Q^{(1)}\) is updated according to (21) with fixed \(\Theta^{(1)}\). In each iteration, the lower bound of the objective value of problem \(P_{1}\) is maximized. Thus, the objective value of problem \(P_{1}\) is non-decreasing over iterations. Therefore, by iteratively calculating \(Q^{(i+1)}\) and \(\Theta^{(i+1)}\), our proposed algorithm is guaranteed to converge.

Now, let us consider the complexity of the proposed Algorithm 2. Firstly, the complexity of the water-filling algorithm is \(O(PN_{b}\min(P, N_{b})) = O(N_{b})\). Secondly, the complexity of the RCG algorithm is dominated by calculating the Euclidean gradient (27). Define \(\Xi_{1} = A_{t_{p}}^{H}\Theta A_{r_{p}}\Omega^{-1}\Gamma\) and \(\Xi_{2} = A_{t_{r}}\Xi_{1} A_{r_{p}}^{H}\). Note that only the diagonal elements of \(\Xi_{2}\) need to be calculated, and the \(i\)-th diagonal element of \(\Xi_{2}\) can be calculated by multiplying the \(i\)-th row of \(A_{t_{r}}\), \(\Xi_{1}\) and the \(i\)-th column of \(A_{r_{p}}^{H}\). Thus, the complexity of Algorithm 1 is \(O(N_{r}I_{1})\), where \(I_{1}\) denotes the number of iterations of the RCG algorithm. Therefore, the overall complexity is \(O((N_{r} + P_{w}I_{1})I_{2})\), where \(I_{2}\) denotes the number of iterations of Algorithm 2.

V. SIMULATION RESULTS

In this section, we evaluate the performance of the proposed algorithms for ergodic achievable rate optimization. As in Section III-C, the angles \(\phi_{b,i}\) and \(\psi_{u,i}\) are randomly generated and uniformly distributed in \([-\pi, \pi]\), \(\phi_{b,i}^{*}\) and \(\phi_{u,i}^{*}\) in \([-\pi/2, \pi/2]\), and \(\phi_{r,i}^{*}\) and \(\varphi_{r,i}^{*}\) in \([0, \pi]\). Other system parameters are set as follows unless specified otherwise later: \(N_{b} = 16, N_{r} = 8 \times 8, N_{u} = 16, P = 6, L = 8\). All curves are averaged over 100 sets of independent realizations of the angles. For each set of angle realization, 1000 independent realizations of the path gains are generated for the Monte-Carlo simulations.

Fig. 6 illustrates the convergence performance of the proposed Algorithm 2. It can be found that the proposed algorithm converges in just four iterations, which verifies the convergence of the proposed algorithm.

In Fig. 7, we compare the rate performance achieved by the proposed algorithm with statistical CSI against two state-of-the-art benchmarks that assume the knowledge of perfect instantaneous CSI (I-CSI).

- Alternating optimization based algorithm (AO) [10]: The transmit covariance matrix \(Q\) and each unit of the reflection coefficients of the RIS \(\{\theta_{i}\}_{i=1}^{N_{r}}\) are alternately optimized until convergence. Note that the closed-form solution at each step is obtained.
- Truncated-SVD-based beamforming (T-SVD-BF) [11]: By exploiting the sparse structure of the mmWave communication, work [11] first proposes a manifold-based method to optimize the reflection coefficients of the RIS, then adopts the water-filling algorithm to handle the
active beamforming at the BS. Note that no alternating process is needed and each step only needs to be executed once.

Note that the curve “Not Optimized” indicates that $Q = \frac{P}{N_b} I_{N_b}$ and $\Theta$ is randomly generated by setting the phases $\{\theta_l\}_{\forall l}$ as uniformly and independently distributed in $[0, 2\pi)$. The curve “Proposed Algorithm” is obtained through the following procedure: $Q$ and $\Theta$ are first obtained by Algorithm 2, based on which Monte-Carlo simulations are performed to get the corresponding ergodic achievable rate. It is found that our proposed algorithm outperforms T-SVD-BF. When SNR is low, our proposed algorithm performs much worse than the AO-based algorithm. Nevertheless, when SNR is larger than -5 dB, the proposed algorithm approaches the AO-based algorithm, with about 3 bits/s/Hz performance loss. The AO-based algorithm performs best because it has closed-form solution in each step and converges to a stationary point. However, when the number of reflection units at the RIS is large, its computational complexity is very high, which is not suitable in practice. The T-SVD-BF method exploits the sparse structure of the mmWave channel and runs very fast. However, its performance is the worst. Note that both the AO-based algorithm and the T-SVD-BF method need perfect instantaneous CSI, which is difficult to obtain. Nevertheless, our proposed algorithm only needs the statistical CSI and its performance is attractive.

In addition, we compare the influence on ergodic achievable rate of transmit covariance matrix and reflection coefficients in Fig. 8 - 10, which are obtained similar to the curve “Proposed Algorithm” in Fig. 7. The only difference among
them is the number of antennas at the BS, which changes from 16, 32 to 64. The curve “Optimize RIS only” indicates that $Q = \frac{1}{\sqrt{N}}I_{N_b}$. The curve “Optimize Q only” indicates that $\Theta$ is randomly generated by setting the phases $\{\theta_i\}_i$ as uniformly and independently distributed in $[0, 2\pi]$. Firstly, it is found that the ergodic achievable rate after optimization is about 20 bits/s/Hz higher than that before optimization on average, which verifies the effectiveness of the optimization. Secondly, we observe that when $N_b = 16$, the curve “Optimize RIS only” outperforms the curve “Optimize Q only”. However, when $N_b = 32$ and $N_b = 64$, the curve “Optimize RIS only” performs worse than the curve “Optimize Q only” and the gap enlarges. Thus, with the same number of antennas at the BS and reflection coefficients at the RIS, optimizing the transmit covariance matrix at the BS is superior to optimizing the reflection coefficients at the RIS. When the number of reflection coefficients is much larger than the number of antennas, optimizing the reflection coefficients outperforms optimizing the transmit covariance matrix. Thanks to the low cost of the RIS elements, the RIS is usually composed of a large number of reflection units. In this case, the systems still perform well when the CSI is not available at the BS and the reflection coefficients at the RIS is optimized.

Finally, Fig. 11 depicts the ergodic achievable rate against the number of antennas at the BS. The system parameter settings are the same as those of Fig. 5, while the proposed algorithm is adopted in Fig. 11. Compared with Fig. 5, it is interesting to find that the ergodic achievable rate increases logarithmically with the number of antennas at the BS when the transmit covariance matrix is optimized. Thus, the optimization of the transmit covariance matrix is very important in the RIS-aided mmWave MIMO systems.

VI. CONCLUSION

In this paper, we considered the ergodic achievable rate of an RIS-aided mmWave MIMO communication system under the SV channel model. The approximations of the ergodic achievable rate were derived by means of the majorization theory and Jensen’s inequality. Based on the derived approximation, we maximized the ergodic achievable rate by jointly designing the transmit covariance and reflection coefficients at the BS and RIS, respectively. Numerical results validated the effectiveness of the proposed algorithms. It was found that the ergodic achievable rate after optimization can be improved by about 20 bps/Hz on average over a wide range of SNRs. In addition, when the transmitted signals on each antenna are i.i.d., the ergodic achievable rate remains unchanged after the number of antennas at the BS reaches a certain amount. Moreover, it was revealed that optimizing the reflection coefficients at the RIS is more effective than optimizing the transmit covariance matrix at the BS when there are a large number of reflection units. The analysis and results in this article provided insights on the deployment and achievable rate evaluation of RIS-assisted mmWave wireless systems. Future work may consider the situation with multiple users and RISs. When considering multiple users, there will be interference among different users. The corresponding analysis and optimization of the achievable rate are likely to be more difficult, thus new challenges may arise and are worth in-depth investigation.

APPENDIX

A. Proof of Lemma 1

$R(Q, \Theta)$ can be expressed as Eq. (31), shown at the bottom of the page, where $\lambda_i(\cdot)$ denotes the $i$-th largest eigenvalue of the input matrix. According to the definition [30], 1.A.7, $\forall x, y \in \mathbb{R}^{N_x}$, $x$ is said to be log-majorized by $y$, denoted by $x \prec_{\log} y$, if

$$\prod_{i=1}^k x[i] \leq \prod_{i=1}^k y[i], \quad k = 1, \ldots, n - 1,$$

$$\prod_{i=1}^n x[i] = \prod_{i=1}^n y[i].$$

According to [30, Theorem 9.H.1.a] if $U$ and $V$ are $n \times n$ positive semidefinite Hermitian matrices, then

$$\prod_{i=1}^k \lambda_i(UV) \leq \prod_{i=1}^k \lambda_i(U)\lambda_i(V), \quad k = 1, \ldots, n - 1,$$

$$\prod_{i=1}^n \lambda_i(UV) = \prod_{i=1}^n \lambda_i(U)\lambda_i(V).$$

This amount depends on the transmit SNR, the number of paths, the number of antennas at the user, and the number of reflection units at the RIS. When $Q = \frac{1}{\sqrt{N}}I_{N_b}$, $R_{\text{freq}}(Q, \Theta)$ in Eq. (14) shows that increasing the number of antennas at the BS affects the ergodic achievable rate by influencing the eigenvalues of $A_b^H A_b$. However, when the number of antennas is large, the eigenvalues of $A_b^H A_b$ are nearly equal to one due to the asymptotic orthogonality of the array response vectors. Letting $w_i = \frac{P_b N_s}{\pi^2} \frac{d_{u,i} d_{r,i}}{\sigma^2}$, $R_{\text{freq}}(Q, \Theta)$ will vary more rapidly with $N_b$ when $\{\pi_j\}_{j=1}^{N_s}$ are large. In the setting of Fig. 5, the amount of BS antennas beyond which the ergodic achievable rate is nearly unchanged is about 80.
Thus, \( \lambda(UV) \preceq_{\log} \lambda(U) \odot \lambda(V) \), where \( \odot \) denotes hadamard product, and \( \lambda(Y) = [\lambda_1(Y), \lambda_2(Y), \ldots, \lambda_n(Y)]^T \), \( Y \in \{UV, U, V\} \). Therefore, we can obtain

\[
\begin{align*}
\lambda & \left( A_uT_1A_u^H \Theta A_{rp}G_bA_b^HQA_bG_pA_{rp}^H\Theta A_{rl}T_l^HA_u^H \right) \\
& \preceq (a) \lambda(\lambda(A_uA_u^H)) \\
& \quad \circ \lambda(T_1A_u^H \Theta A_{rp}G_bA_b^HQA_bG_pA_{rp}^H\Theta A_{rl}T_l^H) \\
& \preceq (b) \lambda(\lambda(A_u^H A_u)) \circ \lambda(A_b^H QA_b) \circ \lambda(X^H X) \\
& \quad \circ \lambda(G_p^H G_p) \circ \lambda(T_l^H T_l),
\end{align*}
\]

(34)

where \( (a) \) follows \( \lambda(AB) = \lambda(BA) \), \( (b) \) follows applying Theorem in (33) repeatedly, and \( X = A_u^H \Theta A_{rp} \).

According to definition \( [30], 1.A.2 \), \( \forall x, y \in \mathbb{R}^n \), \( x \) is said to be weakly majorized by \( y \), denoted by \( x \prec_w y \), if

\[
\sum_{i=1}^{k} x[i] \leq \sum_{i=1}^{k} y[i], \quad k = 1, \ldots, n-1. \quad (35)
\]

According to \( [31], \text{Theorem 2.7} \), Let the components of \( x, y \in \mathbb{R}^n \) be nonnegative. Then, \( x \prec_{\log} y \) implies \( x \prec_w y \). (36)

Thus, (34) can be further simplified as

\[
\begin{align*}
\lambda & \left( A_uT_1A_u^H \Theta A_{rp}G_bA_b^HQA_bG_pA_{rp}^H\Theta A_{rl}T_l^HA_u^H \right) \\
& \prec_w \lambda(\lambda(A_u^H A_u)) \circ \lambda(A_b^H QA_b) \circ \lambda(X^H X) \\
& \quad \circ \lambda(G_p^H G_p) \circ \lambda(T_l^H T_l). 
\end{align*}
\]

(37)

According to \( [30], 1.A.1 \), \( \forall x, y \in \mathbb{R}^n \), \( x \) is said to be majorized by \( y \), denoted by \( x \prec \lambda \), if

\[
\sum_{i=1}^{k} x[i] \leq \sum_{i=1}^{k} y[i], \quad k = 1, \ldots, n-1. 
\]

(38)

According to \( [30], 3.C.1 \), if \( I \subset \mathbb{R} \) is an interval and \( g : I \rightarrow \mathbb{R} \) is convex, then

\[
\phi(x) = \sum_{i=1}^{n} g(x[i])
\]

(39)

is Schur-convex on \( I^n \). Consequently, \( x \prec_y y \) on \( I^n \) implies \( \phi(x) \leq \phi(y) \). Similarly, if \( g \) is concave, the \( \phi(x) \) is Schur-concave.

According to \( [30], 5.A.9 \), \( \forall x, y \in \mathbb{R}^n \), if \( x \prec_w y \), then there exists a vector \( u \) such that \( x \leq u \) and \( u \prec y \).

Thus, there exists a vector \( u \) such that Eq. (40), shown at the bottom of the page, can be satisfied. Define \( g(\lambda) = \log_2(1+\frac{1}{\lambda}) \) and \( \phi(\lambda) = \sum_{i=1}^{N} g(\lambda_i) \), then \( g(\lambda) \) is an increasing concave function. According to (39), \( \phi(\lambda) \) is an increasing Schur-concave function. Then, we have Eq. (41) and (42), shown at the bottom of the page. Therefore, combining (41) and (42), we have Eq. (43), shown at the bottom of the page.

Assume the eigenvalue decompositions (EVD) of \( A_u^H A_u \), \( A_b^H QA_b \) and \( X^H X \) can be expressed as follows,

\[
\begin{align*}
A_u^H A_u &= U_u^H D_u U_u, \\
A_b^H QA_b &= U_b^H D_b U_b, \\
X^H X &= U_h^H D_r U_r,
\end{align*}
\]

(44)

where \( U_u, U_b, \) and \( U_r \) are the eigenvectors of \( A_u^H A_u, A_b^H QA_b, \) and \( X^H X \), respectively; \( D_u = \text{diag}(d_{u,1}, d_{u,2}, \ldots, d_{u,L}) \), \( D_b = \text{diag}(d_{b,1}, d_{b,2}, \ldots, d_{b,P}) \), \( D_r = \text{diag}(d_{r,1}, d_{r,2}, \ldots, d_{r,P}) \), and \( d_{u,i}, d_{b,i}, d_{r,i} \geq 0 \) are the eigenvalues of \( A_u^H A_u, A_b^H QA_b, \) and \( X^H X \) in descending order, respectively.

Then, the ergodic achievable rate \( R(Q, \Theta) \) in Eq. (31) can be approximated by Eq. (45), shown at the bottom of the next page, where \( N_s = \min(\text{rank}(A_u^H QA_b), \text{rank}(A_u^H A_u), \text{rank}(X^H X)) \) denotes the data streams, \( (a) \) follows \( \lambda(G_p^H G_p) = \frac{N_s N_p}{N_L} \left[ g_1^2, g_2^2, \ldots, g_P^2 \right]^T \) and \( \lambda(T_l^H T_l) = \frac{N_s}{N_L} \left[ |t_1|^2, |t_2|^2, \ldots, |T_L|^2 \right]^T \).

**B. Proof of Corollary 1**

Since \( A_b, A_u, A_{rp} \) and \( A_{rl} \) are composed of the columns of unitary matrices, the AoA at the RIS is symmetric to the AoD at the RIS, \( Q = \frac{I}{\sqrt{N_r}} N_s \), and \( \Theta = I_N \), then \( A_b^H QA_b = \frac{1}{N_b} I_P, A_u^H A_u = I_L \) and \( X = A_b^H \Theta A_{rp} = I_L \times P \). Thus, the ergodic achievable rate in (9) can be expressed as Eq. (46), shown at the bottom of the next page, where

\[
\phi \left( \lambda \left( A_uT_1A_u^H \Theta A_{rp}G_bA_b^HQA_bG_pA_{rp}^H\Theta A_{rl}T_l^HA_u^H \right) \right) \leq \phi(u),
\]

(40a)

\[
\begin{align*}
\phi & \left( \lambda \left( A_uT_1A_u^H \Theta A_{rp}G_bA_b^HQA_bG_pA_{rp}^H\Theta A_{rl}T_l^H A_u^H \right) \right) \leq \phi(u). \\
\phi & \left( \lambda(\lambda(A_u^H A_u)) \circ \lambda(A_b^H QA_b) \circ \lambda(X^H X) \circ \lambda(G_p^H G_p) \circ \lambda(T_l^H T_l) \right) \leq \phi(u). 
\end{align*}
\]

(40b)

\[
\begin{align*}
\phi & \left( \lambda \left( A_uT_1A_u^H \Theta A_{rp}G_bA_b^HQA_bG_pA_{rp}^H\Theta A_{rl}T_l^HA_u^H \right) \right) \leq \phi(u). \\
\phi & \left( \lambda(\lambda(A_u^H A_u)) \circ \lambda(A_b^H QA_b) \circ \lambda(X^H X) \circ \lambda(G_p^H G_p) \circ \lambda(T_l^H T_l) \right) \leq \phi(u).
\end{align*}
\]

(41)

(42)

\[
\begin{align*}
\phi & \left( \lambda \left( A_uT_1A_u^H \Theta A_{rp}G_bA_b^HQA_bG_pA_{rp}^H\Theta A_{rl}T_l^H A_u^H \right) \right) \approx \phi \left( \lambda(A_u^H A_u) \circ \lambda(A_b^H QA_b) \circ \lambda(X^H X) \circ \lambda(G_p^H G_p) \circ \lambda(T_l^H T_l) \right).
\end{align*}
\]

(43)
(a) holds due to \( G_p = \sqrt{\frac{N_b}{N}}\mathrm{diag}(g_1, g_2, \ldots, g_P) \) and \( T_i = \sqrt{\frac{N_b}{N}}\mathrm{diag}(t_1, t_2, \ldots, t_L) \). At the same time, we have \( d_{b,i} = \frac{P_r}{N_b}, d_{u,i} = 1, d_{r,i} = 1, i = 1, 2, \ldots, N_s \) due to the fact that \( A_i^H QA_b = \frac{P_r}{N_b}I_P \), \( A_i^H A_u = I_L \) and \( X = A_i^H \Theta A_{rP} = I_{L \times P} \). Therefore, the approximation in Eq. (11) can be rewritten as

\[
\bar{R}(Q, \Theta) = \mathbb{E}_{g,t} \left[ \sum_{i=1}^{N_s} \log_2 \left( 1 + \frac{P_T N_u N_r^2}{\sigma^2 P L} |g_i|^2 |t_i|^2 \right) \right].
\]

(47)

Consequently, the derived approximation is identical to the exact ergodic achievable rate.

C. Proof of Corollary 2

Since \( g_i \sim \mathcal{CN}(0, 1) \), \( t_i \sim \mathcal{CN}(0, 1) \), then \( |g_i|^2 \sim \exp(1) \) and \( |t_i|^2 \sim \exp(1) \). Let \( x = |g_i|^2 |t_i|^2 \), the probability density function (PDF) \( f_X(x) \) can be expressed as

\[
f_X(x) = \int_{0}^{\infty} \frac{1}{z} e^{-(z+x/z)} dz, \quad x > 0.
\]

(48)

Then, the approximation \( \bar{R}(Q, \Theta) \) can be calculated as

\[
\bar{R}(Q, \Theta) = \mathbb{E}_{g,t} \left[ \sum_{i=1}^{N_s} \log_2 \left( 1 + \frac{P_T N_u N_r^2}{\sigma^2 P L} |g_i|^2 |t_i|^2 \right) \right]
\]

(a) \[
\sum_{i=1}^{N_s} \int_{0}^{\infty} f_X(x) \log_2 (1 + \alpha_i x) dx
\]

(b) \[
\sum_{i=1}^{N_s} \int_{0}^{\infty} \int_{0}^{\infty} e^{-z+x/z} \log_2 (1 + \alpha_i x) dxdz
\]

(c) \[
\sum_{i=1}^{N_s} \int_{0}^{\infty} e^{-z+x/z} \ln \left( 1 + \alpha_i z \right) dxdz
\]

(49)

where (a) holds by letting \( \alpha_i = \frac{N_b N_u N_r^2}{\sigma^2 P L} d_{b,i} d_{u,i} d_{r,i} \), (b) follows Eq. (48), and (c) holds due to the fact that \( \int_{0}^{\infty} e^{-z} \ln \left( 1 + \frac{z}{\alpha} \right) dx = e^{\alpha} E_1(\alpha) \) [25].

D. Proof of Lemma 2

If \( c_i = 0 \), we can add a very small real number \( \delta > 0 \), i.e., \( c_i = \delta \). Then, we have Eq. (50), shown at the bottom of the page, where (a) holds due to \( \det(AB) = \det(A) \det(B) \) for arbitrary matrices \( A \) and \( B \). According to [30], 9.G.3, if \( G \) and \( H \) are \( n \times n \) Hermitian matrices, then

\[
\det(G + H) = \prod_{i=1}^{n} \lambda_i(G + H) \leq \prod_{i=1}^{n} \left( \lambda_i(G) + \lambda_{n-i+1}(H) \right)
\]

(51)

where \( \lambda_i(\cdot) \) denotes the \( i \)-th largest eigenvalue of the input matrix. Thus, we have Eq. (52), shown at the top of the next page, where (a) holds due to the Theorem [30, 9.G.3], (b) holds due to \( \lambda(AB) = \lambda(BA) \) for arbitrary matrices \( A \) and \( B \), and (c) holds due to the fact that \( e \) and \( s \) are the

(52)

\[
R(Q, \Theta) = \mathbb{E}_H \left[ \log_2 \det \left( I_{N_u} + \frac{1}{\sigma^2} HQH^H \right) \right]
\]

(a) \[
\mathbb{E}_{g,t} \left[ \sum_{i=1}^{N_s} \log_2 \left( 1 + \frac{P_T N_u N_r^2}{\sigma^2 P L} d_{b,i} d_{u,i} d_{r,i} |g_i|^2 |t_i|^2 \right) \right]
\]

(b) \[
\sum_{i=1}^{N_s} \int_{0}^{\infty} \int_{0}^{\infty} e^{-z+x/z} \log_2 (1 + \alpha_i x) dxdz
\]

(c) \[
\sum_{i=1}^{N_s} \int_{0}^{\infty} e^{-z+x/z} \ln \left( 1 + \alpha_i z \right) dxdz
\]

(53)

\[
\det \left[ I + \mathrm{diag}(c) U^H \mathrm{diag}(s) U \right] = \det \left[ \mathrm{diag}(c) \left( \mathrm{diag}(c^{-1}) + U^H \mathrm{diag}(s) U \right) \right]
\]

(a) \[
\det \left[ \mathrm{diag}(c) \left( U \mathrm{diag}(c^{-1}) U^H + \mathrm{diag}(s) \right) \right]
\]

(b) \[
\det \left[ \mathrm{diag}(c) \left[ U \mathrm{diag}(c^{-1}) U^H + \mathrm{diag}(s) \right] \right]
\]

(54)
det \[ \mathbf{U} \text{diag}(\mathbf{e}^{-1}) \mathbf{U}^H + \text{diag}(\mathbf{s}) \] = \prod_{i=1}^{N} \lambda_i \left( \mathbf{U} \text{diag}(\mathbf{e}^{-1}) \mathbf{U}^H + \text{diag}(\mathbf{s}) \right) \\
\leq \prod_{i=1}^{N} \left[ \lambda_i (\mathbf{U} \text{diag}(\mathbf{e}^{-1}) \mathbf{U}^H) + \lambda_{N-i+1} (\text{diag}(\mathbf{s})) \right] \\
= \prod_{i=1}^{N} \left[ \lambda_i (\text{diag}(\mathbf{e}^{-1})) + \lambda_{N-i+1} (\text{diag}(\mathbf{s})) \right] \\
= \prod_{i=1}^{N} \left( \mathbf{c}_{N-i+1}^{-1} + \mathbf{s}_{N-i+1} \right).
(52)

det \left[ \mathbf{I} + \text{diag}(\mathbf{c}) \mathbf{U}^H \text{diag}(\mathbf{s}) \mathbf{U} \right] = \det \left[ \text{diag}(\mathbf{c}) \mathbf{U} \text{diag}(\mathbf{e}^{-1}) \mathbf{U}^H + \text{diag}(\mathbf{s}) \right] \\
\leq \prod_{i=1}^{N} \mathbf{c}_i \prod_{i=1}^{N} \left( \mathbf{c}_i^{-1} + \mathbf{s}_i \right) \\
= \prod_{i=1}^{N} (1 + \mathbf{c}_i \mathbf{s}_i) \\
= \det \left[ \mathbf{I} + \mathbf{U}^H \text{diag}(\mathbf{c}) \text{diag}(\mathbf{s}) \mathbf{U} \right].
(53)

descending ordered sequences. As a result, we have Eq. (53), shown at the top of the page.
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