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Abstract. Stock trend forecasting plays a critical role when investing in the stock market. Comparing with traditional technical analysis and fundamental analysis, deep learning models own better forecasting performance. However, the poor interpretability of deep learning models brings lots of limitations to its practical application since the lack of interpretability increases the investment risk. In this paper, we propose a graph-based framework, which owns good interpretability while maintaining forecasting performance. Specifically, the framework explains the stock returns by dividing the returns into multiple parts: 1) the part related to individual stock; 2) the part related to company business; 3) the part related to the corresponding industry; 4) the part associated with the whole market. Extensive experiments on real-world Chinese stock market data have demonstrated the effectiveness of our proposed framework for stock trend forecasting. Afterward, we try to illustrate the interpretability of our framework.

1. Introduction

Stock trend forecasting has been one of the critical research issues for many investors and researchers. Unlike the technical \cite{1} and fundamental \cite{2} analysis methods used in traditional methods, quantitative methods often use models to replace the human decisions, which use computer technology to mine patterns in historical market data to obtain useful information to make forecasting. To improve the predictive performance of the model in quantitative methods, many studies often utilize complex non-linear models to train the model based on large-scale historical data directly. However, the lack of interpretability brings high investment risk, making it a challenge to apply the model to the real trading in the stock market.

In this paper, we propose an interpretable stock return forecasting framework based on graph neural networks. Our proposed framework can be interpretable while maintain predictive performance. To maintaining predictive performance, the framework takes advantage of several graph layers to make forecasting of individual stock with the help of information from other related stocks. To acquire interpretability, we further divide the individual stock return into multiple parts, and each part corresponds to one graph convolutional layer. Accurately, the return of the particular stock is summarized as following four parts in this paper: 1) Return brought by the factors of the individual stock. For example, the company's expansion of production scale or increase of revenue will make stock prices tend to rise. 2) Return brought by the impact of the company's main business. 3) Return brought by the effects of the industry. 4) Return brought by the effects of the overall situation of the market.
This paper uses a large number of experiments and various evaluation metrics to prove the effectiveness of the proposed framework. At the same time, we carried out an interpretability analysis on the stock return forecasting. We explained the stock return according to the above four parts by comparing the predicted value with the actual market situation.

2. Related Work
In recent years, many methods have been proposed to improve the interpretability of deep learning models. In this paper, we roughly summarize the techniques into three categories. The first category refers to the model-independent interpretation method. The most classic one is Local Interpretable Model-Agnostic Explanations (LIME) [3]. The second category relates to the optimization-based approach, such as optimizing the structure of the trained model [4] and optimize the learning process to directly obtain a model that owns interpretability. The last category refers to visualization-based methods such as the deconvolution method [5], Lucid [6], and Class Activation Mapping [7].

In addition to the methods mentioned above, some interpretability methods take full account of the properties of the problem, and design model according to the properties to make models own interpretability. Take the time series forecasting problem as an example. Prophet [8] proposed by Facebook choose to divide the future trend of time series into three dependent items: trend item, seasonality item, and holiday item to make forecasting and explain the future trend. Similar to Prophet, in this paper, we propose an interpretable framework to make stock trend forecasting and explain the forecasting by dividing them into several dependent parts.

3. Graph-based Interpretable Stock Trend Forecasting Framework
To make the neural network interpretable to some extent while maintaining the performance, in this paper, we propose a Graph-Based Interpretable Stock Trend Forecasting Framework (GIFF). Intuitively, the complex influence between stocks may play a major role in the future trend of stocks. Some work [9,10] focus on predicting stock future trend based upon stock-wise information together with the influence between stocks and have achieved an absolute improvement. Inspired by this, we choose to utilize graph-based architecture to build connections between stocks to make forecasting. Furthermore, to obtain interpretability, we divide the stock returns into multiple parts, and each part corresponds to a graph layer in GIFF. In this part, we will introduce the framework of GIFF and then describe the learning method when training GIFF.

3.1. Architecture of GIFF
As illustrated in Figure 1, GIFF contains three parts, named a sequential embedding module, a residual graph module, and a forecasting module, which are elaborated as follows.

Since the historical trend of the stock is one of the most influential factors in predicting its future trend, a sequential embedding module is proposed to capture the pattern along time. As one of the most classic time-series architecture, many studies have shown that LSTM is effective in the problem of stock trend prediction [11,12]. Therefore, we choose to utilize LSTM as the sequential embedding module to produce sequential embedding \( e_t^v \) for each stock \( v_i \) at time \( t \) as Equation (1), where \( x_t^v \) refers to the stock-wise features for stock \( v_i \) at time \( t \).

\[
e_t^v = \text{LSTM}(x_t^v, x_{t-N}^v, ..., x_{t-N+1}^v)
\]  

Based on the assumption that stock trends are independent of each other, many existing quantitative models merely based on stock-wise information to predict the future trend of individual stocks. In the actual scenario, there exists a certain correlation between stocks, which can be greatly helpful when making forecasting [13,14]. Therefore, we utilize the residual graph module to use pre-defined relations between stocks to model the stock market and further make forecasting. Notably, the residual graph module contains three layers, they are a business-based layer, an industry-based layer, and a fully-connect layer in sequence, which is introduced as follows.
1) The business-based layer builds connections between stocks that operate the same business. Intuitively, the information from other stocks which operating the same business may benefit forecasting for the return brought by the corresponding business.

2) The industry-based layer builds connections between stocks that belong to the same industry. Similar to the business-based layer, the information from other stock belonging to the same industry may benefit forecasting for the return brought by the corresponding industry.

3) The fully-connect layer builds connections between each stock pairs. The motivation for this approach is to make individual stocks utilize the overall information in the market to obtain the return brought by the whole market.

The three layers introduced above are arranged to form the residual graph module. Similar to the Temporal Graph Convolution Layer in [13], considering that the influence between two stocks may have varying impacts on their future trend, we apply a non-uniform coefficient $g(e_i^t, e_j^t)$ when propagating the embedding from stock $v_j$ to $v_i$:

$$
\tilde{e}_i^t = \Sigma_{(j|a_{ji}>0)} g(e_i^t, e_j^t)e_j^t
$$

$$
\alpha_{ji} = \sigma(W^T e_i^T e_j^T T + b)
$$

$$
\sigma(e_i^t, e_j^t) = \frac{e^{a_{ji}}}{\Sigma e^{a_{ji}}}
$$

where $a_{ji}$ refers to the number of connections between stock $v_j$ and $v_i$. In the business-based layer, $a_{ji}$ refers to the number of businesses operated by both stock $v_i$ and stock $v_j$. In the industry-based layer, if stock $v_i$ and stock $v_j$ belong to the same industry, the value of $a_{ji}$ is 1, otherwise is 0. In the fully-connect layer, the value of $a_{ji}$ is 1 for each $v_j$ and $v_i$. $W$ and $b$ are model parameters to be learned and $\sigma$ refers to activation function, which is specified as Sigmoid in this paper.

Notably, the stock information flows in the graph module with the form of stock embedding. Finally, the forecasting module is proposed to combine the embedding linearly to produce forecasting for each stock. As a regression task, the predicted value $p(v_i^t)$ for the stock $v_i$ will be compared with the rising percent $r(v_i^t)$ to calculate loss. The model parameters will be updated by optimizing the target as following:

$$
\min \Sigma_{i=1}^n (p(v_i^t) - r(v_i^t))^2
$$
where \( n \) refers to the number of stocks at time \( t \).

### 3.2. Learning method

In the learning process, we propose to firstly layer-by-layer pre-training and then end-to-end fine-tuning the model. The two-stage learning method is designed to improve the interpretability of GIFF. We choose to firstly pre-train the sequential embedding module and forecasting module. Secondly, we perform the next round of pre-training on the business-based layer to fit residual of the sequential embedding module, then fixing the parameters in the industry-based layer and the fully-connect layer in sequence. The purpose of the layer-by-layer pre-training is to ensure that the stock returns learned in each layer are those that cannot be explained by the previous layer. Specifically, the sequential embedding module will reveal part of the return based on the stock-wise information. For the return that LSTM cannot explain, we try to utilize information from other stocks that operate the same business to explain it. The following layers in the residual graph module are the same. After the process of layer-by-layer pre-training is completed, we need to end-to-end fine-tune the framework to complete the training process.

Besides, it should be noticed that when training GIFF, each batch should contain information of all the stocks on one trading day so that the information could propagate between stocks. The situation is the same during the valid and test period.

The pre-defined relation used in this paper can be replaced by any relation between stocks, such as upstream-downstream relation, as long as they can independently explain a part of the stock return.

### 4. Experimental Result and Analysis

In this paper, we try to utilize a group of experiments to demonstrate the effectiveness of GIFF in stock trend forecasting. Furthermore, we will analyze the industry-based layer in the residual graph module to show the interpretability of GIFF.

#### 4.1. Data description

We conduct experiments with stock data from the most famous Chinese Securities Index 300 (CSI300) and Chinese Securities Index 500 (CSI500). CSI300 aims to reflect the situation of large market capitalization stocks, and CSI500 reflects the overall performance of mid-to-large and small-to-mid capital A-shares. In the experiment, we set one trading day as the forecasting cycle. The stock data includes the highest price, the lowest price, the open price, the close price, the volume-weighted price, and the trading volume. The pre-defined relation data, including the business and industry information of stocks, corresponding to the business-base layer and industry-based layer in the residual graph module. The data from the CSI300 stock pool utilized ranges from 01/01/2007 to 12/31/2019. The training data ranges from 01/01/2007 to 12/31/2015, and valid data ranges from 01/01/2016 to 12/31/2016, and test data ranges from 01/01/2017 to 12/31/2019.

#### 4.2. Compared methods and evaluate metrics

To demonstrate the effectiveness of GIFF in stock trend forecasting, we conduct a series of comparative experiments. The first group of comparative experiments utilizes MLP and LSTM to regress future rise percent of individual stock based on stock-wise information. The second group experiments add consideration of the influence between stocks. In this paper, Graph Attention Networks (GAT) [15] are utilized.

We employ a set of metrics to show the effectiveness of the GIFF. Notably, both the return and the forecasting on the same trading day will be normalized to calculate Mean Square Error (MSE) to quantify the prediction error. Information Coefficients (IC) can measure the correlation between forecasted return and real return. Information Coefficient Information Ratio (ICIR) is used to quantify the IC balanced by volatility during the test period. Finally, a straightforward strategy Long-short (LS) is utilized to calculate Annualized Return (AR) and Sharpe Ratio (SR) to measure excess return and excess return balanced by risk. LS strategy refers to invest in the market by buying long 10% stocks
with the highest forecasted return and short selling 10% stocks with the lowest forecasted return. Notably, the transaction fee is not considered.

4.3. Experimental result
The performance comparison of different methods in CSI300 and CSI500 is demonstrated in Table1 and Table2, respectively.

### Table 1: Experimental results of the CSI300 stock pool.

|        | IC  | ICIR | MSE   | AR  | SR  |
|--------|-----|------|-------|-----|-----|
| MLP    | 0.092 | 0.765 | 1.832 | 0.751 | 0.626 |
| LSTM   | 0.095 | 0.776 | 1.825 | 0.772 | 0.631 |
| GAT    | 0.096 | 0.893 | 1.822 | 0.796 | 0.688 |
| GIFF   | 0.098 | 0.925 | 1.811 | 0.799 | 0.691 |

### Table 2: Experimental results of the CSI500 stock pool.

|        | IC  | ICIR | MSE   | AR  | SR  |
|--------|-----|------|-------|-----|-----|
| MLP    | 0.113 | 1.085 | 1.725 | 0.901 | 0.852 |
| LSTM   | 0.121 | 1.092 | 1.721 | 0.917 | 0.847 |
| GAT    | 0.123 | 1.117 | 1.711 | 0.936 | 0.883 |
| GIFF   | 0.123 | 1.118 | 1.711 | 0.938 | 0.883 |

As shown in Table1 and Table2, GIFF outperforms other models almost in both of the stock pools. Besides, the performance of GIFF and GAT are generally better than the first group of experiments (MLP and LSTM). This phenomenon shows that the utilization of the relation between stocks does help to forecast future trends for stocks.

### Figure 2: Comparison between cumulative forecasting and cumulative excess return for the electronics industry.

### Figure 3: Comparison between cumulative forecasting and cumulative excess return for the commercial industry.

4.4. Interpretability analysis
In this part, we will discuss the interpretability of GIFF. Take the industry-based layer in the residual graph module as an example. This part tries to figure out the correlation between the average industry return with the forecasting given by the industry-based layer.

Take the electronics industry as an example, we calculate the forecasting of the electronics industry return by averaging industry-based layer residual forecasting for stocks in the electronics industry. We calculate the electronics industry’s return as the average excess return of the stocks in the electronics
industry. The calculation of the commercial industry is the same as the electronics industry. The comparison between the forecasting and return of the the same industries is demonstrated in Figure2 and Figure3. The prediction and return of the industry in the examples have an absolute correlation when the return of the industry shows stability pattern (continue to rise or fall) for a period of time. In this way, GIFFF owns interpretability to account for the return brought by the corresponding industry. Limited by space, the interpretability analysis for the business-based layer and fully-connect layer will not show in this paper.

5. Conclusion
Though its outstanding forecasting performance, the lack of interpretability brings many limitations in utilizing quantitative models in the practical investment scenario. In this paper, we propose a graph-based framework, which owns interpretability while maintaining forecasting performance. The framework divides the return into four independent parts to make forecasting. Extensive experiments demonstrate the effectiveness of the framework we proposed. Furthermore, we analyze industry-based returns to show the interpretability of the framework.
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