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Abstract

The betweenness centrality of a vertex $v$ is an important centrality measure that quantifies how many optimal paths between pairs of other vertices visit $v$. Computing betweenness centrality in a temporal graph, in which the edge set may change over discrete timesteps, requires us to count temporal paths that are optimal with respect to some criterion. For several natural notions of optimality, including foremost or fastest temporal paths, this counting problem reduces to \#Temporal Path, the problem of counting all temporal paths between a fixed pair of vertices; like the problems of counting foremost and fastest temporal paths, \#Temporal Path is \#P-hard in general. Motivated by the many applications of this intractable problem, we initiate a systematic study of the parameterised and approximation complexity of \#Temporal Path. We show that the problem presumably does not admit an FPT-algorithm for the feedback vertex number of the static underlying graph, and that it is hard to approximate in general. On the positive side, we prove several exact and approximate FPT-algorithms for special cases.
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1 Introduction

Computing a (shortest) path between two vertices in a graph is one of the most important tasks in algorithmic graph theory and serves as a subroutine in a wide variety of algorithms for connectivity-related graph problems. The betweenness centrality measure for vertices in a graph was introduced by Freeman [23] and motivates the task of counting shortest paths in a graph. Intuitively, betweenness centrality measures the importance of a vertex for information flow under the assumption that information travels along optimal (i.e. shortest) paths. More formally, the betweenness of a vertex $v$ is based on the ratio of the number of shortest paths between vertex pairs that visit $v$ as an intermediate vertex and the total number of shortest paths, thus its computation is closely related to shortest path counting.
The betweenness centrality is a commonly used tool in network analysis and it can be computed in polynomial time; e.g. Brandes’ algorithm [9] serves as a blueprint for all modern betweenness computation algorithms and implicitly also counts shortest paths.

In contrast to the tractability of counting shortest paths, the problem of counting all paths between two vertices in a graph is one of the classic problems discussed in the seminal paper by Valiant [46] that is complete for the complexity class #P (the counting analogue of NP) and hence is presumably not doable in polynomial time.

Temporal graphs are a natural generalisation of graphs that capture dynamic changes over time in the edge set. They have a fixed vertex set and a set of time-edges which have integer time labels indicating at which time(s) they are active. In recent years, the research field of studying algorithmic problems on temporal graphs has steadily grown [28, 29, 34, 35]. In particular, an additional layer of complexity is added to connectivity related problems in the temporal setting. Paths in temporal graphs have to respect time, that is, a temporal path has to traverse time-edges with non-decreasing time labels [32]1. This implies that temporal connectivity is generally not symmetric and not transitive, a major difference from the non-temporal case. Furthermore, there are several natural optimality concepts for temporal paths, the most important being shortest, foremost, and fastest temporal paths [10].

In this work, we study the (parameterised) computational complexity of (approximately) counting foremost or fastest temporal paths. In fact, we study the simpler and arguably more natural problem of counting all temporal paths from a start vertex \( s \) to a destination vertex \( z \) in a temporal graph.

Let \( \mathcal{G} = (V, \mathcal{E}, T) \) denote a temporal graph with vertex set \( V \), time-edge set \( \mathcal{E} \), and maximum time label (or lifetime) \( T \) (formal definitions are given in Section 2). We are then concerned with the following computational problem:

| #Temporal Path |
|----------------|
| **Input:** A temporal graph \( \mathcal{G} = (V, \mathcal{E}, T) \) and two vertices \( s, z \in V \). |
| **Task:** Count the temporal \((s, z)\)-paths in \( \mathcal{G} \). |

1 Temporal paths that traverse time-edge with non-decreasing time labels are often referred to as “non-strict”, in contrast to strict temporal paths, which traverse time-edges with increasing time labels. In this work, we focus on non-strict temporal paths.
It is easy to see that \#Temporal Path generalises the problem of counting paths in a non-temporal graph (all time-edges have the same time label), hence we deduce that \#Temporal Path is \#P-hard. Furthermore, observe that using an algorithm for \#Temporal Path, it is possible to count foremost or fastest temporal paths with only polynomial overhead in the running time; we discuss this reduction in more detail in Section 2.3. Hence, all exact algorithms we develop for \#Temporal Path can be used to compute the temporal betweenness based on foremost or fastest temporal paths with polynomial overhead in the running time. To the best of our knowledge, this is the first attempt to systematically study the parameterised complexity and approximability of \#Temporal Path.

1.1 Related Work

As discussed above, the temporal setting adds a new dimension to connectivity-related problems. The problems of computing shortest, foremost, and fastest temporal paths have been studied thoroughly [10, 47, 5]. The temporal setting also offers room for new natural temporal path variants that do not have an analogue in the non-temporal setting. Casteigts et al. [13] study the problem of finding restless temporal paths that dwell an upper-bounded number of time steps in each vertex, while Fuchsle et al. [24] study the problem of finding delay-robust routes in a temporal graph (intuitively, temporal paths that are robust with respect to edge delays); both problems turn out to be NP-hard.

The problem of counting (optimal) temporal paths has mostly been studied indirectly in the context of temporal betweenness computation. However, the computation of temporal betweenness has received much attention [12, 39, 40, 33, 44, 27, 43, 2, 45, 38, 41]. Most of the mentioned work considers temporal betweenness variants that are polynomial-time computable. The corresponding optimal temporal paths are mostly shortest temporal paths or variations thereof. There are at least three notable exceptions: Buß et al. [12] also consider prefix-foremost temporal paths and the corresponding temporal betweenness and show that the latter is computable in polynomial time. Furthermore they show \#P-hardness for several temporal betweenness variants based on strict optimal temporal paths. Rad et al. [39] consider temporal betweenness based on foremost temporal paths and show that its computation is \#P-hard. They further give an FPT-algorithm to compute temporal betweenness based on foremost temporal paths for the number of vertices as a parameter (note that the size of a temporal graph generally cannot be bounded by a function of the number of its vertices). Rymar et al. [40] give a quite general sufficient condition called prefix-compatibility for optimality concepts for temporal paths that makes it possible to compute the corresponding temporal betweenness in polynomial time.

In the static setting the general problem of counting \((s, z)\)-paths in static graphs is known to be \#P-complete [46]. In the parameterised setting, the problem of counting length-\(k\) paths (with parameter \(k\)) was one of the first problems shown to be \#W[1]-complete [21], but the problem does admit an efficient parameterised approximation algorithm [3]. It is also generally considered folklore that the problem of counting paths (of any length) admits an FPT-algorithm parameterised by the treewidth of the input graph.

1.2 Our Contribution

Our goal is to initiate the systematic study of the parameterised and approximation complexity of \#Temporal Path. We provide an argument that \#Temporal Path is essentially equivalent to counting foremost or fastest paths or computing the respective temporal betweenness centrality in Section 2.3. Due to space constraints, proofs of results marked with (*) are (partially) deferred to the full version of this work [19].
**Hardness results (Section 3).** The main technical contribution of this paper is a reduction showing that \#**Temporal Path** is intractable even when very strong restrictions are placed on the underlying graph; specifically the problem is hard for \oplus W[1] when parameterised by the feedback vertex number of the underlying graph, which rules out the existence of FPT algorithms with respect to several common parameters. We also show that it is NP-hard even to approximate the number of temporal \((s,z)\)-paths in general, motivating the study of approximate counting in more restricted settings.

**Exact algorithms for special cases (Section 4).** We show that the problem is polynomial-time solvable if the underlying graph is a forest, and then use a wide range of algorithmic techniques to generalise this result in different ways. We show that the problem is fixed-parameter tractable with respect to two “distance to forest” parameterisations that are larger than the feedback vertex number of the underlying graph (timed feedback vertex number and underlying feedback edge number). We further show that \#**Temporal Path** is in FPT parameterised by the treewidth of the underlying graph and the lifetime combined, or parameterised by the recently introduced parameter “vertex-interval-membership-width”.

**Approximation algorithms (Section 5).** We show that there is an FPTRAS for \#**Temporal Path** parameterised by the maximum permitted length of a temporal \((s,z)\)-path. We then turn our attention to the problem of approximating betweenness centrality, as the relationship between path counting and computing betweenness is not so straightforward in the approximate setting: we demonstrate that, whenever there exists an FPRAS (respectively FPTRAS) for \#**Temporal Path**, we can efficiently approximate the maximum betweenness centrality of any vertex in the temporal graph. These two results together give an FPTRAS to estimate the maximum betweenness centrality of any vertex in a temporal graph (with respect to either foremost or fastest temporal paths) parameterised by the vertex cover number or treedepth of the underlying input graph.

## 2 Preliminaries and Basic Observations

In this section we provide all basic notations, definitions, and terminology used in this work. We discuss the relation between temporal path counting and temporal betweenness computation in more detail in Section 2.3. We use standard definitions and terminology from parameterised complexity theory [18, 22, 16, 3, 21]. Additional background on parameterised and approximate counting complexity are given in the full version of this work [19].

Given a static graph \(G = (V,E)\), we say that a sequence \(P = (\{v_{i-1}, v_i\})_{i=1}^k\) of edges in \(E\) forms a path in \(G\) if \(v_i \neq v_j\) for all \(0 \leq i < j \leq k\).

### 2.1 Temporal Graphs and Paths

There are several different definitions and notations used in the context of temporal graphs [28, 29, 34, 35] which are mostly equivalent. Here, we use the following definitions and notations:

An (undirected, simple) **temporal graph** with lifetime \(T \in \mathbb{N}\) is a tuple \(G = (V,E,T)\), with time-edge set \(E \subseteq (V)^2 \times T\). We assume all temporal graphs in this paper to be undirected and simple. The **underlying graph** of \(G\) is defined as the static graph \(G = (V,\{\{u,v\} \mid \exists t \in [T] \text{ s.t. } (\{u,v\},t) \in E\})\). We denote by \(E_t\) the set of edges of \(G\) that are active at time \(t\), that is, \(E_t = \{\{u,v\} \mid (\{u,v\},t) \in E\}\).
For every \( v \in V \) and every time step \( t \in [T] \), we denote the appearance of vertex \( v \) at time \( t \) by the pair \( (v, t) \). For a time-edge \( \{v, w\}, t \) we call the vertex appearances \( (v, t) \) and \( (w, t) \) its endpoints and we call \( \{v, w\} \) its underlying edge.

We assume that every number in \([T]\) appears at least once as a label for an edge in \( E \). In other words, we ignore labels that are not used for any edges since they are irrelevant for the problems we consider in this work. It follows that we assume \( T \leq |E| \) and hence \( T \in \mathcal{O}(|E|) = \mathcal{O}(|V| + |E|) \).

A temporal \((s, z)\)-path (or temporal path) of length \( k \) from vertex \( s = v_0 \) to vertex \( z = v_k \) in a temporal graph \( G = (V, E, T) \) is a sequence \( P = ((v_i, t_i))_{i=1}^k \) of time-edges in \( E \) such that the corresponding sequence of underlying edges forms a path in the underlying graph of \( G \) and, for all \( i \in [k-1] \), we have that \( t_i \leq t_{i+1} \). Given a temporal path \( P = ((v_i, t_i))_{i=1}^k \), we denote the set of vertices of \( P \) by \( V(P) = \{v_0, v_1, \ldots, v_k\} \) and we say that \( P \) visits the vertex \( v_i \) if \( v_i \in V(P) \). Moreover, we call vertex appearances \((v_i-1, t_i)\) outgoing for \( P \) and we call the vertex appearances \((v_i, t_i)\) incoming for \( P \). Note that, if \( t_i = t_{i+1} \), then \((v_i, t_i)\) is both incoming and outgoing for \( P \). We define \((v_0, 1)\) to be incoming for \( P \) and \((v_k, T)\) to be outgoing for \( P \). We say that a vertex appearance is visited by \( P \) if it is outgoing or incoming for \( P \) (so a vertex is visited by \( P \) if and only if at least one of its appearances is visited by \( P \)). We say that \( P \) starts at \( v_0 \) at time \( t_1 \) and arrives at \( v_k \) at time \( t_k \). We say that \( P' \) is a temporal subpath of \( P \) if \( P' \) is a subsequence of \( P \). Furthermore, we define the following optimality concepts for temporal \((s, z)\)-paths \( P \).

- \( P \) is a shortest temporal \((s, z)\)-path if there is no temporal path \( P' \) from \( s \) to \( z \) such that the length of \( P' \) is strictly less than the length of \( P \).
- \( P \) is a foremost temporal \((s, z)\)-path if there is no temporal path \( P' \) from \( s \) to \( z \) such that \( P' \) arrives at \( z \) at a strictly smaller time than \( P \).
- \( P \) is a fastest temporal \((s, z)\)-path if there is no temporal path \( P' \) from \( s \) to \( z \) such that the difference between the time at which \( P' \) starts at \( s \) and the time at which \( P' \) arrives at \( z \) is strictly smaller than the analogous difference of times for \( P \).

### 2.2 Temporal Betweenness Centrality

We follow the notation and definition for temporal betweenness given by Buß et al. [12]. Let \( G = (V, E, T) \) be a temporal graph. For any \( s, z \in V \), \( \sigma_{sz}^{(x)} \) is the number of \( x \)-optimal temporal paths from \( s \) to \( z \). We define \( \sigma_{sv}^{(x)} := 1 \). For any vertex \( v \in V \), we write \( \sigma_{sz}^{(x)}(v) \) for the number of \( x \)-optimal paths that pass through \( v \). We set \( \sigma_{sz}^{(1)}(s) := \sigma_{sz}^{(1)} \) and \( \sigma_{sz}^{(2)}(z) := \sigma_{sz}^{(2)} \).

We do not assume that there is a temporal path from any vertex to any other vertex in the graph. To determine between which (ordered) pairs of vertices a temporal path exists, we use a connectivity matrix \( A \) of the temporal graph: let \( A \) be a \(|V| \times |V| \) matrix, where for every \( v, w \in V \) we have that \( A_{v, w} = 1 \) if there is a temporal path from \( v \) to \( w \), and \( A_{v, w} = 0 \) otherwise. Note that \( A_{sz} = 1 \) if and only if \( \sigma_{sz}^{(x)} \neq 0 \). Formally, temporal betweenness based on \( x \)-optimal temporal paths is defined as follows.

**Definition 1 (Temporal Betweenness).** The temporal betweenness of any vertex \( v \in V \) is given by:

\[
C_B^{(x)}(v) := \sum_{s \neq v \neq z \text{ and } A_{s, z} = 1} \frac{\sigma_{sz}^{(x)}(v)}{\sigma_{sz}^{(x)}}.
\]
2.3 Temporal Betweenness vs. Temporal Path Counting

In this subsection we discuss the relationship between the problems of computing temporal betweenness and counting temporal paths. We show that we can compute temporal betweenness based on foremost and fastest temporal paths using an algorithm for \#\textsc{Temporal Path} with only polynomial overhead in the running time. Let \( G = (V, E, T) \) be a temporal graph. We start with the following easy observation.

- **Observation 2.** Given an algorithm to count all \( \ast \)-optimal temporal \((s,z)\)-paths in \( G \) in time \( t(G) \), we can compute the temporal betweenness based on \( \ast \)-optimal temporal paths of any vertex of \( G \) in \( t(G) \cdot |G|^{O(1)} \) time.

This follows by observing that we can count the number of temporal \((s,z)\)-paths in \( G \) that visit a vertex \( v \) by first counting all temporal \((s,z)\)-paths in \( G \) and then subtracting the number of temporal \((s,z)\)-paths in \( G - \{v\} \).

Next we observe that we can count foremost and fastest temporal \((s,z)\)-paths using an algorithm for \#\textsc{Temporal Path}, with only polynomial overhead.

- **Observation 3.** Given an algorithm for \#\textsc{Temporal Path} that runs in time \( t(G) \), we can compute all foremost temporal \((s,z)\)-paths and all fastest temporal \((s,z)\)-paths in \( t(G) \cdot |G|^{O(1)} \) time.

First, note that we can compute a foremost temporal \((s,z)\)-path and a fastest temporal \((s,z)\)-path in polynomial time [10, 47]. In the case of foremost temporal \((s,z)\)-paths, we can in this way obtain the time at which a foremost temporal \((s,z)\)-path arrives at \( z \) and remove all time-edges with later time labels from \( G \). After this modification, every temporal \((s,z)\)-path is foremost hence we can count them using an algorithm for \#\textsc{Temporal Path}.

In the case of fastest temporal \((s,z)\)-paths, we can in the same way obtain the time difference \( t_f \) between starting at \( s \) and arriving at \( z \) for any fastest temporal \((s,z)\)-path. We can now iterate over all intervals \([t_0, t_0 + t_f]\) with \( 1 \leq t_0 \leq T - t_f \) and, for each one, create an instance of \#\textsc{Temporal Path} by removing all time-edges from \( G \) that are either earlier than \( t_0 \) or later than \( t_0 + t_f \). After this modification, every temporal \((s,z)\)-path in the instance corresponding to any interval is fastest, and every fastest temporal path survives in exactly one instance; hence we can count fastest temporal paths by calling an algorithm for \#\textsc{Temporal Path} on each instance and summing the results.

Using Observations 2 and 3 we obtain the following lemma, which implies that our polynomial-time and FPT-algorithms for special cases of \#\textsc{Temporal Path} yield polynomial-time solvability and fixed-parameter tractability results respectively for temporal betweenness based on foremost temporal paths or fastest temporal paths, under the same restrictions.

- **Lemma 4.** Given an algorithm for \#\textsc{Temporal Path} that runs in time \( t(G) \), we can compute the temporal betweenness based on foremost temporal paths or fastest temporal paths of any vertex of \( G \) in \( t(G) \cdot |G|^{O(1)} \) time.

If we can only count temporal paths approximately, however, the relationship between temporal path counting and temporal betweenness computation is not so straightforward. In the exact setting, we were able to determine the number of temporal \((s,z)\)-paths visiting \( v \) by calculating the difference between the number of temporal \((s,z)\)-paths in \( G \) and \( G - \{v\} \) respectively. However, in the approximate setting, we cannot use the same strategy: if there are \( N \) temporal paths in total and \( N_{-v} \) is an \( \varepsilon \)-approximation to the number of temporal paths that do not contain \( v \), it does not follow that \( N - N_{-v} \) is an \( \varepsilon \)-approximation to the number of temporal paths that do contain \( v \), as the relative error will potentially be much...
higher if the proportion of temporal paths containing $v$ is very small. A similar issue arises if we aim to estimate the number of temporal paths through $v$ by sampling a collection of temporal paths (from an approximately uniform distribution) and using the proportion that contain $v$ as an estimate for the total proportion of temporal paths containing $v$: if the proportion that contain $v$ is exponentially small, we would need exponentially many samples to have a non-trivial probability of finding at least one temporal path which does contain $v$; otherwise we deduce incorrectly that there are no temporal paths through $v$ and output 0, which cannot be an $\varepsilon$-approximation of a non-zero number of temporal paths for any $\varepsilon < 1$.

Lastly, we briefly shift our attention to computational hardness. Buß et al. [12] provide a reduction from $\#$Temporal Path to the computation of temporal betweenness based on foremost temporal paths and to the computation of temporal betweenness based on fastest temporal paths. In both cases, three new vertices are added to the temporal graph and all newly added time-edges are incident with at least one of the newly added vertices. This implies that our parameterised hardness result in the next section (Theorem 5) also holds for temporal betweenness computation based on foremost temporal paths or fastest temporal paths, since the reductions by Buß et al. [12] increase the feedback vertex number of the underlying graph by at most three.

3 Intractability Results for Temporal Path Counting

In this section we prove two hardness results for $\#$Temporal Path. In Section 3.1 we demonstrate parameterised intractability with respect to the feedback vertex number of the underlying graph. We follow this in Section 3.2 with an easy reduction demonstrating that the classical $\#P$-complete $\#$Path problem [46] (definition as below) is unlikely to admit an FPRAS in general, which straightforwardly implies the same result for $\#$Temporal Path.

$\#$Path

Input: A graph $G = (V, E)$ and two vertices $s, z \in V$.

Task: Compute the number of paths from $s$ to $z$ in $G$.

3.1 Parameterised Hardness

In this section we present our main parameterised hardness result, which provides strong evidence that $\#$Temporal Path does not admit an FPT algorithm when parameterised by the feedback vertex number of the underlying graph. Note that this also rules out FPT algorithms for many other parameterizations, including the treewidth of the underlying graph. However, it is folklore that $\#$Path admits an FPT algorithm parameterised by treewidth as a parameter (this is also implied by our result Theorem 14). The result here, therefore, means that $\#$Temporal Path is strictly harder than $\#$Path in terms of parameterised complexity for the parameterisations that are at most the feedback vertex number of the underlying graph and at least the treewidth of the underlying graph.

Lemma 5 (⋆). $\#$Temporal Path is $\oplus W[1]$-hard when parameterised by the feedback vertex number of the underlying graph.

Proof. We present a parameterised counting Turing reduction from $\oplus \text{Multicoloured Independent Set on 2-Track Interval Graphs}$ parameterised by the number of colours $k$. In $\oplus \text{Multicoloured Independent Set on 2-Track Interval Graphs}$ we are given a set $I$ of interval pairs and a colouring function $c : I \to [k]$ and asked whether there is an odd number of $k$-sized sets of interval pairs in $I$ such that in each set,
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every two interval pairs have different colours and are non-intersecting. Two interval pairs \(([x_a, x_b], [x_a', x_b'])\), \(([y_a, y_b], [y_a', y_b'])\) are considered non-intersecting if \([x_a, x_b] \cap [y_a, y_b] = \emptyset\) and \([x_a', x_b'] \cap [y_a', y_b'] = \emptyset\).

Inspecting the \(W[1]\)-hardness proof by Jiang [31] for Independent Set on 2-Track Interval Graphs shows that the reduction used from Multicoloured Clique parameterised by the number of colours \(k\) is parsimonious\(^2\) and the reduction also shows \(W[1]\)-hardness for the multicoloured version of the problem. Since \(\oplus\)Multicoloured Clique is \(\oplus W[1]\)-hard when parameterised by the number of colours \(k\) [8], we can conclude that \(\oplus\)Multicoloured Independent Set on 2-Track Interval Graphs is \(\oplus W[1]\)-hard when parameterised by the number of colours \(k\).

Given an instance \((I, c)\) of \(\oplus\)Multicoloured Independent Set on 2-Track Interval Graphs, where \(I\) is a set of interval pairs and \(c : I \rightarrow [k]\) is a colouring function, we create \(O(2^k)\) temporal graphs. We assume w.l.o.g. that for all \(((x_a, x_b], [x_a', x_b']), ([y_a, y_b], [y_a', y_b']) \in I\) that \(|\{x_a, x_b, y_a, y_b\}| = 4\) and \(|\{x_a', x_b', y_a', y_b'\}| = 4\) or \((|x_a, x_b], [x_a', x_b']\) = \((|y_a, y_b], [y_a', y_b']\), that is, if two interval pairs are different, we assume that all endpoints on each track are pairwise different. Furthermore, we assume w.l.o.g. that all intervals contained in pairs in \(I\) are integer subsets of \([2|I|]\). The main intuition of our construction follows:

- We model track one with a path in the underlying graph and track two with time.
- Through the feedback vertices of the underlying graph, a temporal path can “enter” and “leave” the path that models track one.
- The number of feedback vertices corresponds to the number of colours.
- We have to make sure that we can determine the parity of the number of temporal paths visiting all feedback vertices.
- The number of temporal paths that do not correspond to independent sets should not be considered. It seems difficult to get an exact handle on the number of such paths, however we will show that this number is even. Note that, intuitively, this is the main reason we show hardness for \(\oplus W[1]\) and not \(# W[1]\).

We construct a family of directed temporal graphs \((G^C = (V, A^C, 2|I| + 1))_{C \subseteq [k]}\) with rational time labels (such that the maximum time label is at most \(2|I| + 1\)), where \(A^C \subseteq V \times V \times \mathbb{Q}\) for all \(C \subseteq [k]\). Towards the end of the proof we explain how to remove the need for directed edges which will also have the consequence that the temporal graphs only contain strict temporal paths. Note that we can scale up the lifetime to remove the need for rational time labels, however using rational time labels will be convenient in the construction and the correctness proof.

- We set \(V := V_I \cup \{s, z', z\} \cup \{w_1, \ldots, w_k\} \cup \{u_x \mid x \in I\}\), where \(V_I := \{v_1, \ldots, v_{2|I|}\}\).
- We set \(A^C := \biguplus_{x \in I \land c(x) \in C} A_x \cup \{(s, w_i, 1) \mid i \in [k]\} \cup \{(z', z, 2|I| + 1)\}\), where

\[
A_x := \{(w_{c(x)}, u_x, a'), (u_x, v_a, b'), (u_x, v_a, b' + 1 - az), (v_b, z', b')
\cup \{(v_k, w_i, b) \mid i \in [k] \land i \neq c(x)\}
\cup \{(v_j, v_{j+1}, b'), (v_j, v_{j+1}, b' + 1 - (j + 1)\varepsilon) \mid j \in \{a, \ldots, b - 1\}\}
\]

for \(x = ([a, b], [a', b']) \in I\) and \(\varepsilon = \frac{1}{2|I|}\).

\(^2\) Informally speaking, parsimonious reductions do not change the number of solutions.
For all $\mathcal{G}^C$ we use $s$ as the starting vertex and $z$ as the end vertex of the temporal paths we want to count. The temporal graphs $\mathcal{G}^C$ can each clearly be constructed in polynomial time and it is easy to see that the vertex set $\{s, z', z, w_1, \ldots, w_k\}$ constitutes a feedback vertex set of size $O(k)$ for each of them (even if edge directions are removed). The construction is illustrated in Figure 1. The correctness proof of the reduction is deferred to the full version of this work [19].

3.2 Approximation Hardness

In this section, we prove the following result.

\textbf{Theorem 6.} There is no fully polynomial randomised approximation scheme (FPRAS) for $\#\text{Temporal Path}$ unless randomised polynomial time (RP) equals NP.

It is straightforward to reduce from $\#\text{Path}$, the problem of counting $(s, z)$-paths in a static graph, to $\#\text{Temporal Path}$: we set every edge to be active at time one only. Hardness of $\#\text{Path}$ is proved easily by imitating the reduction used by Jerrum et al. [30] to demonstrate that there is no FPRAS to count directed cycles in a directed graph.\footnote{Indeed, the fact that this technique can be adapted to demonstrate the hardness of approximately counting $(s, z)$-paths is noted without proof by Sinclair [42].} We note that the reduction also rules out the existence of any polynomial-time (randomised) approximation algorithm achieving any polynomial additive error.

\textbf{Theorem 7 (⋆).} There is no FPRAS for $\#\text{Path}$ unless RP=NP.

4 Exact Algorithms for Temporal Path Counting

In this section, we present several exact algorithms for $\#\text{Temporal Path}$. We start in Section 4.1 with a polynomial-time algorithm for temporal graphs that have a forest as underlying graph. In Section 4.2 we show that our polynomial-time algorithm can be generalised in two ways, obtaining FPT-algorithms for the so-called timed feedback vertex...
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number and the feedback edge number of the underlying graph. In Section 4.3 we show that \#\textsc{Temporal Path} is in FPT when parameterised by the treewidth of the underlying graph and the lifetime combined. Lastly, in Section 4.4, we give an FPT algorithm for \#\textsc{Temporal Path} parameterised by the so-called vertex-interval-membership-width.

### 4.1 A Polynomial Time Algorithms for Forests

As a warm-up, we note that \#\textsc{Temporal Path} can be solved in polynomial time with a simple dynamic program if the underlying graph is a forest. This is used as a subroutine for algorithms presented in Section 4.2.

**Theorem 8.** \#\textsc{Temporal Path} is solvable in $O(|V| \cdot T^2)$ time if the underlying graph of the input temporal graph is a forest.

**Proof.** Let $G = (V, E, T)$ together with two vertices $s, z \in V$ be an an instance of \#\textsc{Temporal Path}. We argue that this instance can be solved in polynomial time if there is a unique path between $s$ and $z$ in the underlying graph of $G$. Note that this is the case if the underlying graph of $G$ is a forest.

First, observe that when counting $(s, z)$-paths starting at $s$ and arriving at $z$, if there is a unique static path between $s$ and $z$ in the underlying graph then we need only consider time-edges between vertices of that unique static path in our temporal graph when counting, as our temporal path may not repeat vertices and so corresponds to a path in the underlying graph. Edges not lying on the unique static path between $s$ and $z$ can therefore be deleted without changing the result, so we may w.l.o.g. consider an instance in which the underlying graph consists only of a static path $P = (v_0, v_1, ..., v_{|P|})$ with $s = v_0$ and $z = v_{|P|}$ as the leaf vertices.

We will base our counting on a recording at each vertex $v_i$ in $P$ of how many temporal $(s, v_i)$-paths there are starting at $s$ and arriving at $v_i$ at time $t$ or earlier. Note that there are $O(|P| \cdot T) = O(|V| \cdot T)$ such vertex-time pairs.

We argue by induction on $i$ that we can correctly compute this number for every vertex-time pair by dynamic programming. As a base case, note that there is one path from $s$ to $s$ for any arrival time. Then we assume that we have these numbers computed correctly for some $v_i$ with $i \geq 0$ and show how we compute them for $v_{i+1}$. Formally, our dynamic program is defined as follows.

$$F(v_0 = s, t) = 1$$
$$F(v_i, t) = \sum_{(\{v_{i-1}, v_i\}, t') \in \mathcal{E} \text{ with } t' \leq t} F(v_{i-1}, t') \text{ for } i \geq 1.$$  

It is straightforward to check that $F(z, T)$ can be computed in the claimed running time. We now formally prove correctness by induction on $i$. That is, we prove that $F(v_i, t)$ equals the number of temporal $(s, v_i)$-paths that start at $s$ and arrive at $v_i$ at time $t$ or earlier; it will follow immediately that $F(z, T)$ is the number of $(s, z)$-paths, so it suffices to compute $F(v_i, t)$ for all $0 \leq i \leq |P|$.  

The base case $i = 0$ is trivial. Assume that $i > 0$. We sum over the last time-edge of the temporal $(s, v_i)$-paths starting at $s$ and arriving at $v_i$ at time $t$ or earlier. Let $\mathcal{P}$ be the set of all temporal $(s, v_i)$-paths starting at $s$ and arriving at $v_i$ at time $t$ or earlier that use $\{(v_{i-1}, v_i), t'\} \in \mathcal{E}$ as the last time-edge. All these temporal paths need to arrive at $v_{i-1}$ at time $t'$ or earlier, otherwise they cannot use time-edge $\{(v_{i-1}, v_i), t'\}$. Since all temporal paths in $\mathcal{P}$ do not differ in the last time-edge, the cardinality of $\mathcal{P}$ equals the number of
temporal \((s, v_{i-1})\)-paths starting at \(s\) and arriving at \(v_{i-1}\) at time \(t'\) or earlier. By the induction hypothesis this number equals \(F(v_{i-1}, t')\). Clearly, if the last time-edge of two temporal \((s, v_i)\)-paths starting at \(s\) and arriving at \(v_i\) at time \(t\) or earlier is different, then the two temporal paths are different, so we do not double count. Hence, we have shown that \(F(v_i, t)\) equals the number of temporal \((s, v_i)\)-paths that start at \(s\) and arriving at \(v_i\) at time \(t\) or earlier.

4.2 Generalisations of the Forest Algorithm

In this subsection, we present two generalisations of Theorem 8. The first one results in an FPT-algorithm for the timed-feedback vertex number as a parameter and the second one in an FPT-algorithm for the feedback edge number of the underlying graph as a parameter. We remark that both parameters are larger than the feedback vertex number of the underlying graph, for which Theorem 5 refutes the existence of FPT-algorithms. Both algorithms are inspired by algorithms presented by Casteigts et al. [13] for the so-called Restless Temporal Path problem.

The timed feedback vertex number was introduced by Casteigts et al. [13] and, intuitively, counts the minimum number of vertex appearances that need to be removed from a temporal graph to make its underlying graph cycle-free. Formally, it is defined as follows.

Definition \(9\) ([13]). Let \(\mathcal{G} = (V, E, T)\) be a temporal graph. A timed feedback vertex set of \(\mathcal{G}\) is a set \(X \subseteq V \times [T]\) of vertex appearances such that the underlying graph of \(\mathcal{G}' = (V, E', T)\) is a forest, where \(E' := E \setminus \{(v, w), t) \in E \mid (v, t) \in X \lor (w, t) \in X\}\). The timed feedback vertex number of a temporal graph \(\mathcal{G}\) is the minimum cardinality of a timed feedback vertex set of \(\mathcal{G}\).

Our FPT-algorithm for the timed feedback vertex number as a parameter follows similar ideas as the one by Casteigts et al. [13] for the Restless Temporal Path problem. Roughly speaking, our algorithm performs the following steps.

1. Compute a minimum cardinality timed feedback vertex set of the input temporal graph.
2. Iterate over all possibilities for how a temporal path can traverse the vertex appearances in the timed feedback vertex set.
3. For each possibility, create an instance of the so-called \#Weighted Multicoloured Independent Set on Chordal Graphs problem to compute the number of possibilities for connecting the vertex appearances of the timed feedback vertex set that are supposed to be traversed.
4. Use this to compute the total number of temporal \((s, z)\)-paths in the temporal input graph.

The intuition here is that the possibilities for connecting the vertex appearances of the timed feedback vertex set that are supposed to be traversed correspond to path segments in the underlying graph of the temporal graph without the timed feedback vertex set, which is a forest. It is well-known that chordal graphs are intersection graphs of subtrees in forest [25]. This means that an independent set in a chordal graph corresponds to a selection of non-intersecting subtrees (which here will all be paths). The colours can be used to make sure that, for each pair of vertex appearances of the timed feedback vertex set that are supposed to be traversed directly after one another, exactly one path segment connecting them can be in the independent set. The weights can be used to model how many temporal paths follow the corresponding path segment of the underlying graph.

As mentioned above, we have to solve \#Weighted Multicoloured Independent Set on Chordal Graphs as a subroutine instead of the unweighted decision version of the problem. This is the main difference between our algorithm and the one by Casteigts et al. [13]. In the following we give a formal definition.
#Weighted Multicoloured Independent Set on Chordal Graphs

**Input:** A chordal graph \( G = (V, E) \), a colouring function \( c : V \to [k] \), and a weight function \( w : V \to \mathbb{N} \).

**Task:** Compute \( \sum_{X \subseteq V \mid X \text{ is a multicoloured independent set in } G} \prod_{v \in X} w(v) \).

We can observe that #Weighted Multicoloured Independent Set on Chordal Graphs presumably cannot be solved in polynomial time. This follows directly from the NP-hardness of Multicoloured Independent Set on Chordal Graphs [7, Lemma 2]. Hence, we have the following.

**Observation 10.** #Weighted Multicoloured Independent Set on Chordal Graphs cannot be solved in polynomial time unless \( P = NP \).

However, we can obtain an FPT-algorithm for #Weighted Multicoloured Independent Set on Chordal Graphs parameterised by the number of colours. This will be sufficient for our purposes. To show this result, we adapt an algorithm by Bentert et al. [6, Proposition 5.6] to solve Maximum Weight Multicoloured Independent Set on Chordal Graphs, where given a chordal graph \( G = (V, E) \), a colouring function \( c : V \to [k] \), and a weight function \( w : V \to \mathbb{N} \), one is asked to compute a multicoloured independent set of maximum weight in \( G \). Here, the weight of an independent set is the sum of the weights of its vertices. Note that in #Weighted Multicoloured Independent Set on Chordal Graphs the weight of an independent set is the product of the weights of its vertices.

**Proposition 11 (**\( \star \)).** #Weighted Multicoloured Independent Set on Chordal Graphs is fixed-parameter tractable when parameterised by the number \( k \) of colours.

Using Proposition 11, we are ready to give our FPT-algorithm for #Temporal Path parameterised by the timed feedback vertex number.

**Theorem 12 (**\( \star \)).** #Temporal Path is fixed-parameter tractable when parameterised by the timed feedback vertex number of the input temporal graph.

Now we consider the feedback edge number of the input temporal graph as our parameter, and show the following fixed-parameter tractability result. It is very similar to an algorithm by Casteigts et al. [13] for the so-called Restless Temporal Path problem parameterised by the feedback edge number, we only sketch the proof.

**Theorem 13.** #Temporal Path is fixed-parameter tractable when parameterised by the feedback edge number of the underlying graph of the input temporal graph.

**Proof Sketch.** Let \((G, s, z)\) be an instance of #Temporal Path. We adapt an algorithm by Casteigts et al. [13, Theorem 7] for the so-called Restless Temporal Path problem. The algorithm consist of four steps (only the last step needs adaptation to our problem):

1. Exhaustively remove vertices with degree \( \leq 1 \) from the underlying graph of \( G \) (except \( s \) and \( z \)). Let \( G' \) be the resulting (static) graph.
2. Compute a minimum feedback edge set \( F \) of \( G' \). Let \( f := |F| \).
3. Let \( V_{\geq 3} \) denote all vertices of \( G' \) with degree at least three. Partition the forest \( G' - F \) into a set of maximal paths \( P \) with endpoints in \( \bigcup_{e \in F} e \cup V_{\geq 3} \cup \{s, z\} \), and intermediate vertices all of degree 2. It holds that \( |P| \in \mathcal{O}(f) \) [4, Lemma 2].
4. Any temporal \((s, z)\)-path in \( G \) can be formed with time-edges whose underlying edges are feedback edges from \( F \) or form paths in \( P \). Enumerate all \( 2^{\mathcal{O}(f)} \) sequences of underlying edges that a temporal \((s, z)\)-path in \( G \) can follow and for each one count the temporal \((s, z)\)-paths following these underlying edges using Theorem 8. Add up all path counts. The correctness follows from the correctness of [13, Theorem 7] and that due to the exhaustive search, all temporal \((s, z)\)-paths in \( G \) are considered and correctly counted.
4.3 Parameterisation by Treewidth and Lifetime

Our goal in this subsection is to demonstrate that \#Temporal Path is in FPT when parameterised simultaneously by the treewidth of the underlying graph and the lifetime; to do this we give an MSO-encoding of the problem and make use of the counting version of Courcelle’s theorem for model-checking on relational structures [15].

\textbf{Theorem 14}. \#Temporal Path is in FPT when parameterised by the combination of the treewidth of the underlying graph and the lifetime.

4.4 Parameterisation by Vertex-Interval-Membership-Width

In this subsection, we present an FPT algorithm for \#Temporal Path parameterised by the so-called vertex-interval-membership-width of the input temporal graph. The vertex-interval-membership-width is a temporal graph parameter recently introduced by Bumpus and Meeks [11] which, like the timed feedback vertex number, depends not only on the structure of the underlying graph but also on the assignment of times to edges. Intuitively, the vertex-interval-membership-width counts the maximum number of vertices that are “relevant” at any timestep, where a vertex is considered relevant if it has an incident edge both (weakly) before and after the current timestep (so, for example, a vertex \( v \) is relevant only at times when a temporal path could have entered but not yet left \( v \)).

\textbf{Definition 15 ([11])}. The vertex interval membership sequence of a temporal graph \((G, E, T)\) is the sequence \((F_t)_{t \in [T]}\) of vertex-subsets of \( G \) where

\[ F_t := \{ v \in V(G) \mid \exists i \leq t \leq j \text{ and } u, w \in V(G) \text{ such that } \{u, v\} \in E_i \text{ and } \{w, v\} \in E_j \}. \]

Note that we allow \( u = w \). The vertex interval membership sequence gives us a structure we can use for dynamic programming, which we exploit to obtain the following result.

\textbf{Theorem 16}. \#Temporal Path can be solved in time \( O(w^2w^2 + w \cdot T) \) where \( T \) and \( w \) are the lifetime and vertex-interval-membership-width respectively of the input graph.

In our dynamic programming algorithm, a state of the bag \( F_t \) is a pair \((v, X)\), where \( v \in F_t \) and \( X \subseteq F_t \setminus \{v\} \). For any state \((v, X)\) of \( F_t \), we compute the number \( P_t(v, X) \) of temporal paths \( Q \) from \( s \) to \( v \), arriving by time \( t \), such that \( V(Q) \cap (F_t \setminus \{v\}) = X \). Computing all such values \( P_t(v, X) \) is clearly sufficient, since the total number of temporal \((s, z)\)-paths is \( \sum_{Y \subseteq F_T \setminus \{z\}} P_T(z, Y) \). We compute the values for each bag \( F_t \) in turn, assuming for \( t \geq 1 \) that we have already computed all counts corresponding to \( F_{t-1} \).

5 Approximation Algorithms for Temporal Path Counting

In this section we consider the problems of approximating \#Temporal Path and approximating the temporal betweenness centrality. For \#Temporal Path, recall from Section 3.2 that there is unlikely to be an FPRAS for \#Temporal Path in general; in Section 5.1, we show that there is however an FPTRAS for \#Temporal Path when the maximum permitted path length is taken as the parameter. This in turn implies the existence of an FPTRAS for \#Temporal Path when restrictions are placed on the structure of the
underlying graph that limit the length of the longest path. We remark that Theorem 5 and Theorem 6 do not rule out exact FPT-algorithms for these parameterisations. We leave open whether stronger hardness results or exact algorithms for this case can be obtained.

In Section 5.2 we apply this approximation result to the problem of approximating temporal betweenness: we demonstrate that, whenever we can efficiently approximate #Temporal Path, we can efficiently estimate the maximum temporal betweenness centrality over all vertices of the input graph.

5.1 Approximately Counting Short Temporal Paths

In this subsection we consider the complexity of approximately counting $(s,z)$-paths parameterised by the length of the path.

**Theorem 17.** There is a randomised algorithm which, given as input an instance $(G,s,z)$ of #Short Temporal Path together with error parameters $\epsilon > 0$ and $0 < \delta < 1$, outputs an estimate $\hat{N}$ of the number of temporal $(s,z)$-paths in $G$ containing exactly $k$ edges; with probability at least $1 - \delta$, $\hat{N}$ is an $\epsilon$-approximation to the number of $(s,z)$-paths in $G$ containing exactly $k$ edges. The running time of the algorithm is $O(k!e^k \log(1/\delta) \epsilon^{-2} n^2 T^2)$.

The key ingredient in the proof is an efficient algorithm for the multicoloured version of this problem, in which the input graph is equipped with a vertex-colouring (not necessarily proper) and we wish to count paths containing exactly one vertex of each colour. We note that #Short Temporal Path meets the conditions for a uniform witness problem given by Dell et al. [17], and therefore in order to demonstrate the existence of an FPTRAS it would suffice to demonstrate that the multicoloured version of the problem admits an FPT decision algorithm. However, in this case it is easy to show that in fact exact counting is tractable in the multicoloured setting, so we can infer the existence of an FPTRAS immediately by applying a standard colour-coding technique, without invoking the power of the metatheorem by Dell et al. [17].

**Proposition 18 (⋆).** #Multicoloured Temporal Path is solvable in $O((\ell + 1)!n^2 T^2)$ time.

Equipped with this algorithm for #Multicoloured Temporal Path, we use a standard colour-coding technique to obtain an FPTRAS for #Short Temporal Path. This involves repeatedly generating random colourings (not necessarily proper) of the vertices of $V \setminus \{s,z\}$ using $k - 1$ colours; note that a single colouring can clearly be generated in time $O(nk)$. For each colouring, we solve the corresponding instance of #Multicoloured Temporal Path using the algorithm of Proposition 18. Setting $N$ to be the sum of counts over all
colourings, we return $Nk^k/k!$. Following the argument by Alon et al. [1, Section 2.1], we see that the number of colourings we must generate to obtain an $\varepsilon$-approximation to $\#\text{SHORT TEMPORAL PATH}$ with probability at least $1 - \delta$ is $O(\varepsilon^k \log(1/\delta)\varepsilon^{-2})$, giving the result.

Since the maximum possible path length is bounded by a function of either the vertex cover number or the treedepth$^4$ of the underlying input graph, we immediately obtain the following corollary to Theorem 17.

▶ Corollary 19. $\#\text{TEMPORAL PATH}$ admits an FPTRAS parameterised by either vertex cover number or treedepth of the underlying input graph.

5.2 Approximating Temporal Betweenness

Observe that it is not clear how to use an approximation algorithm for $\#\text{TEMPORAL PATH}$ to approximate the temporal betweenness centrality for every vertex in the input graph (we give a detailed discussion in Section 2.3). In this section, we address the simpler problem of determining the maximal temporal betweenness centrality of any vertex in the graph: we show that we can efficiently approximate this quantity whenever there is an FPRAS (or FPTRAS) for $\#\text{TEMPORAL PATH}$.

▶ Theorem 20 ($\ast$). Let $\mathcal{C}$ be a class of temporal graphs on which $\#\text{TEMPORAL PATH}$ admits an FPRAS. Then $\mathcal{C}$ admits an FPRAS to estimate, given an input temporal graph $\mathcal{G} = (V, E, T) \in \mathcal{C}$, $\max_{v \in V} C^\ast_H(v)$, for $\ast \in \{\text{fastest}, \text{foremost}\}$. Similarly, if $\mathcal{C}$ is a class of graphs on which there exists an FPTRAS for $\#\text{TEMPORAL PATH}$ with respect to some parameterisation $\kappa$ then, with respect to the same parameterisation, $\mathcal{C}$ admits an FPTRAS to estimate, given an input temporal graph $\mathcal{G} = (V, E, T) \in \mathcal{C}$, $\max_{v \in V} C^\ast_H(v)$, for $\ast \in \{\text{fastest}, \text{foremost}\}$.

The proof relies on the fact that we may assume that at least one vertex has temporal betweenness centrality at least $\frac{1}{n(T+1)}$, where $n$ is the number of vertices; we begin by arguing that we can efficiently identify the inputs for which this lower bound does not hold, and that in these cases the correct answer is in fact 0. Using this assumption, we show that the following procedure is likely to produce a good approximation to $\max_{v \in V} C^\ast_H(v)$: for each vertex pair $(s, z)$, sample a large (polynomial) number of $\ast$-optimal temporal $(s, z)$-paths, and record the number that contain each vertex $v$ as an internal vertex; after considering all pairs $(s, z)$, we assume that the vertex $v_{\text{max}}$ we have seen most frequently has the maximum betweenness centrality, and return as our estimate the proportion of sampled paths that contain $v_{\text{max}}$. We note that, applying a general result of Jerrum et al. [30], we can assume the existence of an efficient algorithm to sample $\ast$-optimal temporal $(s, z)$-paths almost uniformly whenever there is an FPRAS (or FPTRAS).

Combining Theorem 20 with Corollary 19 gives the following immediate corollary.

▶ Corollary 21. There is an FPTRAS which, given as input a temporal graph $\mathcal{G} = (V, E, T)$, computes an approximation to $\max_{v \in V} C^\ast_H(v)$ (for $\ast \in \{\text{fastest}, \text{foremost}\}$), parameterised by either the vertex cover number or treedepth of the underlying input graph.

$^4$ We refer to the book of Nesetril and de Mendez [37] for the definition of treedepth, and a proof that the maximum length of a path in a graph is bounded by a function of its treedepth.
6 Conclusion

In this work, we initiate the systematic study of the parameterised and approximation complexity of Temporal Path. We present parameterised and approximation hardness results and complement them with several parameterised exact and approximation algorithms.

In terms of improving our results, we conjecture that it is possible to prove #W[1]-hardness instead of ⊕W[1]-hardness for Temporal Path parameterised by the feedback vertex number of the underlying graph. Furthermore, we leave open whether our parameterised approximation results for vertex cover number or treedepth of the underlying graph can be improved from a classification standpoint by obtaining exact algorithms, or whether we can also show parameterised hardness for those cases.

We leave open to what extent our results transfer to the problem of counting strict temporal (s, z)-paths, where the labels on the time-edges have to be strictly increasing. We conjecture that most of our results hold for the strict case. In fact, we believe that the MSO formulation used to obtain fixed-parameter tractability for the treewidth of the underlying graph combined with the lifetime can be simplified: in the strict case, a first-order formula should suffice, which would lead to fixed-parameter tractability in terms of the lifetime on any class of nowhere-dense graphs [26], or for the combined parameter of cliquewidth and lifetime [14].

We conjecture that our polynomial-time algorithm for the case where the underlying graph is a forest (Section 4.1) can be extended to the case where the underlying graph is series-parallel [20]. Recall that a forest can be seen as a series-parallel graph where only series compositions are used. The idea would be to extend the dynamic program to parallel compositions, exploiting the observation that any temporal path can visit the terminal vertices of a series-parallel graph at most once.

Finally, we believe that our FPT-algorithms presented in Section 4.2 for the timed feedback vertex number and feedback edge number of the underlying graph, respectively, can be adapted to count other types of temporal (s, z)-paths for which counting is in general #P-hard. A key ingredient for both algorithms is a polynomial-time algorithm for instances that have a forest as underlying graph. This leads us to believe that the algorithms can be modified to count restless temporal (s, z)-paths [13] and possibly also to count delay-robust (s, z)-routes [24], since both of these path types can be found in polynomial time when the underlying graph of the input temporal graph is a forest.
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