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Abstract. Diagnosing accidental and malicious events in an industrial control system requires an event model with specific capacities. Most models are dedicated to either safety or security but rarely both. And the latter are developed for objectives other than diagnosis and therefore unfit for this task. In this paper, we propose an event model considering both safety and security events, usable in real-time, with a probabilistic measure of on-going and future events. This model is able to replace alerts in the context of more global scenarios, including with reinforcements or conflicts between safety and security. The model is then used to provide an analysis of some of the the security and safety events in the Taum Sauk Hydroelectric Power Station.

1 Introduction

With the increasing interconnection of Industrial Control Systems (ICS) through cyberspace, new challenges arise when ensuring their safety and security. Once rather well separated, both characteristics of the system are now completely interleaved: a cyber-attack may have consequences on an industrial process and the response to a safety incident can inadvertently impact the security of the system. Therefore, when an incident occurs in an ICS, it is more and more difficult, yet essential, to understand what is happening in order to select the appropriate response. The analysis of the incident is the diagnosis.

Providing explanation of purely accidental and malicious incidents is typically done using, respectively, fault trees [1] and attack trees [2]. Risk analysis or incident tracking can be done using more advanced methods such as Bayesian networks [3] or Petri networks [4]. However, they can in practice be viewed as a refinement of fault and attack trees.

There exist several models dedicated to one characteristic, either safety or security, but they are hardly adaptable to the other one. The reason is that safety and security have their different semantics and using one for the other is not always meaningful. Therefore, the propagation of the incident is different and most models cannot represent both. A small number of models exist that can represent both safety and security at the same time, such as BDMP [5,6] or the FIGARO language [7]. However, they were not originally developed for diagnosis.
purposes and therefore, lack essential features considered in this paper, such as real-time monitoring or alert instantiation, towards achieving this objective.

According to [8], diagnosis can be divided into three sub problems: detecting the problem, locating it and determining its scope. Detecting the problem means having the knowledge that a safety or a security incident is happening. Locating the problem is knowing what components are at fault or targets of an attack. Determining its scope is being able to identify the affected subsystems. In a nutshell, it means explaining what is happening. In order to do so, a model of what can happen is required. Risk analysis models based on fault and attack trees are suited for that. Then, mapping the ongoing situation to the model allows for finding the roots of the problem or generating hypotheses on evolutions of the problem, such as the objective of an attacker or the next components to fail. Sometimes, though, the ongoing situation might not completely fit the model. Therefore, a measure of the variation of the incident from the model should be provided. Being able to reason beyond the scope of the system is an important part of diagnosis and is what we provide with our model.

The objective of this paper is to lay the foundations of a way to model safety and security in order to perform diagnosis of incidents in ICS. We propose a model to represent safety and security events, draw logical connections between them in order to generate complete scenarios and a probabilistic component to compute the likelihood of both the complete scenarios and the elementary events.

The paper is organised as follows: Section 2 introduces the LAMBDA language for describing security attacks and upon which the proposed model, described in Section 3, is based. Section 4 illustrates the capabilities of the model on a use case. Section 5 compares the proposed model to existing research and Section 6 gives insights on future uses and evolutions of the model.

2 Background

LAMBDA [9] is a language used to describe security attacks. It is based on the general concept that an attack can succeed if a set of conditions (called preconditions) is satisfied, and will have effects (called postconditions) on the system if it succeeds. It is also described by a scenario, being the different actions needed to be combined to perform the attack. Attacks described in LAMBDA can be of any granularity going from elementary steps that an attacker needs to carry out to progress towards his objective, to the description of a complete scenario.

CRIM [10] is a correlation engine that draws connection between attacks described in LAMBDA: if a postcondition of an attack $A_1$ matches with a pre-condition of an attack $A_2$, then the realisation of $A_1$ favours the realisation of $A_2$. That is $A_1$ enables the attacker to then perform $A_2$. In this particular example, the attack graph generated would have a connection from $A_1$ to $A_2$.

Unfortunately, LAMBDA does not fit to model safety events. Indeed, every attack is to be described by a scenario, being a set of actions. When modelling safety, a component failure, like the one of a hard-drive, can happen without
being the result of a particular action: it is its regular wear. Moreover, LAMBDA in itself is devoid of any probabilistic evaluation. [3] proposes a modification of LAMBDA to overcome this issue but it only computes a mean time to success (MTTS) and this is not sufficient for a complete evaluation of the likelihood of an incident.

Nonetheless, we will base the model we present in Section 3 on a heavily modified version of LAMBDA in order to reuse its event-tracking ability and the pre/postconditions modelling, as well as CRIM.

3 The model

In this section, we present our model. First we define the events, then we construct scenarios out of events, and we finally compute the probabilities required for diagnosis.

3.1 The Event

In the model we propose, the system in which incidents happen is represented by a set of variables. This set is called the system state. We define an event as a modification in the system state. Therefore, an event is the result of the occurrence of an attack or an accidental failure.

An event is characterised by its attributes: a set of preconditions, a set of postconditions, the nature of the event, a realisation process and a detection process.

The preconditions set and the postconditions set are inherited from LAMBDA. They are composed of predicates combined with the logical connectives ∧, ∨ and ¬. The former set is used to describe the value that the variables of the system state must have for the event to be feasible. The latter set is used to describe the value that the variables of the system state will have after the event has occurred.

The nature of the events is a label used to quickly know the type of the event: so far, we only used safety and security but any other type of events could potentially be added, such as countermeasures or regular events whose occurrence is part of the industrial process.

We define the realisation process as a probability distribution function (PDF). It is used to describe the evolution of the occurrence probability of the event over time, given that all of the conditions for the event to happen are met. Any PDF can be used, even custom ones. This is where the difference in modelling security and safety events lies in our model. Indeed, their realisation process is different and is represented, in this model through the PDF. With this approach, the model can therefore acknowledge for any kind of propagation: when modelling a specific event, one simply has to use its most appropriate PDF.

The detection process is used to link the modelled event to an alert A collected by the SCADA or SIEM system. It is used to inform the model that
the event has been realised in order to update the system state and trigger instantiation of said alert $A$.

Figure 1 gives the model of the failure of a hard-drive. The PDF associated with the event is a Weibull distribution. The distributions and their parameters are chosen by the experts modelling the system, but can be derived from sizeable return on experience. For instance, when it comes to hard-drive failures, [12] has determined that the Weibull distribution is much more suited than the exponential distribution. Modelling this event with a PDF allows us to compute the mean time to failure of the event (5 years) or the probability of failure after ninety days ($7.52 \times 10^{-9}$) for instance.

| Name          | Hard-drive failure |
|---------------|--------------------|
| Preconditions | ¬failed(HardDrive) |
| Postconditions| failed(HardDrive)  |
| Nature        | safety             |
| Realisation   | Weibull distribution ($\lambda = 5.516$, $k = 4$) |
| Detection     | server operating system raises alert |

Fig. 1: Hard-drive failure

### 3.2 The Attack Graph

After the set of elementary events have been defined, it can be used by CRIM to correlate the dependencies between the events and generate event graphs corresponding to complete scenarios. CRIM says that events $A$ and $B$ are correlated if $\text{Post}(A)$, the postconditions of $A$, and $\text{Pre}(B)$, the preconditions of $B$, are correlated. And this happens when at least one of the predicates of $\text{Post}(A)$ and one of the predicates of $\text{Pre}(B)$ are unifiable through a most general unifier (mgu) [13]. If such an mgu is found, a directed connection from $A$ to $B$ is present in the event graph output by CRIM. CRIM tries to correlate every pair of events and then generates its event graph displaying the logical dependencies between the events, as illustrated in Figure 2.

### 3.3 Recombining PDF

Once the logical dependencies have been established between the different events and a scenario has been selected, its PDF can be computed. To do so, the local PDF associated with each event needs to be recombined in order to express the global PDF of the scenario. There exists three different situations: the sequence, the AND, and the OR.

On a side note, we will assume that the random variables associated with two events are always independent. It means that, the time taken to realise one event has no influence on the time taken to realise another event.
The Sequence. Let us consider that events $A$ and $B$ happen in sequence. $C$ corresponds to “$A$ happens then $B$ happens”. $A$, $B$, and $C$ are respectively associated with the PDF $f_A$, $f_B$, and $f_C$. The probability that $C$ happens in a given timespan $\mathcal{I}$ given that nothing has happened yet is actually the probability that both $A$ and $B$ happen in $\mathcal{I}$. This can be written:

$$f_C : \mathbb{R} \rightarrow \mathbb{R}$$

$$x \mapsto \int_{-\infty}^{+\infty} f_A(t)f_B(x-t)dt$$

In other words, $f_C$ is the convolution of $f_A$ and $f_B$: $f_C = f_A \ast f_B$.

The AND. Let us consider that both events $A$ and $B$ need to happen for $C$ to happen. $A$ and $B$ are respectively associated with the PDF $f_A$ and $f_B$, the CDF $F_A$ and $F_B$ (the cumulative distribution function evaluated at $x$ is the probability that the event will be realised at $x$), and with random variables $X$ and $Y$. The probability that $A$ and $B$ happen in a given timespan $\mathcal{I}$ can therefore be written $P(X \in \mathcal{I}, Y \in \mathcal{I})$. $X$ and $Y$ being independent, we have:

$$P(X \in \mathcal{I}, Y \in \mathcal{I}) = P(X \in \mathcal{I})P(Y \in \mathcal{I})$$

If we call $g$ the PDF associated with the event “$A$ and $B$ has happened”, we obtain:

$$g = f_A F_B + F_A f_B$$

The OR. The case of the OR is similar to the one of the AND, with the difference that the AND is the set intersection when the OR is the set union. The resulting PDF, using the same notations as the AND case is:

$$g = f_A + f_B - f_A F_B - F_A f_B$$

The nature of the calculus used to obtain the PDF corresponding to the three situations make it so that they can be done in any order. For instance, the PDF associated with $(A \text{ or } B) \text{ or } C$ is the same as $A \text{ or } (B \text{ or } C)$.

3.4 Perspectives of the Probabilistic Recombinations

In this paragraph, we illustrate how to recombine the distributions with a generic example. Let us consider three events $A$, $B$ and $C$ respectively associated with PDF $f_A$, $f_B$ and $f_C$ and with their cdf $F_A$, $F_B$ and $F_C$. We use the same events calculus algebra as LAMBDA \[9\] to combine the events: “$A:B$” represents $A$ in sequence with $B$ and “$A&B$” means that both $A$ and $B$ must happen. Let

---

4 $C$ is not a LAMBDA event. It is just an abstraction used to compute the PDF associated to a set of events. It has no meaning outside of the scope of the probabilistic calculations.
us consider the situation \( A; (B \& C) \). Using the formulas demonstrated in the precedent paragraph, we obtain the distribution function \( g \) associated with this situation: 
\[
g = f_A \ast (f_B f_C + F_B f_C).
\]
Distribution \( g \) can then be used to evaluate the mean time that it will take for a composition of events to occur, or to compute the probability that this composition will happen in any given duration. The recombination formulas we provide in this section are valuable tools for the diagnosis. Indeed, where a system expert can realistically provide accurate distributions for elementary events, it becomes much more arbitrary for more complex events. By decomposing a complex event in elementary ones, then defining PDF for these elementary events and recombining them to have the one of the complex event, we obtain an accurate description of the realisation process of this event. The PDF can then be used as a metric and combined with other ones, such as the impact, in order to give comprehensive feedback to a decision-maker who is looking for the most appropriate response, for example.

4 The use case

The case study is based on an actual power station: Taum Sauk Hydroelectric Power Station \([14,15,16]\). For our study, we will consider the upper and the lower reservoir, the pump, the Operator Control Center (OCC) and the two automatons Common PLC (Common_PLC) and Upper Reservoir PLC (UR_PLC). OCC, Common_PLC and UR_PLC are in the same network Operator Control Network (OCNet). When the water level in the upper reservoir overcomes a certain threshold, sensors send this information to the PLCs that forward the information to the OCC that can turn off the pump. If for whatever reason the pump does not stop, other sensors sends the information to the two PLCs who directly trigger a hard stop on the pump. If the water level keep rising, it will eventually overtop the reservoir, erode the relief upon which it is built and will cause a massive breach as it happened in december 2005 \([14,15,16]\).

Following the methodology of our model, in order to get the scenarios, one must first describe all of the elementary attacks or failures. In this paper we will present two elementary events in figures \( 2 \) and \( 3 \): an intruder gaining access to the OCNet and an attacker compromising the communication link between the Common PLC and the Pump.

After defining all of the events identified by the safety and security experts, they are fed to the correlation engine that outputs scenarios. Several scenarios can lead to the failure of the upper reservoir. For the sake of this article, we have selected one displayed on figure \( 4 \). The graph output by CRIM corresponding to the selected scenario is displayed in figure \( 4 \). It describes that one can cause the overtopping by intercepting all stop orders sent to the pump while it is active. Three sources can produce the stop orders: the Common PLC, the Upper Reservoir PLC and the Operator Control Center. All of the orders can be intercepted if one compromises the communication links between the order sources and the pump. Finally, all of the communication links can be compromised if one has
**Access Operator Control Network**

- **Preconditions**: encryption(OC_Net, null)
- **Postconditions**: remoteAccess(A, OC_Net)
- **Nature**: attack
- **Realisation**: exponential distribution \((1/\lambda = 3 \text{ years})\)
- **Detection**: IDS detects unknown IP address

**Compromise Common PLC communication link**

- **Preconditions**: remoteAccess(A, OC_Net) \& vulnerable(Common_PLC, cve-2004-1234)
- **Postconditions**: manInTheMiddle(A, Common_PLC, Pump)
- **Nature**: attack
- **Realisation**: exponential distribution \((1/\lambda = 10 \text{ min})\)
- **Detection**: IDS detects ARP spoofing

Fig. 2: Access to the Operator Control Network

Fig. 3: Compromising of the communication link

Access to the Operator Control Network. For reference, all of the probability distributions are chosen exponential, except for the event “Pump does not stop” which is a Dirac delta function. The parameters are displayed next to the name of the corresponding event.

- A: Access OC net; \(1/\lambda = 3\text{ years}\)
- B: Compromise Common_PLC com. link; \(1/\lambda = 8\text{ min}\)
- C: Compromise UR_PLC com. link; \(1/\lambda = 8\text{ min}\)
- D: Compromise OCC com. link; \(1/\lambda = 10\text{ min}\)
- E: Send false order (Common_PLC); \(1/\lambda = 5\text{ min}\)
- F: Send false order (UR_PLC); \(1/\lambda = 5\text{ min}\)
- G: Send false order (OCC); \(1/\lambda = 7\text{ min}\)
- H: Pump does not stop

Fig. 4: Scenario output by CRIM

We will consider various cases where several alerts have been raised. The cases and the probabilistic results are displayed in Table 1. Only the MTTS is shown but, as in the precedent paragraph, the probability of occurrence after any duration can be computed. As a matter of fact, we have plotted the probability that event H happens for case 6 in Figure 6. All of the computations can be done beforehand or in real-time.

**Table 1: MTTS associated with various cases**

| Case | Alerts raised | MTTS       |
|------|---------------|------------|
| 1    | ∅             | 3y 23min 27sec |
| 2    | A             | 23min 27sec   |
| 3    | A, B          | 21min 13sec   |
| 4    | A, B, E       | 20min 54sec   |
| 5    | A, C, D       | 14min 54sec   |
| 6    | A, B, C, D, G | 7min 30sec    |
Having an evaluation of the MTTS depending on the raising of various alerts is a precious asset for a decision-maker. First, it is a metric that can be recombined with others, like the impact, in order to have an accurate assessment of the risk. Moreover, a safety/security supervisor might want to define a threshold under which the deployed countermeasures are different. Indeed, an impending undesired event may call for a response more effective, but with more negative side-effects.

Fig. 5: Evolution of the probabilities in case 1
Fig. 6: Evolution of the probabilities in case 6

With several different cases over one scenario, we have shown that the model adapts to real-time scenarios: the probabilities of the undesired events evolve over the realisation of subsequent ones. This is important because, for example, the choices of the attacker may change which are the most probable scenarios. And the appropriate response may differ depending on what parts of the system are at risk. Safety and security supervisors obtain precious information from the model in the form of probabilistic evaluations of the evolution of the failure/compromise rate.

5 Related work

FIGARO [12] is a versatile object language used to populate knowledge bases, later on used to model safety and security events through two kinds of rules: occurrence and interaction rules.

After the model has been defined using the FIGARO language, it is fed to the KB3 platform: a calculus engine. KB3 can not be used in real time to monitor the evolution and propagation of ongoing incidents. By using CRIM, our model is able to track which events have occurred. Their realisation changing the probabilities of possible undesired events, it is an important part of diagnosis.

[17] proposed a model based on Markov chains to compute MTTS (named MTTF in the paper). This model can only consider exponential distributions, which is understandable for security but not for safety. Moreover, with a model based on Markov chains, it can only consider transitions present in the model.
It is therefore impossible of analysing interleaved scenarios, since the scenarios will be modelled as disjoint Markov chains.

Bayesian networks is a popular model for safety modelling [18]. Notably, [19] had an interesting take on the matter. Like in our approach, they associated a random variable to each node of their Bayesian network. The random variable models the probability of failure of a component for a given duration. They also use the distributions associated with the random variable to compute failure rates for a scenario. However, they have to discretize the timespan they consider for their scenario, when we have a purely continuous approach, providing more accurate results.

6 Conclusions

In this paper, we presented an incident model responding to the needs and respecting the constraints of diagnosis. We proposed a graphical model of safety and security incidents, usable in real-time if need be, and able to track the realisation of events and updating itself accordingly. The model, considering concurrent events, is thus able to get the context in which alerts are raised, locating the problem. Through PDF embedded in each event, the model allows for a probabilistic evaluation of possible future events, as well as an estimation of the likelihood of occurrence of an event. This feature gives us both the possible reach of the incident and a way to measure the appropriateness of the model to the situation. We have illustrated the capacities of the model on an industrial use case.

With this usecase we have presented that it is possible to compute the likelihood of one scenario. Since the model acknowledges for several scenarios, one can compute which is the most probable one, given a set of alerts. Or which are the five most probable one, with the information that the undesired events associated with these scenarios are safety or security events. Moreover, with the model keeping track of past events, it is able to give the origin of a scenario, and whether it was caused by failures, attacks, or both. The model is also able to evaluate the likelihood of an event by comparing its realisation time with references values in the form of a PDF that describes the realisation time. All of this is valuable information that helps to the diagnosis of an event, as well as represents a precious aid when deciding of the appropriate response to an incident.

The model is modular and easily extendible. That will incidentally be the object of future works in order to add a measure of the impact of an incident and its propagation to be able to assess the risk, as well as countermeasures.
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