Abstract. We present the idea of intertwining of two diffusions by Feynman-Kac operators. We present some variations and implications of the method and give examples of its applications. Among others, it turns out to be a very useful tool for finding the expectations of some functionals of diffusions, especially for computing the Laplace transforms of stochastic processes. The examples give new results on marginal distributions of many stochastic processes including a generalized squared Bessel processes and joint distribution for squared Bessel bridge and its integral - the close formulae of the Laplace transforms are presented. We finally present a general version of the method and its applications to PDE of the second order. A new dependence between diffusions and solutions of hyperbolic partial differential equations is presented. In particular, the version of Feynman-Kac representation for hyperbolic PDE is given. It is presented, among others, the simple form of Laplace transform of wave equation with axial symmetry.
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1. Introduction

The idea presented in this paper concerns a new look on the problem of intertwining of two Markov processes. For an introduction to this topic see Carmona, Petit and Yor [6], Biane [2] or Holley and Stroock [15]. The methods in [2] and [6] are based on finding a Markov kernel $\Lambda$ such that $P_t \Lambda = \Lambda P_t$, where $P_t$, $\hat{P}_t$ are two given Markov semi-groups. In this paper instead of finding a Markov kernel $\Lambda$, we place the problem on building a relation between two Feynman-Kac operators. We find the diffusion $\hat{X}$ with generator $\hat{A}$ and, possibly on a different probability space, a diffusion $X$ and generator $A$ such that for some function $V$ we have $P_t \hat{A} f = AP_t f - V f$. This results in obtaining the new probabilistic representations of solutions of hyperbolic PDE's. It also provides a new technique of computing the expectations of some functionals of diffusions, in particular, it enables to calculate the Laplace transforms for a broad class of diffusions. We can implement this idea, due to the fact that to a certain diffusion we can assign another diffusion with the known distribution and for these two diffusions the expectations of properly chosen functionals are equal. This procedure is called here the matching diffusions technique and it is in fact another look on the intertwining of diffusions. In our previous work [16] some elements of this idea has appeared in a context of
hyperbolic Bessel processes, however, we have discovered that it can be extended to the efficient computational method.

In Section 2 we present theorem which allows to obtain the closed forms of Laplace transforms for many diffusions (Theorem 2.2). It gives the new results as well as the short proofs of known results, for example that of Faraud and Goutte [11] (see Corollary 2.8). In this section we compute the Laplace transforms of generalized squared Bessel processes. We generalize the results of Pitman and Yor [22] and Donati-Martin and Yor [7] where results were obtained by using the additive property (see also Chapter XI in [27] to review the standard methodology for squared Bessel processes and Chapter 6 in [18]). Our way of finding the Laplace transform of generalized squared Bessel processes relies on finding an unique solution of some linear PDE of the first order. After proving uniqueness of that solution, we effectively obtain close formulae for solutions using the characteristic method. This works well for a generalized Bessel processes including an radial Ornstein-Uhlenbeck process. For a generalized Bessel processes for which the matching diffusion method fails to work since the assumption of belonging to $\mathcal{FK}$-class is violating, we present modification allowing to obtain the required results.

In Section 3 we extend the matching diffusion technique to find $Ee^{-\lambda f(\hat{X}_t)}$ for some function $f$. We apply that to a diffusion $\hat{X}$ with coefficients satisfying some simple relation to obtain that we can assign a function $f$ such that $f(\hat{X})$ is associated to a geometric Brownian motion. This new result corresponds to Zvonikin’s observation and Doss-Sussmann method, for details see [28] Section 27 Chapter 5. Next, the method of finding the joint Laplace transform of vector $(f(\hat{X}_t), \int_0^t f(\hat{X}_u)du)$ for certain functions $f$ and the general squared Bessel processes $\hat{X}$ is developed. Using this general results we find close formula for a squared Bessel bridge and a radial Ornstein-Uhlenbeck process. All these results are new (compare with Laplace transforms of some Brownian functionals given in [18] and [3]).

In Section 4 we present the matching diffusion technique for a general function $f$. It results in new probabilistic representation for solutions of the extended class of second order PDE’s. A version of Feynman-Kac representation for PDE of hyperbolic type is the crucial result presented here (Theorem 4.7). It gives a new light for connections between some diffusions and bounded, or of polynomial growth, solutions of partial differential equations of the second order. Example 4.9 illustrates the efficiency of this theorem. As another example illustrating the use of the matching diffusion technique we present the method of finding the simple form of Laplace transform of a solution of the wave equation with axial symmetry (compare to [23] and [24]). At the end, using the matching diffusion technique, we obtain some new results on Jacobi diffusions for which only few closed formulae for functionals have been obtained so far (see [14] and [4]).

2. Matching Diffusion for Laplace Transform

All filtrations considered in this paper satisfy usual conditions. By $B$ and $W$ we usually denote the standard Brownian motions possibly on different probability spaces. In the first step we consider a classical diffusion $X$ with coefficients $(\sigma, \mu)$, i.e. $X$ is a solution to SDE

\begin{equation}
    dX_u = \sigma(u, X_u)dW_u + \mu(u, X_u)du, \quad X_0 = x,
\end{equation}

\begin{equation}
    \frac{d}{dt}e^{\lambda t}Ee^{-\lambda f(X_t)} = \int_0^t \frac{d}{du}e^{\lambda u}Ee^{-\lambda f(X_u)}du + \frac{d}{du}e^{\lambda u}Ee^{-\lambda f(X_u)}, \quad t\geq 0.
\end{equation}
and has the generator of the form

\[ A_t = \frac{1}{2} \sigma(t, \cdot)^\top \frac{\partial^2}{\partial x^2} + \mu(t, \cdot) \frac{\partial}{\partial x}. \]

**Definition 2.1.** For given functions \( V, g \) and \( h \) we say that a pair \((\sigma, \mu)\) is in a Feynman-Kac class (abbr. \( \mathcal{FK}\)-class) if SDE \[(1) \]
has, for all \( x \), a weak solution \( X \) unique in law, and the Cauchy problem

\[ \frac{\partial f}{\partial t} = A_t f - V f + g, \quad f(0, x) = h(x), \]

has a unique classical solution \( f \in C^{1,2} \) with the probabilistic representation

\[ f(t, x) = \mathbb{E} h(X_t) e^{- \int_0^t V(t-u, X_u) du} + \mathbb{E} \int_0^t g(t-s, X_s) e^{- \int_0^s V(t-u, X_u) du} ds. \]

The main technical tool to check whether \((\sigma, \mu)\) is in \( \mathcal{FK}\)-class is the Feynman-Kac theorem (for details see e.g. \[19\], Section 5.7) and Remark \[23\]. In the main theorem of this section we present that the Laplace transform of a diffusion \( \hat{X} \) can be written in terms of another well matching diffusion. This approach allows to obtain the closed forms of Laplace transform for many diffusions.

**Theorem 2.2.** Let \((\hat{X}, B)\) and \((X, W)\) be two unique weak solutions, possibly on two different probability spaces \((\Omega, \mathcal{F}, \mathbb{P})\) and \((\tilde{\Omega}, \tilde{\mathcal{F}}, \tilde{\mathbb{P}})\), to the following SDEs

\[ \begin{align*}
(2) & \quad \hat{X}_t = x + \int_0^t \hat{\sigma}(u, \hat{X}_u) dB_u + \int_0^t \hat{\mu}(u, \hat{X}_u) du \\
(3) & \quad X_t = \lambda + \int_0^t \sigma(u, X_u) dW_u + \int_0^t \mu(u, X_u) du,
\end{align*} \]

where \( x \geq 0, \lambda \geq 0 \). Assume that \( \hat{X}, X \) are nonnegative and for all \( t \geq 0 \) we have

\[ \mathbb{E} \int_0^t \hat{\sigma}^2(u, \hat{X}_u) du < \infty, \quad \mathbb{E} \int_0^t |\hat{\mu}(u, \hat{X}_u)| du < \infty. \]

Let \( g : [0, \infty) \times [0, \infty) \to \mathbb{R} \) and \( V : [0, \infty) \times [0, \infty) \to [0, \infty) \) be continuous functions. Let \( h(\lambda) = e^{-x^2 \lambda}, \lambda \geq 0 \). Assume that, for such functions \( g, V, h \), the pair \((\sigma, \mu)\) is in \( \mathcal{FK}\)-class and that for any \( t \geq 0 \) and \( \lambda \geq 0 \)

\[ \mathbb{E} e^{-\lambda X_t} \left[ \frac{\lambda^2}{2} \hat{\sigma}^2(t, \hat{X}_t) - \lambda \hat{\mu}(t, \hat{X}_t) \right] = \mathbb{E} e^{-\lambda X_t} \left[ \hat{X}_t^2 \hat{\sigma}^2(t, \lambda) - \hat{X}_t \hat{\mu}(t, \lambda) - V(t, \lambda) \right] + g(t, \lambda). \]

Then for all \( t \geq 0 \) and \( \lambda \geq 0 \)

\[ \mathbb{E} e^{-\lambda X_t} = \mathbb{E} e^{-x X_t - \int_0^t V(t-u, X_u) du} + \mathbb{E} \int_0^t g(t-s, X_s) e^{-\int_0^s V(t-u, X_u) du} ds, \]

where \( \mathbb{E} \) corresponds to \( \tilde{\mathbb{P}} \).

**Proof.** Define \( p(t, \lambda) := \mathbb{E} e^{-\lambda X_t} \). From Itô’s lemma we have

\[ \begin{align*}
(7) & \quad dp^{-\lambda X_t} = -\lambda e^{-\lambda X_t} \left[ \hat{\sigma}(t, \hat{X}_t) dB_t + \hat{\mu}(t, \hat{X}_t) dt \right] + \frac{\lambda^2}{2} e^{-\lambda X_t} \hat{\sigma}^2(t, \hat{X}_t) dt.
\end{align*} \]
By (4), the local martingale in (7) is a true martingale, so taking expectation we obtain

$$E e^{-\lambda \hat{X}_t} = e^{-\lambda x} + E \int_0^t e^{-\lambda \hat{X}_u} \left( \frac{\lambda^2}{2} \hat{\sigma}^2(u, \hat{X}_u) - \lambda \hat{\mu}(u, \hat{X}_u) \right) du.$$  

Now, using (5) and the observation that $p \in C_1^1((0, \infty) \times (0, \infty))$ we infer that

$$\frac{\partial p}{\partial t} = A_t p - V p + g, \quad p(0, \lambda) = e^{-x\lambda},$$

where $A_t$ is the generator of the diffusion $X$. Since the pair $(\sigma, \mu)$ is in $FK$-class we have

$$p(t, \lambda) = \tilde{E} e^{-xX_t - \int_0^t V(t-u, X_u) du} + \tilde{E} \int_0^t g(t-s, X_s) e^{-\int_0^s V(t-u, X_u) du} ds$$

and the result follows from the definition of the function $p$. □

In what follows, we abuse notation using $\mathbb{P}$ and $\mathbb{E}$ instead of $\tilde{\mathbb{P}}$ and $\tilde{\mathbb{E}}$, since it is clear from context which probability measure is used.

**Remark 2.3.** Belonging of $(\sigma, \mu)$ to $FK$-class is the crucial point in the proof of Theorem 2.2. Usually, it is checked by application of the Feynman-Kac theorem. In particular, to have an appropriate set of assumptions ensuring that a version of Theorem 2.2 for terminal condition holds, we can follow Karatzas and Shreve (see section 5.7 in [19]). The conditions given in [19] are not necessary to have the Feynman-Kac representation - they can be relaxed. If the coefficients $\mu, \sigma$ do not depend on time, then the change from terminal to initial condition in the Cauchy problem is immediate. If the coefficients depend on time, the generator of diffusion, inducing by reverting of time in the Cauchy problem, changes. Thus some additional assumptions have to be added, see e.g. the discussion in [12, p. 139-150] or [21] for the case of Levy processes.

In the next part of paper we present extensions and applications of Theorem 2.2. From now, we assume that $g \equiv 0$. To illustrate how the matching diffusion method works, we give, as a simple corollary, the short proof of result obtained in [16, Proposition 2.4].

**Corollary 2.4.** [16] For any $\lambda > 0$ and $t \geq 0$ we have

$$E e^{-\lambda \cosh(B_t)} = E e^{-\lambda e^{B_t} - \frac{1}{2} \int_0^t e^{2B_u} du}.$$  

**Proof.** Let us take $\hat{X}_t = \cosh B_t$ and $X_t = \lambda e^{B_t}$. Both are diffusions satisfying assumptions of Theorem 2.2 with

$$\hat{\sigma}^2(z) = z^2 - 1, \quad \hat{\mu}(z) = \frac{1}{2} z, \quad \hat{X}_0 = 1,$$

$$\sigma^2(z) = z^2, \quad \mu(z) = \frac{1}{2} z, \quad X_0 = \lambda.$$  

Taking $V(t, \lambda) := \frac{\lambda^2}{2}$ we can easily check that conditions (4) and (5) hold. Using the Feynman-Kac theorem, we see that $(\sigma, \mu)$ is in $FK$-class. Thus the result follows from Theorem 2.2. □
In what follows, we consider Laplace transform of generalized squared Bessel processes II. It is the class of processes consisting of unique nonnegative solutions of the SDE’s of the form

$$\dot{X}_t = x + 2 \int_0^t \sqrt{X_u} dB_u + \int_0^t (\Delta(u) + 2\theta(u)X_u) du,$$

where $x \geq 0$, $\Delta$ is a nonnegative continuous function and $\theta$ is a continuous function (see [11]). This notion generalizes the class of processes defined in [7] with $\theta \equiv 0$, hence the name. It is the class of processes for which the matching diffusions technique can be applied. Before giving the form of Laplace transform of a general squared Bessel process we present some auxiliary results giving iff conditions for belonging to $\mathcal{FK}$-class, under the assumption that $\sigma \equiv 0$.

**Proposition 2.5.** Let $\sigma \equiv 0$ and $\mu : [0, \infty) \times [0, \infty) \to \mathbb{R}$, $V : [0, \infty) \times [0, \infty) \to [0, \infty)$ be continuous functions. Suppose that for any $x \geq 0$ there exists a positive unique solution on $[0, \infty) \times [0, \infty)$ of the Cauchy problem

$$\partial p \partial t = \mu(t, \lambda) \partial p \partial \lambda - V(t, \lambda)p, \quad p(0, \lambda) = e^{-x\lambda}.$$

Then the pair $(\sigma, \mu)$ is in $\mathcal{FK}$-class if and only if for all $t, \lambda \geq 0$

$$\mu(t, y(t, \lambda)) = \mu(t, \lambda) \frac{\partial y(t, \lambda)}{\partial \lambda},$$

$$V(t, \lambda) = \nabla_{t, \lambda} \left( \int_0^t V(t - u, y(u, \lambda)) du \right),$$

where

$$y(t, \lambda) = \lambda + \int_0^t \mu(u, y(u, \lambda)) du, \quad \nabla_{t, \lambda} = \frac{\partial}{\partial t} - \mu(t, \lambda) \frac{\partial}{\partial \lambda}.$$

**Proof.** Necessity. As $(0, \mu)$ is in $\mathcal{FK}$-class, there exists a unique $X$ satisfying

$$X_t = \lambda + \int_0^t \mu(u, X_u) du$$

and

$$p(t, \lambda) = e^{-xX_t + \int_0^t V(t - u, y(u, \lambda)) du}$$

is the unique solution of [9]. Hence, defining $y(t, \lambda) = X_t$, we obtain

$$-\frac{\partial}{\partial t} \left( xy(t, \lambda) + \int_0^t V(t - u, y(u, \lambda)) du \right)$$

$$= -\mu(t, \lambda) \frac{\partial}{\partial \lambda} \left( xy(t, \lambda) + \int_0^t V(t - u, y(u, \lambda)) du \right) - V(t, \lambda)$$

Since this equality holds for all $x$ and $\frac{\partial}{\partial t} y(t, \lambda) = \mu(t, y(t, \lambda))$, by [13], we obtain [10] and [11]. Sufficiency. Let $p$ be given by $p(t, \lambda) = e^{-xy(t, \lambda) + \int_0^t V(t - u, y(u, \lambda)) du}$, where $y$ solves the equation $y(t, \lambda) = \lambda + \int_0^t \mu(u, y(u, \lambda)) du$. Conditions [10] and [11] imply that $p$ is a solution of [9]. From assumption it is unique. Hence $(\sigma, \mu)$, where $\sigma \equiv 0$, is in $\mathcal{FK}$-class. \(\square\)

We need also the following lemma on solutions of the Cauchy problem for $\sigma \equiv 0$. 

---

**ON MATCHING DIFFUSIONS, LAPLACE TRANSFORMS AND PARTIAL DIFFERENTIAL EQUATIONS**
Lemma 2.6. Let $a, b, d$ be continuous functions on $[0, \infty)$ and $a, b$ be non-positive and such that $a^2(t) + b^2(t) > 0$ for every $t \geq 0$. Let $V$ be a continuous nonnegative function on $[0, \infty) \times [0, \infty)$. There exists at most one solution of the following problem on $[0, \infty) \times [0, \infty)$

$$
\frac{\partial p}{\partial t} = \left( d(t) + a(t)\lambda^2 + b(t)\lambda \right) \frac{\partial p}{\partial \lambda} - V(t, \lambda) p, \quad p(0, \lambda) = h(\lambda),
$$

where $h$ is a nonnegative continuous function.

Proof. Let $t \leq T$. Assume that $p, q$ are solutions of (15) and define $w = (p - q)^2$. We have $w(0, \lambda) = 0$ for every $\lambda$, and

$$
\frac{\partial w}{\partial t} = \left( d(t) + a(t)\lambda^2 + b(t)\lambda \right) \frac{\partial w}{\partial \lambda} - 2V(t, \lambda) w
\leq \left( d(t) + a(t)\lambda^2 + b(t)\lambda \right) \frac{\partial w}{\partial \lambda}.
$$

Let $u(t, \lambda) = \int_0^\lambda w(t, z)dz$. The last inequality implies, for $\lambda \geq 0$, that

$$
\frac{\partial u}{\partial t} \leq \left( d(t) + a(t)\lambda^2 + b(t)\lambda \right) w - \int_0^\lambda (2a(t)z + b(t))w(t, z)dz
\leq \left( d(t) + a(t)\lambda^2 + b(t)\lambda \right) w - (2a(t)\lambda + b(t))u,
$$

where we used integration by parts. Choose $\lambda_0$ such that for $t \leq T$ and $\lambda > \lambda_0$ it holds $\left( d(t) + a(t)\lambda^2 + b(t)\lambda \right) \leq 0$. Thus, for any $\lambda > \lambda_0$,

$$
\frac{\partial u}{\partial t} \leq -(2a(t)\lambda + b(t))u.
$$

From Gronwall’s lemma we obtain $u(t, \lambda) = 0$. The assertion follows, as $T$ is arbitrary. \[\square\]

The important example of the generalized squared Bessel process is a $\delta$-dimensional ($\delta \geq 0$) squared radial Ornstein-Uhlenbeck process with parameter $\alpha \in \mathbb{R}$, which is the unique solution of the SDE

$$
\dot{X}_t = x + 2\int_0^t \sqrt{X_s}dB_s + \int_0^t (\delta - 2\alpha X_s)ds.
$$

As an application of Theorem 2.2 we find the Laplace transform of squared radial Ornstein-Uhlenbeck process. The transition density function of radial Ornstein-Uhlenbeck process is given in Salminen and Borodin [3] (see Appendix 1 Section 26), however the form of the Laplace transform hasn’t been presented there.

Proposition 2.7. (Squared Radial Ornstein-Uhlenbeck) The Laplace transform of $\delta$-dimensional squared radial Ornstein-Uhlenbeck with parameter $\alpha \geq 0$ has the form

$$
\mathbb{E}e^{-\lambda \dot{X}_t} = \exp \left\{ -\frac{\lambda \delta}{2} - \frac{\alpha(\delta/2)}{(1 + \alpha/\lambda)e^{2\alpha} - 1} \right\}.
$$

Proof. Let us take

$$
\sigma \equiv 0, \quad \mu(t, \lambda) = -2\lambda \left( \lambda + \alpha \right), \quad V(t, \lambda) = \delta \lambda.
$$
Lemma 2.6 and Proposition 2.5 for \( p(t, \lambda) = E e^{-\lambda \hat{X}_t} \), guarantee that \( (0, \mu) \) belongs to \( FK \)-class, so we can apply Theorem 2.2. The process \( X \) is deterministic and satisfies the ODE
\[
y' = -2y(y + \alpha), \quad y(0) = \lambda.
\]
After solving the above ODE we get
\[
y(t) = X_t = \alpha \left( 1 + \frac{\alpha}{\lambda} \right) e^{2\alpha t - 1}.
\]
We insert the solution \( y(t) \) in (6) and some elementary algebra concludes the proof.

Now we give a short proof of result of Faraud and Goutte [11].

**Corollary 2.8.** [11] *(Generalized squared Bessel process)* Let \( \Delta : [0, \infty) \to [0, \infty) \) be a continuous function and \( x \geq 0 \). Suppose that \( \hat{X} \) is the unique nonnegative solution of SDE
\[
d\hat{X}_t = 2\sqrt{\hat{X}_t} dB_t + \Delta(t) dt, \quad \hat{X}_0 = x.
\]
Then, for \( \lambda > 0 \),
\[
E e^{-\lambda \hat{X}_t} = \exp \left\{ -\frac{x\lambda}{1 + 2\lambda t} - \lambda \int_0^t \frac{\Delta(t - u)}{1 + 2\lambda u} du \right\}.
\]
**Proof.** We have
\[
\hat{\sigma}^2(z) = 4z, \quad \hat{\mu}(t) = \Delta(t), \quad \hat{X}_0 = x \geq 0.
\]
Using properties of squared Bessel processes we obtain (11). Taking
\[
\sigma^2(z) \equiv 0, \quad \mu(t, z) = -2z^2, \quad X_0 = \lambda \geq 0, \quad V(t, z) = \Delta(t)z,
\]
we see that (5) is satisfied. Taking \( p(t, \lambda) = E e^{-\lambda \hat{X}_t} \) and using Lemma 2.6 and Proposition 2.5 we see that the pair \( (0, \mu) \) is in \( FK \). Hence, applying Theorem 2.2 for \( \hat{X} \) and \( X \) given by
\[
X_t = \frac{\lambda}{1 + 2\lambda t}
\]
we obtain (11).

Now, we consider the Laplace transform of \( \hat{X} \), a generalized squared Bessel process II. Observe that equality (5) is satisfied for \( \hat{X} \), \( p(t, \lambda) = E e^{-\lambda \hat{X}_t} \), and \( \sigma(t, z) \equiv 0, \mu(t, z) = -2z^2 + 2z\theta(t) \), \( X_0 = \lambda \geq 0, \quad V(t, z) = \Delta(t)z \).

So, the matching diffusion procedure can be used, provided the pair \( (0, \mu) \) is in \( FK \)-class. By Lemma 2.6 there exists a unique solution to the Cauchy problem for \( p(t, \lambda) = E e^{-\lambda \hat{X}_t} \), the Laplace transform of \( \hat{X} \), with a non-positive function \( \theta \). Moreover

**Lemma 2.9.** Let \( \Delta : [0, \infty) \to [0, \infty) \) be a continuous function and \( \theta : [0, \infty) \to (-\infty, 0] \) be a function in \( C^1 \). Let \( \sigma, \mu \) be given by \( \sigma(t, z) \equiv 0, \mu(t, z) = -2z^2 + 2z\theta(t) \). Then the pair \( (\sigma, \mu) \) is in \( FK \)-class if and only if \( \theta \equiv c \) for a non-positive constant and
\[
\Delta(t) = c \nabla_t, \lambda \left( \int_0^t \Delta(t - u) \frac{e^{2cu}}{c + \lambda(e^{2cu} - 1)} du \right),
\]
where $\nabla_{t,\lambda}$ is defined in (12).

Proof. We use Proposition 2.5 and prove that conditions (10) and (11) hold. First, observe that if $y$ is given by (12), i.e. $y(t, \lambda) = \lambda + \int_0^t \mu(u, y(u, \lambda)) du$, then the solution, as the solution of Bernoulli equation, is of the form

$$y(t, \lambda) = \frac{\lambda k(t)}{1 + 2\lambda \int_0^t k(u) du}, \quad k(t) = e^{2 \int_0^t \theta(u) du}.$$  

For such $y$ and $\mu$ condition (10), i.e. $\mu(t, y(t, \lambda)) = \mu(t, \lambda) \frac{\partial y(t, \lambda)}{\partial \lambda}$, implies that

$$y(t, \lambda) - \theta(t) = \frac{y(t, \lambda)}{k(t)} (1 - \theta(t)/\lambda).$$  

The last in turn leads to

$$k(t) - 2\theta(t) \int_0^t k(u) du = 1,$$

which after taking derivative gives $\theta' \equiv 0$. Condition (20) is precisely (11) for $\theta \equiv c$. This finishes the proof of necessity. To prove sufficiency it is enough to observe that for $\theta \equiv c$ equation (21) is satisfied, and (21) implies (10). □

Corollary 2.10. If $\hat{X}$ is a generalized squared Bessel process II, $\hat{X}_0 = x \geq 0$, $\theta \equiv c \leq 0$ and (20) holds, then for $\lambda \geq 0$

$$E e^{-\lambda \hat{X}_t} = e^{-xy(t, \lambda) - \int_0^t \Delta(t-u) y(u, \lambda) du},$$

where

$$y(t, \lambda) = \frac{\lambda ce^{2ct}}{c + 2\lambda(e^{2ct} - 1)}.$$  

Proof. Follows from Lemma 2.9 and Theorem 2.2. □

Remark 2.11. We consider separately generalized squared Bessel processes and generalized squared Bessel processes II for historical reason. The first generalization was considered by Donati-Martin and Yor [7], and the second one by Faraud and Goutte [11]. In Lemma 3.1 [7, Section 3] Donati-Martin and Yor presented the connection of functional of generalized squared Bessel process with a solution of Sturm-Liouville equation. For a measurable function $f : [0, \infty) \to [0, \infty)$ with compact support they obtained that

$$(22) \quad E \exp \left\{ - \frac{1}{2} \int_0^\infty X_u f(u) du \right\} = \exp \left\{ \frac{x}{2} \Phi'(0) + \frac{1}{2} \int_0^\infty \frac{\Phi'(u)}{\Phi(u)} \Delta(u) du \right\},$$

where $\Phi'' = \Phi f$ and this solution is nonnegative decreasing and $\Phi(0) = 1$. However no other concrete formulae for (22) was presented there. Observe that taking $\Delta(t) = \delta > 0$ in Corollary 2.8 we obtain the Laplace transform of standard squared Bessel process - see [27, Corollary 1.3]. Faraud and Goutte [11] discussed existence, uniqueness and positivity of solution of generalized squared Bessel process II using the standard techniques (see Section 1.2.1 there). The authors extended the additivity property to the generalized squared Bessel process II. They used the removal drift technique presented earlier in [22] and in the case of $\theta \equiv 0$, analogous as in [7], they used the solution of Sturm-Liouville equation for a functional of the form $E \exp \left\{ - \frac{1}{2} \int_0^a X_u f(u) du \right\}$ for $a > 0$ and presented formula (19) for the Laplace transform of the generalized squared Bessel process [11, Corollary 1.2]. However,
they didn’t present the Laplace transform for the generalized squared Bessel process given by (8).

As we see in Corollary 2.10 the direct use of Theorem 2.2 gives the Laplace transform of generalized Bessel processes for very narrow class of coefficients. To obtain a more general result we modify the matching diffusion method. Let us observe that

\[ p(t, \lambda) = \mathbb{E} e^{-\lambda \hat{X}_t} \]

satisfies the following linear PDE of the first order

\[ \frac{\partial p}{\partial t} = \left( -2\lambda^2 + 2\lambda \theta(t) \right) \frac{\partial p}{\partial \lambda} - \Delta(t) \lambda p, \quad p(0, \lambda) = e^{-x\lambda}, \]

where \( \Delta : [0, \infty) \to [0, \infty) \) and \( \theta : [0, \infty) \to \mathbb{R} \) are given continuous functions and \( x \geq 0 \). So, the Laplace transform for process being a member of family of generalized Bessel processes II satisfies a PDE of a very special form. Lemma 2.6 guarantees the uniqueness of its solution. Idea which enables us to find the form of \( p \) comes from Remark 2.11, which suggests the form of the solution.

**Proposition 2.12. (Generalized squared Bessel process II)** Let \( \Delta : [0, \infty) \to [0, \infty) \) and \( \theta : [0, \infty) \to (-\infty, 0) \) be continuous functions and \( \hat{X} \) be a generalized Bessel process II with \( X_0 = x \geq 0 \). Then, for \( \lambda \geq 0 \),

\[ \mathbb{E} e^{-\lambda \hat{X}_t} = e^{-x \phi(t, \lambda) - \psi(t, \lambda)}, \]

where

\[ \phi(t, \lambda) = \frac{\lambda}{k(t) + 2\lambda \int_0^t k(u)du}, \quad \psi(t, \lambda) = \frac{\lambda}{k(t) + 2\lambda \int_0^t k(u)du}, \]

\[ k(t) = e^{-2 \int_0^t \theta(u)du}, \quad v(t, z) = z \int_0^t \frac{\Delta(u)k(u)}{1 - 2z \int_0^u k(s)ds}du. \]

**Proof.** We find a solution \( p \) of (23), giving the Laplace transform, in a form

\[ p(t, \lambda) = e^{-x \phi(t, \lambda) - \psi(t, \lambda)}, \]

with appropriate chosen \( \phi \) and \( \psi \). For a such \( p \) we have from (23)

\[ \left( x \frac{\partial \phi}{\partial t} + \frac{\partial \psi}{\partial t} \right) p = \left( -2\lambda^2 + 2\lambda \theta(t) \right) \left( x \frac{\partial \phi}{\partial \lambda} + \frac{\partial \psi}{\partial \lambda} \right) p + \Delta(t) \lambda p. \]

As the above equality holds for any \( x \geq 0 \) we conclude that

\[ \frac{\partial \phi}{\partial t} = \left( -2\lambda^2 + 2\lambda \theta(t) \right) \frac{\partial \phi}{\partial \lambda}, \quad \phi(0, \lambda) = \lambda, \]

\[ \frac{\partial \psi}{\partial t} = \left( -2\lambda^2 + 2\lambda \theta(t) \right) \frac{\partial \psi}{\partial \lambda} + \Delta(t) \lambda, \quad \psi(0, \lambda) = 0. \]

Let us solve (25). The form of this linear PDE can be find in [26] (or in Eqworld [10, Section 1.2 point 9]) and its solution is of the form

\[ \phi(t, \lambda) = G \left( \frac{k(t)}{\lambda} + 2 \int_0^t k(u)du \right), \]

where \( G \) is an arbitrary function. Initial condition \( \phi(0, \lambda) = \lambda \) and \( k(0) = 1 \) force \( G \) to be \( G(\lambda) = 1/\lambda \) for \( \lambda > 0 \).

Now we solve (26). This one can not be find in [26] or [10], so we give a solution.
We use the characteristic method and first solve ODE: \( q'(t) = 2q^2(t) - 2q(t)\theta(t), \) \( q(0) = z. \) In result, we obtain
\[
q_z(t) = \frac{zk(t)}{1 - 2z \int_0^t k(u)du}.
\]
Substituting \( q_z(t) = \lambda \) we have
\[
z = \frac{\lambda}{k(t) + 2\lambda \int_0^t k(u)du}.
\]
In the second step we solve ODE: \( v'(t) = \Delta(t)q_z(t), \) \( v(0) = 0 \) and obtain
\[
v_z(t) = z \int_0^t \frac{\Delta(u)k(u)}{1 - 2z \int_0^u k(s)ds} du.
\]
Let us observe that for \( z = \lambda(k(t) + 2\lambda \int_0^t k(u)du)^{-1} \) we have \( 1 - 2z \int_0^t k(s)ds > 0, \) so \( v \) is well defined. Finally
\[
\psi(t, \lambda) = v_z(t) \bigg|_{z=\lambda(k(t)+2\lambda \int_0^t k(u)du)^{-1}}.
\]
Summing up, we find a solution of (23) in a form (24) and by uniqueness of solution it follows that this solution gives the Laplace transform. \( \square \)

Now we present an application of Proposition 2.12 with \( \theta \not\equiv 0. \)

Example 2.13. (Squared Bessel bridge) A squared Bessel bridge is the unique solution to the SDE
\[
X_t = x + 2 \int_0^t \sqrt{X_s} dB_s + \int_0^t \left( \delta - \frac{2X_s}{1-s} \right) ds,
\]
where \( t \in [0,1), x \geq 0 \) and \( \delta \geq 0 \) (see [27, Chapter XI Section 3]).

The coefficients for the matching diffusion technique are
\[
\sigma \equiv 0, \mu(t, \lambda) = -2\lambda \left( \lambda + \frac{1}{1-t} \right).
\]
It turns out that in the case of squared Bessel bridge the matching diffusion technique fails to work, since the pair \((0, \mu)\) does not belong to \( FK\)-class. Indeed, it is a consequence of Proposition 2.12, since the function \( \theta : [0,1) \to (-\infty,0] \) is given by \( \theta(t) = -\frac{1}{1-t} \). However, using Proposition 2.12 for that \( \theta \) and \( \Delta(t) \equiv \delta \) we easily obtain the Laplace transform of squared Bessel bridge presented earlier by Revuz and Yor [27] Chapter XI Section 3 ex. (3.6)]:
\[
Ee^{-\lambda X_t} = \left( 1 + 2\lambda t(1-t) \right)^{-\delta/2} e^{-\frac{\lambda(1-t)^2}{1+2\lambda t(1-t)}}.
\]

After revisiting the generalized squared Bessel process family, we use the matching diffusion technique to go beyond the affine processes. Let us consider the process given by
\[
\hat{X}_t = x + \int_0^t \sqrt{|\hat{X}_u^2 + 2\hat{X}_u|} dB_u + \int_0^t (b\hat{X}_u + a)du,
\]
where \( x \geq 0, a \geq 0, b \in \mathbb{R}. \) It is an exercise to check that this SDE has an unique nonnegative solution. After skipping the absolute value sign in [24], we have the following result.
Proposition 2.14. Let \( \hat{X} \) be given by (29) with \( b \geq 1/2 \). Then, for a fixed \( t > 0 \),
\[
\hat{X}_t \overset{(law)}{=} \frac{R_t}{2} \int_0^t e^{B_u+(b-1/2)u} du,
\]
where \( R \) is a \( 2a \)-dimensional squared Bessel process starting from
\[
2xe^{B_t+(b-1/2)t} \int_0^t e^{B_u+(b-1/2)u} du
\]
and independent of \( B \), i.e. for \( s \geq 0 \)
\[
R_s = 2xe^{B_t+(b-1/2)t} \int_0^t e^{B_u+(b-1/2)u} du + 2 \int_0^s \sqrt{R_u} dV_u + 2as,
\]
where \( V \) is a standard Brownian motion independent of \( B \).

Proof. We use the matching diffusion technique for \( \sigma(\lambda) = \lambda \), \( \mu(\lambda) = b\lambda - \lambda^2 \), \( V(\lambda) = a\lambda \).

We have to prove that the pair \((\sigma, \mu)\) is in \( \mathcal{FK} \)-class for a diffusion
\[
X_t = \frac{\lambda e^{B_t+(b-1/2)t}}{1 + \lambda \int_0^t e^{B_u+(b-1/2)u} du} > 0.
\]
The process \( X \) is the unique solution of
\[
dX_t = (bX_t - X_t^2) dt + X_t dB_t.
\]
As \( \mu, \sigma \) do not depend on time and \( V \) is a linear function, it suffices to prove that the following condition is satisfied: for all \( s \leq t \leq T \), \( m \geq 1 \)
\[
E \sup_{u \in [s,t]} X_u^{2m} \leq C(1 + \lambda^2m)e^{C(t-s)},
\]
where \( C = C(m,T) \) is a constant and \( X_0 = \lambda \). Indeed, the function \( p \) is bounded by 1, so our assumptions and (30) allow to mimic successfully the proof of Feynman-Kac representation given in [19, Theorem 7.6 Section 5]. It remains to prove condition (30). We have
\[
E \sup_{u \in [s,t]} X_u^{2m} \leq \lambda^{2m}e^{-(2b-1)s}mE \left( e^{\sup_{u \in [s,t]} B_u} \right)^{2m} \leq 2\lambda^{2m}e^{m^2t-(2b-1)s} \leq C e^{(2b-1)(t-s)}.
\]
Thus, by Theorem 2.2 we obtain
\[
E e^{-\lambda \hat{X}_t} = E e^{-xX_t-a \int_0^t X_u du}.
\]
Observe that
\[
e^{f_t^0 X_u du} = 1 + \lambda \int_0^t e^{B_u+(b-1/2)u} du.
\]
Thus
\[
E e^{-xX_t-a \int_0^t X_u du} = E e^{-xX_t} \left( 1 + \lambda \int_0^t e^{B_u+(b-1/2)u} du \right)^{-a} = E e^{-\lambda \hat{X}_t} \int_0^t e^{B_u+(b-1/2)u} du,
\]
where we used the scaling property of squared Bessel process (see [27, Prop.1.6 Chapter XI]). The assertion follows from the last equality and (31). \( \square \)
3. Matching Diffusion for a Chosen Function and Laplace Transform of a Vector

In Theorem 3.2, the matching diffusion technique was presented and used for the function \( p \) being the Laplace transform of \( X \). We now present that the matching diffusion technique can be extended successfully for an appropriately chosen function \( f \) and function \( p \) of the form \( p(t, \lambda) := \mathbb{E} e^{-\lambda f(X_t)} \).

**Definition 3.1.** (Hypothesis H) For a given diffusion \( \tilde{X} \) with coefficients \((\sigma, \mu)\) we say that \( f \in C^2 \) satisfies hypothesis H if for all \( t \geq 0, \lambda \geq 0 \)

\[
\begin{align*}
(\text{i}) & \quad \mathbb{E} e^{-\lambda f(X_t)} < \infty, \\
(\text{ii}) & \quad \mathbb{E} \int_0^t e^{-2\lambda f(X_u)} (f'(\tilde{X}_u))^2 \sigma^2(u, \tilde{X}_u) du < \infty, \\
(\text{iii}) & \quad \mathbb{E} \int_0^t e^{-\lambda f(X_u)} \left| \frac{1}{2} f''(\tilde{X}_u) \sigma^2(u, \tilde{X}_u) + f'(\tilde{X}_u) \mu(u, \tilde{X}_u) \right| du < \infty, \\
(\text{iv}) & \quad \frac{\partial}{\partial \lambda} \mathbb{E} e^{-\lambda f(X_t)} = (-1)^i \mathbb{E} f^i(\tilde{X}_t) e^{-\lambda f(X_t)} < \infty, \quad i = 1, 2.
\end{align*}
\]

Notice that hypothesis H holds, for example, for a diffusion given by \( \tilde{X} \) satisfying \( \text{(33)} \) and for a nonnegative function \( f \in C^2 \) with bounded both derivatives.

**Theorem 3.2.** Let \( \tilde{X}, X \) be diffusions given by \( \tilde{X} \) and \( X \), respectively. Let \( f \) satisfy hypothesis H and be such that \( \mathbb{E} e^{-f(x)} X_t < \infty \) for any \( t \geq 0, \lambda > 0 \). Assume that for a continuous and nonnegative function \( V \) and the function \( h(\lambda) = \mathbb{E} e^{-\lambda f(x)} \), the pair \( (\sigma, \mu) \) is in \( \mathcal{FK} \)-class. If, for \( \lambda \geq 0 \),

\[
\mathbb{E} e^{-\lambda f(X_t)} = \mathbb{E} e^{-f(x)} X_t - \int_0^t \mathbb{E} e^{-f(x)} V(t-u, X_u) du,
\]

then

\[
\mathbb{E} e^{-\lambda f(X_t)} = \mathbb{E} e^{-f(x)} X_t - \int_0^t \mathbb{E} e^{-f(x)} V(t-u, X_u) du.
\]

**Proof.** For \( p(t, \lambda) := \mathbb{E} e^{-\lambda f(X_t)} \), Itô’s lemma and assumptions on \( f \) give

\[
\frac{\partial p}{\partial t}(t, \lambda) = \mathbb{E} e^{-\lambda f(X_t)} \left[ \frac{\lambda^2}{2} (f' (\tilde{X}_t))^2 \sigma^2(t, \tilde{X}_t) - \lambda \left( f'(\tilde{X}_t) \mu(t, \tilde{X}_t) + \frac{1}{2} f''(\tilde{X}_t) \sigma^2(t, \tilde{X}_t) \right) \right].
\]

The last identity along with assumption \( \text{(32)} \) results in the following Cauchy problem for \( p \)

\[
\frac{\partial p}{\partial t}(t, \lambda) = \mathcal{A}_t p(t, \lambda) - V(t, \lambda) p(t, \lambda), \quad p(0, \lambda) = e^{-\lambda f(x)},
\]

where \( \mathcal{A}_t \) is the generator of \( X \). The assumption that \( (\sigma, \mu) \) is in \( \mathcal{FK} \)-class finishes the proof. \( \square \)

**Remark 3.3.** The following condition is sufficient for \( \text{(32)} \) to hold:
for every \( x \geq 0, t \geq 0 \) and \( \lambda \geq 0 \)

\[
\frac{\lambda^2}{2} f'(x)^2 \sigma^2(t, x) - \lambda \left( f'(x) \mu(t, x) + \frac{1}{2} f''(x) \sigma^2(t, x) \right) = \frac{\sigma^2(t, \lambda)}{2} f^2(x) - \mu(t, \lambda) f(x) - V(t, \lambda).
\]
Let us recall that for \( x > 0, c > 0 \) the process

\[
X_t = x + \int_0^t X_u dB_u - c \int_0^t X_u^2 du
\]

is known in literature as a population growth in stochastic crowded environment (PGSCE), see [20, Ex. 5.15]. The properties and difficulties associated with the study of distribution of PGSCE are described in [17]. Using Theorem 3.2 we have

**Corollary 3.4.** If \( X \) is an PGSCE then for \( \lambda \geq 0 \)

\[
\mathbb{E}e^{-\lambda X_t} = \mathbb{E}e^{-x\lambda e^{\frac{B_t}{2}} - cx \int_0^t e^{\frac{B_u}{2}} du}.
\]

**Proof.** It follows from Theorem 3.2 with \( \sigma(\lambda) = \mu(\lambda) = \lambda, V(\lambda) = c\lambda \) and \( f(x) = x \). □

From the last theorem we obtain an interesting result about marginals of some special diffusions. It turns out that for a diffusion \( \hat{X} \) with coefficients satisfying a simple relation, presented below, we can find a function \( f \) such that \( f(\hat{X}) \) is associated to a geometric Brownian motion. In fact it is a special case of Zvonikin’s observation and the Doss-Sussmann method - for details see [28, Sec. 27 Chapter 5]. We recall that a process \( Y \) is associated to a process \( Z \), if \( Y_t \) and \( Z_t \) have the same distribution for all \( t \).

**Proposition 3.5.** Assume that coefficients of diffusion \( \hat{X} \) do not depend on time, satisfy (31) and \( \hat{\sigma} \) is a function in \( C^1 \) such that \( |\hat{\sigma}| > 0 \). Let

\[
f(x) = e^{\int_0^x \hat{\sigma}(z) dz}
\]

be well defined for an arbitrarily chosen point \( a \). Assume that \( \hat{X}_0 = x \). If for every \( y \geq 0 \)

\[
\hat{\mu}(y) = \hat{\sigma}(y)(1 + \hat{\sigma}')(y),
\]

and \( f \) satisfies hypothesis H, then \( (f(\hat{X}_t), t \geq 0) \) is associated to \( (f(x)e^{B_t+\frac{t}{2}}, t \geq 0) \).

**Proof.** Observe that for \( f \) given by (36) and \( \hat{\mu}, \hat{\sigma} \) satisfying (37) we have

\[
f = f'\hat{\mu} + \frac{1}{2} f''\hat{\sigma}^2, \quad f = f'\hat{\sigma}.
\]

Thus, for \( \lambda \geq 0, x \geq 0 \),

\[
\frac{\lambda^2}{2} (f'(x))^2 \hat{\sigma}^2(x) - \lambda \left(f'(x)\hat{\mu}(x) + \frac{1}{2} f''(x)\hat{\sigma}^2(x)\right) = \frac{\lambda^2}{2} f^2(x) - \lambda f(x).
\]

So (34) is satisfied for \( \sigma = \mu = id \) and \( V \equiv 0 \). The assertion follows from Theorem 3.2. □

Proposition 3.5 gives a way to construct diffusions, which are associated to a geometric Brownian motion. Usually having the form of this diffusion one can easily check that it is indeed a geometric Brownian motion. This fact is illustrated in the next example.
Example 3.6. Let $\hat{X}$ be given by
\[ \hat{X}_t = x + 2 \int_0^t \sqrt{\hat{X}_u} dB_u + \int_0^t \left( \sqrt{\hat{X}_u} + 1 \right) du. \]
Then the function $f$ defined by (36) has the form $f(x) = e^{\sqrt{x}}$. It follows from Proposition 3.5 that the process $Y_t = e^{\sqrt{\hat{X}_t}}$ is associated to a geometric Brownian motion.

Having established Proposition 3.5, the natural question arises - whether the equality between processes $(f(\hat{X}_t), t \geq 0)$ and $(f(x)e^{B_t+t/2}, t \geq 0)$ holds only on the level of its marginals or it can be extended on the level of processes. It turns out that the equality holds on the level of processes. Namely

Proposition 3.7. Let $\hat{X}$ be a diffusion as in Proposition 3.5 and $f$ be defined by (36). If (37) holds, then
\[ (f(\hat{X}_t), t \geq 0) = (f(x)e^{B_t+t/2}, t \geq 0). \]
Proof. It is enough to observe that (37) and Itô’s lemma for $f(\hat{X}_t)$ imply
\[ df(\hat{X}_t) = f(\hat{X}_t)(dB_t + dt). \]

Remark 3.8. It is known that for $\sigma$ in $C^2$ with bounded first and second derivatives and a some Lipschitz-continuous function $b$, the SDE
\[ dX_t = \sigma(X_t) dB_t + \left( b(X_t) + \frac{1}{2} \sigma(X_t) \sigma'(X_t) \right) dt \]
has a unique strong solution, which can be written in the form
\[ X_t(\omega) = u(B_t(\omega), Y_t(\omega)), \]
where $\omega \in \Omega$, $u$ is a some suitable continuous function, and the process $Y$ solves an ordinary differential equation for every $\omega \in \Omega$. In fact,
\[ \frac{\partial u}{\partial x} = \sigma(u), \; u(0, y) = y, \]
\[ \frac{d}{dt} Y_t(\omega) = h(B_t(\omega), Y_t(\omega)), \; Y_0(\omega) = X_0, \]
where
\[ h(x, y) = b(u(x, y))e^{- \int_0^x \sigma'(u(z, y)) dz}. \]
For details see [19, Prop. 2.21 Chapter 5] or [28, Section 27 Chapter 5]. Theorem 3.7 gives a stronger result for $b = \sigma/2$. Namely, if $|\sigma| > 0$, then the unique strong solution of (39) is given by
\[ (X_t, t \geq 0) = \left( f^{-1}\left( f(X_0)e^{B_t+t/2} \right), t \geq 0 \right), \]
where $f(x) = e^{\int_0^x (\sigma(z))^{-1} dz}$.

Next we use the matching diffusions technique to establish the Laplace transform of vector $(f(\hat{X}_t), \int_0^t f(\hat{X}_u) du)$ for some functions $f$. 
Theorem 3.9. Let $\hat{V}$ be a continuous nonnegative function and $\gamma \geq 0$. Under the assumptions of Theorem 3.2, if $\mathbb{E} \int_0^t e^{-\lambda f(X_u)} \hat{V}(\tilde{X}_u) du < \infty$ for all $t \geq 0$ and the following identity holds

$$
\mathbb{E}e^{-\lambda f(X_t)} \left[ \frac{\lambda^2}{2} (f'(\hat{X}_t))^2 \hat{\sigma}^2 (t, \hat{X}_t) - \lambda \left( f'(\hat{X}_t) \hat{\mu} (t, \hat{X}_t) + \frac{1}{2} f''(\hat{X}_t) \hat{\sigma}^2 (t, \hat{X}_t) \right) - \gamma \hat{V}(\hat{X}_t) \right]
$$

then

$$
\mathbb{E}e^{-\lambda f(\hat{X}_t)} - \gamma \int_0^t \hat{V}(\tilde{X}_u) du = \mathbb{E}e^{-f(x)X_t} - \int_0^t V(t-u, X_u) du.
$$

Proof. Define $p(t, \lambda) = \mathbb{E}e^{-\lambda f(\hat{X}_t)} - \gamma \int_0^t \hat{V}(\tilde{X}_u) du$. The proof goes in the same way as in Theorem 3.2. From Itô’s lemma and assumptions we obtain

$$
\frac{\partial p}{\partial t} = A_t p - Vp, \ p(0, \lambda) = e^{-\lambda f(x)},
$$

where $A_t$ is the generator of $X$. Now, the proof follows from assumption that $(\sigma, \mu)$ is in $\mathcal{FK}$-class.

Remark 3.10. The following condition is sufficient for (41) to hold: For every $x \geq 0, t \geq 0$ and $\lambda \geq 0$

$$
\frac{\lambda^2}{2} (f'(x))^2 \hat{\sigma}^2 (t, x) - \lambda \left( f'(x) \hat{\mu} (t, x) + \frac{1}{2} f''(x) \hat{\sigma}^2 (t, x) \right) - \gamma \hat{V}(x)
$$

where

$$
\hat{V}(x) = e^{\gamma x} f(x), \quad \mu(t, x) = \frac{1}{2} \sigma^2 (t, x), \quad \sigma^2 (t, x) = \lambda f'(x) \hat{\sigma}^2 (t, x) - \gamma \hat{V}(x).
$$

Remark 3.11. In Theorem 3.9 we present the Laplace transform of a vector $(f(X_t), \int_0^t V(X_u) du)$ for some functions $f, V$ and diffusions $X$. In particular, a special case of this considerations is the problem of finding the bond prices in models with an affine term structure of interest rate, see e.g. Duffie and Kan [9]. Connections between affine processes and Riccati equations had been studied in Duffie, Filipović and Schachermayer [8]. In [9], the modeling an affine term structure relied on the numerical techniques (fourth-order Runge-Kutta method). In Boyle, Tian and Guan [5], again in context of an affine term structure, the Kovacic’s algorithm had been implemented to obtain analytical formula in a Liouvilleian extension of the rational function field sense. Our methodology, touching Riccati equations as well, allows elegantly revisit the subject of affine processes [8] and give closed formulae for Laplace transforms differ from that obtained in [9] and [5].

Corollary 3.12. Let $\hat{X}$ and $f$ be as in Proposition 3.2. If (42) holds, then

$$
\mathbb{E}e^{-\lambda f(\hat{X}_t)} - \gamma \int_0^t \hat{V}(\tilde{X}_u) du = \mathbb{E}e^{-f(x)X_t},
$$

where

$$
X_t = e^{B_t + t/2} \left( \lambda + \gamma \int_0^t e^{-B_s - s/2} ds \right).
$$

Proof. The proof follows from Theorem 3.9 with $\sigma(\lambda) = \lambda, \mu(\lambda) = \gamma + \lambda, V \equiv 0$ and $\hat{V} = f$. Then

$$
dX_t = X_t dB_t + \gamma dt, \ X_0 = \lambda,
$$

and this simple linear SDE has the solution given by (44).
Remark 3.13. From Corollary 3.12 or directly from Proposition 3.7 we have, for fixed $t \geq 0$,
\[
\left(f(\hat{X}_t), \int_0^t f(\hat{X}_u)du\right) \overset{\text{(law)}}{=} \left(f(x)e^{B_1+t/2}, f(x) \int_0^t e^{B_s+s/2}ds\right).
\]

Example 3.14. Let us consider the PGSCE process $\hat{X}$ given by (35). We apply Theorem 3.4 for $f(x) = 1/x$, $\hat{V} = f$, $\mu(\lambda) = \lambda + \gamma$, $\sigma(\lambda) = \lambda$ and $V(\lambda) = c\lambda$. Observe that for these functions (43) holds. Then, we have
\[
\mathbb{E}e^{-\lambda/\hat{X}_t} - f_0'\mathbb{E}e^{-\lambda X_t}du = \mathbb{E}e^{-X_t/x} - c\int_0^t X_u du,
\]
where $X$ is given by (44). Hence
\[
\left((\hat{X}_t)^{-1}, \int_0^t (\hat{X}_u)^{-1}du\right) \overset{\text{(law)}}{=} \left(E e^{-B_1+t/2}/x, \int_0^t e^{B_s+s/2}ds, e^{B_1+t/2}/x, \int_0^t e^{-B_s-s/2}ds + c\int_0^t e^{B_s+s/2}\int_0^u e^{-B_s-s/2}dsdu\right).
\]

Let us observe that if $\hat{V} = f$ and condition (34) is satisfied for $\hat{\sigma}, \hat{\mu}, \sigma$ and $\mu$, then (43) is satisfied for $\hat{\sigma}, \hat{\mu}, \sigma$ and $\mu + \gamma$. This observation leads us to conclusion that to obtain the PDE for Laplace transform of vector $(\hat{X}_t, \int_0^t \hat{X}_u du)$, where $\hat{X}$ belongs to the family of generalized squared Bessel processes we have to change $\mu$ by adding a constant $\gamma > 0$ in PDE for Laplace transform of $X_t$. In result, if $p(t, \lambda) = \mathbb{E}e^{-\lambda X_t - \gamma f_0'\hat{X}_u du}$, then
\[
\frac{\partial p}{\partial t} = \left(\gamma - 2\lambda^2 + 2\lambda \theta(t)\right)\frac{\partial p}{\partial \lambda} - \Delta(t)\lambda p, \quad p(0, \lambda) = e^{-x\lambda}, \quad x \geq 0.
\]

If conditions (10) and (11) from Proposition 2.3 are satisfied for $\mu(t, \lambda) = \gamma - 2\lambda^2 + 2\lambda \theta(t)$ and $V(t, \lambda) = \Delta(t)\lambda$, then we can use matching diffusion technique. However, it may happen that $(0, \mu) \notin FK$. Below we omit this difficulty and present a proposition giving Laplace transform of vector $(\hat{X}_t, \int_0^t \hat{X}_u du)$ for $\hat{X}$ belonging to the generalized squared Bessel process family. Having the conjecture of the form of this Laplace transform, we are able using techniques exploited before to obtain close formulae for vector’s Laplace transforms.

Proposition 3.15. Let $\Delta : [0, \infty) \to [0, \infty)$ and $\theta : [0, \infty) \to (-\infty, 0]$ be continuous functions and $\hat{X}$ be a generalized squared Bessel process II given by (5). Fix $\gamma > 0$. Let $y_{x_0}$ be a solution of general Riccati equation
\[
y'(t) = 2y^2(t) - 2y(t)\theta(t) - \gamma, \quad y(0) = x_0 \in \mathbb{R}.
\]

Let $t \mapsto x(t, \lambda)$ be a function in $C^1$ such that $y_{x_0}(t) \big|_{x_0 = x_0(t, \lambda)} = \lambda$ and $|\frac{\partial x_0(t, \lambda)}{\partial \lambda}| > 0$. If the function $x_0 \mapsto y_{x_0}(t)$ is in $C^1$, then the unique solution of (44), i.e. the joint Laplace transform of vector $(\hat{X}_t, \int_0^t \hat{X}_u du)$ for $\hat{X}$ being a generalized squared Bessel process, is given by
\[
p(t, \lambda) = e^{-x\phi(t, \lambda) - \psi(t, \lambda)},
\]
where
\[
\phi(t, \lambda) = x_0(t, \lambda), \quad \psi(t, \lambda) = \int_0^t \Delta(u)y_{x_0}(u)du \big|_{x_0 = x_0(t, \lambda)}.
\]
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Proof. Uniqueness of solution of (45) follows from Lemma 2.6 so it is enough to prove that \( p(t, \lambda) = e^{-\phi(t,\lambda) - \psi(t, \lambda)} \) is the solution of (45). As in the proof of Proposition 2.12 it is enough to prove that

\[
\frac{\partial \psi}{\partial t} = \left( \gamma - 2\lambda^2 + 2\lambda \theta(t) \right) \frac{\partial \psi}{\partial \lambda} + \Delta(t) \lambda, \quad \psi(0, \lambda) = 0. \tag{47}
\]

Since \( \phi(t, \lambda) = x_0(t, \lambda) \), by definition of \( \phi \), we have \( \frac{\partial \phi(t, \lambda)}{\partial t} = \frac{\partial x_0(t, \lambda)}{\partial t} \) and \( \frac{\partial \phi(t, \lambda)}{\partial \lambda} = \frac{\partial x_0(t, \lambda)}{\partial \lambda} \). Let \( u(t, z) = y_z(t) \). Then \( u(t, x_0(t, \lambda)) = \lambda \) and

\[
\frac{\partial u(t, x_0(t, \lambda))}{\partial t} + \frac{\partial u(t, x_0(t, \lambda))}{\partial x_0(t, \lambda)} \frac{\partial x_0(t, \lambda)}{\partial t} = 0, \quad \frac{\partial u(t, x_0(t, \lambda))}{\partial x_0(t, \lambda)} \frac{\partial x_0(t, \lambda)}{\partial \lambda} = 1. \tag{48}
\]

From the definition of \( y_{x_0} \), we have

\[
\frac{\partial u(t, x_0(t, \lambda))}{\partial t} = y'_{x_0}(t) \bigg|_{x_0=x_0(t, \lambda)} = 2\lambda^2 - 2\lambda \theta(t) - \gamma.
\]

Thus, from the last three expressions we obtain

\[
\frac{\partial x_0(t, \lambda)}{\partial t} = (\gamma - 2\lambda^2 + 2\lambda \theta(t)) \frac{\partial x_0(t, \lambda)}{\partial \lambda}, \tag{46}
\]

so (46) is satisfied. Observe that \( u(0, x_0) = y_{x_0}(0) = x_0 \) and \( x_0(0, \lambda) = u(0, x_0(0, \lambda)) = \lambda \). Let \( v(t, x_0) = \int_0^t \Delta(u) y_{x_0}(u) du \). Then \( \psi(t, \lambda) = v(t, x_0(t, \lambda)) \) and

\[
\frac{\partial \psi(t, \lambda)}{\partial t} = \frac{\partial v(t, x_0(t, \lambda))}{\partial t} + \frac{\partial v(t, x_0(t, \lambda))}{\partial x_0(t, \lambda)} \frac{\partial x_0(t, \lambda)}{\partial t}.
\]

Moreover, \( \frac{\partial v(t, x_0)}{\partial t} = \Delta(t) y_{x_0}(t) \). In result, from the last two expressions and from (45) we obtain

\[
\frac{\partial \psi(t, \lambda)}{\partial t} = \Delta(t) \lambda + (\gamma - 2\lambda^2 + 2\lambda \theta(t)) \frac{\partial \psi(t, \lambda)}{\partial \lambda}.
\]

It is clear from definition that \( \psi(0, \lambda) = 0 \). Thus (47) is satisfied, which finishes the proof. \( \Box \)

In the next propositions we consider generalized squared Bessel processes for which assumptions of Proposition 3.15 are satisfied.

**Proposition 3.16.** (Generalized squared Bessel process I) Let \( \lambda \geq 0, \gamma > 0 \) and \( \hat{X} \) be a generalized squared Bessel process given by (18). Then

\[
\mathbb{E}e^{-\lambda \hat{X}_t - \gamma \int_0^t \hat{X}_s du} = e^{-x \phi(t, \lambda) - \psi(t, \lambda)},
\]

where

\[
\phi(t, \lambda) = \alpha \left[ 1 + \frac{2(\lambda - \alpha)}{2\alpha e^{4\alpha t} - (\lambda - \alpha)(1 - e^{4\alpha t})} \right], \quad \alpha = \sqrt{\gamma/2},
\]

\[
\psi(t, \lambda) = \int_0^t \Delta(u) y_{x_0}(u) du \bigg|_{x_0=\phi(t, \lambda)},
\]

\[
y_{x_0}(t) = \alpha \left[ 1 + \frac{2(x_0 - \alpha)e^{4\alpha t}}{2\alpha + (x_0 - \alpha)(1 - e^{4\alpha t})} \right].
\]
Proof. The result follows from Proposition 3.15. We are using notation form that proposition. For $\gamma = 2\alpha^2$ we solve PDE
\[ y' = 2y^2 - 2\alpha^2, \ y(0) = x_0. \]
It is a special Riccati equation (see [25] or [10, Section 1 point 19]) which is solved by
\[ y_{x_0}(t) = \alpha \left[ 1 + \frac{2(x_0 - \alpha) e^{4\alpha t}}{2\alpha + (x_0 - \alpha)(1 - e^{4\alpha t})} \right]. \]
From that we obtain
\[ x_0(t, \lambda) = \alpha \left[ 1 + \frac{2(\lambda - \alpha)}{2\alpha e^{4\alpha t} - (\lambda - \alpha)(1 - e^{4\alpha t})} \right]. \]
Observe that
\[ \frac{\partial x_0(t, \lambda)}{\partial \lambda} = \frac{4\alpha^2 e^{4\alpha t}}{(2\alpha e^{4\alpha t} - (\lambda - \alpha)(1 - e^{4\alpha t}))^2} > 0. \]
The assertion follows. \(\square\)

In Part II Section 8 Point 1.9.7 [3] it is given a formula that enables to obtain the vector Laplace transform of $(\hat{X}_t, \int_0^t \hat{X}_u du)$ for $\hat{X}$ being a squared radial Ornstein-Uhlenbeck process. However, the formula presented there is complicated and includes modified Bessel function. Below, we present a simpler close formula for this Laplace transform.

**Proposition 3.17.** Let be $\hat{X}$ a squared radial Ornstein-Uhlenbeck process given by (16). Then, for $\lambda \geq 0, \gamma > 0$,
\[ \mathbb{E} e^{-\lambda \hat{X}_t - \gamma \int_0^t \hat{X}_u du} = e^{-x\phi(t, \lambda) - \psi(t, \lambda)}, \]
where
\[ \phi(t, \lambda) = a + \frac{(\lambda - a)(2a + \alpha)}{e^{2t(\alpha + 2a)}(a + \alpha + \lambda) + a - \lambda}, \quad a = \sqrt{\alpha^2 + 2\gamma - \alpha}, \]
\[ \psi(t, \lambda) = \delta at - \frac{\delta}{2} \ln \left[ 1 + \frac{(\lambda - a)(1 - e^{2t(\alpha + 2a)})}{e^{2t(\alpha + 2a)}(a + \alpha + \lambda) + a - \lambda} \right]. \]

Proof. The result again follows from Proposition 3.15 We solve PDE
\[ y' = 2y^2 + 2\alpha y - \gamma, \ y(0) = x_0, \]
which is a Riccati equation (see [25] or [10, Section 1 point 15]) with $f = 2, g = 2\alpha, a = \sqrt{\alpha^2 + 2\gamma - \alpha}$. We obtain the solution
\[ y_{x_0}(t) = a + \frac{e^{2t(\alpha + 2a)}(x_0 - \alpha)(2a + \alpha)}{2a + \alpha + (x_0 - \alpha)(1 - e^{2t(\alpha + 2a)})}. \]
Thus
\[ x_0(t, \lambda) = a + \frac{(\lambda - a)(2a + \alpha)}{e^{2t(\alpha + 2a)}(a + \alpha + \lambda) + a - \lambda} \]
and
\[ \frac{\partial x_0(t, \lambda)}{\partial \lambda} = \frac{e^{2t(\alpha + 2a)}(2a + \alpha)^2}{(e^{2t(\alpha + 2a)}(a + \alpha + \lambda) + a - \lambda)^2} > 0. \]
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Finally

\[
\psi(t, \lambda) = \delta \int_0^t y_{x_0}(u) \, du \bigg|_{x_0 = x_0(t, \lambda)} = \delta a t - \frac{\delta}{2} \ln \left| 1 + \frac{(\lambda - a)(1 - e^{2\theta(\alpha + \alpha)})}{e^{2\theta(\alpha + \alpha)}(a + \lambda + \alpha) + a - \lambda} \right|.
\]

\[\square\]

Now, we present Laplace transform of the vector \((\hat{X}_t, \int_0^t \hat{X}_u \, du)\), where \(\hat{X}\) is a squared Bessel bridge given by \((27)\).

**Proposition 3.18.** Let \(\hat{X}\) be a squared Bessel bridge. Then for any \(\lambda \geq 0, \gamma > 0\) and \(t \in [0, 1]\)

\[
\mathbb{E} e^{-\lambda \hat{X}_t - \gamma \int_0^t \hat{X}_u \, du} = e^{-x\phi(t, \lambda) - \psi(t, \lambda)},
\]

where

\[
\phi(t, \lambda) = \sqrt{\frac{\gamma}{2}} + \frac{1}{2} + \left( \frac{e^{2\sqrt{\gamma}t}}{\lambda + \frac{1}{2(1-t)} - \sqrt{\gamma}/2} - \frac{1}{\sqrt{2}\gamma}(1 - e^{2\sqrt{\gamma}t}) \right)^{-1},
\]

\[
\psi(t, \lambda) = \delta \int_0^t y_{x_0}(u) \, du \bigg|_{x_0 = \phi(t, \lambda)};
\]

\[
y_{x_0}(t) = \sqrt{\frac{\gamma}{2}} - \frac{1}{2} + e^{2\sqrt{\gamma}t} \left( \frac{1}{x_0 + 1/2 - \sqrt{\gamma}/2} + \frac{1}{\sqrt{2}\gamma}(1 - e^{2\sqrt{\gamma}t}) \right)^{-1}.
\]

**Proof.** We use Proposition 3.15. Let \(t \in [0, 1]\). We solve PDE

\[
y' = 2y^2 + \frac{2y}{1-t} - \gamma, \quad y(0) = x_0.
\]

Let \(u(t) = y(1-t)\) and \(s = 1 - t\). (49) is equivalent to

\[
u' = -2u^2 + \frac{2u}{s} + \gamma.
\]

Using substitution \(v(s) = u(s) + \frac{1}{2s}\) we transform the above PDE to

\[
u' = -2v^2 + \gamma,
\]

which is a Riccati equation (see \([25]\) or \([10, \text{Section 1 point 15}]\)) with \(f = -2, g = 0, a = \sqrt{\gamma}/2\). The solution has the form

\[
v(s) = \sqrt{\gamma/2} + e^{-2\sqrt{\gamma}s} \left( C - e^{-2\sqrt{\gamma}s}/\sqrt{2\gamma} \right)^{-1},
\]

where \(C\) is a constant. Hence

\[
y_{x_0}(t) = \sqrt{\frac{\gamma}{2}} - \frac{1}{2} + e^{2\sqrt{\gamma}t} \left( \frac{1}{x_0 + 1/2 - \sqrt{\gamma}/2} + \frac{1}{\sqrt{2}\gamma}(1 - e^{2\sqrt{\gamma}t}) \right)^{-1}.
\]

This gives

\[
x_0(t, \lambda) = \sqrt{\frac{\gamma}{2}} - \frac{1}{2} + \left( \frac{e^{2\sqrt{\gamma}t}}{\lambda + \frac{1}{2(1-t)} - \sqrt{\gamma}/2} - \frac{1}{\sqrt{2}\gamma}(1 - e^{2\sqrt{\gamma}t}) \right)^{-1}
\]

and

\[
\frac{\partial x_0(t, \lambda)}{\partial \lambda} = -\frac{e^{2\sqrt{\gamma}t}}{(\lambda + \frac{1}{2(1-t)} - \sqrt{\gamma}/2)^2 \left( \frac{e^{2\sqrt{\gamma}t}}{\lambda + \frac{1}{2(1-t)} - \sqrt{\gamma}/2} - \frac{1}{\sqrt{2}\gamma}(1 - e^{2\sqrt{\gamma}t}) \right)^2} < 0.
\]
Finally
\[
\psi(t, \lambda) = \delta \int_0^t y_{x_0}(u)du \bigg|_{x_0=\phi(t, \lambda)}.
\]

\[\square\]

Let $\gamma$ tend to 0 in the last three propositions. Then we obtain in limit the Laplace transforms presented in Section 2 (see Proposition 2.7, Corollary 2.8 and Example 2.13).

4. Matching diffusion for a general function

In this section we continue the idea of changing role of coordinates for some well chosen function $f$. We consider two diffusions $\hat{X}, X$ with state spaces $\hat{E} \subseteq \mathbb{R}, E \subseteq \mathbb{R}$ respectively (usually as a state space we take the real line, the half-line or interval). By $A, \hat{A}$ we denote two differential operators coinciding on $C^2_K$ with the generators of diffusions $X$ and $\hat{X}$ respectively. We start from theorem which will be crucial in proving later results, among others a Feynman-Kac representation for hyperbolic (Theorem 4.7).

**Theorem 4.1.** Let $\hat{X}$ be a diffusion with generator $\hat{A}$, $\hat{X}_0 = x$. Assume that $f : E \times \hat{E} \to \mathbb{R}$ is a $C^2$ function such that for any $t \geq 0$

\[\mathbb{E}f(\lambda, \hat{X}_t) = f(\lambda, x) + \int_0^t \mathbb{E}\hat{A}f(\lambda, \hat{X}_u)du.\]

Let $X$ be a diffusion given by (3). Let $V : [0, \infty) \times E \to [0, \infty)$ be a continuous function and $h(\lambda) = f(\lambda, x)$. Assume that, for these functions, the pair $(\sigma, \mu)$ is in $\mathcal{FK}$-class. Let $p = p(t, \lambda) := \mathbb{E}f(\lambda, \hat{X}_t)$. If

\[\mathbb{E}\hat{A}f(\lambda, \hat{X}_u) = Ap(u, \lambda) - Vp(u, \lambda),\]

\[\mathbb{E}f(\lambda, \hat{X}_t) = \mathbb{E}f(X_t, x)e^{-\int_0^t V(u, X_u)du}.\]

**Proof.** We have $p(0, \lambda) = f(\lambda, x)$, as $\hat{X}_0 = x$. Assumptions (51) and (50) imply that $p$ satisfies

\[\frac{\partial p}{\partial t} = Ap - Vp, \quad p(0, \lambda) = f(\lambda, x).\]

Assumption that $(\sigma, \mu)$ is in $\mathcal{FK}$-class finishes the proof. \[\square\]

Now we introduce a class analogue to conditions $\mathcal{FK}$.

**Definition 4.2.** (Hypothesis HF) For a given diffusion $\hat{X}$ with coefficients $(\hat{\sigma}, \hat{\mu})$ we say that $f \in C^2$ satisfies the hypothesis HF if for all $t \geq 0, \lambda \geq 0$

(i) $\mathbb{E}f(\lambda, \hat{X}_t) < \infty$,

(ii) $\mathbb{E}\int_0^t \left(\frac{\partial f}{\partial u}(\lambda, \hat{X}_u) \hat{\sigma}(u, \hat{X}_u)\right)^2 du < \infty$,

(iii) $\mathbb{E}\int_0^t \hat{\sigma}(u, \hat{X}_u) \frac{\partial^2 f}{\partial u^2}(\lambda, \hat{X}_u) + \hat{\mu}(u, \hat{X}_u) \frac{\partial f}{\partial u}(\lambda, \hat{X}_u) \right) du < \infty$,

(iv) $\frac{\partial}{\partial x_i} \mathbb{E}f(\lambda, \hat{X}_t) = \mathbb{E}\frac{\partial f}{\partial x_i}(\lambda, \hat{X}_t) < \infty, \quad i = 1, 2$. 

Remark 4.4. If a function \( f \) satisfies the hypothesis HF for \( \hat{X} \). For \( x \in \mathbb{E} \). Let \( V : [0, \infty) \times \mathbb{E} \to [0, \infty) \) be a continuous function and \( h(\lambda) = f(\lambda, x) \). Assume that, for these functions, the pair \((\sigma, \mu)\) is in \( \mathcal{F}_K\)-class. If, for any \( t \geq 0 \), \( \lambda \in \mathbb{E} \)

\[
\mathbb{E}f(\lambda, \hat{X}_t) = \mathbb{E}f(\lambda, x) e^{-\int_0^t V(t-u, X_u) du}.
\]

Proof. Let \( \hat{A} \) be a differential operator coinciding on \( \mathcal{C}_K^2 \) with generator of \( \hat{X} \) and \( A \) be such an operator for \( X \). Then, from the hypothesis HF,

\[
\mathbb{E}f(\lambda, \hat{X}_t) = f(\lambda, x) + \int_0^t \mathbb{E}\hat{A}f(\lambda, \hat{X}_u) du.
\]

Let us recall that \( x \) is fixed, as \( \hat{X}_0 = x \). Define \( p = p(t, \lambda) := \mathbb{E}f(\lambda, \hat{X}_t) \). We have \( p(0, \lambda) = f(\lambda, x) \). From the hypothesis HF and assumption (54) we have

\[
\mathbb{E}\hat{A}f(\lambda, \hat{X}_u) = Ap(u, \lambda) - Vp(u, \lambda).
\]

In result from (56) and (57)

\[
\frac{\partial p}{\partial t} = Ap - Vp, \quad p(0, \lambda) = f(\lambda, x).
\]

Assumption that \((\sigma, \mu)\) is in \( \mathcal{F}_K\)-class finishes the proof. \( \square \)

We can replace condition (54) by a sufficient one.

Remark 4.4. If a function \( f \) satisfies the following PDE

\[
\frac{\hat{\sigma}^2(t, x)}{2} \frac{\partial^2 f}{\partial x^2} + \hat{\mu}(t, x) \frac{\partial f}{\partial x} = \frac{\sigma^2(t, \lambda)}{2} \frac{\partial^2 f}{\partial \lambda^2} + \mu(t, \lambda) \frac{\partial f}{\partial \lambda} - V(t, \lambda)f,
\]

then (54) holds.

Proposition 4.5. Let \( f \) be a solution of the following Cauchy problem

\[
\frac{1}{2} \frac{\partial^2 f}{\partial \lambda^2} = \frac{\hat{\sigma}^2(t, x)}{2} \frac{\partial^2 f}{\partial x^2} + \hat{\mu}(t, x) \frac{\partial f}{\partial x}, \quad f(0, x) = h(x),
\]

for some \( \mathcal{C}_K^2 \) function \( h \). Let \( \hat{X} \) be a diffusion given by (2). Assume that the coefficients \((\hat{\sigma}, \hat{\mu})\) are in \( \mathcal{F}_K\)-class and \( f \) satisfies the hypothesis HF. Then, for any \( t > 0 \),

\[
\mathbb{E}h(\hat{X}_t) = \int_{-\infty}^{\infty} f(z, x) \frac{1}{\sqrt{2\pi t}} e^{-\frac{z^2}{2t}} dz.
\]

Proof. Let \( E = \mathbb{R} \), \( X_t = \lambda + B_t \) and \( V \equiv 0 \). (54) follows from Remark 4.4 and (59), so we can use Theorem 4.3 and obtain

\[
\mathbb{E}f(\lambda, \hat{X}_t) = \mathbb{E}f(\lambda + B_t, x) = \int_{-\infty}^{\infty} f(\lambda + z, x) \frac{1}{\sqrt{2\pi t}} e^{-\frac{z^2}{2t}} dz.
\]
Letting $\lambda$ go to $0$ we obtain, for every $t > 0$,
\[
\mathbb{E}h(\hat{X}_t) = \int_{-\infty}^{\infty} f(z, x) \frac{1}{\sqrt{2\pi t}} e^{-\frac{z^2}{2t}} \, dz.
\]

\[\square\]

**Example 4.6.** We use the last proposition to compute the expectation $\mathbb{E}H(\hat{X}_t)$ for $X$ defined by (29) with $a = b = 0, x > 0$ and a function $H = H(x), x > 0$ being a solution of
\[
H''(x) - \frac{\alpha^2}{x^2 + 2x}H(x) = 0
\]
for $\alpha > 0$. Define $f(\lambda, x) = e^{\alpha\lambda}H(x)$. It is a separable particular solution of the generalized Tricomi equation
\[
\frac{\partial^2 f}{\partial \lambda^2} = (x^2 + 2x)\frac{\partial^2 f}{\partial x^2}, \quad f(0, x) = H(x)
\]
(see [10, Section 4.2 point 3]). If $f$ satisfies the hypothesis HF, then from Proposition 4.5 we obtain
\[
\mathbb{E}H(\hat{X}_t) = H(x) \int_{-\infty}^{\infty} e^{\alpha z} \frac{1}{\sqrt{2\pi t}} e^{-\frac{z^2}{2t}} \, dz = H(x)e^{\frac{\alpha^2}{2t}}.
\]

Notice that the set of functions solving the above Tricomi equation and satisfying the hypothesis HF is nonempty - for $\alpha = \sqrt{2}$ one can easily check that $f(\lambda, x) = e^{\sqrt{2}\lambda(x^2 + 2x)}$ is such a solution.

Now we present a deep and interesting consequence of Theorem 4.1. We deduce a version of probabilistic representation for solution of a Cauchy problem for hyperbolic PDE. The classical Feynman-Kac representation works for the parabolic equations. The matching diffusion technique gives a new perspective.

**Theorem 4.7.** (*Feynman-Kac representation for hyperbolic PDE*) Let $x \in \hat{E} = [0, \infty) \times E \subseteq \mathbb{R}$. Let $V : [0, \infty) \times E \to [0, \infty)$ be a continuous function and $h : E \to \mathbb{R}$ be in $C^2$. Suppose that $f \in C^2$ is a bounded solution of the Cauchy problem
\[
\frac{1}{2} \frac{\partial^2 f}{\partial x^2} = \frac{\sigma^2(t, \lambda)}{2} \frac{\partial^2 f}{\partial \lambda^2} + \mu(t, \lambda) \frac{\partial f}{\partial \lambda} - V(t, \lambda)f,
\]
\[
f(\lambda, 0) = h(\lambda), \quad \frac{\partial f}{\partial x}(\lambda, 0+) = 0.
\]

Let $X$ be a diffusion given by (3) and $\hat{X}_t = |B_t|$. If $f$ satisfies the hypothesis HF for $X$ and for a given $V$, the pair $(\sigma, \mu)$ is in $\mathcal{FK}$-class, then
\[
f(\lambda, v) = 2\sqrt{(v\gamma)/\pi} \mathcal{L}^{-1}_{\gamma}\left(\mathbb{E}(h(X_{\gamma})e^{-\frac{\lambda t}{2}V(\frac{1}{\gamma} - u, X_u)}du)\right),
\]

where $\mathcal{L}^{-1}_{\gamma}$ stands for the inverse Laplace transform with respect to coordinate $v$, i.e. $\mathcal{L}^{-1}_{\gamma}(g(\gamma))$ is the function $G(\gamma, v)$ such that, for $\gamma > 0$,
\[
\int_{0}^{\infty} e^{-\gamma v} G(\gamma, v) \, dv = g(\gamma).
\]
Proof. Assumptions \( f \in C^2_b \) and \( \frac{\partial}{\partial x}(\lambda,0^+) = 0 \) guarantee that \( f \) with respect to \( x \)-coordinate belongs to the domain of reflected Brownian motion (see [3, Appendix 1 p. 2]). We use Remark 4.4 and Theorem 4.1 for \( f, \tilde{X} \) and \( X \). We obtain

\[
\mathbb{E} f(\lambda, |B_t|) = \mathbb{E} f(X_t, 0) e^{-\int_0^t V(t-u,X_u)du} = \mathbb{E} h(X_t) e^{-\int_0^t V(t-u,X_u)du}.
\]

In result, for a fixed \( t > 0 \),

\[
2 \int_0^\infty f(\lambda, z) \frac{1}{\sqrt{2\pi t}} e^{-\frac{z^2}{2t}} dz = \mathbb{E} h(X_t) e^{-\int_0^t V(t-u,X_u)du}.
\]

The assertion follows after substitution \( \gamma = \frac{1}{\sqrt{t}}, v = z^2 \) and some simple algebra. \( \square \)

Remark 4.8. Let us recall, following [11] or [12], a set of standard assumptions for the pair \((\sigma, \mu)\), from Theorem 4.7 to be in \( \mathcal{FK} \)-class. Given \( f \in C^{1,2} \) and \( h \in C^2 \), both the functions of polynomial growth, it is enough that \( \sigma, \mu \) are continuous, satisfy the linear growth conditions, and \( V \) is nonnegative and continuous. Conversely, the sufficient conditions under which the Cauchy problem from the definition of \( \mathcal{FK} \)-class has a solution \( f \) satisfying the exponential growth condition are the following: \( \sigma, \mu \) are bounded and uniformly Hölder-continuous, \( V \) is nonnegative and continuous or bounded and uniformly Hölder-continuous. The function \( h \) is of polynomial growth. Assumptions on boundedness and Hölder continuity of \( \sigma, \mu \) and \( V \) can be relaxed and Hölder continuity of \( \sigma, \mu \) and \( V \) is relaxed by making them local requirements (see p.366-368 in [12] or p.139-150 in [12]). Assumption \( \frac{\partial f}{\partial x}(\lambda,0^+) = 0 \) is not necessary. It allows to choose as the process \( \tilde{X} \) a reflected Brownian motion instead of a standard one and obtain a representation (60) by an inverse Laplace transform. For a diffusion given by (3), the sufficient conditions ensuring that point (iv) of the hypothesis \( HF \) holds is that \( f \) is bounded and in \( C^2 \). Points (ii) and (iii) should be verified. The solution of Cauchy problem can be relaxed to \( f \) being of polynomial growth but then the conditions of the hypothesis \( HF \) should be verified separately.

Example 4.9. We illustrate an efficiency of Theorem 4.7 by finding a bounded and satisfying the hypothesis \( HF \) solution of the following hyperbolic PDE:

\[
1 \frac{\partial^2 f}{\partial x^2} = \lambda^2 \frac{\partial^2 f}{\partial \lambda^2} + \frac{\lambda \partial f}{\partial \lambda} - \frac{\lambda^2}{2} f,
\]

\[
f(\lambda,0) = e^{-\lambda}, \quad \frac{\partial f}{\partial x}(\lambda,0) = 0, \quad \lambda > 0, \quad x \geq 0.
\]

We take \( \tilde{E} = [0,\infty), \ E = (0,\infty) \) and \( X_t = \lambda e^{B_t} \). The assumptions of Theorem 4.7 are satisfied and we can write, for any \( \lambda > 0 \),

\[
\mathbb{E} f(\lambda, |B_t|) = \mathbb{E} h(X_t) e^{-\int_0^t V(t-u,X_u)du} = \mathbb{E} e^{-\lambda e^{B_t} - \int_0^t \lambda e^{2B_u} du} = \mathbb{E} e^{-\lambda \cosh(B_t)},
\]

where in the last equality we use Corollary 2.4. As the function \( \cosh \) is an even function, we conclude that \( f(\lambda, x) = e^{-\lambda \cosh(x)} \). Observe that

\[
\frac{\partial f}{\partial x}(\lambda,0) = -\lambda \sinh(x) e^{-\lambda \cosh(x)} \bigg|_{x=0} = 0.
\]

So, \( f \) is a desired solution. One can easily verify that that \( f \) satisfies the hypothesis \( HF \) for \( |B| \).
Proposition 4.10. Let $E = [0, \infty)$ and $\hat{X}$ be a diffusion given by (2). Suppose that for the diffusion $\hat{X}$ a function $f$ satisfies the hypothesis HF, $V \equiv 0$ and $f$ solves the PDE

$$\frac{\partial f}{\partial \lambda} = \frac{\hat{\sigma}^2(t, x)}{2} \frac{\partial^2 f}{\partial x^2} + \hat{\mu}(t, x) \frac{\partial f}{\partial x}. \quad (61)$$

Assume that $(\hat{\sigma}, \hat{\mu})$ is in $\mathcal{FK}$-class. Then

$$\mathbb{E}f(\lambda, \hat{X}_t) = \mathbb{E}h(\hat{X}_{t+\lambda}),$$

where $h(x) = f(0, x)$.

Proof. Fix $t \geq 0$. From assumption that $(\hat{\sigma}, \hat{\mu})$ is in $\mathcal{FK}$-class with $\lambda$ taking the role of time we obtain

$$f(\lambda, x) = \mathbb{E}h(\hat{X}_\lambda). \quad (62)$$

Matching the diffusion, so taking $\mu \equiv 1$ and $\sigma \equiv 0$ and using (61) we see that (54) holds. So, by Theorem 4.3 we have

$$\mathbb{E}f(\lambda, \hat{X}_t) = f(\lambda + t, x),$$

and (62) finishes the proof. \qed

Example 4.11. Let $\hat{X}, X$ be diffusions given by (2) and (3). Assume, additionally, that $|\hat{\sigma}| > 0, |\sigma| > 0$ and $\hat{\mu} = -\hat{\sigma}^2/2, \mu = \sigma^2/2$. Let functions $h$ on $\hat{E}$ and $l$ on $E$ be defined by formulae:

$$h(x) = e^x \int_a^x e^{-w} \int_b^w \hat{\sigma}^{-2}(t, z)dz dw, \quad \text{and} \quad l(\lambda) = e^\lambda \int_c^\lambda e^{-s} \int_d^s \sigma^{-2}(t, u)duds$$

for some arbitrarily chosen points $a, b, c, d$ and fixed $t \geq 0$. If $f(x, \lambda) = h(x) + l(\lambda)$ satisfies the assumptions of the hypothesis HF for $\hat{X}$, then

$$\mathbb{E}h(\hat{X}_t) = h(x) - l(\lambda) + \mathbb{E}l(X_t).$$

Indeed, observe that $f$ solves

$$\frac{\hat{\sigma}^2(t, x)}{2} \frac{\partial^2 f}{\partial x^2} + \hat{\mu}(t, x) \frac{\partial f}{\partial x} = \frac{\sigma^2(t, \lambda)}{2} \frac{\partial^2 f}{\partial \lambda^2} + \mu(t, \lambda) \frac{\partial f}{\partial \lambda},$$

as $h$ is a solution of

$$y'' = y' + 2\hat{\sigma}^{-2},$$

and $l$ is a solution of

$$y'' = y' + 2\sigma^{-2}$$

(see [24]). The assertion follows from Theorem 4.3 for $V \equiv 0$.

Next we present an example illustrating the method for finding Laplace transform of a solution of another hyperbolic PDE of the second order - a solution of wave equation with axial symmetry. We would need the following lemma.
Lemma 4.12. Let $X$ be a Bessel process of nonnegative dimension starting from $\lambda \geq 0$ and let $A$ be its generator. Suppose that for a nonnegative bounded or uniformly H"older-continuous function $V$ and a function $f$ of polynomial growth there is an unique solution of polynomial growth of the Cauchy problem

$$\frac{\partial w}{\partial t} = Aw - Vw, \quad w(0, \lambda) = f(\lambda).$$

Then the pair $(\sigma, \mu)$, where $\sigma \equiv 1, \mu(x) = \frac{\lambda}{2x^2}$, is in $\mathcal{FK}$-class.

Proof. We use the observation from the proof of Proposition 2.14 that it is enough to prove (63), i.e. that for all $s \leq t \leq T, m \geq 1$

$$E \sup_{u \in [s, t]} X_u^{2m} \leq C(1 + \lambda^{2m})e^{C(t-s)},$$

where $C = C(m, T)$ is a constant and $X_0 = \lambda$. Let us observe that there exists $M \geq 1$ such that $X_u^2 \leq \sum_{i=1}^{M-1} (B_u^{i})^2 + (\lambda + B_u^{M})^2$, where $B^{(i)}$ are independent standard Brownian motions. In result there exists a constant $C = C(m, M)$ such that

$$E \sup_{u \in [s, t]} X_u^{2m} \leq C(\lambda^{2m} + E \sup_{u \in [s, t]} B_u^{2m}) \leq C(\lambda^{2m} + (t-s)^m)$$

$$\leq C^*(\lambda^{2m} + 1)e^{C(t-s)},$$

where $C^* = C^*(m, M, T)$. \qed

Example 4.13. (Wave equation with axial symmetry) Consider, for $w = w(\lambda, x)$, the following PDE

$$\frac{\partial^2 w}{\partial x^2} = a^2 \left( \frac{\partial^2 w}{\partial \lambda^2} + \frac{1}{\lambda} \frac{\partial w}{\partial \lambda} \right),$$

$$w(\lambda, 0) = f(\lambda), \quad \frac{\partial w}{\partial x}(\lambda, 0) = 0,$$

where $x \geq 0, \lambda > 0, a > 0$ and $w, f$ are in $C^2$. The form of the Green function for problem (64) is known. However, it is in the form of complicated infinite series depending on zeros of an appropriate Bessel function - for details see [29]. Using matching diffusion technique, under the assumptions of hypothesis HF, we can obtain quickly the Laplace transform of a solution of (64).

If a bounded solution of (64) satisfies

$$\frac{\partial w}{\partial x}(\lambda, 0) = 0, \quad w^+(0+, x) = 0,$$

where $w^+$ denotes the right derivative with respect to the scale function (see for instance [3] Section 21 in Appendix 1), then the first condition guarantees that the function $w(\lambda, \cdot)$ belongs to the domain of reflected Brownian motion and the second that $w(\cdot, x)$ belongs to the domain of Bessel process. We choose $\bar{E} = [0, \infty), E = (0, \infty)$ and $\bar{\sigma} \equiv \sqrt{2}, \bar{\mu} \equiv 0, \sigma \equiv a\sqrt{2}, \mu(\lambda) = \frac{\lambda}{x^2}$. Observe that $\theta := X_{\frac{\lambda}{2x^2}}$ is a Bessel process with index 0 and $\hat{X}_t = |\sqrt{2}B_t + x|$, where $X_0 = x$. Having in mind Lemma 4.12 and assuming that for $\hat{X}$ a function $w$ satisfies the hypothesis HF we can use now Theorem 4.3 to obtain

$$Ew(\lambda, |\sqrt{2}B_t + x|) = EW(\theta_{2\alpha\lambda}, x), \quad \theta_0 = \lambda,$$
\( x \geq 0, \lambda > 0, t \geq 0. \) To ease the notation put \( 2a^2 = 1. \) If \( x = 0, \) then from (65) we have

\[
\mathbb{E} w(\lambda, |\sqrt{2}B_t|) = \mathbb{E} w(\theta_1, 0) = \mathbb{E} f(\theta_1).
\]

Hence, using the densities of \(|B_t|\) and \( \theta_1, \) we obtain

\[
(66) \quad \int_0^\infty w(\lambda, \sqrt{2}z) \frac{\sqrt{2}}{\sqrt{\pi t}} e^{-\frac{z^2}{2t}} dz = \int_0^\infty f(z) \frac{1}{\sqrt{t}} \exp \left( -\frac{\lambda^2 + z^2}{2t} \right) I_0(\lambda z/t) dz,
\]

where \( I_0 \) is modified Bessel function. This allows to give, using elementary algebra, the Laplace transform of \( w(\lambda, \cdot) \)

\[
\int_0^\infty e^{-z^2} w(\lambda, z) dz = \sqrt{\pi} \int_0^\infty f(z) z \frac{1}{\sqrt{t}} \exp \left( -\frac{\lambda^2 + z^2}{2t} \right) I_0(\lambda z/t) dz.
\]

At the end of the paper, we present some new results for a Jacobi diffusion that can be obtained using the matching diffusions technique. The formulae are very simple in comparison with very complicated formulae obtained for the similar functionals of Jacobi diffusion by Hurd and Kuznetsov [14]. Let us recall that a Jacobi diffusion takes values in \([0,1]\) and is given by

\[
dx_X = \sqrt{X} (1-X) dB_t + (b - aX) dt, \quad X_0 = \lambda \in [0,1],
\]

where \( a, b \in \mathbb{R}. \) The distribution of the process is complicated and only few closed formulae for functionals of Jacobi diffusion has been obtained so far (see [13] and [4]).

**Proposition 4.14.** Let \( X \) be a Jacobi diffusion. If \( t \geq 0, b \geq \frac{1}{2}, a \geq b + \frac{1}{2}, \) \( \alpha \geq 1 + 2b \) and \( \gamma \geq (2(b-a) + 1)^+, \) then

\[
(67) \quad \mathbb{E} X_t^\alpha e^{-\gamma(\frac{X_t}{a} - b)} \int_0^1 X^{-1} du = \lambda^\alpha e^{\alpha(2a - 1)b}\gamma t/2,
\]

(68) \( \mathbb{E}(1 - X_t)^\gamma e^{-\gamma(\frac{1}{a} - b + a)} \int_0^1 X^{-1} (1-X)_t^{-1} du = (1 - \lambda)^\gamma e^{-\gamma t}. \)

Moreover, (68) holds also for \( b < 1/2, a > 2 \) and \( \gamma \geq (2(b-a) + 1)^+. \)

**Proof.** If \( b \geq \frac{1}{2} \) and \( a \geq b + \frac{1}{2} \), then both points 0 and 1 are unattainable for \( X \) (see [13] Section 3). If \( b < 1/2, a > 2, \) then the point 1 is the entrance-not-exit point (see [3] Section 3). To obtain (67) we take \( X_t = xe^{\alpha(2a - 1)\gamma t}, \) where \( x > 0, \beta > 1, \) and use Theorem 3.3 for \( \hat{X},\hat{X}, V(\lambda) = \frac{\alpha}{4} (\frac{2a}{\alpha} - b) \) and \( f(\lambda, x) = \lambda^\alpha x^\beta, \) for which the hypothesis HF is clearly satisfied. To obtain (68) we take \( X_t = xe^{-\alpha b \gamma t}, \)

\[
V(\lambda) = \frac{\alpha\lambda}{4} (\frac{2a}{\alpha} + a - b)
\]

and we use again Theorem 4.3.

\[ \square \]
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