Effects of Reaction Mechanisms and Differential Diffusion in Oxy-Fuel Combustion Including Liquid Water Dilution
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Abstract: The influence of chemistry and differential diffusion transport modeling on methane oxy-fuel combustion is analyzed considering different diluent characteristics. Analyses are conducted in terms of numerical simulations using a detailed description of the chemistry. Herein, different reaction mechanisms are employed to represent the combustion of methane. Simulations were performed with the computational fluid dynamics (CFD) code CHEM1D following different numerical setups, freely propagating flame, counter flow flame, and propagating flame in droplet mist reactors. The employed method is validated against experimental data and simulation results available in the literature. While the counter-flow flame reactor is exclusively used in the validation stage, different scenarios have been established for propagating flame simulations, as in single- or two-phase flow configuration. These comprehend variations in diluent compositions, reaction mechanisms, and different models to account for diffusion transport. Conducted investigations show that the choice for a specific reaction mechanism can interfere with computed flame speed values, which may agree or deviate from experimental observations. The achieved outcomes from these investigations indicate that the so-called GRI 3.0 mechanism is the best option for general application purposes, as a good balance is found between accuracy and computational efforts. However, in cases where more detailed information and accuracy are required, the CRECK C1-C3 mechanism demonstrated to be the best choice from the evaluated mechanisms. Additionally, the results clearly indicate that commonly applied simplifications to general flame modeling as the unitary Lewis number and mixture averaged approach strongly interfere with the computation of flame propagation speed values for single- and two-phase flows. While the application of unitary Lewis number approach is limited to certain conditions, the mixture averaged approach demonstrated a good agreement with the complex model for flame speed computations in the various tested scenarios. Such an outcome is not limited to oxy-fuel applications, but are straightly extensible to oxy-steam and air-blown combustion.
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1. Introduction

Oxy-fuel combustion stands out as one of the most promising carbon capture and storage (CCS) technologies when retrofitting is accounted for. Within this technology, air is completely or partially substituted by a mixture of pure oxygen and flue gas species [1]. The exchange of the nitrogen existing in air-blown combustion for predominantly CO₂ and H₂O does not only modify mixture properties, but also reaction kinetics and heat transfer rates [2,3]. Altogether, these aspects are able to interfere with the resulting flame structure and with the form in which the flame interacts with the fluid flow. The resulting differential diffusion effects and radiation heat transfer are more pronounced in oxy-fuel than in air-blown
As a consequence, flame stability and structure are modified when compared with air-blown combustion \cite{3,4}. Regarding computational fluid dynamics simulations, the consideration of both phenomena makes this kind of calculation much more challenging for oxy-fuel combustion \cite{5,6}. Generally, analysis of oxy-fuel combustion are conducted assuming pure CO$_2$ as a diluent \cite{2}. However, the usage of water steam as a diluent agent has been receiving special attention within the oxy-fuel combustion context \cite{7–9}. Within the denoted oxy-steam combustion \cite{7–9}, flue gas recirculation is avoided and volumetric flow rates are reduced, which consequently allow the size reduction of involved components in a process. In fact, when employing flue gas recirculation, H$_2$O mole fraction may be as high as 30 vol\% \cite{8}. Considering these aspects, it is of interest to construct a comprehensive understanding about the effects of different diluent compositions as well as the influence of commonly applied models to represent species and energy diffusive transport in CFD applications of oxy-fuel combustion.

Park et al. \cite{2} presented a comprehensive numerical analysis of the chemical reactions involving oxy-fuel combustion. The complete study is performed with the software Chemkin using the chemical mechanism GRI 3.0 \cite{10}. Particularly, GRI 3.0 was evaluated by Hunger et al. \cite{5} as a suitable mechanism to analyze oxy-fuel combustion of methane. Park et al. \cite{2} gave focus on the chemical implications regarding the application of CO$_2$ as a diluent, as well as the NO emission. As an outcome of this part of the study, they could observe that the recirculation of CO$_2$ attenuates the production and consumption of NO. With respect to the influence of CO$_2$ in combustion reactions evolution, the authors could demonstrate that this species does not only interfere with chemical reaction in terms of its specific thermal properties, but it also changes the chemical paths on which combustion reactions evolve. Such an investigation has been conducted including an artificial species with the same thermal properties as CO$_2$ which behaves as an inert molecule. This procedure was also adopted by Xie et al. \cite{3} to study the characteristics of freely propagating flames of methane diluted with CO$_2$, in which the chemical mechanism GRI 3.0 was also employed. In \cite{3}, different dilution fractions, operating pressures, and equivalence ratios were investigated numerically and experimentally. Similar conclusions about the influence of CO$_2$ as presented in \cite{2} could be observed.

In contrast with the previously listed detailed chemistry investigations, Wang et al. \cite{11} employed the mechanism presented in \cite{12–14} for oxy-fuel combustion of methane to investigate physical and chemical effects of different diluent species. Carbon dioxide and water have been investigated as diluent agents within the framework of wet and dry flue gas recirculation techniques. That study was conducted in a numerical framework where diverse artificial species are considered to allow single analysis of thermal and chemical effects, as well as the effects of transport properties of both diluent species. Similar to the work conducted by Park et al. \cite{2}, investigations are performed in counterflow flame burners. Recently, Bagheri et al. \cite{15} evaluated the performance of a new version of the so called CRECK C1-C3 mechanism to predict methane oxy-fuel combustion diluted with CO$_2$ and H$_2$O in different configurations. As done in \cite{2,3,11}, inert species mimicking diluent agents have been included in analysis of freely-propagating flames.

As well posed by Xie et al. \cite{3}, species transport properties do contribute to flame stability issues in oxy-fuel flames. Within this context, the denoted differential–diffusion transport \cite{16} is a key phenomenon. In air-blown processes, the presence of N$_2$ attenuates such phenomenon due to its high concentration and proximity to unitary Lewis number. As a result, the unitary Lewis number assumption, often employed to simplify the chemical modeling, is less harmful in this kind of process. This topic has been recurrently subject of experimental \cite{4,5} and numerical \cite{6} studies, although with different focuses and approaches. Sevault et al. \cite{4} performed a detailed analysis of a diffusion oxy-fuel flame varying fuel and oxidizer compositions, as well as fuel stream velocity. By employing simultaneous line-imaged Raman/Rayleigh laser diagnostics, they could measure temperature and main species concentration, which consequently allowed to analyze differential diffusion effects. The various operating conditions have been investigated in a coflow burner,
where turbulent flames could be obtained. The authors noticed that differential–diffusion effects are concentrated at the upstream part of the flame, while such a phenomenon is attenuated in more downstream regions. It must be highlighted that, in [4–6], H₂ is mixed with methane to increase the relatively low chemical reaction rates of this last species. By adopting this procedure, differential diffusion effects are more pronounced, since hydrogen presents quite lower Lewis numbers when compared with the remaining species.

Hunger et al. [5] presented experimental and numerical investigations of laminar and turbulent flames in a coflow burner. Different radiation models and the influence of the Soret transport were numerically investigated. This paper stands out by the novelty of direct comparison of Rayleigh signals obtained from the experiments and numerical simulations. Following this procedure, systematic errors associated with the determination of the mixture composition through Rayleigh signals are reduced. The results show that simulations and measurements agree quite well in laminar flames, however deviations occur in turbulent context. Part of the observed deviations are assigned to the simplifications assumed in the turbulent flame modeling. Further contributions to the modeling of oxy-fuel turbulent flames are found in [6]. Gierth et al. [6] used one of the flames experimentally investigated by Sevault et al. [4] as a benchmark to assess new chemical models to capture differential diffusion effects. Different from Hunger et al. [5], who conducted the analysis in Reynolds averaged Navier–Stokes (RANS) context, Gierth et al. [6] performed simulations in large eddy simulation (LES) framework. As in [5], the chemical treatment also followed the flamelet progress variable (FPV) approach. Three different procedures were investigated: the unitary Lewis number assumption, a variable Lewis number model, and an intermediate approach that considers effective Lewis numbers. In this last model, species Lewis numbers vary from their laminar value up to one, where turbulence is supposed to interfere with the chemical reactions. The results obtained from a priori analysis show that the effective Lewis number approach delivers better results. However, no universal model could be clearly indicated as a best option for turbulent flame analysis.

It is the purpose in this work to investigate the effects of different reaction mechanisms and diffusion transport modeling in oxy-fuel combustion of methane including different dilution agent characteristics. This study also aims to contribute by addressing some raised questions in previous works [3,11]. For instance, Xie et al. [3] indicated that the GRI 3.0 mechanism under predicts the laminar burning velocities of CH₄ oxy-fuel combustion for some mixture compositions. Specifically, this outcome of Xie et al. [3] is one of the main motivations to analyze the mechanism effects on oxy-fuel combustion in the present study. Analyses are conducted using the computational fluid dynamics (CFD) and a detailed description of the chemistry. In contrast with previous listed works in detailed chemistry context, the investigations of diffusion transport modeling is conducted in view of typical modeling strategies applied to general CFD solvers. Different from the analysis conducted by Wang et al. [11], water dilution is considered in view of oxy-steam application in which H₂O concentrations in fresh reactants streams are much higher. Therefore, to attain physical consistency in such a study, flames propagating in water droplet mists are considered to represent mixtures with water concentrations above saturation.

The remaining structure of this paper is divided into three parts. An overview of the theoretical background is described in Section 2. In Section 3, simulations results are presented. Validations of the applied methodology precedes the parametric analysis, in which the most important contributions of this work are presented. In the last part, final remarks and the main conclusions are summarized.

2. Modeling Approaches

Simulations were conducted with the CFD code CHEM1D [17], which has been extended with a Lagrangian module in [18] to study flames propagating in droplet mists. While overall single phase simulations are described in the Eulerian context, flames propa-
gating in droplet mists of condensed water are performed within a Eulerian–Lagrangian framework. In this last scenario, a full inter-phase two-way coupling is considered.

Specific to the two-phase flow calculations, the simulations presented in this manuscript mimic unstrained laminar flames propagating in mono-dispersed and isotropic droplet mists in order to isolate the diverse underlying phenomena. Similar to as done in [18–20], the following simplifications and approximations are assumed: (a) the multi-dimensional aspects of the droplets dispersion does not modify the flame surface; (b) mists are diluted, thereby no droplets interaction are accounted for; and (c) no micro-mixing model is included, so that all the mass evaporated from a drop fills instantaneously the host control volume. It is important to highlight that, when a droplet crosses a cell boundary a splitting factor is used to interpolate the source of vapor between the two host control volumes. Furthermore, parcels are tracked instead of real drops. In this way, a parcel may represent more or even less than one real drop. The role played by them can be illustrated as a dispersed source of water vapor, which follows the physical models described in the following two sections. For more details about the numerical methods and simplifications applied to the dispersed phase, the reader is referred to [18,20].

2.1. Gas Phase

The description of the carrier phase follows a variable-density low Mach number formulation. Following the strategies presented in [17,18,21,22], the set of equations employed here is

\[
\frac{d\dot{m}}{dx} = -\rho K + S_L^V, \tag{1}
\]

\[
\frac{d(mK)}{dx} - \frac{d}{dx} \left( \mu \frac{dK}{dx} \right) = \rho u a^2 - 2\rho K^2, \tag{2}
\]

\[
\frac{d(mY_i)}{dx} - \frac{d}{dx} (\rho Y_i V_i) = \dot{\omega}_i - \rho K Y_i + \delta_{ik} S_L^V, \quad \text{and} \tag{3}
\]

\[
\frac{d(mh)}{dx} = \frac{d}{dx} q + \dot{Q} - \rho Kh + S_L^H. \tag{4}
\]

Equation (1) ensures the mass conservation of the coupled system, where \(\dot{m} = \rho u\) is the mixture mass flux, \(x\) is the spatial coordinate, \(K\) is the local stretch rate, and \(S_L^V\) is the source term of vapor. The computation of the local stretch rate is performed by means of Equation (2), where \(\mu\) is the viscosity and \(a\) is the applied strain rate. The conservation of chemical species is described by Equation (3). Herein, \(Y_i\) is the mass fraction of the species \(i \in [1, N_s - 1]\), \(N_s\) is the total number of participating species, \(V_i\) is the diffusion velocity, \(\dot{\omega}_i\) is the reaction rate, and \(\delta_{ik}\) is the Kronecker delta. The subscript \(k\) in Equation (3) refers to the vapor species. The last equation of this set is associated to the conservation of energy, which is expressed in terms of the absolute enthalpy \(h\). The absolute enthalpy of each transported species is represented by \(h_i\), while the coupling term between phases is denoted by \(S_L^H\). For details about the coupling source terms, the reader is referred to [18]. Finally, \(q\) corresponds to the heat flux which is written as

\[
q = -\lambda \frac{dT}{dx} + \rho \sum_{i=1}^{N_s} Y_i h_i V_i - RT \sum_{i=1}^{N_s} \frac{D_T^i}{X_i M_i} \frac{dX_i}{dx}, \tag{5}
\]

in which \(\lambda\) is the thermal conductivity, \(T\) is the temperature, \(R\) is the gas constant, \(D_T^i\) is the thermal diffusion coefficient, \(X\) is the molar fraction, and \(M\) is the molar mass. In Equation (4), \(\dot{Q}\) is the heat source term, which is associated in this work with radiation heat transfer.

The full set of equations presented in terms of Equations (1)–(4) is adapted to each analyzed configuration. When single-phase flames are simulated, phase exchange terms \(S_L^V\) and \(S_L^H\) are not accounted for. Equation (2) is exclusively considered in counterflow flames configuration, which are single-phase flames in the subsequent investigations. This
aspect justifies the absence of phase coupling source terms in Equation (2). Finally, for freely propagating flames, the terms including the local stretch rate in Equations (1), (3) and (4) are neglected.

As part of the main objective of the present work, different modeling strategies are applied to the diffusion transport of energy and species. Altogether, three strategies have been employed to characterize diffusion transport. Firstly, a detailed procedure is adopted throughout the presented analyses. Herein, thermal diffusion effects are accounted for in energy and mass transport in terms of Dufour effects (last term on the right hand side (RHS) of Equation (5)) and considering that

\[
Y_i V_i = -D_{i,m} \left[ \frac{dY_i}{dx} + \frac{Y_i \, d\bar{M}}{\bar{M}} \frac{dx}{dx} \right] - \frac{D_i^T \, dT}{\rho \, T} \frac{dx}{dx}, \tag{6}
\]

where the last term on the RHS includes Soret effects on mass transport. Within this first procedure, diffusion coefficients \( D_{i,m} \) and \( D_i^T \) are estimated following the strategy proposed by Ern and Giovangigli [23].

Following typically applied strategies in complex flows [6,24], the two other procedures chosen to characterize the diffusion transport refer to the Hirschfelder–Curtiss formulation (hereafter, denoted as the mixture averaged approach; [22] and a unitary Lewis number approach. In both, thermal diffusion effects are not considered. For the mixture averaged approach, diffusion velocities and heat flux are given by

\[
Y_i V_i = -\frac{1}{Le_i c_p \rho c_p} \frac{\lambda}{\rho c_p D_{i,m}} \frac{dY_i}{dx} \quad \text{with} \quad Le_i = \frac{\lambda}{\rho c_p D_{i,m}} \quad \text{for} \quad i = 1, 2, \ldots, N - 1, \tag{7}
\]

and

\[
q = -\lambda \frac{dT}{dx} + \rho \sum_{i=1}^{N} Y_i h_i V_i, \tag{8}
\]

in which \( Le_i \) is the Lewis number of species \( i \) and \( c_p \) is the specific heat of the mixture. However, for the unitary Lewis numbers approach, the simplifying condition is not only specified by setting \( Le_i = 1 \), but also considering that \( Pr_i = Sc_i = 0.7 \). This is a typical strategy applied to address turbulent combustion simulations based on tabulated chemistry [24,25]. As a consequence, diffusion velocities and heat flux are written as

\[
Y_i V_i = -D_i \frac{dY_i}{dx} = -\frac{\lambda}{\rho c_p} \frac{dY_i}{dx} \quad \text{and} \quad q = -\lambda \frac{dT}{dx} \quad \text{for} \quad i = 1, 2, \ldots, N - 1. \tag{9}
\]

To account for the radiation heat flux, an optically thin radiation model with the Planck mean absorption coefficient is employed. In addition to this modeling strategy being a common approach in detailed chemistry analysis of oxy-fuel combustion [2,3,11], it has been adopted in test cases used as a target for model validation in the present work. For simulations including heat transfer by radiation, the term \( \dot{Q} \) in Equation (4) is computed by

\[
\dot{Q} = -4\sigma K_p \left( T^4 - T_\infty^4 \right), \tag{10}
\]

where \( \sigma \) is the Stefan–Boltzmann constant, \( T_\infty \) is the ambient temperature, and \( K_p \) is the mean absorption coefficient. The last quantity is computed in terms of

\[
K_p = P_i K_i, \quad i = \text{CH}_4, \text{CO, CO}_2, \text{and H}_2\text{O} \quad \text{with} \quad K_i = \sum_{j=0}^{n} A_{ij} T^j. \tag{11}
\]

In Equation (11), \( K_i \) is the mean absorption coefficient of species \( i \) and \( P_i \) is the local partial pressure. Coefficients \( A_{ij} \) correspond to corrected values from those presented in [26], which are summarized in Table 1.
Table 1. Fitting coefficients for the calculation of the Planck mean absorption coefficient.

| Species | $A_{i0}$ | $A_{i1}$ | $A_{i2}$ |
|---------|----------|----------|----------|
| CH$_4$  | 10.17015 | $-7.94731 \times 10^{-3}$ | $4.34244 \times 10^{-7}$ |
| CO      | 1.565360 | $1.48391 \times 10^{-2}$  | $-2.65603 \times 10^{-5}$ |
| CO$_2$  | 32.44420 | $7.53751 \times 10^{-2}$  | $-1.53514 \times 10^{-4}$ |
| H$_2$O  | 68.69480 | $-1.52349 \times 10^{-1}$ | $1.41784 \times 10^{-4}$ |

| Species | $A_{i3}$ | $A_{i4}$ | $A_{i5}$ |
|---------|----------|----------|----------|
| CH$_4$  | $1.04861 \times 10^{-9}$ | $-2.28786 \times 10^{-13}$ | 0.0 |
| CO      | $1.68798 \times 10^{-8}$ | $-4.67447 \times 10^{-12}$ | $4.76788 \times 10^{-16}$ |
| CO$_2$  | $9.48794 \times 10^{-8}$ | $-2.50926 \times 10^{-11}$ | $2.44799 \times 10^{-15}$ |
| H$_2$O  | $-6.62099 \times 10^{-8}$ | $1.52415 \times 10^{-11}$ | $-1.37345 \times 10^{-15}$ |

2.1.1. Chemistry

Altogether three reactions mechanisms have been employed to characterize methane combustion: GRI 3.0 [10], CRECK C1-C3 [15], and the one developed in [12–14] (hereafter, denoted as DTU mechanism). All of them have demonstrated good performance to address oxy-fuel combustion. Particularly, the GRI 3.0 was employed, for instance, in [2,3,5,6] to address different aspects of oxy-fuel combustion where CO$_2$ is used as a diluent agent. Hunger et al. [5] classified this mechanism as suitable to analyze oxy-fuel combustion of methane, while some limitations of it were pointed out by Xie et al. [3] to address strongly diluted mixtures in laminar freely propagating flame setups. Recently, Bagheri et al. [15] validated the CRECK C1-C3 mechanism in methane oxy-fuel combustion using CO$_2$ and H$_2$O as diluent agents in different setups. Wang et al. [11] employed the DTU mechanism to investigate methane oxy-fuel combustion diluted with CO$_2$ and H$_2$O in laminar freely-propagating and counterflow flame setups.

A summary of the main characteristics of the three selected mechanisms are presented in Table 2. It is important to highlight that, here, transport properties have been extracted from those presented in [27] for the DTU mechanism. This choice has been adopted since original versions of this mechanism did not include transport properties. Following this strategy, we sought to keep each analyzed mechanism in the most consistent form with its proposing research group.

Table 2. Summary of the employed reaction mechanisms.

| Mechanism | # of Species | # of Reactions | Reference |
|-----------|--------------|---------------|-----------|
| GRI 3.0   | 53           | 325           | [10]      |
| CRECK C1-C3 | 114       | 1999          | [15]      |
| DTU       | 97           | 779           | [12–14]   |

2.2. Liquid Phase

In the one-dimensional Lagrangian framework, the tracking of a parcel is essentially described by two ordinary differential equations (ODE) (e.g., Sirignano [28])

$$\frac{dx_p}{dt} = u_p, \quad \frac{du_p}{dt} = \frac{3C_D}{4d_p \rho_p} \rho \rho_p |u - u_p|(u - u_p)$$

for the parcel position and acceleration, respectively. In the present context, drag is the unique force acting on a droplet. For both equations, the subscript $p$ indicates quantities of droplet parcels. Specifically, $x_p$ corresponds to the droplet position, $\rho$ is the density, $u$ is the velocity, $t$ is time, and $d_p$ is the droplet diameter. To compute the drag coefficient $C_D$, the model recommended by Yuen and Chen [29] is adopted.
Heat and mass exchanges are, respectively, described by

\[ \frac{dT_p}{dt} = \frac{f_2 Nu}{3 \Pr} \left( \frac{\theta_1}{\tau_p} \right) (T - T_p) + \left( \frac{L_V}{c_l} \right) \frac{\dot{m}_p}{m_p}, \]  

and

\[ \frac{dm_p}{dt} = -\frac{Sh}{3Sc} \left( \frac{m_p}{\tau_p} \right) H_M, \]  

with \( T \) the temperature, \( Nu \) the Nusselt number, \( f_2 = -\dot{m}_p / (m_p B_T) [3 \tau_p \Pr / Nu] \) a correction factor due to evaporation, \( \Pr \) the Prandtl number, \( L_V \) the heat of vaporization, \( \theta_1 = (c_{p, V} / c_l) \), \( c_l \) the specific heat of the liquid, \( \tau_p = \rho_p d_p^2 / 18 \mu \) expressing the particle relaxation time, and \( \dot{m}_p = dm_p / dt \). In Equation (14), \( Sh \) is the Sherwood number, \( Sc \) is the gas Schmidt number, and \( H_M \) represents the specific driving potential for mass transfer (\( H_M = \ln(1 + B_{M, eq}) \)). The non-dimensional numbers \( Pr \) and \( Sc \) are explicitly computed at each time integration of the evaporation equations based on material properties of the mixture film surrounding each tracked droplet. Notice that both are also used to compute the \( Le = Sc / Pr \), which is consequently employed for instance in heat transfer Spalding number calculation (e.g., [20]). Within equations presented for \( f_2, \theta_1, \) and \( H_M, c_p \) is the specific heat at constant pressure and \( B_T \) and \( B_M \) denote the Spalding transfer numbers for heat and mass, respectively. Subscripts \( c \) and \( V \) correspond to surrounding gas properties and vapor properties, while \( eq \) refers to properties evaluated with the assumption of phase equilibrium. Observe that heat transfer by radiation is not considered in dispersed phase computations.

The structures of Equations (13) and (14) follow those proposed by Miller et al. [30], which are those implemented in Chem1D [18]. Within this formulation, the Abramzon–Sirignano model (see [31]) is adopted in the present study. This choice is based on the fact that this model has been broadly applied in different studies about spray combustion [20,32,33] due to their ability to represent droplet evaporation by considering infinite liquid thermal conductivity. The surrounding gas properties exclusively used in Lagrangian subroutines (i.e., \( \mu, \lambda, c_p \), and \( D_{ij} \)) are computed here following the strategy detailed in [20], where the gas composition in the far field follows the species diluted approach (SD) including all participating species. Certainly, the simplification of the gas mixture by a couple of major species should improve computational efficiency, as presented for air-blown combustion in [20]. Nevertheless, since this has not been extensively investigated for oxy-fuel combustion, this topic will be subject of future work.

An important aspect is that the carrier phase is described in a steady-state formulation, while the dispersed phase follows an unsteady framework. To couple both approaches, the methodology proposed in [18] is applied here.

3. Results

This section is divided into three parts. In the first, the resulting numerical modeling strategy is validated in terms of comparisons of simulation results against data extracted from the literature. Next, the effects of the three selected reaction mechanisms are tested and compared among each other. The influence of diffusion transport modeling is finally evaluated in the last part of this section. While validation is only conducted for single-phase flames, the remaining analyses are considered for both single- and two-phase flows.

3.1. Validation

To validate the resulting numerical setup, freely propagating flames are considered within a single-phase flow framework. Experimental data available in the literature for methane oxy-fuel combustion diluted with CO\(_2\) and H\(_2\)O are used to accomplish this task. Specific model features are additionally validated in counterflow flame configuration for methane oxy-fuel combustion, as presented in Appendix A.

A common characteristic of all reference works from which data was extracted for the model validation is that simulations were conducted with the GRI 3.0 mechanism. There-
fore, in this section, simulation results are also conducted with this reaction mechanism. With respect to the diffusion transport modeling, in this section and the next one, detailed diffusion transport following Equations (5) and (6) are accounted for.

Laminar flame speed ($s_l$) values of methane oxy-fuel combustion diluted in CO$_2$ are presented on the left side of Figure 1 for various equivalence ratios ($\phi$). Simulation results are compared with the experimental data presented in [3]. Such a database was also employed by Bagheri et al. [15] to validate the performance of the CRECK C1-C3 mechanism in oxy-fuel combustion diluted with CO$_2$. For all cases, ambient pressure is set to 0.1 MPa and fresh reactants enter the computational domain with a temperature of 300 K. This temperature value is also used as the ambient temperature for simulations including radiation heat transfer. Different oxidizer compositions define the various scenarios, where $Z_{CO_2} = X_{CO_2}/(X_{O_2} + X_{CO_2})$. 

![Figure 1](image.png)

**Figure 1.** Laminar flame speed computed with GRI 3.0 using freely propagating flame reactors. Marks, experimental data; continuous lines, adiabatic simulations; dashed lines, simulations with radiation heat losses. (left) CO$_2$ dilution with experimental data extracted from [3]; and (right) H$_2$O dilution with experimental data extracted from [34].

An overall good agreement can be noticed between simulation results and measured data in Figure 1 (left) for all scenarios. Such a behavior is also achieved in [3] with GRI 3.0 and CHEMKIN-II [35], as well as in [15] with CRECK C1-C3 and OpenSMOKE++ [36]. However, different from both reference studies, slight deviations can be noticed here for lean mixtures. Contrastingly, deviations presented in [3] are rather concentrated near stoichiometric mixtures, while they occur for rich mixtures in [15].

The observed deviations in Figure 1 (left) are slightly attenuated with the inclusion of radiation heat transfer for cases with higher dilution fraction of CO$_2$. As expected, radiation effects on the propagation speeds of laminar freely propagating flames are not significant. Minor impacts in flame speed values do occur for cases with higher dilution fraction of CO$_2$ and when the laminar flame thickness are relatively large, namely at smallest and highest values of $\phi$. Within the oxy-fuel methane combustion diluted in CO$_2$, effects of radiation heat transfer are more pronounced in counterflow flame configuration. Specifically, the results presented in Appendix A are used to validate the employed radiation model.

Similar to the cases diluted with CO$_2$, the results presented in Figure 1 (right) do not change by including radiation heat transfer. Despite the moderate dilution fractions, some contribution of radiation heat transfer was expected due to the assumption of ambient temperature of 300 K, considering that fresh reactants enter enters the computational domain at 373 K. However, again, this does not occur for this setup.

Particular to Figure 1 (right), the proposed modeling strategy demonstrates to correctly capture the methane oxy-fuel combustion diluted with water. The results are predominantly within the experimental uncertainty for all scenarios. Similar results were also reported by Mazas et al. [34] with GRI 3.0 and CHEMKIN-II, as well as by Bagheri et al. [15] with CRECK C1-C3 and OpenSMOKE++. Here, simulation results are slightly out of the experimental uncertainties in the scenario $X_{H_2O} = 0.0$ for $\phi > 1.5$ and in the scenario
$X_{H_2O} = 0.2$ for $\phi < 0.6$ and $1.3 < \phi < 1.4$. It is important to mention that, for all cases presented in Figure 1 (right), ambient pressure is set to 101.325 kPa.

In summary, the results presented in this section indicate that the proposed modeling strategy is able to reproduce single-phase methane oxy-fuel combustion diluted with CO$_2$ and H$_2$O. As radiation heat transfer is not pronounced to evaluate the laminar flame speed, the modeling of this phenomenon will not be considered in the subsequent analyses.

3.2. Effects of Reaction Mechanisms

The effects of reaction mechanisms on oxy-fuel combustion diluted with CO$_2$ and H$_2$O are analyzed for single- and two-phase flows in this section. To accomplish this task, the three mechanisms listed in Section 2.1.1 are employed.

For single-phase flows, investigations are conducted considering the same reference scenarios as in the previous section. In this sense, laminar flame speed values computed with the different mechanisms are compared with experimental data in Figure 2. As three mechanisms are employed in this section, the results of adiabatic flames previously presented for the GRI 3.0 mechanism in Figure 1 are also included in Figure 2.

Figure 2. Laminar flame speed computed with different mechanisms using freely propagating flame reactors. Marks, experimental data; continuous lines, GRI 3.0; dashed lines, DTU; dash-dot lines, CREQC C1-C3. (left) CO$_2$ dilution with experimental data extracted from [3]; and (right) H$_2$O dilution with experimental data extracted from [34].

Observing the flame speed values obtained with the DTU mechanism for flames diluted with CO$_2$ in Figure 2 (left), a recurrent behavior can be observed when compared with results obtained with the GRI 3.0 mechanism for the different scenarios. Flame speeds values are lower than those computed with GRI 3.0 for the inner and broadest part of the considered equivalence ratio range, while in the outer parts flame speeds computed with DTU mechanism are slightly higher. Such a behavior allows an overall better approach of computed values with DTU to the experimental data for lean mixtures of $Z_{CO_2} = 0.4$. The same occur for $0.6 < \phi < 1.1$ of $Z_{CO_2} = 0.5$, $0.6 < \phi < 1.4$ of $Z_{CO_2} = 0.6$, and $0.8 < \phi < 1.4$ of $Z_{CO_2} = 0.7$.

Similar to the behavior observed for flames diluted with CO$_2$ in Figure 2 (left), the DTU mechanism predominantly delivers lower flame speeds than those achieved with GRI 3.0 in flames diluted with H$_2$O, as presented in Figure 2 (right). Slightly higher flame speeds, when compared with GRI 3.0 results, are only noticed at the richest portion for the difference scenarios. In contrast to the observed for flames diluted with CO$_2$ in Figure 2 (left), this overall behavior shifts results achieved with DTU mechanism away form the experimental data when dilution with water is accounted for, namely for $X_{H_2O} = 0.1$ and $X_{H_2O} = 0.2$.

Flame speeds computed with the CREQC C1-C3 mechanism overall better agree with the experimental data when compared with the two other reaction mechanisms for CO$_2$ diluted combustion. Particularly, comparisons of this mechanism with these same experimental data, as for CO$_2$ and H$_2$O diluted combustion, were also conducted by Bagheri et al. [15]. The main difference between that study and the present one refers to
the employed numerical solver; in [15], OpenSMOKE++ was used. By comparing both works, simulation results achieved with Chem1D seems to slightly better agree with the experimental data for H₂O diluted combustion, while in [15] computed flame speeds are slightly better for lean flames diluted with CO₂.

When results achieved with GRI 3.0 and CRECK C1-C3 mechanism are compared, the latter clearly reproduced the flame speed behavior observed in experimental data for \( \phi > 1.0 \) of CO₂ diluted combustion. Xie et al. [3] indicated that the GRI 3.0 mechanism under predicts the laminar burning velocities of CH₄ oxy-fuel combustion exactly in the same region, i.e., \( \phi > 1.0 \). As mentioned in the Introduction, this raised aspect in [3] was one of the main motivations to analyze the mechanism effects on oxy-fuel and oxy-steam combustion in the present study. From the comparisons presented in Figure 2 (left), the CRECK C1-C3 mechanism appears to attend the previous raised demand in [3]. Furthermore, the CRECK C1-C3 mechanism also allows a better approach to the experimental data for the most lean mixtures in Figure 2 (left).

Concerning H₂O diluted combustion, CRECK C1-C3 mechanism also agrees well with available experimental data. The higher flame speed values for \( \phi > 1.0 \), when compared with GRI 3.0, are also noticed here. The results are predominantly within the error bars presented for Mazas et al.’s [34] measurements. Exceptions occur in some regions, for instance \( \phi > 1.4 \) of \( X_{\text{H}_2\text{O}} = 0.0 \) and 0.2, as well as \( \phi < 0.6 \) of \( X_{\text{H}_2\text{O}} = 0.2 \).

To gain more understanding about the main causes of the deviations in flame speed values among the different mechanisms (as presented in Figure 2), two approaches were applied. First, common quantities to the three chosen mechanisms that are able to interfere with the computation of \( s_l \) were sought. This option was chosen since these mechanisms differ in number and specifications of species and reactions, which in turn do not allow a one-by-one comparison of reaction parameters. Second, sensitivity analysis and an evaluation of reaction rates of each mechanism were performed. It is important to highlight that it is not the scope of this work to deepen into kinetic analysis, however deviations perceived in \( s_l \) make it relevant to point out more specific information about chemical reactions.

According to the first chosen approach, the integrated heat release rate over the computational domain (HRR) and the thermal diffusivity (\( \alpha \)) are chosen. HRR and \( \alpha \) are, respectively, related to Equations (15) and (16), which are used to estimate the unstrained laminar flame speed.

\[
s_l = \frac{1}{\rho_1 c_p (T_2 - T_1)} HRR = \gamma HRR, \quad \text{where} \quad HRR = \int_{-\infty}^{\infty} \omega_T dx = \sum \omega_{T,j} \Delta x_i, \tag{15}
\]

and

\[
s_l \propto \sqrt{\alpha RR}, \quad \text{where} \quad \alpha = \frac{\lambda}{\rho c_p}. \tag{16}
\]

Equation (15) is based on the integration of the energy transport equation in the \( x \) coordinate from \(-\infty \) to \( \infty \) following the notation proposed in [16], where subscript 1 indicates quantities evaluated in fresh gas and subscript 2 is associated to burnt gas. Remaining properties without superscripts refer to volume averaged properties throughout the computational domain. With respect to the integration, \( \omega_{T,j} \) is the heat release rate per volume unit of the computational cell \( i \) and \( \Delta x_i \) is the one-dimensional cell length. Equation (15) refers to an expression based on the thermal theory following Mallard and LeChâtelier’s development, as presented in [37]. In this equation, RR denotes the reaction rate of a reaction-progress variable in \((1/s)\).

The choice for HRR and \( \alpha \) for the subsequent analysis allows an evaluation of the global behavior of the entire reaction mechanisms in terms of the heat release rate and the combination of thermal and transport properties. As a consequence, the main aspects that differ from one mechanism to another (i.e., thermal, transport, and reaction specifications) are covered in terms of mixture based quantities. The preceding term to HRR
in Equation (15) \( (\gamma = 1/\rho^3 c_p (T_2 - T_1)) \) is not considered since it does not comprehend transport properties and differences between tested cases are marginal. Similarly, HRR is preferred instead of RR since it embraces reaction rates of all participating species of a specific mechanism.

Figure 3 presents values of both HRR and \( \alpha \) for lean (\( \phi = 0.7 \)), stoichiometric (\( \phi = 1.0 \)), and rich (\( \phi = 1.3 \)) flames diluted with CO\(_2\) and H\(_2\)O at the same fractions as presented in Figures 1 and 2. Differences among the mechanisms observed through HRR exactly follow the same trend depicted in flame speed profiles in Figure 2. As previously mentioned, profiles of \( \gamma \) through \( \phi \) do not significantly deviate among tested reaction mechanisms. Therefore, concerning Equation (15) (which delivers flame speed values with an averaged deviation of 3% and maximum deviation lower than 5% from Chem1D results), differentiation between mechanisms occurs by means of HRR. Briefly, these aspects indicate that the differences of exo- and endothermic behaviors of chemical reactions which compose each mechanism clearly deliver different values of the global heat release rate, which consequently interferes with the flame propagation speed. Although the mechanisms were derived from different research works, no significant deviations are found between \( \alpha \) values. Hence, the results presented in Figure 3 indicate that the overall behavior observed in Figure 2 among the different mechanisms stems from the reactions specifications.

Figure 4 presents sensitivity coefficients of \( s_l \) and reaction rates of the different mechanisms evaluated at \( \phi = 1.3 \) for CO\(_2\) dilution at \( Z_{CO_2} = 0.5 \) and H\(_2\)O dilution at \( X_{H_2O} = 0.1 \). These two operating points are chosen since computed flame speed values on them depict clear deviations among mechanisms and, with respect to the dilution fraction, both correspond to intermediate conditions from those presented in Figure 3. By comparing the 15 most sensitive reactions of each mechanism, as shown in the sensitivity analysis presented in Figure 4, it turns out that each mechanism behaves in a specific and different fashion from the others. Nevertheless, some of these most sensitive reactions are common to them, which allow a comparative analysis. As expected from such kind of investigations (see,
e.g., [15]), the chain branching reaction $H + O_2 = OH + O$ is the most sensitive reaction of all mechanisms. The second most sensitive reaction is the decomposition of HCO in $H + CO$, which occurs in terms of reactions $HCO = H + CO$ for the DTU mechanism and with a third body $M$ and $H_2O$ in the CRECK C1-C3 and GRI 3.0 mechanisms, respectively. Specific to the GRI 3.0 mechanism, the decomposition of HCO in $H + CO$ also occurs with the presence of a third body $M$ as the ninth most sensitive reaction. Some of the remaining most sensitive reactions are common to all tested mechanisms, which are summarized in the reaction rate plot (Figure 4, right-bottom). In contrast to the two most sensitive reactions, the remaining ones are not in the same sequence for the different mechanisms.

Figure 4. Sensitivity analysis on the laminar flame speed and reaction rates of the different mechanisms evaluated at $\phi = 1.3$. For $CO_2$ dilution $Z_{CO_2} = 0.5$, while for $H_2O$ dilution $X_{H_2O} = 0.1$. Sensitivity analysis are presented at: (left-top) for GRI 3.0; (left-bottom) for DTU; and (right-top) for CRECK C1-C3 mechanisms. At (right-bottom), reaction rates are presented.

Figure 4 (right-bottom) shows the integrated value of the reaction rate of common reactions to the most 15 sensitive ones of each mechanism. Labels on the x-axis follow the descending order presented in the most sensitive reactions of the GRI 3.0 mechanism, which is treated as a reference in the present study. Special attention must be paid to reaction label $HCO = H + CO$ in Figure 4 (right-bottom). Herein, reaction rates of HCO decomposition in $H + CO$ are presented. Namely, at this label position, reaction rates of GRI 3.0 refer to the sum of reaction rates $HCO + H_2O = H + CO + H_2O$ and $HCO + M = H + CO + M$, while, for DTU and CRECK C1-C3, reaction rates $HCO = H + CO$ and $HCO + M = H + CO + M$ are presented, respectively.

From the combination of results presented in Figure 4, justifications from deviations noticed in flame speed values can be pointed out. For example, by comparing the decomposition of HCO in $H + CO$ between DTU and CRECK C1-C3 mechanisms, it turns out that, although DTU is more sensitive to this reaction, the reaction rates obtained for this mecha-
nism are smaller than those found for CRECK C1-C3. Such a deviation helps to understand the observed results in Figure 2. In the same sense, reactions CH4 + H = CH3 + H2 and H + HCO = H2 + CO (both contribute to the reduction of the flame speed) are more sensitive in DTU mechanism and present higher reaction rates for it. The former reaction shows similar sensitivity for both GRI 3.0 and CRECK C1-C3 mechanisms. However, the lower reaction rates of CRECK C1-C3 than for GRI 3.0 support the justification of the higher flame speeds observed for this former mechanism. From the other reactions summarized in Figure 4 (right-bottom), H + CH2OH = OH + CH3 stands out. This reaction has a positive effect on the increase of the flame speed being more sensitive for CRECK C1-C3 and DTU than for GRI 3.0 mechanism. Additionally, absolute values of this reaction rate increase for GRI 3.0, CRECK C1-C3, and DTU mechanisms in this sequence. Accordingly, the deviations among mechanisms found for this reaction also contribute to the differences observed in Figure 2.

Regarding the influence of different dilution agents, sensitivity plots demonstrate that almost all reactions have a similar influence on the flame speed. An exception occurs for the reaction OH + CO = H + CO2 in the CRECK C1-C3 mechanism, in which sensitivity coefficients of CO2 and H2O diluted flames have the opposite sign. This may illustrate the influence of the different concentrations of CO2 in both scenarios, which is a participating species in this specific reaction. In general, the reactions listed in Figure 4 present higher sensitivity for CO2 than H2O diluted flames. In contrast to this observation, reaction rates of H2O diluted cases are much higher than those found for CO2 diluted flames, as shown in Figure 4 (right-bottom). This aspect is in agreement with the higher flame speeds observed for H2O diluted flames at the chosen operating conditions (i.e., $\phi = 1.3$ for CO2 dilution at $x_{CO2} = 0.5$ and H2O dilution at $x_{H2O} = 0.1$), which are approximately two times the values found for CO2 diluted cases. For more specific details about reaction kinetics and pathways of GRI 3.0, CRECK C1-C3, and DTU mechanisms in oxy-fuel combustion, the reader is referred to the works of Park et al. [2,3] and Wang et al. [11]; Bagheri et al. [15]; and Glarborg and Bentzen [12], Mendiara and Glarborg [13] and Mendiara et al. [14], respectively.

Although the three mechanisms demonstrate being able to characterize the laminar flame propagation speed of CO2 and H2O diluted combustion, both GRI 3.0 and CRECK C1-C3 mechanisms show the best performance. In fact, CRECK C1-C3 fulfills some demands presented in GRI 3.0, which are clearly evident in CO2 diluted combustion. Specific to the water dilution cases, both mechanisms have similar performance. In view of this, the influence of reaction mechanisms in flames propagating in water droplet mists are limited to both mechanisms, i.e., GRI 3.0 and CRECK C1-C3. Moreover, due to the lower number of species and reactions of GRI 3.0 (see Table 2), this is chosen in the diffusion transport modeling investigations presented in Section 3.3.

The effects of condensed water droplets on oxy-fuel combustion are analyzed considering flames propagating in mono-dispersed water droplet mists following the description presented in Section 2. To avoid a strong deviation from the simulation conditions presented in Figure 2 (right), the non-diluted fraction of the oxidizer is also maintained at a fixed composition of 50% of N2 and 50% of O2 in volume. Nevertheless, fresh reactants enter the computational domain at 300 K instead of 373 K. This option was chosen to reduce the evaporation process before droplets arrive at the reaction zone, consequently intensifying the interaction of liquid droplets and the reaction process. Another important aspect that differs between single- and two-phase flow simulations is that $X_{H2O}$ is a water molar fraction based only on the oxidizer stream in flames propagating in droplet mists, while the water molar fraction is based on the fresh mixture in single-phase cases. Within this context, $X_{H2O}$ refers to the total amount of water injected in the computational domain, i.e., the sum of water in liquid and vapor physical states. Accordingly, the dilution fraction can be expressed in terms of Equation (A17) for two-phase flow simulations, where the $X_{H2O}$ in the oxidizer stream is exactly equal to $\alpha_{H2O}$.
In view of the previously listed differences between results presented in Figures 2 (right) and 5, single-phase flames computed with similar boundary conditions as for the two-phase flow cases are included for both dilution fractions in Figure 5. Such single-phase results may be interpreted as references to guide the subsequent discussions, but they might not be of practical application. Rigorously, these cannot be seen as a limiting condition where droplet diameter tends to zero. The absence of mixture cooling by the latent heat of liquid droplets evaporation are not accounted for in single-phase computations. Additionally, such single-phase scenarios consider water mass fractions above the saturation mass fraction at fresh oxidizer inlet conditions. Specifically, this value is approximately \( \alpha_{H_2O} = 0.03 \) at 300 K and 1.0 atm.
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**Figure 5.** Flame speed computed with different mechanisms. Blue lines refer to single-phase freely propagating flames, while the remaining curves refer to flames propagating in droplet mists. Continuous lines, GRI 3.0; dash-dot lines, CRECK C1-C3. **(left)** \( \alpha_{H_2O} = 0.2 \); and **(right)** \( \alpha_{H_2O} = 0.4 \).

Two droplet initial diameters, 10 and 40 \( \mu \)m, and two dilution fractions, \( \alpha_{H_2O} = 0.2 \) and \( \alpha_{H_2O} = 0.4 \), compose the different scenarios used to investigate the effects of water droplets on oxy-fuel combustion. Notice that both dilution fractions are considerably higher than the saturation of water at fresh oxidizer inlet conditions. Diameter values were chosen in order to mimic the effects of different kind of water dilution strategies. The value of 10 \( \mu \)m may represent condensed water droplets, such that, when this occurs, droplet diameters are quite small. In contrast to this application, the value of 40 \( \mu \)m is chosen to represent the situation when condensed water is atomized within a mixing chamber to achieve the desired dilution fraction, which is typically the Sauter mean diameter (SMD) achieved with ultrasonic and air-assisted nebulizers.

Figure 5 shows the results achieved in the various analyzed scenarios. For all flames simulated within the two-phase flow context, droplets are injected at the same position \( l_{inj} = -3.0 \) cm in relation to the reaction zone (i.e., 3.0 cm upstream of the reaction zone).

With respect to the overall behavior of flames propagating in droplet mists, the results presented in Figure 5 clearly indicate the effects of initial droplet diameter and reinforce the flame speed reduction by increasing the dilution fraction. Both outcomes are expected from previous observations for flames propagating in fuel droplet mists [18,19] and single-phase analysis (see Figure 2, right). The reduction of flame speed values by increasing the dilution fraction of water droplets is also in agreement with the experimental observations of Chelliah et al. [38], in which water droplets interacts with air-blown flames. As small droplets evaporate faster than large ones, flame speed values decrease when water droplet size reduces. Another important aspect regarding the droplet initial diameter is the shorter range of \( \phi \) for which solutions converge (not necessarily related to practical flammability limits) when droplets become smaller. Such an aspect becomes more evident when dilution fraction increase from \( \alpha_{H_2O} = 0.2 \) to \( \alpha_{H_2O} = 0.4 \). Discussions about solver convergence are presented in the sequel.

In Figure 5, it is also noticed a displacement of highest flame speed values to rich flames as the dilution fraction is increased. As \( \alpha_{H_2O} \) increases from 0.2 to 0.4, the maximum
flame speed is found at $1.0 < \phi < 1.2$ and $1.2 < \phi < 1.4$, respectively. Although this behavior is more pronounced for two-phase flow simulations, this can also be noticed in the reference single-phase flames as well as in the flame speeds presented in Figure 2 (right).

Although the single-phase flames used as reference in Figure 5 have higher enthalpy values than the flames propagating in droplet mists, considerably lower propagation velocity values are observed from them. This can be explained by the distributed injection of water caused by liquid droplets. Accordingly, the water dilution in two-phase flow flames is gradual and the respective flames do not necessarily burn in the total dilution fraction indicated by $\alpha_{\text{H}_2\text{O}}$. Such a distributed injection of water vapor through the reaction zone may also justify the shifting of the highest flame speed to rich mixtures seen in Figure 5. Observe that this shifting is not only caused by the higher dilution fractions allowed by liquid droplet injection, as the reference single-phase flames do not exhibit a similar behavior.

By comparing the results obtained for different mechanisms, the overall behavior observed in Figure 2 is also noticed for flames propagating in droplet mists. The CRECK C1-C3 mechanism delivers lower flame speed values than GRI 3.0 for lean flames, while higher values for rich mixtures in cases where $\alpha_{\text{H}_2\text{O}} = 0.2$. This behavior is similar for cases computed with $\alpha_{\text{H}_2\text{O}} = 0.4$, but here the inversion from lower to higher values than the reference (GRI 3.0) occurs in the rich mixture region (i.e., $1.2 < \phi < 1.4$). Deviations from the reference case demonstrate to be insensitive to the initial droplet diameter. Nevertheless, as higher dilution fraction and lower initial droplet diameters are occurring, solver convergence becomes more difficult to be achieved. This explains why the results presented for small droplets are found in a shorter equivalence ratio range than those achieved for large droplets. Particularly, such a convergence issue is more intense for the CRECK C1-C3 mechanism.

Figure 6 depicts the structure of stoichiometric flames for the different dilution fractions and droplet initial diameters. On the left side of Figure 6, gas phase quantities are plotted, namely the mass fraction of water and temperature. On the right side, normalized droplet diameter by its initial diameter ($d_0$) is presented together with the source term of vapor.
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**Figure 6.** Characteristics of different quantities along stoichiometric flames for both investigated dilution fractions and droplet initial diameters. Simulations were achieved with GRI 3.0. (left) Water mass fraction $Y_{\text{H}_2\text{O}}$ (continuous line) and gas temperature $T_g$ (dash-dot line); and (right) normalized droplet diameter $d_d/d_0$ (dashed line) and source term of vapor $S_{V_L}$ (dash-dot-dot line).

Prior to any deep interpretation of the results presented in Figure 6, it is worth highlighting that the increase of water mass fraction is caused by two different effects within this context: the burning process in which water is a reaction product and the droplet evaporation. The steep profile of $Y_{\text{H}_2\text{O}}$ is firstly caused by combustion reactions which strongly raise the gas temperature. As the gas temperature rises, the heat transfer to liquid droplets promotes the droplet heat up, which intensifies the droplet evaporation. By
considering the decrease of droplet initial diameter and the increase of dilution fraction, the role played by droplet evaporation becomes more evident. This rationale justifies the highest values of $Y_{\text{H}_2\text{O}}$ achieved with the case in which $d_0 = 10\ \mu\text{m}$ and $\alpha_{\text{H}_2\text{O}} = 0.4$. The small droplet sizes combined with the high amount of liquid water causes an increase of $Y_{\text{H}_2\text{O}}$ after the rapid rise of gas temperature. Correspondingly, as droplet evaporation evolves, gas temperature decreases in the post-flame region.

An important aspect that must be considered in both plots presented in Figure 6 refers to the influence of the flame propagation speed. As already discussed in [18], without accounting for this quantity, a wrong interpretation of droplet evaporation process could be made from variable profiles presented along the coordinate $x$. Despite showing higher temperatures and lower mass fractions of water throughout the computational domain, droplet diameter decreases more slowly in the case where $d_0 = 10\ \mu\text{m}$ and $\alpha_{\text{H}_2\text{O}} = 0.2$ than in the case where $d_0 = 10\ \mu\text{m}$ and $\alpha_{\text{H}_2\text{O}} = 0.4$. Alone, this statement sounds contradictory. To justify it, the flame speeds presented in Figure 5 must also be considered in the interpretation of the actual process. As the flame speed for the highest dilution case is lower, the elapsed time of a droplet within the domain presented in Figure 6 is higher since droplets enter the computational domain with no slip velocity (for more details about slip velocity in a similar configuration, see [18]). In this sense, droplet exposure time within the post-flame region is higher for the case in which $d_0 = 10\ \mu\text{m}$ and $\alpha_{\text{H}_2\text{O}} = 0.4$.

The general behavior of the profiles of the vapor source term is also noteworthy. In contrast to the scenario when fuel droplets interact with a flame (e.g., [18]), negative values of vapor source term can be noticed in Figure 6. Specifically, this occurs in the early stages of droplet–flame interactions, namely when cold liquid droplets face hot atmospheres with vapor concentration above its saturation value regarding the droplet surface temperature. The negative values of $S_V^f$ correspond to the vapor condensation which is also noticed in the slight increase of the diameter value. The condensation process occurs during the droplet heat-up period, which is longer as the diameter increases. It is this process that delays the increase of $Y_{\text{H}_2\text{O}}$ in the post-flame region. The impact of vapor condensation is evident for cases with $d_0 = 40\ \mu\text{m}$ in Figure 6, as the region where $S_V^f < 0$ is broader than the other cases.

The contrasting lower flame speed values found for the case in which $d_0 = 10\ \mu\text{m}$ and $\alpha_{\text{H}_2\text{O}} = 0.4$ in Figure 5 can be linked to the profiles presented in Figure 6. The higher heat and mass transfer between phases intensifies the influence of mixture cooling down and water injection in the proximity of the reaction zone. This is a straight outcome from high liquid mass fractions and small droplet sizes. For instance, observe that the maximum gas temperature is about 2000 K for $d_0 = 10\ \mu\text{m}$ and $\alpha_{\text{H}_2\text{O}} = 0.4$ profile, while this quantity is at least 400 K higher for the remaining cases. For them, the lower dilution fractions and higher diameters attenuate the heat and mass transfer in the proximity of the reaction zone. Overall, this observation illustrates the flame behavior when injecting large droplets to reach high dilution fractions. Following this strategy, the impact of water evaporation through the reaction zone is lower than that achieved when smaller droplets are injected. Herein, the dilution process is mainly achieved in the post-flame region and will be successful as long as the entire liquid quantity evaporates into a specified domain.

Due to the absence of detailed experimental data necessary to conduct a validation process, a mechanism validation for such a two-phase flow configuration cannot be conducted. Nevertheless, from the results achieved from single-phase simulations and the fair agreement among the applied mechanisms, it is expected that the tested mechanisms can be applied to characterize oxy-fuel combustion diluted with liquid water droplets.

3.3. Influence of Diffusion Transport Modeling

The effects of diffusion transport in oxy-fuel combustion for different fuels, fuel mixtures, and dilution agents are comprehensively addressed in the literature [3,9,39,40]. In contrast with [3,9,39,40], in which focus is predominantly given on the phenomenological evaluation of the diffusion transport, typical strategies applied to model the chemical
reactions in general combustion applications are evaluated here in single- and two-phase flows. To reach this objective, both unitary Lewis and mixture averaged approaches, as described in Section 2.1, are compared with results achieved with complex transport modeling. As a reference, simulations were conducted with the GRI 3.0 mechanism in all results presented in this section. Additionally, the same reference scenarios used in the previous section are employed here to facilitate the communication among results. Computations with the mixture averaged approach including thermal diffusion effects are also conveniently considered to better support the subsequent discussions.

For single-phase flows, laminar flame speed computed with the different diffusion transport modeling strategies are compared with experimental data in Figure 7. As for CO\textsubscript{2} or H\textsubscript{2}O diluted cases, the effects of the different strategies are similar. Although thermal diffusion effects are not included in computations conducted with the mixture averaged approach, the results are in good agreement with those obtained with the complex approach. Flame speed values achieved with the mixture averaged are slightly higher than the reference values in the full range of tested equivalence ratios. This good agreement may not be interpreted as an accurate description of all underlying phenomena to the analyzed combustion reactions. This aspect becomes more evident when thermal diffusion effects are included in the mixture averaged approach.

The results delivered from simulations performed with the mixture averaged approach and including thermal diffusion effects allow a better comparison with our reference simulations. For all scenarios presented in Figure 7, concerning both CO\textsubscript{2} and H\textsubscript{2}O diluted combustion, flame speed values are always higher than the reference. By comparing these two approaches, the only difference between them refers to the form in which mass diffusion coefficients are computed. Therefore, such a comparison indicates that the mixture averaged approach does not rigorously describe the underlying transport phenomena to methane oxy-fuel and oxy-steam combustion, even though computations neglecting thermal diffusion deliver accurate values of flame speeds.
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**Figure 7.** Laminar flame speed computed with different diffusion transport modeling strategies using freely propagating flame reactors. Marks, experimental data; continuous lines, complex; dashed lines, mixture-averaged without thermal diffusion modeling; dash-dot-dot lines, mixture-averaged with thermal diffusion modeling; dash-dot lines, unitary Lewis number. (left) CO\textsubscript{2} dilution with experimental data extracted from [3]; and (right) H\textsubscript{2}O dilution with experimental data extracted from [34].

With respect to the unitary Lewis number assumption with Pr = Sc, computed flame speeds clearly deviate from all other simulation results. Overall, the values are lower than the reference, while this behavior increases as the mixture becomes richer in fuel. For reactions diluted with CO\textsubscript{2} (see Figure 7, left), the lower values of s\textsubscript{l} allows a better approach to the experimental data for the most lean mixture compositions, i.e., 0.4 < φ < 0.6 of Z\textsubscript{CO\textsubscript{2}} = 0.4 and 0.5 as well as for 0.4 < φ < 1.0 of Z\textsubscript{CO\textsubscript{2}} = 0.6. Specific to the case when Z\textsubscript{CO\textsubscript{2}} = 0.7 flame speeds computed with the unitary Lewis number assumption is the strategy that better approaches to the experimental data. The results obtained for flames diluted with H\textsubscript{2}O (see Figure 7, right) do not show such a good...
agreement with experimental data for some specific mixture compositions. Considering this dilution option, computations with \( \text{Le} = 1 \) always deliver lower values than all other cases, namely simulations and experiments. The general behavior of flame speed evolution with \( \phi \), in relation of flames diluted with CO\(_2\), is preserved. At the most lean mixture compositions results approaches to other computed values, while deviations increases as the mixture becomes richer in fuel.

Considering the different modeling descriptions applied to each analyzed approach (see Section 2.1) and analyses presented in preceding studies [3,9,39,40], deviations among \( s_t \) values were expected. By changing the way that diffusion transport is modeled, impacts on the full set of differential equations given by Equations (1)–(4) would be noticed. As a result, different mixture composition and state are obtained in a specific flame region for a given modeling strategy, which consequently interferes with the reaction rate computations. This rationale can be appraised in Figure 8 by means of values of both HRR and \( \alpha \) for lean (\( \phi = 0.7 \)), stoichiometric (\( \phi = 1.0 \)), and rich (\( \phi = 1.3 \)) flames diluted with CO\(_2\) and H\(_2\)O at fractions also presented in Figure 7. Herein, the approach based on HRR and \( \alpha \) calculations, which is applied in Section 3.2 to explore the deviations found in flame speed values achieved among different mechanisms, is considered.
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**Figure 8.** Values of HRR (lines with marks) and \( \alpha \) (lines without marks) for \( \phi = 0.7, 1.0, \) and 1.3 computed with different diffusion transport modeling strategies. Continuous lines, complex; dashed lines, mixture-averaged without thermal diffusion modeling; dash-dot-dot lines: mixture-averaged with thermal diffusion modeling; dash-dot lines, unitary Lewis number. (left) CO\(_2\) dilution; and (right) H\(_2\)O dilution.

In contrast to results presented in Figure 3, besides deviations in HRR, deviations in \( \alpha \) are also noticed for the different test cases in Figure 8. Following the aspects listed in the previous paragraph, these deviations are, however, expected. Modifications in the form that diffusion transport is modeled straightly interfere with \( \alpha \) computations. From the different cases presented in Figure 3, a general behavior can be noticed. Values of \( \alpha \) do change by different methods, but not significantly between cases computed with the mixture averaged approach. This indicates that the inclusion of thermal diffusion does not interfere with \( \alpha \) but with HRR computations. Another common aspect refers to the lower values and the lower slope of \( \alpha \) curves obtained with the unitary Lewis approach throughout \( \phi \) when
compared with the other approaches. The influence of dilution agent concentration is quite apparent in the $\alpha$ profiles. In cases diluted with CO$_2$, $\alpha$ values achieved with the complex approach are always lower than those calculated with the mixture averaged approach. On the opposite side, in cases diluted with H$_2$O (i.e., $X_{H_2O} = 0.1$ and 0.2), $\alpha$ values achieved with the complex approach are always higher than those calculated with the mixture averaged approach. Regarding the HRR profiles, the trends coincide with those found in $s_l$ plots in Figure 7, as for the analysis of reaction mechanisms.

The overall behavior observed for single-phase combustion is also noticed for flames propagating in droplet mists in Figure 9. Computations performed with the mixture averaged approach including thermal diffusion effects deliver the highest values of flame speed. The results achieved with the detailed transport description are found as intermediary values among the different models. Again, the mixture averaged approach computed without thermal diffusion modeling shows a good agreement with the reference model in all the tested scenarios.

In contrast to flames propagating in fuel droplet mists (e.g., [18,19]), the existence of evaporating droplets does not attenuate the deviations between unitary and non-unitary Lewis number approaches. In all scenarios, the overall behavior observed in Figure 9 is quite similar to the results presented in Figure 7 for single-phase flames.

From the results presented in this section for single-phase flames, we can summarize that unitary Lewis assumption may be an option for analyses which intend to address the prediction of flame topology, as well as flame stabilization mechanisms (e.g., triple flames and swirl-stabilized flames [16]), concerning lean mixture compositions that are not far from the lean flammability limit. This is also a valid statement for general mixture compositions when strong CO$_2$ dilution occurs. Except for these scenarios, differential diffusion effects should be considered in general oxy-fuel and oxy-steam combustion. The mixture-averaged approach is demonstrated to be a feasible choice to predict flame topology and stabilization mechanisms. Such differential diffusion effects may be included in general flame simulations indirectly in terms of the strategies proposed by Ramaekers et al. [41] and Gierth et al. [6], or it would require other formulations of mixture fraction transport equation to include it in a direct form (e.g., [42]). Nevertheless, in situations where interest goes beyond prediction of flame topology and stabilization mechanisms, complex diffusion transport modeling should be accounted for.

4. Conclusions

The effects of different reaction mechanisms and diffusion transport modeling in oxy-fuel combustion of methane are investigated including different dilution agent characteristics. Variations in diluent agent composition accounting for CO$_2$ and H$_2$O are analyzed.
Specific to water dilution cases, injection of the diluent in both gaseous and liquid phases are also studied. Special attention has been given to diffusion transport modeling in view of typical strategies applied to general CFD solvers. The employed setup has been successfully validated against experimental data and simulation results available in the literature. The results indicate that a commonly applied simplification to general flame modeling interferes with flame propagation speed values, which may be reflected on the prediction of flame topology and stabilization mechanisms. Furthermore, questions raised in previous works (e.g., in [3,11]), as the effects of different mechanisms for predicting laminar flame speeds of methane oxy-fuel combustion, could be addressed. The framework in which the effects of different reactions mechanisms are investigated (i.e., identical CFD code and similar numerical setup and boundary conditions) allowed extracting important observations for modelers interested in oxy-fuel combustion simulations. A summary of the main outcomes of the present study is listed in the sequel.

Analysis conducted with the three investigated mechanisms demonstrates that all of them are able to recover the laminar flame speed of oxy-fuel combustion diluted with CO$_2$ and H$_2$O. The CRECK C1-C3 mechanism presented the best agreement with available experimental data in both situations and for different dilution fractions within the single-phase flow setup. The results obtained with the GRI 3.0, which is the smallest of the three analyzed mechanisms, show that it also performed quite well in different scenarios. Its robustness and relative low computational demands allowed the description of the broadest range of scenarios within the proposed analyses. On the other hand, the denoted DTU mechanism showed the highest sensitivity in the different tested conditions. In summary, the GRI 3.0 mechanism demonstrated to be a feasible choice for the general description of oxy-fuel combustion process. Computations conducted with GRI 3.0 required much less time and memory than those performed with the other mechanisms. However, when more details about oxy-fuel combustion are required, the CRECK C1-C3 mechanism is suggested. Particularly, the advantages of CRECK C1-C3 mechanism over GRI 3.0 should be more pronounced for rich mixtures and high dilution fractions.

Oxy-fuel combustion demonstrated to be sensitive to the different diffusion transport modeling approaches. Such an outcome was evident in all analyzed scenarios. In general, as more simplifications are included in a specific model, its agreement with available experimental data decreases. An exception occurs for the mixture averaged approach without including thermal diffusion effects, which is a typical strategy applied in general CFD solvers. Herein, a good agreement was observed with the complex model for single- and two-phase flow flames. Therefore, the mixture average approach without thermal diffusion effects can be seen as a feasible choice to improve the characterization of flame topology and stabilization mechanisms by including differential diffusion effects when computational costs are prohibitive to perform simulations with the complex model. Regarding the unitary Lewis number approach, high deviations from experimental data and the complex model are noticed. In contrast to previous studies associated with flames propagating in fuel droplet mists, no specific scenario (e.g., lean or rich mixtures) appears to significantly attenuate such deviations. In fact, such deviations are less pronounced for mixtures approaching the lower flammability limit in single- and two-phase flow framework. Such outcomes indicate that the differential diffusion transport may be an issue in general oxy-fuel combustion modeling. Nevertheless, to attest its relevance in general context, detailed and systematic investigations in turbulent combustion are further required.

Concerning the dilution process by means of liquid water droplets, significant impact on general combustion process could be noticed. The distributed heat and mass transfer throughout the flame caused by droplet evaporation and condensation is found to be the main reason of deviations from single- to two-phase flow combustion. Flames propagating in water droplet mists produced higher flame speed values than those computed in single-phase context, in which an overall dilution fraction is preserved. Besides the observed increase in flame propagation speed, a well pronounced shifting of the highest flame speed to rich mixtures (also noticed, but less pronounced, for gaseous flames) could be seen.
Such outcomes point out that injection of liquid water to perform the flow stream dilution in oxy-fuel combustion may be a feasible alternative when high dilution fractions are required. As in air-blown cases, such a dilution strategy may allow the design of more compact devices for a defined mass flow rate of flue gas. Certainly, the option for such a dilution strategy shall present some drawbacks, for instance high production of thermal NO\textsubscript{x} due to local regions with high temperatures in the case of N\textsubscript{2} infiltration. A systematic investigation of eventual drawbacks and limitations of the usage of condensed water as a dilution agent in oxy-fuel combustion is beyond the scope of the present work. This is therefore left as subject for future works. Finally, from analyses conducted to investigate the effects of of different reaction mechanisms and diffusion transport modeling, it could be noticed that characteristics observed in single-phase flow computations are similar to those in the two-phase flow context.
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Abbreviations

The following abbreviations are used in this manuscript:

- CCS carbon capture and storage
- CFD computational fluid dynamics
- FPV flamelet progress variable
- LES large eddy simulation
- ODE ordinary differential equation
- RANS Reynolds averaged Navier–Stokes
- RHS right hand side
- SD species diluted approach
- SMD Sauter mean diameter

Appendix A. Counterflow Flames

Counterflow flames were simulated during the development of this work as part of the validation procedure. Within this configuration, radiation heat transfer is more pronounced than in freely propagating flames. Therefore, this setup is more suited to evaluate such a heat transfer mode coupled with methane oxy-fuel combustion.

To conduct counterflow flame simulations, the full set of equations (Equations (1)–(4)) is considered. Nevertheless, phase coupling terms are not accounted for, since single-phase flows are considered.

Simulation results extracted from [2] are used in Figure A1 as reference for validation of the implemented radiation model and the overall numerical setup. All cases are performed with a global strain rate of $a = 100 \text{ s}^{-1}$ and with fresh reactants injected at 300 K into the computational domain. This temperature value is also used as the ambient temperature in
radiation heat transfer computations. Different oxidizer compositions define the various scenarios presented in Figure A1 considering that

\[
\alpha_i = \frac{X_i}{X_{O_2} + X_{CO_2} + X_{N_2}} \quad \text{with} \quad i = O_2, CO_2, N_2.
\]  

(A1)

In Figure A1, the effects of radiation heat transfer are clearly noticed. As heat is transferred from the hot gases to the ambient, maximum flame temperature is clearly reduced. This temperature reduction is intensified as the CO\(_2\) dilution fraction increase. This is expected, since CO\(_2\) is a contributing species for radiation heat transfer (see Section 2.1). Another important aspect refers to the higher dilution fractions achieved when heat losses are not accounted for. In general, dashed lines in Figure A1 reaches higher values of \(\alpha_{CO_2}\) than those related to the radiation heat transfer calculations.

With respect to the comparison with the reference data, a good agreement can be observed between our computations conducted with radiation heat transfer and the reference ones. Small deviations are noticed in cases computed with \(\alpha_{O_2} = 0.50\) and slightly less pronounced for the highest CO\(_2\) dilution ratios with \(\alpha_{O_2} = 0.25\).
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