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Abstract. We study accretive quadratic operators with zero singular spaces. These degenerate non-selfadjoint differential operators are known to be hypoelliptic and to generate contraction semigroups which are smoothing in the Schwartz space for any positive time. In this work, we study the short-time asymptotics of the regularizing effect induced by these semigroups. We show that these short-time asymptotics depend on the directions of the phase space, and that this dependence can be nicely understood through the structure of the singular space. As a byproduct of these results, we derive sharp subelliptic estimates for accretive quadratic operators with zero singular spaces pointing out that the loss of derivatives with respect to the elliptic case also depends on the phase space directions according to the structure of the singular space. Some applications of these results are then given to the study of degenerate hypoelliptic Ornstein-Uhlenbeck operators and degenerate hypoelliptic Fokker-Planck operators.

1. Introduction

1.1. Quadratic operators. We study in this work quadratic operators. This class of operators stands for pseudodifferential operators

\begin{equation}
q^w(x, D_x)u(x) = \frac{1}{(2\pi)^n} \int_{\mathbb{R}^{2n}} e^{i(x-y) \cdot \xi} q\left(\frac{x+y}{2}, \xi\right) u(y) dy d\xi,
\end{equation}

defined by the Weyl quantization of complex-valued quadratic symbols

\[ q : \mathbb{R}^{2n} \rightarrow \mathbb{C}, \quad n \geq 1, \]

\[ (x, \xi) \mapsto q(x, \xi). \]

These non-selfadjoint operators are in fact only differential operators since the Weyl quantization of the quadratic symbol \( x^\alpha \xi^\beta \), with \( (\alpha, \beta) \in \mathbb{N}^{2n}, |\alpha + \beta| = 2 \), is simply given by

\begin{equation}
(x^\alpha \xi^\beta)^w = \text{Op}^w(x^\alpha \xi^\beta) = \frac{x^\alpha D_x^\beta + D_x^\beta x^\alpha}{2},
\end{equation}

with \( D_x = i^{-1} \partial_x \). The maximal closed realization of a quadratic operator \( q^w(x, D_x) \) on \( L^2(\mathbb{R}^n) \), that is, the operator equipped with the domain

\begin{equation}
D(q^w) = \{ u \in L^2(\mathbb{R}^n) : q^w(x, D_x)u \in L^2(\mathbb{R}^n) \},
\end{equation}
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where \( q^n(x, D_x)u \) is defined in the distribution sense, is known to coincide with the graph closure of its restriction to the Schwartz space \([16](\text{pp. 425-426})\),
\[
q^n(x, D_x) : \mathcal{S}(\mathbb{R}^n) \to \mathcal{S}(\mathbb{R}^n).
\]

Classically, to any quadratic form defined on the phase space
\[
q : \mathbb{R}^n_x \times \mathbb{R}^n_\xi \to \mathbb{C},
\]
is associated a matrix \( F \in M_{2n}(\mathbb{C}) \) called its Hamilton map, or its fundamental matrix, which is defined as the unique matrix satisfying the identity
\[
(1.4) \quad \forall (x, \xi) \in \mathbb{R}^{2n}, \forall (y, \eta) \in \mathbb{R}^{2n}, \quad q((x, \xi), (y, \eta)) = \sigma((x, \xi), F(y, \eta)),
\]
with \( q(\cdot, \cdot) \) the polarized form associated to the quadratic form \( q \), where \( \sigma \) stands for the standard symplectic form
\[
(1.5) \quad \sigma((x, \xi), (y, \eta)) = \langle \xi, y \rangle - \langle x, \eta \rangle = \sum_{j=1}^{n}(\xi_jy_j - x_j\eta_j),
\]

with \( x = (x_1, \ldots, x_n) \), \( y = (y_1, \ldots, y_n) \), \( \xi = (\xi_1, \ldots, \xi_n) \), \( \eta = (\eta_1, \ldots, \eta_n) \) \( \in \mathbb{C}^n \). We notice that a Hamilton map is skew-symmetric with respect to the symplectic form
\[
(1.6) \quad \sigma((x, \xi), F(y, \eta)) = q((x, \xi), (y, \eta)) = q((y, \eta), (x, \xi)) = \sigma((y, \eta), F(x, \xi)) = -\sigma(F(x, \xi), (y, \eta)),
\]
by symmetry of the polarized form and skew-symmetry of the symplectic form. We observe from the definition that
\[
F = \frac{1}{2} \begin{pmatrix} \nabla_{\xi} \nabla_{x} q & \nabla_{\xi} q \\ -\nabla_{x} q & -\nabla_{\xi} q \end{pmatrix},
\]
where the matrices \( \nabla_{x} q = (a_{i,j})_{1 \leq i,j \leq n} \), \( \nabla_{\xi} q = (b_{i,j})_{1 \leq i,j \leq n} \), \( \nabla_{\xi} \nabla_{x} q = (c_{i,j})_{1 \leq i,j \leq n} \), \( \nabla_{x} \nabla_{\xi} q = (d_{i,j})_{1 \leq i,j \leq n} \) are given by
\[
a_{i,j} = \partial^2_{x_i x_j} q, \quad b_{i,j} = \partial^2_{\xi_i \xi_j} q, \quad c_{i,j} = \partial^2_{\xi_i x_j} q, \quad d_{i,j} = \partial^2_{x_i \xi_j} q.
\]

In \([10]\), the notion of singular space was introduced by the two first authors by pointing out the existence of a particular vector subspace in the phase space, which is intrinsically associated to a quadratic symbol \( q \), and defined as the following finite intersection of kernels
\[
(1.7) \quad S = \left( \bigcap_{j=0}^{2n-1} \text{Ker}[\text{Re} F(\text{Im} F)^j] \right) \cap \mathbb{R}^{2n},
\]
where \( \text{Re} F \) and \( \text{Im} F \) stand respectively for the real and imaginary parts of the Hamilton map \( F \) associated to the quadratic symbol \( q \),
\[
\text{Re} F = \frac{1}{2}(F + \overline{F}), \quad \text{Im} F = \frac{1}{2i}(F - \overline{F}).
\]
As pointed out in \([10, 24, 27, 30]\), the singular space plays a basic role in understanding the spectral and hypoelliptic properties of non-elliptic quadratic operators, as well as the spectral and pseudospectral properties of certain classes of degenerate doubly characteristic pseudodifferential operators \([11, 12, 29]\). Some applications of these results to the
study of degenerate hypoelliptic Ornstein-Uhlenbeck operators and degenerate hypoelliptic Fokker-Planck operators are also given in [25].

When the quadratic symbol \( q \) has a non-negative real part \( \text{Re} \ q \geq 0 \), the singular space can be defined in an equivalent way as the subspace in the phase space where all the Poisson brackets

\[
H_{\text{Im} q}^k \text{Re} \ q = \left( \frac{\partial \text{Im} q}{\partial \xi} \cdot \frac{\partial}{\partial x} - \frac{\partial \text{Im} q}{\partial x} \cdot \frac{\partial}{\partial \xi} \right)^k \text{Re} \ q, \quad k \geq 0,
\]

are vanishing

\[
S = \{ X = (x, \xi) \in \mathbb{R}^{2n} : (H_{\text{Im} q}^k \text{Re} \ q)(X) = 0, \ k \geq 0 \}.
\]

This dynamical definition shows that the singular space corresponds exactly to the set of points \( X \in \mathbb{R}^{2n} \), where the real part of the symbol \( \text{Re} q \) under the flow of the Hamilton vector field \( H_{\text{Im} q} \) associated to its imaginary part (1.8) \( t \mapsto \text{Re} q(e^{tH_{\text{Im} q}} X) \), vanishes to infinite order at \( t = 0 \). This is also equivalent to the fact that the function (1.8) is identically zero on \( \mathbb{R} \).

In this work, we first study the class of quadratic operators whose Weyl symbols have a non-negative real part \( \text{Re} q \geq 0 \) and a zero singular space \( S = \{0\} \). These possibly non-elliptic non-selfadjoint operators are known to be hypoelliptic and to enjoy specific subelliptic properties which can be nicely characterized by the structure of the singular space [27]. We recall from [10] (Theorem 1.2.2) that the spectrum of these operators acting on \( L^2 \) and equipped with the domain (1.3), is discrete and only composed of eigenvalues with finite algebraic multiplicities given by

\[
\sigma(q^w(x, D_x)) = \left\{ \sum_{\lambda \in \sigma(F)} (r_\lambda + 2k_\lambda)(-i\lambda) : k_\lambda \in \mathbb{N} \right\},
\]

with \( \mathbb{C}_+ = \{ z \in \mathbb{C} : \text{Re} \ z > 0 \} \), where \( \mathbb{N} \) is the set of non-negative integers, \( F \) denotes the Hamilton map (1.4) of \( q \), and where \( r_\lambda \) stands for the dimension of the space of generalized eigenvectors of \( F \) in \( \mathbb{C}^{2n} \) associated to the eigenvalue \( \lambda \). Afterwards, we study a more general class of quadratic operators whose Weyl symbols have a non-negative real part \( \text{Re} q \geq 0 \) and whose singular spaces \( S \) can be non-zero but still have a symplectic structure.

### 1.2. Setting of the analysis.

Let \( q : \mathbb{R}_x^n \times \mathbb{R}_\xi^n \rightarrow \mathbb{C} \), with \( n \geq 1 \), be a quadratic form with a non-negative real part \( \text{Re} q \geq 0 \). We know from [10] (pp. 425-426) that the quadratic operator \( q^w(x, D_x) \) equipped with the domain (1.3), is maximal accretive and generates a contraction semigroup \( (e^{-tq^w})_{t \geq 0} \) on \( L^2(\mathbb{R}^n) \). Furthermore, the result of [16] (Theorem 4.2) shows that for all \( u \in \mathcal{S}(\mathbb{R}^n) \), the mapping

\[
[0, +\infty) \rightarrow \mathcal{S}(\mathbb{R}^n)
\]

\[
t \mapsto e^{-tq^w} u
\]
is continuous. We first assume that the singular space of the quadratic form \( q \) is zero
\[
(1.11) \quad S = \left( \bigcap_{j=0}^{2n-1} \text{Ker} \left[ \text{Re } F (\text{Im } F)^j \right] \right) \cap \mathbb{R}^{2n} = \{0\}.
\]

Under these assumptions, the quadratic operator generates a contraction semigroup \( (e^{-tq^w})_{t \geq 0} \) on \( L^2(\mathbb{R}^n) \),
\[
\begin{align*}
\begin{cases}
\partial_t u(t, x) + q^w(x, D_x)u(t, x) = 0, \\
u(t, \cdot)|_{t=0} = u_0 \in L^2(\mathbb{R}^n),
\end{cases}
\end{align*}
\]
which is smoothing in the Schwartz space \( \mathcal{S} \) (Theorem 1.2.1),
\[
\forall u_0 \in L^2(\mathbb{R}^n), \forall t > 0, \quad e^{-tq^w}u_0 \in \mathcal{S}(\mathbb{R}^n),
\]
for any positive time.

In the present work, we aim at studying how the regularizing effect induced by the semigroup \( (e^{-tq^w})_{t \geq 0} \) acts for small times \( 0 < t \ll 1 \). To that end, we analyze the short-time asymptotics of the following differentiations of the semigroup
\[
(1.12) \quad \| (\langle x_0, x \rangle + \langle \xi_0, D_x \rangle) e^{-tq^w}u_0 \|_{L^2(\mathbb{R}^n)},
\]
with \( x_0 = (x_0)_1, \ldots, (x_0)_n \in \mathbb{R}^n, \xi_0 = ((\xi_0)_1, \ldots, (\xi_0)_n) \in \mathbb{R}^n, \)
\[
\langle x_0, x \rangle + \langle \xi_0, D_x \rangle = \sum_{j=1}^n ((x_0)_j x_j + (\xi_0)_j D_{x_j}),
\]
and we aim at understanding how the behavior of the terms \( (1.12) \) depend on the phase space direction \( X_0 = (x_0, \xi_0) \in \mathbb{R}^{2n} \). As indicated by previous works, this dependence is expected to be non-trivial. This is pointed out for instance by the work of Hérau [9] (Theorem 1.1) on the short-time behavior of the Fokker-Planck equation
\[
\begin{align*}
\begin{cases}
\partial_t f(t, x, v) + Kf(t, x, v) = 0, \\
f(t, \cdot)|_{t=0} = f_0 \in B^2,
\end{cases}
\end{align*}
\]
where
\[
B^2 = \{ f \in \mathcal{D}'(\mathbb{R}^{2n}_{x,v}) : fe^{\frac{\xi^2}{2}+V(x)} \in L^2(\mathbb{R}^n e^{-\frac{\xi^2}{2}+\Delta(x)} dx dv) \}
\]
and
\[
Kf = v \cdot \partial_x f - \partial_x V(x) \cdot \partial_v f - \partial_v \cdot (\partial_v + v)f,
\]
with a confining (not necessarily quadratic) potential. This work shows that the short-time asymptotics of the regularizing effect induced by the semigroup
\[
(1.13) \quad \| (-\partial_v + v)e^{-tK} \|_{\mathcal{L}(B^2)} \leq \frac{C}{t^{\frac{n}{2}}}, \quad \| (-\partial_x + \partial_x V)e^{-tK} \|_{\mathcal{L}(B^2)} \leq \frac{C}{t^{\frac{n}{2}}},
\]
when \( 0 < t \leq 1 \), clearly depend on the directions of the phase space in which the semigroup is differentiated. The results of the present work for accretive quadratic operators with zero singular spaces allow in particular to recover the short-time asymptotics \( (1.13) \) in the case when the confining potential \( V \) is quadratic. Afterwards, we discuss the case when singular spaces are possibly non-zero but still have a symplectic structure.

1.3. Statements of the main results.
1.3.1. Results for quadratic operators with zero singular spaces. According to the assumption (1.11), we may consider \( 0 \leq k_0 \leq 2n - 1 \) the smallest integer satisfying

\[
\left( \bigcap_{j=0}^{k_0} \text{Ker} \left[ \text{Re} F(\text{Im} F)^j \right] \right) \cap \mathbb{R}^{2n} = \{0\}.
\]

This non-negative integer is a structural parameter of the singular space. It plays a basic role in understanding the subelliptic properties of the quadratic operator \( q^w(x, D_x) \), and in measuring the loss of derivatives with respect to the elliptic case in the subelliptic estimates satisfied by this operator [27] (Theorem 1.2.1). The structure of the singular space also allows one to define the following vector subspaces in the phase space

\[
V_k = \left( \bigcap_{j=0}^{k} \text{Ker} \left[ \text{Re} F(\text{Im} F)^j \right] \right) \cap \mathbb{R}^{2n}, \quad 0 \leq k \leq k_0,
\]

where the orthogonality is taken in \( \mathbb{R}^{2n} \) with respect to the Euclidean scalar product

\[
\langle (x, \xi), (y, \eta) \rangle = \sum_{j=1}^{2n} (x_j y_j + \xi_j \eta_j),
\]

with \( x = (x_1, \ldots, x_n), \xi = (\xi_1, \ldots, \xi_n), y = (y_1, \ldots, y_n), \eta = (\eta_1, \ldots, \eta_n) \in \mathbb{R}^n \). According to (1.14), this family of vector subspaces is increasing for the inclusion

\[
V_0 \subset V_1 \subset \ldots \subset V_{k_0} = \mathbb{R}^{2n},
\]

and allows one to define the index of any point in the phase space \( X_0 = (x_0, \xi_0) \in \mathbb{R}^{2n} \) with respect to the singular space, as the smallest integer \( 0 \leq k_{X_0} \leq k_0 \) satisfying \( X_0 \in V_{k_{X_0}} \).

The following result shows that this notion of index allows one to determine the short-time asymptotics of the regularizing effect induced by the semigroup \((e^{-tq^w})_{t \geq 0}\) in the phase space direction given by the vector \( X_0 = (x_0, \xi_0) \in \mathbb{R}^{2n} \):

**Theorem 1.1.** Let \( q : \mathbb{R}_x^2 \times \mathbb{R}^n_\xi \to \mathbb{C} \), with \( n \geq 1 \), be a quadratic form with a non-negative real part \( \text{Re} q \geq 0 \) and a zero singular space

\[
S = \left( \bigcap_{j=0}^{2n-1} \text{Ker} \left[ \text{Re} F(\text{Im} F)^j \right] \right) \cap \mathbb{R}^{2n} = \{0\}.
\]

Let \( 0 \leq k_0 \leq 2n - 1 \) be the smallest integer satisfying (1.14). Then, there exists a positive constant \( C > 0 \) such that for all \( X_0 = (x_0, \xi_0) \in \mathbb{R}^{2n}, u \in L^2(\mathbb{R}^n) \),

\[
\forall 0 < t \leq 1, \quad \|\langle (x_0, x) + (\xi_0, D_x) e^{-tq^w} u \rangle\|_{L^2(\mathbb{R}^n)} \leq C |X_0| t^{-\frac{k_{X_0} + 1}{2}} \|u\|_{L^2(\mathbb{R}^n)},
\]

\[
\forall t \geq 1, \quad \|\langle (x_0, x) + (\xi_0, D_x) e^{-tq^w} u \rangle\|_{L^2(\mathbb{R}^n)} \leq C |X_0| e^{-\omega_0 t} \|u\|_{L^2(\mathbb{R}^n)},
\]

with \( 0 \leq k_{X_0} \leq k_0 \) the index of the point \( X_0 \in \mathbb{R}^{2n} \) with respect to the singular space,

\[
\omega_0 = \sum_{\lambda \in \sigma(F)} r_\lambda \text{Re}(-i\lambda) > 0, \quad \mathbb{C}_+ = \{z \in \mathbb{C} : \text{Re} z > 0\},
\]
where \( r_\lambda \) stands for the dimension of the space of generalized eigenvectors of \( F \) in \( \mathbb{C}^{2n} \) associated to the eigenvalue \( \lambda \in \sigma(F) \), and where \( | \cdot | \) denotes the Euclidean norm on \( \mathbb{R}^{2n} \).

This result shows that the structure of the singular space accounting for the family of vector subspaces \( \{ V_k \}_{0 \leq k \leq k_0} \), allows one to sharply describe the short-time asymptotics of the regularizing effect induced by the semigroup \( (e^{-tq^w})_{t \geq 0} \). The degeneracy degree of the phase space directions \( X_0 = (x_0, \xi_0) \in \mathbb{R}^{2n} \) given by the index with respect to the singular space directly accounts for the blow-up upper bound \( t^{-(2k_0+1)/2} \), for small times \( t \to 0^+ \). Regarding the large time asymptotics, we notice from (1.9) that the rate of exponential decay \( -\omega_0 \) naturally corresponds to the spectral abscissa of the operator \(-q^w(x, D_x)\).

As a corollary, we prove the following upper bounds for iterated differentiations of the semigroup:

**Corollary 1.2.** Let \( q : \mathbb{R}_+ \times \mathbb{R}_+ \to \mathbb{C} \), with \( n \geq 1 \), be a quadratic form with a non-negative real part \( \text{Re} \ q \geq 0 \) and a zero singular space

\[
S = \left( \bigcap_{j=0}^{2n-1} \ker \text{Re} F(\text{Im} F)^j \right) \cap \mathbb{R}^{2n} = \{0\}.
\]

Let \( 0 \leq k_0 \leq 2n - 1 \) be the smallest integer satisfying (1.14). Then, there exists a positive constant \( C \) such that for all \( m \geq 1 \), \( X_1 = (x_1, \xi_1) \in \mathbb{R}^{2n} \), \( \ldots \), \( X_m = (x_m, \xi_m) \in \mathbb{R}^{2n} \), \( u \in L^2(\mathbb{R}^n) \),

\[
\forall 0 < t \leq 1, \quad \left\| (\langle x_1, x \rangle + \langle \xi_1, D_x \rangle) \ldots (\langle x_m, x \rangle + \langle \xi_m, D_x \rangle) e^{-tq^w} u \right\|_{L^2(\mathbb{R}^n)} \leq C^m(m!)^{2k_0+1} \left( \prod_{j=1}^{m} |X_j| \right) t^{-(2k_0+1)\frac{m}{2}} \| u \|_{L^2(\mathbb{R}^n)},
\]

\[
\forall t \geq 1, \quad \left\| (\langle x_1, x \rangle + \langle \xi_1, D_x \rangle) \ldots (\langle x_m, x \rangle + \langle \xi_m, D_x \rangle) e^{-tq^w} u \right\|_{L^2(\mathbb{R}^n)} \leq C^m(m!)^{2k_0+1} \left( \prod_{j=1}^{m} |X_j| \right) e^{-\omega_0 t} \| u \|_{L^2(\mathbb{R}^n)},
\]

with

\[
\omega_0 = \sum_{\lambda \in \sigma(F) : -i\lambda \in \mathbb{C}_+} r_\lambda \text{Re} (-i\lambda) > 0, \quad \mathbb{C}_+ = \{ z \in \mathbb{C} : \text{Re} z > 0 \},
\]

where \( r_\lambda \) stands for the dimension of the space of generalized eigenvectors of \( F \) in \( \mathbb{C}^{2n} \) associated to the eigenvalue \( \lambda \in \sigma(F) \), and where \( | \cdot | \) denotes the Euclidean norm on \( \mathbb{R}^{2n} \).

The result of Corollary 1.2 provides an upper bound in \( \mathcal{O}(t^{-(2k_0+1)m/2}) \) for the short-time asymptotics of \( m \) differentiations of the semigroup \( (e^{-tq^w})_{t \geq 1} \). Unfortunately, this result does not disclose that these short-time asymptotics do depend on the phase space directions of the differentiations. It would be actually most interesting to understand if the upper bound in Corollary 1.2 may be sharpened to

\[
\mathcal{O}(t^{-\frac{2(k_{X_1} + \ldots + k_{X_m}) + m}{2}}),
\]
where $k_{X_j}$ denotes the index of the direction $X_j = (x_j, \xi_j) \in \mathbb{R}^{2n}$ with respect to the singular space.

By using the Sobolev inequality and the estimate $(k + l)! \leq 2^{k+l}(k!)l!$, which holds for any $k, l \geq 0$, we notice that the result of Corollary 1.2 implies that there exists a positive constant $C > 1$ such that for all $\alpha, \beta \in \mathbb{N}^n, u \in L^2(\mathbb{R}^n)$,

$$\forall 0 < t \leq 1, \sup_{x \in \mathbb{R}^n} |x^\alpha \partial_x^\beta e^{-\frac{tq}{2}u}| \leq C^{1+|\alpha|+|\beta|}(\alpha!\beta!)^{\frac{2k_0+1}{2}}(\beta!)^{\frac{2k_0+1}{2}} t^{-\frac{2k_0+1}{2}(|\alpha|+|\beta|+s)} \|u\|_{L^2},$$

$$\forall t \geq 1, \sup_{x \in \mathbb{R}^n} |x^\alpha \partial_x^\beta e^{-\frac{tq}{2}u}| \leq C^{1+|\alpha|+|\beta|}(\alpha!\beta!)^{\frac{2k_0+1}{2}}(\beta!)^{\frac{2k_0+1}{2}} e^{-\omega t} \|u\|_{L^2},$$

where $s$ is an integer satisfying $s > n/2$. These estimates show that the semigroup $(e^{-\frac{tq}{2}u})_{t \geq 0}$ is smoothing in the Gelfand-Shilov space $S^{\frac{k_0+1}{2}}(\mathbb{R}^n)$ for any positive time $t > 0$, and provide a precise control of the Gelfand-Shilov seminorms. We refer the reader to the appendix in Section 1 for the definition of the Gelfand-Shilov regularity. In the work [27] (Theorem 1.2) prepared simultaneously with the present one, this regularizing result is sharpened and the semigroup $(e^{-\frac{tq}{2}u})_{t \geq 0}$ is showed to be actually smoothing in the Gelfand-Shilov space $S^{1/2}(\mathbb{R}^n)$ for any positive time $t > 0$, with a control in $O(t^{-\frac{k_0+1}{2}(|\alpha|+|\beta|+2n+s)})$ of the seminorms as $t \to 0^+$, where $s$ is an integer satisfying $s > n/2$.

As mentioned above, quadratic operators whose symbols have a non-negative real part and a zero singular space satisfy specific subelliptic estimates where the loss of derivatives with respect to the elliptic case directly depends on the structural parameter of the singular space $0 \leq k_0 \leq 2n - 1$. These subelliptic estimates were proven to hold in [27] (Theorem 1.2.1), by using a multiplier method. The construction of the multiplier is the core of the work [27] (Proposition 2.0.1). This construction is very technical and quite intricate. We show in the present work that these estimates can be recovered as a byproduct of the result of Theorem 1.1. In the following statement, we denote by

$$\langle (x, D_x) \rangle^s = (1 + D_x^2 + x^2)^{\frac{s}{2}}, \quad s \geq 0, \quad D_x = i^{-1} \partial_x,$$

the operator defined by functional calculus of the harmonic oscillator.

**Corollary 1.3.** Let $q : \mathbb{R}_x \times \mathbb{R}_\xi \to \mathbb{C}$, with $n \geq 1$, be a quadratic form with a non-negative real part $\text{Re} \ q \geq 0$ and a zero singular space

$$S = \left( \bigcap_{j=0}^{2n-1} \text{Ker} \left[ \text{Re} \ F (\text{Im} \ F)^j \right] \right) \cap \mathbb{R}^{2n} = \{0\}.$$ 

Let $0 \leq k_0 \leq 2n - 1$ be the smallest integer satisfying (1.14). Then, there exists a positive constant $C > 0$ such that

$$\forall u \in D(q^u), \quad \|\langle (x, D_x) \rangle^{2k_0+1} u\|_{L^2(\mathbb{R}^n)} \leq C(\|q^u(x, D_x)u\|_{L^2(\mathbb{R}^n)} + \|u\|_{L^2(\mathbb{R}^n)}).$$

In the work [27], we develop an alternative approach to the proof of Corollary 1.3 based on the study of the semigroup generated by the operator $q^u(x, D_x)$, viewed as a quadratic Fourier integral operator with complex phase, on the FBI transform side.
More generally, we show that these subelliptic estimates can be sharpened and improved in the directions of the phase space which are less degenerate, that is, with smaller indices with respect to the singular space. To that end, we introduce the following non-negative quadratic forms

\[(1.18) \quad r_k(X) = \sum_{j=0}^{k} \text{Re} \ q((\text{Im} \ F)^j X) \geq 0, \quad X = (x, \xi) \in \mathbb{R}^{2n},\]

for any \(0 \leq k \leq k_0\), where \(0 \leq k_0 \leq 2n - 1\) is the smallest integer satisfying (1.14). Equipped with the domain

\[(1.19) \quad D(\Lambda^2_{k}) = D(r^w_k) = \{u \in L^2(\mathbb{R}^n) : r^w_k(x, D_x)u \in L^2(\mathbb{R}^n)\},\]

the selfadjoint operator

\[(1.20) \quad \Lambda^2_{k} = 1 + r^w_k(x, D_x),\]

is positive (see Lemma 2.6), \(\forall u \in D(\Lambda^2_{k})\), \((\Lambda^2_{k} u, u)_{L^2(\mathbb{R}^n)} = (r^w_k(x, D_x)u, u)_{L^2(\mathbb{R}^n)} + \|u\|^2_{L^2(\mathbb{R}^n)} \geq \|u\|^2_{L^2(\mathbb{R}^n)}\).

We shall consider the fractional powers of these positive operators

\[(1.21) \quad \Lambda^{\frac{2}{2k+1}}_{k} = (\Lambda^2_{k})^{\frac{1}{2k+1}} = \left(1 + r^w_k(x, D_x)\right)^{\frac{1}{2k+1}}.\]

We refer the reader for instance to [21] (Chapter 4) for the definition of these fractional powers of positive operators. By using these operators, the result of Corollary 1.3 can be improved as follows:

**Theorem 1.4.** Let \(q : \mathbb{R}^n_x \times \mathbb{R}^n_\xi \to \mathbb{C}\), with \(n \geq 1\), be a quadratic form with a non-negative real part \(\text{Re} \ q \geq 0\) and a zero singular space

\[S = \left(\bigcap_{j=0}^{2n-1} \text{Ker}[\text{Re} \ F(\text{Im} \ F)^j]\right) \cap \mathbb{R}^{2n} = \{0\} \cap \mathbb{R}^{2n} = \{0\} .\]

Let \(0 \leq k_0 \leq 2n - 1\) be the smallest integer satisfying (1.14). Then, there exists a positive constant \(C > 0\) such that

\[\forall u \in D(q^w), \quad \|\Lambda_{0} u\|_{L^2(\mathbb{R}^n)} + \sum_{k=1}^{k_0} \|\Lambda^{\frac{2}{2k+1}}_{k} u\|_{L^2(\mathbb{R}^n)} \leq C(\|q^w(x, D_x)u\|_{L^2(\mathbb{R}^n)} + \|u\|_{L^2(\mathbb{R}^n)}) ,\]

where the operators \(\Lambda^{\frac{2}{2k+1}}_{k}\) are defined in (1.21).

The result of Theorem 1.4 shows that the subelliptic estimates can be refined in the phase space directions which are less degenerate, that is, in the directions where the indices with respect to the singular space are strictly lower than \(k_0\). The authors expect the powers \(2/(2k + 1)\) for the operators \(\Lambda_{k}\), when \(1 \leq k \leq k_0\), to be sharp. However, the power 1 for the operator \(\Lambda_{0}\) is probably not optimal. The optimal power for the operator \(\Lambda_{0}\) is expected to be equal to 2.
1.3.2. Results for quadratic operators with symplectic singular spaces. We consider a quadratic operator $q_w(x, D_x)$ whose Weyl symbol has a non-negative real part $\text{Re} \ q \geq 0$ and whose singular space

$$ S = \left( \bigcap_{j=0}^{2n-1} \ker \left[ \text{Re} \ F(\text{Im} \ F)^j \right] \right) \cap \mathbb{R}^{2n}, $$

has a symplectic structure, that is, when the restriction of the symplectic form $\sigma|_S$ to the singular space is non-degenerate. This symplectic structure property holds in particular when the quadratic symbol $q$ is elliptic along its singular space $[10]$ (Section 1.4.1),

$$(x, \xi) \in S, \quad q(x, \xi) = 0 \implies (x, \xi) = 0.$$ 

When the singular space $S$ has a symplectic structure, it allows to decompose the phase space into the direct sum of the two symplectically orthogonal spaces

$$ \mathbb{R}^{2n} = S \oplus S^\perp, $$

where $S^\perp$ stands for the orthogonal complement of the singular space in $\mathbb{R}^{2n}$ with respect to the symplectic form

$$ S^\perp = \{ X \in \mathbb{R}^{2n} : \forall Y \in S, \ \sigma(X, Y) = 0 \}. $$

In this case, the vector space $S^\perp$ also enjoys a symplectic structure, and both vector subspaces $S$ and $S^\perp$ are stable by the real and imaginary parts $\text{Re} \ F$ and $\text{Im} \ F$ of the Hamilton map $F$. Under these assumptions, it was shown in $[10]$ (Theorem 1.2.1) that for all $t > 0$, $N \in \mathbb{N}$, $u \in L^2(\mathbb{R}^n)$,

$$ (1.22) \quad (1 + |x'|^2 + |D_x'|^2)^N e^{-tq_w} u \in L^2(\mathbb{R}^n), $$

if $(x', \xi')$ are some linear symplectic coordinates on the symplectic space $S^\perp$. It was also proved in $[27]$ (Theorem 1.2.2) that the quadratic operator $q_w(x, D_x)$ is subelliptic in any direction of the space $S^\perp$ in the sense that: $\exists C > 0, \forall u \in D(q_w)$,

$$ (1.23) \quad \| (x', D_x')^{2/(2k_0+1)} u \|_{L^2(\mathbb{R}^n)} \leq C(\| q_w(x, D_x) u \|_{L^2(\mathbb{R}^n)} + \| u \|_{L^2(\mathbb{R}^n)}), $$

where $0 \leq k_0 \leq 2n - 1$ is the smallest integer satisfying

$$ (1.24) \quad S = \left( \bigcap_{j=0}^{k_0} \ker \left[ \text{Re} \ F(\text{Im} \ F)^j \right] \right) \cap \mathbb{R}^{2n}. $$

When the singular space is possibly non-zero but still has a symplectic structure, the result of Corollary $[1.2]$ can be extended as follows when differentiating the semigroup in the directions of the phase space given by the orthogonal complement of the singular space $S^\perp$:

**Corollary 1.5.** Let $q : \mathbb{R}^n_x \times \mathbb{R}^n_\xi \to \mathbb{C}$, with $n \geq 1$, be a quadratic form with a non-negative real part $\text{Re} \ q \geq 0$ and a singular space with a symplectic structure. Let $0 \leq k_0 \leq 2n - 1$ be the smallest integer satisfying

$$ S = \left( \bigcap_{j=0}^{k_0} \ker \left[ \text{Re} \ F(\text{Im} \ F)^j \right] \right) \cap \mathbb{R}^{2n}, $$
the singular space is equal to the whole phase space $S$ reduces to the result of Corollary 1.2. On the other hand, we observe that in the case when $S$ regularity. results of Arnold and Erb [1] on degenerate hypoelliptic Fokker-Planck operators with operators proven by Farkas and Lunardi in the work [6], and how they relate to the recent our results allow to recover some properties of degenerate hypoelliptic Ornstein-Uhlenbeck operators. We show in particular in Section 3 how these results to the study of degenerate hypoelliptic Ornstein-Uhlenbeck operators and results are given in Section 2, whereas Section 3 is devoted to provide some applications of these results to the study of degenerate hypoelliptic Ornstein-Uhlenbeck operators and possibly non-zero but still has a symplectic structure. This follows from the very same arguments as the ones given in the proof of Corollary 1.5 thanks to the tensorization of the variables [2,102] and the results already known in the case when the singular space is zero. Details are left to the interested reader.

1.3.3. Outline of the article. The article is organized as follows. The proofs of the main results are given in Section 2 whereas Section 3 is devoted to provide some applications of these results to the study of degenerate hypoelliptic Ornstein-Uhlenbeck operators and degenerate hypoelliptic Fokker-Planck operators. We show in particular in Section 3 how our results allow to recover some properties of degenerate hypoelliptic Ornstein-Uhlenbeck operators proven by Farkas and Lunardi in the work [6], and how they relate to the recent results of Arnold and Erb [1] on degenerate hypoelliptic Fokker-Planck operators with linear drift. The last section (Section 4) is devoted to an appendix on the Gelfand-Shilov regularity.
2. Proofs of the main results

2.1. Proof of Theorem 1.1. This section is devoted to the proof of Theorem 1.1. The idea of the proof is to construct a decaying-in-time functional following some techniques developed first by Hérau [9] in his work on the short and long time behavior of the Fokker-Planck equation in a confining potential, and more recently by Arnold and Erb [1] for studying the entropy decay for hypocoercive and non-symmetric Fokker-Planck equations with linear drift. The proof of Theorem 1.1 draws its inspiration from the construction of the decaying-in-time functional made in [1] (Theorem 4.8).

We begin by observing that condition (1.14) is equivalent to the positive definiteness of the following associated quadratic form

\[(2.1) \quad \exists c_0 > 0, \forall X = (x, \xi) \in \mathbb{R}^{2n}, \quad \sum_{j=0}^{k_0} \text{Re} q((\text{Im} F)^j X) \geq c_0 |X|^2.\]

Indeed, if

\[\sum_{j=0}^{k_0} \text{Re} q((\text{Im} F)^j X_0) = 0, \quad X_0 \in \mathbb{R}^{2n},\]

the non-negativity of the quadratic form \(\text{Re} q \geq 0\) implies that

\[(2.2) \quad \forall j = 0, \ldots, k_0, \quad \text{Re} q((\text{Im} F)^j X_0) = 0.\]

Letting \(\text{Re} q(\cdot, \cdot)\) denote the polarized form associated to the quadratic form \(\text{Re} q \geq 0\), we deduce from the Cauchy-Schwarz inequality and (2.2) that for all \(j = 0, \ldots, k_0, Y \in \mathbb{R}^{2n}\),

\[|\text{Re} q(Y, (\text{Im} F)^j X_0)|^2 = |\sigma(Y, \text{Re} F(\text{Im} F)^j X_0)|^2 \leq \text{Re} q(Y)\text{Re} q((\text{Im} F)^j X_0) = 0.\]

It follows that for all \(j = 0, \ldots, k_0, Y \in \mathbb{R}^{2n}, \sigma(Y, \text{Re} F(\text{Im} F)^j X_0) = 0\). We deduce that for all \(j = 0, \ldots, k_0, \text{Re} F(\text{Im} F)^j X_0 = 0\), because the symplectic form is non-degenerate. Conversely, we observe that the non-negative quadratic form

\[\sum_{j=0}^{k_0} \text{Re} q((\text{Im} F)^j X_0) = \sum_{j=0}^{k_0} \sigma((\text{Im} F)^j X_0, \text{Re} F(\text{Im} F)^j X_0) = 0,\]

is zero, when \(\text{Re} F(\text{Im} F)^j X_0 = 0\), for all \(j = 0, \ldots, k_0\). Condition (1.14) is therefore equivalent to the fact that the non-negative quadratic form (2.1) is positive definite. We can thus find a positive constant \(c_1 > 0\) such that

\[(2.3) \quad \forall X \in \mathbb{R}^{2n}, \quad 0 \leq \text{Re} q((\text{Im} F)^{k_0+2} X) \leq c_1 \sum_{j=0}^{k_0} \text{Re} q((\text{Im} F)^j X).\]

We consider the quadratic forms

\[(2.4) \quad \forall 0 \leq j \leq k_0 + 1, \quad M_j(X) = \text{Re} q((\text{Im} F)^j X) \geq 0,\]

\[(2.5) \quad \forall 0 \leq j \leq k_0, \quad N_j(X) = 2\text{Re} q((\text{Im} F)^j X, (\text{Im} F)^{j+1} X).\]
We define

\[(2.6) \quad a_{k_0+1} = \frac{1}{c_1} > 0, \quad b_{k_0} = \frac{2}{3} (1 + (2k_0 + 4)a_{k_0+1}) > 0, \quad a_{k_0} = \frac{2b_{k_0}^2}{a_{k_0+1}} > 0.\]

Then, we can define iteratively starting from the index \(j = k_0\) and finishing with \(j = 1\) the following parameters

\[(2.7) \quad b_{j-1} = \frac{2}{3} \left( 2 + c_1 + (2j + 1)a_j + b_j^2 + \frac{2(a_j - (2j + 2)b_j)^2}{b_j} \right) > 0, \quad a_{j-1} = \frac{8b_{j-1}^2}{a_j} > 0,\]

for all \(1 \leq j \leq k_0\). We consider the time-dependent quadratic form

\[(2.8) \quad Q_t(X) = \sum_{j=0}^{k_0+1} a_j t^{2j+1} M_j(X) - \sum_{j=0}^{k_0} b_j t^{2j+2} N_j(X), \quad t \geq 0,\]

where the quadratic forms \(M_j\) and \(N_j\) are defined in \(\text{(2.4)}\) and \(\text{(2.5)}\). The following lemma shows that this quadratic form is positive definite for all \(t > 0\):

**Lemma 2.1.** We have for all \(t \geq 0\), \(X \in \mathbb{R}^{2n}\),

\[Q_t(X) \geq \frac{1}{4} \sum_{j=0}^{k_0} a_j t^{2j+1} M_j(X) \geq \frac{C_0}{4} (\inf_{0 \leq j \leq k_0} a_j) (\inf (1, t))^{2k_0+1} |X|^2.\]

**Proof.** According to \((2.8)\), the above estimate trivially holds for \(t = 0\). We may therefore assume that \(t > 0\). We deduce from \((2.4), (2.5)\) and the Cauchy-Schwarz inequality that for all \(\varepsilon > 0, X \in \mathbb{R}^{2n}\),

\[(2.9) \quad |N_j(X)| \leq 2\sqrt{\text{Re } q((\text{Im } F)^j X)} \sqrt{\text{Re } q((\text{Im } F)^j+1 X)} \leq \frac{\text{Re } q((\text{Im } F)^j X)}{\varepsilon} + \varepsilon \text{Re } q((\text{Im } F)^j+1 X) = \frac{M_j(X)}{\varepsilon} + \varepsilon M_{j+1}(X),\]

since the quadratic form \(\text{Re } q \geq 0\) is non-negative. The very same arguments also show that for all \(\varepsilon > 0, X \in \mathbb{R}^{2n}\),

\[(2.10) \quad |2\text{Re } q((\text{Im } F)^j X, (\text{Im } F)^j+2 X)| \leq 2\sqrt{\text{Re } q((\text{Im } F)^j X)} \sqrt{\text{Re } q((\text{Im } F)^j+2 X)} \leq \frac{\text{Re } q((\text{Im } F)^j X)}{\varepsilon} + \varepsilon \text{Re } q((\text{Im } F)^j+2 X) = \frac{M_j(X)}{\varepsilon} + \varepsilon M_{j+2}(X).\]

With \(\varepsilon = \frac{2b_j t}{a_j} > 0\), it follows from \((2.9)\) that for all \(t > 0, X \in \mathbb{R}^{2n}\),

\[(2.11) \quad -b_j t^{2j+2} N_j(X) \geq -b_j t^{2j+2} \left( \frac{a_j}{2b_j t} M_j(X) + \frac{2b_j t}{a_j} M_{j+1}(X) \right) = -\frac{1}{2} a_j t^{2j+1} M_j(X) - \frac{2b_j^2}{a_j} t^{2j+3} M_{j+1}(X).\]
We deduce from (2.11) that for all \( t > 0, X \in \mathbb{R}^{2n} \),

\[
(2.12) \quad - \sum_{j=0}^{k_0} b_j t^{2j+2} N_j(X) \geq - \frac{1}{2} a_0 t M_0(X) - \sum_{j=1}^{k_0} \left( \frac{a_j}{2} + \frac{2b_j}{a_j-1} \right) t^{2j+1} M_j(X) - \frac{2b_{k_0}}{a_{k_0}} t^{2k_0+3} M_{k_0+1}(X).
\]

It follows from (2.6) and (2.7) that

\[
(2.13) \quad \forall 1 \leq j \leq k_0, \quad \frac{a_j}{2} + \frac{2b_j}{a_j-1} = \frac{3a_j}{4}, \quad \frac{2b_j}{a_j} = a_{k_0+1}.
\]

We obtain from (2.12) and (2.13) that for all \( t > 0, X \in \mathbb{R}^{2n} \),

\[
(2.14) \quad - \sum_{j=0}^{k_0} b_j t^{2j+2} N_j(X) \geq - \frac{1}{2} a_0 t M_0(X) - \frac{3}{4} \sum_{j=1}^{k_0} a_j t^{2j+1} M_j(X) - a_{k_0+1} t^{2k_0+3} M_{k_0+1}(X).
\]

It follows from (2.8) and (2.14) that for all \( t > 0, X \in \mathbb{R}^{2n} \),

\[
(2.15) \quad Q_t(X) \geq \frac{1}{2} a_0 t M_0(X) + \frac{1}{4} \sum_{j=1}^{k_0} a_j t^{2j+1} M_j(X) \geq \frac{1}{4} \sum_{j=0}^{k_0} a_j t^{2j+1} M_j(X).
\]

On the other hand, we deduce from (2.1), (2.4) and (2.15) that for all \( t > 0, X \in \mathbb{R}^{2n} \),

\[
(2.16) \quad Q_t(X) \geq \frac{1}{4} \left( \inf_{0 \leq j \leq k_0} a_j \right) \left( \inf(1, t) \right)^{2k_0+1} \sum_{j=0}^{k_0} M_j(X) \geq \frac{c_0}{4} \left( \inf_{0 \leq j \leq k_0} a_j \right) \left( \inf(1, t) \right)^{2k_0+1} |X|^2.
\]

This ends the proof of Lemma 2.1. \( \square \)

This time-dependent quadratic form is used to obtain key upper bounds:

**Lemma 2.2.** There exists a positive constant \( c > 0 \) such that for all \( t \geq 0, X = (x, \xi) \in \mathbb{R}^{2n}, X_0 = (x_0, \xi_0) \in \mathbb{R}^{2n}, X_0 \neq 0 \),

\[
Q_t(X) \geq \frac{c}{|X_0|^2} \left( \inf(1, t) \right)^{2k_{X_0}+1} \left( \langle x_0, x \rangle + \langle \xi_0, \xi \rangle \right)^2,
\]

where \( 0 \leq k_{X_0} \leq k_0 \) stands for the index of the point \( X_0 \in \mathbb{R}^{2n} \) with respect to the singular space, with \( | \cdot | \) the Euclidean norm on \( \mathbb{R}^{2n} \).

**Proof.** Let \( 0 \leq k \leq k_0 \). The very same arguments as in (2.2) show that the non-negative quadratic form

\[
(2.17) \quad r_k(X) = \sum_{j=0}^{k} \text{Re} \ q \left( (\text{Im} \ F)^j X \right) \geq 0,
\]

where \( X = (x, \xi) \).
satisfies that
\[(2.18) \quad X \in \mathbb{R}^{2n}, \ r_k(X) = 0 \iff X \in \left( \bigcap_{j=0}^{k} \text{Ker} [\text{Re} F(\text{Im} F)^j] \right) \cap \mathbb{R}^{2n}.\]

Let \( R_k \in S_{2n}(\mathbb{R}) \) be the symmetric matrix associated to the quadratic form \( r_k \) for the Euclidean scalar product on \( \mathbb{R}^{2n} \),
\[(2.19) \quad r_k(X) = \langle R_kX, X \rangle, \quad X \in \mathbb{R}^{2n}.\]
It follows from (1.15) and (2.18) that for all \( \forall \ 0 \leq k \leq k_0, \ \forall X \in V_k, \ r_k(X) \geq C|X|^2.\]

Let \( X_0 = (x_0, \xi_0) \in \mathbb{R}^{2n}, \ X_0 \neq 0 \) and \( 0 \leq k_{X_0} \leq k_0 \) be the index of the point \( X_0 \in \mathbb{R}^{2n} \) with respect to the singular space. For all \( X \in \mathbb{R}^{2n} \), we decompose \( X = X' + X'' \) with \( X' \in V_{kX_0} \) and \( X'' \in V_{kX_0}^\perp \). Since \( X_0 = (x_0, \xi_0) \in V_{kX_0} \), we deduce from (2.19) and (2.20) that
\[(2.21) \quad (\langle x_0, x \rangle + \langle \xi_0, \xi \rangle)^2 = |\langle X_0, X \rangle|^2 = |\langle X_0, X' \rangle|^2 \leq |X_0|^2 |X'|^2 \leq \frac{|X_0|^2}{C^2} r_{kX_0}(X').\]

On the other hand, it follows from Lemma 2.2, (2.4), (2.17) and (2.21) that for all \( t \geq 0, \ X = (x, \xi) \in \mathbb{R}^{2n}, \ X_0 = (x_0, \xi_0) \in \mathbb{R}^{2n}, \ X_0 \neq 0, \)
\[Q_t(X) \geq \frac{1}{4} \sum_{j=0}^{k_{X_0}} a_j t^{2j+1} M_j(X) \geq \frac{1}{4} \left( \inf_{0 \leq j \leq k_0} a_j \right) \left( \inf(1, t) \right)^{2k_{X_0}+1} r_{kX_0}(X) \geq \frac{C}{4|X_0|^2} \left( \inf_{0 \leq j \leq k_0} a_j \right) \left( \inf(1, t) \right)^{2k_{X_0}+1} \langle x_0, x \rangle + \langle \xi_0, \xi \rangle^2,\]

since \( 0 \leq k_{X_0} \leq k_0 \). This ends the proof of Lemma 2.2.

We recall from [26] (Lemma 2) the following instrumental lemma:

**Lemma 2.3.** If \( q_1 \) and \( q_2 \) are two complex-valued quadratic forms on \( \mathbb{R}^{2n} \), then the Hamilton map associated to the complex-valued quadratic form defined by the Poisson bracket
\[\{ q_1, q_2 \} = \frac{\partial q_1}{\partial \xi} \cdot \frac{\partial q_2}{\partial x} - \frac{\partial q_1}{\partial x} \cdot \frac{\partial q_2}{\partial \xi},\]
is \(-2[F_1, F_2]\), where \([F_1, F_2]\) denotes the commutator of \( F_1 \) and \( F_2 \) respectively the Hamilton maps of \( q_1 \) and \( q_2 \).
Proof. We notice from (1.4) and (1.6) that for all \( X, Y \in \mathbb{R}^{2n} \),
\[
q_j(X, Y) = \sigma(X, F_j Y) = -\sigma(F_j X, Y) = \langle -\sigma F_j X, Y \rangle, \quad j \in \{1, 2\},
\]
with
\[
(2.22) \quad \sigma = \begin{pmatrix} 0 & I_n \\ -I_n & 0 \end{pmatrix}, \quad \langle X, Y \rangle = \sum_{j=1}^{2n} X_j Y_j.
\]
It follows that for all \( X \in \mathbb{R}^{2n} \),
\[
(2.23) \quad \nabla q_j(X) = -2\sigma F_j X.
\]
Since we have
\[
\{q_1, q_2\}(X) = \sigma(\nabla q_1(X), \nabla q_2(X)), \quad X = (x, \xi) \in \mathbb{R}^{2n},
\]
we deduce from (1.5), (1.6), (2.22) and (2.23) that for all \( X \in \mathbb{R}^{2n} \),
\[
(2.24) \quad \{q_1, q_2\}(X) = \sigma(-2\sigma F_1 X, -2\sigma F_2 X) = 4\langle \sigma^2 F_1 X, \sigma F_2 X \rangle = -4\langle F_1 X, \sigma F_2 X \rangle
\]
\[
= -4\langle \sigma^T F_1 X, F_2 X \rangle = 4\langle \sigma F_1 X, F_2 X \rangle = 4\sigma(F_1 X, F_2 X) = -4\sigma(X, F_1 F_2 X),
\]
which induces that
\[
(2.25) \quad \{q_1, q_2\}(X) = \frac{1}{2} \left[ 4\sigma(F_1 F_2 X, X) - 4\sigma(X, F_1 F_2 X) \right]
\]
\[
= 2\left[ \sigma(X, F_2 F_1 X) - \sigma(X, F_1 F_2 X) \right] = -2\sigma(X, [F_1, F_2] X),
\]
by skew-symmetry of \( \sigma \) and skew-symmetry of Hamilton maps with respect to \( \sigma \). Since
\[
\sigma(X, [F_1, F_2] Y) = \sigma(X, F_1 F_2 Y) - \sigma(X, F_2 F_1 Y) = \sigma(F_2 F_1 X, Y) - \sigma(F_1 F_2 X, Y)
\]
\[
= -\sigma([F_1, F_2] X, Y) = \sigma(Y, [F_1, F_2] X),
\]
we deduce that
\[
\sigma(X, -2[F_1, F_2] Y),
\]
is the polarized form associated to the quadratic form \( \{q_1, q_2\} \) and that \(-2[F_1, F_2]\) is its Hamilton map. \( \square \)

The following lemma provides an explicit computation for the Poisson bracket
\[
H_{\text{Im} q} Q_t = \{ \text{Im} q, Q_t \} = \frac{\partial \text{Im} q}{\partial \xi} \cdot \frac{\partial Q_t}{\partial x} - \frac{\partial \text{Im} q}{\partial x} \cdot \frac{\partial Q_t}{\partial \xi}.
\]

Lemma 2.4. We have for all \( t \geq 0, X \in \mathbb{R}^{2n} \),
\[
(H_{\text{Im} q} Q_t)(X) = 2 \sum_{j=0}^{k_0+1} a_j t^{2j+1} N_j(X) - 4 \sum_{j=0}^{k_0} b_j t^{2j+2} M_{j+1}(X)
\]
\[
- 4 \sum_{j=0}^{k_0} b_j t^{2j+2} \text{Re} q((\text{Im} F)^j X, (\text{Im} F)^{j+2} X).
\]
By using (2.28), a direct computation provides (2.26). We deduce from (2.4), (2.5), (2.8) that for all $l_1, l_2 \geq 0$,

$$H_{\text{Im}q} \left[ \text{Re} \, q((\text{Im} \, F)^{l_1} X, (\text{Im} \, F)^{l_2} X) \right] = 2 \text{Re} \, q((\text{Im} \, F)^{l_1+1} X, (\text{Im} \, F)^{l_2} X)$$

$$+ 2 \text{Re} \, q((\text{Im} \, F)^{l_1} X, (\text{Im} \, F)^{l_2+1} X).$$

By using the skew-symmetry property of Hamilton maps (1.6), we notice that the Hamilton map of the quadratic form

$$\tilde{r}(X) = \text{Re} \, q((\text{Im} \, F)^{l_1} X, (\text{Im} \, F)^{l_2} X),$$

is given by

$$\tilde{F} = \frac{1}{2} \left( (-1)^{l_1} \text{Re} \, F(\text{Im} \, F)^{l_1} + (-1)^{l_2} \text{Re} \, F(\text{Im} \, F)^{l_2} \right),$$

since

$$(-1)^{l_1} \sigma(X, (\text{Im} \, F)^{l_1} \text{Re} \, F(\text{Im} \, F)^{l_2} Y) = \sigma((\text{Im} \, F)^{l_1} X, \text{Re} \, F(\text{Im} \, F)^{l_2} Y)$$

$$= \text{Re} \, q((\text{Im} \, F)^{l_1} X, (\text{Im} \, F)^{l_2} Y) = (-1)^{l_2} \sigma((\text{Im} \, F)^{l_2} \text{Re} \, F(\text{Im} \, F)^{l_1} X, Y),$$

for all $l_1, l_2 \geq 0, X, Y \in \mathbb{R}^{2n}$. We deduce from Lemma 2.3 that the Hamilton map of the quadratic form

$$H_{\text{Im}q} \tilde{r} = \{ \text{Im} \, q, \tilde{r} \} = \frac{\partial \text{Im} \, q}{\partial \xi} \cdot \frac{\partial \tilde{r}}{\partial x} - \frac{\partial \text{Im} \, q}{\partial x} \cdot \frac{\partial \tilde{r}}{\partial \xi},$$

is given by the commutator $-2[\text{Im} \, F, \tilde{F}]$, that is,

$$H_{\text{Im}q} \tilde{r}(X) = -2 \sigma(X, [\text{Im} \, F, \tilde{F}] X).$$

By using (2.28), a direct computation provides (2.26). We deduce from (2.4), (2.5), (2.8) and (2.26) that

$$H_{\text{Im}q} Q_t(X) = 2 \sum_{j=0}^{k_0+1} a_j t^{2j+1} N_j(X)$$

$$- 4 \sum_{j=0}^{k_0} b_j t^{2j+2} \left[ M_{j+1}(X) + \text{Re} \, q((\text{Im} \, F)^j X, (\text{Im} \, F)^{j+2} X) \right].$$

This ends the proof of Lemma 2.4 \hfill \Box

**Lemma 2.5.** There exists a positive constant $C > 0$ such that for all $0 < t \leq 1, X \in \mathbb{R}^{2n},$

$$\left( \frac{d}{dt} Q_t \right)(X) + \frac{1}{2} (H_{\text{Im}q} Q_t)(X) - CM_0(X) \leq 0.$$

**Proof.** With $\varepsilon = \frac{t^2}{b_j} > 0$, it follows from (2.10) that for all $0 \leq j \leq k_0, t > 0, X \in \mathbb{R}^{2n},$

$$- 4b_j t^{2j+2} \text{Re} \, q((\text{Im} \, F)^j X, (\text{Im} \, F)^{j+2} X)$$

$$\leq 2b_j t^{2j+2} \left( \frac{b_j}{t^2} M_j(X) + \frac{t^2}{b_j} M_{j+2}(X) \right) = 2b_j t^{2j} M_j(X) + 2t^{2j+4} M_{j+2}(X).$$
We notice from (2.6) that

\[(H_{\text{Im}q} Q_t)(X) \leq 2 \sum_{j=0}^{k_0+1} a_j t^{2j+1} N_j(X) - 4 \sum_{j=0}^{k_0} b_j t^{2j+2} M_{j+1}(X) + 2 \sum_{j=0}^{k_0} b_j^2 t^{2j} M_j(X) + 2 \sum_{j=0}^{k_0} t^{2j+4} M_{j+2}(X).\]

This implies that for all \(t > 0, X \in \mathbb{R}^{2n},\)

\[(2.31) \quad (H_{\text{Im}q} Q_t)(X) \leq 2 \sum_{j=0}^{k_0} a_j t^{2j+1} N_j(X) + 2b_0^2 M_0(X) + (2b_1^2 - 4b_0)t^2 M_1(X) + \sum_{j=2}^{k_0} (2b_j^2 - 4b_{j-1} + 2)t^{2j} M_j(X) + (2 - 4b_{k_0})t^{2k_0+2} M_{k_0+1}(X) + 2t^{2k_0+4} M_{k_0+2}(X).\]

We deduce from (2.8) and (2.31) that for all \(t > 0, X \in \mathbb{R}^{2n},\)

\[
\begin{align*}
\left(\frac{d}{dt} Q_t\right)(X) + \frac{1}{2} (H_{\text{Im}q} Q_t)(X) - CM_0(X) &\leq \sum_{j=0}^{k_0} (a_j - (2j + 2)b_j)t^{2j+1} N_j(X) + \sum_{j=2}^{k_0} (2j + 1)a_j + b_j^2 - 4b_{j-1} + 1)t^{2j} M_j(X) + (2k_0 + 3)a_{k_0+1} + 1 - 2b_{k_0})t^{2k_0+2} M_{k_0+1}(X).
\end{align*}
\]

We notice from (2.6) that

\[(2.32) \quad a_{k_0} - (2k_0 + 2)b_{k_0} = (2c_1 b_{k_0} - (2k_0 + 2)) b_{k_0} = \left(\frac{4c_1}{3} (1 + (2k_0 + 4)a_{k_0+1}) - (2k_0 + 2)\right) b_{k_0}.\]

On the other hand, it follows from (2.7) that for all \(1 \leq j \leq k_0,\)

\[(2.33) \quad a_{j-1} - 2jb_{j-1} = \left(\frac{8b_{j-1}}{a_j} - 2j\right) b_{j-1} = \left(\frac{16}{3a_j} \left(2 + c_1 + (2j + 1)a_j + b_j^2 + \frac{2(a_j - (2j + 2)b_j)^2}{b_j} - 2j\right) b_{j-1} > 0.\]

With \(\varepsilon = \frac{b_j t}{2(a_j - (2j + 2)b_j)} > 0,\) we deduce from (2.31), (2.32) and (2.33) that for all \(t > 0, 0 \leq j \leq k_0,\)

\[(2.34) \quad |N_j(X)| \leq \frac{2(a_j - (2j + 2)b_j)}{b_j t} M_j(X) + \frac{b_j t}{2(a_j - (2j + 2)b_j)} M_{j+1}(X),\]

\[(2.35) \quad |N_{k_0+1}(X)| \leq \frac{1}{t} M_{k_0+1}(X) + t M_{k_0+2}(X).\]
It follows from (2.34) and (2.35) that for all $t > 0$, $X \in \mathbb{R}^{2n}$,

\[(2.36) \quad \sum_{j=0}^{k_0} (a_j - (2j + 2)b_j) + t^{2j+1} N_j(X) + a_{k_0+1} t^{2k_0+3} N_{k_0+1}(X)
\leq \frac{2(a_0 - 2b_0)^2}{b_0} M_0(X) + \sum_{j=1}^{k_0} \left( \frac{2(a_j - (2j + 2)b_j)^2}{b_j} + \frac{b_j-1}{2} \right) t^{2j} M_j(X)
\leq \left( a_{k_0+1} + \frac{b_{k_0}}{2} \right) t^{2k_0+2} M_{k_0+1}(X) + a_{k_0+1} t^{2k_0+4} M_{k_0+2}(X).
\]

We deduce from (2.36) that for all $t > 0$, $X \in \mathbb{R}^{2n}$,

\[(\frac{d}{dt} Q_t)(X) + \frac{1}{2} (H_{\text{Im} Q_t})(X) - C M_0(X) \leq \left( a_0 + b_0^2 + \frac{2(a_0 - 2b_0)^2}{b_0} - C \right) M_0(X)
+ \left( 3a_1 + b_1^2 + \frac{2(a_1 - 4b_1)^2}{b_1} - \frac{3b_1}{2} \right) t^2 M_1(X) + \left( (2k_0 + 2) a_{k_0+1} + 1 - \frac{3b_{k_0}}{2} \right) t^{2k_0+2} M_{k_0+1}(X) +
\sum_{j=2}^{k_0} \left( (2j+1) a_j + b_j^2 + 1 + \frac{2(a_j - (2j + 2)b_j)^2}{b_j} - \frac{3b_j-1}{2} \right) t^{2j} M_j(X) + (1+a_{k_0+1}) t^{2k_0+4} M_{k_0+2}(X).
\]

It follows from (2.35), (2.31) and (2.6) that for all $0 < t \leq 1$,

\[(2.37) \quad (1 + a_{k_0+1}) t^{2k_0+4} M_{k_0+2}(X)
\leq c_1(1 + a_{k_0+1}) t^{2k_0+4} \sum_{j=0}^{k_0} M_j(X) \leq (c_1 + 1) \sum_{j=0}^{k_0} t^{2j} M_j(X).
\]

We deduce from (2.37) that for all $0 < t \leq 1$,

\[(\frac{d}{dt} Q_t)(X) + \frac{1}{2} (H_{\text{Im} Q_t})(X) - C M_0(X) \leq \left( c_1 + 1 + a_0 + b_0^2 + \frac{2(a_0 - 2b_0)^2}{b_0} - C \right) M_0(X) +
\left( c_1 + 3a_1 + b_1^2 + \frac{2(a_1 - 4b_1)^2}{b_1} - \frac{3b_1}{2} \right) t^2 M_1(X) + \left( (2k_0 + 2) a_{k_0+1} + 1 - \frac{3b_{k_0}}{2} \right) t^{2k_0+2} M_{k_0+1}(X) +
\sum_{j=2}^{k_0} \left( c_1 + (2j+1) a_j + b_j^2 + 2 + \frac{2(a_j - (2j + 2)b_j)^2}{b_j} - \frac{3b_j-1}{2} \right) t^{2j} M_j(X).
\]

It follows from (2.6) and (2.7) that for all $0 < t \leq 1$,

\[(2.38) \quad (\frac{d}{dt} Q_t)(X) + \frac{1}{2} (H_{\text{Im} Q_t})(X) - C M_0(X)
\leq \left( c_1 + 1 + a_0 + b_0^2 + \frac{2(a_0 - 2b_0)^2}{b_0} - C \right) M_0(X) - t^2 M_1(X).
\]

By choosing the positive constant $C > 0$ so that
\[c_1 + 1 + a_0 + b_0^2 + \frac{2(a_0 - 2b_0)^2}{b_0} - C < 0,
\]
we deduce from (2.4) and (2.38) that for all $0 < t \leq 1$, $X \in \mathbb{R}^{2n}$,

\begin{equation}
(2.39) \quad \left( \frac{d}{dt}Q_t \right)(X) + \frac{1}{2}(H_{\text{Im}q}Q_t)(X) - CM_0(X) \leq 0.
\end{equation}

This ends the proof of Lemma 2.5. \hfill \square

Let $u \in \mathcal{S}(\mathbb{R}^n)$. We consider the time-dependent functional

\begin{equation}
G(t) = (Q_t^u(x, D_x)e^{-\frac{t}{2}q^u}u, e^{-\frac{t}{2}q^u}u)_{L^2} + C\|e^{-\frac{t}{2}q^u}u\|_{L^2}^2,
\end{equation}

for all $0 \leq t \leq 1$, where $(e^{-tq^u})_{t \geq 0}$ denotes the contraction semigroup generated by the quadratic operator $q^u(x, D_x)$ and $C > 0$ is the positive constant given by Lemma 2.5. We observe from (1.10) and (2.8) that the mapping $G$ is continuous on $[0, +\infty)$, differentiable on $(0, +\infty)$ and satisfies

\begin{equation}
G(0) = C\|u\|_{L^2}^2.
\end{equation}

On the other hand, we have

\begin{equation}
G'(t) = \left( \left( \frac{d}{dt}Q_t \right)^u(x, D_x)e^{-\frac{t}{2}q^u}u, e^{-\frac{t}{2}q^u}u \right)_{L^2} \tag{2.42}
- \frac{C}{2}(q^u(x, D_x)e^{-\frac{t}{2}q^u}u, e^{-\frac{t}{2}q^u}u)_{L^2} - \frac{C}{2}(e^{-\frac{t}{2}q^u}u, q^u(x, D_x)e^{-\frac{t}{2}q^u}u)_{L^2}
\end{equation}

\begin{equation}
- \frac{1}{2}(Q_t^u(x, D_x)q^u(x, D_x)e^{-\frac{t}{2}q^u}u, e^{-\frac{t}{2}q^u}u)_{L^2} - \frac{1}{2}(Q_t^u(x, D_x)e^{-\frac{t}{2}q^u}u, q^u(x, D_x)e^{-\frac{t}{2}q^u}u)_{L^2}.
\end{equation}

By using that $Q_t^u(x, D_x)$ is selfadjoint since its Weyl symbol is real-valued, we obtain that

\begin{equation}
G'(t) = \left( \left( \frac{d}{dt}Q_t \right)^u(x, D_x)e^{-\frac{t}{2}q^u}u, e^{-\frac{t}{2}q^u}u \right)_{L^2} \tag{2.43}
- C\text{Re}(q^u(x, D_x)e^{-\frac{t}{2}q^u}u, e^{-\frac{t}{2}q^u}u)_{L^2} - \text{Re}(Q_t^u(x, D_x)q^u(x, D_x)e^{-\frac{t}{2}q^u}u, e^{-\frac{t}{2}q^u}u)_{L^2}.
\end{equation}

We notice from (2.4) that

\begin{equation}
\text{Re}(q^u(x, D_x)e^{-\frac{t}{2}q^u}u, e^{-\frac{t}{2}q^u}u)_{L^2} = \left( \left( \text{Re} \ q \right)^u(x, D_x)e^{-\frac{t}{2}q^u}u, e^{-\frac{t}{2}q^u}u \right)_{L^2} \tag{2.44}
= \left( M_0^u(x, D_x)e^{-\frac{t}{2}q^u}u, e^{-\frac{t}{2}q^u}u \right)_{L^2}.
\end{equation}

On the other hand, we have

\begin{equation}
\text{Re}(Q_t^u(x, D_x)i(\text{Im} \ q)^u(x, D_x)e^{-\frac{t}{2}q^u}u, e^{-\frac{t}{2}q^u}u)_{L^2} \tag{2.45}
= \text{Re}(i(\text{Im} \ q)^u(x, D_x)e^{-\frac{t}{2}q^u}u, Q_t^u(x, D_x)e^{-\frac{t}{2}q^u}u)_{L^2}
\end{equation}

\begin{equation}
= \frac{1}{2}(Q_t^u(x, D_x), i(\text{Im} \ q)^u(x, D_x)e^{-\frac{t}{2}q^u}u, e^{-\frac{t}{2}q^u}u)_{L^2},
\end{equation}

since $Q_t^u(x, D_x)$ is selfadjoint and $i(\text{Im} \ q)^u(x, D_x)$ is skew-adjoint. The Weyl calculus (see e.g. [15], Theorem 18.5.4) shows that the commutator

\[ [Q_t^u(x, D_x), i(\text{Im} \ q)^u(x, D_x)] \]
is a quadratic operator whose Weyl symbol is exactly given by the Poisson bracket

\[ \frac{1}{i} \{ Q_t, i \text{Im } q \} = -H_{\text{Im}q} Q_t. \]

It follows from (2.45) and (2.46) that

\[ \text{Re}(Q^w_t(x, D_x)i(\text{Im } q)^w(x, D_x)e^{-\frac{i}{2}q^w u}, e^{-\frac{i}{2}q^w u})_{L^2} = -\frac{1}{2}((H_{\text{Im}q} Q_t)^w(x, D_x)e^{-\frac{i}{2}q^w u}, e^{-\frac{i}{2}q^w u})_{L^2}. \]

We deduce from (2.43), (2.44) and (2.47) that

\[ G'(t) = \left( \frac{d}{dt} Q_t + \frac{1}{2} H_{\text{Im}q} Q_t - CM_0 \right)^w(x, D_x)e^{-\frac{i}{2}q^w u}, e^{-\frac{i}{2}q^w u})_{L^2} - \text{Re}(Q^w_t(x, D_x)(\text{Re } q)^w(x, D_x)e^{-\frac{i}{2}q^w u}, e^{-\frac{i}{2}q^w u})_{L^2}. \]

We need the following lemma:

**Lemma 2.6.** Let \( \tilde{q} : \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}, n \geq 1, \) be a non-negative quadratic form \( \tilde{q} \geq 0. \) Then, the quadratic operator \( \tilde{q}^w(x, D_x) \) is accretive \( \forall u \in \mathcal{S}(\mathbb{R}^n), (\tilde{q}^w(x, D_x)u, u)_{L^2} \geq 0. \)

**Proof.** We deduce from [15] (Theorem 21.5.3) that there exists a real linear symplectic transformation \( \chi : \mathbb{R}^{2n} \to \mathbb{R}^{2n} \) such that

\[ (\tilde{q} \circ \chi)(x, \xi) = \sum_{j=1}^{k} \lambda_j (\xi_j^2 + x_j^2) + \sum_{j=k+1}^{k+l} x_j^2, \]

with \( k, l \geq 0 \) and \( \lambda_j > 0 \) for all \( j = 1, \ldots, k. \) By the symplectic invariance of the Weyl quantization [15] (Theorem 18.5.9), we can find a metalectic operator \( T, \) which is a unitary transformation of \( L^2(\mathbb{R}^n) \) and an automorphism of the Schwartz space \( \mathcal{S}(\mathbb{R}^n) \) satisfying

\[ \tilde{q}^w(x, D_x) = T^{-1} \left( \sum_{j=1}^{k} \lambda_j (D_{x_j}^2 + x_j^2) + \sum_{j=k+1}^{k+l} x_j^2 \right) T, \]

with \( D_{x_j} = i^{-1} \partial_{x_j}. \) We obtain that for all \( u \in \mathcal{S}(\mathbb{R}^n), \)

\[ (\tilde{q}^w(x, D_x)u, u)_{L^2} = \sum_{j=1}^{k} \lambda_j \| D_{x_j} T u \|_{L^2}^2 + \| x_j T u \|_{L^2}^2 + \sum_{j=k+1}^{k+l} \| x_j T u \|_{L^2}^2 \geq 0, \]

since \( T \) is a unitary operator on \( L^2(\mathbb{R}^n). \) This ends the proof of Lemma 2.6. \( \square \)

We notice from (2.4), (2.5), (2.8), Lemmas 2.4 and 2.5 that for all \( 0 < t \leq 1, \)

\[ \frac{d}{dt} Q_t + \frac{1}{2} H_{\text{Im}q} Q_t - CM_0 \leq 0, \]
is a non-positive quadratic form. It follows from (1.10) and Lemma 2.6 that for all $0 < t \leq 1$,

\begin{equation}
\left( \frac{d}{dt}Q_t + \frac{1}{2}H_{\text{inv}}Q_t - CM_0 \right) e^{-\frac{1}{2}Q_t}u, e^{-\frac{1}{2}Q_t}u \right)_{L^2} \leq 0.
\end{equation}

We deduce from (2.48) and (2.51) that for all $0 < t \leq 1$,

\begin{equation}
G'(t) \leq -\text{Re}(Q_t^u(x, D_x)(\text{Re} q)^u(x, D_x)e^{-\frac{1}{2}Q_t}u, e^{-\frac{1}{2}Q_t}u)_{L^2}.
\end{equation}

Setting

\[ \Gamma = \frac{dx^2 + d\xi^2}{((x, \xi))^2}, \]

with $((x, \xi))^2 = 1 + |x|^2 + |\xi|^2$, we consider the symbol class $S((|x, \xi)|^m, \Gamma)$, with $m \in \mathbb{R}$, composed of smooth functions $\alpha \in C^\infty(\mathbb{R}^{2n})$ satisfying

\[ \forall \alpha \in \mathbb{N}^{2n}, \exists \gamma \alpha < 0, \forall (x, \xi) \in \mathbb{R}^{2n}, |\partial_{x, \xi}^\alpha a(x, \xi)| \leq C_\alpha |(x, \xi)|^{m - |\alpha|}. \]

The metric $\Gamma$ is admissible, that is, slowly varying, satisfying the uncertainty principle and temperate. The function $((x, \xi))^m$, with $m \in \mathbb{R}$, is a $\Gamma$-slowly varying weight (Lemma 2.2.18). Furthermore, the gain function in the symbolic calculus associated to the symbol classes $S((|x, \xi)|^m, \Gamma)$ is given by $\Lambda_\Gamma = ((x, \xi))^2$. It follows that any quadratic form is a first order symbol belonging to the symbol class $S(\Lambda_\Gamma^2, \Gamma)$. The quadratic gain function $Q_t(\text{Re} q) \geq 0$ belongs to the symbol class $S(\Lambda_\Gamma^2, \Gamma)$ uniformly with respect to the parameter $0 < t \leq 1$. It follows from the Fefferman-Phong inequality, see [2] or [19] (Theorem 2.5.5), that there exists $C_1 > 0$ such that for all $u \in \mathcal{S}(\mathbb{R}^n)$, $0 \leq t \leq 1$,

\begin{equation}
((Q_t(\text{Re} q)^u(x, D_x)u, u)_{L^2} + C_1\|u\|^2_{L^2} \geq 0.
\end{equation}

On the other hand, elements of symbolic calculus in the Weyl quantization, see e.g. the composition formula (2.1.26) in [19], show that

\begin{equation}
Q_t^{\star u}(\text{Re} q) = Q_t(\text{Re} q) + \frac{1}{2i}\{Q_t, \text{Re} q\} + P_0(t),
\end{equation}

where $P_0$ is a polynomial function, since the coefficients of the quadratic form $Q_t$ are polynomial functions in the $t$-variable. It follows from (2.54) that

\begin{equation}
\text{Re}(Q_t^{\star u}(\text{Re} q)) = Q_t(\text{Re} q) + P_1(t),
\end{equation}

with $P_1(t) = \text{Re}(P_0(t))$, since $Q_t$ and $\text{Re} q$ are real-valued quadratic forms. We deduce from (2.55) that

\begin{equation}
\text{Re}(Q_t^{\star u}(\text{Re} q))^{\star u}(x, D_x)e^{-\frac{1}{2}Q_t^{\star u}}u, e^{-\frac{1}{2}Q_t^{\star u}}u)_{L^2}.
\end{equation}

It follows from (2.53) and (2.56) that for all $u \in \mathcal{S}(\mathbb{R}^n)$, $0 \leq t \leq 1$,

\begin{equation}
\text{Re}(Q_t^{\star u}(x, D_x)(\text{Re} q)^u(x, D_x)e^{-\frac{1}{2}Q_t^{\star u}}u, e^{-\frac{1}{2}Q_t^{\star u}}u)_{L^2} \geq (P_1(t) - C_1)|e^{-\frac{1}{2}Q_t^{\star u}}u|_{L^2}^2.
\end{equation}
We deduce from (2.62) and (2.57) that for all \( u \in \mathcal{S}(\mathbb{R}^n) \), \( 0 < t \leq 1 \),
\[
G'(t) \leq (C_1 - P_1(t))\|e^{-\frac{t}{2}q^w}u\|_{L^2}^2 \leq C_2\|u\|_{L^2}^2,
\]
with \( C_2 = C_1 + \sup_{0 \leq t \leq 1} |P_1(t)| > 0 \), since \( (e^{-tq^w})_{t \geq 0} \) is a contraction semigroup on \( L^2 \). It follows from (2.41) and (2.58) that for all \( u \in \mathcal{S}(\mathbb{R}^n) \), \( 0 \leq t \leq 1 \),
\[
G(t) = G(0) + \int_0^t G'(s)ds \leq (C + C_2t)\|u\|_{L^2}^2 \leq (C + C_2)\|u\|_{L^2}^2.
\]

We deduce from (1.10), (2.40), Lemmas 2.2 and 2.6 that for all \( u \in \mathcal{S}(\mathbb{R}^n) \), \( t \geq 0 \), \( X_0 = (x_0, \xi_0) \in \mathbb{R}^{2n} \), \( X_0 \neq 0 \),
\[
G(t) \geq \frac{c}{|X_0|^2} \left( \inf(1, t) \right)^{2kX_0+1} \left( \text{Op}^w((\langle x_0, x \rangle + \langle \xi_0, \xi \rangle)^2)e^{-\frac{t}{2}q^w}u, e^{-\frac{t}{2}q^w}u \right)_{L^2},
\]
where \( 0 \leq kX_0 \leq k_0 \) denotes the index of \( X_0 = (x_0, \xi_0) \in \mathbb{R}^{2n} \) with respect to the singular space. On the other hand, the Weyl calculus provides that
\[
(\langle x_0, x \rangle + \langle \xi_0, \xi \rangle)^2 = (\langle x_0, x \rangle + \langle \xi_0, \xi \rangle)\|w((\langle x_0, x \rangle + \langle \xi_0, \xi \rangle)),
\]
since the symbol \( \langle x_0, x \rangle + \langle \xi_0, \xi \rangle \) is a linear form. It follows from (2.60) that for all \( u \in \mathcal{S}(\mathbb{R}^n) \), \( t \geq 0 \), \( X_0 = (x_0, \xi_0) \in \mathbb{R}^{2n} \), \( X_0 \neq 0 \),
\[
G(t) \geq \frac{c}{|X_0|^2} \left( \inf(1, t) \right)^{2kX_0+1} \left( \langle x_0, x \rangle + \langle \xi_0, D_x \rangle \right) e^{-\frac{t}{2}q^w}u)\|_{L^2}^2.
\]

We deduce from (2.59) and (2.61) that there exists a positive constant \( C_3 > 0 \) such that for all \( u \in \mathcal{S}(\mathbb{R}^n) \), \( 0 < t \leq 1 \), \( X_0 = (x_0, \xi_0) \in \mathbb{R}^{2n} \),
\[
\|\langle x_0, x \rangle + \langle \xi_0, D_x \rangle e^{-\frac{t}{2}q^w}u\|_{L^2} \leq C_3|X_0|t^{-(2kX_0+1)/2}\|u\|_{L^2}.
\]

We then study the large time behavior of the differentiation of the semigroup in the phase space direction \( X_0 = (x_0, \xi_0) \in \mathbb{R}^{2n} \). According to (1.39), the eigenvalue with the smallest real part of the operator \( q^w(x, D_x) \) is given by
\[
\mu_0 = -i \sum_{\lambda \in \sigma(F) \setminus \mathbb{C}^+} \lambda r_\lambda,
\]
where \( F \) is the Hamilton map of \( q \), and \( r_\lambda \) stands for the dimension of the space of generalized eigenvectors of \( F \) in \( \mathbb{C}^{2n} \) associated to the eigenvalue \( \lambda \in \sigma(F) \). We know from (2.41) (Theorem 2.1) that this eigenvalue has algebraic multiplicity one. Setting
\[
Q = q^w(x, D_x) - \mu_0, \quad \tau_0 = 2 \min_{\lambda \in \sigma(F) \setminus \mathbb{C}^+} \text{Im} \lambda > 0,
\]
we recall from (2.41) (Theorem 2.2) the result of exponential return to equilibrium
\[
\forall 0 \leq \tau < \tau_0, \exists C_4 > 0, \forall t \geq 0, \quad \| e^{-tQ} - P_0 \|_{L^2} \leq C_4e^{-\tau t},
\]
where \( P_0 \) is the rank-one spectral projection associated with the simple eigenvalue zero of the operator \( Q \), and \( \| \cdot \|_{L^2} \) stands for the norm of bounded operators on \( L^2(\mathbb{R}^n) \). We deduce from (1.17), (2.63), (2.64) and (2.65) that there exists a positive constant \( C_5 > 0 \) such that
\[
\forall t \geq 0, \quad \| e^{-tq^w} \|_{L^2} \leq C_5e^{-\omega_0 t}.
\]
We observe from the semigroup property, \([1.10], 2.62\) and \([2.66]\) that for all \(u \in \mathcal{S}(\mathbb{R}^n), t \geq \frac{1}{2}, X_0 = (x_0, \xi_0) \in \mathbb{R}^{2n}\),
\[
(2.67) \quad \|(x_0, x) + (\xi_0, D_x)\|e^{-tq^w}u\|L^2 = \|(x_0, x) + (\xi_0, D_x)e^{-\frac{1}{2}q^w}e^{-(\frac{t}{4})q^w}u\|L^2
\leq C_3\sqrt{2^{2k_0+1}}|X_0|e^{-(\frac{t}{2})q^w}u\|L^2 \leq C_3C_5\sqrt{2^{2k_0+1}}|X_0|e^{-\omega_0(\frac{t}{2})}\|u\|L^2.
\]

We deduce from \([2.62]\) and \([2.67]\) that there exists a positive constant \(C_0 > 0\) such that for all \(u \in \mathcal{S}(\mathbb{R}^n), t > 0, X_0 = (x_0, \xi_0) \in \mathbb{R}^{2n}\),
\[
(2.68) \quad \|(x_0, x) + (\xi_0, D_x)\|e^{-tq^w}u\|L^2 \leq C_0|X_0|\inf(1, t)^{-(2k_0+1)/2}e^{-\omega_0 t}\|u\|L^2.
\]

By using the density of the Schwartz space in \(L^2(\mathbb{R}^n)\), this estimate extends as
\[
(2.69) \quad \forall u \in L^2(\mathbb{R}^n), \forall t > 0, \forall X_0 = (x_0, \xi_0) \in \mathbb{R}^{2n},
\|
(x_0, x) + (\xi_0, D_x)\|e^{-tq^w}u\|L^2 \leq C_0|X_0|\inf(1, t)^{-(2k_0+1)/2}e^{-\omega_0 t}\|u\|L^2.
\]
This ends the proof of Theorem \([1.1]\).

2.2. Proof of Corollary \([1.2]\) This section is devoted to the proof of Corollary \([1.2]\) Let \(q : \mathbb{R}^n \times \mathbb{R}^n \rightarrow \mathbb{C}\), with \(n \geq 1\), be a quadratic form with a non-negative real part \(\text{Re} \ q \geq 0\) and a zero singular space
\[
S = \left(\bigcap_{j=0}^{2n-1} \text{Ker}[\text{Re} F(\text{Im} F^j)]\right) \cap \mathbb{R}^{2n} = \{0\}.
\]
Let \(m \geq 1, X_1 = (x_1, \xi_1) \in \mathbb{R}^{2n}, \ldots, X_m = (x_m, \xi_m) \in \mathbb{R}^{2n}\), and \(0 \leq k_0 \leq 2n - 1\) be the smallest integer satisfying \([1.14]\). We know from \([16]\) (Proposition 5.8 and Theorem 5.12) that the semigroup
\[
e^{-tq^w} = \mathcal{K}_{e^{-2itF}} : \mathcal{S}(\mathbb{R}^n) \rightarrow \mathcal{S}(\mathbb{R}^n), \quad t > 0,
\]
defined by the quadratic operator \(q^w(x, D_x)\), is a Fourier integral operator whose kernel is a Gaussian distribution associated to the positive symplectic linear bijection
\[
e^{-2itF} : \mathbb{C}^{2n} \rightarrow \mathbb{C}^{2n}.
\]
It was proven in the proof of Proposition 5.8 in \([16]\) (pp. 444-445) that for all \((x_0, \xi_0) \in \mathbb{C}^{2n}\),
\[
(2.70) \quad ((x_0, x) + (\xi_0, D_x))e^{-tq^w} = e^{-tq^w}((y_0, x) + (\eta_0, D_x)),
\]
where \((y_0, \eta_0) = T_t(x_0, \xi_0)\), with \(T_t = \mathcal{J}e^{2itF}\mathcal{J}^{-1}\), where \(\mathcal{J}(x, \xi) = (\xi, -x)\). The notation \((\cdot, \cdot)\) stands here for the bilinear dot product on \(\mathbb{C}^n\). By using the semigroup property, we deduce from \([2.70]\) that
\[
((x_1, x) + (\xi_1, D_x)) \ldots ((x_m, x) + (\xi_m, D_x))e^{-tq^w} =
((x_1, x) + (\xi_1, D_x)) \ldots ((x_m, x) + (\xi_m, D_x))e^{-\frac{1}{m}q^w} \ldots e^{-\frac{1}{m}q^w} =
\]
\[
((x_1, x) + (\xi_1, D_x))e^{-\frac{1}{m}q^w}((y_2(t), x) + (\eta_2(t), D_x))e^{-\frac{1}{m}q^w} \ldots ((y_m(t), x) + (\eta_m(t), D_x))e^{-\frac{1}{m}q^w},
\]
where
\[
(y_j(t), \eta_j(t)) = (T_{\frac{m}{m}})^{-1}(x_j, \xi_j) = \mathcal{J}e^{2\sqrt{2^{(i+1)}tF}}\mathcal{J}^{-1}(x_j, \xi_j), \quad 2 \leq j \leq m.
\]
It follows from Theorem 1.1 that there exists a positive constant \( C > 1 \) such that for all \( m \geq 1 \), \( X_1 = (x_1, \xi_1) \in \mathbb{R}^{2n} \), ..., \( X_m = (x_m, \xi_m) \in \mathbb{R}^{2n} \), \( u \in L^2(\mathbb{R}^n) \), \( 0 < t \leq 1 \),

\[
\|\langle x_1, x \rangle + \langle \xi_1, D_x \rangle \rangle \cdots \|\langle x_m, x \rangle + \langle \xi_m, D_x \rangle \rangle e^{-tq^u} u\|_{L^2} \leq C \left( \frac{m}{t} \right)^{\frac{2k_0+1}{2}} \times \left[ \left( \|\langle \text{Re } y_2(t), x \rangle + \langle \text{Re } \eta_2(t), D_x \rangle \rangle e^{-\frac{t}{m}q^u} \cdots \|\langle y_m(t), x \rangle + \langle \eta_m(t), D_x \rangle \rangle e^{-\frac{t}{m}q^u} u\|_{L^2} \right. \right. \\
+ \left. \left. \|\langle \text{Im } y_2(t), x \rangle + \langle \text{Im } \eta_2(t), D_x \rangle \rangle e^{-\frac{t}{m}q^u} \cdots \|\langle y_m(t), x \rangle + \langle \eta_m(t), D_x \rangle \rangle e^{-\frac{t}{m}q^u} u\|_{L^2} \right] \right],
\]

implying that

\[
\|\langle x_1, x \rangle + \langle \xi_1, D_x \rangle \rangle \cdots \|\langle x_m, x \rangle + \langle \xi_m, D_x \rangle \rangle e^{-tq^u} u\|_{L^2} \leq \left| J e^{\frac{\text{dist}(F)}{m}} f^{-1} X_1 \left( \frac{m}{t} \right)^{\frac{2(2k_0+1)}{2}} \times 2C^2 \|X_1\| \left( \|\langle \text{Re } y_3(t), x \rangle + \langle \text{Re } \eta_3(t), D_x \rangle \rangle e^{-\frac{t}{m}q^u} \cdots \|\langle y_m(t), x \rangle + \langle \eta_m(t), D_x \rangle \rangle e^{-\frac{t}{m}q^u} u\|_{L^2} \right. \right. \\
+ \left. \left. \|\langle \text{Im } y_3(t), x \rangle + \langle \text{Im } \eta_3(t), D_x \rangle \rangle e^{-\frac{t}{m}q^u} \cdots \|\langle y_m(t), x \rangle + \langle \eta_m(t), D_x \rangle \rangle e^{-\frac{t}{m}q^u} u\|_{L^2} \right] \right].
\]

Iterating these estimates provides that for all \( m \geq 1 \), \( X_1 = (x_1, \xi_1) \in \mathbb{R}^{2n} \), ..., \( X_m = (x_m, \xi_m) \in \mathbb{R}^{2n} \), \( u \in L^2(\mathbb{R}^n) \), \( 0 < t \leq 1 \),

\[
(2.71) \quad \|\langle x_1, x \rangle + \langle \xi_1, D_x \rangle \rangle \cdots \|\langle x_m, x \rangle + \langle \xi_m, D_x \rangle \rangle e^{-tq^u} u\|_{L^2} \leq 2m^{-1}C^m \left( \frac{m}{t} \right)^{\frac{m(2k_0+1)}{2}} \left( \prod_{j=1}^{m-1} \|\langle \text{Re } y_j(t), x \rangle + \langle \text{Re } \eta_j(t), D_x \rangle \rangle e^{-\frac{t}{m}q^u} \cdots \|\langle y_m(t), x \rangle + \langle \eta_m(t), D_x \rangle \rangle e^{-\frac{t}{m}q^u} u\|_{L^2} \right. \right. \\
+ \left. \left. \|\langle \text{Im } y_j(t), x \rangle + \langle \text{Im } \eta_j(t), D_x \rangle \rangle e^{-\frac{t}{m}q^u} \cdots \|\langle y_m(t), x \rangle + \langle \eta_m(t), D_x \rangle \rangle e^{-\frac{t}{m}q^u} u\|_{L^2} \right] \right).
\]

We deduce from the Stirling formula and (2.71) that there exists a positive constant \( \tilde{c} > 1 \) such that for all \( m \geq 1 \), \( X_1 = (x_1, \xi_1) \in \mathbb{R}^{2n} \), ..., \( X_m = (x_m, \xi_m) \in \mathbb{R}^{2n} \), \( u \in L^2(\mathbb{R}^n) \), \( 0 < t \leq 1 \),

\[
(2.72) \quad \|\langle x_1, x \rangle + \langle \xi_1, D_x \rangle \rangle \cdots \|\langle x_m, x \rangle + \langle \xi_m, D_x \rangle \rangle e^{-tq^u} u\|_{L^2} \leq \tilde{c}^m (m!)^{\frac{2k_0+1}{2}} \left( \prod_{j=1}^{m} \|X_j\| \right) t^{-\frac{m(2k_0+1)}{2}} \|u\|_{L^2}.
\]

On the other hand, it follows from the semigroup property and (2.72) that for all \( m \geq 1 \), \( X_1 = (x_1, \xi_1) \in \mathbb{R}^{2n} \), ..., \( X_m = (x_m, \xi_m) \in \mathbb{R}^{2n} \), \( u \in L^2(\mathbb{R}^n) \), \( t \geq 1 \),

\[
(2.73) \quad \|\langle x_1, x \rangle + \langle \xi_1, D_x \rangle \rangle \cdots \|\langle x_m, x \rangle + \langle \xi_m, D_x \rangle \rangle e^{-tq^u} u\|_{L^2} \leq \tilde{c}^m (m!)^{\frac{2k_0+1}{2}} \left( \prod_{j=1}^{m} \|X_j\| \right) e^{-(t-1)q^u} \|u\|_{L^2}.
\]
We deduce from (2.66) and (2.73) that there exists a positive constant $\tilde{C} > 1$ such that for all $m \geq 1$, $X_1 = (x_1, \xi_1) \in \mathbb{R}^{2n}$, ..., $X_m = (x_m, \xi_m) \in \mathbb{R}^{2n}$, $u \in L^2(\mathbb{R}^n)$, $t \geq 1$,

$$\|((\langle x_1, x \rangle + \langle \xi_1, D_x \rangle) \cdots (\langle x_m, x \rangle + \langle \xi_m, D_x \rangle) e^{-tq^w u}\|_{L^2} \leq C_5 \tilde{C} \frac{m!^{k_0+1}}{2} \left( \prod_{j=1}^{m} |X_j| \right) e^{-\omega_0 (t-1)} \|u\|_{L^2}$$

This ends the proof of Corollary 1.2.

2.3. Proof of Corollary 1.3. This section is devoted to the proof of Corollary 1.3. To that end, we consider the Hilbert spaces

\begin{equation}
\mathcal{H}^s = \left\{ u \in L^2(\mathbb{R}^n) : \langle (x, D_x) \rangle^s u \in L^2(\mathbb{R}^n) \right\}, \quad \|u\|_{\mathcal{H}^s} = \|\langle (x, D_x) \rangle^s u\|_{L^2}, \quad s \geq 0,
\end{equation}

with $\| \cdot \|_{L^2}$ the $L^2(\mathbb{R}^n)$-norm and $\langle (x, D_x) \rangle^2 = 1 + |D_x|^2 + |x|^2$, equipped with the dot product

\begin{equation}
(u, v)_{\mathcal{H}^s} = \langle (x, D_x) \rangle^s u, \langle (x, D_x) \rangle^s v \rangle_{L^2}.
\end{equation}

Here the operator

$$\langle (x, D_x) \rangle^s = (1 + D_x^2 + x^2)^{\frac{s}{2}},$$

equipped with the domain

\begin{equation}
D(\langle (x, D_x) \rangle^s) = \mathcal{H}^s,
\end{equation}

is defined through the functional calculus of the harmonic oscillator. Notice that this definition coincides with the definition of fractional powers of positive operators given in [21] (Chapter 4).

Let $q : \mathbb{R}^n_x \times \mathbb{R}^n_\xi \rightarrow \mathbb{C}$, with $n \geq 1$, be a quadratic form with a non-negative real part $\text{Re} \ q \geq 0$ and a zero singular space $S = \{0\}$. Let $0 \leq k_0 \leq 2n - 1$ be the smallest integer satisfying

$$\left( \bigcap_{j=0}^{k_0} \text{Ker}[\text{Re} \ F(\text{Im} \ F)^j] \big) \cap \mathbb{R}^{2n} = \{0\}.$$

By using that

$$\|u\|_{\mathcal{H}^1}^2 = \langle (x, D_x)^2 u, u \rangle_{L^2} = \|u\|_{L^2}^2 + \|xu\|_{L^2}^2 + \|D_x u\|_{L^2}^2,$$

it follows from (1.17), (2.66) and Theorem 1.1 that there exists a positive constant $C > 0$ such that

\begin{equation}
\forall t > 0, \forall u \in L^2(\mathbb{R}^n), \quad \|e^{-tq^w u}\|_{\mathcal{H}^1} \leq \frac{C}{t^{k_0+1}} \|u\|_{L^2}.
\end{equation}

We need the following result of real interpolation:
Proposition 2.7. Let $X$ be a Hilbert space and $A : D(A) \subset X \to X$ a maximal accretive operator

$$\forall u \in D(A), \quad \Re(Au, u) \geq 0,$$

such that $(-A, D(A))$ is the generator of a strongly continuous semigroup $T(t)$. Assume that there exists a Banach space $E \subset X$, $\rho > 1$, $C > 0$ such that

$$\forall t > 0, \quad \|T(t)\|_{L(X,E)} \leq \frac{C}{t^\rho},$$

and that $t \mapsto T(t)u$ is measurable with values in $E$ for each $u \in X$. Then, the continuous inclusion

$$D(A) \subset (X, E)^{1,2},$$

holds, where $(X, E)^{1,2}$ denotes the space obtained by real interpolation.

We refer the reader to the book [21] (Corollary 5.13) for a proof of this result. We consider the degenerate case when $k_0 \geq 1$. We deduce from (2.77) and Proposition 2.7 that the continuous inclusion

$$D(q^w) \subset \left(L^2(\mathbb{R}^n), \mathcal{H}^1\right)^{1,2,2},$$

holds. We observe that the Hilbert space $\mathcal{H}^1$ is included and dense in $L^2(\mathbb{R}^n)$. It follows from [21] (Corollary 4.37) the following correspondence between real and complex interpolation spaces

$$\forall 0 < \theta < 1, \quad \left[L^2(\mathbb{R}^n), \mathcal{H}^1\right]_\theta = \left(L^2(\mathbb{R}^n), \mathcal{H}^1\right)^{\theta,2}.$$  

By using that $\mathcal{H}^1 = D((x, D_x))$ is the domain of the selfadjoint operator $\langle(x, D_x)\rangle$, we deduce from (2.76) and [21] (Theorem 4.36) that

$$\left[L^2(\mathbb{R}^n), \mathcal{H}^1\right]_\theta = \left[D((x, D_x)^0), D((x, D_x)^1)\right]_\theta = D((x, D_x)^0)^\theta = \mathcal{H}^\theta,$$

for all $0 < \theta < 1$. We observe from (2.78), (2.79) and (2.80) that the continuous inclusion

$$D(q^w) \subset \mathcal{H}^{2k_0+1},$$

holds. This ends the proof of Corollary 1.3 in the case when $k_0 \geq 1$.

When $k_0 = 0$, we check that the non-negative quadratic form $\Re q$ is in fact positive definite. Indeed, the very same arguments as in (2.2) show that

$$X \in \text{Ker}(\Re F) \iff \Re q(X) = 0,$$

when $X \in \mathbb{R}^{2n}$. When $k_0 = 0$, the condition (1.14) therefore reads as

$$\text{Ker}(\Re F) \cap \mathbb{R}^{2n} = \{0\}.$$ 

This implies that the quadratic form $\Re q$ is positive definite. The symbol $q$ is thus elliptic and the result of Corollary 1.3 is then a direct consequence of the ellipticity of the operator $q^w(x, D_x)$, see e.g. [14] (Lemma 3.1 and Theorem 3.3).
2.4. Proof of Theorem 1.4. This section is devoted to the proof of Theorem 1.4. Let \( q : \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{C} \), with \( n \geq 1 \), be a quadratic form with a non-negative real part \( \text{Re} \ q \geq 0 \) and a zero singular space \( S = \{0\} \). Let \( 0 \leq k \leq 2n - 1 \) be the smallest integer satisfying
\[
\left( \bigcap_{j=0}^{k_0} \text{Ker} [\text{Re} F(\text{Im} F)^j] \right) \cap \mathbb{R}^{2n} = \{0\}.
\]

Let \( 0 \leq k \leq k_0 \). We begin by noticing from (1.18), (2.4), and Lemma 2.1 that there exists a positive constant \( c_1 > 0 \) such that for all \( 0 \leq t \leq 1 \), \( X \in \mathbb{R}^{2n} \),
\[
Q_t(X) \geq c_1 t^{2k+1} r_k(X).
\]

It follows from Lemma 2.6 that
\[
\forall u \in \mathcal{S}(\mathbb{R}^n), \quad (Q_t^w(x, D_x)u, u)_{L^2} \geq c_1 t^{2k+1} (r_k^w(x, D_x)u, u)_{L^2} \geq 0.
\]

We deduce from (1.10), (2.40), (2.59), and (2.82) that for all \( 0 \leq t \leq 1 \), \( u \in \mathcal{S}(\mathbb{R}^n) \),
\[
0 \leq c_1 t^{2k+1} (r_k^w(x, D_x)e^{-\frac{t}{2}q} u, e^{-\frac{t}{2}q} u)_{L^2} \leq (C + C_2)\|u\|_{L^2}^2.
\]

On the other hand, we have for all \( 0 \leq t \leq 1 \), \( u \in \mathcal{S}(\mathbb{R}^n) \),
\[
0 \leq c_1 t^{2k+1} \|e^{-\frac{t}{2}q} u\|_{L^2}^2 \leq c_1 \|u\|_{L^2}^2,
\]

since \((e^{-tq})_{t \geq 0}\) is a contraction semigroup on \( L^2 \). It follows from (1.20), (2.83), and (2.84) that for all \( 0 \leq t \leq 1 \), \( u \in \mathcal{S}(\mathbb{R}^n) \),
\[
0 \leq c_1 t^{2k+1} (\Lambda_k^2 e^{-\frac{t}{2}q} u, e^{-\frac{t}{2}q} u)_{L^2} \leq (c_1 + C + C_2)\|u\|_{L^2}^2,
\]

implying that
\[
\exists c_2 > 0, \forall 0 < t \leq 1, \forall u \in \mathcal{S}(\mathbb{R}^n), \quad \|\Lambda_k e^{-\frac{t}{2}q} u\|_{L^2} \leq \frac{c_2}{t^{2k+1}} \|u\|_{L^2}.
\]

We observe from (2.66), (2.86), and the semigroup property that for all \( u \in \mathcal{S}(\mathbb{R}^n) \), \( t \geq 1 \),
\[
\|\Lambda_k e^{-\frac{t}{2}q} u\|_{L^2} = \|\Lambda_k e^{-\frac{t}{2}q} u e^{-\frac{1}{2}(t-1)q} u\|_{L^2} \leq c_2 \|e^{-\frac{1}{2}(t-1)q} u\|_{L^2} \leq c_2 C_5 e^{-\frac{2}{t}(t-1)} \|u\|_{L^2}.
\]

We consider the Hilbert spaces
\[
\mathcal{H}_k = \{ u \in L^2(\mathbb{R}^n) : \Lambda_k u \in L^2(\mathbb{R}^n) \}, \quad \|u\|_{\mathcal{H}_k} = \|\Lambda_k u\|_{L^2}, \quad 0 \leq k \leq k_0,
\]

equipped with the dot product
\[
(u, v)_{\mathcal{H}_k} = (\Lambda_k u, \Lambda_k v)_{L^2}.
\]

It follows from (1.17), (2.86), (2.87), and (2.88) that for all \( 0 \leq k \leq k_0 \),
\[
\exists C_k > 0, \forall t > 0, \forall u \in \mathcal{S}(\mathbb{R}^n), \quad \|e^{-tq} u\|_{\mathcal{H}_k} = \|\Lambda_k e^{-tq} u\|_{L^2} \leq \frac{C_k}{t^{k+1}} \|u\|_{L^2}.
\]

We observe that the Hilbert spaces \( L^2(\mathbb{R}^n) \) and \( \mathcal{H}_k \) satisfy \( \mathcal{H}_k \subset L^2(\mathbb{R}^n) \), \( \mathcal{H}_k \) is dense in \( L^2(\mathbb{R}^n) \). It follows from [21] (Corollary 4.37) the following correspondence between real and complex interpolation spaces
\[
\forall 0 \leq k \leq k_0, \forall 0 < \theta < 1, \quad [L^2(\mathbb{R}^n), \mathcal{H}_k]_\theta = (L^2(\mathbb{R}^n), \mathcal{H}_k)_{\theta, 2^k}.
\]
When the singular space has a symplectic structure, the vector space $F$ and imaginary parts $\text{Im} F$.

With this description, we readily check that the vector subspace

$$(2.100) \quad (\text{Im} F) S \subset S^\perp.$$

When $k \geq 1$, we deduce from (2.90) and Proposition 2.7 that the continuous inclusion

$$(2.93) \quad D(q^w) \subset (L^2(\mathbb{R}^n), \mathcal{H}_k)^{2 \times 2}.$$

holds. We therefore obtain from (2.91), (2.92) and (2.93) that the continuous inclusion

$$(2.94) \quad \forall k \geq 1, \quad D(q^w) \subset D(\Lambda_k^{\frac{2}{n+1}}),$$

holds. This implies that there exists a positive constant $c > 0$ such that

$$(2.95) \quad \forall 1 \leq k \leq k_0, \forall u \in D(q^w), \quad \|\Lambda_k^{\frac{2}{n+1}} u\|_{L^2} \leq c(\|q^w(x, D_x) u\|_{L^2} + \|u\|_{L^2}).$$

On the other hand, we deduce from (1.15) and (1.20) that

$$(2.96) \quad \forall u \in D(q^w), \quad \text{Re}(q^w(x, D_x) u + u, u)_{L^2} = (\Lambda_0 u, u)_{L^2} = \|\Lambda_0 u\|_{L^2}^2.$$
In the case when the singular space \( S = \mathbb{R}^{2n} \) is equal to the whole phase space, the result of Corollary 1.5 is trivial as \( S^{\sigma_{\perp}} = \{0\} \). We therefore assume from now that the singular space \( S \neq \mathbb{R}^{2n} \) is distinct from the whole phase space. It implies in particular that \( n' \geq 1 \).

By using this splitting of the phase space

\[
(2.101) \quad X = X' + X'', \quad X = (x, \xi) \in \mathbb{R}^{2n}, \quad X' \in S^{\sigma_{\perp}}, \quad X'' \in S,
\]

we deduce from definition (1.14), (2.59), (2.100) and the symplectic orthogonality that

\[
q(X) = \sigma(X, FX) = \sigma(X' + X'', F(X' + X'')) = \sigma(X', FX') + \sigma(X'', FX'')
= \sigma(X', F|_{S^{\sigma_{\perp}}X'}) + i\sigma(X'', (\text{Im } F)|_S X'').
\]

It follows that the quadratic form \( q \) is equal to the sum of a purely imaginary-valued quadratic form defined on \( S \) and another one defined on \( S^{\sigma_{\perp}} \) with a non-negative real part

\[
(2.102) \quad q = q|_{S^{\sigma_{\perp}}} + i(\text{Im } q)|_S.
\]

We notice that the quadratic form \( q|_{S^{\sigma_{\perp}}} \) satisfies the assumptions of Corollary 1.2 since \( S \cap S^{\sigma_{\perp}} = \{0\} \). On the other hand, we deduce from the symplectic structure of the two vector subspaces \( S \) and \( S^{\sigma_{\perp}} \) that the two operators \( q|_{S^{\sigma_{\perp}}} \) and \( (\text{Im } q)|_S \) commute. We denote \((\tilde{e}_1, \ldots, \tilde{e}_n, \tilde{\varepsilon}_1, \ldots, \tilde{\varepsilon}_n)\) the canonical symplectic basis of the phase space

\[
(x, \xi) = x_1e_1 + \ldots + x_ne_n + \xi_1\varepsilon_1 + \ldots + \xi_n\varepsilon_n \in \mathbb{R}^n \times \mathbb{R}^n.
\]

Let \((\tilde{e}_1, \ldots, \tilde{e}_n', \tilde{\varepsilon}_1, \ldots, \tilde{\varepsilon}_n')\) be a symplectic basis of \( S^{\sigma_{\perp}} \) and \((\tilde{e}_n'+1, \ldots, \tilde{e}_n'+n', \tilde{\varepsilon}_n'+1, \ldots, \tilde{\varepsilon}_n'+n')\) a symplectic basis of \( S \),

\[
\sigma(\tilde{e}_j, \tilde{e}_k) = \sigma(\tilde{\varepsilon}_j, \tilde{e}_k) = 0, \quad \sigma(\tilde{\varepsilon}_j, \tilde{\varepsilon}_k) = \delta_{j,k},
\]

with \( \delta_{j,k} \) being the Kronecker symbol. We consider \( \chi : \mathbb{R}^{2n} \to \mathbb{R}^{2n} \) the linear symplectic transformation satisfying

\[
\chi(\tilde{e}_j) = e_j, \quad \chi(\tilde{\varepsilon}_j) = \varepsilon_j, \quad 1 \leq j \leq n.
\]

By the symplectic invariance of the Weyl quantization [15] (Theorem 18.5.9), we can find a metaplectic operator \( \mathcal{T} \), which is a unitary transformation of \( L^2(\mathbb{R}^n) \) and an automorphism of the Schwartz space \( \mathcal{S}(\mathbb{R}^n) \) and of the space of tempered distributions \( \mathcal{S}'(\mathbb{R}^n) \) such that for all \( a \in \mathcal{S}'(\mathbb{R}^{2n}) \),

\[
(2.103) \quad (a \circ \chi^{-1})^w(x, D_x) = \mathcal{T}^{-1}a^w(x, D_x)\mathcal{T}.
\]

According to definition (1.4), the Hamilton map of the quadratic form

\[
(x', \xi') \mapsto \tilde{q}|_{S^{\sigma_{\perp}}}(x', \xi') = (q|_{S^{\sigma_{\perp}}} \circ \chi^{-1})(x', 0'n'; \xi', 0'n'),
\]

is given by \( \chi \circ F|_{S^{\sigma_{\perp}}} \circ \chi^{-1} \). We readily check that this quadratic form satisfies the assumptions of Corollary 1.2. Furthermore, we observe that the smallest integer \( 0 \leq k_0 \leq 2n' + 1 \) satisfying

\[
\left( \bigcap_{j=0}^{k_0} \ker \left[ \text{Re } F|_{S^{\sigma_{\perp}}}(\text{Im } F|_{S^{\sigma_{\perp}}}^j) \right] \right) \cap \mathbb{R}^{2n'} = \{0\},
\]
is also the smallest integer $0 \leq k_0 \leq 2n' - 1$ satisfying
\[
\left( \bigcap_{j=0}^{k_0} \text{Ker}[\text{Re}(\chi|_{S\sigma^\perp} \circ F|_{S\sigma^\perp} \circ (\chi|_{S\sigma^\perp})^{-1}) (\text{Im}(\chi|_{S\sigma^\perp} \circ F|_{S\sigma^\perp} \circ (\chi|_{S\sigma^\perp})^{-1}))^j] \right) \cap \mathbb{R}^{2n'} = \{0\}.
\]
In the following, this integer is denoted $k_0$. We also notice that
\[
\sigma(\chi|_{S\sigma^\perp} \circ F|_{S\sigma^\perp} \circ (\chi|_{S\sigma^\perp})^{-1}) = \sigma(F|_{S\sigma^\perp}).
\]
By applying the results of Corollary 1.2, we obtain that there exists a positive constant $C > 1$ such that for all $m \geq 1$, $X_1 = (x_1', \xi_1') \in \mathbb{R}^{2n'}$, ..., $X_m = (x_m', \xi_m') \in \mathbb{R}^{2n'}$, $u \in L^2(\mathbb{R}^{n'})$,
\[
\begin{align*}
(2.104) \quad & \forall 0 < t \leq 1, \quad \|((x_1', x') + (\xi_1', D_{x'})) \cdots ((x_m', x') + (\xi_m', D_{x'}))e^{-t\tilde{q}^w_{S\sigma^\perp} u}\|_{L^2(\mathbb{R}^{n'})} \\
& \quad \leq C^m(m!)^\frac{2k_0 + 1}{2} \left( \prod_{j=1}^{m} |X_j'| \right) t^{-\frac{(2k_0 + 1)m}{2}} \|u\|_{L^2(\mathbb{R}^{n'})},
\end{align*}
\]
\[
\begin{align*}
(2.105) \quad & \forall t \geq 1, \quad \|((x_1', x') + (\xi_1', D_{x'})) \cdots ((x_m', x') + (\xi_m', D_{x'}))e^{-t\tilde{q}^w_{S\sigma^\perp} u}\|_{L^2(\mathbb{R}^{n'})} \\
& \quad \leq C^m(m!)^\frac{2k_0 + 1}{2} \left( \prod_{j=1}^{m} |X_j'| \right) e^{-\omega_0 t} \|u\|_{L^2(\mathbb{R}^{n'})},
\end{align*}
\]
with
\[
\omega_0 = \sum_{\lambda \in \sigma(F|_{S\sigma^\perp})} r_\lambda \text{Re}(-i\lambda) > 0, \quad \mathbb{C}_+ = \{z \in \mathbb{C} : \text{Re } z > 0\},
\]
where $r_\lambda$ stands for the dimension of the space of generalized eigenvectors of $F|_{S\sigma^\perp}$ associated to the eigenvalue $\lambda \in \sigma(F|_{S\sigma^\perp})$ as this dimension is the same for
\[
\chi|_{S\sigma^\perp} \circ F|_{S\sigma^\perp} \circ (\chi|_{S\sigma^\perp})^{-1}.
\]
Setting
\[
(x'', \xi'') \mapsto (\text{Im } \tilde{q})|_{S}(x'', \xi'') = ((\text{Im } q)|_{S} \circ \chi^{-1})(0', x''; 0', \xi'')
\]
and
\[
(x, \xi) \mapsto \tilde{q}(x, \xi) = (q \circ \chi^{-1})(x, \xi),
\]
we deduce from the commutation of the two differential operators $\tilde{q}|_{S|^{w}_{S\sigma^\perp}}$ and $(\text{Im}\tilde{q})|_{S}^{w}$ that
\[
((x_1', x') + (\xi_1', D_{x'})) \cdots ((x_m', x') + (\xi_m', D_{x'}))e^{-t\tilde{q}^w_{S\sigma^\perp}}e^{-it(\text{Im}\tilde{q})|_{S}^{w}}((x_1', x') + (\xi_1', D_{x'})) \cdots ((x_m', x') + (\xi_m', D_{x'}))e^{-t\tilde{q}^w_{S\sigma^\perp}}.
\]
By using that $e^{-it(\text{Im}\tilde{q})|_{S}^{w}}|_{t \geq 0}$ is a contraction semigroup on $L^2$ as the quadratic symbol $i(\text{Im}\tilde{q})|_{S}$ of its generator has a non-negative real part,\footnote{It is actually a unitary group as $(\text{Im}\tilde{q})|_{S}^{w}$ is a selfadjoint operator on $L^2$.} we deduce from $2.104$ and $2.105$.\footnote{It is actually a unitary group as $(\text{Im}\tilde{q})|_{S}^{w}$ is a selfadjoint operator on $L^2$.}
that for all $m \geq 1$, $X'_1 = (x'_1, \xi'_1) \in \mathbb{R}^{2n'}$, ..., $X'_m = (x'_m, \xi'_m) \in \mathbb{R}^{2n'}$, $u \in L^2(\mathbb{R^n})$,

$$\forall 0 < t \leq 1, \quad \|\langle x'_1, x' \rangle + \langle \xi'_1, D_{x'} \rangle \rangle \langle x'_m, x' \rangle + \langle \xi'_m, D_{x'} \rangle \rangle e^{-tq_w} u \|_{L^2(\mathbb{R^n})} \leq C^m(m!) \frac{2^{k_0+1}}{2} \left( \prod_{j=1}^m |X'_j| \right) t^{-\frac{(2k_0+1)m}{2}} \|u\|_{L^2(\mathbb{R^n})},$$

$$\forall t \geq 1, \quad \|\langle x'_1, x' \rangle + \langle \xi'_1, D_{x'} \rangle \rangle \langle x'_m, x' \rangle + \langle \xi'_m, D_{x'} \rangle \rangle e^{-tq_w} u \|_{L^2(\mathbb{R^n})} \leq C^m(m!) \frac{2^{k_0+1}}{2} \left( \prod_{j=1}^m |X'_j| \right) e^{-\omega t} \|u\|_{L^2(\mathbb{R^n})}.$$

By using the symplectic invariance (2.103), we notice that

$$e^{-tq_w} = T^{-1} e^{-tq_w} T$$

and

$$\langle x'_k, x' \rangle + \langle \xi'_k, D_{x'} \rangle = \langle (x'_k, 0') \rangle \langle \xi'_k, 0' \rangle, (x, D_x) = T^{-1} \langle (x'_k, 0'); \xi'_k, 0' \rangle, \chi^w(x, D_x) T
\quad = T^{-1} (\chi(\tilde{X}_k), \chi^w(x, D_x)) T,$$

with $\tilde{X}_k = \chi^{-1}(x'_k, 0'; \xi'_k, 0') \in S^{\sigma_\perp}$, it follows from (2.106) and (2.107) that there exists a positive constant $C_0 > 1$ for all $m \geq 1$, $X_1 \in S^{\sigma_\perp}$, ..., $X_m \in S^{\sigma_\perp}$, $u \in L^2(\mathbb{R^n})$,

$$\forall 0 < t \leq 1, \quad \|\langle \chi(X_1), \chi^w(x, D_x) \rangle \rangle \langle \chi(X_m), \chi^w(x, D_x) \rangle e^{-tq_w} u \|_{L^2(\mathbb{R^n})} \leq C^m_0 (m!) \frac{2^{k_0+1}}{2} \left( \prod_{j=1}^m |X_j| \right) t^{-\frac{(2k_0+1)m}{2}} \|u\|_{L^2(\mathbb{R^n})},$$

$$\forall t \geq 1, \quad \|\langle \chi(X_1), \chi^w(x, D_x) \rangle \rangle \langle \chi(X_m), \chi^w(x, D_x) \rangle e^{-tq_w} u \|_{L^2(\mathbb{R^n})} \leq C^m_0 (m!) \frac{2^{k_0+1}}{2} \left( \prod_{j=1}^m |X_j| \right) e^{-\omega t} \|u\|_{L^2(\mathbb{R^n})}.$$

This ends the proof of Corollary [1.5]

3. SOME APPLICATIONS

In this section, we provide some applications of the above results about general quadratic operators to the specific study of degenerate hypoelliptic Ornstein-Uhlenbeck operators and degenerate hypoelliptic Fokker-Planck operators. We show in particular how our results allow to recover some properties of degenerate hypoelliptic Ornstein-Uhlenbeck operators proven by Farkas and Lunardi in the work [6], and how they relate to the recent results of Arnold and Erb [1] on degenerate hypoelliptic Fokker-Planck operators with linear drift.
3.1. Applications to degenerate hypoelliptic Ornstein-Uhlenbeck operators. We consider Ornstein-Uhlenbeck operators

\[ P = \frac{1}{2} \sum_{i,j=1}^{n} q_{i,j} \partial_{x_i,x_j}^2 + \sum_{i,j=1}^{n} b_{i,j} x_j \partial_{x_i} + \frac{1}{2} \text{Tr}(Q \nabla_x^2) + \langle Bx, \nabla_x \rangle, \quad x \in \mathbb{R}^n, \]

where \( Q = (q_{i,j})_{1 \leq i,j \leq n} \) and \( B = (b_{i,j})_{1 \leq i,j \leq n} \) are real \( n \times n \)-matrices, with \( Q \) symmetric positive semidefinite. We denote \( \langle A, B \rangle \) and \( |A|^2 \) the scalar operators

\[ \langle A, B \rangle = \sum_{j=1}^{n} A_j B_j, \quad |A|^2 = \langle A, A \rangle = \sum_{j=1}^{n} A_j^2, \]

when \( A = (A_1, \ldots, A_n) \) and \( B = (B_1, \ldots, B_n) \) are vector-valued operators. Notice that \( \langle A, B \rangle \neq \langle B, A \rangle \) in general, since e.g., \( \langle \nabla_x, Bx \rangle = \langle Bx, \nabla_x \rangle + \text{Tr}(B) \).

We study degenerate hypoelliptic Ornstein-Uhlenbeck operators when the symmetric matrix \( Q \) is possibly not positive definite. These degenerate operators have been studied in the recent works \([3, 5, 6, 18, 20, 22, 25]\). We recall from these works that the assumption of hypoellipticity is classically characterized by the following equivalent assertions:

(i) The Ornstein-Uhlenbeck operator \( P \) is hypoelliptic

(ii) The symmetric positive semidefinite matrices

\[ Q_t = \int_0^t e^{sB} Q e^{sB^T} ds, \]

with \( B^T \) the transpose matrix of \( B \), are nonsingular for some (equivalently, for all) \( t > 0 \), i.e. \( \det Q_t > 0 \)

(iii) The Kalman rank condition holds:

\[ \text{Rank}[B|Q^{\frac{1}{2}}] = n, \]

where \([B|Q^{\frac{1}{2}}] = [Q^{\frac{1}{2}}, BQ^{\frac{1}{2}}, \ldots, B^{n-1}Q^{\frac{1}{2}}], \]

is the \( n \times n^2 \) matrix obtained by writing consecutively the columns of the matrices \( B^jQ^{\frac{1}{2}} \), with \( Q^{\frac{1}{2}} \) the symmetric positive semidefinite matrix given by the square root of \( Q \)

(iv) The Hörmander condition holds:

\[ \forall x \in \mathbb{R}^n, \quad \text{Rank} \mathcal{L}(X_1, X_2, \ldots, X_n, Y_0)(x) = n, \]

with

\[ Y_0 = \langle Bx, \nabla_x \rangle, \quad X_i = \sum_{j=1}^{n} q_{i,j} \partial_{x_j}, \quad i = 1, \ldots, n, \]

where \( \mathcal{L}(X_1, X_2, \ldots, X_n, Y_0)(x) \) denotes the Lie algebra generated by the vector fields \( X_1, X_2, \ldots, X_n, Y_0 \), at point \( x \in \mathbb{R}^n \)
When the Ornstein-Uhlenbeck operator is hypoelliptic, that is, when one (equivalently, all) of the above conditions holds, the associated Markov semigroup \((T(t))_{t \geq 0}\) has the following explicit representation
\[
(T(t)f)(x) = \frac{1}{(2\pi)^{\frac{n}{2}} \sqrt{\det Q_t}} \int_{\mathbb{R}^n} e^{-\frac{1}{2}(Q_t^{-1}y,y)} f(e^{tB}x - y) dy, \quad t > 0.
\]
This formula is due to Kolmogorov [17]. On the other hand, the existence of an invariant measure \(\mu\) for the Markov semigroup \((T(t))_{t \geq 0}\), that is, a probability measure on \(\mathbb{R}^n\) verifying
\[
\forall t \geq 0, \forall f \in C_b(\mathbb{R}^n), \quad \int_{\mathbb{R}^n}(T(t)f)(x)d\mu(x) = \int_{\mathbb{R}^n} f(x)d\mu(x),
\]
where \(C_b(\mathbb{R}^n)\) stands for the space of continuous and bounded functions on \(\mathbb{R}^n\), is known to be equivalent [4] (Section 11.2.3) to the following localization of the spectrum of \(B\),
\[
\sigma(B) \subset \mathbb{C}_- = \{z \in \mathbb{C} : \text{Re } z < 0\}.
\]
When this condition holds, the invariant measure is unique and is given by 
\[
d\mu(x) = \rho(x)dx,
\]
where the density with respect to the Lebesgue measure is
\[
\rho(x) = \frac{1}{(2\pi)^{\frac{n}{2}} \sqrt{\det Q_{\infty}}} e^{-\frac{1}{2}(Q_{\infty}^{-1}x,x)},
\]
with
\[
Q_{\infty} = \int_0^{+\infty} e^{sB}Qe^{sB^T} ds.
\]

In the work [6] (Proposition 2), Farkas and Lunardi obtain sharp \(L^2(\mathbb{R}^n, d\mu)\)-estimates for the spatial derivatives of the semigroup \(T(t)f\) for short times \(0 < t < 1\). We begin by recalling this result:

Let \(P\) be the Ornstein-Uhlenbeck operator defined in (3.1). We assume that \(P\) is hypoelliptic and that it admits the invariant measure \(d\mu(x) = \rho(x)dx\). We consider the Ornstein-Uhlenbeck operator acting on the space \(L^2_\mu = L^2(\mathbb{R}^n, d\mu)\), equipped with the domain
\[
D(P) = \{u \in L^2_\mu : Pu \in L^2_\mu\}.
\]
We define \((\mathcal{V}_k)_{k \geq 0}\) the vector subspaces
\[
\mathcal{V}_k = (\text{Ran}(Q^{\frac{1}{2}}) + \text{Ran}(BQ^{\frac{1}{2}}) + \ldots + \text{Ran}(B^kQ^{\frac{1}{2}})) \cap \mathbb{R}^n \subset \mathbb{R}^n, \quad k \geq 0,
\]
where the notation \(\text{Ran}\) denotes the range. The Kalman rank condition
\[
\text{Rank}[Q^{\frac{1}{2}}, BQ^{\frac{1}{2}}, \ldots, B^{k_0-1}Q^{\frac{1}{2}}] = n,
\]
allows one to consider \(0 \leq k_0 \leq n - 1\) the smallest integer satisfying
\[
\text{Rank}[Q^{\frac{1}{2}}, BQ^{\frac{1}{2}}, \ldots, B^{k_0}Q^{\frac{1}{2}}] = n.
\]
We observe from (3.10) and (3.11) that the following strict inclusions
\[
\mathcal{V}_0 \subset \mathcal{V}_1 \subset \ldots \subset \mathcal{V}_{k_0} = \mathbb{R}^n,
\]
hold. The work by Lanconelli and Polidoro [18] shows that a fan orthonormal basis
\[
B = (e_1, \ldots, e_n), \quad \mathcal{V}_k = \text{Span}\{e_j : 1 \leq j \leq \dim \mathcal{V}_k\}, \quad 0 \leq k \leq k_0,
\]
for the subspaces \( \mathcal{V}_0, \ldots, \mathcal{V}_{k_0} \) may be chosen so that the Ornstein-Uhlenbeck operator writes in these new coordinates as

\[
(3.14) \quad \tilde{P} = \sum_{i,j=1}^{p_0} \tilde{a}_{i,j} \partial_{x_i,x_j}^2 + \sum_{i,j=1}^{n} c_{i,j} x_j \partial_{x_i},
\]

with \( 1 \leq p_0 \leq n \), where \( \tilde{A} = (\tilde{a}_{i,j})_{1 \leq i,j \leq p_0} \in M_{p_0}(\mathbb{R}) \) is symmetric positive definite and \( C = (c_{i,j})_{1 \leq i,j \leq n} \) has the block structure

\[
C = \begin{pmatrix}
* & * & \cdots & * & * \\
C_1 & * & \cdots & * & * \\
0 & C_2 & \ddots & * & * \\
\vdots & \ddots & \ddots & * & * \\
0 & \cdots & 0 & C_{k_0} & *
\end{pmatrix} \in M_n(\mathbb{R}),
\]

where \( C_j \) is a \( p_j \times p_{j-1} \) block with rank \( p_j \) for all \( j = 1, \ldots, k_0 \) satisfying

\[ p_0 \geq p_1 \geq p_2 \geq \ldots \geq p_{k_0} \geq 1, \]

where

\[ p_0 = \dim \mathcal{V}_0, \quad p_i = \dim \mathcal{V}_i - \dim \mathcal{V}_{i-1}, \quad 1 \leq i \leq k_0. \]

We consider the sets of indices

\[
(3.15) \quad I_0 = \{ j \in \mathbb{N} : 1 \leq j \leq \dim \mathcal{V}_0 \}, \quad I_k = \{ j \in \mathbb{N} : \dim \mathcal{V}_{k-1} + 1 \leq j \leq \dim \mathcal{V}_k \},
\]

for \( 1 \leq k \leq k_0 \), providing the partition

\[ I_0 \sqcup I_1 \sqcup \ldots \sqcup I_{k_0} = \{ 1, \ldots, n \}. \]

By denoting \( \tilde{\partial}_j \) the partial derivative in the direction \( e_j \) given by the basis \( (3.13) \), the result of \([6]\) (Proposition 2) shows that

\[
(3.16) \forall N \geq 1, \exists c_N > 0, \forall f \in L^2(\mathbb{R}^n, d\mu), \forall j_1 \in I_{\nu_1}, \ldots, \forall j_N \in I_{\nu_N}, \forall 0 < t < 1,
\]

\[
\| \tilde{\partial}_{j_1} \ldots \tilde{\partial}_{j_N} T(t)f \|_{L^2_\mu} \leq \frac{c_N}{t^{\frac{1}{2} + \nu_1 + \ldots + \nu_N}} \| f \|_{L^2_\mu},
\]

where the sets of indices \( I_{\nu_1}, \ldots, I_{\nu_N} \), with \( 0 \leq \nu_1, \ldots, \nu_N \leq k_0 \), are defined in \((3.15)\) and where \( \| \cdot \|_{L^2_\mu} \) denotes the \( L^2(\mathbb{R}^n, d\mu) \)-norm. This result well points out how the short-time asymptotics of the regularizing effect depend on the directions of the derivatives. In the case when \( N = 1 \), the estimates may rephrased as follows.

According to \((3.12)\), we can consider for any \( \xi_0 \in \mathbb{R}^n \) the smallest integer \( 0 \leq k \leq k_0 \) such that \( \xi_0 \in \mathcal{V}_k \). This integer is denoted \( k_{\xi_0} \) and is called the frequency index of the point \( \xi_0 \in \mathbb{R}^n \) with respect to the Ornstein-Uhlenbeck operator \( P \).

The estimate \((3.16)\) reads as

\[
(3.17) \exists c > 0, \forall f \in L^2(\mathbb{R}^n, d\mu), \forall 0 < t < 1, \quad \| (\xi_0, D_x) T(t)f \|_{L^2_\mu} \leq \frac{c}{t^{\frac{2k_{\xi_0} + 1}{2}}} \| f \|_{L^2_\mu}.
\]

We explain in the following how Theorem \([11]\) allows us to recover the estimates \((3.17)\) and to derive further decay estimates for \( T(t)f \).
To that end, we may associate to the operator $P$ acting on $L^2_\mu = L^2(\mathbb{R}^n, d\mu)$, the quadratic operator $L$ acting on $L^2 = L^2(\mathbb{R}^n, dx)$,

$$(3.18) \quad L u = -\sqrt{\rho}P((\sqrt{\rho})^{-1}u) - \frac{1}{2} \text{Tr}(B)u.$$ 

We notice that the localization of the spectrum (3.6) implies that

$$\text{Tr}(B) < 0,$$

since $B \in M_n(\mathbb{R})$. Recalling the notation (3.2), a direct computation led in the work [25] (see (3.7) in Section 3.1) shows that

$$(3.20) \quad \mathcal{L} = -\frac{1}{2}|Q^{\frac{1}{2}}\nabla_x|^2 + \frac{1}{8}|Q^{\frac{1}{2}}Q_{\infty}^{-1}x|^2 - i\left\langle \left(\frac{1}{2}QQ_{\infty}^{-1} + B\right)x, D_x\right\rangle,$$

with $D_x = i^{-1}\nabla_x$, where $Q_{\infty}$ is the symmetric positive definite matrix (3.8). The operator $\mathcal{L}$ may be considered as a pseudodifferential operator

$$(3.21) \quad \mathcal{L} u = q^w(x, D_x)u(x) = \frac{1}{(2\pi)^n} \int_{\mathbb{R}^{2n}} e^{i(x-y) \cdot \xi}q\left(\frac{x+y}{2}, \xi\right)u(y)dyd\xi,$$

defined by the Weyl quantization of the quadratic symbol

$$(3.22) \quad q(x, \xi) = \frac{1}{2}|Q^{\frac{1}{2}}\xi|^2 + \frac{1}{8}|Q^{\frac{1}{2}}Q_{\infty}^{-1}x|^2 - i\left\langle \left(\frac{1}{2}QQ_{\infty}^{-1} + B\right)x, \xi\right\rangle, \quad (x, \xi) \in \mathbb{R}^{2n},$$

with a non-negative real part $\text{Re} q \geq 0$. We check in [25], see (3.16) in Section 3.2, that the Hamilton map of the quadratic form (3.22) is given by

$$(3.23) \quad F = \begin{bmatrix} -\frac{i}{2}(QQ_{\infty}^{-1} + 2B) & \frac{i}{4}Q \\ -\frac{1}{8}Q_{\infty}^{-1}QQ_{\infty}^{-1} & \frac{i}{4}(QQ_{\infty}^{-1} + 2B)^T \end{bmatrix}.$$ 

On the other hand, we prove in [25], see formulas (3.22), (3.23) and (3.24), that the singular space of the quadratic operator $\mathcal{L}$ is zero

$$(3.24) \quad S = \{0\}.$$ 

More precisely, we show in [25] that the smallest integer $0 \leq k_0 \leq 2n - 1$ satisfying

$$(3.25) \quad \left(\bigcap_{j=0}^{k_0} \text{Ker}\left[\text{Re} F(\text{Im} F)^j\right]\right) \cap \mathbb{R}^{2n} = \{0\},$$

corresponds exactly to the smallest integer $0 \leq k_0 \leq n - 1$ satisfying

$$(3.26) \quad \text{Rank}[Q^{\frac{1}{2}}, BQ^{\frac{1}{2}}, \ldots, B^{k_0}Q^{\frac{1}{2}}] = n.$$ 

This property justifies a posteriori the identical notation chosen for the integers $k_0$ defined in (1.14) and (3.11). We deduce from [25] (Lemma 3.1) and (1.15) that for all $0 \leq k \leq k_0$,

$$(3.27) \quad V_k = \left(\bigcap_{j=0}^{k} \text{Ker}\left[\text{Re} F(\text{Im} F)^j\right]\right) \cap \mathbb{R}^{2n} = \{x, \xi \in \mathbb{R}^{2n} : \forall 0 \leq j \leq k, \; QQ_{\infty}^{-1}B^jx = 0, \; Q(B^T)^j\xi = 0\},$$
that is

\[ V_k = \left( \bigcap_{j=0}^{k} \text{Ker}(QQ^{-1}_\infty B^j) \cap \mathbb{R}^n \right) \times \left( \bigcap_{j=0}^{k} \text{Ker}(Q(B^T)^j) \cap \mathbb{R}^n \right) \downarrow. \]

We observe from (3.10) and (3.28) that

\[ (0, \xi_0) \in V_k \iff \xi_0 \in \left( \bigcap_{j=0}^{k} \text{Ker}(Q(B^T)^j) \cap \mathbb{R}^n \right) \downarrow \]

\[ \iff \xi_0 \in \left( \bigcap_{j=0}^{k} \text{Ker}(Q_1^2(B^T)^j) \cap \mathbb{R}^n \right) \downarrow \iff \xi_0 \in \mathcal{V}_k = (\text{Ran}(Q_1^2 + \ldots + \text{Ran}(B^kQ_1^2)) \cap \mathbb{R}^n, \]

and

\[ (x_0, 0) \in V_k \iff x_0 \in \left( \bigcap_{j=0}^{k} \text{Ker}(QQ^{-1}_\infty B^j) \cap \mathbb{R}^n \right) \downarrow \]

\[ \iff x_0 \in \left( \bigcap_{j=0}^{k} \text{Ker}(Q^2_1Q^{-1}_\infty B^j) \cap \mathbb{R}^n \right) \downarrow \iff x_0 \in \tilde{V}_k, \]

with

\[ \tilde{V}_k = (\text{Ran}(Q^{-1}_\infty Q_1^2) + \text{Ran}(B^TQ^{-1}_\infty Q_1^2) + \ldots + \text{Ran}((B^T)^kQ^{-1}_\infty Q_1^2)) \cap \mathbb{R}^n, \quad k \geq 0, \]

where the orthogonality is taken with respect to the Euclidean structure on \( \mathbb{R}^n \). The following lemma makes explicit the link between the two families of vector subspaces \( (V_k)_{0 \leq k \leq k_0} \) and \( (\tilde{V}_k)_{0 \leq k \leq k_0} \):

**Lemma 3.1.** We have for all \( 0 \leq k \leq k_0 \),

\[ \tilde{V}_k = Q^{-1}_\infty V_k, \]

where \( Q_\infty \) stands for the positive definite symmetric matrix (3.8).

**Proof.** We begin by noticing from (3.3) and (3.3) that for all \( t \geq 0 \),

\[ Q_\infty = Q_t + e^{tB}Q_\infty e^{tB^T}. \]

We deduce from (3.32) the steady state variance equation

\[ \frac{d}{dt}(Q_t + e^{tB}Q_\infty e^{tB^T})|_{t=0} = Q + BQ_\infty + Q_\infty B^T = 0. \]

It follows from (3.30) and (3.33) that

\[ \tilde{V}_k^1 = \left( \bigcap_{j=0}^{k} \text{Ker}(Q^2_1Q^{-1}_\infty B^j) \right) \cap \mathbb{R}^n = \left( \bigcap_{j=0}^{k} \text{Ker}(Q^2_1(Q_\infty Q_\infty^{-1} B)^jQ^{-1}_\infty) \right) \cap \mathbb{R}^n = \left( \bigcap_{j=0}^{k} \text{Ker}(Q^2_1(Q_\infty Q_\infty^{-1} B + B^T)^jQ^{-1}_\infty) \right) \cap \mathbb{R}^n. \]
Next we check by induction on $k$ that for all $k \geq 0$,
\begin{equation}
\bigcap_{j=0}^{k} \text{Ker}(Q_{\infty}^{1/2}(Q_{\infty}^{-1}Q + B^{T})^{j}Q_{\infty}^{-1})) \cap \mathbb{R}^{n} = \bigcap_{j=0}^{k} \text{Ker}(Q_{\infty}^{1/2}(B^{T})^{j}Q_{\infty}^{-1})) \cap \mathbb{R}^{n}.
\end{equation}

Indeed, the formula (3.35) trivially holds true for $k = 0$. By expanding the products, we observe that
\begin{equation}
Q_{\infty}^{1/2}(Q_{\infty}^{-1}Q + B^{T})^{k+1}Q_{\infty}^{-1}x = Q_{\infty}^{1/2}(B^{T})^{k+1}Q_{\infty}^{-1}x,
\end{equation}

when
\[\forall 0 \leq j \leq k, \quad Q_{\infty}^{1/2}(B^{T})^{j}Q_{\infty}^{-1}x = 0.\]

We deduce from (3.36) that the formula (3.35) holds true at the rank $k + 1$ if it holds true at the rank $k$. According to (3.36), (3.34) and (3.35), we have for all $0 \leq k \leq k_{0}$,
\begin{equation}
\hat{V}_{k} = \left( \bigcap_{j=0}^{k} \text{Ker}(Q_{\infty}^{1/2}(B^{T})^{j}Q_{\infty}^{-1})) \cap \mathbb{R}^{n} \right) \perp
\end{equation}

\[= \left( \text{Ran}(Q_{\infty}^{-1}Q_{\infty}^{1/2}) + \text{Ran}(Q_{\infty}^{-1}BQ_{\infty}^{1/2}) + ... + \text{Ran}(Q_{\infty}^{-1}B^{k}Q_{\infty}^{1/2})) \right) \cap \mathbb{R}^{n} = Q_{\infty}^{-1}V_{k},\]

since $Q_{\infty}^{-1}$ is symmetric. This ends the proof of Lemma 3.1. \hfill \Box

We deduce from Lemma 3.1 and (3.12) that
\begin{equation}
\hat{V}_{0} \subseteq \hat{V}_{1} \subseteq ... \subseteq \hat{V}_{k_{0}} = \mathbb{R}^{n}.
\end{equation}

According to (3.38), we can consider for any $x_{0} \in \mathbb{R}^{n}$ the smallest integer $0 \leq k \leq k_{0}$ such that $x_{0} \in \hat{V}_{k}$. This integer is denoted $k_{x_{0}}$ and is called the space index of the point $x_{0} \in \mathbb{R}^{n}$ with respect to the Ornstein-Uhlenbeck operator $P$.

The following result shows that Theorem 1.1 allows one to recover the estimates (3.17) proven in [6] and to derive new decay estimates:

**Corollary 3.2.** Let
\[P = \frac{1}{2} \text{Tr}(Q \nabla_{x}^{2}) + \langle Bx, \nabla_{x} \rangle, \quad x \in \mathbb{R}^{n},\]

be a hypoelliptic Ornstein-Uhlenbeck operator, which admits the invariant measure $d\mu(x) = \rho(x)dx$. Then, the global solution $v(t) = e^{tP}v_{0}$ to the Cauchy problem
\begin{equation}
\left\{ \begin{array}{l}
\partial_{t}v = Pv, \\
v|_{t=0} = v_{0} \in L_{\mu}^{2},
\end{array} \right.
\end{equation}

with $L_{\mu}^{2} = L^{2}(\mathbb{R}^{n}, d\mu)$, satisfies:
\[\exists C > 0, \forall x_{0} \in \mathbb{R}^{n}, \forall \xi_{0} \in \mathbb{R}^{n}, \forall v_{0} \in L_{\mu}^{2}, \forall 0 < t \leq 1, \quad \|\langle \xi_{0}, D_{x} \rangle e^{tP}v_{0}\|_{L_{\mu}^{2}} \leq C|\xi_{0}|t^{-(2k_{x_{0}}+1)/2}\|v_{0}\|_{L_{\mu}^{2}},\]
\[\forall 0 < t \leq 1, \quad \|\langle x_{0}, x \rangle e^{tP}v_{0}\|_{L_{\mu}^{2}} \leq C|x_{0}|t^{-(2k_{x_{0}}+1)/2}\|v_{0}\|_{L_{\mu}^{2}},\]
\[\forall t \geq 1, \quad \|\langle \xi_{0}, D_{x} \rangle e^{tP}v_{0}\|_{L_{\mu}^{2}} \leq C|\xi_{0}|\|v_{0}\|_{L_{\mu}^{2}},\]
\[\forall t \geq 1, \quad \|\langle x_{0}, x \rangle e^{tP}v_{0}\|_{L_{\mu}^{2}} \leq C|x_{0}|\|v_{0}\|_{L_{\mu}^{2}},\]
with \( \| \cdot \|_{L^2_\mu} \) the \( L^2(\mathbb{R}^n, d\mu) \)-norm, where \( 0 \leq k_{\xi_0} \leq k_0 \) denotes the frequency index of \( \xi_0 \in \mathbb{R}^n \) with respect to \( P \), and where \( 0 \leq k_{x_0} \leq k_0 \) denotes the space index of \( x_0 \in \mathbb{R}^n \) with respect to \( P \).

**Proof.** By using from (3.22) and (3.24) that the quadratic operator
\[
\mathcal{L} = q^w(x, D_x) = \frac{1}{2} |Q^\frac{1}{2} D_x|^2 + \frac{1}{8} |Q^\frac{1}{2} Q^{-1}_\infty x|^2 - i \left\langle \left( \frac{1}{2} Q Q^{-1}_\infty + B \right) x, D_x \right\rangle,
\]
has a Weyl symbol with a zero singular space \( \mathcal{S} \). Hence, we observe from (3.18) and (3.19), we can deduce from (3.22) that the solution to the evolution equation (3.39) is given by
\[
\forall t > 0, \quad u(t) = e^{-t\mathcal{L}} u_0 \in \mathcal{S} \langle \mathbb{R}^n \rangle,
\]
where \((e^{-t\mathcal{L}})_{t \geq 0}\) denotes the contraction semigroup generated by \( \mathcal{L} \). It follows from (3.18) that the solution to the evolution equation (3.39) is given by
\[
v(t) = e^{tP} v_0 = (\sqrt{\rho})^{-1} e^{-t(L + \frac{1}{2} \text{Tr}(B))} (\sqrt{\rho} v_0) = e^{-\frac{1}{2} \text{Tr}(B)} (\sqrt{\rho})^{-1} e^{-t\mathcal{L}} (\sqrt{\rho} v_0),
\]
for all \( t \geq 0 \). By using that the mappings
\[
\forall \xi_0, D_x \in L^2(\mathbb{R}^n), \quad \langle \xi_0, D_x \rangle e^{tP} v_0 = e^{-\frac{1}{2} \text{Tr}(B)} (\sqrt{\rho})^{-1} \left( \langle \xi_0, D_x \rangle - \frac{i}{2} \langle \xi_0, Q^{-1}_\infty x \rangle \right) e^{-t\mathcal{L}} (\sqrt{\rho} v_0).
\]
By using the mappings
\[
T : L^2_\mu \rightarrow L^2, \quad u \mapsto \sqrt{\rho} u \quad T^{-1} : L^2 \rightarrow L^2_\mu, \quad u \mapsto \sqrt{\rho}^{-1} u,
\]
are isometric,
\[
\| \langle \xi_0, D_x \rangle e^{tP} v_0 \|_{L^2_\mu} \leq e^{-\frac{1}{2} \text{Tr}(B)} (\| \langle \xi_0, D_x \rangle e^{-t\mathcal{L}} (\sqrt{\rho} v_0) \|_{L^2} + \| Q^{-1}_\infty \xi_0, x \| e^{-t\mathcal{L}} (\sqrt{\rho} v_0) \|_{L^2}.
\]
According to (3.18) and (3.19), we observe from (25) (Proposition 2.2 and formula (2.6)) that
\[
\omega_0 = \sum_{\lambda \in \sigma(F)} r_\lambda \text{Re}(-i\lambda) = -\frac{1}{2} \text{Tr}(B) > 0,
\]
where \( r_\lambda \) stands for the dimension of the space of generalized eigenvectors of the Hamilton map (3.23) in \( \mathbb{C}^{2n} \) associated to the eigenvalue \( \lambda \).
According to Lemma 3.1, (3.29) and (3.30), the property \(\xi_0 \in V_{k_0}\) implies that
\[
(0, \xi_0) \in V_{k_0}, \quad (Q^{-1}_\infty \xi_0, 0) \in V_{k_0},
\]
since \(Q^{-1}_\infty \xi_0 \in \tilde{V}_{k_0}\), where \(0 \leq k_0 \leq k_0\) denotes the frequency index of \(\xi_0 \in \mathbb{R}^n\) with respect to \(P\). The indices with respect to the singular space of the quadratic operator \(L\) of both directions \((0, \xi_0)\) and \((Q^{-1}_\infty \xi_0, 0)\), are therefore lower than \(k \xi_0\). We deduce from (3.44), (3.46), (3.47) and Theorem 1.1 that there exists a positive constant \(C > 0\) such that for all \(\xi_0 \in \mathbb{R}^n\), \(v_0 \in L^2_{\mu}\),
\[
\forall 0 < t \leq 1, \quad \|\langle \xi_0, D_x \rangle e^{tP} v_0\|_{L^2_{\mu}} \leq C|\xi_0| t^{-(2k_0+1)/2}\|v_0\|_{L^2_{\mu}},
\]
\[
\forall t \geq 1, \quad \|\langle \xi_0, D_x \rangle e^{tP} v_0\|_{L^2_{\mu}} \leq C|\xi_0|\|v_0\|_{L^2_{\mu}}.
\]
On the other hand, we deduce from (3.41) that for all \(t \geq 0\), \(v_0 \in L^2_{\mu}\),
\[
\langle x_0, x \rangle e^{tP} v_0 = e^{-\frac{t}{2} \text{Tr}(B)}(\sqrt{\rho})^{-1}(x_0, x) e^{-tL}(\sqrt{\rho} v_0).
\]
We deduce from (3.44) and (3.48) that for all \(t > 0\), \(v_0 \in L^2_{\mu}\),
\[
\|\langle x_0, x \rangle e^{tP} v_0\|_{L^2_{\mu}} = e^{-\frac{t}{2} \text{Tr}(B)}\|\langle x_0, x \rangle e^{-tL}(\sqrt{\rho} v_0)\|_{L^2_{\mu}}.
\]
We observe from (3.3) that the property \(x_0 \in \tilde{V}_{\tilde{k}_0}\) implies that \((x_0, 0) \in V_{\tilde{k}_0}\), where \(0 \leq \tilde{k}_0 \leq k_0\) denotes the space index of \(x_0 \in \mathbb{R}^n\) with respect to \(P\). The index with respect to the singular space of the quadratic operator \(L\) of the direction \((x_0, 0)\) is therefore lower than \(\tilde{k}_0\). We deduce from (3.44), (3.46), (3.49) and Theorem 1.1 that there exists a positive constant \(C > 0\) such that for all \(x_0 \in \mathbb{R}^n\), \(v_0 \in L^2_{\mu}\),
\[
\forall 0 < t \leq 1, \quad \|\langle x_0, x \rangle e^{tP} v_0\|_{L^2_{\mu}} \leq C|x_0| t^{-(2k_{x_0}+1)/2}\|v_0\|_{L^2_{\mu}},
\]
\[
\forall t \geq 1, \quad \|\langle x_0, x \rangle e^{tP} v_0\|_{L^2_{\mu}} \leq C|x_0|\|v_0\|_{L^2_{\mu}}.
\]
This ends the proof of Corollary 3.2

We can deduce from Corollary 1.2 the following result:

**Corollary 3.3.** Under the assumptions of Corollary 3.2 there exists a positive constant \(C > 1\) such that for all \(m \geq 1\), \(X_1 = (x_1, \xi_1) \in \mathbb{R}^{2n}\), ..., \(X_m = (x_m, \xi_m) \in \mathbb{R}^{2n}\), \(v_0 \in L^2(\mathbb{R}^n, d\mu)\),
\[
\forall 0 < t \leq 1, \quad \|\langle (x_1, x) + \langle \xi_1, D_x \rangle \rangle \cdots \langle (x_m, x) + \langle \xi_m, D_x \rangle \rangle e^{tP} v_0\|_{L^2_{\mu}} \leq C^m(m!)^{\frac{2k_{x_0}+1}{2}} \left(\prod_{j=1}^{m} |X_j|\right) t^{-(2k_{x_0}+1)m/2}\|v_0\|_{L^2_{\mu}},
\]
\[
\forall t \geq 1, \quad \|\langle (x_1, x) + \langle \xi_1, D_x \rangle \rangle \cdots \langle (x_m, x) + \langle \xi_m, D_x \rangle \rangle e^{tP} v_0\|_{L^2_{\mu}} \leq C^m(m!)^{\frac{2k_{x_0}+1}{2}} \left(\prod_{j=1}^{m} |X_j|\right)\|v_0\|_{L^2_{\mu}},
\]
where \( \| \cdot \|_{L^2} \) the \( L^2(\mathbb{R}^n, d\mu) \)-norm, where \(| \cdot |\) denotes the Euclidean norm on \(\mathbb{R}^{2n}\).

**Proof.** By resuming the proof of Corollary 3.21 it follows from (3.11), (3.42), (3.43) and (3.48) that for all \(m \geq 1\), \(X_1 = (x_1, \xi_1) \in \mathbb{R}^{2n}, \ldots, X_m = (x_m, \xi_m) \in \mathbb{R}^{2n}, v_0 \in L^2(\mathbb{R}^n, d\mu),\)

\[
\begin{align*}
(3.50) \quad &\left(\langle x_1, x \rangle + \langle \xi_1, D_x \rangle \right) \ldots \left(\langle x_m, x \rangle + \langle \xi_m, D_x \rangle \right) e^{tP} v_0 = e^{-\frac{1}{2}Tr(B) (\sqrt{p})^{-1}} \\
&\times \left(\langle x_1 - i2^{-1}Q^{-1}_\infty \xi_1, x \rangle + \langle \xi_1, D_x \rangle \right) \ldots \left(\langle x_m - i2^{-1}Q^{-1}_\infty \xi_m, x \rangle + \langle \xi_m, D_x \rangle \right)e^{-tQ} (\sqrt{p}v_0).
\end{align*}
\]

We directly deduce from Corollary 1.2 that there exists a positive constant \(C > 1\) such that for all \(m \geq 1\), \(X_1 = (x_1, \xi_1) \in \mathbb{R}^{2n}, \ldots, X_m = (x_m, \xi_m) \in \mathbb{R}^{2n}, v_0 \in L^2(\mathbb{R}^n, d\mu),\)

\[
\forall 0 < t \leq 1, \quad \|\left(\langle x_1, x \rangle + \langle \xi_1, D_x \rangle \right) \ldots \left(\langle x_m, x \rangle + \langle \xi_m, D_x \rangle \right) e^{tP} v_0\|_{L^2_p} \leq C^m(m!)^{\frac{2k_0+1}{2}} \left(\prod_{j=1}^{m} |X_j|\right) t^{-\frac{(2k_0+1)m}{2}} \|v_0\|_{L^2_p},
\]

\[
\forall t \geq 1, \quad \|\left(\langle x_1, x \rangle + \langle \xi_1, D_x \rangle \right) \ldots \left(\langle x_m, x \rangle + \langle \xi_m, D_x \rangle \right) e^{tP} v_0\|_{L^2_p} \leq C^m(m!)^{\frac{2k_0+1}{2}} \left(\prod_{j=1}^{m} |X_j|\right) \|v_0\|_{L^2_p}.
\]

This ends the proof of Corollary 3.3. \(\square\)

The upper bound in Corollary 3.3 for iterated differentiations of the semigroup generated by a degenerate hypoelliptic Ornstein-Uhlenbeck operator is not as sharp as the estimate (3.15) established by Lunardi and Farkas in [6]. Indeed, the result of Corollary 3.3 does not capture the dependence of the short-time asymptotics according to the phase space directions. However, the result of Corollary 3.3 provides new decay estimates and upper bounds for moments of any order in the short-time limit \(t \to 0\).

As an application of Corollary 1.3, we recover the result proven in [25] (Proposition 2.3). Before recalling the statement of this result, we set some notations. We recall that the 1-dimensional Hermite polynomials are defined by

\[
h_n(x) = \frac{(-1)^n}{\sqrt{n!}} e^{\frac{x^2}{2}} \frac{d^n}{dx^n} e^{-\frac{x^2}{2}}, \quad n \geq 0, \quad x \in \mathbb{R}.
\]

By using the fact that the symmetric matrix \(Q_\infty\) is positive definite, we can introduce an orthogonal matrix \(U\) such that \(UQ_\infty U^{-1} = \text{diag}[\lambda_1, ..., \lambda_n]\) is diagonal. We define for any multi-index \(\beta = (\beta_1, ..., \beta_n) \in \mathbb{N}^n,\)

\[
H_\beta(x) = \prod_{j=1}^{n} h_{\beta_j} \left(\frac{(UT^{-1}x)_j}{\sqrt{\lambda_j}}\right), \quad x \in \mathbb{R}^n,
\]

where \(T\) denotes the invertible matrix representing the change of basis from the canonical basis of \(\mathbb{R}^n\) to the basis \(\mathcal{B}\) defined in (3.13). As eigenfunctions of the self-adjoint non-positive Ornstein-Uhlenbeck operator

\[
(3.51) \quad AH_\beta = \left(\frac{1}{2}Tr(Q_\infty \nabla_x^2) - \frac{1}{2} \langle x, \nabla_x \rangle\right) H_\beta = -\frac{|\beta|}{2} H_\beta,
\]
Proposition 3.4. Let $\rho$, the Sobolev space $H^s(\mathbb{R}^n, d\mu)$ is defined as the domain of the operator $(\sqrt{T-A})^s$, that is, the set of $L^2_\mu$ functions satisfying
\begin{equation}
\|u\|_{H^s(\mathbb{R}^n, d\mu)}^2 = \|(\sqrt{T-A})^s u\|_{L^2_\mu}^2 = \sum_{\beta\in\mathbb{N}^n} \left(1 + \frac{1}{2}|\beta|^2\right)^s \|\langle u, H_\beta \rangle\|_{L^2_\mu}^2 < +\infty.
\end{equation}
For $s_0, s_1, \ldots, s_{k_0} > 0$, the anisotropic Sobolev space $H^{s_0\cdot s_1\cdot \cdots \cdot s_{k_0}}(\mathbb{R}^n, d\mu)$ is defined as the space of $L^2_\mu$ functions satisfying
\begin{equation}
\|u\|_{H^{s_0\cdot s_1\cdot \cdots \cdot s_{k_0}}(\mathbb{R}^n, d\mu)}^2 = \sum_{\beta\in\mathbb{N}^n} \sum_{k=0}^{k_0} \left(1 + \sum_{j\in I_k} \frac{\beta_j}{2}\right)^{s_k} \|\langle u, H_\beta \rangle\|_{L^2_\mu}^2,
\end{equation}
where the sets of indices $(I_k)_{0\leq k \leq k_0}$ are defined in (3.15). The result of [6] (Theorem 8) shows that the domain of the infinitesimal generator of the Ornstein-Uhlenbeck semigroup $(T(t))_{t \geq 0}$ satisfies the following embedding into the anisotropic Sobolev space
\begin{equation}
D(P) \subset H^{2\cdot s_0\cdot s_1\cdot \cdots \cdot s_{k_0}}(\mathbb{R}^n, d\mu) \subset H^{\frac{2}{2k_0+1}}(\mathbb{R}^n, d\mu).
\end{equation}
It was shown in [25] (Proposition 2.3) that Corollary 1.3 allows one to recover the weaker embedding of the domain into the isotropic Sobolev space $D(P) \subset H^{2/(2k_0+1)}(\mathbb{R}^n, d\mu)$.

Proposition 3.4. Let
\[ P = \frac{1}{2} \text{Tr}(Q\nabla^2_x) + \langle Bx, \nabla_x \rangle, \quad x \in \mathbb{R}^n, \]
be a hypoelliptic Ornstein-Uhlenbeck operator, which admits the invariant measure $d\mu(x) = \rho(x)dx$. Then, there exists a positive constant $C > 0$ such that
\[ \forall v \in D(P), \quad \|v\|_{H^{2k_0+1}}^2 \leq C(\|Pv\|_{L^2_\mu}^2 + \|v\|_{L^2_\mu}^2), \]
with $\| \cdot \|_{L^2_\mu}$ the $L^2(\mathbb{R}^n, d\mu)$-norm, where $0 \leq k_0 \leq n-1$ is the smallest integer satisfying (3.11) and where the Sobolev space $H^{2/(2k_0+1)}(\mathbb{R}^n, d\mu)$ is defined in (3.53).

Proof. See the proof of Proposition 2.3 in [25]. \[ \square \]

Before applying Theorem 1.4 to the study of degenerate hypoelliptic Ornstein-Uhlenbeck operators, we need to introduce auxiliary operators. To that end, we define the matrices
\begin{equation}
\Omega_j = 2^{-4j}(QQ^{-1}_\infty + 2B)^jQ(Q^{-1}_\infty Q + 2B^T)^j, \quad \mathfrak{B}_j = -2^{-1}\Omega_jQ^{-1}_\infty,
\end{equation}
and we consider the following Ornstein-Uhlenbeck operators
\begin{equation}
\mathfrak{P}_j = \frac{1}{2} \text{Tr}(\Omega_j\nabla^2_x) + \langle \mathfrak{B}_j x, \nabla_x \rangle, \quad x \in \mathbb{R}^n,
\end{equation}
for any $0 \leq j \leq k_0$. Notice that the matrix $\Omega_j$ is symmetric positive semidefinite. These Ornstein-Uhlenbeck operators are equipped with the domains
\begin{equation}
D(\mathfrak{P}_j) = \{u \in L^2_\mu : \mathfrak{P}_j u \in L^2_\mu\}.\]
As in (3.15), we can associate to these Ornstein-Uhlenbeck operators some quadratic operators.

$$\mathcal{L}_j u = -\sqrt{\mathcal{P}} \mathcal{P}_j (\varphi^{-1}) - \frac{1}{2} \text{Tr}(\mathfrak{B}_j) u,$$

(3.57)

for all $0 \leq j \leq k_0$, which are computed explicitly in the following lemma:

**Lemma 3.5.** For all $0 \leq j \leq k_0$, the Weyl symbol of the quadratic operator

$$\mathcal{L}_j u = -\sqrt{\mathcal{P}} \mathcal{P}_j (\varphi^{-1}) - \frac{1}{2} \text{Tr}(\mathfrak{B}_j) u = \tilde{\mathcal{L}}_j^u (x, D_x) u,$$

is given by

$$\tilde{\mathcal{L}}_j(X) = \text{Re} q((\text{Im} F)^j X) = \frac{1}{2^{7/2} |Q^{1/2}Q^{-1}Q + 2B^T|^j} \frac{1}{2^{j+3} |Q^{1/2}Q^{-1}QQ^{-1} + 2B^2|^j x|^2},$$

with $X = (x, \xi) \in \mathbb{R}^{2n}$, where $F$ is the Hamilton map defined in (3.25).

**Proof.** We deduce from (3.7), (3.42), (3.55) and (3.57) that for all $0 \leq j \leq k_0$,

$$\mathcal{L}_j u = - e^{1/(Q\varphi^{-1}x,x)} \left( \frac{1}{2} \sum_{l,k} q(j)_{l,k} \partial^2_{x_i,x_k} + \sum_{l,k} b(j)_{l,k} x_k \partial_{x_l} \right) \left( e^{1/(Q\varphi^{-1}x,x)} u \right) - \frac{1}{2} \text{Tr}(\mathfrak{B}_j) u$$

$$= - \frac{1}{2} \sum_{l,k=1}^n q(j)_{l,k} \left( \partial_{x_i} + \frac{1}{2} (Q^{-1} x)_l \right) \left( \partial_{x_k} + \frac{1}{2} (Q^{-1} x)_k \right) u$$

$$- \sum_{l,k=1}^n b(j)_{l,k} x_k \left( \partial_{x_i} + \frac{1}{2} (Q^{-1} x)_l \right) u - \frac{1}{2} \text{Tr}(\mathfrak{B}_j) u,$$

with $\Omega_j = (q(j)_{l,k})_{1 \leq l, k \leq n}$ and $\mathfrak{B}_j = (b(j)_{l,k})_{1 \leq l, k \leq n}$. Furthermore, since

$$\sum_{l,k=1}^n q(j)_{l,k} \partial_{x_i} (Q^{-1} x)_k = \text{Tr}(\Omega_j Q^{-1}),$$

(3.58)

it follows that for all $0 \leq j \leq k_0$,

$$\mathcal{L}_j = - \frac{1}{2} \langle \Omega_j \nabla_x, \nabla_x \rangle - \frac{1}{8} \langle \Omega_j Q^{-1} x, Q^{-1} x \rangle - \frac{1}{2} \langle \mathfrak{B}_j x, Q^{-1} x \rangle$$

$$- \langle \mathfrak{B}_j x, \nabla_x \rangle - \frac{1}{2} \langle \Omega_j Q^{-1} x, \nabla_x \rangle - \frac{1}{2} \text{Tr}(\mathfrak{B}_j) - \frac{1}{4} \text{Tr}(\Omega_j Q^{-1}).$$

By recalling the notation (3.22), we obtain that for all $0 \leq j \leq k_0$,

$$\mathcal{L}_j = \frac{1}{2} \langle \Omega_j D_x, D_x \rangle - \frac{1}{8} \langle \Omega_j Q^{-1} x, Q^{-1} x \rangle - \frac{1}{2} \langle \mathfrak{B}_j x, Q^{-1} x \rangle$$

$$- i \langle \mathfrak{B}_j x, D_x \rangle - \frac{i}{2} \langle \Omega_j Q^{-1} x, D_x \rangle - \frac{1}{2} \text{Tr}(\mathfrak{B}_j) - \frac{1}{4} \text{Tr}(\Omega_j Q^{-1}),$$

(3.59)
with $D_x = i^{-1} \nabla_x$. We deduce from (3.54) that for all $0 \leq j \leq k_0$,

$$L_j = \frac{1}{2} \langle Q_j D_x, D_x \rangle + \frac{1}{8} \langle Q_j Q^{-1}_x, Q^{-1}_x \rangle$$

$$= \frac{1}{2^{2j+1}} |Q^{\frac{1}{2}}(Q^{-1}_x Q + 2B^T)_j D_x|^2 + \frac{1}{2^{2j+3}} |Q^{\frac{1}{2}}(Q^{-1}_x Q + 2B^T)_j Q^{-1}_x|^2.$$

We notice from the steady state equation (3.33) that

$$Q^{-1}_x Q + 2B^T \cdot \cdot \cdot = -Q^{-1}_x (QQ^{-1}_x + 2B).$$

We deduce from (3.61) that for all $0 \leq k \leq k_0$,

$$(Q^{-1}_x Q + 2B^T)_j Q^{-1}_x = (\cdot \cdot \cdot)$$

It follows from (3.22), (3.23), (3.60) and (3.61) that the Weyl symbol of the quadratic operator $L_j = r_j^w(x, D_x)$ is given by

$$r_j(X) = \text{Re} q((\text{Im} F)^j X) = \frac{1}{2^{2j+1}} |Q^{\frac{1}{2}}(Q^{-1}_x Q + 2B^T)_j \xi|^2 + \frac{1}{2^{2j+3}} |Q^{\frac{1}{2}}Q^{-1}_x(Q Q^{-1}_x + 2B^T)_j x|^2,$$

with $X = (x, \xi) \in \mathbb{R}^{2n}$. This ends the proof of Lemma 3.5.

Next, we consider the Ornstein-Uhlenbeck operators

$$P_k = \frac{1}{2} \text{Tr}(Q_k \nabla_x^2) + \langle B_k x, \nabla_x \rangle, \quad 0 \leq k \leq k_0,$$

acting on the space $L^2_{\mu}$, with

$$D(P_k) = \left\{ u \in L^2_{\mu} : P_k u \in L^2_{\mu} \right\}.$$

It follows from (1.18), (1.19), (3.55), (3.63), (3.64) and Lemma 3.5 that the positive operator defined in (1.20) is given by

$$\Lambda^2_k u = \sqrt{\rho} \left( 1 - P_k - \frac{1}{2} \text{Tr}(B_k) \right) ((\sqrt{\rho})^{-1} u),$$

for any $0 \leq k \leq k_0$. As in (1.21), we can consider the fractional powers of these positive operators

$$\left( 1 - P_0 - \frac{1}{2} \text{Tr}(B_0) \right)^{\frac{1}{2}} u = \sqrt{\rho}^{-1} \Lambda_0((\sqrt{\rho}) u)$$

and

$$\left( 1 - P_k - \frac{1}{2} \text{Tr}(B_k) \right)^{\frac{1}{2k+1}} u = \sqrt{\rho}^{-1} \Lambda_k^{\frac{2}{k+1}}((\sqrt{\rho}) u), \quad 1 \leq k \leq k_0.$$
Corollary 3.6. Let

\[ P = \frac{1}{2} \text{Tr}(Q \nabla_x^2) + \langle Bx, \nabla_x \rangle, \quad x \in \mathbb{R}^n, \]

be a hypoelliptic Ornstein-Uhlenbeck operator, which admits the invariant measure \( d\mu(x) = \rho(x)dx \). Then, there exists a positive constant \( C > 0 \) such that for all \( v \in D(P) \),

\[
\left\| \left( 1 - \mathcal{P}_0 - \frac{1}{2} \text{Tr}(\mathcal{B}_0) \right)^{\frac{1}{2}} v \right\|_{L^2_{\mu}} + \sum_{k=1}^{k_0} \left\| \left( 1 - \mathcal{P}_k - \frac{1}{2} \text{Tr}(\mathcal{B}_k) \right)^{\frac{1}{2k+1}} v \right\|_{L^2_{\mu}} \leq C \left( \| P v \|_{L^2_{\mu}} + \| v \|_{L^2_{\mu}} \right),
\]

with \( \| \cdot \|_{L^2_{\mu}} \) the \( L^2(\mathbb{R}^n, d\mu) \)-norm, where \( 0 \leq k_0 \leq n-1 \) is the smallest integer satisfying (3.17).

Proof. Recalling that the quadratic operator \( \mathcal{L} = q^{\mu}(x, D_x) \) defined in (3.20) has a Weyl symbol with a zero singular space \( S = \{0\} \) and a non-negative real part \( \text{Re} q \geq 0 \), we deduce from Theorem 1.4 that there exists a positive constant \( C > 0 \) such that for all \( u \in D(q^{\mu}) \),

\[
(3.69) \quad \| \Lambda_0 u \|_{L^2(\mathbb{R}^n)} + \sum_{k=1}^{k_0} \| \Lambda_k^{2k+1} u \|_{L^2(\mathbb{R}^n)} \leq C (\| q^{\mu}(x, D_x) u \|_{L^2(\mathbb{R}^n)} + \| u \|_{L^2(\mathbb{R}^n)}),
\]

where \( 0 \leq k_0 \leq 2n - 1 \) is the smallest integer satisfying (1.14), and where the operators \( \Lambda_k^2 \) are defined in (1.20). It follows from (3.39), (3.41), (3.44), (3.67), (3.68) and (3.69) that

\[
\forall v \in D(P), \quad \| \sqrt{\rho}^{-1} \Lambda_0 (\sqrt{\rho} v) \|_{L^2_{\mu}} + \sum_{k=1}^{k_0} \| \sqrt{\rho}^{-1} \Lambda_k^{2k+1} (\sqrt{\rho} v) \|_{L^2_{\mu}} \leq C \left( \| P v \|_{L^2_{\mu}} + \| v \|_{L^2_{\mu}} \right),
\]

that is, for all \( v \in D(P) \),

\[
\left\| \left( 1 - \mathcal{P}_0 - \frac{1}{2} \text{Tr}(\mathcal{B}_0) \right)^{\frac{1}{2}} v \right\|_{L^2_{\mu}} + \sum_{k=1}^{k_0} \left\| \left( 1 - \mathcal{P}_k - \frac{1}{2} \text{Tr}(\mathcal{B}_k) \right)^{\frac{1}{2k+1}} v \right\|_{L^2_{\mu}} \leq C \left( \| P v \|_{L^2_{\mu}} + \| v \|_{L^2_{\mu}} \right).
\]

This ends the proof of Corollary 3.6. \( \square \)

The result of Corollary 3.6 is reminiscent from the continuous inclusion (3.53) proven by Farkas and Lunardi in [6] (Theorem 8). Our result is however not as sharp as (3.53), since the power associated to the elliptic directions should be equal to 1 instead of 1/2.

3.2. Applications to degenerate hypoelliptic Fokker-Planck operators. We consider the Fokker-Planck operator

\[
(3.70) \quad \mathcal{P} = \frac{1}{2} \text{Tr}(Q \nabla_x^2) - \langle Bx, \nabla_x \rangle - \text{Tr}(B), \quad x \in \mathbb{R}^n,
\]

where \( Q = (q_{i,j})_{1 \leq i,j \leq n} \) and \( B = (b_{i,j})_{1 \leq i,j \leq n} \) are real \( n \times n \)-matrices, with \( Q \) symmetric positive semidefinite. We assume that the Kalman rank condition and the localization of the spectrum of \( B \),

\[
(3.71) \quad \text{Rank}[Q^{\frac{1}{2}}, BQ^{\frac{1}{2}}, \ldots, B^{n-1}Q^{\frac{1}{2}}] = n, \quad \sigma(B) \subset \mathbb{C}_-,
\]
hold. As before, we consider

\begin{equation}
\rho(x) = \frac{1}{(2\pi)^{\frac{n}{2}} \sqrt{\det Q_{\infty}}} e^{-\frac{1}{2} (Q_{\infty}^{-1} x, x)},
\end{equation}

with

\begin{equation}
Q_{\infty} = \int_{0}^{+\infty} e^{sB} Q e^{sB^T} ds.
\end{equation}

We aim at studying the operator \( \mathcal{P} \) acting on the \( L^2_{1/\rho} = L^2(\mathbb{R}^n, \rho(x)^{-1} dx) \) space. In the recent work \([1]\), Arnold and Erb study the degenerate parabolic Fokker-Planck equation

\begin{equation}
\partial_t f = \frac{1}{2} \text{Tr} (Q\nabla^2 x) f - \langle Bx, \nabla x \rangle f - \text{Tr}(B)f.
\end{equation}

By employing a new entropy method based on a modified, non-degenerate entropy dissipation like functional, whose construction has inspired the proof of Theorem 1.1, they establish some results of exponential convergence of the solution to the equilibrium and the exponential decay in relative entropy (logarithmic till quadratic) with a sharp rate. More specifically, the result of \([1]\) (Theorem 4.8) is closely related to the following result obtained as a corollary of Theorem 1.1:

We begin by associating to the operator \( \mathcal{P} \) acting on \( L^2_{1/\rho} \), the quadratic operator \( \mathcal{L} \) acting on \( L^2(\mathbb{R}^n, dx) \) given by

\begin{equation}
\mathcal{L}u = -\sqrt{\rho}^{-1} \mathcal{P}(\sqrt{\rho} u) - \frac{1}{2} \text{Tr}(B) u.
\end{equation}

An explicit computation \([25]\), see formula (2.54), gives that

\begin{equation}
\mathcal{L} = \frac{1}{2} |Q_{1/2}^x D_x|^2 + \frac{1}{8} |Q_{1/2}^x Q_{\infty}^{-1} x|^2 + i \left( \left( \frac{1}{2} Q_{\infty}^{-1} + B \right) x, D_x \right).
\end{equation}

We observed in the proof of \([25]\) (Proposition 2.8) that this operator \( \mathcal{L} \) coincides with the \( L^2(\mathbb{R}^n) \)-adjoint of the operator (3.20), and that its Weyl symbol is \( \overline{F} \), the complex conjugate of the quadratic form (3.22). The Hamilton map of \( \overline{F} \) is \( \overline{F} \), the complex conjugate of the Hamilton map (3.23). By using that

\[ \text{Ker}(\text{Re } \overline{F}(\text{Im } \overline{F})) = \text{Ker}(\text{Re } F(\text{Im } F))^j, \]

it follows from (3.24) that the quadratic operator \( \mathcal{L} = \overline{\mathcal{L}}^\mu(x, D_x) \) has a Weyl symbol with a zero singular space and a non-negative real part. As before in (3.25) and (3.26), the smallest integer \( 0 \leq k_0 \leq 2n - 1 \) satisfying

\begin{equation}
\left( \bigcap_{j=0}^{k_0} \text{Ker}[\text{Re } F(\text{Im } F)^j] \right) \cap \mathbb{R}^{2n} = \{0\},
\end{equation}

corresponds exactly to the smallest integer \( 0 \leq k_0 \leq n - 1 \) satisfying

\begin{equation}
\text{Rank}[Q_{1/2}^x, B^2 Q_{1/2}^x, \ldots, B^{k_0} Q_{1/2}^x] = n.
\end{equation}

Following (3.28), the vector subspaces (1.13) are anew given in this case by

\begin{equation}
V_k = \left[ \left( \bigcap_{j=0}^{k} \text{Ker}(Q_{\infty}^{-1} B^j) \right) \cap \mathbb{R}^n \right] \times \left( \left( \bigcap_{j=0}^{k} \text{Ker}(Q(B^T)^j) \right) \cap \mathbb{R}^n \right)^\perp.
\end{equation}
We observe from (3.12) and (3.38) and Lemma 3.1 that
\[(3.79) \quad (0, \xi_0) \in V_k \Leftrightarrow \xi_0 \in V_k = (\text{Ran}(Q^\frac{1}{2}) + \ldots + \text{Ran}(B^k Q^\frac{1}{2})) \cap \mathbb{R}^n,\]

\[(3.80) \quad (x_0, 0) \in V_k \Leftrightarrow x_0 \in \tilde{V}_k = Q^{-1}_\infty V_k.\]

We recall from (3.12) and (3.38) that
\[\forall \xi \in \mathbb{R}^n, \quad \text{with respect to the Fokker-Planck operator} \quad \mathcal{P}.\]

As in Section 3.1, we can consider for any \(\xi_0 \in \mathbb{R}^n\) the smallest integer \(0 \leq k \leq k_0\) such that \(\xi_0 \in \mathcal{V}_k\). This integer is denoted \(k_{\xi_0}\) and is called the frequency index of the point \(\xi_0 \in \mathbb{R}^n\) with respect to the Fokker-Planck operator \(\mathcal{P}\). Similarly, we can consider for any \(x_0 \in \mathbb{R}^n\) the smallest integer \(0 \leq k \leq k_0\) such that \(x_0 \in \tilde{V}_k\). This integer is denoted \(\tilde{k}_{x_0}\) and is called the space index of the point \(x_0 \in \mathbb{R}^n\) with respect to the Fokker-Planck operator \(\mathcal{P}\).

The result of Theorem 3.1 allows one to obtain the following estimates for degenerate hypoelliptic Fokker-Planck operators:

**Corollary 3.7.** Let
\[\mathcal{P} = \frac{1}{2} \text{Tr}(Q \nabla_x^2) - \langle B x, \nabla_x \rangle - \text{Tr}(B), \quad x \in \mathbb{R}^n,\]

be a Fokker-Planck operator satisfying the assumption (3.41). Then, the global solution \(v(t) = e^{t\mathcal{P}}v_0\) to the Cauchy problem
\[(3.81) \quad \begin{cases} \partial_t v = \mathcal{P}v, \\ v|_{t=0} = v_0 \in L^2_{1/\rho}, \end{cases}\]

with \(L^2_{1/\rho} = L^2(\mathbb{R}^n, \rho(x)^{-1}dx)\), satisfies:
\[\forall 0 < t \leq 1, \quad \|\langle \xi_0, D_x \rangle e^{t\mathcal{P}}v_0\|_{L^2_{1/\rho}} \leq C|\xi_0| t^{-(2k_{\xi_0}+1)/2} \|v_0\|_{L^2_{1/\rho}},\]

\[\forall 0 < t \leq 1, \quad \|\langle x_0, 0 \rangle e^{t\mathcal{P}}v_0\|_{L^2_{1/\rho}} \leq C|x_0| t^{-(2\tilde{k}_{x_0}+1)/2} \|v_0\|_{L^2_{1/\rho}},\]

\[\forall t \geq 1, \quad \|\langle \xi_0, D_x \rangle e^{t\mathcal{P}}v_0\|_{L^2_{1/\rho}} \leq C|\xi_0| \|v_0\|_{L^2_{1/\rho}},\]

\[\forall t \geq 1, \quad \|\langle x_0, 0 \rangle e^{t\mathcal{P}}v_0\|_{L^2_{1/\rho}} \leq C|x_0| \|v_0\|_{L^2_{1/\rho}},\]

with \(\| \cdot \|_{L^2_{1/\rho}}\) the \(L^2(\mathbb{R}^n, \rho(x)^{-1}dx)\)-norm, where \(0 \leq k_{\xi_0} \leq k_0\) denotes the frequency index of \(\xi_0 \in \mathbb{R}^n\) with respect to \(\mathcal{P}\), and where \(0 \leq \tilde{k}_{x_0} \leq k_0\) denotes the space index of \(x_0 \in \mathbb{R}^n\) with respect to \(\mathcal{P}\).

**Proof.** By using that the quadratic operator
\[\mathcal{L} = \frac{1}{2}Q^\frac{1}{2}D_x^2 + \frac{1}{8}(Q^\frac{1}{2}Q^{-1}_\infty x)^2 + i\langle \left(\frac{1}{2}QQ^{-1}_\infty + B\right)x, D_x \rangle,\]
that the solution to the evolution equation (3.81) is given by
\[ \forall t > 0, \quad u(t) = e^{-t\mathcal{L}}u_0 \in \mathcal{S}(\mathbb{R}^n), \]
where \((e^{-t\mathcal{L}})_{t \geq 0}\) denotes the contraction semigroup generated by \(\mathcal{L}\). It follows from (3.84) that the solution to the evolution equation (3.81) is given by
\[ \forall t > 0, \quad u(t) = e^{t\mathcal{L}}v_0 = \sqrt{\rho}e^{-\left(tE + \frac{1}{2}\text{Tr}(B)\right)}(\sqrt{\rho}^{-1}v_0) = e^{-\frac{1}{2}\text{Tr}(B)}\sqrt{\rho}e^{-t\mathcal{L}}(\sqrt{\rho}^{-1}v_0), \]
for all \(t \geq 0\). By using from (3.72) that
\[ \rho^{-1}\partial_{x_i}(\sqrt{\rho}u) = e^{\frac{i}{2}(Q^{-1}_{\infty}x,x)}\partial_{x_i}(e^{-\frac{1}{2}(Q^{-1}_{\infty}x,x)}u) = \left(\partial_{x_i} - \frac{1}{2}(Q^{-1}_{\infty}x)_i\right)u, \]
where \((Q^{-1}_{\infty}x)_i\) denotes the \(i\)th coordinate, since the matrix \(Q^{-1}_{\infty}\) is symmetric, we notice that for all \(t > 0\),
\[ \langle \xi_0, D_x \rangle e^{t\mathcal{L}}v_0 = e^{-\frac{1}{2}\text{Tr}(B)}\sqrt{\rho}\left(\langle \xi_0, D_x \rangle + \frac{i}{2}\langle \xi_0, Q^{-1}_{\infty}x \rangle\right)e^{-t\mathcal{L}}(\sqrt{\rho}^{-1}v_0). \]
By using that the mappings
\[ \mathcal{L}: L^2 \rightarrow L^2_{1/\rho} \quad u \mapsto \sqrt{\rho}u, \quad \mathcal{L}^{-1}: L^2_{1/\rho} \rightarrow L^2, \]
are isometric, we deduce from (3.19) that
\[ \|\langle \xi_0, D_x \rangle e^{t\mathcal{L}}v_0\|_{L^2_{1/\rho}} \leq e^{-\frac{1}{2}\text{Tr}(B)}\left(\|\langle \xi_0, D_x \rangle e^{-t\mathcal{L}}(\sqrt{\rho}^{-1}v_0)\|_{L^2} + \|\langle Q^{-1}_{\infty}\xi_0, x \rangle e^{-t\mathcal{L}}(\sqrt{\rho}^{-1}v_0)\|_{L^2}\right). \]
According to (3.74), we observe from (3.19) and (25) (Proposition 2.8), see also the formula (2.55) in [25], that
\[ \omega_0 = \sum_{\lambda \in \sigma(\mathcal{F})} r_\lambda \text{Re}(i\lambda) = -\frac{1}{2}\text{Tr}(B) > 0, \]
where \(r_\lambda\) stands for the dimension of the space of generalized eigenvectors of \(\mathcal{F}\) the complex conjugate of the Hamilton map (3.28) in \(\mathbb{C}^{2n}\) associated to the eigenvalue \(\lambda\). According to (3.79) and (3.80), the property \(\xi_0 \in V_{k_0}\) implies that
\[ (0, \xi_0) \in V_{k_{00}}, \quad (Q^{-1}_{\infty}\xi_0, 0) \in V_{k_{00}}, \]
since \(Q^{-1}_{\infty}\xi_0 \in \mathcal{V}_{k_0}\), where \(0 \leq k_{00} \leq k_0\) denotes the frequency index of \(\xi_0 \in \mathbb{R}^n\) with respect to \(\mathcal{S}\). The indices with respect to the singular space of the quadratic operator \(\mathcal{L}\) of both directions \((0, \xi_0)\) and \((Q^{-1}_{\infty}\xi_0, 0)\), are therefore lower than \(k_{00}\). We deduce from
Corollary 3.8. Under the assumptions of Corollary 3.7, there exists a positive constant $C > 1$ such that for all $m \geq 1$, $X_1 = (x_1, \xi_1) \in \mathbb{R}^{2n}$, ..., $X_m = (x_m, \xi_m) \in \mathbb{R}^{2n}$, $v_0 \in L^2(\mathbb{R}^n, \rho(x)^{-1}dx)$,

$$
\forall 0 < t \leq 1, \quad \|\langle x_1, x \rangle + \langle \xi_1, D_x \rangle \rangle \ldots \langle x_m, x \rangle + \langle \xi_m, D_x \rangle \rangle e^{t\mathcal{P}}v_0\|_{L^2_{1/\rho}} \leq C^m(m!)^{2k_0+1} \left( \prod_{j=1}^m |X_j| \right) t^{-\frac{(2k_0+1)m}{2}} \|v_0\|_{L^2_{1/\rho}},
$$

$$
\forall t \geq 1, \quad \|\langle x_1, x \rangle + \langle \xi_1, D_x \rangle \rangle \ldots \langle x_m, x \rangle + \langle \xi_m, D_x \rangle \rangle e^{t\mathcal{P}}v_0\|_{L^2_{1/\rho}} \leq C^m(m!)^{2k_0+1} \left( \prod_{j=1}^m |X_j| \right) \|v_0\|_{L^2_{1/\rho}},
$$

with $\| \cdot \|_{L^2_{1/\rho}}$ the $L^2(\mathbb{R}^n, \rho(x)^{-1}dx)$-norm, where $0 \leq k_0 \leq n-1$ is the smallest integer satisfying (3.77), and where $| \cdot |$ denotes the Euclidean norm on $\mathbb{R}^{2n}$. 

This ends the proof of Corollary 3.7. □

By mimicking the arguments given in the proof of Corollary 3.1 we can deduce from Corollary 3.7 the following result:

Corollary 3.8. □
Finally, we refrain from providing the statements and the proofs of the applications of Corollary 1.3 and Theorem 1.4 to the study of degenerate hypoelliptic Fokker-Planck operators. The reader interested by this matter will easily obtain these results by mimicking the proofs given in Section 3.1 for degenerate hypoelliptic Ornstein-Uhlenbeck operators.

4. Appendix

We refer the reader to the works [7, 8, 23, 28] and the references herein for extensive expositions of the Gelfand-Shilov regularity theory. The Gelfand-Shilov spaces $S^\mu_\nu(\mathbb{R}^n)$, with $\mu, \nu > 0$, $\mu + \nu \geq 1$, are defined as the spaces of smooth functions $f \in C^\infty(\mathbb{R}^n)$ satisfying the estimates

$$\exists A, C > 0, \quad |\partial_\nu^\alpha f(x)| \leq CA^{\alpha}(\alpha!)\mu e^{-\frac{1}{2}x^2}^{1/\nu}, \quad x \in \mathbb{R}^n, \quad \alpha \in \mathbb{N}^n,$$

or, equivalently

$$\exists A, C > 0, \quad \sup_{x \in \mathbb{R}^n} |x^\beta \partial_\nu^\alpha f(x)| \leq CA^{\alpha+|\beta|}(\alpha!)\mu(\beta!)\nu, \quad \alpha, \beta \in \mathbb{N}^n.$$

These Gelfand-Shilov spaces $S^\mu_\nu(\mathbb{R}^n)$ may also be characterized as the spaces of Schwartz functions $f \in \mathcal{S}(\mathbb{R}^n)$ satisfying the estimates

$$\exists C > 0, \epsilon > 0, \quad |f(x)| \leq Ce^{-\epsilon|x|^{1/\nu}}, \quad x \in \mathbb{R}^n, \quad |\hat{f}(\xi)| \leq Ce^{-\epsilon|\xi|^{1/\mu}}, \quad \xi \in \mathbb{R}^n.$$

In particular, we notice that Hermite functions belong to the symmetric Gelfand-Shilov space $S^{1/2}(\mathbb{R}^n)$. More generally, the symmetric Gelfand-Shilov spaces $S^{\mu}_\nu(\mathbb{R}^n)$, with $\mu \geq 1/2$, can be nicely characterized through the decomposition into the Hermite basis $(\Psi_\alpha)_{\alpha \in \mathbb{N}^n}$, see e.g. [28] (Proposition 1.2),

$$f \in S^{\mu}_\nu(\mathbb{R}^n) \iff f \in L^2(\mathbb{R}^n), \quad \exists t_0 > 0, \quad \|((f, \Psi_\alpha)_L^2 \exp(t_0|\alpha|\frac{1}{2\nu}))_{\alpha \in \mathbb{N}^n}\|_{L^2(\mathbb{R}^n)} < +\infty$$

$$\iff f \in L^2(\mathbb{R}^n), \quad \exists t_0 > 0, \quad \|e^{t_0H^{1/2}}f\|_{L^2} < +\infty,$$

where $H = -\Delta_x + x^2$ stands for the harmonic oscillator.
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