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Abstract

Long Short-Term Memory (LSTM) recurrent neural networks are renowned for being uninterpretable "black boxes". In the medical domain where LSTMs have shown promise, this is specifically concerning because it is imperative to understand the decisions made by machine learning models in such acute situations. This study employs techniques used in the Convolutional Neural Network domain to elucidate the operations that LSTMs perform on time series. The visualization techniques include input saliency by means of occlusion and derivatives, class mode visualization, and temporal outputs. Moreover, we demonstrate that LSTMs appear to extract features similar to those extracted by wavelets. It was found that deriving the inputs for saliency is a poor approximation and occlusion is a better approach. Moreover, analyzing LSTMs on different sets of data provide novel interpretations.

1 Introduction

Deep learning has lead to groundbreaking results in multiple fields such as natural language processing [24], computer vision [11], and computational biology [30, 12]. In the medical domain, it is imperative for doctors and researchers that use these models to understand how the models make predictions or classifications. Thus elucidating what the "black box" models do during analysis is a key step towards enabling a greater understanding in their practical use.

One class of deep learning models that has shown the most promise for temporal data in medicine is Long Short-Term Memory (LSTM) Recurrent Neural Networks (RNNs) [6, 16, 17, 7]. The core challenge of LSTMs is understanding what these complex models pay attention to when classifying signals, and what operations are applied to the time series during analysis. Convolutional Neural Networks (CNNs) have witnessed fundamental insights into their operation by visualizing the filters that are applied through methods such as deconvolution of the output and visualizing the saliency projected onto the input image [28, 23]. However, LSTMs arguably perform more complex operations on the data, which are less interpretable than those in CNNs.

Previous work on the understanding and visualization of RNNs have made admirable advances toward a better understanding of what operations RNNs perform on the data [9, 14]. These studies approach the problem from a natural language processing perspective and elucidate the RNN analysis in the form of grids. A problem with such approaches is that they aren’t intuitive from the classical signal processing perspective.

Our approach is to find a signal processing intuition for the analysis performed by LSTMs with a specific focus on interpretability for the medical field. This is achieved by (i) demonstrating that the first layer of an LSTM learns filters such as the wavelet transform to extract features from signals, and (ii) depicting what LSTMs focus on when analyzing time series by means of first derivatives, class mode visualization, sequence propagation, and occlusion filters.

Elucidating that trained models perform similar operations to conventional filtering techniques, such as the wavelet transformation, supports the argument that serendipitous discovery of important
features leads to improved results. In the image processing domain, it was starkly shown that for the current state of machine learning, learning end-to-end (without hand-engineering features) results in the best performance [11]. In medicine, where accuracy is paramount, learning end-to-end is also the superior approach and knowing that the learned models perform operations similar to hand-engineered approaches can reinforce the confidence of medical practitioners in the recent "black box" approaches. Moreover, adroit application of the saliency detection methods discussed in this work, allows medical practitioners to understand what inputs the LSTMs focus on, and where they could possibly fail in medical diagnostics.

2 Related work

Deep Neural Network (DNN) visualization techniques have been explored in other domains. Li et al. [14] visualized RNN embedding vectors to show how RNNs achieve compositionality in natural language for sentiment analysis as well as visualizing the influence of input words on classification. Karpathy et al. [9] analyzed the interpretability of RNNs for language modeling, demonstrating the existence of interpretable neurons which are able to focus on specific language structures such as quotation marks in text. Lanchantin et al. [12] explored inference of important local sequences of DNA for classification based on what is salient for the DNN models. In both the text-based studies, the aim was to improve the understanding of LSTMs based on knowledge of the structured language. In the DNA-based study, as with medicine in general, we are uncertain about the underlying biological processes and DNNs can play a vital role in illuminating new assertions. The aim of our work is to contribute both to a better understanding of the important underlying biological processes when making medical predictions and to broaden the understanding of LSTMs by means of a different type of dataset.

The extraction of frequency domain features is imperative in signal processing. The Fourier transform is the core of frequency analysis, but it is a poor descriptor due to the infinite support of its basis functions. The Wavelet transform, like the Fourier transform, can be used to decompose a signal into its frequency components. The Wavelet transform provides full flexibility on the spatial or frequency resolution required and is in most cases a superior solution to the Fourier transform. Multiple studies have combined wavelets and Neural Networks. Li et al. [15] combined LSTMs with wavelet coefficients to yield improved classification performance. Jiang and Adeli [8] proposed a novel time-delay recurrent wavelet neural network model to forecast traffic flow. The model is not recurrent in the NN sense, but rather the output is recurrently fed into new wavelets. Wavelets have been used for feature extraction to serve as input to Neural Networks that aim to classify Phonocardiogram recordings [27]. Gal [3] demonstrated that NNs can be viewed as a the Fourier expansion with the Fourier frequencies and coefficients representing specific NN parameters.

3 Experimental setup

To demonstrate the utility of the proposed techniques, we made use of 4 datasets; the MNIST dataset [13] processed in scanline order [2], the MIT-BIH Arrhythmia dataset [18, 4] of electrocardiogram (ECG) signals, a 3-class multivariate (ECG, blood pressure (BP), oxygen saturation) dataset of 3 patients from a neonatal intensive care unit (NICU), and a 2-class multivariate (ECG, BP, intracranial pressure) dataset of 4 patients in an intensive care unit (ICU). Additional details about the datasets are provided in the supplementary material. Each dataset made use of the same model with a different architecture. The models were trained using Adam [10], a dropout probability of 0.2, a minibatch size of 256, and a learning rate of 0.001. All datasets were randomly split with a ratio of 50:40:10 (train:test:validation), except for the MNIST dataset which was provided with a random split.

The LSTM employed is based on [7] and is implemented in Tensorflow [1]. The outputs of the final LSTM layer are linearly mapped into the output dimension. The resulting matrix is average pooled over time before being subjected to a softmax function. Validation data was used to determine the optimal model parameters. Table 1 summarizes the accuracies obtained by the models analyzed in this study (average accuracies for 10 trials). Our model performance on the ECG dataset is similar to that in Oresko et al. [20] (0.98 weighted average accuracy over all 5 heart beat classes). Moreover, the accuracy obtained for the MNIST dataset is the same as the results reported in Cooijmans et al. [2] and Zhang et al. [29] (0.989 and 0.981 respectively).
| Dataset | Hidden units per layer | Accuracy |
|---------|------------------------|----------|
| MNIST   | 128x128                | 0.987    |
| MIT-BIH | 128                    | 0.985    |
| NICU    | 64                     | 0.997    |
| ICU     | 128                    | 0.982    |

4 LSTMs as filters

Traditionally, machine learning techniques were coupled with hand-engineered features on various learning tasks. The work by Krizhevsky et al. [11] demonstrated that learning from the data in an end-to-end fashion with a model that has sufficient descriptive capacity, yields a better performance compared to hand-engineered approaches. Zeiler and Fergus [28] followed this work to show that the large models trained end-to-end learn filters similar to those that would have been hand-engineered. These advances have mostly been restricted to the image processing and CNN field, and machine learning in medicine still prefers the hand-engineered approach [26, 21, 27].

There are various internal mechanisms of the LSTM that when analyzed could elucidate the internal operations performed when processing a signal for classification. These mechanisms include the input, output and forget gates (illustrated as their percentage of time spent close to one or close to zero in Karpathy et al. [9]); the hidden unit memory values $c$ and output values $h$, and the input weights $W$ and hidden unit weights $U$ for each gate.

In CNNs the first layer of weights can be plotted to illustrate interpretable filters. Naive plotting of the weights in the LSTM for the implemented datasets did not elucidate any interpretable aspects of the model as exemplified by Figure 1 (left). Karpathy et al. [9] demonstrated that the hidden unit memories $c$ have interpretable values when analyzing text. However, when processing medical signals such as ECG beats, the memory units in our LSTMs display uninterpretable values as shown in Figure 1 (right).

Figure 1: Uninterpretable examples. **Left**: Illustration of an arbitrary set of parameters for an LSTM trained on the MIT-BIH dataset. Numbers indicate different connections for the input weight vector (rectangle) and the hidden layer weight matrix (square). **Right**: The memory values $c$ for arbitrary units in the LSTM trained on the MIT-BIH data.

It is hard to determine exactly what features LSTMs extract from signals, and it is believed that the models learn to perform complex filter operations on the time series, similar to the deeper layers of CNNs. Some of the hidden units in our analyses display outputs that are roughly similar to wavelet coefficients. In Figure 2 we collate cherry-picked examples of wavelet coefficients and hidden unit outputs from the LSTM models. From the figure, certain hidden units in the LSTM appear to act as approximate wavelet coefficients for extraction of frequency domain features from the signal. Many of the hidden unit outputs also look like combinations of wavelet coefficients. The wavelet transform is a hand-engineered operation that requires expert domain knowledge to perfect and it is difficult to
select the type of wavelet. It could be argued that the LSTMs learn the most suitable wavelet-like coefficients serendipitously. There remain a plethora of other filter operations that could also be compared to the hidden unit outputs in the same manner. Knowing that end-to-end trained LSTM models learn filter-like operations is a potential reassurance to the medical community.

Figure 2: LSTM hidden unit outputs compared to wavelet coefficients. The top of each column is the original sample that was correctly classified using the respective LSTM model. The following two pairs of rows are the cherry-picked pairs of wavelet coefficients and hidden unit outputs that are roughly similar. The type of wavelet coefficient and the specific hidden unit are indicated above each plot. The Daubechies wavelet coefficients are 108 time steps long (instead of 216) because it makes use of the discrete wavelet transform. The wavelet coefficients were computed using the PyWavelets package in Python.

5 Visualizing LSTM decisions

Similar to the work by Lanchantin et al. [12], we employ techniques developed in the CNN domain for displaying salient features on the input according to the model. These comprise deriving the inputs with respect to the score of a specific sample, visualizing the optimal input per class [23], and temporal output scores. We also perform, what is according to our knowledge, the first saliency visualization by means of occlusion for LSTMs. The visualization techniques used are discussed in the following sections.

5.1 Input feature saliency

Depending on the data, a time series contains a certain amount of noise and a certain number of time steps that are redundant. Hidden Markov Models could be seen as a form of compressing the redundant information – the model switches to a new hidden state when the incoming time steps are no longer redundant [22]. When an LSTM model classifies a signal, knowing the influence that each input has on the output can help us both understand the models and predict where they might fail. The input saliency could indicate what information is considered redundant or noisy by the model. Given a sequence \( X_0 \) with \( N \) time steps, and class \( c \), an LSTM provides a score function \( S_c(X_0) \). Owing to the score function being highly non-linear, it is difficult to determine the influence of each input of \( X_0 \) on \( S_c \). However, we can approximate \( S_c(X) \) with a linear function in the neighborhood of \( X_0 \) by computing the first-order Taylor expansion:

\[
S_c(X) \approx \omega^T X + b, \tag{1}
\]

where \( \omega \) is the derivative of \( S_c \) with respect to the sequence \( X \) at the point (sequence) \( X_0 \):

\[
\omega = \frac{\partial S_c}{\partial X} \bigg|_{X_0} = \text{saliency map}, \tag{2}
\]
The resulting saliency indicates which inputs will have the most significant impact on the output. The derivative in Equation 2 is computed with a single step of backpropagation in the LSTM. In Figures 3 and 4 discussed below, we show that this is a poor approximation, and should be implemented with caution.

Another approach to input saliency is by iteratively occluding sections of the input, which we adopted from the CNN application by Zeiler and Fergus [28]. Occlusion of the sequence inputs is performed by replacing the input values by a specific occluding value. For the true class of the sequence $X$ the class probability, given by the model, is summed for iterative occlusions of sections within $X$. The result is a total probability of belonging to the true class per time step, which is then normalized to heat values between 0 and 1. The occlusion technique additionally provides a method for determining intra-dependence of sub-segments in a sequence through the application of different occlusion signals as filters to the original signal. In the MNIST dataset, for example, which has a known structure of 28x28 pixels for each sample, it makes sense to use an occlusion filter that occludes a 5x5 pixel block in the image space. To achieve this, 5 consecutive pixel values are occluded 5 times with 28 time steps between the start of each consecutive set. In the 2D space, this amounts to the same block occlusion technique used for CNNs [28], but the implications are different due to LSTMs being temporal.

In Figures 3 and 4 we juxtapose the different input saliency approaches for the ECG and MNIST data respectively. From the figures, it is evident that derivatives of the input yield the least interpretable representations. For LSTMs deriving the output scores with respect to the input is a poor approximation of saliency. When concurrently perturbing multiple inputs in a time series, the derivatives would vary significantly for different perturbations of the inputs. Occluding sub-segments of a time series provides a better approach for input saliency in our datasets.

Occlusion with zero-valued vectors produces interpretable visualizations, and for the MNIST dataset, this corresponds to masking the digits with the background of the image. Various occlusion values were tested, including the mean and the mode values of each sample, but the values 0 and 0.5 yielded the most interpretable results. Empirically we found that the length of the occluded section is proportional to the temporal dependence length of the model elucidated by the saliency technique. Where the derivatives show the influence each input has, occluding values show the effect of setting sections of the input to a specific value. Consequently occluding inputs to show saliency provide two benefits: (i) determining the impact of expected corruption values or noise on output (such as missing values in vital signs), and (ii) discovering structural input dependencies (with techniques such as block occlusion filters). Specifically, elucidating saliency on medical signals could help doctors understand what is important in complex signals. This could also allow doctors to further investigate dubious LSTM model analysis. Interestingly, using a block occlusion filter with a value of 0.5 on the MNIST data yields the negative of the actual digit. For this 5x5 structural dependency, the model seemingly focuses on the area around the digit (the pixels that should all be zero) to determine what number it is.

Figure 5 illustrates input feature saliency obtained from occluding and deriving multivariate signals in the ICU (left) and NICU (right) datasets. When occluding all the input features concurrently, i.e., setting all the variables in the time series to zero for each occluded section, we obtain the section of the multivariate time series that was the most important for classification (see Figure 5 left). Occluding one input variable at a time provides an indication of the variable (signal) that is most important for classification along with the different sections within each variable’s time series that is salient. For the NICU data the derivatives again yielded uninterpretable results. However, for the ICU data the derivatives yielded a more interpretable saliency, which could be a result of the shorter sequences in the ICU dataset that make the approximation (Equation 2) more suitable. In other words, the approximation could work for shallower networks. More examples of the input feature saliency are illustrated in the supplementary material.

### 5.2 Class mode visualization

In this section, we describe a technique for visualizing the different classes of the models. The method entails optimizing the input with respect to the class score $S_c$, whilst keeping the model parameters fixed. More formally, we would like to find an $L_2$-regularized input $X$ that maximizes the score $S_c$ of the class $c$:

$$\arg \max_X S_c(X) - \lambda ||X||^2_2$$

(3)
Figure 3: The sample saliencies for the ECG data using different techniques depicted in each column. The occlusion width is the number of time steps that are occluded per instance. All the samples shown have a length of 216 time steps (x-axis) and were correctly classified by the model. The importance of each input step is shown on a scale of 0 to 1, with 1 being the most important. The type of ECG signal is indicated on the left with LBBB – left bundle branch block beat, RBBB – right bundle branch block beat, Paced – paced beat, and V-fib – ventricular fibrillation.

Figure 4: The sample saliencies for arbitrary MNIST samples using different techniques depicted in each column. All the samples shown were correctly classified by the model. The importance of each input step is shown on a scale of 0 to 1, with 1 being the most important. Each row shows the analyses of the same original sample.
where $\lambda$ is a regularization parameter empirically found to be 0.3. We use RMSProp to optimize Equation 3 with respect to the randomly initialized variable $X$. We follow the recommendation by Simonyan et al. [23] and explicitly use the unnormalized class score $S_c$ and not the softmax output of the LSTM.

Figure 6 illustrates the optimum class inputs for this model. Applied to our datasets this method converges to uninterpretable signals. This is most likely a result of the model not exploring all the possible areas of the input space during training, similar to the concerns raised in Nguyen et al. [19] and Szegedy et al. [25]. Effectively, the model can easily be fooled to classify arbitrary noise into some class with absolute confidence. This is a consequence of the model not having seen something similar to the arbitrary noise during training, and it is a known Neural Network optimization problem that is mitigated by Generative Adversarial Networks [5].

Figure 6: Class mode visualizations. The optimized class modes for the ECG data (left) and the MNIST data (right). Here the input is optimized with respect to each class in order to find the most likely input for each class. The class for each plot is indicated on the left of the image. This technique did not yield interpretable results. See Figure 3 for the meanings of the abbreviations.

### 5.3 Temporal output scores

The final visualization technique illustrates the progression of model decisions over time for a specific time series. This method involves the computation of the classification scores for incrementally longer sections of the time series in order to visualize model decisions at each time step. In other words, for a sequence $X$ with length $N$ we classify time steps $1$ to $n$ of the original signal, where $n$
ranges from 1 to \( N \). In Figure 7 we illustrate the temporal output scores for the different datasets. The output scores are displayed as either the most probable class given by the model per time step, or the correct class probability (heat) given by the model. This technique allows us to visualize how early the correct classification was made in a sequence, and what other classes were considered. Interestingly, all MNIST samples are classified as a nine, and all the ECG signals are classified as normal for the initial time steps. These initial classifications could be seen as the prior learned by the model.

Figure 7: Temporal output scores. Left: The temporal output scores for the MNIST dataset. Right: The temporal output scores for the ECG dataset. The heat maps show the estimated probability of the sample belonging to the correct class. For the most likely class at each time step, the classes are color-coded as indicated by the color bar to the right of these graphs (classes are zero-indexed). See Figure 3 for the meaning of the abbreviations.

6 Conclusion

LSTMs belong to a class of deep neural networks that are particularly difficult to interpret. This study goes some way to improving our understanding of these models by means of a new combination of data and analysis techniques. We draw specific attention to the benefits this holds for augmentation of the medical field with intelligent machine learning diagnostics. The techniques employed in this study can be used by medical practitioners to understand and review LSTM model decisions.

In this study, we showed that the hidden units of LSTMs seem to extract representations from the frequency domain similar to wavelet transformations. We also demonstrated the utility of a new visualization technique for LSTM input saliency – occlusion filters. Analyzing the mechanisms of LSTMs with data different to that used in Karpathy et al. [9] and Lanchantin et al. [12] provided additional insights of LSTMs. Moreover, techniques useful for elucidating LSTM operations with regard to specific datasets are not a panacea for other domains. Unlike CNNs, LSTMs are applied to various types of time series, and analyzing the LSTMs on all these different types is vital.
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