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Abstract

This paper considers no-regret learning for repeated continuous-kernel games with lossy bandit feedback. Since it is difficult to give the explicit model of the utility functions in dynamic environments, the players’ action can only be learned with bandit feedback. Moreover, because of unreliable communication channels or privacy protection, the bandit feedback may be lost or dropped at random. Therefore, we study the asynchronous online learning strategy of the players to adaptively adjust the next actions for minimizing the long-term regret loss. The paper provides a novel no-regret learning algorithm, called Online Gradient Descent with lossy bandits (OGD-lb). We first give the regret analysis for concave games with differentiable and Lipschitz utilities. Then we show that the action profile converges to a Nash equilibrium with probability 1 when the game is also strongly monotone. We further provide the mean square convergence rate $O(\epsilon^{-2\min\{\beta,1/6\}})$ when the game is $\beta-$strongly monotone. In addition, we extend the algorithm to the case when the loss probability of the bandit feedback is unknown, and prove its almost sure convergence to Nash equilibrium for strictly monotone games. Finally, we take the resource management in fog computing as an application example, and carry out numerical experiments to empirically demonstrate the algorithm performance.
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1. Introduction

Online learning is an effective and necessary method for adaptive decision-making in dynamical or antagonistic environments. In this case, the agent usually needs to select an action without comprehensive models and then adapt to the next action based on the feedback information it receives. Such online learning methods are widely used as a central and canonical solution in various fields such as online recommendation \cite{1}, traffic routing \cite{2}, network resource allocation, and market prediction \cite{3,4}. The online learning algorithms generally are designed to minimize the performance metric known as regret, which is the difference between the cumulative utility incurred by online decisions and that of the best-fixed decision in hindsight. A learning algorithm performs well if it meets the no-regret property, i.e., the increase of the regret is sublinear versus time \cite{6,7}. In other words, this property means that the average accumulated regret approaches zero asymptotically. A wide range of gradient-based no-regret learning algorithms has been established, e.g., online mirror descent \cite{8,9}, exponential weights \cite{10}, follow-the-regularized-leader \cite{11}, online gradient descent \cite{12,13}, etc.

When a group of agents are interacting in a dynamic environment, each agent’s utility is not only influenced by its own action but also affected by the actions of its opponents. It is desirable that the self-interested agents can produce ideal collective behavior patterns by reaching equilibrium, and even obtain the best performance at the system level. Game theory provides tools and frameworks for the decision-making of non-cooperative agents (also called players). Algorithms for game equilibrium seeking have been studied by different methods such as the alternating direction method of multipliers \cite{15,16}, the forward-backward operator splitting \cite{17,18}, discounted mirror descent \cite{20}, the iterative Tikhonov regularization \cite{21}, and average consensus protocol \cite{22,23}, etc.

For the online decision-making with non-cooperative agents, the learning process can be modeled as playing repeated stage games among a group of players \cite{24}. In addition, according to the different types of feedback information, numerous learning algorithms were developed respectively. In some situations, the gradient information or second-order Hessian of the player’s own utility function can be obtained after all nodes select actions, with which the next round action can be updated for maximizing its own utility. Since gradient feedback relies on full manipulation of its own utility function, it is called full-information. For this scenario, various convergence and regret analyses have been derived. For example, A no-regret algorithm is proposed in \cite{23}, which guarantees the convergence to the correlated equilibria in the repeated convex game. \cite{20} focused on zero-sum games and showed that the actions of the
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players generated by a no-regret algorithm called NoRegretEgt converge to a min-max equilibrium. An adaptive regret-based learning procedure has been applied to track the correlated equilibria set of the congestion game \[27\]. When the gradient feedback is lost randomly, \[28\] focused on variationally stable games and showed that the online gradient descent algorithm converge almost surely to the set of Nash equilibria.

Nevertheless, in many practical problems, utility functions describing performances like service latency or reliability are difficult to model with explicit form in dynamic environments. Moreover, some low-power devices cannot run complicated models such as deep neural network to derive gradients. Besides, the player may not even be aware of the existence of its opponents. In these settings, the only information that the player can obtain after choosing an action is its utility value, which is known as bandit feedback. How to making online decision with such limited information is our concern.

With bandit feedback, players need to derive an individual gradient estimate from the utility value to update the next action. The most commonly used methods for gradient estimation can be divided into two types: multi-point estimation and single-point estimation. In fact, multi-point estimation techniques have been widely used in various optimization problems \[29\]–\[34\], which are also known as zeroth-order oracles. Different from optimization, for the repeated game problem, each player’s utility is not only related to the actions taken by itself but also related to the actions taken by its opponents. When its actions change, the actions of its opponents will also change accordingly. Therefore, multi-point estimation methods are not applicable or cost too much, hence, single-point estimation methods such as simultaneous perturbation stochastic approximation (SPSA) \[35\]–\[38\] are studied in the context of non-cooperative games. For example, the work of \[39\] considered potential games and proved that the exponential weight learning program with bandit feedback can achieve a sublinear expected regret and converge to Nash equilibrium. \[40\] showed that in monotone concave games, no-regret learning based on mirror descent with bandit feedback can converge to a Nash equilibrium with probability 1. With delayed bandit feedback in monotone games, \[41\] proposed an algorithm with sublinear regret and convergence to a Nash equilibrium. \[42\] showed that the no-regret learning in the Cournot game with bandit feedback can converge to the unique Nash equilibrium.

However, random loss and drop of the bandit feedback can occur in practical scenarios. Because the utility value evaluated by the external dynamic environment might be lost during transmission. Moreover, many computing architectures rely on the support of communication networks. Once the communication channel is interrupted, services and information feedback are dropped. Besides, device mobility can cause random variations in channel quality, aggravating communication channel failures \[43\]. In addition, to protect privacy or to perform intermittent queries to reduce the query costs, the bandit feedback can be actively dropped at random. Compounding bandit feedback with lossy feedback deserves in-depth studies, which is still lacking in the literature \[6\].

Consider fog computing as an application example, which is a distributed computing architecture for the Internet of Things (IoT). First of all, in the management of resources (including CPU time and storage) in fog computing, online learning for adaptive decision-making is an effective and necessary method. On the one hand, since the fog computing architecture targets at latency-sensitive IoT applications, real-time decision-making through online learning is an effective approach to improve user experience. On the other hand, the dynamic or noncooperative opponent IoT users are so complicated that we cannot build a comprehensive model. In this case, we adapt the decision through online learning with bandit feedback. Because the utility functions describing device latency and reliability in IoT are often difficult to establish explicitly, and low-power edge devices in fog computing cannot provide the computing power required for gradient computing. Adaptive online decision-making methods have also been highlighted in various problems of fog computing, eg, online computation scheduling \[44\], computation offloading \[45\], and resource allocation \[13\]–\[46\]. An online bandit saddle-point (BanSap) scheme for IoT management is developed in \[47\], which can achieve sublinear dynamic regret and can deal with time-varying constraints based on multi-point bandits.

Motivated by the above, we focus on no-regret learning with lossy bandits for repeated continuous-kernel games and take the resource management in fog computing as an application example. A preliminary version of the results was presented at the IEEE CDC in 2021 \[48\]. The current work makes several improvements and extensions compared to \[48\]: the major one we would like to emphasize is that we derive a convergence rate that can reach the same order of bandit feedback in \[40\] without information loss. In addition, we further relax the assumption to consider the case where the probability of bandit feedback loss is unknown. In this more practical and complex case, we demonstrate the convergence of the algorithm, for which the analysis is not intuitive. Furthermore, we take fog computation as an application example and carry out more simulations to discuss how loss probability influences the number of iterations and the times of updates required for the algorithm to reach a certain accuracy. The main contributions of our work are summarized as follows:

1) We propose a novel no-regret learning algorithm capable of online decision-making with lossy single-point bandit, called Online Gradient Descent with lossy bandits (OGD-lb).
2) We derive the expected regret bound of the learning algorithm, and show that it conforms to the no-regret property with concave utilities for proper step-sizes.
3) We show that OGD-lb converges to a Nash equilibrium with probability 1 for strictly monotone games, and it achieves $O\left(k^{−2 \min \{\beta, 1/6\}}\right)$ convergence rate for $\beta$-strongly monotone games. It is worth noting that this convergence rate reaches the same order of bandit feedback in \[40\] without information loss.
4) We also consider the case when the probability of bandit feedback loss is unknown. The step-size is set by counting the number of players updates up to the current moment. We
show that the algorithm still converges to a Nash equilibrium with probability 1 for strictly monotone games.

The paper is organized as follows. We state the problem formulation in Section 2 and introduce the algorithm in Section 3. The main results and proofs are provided in Sections 4 and 5, respectively. Section 6 presents simulation results. Some concluding remarks are provided in Section 7.

Notations: Denote $i \in \mathcal{N} = \{1, 2, \ldots, N\}$ as the player in the game, and $k = 1, \ldots, K$ as iterations. The indicator function of player $i$ at iteration $k$ is denoted by $I_i^k$. The $m$-dimensional real Euclidean space is denoted by $\mathbb{R}^m$. Sets are denoted by calligraphy, i.e., $\mathcal{A}, \mathcal{B}, \mathcal{C}$, etc. For a column vector $x \in \mathbb{R}^m$, $x^T$ denotes its transpose $x^T = (x, y)$ denotes the inner product of $x, y$, and the standard Euclidean norm is denoted by $\|x\| = \sqrt{x^T x}$. Denote $\|x\|_{\infty} = \max_{1 \leq i \leq m} |a_i|$ as the max norm. Use $P_{\mathcal{A}}(y) = \arg \min_{a \in \mathcal{A}} \|y - x\|$ to represent the projection of $y$ onto a closed convex set $\mathcal{A}$. For functions $f, \phi : \mathbb{R} \rightarrow \mathbb{R}^+$, we write $f(x) = O(\phi(x))$ if $\lim \sup_{x \rightarrow \infty} |f(x)/\phi(x)| < \infty$, and $f(x) = o(\phi(x))$ if $\lim \sup_{x \rightarrow \infty} f(x)/\phi(x) = 0$.

2. Problem formulation

In this section, a repeated concave game is formulated. Moreover, the definition of regret is introduced, which is a performance metric for the online learning algorithm.

2.1. Repeated Concave Games

The tuple $\mathcal{G} \equiv \mathcal{G}(\mathcal{N}, \mathcal{A} \equiv \prod_{i=1}^{N} \mathcal{A}_i; \{u_i\}_{i=1}^{N})$ denotes a utility maximization game, where $\mathcal{N} = \{1, \ldots, N\}$ is the set of $N$ agents/players. $\mathcal{A} \subset \mathbb{R}^m$ is the action space of player $i$. And $u_i(a) = u_i(a_i, a_{-i}) : \mathcal{A} \rightarrow \mathbb{R}$ is player $i$’s utility function. Let $a_{-i} = (a_1, \ldots, a_{i-1}, a_{i+1}, \ldots, a_N)$ and $\mathcal{A}_i = \prod_{j \neq i} \mathcal{A}_j$ represent the actions and action space for all players except $i$, respectively. The action profile is denoted as $a = (a_i, a_{-i})$. Our basic assumptions about the utility functions and the action sets are as follows.

Assumption 1. For each player $i \in \mathcal{N}$,

i) the action set $\mathcal{A}_i$ is closed, convex, and compact with a nonempty interior.

ii) $u_i(a_i, a_{-i})$ is concave and continuously differentiable in $a_i \in \mathcal{A}_i$ for any given $a_{-i} \in \mathcal{A}_{-i}$;

iii) $g_i(a_i, a_{-i}) = \nabla_a u_i(a_i, a_{-i})$ represents the partial gradient of $u_i(a_i, a_{-i})$ with respect to $a_i$, which is $L_i$-Lipschitz continuous in $a \in \mathcal{A}$, i.e.,

$$\left\|g_i(a) - g_i(a')\right\| \leq L_i \left\|a - a'\right\|, \quad \forall a, a' \in \mathcal{A}.$$  

Time is slotted as $k = 1, 2, \ldots$, we assume that the players repeatedly play the game $\mathcal{G}(\mathcal{N}, \mathcal{A} \equiv \prod_{i=1}^{N} \mathcal{A}_i; \{u_i\}_{i=1}^{N})$. Each player $i$ sequentially chooses its action by learning from the available feedback information. The algorithm for adapting the player’s action is called “online learning”.

2.2. Regret of Online Learning Algorithm

Regret is usually taken as the metric to measure the performance of online learning algorithms. The learning protocol of a given repeated game is as follows: At iteration $k$, each player $i$ selects an action $a_i$ through a learning algorithm. Then the external environment such as the app user market evaluates the current action profile $(a_{i,k}, a_{-i,k})$, and returns the value $u_i(a_{i,k}, a_{-i,k})$ to player $i$. The cumulative utility of player $i$ within $K$ iterations is denoted as $\sum_{k=1}^{K} u_i(a_{i,k}, a_{-i,k})$. To measure the performance of $\mathcal{A}$, the cumulative utility is usually compared with the utility obtained when a best-fixed decision in the hindsight is taken. The regret of node $i$ within $K$ iterations is formally defined as

$$\text{Reg}^{(i)}_K = \max_{a' \in \mathcal{A}_i} \left\{ \sum_{k=1}^{K} u_i(a', a_{-i,k}) - \sum_{k=1}^{K} u_i(a_{i,k}, a_{-i,k}) \right\}.$$  

An online algorithm is no-regret if and only if the regret is sublinear as a function of time $K$, $\text{Reg}^{(i)}_K = o(K)$, i.e.,

$$\lim_{K \rightarrow \infty} \frac{\text{Reg}^{(i)}_K}{K} = 0, \quad \forall i \in \mathcal{N}. \quad (1)$$

3. Online learning with lossy bandits

In this section, an online learning algorithm was designed, which is called Online Gradient Descent with lossy bandits (OGD-lb).

3.1. Lossy Bandits

With bandit feedback, the only information available to the players is the utility value with a given action. However, the utility value may not be available at each stage of online learning. Take the fog computation networks as an example, $a$) the utility may be lost during transmission; $b)$ the interruption of network connection; $c)$ communication channel failures due to small-scale fading or IoT device mobility; $d)$ the player performs intermittent queries to reduce the query costs; $e)$ the player actively drops the utility for privacy protection, etc.

We consider the lossy bandits scenario as shown in Figure 1. At iteration $k$, each player $i \in \mathcal{N}$ submits its applied action $\hat{a}_i(k)$ (obtained after perturbing intended action $a_i(k)$) to the market. However, some players may not receive the utility value due to feedback loss, such as players 1 and 3 in Figure 1. Then the players that have received the utilities update their actions, while those that cannot receive the utility information keep their actions unchanged. For a detailed description of this process, please refer to the algorithm introduction in the next subsection.

Let $p_i$ denote the probability that player $i$ will receive its utility value, then the probability of information loss is $1 - p_i$. Denote the indicator function as follows:

$$I_i^k = \begin{cases} 1, \text{if the bandit is received;} \\ 0, \text{if the bandit is lost.} \end{cases}$$

Then $\mathbb{E} \left[ I_i^k \right] = p_i > 0$. 
3.2. Learning Process

The learning process of our proposed algorithm can be divided into three parts. The first part is initializing parameters. The second part is estimating the gradient with bandit feedback, in which we use a one-point estimation method motivating by simultaneous perturbation stochastic approximation (SPSA) [35]. The third part is performing projected gradient descent.

At each stage, the players update their actions by the novel algorithm called Online Gradient Descent with lossy bandits (OGD-lb) (Algorithm 1), where the action of player $i$ at stage $k$ is denoted by $a_{i,k}$. A detailed description of the algorithm is shown below and the corresponding position with the pseudocode is marked in parentheses.

- **(Initialization)** Set $k = 1$, require step-size $\gamma_{i,k} > 0$ and query radius $\delta_k > 0$, are non-increasing sequences, choose an action $a_{i,k} \in \mathcal{A}_i$ for each player $i \in \mathcal{N}$.

- **(Line 4-5)** Fix a $\delta_k > 0$ and select a vector $\lambda_{i,k}$ from the unit sphere $S_i \equiv S^d \subseteq \mathbb{R}^d$ that is independent with each other at stage $k$. To ensure that the perturbed point is still in the action space $\mathcal{A}_i$, we select an interior point $c_{i}$ from $\mathcal{A}_i$ and let $\mathcal{B}_r(c_i)$ be a $r$-ball centered at $c_i \in \mathcal{A}_i$ so that $\mathcal{B}_r(c_i) \subseteq \mathcal{A}_i$. We then take

$$\theta_{i,k} = \lambda_{i,k} - \delta_k^{-1}(a_{i,k} - c_i)$$

as the perturbation direction.

- **(Line 6)** Get an applied action $\hat{a}_{i,k} = a_{i,k} + \delta_k \theta_{i,k} = a_{i,k}^0 + \delta_k \lambda_{i,k}$ to play, where

$$a_{i,k}^0 = a_{i,k} - r_i^{-1} \hat{a}_{i,k}$$

with $\delta_k/r_i < 1$. Note that it is equivalent to first moving each intended action $a_{i,k}$ to $a_{i,k}^0$, and then perturbing along the direction $\lambda_{i,k}$ to get the applied action $\hat{a}_{i,k}$.

- **(Line 7-8)** After that, we obtain the utility value $\hat{u}_{i,k} = u_i(a_{i,k}, a_{-i,k})$, and derive an estimated gradient by

$$\hat{g}_{i,k}(a_{i,k}, a_{-i,k}) = \frac{d}{\delta_k} \hat{u}_{i,k} \lambda_{i,k}.$$  

- **(Line 9)** Finally, if $I_i^t = 1$, player $i$ updates its action $a_{i,k+1}$ by the projected gradient method. Otherwise, $a_{i,k}$ remains unchanged.

In summary, we provide a novel algorithm OGD-lb, for which the pseudo-code is shown in Algorithm 1. For convenience, we abbreviate $\hat{g}_i(x_{i,k}, x_{-i,k})$ as $\hat{g}_{i,k}$ in the rest.

**Algorithm 1 OGD-lb**

**Require:** step-size $\gamma_{i,k} > 0$, query radius $\delta_k > 0$, safety ball $\mathcal{B}_r(c_i) \subseteq \mathcal{A}_i$

1: choose $a_{i,k} \in \mathcal{A}_i$, iteration $k \leftarrow 1$
2: repeat
3: for each player $i$ do
4: draw $\lambda_{i,k}$ uniformly from $S_i \equiv S^d$ of $\mathbb{R}^d$.
5: set $\theta_{i,k} \leftarrow \lambda_{i,k} - r_i^{-1}(a_{i,k} - c_i)$
6: play $\hat{a}_{i,k} \leftarrow a_{i,k} + \delta_k \theta_{i,k}$
7: receive $\hat{u}_{i,k} \leftarrow u_i(\hat{a}_{i,k}, a_{-i,k})$
8: set $\hat{g}_{i,k} \leftarrow (d_i(\delta_k) \hat{a}_{i,k} \lambda_{i,k})$
9: update $a_{i,k+1} \leftarrow \left\{ \begin{array}{ll} P_{\mathcal{A}_i}(a_{i,k} + \gamma_{i,k} \hat{g}_{i,k}) & \text{if } I_i^t = 1 \\ a_{i,k} & \text{if } I_i^t = 0 \end{array} \right.$
10: end for
11: $k \leftarrow k + 1$
12: until end

With respect to the independence of the perturbation sequences $\lambda_{i,k}$ and the indicator functions $I_i^t$ used in Algorithm 1, the following assumption is made.

**Assumption 2.** At each stage $k$, the random variables $\lambda_{i,k}, I_i^t, i = 1, \cdots, N$ are mutually independent. In addition, for each $i \in \mathcal{N}$, $I_i^t | I_{i-1}^t$ are independent and identically distributed (i.i.d.) across time steps.

4. Main Results

In this section, the main theoretical results are given, which contain the expected regret bound, convergence, and convergence rate with different algorithm step-size selections.

### 4.1. Regret Analysis

Here, we demonstrate the expected regret bound of Algorithm 1 and show that it meets no-regret property. For detailed proofs of Theorem 1 and Corollary 1, please refer to Section 5.2 and 5.3.

**Theorem 1** (Regret bound in expectation). Let Assumptions 1 hold. Consider the players follow Algorithm 1 with step-size $\gamma_{i,k} = \gamma_k p_i^{-w}$ and constant $w > 0$. Suppose that $\gamma_{i,k}$ and $\delta_k$ are non-increasing sequences with $\delta_1 \leq \min_i r_i$. Then for each $i \in \mathcal{N}$,

$$\mathbb{E}[\text{Reg}^{(i)}(K)] \leq \frac{\gamma^{w-1} R^2_i}{2\gamma k} + \sum_{k=1}^K B_i L_i \sqrt{N\delta_k}$$

$$+ \sum_{k=1}^K \frac{\gamma^{w-1} G^2}{2\gamma k} \delta_k^2 \mathbb{E}\left[\gamma_{i,k}^2\right].$$
where $B_i = \max_{a_i \in A_i} ||a_i' - a_i||$ represents the Euclidean diameter of $A_i$, and $G_i^2 = d_i^2 \max_{a_i \in A_i} ||a_i'(a_i, a_{-i})||^2$ is a bounded constant.

Theorem 7 proves that the number of players $N$, and the algorithm update parameters (step-size $\gamma_{ik}$ and perturbation radius $\delta_k$) of player $i \in N$ at iteration $k$ all affect the expectation-valued regret bound of the Algorithm 1. Then, for some specific step sizes, the no-regret property is proved in the following corollary.

Corollary 1 (Expected No-regret). Suppose Assumptions 1

2 hold. Consider the players follow Algorithm 1 with parameter $\delta_k = \delta_1 k^{-c}$ with $0 < b < 1$, $0 < c < b/2$ and $\delta_k < \min_i r_i$. Then for each $i \in N$,

$$\mathbb{E}[\text{Reg}^{(i)}(K)] \leq B_i^2 k^b + B_i L_i \sqrt{N\delta_1} K^{1-c} + \frac{G_i^2}{2p_i^2 \delta_1^2 (1 - b + 2c)} K^{1-bv+2c} + B_i L_i \sqrt{N\delta_1} + \frac{G_i^2}{2p_i^2 \delta_1^2}.$$

Remark 1. According to Corollary 1 we obtain that

$$\mathbb{E}[\text{Reg}^{(i)}(K)] = O(K^{\max(0,1-c,bv-2c)}).$$

Thus, \( \lim_{K \to \infty} \mathbb{E}[\text{Reg}^{(i)}(K)] / K = 0 \), which implies that Algorithm 1 is no-regret. Note that it is desirable for the players to follow a no-regret learning algorithm because everyone wishes that the online strategy he adopted is at least not worse than any static strategy. For example, a regret bound $K^{3/4}$ can be obtained with $b = 3/4$ and $c = 1/4$, which is a common bound in the online learning literature, such as [37].

4.2. Convergence Analysis

Definition 1. (Nash equilibrium). The profile $a' \in A$ is a Nash equilibrium for a given game $G$ if for each $i \in N$,

$$u_i(a'_i, a_{-i}) \geq u_i(a_i, a_{-i}), \quad \forall a_i \in A_i.$$

It is worth noting that a no-regret algorithm cannot ensure the convergence to the Nash equilibrium in general, for instance, the sequence of actions can converge to the coarsest equilibrium or correlated equilibrium [24]. Convergence to a Nash equilibrium is “considerably more difficult” because Nash equilibrium is a more stable equilibrium. To study the convergence of the algorithm, we further restrict the game structure to a strictly monotone game [49]. In the following, the pseudo-gradient mapping is denoted by $g(a) = (g_1(a_1, a_{-1}), \ldots, g_N(a_N, a_{-N}))^T$.

Assumption 3. Suppose that $G$ is a strictly monotone game on action space $A$, i.e.,

$$\langle g(a) - g(a'), a - a' \rangle < 0, \quad \forall a, a' \in A, a \neq a'.$$

Remark 2. When the action set $A_i$ is convex and compact for each player $i \in N$, a strictly monotone game admits a unique Nash equilibrium $a^*$, which is equivalent to the solution of the variational inequality [50]

$$\sum_{i \in N} \langle g_i(a_i, a_{-i}), a_i - a_i^* \rangle \leq 0, \quad \forall a_i \in A_i. \quad (6)$$

The assumption regarding the step-size is as follows, which can also be found in the existing literature, see e.g., [40].

Assumption 4. For each $i \in N$, the sequences $\{\gamma_k\}$ and perturbation radius $\{\delta_k\}$ satisfy $\gamma_1 < \min_i r_i$, and

$$\lim_{k \to \infty} \gamma_k = \lim_{k \to \infty} \delta_k = 0, \quad \sum_{k=1}^{\infty} \gamma_k = \infty, \quad \sum_{k=1}^{\infty} \gamma_k \delta_k < \infty, \quad \sum_{k=1}^{\infty} \frac{\gamma_k^2}{\delta_k^2} < \infty.$$

Then, we can obtain the convergence of the algorithm.

Theorem 2 (Almost sure convergence). Consider Algorithm 1 with $\gamma_{ik} = \gamma_k p_i^{-1}$ for all $i \in N$. Let Assumptions 1-2 hold. Then the action sequence $\tilde{a}_k$ converges to a Nash equilibrium with probability 1.

The results are proved as follows. Firstly, with Assumptions 1-3, we prove that $D(a_i, a') = ||a_i - a'||^2/2$ converges almost surely (a.s.) to a finite random variable $D_{\infty}$. We then prove that there exists a subsequence $\{a_{i_l}\}$ of $\{a_i\}$ which converges a.s. to the Nash equilibrium. Finally, combining the above two results, we prove Theorem 2. Please refer to Section 5.4 for detailed proofs.

4.3. Rate Analysis

In order to study the convergence rate of the proposed algorithm, we further strengthen the game structure into a $\beta$-strictly monotone game with specific step-sizes. For the detailed proof of Theorem 3 please refer to Section 5.5.

Assumption 5. Suppose that $G$ is a $\beta$-strictly monotone game on action space $A$, i.e.,

$$\langle g(a) - g(a'), a - a' \rangle \leq -\beta ||a - a'||^2, \quad \forall a, a' \in A.$$

Theorem 3 (Convergence rate in a mean-squared sense). Suppose Assumptions 1-2 and 5 hold. Consider the players follow Algorithm 1 with $\gamma_{ik} = 1/(kp_i)$ and $\delta_k = \delta_1 k^{-1/3}$ with $\delta_1 < \min_i r_i$. Then

$$\mathbb{E}[||\tilde{a}_k - a^*||^2] = O(k^{-2\min(\beta,1/6)}).$$

4.4. Convergence with Unknown Lossy Probability

In addition, we consider the scenario where $p_i$ is unknown. Let the step-size be a function related to the number of updates up to the current time $k$, i.e., step-size $\gamma_k = 1/(1/k)^p$ where $\Gamma_k^i = \sum_{t=i}^k I_t$, $q \in (1/2, 1)$, and $\mathbb{E}[I_t^2] = p_i > 0$ for all $i$ and $k$. In this setting, the symbol $p_i$ is only used for analysis.

Then, we can obtain the convergence of the algorithm when the loss probability is unknown in advance, for which the proof can be found in Section 5.6.
Theorem 4 (Almost sure convergence with unknown $p_i$). Suppose Assumptions 1, 2, and 3 hold. Consider the players follow Algorithm 1, where $\gamma_{ik} = 1/(\Gamma_i^{\delta_k})$ with $\Gamma_i^{\delta_k} = \sum_{r=1}^{\delta_k} I_i^r$ and $q \in (1/2, 1]$, and the perturbation radius $[\delta_k]$ satisfies $\delta_1 < \min \{ n, r \}$, then

$$\lim_{k \to \infty} \delta_k = 0, \quad \sum_{k=1}^{\infty} k^{-2} \delta_k^2 < \infty. \quad (7)$$

Then the sequence of realized actions $\hat{a}_k$ converges to the Nash equilibrium with probability 1.

5. Proof of Main Results

In this part, we provide detailed proofs corresponding to the main results established in Section 4.

5.1. Preliminary Analysis

Let $\mathcal{F}_k$ be a $\sigma$-algebra of random variables up to stage $k$, i.e., $\mathcal{F}_k = \sigma\{a_i^s, A_{i+}, I_i^s, i \in \mathcal{N}, 1 \leq s \leq k - 1\}$. We denote

$$\hat{g}_{i,k} = g_i(a_k) + \rho_{i,k+1} + \xi_{i,k} \quad (8)$$

where

$$\rho_{i,k+1} = \bar{g}_{i,k} - \mathbb{E}[\hat{g}_{i,k} | \mathcal{F}_k], \quad \xi_{i,k} = \mathbb{E}[\hat{g}_{i,k} | \mathcal{F}_k] - g_i(a_k) \quad (9)$$

are noise term and systematic bias respectively. Then, a lemma of SPSA estimator is introduced as follows.

Lemma 5 [27]. Let Assumption 4 holds. Then the SPSA estimator $(\hat{g}_{i,k})_{i \in \mathcal{N}}$ satisfies

$$\mathbb{E}[\hat{g}_{i,k} | \mathcal{F}_k] = g_i^\h (a_k) = \nabla_{a_k} \hat{u}_i^\h (a_{i,k}, a_{i-1,k}), \quad (11)$$

where $u_i^\h (a_{i,k}, a_{i-1,k})$ is a $\delta$-smooth utility function [4] and $a_{i,k}^\h$ is defined in equation (3). In addition, we have

$$\|\xi_{i,k}\| \leq L_i \sqrt{N_\delta k} \quad (12)$$

and the second moment of the noise term $\rho_{i,k+1}$ is $O(1/\delta_k^2)$.

Remark 3. When the perturbation radius $\delta_k$ to 0, the bias will decrease to zero, but the noise will increase to infinity. Therefore, there is a bias-variance tradeoff between the bias and noise variance. Thus, the perturbation radius $\delta_k$ should be selected carefully.

In the following, we present a preliminary lemma that will be used for convergence analysis.

\[\text{The } \delta^{-\text{smoothed utility function }} u_i^\delta (a_i, a_{-}) = \int_{A_i} \int_{\mathcal{N}_{-i}} u_i(a_i + \delta_i \hat{a}_{i,k}; a_{-i} + \delta_{-i,k}) \mathrm{d}a_{-i} \ldots \mathrm{d}a_{-i} \ldots \mathrm{d}a_{-i}.\]
\[ + \frac{\gamma_k}{p'_{i}} \langle \zeta_{k,i}, a_{i,k} - a'_i \rangle 1_{\{p'_{i}=1\}} + \frac{1}{2} \gamma_k^2 \frac{G^2}{\delta_k^2} 1_{\{p'_{i}=1\}} \)
\]
\[ \leq D_{i,k} + \left\| \tilde{\gamma}_{i,k} \right\| \left\| (g_i(a_k), a_k - a'_i) \right\| 1_{\{p'_{i}=1\}} \]
\[ + \frac{1}{2} \gamma_k^2 \left\| \tilde{\gamma}_{i,k} \right\| \left\| (\zeta_{ik}, a_{i,k} - a'_i) \right\| 1_{\{p'_{i}=1\}} \]
\[ + \frac{\gamma_k}{p'_{i}} \langle (g_i(a_k), a_k - a'_i) \rangle 1_{\{p'_{i}=1\}} + \frac{\gamma_k}{p'_{i}} \langle (\rho_{i,k+1}, a_{i,k} - a'_i) \rangle 1_{\{p'_{i}=1\}} \]
\[ + \frac{\gamma_k}{p'_{i}} \langle (\tilde{\gamma}_{i,k}, a_{i,k} - a'_i) \rangle 1_{\{p'_{i}=1\}} + \frac{1}{2} \gamma_k^2 \frac{G^2}{\delta_k^2} 1_{\{p'_{i}=1\}}. \]

Note that \( B_i = \max \left\| a'_i - a_i \right\| < \infty \) by compactness of \( \mathcal{A}_i \). Then by using (12), we obtain that
\[ \left\| (\zeta_{ik}, a_{i,k} - a'_i) \right\| \leq \left\| \zeta_{ik} \right\| \left\| a_{i,k} - a'_i \right\| \leq B_{i,k} \sqrt{N} \delta_k, \]
where the first inequality comes from the Cauchy–Schwarz inequality. Since \( \mathcal{A}_i \) is a compact convex set and \( g_i(a) \) is \( L_i \)-Lipschitz continuous (Assumption 1) for all \( i \), we have
\[ \left\| (g_i(a_k), a_k - a'_i) \right\| \leq C_i \] for any \( k \geq 1 \). By noting that \( a_{i,k}, \quad g_i(a_k) \), and \( \zeta_{ik} \) are finite-valued \( \mathcal{F}_k \)-measurable random variables, \( p_{i,k+1} \in \{ \mathcal{F}_k, \mathcal{A}_k \} \). Taking conditional expectations on \( \mathcal{F}_k \) on both sides of the inequality (15), and using \( \langle \chi_i \rangle = p_{i} > 0 \) for all \( i \) and \( k \), we have
\[ \mathbb{E}[D_{i,k+1} \mid \mathcal{F}_k] \]
\[ \leq D_{i,k} + (C_i + B_{i,k} \sqrt{N} \delta_k) \mathbb{E} \left[ \tilde{\gamma}_{i,k} 1_{\{p'_{i}=1\}} \mid \mathcal{F}_k \right] \]
\[ + \langle \mathbb{E}[\rho_{i,k+1} \mid \mathcal{F}_k], a_{i,k} - a'_i \rangle \mathbb{E} \left[ \tilde{\gamma}_{i,k} 1_{\{p'_{i}=1\}} \mid \mathcal{F}_k \right] \]
\[ + \frac{\gamma_k}{p'_{i}} \langle g_i(a_k), a_k - a'_i \rangle + \frac{\gamma_k}{p'_{i}} \langle \mathbb{E}[\rho_{i,k+1} \mid \mathcal{F}_k], a_{i,k} - a'_i \rangle \]
\[ + \frac{\gamma_k}{p'_{i}} B_{i,k} \sqrt{N} \delta_k + \frac{1}{2} \gamma_k^2 \mathbb{E} \left[ \tilde{\gamma}_{i,k}^2 1_{\{p'_{i}=1\}} \mid \mathcal{F}_k \right]. \]

With the definition \( D_k = \sum_{i=N} p_{i}^{n-1} D_{i,k} \), by summing up from \( i = 1 \) to \( N \), we obtain
\[ \mathbb{E}[D_{i,k+1} \mid \mathcal{F}_k] \leq D_k + \sum_{i=N} (C_i + B_{i,k} \sqrt{N} \delta_k) \mathbb{E} \left[ \tilde{\gamma}_{i,k} \mid \mathcal{F}_k \right] \]
\[ + \gamma_k \sum_{i=N} \langle g_i(a_k), a_k - a'_i \rangle + \sum_{i=N} B_{i,k} \sqrt{N} \tilde{\gamma}_{i,k} \]
\[ + \sum_{i=N} \frac{p_{i}^{n-1} G^2}{2 \delta_k^2} \mathbb{E} \left[ \tilde{\gamma}_{i,k}^2 \mid \mathcal{F}_k \right]. \]

By Assumption 3 we have
\[ \sum_{i=N} \langle g_i(a_k), a_k - a'_i \rangle < 0, \quad \forall a' \in \mathcal{A}, \]
which implies
\[ \sum_{i=N} \langle g_i(a_k), a_k - a'_i \rangle \leq \sum_{i=N} \langle g_i(a'), a_k - a'_i \rangle. \]

This incorporating with (20) proves the lemma. \( \square \)

5.2. Proof of Theorem 2

Proof. By rearranging the terms of (18), we have
\[ \langle g_i(a_k), a'_i - a_i \rangle \leq \frac{p_{i}^{n-1}}{\gamma_k} \mathbb{E}[D_{i,k} - \mathbb{E}[D_{i,k+1} \mid \mathcal{F}_k]] \]
\[ + \frac{p_{i}^{n-1}}{\gamma_k} (C_i + B_{i,k} \sqrt{N} \delta_k) \mathbb{E} \left[ \tilde{\gamma}_{i,k} \mid \mathcal{F}_k \right] \]
\[ + B_{i,k} \sqrt{N} \delta_k + \frac{p_{i}^{n-1} G^2}{2 \gamma_k \delta_k^2} \mathbb{E} \left[ \tilde{\gamma}_{i,k}^2 \mid \mathcal{F}_k \right]. \]

Then by taking unconditional expectations on both sides of the above inequality, we obtain
\[ \mathbb{E} \left[ \langle g_i(a_k), a'_i - a_i \rangle \right] \leq \frac{p_{i}^{n-1}}{\gamma_k} \mathbb{E}[D_{i,k} - \mathbb{E}[D_{i,k+1}]] \]
\[ + \frac{p_{i}^{n-1}}{\gamma_k} (C_i + B_{i,k} \sqrt{N} \delta_k) \mathbb{E} \left[ \tilde{\gamma}_{i,k} \right] \]
\[ + B_{i,k} \sqrt{N} \delta_k + \frac{p_{i}^{n-1} G^2}{2 \gamma_k \delta_k^2} \mathbb{E} \left[ \tilde{\gamma}_{i,k}^2 \right], \]
where the inequality comes from the law of total expectation. With the \( \gamma_{i,k} = \gamma_{i,k} p_i^{n-1} \) and \( \tilde{\gamma}_{i,k} = \gamma_{i,k} - \gamma_{i,k} p_i^{n-1} \), we have that \( \tilde{\gamma}_{i,k} = 0 \). Then by recalling the definition \( D_{i,k} = \frac{1}{2} \langle |a_i - a'_i| \rangle \) and summing up (22) from \( k = 1 \) to \( K \), we obtain
\[ \sum_{k=1}^{K} \mathbb{E} \left[ \langle g_i(a_k), a'_i - a_i \rangle \right] \]
\[ \leq \sum_{k=1}^{K} \frac{p_{i}^{n-1}}{\gamma_k} \mathbb{E} \left[ |a_i - a'_i|^2 - |a_{i,k+1} - a'_i|^2 \right] \]
\[ + \sum_{k=1}^{K} B_{i,k} \sqrt{N} \delta_k + \sum_{k=1}^{K} \frac{p_{i}^{n-1} G^2}{2 \gamma_k \delta_k^2} \mathbb{E} \left[ \tilde{\gamma}_{i,k}^2 \right]. \]
Note that

\[
\text{Term} 1 = p^{n-1}_{\gamma_1} E \left[ \|a_{i,1} - a_i'\|^2 \right] - p^{n-1}_{\gamma_1} E \left[ \|a_{i,k+1} - a_i'\|^2 \right] \\
+ \frac{p^{n-1}_{\gamma_1}}{2} \sum_{k=2}^{K} \left( \frac{1}{\gamma_k} - \frac{1}{\gamma_{k-1}} \right) E \left[ \|a_{i,k} - a_i'\|^2 \right] \\
\leq p^{n-1}_{\gamma_1} B_i^2 + \frac{p^{n-1}_{\gamma_1}}{2} \sum_{k=2}^{K} \left( \frac{1}{\gamma_k} - \frac{1}{\gamma_{k-1}} \right) B_i^2 \\
\leq \frac{p^{n-1}_{\gamma_1} B_i^2}{2\gamma_1}, \quad (24)
\]

where the second inequality comes from the fact that \(B_i = \max\{\gamma_i, \gamma_{i+1} \|a'_i - a_i\|\} \) and that \(\{\gamma_k\}\) is non-increasing. Then by (23), we have

\[
\sum_{k=1}^{K} E \left[ \langle g_i(a_k, a'_{i,1}) - u_i(\tilde{a}_{i,1}) \rangle \right] \leq \frac{p^{n-1}_{\gamma_1} B_i^2}{2\gamma_1} + \sum_{i=1}^{K} B_i L_i \sqrt{\frac{N}{\gamma_1}} \delta_k + \sum_{i=1}^{K} \frac{p^{n-1}_{\gamma_1}}{2\gamma_1} G_i^2 \left[ \gamma_i \right]. \quad (25)
\]

Since \(u_i(\cdot, a_{i,k})\) is concave in \(a_i \in A_i\), with the definition of \(g_i(a_k) = \nabla_w u_i(\tilde{a}_{i,1}, a_{i,k})\), we have

\[
u_i(a_i', a_{i,k}) - u_i(a_{i,k}, a_{i,k}) \leq g_i(a_k) \tilde{a}_{i,1} - u_i(\tilde{a}_{i,1}). \quad (26)
\]

Therefore, we have

\[
E \left[ \text{Reg}^0(K) \right] \leq \max_{\tilde{a}_{i,1} \in A_i} \sum_{k=1}^{K} \left[ u_i(a_i', a_{i,k}) - u_i(a_{i,k}, a_{i,k}) \right] \\
\leq E \left[ \max_{\tilde{a}_{i,1} \in A_i} \sum_{k=1}^{K} g_i(a_k) \tilde{a}_{i,1} - u_i(\tilde{a}_{i,1}) \right]. \quad (27)
\]

Therefore, by combining inequality (25) and (27), and using the Jensen’s inequality to interchange the max and \(E\) operations, we prove Theorem 1.

5.3. Proof of Corollary 1

**Proof.** By substituting \(\gamma_{i,k} = \gamma_k p_i^{w} \) with \(w = 1\) into Theorem 1, we have

\[
E \left[ \text{Reg}^0(K) \right] \leq \frac{B_i^2}{2} k^b + \sum_{k=1}^{K} B_i L_i \sqrt{\frac{N}{\gamma_1}} \delta_k \\
+ \sum_{k=1}^{K} \frac{G_i^2}{2p_i^2} \delta_k^{-2} k^{-b}. \quad (28)
\]

By noting that \(\delta_k = \delta_1 k^{-c}\) with a constant \(c > 0\), we have

\[
\sum_{k=1}^{K} \delta_k = \sum_{k=1}^{K} \delta_1 k^{-c} \leq \delta_1 \left( 1 + \int_{1}^{K} \frac{1}{k^{-c}} \, dk \right) \leq \delta_1 + \frac{\delta_1}{1-c} K^{1-c}. \quad (29)
\]

In the same way, we have

\[
\sum_{k=1}^{K} \delta_1 k^{-b} = \sum_{k=1}^{K} \frac{k^{2c-b}}{\delta_1^2} \leq \frac{1}{\delta_1^2} + \frac{K^{1-b+2c}}{1-b+2c}. \quad (30)
\]

Then, substituting (29) and (30) into (28), we obtain

\[
E \left[ \text{Reg}^0(K) \right] \leq \frac{B_i^2}{2} k^b + \frac{K^{1-b+2c}}{1-c} B_i L_i \sqrt{\frac{N}{\gamma_1}} + \frac{G_i^2}{2p_i^2} \delta_1^2. \]

Thus, \(\lim_{k \to \infty} \text{Reg}^0(K) / K = 0\) follows from \(0 < b < 1\) and \(0 < c < b/2\).

5.4. Proof of Theorem 2

**Proof.** Recall that \(\gamma_{i,k} = \gamma_k p_i^{w}\) and \(\tilde{y}_{i,k} = \gamma_{i,k} \gamma_k p_i^{w} = 0\) for \(w = 1\). Then, from Lemma 6 and let \(a_i = a_i'\), we obtain

\[
E \left[ \mathcal{D}_{k+1} \mid \mathcal{F}_k \right] \leq D_k + \gamma_k \langle g(a') \rangle \langle a' - a^* \rangle \\
+ \sum_{i \in N} B_i L_i \sqrt{\frac{N}{\gamma_1}} \delta_k + \sum_{i \in N} \frac{G_i^2 \gamma_i^2}{2p_i^2 \delta_k^2} \cdot \quad \text{Term} 1 + \text{Term} 2
\]

From Assumption 4, we obtain

\[
\sum_{i=1}^{\infty} \left( \text{Term} 1 + \text{Term} 2 \right) < \infty. \quad (31)
\]

By recalling (6) and applying the Robbins’s convergence theorem, we conclude that \(D_k\) converges to some finite random variable \(D_\infty\) almost surely and

\[
\sum_{k=1}^{\infty} \gamma_k \langle g(a') \rangle \langle a' - a_k \rangle < \infty.
\]

The requirement \(\sum_{k=1}^{\infty} \gamma_k = \infty\) in Assumption 4 implies that \(\lim_{k \to \infty} \langle g(a') \rangle \langle a' - a_k \rangle = 0\). So, there exists a subsequence \(\{k_j\}\) such that \(\lim_{j \to \infty} \langle g(a') \rangle \langle a' - a_{k_j} \rangle = 0\). Let \(\tilde{a}\) be a limit point of \(\{a_{k_j}\}\). Then, \(\langle g(a') \rangle \langle a' - \tilde{a} \rangle = 0\). Hence \(\tilde{a} = a^*\) by the strict monotonicity of \(g(a)\) (Assumption 5). Then \(D(a_{k_j}, a^*)\) converges a.s. to zero. By recalling that \(D(a_{k_j}, a^*)\) converges a.s., we reach the conclusion that \(D(a_k, a^*) \xrightarrow{k \to \infty} 0\). Hence, \(a_k \xrightarrow{k \to \infty} a^*\).

5.5. Proof of Theorem 3

In this part, we give the analysis of the convergence rate of Algorithm 1 for the strongly monotone game. To begin with, we introduce a lemma from [51] Lemma 3.

**Lemma 7.** Let \(\{x_k\}\) be a non-negative sequence such that

\[
x_{k+1} \leq x_k \left( 1 - \frac{P}{k^p} \right) + \frac{Q}{k^{p+q}}, \quad (32)
\]
where $0 < p \leq 1$, $q > 0$, and $P, Q > 0$. Then assuming $P > q$ if $p = 1$, we have

$$x_k \leq \frac{Q}{R k^q} + o\left(\frac{1}{k^q}\right)$$

(33)

with $R = P$ if $p < 1$ and $R = P - q$ if $p = 1$.

Proof of Theorem 5 In the setting of Theorem 3, we have $\gamma_{ik} = \gamma_k t^{-w}$ with $\gamma_k = k^{-w}, w = 1$ and $\gamma_{ik} = 0$. Let $D_k = \sum_{i \in \mathcal{N}} k^{-1}[|a_{ik} - \alpha|^2]$, since the game is $\beta$-strongly monotone (Assumption 5), by (6) we have

$$\langle g(a_k), a_k - a^* \rangle = \langle g(a_k) - g(a^*), a_k - a^* \rangle + \langle g(a^*), a_k - a^* \rangle \leq -\beta||a_k - a^*||^2 = -2\beta D_k.$$  

(34)

Then let $a_i^*$ in (20) be replaced by $a_i^*$, and by substituting (34) into (20) and taking unconditional expectations, we obtain

$$\mathbb{E}[D_{k+1}] \leq (1 - 2\beta \gamma_k)\mathbb{E}[D_k] + \sum_{i \in \mathcal{N}} B_{Li} \sqrt{N} \gamma_k \delta_i$$

$$+ \sum_{i \in \mathcal{N}} \frac{G_i^2}{2\delta_k^2} \mathbb{E}\left[\gamma_{ik}^2\right].$$

(35)

Since $\gamma_k = 1/(k^b p)$, $\gamma_k = 1/k$, and $\delta_i = \delta_1 k^{-1/3}$ with $\delta_1 < \min, r$, we obtain from (35) that

$$\mathbb{E}[D_{k+1}] \leq \left(1 - \frac{2\beta}{k}\right)\mathbb{E}[D_k] + \frac{H_1 + H_2}{k^2},$$

(36)

where constants $H_1 = \sum_{i \in \mathcal{N}} \sqrt{N} B_{Li} \delta_1$ and $H_2 = \sum_{i \in \mathcal{N}} G_i^2/(2\delta_k^2)$. Then we discuss the constant $\beta$ in the following two cases.

Case 1: When $\beta \geq 1/6$. By Lemma 7

$$\mathbb{E}[D_k] \leq \frac{\sum_{i \in \mathcal{N}} \left(\sqrt{N} B_{Li} \delta_1 + \frac{G_i^2}{2\delta_k^2}\right)}{2\beta - \frac{1}{3}} \frac{1}{k^{1/3}} + o\left(\frac{1}{k^{1/3}}\right).$$

(37)

Case 2: When $0 < \beta < 1/6$. We rewrite (36) in the following form:

$$\mathbb{E}[D_{k+1}] \leq \Pi_{i=1}^{k+1} \left(1 - \frac{2\beta}{k}\right) \mathbb{E}[D_1]$$

$$+ (H_1 + H_2) \sum_{i=1}^{k-1} \Pi_{j=i+1}^{k} \left(1 - \frac{2\beta}{k}\right) s^{1/2} + k^{-1/2}$$

$$\leq \Pi_{i=1}^{k} \exp \left(-\frac{2\beta}{k}\right) \mathbb{E}[D_1]$$

$$+ (H_1 + H_2) \sum_{i=1}^{k-1} \Pi_{j=i+1}^{k} \exp \left(-\frac{2\beta}{k}\right) s^{1/2} + k^{-1/2}$$

$$\leq \exp \left(-\sum_{i=1}^{k} \frac{2\beta}{k}\right) \mathbb{E}[D_1]$$

$$+ (H_1 + H_2) \sum_{i=1}^{k-1} \exp \left(-\sum_{j=i+1}^{k} \frac{2\beta}{k}\right) s^{1/2} + k^{-1/2}. \quad (38)$$

where the second inequality comes from the fact that $1 - x \leq \exp(-x), x > 0$.

Since by the integral test and the divergence rate of the harmonic series, we know

$$\sum_{i=1}^{k} \frac{1}{i} > \int_{i=1}^{k+1} \frac{1}{i} = \ln(k + 1) - \ln(k),$$

(39)

and

$$\sum_{i=1}^{k} \frac{1}{i} \leq 1 + \int_{i=1}^{k} \frac{1}{i} = 1 + \ln(k).$$

(40)

Furthermore,

$$\sum_{i=1}^{k} \frac{1}{i} \geq \ln(k + 1) - \ln(1) - 1 = \ln\left(k + \frac{1}{2}\right) - 1. \quad (41)$$

Then, substituting (39) and (40) into (38), we have

$$\mathbb{E}[D_{k+1}] \leq \exp(-2\beta \ln(k)) \mathbb{E}[D_1]$$

$$+ (H_1 + H_2) \sum_{i=1}^{k-1} \exp\left(-2\beta \ln\left(\frac{k}{s}\right) - 1\right) s^{1/2} + k^{-1/2}. \quad (41)$$

For Term 1, we have

$$\text{Term 1} = \exp(2\beta) \sum_{i=1}^{k-1} \frac{k}{s} - 2\beta s^{1/2}$$

$$\leq \exp(2\beta) k^{-2\beta} \sum_{i=1}^{k-1} s^{2\beta - 4}$$

$$\leq \exp(2\beta) k^{-2\beta} \frac{1}{2\beta} s^{2\beta - 1} = \exp(2\beta) k^{-2\beta} \left[1 - (k - 1)^{2\beta - 4}\right]$$

$$\leq \exp(2\beta) k^{-2\beta}.$$  

(42)

This together with (41) implies

$$\mathbb{E}[D_{k+1}] \leq k^{-2\beta} \mathbb{E}[D_1] + (H_1 + H_2) k^{-1/2}$$

$$+ (H_1 + H_2) \exp(2\beta) k^{-2\beta}$$

$$= O(k^{-2\beta}).$$

By combining Case 1 with Case 2, we prove the theorem. 

5.6. Proof of Theorem 7

Recall that when the loss probability of bandit feedback can be obtained, the step-size $\gamma_k = 1/(k^b p_i)$, $a > 0$ can be directly substituted into Lemma 2 to yield $\gamma_k \equiv 0$. But when $p_i$ is unknown, step-size is a function related to the number of updates up to the current time. So we provide results about such a step-size as follows.
Lemma 8. \[ \text{Lemma 5}\] Let \( \hat{\gamma}_{i,k} = \gamma_{i,k} - 1/(k^5 p_i^q) \), step-size \( \gamma_{i,k} = 1/(\Gamma_i^2)^q \) where \( \Gamma_i^2 = \sum_{q=1}^{\infty} p_i^q \), \( q \in (1/2, 1] \), and \( E[p_i^q] = p_i > 0 \) for all \( i \) and \( k \). Then, for any \( \sigma \in (0, 1/2) \), and for every \( \omega \in \Omega \), there exists a sufficiently small constant \( \epsilon > 0 \) and a sufficiently large \( k(\omega) = k(\sigma, \epsilon) \) such that for all \( k \geq k(\omega) \),

\[
(a) \gamma_{i,k} \leq \frac{2q}{k^q p_i^q}; \quad (b) \left| \hat{\gamma}_{i,k} \right| \leq \frac{2q \epsilon}{p_i^q k^q q^q - \sigma}.
\]

Note that \( k(\omega) \) is contingent on the sample path corresponding to \( \sigma \) and \( \epsilon \). More precisely, we claim the following:

\[
P \left[ \omega : \gamma_{i,k} \leq \frac{2q}{k^q p_i^q} \text{ for } k \geq k(\omega) \right] = 1.
\]

\[ \text{Proof of Theorem 4}\] In the setting, we have \( \hat{\gamma}_{i,k} = \gamma_{i,k} - \gamma_i p_i^{-\sigma} \), where \( \gamma_i = k^{-\sigma} \) and \( \gamma_{i,k} = 1/(\Gamma_i^2)^q \). Then based on Lemma 6 and replace \( a_i \) with \( a_i^* \), we obtain from Lemma 8 that for any \( \sigma \in (0, 1/2) \) and any sufficiently small \( \epsilon > 0 \), there exists a sufficiently large \( k(\omega) = k(\sigma, \epsilon) \) such that for all \( k \geq k(\omega) \),

\[
E[D_{k+1} | \mathcal{F}_k] \leq D_k + k^{-q} \langle g(a_i), a_i - a^* \rangle
\]

\[
+ \sum_{i \in b_i} (C_i + B_i L_i \sqrt{N k} (\delta_i p_i^{-1} + \frac{2q}{k^q q^{-q}}))
\]

\[
+ \sum_{i \in b_i} B_i L_i \sqrt{N k} (\delta_i p_i^{-1} + \frac{2q}{k^q q^{-q}})
\]

\[
(43)
\]

Since \( q \in (1/2, 1] \) and \( \sigma \in (0, 1/2) \), we conclude that \( \sum_{k=1}^{\infty} \text{Term1} < \infty \), \( \text{Term2} < \infty \) and \( \sum_{k=1}^{\infty} \text{Term3} < \infty \). Then by recalling (6) and applying the Robbins’s convergence theorem to (43), we have that \( D_k \) converges a.s. to some finite random variable \( D_\infty \) and \( \sum_{k=1}^{\infty} k^{-q} \langle g(a_i), a_i - a^* \rangle < \infty \). Thus, we have that \( \lim_{k \to \infty} \langle g(a_i), a_i - a^* \rangle = 0 \). So, there exists a subsequence \( \{k_i\} \) such that \( \lim_{k \to \infty} \langle g(a_i^k), a_i^k - a^* \rangle = 0 \).

6. The Application to Fog Computing

6.1. Problem Setting

The common mode of cloud computing and fog computing is to share resources and services. Therefore, how to effectively manage and allocate resources has become one of the most important parts of fog computing. We consider a numerical study of the proposed algorithm for the resource management game in fog computing with noncooperative service providers.

6.2. Simulations with Known Loss Probability

We run Algorithm 1 with \( \gamma_{i,k} = 1/(k^5 p_i) \) and \( \delta_i = k^{-\sigma} \). Firstly, we set \( b = 0.7 \), \( c = 8/25 \), \( p_i = 0.6 \) and display the sublinear expectation-valued regret in Figure 3, which implies that algorithm OGD-lb meets the no-regret property. In other words, the online scheme is performing at least as well as any static strategy.
Next, keep $b = 0.7, c = 8/25$ and $p_i = 0.6$ unchanged. Algorithm 1 is run by a single path and the result is demonstrated in Figure 4, which shows that the actions generated by OGD-lb will converge almost surely to the Nash equilibrium. But due to the lossy bandits, the curve will sometimes updated and sometimes unchanged.

We further keep $c = 8/25$ to explore the influence of $p_i$ and $b$ on the convergence rate of the algorithm. As shown in Figure 5, the convergence rate increases as $p_i$ decreases. This is because increasing $p_i$ means that the bandit feedback from the AUM is more likely to be received by the FSP, that is, the algorithm update frequency is increased, and the convergence is accelerated. Moreover, we can see from Figure 6 that the convergence rate will increase as $b$ decreases. This is because decreasing $b$ will increase the update step-size.

Finally, let $\frac{\|a_k - a^*\|}{\|a^*\|} \leq \epsilon$ and $p_i = P, i \in N$. We investigate the iterations required for the player to reach the specified accuracy $\epsilon$ under different probabilities, and the corresponding number of times the feedback information is received. It can be seen from Figure 7 that when $p_i$ is close to 0.8, the number of iterations required to reach the accuracy $\epsilon = 0.01$ reaches the bottom. Therefore, if human intervention is allowed in applications, we can choose an appropriate update probability (such as $p_i = 0.8$) instead of synchronous updates. This will greatly reduce the consumption of computing and communication resources.
6.3. Simulations with Unknown Loss Probability

Consider Algorithm 1 with step-size \( \gamma_{i,k} = 1/(\Gamma_{i,k}^q) \), where \( \Gamma_{i,k}^q = \sum_{t=1}^{k} I_t^q \), \( q \in (1/2, 1] \), and perturbation radius \( \delta_k = k^{-c} \). Firstly, let \( q = 0.7 \) and \( c = 8/25 \). Performing Algorithm 1 with a single path, the result is shown in Figure 8 which shows that the actions generated by OGD-lb converge almost surely to the Nash equilibrium. But due to the lossy bandits, the curve will sometimes updated and sometimes unchanged.

Next, we explore the regret and convergence rate of the algorithm in the unknown bandit feedback probability situation through simulations. We set \( q = 0.7 \) and \( c = 8/25 \), and display the expectation-valued regret versus the time horizon \( K \) in Figure 9 which shows that the average regret converges sub-linearly, i.e., OGD-lb is a no-regret algorithm.

Then we set \( c = 8/25 \) and investigate how do \( q \) and \( p_i \) influence the algorithm performance. It is seen from Figure 10 that the convergence rate increases as \( q \) decreases. This is because decreasing \( q \) increases the update step-size. We can see from Figure 11 that the convergence rate increases as \( p_i \) decreases. This is because increasing \( p_i \) increases the probability of FSP receiving feedback from the AUM, which increases the frequency of algorithm updates and accelerates convergence.

7. Conclusion

This paper considered bandit online learning for repeated stage games and proposed a novel no-regret algorithm called Online Gradient Descent with lossy bandits (OGD-lb). For concave games, we demonstrated that the algorithm meets the no-regret property with a proper selection of step-size. Furthermore, we showed that for strictly monotone games, the actions generated by OGD-lb can converge to a Nash equilibrium with probability 1 even when the bandit loss probability is unknown. Moreover, we derived an upper bound of the convergence rate for strongly monotone games, which can reach the same order of the algorithm without information loss. Finally, we applied the proposed method to the resource management game in fog computing.
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