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Abstract

In text generation tasks such as machine translation, models are generally trained using cross-entropy loss. However, mismatches between the loss function and the evaluation metric are often problematic. It is known that this problem can be addressed by direct optimization to the evaluation metric with reinforcement learning. In machine translation, previous studies have used BLEU to calculate rewards for reinforcement learning, but BLEU is not well correlated with human evaluation. In this study, we investigate the impact on machine translation quality through reinforcement learning based on metrics that are more highly correlated with human evaluation. Experimental results show that reinforcement learning with BERT-based rewards can improve various evaluation metrics.

1 Introduction

Sequence-to-sequence models based on deep learning, such as attention-based LSTM (Bahdanau et al., 2015; Luong et al., 2015) and Transformer (Vaswani et al., 2017), are capable of generating fluent sentences and have been used successfully in many text generation tasks, such as machine translation (Tan et al., 2020) and text simplification (Alva-Manchego et al., 2020). Most previous studies on text generation use cross-entropy loss between references and output sentences to train the models based on maximum likelihood estimation for each token. Differentiability of cross-entropy loss enables gradient-based estimation in a supervised learning framework, but it has a Loss-Evaluation Mismatch problem (Ranzato et al., 2016; Wiseman and Rush, 2016) in case of machine translation, where loss functions and evaluation metrics are not consistent, e.g., cross-entropy loss vs. BLEU (Papineni et al., 2002). That is, an output sentence that is semantically adequate may receive an unfairly low evaluation due to a superficial disagreement with the reference sentence.

Such a Loss-Evaluation Mismatch problem (Ranzato et al., 2016; Wiseman and Rush, 2016) can be addressed by direct optimization of the evaluation metric through reinforcement learning (Williams, 1992). Since non-differentiable functions can be used as rewards in reinforcement learning, arbitrary evaluation metrics such as BLEU (Papineni et al., 2002), a word n-gram-based evaluation metric, and BLEURT (Sellam et al., 2020), an embedding-based evaluation metric, can be employed for the rewards of reinforcement learning. Performance improvements by using reinforcement learning have been reported in deep learning-based text generation, such as machine translation (Ranzato et al., 2016; Hashimoto and Tsuruoka, 2019; Yasui et al., 2019) and text simplification (Zhang and Lapata, 2017; Nakamachi et al., 2020).

In machine translation, many previous studies (Ranzato et al., 2016; Wu et al., 2018; Hashimoto and Tsuruoka, 2019; Kiegeland and Kreutzer, 2021) have used BLEU as rewards in reinforcement learning, but BLEU does not have a sufficiently high correlation with human evaluation. For machine translation metric tasks (Bojar et al., 2017), evaluation metrics have been proposed that correlate better with human evaluation than BLEU, such as chrF (Popović, 2017) and embedding-based evaluation metrics (Shimanaka et al., 2019; Zhang et al., 2020; Sellam et al., 2020) based on BERT (Devlin et al., 2019). Therefore, reward calculation using these evaluation metrics is expected to achieve further improvements in ma-
machine translation based on reinforcement learning. This paper investigates the effectiveness of using surface-matching-based metrics and BERT-based metrics as the rewards for reinforcement learning in machine translation. Transformer-based machine translation models are trained in the reinforcement learning framework as shown in Figure 1. However, the action space for reinforcement learning of machine translation is very large because it deals with a vocabulary consisting of tens of thousands of tokens. Therefore, as in previous studies (Ranzato et al., 2016; Hashimoto and Tsuruoka, 2019), reinforcement learning is applied as fine-tuning to machine translation models that have been pre-trained by minimizing the cross-entropy loss. We then examine multiple metrics for both reward calculation and quality evaluation of machine translation, and investigate suitable reward functions for reinforcement learning of machine translation.

Experimental results on the IWSLT-2014 De-En translation task (Cettolo et al., 2014) revealed that reinforcement learning with BLEU as a reward function can only improve evaluation metrics based on surface matching, BLEU and chrF. On the other hand, reinforcement learning using BERT-based metrics as reward functions, such as BLEURT and BERT fine-tuned on the Semantic Textual Similarity (STS) estimation tasks (Cer et al., 2017), improved various metrics.

2 Reinforcement Learning for Machine Translation

In this study, pre-trained machine translation models are fine-tuned by deep reinforcement learning using various evaluation metrics as rewards. Section 2.1 describes pre-training of the machine translation model, followed by fine-tuning with reinforcement learning in Section 2.2, and finally, Section 2.3 outlines a machine translation metrics as a reward function for reinforcement learning.

2.1 Pre-training

The neural machine translation model consists of an encoder that encodes input sentences and a decoder that generates output sentences. The encoder is given a sequence of tokens of the input sentence \(x = (x_0, x_1, ..., x_L)\) and outputs the hidden state \(h = (h_0, h_1, ..., h_L)\). The decoder outputs the token sequence of the output sentence \(y = (y_0, y_1, ..., y_M)\), given the hidden state \(h\) generated by the encoder. The probability of token \(y_t\) generation is maximized subject to \(x\) and \(y_{<t} = (y_1, ..., y_{t-1})\). The log-likelihood of the output prediction is computed as follows.

\[
\log p(y^t | x^t) = \sum_{t=1}^{M} \log p(y_i^t | y_{<t}, x^t) \quad (1)
\]

Pre-training minimizes the following cross-entropy loss for a dataset \(D = (x^1, y^1), ..., (x^N, y^N)\) consisting of input sentences \(x\) and output sentences \(y\) of length \(M\) or less.

\[
L_{\text{MLE}} = - \sum_{i=1}^{N} \sum_{t=1}^{M} \log p(y_i^t | y_{<t}, x^t) \quad (2)
\]

2.2 Fine-tuning

REINFORCE (Williams, 1992) is used for fine-tuning machine translation models based on reinforcement learning. REINFORCE is a type of policy gradient algorithm in which a machine translation model is trained to maximize the expected reward.

The loss function for fine-tuning is obtained by weighting the log-likelihood by the reward.

\[
L_R = \sum_{i=1}^{N} \sum_{t=1}^{M} (R(y^t_i) - R_b) \log p(y^t_i | y_{<t}, x^t), \quad (3)
\]

where \(h_t\) is the hidden state of the decoder at time \(t\), \(R\) is the reward function, \(R_b\) is the baseline reward, and \(\hat{y}^t\) is the output sentence from the decoder. In this study, the average reward within a mini-batch is used as the baseline reward.

To stabilize the training, the following loss function is used during reinforcement learning as in previous studies (Hashimoto and Tsuruoka, 2019).

\[
L = \lambda L_{\text{MLE}} + (1 - \lambda) L_R \quad (4)
\]

2.3 Rewards for Reinforcement Learning

In this study, the following evaluation metrics are used as rewards for reinforcement learning.

- BLEU\(^1\) (Papineni et al., 2002) evaluates the surface token similarity between the output and reference sentences, using the word n-gram agreement rate.

\(^1https://github.com/mjpost/sacrebleu
Table 1: Reinforcement learning performance of machine translation on IWSLT-2014 De→En task (bold indicates improvement by reinforcement learning, underlined indicates the highest value)

| Reward       | BLEU  | Sent. BERT | BERT Reg. | SimCSE | chrF      | BERTScore | BLEURT | STS BERT | Mean rank |
|--------------|-------|------------|-----------|--------|-----------|-----------|--------|----------|-----------|
| None         | 33.73 | 75.66      | 0.0478    | 82.10  | 54.27     | 58.47     | 0.0639 | 3.654    | 7.75      |
| BLEU         | 34.26 | 74.91      | 0.0202    | 81.93  | 54.39     | 58.01     | 0.0234 | 3.641    | 7.50      |
| Sent. BERT   | 33.78 | 75.79      | 0.0513    | 82.24  | 54.38     | 58.72     | 0.0649 | 3.656    | 6.00      |
| BERT Reg.    | 33.47 | 75.80      | 0.0557    | 82.32  | 54.25     | 58.64     | 0.0681 | 3.650    | 5.75      |
| SimCSE       | 33.73 | 75.84      | 0.0512    | 82.25  | 54.37     | 58.76     | 0.0669 | 3.659    | 5.13      |
| chrF         | 33.90 | 75.81      | 0.0517    | 82.24  | 54.45     | 58.69     | 0.0671 | 3.657    | 4.63      |
| BERTScore    | 33.96 | 75.80      | 0.0511    | 82.30  | 54.48     | 58.80     | 0.0677 | 3.658    | 4.00      |
| BLEURT       | 33.85 | 75.90      | 0.0572    | 82.33  | 54.44     | 58.92     | 0.0759 | 3.660    | 2.38      |
| STS BERT     | 34.09 | 76.11      | 0.0528    | 82.52  | 54.62     | 59.10     | 0.0700 | 3.684    | 1.50      |

- chrF\(^1\) (Popović, 2017) evaluates the surface token similarity between the output and reference sentences, using F1 scores of character \(n\)-grams and word \(n\)-grams.

- BERTScore\(^2\) (Zhang et al., 2020) evaluates the semantic similarity between the output and reference sentences, using maximum matching of contextualized token embeddings obtained from pre-trained RoBERTa (roberta-large) (Liu et al., 2019).

- STS BERT (Yasui et al., 2019) evaluates the semantic similarity between the output and reference sentences, using BERT (Devlin et al., 2019) fine-tuned on the STS task (Cer et al., 2017).

- Sentence BERT\(^3\) (Reimers and Gurevych, 2019) evaluates the semantic similarity between the output and reference sentences, using BERT fine-tuned on Natural Language Inference (NLI) task (Bowman et al., 2015).

- SimCSE\(^4\) (Gao et al., 2021) evaluates the semantic similarity between the output and reference sentences, using RoBERTa fine-tuned by contrastive learning on sentence pairs with entailment labels in the NLI corpus as positive examples.

- BERT Regressor (Shimanaka et al., 2019) evaluates the semantic similarity between the output and reference sentences, using BERT fine-tuned on the metric task (Bojar et al., 2017).

- BLEURT\(^5\) (Sellam et al., 2020) evaluates the semantic similarity between the output and reference sentences, using BERT pre-trained on an augmented data generated automatically by round-trip translation, and then fine-tuned on the metric task (Bojar et al., 2017).

## 3 Evaluation Experiments

### 3.1 Settings

IWSLT-2014 German-to-English task (Cettolo et al., 2014) was used for both pre-training and fine-tuning by reinforcement learning. The training dataset consists of 159,392 sentence pairs, the validation dataset consists of 7,245 sentence pairs, and the test dataset consists of 6,750 sentence pairs.

Transformer (Vaswani et al., 2017) was used as the machine translation model, with 6 layers, 4 heads, 256 dimensions, and dropout rate of 0.3. In the pre-training, the optimization method was Adam (Kingma and Ba, 2015) (learning rate of 0.0003), the batch size was set to 2,048, and the training was stopped by early stopping for BLEU on the validation data. In reinforcement learning, the optimization method was Adam (learning rate of 0.00001), \(\lambda = 0.3\), batch size was 512, and training was stopped by early stopping for the evaluation metrics used as the reward. Reinforce-Joey\(^6\) (Kiegeland and Kreutzer, 2021) was used for implementation.

The evaluation metrics in Section 2.3 were used for the reward calculation and the performance evaluation. STS BERT (Yasui et al., 2019) and BERT Regressor (Shimanaka et al., 2019) were im-

\(^{1}\)https://github.com/Tiiiger/bert_score  
\(^{2}\)https://huggingface.co/sentence-transformers/all-mpnet-base-v2  
\(^{3}\)https://huggingface.co/princeton-nlp/sup-simcse-roberta-large  
\(^{4}\)https://storage.googleapis.com/bleurt-oss/bleurt-large-512.zip  
\(^{5}\)https://github.com/samuki/reinforce-joey
Table 1 shows the experimental results. The first line, “None”, is the baseline where only pre-training was performed without reinforcement learning. The comparison between the baseline and the reinforcement learning after the second line shows that the performance of all methods improved with reinforcement learning when the same evaluation metrics were used for both rewards and evaluation.

When BLEU was used as the reward, reinforcement learning improved only BLEU and chrF, i.e., surface-matching-based metrics, while performance deteriorated for the other BERT-based metrics. On the other hand, when chrF, also based on surface matching, was used as the reward, all evaluation metrics were improved by reinforcement learning.

Among the BERT-based rewards, reinforcement learning with Sentence BERT shows small improvement from the baseline model across the board, indicating that Sentence BERT is less effective. Reinforcement learning with SimCSE as the reward did not improve BLEU, and reinforcement learning with BERT Regressor as the reward resulted in worse BLEU than the baseline model.

Among the BERT-based rewards, we confirmed that the use of BERTScore, BLEURT, and STS BERT improved the performance of all the evaluation metrics tested in this study. In particular, STS BERT achieved the best performance on the majority of the evaluation metrics and was the most suitable reward function for reinforcement learning of machine translation.

4 Analysis

4.1 Meta-Evaluation of Evaluation Metrics

In this section, we examine whether the evaluation metrics that were effective as rewards for reinforcement learning in the experiments in Table 1 are highly correlated with the human evaluation of machine translation. In this analysis, we investigate the Pearson correlations between evaluation metrics and human evaluation for to-English language pairs in the WMT-2017 metrics task (Bojar et al., 2017). This task covers 7 language pairs: cs-en, de-en, fi-en, lv-en, ru-en, tr-en, and zh-en. Each 560 sentence pair (output and reference sentence pairs) is evaluated by human experts.

The results of the analysis are shown in Table 2. It can be seen that BERT-based evaluation metrics have a higher correlation with human evaluation than surface-matching metrics, BLEU and chrF. In particular, BLEURT shows the best correlation with human evaluation for all language pairs. However, contrary to expectations, STS BERT, which was the best reward for reinforcement learning, had a low correlation with human evaluation.

4.2 Correlations among Evaluation Metrics

In this section, we examine whether the correlations among the evaluation metrics affect the performance evaluation of reinforcement learning. As in Section 4.1, this section investigates the Pearson correlations among the metrics for to-English language pairs in the WMT-2017 metrics task.

The results are shown in Table 3. First, it can be seen that the correlation between BLEU and the other metrics was low. Although the correlation of BLEU with chrF, based on word n-gram match-
Table 3: Pearson’s correlation coefficient between evaluation metrics

|          | BLEU  | STS BERT | chrF  | SimCSE | Sent. BERT | BERT Reg. | BLEURT | BERTScore | Mean  |
|----------|-------|----------|-------|--------|------------|-----------|--------|------------|-------|
| BLEU     | -     | 0.449    | 0.788 | 0.417  | 0.428      | 0.517     | 0.496  | 0.641      | 0.534 |
| STS BERT | 0.449 | -        | 0.671 | 0.772  | 0.788      | 0.648     | 0.665  | 0.636      | 0.661 |
| chrF     | 0.788 | 0.671    | -     | 0.616  | 0.635      | 0.608     | 0.613  | 0.715      | 0.664 |
| SimCSE   | 0.417 | 0.772    | 0.616 | -      | 0.856      | 0.653     | 0.717  | 0.664      | 0.671 |
| Sent. BERT| 0.428 | 0.788    | 0.635 | 0.856  | -          | 0.674     | 0.712  | 0.662      | 0.679 |
| BERT Reg. | 0.517 | 0.648    | 0.608 | 0.653  | 0.674      | -         | 0.866  | 0.798      | 0.681 |
| BLEURT   | 0.496 | 0.665    | 0.613 | 0.717  | 0.712      | 0.866     | -      | 0.805      | 0.696 |
| BERTScore| 0.641 | 0.636    | 0.715 | 0.664  | 0.662      | 0.798     | 0.805  | -          | 0.703 |

Table 3 also indicates that the high performance of STS BERT in many of metrics as shown in Table 1 was unlikely due to the effect of compatibility between metrics because STS BERT tended to have relatively low correlations with other metrics.

5 Conclusion

In this study, we investigated BERT-based evaluation metrics as rewards for reinforcement learning in machine translation. The evaluation metrics can be used for both reward calculation and performance evaluation of machine translation. In the experiments, we examined the evaluation metrics in the total combination of using it as a reward and using it as a performance evaluation.

Experimental results on German-to-English translation of IWSLT-2014 show that reinforcement learning using BERT fine-tuned on STS task as a reward (STS BERT) can improve performance on many of evaluation metrics. The correlation between STS BERT and other evaluation metrics was relatively low, and this indicates that the high performance of STS BERT was unlikely due to the effect of metric compatibility. However, STS BERT has a relatively low correlation with human evaluation in the WMT-2017 metrics task and is not a good evaluation metric from this perspective.

BERTScore and BLEURT have high correlations with human evaluation and relatively high correlations with other evaluation metrics, and also improved all metrics as rewards for reinforcement learning. Therefore these metrics can also be considered good rewards.

As future work, we plan to use quality estimation (Specia et al., 2018) without reference sentences as a reward for reinforcement learning of machine translation. Rewards based on quality estimation have the potential to improve machine translation models in an unsupervised manner.
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