Charging by thermalization

Karen V. Hovhannisyan,1, 2 Felipe Barra,3 and Alberto Imparato4

1 The Abdus Salam International Centre for Theoretical Physics (ICTP), Strada Costiera 11, 34151 Trieste, Italy
2 Yerevan Physics Institute, Alikhanian Brothers 2, 0036 Yerevan, Armenia
3 Departamento de Física, Facultad de Ciencias Físicas y Matemáticas, Universidad de Chile, 837.0415 Santiago, Chile
4 Department of Physics and Astronomy, Aarhus University, Ny Munkegade 120, 8000 Aarhus, Denmark

A strongly coupled subsystem of a thermal system will generally be in an athermal state, and in some cases, it will be possible to unitarily extract work from such a state. At the same time, being part of a thermal equilibrium, the subsystem can maintain its state indefinitely and for free. We put these observations to use by devising a battery charging and storing unit, made up of just a thermal bath and put in action by system-bath coupling. The charging cycle, consisting of connecting the system to the bath, letting them thermalize, disconnecting the system, and extracting work from it, requires very little external control and fine-tuning. As a consequence of the second law of thermodynamics, we show that the ratio between the work that can be stored and extracted and the total work spent on connecting and disconnecting the system—the efficiency—is always \( \leq 1 \), which is a single-bath analogue of the Carnot bound. Moreover, coupling, being a resource for the machine, is also a source of dissipation: the entropy production per charging cycle is always significant, which strongly limits the efficiency in all coupling strength regimes. We show that our results also hold for generic microcanonical baths. Finally, we illustrate our theory on the Caldeira-Leggett model with a harmonic oscillator coupled to a harmonic bath. We derive general asymptotic formulas in both weak and ultrastrong coupling regimes, for arbitrary Ohmic spectral densities. Also, we analyze the model in the high-temperature limit, showing, along the way, that energy equipartition holds both for potential and kinetic energies. Lastly, we show that the efficiency can be increased by connecting several copies of the system to the bath.

I. INTRODUCTION

The second law of thermodynamics, as per the Kelvin-Planck formulation [1], states that no work can be extracted in a cyclic manner from a system in thermal equilibrium. A related but more precise formulation states that no cyclic variation of the Hamiltonian of a system in a canonical (a.k.a. Gibbs) state can decrease its average energy [2, 3]. The maximal amount of work that can be extracted from a system by cyclically varying its Hamiltonian is called ergotropy [4], and a state with zero ergotropy (with respect to the Hamiltonian) is called passive [2, 3]. In these terms, the Kelvin-Planck formulation of the Second Law expresses the fact that Gibbs states are passive.

In the presence of strong interactions, the reduced states of subsystems (of a system in a Gibbs state) will not in general be Gibbsian [5, 6]. Therefore, when manipulated individually, such a subsystem may yield non-zero work as a result of cyclic variation of its local Hamiltonian [7, 8]. In other words, the reduced state of a Gibbs state can be active (i.e., non-passive) with respect to the local Hamiltonian (note that, of course, not all non-Gibbsian states are active). This of course cannot be used to violate the Second Law since coupling and uncoupling the subsystem will cost energy [7–9].

Inspired by this basic observation and the setup of Ref. [10], we introduce a battery charging cycle (or, viewed from a different standpoint, a single-bath thermal machine cycle), and study it in full generality. The central idea is to connect a system (the “battery” or “working medium”) in a passive state to a thermal bath, and wait until they thermalize. This will prepare the system in an active state, from which we will extract work after we disconnect the system from the bath. At this point, we would like to specially stipulate that, although this device is a single-bath machine, its working principle is fundamentally different from that of other single-bath machines such as molecular motors or force-to-force converters [11–16] in that the thermalizing effect of the environment here coincides with the mechanism generating the output work. Plus, the cycle involves an energy storage mechanism which is not characteristic of the conventional molecular motors and force-to-force converters.

Since large thermal baths generically thermalize (see the discussion in Sec. II and Appendix A) finite-size systems that come in contact with them, such a device offers the advantage that (i) no system-bath interaction engineering is required and (ii) the active state, from which work is to be extracted, is the stationary state of system-bath interaction, therefore it costs nothing to maintain that state for as long as might be needed. For the system viewed as a battery, and the thermalization process viewed as charging of the battery, these aspects simultaneously solve the important problems of the necessity to precisely control the charging process [17, 18] and “stabilize” the battery so that it does not leak the stored work [10, 17, 19–21].

Although, at the beginning of the cycle, the state of the total system is not Gibbsian—even when the bath is not in a Gibbs state (e.g., when it is in a microcanonical state)—and therefore may be active, we show for a generic thermalizing bath that, due to cyclicity, the total work one has to spend on connecting and disconnecting...
the system from the bath, \( W_{\text{cd}} \), is always larger than the maximal work one can extract from the system after it is detached from the bath, \( \mathcal{E} \); this means that the efficiency, defined as the ratio of the energy we are able to extract and the energy we have to invest for that: \( \eta := \mathcal{E}/W_{\text{cd}} \), is \( \leq 1 \) (note that this definition is standardly used in other types of single-bath machines [10–16]). We show that this is nevertheless a consequence of the passivity of Gibbs states, even in those cases where the bath is microcanonical, and hence active [22], due to the so-called equivalence of canonical and microcanonical states [23–25].

Importantly, it turns out that the “dissipated work”, \( W_{\text{cd}} = \mathcal{E} \), is always non-zero when the coupling is non-trivial, which means that, while the coupling strength is what “powers” the device, it at the same time is the factor that limits its efficiency. Interestingly, despite the nonequilibrium nature of the cycle, we show that the dissipated work, can be expressed in terms of canonical-equilibrium quantities.

We support our general findings with a detailed calculation of all relevant quantities for the Caldeira-Leggett model [26], where the system is a harmonic oscillator and it couples to a bath made of harmonic oscillators. We study the operation of the device in all relevant parameter regimes. In particular, we show that, other parameters fixed, the device is most efficient in the intermediate range of couplings. On the route of exploring different parameter regimes, we derive exact asymptotic expansions for the covariance matrix of the oscillator—for general Ohmic spectral densities—in the weak-coupling and ultrastrong-coupling. In the high-temperature limit, we prove an equipartition result for both the kinetic and potential energies of the oscillator, for arbitrary spectral densities and strengths of coupling. Found general expansions can be useful beyond the type of problems studied in this work.

II. THE CYCLE

Let us formalize the description of the device and its charging cycle in the introduction. First, we introduce the total system-bath Hamiltonian

\[
H_T = H_s + H_B + H_I = H_0 + H_I, \tag{1}
\]

where \( H_s \) is the system Hamiltonian, \( H_B \) is the bath Hamiltonian, \( H_I \) is the interaction Hamiltonian (possibly containing a system renormalization term), and \( H_0 = H_s + H_B \) is the bare, noninteracting total Hamiltonian of the system and the bath. We assume the bath to be large, i.e., consisting of a large \( N \gg 1 \) number of, generically, interacting constituents, and “complex” enough to thermalize non-macroscopic systems that come in contact with it (see below for precise definitions). We denote the state of the system before interacting with the bath by \( \rho_0 \) and the initial state of the bath by \( R_B \), so that the initial state of the total system is

\[
\Omega = \rho_0 \otimes R_B. \tag{2}
\]

Also, we introduce \( \Omega_\infty = e^{-iH_T t_\infty} \Omega e^{iH_T t_\infty} \), where \( t_\infty \) is a duration long enough to equilibrate the overall system. With these, the (Hamiltonian) cycle we consider consists of the following strokes:

1. \[ [H_0, \Omega] \xrightarrow{W_d} [H_T, \Omega] \tag{3a} \]
2. \[ [H_T, \Omega] \xrightarrow{W_d} [H_T, \Omega_\infty] \tag{3b} \]
3. \[ [H_T, \Omega_\infty] \xrightarrow{\varepsilon} [H_0, \Omega_\infty] \tag{3c} \]
4. \[ [H_0, \Omega_\infty] \xrightarrow{\varepsilon} [H_0, U_{\text{erg}} \Omega_\infty U_{\text{erg}}^\dagger] \tag{3d} \]
5. [Discard old bath, attach new bath, start the next cycle from \( \rho_p \otimes R_B \)]

Here

\[
U_{\text{erg}} = U_\varepsilon \otimes I_B \tag{4}
\]

is the unitary operator acting solely on the system, such that \( U_\varepsilon \) extracts the full ergotropy from \( \rho_\infty^s = \text{Tr}_B \Omega_\infty \) (with respect to \( H_s \)), and leaves the system in the passive state

\[
\rho_p = \text{Tr}_B \left( U_{\text{erg}} \Omega_\infty U_{\text{erg}}^\dagger \right), \tag{5}
\]

which is the state in which the system enters the next cycle.

Importantly, stroke \( 2 \) can last as long as one wishes. Being the charging stage, i.e., the stage at which the active state of the system is prepared, it gives one considerable flexibility in practical situations, as there is no need of fine control—one just leaves the system in contact with a bath, and, whenever work is needed, one abruptly detaches the system (stroke \( 3 \)) and performs the extraction process (stroke \( 4 \)), which, when the bath is thermalizing (see below), is conveniently independent of the initial state of the system. Moreover, the time interval between \( 3 \) and \( 4 \) is also arbitrary, since the ergotropy of a system evolving under the influence of its own Hamiltonian is time-independent. However, importantly, the unitary operation extracting the ergotropy does depend on time, so, although one does not need to perform \( 4 \) immediately after \( 3 \), fine tuning is necessary in any case. Importantly, in contrast to the lack of upper bound on the duration of stroke \( 2 \), there is a lower bound: the equilibration time. Although it can sometimes be quite short [27–29], relaxation generally takes non-negligible amount of time which depends on the details of the system-reservoir interaction and the initial state. This time—the charging time in our case—is generally expected to be a decreasing function of the coupling strength [26, 29, 30], especially in those situations when the initial state commutes with the bare Hamiltonian [29], which is what we will typically have
in our protocol. Indeed, starting from the second cycle, the initial state is \( \rho_p \otimes R_B \), and passive states always commute with the Hamiltonians with respect to which they are passive \([2,4]\) (\(\{\rho_p, H_s\} = 0\)). Moreover, \(R_B\) will generically—although not necessarily—be either a canonical or a microcanonical state, and both commute with \(H_B\) (cf. Eqs. (9) and (10) below). This is a fortunate situation for our device: the need for strong (but not too strong, see Sec. III A) coupling in order to operate comes with the benefit that it also ensures fast charging.

In our further analysis, we will assume—and this is a crucial assumption—that the joint evolution of the system and bath is thermalizing in the following sense: Say, \(\mathcal{S}\) is a finite subsystem of the system-plus-bath composite belonging to \(s \cup \text{supp}(H_I)\), then the long-time limit of the reduced state of \(\mathcal{S}\) should be

\[
\rho^\infty_\mathcal{S} := \text{Tr}_{\mathcal{T}\setminus\mathcal{S}} \Omega^\infty = \text{Tr}_{\mathcal{T}\setminus\mathcal{S}} \tau_\mathcal{T},
\]

where

\[
\tau_\mathcal{T} := e^{-\beta H_\mathcal{T}} Z_\mathcal{T}^{-1}.
\]

More precisely, Eq. (6) should be understood as a statement about the long-time average of the state:

\[
\lim_{T \to \infty} \frac{1}{T} \int_0^T \text{Tr}_{\mathcal{T}\setminus\mathcal{S}} \Omega_t - \text{Tr}_{\mathcal{T}\setminus\mathcal{S}} \tau_\mathcal{T},
\]

where \(\Omega_t = e^{-iH_\mathcal{T} t} \Omega e^{iH_\mathcal{T} t}\) and \(\| \cdot \|\) is the trace norm [31], should be small and tend to zero as the size of the bath \((N)\) increases (see Refs. [27, 29, 32, 33] for examples of such bounds). By the Markov inequality, this means that, over long periods of time, the system’s state will be close to \(\text{Tr}_{\mathcal{T}\setminus\mathcal{S}} \tau_\mathcal{T}\) for most of the time.

This is a rather weak assumption as thermalization is ubiquitous in macroscopic systems [23–25, 27, 28, 32–37]. When the bath starts in a canonical (Gibbs) state,

\[
R_B = \tau_B := e^{-\beta H_B} Z_B^{-1},
\]

thermalization in the above sense is sometimes referred to as “return to equilibrium.” It has been rigorously proven in several generic scenarios. First is when, to an infinitely large, strictly continuous bosonic bath, is linearly coupled a continuous-variable system (e.g., the Caldeira-Leggett model [26]) [38, 39] or a system with a finite-dimensional Hilbert space (e.g., the spin-boson model [40]) [35, 41]. The other scenario is when the bath is a many-body system with short-range interactions, away from criticality (i.e., with a finite correlation length), satisfying some transport conditions, e.g., non-zero Lieb-Robinson velocity (“speed of sound”) [42] or absence of many-body localization [37]. Note that exponential decay of correlations is very common in short-range interacting systems and is guaranteed for arbitrary Fermi systems at non-zero temperature [43], vacuum states of gapped lattice Hamiltonians [44], general lattice systems above a critical temperature [45], and is often related to the presence of a finite Lieb-Robinson velocity in the system [46–48]. Early results about thermalization in systems with short-range interactions deal with the thermalization of locally perturbed translationally invariant infinite chains satisfying certain ergodicity-like properties (see, e.g., [34] and references therein). More recent results for lattice systems are based on the ideas of equilibration [27, 29, 32] and the equivalence of canonical and microcanonical ensembles and Berry-Esseen-type concentration bounds [23–25, 33, 49], and therefore require only few generic assumptions in order to hold. The most general rigorous proof of thermalization in the sense of Eq. (6) holds for any finite-range \(H_T\) (i.e., containing at most \(k\)-body interaction terms, where \(k\) is some finite number) such that both \(\tau_\mathcal{T}\) and \(\tau_B\) have exponentially decaying correlations [33], with the only additional (weak) requirement being that \(H_\mathcal{T}\) needs to have not too many repeating gaps in its spectrum (see Appendix A for more details). Using the fact that, with these conditions, microcanonical and canonical states are locally equivalent [25, 49], in Appendix A, and combining results from Refs. [25, 33], we show that subsystems thermalize (i.e., Eq. (6) holds) also when the bath starts in the microcanonical state [24, 25, 50]:

\[
R_B = \mu_B(E, \Delta) := \frac{1}{d(E, \Delta)} \sum_{|e_n - E| \leq \Delta} |e_n\rangle\langle e_n|,
\]

where \(e_n\) and \(|e_n\rangle\) are, respectively, the eigenvalues and eigenvectors of \(H_B\). \(O(\ln 2^D N) \leq \Delta \leq O(\sqrt{N})\) is the microcanonical energy window, \(d(E, \Delta)\) is the amount of energy levels in the interval \([E - \Delta, E + \Delta]\), and \(E\) (chosen to be macroscopic, i.e., \(\propto N\)) is the energy of the microcanonical state. Temperature is prescribed to the microcanonical state through \(E = \text{Tr}(H_B \tau_B)\), which, in view of \(\text{Tr}(H_B \tau_B)\) also being \(\propto N\) and monotonic with respect to \(\beta\), defines a unique function \(\beta = \beta(E/N)\).

We also note that, since the Ohmic Caldeira-Leggett model with a Lorentz-Drude cut-off function can be mapped into a gapless harmonic lattice (where the system maps to a node) with polynomially decaying interactions [51], the thermalization result for the CL model [38, 39] can be thought of as an extension of the above-described paradigm of [short-range]+[non-critical]→[thermalization] to critical systems with long-range interactions; in this context, the result about the microcanonical bath also being thermalizing is unlikely to hold.

A. The energetics of the cycles

Here we will study the energetics of the device and find its efficiency. Directly reading from Eqs. (3a)-(3d):

\[
W_c = \text{Tr}[H_T \Omega],
\]

\[
W_d = -\text{Tr}[H_T \Omega^\infty],
\]

\[
\mathcal{E} = \text{Tr}[H_s \rho_\mathcal{S}^\infty] - \text{Tr}[H_s \rho_p],
\]

\[
\text{Tr}[H_T \Omega] = \sum_{|e_n - E| \leq \Delta} |e_n\rangle\langle e_n|,
\]

\[
\text{Tr}[H_T \Omega^\infty] = \sum_{|e_n - E| > \Delta} |e_n\rangle\langle e_n|,
\]

\[
\text{Tr}[H_s \rho_\mathcal{S}^\infty] = \sum_{|e_n - E| \leq \Delta} |e_n\rangle\langle e_n|,
\]

\[
\text{Tr}[H_s \rho_p] = \sum_{|e_n - E| > \Delta} |e_n\rangle\langle e_n|.
\]
where $\rho^\infty$ is given by Eq. (6). Note the sign convention: $W_c$ and $W_d$ are works performed on the (composite) system, whereas $E$ is the work extracted from the system.

Relying on the thermalization results of the previous subsection, we will henceforth assume that the system-bath evolution is thermalizing for all finite subsystems of $s \cup \text{supp}(H_I)$, and therefore, in Eqs. (11a) and (11b), we will substitute $R_B$ by $\tau_B$ (if $R_B$ is not $\tau_B$, e.g., when it is the microcanonical state (10)) and $\Omega_\infty$ by $\tau_T$:

$$W_{\text{cd}} = W_c + W_d = \text{Tr}[H_I \rho_0 \otimes \tau_B] - \text{Tr}[H_I \tau_T].$$

Here we need to maintain caution, since, as is detailed in Appendix A, Eq. (6) generally holds only up to a correction $O(N^{-\epsilon})$ (with some $\epsilon > 0$). Now, if $\text{supp}(H_I)$ is finite (i.e., does not scale with $N$), there will be only one such correction, meaning that the substitution can be done safely. However, when $\text{supp}(H_I)$ scales with $N$, the $O(N^{-\epsilon})$ corrections may potentially sum up into something non-negligible. Therefore, (only) in such cases, we consider only such $H_I$’s that can be decomposed into a sum of local terms: $H_I = \sum \gamma_k V_k$, where $\gamma_k \geq 0$ are the “coupling constants” and, for all $k$’s, the diameter of $\text{supp}(V_k)$ is $< C$, with $C$ being some finite number not depending on $k$. Moreover, $\gamma_k$ are adjusted so that, for any $k$, max$\{\text{Tr}[V_k \rho], |\text{Tr}[V_k \tau_T]|\} \leq K$, where $K > 0$ is a finite constant independent on $k$. Then, for each term, the substitution of $R_B$ by $\tau_B$ and $\Omega_\infty$ by $\tau_T$ in Eqs. (11a) and (11b) introduces an $f(\gamma_k) O(N^{-\epsilon})$ correction (here $f$ is some function; see next). Therefore, in order to guarantee that Eq. (12) is correct, we require the series $\sum k f(\gamma_k)$ to scale slower than $N^\epsilon$. Note that this case formalizes the situation when the system is attached to a bosonic bath, as in the Caldeira-Leggett and spin-boson models, where the accumulation of corrections is forestalled by the introduction of a cut-off frequency (see Sec. III for definitions). There, $V_k$’s correspond to $q \otimes q_k$’s and $\gamma_k$’s to $g_k$’s. Due to the fact that $\text{Tr}(q_k \tau_B) = 0$, any non-zero quantity in $\text{Tr}(H_I \tau_T)$ will be due to system-bath correlations in $\tau_T$ stemming from $g_k \neq 0$ [52], and, given that $H_I$ is itself $\propto g_k$, any such quantity will be $\propto g_k^2$, meaning that $f(\gamma_k) \propto g_k^2$. In turn, $\sum k g_k^2 \approx \int_0^\infty d\omega \omega J(\omega)$, which, for the exponential cut-off, is finite and, for the Lorentz cut-off, is $\propto \ln N$, which is slow enough to guarantee the correctness of Eq. (12).

Now, defining “dissipated work” as

$$W_{\text{diss}} = W_{\text{cd}} - E,$$

and putting Eqs. (11a)-(12) together, we find that

$$W_{\text{diss}} = w^{(1)} + T\Sigma,$$

where

$$w^{(1)} = \text{Tr} [H_I (\rho_0 - \rho_p) \otimes \tau_B]$$

and

$$T\Sigma = \text{Tr}[H_I \rho_p \otimes \tau_B] - \text{Tr}[H_I \tau_T] + \text{Tr}[H_s \rho_p] - \text{Tr}[H_s \rho^\infty].$$

the reason for this notation will become clear in what follows.

Importantly, starting from the second cycle, the information about the initial state of the system, $\rho_0$, is lost: the system starts and ends in the state $\rho_p$ (see Eqs. (3e) and (5)), meaning that

$$w^{(i)} = 0, \quad \text{for } i \geq 2,$$

where $i$ counts the cycles. In fact, in most physically relevant situations, $w^{(1)}$ will also be $0$. Indeed, generically, $H_I = \sum_k g_k S_k \otimes B_k$, where $S_k$ are some system operators and $B_k$ are bath operators. The latter will typically be some sort of “field operators”, and, above a critical temperature (and at any temperature in one- and two-dimensional systems with continuous symmetries), will generically have zero thermal averages: $\text{Tr}[B_k \tau_B] = 0$ (see the discussion of the Mermin-Wagner theorem in, e.g., [53]), meaning that $w^{(1)} = 0$ irrespective of $\rho_0$. This is obviously the case for all quadratic bosonic [26, 40] and fermionic baths [54]. That said, note that we need not and will not make such an assumption in what follows. In fact, we could get rid of $w^{(1)}$ altogether, by permuting the strokes of our cycle in Eqs. (3a)-(3e): $2 \rightarrow 3 \rightarrow 4 \rightarrow 1 \rightarrow 1$. For this “reshuffled” cycle, the initial state of the system will never enter the energetics, since the first cycle in this protocol will be equivalent to the second cycle in the original protocol.

Now, let us turn to $T\Sigma$. Noting that $\text{Tr}[H_s \rho_p] = \text{Tr}[H_s \otimes \rho_B \otimes \tau_B]$ and $\text{Tr}(H_s \rho^\infty) = \text{Tr}(H_s \otimes \rho_B \tau_T)$, and introducing $\rho_B^\infty = \tau_s \tau_T$, we can rewrite Eq. (16) as

$$T\Sigma = \text{Tr}[H_I \rho_p \otimes \tau_B] - \text{Tr}[H_I \tau_T] - \text{Tr}[H_B \tau_B] + \text{Tr}[H_B \rho_B^\infty].$$

Note that this formula holds both when $R_B = \tau_B$ and $R_B = \mu_B(E, \Delta)$ (and whenever the bath is thermalizing).

Furthermore, introducing

$$\tau'_T = \frac{e^{-\beta' H\tau}}{Z^*_\tau},$$

where $\beta'$ is determined from

$$S(\tau'_T) = S(\rho_p \otimes \tau_B) = S(\rho^\infty) + S(\tau_B),$$

where $S(\rho) = -\text{Tr}(\rho \ln \rho)$ is the von Neumann entropy and, in the second equality, we noted that $\rho_p$ and $\rho^\infty$ have the same entropy because one is a unitary transformation of the other. Next, by a series of algebraic manipulations, presented in Appendix B, we prove the following identity:

$$\Sigma = \frac{T'}{T} S(\rho_p \otimes \tau_B || \tau'_T) + S(\tau'_T || \tau_T) + I_{\tau_T}(s : B) + S(\rho^\infty_B || \tau_B),$$

where $S(\rho || \tau) = \text{Tr}[\rho (\ln \rho - \ln \tau)]$ is the relative entropy and $I_{\tau_T}(s : B) = S(\rho^\infty) + S(\rho_B^\infty) - S(\tau_T) \geq 0$ is the mutual information between the system and the bath in the state $\tau_T$ [31].
All the terms in the RHS of Eq. (21) are non-negative, therefore,
\[ \Sigma \geq 0, \] (22)
which, given that \( T \Sigma \) is the dissipated work, allows us to loosely interpret \( \Sigma \geq 0 \) as the entropy production of the cycle [55].

B. Discussion of the energetics

Ergotropy, \( \mathcal{E} \), is by definition non-negative, and since \( T \Sigma \geq 0 \), the connection-disconnection work will also be non-negative:
\[ W_{c:d} \geq 0. \] (23)

In those cases when \( w^{(1)} \) happens to be non-zero, it can be both positive and negative, therefore, (only) for the first cycle, \( W_{c:d} \geq 0 \) may not hold.

Therefore, in the general spirit of thermodynamics, and particularly the example of other single-bath machines \([10-12]\), we will define the efficiency of our device as an output/expenditure ratio:
\[ \eta := \frac{\mathcal{E}}{W_{c:d}} = 1 - \frac{T \Sigma}{W_{c:d}} \leq 1. \] (24)

System-bath coupling is what powers our device, which is expressed in the fact that
\[ T \Sigma = \mathcal{E} = 0, \text{ whenever } H_1 = 0. \] (25)

Suppose for a moment that there exists a single parameter, \( g \), that controls the strength of the interaction (say, \( H_1 = gV \)). Then, assume that \( \Sigma \) is differentiable in \( g \) (this is not guaranteed as \( U_g \) is a permutation matrix that depends on eigenvalue ordering). Now, since both the relative entropy and mutual information are non-negative, their Taylor expansion for small \( g \)'s cannot start with a \( g \) term, because otherwise the \( g \to -g \) transformation would change the sign of the quantity, for sufficiently small \( g \)'s; therefore, \( T \Sigma = O(g^{2k}) \), where \( k \geq 1 \) is a natural number. For the same reason, since \( W_{c:d} \geq 0 \) and \( \to 0 \) as \( g \to 0 \), we also conclude that \( W_{c:d} = O(g^{2m}) \), where \( m \geq 1 \) is another natural number (see Ref. [56] for an example of an explicit calculation of connection-disconnection work in a harmonic chain, with continuous switching, where \( m = 1 \)). This means that, although both the nominator and denominator in Eq. (24) go to zero, their ratio, and therefore \( \eta \), will either go to zero (if \( k > m \)), or remain finite but \( < 1 \) (if \( k = m \)), or go to one (if \( k < m \)). The latter case is obviously the most interesting, however, we could not find such an example.

Eq. (22) is an expression of the second law of thermodynamics. Indeed, when the device performs \( n \) cycles, the total extracted work is \( -nT \Sigma \), by definition (when \( w^{(1)} \neq 0 \), we need to add it as well, however, it will play no role for sufficiently large \( n \)'s, therefore, we will omit it). On the other hand, when the bath is canonical, the bird-eye view on the cycle reveals a simple picture: the total system starts with \((\rho_0 \otimes \tau_B^{(n)}),H_s + H_B^{(n)})\), where \( H_B^{(n)} = H_B + \cdots + H_B \) and \( \tau_B^{(n)} = \tau_B^{\otimes n} \propto e^{-\beta H_B^{(n)}} \) (the subsequent argumentation does not rely on the baths being identical; we made that choice to merely simplify notation). Then, the overall Hamiltonian, \( H_s + H_B^{(n)} \), undergoes a cyclic variation in time, thereby driving the overall system unitarily, and, at the end of the cycle, we are left with \((U \rho_0 \otimes \tau_B^{(n)} U^\dagger, H_s + H_B^{(n)})\), where \( U \) is the unitary evolution operator generated by the cyclic variation of the Hamiltonian. Now, a well-known formulation of the second law of thermodynamics (which was first noted in phenomenological thermodynamics in Refs. [1, 50] and rigorously proven in the quantum regime in Ref. [57]), the maximal work that can be extracted by a cyclic variation of the Hamiltonian (that is, ergotropy) from \((\rho_0 \otimes \tau,H_s + H)\) (where \( H \) is an arbitrary Hamiltonian and \( \tau \propto e^{-\beta H} \) is upper-bounded by the difference of non-equilibrium free energies of the system:
\[ W_{\text{max}} \leq F_\beta[H_s,\rho_0] - F_\beta[H_s,\tau_s] = TS(\rho_0||\tau_s), \] (26)
where \( \tau_s \propto e^{-\beta H_s}, \) and \( F_\beta[H,\rho] = \langle H \rangle - TS = \text{Tr}[\rho H] + T \text{Tr}[\rho \ln \rho] \) is the non-equilibrium free energy of the system with respect to a \( T \)-temperature bath. This fact is a consequence of the simple identity
\[ W = TS(\rho_0||\tau_s) - TS(U \rho_0 \otimes \tau U^\dagger||\tau_s B), \] (27)
where \( U \) is the unitary evolution operator generated by the cyclic variation of the Hamiltonian, \( \tau_B \propto e^{-\beta (H_s + H)}, \) and \( W = \text{Tr}[(H_s + H)\rho_0 \otimes \tau] - \text{Tr}[(H_s + H)U \rho_0 \otimes \tau U^\dagger] \) is the average extracted work. For sufficiently large baths, the upper bound in Eq. (26) is always reachable through a sequence of small quenches and thermalizations (namely, \( S(U \rho_0 \otimes \tau U^\dagger||\tau_s B) \) can be made arbitrarily small; see, e.g., Ref. [58]). Note that, in view of Eq. (27), extracting \( TS(\rho_0||\tau_s) \) amount of work necessarily leaves the system in the state \( \tau_s \).

It follows from Eq. (26) that, even in the presence of \( n \) copies of the bath, the maximal work extractable from all the systems altogether is upper-bounded by a fixed quantity, \( TS(\rho_0||\tau_s) \), meaning that, if the net extracted work in a single cycle would be positive, after sufficiently many cycles, one would surpass \( W_{\text{max}} \), which is impossible. For our cycle, this indeed means that \( \Sigma \geq 0 \), which we now derived as a consequence of the second law of thermodynamics. Interestingly, Eq. (26) also implies that, since at the beginning of each cycle the Hamiltonian is \( H_0 \) and the state is \( \rho_p \otimes \tau_B \) (or \( \rho_0 \otimes \tau_B \) for the first cycle), the ergotropy of the system-plus-bath is \( TS(\rho_0||\tau_s) > 0 \) (if the bath is large). However, as we noted above, spending that resource in one cycle would leave the system in the state \( \tau_s \), thereby trivializing all subsequent cycles.

Note that the argument about no positive net extracted work applies to an arbitrary cycle, not just the one defined by Eqs. (3a)-(3d). More formally, any [attach]-operate-[detach]-type cycle (after the first one)
of a single-bath machine can be thought of as a unitary transformation \( \rho_p \otimes \tau_B \rightarrow \Omega' = U \rho_p \otimes \tau_B U^\dagger \) such that \( \text{Tr}_B \Omega' = \rho_p \) (\( U \) is the unitary evolution operator generated by the cyclic variation of the Hamiltonian, which depends on the particularities of the cycle). Now, it immediately follows from Eq. (20) that \( S(\text{Tr}_s \Omega') \geq S(\tau_B) \). Therefore, for the invested (“dissipated”) work we have: \( W_{\text{diss}} = \text{Tr}[(H_s + H_B)\Omega'] - \text{Tr}[(H_s + H_B)\rho_p \otimes \tau_B] = \text{Tr}[H_B |\text{Tr}_s \Omega'] - \text{Tr}[H_B \tau_B] \), which, using the \( H_B = -T \ln \tau_B - T \ln Z_B \) identity, we rewrite as

\[
\beta W_{\text{diss}} = S(\text{Tr}_s \Omega') - S(\tau_B) + S(\text{Tr}_s \Omega'\|\tau_B) \geq 0. \quad (28)
\]

This relation of course applies to our cycle as well. The value of Eq. (21) for canonical baths is in the nuance that, in general, Eq. (6) applies only to small subsystems of the whole, which means that the final state of the bath, \( \text{Tr}_s \Omega' \), does not coincide with \( \text{Tr}_s \tau_B \), and accessing the state of the bath is usually an intractable problem. Whereas Eq. (21) does not require knowledge of \( \text{Tr}_s \Omega' \).

In those non-typical cases when the system evolves exactly to the thermal state, i.e., when \( \Omega' = \tau_B \) (which means that these cases comprise a zero-measure subset of all cases), Eq. (21) immediately reduces to Eq. (28).

The content of Eq. (21) is much more non-trivial when the baths are microcanonical. In that case, the baths themselves are active, in the sense that the ergotropy of the bath (or the system-plus-bath) can be \( \propto \sqrt{N} \) [22]. Moreover, it is possible to extract \( \propto \sqrt{N} \) work from them in a (global) process that is cyclic in terms of both the Hamiltonian and the state of the system. In other words, there exist [attach]-[operate]-[detach] cycles which extract \( O(\sqrt{N}) \) amount of work on each run. In this context, Eq. (22) (and Eq. (29) below, in the worst-case scenario for the first cycle) pose very strong restrictions on the operation of the device. These restrictions are the price we pay for designing our cycle in such a way that the maintenance of the active state comes free of charge.

We note, in passing, that Eq. (26) also allows us to lower-bound \( w^{(1)} \). Indeed, since one can extract at most \( TS(\rho_0\|\tau_s) \) net amount of work in the first cycle, \( w^{(1)} \geq -TS(\rho_0\|\tau_s) \).

Importantly, this bound holds also when the bath is microcanonical, since the expression for \( w^{(1)} \), Eq. (15), is the same for canonical and microcanonical baths.

Remarkably, in the context of Eq. (25), Eq. (21) provides yet another non-trivial insight: on the one hand, the device needs non-zero coupling in order to function, on the other hand, non-zero coupling inevitably leads to dissipation. This conflict is an analogue of the power-efficiency trade-off in ordinary thermal machines (see, e.g., [59–61]).

Finally, let us comment on the necessity of attaching the system to a new bath at the beginning of each cycle. If one would have to literally keep many copies of the bath in store in order to operate the device, then the whole setup would have virtually no practical significance. However, we expect a generic many-body, short-range-interacting bath which couples to the system locally will, upon the start of each cycle, appear to the system as if it were new. The idea is that, as we argued above, for the bath to be thermalizing, it needs to have exponentially decaying correlations, which generically means that there is non-zero Lieb-Robinson velocity in the bath [46–48]. Therefore, once the system is detached from the interaction site of the bath, the area around the interaction site, perturbed by the interaction with the system, will diffuse away from the site, carrying the system-bath correlations along with it. Thus, by the time the next interaction session starts, the interaction site will be only slightly perturbed, as if the bath were fresh. An example explicitly illustrating such a behavior, on the specific model of the bath being a linear chain of harmonic oscillators with nearest-neighbor interactions, was reported in Ref. [56]. Of course, when dealing with finite-size baths, after a certain amount of cycles, the perturbations will travel back to the interaction site. The rigorous formalization and justification of the described picture and the study of finite-size-bath effects delineate a motivating class of problems for future studies, but are beyond the scope of the present work.

### III. CALDEIRA-LEGGETT MODEL FOR THE DEVICE

We will now illustrate the theory developed above on the example of a harmonic oscillator (the system) linearly coupled to a bath consisting of independent harmonic oscillators and starting in a Gibbs state. This system-bath model is widely used to study quantum Brownian motion and is known as the Caldeira-Leggett (CL) model [26]. Its total Hamiltonian, \( H^{(\text{CL})}_s \), is thus defined through

\[
H^{(\text{CL})}_s = \frac{p^2}{2m} + \frac{\omega_0^2 q^2}{2},
\]

\[
H^{(\text{CL})}_i = \frac{\omega_R^2 q^2}{2} - \frac{a}{k} \sum_k g_k q_k,
\]

\[
H^{(\text{CL})}_B = \sum_k \left[ \frac{p_k^2}{2m_k} + \frac{m_k \omega_k^2 q_k^2}{2} \right],
\]

where the renormalization frequency of the system, \( \omega_R \), is given by

\[
\omega_R^2 = \sum_k \frac{g_k^2}{m_k \omega_k^2},
\]

and ensures that the Hamiltonian is bounded from below.

In the continuous limit, namely, when the bath frequencies, \( \omega_k \), are very close to each other (\( \omega_{k+1} - \omega_k \ll \omega_0 \)) and range from near-zero values to those significantly larger than \( \omega_0 \) (see, e.g., Ref. [51] for a careful treatment of the discrete-continuous transition), there exists a unique steady state to which the oscillator evolves [39].
Moreover, this state is Gaussian, since it is given by Eq. (6) [39] and \( \sigma^{(\text{CL})}_{ij} \) is a Gaussian state (as \( H^{(\text{CL})}_s \) is quadratic). This means that the oscillator’s steady state can be fully described by the first moments, \( \langle q \rangle_{\infty}, \langle p \rangle_{\infty} \), and second moments,  
\[
\sigma_{ij}^{\infty} = \frac{1}{2} \langle \{ x_i, x_j \} \rangle_{\infty},
\]
where \( x = (q, p) \) and  
\[
(\cdot)_{\infty} := \text{Tr} \left[ \cdot \Omega^{(\text{CL})}_s \right]
\]
is the infinite-time average and \( \sigma_{ij}^{\infty} \) comprise the so-called covariance matrix of the oscillator in the steady state. The covariance matrix can be defined for any state (see Eq. (D2) in Appendix C), and it fully determines the state if the state is Gaussian.

Writing the Heisenberg equations,  
\[
\begin{align}
\dot{q}_k + \omega_k^2 q_k &= \frac{g_k}{m_k} q, \quad (k = 1, 2, \ldots), \\
\dot{p}_k + (\omega_k^2 + \omega_R^2) p_k &= \sum_k g_k q_k,
\end{align}
\]
and introducing the so-called spectral density,  
\[
J(\omega) = \frac{\pi}{2} \sum_k \frac{g_k^2}{m_k \omega_k} \delta(\omega - \omega_k),
\]
one can show that (see, e.g., Ref. [26] or Appendix C), as long as \( J(\omega) \neq 0 \) for \( \omega \neq 0 \), \( \langle q \rangle_{\infty} = \langle p \rangle_{\infty} = \sigma_{11}^{\infty} = 0 \) and  
\[
\sigma_{ii}^{\infty} = \frac{1}{\pi} \int_0^\infty d\omega \frac{J(\omega) \omega^{2(i-1)}}{[\alpha(\omega)]^2} \coth \frac{\omega}{2T},
\]
where \( i = 1 \) or 2 and \( \alpha(\omega) = \omega_0^2 - \omega^2 + \omega_R^2 - \chi(\omega), \) with \( \chi(\omega) = \frac{\pi}{\mathcal{P}} \int_0^\infty d\omega' \frac{J(\omega')}{\omega' \omega'} \) (the symbol \( \mathcal{P} \) in front of an integral means the Cauchy principal value; see Appendix C for details).

In this paper (except for Appendix E), we will work with so-called Ohmic spectral densities, which are characterized by a linear scaling of \( J(\omega) \) with respect to \( \omega \), for small \( \omega \)’s [26]. Also, since a given oscillator with frequency \( \omega_0 \) cannot couple to bath modes with much higher frequencies, \( J(\omega) \) must be a decaying function for \( \omega \gg \omega_0 \). With these in mind, we write the spectral density as  
\[
J(\omega) = \gamma \omega_0 \omega f(\omega/\omega_c),
\]
where \( \omega_c \) is the cut-off frequency and \( f(z) \) is a well-behaved dimensionless “cut-off” function that decays for \( z > 1 \) (i.e., when \( \omega \) is above the cut-off frequency \( \omega_c \)) and \( f(0) = 0 \). In this notation, taking into account Eq. (34) and Eq. (31),  
\[
\omega_R^2 = \frac{2}{\pi} \int_0^\infty d\omega \frac{J(\omega)}{\omega} = \frac{2 \gamma \omega_0 \omega_c}{\pi} \int_0^\infty dz f(z),
\]
therefore, in order for \( \omega_R \) to be finite (so that the model has a physical meaning), \( f(z) \) should decay fast enough for the second integral in Eq. (37) to be convergent. Here, \( \gamma \) is a dimensionless constant defining the coupling strength. The most common choices for the cut-off function in the literature are the Lorentz,  
\[
f^{(\text{L})}(z) = \frac{2}{1 + z^2},
\]
and exponential, \( f^{(\text{exp})}(z) = \pi e^{-z^2} \), cut-off functions [26].

Eq. (35) clearly shows that \( \rho_s^{\infty}(\text{CL}) \neq \tau_s^{(\text{CL})} \). Indeed, \( \tau_s^{(\text{CL})} \), the thermal state of a free (i.e., not interacting with any other system) harmonic oscillator with frequency \( \omega_0 \) is characterized by  
\[
\sigma_{11}^{(\text{free})} = \frac{1}{2\omega_0} \coth \frac{\omega_0}{2T}, \quad \sigma_{22}^{(\text{free})} = \frac{\omega_0}{2} \coth \frac{\omega_0}{2T},
\]
and only in the zero-coupling limit do \( \sigma_{11}^{\infty} \) and \( \sigma_{22}^{\infty} \) coincide with \( \sigma_{11}^{(\text{free})} \) and \( \sigma_{22}^{(\text{free})} \), i.e., \( \rho_s^{\infty}(\text{CL}) \rightarrow \tau_s^{(\text{CL})} \) (see Appendix F). We emphasize that Eq. (6), i.e., \( \rho_s^{\infty}(\text{CL}) = \text{Tr}_B \tau_T^{(\text{CL})} \), holds in all coupling regimes.

### A. Energetics of the single-oscillator device

For the Caldeira-Leggett model described above, we can derive explicit expressions for all the relevant quantities: the ergotropy, \( \mathcal{E}^{(\text{CL})} \) (Eq. (11c)), the connection work, \( W_c^{(\text{CL})} \) (Eq. (11a)), and the disconnection work, \( W_d^{(\text{CL})} \) (Eq. (11b)).

Starting with the ergotropy, we show in Appendix D 3 that the ergotropy of the state \( \rho_s^{\infty}(\text{CL}) \) (the covariance matrix of which is \( \sigma^{\infty} \) in Eqs. (35), with respect to \( H_s^{(\text{CL})} \), is given by  
\[
\mathcal{E}^{(\text{CL})} = \frac{1}{2} \left( \sqrt{\sigma_{22}^{\infty} - \omega_0 \sqrt{\sigma_{11}^{\infty}}} \right)^2,
\]
and the extraction of the ergotropy leaves the system in the Gaussian state \( \rho_p^{(\text{CL})} \) characterized by the covariance matrix  
\[
\sigma_p = \sqrt{\sigma_{11}^{\infty} \sigma_{22}^{\infty}} \left( \begin{array}{cc} 1 & 0 \\ 0 & \omega_0 \end{array} \right),
\]
which is in fact a thermal state at inverse temperature \( \beta_p = \frac{2}{\omega_0} \arccoth \left( 2 \sqrt{\sigma_{11}^{\infty} \sigma_{22}^{\infty}} \right) \) (see Appendix D 3).

From Eq. (40) we immediately see that the ergotropy vanishes if and only if the steady state of the system, \( \rho_s^{\infty}(\text{CL}) \), is characterized by energy equipartition, namely, the average kinetic and potential energies are equal: \( \sigma_{22}^{\infty} = \omega_0^2 \sigma_{11}^{\infty} \).

As we will discuss below, this occurs in both weak-coupling and high-temperature limits. In the following, we will assume that the device has already performed the first cycle, so that the state of the total system at the beginning of the cycle (stroke \( 1 \)) is  
\[
\Omega^{(\text{CL})} = \rho_p^{(\text{CL})} \otimes \tau_T^{(\text{CL})},
\]
where we emphasize again that $\rho_p^{(CL)}$ is the "exhausted" state, characterized by the covariance matrix (41). With this premise, and invoking Eqs. (30) and (41) and the fact that $\text{Tr} \left[ q_k r_k^{(CL)} \right] = 0$, $\forall k$, the connecting work, $W_c^{(CL)} = \text{Tr} \left[ H_c^{(CL)} \Omega^{(CL)} \right]$ (cf. Eq. (11a)), will read

$$W_c^{(CL)} = \text{Tr} \left[ \left( \frac{\omega^2}{2} q^2 - q \sum_k g_k q_k \right) \Omega^{(CL)} \right]$$

$$= \frac{\omega^2}{2} \left( \sigma_{pp} \right)_{11} = \frac{\omega^2}{2\omega_0} \sqrt{\sigma_{11}^\infty \sigma_{22}^\infty}.$$ (43)

For the disconnecting work, $W_d = -\text{Tr} \left[ H_d^{(CL)} \Omega^{(CL)} \right]$ (cf. Eq. (11b)), we have

$$W_d^{(CL)} = -\left( \frac{\omega^2}{2} q^2 - q \sum_k g_k q_k \right)_\infty$$

$$= \langle q \tilde{q} \rangle_\infty + \left( \sigma_0^2 + \frac{\omega^2}{2} \right) \sigma_{11}^\infty.$$ (44)

where, in the second equality, we have used Eq. (33b). As we show in Appendix C, $\langle q \tilde{q} \rangle_\infty = -\sigma_{22}^\infty$, therefore, with Eq. (43),

$$W_{c:d}^{(CL)} = \frac{\omega^2}{2\omega_0} \sqrt{\sigma_{11}^\infty \sigma_{22}^\infty} + \left( \sigma_0^2 + \frac{\omega^2}{2} \right) \sigma_{11}^\infty - \sigma_{22}^\infty.$$ (45)

In the weak-coupling limit, namely, when $\gamma \ll 1$, in Appendix F, we prove that, up to the first order in $\gamma$, $\sigma_{11}^\infty = \sigma_{11}^{(free)} + \frac{\Phi_T}{2\pi \omega_0} \gamma$ and $\sigma_{22}^\infty = \sigma_{22}^{(free)} + \frac{\omega \Psi_T}{2\pi} \gamma$, where $\Phi_T$ and $\Psi_T$ are dimensionless functions of $\omega_0$, $\omega_c$, and $T$ (see Eqs. (F26) and (F30)). Using these in Eqs. (40) and (45), we find that $W_{c:d}^{(CL)} \propto \omega_0 \gamma$ and

$$\mathcal{E}^{(CL)} \propto \omega_0 \gamma^2, \quad \Rightarrow \quad \eta^{(CL)} \propto \gamma;$$ (46)

see Appendix F4 for details (as well as a discussion on the low-temperature limit). The message of Eq. (46) is that the device is essentially useless in the weak coupling limit: not only the output is small—which is indeed expected in this regime—but also the efficiency is vanishing.

Interestingly, the ultrastrong-coupling limit ($\gamma \to \infty$) is not much better: the efficiency also goes to zero, this time, $\propto \gamma^{-1/2}$. Indeed, in Appendix G we show that, when $\gamma \gg \omega_0^2/\omega_0^2$, $\sigma_{11}^\infty \propto \frac{1}{\omega_0} \gamma^{-1/2}$ and $\sigma_{22}^\infty \propto \omega_0 \gamma^{1/2}$, which, plugged into Eqs. (40) and (45), yield $W_{c:d}^{(CL)} \propto \omega_c \gamma$ and

$$\mathcal{E}^{(CL)} \propto \omega_0 \gamma^{1/2}, \quad \Rightarrow \quad \eta^{(CL)} \propto \gamma^{-1/2}.$$ (47)

With these observations, we expect that the efficiency, as a function of $\gamma$, is maximized at some intermediate value of $\gamma$, which is in fact what we observe in Fig. 1(a), where, for the Lorentzian cut-off function (Eq. (38)), the numerically calculated $\eta^{(CL)}$ is plotted against $\gamma$, for three different values of the temperature, $T$. Fig. 1(b) shows the dependence of $\mathcal{E}^{(CL)}$ on $\gamma$ for the same choice of parameters, and it can be seen how $\mathcal{E}^{(CL)}$ changes its convex ($\gamma^2$) behavior, at small $\gamma$’s, to concave behavior ($\sqrt{\gamma}$), at large $\gamma$’s. Plausibly assuming that the thermalization (hence, charging) time, $t_c$, monotonically decreases with $\gamma$ (see the corresponding discussion in Sec. II) for all values of $\gamma$, and viewing the device as a thermal machine, we notice that the power per cycle, $\mathcal{E}^{(CL)}/t_c$, increases with $\gamma$ (see Eq. (47)). Therefore, the assumption holding, there is a certain power-efficiency trade-off: for sufficiently large $\gamma$’s, more power means less efficiency.

An interesting observation from Fig. 1 is that, after its peak, $\eta^{(CL)}$ decays rather slowly with the increase of $\gamma$, which means that the device can maintain a close-to-maximum efficiency while producing a significantly larger amount of output work (ergotropy) than that at maximum efficiency. Indeed, e.g., for $T = 0.1$, the maximum of $\eta^{(CL)}$ ($\approx 6.5\%$) is reached at $\gamma_{\text{max}} \approx 3.8$, with $\mathcal{E}^{(CL)}(\gamma_{\text{max}}) \approx 0.7$, whereas at $\gamma = 14.4$, the device still operates at $\approx 80\%$ of the maximal efficiency, while outputting 3.2 times as much ergotropy compared to that at $\gamma_{\text{max}}$.

We also note from Fig. 1 that both $\eta^{(CL)}$ and $\mathcal{E}^{(CL)}$ are decreasing as the temperature increases. It can also be checked that $W_{c:d}^{(CL)}$ is an increasing function of $T$. In fact, by numerically checking a wide range of parameters and several cutoff functions, we found...
that these monotonicities are a general feature of the Caldeira-Leggett model. Moreover, as we prove in Appendix E for an arbitrary Caldeira-Leggett model, at high temperatures \( T \gg \omega_c \), energy equipartition holds:

\[
\sigma_{11}^\infty = T + O\left(\frac{\omega_c^2}{T}\right) \quad \text{and} \quad \sigma_{22}^\infty = T + O\left(\frac{\omega_c^2}{T}\right).
\]

Through Eqs. (40) and (45), these yield

\[
W_{c:d}^{(CL)} = \frac{\omega_R^2}{\omega_0^2} T + O\left(\frac{\omega_R^2}{T}\right) \quad \text{and} \quad \eta^{(CL)} = O\left(\frac{\omega_R^2}{T^3}\right),
\]

and therefore, \( \eta^{(CL)} = O\left(\frac{\omega_R^2}{T^3}\right) \). We see that the device’s figures of merit, \( \eta^{(CL)} \) and \( \eta^{(CL)} \), decay with \( T \) very quickly, which means that low temperatures are essential for the efficient operation of the device.

We can see in Fig. 1 that the device operates with a rather small efficiency. Looking to find high-efficiency regimes, we turn to \( \omega_c \)—the only parameter we have not explored yet. Generically, it is assumed that \( \omega_c \) is large enough to be greater than \( \omega_0 \), and it is the choice made in Fig. 1: \( \omega_0 = 2 \) and \( \omega_c = 4 \). However, it turns out that the maximal—over all the parameters—efficiency the Caldeira-Leggett model can allow, with the condition that \( \omega_c > \omega_0 \), is \( \approx 10.19\% \), which is achieved at \( T = 0 \), \( \gamma \approx 5.94 \), and \( \omega_c = \omega_0 \), and does not depend on the value of \( \omega_0 \) as long as it is \( > 0 \). Indeed, we already knew that \( \eta^{(CL)} \) is a non-monotonically decreasing function of \( T \), so \( T = 0 \) follows trivially. With \( T = 0 \), the only dimensional parameters are \( \omega_0 \) and \( \omega_c \), therefore, the dimensionless \( \eta^{(CL)} \) can depend only on \( \omega_0 = \omega_0/\omega_c \). We find numerically that, for sufficiently large values of \( \gamma \), \( \eta^{(CL)} \) is an increasing function of \( \omega_0 \), for \( \omega_0 \leq 1 \); this fact is illustrated in Fig. 2. The only free parameter left now is \( \gamma \), and we find the above-mentioned optimal values of \( \gamma \) and \( \eta^{(CL)} \) also numerically. To sum up, if we want efficiencies higher than 10\%, we need to consider \( \omega_c > \omega_0 \). Such situations may occur when the bath is a harmonic (Rubin) chain with nearest-neighbour interactions \([51]\), or other common baths. Below, we will show that this system is essentially equivalent to a single oscillator coupled to the bath, with a rescaled coupling constant: \( n\gamma \).

Indeed, the \( n \)-oscillator Caldeira-Leggett Hamiltonian with a shared bath consists of the system Hamiltonian, \( \sum_{a=1}^{n} \left[ \frac{p_a^2}{2} + \omega_a^2 q_a^2 \right] \), and the bath Hamiltonian, \( H_B^{(CL)} \), comprising together the bare Hamiltonian, and the interaction term:

\[
H_I^{(n-CL)} = \frac{\omega_R^2}{2} \left( \sum_{a=1}^{n} q_a \right)^2 - \sum_{a=1}^{n} q_a \sum_k g_k q_k.
\]

By introducing

\[
x = (q_1, \ldots, q_n, p_1, \ldots, p_n), \quad Q_1 = \frac{\sum_{a=1}^{n} q_a}{\sqrt{n}},
\]

we can rewrite the total Hamiltonian as

\[
H_T^{(n-CL)} = \frac{1}{2} x^T M x + \frac{\Omega_R^2 Q_1^2}{2} - Q_1 \sum_k g_k q_k + H_B^{(CL)},
\]

FIG. 2. Figures of merit of the device as functions of the cutoff frequency. On the main plot, efficiency, \( \eta^{(CL)} \), is shown as a function of \( \omega_c \), for different values of the coupling constant, \( \gamma \). Note that the higher the desired efficiency, the sharper the peak and the smaller the \( \omega_c \) have to be. The inset, where \( \eta^{(CL)} \) and \( W_{c:d}^{(CL)} \) are plotted against \( \omega_c \), for \( \gamma = 15 \), is to illustrate that, in contrast to the efficiency, \( \eta^{(CL)} \) and \( W_{c:d}^{(CL)} \) are monotonically increasing, respectively, concave and convex function of \( \omega_c \). The cut-off function is Lorentzian and \( \omega_c = 2, T = 0.1 \).

B. Several identical oscillators attached to a common bath

As we saw in the preceding subsection, in order for the device to produce a significant output ergotropy with a reasonably high efficiency, large values of the coupling constant are necessary, which may be challenging to achieve in practice. Here, we discuss a collective enhancement effect appearing when the system is comprised by \( n \) copies of the oscillator, which are simultaneously coupled to a common bath. Below, we will show that this system is essentially equivalent to a single oscillator coupled to the bath, but with a rescaled coupling constant: \( n\gamma \).

As we saw in the preceding subsection, in order for the device to produce a significant output ergotropy with a reasonably high efficiency, large values of the coupling constant are necessary, which may be challenging to achieve in practice. Here, we discuss a collective enhancement effect appearing when the system is comprised by \( n \) copies of the oscillator, which are simultaneously coupled to a common bath. Below, we will show that this system is essentially equivalent to a single oscillator coupled to the bath, but with a rescaled coupling constant: \( n\gamma \).

Indeed, the \( n \)-oscillator Caldeira-Leggett Hamiltonian with a shared bath consists of the system Hamiltonian, \( \sum_{a=1}^{n} \left[ \frac{p_a^2}{2} + \omega_a^2 q_a^2 \right] \), and the bath Hamiltonian, \( H_B^{(CL)} \), comprising together the bare Hamiltonian, and the interaction term:

\[
H_I^{(n-CL)} = \frac{\omega_R^2}{2} \left( \sum_{a=1}^{n} q_a \right)^2 - \sum_{a=1}^{n} q_a \sum_k g_k q_k.
\]

By introducing

\[
x = (q_1, \ldots, q_n, p_1, \ldots, p_n), \quad Q_1 = \frac{\sum_{a=1}^{n} q_a}{\sqrt{n}},
\]

we can rewrite the total Hamiltonian as

\[
H_T^{(n-CL)} = \frac{1}{2} x^T M x + \frac{\Omega_R^2 Q_1^2}{2} - Q_1 \sum_k g_k q_k + H_B^{(CL)},
\]

FIG. 2. Figures of merit of the device as functions of the cutoff frequency. On the main plot, efficiency, \( \eta^{(CL)} \), is shown as a function of \( \omega_c \), for different values of the coupling constant, \( \gamma \). Note that the higher the desired efficiency, the sharper the peak and the smaller the \( \omega_c \) have to be. The inset, where \( \eta^{(CL)} \) and \( W_{c:d}^{(CL)} \) are plotted against \( \omega_c \), for \( \gamma = 15 \), is to illustrate that, in contrast to the efficiency, \( \eta^{(CL)} \) and \( W_{c:d}^{(CL)} \) are monotonically increasing, respectively, concave and convex function of \( \omega_c \). The cut-off function is Lorentzian and \( \omega_c = 2, T = 0.1 \).

B. Several identical oscillators attached to a common bath

As we saw in the preceding subsection, in order for the device to produce a significant output ergotropy with a reasonably high efficiency, large values of the coupling constant are necessary, which may be challenging to achieve in practice. Here, we discuss a collective enhancement effect appearing when the system is comprised by \( n \) copies of the oscillator, which are simultaneously coupled to a common bath. Below, we will show that this system is essentially equivalent to a single oscillator coupled to the bath, but with a rescaled coupling constant: \( n\gamma \).

Indeed, the \( n \)-oscillator Caldeira-Leggett Hamiltonian with a shared bath consists of the system Hamiltonian, \( \sum_{a=1}^{n} \left[ \frac{p_a^2}{2} + \omega_a^2 q_a^2 \right] \), and the bath Hamiltonian, \( H_B^{(CL)} \), comprising together the bare Hamiltonian, and the interaction term:

\[
H_I^{(n-CL)} = \frac{\omega_R^2}{2} \left( \sum_{a=1}^{n} q_a \right)^2 - \sum_{a=1}^{n} q_a \sum_k g_k q_k.
\]

By introducing

\[
x = (q_1, \ldots, q_n, p_1, \ldots, p_n), \quad Q_1 = \frac{\sum_{a=1}^{n} q_a}{\sqrt{n}},
\]

we can rewrite the total Hamiltonian as

\[
H_T^{(n-CL)} = \frac{1}{2} x^T M x + \frac{\Omega_R^2 Q_1^2}{2} - Q_1 \sum_k g_k q_k + H_B^{(CL)},
\]
where

\[ M = (\omega_2^0 \mathbb{I}_n) \oplus \mathbb{I}_n, \quad \Omega^R = n\omega_2^R, \quad G_k = g_k\sqrt{n}, \] (50)

with \( \mathbb{I}_n \) being the \( n \times n \) identity matrix and the symbol \( \oplus \) denoting the direct sum. Note that the indices \( a \) and \( b \) will, in this subsection, distinguish the system degrees of freedom from those of the bath, labeled by \( k \).

Now, we introduce a change in the system’s variables, according to \( Q_a = \sum_b R_{ab} q_b \) and \( P_a = \sum_b R_{ab} p_b \), with \( R \) being an orthogonal matrix \((R^T = \mathbb{I}_n)\) such that \( Q_1 = \sum_a R_{a1} q_a \) coincides with that defined in Eq. (48). (Note that this condition fixes only the first row of \( R \).) Given the special structure of \( M \) (Eq. (50)), this transformation leaves \( M \) unchanged. Therefore, in terms of the new system variables, the total system-bath Hamiltonian will be

\[
H^{(n-CL)}_T = \sum_{a=1}^{n-1} \left[ \frac{P_a^2}{2} + \frac{\omega_2^0 Q_a^2}{2} \right] + \frac{P_1^2}{2} + \frac{\omega_2^0 Q_1^2}{2} \\
+ \frac{\Omega_2^0 Q_1^2}{2} - Q_1 \sum_k G_k q_k + H^{(CL)}_B,
\] (51)

which means that the original total system is equivalent to a collection of \( n - 1 \) free oscillators and a single oscillator coupled to a bath.

As per the initial state of the system, given the symmetry of the problem, we choose it to be a product of identical single-oscillator states, and the initial system-bath state is, as usual, given by Eq. (2). Moreover, we will assume the single-oscillator states to be purely quadratic Gaussian, so that

\[
\Omega^{(n-CL)} = \bigotimes_{a=1}^{n} \mathfrak{I}(A, B, C, q_a, p_a) \otimes \tau^{(CL)}_B,
\] (52)

with

\[
\mathfrak{I}(A, B, C, q_a, p_a) \propto e^{-A q_a^2 - B p_a^2 - \frac{1}{2}C(q_a, p_a)},
\] (53)

where \( A, B, \) and \( C \) are real, subject only to the condition that the operator \( A q_a^2 + B p_a^2 + \frac{1}{2}C(q_a, p_a) \gg 0 \). Noting that, due to the orthogonality of \( R \), \( \sum_a q_a^2 = \sum_a Q_a^2, \) \( \sum_a p_a^2 = \sum_a P_a^2, \) and \( \sum_a \{q_a, p_a\} = \sum_a \{Q_a, P_a\} \), the initial state looks the same from the perspective of the new variables:

\[
\Omega^{(n-CL)} = \bigotimes_{a=1}^{n} \mathfrak{I}(A, B, C, Q_a, P_a) \otimes \tau^{(CL)}_B.
\] (54)

Let us note at this point that, although all states of the form (53) have identical spectra, they all live in different subspaces of the system’s Hilbert space.

Summing up Eqs. (51) and (54), the model consists of \( n \) identical oscillators with frequency \( \omega_0 \), \( n - 1 \) (numbers 2 to \( n \)) of which are uncorrelated and uncoupled from the first one and from the bath, whereas the first one evolves as a standard quantum Brownian particle with rescaled coupling: \( g_k \rightarrow g_k\sqrt{n} \). The states of the uncoupled oscillators evolve under the influence of their internal Hamiltonian (and therefore (i) they do not relax and (ii) their ergotropy is constant in time) and remain uncorrelated to the state of the first particle (which thermalizes with the bath).

Moreover, as we show in Appendix D, the maximal work cyclic (in Hamiltonian) Gaussian operations can extract from a (multimode) Gaussian state—the “Gaussian ergotropy”—is given by

\[
\mathcal{G} = \frac{1}{2} \text{Tr}(\sigma M) - \sum_a s^a_+ m^a_+,
\] (55)

where \( \{s^a_+\} \) are the symplectic eigenvalues of the covariance matrix, \( \sigma \) (defined in the multimode case identically to the single-mode case given in Eq. (32)), taken in increasing order, and \( \{m^a_+\} \) are those of \( M \), taken in decreasing order (see Appendix D for detailed definitions and a proof of Eq. (55)). Now, since all \( n \) symplectic eigenvalues of \( M \) are equal to each other (all are \( \omega_0 \)), the ergotropy of the \( n \)-oscillator system is equal to the sum of individual ergotropies. Therefore, our protocol (Eqs. (3a)-(3e)) will independently process the first (Brownian) particle and the rest of the \( n - 1 \) particles. Thus, the latter will have no role in the energetics at all, because we will extract all the ergotropy from them during the first cycle (which will be non-zero only if \( J(A, B, C, Q_a, P_a) \) is active with respect to \( \frac{P_1^2}{2} + \frac{\omega_2^0 Q_1^2}{2} \)), and for the rest of the time, they will just remain in their passive states. The energetics for the Brownian particle \((Q_1, P_1)\), on the other hand, will be identically as described in Sec. III A, with the only difference that, since \( G_k = g_k\sqrt{n} \) and \( J(\omega) \) is quadratic in \( g_k \) (Eq. (34)), the coupling constant is now \( n \gamma \).

### IV. CONCLUSIONS

In this paper, we investigated the arguably simplest model of charging a battery: a system in strong contact with a bath, jointly evolving towards global thermal equilibrium (or a non-thermal state appearing to be thermal when viewed locally). The idea is based on the basic observation that the reduced state of a subsystem of a globally thermal system is not generally thermal, and may thus also be active. When viewed as a process of “charging up” the system, this setup presents a number of benefits such as no need of fine-tuned control and no necessity to exert any effort to maintain the charged state. We studied this setup in full generality, revealing fundamental limitations on the process, encapsulated in a nonnegative entropy production (Eq. (21)), quantifying the amount of work that needs to be dissipated in order for the device to function.

An important peculiarity of the charging cycle is that, non-weak coupling being responsible for charging the battery, it is also the source of dissipation. Therefore, the device is expected to function optimally in the moderate-to-large coupling regime, which is what we saw on the example of Caldeira-Leggett model in Sec. III A. In this...
work, we consider instantaneously connecting and disconnecting the system to the bath, thus the time needed to run the cycle is basically determined by the relaxation time (which in turn depends on the strength of the coupling). As we briefly mentioned in Sec. II B, other time-dependent protocols for connecting and disconnecting the system could be considered, exploring whether (and ultimately to what extent) the efficiency can increase and whether that occurs at the expense of the time it takes to run the cycle.

Another aspect of the engine is that the “battery” system has to be small. Indeed, the athermality of a macroscopic system coupled to a bath will generically be a boundary effect tending to thermalize away once the system is detached from the bath. Moreover, generically, the effect of system-bath correlations due to interaction are more pronounced at low temperatures. Therefore, although the working principle of our device is not inherently quantum, it is better suited for the quantum regime. This aspect is well illustrated by the Caldeira-Leggett model, where the machine is most efficient in the low-temperature regime, where its quantum features are most prominent. In the classical (high temperature) regime, the system exhibits energy equipartition, independently from the details of the bath and the strength of the coupling, so that the ergotropy vanishes. We note however that, in this work, we forewent studying quantum effects such as system-bath entanglement and coherence in the system’s state, leaving the study of these important questions to the future.

In a simplistic scenario of \( n \) noninteracting oscillators coupled to a common bath, in Sec. III B, we showed that enhancement of both the output and efficiency takes place in the Caldeira-Leggett model. Situations where collective effects are more pronounced, e.g., when the working medium is critical [62, 63], constitute a promising direction of future research.

Lastly, a possible direction to look for practical realizations of our protocol, is using chemical bonds, which are a good example of naturally occurring strongly coupled microscopic systems. For example, the cycle can be realized through creating chemical bonds, which can store the energy for a long time, and then breaking them and using the athermal states of the components to extract work.
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APPENDICES

Appendix A: THERMALIZATION IN NON-CRITICAL MANY-BODY SYSTEMS WITH SHORT-RANGE INTERACTIONS

Generally, the results on thermalization are obtained in two steps. One first proves that the system equilibrates, i.e.,

\[ \nu_\text{\hash}(\langle \Omega \rangle) := \lim_{T \to \infty} \frac{1}{T} \int_0^T dt' \| \text{Tr}_{\mathfrak{T}\setminus \text{\hash}} \Omega_{t'} - \text{Tr}_{\mathfrak{T}\setminus \text{\hash}} \langle \Omega \rangle \|, \]  

(A1)

is small. Here, \( \langle \Omega \rangle = \lim_{T \to \infty} \frac{1}{T} \int_0^T dt \Omega_t \). In order to establish that, one uses the general bounds on equilibration obtained in Refs. [27, 29, 32]; most appropriately in our situation [32],

\[ \nu_\text{\hash}(\langle \Omega \rangle) \leq \sqrt{\frac{d_\text{\hash} G_D}{d_{\text{eff}}}}, \]  

(A2)

where \( d_\text{\hash} \) is the Hilbert-space dimension of the subsystem \( \text{\hash} \), \( G_D \) is the highest gap degeneracy of \( H_\mathfrak{T} \) (gap degeneracy is the number of times a given gap is repeated in the spectrum, and \( G_D \) is the largest such number), and \( d_{\text{eff}} \), the “effective dimension”, is

\[ d_{\text{eff}} = \frac{1}{\sum_a \left( \text{Tr}(\Omega P_a) \right)^2}, \]  

(A3)

where \( P_a \) are the eigenprojectors of \( H_\mathfrak{T} \) (\( H_\mathfrak{T} = \sum_a E_a P_a \), where \( E_a \) are \( H_\mathfrak{T} \)’s eigenvalues). When, as in our setting, \( d_\text{\hash} \) is a fixed finite number, the thermalization is guaranteed as long as \( \frac{d_\text{\hash}}{d_{\text{eff}}} \) is \( \ll 1 \) and tends to zero with \( N \to \infty \). Generically, for canonical and microcanonical \( R_B \)'s, one expects \( d_{\text{eff}} \) to be exponential in \( N \) in view of the exponential (in \( N \)) density of eigenvalues of \( H_\mathfrak{T} \) and \( H_B \) [36]. However, that is not always the case; instead, in Ref. [33], it was shown that, whenever \( H_\mathfrak{T} \) is \( k \)-local and \( \Omega \) has exponentially decaying correlations, which, since in our case \( \Omega = \rho_0 \otimes R_B \), is guaranteed as long as \( R_B \) has exponentially decaying correlations,

\[ d_{\text{eff}} \geq O \left( \frac{\sqrt{N}}{\ln^{2d}(N)} \right), \]  

(A4)

where \( d \) is the spatial dimension of the lattice, meaning that equilibration is guaranteed as long as \( G_D \) does not scale with \( N \) (or scales slower than \( \sqrt{N} \)), which is expected to not hold only in extremely exotic cases as it holds in all known models and, in general, Hamiltonians with degenerate gaps are of zero measure in the space of all Hamiltonians and any given degeneracy can be lifted by an infinitesimal perturbation. See also Ref. [29] for a discussion on equilibration time-scales.

Another important bound proven in Ref. [25], and adapted in Ref. [33], is the following. Say, \( \tau \) is some state with exponentially decaying correlations on the lattice and \( 0 < \alpha < 1 \). Then, for any state \( \rho \) satisfying

\[ S(\rho||\tau) = o \left( N^{\frac{\alpha}{2+\alpha}} \right), \]  

(A5)

it holds that

\[ \| \text{Tr}_{\mathfrak{T}\setminus \text{\hash}} \rho - \text{Tr}_{\mathfrak{T}\setminus \text{\hash}} \tau \| \leq O \left( N^{-\frac{d\alpha}{2+\alpha}} \right), \]  

(A6)

where \( \text{E}_m \) denotes the arithmetic mean over all subsystems \( \text{\hash}_m \) of diameter \( m \) lattice units. For this bound to be valid, \( m \) must be \( o \left( N^{\frac{d+1}{2+1+\alpha}} \right) \), which is the case in our analysis as we will always work with subsystems that do not scale with \( N \), i.e., \( m \) will always be a finite number. Note that the bound (A6) holds on average, whereas in this paper we need it to hold only for all subsystems in \( \mathfrak{T} \cup \text{supp}(H_I) \). Importantly, we do not require (A6) to be valid for all subsystems of \( \mathfrak{T} \), so we do not need to require translation invariance of \( \mathfrak{T} \). However, \( H_\mathfrak{T} \) must satisfy certain transport properties such as non-zero Lieb-Robinson velocity [42]. Indeed, in systems with inhibited energy/information transport, e.g., those that are many-body localized, there will be subsystems which “remember” their initial states (see Ref. [37] for a discussion); here, we require that no localization phenomena occur on (or near) \( \mathfrak{T} \cup \text{supp}(H_I) \).

Combining Eqs. (A2), (A4), and (A6), and using the triangle inequality for the trace norm [31], one obtains [33]

\[ \nu_\text{\hash}(\mathfrak{T} \setminus \text{\hash}) \leq O \left( G_D^{1/2} \ln^d(N) N^{-1/4} \right) + O \left( N^{-\frac{1}{2+\alpha}} \right), \]  

(A7)
whenever \( S(\langle \Omega \rangle \| \tau_T) = o(N^{\frac{\alpha}{N}}) \). Since \( \langle \Omega \rangle \) is obtained from \( \Omega \) by erasing some of its non-diagonal elements in \( H_T \)'s eigenbasis, \( S(\langle \Omega \rangle) \geq S(\Omega) \). Also, by \( \langle \Omega \rangle \)'s definition, it holds that \( \text{Tr}(H_T \langle \Omega \rangle) = \text{Tr}(H_T \Omega) \). Therefore, \( S(\langle \Omega \rangle \| \tau_T) \leq S(\Omega \| \tau_T) \), meaning that the bound (A7) holds as long as
\[
S(\Omega \| \tau_T) = o(N^{\frac{\alpha}{N}}).
\]

Now, when the initial state of the bath is \( \tau_B \), for any \( \rho_0 \), we can write
\[
\Omega_c := \rho_0 \otimes \tau_B = \frac{e^{-\beta H}}{\text{Tr}e^{-\beta H}}, \quad \text{with} \quad \beta = -T \ln \rho_0 + H_B,
\]
and hence,
\[
S(\Omega_c \| \tau_T) = \beta \text{Tr}((H_T - \beta H)\Omega_c) + \ln \frac{\text{Tr}e^{-\beta H}}{\text{Tr}e^{-\beta H}}
\]
\[
\leq \beta \text{Tr}((H_T - \beta H)\Omega_c) - \beta \text{Tr}((H_T - \beta H)\tau_T)
\]
\[
\leq 2\beta\|H_T - \beta H\| = 2\beta\|H_s + T \ln \rho_0 + H_I\| = O(1),
\]
where the first inequality is due to the Peierls-Bogoliubov inequality [65], the second inequality is by the very definition of the trace norm [31], and last equality is due to the fact that \( H_T \) is at most \( k \)-local (because \( H_T \) is). Hence, Eq. (A6) is satisfied with \( \alpha = 0 \), which, in view of Eq. (A5), means that \( \nu_{\mathcal{G}}(\tau_T) \) goes to zero polynomially with \( N \). In other words, when the bath starts in a canonical state (\( R_B = \tau_B \)), thermalization as in Eq. (6) takes place.

Using the results in Refs. [25, 49] about the equivalence of canonical and microcanonical ensembles, and combining them with results in Ref. [33] mentioned above, we will now show that, with the same requirements on \( H_T \) as above, thermalization as in Eq. (6) takes place also when the bath starts in a microcanonical state, \( \mu(E, \Delta) \), as defined in Eq. (10). To ensure that \( \tau_B \) and \( \mu_B(E, \Delta) \) (with \( E = \text{Tr}(H_B \tau_B) \)) are equivalent, we choose [25]
\[
O \left( \ln^{2d}(N) \right) \leq \Delta \leq O \left( \sqrt{N} \right).
\]

For such a choice, as is proven in Refs. [25, 49],
\[
\| \text{Tr}_{B \setminus \mathcal{G}} \mu_B(E, \Delta) - \text{Tr}_{B \setminus \mathcal{G}} \tau_B \| \leq O \left( \frac{\ln^{d}(N)}{N^{\frac{\alpha}{N^{\frac{1}{\alpha}}}}} \right),
\]
where \( \mathcal{G} \) is an arbitrary subsystem of \( B \) with a diameter \( \leq O \left( N^{\frac{\alpha}{N^{\frac{1}{\alpha}}}}} \right) \).

In order to prove that the system equilibrates, we need to ensure that \( d_{\text{eff}} \) is large. To see that it is, we note that, in view of local indistinguishability of \( \mu_B(E, \Delta) \) and \( \tau_B \) (Eq. (A14)), the correlators on \( \mu_B(E, \Delta) \) and \( \tau_B \) will coincide up to an \( O \left( \frac{\ln^{d}(N)}{N^{\frac{\alpha}{N^{\frac{1}{\alpha}}}}} \right) \) correction, meaning that, up to distances \( \leq O(\ln N) \), correlations in \( \mu_B(E, \Delta) \) are guaranteed to decay exponentially, which is sufficient to prove the bound (A4) [33]. In systems where the density of eigenstates of the bath increases exponentially with \( N \), \( d_{\text{eff}} \) is obviously guaranteed to also be large (keeping in mind that \( \|H_I\| \) does not scale with \( N \), see also the discussion in Ref. [29]).

Having established equilibration, we now need to bound \( S(\Omega_{mc} \| \tau_T) \), where \( \Omega_{mc} = \rho_0 \otimes \mu_B(E, \Delta) \):
\[
S(\Omega_{mc} \| \tau_T) = \text{Tr}(\Omega_{mc} \ln \Omega_{mc}) - \text{Tr}(\Omega_{mc} \ln \tau_T) + [\text{Tr}(\Omega_{mc} \ln \Omega_c) - \text{Tr}(\Omega_{mc} \ln \Omega_c)]
\]
\[
= S(\mu_B(E, \Delta) \| \tau_B) + \beta \text{Tr}(\Omega_{mc}(H_T - \beta H)) + \ln \frac{\text{Tr}e^{-\beta H}}{\text{Tr}e^{-\beta H}}.
\]
Again, using the Peierls-Bogoliubov inequality in the last term and the definition of trace norm as we did in Eqs. (A10)-(A12), we get that
\[
S(\Omega_{mc} \| \tau_T) \leq S(\mu_B(E, \Delta) \| \tau_B) + 2\beta\|H_s + T \ln \rho_0 + H_I\|.
\]
Finally, invoking the following inequality from Ref. [25] (Lemma 7):
\[
S(\mu_B(E, \Delta) \| \tau_B) \leq O \left( \ln^{2d}(N) \right),
\]
we obtain that \( S(\Omega_{mc} \| \tau_T) \leq O \left( \ln^{2d}(N) \right) \), and therefore it satisfies Eq. (A5). In turn, this means that Eq. (A7) again holds, implying that thermalization takes place also when the bath starts in a microcanonical state.
Appendix B: The derivation of Eq. (21)

Here, we show to get from Eq. (18) to Eq. (21). To do so, we start with Eq. (18),

$$TΣ = \text{Tr}[H_T ρ_p \otimes τ_B] - \text{Tr}[H_T τ_T] - \text{Tr}[H_B τ_B] + \text{Tr}[H_B ρ_B^∞],$$  \hspace{1cm} (B1)

and adding and subtracting $\text{Tr}[H_T τ_T^2]$ to it, we rewrite it as

$$TΣ = \text{Tr}[H_T ρ_p \otimes τ_B] - \text{Tr}[H_T τ_T^2] + \text{Tr}[H_T τ_T^2] - \text{Tr}[H_T τ_T] - \text{Tr}[H_B τ_B] + \text{Tr}[H_B ρ_B^∞],$$  \hspace{1cm} (B2)

where, using that $H_T = -T^′ T' \ln τ_T - T' T' ln Z_T$, we can transform first two terms in the RHS into $T^′ T' \ln τ_T^2 - T' T' \text{Tr}[ρ_p \otimes τ_B ln(ρ_p \otimes τ_B)]$. Noticing, in view of Eq. (20), that $\text{Tr}[ρ_p \otimes τ_B ln(ρ_p \otimes τ_B)]$, we arrive at

$$TΣ = T^′ S(ρ_p \otimes τ_B || τ_T^2) + \text{Tr}[H_T τ_T^2] - \text{Tr}[H_B τ_B] + \text{Tr}[H_B ρ_B^∞],$$  \hspace{1cm} (B3)

where $S(ρ||τ) = \text{Tr}[ρ(\ln ρ - \ln τ)]$ is the relative entropy [31]. Using the identities $H_T = -T ln τ_T - T ln Z_T$ and $H_B = -T ln τ_B - T ln Z_B$, we can further transform Eq. (B3) into

$$TΣ = T^′ S(ρ_p \otimes τ_B || τ_T^2) - T \text{Tr}[ρ_p \ln τ_T] - T S(τ_T) - T S(τ_B) - T \text{Tr}[ρ_B^∞ ln τ_B],$$  \hspace{1cm} (B4)

were, adding and distracting $T \text{Tr}[ρ_B^∞ ln τ_B^∞]$, we obtain

$$TΣ = T^′ S(ρ_p \otimes τ_B || τ_T^2) + T S(τ_T^2 || τ_T) - T S(τ_T) + T S(τ_B) - T \text{Tr}[ρ_B^∞ ln τ_B],$$  \hspace{1cm} (B5)

which, by noting Eq. (20) and adding and distracting $T \text{Tr}[ρ_B^∞ ln τ_B^∞]$, we finally bring to

$$Σ = T^′ S(ρ_p \otimes τ_B || τ_T^2) + S(τ_T^2 || τ_T) + I_τ(s : B) + S(ρ_B^∞ || τ_B),$$  \hspace{1cm} (B6)

which is exactly the desired Eq. (21).

Appendix C: STEADY STATE OF THE HARMONIC CALDEIRA-LEGGETT MODEL

The harmonic Caldeira-Leggett is described by the Hamiltonian given in Eq. (30), and the Heisenberg equations of motion are given by Eqs. (33a) and (33b). The solution of the set of equations in Eq. (33a) can be written as

$$q_k(t) = q_k(t_0) cos ω_k(t - t_0) + \frac{q_k(t_0)}{ω_k} sin ω_k(t - t_0) + \frac{g_k}{m_k ω_k} \int_{t_0}^{t} dsq(s) sin ω_k(t - s),$$  \hspace{1cm} (C1)

which, substituted into Eq. (33b), yields

$$\ddot{q}(t) + (ω_0^2 + ω_R^2)q(t) - \int_{t_0}^{∞} dsq(s)η(t - s) = ξ(t),$$  \hspace{1cm} (C2)

where

$$η(t) = θ(t) \sum_k \frac{g_k^2}{m_k ω_k} sin ω_k t,$$  \hspace{1cm} (C3)

$$ξ(t) = \sum_k g_k \left[q_k cos ω_k(t - t_0) + \frac{p_k}{m_k ω_k} sin ω_k(t - t_0)\right].$$  \hspace{1cm} (C4)

Here, noting that $t_0$ is the point in time when the description starts, and so it is the point in time at which the Heisenberg-picture operators are initialized by their Schrödinger-picture originals, we substituted $q_k(t_0) = q_k$ and $p_k(t_0) = p_k$. Moreover, we also note that, since the choice of $t_0$ is arbitrary and we are primarily interested in
the long-time behavior of the system, for convenience, while always keeping \( t_0 \ll -|t| \) finite, we will take the limit \( t_0 \to -\infty \) at relevant places.

Using the definition of the spectral density, Eq. (34), we can write:

\[
\eta(t) = \frac{2}{\pi} \theta(t) \int_0^\infty d\omega J(\omega) \sin \omega t,
\]

\[
\omega_0^2 = \frac{2}{\pi} \int_0^\infty d\omega \frac{J(\omega)}{\omega}.
\]

Switching to the Fourier-transformed functions \((\eta(\omega) = \int_{-\infty}^{\infty} dt e^{i\omega t} q(t))\) in Eq. (C2), and keeping in mind that \( t_0 \to -\infty \), we obtain

\[
\eta(\omega) = \frac{2}{\pi} \int_0^\infty d\omega J(\omega) \sin \omega t,
\]

\[
\xi(\omega) = \frac{\alpha(\omega)}{\omega},
\]

and hence

\[
\alpha(\omega) = \omega_0^2 - \omega^2 + \omega_0^2 - \text{Re} \eta(\omega) - i \text{Im} \eta(\omega).
\]

It is straightforward to see that

\[
\text{Im} \eta(\omega) = \frac{2}{\pi} \int_0^\infty d\omega' J(\omega') \int_0^\infty dt \sin \omega' t \sin \omega t = \begin{cases} J(\omega) & \text{if } \omega \geq 0 \\ -J(-\omega) & \text{if } \omega < 0 \end{cases},
\]

and, through the Sokhotski-Plemelj theorem \([66]\) (a.k.a. Kramers-Kronig relations),

\[
\chi(\omega) := \text{Re} \eta(\omega) = \frac{1}{\pi} \text{P} \int_{-\infty}^{\infty} d\omega' \frac{J(\omega')}{\omega' - \omega},
\]

where, and henceforth, it is understood that \( J(\omega) \) is extended to negative arguments as an odd function, in accordance with Eq. (C10). The sign \( \text{P} \) signifies that one takes the Cauchy principal value of the integral, namely, \( \text{P} \int_{-\infty}^{\infty} := \lim_{\epsilon \to 0} \left[ \int_{-\infty-\epsilon}^{-\infty} + \int_{\infty+\epsilon}^{\infty} \right] \).

Note that, as long as \( t_0 \to -\infty \), the only solution of the free equation (C2), namely, one with \( \xi(t) \) put to zero, is \( q(t) \equiv 0 \), which is a consequence of \( \alpha(\omega) \neq 0 \) for any value of \( \omega \), provided that \( J(\omega) = 0 \) only for \( \omega = 0 \) and \( \omega_0 > 0 \) (which is what we assume throughout this paper). Therefore, the unique solution of Eq. (C2) for any initial conditions is

\[
q(t) = \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} e^{-i\omega t} \frac{\xi(\omega)}{\alpha(\omega)},
\]

\[
p(t) = -i \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} e^{-i\omega t} \frac{\omega \xi(\omega)}{\alpha(\omega)}.
\]

Note that, since \( t_0 \to -\infty \), these solutions are the steady-state solutions (the time-dependence is simply because \([H_s^{\text{(CL)}}, q] \neq 0\)). Now, since the initial state of the bath is a Gibbs state, and therefore \( \text{Tr}[p_k \tau_B] = \text{Tr}[q_k \tau_B] = 0 \), we have

\[
\langle q \rangle_\infty := \text{Tr} \left[ q \Omega^{\text{(CL)}} \right] = \text{Tr}[q(t) \rho_0^{\text{(CL)}} \otimes \tau_B^{\text{(CL)}}] = 0
\]

and, analogously,

\[
\langle p \rangle_\infty = 0.
\]

Furthermore, taking into account that the initial state of the bath is a thermal state, and hence,

\[
\langle \xi(\omega) \bar{\xi}(\omega') \rangle = 2\pi \delta(\omega + \omega') J(\omega) \coth \frac{\omega}{2T},
\]
it is easy to show that the steady-state covariance matrix $\sigma^\infty$ of the oscillator (see Eq. (D2)) is:

\[
\sigma^{\infty}_{11} := \langle (q(t))^2 \rangle_{t \to \infty} = \frac{1}{\pi} \int_0^\infty d\omega \frac{J(\omega)}{|\alpha(\omega)|^2} \coth \frac{\omega}{2T},
\]

and $\sigma^{\infty}_{22} := \langle (p(t))^2 \rangle_{t \to \infty} = \frac{1}{\pi} \int_0^\infty d\omega \frac{J(\omega)\omega^2}{|\alpha(\omega)|^2} \coth \frac{\omega}{2T},$

and $\sigma^{\infty}_{12} = \sigma^{\infty}_{21} := \frac{1}{2} \langle [q,p] \rangle_{t \to \infty} = 0.$

Lastly, let us find $\langle \dot{q} q \rangle_{\infty}$ since we need it in Sec. III.A. Calculating $\dot{q}$ using Eq. (C12), multiplying it by $q(t)$ from the same equation, and then using Eq. (C15), we find that

\[
\langle \dot{q} q \rangle_{\infty} = -\frac{1}{\pi} \int_0^\infty d\omega \frac{J(\omega)\omega^2}{|\alpha(\omega)|^2} \coth \frac{\omega}{2T} = -\sigma^{\infty}_{22}.
\]

Appendix D: GAUSSIAN ERGOTROPY

Here we show how to calculate the maximal work cyclic Gaussian Hamiltonian processes can extract from a Gaussian state. We give this maximal amount of work the natural name of Gaussian ergotropy as all the involved states, Hamiltonians, and (therefore) unitaries are Gaussian.

1. Setting notation

Suppose we are given a $d$-mode bosonic system described by $d$ pairs of coordinates and momenta $(q_i, p_i)$. All Hamiltonians are going to be quadratic, so, composing the column vector $x = (q_1, p_1, \ldots, q_d, p_d)^T$, we introduce the symmetric matrix $M$ via

\[
H = \frac{1}{2} x^T M x.
\]

Note that $M$ has to be positive-semidefinite because otherwise $H$ will have a spectrum unbounded from below, which is unphysical.

Let us furthermore define the covariance matrix, $\sigma$, as

\[
\sigma_{ij} = \frac{1}{2} \text{Tr}(\rho\{x_i, x_j\}),
\]

where $\rho$ is the state of the system (cf. Eq. (32)). Note that $\sigma$ is a symmetric, positive-definite matrix. Thus, for the average energy, we obtain

\[
\langle H \rangle := \text{Tr}(\rho H) = \frac{1}{2} \text{Tr}(\sigma M).
\]

In order to proceed, we need to keep in mind the following two facts:

- Any Gaussian unitary transformation of the state taking $\rho$ to $\rho' = U \rho U^\dagger$ amounts to the covariance matrix $\sigma$ evolving into $\sigma' = \Lambda_U \sigma \Lambda_U^T$:

\[
\rho \to U \rho U^\dagger \quad \iff \quad \sigma' \to \Lambda_U \sigma \Lambda_U^T,
\]

where $\Lambda_U$ is a real symplectic matrix; symplectic is any matrix satisfying $\Lambda_U J \Lambda_U^T = J$, where

\[
J = \bigoplus_{i=1}^d J_1,
\]

with

\[
J_1 = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix},
\]

is the symplectic identity. And vice versa: any symplectic transformation of $\sigma$ can be generated by a Gaussian unitary evolution of $\rho$. 

• The Williamson’s theorem [67] holds. Namely, any $2d \times 2d$ symmetric matrix $\sigma \geq 0$ has $d$ non-negative symplectic eigenvalues $s_1, \ldots, s_d$ and there exits a symplectic matrix $\Lambda_\sigma$ such that

$$\sigma = \Lambda_\sigma s \Lambda_\sigma^T,$$

where

$$s = \bigoplus_{i=1}^d s_i \mathbb{I}_2,$$

with $\mathbb{I}_2$ denoting the $2 \times 2$ identity matrix. If we want $s_1 \leq \cdots \leq s_d$, then we add a $\uparrow$ superscript to $\Lambda_\sigma$ and $s$:

$$\sigma = \Lambda_\uparrow \sigma s \Lambda_\uparrow \sigma^T.$$  

In Sec. D 4 a below we show how to obtain the Williamson decomposition from canonical Schur decomposition. The latter is built into most major packages (such as Mathematica, SciPy, ALGLIB, etc), thus the method provides a ready protocol for numerically computing the Williamson decomposition. Note that the presented method is a widely used one and is by no means an invention of ours.

2. The ergotropy

Gaussian ergotropy is the maximal amount of work cyclic Gaussian Hamiltonian processes can extract from a Gaussian state. Keeping in mind that any Gaussian Hamiltonian process generates a Gaussian unitary evolution operator and, vice versa, any Gaussian unitary evolution operator can be generated by a Gaussian Hamiltonian process, we can write the Gaussian ergotropy, $\mathcal{G}$, as

$$\mathcal{G} = \text{Tr}[\rho H] - \min_U \text{Tr}[U \rho U^+ H],$$

where the minimization is carried over the set of all Gaussian unitary operators. The state $U \rho U^+$ delivering the minimum is called Gaussian-passive and such states were fully characterized in Ref. [70].

Now, recalling Eqs. (D3), (D4), and (D7), we can write

$$\text{Tr}[U \rho U^+ H] = \frac{1}{2} \text{Tr} \left[ \Lambda_U \Lambda_\uparrow s \Lambda_\uparrow \Lambda_M^T \Lambda_U^T m^\downarrow (\Lambda_M^\downarrow)^T \right] = \frac{1}{2} \text{Tr} \left[ \Lambda s \Lambda^T m^\downarrow \right],$$

where $m^\downarrow$ is the symplectically diagonalized $M$ (with correspondingly ordered elements) (namely, denoting the symplectic eigenvalues of $M$ by $m_1^\downarrow, m_2^\downarrow, \ldots, m_d^\downarrow$) and $\Lambda = (\Lambda_1^\downarrow)^T \Lambda_U \Lambda_2^\downarrow$ is a real symplectic matrix.

Thus, we can rewrite Eq. (D9) as

$$\mathcal{G} = \frac{1}{2} \text{Tr}[\sigma M] - \frac{1}{2} \min_{\Lambda \Lambda^T \equiv \Lambda} \text{Tr} [\Lambda s \Lambda^T m^\downarrow].$$

Introducing $\{S_n(\Lambda)\}_{n=0}^d$ such that

$$S_0(\Lambda) = 0, \quad S_k(\Lambda) = \sum_{i=1}^{2k} (\Lambda s^T \Lambda^T)^{ii}, \quad \text{for} \quad k = 1, d,$$

we have

$$\text{Tr} [\Lambda s^T \Lambda^T m^\downarrow] = \sum_{k=1}^d m^\uparrow_k [S_k(\Lambda) - S_{k-1}(\Lambda)]$$

$$= \sum_{k=1}^{d-1} \left[m^\uparrow_k - m^\uparrow_{k+1}\right] S_k(\Lambda) + m^\uparrow_d S_d(\Lambda),$$

whence it immediately follows that

$$\min_{\Lambda \Lambda^T \equiv \Lambda} \text{Tr} [\Lambda s \Lambda^T m^\downarrow] \geq \sum_{k=1}^{d-1} \left[m^\uparrow_k - m^\uparrow_{k+1}\right] \min_{\Lambda \Lambda^T \equiv \Lambda} S_k(\Lambda) + \sum_{k=1}^d \min_{\Lambda \Lambda^T \equiv \Lambda} S_d(\Lambda).$$
Note that there is no a priori guarantee that a single $\Lambda$ will minimize all $S_k(\Lambda)$’s; however, invoking Lemma 1 of Ref. [68], stating that

$$\min_{\Lambda: J\Lambda^T J = J} S_k(\Lambda) = 2 \sum_{i=1}^{k} s_{i}^+, \quad (D15)$$

we see that $\Lambda = \mathbb{I}_{2d}$ simultaneously minimizes all $S_k(\Lambda)$’s, thereby showing that

$$\min_{\Lambda: J\Lambda^T J = J} \text{Tr} \left[ \Lambda s^T m^T \right] = 2 \sum_{k=1}^{d} s_k^+ m_k^+, \quad (D16)$$

We have thus just proven the main result of this note, namely,

$$G = \frac{1}{2} \text{Tr} [\sigma M] - \frac{1}{2} \text{Tr} [s^T m^T] = \frac{1}{2} \text{Tr} [\sigma M] - \sum_{k=1}^{d} s_k^+ m_k^+, \quad (D17)$$

and the maximum is delivered by the unitary $U$ that generates

$$A_U = - J A_M (A_M^T)^T J. \quad (D18)$$

To the best of our knowledge, Eq. (D17) has never been reported in the literature. An analogue of Eq. (D17) for free-fermionic systems is reported in Ref. [69].

It is a trivial consequence of Eq. (D17) that, when the system consists of $d$ non-interacting modes, the Gaussian operation extracting maximal work is the one that evolves the initial state into $s^+$, if $M = m^+$, or $s^-$, if $M = m^-$. Note that, although the maximal work is always delivered by the symplectic transformation in Eq. (D18), in some cases, it will not be unique. Indeed, as can be observed by inspecting Eqs. (D13) and (D14), when some of the normal frequencies coincide, the symplectic transformation of the state delivering the minimal final energy might not be unique. In fact, for $d = 2$ and $m_1 = m_2$ (i.e., $m^+ = m^- = m$), it was shown in Ref. [70] that the minimum of $\text{Tr}[\Lambda \sigma \Lambda^T m]$ is delivered by both $\Lambda \sigma \Lambda^T = \sigma^+$ and $\Lambda \sigma \Lambda^T = s_{\text{canon}}$, where $s_{\text{canon}}$ is in the “canonical” form [71, 72]:

$$s_{\text{canon}} = \left( \begin{array}{cc} a \mathbb{I}_2 & c \mathbb{I}_2 \\ c \mathbb{I}_2 & b \mathbb{I}_2 \end{array} \right). \quad (D19)$$

Importantly, in the canonical form the non-diagonal block matrices are generally of the form diag($c_1, c_2$), whereas for $s_{\text{canon}}$ above to deliver the minimum of energy it is necessary that $c_1 = c_2$ [70]. We elaborate on this in Sec. D4b below.

3. Ergotropy of a single oscillator

Let us illustrate the above theory on the simple example of a single oscillator with Hamiltonian

$$H = \frac{p^2}{2} + \frac{\omega_0^2 q^2}{2} = \frac{1}{2} x^T M_1 x, \quad (D20)$$

where $x = \left( \begin{array}{c} q \\ p \end{array} \right)$ and

$$M_1 = \left( \begin{array}{cc} \omega_0^2 & 0 \\ 0 & 1 \end{array} \right), \quad (D21)$$

that starts in a Gaussian state $\rho$ described by some $\sigma = \left( \begin{array}{cc} \sigma_{11} & \sigma_{12} \\ \sigma_{12} & \sigma_{22} \end{array} \right)$ (note that here we explicitly take into account that $\sigma$ is a symmetric matrix).

Now, in order to use Eq. (D17), let us find the symplectic eigenvalues of $\sigma$ and $M_1$. Using the observation below Eq. (D31), we immediately find the (only one) symplectic eigenvalue of $\sigma$ to be $s_1 = \sqrt{\det \sigma}$ and that of $M_1$: $m_1 = \omega_0$. Eq. (D17) then implies

$$G_1 = \frac{1}{2} (\sigma_{11} \omega_0^2 + \sigma_{22}) - \omega_0 \sqrt{\sigma_{11} \sigma_{22} - \sigma_{12}^2}. \quad (D22)$$
Note that the passive state in which the system ends up, as a result of the ergotropy extraction, is the state which, when \( H = \frac{\omega_0 P^2}{2} + \omega_0 Q^2 \), has a covariance matrix \( s^f = \begin{pmatrix} s_1 & 0 \\ 0 & s_1 \end{pmatrix} \), which means that the final passive state, \( \rho_p \), is a Gibbs state at some temperature: \( \rho_p \propto e^{-\beta_p H} \), where the temperature can be determined from \( S(\rho_p) = S(\rho) \). It obviously follows from this that the Gaussian ergotropy coincides with the full ergotropy (i.e., one found by optimizing over all—not only Gaussian—unitary operations), as the Gibbs state has the lowest energy for a given value of entropy. We note that the formula (D22) can be deduced from the analysis in Ref. [70]; see also Ref. [73].

Note also that, upon bringing \( H \) back to the \( \frac{P^2}{2} + \frac{Q^2}{2} \) form, i.e., switching to \( \begin{pmatrix} q \\ p \end{pmatrix} = \begin{pmatrix} \frac{1}{\sqrt{\omega_0}} \\ 0 \end{pmatrix} \begin{pmatrix} P \\ Q \end{pmatrix} \), the covariance matrix of the final (Gaussian-)passive state will take the form

\[
\sigma_p = \sqrt{\sigma_{11} \sigma_{22} - \sigma_{12}^2} \begin{pmatrix} \frac{1}{\omega_0} & 0 \\ 0 & \omega_0 \end{pmatrix}.
\]

(D24)

The temperature \( T_p = \frac{\beta_p^{-1}}{2} \) can be determined by noting that the covariance matrix elements of a free harmonic oscillator in a Gibbs state are given by Eq. (39), therefore, comparing with Eq. (D24), we find

\[
\frac{1}{\omega_0} \sqrt{\sigma_{11} \sigma_{22} - \sigma_{12}^2} = \frac{1}{2\omega_0} \coth \frac{\omega_0}{2T_p},
\]

\[
\downarrow
\]

\[
\beta_p = \frac{2}{\omega_0} \arccoth \left( 2 \sqrt{\sigma_{11} \sigma_{22} - \sigma_{12}^2} \right).
\]

D25

4. Technical nuances

a. Williamson decomposition from Schur decomposition

Let us describe how, given a \( \sigma \), to obtain the \( \Lambda \) and the \( s \) in Eq. (D7) numerically. To that end, we are going to make use of the standard Schur decomposition for skew-symmetric matrices: Say, \( A \) is a \( 2d \times 2d \) real skew-symmetric matrix (i.e., \( A^T = -A \)), then there exists a real orthogonal matrix \( O \) such that

\[
A = O \alpha O^T,
\]

(D26)

with

\[
\alpha = \bigoplus_{i=1}^d a_i J_1 = a^{1/2} J a^{1/2},
\]

(D27)

where \( a_i \) are real, non-negative numbers and

\[
a = \bigoplus_{i=1}^d a_i J_2.
\]

(D28)

This decomposition is a built-in function in most numerical software packages. Notice that, as Eqs. (D26) and (D27) readily suggest, \( \pm i a_i \) are the eigenvalues of \( A \).

Now, noticing that the matrix \( \sigma^{1/2} J \sigma^{1/2} \) is skew-symmetric, let us write its Schur decomposition as

\[
\sigma^{1/2} J \sigma^{1/2} = O s^{1/2} J s^{1/2} O^T,
\]

(D29)

From there, we immediately see that \( \tilde{\Lambda} = \sigma^{-1/2} O s^{1/2} \) is a symplectic matrix and that \( \tilde{\Lambda}^T \sigma \tilde{\Lambda} = s \). Introducing the symplectic matrix

\[
\Lambda_\sigma = \left( \tilde{\Lambda}^T \right)^{-1} = -J \tilde{\Lambda} J = -J \sigma^{-1/2} O s^{1/2} J,
\]

(D30)

we observe that

\[
\sigma = \Lambda_\sigma s \Lambda_\sigma^T.
\]

(D31)

Moreover, \( \pm i s_i \) are the eigenvalues of \( \sigma^{1/2} J \sigma^{1/2} \), or, equivalently, of \( \sigma J \).
b. Canonical form vs Williamson form

Say, we have two non-interacting modes with both frequencies equal to some \( \omega_0 \) (i.e., \( m_1 = m_2 = \omega_0 \)). Let us now see how

\[
E_{\text{canon}} = \frac{1}{2} \text{Tr}(s_{\text{canon}} m) = \omega_0(a + b),
\]

where we keep \( c_1 \) and \( c_2 \) general, compares to

\[
E_{\text{min}} = \frac{1}{2} \text{Tr}(s^\dagger m) = \omega_0(s_1 + s_2).
\]

First of all, we note that the covariance matrix is a positive-semidefinite matrix, which is equivalent to

\[
c_1^2 \leq ab \quad \text{and} \quad c_2^2 \leq ab.
\]

Next, it is easy to calculate the symplectic eigenvalues of \( s_{\text{canon}} \), thereby relating \( s_1 \) and \( s_2 \) with \( a, b, c_1, \) and \( c_2 \):

\[
s_1 = \sqrt{\frac{a^2 + b^2 + 2c_1c_2 - \kappa}{2}},
\]

\[
s_2 = \sqrt{\frac{a^2 + b^2 + 2c_1c_2 + \kappa}{2}},
\]

where

\[
\kappa = \sqrt{(a^2 - b^2)^2 + 4(a^2 + b^2)c_1c_2 + 4ab(c_1^2 + c_2^2)}.
\]

Now, it is straightforward to see that

\[
(s_1 + s_2)^2 = a^2 + b^2 + 2c_1c_2 + 2\sqrt{(ab - c_1^2)(ab - c_2^2)},
\]

where, using the inequality \( 2\sqrt{xy} \leq x + y \) on the square-root term, we obtain

\[
s_1 + s_2 \leq \sqrt{(a + b)^2 - (c_1 - c_2)^2},
\]

with an equality if and only if \( c_1 = c_2 \), in which case one obtains \( s_1 + s_2 = a + b \), which, in turn (cf. Eqs. (D32) and (D33)) implies \( E_{\text{canon}} = E_{\text{min}} \), meaning that the canonical form with (and only with) \( c_1 = c_2 \) does indeed have minimal energy, corroborating Theorem 1 of Ref. [70].

Appendix E: HIGH-TEMPERATURE LIMIT IN THE CALDEIRA-LEGGETT MODEL: ASYMPTOTIC EQUIPARTITION

Here we analyze the behavior of \( \sigma^\infty \) when \( T \gg \omega_0 \). Inspecting Eq. (35), we immediately notice that, to the integrals, only those \( \omega \)'s contribute for which \( \omega/T < 1 \), as for \( \omega > T \) the integrand is suppressed by strongly decaying \( f(\omega/\omega_c) \) and large \( \alpha(\omega) \). With this and the expansion \( \coth x = \frac{1}{x} + \frac{x}{3} + O(x^3), x \gg 1 \), in mind, in the \( T \gg \omega_0 \) limit, we can write

\[
\sigma_{11}^\infty = T\tau_1 + O\left(\frac{1}{T}\right),
\]

\[
\sigma_{22}^\infty = T\tau_2 + O\left(\frac{\omega_0^2}{T}\right),
\]

where

\[
\tau_1 = \frac{2}{\pi} \int_0^\infty d\omega \frac{J(\omega)}{\omega|\alpha(\omega)|^2},
\]

\[
\tau_2 = \frac{2}{\pi} \int_0^\infty d\omega \frac{\omega J(\omega)}{|\alpha(\omega)|^2}.
\]

In order to calculate \( \tau_1 \), keeping in mind Eqs. (C9) and (C10), we observe that

\[
\frac{J(\omega)}{|\alpha(\omega)|^2} = \text{Im} \frac{1}{\alpha(\omega)}
\]

(E5)
and note that, as long as $J(\omega)$ is analytic in the closed upper half plane, so is $\frac{1}{\omega|\omega|}$. Moreover, in the upper half plane, $\alpha(\omega)$ decays faster than $1/|\omega|$ (it is $\propto |\omega|^{-2}$ for $|\omega| \gg \omega_0$). Therefore, the Kramers-Kronig formulas hold for $1/\alpha(\omega)$:

$$\text{Re} \left\{ \frac{1}{\alpha(\omega)} \right\} = \frac{1}{\pi} \int_{-\infty}^{\infty} d\omega' \frac{1}{\omega' - \omega} \text{Im} \left\{ \frac{1}{\alpha(\omega')} \right\},$$  \hspace{1cm} (E6)

Here, choosing $\omega = 0$, noting that $\alpha(-\omega) = \alpha(\omega)$, using the identity (E5), and further noting that the antiderivative of $J(\omega)/\omega$ is regular as $\omega \to 0$ (which is the case as long as, for $\omega \to 0$, $J(\omega) \propto \omega^2$, with some $\zeta > 0$, which is the case in this paper), we find

$$\text{Re} \left\{ \frac{1}{\alpha(0)} \right\} = \frac{2}{\pi} \int_0^{\infty} d\omega \frac{J(\omega)}{\omega|\alpha(\omega)|^2}. \hspace{1cm} (E7)$$

Lastly, noting that $\alpha(0) = \omega_0^2 + \omega_R^2 - \chi(0)$, and, remembering Eqs. (C11) and (37), which tell us that $\chi(0) = \omega_R^2$, we find that $\alpha(0) = \omega_0^2$. In other words:

$$\frac{2}{\pi} \int_0^{\infty} d\omega \frac{J(\omega)}{\omega|\alpha(\omega)|^2} = \frac{1}{\omega_0^2}. \hspace{1cm} (E8)$$

With the other integral, $\iota_2$, the same argument using the Kramers-Kronig relations will not work. Indeed, the integrand in Eq. (E4) is $\omega/\alpha(\omega)$, which, albeit analytic in the closed upper half plane, is $\propto 1/|\omega|$ for $\omega \gg \omega_0$, where, for the Kramers-Kronig relations to work, it should have decayed strictly faster than $1/|\omega|$ \cite{66}. Instead, by an explicit calculation, we will show that $\iota_2$ is equal to $\frac{1}{2} [q(t), p(t)] = 1$. (That $[q(t), p(t)] = i$, for any $t$, is a trivial consequence of the fact that the global system-bath evolution, generated by $H^{(CL)}_T$, is unitary.) Indeed, using Eq. (C12), it is a simple exercise to arrive to

$$[q(t), p(t)] = \frac{1}{4\pi^2} \int_{-\infty}^{\infty} d\omega_1 d\omega_2 (-i\omega_2) \frac{[\xi(\omega_1), \xi(\omega_2)]}{\alpha(\omega_1) \alpha(\omega_2)}. \hspace{1cm} (E9)$$

On the other hand, using Eq. (C4), it is easy to show that

$$[\xi(t_2), \xi(t_1)] = \frac{2i}{\pi} \int_0^{\infty} d\omega J(\omega) \sin \omega(t_1 - t_2), \hspace{1cm} (E10)$$

therefore,

$$[\xi(\omega_2), \xi(\omega_1)] = \int_{-\infty}^{\infty} dt_1 dt_2 e^{i\omega_2 t_2 + i\omega_1 t_1} [\xi(t_2), \xi(t_1)] = 4\pi \int_0^{\infty} d\omega J(\omega) \left[ \delta(\omega + \omega_1) \delta(\omega - \omega_2) - \delta(\omega - \omega_1) \delta(\omega + \omega_2) \right],$$

which, substituted into Eq. (E9), gives

$$[q(t), p(t)] = \frac{2i}{\pi} \int_0^{\infty} d\omega \frac{\omega J(\omega)}{|\alpha(\omega)|^2}. \hspace{1cm} (E11)$$

Taking $[q(t), p(t)] = i$ into account, we thus find that

$$\frac{2}{\pi} \int_0^{\infty} d\omega \frac{\omega J(\omega)}{|\alpha(\omega)|^2} = 1. \hspace{1cm} (E12)$$

The obtained formulas can be cast in the form

$$\left\langle \frac{\omega_0^2 q^2}{2} \right\rangle_{t \to \infty} \propto \frac{T}{2} + O\left(\frac{\omega_0^2}{T}\right), \hspace{1cm} (E13)$$

$$\left\langle \frac{p^2}{2} \right\rangle_{t \to \infty} \propto \frac{T}{2} + O\left(\frac{\omega_0^2}{T}\right), \hspace{1cm} (E14)$$

which clearly shows that, in the high-temperature limit, the energy per each canonical variable is $\approx T/2$. This situation is met in classical statistical mechanics, where it is referred to as equipartition theorem \cite{50}. Obviously, Eqs. (E13) and (E14) also hold for a free oscillator (i.e., one that is not coupled to an environment, but $\omega_0 > 0$).

See Ref. [64] for an alternative proof of Eqs. (E8) and (E12).
Appendix F: ASYMPTOTIC EXPANSION OF THE COVARIANCE MATRIX WITH RESPECT TO THE COUPLING CONSTANT

In the subsequent subsections, we will derive the weak coupling expansion of the covariance matrix of an oscillator coupled to a Caldeira-Leggett bath and use that expansion to calculate the figures of merit of the device. We will also explore the low-temperature limit.

In the weak coupling limit, one expects the steady state of the system to be close to the thermal equilibrium state \((\tau_s^{(CL)})\), characterized by the covariance matrix comprised by \(\sigma_{11}^{(\text{free})}\) and \(\sigma_{22}^{(\text{free})}\) in Eq. (39). Below, we will see that this is indeed the case and, moreover, will find the \(O(\gamma)\) correction to \(\sigma_{11}^{(\text{free})}\) and \(\sigma_{22}^{(\text{free})}\) for \(\gamma \ll 1\).

1. Asymptotic expansion of \(\sigma_{11}\) with respect to \(\gamma \ll 1\)

Performing the following change of variable in the integral in Eq. (35) for \(\sigma_{11}^{(1)}:\)

\[
x = 1 - \left(\frac{\omega}{\omega_0}\right)^2, \quad x \in (-\infty, 1],
\]

invoking Eq. (36), and noticing that \(\omega_R^2 - \chi(\omega)\) is linearly proportional to \(\gamma\), and therefore

\[
g(x) = \frac{\omega_R^2 - \chi(\omega_0 \sqrt{1 - x})}{\gamma \omega_0^2}
\]

is independent on \(\gamma\), we find

\[
\sigma_{11} = \frac{1}{2 \omega_0 \pi \gamma} \int_{-\infty}^{1} dx \frac{f \left(\omega_0 \omega_c^{-1} \sqrt{1 - x}\right)}{\left[\frac{\omega}{\gamma} + g(x) \right]^2 + (1 - x) f \left(\omega_0 \omega_c^{-1} \sqrt{1 - x}\right)^2} \coth \left(\frac{\omega_0}{2 T} \sqrt{1 - x}\right).
\]

In this form, the dependence on \(\gamma\) is localized in one place. Inspecting the part of the integrand without the coth, we immediately recognize its similarity to the

\[
\lim_{\gamma \to 0} \frac{1}{\pi \sqrt{x^2 + \gamma^2}} = \delta(x)
\]

representation of Dirac’s delta function, and thus expect the leading term in Eq. (F3) to be \(\propto \frac{1}{\omega_0} \coth \frac{\omega_0}{2 T}\), which is what one should indeed obtain (cf. Eq. (39)). We, however, are going to need the higher-order terms in the expansion of \(\sigma_{11}\) around \(\gamma = 0\), and in order to make further progress, we note that the behavior of the integrand in Eq. (F3) behaves differently when \(x \propto \gamma\) (it is finite) and when \(x \propto 1\) (it tends to zero with \(\gamma \to 0\)). To isolate different behaviors, we divide the integration region as

\[
\int_{-\infty}^{1} = \int_{-\infty}^{-\gamma^{1/3}} + \int_{-\gamma^{1/3}}^{-\gamma^{1/3}} + \int_{-\gamma^{1/3}}^{1} = I_1 + I_2 + I_3.
\]

Let us first deal with \(I_1\). Introducing, for convenience,

\[
F(x) = f \left(\omega_0 \omega_c^{-1} \sqrt{1 - x}\right), \quad \text{with} \quad \tilde{F}(x) = F(-x),
\]

\[
K(x) = f \left(\omega_0 \omega_c^{-1} \sqrt{1 - x}\right) \coth \left(\frac{\omega_0}{2 T} \sqrt{1 - x}\right), \quad \text{with} \quad \tilde{K}(x) = K(-x),
\]

we obtain

\[
I_1 = \int_{-\gamma^{1/3}}^{\gamma^{1/3}} dx \frac{\tilde{K}(x)}{\left[\frac{\omega}{\gamma} - g(-x)\right]^2 + (1 + x) F(x)^2}.
\]

Keeping in mind that \(\tilde{F}(x)\) and \(\tilde{K}(x)\) are quickly-decaying functions for \(x > (\omega_c/\omega_0)^2\), we do not concern ourselves with the large-\(x\) behavior of \(g(x)\) (which, for some generic choices of \(f\), is a low-degree polynomial of \(x\)) and consider
it small (“finite”) as compared to $x/\gamma$ in the asymptotic limit of $\gamma \to 0$. Expanding the integrand in Eq. (F7) around $\gamma = 0$, we find

$$I_1 = \gamma^2 \int_{\gamma}^{\infty} dx \frac{\tilde{K}(x)}{x^2} + 2\gamma^3 \int_{\gamma}^{\infty} dx \frac{\tilde{K}(x)g(-x)}{x^3} + \text{(higher-order terms)}.$$  

(F8)

Noting that $\int dx \frac{\text{regular function}}{x^2} \propto \gamma^{-\frac{k+1}{2}}$, we see that the first term scales as $\gamma^{5/3}$ and the second term scales as $\gamma^{7/3}$, meaning that, to $\sigma_{11}$, these contribute as $\gamma^{2/3}$ and $\gamma^{4/3}$, and, since we are interested in the next to the leading order term in the expansion of $\sigma_{11}$ with respect to $\gamma$, we will discard the second term and focus on the first one:

$$I_1 = \gamma^2 \int_{\gamma}^{A} dx \frac{\tilde{K}(x)}{x^2} + \gamma^2 \int_{A}^{\infty} dx \frac{\tilde{K}(x)}{x^2} + O(\gamma^{7/3}).$$  

(F9)

Now, since $\tilde{K}(x)$ is a regular, analytic function, we can write

$$\frac{\tilde{K}(x)}{x^2} = \frac{\tilde{K}(0)}{x^2} + \frac{\tilde{K}'(0)}{x} + \sum_{k=2}^{\infty} \frac{\tilde{K}^{(k)}(0)}{k!} x^{k-2}.$$  

(F10)

Hence,

$$I_1 = \gamma^{5/3} \tilde{K}(0) + \gamma^2 \ln \left( \frac{A}{\gamma^{1/3}} \right) \tilde{K}'(0) - \gamma^2 \frac{\tilde{K}(0)}{A} + \gamma^2 \sum_{k=2}^{\infty} \frac{\tilde{K}^{(k)}(0)}{k!} A^{k-1} - \gamma^2 \int_{0}^{\infty} dx \frac{\tilde{K}(x)}{x^2} + O(\gamma^{7/3}).$$  

(F11)

We further notice that

$$\sum_{k=2}^{\infty} \frac{\tilde{K}^{(k)}(0)}{k!} A^{k-1} = \frac{1}{A} \sum_{k=2}^{\infty} k \tilde{K}^{(k)}(0) A^{k} = \frac{1}{A} \sum_{k=2}^{\infty} \tilde{K}^{(k)}(0) \sum_{k=2}^{\infty} (k-1) (k-1)! \int_{0}^{A} da a^{k-1} = \frac{1}{A} \sum_{k=1}^{\infty} \tilde{K}^{(k+1)}(0) \sum_{k=1}^{\infty} \frac{1}{k!} \int_{0}^{A} da a^{k-1} = \frac{1}{A} \int_{0}^{A} da \int_{0}^{\infty} db \frac{\tilde{K}^{(k+1)}(0)}{k!} b^{k}.$$  

So, setting $A = 1$, and noticing that $\tilde{K}(0) = K(0)$ and $\tilde{K}'(x) = -K'(-x)$, we obtain

$$I_1 = \gamma^{5/3} K(0) - \gamma^2 \ln \left( \frac{1}{\gamma} \right) \frac{K'(0)}{3} - \gamma^2 K(0) + \gamma^2 \int_{-\infty}^{1} dx \frac{K(x)}{x^2} + \gamma^2 \int_{0}^{1} da \int_{0}^{a} db \frac{K'(b) - K'(b)}{b} + O(\gamma^{7/3}).$$  

(F12)

By taking identical steps for $I_3$, we can immediately write

$$I_3 = \gamma^{5/3} K(0) + \gamma^2 \ln \left( \frac{1}{\gamma} \right) \frac{K'(0)}{3} - \gamma^2 K(0) + \gamma^2 \int_{0}^{1} da \int_{0}^{1} db \frac{K'(b) - K'(b)}{b} + O(\gamma^{7/3}),$$  

(F13)

to finally arrive at

$$I_1 + I_3 = 2\gamma^{5/3} K(0) - 2\gamma^2 K(0) + \gamma^2 \int_{-\infty}^{1} dx \frac{K(x)}{x^2} + \gamma^2 \int_{0}^{1} da \int_{0}^{1} db \frac{K'(b) - K'(b)}{b} + O(\gamma^{7/3}).$$  

(F14)

Turning to $I_2$,

$$I_2 = \int_{-\gamma^{1/3}}^{\gamma^{1/3}} dx \frac{K(x)}{\left[ \frac{x}{\gamma} + g(x) \right]^2 + (1-x)F(x)^2},$$  

(F15)

let us switch the integration variable to $x/\gamma$, so that

$$I_2 = \gamma \int_{-\gamma^{2/3}}^{\gamma^{2/3}} dx \frac{K(\gamma x)}{\left[ x + g(\gamma x) \right]^2 + (1-\gamma x)F(\gamma x)^2} := \gamma \int_{-\gamma^{2/3}}^{\gamma^{2/3}} dx \nu(x, \gamma),$$  

(F16)

and notice that $\gamma x \ll 1$ in the whole integration interval, so that we can Taylor-expand the integrand around $\gamma x$ (while not touching $x$):

$$\nu(x, \gamma) = \frac{K_0}{[x+g_0]^2 + F_0^2} + \left( \frac{xK_0}{[x+g_0]^2 + F_0^2} - \frac{xK_0 (2xg_0 + 2F_0 F_0^2 + 2g_0 g_0 - F_0^2)}{([x+g_0]^2 + F_0^2)^2} \right) \gamma + O(\gamma^2),$$  

(F17)
where, for simplicity, we denoted
\[ F_0 := F(0), \quad K_0 := K(0), \quad g_0 := g(0), \quad F'_0 := F'(0), \quad K'_0 := K'(0), \quad g'_0 := g'(0). \] (F18)

Now, taking the second integral in Eq. (F16) and denoting \( \gamma^{-2/3} = L \), we obtain:
\[
\begin{align*}
\frac{I_2}{\gamma} &= \frac{K_0}{F_0} \arctan \left( \frac{L - g_0}{F_0} \right) + \frac{K_0}{F_0} \arctan \left( \frac{L + g_0}{F_0} \right) \\
&+ \left[ K'_0 \arctanh \left( \frac{2Lg_0}{L^2 + F_0^2 + g_0^2} \right) + \frac{LK_0}{F_0} \frac{2F_0g_0(L^2 + F_0^2 + g_0^2) - g_0(F_0 - 2F'_0)(L^2 - F_0^2 - g_0^2)}{L^4 + 2L^2(F_0^2 - g_0^2) + (F_0^2 + g_0^2)^2} \right] \\
&- \left( \arctan \left( \frac{L - g_0}{F_0} \right) + \arctan \left( \frac{L + g_0}{F_0} \right) \right) \left( \frac{1}{2} Y(0) + Y'(0) \right) \gamma + O(\gamma^2),
\end{align*}
\] (F19)

Next, Taylor-expanding these expressions around \( \lambda = 0 \), we obtain
\[
\frac{I_2}{\gamma} = \pi \frac{K(0)}{F(0)} \gamma^{2/3} - \frac{\pi}{2} Y(0) + 2Y'(0) \gamma + 4[K'(0)g(0) + K(0)g'(0)] \gamma^{5/3} + O(\gamma^2),
\] (F20)

which means that
\[
I_1 + I_2 + I_3 = \gamma \pi \frac{K(0)}{F(0)} \gamma^{2/3} - 2\gamma^2 K(0) - \gamma^2 \pi \frac{1}{2} Y(0) + 2Y'(0) \gamma + 4[K'(0)g(0) + K(0)g'(0)] \gamma^{5/3} + O(\gamma^2),
\] (F21)

and hence, keeping in mind Eq. (F6), we find that
\[
\sigma_{11} = \frac{1}{2\omega_0} \coth \frac{\omega_0}{2T} + \frac{\Phi_T}{2\pi \omega_0} \gamma + \frac{1}{\omega_0} \circ(\gamma),
\] (F22)

where
\[
\Phi_T = \int_{-\infty}^{-1} dx \frac{K(x)}{x^2} - 2K(0) - \frac{\pi}{2} Y(0) - \pi Y'(0) + \int_0^1 da \int_0^a db \frac{K'(b) - K'(\gamma b)}{b}.
\] (F23)

Recall that \( F(x), K(x), Y(x), \) and \( g(x) \) are defined in Eqs. (F6), (F22), and (F2). From these equations, we find
\[
\begin{align*}
K(0) &= f(\omega_0/\omega) \coth \frac{\omega_0}{2T} \\
Y(0) &= \frac{\omega^2_R - \chi(\omega_0)}{\gamma \omega_0^2} \coth \frac{\omega_0}{2T} \\
Y'(0) &= \frac{\chi'(\omega_0)}{2\gamma \omega_0} \coth \frac{\omega_0}{2T} + \frac{\omega^2_R - \chi(\omega_0)}{4\gamma \omega_0 T} \frac{1}{\sinh^2 \frac{\omega_0}{2T}}.
\end{align*}
\] (F24)

2. Asymptotic expansion of \( \sigma_{22} \) with respect to \( \gamma \ll 1 \)

Turning to \( \sigma_{22} \) (see Eq. (35)), we immediately see that its analysis is identical to that for \( \sigma_{11} \), only multiplied by \( \omega_0^2 \) and with \( K(x) \) substituted by \( K(x) = (1-x)K(x) \) (since \( \omega^2 = \omega_0^2(1-x) \)). Thus, from Eqs. (F25) and (F26), we read:
\[
\sigma_{22} = \frac{\omega_0}{2} \coth \frac{\omega_0}{2T} + \frac{\omega_0}{2\pi} \gamma + \omega_0 \circ(\gamma),
\] (F27)

where
\[
\Psi_T = \int_{-\infty}^{-1} dx \frac{K(x)}{x^2} - 2K(0) - \frac{\pi}{2} Y(0) - \pi Y'(0) + \int_0^1 da \int_0^a db \frac{K'(b) - K'(\gamma b)}{b}.
\] (F28)
Substituting $\overline{K}(x) = (1 - x)K(x)$ here and in Eq. (F22), we obtain

$$\Psi_T = \int^1_{-\infty} dx \frac{(1 - x)K(x)}{x^2} - 2K(0) + \frac{\pi}{2} Y(0) - \pi Y'(0)$$

$$+ \int^1_0 da \int^a_0 db \frac{K'(b) - K(b) - K'(-b) + K(-b)}{b} - \int^1_0 da[K(a) - K(-a)].$$

(F30)

3. The low temperature limit: $\sigma$ for $\gamma \ll 1$ and $T \ll \omega_0$

In order to find the simultaneous low-$\gamma$ and low-$T$ expansion of $\sigma$, we will combine our results above with the low-$T$ results obtained in Ref. [51]:

$$\sigma_{11} = \sigma_{11}^{(T=0)} + \frac{\pi}{3\omega_0} \left[ \frac{T}{\omega_0} \right]^2 + \frac{1}{\omega_0} \alpha \left( \frac{T}{\omega_0} \right)^2,$$

$$\sigma_{22} = \sigma_{22}^{(T=0)} + \frac{2\pi^2 \omega_0}{15} \left[ \frac{T}{\omega_0} \right]^4 + \omega_0 \beta \left( \frac{T}{\omega_0} \right)^4,$$

where

$$\sigma_{11}^{(T=0)} = \frac{1}{\pi} \int^\infty_{-\infty} d\omega \frac{J(\omega)}{[\alpha(\omega)]^2},$$

$$\sigma_{22}^{(T=0)} = \frac{1}{\pi} \int^\infty_{-\infty} d\omega \frac{J(\omega) \omega^2}{[\alpha(\omega)]^2}.$$  

(F32)

We immediately notice that $\sigma_{11}^{(T=0)}$ and $\sigma_{22}^{(T=0)}$ are the same as, respectively, $\sigma_{11}$ and $\sigma_{22}$ but with $K(x)$ substituted by $F(x)$. Therefore, reading from Eqs. (F25), (F26), (F27), (F28), and (F30)

$$\sigma_{11}^{(T=0)} = \frac{1}{2\omega_0} + \frac{\Phi_0}{2\pi \omega_0} \gamma + \alpha(\gamma),$$

$$\sigma_{22}^{(T=0)} = \frac{\omega_0}{2} + \frac{\omega_0 \Psi_0}{2\pi} \gamma + \alpha(\gamma),$$

where

$$\Phi_0 = \int^1_{-\infty} dx \frac{F(x)}{x^2} - 2F(0) - \frac{\pi}{2} g(0) + \pi g'(0) + \int^1_0 da \int^a_0 db \frac{F'(b) - F'(-b)}{b},$$

$$\Psi_0 = \int^1_{-\infty} dx \frac{(1 - x)F(x)}{x^2} - 2F(0) - \frac{\pi}{2} g(0) + \pi g'(0)$$

$$+ \int^1_0 da \int^a_0 db \frac{F'(b) - F(b) - F'(-b) + F(-b)}{b} - \int^1_0 da[F(a) - F(-a)],$$

(F34)

with

$$g(0) = \frac{\omega_R^2 - \chi(\omega_0)}{\gamma \omega_0^2} \quad \text{and} \quad g'(0) = \frac{\chi'(\omega_0)}{2\gamma \omega_0}.$$  

(F35)

With these, we can finally write:

$$\sigma_{11} = \frac{1}{2\omega_0} + \frac{\Phi_0}{2\pi \omega_0} \gamma + \frac{\pi}{3\omega_0} \left[ \frac{T}{\omega_0} \right]^2 + \frac{1}{\omega_0} \alpha_2,$$

$$\sigma_{22} = \frac{\omega_0}{2} + \frac{\omega_0 \Psi_0}{2\pi} \gamma + \frac{2\pi^2 \omega_0}{15} \left[ \frac{T}{\omega_0} \right]^4 + \omega_0 \alpha_4,$$

where

$$\alpha_m = \alpha \left( 1 + \frac{T_m}{\omega_0} \right) \gamma.$$  

(F37)
in other words:

\[ \Phi_T = \Phi_0 + \frac{2\pi^2}{3} \left( \frac{T}{\omega_0} \right)^2 + o \left( \left( \frac{T}{\omega_0} \right)^2 \right), \]

\[ \Psi_T = \Psi_0 + \frac{4\pi^3}{15} \left( \frac{T}{\omega_0} \right)^4 + o \left( \left( \frac{T}{\omega_0} \right)^4 \right). \] (F38)

Lastly, since \( T/\omega_0 \ll 1 \), we will write \( o \) as \( O(\gamma^{-1+\zeta_m}) \), with some \( \zeta_m > 0 \). Note that \( \zeta_2 \) and \( \zeta_4 \) will generally be different.

In order to illustrate the above formulas on concrete examples, it is useful to write explicitly

\[ \chi(\omega) = \frac{\gamma \omega \omega_c}{\pi} \left[ \int_0^\infty dz \frac{zf(z)}{z + \omega_0} + \mathcal{P} \int_0^\infty dz \frac{zf(z)}{z - \omega_0} \right]. \] (F39)

Recalling Eqs. (F2) and (C6), we also have

\[ g(x) = \sqrt{1-x} \left[ \int_0^\infty dz \frac{f(z)}{z + \omega_0 \sqrt{1-x}} - \mathcal{P} \int_0^\infty dz \frac{f(z)}{z - \omega_0 \sqrt{1-x}} \right], \] (F40)

where, for simplicity, we introduced

\[ \tilde{\omega}_0 = \frac{\omega_0}{\omega_c}. \] (F41)

For a generic Lorentz spectral density, \( J^{(L)}(\omega) = 2\gamma \omega_0 \omega_c^2 / (\omega_0^2 + \omega^2) \), the cut-off function will be (cf. Eq. (38))

\[ f^{(L)}(z) = \frac{2}{1 + z^2}, \] (F42)

for which, it is a simple exercise to show that

\[ \chi^{(L)}(\omega) = \frac{2\gamma \omega_0 \omega_c}{1 + \frac{\omega^2}{\omega_c^2}}, \] (F43)

and

\[ g^{(L)}(x) = \frac{2\tilde{\omega}_0(1-x)}{1 + \tilde{\omega}_0^2(1-x)}. \] (F44)

Taking into account that

\[ F^{(L)}(x) = \frac{2}{1 + \tilde{\omega}_0^2(1-x)}, \] (F45)

it is also easy to calculate the integrals in Eq. (F34), which brings us to

\[ \Phi_0^{(L)} = \frac{\pi \tilde{\omega}_0(1 - \tilde{\omega}_0^2) - 2(1 + \tilde{\omega}_0^2) + 4\tilde{\omega}_0^2 \ln \tilde{\omega}_0}{(1 + \tilde{\omega}_0)^2}, \]

\[ \Psi_0^{(L)} = \frac{\pi \tilde{\omega}_0(3 + \tilde{\omega}_0^2) - 2(1 + \tilde{\omega}_0^2) - 4 \ln \tilde{\omega}_0}{(1 + \tilde{\omega}_0)^2}. \] (F46)

4. The output ergotropy and connection-disconnection work in the weak-coupling limit

Let us now use Eqs. (F25) and (F28) in Eqs. (40) and (45) in order to obtain the corresponding expansions of \( E^{(CL)} \) and \( W^{(CL)}_{\text{cd}} \) with respect to \( \gamma \). In order to do so, we first note that, since the high-temperature limit is already covered by Eqs. (E13) and (E14), the pertinent regime to explore is temperatures bounded from above by a constant \( not \gg \omega_0 \). For such temperatures, \( \coth \frac{\omega_0}{2T} \) is a number close to 1, therefore, \( \gamma \ll 1 \) is equivalent to \( \gamma \ll \coth \frac{\omega_0}{2T} \). Therefore, for \( E^{(CL)} \), we can use the \( \sqrt{a + x} = \sqrt{a + \frac{x}{2\sqrt{a}}} + O(x^2) \), where \( a > 0 \) and \( x \ll a \), expansion to straightforwardly arrive at

\[ \frac{E^{(CL)}}{\omega_0 \gamma^2} = \frac{(\Phi_T - \Psi_T)^2}{16\pi^2 \coth \frac{\omega_0}{2T}} + o(1). \] (F47)
Turning to $W_{\text{cd}}^{(\text{CL})}$, let us remind Eq. (37), namely, that

$$\frac{\omega_R^2}{\omega_0} = 2\gamma \omega_c \hat{f},$$

where

$$\hat{f} = \int_0^\infty dz f(z)$$

is a number of the order of 1 (it is exactly 1 for Lorentzian and exponential cutoff functions). Typically, $\omega_c$ is of the order of $\omega_0$, therefore, $\frac{\omega_c^2}{\omega_0^2} = O(\gamma)$. However, in certain situations, it may happen that $\omega_c \gg \omega_0$, so that $\gamma \omega_c \geq O(\omega_0)$, in which case $\omega_R$ will not be small anymore. Therefore, although $\gamma \omega_R^2/\omega_0^2$ will typically be $o(\gamma)$, we will keep the term proportional to it in the expression for $W_{\text{cd}}^{(\text{CL})}$. So,

$$W_{\text{cd}}^{(\text{CL})} = 2\frac{\omega_c}{\omega_0} f \coth \frac{\omega_0}{2T} + \Phi_T - \Psi_T + \gamma \omega_c \hat{f} 2\Phi_T + \Psi_T + o(1).$$

In the low-temperature limit, which we described in Sec. F 3 above, for the formulas below, we will absorb the $O(\gamma \omega_c/\omega_0)$ and $O(T^4/\omega_0^4)$ terms into the $o(1)$:

$$\frac{E_{\text{CL}}}{\omega_0^2} = \frac{(\Phi_0 - \Psi_0)^2}{16\pi^2} + \Phi_0 - \Psi_0 \left[ \frac{T^2}{\omega_0} \right] + o(1),$$

$$W_{\text{cd}}^{(\text{CL})} = 2\frac{\omega_c}{\omega_0} f \coth \frac{\omega_0}{2T} + \Phi_0 - \Psi_0 \left[ \frac{T^2}{\omega_0} \right] + o(1),$$

where $\Phi_0$ and $\Psi_0$ are given in Eq. (F34) and their values in the specific case of Lorentzian cutoff are given in Eq. (F46).

Appendix G: THE SCALING OF THE COVARIANCE MATRIX IN THE ULTRA STRONG-COUPLING LIMIT

Let us now explore what happens to $\sigma_{11}^\infty$ and $\sigma_{22}^\infty$ as $\gamma \to \infty$. Switching the integration variable in Eq. (35) to

$$\varpi = \frac{\omega}{\omega_0 \sqrt{\gamma}},$$

brings the expressions for $\sigma_{11}^\infty$ and $\sigma_{22}^\infty$ to

$$\sigma_{11}^\infty = \int_0^\infty d\varpi \sqrt{\gamma} \varpi f \left( \varpi \omega_0 \sqrt{\gamma} \right) \coth \frac{\varpi \omega_0 \sqrt{\gamma}}{2T},$$

$$\sigma_{22}^\infty = \omega_0 \sqrt{\gamma} \int_0^\infty d\varpi \sqrt{\gamma} \varpi f \left( \varpi \omega_0 \sqrt{\gamma} \right) \coth \frac{\varpi \omega_0 \sqrt{\gamma}}{2T},$$

where the function $f$ is defined in Eq. (36) and $\tilde{g}$, an analog of $g$, is defined as

$$\tilde{g}(\omega) = \frac{\omega_R^2 - \chi(\omega)}{\gamma \omega_0^2}.$$

Now, suppose that, if $\varpi \neq 0$,

$$\lim_{z \to \infty} zf(z) = 0;$$

this is the case for the standard exponential ($f^{(\text{exp})}(z) = \pi e^{-z}$) and Lorentz ($f^{(1)}(z) = 2/(1 + z^2)$) cut-off functions. Note that this condition is essentially equivalent to requiring that $\omega_R^2 = 2 \omega_0 \omega_c \gamma^2 \int_0^\infty dz f(z)$ is finite.

Furthermore, it is also the case for the standard Lorentz and exponential cut-off functions that

$$\exists \lim_{\omega \to \infty} \tilde{g}(\omega) := g_0 < \infty.$$
We will work under this assumption.

Finally, since Eq. (G4) tells us that the numerator of the integrands in Eq. (G2), \( \sqrt{\omega f(\omega_0 \omega \sqrt{\gamma})} \to 0 \) as \( \gamma \to \infty \), we recall the Dirac’s delta function’s representation in Eq. (F4), to conclude that, as \( \gamma \to \infty \),

\[
\begin{align*}
\sigma_{11}^\infty & \approx \frac{1}{\omega_0 \sqrt{\gamma}} \int_0^\infty d\omega \delta \left( \omega^2 - \frac{1}{\gamma} - \frac{1}{\gamma} \left( \omega_0 \omega \sqrt{\gamma} \right) \right) \coth \frac{\omega_0 \gamma}{2T}, \\
\sigma_{22}^\infty & \approx \omega_0 \sqrt{\gamma} \int_0^\infty d\omega \delta \left( \omega^2 - \frac{1}{\gamma} - \frac{1}{\gamma} \left( \omega_0 \omega \sqrt{\gamma} \right) \right) \omega^2 \coth \frac{\omega_0 \gamma}{2T}.
\end{align*}
\]  
\( (G6) \)
\( (G7) \)

Here, since we are interested in only zero-order terms, we can neglect the \( \frac{1}{\gamma} \) inside the \( \delta \) functions, substitute the \( \coth \)’s by 1, and substitute the \( \tilde{g}(\omega_0 \omega \sqrt{\gamma}) \) with \( g_0 \), according to Eq. (G5). Hence,

\[
\begin{align*}
\sigma_{11}^\infty & \approx \frac{1}{\omega_0 \sqrt{\gamma}} \int_0^\infty d\omega \delta \left( \omega^2 - g_0 \right) = \frac{1}{2\omega_0 \sqrt{2\gamma}}, \\
\sigma_{22}^\infty & \approx \omega_0 \sqrt{\gamma} \int_0^\infty d\omega \delta \left( \omega^2 - g_0 \right) \omega^2 = \frac{1}{2} \omega_0 \sqrt{2\gamma}.
\end{align*}
\]  
\( (G8) \)

Coming back to \( g_0 \), it is easy to see from Eq. (F43) that, for the Lorentzian cut-off function,

\[
\tilde{g}^{(L)}(\omega) = \frac{2\omega_c}{\omega_0} \frac{\omega^2}{\omega^2 + \omega_c^2} \xrightarrow{\omega \to \infty} \frac{2\omega_c}{\omega_0} = g_0^{(L)}.
\]  
\( (G9) \)

For the exponential cut-off function, \( f^{(\exp)}(z) = \pi e^{-z} \), it is a straightforward exercise to show, starting from the definition of \( \chi \) (Eq. (C11)),

\[
\tilde{g}^{(\exp)}(\omega) = \frac{2\omega_c}{\omega_0} \mathcal{P} \int_0^\infty dt e^{-t} \frac{\omega^2}{\omega^2 - \omega_c^2 t^2} = \frac{2\omega_c}{\omega_0} \Xi,
\]  
\( (G10) \)

where

\[
\Xi = \frac{\omega_c}{\omega} e^{-\frac{\omega}{\omega_c}} \left( 2 \int_0^1 \frac{dt}{4 - t^2} \left[ \frac{2}{t} \sinh \frac{\omega t}{\omega_c} + \cosh \frac{\omega t}{\omega_c} \right] - \int_1^\infty \frac{dt}{t} \frac{e^{-\frac{\omega}{\omega_c}}}{2 + t} \right).
\]  
\( (G11) \)

We immediately notice that, in the \( \omega/\omega_c \to \infty \) limit, the second integral in Eq. (G11) is damped at least as fast as \( e^{-\frac{\omega}{\omega_c}} \). The first integral is clearly dominated by the values at \( t = 1 \). Therefore, switching the integration variable to \( z = \frac{\omega}{\omega_c} (1 - t) \), we find that

\[
2 \int_0^1 \frac{dt}{4 - t^2} \left[ \frac{2}{t} \sinh \frac{\omega t}{\omega_c} + \cosh \frac{\omega t}{\omega_c} \right] = e^{\frac{\omega}{\omega_c}} \frac{\omega_c}{\omega} \int_0^{\frac{\omega}{\omega_c}} dz e^{-z} \left[ 1 + \frac{z^2 \omega_c^2}{2} + O \left( \frac{z^3 \omega_c^3}{\omega_c^3} \right) \right],
\]

which means that

\[
2 \int_0^1 \frac{dt}{4 - t^2} \left[ \frac{2}{t} \sinh \frac{\omega t}{\omega_c} + \cosh \frac{\omega t}{\omega_c} \right] = e^{\frac{\omega}{\omega_c}} \frac{\omega_c}{\omega} \left[ 1 + O \left( \frac{\omega_c^2}{\omega^2} \right) \right].
\]

Plugging this into Eq. (G11), we finally find that

\[
\Xi = 1 + O \left( \frac{\omega_c^2}{\omega^2} \right).
\]  
\( (G12) \)

In other words,

\[
g_0^{(\exp)} = \lim_{\omega \to \infty} \tilde{g}^{(\exp)}(\omega) = \frac{2\omega_c}{\omega_0} \quad ( = g_0^{(L)}).
\]  
\( (G13) \)

Lastly, let us mention that, since asymptotic analysis here relies on the argument of \( f \) in Eq. (G2), \( \omega_0 \omega \sqrt{\gamma} \approx 1 \), \( \gamma \to \infty \) limit is to be understood as

\[
\gamma \gg \left( \frac{\omega_c}{\omega_0} \right)^2.
\]  
\( (G14) \)

We would also like to emphasize that the scalings in Eq. (G8) are not limited to Lorentzian and exponential cut-off functions: they hold whenever the conditions (G4) and (G5) are satisfied (although note that the scalings in Eq. (G8) will hold also when the condition (G5) is weakened to \( 0 < \lim_{\omega \to \infty} \tilde{g}(\omega) \leq \lim_{\omega \to \infty} \tilde{g}(\omega) < \infty \)), which, we believe, is what happens generically.