Giant negative mobility of inertial particles caused by the periodic potential in steady laminar flows
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Transport of an inertial particle advected by a two-dimensional steady laminar flow is numerically investigated in the presence of a constant force and a periodic potential. Within particular parameter regimes this system exhibits absolute negative mobility, which means that the particle can travel in a direction opposite to the constant force. It is found that the profile of the periodic potential plays an important role in the nonlinear response regime. Absolute negative mobility can be drastically enhanced by applying appropriate periodic potential, the parameter regime for this phenomenon becomes larger and the amplitude of negative mobility grows exceedingly large (giant negative mobility). In addition, giant positive mobility is also observed in the presence of appropriate periodic potential.

I. INTRODUCTION

The problem of non-equilibrium-induced transport processes has attracted much interest in theoretical as well as experimental physics. Usually, it appears obvious that a system at rest, when perturbed by an external static force, responds by moving into the direction of that force. However, in the nonequilibrium systems, there exist some counterexamples where a particle can, instead, move in the direction opposite to the direction of the applied bias. In other words, the force-velocity characteristics of the system exhibits a passage through the origin with a negative slope as its most prominent feature. This rather surprising opposite behavior is called absolute negative mobility (ANM), has attracted the attention of researchers in the directed transport community during the last decade [1, 2].

The phenomenon of ANM has been observed in a variety of setups [3 35]. ANM was originally perceived as being solely due to quantum mechanical effects [3] which may not survive in the classical limit. The first classical systems exhibiting ANM consists of interacting particles, where ANM is induced by the collective effects [2, 3]. Shortly afterwards, in a conveniently tailored channel with inner walls, ANM was observed where a single particle was allowed to move along meandering paths [7 10]. Machura and coworker [11] found that thermal equilibrium fluctuations can induce ANM of the inertial particle in a one-dimensional periodic symmetric potential, which was confirmed in the experiment involving determination of current-voltage characteristics of the microwaved-driven Josephson junction [12]. This work was extended to the cases of coloured noise [13], white Poissonian noise [14], time-delayed feedback [15], non-uniform space-dependent damping [16], and potential phase modulation [17]. Other examples for ANM include a vibrational motor [18], two coupled shunted Josephson junctions [19], active Janus particles in a corrugated channel [20], and entropic electrokinetics [21]. In addition, a peculiar kind of negative mobility effect can be obtained through harmonic mixing [22, 23]. Generally, these counter-intuitive effects are due to certain trapping mechanisms in the system, such as geometric constraints, the collective effects from particles interactions, frustration in the system, and the coupling with underlying velocity fields.

Recently, Sarracino and coworkers [24, 25] have proposed an interesting and important model where the inertial particle advected by a two-dimensional steady laminar flow can display complex behaviors. They found that the combined action of the applied force, the particle inertia, and the velocity field can induce negative differential mobility and absolute negative mobility. However, both the parameter regime for the onset of ANM and the amplitude of the negative mobility are small, which prevents the experimental implementation for observing ANM. Therefore, how to enhance ANM in this system becomes very important. In this paper, we extend this work [24, 25] by applying an additional periodic potential and focus on finding how the periodic potential affects the onset of ANM. It is found that the profile of the potential can strongly affect the force-velocity behaviors. For the appropriate height of the potential, the force-velocity behaviors strongly depends on the phase difference between the stream function and the potential. When the phase difference is 0 or \( \pi \), absolute negative mobility can be drastically enhanced, the parameter regime for ANM becomes larger and the amplitude of negative mobility grows exceedingly large (giant negative mobility). However, when the phase difference is \( \pi/2 \) or \( 3\pi/2 \), the mo-
The divergenceless cellular flow $\vec{U} = (U_x, U_y)$ shown in Fig. 1(a) is defined by a stream-function $\Phi(x, y)$ as

$$U_x = \frac{\partial \Phi(x, y)}{\partial y}, \quad U_y = -\frac{\partial \Phi(x, y)}{\partial x}, \quad (4)$$

where $\Phi(x, y) = \frac{U_0}{k} \sin(kx) \sin(ky)$ with $k = 2\pi/L$ and $U_0$ is the fluid velocity. The velocity field can be easily realized in a laboratory, e. g., with two-sided lid-driven cavities [32], rotating cylinders [33] or magnetically driven vortices [34].

The substrate force along $x$ direction $F_p = -\frac{\partial V(x)}{\partial x}$ arises from the following periodic potential shown in Fig. 1(b)

$$V(x) = -\frac{V_0}{k} \sin(kx + \phi), \quad (5)$$

where $V_0$ is the height of the potential. $\phi$ is the phase difference between $\Phi(x, y)$ and $V(x)$ in the $x$ direction. Note that we used the same periodicity for both $V(x)$ and $U(x, y)$ in the $x$ direction, in this case, the potential has the most significant effect on ANM.

Because the constant force $f_0$ and the substrate force $F_p(x)$ is applied to $x$ direction, we only consider transport behaviors along $x$ direction. In the asymptotic long-time regime, the average velocity $\bar{V}_x$ and effective diffusion coefficient $D_x$ along $x$ direction are respectively defined as

$$\bar{V}_x = \lim_{t \to \infty} \frac{(x(t))}{t}, \quad D_x = \lim_{t \to \infty} \frac{1}{2t} \langle (x^2(t)) - (x(t))^2 \rangle, \quad (6)$$

where $\langle ... \rangle$ denotes average over trajectories of the particle with random initial conditions and noise realizations. The mobility along $x$ direction is defined as $\mu = \bar{V}_x / f_0$.

As in Ref. [24], we also use times and lengths in units of $L/U_0$ and $L$, respectively. Here, we set $L = 1.0$ and $U_0 = 1.0$, which defines a typical time scale of the flow $\tau_c = L/U_0 = 1$. In our simulations, the behavior of the quantities of interest can be corroborated by integration of the equations (1) and (2) using the second-order stochastic Runge-Kutta algorithm [39]. The integration step time was chosen to be smaller than $10^{-4}$ and the total integration time was more than $10^5$. The stochastic averages were obtained as ensemble averages over $10^4$ trajectories with random initial conditions.

### III. RESULTS AND DISCUSSION

To investigate the effects of the periodic potential on the appearance of ANM, we mainly plot the force-velocity curves for different cases. In order to study in more details the dependence of ANM on the parameters, we present the contour plots of the average velocity as a function of the system parameters.

Figure 2(a) presents force-velocity curves with the periodic potential ($V_0 = 0.1$) or without the potential...
Moreover, for appropriate forces for which the particle has more chances to move

\( f \) can be observed for appropriate large, ANM can be observed in a range \( f \rightarrow 0 \). However, both the regime of ANM and the amplitude of the negative mobility are very small. When a periodic potential is applied (e. g. , \( V_0 = 0.1 \)), ANM is greatly enhanced (see the blue line in Fig. 2(a)). The regime of \( f_0 \) for the appearance of ANM becomes large, ANM can be observed in a range \( f_0 \in [0.02, 0.06] \). Moreover, for appropriate \( f_0 \), the amplitude of negative mobility grows exceedingly large (e. g. , \( \mu = -9.0 \) at \( f_0 = 0.04 \), see the curve in the inset), this phenomenon can be called as giant negative mobility [24]. The curves in Fig. 2(a) are symmetric for \( f_0 \rightarrow -f_0 \). Therefore, we only consider the case of the positive \( f_0 \) in the following discussion.

The effective diffusion coefficient \( D_x \) as a function of \( f_0 \) is shown in Fig. 2(b) for different \( V_0 \). It is found that \( D_x \) is nearly independent of \( f_0 \) and \( V_0 \) when \( f_0 \rightarrow 0 \) or \( f_0 \rightarrow \infty \). The effective diffusion coefficient for \( f_0 \rightarrow 0 \) is much larger than that for \( f_0 \rightarrow \infty \) [24]. For intermediate values of \( f_0 \), \( D_x \) decreases monotonously with increase of \( f_0 \) without the periodic potential (i. e. \( V_0 = 0 \)). However, for the case of \( V_0 = 0.1 \), on increasing \( f_0 \), \( D_x \) firstly decreases to its minimal value, then increases to an extremum value, and finally decreases to a constant. Compared with the case of \( V_0 = 0 \), an additional peak appears at \( f_0 \approx 0.06 \) for the case of \( V_0 = 0.1 \). This is because in the system with the tilted periodic potential the effective diffusion can be greatly enhanced near the critical bias [40, 41]. Note that \( D_x \) takes its minimal value at \( f_0 \approx 0.04 \), for which the maximal ANM is observed. Therefore, the critical bias \( (f_0 \approx 0.06) \) corresponding to the additional peak is not the same as the bias \( (f_0 \approx 0.04) \) at which the maximal ANM is observed.

Figure 3(a) shows the average velocity \( \overrightarrow{V_x} \) as a function of the constant force \( f_0 \) for different values of \( \phi \). The phase difference \( \phi \) describes the profile of the potential in one period \([0, L]\). It is found that when \( \phi = \pi/2 \) (or \( 3\pi/2 \)), \( \overrightarrow{V_x} \) is always positive and giant positive mobility occurs. When \( \phi = 0 \) (or \( \pi \)), giant negative mobility appears. The dependence of \( \overrightarrow{V_x} \) on \( \phi \) is plotted in Fig. 3(b). The average velocity \( \overrightarrow{V_x} \) periodically changes with the phase difference \( \phi \). Especially, for appropriate \( V_0 \) (e. g. , \( V_0 = 0.05 \) and 0.1), on increasing \( \phi \), \( \overrightarrow{V_x} \) periodically changes its direction. In one period \( \phi \in [0, \pi] \), ANM will appear in the regimes \( \phi \in [0, \pi/2] \) and \( [\pi/2, \pi] \). Therefore, the phase difference \( \phi \) is very important for the appearance of ANM.

The main result above is that ANM can drastically be enhanced by applying the periodic potential and producing a giant negative mobility. In order to get insight into the origin of ANM, we have plotted the trajectories of inertial particles in Fig. 4. It is found that the motion of particles is realized along some preferential channels [24]. These channels fall into two categories, the rightward channel with \( \overrightarrow{V_x} > 0 \) and the leftward channel with

\[ \mu < \]
\( \nabla_x < 0 \). Therefore, the direction of transport depends on which type of channel is dominant. Note that these preferential channels will disappear when increasing \( \tau \) and \( D_0 \). When \( V_0 = 0 \) and \( f_0 = 0 \) (shown in Fig. 4(a)), these two types of channels are exactly the same, thus, no direction transport occurs and \( \nabla_x = 0 \). When a constant force \( f_0 = 0.04 \) is applied to the particle (shown in Fig. 4(b)), the occupation of the leftward channels reduces and the rightward channels dominate the transport, particles on average move to the right, thus \( \nabla_x > 0 \). Note that when \( f_0 = 0.065 \) (the ANM case in Ref. [24]), there exists the probability of transitions from the rightward channels to the leftwards channels, which can induce ANM.

The role of the periodic potential on ANM (shown in Figs. 4(c) and 4(d)) can be analyzed by the sample trajectories of inertial particles at \( f_0 = 0.04 \) and \( V_0 = 0.1 \) for different \( \phi \). When \( \phi = 0 \) (\( \pi \) (see the first and third panels in Fig. 1(b)), the peak (valley) of the potential is on the right and the valley (peak) is on the left, there exists a potential difference between the left and the right, which facilitates the transition between preferential channels (specifically, from the rightward channels to the leftwards channels when \( f_0 = 0.04 \)). Compared with Fig. 4(b), in Fig. 4(c) the rightward channels completely disappear and there is only the leftward channels, thus large negative velocity occurs (giant negative mobility shown in Fig. 2(a)). When \( \phi = \pi/2 \) (\( 3\pi/2 \)) (see the second and fourth panels in Fig. 1(b)), the peak (valley) of the potential is in the middle of a period \([0, L]\), which suppresses the transition between channels (specifically, from the rightward channels to the leftwards channels when \( f_0 = 0.04 \)). Therefore, the leftward channels completely disappear and only the rightward channels exist, thus large positive velocity occurs (giant positive mobility shown in Figs. 3(a) and 3(b)). The profile of the potential, i.e., the phase difference \( \phi \), strongly affects the onset of ANM. In the following, we only consider the case of \( \phi = 0 \), where the phenomenon of ANM is most prominent for appropriate \( V_0 \).

Figure 5(a) shows the effect of the height of the potential on the force-velocity relation when \( \tau = 1.0 \), \( \phi = 0 \), and \( D_0 = 10^{-5} \). It is found that the height of the potential \( V_0 \) has a strong impact on the force-velocity relation. For appropriate value of \( V_0 \) (e.g., \( V_0 = 0.1 \) and 0.15), ANM can be observed in a certain range of \( f_0 \). When increasing \( V_0 \), the regime of ANM gradually becomes smaller and finally disappears for large values of \( V_0 \) (e.g., \( V_0 = 0.2 \) and 0.5). Although ANM disappears for large \( V_0 \), the phenomenon of negative differential mobility appears, which is characterized by a maximum for a certain value of \( f_0 \). Especially, when \( V_0 = 0.2 \), there exist three regimes of \( f_0 \), where the phenomenon of negative differential mobility appears.

Figure 5(b) describes \( \nabla_x \) versus the height \( V_0 \) of the potential for different \( f_0 \). For very small or very large \( f_0 \) (e.g., \( f_0 = 0.01 \) or 0.1), \( \nabla_x \) is always positive. For intermediate values of \( f_0 \), current reversals occur by changing \( V_0 \). For the case of \( f_0 = 0.065 \) [24], on increasing \( V_0 \) from zero, \( \nabla_x \) transits from negative to positive. Remarkably, for appropriate values of \( f_0 \) (e.g., \( f_0 = 0.03 \) and 0.04), \( \nabla_x \) changes its direction twice (multiple current reversals) when \( V_0 \) increases from zero. Note that \( \nabla_x \) quickly drops to zero when \( V_0 \) is larger than the critical value (this critical value increases with \( f_0 \)). To study in more detail the dependence of \( \nabla_x \) on \( f_0 \) and \( V_0 \), the contour plots of average velocity \( \nabla_x \) as a function of the system parameters \( V_0 \) and \( f_0 \) are shown in Fig. 5(c).

The regime of ANM marked with the letter ‘a’ is the results described in Ref. [24] where \( V_0 = 0 \). It is found that the phenomenon of ANM will appear in the regime of \( f_0 \in [0.03, 0.07] \) and \( V_0 \in [0, 0.2] \) and in the other regime \( \nabla_x \) is always positive. Note that the regime of ANM will change when the other parameters are varied.

In Fig. 6(a), we investigate the behaviors of the force-velocity curve for different values of \( D_0 \). We observe very obvious phenomenon of ANM when \( D_0 = 0.0, 10^{-5}, \) and \( 10^{-4} \), while the phenomenon of ANM almost disappears for \( D_0 = 10^{-3} \). Remarkably, in the case of \( D_0 = 10^{-4} \), negative mobility appears even for small forces. This effect is due to the nonequilibrium nature of the velocity filed [23, 24]. Note that the phenomenon of ANM still exists even in the absence of thermal equilibrium fluctuations (e.g., \( D_0 = 0 \), which is different from the case in Ref. [11], where ANM disappears in the absence of thermal equilibrium fluctuations.

The dependence of \( \nabla_x \) on \( D_0 \) is plotted in Fig. 6(b) at \( f_0 = 0.04 \). When the periodic potential is absent (i.e., \( V_0 = 0 \)), there exists a very narrow range of \( D_0 \), where ANM occurs, the amplitude of negative mobility is very small. However, for the appropriate \( V_0 \) (e.g., \( V_0 = 0.1 \)), the range of \( D_0 \) for ANM is greatly expanded. Moreover, giant negative mobility is observed when \( D_0 < 10^{-4} \). When \( D_0 \rightarrow \infty \), the average velocity \( \nabla_x \) tends to a constant which is independent of \( V_0 \). This is expected because if the noise is strong enough the effect of the velocity field is averaged out and only the constant force dominates the transport. The regime of parameter space \((D_0, f_0)\) for the onset of ANM is shown in Fig. 6(c) at \( V_0 = 0.1 \). On increasing \( D_0 \) from \( 10^{-6} \) to \( 10^{-4} \), the regime of \( f_0 \) for the onset of ANM changes from \([0.03, 0.06]\) to \([0.01, 0.07]\). On further increasing \( D_0 \) from \( 10^{-4} \), the regime of \( f_0 \) for the onset of ANM reduces and finally disappears. Note that the average velocity \( \nabla_x \) is always positive when \( D_0 > 10^{-3} \) or \( f_0 > 0.07 \).

Figure 7(a) shows the force-velocity relation for different values of \( \tau \) at \( V_0 = 0.1 \), \( D_0 = 10^{-5} \), and \( \phi = 0 \). For small \( \tau \) (e.g., \( \tau = 0.1 \)), the velocity field dominates the transport, the particle is trapped in one period when \( f_0 < 0.09 \). When \( f_0 > 0.09 \), the average velocity is positive and increases with \( f_0 \). For large \( \tau \) (e.g., \( \tau = 10.0 \)), the velocity field is negligible, the constant force dominates the transport, thus \( \nabla_x \) increases monotonously with \( f_0 \). When \( \tau \) is equal to the typical time scale \( \tau_c \) (\( \tau = \tau_c = 1 \)), the phenomenon of ANM is observed in a range \( f_0 \in [0.02, 0.06] \).

The average velocity \( \nabla_x \) as a function of \( \tau \) is plot-
contour plots of when the curve and the position of the peak shifts to small \( \tau \). Therefore, how to choose appropriate parameters is very important to observe the phenomenon of ANM.
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**FIG. 5.** (a) Average velocity \( \nabla_x \) as a function of the constant force \( f_0 \) for different values of \( V_0 \). (b) Average velocity \( \nabla_x \) as a function of \( V_0 \) for different values of \( f_0 \). (c) Contour plots of the average velocity \( \nabla_x \) as a function of the system parameters \( V_0 \) and \( f_0 \). The other parameters are \( D_0 = 10^{-5} \), \( \tau = 1.0 \), and \( \phi = 0 \).
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**FIG. 6.** (a) Average velocity \( \nabla_x \) as a function of the constant force \( f_0 \) for different values of \( D_0 \). (b) Average velocity \( \nabla_x \) as a function of \( D_0 \) for different values of \( V_0 \) at \( f_0 = 0.04 \). (c) Contour plots of the average velocity \( \nabla_x \) as a function of the system parameters \( D_0 \) and \( f_0 \). The other parameters are \( V_0 = 0.1 \), \( \tau = 1.0 \), and \( \phi = 0 \).

Based on recent work [24], we numerically studied the transport of the inertial particle driven by the two-dimensional steady laminar flow in the presence of a constant force and a periodic potential. We focus on finding how the periodic potential affects the appearance of ANM. The parameter space for the onset of ANM is very small when the periodic potential is absent. When the periodic potential is applied to the particle, the nonlinear response of the particle in the flows has changed dramatically. The profile of the potential strongly affects the appearance of ANM. When \( \phi = 0 \) (or \( \pi \)) and \( V_0 = 0.1 \), giant negative mobility occurs (e.g., \( \mu = -9.0 \) at \( f_0 = 0.04 \)). Moreover, the regime of \( f_0 \) for the appearance of ANM becomes large, ANM can be observed in a range \( f_0 \in [0.02, 0.06] \). When \( \phi = \pi/2 \) (or \( 3\pi/2 \)) and \( V_0 = 0.1 \), giant positive mobility occurs. The height of the potential \( V_0 \) also has a strong impact on the force-velocity relation. When increasing \( V_0 \), the regime of ANM gradually becomes smaller and finally disappears for large \( V_0 \). The nonlinear response behaviors of the inertial particle is determined by the combined action of the applied force, the particle inertia, the velocity field, and the periodic potential.

**IV. CONCLUDING REMARKS**

The present work do not consider the interactions between particles. It would be interesting to study how the interactions (both steric interaction and alignment interaction) and collective behaviors affect the onset of ANM in steady laminar flows. In addition, the phenomena we have presented could be experimentally observed in steady laminar flows (which can be realized in setups with rotating cylinders), where a spherical silica particle move in a periodic potential. The typical Stokes time

\[ \tau = \frac{\pi}{2} \]

for the appearance of ANM in steady laminar flows.
for the onset of ANM can be estimated $\tau = \frac{m}{6\eta a^3} = \frac{V_0}{D}$, where $\eta$ is the solvent viscosity and $a$ is the particle radius.
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