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\begin{abstract}
High-mobility adaption and massive Multiple-input Multiple-output (MIMO) application are two primary evolving objectives for the next generation high speed train (HST) wireless communication system. In this paper, we consider how to design a location-aware beamforming for the massive MIMO system in the high traffic density HST network. We first analyze the tradeoff between beam directivity and beamwidth, based on which we present the sensitivity analysis of positioning accuracy. Then, in order to guarantee a high efficient transmission, we derive an optimal problem to maximize the beam directivity under the restriction of diverse positioning accuracies. After that, we present a low-complexity beamforming design by utilizing location information, which requires neither eigen-decomposing (ED) the uplink channel covariance matrix (CCM) nor ED the downlink CCM (DCCM). Finally, we study the beamforming scheme in future high traffic density HST network, where a two HSTs encountering scenario is emphasized. By utilizing the real-time location information, we propose an optimal adaptive
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beamforming scheme to maximize the achievable rate region under limited channel source constraint. Numerical simulation indicates that a massive MIMO system with less than a certain positioning error can guarantee a required performance with satisfying transmission efficiency in the high traffic density HST scenario and the achievable rate region when two HSTs encounter is greatly improved as well.

**Index Terms**

HST wireless communication, massive MIMO, location-aware low-complexity beamforming, positioning accuracy, achievable rate region.

I. **Introduction**

High speed train (HST) wireless communication is an important component in future 5G wireless communication networks [1] because high mobility adaption is one of the key evolution objectives for 5G. Therefore, as illustrated in Fig. 1, the integration of future 5G cellular networks and the HST wireless communication network is paramount to provide a fast and seamless wireless service for users on the HST, where the last one kilometer communication between the HST and the wayside base station (BS) plays a key role to guarantee the quality of service (QoS) for users onboard [2]. To this end, new advanced physical layer access technologies need to be invented and employed for the future high traffic density HST network according to the trend of 5G system and the character of HST scenario.

In the future 5G system, massive Multiple-input Multiple-output (MIMO) is deemed as a prominent technology to improve the spectrum efficiency [3] through exploiting the multiplexing and diversity gain, where the appropriately-designed beamforming is utilized to diminish interference [4]. Previous works in [5]–[7] employing diverse beamforming schemes in high mobility scenario demonstrated a significant performance improvement by utilizing the directional radiation. However, neither of them considered how to reduce the implementation complexity of fast beamforming for massive MIMO system in HST scenario, especially when the instant channel state information (CSI) can not be obtained accurately. That is, the large online computational complexity is hard to be carried out in the process of channel covariance matrix (CCM) acquisition and eigen-decomposing (ED) CCM when adopting conventional massive MIMO beamforming.

As to the wireless communication system supporting future high traffic density HST network, high mobility adaption is one of the crucial evolution targets [8], [9], where the wireless
transmission demand is ever-growing according to the real-scenario estimation in [10] (the estimated demands could be as high as 65Mbps over a bandwidth of 10MHz for a train with 16 carriages and 1000 seats). In the literature, certain diverse designs aiming to improve the user QoS in HST scenario have been proposed [11], [12]. However, low-complexity beamforming designs for high mobility scenarios are still under-developed. Besides, to the best of our knowledge, previous studies mainly focus on the low traffic density scenario. Particularly, as a typical example, a single HST scenario is widely studied, where the wayside BS merely serves one HST for the whole HST traversing period. But, in future high traffic HST network, a two HSTs encountering scenario is ubiquitous, where the two HSTs have to share the limited wireless channel resources and a performance deterioration can be anticipated without appropriate beam allocation strategies. Thus, the low-complexity beamforming scheme should be designed according to the specific character of the HST scenario.

In the HST scenario, the special scenario characters distinguish this scenario from conventional low mobility scenario. As illustrated in Fig. 2 when the HST quickly traverses the coverage area of one BS, the received signal-to-noise ratio (SNR) at the mobile relay (MR) will fluctuate dramatically due to the large variation of path loss, which makes the received SNR in the edge area of the BS coverage quite low, bringing challenges for conventional adaptive beamforming [13] or orthogonal switched beamforming [14] in channel detections. The estimated maximum Doppler shift with carrier frequency at 2.35 GHz will be 945 Hz when the train velocity is 486 km/h [10], which implies that the channel coherence time is less than 1 ms. Consequently, it is hardly to track the channel in this scenario. Moreover, the complex channel environment due

![Fig. 1: The integration of 5G network and the HST wireless communication system.](image)
to traversing diverse terrains (typical scenarios like viaduct, mountain, etc.) makes it difficult to accurately estimate the channel with low cost since the wireless channel appears fast time-varying and double-selective fading in spatial-temporal domains. On the other hand, even if the CSI is acquired, conventional beamforming designs for massive MIMO system in low mobility scenario can not be directly applied here since it will lead to undesirable performance. To this end, fast beamforming scheme for massive MIMO system in this scenario requires to be redesigned with a less complicated method.

Although high mobility causes new challenges in the application of beamforming scheme, if we take advantage of high mobility in a different perspective, the drawback can be transformed into valuable side information. Namely, thanks to the safety guarantee for HST, the location of the HST can be trackable and predictable because the moving trend will not change in a short time. Actually for the HST scenario, the train can only move along the pre-constructed rail rather than random movement, which indicates no spatial-random burst communication requests will occur. That is, the entrance time of the HST is predictable and the wireless communication requests only comes from one side of the BS coverage, which narrows down the coverage scope of the beamforming scheme.

In this paper, we introduce a simple low-complexity beamforming scheme for massive MIMO system in HST scenario by exploiting the HST location information. Because the conduction of this beamforming scheme required neither ED uplink CCM (UCCM) nor downlink CCM (DCCM) and therefore, the aforementioned challenges in channel detections and large online...
computational complexity can be alleviated. Since the HST location information plays a crucial role in the beamforming scheme, we first analyze the tradeoff between beamwidth and directivity in high mobility scenario and find that it is independent of antenna spacing and total beam number. Then, we present the sensitivity analysis of positioning accuracy against beam directivity and formulate it as an optimization problem. Then, we also present an optimal algorithm to solve it. Finally, taking a two HSTs encountering scenario as a typical example of the HST network, we improve the fast beamforming scheme in terms of achievable rate region with the help of HST location information.

The contributions of this paper can be concluded as

1) A tradeoff analysis between beam directivity and beamwidth of the fast beamforming scheme for HST scenario is presented.

2) A location-sensitivity analysis and an optimal beamforming solution to maximize the directivity for a given error range or error distribution of the location information are provided.

3) A location-aware low-complexity beamforming scheme for the HST massive MIMO system is given.

4) An explicit closed-form expression of the optimal resource allocation for uplink beamforming to maximize the achievable rate region in high traffic density HST network is presented.

The rest of this paper is organized as follows. Section II introduces the system model and the transceiver structure. Section III presents the directivity-beamwidth tradeoff analysis and the optimization solution to maximize the directivity under diverse positioning error constrains. Section IV presents the application process of designed low-complexity beamforming scheme for HST scenario. In Section V, we exhibits the location-aided adaptive beamforming strategy for the high traffic density HST network. Section VI shows the numerical simulation results and the corresponding analyses. Finally, we conclude it in Section VII.

II. System Model

Let us consider the uplink beamforming transceiver structure between one carriage and the BS, depicted in Fig. 3 where we omit most parts of baseband transformations and only focus on the beamforming part. The user equipment (UE) inside the train connects to the access point (AP) inside the carriage and the information packet will be forwarded to wayside BS by the MR mounted on the top of the HST to avoid large penetration loss. The MR is equipped with $M$-element uniform linear single-array antenna due to the $3\text{dB}$ gain over double-array structure.
Fig. 3: The transceiver structure for HST massive MIMO systems.

[15]. To the link between BS and the MR, the Doppler effect in HST scenario will not be considered here since it can be accurately estimated and removed from the signal transmission part as shown in [12]. Let the antenna spacing and carrier wavelength be \(d\) and \(\lambda\), respectively. For a multi-element uniform linear array, where \(d \gg \lambda\), the half-power beamwidth \(\Theta_h\) (in Fig. 2) can be equivalently expressed as \([16]\)

\[
\Theta_h = \frac{C \lambda}{\pi d N},
\]

where \(C = 2.782\) represents a constant parameter in antenna design and \(N (N \leq M)\) is the total generated beam number.

In HST scenario, the viaduct scenario occupies 80 percent of the entire route \([10]\), which makes the line-of-sight (LOS) signal dominant and the angular spread around the MR relatively tight. In addition, the instantaneous location information \(\theta_b\) (shown in Fig. 2) of BS can be acquired by Global Positioning Systems, accelerometer and monitoring sensors along the railway or, can be estimated according to the entrance time as \([7]\). Thus, a location-aware beamforming can be carried out by exploiting \(\theta_b\). In this way, it can reduce the beamforming complexity, which will be presented hereinafter.

As shown in Fig. 2, the total beamwidth, which is a constant for a deployed BS, can be expressed by

\[
\alpha = N \Theta_h = \frac{C \lambda}{\pi d N}
\]

To enhance the coverage of the MR on the train, \(\alpha > \delta\) is essential, where \(\alpha\) represents the beam coverage angle of the HST and \(\delta\) is the coverage angle of BS. During the traversing period of the HST, the generated beam will cover the location of the BS with appropriate beamwidth to guarantee the uplink transmission.
III. DIRECTIVITY-BEAMWIDTH TRADEOFF AND EFFICIENT TRANSMISSION

Theoretically, adding more antennas (elements) can improve the beamforming performance due to the increased directivity. However, it also narrows down the beam width. In practice, positioning error may occur due to some reasons, which may degrade the performance of the location-aware low-complexity beamforming scheme and trigger low transmission efficiency. In this section, we first analyze the tradeoff between beam directivity and beamwidth and then, derive the efficient beamforming probability under diverse positioning error constrains, where the effective beamforming is defined as the BS is in the coverage of the selected beam. Finally, under the precondition of efficient transmission, we maximize the beam directivity with error-constrained location information.

The corresponding directivity of each beam in massive MIMO system, i.e. $N\pi d/\lambda$ is sufficiently large, can be expressed as

$$D = \frac{TdN}{\lambda}, \quad (2)$$

where $T$ depends on the specific type of linear array (i.e. $T = 2$ for broadside array and $T = 4$ for ordinary end-fire array).

Thus, the relations between beam directivity and beamwidth can be expressed in the following lemma.

**Lemma 1.** For a given linear antenna array, its designed beam directivity and bandwidth can be adjusted, then the relationship between them are give as follows.

$$D = \frac{T C}{\pi \Theta_h}. \quad (3)$$

**Remark.** The tradeoff between beam directivity and beamwidth is independent of the antenna spacing $d$ and the beam number $N$. That is, the variation of $d$ and $N$ only affects the value of beam directivity and beamwidth, but has no influence on the ratio of the beam directivity and beamwidth.

Observing Eq. (1) - (3), one can find that $d$ and $N$ are dual with respect to $\Theta_h$ and $D$. That is, the variation of $d \rightarrow d'$ is equivalent to $N \rightarrow N'$, following the relationship

$$\frac{d}{d'} = \frac{N'}{N}.$$
As shown in Fig. 2 let the BS’s relative location and the vertical distance between BS and rail be denoted by $\theta_b$ and $d_0$, respectively. If the BS is in the $i$-th beam, where

$$i = \left\lfloor \frac{2\theta_b + \alpha - \pi}{2\Theta_h} \right\rfloor$$
$$= \left\lfloor \frac{2\theta_b - \pi}{2\Theta_h} \right\rfloor + \frac{N}{2}. \quad (4)$$

Then, as illustrated in Fig. 4, the distances between left(right) bounds (denoted as $\gamma_l(\gamma_r)$) and the BS of the $i$-th beam can be expressed by

$$\gamma_l = \frac{[\pi + 2\chi\Theta_h - 2\theta_b]d_0}{2 \sin \theta_b} \quad (5)$$

and

$$\gamma_r = \frac{[2\theta_b - \pi - 2(\chi - 1)\Theta_h]d_0}{2 \sin \theta_b}, \quad (6)$$

respectively, where $\chi = \left\lfloor \frac{2\theta_b - \pi}{2\Theta_h} \right\rfloor$.

Therefore, the corresponding coverage length on the BS side of the $i$-th beam is given by

$$\gamma = \gamma_l + \gamma_r \approx \frac{d_0}{\sin \theta_b} \Theta_h = \frac{C\lambda d_0}{\pi dN \sin \theta_b}. \quad (7)$$

The approximation shown in Eq. (7) is because our considered $\Theta_h$ is usually small to ensure high channel gain in one beam. Now let us consider the case there exists positioning error $\Delta x$,
which may lead to a deterioration of the effective beamforming performance. In fact, $\Delta x$ may be caused by GPS estimation errors, quantization errors, random scattering of electronic waves, etc. For simplicity, it is assumed that $\Delta x$ is Gaussian distributed in the sequel, i.e. $\Delta x \sim N(0, \sigma^2)$. We shall utilize it in the following analysis and optimization.

With the widely used Q function in signal detection, i.e. $Q(x) = \int_x^{+\infty} \frac{1}{\sqrt{2\pi}} e^{-\frac{t^2}{2}} dt$, the effective beamforming probability $P_i$ can be expressed by

$$P_i = 1 - \frac{Q\left(\frac{\gamma_l}{\sigma}\right) + Q\left(\frac{\gamma_r}{\sigma}\right)}{2}.$$  \hspace{1cm} (8)

For a given effective beamforming probability threshold $P_{th}$, the beamforming design problem can be formulated as the following optimization problem

$$\max D$$  \hspace{1cm} (9)

$$s.t. \quad P_i \geq P_{th},$$  \hspace{1cm} (10)

where we try to maximize the directivity (beam gain) under the constraint condition (10). To solve the maximization problem above, we first analyze the monoticity of $P_i$. As shown in Fig. 4, the original total generated beam number is $N$ with the coverage length $\gamma = \gamma_l + \gamma_r$. If the location information is accurate enough, a beam with high directivity can be generated by increasing the total generated beam number from $N$ to $N' = 2N$. Then, the coverage length for the new beam is $\gamma'_l + \gamma_r$. After the beam division process, $\gamma_r$ is unchanged, then $\gamma_l$ has been shorten to $\gamma'_l = \gamma_l - \frac{\gamma}{2}$ and $P'_i = P_i - \frac{Q(\gamma'_l) - Q(\gamma_l)}{2}$. That indicates the $P_i$ monotonous decreases with respect to $N$. Therefore, the solving of (9) can be turned into a searching problem as follows

$$N^* = \arg\min_N (P_i - P_{th}).$$  \hspace{1cm} (11)

Note that the directivity $D$ increases in proportion to $N$.

In literature, there are many techniques to solve (11). Considering the fact that number of available $N$ is finite in a system, the searching process can be summarized as follows.

It can be noted that, when the train location angle $\theta_b = \frac{\pi}{2}$, the adjusting of $N$ would not improve effective beamforming probability significantly. In that case, $\gamma_l$ or $\gamma_r$ is limited by system structure instead of beam number $N$, which needs further considerations. That is, the optimal beam number $N^*$ searching method can be extended to scenarios with $\theta_b \in (\frac{\pi}{2}, \frac{\pi}{2}) \cup (\frac{\pi}{2}, \alpha)$.  
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Algorithm 1 The searching method of $N^*$

set $N^* = 1$

repeat

1. generate $i$, $\gamma_l$ and $\gamma_r$ with (4), (5) and (6).
2. $1 - \frac{Q(\gamma_l) + Q(\gamma_r)}{2} \rightarrow P_i$.
3. if $P_i > P_{th}$, $N^* = 2N^*$.

until $P_i \leq P_{th}$

OUTPUT $N^*$.

IV. APPLICATION OF LOCATION-AWARE LOW-COMPLEXITY UPLINK BEAMFORMING FOR MASSIVE MIMO SYSTEM

A. The Beam Generation Process

Directional beam can be generated through diverse phase excitations on each element according to [16], [17]. Let the total generated beam number be $N$ (depends on the BS deployments), the beam weight of the $i$-th beam ($i = 1, 2, ..., N$) is defined as

$$w_i = f_i D_i(\theta_b),$$

where $f_i = \sum_{m=1}^{M} f_i(m)$ denotes the power allocation coefficient for the $i$th beam and $f_i(m)$ stands for the actual amplitude excitation on the $m$-th ($m = 1, 2, ..., M$) element for the $i$-th beam. Usually, for a uniform linear array the amplitude excitation is equal on each element. $D_i(\theta_b)$ is the directivity of the selected $i$-th beam according to the location information $\theta_b$.

If we label the phase excitation for $i$-th beam as $\beta_i^m$, the corresponding uplink steering vector on each element for an acquired location information $\theta_b$ can be denoted as

$$e_i(\theta_b) = \left[ 1, e^{j(kd \cdot \cos \theta_b + \beta_i^1)}, ..., e^{j(M-1)(kd \cdot \cos \theta_b + \beta_i^M)} \right]^T,$$

where $k = \frac{2\pi}{\lambda}$.

Remark. For deployed antenna array, one can off-line calculate and pre-set the phase excitation at the MR according to the different but restricted location information $\theta_b$, $\theta_b \in \left[ \frac{\pi}{2} - \frac{\alpha}{2}, \frac{\pi}{2} + \frac{\alpha}{2} \right]$. The pre-calculated phase excitation for $i$-th beam is

$$\beta_i = \left[ \beta_i^1, \beta_i^2, ..., \beta_i^M \right]^T,$$
Algorithm 2 The location-aware beam selection procedure
1: **INPUT** $\theta_b$.
2: Initialize $\beta_c = \left[ \right]$.
3: repeat
4: 1. generate $N$ with Algorithm 1.
5: 2. acquiring $\theta_b$.
6: 3. if $\theta_b \in \left[ \left( \frac{\pi}{2} - \frac{\alpha}{2} \right) + \left( i - 1 \right) \frac{\alpha N}{N}, \left( \frac{\pi}{2} - \frac{\alpha}{2} \right) + \frac{i \alpha N}{N} \right]$, $\beta_c = \beta_i$.
7: until $\theta_b \geq \frac{\pi}{2} + \frac{\alpha}{2}$
8: set $\beta_c = \beta_1$.
9: **OUTPUT** The phase excitation for current location $\beta_c$.

and the whole mapper for each beam directed to diverse locations on the rail can be expressed as

$$
\beta = \begin{bmatrix}
\beta_1^1 & \beta_2^1 & \beta_3^1 & \ldots & \beta_N^1 \\
\beta_1^2 & \beta_2^2 & \beta_3^2 & \ldots & \beta_N^2 \\
\beta_1^3 & \beta_2^3 & \beta_3^3 & \ldots & \beta_N^3 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\beta_1^M & \beta_2^M & \beta_3^M & \ldots & \beta_N^M
\end{bmatrix}.
$$

(14)

B. The Beam Selection Process

In the beam selection process, we only emphasize on the selection between beams that are generated by the same BS and the inter-BS beam selection for handover is not our primary concern. The beam selection is based on the acquired location information, where only one
beam can be selected at a time. For example, when the train enters the coverage of one BS at
the first moment, the right-most beam will be selected to transmit data. The location information
will be continuously updated and matched with the phase excitation mapper as the train keeps
moving along the time. When the train moves into a new location covered by another beam, the
corresponding phase excitation vector will be utilized, which is illustrated as in Fig. 5. Therefore,
the whole location-aware beam selection process can be implemented repeatedly, similar to a
routing process, where the phase excitation mapper $\beta$ is the routing table. The detailed selection
process is expressed in Algorithm 2 which requires neither CSI detections nor ED CCM and
therefore, greatly simplifying the online computational complexity.

V. UPLINK ADAPTIVE RESOURCE ALLOCATION OF BEAMFORMING FOR HIGH TRAFFIC
DENSITY HST NETWORK

For the future development of HST network, the HST operation speed will be raised up and
more HSTs will operate simultaneously to meet the growing transportation capacity. Conse-
quently, a two HSTs encountering scenario will occur most frequently within the transmission
coverage of one BS. Therefore, to ensure both of the HSTs can enjoy a good QoS during the
encountering process, an appropriate power allocation strategy for the two selected beams needs
to be subtly designed.

As illustrated in Fig. 6, two HSTs (denoted as $H_1$ and $H_2$) are running at a constant velocity
$v_0$. The performance degradation triggered by encountering process mainly depends on the
intersection location of the two HSTs. For example, if the intersection point locates at the
center of the rail (point O), two HSTs will compete for the longest time period and thus the
deterioration will be most serious due to the channel resource competition. Without loss of
generality, we assume that $H_1$ enters the coverage of the BS earlier than $H_2$ and when $H_2$
enters the BS coverage, the distance between $H_1$ and point $A$ is denoted as $\eta L$ ($0 \leq \eta \leq 2$). According
to the aforementioned beam selection process, when $H_1$ selects the $i$-th beam at system time
t, the corresponding beamforming weight is denoted as $w_1^i(t)$ ($w_2^i(t)$ for $H_2$). Based on above
assumptions, the encountering process will take place in time $t \in T = [-\frac{\eta L}{v_0}, \frac{2L}{v_0}]$, which can be
divided into three phases as $T_1$, $T_2$ and $T_3$.

When $t \in T_1 \cup T_2$, the HST $H_1$ is served by the BS. The corresponding transmission distance
between $H_1$ and BS is

$$d_1(t) = \sqrt{d_0^2 + h_0^2 + (v_0 t - L + \eta L)^2}, \; t \in T_1 \cup T_2,$$

(15a)

where $h_0$ the antenna height at the BS. Similarly, the transmission distance between $H_2$ and BS is

$$d_2(t) = \sqrt{d_0^2 + h_0^2 + (v_0 t - L)^2}, \; t \in T_2 \cup T_3.$$

(15b)

Therefore, the transmission process can be modeled as

$$y(t) = \begin{cases} \sqrt{\frac{h(t)w_s(t)p_0}{d(t)^{\alpha_0}}} x(t) + n(t), & t \in T_1 \cup T_3, \\ \sum_{i=1}^2 \sqrt{\frac{h_i(t)w_i(t)p_0}{d_i(t)^{\alpha_0}}} x_i(t) + n(t), & t \in T_2, \end{cases}$$

(16a)

(16b)

where $h$ is the channel fading coefficient and $w_s$ is the selected beamforming weight. $\alpha_0$ is the path loss exponent and usually $\alpha_0 \in [2, 5]$. $p_0$ is the average transmit power at HST $H_1$ and $H_2$. $n(t)$ is the additive white Gaussian noise with zero mean and $\sigma_0^2$. Since LOS and large-scale fading is always dominant in HST scenario, it is suggested to assume $h(t) = 1$ in the sequel [18].

A. Problem Formation

Let $R_1(t)$ and $R_2(t)$ be the instantaneous information rate that $H_1$ and $H_2$ can achieve at system time $t$, respectively. According to the results of multiple access channel, we know that $R_1(t)$ and $R_2(t)$ satisfy the following inequalities,

![Image of three transmission phases](image-url)

Fig. 6: The three transmission phases of the encountering process, denoting as $T_1$, $T_2$ and $T_3$.  
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\[ R_1(t) \leq \log_2 \left(1 + \frac{w_1(t)p_0}{d_1(t)^{\alpha_0} \sigma_0^2}\right), t \in \mathbb{T}_1 \cup \mathbb{T}_2, \]  
(17a)

\[ R_2(t) \leq \log_2 \left(1 + \frac{w_2(t)p_0}{d_2(t)^{\alpha_0} \sigma_0^2}\right), t \in \mathbb{T}_2 \cup \mathbb{T}_3, \]  
(17b)

\[ \sum_{i=1}^{2} R_i(t) \leq \log_2 \left(1 + \sum_{i=1}^{2} \frac{w_i(t)p_0}{d_i(t)^{\alpha_0} \sigma_0^2}\right), t \in \mathbb{T}_2. \]  
(17c)

For simplicity, some definitions will be exhibited in advance.

**Definition 1.** In the aforementioned discussed scenarios that two trains are served by one common BS, a rate pair \((R_1, R_2)\) can be reachable if the following constraints are satisfied.

\[
\begin{bmatrix}
R_1 \leq \min \{R_1(t) : t \in \mathbb{T}_1 \cup \mathbb{T}_2\} \\
R_2 \leq \min \{R_2(t) : t \in \mathbb{T}_2 \cup \mathbb{T}_3\}
\end{bmatrix} \tag{18}
\]

**Definition 2.** In the aforementioned discussed scenarios that two trains are served by one common BS, the achievable rate region \(\mathcal{R}\) is the closure of the set of the achievable rate pairs \((R_1, R_2)\) with the same average power constraints under arbitrary transmission strategy, that is,

\[ \mathcal{R} = \bigcup_{\{w_1(t), w_2(t)\}} \{ (R_1, R_2) \}. \]  
(19)

Consequently, the maximal boundary of \(\mathcal{R}\) can be employed to quantify the performance degradation triggered by the encountering process. Because two HSTs have to completely share the wireless channel resource during \(t \in \mathbb{T}_2\) and each of them has the common constraints on transmit powers, there exists a tradeoff between \(R_1\) and \(R_2\). Therefore, it is a multi-objective optimization to maximize the \(\mathcal{R}\). One feasible way is adopting the alternative approach iteratively. That is, to approach it by fixing one object first (e.g. fix the data rate \(R_2 \leq R_{\text{max}}\)), and then maximizing another one object. Both of the objects are alternatively updated. By utilizing the method as in [19], we can obtain the maximal achievable rate \(R_{\text{max}}\) in Eq. (16a) (taking \(H_2\) as an example), which is

\[ R_{\text{max}} = \log_2 \left(1 + \frac{p_0 \cdot 2L/v_0}{\int_{0}^{2L/v_0} d_2(t)^{\alpha_0} \sigma_0^2 / w_2^2 dt}\right). \]  
(20)
Based on this result, we define the conditional capacity function $C_{R_2}$.

**Definition 3.** When the data rate of $H_2$ is $R_2$, the conditional capacity function $C_{R_2}$ represents the maximal achievable rate of $H_1$.

According to this definition, the uplink achievable rate region $\mathcal{R}$ can be rewritten as

$$\mathcal{R} = \{(R_1, R_2) \mid 0 \leq R_1 \leq C_{R_2}, 0 \leq R_2 \leq R_{\max}\}. \quad (21)$$

Consequently, the original multi-objective optimization problem is degraded into a single objective optimization version, which can be rewritten as

$$C_{R_2} = \max_{\{w_1^i(t), w_2^i(t)\}} R_1 \quad (22)$$

s.t.

$$\frac{v_0}{2L} \int_{T_1 \cup T_2} p_1(t) dt \leq p_0, \quad (22a)$$

$$\frac{v_0}{2L} \int_{T_2 \cup T_3} p_2(t) dt \leq p_0. \quad (22b)$$

**B. Problem Solution**

According to Eq. (12), solving the optimal resource allocation for uplink beamforming in this case is equivalent to finding out the optimal amplitude excitation $f^i_s$ of the selected beam. Thus, the beamforming optimization problem can be rewritten as

$$C_{R_2} = \max_{\{f^i_1(t), f^i_2(t)\}} R_1 \quad (23)$$

s.t.

$$\frac{v_0}{2L} \int_{T_1 \cup T_2} f^1_s(t) dt \leq 1, \quad (23a)$$

$$\frac{v_0}{2L} \int_{T_2 \cup T_3} f^2_s(t) dt \leq 1. \quad (23b)$$

Within the effective region $0 \leq R_2 \leq R_{\max}$, the optimization in Eq. (23) should be considered piecewisely. Intuitively, adaptive resource allocation can enhance the system performance, while the corresponding appropriate arrangement on the order of encoding and decoding following the principle of information theory is very useful in the system design. Otherwise, it may have a
negative impact on the rate pair \((R_1, R_2)\). That is, for example in superposition coding, the lastly decoded information flow can get a higher energy efficiency. During the encountering process, if only one of the HSTs \((H_1 \text{ or } H_2)\) has the information transmission priority, where the priority can stand for the occasion that one of the HSTs has more delay-intolerant information urgent to be transmitted, the maximal achievable rate \(R_{\text{max}}'\) can be expressed as the following Proposition.

**Proposition 1.** If \(H_2\) has the priority during the encountering process, the maximal achievable rate of \(R_1\) under the power constraint in Eq. (23a-23b) is

\[
R_{\text{max}}' = \log_2 \left(1 + \frac{p_0 \cdot 2L/v_0}{M \cdot \int_{T_2} \frac{d_1(t)^{\alpha_0} \sigma_0^2}{w_1^2(t)} dt + \int_{T_1} \frac{d_1(t)^{\alpha_0} \sigma_0^2}{w_1^2(t)} dt} \right),
\]

where

\[
M = 1 + \frac{p_0 \cdot 2L/v_0}{\int_{T_2} \frac{d_2(t)^{\alpha_0} \sigma_0^2}{w_2^2(t)} dt}.
\]

The Proposition 1 can be simply derived by using the results in [20]. Likewise, when \(H_1\) has the priority during the encountering process, it can be discussed as above.

The rate region when neither of the HSTs has transmission priority will be given in the following Proposition.

**Proposition 2.** Let \(T_21\) and \(T_22\) denote the range of \([0, \lambda L/v_0]\) and \([\lambda L/v_0, (2 - \eta)L/v_0]\), respectively. If the data rate of \(R_2\) is given, the optimal resource allocation of uplink beamforming for \(H_1\) and \(H_2\) are

\[
f_s^1(t) = \begin{cases} 
\frac{d_1(t)^{\alpha_0} \sigma_0^2}{D_1^s p_0} (2^{C_{R_2}} - 1), & t \in T_1 \cup T_22 \\
\frac{d_1(t)^{\alpha_0} \sigma_0^2}{D_1^s p_0} (2^{C_{R_2}} - 1) \cdot 2^{R_2}, & t \in T_21 
\end{cases}
\]

\[
f_s^2(t) = \begin{cases} 
\frac{d_2(t)^{\alpha_0} \sigma_0^2}{D_2^s p_0} (2^{C_{R_2}} - 1), & t \in T_3 \cup T_21 \\
\frac{d_2(t)^{\alpha_0} \sigma_0^2}{D_2^s p_0} (2^{C_{R_2}} - 1) \cdot 2^{C_{R_2}}, & t \in T_22 
\end{cases}
\]

The expression of \(C_{R_2}\) under power constraint is

\[
C_{R_2} = \log_2 \left(1 + \frac{p_0 \cdot 2L/v_0}{\int_{T_3 \cup T_21} \frac{d_2(t)^{\alpha_0} \sigma_0^2}{w_2^2(t)} dt + \int_{T_22} \frac{d_2(t)^{\alpha_0} \sigma_0^2}{w_2^2(t)} dt} \right),
\]

where

\[
M = 1 + \frac{p_0 \cdot 2L/v_0}{\int_{T_22} \frac{d_1(t)^{\alpha_0} \sigma_0^2}{w_1^2(t)} dt}.
\]
and the value of λ can be recursively calculated by the average power constraint in Eq. (23a-23b).

The proof of Proposition 2 will be given in appendix A.

In fact, to achieve the maximum data rate of \( R_1 \), the decoding strategy should be appropriately designed. Namely, if the resource allocation beamforming amplitude excitation for \( H_2 \) is high enough to meet the data rate \( R_2 \), \( H_2 \) needs to give up the decoding priority during the encountering period. Otherwise, the decoding priority of \( H_2 \) is necessary in order to meet the data rate requirement. This conclusion in Proposition 2 can be extended to the occasion when \( R_1 \) is given.

To conclude it, the location-aided adaptive optimal resource allocation of uplink beamforming scheme to maximize the achievable rate region can be attained by using the results of Proposition 1 and 2, which can substantially alleviate the performance degradation introduced by encountering.

VI. Numerical Results

In this section, numerical results are presented. Assume that \( d_0 = 50 \) m, \( h_0 = 20 \) m, \( v_0 = 360 \) km/h, \( L = 800 \) m, \( \alpha_0 = 3 \), \( f_c = 2.4 \) GHz, \( \lambda = \frac{1}{f_c} \), \( d = \frac{\lambda}{2} \) and \( N = 128 \).

The tradeoff between \( \Theta_h \) and \( D \) is shown in Fig. 7 where for a given beamwidth restricted by the positioning error, the corresponding beam directivity is shown. It can be observed that

Fig. 7: The tradeoff between beam directivity and beamwidth.
Fig. 8: The variation of $d$ versus base station $\theta_b$ when the directivity is constant and $P_{th} = 0.7$, 0.8 and 0.9.

the beam directivity $D$ decreases with respect to beamwidth $\Theta_h$, where $\Theta_h$ varies from 0 to $\pi$. It also indicates that the beam directivity increases with total beam number.

As shown in Fig. 8 when $P_{th} = 0.7$, 0.8 and 0.9, the variation of directivity versus train location $\theta_b$ has been depicted. It can be observed that the directivity varies with respect to $\theta_b$, but there exists no monotonicity. When the BS is near to the edge of BS coverage, to guarantee the common beamforming rate, the beam number tends to be relatively large. However, when the BS is near the center of one beam, the beam number tends to be relatively small. It reflects the adaptation of directivity-beamwidth tradeoff in our optimization to guarantee diverse thresholds.

In addition, Fig. 8 shows that when the directivity is fixed, the variation of $\frac{d}{d'}$ is exactly the inverse of $\frac{N}{N'}$, where $d'$ represents the altered antenna spacing. The numerical results agree with that expressed in Lemma 1. It also indicates that to guarantee a better robustness, the antenna spacing needs to be designed as large as possible, which reduces the implementation complexity owing to the large space on the top of train.

The variation of directivity versus positioning error variance $\sigma$, when $P_{th} = 0.7$, 0.8 and 0.9 and $\theta_b = \frac{\pi}{4}$, are shown in Fig. 9. The directivity decreases linearly with $\sigma$ but increases with $P_{th}$ because larger $\sigma$ or $P_{th}$ means smaller beam number will be adopted so that the switching times among the beams will be decreased. That is, the switching drop probability will be reduced.

The achievable rate region in the two HSTs encountering scenario is illustrated in Fig. 10, which shows four cases: $\eta = 0, \eta = 0.8, \eta = 1.6$ and $\eta = 2$. When $\eta = 0$, it stands for the
worst case that the encountering time period of the two HSTs is the longest. When $\eta = 2$, it represents the two HSTs are served by different BSs, which achieves the largest achievable rate region. To exhibit the performance improvement, the achievable rate region of time/frequency division scheme (T/FDS) is presented (red line). It is obvious that compared with the worst case $\eta = 0$, due to the adoption of adaptive resource allocation of uplink beamforming and optimal decoding, the performance improvement is quite large.

In Fig. 11, a symmetric system is considered to study the performance degradation over encountering time, where both of the HSTs demand for the same data rate ($R_1 = R_2 = R_0$) in the encountering process. Three different transmit power constraints ($p_0 = 37$ dBm, 43 dBm, 47 dBm) are illustrated with the same resource allocation scheme for uplink beamforming. According to the simulation result, $R_0$ is a monotonous function of $\eta$. Therefore, the $\eta$ value can be treated as an impact factor on the wireless data rate during the encountering period, where the bigger the $\eta$ value, the less impact. In fact, the $\eta$ value can be predicted according to the HST location and velocity, which indicates that the potential optimal transmission strategy can be determined according to the amount and type of the real-time wireless transmission demands.

VII. CONCLUSIONS

In this paper, we first analyzed the beamforming design principles for massive MIMO system based on location information and then presented a low-complexity beamforming implementation.

Fig. 9: The variation of directivity versus positioning error variance $\sigma$ when $P_{th} = 0.7$, 0.8 and 0.9; $\theta_b = \frac{\pi}{4}$.
Fig. 10: The achievable rate region of uplink beamforming for two HSTs encountering scenario, in which $\eta = 0, \eta = 0.8, \eta = 1.6$ and $\eta = 2$.

scheme in high mobility scenario. Different from conventional beamforming schemes, our design needs neither acquiring UCCM and DCCM nor ED them, which not only substantially reduces the system complexity and on-line computational complexity, but also possesses a favourable robustness to the CSI estimations. Therefore, the proposed beamforming scheme can benefit the design of wireless communication system for HST. It is noted that the location information plays a paramount role in our scheme, where the tradeoff between beamwidth and directivity in

Fig. 11: The relation between $\eta$ and the data rate of a symmetric system, where the transmit power constraints are $p_0 = 37$ dBm, $p_0 = 43$ dBm, $p_0 = 47$ dBm.
this scenario and how to maximize directivity under diverse positioning accuracies to guarantee efficient transmission are crucial, especially in engineering design of HST wireless communication systems. Finally, aiming to solve the system performance deterioration in future high traffic density HST network, an explicit closed-form expression of optimal location-aided resource allocation of uplink beamforming scheme was presented when two HSTs need to be served by one BS. By utilizing the HST location information, we can adjust the beamforming scheme according to the estimated encountering time of two HSTs, which can alleviate the performance degradation during their encountering period according to different transmission priorities.
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APPENDIX A

In the time period $T_{21}$, $H_2$ has the decoding priority and in the time period $T_{22}$, $H_1$ has the decoding priority. During the time period $t \in T_{21} \cup T_1$ for $H_2$ and $t \in T_3 \cup T_{22}$ for $H_1$, it is similar to a single HST scenario, where the optimal resource allocation of beamforming scheme is similar as in [19]. Therefore, for $H_1$ ($t \in T_{21} \cup T_1$), the power allocation coefficient is

$$f_s^1 = \frac{d_1(t)\sigma_0^2}{D_s^1p_0}(2^{C_{R_2}} - 1).$$

Similarly, the power allocation coefficient for $H_2$ when $t \in T_{21} \cup T_1$ is

$$f_s^2 = \frac{d_2(t)\sigma_0^2}{D_s^2p_0}(2^{R_2} - 1).$$

In the time period $T_{21}$ for $H_1$, since the $H_2$ possesses a high decoding priority, the transmission from $H_2$ is treated as noise in the decoding process. Thus, the optimal resource allocation of beamforming scheme $f_s^1$ for $H_1$ can be achieved with fixed data rate $R_2$ as in [21], which is similar to our previous work in [18] and therefore, can be expressed as

$$f_s^1 = \frac{d_1(t)\sigma_0^2}{D_s^1p_0}(2^{C_{R_2}} - 1) \cdot 2^{R_2}.$$  

It is the same when $H_1$ has the decoding priority in time period $T_{22}$, where the optimal resource allocation of beamforming scheme $f_s^2$ is
This completes the proof of Proposition 2.
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