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Abstract

It has been recently pointed out, that nonlocal Nambu–Jona-Lasinio models, may present unphysical thermodynamical behavior like negative pressure and oscillating entropy. Here we show how these thermodynamic instabilities can be related to the analytical structure of the poles of the quark propagator in the model. The analysis is carried out for two different regulators and we show, in each case, how the instabilities are related to the presence of highly unstable poles. We also argue that the softening of these instabilities by the inclusion of the Polyakov loop is related to the effect the latter has on the poles of the propagator.
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1. Introduction

Nonperturbative QCD and the description of the QCD phase diagram are topics of intense research. Among the different approaches to nonperturbative QCD, the use of effective models has proven to be a powerful tool in studying thermodynamics and the phase diagram. Particularly, the Nambu–Jona-Lasinio (NJL) model and its nonlocal version (nNJL) have been extensively used for studying thermodynamics of the low energy limit of QCD.

In a few recent articles, it has been shown that some odd thermodynamical behavior may occur when working with nNJL models. Negative pressure and oscillating entropy are some of the problems encountered in these cases. This kind of behaviors is referred to as thermodynamic instabilities. In this article, we show that the thermodynamic instabilities are produced by the presence of some poles in the light quark propagator. The quasiparticle interpretation of the poles of the propagator allows us to comment on the physical meaning of these poles and their relation to the thermodynamic instabilities.

Reference also shows that the inclusion of the Polyakov loop in nNJL models, produces a softening effect on the thermodynamic instabilities. Here, we consider the effect of the Polyakov loop on the poles of the light quark propagator, in order to understand the reason behind the softening of thermodynamic instabilities.

2. Thermal nonlocal NJL model.

We start by considering the nonlocal NJL model described by the Euclidean Lagrangian

$$\mathcal{L}_E = \bar{\psi}(x)(-i\partial + m)\psi(x) - \frac{G}{2} j_\alpha(x)j_\alpha(x),$$

where $\psi(x)$ is a light quark field of bare mass $m$. Nonlocality is incorporated through the currents

$$j_\alpha(x) = \int d^4y d^4z \, r(y - x)r(z - x)\bar{\psi}(y)\Gamma_\alpha\psi(z),$$

where $\Gamma_\alpha = (1, iy^5x^5)$. The function $r(x)$ in (2) is called the regulator of the model. A bosonization procedure is usually performed through the introduction of a scalar ($\sigma(x)$) and pseudoscalar ($\pi(x)$) field, and the mean field approximation is taken.

The light quark propagator in Minkowski space is then

$$S_0 = i \frac{q + \Sigma(-q^2)}{q^2 - \Sigma^2(-q^2)},$$

where $\Sigma$ is the self energy, and $S_0$ is the free propagator.
instabilities. This kind of instability may then produce unphysical behavior like negative pressure and oscillating entropy [1, 2]. Since \( \sigma \) behaves like the chiral condensate, it should decrease monotonically with temperature so, any rising of this instability will be considered as a signal of instability. This kind of instability may then produce unphysical behavior like negative pressure and oscillating entropy [1, 2]. \( \sigma \) will be the main quantity on which we will concentrate in studying thermodynamic instabilities.

3. Thermodynamic instabilities.

Let us start by considering the nNJL model with a Gaussian regulator

\[
q^2 = M^2 = M^2 \pm i M T,
\]

with \( M \) the constituent mass of the quark and \( \Gamma \) its decay width. Although different identifications can be made (e.g. \( M = M \pm i \Gamma /2 \)), we will restrain to the one in Eq. (4) for simplicity. We can then distinguish three different kinds of poles in the propagator: Real poles: Poles with \( M^2 > 0 \) and \( \Gamma = 0 \) are real poles that correspond to free (deconfined) particle states. Well defined complex poles: Poles with \( M^2 > 0 \) and \( 0 < \Gamma \ll M \) are interpreted as confined quasiparticles with a finite decay width. Ill defined complex poles: Poles with \( M^2 < 0 \) or \( \Gamma \geq M \) are objects that cannot be clearly identified with particle states.

The usual bosonization procedure and the mean field approximations are then performed [9, 10]. We finally arrive to the gap equation

\[
\frac{\partial \Omega_{MF}}{\partial \sigma} = g_0(\bar{\sigma}) + \hat{g}(\sigma, T) = 0,
\]

where

\[
g_0(\bar{\sigma}) = \bar{\sigma} \frac{N_c}{\pi^2} \int_0^{\infty} dq_E q_E^2 \Sigma(q_E^2) \Sigma(q_E^2)
\]

\[
\hat{g}(\sigma, T) = \frac{N_c}{\pi^2} \sum_M \left[ Z(M^2) \Sigma(-M^2) r^2(-M^2) \right. \\
\left. \times \int dk k^2 \left[ \frac{2n_F(E)}{E} + \left( M^2 \to (M^2) \right) \right] \right] \cdot
\]

where \( n_F(z) = (1 + e^E) \) is the Fermi-Dirac distribution, \( q_E \) is the momentum in Euclidean space, i.e. \( q_E^2 = -q^2 \) and, as usual, \( E = \sqrt{q^2 + M^2} \). In the NJL model \( \sigma \) and the chiral condensate are related. \( \sigma(T) \) can be obtained then from Eq. (5) and is an order parameter for the chiral phase transition. This means that the overall thermodynamical information of the model is enclosed on the behavior of \( \sigma(T) \) or, equivalently, in the poles of the propagator \( M \). Therefore, we will regard any unphysical behavior in \( \sigma(T) \) as a thermodynamic instability. Since \( \sigma(T) \) behaves like the chiral condensate, it should decrease monotonically with temperature so, any rising of \( \sigma(T) \) with temperature will be considered as a signal of instability. This kind of instability may then produce unphysical behavior like negative pressure and oscillating entropy [1, 2]. \( \sigma(T) \) will be the main quantity on which we will concentrate in studying thermodynamic instabilities.
Figure 2: Behavior of \( \bar{\sigma} \) as a function of temperature. The solid line corresponds to set A and the dashed line to set B. In both cases the the first three poles of the propagator are being considered.

Fig. 2 shows the behavior of \( \bar{\sigma}(T) \) for both sets of parameters. While set B shows no sign of thermodynamic instability, set A presents a bump near \( T \approx 100 \) MeV. As we stated above, all of the thermodynamic information of the model is enclosed in the poles of the propagator. This means that the odd behavior exhibited by \( \bar{\sigma} \) must be related to the analytical structure of the poles of the propagator. If one removes the ill defined complex pole of set A, then the instability can be corrected. This will be shown more clearly in our next example.

Let us now consider a fractional Lorentzian regulator of the form

\[
\gamma^2(q_0^2) = \frac{1}{1 + \left(\frac{q_0^2}{\Lambda^2}\right)^{3/2}}.
\]

in Euclidean space. This regulator is inspired by lattice data from the light quark propagator [8]. In order to study the poles of the propagator we need to Wick rotate into Minkowski space. This means we need to define what we will understand by the multivalued function \((-q_0^2)^{3/2}\), by defining \(q_0^2/\Lambda^2 \equiv Re^\theta\) and taking

\[
(-q_0^2/\Lambda^2)^{3/2} = R^{3/2}e^{3i(\theta+\pi)/2}.
\]

In this manner we keep the multivalued nature of our functions and the poles of the propagator will occur in two Riemman sheets.

Fig. 3 shows the poles of the propagator for the fractional Lorentzian regulator. We have four poles: A well defined complex pole \( \mathcal{M}_1 \) and three ill defined complex poles \( \mathcal{M}_{2,3,4} \). One would then expect to have a thermodynamic instability in the model due to \( \mathcal{M}_{2,3,4} \). However, if we solve the gap equation considering only \( \mathcal{M}_1 \) no such instability should appear.

Fig. 3: Poles of the propagator for the half-integer Lorentzian regulator.

Fig. 4 shows the behavior of \( \bar{\sigma}(T) \) as a function of temperature. The solid line corresponds to the solution obtained from counting all the poles. The dashed line is the solution from counting only \( \mathcal{M}_1 \) and the dotted line is the solution from counting only \( \mathcal{M}_2, \mathcal{M}_3 \) and \( \mathcal{M}_4 \).

Fig. 4 shows that the instability is present when considering all poles but dissapears once the ill defined complex poles are neglected. Furthermore, the instability grows if only ill defined complex poles are taken into account. We can say then that while ill defined complex poles cause instabilities, real and well defined complex pole exhibit the expected behavior from a condensate.

In [1] the authors show how these instabilities are softened through the inclusion of the Polyakov loop. Since we have seen how these instabilities are produced, the Polyakov loop should then have a stabilizing effect on the poles in order to soften the instability. In order
to see that let us include the Polyakov loop in the model and work in the Polyakov gauge as in \cite{10,12}. The light quark propagator becomes

\begin{equation}
S(\phi, q) = \frac{\rho + \Sigma}{(q^2 - \Sigma^2(q)) \left( (q^2 - \Sigma^2(q) - \phi^2/4)^2 + q^2\phi^2 \right)^{1/2}} K, \tag{12}
\end{equation}

where \(\phi\) is the only component of the gluon fields that survives after we specify our gauge and \(K\) is a matrix with no singularities whose explicit form is not relevant for us. In Eq. (12) we see that the usual poles of the propagator are still present, but new poles have been included through the second factor in the denominator. Since the Polyakov loop softens these instabilities, the quasiparticles associated with the new poles should be more stable than the previous ones. This is illustrated in Fig. 5

![Figure 5: Behavior of the of the first pole of the propagator for the Gaussian regulator with parameter set A.](image)

4. Conclusions

We have discussed the appearance of thermodynamic instabilities in nNJL models with Gaussian and fractional Lorentzian regulators. We showed how these instabilities are related to the presence of ill defined complex poles in the propagator of the model. The thermodynamic instabilities can then be eliminated by simply selecting a set of parameters such that the propagator has no ill defined complex poles (e.g. set B for the Gaussian regulator in this article). This can be considered as a new requirement for the chosen set of parameters. However, it may be the case that such set of parameters cannot be found. In this case one can still eliminate the instabilities by selecting only some poles to be considered in the propagator. This can be done in a well defined manner if one is working in the real time formalism. When calculating the real time thermal propagator from the spectral density function (SDF), the integration contour used to compute the SDF can be modified in order to exclude the ill defined complex poles \cite{10}.

We also show how the softening effect of the Polyakov loop, is related to the inclusion of new poles of the propagator together with the Polyakov loop. The quasiparticle states asociated with this new poles are more stable than what is found at vanishing Polyakov loop. Therefore, the thermodynamic instabilities are softened because the contribution from ill defined complex poles to the gap equation is diminished.
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