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Abstract. Nowadays, due to the rapid growth of information technology, data representation has to be performed in several ways. Data file includes text, images, audio, video, and animations, which are large and require lots of space in the hard disk. The Video file consists of sequence of images to be framed in single entity. Image Compression is the effective way to reduce the storage space and speedup the transmission. The Video transmission incurs higher bandwidth requirements. It is necessary to transfer the high quality images to the user devices without loss and latency. This gives encouragement to the researchers to find acceptable compression algorithms. Even though many compression schemes exist, there will be the need for fast compression algorithms which produce acceptable quality images or video with minimum size. This paper presents a survey of various research articles about the image or video compression techniques.
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1. INTRODUCTION
Video file occupies more space. Uncompressed full HD video requires 10.5 GB per minute. If a smart phone is used to shoot your video, 1080p video takes about 130 MB per minute, while 4K video takes up 375 MB per minute with standard 30 frames per second. Since video files require large space and limited bandwidth, video compression is used to reduce the file size.

Video compression techniques are used for reducing and removing the redundancy in video data. The compressed video file is smaller such that the video can be quickly transmitted over the network. The compression efficiency depends upon bit rate for a given resolution and frame rate. For lower bit rates, compression will be more efficient. In case the image quality is reduced, Video compression may be lossy. For lossy compression, efficient compression technique can be developed to provide good quality video. Even though the compressed video differs from the original, the differences are not clearly visible to the naked eye.
Video can be represented as a series of still frames. The sequence of frames contains both spatial and temporal redundancy. Many video compression algorithms use both spatial compression and temporal compression.
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Figure 1. Working of Video Compression Approach

Figure 1 shows the working approach of video compression. First, the input uncompressed video is split into number of frames of images. Second, selection of set of frames is made. Third, frames are reordered after compression and finally, video has been constructed to produce the compressed video. The deframing is done by generating sequence of images. The number of images generated for 1 second of video is between 12 to 24 images. Set of frames are selected and reordered to produce a compressed video. There are several methods available for the video compression.

The objective of video compression is to provide the video content with low bit-rate, maintaining the good quality picture. Compression can be carried by identifying redundancy and removing it. Mostly video compression demands high quality video for encoding and transmission. However, a good quality video requires more amount of storage and network bandwidth.

2. VIDEO COMPRESSION TECHNIQUES

2.1 Block Matching Techniques

Block Matching algorithm helps to find motion vector for each blocks within a search range and finds a best match that minimize error measure. Motion Vector is defined as the displacement of block location from current frame to the reference frame. Block Matching Techniques consists of three components namely block determination, search method and matching criteria. Block Determination specifies the size and position of Blocks in the current frame. The Search method used to indentify candidate block in the reference frames. Matching criteria is use to find the best match among the blocks in the reference frames. Motion Estimation [1] based temporal prediction is employed in MPEG video. In this technique, high quality video can be obtained which incurs slight cost for the coding.

2.2 DCT Based Video Compression

Discrete Cosine Transform [2] based video compression provides scalability. The compression mainly checks for the presence of redundancies among the several frames and correlation between them. Initially, Videos are converted into individual frames and DCT is applied to each frames. DCT converts the entire pixel values into frequency representation residing the high frequency pixels. The frames are compressed and made into sequence to form compressed video. This technique provides high compression ratio and gives better compressed quality video. This framework can be enhanced using video encoders to achieve higher quality video frames, high frame rate with high resolution.

2.3 DWT Based Video Compression
Discrete Wavelet Transform (DWT) is well known for its image processing and analysis techniques [3]. The wavelets time frequency representation performs sign handling applications. DWT results in better mutilation image quality over the existing techniques.

The DWT architectures available in lifting based, convolution-based and B-spline based designs. The lifting based architectures were mostly preferred since they require less multipliers and adders. B-spline-based architectures proposed along with DWT to reduce the number of multipliers utilizing B-spline factorization [4]. The redundant discrete wavelet transformation (RDWT) is used for motion estimation and compensation in video compression [5]. DWT based Video Compression provides high compression ratio, low mean square error and high peak signal to noise ratio.

2.4 Hybrid Wavelet Fractal based Video Compression

Hybrid Wavelet Fractal compression [6] is based on self similarity within the images. The important thing in fractal based compression is to find the range for each image blocks. This makes the encoding computationally very expensive. The decoding is much faster than encoding and it depends on number of iterations. The convergence usually takes no more than 4-8 iterations. Fractal Video compression partitions the video data and then exploiting the self-similarity present in the video to reduce redundancy. Wavelets are introduced in fractal based Video Compression to achieve high compression gain and fidelity error. Compression ratio decreases as the wavelet passes increases. This can be applicable for 2D fractal images. Unfortunately, 3D fractal compression algorithm is unrealistic.

2.5 Frame Difference based Video Compression

In [7], frame difference based video compression is presented by the author. In this approach, the method extracts the frames from the input video then extracts the set of features. This measures the difference between neighboring and adjacent frames. If the frame difference is higher, the frames are selected for video generation while the lower frame difference results in frame rejection. Three different methods are suggested for frame rejection. In Zero difference approach, the frames are eliminated when there is no difference between neighboring and adjacent frames occurs. In mean difference approach, the frame difference with less value than the mean value gets removed. In percentage difference approach, based on percentage value of difference, the compression is performed.

2.6 Deep Frame Interpolation based Video Compression

In [8], by providing the dense motion compensation, deep frame interpolation network for video compression solves the block based motion vector problem between the consecutive frames. Each frame’s are coded with bi-directional inter-prediction by adding one reference frame. The HEVC bit stream is modified to use reference frame. Deep interpolated frames are entropy coded to reduce syntax size. Deep frame interpolation manages several types of geometrical distortions by providing compact motion compensation. In [9], a codebook comprising of set of interpolation filters is proposed to attain rate-distortion.

2.7 Machine Learning based Video Compression

The boon of multimedia technological advancement gives rise to the significant advancement in video compression. Machine learning based compression [10] offers improved capabilities on complex data. This can be performed by automated analytical model with dynamic prediction. This type of machine learning approach fails in case of untrained videos since incapable of performing encoding operation.
In [11], a new approach is adopted for the problem of image compression with auto-encoders. The computational complexity of the proposed method has not been compared with the existing codec’s approximately. However, training the model on such dataset would require some high-end equipment and a considerable amount of time.

2.8 Deep Learning based Video Compression

With the latest advancement in Deep Learning techniques, Convolutional Neural Network (CNN) based video compression framework is proposed in [12]. Huffman Coding and Scalar Quantization techniques are used to encode feature maps into bit streams.

For 32x32 block, with H.264/AVC Deep Neural Network based video compression shows similar coding efficiency in compressing the video signal but it promises the great potential for future video coding.

There are several other deep learning frameworks are widely used for research such as TensorFlow [13], more recently PyTorch [14]. In the case of the Tensorflow framework, the networks are defined statically, where trainable weights and bias are defined as variable Tensors. These networks can be run inside a Session that initializes the necessary components of the framework to execute a neural network and registers the trainable variables that must be tracked to be optimized.

In the case of the PyTorch framework, the networks are defined as dynamic graphs in which user applied a set of methods during execution to create a neural network. By encapsulating the users can override the forward propagation of an empty network to define a custom architecture.

The training of this type of networks is possible due to the Auto-Grad feature (Automatic Gradient Differentiation) [15]. In comparison, Tensorflow provides a wider range of implemented operations and is established as a reference in deep learning for both research and production.

2.9 RNN based Video Compression

Recurrent Neural Network (RNN) is a hierarchical network in which the input needs hierarchical process in the form of a tree. Recurrent Neural Network can be extended overtime. In [16], the method trains the images and selects the frames for compression based on classification. The author proposed a new approach for pre and post processing using RNN. The framework consists of scalable parts which allow transmitting the frames and reconstructing with high accuracy. This algorithm works along with classic codec H.264. Recurrent Neural Network is used to analyze dynamic terrestrial behavior.

2.10 DNN based Video Compression

Conventional Video compression uses predictive coding. In [17], proposed End-to-end Deep Video Compression Framework to optimize the tradeoff between compression ratio and quality. Motion estimation and compression are not accomplished by deep models. Deep models provide accurate motion information at pixel-level, which can be optimized end-to-end. Correspondingly, deep models are faster than the Conventional Video compression. Based on this framework, new approaches for optical flow, bi-directional prediction and control rate can be analyzed. Deep Neural Network provides powerful non-linear representation.

2.11 Region of Interest based Video Compression
In this approach [18], ROI Detection Algorithm (RDA) is based on spatiotemporal coherent region detection from color and motion similarity analysis and posing the problem of grouping of these regions as an optimization problem. Color and positional similarity evaluation has been done using graph-cut in feature space; and motion similarity assessment has been done using phase-correlation based motion segmentation. By combining the color, motion and positional similarity, background regions are segregated and the initial ROI regions are generated. In the next step, the initial ROI regions are grouped to form the final Region(s) of Interest. In grouping model, predicate D is defined, for evaluation of two spatio-temporal regions. This is based upon dissimilarities among neighboring elements and adaptive with respect to the local characteristics of the data. This predicate determines the cost for the cluster. ROI region grouping algorithm aims at minimization of grouping cost of the entire scene.

2.12 Light Field based Video Compression

Light field video normally captured by arrays of cameras represents tens to hundreds of images at a instance. In [19], Light Field based Video Compression method reduces the storage requirements by more than 95% while maintaining the visual quality. Combining with ROI and Light Field technique, the compression method can protect 5% to 7% bitrates in compared with conventional Light Field video compression technique. In [20], Content based light field method provides good visual quality with improved compression efficiency. In [21], presented a new approach for Surface Light Field based on B-Spline wavelet thereby achieving competitive rate-distortion with low decoder complexity.

2.13 Object based Video Compression

In this type of video compression, different objects are matched with the frames for compression. In [22], video encoding structure achieves object detection, diminishes time based variations, provides rate-distortion and destroys redundant temporal fluctuations. In [23], hybrid object based video compression; a new object segmentation tool is incorporated for both objects and blocks results in high prediction accuracy. Along with spline-based representation, the scheme provides improved coding efficiency compared with the classical object-based coding.

2.14 Color Spaced based Video Compression

This approach extracts the color space from the initial image. The frame selection is done based on the similarity of color space measurements. In [24], the experiment was conducted for a set of 39 HDR video which utilizes cutting edge methodology. Based on this, compression efficiency, quality and complexity of the images gets derived.

2.15 Learning CCTV Compression

In CCTV, for digitizing signal 150mbps of digital stream can be achieved with lot of redundant information. Generally CCTV compression algorithms are lossy, because of higher compression ratio.

There are two categories of CCTV compression available namely Frame and Stream based compression. Besides Frame based compression, Stream based compression is widely used and provides more storage and simple transmission.

The following are the Stream based CCTV Compression Algorithms:

- JPEG2000
- MJPEG (Motion JPEG)
Motion JPEG is the most common compression algorithm for stream based CCTV compression. MJPEG is most suitable for video storage.

In terms of compression ratio, MPEG-4 is three times more efficient than MJPEG. However, it will be a wrong choice for the systems having 5-6 frames.

H.264 is 50-80% efficient than MPEG-4. For limited bandwidth, MPEG-4 and H.264 algorithms are suitable.

In JPEG2000, instead of DCT wavelet transform is used. JPEG2000 provides good quality image. Another advantage is that, it is good for motion detection algorithm since decompresses lower resolution. JPEG2000 requires high system performance thereby making it complex. Table 1 shows Comparison of Video Compression Techniques.

3. Comparative Study

Table 1. Comparison of Video Compression Techniques

| Compression Method                           | Pros                                      | Cons                             |
|---------------------------------------------|-------------------------------------------|----------------------------------|
| Block Matching Technique                    | Finds the Motion Vector                   | Need Codec incurs high cost      |
|                                             | Predicts the best match                   |                                  |
|                                             | Minimizes Error Measure                   |                                  |
| DCT                                         | Provides High Compression Ratio           | Need Enhanced Video Codec        |
|                                             | Good Quality Compressed Video             |                                  |
| DWT                                         | High Compression Ratio                    | Some loss of information         |
|                                             | Low MSE                                   |                                  |
|                                             | High PSNR                                 |                                  |
| Hybrid Wavelet Fractal based Video Compression | Reduce Redundancy                         | Complex Coding                   |
|                                             | High Compression Gain                     |                                  |
| Frame Difference based Video Compression    | Number of Frames selected is reduced      | Higher Compression Accuracy      |
|                                             |                                          |                                  |
| Deep Frame Interpolation based Video Compression | Frames are selected based upon            | Low Compression Ratio            |
|                                             | Interpolation Feature                     |                                  |
| Machine Learning based Video Compression    | Dynamic Prediction                       | Higher Time Complexity           |
|                                             | High Compression Ratio                    |                                  |
| Deep Learning based Video Compression       | Auto-Grad feature                         | Higher Time Complexity           |
|                                             | Dynamic Prediction                        |                                  |
|                                             | High Compression Ratio                    |                                  |
| RNN based Video Compression                | Dynamic Prediction                        | Hierarchy Process Time Complexity|
|                                             | Extended overtime                         |                                  |
| DNN based Video Compression                | Accurate Motion Information               | Hierarchy Process Time Complexity|
|                                             |                                          |                                  |
| ROI based Video Compression                | Selection of Frames based on ROI          | Time Complexity                  |
|                                             | High Compression Ratio                    |                                  |
| Light Field based Video Compression        | High Compression Ratio                    | Complexity                       |
Compression | High Quality Compressed Video
--- | ---
Object Based Video Compression | Selection of Frames based on objects. High Compression Ratio | Needs Cutting Edge Methodology
Color Spaced Based Video Compression | Selection of Frames based on colors. Reduces the frames | Illumination and Lightning affects.

There are some other works that were identified as closely related to the task of video Compression.

Compression of digital video is carried out with different bit rate. In [25], a new method for the retrieval of compressed video from disk to the video server is effectively proposed. Algorithms are derived for the allocation and reservation of resources. With this kind of method, the system can be utilized more effectively and efficiently.

In [26], a novel multiview video coding scheme is presented to improve the compression efficiency. In this video coding scheme, views are grouped as base and enhancement is made. Video encoder is used to code the estimated view based on dependent geometry. Rendering Techniques are used to generate the prediction images for the views. Further coding efficiency can be increased by adopting interpolation and depth estimation.

In [27], by the extraction of video latent representation, Recurrent Neural Network (RNN) can be used in spatio-temporal networks in order to improve video recognition tasks. RNN is used to identify the actions in the latent space. When reconstructing the video sequence from the latent inputs, these representations are more accurate and they provide some better results.

Adversarial network architecture [28], is proposed for real time up-sampling super-resolution videos. In this method, video quality gets improved. This architecture shows that adversarial training is important for video processing and with further exploration; this can be adopted for video compression.

In [29], presents a new architecture for predicting the frames from small video sequences. This architecture achieves considerable results in frame prediction windows by exploring temporal redundancy and capturing dependencies in the sequential frames. This can be employed further in prediction based architecture.

A Novel distributed video coding scheme in [30], is introduced for adaptive puncturing. The distributed coding sends more parity bits but with a lower bit rate. This scheme shows that the compression result gets improved by redirecting the parity bits.

In [31], a new framework is proposed for the wavelet transform with SPIHT algorithm. The wavelet transform provides motion selection instead of motion estimation technique. By combining SPIHT algorithm with DWT, certain improvements can be viewed in speed, memory, redundancy, error resilience, complexity, and compression ratio.

In [32], 3D SPIHT video coding scheme is introduced based on partitioning. In this scheme, even though there is no motion estimation and compensation involved, provides good visualization. This coding scheme provides greater scalability.

4. Conclusion
This paper presents a detailed survey on various methods of video compression for space reduction and efficient transmission over the network bandwidth. As part of analyzing the video compression techniques, we can understand different methods have different implications. Further studies may be carried out based on several hybrid compression models. This survey paper will be helpful for the researchers, academicians who are carrying their work on video compression and to identify the problem level.
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