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Abstract

Half of wavefunction information is undetected by conventional transmission electron microscopy (CTEM) as only the intensity, and not the phase, of an image is recorded. Following successful applications of deep learning to optical hologram phase recovery, we have developed neural networks to recover phases from CTEM intensities for new datasets containing 98340 exit wavefunctions. Wavefunctions were simulated with cTEM multislice propagation for 12789 materials from the Crystallography Open Database. Our networks can recover 224 wavefunctions in ~25 ms for a large range of physical hyperparameters and materials, and we demonstrate that performance improves as the distribution of wavefunctions is restricted. Phase recovery with deep learning overcomes the limitations of traditional methods: it is live, not susceptible to distortions, does not require microscope modification or multiple images, and can be applied to any imaging regime. This paper introduces multiple approaches to CTEM phase recovery with deep learning, and is intended to establish starting points to be improved upon by future research. Source code and links to our new datasets and pre-trained models are available at https://github.com/Jeffrey-Ede/one-shot.
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1. Introduction

Information transfer by electron microscope lenses and correctors can be described by wave optics[1] as electrons exhibit wave-particle duality[2, 3]. In a model electron microscope, a system of condenser lenses directs electrons illuminating a material into a planar wavefunction, \( \psi_{inc} (r, z) \), with wavevector, \( \mathbf{k} \). Here, \( z \) is distance along its optical axis in the electron propagation direction, described by unit vector \( \mathbf{z} \), and \( r \) is the position in a plane perpendicular to the optical axis. As \( \psi_{inc}(r, z) \) travels through a material in fig. 1a, it is perturbed to an exit wavefunction, \( \psi_{exit}(r, z) \), by a material potential.

The projected potential of a material in direction \( \mathbf{z} \), \( U(r, z) \), and corresponding structural information can be calculated from \( \psi_{exit}(r, z) \)[4, 5]. For example,

\[
U(r) \approx \text{Im}(\psi_{exit}(r, z) \exp(i\varphi) - \langle \psi_{exit}(r, z) \rangle_r) / \lambda \xi \sin(\pi z / \xi),
\]  

(1)

for a typical crystal system well-approximated by two Bloch waves[4]. Here \( \varphi \) is a distance between Bloch wavevectors, \( \lambda \) is the electron wavelength, \( \xi \) is an extinction distance for two Bloch waves, \( \langle \ldots \rangle_r \) denotes an average with respect to \( r \), and \( \text{Im}(z) \) is the imaginary part of \( z \). Other applications of \( \psi_{exit}(r, z) \)[6] include information storage, point spread function deconvolution, improving contrast, aberration correction[7], thickness measurement[8], and electric and magnetic structure determination[9, 10]. Exit wavefunctions can also simplify comparison with simulations as no information is lost.

In general, the intensity, \( I(S) \), of a measurement with support, \( S \), is

\[
I(S) = \int_{s \in S} |\psi(s)|^2 \, ds.
\]  

(2)

A support is a measurement region, such as an electron microscope camera[11, 12] element. Half of wavefunction information is lost at measurement as \( |\psi|^2 \) is a function of amplitude, \( A > 0 \), and not phase, \( \theta \in [-\pi, \pi] \),

\[
|\psi|^2 = |A \exp(i\theta)|^2 = A^2 |\exp(i\theta)|^2 = A^2.
\]  

(3)
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We emphasize that we define A to be positive so that |ψ|² → A is bijective, and ψ sign information is in exp(iθ). Phase information loss is a limitation of conventional single image approaches to electron microscopy, including transmission electron microscopy[13] (TEM), scanning transmission electron microscopy[14] (STEM), and scanning electron microscopy[15] (SEM).

In the Abbe theory of wave optics[16] in fig. 1b, the projection of ψ to a complex spectrum, ψdiff(q), in reciprocal space, q, at the back focal plane of an objective lens can be described by a Fourier transform (FT)

$$\psi_{\text{diff}}(q) = \text{FT}[\psi_{\text{exit}}(r)] = \int \psi_{\text{exit}}(r) \exp(-2\pi i q \cdot r) \, dr.$$  \tag{4}

In practice, ψdiff(q) is perturbed to ψpert by an objective aperture, Eap, coherence, Ecob, chromatic aberration, Echr, and lens aberrations, χ, and is described in the Fourier domain[1] by

$$\psi_{\text{pert}}(q) = E_{\text{ap}}(q)E_{\text{cob}}(q)E_{\text{chr}}(q) \exp(-i\chi(q))\psi_{\text{diff}}(q).$$  \tag{5}

where

$$E_{\text{ap}}(q) = \begin{cases} 1, & \text{for } |q| \leq k\theta_{\text{max}} \\ 0, & \text{for } |q| > k\theta_{\text{max}} \end{cases}$$  \tag{6}

$$E_{\text{cob}}(q) = \exp\left(-\frac{(\nabla \chi(q))^2(k\chi_{\text{cob}})^2}{4\ln(2)}\right)$$  \tag{7}

$$E_{\text{chr}}(q) = \exp\left(-\frac{1}{2}\left(\frac{\pi k C_c \Delta E}{U_a^2}(q^2)^2\right)\right)$$  \tag{8}

$$\chi(\theta, \phi) = \sum_{n=0}^{\infty} \sum_{m=0}^{n+1} C_{n,m,a}q^{n+1}\cos(m\phi) + \sum_{n=0}^{\infty} \sum_{m=0}^{n+1} C_{n,m,b}q^{n+1}\sin(m\phi) \quad n + 1$$  \tag{9}

for an objective aperture with angular extent, θmax. illumination aperture with angular extent, θcob, energy spread, ΔE, chromatic aberration coefficient of the objective lens, Cc, relativistically corrected acceleration voltage, Ua, aberration coefficients, Cn,m,a and Cn,m,b, angular inclination of perturbed wavefronts to the optical axis, φ, angular position in a plane perpendicular to the optical axis, θ, m, n ∈ N0, and m + n is odd.

All waves emanating from points in Fourier space interfere in the image plane to produce an image wave, ψimg(r), mathematically described by an inverse Fourier transform (FT⁻¹)

$$\psi_{\text{img}}(r) = \text{FT}^{-1}[\psi_{\text{pert}}(q)] = \int \psi_{\text{pert}}(q) \exp(2\pi i q \cdot r) \, dq.$$  \tag{10}

Information transfer from ψexit to measured intensities can be modified by changing χ. Typically, by controlling the focus of the objective lens. However, half of ψexit information is missing from each measurement. To overcome this limitation, a wavefunction can be iteratively fitted to a series of aligned images with different χ[17, 18, 19, 20]. However, collecting an image series, waiting for sample drift to decay, and iterative fitting delays each ψexit measurement. As a result, aberration series reconstruction is unsuitable for live exit wavefunction reconstruction.

Electron holography[1, 18, 21] is an alternative approach to exit wavefunction reconstruction that compares ψexit to a reference wave. Typically, a hologram, Iholog, is created by moving a material off-axis and introducing an electrostatic biprism after the objective aperture. The Fourier transform of a
Möllenstedt biprismatic hologram is\cite{1}

$$\text{FT}(I_{\text{hol}}(r)) = \text{FT}(1 + |\psi_{\text{exit}}(r)|^2) + \mu \text{FT}(\psi_{\text{exit}}(r)) \otimes \delta(q - q_s) + \mu \text{FT}(\psi_{\text{inst}}(r)) \otimes \delta(q + q_s),$$

where $\psi_{\text{exit}}(r)$ is the complex conjugate of $\psi_{\text{exit}}(r)$, $|q_s|$ is the carrier frequency of interference fringes, and their contrast,

$$\mu = \mu_{\text{coh}} |\mu_{\text{inst}}| |\mu_{\text{MTF}}|,$$

is given by source spatiotemporal coherence, $\mu_{\text{coh}}$, inelastic interactions, $\mu_{\text{inst}}$, instabilities, $\mu_{\text{inst}}$, and the modulation transfer function\cite{22}. $\text{MTF}$, of a detector. Convolutions with Dirac $\delta$ in eqn. 11 describe sidebands in Fourier space that can be cropped, centered, and inverse Fourier transformed for live exit wavefunction reconstruction. However, off-axis holograms are susceptible to distortions and require meticulous microscope alignment as phase information is encoded in interference fringes\cite{1}, and cropping Fourier space reduces resolution\cite{21}.

Artificial neural networks (ANNs) have been trained to recover phases of optical holograms from single images\cite{23}. In general, this is not possible as there is an infinite number of physically possible $\theta$ for a given $A$. However, ANNs are able to leverage an understanding of the physical world to recover $\theta$ if the distribution of possible holograms is restricted, for example, to biological cells. Non-iterative methods that do not use ANNs to recover phase information from single images have also been developed. However, they are limited to defocused images in the Fresnel regime\cite{24}, or to non-planar incident wavefunctions in the Fraunhofer regime\cite{25}.

One-shot phase recovery with ANNs overcomes the limitations of traditional methods: it is live, not susceptible to off-axis holographic distortions, does not require microscope modification, and can be applied to any imaging regime. In addition, ANNs could be applied to recover phases of images in large databases, long after samples may have been lost or destroyed. In this paper, we investigate the application of deep learning to one-shot exit wavefunction reconstruction in conventional transmission electron microscopy (CTEM).

2. Exit Wavefunction Datasets

To showcase one-shot exit wavefunction reconstruction, we generated 98340 exit wavefunctions with cITEM\cite{27, 28} multislice propagation for 12789 CIFs\cite{29} downloaded from the Crystallography Open Database\cite{30, 31, 32, 33, 34, 35} (COD). Complex 64 bit 512×512 wavefunctions were simulated for CTEM with acceleration voltages in [80, 200, 300] kV, material depths along the optical axis uniformly distributed in [5, 100] nm, material widths perpendicular to the optical axis in [5, 10] nm, and crystallographic zone axes $(h, k, l)$ $h, k, l \in [0, 1, 2]$. Materials are padded on all sides with 0.8 nm of vacuum in the image plane, and 0.3 nm along the optical axis, to reduce simulation artefacts. Finally, crystal tilts to each axis were perturbed by zero-centered Gaussian random variates with standard deviation 0.1°. We used default values for other cITEM hyperparameters.

Multislice exit wavefunction simulations with cITEM are based on \cite{36}. Simulations start with a planar wavefunction, $\psi$, travelling along a TEM column

$$\psi(x, y, z) = \exp\left(\frac{2 \pi iz}{\lambda}\right).$$

where $x$ and $y$ are in-plane coordinates, and $z$ is distance travelled. After passing through a thin specimen, with thickness $\Delta z$, wavefunctions are approximated by

$$\psi(x, y, z + \Delta z) = \exp(i \sigma V_z(x, y, \Delta z) \psi(x, y, z)$$

with

$$\sigma = \frac{2 \pi m e \lambda}{h^2},$$

where $V_z$ is the projected potential of the specimen at $z$, $m$ is relativistic electron mass, $e$ is fundamental electron charge, and $h$ is Planck’s constant.

For electrons propagating through a thicker specimen, cumulative phase change can described by a specimen transmission function, $t(x, y, z)$, so that

$$\psi(x, y, z + \Delta z) = t(x, y, z) \psi(x, y, z)$$

with

$$t(x, y, z) = \exp\left(\frac{i \sigma}{\pi} \int_{z}^{z+\Delta z} V(x, y, z') dz'\right).$$

A thin sample can be divided into multiple thin slices stacked together using a propagator function, $P$, to map wavefunctions between slices. A wavefunction at slice $n$ is mapped to a wavefunction at slice $n + 1$ by

$$\psi_{n+1}(x, y) \leftarrow P(x, y, \Delta z) \otimes [I_n(x, y) \psi_n(x, y)]$$

where $\psi_0$ is the incident wave in eqn. 13. Simulations with cITEM are based on OpenCL\cite{37}, and use
The propagator is calculated in reciprocal space

\[ P(k_x, k_y) = \exp(-\pi \alpha k^2 \Delta z), \tag{19} \]

where \( k_x, k_y \) are reciprocal space coordinates, and \( k = (k_x^2 + k_y^2)^{1/2} \). As Fourier transforms are used to map between reciprocal and real space, propagator and transmission functions are band limited to decrease aliasing.

Projected atomic potentials are calculated using Kirkland’s parameterization\[36\], where the projected potential of an atom at position, \( p \), in a thin slice is

\[
\begin{align*}
\nu_p(x, y) &= 4\pi^2 e r_{\text{Bohr}} \sum_i a_i K_0(2\pi r_p b_i^{1/2}) + \\
2\pi^2 e r_{\text{Bohr}} \sum_i c_i \exp\left(-\frac{\pi^2 r_p^2}{d_i}\right),
\end{align*}
\tag{20}
\]

where \( r_p = [(x - x_p)^2 + (y - y_p)^2]^{1/2} \), \( x_p \) and \( y_p \) are the coordinates of the atom, \( r_{\text{Bohr}} \) is the Bohr radius, \( K_0 \) is the modified Bessel function\[39\], and the parameters \( a_i, b_i, c_i, \) and \( d_i \) are tabulated for each atom in \[36\].

Nominally, \( n = 3 \). However, we also use \( n = 1 \) to investigate robustness to alternative simulation physics. In effect, simulations with \( n = 1 \) are for an alternative universe where atoms have different potentials. Every atom in a slice contributes to the total projected potential

\[ V_z = \sum_p \nu_p. \tag{21} \]

After simulation, a 320×320 region was selected from the center of each wavefunction to remove edge artefacts. Each wavefunction was divided by its magnitude to prevent an ANN from inferring information from an absolute intensity scale. In practice, it is possible to measure an absolute scale; however, it is specific to a microscope and its configuration.

Table 1: New datasets containing 98340 wavefunctions simulated with cITEM are split into training, unseen, validation, and test sets. Unseen wavefunctions are simulated for training set materials with different simulation hyperparameters. Kirkland potential summations were calculated with \( n = 3 \) or truncated to \( n = 1 \) terms, and dashes (-) indicate subsets that have not been simulated. Datasets have been made publicly available at \[26\].

| Dataset                  | \( n \) | Train | Unseen | Validation | Test | Total  |
|--------------------------|--------|-------|--------|------------|------|--------|
| Multiple Materials       | 1      | 25325 | 1501   | 3569       | 4563 | 389258 |
| Multiple Materials       | 3      | 24530 | 1544   | 3999       | 8395 | 37868  |
| Multiple Materials, Restricted | 3  | 8002  | -      | 1105       | 2763 | 11870  |
| In\(_2\)K\(_2\)Se\(_2\)Sn\(_2\)\(_2\)8 \(\text{In}_{1.5}\) | 1      | 3856  | -      | 963        | -    | 4819   |
| In\(_2\)K\(_2\)Se\(_2\)Sn\(_2\)\(_2\)8 \(\text{In}_{1.5}\) | 3      | 3861  | -      | 964        | -    | 4825   |

Figure 2: Crystal structure of In\(_{1.5}\)K\(_2\)Se\(_2\)Sn\(_2\)\(_2\)8 projected along Miller zone axis \([001]\). A square outlines a unit cell.

To investigate ANN performance for multiple materials, we partitioned 12789 CIFs into training, validation, and test sets by journal of publication. There are 8639 training set CIFs: 150 New Journal of Chemistry, 1034 American Mineralogist, 1998 Journal of the American Chemical Society, and 5457 Inorganic Chemistry. In addition, there are 1216 validation set CIFs published in Physics and Chemistry of Materials, and 2927 test set CIFs published in Chemistry of Materials.

Wavefunctions were simulated for three random sets of hyperparameters for each CIF, except for a small portion of examples that were discarded because CIF format or simulation hyperparameters were unsupported. Partitioning by journal helps to test the ability of an ANN to generalize given that wavefunction characteristics are expected to vary with journal.

New simulated wavefunction datasets are tabulated in table 1 and have been made publicly available at \[26\]. In total, 76826 wavefunction have been simulated for multiple materials. To investigate ANN performance as...
the distribution of possible wavefunctions is restricted, we also simulated 11870 wavefunctions with smaller simulation hyperparameter upper bounds that reduce ranges by factors close to 1/4. In addition, we simulated 9644 wavefunctions for a randomly selected single material, In$_{1.7}$K$_2$Se$_{28}$Sn$_{2.28}$, shown in fig. 2. Datasets were simulated for Kirkland potential summations in eqn. 20 to $n = 3$, or truncated to $n = 1$ terms. Truncating summations allows alternative simulation physics to be investigated.

3. Artificial Neural Networks

To reconstruct an exit wavefunction, $\psi_{\text{exit}}$, from its amplitude, $A$, an ANN must recover missing phase information, $\theta$. However, $\theta \in [-\infty, \infty]$, and restricting phase support to one period of the phase is complicated by cyclic periodicity. Instead, it is convenient to predict a periodic function of the phase with finite support. We use two output channels in fig. 3 to predict phase components, $\cos \theta$ and $\sin \theta$, where $\psi = A(\cos \theta + i \sin \theta)$.

Each convolutional layer[41, 42] is followed by batch normalization[43], then activation, except the last layer where no activation is applied. Convolutional layers in residual blocks[44] are ReLU[45] activated, whereas slope 0.1 leaky ReLU[46] activation is used after other convolutional layers to avoid dying ReLU[47, 48, 49]. In denomination, channelwise L2 normalization imposes the identity $|\exp(i\theta)| = 1$ after the final convolutional layer.

In initial experiments, batch normalization was frozen halfway through training, similar to [50]. However, scale invariance before L2 normalization resulted in numerical instability. As a result, we updated batch normalization parameters throughout training. Adding a secondary objective to impose a single output scale; such as a distance between mean L2 norms and unity, slowed training. Nevertheless, L2 normalization can be removed for generators that converge to low errors if $|\exp(i\theta)| = 1$ is implicitly imposed by their loss functions.

For direct prediction, generators were trained by ADAM optimized[51] stochastic gradient descent[52, 53] for $i_{\text{max}} = 5 \times 10^5$ iterations to minimize adaptive learning rate clipped[54] (ALRC) mean squared errors (MSEs) of phase components. Training losses were calculated by multiplying MSEs by 10 and ALRC layers were initialized with first raw moment $\mu_1 = 25$, second raw moment $\mu_2 = 30$, exponential decay rates $\beta_1 = \beta_2 = 0.999$, and $n = 3$ standard deviations. We used an initial learning rate $\eta_0 = 0.002$, which was stepwise exponentially decayed[55] by a factor of 0.5 every $i_{\text{max}}/7$ iterations, and a first moment of the momentum decay rate, $\beta_1 = 0.9$.

In practice, wavefunctions with similar amplitudes may make output phase components ambiguous. As a result, a MSE trained generator may predict a weighted mean of multiple probable phase outputs, even if it understands that one pair of phase components is more likely. To overcome this limitation, we propose training a generative adversarial network[56] (GAN) to predict most probable outputs. Specifically, we propose training a discriminator, $D$, in fig. 4 for a function, $f$, of amplitudes, and real and generated output phase components. This will enable an adversarial generator.
G, to learn to output realistic phases in the context of their amplitudes.

There are many popular GAN loss functions and regularization mechanisms[57, 58]. Following [59], we use mean squared generator, $L_G$, and discriminator, $L_D$, losses, and apply spectral normalization to the weights of every convolutional layer in the discriminator

$$L_D = (D(f(\psi)) - 1)^2 + D(f(G(\psi)))^2$$

$$L_G = (D(f(G(\psi))) - 1)^2,$$

where $f$ is a function that parameterizes $\psi$ as the channelwise concatenation of $\{A\cos \theta, A\sin \theta\}$. Multiplying generated phase components by input $A$ conditions wavefunction discrimination on $A$, ensuring that the generator learns to output physically probable $\theta$. Other parameterizations; such as the channelwise concatenation of $\{A, \cos \theta, \sin \theta\}$ could also be used. There are no biases in the discriminator.

Concactenation of conditional information to discriminator inputs and feature channels is investigated in [60, 61, 62, 63, 64, 65, 66, 67]. Projection discriminators, which calculate inner products of generator outputs and conditional embeddings, are an alternative that achieve higher performance in [68]. However, blind compression to an embedded representation would reduce wavefunction information, potentially limiting the quality of generated wavefunctions, and may encourage catastrophic forgetting[69].

Both generator and discriminator training was ADAM optimized for $5 \times 10^7$ iterations with base learning rate $\eta_G = \eta_D = 0.0002$, and first moment of the momentum decay, $\beta_1 = 0.5$. To balance generator and discriminator learning, we map the discriminator learning rate to

$$\eta'_D = \frac{\eta_D}{1 + \exp(-m(\mu_D - c))},$$

where $\mu_D$ is the running mean discrimination for generated wavefunctions, $D(f(G(\psi)))$, tracked by an exponential moving average with a decay rate of 0.99, and $m = 20$ and $c = 0.5$ linearly transform $\mu_D$.

To augment training data, we selected random $w \times w$ crops from 320×320 wavefunctions. Each crop was then subject to random combination of flips and $\pi/2$ rad rotations to augment our datasets by a factor of eight. We chose wavefunction size $w = 224$ for direct prediction and $w = 144$ for GANs, where $w$ is smaller for GANs as discriminators add to GPU memory requirements. ANNs were trained with a batch size of 24.

### 4. Experiments

In this section, we investigate phase recovery with ANNs as the distribution of wavefunctions is restricted. To directly predict $\theta$ for $A$, we trained ANNs for multiple materials, multiple materials with restricted simulation hyperparameters, and $\text{In}_{1.7}\text{K}_2\text{Se}_8\text{Sn}_{2.28}$. We also trained a GAN for $\text{In}_{1.7}\text{K}_2\text{Se}_8\text{Sn}_{2.28}$ wavefunctions. Experiments are repeated with the summation in eqn. 20 truncated from $n = 3$ to $n = 1$, to demonstrate robustness to simulation physics.

Distributions of generated phase component mean absolute errors (MAEs) for sets of 19992 validation examples are shown in fig. 5, and moments are tabulated in table 2. We used up to three validation sets, which cumulatively quantify the ability of a network to generalize to unseen transforms; combinations of flips, rotations and translations, simulation hyperparameters; such as thickness and voltage, and materials. In comparison, the expected error of the $r$th moment of phase components, $E[g(G(\psi)) - f(\theta)^r]$, where $g \in \{\cos, \sin\}$, for uniform random predictions, $x \sim U(-1, 1)$, and uniformly distributed phases, $\theta \sim U(-\pi, \pi)$, is

$$E[|x - g(\theta)|^r] = \int_{-\pi}^{\pi} \rho(x) \rho(\theta) |x - g(\theta)|^r \, d\theta \, dx,$$

where $\rho(\theta) = 1/2\pi$ and $\rho(x) = 1/2$ are uniform probability density functions for $\theta$ and $x$, respectively.
Figure 5: Frequency distributions show 19992 validation set mean absolute errors for neural networks trained to reconstruct wavefunctions simulated for multiple materials, multiple materials with restricted simulation hyperparameters, and In$_{1.7}$K$_2$Se$_8$Sn$_{2.28}$. Networks for In$_{1.7}$K$_2$Se$_8$Sn$_{2.28}$ were trained to predict phase components directly; minimising squared errors, and as part of generative adversarial networks. To demonstrate robustness to simulation physics, some validation set errors are shown for $n = 1$ and $n = 3$ simulation physics. We used up to three validation sets, which cumulatively quantify the ability of a network to generalize to unseen transforms; combinations of flips, rotations and translations, simulation hyperparameters; such as thickness and voltage, and materials. A vertical dashed line indicates an expected error of 0.75 for random phases, and frequencies are distributed across 100 bins.

Table 2: Means and standard deviations of 19992 validation set errors for unseen transforms (trans.), simulations hyperparameters (param.) and materials (mater.). All networks outperform a baseline uniform random phase generator for both $n = 1$ and $n = 3$ simulation physics. Dashes (-) indicate that validation set wavefunctions have not been simulated.
The first two moments are $E[|x - g(\theta)|] = 3/4$ and $E[|x - g(\theta)|^2] = 5/6$; making the expected standard deviation $0.520$.

All ANN MAEs have lower means and standard deviations than a baseline random phase generator, except a $In_1K_2Se_8Sn_{2.28}$ generator applied to other materials. ANNs do not have prior understanding of propagation equations or dynamics. As a result, experiments demonstrate that ANNs are able to develop and leverage a physical understanding to recover $\theta$. ANNs are trained for Kirkland potential summations in eqn. 20 to $n = 3$ and $n = 1$ terms, demonstrating a robustness to simulation physics. Success with different simulation physics motivates the development of ANNs for real physics; approximated by $n = 3$ simulation physics.

Validation set MAEs increase as wavefunction restrictions are cumulatively reduced from unseen transforms used for data augmentation during training, to unseen simulation parameters, and unseen materials. For example, MAEs are 0.600 and 0.614 for ANNs trained for multiple materials, increasing to 0.708 and 0.768 for ANNs trained for $In_1K_2Se_8Sn_{2.28}$. This shows that MAEs increase for materials an ANN is unfamiliar with, approaching MAEs of 0.75 expected for a uniform random phase generator where there is no familiarity.

Wavefunctions are insufficiently restricted for multiple materials. Validation MAEs of 0.333 and 0.513 for unseen transforms diverge to 0.600 and 0.614 for unseen simulation hyperparameters and materials. In addition, a peak near 0.15 decreases, and MAE density around 0.75 increases. Taken together, this indicates that multiple material ANNs are able to recognize and generalize to some wavefunctions; however, their ability to generalize is limited. Further, frequency distribution tails exceed 0.75 for all validation sets. This may indicate that the generator struggles with material and simulation or hyperparameter combinations that produce wavefunctions with unusual or unpalatable characteristics. However, we believe the tail is mainly caused by combinations that produce different wavefunctions with similar amplitudes.

Validation divergence decreases as the distribution of wavefunctions is restricted. For example, frequency distributions have almost no tail beyond 0.75 for simulation hyperparameter ranges reduced by factors close to 1/4. Validation divergence is also reduced by training for $In_1K_2Se_8Sn_{2.28}$, a single material. Restricting the distribution of wavefunctions is an essential part of one-shot wavefunction reconstruction, otherwise there is an infinite number of possible $\theta$ for $A$.

![Figure 6](image.png)

**Figure 6:** Training mean absolute errors are similar with and without adaptive learning rate clipping (ALRC). Learning curves are 2500 iteration boxcar averaged.

To investigate an approach to reduce prediction weighting for $A$ with a range of probable $\theta$, we trained GANs for $In_1K_2Se_8Sn_{2.28}$. Training as part of a GAN acts as a regularization mechanism, lowering validation divergence. However, a GAN requires a powerful discriminator to understand the distribution of possible wavefunctions and can be difficult to train. In particular, $n = 3$ wavefunctions have lower local spatial correlation than $n = 1$ wavefunctions at our simulation resolution, which made it more difficult for our $n = 3$ GAN to learn.

Training loss distributions have tails with high losses. As a result, we used ALRC to limit high errors. A comparison of training with and without ALRC is in fig. 6. Validation MAEs for unseen materials have mean 0.600 and standard deviation 0.334 with ALRC, and mean 0.602 and standard deviation 0.338 without ALRC. Differences between validation MAEs is insignificant, so ALRC is not helping for training with batch size 24. This behavior is in-line with results in the ALRC paper[54], which shows that ALRC becomes less effective as batch size increases. Nevertheless, ALRC may be help lower error if generators are trained with smaller batch sizes. In particular, if the wavefunction distribution is restricted so errors are low, removing the need for L2 normalization at the end of the generator, and therefore decreasing dependence on batch normalization.

Examples of ANN phase recovery are shown in fig. 7 alongside crystal structures highlighting the structural information producing exit wavefunctions. Results are for unseen materials and an ANN trained for multiple materials with restricted simulation hyperparameters. Wavefunctions are presented for NaCl[70] and
Figure 7: Exit wavefunction reconstruction for unseen NaCl, B$_2$BeLaO$_3$, PbZr$_{0.65}$Ti$_{0.35}$O$_3$, CdTe, and Si input amplitudes, and corresponding crystal structures. Phases in [−π, π) rad are depicted on a linear greycale from black to white, and show that output phases are close to true phases. Wavefunctions are cyclically periodic functions of phase so distances between black and white pixels are small. Si is a failure case where phase information is not accurately recovered. Miller indices label projection directions.
elemental Si as they are simple materials with widely recognised structures. Other materials belong to classes that are widely investigated: B$_3$BeLaO$_7$[71] is a non-linear optical crystal, PbZr$_{0.45}$Ti$_{0.55}$O$_3$[72] is ferroelectric used in ultrasonic transducers[73] and ceramic capacitors[74], and CdTe is a semiconductor used in solar cells[75]. The Si example is also included as typical failure case for unfamiliar examples. In this case, possibly because the Si crystal structure is unusually simple. Additional sheets of example input phases, generated phases, and true phases for each ANN will be provided as supplementary information with the published version of this preprint.

5. Discussion

This paper describes an initial investigation into CTEM one-shot exit wavefunction reconstruction with deep learning, and is intended to be a starting point for future research. We expect that ANN architecture and learning policy can be substantially improved; possibly with AdaNet[76], Ludwig[77], or other automatic machine learning[78] algorithms, and we encourage further investigation. In this spirit, all of our source code[79] (based on TensorFlow[80]), cITEM simulation software[27], and new wavefunction datasets[26] have been made publicly available. Training for each network was stopped after a few days on an Nvidia 1080 Ti GPU, and losses were still decreasing. As a result, this paper presents lower bounds for performance.

To demonstrate robustness to simulation physics, Kirkland potential summations in eqn. 20 were calculated with $n = 3$, or truncated to $n = 1$ terms, for different datasets. For further simulations, compiled cITEM versions with $n = 1$ and $n = 3$ have been included in our project repository[79]. Source code for cITEM is also available with separate pre-releases[27]. Summations with $n = 3$ approximate experimental physics, whereas $n = 1$ is for an alternative universe with different atom potentials.

Our experiments do not include aberrations or detector noise. This restricts the distribution of wavefunctions and makes it easier for ANNs to learn. However, distributions of wavefunctions were less restricted than possible in practice, and ANNs can remove noise[81]. As a result, we expect one-shot exit wavefunction to be applicable to experimental images. A good starting point for future research may be materials where the distribution of wavefunctions is naturally restricted. For example, graphene[82] and other two-dimensional materials[83], select crystals at atomic resolution[84], or classified images; such as biological specimens[85, 86] after similar preparation.

Information about materials, expected ranges of simulation hyperparameters, and other metadata was not input to ANNs. However, this variable information is readily available and could restrict the distribution of wavefunctions; improving ANN performance. Subsequently, we suggest that metadata embedded by an ANN could be used to modulate information transfer through a convolutional neural network by conditional batch normalization[87]. However, metadata is typically high-dimensional, so this may be impractical beyond individual applications.

By default, large amounts of metadata is saved to Digital Micrograph image files (e.g. dm3 and dm4) created by Gatan Microscopy Suite[88] software. Metadata can also be saved to TIFFs[89] or other image formats preferred by electron microscopists using different software. In practice, most of this metadata describes microscope settings; such as voltage and magnification, and may not be sufficient to restrict the distribution of wavefunctions. Nevertheless, most file formats support the addition of extra metadata that is readily known to experimenters. Example information may include estimates for stoichiometry, specimen thickness, zone axis, temperature, the microscope and its likely aberration range, and phenomena exhibited by materials in scientific literature. ANNs have been developed to embed scientific literature[90], so we expect that it will become possible to include additional metadata as a lay description.

In this paper, ANNs are trained to reconstruct $\psi$ from $A$, and therefore follow a history of successful deep learning applications to accelerated quantum mechanics[91, 92]. In contrast, experimental holograms are integrated over detector supports. Although probability density, $|\psi(S)|^2$, at the mean support, $\bar{S}$, can be factored outside the integral of eqn. 2 if spatial variation is small, $\nabla_X \rightarrow 0$, and $S$ is effectively invariant,

$$I(S) \approx |\psi(S)|^2 \int_{S} ds,$$

these restrictions are unrealistic. In practice, we do not think the distinction is important as ANNs have learned to recover optical $\theta$ from $I[23]$. To discourage ANNs from gaming their loss functions by predicting an average of probable phase components, we propose training GANs. However, GANs are difficult to train[93, 69], and GAN training can take longer than with MSEs. For example, our validation set GAN MAEs are lower than for MSE
training after $5 \times 10^5$ iterations. We also found that GAN performance can be much lower for some wavefunctions; such as those with low local spatial correlation. High performance for large wavefunctions also requires powerful discriminators; such as [94], to understand their distribution.

Overall, we expect GANs to become less useful the more a distribution of wavefunctions is restricted. As the distribution becomes more restricted, a smaller portion of the distribution has similar amplitudes with substantially different phases. In part, we expect this effect already lowers MAEs as distributions are restricted. Another contribution is restricted physics; which makes networks less reliant on identifying features. As a result, we expect the main use of GANs in phase recovery to be improving wavefunction realism.

6. Conclusions

We have simulated five new datasets containing 98340 CTEM exit wavefunctions with cTEM. The datasets have been used to train ANNs to reconstruct wavefunctions from single images. In this initial investigation, we found that ANN performance improves as the distribution of wavefunctions is restricted. One-shot exit wavefunction reconstruction overcomes the limitations of aberration series reconstruction and holography: it is live, does not require experimental equipment, and can be applied as a post-processing step indefinitely after an image is taken. We expect our results to be generalizable to other types of electron microscopy.

7. Supplementary Information

This work is intended to establish starting points to be improved on by future research. In this spirit, our new datasets[26], cTEM simulation software[27], and source code with links to pre-trained models[79] has been made publicly available.

In appendices, we build on Abbe’s theory of wave optics to propose a new approach to phase recovery with deep learning. The idea is that wavefunctions could be learned from large datasets of single images; avoiding the difficulty and expense of collecting experimental wavefunctions. Nevertheless, we also introduce a new dataset containing 1000 512x512 experimental focal series. In addition, a supplementary document will be provided with the published version of this preprint with sheets of example input amplitudes, output phases, and true phases for every ANN featured in this paper.
We propose introducing a faux CTF, $\hat{\psi}_{exit} = G(\hat{\psi}_{img}, m)$.

The faux CTF can be used to generate an image wavefunction

$$\hat{\psi}_{img} = FT^{-1}(c' FT(\hat{\psi}_{exit})).$$

If the faux distribution is realistic, $D$ can be trained to discriminate between $|\hat{\psi}'_{img}|$ and $|\psi_{img}|$. For example, by minimizing the expected value of

$$L_D = D(|\psi_{img}|, m)^2 + (D(|\hat{\psi}'_{img}|, m') - 1)^2,$$

where $m' \neq m$ if metadata describes different CTFs. A cycle-consistent adversarial generator can then be trained to minimize the expected value of

$$L_G = D(|\hat{\psi}'_{img}|, m)^2 + \lambda ||G(|\psi_{img}|, m) - G(|\hat{\psi}'_{img}|, m')||_2^2,$$

where $\lambda$ weights the contribution of the adversarial and cycle-consistency losses. The adversarial loss trains the generator to produce realistic wavefunctions, whereas the cycle-consistency loss trains the generator to learn unique solutions.

Alternatively, CTFs could be preserved by mapping

$$G(|\hat{\psi}'_{img}|, m) \rightarrow FT^{-1}(FT(G(|\hat{\psi}'_{img}|, m))/c'),$$

when calculating the L2 norm in eqn. 31. If CTFs are preserved by this mapping, $c'$ is a relative; rather than absolute, CTF and $c'c$ is the CTF of $\hat{\psi}'_{img}$.

Two of our experimental datasets containing 17267 TEM and 16227 STEM images are available with our new wavefunction datasets[26]. However, the images are unlabelled to anonymise contributors; limiting metadata available to restrict a distribution of wavefunctions.

Appendix B. Experimental Focal Series

As a potential starting point for experimental one-shot exit wavefunction reconstruction, we have made 1000 focal series publicly available[26]. We have also made simple focal series reconstruction code available at [79]. Alternatively, refined focal and tilt series reconstruction (FTSR) software is commercially available[95]. Each series consists of 14 32-bit 512x512 TIFFs, data downsampled from 4096x4096 with MATLAB[96] and default antialiasing. All series were created with a common, quadratically increasing[20] defocus series. However, spatial scales vary and must be fitted as part of reconstruction.