A Semi-Supervised Tri-CatBoost Method for Driving Style Recognition
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Abstract: Driving style recognition plays a key role in ensuring driving safety and improving vehicle traffic efficiency. With the development of sensing technology, data-driven methods are more widely used to recognize driving style. However, adequately labeling data is difficult for supervised learning methods, while the classification accuracy is not sufficiently approved for unsupervised learning methods. This paper proposes a new driving style recognition method based on Tri-CatBoost, which takes CatBoost as base classifier and effectively utilizes the semi-supervised learning mechanism to reduce the dependency on data labels and improve the recognition ability. First, statistical features were extracted from the velocity, acceleration and jerk signals to fully characterize the driving style. The kernel principal component analysis was used to perform nonlinear feature dimension reduction to eliminate feature coupling. CatBoost is an ensemble of symmetric decision trees whose symmetry structure endows it fewer parameters, faster training and testing, and a higher accuracy. Then, a Tri-Training strategy is employed to integrate the base CatBoost classifiers and fully exploit the unlabeled data to generate pseudo-labels, by which the base CatBoost classifiers are optimized. To verify the effectiveness of the proposed method, a large number of experiments are performed on the UAH DriveSet. When the labeling ratio is 50%, the macro precision of Tri-CatBoost is 0.721, which is 15.7% higher than that of unsupervised K-means, 1.6% higher than that of supervised GBDT, 3.7% higher than that of Self-Training, 0.7% higher than that of Co-training, 1.5% higher than that of random forest, 6.7% higher than that of decision tree, and 4.0% higher than that of multilayer perceptron. The macro recall of Tri-CatBoost is 0.744, which is also higher than other methods. The experimental results fully demonstrate the superiority of this work in reducing label dependency and improving recognition performance, which indicates that the proposed method has broad application prospects.
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1. Introduction

A driver’s driving style is an important factor that needs to be considered in energy management systems and advanced driver assistance systems of electric vehicles [1,2]. It can be understood as a driving tendency, which influences the driver to complete driving tasks [3,4]. The recognition of driving style is helpful to understand driving behaviors. And it is an essential condition to enhance traffic safety, promote energy efficiency, and improve driving comfort. Therefore, the accurate recognition of driving style is attracting extensive research interests [5,6].
The existing driving style recognition methods are mainly divided into three types: the rule-based method, the model-based method and the data-driven method [1]. The rule-based method classifies the driving style according to the predefined thresholds [7]. The model-based approach describes the driving style by establishing an appropriate mathematical model [8]. However, rule-based methods mainly rely on technical knowledge and expertise, which may be inflexible and incomplete. On the other hand, mathematical models are complicated and difficult to establish due to the complexity and uncertainty of driving behaviors. In contrast, the data-driven method derives the style recognition model directly from the historical driving data using statistical and machine learning methods. This type of method has the advantages of high accuracy, low complexity, and strong generalization ability [9–11]. Therefore, a large number of data-driven methods have been applied to the recognition of driving style.

As one of the most important data-driven methods, the supervised learning method has achieved good results in the field of driving style recognition. Wang et al. developed an efficient driving style recognition method based on the support vector machine, which classifies drivers as aggressive and moderate [12]. Brombacher et al. used an artificial neural network to calculate aggressive scores for driving styles. According to the detected driving events, the overall driving style is divided into five types [13]. Xie et al. utilized a random forest as the style classification model for maneuver-based driving behaviors [14]. Sun et al. established a model based on the multi-dimension gaussian hidden Markov process to achieve accurate and reliable driving style recognition [15]. Although the supervised learning method has a satisfactory classification performance, a mass of labeled data is indispensable. If the labeled data are limited, the trained classifier cannot have strong classification ability. Moreover, it is difficult to provide high-quality labels for a large amount of data, which requires a lot of time and effort [16]. Therefore, for supervised learning methods, the reliance on the labeled data severely limits their practical application in the identification of driving style.

To avoid the problem of data labeling, some researchers have attempted to carry out unsupervised algorithms on unlabeled data for driving style recognition. Guo et al. proposed an unsupervised deep learning method. The method uses an autoencoder for feature learning and then performs driving style clustering recognition through a self-organizing network [17]. Ozgul et al. evaluated the performance of various unsupervised clustering methods on driving style recognition, such as k-means, spectral clustering, balanced iterative reducing and clustering using hierarchies [18]. Feng et al. used the support vector clustering to implement a driving style classification method based on driving events [19]. The essence of these methods is to discover the underlying structure of different driving styles from collected data directly, without manual intervention. The main advantage of unsupervised learning is that the classification does not require labeling data. Moreover, unsupervised learning is easy to deploy, and does not rely on a priori experience. However, the classification performance of unsupervised learning methods is not accurate enough. For boundary data between two styles, the classification difficulty is particularly significant. Therefore, the recognition ability of unsupervised learning methods makes it difficult to meet the requirements of practical driving style recognition.

Based on the above analysis, it is of great significance to develop a driving style recognition method that not only reduces the dependence on labels but also has a good performance. Compared with other semi-supervised strategies, Tri-Training can use the disagreement between three base classifiers to mine information contained in unlabeled data more effectively. Thus, Tri-Training [20] is very suitable for driving style recognition under limited labels. For Tri-Training, the selection of base classifier is of great importance. Categorical Boosting (CatBoost) [21] has an excellent classification accuracy and generalization ability, and it is the primary choice of base classifier comparing with other data-driven methods.

To solve the above challenges, this paper proposes an effective semi-supervised driving style recognition method. First, a large number of features are extracted from velocity data using statistical methods to characterize driving styles. Then, the kernel principal component analysis is used for nonlinear dimensionality reduction to eliminate the feature redundancy. Finally, Tri-CatBoost is
proposed to identify driving styles, combining the advantages of the semi-supervised learning strategy Tri-Training and the ensemble learning classification algorithm CatBoost. In this method, the unlabeled data are used to extend labeled data to optimize three CatBoost base classifiers through the Tri-Training strategy. Moreover, each base classifier plays an equivalent role and is further fused into a strong classifier. By learning the potential information contained in unlabeled data, the proposed method can reduce the demand for labeled data and effectively identify driving styles. The contributions of this paper are as follows:

- The semi-supervised learning strategy, Tri-Training, is applied to driving style recognition for the first time. It can fully mine the information of unlabeled data to reduce the label dependency and help to train a better recognition model. The introduction of the concept of semi-supervised learning provides a new research idea for driving style recognition.
- The CatBoost algorithm is performed as the base classifier for driving style recognition. As an improved ensemble learning algorithm, it has powerful classification and generalization capabilities. It can ensure accurate estimation of driving styles and is of great significance for accelerating practical applications of autonomous driving in intelligent transportation.
- A large number of comparisons with different supervised learning methods, semi-supervised strategies, and base classifiers are performed. The experimental results verify that the proposed method can improve the classification precision and recall compared to the existing methods when labeling data is limited. The comparison provides an effective evaluation on using semi-supervised for classic classification issues.

The rest of this paper is organized as follows. Section 2 demonstrates the main mechanism of the proposed method. Section 3 introduces the experimental data and feature processing. Section 4 validates the proposed method through lots of experiments and analyzes the results. Section 5 discusses the main findings of the study. Section 6 draws a conclusion.

2. The Proposed Method

2.1. Framework

The framework of the proposed semi-supervised driving style recognition method is shown in Figure 1. The proposed method uses a large number of unlabeled data to assist labeled data to improve learning performance. The method includes two stages: the offline stage and the online stage. In the offline stage, after data segmentation, feature extraction is used to form multiple indicators to represent the driving style. Kernel Principal Component Analysis (KPCA) is used to realize nonlinear dimensionality reduction, and standardization is used to accelerate convergence. Then, the driving style recognition model is built through the Tri-Training strategy. Specifically, three CatBoost classifiers are initialized with labeled data and are used to determine the pseudo-labels of unlabeled data. The pseudo-labeled data and the raw labeled data are put together to retrain classifiers. The three classifiers are iteratively updated and are finally ensemble into the semi-supervised recognition model Tri-CatBoost. In the online stage, the online data are processed in the same way as in the training stage, and are then provided for the trained Tri-CatBoost model to obtain the result of driving style recognition.
2.2. Feature Extraction

The velocity signal $v(t)$ is the basic data for driving style recognition. In addition, the acceleration $a(t)$ and the jerk $j(t)$ can also be taken to characterize driving styles [22]. The acceleration value reflects how quickly the speed changes and shows how the driver accelerates and decelerates. The jerk is defined as the second derivative of the velocity, which reflects the pressure intensity applied by the driver on the acceleration or brake pedal [23]. The formula is shown in Equation (1). Therefore, these signals are combined to form the raw driving signal vector $(v, a, j)$, which reflects the characteristics of driving styles from different aspects.

$$j(t) = \frac{d^2 v(t)}{dt^2} (1)$$

To better quantify the driving style, various derived features are extracted from each driving signal, including the mean, maximum, minimum, lower quartile (25%), upper quartile (75%), median, kurtosis, skewness, mean absolute deviation, mean standard error, and standard deviation. In addition, the maximum product of velocity and acceleration, and the zero-crossing rate of acceleration are also calculated as new features. The above features have been proven to be able to indicate differences in different driving styles [14]. The zero-crossing rate is defined as the change rate of the acceleration signal trend. When the signs of adjacent samples are different, zero-crossing will occur. The formula is as follows:

$$zcr = \frac{1}{L} \sum_{i=1}^{L-1} s(t)$$

(2)

$$s(t) = \begin{cases} 1, & \text{sgn}(a(t)) \neq \text{sgn}(a(t-1)) \\ 0, & \text{else} \end{cases}$$

(3)

where $\text{sgn}(a(t))$ denotes the sign of acceleration signal $a(t)$, and $L$ is the length of $a(t)$.

In summary, a total of $11 \times 3 + 2 = 35$ features are constructed to characterize the driving style.

2.3. KPCA for Dimensionality Reduction

To reduce the coupling and redundancy between the extracted features, KPCA is employed to perform feature dimensionality reduction in this paper. KPCA is a typical method for non-linear dimensionality reduction. Using the kernel technique, it maps the linear inseparable input space to the linearly separable high-dimensional feature space. Then, the feature space is projected onto the low-dimensional subspace by the standard PCA. In this way, KPCA overcomes the shortcoming that the standard PCA can only realize linear dimensionality reduction. And it is well suited for dimension reduction of driving style features [24].
Assume that the data is \( X = (x_1, x_2, \ldots, x_n) \), and \( x_i \) is a \( d \)-dimensional vector. The data is supposed to have been centralized. To deal with the linear inseparable data, KPCA needs to find a nonlinear mapping function \( \phi : \mathbb{R}^d \rightarrow \mathbb{R}^D \) \( (D > d) \). The mapping function maps the original input space to the high-dimensional feature space, making the mapped data linearly separable. The covariance matrix of the mapped samples is calculated by

\[
C = \Phi(X)\Phi(X)^T = \sum_{i=1}^{n} \phi(x_i)\phi(x_i)^T
\]  

(4)

The eigenvalue \( \lambda_k \) and the eigenvector \( v_k \) are given by

\[
Cv_k = \lambda_k v_k
\]  

(5)

From Equation (4) and Equation (5), we have

\[
v_k = \sum_{i=1}^{n} \phi(x_i) \alpha_k^i
\]  

(6)

where \( \alpha_k^i = \frac{1}{\sqrt{n}} \phi(x_i)^T v_k \).

Then, by substituting Equation (6) into Equation (5), we can get

\[
\sum_{i=1}^{n} \phi(x_i) \phi(x_i)^T \sum_{j=1}^{n} \phi(x_j) \alpha_k^j = \lambda_k \sum_{i=1}^{n} \phi(x_i) \alpha_k^i
\]  

(7)

In order to avoid direct calculation of the inner product on the feature space, the kernel function is introduced:

\[
\kappa(x_i, x_j) = \phi(x_i)^T \phi(x_j)
\]  

(8)

Thus, Equation (7) can be simplified to

\[
K\alpha_k = \lambda_k \alpha_k
\]  

(9)

where \( K \) denotes the kernel matrix, and \( (K)_{ij} = \kappa(x_i, x_j) \). Besides, \( \alpha_k = (\alpha_k^1, \alpha_k^2, \ldots, \alpha_k^n) \).

Similarly to the standard PCA, KPCA performs eigenvalue decomposition on the kernel matrix \( K \). Then, the eigenvalues are sorted. The eigenvector corresponding to the first \( d' \) eigenvalues form the projection matrix \( V' = (v_1', v_2', \ldots, v_{d'}') \), which is the solution of KPCA.

For a sample \( x \), after KPCA dimensionality reduction, its projection in the low-dimensional space is \( z \). The coordinate of its \( k \)-th dimension is as follows:

\[
z^k = \sum_{i=1}^{n} \alpha_k^i \kappa(x_i, x)
\]  

(10)

2.4. CatBoost Classifier

In recent years, the variants of gradient boosting algorithms have developed rapidly. Under the framework of gradient-boosting decision tree (GBDT), three major implements have emerged: eXtreme Gradient Boosting (XGBoost), Light Gradient Boosting Machine (LightGBM), and CatBoost. XGBoost achieves massive parallelism and has wide industrial applications [25]. LightGBM effectively improves the calculation efficiency [26]. However, both XGBoost and LightGBM have an inherent problem of prediction shift. By solving this problem, CatBoost has become a more promising algorithm than XGBoost and LightGBM in terms of accuracy and generalization ability. Specifically, CatBoost is an ensemble of symmetric decision trees, whose symmetry structure endows it fewer parameters, faster training and testing, and higher accuracy. In addition, CatBoost replaces the gradient estimation
method of the traditional gradient boosting algorithm with ordered boosting, thereby reducing the bias of the gradient estimation and improving the generalization capability [21]. These advantages motivate us to choose CatBoost as the base classifier of the proposed driving style recognition method.

Given a dataset $D = \{(x_k, y_k)\}_{k=1}^m$, where $x_k = (x_k^1, \ldots, x_k^{d'})$ is a $d'$-dimensional feature vector and $y_k \in \mathbb{R}$ is the corresponding label. The symmetric decision trees are constructed by recursively partitioning the entire feature space. Assume that the feature space $\mathbb{R}^{d'}$ of CatBoost is divided into $J$ disjoint regions (tree nodes). Each region (leaf of the tree) has a corresponding value $b_j$, which is the estimated value of the predicted class label. A decision tree $h$ can be written as a superposition of estimated values of all regions:

$$h(x) = \sum_{j=1}^J b_j \mathbb{1}_{\{x \in R_j\}}$$

where, function $\mathbb{1}_{\{x \in R_j\}}$ is a indicator function:

$$\mathbb{1}_{\{x \in R_j\}} = \begin{cases} 1 & \text{if } x \in R_j \\ 0 & \text{otherwise} \end{cases}$$

In the gradient boosting process, a series of approximate functions $F^t : \mathbb{R}^{d'} \rightarrow \mathbb{R}$ are established to minimize the expected loss $\mathcal{L}(F) := \mathbb{E} L(y, F(x))$ in a greedy manner:

$$F^t = F^{t-1} + \alpha h^t$$

where $\alpha$ is the step size and $h^t$ is a tree which is selected from a series of $H$ functions to minimize $\mathcal{L}(F)$ in the $t$-th iteration:

$$h^t = \arg\min_{h \in H} \mathcal{L}(F^{t-1} + h) = \arg\min_{h \in H} \mathbb{E} L(y, F^{t-1}(x) + h(x))$$

The least-squares function is used as a loss function for the most part. And the negative gradient step is used to solve the minimization problem. Consequently, Equation (14) is transformed as follows:

$$h^t = \arg\min_{h \in H} \mathbb{E} \left(-g^t(x, y) - h(x)\right)^2$$

where $g^t(x, y) := \frac{\partial L(y, s)}{\partial s}|_{s=F^{t-1}(x)}$. After $N$ iterations, we get a series of approximate functions $F^t (t = 0, 1, \ldots)$ and sum them to get the final model:

$$F(x) = \sum_{t=1}^N h^t$$

It should be mentioned that the goal of the first tree $h^1$ is $y$, while the latter trees $h^t$ regard the residuals $r^t$ of the targets $y$ and the estimated results $h^{t-1}(x)$ of the previous model as their goals.

In the standard gradient boosting procedure, the expectations in Equation (15) are unknown and are usually approximate as below using the same dataset $D$:

$$h^t = \arg\min_{h \in H} \frac{1}{m} \sum_{k=1}^m \left(-g^t(x_k, y_k) - h(x_k)\right)^2$$

Therefore, the classification model $F^t$ at each boosting step relies on the target values of all training samples which are also used to build the previous model $F^{t-1}$. It indicates the target leakage, resulting in the prediction shift of the learned model. To put it in another way, the target $y_k$ has been used in the previous steps of boosting. Thus, the conditional distribution $F^{t-1}(x_k | x_k)$ on the training sample $x_k$ is shifted from the conditional distribution $F^{t-1}(x_k | x)$ on the testing sample $x$. The prediction shift will affect the generalization ability of the model and the performance of driving style classification. It is worth noting that all existing gradient boosting methods are confronted with such issues.
Based on the principle of the ordered boosting, CatBoost improves the standard gradient boosting process and implements no bias boosting. The principle of the ordered boosting is as follows: suppose \( x_k \) is ordered according to a random permutation \( \sigma \). The model \( M_i \) is trained using the first \( i \) samples of \( \sigma \), and a total of \( m \) models \( M_1, \ldots, M_m \) are obtained. At each step, the residual of the current sample is obtained through subtracting the target value of the \( i \)-th sample and \( M_{i-1} (x_i) \). In this way, no target \( y_k \) is revealed in the previous steps of boosting, and CatBoost can achieve a high generalization performance.

### 2.5. Tri-CatBoost for Semi-Supervised Driving Style Recognition

In this paper, Tri-CatBoost is proposed to classify driving styles as aggressive, normal and drowsy. On the one hand, Tri-Training is a semi-supervised learning method based on disagreement. It can use the information contained in a large amount of unlabeled data to improve the classification performance of driving style with little labeled data [20]. On the other hand, CatBoost is a classifier with excellent classification performance and generalization ability. Combining their advantages, Tri-CatBoost is able to reduce the requirements for labels and improve the ability to classify driving styles. The proposed Tri-CatBoost is trained according to the semi-supervised learning strategy Tri-Training. The mechanism is as follows: Three CatBoost base classifiers are initialized with labeled data firstly; then, the pseudo-labels of unlabeled data are generated by these base classifiers; the pseudo-labeled data and the raw labeled data are used to iteratively update the base classifier until they no longer change. Finally, three base classifiers are fused into a strong classifier according to a simple voting method.

Let \( L \) denote the original labeled sample set and \( U \) denotes the unlabeled sample set. First, three labeled training sets are obtained by conducting Bootstrap Sampling on \( L \). Three CatBoost classifiers, say \( \text{CB}_1, \text{CB}_2 \) and \( \text{CB}_3 \), are initially generated from these three training sets. After that, the “minority obeying majority” strategy is used to generate the pseudo-labels of the samples. Specifically, assuming that the prediction results of classifiers \( \text{CB}_2 \) and \( \text{CB}_3 \) on an unlabeled sample \( x \) are consistent, the sample can be labeled. Then, the pseudo-labeled sample is added to the training set of another classifier \( \text{CB}_1 \) so that it can be updated. After continuous iterations, all three classifiers no longer change. It should be noted that in each round, the pseudo-labeled samples in the previous round will be retreated as unlabeled. Finally, an integrated classifier is obtained through the simple voting method implemented on three classifiers.

However, if the classification of \( \text{CB}_2 \& \text{CB}_3 \) on \( x \) is wrong, a noisy mislabeled sample will be obtained. If mislabeled samples are added to the training set, the performance of \( \text{CB}_1 \) will be affected. Therefore, the newly labeled samples should satisfy the following condition:

\[
|L \cup L_1^t| \left( 1 - 2 \frac{\eta_t |L| + \tilde{c}_t^1 |L_1^t|}{|L \cup L_1^t|} \right)^2 > |L \cup L_1^{t-1}| \left( 1 - 2 \frac{\eta_t |L| + \tilde{c}_t^{t-1} |L_1^{t-1}|}{|L \cup L_1^{t-1}|} \right)^2
\]  

(18)

where \( L_1^t \) and \( L_1^{t-1} \) are the sets of newly labeled samples of \( \text{CB}_1 \) in the \( t \)-th round and the \( (t - 1) \)-th round, respectively. \( L \cup L_1^t \) and \( L \cup L_1^{t-1} \) are the training sets of \( \text{CB}_1 \) in the \( t \)-th round and the \( (t - 1) \)-th round, respectively. \( \tilde{c}_t^1 \) denotes the upper limit of the classification error of \( \text{CB}_2 \& \text{CB}_3 \) in the \( t \)-th round, which is estimated using the original labeled sample set \( L \). Equation (18) is equivalent to

\[
0 < \frac{\tilde{c}_t^{t-1}}{\tilde{c}_t^1} < \frac{|L_1^{t-1}|}{|L_1^t|} < 1
\]

(19)
Only if Equation (19) is satisfied, can $L^1_1$ be taken as the newly-added training set of $C_B^1$. Otherwise, the random sampling is performed on $L^1_1$, and its size after sampling is

$$ s = \left\lceil \frac{\varepsilon^1_1 - 1}{\varepsilon^1_1 - \varepsilon^1_1} \right\rceil \quad (20) $$

If $L^1_1$ meets the condition in Equation (21), then $L^1_1$ will satisfy Equation (19) after sampling. At this time, the samples in $L^1_1$ can be added to the training set to update $C_B^1$.

$$ |L^1_1| > \frac{\varepsilon^1_1 - \varepsilon^1_1}{\varepsilon^1_1 - \varepsilon^1_1} \quad (21) $$

The pseudo-code of Tri-CatBoost algorithm for driving style recognition is shown in Algorithm 1.

**Algorithm 1** The procedure of the Tri-CatBoost method for driving style recognition

**Input:**
- $L$: Labeled sample set
- $U$: Unlabeled sample set

1: Train three CatBoost classifiers $C_B^i$ ($i \in \{1, 2, 3\}$) by a set generated through Bootstrap Sampling. And initialize $\varepsilon^0_i \leftarrow 0.5$, $L^0_i \leftarrow 0.5$, $t \leftarrow 0$

2: repeat
   3: for each $C_B^i$ do
   4:     Let $L_i \leftarrow \emptyset$, $update_i \leftarrow FALSE$
   5:     Calculate the classification error rate $\varepsilon^t_i$ of $C_B^j$ & $C_B^k$ ($j, k \neq i$)
   6:     for every $x \in U$ do
   7:         if $C_B^j = C_B^k$ ($j, k \neq i$) then
   8:             $L_i \leftarrow L_i \cup \{(x, C_B^j (x))\}$
   9:         end if
  10:     end for
  11:     if $0 < \frac{\varepsilon^t_i - \varepsilon^t_i}{|L^1_1|} < 1$ then
  12:         $update_i \leftarrow TRUE$
  13:     else
  14:         if $|L^1_1| > \frac{\varepsilon^1_i - \varepsilon^1_i}{\varepsilon^1_i - \varepsilon^1_i}$ then
  15:             Perform random sampling on $L^1_1$ with the subsampling size $\left\lceil \frac{\varepsilon^1_i - |L^1_1|}{\varepsilon^1_i - \varepsilon^1_i} - 1 \right\rceil$
  16:             $update_i \leftarrow TRUE$
  17:         end if
  18:     end if
  19:     if $update_i = TRUE$ then
  20:         retrain $C_B^i$ using $L \cup L_i$
  21:     end if
  22: end for
  23: $t \leftarrow t + 1$
  24: until none of $C_B^i$ changes

**Output:** An integrated classifier through the voting method on $C_B^i$ ($i \in \{1, 2, 3\}$)

### 3. Data Analysis and Feature Processing

In this section, the driving dataset and data segmentation are described. After an in-depth analysis of driving data, feature extraction, dimensionality reduction and standardization are carried out.
3.1. UAH-DriveSet Description

The realistic public data set UAH-DriveSet is utilized as the experimental data set for driving style recognition. The data set provides a wealth of driving data collected from six different drivers and different types of vehicles. Drivers repeated natural driving on predetermined roads. Each driver emulates three different driving styles (aggressive, normal and drowsy) to drive [27]. In total, more than 500 min of natural driving data were generated. The collected data includes GPS data, inertial sensor data and video data. For the sake of simplicity, only highway velocity data collected at the frequency of 1 Hz is used for experiments in this paper. Moreover, the driving data at the start stage of the vehicle are not taken into consideration. A total of 16,265 samples were obtained for driving style estimation.

3.2. Data Segmentation

Driving data consists of multiple trips with different styles. The driving style is consistent during each trip, including multiple continuous velocity data. According to the data analysis, the number of trips is limited, but the travel time of a single trip is long, ranging from 478 to 1069 s. Therefore, each trip is segmented with a period of 60 s, and the remaining portions that less than 30 s are discarded. The schema of the data segmentation is shown in Figure 2. After segmentation, 273 segments of data are finally obtained.

3.3. Feature Extraction and Dimensionality Reduction

To characterize driving styles, the acceleration and jerk are calculated from the velocity signal to form the raw driving signal group together. The typical driving signals and their density distributions for different driving styles are shown in Figure 3. In the aggressive driving style, vehicles travel at high speed and are often accompanied by emergency braking and sharp acceleration. It is reflected in the high values and large fluctuations of the velocity, acceleration, and jerk signals. In addition, the density distributions of these signals are very scattered. In the drowsy driving style, the vehicle velocity is relatively low and stable, and the distributions of acceleration and jerk are concentrated and close to zero. The driving performance of the normal driving style is somewhere in between. It can be seen that velocity, acceleration and jerk can effectively reflect the differences between driving styles.

Based on raw driving signals, a total of 35-dimensional statistical features, e.g., maximum, minimum, kurtosis, skewness, and zero-crossing rate, are extracted, as described in Section 2.2. Taking the velocity signal as an example, Table 1 compares the feature values of different driving styles. It can be seen that the mean, maximum, minimum, lower quartile (25%), upper quartile (75%), median, mean absolute deviation, mean standard error, and standard deviation of the velocity signal have an obvious positive correlation with the aggressiveness of driving style. The larger the value of these features, the closer to the aggressive driving style. Moreover, the skewness of the normal driving style is negative, indicating that its probability density distribution is asymmetric and left-skewed. The skewness of the aggressive and drowsy driving styles is close to zero, indicating that the probability density distribution curve is symmetrical with respect to the average. Obviously, these features show
obvious differences under different driving styles, which indicates that the extracted features can fully demonstrate driving style characteristics.

![Graphs showing velocity, acceleration, and jerk distributions for different driving styles](image)

**Figure 3.** Typical raw driving signals of aggressive, normal and drowsy driving styles: (a) velocity. (b) distribution of velocity. (c) acceleration. (d) distribution of acceleration. (e) jerk. (f) distribution of jerk.

| Feature                        | Aggressive Style | Normal Style | Drowsy Style |
|--------------------------------|------------------|--------------|--------------|
| Mean                           | 112.78           | 103.47       | 91.53        |
| Maximum                        | 140.70           | 115.80       | 99.80        |
| Minimum                        | 92.50            | 77.10        | 83.20        |
| Lower quartile (25%)           | 106.80           | 100.30       | 89.10        |
| Upper quartile (75%)           | 118.25           | 108.60       | 93.90        |
| Median                         | 112.10           | 105.40       | 91.45        |
| Kurtosis                       | 0.04             | 1.47         | -0.39        |
| Skewness                       | 0.24             | -1.34        | 0.03         |
| Mean absolute deviation        | 7.43             | 5.81         | 2.70         |
| Mean standard error            | 0.56             | 0.45         | 0.19         |
| Standard deviation             | 9.64             | 7.78         | 3.31         |

**Table 1.** Statistical feature values of velocity for different driving styles.

After feature extraction, KPCA is used to reduce the dimensionality of the extracted features to eliminate the feature coupling and reduce the computational burden. In this paper, the polynomial kernel function is adopted by KPCA. In the step of dimension reduction, only labeled data can be used to determine the number of reduced features. Therefore, the number of features under different labeling ratios may be different. To set the parameter, the dimension is tuned from 1 to 34 in the
condition of full labels and the best results are achieved when dimension is 16. Thus, the number of reduced features in all experiments is set to 16, which is the optimal size under full labels.

In order to improve the convergence speed and calculation accuracy of the driving style recognition model, Z-score standardization is performed on the dimension reduced features. After standardization, the data mean is 0 and the standard deviation is 1:

\[
x^j_i' = \frac{x^j_i - \bar{x}^j}{\sigma^j}
\]  

where \(x^j_i\) and \(x^j_i'\) denote the \(j\)-th feature value of the \(i\)-th sample before and after standardization, respectively. \(\bar{x}^j\) and \(\sigma^j\) denote the mean and standard deviation of the \(j\)-th feature values of all samples, respectively \([28]\).

4. Driving Style Recognition with Semi-Supervised Tri-CatBoost

In this section, the evaluation metrics of driving style recognition are first introduced. Then, a large number of experiments are carried out on UAH-DriveSet to verify the superiority of the proposed Tri-CatBoost method.

The experimental hardware environment is a PC equipped with Intel Core i5 CPU and 8 GB RAM. The software environment is Anaconda3 software and the Python version is 3.7. This paper uses the machine learning library “Scikit-learn” and the CatBoost open-source algorithm library. The data obtained by previous processing is divided at a ratio of 7 : 3 to obtain the training set and the test set. In order to reduce the influence of random factors, the reported results are the average of ten independent repeated trials.

4.1. Evaluation Metrics

To evaluate the performance of the proposed model, macro precision, macro recall, and AUC are used as evaluation metrics \([29,30]\). Let \(N_{ij}\) \((i, j \in \{1, 2, 3\})\) denote the number of samples for which the real style is the \(i\)-th style but the estimated style is the \(j\)-th style. The macro precision \(\text{macro} - P\) and the macro recall \(\text{macro} - R\) reflect the overall classification accuracy and the coverage, respectively:

\[
\text{macro} - P = \frac{1}{3} \sum_{k=1}^{3} \frac{N_{kk}}{\sum_{i=1}^{3} N_{ik}}
\]

\[
\text{macro} - R = \frac{1}{3} \sum_{k=1}^{3} \frac{N_{kk}}{\sum_{j=1}^{3} N_{kj}}
\]

The receiver operating characteristic (ROC) curves are also used to study the generalization performance of the model. Its quantitative indicator is the area under the ROC curve (AUC). The larger the AUC, the better the model performs.

4.2. Analysis of the Proposed Semi-Supervised Tri-CatBoost Method

In order to verify the superiority of the proposed driving style recognition method, the recognition results of the proposed semi-supervised learning method Tri-CatBoost, supervised learning method gradient boosting decision tree (GBDT), and unsupervised clustering method K-Means are compared. The cluster number of K-Means is three.

The ROC curves of supervised GBDT and the proposed semi-supervised Tri-CatBoost in different rates of labeled data are shown in Figure 4. The diagonal indicates the ROC curve of the stochastic guess model, and the (0,1) point corresponds to the ideal model. Due to the limited number of test
samples, the ROC curves are not smooth. The ROC curves of both methods are above the diagonal and are getting closer to the (0,1) point as the rate of labeled data increases. In most cases, the ROC curve of Tri-CatBoost can wrap that of GBDT. In addition, the AUC of Tri-CatBoost is greater than that of GBDT. This shows that the driving style classification performance of Tri-CatBoost is better than that of GBDT.

The classification results of semi-supervised Tri-CatBoost, supervised GBDT, and unsupervised K-Means in different rates of labeled data are shown in Figure 5. The percentage of labeled data was increased from 10 to 90 for testing. It is obvious that the rate of labeled data has no effect on K-Means, and the macro precision and the macro recall of K-Means are at a low level and remain unchanged. It is worth mentioning that when the percentage of labeled data is less than 20%, the macro precision and the macro recall of K-means are the highest. At this time, the labels are extremely limited. Thus, it is difficult for the supervised learning and semi-supervised learning methods to build an accurate classification model. For Tri-CatBoost and GBDT, both the macro accuracy and the macro recall show an obvious upward trend with the increase of the ratio of labeled data. Moreover, the semi-supervised Tri-CatBoost has the highest macro precision and macro recall scores overall.

In general, compared with the supervised learning and unsupervised learning, the proposed semi-supervised learning method Tri-CatBoost exhibits the best driving style recognition performance. The conclusion is quantified from AUC, macro precision and macro recall. It is mainly because that Tri-CatBoost combines the Tri-Training strategy that is able to make full use of the information in the unlabeled data and the CatBoost classifier that has a superior classification performance.

![Figure 4. ROC curves of the proposed semi-supervised Tri-CatBoost and supervised GBDT: (a) 20% labeled data. (b) 40% labeled data. (c) 60% labeled data. (d) 80% labeled data.](image-url)
Tri-Training strategy can make full use of the differences between three classifiers to mine unlabeled data information more effectively.

4.3. Analysis of the Semi-Supervised Tri-Training Strategy

To verify the ability to utilize unlabeled data to improve the classification effect and reduce label dependency, the semi-supervised strategy Tri-Training employed is compared with other two classical strategies. These two strategies are Self-Training and Co-Training. Self-Training uses a classifier to generate pseudo-labels for unlabeled samples, and then iteratively updates the classifier [31]. Co-Training uses two feature subsets to train two base classifiers respectively, which are then updated in the manner of Self-Training [32]. In order to control the variables, all the above three methods use CatBoost as the base classifier.

Figure 6 shows the ROC curves of Self-CatBoost, Co-CatBoost, and the proposed Tri-CatBoost. Comparing the ROC curves under 20% and 80% labeled data, it is found that the AUC values of all three strategies are significantly improved. The reason is that with the increase of the labeled data, all three strategies can get more definite labels, which reduces the difficulty of the base classifier to give correct pseudo-labels. When the label ratio is 20%, the ROC curve of the proposed Tri-CatBoost can almost completely wrap the ROC curves of Self-CatBoost and Co-CatBoost. In the case of other label ratios (40%, 60%, 80%), the ROC curves of the three strategies intersect. By comparing the AUC values, it is concluded that the overall classification ability of the proposed Tri-CatBoost exceeds those of Self-CatBoost and Co-CatBoost. The result fully illustrates the effectiveness of Tri-Training.

Figure 7 compares the macro precision and macro recall of these strategies at different ratios of labeled data. It can be seen from the figure that the changing trends of the macro precision and the macro recall are not completely consistent. The macro precision improves with the increase of the labeling ratio and tends to be stable when the labeling ratio is greater than 70%, while the macro recall is stable when the labeling ratio is greater than 30%. Overall, the Tri-CatBoost model trained using the Tri-Training strategy performs best in both macro precision and macro recall.

In summary, compared with other semi-supervised learning strategies Self-Training and Co-Training, Tri-Training shows the best classification performance. It is attributed to the fact that the Tri-Training strategy can make full use of the differences between three classifiers to mine unlabeled data information more effectively.

4.4. Analysis of Base Classifier CatBoost

In order to verify the classification ability for driving style, the base learner CatBoost is compared with other classifiers, including random forest (RF), decision tree (DT), multilayer perceptron (MLP), and GBDT. All of the above classifiers are trained using the Tri-Training strategy, and the classification results are shown in Figure 8. It can be seen that CatBoost can achieve higher macro precision and macro recall than other base classifiers, especially when the rate of labeled data is higher than 30%. This is mainly due to its excellent learning ability and generalization ability.
AUC of the aggressive style is the highest, the drowsy style is the second, and the normal style is the lowest.

4.5. Analysis of Classification Results for Different Driving Styles

Taking the case where the rate of labeled data is 50% as an example, the classification results of the proposed semi-supervised Tri-CatBoost method for different styles are analyzed. Figure 9a shows the ROC curves of the Tri-CatBoost classification result for each driving style. The ROC curve of the aggressive style is very close to the point of (0, 1). The ROC curve of the normal style is closest to the diagonal. In other words, the classification performance for the normal style is the worst. The ROC curve of the drowsy style is between the ROC curves of the aggressive style and the normal style. The AUC of the aggressive style is the highest, the drowsy style is the second, and the normal style is the lowest.
were designed and the results were analyzed in detail. In Section 4.2, the classification results of CatBoost and other base classifiers are compared, e.g., RF, DT, MLP, GBDT. The macro precision of CatBoost is 1.5% higher than that of other base classifiers.

In Section 4.4, CatBoost and other semi-supervised learning strategies, Self-Training and Co-Training, are compared. The macro precision of CatBoost is 0.685, 0.739, 0.744, respectively. It is concluded that the Tri-Training strategy can mine unlabeled data information more effectively than other semi-supervised strategies. In Section 4.3, the classification results of Tri-Training and other semi-supervised learning strategies, Self-Training and Co-Training, are compared. The macro precision of CatBoost is 0.684, 0.714, 0.721, respectively when labeling ratio is 50%. The macro recall is 0.564, 0.705, 0.717, respectively.

5. Discussion

In order to verify the superiority of the proposed Tri-CatBoost method, various experiments were designed and the results were analyzed in detail. In Section 4.2, the classification results of unsupervised K-means, supervised GBDT and semi-supervised Tri-CatBoost are compared. Taking the case where the labeling ratio is 50% as an example, the macro precision of these methods is 0.564, 0.705, 0.721, respectively. The macro recall is 0.650, 0.726, 0.744, respectively. It is concluded that the proposed method Tri-CatBoost has better classification performance under limited labels than unsupervised learning and supervised learning. In Section 4.3, the classification results of Tri-Training and other semi-supervised learning strategies, Self-Training and Co-Training, are compared. The macro precision of these methods is 0.684, 0.714, 0.721, respectively when labeling ratio is 50%. The macro recall is 0.685, 0.739, 0.744, respectively. It is concluded that the Tri-Training strategy can mine unlabeled data information more effectively than other semi-supervised strategies. In Section 4.4, CatBoost and other base classifiers are compared, e.g., RF, DT, MLP, GBDT. The macro precision of CatBoost is 1.5% higher than that of RF, 6.7% higher than that of DT, 4.0% higher than that of MLP, and 3.4% higher than that of other base classifiers.
of GBDT trained by Tri-Training. The macro recall of CatBoost is also higher than other methods. It is concluded that CatBoost has excellent classification and generalization ability, which is very suitable as a basic classifier for driving style recognition. In Section 4.5, the classification results of different driving styles are compared. The overall false positive rate is 25.6%. The classification result of the aggressive style is the best and that of the normal style is the worst.

6. Conclusions

In this paper, a new data-driven semi-supervised driving style recognition method Tri-CatBoost is proposed. The proposed method combines the semi-supervised learning strategy Tri-Training and the ensemble learning classification algorithm CatBoost. It can make full use of the data resources to reduce the dependence on data labels and improve recognition accuracy effectively. Specifically, a large number of statistical features are extracted from the raw driving signals to characterize the driving style. KPCA dimension reduction and Z-score standardization are performed on features to reduce coupling and accelerate model convergence, respectively. Then, the CatBoost algorithm with strong learning ability and generalization ability is used to establish base classifiers according to the processed labeled data. Moreover, the Tri-Training strategy is used to update the base classifiers using unlabeled data to further improve classification performance. Finally, the three base classifiers are fused into the final driving style recognition model. A series of experiments are performed on a public data set and the effectiveness of the proposed method is proved. Compared with other supervised and unsupervised learning methods, the proposed semi-supervised method exhibits the best classification performance. It has broad industrial application prospects. In the future, we will further study the driving style recognition under various working conditions.
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