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Abstract
Misogynistic memes are rampant on social media, and often convey their messages using multimodal signals (e.g., images paired with derogatory text or captions). However, to date very few multimodal systems have been leveraged for the detection of misogynistic memes. Recently, researchers have turned to contrastive learning solutions for a variety of problems. Most notably, OpenAI’s CLIP model has served as an innovative solution for a variety of multimodal tasks. In this work, we experiment with contrastive learning to address the detection of misogynistic memes within the context of SemEval-2022 Task 5. Although our model does not achieve top results, these experiments provide important exploratory findings for this task. We conduct a detailed error analysis, revealing promising clues and offering a foundation for follow-up work.

1 Introduction
Hateful expressions on the Internet are widespread and mostly based on religion, gender, race, or physical attributes (Lippe et al., 2020). Such language exacerbates damaging societal problems such as racism, sexism, and other types of discrimination. In particular, misogynistic abuse has become very prevalent and poses a serious problem in cyberspace (Citron, 2014). Although extensive research on hate speech and misogyny has been conducted (Kumar et al., 2020), it has thus far centered on the analysis of text or images alone.

Memes, or social media images that communicate messages through the creative use of imagery understood to carry specific rhetorical value among members of a community, are a common platform for misogyny and hateful expressions. Approximately 78% of women use image-based social media multiple times per day (compared to 65% of men) (Fersini et al., 2022), making exposure to this harmful content alarmingly common. Classifying memes is challenging because of their multimodal interplay between image and text, as well as their region-specific interpretation, and existing multimodal approaches do not perform very well in the classification of hateful memes (Kiela et al., 2020). The underlying goal of SemEval-2022 Task 5 was to address this research gap, tackling the challenge of identifying misogynistic memes using multimodal data by inviting researchers to experiment with a variety of approaches.

Our team, UIC-NLP, investigated an adapted version of the Contrastive Language-Image Pre-training (CLIP) technique recently established and applied with success to numerous other tasks (Radford et al., 2021; Conde and Turgutlu, 2021; Galatolo et al., 2021). Our model, recorded on the leaderboard in the 6th leaderboard cluster under the OpenReview username “Charicfc,” ranked 71st out of 83 participants and obtained an average F1 score of 0.62. We analyze our model’s predictions and offer insights and recommendations for improving upon it in the future.

2 Background
2.1 SemEval-2022 Task 5 (MAMI)
SemEval-2022 Task 5 was created to address the rise in the use of memes as a form of hate against women, which contributes to sexual stereotyping and gender inequality. The data used for this challenge is comprised of English-language memes collected from the web and manually annotated via crowdsourcing platforms. Each data sample has an image, its raw text in English (transcript), a binary annotation indicating the presence of misogyny, and (if applicable) the type of misogyny (shaming, objectification, stereotype, or violence). Our model addresses Subtask 1, which focuses on binary
of CLIP in challenging scenarios such as misogynistic memes classification. For this work, we trained a version of CLIP resembling Shariatnia's (2021).

3 System Overview

Our system architecture is a variation of OpenAI's CLIP model (Radford et al., 2021). We refer readers to the original paper for a detailed overview and illustrations of the architecture, and summarize it here. Inspired by the idea of usability and generality, CLIP uses a contrastive learning objective to build a joint visual-linguistic space for learning visual concepts from natural language supervision. We describe the various components of our architecture below.

3.1 Encoders

**ResNet-50:** OpenAI's best CLIP performance was achieved using a pretrained encoder which the authors called ViT-L/14@336px. In our case, we experimented with several pretrained image encoders. Although Shariatnia (2021) used ResNet-50 by default, we also considered ViT-B/16@224px, ViT-L/16@224px, and ViT-L/16@384px (Dosovitskiy et al., 2020). Nonetheless, we empirically determined that ResNet-50 (He, 2016), a deep CNN trained on more than a million images from the ImageNet database with an objective of classifying images into 1000 categories, yielded the best performance.

**DistilBERT:** OpenAI's CLIP used a modified Transformer to encode text. We instead used a lighter version of BERT (Devlin et al., 2018) called DistilBERT (Sanh et al., 2019) which Shariatnia (2021) also uses. BERT is a large Transformer-based language model that has achieved strong performance in many NLP tasks, and DistilBERT uses a process known as knowledge distillation to reproduce its behavior by training a smaller model to replicate its probability distributions across class predictions.

3.2 Learning Objective

Radford et al. (2021) introduced contrastive objectives as a mechanism for learning multimodal representations from raw images and paired descriptions. In essence, the contrastive objective seeks to learn a multimodal embedding space where image embeddings and text embeddings are
mapped to the same point if they describe the same thing, and different points otherwise. Cosine similarity is used to measure the distance between embeddings. Figure 1 shows the “logits” matrix obtained after applying the dot product between images and text embeddings. Each cell in the matrix (logits) is a measure of similarity between an image and a text caption in the dataset ($N^2$ pairs). It is expected that cells along the diagonal (N pairs), which contain the similarity between an image and its actual text, are maximized. Simultaneously, the $N^2 - N$ incorrect pairs should be minimized.

The targets for the images and texts where the similarities are maximum are obtained by computing dot products between embedding matrices. These are averaged and passed through a SoftMax, with the result being a target matrix where the diagonal is close to 1.0 and the other pairs are close to 0.0. The loss for images and texts is obtained by calculating the cross-entropy between the target and the logits matrix.

### 3.3 Training Procedures

The target output for the original CLIP model was the correct caption for an image. For example, one could input an image of a cat along with the captions: {“Image depicting a cat,” “Image depicting a dog”} with the expectation that it would return the correct caption. We refer readers to the original paper for further implementation details.

We slightly modified this approach in our own model, such that the training text instead was the language content from the meme followed by the correct label. We separated the text and label using the [SEP] token as defined for BERT’s next-sentence prediction objective. Therefore, we concatenated each instance with the following sentences depending on the example’s class:

1. For class MISOGYNY: <text_1> + “[SEP] a misogynist meme”
2. For class NOT MISOGYNY: <text_1> + “[SEP] a meme”

When evaluating new samples using this architecture, each instance must be a paired image and text caption. Thus, we created two versions of each text caption: one for class MISOGYNY, and one for class NOT MISOGYNY. Figure 2 shows the procedure. The predicted label for the test instance was the one for which the model made its prediction with higher confidence.

### 4 Experimental Setup

#### 4.1 Exploratory Analysis

Prior to conducting our experiments, we performed preliminary descriptive analyses on the training data, comprising 10,000 memes (image + paired text content) with a total vocabulary of 12,611 tokens. From these, 6,649 tokens only appear once. Figure 3 shows a word cloud for the 100 most frequent words in the corpus. Interestingly, we determined that the vocabulary for non-misogynist memes is much richer, including 9,285 compared to 7,348 unique words. We also observed that while the word “woman” is repeated 1,416 times in the misogyny class, it is repeated only 528 times in the not misogyny class.

Aiming to find greater insights we computed the Pointwise Mutual Information (PMI) score for all words given each class. PMI is a feature scoring metric that can be used to estimate the association between a feature and a class (it has also traditionally been used to identify collocations in text). A close association indicates which features...
Figure 3: Word cloud of the 100 most frequent words in the corpus. Warning: This image includes language that may be offensive or upsetting.

(words) are more important for a class. PMI is computed using the following formula:

$$PMI(w, c) = \log \frac{p(w, c)}{p(w)p(c)} - \log \frac{p(w|c)}{p(w)} - \log \frac{p(c|w)}{p(c)}$$ (1)

Table 1 shows the 15 words with the highest PMI for each class. As shown, despite its frequency, the word “woman” carries less value when measured via PMI. Some swear words are classified as important for the MISOGYNY class, but not the NOT MISOGYNY class.

### 4.2 Preprocessing

A large challenge in this task was that since the text content from memes was extracted with an OCR tool, it contained substantial noise. Therefore, we created the following preprocessing pipeline that we applied to all texts before training and evaluating:

1. **Case Normalization:** All text was normalized by converting it to lowercase.
2. **Part of Speech (POS) Tagging:** POS tags were assigned to each word.
3. **Proper Name Removal:** Regular expressions were applied to convert some wordforms (e.g., urls) to generic tokens.
4. **Special Token Categorization:** Words belonging to several word sets of interest, including celebrity names and profanity terms, were kept.
5. **Lemmatization:** Words were converted to their base forms.
6. **Stopword Removal:** Highly frequent words (e.g., “the”) were removed.
7. **Special Character Removal:** Non-alphabetical characters (e.g., digits or punctuation) were removed.

Aspects of this preprocessing pipeline were similar to those reported by Cardoza (2022) and Kovács et al. (2020). POS tagging allowed us to target the “proper noun” and “other” tags. By excluding these tags, we resolved many lingering issues following application of regular expressions, such as remaining usernames and gibberish words. Removing specific instances of these terms aided the model in avoiding overfitting to superficial names or unknown tokens that were irrelevant to the overarching task of recognizing misogyny. Since certain terms removed by our POS filtering may carry importance to the task (e.g., certain celebrity names or swear terms), we also searched for these terms in several predetermined word sets and kept them if and when they were found.

### 4.3 Experimental Settings

The training set provided by the task organizers was divided into training (80%) and validation (20%) sets of 8000 and 2000 examples respectively. We primarily adapted our hyperparameter settings from Shariatnia (2021), using AdamW (Loshchilov and Hutter, 2017) as our optimizer with an initial learning rate (LR) of 1e-3 and a scheduler to reduce the LR on plateau. The batch size is left at 32 and the maximum number of epochs was set to 4. The model converges quickly, so this early stop helps to control overfitting. The learning rates for the image and text encoders were left at 1e-4 and 1e-5 respectively. All of the texts were tokenized using the DistilBERT base model with a max number of tokens set to 200. We experimented with CLIP’s temperature hyperparameter, finding that the best results were achieved with a value of 1e-0.2.

We selected the best epoch and the best hyperparameters as measured by $F_1$ score and accuracy. In the test set evaluation, Subtask 1 systems were evaluated using macro-averaged $F_1$; thus, the final score is the mean of the $F_1$ for the two classes.

| Token     | PMI    | Token     | PMI    |
|-----------|--------|-----------|--------|
| dishwasher| 0.660357| gold      | 0.591098 |
| sandwich  | 0.599215| house     | 0.587787 |
| rape      | 0.567609| cheat     | 0.470893 |
| feminist  | 0.560566| clean     | 0.457903 |
| fat       | 0.479573| call      | 0.456758 |
| feminism  | 0.478848| people    | 0.430466 |
| girl      | 0.453501| cook      | 0.407265 |
| bitch     | 0.425832| game      | 0.40027 |
| woman     | 0.403349| kid       | 0.394994 |
| always    | 0.291434| girlfriend| 0.391106 |

Table 1: Top 15 PMI scores. Warning: This table includes language that may be offensive or upsetting.
During development we used the training data provided by the MAMI task. We divided it into training (90%) and test (10%) sets, and measured performance using F₁, accuracy, precision, and recall on the 10% test set. We provide our results on the development data in Table 2. Once the official test set was released (Evaluation in Table 2), we computed the same metrics on that set. The macro-averaged F₁ as returned by the task organizers was 0.62, with the system ranking 71st in performance.

### 5.1 Quantitative Analysis

We briefly analyze our best models’ results on the test set for Subtask 1. In particular, we observe a fairly low recall for the NOT MISOGYNY class (0.43), indicating that the system may be struggling to capture all members of this likely more diverse class. As further highlighted in the confusion matrix in Figure 4, the model classifies 28.6% of the NOT MISOGYNIST memes as MISOGYNIST. Thus, most errors were false positives.

### 5.2 Error Analysis

When manually analyzing the misclassified instances, we observed that they were diverse, containing cartoons, animals, people, drawings, and more. Some images contained text that was unrelated to the caption, creating additional noise. Examples of these images are shown in Figure 5. Several recurring themes occurred among false positives and false negatives, which we summarize below:

**False Positives:** Most images that were incorrectly classified as misogynistic were primarily dominated by one or more people. For images where humans were not present, the text often contained swear words or synonyms for “woman,” some of which were offensive although not employed with purposeful misogyny.

**False Negatives:** Most images that were incorrectly classified as not misogynistic contained cartoons, animals, storyboards or non-explicitly sexist images, although women were occasionally present.

To address these errors, we recommend actions leveraged in prior work for other tasks to improve the performance of future systems. For instance, Lippe et al. (2020) upsampled their dataset as a solution for poor performance on text confounders. Although the dataset they used (Facebook’s Hateful Memes) was specially designed to introduce benign confounders, it might also work in this problem. Nozza et al., (2019) discuss biases introduced in the model by a set of identity terms that are frequently associated with the misogynistic class (e.g., “woman”). The authors propose to upsample the dataset with examples that have the identity terms for the alternate class.

### 6 Conclusion and Future Work

In this paper, we describe our system implementation for SemEval-2022 Task 5. Our
model ranked 71st out of 83 participants’ teams on Subtask 1. We comprehensively investigate the use of a state-of-the-art multimodal contrastive learning approach for the classification of misogynistic memes. More experiments and tests should be done to improve the model’s performance on this task. In particular, upampling the dataset and addressing the possible biases caused by identity terms should be investigated. Finally, at an architectural level, our current system encodes images as one form of input and encodes paired text content and labels as another form of input, similarly to text encoding strategies used for unimodal sequence prediction tasks. Exploring joint encodings of image and paired text content as a single form of input, with only labels as the other form of input, may be an additional design avenue worth pursuing. Overall, it is our hope that this work motivates additional interest in contrastive learning solutions for multimodal misogynistic meme detection. We make our source code available to other researchers to facilitate follow-up work by others.
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