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ABSTRACT
Federated Learning (FL) enables training a global model without sharing the decentralized raw data stored on multiple devices to protect data privacy. Due to the diverse capacity of the devices, FL frameworks struggle to tackle the problems of straggler effects and outdated models. In addition, the data heterogeneity incurs severe accuracy degradation of the global model in the FL training process. To address aforementioned issues, we propose a hierarchical synchronous FL framework, i.e., FedHiSyn. FedHiSyn first clusters all available devices into a small number of categories based on their computing capacity. After a certain interval of local training, the models trained in different categories are simultaneously uploaded to a central server. Within a single category, the devices communicate the local updated model weights to each other based on a ring topology. As the efficiency of training in the ring topology prefers devices with homogeneous resources, the classification based on the computing capacity mitigates the impact of straggler effects. Besides, the combination of the synchronous update of multiple categories and the device communication within a single category help address the data heterogeneity issue while achieving high accuracy. We evaluate the proposed framework based on MNIST, EMNIST, CIFAR10 and CIFAR100 datasets and diverse heterogeneous settings of devices. Experimental results show that FedHiSyn outperforms six baseline methods, e.g., FedAvg, SCAFFOLD, and FedAT, in terms of training accuracy and efficiency.
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1 INTRODUCTION
As the number of smartphones and smart wearable devices has grown rapidly in the past few years, large amount of data has been collected and stored on those edge devices with storage and data processing functions. As an emerging learning paradigm, Federated Learning (FL) can realize collaborative machine learning by making full use of computation, storage and data resources of edge devices while protecting data privacy [18, 22]. FL has been used in a number of application areas, including predicting human activities [5, 6], learning sentiment [27], language processing [9, 16] and enterprise infrastructures [19].

In a typical FL framework, the participating devices first conduct local training based on their own data and then upload the weight updates to a central server. The central server aggregates the models from the various devices in each round and then broadcasts updated model parameters to the devices. During the entire training process of the FL, the training data on each device is kept locally and not transmitted, which protects data privacy [8].

Figure 1: The training procedures of synchronous FL and asynchronous FL.

FL often involves a large number of devices, which usually feature highly heterogeneous hardware resources (CPU, memory, and network resources) and Non-IID (Non Independent-Identically-Distributed) data. Existing FL frameworks can be classified into synchronous FL (e.g., FedAvg [22]) and asynchronous FL (e.g., FedAsync [14]). The training process of the two frameworks is shown in Figure 1 where $W_t$ denotes the $t$-th update of the weights $W$ of the global model. Synchronous FL tends to result in the straggler effect [33] (especially on the scale of hundreds of heterogeneous devices), causing the device to go into an idle state. Asynchronous FL avoids devices falling into the idle state, but the more frequent communication between comparatively more powerful devices and
the server can cause the crash of the server [26]. The outdated models transmitted from the less powerful devices to the server also affect the training process of the global model [14]. And beyond that, in both frameworks, the Non-IID data stored on the devices can cause significant differences of weights updated by the devices, which greatly affects the training accuracy of the final model [32].

In order to overcome the above defects caused by heterogeneous resources and Non-IID data, we design and implement FedHiSyn, a two-layer synchronous FL framework. FedHiSyn first clusters devices based on the computing power of each device. Then, devices within single a category communicate their locally trained models to others following a ring topology. Specifically, each device transfers the trained model to the next device in the ring and the latter device continues training the model based on its own data. Finally, all categories simultaneously send model updates to the server after a certain interval. FedHiSyn utilizes both device-to-device communication and device-server communication and therefore it is a combination of the centralized and decentralized FL framework.

Our major design principle is to use communication between devices in exchange for communication between devices and the server, thereby increasing training speed and reducing communication costs. We show that the training mode based on the ring topology corresponds to high accuracy, and reduces the number of model training rounds. However, the training efficiency of FL is significantly affected by the heterogeneous resources of devices. When there is a large difference in computing power between devices, devices with strong computing power need to wait for a long time before sending information to the next node. For this reason, FedHiSyn clusters devices with similar computing capacity into a same group to avoid the communication among devices of highly heterogeneous resources. At the end of each training round in our approach, all groups perform a synchronous update strategy. Experimental results show that our algorithm is robust to large-scale scenarios and highly heterogeneous devices. We make the following major contributions in this paper:

- We design and implement a new tiered FL framework, named FedHiSyn, which combines the centralized FL framework and the decentralized FL framework. On the top layer, this paper tries to apply the device clustering based computing capacity to circumvent the problem of resource heterogeneity. Within single groups, it utilizes the communication among devices to reduce the communication load of the server and mitigate the impact of Non-IID data.
- We provide a rigorous theoretical analysis of our proposed methods for strong-convex objectives. Our analysis shows that FedHiSyn has a provable convergence guarantee and can converge to the optimal solution faster than FedAvg.
- We evaluate FedHiSyn extensively on four datasets (including MNIST, EMNIST, CIFAR-10 and CIFAR100) and the experimental results show that FedHiSyn has better test accuracy and lower communication cost, compared with six baselines such as Fedprox and FedAT. For instance, FedHiSyn improves the test accuracy by up to 10.28%, reducing the communication cost by up to 7.7× compared with FedAvg.

2 RELATED WORK

In this section, we introduce works about FL frameworks on Non-IID data and resource heterogeneity.

2.1 Non-IID Data

McMahan et al. [22] first proposed the basic framework of FL and designed a algorithm called FedAvg. The authors found that Non-IID data had an impact on the prediction accuracy of the global model. Zhao et al. [32] showed that the accuracy of FedAvg decreases significantly with the increase of data heterogeneity. In order to cope with the challenges posed by Non-IID data, FedDyn [2] and SCAFFOLD [11] use regularized methods to estimate the global knowledge of data distributions of all devices, respectively. However, this approach has a large bias when only a small number of devices participate in every training round. Momentum [10] can be exploited to improve the accuracy of FL, which can be combined with other methods [11]. CMFL [20], Oort [12] and Favor [28] neutralize the influence of Non-IID and speed up convergence by selecting a group of “excellent” devices to participate in each round of training. However, these methods tend to ignore the precious data stored on the few devices. FedRep [7] and FedMD [13] make use of transfer learning and knowledge distillation, respectively, to establish different models for each device, making it difficult for new devices to select an appropriate model for initialization.

2.2 Heterogeneous resources

The original assumption of FL was that the computing resources of all devices were the same, but resource heterogeneity usually exists in a real federated environment. Resource heterogeneity can cause the straggler problems in traditional synchronous FL frameworks [4]. FedCS [23] and FedMCCS [1] choose devices with sufficient computing resources to prevent devices from falling into idle waiting and wasting computing resources. However, strict limits on customer choice can lead to fewer participants, slowing down the rate of convergence. FedProx [1] uses partial local update work of stragglers to alleviate model degradation. However, choosing a perfect number of local epochs for each device is challenging in real-world applications. Asynchronous FL has an inherent advantage over synchronous FL in addressing drop-off effects because models can be aggregated without waiting for stragglers. For example, Aso-fed [5] updates the global model asynchronously to deal with stragglers. However, gradient obsolescence is not taken into account, which may threaten the convergence of the model. FedAsync [29] combines a function of staleness with asynchronous update protocol. However, the devices still need to transmit a large amount of data to the server, which may cause the server to crash. FedAT [3] combines synchronous training and asynchronous training to resolve straggler problems and alleviate communication bottleneck. It is a compromise solution and cannot fundamentally solve the problem.

At present, there are few studies that consider both the challenges of device heterogeneity and Non-IID data. CSAFL [31] divides devices with similar data distribution into groups for asynchronous communication according to gradient information. But the reliability of grouping basis is difficult to guarantee. WKAFL [34] estimates global information to solve the Non-IID problem.
before asynchronous communication, but the effect is highly related to the estimation accuracy of global information. FedDUAP [30] exploits the data on the server with the consideration of the Non-IID data on devices to improve the accuracy while it cannot well address the device heterogeneity.

The above work only utilizes the communication between the server and a large number of devices, and does not utilize idle channels between devices. And a fully decentralized FL that only utilizes intercommunication between devices does not have a training control center. It is susceptible to the topology between devices leading to a loss of part of the training speed and model accuracy [21].

Our proposed FedHiSyn has a two-tiered architecture combines the centralized FL framework and the decentralized FL framework. In the first layer, devices are divided into different groups based on their computing capabilities to avoid the degeneration of training efficiency caused by the heterogeneity of device resources. At the second tier, devices within each group communicate with each other based on a ring topology to mitigate Non-IID issues. At intervals, all devices simultaneously send updated models to the server. Additionally, FedHiSyn is robust to large numbers of devices, partial participation, and imbalanced data.

3 BACKGROUND AND MOTIVATION

In this section, we first introduce the traditional framework of FL, i.e., FedAvg, and then discuss the key observations that motivate the design of FedHiSyn.

3.1 FedAvg Framework

FL usually consists of two main components: a central server and C devices. In each round, only part of all devices, denoted as a set S, are selected for each round of training. The whole training process of FedAvg can be divided into the following steps:

1. The central server broadcasts the parameters \(\mathcal{W}_G\) of the global model to be trained on the participating devices.

2. Each participating device \(i\) updates the parameter \(\mathcal{W}_i\) of the local model using its local data by minimizing the empirical risk represented by Eq. (1):

\[
F(\mathcal{W}) = \sum_{i=1}^{C} p_i F_i(\mathcal{W}),
\]

where \(F_i(\cdot)\) represents the local loss function based on training set of device \(i\), and \(p_i\) is the weight of the \(i\)-th device such that \(p_i \geq 0\) and \(\sum_{i=1}^{C} p_i = 1\). The update formula for \(\mathcal{W}_i\) is represented as Eq. (2):

\[
\mathcal{W}_i^{r+1} = \mathcal{W}_i^r - \eta \nabla F_i(\mathcal{W}_i^r),
\]

where \(\mathcal{W}_i^{r+1}\) is the model in Round \(r + 1\), and \(\eta\) is the learning rate.

3. After completing the local training, each participating device \(i\) in Round \(r\) uploads the accumulated parameters \(\mathcal{W}_i^r\) to the central server. Then, the central server aggregates the received parameters and updates the global model according to Eq. (3):

\[
\mathcal{W}_G^{r+1} = \frac{\|S\|}{\sum_i n_i} \mathcal{W}_i^r + 1,
\]

where \(\|S\|\) is the number of participating devices, \(N\) is the number of the total training samples across all devices in this round, and \(n_i\) represents the size of the local dataset on Device \(i\).

The aforementioned three steps iterate till the shared model converges. We can find that the raw training data are always kept on the participating devices during the overall training process. Thus, data privacy is well preserved.

3.2 Motivation

In a typical real-world scenario, the data stored on different devices does not follow an IID distribution. Although FedAvg can work with partial device participation at each training round, training on Non-IID data may diverge each device towards its optimal local model as opposed to achieving an optimal global one.

With the same initialization parameters, the divergence in Round \(r\) between the parameters \(\mathcal{W}_i^r\) of centralized training with all data gathered together and the parameters \(\mathcal{W}_i^r\) of traditional FedAvg training mainly comes from Eq. (4):

\[
D = \sum_{i=1}^{C} \sum_{j=1}^{n_i} \left\| p^i(y = j) - p(y = j) \right\|,
\]

where \(n_i\) is the number of the data classes in each device \(i\), \(p^i(y = j)\) is the probability distribution of Label \(j\) on Device \(i\), and \(p(y = j)\) is the probability distribution of Label \(j\) on the overall dataset [32].

Thus, data privacy is well preserved.

![Figure 2: Training accuracy in different cases of device communication.](attachment:image.png)
To validate Observation 1, we conduct some experiments to identify the influence of communication between devices on the model accuracies. The resources of devices are set to be homogeneous in this set of experiments. We consider both IID and Non-IID data settings across devices, and the test data is identically distributed as all training data. We consider comparative five cases: no communication between devices, random communication between devices and then averaging, random communication, ring-topology based communication between devices and averaging, and ring-topology based communication. In our setting, the device will directly use the model received from the last device for local training. Averaging means that the model received from another device will be aggregated with the local model and then trained locally. We take the average accuracy of models on 100 devices after 50 rounds of training as an estimate of $D$. As shown in Figure 2, in both IID and Non-IID settings, the accuracy of models trained through communication between devices based on the ring topology is significantly higher than those on random communication or no communication. Different parameter aggregation methods will also affect the final training accuracy. Using the received model directly for local training has higher training accuracy than aggregating the received model, especially in the setting of communication based on the ring topology. This observation leads us to the motivation that we could exploit the communication between devices to make the model more informative so as to decrease $D$ and alleviate the Non-IID problem.

**Observation 2.** In the case of heterogeneous resources across devices, the model accuracy can be effectively improved by organizing the communication between devices in a ring topology, wherein devices are ordered ascendingly or descendingly based on their local training time.

![Figure 3: The impact of different topological organizations on the training model accuracy.](image)

We consider three different ring based communication topologies, wherein devices are ordered randomly, ascendingly or descendingly based on their local training time (i.e., called small-to-large or large-to-small variants). "small-to-large" means that devices connect sequentially in order of the time required for local training to complete from shortest to longest. Figure 3 shows that the models trained on large-to-small and small-to-large topologies are far more accurate than those trained on random ring topologies.

Figure 3 also shows that when the data stored on each device is Non-IID, the test accuracy of the final model is reduced by about 10% than that in IID data setting. This is mainly due to the problem of catastrophic forgetting [25] when parameters are passed between devices, which refers to the fact that the model may forget the knowledge acquired on earlier devices after training on multiple following devices. The above problem can be effectively solved by the server periodically gathering the information of all devices, i.e., combining the centralized FL framework.

**Observation 3.** In the case of heterogeneous resources across devices, clustering the devices with heterogeneous resources into different classes based on the duration of local training can accelerate the training but may lower the model accuracy.

![Figure 4: Influence of the number of clusters on the training based on the ring topology in the case of heterogeneous resources.](image)

We cluster the 100 devices based on the duration of local training into 1, 2, 10, and 30 categories. Communication between devices in each class follows a ring topology, and each device directly utilizes the model received from its last device for local training. Figure 4 shows the average accuracy of devices in the most computationally powerful classes. As the number of clusters increases, the number of devices in each category decreases. On the one hand, increasing the number of clusters $K$ allows the device class with strong computing power to complete more communication within the specified time, which speeds up the model training. On the other hand, this leads to less knowledge of data on different devices that the models in each class can learn, affecting the final training accuracy. This is the reason why the accuracy of setting $K=30$ increases the fastest initially but ranks the last finally. In extreme cases, each only one device is a group, which is equivalent to the case where no communication between devices is performed.

## 4 FedHiSyn Framework

FedHiSyn consists of three main components: (1) a centralized server for training the global model; (2) devices that are clustered into different classes; and (3) a ring topology between devices in a class that ensures the communication direction between devices.

We now illustrate the training process of FedHiSyn (as depicted in Figure 5 and listed in Alg 1). As shown in Figure 5 the server completes the device classification and ring topology organization tasks at the beginning of each round. The server clusters devices participating in FL into different classes based on their response latencies dependent on their computing capacity: \{$\text{class}_1, \text{class}_2, \ldots, \text{class}_K$\}, where $\text{class}_k$ is the fastest class and $\text{class}_K$ is the slowest class (Line...
4 in Alg 1). The response latency of each device, mainly consisting of its local training time, is recorded by the server.

Algorithm 1 The training process of FedHiSyn

Input: Number of categories $K$, set of devices $C$, the time interval at which the server receives parameters $R$;

Input: In server: initialized global weights $W_G^0$, time of device $i$ to complete the local training $t_i$;

Input: In device $c_i \in C$: data $D_i$, buffer $B_i$.

1. $W_{1,2,...,c} \leftarrow W_G^0$
2. for iteration $= 1, 2, \ldots$ do
3. $S$: a random set of devices from $C$
4. $\text{class}_{1,2,...,K} \leftarrow \text{Cluster}(K, t_{1,2,...,\|S\|})$
5. for $k \in \{1, 2, \ldots, K\}$ do
6. $Q_k = \{c_i : c_i+1\} \leftarrow \text{Small-to-Large-Ring}(t_{i\in\text{class}_k})$
7. for $c_i \in S$ do
8. $B_i, \text{clear}()$
9. $B_i, \text{push}(W_i)$
10. $R_{c_i} = R$
11. while $R_{c_i} > 0$ do
12. for $c_i \in S$ in parallel do
13. $R_{c_i} \leftarrow R_{c_i} - t_i$
14. $\text{Update}(B_i, \text{back}(), D_i)$
15. send $(B_i, \text{back}())$ to $Q_k[c_i]$
16. $B_{Q_k[c_i]}, \text{push}(B_i, \text{back}())$
17. $W_G \leftarrow \text{Aggregate}(W_{1,2,...,S})$
18. $W_{1,2,...,c} \leftarrow W_G$
19. function $\text{Update}(W, D_i)$
20. $W_{G,t+1} = W_G - \eta \nabla f_i(W)$
21. function $\text{Aggregate}(W_{1,2,...,S})$
22. $W_G = \sum_{i=1}^{\|S\|} \frac{1}{\|S\|} W_i$

The server then makes the devices in each class connected to each other in an ascending order of local training time, i.e., in the small-to-large manner. The size of the round arrow in each class, as shown in Figure 5, represents the time it takes for the device to complete the local training. At the end, the device with the longest local training time is connected to the device with the shortest (Line 5-6 in Alg 1). All the devices constitute the ring topology. When a device completes its local training, the trained parameters are sent to the next device following the ring topology (Line 7-16 in Alg 1). At regular intervals, all devices send trained models to the server for model aggregation (Line 17 in Alg 1).

Specifically, at the beginning of each training round, the server sends each device the initialized parameter $W_G$. Every $R$ time, the server aggregates the updated models it receives from all devices to complete a training round. Each device trains with the following steps at each round: (1) The device receives the model from the server and performs local training to update the model; (2) The device sends the updated model to the next device based on the ring topology; (3) After receiving the model sent by another device, the device trains the received model locally to complete the model update. If the device does not receive any model sent by another device, it will continue to train the model that was last trained locally. Steps (2) - (3) repeat until time $T$ is reached, and all devices upload the local models to the server to complete a round of training.

Under the FedHiSyn framework, devices are always in a working state. This avoids wasting the computing resources of devices as a result of the straggler problem. At the same time, the communication between devices will make the model learn more information of the data stored on diverse devices, thus speeding up the training process and improving the test accuracy of the final model.

### 4.1 Clustering and Communication Topology

The equipment set participating in each round of training is recorded as $S$. At the beginning of each round, the server receives the configuration information sent by the devices participating in this round of training. This information includes the time $t_i$ for Device $i$ to complete the local training and the communication delay $D_{i,j}$ between Device $i$ and Device $j$. The server first clusters devices into $K$ classes based on the time of each device completing local training and then organizes the devices in a ring topology for each class. The clustering algorithm chosen in our setup is the k-means clustering algorithm. The server then sends the organized topological information to each device. In the ring topology, devices are organized in an ascending order based on the metric shown in Eq. (5), where device $i+1$ is the next device of Device $i$ in the ring.

$$M_i = t_i + D_{i,i+1}, \quad (5)$$

Since the communication delay between devices is difficult to estimate precisely, we consider a simpler case where the communication delay between every two consecutive devices is equal, and therefore, Eq. (5) can be simplified to $M_i = t_i$.

As described in Section 3, the ring-topology communication between devices can significantly improve the efficiency of communication between devices. At the same time, in order to reduce the impact of resource heterogeneity on the ring topology, we divide devices into different categories according to the duration of the local training, affected by the computing capacity. The training time of devices in the same category is similar so that the device group with a short average time to complete local training can perform more communication processes.
4.2 Training at Local devices

As described in Section 3, using the received model for local training has higher training accuracy than just for aggregation. Therefore, in FedHiSyn, Device $i$ applies an update according to Eq. (6) after receiving model $W_i$ by the server or device $i - 1$:

$$W_i = W_{G(i-1)} - \eta \nabla F_i(W_{G(i-1)}),$$

(6)

where $W_{G(i-1)}$ is the received model from the server or Device $i - 1$. $W_i$ is the new model after $r$ rounds of communication and training in device $i$, $F_i(\cdot)$ represents the local loss function in Device $i$ and $\eta$ is the learning rate. If device $i$ does not receive any model sent by another device, it applies an update as Eq. (7):

$$W_i^{r+1} = W_i^r - \eta \nabla F_i(W_i^r).$$

(7)

The device will repeat the above training process until a predefined time $T$ is reached. Based on the device training method, the model can be continuously updated and trained by using the local data of different devices. The training of each model here can be seen as SGD training on the data of multiple devices that the model has traversed. When the model is uploaded to the server, its risk after $T$ rounds of communication and $r$-th device’s local data uniformly at random.

$$\tilde{F}_i(W) = \sum_{j \in \Omega} p_j f_j(W).$$

(8)

where $\Omega$ is the set of devices that the model $W$ has reached, $j$ is the device in $\Omega$, and $p_j$ is the weight of the $j$-th device such that $p_j \geq 0$ and $\sum_{j \in \Omega} p_j = 1$. $\tilde{F}_i(W)$ is closer to $F(W)$ than $F_i(W)$. Thus, compared with the traditional FL training method, each model can obtain more information of the overall data distribution when it is uploaded to the server for aggregation, thereby improving the accuracy of the training model and accelerating the training speed.

4.3 Weighted Aggregation

All models uploaded to the server have been trained by multiple devices and there is no relationship between the weights of each model uploaded to the server and the amount of data on the device that uploaded the model. The traditional method for determining the weights based on the number of samples on each device cannot meet the needs of FedHiSyn very well. In the stage have been, we assume the weight on each device to be the same so as to avoid what error caused by determining the weight according to the number of labels on the device when the model is uploaded. The aggregation formula is represented as Eq. (9):

$$W_G^{r+1} = \frac{1}{\|S\|} \sum_{i=1}^{\|S\|} W_i^{r+1},$$

(9)

where $W_G^{r+1}$ is the global model in aggregation round $r$, and $\|S\|$ is the number of participating devices.

When the resource heterogeneity of all devices is very high, a class of devices with shorter local training time than another group will have more opportunities for more rounds of communication. In order not to bias the aggregation parameters to these devices with shorter local training time, FedHiSyn can also consider the average time for different types of devices to complete local training as their corresponding weights for parameter aggregation. The aggregation formula is as in Eq. (10):

$$W_G^{r+1} = \frac{1}{L} \sum_{i=1}^{L} W_i^{r+1},$$

(10)

where $l_i$ is the average local training time for the class the device $i$ is in, and $L$ is the sum of the average time for all device classes to complete local training.

Periodic parameter aggregation by the server can integrate the model information of all devices to a certain extent, and accelerate the training speed. At the same time, periodic parameter aggregation by the server can also reduce the catastrophic forgetting problem mentioned in Observation 2 to a certain extent, and has better model accuracy than decentralized training.

5 CONVERGENCE ANALYSIS

In this section, we show that FedHiSyn converges to the optimal global solution for strongly convex functions on Non-IID data and has a faster convergence rate than FedAvg. We first introduce the assumptions and definitions as follows.

Assumptions 5.1, 5.2, 5.3 and 5.4 have been made by the work [17]. These Assumptions are used to demonstrate the convergence of FedAvg on Non-IID data.

Assumption 5.1. $F_1, \ldots, F_N$ are all $L$-smooth: for all $u, w \in W$, $F_i(u) \leq F_i(w) + (u - w)^T \nabla F_i(w) + \tfrac{L}{2} \|u - w\|^2$.

Assumption 5.2. $F_1, \ldots, F_N$ are all $\mu$-strongly convex: for all $u$ and $w$, $F_i(u) \geq F_i(w) + (u - w)^T \nabla F_i(w) + \tfrac{\mu}{2} \|u - w\|^2$.

Assumption 5.3. Let $\xi_i$ be sampled from the i-th device’s local data uniformly at random. The variance of stochastic gradients in each device is bounded: $\mathbb{E} \|\nabla F_i(W_i^r, \xi_i) - \nabla F_i(W_i^r)\|^2 \leq \sigma_i^2$ for $i = 1, \ldots, C$.

Assumption 5.4. The expected squared norm of stochastic gradients is uniformly bounded, i.e., $\mathbb{E} \|\nabla F_i(W_i^r, \xi_i)\|^2 \leq G^2$ for all $i = 1, \ldots, C$ and $r = 0, \ldots, R - 1$.

Based on these four assumptions, the work [17] proves the convergence of FedAvg on Non-IID data. In FedHiSyn, the parameters of each model are trained on multiple devices, and the device directly uses the received parameters for local training. The overall training process is equivalent to performing SGD on the model sequentially using the data of multiple devices in different batches. The risk of parameters $W_i$ uploaded to the server on Device $i$ is changed from $F_i(W_i^r)$ to $\tilde{F}_i(W_i^r)$.

Definition 5.1. $\nabla F_i(W_i^r)$ is introduced to represent the difference between the parameters sent by the server after training by the devices and the initial value, i.e., $\nabla F_i(W_i^r) = \frac{W_{initial} - W_{trained}}{\eta}$.

Definition 5.2. The training process of parameters under FedHiSyn is $W_{trained} = W_{trained} - \eta \nabla F_i(W_i^r)$ and can be seen as all the data on multiple devices, so $\nabla F_i(W_i^r, \xi_i) = \nabla F_i(W_i^r)$, and $\sigma_i^2 = 0$.

According to Definition 5.1, there are the following lemma 5.1:

**Lemma 5.1.** Let $\|\Omega_i\|$ be the size of $\Omega_i$ which is the set of devices that $W_i$ has been reached. With Definition 5.1 and Assumption 5.4 we have:

$$\|\nabla F_i(W_i^r)\|^2 \leq (\|\Omega_i\| - 1)G^2,$$

(11)
We analyze the case that all the devices participate in the training. Let the FedAvg algorithm terminate after \( R \) iterations and return \( W^\star \) as the solution.

Definition 5.2 is equivalent to Assumption 5.3, and Lemma 5.1 is equivalent to Assumption 5.4. In FedHiSyn we always seem local epoch \( E \) as 1. We consider the simple case where all devices will participate in training. According to the conclusion of work [17], with Assumptions 5.1, 5.2, Definition 5.2 and Lemma 5.1 we can get Theorem 5.1 of FedHiSyn.

**Theorem 5.1.** Let \( L, \mu, \sigma, G \) be defined therein. Choose \( \kappa = \frac{L}{\mu} \), \( y = \max(8\kappa, E) \) and the learning rate \( \eta_t = \frac{2}{\mu(1 + \eta)} \). Then FedHiSyn with full device participation satisfies

\[
\mathbb{E} \left[ \tilde{F}(W_R) - F^\star \right] \leq \frac{2\kappa}{y + R - 1} \left( \frac{12L\Gamma}{\mu} + \frac{\mu\gamma}{2}) \right) \|W_0 - W^\star\|^2 .
\]  

The detailed proof of Theorem 5.1 refers to the works [17]. In addition, the proof with partial participation can be easily achieved with a few modifications (see details in [24]). \( F^\star \) is the minimum value of \( F \). As \( R \) increases, the right side of the equation approaches 0, so FedHiSyn can converge to the global optimum.

At the same time, we find that the smaller \( \Gamma \) is, the faster the algorithm converges and the lower the communication cost is. Let \( F_i^\star \) be the minimum values of \( F_i \). We use the term \( \Gamma = F^\star - \frac{1}{C} \sum_{i=1}^{C} F_i^\star \) for quantifying the degree of Non-IID. If the data are IID, then \( \Gamma \) obviously goes to zero as the number of samples grows. If the data are Non-IID, then \( \Gamma \) is nonzero, and its magnitude reflects the heterogeneity of the data distribution. FedAvg is a special case of FedHiSyn in the case of device resource isomorphism. \( \tilde{F}_1 \) of FedHiSyn is closer to \( F \) than \( F_1 \) of FedAvg, which has been explained in 4.2. Therefore, \( \Gamma \) of FedHiSyn is smaller than that of FedAvg. The convergence speed of FedHiSyn is faster, and the communication cost of the server is lower.

6 EXPERIMENTS

In this section, we first introduce the experimental setup and then present the evaluation results.

6.1 Experimental Setup

**Datasets:** We evaluate FedHiSyn using four popular datasets: MNIST, EMNIST-Letter (EMNIST for short), CIFAR10 and CIFAR100 as described below:

- **MNIST:** It is a dataset that contains a training set of 60,000 examples and a test set of 10,000 examples. Each example is a 28×28 grayscale image associated with a label from 10 classes. We partition the dataset into 100 devices and follow the same Non-IID setting of MNIST as previous experiments [15].
- **EMNIST-Letters:** It is an image dataset that consists of a training set of 124,800 samples and a test set of 20,800 samples. There are a total of 26 classes. We use the same number of devices and the Non-IID setting as MNIST.
- **CIFAR10:** It dataset consists of 60,000 32 × 32 colour images in 10 classes, with 6000 images per class. There are 50,000 training images and 10,000 test images. We partition the dataset into 100 devices and follow the same Non-IID setting of CIFAR-10 as [15].
- **CIFAR100:** It has 100 classes. Each class has 600 color images of size 32 × 32, of which 500 are used as training set, and 100 are used as a test set. We use the same number of devices and Non-IID setting as CIFAR10.

The training difficulty of the four datasets is from easy to hard: MNIST, EMNIST, CIFAR10, and CIFAR100. The Non-IID settings that we adopt is Dirichlet(\( \beta \)): Label distribution on each device follows the Dirichlet distribution, where \( \beta \) is a concentration parameter (\( \beta > 0 \)).

**Models.** We use fully-connected neural network architectures for MNIST and EMNIST with 2 hidden layers. The number of neurons in the layers is 200 and 100, respectively. For CIFAR-10 and CIFAR-100, we use a CNN model consisting of 2 convolutional layers with 64 5 × 5 filters followed by 2 fully connected layers with 394 and 192 neurons and a softmax layer.

**Baselines.** We compare FedHiSyn against six synchronous and asynchronous FL methods:

- **FedAvg** [22]: A baseline synchronous FL method proposed by McMahan et al. At each round, a certain ratio of total devices are randomly selected for training, and the server aggregates the weights received from selected devices in an average manner. In an asynchronous setting, FedAvg collects weights from each device at regular intervals, so each device has a different number of rounds of local training. Devices with more computing power are able to do more rounds of local training.
- **TFedAvg:** A synchronous FL method. After the device finishes training the local model, it waits for other devices to finish local training before uploading the model to the server. The aggregation method of TFedAvg is the same as FedAvg.
- **TAFedAvg:** An asynchronous FL method, in which each device uploads its local model to the server just after finishing its own training process. The server is responsible for accepting the new models and aggregating them to the original model.
- **FedProx** [1]: A synchronous FL method that claims to handle stragglers due to system heterogeneity across all devices by applying different local epochs for devices. FedProx adds a proximal term to the objective on the devices for improving performance and smoothing the training curve.
- **FedAT** [3]: A semi-asynchronous FL method where devices are clustered and assigned to different training layers. Devices within each layer adopt synchronous updates, and different layers directly update asynchronously.
- **SCAFFOLD** [11]: A synchronous FL method for Non-IID data, where an additional parameter control variate is added when each device is trained to correct the device-drift presented in FedAvg.

**Metrics.** We adopt the number of transmitted models between devices and the server to achieve certain target accuracy as our metric to indicate the communication/transmission overheads and also report the accuracy of the global model achieved in a specified number of rounds. The overall results are shown in Table 1. Note that the duration of each round in the experiment refers to the time required to complete the local training of the slowest device. SCAFFOLD communicates the current model and its associated gradient per round, while others communicate only the current
model. FedHiSyn, FedAvg, TFedAvg, and FedProx transmit/receive the same number of models for a fixed number of rounds, whereas SCAFFOLD costs twice due to the transmission of states. As such number of rounds for SCAFFOLD is one-half of those reported. In each round of training, TAFedAvg and FedAT have more communication between the server and devices, so in this paper, we utilize the average number of transmitted models for all devices in one training round to calculate the final communication volume. The local training performed by different devices differs by a maximum of 10 times. That is to say, before sending an update to the server, a device with strong computing power can communicate with the server 10 times, while a device with weak computing power can only communicate with the server once. As such number of rounds for FedAT and TAFedAvg is one-fifth of those reported. Along with the transmission costs of each method, we report the final training accuracy in Table 1.

Hyperparameter setting. We utilize 100 devices to mimic the large volume of participating edge devices in practical FL. This paper considers three different scenarios where each device has a 100%, 50%, and 10% chance of participating in the training, respectively. The number of epochs for each device to complete local training in one round is randomly distributed in [5, 90]. We set the learning rate as 0.1, the local mini-batch size as 50, and the local epochs of each device on each round as 5 for TFedAvg, TAFedAvg, and FedAT. For FedAvg, FedProx and SCAFFOLD, we set the learning rate and local mini-batch size as the same as TFedAvg, but the local epochs for these methods are the maximum achievable training time in a round.

For FedHiSyn, we set the learning rate, local epoch, and local mini-batch size as the same as FedAT. In the process of device clustering, we choose the K-means clustering algorithm. K is set at 10 when device participation probability is 50% or 100% and is set at 2 when device participation probability is 10%. Different number of clusters will have an impact on the final training results, which we will discuss later. The clustering options described above are better options.

6.2 Overall results
Table 1 shows that FedHiSyn has the optimal communication efficiency in all settings. FedHiSyn can train the model to a predetermined accuracy by transferring fewer parameters to the server. The final FedHiSyn model has the highest test accuracy in the vast majority of settings. At the same time, we can see that the SCAFFOLD algorithm used to solve the Non-IID data problem still maintains good performance in terms of communication efficiency and model accuracy in the case of heterogeneous resources.

Full vs. Partial Participation. With the Non-IID setting of Dirichlet(0.3), the accuracy of the models trained by FedHiSyn on the four datasets decreases as device engagement decreases from 100% to 50% to 10%. However, compared to FedAvg under the same settings, the accuracy of FedHiSyn is 3.92%, 4.29%, and 4.48% higher on average. We observe similar improvements in performance under most dataset settings. This shows that FedHiSyn has strong robustness to different device participation degrees. When the proportion of devices participating in training is small, the communication between devices can still be used to help train high-precision models.

IID vs. Non-IID Distribution. Data distributions across devices become more Non-IID as we go from IID, Dirichlet(0.8) to Dirichlet(0.3) settings, which makes the global optimization problem harder. When device participation is 100%, from the setting of IID, Dirichlet(0.8) to Dirichlet(0.3), the average number of parameters that FedAvg needs to pass to the server to achieve the target accuracy on the four datasets are 3.4367×10^6, 3.5651×10^6, and 4.1079×10^6 that of FedHiSyn. In the setting of other device engagement, increasing the Non-IID level also results in greater communication savings.

The final training accuracies of FedHiSyn on the IID and Dirichlet (0.3) distributed CIFAR10 datasets are 81.64% and 79.19%, respectively, taking on a difference of 2.45%. However, the accuracy difference between IID and Non-IID in the experiment of observation 2 is about 10%. This phenomenon shows that the existence of the server reduces the difference in training accuracy between IID and Non-IID. A plausible explanation is that the server can alleviate the catastrophic forgetting problem in ring-topology based training.

Easy task vs. Difficult task.
The more difficult the work FedHiSyn has to do, the more significantly its performance improves over FedAvg. We focus on the case when the device’s participation rate is 100%, and the Non-IID is set to Dirichlet (0.3). Compared with FedAvg, the final training accuracy of FedHiSyn is 1.07%, 3.13%, 3.9%, and 7.58% higher regarding the four datasets, respectively. When the task is more complex, FedHiSyn can still train a model with higher accuracy by using the information transferred between devices.

6.3 Effects of the grouping strategy
To explore the effect of the number of clustered classes on the model accuracy results, we conduct experiments on the MNIST and CIFAR10 datasets with 50% devices engagement. As shown in Figure 6, when the number of clusters is set as 1, 10, 20, 30, 40, and 50, respectively, the final model accuracy of FedHiSyn first increases and then decreases, and the highest accuracy is obtained when the number of classes is set at 10. This verifies the motivation that if the number of clustered classes is too small, it is difficult for each class to complete multiple rounds of communication, resulting in a decrease in the efficiency of device communication and a higher accuracy. However, if the number of clustered classes is too large, the number of devices in each category will be too small, and the parameters uploaded to the server will obtain less data information of the devices, which will affect the final training accuracy.

6.4 Effects of the degree of heterogeneity
To explore the effect of resource heterogeneity across devices on the model accuracy, we conduct experiments on the MNIST and CIFAR10 datasets under 50% device engagement. We use Eq. (13)

\[ H = \frac{l_{\text{max}}}{l_{\text{min}}} \]

(13)
to represent the degree of resource heterogeneity of all devices. The greater the H, the greater the degree of resource heterogeneity. As
Table 1: Number of models transmitted, relative to that in one round of FedAvg, to reach a target test accuracy for participation levels of 100%, 50% and 10%. On the MNIST, EMNIST, CIFAR10, and CIFAR100 datasets, our target test accuracies are 96%, 86%, 75%, and 33%, respectively. For methods that could not achieve target accuracy within the communication constraint, we append transmission cost with an X sign. The percentage in parentheses represents the final training accuracy. For CIFAR10 and CIFAR100, the number of training rounds is 150, and for MNIST and EMNIST, this is 100. Given the possibility of random device selection during training, the results in the table are averaged based on the results of three independent experiments.

| Participation | Dataset | FedHiSyn | FedAvg | FedProx | FedAT | SCAFFOLD | TAFedAvg | TfedAvg |
|---------------|---------|----------|--------|---------|-------|----------|----------|---------|
| 100%          | MNIST   | 6(97.98%) | 5(96.96%) | 20(97.03%) | 30(97.83%) | 10(98.22%) | 35(97.54%) | 23(97.54%) |
|               | EMNIST  | 5(90.50%) | 20(87.63%) | 19(87.48%) | 35(89.32%) | 10(90.95%) | 35(89.02%) | 18(89.50%) |
|               | CIFAR-10| 32(80.14%) | 95(76.16%) | 96(76.42%) | 250(77.80%) | 92(78.99%) | 360(76.63%) | 105(76.53%) |
|               | CIFAR-100| 24(42.85%) | 95(34.63%) | 96(34.63%) | 210(38.05%) | 132(36.25%) | 430(34.96%) | 92(35.88%) |
| 50%           | MNIST   | 4(98.08%) | 7(96.96%) | 20(97.04%) | 70(97.53%) | 12(98.23%) | 125(96.93%) | 23(97.53%) |
|               | EMNIST  | 3(90.71%) | 21(87.58%) | 20(87.76%) | 70(88.84%) | 12(91.06%) | 145(87.44%) | 18(89.42%) |
|               | CIFAR-10| 30(80.21%) | 99(75.92%) | 104(75.87%) | 345(76.71%) | 90(79.24%) | 610(75.41%) | 135(75.65%) |
|               | CIFAR-100| 23(43.40%) | 114(34.04%) | 118(33.58%) | 530(33.35%) | 114(36.13%) | 454(34.64%) | 76(36.09%) |
| 10%           | MNIST   | 5(97.94%) | 17(97.13%) | 17(97.19%) | 355(96.38%) | 20(98.18%) | X(94.43%) | 19(97.67%) |
|               | EMNIST  | 5(90.27%) | 18(87.95%) | 15(88.15%) | 240(87.58%) | 18(90.23%) | X(83.83%) | 15(89.74%) |
|               | CIFAR-10| 31(80.32%) | 88(76.01%) | 100(76.03%) | X(68.94%) | 108(78.08%) | X(57.18%) | 91(76.91%) |
|               | CIFAR-100| 38(41.81%) | X(31.53%) | X(31.35%) | X(23.69%) | X(32.30%) | X(16.06%) | X(32.12%) |

| Participation | Dataset | FedHiSyn | FedAvg | FedProx | FedAT | SCAFFOLD | TAFedAvg | TfedAvg |
|---------------|---------|----------|--------|---------|-------|----------|----------|---------|
| 100%          | MNIST   | 9(97.79%) | 28(96.76%) | 27(96.86%) | 460(95.89%) | 26(98.04%) | X(92.87%) | 28(97.36%) |
|               | EMNIST  | 8(89.72%) | 38(86.86%) | 36(87.04%) | 440(86.28%) | 28(89.67%) | X(79.12%) | 26(88.80%) |
|               | CIFAR-10| 46(78.74%) | X(74.03%) | X(73.92%) | X(65.55%) | 146(77.24%) | X(51.80%) | X(74.64%) |
|               | CIFAR-100| 36(40.88%) | X(31.68%) | X(31.91%) | X(25.02%) | 254(32.95%) | X(16.17%) | 123(33.45%) |
| 50%           | MNIST   | 13(97.15%) | 48(95.84%) | 48(96.00%) | X(94.91%) | 34(97.73%) | X(89.58%) | 36(96.83%) |
|               | EMNIST  | 22(88.29%) | X(84.73%) | X(85.00%) | X(84.09%) | 42(88.79%) | X(72.93%) | 38(87.81%) |
|               | CIFAR-10| 80(76.98%) | X(72.61%) | X(72.58%) | X(62.40%) | 178(76.57%) | X(49.00%) | X(73.52%) |
|               | CIFAR-100| 44(39.66%) | X(30.89%) | X(31.46%) | X(24.34%) | 254(33.04%) | X(15.01%) | 127(33.01%) |
7 CONCLUSION

In this paper, we proposed FedHiSyn, a new framework of FL, to solve the problem of resource and data heterogeneity in FL by utilizing communication between devices. First, devices are grouped into different classes based on the computing capacity and devices within each class are organized in a ring topology. After the clustering, local models are transmitted to and trained on the next devices based on the ring topology before they are uploaded to the server in each iteration. The global partition of devices avoids local communication between devices with high-degree heterogeneous resources, thus relieving the problem of low-computing efficiency. By exploiting the local communication between devices, the global model, aggregated from local models, is instilled much knowledge about different data distributions. The proposed framework in this way attenuates the negative effect of the Non-IID problem and saves many communication rounds between the server and devices to reach a target accuracy. Experimental results on various heterogeneous settings on MNIST, EMNIST, CIFAR10, and CIFAR100 datasets have proved that FedHiSyn performs consistently efficiently and effectively in many cases compared to FedAvg, SCAFFOLD, and other baselines.
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