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Abstract: A boundary-layer is a thin fluid layer near a solid surface, and viscous effects dominate it. The laminar boundary-layer calculations appear in many aerodynamics problems, including skin friction drag, flow separation, and aerodynamic heating. A student must understand the flow physics and the numerical implementation to conduct successful simulations in advanced undergraduate- and graduate-level fluid dynamics/aerodynamics courses. Numerical simulations require writing computer codes. Therefore, choosing a fast and user-friendly programming language is essential to reduce code development and simulation times. Julia is a new programming language that combines performance and productivity. The present study derived the compressible Blasius equations from Navier–Stokes equations and numerically solved the resulting equations using the Julia programming language. The fourth-order Runge–Kutta method is used for the numerical discretization, and Newton’s iteration method is employed to calculate the missing boundary condition. In addition, Burgers’, heat, and compressible Blasius equations are solved both in Julia and MATLAB. The runtime comparison showed that Julia with for loops is 2.5 to 120 times faster than MATLAB. We also released the Julia codes on our GitHub page to shorten the learning curve for interested readers.
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1. Introduction

Until the 19th century, scientists neglected the effects of viscosity in their hydrodynamic and aerodynamic calculations using potential flow theory. However, this assumption led to a contradiction between theoretical predictions and experimental measurements of drag force acting on a moving body, now known as the d’Alembert paradox [1]. Later, a revolutionary boundary-layer concept is introduced [2,3]. In this concept, the fluid flow over a surface is divided into two regions by the boundary-layer edge: an area between the surface and the boundary-layer edge dominated by the viscous effects and a region outside the boundary-layer edge where the viscous effects can be neglected. It enables a significant simplification of full Navier–Stokes equations.

The boundary-layer theory was first presented by Prandtl [4] in 1904, and it provides the solutions of velocity and temperature profiles within the boundary-layer by using approximations. One can obtain Blasius [5,6], Falkner–Skan [7], and compressible Falkner–Skan [2,8] solutions by using this approach. Researchers extensively use these solutions to validate the computational fluid dynamics (CFD) simulations. Moreover, in a CFD simulation, one can calculate the boundary-layer thickness in advance to estimate the required grid parameters to resolve the boundary-layer region. Understanding the fundamentals of boundary-layer theory is critical for engineers to solve today’s aerodynamic design challenges.

It may be challenging to fully understand the fundamentals of the boundary-layer theory in undergraduate- and graduate-level boundary-layer courses. Most of the time, books skip or briefly mention some steps in the derivation of a system of equations.
Additionally, instructors are forced to leave the details of derivations to students due to the limited lecture time. The steps that are skipped may become a challenge for students. Moreover, the derived equations usually do not have an analytical solution; therefore, they must be solved using numerical methods. Students or engineers who do not have adequate experience in the subject may struggle to understand the details of the topics because of the blanks in the process. A tutorial of step-by-step derivation and implementation in the computer environment may help students to fill the blanks. Moreover, researchers from another field may utilize the code and/or the simple explanation of the topic in their research. For the coding part, there are several available coding languages extensively used in scientific community, such as Fortran [9], Python [10], C/C++ [11], and MATLAB [12]. However, Julia [13] may be another alternative for students to write high-level, generic code that resembles mathematical formulas. It is a relatively new, fast, and dynamic coding language that focuses on productivity. It is trying to fill the gap between high-performance languages, such as Fortran and C/C++, and user-friendly languages, such as Python and MATLAB. Students tend to use user-friendly languages for their coursework and simple problems; however, in the industry, it is crucial to have a fast solver. In this gap, Julia provides easy syntax, as Python and MATLAB, and a fast performance, as Fortran and C/C++. This makes Julia a great choice for researchers due to the ability to combine high-performance with productivity. Although there are some tutorial papers and modules developed in other languages [14–17], the current number of publications is not enough to gain a thorough understanding of the Julia language in CFD [18,19].

In this tutorial paper, compressible Blasius equation and energy equation are derived from scratch and implemented in the Julia environment. The fourth-order Runge–Kutta method is employed to solve the final differential equations and Newton’s iteration method is used for the missing boundary condition. Solutions obtained by the code are validated with Iyer’s [20] BL2D boundary-layer solver which is used in NASA’s well-known compressible boundary-layer stability solver Langley Stability and Transition Analysis Code (LASTRAC) [21]. The derivation details with the numerical implementation will guide students to understand the compressible laminar boundary-layer concept better. It will be easier for them to solve more complex problems with their own codes. Figure 1 illustrates the visual abstract of the paper, which gives the main ideas of the present paper. Additionally, Burger’s, heat, and compressible Blasius equations solution times obtained by Julia and MATLAB solvers are compared with each other. We make all these codes available on GitHub to shorten the learning curve. We provide the GitHub link of the codes, installation instructions, and required packages in Appendix A. Advanced boundary-layer topics are beyond the scope of this paper, interested readers are referred to additional references [22–25] for subsonic boundary-layer transition, references [26–34] for supersonic/hypersonic boundary-layer transition, and references [35–37] for flow separation. The other research studies where boundary-layer flow is involved are presented in the references [38–43].
2. Compressible Laminar Boundary-Layer

Compressibility effect in the boundary-layer requires additional calculations. Constant density assumption in incompressible speeds is no longer valid for the compressible boundary-layer. In compressible speeds, temperature and density change within the boundary-layer. It is crucial to capture the velocity, temperature and density variations in the boundary-layer to obtain accurate simulation results. One can estimate the number of element required to resolve the boundary-layer in the CFD simulation by using the boundary-layer theory. Compressible Blasius is also widely used for CFD validations in high-speed flows. In this section, compressible Blasius equations will be derived from scratch and implemented in the Julia environment. The contribution of this paper is employing the Julia language. The equations used in this paper are already in the literature [2,44]. The manuscript may enable students to adopt the programming language with easily and available GitHub codes, which may shorten the learning curve.

2.1. Compressible Blasius Equations

Incompressible Blasius solution is a similarity solution for a flat plate. The assumptions for the incompressible Blasius equations are given in our previous work [19]; interested readers can check the details from there. In the compressible region, the temperature effects must be taken into account for an accurate solution. In the incompressible region, the temperature and density changes are small enough to be neglected. In the compressible region, the temperature can increase drastically as a result; density decreases within the boundary-layer. For example, the temperature on the solid wall can reach 7 times the freestream temperature in Mach 6 flow over a wedge. If the freestream temperature is 300 K, the wall temperature will be around 2100 K. In order to compare the quantity,
the melting point of titanium is around 1941 K [45]. This problem is still a challenge for aerospace applications in which high Mach numbers are involved.

The compressible Blasius equations can be derived from the compressible Navier–Stokes equations, which can be expressed in two spatial dimensions as:

\[
\frac{\partial \rho}{\partial t} + \frac{\partial (\rho u)}{\partial x} + \frac{\partial (\rho v)}{\partial y} = 0 
\]  

(1)

\[
\rho \left( \frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} + v \frac{\partial u}{\partial y} \right) = -\rho \frac{\partial p}{\partial x} + \frac{\partial}{\partial x} \left[ 2\mu \frac{\partial u}{\partial x} + \lambda \left( \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} \right) \right] + \frac{\partial}{\partial y} \left[ \mu \left( \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} \right) \right] 
\]  

(2)

\[
\rho \left( \frac{\partial v}{\partial t} + u \frac{\partial v}{\partial x} + v \frac{\partial v}{\partial y} \right) = -\frac{\partial p}{\partial y} + \frac{\partial}{\partial x} \left[ \mu \left( \frac{\partial v}{\partial x} + \frac{\partial u}{\partial y} \right) \right] + \frac{\partial}{\partial y} \left[ 2\mu \frac{\partial v}{\partial y} + \lambda \left( \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} \right) \right] 
\]  

(3)

\[
\rho c_p \left( \frac{\partial T}{\partial t} + u \frac{\partial T}{\partial x} + v \frac{\partial T}{\partial y} \right) = -\frac{\partial p}{\partial x} - v \frac{\partial p}{\partial y} + \frac{\partial}{\partial x} \left( k \frac{\partial T}{\partial x} \right) + \frac{\partial}{\partial y} \left( k \frac{\partial T}{\partial y} \right) + \Phi, 
\]  

(4)

where \( \rho \) is the density, \( u \) and \( v \) are the velocities in \( x \)- and \( y \)-directions, \( p \) is the pressure, \( \mu \) is the dynamic viscosity, \( \lambda \) is the second viscosity coefficient, \( k \) is the thermal conductivity, \( T \) is the temperature, \( c_p \) is the specific heat at constant pressure, and \( \Phi \) is the dissipation function, which can be written as:

\[
\Phi = \mu \left[ \frac{\partial u}{\partial x} \right]^2 + 2 \left( \frac{\partial v}{\partial y} \right)^2 + \left( \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} \right)^2 \right] + \lambda \left( \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} \right)^2. 
\]  

(5)

In order to obtain the boundary-layer equations, dimensional analysis is required to neglect the variables that have smaller orders than others. The flat plate boundary-layer development is illustrated in Figure 2. In this flow, \( u \) velocity is related to freestream velocity and the order of magnitude is one. The \( x \) is related to plate length, so its order of magnitude is also one. The \( y \) distance is related to boundary-layer thickness, so it is in the order of \( \delta \) which is the boundary-layer thickness. The density, \( \rho \), is related to freestream density so its order of magnitude is also one. The magnitude of the \( v \) velocity can be calculated from the continuity equation, Equation (1). In order to get zero from this equation, all variables must be in the same order so \( v \) is in the order of \( \delta \) as a result of this, \( \frac{\partial (\rho v)}{\partial y} = O(1) \). When the magnitude analysis is completed in the same manner, the boundary-layer equations can be obtained. It has to be noted that dynamic viscosity is in the order of \( \delta^2 \), pressure and temperature are in the order of one. The specific heat at constant pressure is in the order of one. The second viscosity coefficient, \( \lambda \), can be taken as \(-2/3\mu\) because of Stokes’ hypothesis. Once the order of magnitude is obtained for each of the terms, some of the terms can be neglected because \( \delta \ll 1 \). The final system of equations in steady-state condition \( (\frac{\partial}{\partial t} = 0) \) will be:

\[
\frac{\partial (\rho u)}{\partial x} + \frac{\partial (\rho v)}{\partial y} = 0 
\]  

(6)

\[
\rho \left( u \frac{\partial u}{\partial x} + v \frac{\partial u}{\partial y} \right) = -\frac{\partial p}{\partial x} + \frac{\partial}{\partial x} \left( \mu \frac{\partial u}{\partial x} \right) 
\]  

(7)

\[
\frac{\partial p}{\partial y} = 0 
\]  

(8)

\[
\rho c_p \left( u \frac{\partial T}{\partial x} + v \frac{\partial T}{\partial y} \right) = -\frac{\partial p}{\partial x} + \frac{\partial}{\partial x} \left( k \frac{\partial T}{\partial x} \right) + \mu \left( \frac{\partial u}{\partial y} \right)^2. 
\]  

(9)
Figure 2. Schematic description of the flow over a flat plate. The red dashed line corresponds to boundary-layer edge. The boundary-layer velocity profile is illustrated with a blue line. The black dot corresponds to the boundary-layer edge at that station. The density, temperature, and velocity at the boundary-layer edge are $\rho_e$, $T_e$, and $u_e$, respectively. The boundary-layer thickness is defined with $\delta(x)$, which is the function of $x$.

Equation (7) can be expressed at the boundary-layer edge as:

$$\rho u_e \frac{\partial u_e}{\partial x} = - \frac{\partial p_e}{\partial x}. \quad (10)$$

The variables are changing from the solid surface up to the boundary-layer edge. At the boundary-layer edge, they reach to freestream value for the corresponding variable and remain constant. The velocity change in the $y$-direction at the boundary-layer edge is zero ($\frac{\partial u}{\partial y}|_{y=\delta} = 0$), because it is constant at boundary-layer edge. Equation (8) indicates that the pressure gradient in the $y$-direction is zero, so pressure at the boundary-layer edge equals the pressure within the boundary-layer ($p_e = p$). Equation (10) becomes:

$$\rho u_e \frac{\partial u_e}{\partial x} = - \frac{\partial p}{\partial x}. \quad (11)$$

The velocity at the boundary-layer edge is equal to freestream velocity, which is constant in $x$-direction for a flat plate. In other words, edge velocity gradient in $x$-direction is zero ($\frac{\partial u}{\partial x} = 0$). If the equation of state is used to obtain the ratio of density and temperature as:

$$p = \rho RT$$
$$p_e = \rho_e R T_e$$

where $R$ is the gas constant. It is known that $p = p_e$, so $\rho T = \rho_e T_e$. The final system of equations is:

$$\frac{\partial (\rho u)}{\partial x} + \frac{\partial (\rho v)}{\partial y} = 0 \quad (14)$$
$$\rho \left( u \frac{\partial u}{\partial x} + v \frac{\partial u}{\partial y} \right) = \frac{\partial}{\partial y} \left( \mu \frac{\partial u}{\partial y} \right) \quad (15)$$
$$\frac{\partial p}{\partial y} = 0 \quad (16)$$
$$\rho c_p \left( u \frac{\partial T}{\partial x} + v \frac{\partial T}{\partial y} \right) = \frac{\partial}{\partial y} \left( k \frac{\partial T}{\partial y} \right) + \mu \left( \frac{\partial u}{\partial y} \right)^2, \quad (17)$$

where $\frac{T}{T_e} = \frac{p}{p_e}$. At this point, a similarity parameter can be introduced to the system to obtain a similarity solution [46]. The similarity parameter, $\eta$, can be defined as:

$$\eta = \frac{u_e \rho_e}{\sqrt{2s}} \int_0^y \frac{T_e}{T} dy, \quad (18)$$
where \( s = \mu_e \rho_e u_e x \). Let’s assume that the stream function is

\[
\psi = \sqrt{2s} f(\eta).
\]  

(19)

The \( u \) and \( v \) velocities can be calculated from the stream function as:

\[
u = \frac{1}{\rho} \frac{\partial \psi}{\partial y}, \quad v = -\frac{1}{\rho} \frac{\partial \psi}{\partial x}
\]  

(20)

In this step, the variables in Equation (15), \( u, v, \frac{\partial u}{\partial x}, \frac{\partial u}{\partial y}, \) and \( \frac{\partial}{\partial \eta} \left( \mu \frac{\partial u}{\partial y} \right) \) can be calculated.

The first derivative of \( \eta \) with respect to \( y \) and the first derivative of \( s \) with respect to \( x \) will be required for the chain rule.

\[
s = \mu_e \rho_e u_e x
\]  

(21)

\[
\frac{ds}{dx} = \mu_e \rho_e u_e
\]  

(22)

\[
\eta = \frac{u_e \rho_e}{\sqrt{2s}} \int_0^y \frac{T_e}{T} dy
\]  

(23)

\[
\frac{\partial \eta}{\partial y} = \frac{u_e \rho_e}{\sqrt{2s}}
\]  

(24)

It is better to note that, in \( \frac{\partial u}{\partial y} \) calculation, \( \frac{T_e}{T} = \frac{\rho}{\rho_e} \) relation is used. The \( u \) velocity can be calculated as:

\[
u = \frac{1}{\rho} \frac{\partial \psi}{\partial y}
\]  

(25)

\[
= \frac{1}{\rho} \frac{\partial \psi}{\partial \eta} \frac{\partial \eta}{\partial y}
\]  

(26)

\[
= \frac{1}{\rho} \left( \sqrt{2s} \frac{df}{d\eta} \right) \frac{u_e \rho}{\sqrt{2s}}
\]  

(27)

\[
= f' u_e
\]  

(28)

The same procedure can be applied for \( v \) velocity as:

\[
v = -\frac{1}{\rho} \frac{\partial \psi}{\partial x}
\]  

(29)

\[
= -\frac{1}{\rho} \left( \frac{\partial \psi}{\partial s} \frac{\partial s}{\partial x} + \frac{\partial \psi}{\partial \eta} \frac{\partial \eta}{\partial x} \right)
\]  

(30)

\[
= -\frac{1}{\rho} \left[ \frac{1}{2\sqrt{2s}} f' \left( \mu_e \rho_e u_e \right) + \left( \sqrt{2s} f' \left( \frac{\partial \eta}{\partial x} \right) \right) \right]
\]  

(31)

\[
= -\frac{1}{\rho} \left[ \frac{1}{\sqrt{2s}} f' \mu_e \rho_e u_e \right] + \left( \sqrt{2s} f' \left( \frac{\partial \eta}{\partial x} \right) \right).
\]  

(32)
Once \( u \) velocity is obtained, the derivatives with respect to \( x \) and \( y \) can be calculated as:

\[
\frac{\partial u}{\partial y} = \frac{\partial u}{\partial \eta} \frac{\partial \eta}{\partial y} = \frac{u_e^2 \rho}{\sqrt{2s}} \quad (33)
\]

\[
\frac{\partial}{\partial y} \left( \frac{\mu}{\partial u} \frac{\partial u}{\partial y} \right) = \frac{\partial}{\partial \eta} \left( \frac{\mu}{\partial u} \frac{\partial u}{\partial \eta} \right) \frac{\partial \eta}{\partial y} = \frac{\partial}{\partial \eta} \left( \frac{\mu}{\partial u} \frac{u_e^2 \rho}{\sqrt{2s}} \right) \frac{u_e \rho}{\sqrt{2s}} \quad (34)
\]

\[
= \frac{\partial}{\partial \eta} \left( \mu \frac{u_e^2 \rho}{\sqrt{2s}} \right) \frac{u_e \rho}{\sqrt{2s}} \quad (35)
\]

\[
= \frac{\partial}{\partial \eta} \left( \mu \frac{u_e^2 \rho}{\sqrt{2s}} \right) \frac{u_e \rho}{\sqrt{2s}} \quad (36)
\]

\[
= \frac{\partial}{\partial \eta} \left( \mu \frac{u_e^2 \rho}{\sqrt{2s}} \right) \frac{u_e \rho}{\sqrt{2s}} \quad (37)
\]

\[
\frac{\partial u}{\partial x} = \frac{\partial u}{\partial \eta} \frac{\partial \eta}{\partial x} \quad (38)
\]

\[
= \frac{\partial \left( u_e f' \right)}{\partial \eta} \frac{\partial \eta}{\partial x} \quad (39)
\]

\[
= u_e f'' \frac{\partial \eta}{\partial x}. \quad (40)
\]

All terms in Equation (15) are known. If the above terms are substituted into Equation (15) and the necessary simplifications are done, the final equation will be:

\[
\frac{\partial}{\partial \eta} \left( f'' \frac{\rho}{\rho_e} \frac{\mu}{\mu_e} e \right) + f f'' = 0. \quad (41)
\]

It has to be noted that if \( \rho = \rho_e \) and \( \mu = \mu_e \), in other words, if the flow is incompressible, Equation (41) becomes an incompressible Blasius equation \((f''' + f f'' = 0)\). Equation (41) can be further simplified as:

\[
\frac{\rho}{\rho_e} \frac{\mu}{\mu_e} f''' + f'' \frac{\partial}{\partial \eta} \left( \frac{\rho}{\rho_e} \frac{\mu}{\mu_e} e \right) + f f'' = 0 \quad (42)
\]

\[
f''' + \frac{\rho}{\mu} \frac{\partial}{\partial \eta} \left( \frac{\rho}{\mu} e \right) f'' + \frac{\rho}{\mu} f f'' = 0, \quad (43)
\]

where \( \mu = \frac{\mu}{\mu_e} \) and \( \rho = \frac{\rho}{\rho_e} = \frac{T}{T_e} \). The momentum equation of the compressible Blasius equations is obtained in Equation (42). The energy equation of the compressible Blasius equations can be obtained with the same procedure. First of all, \( \frac{\partial T}{\partial x} \), \( \frac{\partial T}{\partial y} \), and \( \frac{\partial}{\partial \eta} \left( k \frac{\partial T}{\partial y} \right) \) have to be calculated. These terms can be calculated as:

\[
\frac{\partial T}{\partial x} = \frac{\partial T}{\partial \eta} \frac{\partial \eta}{\partial x} \quad (44)
\]

\[
= T_e \frac{\rho'}{\rho_e} \frac{\partial \eta}{\partial x} \quad (45)
\]

\[
\frac{\partial T}{\partial x} = \frac{\partial T}{\partial \eta} \frac{\partial \eta}{\partial y} \quad (46)
\]

\[
= T_e \frac{\rho'}{\rho_e} \frac{u_e \rho}{\sqrt{2s}} \quad (47)
\]

\[
\frac{\partial}{\partial y} \left( \frac{\partial T}{\partial y} \right) = \frac{\partial}{\partial \eta} \left( \frac{\partial T}{\partial \eta} \right) \frac{\partial \eta}{\partial y} \quad (48)
\]

\[
= \frac{\partial}{\partial \eta} \left( T_e \frac{\rho'}{\rho_e} \frac{u_e \rho}{\sqrt{2s}} \right) \frac{u_e \rho}{\sqrt{2s}} \quad (49)
\]

\[
= T_e \frac{u_e^2 \rho}{\sqrt{2s}} \frac{\partial \eta}{\partial \eta} \quad (50)
\]
When these terms are substituted into Equation (17), the new equation will be:

\[
\rho c_p (u_e f') \left( T_e \rho' \frac{\partial \eta}{\partial x} \right) + \rho c_p \frac{1}{\rho} \left( \frac{1}{\sqrt{2s}} f u_e + \sqrt{2s} f' \frac{\partial \eta}{\partial x} \right) \left( T_e \rho' \frac{u_e}{\sqrt{2s}} \right) = \frac{T_e u_e^2 \rho }{2s} \frac{\partial (k \rho')}{\partial \eta} + \rho \left( \frac{\rho u_e^2 f''}{\sqrt{2s}} \right)^2.
\]

(51)

Equation (51) can be simplified by dividing it with \(\rho \mu c_p\), substituting Prandtl number into the equation where Prandtl number \(Pr = \frac{c_p \mu k}{u_e}\) and multiplying with \(Pr \bar{\rho} \bar{\mu}\). The final equation will be:

\[
\bar{\rho}'' + \frac{\bar{\rho}}{\bar{\mu}} \frac{\partial}{\partial \eta} \left( \frac{\bar{\mu}}{\bar{\rho}} \right) + \frac{Pr \bar{\rho} f'}{\bar{\mu}} + (\gamma - 1) Pr M_e^2 f'^2 = 0,
\]

(52)

where \(c_p = \frac{\gamma R}{\gamma - 1} T_e\), \(M_e = \frac{u_e}{a_e}\), and \(a_e = \sqrt{\gamma RT_e}\). In the final system of equations, the \(\bar{\mu}\) can be calculated from Sutherland Viscosity Law [47]. The dimensional viscosity function is:

\[
\mu = c_1 \frac{T^{3/2}}{T + c_2'},
\]

(53)

where \(c_1 = 1.458 \times 10^{-6} \frac{kg}{ms \sqrt{K}}\) and \(c_2 = 110.4 K\). The \(\bar{\mu}\) is:

\[
\bar{\mu} = c_1 \frac{T_e^{3/2}}{T + c_2} \frac{T_e + c_2}{c_1 T_e^{3/2}}
\]

(54)

\[
= \left( \frac{T}{T_e} \right)^{3/2} \left( 1 + \frac{c_2}{T_e} \right)
\]

(55)

\[
= \bar{\rho}^{3/2} \left( 1 + \frac{c_2}{\bar{\rho} + \frac{c_2}{T_e}} \right).
\]

(56)

The derivative of the viscosity is also required. The derivative terms can be calculated as:

\[
\frac{\partial}{\partial \eta} \left( \frac{\bar{\mu}}{\bar{\rho}} \right) = \left( 1 + \frac{c_2}{T_e} \right) \left[ \frac{\frac{\bar{\rho}}{2\bar{\rho}^{3/2}}}{\bar{\rho} + \frac{c_2}{T_e}} - \frac{\bar{\rho}''}{(\bar{\rho} + \frac{c_2}{T_e})^2} \right].
\]

(57)

The final system of equations is:

\[
f'''' + \frac{\bar{\rho}}{\bar{\mu}} \frac{\partial}{\partial \eta} \left( \frac{\bar{\mu}}{\bar{\rho}} \right) f'' + \bar{\rho} f'''' = 0
\]

(58)

\[
\bar{\rho}'' + \bar{\rho}' \frac{\bar{\rho}}{\bar{\mu}} \frac{\partial}{\partial \eta} \left( \frac{\bar{\rho}}{\bar{\rho}} \right) + \bar{\rho}' \bar{\mu} f' + (\gamma - 1) Pr M_e^2 f'^2 = 0.
\]

(59)

It has to be emphasized that \(\bar{\rho}\) is a function of \(\eta\) and the final system of equations is coupled, so they have to be solved together. The boundary conditions of the system for an adiabatic system are:

\[
\eta \to \infty \ f' = 1
\]

(60)

\[
\eta = 0 \ f = f' = 0
\]

(61)

\[
\eta \to \infty \ \bar{\rho} = 1
\]

(62)

\[
\eta = 0 \ \bar{\rho}' = 0.
\]

(63)
The boundary condition for the isothermal wall depends on the wall temperature. For example, if the wall temperature equals the boundary-layer edge temperature, it will be \( \bar{\rho} = 1 \), and it will be replaced with the last boundary condition of the system. In the adiabatic boundary condition, the derivative of the temperature with respect to wall-normal direction will be 0. During the numerical procedures, the difference will be emphasized one more time.

2.2. Numerical Procedure

In this section, the compressible Blasius equation will be solved with the fourth-order Runge–Kutta method [48] and Newton’s iteration method [49]. Different methods can be used for this problem; however, we used Runge–Kutta and Newton’s method because of their extensive usage in the literature and accuracy. To start the numerical procedure, high-order differential equations can be reduced to the first-order differential equations as:

\[
\begin{align*}
    f &= y_1 \\
    f' &= y_2 \\
    f'' &= y_3 \\
    \bar{\rho} &= y_4 \\
    \bar{\rho}' &= y_5
\end{align*}
\]

if Equations (64)–(68) are substituted into Equations (58) and (59), the final version of these equations can be written as:

\[
\begin{align*}
    f''' &= -y_3 \left( \frac{y_5}{2y_4} - \frac{y_5}{y_4 + \frac{c_M^2}{\gamma}} \right) - y_1y_3 \left( \frac{y_4 + \frac{c_M^2}{\gamma}}{\sqrt{y_4(1 + \frac{c_M^2}{\gamma})}} \right) \\
    \bar{\rho}'' &= -y_5 \left( \frac{1}{2y_4} - \frac{1}{y_4 + \frac{c_M^2}{\gamma}} \right) - Pr \frac{y_1y_5}{\sqrt{y_4}} \frac{y_4 + \frac{c_M^2}{\gamma}}{1 + \frac{c_M^2}{\gamma}} - (\gamma - 1)PrM^2_2y_5^3.
\end{align*}
\]

The final system of equations can be written in the matrix form as:

\[
\begin{bmatrix}
    y_1' \\
    y_2' \\
    y_3' \\
    y_4' \\
    y_5'
\end{bmatrix} = \begin{bmatrix}
    y_2 & y_3 & 0 & 0 & 0 \\
    y_3 & y_4 & -y_3 \left( \frac{y_5}{2y_4} - \frac{y_5}{y_4 + \frac{c_M^2}{\gamma}} \right) - y_1y_3 \left( \frac{y_4 + \frac{c_M^2}{\gamma}}{\sqrt{y_4(1 + \frac{c_M^2}{\gamma})}} \right) & 0 & 0 & 0 \\
    y_4 & y_5 & 0 & 0 & 0 \\
    -y_5 \left( \frac{1}{2y_4} - \frac{1}{y_4 + \frac{c_M^2}{\gamma}} \right) - Pr \frac{y_1y_5}{\sqrt{y_4}} \frac{y_4 + \frac{c_M^2}{\gamma}}{1 + \frac{c_M^2}{\gamma}} - (\gamma - 1)PrM^2_2y_5^3 & 0 & 0 & 0 & 0 \\
\end{bmatrix}.
\]

The adiabatic boundary conditions for the system are:

\[
\begin{align*}
    f(\eta = 0) &= 0 \Rightarrow y_1(\eta = 0) = 0 \\
    f'(\eta = 0) &= 0 \Rightarrow y_2(\eta = 0) = 0 \\
    \bar{\rho}'(\eta = 0) &= 0 \Rightarrow y_5(\eta = 0) = 0 \\
    f'(\eta \to \infty) &= 1 \Rightarrow y_2(\eta \to \infty) = 1 \\
    \bar{\rho}(\eta \to \infty) &= 1 \Rightarrow y_4(\eta \to \infty) = 1.
\end{align*}
\]
The isothermal boundary conditions for the system are:

\[ f(\eta = 0) = 0 \quad \Rightarrow y_1(\eta = 0) = 0 \quad (77) \]
\[ f'(\eta = 0) = 0 \quad \Rightarrow y_2(\eta = 0) = 0 \quad (78) \]
\[ \bar{\rho}(\eta = 0) = T_w / T_\infty \Rightarrow y_4(\eta = 0) = T_w / T_\infty \quad (79) \]
\[ f'(\eta \rightarrow \infty) = 1 \quad \Rightarrow y_2(\eta \rightarrow \infty) = 1 \quad (80) \]
\[ \bar{\rho}(\eta \rightarrow \infty) = 1 \quad \Rightarrow y_4(\eta \rightarrow \infty) = 1. \quad (81) \]

The functions can be introduced in Julia as shown in Listing 1, where \( c\mu \) is the second coefficient of the Sutherland Viscosity Law, \( T_\infty \) is the temperature at the boundary-layer edge, \( M_\infty \) is the Mach number at the boundary-layer edge, \( \gamma \) is the specific heat ratio, \( Pr \) is the Prandtl number and \( y_1, y_2, y_3, y_4, \) and \( y_5 \) are the terms given in Equations (64)–(66), Equation (67), and Equation (68). In the functions given in Listing 1, only 2 parameters are dimensional, which are \( c\mu \) and \( T_\infty \). In this tutorial paper, Kelvin is the unit of both parameters. If the temperature unit is required to be different, such as Fahrenheit or Rankine, the units of \( c\mu \) and \( T_\infty \) must be transformed into the new unit accordingly.

**Listing 1.** Implementation of system of equations in Julia environment. There are five functions which correspond to five first-order ordinary differential equations.

```julia
function Y1(y2)
    return y2
end

function Y2(y3)
    return y3
end

function Y3(y1, y3, y4, y5, cmu, T_\infty)
    return
        -(y3 * (y4 / (y2 * (y4))) - (y3 / (y4 + cmu / T_\infty))) - y1 * y3 * ((y4 + cmu / T_\infty) / (sqrt(y4) * (1 + cmu / T_\infty)))
end

function Y4(y5)
    return y5
end

function Y5(y1, y3, y4, y5, cmu, T_\infty, M_\infty, Pr, \gamma)
    return
        -(y5^2 * (0.5/\gamma) - (1/\gamma) / (y4 + cmu / T_\infty)) - Pr * y1 * y5 / sqrt(y4) * (y4 + cmu / T_\infty) / (1 + cmu / T_\infty) - (\gamma - 1) * Pr * M_\infty^2 * y5^2
end
```

In this paper, implementation of the Runge–Kutta method will be provided. The derivation of the Runge–Kutta method and how it calculates the function value at the next step can be checked from Reference [49]. The implementation of the Runge–Kutta method for the compressible Blasius problem can be seen in Listing 2, where \( N \) is the number of elements. It has to be emphasized that the number of node points is \( N + 1 \), which means that terms must be calculated until \((N + 1)^{th}\) node. The first point is the boundary condition, so there will be \( N \) number of calculations.

The initialization and the boundary conditions can be introduced as shown in Listing 3, where \( adi \) is a flag for the adiabatic or isothermal condition selection and \( T_w \) is the dimensionless wall temperature. It is nondimensionalized with \( T_w \), so if the temperature at the boundary-layer edge, \( T_e \), is 300 K and the wall temperature is required to be 150 K, \( T_w \) must be entered as 0.5. Another important point about Listing 3 is the indices. In the derived formulations, indices start from 0. However, in both Julia and MATLAB, indices start from 1. This is the reason why indices are starting from 1 in Listing 3 boundary conditions part.
Listing 2. Implementation of Runge-Kutta method in Julia environment. It requires four slope calculation to estimate the function value in the next node value.

```julia
function RK(N, Δη, y₁, y₂, y₃, y₄, y₅, cᵢ, T₀, Pr, γ, M∞)
    for i = 1 : N
        # First Step
        k₁₁ = Y₁(yᵢ)
        k₂₁ = Y₂(yᵢ)
        k₃₁ = Y₃(yᵢ, y₃, y₄, y₅, cᵢ, T₀)
        k₄₁ = Y₄(yᵢ)
        k₅₁ = Y₅(yᵢ, y₃, y₄, y₅, cᵢ, T₀, M∞, Pr, γ)

        # Second Step
        k₁₂ = Y₁(yᵢ) + 0.5 * Δη * k₁₁
        k₂₂ = Y₂(yᵢ) + 0.5 * Δη * k₁₁
        k₃₂ = Y₃(yᵢ, y₃, k₁₁, y₄, y₅) + 0.5 * Δη * k₁₁
        k₄₂ = Y₄(yᵢ) + 0.5 * Δη * k₁₁
        k₅₂ = Y₅(yᵢ, y₃, k₁₁, y₄, y₅) + 0.5 * Δη * k₁₁

        # Third Step
        k₁₃ = Y₁(yᵢ) + 0.5 * Δη * k₂₁
        k₂₃ = Y₂(yᵢ) + 0.5 * Δη * k₂₁
        k₃₃ = Y₃(yᵢ, y₃, k₂₂, y₄, y₅) + 0.5 * Δη * k₂₁
        k₄₃ = Y₄(yᵢ) + 0.5 * Δη * k₂₁
        k₅₃ = Y₅(yᵢ, y₃, k₂₂, y₄, y₅) + 0.5 * Δη * k₂₁

        # Fourth Step
        k₁₄ = Y₁(yᵢ) + 0.5 * Δη * k₃₁
        k₂₄ = Y₂(yᵢ) + 0.5 * Δη * k₃₁
        k₃₄ = Y₃(yᵢ, y₃, k₃₃, y₄, y₅) + 0.5 * Δη * k₃₁
        k₄₄ = Y₄(yᵢ) + 0.5 * Δη * k₃₁
        k₅₄ = Y₅(yᵢ, y₃, k₃₃, y₄, y₅) + 0.5 * Δη * k₃₁

        # Next Point Calculation
        y₁ᵢ₊₁ = y₁ᵢ + (1/6) * (k₁₁ + 2 ∗ k₃₁ + 2 ∗ k₅₁ + k₅₄) ∗ Δη
        y₂ᵢ₊₁ = y₂ᵢ + (1/6) * (k₁₁ + 2 ∗ k₃₁ + 2 ∗ k₅₁ + k₅₄) ∗ Δη
        y₃ᵢ₊₁ = y₃ᵢ + (1/6) * (k₁₁ + 2 ∗ k₃₁ + 2 ∗ k₅₁ + k₅₄) ∗ Δη
        y₄ᵢ₊₁ = y₄ᵢ + (1/6) * (k₁₁ + k₃₁ + k₅₁ + k₅₄) ∗ Δη
        y₅ᵢ₊₁ = y₅ᵢ + (1/6) * (k₁₁ + k₃₁ + k₅₁ + k₅₄) ∗ Δη

    end
    return y₁, y₂, y₃, y₄, y₅
end
```

In the system of equations, there are five equations and five boundary conditions; however, two boundary conditions are located at the end of the domain. In order to start the calculation, all values at the η = 0 should be given. α₀ and β₀ in the Listing 3 are the initial guesses for the missing boundary conditions. They can be any value. Once they are introduced to the system, compressible Blasius equations can be solved. When the equations are solved with guessed initial conditions, the solution vector must satisfy the boundary conditions at the end of the domain. However, it will not converge at the first try because the guessed boundary conditions are not correct. To overcome this problem, different methods can be used, such as the shooting method, bisection method, or Newton’s iteration method. In this paper, Newton’s iteration method will be used because it is fast and it is not hard to implement. In order to use it, the algorithm needs to run with the initial guesses one time. Once the y₂ (corresponds to u) and y₄ (corresponds to T) at the end of the domain are obtained, an arbitrary small number can be added to one of the initial guesses. The algorithm can be run one more time with the new boundary condition guesses. After that, the same small number can be added to the other initial guess and the algorithm can be run one more time. After running the algorithm 3 times, there will be 3 different y₂-y₄ pairs. It has to be noted that when the small number is added to the second boundary condition (in the third run), other boundary conditions should be equal to the value in the first run. In other words, after adding a small value in the second run, it should be subtracted in the third run. The main purpose of running three times is to
determine the more accurate boundary condition guess. The new boundary conditions can be calculated with:

\[ \alpha = \alpha + d\alpha \]  
\[ \beta = \beta + d\beta, \]  

where \( \alpha \) and \( \beta \) are the initially guessed boundary conditions. \( d\alpha \) and \( d\beta \) are required for the new boundary conditions. These values can be approximated from the Taylor series expansion of the \( y_2 \) and \( y_4 \), which can be shown as:

\[ y_{2,new} = y_{2,old} + \frac{\partial y_2}{\partial \alpha} d\alpha + \frac{\partial y_2}{\partial \beta} d\beta + O(d\alpha^2, d\beta^2) \]  
\[ y_{4,new} = y_{4,old} + \frac{\partial y_4}{\partial \alpha} d\alpha + \frac{\partial y_4}{\partial \beta} d\beta + O(d\alpha^2, d\beta^2). \]

\( y_{2,new} \) and \( y_{4,new} \) must be 1 due to the boundary conditions. The new system of equations for the \( d\alpha \) and \( d\beta \) will be:

\[
\begin{bmatrix}
\frac{\partial y_2}{\partial \alpha} & \frac{\partial y_2}{\partial \beta} \\
\frac{\partial y_4}{\partial \alpha} & \frac{\partial y_4}{\partial \beta}
\end{bmatrix}
\begin{bmatrix}
d\alpha \\
d\beta
\end{bmatrix}
= \begin{bmatrix}
1 - y_{2,old} \\
1 - y_{4,old}
\end{bmatrix}. \tag{86}
\]

The partial differentials can be approximated with the finite difference as:

\[
\frac{\partial y_2}{\partial \alpha} = \frac{y_2(\alpha + \Delta) - y_2(\alpha)}{\Delta} = \frac{y_{2,new,1} - y_{2,old}}{\Delta} \tag{87}
\]
\[
\frac{\partial y_4}{\partial \alpha} = \frac{y_4(\alpha + \Delta) - y_4(\alpha)}{\Delta} = \frac{y_{4,new,1} - y_{4,old}}{\Delta} \tag{88}
\]
\[
\frac{\partial y_2}{\partial \beta} = \frac{y_2(\beta + \Delta) - y_2(\beta)}{\Delta} = \frac{y_{2,new,2} - y_{2,old}}{\Delta} \tag{89}
\]
\[
\frac{\partial y_4}{\partial \beta} = \frac{y_4(\beta + \Delta) - y_4(\beta)}{\Delta} = \frac{y_{4,new,2} - y_{4,old}}{\Delta}, \tag{90}
\]

where \( y_{2,old} \) and \( y_{4,old} \) are the values obtained from the first run, \( y_{2,new,1} \) and \( y_{4,new,1} \) are the values obtained from the second run, and \( y_{2,new,2} \) and \( y_{4,new,2} \) are the values obtained from the third run. Once everything is calculated, the system of equations in Equation (86) can be used to calculate \( d\alpha \) and \( d\beta \). The implementation of the explained method in Julia can be seen in Listing 4.
Listing 3. Initialization of the variables and implementation of boundary conditions in Julia environment. The boundary conditions for adiabatic and isothermal conditions are different than each other.

```julia
# Initializing the solution vectors
y1 = zeros(N+1)  # f
y2 = zeros(N+1)  # f'
y3 = zeros(N+1)  # f''
y4 = zeros(N+1)  # \rho(\eta)
y5 = zeros(N+1)  # \rho(\eta)'
\eta = [i * \Delta\eta \text{ for } i = 0 : N]

adi = 1  # adi = 1 (Adiabatic) adi = 0 (Isothermal)
if adi == 1
  # Adiabatic Boundary Conditions
  y1[1] = 0
  y2[1] = 0
  y5[1] = 0
  \alpha = 0.1  # Initial Guess
  \beta = 3.0  # Initial Guess
elseif adi == 0
  # Isothermal Boundary Conditions
  y1[1] = 0
  y2[1] = 0
  y4[1] = Tw  # Dimensionless Wall Temperature
  \alpha = 0.1  # Initial Guess
  \beta = 3.0  # Initial Guess
end
```

The same procedure will run until \( y_2 \) and \( y_4 \) at the end of the domain will be 1. It is important to decide the upper limit of the domain. If it is small, it will force the value at that point to be 1 where it should not be. It is also important to choose the small number, \( \Delta \), smaller than convergence criteria which will finalize the simulation. If \( \Delta \) is higher than the convergence criteria, the simulation might run until it reaches the maximum iteration number. In the code provided in GitHub, convergence criteria is taken as \( 1 \times 10^{-9} \) and the small number is taken as \( 1 \times 10^{-10} \). The results of the code for \( M = 4.5 \) and \( M = 2.8 \) are illustrated in Figure 3, where total temperatures are 311 K for both. The freestream temperature is calculated from isentropic relation and it is 61.584 K for \( M = 4.5 \) and 121.11 K for \( M = 2.8 \). The results are compared with the Iyer’s [20] BL2D boundary-layer solver, which is used in NASA’s well-known compressible boundary-layer stability solver LASTRAC [21].
Listing 4. Implementation of Newton’s Iteration Method in Julia environment. It requires three function calls to estimate the missing boundary condition value. Each estimation will lead to closer boundary condition guess.

```julia
y3[1] = α  # Initial Guess
y4[1] = β  # Initial Guess

# First solution for Newton’s iteration
y1, y2, y3, y4, y5 = RK(N, Δη, y1, y2, y3, y4, y5, c, T∞, Pr, γ, M∞)

# Storing the freestream values for Newton’s iteration method
y2o = y2[N + 1]
y4o = y4[N + 1]

# Small number addition for Newton’s iteration method
y3[1] = α + Δ  # Initial Guess + Small number
y4[1] = β  # Initial Guess

# Second solution for Newton’s iteration
y1, y2, y3, y4, y5 = RK(N, Δη, y1, y2, y3, y4, y5, c, T∞, Pr, γ, M∞)

# Storing the freestream values for Newton’s iteration method
y2o1 = y2[N + 1]
y4o1 = y4[N + 1]

# Small number addition for Newton’s iteration method
y3[1] = α  # Initial Guess
y4[1] = β + Δ  # Initial Guess + Small number

# Third solution for Newton’s iteration
y1, y2, y3, y4, y5 = RK(N, Δη, y1, y2, y3, y4, y5, c, T∞, Pr, γ, M∞)

# Storing the freestream values for Newton’s iteration method
y2o2 = y2[N + 1]
y4o2 = y4[N + 1]

# Calculation of the next initial guess with Newton’s iteration method
p11 = (y2o1 - y2o) / Δ
p12 = (y4o1 - y4o) / Δ
p21 = (y2o2 - y2o) / Δ
p22 = (y4o2 - y4o) / Δ
r1 = 1 - y2o
r2 = 1 - y4o
Δα = (p22 * r1 - p12 * r2) / (p11 * p22 - p12 * p21)
Δβ = (p11 * r2 - p21 * r1) / (p11 * p22 - p12 * p21)
a = α + Δα
β = β + Δβ
```

3. Comparison of Julia and MATLAB

The design process requires lots of simulations in order to obtain the final and optimized design. It is highly beneficial to have a fast CFD solver. One of the crucial factors that affects the speed of the solver is the language. The same script may lead to different central processing unit (CPU) times with different coding languages. Additionally, similar simulations will be required multiple times. Eventually, the total time spent on simulations might be drastic with a slow solver.

MATLAB is one of the languages that is widely used. It is one of the favorite coding language for most of the students because of its user-friendly syntax, easy debugging feature, and built-in functions. One of the most important drawbacks of this language is that it is not free. It is also slower than high-performance languages, such as Fortran and C/C++. Julia is a user-friendly, open-source language that can increase productivity drastically [13]. Another great feature of Julia is that it is completely free. Julia can call C, Fortran, and Python libraries. It is great for experienced engineers who think that their previous code in other coding languages will be useless.

One of the great concerns about language selection is the speed of the code. For large-scaled projects, most of the time, a fast solver is the most important point. In this section, the same problem will be solved with Julia and MATLAB codes. The solution times will be compared with each other. The purpose of this comparison is to provide a rough estimation about code execution speeds. Three different test cases will be applied for both languages. The cases are unsteady inviscid Burgers’ equation with the first-order backward finite difference scheme, heat equation with second-order central finite difference scheme, and compressible Blasius equation with fourth-order Runge–Kutta and Newton’s iteration method. Burgers’ and heat equations will be tested with for loops with file operations, vectorized operations with file operations, for loops without file operations, and vectorized operations without file operations. For the compressible Blasius equation solver, the code developed for this paper will be used. The test cases will simulate real-life problems by solving the problem and exporting the solution vector to a text file when the file operations are included. In real-life problems, most of the time, post-processing is required after the simulation. In order to do that, saving data into a file is required. If it is a steady problem, exporting can be done at the end of the simulation, if there are not any other limitations or additional requirements. On the other hand, if the problem is unsteady, exporting the data...
in different time steps during the simulations is required. This is the reason why there will be two different simulations where data will be exported and will not be exported.

The first case is unsteady, inviscid, Burgers’ equation in one dimension, which can be represented in the conservative form:

\[
\frac{\partial u}{\partial t} = \frac{\partial}{\partial x} \left( \frac{u^2}{2} \right).
\]  

(91)

The equation is solved with a first-order backward finite difference scheme. The details of the scheme will not be provided because the purpose of the test case is to measure the speed difference of two similarly developed codes. However, codes that are used in this paper are available on GitHub. Interested readers can check the implementation details from the codes. The number of elements in the problem is taken as 2500, 5000, and 10,000. The same simulation will be run with an increasing number of elements to show the solution time change trend. The execution time will be calculated by BenchmarkTools in Julia and tic/toc functions in MATLAB. The standard deviation will be calculated manually by using 10 data points obtained from the runs. The time step is taken as half of the grid spacing. The domain is limited with \([0, \pi]\) and the initial conditions for velocity, \(u(x_i, 0)\), are taken as:

\[
 u(x_i, 0) = \sin(x_i).
\]  

(92)

The solution vector is written to a “.txt” file for every hundredth iteration. The mean execution times with the standard deviation of the data obtained by Julia and MATLAB solvers are given in Tables 1 and 2. Table 1 provides the execution times with file operations, and Table 2 excludes file operations in the calculations. The results show that MATLAB is slow with file operations. There is approximately 15 times’ difference between Julia and MATLAB mean execution times with file operations and for loops, but the speed-up difference is decreasing to 8 with vectorization. Without file operations, Julia is 3 times faster than MATLAB with for loops. However, MATLAB vectorization is faster than Julia. One interesting point of this test case is that MATLAB execution times are reduced by vectorization, except for the \(N = 10,000\) case with file operations excluded. Detailed investigations about this trend indicate that there is a relation between the L1, L2, L3 cache size of the CPU and the vectorization performance. Tests are completed in 3 different computers with varying cache sizes. After a certain number of elements, vectorization starts to increase the mean execution time. The limiting number of elements is related to cache size. In computers with higher cache sizes, the negative effect of vectorization started after \(N = 5000\). In computers with lower cache sizes, the negative effect started after \(N = 2500\). This trend is not observed in Julia language. In Julia, for loops are highly optimized and manual vectorization leads to an increase in the mean execution times because manual vectorization creates temporary arrays during the calculations. Creating and deleting these temporary arrays require more time than calculation with for loops. In MATLAB, results indicate that temporary array usage is faster than for loops up to certain array size.

### Table 1. Mean execution times and standard deviations of the Burgers’ equation solver written in MATLAB and Julia by including file operations.

| File Op. | Included | \(N = 2500\) | \(N = 5000\) | \(N = 10,000\) |
|----------|----------|-------------|-------------|----------------|
|          |          | Julia       | MATLAB      | Julia          | MATLAB         |
| for Loop | Mean     | 0.0360      | 0.5214      | 0.1394         | 1.9817         | 0.5592         | 7.8060         |
|          | STD      | 0.0010      | 0.0137      | 0.0017         | 0.0210         | 0.0062         | 0.0522         |
| Vectorized| Mean    | 0.0643      | 0.5145      | 0.2678         | 1.9471         | 1.0042         | 7.7527         |
|          | STD      | 0.0139      | 0.0137      | 0.0287         | 0.0107         | 0.0348         | 0.0402         |

Ten data points are used in the calculation of the mean and the standard deviation.
Table 2. Mean execution times and standard deviations of the Burgers’ equation solver written in MATLAB and Julia by excluding file operations. The mean execution times are given in second. Ten data points are used in the calculation of the mean and the standard deviation.

| File Op. | N = 2500 MATLAB | N = 5000 MATLAB | N = 10,000 MATLAB |
|----------|-----------------|-----------------|------------------|
| Excluded |                 |                 |                  |
| for Loop | 0.0059          | 0.0177          | 0.0233           |
|          | 0.0011          | 0.0024          | 0.0053           |
| Vectorized | 0.0437         | 0.0866          | 0.0564           |
|          | 0.0001         | 0.0024          | 0.0053           |

In the previous test case, the one-dimensional Burgers’ equation is solved. For the second test case, the two-dimensional heat equation is solved. The two-dimensional heat equation can be shown as:

$$\frac{\partial T}{\partial t} = \alpha \left( \frac{\partial^2 T}{\partial x^2} + \frac{\partial^2 T}{\partial y^2} \right),$$  \hspace{1cm} (93)

where $\alpha$ is a constant which is taken as $0.25\Delta x$. The time step is taken as $\Delta x$. This assures that the coefficient of the second derivative will satisfy the stability condition. The boundary conditions of the system are 1 for each side and the initial conditions for the remaining nodes are 0. The heat equation is solved with the second-order central finite difference with $250 \times 250$, $500 \times 500$, and $1000 \times 1000$ elements. The domain is limited with $[0, \pi]^2$. The execution times of the two codes are given in Table 3 with file operations and in Table 4 without file operations. For this problem, the results indicate that Julia file operations are faster as it is observed in Burgers’ equation solver. Vectorization has a negative effect for all cases in this problem. For Julia, vectorization increases solution time approximately 8 times without file operations, and 4 times with file operations. On the other hand, MATLAB vectorization increases the solution time approximately twice without file operations and 1.2 times with file operations. Julia with for loops has the fastest solution time for all cases. It is approximately 2.5 times faster than MATLAB without file operations and approximately 8 times faster with file operations.

Table 3. Mean execution times and standard deviations of the heat equation solver written in MATLAB and Julia by including file operations. The mean execution times are given in second. Ten data points are used in the calculation of the mean and the standard deviation.

| File Op. | N = 250 × 250 MATLAB | N = 500 × 500 MATLAB | N = 1000 × 1000 MATLAB |
|----------|-----------------|-----------------|------------------|
| Included |                 |                 |                  |
| for Loop | 0.4604          | 3.1921          | 22.8472          |
|          | 0.0160          | 0.4149          | 0.0132           |
| Vectorized | 1.4524         | 3.2964          | 10.0283          |
|          | 0.1622          | 0.4131          | 0.4356           |

Lastly, the derived compressible Blasius equations for the present study will be solved in both MATLAB and Julia. The difference of that case is to test the function calls because sometimes dividing the solver into smaller functions may lead to longer solution times. The problem will be solved with 50,000, 100,000, and 200,000 elements. Table 5 gives the
solution times of two codes developed in MATLAB and Julia. In this problem, Julia is drastically faster than MATLAB, and the time differences are increasing with the problem size. With 50,000 elements, Julia is approximately 15 times faster than MATLAB, with 100,000 elements, it is 32 times faster, and with 200,000 elements, it is 120 times faster.

**Table 5.** Mean execution times and standard deviations of the compressible Blasius equations solver written in MATLAB and Julia. The mean execution times are given in second. Ten data points are used in the calculation of the mean and the standard deviation.

| File Op. Excluded | $N = 50,000$ | $N = 100,000$ | $N = 200,000$ |
|-------------------|-------------|---------------|---------------|
|                    | Julia       | MATLAB        | Julia         | MATLAB        | Julia         | MATLAB        |
| for Loop Mean      | 0.0831      | 1.2468        | 0.1631        | 5.1070        | 0.3298        | 39.4378       |
| STD                | 0.0054      | 0.0310        | 0.0057        | 0.3006        | 0.0098        | 0.8308        |

Although time differences are varying with problems, Julia with `for` loops exhibited better performance than MATLAB in every problem. On the other hand, MATLAB showed better performance when both of the codes are developed in vectorized form. In general, MATLAB file operations are slower than Julia. It has to be noted that MATLAB has special data exporting options which might be faster, such as `.mat` extensions. In order to conduct an exact comparison, regular `.txt` extension with conventional exporting commands are used. The main purpose of these time comparisons is to provide an approximate performance differences between Julia and MATLAB under different conditions. In this paper, Julia is compared with MATLAB. Interested readers can check Lubin and Dunning’s paper [50] for other coding language comparisons.

4. Conclusions

Compressible Blasius equation, which comes from boundary-layer theory, is extensively used by researchers to validate the CFD simulation results. One can estimate the number of elements required to capture the boundary-layer by using the solution of the compressible Blasius equation. Although it is crucial to understand the boundary-layer theory, undergraduate- or graduate-level boundary-layer classes may not be adequate for a student to fully understand it due to time limitations. A step-by-step tutorial may help students to understand the theory better. Both compressible and incompressible boundary-layer problems require numerical solution. Deriving the equations from scratch and implementing the numerical methods may shorten the learning curve for a student or an engineer.

In this paper, compressible Blasius equation and energy equation are derived from scratch. The final system of equations is solved in the Julia environment. For the numerical implementation, the fourth-order Runge–Kutta and Newton’s iteration methods are employed. It has to be noted that other methods such as Runge–Kutta–Fehlberg, compact finite difference, a high-order finite-difference can also be used to solve the final system of equations. However, authors preferred the Runge–Kutta and Newton’s iteration method due to their accuracy and wide usage in the literature. Moreover, the authors compared the Julia and MATLAB solver speed to give an initial impression about performance of Julia. The results showed that MATLAB is slower than Julia in file operations. Additionally, Julia is faster than MATLAB with `for` loops. On the other hand, Julia vectorization affects the solution times negatively. However, MATLAB vectorization decreases the solution time for small-sized problems. When the problem size increases, MATLAB vectorization also has a negative effect on the solution time. It has to be noted that these test cases are relatively less demanding cases. In real-life problems, simulations require longer codes with more complex operations. In longer runs, the time difference in between these two languages may increase.
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Appendix A

Julia setup files can be downloaded from their website (https://julialang.org/downloads/ (accessed on 4 November 2021)). The website also includes instructions on how to install Julia on Windows, Linux, and MAC operating systems. Some of the useful resources for learning Julia are listed below:

- https://docs.julialang.org/en/v1/ (accessed on 4 November 2021)
- https://www.coursera.org/learn/julia-programming (accessed on 4 November 2021)
- https://www.youtube.com/user/JuliaLanguage/featured (accessed on 4 November 2021)
- https://www.youtube.com/user/Parallel Computing and Scientific Machine Learning (accessed on 4 November 2021)
- https://discourse.julialang.org/ (accessed on 4 November 2021)

It is common to use external packages for Julia. In order to do that, Pkg, which is Julia’s built-in package manager, can be used. Once Julia is opened, Pkg can be activated with the “]” button in Windows. In Linux, calling “julia” in the terminal will open it. After that, “Pkg.add(“Pluto”)” will trigger the setup process for that package. In here, we used Pluto as an example because, in GitHub, our codes are developed in the Pluto environment. After Pluto is installed, Pluto can be run with “Pluto.run()”. This command will open a new tab in the browser which you can run your Julia codes. After that, the “using Pluto” line must be placed to the top of the file. For “Plots” package, the commands will be “Pkg.add(“Plots”)” and “using Plots”. Since the Plots package does not have a GUI, there is not a command called “Plots.run()”.

Other than Pluto, JuliaPro, which includes Julia and the Juno IDE (https://juliacomputing.com/products/juliapro/ (accessed on 4 November 2021)), can be used as an editor and compiler. This software contains a set of packages for plotting, optimization, machine learning, database, and much more. Pluto is appropriate for small scripts, while JuliaPro is better for more complex codes. The GitHub link of the codes used in this paper is:

- https://github.com/frkanz/A-CFD-Tutorial-in-Julia-Compressible-Blasius/tree/main (accessed on 4 November 2021)
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