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Abstract

We consider the problem of sequential signal detection in a multichannel system where the number and location of signals is a priori unknown. We assume that the data in each channel are sequentially observed and follow a general non-i.i.d. stochastic model. Under the assumption that the local log-likelihood ratio processes in the channels converge r-completely to positive and finite numbers, we establish the asymptotic optimality of a generalized sequential likelihood ratio test and a mixture-based sequential likelihood ratio test. Specifically, we show that both tests minimize the first r moments of the stopping time distribution asymptotically as the probabilities of false alarm and missed detection approach zero. Moreover, we show that both tests asymptotically minimize all moments of the stopping time distribution when the local log-likelihood ratio processes have independent increments and simply obey the Strong Law of Large Numbers. This extends a result previously known in the case of i.i.d. observations when only one channel is affected. We illustrate the general detection theory using several practical examples, including the detection of signals in Gaussian hidden Markov models, white Gaussian noises with unknown intensity, and testing of the first-order autoregression’s correlation coefficient. Finally, we illustrate the feasibility of both sequential tests when assuming an upper and a lower bound on the number of signals and compare their non-asymptotic performance using a simulation study.
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I. INTRODUCTION

Quick signal detection in multichannel systems is widely applicable. For example, in the medical
sphere, decision-makers must quickly detect an epidemic present in only a fraction of hospitals and other
sources of data [1]–[3]. In environmental monitoring where a large number of sensors cover a given area,
decision-makers seek to detect an anomalous behavior, such as the presence of hazardous materials or
intruders, that only a fraction of sensors typically capture [4], [5]. In military defense applications, there
is a need to detect an unknown number of targets in noisy observations obtained by radars, sonars or
optical sensors that are typically multichannel in range, velocity and space [6], [7]. In cyber security,
there is a need to rapidly detect and localize malicious activity, such as distributed denial-of-service
attacks, typically in multiple data streams [8]–[11]. In genomic applications, there is a need to determine
intervals of copy number variations, which are short and sparse, in multiple DNA sequences [12].

Motivated by these and other applications, we consider a general sequential detection problem where
observations are acquired sequentially in a number of data streams. The goal is to quickly detect the
presence of a signal while controlling the probabilities of false alarms (type-I error) and missed detection
(type-II error) below user-specified levels. Two scenarios are of particular interest for applications. The
first is when a single signal with an unknown location is distributed over a relatively small number
of channels. For example, this may be the case when detecting an extended target with an unknown
location in a sequence of images produced by a very high-resolution sensor. Following the terminology
of Siegmund [12], we call this the “structured” case, since there is a certain geometrical structure we
can know at least approximately. A different, completely “unstructured” scenario is when an unknown
number of “point” signals affect the channels. For example, in many target detection applications, an
unknown number of point targets appear in different channels (or data streams), and it is unknown in
which channels the signals will appear [13]. The multistream sequential detection problem is well-studied
only in the case of a single point signal present in one (unknown) data stream [14]. However, as mentioned
above, in many applications, a signal (or signals) can affect multiple data streams (e.g., when detecting
an unknown number of targets in multichannel sensor systems). In fact, the affected subset could be
completely unknown (unknown number of signals), or known partially (e.g., knowing its size or an upper
bound on its size such as a known maximal number of signals that can appear).

To our knowledge, this version of the sequential multichannel detection problem has not yet been
studied, although it has recently received significant interest in the related sequential change detection
problem; see, e.g., [15]–[17]. All these works focus on the case of independent and identically distributed
(i.i.d.) observations in the channels. On the contrary, our goal is to develop a general asymptotic optimality
theory without assuming i.i.d. observations in the channels. Assuming a very general non-i.i.d. model, we focus on two multichannel sequential tests, the Generalized Sequential Likelihood Ratio Test (G-SLRT) and the Mixture Sequential Likelihood Ratio Test (M-SLRT), which are based on the maximum and average likelihood ratio over all possibly affected subsets respectively. We impose minimal conditions on the structure of the observations in channels, postulating only a certain asymptotic stability of the corresponding log-likelihood ratio statistics. Specifically, we assume that the suitably normalized log-likelihood ratios in channels almost surely converge to positive and finite numbers, which can be viewed as local limiting Kullback–Leibler information numbers. We additionally show that if the local log-likelihood ratios also have independent increments, both the G-SLRT and the M-SLRT minimize asymptotically not only the expected sample size but also every moment of the sample size distribution as the probabilities of errors vanish. Thus, we extend a result previously shown only in the case of i.i.d. observations and in the special case of a single affected stream [14]. In the general case where the local log-likelihood ratios do not have independent increments, we require a certain rate of convergence in the Strong Law of Large Numbers, which is expressed in the form of \( r \)-complete convergence (cf. [18, Ch 2]). Under this condition, we prove that both the G-SLRT and the M-SLRT asymptotically minimize the first \( r \) moments of the sample size distribution. The \( r \)-complete convergence condition is a relaxation of the \( r \)-quick convergence condition used in [14] (in the special case of detecting a single signal in a multichannel system). However, its main advantage is that it is much easier to verify in practice. Finally, we show that both the G-SLRT and the M-SLRT are computationally feasible, even with a large number of channels, when we have an upper and a lower bound on the number of signals, a general set-up that includes cases of complete ignorance as well as cases where the size of the affected subset is known.

The rest of the paper is organized as follows. In Section II, we present a mathematical formulation of the multistream sequential detection problem. In Section III, we obtain asymptotic lower bounds for the optimal operating characteristics. We use these lower bounds in the following sections to establish asymptotic optimality properties of the proposed multichannel sequential tests. In Section IV, we introduce the G-SLRT and establish its first-order asymptotic optimality properties with respect to an arbitrary class of possibly affected subsets. In Section V, we introduce the M-SLRT and show that it has similar asymptotic optimality properties. In Section VI, we apply our results in the context of several stochastic models. In Section VII, we compare the non-asymptotic performance of these two tests in a simulation study. We conclude in Section VIII. Lengthy and technical proofs are presented in the Appendix.

Higher order asymptotic optimality properties of the test procedures, higher order approximations for the expected sample size up to a vanishing term, and asymptotic approximations for the error probabilities
will be established in the companion paper [19]. These results are based on nonlinear renewal theory. In
the companion paper, we will also present simulation results which allow us to evaluate accuracy of the
obtained approximations not only for small but also for moderate error probabilities.

II. PROBLEM FORMULATION

Suppose that observations are sequentially acquired over time in \( K \) distinct sources, to which we refer
as channels or streams. The observations in the \( k \)th data stream correspond to a realization of a discrete-
time stochastic process \( X^k := \{ X^k_t \}_{t \in \mathbb{N}} \), where \( 1 \leq k \leq K \) and \( \mathbb{N} = \{1, 2, \ldots \} \). Let \( P^k \) stand for the
distribution of \( X^k \) and \( P \) for the distribution of \( X = (X^1, \ldots, X^K) \). Throughout the paper it is assumed
that the observations from different channels are independent, i.e., \( P = P^1 \times \cdots \times P^K \). Moreover, for
each channel there are only two possibilities, “noise only” or “signal and noise”, so that:

\[
P^k = \begin{cases} 
P^k_0, & \text{when there is “noise only” in channel } k \\
P^k_1, & \text{when there is “signal and noise” in channel } k 
\end{cases}
\]

Here, \( P^k_0 \) and \( P^k_1 \) are distinct probability measures on the canonical space of \( X^k \), which are mutually
absolutely continuous when restricted to the \( \sigma \)-algebra \( \mathcal{F}^k_t := \sigma(X^k_s; s = 1, \ldots, t) \), for any \( t \in \mathbb{N} \). Let \( \Lambda^k_t \) be the Radon–Nikodým derivative (likelihood ratio) of \( P^k \) with respect to \( P^k_0 \) given \( \mathcal{F}^k_t \) and let \( Z^k_t \) be the corresponding log-likelihood ratio, i.e.,

\[
\Lambda^k_t := \frac{dP^k}{dP^k_0} \bigg|_{\mathcal{F}^k_t} \quad \text{and} \quad Z^k_t := \log \Lambda^k_t.
\]  

(1)

Let \( H_0 \) be the global null hypothesis, according to which there is “noise only” in all data streams, and let
\( H^A \) be the hypothesis according to which a signal is present in the subset of channels \( A \subset \{1, \ldots, K\} \)
and is absent outside of this subset, i.e.,

\[
H_0 : P^k = P^k_0 \quad \forall 1 \leq k \leq K,
\]

\[
H^A : P^k = \begin{cases} 
P^k_0, & \text{when } k \notin A \\
P^k_1, & \text{when } k \in A 
\end{cases}
\]

Let \( P_0 \) and \( P^A \) be the distributions of \( X \) under \( H_0 \) and \( H^A \), respectively, and let \( E_0 \) and \( E^A \) be the corresponding expectations. Let \( \Lambda^A_t \) be the likelihood ratio of \( H^A \) against \( H_0 \) given the available
information from all channels up to time \( t \), \( \mathcal{F}^A_t := \sigma(X_s; 1 \leq s \leq t) \), and let \( Z^A_t \) be the corresponding
log-likelihood ratio (LLR). Due to the assumption of independence of channels we have

\[
\Lambda^A_t = \frac{dP^A}{dP_0} \bigg|_{\mathcal{F}^A_t} = \prod_{k \in A} \Lambda^k_t \quad \text{and} \quad Z^A_t = \log \Lambda^A_t = \sum_{k \in A} Z^k_t.
\]  

(2)
Let \( P \) be a class of subsets of channels, i.e., a family of subsets of \( \{1, \ldots, K\} \). We want to test the global null hypothesis \( H_0 : P = P_0 \) against the alternative hypothesis

\[
H_1 = \bigcup_{A \in P} H^A : P \in \{P^A\}_{A \in P},
\]

according to which a signal is present in a subset of channels that belongs to class \( P \). Thus, class \( P \) incorporates prior information that may be available regarding the signal. For example, if we have an upper \((m \leq K)\) and a lower \((m \geq 1)\) bound on the size of the affected subset, then we write \( P = P_{m, \bar{m}} \), where

\[
P_{m, \bar{m}} = \{A \subset \{1, \ldots, K\} : m \leq |A| \leq \bar{m}\}.
\]

In particular, when we know that exactly \( m \) channels can be affected, we write \( P = P_m \), whereas when we know that at most \( m \) channels can be affected, we write \( P = \overline{P}_m \), where

\[
P_m = P_{m,m} = \{A \subset \{1, \ldots, K\} : |A| = m\},
\]

\[
\overline{P}_m = P_{1,m} = \{A \subset \{1, \ldots, K\} : 1 \leq |A| \leq m\}.
\]

Note that when we do not have any prior knowledge regarding the affected subset, which can be thought of as the most difficult case for the signal detection problem, then \( P = \overline{P}_K \). In what follows, we generally assume an arbitrary class \( P \) of possibly affected subsets unless otherwise specified.

In this work, we want to distinguish between \( H_0 \) and \( H_1 \) as soon as possible. Thus, we focus on sequential tests. We say that the pair \((\tau, d)\) is a sequential test if \( \tau \) is an \( \{\mathcal{F}_t\}\)-stopping time and \( d \in \{0, 1\} \) is a binary, \( \mathcal{F}_\tau \)-measurable random variable (terminal decision) such that \( \{d = i\} = \{\tau < \infty, H_i \text{ is selected}\}, i = 0, 1 \). We are interested in sequential tests that belong to the class

\[
C_{\alpha, \beta}(P) := \{(\tau, d) : P_0(d = 1) \leq \alpha \text{ and } \max_{A \in P} P^A(d = 0) \leq \beta\},
\]

i.e., they control the type-I (false alarm) and type-II (missed detection) error probabilities below \( \alpha \) and \( \beta \) respectively, where \( \alpha, \beta \in (0, 1) \) are arbitrary, user-specified levels. A sequential test \((\tau^*, d^*)\) in \( C_{\alpha, \beta}(P) \) minimizes asymptotically as \( \alpha, \beta \to 0 \) the first \( r \) moments of the stopping time distribution under every possible scenario if

\[
E_0[(\tau^*)^q] \sim \inf_{(\tau, d) \in C_{\alpha, \beta}(P)} E_0[\tau^q] \quad \text{and} \quad E^A[(\tau^*)^q] \sim \inf_{(\tau, d) \in C_{\alpha, \beta}(P)} E^A[\tau^q] \quad \forall A \in P
\]

for every integer \( 1 \leq q \leq r \) and \( r \in \mathbb{N} \). (Hereafter, we use the standard notation \( x_\alpha \sim y_\alpha \) as \( \alpha \to 0 \), which means that \( \lim_{\alpha \to 0} (x_\alpha/y_\alpha) = 1 \)). Our goal is to design sequential tests that enjoy such asymptotic optimality properties when we have general stochastic models for the observations in the channels. To this end, we first obtain asymptotic lower bounds on the moments of the stopping time distribution for
sequential tests in the class \( C_{\alpha,\beta}(P) \), and then show that these bounds are attained asymptotically by the proposed sequential tests.

III. ASYMPTOTIC LOWER BOUNDS ON THE OPTIMAL PERFORMANCE

Since we want our analysis to allow for very general non-i.i.d. models for the observations in the channels, we start by imposing a minimal condition on the structure of the observations, which guarantees only a stability of the local LLRs. Specifically, this stability is guaranteed by the existence of positive numbers \( I_{0}^{k} \) and \( I_{1}^{k} \) such that the normalized LLR process \( \{ Z_{t}^{k} / t \} \) converges almost surely (a.s.) to \( -I_{0}^{k} \) under \( P_{0}^{k} \) and to \( I_{1}^{k} \) under \( P_{1}^{k} \), i.e.,

\[
P_{1}^{k}\left( \frac{1}{t} Z_{t}^{k} \rightarrow I_{1}^{k} \right) = 1 \quad \text{and} \quad P_{0}^{k}\left( \frac{1}{t} Z_{t}^{k} \rightarrow -I_{0}^{k} \right) = 1 \quad \forall \quad 1 \leq k \leq K.
\]

In other words, we assume that each local LLR process satisfies a Strong Law of Large Numbers (SLLN).

Obviously, this condition implies that

\[
P^{A}\left( \frac{1}{t} Z_{t}^{A} \rightarrow I_{1}^{A} \right) = 1 \quad \text{and} \quad P_{0}\left( \frac{1}{t} Z_{t}^{A} \rightarrow -I_{0}^{A} \right) = 1,
\]

where for any subset \( A \subset \{1, \ldots, K\} \) we set

\[
I_{0}^{A} = \sum_{k \in A} I_{0}^{k} \quad \text{and} \quad I_{1}^{A} = \sum_{k \in A} I_{1}^{k}.
\]

This assumption is sufficient for establishing asymptotic lower bounds for all moments of the stopping time distribution for sequential tests in the class \( C_{\alpha,\beta}(P) \), which are given in the next theorem. We write \( \alpha_{\max} = \max(\alpha, \beta) \).

**Theorem 3.1:** If there are positive and finite numbers \( I_{0}^{k} \) and \( I_{1}^{k} \) such that a.s. convergence conditions (7) hold for every \( 1 \leq k \leq K \), then for any \( r \in \mathbb{N} \)

\[
\liminf_{\alpha_{\max} \rightarrow 0} \inf_{(\tau, d) \in C_{\alpha,\beta}(P)} E_{0}[\tau^{r}] \geq \left( \frac{1}{\min_{A \in P} I_{0}^{A}} \right)^{r},
\]

\[
\liminf_{\alpha_{\max} \rightarrow 0} \inf_{(\tau, d) \in C_{\alpha,\beta}(P)} E^{A}[\tau^{r}] \geq \left( \frac{1}{I_{1}^{A}} \right)^{r} \quad \forall \ A \in P.
\]

**Proof:** Fix \( r \in \mathbb{N} \), \( A \in P \), \( 0 < \varepsilon < 1 \) and let us denote by \( C_{\alpha,\beta}(A) \) the class of sequential tests \( C_{\alpha,\beta}(P) \), defined in (5), when \( P = \{A\} \), i.e.,

\[
C_{\alpha,\beta}(A) := \{ (\tau, d) : P_{0}(d = 1) \leq \alpha \ \text{and} \ P^{A}(d = 0) \leq \beta \}.
\]

Then, for any \( \alpha, \beta \in (0, 1) \) we clearly have \( C_{\alpha,\beta}(P) \subset C_{\alpha,\beta}(A) \) and

\[
\inf_{(\tau, d) \in C_{\alpha,\beta}(P)} E_{0}[\tau^{r}] \geq \inf_{(\tau, d) \in C_{\alpha,\beta}(A)} E_{0}[\tau^{r}], \quad \inf_{(\tau, d) \in C_{\alpha,\beta}(P)} E^{A}[\tau^{r}] \geq \inf_{(\tau, d) \in C_{\alpha,\beta}(A)} E^{A}[\tau^{r}].
\]
Define $M^A_\alpha = (1 - \varepsilon) |\log \alpha| / I^A_1$ and $M^A_\beta = (1 - \varepsilon) |\log \beta| / I^A_0$. Using a quite tedious change-of-measure argument, similar to that used in the proof of Lemma 3.4.1 in Tartakovsky et al. [18], we obtain the inequalities

\[
P^A \left( \tau > (1 - \varepsilon) \left| \frac{\log \alpha}{I^A_1} \right| \right) \geq 1 - \beta - \alpha^2 - P^A \left( \max_{1 \leq t \leq M^A_\alpha} Z_t^A \geq (1 + \varepsilon) I^A_1 M^A_\alpha \right)
\]

and

\[
P_0 \left( \tau > (1 - \varepsilon) \left| \frac{\log \beta}{I^A_0} \right| \right) \geq 1 - \alpha - \beta^2 - P_0 \left( \max_{1 \leq t \leq M^A_\beta} (-Z_t^A) \geq (1 + \varepsilon) I^A_0 M^A_\beta \right)
\]

(12)

that hold for an arbitrary test $(\tau, d) \in C_{\alpha, \beta}(A)$. By Lemma A.1 in the Appendix, the a.s. convergence conditions (7) imply that

\[
P^A \left( \max_{1 \leq t \leq M^A_\alpha} Z_t^A \geq (1 + \varepsilon) I^A_1 M^A_\alpha \right) \rightarrow 0 \quad \text{as} \quad \alpha \rightarrow 0,
\]

\[
P_0 \left( \max_{1 \leq t \leq M^A_\beta} (-Z_t^A) \geq (1 + \varepsilon) I^A_0 M^A_\beta \right) \rightarrow 0 \quad \text{as} \quad \beta \rightarrow 0.
\]

From (13) and the fact that the right-hand sides in inequalities (12) do not depend on $(\tau, d)$ we obtain

\[
\lim_{\alpha_{\max} \rightarrow 0} \inf_{(\tau, d) \in C_{\alpha, \beta}(A)} P^A \left( \tau > (1 - \varepsilon) \left| \frac{\log \alpha}{I^A_1} \right| \right) = 1,
\]

\[
\lim_{\alpha_{\max} \rightarrow 0} \inf_{(\tau, d) \in C_{\alpha, \beta}(A)} P_0 \left( \tau > (1 - \varepsilon) \left| \frac{\log \beta}{I^A_0} \right| \right) = 1.
\]

(14)

Let us now set $T_\alpha = \tau / |\log \alpha|$. Then, from Chebyshev’s inequality we obtain

\[
\inf_{(\tau, d) \in C_{\alpha, \beta}(A)} E^A[T^\tau_\alpha] \geq \left( \frac{1 - \varepsilon}{I^A_1} \right)^r \quad \inf_{(\tau, d) \in C_{\alpha, \beta}(A)} P^A \left( T_\alpha > (1 - \varepsilon) / I^A_1 \right)
\]

which together with (11) and (14) yields

\[
\lim_{\alpha_{\max} \rightarrow 0} \inf_{(\tau, d) \in C_{\alpha, \beta}(\mathcal{P})} E^A[T^\tau_\alpha] \geq \left( \frac{1 - \varepsilon}{I^A_1} \right)^r.
\]

Since $\varepsilon$ is an arbitrary number in $(0, 1)$, the second inequality in (10) follows.

To prove the first inequality in (10), let $T_\beta = \tau / |\log \beta|$. Then again from (11) and Chebyshev’s inequality we obtain

\[
\inf_{(\tau, d) \in C_{\alpha, \beta}(\mathcal{P})} E^0[T^\tau_\beta] \geq \inf_{(\tau, d) \in C_{\alpha, \beta}(A)} E^0[T^\tau_\beta]
\]

\[
\geq \left( \frac{1 - \varepsilon}{I^A_0} \right)^r \quad \inf_{(\tau, d) \in C_{\alpha, \beta}(A)} P_0 \left( T_\beta > (1 - \varepsilon) / I^A_0 \right)
\]

and from (14) it follows that

\[
\lim_{\alpha_{\max} \rightarrow 0} \inf_{(\tau, d) \in C_{\alpha, \beta}(\mathcal{P})} E^0[T^\tau_\beta] \geq \left( \frac{1 - \varepsilon}{I^A_0} \right)^r.
\]

But this asymptotic lower bound is valid for any $A \in \mathcal{P}$, which implies that

\[
\lim_{\alpha_{\max} \rightarrow 0} \inf_{(\tau, d) \in C_{\alpha, \beta}(\mathcal{P})} E^0[T^\tau_\beta] \geq \left( \frac{1 - \varepsilon}{\min_{A \in \mathcal{P}} I^A_0} \right)^r.
\]
Since $\varepsilon$ is an arbitrary number in $(0, 1)$, the second inequality in (10) follows.

**Remark 3.1:** A close examination of the proof of Theorem 3.1 shows that it holds if for all $\varepsilon > 0$

$$
\lim_{M \to \infty} P^{A} \left( \frac{1}{M} \max_{1 \leq t \leq M} Z_{t}^{A} \geq (1 + \varepsilon) I_{1}^{A} \right) = 0,
$$

$$
\lim_{M \to \infty} P_{0} \left( \frac{1}{M} \max_{1 \leq t \leq M} (-Z_{t}^{A}) \geq (1 + \varepsilon) I_{0}^{A} \right) = 0.
$$

(15)

As shown in Lemma A.1 in the Appendix, these conditions are guaranteed by the SLLN (8).

### IV. The Generalized Sequential Likelihood Ratio Test

Our main goal in this section is to show that, for any given class of possibly affected subsets $P$, the asymptotic lower bounds in (10) are attained by the sequential test

$$
\hat{\tau} = \inf \left\{ t : \hat{Z}_{t} \notin (-a, b) \right\},
\hat{d} := \begin{cases} 
1 & \text{when } \hat{Z}_{\hat{\tau}} \geq b, \\
0 & \text{when } \hat{Z}_{\hat{\tau}} \leq -a,
\end{cases}
$$

(16)

where $a, b > 0$ are thresholds that will be selected in order to guarantee that $(\hat{\tau}, \hat{d}) \in C_{\alpha, \beta}(P)$ and $\{\hat{Z}_{t}\}$ is the maximum (generalized) log-likelihood ratio statistic

$$
\hat{Z}_{t} = \max_{A \in P} Z_{t}^{A} = \max_{A \in P} \sum_{k \in A} Z_{k}^{A}.
$$

We refer to the resulting sequential test $(\hat{\tau}, \hat{d})$ as the Generalized Sequential Likelihood Ratio Test (G-SLRT).

**A. Error Control**

Our first task is to obtain upper bounds on the error probabilities of the G-SLRT, which suggest threshold values that guarantee the target error probabilities. This is the content of the following lemma, which does not require any assumptions on the local distributions. Let $|P|$ denote the cardinality of class $P$, i.e., the number of possible alternatives in $P$. Note that $|P|$ takes its maximum value when there is no prior information regarding the subset of affected channels ($P = \overline{P}_{K}$), in which case $|P| = 2^{K} - 1$.

**Lemma 4.1:** For any thresholds $a, b > 0$,

$$
P_{0}(\hat{d} = 1) \leq |P| e^{-b} \quad \text{and} \quad \max_{A \in P} P^{A}(\hat{d} = 0) \leq e^{-a}.
$$

(18)

Therefore, for any target error probabilities $\alpha, \beta \in (0, 1)$, we can guarantee that $(\hat{\tau}, \hat{d}) \in C_{\alpha, \beta}(P)$ when thresholds are selected as

$$
b = |\log(\alpha/|P|)| \quad \text{and} \quad a = |\log(\beta)|.
$$

(19)
Proof: For any \( A \in \mathcal{P} \) we have \( Z_{\hat{d}}^A \leq \hat{Z}_{\hat{d}} \leq -a \) on \( \{ \hat{d} = 0 \} \). Therefore, by Wald’s likelihood ratio identity,
\[
P^A(\hat{d} = 0) = E_0 \left[ \exp \{ Z_{\hat{d}}^A ; \hat{d} = 0 \} \right] \leq e^{-a},
\]
which proves the second inequality in (18). In order to prove the first inequality we note that on \( \{ \hat{d} = 1 \} \)
\[
e^b \leq \exp \{ \hat{Z}_{\hat{d}} \} = \max_{A \in \mathcal{P}} \Lambda^A_{\hat{d}} \leq \sum_{A \in \mathcal{P}} \Lambda^A_{\hat{d}}.
\]
For an arbitrary \( B \in \mathcal{P} \) we have again from Wald’s likelihood ratio identity that
\[
P_0(\hat{d} = 1) = E^B \left[ \frac{1}{\Lambda^B_{\hat{d}} ; \hat{d} = 1} \right] \leq e^{-b} E^B \left[ \sum_{A \in \mathcal{P}} \frac{\Lambda^A_{\hat{d}}}{\Lambda^B_{\hat{d}}} ; \hat{d} = 1 \right]
= e^{-b} \sum_{A \in \mathcal{P}} P^A(\hat{d} = 1) \leq |\mathcal{P}| e^{-b}.
\]
The proof is complete.

B. Complete and Quick Convergence

Asymptotic lower bounds (10) were established in Theorem 3.1 for any non-i.i.d. model that satisfies almost sure convergence conditions (7). In order to show that the G-SLRT attains these asymptotic lower bounds, we need to strengthen these conditions by requiring a certain rate of convergence. For this purpose, it is useful to recall and clarify the notions of \( r \)-quick and \( r \)-complete convergence.

**Definition 1:** Consider a stochastic process \((Y_t)_{t \in \mathbb{N}}\) defined on a probability space \((\Omega, \mathcal{F}, P)\) and let \( E \) be the expectation that corresponds to \( P \). Let also \( r > 0 \) be some positive number.

(i) We say that \((Y_t)_{t \in \mathbb{N}}\) converges \( r \)-quickly under \( P \) to a constant \( I \) as \( t \to \infty \) and write
\[
Y_t \overset{P-r-\text{quickly}}{\to} I,
\]
if \( E[L(\varepsilon)]^r < \infty \) for all \( \varepsilon > 0 \), where \( L(\varepsilon) = \sup \{ t \geq 1 : |Y_t - I| > \varepsilon \} \) is the last time \( t \) that \( Y_t \) leaves the interval \([I - \varepsilon, I + \varepsilon]\) (sup\{\varnothing\} = 0).

(ii) We say that \((Y_t)_{t \in \mathbb{N}}\) converges \( r \)-completely under \( P \) to a constant \( I \) as \( t \to \infty \) and write
\[
Y_t \overset{P-r-\text{completely}}{\to} I,
\]
if
\[
\sum_{t=1}^{\infty} t^{r-1} P(|Y_t - I| > \varepsilon) < \infty \quad \text{for all} \ \varepsilon > 0.
\]

**Remark 4.1:** For \( r = 1 \), \( r \)-complete convergence is equivalent to complete convergence introduced by Hsu and Robbins [20].
Remark 4.2: Almost sure convergence \( P(Y_t \to q) = 1 \) is equivalent to \( P(L(\varepsilon) < \infty) = 1 \) for all \( \varepsilon > 0 \). Thus, it is implied by \( r \)-quick convergence for any \( r > 0 \) and by \( r \)-complete convergence for any \( r \geq 1 \) (due to the Borel–Cantelli lemma).

Remark 4.3: It follows from Theorem 2.4.4 in [18] that \( r \)-quick convergence and \( r \)-complete convergence are equivalent when \( \{Y_t\} \) is an average of i.i.d. random variables that have a finite absolute moment of order \( r + 1 \). In this case, these types of convergence determine a rate of convergence in the SLLN, a topic considered in detail by Baum and Katz [21]. In general, \( r \)-quick convergence is somewhat stronger than \( r \)-complete convergence (cf. Lemma 2.4.1 in [18]). More importantly, \( r \)-quick convergence is usually more difficult to verify in particular examples. For this reason, in the present paper, we establish asymptotic optimality of the G-SLRT under \( r \)-complete, instead of \( r \)-quick, convergence conditions.

C. Asymptotic Optimality Under \( r \)-complete Convergence Conditions

Our next goal is to show that if thresholds \( a, b \) are selected according to (3.1), then the G-SLRT attains the asymptotic lower bounds for moments of the sample size given in (10) for every integer \( 1 \leq q \leq r \) when the local LLRs obey a strengthened (\( r \)-complete) version of the SLLN,

\[
\frac{1}{t} Z_t^k \xrightarrow{P_{k-r-completely}} -I_0^k \quad \text{and} \quad \frac{1}{t} Z_t^k \xrightarrow{P_{k-r-completely}} I_1^k, \quad 1 \leq k \leq K,
\]

(21)
i.e., assuming that for all \( \varepsilon > 0 \),

\[
\sum_{t=1}^{\infty} t^{r-1} P^k \left( \frac{1}{t} Z_t^k + I_0^k > \varepsilon \right) < \infty, \quad \sum_{t=1}^{\infty} t^{r-1} P^k \left( \frac{1}{t} Z_t^k - I_1^k \right) > \varepsilon < \infty, \quad 1 \leq k \leq K.
\]

Before we establish the main results of this section (Theorem 4.2), we state some auxiliary results that are necessary for the proof but also are of independent interest. We start with Lemma 4.2 which states that \( r \)-complete convergence of the local LLRs guarantees \( r \)-complete convergence of the cumulative LLR \( Z^A \). The proof is given in the Appendix.

**Lemma 4.2:** Let \( r \in \mathbb{N} \). If the local \( r \)-complete convergence conditions (21) hold, then for every \( A \in \mathcal{P} \)

\[
\frac{1}{t} Z_t^A \xrightarrow{P_{A-r-completely}} I_1^A \quad \text{and} \quad \frac{1}{t} Z_t^A \xrightarrow{P_{A-r-completely}} -I_0^A,
\]

(23)

where \( I_1^A \) and \( I_0^A \) are defined in (9). Moreover,

\[
\max_{A \in \mathcal{P}} \frac{Z_t^A}{I_0^A} + 1 \xrightarrow{P_{r-completely}} 0.
\]

The following theorem provides a first-order asymptotic approximation for the moments of the G-SLRT stopping time for large threshold values. These asymptotic approximations may be useful, apart from proving asymptotic optimality in Theorem 4.2, for problems with different types of constraints, for example in Bayesian settings.
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Theorem 4.1: Let \( r \in \mathbb{N} \). If conditions (21) are satisfied, then the following asymptotic approximations hold

\[
\lim_{a_{\min} \to \infty} \frac{E_0[^{\hat{q}}\tau]}{a^q} = \left( \frac{1}{\min_{A \in P} I_0^A} \right)^q, \quad \lim_{a_{\min} \to \infty} \frac{E^A[^{\hat{q}}\tau]}{\hat{b}^q} = \left( \frac{1}{I_1^A} \right)^q, \tag{24}
\]

for every integer \( 1 \leq q \leq r \) and \( A \in \mathcal{P} \), where \( a_{\min} = \min(a, b) \).

Proof: Fix \( \varepsilon \in (0, 1) \), \( A \in \mathcal{P} \) and set \( M_b^A = (1 - \varepsilon)b/I_1^A \) and \( M_a^A = (1 - \varepsilon)a/I_0^A \). Similarly to (12) we obtain

\[
P^A \left( \hat{\tau} > (1 - \varepsilon) \frac{b}{I_1^A} \right) \geq 1 - P^A(\hat{d} = 0) - [P_0(\hat{d} = 1)]^2 - P^A \left( \max_{1 \leq t \leq M_b^A} Z_t^A \geq (1 + \varepsilon)I_1^A M_b^A \right),
\]

\[
P_0 \left( \hat{\tau} > (1 - \varepsilon) \frac{a}{I_0^A} \right) \geq 1 - P_0(\hat{d} = 1) - [P^A(\hat{d} = 0)]^2 - P_0 \left( \max_{1 \leq t \leq M_a^A} (-Z_t^A) \geq (1 + \varepsilon)I_0^A M_a^A \right). \tag{25}
\]

Combining (25) with (18) yields

\[
P^A \left( \hat{\tau} > (1 - \varepsilon) \frac{b}{I_1^A} \right) \geq 1 - e^{-a} - [P(1 - b)]^2 - P^A \left( \max_{1 \leq t \leq M_b^A} Z_t^A \geq (1 + \varepsilon)I_1^A M_b^A \right),
\]

\[
P_0 \left( \hat{\tau} > (1 - \varepsilon) \frac{a}{I_0^A} \right) \geq 1 - P(1 - b) - e^{-a\varepsilon^2} - P_0 \left( \max_{1 \leq t \leq M_a^A} (-Z_t^A) \geq (1 + \varepsilon)I_0^A M_a^A \right). \tag{26}
\]

By \( r \)-complete convergence conditions (21), Lemma 4.2, and Lemma A.1,

\[
P^A \left( \max_{1 \leq t \leq M} Z_t^A \geq (1 + \varepsilon)I_1^A M \right) \xrightarrow{M \to \infty} 0, \quad P_0 \left( \max_{1 \leq t \leq M} (-Z_t^A) \geq (1 + \varepsilon)I_0^A M \right) \xrightarrow{M \to \infty} 0, \tag{27}
\]

so that inequalities (26) imply

\[
P^A \left( \hat{\tau} > (1 - \varepsilon) \frac{b}{I_1^A} \right) \xrightarrow{a_{\min} \to \infty} 1, \quad P_0 \left( \hat{\tau} > (1 - \varepsilon) \frac{a}{I_0^A} \right) \xrightarrow{a_{\min} \to \infty} 1.
\]

Hence, for any \( q \geq 1 \), Chebyshev’s inequality yields the following asymptotic lower bounds for the moments of the stopping time of the G-SLRT:

\[
E^A[^{\hat{q}}\tau] \geq \left( \frac{b}{I_1^A} \right)^q (1 + o(1)), \quad E_0[^{\hat{q}}\tau] \geq \left( \frac{a}{\min_{A \in P} I_0^A} \right)^q (1 + o(1)) \quad \text{as } a_{\min} \to \infty. \tag{28}
\]

In order to obtain asymptotic equalities (24), it suffices to establish the asymptotic upper bounds

\[
E^A[^{\hat{q}}\tau] \leq \left( \frac{b}{I_1^A} \right)^r (1 + o(1)), \quad E_0[^{\hat{q}}\tau] \leq \left( \frac{a}{\min_{A \in P} I_0^A} \right)^r (1 + o(1)) \quad \text{as } a_{\min} \to \infty, \tag{29}
\]

as (24) would then hold for every \( 1 \leq q \leq r \) with an application of Hölder’s inequality. Note also that since

\[
\hat{\tau} \leq T_b^A := \inf \left\{ t : Z_t^A \geq b \right\} \quad \text{and} \quad \hat{\tau} \leq \nu_a := \inf \left\{ t : \min_{A \in P} (-Z_t^A) \geq a \right\}, \tag{30}
\]

it suffices to show that

\[
E^A \left[ (T_b^A)^r \right] \leq \left( \frac{b}{I_1^A} \right)^r (1 + o(1)) \quad \text{as } b \to \infty \tag{31}
\]
and
\[ E_0[\nu^r_0] \leq \left( \frac{a}{\min_{A \in \mathcal{P}} I_0^A} \right)^r (1 + o(1)) \quad \text{as } a \to \infty. \] (32)

Let \( N_b = \lfloor b/(I_1^A - \varepsilon) \rfloor \) be an integer number \( \leq b/(I_1^A - \varepsilon) \). We have the following chain of equalities and inequalities
\[
E^A \left[ (T_b^A)^r \right] = \int_0^{\infty} r t^{r-1} p^A (T_b^A > t) \, dt \\
= r \int_0^{N_b} t^{r-1} p^A (T_b^A > t) \, dt + r \int_{N_b}^{\infty} t^{r-1} p^A (T_b^A > t) \, dt \\
\leq (1 + N_b)^r + \sum_{\ell=1}^{\infty} \int_{N_b+\ell}^{\infty} r t^{r-1} p^A (T_b^A > t) \, dt \\
\leq (1 + N_b)^r + \sum_{\ell=1}^{\infty} \int_{N_b+\ell}^{\infty} r t^{r-1} p^A (T_b^A > N_b + \ell) \, dt \\
= (1 + N_b)^r + \sum_{\ell=1}^{\infty} \left[ (N_b + \ell + 1)^r - (N_b + \ell)^r \right] p^A (T_b^A > N_b + \ell) \\
= (1 + N_b)^r + \sum_{\ell=N_b+1}^{\infty} \ell (\ell + 1)^{r-1} p^A (T_b^A > \ell) \\
\leq (1 + N_b)^r + 2 r^{r-1} \sum_{\ell=N_b+1}^{\infty} \ell^{r-1} p^A (T_b^A > \ell). \] (33)

Setting \( Y_t^A := t^{-1} Z_t^A - I_1^A \), we observe that for any \( t \in \mathbb{N} \) we have
\[
p^A (T_b^A > t) = p^A \left( \max_{1 \leq s \leq t} Z_s^A < b \right) \leq p^A (Z_t^A < b) \leq p^A (Y_t^A < -I_1^A + b/t). \]

Consequently, for any \( t > N_b \) and \( 0 < \varepsilon < I_1^A \) we have
\[
p^A (T_b^A > t) \leq p^A (Y_t^A < -\varepsilon) \leq p^A (|Y_t^A| > \varepsilon). \] (34)

Using (34), we conclude that
\[
\sum_{\ell=N_b+1}^{\infty} \ell^{r-1} p^A (T_b^A > \ell) \leq \sum_{\ell=1}^{\infty} \ell^{r-1} p^A (|Y_\ell^A| > \varepsilon) \equiv U_r^A(\varepsilon),
\]
so that
\[
E^A [T_b^A] \leq (1 + N_b)^r + 2 r^{r-1} U_r^A(\varepsilon). \]

By Lemma 4.2, \( U_r^A(\varepsilon) < \infty \) for all \( \varepsilon > 0 \). Consequently, for any \( 0 < \varepsilon < I_1^A \),
\[
E^A [(T_b^A)^r] \leq N_b^r (1 + o(1)) = \left( \frac{b}{I_1^A - \varepsilon} \right)^r (1 + o(1)) \quad \text{as } b \to \infty. \] (35)
Letting \( \varepsilon \to 0 \), we obtain asymptotic upper bound (31), which along with lower bound (28) implies the second asymptotic approximation in (24).

Next, define the Markov time
\[
\tilde{\nu}_a = \inf \left\{ t \in \mathbb{N} : \min_{A \in P} (-\tilde{Z}_A^t) \geq \tilde{a} \right\},
\]
where \( \tilde{Z}_A^t := Z_A^t / I_0^A, \quad \tilde{a} := a / \min_{A \in P} I_0^A. \)

Clearly, \( \nu_a \leq \tilde{\nu}_a \), so in order to obtain upper bound (32) it suffices to prove that this bound holds for \( E_0[\tilde{\nu}_a^r] \). Let
\[
\tilde{Y}_A^t = \min_{A \in P} (-\tilde{Z}_A^t) / t + 1.
\]
We have
\[
P_0(\tilde{\nu}_a > t) \leq P_0 \left( \min_{A \in P} (-\tilde{Z}_A^t) < \tilde{a} \right) = P_0 \left( \tilde{Y}_A^t < -1 + \tilde{a} / t \right).
\]
Set \( N_a = \lceil \tilde{a} / (1 - \varepsilon) \rceil = \lceil a / (\min_{A \in P} I_0^A(1 - \varepsilon)) \rceil \). Then, for any \( 0 < \varepsilon < 1 \) and \( t > N_a \), we have
\[
P_0(\tilde{Y}_A^t < -1 + \tilde{a} / t) \leq P_0(\tilde{Y}_A^t < -\varepsilon) \leq P_0(|\tilde{Y}_A^t| > \varepsilon)
\]
and, consequently,
\[
P_0(\tilde{\nu}_a > t) \leq P_0(|\tilde{Y}_A^t| > \varepsilon). \tag{36}
\]

Now, applying the same argument as above that has led to (33), we obtain
\[
E_0[\tilde{\nu}_a^r] \leq (1 + N_a)^r + r 2^{r-1} \sum_{\ell=1}^{\infty} \ell^{r-1} P_0(\tilde{\nu}_a > \ell),
\]
which along with inequality (36) yields
\[
E_0[\tilde{\nu}_a^r] \leq (1 + N_a)^r + r 2^{r-1} \sum_{\ell=1}^{\infty} \ell^{r-1} P_0(|\tilde{Y}_A^t| > \varepsilon),
\]
where the last sum is finite by the \( r \)-complete convergence (23) (see Lemma 4.1). Therefore, for any \( 0 < \varepsilon < 1 \),
\[
E_0[\tilde{\nu}_a^r] \leq E_0[\tilde{\nu}_a^r] \leq N_a^r (1 + o(1)) = \left( \frac{a}{(1 - \varepsilon) \min_{A \in P} I_0^A} \right)^r (1 + o(1)) \quad \text{as} \ a \to \infty. \tag{37}
\]
Since \( \varepsilon \in (0, 1) \) is arbitrary, this implies upper bound (32) and hence the second asymptotic upper bound in (29). The proof of asymptotic equalities (24) is complete.

We are now prepared to prove the following theorem, which establishes first-order asymptotic optimality of the G-SLRT with respect to positive moments of the stopping time distribution.

**Theorem 4.2:** Consider an arbitrary class of alternatives, \( P \), and suppose that the thresholds \( a, b \) of the G-SLRT are chosen according to (19). If the \( r \)-complete convergence conditions (21) hold for some \( r \in \mathbb{N} \), then for all \( 1 \leq q \leq r \) we have as \( \alpha_{\max} \to 0 \),
\[
E_0[\hat{\tau}^q] \sim \left( \frac{\log \beta}{\min_{A \in P} I_0^A} \right)^q \sim \inf_{(r,d) \in C_{a,b}(P)} E_0[\tau^q] \tag{38}
\]
and for every $A \in \mathcal{P}$

$$
E^A[\hat{\tau}^q] \sim \left( \frac{|\log \alpha|}{I^A_1} \right)^q \sim \inf_{(\tau, d) \in C_{\alpha, \beta}(\mathcal{P})} E^A[\tau^q]. \quad (39)
$$

**Proof:** From (18) it follows that if we set $b = |\log(\alpha/|\mathcal{P}|)|$ and $a = |\log \beta|$, then $(\hat{\tau}, \hat{d}) \in C_{\alpha, \beta}(\mathcal{P})$.

Substituting these threshold values into asymptotic approximations (24), we obtain

$$
E_0[\hat{\tau}]^q \sim \left( \frac{|\log \beta|}{\min_{A \in \mathcal{P}} I^A_0} \right)^q, \quad E^A[\hat{\tau}]^q \sim \left( \frac{|\log \alpha|}{I^A_1} \right)^q \quad \text{as } \alpha_{\max} \to 0.
$$

Comparing with lower bounds (10) in Theorem 3.1 proves (38)–(39). \hfill ■

**Remark 4.4:** The theorem remains valid for any selection of thresholds such that $(\hat{\tau}, \hat{d}) \in C_{\alpha, \beta}(\mathcal{P})$ and $b \sim |\log \alpha|$, $a \sim |\log \beta|$ as $\alpha_{\max} \to 0$.

**Remark 4.5:** A closer examination of the proofs of Lemma 4.1 and Theorem 4.2 shows that their assertions hold if the $r$-complete convergence conditions are replaced by the left-tail conditions

$$
\sum_{t=1}^{\infty} t^{r-1} P^k_0 \left( -\frac{1}{t} Z^k_t < I^k_0 - \varepsilon \right) < \infty, \quad \sum_{t=1}^{\infty} t^{r-1} P^k_1 \left( -\frac{1}{t} Z^k_t < I^k_1 - \varepsilon \right) \quad \text{for all } \varepsilon > 0, \quad 1 \leq k \leq K
$$

along with the SLLN in (7), i.e., $P_0(t^{-1} Z_t \to -I^0_0)$, $P^k_1(t^{-1} Z_t \to I^k_1)$ as $t \to \infty$. In fact, it can be shown that these conditions guarantee the uniform integrability of the sequences $\{T^A_b\}_{b>1}$ and $\{\nu_a\}_{a>1}$, defined in (30), and this can be used for an alternative proof of the theorem.

**Remark 4.6:** Theorem 4.2 was established in [14] in the special case where the signal can be present in only one channel, i.e., when $\mathcal{P} = \mathcal{P}_1$, under the stronger (and harder to check) $r$-quick convergence conditions

$$
\frac{1}{t} Z^k_t \xrightarrow{P^k_0, r\text{-quickly}} -I^k_0 \quad \text{and} \quad \frac{1}{t} Z^k_t \xrightarrow{P^k_1, r\text{-quickly}} I^k_1, \quad 1 \leq k \leq K.
$$

**D. Asymptotic Optimality when the LLRs Have Independent Increments**

Let $\ell^k_t = Z^k_t - Z^k_{t-1}$, $t \in \mathbb{N}$ be the sequence of LLR increments in the $k$th channel. We now show that if each $(\ell^k_t)_{t \in \mathbb{N}}$ is a sequence of independent, but not necessarily identically distributed, random variables, the asymptotic optimality properties (38)–(39) hold true for any positive integer $q$, as long as only the a.s. conditions (7) are satisfied. To this end, we need the following renewal theorem, whose proof is presented in the Appendix.

**Lemma 4.3:** Let $\xi^k := (\xi^k_t)_{t \in \mathbb{N}}$, $1 \leq k \leq K$ be (possibly dependent) sequences of random variables on some probability space $(\Omega, \mathcal{F}, \mathcal{P})$ and let $\mathbb{E}$ the corresponding expectation. Define the stopping time

$$
\nu(b) := \inf \left\{ t \in \mathbb{N} : \min_{1 \leq k \leq K} S^k_t > b \right\}; \quad S^k_t := \sum_{u=1}^{t} \xi^k_u.
$$
Suppose that for every $1 \leq k \leq K$ there is a positive constant $\mu_k$ such that $S_k^t/t \overset{a.s.}{\rightarrow} \mu_k$. Then, as $b \rightarrow \infty$ we have

$$\frac{\nu(b)}{b} \overset{a.s.}{\rightarrow} \left( \min_{1 \leq k \leq K} \mu_k \right)^{-1}.$$ 

Moreover, the convergence holds in $L^r$ for every $r > 0$, if each $\xi_k$ is a sequence of independent random variables and there is a $\lambda \in (0, 1)$ such that

$$\sup_{t \in \mathbb{N}} \mathbb{E} \left[ \exp \left\{ \lambda (\xi_k^t)^{-} \right\} \right] < \infty. \quad (40)$$

The following theorem establishes a stronger asymptotic optimality property for the G-SLRT in the case of LLRs with independent increments.

**Theorem 4.3:** Let $\mathcal{P}$ be an arbitrary class of possibly affected subsets of channels and suppose that the thresholds in the G-SLRT are selected according to (19). If the LLR increments, $\{\ell_k^t\}_{t \in \mathbb{N}}$, are independent over time under $\mathbb{P}_0^k$ and $\mathbb{P}_1^k$ for every $1 \leq k \leq K$, then the asymptotic optimality properties (38)–(39) hold true for any $q \in \mathbb{N}$, as long as the almost sure convergence conditions (7) hold.

**Proof:** By Theorem 3.1, asymptotic lower bounds (10) hold, so it suffices to show that when the thresholds in the G-SLRT are selected according to (19), for all $r \in \mathbb{N}$ we have

$$\limsup_{\alpha \rightarrow 0} \frac{\mathbb{E}_A[\tau_r^\alpha]}{\log \alpha} \leq \left( \frac{1}{I_A^1} \right)^r, \quad \limsup_{\alpha \rightarrow 0} \frac{\mathbb{E}_0[\tau_r]}{\log \beta} \leq \left( \frac{1}{\min_{A \in \mathcal{P}} I_0^A} \right)^r.$$ 

Recall now the inequalities (30), according to which

$$\hat{\tau} \leq T_b^A := \inf \left\{ t : Z_t^A \geq b \right\} \quad \text{and} \quad \hat{\nu} := \inf \left\{ t : \min_{A \in \mathcal{P}} (-Z_t^A) \geq a \right\}. \quad (41)$$

Then it is clear that it suffices to show that

$$\lim_{b \rightarrow \infty} \frac{\mathbb{E}_A[A(T_b^A)^r]}{b^r} = \left( \frac{1}{I_A^1} \right)^r, \quad \lim_{a \rightarrow \infty} \frac{\mathbb{E}_0[\nu_r^A]}{a^r} = \left( \frac{1}{\min_{A \in \mathcal{P}} I_0^A} \right)^r.$$ 

This follows directly from Lemma 4.3 as soon as we show that there is a $\lambda \in (0, 1)$ such that

$$\sup_{t \in \mathbb{N}} \mathbb{E}_A \left[ \exp \{ \lambda (\ell_t^A)^- \} \right] < \infty, \quad \sup_{t \in \mathbb{N}} \mathbb{E}_0 \left[ \exp \{ \lambda (-\ell_t^A)^- \} \right] < \infty, \quad (42)$$

where $\ell^A$ are the increments of $Z^A$, i.e.,

$$\ell_t^A = Z_t^A - Z_{t-1}^A = \sum_{k \in A} \ell_k^t, \quad t \in \mathbb{N}.$$ 

Indeed, for any given $\lambda \in (0, 1)$, from Jensen’s inequality we have

$$\mathbb{E}_A[\exp \{ \lambda (\ell_t^A)^- \}] \leq \mathbb{E}_A[\exp \{ \lambda (-\ell_t^A)^- \}] + 1 < \mathbb{E}_A[\exp \{ (-\ell_t^A)^- \}]^\lambda + 1 = 2,$$

where the equality holds because each $\exp \{ (-\ell_t^A)^- \}$ has mean 1 under $\mathbb{P}^A$, as a likelihood ratio. The second condition in (42) can be verified in a similar way.
Remark 4.7: The LLR increments \((\ell_t^A)_{t \in \mathbb{N}}\) can be independent over time not only when the acquired observations \(\{X_t\}\) are independent over time, but also for certain models of dependent observations that produce a sequence of LLRs with independent increments. See, e.g., an example in Subsection VI-A.

Remark 4.8: This result was obtained in [14] in the special case that the LLR increments \((\ell_k^t)_{t \in \mathbb{N}}\) in each stream are independent and identically distributed and a signal can be present in at most one stream, i.e., \(\mathcal{P} = \mathcal{P}_1\).

E. Feasibility

The implementation of the G-SLRT requires computing at each time \(t\) the generalized log-likelihood ratio statistic (17),

\[
\hat{Z}_t = \max_{A \in \mathcal{P}} Z_t^A = \max_{A \in \mathcal{P}} \sum_{k \in A} Z_t^k. 
\]

A direct computation of each \(Z_t^A\) for every \(A \in \mathcal{P}\) can be a very computationally expensive task when the cardinality of class \(\mathcal{P}\), \(|\mathcal{P}|\), is very large. However, the computation of \(\hat{Z}_t\) is very easy for a class \(\mathcal{P}\) of the form \(\mathcal{P}_{m,m}\), which contains all subsets of size at least \(m\) and at most \(m\). In order to see this, let us use the following notation for the order statistics: \(Z_t^{(1)} \geq \ldots \geq Z_t^{(K)}\), i.e., \(Z_t^{(1)}\) is the top local LLR statistic and \(Z_t^{(K)}\) is the smallest LLR at time \(t\).

When the size of the affected subset is known in advance, i.e., \(m = \overline{m} = m\), we have

\[
\hat{Z}_t = \sum_{k=1}^{m} Z_t^{(k)}. \tag{43}
\]

Indeed, for any \(A \in \mathcal{P}_m\) we have \(Z_t^A \leq \sum_{k=1}^{m} Z_t^{(k)}\). Therefore, \(\hat{Z}_t \leq \sum_{k=1}^{m} Z_t^{(k)}\), and the upper bound is attained by the subset which consists of the \(m\) channels with the highest LLR values at time \(t\).

In the more general case that \(m < \overline{m}\) we have

\[
\hat{Z}_t = \sum_{k=1}^{m} Z_t^{(k)} + \sum_{k=m+1}^{\overline{m}} (Z_t^{(k)})^+, 
\]

and the G-SLRT takes the following form:

\[
\hat{\tau} = \inf \left\{ t \geq 0 : \sum_{k=1}^{m} (Z_t^{(k)})^+ \geq b \quad \text{or} \quad \sum_{k=1}^{m} Z_t^{(k)} \leq -a \right\} \tag{44}
\]

\[
\hat{d} = \begin{cases} 
1 & \text{when} \quad \sum_{k=1}^{m} (Z_t^{(k)})^+ \geq b, \\
0 & \text{when} \quad \sum_{k=1}^{m} Z_t^{(k)} \leq -a.
\end{cases}
\]

Indeed, for any \(A \in \mathcal{P}_{\overline{m},m}\) we have

\[
Z_t^A \leq \sum_{k=1}^{m} Z_t^{(k)} + \sum_{k=m+1}^{\overline{m}} (Z_t^{(k)})^+, 
\]
and the upper bound is attained by the subset which consists of the $m$ channels with the top $m$ LLRs and the next (if any) top $\overline{m} - m$ channels that have positive LLRs.

F. Generalization

It is possible to generalize the GLR detection statistic in (16) by applying different weights to the LLRs of the various hypotheses. Specifically, let $\mathcal{P}$ be an arbitrary class and $\{p_A\}_{A \in \mathcal{P}}$ an arbitrary family of positive numbers (weights) that add up to 1. Then, the weighted GLR detection statistic may be defined as

$$\max_{A \in \mathcal{P}} \left(Z_t^A + \log p_A\right).$$

(45)

It is straightforward to see that the asymptotic optimality properties that we established in the previous section remain valid for any selection of weights (that do not depend on the thresholds or the error probabilities). Moreover, the resulting sequential test is as feasible as the G-SLRT, as long as there are positive numbers $\{p_k\}_{1 \leq k \leq K}$ such that each $p_A$ is proportional to $\prod_{k \in A} p_k$, i.e.,

$$p_A = C(\mathcal{P}) \prod_{k \in A} p_k, \quad C(\mathcal{P}) = \left(\sum_{A \in \mathcal{P}} \prod_{k \in A} p_k\right)^{-1},$$

(46)

that is, $C(\mathcal{P})$ is a normalizing constant. Indeed, in this case, the weighted GLR statistic (45) takes the form

$$\max_{A \in \mathcal{P}} \sum_{k \in A} \left(Z_t^k + \log p_k\right) + \log C(\mathcal{P})$$

and the discussion in Subsection IV-E applies with $Z_t^k$ replaced by $Z_t^k + \log p_k$ and thresholds $a$ and $b$ replaced by $a + \log C(\mathcal{P})$ and $b - \log C(\mathcal{P})$, respectively.

V. MIXTURE-BASED SEQUENTIAL LIKELIHOOD RATIO TEST

In this section, we propose an alternative sequential test that is based on averaging, instead of maximizing, the likelihood ratios that correspond to the different hypotheses. We show that it has the same asymptotic optimality properties and similar feasibility as the G-SLRT.

A. Definition and Error Control

Let $\mathcal{P}$ be an arbitrary class, $\{p_A\}_{A \in \mathcal{P}}$ an arbitrary family of positive numbers that add up to 1 (weights) and consider the probability measure

$$\mathbb{P} := \sum_{A \in \mathcal{P}} p_A \mathbb{P}^A.$$
Then, the Radon-Nikodym derivative of $P$ versus $P_0$ given $\mathcal{F}_t$ is

$$\Lambda_t := \left. \frac{dP}{dP_0} \right|_{\mathcal{F}_t} = \sum_{A \in \mathcal{P}} p_A \Lambda_t^A = \sum_{n=1}^K \sum_{A \in \mathcal{P} \cap \mathcal{P}_n} p_A \Lambda_t^A. \tag{48}$$

If we replace the generalized likelihood ratio statistic $\hat{Z}$ in (16) by the logarithm of the mixture likelihood ratio, $Z_t := \log \Lambda_t$, then we obtain the following sequential test:

$$\tau = \inf \left\{ t : Z_t \notin (-a, b) \right\}, \quad \overline{d} := \begin{cases} 1 & \text{when } Z_\tau \geq b \\ 0 & \text{when } Z_\tau \leq -a \end{cases}, \tag{49}$$

to which we refer as the Mixture Sequential Likelihood Ratio Test (M-SLRT). In the following lemma we show how to select the thresholds in order to guarantee the desired error control for M-SLRT.

**Lemma 5.1:** For any positive thresholds $a$ and $b$ we have

$$P_0(\overline{d} = 1) \leq e^{-b} \quad \text{and} \quad \max_{A \in \mathcal{P}} P^A(\overline{d} = 0) \leq \left( \min_{A \in \mathcal{P}} P_A \right)^{-1} e^{-a}. \tag{50}$$

Therefore, for any $\alpha, \beta \in (0, 1)$, $(\tau, \overline{d}) \in C_{\alpha, \beta}(\mathcal{P})$ when the thresholds are selected as follows:

$$b = |\log \alpha| \quad \text{and} \quad a = |\log \beta| - \min_{A \in \mathcal{P}} (\log p_A). \tag{51}$$

**Proof:** Let $E$ be the expectation that corresponds to the mixture measure $P$ defined in (47). Since $Z_\tau \geq b$ on $\{\overline{d} = 1\}$, from Wald’s likelihood ratio identity we have

$$P_0(\overline{d} = 1) = E \left[ \exp \{-Z_\tau\}; \overline{d} = 1 \right] \leq e^{-b},$$

which proves the first inequality in (50). In order to prove the second inequality we note that, for any $A \in \mathcal{P}$, on the event $\{\overline{d} = 0\}$ we have $-a \geq Z_\tau \geq Z_\tau^A + \log p_A$. Consequently, from Wald’s likelihood ratio identity we obtain

$$P^A(\overline{d} = 0) = E_0 \left[ \exp \{Z_\tau^A\}; \overline{d} = 0 \right] \leq p_A^{-1} e^{-a}.$$

Since this inequality is true for any $A \in \mathcal{P}$, maximizing both sides with respect to $A$ proves the second inequality in (50).

**B. Asymptotic Optimality**

The following theorem shows that the M-SLRT has exactly the same asymptotic optimality properties as the G-SLRT.
Theorem 5.1: Consider an arbitrary class of possibly affected subsets, \( \mathcal{P} \), and suppose that the thresholds of the M-SLRT are selected according to (51). If \( r \)-complete convergence conditions (21) hold, then for all \( 1 \leq q \leq r \) we have as \( \alpha_{\text{max}} \to 0 \):

\[
E_0[\tau^q] \sim \left( \frac{|\log \beta|}{\min_{A \in \mathcal{P}} I_0^A} \right)^q \sim \inf_{(r,d) \in \mathcal{C}_{\alpha,\beta}(\mathcal{P})} E_0[\tau^q],
\]

\[
E_A[\tau^q] \sim \left( \frac{|\log \alpha|}{I_1^A} \right)^q \sim \inf_{(r,d) \in \mathcal{C}_{\alpha,\beta}(\mathcal{P})} E_A[\tau^q]
\]

for every \( q > 0 \) as long as the almost sure convergence conditions (7) are satisfied.

Proof: The proof is based on the observation that for every \( t \in \mathbb{N} \) we have

\[
\min_{A \in \mathcal{P}} (\log p_A) \leq \bar{Z}_t - \hat{Z}_t \leq \max_{A \in \mathcal{P}} (\log p_A) + \log |\mathcal{P}|.
\]

Moreover, if the LLRs \( Z_k^t \) have independent increments, then the asymptotic relationships (52)–(53) hold for every \( q > 0 \) as long as the almost sure convergence conditions (7) are satisfied.

C. Feasibility

Similarly to the G-SLRT, the M-SLRT is computationally feasible even when \( K \) is large if the weights are selected according to (46). Then, the mixture likelihood ratio takes the form

\[
\Lambda_t = C(\mathcal{P}) \sum_{m=1}^{K} \sum_{A \in \mathcal{P} \cap \mathcal{P}_m} \prod_{k \in A} (p_k \Lambda_t^k).
\]

When in particular there is an upper and a lower bound on the size of the affected subset, i.e., \( \mathcal{P} = \mathcal{P}_{m,M} \) for some \( 1 \leq m \leq M \leq K \), the mixture likelihood ratio statistic takes the form

\[
\tilde{\Lambda}_t = C(\mathcal{P}) \sum_{m=m}^{M} \sum_{A \in \mathcal{P}_m} \prod_{k \in A} (p_k \Lambda_t^k)
\]

and its computational complexity is polynomial in the number of channels, \( K \). However, in the special case of complete uncertainty \( (m = 1, M = K) \), the M-SLRT requires only \( O(K) \) operations. Indeed, if we set for simplicity \( p_k = p \) and \( \pi = p/(1 + p) \), then the mixture likelihood ratio in (55) admits the following representation for the class \( \mathcal{P} = \overline{\mathcal{P}}_K \):

\[
\tilde{\Lambda}_t = C(\mathcal{P}) \left[ (1 - \pi)^{-K} \tilde{\Lambda}_t - 1 \right]
\]

where the statistic \( \tilde{\Lambda}_t \) is defined as follows:

\[
\tilde{\Lambda}_t := \prod_{k=1}^{K} \left( 1 - \pi + \pi \Lambda_t^k \right).
\]
Remark 5.1: The statistic $\tilde{\Lambda}_t$ has an appealing statistical interpretation, as it is the likelihood ratio that corresponds to the case that each channel belongs to the affected subset with probability $\pi \in (0,1)$. It is possible to use $\tilde{\Lambda}_t$ as the detection statistic and incorporate prior information by an appropriate selection of $\pi$. For instance, if we know the exact size of the affected subset, say $P = P_m$, we may set $\pi = \frac{m}{K}$, whereas if we know that at most $m$ channels may be affected, i.e., $P = \overline{P}_m$, then we may set $\pi = \frac{m}{(2K)}$. This approach was consider in [15], [17] for a multistream quickest change detection problem.

VI. EXAMPLES

In this section, we consider three particular examples to which the previous results apply.

A. A Linear Gaussian State-Space Model

First, we present the example of a linear state-space (hidden Markov) model, in which the LLR process, $\{Z^k_t\}$, has independent increments and Theorems 4.3 and 5.1 are applicable. Let $X^k_t = (X^k_{t,1}, \ldots, X^k_{t,\ell})^\top$ be the $\ell$-dimensional observed vector in the $k$-th channel at time $t$ and let $\theta^k_t = (\theta^k_{t,1}, \ldots, \theta^k_{t,m})^\top$ be the unobserved $m$-dimensional Markov vector and suppose that

$$\theta^k_t = F^k \theta^k_{t-1} + W^k_{t-1} + i b^k_{i}, \quad \theta^k_0 = 0,$$

$$X^k_t = H^k \theta^k_t + V^k + i b^k_{i},$$

where $W^k_t$ and $V^k_t$ are zero-mean Gaussian i.i.d. vectors having covariance matrices $K^k_W$ and $K^k_V$, respectively; $b^k_{i} = (b^k_{i,1}, \ldots, b^k_{i,m})^\top$ and $b^k_{x,i} = (b^k_{x,1,i}, \ldots, b^k_{x,\ell,i})^\top$ are the mean values; $F^k$ is the $(m \times m)$ state transition matrix; $H^k$ is the $(\ell \times m)$ matrix, and the index $i = 0$ if the mean values in the $k$-th channel (component) are not affected and $i = 1$ otherwise.

It can be shown that under the null hypothesis $H^k_0$ the observed sequence $X^k$ has an equivalent representation

$$X^k_t = H^k \hat{\theta}^k_t + \xi^k_t, \quad t \in \mathbb{N},$$

with respect to the “innovation” sequence $\xi^k_t = X^k_t - H^k \hat{\theta}^k_t$, where $\xi^k_t \sim \mathcal{N}(0, \Sigma^k)$, $t = 1, 2, \ldots$ are independent Gaussian vectors and $\hat{\theta}^k_t = \mathbb{E}_0[\theta^k_t | X^k_1, \ldots, X^k_{t-1}]$ is the optimal one-step ahead predictor in the mean-square sense, i.e., the estimate of $\theta^k_t$ based on observing $X^k_1, \ldots, X^k_{t-1}$, which can be obtained by the Kalman filter (cf., e.g., [22]). On the other hand, under $H^k_1$ the observed sequence $X^k$ admits the following representation

$$X^k_t = \Upsilon^k_t + H^k \hat{\theta}^k_t + \xi^k_t, \quad t \in \mathbb{N},$$
where $\mathcal{Y}_t^k$ depends on $t$ and can be computed using relations given in [23, pp. 282-283]. Consequently, the local LLR $Z^k_t$ can be written as

$$Z^k_t = \frac{t}{2} \sum_{s=1}^{t} (\mathcal{Y}_s^k)^\top (\Sigma_s^k)^{-1} \xi_s^k - \frac{1}{2} \sum_{s=1}^{t} (\mathcal{Y}_s^k)^\top (\Sigma_s^k)^{-1} \mathcal{Y}_s^k, \quad t \in \mathbb{N},$$

where $\Sigma_s, t \in \mathbb{N}$ are given by Kalman’s equations (see [23, Eq. (3.2.20)]). Thus, each $Z^k_t$ has independent Gaussian increments. Moreover, it is easily seen that the normalized LLR $t^{-1}Z^k_t$ converges almost surely as $t \to \infty$ to $I^k_1$ under $P^k_1$ and $-I^k_1$ under $P^k_0$, where

$$I^k_1 = \frac{1}{2} \lim_{t \to \infty} \frac{1}{t} \sum_{s=1}^{t} (\mathcal{Y}_s^k)^\top (\Sigma_s^k)^{-1} \mathcal{Y}_s^k.$$

Therefore, by Theorem 4.3 and Theorem 5.1, the G-SLRT and the M-SLRT are asymptotically optimal with respect to all moments of the sample size.

### B. An Autoregression Model with Unknown Correlation Coefficient

Suppose that the observations in the channels are Markov Gaussian (AR(1)) processes of the form

$$X^k_t = \rho^k X^k_{t-1} + \xi^k_t, \quad t \in \mathbb{N}, \quad X^k_0 = 0,$$

where $\{\xi^k_t\}_{t \in \mathbb{N}}, k = 1, \ldots, K$ are mutually independent sequences of i.i.d. normal random variables with zero mean and unit variance. Suppose that $\rho^k = \rho^k_i$ under $H^k_i, i = 0, 1$, where $\rho^k_i$ are known constants.

Then, the transition densities are $f^k_i(X^k_t|X^k_{t-1}) = \varphi(X^k_t - \rho^k_i X^k_{t-1}), i = 0, 1$, where $\varphi$ is the density of the standard normal distribution, and the LLR in the $k^{th}$ channel can be written as $Z^k_t = \sum_{s=1}^{t} g^k(X^k_s, X^k_{s-1}),$ where

$$g^k(y, x) := \log \left( \frac{\varphi(y - \rho^k_0 x)}{\varphi(y - \rho^k_1 x)} \right) = \frac{1}{2} \left( (y - \rho^k_0 x)^2 - (y - \rho^k_1 x)^2 \right) = (\rho^k_1 - \rho^k_0 x) \left[ y - \frac{\rho^k_1 + \rho^k_0}{2} x \right]. \quad (58)$$

In order to show that $\{t^{-1}Z^k_t\}$ converges asymptotically as $t \to \infty$, let us further assume that $|\rho^k_i| < 1, 1 \leq k \leq K, i = 0, 1$, so that $X^k$ is stable. Let $\lambda^k_i$ be the invariant distribution of $X^k$ under $H^k_i$, which coincides with the distribution of

$$w^k_i = \sum_{t=1}^{\infty} (\rho^k_i)^{t-1} \xi^k_t, \quad i = 0, 1. \quad (59)$$

By a slight extension of Theorem 5.1 in [24] to $r > 1$ (see Appendix B), it can be shown that under $P^k_1$ the normalized LLR process $\{t^{-1}Z^k_t\}$ converges as $t \to \infty r$-completely for every $r \geq 1$ to

$$I^k_1 = \int_{-\infty}^{\infty} \left( \int_{-\infty}^{\infty} g^k(y, x) \varphi(y - \rho^k_1 x) dy \right) \lambda^k_1(dx).$$

In the Gaussian case considered, $\lambda^k_i$ is $\mathcal{N}(0, (1 - \rho^k_i)^{-2})$, so $I^k_1$ can be calculated explicitly as $I^k_1 = (\rho^k_1 - \rho^k_0)^2 / [1 - (\rho^k_1)^2]$. By symmetry, under $P^k_0$ the normalized LLR $\{t^{-1}Z^k_t\}$ converges $r$-completely...
for all \( r \geq 1 \) to \( -I^k_0 \) with \( I^k_0 = (\rho^k_1 - \rho^k_0)^2 / [1 - (\rho^k_0)^2] \). Thus, by Theorem 4.2 and Theorem 5.1, both tests, the G-SLRT and the M-SLRT, are asymptotically optimal minimizing all moments of the stopping time distribution.

C. Multichannel Invariant Sequential \( t \)-Tests

Suppose that the observations in channels have the form
\[
X^k_t = i\mu^k + \xi^k_t, \quad t \in \mathbb{N}, \quad 1 \leq k \leq K,
\]
where \( \xi^k_t \sim \mathcal{N}(0, \sigma^2_k) \), \( t \in \mathbb{N} \) are zero-mean, normal i.i.d. (mutually independent) sequences (noises) with unknown variances \( \sigma^2_k \). Under the local null hypothesis in the \( k \)th stream, \( H^k_0 \), there is no signal in the \( k \)th stream \( (i = 0) \). Under the local alternative hypothesis in the \( k \)th stream, there is a signal \( \mu^k > 0 \) in the \( k \)th channel. Therefore, the hypotheses \( H^k_0, H^k_1 \) are not simple and our results cannot be directly applied. Nevertheless, if we assume that the value of the “signal-to-noise” ratio \( Q^k = \mu^k / \sigma^k \) is known, we can transform this into a testing problem of simple hypotheses in the channels by using the principle of invariance, since the problem is invariant under the group of scale changes. Indeed, the maximal invariant statistic in the \( k \)th channel is \( Y^k_t = (1, X^k_2 / X^k_1, \ldots, X^k_t / X^k_1) \) and it can be shown [18, Sec 3.6.2] that the invariant LLR, which is built based on the maximal invariant \( Y^k_t \), is given by
\[
Z^k_t = \log[J^k_t(Q^k T^k_t) / J^k_t(0)],
\]
where \( T^k_t = \frac{t^{-1} \sum_{s=1}^t X^k_s}{\left\{t^{-1} \sum_{s=1}^t (X^k_s)^2\right\}^{1/2}} \)
and
\[
J^k_t(z) = \int_0^\infty \frac{1}{u} \exp\left\{\left[-\frac{1}{2} u^2 + zu + \log u\right] t\right\} du.
\]

Note that \( T^k_t \) is the Student \( t \)-statistic, which is the basis for Student’s \( t \)-test in the fixed sample size setting. For this reason, we refer to the sequential tests (16) and (49) that are based on the invariant LLRs as \( t \)-tests, in particular as the \( t \)-G-SLRT and the \( t \)-M-SLRT, respectively. Although the invariant LLR \( Z^k_t \) is difficult to calculate explicitly, it can be approximated by \( g_k(T^k_t) t \), using a uniform version of the Laplace asymptotic integration technique, where the function \( g_k(x) \) is given by
\[
g_k(x) = \frac{1}{4} x \left(x + \sqrt{4 + x^2}\right) + \log \left(x + \sqrt{4 + x^2}\right) - \log 2 - \frac{1}{2} Q^2_k, \quad x \in \mathbb{R}.
\]
Indeed, as shown in [18, Sec 3.6.2], there is a finite positive constant \( C \) such that for all \( t \geq 1 \) we have
\[
|Z^k_t - g_k(T^k_t) t| \leq C, \quad \text{or equivalently,}
\]
\[
\left|t^{-1} Z^k_t - g_k(T^k_t)\right| \leq C/t.
\]
It follows from (61) that if under $P^i$ the $t$-statistic $T^i_t$ converges $r$-completely to a constant $V^i_t$ as $t \to \infty$, then the normalized LLR $t^{-1}Z^i_t$ converges in a similar sense to $g_k(V^i_t)$, $i = 0, 1$. Therefore, it suffices to study the limiting behavior of $T^i_t$. Since for every $r \geq 1$ we have $E^i_k[|X^i_1|^r] < \infty$, $i = 0, 1$, for every $r \geq 1$ we obtain 

$$T^i_t \overset{P^i - r \text{-completely}}{\underset{t \to \infty}{\longrightarrow}} \frac{E^i_k[X^i_1]}{\sqrt{E^i_k[(X^i_k)^2]}} = \frac{Q_k}{\sqrt{1 + Q^2_k}}, \quad T^i_t \overset{P^0 - r \text{-completely}}{\underset{t \to \infty}{\longrightarrow}} 0,$$

which implies that the $r$-complete convergence condition (21) for the normalized LLR $\{t^{-1}Z^i_t\}$ holds for all $r \geq 1$ with

$$I^k_t = g_k \left( \frac{Q_k}{\sqrt{1 + Q^2_k}} \right) \quad \text{and} \quad I^0_t = \frac{1}{2}Q_k^2.$$ 

It is easy to verify that $I^k_t > 0$ and $I^0_t > 0$. Hence, by Theorem 4.2 and Theorem 5.1, the invariant $t$-G-SLRT and $t$-M-SLRT asymptotically minimize all moments of the stopping time distribution.

**VII. SIMULATION EXPERIMENTS**

In this section we present the results of a simulation study whose goal is to compare the performance of the G-SLRT and the M-SLRT, as well as to quantify the effect of prior information on the detection performance.

**A. Computation of Error Probabilities Via Importance Sampling**

Since the type-I and type-II errors for both the G-SLRT and the M-SLRT correspond to “rare events”, we rely on importance sampling for the computation of these probabilities. We illustrate this method for the G-SLRT, since the approach for the M-SLRT is identical.

We start with the maximal type-II error. From (20) it follows that for every $A \in \mathcal{P}$ we have

$$P^A(\hat{d} = 0) = E^0_0 \left[ \exp\{Z^A_{\hat{\tau}}\}; \hat{d} = 0 \right].$$

Therefore, all probabilities $P^A(\hat{d} = 0)$, $A \in \mathcal{P}$, can be computed simultaneously by simulating the G-SLRT, $(\hat{\tau}, \hat{d})$, under $P_0$, which then allows the computation of the maximal type-II error probability. This computation is particularly simplified when all hypotheses are identical, in the sense that $P^i_k$ does not depend on $k$, $i = 0, 1$. Indeed, in this case,

$$\max_{A \in \mathcal{P}} P^A(\hat{d} = 0) = \max_{1 \leq m \leq K: \mathcal{P} \cap \mathcal{P}_m \neq \emptyset} P^{A_m}(\hat{d} = 0),$$

where $A_m$ is an arbitrary set in $\mathcal{P}_m$, say $A_m = \{1, \ldots, m\}$. When in particular $\mathcal{P} = \mathcal{P}_\overline{m}$ for some $1 \leq m \leq \overline{m} \leq K$, then

$$\max_{A \in \mathcal{P}} P^A(\hat{d} = 0) = \max_{m \leq m \leq \overline{m}} P^{A_m}(\hat{d} = 0).$$
We now turn to the computation of the type-I error probability for which we rely on the change of measure $\mathcal{P}_0 \rightarrow \mathcal{P}$, where $\mathcal{P}$ is the mixture probability measure defined in (47) with uniform weights, i.e., $p_A = (\log |\mathcal{P}|)^{-1}$ for every $A \in \mathcal{P}$. Indeed, from Wald’s likelihood ratio identity it follows that

$$
P_0(\hat{d} = 1) = \mathbb{E} \left[ \Lambda^{-1}; \hat{d} = 0 \right] = \mathbb{E} \left[ \exp \{ -\hat{Z}_t \}; \hat{d} = 0 \right],
$$

where $\mathbb{E}$ refers to expectation under $\mathcal{P}$. Even though the test statistic does not coincide with the likelihood ratio statistic that is used for the change of measure, the second moment (and, consequently, the variance) of this estimator is bounded above by

$$
\mathbb{E} \left[ \exp \{ -2\hat{Z}_t \}; \hat{d} = 0 \right] \leq \mathbb{E} \left[ \exp \{ -2(\hat{Z}_t - \hat{Z}_t) - 2\hat{Z}_t \}; \hat{d} = 0 \right] \leq \exp \{ 2 \log |\mathcal{P}| - 2b \},
$$

since from (54) it follows that $\hat{Z}_t - \hat{Z}_t \leq \log |\mathcal{P}|$ for every $t$. Lemma 4.1 implies that $P_0(\hat{d} = 1) \leq \exp \{ -b + \log |\mathcal{P}| \}$ for every $b$. If also there is some constant $c \in (0, 1)$ such that $P_0(\hat{d} = 1) \sim c \exp \{ -b + \log |\mathcal{P}| \}$ as $b \to \infty$, then the relative error of this importance sampling estimation is asymptotically bounded as $b \to \infty$ since

$$
\sqrt{\mathbb{E} \left[ \exp \{ -2\hat{Z}_t \}; \hat{d} = 0 \right]} = O(P_0(\hat{d} = 1)).
$$

As far as the computational complexity of this computation concerns, from the definition of $\mathcal{P}$ we have that the expectation in (62) can be written as follows:

$$
\sum_{A \in \mathcal{P}} p_A \mathbb{E}^A \left[ \frac{1}{\Lambda_1}; \hat{d} = 0 \right] = \sum_{m=1}^{K} \sum_{A \in \mathcal{P}_m \cap \mathcal{P}} p_A \mathbb{E}^A \left[ \frac{1}{\Lambda_1}; \hat{d} = 0 \right],
$$

which requires simulating the G-SLRT under each $\mathcal{P}^A$ with $A \in \mathcal{P}$. This computation is considerably simplified in the case of symmetric hypotheses, in which case the expectation in (62) takes the form:

$$
\sum_{m=1}^{K} \frac{\mathcal{P}_m \cap \mathcal{P}}{\mathcal{P}} \mathbb{E}^{A_m} \left[ \Lambda^{-1}; \hat{d} = 0 \right],
$$

where $A_m = \{1, \ldots, m\}$. When in particular we have a class of the form $\mathcal{P}_{m \bar{m}}$, then the expectation in (62) becomes

$$
\sum_{m=m}^{\bar{m}} \frac{\mathcal{P}_m}{\mathcal{P}} \mathbb{E}^{A_m} \left[ \Lambda^{-1}; \hat{d} = 0 \right],
$$

which requires simulating the G-SLRT under only $\bar{m} - m$ scenarios.

**B. A Simulation Study for an Autoregressive Model**

We now present the results of a simulation study in the context of the autoregression of Subsection VI-B. We assume that the hypotheses are symmetric in the sense that $\rho_0^k = 0$ and $\rho_1^k = \rho = 0.5$, therefore the Kullback-Leibler divergences take the form $I_1^k = I_1 = (1/2)\rho^2/(1 - \rho^2)$, $I_0^k = I_0 = (1/2)\rho^2$. Our
goal is to compare the G-SLRT against the M-SLRT (with uniform weights) for two different scenarios regarding the available prior information; in the first one, the size of the affected subset is assumed to be known, i.e., \( P = P_m \) where \( m \) is the cardinality of the true affected subset; in the second one, there is complete uncertainty regarding the affected subset (\( P = P_K \)).

We assume that \( \alpha = \beta \), where \( \alpha, \beta \) are the desired type-I and type-II error probabilities for the two tests. For the G-SLRT we select the pair of thresholds, \( a, b \) such that \( b = a + \log |P| \), where \( P \) is the class of possibly affected subsets. Then, from (19) it follows that both error probabilities will be bounded above by \( \exp(-a) \). In Tables I and II we present the operating characteristics of the G-SLRT when \( a = 8.2 \), in which case both error probabilities are bounded by \( \exp(-a) = 2.75 \cdot 10^{-4} \).

### Table I

**Error probabilities and expected sample under the null of the G-SLRT and the M-SLRT.** The G-SLRT thresholds are \( a = 8.2 \) and \( b = a + \log|P| \), whereas the M-SLRT thresholds are \( b = 8.2 \) and \( a = b + \log|P| \), where \( P \) is the class of possibly affected subsets. Standard errors are presented in parentheses based on 1,600 simulation runs.

| \( P \) | \( P_0(d = 1) \) | \( E_0[T] \) | \( \max_{A \in P} P^A(d = 0) \) |
|--------|-----------------|--------------|----------------------------------|
| \( P_K \) | 2.39 (0.023) \cdot 10^{-5} | 9.3 (0.06) \cdot 10^{-5} | 140.6 (0.9) | 146.1 (0.9) | 2.12 (0.12) \cdot 10^{-5} | 1.40 (0.09) \cdot 10^{-5} |
| \( P_3 \) | 3.33 (0.08) \cdot 10^{-5} | 1.21 (0.01) \cdot 10^{-4} | 140.0 (0.86) | 120.0 (0.8) | 2.15 (0.12) \cdot 10^{-5} | 1.56 (0.09) \cdot 10^{-4} |
| \( P_6 \) | 7.17 (0.12) \cdot 10^{-5} | 1.02 (0.014) \cdot 10^{-4} | 54.6 (0.4) | 41.5 (0.3) | 3.90 (0.48) \cdot 10^{-6} | 1.03 (0.11) \cdot 10^{-4} |
| \( P_9 \) | 2.78 (0.07) \cdot 10^{-5} | 8.9 (0.14) \cdot 10^{-5} | 24.4 (0.2) | 17.8 (0.2) | 2.67 (0.31) \cdot 10^{-6} | 1.02 (0.15) \cdot 10^{-4} |
| \( P_9 \) | 3.33 (0.085) \cdot 10^{-5} | 7.38 (0.15) \cdot 10^{-5} | 11.4 (0.1) | 9.6 (0.1) | 1.96 (0.08) \cdot 10^{-5} | 9.09 (0.48) \cdot 10^{-5} |

### Table II

Same setup as in Table I. Here, we report the expected sample size of each test under the alternative hypothesis for various scenarios regarding the number of affected channels.

| \( |A| \) | \( E^A[T] \) |
|--------|--------------|
| \( P_K \) | \( P_{|A|} \) |
| \( P_K \) | \( P_{|A|} \) |
| 1 | 100.0 (1.2) | 74.5 (1.0) | 96.0 (1.2) | 71.2 (0.9) |
| 3 | 33.9 (0.4) | 29.8 (0.4) | 29.9 (0.4) | 28.4 (0.4) |
| 6 | 17.25 (0.18) | 15.7 (0.2) | 14.82 (0.18) | 14.3 (0.2) |
| 9 | 12.0 (0.1) | 9.7 (0.1) | 9.87 (0.10) | 8.9 (0.1) |

We select the pair of thresholds \( a, b \) of the M-SLRT such that \( a = b + \log |P| \). Then, from (51) it follows that both error probabilities will be bounded above by \( \exp(-b) \). In Tables I and II we present
the operating characteristics of the M-SLRT when \( b = 8.2 \), in which case both error probabilities are also bounded by \( \exp(-b) = 2.75 \cdot 10^{-4} \). In this way, the results for the two schemes are comparable. From these tables we can see that in all cases the actual error probabilities are much smaller than the target value of \( 2.75 \cdot 10^{-4} \), but this upper bound is much more conservative for the G-SLRT than for the M-SLRT.

For a fair comparison between the G-SLRT and the M-SLRT, we need to compare their expected sample sizes when the two schemes have the same error probabilities. In Figure 1 we plot the expected sample size of each test against the logarithm of the type-I error probability for different cases regarding the size of the affected subset. Specifically, if \( \mathcal{A} \) is the affected subset, we plot \( E^A[T] \) (vertical axis) against \( |\log P_0(d = 1)| \) (horizontal axis) for the following cases: \(|\mathcal{A}| = 1, 3, 6, 9\). The dashed lines correspond to the versions of the two schemes when the size of the affected subset is known \((\overline{P}_{|\mathcal{A}|})\). The solid lines correspond to the versions of the two schemes with no prior information \((\overline{P}_K)\). The dark lines correspond to M-SLRT, whereas the grey lines to G-SLRT.

We observe that when we design the two tests knowing the size of the affected subset, then their performance is essentially identical. However, when we design the two tests assuming no prior information, the G-SLRT performs slightly better (resp. worse) than the M-SLRT in the case where the signal is present in a small (resp. large) number of channels, at least for large and moderate error probabilities. The operating characteristics of the two tests become almost identical as the type-I error goes to 0, as expected. Note however that when the number of affected channels is large, the signal-to-noise ratio is high. Therefore, the “absolute” loss of the G-SLRT in these cases is small.

Finally, in Figure 2 we plot the normalized expected sample of each test under the alternative hypothesis against the logarithm of the type-I error probability for different cases regarding the size of the affected subset. That is, if \( \mathcal{A} \) is the affected subset, we plot \( |\mathcal{A}|/E^A[T]/|\log P_0(d = 1)| \) (vertical axis) against \( |\log P_0(d = 1)| \) (horizontal axis) for the following cases: \(|\mathcal{A}| = 1, 3, 6, 9\). Again, the dashed lines correspond to the versions of the two schemes when the size of the affected subset is known \((\overline{P}_{|\mathcal{A}|})\). The solid lines correspond to the versions of the two schemes with no prior information \((\overline{P}_K)\). The dark lines correspond to the M-SLRT, whereas the gray lines to the G-SLRT. Our asymptotic theory suggests that the curves in Figure 2 converge to 1, and this is also verified by our graph. The convergence is relatively slow in most cases, which can be explained by the fact that we do not normalize the expected sample sizes by the optimal performance, but with an asymptotic lower bound on it.
Fig. 1. Expected sample size against the type-I error probability in log-scale for the G-SLRT (soft lines) and the M-SLRT (dark lines). That is, if $\mathcal{A}$ is the affected subset, we plot $E^\mathcal{A}[T]$ (vertical axis) against $\log P_0(d = 1)$ (horizontal axis) for the following cases: $|\mathcal{A}| = 1, 3, 6, 9$. For both tests, solid lines refer to the case of no prior information ($\mathcal{P}_K$), whereas dashed lines refer to the case that the size of the affected subset is known in advance ($\mathcal{P}_{|\mathcal{A}|}$).
Fig. 2. Normalized expected sample size against the type-I error probability in log-scale for the G-SLRT (soft lines) and the M-SLRT (dark lines). That is, if $A$ is the affected subset, we plot $|A|/|\mathbb{E}[T]/| \log \Pr_0(d = 1)|$ (vertical axis) against $| \log \Pr_0(d = 1)|$ (horizontal axis) for the following cases: $|A| = 1, 3, 6, 9$. For both tests, solid lines refer to the case of no prior information ($\mathcal{P}_K$), whereas dashed lines refer to the case that the size of the affected subset is known in advance ($\mathcal{P}_{|A|}$).
VIII. CONCLUSION AND REMARKS

We considered the problem of sequential detection of an unknown number of signals in multiple data streams and studied two families of sequential tests. The first, G-SLRT, is based on maximizing the likelihood ratios between the “signal and noise” and “noise only” hypotheses. The second, M-SLRT, is based on a mixture (weighted sum) of likelihood ratios. Based on the concept of $r$-complete convergence, we developed a general theory that allows for the study of asymptotic properties of the above sequential tests for very general non-i.i.d. models without assuming any particular structure for the observations apart from an asymptotic stability property of the local log-likelihood ratios. Specifically, under the assumption that the log-likelihood ratios in channels converge $r$-completely when suitably normalized, we were able to show that both tests asymptotically minimize moments of the sample size up to order $r$ as the probabilities of errors approach zero. Moreover, in the special case that the local log-likelihood ratios have independent (but not necessarily identically distributed) increments and converge only almost surely when suitably normalized, we showed that both tests asymptotically minimize all moments of the sample size.

These asymptotic optimality results were shown under the assumption of an arbitrary class of possibly affected subsets. They are thus valid for both structured and unstructured multistream hypothesis testing problems. Moreover, we illustrated this general sequential hypothesis testing theory using several meaningful examples including Markov and hidden Markov models, as well as a multichannel generalization of the famous invariant $t$-SPRT. Finally, when compared using a simulation study, the G-SLRT (M-SLRT) was found to perform better when a small (large) number of channels is affected and there is no prior information regarding the affected subset. On the other hand, the two procedures were found to perform similarly when the size of the affected subset is known in advance.

When the observations in channels are i.i.d., even if they differ across channels, we can obtain stronger and more refined results for the proposed procedures along the lines of our previous works [25], [26], such as near-optimality and higher order approximations. These results are based on nonlinear renewal theory and will be presented in the companion paper [19]. Moreover, it is also possible to generalize our asymptotic analysis by allowing the number of channels to approach infinity, which is also a topic of the companion paper [19].
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A. Proofs

Lemma A.1: Let \( \{Z_t\}_{t \in \mathbb{N}} \) be a stochastic process defined on some probability space \((\Omega, \mathcal{F}, P)\) and let \( E \) be the corresponding expectation. Suppose that \( t^{-1}Z_t \) converges almost surely to a finite, positive constant \( I \) as \( t \to \infty \). Then

\[
\lim_{M \to \infty} P \left\{ \frac{1}{M} \max_{1 \leq t \leq M} Z_t > (1 + \varepsilon)I \right\} = 0 \quad \text{for all } \varepsilon > 0.
\]

Proof: Write \( Y_t = t^{-1}Z_t - I \), \( U_N(\varepsilon) = \bigcup_{t>N} \{|Y_t| \geq \varepsilon I\} \),

\[
P_M(\varepsilon) = P \left\{ \frac{1}{M} \max_{1 \leq t \leq M} Z_t > (1 + \varepsilon)I \right\} \quad \text{and} \quad P_{M,N}(\varepsilon) = P \left\{ \frac{1}{M} \max_{1 \leq t \leq N} Z_t \geq (1 + \varepsilon)I \right\}.
\]

For any fixed \( 1 \leq N \leq M \), by the addition rule we have

\[
P_M(\varepsilon) \leq P_{M,N}(\varepsilon) + P \left\{ \max_{N < t \leq M} Z_t \geq (1 + \varepsilon)IM \right\}.
\]

For the second term we have the following chain of inequalities

\[
P \left\{ \max_{N < t \leq M} Z_t \geq (1 + \varepsilon)IM \right\} \leq P \left\{ \max_{N < t \leq M} (Z_t - It) \geq \varepsilon IM \right\}
= P \left\{ \max_{N < t \leq M} tY_t \geq \varepsilon IM \right\}
\leq P \left\{ \max_{N < t \leq M} Y_t \geq \varepsilon I \right\} \leq P \left\{ \max_{t > N} Y_t \geq \varepsilon I \right\}
\leq P \left\{ \max_{t > N} |Y_t| \geq \varepsilon I \right\} \leq P(U_N(\varepsilon)).
\]

Thus, for any \( N \geq 1, M \geq N \) and \( \varepsilon > 0 \) we have

\[
P_M(\varepsilon) \leq P_{M,N}(\varepsilon) + P(U_N(\varepsilon)). \quad (A.1)
\]

Since \( P(|Z_t| < \infty) = 1 \) for every \( t \in \mathbb{N} \), from Markov’s inequality it follows that for any \( N \geq 1 \) and \( \varepsilon > 0 \) we have \( \lim_{M \to \infty} P_{M,N}(\varepsilon) = 0 \) and, consequently, letting \( M \to \infty \) in \( (A.1) \) we obtain

\[
\limsup_{M \to \infty} P_M(\varepsilon) \leq P(U_N(\varepsilon)). \quad (A.2)
\]

But from the definition of a.s. convergence and the assumption of the lemma it follows that, for any \( \varepsilon > 0 \), \( \lim_{N \to \infty} P \{ U_N(\varepsilon) \} = 0 \). Hence, letting \( N \to \infty \) in \( (A.2) \), we obtain the assertion of the lemma.

Proof of Lemma 4.2: Consider an arbitrary subset \( A \in \mathcal{P} \) and \( \varepsilon > 0 \). We have to show that

\[
\sum_{t=1}^{\infty} t^{r-1} P \left\{ \left| \frac{1}{t} Z_t^A - I_t^A \right| > \varepsilon \right\} < \infty, \quad \sum_{t=1}^{\infty} t^{r-1} P_0 \left\{ \left| \frac{1}{t} Z_t^A + I_0^A \right| > \varepsilon \right\} < \infty \quad (A.3)
\]
whenever $r$-complete conditions (22) for $t^{-1}Z_t^k$ hold for all $k = 1, \ldots, K$.

For every $t \in \mathbb{N}$, we have $|t^{-1}Z_t^A - I_1^A| \leq \sum_{k \in A} |t^{-1}Z_t^k - I_1^k|$, and therefore,

$$\left\{ t \geq 1 : |t^{-1}Z_t^A - I_1^A| > \varepsilon \right\} \subseteq \bigcup_{k \in A} \left\{ t \geq 1 : |t^{-1}Z_t^k - I_1^k| > \varepsilon/|A| \right\}.$$  \hspace{1cm} (A.4)

Hence,

$$P^A \left( \left| \frac{1}{t} Z_t^A - I_1^A \right| > \varepsilon \right) \leq \sum_{k \in A} P^k \left( \left| \frac{1}{t} Z_t^k - I_1^k \right| > \frac{\varepsilon}{|A|} \right)$$

and, consequently, by (22),

$$\sum_{t = 1}^{\infty} t^{r-1} P^A \left( \left| \frac{1}{t} Z_t^A - I_1^A \right| > \varepsilon \right) \leq \sum_{k \in A} \sum_{t = 1}^{\infty} t^{r-1} P^k \left( \left| \frac{1}{t} Z_t^k - I_1^k \right| > \frac{\varepsilon}{|A|} \right) < \infty.$$

The proof of the first inequality in (A.3) is essentially similar.

\textbf{Proof of Lemma 4.3:} Let $\nu_k(b) := \inf \{ t : S_t^k > b \}$. It is clear that $\nu(b) \geq \nu_k(b)$. From the SLLN it follows that $\nu_k(b)$ is almost surely finite for any given $b > 0$ and $\nu_k(b) \to \infty$ almost surely as $b \to \infty$.

Then, with probability 1 we have $S_{\nu_k(b)} \geq b$ and

$$\frac{\nu(b)}{b} \geq \frac{\nu_k(b)}{b} \geq \frac{\nu_k(b)}{S_{\nu_k(b)}} \to \frac{1}{\mu_k}.$$

Since this is true for any $k$, we obtain

$$\liminf_{b \to \infty} \frac{\nu(b)}{b} \geq \left( \min_{1 \leq k \leq K} \mu_k \right)^{-1}.$$

In order to prove the reverse inequality, we observe that

$$\sum_{k=1}^{K} S_{\nu_k(b)}^k \mathbb{1}_{\{\nu_k(b) = \nu_k(b)\}} \leq b + \sum_{k=1}^{K} c_k S_{\nu_k(b)} \mathbb{1}_{\{\nu_k(b) = \nu_k(b)\}},$$

since for every $k$ we have $S_{\nu_k(b)} \leq b + c_{\nu_k(b)}$. Consequently,

$$\min_{1 \leq k \leq K} S_{\nu_k(b)}^k \leq b + \max_{1 \leq k \leq K} c_k S_{\nu_k(b)},$$

and

$$\min_{1 \leq k \leq K} \frac{S_{\nu_k(b)}}{\nu(b)} \leq \frac{b}{\nu(b)} + \max_{1 \leq k \leq K} \frac{c_k}{\nu(b)},$$

which implies that

$$\liminf_{b \to \infty} \frac{b}{\nu(b)} \geq \min_{1 \leq k \leq K} \mu_k,$$

since

$$\frac{c_k}{t} = \frac{S_t^k}{t} - \frac{t - 1}{t} \frac{S_{t-1}^k}{t-1} \to 0.$$
It remains to show that \((v_0/b)_{r>0}^r\) is uniformly integrable for every \(r > 0\) when (40) holds. It suffices to restrict ourselves to \(b \in \mathbb{N}\). Similarly to [27, Theorem 2.5.1, p. 57], we observe that for any \(b, c \in \mathbb{N}\) we have \(\nu(b + c) \leq \nu(b) + \nu(c; b)\), where

\[
\nu(c; b) := \inf \left\{ t > \nu(b) : S_t^{k} - S_{\nu(b)} > c \quad \forall 1 \leq k \leq K \right\}.
\]

By induction,

\[
\nu(b) \leq \sum_{n=0}^{b-1} \nu(1; n)
\]

and, consequently,

\[
||\nu(b)||_r \leq \sum_{n=0}^{b-1} ||\nu(1; n)||_r \leq b \sup_{n \in \mathbb{N}} ||\nu(1; n)||_r
\]

and

\[
||\nu(b)/b||_r \leq \sup_{n \in \mathbb{N}} ||\nu(1; n)||_r.
\]

It remains to show that the upper bound is finite when (40) holds. Indeed, for any \(m \in \mathbb{N}\),

\[
P(\nu(1; n) > m) = P \left( \max_{\nu(n) < t \leq (\nu(n)+m)} (S_t^{k} - S_{\nu(n)}^{k}) \leq 1 \quad \text{for some} \quad 1 \leq k \leq K \right)
\]

\[
\leq \sum_{k=1}^{K} P \left( \max_{\nu(n) < t \leq (\nu(n)+m)} (S_t^{k} - S_{\nu(n)}^{k}) \leq 1 \right)
\]

\[
\leq \sum_{k=1}^{K} P \left( S_{\nu(n)+m}^{k} - S_{\nu(n)}^{k} \leq 1 \right)
\]

and from Markov’s inequality we obtain for any \(\lambda \in (0, 1)\):

\[
P(S_{\nu(n)+m}^{k} - S_{\nu(n)}^{k} \leq 1) \leq P \left( \exp \left\{ -\lambda (S_{\nu(n)+m}^{k} - S_{\nu(n)}^{k}) \right\} \geq e^{-\lambda} \right)
\]

\[
\leq e^\lambda E \left[ \exp \left\{ -\lambda (S_{\nu(n)+m}^{k} - S_{\nu(n)}^{k}) \right\} \right]
\]

\[
\leq e^\lambda E \left[ \prod_{u=\nu(n)+1}^{\nu(n)+m} \exp \left\{ -\lambda \xi_{u}^{k} \right\} \right].
\]

If we set \(\beta_{k}(\lambda) := \sup_{n \in \mathbb{N}} E \left[ \exp \{ \lambda (\xi_{n}^{k})^- \} \right]\), then from Lemma A.2 (see below) we have

\[
E \left[ \prod_{u=\nu(n)+1}^{\nu(n)+m} \exp \left\{ -\lambda \xi_{u}^{k} \right\} \right] = \prod_{u=\nu(n)+1}^{\nu(n)+m} E \left[ \exp \left\{ -\lambda \xi_{u}^{k} \right\} \right]
\]

\[
\leq \prod_{u=\nu(n)+1}^{\nu(n)+m} E \left[ \exp \left\{ \lambda (\xi_{u}^{k})^- \right\} \right] \leq \beta_{k}(\lambda)^{m}.
\]

We conclude that

\[
P(\nu(1; n) > m) \leq e^\lambda \sum_{k=1}^{K} \beta_{k}(\lambda)^{m} \leq (Ke^\lambda) \left( \max_{1 \leq k \leq K} \beta_{k}(\lambda) \right)^{m},
\]
which implies that \( \sup_{n \in \mathbb{N}} |\nu(1/n)|_r < \infty \) for every \( r > 0 \) and completes the proof.

Lemma A.2: Let \( \xi = (\xi_t)_{t \in \mathbb{N}} \) be a sequence of positive, independent random variables on some probability space \( (\Omega, \mathcal{F}, \mathcal{P}) \). Suppose that \( \mathbb{E}[\xi_t] < \infty \) for every \( t \in \mathbb{N} \), where \( \mathbb{E} \) is expectation with respect to \( \mathcal{P} \). Let \( T \) be a stopping time with respect to the filtration generated by \( \xi \). Then, for every deterministic integer \( m \in \mathbb{N} \) we have

\[
\mathbb{E}\left[ \prod_{u=T+1}^{T+m} \xi_u \bigg| T \right] = \prod_{u=T+1}^{T+m} \mathbb{E}[\xi_u]. \tag{A.5}
\]

When in particular \( \mathbb{E}[\xi_t] \leq c \) for every \( t \in \mathbb{N} \) for some constant \( c \), then

\[
\mathbb{E}\left[ \prod_{u=T+1}^{T+m} \xi_u \right] \leq c^m.
\]

Proof: For any \( t \in \mathbb{N} \) we have

\[
P(T = t) \mathbb{E}\left[ \prod_{u=T+1}^{T+m} \xi_u \bigg| T = t \right] = \mathbb{E}\left[ \prod_{u=t+1}^{t+m} \xi_u ; T = t \right]
\]

\[
= P(T = t) \mathbb{E}\left[ \prod_{u=t+1}^{t+m} \xi_u \right] = P(T = t) \prod_{u=t+1}^{t+m} \mathbb{E}[\xi_u],
\]

where the second equality holds because the random variables \( \{\xi_u, t+1 \leq u \leq t+m\} \) are independent of the event \( \{T = t\} \), which depends on \( \{\xi_u, 1 \leq u \leq t\} \). This proves (A.5).

B. Details on the AR model

Here, we provide more details regarding the proof of the \( r \)-complete convergence in the autoregressive model of Subsection VI-B. We essentially need to show that conditions (C1) and (C2) in [24, Sec 5] hold. Define

\[
\hat{g}_k(x) := \int_{-\infty}^{\infty} g_k(y, x) \varphi(y - \rho_k x) dy = \frac{(\rho_1^k - \rho_0^k)^2 x^2}{2}.
\]

We have

\[
\sup_{y, x \in (-\infty, \infty)} \frac{|g_k(y, x)|}{1 + |y|^2 + |x|^2} \leq Q \quad \text{and} \quad \sup_{x \in (-\infty, \infty)} \frac{\hat{g}(x)}{1 + |x|^2} \leq Q, \tag{A.6}
\]

where

\[
Q = \max \left\{ 1, \frac{|(\rho_1^k)^2 - (\rho_0^k)^2| + (\rho_1^k - \rho_0^k)^2 + 1}{2} \right\}.
\]

Define also the Lyapunov function \( V(x) = Q(1 + |x|^2) \). Obviously,

\[
\lim_{|x| \to \infty} \frac{\mathbb{E}_{x,1}^k[V(X_k^1)]}{V(x)} = \lim_{|x| \to \infty} \frac{1 + \mathbb{E}(|\rho_k^1 x + \xi^1_k|^2)}{1 + |x|^2} = |\rho_1^k|^2 < 1,
\]

where \( \mathbb{E}_{x,1}^k \) stands for expectation under \( \mathbb{P}_{x,1}^k = \mathbb{P}_1^k(\cdot | X_0^k = x) \). Therefore, for any \( |\rho_1^k|^2 < \varrho < 1 \) there exist \( D > 0 \) such that the condition (C1) in [24, Sec 5] holds with \( C = [-n, n] \) for every \( n \geq 1 \).
Next, since all the moments of $\xi_k$ are finite, it follows that $E[|w_{i0}^k|^r] < \infty$ and $E[|w_{i1}^k|^r] < \infty$ for all $r \geq 1$. Moreover, taking into account the ergodicity properties, we obtain that for any $x \in (-\infty, \infty)$

$$
\lim_{t \to \infty} E^k_{x,0} [|X_t^k|^r] = E[|w_{i0}^k|^r] < \infty \quad \text{and} \quad \lim_{t \to \infty} E^k_{x,1} [|X_t^k|^r] = E[|w_{i1}^k|^r] < \infty.
$$

(A.7)

Observe that under $P^k_{x,1}$ for any $t \geq 1$

$$
X_t^k = (\rho_{1}^k)^t x + \sum_{\ell=1}^{t} (\rho_{1}^k)^{t-\ell} \xi_{\ell}.
$$

Hence, for any $r \geq 1$,

$$
E^k_{x,1} [|X_t^k|^r] \leq 2^r \left( |x|^r + E^k_{0,1} [|X_t^k|^r] \right),
$$

i.e., using the last convergence in (A.7) we obtain that for some $C^* > 0$

$$
M^*(x) = \sup_{t \geq 1} E^k_{x,1} [|X_t^k|^r] \leq C^* (1 + |x|^r).
$$

Using now the first convergence in (A.7) we obtain that $\sup_{t \geq 1} E^k_{1} [M^*(X_t^k)] < \infty$. So, the upper bounds in (A.6) imply the condition $(C_2)$ in [24, Sec 5].
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