Abstract: We present a flexible methodology to identify forest loss in synthetic aperture radar (SAR) L-band ALOS/PALSAR images. Instead of single pixel analysis, we generate spatial segments (i.e., superpixels) based on local image statistics to track homogeneous patches of forest across a time-series of ALOS/PALSAR images. Forest loss detection is performed using an ensemble of Support Vector Machines (SVMs) trained on local radar backscatter features derived from superpixels. This method is applied to time-series of ALOS-1 and ALOS-2 radar images over a boreal forest within the Laurentides Wildlife Reserve in Québec, Canada. We evaluate four spatial arrangements including (1) single pixels, (2) square grid cells, (3) superpixels based on segmentation of the radar images, and (4) superpixels derived from ancillary optical Landsat imagery. Detection of forest loss using superpixels outperforms single pixel and regular square grid cell approaches, especially when superpixels are generated from ancillary optical imagery. Results are validated with official Québec forestry data and Hansen et al. forest loss products. Our results indicate that this approach can be applied to monitor forest loss across large study areas using L-band radar instruments such as ALOS/PALSAR, particularly when combined with superpixels generated from ancillary optical data.
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1. Introduction

Accurate forest accounting is important for tracking the global carbon stock and ecological modeling. JAXA illustrated global forest accounting with L-band imagery in [1]. There is continued interest in L-band land cover and land use change analysis with the current ALOS-2 and SAOCOM missions, and the forthcoming ALOS-4 and NISAR missions, which will provide high temporal and spatial resolution imagery. An important NISAR objective is to monitor forest disturbances at the 1 ha scale [2]. Indeed, L-band SAR images are not affected by clouds and aerosols, so SAR image stacks may be used for long-term forest studies in regions that are difficult to monitor at a high temporal resolution using optical sensors alone. However, SAR images are plagued with speckle noise and are sensitive to dielectric changes in the target (e.g., moisture in biomass). Additionally, certain spectral features useful for forest studies are not visible in the microwave spectrum. Even in the presence of these obstacles, SAR images offer an invaluable tool for forest accounting [3].

We present a methodology for detecting forest disturbance from L-band SAR time-series. Given a time-series of images (i.e., an image stack), our method identifies when and where forest disturbance occurred. In determining when a change occurred, we consider a small window of images around a particular date and extract a temporally averaged pair. Using this pair, we apply a two-part change detection method. First, with a segmentation of our image, we derive backscatter features. Then,
we use a classifier to determine if a segment lost forest. We also present empirical uncertainties associated with our change maps.

For our change analysis, we consider a simple pair of features: the initial backscatter and the backscatter change. It is well known that a decrease in HV-polarized backscatter may indicate forest loss [1,4,5]. We incorporate larger spatial scales into the analysis of these features with superpixels. Superpixels refer to the segments that partition an image into small homogeneous areas. We frequently interchange “segments”, “superpixels”, and “superpixel segments” to refer to these contiguous, homogeneous areas.

Ren and Malik introduced the notion of superpixels in [6] as a way to prepare an image for object detection. They assert that “(1) pixels are not natural entities; they are merely a consequence of the discrete representation of images; and (2) the number of pixels is high even at moderate resolution”. Indeed, the latter is particularly relevant for ALOS/PALSAR tiles that we investigate here, which each have tens of millions of pixels. Within the remote sensing community, superpixel analysis developed independently with the availability of the eCognition software suite [7] and has typically been referred to as “object-based” analysis [8], with this nomenclature likely stemming from the event that these small segments frequently enclose a single building or road in a given remotely sensed image. Since the introductions of such analyses, there have been numerous algorithms to determine such image segmentations [8–11]. We use Felzenszwalb and Huttenlocher’s method from [9] implemented in an open-source python library [12]. We select this algorithm because the parameters of the segmentation algorithm depend on the resolution of the image, not its dimensions, allowing us to apply this segmentation to subsets of an image without adjusting the parameters to obtain comparable segmentations. We aggregate segment statistics according to linear $\gamma^0$.

Superpixel segmentation has become an important tool for a number of remote sensing tasks including change detection [13–18], classification [19–22], and denoising [23,24]. Indeed, JAXA’s global forest/non-forest maps employed segments derived from eCognition’s software suite [1]. Such analyses have been adapted for regional forest studies [4,25,26] and for mangrove monitoring [27–29].

Our contribution with this work is to demonstrate that superpixel analysis can be applied directly to time-series of ALOS/PALSAR HV images that have been radiometrically and terrain corrected (RTC) [30]. We found adapting such techniques to ALOS/PALSAR time-series to be important where JAXA time-series mosaics have errors related to merging tiles or geo-referencing [28]. Using RTC images, we remove dependence on incidence angle and can apply a single model to the full extent of the time-series. We obtain a change map at the 2 ha scale using superpixels and demonstrate these change maps have better agreement with validated change products over our site than those produced using individual pixels or square grid cells. Furthermore, we show that using segments derived from auxiliary optical products can improve such agreement with our validation data further.

We use the mean backscatter within a segment to characterize a superpixel as a proxy for individual pixel backscatter. We expect the use of mean backscatter to mitigate speckle effects because, if a superpixel encloses a single target, the sample mean will approach the mean backscatter associated with this target as more pixels of this target are sampled [20,24]; we will not formally investigate this claim as it outside scope of this work. Superpixel-based analysis also speeds up our change analysis as there are less superpixels to analyze than pixels.

In our analysis, we compare four different local spatial contexts for our change analysis: superpixels derived from backscatter, superpixels derived from ancillary optical products, square cells derived from a regular grid, and individual pixels.

Superpixels pose some obstacles for our change analysis. Superpixels need not accurately capture the boundary of forest disturbances and the precise shape and size of the irregular segments are difficult to control. The parameters best suited for a particular image stack depend on the resolution, contrast, and the scale of image features being studied in that stack. In this work, our focus is comparing the four spatial contexts and we select sizes accordingly.
Once features have been extracted from our superpixel segments, we apply a classifier to determine if a disturbance has occurred. One can directly apply an unsupervised classifier as in [31], a statistical test as in [32] or apply a Markov Random Field to further incorporate spatial relationships [33,34]. We take a supervised approach and train an SVM similar to [35] so we can utilize our validation data at our site for training.

Indeed, this work falls into the broader category of change detection methods of remote sensing images. However, we do not compare our methodology to techniques of more general change detection in part because we focus on a specific aspect of change detection in SAR images (i.e., forest loss) and our validation data is less reliable on the full ALOS/PALSAR time series. Many of the state-of-the-art techniques (in particular, deep learning [36]) require a sizeable corpus of accurate training samples for transferring a particular image model to a new sensor [37]. Although we have validation data from the Quebec government [38] and the Hansen et al. forest loss products, such data does not precisely align with our ALOS/PALSAR time-series in that a change in a particular year may have occurred before or after a particular image was retrieved. Furthermore, changes identified in such validation data are derived from aerial photography or optical data and may not be detected in the ALOS/PALSAR time-series. Similarly, changes detected in the ALOS/PALSAR time-series may not be present in our validation data. Creating a suitable dataset for comparing these methods on ALOS/PALSAR time-series is beyond the scope of this work.

We also note that superpixels are but one way to integrate higher-level spatial scales into change analysis. We have only considered superpixels at one spatial scale in this study, but multiple spatial scales can be analyzed to better model larger features for classification [21,22]. Furthermore, Convolutional Neural Nets (CNNs) are a powerful tool that can integrate multiple spatial scales for classification [39,40] and are able to learn more complicated image features not possible with just superpixels. An active area of research is developing techniques to efficiently transfer CNNs to new sensors and making models less dependent on the site where they are trained [36,40,41].

In what follows, we illustrate how to adapt superpixels to track changes in ALOS/PALSAR time-series and demonstrate its benefit over other spatial contexts. We apply our method to ALOS-1 and ALOS-2 time-series demonstrating the benefit of superpixels over pixels and square grid cells using Quebec forestry data [38] and Hansen et al. forest loss products [35]. We also show that using superpixels derived from ancillary optical data can improve performance further.

In Section 2, we present the preprocessing, change detection, and empirical uncertainty quantification associated with our methodology. In Section 3, we apply our methodology to ALOS/PALSAR HV image stacks over the Laurentides Wildlife Reserve and validate our change maps using Quebec’s Ministry of Forests data [38] and Hansen et al. forest disturbance data [35] for ALOS-1 and ALOS-2, respectively. In Figure 1a, we show the extent of an ALOS-1 tile over the Laurentides Wildlife Reserve, which we investigate in Section 3.
Figure 1. In the first row, the boundaries of the Laurentides Wildlife Reserve, an overlapping ALOS-1 tile, and the training site. In the second row, (b) is the HV backscatter over the training site and (c) is a detailed area in the training site. Figures (b,c) are from ASF high resolution ALOS-1 RTC data [42] (12.5 m resolution). The superpixels have mean size 31.34 pixels$^2$ (0.49 ha). In the last row, the figure (e) shows superpixels with mean backscatter value and (f) shows regular square grid cells with 5 pixel spacing populated with mean backscatter.
2. Methodology

We now describe our methodology for change detection on SAR image stacks to identify forest loss. First, we discuss the preprocessing of an image stack. Then, we discuss our change detection methodology. Finally, we introduce empirical uncertainty measures associated with the change methodology.

2.1. Preprocessing Our Image Stack

Preprocessing our image stack helps mitigate environmental and phenological effects such as rain and snow cover that can significantly alter brightness in backscatter images. In this work, we consider two different stacks: HV ALOS-1 image tiles radiometrically and terrain corrected (RTC) by the ASF [42] and HV ALOS-2 image tiles RTC processed with [43]. RTC images allows us to apply a change model to the full image extent without reference to incidence angle. We select images acquired from June through September during peak biomass and to avoid snow cover that can impact backscatter returns. We now describe our preprocessing pipeline, which is briefly summarized in Figure 2.

![Figure 2. Preprocessing a SAR image stack for change detection.](image)

Having a set of RTC images, we project all the images into the same coordinate reference system and mask void pixels consistently through the stack so we ignore any pixel that has at least one void area in the time-series. With a spatially coregistered and correctly masked stack, we perform channel by channel preprocessing. First, we clip the dynamic range of our HV image to fall between $-30$ and $-5$ dB. Then, we apply total variation (TV) denoising [44] in dB to remove noise. Although SAR noise in dB is additive and $\gamma$-distributed [45], we used TV denoising in dB scale to remove speckle noise [46]. We used a weight parameter $\lambda = 0.25$ for ALOS-1 and $\lambda = 0.5$ for ALOS-2 (see [44] for parameter description). We applied this denoising method instead of the Gaussian filter used in [9], as a Gaussian filter is not appropriate for the statistical distribution of speckle in SAR imagery [45].

To complete preprocessing, we adjust image statistics through large superpixels. Having images normalized correctly helps ensure that a decrease in backscatter is an indicator of forest loss, rather than an indicator of natural fluctuations in the dielectric properties of the vegetation, for example, changes in vegetation water content as a result of precipitation. Specifically, we normalize a pixel’s backscatter $p$ at image index $i$ according to

$$\hat{p}_i = (p_i - \mu_i) \frac{\sigma_0}{\sigma_i} + \mu_0,$$

where $\mu_i, \sigma_i$ are the $i$th image’s mean and standard deviation, respectively, within the segment that pixel $p$ belongs to. For ALOS-1 time series, we use the superpixels shown in Figure 3. The mean segment size of these superpixels is $9.4 \times 10^4$ ha, which is four orders of magnitude larger than the minimum size forest loss of 2 ha that we wish to observe. Because ALOS/PALSAR tiles span such a large area, a normalization using an entire image’s statistics does not ensure that statistics over smaller image subsets have normalized statistics and indeed such a subset may have fluctuating brightness over the course of a time series even if this subset is undisturbed. Such fluctuations of undisturbed pixels can negatively impact a particular change detection model’s ability to generalize to an entire ALOS/PALSAR time-series, especially if this model expects a backscatter decrease as an indicator of forest loss. We illustrate this obstacle in Figure 4 using our training site as a subset (see Figure 3 for the location of the training site). We consider consecutive image differences, which is $I_{t+1} - I_t$ for ALOS-1 time series $I_1, I_2, \ldots, I_n$. We consider these consecutive differences from time-series that have been normalized in two different ways: (1) using global image statistics and (2) using large superpixels.
We determine undisturbed areas using the Québec forestry data [38] and remove water areas using a −21 db threshold [47]. We expect that consecutive differences of undisturbed forest pixels over any subset of an image to have approximately zero mean. As we can see in Figure 3, the consecutive means of undisturbed areas in the training area fluctuate more significantly when normalized using global image statistics. In particular, we can see from this figure that the tile retrieved on 2009-06-21 is brighter than other images in the stack (likely due to frost or rain) causing the consecutive differences to skew. We show the empirical difference densities of these two normalizations in Figure 4b,c to highlight this skewing further.

![Figure 3](image)

**Figure 3.** Above, the large superpixels used to normalize backscatter statistics through the ALOS-1 time series. The superpixels have average area $9.4 \times 10^4$ ha.

### 2.2. Change Detection

We now describe the change detection methodology that we apply to a preprocessed image stack. The final output of this change detection is a change map indicating regions that were disturbed and the time at which these disturbances took place. For this discussion, we assume each region is disturbed at most once. In this section, we will refer to a “change” region as a region that loses forest.

To determine if change occurred in a particular image $I_j$ of our stack, we first select a window around this image, specifically a subset of consecutive images containing $I_j$ in our image stack. We call $I_j$ the focal image of our window. We specify a forward window size $w_f$ and backward window $w_b$ as in Figure 5. The window sizes $w_f$ and $w_b$ determine the temporal scale we wish to consider. A longer window size means the changes should be observable at longer time scales. For our analysis of forest loss, we typically ensure that each window spans a few years (we used $w_b = w_f = 2$ for the ALOS/PALSAR time-series considered here). Within a window, we average the images within the forward and backward window, respectively, noting that the forward window includes the focal image in our setup. We are left with an image pair to perform change detection. These first steps of our change analysis are summarized in the first row of the flow chart in Figure 5.
Figure 4. This figure collects statistics of consecutive differences over ALOS-1 time series over undisturbed forest pixels in our training area. Undisturbed pixels are determined with the Québec forestry data [38]. We remove water pixels using a −21 db threshold as in [47]. In (a), we show the mean of consecutive image differences of undisturbed pixels normalized in two different ways: with statistics in large superpixels (see Figure 3) or with global image statistics from the full tile. Then, we consider some consecutive differences with high variation (highlighted in gray in (a)) and display their empirical densities separately. In (b), there are the differences from images normalized with large superpixels and in (c), are those normalized with global image statistics.
Next, we introduce superpixels [9] to our change analysis. We use Felzenszwalb and Huttenlocher’s method [9] as its size parameters are independent of image dimensions if the resolution is fixed. Furthermore, the algorithm [9] only enforces a minimum size on the final segments allowing for larger segments if there are large homogeneous areas. The algorithm is feasible on large ALOS-1 tiles as its runtime is $O(n \log(n))$, where $n$ is the number of pixels [9]. From these segments, we derive mean backscatter and mean backscatter change between the forward and backward windows. We extract these superpixels using the first and the last images in our original image stack.

We fix the minimum size $m$ to be 10 pixels and scale $\kappa$ to be 0.1 for ALOS-1 and ALOS-2 HV backscatter images. These parameters produced segments with mean size 0.3 ha for ALOS-1 time series and mean size 0.25 ha for ALOS-2 time series. We do not pursue parameter optimizations further as our focus is on the viability of superpixels for the identification of forest loss within ALOS/PALSAR time-series analysis. To highlight the difference between individual pixel analysis and superpixel analysis, we ensure that each superpixel covers an area one order of magnitude larger than the area covered by individual pixels with this selection of $m$. Parameter optimization and comparisons with numerous other superpixel segmentations such as mean shift [11] and SLIC [10] as in [48,49] will be explored in future work. Because the superpixels have mean size greater than 0.25 ha for both ALOS time series, we only consider changes that are at least 2 ha scale. We found that a 1 ha size filter typically produced an $F_1$ score below 0.4 due to commission error.

With this segmentation, we derive features for each superpixel by aggregating backscatter values of those pixels contained in a given superpixel. Here, we consider the mean backscatter obtained from the forward window and the mean backscatter change from backward to forward windows.

Next, we load a trained SVM with a radial basis function as our model’s kernel [50] to determine where changes occur. We train our model on a pair of images over a small study area where there was visible forest loss. In Figure 1, we show the extent of the training area. We trained our models using available validated forestry data consistent with the ALOS/PALSAR time-series extent. Because there are far more “no change” than “change” segments, we select a random sample of “no change” segments to balance the classes for training. We ensemble 50 models together (each trained on a different random sample) to remove sample dependence. We discuss the ensembling of SVM in more detail in Appendix A. With a trained SVM, we identify change within a temporally averaged pair. To remove regions of small, isolated changes, we apply a size filter, removing changed areas that are smaller than 2 ha. We summarize the entire change detection methodology in Figure 5. In Figure 6, we illustrate the empirical probability density of our two superpixel features over an ALOS-1 pair over the training region. Specifically, we show how the initial backscatter is distributed over change and unchanged regions in Figure 6a,b. We show the decision boundary and the classification of our SVM in Figure 6.
Figure 6. In (a) and (b), we compare the HV features of the Québec segment we use to determine change. We compare the empirical probability densities over regions with and without forest loss as labeled using Québec disturbance data [38]. The statistics are confined to the training site. In (c), we illustrate how these two features are related and illustrate the Platt scaling used to quantify SVM class certainty. The Platt scaling illustrates the model’s confidence in change with 1 being the highest and 0, the lowest. We used parameters $C = 50$, $\gamma = 50$, and $C_c = 20$ for each SVM in our ensemble (see Appendix A for a discussion of the parameters).

2.3. Empirical Uncertainty Measures

There are numerous sources of possible error in our change detection methodology. We will focus on two important aspects: the superpixel segmentation and the SVM model. We define empirical measures to evaluate our change map in each regard.

We first discuss the empirical certainty associated with segmentation boundaries of our superpixels. A region of forest loss may poorly coincide with a superpixel’s boundaries. To quantify the possible disagreement of segment changes with finer changes detected at the pixel level, we measure the number of pixels that satisfy the change criterion as determined using our trained SVM within a superpixel. Specifically, given a trained SVM, we can determine which pixels have changed using the same features at the pixel level. Having labeled change at the pixel level, we determine the percentage of pixels within a segment that is labeled as change to quantify our certainty that segment is labeled correctly. Because this requires pixel analysis, such uncertainty analysis adds significant computational overhead to our original change analysis. In Figure 7, we illustrate an uncertainty map derived from the first window in our ALOS-1 stack within our training area. In fact, this product could be used for change analysis as well, though we do not explore this further here.

To quantify the uncertainty associated with the SVM, we use the well-known Platt scaling [51]. This method fits a standard logistic function to the distances from the decision boundary of the training samples. In our case, we ensemble the Platt Scaling output from all of our models to measure the certainty of a given prediction. Because the parameters required for Platt scaling are determined during training, this has a much lower computational overhead than the previous uncertainty measure. In Figure 6, we illustrate the features we use for training over regions with forest loss and regions that are undisturbed. Specifically, in Figure 6c, we have an ensemble of 50 SVMs and the associated model certainty on the domain to illustrate the averaged Platt scaling. In the next section, we apply our change methodology to ALOS-1 and ALOS-2 stacks.
Figure 7. (a) is a detailed change map from the first window of ALOS-1 time series (focal image is 16 June 2007); (b) is the associated empirical change certainty computed as the percentage of pixels that are labeled as change by the trained SVM.

3. Applications

In this section, we apply our change methodology to an ALOS/PALSAR time series. We illustrate two ALOS/PALSAR time-series in which superpixels outperform individual pixels and square grid cells of comparable size. Our performance metrics are higher for the ALOS-1 time series because the validation map is hand labelled from aerial photography [38], whereas the Hansen et al. [35] forest loss products are statistically determined from Landsat mosaics and are thus negatively affected by cloud cover and snow in this area. Furthermore, many of the changes in both optically derived validation datasets are not visible to the ALOS/PALSAR imagery, and, conversely, the changes seen in the ALOS/PALSAR images may not appear in the validation data. We also note that our evaluation metrics are further hindered by the fact that our validation data is misaligned with our ALOS/PALSAR time series in that changes noted in the data may have occurred before or after ALOS images were retrieved.

For these comparisons, we consider a pair of images from ALOS-1 and ALOS-2 stacks trained on a small subset of the extent with Québec forestry data [38] and Hansen et al. forest loss products [35]. We then validate each methodology on the full tile. After we discuss the performance of the methodology using superpixels, square segments, and individual pixels, we apply the methodology with the trained model to both full time-series to illustrate the proposed data product. The products used for the time-series are summarized in Table 1 and contain basic topographic features of the study area.

3.1. ALOS-1

We now apply our change methodology to an ASF-processed ALOS-1 stack [42]. We train and validate our methodology using open Québec data [38] produced by the forestry service. We consider only four types of forest disturbances: total cuts, cuts with protection of small or high merchantable stems and soil, and cuts with regeneration protection (see [38]). These correspond to approximately 85% of all disturbances and are visible over the training area we selected. Because we apply a size filter to our final change map, we remove changes within this dataset whose total area is below 2 ha.
The Québec data, in addition to providing when and where disturbance occurred, also provides a segmentation of the ALOS-1 tile, so we train our model using these segments directly. We also apply our trained model to these segments as an additional point of comparison. Because the forest loss data is based on the Québec segments, our methodology works best using these segments. These segments, which were created using aerial photographs, allows us to incorporate optical image information into SAR analysis. We note that the relative performance of the segmentations over the training area actually changes when evaluating the performance over the full tile. Indeed, pixels perform better than HV derived superpixels over the training area, but worse over the full tile as indicated in Table 2. This suggests that superpixels help our change detection model generalize as it is applied outside the training area. In Table 2, we compare changes tracked using superpixels, square segments, and individual pixels on the full ALOS-1 tile. We show the $F_1$ score (both over the training site and the full tile), the producer accuracy (full tile), and user accuracy (full tile) using the forestry data as ground truth. Superpixels derived from the radar data perform the best after the Québec segments. The main source of mislabeling comes from false positives, including the expansion of Route 175 [52] which required the cutting of trees along this highway, but these disturbances are not included in the Québec forestry data.

**Table 1.** Available dates for ALOS-1 obtained through the ASF [42] and for ALOS-2 obtained through the ALOS/ALOS-2 user interface gateway [53]. We include the sensor’s mode, topographic data, and image descriptors for reference. We note that we only discuss the upper bounds of the elevation and slope as there are zero elevation areas and flat terrain in both extents.

| Sensor | Mode       | Available Dates Used in Time Series and Underlined Are Used for SVM Training and Validation | Resolution (m) | Elevation $\mu$/max (m) | Slope $\mu/\mu+3\sigma$ (degrees) | Total Area (ha) |
|--------|------------|---------------------------------------------------------------------------------------------|----------------|------------------------|-----------------------------------|-----------------|
| ALOS-1 | Fine Beam Dual | 2007-06-16, 2007-08-01, 2008-09-18, 2009-06-21, 2009-08-06, 2010-06-24, 2010-08-09, 2010-09-24 | 12.5           | 801/1148              | 8.44/28.13                        | $3.67 \times 10^5$ |
| ALOS-2 | Strip Map (10 meter) | 2014-11-22, 2014-12-20, 2015-02-28, 2015-07-04, 2015-08-01, 2016-06-18, 2016-07-02, 2016-11-19, 2017-07-01, 2017-12-16 | 10             | 796/1161              | 8.90/28.79                        | $4.54 \times 10^5$ |

Using our trained ensemble of models, we identify disturbance in the full ALOS-1 stack illustrated in Figure 8. We see the expansion of Route 175 [52] at the bottom of the image.

**Table 2.** Results of change detection performed on the ALOS-1 pair using various segmentations.

| Segments     | $F_1$ (Training Site) | $F_1$ (Full Tile) | Producer Accuracy (Full Tile) | User Accuracy (Full Tile) |
|--------------|-----------------------|-------------------|-------------------------------|---------------------------|
| Québec Segments | 0.922               | 0.7719            | 0.6871                        | 0.8806                    |
| Superpixels   | 0.704               | 0.597             | 0.5377                        | 0.6709                    |
| Pixels        | 0.722               | 0.571             | 0.5131                        | 0.6436                    |
| Squares       | 0.708               | 0.567             | 0.5044                        | 0.6473                    |
3.2. ALOS-2

We now describe our change analysis on an ALOS-2 stack over the same area. We use Hansen et al. forest disturbance data [35] to train our model as Québec forestry data does not go past 2014. We performed radiometric terrain correction with [43]. We modify the original Hansen et al. forest loss map so training is done on segments rather than pixels, mitigating speckle and improving efficiency. First, we extracted superpixels from Hansen et al.’s 2017 landsat mosaic. Then, with the changes that aligned with our ALOS-2 retrieval dates, we labeled a segment as change if a majority of pixels within the extracted segments were changed. This ensured that segments with a high volume of forest loss were trained correctly. Since regions labeled as undisturbed are randomly sampled during training, we expect false negatives to be of minor impact during training. However, when validating our model on the full ALOS-2 tile, we used the original Hansen et al. change map with losses smaller than 2 ha filtered out. We proceed with the same change analysis as in Section 3.2. Table 3 compares the change methodology on the Landsat segments, superpixels, square segments, and individual pixels, illustrating that the superpixels derived from Landsat data produce the most accurate change detection product. As before, we note that, even though the model performs better using pixels than superpixels over the training site, the opposite is true over the full tile. Figure 9 has a detailed area of the ALOS-2 change map product produced using the backscatter derived superpixels.
Table 3. Results of change detection performed on the ALOS-2 pair using various segmentations.

| Segments    | F1 (Training Site) | F1 (Full Tile) | Producer Accuracy (Full Tile) | User Accuracy (Full Tile) |
|-------------|---------------------|----------------|------------------------------|---------------------------|
| Landsat Segments | 0.831              | 0.5169         | 0.5329                       | 0.5019                    |
| Superpixels  | 0.712              | 0.4841         | 0.5098                       | 0.4609                    |
| Pixels       | 0.716              | 0.4668         | 0.4672                       | 0.4665                    |
| Squares      | 0.71               | 0.458          | 0.4371                       | 0.481                     |

Figure 9. A detailed area of the ALOS-2 change map product. The bright white pixels are void data from the RTC correction [43].

4. Conclusions

We have introduced a flexible change detection methodology for identifying forest loss in ALOS/PALSAR images and validate the methodology with official Québec forestry data [38] and Hansen et al. forest loss products [35]. Our methodology uses simple features so that this change method can be adapted for other forest sites and other L-band image stacks. We have demonstrated the use of superpixel segmentation in our change analysis to improve computational efficiency and incorporate optical information. We compared superpixel segmentation within our change methodology favorably to segments generated by square grid cells and individual pixels. Furthermore, we illustrated how spatial segmentation can be used to incorporate optical data into the SAR change analysis to improve change detection accuracy. In future work, we plan to compare more spatial...
segmentation methods, expand our methodology for larger study areas, and analyze image stacks with higher temporal sampling.
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- ASF: Alaska Satellite Facility
- NISAR: NASA-ISRO Synthetic Aperture Radar
- PALSAR: Phased Array type L-band Synthetic Aperture Radar
- RTC: Radiometrically and Terrain Corrected
- SAOCOM: Satellites for Observation and Communications
- SAR: Synthetic Aperture Radar
- SVM: Support Vector Machine
- TV Denoising: Total Variation Denoising

**Appendix A. Ensembling Support Vector Machines for Identifying Forest Loss**

![Figure A1](image-url)

**Figure A1.** Above, a comparison of the distribution of \( F_1 \) scores as the number of models in the SVM ensemble increases. We obtain the above statistics using 1000 different ensembles such that each SVM has parameters \( C = \gamma = 50 \) and \( C_c = 20 \).
In this appendix, we review the ensembling of Support Vector Machine (SVM) that we use to identify forest loss. An SVM determines a decision boundary from so-called support vectors \( \mathbf{w} \), which are solutions to the minimization problem:

\[
\mathbf{w} = \arg \min_{\mathbf{w}, \mathbf{w}_0} \|\mathbf{w}\|_2^2 + C \sum_{i=1}^{N} \max(0, 1 - y_i(\mathbf{w} \cdot \varphi(\mathbf{x}_i) - w_0)),
\]

(A1)

where \( C > 0 \), \( \mathbf{x}_i \) are the training feature vectors, \( \varphi \) is our feature embedding, and \( y_i \) are the class labels such that \( y_i \in \{1, -1\} \). Let \( y_i = 1 \) indicate forest loss and \( y_i = -1 \) an undisturbed area. The support vector \( \mathbf{w} \) determines if a data point \( \mathbf{x} \) is in a particular class according to the sign of \( \mathbf{w} \cdot \varphi(\mathbf{x}) - w_0 \). Using the so-called "kernel trick" [50], we can nonlinearly embed our features with \( \varphi \) without adding significant computational overhead so long as we can specify the kernel \( k(\mathbf{x}_i, \mathbf{x}_j) = \varphi(\mathbf{x}_i) \cdot \varphi(\mathbf{x}_j) \). We select the radial basis function as our kernel: \( k(\mathbf{x}_i, \mathbf{x}_j) = \exp(\gamma \| \mathbf{x}_i - \mathbf{x}_j \|^2) \). To deal with the imbalance problem (there are far fewer regions that have forest loss than areas that do not), we employ two strategies. First, we adjust the weights for the two classes according to a multiplicative constant \( C_c(i) \), namely,

\[
\mathbf{w} = \arg \min_{\mathbf{w}, \mathbf{w}_0} \|\mathbf{w}\|_2^2 + C \sum_{i=1}^{N} C_c(i) \max(0, 1 - y_i(\mathbf{w} \cdot \varphi(\mathbf{x}_i) - w_0)),
\]

(A2)

where \( C_c(i) = 1 \) if \( y_i = 1 \) and \( C_c(i) = c > 0 \) is a scaling factor for \( y_i = -1 \). We refer to \( C_c \) by the value \( c \) it takes on undisturbed regions. Second, we train our SVM on a random sample of unchanged regions so that the number of disturbed and undisturbed areas are equal. Because a model’s output depends on this random sample, we then assemble the SVM models together classifying each point based on the majority [54]. This strategy also helps with the fact that our data has a decent amount of false negatives, namely regions with forest loss, but that are not labeled as such. In Figure A1, we illustrate the results of training an increasing number of models in our ensemble at the training site of ALOS-1 data. As the number of ensembles increases past 40, the \( F_1 \) scores of the ensemble SVM level off and remain concentrated around the mean. When selecting parameters \( \gamma \), \( C \), and \( C_c \), we perform a grid search using our ensemble method to determine the parameters with optimal \( F_1 \) score on our training area.
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