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Neuromorphic computing, which aims to replicate the computational structure and architecture of the brain in synthetic hardware, typically focuses on artificial intelligence applications. What is less explored is whether such brain-inspired hardware can provide value beyond cognitive tasks. Here we show that the high degree of parallelism and configurability of spiking neuromorphic architectures makes them well suited to implement random walks via discrete-time Markov chains. These random walks are useful in Monte Carlo methods, which represent a fundamental computational tool for solving a wide range of numerical computing tasks. Using IBM’s TrueNorth and Intel’s Loihi neuromorphic computing platforms, we show that our neuromorphic computing algorithm for generating random walk approximations of diffusion offers advantages in energy-efficient computation compared with conventional approaches. We also show that our neuromorphic computing algorithm can be extended to more sophisticated jump-diffusion processes that are useful in a range of applications, including financial economics, particle physics and machine learning.

Despite the increasing ability to develop large-scale neural processors today, the theoretical value of neuromorphic hardware remains unclear—unlike quantum computing that offers clear fundamental advantages at scale. Nevertheless, there are several architectural features of most nervous systems that could yield advantages including the high degree of connectivity between neurons, the colocation of processing and memory, and the use of action potentials (referred to as spikes) to communicate. Algorithm research for spiking neuromorphic hardware has primarily focused on its suitability for deep learning and other emerging artificial intelligence (AI) algorithms. Such applications are straightforward, given the alignment of neural architectures with neural networks, and it can be expected that the value of neuromorphic computing will grow as AI algorithms derive further inspiration from the brain. However, the impact of neuromorphic computing beyond cognitive applications is less certain.

Quantum computing has shown how emerging hardware can have an impact beyond its original inspiration: it was conceived as a means for efficient chemistry simulations, but is now recognized as useful in a much broader range of applications. Unlike quantum computing, which faces technical challenges in scaling up, neuromorphic platforms can already be scaled to non-trivial sizes, with several multi-chip spiking neuromorphic systems achieving scales of over a hundred million neurons.

However, identifying neuromorphic computing value for any specific application is complicated because its main advantage is typically energy efficiency as opposed to faster computation (although speed benefits remain a possibility), and its technologies are immature compared with conventional von Neumann systems, which have been optimized over decades. We define an algorithm as having a neuromorphic advantage if that algorithm shows a demonstrable advantage compared with the von Neumann architecture in one resource (for example, energy) and exhibiting comparable or better scaling in other resources (for example, time). Because neuromorphic hardware currently offers advantages in power consumption, we focus on algorithms that show comparable or better time scaling compared with the von Neumann architecture and still requiring less total energy to perform the same computation.

Observing a neuromorphic advantage for non-cognitive applications should not be taken as a given since the specialization of computer architectures to improve performance on a subset of tasks will likely result in degraded performance in other tasks. Therefore, observing a neuromorphic advantage on non-cognitive applications would demonstrate that neuromorphic computing can have a broader impact than previously assumed and provide a concrete framework by which to develop the technology. Although a definitive neuromorphic advantage (as defined here) has not yet been demonstrated for non-cognitive applications, there are three categories of such computing tasks that appear well suited for neuromorphic computing: linear algebra, in which the high fan-in of neurons can be used to realize known theoretical advantages of threshold gate (TG) logic graph analytical tasks that can leverage the configurability and parallelization of neural circuits and sampling steady-state distributions for a wide range of potential applications using stochastic neural circuits.

In this Article, we show that large-scale neuromorphic hardware can offer a neuromorphic advantage on a fundamental numerical computing task: solving partial integro-differential equations (PIDEs) that have probabilistic representations involving a jump-diffusion stochastic differential equation (SDE). The solutions to these PIDEs can be approximated by averaging over many independent random walks, a process often referred to as Monte Carlo. Diffusion is a typical component of the underlying SDEs used in the probabilistic solution of the PIDEs. We can show our neuromorphic computing algorithm for generating random walk approximations to diffusion satisfies our neuromorphic advantage criteria on two current large-scale neuromorphic platforms: the IBM neurosynaptic system (known as TrueNorth) and the Intel Loihi system. Although these are distinct neural architectures, they both directly implement a large number of neurons in silicon and are readily scalable to multi-chip platforms. We also show that our neuromorphic random walk algorithm can be extended to account...
for more sophisticated jump-diffusion processes that are useful for addressing a wide range of applications, including financial economics (such as option pricing models), particle physics (such as radiation transport) and machine learning (such as diffusion maps).

**Neuromorphic advantage on simulating random walks**

Random walk solutions are often an attractive option for large-scale simulation of stochastic processes. Although deterministic numerical solutions of PIDEs often rely on relatively few large complex calculations, random walks typically rely on many simple computations. These computations can be efficiently implemented within circuits of spiking neurons.

We extend a neuromorphic circuit to model random walks in diffusion to efficiently solve PIDEs. This algorithm represents a stochastic process as a mesh, with each mesh point consisting of two

---

**Fig. 1** Neuromorphic hardware can efficiently implement random walks. 

- **a.** Leaky IF neurons on spiking neuromorphic hardware integrate activity from many inputs, generate a ‘spike’ if an internal threshold is crossed and only communicate to targets if the spike exists.  
- **b.** Random walk transitions can be performed and tracked by a counter circuit combined with a stochastic output. Each circuit typically comprises between 10 and 20 leaky IF neurons, depending on the number of edges.  
- **c.** Random walk transition circuits are repeated for every mesh point, and the graph of mesh points equates to the state transition matrix of a discrete-time Markov chain. The neuromorphic computing algorithm implements both stochastic and deterministic state transitions of all the random walkers at all the mesh points in parallel.  
- **d.** Demonstration of simple diffusion on a 30 × 30 torus on the Intel Loihi platform. Aside from reading out intermediate states for visualization, the entire random walk process was performed within the neuromorphic computing system.  
- **e.** Simulating additional walkers on Intel Loihi and IBM TrueNorth increases time efficiency, whereas additional walkers have the same cost on a single CPU core.  
- **f.** Random walk processes can be distributed over multiple meshes on IBM TrueNorth or multiple cores on CPUs and GPUs. GPUs are considerably faster due to their large number of parallel processes.  
- **g.** Compared with the relative cost of simulating 1,000 walkers, time-scaling on the parallel neuromorphic computing implementation on TrueNorth matches multi-threaded CPUs and GPUs, and single-chip scaling is considerably better on neuromorphic computing platforms.  
- **h.** Neuromorphic computing platforms, TrueNorth and Loihi, have a considerably higher energy efficiency (walker updates per joule) than CPUs and GPUs. The legend is the same as **g.**  
- **i.** Trade space of energy and time costs for walker updates in neuromorphic computing and conventional platforms. The solid lines represent single-thread implementations, and the dashed lines represent multi-threaded implementations. All the scaling experiments have ten replicates with standard errors below 0.5%; therefore, the error bars are not shown.
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**Fig. 2** | Random walk processes are well suited for neuromorphic computing, and the inclusion of different terms in the stochastic process yields random walks with differing behaviours. **a–e**, Left: three illustrative random walks for 100 time steps. Right: density of 1,000 random walkers run on Loihi. The range shown in the density plots is highlighted and overlaid onto the process examples. The changing terms \( a, b, c, h \) and \( \lambda \) are found in equation (6), and examples for different types of problem containing these terms are listed in Table 1. **f**, Sources of discretization in all the stochastic processes (either conventional or neuromorphic sources) impacts the accuracy and convergence of the expectation solution for the PIDE. The first row details the sampling order of convergence; the second row is the order of convergence for the Euler–Maruyama discretization method; the third row is the best-case scenario estimate for error accrued due to discretization space; the fourth and fifth rows merely indicate that some problems could have additional error due to the enforcement of a finite state space or due to reduced precision on neuromorphic platforms. Methods provides additional details. The colour bars represent the count of walkers at each location.

Extended Data Fig. 1 provides the additional circuit details. In operation, an initial count of walkers is set at the appropriate starting node (either through input spikes or an initial voltage condition). Once the supervisor circuit initiates the model, the spikes’ propagation through the mesh directly reflects the movement of random.

---

| **Table 1** |
| --- |
| **Problem** | **Approximation** | **Visualization** | **Error/convergence** |
| Sampling stochastic process | \( u(t, x) \approx \frac{1}{N^2} \sum_{i,j=1}^N g(t, X^i_0; X^j_0 = x) \) | | \( \frac{1}{\sqrt{Nt}} \) |
| Time discretization of random walks | \( u(t, x) \approx \frac{1}{N} \sum_{j=1}^{N} g(t, X^j_0; X^j_0 = x) \) | | \( \sqrt{t/N} \) |
| Spatial discretization of random walks | \( u(t, x) \approx \frac{1}{N^2} \sum_{i,j=1}^N g(t, X^i_0; X^j_0 = x) \) | | \( \frac{1}{N^{2/3}} \) |
| Finite range of random walks | \( u(t, x) \approx \frac{1}{N} \sum_{j=1}^{N} g(t, X^j_0; X^j_0 = x) \) | | Varies |
| Limited-precision probabilities | \( P \approx \frac{1}{256} \) | | Varies |

---

neural circuits. One circuit uses common leaky integrate-and-fire (IF) neurons (Fig. 1a) to count the number of incoming spikes; the other stochastically distributes spikes to output nodes (Fig. 1b). These mesh-point nodes are assembled into a graph whose edges represent the transition probabilities from one state to another (Fig. 1c).
Fig. 3 | Particle transport simulations on neuromorphic hardware. a, Top: non-spatial Boltzmann transition/absorption model. Bottom: the corresponding DTMC approximation for the underlying SDE. b, Evolution of particles through Boltzmann transitions on TrueNorth. The pink colour represents a higher density of walkers and the blue colour represents a lower density for the case where 1,000 walkers start in the +1 (top) or -1 (bottom) state and equilibrate due to Boltzmann transitions. The colour bar refers to count of walkers in each node. c, PIDE solution calculated through TrueNorth spike data starting from 1,000 random walkers along each direction. d, PIDE solution calculated through TrueNorth spike data starting from 10,000 random walkers along each direction. e, Spatial particle transport model. The particles in the physical problem exist in three dimensions and move at a constant speed. When experiencing a random scattering event (red dot), they change the angle, or direction, of their travel. When projected onto one dimension, this change in angle represents a change in the particle’s relative velocity in one dimension. f, MATLAB Euler–Maruyama using 1,000 random walkers per location at different time resolutions. g, MATLAB simulation of the approximate solution from the DTMC implementation of a spatial particle model with one million walkers per starting location. h, Intel Loihi simulation of the approximate solution from DTMC implementation with 6,250 walkers per starting location. The colour bar in h applies to panels f–h and represents the simulated particle fluence. i, Absolute error between the Loihi and MATLAB simulations. The colour bar refers to the percent error j. Average percent error between Loihi and numerical simulation as a function of increasing random walkers per starting location.

walks through the corresponding state space. Stated differently, the neuromorphic computing hardware implements both stochastic and deterministic components of the stochastic process.

Importantly, this neural algorithm can be generally configured to represent any time-homogeneous discrete-time Markov chain (DTMC) by configuring the shape of this graph and setting the output probabilities within each node to represent the problem description (Extended Data Fig. 2 shows an example). For instance, a nearest-neighbour mesh with uniform probabilities would lead to Brownian motion in the limit as the mesh and time step go to zero (Fig. 1d). More sophisticated random walks, including those with non-local and jump diffusion as well as walker absorption and creation, can be readily implemented with location-dependent transition probabilities in this framework, allowing the algorithm to realize the processing-in-memory advantages of neuromorphic computing.

We first performed scaling studies to assess the computational costs inherent in simulating random walks on two neuromorphic computing platforms, namely IBM TrueNorth and Intel Loihi, relative to a commodity server-class Intel Xeon E5-2662 central processing unit.
Table 1 | Examples of applications involving a PIDE in the form of equation (4)

| Non-zero terms in equation (4) | Example application |
|-------------------------------|---------------------|
| $a$, $b$, $c$, $f$ | Stock option pricing $^{a3}$ |
| $\lambda$, $b$, $c$, $f$, $h$ | Boltzmann flux density (Supplementary Note 3) |
| Reduced problem (Fig. 3a–d) | |
| $a$, $c$ | Heat equation with dissipation (Fig. 4c) |
| $a$, $f$ | Electrostatic scalar potential, heat transport or simple beam bending $^{c}$ |
| $\lambda$, $b$, $c$, $f$, $h$ | Particle fluence (Supplementary Note 3) |
| Reduced problem (Fig. 3e–i) | |

This table is not exhaustive and only includes a sample of possible applications. In this Article, we utilize a random walk method to solve two heat transport problems and a reduced problem for both Boltzmann angular flux density problem and angular fluence problem.

Neuromorphic random walks apply to a broad class of PIDEs

Random walk solutions to PIDEs are used in a variety of fields, including computer science, physics, medicine and operations research $^{d}$. Typically, these are approached in a Monte Carlo fashion, sampling some underlying space to perform high-dimensional integration. The approach we use is also Monte Carlo in nature. We use stochastic calculus to identify a random process underlying a particular class of PIDEs. We then sample this process to estimate an expected value.

Consider an initial-value PIDE of the form

$$
\begin{align*}
\frac{\partial}{\partial t} u(t, x) &= \frac{1}{2} \sum_{i,j} \left( a_{ij} \right) \frac{\partial^2}{\partial x_i \partial x_j} u(t, x) + \sum_{i} b_i(t, x) \frac{\partial}{\partial x_i} u(t, x) \\
+ \lambda(t, x) \int_{\mathbb{Q}} u(t, x + h(t, x, q)) - u(t, x) \, \phi_Q(q; t, x) \, dq \\
+ c(t, x) u(t, x) + f(t, x), \quad x \in \mathbb{R}^d, \quad t \in [0, \infty)
\end{align*}
$$

(1)

where $f$ is the diffusion coefficient function $h$ describes the drift vector $\lambda$ is the divergence coefficient $c$ is a forcing term $\phi_Q$ is a probability density function $\mathbb{Q}$ is a probability space $T$ is a terminal time $e$ is a probability distribution.

Under some mild conditions $^{c3}$, if the PIDE has a solution, then that solution can be written as

$$
\begin{align*}
\mathbb{E} \left[ g(X(t)) \exp \left( \int_0^t c(s, X(s)) \, ds \right) \right] \\
+ \int_0^t \mathbb{E} \left[ g(X(t)) \exp \left( \int_s^t c(\ell, X(\ell)) \, d\ell \right) \right] \, ds \big| X(0) = x
\end{align*}
$$

(2)

This notation is an expected value, $\mathbb{E}$ conditioned on the starting location of the random process, $X(0)$.

The process $X(t)$ is a drift-diffusion process with a jump term, written as an SDE. Function $b$ defines the drift, $a$ gives the diffusion strength and $W(t)$ represents Brownian motion with respect to the underlying space (in this case, $\mathbb{R}^d$). The term $P(t; Q, X(t))$ is a Poisson process with the parameter given by $-\int_0^t \lambda(s, X(s)) \, ds$ and $\phi_Q$ describes the increment awarded whenever the Poisson process fires. The jump-amplitude mark random variable is $Q$, with probability density $\Phi_Q$. This stochastic process is visualized in Fig. 2a–c for constant values of $b$, $a$ and $h$. The jump value need not be constant and can even be random (Fig. 2d). Figure 2e,f showcases when the jump value is uniformly drawn over $\{-3, -2, \ldots, 2, 3\}$. Although $c$ does not appear in equation (3), it can often be interpreted as an absorption term (Fig. 2e). Supplementary Note 2 provides more information.

In this Article, we also consider a steady-state example where $\lambda = 0$ and $t$ does not appear. Taking equation (1) as a steady-state boundary value problem with $c = 0$ and boundary condition $u(x) = \psi(x)$, where $x$ is on the boundary of some domain $D$, then the solution may be written as

$$
\mathbb{E} \left[ \psi(X(T_x)) + \int_0^{T_x} f(X(s)) \, ds \right] \big| X(0) = x
$$

(4)

if a solution exists. The stochastic process $X(t)$ is the same as given by equation (3), but with $t$ omitted as an argument in the functions $a$, $b$ and $h$. The term $T_x$ is the time for which the random process $X(t)$ starting at $X(0) = x$ exits domain $D$.

Both equations (2) and (4) are modifications of classic results, reformulated to be applicable to forward time or jump terms. Supplementary Note 2 provides more information. For our neuromorphic implementation, we recognized that DTMC approximations to the SDEs make the probabilistic sampling of paths viable on the neuromorphic computing diffusion algorithm.
IBM’s TrueNorth and Intel’s Loihi pseudo-random number generators (PRNGs) are effectively limited to 8 bits. In a special best-case scenario (Supplementary Note 1), additional error could arise from hardware-specific limitations. For instance, in a neural algorithm that we use, the error is analogous to 7-bit probabilities in MATLAB. The DTMC approximation of a stochastic process introduces error. The implication of these errors will differ considerably across applications in practice.

Both conventional and neuromorphic simulations are impacted by these error sources. However, the high numerical precision of conventional processing minimizes the impacts of discretizing the values and ranges of state variables, making the dominant errors due to time discretization and number of random walkers. In contrast, our neuromorphic implementation enables a very large number of walkers at negligible cost, but the dedication of neurons to explicitly represent state variables raises the cost of reducing the meshing error. The implication of these errors will differ considerably across applications in practice.

The concept of sampling using neuromorphic computing has been previously explored for distributions. These efforts run a chain until stationary distribution is achieved and then sampling from this stationary distribution. In contrast, our approach embeds a distribution directly into a graph and samples throughout time. We do not make claims that our method of implementing a Markov chain on neuromorphic hardware is better than other methods or even that the choices we make in approximating an SDE with a DTMC are the best; rather, we merely point out that these tools alone are enough to allow for solving a large class of PIDEs using neuromorphic computing.
Approximating the solution to a PIDE using our neuromorphic computing algorithm follows these steps.

1. Determine the underlying SDE from the PIDE (equation (3))
2. Approximate the SDE through a DTMC (Methods)
3. Implement the DTMC on a neuromorphic platform (Methods)
4. Gather samples from the DTMC
5. Average the samples to produce the approximate solution (Methods)

Steps 1 and 2 above describe the process of moving from equation (3) to a DTMC. Although moving from the PIDE to the SDE is as easy as identifying the appropriate components common to equations (1) and (3), the discretization of the SDE to a DTMC requires some care. If a discrete, finite state space was not necessary, we could simply sample the SDE according to an appropriate scheme\(^{34,35}\). We give a prescriptive treatment on constructing the DTMC in Methods and provide a sample DTMC diagram in Extended Data Fig. 2. The basic steps, however, are to select an appropriate discretization of the SDE range to use as the state space and then integrate the distribution of the time-discretized SDE between appropriate bounds to determine transitions, similar to older methods for sampling jump diffusions\(^{36}\).

Examples of neuromorphic random walks

To demonstrate the ability of neuromorphic hardware to implement the DTMCs required for solving these PDEs, we provide a handful of examples. These are grouped into two main categories: particle equations and geometries. The results of our simulations on hardware and spiking neuron simulators can be found in Figs. 3 and 4. We provide more salient points of these examples in the next two subsections and the remaining details are available in Supplementary Note 3.

Neuromorphic hardware can simulate particle transport

The first of our two particle transport problems is an initial-value time-dependent problem detailing the angular flux density of a hypothetical particle (Fig. 3a). Consider a particle that exists in one of the two states: +1 or –1. We will call these states as the particle’s direction. The particle may ‘scatter’, uniformly choosing a new direction from ±1 according to a Poisson process with rate \(\sigma\). The particle may also be absorbed according to a second Poisson process with rate \(\tau\). The two rates correspond to \(\lambda\) and \(c\), respectively, in equation (1). The change in direction, relative to the current direction, after scattering is \(h\). All the remaining terms, namely, \(a\), \(b\) and \(f\), are zero. Given an initial condition \(g\), the angular flux density, \(\Phi(t,\Omega)\), of a population of these particles obeys the Boltzmann transport equation (Supplementary Note 3).

The underlying stochastic process (equation (3)) for this problem updates the direction value according to a Poisson process. Supplementary Note 3 provides more information. We deployed the DTMC approximation of this process on TrueNorth. The obtained neural approximation well approximates the analytical solution using only 1,000 walkers per starting condition (Fig. 3c). Moving to 10,000 random walks per starting position (Fig. 3d), we see a notable improvement in the approximation.

This simplified example of particle transport has broad implications. Directly, if we can well approximate the solution for this reduced problem, then it will be possible to approximate more complicated transport problems where a simulation is preferred to analytical methods. To that end, we have examined a second particle-transport-inspired example for which no analytical solution is readily available.

For this second example, we considered a particle that may travel in any direction in \([-1, 1]\). The particle scatters with a Poisson rate \(\sigma_s\), but does not experience absorption. The particle travels in space at speed \(v\) in direction \(\Omega\) (Fig. 3e). Given a source term \(S(x,\Omega)\), angular fluence \(\mathcal{U}(x,\Omega)\) obeys the steady-state Boltzmann transport equation. This is a steady-state version of equation (1), \(\lambda = \sigma_s\), \(f = vS(x,\Omega)\) and \(b = v\Omega\); \(h\) is the change in direction after scattering. Both \(a\) and \(c\) are zero; with absorbing boundary conditions in space, the probabilistic solution then takes the form of equation (4).

The underlying stochastic process is a vector process. The first component, \(X(t)\), describes the position of a random particle. It travels with velocity \(-\mathcal{U}(t)\), where \(Y(t)\) is the second component describing the direction. The direction remains constant until the scattering Poisson process fires, updating the direction. This process appears to move against the physical particle. Additional details on the DTMC and parameters are provided in Supplementary Note 3.

We completed a DTMC simulation with one million walkers per location in MATLAB on a \(30\times30\) mesh to use as a baseline comparison (Fig. 3g). Like TrueNorth, implementing this simulation on Loihi replicated the numerical examples (Fig. 3h) with a low overall error (Fig. 3i,j). This low error in the neuromorphic implementation is of particular importance since the low output probabilities due to the high fan-out in this model (up to 30 output nodes) are potentially at risk due to the relatively low 8-bit precision of Loihi’s random number generator.

The Euler–Maruyama method provides the basis for our DTMC approximation (Methods). This method improves with a decreasing time-step size. Although exceedingly fine time steps are not currently possible, we can simulate this method to demonstrate the improved quality of simulation expected through the better scaling of neuromorphic hardware. On a \(60\times60\) mesh (locations \(\times\) directions), we completed the simulations of the Euler–Maruyama method using 1,000 walkers per location in MATLAB (Supplementary Note 3), varying the time discretization to demonstrate this expectation.

Non-Euclidean neuromorphic random walks

The particle examples are straightforward demonstrations of random walks with non-local jumps on a simple domain. For solving PDEs over larger or more complex geometries, the neuromorphic random walk method can be utilized by carefully defining a mesh and calculating the transition probabilities. We demonstrated neuromorphic random walks over non-Euclidean domains by solving two heat equations involving spheres. Although the shapes that we consider are by no means ‘complex’ (Extended Data Fig. 4), we merely showcase that the method is mostly agnostic to the domain.

The first non-Euclidean problem that we considered is a basic heat equation on the unit sphere without dissipation. We let \(\mathbb{S}^2\) represent the unit sphere and assume \(\Phi(t,x)\) to be the positive scalar \(\Phi\) for all \(t \in [0,\infty)\) and \(x \in \mathbb{S}^2\). We set the remaining coefficients in equation (4) to zero. Paired with the initial condition \(\Phi(x)\) (Fig. 4a), the probabilistic solution to the heat equation on the sphere is given by equation (2), where the stochastic process is merely Brownian motion on the surface of the sphere with diffusivity \(\sqrt{2\alpha}\).

We simulate the underlying process on Intel’s Loihi platform. Starting with 3,000 random walks on each position yields the approximate solution shown in Fig. 4a for a collection of time points. The nature of the Monte Carlo process and DTMC approximation imply that we would see better agreement to the analytical solution with a finer mesh and a greater number of walkers per starting location. Although our neuromorphic computing implementation is qualitatively accurate, it transiently shows more error relative to the analytical solution compared with a numerical solution (Fig. 4b). We artificially lowered the precision of transition probabilities in the numerical solution, observing that the Loihi solution showed an error profile equivalent to representing transition probabilities at 7 bits, which is roughly consistent with the Loihi transitions governed by an 8-bit PRNG (Supplementary Note 3).

This example provides compelling evidence that complex geometries in which analytical methods are less tractable remain an
opportunity for neuromorphic computing to have a definite impact. As a final test case for our neuromorphic random walks on a more interesting geometry, we considered an initial-value heat flow problem on a barbell with dissipation. Again, we set \( a(t,x) = \kappa \) (some positive scalar) and take \( c(t,x) = \alpha \) (another positive scalar) for dissipation. All the other coefficients in equation (1) are assumed to be zero. Letting \( g(x) \) to be an initial condition, the probabilistic solution is given by equation (2) and the underlying stochastic process is Brownian motion on the barbell.

Our discretization scheme for this DTMC required 748 mesh points (Supplementary Note 3 provides details on the mesh construction and DTMC). Due to the restriction on the mesh size relative to the currently limited neuromorphic chip sizes available to us, we deployed this example on a spiking net simulator. The simulation results for various time points are shown in Fig. 4c. The temperature equilibration of the left (Fig. 4d) and right (Fig. 4e) sides of the barbell proceed as one would expect from thermodynamics.

Conclusions

We have shown that spiking neuromorphic hardware technology is suitable for implementing a scalable energy-efficient approach to resolve an important set of numerical computing problems. In particular, we show that our neural random walk algorithm scales comparably to a parallel CPU approach, showing a substantial energy advantage. We have also shown that with simple extensions, this approach can apply to a wide range of complex application domains. Notably, the approach taken here does not leverage all the brain-inspired features present in many emerging neuromorphic hardware technologies, such as learning. However, we expect that the neural formulation of stochastic processes may make them more amenable to model calibration against experimental observations and in situ neuromorphic learning may make this process more efficient.

We have focused our demonstrations on large-scale digital spiking platforms—Loihi and TrueNorth—because they have the requisite neural scales for our algorithms. We expect that other large-scale neuromorphic computing platforms, like the ARM-based SpiNNaker and analogue complementary metal–oxide–semiconductor BrainScaleS, would scale similarly. In particular, the high clock speed of BrainScaleS-2 arising from its mixed-signal digital and analogue processing (up to 100 MHz (ref. 38)) would likely put it on a different part of the Pareto frontier of speed and energy costs (Fig. 1). There is also considerable interest in neuromorphic approaches leveraging emerging non-complementary metal–oxide–semiconductor analogue devices, including those that leverage memristive devices for synapses and neurons, although we would have to consider the precision implications of analogue devices alongside other approximation considerations (Fig. 2b).

Our results provide insights into future considerations for neuromorphic computing hardware design. There are several features of neuromorphic computing hardware that our algorithm heavily leverages. Foremost, our algorithm requires a careful consideration of how random numbers are generated in parallel. Most current neuromorphic computing approaches leverage conventional PRNGs that are shared across many neurons; however, this could change considerably as physically noisy analogue components are explored for use as neurons and synapses. These results, thus, provide a mathematically interpretable use case for taking advantage of device stochasticity.

Additionally, the approach described here would benefit from the event-driven communication of labelled spikes, which would make path-dependent Monte Carlo strategies more efficient. Likewise, the neurons used in our algorithm are far simpler than biological neurons and an architecture specialized for our random walk approach could achieve considerably higher densities than existing neuromorphic computing platforms by using simpler neurons.

Neuromorphic computing also potentially offers capabilities that our random walk algorithm does not yet leverage. Most notably, the learning capabilities on platforms such as BrainScaleS and Loihi could be used to directly account for changes within the modelled domain or as a tool to infer unknown parameters for a stochastic process that best explain the experimental observations. Similarly, although our algorithm leverages spike timing and delays to gain its advantage, our current algorithm requires a level of spike-timing precision on TrueNorth and Loihi that is far greater than the brain appears to use, suggesting that further improvements could be obtained by using brain-inspired timing strategies that permit lower temporal precision. This high temporal precision is specific to our neuromorphic implementation and is not fundamental to our DTMC neural algorithm: the only critical timing for DTMC is that all the walkers are on the same model time steps, and even that requirement can be bypassed for steady-state problems.

Our approach avoids the approximation pitfalls associated with many AI algorithms, wherein the implications of numerical precision and interpretability are still an open question. Although understanding and accounting for these approximation errors will be critical for any application, the graph-based approach taken here provides several well-understood design choices to appropriately tailor the algorithm and hardware solution given the precision concerns. Solving PIDEs at scale often requires high-performance computing systems today, and we expect this neural approach to similarly scale beyond single-chip systems. Early indications are that neuromorphic computing scales effectively to multiple chips and boards due to its lightweight spiking communication. We expect that neuromorphic hardware will eventually exist primarily in heterogeneous system architectures alongside CPUs, GPUs and other accelerators.

Despite its intrinsic advantages of low power and parallel computing, as well as its implicit promises of new brain-derived capabilities, the ultimate use case of neuromorphic computing remains an open question. It is unclear whether the best long-term opportunity for neuromorphic systems will be to become a GPU-like coprocessor that offers improved capabilities for a range of tasks, or if its biggest impact will be in specialized low-power sensors and accelerators. We believe our results support the potential of more flexible neuromorphic systems, as the algorithms for solving PIDEs described here complement AI as an application for brain-inspired hardware, and they strengthen the long-term value proposition for neuromorphic hardware in future computing systems. In contrast to neural network applications, where neuromorphic hardware has struggled to match the speed of GPUs and linear algebra accelerators, our work shows that in the realm of numerical computing, neuromorphic hardware can deliver concrete energy advantages and is capable of effectively scaling in terms of processing time and overall efficiency.

Methods

We subdivide our Methods section into two main components: neuromorphic hardware methods and mathematical methods. In the former, we provide details on the random walk circuit and model implementation. In the latter, we describe one method for approximating an SDE with a finite state space, namely, the DTMC. We also showcase how to average the random walks to approximate the solution to a PIDE. Supplementary Note 1 provides additional details about the neuromorphic methods. Supplementary Note 2 provides additional details about the mathematics. Supplementary Note 3 provides additional details about the examples.

Neuromorphic hardware methods. General. The neurons used in both Loihi and TrueNorth are either IF neurons or TG neurons. In both cases, the hardware neurons integrate all the active synaptic inputs and make a decision to fire based on a threshold. For IF neurons, if a neuron does not fire, there is no decay of the neuron’s internal voltage. In contrast, TG neurons experience full decay for every time step, regardless of whether it spikes.

For both TrueNorth and Loihi, the implementation of the random walk algorithm was based on the density circuit described elsewhere. Each mesh point in the simulation consisted of two counting circuits (one to buffer the inputs
and the other to count down the outputs) and a probabilistic fan-out circuit. The network also utilizes a population of supervisor neurons to control the timing and synchrony of the walkers through the circuit. For cases where walkers are synchronized with the time step, a separate buffer circuit is required to accumulate all the walkers coming to a location; however, this is unnecessary if the walkers can be run asynchronously. We briefly describe the design of each circuit here in the context of Loihi. The TrueNorth configuration was similar, although with some minor differences that are noted.

**Buffer and counter circuits.** In the random walk algorithm, the buffer circuit and walker-counting circuit are almost identical, with the only difference being the inputs and outputs. The counting circuits on Loihi are structured as shown in Extended Data Fig. 1a. Each circuit consists of three neurons: an IF ‘count’ neuron, which stores the count of random walkers at that location in its internal voltage (as a negative distance from threshold); a TG ‘generator’ neuron, which is designed to stop the count neuron if the neuron reaches its threshold; and a TG ‘relay’ neuron, which corrects for situations where there are no walkers at that location. In the buffer circuit, the count neuron receives synaptic inputs (weight, −1) from other mesh node’s outputs. In the counter circuit, this neuron receives a synaptic input (weight, −1) from the buffer generator neuron. In both cases, the count neuron will represent the true walker density at that location. The output of the count neuron is an inhibitory connection to its respective generator neuron, designed to stop its activity.

The circuit is designed so that when the supervisor activates the circuit, the generator neuron will continue to spike until the count neuron reaches a threshold and sends an inhibitory spike to stop it from firing. Thus, at each simulation time step, if there are k walkers at a location, the generator neuron will fire (k + 1) times (which is subsequently corrected). During the first half of the simulation time step, the buffer generator neuron transfers the count from the buffer to the counter circuit; during the second half of the simulation time step, the counter generator neuron transfers the count to the probabilistic fan-out circuit (described below), which can then distribute the walkers to a different mesh node’s buffer circuit.

The relay neuron is present to account for the subtle timing between the generator and count neurons that provides the extra signal from the generator neuron as well as help handle cases where the mesh point has no walkers. There are several mechanisms for performing these corrections, which also result in a few additional synapses.

**Probability circuit on TrueNorth and Loihi.** The goal of the probability circuit is to send a walker, as a spike, to one of the mesh node’s downstream target’s buffer count neuron. The circuit is designed to use intrinsic PRNGs available to each individual neuron to select only one of the mesh node’s outputs at the appropriate Markov transition probability.

Although there are several probable implementations of a circuit to send a spike to one of the N outputs with probability p_in (i = 1 … N), the methods we selected on Loihi and TrueNorth were identified to account for the particular nature of the PRNGs on each chip. For Loihi, the PRNG provides a random input onto each neuron on a particular neural core as an 8-bit pseudo-random integer, which potentially could be stochastic and additive scaling. On TrueNorth, we take advantage of its neurons’ stochastic leak capabilities, which similarly provides an 8-bit random value. In both cases, the approach is to generate a neuron, which on receiving an input, will fire at probability p.

For both platforms, we consider a conceptual binary probability tree for which the leaf has probabilities of firing that reflect the Markov transition probabilities of the mesh node (Extended Data Fig. 1b). This tree will have a depth of \(O(\log[N])\). On Loihi, we developed a procedure to collapse this probability tree into a circuit that requires (N − 1) probability neurons in a single hidden layer with precise excitation and inhibition onto a set of output neurons (Extended Data Fig. 1c). Supplementary Note 1 provides the algorithm for this procedure. On TrueNorth, we directly implemented this binary probability tree in a circuit (Extended Data Fig. 1d).

**Implementing models on TrueNorth and Loihi.** Models are initialized on Loihi and TrueNorth by generating a mesh of equivalent buffer and counter circuits and probabilistic circuits tailored to the outputs defined in the application’s Markov transition table. Particularly for TrueNorth, Extended Data Fig. 1e shows a connectivity diagram, which provides the details of neuron connectivity for implementing the mesh node in TrueNorth; this is the TrueNorth model representation of the circuit shown in Extended Data Fig. 1d. Importantly, different mesh points can have distinct numbers of outputs, although more outputs will directly increase the number of neurons required. Further, there is no real restriction on the types of graph and connectivity, although there will be resource constraints in terms of overall neuron counts and hardware-specific fan-in and fan-out constraints, if any. It should be noted that cases where network connectivity restrictions are problematic can typically be resolved by replicating target neurons or mesh points.

Since neuromorphic cores on TrueNorth and Loihi have a limited number of neurons (256 on TrueNorth and up to 1,024 on Loihi), most models are distributed over multiple neuromorphic cores. The method used to implement stochastic neurons on TrueNorth allows both stochastic and deterministic neurons to exist on the same core, whereas our implementation on Loihi required different cores for the deterministic and stochastic neurons (Extended Data Fig. If). As both hardware platforms have many cores per chip, in both cases, we manually compiled the different neuron types of mesh points onto specific neuromorphic cores on each chip. As the community’s tools for neuromorphic graph embeddings are improved, we expect that the implementations we used could be optimized in the future.

For most of the examples in the main text, the specific Loihi and TrueNorth neuromorphic models remain unchanged, with the only variable input being the transition matrix used to define the connections between the mesh nodes and weights onto the probability neurons in the mesh points. Complete details of generating Markov transition matrices for the examples discussed in the main text used on Loihi and TrueNorth are given in Supplementary Note 3.

**Scaling studies: execution and statistics.** We performed a number of scaling experiments on TrueNorth and Loihi. The base experiment is a random walk simulation on a 21 x 21 node torus mesh, where each node has four incoming and four outgoing connections (corresponding to a walker on the surface moving up, down, left or right). The transition probabilities of all the four directions are 0.25. All the walkers begin the simulation at the centre of the mesh, and the simulations are run for at least 100,000 model time steps (the unit of time required for all the walkers to have moved one position).

Initially, the number of walkers is increased from 1,000 to 32,000 (Fig. 1e, red line) on a single mesh. To compare with weak scaling across multiple conventional cores, on TrueNorth, we increased the number of walkers through parallelization, which involved making copies of the underlying mesh, giving 1,000 random walkers each. The mesh copies increase to keep the total walkers in the simulation consistent with the static mesh runs.

For each experiment, we performed ten replicate trials to estimate the mean and standard deviation. Further descriptions of the scaling studies are given in Supplementary Note 1 and Extended Data Fig. 3.

**Computer simulations.** For validation of our algorithm and simulations of the barbell experiment, we performed simple direct simulations of the neural algorithm dynamics. This is a simple, direct Python discrete-time simulation of the neural algorithm, and not a formal simulator like NEST or a model description language like PyNN. For this, we used the reference simulator described elsewhere.[2]

**Mathematical methods.** The success of approximating solutions to PIDEs hinges on the ability to implement a random walk approximation of the underlying stochastic process. There are many ways to construct such an approximation; we highlight our choices and point out where variations can occur.

**Construction.** We construct a DTMC approximation for a one-dimensional SDE. The method described can be naturally extended to higher dimensions. Consider the following SDE:

\[ dX(t) = (b(t, X(t)) dt + a(t, X(t)) dW(t)) + \Phi(t; Q, X(t)), \]

(5)

Here \( b \) represents the drift of the process \( X(t) \) and \( a \) represents the diffusion. A non-local diffusion, or jump term, is governed by process \( P \) with reward \( h \). The term \( Q \) is the jump-amplitude mark random variable with probability density function given by \( \Phi(t; q, x) \).

For discussion, we assume that \( X(t) \) is \( R \) and \( a, b \) and \( h \) are such that \( X(t) \) can assume any value in \( R \) with non-zero probability. The Markov chain approximation constructed must take values from a finite set. We will need to divide the real line into a finite number of intervals to represent our state space and determine the probability of transition between these intervals using equation (5).

The determination of this probability is subtle—a representative location for the interval is needed and neuromorphic hardware constraints may limit the number of allowable transitions. Given a starting location, there is a non-zero probability that process \( X(t) \) can transition to any interval on the real line. If the number of hardware-allowable transitions is limited, care must be taken to conserve probability. That is, the sum of allowable transitions must be equal to 1.

We will carefully explore the nuances of approximation, exploring a countable state space and then restricting to a finite one. Specifically, we will follow this order.

1. Define a countable state space for the Markov chain
2. Determine the neighbours for each state in the Markov chain
3. Calculate the probability for each transition in the chain
4. Restrict to a finite state space

The ultimate artifact of construction is a transition matrix among the states of a Markov chain.

**Countable state space for the Markov chain.** To begin our approximation for equation (5), we must separate the real line into a sequence of ‘bins’ or ‘nodes’. We note that this discretization does not have to be uniform. In the interest of
Neighbours for each state in the Markov chain. As previously discussed, given a starting location, process \( X(t) \) has a non-zero probability of transitioning to any of our defined intervals on the real line. If we were to mimic this, then each state interval in state space would be a neighbour to all the other states. That is, the graph representing the possible transitions between the state spaces would be a complete graph.

However, neuromorphic hardware and practical limitations (that is, fan-in/ fan-out considerations) suggest that we cannot allow each state to transition to all the others. In the context of neuromorphic hardware, we must decide how many fan-out we want. In the examples in the main text, we typically allowed transitions between adjacent states and back to the original state. For this discussion, we allow transitions to the left and right and then back to itself (Extended Data Fig. 2, arrows).

Calculation of transition probabilities. The first two steps in our construction were independent choices: a choice of \( \Delta t \) and a choice of neighbouring states. To calculate the transition probabilities, a dependent choice is made. Namely, we must select an appropriate time discretization size \( \Delta t \) for the DTMC.

Once equation (5) can transition to any interval on the real line given a starting position, we must choose \( \Delta t \) to be small enough so that the probability of transitioning to intervals outside of the defined neighbours is smaller than some threshold probability, which is set to 0.05. However, if there is a Poisson process, that is, if \( \Delta t \), then in the SDE, we then also want to choose \( \Delta t \) to be small enough so that we can reasonably sure that at most one Poisson event can occur in any time window. Again, ensure \( \Delta t \) is selected so that the probability of more than one Poisson event occurring in any time window is less than 0.05.

With \( \Delta t \), we can now calculate the transition probabilities. Suppose that \( x_i \) and \( x_j \) are the nodes and that \( x_i \) is a neighbour of \( x_j \). For simplicity, assume that \( h \) is deterministic. Then, using equation (5), the probability of \( x_i \) transitioning to \( x_j \) in the time interval \([t, t+\Delta t]\) is the sum of two probabilities: the probability that \( X(t) = x_i \) and \( X(t+\Delta t) \) is in the interval represented by \( x_j \) with and without a Poisson jump occurring.

We use the Euler–Maruyama discretization method to calculate these probabilities. The method is similar to the Euler method in that the value of \( X(t) \) is assumed to be constant over some interval \([t, t+\Delta t]\) and an increment is calculated from this assumption. For equation (5), given \( X(0) = x_i \) and assuming that \( h \) is deterministic, the Euler–Maruyama method gives

\[
X(t + \Delta t) \approx x_i + b(x, t) \Delta t + a(x, t) \cdot W(\Delta t) + h(x, t) \cdot \Delta t,
\]

where \( x_{f,i} \) is the indicator of whether the Poisson process \( P \) fired in the time window \([t, t+\Delta t]\) and \( W(\Delta t) \) is a normal random variable with mean 0 and variance \( \Delta t \). Put another way, if the Poisson process does not fire, then \( X(t+\Delta t) \) is a normal random variable with mean \( x_i + b(x, t)\Delta t \) and variance \( a^2(x, t)\Delta t \). If the Poisson process does fire, then \( X(t+\Delta t) \) is a normal random variable with mean \( x_i + b(x, t)\Delta t + h(x, t) \) and variance \( a^2(x, t)\Delta t \). Given these representations as normal random variables, one can calculate the probability of transition for each into the interval represented by \( x_j \). Then, the probability of transition from \( x_i \) to \( x_j \) as time increases from \( t \) to \( t+\Delta t \) is the sum of the former times the probability that no jump occurs plus the latter times the probability of a jump occurring.

If jump \( h \) is random, a similar sum can be made by factoring in the distribution of rewards. Our steady-state particle transport problem is an example of this concept (Supplementary Note 3).

The calculated transition probabilities form a transition tensor \( C(t) = (p_{ij}(t)) \) representing the Markov chain. For each fixed \( t \), we must conserve probability. In the Markov chain, this means that \( \sum_j p_{ij}(t) = 1 \). In this discussion example, we are only allowing transitions to the left, right and back to the same node. However, the true process \( X(t) \) may transition to any interval on the real line; calculating the transition probabilities for just a subset of the possible transitions may mean that these probabilities do not sum to 1. Although \( \Delta t \) was chosen so that this probability of transition is small, we must require a sum of 1 to ensure the Markov chain is well defined.

There are various ways to conserve probability. One option is to normalize the rows; another is to add the missing amount to one of the transitions. Unless stated otherwise in our examples, we conserve this as follows. If, in our example, we were calculating the transition probability to the left node, we would calculate the probability of transitioning to the left node or beyond. A similar process is followed for the right node. Again, since \( \Delta t \) has been chosen so that transitioning more than a single space to the left or right is small, the error accrued from this assignment is also small.

Further, \( C \) depends on time step \( t \), whenever \( a, b, \lambda, h \) or \( \Delta t \) depends on \( t \). When these functions do not depend on time, a static transition matrix is created. If time dependence exists and if the maximum desired time is known, the transition tensor \( C \) can collapse into a single matrix. For example, if there are ten possible state spaces and it is only desired to simulate for 100 time steps, then a hundred \( 10 \times 10 \) transition matrices for each time step would become a single transition matrix over a state space of size 1,000.

Restriction to a finite state space. There may be situations that arise where the method we have described yields a countably infinite state space; further, when considering hardware limitations, such as the finite number of nodes on a spiking neuromorphic platform, it may be necessary to reduce to a finite state space.

Continuing our discussion of equation (5) on the real line, we would need to select a finite subset of our states for transitioning. Due to the construction of the neighbours, we select a minimum interval and maximum interval, keeping all the states between them. Without loss of generality, we suppose that the states are ordered; the minimum state corresponds to \( x_0 \) and the maximum state corresponds to \( x_N \).

For each \( t \), we select the \( N \times N \) section of the transition matrix \( C(t) \) corresponding to our truncated state space. To conserve probability, for each state, we add the total probability of a transition to a state that is less than \( x_i \) to the probability of transitioning to \( x_i \). A similar process is followed for a transition to a state greater than \( x_i \). In this example, where transitions are restricted to the left, right and to the same state, this addition of probabilities only occurs on the endpoints.

Once the transition matrix is finalized, it can be used to sample some number \( M \) of random walks. If \( x_i \) is some node in the state space, then we write \( X(t; k\Delta t) \) for the location of the \( i \)th random walk at time \( k\Delta t \) that started at position \( x_i \).

Utilizing sampled random walks to approximate PIDE solution. The process \( X(t) \) is used to calculate the following solution

\[
\begin{align*}
  u(t, x) &= \mathbb{E} \left[ g(X(t)) \exp \left( \int_t^s (s, X(s)) \frac{dW(s)}{\Delta t} \right) \right] \\
  &= \mathbb{E} \left[ \frac{u(s, X(s))}{\Delta t} \right],
\end{align*}
\]

We would like to evaluate \( u(t, x) \) via this expectation using the Monte Carlo method and the sampled random walks for each position \( x_i \) in the mesh and time point \( t \). Since our random walks occur over discrete time points and we only sample discrete locations, we do this via Riemann sum approximations for the integrals. If \( M \) total random walks were sampled that started on position \( x_i \), then

\[
\begin{align*}
  u(t, x_i) &\approx \frac{1}{M} \sum_{k=1}^M \left[ g(X_{i,k}(t)) \exp \left( \sum_{j=1}^{k-1} \left( \frac{t_{j+1} - t_j}{\Delta t} \right) \right) \right] \\
  &\quad + \sum_{k=1}^M \left[ f(X_{i,k}(t), X_{i,k}(t)) \right] \Delta t,
\end{align*}
\]

Source availability. Data source is provided with this paper. The computational scaling data generated and analysed in this study are included in the published article as Extended Data.

Code availability. The code that supports the findings of this study is available from the corresponding author upon reasonable request and concurrence with the US DOE and relevant hardware partners.
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Extended Data Fig. 1 | Neural Circuits for Random Walk Algorithm. (A) Neural Circuits for Buffering and Counting on Loihi. Red input lines (from left) represent inputs from supervisor neuron. Circle ends represent inhibitory connections (weight = -1), arrows represent excitatory connections (weight = 1). For buffer circuit, outputs (to right) go to counter circuit count neuron; for counter circuit, outputs go to probability neurons. (B) Illustration of computing probabilistic circuit with a decision tree to compute probabilities with example output probabilities in red. (C) Same decision tree compressed into a single layer, with source input driving probabilistic choice. The dotted line is an excitatory connection with a delay to correspond to skipping the probabilistic layer. From source neuron, weights from source neuron (green) to probability neurons (blue) are set to tune probabilities neurons fire, per equation M.1. Outputs of probability neurons with arrows are excitatory (weight = 1) and with circles are inhibitory (weight = -1). (D) Binary tree representing the stochastic walk through a TrueNorth mesh node. Probability neurons are $r_0$, $r_1$, and $r_2$. Black edges are excitatory, red edges are inhibitory. Blue edges indicate a delay of 1, and bold blue and red dashed edges indicate a delay of 2. The four leaf nodes, $o_0$, $o_1$, $o_2$, and $o_3$, are the directional nodes with derived exit probabilities. (E) A near complete specification of the TrueNorth mesh node model for a random walk algorithm. This is a more defined representation of the binary tree from panel D. Neurons are represented by triangles, neuron inputs are on the left edge of the square and a synapse to a neuron is defined by a circle on the cross bar. Green circles are excitatory connections and yellow circles are inhibitory connections. The red number 2 above neurons 6, 7, and 8 indicate that they fire as a result of 2 or more incoming spikes, all other neurons fire as a result of 1 or more incoming spikes.
Extended Data Fig. 2 | Markov chain. Illustration on the creation of a Markov chain on the real line.
Extended Data Fig. 3 | Diffusion Random Walks Scaling Studies. (A) Walker updates per second for a 1,000 (dark green) and 32,000 (light green) basic diffusion simulation across conventional and neuromorphic platforms. (B) Comparison of Loihi and single-chip TrueNorth to a single-core CPU simulation on normalized time of a simple diffusion simulation as a function of increasing random walkers. All times normalized to the time it takes to complete a simulation with 1,000 walkers. (C) Comparison of multi-chip TrueNorth to multi-core CPU and GPU simulations. GPU generates threads for all walker scenarios; GPU Single Block allocates only 1,024 threads for all walkers. (D) TrueNorth Execution time reaches a limit as mesh counts increase. (E) TrueNorth Execution time scales linearly with walker count, again, but also demonstrates the sensitivity of the algorithm to bottlenecks caused by uneven transition probabilities. (F) TrueNorth Execution time is dramatically reduced once all walkers do not start on the same position. (G) Time required for NVIDIA Titan XP GPU to simulate diffusion on a torus for 100,000 time steps as a function of the number of walkers. A fixed 1,024 threads are allocated for each trial. (H) Time required for NVIDIA Titan XP GPU to simulate diffusion on a torus for 100,000 time steps as a function of the number of walkers. For this weak-scaling experiment, a block of 1024 is added for every 1,000 walkers. (I) Time required for NVIDIA Titan XP GPU to simulate diffusion on a torus for a single time step as a function of the number of walkers. For this weak-scaling experiment, a block of 1024 is added for every 1,000 walkers.
Extended Data Fig. 4 | Details on Particle Transport and Non-Euclidean Meshes. (A) To avoid issues with random walks not ending exactly on the mesh, $\Delta x$ can be expressed as a function of both $\Delta t$ and $\Delta \Omega$ (see Eq. SN3.14). The marker on this plot shows the selection for our simulations. (B) Average rounding distance in a single time step across all directions determined by the given value of $\Delta \Omega$. (C) The approximate solution to Eq. SN3.12 is calculated using $\Delta t = 0.01$, $\Delta x = 1/15$ and the given value of $\Delta \Omega$ utilizing 1 million walkers per starting location. The absolute value of the difference of this average value and the average value calculated when $\Delta \Omega = 1/15$ is presented. In both panels, the blue circle indicates the value of $\Delta \Omega$ used in the Loihi simulation. (D) Visualization of mesh structure for heat transport examples in the sphere. The center of each triangle represents a location in the mesh or an element of the state space. (E) Visualization of the mesh structure in the barbell. The center of each triangle or rectangle represents a location in the mesh.