Diminished reality using semantic segmentation and generative adversarial network for landscape assessment: Evaluation of image inpainting according to colour vision

Takuya Kikuchi, Tomohiro Fukuda*, and Nobuyoshi Yabuki
Division of Sustainable Energy and Environmental Engineering, Graduate School of Engineering, Osaka University 2-1, Yamadaoka, Suita, Osaka 565-0871, Japan.
E-mail: fukuda.tomohiro.see.eng@osaka-u.ac.jp (T.F.), takuya.kikuchi@it.see.eng.osaka-u.ac.jp (T.K.), yabuki@see.eng.osaka-u.ac.jp (N.Y.)
*Corresponding author. Tel: +81-6-6879-7661; Fax: +81-6-6879-7661

Abstract
The objective of this research is to develop a method to detect and virtually remove representations of existing buildings from a video stream in real-time for the purpose of visualising a future scenario without these buildings. This is done by using semantic segmentation, which eliminates the need to create 3D models of the buildings and the surrounding scenery, and a generative adversarial network (GAN), a deep learning method for generating images. Real-time communication between devices enables users to utilize only portable devices equipped with a camera to visualise the future landscape onsite. As verification of the proposed method's usefulness, we evaluated the complementation accuracy of the GAN and real-time performance of the entire method. The results indicated that the process is completed accurately when the area to be complemented is less than 15% of the view and that the process runs at 5.71 fps. The proposed method enables users to understand intuitively the future landscape and contributes to reducing the time and cost for building consensus.
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Highlights

・Developed DR system using semantic segmentation, a GAN, and real-time communication.

・Automatically visualises post-demolition landscape without prior preparation.

・High-accuracy virtual removal when the object occupies less than 15% of the screen.

・The landscape after virtual demolition can be visualised at 5.71 fps on average.

1. Introduction

In many cities today, the number of old buildings—the building stock—is increasing. To make way for redevelopment projects in existing urban areas, existing structures (hereinafter referred to as “objects to be removed”) are demolished and new structures are built or the land is reused as public spaces, such as sidewalks and plazas. The number of redevelopment projects is expected to increase in the future as the number of old buildings grows. In the redevelopment process, it is necessary to discuss and build consensus on the redevelopment plan among the stakeholders. In addition to clients and designers with expertise, neighbours and citizens who do not have expertise will participate. Differences in the understanding of the plan among stakeholders are expected to occur. Thus, visualisation methods that help foster an intuitive understanding of the planned future landscape are needed in order to facilitate smooth consensus-building (Bishop & Lange, 2005; Sheppard, 1989). Therefore, in the planning stages of redevelopment projects, methods are needed to virtually visualise future landscapes before structures are demolished.

Visualisation methods of the future landscape include the photomontage method (Rød & van der Meer, 2009), in which the future landscape is synthesized into a photograph of the current landscape, and augmented reality (AR) (Caudell & Mizell, 1992), which superimposes a 3D model created in a 3D virtual space onto the real space (Kido et al., 2021). However, the photomontage and miniature modelling methods have two problems: they cannot be applied immediately to accommodate opinions during a discussion, and they lack a sense of reality because the participants cannot examine the plan from the perspective of the actual space. AR-based methods superimpose a virtual model on the real space, so fewer 3D models need to be created in advance compared with virtual reality (VR) (Zeltzer, 1992). However, AR cannot virtually remove objects that exist in reality, so it is not possible to represent the landscape after the removal of buildings.

To solve these problems, the diminished reality (DR) (Mann, 1994) method was proposed to represent the modified landscape. DR is a technology for making existing objects virtually invisible by superimposing a landscape in the background. In the DR-based landscape visualisation method, the future landscape is displayed
by virtual demolition of the target structures. Inoue et al. (2018) proposed a DR method using structure-from-motion (SfM) (Ullman, 1979) technology to represent the future landscape, and Kido et al. (2020) proposed a DR method using SfM technology and object detection. These methods enabled the virtual removal of objects slated for demolition and removal and the representation of future landscapes. However, these methods have the problem that 3D models of the object to be removed and the surrounding landscape need to be created in advance. In addition, Zhang et al. (2021) proposed a method combining semantic segmentation (Long et al., 2015) and a generative adversarial network (GAN) (Goodfellow et al., 2014) to represent the landscape after removing the object to be removed without any prior preparation. However, there are no reports of this method being applied to buildings, although it has been used for pedestrians, bicycles, and vegetation.

The objective of this research is to develop a method for detecting and virtually removing representations of existing buildings from a video stream in real-time in order to enable visualisation of a future scenario without these buildings. This is done by using semantic segmentation, which eliminates the need to create 3D models of the buildings and the surrounding scenery, and a GAN. Real-time communication between devices enables users to utilize only portable devices equipped with a camera to visualise the future landscape onsite. This method makes it possible to visualise the future landscape (after the demolition and removal of buildings) with only mobile devices taken to the viewpoint location, without requiring time for advance preparation. Therefore, compared with previous methods, it is easier to visualise the future landscape after the demolition and removal of structures. As a result, in redevelopment including the demolition of buildings, the proposed method is expected to contribute to reducing the cost of consensus-building by making it possible to share the future vision intuitively. In addition, the proposed method is expected to address previously unmet needs in the engineering field (Hartmann & Trappey, 2020).

The previous version of this report published in eCAADe2021 (Kikuchi et al., 2021) showed that it is possible to remove buildings by combining semantic segmentation and GAN. However, field verification at multiple locations and evaluation of completion accuracy according to human senses were left as future tasks. Therefore, in this paper, another verification target was added and the accuracy was verified again, and the completion accuracy was evaluated according to human senses. For the latter purpose, \( \Delta E^* \) (Backhaus et al., 1998), which evaluates colour differences in the CIELAB colour space (International Organization for Standardization, 2008) and is considered to approximate human vision, was used as an evaluation index. This makes it possible to clarify the conditions under which the proposed method can be applied and to evaluate the degree to which completion accuracy varies depending on the conditions, according to human senses.

This paper consists of six sections. Following this section presenting the background and objectives of the study, Section 2 summarizes previous studies related to this research and clarifies the contribution of this research. The proposed method is explained in Section 3, and verification methods and results are described in Section 4 to demonstrate the usefulness of the proposed method. The results are discussed in Section 5, and Section 6 provides conclusions.

2. Literature Review

In this section, we summarize the relevant previous research and conclude with the contribution of this research.
2.1. DR for landscape study

Many AR/VR studies have been conducted to enable various stakeholders to understand redevelopment plans. Lin et al. (2018) proposed a VR system to discuss designs with non-experts. This system is a semi-immersive VR system using building information modelling. Although a large screen is required to project the VR, it can be used to help hospital staff fully understand and examine both the external and internal design of new hospital buildings. Abualdenien and Borrmann (2020) proposed a method that used VR to represent the design, including ambiguous parts that have not yet been finalized. Using this method, they reduced the time needed to understand the design. Han et al. (2021) proposed an occlusion detection method to visualise hidden objects in VR. By comparing the point cloud obtained by virtual scanning of an object with the cloud obtained by transforming the object, the front-back relationship between parts can be determined semi-automatically, although the accuracy of the determination depends on the position of the virtual scan. Mutis and Ambekar (2020) also proposed a method to improve the immersion of walkthrough AR. Although the accuracy decreases as the distance from the point where the simulation is started increases, this method can be used to manage the progress of construction by comparing the current state with the superimposed completed state. In addition, Pejic et al. (2017) developed a mobile application that uses VR and AR to represent the future landscape of a residential area. This enables each user to view free from the position he or she wants to see, making it easier to understand the structure and other aspects. A project was also conducted to develop systems for human-computer interaction, visualisation and intelligent modelling related to the architectural field using a common VR platform (Schnabel et al., 2021).

As shown above, AR/VR is a useful technology for building consensus among stakeholders because it can represent the future and help them understand redevelopment plans. However, these AR methods cannot be applied to the visualisation of the future landscape after the removal of buildings, which is the target of our research, because AR cannot virtually remove objects in the real space. In addition, when applying the VR method, it is necessary to create the surrounding landscape, so it takes a lot of effort and money to visualise the future landscape after the buildings are demolished.

Therefore, DR, which is capable of removing objects that exist in real space, is considered a necessary research field in architectural planning and related fields (Davila Delgado et al., 2020). DR is capable of diminish, see-through, replace, and inpaint functions (Mori et al., 2017). Also, DR can be classified into inpainting-based diminished reality (IB-DR) and observation-based diminished reality (OB-DR), depending on the method used to obtain information about the background behind the removed object (Eskandari & Motamedi, 2021). DR has been used in a variety of fields, including the medical field and the industrial field (Navab et al., 1999; Zokai et al., 2003). DR has also been used to remove people from images provided by services such as Google Street View (GSV) (Google, n.d.) for privacy reasons (Flores & Belongie, 2010).

DR is being researched for application in the field of landscape studies as a method to represent future landscapes (Inoue et al., 2018; Kido et al., 2020; Zhang et al., 2021). Inoue et al. (2018) proposed a DR-based method for visualising future landscapes that virtually demolishes the target building by superimposing its background over it. The background was obtained from a 3D model that includes the target building and its surrounding landscape and is created using SfM technology from a large number of photographs in advance. Kido et al. (2020) also incorporated object detection using machine learning into the method of Inoue et al. (2018). In this method, moving objects were detected using machine learning and automatic virtual removal by
superimposing their background over the objects. As a result, it is possible to visualise the future landscape correctly after the removal of target structures, such as elevated roads and steel bridges, even when objects are moving over them.

These OB-DR methods were able to produce compelling results. However, a common issue with these methods is that they require creating 3D models of the object to be removed, such as a building and its background landscape, in advance. Creating 3D models using SfM technology requires considerable time to take pictures of the target objects and their surroundings and to generate the 3D models. Therefore, users must make time to do these tasks in advance. Also, 3D models using 3D modelling software can be created from, for example, drawings without using SfM, but this also takes time and requires 3D information (drawings) to create 3D models. Thus, when 3D models cannot be created, these methods cannot be applied.

Zhang et al. (2021) proposed an IB-DR method that combines semantic segmentation and a GAN. This method can automatically and virtually remove pedestrians, bicycles, plants and cars in front of a building’s facade from photos. This method made it possible to automatically detect and virtually remove objects without prior preparation. However, the method has not yet been applied to the representation of future landscapes that include the demolition of buildings.

2.2. Detecting objects
Kido et al. (2020) detected moving objects with MobileNetSSD, a network for object detection (Krizhevsky et al., 2012) based on the Single Shot MultiBox Detector (Liu et al., 2016). Object detection was performed by a model that detects an object in an image; encloses the detected object in a bounding box; and outputs the detected position, size, and category as the result. However, because the object detection used a bounding box to output the object to be detected, pixels other than the object to be detected were also included. In contrast, semantic segmentation (Long et al., 2015) is a deep learning model that can classify and label photos pixel by pixel and colourize each label with a pre-specified colour. Many algorithms have been proposed to speed up the process and improve detection accuracy (Zhao et al., 2018; Wang et al., 2019). This method has been applied to the analysis of medical images and automatic driving of cars (Müller & Kramer, 2021; Chen et al., 2019). In the field of urban landscape rendering, it has been used to detect buildings and greenery from photographs and calculate the greenness ratio (Li et al., 2020; Ki & Lee, 2021).

2.3. Image inpainting
Patch-based (Barnes et al., 2009) and diffusion-based (Li et al., 2017) methods are mainly used for image completion (Elharrouss et al., 2020). The patch-based method finds a small rectangular area in the image that matches the missing area in the image and uses it to fill in the missing area. It can provide high-quality completion for any image size and missing area. However, if no part of the image matches the missing area, it is impossible to complete the image accurately. The diffusion-based method completes the missing region by smoothly propagating the image from the region boundary to its interior. This method has the problem of not being able to represent fine textures. Also, a method has been proposed to remove clouds in photographs by creating a reference image using a data fusion model from multiple cloud-free photographs and statistically processing the image (Li et al., 2019). However, this method can be applied only if cloud-free images are available.
To solve these problems, convolutional neural network (CNN)-based and GAN-based methods using deep learning have been proposed. Pathak et al. (2016) proposed a GAN based on a CNN to fill in missing regions with complementary patterns. The GAN consisted of two networks, namely, a generator and a discriminator (Goodfellow et al., 2014), that are trained while competing with each other: the generator is trained to generate realistic images, while the discriminator is trained to distinguish between real and fake images. By learning in this way, it is possible to generate images that do not actually exist but are “plausible”.

However, the model proposed by Pathak et al. (2016) had a fixed image size (256 × 256 pixels), and also the size, position and shape of the region to be complemented were fixed. In addition, the continuity of the region to be completed with imagery from the surrounding area was not considered. Iizuka et al. (2017) proposed a completion method that considers the continuity between the surrounding areas and the areas to be completed. In this method, when the areas to be completed are small, it is possible to generate an image that considers the continuity with the surrounding areas. In addition, the size, position and shape of the areas to be completed are not fixed. Since then, various methods have been proposed to accurately complement the area to be filled in. Various studies have applied these methods (Wei et al., 2022; Hazra et al., 2022; Li et al., 2022), and they have also been applied to the design of floor plans of buildings (Huang & Zheng, 2018). However, no paper reports whether GANs can be used for DR of buildings.

2.4. Research combining GANs and semantic segmentation
Research combining semantic segmentation and GANs has been conducted in various fields. For example, studies have been done to detect and remove masks covering parts of a person’s face (Ud Din et al., 2021), to remove microphones in front of a face (Khan et al., 2019), and to remove shadows in an image (Javed et al., 2022). In the field of urban landscape, the research described in Section 2.1 was conducted to virtually remove people and other objects in front of buildings (Zhang et al., 2021). However, these studies did not combine real-time communication between devices, nor were they required to perform the processing in real-time.

2.5. Distributed processing with client-server model
The client-server model has been used in various research and application fields as a method to reduce the limitations of and load on devices operated by the user (client device) (Kämäräinen et al., 2018; Soyata et al., 2012; Okada et al., 1993). The client-server model is a processing framework that separates the client device and the device for centralized processing (server device), reducing the load on the client devices. Processing can be performed much faster by using the client-server model than by performing the computations on the mobile device itself.

2.6. Contributions of this research
The proposed method integrates semantic segmentation, a GAN, and real-time communication between devices and makes it possible to detect target objects automatically and demolish them virtually in real-time without preparing a 3D model in advance. By not requiring preparation such as the creation of a 3D model, it is possible to visualise the future landscape after the removal of a structure in real-time onsite, even when time or cost is limited, simply by preparing a personal computer (PC) in advance. Therefore, this research is expected to make the following two contributions: reducing the cost of consensus building for redevelopment planning by visualising
the post-removal landscape using GAN, and shortening the time required for consensus-building and the overall design process by reducing the preparation time. In addition, the ability to check the landscape after removal in real-time onsite during planning can be used as a reference to consider the exterior design of a building after reconstruction may benefit the design field as well. We also believe that it can contribute to the development of DR technology (Davila Delgado et al., 2020), which is needed in many fields, such as building planning.

Previous research on image completion using GANs has mainly focused on proposing GAN models, and there has been insufficient discussion of the quantitative evaluation of the generated results and evaluation of reproducibility. In the field of engineering, we are required to formulate the results and analyse how the results were achieved. In this research, we quantitatively evaluated and verified the feasibility of using GANs for DR. When evaluating the accuracy of the completion, we used an index that is close to human colour vision and a threshold value that is defined as a standard. This makes it easy to understand the meaning of the evaluation results in a quantitative evaluation.

3. Proposed Method
This section gives an overview of the proposed method, followed by details of each component of the DR system.

3.1. Overview
A limitation of previous research was that the 3D model required to virtually demolish existing structures had to be created in advance (Inoue et al., 2018; Kido et al., 2020). To meet this challenge, we propose a method to remove buildings in real-time by semantic segmentation and automatically filling the vacated areas with the output of a GAN without creating 3D models of both the buildings to be removed and their surrounding environment in advance. Furthermore, real-time communication between devices is used to connect a mobile device, such as a smartphone, tablet or notebook (hereinafter, the “client device”) and a PC equipped with a high-performance graphics processing unit (GPU) (hereinafter, the “server PC”) to perform these processes.
Figure 1 Workflow of the proposed method

High processing performance is required for automatic detection of objects and automatic completion of missing areas. However, high-performance PCs are generally not designed to be portable, so it is not possible to bring them to a site to perform image processing. Therefore, the client device and the server PC communicate via the internet. The client device requires two things: it must be equipped with a camera for acquiring the landscape, and it must be able to connect to the internet. This makes it possible to perform the study easily onsite.

The order of execution is shown below.

1. Establish a connection between the client device and the server PC.
2. Obtain the current view (hereinafter, referred to as the “input frame”) using a web camera in or connected to the client device.
3. Send the input frame from the client device to the server PC.
4. At the server PC, detect the object to be removed in the received input frame using semantic segmentation.
5. Perform mask processing based on the detection results and generate masks automatically.
6. Input the mask and input frame to the GAN, and complete (fill in) the missing area using the information from the image around it.

7. Send the completion result (hereinafter referred to as the “output frame”) from the server PC to the client device.

8. Display the received output frame on the screen of the client device.

   The output frame is the future landscape without the object to be removed (e.g., a building slated for demolition).

3.2. Detecting the target object

The detection of objects to be removed requires a drawing speed fast enough for real-time visualisation of the future landscape. In addition, high detection accuracy is required because the area to be replaced is based on the detection results. Furthermore, it is necessary to detect buildings and remove objects automatically without any prior preparation. Therefore, semantic segmentation (Long et al., 2015) is used to automatically detect the object to be removed without prior preparation. In addition, semantic segmentation can fill the area of the detected object with one specified colour. By setting different colours for the area of the object to be removed and the other areas to be filled in, it is possible to automatically generate the mask needed to remove the object with the GAN in subsequent processing.

3.3. Providing complementary fill for the area of the target object

A GAN (Goodfellow et al., 2014) is used to complete the area where the removed object existed (hereinafter referred to as the “completion target area”). The GAN makes it possible to automatically complete the target area according to the surrounding areas without prior preparation. In this process, the GAN recognises the completion target area based on the mask automatically generated by the semantic segmentation. The resulting mask is then superimposed on the input frame to create the future landscape after the object to be removed is eliminated.

3.4. Communication between devices over the internet

Real-time communication between the client device and the server PC via the internet is used to send and receive input and output frames between the client device and the server PC. The client device obtains the current scene of the real space using a camera connected to the client device and sends it to the server PC as an input frame. The server PC generates an output frame based on the received input frame and sends it to the client device. This makes it possible to visualise the future landscape in real-time at the redevelopment site by only taking a client device to the site, even for visualisation methods that require heavy processing loads.

4. Verification

In this section, we describe the verification method used in the experiments to demonstrate the usefulness of the proposed method and provide the results. The detail of the prototype system which is used in verifications is shown in Appendix A.
4.1. Making custom weights

We obtained images from GSV using the Google application programming interface. The details of the obtained images are shown in Table 1. The target area of these images was the entire Osaka prefecture in Japan, which includes the experimental area. While obtaining 5,500 images, we randomly generated values for the image acquisition point, camera heading and camera pitch. All obtained images were used to train the GAN and create the weights. Using weights learned from the ImageNet dataset (Russakovsky et al., 2015) and those learned from the GSV dataset created in this study, we evaluated whether the completion accuracy varied with the GAN training dataset, as described in Section 4.2.

Table 1 Image information

| Area       | Image size 512 × 512 pixels |
|------------|-----------------------------|
| Number of images | 5,500                      |
| Longitude  | E 135°6′0″ – E 135°42′0″    |
| Latitude   | N 34°13′48″ – N 35°2′0″     |
| Camera heading | Random (0°–360°)          |
| Camera pitch | Random (0°–60°)            |
| Camera field of view | 90° (default)        |

4.2. Verification of GAN completion accuracy

We verified the completion accuracy of the GAN depending on the ratio of the masked area to the whole image (called the “mask ratio”) and the elements to be completed. We also verified how the completion accuracy changes depending on the dataset used for training the GAN. In this way, we found the conditions under which good completion results can be obtained and verified how much the completion accuracy can be improved by using the landscape-specific dataset (GSV) created in Section 4.1.

4.2.1. Verification methodology of GAN completion accuracy

It is difficult to prepare many landscape images of existing buildings in the real world both before and after actual removal while changing the size of the object to be removed and the parameters of the surrounding landscape. Therefore, for verification, we created masks manually by imitating the masks generated by semantic segmentation, completed them with the GAN, and compared the output images with the captured photos (correct images). We used GIMP (The GIMP team, n.d.), an image editing software, to manually create the mask area. This method makes it possible to verify the results under a variety of condition combinations. In this verification, five photos were prepared, and five mask images with different mask percentages (up to 20%) were prepared for each photo.

The verification process is as follows:

1. Take a picture of the landscape.
2. Create masks manually.
3. Input the photo and the created mask image into the GAN.
4. Compare the output image with the correct image and evaluate the completion accuracy.
To compare and evaluate the output image and the correct image, the filled-in area was used as the evaluation target area, and only that area was compared, not the entire image. $\Delta E^*$ (Backhaus et al., 1998), which is used as a standard for colour reproduction on PCs and monitors (International Organization for Standardization, 2015), was used as an index to evaluate the completion accuracy. The closer this value is to zero, the more the two colours are similar. In the evaluation, the threshold values of $\Delta E_{00}^*$ were set to 6.5 and 13.0. When $\Delta E_{00}^*$ is higher than 13.0, the two colours being compared give the impression of being distinctly different. In other words, when $\Delta E_{00}^*$ is less than 13.0, we get the impression that the two colours are similar. When $\Delta E_{00}^*$ is less than 6.5, we get the impression that the two colours are the same. In this verification, $\Delta E_{00}^*$ was calculated for each pixel, and the percentage of pixels with $\Delta E_{00}^*$ of 6.5 or less and the percentage of pixels with $\Delta E_{00}^*$ of 13.0 or less in the area to be evaluated were calculated to evaluate the completion accuracy. The detail of $\Delta E^*$ and determine process of threshold values are described in Appendix. B.

4.2.2. Results of GAN completion accuracy

The results of the completion of the mask area using the GAN and the evaluation of the completion accuracy are shown below.

Figure 2 shows the results of the completion using GSV, and Figure 3 shows the results of the completion using ImageNet. Some of the results obtained by the validation are shown in Figure 4.
Figure 3 shows that the ratios of $\Delta E_{00}$ both less than 13.0 and less than 6.5 tend to decrease as the mask ratio increases. The same trend is observed in Figure 2, except for the case where the background elements are trees and buildings. In Figure 2 tree and Figure 3 sky-object, when the mask percentage is over 15%, the ratio of pixels with $\Delta E_{00}$ less than 13.0 is less than 50%, indicating that more than half of the pixels are images of a different colour. These results show that as the mask ratio increases, the percentage of pixels that people can
recognise as different colours increases. This is due to the failure to correctly estimate the landscape in the completion area from the surrounding area as the mask ratio increases (Figure 4c).

Focusing on the relationship between the elements around the fill-in area and the completion accuracy shows no clear difference. However, focusing on the appearance shows that if a regular pattern, such as a grid, is not continuous in and around the fill-in area, the result is unrealistic (Figure 5b).

Figure 5 Results that do not match the surrounding pattern (background: sky-object; mask ratio: 4.3%)

The completion accuracy differs depending on the dataset used for training, as shown in Figures 2 and 3. In particular, when the completion area is the sky, the weights learned using GSV are better than those learned using ImageNet. In contrast, when the complementary area is a tree, the results are worse, as shown by the comparison between Figure 4d and the tree results in Figures 2 and 3.

4.3. Field verification

In this section, we describe a field verification using the developed prototype system. In this verification, we confirmed the accuracy of removing the target object and measured the execution speed and latency. To demonstrate the usefulness of the proposed method, we verified the detection accuracy of the object to be removed by semantic segmentation and the completion accuracy of the removal area by the GAN. For the execution speed, we measured the time spent processing one frame and calculated the rate in frames per second.

The method and results of the verification are described below.

4.3.1. Methodology of field verification

First, we describe the method for verifying the accuracy of removing the target object. In this verification, the client device sends an input frame to the server PC every 2 sec, and the server PC saves the received input frame, the generated output frame and the mask image generated from the input frame using semantic segmentation. The interval between transmissions is set to 2 sec because if the interval between transmissions from the client device is shorter than the time required to process one frame, the communication between devices becomes unstable and loses accuracy. The time required to process one frame by the semantic segmentation and GAN used in this verification was considered. For the verification of the detection accuracy of the object to be removed, (1) the correct mask image was created manually based on the saved input frame and (2) the intersection over union (IoU) was calculated by comparing the correct mask image with the saved one. The formula for calculating the IoU is shown in Appendix. C. In the verification of the accuracy of the completion of the removal area, we (1) manually created a correct image after eliminating the object to be removed from the saved input frame, (2) compared the output frame with the created correct image, and (3) calculated $\Delta E_{\text{IoU}}$. In this verification, the image
quality was not degraded due to communication between the client device and the server PC because the images were sent and received in binary format and the image size was not changed.

Next, we describe the verification method for execution speed and latency. From the start of verification to the end of verification on the server PC, we (1) recorded the time when the input image was received ($t_o$), (2) recorded the time when the output image was sent ($t_e$), and (3) obtained the time required for processing (processing time $T$) by subtracting $t_o$ from $t_e$. In the verification of latency, on the client device side, we (1) took a picture of a stopwatch with a millisecond display, (2) measured the lag by comparing the time of the stopwatch on the screen sent from the server PC with the time of the stopwatch on the screen sent to the server PC, and (3) calculated the average value of the lag measured after the end of the process. The formulas for these calculations are shown in Appendix D. Figure 6 shows how the latency was measured.

![Figure 6 (a) Verification scene, (b) verification display](https://example.com/figure6.png)

**Figure 6 (a) Verification scene, (b) verification display**

### 4.3.2. Results of field verification

The conditions of the verification are shown in Table 2 and Figure 7 for Target Object 1, and in Table 2 and Figure 8 for Target Object 2.

| Table 2 Conditions of verification |
|-------------------------------------|
| Date and time | Target Object 1 | Target Object 2 |
| Date and time | 15 Sep. 2021, 14:00~ | 15 Sep. 2021, 15:00~ |
| Weather | Sunny | Sunny |
| Distance from viewpoint to target object (m) | 52 | 172 |
| Internet speed (Mbps) | Server PC | Mobile device |
| Server PC | 530 | 18.8 |
| Mobile device | 530 | 15.1 |
First, for the verification of detection accuracy, the calculated IoU change is shown in Figure 9. In the verification for Target Object 1, the mean IoU was 0.914 and its standard deviation was 0.032. In the verification of Target Object 2, the mean IoU was 0.826 with a standard deviation of 0.088. One of the reasons for the difference in detection accuracy between Target Object 1 and Target Object 2 is the influence of the size of the target object on the screen. When the object to be detected was small, the detection accuracy decreased, and the detection accuracy of Target Object 2 by semantic segmentation, which occupied a small percentage of the screen, was not stable.
Figure 9 IoU results: (a) Target Object 1, (b) Target Object 2

Figure 10 shows the percentage of pixels with $\Delta E_{\text{00}}^*$ less than the threshold value in the entire completion target area. Both 6.5 and 13.0 were used as the threshold values for $\Delta E_{\text{00}}^*$, as described in Section 4.2.1. In the verification for Target Object 1, the average percentage of pixels with $\Delta E_{\text{00}}^*$ less than 6.5 was 3.9%, and the average percentage of pixels with $\Delta E_{\text{00}}^*$ less than 13.0 was 15.3%. In the verification of Target Object 2, the average percentage of pixels with $\Delta E_{\text{00}}^*$ less than 6.5 was 37.3%, and the average percentage of pixels with $\Delta E_{\text{00}}^*$ less than 13.0 was 52.2%. One of the reasons for the large variation in the completion accuracy of Target Object 2 is the variation in the detection accuracy of the object to be removed (Figure 11). The GAN fills in the completion target area based on a mask automatically generated using semantic segmentation. Therefore, areas that are not identified as objects to be removed are not removed by the GAN.

Figure 10 (a) Results for Target Object 1, (b) results for Target Object 2
Some results for the correct images and the input frames are shown in Figure 12. Correct images were created manually based on the frames saved during the verification using GIMP (The GIMP Team, n.d.). Target Object 1 covers 13.0% of the screen in Figure 12a, indicating that the completion target area is large. As described in Section 4.2.2, the completion accuracy decreases as the target area becomes larger. Therefore, the cause of the poor completion accuracy shown in Figure 10a is the size of the completion target area. The results shown in Figure 12b also indicate the cause of the difference in completion accuracy, even with the same level of IoU in the graph shown in Figure 11. In Figure 12b, the IoU of the 10th and 16th frames is about 0.9, but the percentage of pixels with $\Delta E_{oo}^*$ less than 6.5 in the entire completion target area is about 70% in the 10th frame, while it is about 60% in the 16th frame. This is because areas that were not detected correctly as areas to be removed affected the completion process. The GAN decides how to complete the target area based on the area surrounding it. Therefore, if all the areas containing the object to be removed are not the completion target area, the object will not be eliminated, as shown in the output frame of Figure 12b.
Next, Figure 13 shows the change in processing time measured on the server PC during execution. The average processing time measured for each frame was 0.23 sec for Target Object 1 and 0.16 sec for Target Object 2. However, because the processing time was unstable immediately after the system was started and varied widely, it is not included in the average processing time. In this verification, when the difference between the processing time before and after system startup was less than 0.1 sec, it was judged that the processing time had stabilized. Considering this, in the case of Target Object 1, the process was judged to be stable after the 12th frame, and the average processing time was 0.21 sec. In the same way, for Target Object 2, it was judged to be stable after the 12th frame, and the average processing time was 0.14 sec. The average drawing time is the reciprocal of the average processing time, so the average drawing time for Target Object 1 was 4.76 fps and for Target Object 2 was 7.14 fps.

Next, the latency measured on the client device is shown in Figure 14. The results of the latency measurement showed that it took a maximum of 0.93 sec, a minimum of 0.63 sec, and an average of 0.77 sec to
transmit an image from the client device, process the image, return the modified image to the client, and display the results. Subtracting the average processing time calculated from the processing speed measured for each frame (the average of the average processing times measured for Target Object 1 and Target Object 2) from this average latency showed that the latency due to communication was approximately 0.60 sec, as determined from the average measured latency.

![Figure 14 Latency between input frame and output frame](image)

5. Discussion

The proposed method can automatically visualise the future landscape after the demolition and removal of existing buildings without any prior preparation. However, some problems were identified. In this section, we describe the benefits and limitations of the proposed method based on the results obtained in the verification experiments.

5.1. GAN completion accuracy

The completion accuracy of the GAN was evaluated by $\Delta E_{00}$ (Backhaus et al., 1998). The evaluation results (Figure 4 and Figure 10) and output images (Figure 4 and Figure 12) indicate that $\Delta E_{00}$-based evaluation correlates with human visual perception. $\Delta E_{00}$ can be used as an evaluation index because it provides absolute evaluation criteria useful as a standard for evaluating the difference between two colours.

The results of the evaluation by $\Delta E_{00}$ indicate that the accuracy of the completion of the target area by the GAN depends on the mask ratio (Figures 2 and 3). In addition, the appearance of the hazy area increases as the mask ratio increases (Figure 4c). This means that when the completion target area is large, the completion accuracy deteriorates and the appearance becomes uncomfortable. Also, if a regular pattern, such as a lattice, in both the completion area and its surrounding area do not match, the result is uncomfortable (Figure 5). However, these challenges are expected to be solved by the proportion of landscape types included in the photos of the dataset used for training the GAN. By adding photos of various building facades to the various landscape elements, it will be possible to create weights that can also correctly complement the patterns on building surfaces.

Next, we discuss the effect of the GAN dataset on the completion accuracy and compare the completion results of the GSV dataset with those of the ImageNet dataset. When the completion area is the sky, the GSV results are better than those of the ImageNet dataset, but when buildings are included, the results are worse.
(Figures 2 and 3). When we inspected the photos in the prepared GSV dataset, we found that 5,198 out of 5,500 photos included the sky. From this, it was inferred that the weights were specialized for sky completion. Therefore, the differences that occurred for each element around the completion area in this verification are inferred to be due to the difference in the percentage of landscape elements in the photos included in the dataset used for training.

When the object to be removed occupied more than 15% of the entire screen, the percentage of pixels with $\Delta E_{00}$ less than 13.0 in the completion area was less than 50%, depending on the background elements (Figure 2 tree and Figure 3 sky-object). Therefore, when the object to be removed occupies a high percentage of the screen, virtual removal by the proposed method is difficult. To reduce the limitation due to the percentage of the screen occupied by the object to be removed, a method is required to allow the GAN to focus on the target area during completion or to reduce the percentage of the overall completion target area.

5.2. Field verification

It is possible to detect an object to be removed by semantic segmentation and complete the target area using a GAN. This means that the proposed method can virtually remove an object without any prior preparation. However, if the object to be removed could not be detected accurately, the completion accuracy and appearance of the removal result were poor (Figures 11 and 12b). This indicates that it is necessary for the object to be large enough (percentage of the screen) to be detected by semantic segmentation. If a part of the object to be removed cannot be detected from the output frame, as shown in Figure 15, it cannot be removed by the semantic segmentation and GAN. The solution to this challenge is to define an area slightly larger than the area where the object to be removed is detected using semantic segmentation as the completion target area.

The advantages of the proposed method are next described in comparison with previous methods (Inoue et al., 2018; Kido et al., 2020). Previous methods have slow processing speeds because the amount of data in the model increases as the area under study grows larger. In contrast, the proposed method does not use a 3D model, so the amount of data does not change and the processing speed can be kept constant. In addition, previous methods require prior preparation of a 3D city model created using SfM or provided to the public and alignment of the real and virtual worlds before execution. However, the proposed method does not require these tasks, so it reduces the time needed for pre-processing.

The accuracy of the landscape after virtual removal is a challenge for the proposed method because it visualises the future landscape using GAN-generated plausible backgrounds after virtual removal rather than 3D models. Also, as mentioned in Section 5.1, the completion accuracy for the completion target area is influenced by the size of the object to be removed. As Figure 9a, Figure 10a and Figure 12a indicate, if the object to be removed occupies a large percentage of the screen, then the completion accuracy becomes poor.
The latency of input and output frames displayed on client devices can be improved by increasing the communication speed between devices. As described in Section 4.3.2, the communication time accounts for most of the identified latency (Figures 13 and 14). To increase the speed of communication, the next-generation communication standards, such as 5G and Wi-Fi 6, can be used for the client device communication, and fast Ethernet with communication speeds exceeding 1 Gbps can be used for the server communication. For example, if the client device used in the verification communicating at Wi-Fi 4 (maximum speed of 600 Mbps) (IEEE, 2021) is replaced with a device that communicates at Wi-Fi 6 (maximum speed of 9,600 Mbps) (IEEE, 2021), it will be able to communicate 16 times faster.

One limitation of the proposed DR method is that it cannot be applied to structures surrounded by buildings. The semantic segmentation used to detect objects in the proposed method fills different objects with the same colour if they are in the same category. Therefore, if both removable and non-removable objects are in the same category, all are identified as removable objects (Figure 16b). This problem can be solved by using instance segmentation (He et al., 2017) instead of semantic segmentation. Semantic segmentation performs labelling for each type of object, while instance segmentation performs labelling for each object. Therefore, even when objects of the same type overlap, they can be labelled as separate objects. However, no dataset exists for instance segmentation. Therefore, to detect buildings using instance segmentation, it is necessary to annotate a large number of images that contain buildings.

![Figure 16 Example of removing an object that is not the target of removal](image)

**Figure 16 Example of removing an object that is not the target of removal**

**6. Conclusion**

The objective of this research is to develop a method for detecting and virtually removing representations of existing buildings from a video stream in real-time to be able to visualise a future scenario without these buildings. This is done by semantic segmentation, which eliminates the need to create 3D models of the buildings and the surrounding scenery, and a GAN. This method solves the challenge of preparing 3D models of the buildings to be removed and their surrounding landscape in advance, which is a limitation in previous research (Inoue et al., 2018; Kido et al., 2020). In addition, by integrating the real-time communication between devices, the future landscape after the demolition and removal of buildings can be visualised in real-time by simply bringing a portable device to the location. Evaluation of the accuracy of the GAN using \( \Delta E^* \) found that this proposed method can be used to generate future landscapes that are visually pleasing. In redevelopment projects in existing urban areas, the proposed method enables stakeholders to intuitively understand the future vision and reduces the time required to reach consensus. Also, by reducing the time required for consensus building, the overall design work time can be reduced. The proposed method will also contribute to the development of DR technology.
(Davila Delgado et al., 2020), which is needed in many fields, such as architectural planning. Future research is expected to include the development of an advanced landscape simulation system with the proposed method combined with AR to visualise the future landscape after reconstruction.

The conclusions of this study are as follows:

- By combining semantic segmentation and a GAN, automatic visualisation of the future landscape can be achieved without any prior preparation, such as creating 3D models.
- By employing real-time communication between the server PC and client device, virtual demolition of objects to be removed is possible by only bringing a mobile device to the redevelopment site.
- If the object to be removed occupies less than 15% of the screen, the percentage of the target completion area with $\Delta E_{0*} > 13.0$ is more than 50%, making the completion result less visually satisfying.
- The proposed method visualises the future landscape with an average rendering speed of 5.71 fps.

Future work is replacing semantic segmentation with instance segmentation. With instance segmentation, the proposed method can be used even when the same type of objects to be removed and objects to remain exist in the study area.
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Appendix

A. The detail of prototype system

A prototype system was developed; we used HarDNet (Chao et al., 2019) for semantic segmentation and generative image inpainting with contextual attention (Yu et al., 2018) for the GAN. The reason for using HarDNet is that the mean IoU, which evaluates the detection accuracy, is as high as 75.9% and the rendering speed is as fast as 53 fps, which is suitable for a method that requires both detection accuracy and fast rendering. In addition, HarDNet is prepared with weights trained on the Cityscapes dataset (Cordts et al., 2016), so it is suitable for the proposed method, which needs to detect buildings and remove objects without any prior preparation. The reason for using generative image inpainting with contextual attention is that it takes only 0.2 sec to execute the entire program for a single image (when applied to an area 512 pixels square), and it is designed to reduce the consumption of video random access memory. The low memory usage allows users to use a lower-performance GPU to run the proposed method. Web real-time communication (WebRTC, n.d.) was used for real-time communication between devices. By using WebRTC, real-time communication between devices can be realised with an internet browser, and other applications do not need to be pre-installed. Moreover, any type of client device can be used if the device can use an internet browser. The environment used in this verification is shown in Table A1. The horizontal angle of view of the client device was not disclosed in its specifications. Therefore, we measured the distance between the object and the camera necessary to capture a constant range, and obtained an angle of 71°.

| Table A1 Development environment |
|----------------------------------|
| **Server PC,** lab-made          |
| CPU                              |
| Intel Core i9-9900KF              |
| GPU                              |
| NVIDIA GeForce GTX 1080 Ti (11 GB)|
| RAM                              |
| DDR4-3200 16 GB × 2               |
| OS                               |
| Ubuntu 18.04.5 LTS               |
| **Client device,** Apple iPad Pro 11-inch, 1st generation |
| System on a chip                |
| Apple A12X Bionic                |
| Camera                           |
| 12MP width, f/1.8 aperture       |
| OS                               |
| iPad OS 14.7.1                   |
| Horizontal field of view         |
| 71° (measured value)             |

B. The detail of \( \Delta E \) and the determine process of threshold values

\( \Delta E^* \) is an index for evaluating the difference of two colours. There are three methods to calculate \( \Delta E^* \) for the CIELAB colour space, of which CIEDE2000 (\( \Delta E_{2000}^* \)) (Sharma et al., 2005) is defined as a standard in ISO/CIE 11664-6 (International Commission on Illumination, 2014).

Threshold values were determined based on the allowable errors specified in Japan Industrial Standard (JIS) S6006 (Japan Industrial Standard Committee, 2020) and JIS S6028 (Japan Industrial Standard Committee, 2007). JIS S6006 is specified to correspond to ISO 9180 (International Organization for Standardization, 1988), but ISO 9180 does not have an entry for colour errors, so JIS S6006 and JIS S6028 were used. JIS S6006 and JIS S6028 are standards for coloured pencils and watercolours. Although the colours within the image were originally
acquired in the RGB colour space, after we confirmed that they were in the range of colours that can be expressed in the CMYK colour space, we decided to apply the allowable errors specified in JIS S6006 and JIS S6028.

C. How to calculate IoU
The formula for calculating the IoU is shown in Equation (C.1).

$$IoU = \frac{TP}{TP + FP + FN}$$ (C.1)

Here, $TP$ (true positive) indicates the number of pixels that could be detected correctly, $FP$ (false positive) indicates the number of pixels that were detected incorrectly, and $FN$ (false negative) indicates the number of pixels that could not be detected.

D. How to calculate the execution speed
The formula for calculating the processing time is shown in Equation (D.1), and the formula for calculating the average processing time is shown in Equation (D.2). In the formula, $t_{ef}$, $t_{sf}$ and $T_f$ indicate the time when the frame is $f$ and $F$ indicates the total number of frames.

$$T_f = t_{ef} - t_{sf}$$ (D.1)

$$T_{ave} = \frac{1}{F} \sum_{f=1}^{F} T_f = \frac{1}{F} \sum_{f=1}^{F} (t_{ef} - t_{sf})$$ (D.2)