Extension of the Lanczos-Phillips algorithm with Laurent biorthogonal polynomials and its application to the Thron continued fractions
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Abstract

The new Lanczos-Phillips type algorithm for computing the LDU decompositions of non-Hermitian Toeplitz matrices is presented by using Laurent biorthogonal polynomials. It can be applied to computation of the Thron continued fractions which are related to two point Padé approximations. We see that the new algorithm can compute the Thron continued fractions faster and more stably than the FG algorithm does.
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1. Introduction

Discrete integrable systems have a deep relationship with numerical algorithms, and many researchers have studied to reveal the relationship between the two. For example, it is known that the quotient difference (qd) algorithm [1] is equivalent to the discrete Toda equation [2]. Some of recent studies aim to formulate new numerical algorithms from discrete integrable systems. The integrable singular value decomposition (I-SVD) algorithm [3,4] is formulated from the discrete Lotka-Volterra system. Many algorithms based on discrete integrable systems have highly relative accuracy and reliability due to a positivity of solutions. Moreover, some of discrete integrable systems underlying these algorithms have Hankel determinant solutions related to orthogonal polynomials on the real line.

The Lanczos-Phillips algorithm [5] is designed by Phillips to compute the Chebyshev decomposition of Hankel matrices. Generally, computing the Chebyshev decomposition of a matrix needs $O(n^3)$ operations. This algorithm, however, can compute the Chebyshev decomposition of a Hankel matrix within $O(n^2)$ operations. Although he derived the algorithm by using the Lanczos procedure [6], we derived, in the previous letter [7], the algorithm from a recurrence relation of orthogonal polynomials on the real line. Let $p_i(x)$ ($i = 0, 1, \ldots$) be monic orthogonal polynomials on the real line of degree $i$. Then $p_i(x)$ ($i = 0, 1, \ldots$) satisfy a orthogonality relation with a linear functional $\mathcal{L}[:]: \mathcal{L}[p_k(x)p_i(x)] = \nu_1 \delta_{k,l} (\nu_i \neq 0)$, and satisfy a three-term recurrence relation [8]

\[ p_0(x) = 1, \quad p_1(x) = x - a_0, \]
\[ p_{i+1}(x) = (x - a_i)p_i(x) - b_ip_{i-1}(x) \quad (i = 1, 2, \ldots), \]

where $a_i$ and $b_i$ are real numbers. Multiplying both sides of the recurrence relation (1) by $x^j$ gives

\[ x^j p_{i+1}(x) = x^{j+1} p_i(x) - a_i x^j p_i(x) - b_i x^j p_{i-1}(x). \]

Setting $r_{i,j} := \mathcal{L}[x^j p_i(x)]$, we obtain a main recurrence relation of the Lanczos-Phillips algorithm:

\[ r_{i+1,j} = r_{i,j+1} - a_ir_{i,j} - b_ir_{i-1,j}. \]

Thus, the Cholesky decomposition algorithm for Hankel matrices can be regarded as being formulated from the recurrence relation of orthogonal polynomials on the real line. Other orthogonal polynomials are also expected to play key roles in designing new matrix decomposition algorithms. Based on this idea, we formulated in [7] a new Lanczos-Phillips type algorithm for computing the Chebyshev decomposition of Hermitian Toeplitz matrices from a recurrence relation of orthogonal polynomials on the unit circle. Moreover, we can obtain a determinant expression of general terms of the Lanczos-Phillips algorithm easily because the orthogonal polynomials $p_i(x)$ ($i = 0, 1, \ldots$) have a determinant expression. Therefore the recurrence relation of the Lanczos-Phillips algorithm is one of the discrete integrable systems in the sense of that its general terms have a Hankel determinant expression [7].

This letter is organized as follows. In Section 2, we present a new algorithm based on Laurent biorthogonal polynomials (LBPs). The algorithm can compute the LDU decompositions of non-Hermitian Toeplitz matrices. In Section 3, we show that the new Lanczos-Phillips type algorithm based on LBPs has an application to computing continued fractions. It is shown in [7] that computation of the Chebyshev continued fractions by the Lanczos-Phillips algorithm is faster and involves fewer divisions by zero than the qd algorithm.
The new algorithm based on LBP's can also compute coefficients of the Thron continued fractions (T-fractions). T-fractions are used for two point Padé approximations. We compare the new algorithm with the FG algorithm [9] in terms of computational time and the number of divisions by zero. The result indicates that our algorithm is faster and divided by zero more rarely than the FG algorithm. In Section 4, we give conclusions of this letter and discuss the future work.

2. Algorithm based on Laurent biorthogonal polynomials

Let $T$ be a Toeplitz matrix of order $n$,

$$T = |t_{j-i}|_{1 \leq i,j \leq n}. \quad \text{(2)}$$

Assume that all the leading principal minors of $T$ are nonzero, then $T$ is uniquely decomposed into $LDU$, where $L$ is unit lower triangular, $D$ is diagonal and $U$ is unit upper triangular. The decomposition is called LDL decomposition. As is mentioned in the previous section, the original Lanczos-Phillips algorithm is derived from a three-term recurrence relation of orthogonal polynomials on the real line. In this section, we formulate an LDL decomposition algorithm for non-Hermitian Toeplitz matrices by using LBP's. This is main topic in this letter.

Let $\mathbb{C}[z, z^{-1}]$ be the set of all Laurent polynomials in $z$, and let $\Phi_i(z)$ and $\Psi_i(z)$ ($i = 0, 1, \ldots$) be monic polynomials of degree $i$. When $\Phi_i(z)$ and $\Psi_i(z)$ satisfy a biorthogonality relation $\mathcal{L}[\Phi_i(z)\Psi_i(z^{-1})] = \omega_i \delta_{l,k}$ ($\omega_i \neq 0$) with a linear functional $\mathcal{L} : \mathbb{C}[z, z^{-1}] \rightarrow \mathbb{C}$, then $\Phi_i(z)$ and $\Psi_i(z)$ ($i = 0, 1, \ldots$) are Laurent biorthogonal polynomials [9]. Moreover, $t_k, k \in \mathbb{Z}$ are defined by $t_k := \mathcal{L}[z^k]$, then $\Phi_i(z)$ and $\Psi_i(z)$ are expressed as

$$\Phi_i(z) = \frac{1}{T_i} \begin{bmatrix} t_0 & t_1 & \ldots & t_i \\ t_{i-1} & \ldots & \ldots & \ldots \\ \vdots & \vdots & \ddots & \vdots \\ t_{i-i} & \ldots & \ldots & t_{i-1} \\ 1 & z & \ldots & z^i \end{bmatrix},$$

$$\Psi_i(z) = \frac{1}{T_i} \begin{bmatrix} t_0 & t_1 & \ldots & t_i \\ t_{i-1} & \ldots & \ldots & \ldots \\ \vdots & \vdots & \ddots & \vdots \\ t_{1-i} & \ldots & \ldots & t_{i-1} \\ 1 & z & \ldots & z^i \end{bmatrix},$$

where

$$T_0 = 1, \quad T_j = |t_{j-k}|_{1 \leq k,l \leq j}. \quad \text{(3)}$$

When $t_k = t_{k-c}: \Phi_i(z) = \Psi_i(z)$, the LBP's are called "orthogonal polynomials on the unit circle" [10]. The set of orthogonal polynomials on the unit circle is a reduction of that of LBP's, and we derive in [7] the Cholesky decomposition algorithm for Hermitian Toeplitz matrices by orthogonal polynomials on the unit circle.

As with orthogonal polynomials on the real line, LBP's satisfy the following three-term recurrence relations

$$\Phi_{i+1}(z) = (z + c_i)\Phi_i(z) - d_i z \Phi_{i-1}(z), \quad \text{(4)}$$

$$\Psi_{i+1}(z^{-1}) = (z^{-1} + c_i)\Psi_i(z^{-1}) - d_i z^{-1} \Psi_{i-1}(z^{-1}), \quad \text{(5)}$$

Multiplying both sides of the recurrence relation (4) by $z^{-j}$ and (5) by $z^j$ gives

$$z^{-j} \Phi_{i+1}(z) = (z + c_i)z^{-j} \Phi_i(z) - d_i z^{-j+1} \Phi_{i-1}(z),$$

$$z^j \Psi_{i+1}(z^{-1}) = (z^{-1} + c_i)z^j \Psi_i(z^{-1}) - d_i z^{-j-1} \Psi_{i-1}(z^{-1}).$$

Setting $l_{i,j} := \mathcal{L}[z^{-j} \Phi_i(z)]$ and $u_{i,j} := \mathcal{L}[z^j \Psi_i(z^{-1})]$, we obtain recurrence relations

$$l_{i+1,j} = l_{i,j-1} + c_i l_{i,j} - d_i l_{i-1,j-1},$$

$$u_{i+1,j} = u_{i,j-1} + c_i u_{i,j} - d_i u_{i-1,j-1}. \quad \text{(8)}$$

We can obtain the general term of recurrence relations (8) by the determinant expression of LBP's (3):

$$l_{i,j} = \frac{T_{i-j}}{T_{i-j-1}}, \quad u_{i,j} = \frac{T_{i-j}}{T_{i-j-1}}. \quad \text{(9)}$$

where $T_{n-1,1} = 1$, $T_{0,j} := t_{-j}$, $\tilde{T}_{i,j} := t_{i-j}$,

$$T_{i,j} := \begin{bmatrix} t_0 & t_1 & \ldots & t_i \\ t_{i-1} & \ldots & \ldots & \ldots \\ \vdots & \vdots & \ddots & \vdots \\ t_{1-i} & \ldots & \ldots & t_{i-1} \\ 1 & t_{-1} & \ldots & t_{-i-1} \end{bmatrix},$$

$$\tilde{T}_{i,j} := \begin{bmatrix} t_0 & t_1 & \ldots & t_i \\ t_{i-1} & \ldots & \ldots & \ldots \\ \vdots & \vdots & \ddots & \vdots \\ t_{1-i} & \ldots & \ldots & t_{i-1} \\ 1 & t_{-1} & \ldots & t_{-i-1} \end{bmatrix}.$$
Using the determinant expression (9) and the determinant expression of general LDU decompositions (10), if the Toeplitz matrix (2) can be decomposed as \( T = LDU \), the following equality holds

\[
(L)_{i,j} = \frac{l_{i-1,i-1}}{l_{i-1,i-1}} \quad (D)_{i,j} = l_{i-1,i-1}, \quad (U)_{i,j} = \frac{u_{i-1,i-1}}{u_{i-1,i-1}}.
\]

Therefore we can compute LDU decompositions of Toeplitz matrices using the recurrence relations (8). Using determinant expressions (6) and (7), auxiliary variables \( c_i, d_i, e_i, f_i \) are represented by \( l_i \) and \( u_i \), namely,

\[
c_i = \frac{l_{i-1,i-1}}{l_{i-1,i-1}}, \quad d_i = \frac{l_{i-1}}{l_{i-1,i-1}}, \quad e_i = \frac{u_{i-1,i-1}}{u_{i-1,i-1}}, \quad f_i = \frac{u_{i-1,i-1}}{u_{i-1,i-1}},
\]

because \( \tilde{T}_1 = (-1)^{i-1}T_{i-1},i-1 \) and \( \tilde{T}_1 = (-1)^{i-1}T_{i-1},-1 \). Furthermore, initial values of the recurrence relations (8) are determined as follows

\[
l_{0,j} = t_{-j}, \quad c_0 = \frac{l_{0,-1}}{l_{0,0}}, \quad d_0 = 0, \quad e_0 = \frac{u_{0,-1}}{u_{0,0}}, \quad f_0 = 0.
\]

In summary, we obtain the following algorithm.

**Algorithm 1 (LDU decomposition algorithm based on LBPs)**

1. For the Toeplitz matrix (2), set
   \[
   l_{0,j} = t_{-j}, \quad u_{0,j} = t_j \quad (j = -n + 1, \ldots, n - 1), \quad c_0 = \frac{l_{0,-1}}{l_{0,0}}, \quad d_0 = 0, \quad e_0 = \frac{u_{0,-1}}{u_{0,0}}, \quad f_0 = 0.
   \]

2. Compute repeatedly from \( i = 1 \) to \( n - 1 \)
   \[
l_{i,j} = u_{i,i} = l_{i-1,i-1} + c_{i-1}l_{i-1,i-1} - d_{i-1}l_{i-2,j-2}, \quad l_{i,j} = l_{i-1,j-1} + c_{i-1}l_{i-1,j-1} - d_{i-1}l_{i-2,j-2},
   \]
   \[
   u_{i,j} = u_{i-1,j-1} + c_{i-1}u_{i-1,j-1} - f_{i-1}u_{i-2,j-2}, \quad (j = -n + 1, \ldots, -1, i + 1, \ldots, n - 1),
   \]
   \[
l_i = \frac{l_{i-1}}{l_{i-1,i-1}}, \quad c_i = d_i = \frac{l_{i-1,i-1}}{l_{i,i}} \quad (i \neq n - 1),
   \]
   \[
f_i = \frac{u_{i-1,i-1}}{u_{i-1,i-1}}, \quad e_i = f_i = \frac{u_{i-1,i-1}}{u_{i,i}} \quad (i \neq n - 1).
   \]

3. Set
   \[
   (D)_{i,i} = l_{i-1,i-1} \quad (i = 1, \ldots, n), \quad (L)_{i,j} = \delta_{i,j} \quad (i \leq j), \quad (L)_{i,j} = \frac{l_{j-1,i-1}}{l_{j-1,j-1}} \quad (i > j),
   \]
   \[
   (U)_{i,j} = \delta_{i,j} \quad (i \geq j), \quad (U)_{i,j} = \frac{u_{i-1,i-1}}{u_{i-1,i-1}} \quad (i < j).
   \]

Generally, matrices have \( O(n^2) \) degrees of freedom, and their LDU decompositions can be computed within \( O(n^3) \) operations. However, Toeplitz matrices have only \( O(n) \) degree of freedom which is, in fact, just suitable in relating to orthogonal polynomials, hence this algorithm can compute their LDU decompositions within \( O(n^2) \) operations.

**Numerical example 1**

Let us consider the following matrix:

\[
T = \begin{bmatrix}
7 & 6 & 4 \\
5 & 7 & 6 \\
3 & 5 & 7
\end{bmatrix}.
\]

The first step is to set the initial values

\[
l_{0,-2} = u_{0,2} = 4, \quad l_{0,-1} = u_{0,1} = 6, \quad l_{0,0} = u_{0,0} = 7, \quad l_{0,1} = u_{0,-1} = 5, \quad l_{0,2} = u_{0,-2} = 3, \quad d_0 = f_0 = 0,
\]

\[
c_0 = \frac{l_{0,-1}}{l_{0,0}} = -\frac{6}{7}, \quad e_0 = -\frac{u_{0,-1}}{u_{0,0}} = -\frac{5}{7}.
\]

When \( i = 1 \),

\[
l_{1,-1} = l_{0,-2} + c_0l_{0,-1} = -\frac{8}{7}, \quad l_{1,1} = l_{0,0} + c_0l_{0,1} = \frac{19}{7}, \quad l_{1,2} = l_{0,1} + c_0l_{0,2} = \frac{17}{7}, \quad d_1 = \frac{l_{1,1}}{l_{1,0}} = -\frac{4}{7},
\]

\[
c_1 = \frac{d_1l_{0,0}}{l_{1,1}} = -\frac{28}{57}, \quad u_{1,-1} = u_{0,-2} + c_0u_{0,-1} = -\frac{4}{7},
\]

\[
u_{1,1} = u_{0,0} + c_0u_{0,1} = \frac{19}{7}, \quad u_{1,2} = u_{0,1} + c_0u_{0,2} = \frac{22}{7},
\]

\[
f_1 = \frac{u_{1,1}}{u_{0,-1}} = -\frac{4}{57}, \quad e_1 = \frac{u_{1,0}}{u_{1,1}} = \frac{28}{57}.
\]

When \( i = 2 \),

\[
l_{2,2} = u_{2,2} = l_{1,1} + c_1l_{1,2} - d_1l_{0,1} = \frac{47}{19}.
\]

Therefore \( T \) is decomposed as \( T = LDU \):

\[
T = \begin{bmatrix}
1 & 0 & 0 \\
\frac{5}{7} & 1 & 0 \\
\frac{17}{5} & \frac{19}{7} & 1
\end{bmatrix} \begin{bmatrix}
7 & 0 & 0 \\
0 & \frac{19}{7} & 0 \\
0 & 0 & \frac{47}{19}
\end{bmatrix} \begin{bmatrix}
1 & 6 & 4 \\
0 & 1 & 22 \\
0 & 0 & 1
\end{bmatrix}.
\]

### 3. Application to the T-fractions

The original Lanczos-Phillips algorithm can compute the Chebyshev continued fractions. The algorithm is faster and involves fewer zero divisions than the qd algorithm, which can compute the Chebyshev continued fractions. Moreover, the Lanczos-Phillips type algorithm based on orthogonal polynomials on the unit circle can compute the Perron continued fractions and it is faster than the discrete Schur flow, which can compute the Perron continued fractions \([7]\). Algorithm 1 also has an application to continued fractions.

Let \( G(z) \) be a complex function. If \( G(z) \) is expressed as expansion at zero and infinity

\[
G(z) = -t_1z - t_2z^2 - t_3z^3 - \ldots
\]

and the coefficients \( t_{-n+1}, \ldots, t_{-1}, t_0, t_1, \ldots, t_n \) are already obtained, then \( G(z) \) can be approximated by the Thron continued fraction (T-fraction)

\[
\hat{G}(z) = \frac{-t_1z}{1 + c_0z - \frac{d_1z}{1 + c_1z - \frac{d_2z}{1 + c_2z - \ldots}}},
\]

and the coefficients \( c_1, \ldots, c_n, d_1, \ldots, d_n \) are

\[
c_i = \frac{T_i\tilde{T}_{i+1}}{T_{i+1}\tilde{T}_i}, \quad d_i = -\frac{T_{i-1}\tilde{T}_{i+1}}{T_i\tilde{T}_{i+1}}.
\]

The rational function \( \hat{G}(z) \) gives a two point Padé approximation of \( G(z) \). Because \( c_i \) and \( d_i \) have the same
Algorithm 1 FG algorithm

0) When the coefficients \( t_{-n+1}, \ldots, t_0, \ldots, t_n \) of \( G(z) \) (11) are given, set

\[
F^{(0)}_j = 0, \quad G^{(0)}_j = -\frac{t_{j+1}}{t_j} \quad (j = -n+1, \ldots, n-1).
\]

1) Compute repeatedly from \( i = 0 \) to \( n - 2 \)

\[
F^{(i+1)}_j = F^{(i)}_{j+1} + G^{(i)}_{j+1} - G^{(i)}_j
\]

\[
( j = -n+i+1, \ldots, 0, \ldots, n-i-2),
\]

\[
G^{(i+1)}_j = \frac{F^{(i+1)}_j}{F^{(i+1)}_{j-1}} G^{(i)}_{j-1}
\]

\[
( j = -n+i+2, \ldots, 0, \ldots, n-i-2).
\]

2) Set

\[
c_0 = G^{(0)}_0, \quad c_i = G^{(i)}_0, \quad d_i = -F^{(i)}_0 \quad (i = 1, \ldots, n-1).
\]

determinant expression as (6), Algorithm 1 can compute the coefficients of the T-fraction (12). In this case, the coefficients of the expansion (11) are initial values for the computing. We need to compute \( c_{n-1} \) and \( d_{n-1} \) in Algorithm 1, while we don’t need \( u_{n,j}, e_i \) and \( f_i \).

It is known that the FG algorithm can also compute the coefficients of the T-fraction for \( G(z) \) [9]. The FG algorithm is illustrated as follows.

**Algorithm 2 (FG algorithm)**

0) When the coefficients \( t_{-n+1}, \ldots, t_0, \ldots, t_n \) of \( G(z) \) (11) are given, set

\[
F^{(0)}_j = 0, \quad G^{(0)}_j = -\frac{t_{j+1}}{t_j} \quad (j = -n+1, \ldots, n-1).
\]

1) Compute repeatedly from \( i = 0 \) to \( n - 2 \)

\[
F^{(i+1)}_j = F^{(i)}_{j+1} + G^{(i)}_{j+1} - G^{(i)}_j
\]

\[
( j = -n+i+1, \ldots, 0, \ldots, n-i-2),
\]

\[
G^{(i+1)}_j = \frac{F^{(i+1)}_j}{F^{(i+1)}_{j-1}} G^{(i)}_{j-1}
\]

\[
( j = -n+i+2, \ldots, 0, \ldots, n-i-2).
\]

2) Set

\[
c_0 = G^{(0)}_0, \quad c_i = G^{(i)}_0, \quad d_i = -F^{(i)}_0 \quad (i = 1, \ldots, n-1).
\]

First we compare Algorithm 1 with the FG algorithm in terms of computational time. Randomly generated numbers \( t_j \) in the range \((0, 1]\) are given to Algorithms 1 and the FG algorithm as their initial values. Table 1 shows our computation environment condition. Table 2 is the result of experiments. Algorithm 1 can compute faster than the FG algorithm. This is because Algorithm 1 has fewer divisions than the FG algorithm. Although the FG algorithm has \( O(n^2) \) divisions, Algorithm 1 has \( O(n) \) divisions. Generally, division has the largest time complexity among the four arithmetic operations.

Next, let us compare two algorithms in terms of reliability. Because Algorithm 1 has fewer divisions, it may behave well even in a near-breakdown situation. Randomly generated \( 10^3 \) numbers in the range \((0, 1]\) are given to each algorithm, and we count the number of zero divisions in \( 10^6 \) trials. Table 3 is the result of experiments. The percentages are the number of zero divisions divided by the number of trials. Fewer zero divisions occur in Algorithm 1 than those in the FG algorithm. This result suggests that Algorithm 1 is a more reliable numerical algorithm.

**4. Conclusions**

In this letter, we obtain a new algorithm for LDU decompositions of non-Hermitian Toeplitz matrices (Algorithm 1). Moreover, we show that Algorithm 1 can compute the T-fractions and it is faster and involves fewer zero divisions than the FG algorithm. Algorithm 1 can be regarded as an extension of the Lanczos-Phillips algorithm to the LBP’s. Considering that many discrete integrable systems have Hankel or Toeplitz determinant solutions, we regard the recurrence relation of the Lanczos-Phillips algorithm and Algorithm 1 as discrete integrable systems in the sense in which the general term of their recurrence relations has some determinant expressions. In that case, it is expected that the Lanczos-Phillips type algorithm is a numerical algorithm which has a better reliability than the existing algorithms.

We plan, in the future work, to associate other orthogonal polynomials with matrix decompositions along the line similar to formulating Algorithm 1 to other orthogonal polynomials and reveal unexpected relationships between the Lanczos-Phillips type algorithms and discrete integrable systems.
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