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Abstract

This paper proposes a novel noise-aware character alignment method for bootstrapping statistical machine transliteration from automatically extracted phrase pairs. The model is an extension of a Bayesian many-to-many alignment method for distinguishing non-transliteration (noise) parts in phrase pairs. It worked effectively in the experiments of bootstrapping Japanese-to-English statistical machine transliteration in patent domain using patent bilingual corpora.

1 Introduction

Transliteration is used for providing translations for source language words that have no appropriate counterparts in target language, such as some technical terms and named entities. Statistical machine transliteration (Knight and Graehl, 1998) is a technology to solve it in a statistical manner. Bilingual dictionaries can be used to train its model, but many of their entries are actually translation but not transliteration. Such non-transliteration pairs hurt the transliteration model and should be eliminated beforehand.

Sajjad et al. (2012) proposed a method to identify such non-transliteration pairs, and applied it successfully to noisy word pairs obtained from automatic word alignment on bilingual corpora. It enables the statistical machine transliteration to be bootstrapped from bilingual corpora. This approach is beneficial because it does not require carefully-developed bilingual transliteration dictionaries and it can learn domain-specific transliteration patterns from bilingual corpora in the target domain. However, their transliteration mining approach is sample-wise; that is, it makes a decision whether a bilingual phrase pair is transliteration or not. Suppose that a compound word in a language A is transliterated into two words in another language B. Their correspondence may not be fully identified by automatic word alignment and a wrong alignment between the compound word in A and only one component word in B is found. The sample-wise mining cannot make a correct decision of partial transliteration on the aligned candidate, and may introduces noise to the statistical transliteration model.

This paper proposes a novel transliteration mining method for such partial transliterations. The method uses a noise-aware character alignment model that distinguish non-transliteration (noise) parts from transliteration (signal) parts. The model is an extension of a Bayesian alignment model (Finch and Sumita, 2010) and can be trained by a sampling algorithm extended for a constraint on noise. Our experiments of Japanese-to-English transliteration achieved 16% relative error reduction in transliteration accuracy from the sample-wise method. The main contribution of this paper is two-fold:

- we formulate alignment over string pairs with partial noise and present a solution with a noise-aware alignment model;
- we proved its effectiveness by experiments with frequent unknown words in actual Japanese-to-English patent translation data.
2 Bayesian many-to-many alignment

We briefly review a Bayesian many-to-many character alignment proposed by Finch and Sumita (2010) on which our model is based. The model is based on a generative process of bilingual substring pairs \( \langle s, t \rangle \) by the following Dirichlet process (DP):

\[
G|\alpha, G_0 \sim \text{DP}(\alpha, G_0) \\
\langle s, t \rangle | G \sim G,
\]

where \( G \) is a probability distribution over substring pairs according to a DP prior with base measure \( G_0 \) and hyperparameter \( \alpha \). \( G_0 \) is modeled as a joint spelling model as follows:

\[
G_0 ((\langle s, t \rangle)) = \frac{\lambda_s^{|s|} e^{-\lambda_s |s|} \lambda_t^{|t|} e^{-\lambda_t |t|}}{|s|! |t|!} \lambda \alpha . (1)
\]

This is a simple joint probability of the spelling models, in which each alphabet appears based on a uniform distribution over the vocabulary (of size \( v_s \) and \( v_t \)) and each string length follows a Poisson distribution (with the average length \( \lambda_s \) and \( \lambda_t \)).

The model handles infinite number of substring pairs according to the Chinese Restaurant Process (CRP). The probability of a substring pair \( \langle s_k, t_k \rangle \) is based on the counts of all other substring pairs as follows:

\[
p(\langle s_k, t_k \rangle | \langle s, t \rangle_{-k}) = \frac{N(\langle s_k, t_k \rangle) + \alpha G_0 (\langle s_k, t_k \rangle)}{\sum_i N(\langle s_i, t_i \rangle) + \alpha}. (2)
\]

Here \( \langle s, t \rangle_{-k} \) means a set of substring pairs excluding \( \langle s_k, t_k \rangle \), and \( N(\langle s_k, t_k \rangle) \) is the number of \( \langle s_k, t_k \rangle \) in the current sample space. This alignment model is suitable for representing very sparse distribution over arbitrary substring pairs, thanks to reasonable CRP-based smoothing for unseen pairs based on the spelling model.

3 Proposed method

We propose an extended many-to-many alignment model that can handle partial noise. We extend the model in the previous section by introducing a noise symbol and state-based probability calculation.

3.1 Partial noise in transliteration data

Figure 1 shows transliteration examples with “no noise,” “noise,” and “partial noise.” Solid lines in the figure show correct many-to-many alignment links. The examples (a) and (b) can be distinguished effectively by Sajjad et al. (2012). We aim to do alignment as in the examples (c) and (d) by distinguishing its non-transliteration (noise) part, which cannot be handled by the existing methods.

3.2 Noise-aware alignment model

We introduce a noise symbol to handle partial noise in the many-to-many alignment model. Hnú et al. (2012) extended the many-to-many alignment for the sample-wise transliteration mining, but its noise model only handles the sample-wise noise and cannot distinguish partial noise. We model partial noise in the CRP-based joint substring model.

Partial noise in transliteration data typically appears in compound words as mentioned earlier, because their counterparts consisting of two or more words may not be fully covered in automatically extracted words and phrases as shown in Figure 1(c). Another type of partial noise is derived from morphological differences due to inflection, which usually appear in the sub-word level as prefixes and suffixes as shown in Figure 1(d). According to this intuition, we assume that partial noise appears in the beginning and/or end of transliteration data (in case of sample-wise noise, we assume the noise is in the beginning). This assumption derives a constraint between signal and noise parts that helps to avoid a welter of transliteration and non-transliteration parts. It also has a shortcoming that it is generally
not appropriate for noise in the middle, but handling arbitrary number of noise parts increases computational complexity and sparseness. We rely on this simple assumption in this paper and consider a more complex mid-noise problem as future work.

Figure 2 shows a partial noise example in both the beginning and end. This example is actually correct translation but includes noise in a sense of transliteration; an article “the” is wrongly included in the phrase pair (no articles are used in Japanese) and a plural noun “masks” is transliterated into “mask”. These non-transliteration parts are aligned to noise symbols in the proposed model. The noise symbols are treated as zero-length substrings in the model, same as other substrings.

3.3 Constrained Gibbs sampling

Finch and Sumita (2010) used a blocked Gibbs sampling algorithm with forward-filtering backward-sampling (FFBS) (Mochihashi et al., 2009). We extend their algorithm for our noise-aware model using a state-based calculation over the three states: non-transliteration part in the beginning (noiseB), transliteration part (signal), non-transliteration part in the end (noiseE).

Figure 3 illustrates our FFBS steps. At first in the forward filtering, we begin with transition to noiseB and signal. The calculation of forward probabilities itself is almost the same as Finch and Sumita (2010) except for state transition constraints: from noiseB to signal, from signal to noiseE. The backward-sampling traverses a path by probability-based sampling with true posteriors, starting from the choice of the ending state among noiseB (means full noise), signal, and noiseE. This algorithm increases the computational cost by three times to consider three different states, compared to that of Finch and Sumita (2010).

4 Experiments

We conducted experiments comparing the proposed method with the conventional sample-wise method for the use in bootstrapping statistical machine transliteration using Japanese-to-English patent translation dataset (Goto et al., 2013).

4.1 Training data setup

First, we trained a phrase table on the 3.2M parallel sentences by a standard training procedure using Moses, with Japanese tokenization using MeCab. We obtained 591,840 phrase table entries whose Japanese side was written in katakana (Japanese phonogram) only. Then, we iteratively ran the method of Sajjad et al. (2012) on these entries and eliminate non-transliteration pairs, until the number of pairs converged. Finally we obtain 104,563 katakana-English pairs after 10 iterations; they were our baseline training set mined by sample-wise method. We used Sajjad et al.’s method as preprocessing for filtering sample-wise noise while the proposed method could also do that, because the proposed method took much more training time for all phrase table entries.

4.2 Transliteration experiments

The transliteration experiment used a translation-based implementation with Moses, using a
character-based 7-gram language model trained on 300M English patent sentences. We compared three transliteration models below.

The test set was top-1000 unknown (in the Japanese-to-English translation model) katakana words appeared in 400M Japanese patent sentences. They covered 15.5% of all unknown katakana words and 8.8% of all unknown words (excluding numbers); that is, more than a half of unknown words were katakana words.

4.2.1 Sample-wise method (BASELINE)

We used the baseline training set to train statistical machine transliteration model for our baseline. The training procedure was based on Moses: MGIZA++ word alignment, grow-diag-final-and alignment symmetrization and phrase extraction with the maximum phrase length of 7.

4.2.2 Proposed method (PROPOSED)

We applied the proposed method to the baseline training set with 30 sampling iterations and eliminated partial noise. The transliteration model was trained in the same manner as BASELINE after eliminating noise.

The hyperparameters, \( \alpha \), \( \lambda_s \), and \( \lambda_t \), were optimized using a held-out set of 2,000 katakana-English pairs that were randomly chosen from a general-domain bilingual dictionary. The hyperparameter optimization was based on F-score values on the held-out set with varying \( \alpha \) among 0.01, 0.02, 0.05, 0.1, 1.0, and \( \lambda_s \) among 1, 2, 3, 5.

Table 1 compares the statistics on the training sets of BASELINE and PROPOSED. Note that we applied the proposed method to BASELINE data (the sample-wise method was already applied until convergence). The proposed method eliminated only two transliteration candidates in sample-wise but also eliminated 5,714 (0.64%) katakana and 55,737 (4.1%) English characters\(^3\).

4.2.3 Proposed method using aligned joint substrings as phrases (PROPOSED-JOINT)

The many-to-many character alignment actually induces substring pairs, which can be used as phrases in statistical machine transliteration and improved transliteration performance (Finch and Sumita, 2010). We extracted them by: 1) generate many-to-many word alignment, in which all possible word alignment links in many-to-many correspondences (e.g., 0-0 0-1 0-2 1-0 1-1 1-2 for コン, イン, などの), 2) run phrase extraction and scoring same as a standard Moses training. This procedure extracts longer phrases satisfying the many-to-many alignment constraints than the simple use of extracted joint substring pairs as phrases.

4.3 Results

Table 2 shows the results. We used three evaluation metrics: ACC, F-score, and BLEU\(_c\). ACC is a sample-wise accuracy and F-score is a character-wise F-measure-like score (Li et al., 2010). BLEU\(_c\) is BLEU (Papineni et al., 2002) in the character level with \( n=4 \).

PROPOSED achieved 63% in ACC (16% relative error reduction from BASELINE), and 94.6% in F-score (25% relative error reduction from BASELINE). These improvements clearly showed an advantage of the proposed method over the sample-wise mining. BLEU\(_c\) showed a similar improvements. Recall that BASELINE and PROPOSED had a small difference in their training data, actually 0.64% (katakana) and 4.1% (English) in the number of characters. The results suggest that the partial noise can hurt transliteration models.

PROPOSED-JOINT showed similar performance as PROPOSED with a slight drop in BLEU\(_c\), although many-to-many substring alignment was expected to improve transliteration as reported by Finch and Sumita (2010). The difference may be due to the difference in coverage of the phrase tables; PROPOSED-JOINT retained relatively long substrings by the many-to-many alignment constraints in contrast to the less-constrained grow-diag-final-and alignments in PROPOSED. Since the training data in our bootstrapping experiments con-

| Table 1: Statistics of the training sets. |
|------------------------------------------|
| Method       | #pairs | #Ja chars. | #En chars. |
|---------------|--------|------------|------------|
| BASELINE      | 104,563| 899,080    | 1,372,993  |
| PROPOSED      | 104,561| 893,366    | 1,317,256  |

\(^3\)The reason of larger number of partial noise in English side would be a syntactic difference as shown in Figure 2 and the katakana-based filtering heuristics.
Table 2: Japanese-to-English transliteration results for top-1000 unknown katakana words. ACC and F-score stand for the ones used in NEWS workshop, BLEUc is character-wise BLEU.

| Method      | ACC  | F-score | BLEUc |
|-------------|------|---------|-------|
| BASELINE    | 0.56 | 0.929   | 0.864 |
| PROPOSED    | 0.63 | 0.946   | 0.897 |
| PROPOSED-JOINT | 0.63 | 0.943   | 0.888 |

tained many similar phrases unlike dictionary-based data in Finch and Sumita (2010), the phrase table of PROPOSED-JOINT may have a small coverage due to long and sparse substring pairs with large probabilities even if the many-to-many alignment was good. This sparseness problem is beyond the scope of this paper and worth further study.

### 4.4 Alignment Examples

Figure 4 shows examples of the alignment results in the training data. As expected, partial noise both in Japanese and English was identified correctly in (a), (b), and (c). There were some alignment errors in the signal part in (b), in which characters in boundary positions were aligned incorrectly to adjacent substrings. These alignment errors did not directly degrade the partial noise identification but may cause a negative effect on overall alignment performance in the sampling-based optimization. (d) is a negative example in which partial noise was incorrectly aligned. (c) and (d) have similar partial noise in their English word endings, but it could not be identified in (d). One possible reason for that is the sparseness problem mentioned above, as shown in erroneous long character alignments in (d).

### 5 Conclusion

This paper proposed a noise-aware many-to-many alignment model that can distinguish partial noise in transliteration pairs for bootstrapping statistical machine transliteration model from automatically extracted phrase pairs. The model and training algorithm are straightforward extension of those by Finch and Sumita (2010). The proposed method was proved to be effective in Japanese-to-English transliteration experiments in patent domain.

Future work will investigate the proposed method in other domains and language pairs. The partial noise would appear in other language pairs, typically between agglutinative and non-agglutinative languages. It is also worth extending the approach into word alignment in statistical machine translation.
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