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Abstract

Language is contextual as meanings of words are dependent on their contexts. Contextuality is, concomitantly, a well-defined concept in quantum mechanics where it is considered a major resource for quantum computations. We investigate whether natural language exhibits any of the quantum mechanics’ contextual features. We show that meaning combinations in ambiguous phrases can be modelled in the sheaf-theoretic framework for quantum contextuality, where they can become probabilistically contextual. Using the framework of Contextuality-by-Default (CbD), we explore the probabilistic variants of these and show that CbD-contextuality is also possible.

1 Introduction

We start with a peculiar observation: even though polysemy and homonymy are common phenomena of natural language, i.e. many words have more than one meaning, this does not create a considerable obstacle in our day-to-day comprehension of texts and conversations. For example, the word charge has 40 different senses in English according to WordNet, however, its meaning in the sentence The bull charged remains fairly unambiguous. On the other hand, polysemy and word sense disambiguation are computationally difficult tasks and is amongst the challenges faced by linguists (Rayner and Duffy, 1986; Pickering and Frisson, 2001; Frazier and Rayner, 1990).

The emergence of the field of quantum methods in Natural Language Processing offers promising leads for introducing quantum methods to classical NLP tasks, e.g. language modelling (Basile and Tamburini, 2017), distributional semantics (Blacoe et al., 2013), mental lexicon (Bruza et al., 2009), narrative structure (Meichanetzidis et al., 2020), emotion detection (Li et al., 2013; Li et al., 2020a), and classification (Liu et al., 2013; Li et al., 2020a).

Distributional semantics is a natural language semantic framework built on the notion of contextuality. Herein, frequencies of co-occurrences of words are computed from their contexts and the resulting vector representations are used in automatic sense discrimination (Schütze, 1998). An issue with this framework is that the grammatical structure of phrases and sentences is ignored and the focus is mainly on large-scale statistics of data. Oppositely, even though the interaction between context and syntax has been studied in the past (Barker and Shan, 2015), no distributional data has been considered in them. Finally, distributional and compositional models of language have been proposed (Coecke et al., 2010), small experiments have been implemented on quantum devices (Meichanetzidis et al., 2020), and choices of meaning in concept combinations have been analysed using superposition (Bruza et al., 2015; Piedeleu et al., 2015). Our work complements these lines of research by modelling the underlying structure of contextuality using distributional data.

We investigate the contextual nature of meaning combinations in ambiguous phrases of natural language, using instances of the data gathered in psycholinguistics (Pickering and Frisson, 2001; Tanenhaus et al., 1979; Rayner and Duffy, 1986), frequencies mined from large scale corpora (BNC, 2007; Baroni et al., 2009), and models coming from the sheaf-theoretic framework (Abramsky and Brandenburger, 2011; Abramsky and Hardy, 2012) and the Contextuality-By-Default (CbD) theory (Dzhafarov and Kujala, 2016). We consider phrases with two ambiguous words, in subject-verb and verb-object predicate-argument structures and find instances of logical and CbD contextuality.

The structure of the paper is as follows. We start by introducing the main concepts behind quantum contextuality (section 2). We then introduce the sheaf-theoretic framework and logical contextual-
ity (section 3), before applying it to possibilistic natural language models (section 4 and 5). In section 6 and 7, we discuss probabilistic models and signalling in natural language respectively. In section 8, we offer the possibility of studying contextuality in signalling models via the Contextuality-by-Default framework and discuss two CbD contextual examples that we found. We then close the paper with insights on how to perform a large scale experiment and the possibility of finding more CbD-contextual examples in natural language.

2 Quantum contextuality

Early critics of quantum mechanics claimed that quantum theory was not complete (Einstein et al., 1935), but instead was subject to unobserved hidden variables, and claimed that any physical theory should satisfy local realism. By local realism, one means that in a “complete” physical theory, the global behaviour of a system is entirely, and deterministically, fixed by a set of local variables. However, the well-known Bell theorem (Bell, 1964), supported by experimental data (Hensen et al., 2015), shows that a description of quantum mechanics cannot comply with local realism; if quantum systems need to have a “reality” independent of the observers (realism), one should allow interactions between systems to be unrestricted spatially (non-local).

The Bell inequality offers a proof by contradiction that one cannot extend the probabilistic models obtained from observations of quantum systems to a deterministic hidden-variable model. In Kochen and Specker (1967), the authors prove a stronger statement about the existence of hidden-variable models via a logical argument. This more general result provides a description of contextuality as it is understood in quantum mechanics.

3 Presheaves and logical contextuality

The sheaf-theoretic framework of contextuality starts from the observation that contextuality in quantum mechanics translates to the impossibility of finding a global section in special presheaves. In other words, a model is contextual if some of its local features cannot be extended globally.

The presheaves considered in the framework developed by Abramsky et. al. (Abramsky and Brandenburger, 2011; Abramsky et al., 2015) are so-called distribution presheaves on events. An empirical model corresponds to the experiment that is undertaken; it consists of the list of measurements that can be made, which measurements can be made together and what are the associated probability distributions. For example, Fig. 1 can represent a standard Bell experiment where the list of measurements is the list of all local measurements that can be made on the two qubits involved in the experiment, i.e. \{a, b, a', b'\}, under the condition that each laboratory performs exactly one measurement at each run of the experiment, e.g. \((a, b)\) can be a joint measurement, but \((a, a')\) cannot. The distribution presheaf then associates the observed (or theoretical) probabilities for the global measurement outcomes, that is, the joint outcomes of both parties in a Bell scenario, for each measurement context. In this framework, a global assignment corresponds to an assignment of an outcome for every local measurement. A global section will on the other hand represent a distribution defined on all global assignments, which is consistent with all
the observed probabilities.

The framework of Abramsky et al. (Abramsky and Brandenburger, 2011; Abramsky et al., 2015; Abramsky and Hardy, 2012) also introduces a stronger type of contextuality, called logical (or possibilistic) contextuality. Indeed, they have found that the contextuality of some systems can be established from the support of each of the context-dependent distributions. These are referred to as possibilistic empirical models. In these models, we are only interested in whether an outcome of a local measurement (given a global measurement context) is possible. A consistent global assignment will then be an assignment of a possible outcome to every measurement, and hence can be represented by a logical statement about a subsystem. A global section will then be a disjunction of consistent global assignments that describes the entirety of the model. Hence, one can prove logical contextuality, i.e. the impossibility of being able to write such a logical statement about the system, by finding a locally possible outcome that cannot be extended to a consistent global assignment.

For small systems, it is convenient to represent possibilistic models by bundle diagrams (Abramsky et al., 2015). In these diagrams, we represent each of the local measurements by a vertex. There is an edge\footnote{More generally simplices if multiple measurements are carried out simultaneously.} between every two of these vertices if the joint measurement is possible. We then depict, for each individual measurements, the set of possible outcomes as a set “sitting” on top of the associated vertex. Similarly, an edge is added between two of the “outcome”-vertices if the joint measurement has a non-zero probability (e.g. see Fig. 1b). In particular, global assignments can be seen in these bundle diagrams as shapes going through exactly one outcome for each of the measurements that mirror the structure of the base (measurements). In Fig. 1b for example, global assignments correspond to connected loops.

The sheaf-theoretic framework relies on the fact that the described distribution presheaf is indeed a presheaf. That is, the distributions associated with measurement contexts that intersect at a local measurement (i.e. two contexts where at least one party performs the same measurement) agree on their restrictions. These are here defined as the marginals of the distributions of interest. This requirement coincides with the non-signalling condition in quantum mechanics. This condition is stated for possibilistic models by requiring that the supports of intersecting distributions coincides.

As we will see, many empirical models from natural language will be signalling. That is also the case for many behavioural and psychological experiments (see e.g. Bruza et al. (2015); Dzhafarov et al. (2016)), and in fact, there is no reason why natural language systems should be non-signalling and we will discuss this issue in sections 7.

4 Contextuality and ambiguity in natural language

We are interested in studying the influence of the context on the process of meaning selection in ambiguous phrases. Indeed, homonymy and polysemy in natural language give rise to an interpretation for context-dependent probability distributions. Probabilities will correspond to the likelihood that a certain meaning of a word is selected in the context of interest. By analogy with quantum contextuality, existence of contextual natural language examples confirms that the context in which words are found plays a non-trivial role in the selection of an appropriate interpretation for them and the following question arises: given that a certain interpretation of a word is selected within a certain context, can we use this information to deduce how the same word may be interpreted in a different context (e.g. in different phrases) in the corpus?

Our intuition is that this is not the case. Consider the ambiguous adjective green: this either refers to the colour of its modifier (e.g. a green door), or the environmental-friendly nature of it (e.g. the Green party). Now, if we consider an unambiguous adjective such as new, then trivially, the same interpretations of new can be selected in both of the phrases new paint and new policy. This, however, does not imply that the same interpretations of green will be selected in green paint and green policy. With this intuition in mind, we start by considering the basic structure of ambiguous phrases of English by considering only the support of probability distributions attributed to these phrases and for now appeal to our common sense to determine the values of these supports.

In the first part of the paper, we consider a structure similar to Bell scenarios with multiple parties, or agents, each of which will choose one measurement context from a predetermined set. A “measurement” will be associated with each word and
will return the activated meaning according to a
fixed encoding. For example the two meanings
of green could be encoded as: \textit{relative to colour} → 0, \textit{environmental-friendly} → 1. In a given con-
text, multiple ambiguous words will be allowed
to “interact” and form a phrase. A measurement
context will then be labelled by the words in this
phrase. The interaction will be dictated by some
predetermined rules, such as which part-of-speech
each word will correspond to. For each global mea-
urement context, the recorded activated meanings
will then form a joint distribution. These distribu-
tions can be represented in the form of an empirical
model as described in section 3. In order to obtain
a valid empirical model, all the possible combina-
tions of words need to make sense. For example,
take two parties A and B such that A chooses an
adjective in the set \{green, new\} and B chooses its
modifier within the set \{paint, policy\}. All the
combinations of A and B are possible, i.e. phrases
\textit{green paint}, \textit{green policy}, \textit{new paint} and \textit{new policy}
all make sense and can indeed be found in natural
language corpora. However, if the set of adjectives
is changed to \{blue, new\}, we will face a problem
since the phrase \textit{blue policy} does not make much
sense and we could not find any occurrence of it
in the corpora considered in this paper.\footnote{One may imagine a metaphorical meaning of this phrase, e.g. when referring to a \textit{depressing policy}}. In order
to keep the models and computations simple, we
work with 2-word phrases, where each word of the
phrase is ambiguous. From the analogy with Bell
scenarios, this means that we are working with bi-
partite scenarios (see Fig. 3). The set of ambiguous
words is taken from experimental data sets from
the studies: \cite{PickeringFrisson2001, RaynerDuffy1986, TanenhausEtAl1979}. In sections 5.4 and 6.4, we introduce another
kind of experiment which departs from Bell sce-
narios. Measurements of these examples have the
same interpretation as before, but the focus is on
combinations involving a single verb and a sin-
gle noun for which both of subject-verb and verb-
object phrases are possible. This structure is anal-
ogous to the scenario in behavioural sciences for
the “Question Order effect” \cite{WangBusemeyer2013}. In the sheaf-theoretic framework measure-
ment contexts are dictated only by the choices of
local measurements and we face two possibilities
when modelling these examples. In the first possi-
bility, one can consider the two contexts subject-
verb/verb-object as disjoint and as a result lose
some semantic information. This is because, for
example, \textit{adopt} in \textit{adopt boxer} would be treated
as completely unrelated to \textit{adopt} in boxer \textit{adopts}.
In this case, all such systems will be trivially non-
contextual, as there will be no intersecting local
measurements. In our paper, on the other hand, we
choose a second possibility and decide to keep the
semantic information but as a result any system for
which the distribution arising from the verb-object
context differs from the one associated with subject-
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\caption{Instances of bundle diagrams arising from ambiguous phrases. The local assignments which cannot be
extended to a global one are depicted in red.}
\end{figure}
verb context will be signalling. This type of model does not easily lend itself to a sheaf-theoretic analysis but admits a straightforward CbD analysis\(^3\).

5 Possibilistic examples

We demonstrate the methodology by choosing three sets of phrases from the sets considered by Wang (2020) as well as two verb-object/subject-verb examples. For each of these phrases, we tabulate how we encoded the meanings of each word, provide an empirical Bell-style table for the possibilistic cases and outline the different types of contextual features each example demonstrates.

5.1 \(\{\text{coach}, \text{boxer}\} \times \{\text{lap}, \text{file}\}\)

\[
\begin{array}{c|cccc}
\text{Encoding} & \text{Measurments of} & \text{coaches} & \text{boxer} & \text{lap} & \text{file} \\
\hline
0 & \text{sport} & \text{boxing} & \text{run} & \text{document} \\
1 & \text{bus} & \text{dog} & \text{drink} & \text{smooth} \\
\end{array}
\]

(a) Encoding of meanings of coach, boxer, lap and file.

\[
\begin{array}{c|cccc}
\text{subject} & \text{verb} & (0,0) & (1,0) & (1,1) \\
\hline
\text{coach} & \text{lap} & 1 & 1 & 0 & 0 \\
\text{coach} & \text{file} & 1 & 1 & 0 & 0 \\
\text{boxer} & \text{lap} & 1 & 1 & 1 & 1 \\
\text{boxer} & \text{file} & 1 & 1 & 0 & 0 \\
\end{array}
\]

(b) Empirical model

Figure 4: Possibilistic model associated with the subject-verb model \(\{\text{coach}, \text{boxer}\} \times \{\text{lap}, \text{file}\}\).

We start with two subject-verb phrases where both of the subjects and both of the verbs are ambiguous. The verbs are lap and file, which can be understood as drinking a liquid (e.g. the dog lapped the water) or going past someone on a track (e.g. the runner lapped their competitor) for lap, and storing information (e.g. filing a complaint) or smoothing surfaces with a tool (e.g. filing nails or teeth) for file. The nouns coach and boxer mean a person who trains athletes (e.g. a sport coach) or a type of bus (e.g. a coach trip), and a person practising boxing (e.g. a heavyweight boxer), or a specific dog breed respectively. This example is modelled possibilistically in Fig. 4b and depicted in the bundle diagram of Fig. 2a. Not all of the local assignments can be extended to a global one, for example, the assignment coach \(\rightarrow\) bus is possible in the phrase the coach laps, but this assignment cannot be extended in the phrase the coach files.

This apparent “contextuality”, however, is entirely due to the fact that the model is possibilistically signalling and can be seen by the fact that the support of the contexts the coach lap and the coach files, restricted to the measurement coach do not coincide ([coach \(\rightarrow\) bus] \(\subseteq\) coach lap) but [coach \(\rightarrow\) bus] \(\not\subseteq\) coach files\(\supset_{\text{coach}}\). Hence, we cannot judge the contextuality of this model in the sheaf-theoretic framework.

5.2 \(\{\text{tap, box}\} \times \{\text{pitcher, cabinet}\}\)

We now consider an empirical model which is possibilistically non-signalling, and in fact contextual. This model deals with two verb-object phrases where the verbs are \{tap, box\}, and their objects are \{pitcher, cabinet\}. Here, tap is taken to mean either gently touching (e.g. tapping somebody on the shoulder) or secretly recording (e.g. tapping phones); other meanings of the verb tap exist (e.g. doing tap dancing, tapping resources, etc.), but since these other meanings are irrelevant in the phrases of interest, we restrict ourselves to these two meanings. In addition, the verb box is understood as putting in a container and practising boxing. Again, other meanings of the verb to box exist, but as before, we worked with two dominant meanings and ignored the rest. The noun cabinet either represents a governmental body (e.g. the Shadow Cabinet) or a piece of furniture, and finally the noun pitcher either refers to a jug or a baseball player. As we can see in Fig. 2b, the assignment tap \(\rightarrow\) touch cannot be extended to a global assignment and is therefore possibilistically contextual.

As we move to section 6 and mine probability distributions from corpus for this same model, we see that this possibilistically non-signalling model becomes probabilistically signalling.

5.3 \(\{\text{press, box}\} \times \{\text{can, leaves}\}\)

In this model, each word has multiple grammatical types and different meanings as follows:
5.4 Subject-verb v. Verb-object

We now introduce two models for which both of subject-verb and verb-object contexts are possible and provide two examples. These are the combinations adopt boxer/boxer adopts and throw pitcher/pitcher throws, where boxer and pitcher are defined as in sections 5.1 and 5.2 respectively, and the verbs adopt and throw can either take literal (e.g. adopt a child or a pet, throwing a projectile) or figurative (e.g. adopt a new feature, or throwing shadows) interpretations. The possibilistic models associated with these examples are depicted in Fig. 7 and in the bundle diagrams of Fig. 8. The models are signalling and hence, a sheaf-theoretic analysis would not be possible.

5.4 Subject-verb v. Verb-object

We now introduce two models for which both of subject-verb and verb-object contexts are possible and provide two examples. These are the combinations adopt boxer/boxer adopts and throw pitcher/pitcher throws, where boxer and pitcher are defined as in sections 5.1 and 5.2 respectively, and the verbs adopt and throw can either take literal (e.g. adopt a child or a pet, throwing a projectile) or figurative (e.g. adopt a new feature, or throwing shadows) interpretations. The possibilistic models associated with these examples are depicted in Fig. 7 and in the bundle diagrams of Fig. 8. The models are signalling and hence, a sheaf-theoretic analysis would not be possible.

Figure 7: Empirical models for the pairs of words examples. Here, the different contexts are depicted as follows: verb → noun corresponds to the verb-object context while verb ← noun corresponds to the subject-verb phrase. The outcomes labels are the same for both contexts; for example (0, 1) in (a) means adopt → 0, boxer → 1 for both contexts.

**Encoding**

| A | B | (0,0) | (0,1) | (1,0) | (1,1) |
|---|---|------|------|------|------|
| 0 | press | 1 | 1 | 0 | 1 |
| 1 | press | 1 | 0 | 1 | 0 |
| 2 | press | 1 | 0 | 0 | 1 |
| 0 | box | 1 | 1 | 0 | 0 |
| 1 | box | 1 | 0 | 1 | 0 |
| 2 | box | 1 | 0 | 1 | 0 |

| A | B | (0,0) | (0,1) | (1,0) | (1,1) |
|---|---|------|------|------|------|
| 0 | leaves | 1 | 0 | 1 | 0 |
| 1 | leaves | 1 | 0 | 0 | 1 |
| 2 | leaves | 1 | 0 | 0 | 1 |

Figure 8: Bundle diagrams of the two noun-verb pairs with contexts verb-object and subject-verb. The encoding of the nouns are the same as in Figs. 4a and 5a; for verbs, outcomes 0 and 1 represent literal and figurative meanings, respectively. The measurement contexts (verb-object or subject-verb) are depicted by arrows on the associated edges.
6 Probabilistic variants

We consider the same examples as in the previous section, but from a probabilistic point of view. The probability distributions are obtained from the British National Corpus (BNC, 2007) and UKWaC (Baroni et al., 2009). BNC is an open-source text corpus comprising of 100 million words, spread across documents of different nature (including press articles, fiction, transcription of spoken language, and academic publications). UKWaC is a 2 billion word corpus constructed from the Web limiting the crawl to the .uk domain. Both BNC and UKWaC are part-of-speech tagged, hence, they provide grammatical relations and the lemma forms of words. The semantic interpretation of the words and phrases are absent from these corpora and had to be decided by the authors manually.

6.1 \{coach, boxer\} × \{lap, file\}

| subject | verb | (0,0) | (0,1) | (1,0) | (1,1) |
|---------|------|-----|-----|-----|-----|
| coach   | lap  | 2/11| 7/11| 2/11| 0   |
| coach   | file | 43/44| 1/44| 0   | 0   |
| boxer   | lap  | 11/53| 22/53| 8/53| 12/53|
| boxer   | file | 35/54| 19/54| 0   | 0   |

Figure 9: Empirical model associated with the probabilistic model of \{coach, boxer\} × \{lap, file\}

Recall that the model in section 5.1 was possibilistically signalling. The frequencies mined from corpora were found to have the same support as the model described in section 5.1 (see Fig. 9), whence the probabilistic analogue remains signalling.

6.2 \{tap, box\} × \{pitcher, cabinet\}

By mining frequencies of co-occurrences of phrases in our two corpora, the model described in section 5.2 becomes probabilistically signalling, see Fig. 10a. We therefore cannot decide whether this model is probabilistically contextual in the sheaf-theoretic framework.

It is important to note that, given the finite size and the nature of the corpora considered, many interpretations of the phrases considered did not occur; for example, there was no instance of baseball players’ (pitchers’) phones or conversations being recorded (tapped). On the other hand, several other interpretations of the phrases did occur, for example figuratively putting cabinet members in boxes or black-boxing a group of ministers.

6.3 \{press, box\} × \{can, leaves\}

The possibilistic version of this example, presented in section 5.3, was non-signalling. Even if tabulating the observed frequencies did not change the support of the distributions, the model has become probabilistically signalling. Indeed, one can check that:

\[
P[box leaves | box \mapsto put in boxes] = \frac{2}{3}
\]

\[
\ne P[box can | box \mapsto put in boxes] = \frac{7}{74}
\]

Figure 11: Empirical model associated with the probabilistic model of \{press, box\} × \{can, leaves\}.

6.4 Subject-verb v. Verb-object

We now present the probability distribution arising from the examples in section 5.4. As some of the previous models, the two corpora did not have instances of all the possible readings of each of the contexts. The obtained probability distributions
are shown in Fig. 12. As expected, the probability distribution is also signalling.

|               | (0,0) | (0,1) | (1,0) | (1,1) |
|---------------|-------|-------|-------|-------|
| adopt → boxer|       |       |       |       |
| adopt ← boxer| 1/4   | 0     | 3/4   | 0     |

(a) adopt boxeraboxer adopts

|               | (0,0) | (0,1) | (1,0) | (1,1) |
|---------------|-------|-------|-------|-------|
| throw → pitcher| 2/5   | 0     | 1/10  | 1/2   |
| throw ← pitcher| 0     | 2/3   | 1/3   | 0     |

(b) throw pitcher/pitcher throws

Figure 12: Empirical models for the pairs of words.

7 Non-signalling and ambiguity in natural language

Non-signalling is a necessary condition for demonstrating non-locality in quantum mechanics. In experiments such as the one described in Einstein et al. (1935), this assumption models the space-like separation between the systems, e.g. two entangled qubits which are measured in geographically different labs, or more generally the fact that no communication between these systems is possible after their preparation. Non-signalling is a property that ensures some laws of quantum mechanics hold in specific systems and certainly there is no reason to assume it for natural language. In order to understand why not, let’s try and use an analogy with quantum systems. In our experiment, ambiguous phrases become analogous to entangled quantum systems and each word within a phrase to a qubit. In the subject-verb phrases we considered, a form of communication between words within a phrase becomes possible if after, say the subject-measuring agent determines the meaning of the subject, the verb-measuring agent has a more limited choice in determining the meaning of the verb. A similar situation is true for the verb-object phrases. In these cases, communication between the words of a phrase may seem possible but will definitely not in general. For instance, consider the coach lap phrase, if the subject-measuring agent decides that the meaning of coach is bus, the verb-measuring agent does not get a choice, since buses cannot drink. In this case, communication between the subject and verb-measuring agents is needed. If the subject-agent, however, sets the meaning of coach to be sports trainer, the verb-measuring agent still gets a choice for the meaning of lap, since a trainer can run in circles as well as drink something up. In this case, communication between the agents is not as clearly possible as before.

8 Contextuality-by-Default

We will now study the contextuality of the probabilistic signalling systems we obtained in section 6 using the Contextuality-by-Default framework. In this framework, each set of jointly distributed measurements of the empirical model is called a context, and the contextuality of a system is defined by the impossibility of creating a global joint distribution in which the variables corresponding to each measurement in each pair of contexts where they appear are equal to each other with maximal probability (instead of always). For example, in expression (1) we noticed that the proportions with which the word “box” is assigned the meaning “put in boxes” differs between the contexts with measurements “box leaves” and “box can”. This difference makes the system signalling and implies that the two variables cannot be treated as equal to each other within a global assignment. They need to be treated as different random variables. The maximal probability that those two random variables can both receive the assignment “put in boxes” is \( \min \{2/3, 7/4\} = 7/44 \). These probabilities can be found for every pair of variables corresponding to each measurement. Continuing with the example of the variables corresponding to the measure of “box” from the example in Section 6.3, the maximal probability with which they could be assigned the meaning “fight” in the contexts “box leaves” and “box can” is equal to \( \min \{0, 0\} = 0 \), and the probability with which they both can be assigned “container” is \( \min \{1/3, 67/44\} = 1/3 \).

The task of finding whether a global joint distribution that maximizes these probabilities for every measurement exists can be solved by linear programming. Dzhafarov and Kujala (2016) describe how to define this task for systems that include measurements with a finite number of outcomes by taking all possible dichotomizations of their respective outcome sets. We illustrate the procedure with the proportions of the system in Section 6.3. The description of this system simplifies by noting that the word “leaves” could only be assigned two meanings and that for the word “box”

\[
\begin{align*}
P_{\text{box leaves}} & (\text{box} \rightarrow \text{fight}) = 0, \\
P_{\text{box can}} & (\text{box} \rightarrow \text{fight}) = 0,
\end{align*}
\]
effectively making those variables also binary. Thus, we need only consider dichotomizations of
variables corresponding to the measurements for “press” and “box”.

A global joint distribution of all dichotomized variables in our system must define probabilities for 2^{16} different events. They are the combination of the outcomes of 16 binary random variables: a) 6 in context “press can” including the three dichotomizations of \textit{press can|press} and \textit{press can|can}; b) 4 in context “press leaves”; c) 4 in context “box can”; and d) 2 in context “box leaves”. The 2^{16} probabilities are restricted by the probabilities estimated in Section 6.3, which total 97 linear constrains considering the joint events of the dichotomizations, individual margins (as the ones in expression (1)), and that probabilities in a distribution add to unity. These probabilities are further restricted by the maximal probabilities computed for the pairs of variables corresponding to the same dichotomization of the same measurement. These maximal probabilities are computed by taking the minimum of the two compared probabilities as explained above, and they amount to 8 linear constrains. In all, a total of 105 linear constrains that the probabilities of the 2^{16} events must satisfy, and that can be represented in a 105 × 2^{16} matrix of coefficients. Solving the set of linear equations for this example showed that it was possible to find such a global joint distribution. Whence, the system is not contextual.

The systems in sections 6.1 and 6.2 can be shown to be non-contextual within the CbD framework from a Bell inequality for certain signalling systems which was proved in Kujala and Dzhafarov (2016).

8.1 Subject-verb v. Verb-object

Let us now return to the pairs of words introduced in 5.4. The probability distributions for the models \textit{adopt boxer/boxer adopts} and \textit{throw pitcher/pitcher throws}, mined as in section 6, are depicted in Figs. 12a and 12b, respectively.

Unlike the systems considered above, these two are contextual within the CbD framework. This can be shown using the Bell-type inequality proved in Kujala and Dzhafarov (2016) and, using the results from Dzhafarov et al. (2020), we can measure the degree of contextuality of each of these two systems. The contextuality measure for the \textit{adopt-boxer} pair is 1/30 and the measure for the \textit{throw-pitcher} pair is 7/30. These measures indicate how far from becoming non-contextual is each system.

Clearly, the system for the pair \textit{adopt-boxer} could easily become non-contextual if the corpora search in the verb-object context had failed to find a figurative meaning of adopt, together with the fighter meaning of boxer for any occurrence of the words “adopt boxer”. More generally, we can assess how reliably contextual is this system by means of parametric bootstrap. We find that the probability with which we could find a non-contextual system based on the distributions in Fig. 12a is larger than .56.

The contextuality for the pair \textit{throw-pitcher} is much larger, and indeed the system would need to exhibit many occurrences of meaning assignments that contravene the general patterns exhibited within each of the contexts. For example, the system would be deemed non-contextual if the proportion of times where \textit{throw} took the literal meaning together with an interpretation of pitcher as a \textit{jug} in the expression “throw pitcher” increased from 1/10 to 1/3 while preserving the overall proportions with which each of the words was interpreted with a given meaning (say, \textit{throw} remains interpreted literally 3/5 of the times). Analogously to the previous computation, given the probabilities estimated in Fig. 12b, the probability of finding the system non-contextual is larger than .08.

9 Conclusions and Discussion

Undoubtedly, the context of ambiguous words plays an important role in their disambiguation process. The nature of this role, on the other hand, is not properly understood and quantified. In this work, we find ambiguous phrases that are probabilistically (i.e. logically) contextual in the sheaf-theoretic model, but show that their probabilistic extensions become signalling. In the presence of signalling, we analyse these examples in the CbD framework and discover some of them are not CbD-contextual. At the same time, however, we do find examples that are CbD-contextual albeit signalling. We then argue that the use of different contextuality frameworks allows us to formally study the effect of the context on choices of interpretation of ambiguous phrases, paving the way for a systematic study of general contextual influences in natural language.

This study was restricted by the nature of the types of meanings we considered and the size of our corpora. Indeed, the observed frequencies of phrases were not always consistent with our intuition, and in some cases, meaningful phrases did
not appear in the corpus altogether. An example was the word coach, which could either mean a sports trainer or a type of bus. In the corpora we considered, the latter meaning was in fact quite rare. Our conjecture is that this is due to the fact that the corpora we considered were both almost exclusively based on British English, whereas, the bus meaning of coach is mainly American. Regarding types of meaning, in order to facilitate our manual search for occurrences of interpretations, we restricted the domain of possible meanings and did not consider figuratively metaphorical options. An example is the verb boxing, which can also mean labelling or ignoring the workings of, but we only considered its putting in a box and fist fighting meanings. In future work, we aim to overcome this restrictions by widening our experimental data and gather human judgement on degrees of likelihood of each meaning combination. This will allow also us to consider a wider range of grammatical relations in the contexts and also study the effects of these structures on the disambiguation process as well as allowing a more reliable estimation of the probability distributions.
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