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Abstract. The nonparametric regression model that is currently developing is limited to only one estimator form that is used. This happens, due to the assumption from the researcher that each of these predictors has the same data pattern. However, when we model the predictor variable with the response variable, what happens is that each predictor may have a different pattern, so it is necessary to develop a mixed estimator. The mixed estimator used in this study is the truncated spline and the Gaussian Kernel. Furthermore, it becomes a separate problem, when combining the truncated spline with the Gaussian Kernel, so it must determine the optimal knot point and bandwidth. Determine the optimal knot point and bandwidth is very important. The methods used are Cross-Validation (CV), Generalized Cross-Validation (GCV), and Unbiased Risk (UBR). In this study, the nonparametric regression model was applied to the data on the percentage of poor people in Districts/Cities on Borneo Island in 2019. Based on analysis, the modeling of the nonparametric regression approach with a mixed estimator of the truncated spline and the Gaussian Kernel uses the GCV method which gives the best results. This is supported by the coefficient of determination obtained by 90.52% and the MSE value of 1.10. This means that the nonparametric regression model built can explain the effect of the predictor variable on the response variable, namely the percentage of poor people by 90.52%.

1. Introduction

Regression analysis is a statistical method used to determine the pattern of relationships between one or more variables. The variables used in the regression analysis consist of response and predictor variables [1]. The purpose of regression analysis is to find the form of parameter estimation that matches the shape of the regression curve [2]. There are several approaches developed by researchers in statistical modeling using regression analysis, namely parametric regression, nonparametric regression, and semiparametric regression [3]. Recently, the approach using nonparametric regression has received a lot of attention from researchers [4]. The nonparametric regression approach does not depend on the assumption of a certain regression curve shape, so it will provide high flexibility, where it is expected that the data will adjust itself to the estimated form of the regression curve without being influenced by the researcher's subjectivity [5].

In nonparametric regression modeling, there are several estimators developed by researchers including Kernel [6, 7], Spline [8, 9], and Fourier series [10, 11]. Among the several methods, nonparametric regression with the spline and Kernel approach is an estimator method that is usually used in research. One of the advantages of the spline is that it is flexible, meaning that this function tends to find its own form of data estimation wherever the data pattern moves [12]. Apart from spline, the nonparametric regression approach with Kernel functions is also of interest. The kernel has a more flexible form, very good at modeling data that does not have a certain pattern [13].
The nonparametric regression model that is currently developing is limited to only one form of an estimator for all predictor variables used. But in fact, when we model predictor variables with response variables, what happens is that each predictor may have a different pattern [14]. Then a mixed estimator was developed by [14, 15, 16].

In nonparametric regression truncated spline, determine the optimal knot point is very important and crucial [17]. The same thing applies to Kernel regression, where the thing that must be considered is the choice of bandwidth [13]. It becomes a separate problem when using a mixed estimator model, especially combining the spline with the Kernel, so it must determine the optimal knot point and bandwidth. Determination of the optimal point of knots and bandwidth will greatly affect the regression curve that will be formed. To choose the optimal knot point and bandwidth parameters, you can use various methods that have been developed by researchers, for example Cross-Validation (CV) by [18], Generalized Cross-Validation (GCV) by [8], and Unbiased Risk (UBR) by [19].

In this study, a nonparametric regression model was applied to analyze problems related to poverty. Based on BPS data (2020), in March 2019 the percentage of poor people in Indonesia was 9.41% with the number of poor people in March 2019 of 25.14 million people. Poverty in brief is often understood as a low level of welfare [20]. The problem of poverty is a very serious problem faced by countries in the world, especially developing countries including Indonesia [21]. Poverty eradication is the main goal in the Sustainable Development Goals (SDG’s) for 2016 to 2030.

The purpose of this research is to examine the estimator form of a mixed nonparametric regression truncated spline and Gaussian Kernel, which is then applied to the data on the percentage of poor people in Districts/Cities on Borneo Island in 2019. The method of selecting the optimal knot point and bandwidth uses CV, GCV, and UBR. The nonparametric regression approach, especially the estimator of the mixed of the truncated spline and the Gaussian Kernel, using the correct predictor variables, is expected to be a statistical model capable of analyzing poverty problems.

2. Methodology

2.1. Truncated Spline Nonparametric Regression

A truncated spline nonparametric regression approach is used if the regression curve between the response and the predictor variable does not form a pattern [22]. The data characteristic of the truncated spline estimator is a changing pattern at certain sub-intervals [2]. The study of nonparametric regression truncated multivariable spline on paired data \((x_i, x_{i1}, \ldots, x_{iq}, y_i)\) which assumed the relationship between the predictor variable and the response variable followed a nonparametric regression model.

\[ y_i = f(x_{i1}, x_{i2}, \ldots, x_{iq}) + \varepsilon_i, i = 1, 2, \ldots, n \]  

(1)

Furthermore, the regression curve is assumed to be additive:

\[ f(x_{i1}, x_{i2}, \ldots, x_{iq}) = f_1(x_{i1}) + f_2(x_{i2}) + \cdots + f_q(x_{iq}) = \sum_{p=1}^{q} f_p(x_{ip}), i = 1, 2, \ldots, n \]  

(2)

The component of degree 1 (linear) truncated spline nonparametric regression for each predictor variable can be written in general:

\[ f_p(x_{ip}) = \delta_{0p} + \sum_{j=1}^{m} \sum_{p=1}^{q} \delta_{jp} x_{ip} + \sum_{k=1}^{r} \sum_{p=1}^{q} \phi_{j,k,p} (x_{ip} - K_{ip})^m \]  

(3)

Equation (3) can be presented in the form of a matrix:
\[ \sum_{p=1}^{q} \tilde{f}_{p}(x_{pi}) = X_{q} \delta + X_{1}(K_{1}) \hat{\theta}_{1} + X_{2}(K_{2}) \hat{\theta}_{2} + \ldots + X_{q}(K_{q}) \hat{\theta}_{q} \]  

(4)

Based on Equation (4), so \( \sum_{p=1}^{q} \tilde{f}_{p}(x_{pi}) = X(\phi)\hat{\beta} \).

2.2. Gaussian Kernel Nonparametric Regression

The Kernel estimator is a linear estimator that is similar to other estimators, but the difference is that there is bandwidth in the Kernel [9]. Suppose given paired data \( t_{i} \) and \( y_{i} \), where \( i = 1, 2, \ldots, n \) follows a nonparametric regression model. Furthermore, the relationship \( t_{i} \) and \( y_{i} \) can be modeled functionally into:

\[ y_{i} = h(t_{i}) + \varepsilon_{i}; i = 1, 2, \ldots, n \]  

(5)

The regression curve of \( h(t_{i}) \) is an unknown shape. It to be approximated by the Kernel function, with the regression curve estimation is presented in Equation (6):

\[ \hat{h}_{a}(t) = n^{-1} \left[ \sum_{i=1}^{n} W_{ai}(t) \right] y_{i} \]  

(6)

where \( W_{ai}(t) = \frac{K_{a}(t-t_{i})}{n^{-1} \sum_{j=1}^{n} K_{a}(t-t_{j})} \) and \( K_{a}(t-t_{i}) = \frac{1}{\alpha} K\left( \frac{t-t_{i}}{\alpha} \right) \).

The Kernel function used is the Gaussian Kernel: \( K(z) = \frac{1}{\sqrt{2\pi}} \exp \left( \frac{1}{2} (-z^{2}) \right) ; I_{[-\alpha,\alpha]}(z) \).

Based on the Kernel function that applies to each \( t = t_{1}, t = t_{2}, \ldots, t = t_{n} \), then Equation (6) can be written in form of a matrix to be \( D(\alpha)\tilde{Y} \).

3. Result and Discussion

3.1. Mixed Estimator Nonparametric Regression Truncated Spline and Gaussian Kernel

Given a pair of data with a predictor variable of \( q \) for the truncated spline component and only 1 for the Kernel component such that it can be written \( (x_{q}, x_{2}, \ldots, x_{q}, t_{i}, y_{i}) \), with \( i = 1, 2, \ldots, n \). A nonparametric regression model of truncated spline and Gaussian Kernel can be written:

\[ y_{i} = \sum_{p=1}^{q} f_{p}(x_{pi}) + h(t_{i}) + \varepsilon_{i} \]  

(7)

Based on Equation (7), it can be written briefly \( y_{i} = \mu(x_{i}, t_{i}) + \varepsilon_{i} \). Furthermore, it can be presented in the form of a matrix to be:

\[ \tilde{Y} = X(\phi)\tilde{\beta} + D(\alpha)\tilde{Y} + \tilde{\varepsilon} \]  

(8)

The method of parameter estimation used in this study is Ordinary Least Squares (OLS). The sum squared of error can be found with:
$$Q(\beta | \phi, \alpha) = \sum_{i=1}^{n} \hat{e}_i^2 = \hat{e}^T \hat{e}$$
$$= \left\| \left[ \mathbf{I} - \mathbf{D}(\alpha) \right] \bar{Y} \right\|^2 - 2 \hat{\beta}^T \mathbf{X}(\phi)^T \left[ \mathbf{I} - \mathbf{D}(\alpha) \right] \bar{Y} + \hat{\beta}^T \mathbf{X}(\phi)^T \mathbf{X}(\phi) \hat{\beta}$$

(9)

To get an estimator of $\hat{\beta}$, you can do a partial derivative of Equation (9) on $\hat{\beta}$ as follows:

$$\frac{\partial Q(\hat{\beta} | \phi, \alpha)}{\partial \hat{\beta}} = \frac{\partial}{\partial \hat{\beta}} \left( \left\| \left[ \mathbf{I} - \mathbf{D}(\alpha) \right] \bar{Y} \right\|^2 - 2 \hat{\beta}^T \mathbf{X}(\phi)^T \left[ \mathbf{I} - \mathbf{D}(\alpha) \right] \bar{Y} + \hat{\beta}^T \mathbf{X}(\phi)^T \mathbf{X}(\phi) \hat{\beta} \right)$$
$$= -2 \mathbf{X}(\phi)^T \left[ \mathbf{I} - \mathbf{D}(\alpha) \right] \bar{Y} + 2 \mathbf{X}(\phi)^T \mathbf{X}(\phi) \hat{\beta}$$

(10)

Equation (10) is equal to zero:

$$\frac{\partial Q(\hat{\beta} | \phi, \alpha)}{\partial \hat{\beta}} = 0$$

(11)

Then it will be obtained:

$$\mathbf{X}(\phi)^T \mathbf{X}(\phi) \hat{\beta} = \mathbf{X}(\phi)^T \left[ \mathbf{I} - \mathbf{D}(\alpha) \right] \bar{Y}$$

(12)

So that

$$\mathbf{X}(\phi)^T \mathbf{X}(\phi) \hat{\beta} = \mathbf{X}(\phi)^T \left[ \mathbf{I} - \mathbf{D}(\alpha) \right] \bar{Y}$$

(13)

Then we will get an estimator for the following:

$$\hat{\beta} = \left[ \mathbf{X}(\phi)^T \mathbf{X}(\phi) \right]^{-1} \mathbf{X}(\phi)^T \left[ \mathbf{I} - \mathbf{D}(\alpha) \right] \bar{Y}$$

(14)

Equation (14) can be written as $\hat{\beta} = \mathbf{C}(\phi, \alpha) \bar{Y}$, with $\mathbf{C} = \left[ \mathbf{X}(\phi)^T \mathbf{X}(\phi) \right]^{-1} \mathbf{X}(\phi)^T \left[ \mathbf{I} - \mathbf{D}(\alpha) \right]$.

Truncated spline curve estimator form is:

$$\sum_{p=1}^{q} \hat{f}_p(x_p) = \mathbf{X}(\phi) \hat{\beta}$$

(15)

And we can write it:

$$\sum_{p=1}^{q} \hat{f}_p(x_p) = \mathbf{X}(\phi) \hat{\beta} \rightarrow \mathbf{X}(\phi) \left[ \mathbf{X}(\phi)^T \mathbf{X}(\phi) \right]^{-1} \mathbf{X}(\phi)^T \left[ \mathbf{I} - \mathbf{D}(\alpha) \right] \bar{Y}$$

(16)

Equation (16) can be written as $\sum_{p=1}^{q} \hat{f}_p(x_p) = \mathbf{A}(\phi, \alpha) \bar{Y}$. Then we can write the Gaussian Kernel estimator form $\hat{h}_\alpha(t) = \mathbf{D}(\alpha) \bar{Y}$.

Based on Equation (14) and the estimator form of each component, we will get a mixed estimator of the nonparametric regression truncated spline and Gaussian Kernel as follows:

$$\hat{\mu}_{p, \alpha}(x, t) = \sum_{p=1}^{q} \hat{f}_p(x_p) + \hat{h}_\alpha(t)$$
$$= \left[ \mathbf{A}(\phi, \alpha) + \mathbf{D}(\alpha) \right] \bar{Y}$$
$$= \mathbf{B}(\phi, \alpha) \bar{Y}$$

(17)
Matrix $B(\phi, \alpha)$ is highly dependent on $A(\phi, \alpha)$ which is a truncated spline component with knots $\phi = (K_1, K_2, \ldots, K_T)^T$ and $D(\alpha)$ which is a component of the Gaussian Kernel with bandwidth.

### 3.2. Methods for Selecting Knot Points and Bandwidth

The method used in the process of selecting optimal knots and bandwidth points is Cross-Validation (CV), Generalized Cross-Validation (GCV), and Unbiased Risk (UBR). The CV, GCV, and UBR equations have been modified based on the nonparametric regression model used, namely the mixed estimator.

1. **Cross-Validation (CV)**

   $$CV(\phi_{opt}, \alpha_{opt}) = \frac{1}{n} \sum_{i=1}^{n} \left( \frac{(y_i - \hat{y}_i)}{1 - \left[ A_u(\phi, \alpha) + D_u(\alpha) \right]^T} \right)^2$$

2. **Generalized Cross-Validation (GCV)**

   $$GCV(\phi_{opt}, \alpha_{opt}) = \frac{\text{MSE}(\phi, \alpha)}{\left( \frac{1}{n}\text{trace}\left[ I - \left[ A(\phi, \alpha) + D(\alpha) \right]\right] \right)^2}$$

3. **Unbiased Risk (UBR)**

   $$UBR(\phi_{opt}, \alpha_{opt}) = n^{-1} \left\{ \frac{\| (I - [A(\phi, \alpha) + D(\alpha)])Y \|^2}{\text{trace}\left[ (I - [A(\phi, \alpha) + D(\alpha)])^T (I - [A(\phi, \alpha) + D(\alpha)]) \right]} + \frac{\hat{\sigma}^2}{n} \text{trace}\left[ A(\phi, \alpha) \right] \right\}$$

   with $\hat{\sigma}^2 = \frac{\| (I - [A(\phi, \alpha) + D(\alpha)])Y \|^2}{\text{trace}\left[ (I - [A(\phi, \alpha) + D(\alpha)])^T (I - [A(\phi, \alpha) + D(\alpha)]) \right]}$

### 3.3. Data Application

The data used in this study are secondary data for 2019 published by the Badan Pusat Statistik (BPS). The observation unit is the Districts/Cities on the Borneo Island, which currently of 5 Provinces. The variables used in this study are shown in Table 1.

The initial observations in this study were 56 Districts/Cities on the Borneo Island. Furthermore, the cities of Bontang, Banjarmasin, and Pontianak were not used in research observations because they were outlier data. The observations in this study were left 53 Districts/Cities.

The pattern of relationship between the response variable and each predictor variable can be seen from the scatter plot in Figure 1.

Based on Figure 1, a nonparametric regression model will be applied using a mixed estimator of the truncated spline and Gaussian Kernel. This is because there is a pattern of relationship between predictor and response variables that tend to fluctuate in certain sub-intervals $(x_i - x_k)$ and there are also undefined pattern $(t_i)$. 
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| Variable   | Notation | Description                                           |
|------------|----------|-------------------------------------------------------|
| Response   | $y$      | Percentage of Poor Population                         |
| $x_1$      |          | Life Expectancy                                       |
| $x_2$      |          | Open Unemployment Rate                                |
| $x_3$      |          | Average Length of Schooling                           |
| Predictor  | $x_4$    | Economic Growth Rate                                  |
| $x_5$      |          | Percentage of Households with Adequate Access to Sanitation |
| $x_6$      |          | Percentage of Households with Access to Adequate Drinking Water |
| $t_1$      |          | Population Density                                    |

Figure 1. Scatter plot between predictor and response variables
The best estimator model for the mixed of truncated spline and Gaussian Kernel, will be selected by looking at the smallest CV, GCV and UBR values from several models based on the number of knot points and bandwidth. This study uses the same number of points of knots for each predictor variable used, namely 1 to 3 points of knots.

**Table 2 Cross-Validation (CV) method**

| Knot Point Locations | Bandwidth | CV   | MSE  | R²   |
|----------------------|-----------|------|------|------|
|                      |           |      |      |      |
| x₁ x₂ x₃ x₄ x₅ x₆  | t₁        |      |      |      |
| 1 knot               | 69.65 5.16 9.23 5.73 65.71 62.46 | 2.55 | 4.27 | 2.53 | 66.00% |
| 2 knots              | 67.01 3.92 7.90 4.40 49.85 40.97 | 2.18 | 4.27 | 2.31 | 73.35% |
| 3 knots              | 66.63 3.74 7.71 4.22 47.59 37.89 | 1.41 | 4.18 | 1.82 | 83.80% |

**Table 3 Generalized Cross-Validation (GCV) method**

| Knot Point Locations | Bandwidth | GCV | MSE  | R²   |
|----------------------|-----------|-----|------|------|
|                      |           |     |      |      |
| x₁ x₂ x₃ x₄ x₅ x₆  | t₁        |     |      |      |
| 1 knot               | 69.65 5.16 9.23 5.72 65.71 62.47 | 2.55 | 5.88 | 2.52 | 66.00% |
| 2 knots              | 71.16 5.87 9.99 6.48 74.77 74.75 | 1.82 | 3.09 | 1.29 | 85.10% |
| 3 knots              | 64.37 2.68 6.57 3.08 34.00 19.47 | 1.09 | 1.51 | 1.10 | 90.52% |

**Table 4 Unbiased Risk (UBR) method**

| Knot Point Locations | Bandwidth | UBR  | MSE  | R²   |
|----------------------|-----------|------|------|------|
|                      |           |      |      |      |
| x₁ x₂ x₃ x₄ x₅ x₆  | t₁        |      |      |      |
| 1 knot               | 73.80 7.11 11.32 7.80 90.62 96.24 | 3.09 | 2.68×10⁻⁴ | 2.79 | 60.13% |
| 2 knots              | 71.92 6.22 10.37 6.86 79.30 80.89 | 2.58 | 1.33×10⁻⁵ | 2.48 | 70.12% |
| 3 knots              | 64.37 2.68 6.57 3.08 34.00 19.47 | 1.92 | 1.79×10⁻⁶ | 2.18 | 79.23% |

Based on Tables 2, 3, and 4, it is known that the CV, GCV, and UBR methods produce high R² values and low MSE values when using 3 knots.

Based on Table 3, it can be seen that by using the GCV method in the process of selecting optimal knots and bandwidth points in the mixed estimator nonparametric regression model, better results are obtained than the CV and UBR methods. This is because, with the GCV method, high performance and accuracy are obtained, the R² value is 90.52% and the MSE value is 1.10. Visualization of the value with the best mixed estimator nonparametric regression model is shown in Figure 2.
Based on Figure 2, it can be seen that the value obtained from nonparametric regression modeling used a mixed estimator of the truncated spline and the Gaussian Kernel with the GCV method tends to follow the actual data pattern. Furthermore, the nonparametric regression model using mixed estimator with three knot points obtained from the GCV method is written in Equation (21).

\[
\hat{y} = \hat{\delta}_1 y_1 + \hat{\delta}_2 y_2 + \hat{\delta}_3 y_3 + \hat{\delta}_4 y_4 + \hat{\delta}_5 y_5 + \hat{\phi}_1 (x_1 - 64,37) + \hat{\phi}_2 (x_2 - 71,54) + \\
\hat{\phi}_3 (x_3 - 72,30) + \hat{\phi}_4 (x_4 - 2,68) + \hat{\phi}_5 (x_5 - 6,05) + \hat{\phi}_6 (x_6 - 6,40) + \hat{\phi}_7 (x_7 - 6,57) + \\
\hat{\phi}_8 (x_8 - 10,18) + \hat{\phi}_9 (x_9 - 10,56) + \hat{\phi}_{10} (x_{10} - 3,08) + \hat{\phi}_{11} (x_{11} - 6,66) + \hat{\phi}_{12} (x_{12} - 7,05) + \\
\hat{\phi}_{13} (x_{13} - 34,00) + \hat{\phi}_{14} (x_{14} - 77,03) + \hat{\phi}_{15} (x_{15} - 81,56) + \hat{\phi}_{16} (x_{16} - 19,47) + \hat{\phi}_{17} (x_{17} - 77,82) + \\
\hat{\phi}_{18} (x_{18} - 83,96) + \frac{1}{55} \sum_{i=1}^{55} \frac{1}{1,09} \left( \frac{t - t_i}{1,09} \right)^2 X_{18}^T X_{18} \right] \hat{y}.
\]

(21)

This means that the mixed estimator nonparametric regression model built is able to explain the effect of the predictor variable on the response variable, namely the percentage of poor people based on the $R^2$ value of 90.52%.

4. Conclusion

Based on the analysis, we get a nonparametric regression model using mixed estimator truncated spline and Gaussian Kernel as follows:

\[
\hat{Y} = X(\phi) \hat{\beta} + D(\alpha) \hat{\mu} + \hat{\epsilon}
\]

where estimate results from $\hat{\beta}$ is $X(\phi)^T X(\phi)^{-1} X(\phi)^T [I - D(\alpha)] \hat{y}$. In general, the nonparametric regression model using mixed estimator can be written as:
The results of the nonparametric regression model using mixed estimator truncated spline and Gaussian Kernel using 3 knot points with the GCV method, obtained a $R^2$ value of 90.52% and MSE value of 1.10. This means that the nonparametric regression model built is able to explain the effect of the predictor variable on the response variable, namely the percentage of poor people by 90.52%.
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