A dark (or absorbing) state is a non-fluctuating state that once it is reached during the course of a time-evolution it cannot be left. Dynamical systems that possess a dark state can display complex nonequilibrium behavior and universal dynamical scaling, even in low dimensions [13]. Remarkably, many real-world processes actually feature such dark state, as, for instance, the epidemic spreading of a virus among a population [14,15]: for sufficiently low infection rate the population reaches a dark state, where all units are healthy and the virus is eradicated. However, when the infection rate is increased a stationary state phase transition to a fluctuating phase can take place. Here the virus becomes endemic and an extensive number of units remains infected. Interestingly, also dissipative quantum processes can feature dark states and allow to explore related concepts and phenomena in an entirely different setting. However, the phenomenology of systems studied so far [6–13] is closely related to that of classical processes.

In this paper, we report analytical and numerical evidence for the existence of a novel type of dark state phase transition, which has no classical counterpart as it crucially relies on quantum interference. To illustrate this new phenomenology we utilize a quantum many-body system, composed of \( N \) units which can be found in three different states [shown in Fig. 1(a)] . Using the analogy of epidemic spreading, one state represents a healthy unit, denoted as \(|•\rangle\). The second state, \(|∗\rangle\), represents instead an infected but not contagious unit, while the third, \(|◦\rangle\), represents an infected unit which is also contagious and can thus spread the virus. The dynamics of these units is subject to a classical process — the recovery process — consisting of transitions from state \(|∗\rangle\) to the \(|•\rangle\), which competes with two other processes that are quantum coherent. The first one connects the contagious and not contagious states. The second one can be regarded as a quantum analogue of an infection process: coherent transitions between the state \(|•\rangle\) and \(|∗\rangle\) take place, provided that at least one of the neighbors of the unit is in the contagious state [see Fig. 1(b)].
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According to these dynamical rules, the state with all healthy units, \(|D⟩\), is an exact dark state for any system size \( N \). Indeed, such state has no contagious unit that may activate the spreading of the infection [see Fig. 1(c)]. Typically, for both classical and quantum dark state phase transitions [1,9,6,10,12], one observes, for increasing infection rate, the emergence of a second steady state with finite density \( ϱ^∗ \) of contagious sites. This state exhibits dynamical fluctuations [c.f. Fig. 1(c)]. However,
the model depicted in Fig. 1(a) displays behavior which is markedly different: the second stationary state is an emergent dark state $|D_s\rangle$, which shows no fluctuations [c.f. Fig. 1(c)] and — contrary to the state $|D\rangle$ — it is a genuine quantum state characterized by units being in a superposition of contagious and healthy states. Beyond the novel phase transition phenomenology, the emergent dark manifold could potentially play a role in quantum information. The two dark states encode a qubit state $|\Psi\rangle = \alpha |D\rangle + \beta |D_s\rangle$ and the robustness of these two non-fluctuating stationary phases could provide an efficient self-correcting mechanism.

The model.— The elementary processes of the considered many-body quantum system are shown in Fig. 1(a). It consists of $N$ three-level units, which are arranged in a $D$-dimensional lattice and follow a stochastic Markovian evolution [14] dynamical realizations (quantum trajectories) are governed by a random process through a stochastic Schrödinger equation [14, 15]. It is convenient to first introduce the deterministic time-evolution of the quantum state averaged over all trajectories. This state is described, at any time $t$, by the density operator $\rho_t$ which obeys the quantum master equation [16, 17]

$$\frac{d}{dt}\rho_t = L[\rho_t] = -i[H, \rho_t] + D[\rho_t].$$

The super-operator

$$D[\rho] = \gamma \sum_{k=1}^L \left( J_{k+}^\dagger J_{k+} \rho J_{k+}^\dagger J_{k+} - \frac{1}{2} \left( J_{k+}^\dagger J_{k+}, \rho \right) \right)$$

is the so-called dissipator. In our case, it accounts for the classical (irreversible) transitions from the infected state $|\star\rangle$ to the healthy one $|\circ\rangle$ [c.f. Fig. 1(b)], and the jump operator $J_{k+} = \langle \circ | \star \rangle \langle \star |$ implements the desired transition. The superscript $k$ indicates the site onto which the operator acts, while $\gamma$ is the rate at which the transition occurs.

The coherent dynamics, see also Fig. 1(b), is governed by the Hamiltonian

$$H = \sum_k \left[ \Omega_1 \lambda_1^{(k)} + \Omega_2 \Pi^k \lambda_0^{(k)} \right],$$

where we have defined the (Gell-Mann matrices) $\lambda_1 = |\star\rangle \langle \star | + \text{h.c.}$ and $\lambda_0 = |\star\rangle \langle \circ | + \text{h.c.}$ The operator $\Pi^k$ implements the dynamical constraint required for the infection process [c.f. Fig. 1(b)] and its precise structure depends on the lattice geometry.

The quantum master equation (1) governs the dynamics of the average (in general mixed) state. At the level of quantum trajectories [15], the quantum state is pure for all times but follows a piece-wise deterministic evolution: the state evolves according to the deterministic (non-linear) equation

$$\frac{d}{dt} |\psi_t\rangle = [-iH_{\text{eff}} + i \langle \psi_t | H_{\text{eff}} | \psi_t \rangle] |\psi_t\rangle,$$

where $H_{\text{eff}} = H - \frac{i}{\gamma} \sum_k J_{k+}^\dagger J_{k+}$ is the (non-Hermitian) effective Hamiltonian. However, at random times, a transition $|\star\rangle \rightarrow |\circ\rangle$ occurs at a random site $k$, resulting in an abrupt jump of the quantum state $|\psi_t\rangle \rightarrow J_{k+}^\dagger |\psi_t\rangle$. This means that the $k$-th unit has healed (it can get infected again). More precisely, the transition rate for site $k$ is given by $w_k = \gamma (n_\star^{(k)})_t$, with $n_\star = |\star\rangle \langle \star |$ and $|\circ\rangle$ denoting the quantum expectation value with respect to the state $|\psi_t\rangle$. After a jump, the dynamics under Eq. (4) resumes until the next jump occurs.

The effective Hamiltonian has complex eigenvalues $\epsilon_i$, whose imaginary part $\gamma_i$ is (half of) the escape rate from the associated eigenstate. The survival probability of a general state $|\psi\rangle$, i.e. its probability to evolve according to Eq. (1) for a time $t$ without jumps, is $s_t(|\psi\rangle) = \|e^{-iH_{\text{eff}} t} |\psi\rangle\|$. The state with all healthy sites, $|D\rangle = \bigotimes_{k=1}^N |\circ\rangle$, cannot be left once reached dynamically. Indeed, we have $s_t(|D\rangle) = 1$, meaning that the state will experience zero jumps with probability 1. Mathematically, this is a consequence of $|D\rangle$ being an eigenstate of $H_{\text{eff}}$, associated with the eigenvalue 0. Thus, $|D\rangle$ has escape rate $r_{\text{min}} = 0$ and is invariant under the evolution in Eq. (4). It is an exact dark state for any $N$. In what follows, we show that, for $N \rightarrow \infty$ and for sufficiently large $\Omega_2$, $H_{\text{eff}}$ develops a second smallest escape rate $r_{\text{gap}}$ (the “gap” of $H_{\text{eff}}$), such that $r_{\text{gap}} \rightarrow 0$. This vanishing escape rate is related to an emergent (second) dark state $|D_s\rangle$, which, has a finite density $\rho_\star$ [see Fig. 1(c)]. This determines a phase transition between dark states in the steady state of the average quantum dynamics.

Infinite dimension.— To establish the existence of the nonequilibrium dark phase transition, we first focus on the limit of an infinite-dimensional lattice. Here, each site has all the others as neighbors and the constraint can be written as

$$\Pi^\star = \frac{1}{N-1} \sum_{h,h\neq h}^{N} n_\star^{(h)} \approx \frac{1}{N} \sum_{h=1}^{N} n_\star^{(h)};$$

with $n_\star = |\bullet\rangle \langle \bullet |$. The constraint thus requires a finite density of contagious sites. The resulting open quantum dynamics in Eq. (1) can be exactly solved in the thermodynamic limit $N \rightarrow \infty$. We can thus investigate both dynamical and stationary values for the density of sites, as well as the coherence measured by the operator $\Lambda_4 = |\bullet\rangle \langle \bullet | + \text{h.c.}$ (see Methods). Throughout, we consider the state in which all units are contagious, $|U\rangle = \bigotimes_{k=1}^N |\circ\rangle^{(k)}$, as initial state. For weak infection rate $\Omega_2$, the dynamics features a unique steady state — the dark state $|D\rangle$. As $\Omega_2$ increases, two further stationary states emerge which contain a finite density of contagious sites. To understand whether these are dynamically relevant we have numerically integrated the
One-dimensional lattice.— We now focus on a 1D lattice, where a given site \( k \) has only two neighbors and the constraint \( \Pi^k \) reads as

\[
\Pi^k = \frac{n^{(k-1)} + n^{(k+1)}}{2}.
\]

For this setting, no analytical solution is possible. We therefore rely on extensive numerical investigations to show the emergence of the dark state \( |D_e\rangle \) (see Methods).

In Fig. 3(a-b) we show results obtained from sampling quantum trajectories for a few-body system up to a finite time \( t \). The “phase diagram” displays a behavior similar to what we observed for the infinite-dimensional lattice. However, in this case, the appearance of the dark state \( |D_e\rangle \) is only possible for a transient period of time, given that, for finite \( N \), the unique steady state is the exact dark state \( |D\rangle \). Representative trajectories for larger system sizes [see top and bottom trajectories in Fig. 1(c)] clearly show how one phase is reached when quantum jumps are dominating the dynamics, while the other one is approached when the system state is driven towards the emergent dark state by the effective Hamiltonian.

To talk about a proper nonequilibrium phase transition in the quantum system, we need to address the thermodynamic limit of an infinitely long chain. We do this by exploiting methods based on matrix product states (MPSs) \([21,24]\). In order to show the emergence of the second dark state \( |D_e\rangle \) in the effective Hamiltonian, we simulate the dynamics in Eq. (4) for an infinite system, starting from the state \( |U\rangle \), until a fixed point is reached. In the regime associated with the exact dark state this dynamics always ends up in the state \( |D\rangle \). For sufficiently large values of \( \Omega_2 \), instead, the effective time-evolution converges towards the emergent dark state \( |D_e\rangle \), featuring a finite density of contagious sites \( \varrho_* \). Through a similar MPS algorithm, we have also studied the Lindblad dynamics \([1]\) for an infinite system. For the model
FIG. 3. One-dimensional lattice. (a-b) Simulations of quantum jump trajectories, for a 1D system with \( N = 6 \). Each data point is obtained by averaging over 100 trajectories. The panels show the behavior of the density of contiguous sites \( \varrho_\bullet \) and of the coherence \( \langle \lambda_4 \rangle \), for \( t = 20/\gamma \). Two different phases emerge: one is the dark state \( |D\rangle \), while, in the other the system approaches the emergent dark state \( |D_e\rangle \).

(c) Order parameter \( \varrho_\bullet \) as a function of \( \Omega_2 \), for \( \Omega_1 = \gamma \) in the emergent dark state. For finite systems, this is estimated by looking at properties of the state associated with the gap of an emergent dark state. For infinite systems, we exploit matrix product state methods to target the fixed point of the dynamics in Eq. (1) (black circles). This shows a transition from \( |D\rangle \) to \( |D_e\rangle \). We have further obtained values of the density \( \varrho_\bullet \) in the steady state of the Lindblad dynamics Eq. (1) (red crosses), which are in agreement with the prediction made for \( H_{\text{eff}} \). In the shaded region, our MPS algorithms did not converge.

Considered, this method showed instabilities for large dimensions of the MPS. We have thus exploited a low-rank approximation of \( \rho_t \), which may be regarded as an augmented mean-field description, and is expected to be valid for large enough \( \Omega_2 \). Our results show that the emergent dark state \( |D_e\rangle \) approached by the dynamics in Eq. (1), is also the steady state of the average quantum dynamics [see Fig. 3(c)].

Towards an experimental implementation.— For the purpose of this work Hamiltonian (3) should be regarded as an idealized model. However, as we will briefly sketch in the following, one may indeed realize versions of it on current quantum simulator platforms based on Rydberg atoms [25–31]. Here, the three states are represented by atomic Rydberg states which interact with a nearest-neighbor density-density interaction, parametrized by the matrix \( V_{\alpha\beta} \) (\( \alpha, \beta = \bullet, * , \circ \)). The interaction Hamiltonian of a single atom with its left (L) and right (R) neighbor is then given by

\[
H_{\text{int}} = \sum_{\alpha,\beta = \bullet, *, \circ} V_{\alpha\beta} (n_{\beta}^{(L)} + n_{\beta}^{(R)}) n_\alpha.
\]

The atoms are also driven by two lasers which couple the transitions \( |\bullet\rangle \leftrightarrow |\circ\rangle \) (Rabi frequency \( \Omega_1 \)) and \( |\bullet\rangle \leftrightarrow |\circ\rangle \) (Rabi frequency \( \Omega_2 \)). By appropriately choosing the laser detunings and the coefficients of the interaction matrix \( V_{\alpha\beta} \), and moving into a suitable interaction picture [20], one obtains (in 1D) the constrained Hamiltonian [32–43]

\[
H_{\text{exp}} \approx \sum_k [\Omega_1 (1 - n_\bullet^{(k-1)})(1 - n_\circ^{(k+1)}) \lambda_1^{(k)} + \Omega_2 (n_\bullet^{(k-1)} + n_\circ^{(k+1)} - 2n_\bullet^{(k-1)}n_\circ^{(k+1)}) \lambda_6^{(k)}].
\]

This is similar to the Hamiltonian (3), with two differences: (i) a constraint on the transition \( |\bullet\rangle \leftrightarrow |\circ\rangle \), which is not problematic, since it does not matter that the transition \( |\bullet\rangle \leftrightarrow |\circ\rangle \) is switched off when the dark state \( |D\rangle \) is reached; (ii) a term proportional to \( n_\bullet^{(k-1)}n_\circ^{(k+1)} \lambda_6^{(k)} \).

This term actually changes the qualitative behaviour, as we have tested with numerical simulations. Following Ref. [44], it can be eliminated by applying a further laser field with a detuning \( 2V_{\bullet\circ} \) and Rabi frequency \( 2\Omega_2 \), on the \( |\bullet\rangle \leftrightarrow |\circ\rangle \) transition (see also discussion in Ref. [13]). This generates the counter term \( 2\Omega_2 \sum_k n_\bullet^{(k-1)}n_\circ^{(k+1)} \lambda_6^{(k)} \).

Discussion.— We have investigated a novel type of nonequilibrium phase transition between two dark states, a trivial (classical) one and an emergent one. For the model considered, this transition appears to be present in all lattice dimensions. As we have shown, the detection of such an emergent state is possible by analyzing the spectral properties of the effective Hamiltonian. It is important to comment on why such a phenomenology cannot be observed in classical models. Here, a nonequilibrium state can only be a configuration state, as for example \( |D\rangle \), and thus can only be dark if it is an exact dark state for any system size. Furthermore, in classical settings, there is no effective coherent dynamics between jumps that could drive the system toward an emergent dark state. Finally, we note that, while dark states have already been investigated and explored in several quantum systems [18–49], the one we observe here is rather different in nature. Usually, dark states for quantum systems, even when showing entanglement and quantum correlations, are frustration-free dark states which are exact dark states for any system size. This means that their structure is such that they are eigenstates (with real eigenvalue) of each of the local terms in the effective Hamiltonian. In addition, they are annihilated by all jump operators. Instead, the dark state \( |D_e\rangle \) emerges
as a collective property of the system, and is thus a real dark state only in the thermodynamic limit. This fact confers to it the robustness against perturbations which is associated with a genuine nonequilibrium phase.
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METHODS

Infinite-dimensional lattice

In an infinite-dimensional lattice, each site has, as nearest neighbors, all the remaining ones forming the many-body system. As stated in the main text, this results in a constraint Πk of the form given in Eq. [1]. Therefore, the dynamics of the average quantum state can be described through the quantum master equation [1], with a Hamiltonian given by

$$H \approx \Omega_1 \sum_{k=1}^{N} \lambda_1^{(k)} + \frac{\Omega_2}{N} \sum_{k,h=1}^{N} \alpha\lambda_2^{(k)} \lambda_6^{(h)} .$$

The approximation is just due to the fact that we have added terms with k = h in the double sum. In the limit N → ∞, this does not constitute a problem, since these terms give rise to an intensive Hamiltonian contribution, irrelevant for the dynamics of the system observables.

In order to investigate the stationary behavior of the model, we focus on collective operators describing “sample-average” properties. We consider

$$P_\alpha = \frac{1}{N} \sum_{k=1}^{N} n_\alpha^{(k)} , \quad \alpha = \bullet, *, o ,$$

representing the density of sites in the different states, as well as

$$G_\alpha = \frac{1}{N} \sum_{k=1}^{N} \lambda_\alpha^{(k)} , \quad \text{for } \alpha = 1, 2, 4, 5, 6, 7 .$$

We stress here that we are using the Gell-Mann matrices λα for off-diagonal single-site observables, while we use the projectors nα for the diagonal ones.

Average Lindblad Dynamics

The collective operators of Eqs. [8]–[9] behave, when considering the state |U⟩ and the large N limit, as “classical” scalar quantities equal to their expectation value on the state |49⟩. This means that we have Gα → Λα = ⟨λα⟩ as well as Pα → ρα = ⟨nα⟩, where we have also exploited the translation invariance of the state. For the
infinite-dimensional lattice, the dynamics of these operators is captured by the following non-linear differential equations \( \partial_t : = d/dt \)

\[
\begin{align*}
\partial_t \Lambda_1 &= \Omega_2 \varphi \Lambda_5 - \Omega_2 \Lambda_2 \Lambda_6 - \frac{\gamma}{2} \Lambda_1, \\
\partial_t \Lambda_2 &= -2\Omega_1 (\varphi_\ast - \varphi) - \Omega_2 \varphi \Lambda_4 + \Omega_2 \Lambda_1 \Lambda_6 - \frac{\gamma}{2} \Lambda_2, \\
\partial_t \Lambda_3 &= -\Omega_1 \Lambda_7 + \Omega_2 \varphi \Lambda_2 - \Omega_2 \Lambda_5 \Lambda_6, \\
\partial_t \Lambda_5 &= \Omega_1 \Lambda_6 - \Omega_2 \varphi \Lambda_1 + \Omega_2 \Lambda_4 \Lambda_6, \\
\partial_t \Lambda_6 &= -\Omega_1 \Lambda_5 - \frac{\gamma}{2} \Lambda_6, \\
\partial_t \Lambda_7 &= \Omega_1 \Lambda_4 - 2\Omega_2 \varphi (\varphi_\ast - \varphi) - \frac{\gamma}{2} \Lambda_7, \\
\partial_t \varphi \ast &= \Omega_1 \Lambda_2, \\
\partial_t \varphi &= -\Omega_1 \Lambda_2 + \Omega_2 \varphi_\ast \Lambda_7 - \gamma \varphi, \\
\partial_t \varphi_\ast &= -\Omega_2 \varphi \Lambda_7 + \gamma \varphi_\ast.
\end{align*}
\]

To find the possible stationary states, we set to zero all the time-derivatives above. In this way, we find the following three solutions:

\[
\begin{align*}
\varphi_\ast &= \frac{1}{2} \left[ 1 - \sqrt{1 - x^2} \right], \quad \varphi = \frac{1}{2} \left[ 1 + \sqrt{1 - x^2} \right], \quad \Lambda_4 = -x; \\
\varphi_\ast &= \frac{1}{2} \left[ 1 + \sqrt{1 - x^2} \right], \quad \varphi = \frac{1}{2} \left[ 1 - \sqrt{1 - x^2} \right], \quad \Lambda_4 = -x;
\end{align*}
\]

with \( x = 2\Omega_1/\Omega_2 \) and all other collective quantities being zero. The last two solutions are physically meaningful only for \( |x| \leq 1 \). This shows the existence of a critical rate \( \Omega_2^2 = 2\Omega_1 \) below which the unique admisible solution is the first one, which is the exact dark state \( |D_\lambda\rangle \). When \( \Omega_2 \geq \Omega_2^2 (|x| \leq 1) \), two further solutions become possible. The second one turns out to be unstable so that it is never dynamically approached. The third, instead, corresponds to a (stable) emergent stationary state with a finite density of sites in \( |\bullet\rangle \). This state is pure and — concerning the computation of local observables or of collective operators such as those introduced before — can be represented as the state

\[
|D_\lambda\rangle = \bigotimes_{k=1}^N (\alpha_+ |\bullet\rangle - \alpha_- |\circ\rangle)^{(k)},
\]

with \( \alpha_\pm = \sqrt{1/2} \pm \sqrt{1/2} \). However, due to the all-to-all coupling in the Hamiltonian of Eq. (7), the state \( |D_\lambda\rangle \) can develop weak long-range correlations \( \mathcal{L} \). In order to verify which stationary state is dynamically approached when the system is initially in \( |U\rangle \), we have performed a numerical integration of Eqs. (10) up to large times for which the state is stationary. These results are presented in Fig. 2(a-b) in the main text.

**Exact diagonalization of the effective Hamiltonian**

To show that the emergent dark state is approached through the dynamics of Eq. (4), we have performed exact diagonalization of the non-Hermitian Hamiltonian \( H_{\text{eff}} \). The idea is that since the emergent stationary state \( |D_\lambda\rangle \) is pure, it must be, in the \( N \to \infty \) limit, an eigenvector of \( H_{\text{eff}} \) associated with a second eigenvalue which converges to zero in imaginary part. In this way, the rate of escaping from \( |D_\lambda\rangle \) would be zero and the dynamics in Eq. (4) would have this state as a possible fixed point. Since we start from the fully symmetric state \( |U\rangle \), and since the average Lindblad dynamics is fully symmetric (invariant under any permutation of the three-level units), in order to detect the emergence of the second dark state \( |D_\lambda\rangle \), it is sufficient to diagonalize the effective Hamiltonian in its fully symmetric subspace. To do so, we have developed a representation of such an operator in the space of vectors which are invariant under any permutation of two subsystems. Such a subspace can be constructed, for instance, by acting on the fully symmetric vector \( |U\rangle \) with permutation invariant operators. The procedure to obtain such a representation of the effective Hamiltonian is presented in Ref. 20.

**One-dimensional lattice: simulations with matrix product states**

**Effective Hamiltonian dynamics**

For the one-dimensional lattice, to investigate the transition from the dark state \( |D\rangle \) to the dark state \( |D_\lambda\rangle \), we use a time-evolving-block-decimation algorithm (TEBD) which exploits the translation invariance of the model to address the system in the infinite one-dimensional lattice limit (iTEBD), see Refs. 21-24 for details. Since we cannot perform exact diagonalization of \( H_{\text{eff}} \), we analyze the fixed point obtained by running the dynamics in Eq. (4), starting from state \( |U\rangle \), for sufficiently large times.

The formal integration of Eq. (4) gives the solution

\[
|\psi_t\rangle = \frac{W_t |\psi\rangle}{\|W_t |\psi\rangle\|},
\]

where the time-propagator is given by \( W_t = e^{-itH_{\text{eff}}} \). In order to simulate such dynamics by means of matrix product state (MPS) methods, we first discretize time. We take a sufficiently small time step \( dt \) and express the infinitesimal propagator \( W_{dt} \) through the second-order Trotter decomposition

\[
W_{dt} \approx e^{-it/2H_{\text{ss}}}e^{-it/2H_{o/e}}e^{-it/2H_{o/e}}e^{-it/2H_{o/e}}e^{-it/2H_{o/e}},
\]

where \( H_{\text{ss}} \) is the single-site component of the effective Hamiltonian, while \( H_{o/e} \) contain the nearest-neighbor interaction terms for odd and even bonds, respectively.

We perform time updates for the MPS representation of the state \( |\psi_t\rangle \), using a standard iTEBD method 20. After the application of the single-site gates in \( e^{-it/2H_{\text{ss}}} \),
which are not unitary operators, we perform \( N_{\text{corr}} \) repetitions of a trivial time-evolution on both even and on odd bonds. This is done by applying two-body gates equal to the identity operator at the aim of keeping the MPS in canonical form. After each application of a two-body gate, we perform a singular value decomposition and a truncation step. We take only the \( \lambda_{\max} \) largest singular values, as long as these are larger than a truncation error \( \varepsilon_{\text{trunc}} \). We have observed that it is beneficial to have at least \( N_{\text{corr}} = 1 \). This also relates to the fact that, after the application of the non-unitary gates, the entanglement in the MPS can decrease and the trivial evolution step can reduce the bond dimension while preparing the MPS for the two-body evolution. However, we also noticed that having \( N_{\text{corr}} > 1 \) does not lead to further improvements. We mainly considered \( N_{\text{corr}} = 2 \).

Concerning the truncation error \( \varepsilon_{\text{trunc}} \), this does not seem to be relevant in the phase where the dark state \(|D_c\rangle\) appears. Its precise value affects instead the transient dynamics in the phase related to state \(|D\rangle\). However, this is not expected to have impact on its fixed point. We explored values for the truncation error ranging from \( \varepsilon_{\text{trunc}} = 10^{-10} \) to \( \varepsilon_{\text{trunc}} = 10^{-14} \).

The results obtained with this iTEBD method are reported in Fig. 3(c). We furthermore mention here that the representative trajectories appearing in Fig. 1(c) have been obtained by simulating the stochastic quantum dynamics through MPSs and a TEBD method [22], for a finite chain with open boundary conditions.

**Average Lindblad dynamics**

We have also simulated the open quantum dynamics of the average state \( \rho_t \) — which obeys the quantum master equation (1) — through MPS methods (see e.g. also Ref. [9] or Ref. [50] for an application to 2D dissipative systems). The idea is to represent the density matrix \( \rho_t \) as a vector \(|\rho_t\rangle\) in an enlarged Hilbert space. This is achieved through the mapping

\[
\rho = \sum_{\vec{\alpha}, \vec{\beta}} r_{\vec{\alpha} \vec{\beta}} |\vec{\alpha}\rangle\langle\vec{\beta}| \rightarrow |\rho\rangle = \sum_{\vec{\alpha}, \vec{\beta}} r_{\vec{\alpha} \vec{\beta}} \bigotimes_{k=1}^{N} (|\alpha_k\rangle \otimes |\beta_k\rangle)^{(k)} ,
\]

where \( \vec{\alpha} = (\alpha_1, \alpha_2, \ldots \alpha_N) \) is a vector specifying the single-particle state of the different sites for the many-body state \(|\vec{\alpha}\rangle\) and \( r_{\vec{\alpha} \vec{\beta}} = \langle\vec{\alpha}| \rho |\vec{\beta}\rangle \).

In this representation, our Lindblad generator \( \mathcal{L} \) becomes the following matrix

\[
L = \gamma \sum_{k=1}^{N} \left( J^{(k)} - \frac{1}{2} n_{1,1}^{(k)} - \frac{1}{2} \hat{n}_{1,1}^{(k)} \right) + \sum_{k=1}^{N} \Omega_1 \left( -\lambda_{1,1}^{(k)} + i\lambda_{1,1}^{(k)} \right) + \Omega_2 \left( \frac{1}{2} \left( \hat{n}_{1,1}^{(k-1)} + \hat{n}_{1,1}^{(k+1)} \right) \right) + \frac{1}{2} \left( \hat{n}_{1,1}^{(k)} \right) ,
\]

(11)

where \( J = J_+ \otimes J_- \) and \( \hat{n}_{1,1} = n_{1} \otimes 1_3 \), \( \hat{n}_{1,1} = 1_3 \otimes n_{1} \), and \( 1_3 \) is the three-dimensional identity matrix. In addition we have \( \lambda_{1,1} = \lambda_{\alpha} \otimes 1_3 \) and \( \lambda_{\alpha} = 1_3 \otimes \lambda_T \).

The dynamics is implemented through the equation

\[
\frac{d}{dt} |\rho_t\rangle = L |\rho_t\rangle .
\]

This can be formally integrated to obtain \(|\rho_t\rangle = e^{tL} |\rho\rangle\), and, since the matrix \( L \) contains at most two-site interactions, this evolution can be approximated with the same iTEBD method discussed in the previous section. As initial state, we consider the density matrix \( \rho = |U\rangle \langle U| \), represented through the vector

\[
|\rho\rangle = \bigotimes_{k=1}^{N} (|\psi\rangle \langle \psi| )^{(k)} .
\]

The main difference with the algorithm used to simulate the time-evolution under \( \mathcal{H}_{\text{eff}} \), lies in the way expectation values are computed. In this case, to compute the expectation value of a quantum observable, we first need to define a vector representation of the identity operator in the enlarged Hilbert space. This is given by

\[
|\text{id}\rangle = \bigotimes_{k=1}^{N} |\text{id}_1\rangle^{(k)} ,
\]

where \( |\text{id}_1\rangle = |\psi\rangle|\psi\rangle + |\psi\rangle|\psi\rangle + |\psi\rangle|\psi\rangle \) is the vector representation of the single-site identity operator. Expectation values are then computed as

\[
\langle O^{(k)}_t \rangle = \langle \text{id} | O^{(k)}_t | \rho_t \rangle ,
\]

with \( O_{t_k} = O \otimes 1_3 \).

In the subcritical region — the one associated with the exact dark state \(|D\rangle\) — we have observed a good convergence of iTEBD results when increasing the bond dimension \( \chi_{\max} \) of the MPS representation of \(|\rho_t\rangle\). On the other hand, for large values of \( \Omega_2/\Omega_1 \), for which the system is expected to belong to the emergent dark state phase, it was not possible to obtain convergence of the iTEBD results, as the algorithm showed instabilities.
For $\Omega_2 \gg \Omega_1$, where the system features values of $\varrho_\bullet$ close to one, the state of the system is close to the product state with all sites in $|\bullet\rangle$. In this regime, far from the critical point, augmented product-ansatz descriptions — also known as augmented mean-field description — able to account for the weak short-ranged correlations in the state are expected to capture the relevant properties of the state (see e.g. Ref. [51] for an application to open quantum systems). In our numerical simulations, we have noted that the curves obtained with small bond dimensions ($\chi_{\text{max}} = 4, 8$) are stable and provide a similar prediction for the steady-state value of $\varrho_\bullet$. Since even with a very small bond dimension, the MPS ansatz can account for short-ranged correlations beyond mean-field theories, we can regard such results as obtained from an augmented product-state description. The data obtained for these small bond dimensions are plotted in Fig. 3(c). These are in agreement with the results obtained for the effective Hamiltonian. This suggests that the steady state of the Lindblad dynamics is indeed the emergent dark state of $H_{\text{eff}}$ in the supercritical region — the one associated with the emergent dark state $|D_e\rangle$. 
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Representation of the effective Hamiltonian in the fully symmetric subspace

To develop a representation of the Hamiltonian \(H_{\text{eff}}\) for the infinite-dimensional lattice in the fully symmetric subspace, it is convenient to use all the relevant Gell-Mann matrices \(\lambda_i\), for \(i = 1, 2, \ldots, 8\). Their algebraic structure is encoded in the commutation relations

\[
[\lambda_i, \lambda_j] = 2i \sum_{\ell=1}^{8} \epsilon_{ij\ell} \lambda_\ell; \quad (S1)
\]

importantly, \(\epsilon_{ij\ell}\) is an anti-symmetric tensor. We further define the matrices \(f_i = \frac{1}{2} \lambda_i\).

In order to efficiently represent the Hamiltonian, we need to derive a representation for collective operators constructed as

\[
F_i = \sum_{k=1}^{N} f_i^{(k)}; \quad (S2)
\]

as acting on fully symmetric states. For these operators, the commutation relations are inherited from Eq. (S1)

\[
[F_i, F_j] = \sum_{k,h=1}^{N} \frac{1}{4} \left[ \lambda_i^{(k)}, \lambda_j^{(h)} \right] = \sum_{k=1}^{N} \frac{1}{4} \left[ \lambda_i^{(k)}, \lambda_j^{(k)} \right] = i \sum_{\ell=1}^{8} \epsilon_{ij\ell} F_\ell. \quad (S3)
\]

Exploiting the anti-symmetric property of the tensor \(\epsilon_{ijk}\), it is possible to show that the operator

\[
C = \sum_{i=1}^{8} F_i^2,
\]

is the (quadratic) Casimir operator for the algebra formed by the operators \(F_i\), as it commutes with each of them. Indeed, one has that

\[
[C, F_j] = \sum_{i=1}^{8} \left( F_i [F_i, F_j] + [F_i, F_j] F_i \right) = i \sum_{i,\ell=1}^{8} \epsilon_{ij\ell} \left( F_i F_\ell + F_\ell F_i \right),
\]

and looking at the last relation in the above equation, one sees that the term in the round brackets is symmetric with respect to exchange of \(i \leftrightarrow \ell\), while the term \(\epsilon_{ij\ell}\) is anti-symmetric. As such the total double sum is zero.

Because of this, the value of the Casimir operator in the fully symmetry sector could be computed by considering any state in the subspace, for instance also the state

\[
|U\rangle = \bigotimes_{k=1}^{N} |\bullet\rangle^{(k)}, \quad \text{where} \quad |\bullet\rangle = \begin{pmatrix} 1 \\ 0 \\ 0 \end{pmatrix}.
\]
To make progress in finding a representation for the operators in Eqs. (S2), we now introduce a new set of operators, forming the so-called Cartan-Weyl basis, which are constructed from the $F_i$ as follows:

$$I_{\pm} = F_1 \pm i F_2, \quad I_3 = F_3, \quad V_{\pm} = F_4 \pm i F_5, \quad U_{\pm} = F_6 \pm i F_7, \quad Y = \frac{2}{\sqrt{3}} F_8. \quad (S4)$$

The commutation relations between these operators can be computed from the fundamental ones in Eq. (S3). We notice that $[I_3, Y] = 0$, so that these two operators can be simultaneously diagonalized. We define the normalized eigenstates of both $I_3$ and $Y$ to be $|t, y\rangle$. In particular, we have

$$I_3 |t, y\rangle = t |t, y\rangle, \quad Y |t, y\rangle = y |t, y\rangle.$$

Basically, we have that $t = (N_{\bullet} - N_{\circ})/2$, where $N_{\alpha}$ denotes the total number of particles in state $|\alpha\rangle$, with $\alpha = \bullet, \ast, \circ$, and that $y = N_{\bullet}/3 + N_{\circ}/3 - 2N_{\ast}/3$. As such, $-N/2 \leq t \leq N/2$ and $-2N/3 \leq y \leq N/3$. This set of states forms a complete orthonormal basis for the subspace of interest.

For the vectors $|t, y\rangle$, the operators $I_{\pm}, V_{\pm}, U_{\pm}$ act as ladder operators. As a simple example of this fact, lets consider the state $|U\rangle$ which can be written as $|U\rangle = |N/2, N/3\rangle$. This is annihilated by the action of $I_+$, which wants to bring a particle from $|\ast\rangle$ to $|\bullet\rangle$. On the other hand, we have

$$I_- |N/2, N/3\rangle = \alpha |N/2 - 1, N/3\rangle,$$

where $\alpha$ has to be determined through the norm of $I_- |N/2, N/3\rangle$. Using that $I_+$ annihilates $|U\rangle$ we have that

$$\langle N/2, N/3 | I_+ I_- | N/2, N/3\rangle = \langle N/2, N/3 | I_+ | N/2, N/3\rangle = N. \quad (S5)$$

So in this case, $\alpha = \sqrt{N}$.

In order to find the appropriate values of $\alpha$ for any state onto which $I_-$ is acting, i.e. the value of $\alpha$ for generic $I_- |t, y\rangle = \alpha |t - 1, y\rangle$,

we need to develop a systematic approach. Lets focus for the moment on the subalgebra formed by $I_{\pm}$ and $I_3$. These operators are made of the sum of $3 \times 3$ matrices which basically represent the spin-1/2 algebra (the algebra of Pauli matrices) embedded into a largest $(3 \times 3)$ space. This can also be seen by noticing that $I_{\pm}$ and $I_3$ have among them the same commutation relations of spin-1/2 operators. We then compute

$$I_+ I_- = F_1^2 + F_2^2 + i [F_2, F_1] = [F_1^2 + F_2^2 + F_3^2] - F_3(F_3 - 1).$$

The operator in the square brackets is a “partial” Casimir operator, which we call $C_{12} = \sum_{i=1}^{3} F_i^2$, since it commutes with the subalgebra formed by the $F_i$, with $i = 1, 2, 3$. As such, $C_{12}$ also commutes with the $I_{\pm}$. As apparent from Eq. (S5), it is important to understand the value of this operator on different states in order to be able to compute the norm of vectors such as $I_- |t, y\rangle$.

Since $C_{12}$ commutes with $I_{\pm}$ and that $I_{\pm}$ does not modify $y$, to find the value of this partial Casimir operator $C_{12}$ in the different subspaces (labelled by the value of $y$), it is convenient to find a simple state to compute its expectation value. In particular, we look for the one which has the maximum value of $t$ allowed, for a fixed value of $y$ (and given that we have only $N$ particles). We call $N_{\bullet\ast}$ the number of particles which are in state $|\bullet\rangle$ or $|\ast\rangle$. We thus have $N_{\bullet\ast} + N_{\circ} = N$ and also that, given a value of $\bar{y}$ we have

$$\bar{y} = \frac{N_{\bullet\ast} - 2N_{\circ}}{3}, \quad \rightarrow \quad N_{\bullet\ast} = \frac{\bar{y} + 2N}{3}.$$

Then, if all the particles in the subspace formed by the states $|\bullet\rangle, |\ast\rangle$ are found in the state $|\bullet\rangle$ we have the maximum

$$t_{\max|\bar{y}} = \frac{N_{\bullet\ast}}{2} = \frac{\bar{y} + \frac{2N}{3}}{2}.$$

We can thus find the value of the partial Casimir operator $C_{12}$, at fixed $\bar{y}$, which is given by

$$\langle t_{\max|\bar{y}}, \bar{y} | C_{12} | t_{\max|\bar{y}}, \bar{y} \rangle = \frac{N_{\bullet\ast}}{2} \left( \frac{N_{\bullet\ast}}{2} + 1 \right) = \left( \frac{\bar{y} + 2N}{2} \right) \left( \frac{\bar{y} + \frac{2N}{3}}{2} + 1 \right).$$
With this result, we can now find all matrix elements for the operator $I_-$, in the fully symmetric subspace. Indeed, we use that

$$I_- |t, y\rangle = \alpha_{t,y} |t-1, y\rangle,$$

where $\alpha_{t,y}^2$ is given by

$$\alpha_{t,y}^2 = \langle t, y | I_+ I_- | t, y\rangle = \langle t, y | C_{12} - I_3 (I_3 - 1) | t, y\rangle = t_{\text{max}|y} (t_{\text{max}|y} + 1) - t (t - 1).$$

Now we use an analogous procedure to represent the ladder operator $U_-$. The action of $U_-$ on a state consists in taking one particle from state $|\ast\rangle$ and bringing it to state $|\circ\rangle$. This means that the action of $U_-$ reduces $y$ by 1 but also increments $t$ by 1/2. We thus have the relation

$$U_- |t, y\rangle = \beta_{t,y} |t + \frac{1}{2}, y - 1\rangle.$$  

Similarly to what done before, the factor $\beta_{t,y}^2$ can be written as

$$\beta_{t,y}^2 = \langle t, y | U_+ U_- | t, y\rangle = \langle t, y | C_{23} - \tilde{F}_8 \left(\tilde{F}_8 - 1\right) | t, y\rangle,$$

where

$$\tilde{F}_8 = \sum_{k=1}^{N} \frac{1}{4} \left(\sqrt{3} \lambda_8 - \lambda_3\right)^{(k)},$$

while $C_{23} = F_6^2 + F_7^2 + \tilde{F}_8^2$ is the partial Casimir operator, now for the subspace generated by $|\ast\rangle, |\circ\rangle$. We note that $\tilde{F}_8 = \frac{2}{3} I - \frac{1}{3} I_3$. The task is to find a way to compute the value of this partial Casimir operator on a simple reference state. We proceed as follows. Let us consider a generic state $|t, y\rangle$, and remember that we have $N$ particles. We thus can find

$$2t = N_\ast - N_\circ, \quad y = N_\ast + N_\circ - \frac{2N}{3}.$$  

Inverting the above relations, we can find an expression for $N_\ast, N_\circ$ (and thus also for $N_0$ if necessary) as a function of $t, y$. We have

$$N_\ast = t + \frac{y}{2} + \frac{N}{3}, \quad N_\circ = \frac{y}{2} - t + \frac{N}{3}.$$  

As already said, the action of the operator $U_-$ is that of taking one particle from $|\ast\rangle$ and bringing it to $|\circ\rangle$. As such, without changing the value of the partial Casimir operator (since $[U_-, C_{23}] = 0$), this state is connected by the repeated action of $U_-$ to the state with $N_\ast = t + \frac{y}{2} + \frac{N}{3}$ as before, $N_\circ = 0$ and $N_0 = N - N_\ast$. Such a state is given by

$$|\varphi\rangle = \frac{t}{2} + \frac{y}{4} + \frac{N}{6}, t + \frac{y}{2} - \frac{N}{3},$$

and, from this, the partial Casimir operator $C_{23}$ can be computed solely as a function of $t, y$ of the original state. In particular, we have

$$\langle \varphi | C_{23} | \varphi \rangle = \frac{N_0}{2} \left(\frac{N_0}{2} + 1\right) = \frac{1}{2} \left(\frac{2N}{3} - t - \frac{y}{2}\right) \left[\frac{1}{2} \left(\frac{2N}{3} - t - \frac{y}{2}\right) + 1\right],$$

and, therefore,

$$\beta_{t,y}^2 = C_{23} - \left[\frac{3}{4} y - \frac{t}{2}\right] \left[\frac{3}{4} y - \frac{t}{2} - 1\right].$$

This procedure allows us to represent the effective Hamiltonian in Eq. (7), in the fully symmetric subspace spanned by all vectors $|t, y\rangle$. Using relations (S6) and (S7), we indeed have

$$I_- = \sum_{t,y} \alpha_{t,y} |t-1, y\rangle \langle t, y|,$$
and

\[ U_{-} = \sum_{t,y} \beta_{t,y} |t + \frac{1}{2}, y - 1 \rangle \langle t, y| . \]

We can use this to represent the effective Hamiltonian noticing that

\[ \sum_{k=1}^{N} \lambda_1^{(k)} = I_- + I_+ , \]

and also that

\[ \sum_{k=1}^{N} \lambda_6^{(k)} = U_- + U_+ . \]

Furthermore, we also have

\[ \sum_{k=1}^{N} n_-^{(k)} = I_3 + \frac{Y}{2} + \frac{N}{3} , \]

and

\[ \sum_{k=1}^{N} n_+^{(k)} = -I_3 + \frac{Y}{2} + \frac{N}{3} . \]

We have used this representation of the Hamiltonian to produce numerical data for the plots presented in Fig. 2 (c-d) as well as those shown in Fig. S1.
Additional numerical results for the infinite-dimensional lattice

In this section, we present data showing that the gap of the $H_{\text{eff}}$ Hamiltonian remains finite in the region $\Omega_2 < 2\Omega_1$ while it tends to zero for values of $\Omega_2 > 2\Omega_1$. At the critical point $\Omega_2 = 2\Omega_1$, we have instead a power-law decay of the gap with an exponent close to 0.31. All of this is shown in Fig. S1.

**FIG. S1.** Gap of the effective Hamiltonian for the infinite-dimensional lattice. Log-log plots of the gap $\tau_{\text{gap}}$ of $H_{\text{eff}}$ as a function of $N$ in different parameter regimes for $\Omega_1 = 1$ (in units of $\gamma$). (a) In the subcritical region, identified by values of $\Omega_2 < 2\Omega_1$, the gap shows a tendency to saturate to a finite value. This is manifesting in the log-log plot via curves which are concave up. (b) In the supercritical region, instead we have that curves are concave down which indicates an exponential decay of the gap as a function of $N$. (c) At criticality, $\Omega_2 = 2\Omega_1$, the gap tends to vanish with a power-law behaviour, with an exponent approximately equal to $-0.31$. In all panels, the dashed line, proportional to $N^{-0.31}$, is shown for comparison.


**Practical implementation of the constraint**

In this section we provide details on the discussion about the possibility of implementing the constrained system Hamiltonian in experiments reported in the main text.

We consider an experimental setting involving several three-level Rydberg atoms, arranged in a 1D array. We take the following Hamiltonian

\[ H_{\text{exp}} = \Omega_1 \sum_k \lambda_1^{(k)} + \Omega_2 \sum_k \lambda_6^{(k)} + H_{\text{diag}}, \]

whose first two terms represent two laser drivings, while \( H_{\text{diag}} = \sum_k H_{\text{at}}^{(k)} \), where \( H_{\text{at}}^{(k)} \) contains the interaction energy of a single atom associated with its configuration and that of its neighbors (the left one, \( L \), and the right one, \( R \)) as well as laser detuning terms. For a reference atom, we have

\[ H_{\text{at}} = H_{\text{int}} + H_{\text{det}}, \quad \text{with} \quad H_{\text{int}} = \sum_{\alpha, \beta = \bullet, *, o} V_{\alpha \beta} (n_{\beta}^{(L)} + n_{\beta}^{(R)}) n_{\alpha} , \quad H_{\text{det}} = \sum_{\alpha = \bullet, *, o} h_{\alpha} n_{\alpha}. \]

Here, \( h_{\alpha} \) are the detunings while the symmetric matrix \( V_{\alpha \beta} \) encodes the state-dependent atomic interactions.

The main idea to obtain the desired constraint consists in “rotating” the system Hamiltonian \( H_{\text{exp}} \) into an interaction picture obtained by subtracting to the time-evolution, the unitary operator

\[ U_t = \prod_k e^{-itH_{\text{at}}^{(k)}}. \]

In this frame, the Hamiltonian \( H_{\text{exp}} \) transforms into

\[ H'_{\text{exp}} = U_t \left( \sum_k \Omega_1 \lambda_1^{(k)} + \Omega_2 \lambda_6^{(k)} \right) U_{t}^{\dagger}. \]

To explicitly write down such an operator, we need to evaluate the action of \( e^{itH_{\text{at}}} \) on the different states \(|\bullet\rangle, |\ast\rangle, |\circ\rangle\). This is indeed enough to understand how the off-diagonal matrices \( \lambda_1 \) and \( \lambda_6 \) transform in the rotating frame. We will also apply a rotating wave approximation. Different choices of \( h_{\alpha} \) and \( V_{\alpha \beta} \) can thus give rise to different constraints.

The first step is to compute the following expression \((\alpha = \bullet, *, o)\):

\[ \exp(iH_{\text{at}}t)|\alpha\rangle = \exp\left(it \left[ h_{\alpha} + \sum_{\beta = \bullet, *, o} V_{\alpha \beta} (n_{\beta}^{(L)} + n_{\beta}^{(R)}) \right]\right)|\alpha\rangle = \]

\[ = \exp\left(ih_{\alpha}\right) \left[ 1 - \sum_{\beta} n_{\beta}^{(L)} \left[ 1 - e^{iV_{\alpha \beta}} \right] \right] \left[ 1 - \sum_{\beta'} n_{\beta'}^{(R)} \left[ 1 - e^{iV_{\ast \beta'}} \right] \right] |\alpha\rangle. \]

The aim is to constrain the transition between states \(|\bullet\rangle \) and \(|\ast\rangle\). To this end, we can choose \( h_{\bullet} = h_{\ast} = 0 \), as well as \( V_{\ast \bullet} \) with non-zero components only given by \( V_{\ast \bullet} = V_{\bullet \ast} \). In this way, by also fixing \( h_{\circ} = -V_{\bullet \circ} \) and neglecting oscillating terms, we find

\[ e^{iH_{\text{at}}t}|\ast\rangle = |\ast\rangle, \quad e^{iH_{\text{at}}t}|\circ\rangle \approx |\circ\rangle \left[ n_{\bullet}^{(L)} + n_{\bullet}^{(R)} - 2n_{\bullet}^{(L)}n_{\bullet}^{(R)} \right], \]

and

\[ e^{iH_{\text{at}}t}|\bullet\rangle \approx |\bullet\rangle \left[ \left( 1 - n_{\circ}^{(L)} \right) + \left( 1 - n_{\circ}^{(R)} \right) \right], \]

Using these results for the Hamiltonian in Eq. (S11) leads to the many-body operator

\[ H'_{\text{exp}} \approx \sum_k \left[ \Omega_1 \left( 1 - n_{\circ}^{(k-1)} \right) \left( 1 - n_{\circ}^{(k+1)} \right) \lambda_1^{(k)} + \Omega_2 \left( n_{\bullet}^{(k-1)} + n_{\bullet}^{(k+1)} - 2n_{\bullet}^{(k-1)}n_{\bullet}^{(k+1)} \right) \lambda_6^{(k)} \right], \]

which is the one reported in the main text.