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Abstract

Recent studies unveil the vulnerabilities of deep ranking models, where an imperceptible perturbation can trigger dramatic changes in the ranking result. While previous attempts focus on manipulating absolute ranks of certain candidates, the possibility of adjusting their relative order remains under-explored. In this paper, we formulate a new adversarial attack against deep ranking systems, i.e., the Order Attack, which covertly alters the relative order among a selected set of candidates according to an attacker-specified permutation, with limited interference to other unrelated candidates. Specifically, it is formulated as a triplet-style loss imposing an inequality chain reflecting the specified permutation. However, direct optimization of such white-box objective is infeasible in a real-world attack scenario due to various black-box limitations. To cope with them, we propose a Short-range Ranking Correlation metric as a surrogate objective for black-box Order Attack to approximate the white-box method. The Order Attack is evaluated on the Fashion-MNIST and Stanford-Online-Products datasets under both white-box and black-box threat models. The black-box attack is also successfully implemented on a major e-commerce platform. Comprehensive experimental evaluations demonstrate the effectiveness of the proposed methods, revealing a new type of ranking model vulnerability.

1. Introduction

Thanks to the widespread applications of deep neural networks [26, 21] in the learning-to-rank tasks [51, 41], deep ranking algorithms have witnessed significant progress, but unfortunately they have also inherited the long-standing adversarial vulnerabilities [46] of neural networks. Considering the “search by image” application for example, an imperceptible adversarial perturbation to the query image is sufficient to intentionally alter the ranking results of candidate images. Typically, such adversarial examples can be designed to cause the ranking model to “misrank” [32, 29] (i.e., rank items incorrectly), or purposefully raise or lower the ranks of selected candidates [59].

Since “misranking” can be interpreted as deliberately lowering the ranks of well-matching candidates, previous attacks on ranking models unanimously focus on changing the absolute ranks of a set of candidates, while neglecting the manipulation of relative order among them. However, an altered relative order can be disruptive in some applications, such as impacting sales on e-commerce platforms powered by content-based image retrieval [44], where potential customers attempt to find merchandise via image search.

As shown in Fig. 1, an attacker may want to adversarially perturb the query image and thus change the relative order among products A, B, C, D, and E into A ∼ E ∼ D ∼ C ∼ B in the search-by-image result. The sales of a product closely correlates to its Click-Through Rate (CTR), while the CTR can be significantly influenced by its ranking position [10, 38] (which also decides the product pagination on the client side). Hence, subtle changes in the relative order of searches can be sufficient to alter CTR and impact the actual and relative sales among A to E.

Such vulnerability in a commercial platform may be exploited in a malfeasant business competition among the top-ranked products, e.g., via promoting fraudulent web pages containing adversarial example product images generated in advance. Specifically, the attack of changing relative order does not aim to incur significant changes in the absolute ranks of the selected candidates (e.g., moving from list bottom to top), but it intentionally changes the relative order of them subtly without introducing conspicuous abnormality. Whereas such goal cannot be implemented by absolute rank attacks such as [59], the relative order vulnerability may justify and motivate a more robust and fair ranking model.

Specifically, we propose the Order Attack (OA), a new adversarial attack problem in deep ranking. Given a query image \( q \in [0, 1]^D \), a set of selected candidates \( C = \{c_1, c_2, \ldots, c_k\} \), and a predefined permutation vector \( p = [p_1, p_2, \ldots, p_k] \), Order Attack aims to find an imperceptible perturbation \( r (\| r \|_\infty \leq \varepsilon) \) so that \( \hat{q} = q + r \in [0, 1]^D \), so that \( \hat{q} \) as the adversarial query can convert the relative order of the selected candidates into \( c_{p_1} \prec c_{p_2} \prec \cdots \prec c_{p_k} \). For example, a successful OA with \( p = [1, 5, 4, 3, 2] \) will result in \( c_1 \prec c_5 \prec c_4 \prec c_3 \prec c_2 \), as shown in Fig. 1.
To implement OA, we first assume the white-box threat model (i.e., the ranking model details, incl. the gradient are accessible to the attacker). Recall that a conventional deep ranking model [51, 58, 41, 25] maps the query and candidates onto a common embedding space, and determines the ranking list according to the pairwise similarity between the query and these candidates. Thus, OA can be formulated as the optimization of a triplet-style loss function based on the inequality chain representing the desired relative order, which simultaneously adjusts the similarity scores between the query and the selected candidates. Additionally, a semantics-preserving penalty term [59] is also included to limit conspicuous changes in ranking positions. Finally, the overall loss function can be optimized with gradient methods such as PGD [33] to find the adversarial example.

However, in a real-world black-box attack scenario, practical limitations (e.g., gradient inaccessibility) invalidate the proposed method. To accommodate them and make OA practical, we propose a “Short-range Ranking Correlation” (SRC) metric to measure the alignment between a desired permutation and the actual ranking result returned to clients by counting concordant and discordant pairs, as a practical approximation of the proposed triplet-style white-box loss. Though non-differentiable, SRC can be used as a surrogate objective for black-box OA and optimized by an appropriate black-box optimizer, to achieve similar effect as the white-box OA. SRC can also be used as a performance metric for the white-box method, as it gracefully degenerates into Kendall’s ranking correlation [24] in white-box scenario.

To validate the white-box and black-box OA, we conduct comprehensive experiments on Fashion-MNIST and Stanford-Online-Product datasets. To illustrate the viability of the black-box OA in practice, we also showcase successful attacks against the “JD SnapShop” [23], a major retailing e-commerce platform based on content-based image retrieval. Extensive quantitative and qualitative evaluations illustrate the effectiveness of the proposed OA, and reveals a new type of ranking model vulnerability.

To the best of our knowledge, this is the first work that tampers the relative order in deep ranking. We believe our contributions include, (1) the formulation of Order Attack (OA), a new adversarial attack that covertly alters the relative order among selected candidates; (2) a triplet-style loss for ideal-case white-box OA; (3) a Short-range Ranking Correlation (SRC) metric as a surrogate objective approximating the triplet-style loss for practical black-box OA; (4) extensive evaluations of OA including a successful demonstration on a major online retailing e-commerce platform.

2. Related Works

Adversarial Attack. Szegedy et al. [46] find the DNN classifiers susceptible to imperceptible adversarial perturbations, which leads to misclassification. This attracted research interest among the community, as shown by subsequent works on adversarial attacks and defenses [14, 12, 48]. In particular, the attacks can be categorized into several groups: (1) White-box attack, which assumes the model details including the gradient are fully accessible [19, 27, 33, 35, 7, 2, 3, 13]. Of these methods, PGD [33] is the most popular one; (2) Transfer-based attack, which is based on the transferability of adversarial examples [15, 54, 16]. Such attack typically transfers adversarial examples found from a locally trained substitute model onto another model. (3) Score-based attack, which only depends on the soft classification labels, i.e., the logit values [22, 49, 31, 9, 1]. Notably, [22] proposes a black-box threat model for classification that is similar to our black-box ranking threat model; (4) Decision-based attack, a type of attack that requires the least amount of information from the model, i.e., the hard label (one-hot vector) [6, 8, 11, 17, 43, 28]. All these extensive adversarial attacks unanimously focus on classification, which means they are not directly suitable for ranking scenarios.

Adversarial Ranking. In applications such as web retrieval, documents may be promoted in rankings by intentional manipulation [20]. Likewise, the existence of aforementioned works inspired attacks against deep rank-
Figure 2: Relative order attack w.r.t. absolute rank attack.

| I: ◦, ◦, C, B, A | II: ◦, ◦, A, B, C | III: A, B, C, ◦, ◦ | IV: C, B, A, ◦, ◦ |

\[ L_{QA+} = \text{Absolute Rank Loss} \]

| I: \[\{\circ, \circ, C, B, A\} \] | II: \[\{\circ, \circ, A, B, C\} \] | Relative Order Loss |

\[ L_{\text{ReO}} \]

3.1. Triplet-style Loss Function for White-Box OA

During the training process, a typical deep ranking model \( f \) involves a triplet (anchor \( q \), positive \( c_p \), negative \( c_n \)) in each iteration. In order to rank \( c_p \) ahead of \( c_n \), the model is penalized when \( f(q, c_p) + \gamma < f(q, c_n) \) does not hold. This inequality can be reformulated exploiting the form of a hinge loss \([39]\), resulting in the triplet ranking loss function \([41]\)

\[ L_{\text{triplet}}(q, c_p, c_n) = [\gamma + f(q, c_p) - f(q, c_n)]^+, \] where \([\cdot]^+ = \max(0, \cdot)\), and \( \gamma \) denotes the margin hyper-parameter.

Inspired by this, to implement the OA, we decompose the inequality chain prescribed by the predefined permutation vector \( p \), namely \( f(q, c_{p_1}) < f(q, c_{p_2}) < \cdots < f(q, c_{p_k}) \) into \( (\frac{k}{2}) = k(k-1)/2 \) inequalities, i.e., \( f(q, c_{p_i}) < f(q, c_{p_j}) \), \( i, j = 1, 2, \ldots, k, i < j \). Reformulation of these inequalities into the hinge loss form leads to the relative order loss,

\[ L_{\text{ReO}}(q; C, p) = \sum_{i=1}^{k} \sum_{j=1}^{k} [f(q, c_{p_i}) - f(q, c_{p_j})]^+. \] (1)

Subsequently, given this loss function, the OA can be cast as a constrained optimization problem,

\[ r^* = \arg \min_{r \in \Omega_q} L_{\text{ReO}}(q + r; C, p), \] (2)

which can be solved with first-order-gradient-based methods such as Projected Gradient Descent (PGD) \([33]\), i.e.,

\[ r_{t+1} = \text{Clip}_{\Omega_q} \{ r_t - \eta \text{sign}[\nabla_r L_{\text{ReO}}(q; C, p)] \}, \] (3)

where \( \eta \) is the PGD step size, and \( r_0 \) is initialized as a zero vector. PGD stops at a predefined maximum iteration \( T \), and the final \( r_T \) is the desired adversarial perturbation.

It is worth noting that query image semantics can be drastically changed even with a very slight perturbation \([59]\). As a result, candidates \( C \) are prone to be excluded from the topmost part of ranking, and become invisible when the ranking result is “truncated”. To mitigate such side effect, we follow \([59]\) and introduce a semantics-preserving term \( L_{QA+}(\cdot) \) to keep \( C \) within the topmost part of the ranking by raising their absolute ranks, i.e., to keep \( c \in C \) ranked ahead of other candidates. Finally, the relative order loss term \( L_{\text{ReO}}(\cdot) \) and the absolute rank loss term \( L_{QA+}(\cdot) \) are combined to form the complete white-box OA loss \( L_{OA} \),

\[ L_{OA}(q; C, p) = L_{\text{ReO}}(q; C, p) + \xi L_{QA+}(\cdot), \] (4)

where \( \xi \) is a positive constant balancing factor between the relative order and absolute rank goals.

Despite the formulation of Eq. (4), an ideal \( \hat{q} \) that fully satisfy the desired relative order of \( C \) does not necessarily exist. Consider a Euclidean embedding space, where candidates \( c_1, c_2, c_3 \) lie consecutively on a straight line. It is impossible to find a query embedding that leads to \( c_1 < c_3 < c_2 \). That
indicates the compatibility between the specified relative order and the factual geometric relations of the candidate embeddings affects the performance upper-bound of OA. In cases like this, our algorithm can still find an inexact solution that satisfies as many inequalities as possible to approximate the specified relative order. In light of this, Kendall’s ranking correlation $\tau$ [24] between the specified relative order and the real ranking order appears to be a more reasonable performance metric than the success rate for OA.

### 3.2. Short-range Ranking Correlation

A concrete triplet-style implementation of OA is present in Sec. 3.1, but it is infeasible in a real-world attack scenario. In particular, multiple challenges are present for black-box OA, including (1) Gradient inaccessibility. The gradient of the loss w.r.t the input is inaccessible, as the network architecture and parameters are unknown; (2) Lack of similarity (or distance) scores. Exact similarity scores rarely appear in the truncated ranking results; (3) Truncated ranking results. In practice, a ranking system only presents the top-$N$ ranking results to the clients; (4) Limited query budget. Repeated, intensive queries within a short time frame may be identified as threats, e.g., Denial of Service (DoS) attack. Therefore, it is preferable to construct adversarial examples within a reasonable amount of queries. These restrictions collectively invalidate the triplet-style method.

To address these challenges, we present the “Short-range Ranking Correlation” (SRC; denoted as $\tau_S$) metric, a practical approximation of the $L_{\text{OA}}$ (Eq. 4) as a surrogate loss function for black-box OA.

Specifically, to calculate $\tau_S$ given $\mathbb{C}$, $\mathbb{p}$ and the top-$N$ retrieved candidates $\mathbb{X}$ w.r.t query $\tilde{q}$, we first initialize a $(k \times k)$-shaped zero matrix $S$, and permute $\mathbb{C}$ into $\mathbb{C}_p = \{c_{p_1}, c_{p_2}, \ldots, c_{p_k}\}$. Assuming $\forall c_i, c_j \in \mathbb{C}_p (i > j, i \neq j)$ exist in $\mathbb{X}$, we define $(c_i, c_j)$ as a concordant pair as long as $R_{c_p}(c_i)$ and $R_{c}(c_j)$ are simultaneously greater or smaller than $R_{c_p}(c_j)$ and $R_{c}(c_i)$, respectively, where $R_{c}(c_i)$ denotes the integer rank value of $c_i$ in $\mathbb{X}$, i.e., $R_{c}(c_i) : = \arg \max_c \{c_i = x_m\}$. Otherwise, $(c_i, c_j)$ is defined as a discordant pair. Namely a concordant matches a part of the specified permutation, and could result in a zero loss term in Eq. 1, while a discordant pair does not match, and could result in a positive loss term in Eq. 1. Thus, in order to approximate the relative order loss $L_{\text{RO}}$ (Eq. 1), a concordant pair and a discordant pair will be assigned a score of $S_{i,j} = +1$ (as reward) and $S_{i,j} = -1$ (as penalty), respectively. Apart from that, when $c_i$ or $c_j$ does not exist in $\mathbb{X}$, $S_{i,j}$ will be directly assigned with an “out-of-range” penalty $-1$, which approximates the semantics-preserving term in Eq. 4. Finally, after comparing the ordinal relationships of every pair of candidates and assigning penalty values in $S$, the average score of the lower triangular of $S$ excluding the diagonal is the $\tau_S$, as summarized in Algo. 1.

| Algorithm 1: Short-range Ranking Correlation $\tau_S$. |
| --- |
| **Input:** Selected candidates $\mathbb{C} = \{c_1, c_2, \ldots, c_k\}$, permutation vector $\mathbb{p} = \{p_1, p_2, \ldots, p_k\}$, top-$N$ retrieval $\mathbb{X} = \{x_1, x_2, \ldots, x_N\}$ for $\tilde{q}$. Note that $\mathbb{C} \subseteq \mathbb{D}$, $\mathbb{X} \subseteq \mathbb{D}$, and $N \geq k$. |
| **Output:** SRC coefficient $\tau_S$. |
| Permute candidates as $\mathbb{C}_p = \{c_{p_1}, c_{p_2}, \ldots, c_{p_k}\}$; Initialize score matrix $S = 0$ of size $k \times k$; |
| for $i \leftarrow 1, 2, \ldots, k$ do |
| for $j \leftarrow 1, 2, \ldots, i - 1$ do |
| if $c_i \notin \mathbb{X}$ or $c_j \notin \mathbb{X}$ then |
| $S_{i,j} = -1$ // out-of-range |
| else if $[R_{c_p}(c_i) > R_{c_p}(c_j)$ and $R_x(c_i) > R_x(c_j)]$ or $[R_{c_p}(c_i) < R_{c_p}(c_j)$ and $R_x(c_i) < R_x(c_j)]$ then |
| $S_{i,j} = +1$ // concordant |
| else if $[R_{c_p}(c_i) > R_{c_p}(c_j)$ and $R_x(c_i) < R_x(c_j)]$ or $[R_{c_p}(c_i) < R_{c_p}(c_j)$ and $R_x(c_i) > R_x(c_j)]$ then |
| $S_{i,j} = -1$ // discordant |
| return $\tau_S = \sum_{i,j} S_{i,j} / (\frac{1}{2})$ |

The value of $\tau_S \in [-1, 1]$ reflects the real ranking order’s alignment to the order specified by $\mathbb{p}$, where a semantics-preserving penalty is spontaneously incorporated. When the specified order is fully satisfied, i.e., any pair of $c_i$ and $c_j$ is concordant, and none of the elements in $\mathbb{C}$ disappear from $\mathbb{X}$, $\tau_S$ will be 1. In contrast, when every candidate pair is discordant or absent from the top-$N$ result $\mathbb{X}$, $\tau_S$ will be $-1$. Overall, $(\tau_S + 1)/2$ percent of the candidate pairs are concordant, and the rest are discordant or “out-of-range”.

Maximization of $\tau_S$ leads to the best alignment to the specified permutation, as discordant pairs will be turned into concordant pairs, while maintaining the presence of $\mathbb{C}$ within the top-$N$ visible range. Thus, although non-differentiable, the $\tau_S$ metric can be used as a practical surrogate objective for black-box OA, i.e., $r^* = \arg \max_{c \in \mathbb{C}} \tau_S(\tilde{q}; C, P)$, which achieves a very similar effect to the white-box OA.

Particularly, when $\forall c \in \mathbb{C}$ exists in $\mathbb{X}$, $\tau_S$ degenerates into Kendall’s $\tau$ [24] between $\mathbb{p}$ and the permutation of $\mathbb{C}$ in $\mathbb{X}$. Namely, $\tau_S$ also degenerates gracefully to $\tau$ in the white-box scenario because the whole ranking is visible. However, $\tau$ is inapplicable on truncated ranking results.

$\tau_S$ does not rely on any gradient or any similarity score, and can adapt to truncated ranking results. When optimized with an efficient black-box optimizer (e.g., NES [22]), the limited query budget can also be efficiently leveraged. Since all the black-box challenges listed at the beginning of this section are handled, it is practical to perform black-box OA by optimizing $\tau_S$ in real-world applications.

$\tau_S$ is defined as the average score of the lower triangular of $S$ excluding the diagonal $\tau_S = \sum_{i,j} S_{i,j} / (\frac{1}{2})$.

1. $\#m \in \{1, 2, \ldots, N\}$ so that $c_i = x_m$. 
Table 1: Searching for balancing factor ξ on both datasets.

| ξ | 0 | 10^{-4} | 10^{-3} | 10^{-2} | 10^{-1} | 10^{0} | 10^{1} | 10^{2} | 10^{3} | 10^{4} | 10^{5} |
|---|---|---|---|---|---|---|---|---|---|---|---|
| Fashion-MNIST | \( k = 5, N = \infty, \varepsilon = 4/255 \) | \( \tau_S \) | 0.561 | 0.467 | 0.451 | 0.412 | 0.274 | 0.052 | 0.043 | 0.012 | 0.007 | 0.002 |
| | | mR | 27.2 | 22.7 | 18.3 | 9.1 | 4.9 | 3.2 | 2.8 | 2.7 | 2.7 | 2.7 |
| Stanford Online Products | \( k = 5, N = \infty, \varepsilon = 4/255 \) | \( \tau_S \) | 0.923 | 0.658 | 0.640 | 0.634 | 0.591 | 0.448 | 0.165 | 0.092 | 0.013 | 0.001 |
| | | mR | 973.9 | 89.8 | 48.1 | 22.4 | 7.5 | 4.9 | 2.9 | 2.8 | 2.8 | 2.7 |

Table 2: White-box order attack on Fashion-MNIST and SOP datasets with various settings.

| \( \varepsilon \) | \( k = 5 \) | \( k = 10 \) | \( k = 25 \) |
|---|---|---|---|
| \( \tau_S \) | 0.000 | 0.184 | 0.000 | 0.063 | 0.000 | 0.108 | 0.000 | 0.136 | 0.000 | 0.149 |
| mR | 2.0 | 4.5 | 9.1 | 12.7 | 13.4 | 12.0 | 16.1 | 17.6 | 18.9 | 19.4 |

| \( \tau_S \) | 0.000 | 0.263 | 0.000 | 0.263 | 0.000 | 0.348 | 0.000 | 0.387 | 0.000 | 0.398 |
| mR | 2.0 | 5.6 | 4.9 | 4.2 | 4.1 | 4.5 | 12.4 | 11.2 | 9.9 | 9.6 |

4. Experiments

To evaluate the white-box and black-box OA, we conduct experiments on the Fashion-MNIST [53] and the Stanford-Online-Products (SOP) [36] datasets which comprise images of retail commodity. Firstly, we train a CNN with 2-convolution-1-fully-connected network on Fashion-MNIST, and a ResNet-18 [21] without the last fully-connected layer on SOP following [59] that focuses on the absolute rank attack. Then we perform OA with the corresponding test set as the candidate database \( D \). Additionally, we also qualitatively evaluate black-box OA on “JD SnapShop” [23] to further illustrate its efficacy. In our experiments, the value of rank function \( R_S(\cdot) \) starts from 0, i.e., the \( k \)-th ranked candidate has the rank value of \( k - 1 \).

Selection of \( C \) and \( p \). As discussed, we assume that the attacker is inclined to select the candidate set \( C \) from the top-\( N \) ranked candidates given the visible range limit. For simplicity, we only investigate the \( (k, N) \)-OA, i.e., OA with the top-\( k \)-within-top-\( N \) \( (k \leq N) \) candidates selected as as \( C \). It is representative because an OA problem with some candidates randomly selected from the top-\( k \) results as \( C \) is a sub-problem of \( (k, N) \)-OA. Namely, our attack will be effective for any selection of \( C \) as long as the \( (k, N) \)-OA is effective. For white-box OA, we conduct experiments with \( N = \infty \), and \( k \in \{5, 10, 25\} \). For black-box attack, we conduct experiments with \( N = \{\infty, 50, k\} \), and \( k \in \{5, 10, 25\} \). A random permutation vector \( p \) is specified for each query.

Evaluation Metric. Since \( \tau_S \) is equivalent to \( \tau \) when \( N = \infty \), we use \( \tau_S \) as the performance metric for both white-box and black-box OA. Specifically, in each experiment, we conduct \( T = 10^4 \) times of OA attack. In each attack, we randomly draw a sample from \( D \) as the query \( q \). In the end, we report the average \( \tau_S \) over the \( T \) trials. Also, when \( N = \infty \), we additionally calculate the mean rank of the candidate set \( C \) (denoted as “mR”), which equals \( |\sum_i R_S(c_i)|/k \), and report the average mean rank over the \( T \) attacks. Larger \( \tau_S \) value and smaller mR value are preferable.

Parameter Settings. We set the perturbation budget as \( \varepsilon \in \{\frac{2}{255}, \frac{4}{255}, \frac{8}{255}, \frac{16}{255}\} \) following [27] for both white-box and black-box attacks. The query budget \( Q \) is set to \( 1.0 \times 10^3 \). For white-box OA, the PGD step size \( \eta \) is set to \( \frac{1}{255} \), the PGD step number to 24. The balancing parameter \( \xi \) is set as \( 10^1 \) and \( 10^3 \) for Fashion-MNIST and SOP respectively. The learning rates of black-box optimizer NES [22] and SPA [49] are both set to \( 2/255 \). See supplementary for more details of the black-box optimizers.

Search Space Dimension Reduction. As a widely adopted trick, dimension reduction of the adversarial perturbation search space has been reported effective in [14, 9, 43, 28]. Likewise, we empirically reduce the space to \( 3 \times 32 \times 32 \) for black-box OA on Stanford-Online-Products dataset and “JD SnapShop”. In fact, a significant performance drop in \( \tau_S \) can be observed without this trick.

4.1. White-Box Order Attack Experiments

The first batch of the experiments is carried out on the Fashion-MNIST dataset, as shown in the upper part of Tab. 1. With the original query image (\( \varepsilon = 0 \)), the expected \( \tau_S \) performance of \( (5, \infty) \)-OA is 0.000, and the \( C \) retains their original ranks as the mR equals 2.0. With a \( \varepsilon = 2/255 \) adversarial perturbation budget, our OA achieves \( \tau_S \) = 0.286, which means on average 64.3\% \(^2 \) of the inequalities reflecting the specified permutations are satisfied by the adversarial examples. Meanwhile, the mR changes from 2.0 to 4.5, due to adversarial perturbation can move the query embedding off its original position [59] while seeking for a higher \( \tau_S \). Nevertheless, the mR value of 4.5 indicates that the \( C \) are still kept visible in the topmost part of the ranking result by the loss term \( L_{QA+}(\cdot) \). With larger perturbation budget \( \varepsilon \), the \( \tau_S \) metric increases accordingly, e.g., \( \tau_S \) reaches 0.599 when \( \varepsilon = 16/255 \), which means nearly 80\% of the inequalities are satisfied. Likewise, the experimental results on SOP are available in the lower part of Tab. 1, which also demonstrate the effectiveness of our method under different settings.

\(^2\)Solution of \( \frac{\text{|discordant|}}{\text{concordant} + \text{discordant}} = 0.286; \frac{\text{|concordant|}}{\text{concordant} + \text{discordant}} = 1.0. \)
Besides, we note that different balancing parameter \( \xi \) for \( L_{QA+}(\cdot) \) leads to distinct results, as shown in Tab. 2. We conduct \((5, \infty)\)-OA with \( \varepsilon = 4/255 \) with different \( \xi \) values ranging from 0 to 10\(^7\) on both datasets. Evidently, a larger \( \xi \) leads to a better (smaller) mR value, but meanwhile a worse \( \tau_S \) as the weighted \( L_{QA+}(\cdot) \) term dominates the total loss. There is a trade-off between the \( \tau_S \) and mR, which is effectively controlled by the tunable constant parameter \( \xi \). Hence, we empirically set \( \xi \) as 10\(^1\) and 10\(^3\) for Fashion-MNIST and SOP respectively, in order to keep the mR of most experiments in Tab. 1 below a sensible value, i.e., 50/2.

Additionally, Tab. 1 reveals that the mR trends w.r.t. \( \varepsilon \) on the two datasets differ. To investigate this counter-intuitive phenomenon, we plot loss curves in Fig. 3. In the \( \varepsilon = 4/255 \), \( \xi = 10 \) for Fashion-MNIST, the total loss decreases but the \( L_{QA+} \) surges at the beginning and then plateaus. After increasing \( \xi \) to 10\(^2\), the \( L_{QA+} \) rises more smoothly. The curve eventually decreases at \( \xi = 10^4 \), along with a small mR and a notable penalty on \( \tau_S \) as a result. Besides, the “sawtooth-shaped” \( L_{QA+} \) curves also indicate that the \( L_{ReO} \) term is optimized while sacrificing the mR as a side-effect at the even steps, while the optimizer turns to optimize \( L_{QA+} \) at the odd steps due to the semantics-preserving penalty, causing a slight increase in \( L_{ReO} \). These figures indicate that optimizing \( L_{ReO} \) without sacrificing \( L_{QA+} \) is difficult. Moreover, perturbation budget is irrelevant. Comparing the first and the fourth sub-figures, we find a larger budget \( \varepsilon = 16/255 \) is unhelpful in reducing optimization difficulty as the \( L_{QA+} \) curve still soars and plateaus. Based on these cues, we speculate that the different curve patterns of mR stem from the optimization difficulty due to a fixed PGD step size that cannot be smaller\(^3\), and different dataset properties.

\(^3\)Every element of perturbation should be an integral multiple of 1/255.

The intra-class variance of the simple Fashion-MNIST dataset is smaller than that of SOP, which means sample embeddings of the same class are densely clustered. As each update can change the \( X \) drastically, it is difficult to adjust the query embedding position in a dense area with a fixed PGD step for a higher \( \tau_S \) without significantly disorganizing the ranking list (hence a lower mR). In contrast, a larger intra-class variance of the SOP dataset makes \( L_{QA+} \) easier to be maintained, as shown in the 2nd row of Fig. 3.

### 4.2. Black-Box Order Attack Experiments

To simulate a real-world attack scenario, we convert the ranking models trained for Sec. 4.1 into black-box versions, which are subject to limitations discussed in Sec. 3.2. Black-box OA experiments are conducted on these models.

To optimize the surrogate loss \( \tau_S \), we adopt and compare several black-box optimizers: (1) Random Search (Rand), which independently samples every dimension of \( r \) from uniform distribution \( U(-\varepsilon, +\varepsilon) \), then clips it to \( \Omega_q \); (2) Beta-Attack (Beta), a modification of \( N^2 \)-Attack [31] that generates the \( r \) from an iteratively-updated Beta distribution (instead of Gaussian) per dimension; (3) Particle Swarm Optimization (PSO) [42], a classic meta-heuristic black-box optimizer with an extra step that clips the adversarial perturbation to \( \Omega_q \); (4) NES [22, 52], which performs PGD [33] using estimated gradient; (5) SPSA [49, 45], which can be interpreted as NES using a different sampling distribution.

We first investigate the black-box \((5, \infty)\)-OA, as shown in the upper part \((N=\infty)\) of Tab. 3 and Tab. 5. In these cases, \( \tau_S \) does not pose any semantics-preserving penalty since \( N=\infty \), which is similar to white-box attack with \( \xi=0 \). With the Rand optimizer, \( \tau_S \) can be optimized to 0.309 with \( \varepsilon = 4/255 \) on Fashion-MNIST. As \( \varepsilon \) increases, we obtain better \( \tau_S \) results, and larger mR values as an expected side-effect.
Table 4: Run time (second) per $(k, 50)$-OA. The results also confirm our speculation, as shown in the middle $(N=50)$ and bottom $(N=∞)$ parts of Tab. 3 and Tab. 5. With $N=50$ and a fixed $ε$, algorithms that result in a small mR (especially for those with $mR<50 \frac{2}{k}$) also perform comparably as in $(k, ∞)$-OA. Conversely, algorithms that lead to a large mR in $(k, ∞)$-OA are greatly penalized in $(k, 50)$-OA. The results also manifest a special characteristic of OA, that $τS$ peaks at a certain small $ε$, and does not positively correlate with $ε$. This is rather apparent in difficult settings such as $(k, k)$-OA on SOP dataset. In brief, the optimizers based on estimated gradients still perform the best in $(k, 50)$-OA and $(k, k)$-OA, and an excessively large perturbation budget is not necessary.

All these experiments demonstrate the effectiveness of optimizing the surrogate objective $τS$ to conduct black-box OA. As far as we know, optimizers based on gradient estimation are the most reliable choices. Next, we adopt SPSA and perform practical OA in real-world applications.

**Time Complexity.** Although the complexity of Algo. 1 is $O(k^2)$, the actual run time of our Rust-based SRC implementation is short, as measured with Python cProfile with a Xeon 5118 CPU and a GTX1080Ti GPU. As shown in Tab. 4, SRC calculation merely consumes 0.117 seconds on average across the five algorithms for an adversarial example on SOP with $k = 25$. The overall time consumption is dominated by sorting and PyTorch model inference. Predictably, in real-world attack scenarios, it is highly likely that the time consumption bottleneck stems from other factors irrelevant to our method, such as network delays and bandwidth, or the query-per-second limit set by the service provider.

---

**Rust Programming language.** See https://www.rust-lang.org/.
4.3. Practical Black-Box Order Attack Experiments

“JD SnapShop” [23] is an e-commerce platform based on content-based image retrieval [44]. Clients can upload query merchandise images via an HTTP-protocol-based API, and then obtain the top-50 similar products. This exactly matches the setting of (k, 50)-OA. As the API specifies a file size limit (≤ 3.75MB), and a minimum image resolution (128×128), we use the standard (224×224) size for the query. We merely provide limited evaluations because the API poses a hard limit of only 500 queries per day per user.

As noted in Sec. 4.2, the τS peaks with a certain small ε. Likewise, an empirical search for ε suggests that 1/255 and 2/255 are the most suitable choices for OA against “JD SnapShop”. Any larger ε value easily leads to the disappearance of C from X. This is meanwhile a preferable characteristic, as smaller perturbations are less perceptible.

As shown in Fig. 1, we select the top-5 candidates as C, and specify p=[1, 5, 4, 3, 2]. Namely, the expected relative order among C is \(c_1 < c_2 < c_3 < c_4 < c_5\). By maximizing the \(\tau_S\) with SPSA and \(\varepsilon = \frac{1}{255}\), we successfully convert the relative order to the specified one using 200 times of queries. This shows that performing OA by optimizing our proposed surrogate loss τS with a black-box optimizer is practical. Some limited quantitative results are presented in Tab. 6, where Q is further limited to 100 in order to gather more data, while a random permutation and a random query image from SOP is used for each of the T times of attacks.

Table 5: Black-box OA on Stanford Online Product dataset. In the \(N = \infty\) experiments, \(\tau_S, mR\) are reported in each cell, while only \(\tau_S\) is reported in the cells when \(N\) equals 50 or \(k\). A larger \(k\) and a smaller \(N\) make the attack harder.

| Algorithm | \(k = 5\) | \(k = 10\) | \(k = 25\) |
|-----------|-----------|-----------|-----------|
| \(\varepsilon\) | \(N = \infty\) | \(N = 50\) | \(N = 50\) |
| None | \(0.0, 12.0\) | \(0.0, 12.0\) | \(0.0, 12.0\) |
| Rand | 0.187, 2.6, 0.229, 8.5, 0.253, 85.8, 0.291, 649.7 | 0.167, 5.6, 0.197, 13.2, 0.208, 92.6, 0.222, 716.4 | 0.093, 14.1, 0.110, 27.6, 0.125, 146.7, 0.134, 903.7 |
| Beta | 0.192, 3.3, 0.239, 15.3, 0.265, 176.7, 0.300, 1257.7 | 0.158, 6.2, 0.186, 19.9, 0.207, 139.0, 0.219, 992.5 | 0.099, 15.5, 0.119, 37.1, 0.119, 206.5, 0.132, 1208.5 |
| PSO | 0.122, 2.1, 0.170, 3.0, 0.208, 13.3, 0.259, 1214 | 0.135, 4.8, 0.177, 6.5, 0.206, 22.8, 0.222, 166.5 | 0.104, 12.7, 0.122, 16.7, 0.137, 49.5, 0.140, 264.2 |
| NES | 0.254, 3.4, 0.283, 15.6, 0.325, 163.0, 0.368, 1278.7 | 0.312, 7.2, 0.351, 26.3, 0.339, 227.1, 0.332, 1486.7 | 0.242, 18.0, 0.259, 51.5, 0.250, 324.1, 0.225, 1790.8 |
| SPSA | 0.237, 3.5, 0.284, 11.9, 0.293, 75.2, 0.318, 245.1 | 0.234, 7.8, 0.325, 22.2, 0.362, 112, 0.383, 389.0 | 0.135, 18.1, 0.229, 41.9, 0.286, 185.6, 0.306, 557.8 |

Table 6: Quantitative \((k, 50)\)-OA Results on JD Snapshop.

Table 7: \((k, 50)\)-OA Results on Bing Visual Search API.

We also conduct OA against Bing Visual Search API [34] following the same protocol. We find this API less sensitive to weak \((i.e., \varepsilon = \frac{1}{255})\) perturbations unlike Snapshop, possibly due to a different data pre-processing pipeline. As shown in Tab. 7, our OA is also effective against this API.

In practice, the adversarial example may be slightly changed by transformations such as the lossy JPEG/PNG compression, and resizing (as a pre-processing step), which eventually leads to changes on the τS surface. But a black-box optimizer should be robust to such influences.

5. Conclusion

Deep ranking systems inherited the adversarial vulnerabilities of deep neural networks. In this paper, the Order Attack is proposed to tamper the relative order among selected candidates. Multiple experimental evaluations of the white-box and black-box Order Attack illustrate their effectiveness, as well as the deep ranking systems’ vulnerability in practice. Ranking robustness and fairness with respect to Order Attack may be the next valuable direction to explore. Code: https://github.com/cdluminate/advorder.
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