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Abstract

In this paper, we leverage the existence of dual subtitles as a source of parallel data. Dual subtitles present viewers with two languages simultaneously, and are generally aligned in the segment level, which removes the need to automatically perform this alignment. This is desirable as extracted parallel data does not contain alignment errors present in previous work that aligns different subtitle files for the same movie. We present a simple heuristic to detect and extract dual subtitles and show that more than 20 million sentence pairs can be extracted for the Mandarin-English language pair. We also show that extracting data from this source can be a viable solution for improving Machine Translation systems in the domain of subtitles.
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1. Introduction

The availability of data determines the pace of natural language processing research. A large parallel corpus with good quality has tremendous value to the field of statistical machine translation (Brown et al., 1993). Many sources have been identified to extract such corpora. Early approaches have relied on parliament data (Koehn, 2005), where sessions transcribed and translated into multiple languages. However, a larger source of parallel data is the Web. Parallel webpages (Web pages that have multiple versions for different languages) have been shown to be a reliable source to extract bitext (Resnik and Smith, 2003; Munteanu and Marcu, 2005). Other approaches leverage the presence of translated material in more specific artifacts within the Web, such as social media (Ling et al., 2013b) and Wikipedia (Smith et al., 2010). In these domains, the large amount of data that is published justify the dedicated method to find translated material. Crowdsourcing translations have also been proposed as a method to obtain parallel data with a low budget (Ambati and Vogel, 2010; Zaidan and Callison-Burch, 2011; Post et al., 2012; Ambati et al., 2012). The goal in these methods is to solicit non-expert workers to translate documents, which are then used as parallel corpora.

Parallel data is not only useful for training and testing MT systems, many other NLP tasks have also benefited from these kinds of resource. Some examples include word sense disambiguation (Gale et al., 1992; Ng et al., 2003; Specia et al., 2005), paraphrasing (Bannard and Callison-burch, 2005; Gantitkevitch et al., 2012), text normalization (Ling et al., 2013a), annotation projection (Das and Petrov, 2011), language learning (Ling et al., 2011b), and other language-specific applications (Schwarck et al., 2010; Liu et al., 2011).

Our work focuses on the extraction of parallel data from subtitles from Movies and TV series, which have also been shown to be a viable source of parallel data (Xiao and Wang, 2009; Tiedemann, 2007a; Lavecchia et al., 2007; Tiedemann, 2007b; Tiedemann, 2008; Itamar and Itai, 2008; Tiedemann, 2012), where the content of the movie is translated into multiple languages. However, the most of the work above build corpora by combining several monolingual subtitles for the same video source, which are generally created by different translators. This generally leads to alignment challenges, which are not easily solved, and consequently, most of the parallel corpora that are extracted from subtitles are noisy. In our work, we exploit the existence of dual subtitles, which is a term we use to define subtitles that contain two languages. An example of this is shown in Figure 1.

Figure 1: Video with Dual Subtitles

In this type of subtitles, the viewer is presented with subtitles in two languages simultaneously, which are manually aligned by the author of the subtitles. This allows for a much more simple extraction process, and resulting corpora extracted from these subtitles are more clean and devoid of alignment errors. In this paper, we described our approach in building a Mandarin-English parallel corpus with 20 million sentence segment pairs. We also leverage the fact that the parallel data is self-contained, that is, both languages are present within the same file, which removes the need to group files that are translations of the same movie. Thus, we use a simple method that retrieves subtitle files from a pre-specified set of websites, detects the subtitle files that contain dual subtitles and extracts the parallel data automatically.

This paper is organized in the following fashion. Section 2.
provides the literature review on the extraction of parallel data from subtitles. Then, we describe our process to find and retrieve parallel data from subtitles in Section 3. Experiments using this method are performed in Section 4.. Finally, we conclude and discuss future work in Section 5..

2. Related Work
Parallel data is essential for building most MT systems. It is required to train statistical MT models, optimize the model parameters and testing a system's translation quality. However, professional translations are generally expensive to obtain, so a large amount has been exerted on researching alternatives to obtain such datasets. In this section, we shall review the work that has been done to extract the existing parallel datasets.

2.1. Automatic Parallel Data Extraction
Automatic collection of parallel data is a well-studied problem. Approaches to retrieve parallel web documents automatically have received much interest from the MT community (Resnik and Smith, 2003; Fukushima et al., 2006; Li and Liu, 2008; Uszkoreit et al., 2010; Ture and Lin, 2012). These are generally focused on finding promising candidates using different kinds of inputs, such as URL similarity. This is done to reduce the potential number of candidates into a tractable amount. Then identifying truly parallel segments is performed by training classifiers with more expensive features.

Some more specific domains such as microblogs, such as Twitter, have also been targeted for parallel data extraction due to the extraordinary amounts of data that these contain. Some methods rely on Cross-Linguistic Information Retrieval techniques (Jehl et al., 2012), while others attempt to find users that translate their messages (Ling et al., 2013b). Other work on specific domains in the Web include the extraction of data from Wikipedia (Smith et al., 2010), parenthetical translations (Lin et al., 2008) and anchor texts (Ling et al., 2011a).

Our method is similar to the methods above, in the sense that we find subtitle files that are posted on online forums, extracted them and find parallel sentences from those files. The advantage of this approach is that it does not require human input and can automatically find more parallel data as they are posted.

It is also possible to manually find sources for parallel data. One example is EUROPARL, where a large amount of parallel data is extracted from parliament procedures that are translated into multiple languages. Generally, these methods leverage the structure that these documents are stored in order to find documents that may be translations of each other.

Finally, crowd-sourcing techniques have been applied to the translation task, where non-expert effort is used to obtain translations (Zbib et al., 2012; Post et al., 2012). The main advantage of these methods is that it allows the selection of the data to be translated, while automatic extraction methods can only be used on translations that occur naturally. However, the number of translations that can be obtained daily is limited by the number of workers in the crowdsourcing platform that are currently performing the task.

2.2. Parallel Data Extraction from Subtitles
Previous work on extracting parallel data from subtitles generally use two monolingual subtitles in different languages from the same movie, and find parallel segments between the two subtitle documents. Aligning subtitle documents is a challenging task, and in (Lavecchia et al., 2007), many causes for misalignments are discussed. Firstly, some authors may add descriptions of movie scenes in the subtitles, causing extra segments to be present in the subtitle file, which are generally unaligned. Secondly, different authors may break segments in different times, which lead to segmentation mismatches. Finally, omitted segments by some authors are another source of misalignments.

The work in (Itamar and Itai, 2008) proposes an alignment algorithm that achieves a precision of 78% and recall of 74% on aligning parallel subtitle segments. While these results significantly outperform those obtained using the Gale and Church alignment algorithm (Gale and Church, 1993), we can still only approximately find three parallel sentences correctly in four subtitles and one in every four parallel sentences is discarded. Similar results are observed in (Tiedemann, 2007b; Tiedemann, 2008). It is clear that a considerable amount of effort was put into this problem, and we have yet to find an effective approach to solve this problem. In this work, we shall not address this problem. Instead, we will introduce another source of parallel data in the domain of movie subtitles, where it is highly likely that the sentences are well aligned and segmented, and that the extraction of parallel data can be performed with high precision and recall, with minimal effort. We will extract a parallel
dataset of 20 million sentence pairs for English-Mandarin, which is a highly demanded language pair, with a relatively low coverage in the Open Subtitles parallel corpora (Tiedemann, 2012). However, there are many technical aspects that must be addressed, namely, the detection and extraction of dual subtitles. We will show that using simple heuristics, it is possible to detect these accurately.

### 3. Building A Parallel Corpus from Dual Subtitles

While the previous work crawls parallel corpora from aligning monolingual subtitles, we attempt to find subtitles that contain two languages. Some example subtitle segments are shown in Table 1. Obviously, the extraction process is much simpler than previous work, since the problems related to the alignment of subtitles are solved by the authors of the subtitles. As the corresponding Mandarin and English subtitles are designed to show simultaneously in frames, this will allow us to extract cleaner corpora on the domain of movie and drama subtitles. We will now describe our methodology to find 20 million parallel sentences in Mandarin-English.

#### 3.1. Crawling Subtitles

Unfortunately, subtitle data cannot be found in a single website. These are generally posted as links in forums, such as Shooter forum\(^1\). Thus, we crawled multiple Mandarin forums and looked for posts that contain links to files that are in two commonly known subtitle extensions, Advanced SubStantion Alpha (ASS) and SubRip Text (SRT). Then, we convert each format into a list of subtitles with their respective filenames and timeframes.

#### 3.2. Detecting Dual Subtitles

To find whether the subtitles are dual, we propose a simple language independent approach to do this. Dual subtitles generally contain two lines in one frame, one line for each language. On the other hand, monolingual subtitles usually only contain one line. If certain line happens to be long, we may have some monolingual subtitles more than one line. However, dual subtitles always have two lines in every frame, and that is unlikely for a monolingual subtitle file.

Thus, we simply set a rule that a dual subtitle file is a file where all segments contain more than one line.

#### 3.3. Language Detection

For language detection, we implement a variant of the URL matching algorithm proposed in (Resnik and Smith, 2003), where the URL is used to find parallel websites. We keep the forum URL where each subtitle file was crawled from, and look into the html to find language indicators. In our case, we only keep a subtitle file, if it contains one element in \{en, eng, english, 英语\} and one element in \{chinese, mandarin, cn, zh, 中, 中文, 汉语\}.

### 4. Experiments

Using the process described in Section 3., we obtained 20 million sentence pairs for the Mandarin-English language pair. In this section, we will answer two questions about this dataset. Firstly, how many sentence pairs extracted are indeed parallel. Secondly, what is the representation of this dataset. Finally, to what extent can this dataset improve machine translation.

#### 4.1. Parallel Data Extraction

To compute the accuracy of our dataset, 200 extracted parallel sentences (chosen randomly) were annotated on whether they are parallel by an proficient bilingual speaker. Results indicate that all 200 samples were parallel. This is expected, since dual subtitles are aligned by the author prior to release.

There are cases where the translation is not literal. For instance, in Table 1, we observe see that in segment 629 the English sentence uses a comma after Tony, while the Mandarin translation uses a question mark after the translation 托尼. Likewise, segment 630 does not contain the translation for the word Listen in the Mandarin translation. A problem we frequently observe in the extracted data is that punctuation is frequently not used in the Mandarin translations and are replaced by whitespaces.

While, these imperfections are unfortunate. MT systems are generally tolerant to small errors in the parallel segments. As a final step, we remove parallel sentences that are duplicates that are identical in both source and target sides.

### Table 2: Most probable words using LDA on the English side of the parallel data, run with 50 topics on one millions sentence pairs in the English side. The most representative 10 topics, identified manually, are shown.

| Topic | Most probable words |
|-------|---------------------|
| 1     | time home back long coming party times question half answer buy million |
| 2     | ve made feel bad father head heard boy city listen hit mother fire |
| 3     | don work things care doesn problem won mind change remember worry sex |
| 4     | call car happen phone gonna side wanna back heart security safe cell |
| 5     | good uh idea family pretty friend business true reason tonight inside office |
| 6     | house mr president school today high men sister white speak hassan hot |
| 7     | find jack wrong left bit bauer play hand game fuck asked ctu law agent |
| 8     | big money thought told girl leave job dad deal late mom lost haven |
| 9     | place talking stop called case thinking hands truth pay telling child |
| 10    | life real show live guy rest cool force human couldn perfect state earth date |

\(^1\)http://www.shooter.cn/
FBIS corpus as training corpora. Aside from the training one using the subtitles corpus and another one using the FBIS corpus, the systems were left under the same conditions.

For each translation direction, we then build two systems, using an IBM Model 4. and then perform phrasal extraction. Finally, as language model, we use a 5-gram smoothed (Kneser-Ney) model built using KenLM (Heafield, 2011). As for the reordering model, we use MSD reordering, which are variations for the want to and got to. As these are left untranslated with the FBIS dataset these, and occur frequently, the gap between the translation quality of the two systems is naturally large. This also happens for Mandarin, where many expressions that are seldom found in the news domain are frequently mis translated.

Table 4 provides an examples of sentences that are incorrectly translated using the FBIS corpus. In most cases, due to the lack of domain specific knowledge the system built using the FBIS corpus tends to use literal translations. For instance, the expression 永别了 is equivalent to the English word Farewell, which is translated correctly using the subtitle corpus. However, it literally means Forever, which is the option that is frequently seen in the FBIS corpus, which is not an accurate translation in this context. The same happens with the proper name Tommy, which is also translated literally as soap. We can also see that in most cases, using a FBIS corpus yields translations that are radically different from the reference. As subtitles are generally short, in most cases, the translations obtained using the FBIS corpus tend to not match well with the reference, which is also a factor for the divergences in the BLEU scores between the systems.

Thus, we can see that the extracted corpus can be used to not only improve state-of-the-art MT systems on the translation of subtitles, but it can also be used to boost the quality of the MT systems on more informal domains.

5. Conclusion

In this work, we presented an alternative source for crawling parallel data from the subtitle domain. Previous methods attempt to align multiple subtitle files from different authors for the same movie, which result in alignment errors, and consequently, spurious parallel sentences. We propose to crawl parallel data from dual subtitles, where two subtitles in different languages are presented simultaneously. As such, the effort to align sentences in the two languages is performed by the author of the subtitles, and the extraction process is simple and practically error free. Thus, minimal effort is needed to automatically align the subtitles.

Applied to Machine Translation, our extracted corpora shows that significant improvements can be obtained using such data compared to the usage of out-of-domain training corpora. While it is not common practice to use dual subtitles in all countries, these are not only limited for the Mandarin-English language pair. These exist for many other language pairs, such as, Korean-English and Japanese-English. As

|          | English-Mandarin | Mandarin-English |
|----------|------------------|-----------------|
| FBIS     | 6.99             | 3.48            |
| Subtitles| 27.63            | 24.08           |

Table 3: Translation quality evaluated with BLEU. The two rows correspond to the translation scores obtained using different training corpus on the same tuning and testing sets.

4.2. Data Representation

We ran topic modeling on a sample of one million sentence pairs of this dataset using Mallet (McCallum, 2002) with 50 topics. The first ten topics are shown in Table 2. We can see that some topics contain very informal language, containing terms such as sex, and many conversational artifacts are present in the data, such as uh. We also observe that some topics contain more informal words than others. For instance, topic 4 contains the popular informal expressions wanna and gonna, and seem to be representative of subtitles for movies that involve crime due to the terms security, safe and cell. On the other hand, topic 1 is represented by more formal terms, which leads us to believe that it represents a set of more formal subtitles.

4.3. Machine Translation Evaluation

As an extrinsic test, we shall test the quality of machine translation systems using our dataset. The goal is to show that the effectiveness of our corpora in improving the translation quality in the domain of movie subtitles.

4.3.1. Corpus

We consider an in-domain and an out-of-domain training corpus. The in-domain corpus is built by extracting 300K sentence pairs obtained from our extracted corpus. As out-of-domain corpus, we used the FBIS dataset which contains 300K high quality sentence pairs, which are extracted from broadcast news, which differs substantially from the subtitle domain.

As held-out data, we extract another 2000 sentence pairs from out subtitle corpus. We used 1000 sentences as development data and another 1000 sentences for testing. Finally, we used 1 million Mandarin sentences from the subtitle corpus as monolingual data for language modeling.

4.3.2. Setup

Our setup follows a standard Moses (Koehn et al., 2007) pipeline. We build word alignment were generated using IBM Model 4, and then perform phrasal extraction (Ling et al., 2010). As for the reordering model, we use MSD reordering model and the distance-based reordering feature. As language model, we use a 5-gram smoothed (Kneser-Ney) model built using KenLM (Heafield, 2011). Finally, results are evaluated using using BLEU (Papineni et al., 2002).

For each translation direction, we then build two systems, one using the subtitles corpus and another one using the FBIS corpus as training corpora. Aside from the training corpus, the systems were left under the same conditions.
future work, we shall proceed with the extraction of parallel data for other language pairs using this technique.
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