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Abstract—This paper presents a learning framework to estimate an agent capability and task requirement model for multi-agent task allocation. With a set of team configurations and the corresponding task performances as the training data, linear task constraints can be learned to be embedded in many existing optimization-based task allocation frameworks. Comprehensive computational evaluations are conducted to test the scalability and prediction accuracy of the learning framework with a limited number of team configurations and performance pairs. A ROS and Gazebo-based simulation environment is developed to validate the proposed requirements learning and task allocation framework in practical multi-agent exploration and manipulation tasks. Results show that the learning process for scenarios with 40 tasks and 6 types of agents uses around 12 seconds, ending up with prediction errors in the range of 0.5-2%.

I. INTRODUCTION

With recent advances in robotic perception, motion planning, and control, robots have become capable of conducting a series of tasks including autonomous driving \cite{1}, exploration \cite{2}, \cite{3}, and manipulation \cite{4}, \cite{5}. This energizes the field of multi-agent systems where robots are organized in teams to conduct larger and more complex tasks \cite{6}, \cite{7}.

Apart from the planning and control of single-robot motions, fundamental problems in a multi-agent system include resource allocation, task assignment, and scheduling, i.e. identifying how many agents are needed for a task, determining which agent individual should perform a specific task requirement, and deriving a plan that the agents should follow to complete the tasks. In a multi-agent system, these three problems are considered in an optimization-based or a reinforcement learning-style framework \cite{8}–\cite{10}.

While optimization model-based systems are usually scalable, generalizable, and require no training, they often assume the modeling parameters are known or can be provided \cite{10}–\cite{16}. However, in practice, model parameters are often unknown or contain significant uncertainty. Therefore, most existing optimization-based approaches are limited by this assumption. This work presents a method to learn the parameters of a task requirement and agent capability model, which can be applied in a task allocation problem to represent the required resources of each task and easily embedded as constraints in the optimization \cite{10}–\cite{13}. The procedure can be shown to be applied to different types of tasks (generalizable) when the assumption of a cumulative capability and known sparsity pattern, provided in Sec. III, is satisfied. The system architecture is summarized in Fig. 1 and will be discussed in the following sections. This paper provides the following contributions.

1) The development of a generalizable framework with training data gathering, task requirement learning, and task allocation planning for multi-agent tasks.
2) The formulation of a linear program that learns the parameters of a task requirement and agent capability model for task allocation.
3) A comprehensive computational investigation that evaluates the scalability, accuracy, and speed of the proposed learning program.
4) The implementation of a ROS and Gazebo-based multi-agent simulation that validates the proposed framework through a practical case study. Open-source code: https://brg.engin.umich.edu/publications/learn-multiagent-taskreq/

II. RELATED WORK

A. Optimization model-based Multi-agent Task Allocation

Multi-agent task allocation is the problem of determining which agents should execute a given task to achieve the overall system goals \cite{6}, \cite{17}.

Both learning-based \cite{18}–\cite{22} and optimization model-based frameworks \cite{8}–\cite{16} have been applied to the task allocation problem. Learning-based frameworks usually require low computational costs once trained and achieve high performance in similar test environments. However, they are often relegated to simulation environments since they require a large amount of training data and can exhibit safety issues during the early training process if trained in the real world. Optimization model-based frameworks are often generalizable to unseen task scenarios (subject to modeling assumptions) and can provide optimality bounds.

Optimization frameworks models the relationship between the tasks and agents. In \cite{23}–\cite{26}, a task is represented as a graph of states (nodes) and actions (edges) so that graph search based algorithms can be applied to find the best sequence of actions for agents. In \cite{8}, \cite{9}, the task constraints are specified using linear temporal logic. Requirements on agent actions are represented as a conjunction of logical expressions. It is common to assume that agents possess...
sets of discrete capabilities and that tasks require specific quantities of a given capability to successfully complete an objective. The works of [10], [11] apply such a capability model, where the agent’s capabilities are represented as random distributions. Then, they solve a discrete stochastic optimization to obtain the routes, schedules, and task assignment plans. The authors of [12], [13] utilize similar task requirement models, but formulate the problem as an optimal control-style continuous optimization to generate the desired capability distribution at each time step. A similar capability model is also applied in [14]. The authors of [15], [16] represent the dependency between agents in a task using a capability-based graph model and generate a plan using a distributed auction-based method.

Most optimization frameworks for multi-agent task allocation assume the modeling parameters (e.g. task requirements, agent capabilities) are known a priori. However, this assumption may not hold true in practice where agent capability variations may be hard to predict or determine. Therefore, the ability to learn the modeling parameters from simulation or experimental data will provide an important contribution to optimization model-based task allocation frameworks.

B. Learning Optimization Models from Data

Optimization model-based frameworks require a small amount of training data and can be applied to new scenarios with little or no additional training or parameter tuning. There are many examples from previous works focused on learning the parameters in an optimization model for single-robot manipulation and navigation. [23] and [24] leverage a learning from demonstration approach to determine a graph of actions for a new manipulation task. Authors of [5], [27] embed linear temporal logic in their optimization model to constrain robot navigation and manipulation trajectories, and develop corresponding methods to learn the temporal logic specifications from demonstrations.

Multi-agent task allocation, on the other hand, has a few previous related works. The authors of [15], [16] model an agent’s capabilities as a vector and the dependency between agents for a specific task as a synergy graph. To learn their model, they randomly initialize the synergy graph, and iteratively optimize an objective to estimate the capability values and locally perturb the graph structure to fit the training data.

As mentioned in Sec. II-A, the works of [10]–[14] start from the agent capability model and represent the task requirements as a vector of thresholds on each capability type, which are embedded as constraints in the optimization. We extend these models through our proposed framework to enable the learning of agent capability values and task requirement thresholds from simulation or experimental data. As the learned capability-based model can be regarded as a set of linear constraints, the constraints can then be embedded easily in these existing capability-based models or other optimization-based task allocation frameworks.

III. LEARNING TASK REQUIREMENTS AND AGENT CAPABILITIES AS LINEAR CONSTRAINTS

The system architecture is shown in Fig. 1, suppose the task performance is a function of the team configuration (given a task environment) that can be evaluated through simulation or experiment. In real-world applications, this value can be task completion time, product outputs, or a combined quantity. We can choose a set of team configurations and evaluate the task performances. The learning model tries to learn a set of task constraints from these team configurations and performance pairs that can later be embedded in a task allocation model. This section focuses on learning the task constraints from training data, while the next section provides a task allocation model that utilizes the learned task constraints.

A. Task Performance Function

Consider a set of agent types $K = \{1, \cdots, |K|\}$, and tasks $M = \{1, \cdots, |M|\}$. Suppose $y_{ki}$ is the number of agents with type $k \in K$ assigned to a task $i \in M$. And $y_i = [y_{1i}, \cdots, y_{Ki}]^T \in \mathbb{R}^{|K|}$ is the vector for the number of different agents at task $i \in M$. Let the task performance be a function of the team configuration: $f_i(y_i): \mathbb{R}^{|K|} \rightarrow \mathbb{R}$ for each task $i \in M$. Ideally, we should set a lower bound, $f_i^*$, on the performance of a given task as follows

$$f_i(y_i) \geq f_i^*, \quad \forall i \in M,$$  

(1)

and embed it in our task allocation optimization. Depending on the type of performance metric used, the $\geq$ can be replaced with $\leq$. However, $f_i(y_i)$ is evaluated through an experiment or simulation. It is a non-analytic function and cannot be directly added as a constraint in an optimization.
In this section, a set of linear constraints is learned to approximate (1).

B. Task Requirements and Agent Capabilities

Consider a set of agent capability types \( C = \{1, \ldots, |C|\} \) that can be used to characterize an agent’s ability to perform a task (e.g., perception, manipulation, or transportation). Suppose \( a_{ck} \) represents the value of capability \( c \in C \) that agent type \( k \in K \) possesses. We concatenate these capability values into a capability matrix (see Fig. 2 for example)

\[
A = \begin{bmatrix}
a_1 & \cdots & a_{|K|}
\end{bmatrix}
\]

\[
= \begin{bmatrix}
a_{11} & \cdots & a_{1|C|}
\vdots & \ddots & \vdots
a_{|K|1} & \cdots & a_{|K||C|}
\end{bmatrix}
\]

where \( a_k = [a_{1k}, \cdots, a_{|C||k]}^T \) is a vector indicating the capabilities of agent type \( k \in K \).

For simplicity, we assume that capabilities are cumulative: if multiple agents work together, the total capability of the agent team is the sum of their individual capability values. Thus, a team’s capability set for a given task can be calculated via matrix multiplication \( Ay_i \in \mathbb{R}^{C,1} \). Future work will relax this assumption to allow for non-cumulative capabilities.

Task requirements for a given task \( i \in M \) are provided as a vector of thresholds \( b_i = [b_{i1}, \cdots, b_{|C||i]}^T \), where \( b_{ci} \) denotes the threshold on capability type \( c \in C \). The model assumes that the task can be successfully completed if the capability requirements are satisfied by the agent team assigned to the task. Mathematically, this requirement can be represented as

\[
Ay_i \geq b_i, \quad \forall i \in M.
\] (2)

Equation (2) can be illustrated graphically as in Fig. 2.

C. Learning the Task Requirements and Agent Capabilities

With the task requirement model above and the cumulative capability assumption, the actual task constraints in (1) are approximated using linear constraints in (2), which can be easily embedded in an optimization program. Ideally, the two constraints should correspond to each other as follows

\[
Ay_i \geq b_i \iff f_i(y_i) \geq f_i^*, \quad \forall i \in M.
\] (3)

See Fig. 3, since linear constraints can only describe convex polytopes, instead of a one-to-one map in (3), we want to fit the tightest linear boundaries for the region \( f_i(y_i) \geq f_i^* \). In practice, \( f_i(\cdot) \) is a non-analytic function evaluated through simulations/experiments, and the region of \( f_i(y_i) \geq f_i^* \) is not explicitly available. Suppose we have evaluated the performance of some team configurations, among which \( y_i^l, (l = 1, \cdots, n_L) \) satisfy \( f_i(y_i^l) \geq f_i^* \). We can fit a linear boundary to these positive samples. The following linear program tries to find the \( A \) and \( b_i \) associated with the tightest linear boundary.

\[
\max_{A,b_i} \sum_{i \in M} \|b_i\|_1
\]

\[\text{ subject to } Ay_i \geq b_i, \quad \forall l = 1, \cdots, n_L, \quad \forall i \in M,
\]

\[\|a^c\|_1 = 1, \quad \forall c \in C.\]

In (4), the objective function maximizes the requirement thresholds \( b_i \) to find the tightest value. Note that \( \|\cdot\|_1 \) stands for the \( L_1 \) norm. The first constraint ensures all the positive samples satisfy the constraints defined by \( A \) and \( b_i \). If we scale the capability matrix \( A \) and requirement vector \( b_i \) by the same value, the constraints \( Ay_i \geq b_i \) do not change. As the scale of the capabilities is unconstrained, we add the second constraint in (4) to normalize each type of capability.

The optimization problem in (4) can further be decomposed row-wise into the following form.

\[
\max_{a^c,b_{ci}} \sum_{c \in C} \sum_{i \in M} \text{abs}(b_{ci})
\]

\[\left( a^c \right)^T y_i^l \geq b_{ci}, \quad \forall l = 1, \cdots, n_L, \quad \forall i \in M, \quad \forall c \in C,
\]

\[\|a^c\|_1 = 1, \quad \forall c \in C.\]

Note that \( \text{abs}(\cdot) \) denotes the absolute value. According to (5), the optimization of \( a^c \) and \( b_{ci} \) are decoupled for different capabilities \( c \in C \). This is also illustrated in Fig. 2, as different types of capabilities (rows) are independent of each other. Therefore, we can decompose the optimization in (5) into \( |C| \) separate linear programs as follows
The number of agent types to complete the tasks. A set of agent types would work for most cases with less than 32 capability types.

As a summary, given a set of data evaluated team configurations and the corresponding task performances \((y_1, f_1, y_1'), \ldots, (y_L, f_L, y_L')\), with prior knowledge about whether an entry in the agent capability matrix is non-zero, we can solve \(|C|\) small linear programs (with \(|K| + |M|\) variables) to estimate the linear task requirement constraints for task allocation. As linear programming is polynomially solvable, the learning model developed here is scalable to the number of tasks, agents, and training samples.

IV. TASK ALLOCATION WITH LEARNED REQUIREMENTS AND AGENT CAPABILITIES

Many task allocation frameworks represent the task constraints using a capability-based model [10]–[13]. In this section, we leverage an optimization model from [11] (a simplified version) to show how the learned constraints in Sec. III can be embedded in a task allocation framework.

Consider the set of tasks, \(M = \{1, \ldots, |M|\}\), distributed at different locations, each requiring a team with the correct capabilities to complete the tasks. A set of agent types and edge set \(E = \{(i, j)\mid \forall i, j \in N\}\) (Fig. 4).

A. Graphical Model

We construct a graph \(G(N, E)\) with the node set \(N = \{1, \ldots, |M|, s, u\}\) and edge set \(E = \{(i, j)\mid \forall i, j \in N\}\) (Fig. 4). There are edges between every node pair. The node set contains the tasks 1 to \(|M|\), start \(s = |M| + 1\), and terminal nodes \(u = |M| + 2\). Note that the integer set \(M\) is a subset of \(N\). A practical example of this graphical model is shown in the right-most block of Fig. 1. In this graph, the agents depart from the start node, visit all of the tasks assigned to them, and stop at the terminal node.

B. A Mixed-Integer Program for Task Allocation

In this section, we formulate a mixed-integer program for the task allocation problem based on the graphical model in Fig. 4. Common notations are explained in Table I. Note that some of the notations have already been defined in Sec. III, but are still gathered here for clarity.

1) Objective Function: In the objective function, we minimize the energy cost and the time to complete all the tasks, where \(C_d\) and \(C_t\) are the weights. The decision variables are \(x, y, r,\) and \(t\).

\[
\min_{x_{kij}, y_{k}, r_{kij}, t_{i}} \quad C_d \sum_{k \in K} \sum_{i, j \in N} d_{kij} \cdot x_{kij} + C_t \cdot t_{u}
\]  

(13)

2) Task Requirement Constraints: The task requirement constraints are learned according to Sec. III.

\[
Ay_{i} \geq b_{i}, \quad \forall i \in M.
\]  

(2)
3) **Time Constraints:** The time constraints ensure: first, enough time for the agent to travel the edges; second, all agents arrive before the task starts.

\[ t_i - t_j + T_{kij} + T_{ki} \leq T_{\text{large}}(1 - r_{kij}), \forall i, j \in N, \forall k \in K. \]  

(14)

4) **Energy Constraints:** The sum energy cost of an agent should be smaller than its limit.

\[ \sum_{i,j \in N} d_{kij} \cdot x_{kij} \leq D_k, \quad \forall k \in K. \]  

(15)

5) **Network Flow Constraints:** (16) ensures that the agents entering a task also leave after the task is completed. (17) sets an upper bound on the number of agents from each type. \( n_k \) is the number of available agents from type \( k \). (18) relates the \( x \) and \( y \) variables: the agent team at a task is comprised of the agents that arrive at the task from all of the edges.

\[ \sum_{i \in N} x_{kim} = \sum_{j \in N} x_{kmj}, \quad \forall m \in M, \forall k \in K. \]  

(16)

\[ \sum_{i \in M} x_{kni} \leq n_k, \quad \forall k \in K. \]  

(17)

\[ y_{kj} = \sum_{i \in N} x_{kij}, \quad \forall j \in M, \forall k \in K. \]  

(18)

6) **Helper-variable Constraints:** The following constraint relates the \( x \) and \( r \) variables: \( r_{kij} = 1 \) if \( x_{kij} \geq 1 \) and \( r_{kij} = 0 \) if \( x_{kij} = 0 \). \( r_{kij} \) indicates whether there are agents from type \( k \) traveling edge \( (i, j) \).

\[ x_{kij} \geq r_{kij}, \quad x_{kij} \leq n_k \cdot r_{kij}, \quad \forall i, j \in N, \forall k \in K. \]  

(19)

7) **Variable Bounds:** \( x \), \( y \), and \( t \) are continuous variables, while \( r \) variables are binary.

\[ x_{kij} \geq 0, \quad y_{kj} \geq 0, \quad r_{kij} \in \{0, 1\}, \forall i, j \in N, \forall k \in K. \]

\[ t_i \geq 0, \quad \forall i \in N, \quad t_a = 0. \]  

(20)

Once a solution to the optimization problem is obtained, the variables encode the information about the schedule \((t)\), routes \((x)\), and teams \((y)\) for the tasks. As an example, in the right-most block in Fig. 1, the colored edges and numbers indicate a solution to the \( x \) variables. According to the solution, two large black robots with manipulators first complete the block picking task, and then one of the black robots drives to the exploration task and completes it together with one small white robot.

**V. Computational Evaluation**

In this section, we computationally evaluate the scalability and optimality of the algorithm while de-emphasizing the physical meaning of the values involved in the test cases. All computations are done on a laptop with an Apple M1 chip. Note that we will show an example of applying our framework to a practical problem in Sec. VI.

### Table II: Test cases of different sizes and the training time. \([M]\) is the task number, \([K]\) is the number of agent types, \(n_s\) is the number of agents within each type. \([C]\) is the number of capabilities, \(\bar{n}_L\) is the mean size of the team configuration space for the tasks, while \(\sum n_L\) is the sum. Entire: the average training time using the entire team configuration space. Random: the average training time using a random subset of team configurations.

| Case | \([M]\) | \([K]\) | \([C]\) | \(n_s\) | \(\bar{n}_L\) | \(\sum n_L\) | Entire | Random |
|------|-------|-------|-------|-------|-------|-------|-------|-------|
| 0    | 8     | 6     | 5     | 1.5k  | 12k   | 5.8k  | 0.6   |
| 1    | 8     | 6     | 5     | 6k    | 48k   | 20.7k | 0.5   |
| 2    | 8     | 6     | 5     | 6k    | 48k   | 51.2k | 1.1   |
| 3    | 8     | 6     | 5     | 6k    | 48k   | 104.7k | 2.6 |
| 4    | 20    | 6     | 5     | 7.5k  | 150k  | 59.8k | 1.4   |
| 5    | 40    | 6     | 5     | 7.5k  | 300k  | 108.4k | 2.7  |
| 6    | 40    | 6     | 16    | 7.5k  | 300k  | 275.1k | 5.9  |
| 7    | 40    | 6     | 32    | 7.5k  | 300k  | 542.1k | 12.0 |

### A. Test Cases

Assume for some tasks with the performance functions \(f_i(\cdot), i \in M\), the assumption in (3) holds. I.e., whether the task can be completed with a team \(y_i\) can be accurately described as linear constraints. We use the following \(f_i(y_i)\) to replace the simulation or experiment that evaluates the performance of a team \(y_i\) during the computation evaluation.

\[ f_i(y_i) = \begin{cases} 
1, & A^\theta y_i \geq b_i^\theta \\
0, & \text{otherwise} 
\end{cases} \quad \forall i \in M. \]  

(21)

\(A^\theta\) and \(b_i^\theta\) are the preset ground truth capabilities and task requirements and are unknown to the learning model. The learning model should estimate \(A\) and \(b_i\) which describe the same constraints as (21).

We define eight test cases of different sizes (given in Table II) and test the prediction accuracy and computational time of the learning model. For each row in Table II, we randomly initialize the ground truth matrices \(A^\theta\) and \(b_i^\theta\) in (21) based on the selected hyper-parameters and generate the data \((y_i^l, f_i(y_i^l)), l = 1, \cdots, n_L\). For a particular task, the team configurations exist within \(y_i \in [0, n_s]^{[K]}\), where \(n_s\) is the number of agents within each type. As an example, if \(n_s = 5\) and there are \([K] = 6\) related agent types, the size of the configuration space is \(46656 = (5 + 1)^6\).

### B. Accuracy and Computational Cost

For each test case size in Table II, we randomly generate 10 realizations and applied the learning model to estimate the capabilities and task requirements. The learned values of \(A\) and \(b_i\) are then used to predict whether a team can complete a task according to (21). The prediction is compared with the label generated by the ground truth \(A^\theta\) and \(b_i^\theta\).

For a real-world problem, obtaining team performance samples can be expensive (through experiments/simulations), and evaluating the entire team configuration space for estimating the capability and requirements can be impractical. To investigate whether the model learns with a small training set, we evaluate the algorithm in two modes: 1) training and testing both on the entire team configuration space (up to 46656 samples for a task); 2) training on at most 200 randomly selected team configurations for each task while testing across the entire configuration space.
The distribution of prediction errors are shown in Fig. 5. The prediction error is around 0.5-2%. This shows that our algorithm can accurately recover the capability if the modeling assumptions are satisfied. The test errors of the results trained on 200 randomly selected samples are only slightly larger than the model trained on the entire data set. Therefore, the task requirements and agent capabilities can be estimated using a small percentage of the data within the configuration space.

The learning model assumes the sparsity pattern is known. However, we also evaluate the situations when we have inaccurate sparsity knowledge. The prediction errors do increase, but capabilities can still be estimated. For example, a 10% error in the sparsity matrix results in 2-6% prediction errors for the eight cases.

The average training times are listed in Table II. The computational time grows linearly with respect to the number of tasks and capabilities. For case 7 (the largest case), the average training times using the entire configuration space versus randomly selected subsets are 542 and 12 seconds, respectively. From this analysis, the learning model can easily scale to a mission comprised of 40 subtasks and 32 different capabilities. Considering the training time needed, the model can update the capability and requirement values every few seconds for real-time applications.

VI. SIMULATION APPLICATION

In this section, we apply our learning framework to a robotic exploration and manipulation problem and show how the agent capabilities and task requirements are learned. Multiple types of tasks are involved in the example to show that the framework generalizes to different tasks.

The simulation environment is developed in Gazebo, and the communication between robots and sensors is established using ROS. A screenshot is shown in Fig. 6. There are five types of agents, and their qualitative capabilities are described in Table III. There are five types of tasks as shown in Table IV. Once the team configuration is determined for a specific task, a simple intra-team strategy (greedy algorithms) will guide the agents to complete the task cooperatively. As this paper focuses on inter-team scheduling and team configuration planning, the simple intra-team strategy is not described here.

A. Learning the Capability Model

Considering the physical size of the task area, we add a constraint that a team for a task can contain at most four agents. There are 125 valid teams within the configuration space of $\mathbb{N}^5$. Considering the additional requirements\textsuperscript{2}, the number of valid teams for the five tasks are 125, 14, 10, 4, and 91, respectively. Among these possible team configurations, we chose to evaluate the performance of 20, 14, 10, 4, and 25 team configurations within the five tasks.

For each task $i = 1, \ldots, 5$ and team configuration $y_i^l$ ($i$ is the label for a team configuration), define the task performance as $f_i(y_i)$. Here, it is the task completion time. $f_i(y_i)$ is stochastic because the completion time is influenced by the localization, control, communication uncertainties, and environmental setup. Therefore, instead of $f_i(y_i) \leq f_i^*$, we use (22) to determine whether a team is valid.

$$P(f_i(y_i) \leq f_i^*) \geq 80\%$$  \hspace{1cm} (22)

To check the condition in (22), we randomly generate five cases for each $(i, l)$ pair (with different block locations) and

\begin{table}[h]
\centering
\caption{Qualitative agent capabilities. A screenshot of the five robots is shown in Fig. 6 (left to right: agent type 1-5).}
\begin{tabular}{|c|c|c|}
\hline
Agents & Perception & Manipulation \\
\hline
1: Smallbot 1 & The range is 1 m. & None. \\
2: Smallbot 2 & The range is 1.5 m. & None. \\
3: Largebot 1 & The range is 1 m. & None. \\
4: Largebot 2 & The range is 1 m. & Only picks light blocks. Picks light blocks faster than largebot 3. \\
5: Largebot 3 & The range is 1.5 m. & Picks both light and heavy blocks. \\
\hline
\end{tabular}
\end{table}

\begin{table}[h]
\centering
\caption{Qualitative task requirements. Perception is not required for the picking tasks as the block locations are known. The size of a task region is set to 6\times6 meters.}
\begin{tabular}{|c|c|c|}
\hline
Tasks & Perception & Manipulation \\
\hline
1: Explore & Cover the region. & None. \\
2: Pick (light) & None. & Pick four light blocks at known locations. \\
3: Pick (mixed) & None. & Pick two light and two heavy blocks at known locations. \\
4: Pick (heavy) & None. & Pick four heavy blocks at known locations. \\
5: Find and pick & Find a block. & Pick the found light block. \\
\hline
\end{tabular}
\end{table}

\textsuperscript{2}Task 2 is only relevant to the largebots 2 and 3. Task 3 requires at least one largebot 3 in the team. Task 4 is only relevant to largebot 3. Task 5 requires at least one agent with the manipulation capability.
evaluate the task completion time. If at least four of the task completion times are smaller than the task time threshold \( f_i^* \), the team is considered valid. The statistics of the task completion time are listed in Table V.

We apply the learning model described in Sec. III to this case study to learn a set of agent capabilities and task requirements to approximate the boundary between valid and invalid teams. We define five capability types: 1: perception, 2: manipulation related to light blocks, 3: manipulation related to heavy blocks, 4: perception 2, 5: manipulation 2 related to light blocks. The prior information is the sparsity pattern of the capability and requirement matrices: which values in Tables VI-VII are nonzero. Note that capabilities 4-5 are copies of 1-2 related to the find-and-pick task. Adding the two additional capabilities makes the capability-based model more expressive and results in lower prediction error. The practical meaning is that a specific capability of an agent (e.g. perception) can change with regard to different tasks.

The learned values with the threshold listed in Table V are shown in Tables VI-VII. The values indicate that 1) smallbot 2 and largebot 3 have larger perception capabilities and 2) largebot 2 has a larger manipulation capability when picking light blocks. This is consistent with their qualitative capability in Table III. The prediction error with the selected threshold is shown in Table V. A parametric study has been done and shown that similar capability and task requirements values can be learned with an over \( \pm 50\% \) perturbation of the selected threshold.

In summary, the learning model can be applied to a practical problem to learn meaningful capabilities and task requirements with low prediction errors. The learning process is not sensitive to threshold selection.

**B. Task Allocation with the Learned Capabilities**

In this section, we insert the learned agent capabilities \( A^T \) and task requirements \( b_i \) into the task allocation framework described in Sec. IV and solve a practical allocation problem to generate the team, routes, and schedules for the tasks.

In Fig. 7, five heterogeneous tasks (chosen from Table IV) are distributed in a 30x30 meters outdoor area. The tasks should be completed within a required time duration once proper agent teams reach the task region. The shortest paths to travel between any two task locations are computed and the corresponding energy and time cost are generated. We have four agents from all types in Table III and the team size for any task should be smaller than four.

By applying the task allocation model in Sec. IV using the learned agent capabilities and requirements in Tables VI-VII, a teaming plan is generated to minimize a weighted sum of energy and time while satisfying all task requirements. The planned routes and teams are shown in Fig. 7. According to the solution, the planner chooses one agent 2, two agents 4, and three agents 5 to complete the five tasks.

The teaming and routing plan in Fig. 7 is evaluated in simulation. The total time for agents to complete all tasks and travel back to the depot is 317 seconds. The task time threshold in Table V are all maintained. As the task constraints are learned indoor (Fig. 6) and applied in a slightly different setup in an outdoor region, it shows the learned constraints can be applied to similar but different setups. Overall, the results validate that the task requirement learning and task allocation framework can work together and be applied to solve practical problems in simulation.

---

**TABLE V:** Task completion time and threshold selection for the tasks. The unit for the \{min, max, mean, thres\} are seconds. A specific team configuration \( y_i \) is considered valid if the completion time \( f_i(y_i) \) is smaller than the threshold. The error rate calculates the proportion of falsely predicted samples using the learning model.

| Teams         | Sample | Min | Max | Mean | Thres | Error |
|---------------|--------|-----|-----|------|-------|-------|
| 1: Explore    | 20     | 85  | 245 | 156  | 190   | 0%    |
| 2: Pick (light)| 14     | 44  | 99  | 110  | 0%    | 0%    |
| 3: Pick (mixed)| 10     | 66  | 252 | 117  | 130   | 0%    |
| 4: Pick (heavy)| 4      | 70  | 203 | 140  | 140   | 0%    |
| 5: Find and pick | 24     | 44  | 111 | 74   | 90    | 4%    |

**TABLE VI:** Learned agent capabilities \( A^T \).

| Agents       | 1: P | 2: ML | 3: MH | 4: P2 | 5: ML2 |
|--------------|------|-------|-------|-------|--------|
| 1: Smallbot 1| 1    | 0     | 0     | 1     | 0      |
| 2: Smallbot 2| 2    | 0     | 0     | 1     | 0      |
| 3: Largebot 1| 1    | 0     | 0     | 1     | 0      |
| 4: Largebot 2| 1    | 2     | 0     | 1     | 1      |
| 5: Largebot 3| 2    | 1     | 1     | 1     | 1      |

**TABLE VII:** Learned task requirements. Each row indicates a vector \( b_i^T \).

| Tasks        | 1: P | 2: ML | 3: MH | 4: P2 | 5: ML2 |
|--------------|------|-------|-------|-------|--------|
| 1: Explore   | 2    | 0     | 0     | 0     | 0      |
| 2: Pick (light)| 4   | 0     | 0     | 0     | 0      |
| 3: Pick (mixed)| 3   | 1     | 0     | 0     | 0      |
| 4: Pick (heavy)| 0   | 3     | 0     | 0     | 0      |
| 5: Find and pick | 0   | 0     | 2     | 1     | 0      |
VII. CONCLUSIONS AND FUTURE WORK

A. Conclusions

Many optimization model-based multi-agent task allocation frameworks implement an agent capability and task requirement model, where the capability and requirement parameters are assumed given. This paper addresses the estimation problem of the capability and requirement parameters in such models and, therefore, facilitates the application of these model-based frameworks to practical problems.

The parameter estimation problem is formulated as a linear program that tries to find the agent capabilities and task requirements that optimally fit the team configuration and task performance pairs. For situations where the team configuration space is huge and an exhaustive performance evaluation is impractical, a randomly chosen subset provides sufficient information for the estimation. A comprehensive computational evaluation shows that the learning model can fit the data with low errors (≤ 2% for most cases) and short training times (a few seconds with randomly chosen data).

A Gazebo-based simulation platform is developed, and the learning framework is validated in a practical multi-agent problem. Using the task completion time obtained from the simulation as the performance metric, the agent and task setups in Tables III-IV can be successfully reflected by the learned values. Finally, the learned capabilities and task requirements are embedded as constraints in a task allocation optimization, and the system is validated in a practical multi-agent exploration and manipulation example (Sec. VI-B).

B. Limitations and Future Work

First, the capability model in this paper assumes all agent capabilities are cumulative which results in a linear representation. In practice, there can be non-cumulative capabilities. For example, the speed that a team can drive is not the sum of the agent speeds. Additional modeling can be performed to learn and apply non-cumulative capabilities for task allocation. Second, the task performance of a team configuration can vary due to the disturbances and uncertainties in the system. Future work will consider developing learning models that encode and estimate such uncertainties in the agents’ task capabilities. In addition, experimental verification will be conducted in the real world for the framework developed in this paper.
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