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Abstract—We present distributed subgradient methods for min-max problems with agreement constraints on a subset of the arguments of both the convex and concave parts. Applications include constrained minimization problems where each constraint is a sum of convex functions in the local variables of the agents. In the latter case, the proposed algorithm reduces to primal-dual updates using local subgradients and Laplacian averaging on local copies of the multipliers associated to the global constraints. For the case of general convex-concave saddle-point problems, our analysis establishes the convergence of the running time-averages of the local estimates to a saddle point under periodic connectivity of the communication digraphs. Specifically, choosing the gradient step-sizes in a suitable way, we show that the evaluation error is proportional to \(1/\sqrt{t}\), where \(t\) is the iteration step. We illustrate our results in simulation for an optimization scenario with nonlinear constraints coupling the decisions of agents that cannot communicate directly.

I. INTRODUCTION

Saddle-point problems arise in constrained optimization via the Lagrangian formulation and, more generally, are equivalent to variational inequality problems. These formulations find applications in cooperative control of multi-agent systems, in machine learning and game theory, and in equilibrium problems in networked systems, motivating the study of distributed strategies that are guaranteed to converge, scale well with the number of agents, and are robust against a variety of failures and uncertainties. Our objective in this paper is to design and analyze distributed algorithms to solve general convex-concave saddle-point problems.

Literature review: This work builds on three related areas: iterative methods for saddle-point problems [2], [3], dual decompositions for constrained optimization [4, Ch. 5], [5], and consensus-based distributed optimization algorithms; see, e.g., [6], [7], [8], [9], [10], [11] and references therein. Historically, these fields have been driven by the need of solving constrained optimization problems and by an effort of parallelizing computations, like the alternating direction method of multipliers [5]. These methods rely on a particular approach to split a sum of convex objectives by introducing agreement constraints on copies of the primal variable, leading to distributed strategies such as distributed primal-dual subgradient methods [8], [11] where the vector of Lagrange multipliers associated with the Laplacian’s nullspace is updated by the agents using local communication. Ultimately, these methods allow to distribute global constraints that are sums of convex functions via agreement on the multipliers [21], [22], [23].

Regarding distributed constrained optimization, we highlight two categories of constraints that determine the technical analysis and the applications: the first type concerns a global decision vector in which agents need to agree, see, e.g., [24], [25], where all the agents know the constraint, or see, e.g., [26], [27], [9], where the constraint is given by the intersection of abstract closed convex sets. The second type couples local decision vectors across the network, and is addressed by [28] with linear equality constraints, by [21] with linear inequalities, by [22] with inequalities given by the sum of convex functions on local decision vectors, where each one is only known to the corresponding agent, and by [23] with semidefinite constraints. The work [28] considers a distinction, that we also adopt here, between constraint graph (where edges arise from participation in a constraint) and communication graph, generalizing other paradigms where each agent needs to communicate with all other agents involved in a particular constraint [29], [30].

When applied to distributed optimization, our work considers and many other equilibrium models relevant to networked systems, including traffic [17] and supply chain [18]. In a centralized scenario, the work [2] studies iterative subgradient methods to find saddle points of a Lagrangian function and establishes convergence to an arbitrarily small neighborhood depending on the gradient stepsize. Along these lines, [3] presents an analysis for general convex-concave functions and studies the evaluation error of the running time-averages, showing convergence to an arbitrarily small neighborhood assuming boundedness of the estimates. In [3], [19], the boundedness of the estimates in the case of Lagrangians is achieved using a truncated projection onto a closed set that preserves the optimal dual set, which [20] shows to be bounded when the strong Slater condition holds. This bound on the Lagrange multipliers depends on global information and hence must be known beforehand.

Dual decomposition methods for constrained optimization are the melting pot where saddle-point approaches come together with methods for parallelizing computations, like the alternating direction method of multipliers [5].
both kinds of constraints, and along with [23], [21], [22], has the crucial feature that agents participating in the same constraint are able to coordinate their decisions without direct communication. This approach has been successfully applied to control of camera networks [31] and decomposable semidefinite programs [32]. This is possible using a strategy that allows an agreement condition to play an independent role on a subset of both primal and dual variables. Our novel contribution tackles these constraints from a more general perspective, namely, we provide a multi-agent distributed approach for the general saddle-point problems under an additional agreement condition on a subset of the variables of both the convex and concave parts. We do this by combining the saddle-point subgradient methods in [3] Sec. 3] and the kind of linear proportional feedback on the disagreement typical of consensus-based approaches, see e.g., [6], [7], [9], in distributed convex optimization. The resulting family of algorithms solve more general saddle-point problems than existing algorithms in the literature in a decentralized way, and also particularize to a novel class of primal-dual consensus-based subgradient methods when the convex-concave function is the Lagrangian of the minimization of a sum of convex functions under a constraint of the same form. In this particular case, the recent work [22] uses primal-dual perturbed methods which enhance subgradient algorithms by evaluating the latter at precomputed arguments called perturbation points. These auxiliary computations require additional subgradient methods or proximal methods that add to the computation and the communication complexity. Similarly, the work [23] considers primal-dual methods, where each agent performs a minimization of the local component of the Lagrangian with respect to its primal variable (instead of computing a subgradient step). Notably, this work makes explicit the treatment of semidefinite constraints. The work [21] applies the Cutting-Plane Consensus algorithm to the dual optimization problem under linear constraints. The decentralization feature is the same but the computational complexity of the local problems grows with the number of agents. The generality of our approach stems from the fact that our saddle-point strategy is applicable beyond the case of Lagrangians in constrained optimization. In fact, we have recently considered in [33] distributed optimization problems with nuclear norm regularization via a min-max formulation of the nuclear norm where the convex-concave functions involved have, unlike Lagrangians, a quadratic concave part.

Statement of contributions: We consider general saddle-point problems with explicit agreement constraints on a subset of the arguments of both the convex and concave parts. These problems appear in dual decompositions of constrained optimization problems, and in other saddle-point problems where the convex-concave functions, unlike Lagrangians, are not necessarily linear in the arguments of the concave part. This is a substantial improvement over prior work that only focuses on dual decompositions of constrained optimization.

When considering constrained optimization problems, the agreement constraints are introduced as an artifact to distribute both primal and dual variables independently. For instance, separable constraints can be decomposed using agreement on dual variables, while a subset of the primal variables can still be subject to agreement or eliminated through Fenchel conjugation; local constraints can be handled through projections; and part of the objective can be expressed as a maximization problem in extra variables. Driven by these important classes of problems, our main contribution is the design and analysis of distributed coordination algorithms to solve general convex-concave saddle-point problems with agreement constraints, and to do so with subgradient methods, which have less computationally complexity. The coordination algorithms that we study can be described as projected saddle-point subgradient methods with Laplacian averaging, which naturally lend themselves to distributed implementation. For these algorithms we characterize the asymptotic convergence properties in terms of the network topology and the problem data, and provide the convergence rate. The technical analysis entails computing bounds on the saddle-point evaluation error in terms of the disagreement, the size of the subgradients, the size of the states of the dynamics, and the subgradient stepizes. Finally, under assumptions on the boundedness of the estimates and the subgradients, we further bound the cumulative disagreement under joint connectivity of the communication graphs, regardless of the interleaved projections, and make a choice of decreasing stepizes that guarantees convergence of the evaluation error as $1/\sqrt{T}$, where $T$ is the iteration step. We particularize our results to the case of distributed constrained optimization with objectives and constraints that are a sum of convex functions coupling local decision vectors across a network. For this class of problems, we also present a distributed strategy that lets the agents compute a bound on the optimal dual set. This bound enables agents to project the estimates of the multipliers onto a compact set (thus guaranteeing the boundedness of the states and subgradients of the resulting primal-dual projected subgradient dynamics) in a way that preserves the optimal dual set. Various simulations illustrate our results.

II. Preliminaries

Here we introduce basic notation and notions from graph theory and optimization used throughout the paper.

A. Notational conventions

We denote by $\mathbb{R}^n$ the $n$-dimensional Euclidean space, by $I_n \in \mathbb{R}^{n \times n}$ the identity matrix in $\mathbb{R}^n$, and by $I_n \in \mathbb{R}^n$ the vector of all ones. Given two vectors, $u, v \in \mathbb{R}^n$, we denote by $u \leq v$ the entry-wise set of inequalities $u_i \geq v_i$, for each $i = 1, \ldots, n$. Given a vector $v \in \mathbb{R}^n$, we denote its Euclidean norm, or two-norm, by $\|v\|_2 = \sqrt{\sum_{i=1}^n v_i^2}$ and the one-norm by $\|v\|_1 = \sum_{i=1}^n |v_i|$. Given a convex set $S \subseteq \mathbb{R}^n$, a function $f : S \to \mathbb{R}$ is convex if $f(\alpha x + (1-\alpha)y) \leq \alpha f(x) + (1-\alpha)f(y)$ for all $\alpha \in [0,1]$ and $x, y \in S$. A vector $\xi \in \mathbb{R}^n$ is a subgradient of $f$ at $x \in S$ if $f(y) - f(x) \geq \xi^T (y-x)$, for all $y \in S$. We denote by $\partial f(x)$ the set of all such subgradients. The function $f$ is concave if $-f$ is convex. A vector $\xi \in \mathbb{R}^n$ is a subgradient of a concave function $f$ at $x \in S$ if $-\xi \in \partial (-f)(x)$. Given
a closed convex set $S \subseteq \mathbb{R}^n$, the orthogonal projection $P_S$ onto $S$ is
\[ P_S(x) \in \arg \min_{x' \in S} \|x - x'\|_2. \tag{1} \]
This value exists and is unique. (Note that compactness could be assumed without loss of generality taking the intersection of $S$ with balls centered at $x$.) We use the following basic property of the orthogonal projection: for every $x \in S$ and $x' \in \mathbb{R}^n$,
\[ (P_S(x') - x')(x' - x) \leq 0. \tag{2} \]
For a symmetric matrix $A \in \mathbb{R}^{n \times n}$, we denote by $\lambda_{\text{min}}(A)$ and $\lambda_{\text{max}}(A)$ its minimum and maximum eigenvalues, and for any matrix $A$, we denote by $\sigma_{\text{max}}(A)$ its maximum singular value. We use $\otimes$ to denote the Kronecker product of matrices.

B. Graph theory

We review basic notions from graph theory following [34]. A (weighted) digraph $G := (\mathcal{I}, \mathcal{E}, A)$ is a triplet where $\mathcal{I} := \{1, \ldots, N\}$ is the vertex set, $\mathcal{E} \subseteq \mathcal{I} \times \mathcal{I}$ is the edge set, and $A \in \mathbb{R}_+^{N \times N}$ is the weighted adjacency matrix of the property that $a_{ij} := A_{ij} > 0$ if and only if $(i, j) \in \mathcal{E}$. The complete graph is the digraph with edge set $\mathcal{I} \times \mathcal{I}$. Given $G_1 := (\mathcal{I}, \mathcal{E}_1, A_1)$ and $G_2 := (\mathcal{I}, \mathcal{E}_2, A_2)$, their union is the digraph $G_1 \cup G_2 := (\mathcal{I}, \mathcal{E}_1 \cup \mathcal{E}_2, A_1 + A_2)$. A path is an ordered sequence of vertices such that any pair of vertices appearing consecutively is an edge. A digraph is strongly connected if there is a path between any pair of distinct vertices. A sequence of digraphs $\{G_t := (\mathcal{I}, \mathcal{E}_t, A_t)\}_{t \geq 1}$ is $\delta$-nondegenerate, for $\delta \in \mathbb{R}_{>0}$, if the weights are uniformly bounded away from zero by $\delta$ whenever positive, i.e., for each $t \in \mathbb{Z}_{\geq 1}$, $a_{ij,t} := (A_t)_{ij} > \delta$ whenever $a_{ij,t} > 0$. A sequence $\{G_t\}_{t \geq 1}$ is $B$-jointly connected, for $B \in \mathbb{Z}_{\geq 1}$, if for each $k \in \mathbb{Z}_{\geq 1}$, the digraph $G_{k+1} \cup \cdots \cup G_{(k+1)B-1}$ is strongly connected. The Laplacian matrix $L := \text{diag}(\mathbf{1}_N) - A$. Note that $\mathbf{1}_N^\top L = 0$. The weighted out-degree and in-degree of $i \in \mathcal{I}$ are, respectively, $d_{\text{out}}(i) := \sum_{j=1}^N a_{ij}$ and $d_{\text{in}}(i) := \sum_{j=1}^N a_{ji}$. A digraph is weight-balanced if $d_{\text{out}}(i) = d_{\text{in}}(i)$ for all $i \in \mathcal{I}$, that is, $\mathbf{1}_N^\top L = 0$. For convenience, we let $L_C := I_N - \frac{1}{N} \mathbf{1}_N \mathbf{1}_N^\top$ denote the Laplacian of the complete graph with edge weights $1/N$. Note that $L_C$ is idempotent, i.e., $L_C^2 = L_C$. For the sake of the reader, Table I collects some shorthand notation.

| $M$ | $M = \frac{1}{N} \mathbf{1}_N \mathbf{1}_N^\top$ | $L_C = I_N - M$ | $L_r = \text{diag}(\mathbf{1}_N) - A$ |
|-----|-----------------|-----------------|-----------------|
| $M_r = M \otimes I_2$ | $L_r = L_C \otimes I_2$ | $L_{r,t} = L_t \otimes I_2$ |

TABLE I: Notation for graph matrices employed along the paper, where the dimension $d$ depends on the context.

C. Optimization and saddle points

For any function $\mathcal{L} : \mathcal{W} \times \mathcal{M} \rightarrow \mathbb{R}$, the max-min inequality [35] Sec 5.4.1] states that
\[ \inf_{w \in \mathcal{W}} \sup_{\mu \in \mathcal{M}} \mathcal{L}(w, \mu) \geq \sup_{\mu \in \mathcal{M}} \inf_{w \in \mathcal{W}} \mathcal{L}(w, \mu). \tag{3} \]
When equality holds, we say that $\mathcal{L}$ satisfies the strong max-min property (also called the saddle-point property). A point $(w^*, \mu^*) \in \mathcal{W} \times \mathcal{M}$ is called a saddle point if
\[ w^* = \inf_{w \in \mathcal{W}} \mathcal{L}(w, \mu^*) \text{ and } \mu^* = \sup_{\mu \in \mathcal{M}} \mathcal{L}(w^*, \mu). \]
[15] Sec. 2.6] discusses sufficient conditions to guarantee the existence of saddle points. Note that the existence of saddle points implies the strong max-min property. Given functions $f : \mathbb{R}^n \rightarrow \mathbb{R}$, $g : \mathbb{R}^m \rightarrow \mathbb{R}$ and $h : \mathbb{R}^p \rightarrow \mathbb{R}$, the Lagrangian for the problem
\[ \min_{w \in \mathbb{R}^n} f(w) \text{ s.t. } g(w) \leq 0, \ h(w) = 0, \tag{4} \]
is defined as
\[ \mathcal{L}(w, \mu, \lambda) = f(w) + \mu^\top g(w) + \lambda^\top h(w) \tag{5} \]
for $(\mu, \lambda) \in \mathbb{R}_{\geq 0}^m \times \mathbb{R}^p$. In this case, inequality [3] is called weak-duality, and if equality holds, then we say that strong-duality (or Lagrangian duality) holds. If a point $(w^*, \mu^*, \lambda^*)$ is a saddle point for the Lagrangian, then $w^*$ solves the constrained minimization problem [6] and $(\mu^*, \lambda^*)$ solves the dual problem, which is maximizing the dual function $q(\mu, \lambda) := \inf_{w \in \mathbb{R}^n} \mathcal{L}(w, \mu, \lambda)$ over $\mathbb{R}_{\geq 0}^m \times \mathbb{R}^p$. This implication is part of the Saddle Point Theorem. (The reverse implication establishes the existence of a saddle-point – and thus strong duality– adding a constraint qualification condition.) Under the saddle-point condition, the optimal dual vectors $(\mu^*, \lambda^*)$ coincide with the Lagrange multipliers [36] Prop. 5.1.4]. In the case of affine linear constraints, the dual function can be written using the Fenchel conjugate of $f$, defined in $\mathbb{R}^n$ as
\[ f^*(x) := \sup_{w \in \mathbb{R}^n} \{x^\top w - f(w)\}. \tag{6} \]

III. DISTRIBUTED ALGORITHMS FOR SADDLE-POINT PROBLEMS UNDER AGREEMENT CONSTRAINTS

This section describes the problem of interest. Consider closed convex sets $\mathcal{W} \subseteq \mathbb{R}^{d_w}$, $\mathcal{D} \subseteq \mathbb{R}^{d_D}$, $\mathcal{M} \subseteq \mathbb{R}^{d_m}$, $\mathcal{Z} \subseteq \mathbb{R}^{d_z}$ and a function $\phi : \mathcal{W} \times \mathcal{D}^N \times \mathcal{M} \times \mathcal{Z}^N \rightarrow \mathbb{R}$ which is jointly convex on the first two arguments and jointly concave on the last two arguments. We seek to solve the constrained saddle-point problem:
\[ \min_{w \in \mathcal{W}, \mu \in \mathcal{M}, \zeta \in \mathcal{Z}^N} \max_{d' = d^1, \ldots, d^N} \phi(w, d, \mu, \zeta), \tag{7} \]
where $D := (d^1, \ldots, d^N)$ and $\zeta := (\zeta^1, \ldots, \zeta^N)$. The motivation for distributed algorithms and the consideration of explicit agreement constraints in [7] comes from decentralized or parallel computation approaches in network optimization and machine learning. In such scenarios, global decision variables, which need to be determined from the aggregation of local data, can be duplicated into distinct ones so that each agent has its own local version to operate with. Agreement constraints are then imposed across the network to ensure the equivalence to the original optimization problem. We explain this procedure next, specifically through the dual decomposition of optimization problems where objectives and constraints are a sum of convex functions.


A. Optimization problems with separable constraints

We illustrate here how optimization problems with constraints given by a sum of convex functions can be reformulated in the form (7) to make them amenable to distributed algorithmic solutions. Our focus are constraints coupling the local decision vectors of agents that cannot communicate directly.

Consider a group of agents \( \{1, \ldots, N\} \), and let \( f^{i} : \mathbb{R}^{n_{i}} \times \mathbb{R}^{d_{o}} \to \mathbb{R} \) and the components of \( g^{i} : \mathbb{R}^{n_{i}} \times \mathbb{R}^{d_{o}} \to \mathbb{R}^{m} \) be convex functions associated to agent \( i \in \{1, \ldots, N\} \). These functions depend on both a local decision vector \( w^{i} \in \mathcal{W}_{i} \), with \( \mathcal{W}_{i} \subseteq \mathbb{R}^{n_{i}} \) convex, and on a global decision vector \( D \in \mathcal{D} \), with \( \mathcal{D} \subseteq \mathbb{R}^{d_{o}} \) convex.

The optimization problem reads as

\[
\min_{w^{i} \in \mathcal{W}_{i}} \min_{D \in \mathcal{D}} \sum_{i=1}^{N} f^{i}(w^{i}, D) \quad \text{s.t.} \quad g^{i}(w^{i}, D) + \cdots + g^{N}(w^{N}, D) \leq 0. \tag{8}
\]

This problem can be reformulated as a constrained saddle-point problem as follows. We first construct the corresponding Lagrangian function (5) and introduce copies \( \{z^{i}\}_{i=1}^{N} \) of the Lagrange multiplier \( z \) associated to the global constraint in (5), then associate each \( z^{i} \) to \( g^{i} \), and impose the agreement constraint \( z^{i} = z^{j} \) for all \( i, j \). Similarly, we also introduce copies \( \{D^{i}\}_{i=1}^{N} \) of the global decision vector \( D \) subject to agreement, \( D^{i} = D^{j} \) for all \( i, j \). The existence of a saddle point implies that strong duality is attained and there exists a solution of the optimization (8).

Formally,

\[
\min_{w^{i} \in \mathcal{W}_{i}} \max_{D^{i} \in \mathcal{D}} \sum_{i=1}^{N} f^{i}(w^{i}, D^{i}) + z^{\top} \sum_{i=1}^{N} g^{i}(w^{i}, D^{i}) \tag{9a}
\]

\[
\max_{z^{i} \in \mathbb{R}^{m_{o}}} \min_{D^{i} \in \mathcal{D}} \sum_{i=1}^{N} \left( f^{i}(w^{i}, D^{i}) + z^{i\top} g^{i}(w^{i}, D^{i}) \right) \tag{9b}
\]

\[
\min_{w^{i} \in \mathcal{W}_{i}} \max_{z^{i} \in \mathbb{R}^{m_{o}}} \sum_{i=1}^{N} \left( f^{i}(w^{i}, D^{i}) + z^{i\top} g^{i}(w^{i}, D^{i}) \right). \tag{9c}
\]

This formulation has its roots in the classical dual decompositions surveyed in [5] Ch. 2], see also [37] Sec. 1.2.3 and [4] Sec. 5.4 for the particular case of resource allocation. While [5], [37] suggest to broadcast a centralized update of the multiplier, and the method in [4] has an implicit projection onto the probability simplex, the formulation (9) has the multiplier associated to the global constraint estimated in a decentralized way. The recent works [21], [22], [23] implicitly rest on the above formulation of agreement on the multipliers Section [3] particularizes our general saddle-point strategy to these distributed scenarios.

Remark III.1. (Distributed formulations via Fenchel conjugates): To illustrate the generality of the min-max problem (9), we show here how only the particular case of linear constraints can be reduced to a maximization problem under agreement. Consider the particular case of

\[
\min_{w^{i} \in \mathbb{R}^{n_{i}}} \sum_{i=1}^{N} f^{i}(w^{i}), \quad \text{subject to a linear constraint}
\]

\[
\sum_{i=1}^{N} A^{i} w^{i} - b \leq 0,
\]

with \( A^{i} \in \mathbb{R}^{m_{i} \times n_{i}} \) and \( b \in \mathbb{R}^{m} \). The above formulation suggests a distributed strategy that eliminates the primal variables using Fenchel conjugates (6). Taking \( \{b^{i}\}_{i=1}^{N} \) such that \( \sum_{i=1}^{N} b^{i} = b \), this problem can be transformed, if a saddle-point exists (so that strong duality is attained), into

\[
\max_{z \in Z} \min_{w^{i} \in \mathbb{R}^{n_{i}}} \sum_{i=1}^{N} f^{i}(w^{i}) + \sum_{i=1}^{N} (z^{\top} A^{i} w^{i} - z^{\top} b^{i}) \tag{10a}
\]

\[
= \max_{z \in Z} \sum_{i=1}^{N} (- f^{i\ast}(-A^{i\top} z) - z^{\top} b^{i}) \tag{10b}
\]

\[
= \max_{z \in Z, z^{i} = z^{j}} \sum_{i=1}^{N} (- f^{i\ast}(-A^{i\top} z^{i}) - z^{i\top} b^{i}), \tag{10c}
\]

where \( Z \) is either \( \mathbb{R}^{m} \) or \( \mathbb{R}^{m_{o}} \) depending on whether we have equality or inequality (≤) constraints in (5). By [38] Prop. 11.3, the optimal primal values can be recovered locally as

\[
u^{i\ast} := \partial f^{i\ast}(-A^{i\top} z^{i}), \quad i \in \{1, \ldots, N\} \tag{11}
\]

without extra communication. Thus, our strategy generalizes the class of convex optimization problems with linear constraints studied in [23], which distinguishes between the constraint graph (where edges arise from participation in a constraint) and the network graph, and defines distributed with respect to the latter.

B. Saddle-point dynamics with Laplacian averaging

We propose a projected subgradient method to solve constrained saddle-point problems of the form (7). The agreement constraints are addressed via Laplacian averaging, allowing the design of distributed algorithms when the convex-concave functions are separable as in Sections [II-A] The generality of this dynamics is inherited by the general structure of the convex-concave min-max problem (7). We have chosen this structure both for convenience of analysis, from the perspective of the saddle-point evaluation error, and, more importantly, because it allows to model problems beyond constrained optimization; see, e.g., [16] regarding the variational inequality framework, which is equivalent to the saddle-point framework.

Formally, the dynamics is

\[
\dot{w}_{t+1} = w_{t} - \eta_{t} g_{w_{t}} \tag{12a}
\]

\[
\dot{D}_{t+1} = D_{t} - \sigma L_{t} D_{t} - \eta_{t} g_{D_{t}}\tag{12b}
\]

\[
\dot{\mu}_{t+1} = \mu_{t} + \eta_{t} g_{\mu_{t}} \tag{12c}
\]

\[
\dot{z}_{t+1} = z_{t} - \sigma L_{t} z_{t} + \eta_{t} g_{z_{t}} \tag{12d}
\]

\[
(w_{t+1}, D_{t+1}, \mu_{t+1}, z_{t+1}) = \mathcal{P}_{S}(w_{t+1}, D_{t+1}, \mu_{t+1}, z_{t+1}),
\]

where \( L_{t} = L_{t} \otimes I_{d_{o}} \), and \( L_{t} = L_{t} \otimes I_{d_{o}} \), depending on the context, with \( L_{t} \) the Laplacian matrix of \( G_{t}; \sigma \in \mathbb{R}_{>0} \) is the
and \( P_S \) represents the orthogonal projection onto the closed convex set \( S := \mathcal{W} \times \mathcal{D}^N \times \mathcal{M} \times \mathcal{Z}^N \) as defined in (1). This family of algorithms particularize to a novel class of primal-dual consensus-based subgradient methods when the convex-concave function takes the Lagrangian form discussed in Section III-A. In general, the dynamics (12) goes beyond any specific multi-agent model. However, when interpreted in this context, the Laplacian component corresponds to the model for the interaction among the agents.

In the upcoming analysis, we make network considerations that affect the evolution of \( L_t D_t \) and \( L_t z_t \), which measure the disagreement among the corresponding components of \( D_t \) and \( z_t \) via the Laplacian of the time-dependent adjacency matrices. These quantities are amenable for distributed computation, i.e., the computation of the \( i \)-th block requires the blocks \( D_{t_{ij}}^i \) and \( z_{t_{ij}}^i \) of the network variables corresponding to indexes \( j \) with \( a_{ij,t} := (A_t)_{ij} > 0 \). On the other hand, whether the subgradients in (12) can be computed with local information depends on the structure of the function \( \phi \) in (7) in the context of a given networked problem. Since this issue is anecdotal for our analysis, for the sake of generality we consider a general convex-concave function \( \phi \).

IV. CONVERGENCE ANALYSIS

Here we present our technical analysis on the convergence properties of the dynamics (12). Our starting point is the assumption that a solution to (7) exists, namely, a saddle point \((w^*, D^*, \mu^*, z^*)\) of \( \phi \) on \( S := \mathcal{W} \times \mathcal{D}^N \times \mathcal{M} \times \mathcal{Z}^N \) under the agreement condition on \( D^* \) and \( Z^* \). That is, with \( D^* = D^* \odot 1_N \) and \( z^* = z^* \odot 1_N \) for some \((D^*, z^*) \in D \times Z\).

We study the evolution of the running time-averages (sometimes called ergodic sums; see, e.g., (23))

\[
\begin{align*}
    w_{t+1}^{av} &= \frac{1}{t} \sum_{s=1}^{t} w_s, \\
    D_{t+1}^{av} &= \frac{1}{t} \sum_{s=1}^{t} D_s, \\
    \mu_{t+1}^{av} &= \frac{1}{t} \sum_{s=1}^{t} \mu_s, \\
    z_{t+1}^{av} &= \frac{1}{t} \sum_{s=1}^{t} z_s.
\end{align*}
\]

We summarize next our overall strategy to provide the reader with a roadmap of the forthcoming analysis. In Section IV-A we bound the saddle-point evaluation error

\[
t_\phi(w_{t+1}^{av}, D_{t+1}^{av}, \mu_{t+1}^{av}, z_{t+1}^{av}) - t_\phi(w^*, D^*, \mu^*, z^*). \tag{13}
\]

in terms of the following quantities: the initial conditions, the size of the states of the dynamics, the size of the subgradients, and the cumulative disagreement of the running time-averages.

Then, in Section IV-B we bound the cumulative disagreement in terms of the size of the subgradients and the learning rates. Finally, in Section IV-C we establish the saddle-point evaluation convergence result using the assumption that the estimates generated by the dynamics (12), as well as the subgradient sets, are uniformly bounded. (This assumption can be met in applications by designing projections that preserve the saddle points, particularly in the case of distributed constrained optimization that we discuss later.) In our analysis, we conveniently choose the learning rates \( \{\eta_t\}_{t \geq 1} \) using the Doubling Trick scheme [39, Sec. 2.3.1] to find lower and upper bounds on (13) proportional to \( \sqrt{t} \). Dividing by \( t \) finally allows us to conclude that the saddle-point evaluation error of the running time-averages is bounded by \( 1/\sqrt{t} \).

A. Saddle-point evaluation error in terms of the disagreement

Here, we establish the saddle-point evaluation error of the running time-averages in terms of the disagreement. Our first result, whose proof is presented in the Appendix, establishes a pair of inequalities regarding the evaluation error of the states of the dynamics with respect to a generic point in the variables of the convex and concave parts, respectively.

**Lemma IV.1. (Evaluation error of the states in terms of the disagreement)** Let the sequence \( \{(w_t, D_t, \mu_t, z_t)\}_{t \geq 1} \) be generated by the coordination algorithm (12) over a sequence of arbitrary weight-balanced digraphs \( \{G_t\}_{t \geq 1} \) such that \( \sup_{t \geq 1} \sigma_{\text{max}}(L_t) \leq \overline{\lambda} \), and with

\[
\sigma \leq \left( \max \left\{ d_{\text{out}}(k) : k \in \mathcal{I}, t \in \mathbb{Z}_{\geq 1} \right\} \right)^{-1}. \tag{14}
\]

Then, for any sequence of learning rates \( \{\eta_t\}_{t \geq 1} \subset \mathbb{R}_{>0} \) and any \((w_p, D_p) \in \mathcal{W} \times \mathcal{D}^N\), the following holds:

\[
\begin{align*}
    &2(\phi(w_t, D_t, \mu_t, z_t) - \phi(w_p, D_p, \mu_p, z_p)) \\
    &\leq \frac{1}{\eta_t}\left( ||w_t - w_p||^2 + ||w_{t+1} - w_p||^2 \right) \\
    &+ \frac{1}{\eta_t}(||D_t - D_p||^2 + ||D_{t+1} - D_p||^2) \\
    &+ 6\eta_t(||g_{w_t}||^2 + ||g_{w_{t+1}}||^2) + 2||g_{D_t}||_2(2 + \sigma\overline{\lambda})||L_{\overline{\lambda}}D_t||_2 + 2||g_{D_{t+1}}||_2||L_{\overline{\lambda}}D_p||_2.
\end{align*}
\]

Also, for any \((\mu_p, z_p) \in \mathcal{M} \times \mathcal{Z}^N\), the analogous holds,

\[
\begin{align*}
    &2(\phi(w_t, D_t, \mu_t, z_t) - \phi(w_p, D_t, \mu_p, z_p)) \\
    &\geq -\frac{1}{\eta_t}(||\mu_t - \mu_p||^2 + ||\mu_{t+1} - \mu_p||^2) \\
    &- \frac{1}{\eta_t}(||Mz_t - z_p||^2 + ||Mz_{t+1} - z_p||^2) \\
    &- 6\eta_t||g_{\mu_t}||_2 + 2||g_{z_{t+1}}||_2 - 2||g_{z_t}||_2 + 2||g_{z_{t+1}}||_2 - 2||g_{z_t}||_2 + 2||L_{\overline{\lambda}}z_{t+1}||_2 + 2||L_{\overline{\lambda}}z_t||_2.
\end{align*}
\]

Building on Lemma IV.1, we next obtain bounds for the sum over time of the evaluation errors with respect to a generic point and the running time-averages.

**Lemma IV.2. (Cumulative evaluation error of the states with respect to running time-averages in terms of disagreement)** Under the same assumptions of Lemma IV.1 for any \((w_p, D_p, \mu_p, z_p) \in \mathcal{W} \times \mathcal{D}^N \times \mathcal{M} \times \mathcal{Z}^N\), the difference

\[
\sum_{s=1}^{t} \phi(w_s, D_s, \mu_s, z_s) - t_\phi(w_p, D_p, \mu_{t+1}^{av}, z_{t+1}^{av})
\]

is bounded in terms of the same variables and the learning rates.
is upper-bounded by \( \frac{u(t, w_{p}, t)}{2} \), while the difference

\[
\sum_{s=1}^{t} \phi(w_{s}, D_{s}, \mu_{s}, z_{s}) - t\phi(w_{s}^{\text{av}}_{t+1}, D_{s}^{\text{av}}_{t+1}, \mu_{p}, z_{p})
\]

is lower-bounded by \(-\frac{u(t, \mu_{p}, z_{p})}{2}\), where

\[
u(t, w_{p}, D_{p}) \equiv \nu(t, w_{p}, D_{p}, \{w_{s}\}_{s=1}^{t}, \{D_{s}\}_{s=1}^{t})
\]

\[
= \sum_{s=2}^{t} \left( \left\| w_{s} - w_{p} \right\|^{2} + \left\| MD_{s} - D_{p} \right\|^{2} \right) \left( \frac{1}{\eta_{s}} - \frac{1}{\eta_{s-1}} \right)
\]

\[
+ \sum_{s=1}^{t} \eta_{s} \left( \left\| g_{w_{s}} \right\|^{2} + \left\| g_{D_{s}} \right\|^{2} \right)
\]

\[
+ 2(2 + \sigma T \sum_{s=1}^{t} \left\| g_{D_{s}} \right\| \left\| L_{K} D_{s} \right\| + 2\left\| L_{K} D_{p} \right\| \sum_{s=1}^{t} \left\| g_{D_{s}} \right\|_{2},
\]

and \( u(t, \mu_{p}, z_{p}) \equiv u(t, \mu_{p}, z_{p}, \{\mu_{s}\}_{s=1}^{t}, \{z_{s}\}_{s=1}^{t}) \).

**Proof:** By adding (15) over \( s = 1, \ldots, t \), we obtain

\[
\sum_{s=1}^{t} \phi(w_{s}, D_{s}, \mu_{s}, z_{s}) - \phi(w_{p}, D_{p}, \mu_{s}, z_{s})
\]

\[
\leq \sum_{s=2}^{t} \left( \left\| w_{s} - w_{p} \right\|^{2} + \left\| MD_{s} - D_{p} \right\|^{2} \right) \left( \frac{1}{\eta_{s}} - \frac{1}{\eta_{s-1}} \right)
\]

\[
+ \sum_{s=1}^{t} \eta_{s} \left( \left\| g_{w_{s}} \right\|^{2} + \left\| g_{D_{s}} \right\|^{2} \right)
\]

\[
+ 2(2 + \sigma T \sum_{s=1}^{t} \left\| g_{D_{s}} \right\| \left\| L_{K} D_{s} \right\| + 2\left\| L_{K} D_{p} \right\| \sum_{s=1}^{t} \left\| g_{D_{s}} \right\|_{2}.
\]

This is bounded from above by \( u(t, w_{p}, D_{p}) \) because \( \left\| MD_{1} - D_{p} \right\|_{2}^{2} \leq 2\left\| D_{p} \right\|_{2}^{2} \), which follows from the triangular inequality. Young’s inequality, the sub-multiplicativity of the norm, and the identity \( \left\| M \right\|_{2}^{2} = 1 \). Finally, by the concavity of \( \phi \) in the last two arguments,

\[
\phi(w_{p}, D_{p}, \mu_{t+1}^{av}, z_{t+1}^{av}) \geq \frac{1}{t} \sum_{s=1}^{t} \phi(w_{s}, D_{s}, \mu_{s}, z_{s}),
\]

so the upper bound in the statement follows. Similarly, we obtain the lower bound by adding (16) over \( s = 1, \ldots, t \) and using that \( \phi \) is jointly convex in the first two arguments,

\[
\phi(w_{t}^{av}, D_{t}^{av}, \mu_{s}, z_{s}) \leq \frac{1}{t} \sum_{s=1}^{t} \phi(w_{s}, D_{s}, \mu_{s}, z_{s}),
\]

which completes the proof.

The combination of the pair of inequalities in Lemma [V.2] allows us to derive the saddle-point evaluation error of the running time-averages in the next result.

**Proposition IV.3. (Saddle-point evaluation error of running time-averages):** Under the same hypotheses of Lemma [IV.1] for any saddle point \((w^{*}, D^{*}, \mu^{*}, z^{*})\) of \( \phi \) on \( \mathcal{W} \times \mathcal{D} \times \mathcal{M} \times \mathcal{Z} \) with \( D^{*} = D^{*} \otimes I_{N} \) and \( z^{*} = z^{*} \otimes I_{N} \) for some \((D^{*}, z^{*}) \in \mathcal{D} \times \mathcal{Z} \), the following holds:

\[
- u(t, w^{*}, D^{*}, \mu^{*}, z^{*}) = u(t, w_{t+1}^{av}, D_{t+1}^{av}, \mu_{t+1}^{av}, z_{t+1}^{av})
\]

\[
\leq 2t(\phi(w_{t+1}^{av}, D_{t+1}^{av}, \mu_{t+1}^{av}, z_{t+1}^{av}) - 2\phi(w^{*}, D^{*}, \mu^{*}, z^{*}))
\]

\[
\leq u(t, w^{*}, D^{*}) + u(t, \mu_{t+1}^{av}, z_{t+1}^{av}).
\]

**Proof:** We show the result in two steps, by evaluating the bounds from Lemma [IV.2] in two sets of points and combining them. First, choosing \((w_{t}, w_{p}, \mu_{p}, z_{p}) = (w^{*}, D^{*}, \mu^{*}, z^{*})\) in the bounds of Lemma [IV.2], invoking the saddle-point relations

\[
\phi(w^{*}, D^{*}, \mu_{t+1}^{av}, z_{t+1}^{av}) \leq \phi(w^{*}, D^{*}, \mu^{*}, z^{*})
\]

\[
\leq \phi(w_{t+1}^{av}, D_{t+1}^{av}, \mu^{*}, z^{*})
\]

where \((w_{t}^{av}, D_{t}^{av}, \mu_{t}^{av}, z_{t}^{av}) \in \mathcal{W} \times \mathcal{D} \times \mathcal{M} \times \mathcal{Z}, \) for each \( t \geq 1 \), by convexity; and combining the resulting inequalities, we obtain

\[
- u(t, \mu^{*}, z^{*}) \leq \frac{1}{2} \sum_{s=1}^{t} \phi(w_{s}, D_{s}, \mu_{s}, z_{s}) - t\phi(w^{*}, D^{*}, \mu^{*}, z^{*})
\]

\[
\leq u(t, w^{*}, D^{*}) \leq \frac{1}{2} \sum_{s=1}^{t} \phi(w_{s}, D_{s}, \mu_{s}, z_{s}).
\]

Choosing \((w_{t}, w_{p}, \mu_{p}, z_{p}) = (w_{t+1}^{av}, D_{t+1}^{av}, \mu_{t+1}^{av}, z_{t+1}^{av})\) in the bounds of Lemma [IV.2] multiplying each by \(-1\) and combining them, we get

\[
- u(t, w_{t+1}^{av}, D_{t+1}^{av}) \leq \frac{1}{2} \sum_{s=1}^{t} \phi(w_{s}, D_{s}, \mu_{s}, z_{s}) \leq \frac{1}{2} \sum_{s=1}^{t} \phi(w_{s}, D_{s}, \mu_{s}, z_{s})
\]

\[
\leq u(t, w_{t+1}^{av}, D_{t+1}^{av}, \mu_{t+1}^{av}, z_{t+1}^{av}).
\]

The result now follows by summing (20) and (21).

**B. Bounding the cumulative disagreement**

Given the dependence of the saddle-point evaluation error obtained in Proposition [IV.3] on the cumulative disagreement of the estimates \( D_{t} \) and \( z_{t} \), here we bound their disagreement over time. We treat the subgradient terms as perturbations in the dynamics (12) and study the input-to-state stability properties of the latter. This approach is well suited for scenarios where the size of the subgradients can be uniformly bounded. Since the coupling in (12) with \( w_{t} \) and \( \mu_{t} \), as well as among the estimates \( D_{t} \) and \( z_{t} \) themselves, takes place only through the subgradients, we focus on the following pair of decoupled dynamics,

\[
\dot{D}_{t+1} = D_{t} - \sigma L_{1} D_{t} + u_{1} \quad (22a)
\]

\[
\dot{z}_{t+1} = z_{t} - \sigma L_{z} z_{t} + u_{1} \quad (22b)
\]

\[
(D_{t+1}, z_{t+1}) = P_{\mathcal{D} \times \mathcal{Z}}(D_{t}, z_{t+1})
\]

where \( \{u_{1}\}_{t \geq 1} \subset (\mathbb{R}^{d})^{N}, \) \( \{u_{2}\}_{t \geq 1} \subset (\mathbb{R}^{d})^{N} \) are arbitrary sequences of disturbances, and \( P_{\mathcal{D} \times \mathcal{Z}} \) is the orthogonal projection onto \( \mathcal{D} \times \mathcal{Z} \) as defined in (1).

The next result characterizes the input-to-state stability properties of (22) with respect to the agreement space. The analysis builds on the proof strategy in our previous work [40, Prop. V.4]. The main trick here is to bound the projection residuals.
in terms of the disturbance. The proof is presented in the Appendix.

**Proposition IV.4. (Cumulative disagreement on $\overline{\mathcal{G}}_i \in \mathcal{G}$ over jointly-connected weight-balanced digraphs):** Let $\{\overline{\mathcal{G}}_i\}_{i \geq 1}$ be a sequence of $B$-jointly connected, $\delta$-nondegenerate, weight-balanced digraphs. For $\delta' \in (0, 1)$, let

$$\tilde{\delta} := \min \left\{ \delta', (1 - \delta') \frac{\delta}{d_{\text{max}}} \right\},$$

(23)

where

$$d_{\text{max}} := \max \{ d_{\text{out}}(k) : k \in \mathcal{I}, t \in \mathbb{Z}_{\geq 1} \}.$$

Then, for any choice of consensus stepsize such that

$$\sigma \in \left[ \frac{\tilde{\delta}}{\tilde{\delta}^2}, 1 - \frac{\tilde{\delta}}{d_{\text{max}}} \right],$$

(24)

the dynamics (22a) over $\{\overline{\mathcal{G}}_i\}_{i \geq 1}$ is input-to-state stable with respect to the nullspace of the matrix $L_{K_i}$. Specifically, for any $t \in \mathbb{Z}_{\geq 1}$ and any $\{u^1_t\}_{t=1}^{t-1} \subset (\mathbb{R}^{dn})^N$,

$$\|L_{K_i} D_t\|_2 \leq \frac{2^3 \|D_t\|_2^2}{\sqrt{3}} \left(1 - \frac{\delta}{4N^2}\right)^{t-1} + C_u \max_{1 \leq t \leq t-1} \|u^1_t\|_2,$$

(25)

where

$$C_u := \frac{2^5}{1 - (1 - \frac{\tilde{\delta}}{d_{\text{max}}})^1/2},$$

(26)

and the cumulative disagreement satisfies

$$\sum_{t=1}^{t'} \|L_{K_i} D_t\|_2 \leq C_u \left(\|D_t\|_2 + \sum_{t=1}^{t'-1} \|u^1_t\|_2\right).$$

(27)

Analogous bounds hold interchanging $D_t$ with $z_t$.

**C. Convergence of saddle-point subgradient dynamics with Laplacian averaging**

Here we characterize the convergence properties of the dynamics (12) using the developments above. In informal terms, our main result states that, under a mild connectivity assumption on the communication digraphs, a suitable choice of decreasing stepsizes, and assuming that the agents’ estimates and the subgradient sets are uniformly bounded, the saddle-point evaluation error under (12) decreases proportionally to $1/\sqrt{t}$. We select the learning rates according to the following scheme.

**Assumption IV.5. (Doubling Trick scheme for the learning rates):** The agents define a sequence of epochs numbered by $m = 0, 1, 2, \ldots$, and then use the constant value $\eta_m = \frac{1}{\sqrt{2^m}}$ in each epoch $m$, which has $2^m$ time steps $s = 2^m, \ldots, 2^{m+1} - 1$. Namely,

$$\eta_1 = 1, \quad \eta_2 = \eta_3 = 1/\sqrt{2}, \quad \eta_4 = \ldots = \eta_7 = 1/\sqrt{2}, \quad \eta_8 = \ldots = \eta_{15} = 1/\sqrt{8},$$

and so on. In general,

$$\eta_{2m} = \ldots = \eta_{2m+1} = 1/\sqrt{2^m}.$$

Note that the agents can compute the values in Assumption IV.5 without communicating with each other. Figure 1 provides an illustration of this learning rate selection and compares it against constant and other sequences of stepizes. Note that, unlike other choices commonly used in optimization [14], [15], the Doubling Trick gives rise to a sequence of stepizes that is not square summable.

**Theorem IV.6. (Convergence of the saddle-point dynamics with Laplacian averaging (12)):** Let $\{\{w_t, D_t, \mu_t, z_t\}\}_{t \geq 1}$ be generated by (12) over a sequence $\{\overline{\mathcal{G}}_i\}_{i \geq 1}$ of $B$-jointly connected, $\delta$-nondegenerate, weight-balanced digraphs satisfying $\sup_{t \geq 1} \sigma_{\max}(L_t) \leq K$ with $\sigma$ selected as in (24). Assume

$$\|w_t\|_2 \leq b_{w}, \quad \|D_t\|_2 \leq b_{D}, \quad \|\mu_t\|_2 \leq b_{\mu}, \quad \|z_t\|_2 \leq b_{z},$$

for all $t \in \mathbb{Z}_{\geq 1}$ whenever the sequence of learning rates $\{\eta_t\}_{t \geq 1} \subset \mathbb{R}_{>0}$ is uniformly bounded. Similarly, assume

$$\|g_{w_t}\|_2 \leq H_{w}, \quad \|g_{D_t}\|_2 \leq H_{D}, \quad \|g_{\mu_t}\|_2 \leq H_{\mu}, \quad \|g_{z_t}\|_2 \leq H_{z}$$

for all $t \in \mathbb{Z}_{\geq 1}$. Let the learning rates be chosen according to the Doubling Trick in Assumption IV.5. Then, for any saddle point $(w^*, D^*, \mu^*, z^*)$ of $\phi$ on $\mathcal{W} \times \mathcal{D}^N \times \mathcal{M} \times \mathcal{Z}^N$ with $D^* = D^* \otimes \mathbb{1}_N$ and $z^* = z^* \otimes \mathbb{1}_N$ for some $(D^*, z^*) \in \mathcal{D} \times \mathcal{Z}$, which is assumed to exist, the following holds for the running time-averages:

$$-\frac{\alpha_{\mu, z} + \alpha_{w, D}}{2\sqrt{t - 1}} \leq \hat{\phi}(w_t^w, D_t^D, \mu_t^\mu, z_t^z) - \phi(w^*, D^*, \mu^*, z^*),$$

(28)

where $\alpha_{w, D} := \frac{s^2}{\sqrt{2} - 1} \alpha_{w, D}$ with

$$\hat{\alpha}_{w, D} := 4(B_{w}^2 + B_{D}^2) + 6(H_{w}^2 + H_{D}^2) + H_{D}(3 + 2\alpha_{w})C_u(B_{D} + 2H_{D}),$$

(29)

and $\alpha_{z, \mu}$ is analogously defined.

**Proof:** We divide the proof in two steps. In step (ii), we use the general bound of Proposition IV.3 making a choice of constant learning rates over a fixed time horizon $t'$. In
step (ii), we use multiple times this bound together with the Doubling Trick to produce the implementation procedure in the statement. In (i), to further bound \( \sum_{m=0}^t \sqrt{2^m} \), we choose \( \eta = \eta^* \) for all \( s \in \{1, \ldots, t'\} \) in both \( u(t', w^v, D^v) \) and \( u(t', w_{t+1}^v, D_{t+1}^v) \). By doing this, we make zero the first two lines in (31), and then we upper-bound the remaining terms using the bounds on the estimates and the subgradients. The resulting inequality also holds replacing \((w_{t+1}^v, D_{t+1}^v)\) by \((w^*, D^*)\),

\[
\begin{align*}
    u(t', w_{t+1}^v, D_{t+1}^v) &\leq \frac{2}{\eta} \left( \|w_1\|_2^2 + B_a^w + \|D_1\|_2^2 + B_D^2 \right) \\
    &+ 2 \left( 2 + \sigma \overline{\lambda} \right) H_D \sum_{s=1}^{t'} \|L_K D_s\|_2 + 2 \|L_K D_{t+1}^v\|_2 H_{D} t'.
\end{align*}
\]

(30)

Regarding the bound for \( u(t', w^*, D^*) \), we just note that \( \|L_K D^v\|_2 = 0 \), whereas for \( u(t', w_{t+1}^v, D_{t+1}^v) \), we note that, by the triangular inequality, we have

\[
\|L_K D_{t+1}^v\|_2 = \frac{1}{\eta} \|L_K \left( \sum_{s=1}^{t'} D_s \right)\|_2 \leq \frac{1}{\eta} \sum_{s=1}^{t'} \|L_K D_s\|_2.
\]

That is, we get

\[
\begin{align*}
    u(t', w^*, D^*) &\leq u(t', w_{t+1}^v, D_{t+1}^v) \\
    &\leq \frac{2}{\eta} \left( \|w_1\|_2^2 + B_a^w + \|D_1\|_2^2 + B_D^2 \right) + \left( 2 + \sigma \overline{\lambda} \right) H_D \sum_{s=1}^{t'} \|L_K D_s\|_2.
\end{align*}
\]

(31)

We now further bound \( \sum_{s=1}^{t'} \|L_K D_s\|_2 \) in (27) noting that \( \|v_1\|_2 = \|\eta H D = \eta H z \), to obtain

\[
\begin{align*}
    \sum_{s=1}^{t'} \|L_K D_s\|_2 &\leq C_u \left( \frac{\|v_1\|_2}{\eta} + \sum_{s=1}^{t'-1} \eta' H_D \right) \\
    &\leq C_u \left( \frac{\|v_1\|_2}{\eta} + t' \eta' H_D \right).
\end{align*}
\]

Substituting this bound in (31), taking \( \eta' = \frac{1}{\sqrt{t'}} \) and noting that \( 1 \leq \sqrt{t'} \), we get

\[
u(t', w_{t+1}^v, D_{t+1}^v) \leq \alpha' \sqrt{t'}, \quad (32)\]

where

\[
\alpha' := 2 \left( \|w_1\|_2^2 + \|D_1\|_2^2 + B_a^w + B_D^2 \right) + 6 \left( H_{D}^2 + H_{D}^2 \right) + 2 \left( 2 + \sigma \overline{\lambda} \right) C_u \left( \frac{\|v_1\|_2}{\eta} + H_D \right).
\]

This bound is of the type \( u(t', w_{t+1}^v, D_{t+1}^v) \) is \( \alpha' \sqrt{t'} \), where \( \alpha' \) depends on the initial conditions. This leads to step (ii). According to the Doubling Trick, for \( m = 0, 1, \ldots, \lfloor \log_2 t \rfloor \), the dynamics is executed in each epoch of \( t' = 2^m \) time steps \( t = 2^m, \ldots, 2^{m+1} - 1 \), where at the beginning of each epoch the initial conditions are the final values in the previous epoch. The bound for \( u(t', w_{t+1}^v, D_{t+1}^v) \) in each epoch is \( \alpha' \sqrt{t'} = \alpha_m \sqrt{2^m} \), where \( \alpha_m \) is the multiplicative constant in (32) that depends on the initial conditions in the corresponding epoch. Using the assumption that the estimates are bounded, i.e., \( \alpha_m \leq \tilde{\alpha}_{w, D} \), we deduce that the bound in each epoch is \( \tilde{\alpha}_{w, D} \sqrt{2^m} \). By the Doubling Trick,

\[
    \sum_{m=0}^{\lfloor \log_2 t \rfloor} \sqrt{2^m} = \frac{1 - \sqrt{2^{\lfloor \log_2 t \rfloor + 1}}}{1 - \sqrt{2}} \leq \frac{1 - \sqrt{2}}{1 - \sqrt{2}} \sqrt{2} \leq \sqrt{2} - 1 \sqrt{t},
\]

we conclude that

\[
    u(t, w^v, D^v) \leq u(t, w_{t+1}^v, D_{t+1}^v) \leq \frac{\sigma}{\sqrt{2-1}} \tilde{\alpha}_{w, D} \sqrt{t}.
\]

Similarly,

\[
    -u(t, \mu^v, z^v) \geq -u(t, \mu_{t+1}^v, z_{t+1}^v) \geq -\frac{\sigma}{\sqrt{2-1}} \tilde{\alpha}_{\mu, z} \sqrt{t}.
\]

The desired pair of inequalities follows substituting these bounds in (19) and dividing by 2t.

In the statement of Theorem IV.6, the constant \( C_u \) appearing in (29) encodes the dependence on the network properties. The running time-averages can be updated sequentially as \( w_{t+1}^v := \frac{1}{t} w_{t+1}^v + \frac{t}{t} w_t \) without extra memory. Note also that we assume feasibility of the problem because this property does not follow from the behavior of the algorithm.

**Remark IV.7. (Boundedness of estimates):** The statement of Theorem IV.6 requires the subgradients and the estimates produced by the dynamics to be bounded. In the literature of distributed (sub-)gradient methods, it is fairly common to assume the boundedness of the subgradient sets relying on their continuous dependence on the arguments, which in turn are assumed to belong to a compact domain. Our assumption on the boundedness of the estimates, however, concerns a saddle-point subgradient dynamics for general convex-concave functions, and its consequences vary depending on the application. We come back to this point and discuss the treatment of dual variables for distributed constrained optimization in Section V-A.

V. APPLICATIONS TO DISTRIBUTED CONSTRAINED CONVEX OPTIMIZATION

In this section we particularize our convergence result in Theorem IV.6 to the case of convex-concave functions arising from the Lagrangian of the constrained optimization (8) discussed in Section III.A. The Lagrangian formulation with explicit agreement constraints (9) matches the general saddle-point problem (7) for the convex-concave function \( \phi : (\mathcal{W}_1 \times \cdots \times \mathcal{W}_N) \times \mathcal{D} \times \mathcal{R}_{\geq 0} \rightarrow \mathcal{R} \) defined by

\[
    \phi(w, D, z) = \sum_{i=1}^{N} (f^i(w^i, D^i) + z^i \tilde{g}^i(w^i, D^i)).
\]

Here the arguments of the convex part are, on the one hand, the local primal variables across the network, \( w = (w^1, \ldots, w^N) \) (not subject to agreement), and, on the other hand, the copies across the network of the global decision vector, \( D = (D^1, \ldots, D^N) \) (subject to agreement). The arguments of the concave part are the network estimates of the Lagrange multiplier, \( z = (z^1, \ldots, z^N) \) (subject to agreement). Note that this convex-concave function is the associated Lagrangian for (8) only under the agreement on the global decision.
In this case, the saddle-point dynamics with Laplacian averaging \cite{kar2010solving} takes the following form: the updates of each agent $i \in \{1, \ldots, N\}$ are as follows,

\begin{align}
\dot{w}_i^{t+1} &= w_i^t - \eta_i (d_{f_i}^{t}, d_{g_i}^{t}) + d_{g_i}^{t}, \\
\dot{d}_{f_i}^{t+1} &= d_{f_i}^t + \sum_{j=1}^{N} a_{ij}(D_i^t - D_j^t) \\
&- \eta_i (d_{f_i}^{t}, d_{g_i}^{t}) + d_{g_i}^{t}, \\
\dot{z}_i^{t+1} &= z_i^t + \sum_{j=1}^{N} a_{ij} (z_j^t - z_i^t) + \eta_i g^i (w_i^t),
\end{align}

where the vectors $d_{f_i}^{t}, d_{g_i}^{t} \in \mathbb{R}^{m_i}$ and $d_{f_i}^{t}, d_{g_i}^{t} \in \mathbb{R}^{d_o}$ are subgradients of $f^i$ with respect to the first and second arguments, respectively, at the point $(w_i^t, D_i^t)$, i.e.,

\begin{align}
d_{f_i}^{t}, d_{g_i}^{t} \in \partial w_i f_i(w_i^t, D_i^t), \quad d_{f_i}^{t}, d_{g_i}^{t} \in \partial D_i f_i(w_i^t, D_i^t),
\end{align}

and the matrices $d_{g_i}^{t}, d_{g_i}^{t} \in \mathbb{R}^{m \times m}$ and $d_{g_i}^{t}, d_{g_i}^{t} \in \mathbb{R}^{m \times d}$ contain in the $l$th row an element of the subgradient sets $\partial_{w_i} g_i^l (w_i^t, D_i^t)$ and $\partial_{D_i} g_i^l (w_i^t, D_i^t)$, respectively. (Note that these matrices correspond, in the differentiable case, to the Jacobian block-matrices of the vector function $g^i : \mathbb{R}^{m_i} \times \mathbb{R}^{d_o} \rightarrow \mathbb{R}^{m_i}$.)

We refer to this strategy as the Consensus-based Saddle-Point (Sub-) Gradient (C-SP-SG) algorithm and present it in pseudocode format in Algorithm \ref{algorithm:1}. Note that the orthogonal projection of the estimates of the multipliers in \cite{kar2010solving} is unique. The radius $r$ employed in its definition is a design parameter that is either set \textit{a priori} or determined by the agents. We discuss this point in detail below in Section \ref{section:5a}.

The characterization of the saddle-point evaluation error under \cite{kar2010solving} is a direct consequence of Theorem \ref{theorem:6}.

\begin{algorithm}[ht]
\caption{C-SP-SG algorithm}
\begin{algorithmic}
\State \textbf{Data:} Agents' data for Problem \cite{kar2010solving}: $\{f^i, g^i, \mathcal{W}_t\}_{i=1}^{N}, D$
\State Agents' adjacency values $\{A_i\}_{i=1}^{N}$, Consensus stepsize $\sigma$ as in \cite{kar2010solving}
\State Learning rates $\{\eta_i\}_{i=1}^{N}$ as in Assumption \ref{assumption:4.5}
\State Radius $r$ s.t. $\hat{B}(0,r)$ contains optimal dual set for \cite{kar2010solving}
\State Number of iterations $T$, indep. of rest of parameters
\State \textbf{Result:} Agent $i$ outputs $(w_i^T)^\text{av}, (D_i^T)^\text{av}, (z_i^T)^\text{av}$
\end{algorithmic}
\end{algorithm}

\begin{algorithm}
\begin{algorithmic}
\State \textbf{Initialization:} Agent $i$ selects (sub-) gradients as in \cite{kar2010solving}
\State Agent $i$ updates $(w_i^t, D_i^t, z_i^t)$ as in \cite{kar2010solving}
\State for $t \in \{2, \ldots, T - 1\}$ do
\State \hspace{1em} Agent $i$ outputs $(w_i^t)^\text{av}, (D_i^t)^\text{av}, (z_i^t)^\text{av}$
\State \hspace{1em} Agent $i$ updates $(w_i^{t+1})^\text{av}$
\State \hspace{2em} Agent $i$ updates $(w_i^t)^\text{av} = \frac{t - 1}{t} (w_i^t)^\text{av} + \frac{1}{t} w_i^t$, $(D_i^t)^\text{av} = \frac{t - 1}{t} (D_i^t)^\text{av} + \frac{1}{t} D_i^t$, $(z_i^t)^\text{av} = \frac{t - 1}{t} (z_i^t)^\text{av} + \frac{1}{t} z_i^t$ for all $i \in \{1, \ldots, N\}$
\State \hspace{1em} end for
\State end
\end{algorithmic}
\end{algorithm}

for the learning rates, the saddle-point evaluation error \cite{kar2010solving} holds for the running time-averages:

\begin{align}
-\frac{\mu}{2\sqrt{T}} - 1 \leq \frac{\mu}{2\sqrt{T}} - 1 \leq \frac{\mu}{2\sqrt{T}} - 1,
\end{align}

for $\alpha_{w,D}$ and $\alpha_{w,z}$ as in \cite{kar2010solving}, with

$B_{\mu} = H_{\mu} = 0$, \quad $B_{z} = \sqrt{N} r$

$B_w = \left( \sum_{i=1}^{N} \text{diam}(\mathcal{W}_i) \right)^{1/2}$, \quad $B_D = \sqrt{N} \text{diam}(D)$

$H_w^2 = N \left( H_{f,w} + \sqrt{N} H_{g,w} \right)^2$, \quad $H_z^2 = \sum_{i=1}^{N} \left( \text{sup}_{w \in \mathcal{W}_i} g_i(w^i) \right)^2$

$H_D^2 = N \left( H_{f,D} + \sqrt{N} H_{g,D} \right)^2$

where $\text{diam}(\cdot)$ refers to the diameter of the sets.

The proof of this result follows by noting that the hypotheses of Theorem \ref{theorem:6} are automatically satisfied. The only point to observe is that all the saddle points of the Lagrangian $\mathcal{L}$ defined in \cite{kar2010solving} on the set $(\mathcal{W}_1 \times \cdots \times \mathcal{W}_N) \times D \times \mathbb{R}^m$ are also contained in $(\mathcal{W}_1 \times \cdots \times \mathcal{W}_N) \times D \times \hat{B}(0,r)$. Note also that we assume feasibility of the problem because this property does not follow from the behavior of the algorithm.

Remark V.2. (Time, memory, computation, and communication complexity of the C-SP-SG algorithm) We discuss here the complexities associated with the execution of the C-SP-SG algorithm:

- Time complexity: According to Corollary \ref{corollary:1} the saddle-point evaluation error is smaller than $\epsilon$ if
\[
\frac{\alpha_w D + \alpha_u z}{2 \sqrt{t}} \leq \epsilon. \]
This provides a lower bound
\[
t \geq \left( \frac{\alpha_w D + \alpha_u z}{2} \right)^2,
\]
on the number of required iterations.

- **Memory complexity:** Each agent \( i \) maintains the current updates \((w_i^t, \nu_i^t, z_i^t)\) \(i \in \mathbb{R}^{n_i} \times \mathbb{R}^{d_i} \times \mathbb{R}^{m_i}\), and the corresponding current running time-averages \((\bar{w}_i^m, \bar{\nu}_i^m, \bar{z}_i^m)\) with the same dimensions. In our model, each agent makes a choice/evaluation of subgradients, at each iteration, from the subdifferentials \( \partial w_i f_i \subseteq \mathbb{R}^{n_i}, \partial \nu_i g_i^t \subseteq \mathbb{R}^{d_i}, \partial w_i \bar{g}_i^t \subseteq \mathbb{R}^{d_i}\), the latter for \( l \in \{1, \ldots, m\} \). Each agent also projects its estimates on the set \( W_i \times D \times \mathbb{R}^{m_i} \cap B(0, r) \). The complexity of this computation depends on the sets \( W_i \) and \( D \).

- **Communication complexity:** Each agent \( i \) shares with its neighbors at each iteration a vector in \( \mathbb{R}^{d_i} \times \mathbb{R}^{m_i}\). With the information received, the agent updates the global decision variable \( \bar{\nu}_i \) in (35) and the Lagrange multiplier \( z_i^t \) in (35c). (Note that the variable \( z_i^t \) needs to be maintained and communicated only if the optimization problem (8) has a global decision variable. )

A. Distributed strategy to bound the optimal dual set

The motivation for the design choice of truncating the projection of the dual variables onto a bounded set in (35) is the following. The subgradients of \( \phi \) with respect to the primal variables are linear in the dual variables. To guarantee the boundedness of the subgradients of \( \phi \) and of the dual variables, required by the application of Theorem \( \square \), one can introduce a projection step onto a compact set that preserves the optimal dual set, a technique that has been used in [3], [19], [22]. These works select the bound for the projection \emph{a priori}, whereas [9] proposes a distributed algorithm to compute a bound preserving the optimal dual set, for the case of a global inequality constraint known to all the agents. Here, we deal with a complementary case, where the constraint is a sum of functions, each known to the corresponding agents, that couple the local decision vectors across the network. For this case, next describe how the agents can compute, in a distributed way, a radius \( r \in \mathbb{R}^+ \) such that the ball \( B(0, r) \) contains the optimal dual set for the constrained optimization (8). A radius with such property is not unique, and estimates with varying degree of conservativeness are possible.

In our model, each agent \( i \) has only access to the set \( W_i \) and the functions \( f_i^{\prime} \) and \( g_i^{\prime} \). In turn, we make the important assumption that there are no variables subject to agreement, i.e., \( f_i^{\prime}(w, D) = f_i^{\prime}(w) \) and \( g_i^{\prime}(w, D) = g_i^{\prime}(w) \) for all \( i \in \{1, \ldots, N\} \), and we leave for future work the generalization to the case where agreement variables are present. Consider then the following problem,

\[
\min_{w_i \in W_i, \forall i} \sum_{i=1}^{N} f_i(w_i) \\
\text{s.t. } g_i^{\prime}(w_i) + \cdots + g_N^{\prime}(w_N) \leq 0. \tag{38}
\]

where each \( W_i \) is compact as in Corollary \( \square \). We first propose a bound on the optimal dual set and then describe a distributed strategy that allows the agents to compute it. Let \((\bar{w}_1^t, \ldots, \bar{w}_N^t) \in W_1 \times \cdots \times W_N \) be a vector satisfying the Strong Slater condition [20, Sec. 7.2.3], called Slater vector, and define

\[
\gamma := \min_{l \in \{1, \ldots, m\}} \sum_{i=1}^{N} q^t_i(\bar{w}_i^t), \tag{39}
\]

which is positive by construction. According to [19, Lemma 1] (which we amend imposing that the Slater vector belongs to the abstract constraint set \((W_1 \times \cdots \times W_N)\)), we get that the optimal dual set \( Z^* \subseteq \mathbb{R}^m_+ \) associated to the constraint \( g^t_1(w^1) + \cdots + g^t_N(w^N) \leq 0 \) is bounded as follows,

\[
\max_{z \in Z} \|z^\ast\|_2 \leq \frac{1}{\gamma} \left( \sum_{i=1}^{N} f_i^{\prime}(\bar{w}_i^t) - q(\bar{z}) \right), \tag{40}
\]

for any \( \bar{z} \in \mathbb{R}^m_+ \), where \( q : \mathbb{R}^m_+ \to \mathbb{R} \) is the dual function associated to the optimization (38).

\[
q(z) = \inf_{w_i \in W_i, \forall i} \mathcal{L}(w, z) = \inf_{w_i \in W_i, \forall i} \sum_{i=1}^{N} (f_i^{\prime}(w_i) + z^\top g_i^{\prime}(w_i)) =: \sum_{i=1}^{N} q_i^t(z). \tag{41}
\]

Note that the right hand side in (40) is nonnegative by weak duality, and that \( q(z) \) does not coincide with \(-\infty\) for any \( \bar{z} \in \mathbb{R}^m_+ \) because each set \( W_i \) is compact. With this notation,

\[
\sum_{i=1}^{N} f_i^{\prime}(\bar{w}_i^t) - q(\bar{z}) \leq N \left( \max_{j \in \{1, \ldots, N\}} f_j^{\prime}(\bar{w}_j^t) - \min_{j \in \{1, \ldots, N\}} q_j^t(\bar{z}) \right). \tag{42}
\]

Now we briefly describe the distributed strategy that the agents can use to bound the set \( Z_c \). The algorithm can be divided in three stages:

(i.a) Each agent finds the corresponding component \( \bar{w}_i^t \) of a Slater vector.

For instance, if \( W_i \) is compact (as is the case in Corollary \( \square \)), agent \( i \) can compute

\[
\bar{w}_i^t = \arg \min_{w_i \in W_i} g_i^{\prime}(w_i).
\]

The resulting vector \((\bar{w}_1^t, \ldots, \bar{w}_N^t)\) is a Slater vector, i.e., it belongs to the set

\[
\{(w_1^t, \ldots, w_N^t) : (w_1^t)^{\prime} \times \cdots \times w_N^t \} = g^{\prime}(w^1) + \cdots + g^{\prime}(w^N) < 0\}
\]

which is nonempty by the Strong Slater condition.

(i.b) Similarly, the agents compute the corresponding component \( q_j^t(\bar{z}) \) defined in (41). The common value \( \bar{z} \in \mathbb{R}^m_+ \) does not depend on the problem data and can be 0 or any other value agreed upon by the agents beforehand.
(ii) The agents find a lower bound for $\gamma$ in (39) in two stages: first they use a distributed consensus algorithm and at the same time they estimate the fraction of agents that have a positive estimate. Second, when each agent is convinced that every other agent has a positive approximation, given by a precise termination condition that is satisfied in finite time, they broadcast their estimates to their neighbors to agree on the minimum value across the network.

Formally, each agent sets $y^i(0) := g^i(\hat{w}^i) \in \mathbb{R}^m$ and $s_i(0) := \text{sign}(y^i(0))$, and executes the following iterations

$$
y^i(k + 1) = y^i(k) + \sigma \sum_{j=1}^{N} a_{ij,i}(y^j(k) - y^i(k)), \quad (43a)
$$

$$
s_i(k + 1) = s_i(k) + \sigma \sum_{j=1}^{N} a_{ij,i} \left( \text{sign}(y^j(k)) - \text{sign}(y^i(k)) \right), \quad (43b)
$$

until an iteration $k^*_i$ such that $Ns_i(k^*_i) \leq -(N - 1)$; see Lemma V.3 below for the justification of this termination condition. Then, agent $i$ re-initializes $y^i(0) = g^i(k^*_i)$ and iterates

$$
y^i(k + 1) = \min \{y^j(k) : j \in \mathcal{N}^{\text{out}}(i) \cup \{i\} \} \quad (44)
$$

(44)

(where agent $i$ does not need to know if a neighbor has re-initialized). The agents reach agreement about $\min_{i \in \{1, \ldots, N\}} y^i(0) = \min_{i \in \{1, \ldots, N\}} g^i(k^*_i)$ in a number of iterations no greater than $(N - 1)B$ counted after $k^{**} := \max_{j \in \{1, \ldots, N\}} k^*_j$ (which can be computed if each agent broadcasts once $k^*_j$). Therefore, the agents obtain the same lower bounds

$$
\hat{y} := Ny^i(k^{**}) \leq \sum_{i=1}^{N} g^i(\hat{w}^i),
$$

$$
\gamma := \min_{t \in \{1, \ldots, m\}} \hat{y}_t \leq \gamma,
$$

where the first lower bound is coordinate-wise.

(iii) The agents exactly agree on $\max_{j \in \{1, \ldots, N\}} f^j(\hat{w}^j)$ and $\min_{j \in \{1, \ldots, N\}} q^j(\tilde{z})$ using the finite-time algorithm analogous to (44).

In summary, the agents obtain the same upper bound

$$
r := \frac{N}{\gamma} \left( \max_{j \in \{1, \ldots, N\}} f^j(\hat{w}^j) - \min_{j \in \{1, \ldots, N\}} q^j(\tilde{z}) \right),
$$

which, according to (42), bounds the optimal dual set for the constrained optimization (38),

$$
Z^* \subseteq Z_c \subseteq \bar{B}(0, r).
$$

To conclude, we justify the termination condition of step (ii).

**Lemma V.3. (Termination condition of step (ii)):** If each agent knows the size of the network $N$, then under the same assumptions on the communication graphs and the parameter $\sigma$ as in Theorem IV.6 the termination time $k^*_i$ is finite.

**Proof:** Note that $y^i(0)$ is not guaranteed to be negative but, by construction of each $\{g^i(\tilde{w}^i)\}_{i=1}^{N}$ in step (i), it holds that the convergence point for (43a) is

$$
\frac{1}{N} \sum_{i=1}^{N} y^i(0) = \frac{1}{N} \sum_{i=1}^{N} g^i(\tilde{w}^i) < 0. \quad (45)
$$

This, together with the fact that Laplacian averaging preserves the convex hull of the initial conditions, it follows (inductively) that $s_i$ decreases monotonically to $-1$. Thanks to the exponential convergence of (43a) to the point (45), it follows that there exists a finite time $k^*_s \in \mathbb{Z}_{\geq 1}$ such that $N s_i(k^*_s) \leq -(N - 1)$. This termination time is determined by the constant $B$ of joint connectivity and the constant $\delta$ of nondegeneracy of the adjacency matrices.

The complexity of the entire procedure corresponds to

- each agent computing the minimum of two convex functions;
- executing Laplacian average consensus until the agents’ estimates fall within a centered interval around the average of the initial conditions; and
- running two agreement protocols on the minimum of quantities computed by the agents.

**VI. Simulation example**

Here we simulate the performance of the Consensus-based Saddle-Point (Sub-) Gradient algorithm (cf. Algorithm 1) in a network of $N = 50$ agents whose communication topology is given by a fixed connected small world graph [41] with maximum degree $d_{\text{max}} = 4$. Under this coordination strategy, the 50 agents solve collaboratively the following instance of problem (8) with nonlinear convex constraints:

$$
\min_{w_i \in [0, 1]} \sum_{i=1}^{50} c_i w_i
$$

subject to

$$
\sum_{i=1}^{50} -d_i \log(1 + w_i) \leq -b. \quad (46)
$$

Problems with constraints of this form arise, for instance, in wireless networks to ensure quality-of-service. For each $i \in \{1, \ldots, 50\}$, the constants $c_i$, $d_i$ are taken randomly from a uniform distribution in $[0, 1]$, and $b = 5$. We compute the solution to this problem, to use it as a benchmark, with the Optimization Toolbox using the solver *fmincon* with an *interior point* algorithm. Since the graph is connected, it follows that $B = 1$ in the definition of joint connectivity. Also, the constant of nondegeneracy is $\delta = 0.25$ and $\sigma_{\text{max}}(L) \approx 1.34$. With these values, we derive from (24) the theoretically feasible consensus stepsize $\sigma = 0.2475$. For the projection step in (35d) of the C-SP-SQ algorithm, the bound on the optimal dual set (42), using the Slater vector $\tilde{w} = \mathbb{1}_N$ and $\bar{z} = 0$, is

$$
r = \frac{N \max_{j \in \{1, \ldots, N\}} c_j}{\log(2) \sum_{i=1}^{N} d_i - N/10} = 3.313.
$$

The Matlab code is available at [https://github.com/DavidMateosNunez/Consensus-based-Saddle-Point](https://github.com/DavidMateosNunez/Consensus-based-Saddle-Point). 

For comparison, we have also simulated the Consensus-Based Dual Decomposition (CoBa-DD) algorithm proposed in [23] using (and adapting to this problem) the code made available online by the authors [2]. (The bound for the optimal dual set used in the projection of the estimates of the multipliers is the same as above.) We should note that the analysis in [23] only considers constant learning rates, which necessarily results in steady-state error in the algorithm convergence.

We have simulated the C-SP-SG and the CoBa-DD algorithms in two scenarios: under the Doubling Trick scheme of Assumption IV.5 (solid blue and magenta dash-dot lines, respectively), and under constant learning rates equal to 0.05 (darker grey) and 0.2 (lighter grey). Fig. 2 shows the saddle-point evaluation error for both algorithms. The saddle-point evaluation error of our algorithm is well within the theoretical bound established in Corollary V.1, which for this optimization problem is approx. $1.18 \times 10^3 / \sqrt{t}$. (This theoretical bound is overly conservative for connected digraphs because the ultimate bound for the disagreement $C_u$ in [26], here $C_u \approx 3.6 \times 10^3$, is tailored for sequences of digraphs that are $B$-jointly connected instead of relying on the second smallest eigenvalue of the Laplacian of connected graphs.) Fig. 3 compares the network cost-error and the constraint satisfaction. We can observe that the C-SP-SG and the CoBa-DD [23] algorithms have some characteristics in common:

- They both benefit from using the Doubling Trick scheme.
- They approximate the solution, in all metrics of Fig. 2 and Fig. 3 at a similar rate. Although the factor in logarithmic scale of the C-SP-SG algorithm is larger, we note that this algorithm does not require the agents to solve a local optimization problem at each iteration for the updates of the primal variables, while both algorithms share the same communication complexity.
- The empirical convergence rate for the saddle-point evaluation error under the Doubling Trick scheme is of order $1/\sqrt{t}$ (logarithmic slope $−1/2$), while the empirical convergence rate for the cost error under constant learning rates is of order $1/t$ (logarithmic slope $−1$). This is consistent with the theoretical results here and in [23] (wherein the theoretical bound concerns the practical convergence of the cost error using constant learning rates).

**VII. CONCLUSIONS AND IDEAS FOR FUTURE WORK**

We have studied projected subgradient methods for saddle-point problems under explicit agreement constraints. We have shown that separable constrained optimization problems can be written in this form, where agreement plays a role in making distributed both the objective function (via agreement on a subset of the primal variables) and the constraints (via agreement on the dual variables). This approach enables the use of existing consensus-based ideas to tackle the algorithmic solution to these problems in a distributed fashion. Future extensions will include, first, a refined analysis of convergence for constrained optimization in terms of the cost evaluation error instead of the saddle-point evaluation error. Second, more general distributed algorithms for computing bounds on Lagrange vectors and matrices, which are required in the design of truncated projections preserving the optimal dual sets. (An alternative route would explore the characterization of the intrinsic boundedness properties of the proposed distributed dynamics.) Third, the selection of other learning rates that improve the convergence rate of our proposed algorithms. Finally, we envision applications to semidefinite programming, where chordal sparsity allows to tackle problems that have the dimension of the matrices grow with the network size, and also the treatment of low-rank conditions. Particular applications will include efficient optimization in wireless networks, control of camera networks, and estimation and control in smart grids.
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Since \( L_d = \sigma L_t \) is a stochastic matrix (because \( \sigma \) satisfies (12)), then its product by any vector is a convex combination of the entries of the vector. Hence, the fact that \( D_t \in D^N \) implies that \( D_t - \sigma L_d D_t \in D^N \). Using this together with the definition of orthogonal projection (1), we get

\[
\| r_{D,t+1} \|_2 = \| \mathcal{P}_{D^N} (\hat{D}_{t+1}) - \hat{D}_{t+1} \|_2 \\
\leq \| (D_t - \sigma L_d D_t) - \hat{D}_{t+1} \|_2 = \eta t \| g_{D_t} \|_2. \tag{48}
\]

Similarly, since \( w_t \in \mathcal{W} \), we also have

\[
\| r_{w,t+1} \|_2 = \| \mathcal{P}_{\mathcal{W}} (\hat{w}_{t+1}) - \hat{w}_{t+1} \|_2 \\
\leq \| w_t - \hat{w}_{t+1} \|_2 = \eta t \| g_w \|_2. \tag{49}
\]

Left-multiplying the dynamics of \( w_t \) and \( D_t \) from (12a) and (12b) (in terms of the residual (47)) by the block-diagonal matrix \( \text{diag}(I_{N_d}, M) \), and using \( ML_t = 0 \), we obtain

\[
\begin{bmatrix}
\hat{w}_{t+1} \\
\hat{M} D_{t+1}
\end{bmatrix} =
\begin{bmatrix}
\hat{w}_t & \hat{w}_{t+1} \\
\hat{M} D_t & \hat{M} D_{t+1}
\end{bmatrix} +
\begin{bmatrix}
-\eta_t g_{w_t} & + r_{w,t+1} \\
-\eta_t M g_{D_t} & + M r_{D,t+1}
\end{bmatrix}. \tag{49}
\]

Subtracting \( (w_p, D_p) \in \mathcal{W} \times D^N \) on each side, taking the norm, and noting that \( M^t = M \) and \( M^2 = M \), we get

\[
\| \hat{w}_{t+1} - w_t - p_t \|_2^2 + \| \hat{M} D_{t+1} - D_p \|_2^2 \\
= \| w_t - p_t \|_2^2 + \| M D_t - D_p \|_2^2 \\
+ \| -\eta_t g_{w_t} + r_{w,t+1} \|_2^2 + \| -\eta_t M g_{D_t} + M r_{D,t+1} \|_2^2 \\
- 2 \eta_t g_{w_t} (w_t - w_t - p_t - 2 \eta_t g_{p_t} (M D_t - D_p) \\
+ 2 r_{w,t+1} (w_t - w_t) + 2 r_{D,t+1} (M D_t - D_p).
\]

We can bound the term \(- g_{\hat{w}}^T (M D_t - D_p) \) by subtracting and adding \( D_t - D_p \) inside the bracket and using convexity,

\[
- g_{\hat{w}}^T (w_t - w_t - p_t) - g_{\hat{D}}^T (M D_t - D_p) \\
= - g_{\hat{D}}^T (M D_t - D_t) - g_{\hat{D}}^T (D_p - D_p) \\
- [g_{\hat{w}}^T - g_{\hat{D}}^T] (w_t - w_t) - D_t - D_p \\
\leq g_{\hat{D}}^T L_K D_t - g_{\hat{D}}^T L_K D_p \\
+ \phi (w_t, D_p, \mu_t, z_t) - \phi (w_t, D_t, \mu_t, z_t), \tag{51}
\]

where we have used \( L_K = I_{N_d} - M \) and the fact that \( g_{w_t} \in \partial w \phi (w_t, D_t, \mu_t, z_t) \) and \( g_{\hat{D}} \in \partial D \phi (w_t, D_t, \mu_t, z_t) \). Using this bound and (50), we get

\[
2 (\phi (w_t, D_t, \mu_t, z_t) - \phi (w_p, D_p, \mu_t, z_t)) \\
\leq \frac{\eta t}{2} \| w_t - w_p \|_2^2 + \frac{\eta t}{2} \| w_t - w_p \|_2^2 \\
+ \frac{\eta t}{2} \| M D_t - D_p \|_2^2 + \frac{\eta t}{2} \| M D_{t+1} - D_p \|_2^2 \\
+ 2 g_{\hat{D}}^T L_K D_t - g_{\hat{D}}^T L_K D_p \\
+ \eta t g_{w_t} - g_{\hat{w}} + r_{w,t+1} \|_2^2 + \frac{\eta t}{2} \| -\eta M g_{D_t} + M r_{D,t+1} \|_2^2 \\
+ \frac{\eta t}{2} \| w_t - w_p \|_2^2 + \frac{\eta t}{2} \| w_t - w_p \|_2^2 \tag{52}
\]

We now bound each of the terms in the last three lines of (52). First, using the Cauchy-Schwarz inequality, we get

\[
g_{\hat{D}}^T L_K D_t - g_{\hat{D}}^T L_K D_p \leq \| g_{D_t} \|_2 (\| L_K D_t \|_2 + \| L_K D_p \|_2), \tag{53}
\]

For the terms in the second to last line, using the triangular inequality, the submultiplicativity of the norm, the fact that \( \| M \|_2 \leq 1 \), and the bound (48), we have

\[
\| -\eta M g_{D_t} + M r_{D,t+1} \|_2 \leq \| M g_{D_t} \|_2 + \| M r_{D,t+1} \|_2 \leq \eta t \| g_{D_t} \|_2, \tag{54}
\]

and similarly,

\[
\| -\eta w_t + r_{w,t+1} \|_2 \leq \eta t \| g_{w_t} \|_2. \tag{48}
\]

Finally, regarding the term \( r_{D,t+1}^T (M D_t - D_p) \), we use the definition of \( r_{D,t+1} \) and also add and subtract \( D_t + 1 \) inside the bracket. With the fact that \( M D_p \in D^N \) (because \( D \) is convex), we leverage the property (3) of the orthogonal projection to derive the first inequality. For the next two inequations we use the Cauchy-Schwarz inequality, and then the bound in (48) for the residual, and also the definition of \( D_t + 1 \), the fact that \( M D_t - D_t = -L_K D_t \), and the triangular inequality. Formally,

\[
\begin{align*}
\| r_{D,t+1}^T (M D_t - D_p) \|_2 & = \| r_{D,t+1}^T (M D_t - D_t) \|_2 \\
& = \| r_{D,t+1}^T (M D_t - D_t) + r_{D,t+1}^T (D_t - D_p) \|_2 \\
& \leq \| r_{D,t+1}^T (M D_t - D_t) \|_2 + \| r_{D,t+1}^T (D_t - D_p) \|_2 \\
& \leq \frac{1}{2} \| L_K D_t \|_2 + \| g_{D_t} \|_2 - \| L_K D_t \|_2 + \| g_{D_t} \|_2 \leq \eta t \| g_{D_t} \|_2, \tag{55}
\end{align*}
\]

where in the last inequality we have also used a bound for the term \( \| L_t D_t \|_2 \) invoking \( \lambda \) that we explain next. From the Courant-Fischer min-max Theorem (42) applied to the matrices \( L_t^k L_t \) and \( L_t^k \) (which are symmetric with the same nullspace), we deduce that for any \( x \in \mathbb{R}^N \),

\[
\lambda_{\min} (L_t^k L_t) \leq \lambda_{\min} \left( \frac{x^T L_t^k L_t}{\lambda_{\min}} \right),
\]

where \( \lambda_{\min} (\cdot) \) refers to the second smallest eigenvalue, which for the matrix \( L_t^k \) is \( L_K \) is 1. (Note that all its eigenvalues are 1, except the smallest that is 0.) With the analogous inequality for Kronecker products with the identity \( I_d \), the bound needed to conclude (55) is then

\[
\| L_t D_t \|_2 \leq \sqrt{D_t^T L_t^k L_t D_t} = \sigma_{\max} (L_t) \| L_K D_t \|_2.
\]

APPENDIX

Here we present the proofs of the results Lemma [IV.1] and Proposition [IV.2] stated in Section [IV].

Proof of Lemma [IV.1]. In this proof we extend the saddle-point analysis for the (centralized) subgradient methods in [3, Lemma 3.1] by incorporating the treatment on the disagreement from our previous work in [40] Lemma V.2]. We first define

\[
\begin{align*}
[ \hat{w}_{t+1} & ] \\
[ \hat{D}_{t+1} & ] :=
\begin{bmatrix}
w_{t+1} - w_{t+1} \\
D_{t+1} - D_{t+1}
\end{bmatrix}. \tag{47}
\end{align*}
\]
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Similarly to (55), now without the disagreement terms,
\[
\begin{align*}
&\text{requiring concavity of} \\
&\text{and (15) follows. The bound (16) can be derived similarly,}
\end{align*}
\]
Substituting the bounds (53), (54) and (55), and their counterparts for \( w_i \), in (52), we obtain
\[
2(\phi(w_t, D_t, \mu_t, z_t)) - \phi(w_p, D_p, \mu_t, z_t)) \leq \frac{\gamma}{2}\left(\|w_t - w_p\|^2 - \|w_{t+1} - w_p\|^2\right)
+ \frac{\gamma}{2}\left(\|MD_t - D_p\|^2 - \|MD_{t+1} - D_p\|^2\right)
+ 2\eta_k \|g_{D_t}\|_2\left(\|L_K D_t\|_2 + \|L_K D_p\|_2\right) + 6\eta_k \|g_{w_t}\|^2
+ 4\eta_k \|g_{D_t}\|^2 + 2\|g_{D_t}\|_2 \left(1 + \frac{\eta_k}{\sqrt{2\rho}}\right)\|L_K D_t\|_2 + \eta_k \|g_{D_t}\|_2
\]
and (15) follows. The bound (16) can be derived similarly, requiring concavity of \( \phi \) in \((\mu, z)\).

\textbf{Proof of Proposition IV.4} Since both dynamics in (22) are structurally similar, we study the first one,
\[
D_{t+1} = D_t - \sigma L_t D_t + u_1^t + r_{D,t+1},
\]
where \( r_{D,t+1} \) is as in (47) and satisfies (similarly to (48)) that
\[
\|r_{D,t+1}\|_2 \leq \|P_{D^N}(D_{t+1}) - D_{t+1}\|_2
\leq \|(D_t - \sigma L_t D_t) - D_{t+1}\|_2 = \|u_1^t\|_2.
\]
The dynamics (57) coincides with that of (40) eqn. (29)] where, in the notation of the reference, one sets \( e_t := u_1^t + r_{D,t+1}. \) Therefore, we obtain a bound analogous to (40) eqn. (34),
\[
\|L_K D_t\|_2 \leq \rho_3^{-1} \|D_1\|_2 + \sum_{s=1}^{t-1} \rho_3^{t-1-s}\|e_s\|_2,
\]
where \( \rho_3 := 1 - \frac{\delta}{4N^2} \). To derive (58) we use three facts: first \( \|e_t\|_2 \leq \|u_1^t\|_2 + \|r_{D,t+1}\|_2 \leq 2\|u_1^t\|_2 \); second, \( \sum_{k=0}^{\infty} r^k = \frac{1}{1-r} \) for any \( r \in (0,1) \) and in particular for \( r = \rho_3^{1/B} \); and third,
\[
\rho_3^{-1} \leq \frac{1}{1-\delta(4N^2)} \leq \frac{4N^2}{4N^2 - 1} \leq 4.
\]
The constant \( C_a \) in the statement is obtained recalling that
\[
r = \rho_3^{1/B} = \left(1 - \frac{\delta}{4N^2}\right)^{1/B}.
\]
To obtain (27), we sum (58) over the time horizon \( t' \) and bound the double sum as follows: using \( r = \rho_3^{1/B} \) for brevity, we have
\[
\sum_{t=2}^{t'} \sum_{s=1}^{t-1} r^{t-1-s} \|e_s\|_2 \leq \sum_{s=1}^{t'-1} \sum_{t=s+1}^{t'} r^{t-1-s} \|e_s\|_2 = \frac{t'-1}{1-r} \sum_{s=1}^{t'-1} \|e_s\|_2.
\]
Finally, we use again the bound \( \|e_t\|_2 \leq 2\|u_1^t\|_2 \).  \( \blacksquare \)