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Abstract

For highly distributed environments such as edge computing, collaborative learning approaches eschew the dependence on a global, shared model, in favor of models tailored for each location. Creating tailored models for individual learning contexts reduces the amount of data transfer, while collaboration among peers provides acceptable model performance. Collaboration assumes, however, the availability of knowledge transfer mechanisms, which are not trivial for deep learning models where knowledge isn’t easily attributed to precise model slices. We present Canoe – a framework that facilitates knowledge transfer for neural networks. Canoe provides new system support for dynamically extracting significant parameters from a helper node’s neural network, and uses this with a multi-model boosting-based approach to improve the predictive performance of the target node. The evaluation of Canoe with different PyTorch and TensorFlow neural network models demonstrates that the knowledge transfer mechanism improves the model’s adaptiveness to changes up to 3.5x compared to learning in isolation, while affording several magnitudes reduction in data movement costs compared to federated learning.

1 Introduction

The rise of sensors and connected devices leads to tremendous growth in the amount of data generated at the edges of the network. In order to manage, process and analyze the increasing amount of data, service providers have started relying on machine learning techniques to provide automation and to improve user experience, content discovery, curated search results or recommendations [9, 10, 32, 60, 62, 78].

With data been generated in a highly distributed manner, companies build machine learning (ML) models using systems for distributed learning such as Federated Learning (FL) [12, 47]. Such solutions leverage computational resources closer to the sources, in geo-distributed data centers [40] or at many distributed server locations in the edges of the network [56, 83, 84], to learn in place from localized data and summarize the changes as a model update. Model updates from all participants are aggregated in a centralized location to improve a global model, which is then shared with all. FL reduces the data transfer cost compared to approaches which aggregate the raw data centrally, however the communication with a remote cloud is still required for regular exchange of model updates.

In fact, by aiming to build a global, generic model, all of the above approaches rely on periodic communication among distributed locations, in order to transfer raw data or model updates. Highly distributed environments, particularly such as those observed across nodes in mobile edge computing (MEC) [1], have been shown to benefit from models tailored to the context of specific locations [23, 56, 63, 66, 68, 94]. In addition, distinct locations may not exhibit any change in their localized inputs, thus not benefiting from model updates due to churn in data trends observed at other locations. Abandoning any cross-node coordination in learning in favor of isolated learning approaches, eliminates data transfer costs. However, if data trends shift across locations (i.e., in the event of concept drift), models learned in isolation suffer from loss of accuracy and need more time to adapt to change, compared to when relying on a global model. In response, distributed machine learning models for collaborative learning across edge nodes have been proposed, as a way to create robust tailored models. Collaborative learning allows distributed nodes to adapt quickly to input shifts and retain model accuracy, with low data transfer costs [23, 56].

A key assumption in realizing collaborative learning is the ability to transfer knowledge from one peer who has previously learned a given input class – a helper node – to another peer exhibiting a change in its inputs – a target node. For certain types of machine learning models, such as the online random forest (ORF) and online support vector machines (OSVM) used in [23], realizing knowledge transfer is straightforward, as the association of input classes to model parameters is easily identifiable: to transfer knowledge about a given class from a helper to a target model, the corresponding subtrees in ORF or matrix rows in OSVM models need to be copied over across models. In practice, however, services are increasingly turning to deep learning techniques based on neural networks [2–4, 15, 36, 45, 92], where knowledge about a particular input class cannot be trivially attributed to a slice of the model. This raises the question, how to enable knowledge transfer across neural network (NN) models?

Without the support to extract features from a helper node’s model relevant for the knowledge needed at the target, and to then integrate them with the target node’s model, collaborative learning will not be feasible for deep learning techniques. This will limit the opportunity for the benefits of collaborative distributed learning to be afforded to many important application classes relying on deep learning.

In response, we present Canoe – a framework that enables collaborative deep learning by facilitating selective knowledge transfer across neural network models. Canoe combines system support for dynamic creation of helper models from an existing neural network model, with a multi-model boosting-based approach to use this knowledge and update a target
model. The knowledge transfer in Canoe is made possible through the use of mechanisms for (1) on-demand gleaning of significant parameters of a model, (2) use of boosted helper models, and (3) support for managing helper model chains. Canoe is evaluated for several neural network models based on PyTorch and TensorFlow, and shows opportunities for significant improvements in model performance and data transfer costs, across both frameworks and with different models. The evaluation also demonstrates that Canoe exposes new opportunities to exploit tradeoffs among model accuracy, the ability to quickly adapt to changes in a model’s predictive performance, data transfer costs and learning overheads. Future policy engines can exploit such tradeoffs to further tailor the behavior of the distributed learning process.

In summary, the contributions of this paper include:

- New mechanisms to facilitate knowledge transfer for deep learning models (§5);
- The design and implementation of Canoe, a first framework that integrates support for collaborative deep learning (§6);
- Evaluation with several models, ML frameworks, and workloads, which demonstrates that Canoe enables collaborative deep learning across distributed nodes in a manner that allows models to adapt to change 3.5x faster than isolated learning while giving a similar predictive performance compared to federated learning, but with orders of magnitude lower overall data transfer costs (§7).

2 Background and Motivation

Multi-access Edge Computing. MEC [1, 74] provides IT services and compute capabilities at the edge of the network, in wireless and cellular access points such as gateways and cell towers, in close proximity to the client devices. It offers infrastructure for execution of applications requiring low latency (e.g., AR/VR, automation [6, 72]), reduction in backhaul data demand (e.g., IoT analytics [52, 75], content delivery [25, 91]), and geo-localized data handling (e.g., for GDPR [65]). One challenge MEC exposes is that of creating an extremely dispersed distributed infrastructure, which differs from datacenter-based distributed environments in its scale and the fine-grained geo-localization of the inputs observed at each node [68]. For instance, COLLA [56], a collaborative system to predict user behavior patterns, highlights that a shared global model might not achieve the desired performance for all the users. Thus it trains smaller more tailored models at individual edge nodes and captures users with similar behavior patterns. Cellscope [63] also demonstrated the ineffectiveness of using a shared global model for managing the base stations in mobile network; similar observations are confirmed in other research [66, 94].

Collaborative Distributed Learning. Contrary to federated learning, where a global shared model is created and distributed, collaborative distributed learning is relevant for contexts such as MEC, where information is localized and nodes require only a portion of the global model [23, 56]. This helps in reducing the overall data transfer, provides smaller model size and reduces (re)training time.

Figure 1 illustrates a typical workflow in a collaborative system. Edge nodes use their resident model to perform inference, following which the model is re-trained locally. Upon shift in the data distribution, the model performance at the edge node deteriorates. In such a scenario, the node relies on the collaborative system to find a helper node, and to leverage the helper’s model (knowledge) to boost its own model. In order to find a helper node in a timely manner, a common metadata service (MdS) aggregates information from each node in the system. This metadata is information that helps the system differentiate the nodes, such as node hardware, network configuration, workload characteristics such as estimates of class priors, overall model performance, etc. Each edge node uses drift detection algorithms [16, 28, 46] on the local metadata information to decide when a model at the target edge node needs to be updated, and to query the MdS for candidates for a possible helper. The MdS uses the metadata it has aggregated to determine helper node candidates using algorithms such as [14, 43, 53, 71].

In order to update the target node’s model and improve its predictive performance, a collaborative system uses knowledge transfer [23] or distillation [56]. Knowledge distillation [35] uses a teacher model to train a student model. It is a process of transferring knowledge from a large model (teacher) to a smaller model (student) to obtain similar accuracy as the teacher model. Knowledge transfer is a mechanism to transfer the knowledge regarding several (typically not all) classes from one machine learning model to another. In this paper we use knowledge transfer mechanism to collaborate among edge nodes which use the same neural network.

We chose knowledge transfer over distillation because in distillation the teacher model is assumed to be a perfect model, whereas, we already point out, a perfect global model may not be needed for MEC, and it may be too costly to maintain it at large scale in a highly distributed settings.

Neural Networks for MEC. When compared with other machine learning models, Neural Networks have shown superior performance for many emerging intelligent applications. Convolutional Neural Networks (CNN) [51] have shown best performance for image and video analytics, while Recurrent Neural Networks (RNN) [89] are extensively used for voice search [31] such as Apple’s Siri and Google’s voice search. A growing number of applications based on real-time analytics of sensor data, automation, AR/VR, etc., [19, 38, 44, 52, 54, 55, 82], have started to deploy deep learning services at the edge of the network. The real-time nature of applications makes the inference latency-critical. The large size and distribution of the training data that may be gathered across the user contexts of these applications, make such applications bandwidth intensive. One potential solution is
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Figure 1. Collaborative learning in distributed edge computing.

3 Goal and Challenges

Goal. The goal of Canoe is to provide a collaborative framework for distributed deep learning which will enable fast knowledge transfer across the neural network models of the peer nodes.

System model. The previous section illustrates that in a collaborative system each edge node creates a customized model and requests for help when there is drift in the model performance. The concept of providing help is the ability to perform knowledge transfer from a helper node to a target node. We assume that helper nodes can be identified from the model and node metadata, using techniques such as [14, 43, 53, 71], as done in [23]. The specific contributions made by Canoe are new techniques which enable knowledge transfer to be performed across neural network models among distributed nodes in a manner that boosts the overall accuracy at the target node while maintaining low data transfer costs.

Challenges. The fundamental issue in performing knowledge transfer across collaborative peer nodes lies in the fact that the helper node’s knowledge is neither all necessary at the target node, nor is it strictly a superset of the target node’s knowledge. Simply using the helper node’s model introduces either unnecessary data movement (for portion of the knowledge not relevant for the inputs at the target), or worse, degrades the target node’s knowledge (by displacing localized knowledge that was already acquired). This is in contrast to centralized or federated learning frameworks, where a centralized helper node is assumed to have globally relevant, generic model. Instead, for collaborative learning only a relevant portion of the helper node’s model needs to be transferred, such that the target model can achieve the needed boost in its accuracy, while also keeping the data transfer costs low. Addressing this issue for neural network models introduces the following main challenges:

C1: How to extract a relevant portion of a neural network model? A neural network model consists of multiple hidden layers. It takes an input, passes it through multiple layers of hidden neurons (mini-functions with unique coefficients that must be learned), and outputs a prediction representing the combined input of all the neurons. Thus, various parameters spread across different layers help the model in providing a good predictive performance. The challenge is to determine
a methodology that could help in selecting the relevant parameters from all the layers, and to do so with low overheads and with low resulting data transfer demands.

C2: How to utilize the knowledge at the target node? The target node’s neural network similarly consists of hidden layers whose parameter values reflect existing locally acquired knowledge. The model parameters then need to be carefully updated with the knowledge obtained from the helper, in order to improve the target model without displacing local knowledge. The challenge is to determine a methodology for updating the target node’s model parameters with the helper’s knowledge quickly and effectively, without degrading its performance on previously known classes.

4 Overview of Canoe

Approach. To address these challenges, Canoe adopts an approach that combines support to dynamically extract significant model parameters, with use of multi-model boosting. Specifically, Canoe relies on helper nodes, but only extracts the portion of their knowledge relevant for the target node. It then uses boosting to create custom helper models for the target, and then uses those helper models, in conjunction with the target’s existing knowledge, to create a more effective combined model.

By using a multi-model approach, Canoe makes it possible to decouple the updates that need to be performed to improve the target model’s prediction accuracy from the specific parameters extracted from the helper node’s original model. By using a simple boosting technique to create the helper models, Canoe makes it possible to achieve a resulting helper model that benefits from the helper for recognizing new classes, while retaining its knowledge quality for pre-existing, familiar classes.

Mechanisms. Underpinning Canoe are three key mechanisms designed for selecting significant parameters from the helper node’s model, creating a boosted helper model and managing model chains on the target node.

To solve the challenge C1 of selectively picking the parameters from each layer of the neural network, the framework uses a mechanism for significant parameter selection, in Figure 1. The task of selecting significant parameters of a DNN model can be rephrased into the following question: given a DNN \( f \) and input image \( x \), what is the part of \( f(x) \) that made the DNN reach the particular decision of classifying the input as class \( y \). In other words, which coefficients or weights at each layer in the model contributed towards the classification of \( x \) to an output \( y \)?

On the target node, Canoe creates helper models using the significant parameters from the original model. A helper model with poor performance for some classes can degrade the overall model performance, effectively displacing knowledge that already existed as part of the target model. To prevent this, a helper model should be created by using the knowledge obtained from the helper node with the existing knowledge on the target node. The resulting helper model is then used in conjunction with target model.

A target node may exhibit multiple instance of input drift over time. This will require new knowledge transfers, and can result in a chain of helper models. To prevent helper models from creating a resource bloat on the target, they are ephemeral, and are discarded when no longer needed. The target node continues to learn during the boosting period, so as to make it possible to remove its dependence on the helper model. Once all helper models are discarded, the target continues to operate only with its, now updated, target model (6). The use of a boosted helper model and the techniques for managing helper model chains, solve the challenge C2.

5 Design of Canoe

Next, we describe in greater detail the design of the three mechanisms Canoe uses to realize knowledge transfer from a helper to a target node for neural network models.

5.1 Significant Parameters Selection

To address the challenge C1, Canoe provides support for extracting a relevant portion of a helper node’s model in a practical manner via a mechanism for selecting the model’s significant parameters. A neural network model consists of multiple hidden layers of neurons, each with their activation function, interconnected with weighted synapses. During the learning process each neuron takes a group of weighted input, applies an activation function and returns the output. These inputs can be features from the dataset or output of a previous layer’s neuron. The weights are adjusted using backpropagation [34] (“backprop”), and the process is repeated until the network error drops below a threshold. Thus, for a given input, a combination of coefficients across multiple layers plays a role in determining the outcome. Our goal is to select from each layer of a model the significant parameters that are relevant to the requested classes.

A trivial design choice could be to send the entire model from a helper to a target node while avoiding any overhead of selecting a relevant portion of the helper model. However, this is not a good design choice as NN models are large, and can include millions of parameters as shown in Table 1. Furthermore, when considering collaborative learning, only certain parameters relevant for the missing classes are required by the target node. Thus, by pre-processing the helper’s node original model to identify and send only the significant parameters for the relevant classes, the data transfer cost are reduced.

Parameter Sensitivity. To select the significant parameters we first need to determine the relation and influence of each parameter on the output value, i.e., the parameter sensitivity. A neural network consists of a large number of parameters. A change in the value of these parameters has a direct impact
on the predictive performance of the model. Our goal is to first understand the sensitivity and impact of each parameter on the output value, and then to determine a subset of the most significant parameters. We use the backprop technique to determine the sensitivity by finding the impact that a small change in an input neuron (i) has on an output neuron (o). If drastic change occurs, i is considered to be significant for producing the current activation value of o.

Let \( f(W, x) = p \) denote the neural network model where \( W, x \) and \( p \) are set of all the model parameters, inputs and prediction, respectively. For a multi-class classification task the output of the neural network is an array of size \( C \) where each element represents the confidence of the input being class \( C_i \). We determine the sensitivity value of a parameter \( W_j \) towards the class output value \( C_i \) as

\[
\text{sen}(W_j, C_i) = \frac{\partial C_i}{\partial W_j} = \lim_{\Delta W_j \rightarrow 0} \frac{C_i(W_j + \Delta W_j) - C_i(W_j)}{\Delta W_j}
\]

(1)

\( \text{sen}(W_j, C_i) > 0 \) means increasing the value of parameter \( W_j \) increases the output value for class \( C_i \), which implies the model is more confident that the input belongs to class \( C_i \). On the contrary, \( \text{sen}(W_j, C_i) < 0 \) means increasing \( W_j \) makes the model more confident about an input not being class \( C_i \). Thus, \( \text{sen}(W_j, C_i) \) is defined as the measure of sensitivity of the parameter. The larger magnitude indicates higher significance of the parameter, as a small change in the parameter value could change the output.

Calculating the sensitivity value of each parameter for all the classes is computational expensive. Thus for a class the sensitivity of each parameter is calculated using the backprop technique similar to the one used in gradient descent \([7]\) where it uses the partial derivative to determine the impact of change of the parameter on the class output value.

**Determining sensitivity for a changing model.** Over time the model at the edge node changes. As a result significant values cannot be calculated in the initial phase and used at a later time when a request from the target node is received. As the model is continuously retrained there are few ways to evaluate these values \([8, 20, 90, 93]\). We can either pre-calculate the sensitivity after every batch in a continuous manner, and then do a quick look up when a request from a target node is received, or dynamically compute these values upon request. To evaluate the contribution of parameters on-demand, we can either add Gaussian noise at different layers \([73]\) or have a data reservoir and use the backprop technique to measure how their change contributes to the model output (o).

The first method is based on a continuous update of a sensitivity map for all model parameters and classes. Since the gradient is linear we combine the neural net output of all the data points in a batch to compute the parameters sensitivity value for all the classes. For the subsequent batches the values are recalculated and are added with the previously stored values. After every batch, this calculation of parameters adds a compute overhead of up to \(0.7\times\) the time taken to process a batch. Additionally, since the sensitivity value of a parameter is different from its actual value in the model, this approach requires an addition memory of \(O(CW)\) at each edge node. With large NN model sizes and resource constrained edge nodes, this method might not be a viable option. However, the pre-calculated values help in quickly responding to the request when a request for a portion of the model is made.

A second approach is one where significant parameters are calculated on-demand, when a request is received. To achieve this we keep a smaller local database (data reservoir) of the last \( B \) request batches. When requested, the sensitivity of the parameters is calculated against the stored batches in a similar way as before. The effectiveness and overheads of this method are dependent on the exact setting of \( B \). In general, the choice depends on the workload dynamics and model. For our dataset and models we experimentally found that \( B = 1 \) worked well as each request batch consists of sufficient data points.

The above two approaches showcase a tradeoff between the amount of memory required to calculate the sensitivity parameters and response time. \(\S7.3\) discusses the overhead involved in each of the approaches. Canoe provides a pluggable parameter selection component which enables the user to use any technique.

**Significant Parameters.** Once the helper node determines the sensitivity of the parameters for the requested classes, the system selects the top \( Z \) percent of the sensitive parameter (both positive and negative). For a multi-class request we average the sensitivity value for all the classes before selecting the top \( Z \) parameters. After selecting the top parameters, Canoe selects the corresponding weights of these parameters from the model. Since these parameters are the most relevant towards the classification of a class we refer to them as significant parameters. The significant parameters are compressed, which reduces the data size by up to \(3-5\times\), and are sent to the target node. The exact setting of \( Z \) depends on the model as well as the tradeoff between the data transfer versus knowledge transfer to improve the target node model. For our dataset and NN models we experimentally found that \( Z \) can vary in the range 20\% to 50\%. \(\S7.4\) illustrates the impact of different values of \( Z \) and we leave the automatic tuning of \( Z \) as a topic for future investigation.

### 5.2 Helper Model

To address the challenge \( C2 \), Canoe provides support for creating and managing helper models used for boosting the model at the target node.

After receiving the significant parameters from the helper node(s), the target node needs a mechanism to apply these updates to improve the predictive performance of its model. Let \( W^t \) and \( W^s \) represents the target node and significant parameters, respectively. A simple approach would be to apply the received knowledge directly on the existing target
When the target and helper model observe a similar workload whereas averaging the parameters would result in the target would be similar to Federated average algorithm [58]. This technique worked well with overlapping classes and average performed better was consistent in both the scenarios; replacing the parameters replaced the significant parameters are used to update the target node’s model by combining the significant parameters from the helper model. Different from replacing the significant parameters is to create the model by averaging the weights of target model with the received significant parameters. This technique would be similar to Federated average algorithm [58].

The outcome of replacing or averaging the existing parameters is dependent on the workload distribution. Figure 2 illustrates the model error rate observed over the 100 request batches from a subset of the classes in the EMNIST [21] dataset at the target node using the MobileNet [39] convolution neural nets for image classification. The workload distribution observed at different nodes in the system can vary. It can be overlapping where the workload observed at the target is a subset of the workload observed at another node, or non-overlapping where no two classes observed at the nodes are the same. To illustrate the impact of replacing or averaging the existing parameters we use two workloads – overlapping and non-overlapping. At batch id 35 a new class(es) is introduced at the target node. When the target node workload distribution is a subset of the workload observed at the helper node (overlapping), replacing the parameters would provide more benefits. However, when the workloads differ (non-overlapping), averaging the parameters would help more when compared to parameter replacement. Figure 2a illustrates that for a non-overlapping workload replacing the parameters further increases the model error rate since it replaces parameters for classes already learned by the model. When the target and helper model observe a similar workload, Figure 2b shows that replacing the parameters helps, whereas averaging the parameters would result in the target model taking more time to adapt to the new changes.

**Multi-model approach.** To decouple the way the significant parameters are used to update the target node’s model from the dependence on how the workload is distributed across the target and helper node(s) in the system, we use the significant parameters to create a helper model.

The existing model at the target node is well trained to predict the already observed classes, while the significant parameters received from the helper can assist in improving the prediction of the newly observed classes. As neither the target model nor the significant parameters can solely make accurate prediction, Canoe uses a multi-model approach where a helper model is created using a boosting technique [24, 27]. Boosting converts or combines weak learners to form a strong the helper model. We use the original target model with the goal of maintaining the accuracy of the model for the existing classes. We use the helper model to provide a boost in accuracy for new classes which were already known at the helper node. The final output is a result of combining the output from both the models.

**Helper model creation.** As the target node receives only a subset of the parameters from the helper node(s), we consider two ways to create a helper model. In the first method, shown as Canoe (ZERO) in Figure 3, the helper model is created by using the significant parameters, and the remaining parameters of the model are set to 0. Using $W^h$ to denote the parameters of the helper model, we formulate this as

$$W^h_i \left\{ \begin{array}{ll} W^s_i, & \text{if } W^s_i \text{ is significant} \\ 0, & \text{if } W^s_i \text{ is not significant} \end{array} \right.$$

Neural network consists of interconnected neurons where each connection is associated with a weight which helps in determining the output. By having some weights in the layer as 0 effectively reduces the magnitude of the output of that layer, eventually impacting the overall output. In the worst case, if the parameters in one of the layers are all set to 0, all intermediate values and final class output scores would be the same for any input. In such a case, no useful information could be derived from the helper model output. Therefore, we consider a second method, which creates a helper model by combining the significant parameters from the helper node with the existing parameters from the target node. The resulting boosted helper model is represented as shown in Equation 3, and illustrated as Canoe (BOOST) in Figure 3.

$$W^h_i \left\{ \begin{array}{ll} W^s_i, & \text{if } W^s_i \text{ is significant} \\ W^t_i, & \text{if } W^t_i \text{ is not significant} \end{array} \right.$$

**Boosted model output.** After creating the helper model we update the prediction function to take into account the classification outputs from the helper model. At this stage we have a target model, good for the existing classes, and a helper model, good for the new ones. We use average of both the models to compute the final output, though other functions can be plugged in.

Figure 3 compares the two approaches of helper model creation, and shows that a helper model created using the target model is more effective when compared to the one...
We describe the interaction among the different components we freeze the helper model by not retraining it, while we (KT), and Collaborative Component (CC), shown in Figure 4.

6 Canoe Runtime

We describe the interaction among the different components in Canoe, and discuss the requirements for its implementation in the context of existing ML frameworks.

Canoe Components. The runtime is divided into three main blocks – ML Model Interface (ML), Knowledge Transfer (KT), and Collaborative Component (CC), shown in Figure 4.

The CC component controls how a node collaborates with other nodes in the distributed system. It encapsulates the functionality needed to discover a helper node and to determine when to reach out for help. Synchronizer is responsible for exchange of metadata that provides the necessary state for helper node discovery. Drift detector determines when interactions with a helper node get triggered, ideally, when the local model degrades in performance, based on a drift detection algorithm, as in [23]. In [56], synchronization is performed periodically, and is always coupled with a receiving help via model distillation.

The ML component provides the interface to the machine learning framework (e.g., PyTorch or TensorFlow). It uses the predict interface to perform the prediction on the incoming request data batch. The output of the prediction is passed to an operator component. During normal operation, the prediction result is used directly. In the presence of helper model(s), during periods of knowledge transfer, the operator averages the outcome of all the model(s). The cycle is completed with training the resident target model with the new batch of data using the (re)train interface.

The KT component facilitates the knowledge transfer mechanisms. At each node, parameter picker supports the parameter selection mechanism, and is invoked asynchronously, when a node receives a request for help for a specific class(es). The process is performed by either the continuous or the on-demand mechanism. The resulting parameters are sent to the target node where booster creates a new helper model. When helper model(s) are created, the operator function is adjusted to perform averaging, and a discard checker monitors the convergence process to determine when helpers are to be discarded, dynamically or statically after predefined number of batches, according to a configurable policy.

Canoe exposes APIs to configure the system parameters controlling the knowledge transfer process in terms of the percentage of significant parameter transferred from the helper, the number of request batches to be locally stored for on-demand parameter selection, the discard policy, etc. In this manner, Canoe exposes new tuning knobs that control the knowledge transfer process in terms of its effectiveness in improving the target model and the overheads it introduces, which can be used for new types of resource orchestrators for distributed learning.

Implementation. We implemented a prototype of Canoe for the PyTorch and TensorFlow ML frameworks, using Flask to provide support for communication among different nodes.

The use of the different frameworks exposes the following requirement for implementing Canoe. The significant parameter selection can be done in different ways, however using the dynamic selection approach would require the ML framework to provide corresponding APIs for calculating the gradients on the model. The framework should also provide the capability to dynamically create, use and discard helper model(s), in conjunction with the existing model. Given the available APIs in PyTorch, our implementation of Canoe...
2. What are the overheads introduced by the parameter selection, hence, this implementation of Canoe uses the continuous significant parameter mechanism. Additionally, since TensorFlow does not permit models to be dynamically created, we use a pool of helper models from the initial state of the experiment. The resulting TensorFlow implementation of Canoe introduces runtime memory overheads which may be prohibitive for practical settings. We note that the limitations of the current TensorFlow APIs may be addressed in future versions of the system, and we still compare the two implementations to illustrate the generality of Canoe for realizing knowledge transfer across models developed with different ML frameworks (§7.5).

7 Evaluation

The evaluation of Canoe explores the following questions:
1. How effective is the knowledge transfer mechanism enabled by Canoe in allowing neural network models to adapt to change, and what impact does it have on improving the overall model performance and curtailing data transfer costs? (§7.2)
2. What are the overheads introduced by the parameter selection in Canoe on the helper nodes, and by multi-model learning on the target node? (§7.3)
3. What is the impact of the different system-level parameters in Canoe on the overall benefits? (§7.4)

We used multiple workloads, models, and frameworks, as described below, to ensure the generality of the observations.

7.1 Experimental Methodology

Experimental Setup. We evaluate Canoe on a cluster of 5 nodes on the Chameleon Cloud [57] experimental platform. All nodes are Intel(R) Xeon(R) 125GiB RAM with 48 cores running 2 threads per core at 2.30GHz. The experiments are performed with two versions of Canoe, integrated with two existing machine learning frameworks: PyTorch v1.7.1 and TensorFlow v2.3.1 (§7.5).

Applications, Datasets, Workloads. We use two application use cases in the evaluation: image classification and intrusion detection (§7.6).

For the image classification use case the results are obtained with the EMNIST dataset [21], consisting of 280k data samples. We made similar observations with the smaller MNIST dataset [50]. These datasets are derived from the NIST Special Database 19 [30] where EMNIST follows the same conversion paradigm used to create the MNIST dataset. The outcome is a set of datasets that constitute a more challenging classification tasks involving letters and digits, and that shares the same image structure and parameters as the original MNIST task, allowing for direct compatibility with all existing classifiers and systems.

For the intrusion detection use case, we used the NSL-KDD dataset [81] which consists of benign network requests mixed with various malicious attacks consisting of 126k records. It is derived from the KDD’99 dataset [5] where redundant and duplicate records were removed to avoid bias in the learning process.

During the experiments, each edge node processes request batches over time, with each batch consisting of a varied number of data points corresponding to different classes in the dataset. To create a change in class priors that triggers the need for collaboration and knowledge transfer, we generate workloads with several synthetic request patterns, corresponding to introduction of a new class at an edge node, fluctuation, where a new class appears and disappears, with overlapping and non-overlapping classes, as described in §5.2. The use of synthetic workload patterns is due to the limited availability of real infrastructure and data with both temporal and spatial metadata on the request distribution. The concrete patterns we use are based on information about distributions used in other research [23, 67, 68, 95]. The extensive nature of the experiments successfully demonstrates the benefits achieved from the mechanisms provided in Canoe.

Models. For the image classification use case, most of the presented results are based on PyTorch and the MobileNet [39], DenseNet [41] and ResNet [33] CNN models. The models are fine tuned using 2k data points from the EMNIST dataset using Adam optimizer and learning rate 0.00005, and trained for 20 epochs with batch size of 30. Their sizes and parameter counts are summarized in Table 1. We also used the MobileNet, DenseNet and InceptionNet [79] models provided by TensorFlow v2.3.1, to confirm the effectiveness of Canoe across different machine learning frameworks (§7.5).

The intrusion detection use case uses a four-layer DNN model with 209k parameters, as described in [29]. For model initialization we used the SGD optimization algorithm with a learning rate 0.000005 and 25k data points. The model is trained for 20 epochs with batch size of 30.
Figure 5. Performance comparison for introduction workload distribution (lower error rate is better) showcasing overall model error change. Misclassification of introductory class degrades the model performance. Canoe is able to quickly adapt to the change in distribution (given by the horizontal arrow). The horizontal dotted line (in black) defines the lower bound obtained through an offline training.

Figure 6. Performance comparison for fluctuation workload. Similar to Figure 6 Canoe is able to adapt to the changes in the distribution and behaves close to a federated learning system.

Metrics. When using local, tailored models, as is the case in isolated or collaborative learning, a change in the workload pattern at a node via the appearance of previously unseen classes, results in a temporary drop in the predictive performance of the model, observed as an increase in its error rate. The time taken for the model to reach back the acceptable performance levels is defined as the model’s adaptability to change. Models using FL are usually impervious to such changes, because the frequent model update from the aggregator node in the FL framework continuously distributes the knowledge obtained at one node to all the other nodes in the system. In isolated learning, no knowledge is received from any other node in the system, instead the model performance ultimately improves as a result of the online learning (retraining) on the data from the incoming request batches. The goal of Canoe is to improve the model’s adaptability by minimizing the time required to adapt to change compared to learning in isolation, while also reducing the data transfer requirements compared to federated learning.

We evaluate Canoe by measuring the improvements in adaptability to change it offers compared to isolated learning. Given the synthetic nature of the workloads, we measure time in terms of the number of batches that need to be processed for the model performance to reach the same error rate as what is possible with FL. We also measure the improvements that Canoe provides in terms of per-node and aggregate data transfer costs (in bytes). Finally we measure the runtime overheads of Canoe in terms of additional compute (using processing time as a measure) and memory resources.

7.2 Benefits of Canoe

Adaptability to Change. Figures 5 and 6 illustrate the adaptability enabled by Canoe for the introduction and fluctuation workloads where the system uses 50%, 20% and 30% of the significant parameters for MobileNet, DenseNet and ResNet, respectively. The parameter Z that controls the percentage of knowledge transferred for each of the three models is experimentally chosen to that it minimizes data transfer while keeping the model adaptability within 10% of the best case. For the given testbed configurations, in these experiments the helper model is created after within 4 request batches after the drift detection. We observe that with Canoe, the models converge to the performance level equivalent to using a global model up to 2 to 3.5× faster as compared to an
We summarize these costs in Table 1. In FL, for each update Table 2. Ratio of total data transferred (in and out) of a node in Federated Learning versus Canoe for a 5 node setup for an entire experiment consisting of 100 request batch.

| CNN Model | Million Parameters | Federated Learning | Canoe | Data Transfer Gains |
|-----------|--------------------|--------------------|-------|---------------------|
| MobileNet | 3.54               | 6.38 7.36          | 4.57  0.00058 | 23684 3 |
| DenseNet  | 8.06               | 16.18 18.35        | 8.80  0.00058 | 59507 4 |
| ResNet    | 11.69              | 12.19 13.75        | 8.55  0.00058 | 44713 3 |

| Model     | Workload    | Aggregator(×) | Member(×) |
|-----------|-------------|---------------|-----------|
| MobileNet | Introduction| 1062          | 267       |
|           | Fluctuation | 644           | 161       |
| DenseNet  | Introduction| 1897          | 350       |
|           | Fluctuation | 1396          | 346       |
| ResNet    | Introduction| 1078          | 271       |
|           | Fluctuation | 1069          | 268       |

isolated system. For the fluctuation workload and MobileNet, in Figure 6a we observe a second spike in the model performance as the class reappears in the later part, while for DenseNet and ResNet we do not observe any change for the same workload. This is because the other two models are larger and are able to retain more information even when the class was not present for few request batches.

**Reduction in data transfer costs.** The collaborative learning technique used by Canoe works on the curve of finding a tradeoff at spending few cycles to adapt to the change in the workload versus the data transfer cost associated in regularly creating and updating a global model, as done in FL. We summarize these costs in Table 1. In FL, for each update period, for a member node the data transfer cost consists of the delta in the model size since the last batch (Out) and the received aggregated model update (In). For Canoe, the per-update data transfer cost at each node consists of the metadata sent to the MdS server (MdS(Out)). When data drift is detected on a node, that node also incurs the knowledge transfer cost (KT). For neural networks, the change in a local model (Out) or aggregated model updates (In) are significantly larger when compared to the metadata (few kBs) used by Canoe, and this leads to drastic reductions in the data transfer costs, compared to FL, up to $10^4\times$, as seen from the table. Moreover, since only a fraction of model parameters are transferred as part of knowledge transfer in Canoe, this too could result in data saving of up to $4\times$ when compared to a single model update request in FL.

In Table 2, we compare the total data transfer for the same experiment with 5 edge nodes with FL and Canoe as used in Figures 5 and 6. As the collaborative approach requires model data to be exchanged only when there is a drift in the model performance at a target node, while in FL all nodes frequently receive model update across the system the outcome is an overall data transfer reduction of 2-3 orders of magnitude, depending on the the workload and model.

### 7.3 Cost of Canoe Mechanisms

**Extracting significant parameters.** Using Canoe to perform knowledge transfer introduces runtime overheads associated with the execution of the necessary mechanisms. We present these costs in the context of the same experiments as above using the introductory workload.

The continuous method for parameter selection stores the sensitivity value of all parameters for all of the classes, and its overheads depend on the number of layers and parameters of the model. For our dataset and given models, this introduces additional memory overhead of 140MB, 320MB, 470MB for MobileNet, DenseNet and ResNet, respectively. The on-demand approach creates a local datastore which is only used when a request from a target node is received. For our dataset, with an average of 600 data points in a request batch, storing only the most recent request batch was sufficient and required an addition of 6.8MB of memory. We performed the same experiments for different batch sizes, starting from as low as 50 data points, and, across workloads, observed similar gains in the overall benefits of Canoe, with expected reduction in the runtime overheads.

In terms of the compute overhead, the on-demand approach adds an overhead in the response time of 0.9 to 1.35× the time required to process a request batch. The continuous approach by pre-calculating these values avoids such delays in the critical path of response, however, adds an overhead of up to 0.7× the time required to process a request batch, for every request, as shown in Table 3.

**Helper model creation.** The time taken to create the model depends on the size of the portion of model transferred from the helper node, as shown in Table 1, and the time taken to create a model at the target node. Upon receiving the significant parameters creating a helper model takes only up to $0.14\times$ the time required to process a request batch.
Management of helper models. A helper model in Canoe uses similar memory as the resident node model however since the model is frozen, no additional resources are required after its creation. Using multiple helper models in a chain adds to the memory overheads. Thus, if the knowledge about the introductory classes at the target node is dispersed among multiple nodes, in such a case Canoe exposes a tradeoff of using more memory for a short duration of time by deploying chains of models vs. spending more time in adapting to the changes. Figure 7 shows the collaborative performance of using help from only one of the nodes (no chaining) compared to creating chain of models from multiple nodes. The ability to combine multiple knowledge sources in Canoe provides the lower bound on adaptability to the new changes in the system.

7.4 Sensitivity Analysis & Opportunities

The benefits of Canoe are coupled with the quantity and quality of knowledge transferred. We analyze this by considering the performance of the models and workloads evaluated in §7.2, and varying the amount of knowledge transferred and the quality of the helper node used for knowledge transfer.

Impact of quantity of knowledge transferred. Canoe controls the portions of the significant parameters that are transferred via the parameter \( Z \). We evaluate the impact of different values of \( Z \) on the model’s adaptability and data transfer costs. Figure 8a shows the results of evaluation for introductory workload pattern for MobileNet; the results with the remaining models had a lower sensitivity to \( Z \) than what we present for MobileNet. The results illustrate two important aspects of Canoe. An effective helper model can be created using only a portion of the relevant parameters. The percent of significant parameters received from the helper node have a direct impact on improving the target node’s overall predictive performance and reduction the data transfer cost. The higher value of \( Z \) (90) may provide improvements in error rate, when compared to \( Z \) (10), specifically for this setup 25% reduction in average model error rate while using the helper model. However, it would result in 5.53\( \times \) more data transfer.

We note that Canoe introduces new ability to control a tradeoff among learning performance and data transfer costs, by using the amount of knowledge that should be transferred across nodes as a configuration knob. This can be leveraged by future learning management policies to adapt the effectiveness of the process based on the model used and the deployment scenario.

Impact of quality of helper node. As discussed in §2 a helper node can be identified from the model and node metadata, however, its choice can have an impact on the collaborative learning process. To understand this, in Figure 8b, we compare the execution of Canoe and \( Z(50) \) with MobileNet and the same helper node as used in the previous experiment, to that of two other scenarios where the helper nodes have observed only 50% (L50) and 10% (L10) of the data observed in the baseline. As expected, we observe that the quality of the helper node does impact the realized benefits from Canoe. However, we see that using even a weaker helper node (L10) can still be useful, compared to just learning in isolation. Note that, simply increasing \( Z \) for a weak helper node would not be helpful, as the quality of the model parameters is not good for the required knowledge.

7.5 Extensibility to Different ML Frameworks

To demonstrate the generality of the system, Canoe is implemented for PyTorch (PT) and TensorFlow (TF). With TF, Canoe creates a pool of helper models from the initial start of the learning process, which are later updated using the significant parameters received from the helper node. Parameter sensitivity values are computed using the continuous technique. Due to these limitations, and for brevity, the earlier section presents the results from PT only. Based on experiments with the introduction and fluctuation workloads used with the PT evaluation, and the MobileNet, DenseNet and InceptionNet CNNs, Canoe adapts to change up to 3\( \times \) faster than isolated learning, while using only 60%, 30% and 30% of the model respectively. This results in overall data transfer reduction of 700 to 1200\( \times \) compared to using FL.

7.6 Use Case – Intrusion Detection

Intrusion Detection System monitor and analyze the network to detect anomalies and attacks. This use case is based on the NSL-KDD dataset [81] which consists of four types of attacks: Denial of Service Attack (DoS), User to Root Attack (U2R), Remote to Local Attack (R2L), and Probing Attack (Probe). The testbed consists of 5 edge nodes, where initially
We use a four layer Deep Neural Network model as described while the other nodes experiences all of the attacks. After work attack dataset using ORF to classify begin request against of identifying significant model parameters, as the former ing a significant model update in Gaia is orthogonal to that communication and speed up training. The goal of identify-

LAN use a strong consistency model as used in FL, but only local (LAN) vs. wide area networks (WAN). Nodes within systems, Gaia distinguishes among communication over system, which justifies the data transfer costs. 

ML model that will be used by all nodes in the distributed from Canoe, FL approaches have a goal of learning a generic developer specified criteria, as done in Oort. Different solutions which speed up the convergence and improve the accuracy through guided member node selection based on developer specified criteria, as done in Oort. Different from Canoe, FL approaches have a goal of learning a generic ML model that will be used by all nodes in the distributed system, which justifies the data transfer costs.

To address the data transfer overheads in geo-distributed systems, Gaia distinguishes among communication over local (LAN) vs. wide area networks (WAN). Nodes within LAN use a strong consistency model as used in FL, but only significant model updates are shared among WANs to save communication and speed up training. The goal of identify-

8 Related Work

Distributed Machine Learning. Since its introduction, Fed-

erated Learning has emerged as a go-to approach to dis-

tributed machine learning. Follow-on work has introduced a number of optimizations, including recent solutions which speed up the convergence and improve the accuracy through guided member node selection based on developer specified criteria, as done in Oort. Different from Canoe, FL approaches have a goal of learning a generic ML model that will be used by all nodes in the distributed system, which justifies the data transfer costs.

To address the data transfer overheads in geo-distributed systems, Gaia distinguishes among communication over local (LAN) vs. wide area networks (WAN). Nodes within LAN use a strong consistency model as used in FL, but only significant model updates are shared among WANs to save communication and speed up training. The goal of identify-

ing a significant model update in Gaia is orthogonal to that of identifying significant model parameters, as the former applies to the model overall, whereas the technique used in Canoe is concerned with identifying a portion of the model that most contributes to the model quality with respect to a specific class. As with FL, the goal of Gaia is to learn a global model, shared across the distributed system.

In contrast, collaborative distributed learning approaches described in §2, are developed for environments where a global model is not needed. Canoe contributes to such approaches by proposing a generic system support that makes them applicable to scenarios based on neural network models. Other types of distributed machine learning systems introduce complementary techniques aimed at model specializations, including when targeting edge nodes and IoT, as well as for addressing privacy concerns about data and model sharing.

Knowledge Transfer Technique. Canoe uses significant parameters of an ML model to perform knowledge trans-

fer. The mechanisms used in Canoe are similar to other approaches to determining significant parameters from a model, but are simplified so as to provide for fast calculations and enable their online use. Note that Canoe is intended to be a general framework that can be used with different techniques for significant parameter selection, with a corresponding impact on the benefits or costs of learning.

Boosting is used as a technique to combine the output from more than one models, to adapt to change when drift happens, or to speed up the model responsiveness. Instead of training and storing multiple models at each edge, Canoe uses boosting in conjunction with dynamically created helper models, so as to improve their effectiveness.

9 Conclusion

We introduce Canoe, a system that enables collaborative learning for deep neural networks. To achieve this goal, Canoe contributes new support for knowledge transfer across neural networks, which makes it possible to dynamically extract helpful knowledge from one node – in the form of significant model parameters – and to apply it to another – using dynamically created helper models and multi-model boosting. Canoe is prototyped and evaluated with several neural network models for the PyTorch and TensorFlow ML frameworks. The experimental results demonstrate that Canoe can improve the model’s adaptiveness when a drift occurs, while maintaining low communication cost. Furthermore, it provides new interfaces to exercise the tradeoffs among accuracy and overheads in the learning process. This can expose flexibility in how learning can be tuned to different use case requirements that can be exploited in future resource management policies.
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