From antinode clusters to node clusters: The concentration dependent transition of floaters on a standing Faraday wave
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A hydrophilic floating sphere which is denser than water drifts to an amplitude maximum (antinode) of a surface standing wave. A few identical floaters therefore organize into antinode clusters. However, beyond a transitional value of the floater concentration \( \phi \), we observe that the same spheres spontaneously accumulate at the nodal lines, completely inverting the self-organized particle pattern on the wave. From a potential energy estimate we show (i) that at low \( \phi \) antinode clusters are energetically favorable over nodal ones and (ii) how this situation reverses at high \( \phi \), in agreement with the experiment.

PACS numbers: 47.54.–r, 47.35.–i, 45.70.–n, 05.65.+b

Introduction – A small sphere floating at a water-air interface exhibits fascinating behavior when exposed to a periodic oscillation: On a standing surface wave, the floater moves either towards an amplitude maximum (antinode) or to an amplitude minimum (node). Whether a floater moves to the antinode or the node is determined by both the floater density relative to that of the carrier liquid and the floater hydrophobicity [1, 3]: If the floater mass is larger than the displaced liquid mass the floater drifts towards the antinode, and in the reverse case it moves towards the node [1]. This drift continues throughout each wave period until the floater reaches a steady state position, either at an antinode or at a nodal line [1].

Thus, the dynamics of a single floater on a standing wave is quantitatively understood and node clusters of a few hydrophilic light floaters have been observed [1–3]. On the other hand, the behavior of densely packed monolayers of floaters – so-called floater (or particle) rafts [2] – on a quiescent surface are shown to be dominated by the attractive capillary interaction among the floaters [6, 7]. These lead to heterogeneity of the floater packing [8], and both granular and elastic responses of the floater raft [2]. In addition, the response of such a floater raft to a traveling capillary wave has been studied, in order to determine its elastic properties [9].

In this Letter, we combine the above two independent research problems into a single experiment: We study the position of hydrophilic heavy floaters on a standing Faraday wave as a function of the floater concentration \( \phi \), by simply adding additional floaters to the surface. We experimentally show that the position of the floaters highly depends on \( \phi \). For low \( \phi \), our floaters accumulate at the antinodes as – for the particles used in this experiment – would be expected from theory [1, 3] and previous experiments [1–3]. Increasing \( \phi \), we observe that the same hydrophilic heavy floaters cluster around the nodal lines. Importantly, we show that this inverted clustering is not due to an inverted drift of a single floater, but arises as a collective effect of many interacting floaters. Subsequently, we develop a potential energy estimate to explain why for high values of \( \phi \) nodal clusters are energetically favored over the antinodal ones.

Experiment – The experimental setup is illustrated in Fig. 1. A container, made from transparent hydrophilic glass with 10 mm height and 81\( \times \)45 mm\(^2\) rectangular cross section is attached to a shaker. The container is completely filled with purified water (Millipore water with a resistivity > 18 M\( \Omega \)-cm) such that the water level is perfectly matched with the container edge [Fig. 1(f)]. Using this so-called brim-full boundary condition [10], a static surface inclination induced by the boundary is avoided [1, 3]. Spherical polystyrene floaters [11] (contact angle 74\( ^\circ \) [12] and density 1050 kg/m\(^3\)) with average radius \( R \) around 0.31 mm and a polydispersity of approximately 14\% are carefully distributed over the water surface to make a monolayer. To avoid surfactant effects, we clean both the container and the floaters by performing the cleaning protocol described in [13].

A standing Faraday wave is generated using a shaker providing a vertical sinusoidal oscillation with amplitude \( a_0 \) and frequency \( f_0 \). We determine \( f_0 \) such that we produce a rectangular wave pattern with a wavelength in the range of 17 to 24 mm corresponding to frequencies ranging from 37 to 42 Hz (note that the standing Faraday wave frequency is equal to \( f_0/2 \)). Adding floaters to the surface, we need to slightly adjust both \( a_0 \) and \( f_0 \) to obtain a well defined rectangular pattern [14]. A continuous white fiber-light source (Schott) is used to illuminate the floaters from the side as shown in Fig. 1(c). The two-dimensional floater positions are recorded with a high-speed camera (Photron Fastcam SA.1) at 500 frames per second. Each image is 546 \( \times \)1030 pixels (38 \( \times \)72 mm\(^2\)), which covers around 75\% of the total cross section area.
Concentration $\phi$ for low field of view. In Fig. 2 we show a top view of the distribution of floaters by that of the total horizontal area covered with floaters. The remarkable difference between the two states is clear: For low $\phi$, all particles touch whereas the average distance between particles in (a) is somewhat larger. This is due to the breathing effect explained in the text. (c,d) Artificial antinode clusters at $\phi=0.10$ (c) and node clusters at $\phi=0.44$ (d) as used in the potential energy calculation. The white bars indicate a length scale of 5 mm.

where the parentheses $<>_{r,t}$ indicate that the average is taken with respect to both space $r=(x,y)$ and time $t$. Here, $\phi(r,t)$ is the floater concentration and the wave distribution $a(r)$ is a test function which is positive at the antinodes and negative at the nodes. More specifically, $a(r)$ is defined as

$$a(r) = \begin{cases} 
\beta a_{\cos}(r) & \text{when } a_{\cos}(r) > 0 \text{ (antinodes)}, \\
\gamma a_{\cos}(r) & \text{when } a_{\cos}(r) < 0 \text{ (nodes)}. 
\end{cases}$$

(2)

Here, $a_{\cos}(r) = 2 \cos^2 k_x x \cos^2 k_y y - 1$, with $k_x, k_y$ the wave numbers in the $x, y$-direction. Since with the above definition the nodal regions are three times as small as the nodal ones, a constant $\beta = 3$ is introduced such that $c = 0$ when the floaters are equally distributed over the two-dimensional wave surface. To check the robustness of $c$ regarding the precise form of $a(r)$, we also use a step function $a_{\text{step}}(r)$, which equals 1 at the antinodes and $-1$ at the nodes.

In Fig. 3(a) we present the correlation factor $c$ plotted against $\phi$ for both $a_{\cos}$ and $a_{\text{step}}$. We observe three distinct regions: For low $\phi$ ($< 0.2$) the clear positive value of $c$ indicates the presence of the antinode clusters (region I). Secondly for very high $\phi$ ($> 0.5$) we find node clusters for which $c < 0$ (region III). Finally, there is a broad intermediate region II, in which we observe morphologically rich self-organized floater patterns, some of which steadier than others. These quasi-steady patterns cause the large scatter in $c$ in the region between $\phi = 0.2$ and 0.35. Between $\phi = 0.35$ and 0.5, patterns are quite...
dynamic leading to an even spreading of particles over the waves \((c \approx 0)\).
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\textit{Potential energy estimate} – Now, what is the reason for the observed pattern inversion? To answer this question we estimate the energy in artificially created node and antinode clusters that are inspired by our experimental observations [Fig. 4(a, b)]: The antinode cluster is modeled as a two-dimensional static hexagonally packed cluster where the distance between the neighboring floaters increases towards the antinode point (A) [Fig. 4(c)] to implement the observed breathing effect. The distance here can be considered as the period-averaged experimental distance between the floaters. The node cluster, in contrast, is designed as a two-dimensional hexagonal cluster where the distance between the neighboring floaters sitting exactly at the crossing of two nodal lines (N) is equal to an average floater diameter \(2R\) [Fig. 4(d)]. Furthermore, the distance slightly increases away from N [21].

In addition to the position, another remarkable difference between the antinode and the node clusters is hidden in their dynamics during a single wave period: Experimentally we observe that in the antinode clusters the floaters periodically move away from and towards the antinode [Fig. 4(a)]. This happens because when the wave reaches its maximum the (downward moving) floaters move away from the antinode, whereas in the minimum they move towards it. We call this periodic motion at the antinode clusters \textit{breathing} [15].
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an intricate exchange of wave energy (input), potential energy, kinetic energy and dissipation (output). However, in a steady state the in- and output must balance and since the particles return to (approximately) the same positions after each period of the wave it is sufficient to compare the potential energy \( E \) of the floaters for the two situations. This potential energy has two contributions, due to the drift and due to the capillary attraction.

The first contribution to \( E \) is the capillary energy \( E_c \), which we estimate as the sum of the capillary energies of each floater pair \( E_c(l_{i,j}) \), where \( l_{i,j} \) is the distance between floaters \( i \) and \( j \). Here, we use the approximation \( E_c(l_{i,j}) = A_c K_0(l_{i,j}/l_c) \), where \( K_0 \) is the zeroth order modified Bessel function of the second kind. This approximation is valid for small surface deformations, i.e., for small spheres, loosely packed structures or relatively distant spheres \([6, 7]\). Studies that comparatively discuss the exact solution of the capillary force of floaters of similar size suggest that the difference with the approximation is less than \( 2\% \) \([23, 24]\). The second contribution to \( E \) is the drift energy \( E_d \). It is the sum over the single-floater drift energy \( E_d(x_i,y_i) = A_d(1 - \cos 2k_x x_i)(1 - \cos 2k_y y_i) \), where \((x_i, y_i)\) is the position of floater \( i \). Note that the prefactors \( A_c \) and \( A_d \) are known functions of particle, liquid and wave properties and are provided in the supplementary material \([25]\).

Subsequently, we use the above expressions to estimate the potential energy \( E \) in our antinode and node cluster configurations (Fig. 2(c, d)) as a function of the floater concentration \( \phi \) (i.e., the number of particles \( N \)) and compare them in Fig. 3(b). For increasing \( \phi \), the energy per floater \( E/N \) increases for the antinode clusters, whereas it decreases for the node clusters. As a result, there is a crossover \( \phi_0 \approx 0.36 \) separating a low \( \phi \) region, where the antinode clusters are energetically favorable, from a high \( \phi \) one, where the node clusters have lower potential energy. In addition, \( \phi_0 \) lies in the transition region of Fig. 3(a) and is therefore in agreement with the experiment.

To examine the physical reason for this crossover, in Fig. 3(c) we turn to the constituents of \( E \), namely \( E_c \) and \( E_d \). For the capillary energy \( E_c \) there is hardly any difference between the node and antinode clusters, except for a slightly milder decrease for the latter, caused by the larger average distance between the floaters due to the breathing.

Things are very different for the drift term: For small \( \phi \) the node clusters initially have a high drift energy \( E_d/N \) per floater and the antinode clusters are favorable. When we increase \( \phi \) without including the breathing effect – i.e., both clusters are just hexagonally packed with nearest neighbor distance \( 2R \) – the energy per floater in the node clusters decreases and that of the antinode clusters increases until they meet for a very high value of \( \phi \), corresponding to an almost completely floater-covered surface [dashed lines in Fig. 3(c)].

However, when we do include the breathing effect in our calculation, \( E_d/N \) increases much faster for the antinode cluster due to the large average distance of the particles near the antinodes. Similarly, \( E_d/N \) increases somewhat more rapidly for the nodal clusters. The result is that the crossover shifts to a moderate value of \( \phi \), namely \( \phi_0 \approx 0.36 \). This implies that nodal clusters now already become energetically favorable when the surface is not yet covered with particles, which causes the inverted patterns to exist.

Conclusion – In summary, in this Letter we study the role of the floater concentration \( \phi \) on the spatial distribution of macroscopic spheres floating on a standing Faraday wave. For low \( \phi \), we experimentally observe that hydrophilic heavy floaters form clusters at the antinodes, suggested by the theory \([1, 3]\). For high \( \phi \), the same floaters unexpectedly self-organize into the inverse pattern, namely a large cluster around the nodal lines of the wave. To understand such a collective behavior, we calculate the potential energy of the floater system and are able to explain our observations in both limits. More specifically, the transition point \( \phi_0 \) obtained from our energy calculation lies within the experimental transition region.

We find that the observed breathing effect is essential for the existence of the crossover. The breathing creates a significant difference in the drift energy such that the node clusters are energetically favorable already when only drift energy is taken into account. The role of the capillary interaction is just to keep the floater particles self-organized in rafts; without this attractive interaction the floaters would be freely drifting around instead of forming clusters.

Whereas our potential energy argument nicely accounts for the existence of the stable antinode and node patterns, it is not able to capture the large transitional region that was observed between \( \phi = 0.2 \) and \( 0.5 \). Presumably, what happens in this region is that the antinode clusters become to large to stay pinned at the antinode regions and start to wander into the nodal regions under the influence of the wave motion. Characterizing these patterns will be the objective of a future paper.
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