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Summary

Background
Cardiovascular disease (CVD) is the number one cause of death worldwide, and CVD burden is increasing in low-resource settings and for lower socioeconomic groups worldwide. Machine learning (ML) algorithms are rapidly being developed and incorporated into clinical practice for CVD prediction and treatment decisions. Significant opportunities for reducing death and disability from cardiovascular disease worldwide lie with addressing the social determinants of cardiovascular outcomes. We sought to review how social determinants of health (SDoH) and variables along their causal pathway are being included in ML algorithms in order to develop best practices for development of future machine learning algorithms that include social determinants.

Methods
We conducted a systematic review using five databases (PubMed, Embase, Web of Science, IEEE Xplore and ACM Digital Library). We identified English language articles published from inception to April 10, 2020, which reported on the use of machine learning for cardiovascular disease prediction, that incorporated SDoH and related variables. We included studies that used data from any source or study type. Studies were excluded if they did not include the use of any machine learning algorithm, were developed for non-humans, the outcomes were bio-markers, mediators, surgery or medication of CVD, rehabilitation or mental health outcomes after CVD or cost-effective analysis of CVD, the manuscript was non-English, or was a review or meta-analysis. We also excluded articles presented at conferences as abstracts and the full texts were not obtainable. The study was registered with PROSPERO (CRD42020175466).

Findings
Of 2870 articles identified, 96 were eligible for inclusion. Most studies that compared ML and regression showed increased performance of ML, and most studies that compared performance with or without SDoH/related variables showed increased performance with them. The most frequently included SDoH variables were race/ethnicity, income, education and marital status. Studies were largely from North America, Europe and China, limiting the diversity of included populations and variance in social determinants.

Interpretation
Findings show that machine learning models, as well as SDoH and related variables, improve CVD prediction model performance. The limited variety of sources and data in studies emphasize that there is opportunity to include more SDoH variables, especially environmental ones, that are known CVD risk factors in machine learning CVD prediction models. Given their flexibility, ML may provide opportunity to incorporate and model the complex nature of social determinants. Such data should be recorded in electronic databases to enable their use.
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Introduction
An estimated 17.9 million people die each year from cardiovascular diseases (CVD), which represent 31% of all deaths worldwide and the number one cause of death.1 Low-income and middle-income countries carry 75% of the burden of CVD deaths worldwide and in high-income countries, lower socioeconomic groups have a higher
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incidence of CVD and higher mortality due to CVD.\(^1\) In high-income countries such as the United States, the prevalence of CVD is expected to rise 10% between 2010 and 2030,\(^2\) not only in the aging population but also notably via stark disparities among socioeconomic and racial groups.\(^3,4\) Direct causes for these shifts in CVD burden have been well-studied, attributed to changes in diet (increased consumption of processed foods)\(^6\) and physical activity (more sedentary lifestyles),\(^7\) resulting in a dramatic rise in conditions such as obesity, hypertension, and diabetes mellitus. These changes are shaped by the “conditions in which people are born, grow, live, work and age”, referred to by the World Health Organization as social determinants of health (SDoH).\(^8\)

Multinational, prospective cohort studies as well as ecologic analyses have shown that SDoH contribute to over 35% of the population attributable risk of various cardiovascular diseases,\(^9,10\) among which education, income and occupation are particularly influential.\(^11\) Research has also illuminated mechanisms of action; social factors usually interact with each other through the mediation of or effect modification by psychological and biological pathways, exerting a long-term effect on cardiovascular outcomes.\(^5,12\) Social determinants also result in unequal sharing of the benefit of advances in CVD prevention and treatment.\(^13\) Given the critical importance of social determinants with respect to disease risk, it is clear that better capturing the interaction and relative influence of such factors in relation to traditional CVD risk factors of hypertension, diabetes and hyperlipidemia provides the most significant opportunity to reduce CVD burden.\(^5,11,12,14\)

Meanwhile, artificial intelligence (AI) and machine learning (an application of AI for detecting patterns from data)\(^15\) tools have started to be adopted in clinical research, prompted by recent progress in advanced computing strategies as well as the proliferation of electronic medical record databases.\(^16\) Machine learning methods have demonstrated improvement across multiple metrics for prediction of CVD risk, incidence and outcomes\(^17-19\) over traditional risk scores such as those from the American College of Cardiology or American Heart Association.\(^20\) As a data-driven approach, machine learning provides more flexibility in modeling complex relationships between predictors, which can be particularly advantageous in addressing the multi-level interactions between different social determinants and CVD outcomes, as well as uncovering novel risk factors. Though the increased flexibility of machine learning models is appealing, given the rapid rise of machine learning approaches including studies which incorporate social determinants, we need to better understand best practices for such modelling approaches for CVD risk prediction particularly in the context of those including SDoH.

Thus, we performed a systematic review to understand the current landscape of how social determinants are being used in machine learning models for CVD prediction. Specifically, we sought to examine which types of machine learning algorithms and types of social determinant variables are being used, and for which populations. Indeed, understanding the manner in which SDoH are incorporated into such models is critical in order to tease apart the distinct the biological and social influences, along with their interactions, that make populations different and in need of a different standard of care. Findings from this review serve to inform the design of future machine learning approaches and identify areas for methodological innovation in order to improve early prediction of CVD and reduce its significant disease burden.\(^21,22\)

Method

Search strategy and selection criteria

First, YZ with the help of an expert librarian, did a comprehensive search of five databases: PubMed, Embase, Web of Science, IEEE Xplore and ACM Digital Library on April 10th, 2020, to identify all relevant articles on machine learning integrating social determinants in cardiovascular disease prediction models published in English. IEEE Xplore and ACM Digital Library were included specifically to comprehensively capture computer...
science articles related to our review. Papers from inception until the search date were included. To ensure the quality of included papers, we only included peer-reviewed articles published on journals or accepted in conferences and excluded non-peer reviewed grey literature or arXiv/medRxiv papers.

We identified the terms of social determinants of health (SDoH) using the broader definition from the World Health Organization and Center for Disease Control and Prevention Healthy People 2020 initiative which delineates SDoH in five key areas: economic stability, education, social and community context (e.g. “race/ethnicity”, income”, and “education”), health and health care, neighborhood and built environment (e.g. “living environment”, pollution” and “residence characteristics”). Figure 1 is a socio-ecological conceptual model adapted from Healthy People 2020, the United States federal government’s national health agenda, which illustrates the multifactorial nature of social-ecological influences on health. The framework emphasizes the existence of proximate, or “downstream,” health influences (e.g. smoking) that are shaped by distal, or “upstream,” factors (e.g., social norms regarding smoking, tobacco regulations). Therefore, for a robust review, we also included prominent factors including health-related behaviors along the causal pathway (e.g. “diet”, “smoking” and “physical activity”), as although these are enacted at the individual level, they are shaped at social and economic levels. This enables us to understand comprehensively how social determinants and factors they directly shape are assessed in relation to CVD. Age, gender and race are also in the causal pathway. BMI was also included as it is influenced by social factors and causes diabetes which directly affects CVD.

For search terms related to machine learning, we included all commonly used supervised machine learning methods. Supervised machine learning algorithms are those that perform reasoning (i.e. prediction) from observations of the features (e.g. clinical data, social determinants) based on externally supplied examples which include the features linked to outcome “labels” (e.g. CVD outcomes). Thus supervised machine learning was a focus as the types of tasks considered in the literature usually utilized labeled outcomes of CVD. Commonly used unsupervised machine learning algorithms captured by the search were also included in the abstract and full text screening to ensure all types of possible studies were considered. We also added search terms to capture deep learning and ensemble methods as they are widely used in current clinical research.

The search terms for CVD outcomes included cardiovascular ischemic outcomes, coronary heart disease and cerebrovascular disease which are caused by atherosclerotic cardiovascular disease (ASCVD). These cardiovascular diseases cause the highest mortality, and estimated years of lives lost attributed to these conditions have increased in recent years. For each of the key areas of social determinants and included variables, machine learning and CVD, we identified keywords by referencing previous review papers on social determinants and cardiovascular diseases, related studies of different social determinants or consulting experts to include relevant concepts. Full search strategies are provided in the appendix.

Once papers were identified via the search terms, all study designs and all populations were included if the article utilized any SDoH or health behaviors as features in the machine learning models (in addition to age and gender, as we found that these were commonly included as standard practice and not specifically to represent their contribution as social determinants) were deemed eligible. Eligibility was also considered if the outcomes were CVD-related, including incidence, survival, mortality, hospital admission and readmission etc. We did not restrict time of publication to enable capturing the trend of these types of papers over time. Studies were excluded if they did not include the use of any machine learning algorithm, were developed for non-humans, the outcomes were bio-markers, mediators, surgery or medication for CVD, rehabilitation or mental health outcomes after CVD diagnosis or cost-effectiveness analysis of CVD treatment, the manuscript was non-English, or was a review or meta-analysis. We also excluded articles presented at conferences as abstracts and the full texts were not obtainable. This review was registered with PROSPERO (CRD42020175466) and conducted in accordance with the
Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) method. To supplement the bibliographic database searches, we also used Google Scholar to scrutinize all keywords regarding their relevance in articles as well as examine potential articles to identify if they were eligible. Duplicates were removed in the process.

Three investigators (YZ, EPW, and NM) screened the title and abstract: each article retrieved was independently assessed by two reviewers to determine its eligibility for full-text review. Conflicts were resolved by discussion and validation from a third reviewer. After initial appraisal, we retrieved full texts of eligible articles.

Data analysis

Data were extracted from individual articles independently by two reviewers (of YZ, EPW, and NM) and checked by the third reviewer according to criteria in a standardized extraction form. All data extraction was cross-checked, and disagreements were resolved by discussion or referral to the third reviewer. Information extracted included year of publication, country, population, social determinants included in the machine learning algorithm, machine learning algorithms, cardiovascular disease outcomes, data source and performance of the algorithms. For each article, we defined several criteria to assess the quality of the study based on best practices in machine learning including (1) whether machine learning model performance was evaluated; (2) whether a hyperparameter (a parameter whose value is used to control the learning process) tuning process was described; (3) whether data-driven variable selection was performed; (4) whether methods were used to specifically interpret the contribution of included variables in the prediction. Each item was scored as no (not present), unclear, or yes (present), and then summarized alongside all items to get a study quality score.

Role of the Funding Source

The funder of the study had no role in study design, data collection, data analysis, data interpretation, or writing of the report. The corresponding author had full access to all the data in the study and had final responsibility for the decision to submit for publication.

Results

Our database search identified 2728 distinct articles; after a full-text review of 298 papers, 96 were included in the systematic review (Figure 2). Among the included studies, one of the studies used data from a clinical trial, while the others utilized observational data. Of the observational studies, data from cohort studies was the most frequent (34 studies), followed by data from electronic medical records (32 studies), surveys (14 studies) and data from open-access repositories of registry or national survey data (7 studies) (e.g. Scientific Registry of Transplant Recipients Registry37). Most of the observational data were structured data (clearly defined data features), while 9 studies included unstructured data (e.g. electrocardiogram, image and heart sound). The earliest year of publication was 1992 (artificial neural network algorithm36), and publications fulfilling our inclusion criteria have been increasing over time (Figure 3). Figure 4 summarizes variables (4A), outcomes (4A), author locations (4B) and types of venues were studies were published (4C). More details on the data sources and populations included, along with all study details are in Table S1.
Social determinant and variables in the causal pathway

Included studies reported diverse variables across social determinants and variables considered, including race/ethnicity, education, marital status, occupation/employment, individual or household income, medical insurance, area of residence (e.g. urban versus rural or eastern vs. western USA) and other community-level factors of deprivation, income and education and environmental pollutants as well as smoking, alcohol consumption, physical activities, substance abuse and diet. In most studies, gender and age were included as standard variables collected in the survey or EHR. A few studies assessed physical activities and diet as modifiable risk factors for early prevention of CVD. 14, 39 Half of the studies reported feature importance of variables, in which age, gender, smoking (e.g. current smoking/past smoking/non-smoking) and BMI were most frequently reported to contribute significantly to the CVD outcome prediction. Other frequently reported determinants including race/ethnicity, alcohol consumption (e.g. daily intake or alcoholism), and physical activity/exercise (e.g. weekly exercise time).

Besides age, gender, BMI and smoking which were frequently reported in all CVD outcomes, alcohol consumption and physical activities were frequently associated with stroke while BMI was frequently associated with coronary artery disease. The top ten variables considered in extracted papers, and their frequency, are illustrated in Figure 4A, which include marital status, education, income and race/ethnicity as the most common social determinants. Four of the studies compared model performance with social determinants and without social determinants; three showed social determinants significantly improved prediction, others showed improved prediction by addition of age, gender and race. 40, 41 The study that showed decreased performance aimed to forecast the pattern of the demand for hemorrhagic stroke healthcare services based on air quality; it is possible that the relationship between specific variable tested and outcome have little direct relationship. 42

Algorithms and model development

The most common machine learning methods were neural network (NN, 36 studies), random forest (RF, 28 studies), and decision trees (DT, 21 studies). Three studies used unsupervised machine learning algorithms, such as clustering to group CVD risk levels or principal component analysis (PCA) to extract features prior to supervised machine learning classification. 14, 43, 44 The most frequently used algorithms are described in Table 1. Of the 35 studies using neural networks, 12 used one hidden layer, 23 used multiple hidden layers, including most commonly three-layer perceptron, convolutional neural network and recurrent neural network. Here we refer to these studies collectively as "neural networks" (NN) as deep learning typically refers to an neural network with multiple layers. 45 Of the 42 studies including multiple machine learning algorithms, random forest (9 studies) and neural network (9 studies) were most frequently reported as the best performing machine learning algorithms. For most commonly studied CVD outcomes, random forest was frequently reported to have the best prediction for stroke while support vector machine (SVM) performed best for coronary artery disease.

There were 24 studies that compared machine learning algorithms with standard linear regression, logistic regression or survival analysis; among those 21 showed improved performance with machine learning. One study of risk prediction for in-hospital mortality in women with ST-elevation myocardial infarction using data from the National Inpatient Sample in the United States, found comparable performance using random forest and logistic regression. 46 In another study, neural network models for prediction of acute coronary syndromes using clinical data and NN showed similar performance to logistic regression in predicting acute coronary syndrome; however, only 13 variables were considered. 47 A third study on predicting adverse cardiovascular events by models integrating stress-related ventricular functional and angiographic data showed that while a logistic
model demonstrated better performance in this task and implementation, a Bayesian network model showed
good performance and also was highlighted as being better at defining causal relationships, and thus useful for
designing future models in which new variables can be incorporated in the prediction task.48

Model, validation and performance and study quality

Most studies evaluated the performance of machine learning algorithm(s) developed. Area under the receiver
operating characteristic curve (AUC) was the most common evaluation metric used (45) studies, followed by
sensitivity (43 studies), specificity (32 studies) and accuracy (32 studies). At least three of the four metrics were
used in 31 studies. Other evaluation metrics used included accuracy, positive predictive value, negative
predictive value and F1-score, which is the harmonic mean of the precision and recall, commonly used to
evaluate machine learning methods via their balance of these metrics. External evaluation was performed in 11
studies, wherein the authors tested the machine learning models developed in one hospital on another hospital
or population. For example, one study specifically tested the generalizability of a recurrent neural network model
for predicting heart failure risk in a large dataset from 10 hospitals; evaluating the performance of a model
trained on each hospital’s training (and validation) sets over the 10 hospitals’ test sets. They also evaluated the
model that trained on all hospitals’ training sets over the 10 hospitals’ test sets,41 and another used data from one
hospital to train neural network models for diagnosis of acute coronary syndrome and tested the model on data
from two other hospitals.47

Among those reported, most AUC were higher than 0.70 (Figure 5). As most studies were published in
biomedical and clinical journals, most studies explicitly interpreted the findings and their relevancy to clinical
applications. Almost half (40/96) of the studies compared more than one machine learning algorithm, of which
Random Forest was most commonly the best performing model. The mean score of included studies in the 4-item
quality assessment scale (based on evaluation of ML, data-driven selection of features, hyperparameter tuning
description, interpretation of the model) was 3.34. Half of the studies (49) had full scores and 30 studies missed
one of the four items. Commonly missed items were data-driven feature selection and details of hyperparameter
tuning (cross-validation or grid search strategies were utilized in 68 studies to tune hyperparameters; other
studies didn’t give details about hyper-parameter tuning process). Half of all the studies utilized a data-driven
selection method to identify features before fitting machine learning models, which is defined as extracting a
subset of useful variables among the original variables and transforming data from a high- to a low-dimensional
space.49 As deep learning models to extract features while training, those studies did not always include a feature
selection process.

Discussion

To our knowledge, this is the first systematic review to illustrate how machine learning is being used to
integrate SDoH in cardiovascular disease prediction models. This review distills which types of algorithms and
SDoH and related variables have been considered and resulting performance. We found that the flexibility of
machine learning models has proved useful in CVD prediction models, with them commonly performing better
than regression approaches. We find that models that consider SDoH and related variables also benefit from
flexible modeling approaches, with neural networks consistently outperforming regression across all CVD
outcomes.
Broadly, we found several limitations in the content covered by included papers. First, the studies were highly skewed to originate from USA, Europe and China, with lower-income locations not being well represented. Moreover, we found that the race and ethnicity distribution in some studies was also not very representative of underlying populations. This is particularly striking given the high and increasing CVD burden and changing socio-environmental circumstances in lower-income countries and regions and disparities in CVD burden. The variance of social determinants incorporated into models, and thus the performance and applicability of those models across contexts, will be decreased with less diversity in the study sample. SD variables themselves were also not very frequently included, with only marital status, education, income and race/ethnicity in the top ten. Environmental attributes that have been shown as important modifiable components of CVD risk such as green spaces and stress were very few, and even then were very broad (e.g. region of country). If such area-based variables are included, machine learning may also prove useful to unravel the strands of environmental influences but also integrate the effects of the various components of the environment into a comprehensive model. We also find that models did not take into account social processes associated with socioeconomic conditions across the life course. Socioeconomic position, psychosocial factors and behaviors during adolescence and youth are important likely to be important in the development of CVD and precursors (dyslipidemia, hypertension, and smoking). Finally, studies generally included gender interchangeably with sex, which precludes consideration of the socially-determined aspect of gender.

Despite these limitations, our results largely found social determinants and variables considered to improve model performance. In terms of algorithms, several types of machine learning algorithms were evaluated, with results showing that when compared within studies, the most flexible models such as neural networks and random forest models were best performing. Neural networks also most commonly outperformed regression models. This is understood to be the case because neural networks include hidden layers which can take into account more complex relations in the data, and therefore this may be another possible explanation for the improved performance. Moreover, recent studies uncovering network and spillover effects (social environment) and shared decision-making involved in physical activity, diet and smoking indicate that the pathways that inform these behaviors are intricate. However, this may illuminate an opportunity for machine learning, which based on flexibility, can help capture such complex interactions.

The constraints on included data are likely due to difficulties in capturing certain SD variables and linking them with individual records in databases used in many of the included studies. Studies have largely used social variables from available data sources; commonly those in the electronic health record. The use of flexible, machine learning models also bring concerns regarding interpretability and potential over-fitting to data, though this was not a common discussion topic across all papers. This is likely because most models selected variables based on prior clinical significance, thus prediction performance would be based on such factors which are known to be relevant to CVD even if the specific importance of each variable was not measured. Furthermore, most papers (66) papers used methods such as automatic relevance determination or feature selection to examine and/or rank the importance of variables in machine learning models. This was the case even as articles were published in a variety of venues (Figure 4D).

While this is the first review that gives findings related to the use of machine learning and social determinants for CVD prediction, there are individual studies that support components of the findings of this study. First, machine learning in general has shown promise with respect to cardiovascular disease prediction. Compared to the established American College of Cardiology/American Heart Association risk calculator to predict incidence and prognosis of ASCVD, previous work has shown that machine-learning algorithms (especially random forest, gradient boosting machines and neural networks) were better at identifying individuals who will
Evidence before this study

While there are no reviews that specifically address social determinants, machine learning, and cardiovascular disease (CVD), the latest research on cardiovascular disease indicates the imperative relevance of social determinants. Societal and environmental conditions are distributed unequally among groups and are driving a significant and increasing global burden of cardiovascular diseases, particularly to low and middle-income countries as well as lower-socioeconomic groups in high-income countries. At the same time, research shows...
that machine learning offers the potential for capturing flexible relationships compared to the linear relationships assumed in typical CVD risk scores, which is of particular relevance for the consideration of social variables. Select models have examined the performance of certain social variables in CVD prediction, including those that use machine learning, but given these rapidly advancing research areas, a systematic examination into which social determinants have been modelled and how different methods have performed, is needed.

**Added value of this study**

Through a rigorous and comprehensive systematic review, we assessed the state-of-the-art methods prediction of the two types of CVD with the highest recent mortality (ischemic heart disease and stroke), that use machine learning and incorporate social determinants and related variables in their causal pathway. We show that environmental and area-based determinants are lacking from most models. Machine learning, especially flexible models such as neural networks, show good performance in relation to regression models. We accounted for model and information gain differences across by examining within study performance of best algorithm compared to regression. We assessed the quality of their implementations via best-practices from the machine learning literature, finding that quality was generally rigorous. Finally, we show that the origin of studies is highly skewed to USA and middle/high-income countries in Europe and Asia, which indicates that knowledge regarding the diversity of social determinants and their impact is limited.

**Implications of all the available evidence**

With the significant burden of CVD and large burden in low- and middle-income countries, this work directly informs how we can augment prediction models, using state of the art machine learning methods, while also taking into account growing social, environmental risk factors that shape CVD risk. According to the findings of this review, strategies to capture social variables, especially environmental determinants are needed in the electronic health record databases from which machine learning methods are commonly developed. Finally, studies to-date represent a narrow set of locations; we need to support studies in low- and middle-income countries to identify and tailor our understanding to the specific social determinants in these populations.
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Figures and Tables

Figure 1: Socio-ecological framework of health; conceptual model used in the study, adapted from Healthy People 2020, the United States federal government’s national health agenda.

Figure 2: PRISMA flowchart of study review process and exclusion of papers.
Figure 3: Number of ML algorithms used in publications by year and type (NN: neural network, RF: random forest, EN: ensemble methods (e.g. Adaboost, gradient boosting, bagged decision tree), SVM: support vector machine, DT: decision tree, NB: naïve Bayes, BN: Bayesian network, Reg: regularization methods (ridge/llasso regression), Other: multilayer perceptron, maximum entropy, adversarial network, linear discriminant analysis, k-nearest neighbors, recursive partitioning, clustering, quadratic discriminant, radial basis function kernel)
Figure 5: Difference of Area under the ROC curve between ML and LR by ML algorithm type

Table 1: Summary of machine learning algorithms, best performing and sample sizes used in the studies

| Algorithm                | Number (%) of papers** | Num as best algorithm when multiple algorithms | Sample Size |  
|--------------------------|------------------------|-----------------------------------------------|-------------|
|                          |                        |                                               | <100  | 100-1000 | 1000-10,000 | >10,000 |
| **Neural Net**          | 35 (36.5%)             | 9                                             | 5    | 8       | 13       | 9       |
| **Random Forest**       | 32 (33.3%)             | 9                                             | 0    | 3       | 14       | 15      |
| **Decision Tree**       | 21 (21.9%)             | 2                                             | 2    | 6       | 8        | 5       |
| **Support Vector Machine** | 20 (20.8%)         | 7                                             | 1    | 3       | 11       | 5       |
| **Ensemble**            | 17 (17.7%)             | 5                                             | 0    | 2       | 7        | 8       |
| **Bayesian Network**    | 13 (13.5%)             | 1                                             | 1    | 4       | 2        | 6       |
| **Naïve Bayes**         | 12 (12.5%)             | 1                                             | 2    | 2       | 5        | 3       |
| **Regularization**      | 11 (11.5%)             | 0                                             | 0    | 2       | 6        | 3       |
| **Other**               | 28 (29.2%)             | 1                                             | 4    | 6       | 12       | 6       |

*regularization included Lasso, Ridge and Elastic net

**Note: each paper could include multiple versions or multiple algorithms
Appendix

Table S1: Summary of all included papers (attached at end).

Search terms and search strategies PubMed:

- (Social determinants of health[Mesh] OR demography[Mesh] OR demographic* OR race OR ethnicity OR social OR occupation OR health insurance OR housing OR religion OR socioeconomic factors OR social class OR access healthcare OR insurance OR healthcare disparities OR poverty OR social inequality)
- OR (financial difficulties OR poverty OR social disparity OR unemployement OR social condition OR social inequality)
- OR (vulnerable population OR social environment OR sociodemographic factors OR body mass index OR physical activity OR diet OR smoking OR alcohol consumption OR tobacco OR substance use)
- OR (substance abuse OR health* OR physical inactivity OR social support OR social environment)
- OR (rural OR urban OR neighborhood OR culture)
- AND (machine learning OR supervised machine learning OR decision trees OR neural networks OR Naive Bayes)
- OR (kNN OR support vector machine OR perceptron OR radial basis function OR Bayesian Network)
- OR (random forest OR classification tree OR elastic net OR multilayer perceptron)
- OR (lack OW ridge OR nearest neighbor OR deep learning OR boosting)
- OR (bagging OR ensemble)
- AND (atherosclerotic cardiovascular disease OR cardiovascular abnormalities OR heart disease OR heart attack OR myocardial ischemia OR arterial occlusive diseases OR cerebrovascular disorders OR peripheral vascular diseases)

Search terms and search strategies Embase:

- (exp "social determinants of health" OR exp "demography" OR demographic* OR race OR ethnicity OR social OR occupation OR health insurance OR housing OR religion OR socioeconomic factors OR social class OR access healthcare OR insurance OR healthcare disparities OR poverty OR social inequality)
- OR (financial difficulties OR poverty OR social disparity OR unemployement OR social condition OR social inequality)
- OR (vulnerable population OR social environment OR sociodemographic factors OR body mass OR physical activity OR diet OR smoking OR alcohol consumption OR tobacco OR substance use)
- OR (substance abuse OR health* OR physical inactivity OR social support OR social environment)
- OR (rural OR urban OR neighborhood OR culture)
- AND (machine learning OR supervised machine learning OR decision trees OR neural networks OR Naive Bayes)
- OR (kNN OR support vector machine OR perceptron OR radial basis function OR Bayesian Network)
- OR (random forest OR classification tree OR elastic net OR multilayer perceptron)
- OR (lack OW ridge OR nearest neighbor OR deep learning OR boosting)
- OR (bagging OR ensemble)
- AND (atherosclerotic cardiovascular disease OR cardiovascular abnormalities OR heart disease OR heart attack OR myocardial ischemia OR arterial occlusive diseases OR cerebrovascular disorders OR peripheral vascular diseases)

Web of Science:

- TS=(("Social determinants of health" OR demography OR demographic* OR race OR ethnicity OR gender identity OR gender OR social OR social support OR income OR education OR employment OR marital status)
- OR occupation OR health insurance OR marriage OR insurance OR housing OR religion OR socioeconomic factors OR social class OR access healthcare OR healthcare disparities OR financial difficulty OR poverty

Summary of all included papers (attached at end).
OR “social disparity” OR unemployment OR “social condition” OR “social inequality” OR “vulnerable population” OR “social environment” OR sociodemographic* OR “body mass index” OR “physical activity” OR diet OR smoking OR “alcohol consumption” OR tobacco OR “substance use” OR “physical inactivity” OR “substance abuse” OR environment OR birthplace OR pollution OR “residence characteristics” OR “geographic locations” OR “rural” OR “urban health”) AND (“machine learning” OR “supervised machine learning” OR “decision trees” OR “neural networks” OR “Naive Bayes” OR kNN OR “support vector machine” OR “perceptron” OR “radial basis function” OR “Bayesian Network” OR “random forest” OR “classification tree” OR “elastic net” OR “multilayer perceptron” OR “lasso” OR “ridge” OR “nearest neighbor” OR “deep learning” OR “boosting” OR “ensemble”) AND (“atherosclerotic cardiovascular disease” OR “cardiovascular abnormalities” OR heart disease* OR “heart arrest” OR “myocardial ischemia” OR “arterial occlusive diseases” OR “cerebrovascular disorders” OR “peripheral vascular diseases”)

IEEE:

(“Social determinants of health” OR demography OR demographic* OR race OR ethnicity OR “gender identity” OR gender OR social OR “social support” OR income OR education OR employment OR “marital status” OR occupation OR “health insurance” OR marriage OR insurance OR housing OR religion OR “socioeconomic factors” OR “social class” OR “access healthcare” OR “healthcare disparities” OR “financial difficult” OR poverty OR “social disparity” OR unemployment OR “social condition” OR “social inequality” OR “vulnerable population” OR “social environment” OR sociodemographic* OR “body mass index” OR “physical activity” OR diet OR smoking OR “alcohol consumption” OR tobacco OR “substance use” OR “physical inactivity” OR “substance abuse” OR environment OR birthplace OR pollution OR “residence characteristics” OR “geographic locations” OR “rural” OR “urban health”) AND (“machine learning” OR “supervised machine learning” OR “decision trees” OR “neural networks” OR “Naive Bayes” OR kNN OR “support vector machine” OR “perceptron” OR “radial basis function” OR “Bayesian Network” OR “random forest” OR “classification tree” OR “elastic net” OR “multilayer perceptron” OR “lasso” OR “ridge” OR “nearest neighbor” OR “deep learning” OR “boosting” OR “ensemble”) AND (“atherosclerotic cardiovascular disease” OR “cardiovascular abnormalities” OR heart disease* OR “heart arrest” OR “myocardial ischemia” OR “arterial occlusive diseases” OR “cerebrovascular disorders” OR “peripheral vascular diseases”)
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| Study                                      | Country                  | Study Design       | SDoH and Related Variables Included                                                                 | CVD Outcomes            | Algorithms               |
|-------------------------------------------|--------------------------|--------------------|-----------------------------------------------------------------------------------------------------|-------------------------|--------------------------|
| Alizadehsani, Roohallah, et al. (2018)    | Australia               | Unclear           | Age, BMI, obesity, sex, smoking                                                                     | Coronary artery disease | DT, SVM, NB              |
| Tamal, Maruf Ahmed, et al. (2019)         | Bangladesh              | Observational (survey) | Age, physical exercise, smoking                                                                    | Heart disease           | DT, SVM, NB, QDA, RF, LR |
| Al’Aref, Subhi J., et al. (2020)          | Canada, Germany, Italy, Korea, Switzerland, US | Prospective observational | Age, BMI, ethnicity, sex, smoking                                                                  | Coronary artery disease | Gradient boosting        |
| Chan, Ka Lung, et al. (2018)              | China                   | Cohort             | Age, sex, smoking                                                                                    | Stroke                  | NN, SVM, NB              |
| Chen, Jian, et al. (2019)                 | China                   | Observational (EHR) | Environmental pollutants                                                                            | Stroke                  | RF, DT, XGB, SVM, LR, KNN |
| Gan, Xiu-min, et al. (2011)               | China                   | Case control       | Age, alcohol intake, BMI, education, other body metrics, physical activities, diet, smoking          | Stroke                  | DT                       |
| Hsiao, Han CW, et al. (2016)              | China                   | Observational (EHR) | Age, gender, area level social determinants                                                          | All types of CVD        | DL                       |
| Hu, Danqing, et al. (2016)               | China                   | Observational (EHR) | Age, smoking                                                                                         | Other CVD               | RF, SVM, NB, lasso, other* |
| Huang, Zhengxing, et al. (2015)          | China                   | Observational (EHR) | Age, gender, smoking                                                                                  | Coronary artery disease | SVM, other               |
| Huang, Zhengxing, et al. (2019)          | China                   | Observational (EHR) | Age, gender, smoking                                                                                  | Other CVD               | NN, DL, other            |
| Shao, Zeguo, et al. (2019)                | China                   | Observational (survey) | Age, alcohol intake, BMI, diet, physical activities, smoking                                           | Stroke                  | RF, DT                   |
| Wan, Eric Yuk Fai, et al. (2017)          | China                   | Retrospective cohort | Age, BMI, gender, smoking                                                                             | All types of CVD        | DT                       |
| Xu, Yuan, et al. (2019)                   | China                   | Retrospective cohort | Age, alcohol intake, gender, smoking                                                                 | Rehospitalization       | Gradient boosting        |
| Karaolis, Minas A., et al. (2010)         | Cyprus                  | Observational (EHR) | Age, gender, smoking                                                                                  | Myocardial infarction   | DT                       |
| Study | Country | Study Design | Variables Included | Disease | Modeling Techniques |
|-------|---------|--------------|--------------------|---------|---------------------|
| Anselmino, Matteo, et al. (2009) | Europe | Cross-sectional | Age, BMI, gender, smoking, other body metrics | Stroke, myocardial infarction | NN |
| Deguen, Séverine, et al. (2010) | France | Cross-sectional | Age, education, gender, income, occupation, residence, area-level social determinants | Coronary artery disease | Other |
| Baars, Theodor, et al. (2020) | Germany | Cohort | Age, BMI, gender, smoking | Mortality | Other ensemble** |
| Exarchos, Konstantinos P., et al. (2015) | Greece | Observational (EHR) | Age, gender, smoking | Other | NB |
| Tsipouras, Markos G., et al. (2008) | Greece | Observational (EHR) | Age, BMI, gender, smoking, other body metrics | Coronary artery disease | NN, DT |
| Jabbar, M. A, et al. (2014) | India | Observational (EHR) | Age, gender, residence | All types of CVD | DT, PCA |
| Naushad, Shaik Mohammad, et al. (2018) | India | Case control | Age, alcohol intake, BMI, diet gender, smoking | Coronary artery disease | Other ensemble, other |
| Amin, Syed Umar, et al. (2013) | India | Observational (survey) | Age, alcohol intake, diet, gender, physical activities, smoking | All types of CVD | NN, other |
| Afarideh, Mohsen, et al. (2016) | Iran | Open cohort | Age, BMI, gender, smoking, other body metrics | All types of CVD | NN |
| Amini, Leila, et al. (2013) | Iran | Observational (survey) | Age, alcohol intake, BMI, gender, physical activities, smoking | Stroke | DT, other |
| Ayatollahi, Haleh, et al. (2019) | Iran | Observational (EHR) | Age, gender, marital status, occupation, residence, smoking | Coronary artery disease | NN, SVM |
| Parizadeh, Donna, et al. (2017) | Iran | Cohort | Age, gender, smoking, other body metrics | Stroke | DT |
| Shakerkhatibi, M., et al. (2015) | Iran | Case–crossover design | Age, gender, area-level social determinants | Hospital admission | NN |
| Berchialla, Paola, et al. (2012) | Italy | Cohort | Age, smoking | Myocardial infarction, mortality | RF, NN, SVM, BN |
| Author            | Country     | Study Type       | Variables                          | Outcome                          | Model(s)                  |
|-------------------|-------------|------------------|------------------------------------|----------------------------------|---------------------------|
| Bigi, Riccardo et al. (2005) | Italy       | Cohort           | Age, gender, smoking               | Myocardial infarction, mortality | NN, other                |
| Foltran, Francesca et al. (2011) | Italy       | Observational (EHR) | Age, BMI, gender, smoking, other body metrics | Coronary artery disease | BN                        |
| Pasanisi, Stefania et al. (2018) | Italy       | Cohort           | Age, gender, smoking               | All types of CVD                 | NN                        |
| Cho, In Jeong et al. (2020) | Korea       | Cohort           | BMI, physical activities, smoking  | All types of CVD                 | DL                        |
| Hae, Hyeonyong, et al. (2018) | Korea       | Retrospective Cohort | Age, BMI, gender, smoking         | Coronary artery disease          | RF, DT, GB, SVM, NB, Ridge, other |
| Kwon, Joonmyoung, et al. (2019) | Korea       | Retrospective Cohort | Age, BMI, gender, smoking         | Mortality                        | RF, DL                    |
| Juarez-Orozco, Luis Eduardo, et al. (2020) | Netherlands | Observational (EHR) | Gender, BMI, smoking               | Coronary artery disease, other ensemble |
| Tay, Darwin, et al. (2015) | Singapore   | Cohort           | Age, diet, gender, physical activities, built environment | All types of CVD                 | NN, SVM                   |
| Fuster-Parra, Pilar, et al. (2016) | Spain       | Observational (survey) | BMI, gender, physical activities, smoking, other body metrics | All types of CVD                 | DT, BN, NB, other         |
| Green, Michael, et al. (2006) | Sweden      | Observational (EHR) | Age, gender, smoking               | Acute coronary syndrome          | NN                        |
| Marshall, Adele H., et al. (2010) | UK          | Cohort           | BMI, Smoking                       | Coronary artery disease, mortality | BN                        |
| Alaa, Ahmed M., et al. (2019) | UK          | Cohort           | BMI, diet, physical activities, residence, smoking | All types of CVD                 | RF, NN, ensemble, GB, Adaboost |
| Harrison, Robert F., et al. (2005) | UK          | Observational (EHR) | Gender, smoking                    | Acute coronary syndrome          | NN                        |
| He, Xi, et al. (2020) | UK          | Observational (survey) | Gender, smoking                   | Coronary artery disease          | PCA, other                |
| Ayala Solares, Jose Roberto, et al. (2019) | UK          | Observational (EHR) | Gender, income, smoking, area-level social determinants | All types of CVD                 | BN                        |
| Yang, Hui, et al. (2015) | UK          | Observational (EHR) | BMI, smoking                       | Coronary artery disease          | NB, other                 |
| Authors                          | Country | Study Type      | Variables                                    | Outcome                                      | Method(s)       |
|---------------------------------|---------|-----------------|----------------------------------------------|----------------------------------------------|-----------------|
| Ahmad, Tariq, et al. (2018)     | USA     | Registry        | Age, alcohol intake, BMI, education, gender, income, marital status | Heart failure                               | RF, other       |
| Akay, Metin., et al. (1992)     | USA     | Cross-sectional | Age, BMI, gender, smoking                     | Coronary artery disease                      | NN, other       |
| Ambale-Venkatesh, Bharath, et al. (2017) | USA     | Cohort          | Age, alcohol intake, BMI, education, gender, income, race, smoking, other body metrics | Stroke, all types of CVD, heart failure, coronary artery disease, mortality | RF, lasso       |
| Basu, Sanjay, et al. (2017)     | USA     | Cohort          | Age, gender, race, smoking                    | Stroke, heart failure, myocardial infarction, mortality | Lasso           |
| Dinh, An, et al. (2019)         | USA     | Cross-sectional | Age, alcohol intake, BMI, gender, income, physical activities, race | All types of CVD                             | RF, GB, ensemble, SVM |
| Dogan, Meeshanthini V., et al. (2018) | USA     | Cohort          | Age, alcohol intake, BMI, gender, income, physical activities, smoking | Stroke                                      | RF, ensemble    |
| Edwards, Dorothy F., et al. (1999) | USA     | Observational (EHR) | Age, gender, race                            | Mortality                                   | NN              |
| Golas, Sara Bersche, et al. (2018) | USA     | Observational (EHR) | Education, gender, marital status, occupation, race | Rehospitalization                           | Deep unified networks, GB |
| Gonzales, Tina K., et al. (2017) | USA     | Cohort          | Alcohol intake, BMI, gender, income, physical activities, smoking | Myocardial infarction                        | RF, other       |
| Hsich, Eileen M., et al. (2019) | USA     | Observational (survey) | Age, BMI, medical insurance, race, smoking | Mortality                                   | RF              |
| Hu, Danqing, et al. (2016)      | USA     | Clinical trial  | Age, BMI, gender, income, race, residence,   | Carotid atherosclerosis                      | RF, NB, other   |
| Imran, Tasnim F., et al. (2018) | USA     | Observational (EHR) | Age, BMI, gender, race, smoking              | Stroke                                      | Lasso           |
| Kerut, Edmund Kenneth, et al. (2019) | USA     | Observational (survey) | Gender, race, smoking                        | Abdominal aortic aneurysm                    | NN              |
| Kogan, Emily, et al. (2020)     | USA     | Observational (EHR) | Gender, residence, area-level social determinants | Stroke                                      | RF, NN, GB      |
| Author(s)                                      | Country | Study Design | Focus Areas                                                                 | Outcome(s)          | Modeling Techniques |
|-----------------------------------------------|---------|--------------|------------------------------------------------------------------------------|---------------------|---------------------|
| Leach, Heather J., et al. (2016)              | USA     | Cohort       | BMI, diet, income, physical activities, smoking, built environment           | All types of CVD    | DT                  |
| Akay, Metin, et al. (1994)                    | USA     | Observational (EHR) | Gender, smoking                                                               | Coronary artery disease | NN                  |
| Mansoor, Hend, et al. (2017)                  | USA     | Cohort       | Alcohol intake, income, medical insurance, race, smoking, substance abuse, area-level social determinants | Mortality           | RF                  |
| McGeachie, Michael, et al. (2009)             | USA     | Cohort       | Age, BMI, education, gender, smoking                                        | Coronary artery disease | BN                  |
| Mobley, Bert A, et al. (1995)                 | USA     | Observational (EHR) | Gender, medical insurance, race                                              | Length of stay in hospital | NN                  |
| Motwani, Manish, et al. (2017)                | USA     | Cohort       | Age, BMI, race, smoking                                                      | Mortality           | Other ensemble      |
| Ni, Yizhao, et al. (2018)                     | USA     | Cohort       | Alcohol intake, gender, marital status, occupation, race, smoking, substance abuse | Stroke              | RF, NN, SVM         |
| Ottenbacher, Kenneth J., et al. (2001)        | USA     | Retrospective Cohort | Age, gender, marital status, medical insurance, occupation, race, smoking, residence | Rehospitalization   | NN                  |
| Rasmy, Laila, et al. (2018)                   | USA     | Observational (EHR) | Age, gender, race                                                            | Heart failure       | DL, ridge, lasso    |
| Baldassarre, Damiano, et al. (2004)           | Italy   | Cross-sectional | Age, BMI, gender, smoking                                                    | All types of CVD    | NN, other           |
| Bandyopadhyay, Sunayan, et al. (2015)         | USA     | Observational (EHR) | Age, BMI, gender, smoking                                                    | All types of CVD    | BN                  |
| Beunza, Juan-Jose, et al. (2019)              | Spain   | Cohort       | Age, BMI, education, gender, smoking                                         | Coronary artery disease | RF, NN, DT, AdaBoost, SVM |
| Biesbroek, Sander, et al. (2015)              | Netherlands | Cohort | Age, alcohol intake, diet, education, gender, physical activities, smoking | Stroke, Coronary artery disease | RF, DT, PCA, other |
| Brisimi, Theodora S., et al. (2018)           | USA     | Observational (EHR) | Age, gender, race, smoking, area-level social determinants                  | Hospitalization     | RF, SVM             |
| Authors                  | Location          | Study Design                  | Data Source       | Variables                                      | Outcome                | Models                      |
|-------------------------|-------------------|-------------------------------|-------------------|------------------------------------------------|------------------------|-----------------------------|
| Çelik, Güner, et al.    | Turkey            | Observational                 | EHR               | Age, gender, smoking                            | Stroke                 | NN, other                   |
| Cheon, Songhee, et al.  | Korea             | Observational                 | (survey)          | Age, gender, medical insurance, area-level social determinants | Stroke                 | RF, Adaboost, SVM, DL, PCA, NB, other |
| Corsetti, James P., et al. | USA               | Observational                 | (EHR)             | BMI, race                                       | All types of CVD       | BN                          |
| Cox Jr, Louis Anthony Tony. (2017) | USA               | Observational                 | (survey)          | Age, education, gender, income, marital status, smoking, area-level social determinants | Stroke                 | RF, DT, BN                  |
| Cox Jr, Louis Anthony Tony. (2018) | USA               | Observational                 | (survey)          | Age, education, income, gender, marital status, smoking, area-level social determinants | All CVD                | BN                          |
| Daghistani, Tahani A., et al. (2019) | Saudi Arabia    | Observational                 | (EHR)             | Age, gender, medical insurance, smoking         | Length of stay         | RF, NN, SVM, BN             |
| Dai, Wuyang, et al.     | USA               | Observational                 | (EHR)             | Age, gender, race, smoking, area-level social determinants | Hospitalization        | AdaBoost, SVM, NB, other    |
| Dogan, Meeshanthini V., et al. 2018 | USA               | Cohort                         |                   | Age, gender, smoking                            | Coronary artery disease | RF                          |
| Li, Yan, et al.         | USA               | Observational                 | (survey)          | Age, alcohol intake, education, gender, income, medical insurance, physical activities, race, smoking, area-level social determinants | Stroke, coronary artery disease | RF                          |
| Li, Xuemeng, et al.     | China             | Observational                 | (survey)          | Age, alcohol intake, BMI, gender, physical activities, smoking | Stroke                 | RF, NN, DT, other ensemble, BN, NB |
| Karaolis, M., et al.    | Cyprus            | Observational                 | (EHR)             | Age, gender, smoking                            | Coronary artery disease | DT                          |
| Raihan, M., et al.      | Bangladesh        | Observational                 | (EHR)             | Age, gender, physical activities, smoking, substance abuse, | Coronary artery disease | NN                          |
| Martinez-Garcia, M., et al. (2018) | Mexico            | Retrospective Cohort           |                   | Age, alcohol intake, BMI, education, gender, income, marital status, medical insurance, smoking | Myocardial infarction, rehospitalization | SVM                         |
| Miller, C. S., et al.   | USA               | Cross-sectional case-controlled |                   | Age, BMI, gender, race, smoking                | Myocardial infarction  | DT                          |
| Authors                        | Country | Study Design | Predictors                                    | Outcomes                      | Models Used          |
|-------------------------------|---------|--------------|-----------------------------------------------|-------------------------------|----------------------|
| Eswaran, Chikkannan, et al.   | Malaysia| Cross-sectional | Age, BMI, gender, smoking                     | Myocardial infarction         | NN, BN, other        |
| Ross, Elsie Gyang, et al.     | USA     | Prospective observational | Age, alcohol intake, BMI, education, income, marital status, occupation, physical activities, race, residence, smoking | Mortality, other             | RF, ridge            |
| Saito, Hiroshi, et al.        | Japan   | Observational (survey) | Age, gender, occupation, residence, smoking   | Rehospitalization            | Lasso                |
| Van Loo, Hanna M., et al.     | Netherlands | Observational study | Age, BMI, gender, smoking                     | Mortality                     | Lasso                |
| Vedomske, Michael A. et al.   | USA     | Observational (EHR) | Age, gender, medical insurance, race          | Rehospitalization             | RF                   |
| Ayyagari, Rajeev, et al.      | USA     | Retrospective Cohort | Age, gender, race, smoking                    | Stroke                        | Lasso                |
| Vistisen, Dorte, et al.       | Denmark | Cohort        | Age, alcohol intake, BMI, gender, physical activities, smoking | Stroke                        | RF, DT               |
| Wu, Yafei, et al.             | China   | Prospective observational | Age, alcohol intake, gender, smoking         | Stroke                        | RF, SVM, lasso       |
| Yu, Shipeng, et al.           | USA     | Retrospective Cohort | Age, gender, marital status, race             | Rehospitalization             | SVM, lasso           |
| Zhuang, Xiaodong, et al.      | China   | Observational (survey) | Age, BMI, gender, income, race, smoking, area-level social determinants | All types of CVD              | RF                   |

Abbreviations used: NN: neural network, RF: random forest, SVM: support vector machine, DT: decision tree, NB: naïve Bayes, BN: Bayesian network, Lasso: lasso regression, Ridge: ridge regression, QDA: quadratic discriminant analysis

**“Other” algorithms used include: multilayer perceptron, maximum entropy, adversarial network, k-nearest neighbors, recursive partitioning, clustering, quadratic discriminant, RBF.**

**“Other ensemble: methods other than: Adaboost, Gradient boosting.**