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Abstract

We show that Hoffman’s sum of eigenvalues bound for the chromatic number is at least as good as the Lovász theta number, but no better than the ceiling of the fractional chromatic number. In order to do so, we display an interesting connection between this sum of eigenvalues bound and a generalization of the Lovász theta number introduced by Manber and Narasimhan in 1988.
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1 Introduction

Let $G$ be a simple graph on $n$ vertices, with adjacency matrix $A$, and let $\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_n$ denote its eigenvalues. We denote the chromatic number of $G$ by $\chi(G)$. Hoffman [12] showed in 1970 that if $n \geq m \geq \chi(G) \geq 2$, then

$$\lambda_1 + \lambda_n + \lambda_{n-1} + \cdots + \lambda_{n-m+2} \leq 0.$$  

This provides a lower bound for $\chi(G)$, as this sum tries to be positive for small values of $m$. Recently in [24] it was shown that the same bound holds for the quantum chromatic number $\chi_q(G)$ replacing the role of $\chi(G)$. This bound is also trivially weaker than its more famous cousin $\chi(G) \geq 1 - (\lambda_1/\lambda_n)$, which has been more extensively exploited in connection to other graph parameters — see for instance Bilu [3].

Our main result in this paper is that the bound also holds for the ceiling of $\chi_f(G)$, the well-known fractional chromatic number, even when the non-zero
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entries of the adjacency matrix \( A \) are allowed to be different than 1. This result along with our other original results are in Section 3.

The proof of Hoffman’s original result uses the well-known Cauchy’s Interlacing Theorem, whose countless applications to spectral graph theory have been found since the seminal work of Haemers [11]. The proof requires that entries of \( A \) corresponding to non-edges be equal to 0, but makes no requirement on the entries corresponding to edges. Diagonal entries can typically be tweaked inside the proof. So, versions of this theorem exist for other matrices that encode adjacency, for instance, Coutinho, Grandsire and Passos [7] exploited consequences of this theorem applied to the normalized Laplacian matrix.

This freedom in choosing entries corresponding to edges leads naturally to an optimization opportunity, and more often than not, at this point, semidefinite optimization comes into play. Lovász [15] introduced in 1979 a graph parameter which is now known as the Lovász theta number of \( G \), which can be defined as the optimum value of the semidefinite program (SDP)

\[
\vartheta(G) = \max \{ \langle J, X \rangle : \text{tr} \ X = 1, \ X_{ij} = 0 \ \forall i,j \in E(G), \ X \succeq 0 \},
\]

and showed the remarkable relation \( \alpha(G) \leq \vartheta(G) \leq \chi(G) \), where \( \alpha(G) \) stands for the stability number of \( G \), that is, the size of the largest coclique in \( G \). Here we are denoting the all-ones matrix by \( J \), and \( \text{tr} \) is the trace. The theory behind this parameter has been further developed and explored, notably with the introduction of the theta function and the theta body by Grötschel, Lovász and Schrijver in [10]; and extensively surveyed—famously by Knuth in [13].

One interesting generalization of \( \vartheta(G) \) was proposed by Narasimhan and Manber [19, 18], and further studied in [20, 14, 21]. Let \( \alpha_k(G) \) denote the number of vertices of a largest \( k \)-colourable induced subgraph of \( G \). Let \( \lambda_i(M) \) denote the \( i \)th largest eigenvalue of a (symmetric) matrix \( M \). They defined the parameter

\[
\vartheta_k(G) = \min \left\{ \sum_{i=1}^{k} \lambda_i(J + X) : X_{ij} = 0 \ \forall i,j \notin E(G), \ X^T = X \right\},
\]

and showed that \( \alpha_k(G) \leq \vartheta_k(G) \) (we have decided to denote by \( \vartheta_k(G) \) what, in their original paper, would have been \( \vartheta_k(G) \) for the sake of keeping consistency with the standard use of \( \vartheta(G) \)). The connection between Hoffman’s result and this parameter was perhaps foreseen by Mohar and Poljak [17, Corollary 4.16], who pointed out that if \( k \geq \chi(G) \), then \( n \leq \alpha_k(G) \), and thus \( n \leq \vartheta_k(G) \). In Section 3 we will show explicitly how the optimization of Hoffman’s result is related to \( \vartheta_k \), and we will also show that this is always at least as good as \( \lceil \vartheta(G) \rceil \) but no better than \( \lceil \chi_f(G) \rceil \) as a lower bound for \( \chi(G) \).
2 The $\vartheta_k$ function

Let $G = (V, E)$ be a simple graph with vertex set $V$ and edge set $E$, and let $w \in \mathbb{R}^V_+$, that is, a non-negative vector indexed by $V$. We denote by $\sqrt{w}$ the vector obtained by taking the square root at each entry of $w$. The set of real symmetric matrices with rows and columns indexed by $V$ is denoted by $S^V$, and if $M, N \in S^V$, we write $M \succeq N$ to mean that $M - N$ is positive semidefinite. Define, for $0 \leq k \leq |V|$,

$$\vartheta_k(G; w) = \min \left\{ \sum_{i=1}^k \lambda_i (\sqrt{w}\sqrt{w}^T + Z) : Z \in S^V, Z_{ij} = 0 \forall ij / \in E(G) \right\}.$$  \hspace{1cm} (1)

Following a well-known result due to Ky Fan [9], the optimization problem above can be written as the semidefinite program

$$\vartheta_k(G; w) = \min \ k\eta + \text{tr} \ Y$$
subject to $\eta \in \mathbb{R}, Y, Z \in S^V,$
$$Z_{ij} = 0 \forall ij / \in E(G),$$
$$Y - (\sqrt{w}\sqrt{w}^T + Z) + \eta I \succeq 0,$$
$$Y \succeq 0,$$

and, from SDP strong duality,

$$\vartheta_k(G; w) = \max \ \langle \sqrt{w}\sqrt{w}^T, X \rangle$$
subject to $X \in S^V,$
$$\text{tr} X = k,$$
$$X_{ij} = 0 \forall ij \in E(G),$$
$$0 \preceq X \preceq I,$$

as both optimization problems have Slater points, except for (3) when $k = 0$ or $k = |V|$. These formulations have been introduced by Alizadeh in [1]. Note that (2) and (4) define $\vartheta_k(G; w)$ for any real number $k$ such that $0 \leq k \leq |V|$. Fix $w \in \mathbb{R}^V_+$. If $Z$ is an optimal solution for (1), assume we have the spectral decomposition

$$\sqrt{w}\sqrt{w}^T + Z = \sum_{i=1}^n \lambda_i v_i v_i^T.$$  \hspace{1cm} (4)
With $\eta = \lambda_k$, note that the following choice for $Y$ provides an optimal solution of (2):

$$Y = \sum_{i=1}^{k} (\lambda_i - \lambda_k) v_i v_i^T. \quad (5)$$

If $X$ is optimum for (3), then complementary slackness implies that $\langle X, Y \rangle = \langle I, Y \rangle$, hence $\langle I - X, Y \rangle = 0$. As $I - X \succeq 0$, a well-known result due to Schur implies that $Y = XY = YX$, leading to the partial correspondence between eigenvectors of optimal solutions of (2) and (3).

The recent papers [14, 21] have explored further properties of the parameter $\vartheta_k$ which should generalize in many cases to the weighted function $\vartheta_k(G; w)$. For instance, note that $\vartheta_k(G; w) \leq w^T 1$ because $\eta = 0$, $Z = 0$ and $Y = \sqrt{w} \sqrt{w}^T$ are feasible for (2). We will also make use of the following lemma; see [21, Proposition 2].

**Lemma 1.** Let $G$ be a graph with $n$ vertices. Let $0 \leq k \leq \ell \leq n$, not necessarily integers, and let $w \in \mathbb{R}^V(G)^+$. Then

$$\vartheta_k(G; w) \leq \vartheta_\ell(G; w).$$

**Proof.** We may assume that $k < \ell$. With $X$ feasible for the formulation (3) of $\vartheta_k(G; w)$, let

$$Z = \left(1 - \frac{\ell - k}{n - k}\right) X + \frac{\ell - k}{n - k} I.$$

It is easy to see that $Z$ is feasible for the formulation (3) of $\vartheta_\ell(G; w)$ with objective value

$$\langle \sqrt{w} \sqrt{w}^T, Z \rangle = \left(1 - \frac{\ell - k}{n - k}\right) \langle \sqrt{w} \sqrt{w}^T, X \rangle + \frac{\ell - k}{n - k} w^T 1 \geq \langle \sqrt{w} \sqrt{w}^T, X \rangle$$

since $w^T 1 \geq \vartheta_k(G; w) \geq \langle \sqrt{w} \sqrt{w}^T, X \rangle$. \hfill \Box

## 3 Bound for the fractional chromatic number

Let now $h(G)$ be the smallest integer $m \geq 1$ such that, for all $Z \in S^V$ such that $Z_{ij} = 0 \forall ij \notin E(G)$, we have

$$\lambda_1(Z) + \lambda_n(Z) + \cdots + \lambda_{n-m+2}(Z) \leq 0.$$
Note that if \( Z \) is fixed to be the adjacency matrix, this integer \( m \) has been called \( 1 + \kappa \) in [24]. We have decided to introduce the notation \( h(G) \) to make it explicit that we are dealing with a different, optimized version.

As a consequence of the proof of Hoffman’s theorem (see for instance [6, Proposition 3.6.3] for a proof), it follows that

\[
h(G) \leq \chi(G).
\]

It is then natural to ask whether this parameter is at least as good as \( \vartheta(G) \) to lower bound \( \chi(G) \). The answer is affirmative.

**Theorem 2.** Let \( h(G) \) be as defined above. Then

\[
\lfloor \vartheta(G) \rfloor \leq h(G) \leq \chi(G).
\]

**Proof.** We may assume that \( G \) has at least one edge. In one of the several equivalent characterizations of \( \vartheta(G) \) in [15], Lovász showed that

\[
\vartheta(G) = \max \left\{ 1 - \frac{\lambda_1(Z)}{\lambda_n(Z)} : Z \in S^V \setminus \{0\}, \ Z_{ij} = 0 \ \forall \ ij \notin E(G) \right\}.
\]

Let \( Z^* \in S^V \) be an optimal solution. Then \( \lambda_n(Z^*)(\vartheta(G) - 1) + \lambda_1(Z^*) = 0 \).

Thus

\[
\lambda_n(Z^*)([\vartheta(G)] - 2) + \lambda_1(Z^*) > 0.
\]

Hence

\[
\lambda_n(Z^*) + \lambda_{n-1}(Z^*) + \cdots + \lambda_{n-([\vartheta(G)]-1)+2}(Z^*) + \lambda_1(Z^*) \geq 0,
\]

therefore

\[
h(G) \geq \lfloor \vartheta(G) \rfloor. \tag{6}
\]

Note that the proof shows that, if \( G = (V, E) \) has at least one edge and \( m = \lfloor \vartheta(G) \rfloor - 1 \), there is \( Z \in S^V \) such that \( Z_{ij} = 0 \) for each \( ij \notin E \) and

\[
\lambda_1(Z) + \lambda_n(Z) + \cdots + \lambda_{n-m+2}(Z) > 0. \tag{6}
\]

The parameter \( h(G) \) appears to be interesting, but it is not even clear how, or even if, it can be computed. We will show below how \( h(G) \) is related to the function \( \vartheta_k(G; w) \).

**Theorem 3.** Let \( G \) be a graph, and \( h(G) \) be defined as above. In both min and max below, \( k \) is an integer between 1 and \( n \). Then

\[
\min \{ k : \exists \ w \geq 0, w \neq 0, \vartheta_k(G; w) \geq w^1 \} \leq h(G) \tag{7}
\]

and

\[
h(G) \leq \min \{ k : \forall \ w \geq 0, \vartheta_k(G; w) \geq w^1 \}. \tag{8}
\]
Proof. We show (7). Let $m$ be the min in the statement minus one. We may assume $m \geq 1$, otherwise $m = 0$ and the inequality follows immediately. Consider the optimization problem

$$\max \langle \sqrt{w} \sqrt{w^T}, X \rangle \quad (9)$$

subject to $X \in S^{V}$, $\operatorname{tr} X = m$, $X_{ij} = 0 \forall ij \in E(G)$, $0 \preceq X \preceq I$, $w \geq 0$, $w^T 1 = 1$.

The feasible region is compact and the objective function is continuous, so an optimum solution $(X, w)$ exists. By conjugating $X$ by a suitable diagonal matrix of entries $\pm 1$, we can assume there is an eigenvector $v$ corresponding to $\lambda_1(X)$ with $v \geq 0$. Hence, $\sqrt{w}$ is an eigenvector for $X$ with eigenvalue strictly smaller than 1 by the choice of $m$. Thus,

$$\vartheta_m(G; w) = \lambda_1(X) < 1. \quad (10)$$

Let $Z$, $Y$ and $\eta$ optima for the formulation of $\vartheta_m(G; w)$ given in (2). We may assume that $Y$ is given by (5). If $\mu_1 \geq \cdots \geq \mu_n$ are the eigenvalues of $(Z + \sqrt{w} \sqrt{w^T})$, recall from (11) and (3) that $\eta = \mu_m$, and from (1) that

$$\mu_1 + \cdots + \mu_m = \vartheta_m(G; w) < 1. \quad (11)$$

Complementary slackness implies that

$$Y = YX,$$

which combined with (10) yields $Y \sqrt{w} = 0$. Also from complementary slackness, we have that

$$(\eta I + Y - (Z + \sqrt{w} \sqrt{w^T}))X = 0,$$

and right-multiplying by $\sqrt{w}$, we get

$$Z \sqrt{w} = (\mu_m - w^T 1) \sqrt{w}.$$

Thus the largest eigenvalue of $-Z$ is at least $w^T 1 - \mu_m$, and $Z$ and $Z + \sqrt{w} \sqrt{w^T}$ have a common basis of eigenvectors. Hence

$$\lambda_1(-Z) + \sum_{i=1}^{m-1} \lambda_{n+1-i}(-Z) \geq 1 - \mu_m - \sum_{i=1}^{m-1} \mu_i > 0,$$
where the last inequality follows from (11).

Assume now $m = h(G) - 1 \geq 1$, and let $Z$ be a symmetric matrix with $Z_{ij} = 0$ for all $ij \notin E(G)$ such that

$$
\lambda_1(Z) + \sum_{i=1}^{m-1} \lambda_{n+1-i}(Z) > 0. \tag{12}
$$

Upon conjugating $Z$ by a suitable diagonal matrix of entries $\pm 1$, we can assume there is an eigenvector $v$ corresponding to $\lambda_1(Z)$ with $v \geq 0$ (note that $Z$ conjugated by the diagonal matrix still satisfies the hypotheses and inequality above). Let $w \geq 0$ with $\sqrt{w}$ a scalar multiple of $v$ scaled so that $w^T 1 - \lambda_1(Z) \geq -\lambda_n(Z)$. Thus,

$$
\vartheta_m(G; w) \leq \sum_{i=1}^{m} \lambda_i(\sqrt{w} \sqrt{w}^T - Z) = w^T 1 - \lambda_1(Z) - \sum_{i=1}^{m-1} \lambda_{n+1-i}(Z) < w^T 1.
$$

Hence, by Lemma 1, the inequality (8) follows.

Note that the proof of (8) shows that, if there is $Z \in \mathbb{S}^V$ such that $Z_{ij} = 0$ for each $ij \notin E$ and (12) holds, then there is $w \geq 0$ such that $\vartheta_m(G; w) < w^T 1$.

We now apply our technology to show that $h(G)$ is no better than $\lceil \chi_f(G) \rceil$ to lower bound $\chi(G)$.

\textbf{Theorem 4.} For a graph $G$ and $k = \chi_f(G)$, one has $\vartheta_k(G; w) \geq w^T 1$ for each $w \geq 0$.

\textit{Proof.} Let $w \in \mathbb{R}_+^V$. Assume $N$ is the vertex-coclique incidence matrix of $G$, and let $y$ be a nonnegative vector such that $Ny = 1$ and

$$
\chi_f(G) = 1^T y.
$$

Assume the matrix $N_w$ is obtained from $\text{Diag}(\sqrt{w})N$ upon normalizing each column. We then define $M = N_w \text{Diag}(y) N_w^T$. If $S$ is the set of all cocliques, $x_S$ stands for the characteristic vector of a coclique $S$, and $w(S) = w^T x_S$ is the weight of a coclique $S$, then

$$
M = \sum_{S \in \mathcal{S} \atop w(S) \neq 0} y(S) \frac{\text{Diag}(x_S) \sqrt{w} \sqrt{w}^T \text{Diag}(x_S)}{w(S)}.
$$

We now proceed to verify the following claims:
• $\text{tr} \, \mathbf{M} = \chi_f(G)$.

This follows from $\text{tr} \, \mathbf{M} = \sum_{S \in \mathcal{S}} y(S) = \mathbf{1}^T \mathbf{y} = \chi_f(G)$.

• $\mathbf{0} \preceq \mathbf{M} \preceq \mathbf{I}$.

The matrix $\mathbf{M}$ is positive semidefinite and non-negative, with positive diagonal entries so as long the corresponding entry in $\mathbf{w}$ is non-zero. Thus any eigenvector which is strictly positive in the support of $\mathbf{w}$ must correspond to a largest eigenvalue, as consequence of the Perron-Frobenius theory. The claim now follows from

$$
\mathbf{M} \sqrt{\mathbf{w}} = \sum_{S \in \mathcal{S}} y(S) \cdot \text{Diag}(\mathbf{x}_S) \sqrt{\mathbf{w}} = \sqrt{\mathbf{w}},
$$

as $\mathbf{N} \mathbf{y} = \mathbf{1}$.

• $\langle \sqrt{\mathbf{w}} \sqrt{\mathbf{w}}^T, \mathbf{M} \rangle = \mathbf{w}^T \mathbf{1}$.

Immediate from the claim above.

The three claims and the immediate observation that no off-diagonal entry of $\mathbf{M}$ corresponding to an edge is non-zero, imply that $\mathbf{M}$ is feasible for (3) with objective value $\geq \mathbf{w}^T \mathbf{1}$.

\textbf{Theorem 5.} For a graph $G$, one has

$$ \min \{ k : \forall \mathbf{w} \geq \mathbf{0}, \vartheta_k(G; \mathbf{w}) \} \leq \lceil \chi_f(G) \rceil. $$

In particular,

$$ h(G) \leq \lceil \chi_f(G) \rceil. $$

\textit{Proof.} For $m = \chi_f(G)$, one has $\vartheta_m(G; \mathbf{w}) \geq \mathbf{w}^T \mathbf{1}$ for every $\mathbf{w} \geq \mathbf{0}$ by Theorem 4. For $k = \lceil \chi_f(G) \rceil$, by Lemma 1 one has $\vartheta_k(G; \mathbf{w}) \geq \mathbf{w}^T \mathbf{1}$ for every $\mathbf{w} \geq \mathbf{0}$. This proves the first inequality in the statement. The second inequality follows from the first, together with the second inequality from Theorem 3.

As a consequence of the preceding results and proofs, we obtain the following corollary.

\textbf{Corollary 6.} For every graph $G$ and for any $\mathbf{x} \geq \mathbf{0}$, the smallest integer $k \geq 1$ so that $\vartheta_k(G; \mathbf{x}) \geq \mathbf{x}^T \mathbf{1}$ is such that

$$ k \leq \lceil \chi_f(G) \rceil. $$

Moreover, there is a vector $\mathbf{w} \geq \mathbf{0}$ such that the smallest integer $k \geq 1$ which gives $\vartheta_k(G; \mathbf{w}) \geq \mathbf{w}^T \mathbf{1}$ is such that

$$ \lceil \vartheta(G) \rceil \leq k. $$
Proof. The smallest integer \( k \) such that \( \vartheta_k(G; x) \geq x^T \mathbf{1} \) is smaller than or equal to the min in Theorem 5. Assume that \( G \) has at least one edge. By the remark following the proof Theorem 2, there is \( Z \in S^V \) such that \( Z_{ij} = 0 \) for each \( ij \notin E \) and (6) holds, with \( m = [\vartheta(G)] - 1 \). The remark following the proof of Theorem 3 shows that there is \( w \geq 0 \) such that \( \vartheta_m(G; w) < w^T \mathbf{1} \). This proves the second statement.

In particular, the case \( x = 1 \) giving a lower bound for \( \chi(G) \) is a result obtained by Mohar and Poljak [17, Corollary 4.16].

4 Future work

Mančinska and Roberson [16] defined the projective rank \( \xi_f(G) \) and showed that it lower bounds both \( \chi_q(G) \) and \( \chi_f(G) \). As seen in the work of Wocjan and Elphick [23], several spectral techniques that are typically applied to lower bound \( \chi(G) \) also apply for \( \xi_f(G) \), or its related parameter \( \xi(G) \), the orthogonal rank. We therefore wonder if \( h(G) \) lower bounds \( \xi_f(G) \), or at least if it lower bounds \( \xi(G) \) or \( \chi_q(G) \), the quantum chromatic number.

Sum-of-eigenvalues bounds on graph parameters related to partitions are a common theme in combinatorics, see for instance the work of Bollobás and Nikiforov [4] and also Wocjan and Elphick [22]. We believe there is a common framework under which several of these bounds should fall, and that their optimized versions are usually possible upon varying the non-zero or diagonal entries of the adjacency matrix. The connection with semidefinite programming generally appears at this point. We see our work as a modest attempt to unveil some of the deeper connections we envision — for example, our work implies that a “fractional version” of interlacing is not only possible but also useful, and we wonder what other application it might encounter given how ubiquitous interlacing is in spectral graph theory.

Two of the authors of this work have recently coauthored the paper [2] which formalizes a duality connection between Hoffman’s bound \( \chi(G) \geq 1 - (\lambda_1/\lambda_n) \) and an eigenvalue bound for \( \alpha(G) \) also due to Hoffman and, independently, to Delsarte. See [8] for an extensive treatment of this bound and some of its generalizations. We believe that the same duality should exist for \( \vartheta_k(G; w) \) and if so, we ask if it leads to some new and interesting bounds to \( \alpha_k(G) \).
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