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Abstract

We study the asymptotic behavior of the maximum number of directed cycles of a given length in a tournament: let $c(\ell)$ be the limit of the ratio of the maximum number of cycles of length $\ell$ in an $n$-vertex tournament and the expected number of cycles of length $\ell$ in the random $n$-vertex tournament, when $n$ tends to infinity. It is well-known that $c(3) = 1$ and $c(4) = 4/3$. We show that $c(\ell) = 1$ if and only if $\ell$ is not divisible by four, which settles a conjecture of Bartley and Day. If $\ell$ is divisible by four, we show that $1 + 2 \cdot (2/\pi)^\ell \leq c(\ell) \leq 1 + (2/\pi + o(1))\ell$ and determine the value $c(\ell)$ exactly for $\ell = 8$. We also give a full description of the asymptotic structure of tournaments with the maximum number of cycles of length $\ell$ when $\ell$ is not divisible by four or $\ell \in \{4, 8\}$.
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1 Introduction

In this paper, we address one of the most natural extremal problems concerning tournaments: *What is the maximum number of cycles of a given length that can be contained in an n-vertex tournament?* The cases of cycles of length three and four are well-understood. An $n$-vertex tournament has at most $\frac{n(n^2-1)}{24}$ cycles of length three (cyclic triangles) if $n$ is odd, and at most $\frac{n(n^2-4)}{24}$ if $n$ is even; both bounds are the best possible. This result can be traced back to 1940 to the work of Kendall and Babington Smith [14] and of Szele [23], also see [19], and it is well-known that the number of cycles of length three is determined by the degree sequence of a tournament [12]. Beineke and Harary [2] and Colombo [7] proved in the 1960s the best possible bounds on the number of cycles of length four: $\frac{n(n^2-1)(n-3)}{48}$ when $n$ is odd and $\frac{n(n^2-4)(n-3)}{48}$ when $n$ is even. The asymptotics of the case of cycles of length five was determined only recently by Komarov and Mackey [15] who showed that the number of cycles of length five is asymptotically maximized if and only if the tournament is almost regular, i.e., the behavior in this case is completely analogous to that of cycles of length three; exact results on cycles of length five for regular tournaments and tournaments of odd order were obtained by Savchenko in [20, 21]. In this paper, we employ algebraic techniques to provide asymptotically optimal results on the maximum number of cycles for each cycle length not divisible by four, and determine the limit behavior in the case of cycle lengths divisible by four.

To state our results precisely, we need to fix some notation. Let $C(n, \ell)$ be the maximum number of cycles of length $\ell$ in an $n$-vertex tournament. We compare this quantity to the expected number of cycles of length $\ell$ in a random $n$-vertex tournament, which is $R(n, \ell) = \frac{(\ell-1)!}{2^{\ell}} \binom{n}{\ell}$, and define

$$c(\ell) = \lim_{n \to \infty} \frac{C(n, \ell)}{R(n, \ell)}.$$  

In particular, the results that we have mentioned earlier imply that $c(3) = c(5) = 1$ and $c(4) = 4/3$. Bartley and Day conjectured the following.

**Conjecture 1** (Bartley [1, Conjecture 104] and Day [10, Conjecture 40]). *For $\ell \geq 3$, it holds that $c(\ell) = 1$ if and only if $\ell$ is not divisible by four.*

We remark that the statement of Conjecture 1 has been proven for regular tournaments by Savchenko [21], also see [22], and also jointly by Bartley and Day [1,10], and for $\ell \leq 8$ by Bartley [1 Theorem 109].

Since it is known that $c(\ell) > 1$ for all $\ell$ divisible by four, the following theorem, which is implied by Theorems 9 and 10, settles the conjecture.

**Theorem 1.** *Let $\ell \geq 3$. If $\ell$ is not divisible by four, then $c(\ell) = 1.*
If \( \ell \) is divisible by four, we establish an asymptotically tight upper bound (Theorem 14): 
\[
1 + 2 \cdot \left( \frac{2}{\pi} \right)^{\ell} \leq c(\ell) \leq 1 + (\frac{2}{\pi} + o(1))^{\ell}
\]
Our asymptotic result on \( c(\ell) \) for \( \ell \) divisible by four provides a strong evidence for the following conjecture on the value of \( c(\ell) \) for such \( \ell \) (we remark that Conjecture 2 is stated in [10] by giving an extremal construction, which we mention at the end of Section 2; the conjecture is an extension of an earlier problem posed by Savchenko [21] for regular tournaments.

**Conjecture 2** (Bartley [1, Conjecture 106] and Day [10, Conjecture 45]). If \( \ell \) is divisible by four, then
\[
c(\ell) = 1 + 2 \cdot \sum_{i=1}^{\infty} \left( \frac{2}{(2i-1)\pi} \right)^{\ell}.
\]

Our asymptotic result agrees with the conjecture on the dominant term of the sum. We also show that \( c(8) = 332/315 \) (Theorem 18) and classify the extremal constructions (Theorem 19); note that the value of \( c(8) \) is the one given in Conjecture 2.

In addition to the results on the value of \( c(\ell) \), we have also been able to determine the asymptotic structure of extremal tournaments when \( \ell \) is not divisible by four. If \( \ell \) is odd, then tournaments achieving the maximum number of cycles of length \( \ell \) are exactly those that are almost regular (Theorem 9), and if \( \ell \) is even but not divisible by four, then a tournament achieves the maximum number of cycles of length \( \ell \) if and only if it is quasirandom (Theorem 10). In particular, maximizing the density of cycles of length \( 4k + 2 \) is a quasirandom-forcing property, i.e., a property that a tournament has if and only if it is quasirandom. We remark that in the induced setting, in addition to the density of transitive tournaments with four or more vertices, which is known to be quasirandom-forcing, see [9] and [16, Exercise 10.44], there is only one additional tournament such that its density is quasirandom-forcing [5,8,13], which is the unique 5-vertex strongly connected tournament with diameter four.

## 2 Preliminaries

In this section, we fix the notation used throughout the paper and present analytic and algebraic tools needed for our arguments. The set of the first \( n \) positive integers is denoted by \([n]\). A *tournament* is an orientation of a complete graph, and the *random tournament* is an orientation of a complete graph where each edge is directed with probability 1/2 in each of the two possible directions independently of the other edges. Let \( C(T, \ell) \) be the ratio of the number of cycles of length \( \ell \) in an \( n \)-vertex tournament \( T \) and the expected number of cycles of length \( \ell \) in
the random $n$-vertex tournament. In particular, the maximum value of $C(T, \ell)$, where the maximum is taken over all $n$-vertex tournaments, is $C(n, \ell)/R(n, \ell)$.

The **adjacency matrix** $A$ of a tournament $T$ is the zero-one matrix with rows and columns indexed by vertices of $T$ such that $A_{ij} = 1$ iff $T$ contains an edge from the $i$-th vertex to the $j$-th vertex. The **tournament matrix** of an $n$-vertex tournament $T$ is the matrix obtained from the adjacency matrix of $T$ by setting its diagonal entries to be equal to $1/2$ and then dividing each entry of the matrix by $n$. We say that a real square matrix $A$ of order $n$ is **skew-symmetric** if $A = -A^T$, i.e., $A_{ij} = -A_{ji}$ for all $i, j \in [n]$, and $A$ is **complementary** if $A$ is non-negative and $A_{ij} + A_{ji} = 1/n$ for all $i, j \in [n]$. In particular, the tournament matrix of a tournament is complementary. Finally, if $A$ is an $n \times n$ matrix, then its **Frobenius norm**, which is denoted by $\|A\|_F$, is

$$\|A\|_F = \sqrt{\sum_{i,j \in [n]} A_{ij}^2}.$$ 

We recall that $\|Av\| \leq \|A\|_F \cdot \|v\|$ for every vector $v \in \mathbb{R}^n$.

Since the trace of the $\ell$-th power of the adjacency matrix of $T$ is the number of closed walks of length $\ell$, we obtain the following; note that we state the next proposition for tournament matrices rather than adjacency matrices.

**Proposition 2.** Let $A$ be the tournament matrix of an $n$-vertex tournament $T$, $\lambda_1, \ldots, \lambda_n$ be its eigenvalues, and $\ell \geq 3$ an integer. It holds that

$$C(T, \ell) = \frac{2^\ell}{n^{\ell}} \cdot \sum_{i=1}^n \lambda_i^\ell + O(n^{-1}).$$

We next recall some basic properties of tournament matrices, and more generally complementary matrices, used in [6]; we remark that similar results were also used earlier by Brauer and Gentry [4].

**Proposition 3.** Let $A$ be a complementary matrix. There is a positive real number $\rho$ such that $\rho$ is a real eigenvalue of $A$, and the absolute value of each eigenvalue of $A$ is at most $\rho$. In addition, each eigenvalue of $A$ has non-negative real part, and the sum of the eigenvalues is equal to $1/2$.

### 2.1 Tournament limits

We now define tournament limits, which are analogous to graph limits described in detail in the monograph by Lovász [17] and which were used earlier in [6,24,25], also see [11,18] for related concepts. Most of the results translate readily from the setting of graphs to that of tournaments. However, the results on the convergence of spectra seem to be an exception as we point out further.
A tournament is a measurable function $W : [0, 1]^2 \to [0, 1]$ such that $W(x, y) + W(y, x) = 1$ for all $(x, y) \in [0, 1]^2$. The density of a tournament $T$ in a tournament $T_0$, which is denoted by $d(T, T_0)$, is the probability that a uniformly randomly chosen subset of $|T|$ vertices of $T_0$ induces a tournament isomorphic to $T$; if $|T| > |T_0|$, we set $d(T, T_0) = 0$. The density of an $n$-vertex tournament $T$ in a tournament $W$ is defined as

$$d(T, W) = \frac{|T|!}{|\text{Aut}(T)|!} \int \prod_{x_1, \ldots, x_n \in [0, 1]} W(x_i, x_j) \, dx_1 \cdots x_n,$$

where the product is taken over all $i$ and $j$ such that the $i$-th vertex is joined by an edge to the $j$-th vertex. Two tournamentons $W$ and $W'$ are weakly isomorphic if $d(T, W) = d(T, W')$ for every tournament $T$.

We say that a sequence $(T_n)_{n \in \mathbb{N}}$ of tournaments is convergent if $|T_n|$ tends to infinity and the sequence $d(T, T_n)$ converges for every tournament $T$. A tournamenton $W$ is a limit of a convergent sequence $(T_n)_{n \in \mathbb{N}}$ of tournaments if $d(T, W)$ is equal to the limit of $d(T, T_n)$ for every tournament $T$. For example, the tournamenton equal to $1/2$ everywhere is the limit of the sequence of random $n$-vertex tournaments with probability one. A tournamenton $W$ is called regular if

$$\int_{[0, 1]} W(x, y) \, dy = 1/2$$

for almost every $x \in [0, 1]$; such tournamentons are limits of tournaments where the in-degrees and out-degrees of most of the vertices are asymptotically equal to half of the total number of vertices.

An analogous line of arguments as in the graph case yields that every convergent sequence of tournaments has a limit and every tournamenton is a limit of a convergent sequence of tournaments. In particular, a tournamenton $W$ is a limit of $W$-random tournaments that we next define. An $n$-vertex $W$-random tournament is obtained as follows: sample $n$ points $x_1, \ldots, x_n$ uniformly and independently in $[0, 1]$ and orient the edge between the $i$-th and $j$-th vertex from the $i$-th vertex to the $j$-th vertex with probability $W(x_i, x_j)$. Note that the expected density of a tournament $T$ in a $W$-random tournament is equal to $d(T, W)$.

We next introduce the quantity $C(W, \ell)$, which is the limit analogue of $C(T, \ell)$ defined earlier:

$$C(W, \ell) = 2\ell \int_{x_1, \ldots, x_\ell \in [0, 1]} W(x_1, x_2)W(x_2, x_3) \cdots W(x_{\ell-1}, x_\ell)W(x_\ell, x_1) \, dx_1 \cdots x_\ell.$$

It follows that $c(\ell)$ is the maximum of $C(W, \ell)$ where the maximum is taken over all tournamentons $W$ (and it can be shown that the maximum is indeed attained). Note that the expected value of $C(T, \ell)$ for an $n$-vertex $W$-random tournament $T$, $n \geq \ell$, is equal to $C(W, \ell)$.
If $W$ and $W'$ are two tournamentons, then the cut distance between $W$ and $W'$, which is denoted by $d(W, W')$, is defined as

$$d(W, W') = \sup_{X, Y \subseteq [0, 1]} \left| \int_{X \times Y} W(x, y) - W'(x, y) \, dx \, dy \right|,$$

where the supremum is taken over all measurable subsets $X$ and $Y$ of $[0, 1]$. As in the graph case, it can be shown that

$$|d(T, W) - d(T, W')| \leq |T|^2 d(W, W'),$$

for every tournament $T$ and all tournamentons $W$ and $W'$.

Every complementary matrix $A$ of order $k$ can be associated with a tournamenton $W$ as follows: the interval $[0, 1]$ is split into $k$ disjoint measurable sets $U_1, \ldots, U_k$ each of measure $1/k$ and $W(x, y) = k \cdot A_{ij}$ if $x \in U_i$ and $y \in U_j$; tournamentons that can be obtained in this way are called step tournamentons. A step approximation of a tournamenton $W$ is a complementary matrix $A$ such that there exists a partition of the interval $[0, 1]$ to $k$ disjoint measurable sets $U_1, \ldots, U_k$ each of measure $1/k$ that

$$A_{ij} = k \int_{U_i \times U_j} W(x, y) \, dx \, dy$$

for every $i, j \in [k]$. The step tournament associated with a step approximation $A$ and the sets $U_1, \ldots, U_k$ used to define $A$ is denoted by $W[A]$. We say that a sequence of step approximations $(A_n)_{n \in \mathbb{N}}$ of a tournamenton $W$ is convergent if $d(W, W[A_n])$ converges to zero. The Regularity Lemma yields that for every $\varepsilon > 0$ and every tournamenton $W$, there exists a step approximation $A$ of the tournamenton $W$ such that $d(W, W[A]) \leq \varepsilon$. In particular, every tournamenton has a convergent sequence of step approximations and we obtain using (1) the following.

**Proposition 4.** If $W$ is a tournamenton and $(A_n)_{n \in \mathbb{N}}$ is a convergent sequence of its step approximations, then

$$d(T, W) = \lim_{n \to \infty} d(T, W[A_n])$$

for every tournament $T$. In particular, it holds that

$$C(W, \ell) = 2^\ell \lim_{n \to \infty} \text{Tr} A_n^\ell$$

for every $\ell \geq 3$.

We finish this subsection by describing a tournamenton that is believed to be extremal for Conjecture 2 for every $\ell$ divisible by four. For $x, y \in [0, 1]$,
Figure 1: The tournament matrix of the 9-vertex carousel tournament and the carousel tournament. The origin of the coordinate system is in the top left corner, the $x$-axis is vertical and the $y$-axis is horizontal. The black color represents the value 1 and the white color the value 0.

Define $W_C(x, x) = 1/2$, $W_C(x, y) = 1$ if $y \in (x - 1, x - 1/2) \cup (x, x + 1/2)$, and $W_C(x, y) = 0$ otherwise. The tournament on $W_C$, which we refer to as the carousel tournament, is depicted in Figure 1 and it is the limit of the following tournaments described in [10] in relation to Conjecture 2: take vertices $0, \ldots, 2n$ and join a vertex $i$ to the vertices $i + 1, \ldots, i + n$ (computations modulo $2n + 1$). These tournaments are called carousel tournaments. The value of $C(W_C, \ell)$ for every positive integer $\ell$ divisible by four is equal to the value of $c(\ell)$ given in Conjecture 2.

2.2 Spectral properties of tournaments and their limits

A tournament $W$ can be viewed as a linear operator from $L_2[0, 1]$ to $L_2[0, 1]$ defined as

$$(Wf)(x) = \int_{[0,1]} W(x, y)f(y) \, dy.$$ 

Since this operator is compact (as all Hilbert-Schmidt integral operators are), its spectrum $\sigma(W)$ is either finite or countably infinite, the only accumulation point of $\sigma(W)$ can be zero, and every non-zero element of $\sigma(W)$ is an eigenvalue of $W$. Moreover, for every non-zero $\lambda \in \sigma(W)$, there exists $k_\lambda \in \mathbb{N}$ such that the kernels of $(W - \lambda)^{k_\lambda}$ and $(W - \lambda)^{k_\lambda + 1}$ are the same and their dimension is finite. For example, the spectrum of the carousel tournament $W_C$ defined at the end of Subsection 2.1 consists of $1/2$, $\pm \iota/((2k - 1)\pi)$ for $k \in \mathbb{N}$, and 0.

It is plausible that if $(T_n)_{n \in \mathbb{N}}$ is a convergent sequence of tournaments and $W$ is a limit tournament, then the normalized spectra of the tournament matrices of $T_n$ converge to the spectrum of $W$ in the sense used in the graph setting in [3, Section 6], also see [17, Chapter 11]. However, the equality between the density of cycles of length $\ell$ and the trace of $W^\ell$ for $\ell \geq 3$ (note that $W^\ell$ is a trace-class operator for $\ell \geq 2$), which forms the core of the argument in [3, Section 6] and is straightforward in the case of graphons, is not obvious in the case of tournament. While we establish a close analogy of this equality as (2)}
Proposition 5, it does not seem to be strong enough to give results completely analogous to those on the convergence of spectra of graph limits.

To proceed with our exposition, we need to define a notion of convergence for multisets of complex numbers. If \( z \) is a complex number, we write \( N_\varepsilon(z) \) for the set of all complex numbers \( z' \) with \( |z - z'| \leq \varepsilon \). We say that a sequence \( (X_i)_{i \in \mathbb{N}} \) of multisets of complex numbers converges as multisets to a multiset \( X \) if the following holds:

- if \( z \) is an element of \( X \) with a finite multiplicity, then there exists \( \varepsilon_0 > 0 \) such that for every \( \varepsilon \in (0, \varepsilon_0) \), there exists \( i_0 \) such that both \( |X_i \cap N_\varepsilon(z)| \) and \( |X \cap N_\varepsilon(z)| \) are finite and equal for every \( i \geq i_0 \), and

- if \( z \) is an element of \( X \) with infinite multiplicity, then for every \( \varepsilon > 0 \) and every \( k \in \mathbb{N} \), there exists \( i_0 \) such that \( |X_i \cap N_\varepsilon(z)| \geq k \) for every \( i \geq i_0 \),

We say that a sequence \( (A_n)_{n \in \mathbb{N}} \) of step approximations of a tournamenton \( W \) is strongly convergent if it is convergent and the spectra of \( A_n \) converge as multisets. Later, we will show that every convergent sequence of step approximations is also strongly convergent but we treat the two notions as distinct until we establish their equivalence. We summarize properties of the limit multiset of a strongly convergent sequence of step approximations in the next proposition.

**Proposition 5.** Let \( W \) be a tournamenton and let \( (A_n)_{n \in \mathbb{N}} \) be a strongly convergent sequence of step approximations of \( W \). The limit multiset \( X \) of the spectra of \( A_n \) satisfies the following.

- The set \( X \) contains zero and its multiplicity is infinite.
- Every non-zero element of \( X \) has finite multiplicity.
- Every element of \( X \) has a non-negative real part.
- The real parts of the elements of \( X \) sum to at most \( 1/2 \) (taking their multiplicities into account).  
- If \( x \) is an element of \( X \) that is not real, then \( X \) contains the complex conjugate of \( x \) and the multiplicities of \( x \) and its complex conjugate are the same.
- If \( X \) contains a non-zero element, then it contains a positive real \( \rho \) such that the absolute value of all elements of \( X \) is at most \( \rho \).
- The sum of the \( \ell \)-th powers of the elements of \( X \) is absolutely convergent for every \( \ell \geq 2 \).
It holds that
\[ C(W, \ell) = 2^\ell \cdot \sum_{x \in X} x^\ell \]  
for every \( \ell \geq 3 \).

Proof. Let \( X_n \) be the spectrum of \( A_n \). By Proposition 3, all the elements of \( X_n \) have non-negative real parts and the sum of their real parts is 1/2. Hence, all the elements of \( X \) have non-negative real parts and their real parts sum to at most 1/2. Since the matrix \( A_n \) is real, every non-real eigenvalue of \( A_n \) comes in a pair with a complex conjugate eigenvalue of the same multiplicity. Hence, the pairs of complex conjugate non-real elements of \( X \) must have the same multiplicity. Let \( \rho_n \) be the largest real eigenvalue of \( A_n \). Note that the absolute value of all the elements of \( X_n \) is at most \( \rho_n \) by Proposition 3. The sequence \( \rho_n \) converges (because the sets \( X_n \) converge as multisets) and its limit \( \rho \) belongs to \( X \). If \( \rho = 0 \), then \( X \) has no non-zero elements. If \( \rho > 0 \), then the absolute value of all elements of \( X \) is at most \( \rho \).

We next show that the sum of the \( \ell \)-th powers of the elements of \( X \) is absolutely convergent for every \( \ell \geq 2 \). Let \( X^+ \) and \( X^- \) be the multiset of the non-zero elements \( x \) of \( X \) such that \( \text{Re } x \geq |x|/2 \) and \( \text{Re } x \leq |x|/2 \), respectively. Note that \( \text{Re } x^2 \leq -|x^2|/2 < 0 \) for every \( x \in X^- \). First observe that
\[
\sum_{x \in X^+} |x| \leq 2 \sum_{x \in X^+} \text{Re } x \leq 1. \tag{3}
\]
Since \( \text{Re } x^2 \leq (\text{Re } x)^2 \) for every \( x \in X_n \) and the sum of real parts of the elements of \( X_n \) is 1/2, it follows that
\[
\sum_{x \in X_n, \text{Re } x^2 > 0} \text{Re } x^2 \leq \frac{1}{4}.
\]
Since the trace of \( A_n^2 \) is non-negative, we obtain that
\[-\sum_{x \in X_n, \text{Re } x^2 < 0} \text{Re } x^2 \leq \frac{1}{4}.
\]
In particular, it holds that
\[-\sum_{x \in X^-} \text{Re } x^2 \leq \frac{1}{4}.
\]
As \( -\text{Re } x^2 \geq |x^2|/2 \) for every \( x \in X^- \), we obtain that
\[
\sum_{x \in X^-} |x|^2 \leq -2 \sum_{x \in X^-} \text{Re } x^2 \leq \frac{1}{2}. \tag{4}
\]
The inequalities (3) and (4) yield that all elements of the multiset $X$ except for 0 have finite multiplicity and the sum of the $\ell$-th powers of the elements of $X$ is absolutely convergent for every $\ell \geq 2$. Since the sizes of the multisets $X_n$ tend to infinity and $|x| \leq 1/2$ for all their elements, the multiset $X$ must contain an element with infinite multiplicity; since such an element can be only 0, the multiset $X$ contains 0 with infinite multiplicity.

It remains to establish (2). Fix $\varepsilon \in (0, 1)$. Similarly to the previous paragraph, define $X_n^+$ to be the multiset of the elements $x$ of $X_n$ such that $\text{Re } x \geq |x|/2$ and $X_n^-$ to be the multiset of the elements $x$ of $X_n$ such that $\text{Re } x \leq |x|/2$. Along the lines leading to (3) and (4), we obtain that

$$\sum_{x \in X_n^+} |x|^2 \leq \frac{1}{2} \sum_{x \in X_n^+} |x| \leq \frac{1}{2} \quad \text{and} \quad \sum_{x \in X_n^-} |x|^2 \leq \frac{1}{2}. $$

Hence, we obtain for $\ell \geq 3$ that

$$\left| \text{Tr } A_n^\ell - \sum_{x \in X_n, |x| > \varepsilon} x^\ell \right| \leq \sum_{x \in X_n, |x| \leq \varepsilon} |x|^\ell \leq \varepsilon \sum_{x \in X_n, |x| \leq \varepsilon} |x|^2 \leq \varepsilon. \quad (5)$$

Similarly, we obtain that

$$\left| \sum_{x \in X, |x| \leq \varepsilon} x^\ell \right| \leq \sum_{x \in X, |x| \leq \varepsilon} |x|^\ell \leq \varepsilon \sum_{x \in X, |x| \leq \varepsilon} |x|^2 \leq \varepsilon. \quad (6)$$

Consequently, it follows from (5) and (6) that

$$\lim_{n \to \infty} \left| \text{Tr } A_n^\ell - \sum_{x \in X_n} x^\ell \right| \leq 2\varepsilon. \quad (7)$$

Since the estimate (7) holds for every $\varepsilon \in (0, 1)$, it follows that

$$\lim_{n \to \infty} \text{Tr } A_n^\ell = \sum_{x \in X_n} x^\ell.$$ 

The identity (2) now follows from Proposition 4.

By compactness, every convergent sequence of step approximations of $W$ has a strongly convergent subsequence. The limit multisets of two such strongly convergent subsequences must be the same since no two different multisets can be absolutely convergent and satisfy (2) for every $\ell \geq 3$. Hence, every convergent sequence of step approximations of $W$ is also strongly convergent, which we state as a corollary.
Corollary 6. Every convergent sequence \((A_n)_{n \in \mathbb{N}}\) of step approximations of a tournament on \(W\) is strongly convergent.

Corollary 6 implies that the limit multiset of every convergent sequence of step approximations of a tournament on \(W\) is the same; we will write \(\hat{\sigma}(W)\) for this limit multiset after removing 0. Proposition 5 now yields that

\[
C(W, \ell) = 2^\ell \cdot \sum_{\lambda \in \hat{\sigma}(W)} \lambda^\ell
\]

for every \(\ell \geq 3\).

We conclude with two propositions relating structural properties of a tournament on \(W\) and \(\hat{\sigma}(W)\).

Proposition 7. A tournament on \(W\) is regular if and only if \(1/2 \in \hat{\sigma}(W)\).

**Proof.** Fix a tournament on \(W\). Let \((A_n)_{n \in \mathbb{N}}\) be a convergent sequence of step approximations of \(W\). Let \(k_n\) be the order of \(A_n\), \(\rho_n\) the largest real eigenvalue of \(A_n\), and \(v_n\) the corresponding eigenvector with norm one. Further let \(J_n\) be the \(k_n \times k_n\) matrix with all entries equal to \(k_n^{-1}\) and \(j_n\) the \(k_n\)-dimensional vector with all entries equal to \(k_n^{-1/2}\). Note that \(j_n = J_n j_n\) and 1 is the only non-zero eigenvalue of \(J_n\). Finally, let \(j_0\) be the function \([0,1] \to [0,1]\) such that \(j_0(x) = 1\) for all \(x \in [0,1]\).

If \(W\) is a regular tournament, then \(A_n j_n = j_n/2\). It follows that \(1/2\) is an eigenvalue of \(A_n\) for every \(n \in \mathbb{N}\) and so \(1/2 \in \hat{\sigma}(W)\).

We next assume that \(1/2 \in \hat{\sigma}(W)\) and show that the tournament on \(W\) is regular. Since the matrix \(A_n\) cannot have a real eigenvalue larger than \(1/2\) by Proposition 3, it follows that the values of \(\rho_n\) converge to \(1/2\). Observe that

\[
v_n^T J_n v_n = v_n^T (A_n^T + A_n) v_n = v_n^T A_n^T v_n + v_n^T A_n v_n = 2\rho_n.
\]

It follows that \(<v_n|j_n|^2 = 2\rho_n\), which implies that

\[
\|v_n - j_n\|^2 = 2 - 2 <v_n|j_n> = 2 - 2\sqrt{2\rho_n}.
\]

Since \(\|A_n\|_F \leq 1\), we obtain that

\[
\|j_n - 2A_n j_n\| \leq \|j_n - v_n\| + \|v_n - 2A_n v_n\| + 2\|A_n v_n - A_n j_n\|
\]

\[
\leq 3\|j_n - v_n\| + 1 - 2\rho_n = 7 - 2\rho_n - 6\sqrt{2\rho_n}.
\]

It follows that

\[
\lim_{n \to \infty} \|j_n - 2A_n j_n\| = 0.
\]

Since the step tournament on \(W[A_n]\) converge to the tournament on \(W\) in the cut distance, we obtain that \(\|j_0 - 2W j_0\|_2 = 0\) where \(W j_0\) is the function resulting from applying the linear operator given by \(W\) to the function \(j_0\). It follows that the tournament on \(W\) is regular. \(\square\)
Proposition 8. A tournament on $W$ is equal to $1/2$ almost everywhere if and only if $\hat{\sigma}(W) = \{1/2\}$.

Proof. Fix a tournament on $W$. Let $(A_n)_{n \in \mathbb{N}}$ be a convergent sequence of step approximations of $W$, and let $k_n$ be the order of $A_n$. Further let $J_n$ be the $k_n \times k_n$ matrix with all entries equal to $(2k_n)^{-1}$ and $j_n$ the $k_n$-dimensional vector with all entries equal to $k_n^{-1/2}$. Note that the definition of the matrix $J_n$ differs from that in the proof of Proposition 7. In particular, it holds that $J_n j_n = j_n/2$.

If the tournament on $W$ is equal to $1/2$ almost everywhere, then $A_n = J_n$ for every $n \in \mathbb{N}$ and the only non-zero eigenvalue of $A_n$ is $1/2$. It follows that $\hat{\sigma}(W) = \{1/2\}$.

We next assume that $\hat{\sigma}(W) = \{1/2\}$ and show that $W$ is equal to $1/2$ almost everywhere. Since $1/2 \in \hat{\sigma}(W)$, the tournament on $W$ is regular and it follows that $A_n j_n = j_n/2$. Define $B_n = A_n - J_n$ and observe that $B_n$ is a skew-symmetric matrix and that $B_n j_n$ is the zero vector, i.e., the vector $j_n$ belongs to the kernel of $B_n$. Hence, the non-zero eigenvalues of $A_n$ are $1/2$ and the non-zero eigenvalues of $B_n$, which are square roots of the (real and negative) eigenvalues of the symmetric matrix $B_n^2$; in particular, they all are purely imaginary.

Suppose that $W$ is not equal to $1/2$ almost everywhere, in particular, the cut distance of $W$ and the tournament equal to $1/2$ everywhere is positive. Since the tournaments $W[A_n]$ converge to $W$ in the cut distance, there exists a sequence of vectors $v_n \in \mathbb{R}^{k_n}$ with $\|v_n\| = 1$ and a real $\delta > 0$ such that

$$\lim_{n \to \infty} \|B_n v_n\| \geq \delta.$$  

In particular,

$$\lim_{n \to \infty} |v_n^T B_n^2 v_n| \geq \delta^2,$$

which implies that the smallest eigenvalue $B_n^2$ is less than $-\delta^2$. Hence, every $B_n$ has a purely imaginary eigenvalue with absolute value at least $\delta$. However, this is impossible since $\hat{\sigma}(W) = \{1/2\}$. We conclude that $W$ is equal to $1/2$ almost everywhere. \qed

3 Cycles of length not divisible by four

In this section, we compute $c(\ell)$ when $\ell$ is not divisible by four and we characterize tournaments that are extremal. The proofs of both Theorem 9 and 10 are based on the analysis of spectra of linear operators associated with tournaments, however, the arguments apply the same in the setting of tournament matrices.

Theorem 9. If $\ell \geq 3$ is odd, then $C(W, \ell) \leq 1$ for every tournament on $W$, and equality holds if and only if $W$ is regular. In particular, $c(\ell) = 1$. 
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Proof. Fix $\ell \geq 3$ and a tournament on $W$. Let $\rho$ be the largest positive real contained in $\hat{\sigma}(W)$. We start with establishing the following. If $z$ is a complex number with $|z| \leq \rho$ and $\text{Re } z \geq 0$, then

$$\text{Re } z^\ell \leq \ell \rho^{\ell-1} \text{Re } z,$$

and equality holds if and only if $\text{Re } z = 0$. Consider such $z$ and let $\alpha$ be such that $\text{Re } z = |z| \cdot \cos \alpha$ and $\text{Im } z = |z| \cdot \sin \alpha$. If $\text{Re } z = 0$, the estimate (9) holds with equality. Hence, we can assume that $\alpha \in [0, \pi/2)$ (considering the complex conjugate of $z$ if needed). If $\ell$ is one modulo four, we set $\beta = \pi/2 - \alpha$ and obtain the following:

$$\text{Re } z^\ell = |z|^\ell \cos \ell \alpha = |z|^\ell \sin \ell \beta < \ell |z|^\ell \sin \ell \beta = \ell |z|^\ell \cos \ell \alpha = \ell |z|^\ell - 1 \text{Re } z.$$

If $\ell$ is three modulo four, we set $\beta = -\pi/2 + \alpha$ and obtain the following:

$$\text{Re } z^\ell = |z|^\ell \cos \ell \alpha = |z|^\ell \sin \ell \beta < -\ell |z|^\ell \sin \ell \beta = \ell |z|^\ell \cos \ell \alpha = \ell |z|^\ell - 1 \text{Re } z.$$

We now obtain the estimate (10) using $|z| \leq \rho$.

We next bound the sum of the $\ell$-th powers of the elements of $\hat{\sigma}(W)$ by applying (9) to every element of $\hat{\sigma}(W)$ except for $\rho$. Note that we treat $\hat{\sigma}(W)$ as a multiset, i.e., if the multiplicity of $\rho$ in $\hat{\sigma}(W)$ is larger than one, then $\hat{\sigma}(W) \setminus \{\rho\}$ contains $\rho$.

$$\sum_{\lambda \in \hat{\sigma}(W)} \lambda^\ell = \sum_{\lambda \in \hat{\sigma}(W)} \text{Re } \lambda^\ell \leq \rho^\ell + \sum_{\lambda \in \hat{\sigma}(W) \setminus \{\rho\}} \ell \rho^{\ell-1} \text{Re } \lambda \leq \left( \rho + \sum_{\lambda \in \hat{\sigma}(W) \setminus \{\rho\}} \text{Re } \lambda \right)^\ell$$

(10)

Since the sum of the real parts of the elements of $\hat{\sigma}(W)$ is at most 1/2 by Proposition 5, we obtain that

$$\sum_{\lambda \in \hat{\sigma}(W)} \lambda^\ell \leq \frac{1}{2^\ell}.$$

The identity (8) now yields that $C(W, \ell) \leq 1$ and since the choice of $W$ was arbitrary, it follows that $c(\ell) \leq 1$. Moreover, if $C(W, \ell) = 1$, the sum of real parts of the elements of $\hat{\sigma}(W)$ is 1/2 and the estimate (10) holds with equality for every element of $\hat{\sigma}(W) \setminus \{\rho\}$. In particular, the real part of every element of $\hat{\sigma}(W) \setminus \{\rho\}$ is zero. Hence, if $C(W, \ell) = 1$, then $\rho = 1/2$ and the tournament on $W$ is regular by Proposition 7.

We next focus on the case when $\ell$ is even but not divisible by four.

**Theorem 10.** If $\ell \geq 6$ is even but not divisible by four, then $C(W, \ell) \leq 1$ for every tournament on $W$ and equality holds if and only if $W$ is equal to 1/2 almost everywhere. In particular, $c(\ell) = 1$. 
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Proof. Fix $\ell \geq 6$ and a tournament on $W$, and let $\rho$ be the largest positive real contained in $\widehat{\sigma}(W)$. We start with establishing the following. If $z$ is a complex number with $|z| \leq \rho$ and $\text{Re } z \geq 0$, then

$$\text{Re } z^\ell \leq \ell \rho^{\ell-1} \text{Re } z,$$

and equality holds only if $z = 0$. Consider such $z \neq 0$ and let $\alpha$ be such that $\text{Re } z = |z| \cos \alpha$ and $\text{Im } z = |z| \sin \alpha$. By symmetry, we can assume that $\alpha \in [0, \pi/2]$. Let $\beta = \pi/2 - \alpha$. We first show that

$$- \cos \ell \beta < \ell \sin \beta.$$  (12)

If $0 \leq \beta < \pi/2$, then $\cos \ell \beta > 0$, and the inequality in (12) holds since its left side is negative while the right side is non-negative. If $\beta \geq \pi/2$, then $\sin \beta > \frac{1}{\ell}$, and the inequality in (12) holds since its right side is larger than one. We now apply (12) as follows.

$$\text{Re } z^\ell = |z|^{\ell} \cos \alpha = -|z|^{\ell} \cos \ell \beta < \ell |z|^{\ell} \sin \beta = \ell |z|^{\ell} \cos \alpha = \ell |z|^{\ell-1} \text{Re } z.$$  

We now obtain the estimate (11) using $|z| \leq \rho$.

Similarly to the proof of Theorem 10, we bound the sum of the $\ell$-th powers of the elements of $\widehat{\sigma}(W)$ using (11) as follows.

$$\sum_{\lambda \in \hat{\sigma}(W)} \lambda^\ell \leq \sum_{\lambda \in \hat{\sigma}(W)} \text{Re } \lambda^\ell \leq \rho^\ell + \sum_{\lambda \in \hat{\sigma}(W) \setminus \{\rho\}} \ell \rho^{\ell-1} \text{Re } \lambda \leq \left( \rho + \sum_{\lambda \in \hat{\sigma}(W) \setminus \{\rho\}} \text{Re } \lambda \right)^\ell$$

Note that the inequality is strict unless $\rho$ is the only non-zero element of $\hat{\sigma}(W)$. Since the sum of the real parts of the elements of $\hat{\sigma}(W)$ is at most $1/2$, we obtain using (8) that

$$C(W, \ell) = 2^\ell \sum_{\lambda \in \hat{\sigma}(W)} \lambda^\ell \leq 1.$$  

Since the choice of $W$ was arbitrary, it follows that $c(\ell) \leq 1$. Moreover, if $C(W, \ell) = 1$, then $\rho$ is the only element of $\hat{\sigma}(W)$ and $\rho = 1/2$. Consequently, if $C(W, \ell) = 1$, then $W$ is equal to $1/2$ almost everywhere by Proposition 8.  

4 Cycles of length divisible by four

The proof of the main result of this section requires bounding the spectral radius of skew-symmetric matrices with all entries between $-1$ and $+1$. To get the tight bound on the spectral radius of such matrices, we need the following auxiliary lemma.
Lemma 11. Let \( s_1, \ldots, s_k \) be positive reals. Further let \( x_1, \ldots, x_k \) be non-negative reals such that \( x_1 \geq x_2 \geq \cdots \geq x_k \geq 0 \) and

\[
\begin{align*}
x_1 &\leq s_1 + s_2 + s_3 + \cdots + s_k \\
x_1 + x_2 &\leq s_1 + 2s_2 + 2s_3 + \cdots + 2s_k \\
x_1 + x_2 + x_3 &\leq s_1 + 2s_2 + 3s_3 + \cdots + 3s_k \\
\vdots &\quad \vdots \\
x_1 + x_2 + \cdots + x_k &\leq s_1 + 2s_2 + 3s_3 + \cdots + ks_k,
\end{align*}
\]

i.e., the \( m \)-th inequality, \( m \in [k] \) is

\[
\sum_{i=1}^{m} x_i \leq \sum_{i=1}^{m} \min\{i, m\} \cdot s_i.
\]

It then holds that

\[
\sum_{i=1}^{k} x_i^2 \leq \sum_{i=1}^{k} \left( \sum_{j=i}^{k} s_j \right)^2
\]

and equality holds if and only if \( x_i = s_i + s_{i+1} + \cdots + s_k \) for all \( i \in [k] \).

Proof. Let \( S_i, i \in [k] \), be the right side of the \( i \)-th inequality listed in the statement of the lemma, and set \( S_0 = 0 \). Observe that

\[
S_1 - S_0 > S_2 - S_1 > \cdots > S_k - S_{k-1} = s_k.
\]

Since the set of reals \( x_1 \geq x_2 \geq \cdots \geq x_k \geq 0 \) that satisfy the \( k \) inequalities \( x_1 + \cdots + x_i \leq S_i, i \in [k], \) is compact, there exists a \( k \)-tuple \( x_1, \ldots, x_k \) that maximizes the sum \( x_1^2 + \cdots + x_k^2 \) subject to \( x_1 \geq x_2 \geq \cdots \geq x_k \geq 0 \) and the \( k \) inequalities. Fix such a \( k \)-tuple. Observe that \( x_k \geq s_k > 0 \).

We first establish that \( x_1 > x_2 > \cdots > x_k \). Suppose that there exists \( i \) such that \( x_i = x_{i+1} \). Choose the smallest such \( i \), and let \( i' \) be the largest index such that \( x_{i'} = x_i \). Next suppose that \( x_1 + \cdots + x_j = S_j \) for some \( j \in \{i, \ldots, i' - 1\} \). Since \( x_1 + \cdots + x_{j-1} \leq S_{j-1} \), it follows that \( x_j \geq S_j - S_{j-1} \). We next obtain using that \( x_j = x_{j+1} \) the following:

\[
x_1 + \cdots + x_j + x_{j+1} = x_1 + \cdots + x_j + x_j \geq S_j + (S_j - S_{j-1}) > S_j + (S_{j+1} - S_j) = S_{j+1},
\]

which violates the \((j+1)\)-th inequality listed in the statement of the lemma. Hence, it holds that \( x_1 + \cdots + x_j < S_j \) for every \( j = i, \ldots, i' - 1 \). Choose \( \varepsilon > 0 \) such that

- \( x_1 + \cdots + x_j + \varepsilon \leq S_j \) for every \( j = i, \ldots, i' - 1 \),
- if \( i \geq 2 \), then \( x_i + \varepsilon \leq x_{i-1} \),
- if \( i' \leq k - 1 \), then \( x_{i'} - \varepsilon \geq x_{i'+1} \), and
• if $i' = k$, then $x_{i'} - \varepsilon \geq 0$.

Consider $x'_1, \ldots, x'_k$ such that

$$x_j = \begin{cases} x_j + \varepsilon & \text{if } j = i, \\ x_j - \varepsilon & \text{if } j = i', \text{ and} \\ x_j & \text{otherwise}. \end{cases}$$

Observe that $x'_1 \geq x'_2 \geq \cdots \geq x'_k \geq 0$ and $x'_1 + \cdots + x'_j \leq S_j$ for every $j \in [k]$. Since the sum of the squares of $x'_1, \ldots, x'_k$ is larger than the sum of the squares of $x_1, \ldots, x_k$, we obtain that the $k$-tuple $x_1, \ldots, x_k$ does not maximize the sum of the squares subject to $x_1 \geq x_2 \geq \cdots \geq x_k \geq 0$ and the $k$ inequalities listed in the statement of the lemma. This contradicts the choice of $x_1, \ldots, x_k$. Hence, we have established that $x_1 > x_2 > \cdots > x_k$.

We next show that $x_1 + \cdots + x_i = S_i$ for every $i \in [k]$. Suppose the opposite, that $x_1 + \cdots + x_i < S_i$ for some $i$, and choose $\varepsilon > 0$ such that

• $x_1 + \cdots + x_i + \varepsilon \leq S_i$,

• if $i \geq 2$, then $x_i + \varepsilon \leq x_{i-1}$,

• if $i \leq k-2$, then $x_{i+1} - \varepsilon \geq x_{i+2}$, and

• if $i = k-1$, then $x_{i+1} - \varepsilon \geq 0$.

Consider $x'_1, \ldots, x'_k$ such that

$$x_j = \begin{cases} x_j + \varepsilon & \text{if } j = i, \\ x_j - \varepsilon & \text{if } j = i+1, \text{ and} \\ x_j & \text{otherwise}. \end{cases}$$

Observe that $x'_1 \geq x'_2 \geq \cdots \geq x'_k \geq 0$ and $x'_1 + \cdots + x'_j \leq S_j$ for every $j \in [k]$. Since the sum of the squares of $x'_1, \ldots, x'_k$ is larger than the sum of the squares of $x_1, \ldots, x_k$, we obtain that the $k$-tuple $x_1, \ldots, x_k$ does not maximize the sum of the squares subject to $x_1 \geq x_2 \geq \cdots \geq x_k \geq 0$ and the $k$ inequalities listed in the statement of the lemma. Hence, we concludes that $x_1 + \cdots + x_i = S_i$ for every $i \in [k]$, which implies that $x_i = S_i - S_{i-1}$ for every $i \in [k]$. Since it holds that $S_i - S_{i-1} = s_i + \cdots + s_k$, the statement of the lemma now follows.

We next bound the spectral radius of skew-symmetric matrices with entries between $-1$ and $+1$. For $n \in \mathbb{N}$, define $D_n$ to be the skew-symmetric matrix with all entries above the diagonal equal to $+1$ and all entries below the diagonal equal to $-1$. The next lemma asserts that the matrix $D_n$ has the largest possible spectral radius among all skew-symmetric matrices with entries between $-1$ and $+1$. 
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Lemma 12. For every $n \in \mathbb{N}$, the spectral radius of a skew-symmetric matrix $A \in [-1, 1]^{n \times n}$ is at most the spectral radius of $D_n$.

Proof. We fix $n$ and write $D$ for $D_n$ throughout the proof. We establish that for every vector $v \in \mathbb{R}^n$ with $\|v\| = 1$, there exists a vector $w$ that can be obtained from $v$ by permuting the entries of $v$ and changing their signs such that $\|Av\| \leq \|Dw\|$. This would imply that the spectral radius of $A$ does not exceed that of $D$. First observe that it is enough to prove the inequality for vectors $v \in \mathbb{R}^n$ with non-zero entries (if the statement fails for a vector $v$, it also fails for any unit vector obtained by any small perturbation of $v$). Next observe that if $A'$ is obtained by changing the signs of all entries in the $i$-th row and the $i$-th column and $v'$ is obtained from $v$ by changing the sign of its $i$-th entry, then $(Av)_i = -(A'v')_i$ and $(Av)_j = (A'v')_j$ for all $j \neq i$; in particular, $\|Av\| = \|A'v'\|$. Hence, we will assume without loss of generality that all entries of $v$ are positive.

By permuting rows and columns of $A$ symmetrically and applying the same permutation to $v$, we can assume that $(Av)_1 \geq (Av)_2 \geq \cdots \geq (Av)_n$. Let $k$ be the largest index such that $(Av)_k \geq 0$, and let $w$ be the vector obtained from $v$ by permuting its first $k$ entries and its remaining $n - k$ entries separately in a way that $w_1 \leq w_2 \leq \cdots \leq w_k$ and $w_{k+1} \geq w_{k+2} \geq \cdots \geq w_n$. We will show that

$$\sum_{i=1}^{k} (Av)_i^2 \leq \sum_{i=1}^{k} (Dw)_i^2 \quad \text{and} \quad \sum_{i=k+1}^{n} (Av)_i^2 \leq \sum_{i=k+1}^{n} (Dw)_i^2. \quad (13)$$

The arguments for the two cases are symmetric and so we focus on establishing that

$$\sum_{i=1}^{k} (Av)_i^2 \leq \sum_{i=1}^{k} (Dw)_i^2. \quad (14)$$

Observe that the following holds for every $m \in [k]$ (we use that $A_{ij} + A_{ji} = 0$ for
all \(i, j \in [m]\):

\[
\sum_{i=1}^{m} (Av)_i = \sum_{i=1}^{m} \sum_{j=1}^{n} A_{ij} v_j \\
\leq \sum_{1 \leq i < j \leq m} \max\{v_i - v_j, v_j - v_i\} + \sum_{i=1}^{m} \sum_{j=m+1}^{n} v_j \\
= \sum_{1 \leq i < j \leq m} (v_i + v_j - 2 \min\{v_i, v_j\}) + m \sum_{j=m+1}^{n} v_j \\
= -\sum_{1 \leq i, j \leq m} \min\{v_i, v_j\} + m \sum_{j=1}^{n} v_j \\
\leq -\sum_{1 \leq i, j \leq m} \min\{w_i, w_j\} + m \sum_{j=1}^{n} w_j \\
= \sum_{1 \leq i < j \leq m} (w_j - w_i) + m \sum_{j=m+1}^{n} w_j \\
= \sum_{i=1}^{m} \sum_{j=1}^{n} D_{ij} w_j = \sum_{i=1}^{m} (Dw)_i.
\]

Let \(k'\) be the largest index such that \(k' \leq k\) and \((Dw)_{k'} > 0\). We choose \(\varepsilon > 0\) and apply Lemma 11 with the following parameters: \(x_i = (Av)_i\), \(i \in [k]\), \(s_i = (Dw)_i - (Dw)_{i+1}\) for \(i \in [k'-1]\), \(s_{k'} = (Dw)_{k'}\) and \(s_i = \varepsilon\), \(i \in [k] \setminus [k']\). Observe that \(x_1, \ldots, x_k\) and \(s_1, \ldots, s_k\) satisfy the assumptions of Lemma 11. Hence, Lemma 11 implies that

\[
\sum_{i=1}^{k} x_i^2 \leq \sum_{i=1}^{k'} ((Dw)_i + (k-k')\varepsilon)^2 + (k-k')\varepsilon^2.
\]

Since this inequality holds for every \(\varepsilon > 0\), we obtain that

\[
\sum_{i=1}^{k} x_i^2 \leq \sum_{i=1}^{k'} (Dw)_i^2.
\]

This establishes (14). The other inequality in (13) can be proven analogously. Hence, we conclude that \(\|Av\| \leq \|Dw\|\) as desired.

We next use Lemma 12 to bound elements of \(\hat{\sigma}(W)\) of a regular tournament \(W\).

**Lemma 13.** Let \(W\) be a tournament. If \(1/2\) is contained in \(\hat{\sigma}(W)\), then each other element of \(\hat{\sigma}(W)\) has absolute value at most \(1/\pi\).
Proof. Let $A_n$, $n \in \mathbb{N}$, be a convergent sequence of step approximations of $W$, and let $k_n$ be the order of $A_n$. Since $W$ is regular by Proposition 7, the sum of each row of $A_n$ is $1/2$. This yields that $1/2$ is an eigenvalue of $A_n$ and the associated eigenvector is $(1, \ldots, 1)$.

Let $J_{k_n}$ be the square matrix of order $k_n$ with all entries equal to 1 and let $B_n = J_{k_n} - 2k_n \cdot A_n$. Note that the matrix $B_n$ is skew-symmetric and all its entries are between $-1$ and $+1$. Also note that the vector $(1, \ldots, 1)$ is an eigenvector of $A_n$ associated with the eigenvalue $1/2$, and it is also an eigenvector of $B_n$ associated with the eigenvalue $0$. Since $B_n$ is skew-symmetric, all its non-zero eigenvalues are purely imaginary and there exists an orthonormal basis of $\mathbb{C}^{k_n}$ formed by eigenvectors of the matrix $B_n$ (see the beginning of Section 5 for a more detailed exposition on properties of skew-symmetric matrices). This means that we can assume that every eigenvector of $B_n$ associated with a non-zero eigenvalue is orthogonal to the vector $(1, \ldots, 1)$ in the space $\mathbb{C}^{k_n}$.

Since $(1, \ldots, 1)$ is an eigenvector of $B_n$ associated with the eigenvalue $0$, every eigenvector of $B_n$ associated with a non-zero eigenvalue of $B_n$ is also an eigenvector of $A_n$. Thus, if $\lambda$ is an eigenvalue of $A_n$, then either $\lambda$ is equal to $1/2$ (for the vector $(1, \ldots, 1)$) or $-2k_n \lambda$ is an eigenvalue of $B_n$. Since the spectral radius of $B_n$ is at most the spectral radius of the matrix $D_{k_n}$ divided by $k_n$ converge to $2/\pi$, it follows that the limit of the maximum absolute value of an eigenvalue of $A_n$ different from $1/2$ is at most $1/\pi$. The statement of the lemma now follows.

We are now ready to asymptotically determine $c(\ell)$ for $\ell$ divisible by four. Since the multiset $\hat{\sigma}(W_C)$ for the carousel tournament on $W_C$, which we described at the end of Section 2, consists of $1/2$ and $\pm i/(i(2i-1)\pi)$ for $i \in \mathbb{N}$, we obtain using (8) that

$$c(\ell) \geq 1 + 2 \cdot \sum_{i=1}^{\infty} \left( \frac{2}{(2i-1)\pi} \right)^{\ell}$$

for every $\ell$ divisible by four. The next theorem of this section provides an asymptotically matching upper bound.

**Theorem 14.** For every $\varepsilon > 0$, there exists $\ell_0$ such that the following holds for every $\ell \geq \ell_0$ divisible by four:

$$c(\ell) \leq 1 + \left( \frac{2}{\pi} + \varepsilon \right)^{\ell}.$$

**Proof.** Let $W_k$ be a tournament that maximizes the sum of the $(4k)$-th powers of $\hat{\sigma}(W_k)$. Suppose that the statement of the theorem is false, i.e., there exists $\varepsilon > 0$ and a sequence $(k_i)_{i \in \mathbb{N}}$ such that

$$C(W_{k_i}, 4k_i) > 1 + \left( \frac{2}{\pi} + \varepsilon \right)^{4k_i} \tag{15}$$
for every $i \in \mathbb{N}$. Without loss of generality, we may assume that the sequence $(W_{k_i})_{i \in \mathbb{N}}$ is convergent in the cut distance and let $W$ be the tournament on that is its limit. Since partitions of $[0, 1]$ corresponding to fine enough step approximations of $W_{k_i}$ yield step approximations close to $W$ in the cut distance and the step approximations of $W_{k_i}$ and $W$ are also close in the cut distance, the sets $(\hat{\sigma}(W_{k_i}) \cup \{0^\infty\})_{i \in \mathbb{N}}$ converge to $\hat{\sigma}(W) \cup \{0^\infty\}$ as multisets.

Let $\rho$ be the largest positive real contained in $\hat{\sigma}(W)$. If $\rho$ is smaller than $1/2$, then it holds that

$$\lim_{i \to \infty} C(W_{k_i}, 4k_i) = 0.$$  

Since this contradict the choice of $(k_i)_{i \in \mathbb{N}}$, we can assume that $\rho = 1/2$, i.e., $\hat{\sigma}(W)$ contains $1/2$. Hence, all other non-zero elements of $\hat{\sigma}(W)$ are purely imaginary and the absolute value of every such element at most $1/\pi$ by Lemma 13. Let $m$ be the number elements of $\hat{\sigma}(W)$ with the absolute value $1/\pi$ (note that $m$ can be zero). We can assume that $\varepsilon$ is small enough that the absolute value of any element of $\hat{\sigma}(W)$ with absolute value smaller than $1/\pi$ is at most $1/\pi - \varepsilon$. It follows that

$$\lim_{i \to \infty} \frac{C(W_{k_i}, 4k_i) - 2^{4k_i} \sum_{\lambda \in \hat{\sigma}(W_{k_i}) : |\lambda| \geq 1/\pi - \varepsilon/2} \lambda^{4k_i}}{(2/\pi)^{4k_i}} = 0. \tag{16}$$

The choice of $m$ implies that there exists $i_0$ such that

$$\sum_{\lambda \in \hat{\sigma}(W_{k_i}) : |\lambda| \geq 1/\pi - \varepsilon/2} \lambda^{4k_i} \leq \frac{1}{2^{4k_i}} + m \left( \frac{1}{\pi} + \frac{\varepsilon}{4} \right)^{4k_i} \tag{17}$$

for every $i \geq i_0$. Using (15), (16) and (17) we get a contradiction. \hfill \qed

5 Cycles of length eight

In this section, we present our results on cycles of length eight. We also present the analogous arguments in the (simpler) case of cycles of length four to make the exposition more accessible, although the presented results for cycles of length four have been previously proven. To be able to present our arguments, we need to recall some results on matrices and particularly on skew-symmetric matrices. If $A$ is a square matrix of order $n$ and $X \subseteq [n]$, then $A[X]$ is the square matrix formed by entries in the rows and the columns indexed by the elements of $X$. Throughout this section, $J_n$ denotes the square matrix of order $n$ with all entries equal to 1. Recall that $D_n$ is the skew-symmetric $n \times n$ matrix with all entries above the diagonal equal to $+1$ and all entries below the diagonal equal to $-1$. We say that two skew-symmetric matrices are sign-equivalent if one can be obtained from the other by permuting the rows and columns symmetrically and multiplying some of the rows and the symmetric set of columns by $-1$. 
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It is well-known that for every real skew-symmetric matrix \( A \), there exists an orthogonal (real) matrix \( Q \) (i.e. a square matrix \( Q \) such that \( Q^TQ \) is the identity matrix) such that the matrix \( Q^T A Q \) is a block diagonal matrix with two kinds of blocks: blocks of size two of the form \( \begin{pmatrix} 0 & a \\ -a & 0 \end{pmatrix} \) and blocks of size one equal to the zero matrix. In particular, there exists an orthogonal basis formed by eigenvectors of the matrix \( A^2 \) and the values \(-a^2\) from the blocks of the matrix \( Q^T A Q \) are the eigenvalues of \( A^2 \) (each with multiplicity two). In addition, if \( v \) and \( v' \) are two rows of \( Q \) associated with the single block of \( Q^T A Q \) with a value \( a \), i.e., \( av = Av' \) and \(-av' = Av\), the complex vectors \( v + \iota v' \) and \( v - \iota v' \) are eigenvectors of \( A \) associated with the eigenvalues \( a\iota \) and \(-a\iota \), respectively, and the vectors \( v + \iota v' \) and \( v - \iota v' \) are orthogonal in the space \( \mathbb{C}^n \).

We apply the just reviewed results on skew-symmetric matrices to get the following upper bound the trace of the fourth and eighth powers of the sum of the all-one matrix and a skew-symmetric matrix.

**Lemma 15.** Let \( B \) be a skew-symmetric matrix of order \( n \) with entries between \(-1\) and \(+1\). It holds that

\[
\text{Tr} \ (J_n + B)^4 = \text{Tr} \ J_n^4 + \text{Tr} \ B^4 - 4n\|Bj\|^2 \quad \text{and} \\
\text{Tr} \ (J_n + B)^8 \leq \text{Tr} \ J_n^8 + \text{Tr} \ B^8 - 2n^5\|Bj\|^2,
\]

where \( j \) is the vector with all entries equal to one. In particular, it holds that

\[
\text{Tr} \ (J_n + B)^4 \leq \text{Tr} \ J_n^4 + \text{Tr} \ B^4 \quad \text{and} \quad \text{Tr} \ (J_n + B)^8 \leq \text{Tr} \ J_n^8 + \text{Tr} \ B^8,
\]

and equality holds if and only if the sum of each row of \( B \) is zero.

**Proof.** We start with the trace of the 4-th power of \( J_n + B \). We obtain the following by expanding \( (J_n + B)^4 \) and using that \( \text{Tr} XY = \text{Tr} YX \):

\[
\text{Tr} \ (J_n + B)^4 = \text{Tr} \ J_n^4 + 4\text{Tr} \ J_n^3B + 4\text{Tr} \ J_n^2B^2 + 2\text{Tr} \ J_nB^3J_nB + 4\text{Tr} \ J_nB^3 + \text{Tr} \ B^4.
\]

Since \( B \) is skew-symmetric, any odd power of \( B \) is also skew-symmetric. In particular, \( J_nB^{2k-1}J_n \) is the zero matrix and \( \text{Tr} \ J_nB^{2k-1} = 0 \) for every \( k \in \mathbb{N} \). It follows that

\[
\text{Tr} \ (J_n + B)^4 = \text{Tr} \ J_n^4 + 4\text{Tr} \ J_n^2B^2 + \text{Tr} \ B^4.
\]

Let \( Q \) be the orthogonal matrix such that \( Q^TBQ \) has the block structure described before the statement of this lemma, let \( k \) be the number of blocks of size two, and let \( a_1, \ldots, a_k \) be the (non-zero) numbers associated with these blocks. Since the trace of \( B^2 \) is equal to \( 2(a_1^2 + \cdots + a_k^2) \), it follows that

\[
a_1^2 + \cdots + a_k^2 \leq \frac{n^2}{2}.
\]
Further, let \( q_i \) and \( q'_i \) be the two rows of \( Q \) corresponding to the block with \( a_i, i \in [k] \), and let \( \alpha_i \in [0, \pi/2] \) be the angle between the vector \( j \) and the plane generated by \( q_i \) and \( q'_i, i \in [k] \). Note that the \((n - 2k)\)-dimensional subspace orthogonal to the space generated by \( q_1, \ldots, q_k \) and \( q'_1, \ldots, q'_k \) is the kernel of \( B \) (as it is generated by the rows of \( Q \) corresponding to the blocks of size one).

Since the rows of \( Q \) form an orthogonal basis, it follows that

\[
\sum_{i=1}^{k} \cos^2 \alpha_i \leq 1. \tag{20}
\]

Observe that the following identities hold.

\[
\begin{align*}
\text{Tr } J_n^4 &= n^4 \\
\text{Tr } J_n^2 B^2 &= -n^2 \sum_{i=1}^{k} a_i^2 \cos^2 \alpha_i \\
\text{Tr } B^4 &= 2 \sum_{i=1}^{k} a_i^4
\end{align*}
\]

In particular, the second term in (18) is non-positive and equal to \(-4n||Bj||^2\). Hence, \( \text{Tr } (J_n + B)^4 \leq \text{Tr } J_n^4 + \text{Tr } B^4 \) and equality holds if and only if the vector \( j \) is in the kernel of \( B \). The latter holds if and only if the sum of each row of \( B \) is zero. This establishes the statement of the lemma concerning the trace of the 4-th power of \( J_n + B \).

We next analyze the trace of the 8-th power of \( J_n + B \). As in the case of the 4-th power the trace of some terms in the expansion of \( (J_n + B)^8 \) is zero, and we obtain the following.

\[
\begin{align*}
\text{Tr } (J_n + B)^8 &= \text{Tr } J_n^8 + 8\text{Tr } J_n^6 B^2 + 8\text{Tr } J_n^4 B^4 + 8\text{Tr } J_n^2 B^2 J_n B^2 \\
&\quad + 4\text{Tr } J_n^2 B^2 J_n^2 B^2 + 8\text{Tr } J_n^2 B^6 + 8\text{Tr } J_n B^2 J_n B^4 + \text{Tr } B^8 \tag{21}
\end{align*}
\]

As in the previous case, we can express some of the terms in (21) using \( a_i \) and...
\[ \alpha_i, \ i \in [k]. \]

\[ \text{Tr} \ J_n^8 = n^8 \]
\[ \text{Tr} \ J_n^6 B^2 = -n^6 \sum_{i=1}^{k} a_i^2 \cos^2 \alpha_i \]
\[ \text{Tr} \ J_n^4 B^4 = n^4 \sum_{i=1}^{k} a_i^4 \cos^2 \alpha_i \]
\[ \text{Tr} \ J_n^3 B^2 J_n B^2 = \text{Tr} \ J_n^2 B^2 J_n^2 B^2 = n^4 \left( \sum_{i=1}^{k} a_i^2 \cos^2 \alpha_i \right)^2 \]
\[ \text{Tr} \ J_n^2 B^6 = -n^2 \sum_{i=1}^{k} a_i^6 \cos^2 \alpha_i \]
\[ \text{Tr} \ J_n B^2 J_n B^4 = -n^2 \left( \sum_{i=1}^{k} a_i^2 \cos^2 \alpha_i \right) \left( \sum_{i=1}^{k} a_i^4 \cos^2 \alpha_i \right) \]
\[ \text{Tr} \ B^8 = 2 \sum_{i=1}^{k} a_i^8 \]

We derive using (20) that
\[ 2 \text{Tr} \ J_n^6 B^2 + 8 \text{Tr} \ J_n^3 B^2 J_n B^2 + 8 \text{Tr} \ J_n^2 B^2 J_n B^4 \]
\[ = -2n^2 \left( \sum_{i=1}^{k} a_i^2 \cos^2 \alpha_i \right) \left( n^4 - 4n^2 \sum_{i=1}^{k} a_i^2 \cos^2 \alpha_i + 4 \sum_{i=1}^{k} a_i^4 \cos^2 \alpha_i \right) \]
\[ \leq -2n^2 \left( \sum_{i=1}^{k} a_i^2 \cos^2 \alpha_i \right) \left( n^4 \sum_{i=1}^{k} \cos^2 \alpha_i - 4n^2 \sum_{i=1}^{k} a_i^2 \cos^2 \alpha_i + 4 \sum_{i=1}^{k} a_i^4 \cos^2 \alpha_i \right) \]
\[ = -2n^2 \left( \sum_{i=1}^{k} a_i^2 \cos^2 \alpha_i \right) \left( \sum_{i=1}^{k} (n^2 - 2a_i^2 \cos^2 \alpha_i) \right) \leq 0. \] (22)

Using (19) and (20), we obtain that
\[ \sum_{i=1}^{k} a_i^2 \cos^2 \alpha_i \leq \frac{n^2}{2}, \]

which yields that
\[ 2 \text{Tr} \ J_n^6 B^2 + 4 \text{Tr} \ J_n^2 B^2 J_n^2 B^2 = \]
\[ 2n^4 \left( \sum_{i=1}^{k} a_i^2 \cos^2 \alpha_i \right) \left( -n^2 + 2 \sum_{i=1}^{k} a_i^2 \cos^2 \alpha_i \right) \leq 0. \] (23)
We finally bound a portion of the second term, and the third and sixth terms in (21) as follows.

\[
2\text{Tr} J_n^6 B^2 + 8\text{Tr} J_n^4 B^4 + 8\text{Tr} J_n^2 B^6 = \\
-2n^2 \sum_{i=1}^{k} (n^4 - 4n^2 a_i^2 + 4a_i^4) a_i^2 \cos^2 \alpha_i = \\
-2n^2 \sum_{i=1}^{k} (n^2 - 2a_i^2)^2 a_i^2 \cos^2 \alpha_i \leq 0
\]  
(24)

Using (22), (23) and (24), we obtain the following estimate on Tr \((J_n + B)^8\) using the expansion in (21).

\[
\text{Tr} (J_n + B)^8 \leq \text{Tr} J_n^8 + \text{Tr} B^8 + 2\text{Tr} J_n^6 B^2 
\]  
(25)

Since it holds that Tr \(J_n^6 B^2 = -n^5 ||Bj||^2 \leq 0\), the inequality from the statement of the lemma now follows. Hence, Tr \((J_n + B)^8 \leq \text{Tr} J_n^8 + \text{Tr} B^8\). Moreover, since the inequalities (22), (23) and (24) hold with equality if \(\cos \alpha_i = 0\) for every \(i \in [k]\), which holds if \(j\) is in the kernel of \(B\), we can conclude that Tr \((J_n + B)^8 = \text{Tr} J_n^8 + \text{Tr} B^8\) if and only if the sum of each row of \(B\) is zero.

The following two lemmas will be important to establish an upper bound on the trace of the last term in the upper bound given in Lemma 15. To state the lemmas, we need the following definition. For a square matrix \(A\) of order \(n\) we define the cyclic index of \(A\) as

\[
\text{Cycl} A = \sum_{\pi \in S_n} \prod_{i=1}^{n} A_{\pi(i) \pi(i+1)},
\]

where the computation with indices is modulo \(n\), i.e., \(\pi(n + 1) = \pi(1)\).

**Lemma 16.** Let \(B\) be a skew-symmetric matrix of order 4 such that each off-diagonal entry of \(B\) is +1 or −1. The cyclic index of \(B\) is at most the cyclic index of \(D_4\) and equality holds if and only if \(B\) is sign-equivalent to \(D_4\).

**Proof.** Since the cyclic index of sign-equivalent matrices is the same, we may assume without loss of generality that the first row of \(B\) contains +1 only. Hence, we need to consider the following two matrices (after a permutation of rows and columns):

\[
\begin{pmatrix}
0 & +1 & +1 & +1 \\
-1 & 0 & +1 & +1 \\
-1 & -1 & 0 & +1 \\
-1 & -1 & -1 & 0
\end{pmatrix}
\quad \text{and} \quad
\begin{pmatrix}
0 & +1 & +1 & +1 \\
-1 & 0 & +1 & -1 \\
-1 & -1 & 0 & +1 \\
-1 & +1 & -1 & 0
\end{pmatrix}
\]

The cyclic index of the left matrix is 8 and the cyclic index of the right matrix is −24. The statement of the lemma follows. □
To state the next lemma, we need to introduce another skew-symmetric matrix.

\[
D'_8 = \begin{pmatrix}
0 & +1 & +1 & +1 & +1 & +1 & +1 & +1 \\
-1 & 0 & +1 & -1 & +1 & +1 & +1 & +1 \\
-1 & -1 & 0 & -1 & +1 & +1 & +1 & +1 \\
-1 & +1 & +1 & 0 & -1 & -1 & -1 & -1 \\
-1 & -1 & -1 & +1 & 0 & +1 & +1 & -1 \\
-1 & -1 & -1 & +1 & -1 & 0 & +1 & +1 \\
-1 & -1 & -1 & +1 & -1 & 1 & 0 & +1 \\
-1 & -1 & -1 & +1 & -1 & 1 & 0 & +1 \\
\end{pmatrix}
\]

**Lemma 17.** Let \( B \) be a skew-symmetric matrix of order 8 such that each off-diagonal entry of \( B \) is +1 or −1. The cyclic index of \( B \) is at most the cycle index of \( D_8 \) and equality holds if and only if \( B \) is sign-equivalent to \( D_8 \) or to \( D'_8 \).

The proof of Lemma 17 proceeds by a computer assisted inspection of all skew-symmetric 8 × 8 matrices where the off-diagonal entries in the first row are +1, those in the first column are −1, and all other off-diagonal entries are either +1 or −1. In an independent way, we have prepared a C program and a C++ program to verify Lemma 17, i.e., to check that the cyclic index of every skew-symmetric 8 × 8 matrix of the above form is at most 2176 and the equality holds if and only if the matrix is sign-equivalent to \( D_8 \) or to \( D'_8 \); the code of the C program and its output are available as ancillary files on arXiv.

We are now ready to compute the value of \( c(8) \).

**Theorem 18.** It holds that \( c(4) = 4/3 \) and \( c(8) = 332/315 \).

**Proof.** Fix \( \ell \in \{4, 8\} \) and let \( A \) be the tournament matrix of an \( n \)-vertex tournament \( T \). Proposition 2 yields that

\[
C(T, \ell) = \frac{2^\ell}{n^\ell} \text{Tr} A^\ell + O(n^{-1}).
\]

Let \( B = J_n - 2A \) and note that \( A = \frac{J_n + B}{2} \). By Lemma 15, we obtain that

\[
\text{Tr} A^\ell \leq \frac{1}{2^\ell} \left( \text{Tr} J_n^\ell + \text{Tr} B^\ell \right).
\]

The trace of \( B^\ell \) can be combinatorially interpreted as the sum taken over all closed walks with length \( \ell \) in \( T \) where the sum contains +1 for every such walk with an even number of forward edges and −1 for every such walk with an odd number of forward edges. Such walks that are not cycles contribute to the sum only \( O(n^{\ell-1}) \) and those that are cycles can be counted as cyclic indices of the square submatrices with rows and columns indexed by the vertices of the cycle. Hence, we obtain the following.

\[
\text{Tr} B^\ell = \sum_{X \in \binom{[n]}{\ell}} \text{Cycl} B[X] + O(n^{\ell-1}).
\]
By Lemmas 16 and 17, it holds \( \text{Cycl } B[X] \leq \text{Cycl } D_\ell \) for every \( X \in \binom{[n]}{\ell} \), which yields that
\[
\text{Tr } B^\ell \leq \text{Tr } D_n^\ell + O(n^{\ell-1}).
\]
Hence, we obtain that
\[
C(T, \ell) \leq \frac{1}{n^\ell} \left( n^\ell + \text{Tr } D_n^\ell + O(n^{\ell-1}) \right).
\]

We next proceed separately for \( \ell = 4 \) and \( \ell = 8 \). Analyzing the spectrum of the matrix \( D_n \) yields that
\[
\lim_{n \to \infty} \frac{\text{Tr } D_n^4}{n^4} = 2 \sum_{i=1}^{\infty} \left( \frac{2}{(2i-1)\pi} \right)^4 = \frac{1}{3},
\]
which implies that
\[
C(T, 4) \leq \frac{4}{3} + O(n^{-1}).
\]
Similarly, we obtain that
\[
\lim_{n \to \infty} \frac{\text{Tr } D_n^8}{n^8} = 2 \sum_{i=1}^{\infty} \left( \frac{2}{(2i-1)\pi} \right)^8 = \frac{17}{315},
\]
which implies that
\[
C(T, 8) \leq \frac{332}{315} + O(n^{-1}).
\]
Since it holds that \( C(W_C, 4) = 4/3 \) and \( C(W_C, 8) = 332/315 \) for the carousel tournament \( W_C \), the statement of the theorem now follows.

The methods used to prove Theorem 18 actually provide the characterization of extremal tournaments. We fix some additional notation: \( T^4 \) is the 4-vertex transitive tournament, \( C^4 \) is the unique 4-vertex hamiltonian tournament, \( L^4 \) is the unique 4-vertex non-transitive tournament with a sink, and \( W^4 \) is the unique 4-vertex non-transitive tournament with a source. The four tournaments are depicted in Figure 2. It is also interesting to note that the matrix \( D_8'' \) is sign-equivalent to the following matrix \( D_8'' \):

\[
D_8'' = \begin{pmatrix}
0 & +1 & +1 & -1 & +1 & +1 & +1 & +1 \\
-1 & 0 & +1 & +1 & +1 & +1 & +1 & +1 \\
-1 & -1 & 0 & +1 & +1 & +1 & +1 & +1 \\
+1 & -1 & -1 & 0 & +1 & +1 & +1 & +1 \\
-1 & -1 & -1 & -1 & 0 & +1 & +1 & +1 \\
-1 & -1 & -1 & -1 & 0 & +1 & +1 & +1 \\
-1 & -1 & -1 & -1 & 0 & +1 & +1 & +1 \\
-1 & -1 & -1 & -1 & 0 & +1 & +1 & +1
\end{pmatrix}.
\]
The 8-vertex tournament with the tournament matrix $J_8 + D''_8$ is the tournament obtained from two copies of $C^4$ by adding edges directed from the first copy to the second; this tournament is depicted in Figure 3.

**Theorem 19.** Let $W$ be a tournament. It holds that $C(W, 4) = c(4) = 4/3$ if and only if $W$ is weakly isomorphic to the carousel tournament $W_C$, and it holds that $C(W, 8) = c(8) = 332/315$ if and only if $W$ is weakly isomorphic to the carousel tournament $W_C$.

**Proof.** If $W$ is weakly isomorphic to the the carousel tournament $W_C$, then $C(W, 4) = C(W_C, 4) = c(4)$ and $C(W, 8) = C(W_C, 8) = c(8)$. Hence, we focus on proving the converse implications and start with the one concerning cycles of length four. Let $W$ be a tournament such that $C(W, 4) = c(4)$. Let $T_n, n \in \mathbb{N}$, be an $n$-vertex $W$-random tournament, and let $B_n$ be the skew-symmetric matrix such that $\frac{J_n + B_n}{2}$ is the tournament matrix of $T_n$. Note that the limit of $C(T_n, 4)$ is $C(W, 4)$ with probability one.

Similarly to the proof of Theorem 18, we obtain using Lemma 15 that

$$C(T_n, 4) \leq 1 + \frac{1}{n^4} \text{Tr} D_n^4 - \frac{4}{n^3} \|B_n j\|^2 + O(n^{-1}),$$

where $j$ is the vector with all entries equal to one. It follows that

$$C(W, 4) = \lim_{n \to \infty} C(T_n, 4) \leq 1 + \lim_{n \to \infty} \frac{1}{n^4} \text{Tr} D_n^4 = c(4).$$

Furthermore, equality can hold only if

$$\lim_{n \to \infty} \frac{\|B_n j\|^2}{n^3} = 0$$

(26)
and the proportion of principal submatrices of $B_n$ of order four that are sign-equivalent to $D_4$ tends to 1. The latter implies that $d(T^4, W) + d(C^4, W) = 1$ and $d(L^4, W) + d(W^4, W) = 0$, i.e., the only 4-vertex tournaments with positive density in $W$ are $T^4$ and $C^4$. We conclude that all 4-vertex subtournaments of $T_n$ are $T^4$ and $C^4$ (with probability one), in particular, the in-neighborhood and the out-neighborhood of every vertex of $T_n$ is transitive. If (26) holds, then $1/2 \in \hat{\sigma}(W)$ and the tournament on $W$ is regular by Proposition 7. Hence, the in-degree of every vertex of $T_n$ is close to $n/2$ with high probability, which implies that $W$ is a limit of the carousel tournaments described at the end of Section 2. Since the tournament on $W_C$ is also a limit of the carousel tournaments, the tournaments $W$ and $W_C$ are weakly isomorphic.

We now deal with the case of cycles of length eight. Let $W$ be a tournament such that $C(W, 8) = c(8)$. As in the previous case, we conclude that $W$ is regular and the only 8-vertex tournaments with positive density in $W$ are those whose tournament matrix $A$ satisfies that $2A - J_n$ is sign-equivalent to $D_8$ or $D'_8$. A straightforward case analysis yields that every skew-symmetric matrix $B$ of order nine such that every principal submatrix of order eight of $B$ is sign-equivalent to $D_8$ or $D'_8$ satisfies that $B$ is sign-equivalent to $D_9$. It follows that the only 9-vertex tournaments with positive density in $W$ are those whose tournament matrix $A$ satisfies that $2A - J_n$ is sign-equivalent to $D_9$. Consequently, the only 4-vertex tournaments with positive density in $W$ are those whose tournament matrix $A$ satisfies that $2A - J_n$ is sign-equivalent to $D_4$, i.e., the tournaments $T^4$ and $C^4$. Analogously to the previous case, we now conclude that the tournaments $W$ and $W_C$ are weakly isomorphic.
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