In this work we study the critical behavior of a three-state opinion model in the presence of noise. This noise represents the independent behavior, that plays the role of social temperature. Each agent on a regular D-dimensional lattice has a probability $q$ to act as independent, i.e., he can choose his opinion independent of the opinions of his neighbors. Furthermore, with the complementary probability $1 - q$ the agent interacts with a randomly chosen nearest neighbor through a kinetic exchange. Our numerical results suggest that the model undergoes nonequilibrium phase transitions at critical points $q_c$ that depend on the lattice dimension. These transitions are of order-disorder type, presenting the same critical exponents of the Ising model. The results also suggest that the upper critical dimension of the model is $D_c = 4$, as for the Ising model. From the social point of view, with increasing number of social connections, it is easier to observe a majority opinion in the population.
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I. INTRODUCTION

In the last years, several models of opinion dynamics were studied in order to analyze social phenomena like polarization, extremism, conformity, and others [1, 2]. Indeed, social systems are interesting even from the theoretical point of view: they exhibit rich emergent phenomena, that results from the interaction of a large number of agents. This interdisciplinary topic is usually treated by means of computer simulations of agent-based models, which allow us to understand the emergence of collective phenomena in those systems.

The impact of conformity/nonconformity in opinion dynamics has attracted recent attention of the physicists [3–11]. Nonconformity behaviors like anticonformism or independence, that are introduced in opinion models as disorder or noise, lead to the occurrence of phase transitions, making the models more realistic since distinct opinions can coexist in the population, as occurs usually in referendums and elections [1, 2]. The independent behavior was discussed recently in opinion models [5–7, 10, 11]. Independent individuals tend to resist to the groups’ influence, taking your own opinions regarding a subject independent of the other individuals. Independence is a kind of nonconformity, and it acts on a opinion model as a kind of stochastic driving that can lead the model to undergoes a phase transition. In fact, independence plays the role of a random noise similar to social temperature [4–7, 10].

In this work we study the impact of independence on agents’ behavior in a kinetic exchange opinion model defined on regular D-dimensional lattices. For this purpose, we introduce a probability $q$ of agents to make independent decisions. In the absence of noise the population reaches consensus with all agents sharing one of the extreme positions. Our numerical results suggest that the model undergoes phase transitions at critical points $q_c$ that depend on the lattice dimension. These transitions are of order-disorder type, presenting the same critical exponents of the Ising model within error bars. The results also suggest that the upper critical dimension of the model is $D_c = 4$, as for the Ising model.

The organization of the work is as follows. In Section 2 we present the microscopic rules that define the model. In Section 3 the numerical results are discussed for the model defined on dimensions $D = 2, 3$ and 4. Finally, our conclusions are presented in Section 4.
II. MODEL

Our model is based on kinetic exchange opinion models (KEOM) [12–15]. A population of $N$ agents is defined on a regular $D$-dimensional lattice of linear size $L$ with periodic boundary conditions, i.e., we have $N = L^D$. Each agent on a given lattice site $i$ carries one of three possible opinions (or states), namely $o_i = +1$, $-1$ or $0$, and he/she can interact only with his/her nearest neighbors. The following rules govern the dynamics:

1. A lattice site $i$ is randomly chosen;

2. With probability $q$, the agent on site $i$ will act independently. In this case, with probability $g$ he/she chooses the opinion $o_i = 0$, with probability $(1 - g)/2$ he/she adopts the opinion $o_i = +1$ and with probability $(1 - g)/2$ he/she chooses the opinion $o_i = -1$;

3. With probability $1 - q$ we choose at random one of the $z = 2D$ nearest neighbors of site $i$, say $j$, in a way that $j$ will influence $i$. Thus, the opinion of the agent $i$ in the next time step $t + 1$ will be updated according to

$$o_i(t + 1) = \text{sgn} \left[ o_i(t) + o_j(t) \right],$$

where the sign function is defined such that $\text{sgn}(0) = 0$.

In the case where the agent $i$ does not act independently, he/she can change his/her state following a rule similar to the one proposed recently in a mean-field KEOM [15]. Notice, however, that in Ref. [15] the two randomly chosen agents $i$ and $j$ interact with competitive couplings, i.e., the kinetic equation of interaction is $o_i(t + 1) = \text{sgn} \left[ o_i(t) + \mu_{ij} o_j(t) \right]$. In this case, the couplings $\mu_{ij}$ are random variables presenting the value $-1$ ($+1$) with probability $p$ ($1 - p$). In other words, the parameter $p$ denotes the fraction of negative interactions. In the mean-field case, the model with competitive interactions [15] presents an order-disorder transition at $p_c = 1/4$, with the same exponents of the mean-field Ising model, namely $\beta = 0.5$, $\gamma = 1$ and $\nu = 2$. In the case of a square and cubic lattices, the KEOM with competitive interactions was studied recently: it undergoes a nonequilibrium phase transition at $p_c \approx 0.134$ (for the two-dimensional square lattice) and $p_c \approx 0.199$ (for the three-dimensional cubic lattice), and in the absence of negative interactions ($p = 0$), the population reaches consensus states with all opinions $+1$ or $-1$ [16]. For $p_c \leq p \leq 1.0$

\[1\] The discrepancy on the exponent $\nu$ was observed in other KEOM [10–11], and was associated with a superior critical dimension $D_c = 4$, that leads to an effective exponent $\nu' = 1/2$, obtained from $\nu = D_c \nu' = 2$.
the society is in a paramagnetic disordered state, with an equal fraction of the two extreme opinions +1 and −1 (on average).

Thus, our Eq. (1) represents the D-dimensional version of the KEOM of Ref. [15] with no negative interactions, i.e., an extension of the model presented at mean-field level in [10]. The above parameter \( g \) can be related to the agents’ flexibility [5, 10, 11]. In this case, for \( q = 0 \) (no independence) all stationary states will give us \( m = 1 \), where \( m \) is the order parameter of the system,

\[
m = \left\langle \frac{1}{L^D} \sum_{i=1}^{N} o_i \right\rangle ,
\]

and \( \langle ... \rangle \) denotes a disorder or configurational average taken at steady states. The Eq. (2) defines the “magnetization per spin” of the system. In addition, we also considered other quantities of interest, namely the susceptibility \( \chi \) and the Binder cumulant \( U \), defined respectively as

\[
\chi = L^D \left( \langle m^2 \rangle - \langle m \rangle^2 \right) \quad (3)
\]

\[
U = 1 - \frac{\langle m^4 \rangle}{3\langle m^2 \rangle^2} . \quad (4)
\]

We will show in the next section that the independence behavior works as a noise that induces a phase transition in the KEOM with the absence of negative interactions.

### III. RESULTS

#### A. 2D Square lattice

Let us start considering the model on square lattices. First one can study the symmetric case \( g = 1/3 \). In this case, all probabilities related to the independent behavior, namely \( g \) and \( (1 - g)/2 \) are equal to 1/3. Thus, the probability that an agent \( i \) chooses a given opinion +1, −1 or 0 independently of the opinions of his nearest neighbors is \( q/3 \). For the analysis of the model, we have considered the quantities defined on Eqs. (2)-(4), with \( D = 2 \).

The initial configuration of the population is fully disordered, i.e., we started all simulations with an equal fraction of each opinion (1/3 for each one). A time step in the simulations is defined by the application of the rules defined in the previous section \( L^2 \) times. In Fig. we exhibit the quantities of interest as functions of \( q \) for different lattice sizes \( L \). All results suggest the typical behavior of a phase transition. In order to estimate the transition point \( q_c \), we look for the crossing of the Binder cumulant curves for the different sizes [17]. From Fig. (a), the estimated value
FIG. 1. (Color online) Binder cumulant $U$ (a), order parameter $m$ (b) and susceptibility $\chi$ (c) as functions of the independence probability $q$ for the symmetric case ($g = 1/3$) on 2D square lattices for different lattice sizes $L$. In the inset we exhibit the corresponding scaling plots. The estimated critical quantities are $q_c \approx 0.065$, $\beta \approx 0.125$, $\gamma \approx 1.75$ and $\nu \approx 1.0$. Results are averaged over 300, 200, 150, 120 and 100 samples for $L = 30, 40, 60, 80$ and 100, respectively.

is $q_c = 0.065 \pm 0.003$, where the error bar was determined looking at the crossing of the Binder cumulant curves near $q_c$. In addition, in order to determine the critical exponents associated with the phase transition we performed a finite-size scaling (FSS) analysis. We have considered the standard FSS equations,

$$m(L) \sim L^{-\beta/\nu} \quad (5)$$

$$\chi(L) \sim L^{\gamma/\nu} \quad (6)$$

$$U(L) \sim \text{constant} \quad (7)$$

$$q_c(L) - q_c \sim L^{-1/\nu}, \quad (8)$$
FIG. 2. (Color online) Order parameter $m$ as a function of $q$ for the model on 2D square lattices for $L = 100$ and typical values of $g$. One can see that the transition points depend on $g$. Results are averaged over 100 simulations.

that are valid in the vicinity of the transition. Thus, we exhibit in the insets of Fig. 1 the scaling plots of the quantities of interest ($U$, $m$ and $\chi$). Our estimates for the critical exponents are $\beta = 0.125 \pm 0.003$, $\gamma = 1.75 \pm 0.02$ and $\nu = 1.00 \pm 0.05$, where the error bars were determined by the monitoring small fluctuations around the best data collapse. These values are compatible with the exponents of the two-dimensional Ising model [18], suggesting the same universality class, as equally observed in the mean-field case [10]. However, there is an important difference. In the mean-field case it was observed that the critical probability ($q_c = 1/4$) presents the same value of the critical fraction of negative interactions ($p_c = 1/4$) of the standard KEOM of Ref. [15]. In other words, the inclusion of independence with symmetric probabilities (i.e., $g = 1/3$) in the fully-connected case produces the same effect of the introduction of negative interactions. In our case, considering negative interactions ($p > 0$) with no independence in the square lattice, the model undergoes the order-disorder transition at $p_c \approx 0.134$ [16]. Nevertheless, the critical independence probability in the absence of competitive interactions for the symmetric case was found to be $q_c \approx 0.065$, different of $p_c$. This difference can be viewed as effects of correlations due to the presence of neighbors, that do not exist in the mean-field case where each agent can interact with all others.

One can also consider the general case where $g \neq 1/3$. In this case, for an agent that act independently, the probabilities to choose the three possible opinions are different. As was done before, we started all simulations with an equal fraction of each opinion. In Fig. 2 we show the order parameter as a function of $q$ for typical values of the flexibility $g$ and lattice size $L = 100$. 
FIG. 3. (Color online) Fraction $n_0$ of samples (over 200 simulations) that reach the absorbing state with all neutral opinions as a function of $q$ for the model defined on 2D square lattices. Results are for $g = 1$ and typical lattice sizes $L$ (main plot). In the inset it is exhibited the corresponding scaling plot. The best collapse of data was obtained for $q_c = 0.38$ and $b = 0.95$.

One can see that the phase transition occurs for all values of $g$ exhibited in Fig. 2 and the critical points depend on $g$, i.e., we have $q_c = q_c(g)$. Furthermore, another interesting result that one can see in Fig. 2 is that for $g = 1$ the order parameter goes exactly to $m = 0$, presenting no finite-size effects as the other curves for $g < 1$. This result also occurs in the mean-field approximation [10], and can be easily understood. Indeed, for $g = 1$ all agents that behave independently choose opinion $o = 0$. Thus, for a sufficiently large value of $q$ all agents will change independently to $o = 0$, which imply we will have $m = 0$. This qualitative discussion was confirmed analytically in the mean-field case, and will be analyzed numerically in this work.

Thus, the case $g = 1$ is special, because all agents change their opinions to $o = 0$ for a sufficient large value of $q$. Indeed, if all agents are in the $o = 0$ state, the evolution equation (1), when applied (with probability $1 - q$), does not change the opinions to $+1$ or $-1$ anymore, which means that the system is in an absorbing state. This fact, together with the absence of finite-size effects for the magnetization per spin defined in Eq. (2), suggests that one can not apply the FSS equations (5) - (8). In this case, it is better to analyze other quantity as an order parameter, as was done for the mean-field case [10]. Thus, following [10], we performed several simulations of the system for $g = 1$ and we measured the fraction $n_0$ of samples that reached the absorbing state with all opinions 0 as a function of $q$. The result is exhibited in Fig. 3 for typical values of $L$, and in this case this order parameter depends on the system size. Considering scaling equations in a similar way as in
FIG. 4. (Color online) Comparative phase diagram of the model in the plane $q_c$ versus $g$, separating the ordered and the disordered phases. The symbols are the numerical estimates of the critical points $q_c$ for the 2D case, whereas the dashed line is a sketch of the boundary, given by Eq. (10). It is also shown the mean-field result [10] (full line). The error bars determined by the FSS analysis are smaller than data points.

[10], i.e., plotting $n_0$ as a function of the variable $(q - q_c) L^b$, one obtains $q_c = 0.38 \pm 0.001$, in agreement with the previous discussion, and $b = 0.95 \pm 0.02$. The corresponding data collapse is exhibited in the inset of Fig. 3. Thus, for a sufficient large system, considering $g = 1$, for $q > 0.38$ all agents will be in the neutral state.

As above discussed, the numerical results suggest that critical points $q_c$ depend on $g$. We performed a FSS analysis based on Eqs. (5) - (8) in order to obtain the critical points and the critical exponents for other values of $g < 1$. In Fig. 4 the numerical estimates of $q_c(g)$ are plotted as well as the comparison with the mean-field result (see the full line in Fig. 4), given by

$$q_c(g) = q_c(1) \left[ 1 - \left( \frac{1 - g}{3 - g} \right)^{1/2} \right].$$

(9)

where $q_c(1) = 1/2$ for the mean-field case. Based on the above equation, we propose the following boundary for the 2D case,

$$q_c(g) = q_c(1) \left[ 1 - \left( \frac{1 - g}{c_1 - g} \right)^{c_2} \right],$$

(10)
with two fitting parameters $c_1$ and $c_2$, and we have used our numerical estimate $q_c(1) = 0.38$. Fitting the data, we obtained $c_1 \approx 1.325$ and $c_2 \approx 0.415$. Eq. (10) with these fitted parameters is plotted in Fig. 4 (see the dashed line), and one can see a good agreement with the numerical data. In addition, the critical exponents are the same for all values of $g < 1$, i.e., we have $\beta \approx 0.125$, $\gamma \approx 1.75$ and $\nu \approx 1.0$, which indicates a universality on the order-disorder frontier of the model, except on the “special” point $g = 1$ where we have an active-absorbing transition.

B. 3D Cubic lattice

In order to discuss about the robustness of the universality class of the model, we also considered simulations on cubic lattices with $N = L^3$ sites. For simplicity, we only considered the symmetric case with $g = 1/3$. However, as one saw in the last subsection, the exponents did not changed for distinct values of $g$ (except for the case $g = 1$).

Again, we considered as the initial configuration a fully-disordered population. A time step in the simulations is defined by the application of the rules defined in the previous section $L^3$ times. In Fig. 5 we exhibit the quantities of interest as functions of $q$ for different lattice sizes $L$. All results suggest the typical behavior of a phase transition. Again, we can look for the crossing of the Binder cumulant curves for the different sizes [17] to estimate the critical point $q_c$. From Fig. 5 (a), the estimated value is $q_c = 0.146 \pm 0.002$. In addition, in order to determine the critical exponents associated with the phase transition we performed a FSS analysis. We have considered the standard FSS equations (5) - (8). Thus, we exhibit in the insets of Fig. 5 the scaling plots of the quantities of interest ($U$, $m$ and $\chi$). Our estimates for the critical exponents are $\beta = 0.32 \pm 0.01$, $\gamma = 1.23 \pm 0.02$ and $\nu = 0.62 \pm 0.02$, that are compatible with the exponents of the three-dimensional Ising model [18], confirming the Ising model universality class. However, as in the 2D case, the critical noise ($q_c \approx 0.146$) is different from the critical fraction of negative interactions observed in the square lattice, $p_c \approx 0.199$ [15].

C. 4D Hypercubic lattice

We also considered the model on hypercubic four-dimensional lattices with $N = L^4$ sites. As in the previous case (3D), we only considered the symmetric case with $g = 1/3$.

Again, we considered as the initial configuration a fully-disordered population. A time step in the simulations is defined by the application of the rules defined in the previous section $L^4$ times.
FIG. 5. (Color online) Binder cumulant $U$ (a), order parameter $m$ (b) and susceptibility $\chi$ (c) as functions of the independence probability $q$ for the symmetric case $(q = 1/3)$ on 3D cubic lattices for different lattice sizes $L$. In the inset we exhibit the corresponding scaling plots. The estimated critical quantities are $q_c \approx 0.146$, $\beta \approx 0.32$, $\gamma \approx 1.23$ and $\nu \approx 0.62$. Results are averaged over 300, 200, 150, 120 and 100 samples for $L = 10, 12, 16, 20$ and 24, respectively.

In Fig. 6 we exhibit the quantities of interest as functions of $q$ for different lattice sizes $L$. All results suggest the typical behavior of a phase transition. Again, we can look for the crossing of the Binder cumulant curves for the different sizes to estimate the critical point $q_c$. From Fig. 6 (a), the estimated value is $q_c = 0.183 \pm 0.002$. In addition, in order to determine the critical exponents associated with the phase transition we performed a FSS analysis. We have considered the standard FSS equations. Thus, we exhibit in the insets of Fig. 6 the scaling plots of the quantities of interest ($U$, $m$ and $\chi$). Our estimates for the critical exponents are $\beta = 0.48 \pm 0.04$, $\gamma = 1.02 \pm 0.03$ and $\nu = 0.51 \pm 0.03$, that are compatible with the exponents of the four-dimensional Ising model, confirming the Ising model universality class. Furthermore,
FIG. 6. (Color online) Binder cumulant $U$ (a), order parameter $m$ (b) and susceptibility $\chi$ (c) as functions of the independence probability $q$ for the symmetric case ($g = 1/3$) on 4D hypercubic lattices for different lattice sizes $L$. In the inset we exhibit the corresponding scaling plots. The estimated critical quantities are $q_c \approx 0.183$, $\beta \approx 0.48$, $\gamma \approx 1.02$ and $\nu \approx 0.51$. Results are averaged over 200, 170, 120, 100 and 100 samples for $L = 6, 7, 8, 10$ and 12, respectively.

notice that the obtained exponents are the same of the mean-field exponents (with exception of $\nu$, as discussed in the subsection II), suggesting that the upper critical dimension of the model is $D_c = 4$, as for the Ising model [19]. A summary of all critical values is exhibited in Table III.

IV. COMMENTS

In this work we introduce the mechanism of independence in a three-state ($+1$, $-1$ and 0) kinetic exchange opinion model defined on regular D-dimensional lattices. In the absence of negative interactions, this model always evolve to ordered consensus states. Our results show that independence acts as a noise or social temperature, inducing a nonequilibrium phase transition in
the model.

For the 2D case, we verified numerically that the critical points depend on the agents’ flexibility $g$. The numerical simulations suggest that we have the same critical exponents for all values of $g < 1$, i.e., we have $\beta \approx 0.125$, $\gamma \approx 1.75$ and $\nu \approx 1.0$, which suggests a universality on the order-disorder frontier of the model. In addition, the model presents the same universality class of the equilibrium Ising model on a square lattice. On the other hand, the case $g = 1$ is special, and the system undergoes a transition to an absorbing state with all opinions equal to 0.

For 3D and 4D cases we analyzed only the symmetric case $g = 1/3$. Our estimates for the critical exponentes are consistent with the values for the 3D and 4D Ising models, respectively. In addition, we found for $D=4$ the same exponents observed in the mean-field formulation of the model, suggesting also that the upper critical dimension of our model is $D_c = 4$, as for the Ising model.

From the social point of view, we observed that the smaller the dimension $D$, the smaller the critical value of the independence $q_c$. In other words, in structures of social interactions with a small number of connections it is harder to reach a decision on the debate under discussion, i.e., it is hard to observe a majority of one of the sides (+1 or −1). Thus, even a small fraction of independent behaviors leads the debate to an indecision (disordered state). However, for increasing number of social connections (increasing $D$), the competition between social interaction and independence (noise) increases, with an advantage to the social pressure, leading to a larger value of $q$ needed to disorder the system. This fact implies that it is easier to observe a majority (debate with a decision, or an ordered state).

Due to the previous discussion, it is interesting to analyze the model on complex networks, that better represent the modern networks of social interactions. The presence of a topology certainly

| $D$ | $q_c$       | $\beta$     | $\gamma$    | $\nu$    |
|-----|-------------|-------------|-------------|----------|
| 2   | 0.065 ± 0.002 | 0.125 ± 0.003 | 1.75 ± 0.02 | 1.00 ± 0.05 |
| 3   | 0.146 ± 0.003 | 0.32 ± 0.01  | 1.23 ± 0.02 | 0.62 ± 0.02 |
| 4   | 0.183 ± 0.002 | 0.48 ± 0.04  | 1.02 ± 0.03 | 0.51 ± 0.03 |
| mean field | 0.25 | 0.5 | 1.0 | 2.0 |

TABLE I. Critical points $q_c$ and the critical exponents $\beta$, $\gamma$ and $\nu$ for distinct lattice dimensions. The mean-field values were obtained from Ref. [15].
affects the critical behavior of the system. An evidence for that is given by the present paper, where we observe distinct exponents in 2D and 3D in comparison with the mean-field case. Thus, the consideration of a complex network for the social interactions probably will change the critical exponents in comparison with the estimated in the paper, but it goes beyond the target of this work. It will certainly be considered in a future work.
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