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Abstract—In this letter, an exact performance analysis is presented on the sum rate of zero-forcing beamforming with a greedy user scheduling algorithm in a downlink system. Adopting water-filling power allocation, we derive a compact form for the joint probability density function of the scheduled users’ squared subchannel gains when a transmitter with multiple antennas sends information to at most two scheduled users with each having a single antenna. The analysis is verified by numerical results.

Index Terms—Zero-forcing beamforming, water-filling power allocation, user scheduling, sum rate.

I. INTRODUCTION

A greedy user selection algorithm combined with zero-forcing beamforming (ZFBF) has been proposed in [1] as a lower complexity alternative to the capacity-achieving dirty paper coding (DPC) in a downlink transmission system. This scheme captures a significant fraction of the sum capacity. A similar combination of ZFBF and a greedy user selection algorithm has been shown to achieve full asymptotic DPC sum rate in [2]. Also, the authors propose a near-optimum method for moderate number of users by using LQ decomposition and pruning the search space. This scheme with a lower complexity as compared to the scheme in [1] optimizes ZFBF weight vectors (called optimum ZFBF in this context) by using a composite channel matrix formed only from active users. Most of the results on the sum rate performance analysis of ZFBF with user selection have been based on asymptotic analysis and/or the combination of ZFBF with DPC. However, the performance study for practical scenarios is important from an implementation point of view. A performance analysis on zero-forcing receivers has been presented in [3] where a base station (BS) with multiple antennas transmits information to a subset of users each employing ZFBF with multiple antennas. For scalar and vector feedback cases, the authors obtain analytical expressions for the sum rate. A sum rate analysis on a semi-orthogonal user selection algorithm combined with ZFBF at the BS is provided in [4] for two transmit antennas. Difficulty with ZFBF performance analysis is that the subchannel gains are the inverse of the diagonal elements of a matrix which has an inverted complex Wishart distribution. This joint probability density function (PDF) called multivariate gamma distribution has been studied for a 2 × 2 matrix case in [5]. When some kind of user scheduling is applied, this result cannot be used directly due to ordering. With the greedy user scheduling [1], another difficulty comes from the fact that the subchannel gains are dependent on each other and a decision on any scheduling step directly affects the subchannel gains of previously scheduled users. In this letter, we provide a framework to study sum rate performance of ZFBF with a greedy user selection algorithm and water-filling power allocation (WPA) under average (long-term) power constraint at the transmitter, which does not exist in the literature to best of our knowledge. Assuming each user has a single antenna, we derive a joint PDF expression for the scheduled users’ squared subchannel gains in closed-form when at most two users are scheduled. We derive cutoff value for WPA and verify our analysis with numerical results.

Notation: We use uppercase and lowercase boldface letters to represent matrices and vectors, respectively. The operators ||.||, (.)^T, (.)^H, ∃, \, \, \, ∩ denote norm, transpose, Hermitian transpose, cardinality, set difference, and intersection of two sets, respectively.

II. SYSTEM MODEL AND OPTIMUM ZERO-FORCING BEAMFORMING WITH GREEDY USER SELECTION

A downlink broadcast channel with M antennas at BS and K single-antenna users is considered with \{K, M\} ≥ 2. The received signal at the kth user is modeled as \(r_k = h_k^T s + e_k\) for \(k \in \{1, \ldots, K\}\) where \(h_k = [h_{k(1)} \ h_{k(2)} \ldots \ h_{k(M)}]\) is the channel vector, \(s \in \mathbb{C}^{M \times 1}\) is the transmitted signal, and \(e_k \in \mathbb{C}\) is additive white Gaussian noise with zero mean and unit variance for kth user, respectively. We assume that channel vectors are independent and identically distributed (IID) and remain constant throughout one codeword transmission with independently changing between transmissions. We also assume a homogeneous network with enough spacings between the transmit antennas where the elements of \(h_k\) are IID zero-mean complex Gaussian random variables with unit variance. The BS with perfect channel state information schedules two users at most and forms a BF weight vector for each scheduled user such that no interference is received at any scheduled user. Denoting the i th scheduled user by \(s_i\) and the set of scheduled users by \(U_n\) such that \(s_i \in U_n \subset \{1, \ldots, K\}\) and \(|U_n| \in \{1, 2\}\), the received signal at the i th scheduled user can be expressed as

\[
r_k = \sqrt{P} h_k^T w_k, x_{k_i} + h_k^T \sum_{j \neq i} \sqrt{P} w_k, x_{k_j} + e_k,
\]

where \(w_{k_i} \in \mathbb{C}^{M \times 1}\) is the unit-norm beamforming weight vector and \(x_{k_i} \in \mathbb{C}\) is the unit-norm transmitted data symbol for i th scheduled user, respectively. Thus, the transmitted signal can be written as \(s_i = \sum_j w_k, x_{k_i}\). The transmitter is subject to an average power constraint such that \(\sum_{i=1}^{|U_n|} \mathbb{E}[|s_i|^2] \leq P\) with \(P\) and \(P_i\) representing available average transmit power and the allocated power for the i th scheduled user, respectively.

The ZFBF matrix \(W = [w_{k_1} \ldots w_{k_{|U_n|}}]\) is determined by the Moore-Penrose inverse of \(H = [h_{k_1} \ldots h_{k_{|U_n|}}]^T\). The complexity of the channel inversion is reduced by utilizing LQ decomposition as \(H = LQ\) where \(L\) is a lower-triangular
square matrix and $Q$ is a matrix with orthonormal rows such that $QQ^H = I$ [2]. Hence, we have $W = Q^HL^{-1}D$ where $L^{-1} = [g_1, \ldots, g_{|U_n|}]$ and $D$ is a diagonal matrix with its $i$th diagonal being equal to $1/\|g_i\|$. Consequently, the received signal at the $i$th scheduled user can be written as

$$r_{ki} = \frac{\sqrt{P_i}}{\|g_i\|}x_{ki} + e_{ki}, \quad \text{for } i \in \{1, \ldots, |U_n|\}. \quad (2)$$

Power allocation is determined by WPA and given by $P_i = (1/\mu - \|g_i\|^2)_+$. Note that $(\cdot)_+$ refers to $\max(0, \cdot)$. $\mu$ is obtained from $\sum_{i=1}^{\|U_n\|} E[P_i] = P$. The resulting sum rate is given by

$$C(U_n) = \sum_{i=1}^{\|U_n\|} \left( \log \left( \frac{1}{\mu \|g_i\|^2} \right) \right) \quad \text{with } |U_n| \in \{1, 2\}. \quad (3)$$

The cutoff value $\mu$ depends only on the statistics of $\|g_i\|^2$ rather than its instantaneous realization. This fact facilitates the performance analysis in the next section. A greedy user selection algorithm quite similar to the one in [1] is employed to schedule two users at most. The first scheduled user is determined in such a way that it has the largest channel gain and $C(U_1) = \log(1 + P_1/\|h_{k_1}\|^2)$ is set with $U_1 = k_1$ when $\|h_{k_1}\|^2 > \mu$. If we have $\|h_{k_1}\|^2 \leq \mu$ on the other hand, no user is scheduled during that particular channel realization. In the former case, a second user is selected from the set $\{1, \ldots, K\} \setminus U_1$ such that the sum rate expression in (3) is maximized and the corresponding $U_2$ and $C(U_2)$ are obtained. If we have $1/\|g_i\|^2 > \mu$ and $C(U_2) > C(U_1)$, the algorithm schedules two users from $U_2$. Otherwise, one user from $U_1$ is scheduled. Finally, ZFBF matrix is obtained from the composite channel matrix of the scheduled (active) users [2]. The BF and user scheduling algorithm described above is called optimum ZFBF throughout the paper.

### III. PERFORMANCE ANALYSIS

In this section, we present a framework from order statistics to obtain PDF expressions of the scheduled users’ squared subchannel gains. We start by introducing squared subchannel gains under random user scheduling (no user ordering) as $\{v_k, z_k\} = \{\|h_k\|^2, h_k^H P_m h_k\}$ for $k \in \{1, 2, \ldots, K\}$ where $v_k$ represents the resulting squared subchannel gain when the $k$th user is randomly scheduled at the first step. Similarly, $z_k$ denotes the resulting squared subchannel gain when the $k$th user is randomly scheduled at the second step (assuming it is not scheduled at the first step). Also, $P_m$ denotes a $(M-1)$ dimensional orthogonal projection matrix on the null space of the first scheduled user’s channel vector. It is worth to mention that $P_m$ is independent from the decision at the first step for both random user scheduling and the greedy scheduling algorithm described above [1]. The variables $\{v_k, z_k\}$ have chi-squared distributions with $2M$ and $2(M-1)$ degrees of freedom, respectively. Their joint PDF is given by

$$f_{V,Z}(v_k, z_k) = \frac{z_k^{M-2}}{\Gamma(M-1)} e^{-z_k} \quad \text{for } v_k \geq z_k \geq 0. \quad (4)$$

Likewise, the composite joint PDF of $\{v_1, z_1, \ldots, v_K, z_K\}$ can be written as

$$f^{(c)}_{V,Z}(v_k, z_k)_{k=1}^{K} = \prod_{k=1}^{K} f_{V,Z}(v_k, z_k). \quad (5)$$

Let us now apply the user scheduling and assume that it yields $\|h_{k_1}\|^2$ ($k_1 = 1$) and $h_{k_2}^H P_m h_{k_2}$ ($k_2 = 2$) for the first and second scheduling steps, respectively. Defining $\gamma_1 = \|h_{k_1}\|^2$, $\beta_1 = h_{k_1}^H P_m h_{k_1}$, $\gamma_2 = \|h_{k_2}\|^2$, and $\beta_2 = h_{k_2}^H P_m h_{k_2}$, we can write $\gamma_1 = (\gamma_1/\gamma_2)\beta_1$ with

$$C(U_1) = \log \left( \frac{\gamma_1}{\mu} \right) \quad \text{and} \quad C(U_2) = \log \left( \frac{\gamma_1 \beta_2^2}{\gamma_2 \beta_2} \right) \quad (6)$$

when the number of the scheduled users with nonzero power allocations is one and two, respectively. The joint PDF of $\{\gamma_1, \gamma_2, \beta_2\}$ is required in order to determine the average sum rate. The following theorem provides a compact way to compute this joint PDF.

**Theorem 1:** The joint PDF of $\{\gamma_1, \gamma_2, \beta_2\}$ is given by

$$f_{\gamma_1, \gamma_2, \beta_2}(\gamma_1, \gamma_2, \beta_2) = \frac{K!}{(K-2)!} e^{-\gamma_1 - \gamma_2} \frac{\gamma_1^{M-1}}{\beta_2} \frac{\gamma_2^{M-1}}{\beta_2} \left( \frac{M-1}{\Gamma(M)} \left( \begin{array}{c} \frac{\gamma_1}{\beta_2} \\ \gamma_2 \\ \end{array} \right) \right)^{K-2} \quad (7)$$

for $\gamma_1 \geq \beta_2 \geq 0$. In (7), $\Gamma(s)$ and $\Gamma(s, x)$ respectively denote the gamma and upper incomplete gamma functions [6].

**Proof:** Considering the greedy user selection procedure described in the previous section, two conditions namely $\gamma_1 \geq \{z_3, \ldots, z_K\}$ and $\beta_2 \geq \{s_3, \ldots, s_K\}$ must be satisfied, which correspond to the first two scheduling steps, respectively. Note that since $\gamma_1/\mu^2$ is common for all candidate users, it has no effect on the scheduling at the second step. Additionally, $K!/(K-2)!$ different $2$-permutations can be selected out of $K$ users as the first two scheduled users. Consequently, resorting to order statistics [7] and using (5), the joint PDF of $\{\gamma_1, \gamma_2, \beta_2\}$ can be expressed as

$$f_{\gamma_1, \gamma_2, \beta_2}(\gamma_1, \gamma_2, \beta_2) = \frac{K!}{(K-2)!} \left( \int_0^{\gamma_1} f_{V,Z}(\gamma_1, z_1) dz_1 \right) \left( \int_0^{\gamma_2} f_{V,Z}(\gamma_2, z_2) dz_2 \right) \left( \int_0^{\gamma_1} f_{V,Z}(\gamma_1, z_1) dz_1 \right) \left( \int_0^{\gamma_2} f_{V,Z}(\gamma_2, z_2) dz_2 \right) \quad (8)$$

$$\times f_{V,Z}(\gamma_2, \beta_2) \left( \int_{S_{\text{z}}} f_{V,Z}(v_3, z_3) dv_3 dz_3 \right) \left( \int_{S_{\text{z}}} f_{V,Z}(v_3, z_3) dv_3 dz_3 \right) \quad (9)$$

with $S = \{v_3, z_3, \ldots, v_K, z_K : z_3 \leq v_3 \leq \gamma_1, \ldots, z_K \leq v_K \leq \gamma_1 \cap \{s_3, \beta_2 \leq s_3 \leq \gamma_2, \ldots, s_K, \beta_2 \leq s_K \leq \gamma_2\}\}$. Using $S$, (8) can be written as

$$f_{\gamma_1, \gamma_2, \beta_2}(\gamma_1, \gamma_2, \beta_2) = \frac{K!}{(K-2)!} \left( \int_0^{\gamma_1} f_{V,Z}(\gamma_1, z_1) dz_1 \right) \left( \int_0^{\gamma_2} f_{V,Z}(\gamma_2, z_2) dz_2 \right) \left( \int_{S_{\text{z}}} f_{V,Z}(v_3, z_3) dv_3 dz_3 \right) \quad (9)$$
Properly dividing with Evaluation of the preceding integrals leads to the result in (7).

\[
\int_{0}^{\infty} \frac{\gamma_1}{\beta_2} f_{\gamma_1, \gamma_2, \beta_2}(\gamma_1, \gamma_2, \beta_2) d\gamma_2 d\beta_2 d\gamma_1.
\]

The cutoff value \(\mu\) can be calculated for a given set of \(\{K, M, P\}\) values from (11) using standard mathematical software packages. Note that when the power allocation values are properly replaced by \(C(U_1)\) and \(C(U_2)\) given in (6), the right-hand side of (11) yields the average sum rate result.

### IV. Numerical Results

Greedy zero-forcing dirty-paper coding (ZF DP) algorithm is a combination of scalar DPC, beamforming, and greedy user scheduling at the transmitter and shown to attain same slope of sum rate increase with transmit power in dB as the capacity-achieving DPC [1]. In Fig. 1, we illustrate the simulated and analytically obtained sum rate results on optimum ZFBF for \(M = \{2, 4\}\), \(P = 5\) dB, and varying \(K\). The performance of greedy ZF DP with WPA under a long-term power constraint is also plotted as a benchmark. The strong match between the simulated and analytical results verifies the accuracy of our analytical derivation. Additionally, optimum ZFBF yields a sum rate that is more than 90% of the sum rate of greedy ZF DP for both cases with a much lower complexity [1]. For both optimum ZFBF and greedy ZF DP, inverse of the cutoff value is plotted in Fig. 2 with \(M = \{2, 4\}\), \(P = \{0, 5\}\) dB, and varying \(K\). When \(P\) is small, \(\mu\) value is set higher as expected and growth rate of \(\mu\) in \(K\) slows down as \(K\) increases.

### V. Conclusion

In this paper, we present a sum rate performance analysis on zero-forcing beamforming combined with a greedy user scheduling algorithm in a downlink system with single-antenna users. Assuming the number of scheduled users is at most two, a mathematical framework has been introduced including water-filling power allocation under an average power constraint. Using this framework, we have found a closed-form expression for the joint probability density function of the
scheduled users’ squared subchannel gains. The framework has enabled us to express the cutoff value for water-filling power allocation in a suitable way to solve. The analysis has been numerically verified.
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