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1. Introduction

To find an algebraic expression that takes the value \( n! \) at each non-negative integer \( n \), Euler [2] obtained the following well-defined convergent infinite product expression:

\[
\Gamma(1 + x) := \prod_{k=1}^{\infty} \frac{k^{1-x}(k+1)^x}{k+x} = \prod_{k=1}^{\infty} \left( 1 + \frac{x}{k} \right)^{-1} \left( 1 + \frac{1}{k} \right)^{-x}, \quad (x \geq 0).
\]

(1.1)

This expression \( \Gamma(1 + n) = n! \) holds for each non-negative integer \( n \) and the functional equation

\[
\Gamma(x) = x^{-1} \Gamma(x + 1),
\]

(1.2)

for each \( x \geq 1 \). Since \( \Gamma(1 + x) \) is well defined for all \( x \geq 0 \), one can define a function \( \Gamma(x) = x^{-1} \Gamma(1 + x) \) for all \( x > 0 \), and it is so called Euler’s gamma function. Euler [2] further found that \( \Gamma(3/2)^2 \) is the area of a circle with diameter 1, which related to a work of Wallis [3]

\[
\Gamma^2 \left( \frac{3}{2} \right) = \frac{2 \cdot 4 \cdot 6 \cdot 8 \cdots}{3 \cdot 5 \cdot 7 \cdot 9 \cdots} = \frac{\pi}{4}.
\]

(1.3)
In view of (1.1) and (1.2), formula (1.3) can be rewritten as
\[ \sqrt{\pi} = \frac{1 \cdot 2 \cdot 3 \ldots n}{(1 - 1/2) \cdot (2 - 1/2) \ldots (n - 1/2)} \frac{\Gamma(n + 1/2)}{\Gamma(n + 1)}, \]
for each integer \( n \geq 1 \). Therefore to approximate \( \pi \) numerically, some problems are arising such as the asymptotics, inequalities and monotonicity of the ratio of two gamma functions. Those problems have a long history and have been investigated by many authors. We refer the reader to, for examples, Tricomi and Erdélyi [4], Fields [5], Frenzen [6,7], Burić and Elezović [8] for asymptotic expansions, Bustoz and Ismail [9], Alzer [10], and Chen and Qi [11] for inequalities, Qi and Chen [12], Koumandos [13,14], Koumandos and Pedersen [15] Mortici et al. [16], Chen and Paris [17,18] and Chen [1] for monotonicity. For more related works, we refer the reader to the exhaustive survey [19] of Qi and references therein.

Let \( I \subset \mathbb{R} \) be an open interval. We recall that an infinitely differentiable function \( f(x) \) is said to be completely monotonic over \( I \) if \((-1)^n f(x) \geq 0\) for all \( x \in I \) and all integers \( n \geq 0 \). We also recall (Bernstein’s Theorem) that \( f \) is completely monotonic over \( I \subset \mathbb{R} \) if and only if
\[ f(x) = \int_I e^{-xt} d\mu(t), \]
where \( \mu(t) \) is a nonnegative measure such that the integral converges for all \( x \in I \).

In [12], Qi and Chen proved that
\[ \log \left[ \frac{\Gamma(x + 1)}{(x + 1/4)\Gamma(x + 1/2)} \right] \]
was completely monotonic over \((0, \infty)\). As a consequence, [12] gave the following sharp inequality
\[ \frac{1}{\sqrt{\pi n + 4 - \pi}} \leq \frac{(1 - 1/2) \cdot (2 - 1/2) \ldots (n - 1/2)}{1 \cdot 2 \cdot 3 \ldots n} < \frac{1}{\sqrt{\pi n + \pi/4}}, \]
for all integer \( n \geq 1 \). Motivated by [12], Mortici et al. [16, Theorem 1, 2] proved that the functions
\[ \log \left[ \frac{(\frac{1}{2\pi} \sqrt{3} \Gamma(2/3))^3}{x^2 \left( \frac{\Gamma(x+1/3)}{\Gamma(x+1)\Gamma(1/3)} \right)^3} \right] \]
and
\[ \log \left[ \frac{(\Gamma(2/3))^{-3}}{x \left( \frac{\Gamma(x+2/3)}{\Gamma(x+1)\Gamma(2/3)} \right)^3} \right] \]
were completely monotonic on \((0, \infty)\), from which [16, Corollary 1, 2] gave the following inequalities
\[ \frac{1/3}{\sqrt[3]{n^2}} \leq \frac{(1 - 2/3) \cdot (2 - 2/3) \ldots (n - 2/3)}{1 \cdot 2 \cdot 3 \ldots n} < \frac{1/3}{\sqrt[3]{\sqrt{n^2}}} \sqrt{3} \Gamma(2/3) \]
and
\[ \frac{2/3}{\sqrt[3]{n}} \leq \frac{(1 - 1/3) \cdot (2 - 1/3) \ldots (n - 1/3)}{1 \cdot 2 \cdot 3 \ldots n} < 1/\Gamma(2/3) \frac{1}{\sqrt[3]{n}}. \]
Mortici et al. [16, Theorem 3, 4] also obtained further improvements of the above inequalities.
For each integer \( n \geq 0 \) and all \( x \in \mathbb{R} \), The \( n \)th Bernoulli polynomial \( B_n(x) \) is defined by
\[
\sum_{n \geq 0} B_n(x) \frac{t^n}{n!} := \frac{te^{tx}}{e^t - 1}, \quad |t| < 2\pi,
\]
(1.4)
and the the \( n \)th Bernoulli number \( B_n := B_n(0) \). Chen and Paris [17] considered
\[
F_m(t) = (-1)^m \left( \log \left( \frac{\Gamma(t + 1)}{t^{1/2} \Gamma(t + 1/2)} \right) - \sum_{j=1}^{m} \left( 1 - \frac{1}{2^j} \right) \frac{B_{2j}}{(2j - 1) \ t^{2j-1}} \right)
\]
and proved the completely monotonicity of \( F_m(t) \) on \((0, \infty)\) for each integer \( m \geq 0 \). Chen in [1] further considered for all integer \( m \geq 0 \) the functions
\[
U_m(t) := (-1)^m \left( \log \left( \frac{\Gamma(t + 2/3)}{t^{1/3} \Gamma(t + 1/3)} \right) - \sum_{j=1}^{m} \frac{B_{2j+1}(1/3)}{(2j + 1) \ t^{2j}} \right)
\]
and
\[
V_m(t) := (-1)^m \left( \log \left( \frac{\Gamma(t + 3/4)}{t^{1/2} \Gamma(t + 1/4)} \right) - \sum_{j=1}^{m} \frac{B_{2j+1}(1/4)}{(2j + 1) \ t^{2j}} \right).
\]
Here and throughout this paper, the empty sum, such as \( \sum_{1 \leq j \leq 0} := 0 \). He then conjectured that \( U_m(t) \) and \( V_m(t) \) are completely monotonic on \((0, \infty)\) and verified the cases of \( m \in \{0, 1, 2, 3\} \). The conjecture for \( V_m(t) \) has been proved by Chen and Paris in [18].

Motivated by Chen and Paris [17] and Chen [1], we consider the following functions:
\[
G_m(x, t) := (-1)^{m-1} \left( \log \left( \frac{\Gamma(t + 1 - x)\Gamma(t + x)}{\Gamma(t)\Gamma(t + 1)} \right) - \sum_{\ell=1}^{m} \frac{B_{2\ell}(x) - B_{2\ell}}{(2\ell - 1) \ t^{2\ell-1}} \right)
\]
(1.5)
and
\[
H_m(x, t) := (-1)^m \left( \log \left( \frac{\Gamma(t + 1 - x)}{t^{1-2x} \Gamma(t + x)} \right) - \sum_{\ell=1}^{m} \frac{B_{2\ell+1}(x)}{(2\ell + 1) \ t^{2\ell}} \right),
\]
(1.6)
for each integer \( m \geq -1 \), \( x \in [0, 1/2] \) and \( t > 0 \). It is easy to check that \( G_m(1/2, t) = 2F_m(t) \), \( H_m(1/3, t) = U_m(t) \) and \( H_m(1/4, t) = V_m(t) \).

In this paper, we prove some inequalities related to \( G_m(x, t) \) and \( H_m(x, t) \). For example (Theorem 3.1), we prove
\[
\exp \left( \sum_{\ell=1}^{2m_1+1} \frac{B_{2\ell}(x) - B_{2\ell}}{(2\ell - 1) \ t^{2\ell-1}} \right) < \frac{\Gamma(t + 1 - x)\Gamma(t + x)}{\Gamma(t)\Gamma(t + 1)} < \exp \left( \sum_{\ell=1}^{2m_2} \frac{B_{2\ell}(x) - B_{2\ell}}{(2\ell - 1) \ t^{2\ell-1}} \right)
\]
\[
\exp \left( \sum_{\ell=1}^{2m_1} \frac{B_{2\ell+1}(x)}{\ell(2\ell+1)} \right) < \Gamma(t + 1 - x) < \exp \left( \sum_{\ell=1}^{2m_2+1} \frac{B_{2\ell+1}(x)}{\ell(2\ell+1)} \right)
\]

holds for any given integers \(m_1, m_2 \geq 0\), \(x \in (0, 1/2)\) and \(t > 0\). We further prove that \(G_m(x, t)\) and \(H_m(x, t)\) are completely monotonic on \(t \in (0, \infty)\) for each \(x \in [0, 1/2]\) and each integer \(m \geq 0\). Some special cases confirm the conjecture of Chen [1].

We point out that the proof of the main results of this paper is self-contained. It just requires the infinite product expression (1.1) of the gamma function, and some basic knowledge of Fourier series and calculus.

2. Primary Results

We first use basic knowledge of Fourier analysis to prove

**Proposition 2.1.** For all \(u > 0\), we have

\[
\frac{u \cosh[(x - 1/2)u]}{2 \sinh[u/2]} = 1 + 2 \sum_{m \geq 1} \frac{u^2 \cos(2\pi mx)}{u^2 + 4\pi^2 m^2}, \quad x \in [0, 1]. \tag{2.1}
\]

**Proof.** We first note that for all \(u > 0\) and \(x \in [0, 1]\

\[
\frac{\cosh[(x - 1/2)u]}{\sinh[u/2]} = \frac{e^{xu} + e^{(1-x)u}}{e^u - 1} = \sum_{n \geq 0} e^{-(n+1-x)u} + \sum_{n \geq 0} e^{-(n+x)u} = \sum_{n \in \mathbb{Z}} e^{-|n+x|u}.
\]

Now, let \(u > 0\) and \(x \in \mathbb{R}\), we define

\[
f(x) = \sum_{n \in \mathbb{Z}} e^{-|n+x|u}.
\]

Clearly, \(f(x)\) is a periodic function with period 1 about \(x \in \mathbb{R}\), and continuous in \(\mathbb{R}\). Hence by Fourier analysis, for all \(x \in \mathbb{R}\),

\[
f(x) = \sum_{m \in \mathbb{Z}} e^{2\pi imx} \int_0^1 f(v) e^{-2\pi imv} dv = \sum_{m \in \mathbb{Z}} e^{2\pi imx} \left( \frac{1}{u+2\pi im} + \frac{1}{u-2\pi im} \right)
\]

\[
= 2u \sum_{m \in \mathbb{Z}} \frac{e^{2\pi imx}}{u^2 + 4\pi^2 m^2} = \frac{2}{u} + 4u \sum_{m \geq 1} \frac{\cos(2\pi mx)}{u^2 + 4\pi^2 m^2}.
\]

This completes the proof. \(\square\)

We need the following Proposition.
Proposition 2.2. For $-2\pi < u < 2\pi$ and $x$ be real number we have
\[
\frac{u \cosh[(x - 1/2)u]}{2 \sinh[u/2]} = \sum_{k \geq 0} \frac{B_{2k}(x)}{(2k)!} u^{2k} \quad (2.2)
\]
and
\[
\frac{\sinh[(x - 1/2)u]}{2 \sinh[u/2]} = \sum_{k \geq 0} \frac{B_{2k+1}(x)}{(2k + 1)!} u^{2k} \quad (2.3)
\]
In particular, for all integers $k \geq 0$, we have
\[
(k + 1)B_k(x) = B_{k+1}(x). \quad (2.4)
\]
Proof. Using definition 1.4, we have
\[
\frac{u \cosh[(x - 1/2)u]}{\sinh[u/2]} = \frac{u(e^{xu} + e^{(1-x)u})}{e^u - 1} = \sum_{k \geq 0} \frac{B_k(x) + B_k(1-x)}{k!} u^k, \quad (2.5)
\]
and
\[
\frac{\sinh[(x - 1/2)u]}{\sinh[u/2]} = \frac{e^{xu} - e^{(1-x)u}}{e^u - 1} = \sum_{k \geq 0} \frac{B_k(x) - B_k(1-x)}{k!} u^{k-1}. \quad (2.6)
\]
Since the functions in (2.5) and (2.6) are even in $u$, we have
\[
B_k(x) = (-1)^k B_k(1-x), \quad (2.7)
\]
for all integers $k \geq 0$, and the proofs of (2.2) and (2.3) follows. Finally, by the use of the fact that $(\cosh(t))' = \sinh(t)$, $(\sinh(t))' = \cosh(t)$, it is easy to prove (2.4) by (2.2) and (2.3). This completes the proof. \qed

We now deduce the following Corollary by Proposition 2.1 and Proposition 2.2.

Corollary 2.3. We have for all $\ell \in \mathbb{Z}_{\geq 0}$,
\[
\sum_{m \geq 1} \frac{\cos(2\pi mx)}{m^{2\ell+2}} = \frac{(-1)^\ell B_{2\ell+2}(x)(2\pi)^{2\ell+2}}{2(2\ell + 2)!}, \quad x \in [0, 1];
\]
and
\[
\sum_{m \geq 1} \frac{\sin(2\pi mx)}{m^{2\ell+1}} = \frac{(-1)^{\ell-1} B_{2\ell+1}(x)(2\pi)^{2\ell+1}}{2(2\ell + 1)!}, \quad x \in (0, 1). \]

Proof. In Corollary 2.3, it is easy to check that the series $\sum_{m \geq 1} \frac{\sin(2\pi mx)}{m^{2\ell+1}}$ converges uniformly on $x \in [\varepsilon, 1 - \varepsilon]$ with any given $\varepsilon \in (0, 1/2)$; hence, the second formula is the derivative of the first formula with respect to $x$, so we
just need prove the first formula. Using (2.1) of Proposition 2.1, we have
\[
\frac{u \cosh[(x - 1/2)u]}{2 \sinh[u/2]} = 1 + 2 \sum_{m \geq 1} \frac{u^2}{u^2 + (2\pi m)^2} \cos(2\pi mx)
\]
\[
= 1 + 2 \sum_{m \geq 1} \cos(2\pi mx) \sum_{\ell \geq 0} \frac{(-1)^\ell u^{2\ell+2}}{(2\pi m)^{2\ell+2}}
\]
\[
= 1 + 2 \sum_{\ell \geq 0} u^{2\ell+2} \frac{(-1)^\ell}{(2\pi)^{2\ell+2}} \sum_{m \geq 1} \frac{\cos(2\pi mx)}{m^{2\ell+2}}.
\]
Then, the proof follows from (2.2) of Proposition 2.2. □

We now state the first theorem of this paper.

**Theorem 2.1.** Define for all integers \(L \geq -1\), \(x \in [0, 1]\) and \(u > 0\) that
\[
S_L(x, u) := (-1)^L \left( \frac{\sinh[(x - 1/2)u]}{2 \sinh[u/2]} - \sum_{0 \leq k \leq L} \frac{B_{2k+1}(x)}{(2k+1)!} u^{2k} \right).
\]
Then, we have
\[
S_{-1}(0, u) = 1/2, \quad S_{-1}(1/2, u) = 0, \quad S_{-1}(x, u) > 0,
\]
and
\[
S_L(0, u) = S_L(1/2, u) = 0, \quad S_L(x, u) > 0
\]
hold for all integers \(L \geq 0\) and all \(x \in (0, 1/2)\).

A special case of Theorem 2.1 confirms a conjecture of Chen [1, Conjecture 1]. In fact, let \(\mu_m(t)\) and \(\nu_m(t)\) be defined as in Chen [1, Conjecture 1]. Clearly, \(\mu_m(t) = 2S_m(1/3, t)\) and \(\nu_m(t) = 2S_m(1/4, t)\), and the proof follows.

To prove Theorem 2.1, we first prove

**Lemma 2.4.** For all integers \(L \geq -1\), \(x \in (0, 1)\) and \(u > 0\), we have
\[
S_L(x, 2\pi u) = \frac{u^{2L+2}}{\pi} \sum_{m \geq 1} \frac{\sin(2\pi mx)}{m^{2L+1}(m^2 + u^2)}.
\]

**Proof.** Take the derivative in (2.1) of Proposition 2.1 with respect to \(x\),
\[
\frac{\sinh[(x - 1/2)u]}{2 \sinh[u/2]} = -2 \sum_{m \geq 1} \frac{(2\pi m) \sin(2\pi mx)}{u^2 + (2\pi m)^2}, \quad x \in (0, 1).
\]
By Corollary 2.3, we have
\[
\sum_{k=0}^{L} \frac{B_{2k+1}(x)}{(2k+1)!} u^{2k} = \sum_{k=0}^{L} \frac{(-1)^{k-1}}{\pi} \left( \frac{u}{2\pi} \right)^{2k} \sum_{m \geq 1} \frac{\sin(2\pi mx)}{m^{2k+1}}
\]
\[
= \sum_{m \geq 1} \frac{\sin(2\pi mx)}{\pi m} \left[ 1 - \frac{(-1)^{L+1}}{u^{2\pi m}} \right] = \frac{\sin(2\pi mx)}{\pi m} \left[ 1 - \frac{(-1)^{L+1}}{u^{2\pi m}} \right].
\]
Therefore, 
\[ S_L(x, u) = \sum_{m \geq 1} \frac{\sin(2\pi mx)}{\pi m} \left( \frac{u}{2\pi m} \right)^{2L+2}, \quad x \in (0, 1), \]
that is, 
\[ S_L(x, 2\pi u) = \frac{u^{2L+2}}{\pi} \sum_{m \geq 1} \frac{\sin(2\pi mx)}{m^{2L+1}(m^2 + u^2)}, \quad x \in (0, 1). \]

This completes the proof of the lemma. \( \square \)

We now prove Theorem 2.1. Let \( u > 0 \) be any given number. By using the definition of \( S_L(x, u) \) and the fact of \( B_{2k+1}(1/2) = -B_{2k+1}(1 - 1/2) = 0 \) for all integers \( k \geq 0 \) (see (2.7)), we have

\[ S_L(1/2, u) := (-1)^L \left( \frac{\sinh[(1/2 - 1/2)u]}{2 \sinh[u/2]} - \sum_{0 \leq k \leq L} \frac{B_{2k+1}(1/2)u^{2k}}{(2k+1)!} \right) = 0. \]

Also by using (2.6), we have \( B_1(0) = -1/2 \) and \( B_{2k+1}(0) = 0, k \in \mathbb{Z}_{\geq 1} \). Thus using the definition of \( S_L(x, u) \) implies

\[ S_L(0, u) := (-1)^L \left( \frac{\sinh[(0 - 1/2)u]}{2 \sinh[u/2]} - \sum_{0 \leq k \leq L} \frac{B_{2k+1}(0)u^{2k}}{(2k+1)!} \right), \]
that is

\[ S_L(0, u) = \begin{cases} 
1/2, & L = -1, \\
0, & L \in \mathbb{Z}_{\geq 1}.
\end{cases} \]

For the cases of \( x \in (0, 1/2) \), we shall using mathematical induction on \( L \).
The result for \( L = -1 \) is obvious. By Lemma 2.4, we have

\[ \frac{d^2}{dx^2} S_{L+1}(x, u) = -(2\pi u)^2 S_L(x, u), \]
for all \( x \in (0, 1/2) \). Thus, if \( S_L(x, u) > 0 \) holds for all \( x \in (0, 1/2) \), then \( \frac{d^2}{dx^2} S_{L+1}(x, u) < 0 \) and hence, \( \frac{d}{dx} S_{L+1}(x, u) \) is a decreasing function on \( x \in (0, 1/2) \). Moreover, since

\[ \frac{d}{dx} S_{L+1}(x, u) = \frac{u^{2L+4}}{\pi} \sum_{m \geq 1} \frac{2\pi \cos(2\pi mx)}{m^{2L+3}(m^2 + u^2)}, \]
it is easy to find that

\[ \left. \frac{d}{dx} \right|_{x=0} S_{L+1}(x, u) = 2u^{2L+4} \sum_{m \geq 1} \frac{1}{m^{2L+3}(m^2 + u^2)} > 0, \]
and

\[ \left. \frac{d}{dx} \right|_{x=1/2} S_{L+1}(x, u) = 2u^{2L+4} \sum_{m \geq 1} \frac{(-1)^m}{m^{2L+3}(m^2 + u^2)} < 0. \]

So there exists only one point \( x_m(L) \in (0, 1/2) \) such that \( \frac{d}{dx} \bigg|_{x=x_m(L)} S_{L+1}(x, u) = 0 \), and which also is the maximum value point of \( S_{L+1}(x, u) \) for \( x \in (0, 1/2) \).
Further more, $S_{L+1}(x, u)$ is increasing on $(0, x_m(L))$ and decreasing on $[x_m(L), 1/2)$. Finally, by noting that $S_{L+1}(0, u) = S_{L+1}(1/2, u) = 0$ holds for all integers $L \geq 0$, we finish the proof of the theorem.

3. Main Results

Proposition 3.1. Let $m \geq 0$ be any given integer, $x \in [0, 1/2]$ and $t > 0$. We have

$$H_m(x, t) = 2 \int_0^\infty \frac{S_m(x, u)}{u} e^{-ut} \, du$$

and

$$G_m(x, t) = 2 \int_0^x \int_0^\infty S_{m-1}(y, u)e^{-ut} \, du \, dy + (-1)^m \delta_{m0} x(1-x)/t.$$  

Here, $\delta_{mn}$ is the usual Kronecker delta.

Proof. Let $H^*_m(x, t)$ denoting the right hand side of (3.1). By the fact that $H^*_m(0, t) = H_m(0, t) = 0$, we just need to prove

$$\frac{\partial}{\partial x} H^*_m(x, t) = \frac{\partial}{\partial x} H_m(x, t),$$

then the proof of (3.1) follows. Since

$$\log y = \int_1^y \frac{1}{v} \, dv = \int_1^y \int_0^\infty e^{-vu} \, du \, dv = \int_0^\infty \frac{e^{-u} - e^{-uy}}{u} \, du, \quad y > 0,$$

we have

$$- \frac{d}{dz} \log \Gamma(z) = \sum_{n \geq 0} \left( \frac{1}{n + z} + \log (n + 1) - \log (n + 2) \right)$$

$$= \sum_{n \geq 0} \left( \int_0^\infty e^{-(n+z)u} \, du - \int_0^\infty e^{-(n+1)u} - e^{-(n+2)u} \, du \right)$$

$$= \int_0^\infty \left( \frac{e^{-uz}}{1 - e^{-u}} - \frac{1 - e^{-u}}{u} e^{-u} \right) \, du$$

$$= \int_0^\infty \left( \frac{e^{-uz}}{1 - e^{-u}} - \frac{e^{-u}}{u} \right) \, du,$$  

(3.4)
for all $z > 0$, using the definition (1.1). Combining (3.4) with (1.6) and (2.4), we have

$$(-1)^m \frac{\partial}{\partial x} H_m(x, t)$$

$$= \frac{d}{dx} \left( \log \left( \frac{\Gamma(t + 1 - x) \Gamma(t + x)}{t^{1-2x}} \right) - \sum_{\ell=1}^{m} \frac{B_{2\ell+1}(x)}{\ell(2\ell + 1) t^{2\ell}} \right)$$

$$= \frac{d}{dx} \log \Gamma(t + 1 - x) - \frac{d}{dx} \log \Gamma(t + x) + 2 \log t - \sum_{\ell=1}^{m} \frac{B_{2\ell}(x)}{\ell} \frac{1}{t^{2\ell}}$$

$$= \int_{0}^{\infty} \left( \frac{e^{-(t+1-x)u}}{1 - e^{-u}} + \frac{e^{-(t+x)u}}{1 - e^{-u}} - \frac{2e^{-u}}{u} \right) du$$

$$+ 2 \int_{0}^{\infty} \frac{e^{-u} - e^{-ut}}{u} du - 2 \sum_{\ell=1}^{m} \frac{B_{2\ell}(x)}{(2\ell)!} \int_{0}^{\infty} e^{-ut} u^{2\ell-1} du,$$

that is,

$$(-1)^m \frac{\partial}{\partial x} H_m(x, t) = \int_{0}^{\infty} \left( \frac{e^{xu} + e^{(1-x)u}}{e^u - 1} - \frac{2}{u} - 2 \sum_{\ell=1}^{m} \frac{B_{2\ell}(x)}{(2\ell)!} u^{2k-1} \right) e^{-ut} du$$

$$= 2 \int_{0}^{\infty} \left( \frac{u \cosh[(x - 1/2)u]}{2 \sinh[u/2]} - \frac{\sum_{\ell=0}^{m} B_{2\ell}(x)}{(2\ell)!} u^{2k} \right) e^{-ut} du$$

$$= \int_{0}^{\infty} (-1)^m \frac{\partial}{\partial x} S_{m}(x, u) \frac{e^{-ut}}{u} du = (-1)^m \frac{\partial}{\partial x} H_m(x, t),$$

using the definition of $S_{m}(x, u)$, we complete the proof of (3.3) and the proof of (3.1) follows. The proof of (3.2) is directly obtained using (3.1), the definitions (1.5) and (1.6). In fact, by noting $B_1(y) = y - 1/2$ and $2\ell B_{2\ell-1}(y) = B_{2\ell}(y)$, we have

$$G_{m}(x, t)$$

$$= (-1)^{m-1} \int_{0}^{x} \frac{d}{dy} \left( \log \left( \frac{\Gamma(t+1-y) \Gamma(t+y)}{t^{1-2y}} \right) - \sum_{\ell=1}^{m} \frac{B_{2\ell}(y)}{\ell(2\ell - 1) t^{2\ell-1}} \right) dy$$

$$= (-1)^m \int_{0}^{x} \frac{d}{dt} \left( \log \left( \frac{\Gamma(t + 1 - y) \Gamma(t + y)}{t^{1-2y}} \right) \right.$$ 

$$\left. - \sum_{\ell=1}^{m-1} \frac{B_{2\ell+1}(y)}{\ell(2\ell + 1) t^{2\ell}} - \delta_{m0} B_1(y) \log t^2 \right) dy$$

$$= - \int_{0}^{x} \frac{d}{dt} H_{m-1}(y, t) dy - (-1)^m \frac{2\delta_{m0}}{t} \int_{0}^{x} B_1(y) dy$$

$$= 2 \int_{0}^{x} \int_{0}^{\infty} S_{m-1}(y, u) e^{-ut} du dy + (-1)^m \frac{\delta_{m0}}{t} x(1-x).$$

This completes the proof. \qed

As a corollary, we prove
Corollary 3.2. We have

\[ H_0(0, t) = H_0(1/2, t) = 0, \text{ and } G_0(0, t) > 0, G_0(1/2, t) > 0; \]

and

\[ H_m(0, t) = H_m(1/2, t) = G_m(0, t) = G_m(1/2, t) = 0 \]

hold for all integers \( m \geq 1 \); and

\[ H_m(x, t) > 0, G_m(x, t) > 0 \]

hold for all \( x \in (0, 1/2) \) and all integers \( m \geq 0 \).

Proof. The proof of the corollary is a direct use of Theorem 2.1 and Proposition 3.1, and we shall omit it. \( \square \)

We now state and prove the main results of this paper. We have the following inequality for ratios of gamma functions.

Theorem 3.1. Let \( m_1, m_2 \geq 0 \) be any given integers, \( t > 0 \) and \( x \in (0, 1/2) \). We have

\[
\exp\left( \sum_{\ell=1}^{\infty} \frac{B_{2\ell+1}(x) - B_{2\ell} - 1}{\ell(2\ell - 1) t^{2\ell - 1}} \right) < \frac{\Gamma(t + 1 - x)\Gamma(t + x)}{\Gamma(t)\Gamma(t + 1)} < \exp\left( \sum_{\ell=1}^{\infty} \frac{B_{2\ell+1}(x) - B_{2\ell} - 1}{\ell(2\ell + 1) t^{2\ell}} \right).
\]

Proof. Using the definitions (1.5) and (1.6), we have

\[
\frac{\Gamma(t + 1 - x)\Gamma(t + x)}{\Gamma(t)\Gamma(t + 1)} = \exp\left( \sum_{\ell=1}^{m} \frac{B_{2\ell+1}(x) - B_{2\ell} - 1}{\ell(2\ell + 1) t^{2\ell}} (-1)^m G_m(x, t) \right),
\]

and

\[
\frac{\Gamma(t + 1 - x)}{t^{1-2x} \Gamma(t + x)} = \exp\left( \sum_{\ell=1}^{m} \frac{B_{2\ell+1}(x) - B_{2\ell} - 1}{\ell(2\ell + 1) t^{2\ell}} + (-1)^m H_m(x, t) \right)
\]

hold for each integer \( m \geq 0 \). Therefore, the proof follows from Corollary 3.2. \( \square \)

Theorem 3.2. For each \( m \in \mathbb{Z}_{\geq 0} \) and each \( x \in [0, 1/2] \), the functions \( G_m(x, t) \) and \( H_m(x, t) \) are completely monotonic on \( t \in (0, \infty) \).

Proof. Let \( x \in [0, 1/2] \) and \( t > 0 \). Using Theorem 2.1 and Proposition 3.1, we have

\[
(-1)^k \frac{d^k}{dt^k} H_m(x, t) = 2(-1)^k \int_0^{\infty} \frac{d^k}{dt^k} \left( \frac{S_m(x, u)}{u} e^{-ut} \right) du = 2 \int_0^{\infty} S_m(x, u) u^{k-1} e^{-ut} du \geq 0,
\]
and
\[
(-1)^k \frac{d^k}{dt^k} G_m(x, t) = 2 (-1)^k \int_0^x dy \int_0^\infty \frac{d^k}{dt^k} (S_{m-1}(y, u) e^{-ut}) \, du \\
+ (-1)^m \frac{k! \delta_m}{t^{k+1}} x(1 - x)
\]
\[
= 2 \int_0^x dy \int_0^\infty S_{m-1}(y, u) e^{-ut} u^k \, du \\
+ (-1)^m \frac{k! \delta_m}{t^{k+1}} x(1 - x) \geq 0
\]
hold for all integers \(k, m \geq 0\). This completes the proof. \(\Box\)
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