Describe Molecules by a Heterogeneous Graph Neural Network with Transformer-like Attention for Supervised Property Predictions
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ABSTRACT: Machine learning and deep learning have facilitated various successful studies of molecular property predictions. The rapid development of natural language processing and graph neural network (GNN) further pushed the state-of-the-art prediction performance of molecular property to a new level. A geometric graph could describe a molecular structure with atoms as the nodes and bonds as the edges. Therefore, a graph neural network may be trained to better represent a molecular structure. The existing GNNs assumed homogeneous types of atoms and bonds, which may miss important information between different types of atoms or bonds. This study represented a molecule using a heterogeneous graph neural network (MolHGT), in which there were different types of nodes and different types of edges. A transformer reading function of virtual nodes was proposed to aggregate all the nodes, and a molecule graph may be represented from the hidden states of the virtual nodes. This proof-of-principle study demonstrated that the proposed MolHGT network improved the existing studies of molecular property predictions. The source code and the training/validation/test splitting details are available at https://github.com/zhangruochi/Mol-HGT.

INTRODUCTION

Accurate prediction of chemical molecular properties is an essential and challenging topic in the area of high-throughput pharmaceutical screening.1 The process of candidate drug screening could be substantially accelerated through the virtual prediction of the molecular properties. The rapid accumulation of experimentally confirmed molecular properties and the development of supervised learning algorithms continuously improve the prediction performances. The deployment of machine learning and deep learning techniques significantly improved the conventional ab initio computational modeling of molecular properties, including density functional theory,2 GW approximation,3 quantum Monte Carlo,4 and so forth.

Graph-based models precisely captured the interatom correlations and demonstrated the state-of-the-art results for various prediction problems of molecular properties.6−17 Some open-source toolkits have been released to facilitate the graph-structured biomedical data.18 Wu et al. comprehensively evaluated the graph-based models on 17 data sets of various molecular properties and demonstrated the superior prediction performances over the conventional machine learning methods on 11 data sets.19

Most of the existing graph neural network (GNN) models assumed that there was only one type of graph node, which was connected through one type of edge. Gilmer et al. introduced the edge-dependent variations to the framework message passing neural network (MPNN) for the molecular property prediction problem.8 Their data demonstrated that the edge-level variations improved the molecular property prediction performances.

Such edge-level variations may be described by the heterogeneous graph neural networks,20,21 which have been widely utilized in the graph data mining tasks, for example, link prediction,22 node classification,23 and node clustering.24 The heterogeneous graph attention network (HAN) introduced heterogeneous structures and semantic-level attentions to the graph attention networks.25 Moreover, the heterogeneous graph network with the transformer-like attention mechanism outperformed the state-of-the-art graph networks by 9−21% on downstream tasks on the open academic graph data sets.26

This research uses a heterogeneous graph network to represent the molecular graph structure and utilized MolHGT for the molecular property prediction problem. In summary, this study has three main contributions.

1. We created a new molecular heterogeneity setting for the graph neural network, including 11 types of nodes and 4 types of chemical bonds.
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2. A virtual node transformer (VNT) readout function was introduced to aggregate all the structurally heterogeneous nodes to represent a molecule graph.
3. We proposed the MolHGT framework which represented both the atoms and interatom bonds of a chemical molecule with heterogeneous graph structures.

RESULTS AND DISCUSSION

Tuning the Hyperparameters. The proposed graph MolHGT consisted of many hyperparameters, and different value choices may have a major influence on the model performance. The Bayesian hyperparameter optimization (BayesHyperOp) search demonstrated its superiority in optimizing a prediction model with an unknown objective function and a high computational complexity. The BayesHyperOp search strategy estimated the posterior distribution of the objective function using the Bayes theorem and a high computational complexity. The search strategy was anticipated to make full use of the information from the previously evaluated value choices of the hyperparameters.

This study utilized the BayesHyperOp search strategy to find the best value choices for the three hyperparameters for all the 100 data sets, and the results are shown in Table 1. The max number of iterations was set to 20. Due to the time complexity and the computation cost, we cannot exhaustively screen all the hyperparameters. The following three hyperparameters were evaluated. Two values, 0.0005 and 0.0001, were evaluated for the hyperparameter learning rate (LRate). The hyperparameter dimension of hidden states (HiddenState) was set to be between the range [200, 800] with an internal 40. Three numbers of layers for the hyperparameter LayerNum were evaluated, that is, 2, 3, and 4. The best value choices of these three hyperparameters were calculated and are shown in Table 1. The following evaluation and ablation experiments were conducted using these best value choices of the three hyperparameters.

Table 1. Best Hyperparameter Combination for Each of the 10 Data Sets from the Bayesian Hyperparameter Optimization Search

| data set   | LRate | HiddenState | LayerNum |
|------------|-------|-------------|----------|
| ESOL       | 0.0001| 400         | 4        |
| FreeSolv   | 0.0005| 240         | 3        |
| Lipo       | 0.0001| 560         | 3        |
| HIV        | 0.0001| 440         | 3        |
| BACE       | 0.0001| 400         | 2        |
| BBBP       | 0.0005| 680         | 4        |
| Tox21      | 0.0001| 560         | 3        |
| ToxCast    | 0.0001| 760         | 3        |
| SIDER      | 0.0001| 640         | 4        |
| ClinTox    | 0.0005| 720         | 2        |

“The column “data set” gave the data set name. The other three columns, “LRate”, “HiddenState”, and “LayerNum” gave the best value choices for the hyperparameters “Learning Rate”, “dimension of the hidden states”, and “the number of layers” of the graph neural network MolHGT.

Performance Comparison with the Existing Models. Figure 1 illustrates the performance comparison of the proposed MolHGT with the best graph-based model listed in the database MoleculeNet. The database MoleculeNet maintained the results of many graph-based models, including the graph convolutional network, weave network, directed acyclic graph network, deep tensor neural network, ANI-1 network, and MPNN. The data series “BestGraph” in Figure 1 was the performance measurements of the best graph-based models from the database MoleculeNet. The proposed network MolHGT achieved the average improvement of 16.49% on the three regression data sets and 4.84% on the seven classification data sets. The minimum improvement 0.67% was achieved by MolHGT on the data set ToxCast, and this data set may be difficult to be classified, since the minimum improvement of the other data set was at least 2.10%. A smaller RMSE suggested a better regression model, and the largest reduction 19.30% of RMSE was achieved by MolHGT on the data set FreeSolv.

The proposed model MolHGT was also compared with the D-MPNN model on eight of the ten data sets, as shown in Figure 1. The D-MPNN model was not evaluated on the two data sets BACE and ToxCast in its original study. MolHGT outperformed D-MPNN on seven out of the eight data sets except for SIDER. A minor decrease −0.59% of MolHGT was found on this data set SIDER. MolHGT achieved an averaged improvement 1.07% in AUC for the eight classification data sets and 8.40% for the three regression data sets. The largest improvement 13.67% in RMSE was achieved by MolHGT on the data set Lipo.

Recently, Chen et al. proposed to use algebraic graph-assisted bidirectional transformers to predict molecular properties. They got an RMSE value of 0.994 on the data set FreeSolv. AUC-ROC of 0.555 and 0.763 were obtained, respectively, on Lipophilicity and BBBP data sets. Shen et al. proposed the MolMapNet model, which combined the potential of human expert knowledge of molecular representations and convolution neural networks to predict pharmaceutical properties. They obtained an ROC-AUC of 0.739 on the BBBP data set, which is slightly better than the 0.738 of MolHGT. However, the results on the other eight data sets are all lower than MolHGT. Detailed data comparison is in Table 2.

Overall, the proposed model MolHGT achieved the best results in most of the 10 evaluated data sets, as shown in Figure 1 and Table 2. MolHGT was the best model on all the three regression data sets, compared with the BestGraph model and the D-MPNN model. The D-MPNN model did not give the performance data on the two classification data sets BACE and ToxCast. Also, the proposed model MolHGT outperformed D-MPNN on seven out of the remaining eight data sets. The column “BestGraph” in Table 2 suggested that the existing graph models listed in the database MoleculeNet did not achieve consistently on all the 10 data sets. In addition, the D-MPNN model may deliver performance improvements in most cases.

Necessity of the Node Heterogeneity. The node heterogeneity is one of the main contributions of MolHGT, and this section evaluated whether it is necessary to add the node heterogeneity to the graph network. The MolHGT model without the node heterogeneity learned the same weights for different types of atoms. The experimental results in Figure 2 showed that the node heterogeneity improved all the three regression data sets and an averaged improvement 4.01% in RMSE was achieved. Only the two data sets BBP and ClinTox received the decreased classification AUC −0.14 and −1.53%, respectively. The node heterogeneity did not change the classification performance of MolHGT on the data set BACE.
All the other five classification data sets were improved by node heterogeneity.

**Necessity of the Edge Heterogeneity.** The edge heterogeneity is another main contribution of the proposed MolHGT model. Figure 3 illustrates the performance differences if the edge heterogeneity was not introduced to MolHGT.

MolHGT improved nine out of the ten data sets with the edge heterogeneity, except for the classification data set ClinTox. The classification AUC of the data set ClinTox was decreased by 1.42%. The performance metric RMSE values of the three regression data sets were decreased by an average improvement 2.02%. Except for the data set ClinTox, MolHGT achieved an
average improvement 0.48% in AUC values of the six classification data sets.

Other Ablation Evaluations of MolHGT. The ablation experiments were conducted to evaluate the other MolHGT components, as shown in Table 3. The proposed model MolHGT gained performance improvements with the component metarelation, external features, and the modified gated recurrent unit (GRU) update function for all the three regression data sets, as shown in Table 4. These 10 popular data sets retrieved the database MoleculeNet. All the data sets used the SMILES sequences to represent chemical molecules and consisted of less than 50,000 molecules. There were three regression data sets and the other seven data sets were classification problems. The three regression data sets investigated the physical chemistry properties. There were two classification data sets for the biophysical properties and the other five classification physiological properties.

**Table 3. Ablation Evaluation of the Other MolHGT Components**

| data set | MolHGT | MolHGT-MR | MolHGT-EF | MolHGT + GRU |
|----------|--------|-----------|-----------|--------------|
| ESOL     | 0.514  | 0.532     | 0.569     | 0.533        |
| FreeSolv | 0.928  | 0.95      | 0.965     | 0.946        |
| Lipo     | 0.532  | 0.549     | 0.533     | 0.522        |
| HIV      | 0.779  | 0.789     | 0.787     | 0.778        |
| BACE     | 0.859  | 0.854     | 0.806     | 0.858        |
| BBBP     | 0.738  | 0.741     | 0.703     | 0.74         |
| Tox21    | 0.662  | 0.863     | 0.866     | 0.865        |
| ToxCast  | 0.747  | 0.748     | 0.744     | 0.748        |
| SIDER    | 0.672  | 0.668     | 0.669     | 0.666        |
| ClinTox | 0.901  | 0.91      | 0.898     | 0.909        |

The column “MolHGT” gave the results of the proposed model MolHGT on all the 10 data sets. The column “MolHGT-MR” gave the results of the MolHGT model without the metarelations. The column “MolHGT-EF” gave the data of the MolHGT model without the external features. Also, the column “MolHGT + GRU” gave the data of the MolHGT model with the original version of a gated recurrent unit (GRU) as the update function. The performance metrics RMSE and AUC were used for the first three regression data sets and the other seven classification data sets, respectively.

MolHGT gained performance improvements with the components’ metarelation, external features, and the modified gated recurrent unit (GRU) update function for all the three regression data sets. The additions of the component external features in the proposed model MolHGT contributed an average improvement 1.61% in AUC for the seven classification data sets. The addition of the component metarelation and the modified GRU introduced the positive contributions to many classification data sets and the minor decreases in the averaged classification AUC, by the averaged decreases of −0.25 and −0.07%, respectively.

**FIGURE 3. Contribution evaluation of the node heterogeneity.** The performance comparison between the MolHGT models with (MolHGT) and without (MolHGT-HEdge) the settings of heterogeneous edges for the (a) regression data sets and (b) classification data sets. The regression models were evaluated for the metric RMSE (the smaller, the better). Also, the classification models were evaluated for the metric AUC (the larger, the better).

This study proposed a novel graph network MolHGT with heterogeneous structures for different types of nodes and edges for the molecular property prediction problem. The transformer modules fused the features represented by these heterogeneous nodes and edges and passed the messages between these nodes and edges. The comprehensive ablation experiments demonstrated that the proposed network MolHGT delivered performance improvements on the 10 data sets with the major network components, and the heterogeneities in both nodes and edges were beneficial to the molecular property prediction problems. MolHGT also outperformed the existing graph-based molecular property prediction models in most cases, especially the regression data sets.

It is worth noting that the heterogeneity setting of the proposed MolHGT increases the model complexity and the largely increased number of parameters may potentially increase the possibility of model overfitting, as shown in Table S1. For example, MolHGT utilizes 11 node types and 4 edge types, and the numbers of model parameters to represent nodes and edges are increased to 11 and 4 times compared with the conventional graph neural network, respectively. This study splits the data set into the training/validating/testing sets by the ratio of 8:1:1 and carries 10 random runs of the experiments in order to reduce the overfitting bias. It will be important to further evaluate the proposed models using the future accumulation of more molecular samples.

**MATERIALS AND METHODS**

**Problem Settings and Data Sets.** This study evaluated the proposed graph neural network MolHGT using 10 public data sets, as shown in Table 4. These 10 popular data sets retrieved the database MoleculeNet. All the data sets used the SMILES sequences to represent chemical molecules and consisted of less than 50,000 molecules. There were three regression data sets and the other seven data sets were classification problems. The three regression data sets investigated the physical chemistry properties. There were two classification data sets for the biophysical properties and the other five classification physiological properties.

**Performance Metrics.** A receiver operating characteristic curve (ROC curve) is a graph showing the performance of a classification model at all classification thresholds. It plots TPR versus FPR at different classification thresholds. Lowering the classification threshold classifies more items as positive, thus increasing both false positives and true positives. AUC stands for “area under the ROC curve”. AUC measures the entire two-dimensional area underneath the entire ROC curve. Therefore,
Table 4. Descriptions of the 10 Data Sets Used in This Study

| category       | data set   | # molecules | # tasks | task type     |
|----------------|------------|-------------|---------|---------------|
| physical chemistry | ESOL       | 1128        | 1       | regression    |
|                 | FreeSolv   | 642         | 1       | regression    |
|                 | Lipo       | 4200        | 1       | regression    |
| biophysics      | HIV        | 41127       | 1       | classification|
| physiology      | BACE       | 1513        | 1       | classification|
|                 | BBBP       | 2039        | 1       | classification|
|                 | Tox21      | 7831        | 12      | classification|
|                 | ToxCast    | 8576        | 617     | classification|
|                 | SIDER      | 1427        | 27      | classification|
|                 | ClinTox    | 1478        | 2        | classification|

“The columns “# molecules” and “# tasks” gave the numbers of molecule samples and the number of tasks of each data set. The column “task type” gave whether this data set was a regression or classification task. Further details on the data sets are available in Wu et al.19

ROC-AUC provides an aggregate performance measure across all possible classification thresholds.30

\[
TPR = \frac{TP}{TP + FN} \quad (1)
\]

\[
FPR = \frac{FP}{FP + FN} \quad (2)
\]

\[
AUC = \int_{x=0}^{x=1} TPR(FPR^{-1}(X))dx \quad (3)
\]

Root mean square error (RMSE) is the standard deviation of the residuals (prediction errors). Residuals measure how far from the regression line data points are; RMSE is a measure of how spreading out these residuals are. In other words, it tells how concentrated the data are around the line of best fit. RMSE is commonly used in climatology, forecasting, and regression analysis to verify experimental results.

\[
RMSE = \sqrt{\frac{1}{M} \sum_{i=1}^{M} (y_i - \hat{y}_i)^2} \quad (4)
\]

where \(M\) is the number of the samples, \(y_i\) is the target variable of sample \(i\), and \(\hat{y}_i\) is the prediction of sample \(i\).

Data Set Splitting Strategy. For a fair comparison with the other studies, we downloaded the data sets in their original splitting strategy provided by MoleculeNet.19 That is to say, the splitting was carried out using 10 fixed random seeds (0−9) and the recommended splitting types (“random” or “scaffold”). Each data set was split into the ratio of 8:1:1 for the training/validation/testing data sets. The models were trained on the training data sets, and the hyperparameters were tuned on the validation data sets. The final performance was calculated on the testing data sets.

Heterogeneity Setting of a Molecule Graph. Heterogeneous graphs are composed of multiple types of nodes and edges and contain comprehensive information and rich semantics. A heterogeneous graph neural network will pass messages from source nodes to target nodes based on the specific nodes and edge types. While the message passing mechanism and neural network weights in the homogeneous graph network are the same, regardless of node types and edge types. Figure 4 illustrates the difference between homogeneous and heterogeneous graph neural networks. Our study introduced the heterogeneities in both nodes and edges into the graph-represented chemical compounds. A molecule was represented by a labeled graph with the nodes corresponding to the atoms and the edges corresponding to the chemical bonds between atoms of this molecule. There were many types of atoms and chemical bonds in a compound. This study defined 11 types of...
nodes, representing 10 common atoms (H, C, N, O, F, P, S, Cl, Br, and I) and the last type for all the other atoms rarely found in drug molecules. Five types of edges were defined, including four common types of chemical bonds (single, double, triple, and aromatic) and the last type for the self-connected edge. We hypothesized that this heterogeneity in the molecule graph may better represent a chemical molecule.

Shuai and Karypis introduced HMGNN, a graph representation learning model with two node types (one-body and two-bodies) and three edge types (1→1, 2→2, and 1→2), and fused the heterogeneous nodes by summing the node embeddings of each p-body module and concatenating them into an intermediate representation. HMGNN can capture complex geometric information of molecular graphs. For example, it can learn the rotation invariance of atoms. However, the heterogeneity of HMGNN lies in the construction strategies of new types of nodes and edges. HMGNN regards atom pairs and single atoms as two different types of nodes. For atoms such as C and O, they are still encoded into the same vector space by HMGNN. Different types of chemical bonds such as single bonds and double bonds are also encoded in the same vector space. We hypothesize that such a representation may cause the loss of some useful chemical information. MolHGT proposes a specifically designed framework to represent 11 node types and 4 edge types and directly encodes different types of atoms and edges into different vector spaces. MolHGT may better capture the rich chemical information of the target molecule. Moreover, the VNT readout function in this study facilitates a much more flexible and data-specific fusion interface for the heterogeneous graph structures.

Figure 5. Submodules and overall architecture of the proposed graph network MolHGT. (a) Architecture of a heterogeneous graph transformer. (b) Architecture of the VNT. (c) Overall architecture of MolHGT. Molecules were loaded to train the graph network MolHGT, and the molecular properties were calculated as the output predictions.
Model Architecture of MoHGT. This study combined the graph neural network with the transformer module to represent the chemical molecules based on the previous observations that transformers may fuse the heterogeneous modules in graph neural networks. Yun et al. suggested that the graph transformer network may efficiently learn new graph structures based on the data and tasks without domain knowledge and deliver powerful node representations via convolution of the learned new graphs. Hu et al. demonstrated that the heterogeneous graph transformer outperformed the state-of-the-art graph neural network baseline models by 9–21% on various downstream tasks.

We followed the terminology of the study MPNN to separate the graph model into two phases, that is, the message passing phase and the readout phase, as shown in Figure 5. The message passing phase ran for L graph layers. The graph layer \( l \in [1, L] \) had the message function \( M^l \) and node update function \( U^l \). The target node \( t \) aggregated the message from the source node \( s \) using the formula

\[
m_i^t = \sum_{s \in N(t)} M^l(h_i^{l-1}, h_t^{l-1}, e)
\]

(5)

The notations \( N(t) \) represent the neighbors of the target node \( t \) and the node \( e \) represents the type of the edge from the source node \( s \) to the target node \( t \), and \( M^l \) represents the heterogeneous graph transformer message function. The hidden states \( h_i^{l-1} \) were updated based on the message \( m_i^t \) using the formula

\[
h_i^t = U^l(h_i^{l-1}, m_i^t)
\]

(6)

The notation \( U^l \) represents the GRU update function. The previous graph model MPNN got the graph features from the last graph layer. We introduced more flexibility by concatenating the node hidden states of all the graph layers into the graph feature \( h^l \) using the formula

\[
\hat{y} = f(\|h^l\|)
\]

(7)

and

\[
h^l = R^l(\{h_i^l | s \in G\})
\]

(8)

The notations \( f() \) are a fully connected neural network and \( R^l \) represents the VNT readout function, which was described in the following section.

This study concatenated the graph features with the external features for the last fully connected output layer. The external features were defined in the same way as in the D-MPNN, where the 2D molecular descriptors were calculated using the tool RDKit.

Heterogeneous Graph Transformer Message Function. The message function was inspired by the architecture design of the transformers in the network HGT. The main idea was to aggregate the multihhead attention-weighted messages from the source nodes using the formulas

\[
m_i^t = \| \| h^l
\]

(9)

\[
\text{head}^d = \sum_{s \in N(t)} \text{Attention}^l(s, e, t) \cdot \text{Message}^l
\]

(10)

The notation \( h \) represented the number of attention heads, where this study set \( h = 10 \).

The \( i \)th head \( Q - \text{linear}_i^l \) function mapped the target node \( t \) into the \( i \)th head query vector \( Q(t) \) with the dimension \( R^d \rightarrow R^d \), where \( d \) is the node hidden state dimension and \( d_h \rightarrow d_h^l \) is the vector dimension per head. Similarly, the functions \( K - \text{linear}_i^l \) and \( V - \text{linear}_i^l \) mapped the source node into the \( i \)th head key vector \( K(s) \) and value vector \( V(s) \) using the mathematical formulas

\[
Q(t) = Q - \text{linear}_i^l(h_i^{l-1})
\]

(11)

\[
K(t) = K - \text{linear}_i^l(h_i^{l-1})
\]

(12)

\[
V(t) = V - \text{linear}_i^l(h_i^{l-1})
\]

(13)

Unlike the transformer vanilla, the parameters of the \( Q, K, V \) linear function depended on the node types they worked on. Therefore, this study defined them as the heterogeneous node parameters. There were 11 different heterogeneous node types, among which 10 for the common atoms (H, C, N, O, F, P, S, Cl, Br, and I) in the drug molecules and the last one for all the other atoms. Second, the \( i \)th head attention weight between the target node \( t \) and the source node \( s \) was calculated by

\[
\text{Attention}^l(s, e, t) = \text{Softmax}_{\forall v \in N(t)} \left( \langle Q(t)A_i^lK(s)^T \rangle \cdot u_i^l(s, e, t) \right)
\]

(14)

The notation \( A_i^l \in R^{d_h \times d_h} \) is the \( i \)th head edge-based matrix, which was defined as the heterogeneous edge parameters. There were five different heterogeneous edge types, among which four represented the bond types (single, double, triple, and aromatic) and the last one represented the special self-connected edge type. The notation \( u_i^l(s, e, t) \) is the \( i \)th head learnable meta relation scalar, which was another heterogeneous parameter relying on the heterogeneities of both nodes and edges. Finally, the multihhead message was calculated as

\[
\text{Message}^l(s, e) = V^l(s)M_i^l
\]

(15)

The notation \( M_i^l \in R^{d_h \times d_h} \) is the \( i \)th head edge-based matrix, and it is also a heterogeneous edge parameter.

HGT is a general-purpose heterogeneous graph neural network, while MoHGT improves the HGT framework with molecule-specific features, as illustrated in Figures 4 and 5. Besides the heterogeneous definitions of node types and edge types, the GRU update function provides the more efficient capability to capture the messages when updating the node states from different graph layers. The VNT generates the final representation of the molecules and delivers satisfying performances of the molecular property prediction task.

GRU Update Function. The GRU update function was used in this study. GRU was first introduced in the graph model GG-NN, which was believed to be a strong baseline graph model. GRU was an attention-like architecture with reset and update gates. We assumed that GRU may capture the important messages during updating the node states of different graph layers and compared it with the target node-dependent node update function in the HGT. This study accompanied the GRU update function with layer normalization using the following formula

\[
h_i^l = \text{LayerNorm}(\text{GRU}(h_i^{l-1}, \text{LayerNorm}(m_i^l)))
\]

(16)
The node hidden states were the hidden states of the GRU update function, and the message was the new input of GRU. Similar to the vanilla GRU in the recurrent neural networks, the parameters of the GRU update function were shared across all the graph layers.

VNT Readout Function. This study used the VNT as the readout function. A set transformer was a framework for the attention-based permutation-invariant neural networks and was specifically designed to handle set data, instead of summing the final node states. As similar in the pooling architecture of the set transformer, this study used one random initial virtual node to aggregate the attention-weighted messages from all the nodes in the graph network, where the attention was between the virtual node \( m \) and the source node \( s \) using the formula

\[
h^l_i = \text{LayerNorm}(f(\text{LayerNorm}( \| \text{head}^l \| )))
\]

\[
\text{head}^l_i = \text{Mean}_{s \in G} \left( \text{Softmax} \left( \frac{Q(m)k(s)^T}{\sqrt{d_h}}V(s) \right) \right)
\]

\[
Q(m) = h^l_m w^l_q
\]

\[
K(s) = h^l_w k^l_i
\]

\[
V(s) = h^l_i w^l_v
\]

The notations \( f(\cdot) \) are a fully connected layer with ReLU activation, and \( w^l_q, w^l_k, w^l_v \in \mathbb{R}^{d_h \times d_h} \). This study used the mean aggregation, instead of the summing one. The experimental data showed that MolHGT has better results when the VNT block uses different parameters in different graph layers. Therefore, VNT adopts the setting of nonsharing of parameters in this study.

Figure 5b shows that a virtual node combines the representation of each node in the molecular graph in a weighted form. Therefore, a virtual node carries the information from the entire molecular graph. MolHGT has \( L \) graph layers, and each graph layer contains a representation of a virtual node. We use a concatenation operator to merge them together and then load the concatenation to the final linear layer as the final representation of the molecular graph. The molecular data have to be encoded by the VNT layer, and it is difficult to remove the VNT module from the MolHGT framework. Therefore, VNT is not evaluated by the ablation experiment.

Implementation and Running Environment. All the experiments were implemented using the Python programming language version 3.6.12 with the package TensorFlow version 2.0.0. The experiments were conducted on a computing server with an Intel CPU (Intel(R) Xeon(R) Silver 4210 CPU 2.20 GHz), 4 GPU cards (Nvidia 2080Ti, 11 GB memory per card), and 128 GB system memory.

ASSOCIATED CONTENT

Supporting Information

The Supporting Information is available free of charge at https://pubs.acs.org/doi/10.1021/acsomega.1c06389.

Number of parameters in different settings of Hidden-State and LayerNum (PDF)

AUTHOR INFORMATION

Corresponding Authors

Ruochi Zhang — Fermion Technology Co., Limited, Guangzhou, Guangdong 510000, P. R. China; School of Artificial Intelligence, Jilin University, Changchun 130012, P. R. China; Email: zrc720@gmail.com

Fengfeng Zhou — College of Computer Science and Technology, and Key Laboratory of Symbolic Computation and Knowledge Engineering of Ministry of Education, Jilin University, Changchun, Jilin 130012, P. R. China; orcid.org/0000-0002-8108-6007; Phone: +86-431-8516-6024; Email: FengfengZhou@gmail.com, ffzhou@jlu.edu.cn; Fax: +86-431-8516-6024; http://www.healthinformaticslab.org/

Authors

Daiguo Deng — Fermion Technology Co., Limited, Guangzhou, Guangdong 510000, P. R. China

Zengrong Lei — Fermion Technology Co., Limited, Guangzhou, Guangdong 510000, P. R. China

Xiaobin Hong — Fermion Technology Co., Limited, Guangzhou, Guangdong 510000, P. R. China; orcid.org/0000-0002-4776-8047

Complete contact information is available at: https://pubs.acs.org/10.1021/acsomega.1c06389

Author Contributions

D.D. and Z.L. contributed equally to this work. D.D., X.H., and Z.L. coded the analysis procedure and carried out the experiments. X.H., R.Z., and F.Z. conceived and coordinated the project. X.H., R.Z., and Z.L. drafted the manuscript. F.Z. formatted and polished the manuscript and handled the submission communications.

Notes

The authors declare no competing financial interest.

ACKNOWLEDGMENTS

This study was not supported by any grants. The three anonymous reviewers are greatly appreciated for their insightful comments that improved the manuscript a lot.

REFERENCES

(1) Shen, J.; Nicolaou, C. A. Molecular property prediction: recent trends in the era of artificial intelligence. Drug Discovery Today: Technol. 2019, 32, 29–36.

(2) Raghavachari, K. Perspective on "Density functional thermochemistry. III. The role of exact exchange". Theor. Chem. Acc. 2000, 103, 361–363.

(3) Rajagopal, A. K.; Callaway, J. Inhomogeneous electron gas. Phys. Rev. B: Condens. Matter Mater. Phys. 1973, 7, 9, 1912.

(4) Hedin, L. New method for calculating the one-particle Green’s function with application to the electron-gas problem. Phys. Rev. 1965, 139, A796.

(5) Ceperley, D.; Alder, B. Quantum monte carlo. Science 1986, 231, 555–560.

(6) Alt-Trap, H.; Ramsundar, B.; Pappu, A. S.; Pande, V. Low data drug discovery with one-shot learning. ACS Cent. Sci. 2017, 3, 283–293.

(7) Coley, C. W.; Barzilay, R.; Green, W. H.; Jaakkola, T. S.; Jensen, K. F. Convolutional embedding of attributed molecular graphs for physical property prediction. J. Chem. Inf. Model. 2017, 57, 1757–1772.

(8) Gilmer, J.; Schoenholz, S. S.; Riley, P. F.; Vinyals, O.; Dahl, G. E. Neural message passing for quantum chemistry, 2017. arXiv preprint arXiv:1704.01212.
(9) Hu, W.; Liu, B.; Gomes, J.; Zitnik, M.; Liang, P.; Pande, V.; Leskovec, J. Strategies for Pre-training Graph Neural Networks, 2019. arXiv preprint arXiv:1905.12265.

(10) Kearnes, S.; McCloskey, K.; Berndl, M.; Pande, V.; Riley, P. Molecular graph convolutions: moving beyond fingerprints. J. Comput.-Aided Mol. Des. 2016, 30, 595–608.

(11) Klicpera, J.; Groß, J.; Günnemann, S. Directional message passing for molecular graphs, 2020. arXiv preprint arXiv:2003.03123.

(12) Li, R.; Wang, S.; Zhu, F.; Huang, J. Adaptive graph convolutional neural networks, 2018. arXiv preprint arXiv:1801.03226.

(13) Schütt, K. T.; Arbabzadah, F.; Chmiela, S.; Müller, K. R.; Tkatchenko, A. Quantum-chemical insights from deep tensor neural networks. Nat. Commun. 2017, 8, 13890.

(14) Shang, C.; Liu, Q.; Chen, K.-S.; Sun, J.; Lu, J.; Yi, J.; Bi, J. Edge attention-based multi-relational graph convolutional networks, 2018. arXiv:1802.04944.

(15) Wallach, I.; Dzamba, M.; Heifets, A. AtomNet: a deep convolutional neural network for bioactivity prediction in structure-based drug discovery, 2015. arXiv preprint arXiv:1510.02855.

(16) Withnall, M.; Lindelöf, E.; Engkvist, O.; Chen, H. Building attention and edge message passing neural networks for bioactivity and physical–chemical property prediction. J. Cheminf. 2020, 12, 1–18.

(17) Yang, K.; Swanson, K.; Jin, W.; Coley, C.; Eiden, P.; Gao, H.; Guzman-Perez, A.; Hopper, T.; Kelley, B.; Mathea, M.; Palmer, A.; Settels, V.; Jaakkola, T.; Jensen, K.; Barzilay, R. Analyzing learned molecular representations for property prediction. J. Chem. Inf. Model. 2019, 59, 3370–3388 @ 1549-9596.

(18) Li, M.; Zhou, J.; Hu, J.; Fan, W.; Zhang, Y.; Gu, Y.; Karypis, G. Dgl-lifesci: An open-source toolkit for deep learning on graphs in life science. ACS Omega 2021, 6, 27233–27238.

(19) Wu, Z.; Ramsundar, B.; Feinberg, E. N.; Gomes, J.; Geniesse, C.; Pappu, A. S.; Leswing, K.; Pande, V. MoleculeNet: a benchmark for molecular machine learning. Chem. Sci. 2018, 9, 513–530.

(20) Dong, Y.; Chawla, N. V.; Swami, A. metapath2vec: Scalable representation learning for heterogeneous networks. Proceedings of the 23rd ACM SIGKDD International Conference on Knowledge Discovery and Data Mining, 2017; pp 135–144.

(21) Hu, B.; Shi, C.; Zhao, W. X.; Yu, P. S. Leveraging meta-path based context for top-n recommendation with a neural co-attention model. Proceedings of the 24th ACM SIGKDD International Conference on Knowledge Discovery & Data Mining, 2018; pp 1531–1540.

(22) Allhaj, T. A.; Siraj, M. M.; Zainal, A.; Elshouf, H. T.; Elhaj, F. Feature Selection Using Information Gain for Improved Structural-Based Alert Correlation. PLoS One 2016, 11, No. e0166017, From NLM.

(23) Wang, X.; Ji, H.; Shi, C.; Wang, B.; Ye, Y.; Cui, P.; Yu, P. S. Heterogeneous graph attention network. The World Wide Web Conference, 2019; pp 2022–2032.

(24) Fu, X.; Zhang, J.; Meng, Z.; King, I. MAGNN: Metapath Aggregated Graph Neural Network for Heterogeneous Graph Embedding. Proceedings of the Web Conference, 2020; Vol. 2020, pp 2331–2341.

(25) Veličković, P.; Cucurull, G.; Casanova, A.; Romero, A.; Lio, P.; Bengio, Y. Graph attention networks, 2017. arXiv preprint arXiv:1710.10903.

(26) Hu, Z.; Dong, Y.; Wang, K.; Sun, Y. Heterogeneous graph transformer. Proceedings of the Web Conference, 2020; Vol. 2020, pp 2704–2710.

(27) Bergstra, J.; Yamins, D.; Cox, D. Making a science of model search: Hyperparameter optimization in hundreds of dimensions for vision architectures. International Conference on Machine Learning, 2013; pp 115–123.

(28) Chen, D.; Gao, K.; Nguyen, D. D.; Chen, X.; Jiang, Y.; Wei, G.-W.; Pan, F. Algebraic graph-assisted bidirectional transformers for molecular property prediction. Nat. Commun. 2021, 12, 3521.

(29) Shen, W. X.; Zeng, X.; Zhu, F.; Wang, Y. L.; Qin, C.; Tan, Y.; Jiang, Y. Y.; Chen, Y. Z. Out-of-the-box deep learning prediction of pharmaceutical properties by broadly learned knowledge-based molecular representations. Nat. Mach. Intell. 2021, 3, 334–343.