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Abstract—Networking of microgrids can provide the operational flexibility needed for the increasing number of DERs deployed at the distribution level and supporting end-use demand when there is loss of the bulk power system. But, networked microgrids are vulnerable to cyber-physical attacks and faults due to the complex interconnections. As such, it is necessary to design resilient control systems to support the operations of networked microgrids in responses to cyber-physical attacks and faults. This paper introduces a resilient communication scheme for interconnecting multiple microgrids to support critical demand, in which the interconnection decision can be made distributedly by each microgrid controller even in the presence of cyberattacks to some communication links or microgrid controllers. This scheme blends a randomized peer-to-peer communication network for exchanging information among controllers and resilient consensus algorithms for achieving reliable interconnection agreement. The network of 6 microgrids divided from a modified 123-node test distribution feeder is used to demonstrate the effectiveness of the proposed resilient communication scheme.

Index Terms—Smart grid, resiliency, networked microgrids, consensus algorithms

I. INTRODUCTION

Distributed energy resources (DERs), such as rooftop PV and battery energy storage systems (BESS), are increasingly deployed in electric distribution systems to support utility operations, as well as end-use customers. As points of aggregation for DERs, microgrids have been considered as the enabling technology to support the integration of DERs. When there are increasing number of microgrids, it is possible to coordinate the operations of networks of microgrids [1]. Interconnecting multiple microgrids can enhance their operational flexibility, e.g., the strong system with redundant supply can support the other weaker systems to provide better services to customers.

However, an interconnection of microgrids is also vulnerable to attacks and faults due to the complex interactions. Various types of cyberattacks to control systems have been reported in academic study and industrial vulnerability assessment, e.g., denial-of-service attacks [2], false data-injection attacks [3], replay attacks [4], covert attacks [5], etc. Therefore, to support the reliable operations of networked microgrids, it is necessary to take the resilience-to-attack into consideration when designing their control systems.

In this paper, a resilient-to-cyberattack communication scheme is introduced to support the interconnection decision of networked microgrids in the presence of cyberattacks. To reduce the risk of one-point-failure, it is assumed that there is no centralized controller coordinating all the microgrids. The removal of centralized controller is also necessary in a mixed ownership environment where each microgrid belongs to either utility and non-utility, and hence, it is not authorized to collect information from all microgrids by a centralized controller. Recently, [6] presented a distributed architecture using the Open Field Message Bus (OpenFMB) that enables peer-to-peer (p2p) communication at the application layer to be implemented. Using such a p2p communication network, the microgrid controllers exchange information to make the interconnection decision in a distributed manner. To make it difficult for an attacker to be successful in targeting the communication links, we propose a strategy whereby a communication agent randomly generate the p2p communication graph (i.e., graph of who-talk-with-who), without getting information from microgrids. Then, by using resilient consensus algorithms, the microgrid controllers can reach interconnection agreement even in the presence of cyberattacks to some controllers.

Designing advanced controllers for resilient networked microgrids have been investigated. In [7], networked microgrids (MG) were investigated for self-healing purpose when a generation deficiency or fault happens in a MG. Here, the MGs are connected through a common point of coupling, and both communication and physical network topologies are fixed. A framework for assembling of networked microgrids was introduced in [8]; yet the communication network was also fixed to an all-to-all topology. Our work advances the current state-of-the-art by considering cyberattack to the communication links and controllers and leveraging the flexibility of p2p communication network.

The novelty and contributions of this paper include:

- A resilient p2p communication framework is introduced for the distributed decision of interconnecting networks of microgrids in the presence of cyberattacks to communication links and microgrid controllers.

- Resilient consensus algorithm is investigated to robustly evaluate the networked microgrid’s interconnection criteria when there are attacked controllers. In this paper, the criteria is based on the total supply and critical demand of all participating microgrids.

- The key to success of the resilient consensus algorithm is to have a communication graph with enough vertex-connectivity. Accordingly, two algorithms are introduced for generating a communication graph with a given vertex-connectivity, in both cases when the cyberattacks to communication links are known or unknown.
The remainder of this paper is organized as follows. In Section II, the physical and cyber architecture supporting distributed decisions in networked microgrids is presented. Also, the interconnection criteria and problem statement are introduced. Section III provides the graph algorithms for generating a p2p communication network and the resilient consensus algorithms for the interconnection decision making. Numerical demonstration on a co-simulation platform is presented in Section IV, followed by conclusions.

Graph theory preliminaries: The undirected graph \( \mathcal{G} = (V, E) \) with nodes \( V = \{1, \ldots, N\} \) and edges \( E \subseteq V \times V \) is said to be connected if there exists a path between two arbitrary nodes. \( \mathcal{G} \) is said to have vertex-connectivity of \( c \) if we have to cut at least \( c \) nodes in \( V \) to make \( \mathcal{G} \) disconnected.

II. DISTRIBUTED DECISION FOR INTERCONNECTION OF NETWORKED MICROGRIDS

This section presents a cyber-physical architecture that can support the distributed decision for electrical interconnection of multiple microgrids, and formulates the resilient decision making problem for interconnection.

A. Physical and cyber architecture of networked microgrids

The physical-cyber architecture of microgrids is presented in Fig. 1 and includes the following components:

- Physical layer. A number of microgrids \( S_i, i = 1, \ldots, N \), in grid-disconnected mode is considered to support the end-use demands when there is loss of the bulk power system. In this severe condition, microgrids can choose to support only critical demand.

- Microgrid controllers. For microgrids operating in a mixed ownership environment, it is impractical for one centralized controller to have access to information from all microgrids. It is more reasonable to assume that each microgrid has one controller that can collect information from devices in that microgrid and perform different controlling objectives. In this paper, the microgrid controllers aim to reach an agreement about whether the microgrids electrically interconnect or not. To make this decision distributedly, the controllers estimate local information from their microgrids and exchange such information via a p2p communication network.

- Communication agent. The p2p communication links for information exchange among controllers can be vulnerable to cyberattacks. While reducing the number of communication links can mitigate this risk, it may result in inadequate information exchange among controllers. As such, appropriately controlling the p2p communication network is necessary. In this paper, a communication agent can fully control the p2p communication network (i.e., select which controllers communicate with which controllers) to mitigate the impact of cyberattacks to links. Different from a centralized controller, the communication agent does not need to collect information from microgrids.

B. Interconnection criterion and Problem Statement

The goal of interconnection is for microgrids to distributively determine if they should electrically interconnect, or potentially separate, to achieve operational objectives. While several operational objectives can be considered, supporting critical load demand in the presence of cyber and physical attacks is the focus of resilient-by-design networked microgrids. As such, in this paper the interconnection criterion is whether the total supply of the participating microgrids can meet the total critical demand.

The interconnection decision will be evaluated in a periodical basis \( T \), typically every 1 hour. At the time \( nT, n = 0, 1, 2, \ldots \), each microgrid controller estimates the supply and critical load demand for period \([nT, (n+1)T]\), which are denoted as \( S_i(nT) \) and \( D_i(nT) \) for other microgrids in a distributed manner. Accordingly, all the participating microgrids will electrically interconnect if the total supply can meet the total critical demand in this period, i.e.,

\[
\sum_{i=1}^{N} S_i(nT) > \sum_{i=1}^{N} D_i(nT),
\]

Otherwise, the microgrids operate independently.

Therefore, the problem statement is given as follows:

Resilient Interconnection Problem: In the presence of cyberattacks, generate communication graph and design distributed computation scheme to enable the microgrid controllers to evaluate the interconnection criterion (1) and reach the interconnection agreement.

III. ALGORITHMS FOR DISTRIBUTED DECISION

This section presents algorithms for solving the Interconnection problem in Subsection II.C, including resilient consensus algorithms for distributed computation at controllers and graph algorithms for selecting suitable pairs of communicating controllers.

A. Resilient Consensus Algorithm for Controllers

Consensus algorithm is used to allow each controller to estimate \( \sum_i S_i(nT) \) and \( \sum_i D_i(nT) \) from exchanged information, however using a distributed peer-to-peer scheme. The following computation is presented for supply, but
also applied for critical load demand. When the microgrid controller \( i \) is not under any attack, it updates the supply value by using consensus algorithm as follows:

\[
S_i^{k+1}(nT) = w_{ii}S_i^k(nT) + \sum_{j \in \mathcal{N}_i} w_{ij}S_j^k(nT),
\]

(2)

where \( w_{ij} \) are the weights, \( k \) is the updating step, and \( \mathcal{N}_i \) is the set of all controllers that exchange supply information with controller \( i \). When controller \( i \) gets attacked, the attacker can inject malicious data into the updating process as follows:

\[
S_i^{k+1}(nT) = w_{ii}S_i^k(nT) + \sum_{j \in \mathcal{N}_i} w_{ij}S_j^k(nT) + u_i^k(nT),
\]

(3)

where \( u_i^k(T) \) denotes data injected by the attacker. Denote \( S^k(nT) \) as the vector of weights. Then, the update (3) can be compactly rewritten as, \( S_i^{k+1}(nT) = \mathbf{W}S^k(nT) + \mathbf{B}_F u_i^k(nT) \). Here, \( \mathbf{B}_F = [e_{i1,N} \ldots e_{i_f,N}] \), where \( e_{i1,N} \) denotes an ones-vector of size \( N \) with 1 at the \( i \)th row position, and \( u_i^k(nT) = [u_i^k(nT)^\top \ldots u_i^{k-1}(nT)^\top]^\top \).

As controllers exchange supply information, controller \( i \)th obtains a vector of supply values as \( y_i^k(nT) = \mathbf{C}_i S^k(nT) \), where \( \mathbf{C}_i \) is a matrix with a single 1 in each row. After \( K \) updating steps, controller \( i \) has a matrix of supply values:

\[
\mathbf{Y}_i^{0:K}(nT) = \mathbf{O}_{i,K} \mathbf{S}^0(nT) + \mathbf{M}_F^{i,K} u_i^{0:K-1}(nT),
\]

(4)

where \( \mathbf{Y}_i^{0:K}(nT) = [y_i^0(nT) \ y_i^1(nT) \ldots y_i^K(nT)]^\top \) and \( u_i^{0:K-1}(nT) = [u_i^0 \ u_i^1 \ldots u_i^{K-1}]^\top \). Also,

\[
\mathbf{O}_{i,L} = \begin{bmatrix} \mathbf{C}_i \\ \mathbf{O}_{i,L-1} \mathbf{W} \end{bmatrix}, \quad \mathbf{M}_F^{i,L} = \begin{bmatrix} 0 & 0 \\ \mathbf{O}_{i,L-1} \mathbf{B}_F & \mathbf{M}_F^{i,L-1} \end{bmatrix}
\]

for \( L = 1, 2, \ldots \). Hence, \( \mathbf{O}_{i,0} = \mathbf{C}_i \) and \( \mathbf{M}_F^{i,0} \) is an empty matrix with zero columns. Using (4), controller \( i \) will estimate the original supplies of all microgrids. The following core result summarizes the required connectivity condition of the communication graph for the robust estimation of the supply in the presence of a number of malicious controllers.

**Lemma 1:** [9] Let the graph \( \mathcal{G} = (\mathcal{V}, \mathcal{E}) \) with \( N \) nodes denote the communication graph of controllers. Let \( f \) be the maximum number of nodes that got malicious data injection during the updates. Then, each node can recover the original supply of all the other microgrids if the vertex-connectivity of the communication graph is \( \geq 2f + 1 \) and there exist an integer \( K \), and weight matrix \( \mathbf{W} \) such that for set \( \mathcal{Y} \subset \mathcal{X} \) of \( 2f \) nodes we have, \( \text{rank}(\mathbf{O}_{i,K} \mathbf{M}^Y_{i,K}) = N - \text{rank}(\mathbf{M}^Y_{i,K}) \). Moreover, \( \mathbf{W} \) can be constructed with almost any choice of real-valued numbers with \( w_{ij} = 0 \) if \( j \notin \mathcal{N}_i \cup \{i\} \).

When the rank condition in Lemma 1 is met, Algorithm 1 is used to estimate the total supply of all participating microgrids.

**Algorithm 1 Estimation of total supply**

**Data:** Communication graph with \( (2f + 1) \) vertex-connectivity, and identified \( f \) microgrid controllers under attack

**Result:** Estimates of the total supply of all participating microgrids

for \( n=0, 1, \ldots \) do

for \( i=1, \ldots, N \) do

1. Run linear iterative updates as in (3).
2. Get the supply values of the neighbouring microgrids and construct the matrix of supply values \( \mathbf{Y}_i^{0:K}(nT) \) in (4).
3. Construct matrices \( \mathbf{O}_{i,L} \) and \( \mathbf{M}_F^{i,L} \).

end

4. Estimate \( \mathbf{S}^0(nT) \) using the inverse of (4)
5. Calculate total supply as \( \sum_{i=1}^N \mathbf{S}^0(nT) \).

end

**B. Graph algorithms for communication agent**

As seen in Lemma 1, the key to the success of resilient consensus algorithm is to have a communication graph with vertex-connectivity of at least \( (2f+1) \) if there are \( f \) attacked controllers, while the weight matrix \( \mathbf{W} \) can be chosen arbitrarily. However, to the best of our knowledge, there is no algorithms to generate a graph with a given vertex-connectivity. In this work, we develop the following core result and use it to generate such communication graphs.

**Lemma 2 (Graph Extension Scheme):** Let \( \mathcal{G}_n \) be a graph with \( n \) nodes and vertex-connectivity \( m \). Extend the graph \( \mathcal{G}_n \) to a \( (n+1) \)-node graph \( \mathcal{G}_{n+1} \) by adding 1 node to graph \( \mathcal{G}_n \) and \( m \) edges from this added node to all arbitrary nodes of \( \mathcal{G}_n \). Then the new graph \( \mathcal{G}_{n+1} \) has vertex-connectivity larger than or equal to \( m \).

**Proof:** See Appendix VI.

In the following, two scenarios of cyberattacks to communication links are discussed, followed by algorithms for communication agent to generate communication network.

1) Preventive control: To reduce the likelihood and impact of successful attacks to the communication links, we propose a randomization strategy, whereby the communication agent generates the p2p communication graph with \( (2f+1) \)-vertex-connectivity by randomly selecting the nodes and ordering them.

The preventive strategy is provided in Algorithm 2. Note that the \( (2f+1) \)-node fully connected graph generated in Step 2 has the vertex-connectivity of \( (2f+1) \). As the graph is subsequently extended in Step 3, the vertex-connectivity of the graph is larger than or equal to \( (2f+1) \), as proved in Lemma 2. Therefore, the \( N \)-node graph obtained by Step 3 also has the vertex-connectivity larger than or equal to \( (2f+1) \). The randomization of node order in Step 1 and Step 4 does not change the vertex-connectivity of the graph. Hence, Algorithm 2 results in a \( N \)-node graph with vertex-connectivity larger than or equal to \( (2f+1) \).
Algorithm 2 P2p graph for preventive control

Data: Number of microgrids (i.e., nodes), \( N \)
Result: A random p2p graph with \((2f + 1)\)-vertex-connectivity for preventive control
1. Randomly select \((2f + 1)\) nodes among \( N \) nodes.
2. Generate fully connected graph from these \((2f + 1)\) nodes
3. Subsequently extend the graph using the Graph Extension Scheme presented in Lemma 2 until \( N \)-node graph is obtained.
4. Randomly change the node order of the resulting graph from Step 3

Algorithm 3 P2p graph for responsive control

Data: Number of microgrids (nodes), \( N \)
Result: A p2p graph with \((2f + 1)\)-vertex-connectivity for responsive control
1. Select \((2f + 1)\) nodes among nodes whose communication links do not get attacked.
2. Generate fully connected graph from the \((2f + 1)\) nodes obtained in Step 1
3. Subsequently add the safe communication links to extend the graph using the Graph Extension Scheme presented in Lemma 2 until \( N \)-node graph is obtained.

It is noted that in Step 1, only the controller nodes with healthy (no attack) communication links are selected. Therefore, the resulting fully connected graph in Step 2 consists of non-attacked communication links. In Step 3, only the safe communication links are used to extend the graph. Therefore, Algorithm 3 results in a p2p communication graph with safe communication links (edges) and vertex-connectivity larger than or equal to \((2f + 1)\).

IV. DEMONSTRATION

For demonstrating the introduced resilient communication scheme, a co-simulation platform is developed, as showed in Fig. 2, in which the microgrids are modeled in GridLAB-D [10] and microgrid controllers are programmed in Python. A modified IEEE 123-node test feeder is divided into six microgrids, each of which contains one generator.

The locations of generators and critical loads are in Table I. At a particular time, the Python-based controllers get measurement data from GridLAB-D and estimate the supply and critical demand values of all the microgrids. The weight

Assume that all the microgrid controllers choose to participate in the interconnection decision process and MG4’s controller is under attack. The attacker injects malicious data into the decision making algorithm for three consecutive update steps, and therefore, the supply and demand exchanged between the controllers are inaccurate. The malicious data is arbitrarily sampled from 3 distributions, as presented in Fig. 3. As there is 1 controller that got attacked, communication agent generates a communication graph with 3-vertex-connectivity by using Algorithm 2, as shown in Fig. 4.

Next, Algorithm 1 is used to estimate the total supply and critical load demand values of all the microgrids. The weight

Fig. 2: Co-simulation platform for demonstrating the resilient communication scheme. Microgrid controllers and communication agent are programmed in Python. Microgrid controllers distributively decide if microgrids should interconnect. It should be noted that after the interconnection decision is reached, then microgrids can electrically interconnect using available switches, and the critical demand will be met by the supply in any electrical interconnection topology. How to optimize the electrical interconnection topology is beyond the scope of this paper.

Fig. 3: Distributions of noises for the attacker to sample data to inject into the computation software at MG4’s controller. In each distribution, three samples are arbitrarily selected.

TABLE I: Local information of microgrids

| MG | Gen nodes | Critical load nodes | Critical demand | Supply |
|----|-----------|---------------------|-----------------|--------|
| 1  | 50 (46)   | 22.30               | 24.17           |        |
| 2  | 300 (111-114) | 44.72              | 64.31           |        |
| 3  | 100 (68-71)  | 111.80              | 89.19           |        |
| 4  | 95 (88,94)   | 89.44               | 134.43          |        |
| 5  | 62 (52,53,55) | 89.44              | 49.65           |        |
| 6  | 35 (39)    | 22.36               | 79.69           |        |
controllers to estimate global information of total supply and critical demand, and then, agree to physically interconnect or disconnect the network, even in the presence of cyberattacks. Simulations on a modification of the 123-node Test Feeder with 6 microgrids showed that the controllers can distributedly make decision under a data injection attack.

VI. APPENDIX: PROOF OF LEMMA 2

Let’s remove \((m - 1)\) arbitrary nodes and all the edges connected to these nodes from the graph \(G_{n+1}\). Denote the remaining graph as \(G_{(n+1)}\). There are two possibilities:

Case 1: The added node to extend from the graph \(G_n\) to graph \(G_{(n+1)}\) is among the \((m-1)\) removed nodes. Now, the remaining graph \(G_{(n+1)}\) is actually the one obtained by removing \((m - 2)\) nodes from the graph \(G_n\). As the graph \(G_n\) is \(m\)-vertex-connectivity, it is still connected after cutting \((m - 2)\) nodes. Hence, the graph \(G_{(n+1)}\) is connected.

Case 2: The added node to extend from the graph \(G_n\) to graph \(G_{(n+1)}\) is not removed. Then, the remaining graph \(G_{(n+1)}\) includes the added node and a graph obtained by removing \((m - 1)\) nodes from the graph \(G_n\) (which is denoted as \(G_{n}^\sim\)). Because the graph \(G_n\) is \(m\)-vertex-connectivity, the graph \(G_{n}^\sim\) is also connected. Since the added node is connected to \(m\) nodes in the graph \(G_n\) due to the Graph Extension Scheme, it should be connected to at least one node in the graph \(G_{n}^\sim\). Hence, \(G_{(n+1)}\) is connected.

Therefore, when we remove any \((m-1)\) nodes from the graph \(G_{(n+1)}\), then the remaining graph is still connected. Hence, \(G_{(n+1)}\) has the vertex-connectivity of at least \(m\).
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