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Abstract

The orthopositronium decay to three photons is studied in the phase-space region where one of the photons has an energy comparable to the relative three-momentum of the $e^+e^-$ system ($\omega \sim m\alpha$). The NRQED computation in this regime shows that the dominant contribution arises from distances $\sim 1/\sqrt{m\omega}$, which allows to treat the Coulomb interaction perturbatively. The small-photon energy expansion of the 1-loop decay spectrum from full QED yields the same result as the effective theory. By doing the threshold expansion of the 1-loop QED amplitude we confirm that the leading term arises from a loop-momentum region where $q^0 \sim q^2/m \sim \omega$. This corresponds to a new non-relativistic loop-momentum region, which has to be taken into account for the description of a non-relativistic particle-antiparticle system that decays through soft photon emission.
I. INTRODUCTION

Effective field theories (EFT’s) and asymptotic expansions have become standard tools in the description of the radiative decay of bound states. Their success lies on their ability to select the relevant dynamics in the different kinematic regions defined by the relative size of the radiated photon energy as compared to the bound state mass. Methods based on the use of operator product expansions and effective Lagrangians do not only provide more efficient ways to perform the computations but also allow to extract physical interpretations which may go unnoticed in a full theory approach.

Apart from being of physical relevance in itself, the Positronium system provides a testing ground for the EFT concepts and techniques devised in the study of radiative decay amplitudes, that could eventually be applied to the description of the more intricate radiative decays of quarkonia. In this paper we illustrate which are the characteristic features of the radiative decay spectrum when the energy of the photon lies in the soft-energy region ($\omega \sim \ma^2$) through the study of the $3\gamma$ annihilation amplitude of the Positronium spin triplet ground state (orthopositronium: o-Ps). The soft-energy region is accessible in the o-Ps $\rightarrow 3\gamma$ decay because one of the final state photons can have an arbitrarily small energy, the other two being hard photons with energy $< \sim \ma$. The process can be then viewed as the radiative version of the o-Ps $\rightarrow 2\gamma$ decay.

In a previous paper [1] the o-Ps differential decay spectrum was calculated in the region where the photon energy is comparable to the Positronium binding energy, $\omega \sim \ma^2$. Binding effects were included for the first time in the Ps structure function using non-relativistic QED (NRQED) [2], and it was found that they are essential to reach agreement with the Low’s theorem prediction for the $\omega \rightarrow 0$ behaviour of this decay [1, 3]. Only the leading term in the multipole expansion of the radiated photon field (dipole approximation) was required for the calculation, in accordance with the NRQED velocity counting rules for photons with $\omega \sim \ma^2$ [4]. Based on general considerations about the power-counting of higher-order multipoles in the non-relativistic description of the o-Ps decay process, it was then argued by Voloshin [5] that the dipole approximation used for photon energies $\omega \sim \ma^2$ should also hold for a description of the o-Ps photon spectrum in the whole range $\omega \ll \ma$, thus enlarging the validity region of the formula given in Ref. [1]. In particular, it was shown by Voloshin that the expansion of the above-mentioned formula in the region $\ma^2 \ll \omega \ll \ma$ is actually a series in $\alpha \sqrt{\ma/\omega} \sim \sqrt{\alpha}$ rather than in integer powers of $\alpha$.

The origin of such unnatural expansion has to be traced back to the fact that the main contribution in the EFT calculation arises from distances in the $e^+e^-$ system of order $r \sim 1/\sqrt{\ma}$, that are much smaller than the size of the Ps atom $r \sim 1/\ma$. Translated into momentum space, this implies that there is a kinematic region where the relative 3-momentum of the non-relativistic $e^+e^-$ pair obeys the non-relativistic relation $p^0 \sim p^2/m \sim \omega$. This scaling does not correspond to any of the known modes that have been identified in the common applications of non-relativistic EFT’s, and should be compared to the scaling of the familiar potential modes, $p^0 \sim p^2/m \sim \ma^2$, characteristic of the heavy particles that form the bound state, and that of the soft modes, $p^0 \sim \omega \gg p^2/m$.

In view of these novel features, it is worth questioning if the non-relativistic EFT framework devised to describe the o-Ps decay for $\omega \sim \ma^2$ in Ref. [1] also provides the proper expansion when extended to the whole $\omega \ll \ma$ region, as advocated by Voloshin. It is the main purpose of this work to confirm that this is indeed the case by comparing the analytic results for the EFT and full QED spectrum in the $\omega \sim \ma$ region, where, as we
argue, the usual perturbative QED expansion can already be applied. Such comparison has become feasible after a recent evaluation of the 1-loop QED o-Ps → 3γ phase-space distribution [6], that we use to determine the QED spectrum for soft photon energies. The agreement between both computations shows that the soft-energy region provides a regime where the EFT and the perturbative QED calculations can have a smooth matching. Moreover, we shall confirm by explicitly computing the o-Ps → 3γ decay spectrum in NRQED beyond the dipole approximation that the $(\omega/m)^k$ suppression advocated by Voloshin for the higher-order multipoles is of application in the soft-energy region.

It is also the aim of this work to show that the momentum scale $p_0 \sim p^2/m \sim \omega$ that rules the behaviour of the corrections to the NRQED o-Ps decay amplitude, corresponds to a new loop-momentum region that has to be taken into account for a successful application of the threshold expansion method [7] to QED and QCD loop diagrams involving a particle-antiparticle system decaying through the emission of a soft photon. In the conventional loop expansion, soft photon radiation from a heavy particle-antiparticle system introduces a soft energy component $\omega \sim m\alpha$ in the zero component of the heavy particle momenta. Non-relativistic poles in massive propagators of the form $(p^0 - p^2/2m - \omega)^{-1}$ can be thus found in these loops, giving rise to a contribution from the loop-momentum region $p_0 \sim p^2/m \sim \omega$. It is a well-known fact that momentum regions that have not been considered previously may become relevant for some kinematic configurations or at higher loop order in the asymptotic expansion of integrals based on the “method of regions” [22], and looking for missing regions is a required task in order to check the robustness of the method. Likewise, it is of conceptual importance to understand the role of this new momentum scale in the EFT frameworks that describe the radiative decays of heavy particle-antiparticle systems in the soft-energy region, which we discuss in this paper.

The outline of the paper is as follows. In Sec. II we detail the EFT calculation of the o-Ps → 3γ decay amplitude without multipole expanding the electromagnetic interaction. We also show how relativistic corrections that contribute to the decay amplitude in the whole photon energy range $\omega \ll m$ can be accommodated in the EFT framework. In particular, the recoil of the intermediate virtual $e^+e^-$ pair, which yields also an $\omega/m$ correction, is included in our calculation. In Sec. III we perform the $\omega \to 0$ limit of the 1-loop QED spectrum directly from the 1-loop phase-space distribution computed recently by Adkins [6]. The 1-loop QED amplitude in this regime is also obtained with the asymptotic expansion of the graphs near threshold in Sec. IV. A discussion on the EFT description of the new loop-momentum region found is postponed to the end of the latter section. Finally in Sec. V we suggest the use of the threshold expansion within the NRQCD factorization framework to compute the short-distance coefficients in quarkonium radiative decays at soft energies. The Appendix A collects the exact formulas for the multipole calculation of the NRQED spectrum, while Appendix B shows another example of the asymptotic expansion method applied to a radiative amplitude.

II. NRQED COMPUTATION OF THE DECAY SPECTRUM FOR $\omega \ll m$

The NRQED framework used in Ref. [1] provides a systematic way to compute bound state effects in the the o-Ps decay spectrum when the photon energy is much smaller than the electron mass. Contrary to the usual relativistic approach where the 3-photon annihilation is considered to take place at very short distances as compared to the range of the electromagnetic binding force between $e^+e^-$, the non-relativistic description takes into ac-
count that there is a long-distance part in the o-Ps decay process when one the photons in the final state is not hard \((\omega \ll m)\). In the latter case, the decay proceeds in two steps: the low-energy photon is first radiated from the bound state, making a transition from the C-odd ground state o-Ps \((^3S_1)\) to a C-even Positronium state, which subsequently decays into two photons (see the EFT graph of Fig. 1a). The decay amplitude of the intermediate C-even \(e^+e^-\) state has no long-distance contribution, since both photons must be hard. The emission of the low energy photon from o-Ps is described by the Coulomb Hamiltonian of the \(e^+e^-\) system in interaction with a quantized electromagnetic field:

\[
H = H_0 + H_{\text{int}},
\]

\[
H_0 = \frac{\mathbf{p}^2}{4m} + H_C, \quad H_C = \frac{\mathbf{p}^2}{m} - \frac{\alpha}{r},
\]

\[
H_{\text{int}} = -\frac{e}{m} \mathbf{p}_1 \cdot \mathbf{A}(\mathbf{x}_1) + \frac{e}{m} \mathbf{p}_2 \cdot \mathbf{A}(\mathbf{x}_2) - \mu \sigma_\phi \cdot \mathbf{B}(\mathbf{x}_1) - \mu \sigma_\chi \cdot \mathbf{B}(\mathbf{x}_2),
\]

where we have used the center of mass variables \((r \equiv |\mathbf{x}|)\)

\[
\mathbf{p} = (\mathbf{p}_1 - \mathbf{p}_2)/2, \quad \mathbf{x} = \mathbf{x}_1 - \mathbf{x}_2, \quad \mathbf{P} = \mathbf{p}_1 + \mathbf{p}_2, \quad \mathbf{X} = \frac{\mathbf{x}_1 + \mathbf{x}_2}{2},
\]

with the subindices 1, 2 referring to the electron and the positron, respectively, and \(\sigma_\phi, \sigma_\chi\) being the Pauli matrices acting on the electron and positron spinors \((\mu = e/2m)\). The terms shown in the Hamiltonian \(H_{\text{int}}\) are the leading ones in the non-relativistic expansion. Relativistic effects can be included through higher dimensional operators suppressed by powers of \(1/m\) (see e.g. \cite{8}), but will not be needed for the purposes of this work.

Since the computation of the photon spectrum in Ref. \cite{1} was intended for photon energies comparable to the Positronium binding energy, \(\omega \sim ma^2\), the interaction Hamiltonian was used in the dipole approximation limit. This approximation amounts to evaluating the vector potential \(\mathbf{A}\) in the center of mass of the Positronium system \((i.e. \text{at } \mathbf{x} = 0)\), which is fully legitimate for radiated photons with wavelengths much larger than the characteristic size of the Positronium atom \((a = 2a_0 = 2/ma)\). Higher order multipoles arise as a Taylor series in the relative coordinate \(\mathbf{x}\) and are suppressed by powers of \(\omega/a\) under the assumption that the relevant amplitudes one has to compute involve integrations to spatial extents of order \(\sim a\). For photons with larger energies, \(\omega \gg ma^2\), this premise will invalidate the use of the multipole expansion.

However, in the case of the o-Ps system that undergoes a radiative transition before decaying, and as it has been properly pointed out by Voloshin \cite{5}, the scale \((ma)^{-1}\) does not constraint the maximum photon energy for which we can apply the multipole expansion. The reason is that after the soft photon is radiated we have to consider all possible \(e^+e^-\) intermediate states with the right quantum numbers. The propagation of these \(e^+e^-\) states is described by the Green’s function obtained from the Hamiltonian \(H_C\),

\[
\left( H_C + \frac{\kappa^2}{m} \right) G(\mathbf{x}, \mathbf{y}, \kappa) = \delta(\mathbf{x} - \mathbf{y}),
\]

at energy

\[
-\kappa^2/m = E_0 - \omega - \omega^2/4m,
\]
(see Eq. (8) below). Since the annihilation of the intermediate $e^+e^-$ pair into two photons takes place at small distances, the amplitude for the full process is thus given by a convolution of the o-Ps ground state and the Green’s function. In coordinate space, the Green’s function has a characteristic size ruled by the exponential factor $\exp(-\kappa r)$. We note that for soft photons of energy $m\alpha^2 \ll \omega \ll m$, this exponential factor constrains the relevant integration region to distances of order $\kappa^{-1} \sim \sqrt{m\omega}$, much smaller than the spatial extent of the initial Positronium atom. Therefore, the characteristic distance that enters in the multipole expansion of the soft-photon emission in the o-Ps → $3\gamma$ decay amplitude is determined by the falloff of the intermediate Green’s function rather than by the size of the Ps atom, so that the characteristic distance is $\sim \sqrt{m\omega/r}$.

The falloff of the intermediate Green’s function is the characteristic size of the Ps atom, so the characteristic distance is $\sim \sqrt{m\omega/r}$. Note also that for the intermediate pair, an iterative computation of the Coulomb Green’s function, $G = G^f + G^f V_C G^f + \ldots$, with $G^f$ the free Green’s function, shows that adding a Coulomb exchange generates a term $\sim f^3 \kappa r$ for the latter is realized in the actual computation of the o-Ps decay spectrum without multipole expanding the electromagnetic potential of the radiated photon. For this purpose let us now consider the NRQED calculation of Ref. [1] and keep the full $\chi$ dependence of the various terms in the Hamiltonian (1). We start with the $p \cdot A$ electric amplitude\(^1\). Using time-ordered perturbation theory (TOPT), the amplitude corresponding to the graph of Fig. 1a reads

$$\mathcal{M}_e = \sum_{n,P} \frac{\langle 0 | A^{(2\gamma)} | n, P \rangle \langle n, P | \frac{\mathcal{O}}{E_0 - E_{n,P} - \omega} \{p_1 \cdot A(x_1) - p_2 \cdot A(x_2) \} | \text{o-Ps} \rangle}{E_n - E_{n,P} - \omega}.$$  \hspace{1cm} (4)

The sum above extends over all discrete and continuum states $|n, P\rangle$ of the spectrum of the unperturbed Hamiltonian $H_0$, that can be written as the direct product of a plane wave with the c.m. momentum $P$ and a wavefunction describing the relative motion. In configuration space, $\langle x_1,x_2 | n, P \rangle = e^{ip \cdot x} \psi_n(x)$, where $\psi_n(x)$ is an eigenstate of $H_C$ with eigenvalue $E_n$, and we have omitted the spin wavefunction. The energy of this intermediate (virtual) $e^+e^-$ state is $E_{n,P} = E_n + P^2/4m$, and $E_0 = -m\alpha^2/4$ is the o-Ps ground state energy.

The first matrix element in the r.h.s of Eq. (4) gives the short-distance part of the annihilation. The quantity $A^{(2\gamma)}$ is the $e^+e^- \rightarrow 2\gamma$ amplitude in QED calculated as an expansion in the momenta of the leptons:

$$A^{(2\gamma)} \equiv \chi_{-p}^\dagger (W_0 + W_1 \cdot p + W_2 \cdot P) \phi_p + \mathcal{O}(p^2),$$  \hspace{1cm} (5)

where $\phi_p, \chi_{-p}^\dagger$ are the Pauli spinor fields that annihilate the electron and positron with relative momentum with respect the c.m. $p$ and $-p$, respectively. Only the first order in the momentum expansion will be needed in this work. Expressions for $W_0, W_1$ can be

\(^1\) We refer to the amplitudes as of ‘electric’ type if there is a change in the parity between the atomic states (of ‘magnetic’ type otherwise).
FIG. 1: NRQED graphs for the o-Ps $\rightarrow 3\gamma$ decay. The allowed intermediate states $n$ correspond to those of the spectrum of $H_0$. The zig-zag line represents the low-energy photon. The black dot in (a) denotes either a $p \cdot A$ or a $\sigma \cdot B$ interaction. Graph (b) represents the radiation of the low-energy photon directly from the $2\gamma$ annihilation vertex.

found in Ref. [1], while $W_2 = (W_1 + (\epsilon_1 \cdot \epsilon_2) \sigma)/2$, with $\epsilon_1, \epsilon_2$ the polarizations of the outgoing hard photons. The $W_2 \cdot P$ term in Eq. (5) is an operator which depends on the total momentum of the $e^+e^-$ pair. In principle, we need to consider the latter because in the o-Ps decay the intermediate $e^+e^-$ pair can recoil after the soft photon is radiated. Inserting the operators in Eq. (5) into the short-distance amplitude one gets:

$$\langle 0| A^{(2\gamma)} | n, P \rangle = \text{Tr} \left[ (W_0 \psi_n(0) - i W_1 \cdot \{\nabla \psi_n(y)\}_{y=0} + W_2 \cdot P \psi_n(0)) (\phi \chi^\dagger) \right]. \quad (6)$$

The trace above is taken over spinor indices, and $\phi \chi^\dagger$ is the spin wavefunction of the state $| n, P \rangle$, which can be in a spin-0 state ($\phi \chi^\dagger \rightarrow 1/\sqrt{2}$), or in a spin-1 state with polarization vector $\epsilon$ ($\phi \chi^\dagger \rightarrow \epsilon^* \sigma/\sqrt{2}$).

The matrix element for the radiation of the soft photon with three-momentum $k$ and polarization vector $\epsilon$ (we pick a gauge where photon polarizations are purely transverse, $\epsilon_i \cdot k_i = 0, \epsilon_0^2 = 0$) can be calculated easily:

$$\langle n, P | p_1 \cdot A(x_1) - p_2 \cdot A(x_2) | o-Ps \rangle = -i (2\pi)^3 \delta^{(3)}(P + k) (\epsilon \cdot \epsilon^*_0) \times \int d^3x \psi_n^* (x) \left( e^{-ik \cdot x/2} + e^{ik \cdot x/2} \right) \epsilon \cdot \nabla \psi_0 (x), \quad (7)$$

with the initial o-Ps state $\langle x_1x_2|o-Ps \rangle \equiv \psi_0(x)$, once we set $X = 0$. $\psi_0(x)$ is the ground state wave function in position space

$$\psi_0(x) = \frac{1}{\sqrt{\pi a^3}} e^{-x^2/a},$$

and $\epsilon_0$ is the spin-1 polarization vector. The photon wavefunctions $e^{\mp ik \cdot x/2}$ arise from the emission of the photon from the electron or from the positron line, respectively. The $p \cdot A$ interaction can change the orbital angular momentum but not the spin of the $e^+e^-$ pair, which thus remains in a spin-1 state. The delta function in Eq. (7) sets the recoil momenta of the intermediate $e^+e^-$ system to $-k$, so that $E_{n,P} = E_n + \omega^2/4m$ is its energy $^2$. Taking into account the sum over polarizations,

$$\sum \epsilon_i^* \epsilon_j = \delta_{ij},$$

$^2$ Let us recall that in TOPT three-momentum is conserved at the vertices and virtual states are always on-shell.
we can write

\[ \mathcal{M}_e = -\frac{e}{m} \langle \chi^\dagger W_1^i \phi \rangle_{\epsilon_0} \int d^3x \ \left\{ \sum_n \frac{\nabla_y \psi_n(y) \psi_n^*(x)}{E_{n,k} + \omega - E_0} \right\} (e^{-ik\cdot x/2} + e^{ik\cdot x/2}) \epsilon \cdot \nabla \psi_0(x) \]

\[ + \frac{ie}{m} \langle \chi^\dagger W_2 \cdot k \phi \rangle_{\epsilon_0} \int d^3x \ \left\{ \sum_n \frac{\psi_n(0) \psi_n^*(x)}{E_{n,k} + \omega - E_0} \right\} (e^{-ik\cdot x/2} + e^{ik\cdot x/2}) \epsilon \cdot \nabla \psi_0(x). \] (8)

The term \( W_0 \) in Eq. (6) has disappeared from the electric amplitude because it only contributes to the 2\( \gamma \) annihilation of a spin-singlet (parapositronium: p-Ps) state. Likewise, the second line in Eq. (8) vanishes because the vector integration can only be proportional to the photon momentum \( k \) and \( k \cdot \epsilon = 0 \). Therefore we are left only with the term proportional to \( W_1 \), where the term between brackets can be written in terms of the Coulomb Green's function at energy \( -\kappa^2/m = E_0 - \omega - \omega^2/4m \),

\[ \left\{ \sum_n \frac{\nabla_y \psi_n(y) \psi_n^*(x)}{E_{n,k} + \omega - E_0} \right\} \bigg|_{y=0} = \left\{ \nabla_y G(y, x; \kappa) \right\} \bigg|_{y=0} = 3 \epsilon \cdot G_1(0, r; \kappa). \] (9)

The derivative acting on the Green's function picks out the \( \ell = 1 \) component of its partial wave decomposition in \( y = 0 \),

\[ G(x, y, k) = \sum_{\ell=0}^{\infty} (2\ell + 1) (xy)^\ell P_\ell(x \cdot y/xy) G_\ell(x, y, k). \] (10)

(See Appendix C of Ref. [1] for explicit expressions of the partial waves \( G_\ell \)). Therefore only \( P\)-wave states contribute in the sum over virtual fluctuations in Eq. (4). Using \( \nabla \psi_0(x) = -\psi_0(x) x/\alpha r \), we can rewrite the electric amplitude as

\[ \mathcal{M} = -e \psi_0(0) \langle \chi^\dagger W_1^i \phi \rangle_{\epsilon_0} e^j D^{ij}(k), \] (11)

with

\[ D^{ij}(k) = -\frac{3}{ma} \int d^3x \ \frac{x^i x^j}{r} \left( e^{-ik\cdot x/2} + e^{ik\cdot x/2} \right) G_1(0, r; \kappa) e^{-r/a}. \] (12)

The general structure of \( D^{ij}(k) \) reads

\[ D^{ij}(k) = D(\omega) \delta^{ij} + \tilde{D}(\omega) \frac{k^i k^j}{\omega^2}. \] (13)

The term proportional to \( \tilde{D}(\omega) \) vanishes when contracted with the photon polarization \( \epsilon \). The coefficient \( D(\omega) \) can be projected out by contracting with the tensor \( \delta^{ij} - k^i k^j/\omega^2 \), and after performing the angular integration, we obtain:

\[ D(\omega) = -\frac{8\pi}{ma} \int dr r^3 G_1(0, r; \kappa) e^{-r/a} \left[ \frac{24}{(\omega r)^3} \sin \left( \frac{\omega r}{2} \right) - \frac{12}{(\omega r)^2} \cos \left( \frac{\omega r}{2} \right) \right]. \] (14)

Note that all recoil effects up to this order are properly accounted for by the \( \omega^2/4m \) term in the parameter \( \kappa \) that enters the Green's function, and are naturally suppressed with respect leading terms in the non-relativistic regime.
In addition, gauge invariance requires that the momentum operators in the short-distance amplitude $A^{(2\gamma)}$ are replaced by the covariant derivatives $p_i \mp eA(x_i)$ \[1\]. This generates a purely local term that has to be added to the electric amplitude calculated with the interaction Hamiltonian of Eq. (1). The corresponding graph is depicted in Fig. 1b. This contribution reads

$$\langle 0 | A^{(2\gamma)} | o-Ps \rangle = -e \psi_0(0) \langle \chi^{\dagger} W_1 \cdot e \phi \rangle_{\varepsilon_0},$$

and the total electric amplitude is then equal to

$$M_e = -e \psi_0(0) \langle \chi^{\dagger} W_1 \cdot e \phi \rangle_{\varepsilon_0} \left( 1 + D(\omega) \right).$$

The expression for $D(\omega)$ in Eq. (13) allows us to identify the typical distances that control the falloff of the integrand. The $\ell = 1$ Green’s function,

$$G_1(0, r; \kappa) = \frac{m \kappa^3}{3\pi} e^{-\kappa r} \Gamma(2 - \nu) U(2 - \nu, 4, 2\kappa r), \quad \nu = \frac{m \alpha}{2\kappa} = \frac{1}{a \kappa},$$

contains the exponential factor $e^{-\kappa r}$. On the other hand, we have the factor $e^{-r/a}$ from the wavefunction of the initial state. Therefore, distances in the integrand for the electric amplitude are constrained by the exponential factor

$$\exp \left\{ -\left( \kappa + 1/a \right)r \right\},$$

and the qualitative behaviour of $D(\omega)$ depends on the scaling of the soft photon energy:

- $\omega \sim m \alpha^2$ ($\kappa \sim m \alpha$): both exponential factors are of the same size, constraining the integration variable to $r \sim a$. The multipole expansion is applicable here as the product $\omega r \sim \alpha$, and it is realized in the full result (14) by expanding the trigonometric functions between brackets:

$$\frac{24}{(\omega r)^3} \sin \left( \frac{\omega r}{2} \right) - \frac{12}{(\omega r)^2} \cos \left( \frac{\omega r}{2} \right) = 1 - \frac{(\omega r)^2}{40} + \mathcal{O}(\omega^4 r^4),$$

and thus

$$D(\omega) = d_e(\omega) + d_e^{(1)}(\omega) + \ldots$$

$$= d_e(\omega) \left( 1 + \mathcal{O}\left( \omega^2/a^2 \right) \right),$$

where the leading term is given by

$$d_e(\omega) = -\frac{8\pi}{ma} \int d r \, r^3 \, G_1(0, r; \kappa) \, e^{-r/a}.$$
electric field. A formula for $a_e(\omega)$ in terms of a hypergeometric function was given in Ref. [5], and can also be found in the Appendix A. In this region the Coulomb interaction among the $e^+e^-$ pair after soft photon radiation has a strength given by $\nu \sim O(1)$, and is resummed to all orders through the $\ell = 1$ Coulomb Green’s function. Note that the usual QED perturbative expansion does not accommodate binding effects and cannot be applied to obtain the photon spectrum in this region. For smaller photon energies, $\omega \ll m\alpha^2$ the parameter $\nu \rightarrow 1$ and $a_e(\omega) \simeq 2\omega/m\alpha^2$, in agreement with Low’s theorem prediction for this decay [1].

- $\omega \sim ma$ ($\kappa \sim \sqrt{m\omega}$): since now $\kappa \gg 1/a$, the falloff of $D(\omega)$ is ruled by the exponential factor from the Green’s function, so the characteristic distance is $r \sim \kappa^{-1} \sim 1/ma^{1/2}$. The argument of the trigonometric functions is constrained to $\omega r \sim \sqrt{\omega/m} \sim \alpha^{1/2}$, which allows to multipole expand the full result also for radiated photons of this energy. The photon wavefunctions can be expanded out from the beginning and the leading term in such expansion is again given by $d_e(\omega)$ above, although higher terms yield now corrections proportional to $(\omega/m)^n$:

$$D(\omega) = d_e(\omega) + d_e^{(1)}(\omega) + \ldots$$

$$= d_e(\omega) \left(1 + O(\omega/m)\right).$$

A new feature arises in the whole region $ma^2 \ll \omega \ll m$ because the parameter $\nu \simeq \frac{\alpha^2}{2}\sqrt{\frac{m}{\omega}}$ is small and allows to further expand the Coulomb Green’s function inside $d_e(\omega)$:

$$G_1(0,r;\kappa) \xrightarrow{\nu \to 0} \frac{m}{12\pi} \frac{1 + \kappa r}{r^3} e^{-\kappa r} \equiv G_f^1(0,r;\kappa),$$

i.e. the leading term of the expansion in $\nu$ of the $P$-wave Coulomb Green’s function is equal to the $P$-wave projection of the free Green’s function. The latter shows that we can treat the Coulomb interaction as a perturbation in this region, and higher order terms in the $\nu$-expansion of $G_1$ correspond to insertions of the Coulomb potential in the diagrammatic picture. Using the result (23) and expanding out the o-Ps wave function $e^{-r/a}$, one obtains the leading term in $\nu$ of $d_e(\omega)$,

$$d_e(\nu) = -\frac{8\pi}{ma} \int dr \frac{r^3}{3} G_1^f(0,r;\kappa) + \ldots = -\frac{4}{3} \nu + O(\nu^2)$$

$$= -\frac{2\alpha}{3} \sqrt{\frac{m}{\omega}} \left(1 - \frac{\omega}{8m} - \frac{m\alpha^2}{8\omega} + \ldots\right) + O(\nu^2),$$

which agrees with the $\nu$-expansion of the exact result of $d_e(\omega)$, which can be found in Eq. (A9) of the Appendix A. A $\omega/m$ correction to the lowest order result is generated automatically in the $O(\nu)$ term of Eq. (24) from the recoil correction which is included in $\kappa$. Higher order terms in the $\nu$ expansion correspond to the neglected terms in the expansion of $G_1$ and the o-Ps wavefunction. The next term in the expansion of the photon wavefunctions, $d_e^{(3)}(\omega)$

---

3 One has to approximate $\kappa \simeq \sqrt{\omega - mE_0}$ to make contact with the result in Refs. [1, 5], since recoil corrections were not considered there.
in Eq. (20), also produces a leading term proportional to \( \nu(\omega/m) \simeq \alpha/2\sqrt{\omega/m} \), which is obtained by replacing \( G_1 \rightarrow G_1^{(L)} \) and \( e^{-r/a} \rightarrow 1:\)

\[
d_{e}^{(1)}(\omega) = \frac{8\pi}{ma} \int dr \, r^3 \, G_1(0, r; \kappa) \, e^{-r/a} \frac{(\omega r)^2}{40} = \frac{\omega^2 \pi}{5ma} \int dr \, r^5 \, G_1^{(L)}(0, r; \kappa) + \ldots = \frac{2}{15} \nu \left( \frac{\omega}{\kappa} \right)^2 + O\left(\nu^3 \omega^2/\kappa^2\right). \tag{25}
\]

The relation

\[
\left( \frac{\omega}{\kappa} \right)^2 = \frac{\omega}{m} \left( 1 + \frac{\nu^2}{4m} \right) = \frac{\omega}{m} + \ldots \tag{26}
\]

can be used in Eq. (25) to write \( d_{e}^{(1)}(\omega) \) as an expansion in \( \omega/m \). The exact result for \( d_{e}^{(1)}(\omega) \) can be found in the Appendix A. For completeness we also give there the exact result of the full electric amplitudes \( D(\omega) \).

Corrections of \( O(\omega/m) \) can also arise considering higher powers in the momentum expansion of the annihilation amplitude \( A^{(2\gamma)} \). The higher order terms in \( p \) will pick intermediate \( e^+e^- \) pairs with higher angular momentum \( L \) when they are transformed into derivatives acting on the Green’s function. The scaling of this part of the electric amplitude is of order

\[
\langle 0 | p \left( \frac{p}{m} \right)^{L-1} G | x \rangle \sim \left( \frac{\kappa}{m} \right)^{L-1} \langle 0 | p G | x \rangle,
\]

\( \text{i.e.} \) shows a suppression \( \sim (\omega/m)^{\frac{L-1}{2}} \) with respect the \( L = 1 \) case, since \( p \sim \kappa \sim \sqrt{\omega/m} \). On the other hand, the radiative transition to the intermediate \( e^+e^- \) \( L \)-wave state, \( ^3S_1 \rightarrow \gamma + ^3L_J \), will select a \( L \)-tensor in the multiplet expansion of the photon wavefunctions, that will yield a \( (\omega r)^{L-1} \sim (\omega/m)^{\frac{L-1}{2}} \) extra factor with respect the lowest order transition amplitude \( (L = 1) \). Combining both factors we see that higher order terms in the expansion of \( A^{(2\gamma)} \) for the electric amplitude are thus down by an overall factor \( (\omega/m)^{L-1} \). In order to compute these corrections it is convenient to write the expanded amplitude of \( A^{(2\gamma)} \) in terms of the spherical harmonics built from the vector \( p \), so they can project the required \( L \)-wave component of the Green’s function directly. A representation of the spherical harmonics in terms of the Cartesian coordinates of the vector is specially suited for this task, and can be found in Ref. [9].

Let us now turn to the magnetic contribution. We will not detail all the steps as we did for the electric amplitude, but just quote the result:

\[
\mathcal{M}_m = \sum_{n, p} \left( \langle 0 | A^{(2\gamma)} | n, p \rangle \right) i \langle n, p | i \mu \{ \sigma_\phi \cdot B(x_1) + \sigma_\chi \cdot B(x_2) \} | \phi \rangle | \phi \rangle \frac{E_\mu - E_{n, p} - \omega}{\psi(0) \delta \cdot \langle \chi | \sigma_0 \phi \rangle} = -i \frac{e}{m} \psi(0) \delta \cdot \langle \chi | \sigma_0 \phi \rangle \mathcal{A}(\omega), \tag{27}
\]

with

\[
\mathcal{A}(\omega) = 8\pi \int dr \, r G_0(0, r; \kappa) \, e^{-r/a} \sin \left( \frac{\omega r}{2} \right), \tag{28}
\]

and \( \delta = (k \times e)/\omega .. \) Photon emission through a \( \sigma \cdot B \) term can induce a transition from a triplet to a singlet spin configuration. The constant term in the annihilation amplitude \( A^{(2\gamma)} \)
allows only for intermediate $e^+e^-$ states with quantum numbers $^1S_0$, which are contained in the $\ell = 0$ component of the Green’s function. As in the case of the electric amplitude, the falloff of the Green’s function fixes the characteristic distance for the multipole expansion to $r \sim \kappa^{-1}$, so that we can always expand in $\omega r$ for $\omega \ll m$. Under the dipole approximation, the photon wavefunctions are dropped and the radiative matrix element reduces to the scalar product between the ground state and the rest of Coulomb wavefunctions, which are mutually orthogonal. In that limit, only the $^1S_0$ (p-Ps) ground state contributes [1], whose energy differs from that of the ground state o-Ps only if the hyperfine splitting is considered. The latter is only relevant for the study of the o-Ps decay spectrum at very low photon energies, $\omega \sim m\alpha^4$ [1], and can be neglected here. The multipole expansion of the magnetic amplitude $A(\omega)$ then reads:

$$A(\omega) = 4\pi \omega \int dr^2 G_0(0, r; \kappa) e^{-r/a} \left(1 - \frac{(\omega r)^2}{24} + \ldots\right)$$

$$= a_m(\omega) + a_m^{(1)}(\omega) + \ldots$$

$$= a_m(\omega) \left(1 + \mathcal{O}(\omega/m)\right),$$

(29)

where the magnetic amplitude in the dipole approximation,

$$a_m(\omega) = \frac{1}{1 + \omega/4m},$$

(30)

is trivially equal to one if recoil corrections are neglected. If we take into account higher terms in the expansion of the photon wavefunction, transitions between the ground state and $S$-wave radial excitations are possible, and the Coulomb interaction becomes relevant. For photons with energies in the range $m\alpha^2 \ll \omega \ll m$ the Coulomb interaction can be treated perturbatively and the first $\mathcal{O}(\alpha)$ correction arises in the subleading term in the multipole expansion, $a_m^{(1)}(\omega)$, and is proportional to $\nu(\omega/m) \simeq \alpha/2\sqrt{\omega/m}$ (see Eq. (A15)). The exact result for $a_m^{(1)}(\omega)$ and for $A(\omega)$ are given in the Appendix A.

According to Eqs. (20,29), the NRQED calculation of the o-Ps decay amplitude at leading order in the multipole expansion reads:

$$\mathcal{M} = \mathcal{M}_e + \mathcal{M}_m = -e \psi_0(0) \left\langle \chi^1 W_1 \cdot \epsilon \phi \phi_0 a_e(\omega) + i \frac{W_0}{m} \delta \cdot \langle \chi^1 \sigma \phi \phi_0 a_m(\omega) \right\rangle.$$  

(31)

From a knowledge of the amplitude, we can derive an expression for the o-Ps differential photon spectrum at low energies ($\omega \ll m$) written in terms of the electric and magnetic amplitudes [1]:

$$\frac{d\Gamma}{dx} = \frac{m\alpha^6}{9\pi} x \left[a_e^2 + \frac{7}{3} |a_e|^2\right], \quad x \equiv \omega/m.$$  

(32)

Let us now focus on the region $\omega \sim m\alpha$. It is clear that since in this region Coulomb effects can be accounted for perturbatively, one can apply the conventional QED loop expansion. The leading (LO) and next-to-leading (NLO) terms in $\alpha$ of the $\alpha$-Ps → $3\gamma$ NRQED amplitude when $x \sim \alpha$ are obtained by taking

$$a_e = 1 - \frac{2}{3} \frac{\alpha}{\sqrt{x}} + \mathcal{O}(\alpha), \quad a_m = 1 + \mathcal{O}(\alpha),$$  

(33)
and the NRQED spectrum in this region, up to NLO, thus reads:

$$\frac{d\Gamma}{dx} = \frac{2m\alpha^6}{27\pi} \left[ 5x - \frac{14}{3} \alpha \sqrt{x} + O(\alpha^2) \right]. \quad (34)$$

The LO term of the NRQED amplitude (31) matches the $\omega \to 0$ limit of the tree-level QED calculation first done by Ore and Powell [10], as it was shown in Ref. [1]. The same is of course also true for the LO photon spectrum. The comparison for the $\alpha \sqrt{x}$ correction requires the one-loop result of the QED series. In Sec. III we will derive the soft photon limit of the 1-loop QED spectrum obtained from an analytic expression of the phase-space distribution given in Ref. [6], and check that the leading term when $\omega \to 0$ agrees with the $\alpha \sqrt{x}$ correction in the NRQED spectrum shown above \(^4\). In Sec. IV we will compute the leading term of the 1-loop QED amplitude for soft photon energy by means of the threshold expansion, and show that it arises from a loop-momentum region $p \sim \sqrt{\omega m}$, and that it indeed agrees with the NRQED result. Concerning higher orders in the $\omega/m$ expansion for the $O(\alpha^0)$ and $O(\alpha)$ terms discussed above, any possible mismatch between the QED and the NRQED amplitudes would require that we introduce a short-distance $e^+e^- \to 3\gamma$ local contribution in the NRQED Hamiltonian \(^5\).

### III. ONE-LOOP QED SPECTRUM FOR $m\alpha^2 \ll \omega \ll m$

An analytic evaluation of the 1-loop o-Ps $\to 3\gamma$ decay amplitude has not become available until recently [6]. In the later work, Adkins has provided a compact form for the one-loop phase-space distribution, which allows to obtain the one-loop correction to the energy spectrum upon integration:

$$\frac{d\Gamma_1}{dx_1} = \frac{m\alpha^7}{36\pi^2} \int_{1-x_1}^1 dx_2 \frac{1}{x_1 x_2 x_3} \left\{ F(x_1, x_2) + \text{permutations} \right\}, \quad (35)$$

where $x_i = \omega_i/m$ ($i = 1, 2, 3$), with $\omega_i$ the energy of the photons, which satisfy that $x_1 + x_2 + x_3 = 2$. Analytic expressions for the function $F(x_1, x_3)$ can be found in the Appendix of Ref. [6]. They involve a number of intermediate functions of the variables $x_i$, including dilogarithm functions. Therefore an analytic integration of the formula (35) may be difficult to obtain. However, for an evaluation of the low-energy spectrum one does not need to perform the full integration before taking the limit $x_1 \to 0$. A Taylor series in $x_1$ can be obtained by first taking the small photon energy limit of the integrand in Eq. (35) up to the desired accuracy, and afterwards doing the (trivial) integration. Since also the variables $1 - x_2$ and $1 - x_3$ are small when $x_1 \to 0$, some care is needed in order to perform this limit.

The two essential variables that parameterize the $1 \to 3$ phase-space have been choosen in Eq. (35) to be $x_1$ and $x_2$, where $x_1$ is the variable of the differential spectrum. Therefore $x_1 \ll x_2 \lesssim 1$. Note that in the $x_2$ integration the limits imply that $1 - x_2 < x_1$, so we can

\(^4\) A comparison between the effective theory $O(\alpha)$ spectrum and a numerical calculation of the one-loop QED result [11] has been done by Voloshin [5], showing a good agreement.

\(^5\) Let us remind that the NRQED Hamiltonian is constructed to reproduce the QED amplitude neglecting binding effects.
write \( 1 - x_2 = x_1 t \), with \( t \in [0, 1] \), and change the integration variable to \( t \):

\[
\frac{d\Gamma_1}{dx_1} = \frac{ma^7}{36\pi^2} \int_0^1 dt \frac{\tilde{F}(x_1, t)}{(1 - x_1 t)(1 - x_1 (1 - t))},
\]

(36)

where

\[
\tilde{F}(x_1, t) = F(x_1, 1 - x_1 t) + \text{permutations}.
\]

(37)

The integrand in Eq. (36) is symmetric under the change \( t \leftrightarrow (1 - t) \), which is indeed equivalent to changing \( x_2 \leftrightarrow x_3 \). With the redefinition above we can Taylor expand the integrand in the variable \( x_1 \) while keeping the variable \( t \) fixed, and the resulting terms turn out to be well behaved in the \( x_1 \to 0 \) limit. Up to the second non-trivial order it yields a relatively simple phase-space distribution:

\[
\frac{\tilde{F}(x_1, t)}{(1 - x_1 t)(1 - x_1 (1 - t))} = - \frac{16\pi}{3} \left[ 3 - 4t(1 - t) \right] \sqrt{x_1} \\
+ \left[ 2t(1 - t) \left( 3\pi^2 - 48 \log 2 + 40 \right) + \pi^2 + 16 \log 2 - 60 \right] x_1 \\
+ \mathcal{O}(x_1^{3/2}),
\]

(38)

that can also be written back in terms of \( x_2 \) if needed. Accordingly, the 1-loop QED correction to the low-energy spectrum reads (writing \( x_1 \to x \))

\[
\frac{d\Gamma_1}{dx} = \frac{2ma^6}{27\pi} \left[ - \frac{14}{3} \alpha \sqrt{x} + \frac{\alpha}{\pi} \left( \frac{3\pi^2}{4} - \frac{35}{2} \right) x + \mathcal{O}(\alpha x^{3/2}) \right].
\]

(39)

We see that the \( \alpha \sqrt{x} \) term above agrees with the corresponding one in the NRQED formula, Eq. (34). The \( \alpha x \) correction also matches the corresponding term in the EFT computation, which was included in the formula (34) by Voloshin [5] considering the \( \mathcal{O}(\alpha) \) correction to the electron gyromagnetic ratio and the \( \mathcal{O}(\alpha) \) corrections to the annihilation amplitude \( e^+e^- \to 2\gamma \). The latter correction can be accounted for in a straightforward way if the NRQED spectrum is written in terms of local four-fermion operators which effectively integrate out all possible states of hard photons [1]. In this description, the coefficients multiplying the squares of the electric and magnetic amplitudes in the photon spectrum (32), are identified with the imaginary part of the matching coefficients of \( S \) - and \( P \) -wave four-fermion annihilation operators (see Eqs. (21,74) of Ref. [1]). These coefficients can be found up to \( \mathcal{O}(\alpha^3) \) in Ref. [12], and yield a part of the \( \alpha x \) correction shown above. The remaining part, due to the radiative correction to the electron gyromagnetic ratio, is accounted for in the NRQED Lagrangian naturally as the 1-loop matching coefficient of the \( \mathbf{\sigma} \cdot \mathbf{B} \) interaction.

To conclude, we wish to point out that higher order corrections in the \( x \)-expansion of the 1-loop low-energy photon spectrum can be computed straightforwardly from the analytic phase-space distribution given by Adkins through the expansion procedure outlined here.

### IV. Threshold Expansion of the QED 1-Loop Diagrams

The threshold expansion technique is a prescription developed by Beneke and Smirnov [7] for the asymptotic expansion of loop integrals involving heavy massive particles close to
threshold (i.e. that are moving at small velocities). It provides the velocity expansion of an amplitude up to a certain order as a set of simpler integrals than those present in the original Feynman diagram. The method relies on the so-called strategy of regions, which replaces the integration over the whole space of loop momenta to the integration only over some specific regions. The first and crucial step is to identify the relevant momentum regions in the loop integrals. These in principle follow from the pole structure of the Feynman propagators, that is characterized by the relevant scales that appear in the problem. For amplitudes involving a non-relativistic pair, three scales enter the dynamics: the mass of the particle, $m$, the relative 3-momentum $\sim mv$ and the non-relativistic energy $\sim mv^2$. Accordingly, four different loop momentum regions were identified to give non-zero contributions in Ref. [7]:

\[
\begin{align*}
\text{hard} & : q_0 \sim q \sim m, \\
\text{soft} & : q_0 \sim q \sim mv, \\
\text{potential} & : q_0 \sim q^2/m \sim mv^2, \\
\text{ultrasoft} & : q_0 \sim q \sim mv^2.
\end{align*}
\]

In a second step the original integration region must be decomposed into a sum of integrals, one for every region above, and a Taylor expansion in the parameters that are small in each regime performed. Every integral, containing just one scale, thus contributes only to a single power in the velocity expansion, which can be determined easily before integration. The procedure requires the use of dimensional regularization, even if the original integration is finite. Following these heuristic rules, the authors of Ref. [7] reproduced the exact $v$ expansion of some one-loop and two-loop examples. Although a formal proof of the validity of the asymptotic expansion close to threshold has not been given, the perfect agreement in the examples supports their use in general one-loop diagrams.

We now wish to apply the threshold expansion to the 1-loop $\alpha$-Ps $\to 3\gamma$ amplitude when one of the photons has an energy $\omega \sim m\alpha$, where a conventional perturbative QED calculation is still valid. The momentum of the emitted soft photon, $k \sim m\alpha$, introduces a

---

6 Other analytic regularization procedures can be employed, since the important point is that scaleless integrals are put to zero.
further scale in the amplitude and, as we will show below, gives rise to a new region that contributes to the exact result. It corresponds to a loop momentum

\[ q_0 \sim \frac{q^2}{m} \sim \omega, \]  

which arises from the heavy particle propagators and indeed resembles the potential region but with a different scaling for the 3-momentum \( q \sim \sqrt{m\omega} \). It thus corresponds to a small momentum region \( q \ll m \) which lies in between the hard relativistic region and the small momentum regions shown in Eq. (40), and we shall refer to it in the following as ‘soft-radiation’ region. The physical origin of the new region has been discussed in the NRQED description of the o-Ps decay in Sec. II.

The 1-loop graphs contributing to the o-Ps → 3γ amplitude can be classified into one of the following categories [6, 13]: self-energy, vertex corrections, double-vertex, ladder and annihilation contributions. The leading term in the \( \omega/m \) expansion is given by the ladder and double-vertex graphs, shown in Figs. 2a and 2b, respectively. The momenta flowing through the fermion propagators have been written in the figure. The Positronium atom four-momentum is \( P = k_1 + k_2 + k_3 \), with components \( P = (M, 0) \) in the o-Ps c.m. frame, and we can take \( M \simeq 2m \) safely for the discussion that follows. Note that the assignment of momenta in the figure implies that the electron and positron inside the bound state have incoming momenta \( P/2 = (m, 0) \). The evaluation of the 1-loop diagrams for the o-Ps decay with \( e^+e^- \) strictly at threshold is a valid procedure to obtain the matching coefficients of the NRQED annihilation operators that give the o-Ps total decay rate, as it has been shown in Ref. [13]. Setting the velocity to zero automatically kills off the contributions of the small momentum regions shown in Eq. (40), so that only hard and soft-radiation momentum regions will survive in the QED 1-loop o-Ps amplitude 7. In order to show that the threshold expansion technique for diagrams with a soft photon emission does not only apply for this particular kinematic configuration, we will consider in the Appendix B a more general case with \( P^2 \neq 4m^2 \), where several small momentum regions exist at the same time.

Let us consider the ladder graph shown in Fig. 2a, where the soft photon is the one attached to the incoming electron. Therefore \( k_1 \sim m\alpha \), while \( k_2, k_3 \) are hard photons scaling as \( m \). Two integrals turn out to be relevant in the \( \omega_1 \to 0 \) limit of the ladder amplitude. The first one is the 5-point scalar integral:

\[
I_0 = \int \frac{[d^D q]}{q^2 [(q + P/2)^2 - m^2] [(q - P/2)^2 - m^2] [(q + P/2 - k_1)^2 - m^2] [(q - P/2 + k_3)^2 - m^2]}. \tag{42}
\]

The integration measure is defined as \([d^D q] \equiv d^D q/(2\pi)^D\), in \( D = 4 - 2\epsilon \) dimensions, and the standard \(+i\epsilon\) prescriptions are implicitly understood in the propagators. When the loop momentum is hard, we can expand the fermion propagator in \( k_1 \). In this way, only the scale \( m \) enters into the propagators in the hard region. Taking into account that \([d^D q] \sim m^4\), the leading term in the contribution from the hard region is estimated to be \( I_0^{(h)} \sim m^{-6}\). However, for \( \omega_1 \to 0 \) the dominant contribution to the integral above comes from a loop-momentum region where \( q \ll m \). Since the momentum that flows through the fermion

7 Loosely speaking, in the approach of Ref. [13] the non-relativistic dynamics is properly taken into account by the NRQED part of the calculation.
propagator connecting the two hard photons is always hard, when \( q \ll m \) we can expand
\[
\frac{1}{[(q - P/2 + k_3)^2 - m^2]} = \frac{1}{-P \cdot k_3} - \frac{q \cdot P - 2q \cdot k_3}{(P \cdot k_3)^2} + \ldots
\] (43)
so that the propagator effectively shrinks to a local annihilation vertex. Likewise, in the
remaining massive propagators we can drop the \( q_0^2 \) terms with respect \( q \cdot P = 2mq_0 \). The
leading contribution of \( I_0 \) in the small momentum region is thus
\[
I_0^{(\text{small})} = -\frac{1}{2m\omega_3} \int \frac{[d^D q]}{(q_0^2 - q^2)(2mq_0 - q^2)(-2mq_0 - q^2)(2mq_0 - 2m\omega_1 - q^2)}.
\] (44)
We have also dropped the term \( q \cdot k_1 \ll 2mq_0 \). Closing the integration contour in the
upper complex \( q_0 \)-plane, we pick the contribution from the pole of the massive propagator
at \( q_0 = -q^2/2m + i\epsilon \). The contribution of the residue of this pole to \( I_0^{(\text{small})} \) reads
\[
I_0^{(\text{s-r})} = -\frac{i}{16m^2\omega_3} \int [d^n q] \frac{1}{(q^2 + m\omega_1)} = \frac{1}{64\pi m^2\omega_3} (m\omega_1)^{-2} + \mathcal{O}(\epsilon).
\] (45)
with \( n = D - 1 \). In deriving Eq. (45) we have also expanded the photon propagator in \( q_0^2 \),
since \( q_0^2 \ll q^2 \) once we pick the residue from the fermion pole. The integral in Eq. (45) is
finite and it is dominated by loop momentum \( q \sim \sqrt{m\omega} \), which corresponds to the scaling
of the soft-radiation loop momentum region introduced above . As in the hard region, the
contribution from the soft-radiation region to the final result can be readily estimated before making any integration by first expanding the integrand according to the hierarchy
\( q_0 \sim q^2/m \sim m\omega_1 \). For the leading term the propagators yield a factor \( \sim m^{-2}(m\omega_1)^{-4} \),
while \( [d^D q] \sim m^{-1}(q^2)^{5/2} \sim m^{-1}(m\omega_1)^{5/2} \), so that we obtain an overall scaling \( I_0^{(\text{s-r})} \sim m^{-3}(m\omega_1)^{-3/2} \), as found in Eq. (45). The exact result of the integral \( I_0 \) can be easily derived
from the 4- and 5-point functions computed in Ref. [6]. We have checked that the leading
term in the \( \omega_1 \to 0 \) limit of the exact expression for \( I_0 \) agrees with \( I_0^{(\text{s-r})} \) above. There is also
a contribution to \( I_0^{(\text{small})} \) from the pole of the massless propagator at \( q_0 = -|q| + i\epsilon \).
After picking up the corresponding residue the remaining integration is dominated by loop-
momenta \( |q| \sim \omega_1 \). The characteristic loop-momentum in this region is thus the same as
for the soft region in Eq. (40), if we consider \( v \sim \alpha \). The contribution from this pole has an
overall scaling \( [d^D q]/(mq_0)^5 \sim m^{-5}\omega_1^{-1} \), i.e. larger than the hard region one, although
suppressed by \( \sqrt{m\omega_1} \) with respect the soft-radiation region. We do not give the result
because we will not keep terms of the similar order that arise from other diagrams.

The second integral that we shall need for the leading term in the \( \omega_1 \to 0 \) limit of the
ladder amplitude is the 4-point tensor integral
\[
I_0^{ij} = \int [d^D q] \frac{q^i q^j}{q^2 ((q + P/2)^2 - m^2)(q - P/2)^2 - m^2) ((q + P/2 - k_1)^2 - m^2)},
\] (46)
with the indices \( i, j = 1, 2, 3 \). We have already expanded out the hard fermion propagator
in order to write down \( I_0^{ij} \), since the leading contribution will come up from the \( q \ll m \) regime.
As we shall see when we put back the numerators of the amplitudes, part of the \( q^i q^j \) term
\footnote{The integral in Eq.(45) with \( \omega_1 \) replaced by \( \Lambda_{\text{QCD}} \) was also found in a non-perturbative enviroment [14].}
arises when a $q^j$ is brought to the numerator of the integrand from the subleading term in the $q \ll m$ expansion of the hard propagator shown in Eq. (43). Strictly, one should do the tensor reduction of the integral and afterwards apply the threshold expansion to the scalar integrals that appear. However, since the tensor structure in the integral in Eq. (46) only involves the spatial indices, we shall take the path of expanding the integrand according to the different loop-momenta directly without prior reduction to scalar integrals. In the small loop-momentum region, the propagators in $I_0^{(small)}$ are identical to those in $I_0^{(small)}$, and thus they share the same pole structure. The expansion of the propagators in the soft-radiation region leads to:

$$I_0^{(s-r)} = \frac{i}{8m} \int [d^pq]\frac{q^iq^j}{(q^2)^2(q^2 + m\omega_1)} = \frac{1}{96\pi m} \frac{\delta^{ij}}{\sqrt{m\omega_1}} + \mathcal{O}(\epsilon). \quad (47)$$

After dropping the $k_1$-dependence in the fermion propagator, the reduction of the tensor integral is trivial. The contribution from the gluon pole in $I_0^{(s-r)}$ can be shown to scale as $\sim \omega_1/m^3$, and it is thus suppressed with respect the soft-radiation contribution.

For the double vertex diagram of Fig. 2b the leading term in the $\omega_1 \to 0$ limit comes from the integral

$$I_1 = \int \frac{[d^Dq]}{q^2 (q^2 - P/2)^2 - m^2} \frac{1}{[(q + P/2 - k_1)^2 - m^2]}, \quad (48)$$

after expanding the hard region propagator as done in Eq. (43). The expansion of $I_1$ in the small loop-momentum gives an analogous expression to (44) but with one fermion propagator less. The soft-radiation region arises from the fermion pole at $q_0 = -q^2/2m + i\epsilon$, and yields

$$I_1^{(s-r)} = -\frac{i}{4m} \int [d^pq]\frac{1}{q^2(q^2 + m\omega_1)} = -\frac{1}{16\pi m} (m\omega_1)^{-\frac{1}{2}} + \mathcal{O}(\epsilon). \quad (49)$$

On the other hand, the contribution from the gluon pole in the small loop-momentum scales as $m^{-2}$, so it is again suppressed with respect the soft-radiation region.

Let us now include the numerators of the propagators and vertex factors in order to calculate the full amplitude. We can use the identity

$$\frac{\not{p} + m}{p^2 - m^2 + i\epsilon} = \sum_s u_s(p)\bar{u}_s(p) + \sum_s v_s(-p)\bar{v}_s(-p)$$

with $E_p = \sqrt{m^2 + p^2} \simeq m + p^2/(2m)$, to pick the numerators associated to the non-relativistic fermion poles that are relevant when the loop-momentum is small, and afterwards perform the non-relativistic expansion of the spinors in $p/m$. This will automatically lead us to the usual non-relativistic Feynman rules for the vertices and propagators. The identity (50) effectively separates particle and antiparticle contributions, as it is conventional in the time-ordered perturbation theory. The spinors in Eq. (50) have non-relativistic normalization, more precisely:

$$u_s(p) = \sqrt{\frac{E_p + m}{2E_p}} \left( \frac{\phi_s}{\sigma_p \frac{m + E_p}{\chi_s} \phi_s} \right), \quad v_s(p) = \sqrt{\frac{E_p + m}{2E_p}} \left( \frac{\sigma_p}{m + E_p} \chi_s \right), \quad (51)$$

where $s$ is the spin label. Let us illustrate how the non-relativistic expansion is performed for the ladder diagram. The structure of the fermion propagators in the small loop-momentum
region has been shown in Eq. (44). Take, for example, the fermion propagator at the left of the soft photon vertex, with momentum \( q + P/2 \). The expansion of this propagator for \( q \ll m \) yields \( 2mq^0 - q^2 \). The latter agrees (up to a normalization factor) with the first denominator that is obtained from the identity (50), which reads \( q^0 + P^0/2 - E_q \approx q^0 - q^2/2m \). Therefore we will associate the electron spinors \( \sum s u_s(q) \bar{u}_s(q) \) to this denominator in order to derive the leading term in the small momentum region. In the same way, the expanded fermion propagators after soft photon emission and after the \( k_3 \) vertex correspond to electron and positron contributions, respectively, in the splitting of Eq. (50). For the massive line connecting the \( k_2 \) to the \( k_3 \) vertices, we need to keep the full covariant propagator because the momentum flowing through it is always hard. Taking into account the particle and antiparticle spinor wavefunctions from the adjacent propagators, the non-relativistic reduction of this part of the ladder diagram is indeed equivalent to the \( e^+e^- \rightarrow 2\gamma \) annihilation amplitude of an incoming electron with 3-momentum \( q - k_1 \) and an incoming positron with 3-momenta \(-q\) (see Fig. 3b),

\[
\mathcal{M}_{23} = -ie^2 \bar{v}_{s'}(-q) \phi_3 \frac{1}{q - P/2 + k_3 - m} \phi^*_s u_s(q - k_1) + \{2 \leftrightarrow 3\},
\]

where we have also included the contribution from the graph with the hard photons permuted. Recall that we found already the non-relativistic expansion of the \( e^+e^- \rightarrow 2\gamma \) amplitude in Sec. II. Indeed, the expansion of Eq. (52) for the hierarchy \( m \gg q \gg k_1 \), characteristic of the soft-radiation region, yields the same leading and subleading terms already shown in Eq. (5), so that

\[
\mathcal{M}_{23} = \chi_{s'}^\dagger (W_0 + W_1 \cdot q) \phi_s + \mathcal{O}(\alpha) .
\]

The size of the terms in the expansion of \( \mathcal{M}_{23} \) above should be estimated considering the soft-radiation region scaling, \( q \sim \sqrt{m\omega_1} \sim m\alpha^{1/2} \). The reason why we only need to keep the two first terms in \( \mathcal{M}_{23} \) shall become clear when we put together all the pieces in the amplitudes. Similarly, the non-relativistic expansion of the soft-photon vertex is also done easily once we pick the particle contribution from the propagators (see Fig. 3a):

\[
\mathcal{M}_1 = -ie \bar{u}_s(q - k_1) \gamma_1 u_r(q) = i\frac{e}{m} q \cdot \epsilon_1 \phi^+_s \phi_r + i\frac{e}{2m} (k_1 \times \epsilon_1) \phi^+_s \sigma \phi_r + \mathcal{O}(\alpha^{3/2}) .
\]

We can check that the non-relativistic reduction of the amplitude \( \mathcal{M}_1 \) agrees with the Feynman rule that is derived for the \( e^- \rightarrow e^- + \gamma \) vertex from the non-relativistic interaction Hamiltonian, Eq. (1). Finally, the photon exchange between the initial \( e^+e^- \) reduces to a Coulomb-like potential:

\[
\mathcal{M}_e = \frac{ie^2}{q^2} \bar{u}_s(q) \gamma^\mu u(0) \bar{v}(0) \gamma_\mu v_{s'}(-q) = -\frac{ie^2}{q^2} \phi^+_r \phi^\dagger \chi^\dagger \chi_{s'} + \mathcal{O}(\alpha^0) ,
\]
in the region \( q_0 \sim q^2/m \ll m \), and with \( \phi, \chi \) the Pauli spinors of the initial \( e^+e^- \). We can now put together the different pieces, \( \mathcal{M}_c, \mathcal{M}_1 \) and \( \mathcal{M}_{2}\), including the denominators and taking into account that \( \sum_s \phi_s \phi_1^\dagger = \sum_s \chi_s \chi_1^\dagger = 1 \). The leading term of the threshold expansion of the ladder amplitude in Fig. 2a (plus the graph with the photons \( k_2 \) and \( k_3 \) interchanged) is thus equal to

\[
\mathcal{M}^{\text{ladder}} = \frac{e^3}{m} \int [d^n q] \frac{\langle \chi^\dagger W_1 \cdot q \phi \rangle (q \cdot \epsilon) - i W_0 \delta_1 \cdot \langle \chi^\dagger \sigma \phi \rangle}{(q^2) (q_0 - q^2/2m) (q_0 + q^2/2m) (q_0 - \omega_1 - q^2/2m)} 
= e \langle \chi^\dagger W_1 \cdot e \phi \rangle \frac{\alpha}{3 \sqrt{m}} + i e \frac{W_0}{m} \delta_1 \cdot \langle \chi^\dagger \sigma \phi \rangle \frac{\alpha}{2 \sqrt{m}} \cdot \frac{m}{\omega_1},
\]

The integrals appearing in Eq. (56) are proportional to the soft-radiation contributions of the integrals \( I_0 \) and \( I_0^\dagger \), computed in Eqs. (45) and (47), respectively. We can proceed in a similar way to obtain the leading term in the threshold expansion of the double-vertex diagram, Fig. 2b:

\[
\mathcal{M}^{\text{dou.ver.}} = \frac{i e^3}{2m} W_0 \delta_1 \cdot \langle \chi^\dagger \sigma \phi \rangle \int [d^n q] \frac{\langle q^2 \rangle}{(q_0 + q^2/2m) (q_0 - \omega_1 - q^2/2m)} 
= -i e \frac{W_0}{m} \delta_1 \cdot \langle \chi^\dagger \sigma \phi \rangle \frac{\alpha}{2 \sqrt{m}} \cdot \frac{m}{\omega_1},
\]

where we have required the contribution from the soft-radiation region of \( I_1 \), Eq. (49). For the double-vertex amplitude there is no contribution from the \( q \cdot e \) term in the soft-photon vertex because the incoming electron is static. The \( W_0 \) terms from the ladder and double-vertex graphs cancel each other and we are only left with a \( \alpha \sqrt{m/\omega_1} \) proportional to \( W_1 \). It is straightforward to verify that the contribution from the ladder graphs where the soft photon vertex is attached in the lower part of the diagram (i.e. to the incoming positron line) gives the same \( W_1 \) term. Therefore, the leading term in \( \omega_1 \rightarrow 0 \) limit of the 1-loop \( e^+e^- \rightarrow 3\gamma \) QED amplitude reads

\[
\mathcal{M}^{1\text{-loop}} = e \langle \chi^\dagger W_1 \cdot e \phi \rangle \frac{2 \alpha}{3} \frac{m}{\omega_1},
\]

which agrees with the leading \( \mathcal{O}(\alpha) \) term in the NRQED computation of this amplitude, Eqs. (31) and (33), once we include the o-Ps wavefunction factor.

A comment on the rest of 1-loop diagrams that had been not considered is appropriate. First one should note that all diagrams where the soft photon \( k_1 \) is placed among the two hard ones scale as \( \mathcal{O}(1) \) because the momenta flowing through the fermion propagators that connect two photon vertices are always hard. With respect the annihilation contribution, the scaling can be inferred from that of the ladder graph if we replace the \( t \)-channel photon exchanged between the initial \( e^+e^- \) by a \( s \)-channel photon exchange. The replacement carries a \( q^2/m^2 \) suppression in the non-relativistic expansion, which is of order \( \omega_1/m \) for the soft-radiation contribution. Regarding the self-energy and vertex correction topologies, they correspond to typical relativistic corrections whose effects are not expected to be enhanced when we explore the non-relativistic regime. Indeed it can be easily checked from an quick analysis of the propagators in the small loop-momentum region that for the integrals in the vertex and self-energy corrections, we can always avoid the fermion poles so that only the
FIG. 4: (a) NRQED diagrams that contribute to the $\mathcal{O}(\alpha \sqrt{m/\omega_1})$ term of the $e^+e^- \rightarrow 3\gamma$ decay amplitude. The zigzag lines represent soft photons; (b) local vertex that describes real soft photon radiation from the heavy fermion-antifermion pair in vNRQED. The $2\gamma$ label denotes that the vertex arises from the integration of two hard photons.

pole in the photon propagator at $q^0 \sim q$ contributes. In this way, the small loop-momentum expansion of the 2- and 3-point scalar integrals give results which are down by $(\omega_1/m)^2$ and $\omega_1/m$, respectively, with respect the hard region contributions to the same integrations.

It is interesting to note that the expressions (56,57) correspond to the amplitudes that would be written down from the diagrams displayed in Fig. 4a using the usual NRQED Feynman rules with free fermions as asymptotic states \footnote{Recall that we used bound state perturbation theory in coordinate space to compute the NRQED amplitude in Sec. II. In the $\omega \sim m\alpha$ region the leading $\mathcal{O}(\alpha)$ correction in the latter computation could be obtained by replacing the intermediate Coulomb Green’s function by the free one and neglecting the o-Ps wavefunction dependence (see Eq. (24)). This is effectively equivalent to consider the Coulomb interaction as a perturbation, so that in this regime the NRQED computation can be done using as unperturbed states either free propagating fermions (as in Fig. 4a) or $e^+e^-$ Coulomb eigenstates (as in Sec. II).}, and after we drop the $k_1$ term in the fermion propagator:

$$
\frac{1}{q^0 - \omega_1 - (q-k_1)^2/2m} \approx \frac{1}{q^0 - \omega_1 - q^2/2m}.
$$

(59)

Keeping the full NRQED propagator and expanding afterwards leads of course to the same leading order term, but unnecessarily complicates the calculation. In the usual NRQED counting for bound state systems, the heavy fermion and antifermion inside the bound state have energies $E \sim m\alpha^2$ and relative 3-momentum $q \sim m\alpha$, so they are classified as potential degrees of freedom. As we explained in Sec. II, the radiation of a soft photon from the $e^+e^-$ allows for higher virtualities in the relative 3-momentum, of order $q \sim \sqrt{m\omega_1}$. Therefore the heavy particles propagating in the loops of Fig. 4a do not obey the potential scaling (otherwise the massive propagator (59) for a potential fermion will reduce to just $1/\omega_1$ and we will miss the contribution from the soft-radiation region). The fact that we have to further expand the NRQED propagators in the soft-radiation regime is an unwanted feature because it jeopardizes power-counting. However, we can take advantage from the fact that soft radiation takes place at distances $\sim 1/\sqrt{m\omega_1}$, smaller that the typical size of the Coulomb bound state, to integrate out the contributions stemming from the soft-radiation momentum region. From the point of view of the potential fermions, soft radiation is a short-distance process, just like the $2\gamma$-annihilation, and can be described by a local vertex. In the vNRQED/vNRQCD \footnote{Recall that we used bound state perturbation theory in coordinate space to compute the NRQED amplitude in Sec. II. In the $\omega \sim m\alpha$ region the leading $\mathcal{O}(\alpha)$ correction in the latter computation could be obtained by replacing the intermediate Coulomb Green’s function by the free one and neglecting the o-Ps wavefunction dependence (see Eq. (24)). This is effectively equivalent to consider the Coulomb interaction as a perturbation, so that in this regime the NRQED computation can be done using as unperturbed states either free propagating fermions (as in Fig. 4a) or $e^+e^-$ Coulomb eigenstates (as in Sec. II).} formalism (with the external sources for the hard photons integrated out) the decay spectrum in the soft-energy can be calculated from the imaginary part of the matrix element of a 6-field operator as the one shown in Fig. 4b. The matching
coefficient of such operator can be obtained by comparing with the QED result in the 
\( \omega_1 \sim m_\alpha \) region: at tree-level it is just a constant \( \times \alpha^3 \) (the limit \( x \to 0 \) of the Ore-Powell decay spectrum [10], divided by the \( x \) factor from the phase-space), while at \( \mathcal{O}(\alpha) \) it is proportional to \( \alpha^4 \sqrt{m/\omega} \). Note that this picture is similar to the NRQCD factorization approach [12] used to describe the production and annihilation of heavy quarkonium, that we briefly discuss in the next section.

V. RELEVANCE FOR HEAVY QUARKONIUM

The threshold expansion technique applied above for the \( \alpha\text{-Ps} \to 3\gamma \) decay, can also be useful to calculate the direct photon spectrum of quarkonium radiative decays in the soft-energy region. Heavy quarkonium decay rates can be understood within the NRQCD factorization approach [12], which allows to separate the short distance physics related with the heavy quark-antiquark annihilation process from the long distance bound state dynamics. An operator product expansion can be written down for the direct photon spectrum in, for example, \( \Upsilon \) decays:

\[
\frac{d\Gamma}{dx} = \sum_n C_n(x) \langle \Upsilon | \mathcal{O}_n | \Upsilon \rangle, \tag{60}
\]

where the sum above extends over all \( QQ[n] \) configurations that can be found inside the quarkonium, and the \( C_n(x) \) are short distance Wilson coefficients that can be determined from the annihilation cross section of the on-shell \( QQ[n] \) pair as a perturbative series in \( \alpha_s(m_b) \). The \( \mathcal{O}_n \) in the long-distance matrix element are NRQCD operators which are organized in powers of the relative velocity of the heavy quarks. At leading order only the color-singlet operator \( \mathcal{O}_1(3S_1) \), that creates and annihilates a quark-antiquark pair in a color-singlet \( 3S_1 \) configuration, contributes. The nonperturbative NRQCD matrix element is related to the \( \Upsilon \) wave function at the origin

\[
\langle \Upsilon | \mathcal{O}_1(3S_1) | \Upsilon \rangle = \langle \Upsilon | \phi_p^+ \chi_{-p} \phi_{-p}^+ \chi_p | \Upsilon \rangle = 2N_c |\psi(0)|^2, \tag{61}
\]

where now \( \phi_p, \chi_{-p} \) refer to heavy quark and antiquark fields respectively. The matching coefficient at leading order in \( \alpha_s \) comes from the tree-level \( QQ \to gg\gamma \) annihilation [16],

\[
C_1(x) = \frac{32 \alpha_s^2 Q_b^2}{27 m_b^2} \left[ \frac{2 - x}{x} + \frac{(1 - x) x}{(2 - x)^2} \right] - \frac{2 (1 - x)^2 \log(1 - x)}{(2 - x)^3} + \frac{2 (1 - x) \log(1 - x)}{x^2}, \tag{62}
\]

which has identical \( x \)-dependence to that of the Ore-Powell spectrum for \( \alpha\text{-Ps} \) [10]. Indeed the factorization approach applies trivially to QED bound states, where everything is calculable perturbatively and the bound state wavefunction reduces to the Coulomb one. The leading order coefficient for \( \alpha\text{-Ps} \) decays, \( \tilde{C}_1(x) \), is obtained by the trivial replacements \( \alpha_s^2 Q_b^2 / m_b^2 \to \alpha^2 / m^2 \) and \( 32/27 \to 16/9 \) in Eq. (62). In the soft-energy region, it reads

\[
\tilde{C}_1(x) = \frac{40 \alpha^3}{27 m^2} x + \mathcal{O}(x^2), \tag{63}
\]
The $\mathcal{O}(\alpha)$ correction to the $\rm{O-Ps}\rightarrow 3\gamma$ amplitude for soft photon energies computed in the previous sections can also be included, so that

$$
\tilde{C}_{1}^{\text{NLO}}(x) = \frac{8}{27 m^2} \left[ 5x - \frac{14}{3} \alpha \sqrt{x} + \mathcal{O}(\alpha x^0) \right],
$$

\hspace{1cm} (64)

that we can plug in Eq. (60) to obtain the o-Ps photon spectrum to NLO in the soft-energy region (we also need to replace $\psi \rightarrow \psi_c$ and $N_C \rightarrow 1$ in Eq. (61)). A similar result to that of Eq. (64) could be obtained for the $\mathcal{O}(\alpha\alpha^3_s)$ short-distance coefficients $C_n(x)$ in heavy quarkonium decays by doing the threshold expansion of the corresponding 1-loop QCD diagrams. The latter could provide a determination of the $\mathcal{O}(\alpha_s)$ corrections to the quarkonium photon spectrum in the soft-energy range of photon energies. To our knowledge, $\alpha_s$ corrections to the coefficient $C_1(x)$ in Eq. (62) are only known numerically [17]. We should be aware though that the fragmentation contributions to the photon spectrum in quarkonium decays (i.e. those in which the photon is emitted from the decay products) become important in the low-$x$ region [18, 19], namely for $x \lesssim 0.3$ in $\Upsilon$ decays, and have to be properly taken into account for a computation of the full spectrum. At lower energies, $x \lesssim \alpha_s^2$, the emission of the photon can produce transitions to virtual bound states and does not longer belong to the short-distance part of the decay [1]. The standard NRQCD factorization also breaks down at large values of the photon energy [20], where one needs to consider also collinear degrees of freedom [21].

VI. CONCLUSIONS

The region of photon energies $\omega \sim m\alpha$ in the radiative decay of a heavy fermion-antifermion pair has been analyzed in this work through the study of the three-photon decay of ground state orthopositronium. The soft-energy region effectively separates the regime where binding effects become essential, from the hard-energy region, where the details of the bound state dynamics are irrelevant. The NRQED framework is able to yield the correct o-Ps spectrum from energies $\omega < m\alpha^2$, where it properly accounts for bound state effects, up to energies $\omega \sim m\alpha$, where the binding can be neglected and the calculation is simplified by replacing the Coulomb Green’s function with the free one. We have found agreement in the comparison of the o-Ps spectrum in the soft-energy region as computed with NRQED and with conventional perturbation theory in QED. For the NRQED computation, the leading order approximation in the multipole expansion of the photon field yields already the dominant contribution in the whole energy range $\omega \ll m$, as it had been argued by Voloshin [5]. We have explicitly calculated the contribution from higher order multipoles to the o-Ps decay amplitude in NRQED, and discussed the size of relativistic corrections coming from other sources in the soft-energy region.

The 1-loop QED result of the o-Ps spectrum in the soft-energy region has been obtained by two different methods. First by expanding the analytic expression for the phase-space distribution obtained by Adkins [6], and second by means of the threshold expansion technique. With the latter method it has been shown that the dominant contribution arises from a new loop-momentum region $q^0 \sim \alpha^2/m \sim m\alpha$. This momentum region arises naturally when the heavy fermion-antifermion system decays emitting a soft photon and has to be added to the rest of momentum regions which are known to be relevant for the analysis of heavy particle-antiparticle loop diagrams. The identification of momentum regions that
have not been previously considered is mandatory for the success of the asymptotic expansion method in a wider range of kinematic situations. It is also of conceptual importance for the construction of EFT’s for these systems with well-defined power-counting rules and able to reproduce the correct low-energy behaviour.
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APPENDIX A: CLOSED FORMULAS FOR THE NRQED O-PS → 3γ AMPLITUDE

We give first some useful formulae for the computations that follow. The partial waves of the Coulomb Green’s function can be written in terms of the associated Laguerre polynomials [23]. Setting one of the arguments to zero they read,

\[ G_\ell(0, x, \kappa) = \frac{m \kappa}{2\pi} (2\kappa)^{2\ell} e^{-\kappa x} \sum_{n=0}^{\infty} \frac{L_n^{2\ell+1}(2\kappa x)}{(n + \ell + 1 - \nu)(2\ell + 1)!}, \]  

(A1)

with [24]

\[ L_n^{2\ell+1}(x) = \sum_{r=0}^{n} \frac{(-1)^r}{r!} \left( \frac{n + 2\ell + 1}{n - r} \right) x^r. \]  

(A2)

A related integral is

\[ J_{n,\ell}^m(\alpha) = \int_0^\infty dz e^{-\alpha z} L_n^{2\ell+1}(z) z^m = (-1)^m \frac{d^m}{d\alpha^m} J_{n,\ell}^0(\alpha), \]  

(A3)

that we shall need only for the \( \ell = 0 \) and \( \ell = 1 \) cases:

\[ J_{n,0}^0(\alpha) = -\left( \frac{\alpha - 1}{\alpha} \right)^{n+1} + 1 \]

\[ J_{n,1}^0(\alpha) = -\left( \frac{\alpha - 1}{\alpha} \right)^{n+3} + \alpha(\alpha - n - 3) + \frac{n^2}{2} + \frac{5}{2} n + 3. \]  

(A4)

Let us start with the electric amplitude \( D(\omega) \), Eq. (14). Using the representation (A1) and making the change of variables \( z = 2\kappa r \), it can be written as:

\[ D(\omega) = 16\nu \left( \frac{\kappa}{\omega} \right)^3 \sum_{n=0}^{\infty} \frac{1}{n + 2 - \nu} \left\{ iJ_{n,1}^0(\alpha) + \frac{\omega}{4\kappa} J_{n,1}^1(\alpha) \right\} + \text{h.c.}, \]  

(A5)
with
\[ \alpha = \frac{1 + \nu}{2} - \frac{i \omega}{4 \kappa}. \]
(recall from Sec. II that \( \nu = 1/\kappa a \)). With the help of the results (A3,A4) and the identity,
\[ \sum_{n=0}^{\infty} \frac{x^n}{n+a} = \frac{2 F_1(a,1;1;x)}{a}, \quad (A6) \]
we arrive to a closed expression for \( D(\omega) \) in terms of a hypergeometric function,
\[ D(\omega) = 16 \nu \mu^2 \left( \frac{\kappa}{\omega} \right)^3 \left\{ 2 F_1(2-\nu,1;3-\nu;\mu) \frac{i \alpha (\alpha-1) - \omega (2 \alpha + \nu - 1)}{\nu - 2} \right\} + \text{h.c.} \quad (A7) \]
where we have defined \( \mu = (\alpha-1)/\alpha \). The expansion in \((\omega/\kappa)^2\) of the result (A7) is equivalent to the one which is obtained by directly expanding the trigonometric functions inside the integral representation of \( D(\omega) \), see Eq. (19). The leading term (dipole approximation) yields a representation of \( d_\nu(\omega) \), Eq. (21), in terms of an hypergeometric function,
\[ d_\nu(\omega) = -\frac{4 \nu (1 + 2 \nu)}{3 (1 + \nu)^2} + \frac{8 \nu^2 (\nu - 1)}{3 (\nu - 2)(1 + \nu)^3} 2 F_1(2-\nu,1;3-\nu;\frac{\nu - 1}{\nu + 1}). \quad (A8) \]
The representation above agrees with the corresponding one for \( a_\nu(\omega) = 1 + d_\nu(\omega) \) found in [5]. The expansion of \( d_\nu(\omega) \) for small \( \nu \) is legitimate in the \( m \alpha^2 \ll \omega \ll m \) region, and follows immediately from (A8),
\[ d_\nu(\omega) = -\frac{4}{3} \nu + \frac{8}{3} (1 - \log 2) \nu^2 + O(\nu^3), \quad (A9) \]
where higher order terms in \( \nu \) account for further Coulomb interactions. The subleading term in the multipole expansion of the electric amplitude corresponds to the \((\omega/\kappa)^1\) term in the expansion of \( D(\omega) \) and so on. Since \((\omega/\kappa)^2 \simeq \omega/m\) (see Eq. (26)), multipoles of \( r \)-th order get suppressed by the overall factor \((\omega/m)^r\). A formula for the \( r \)-th multipole is obtained in a more direct way through the \( \omega \)-expansion of the trigonometric functions inside \( D(\omega) \) prior to integration. It reads
\[ d_\nu^{(r)}(\omega) = (-1)^{r+1} \frac{r + 1}{(2r + 3)!} \left( \frac{\omega}{4 \kappa} \right)^{2r} \sum_{n=0}^{\infty} \frac{\nu}{n + 2 - \nu} \frac{\nu}{n + 2} J_{n+3}^{2r}(\beta), \quad (A10) \]
with \( \beta = (1 + \nu)/2 \). A closed expression for \( d_\nu^{(r)}(\omega) \) can be obtained with the aid of Eqs. (A3,A4) and a generalization of the identity (A6),
\[ \sum_{n=0}^{\infty} \frac{n^r}{n+a} x^n = \sum_{\ell=1}^{r} (-a)^{\ell-1} (Li_{\ell-1}(x) + \delta_{\ell,1}) + (-a)^{r-1} 2 F_1(a,1;a+1;x). \quad (A11) \]
For example, the next-to-leading multipole \((r = 1)\) reads
\[ d_\nu^{(1)}(\omega) = \frac{1}{15} \left( \frac{\omega}{\kappa} \right)^2 \frac{\nu}{(1 + \nu)^4} \left\{ \frac{\nu^2 - 3 \nu - 2}{\nu - 1} + \frac{4 \nu (1 + \nu^2)}{(\nu^2 - 3 \nu + 2)(1 + \nu)} 2 F_1(2-\nu,1;3-\nu;\frac{\nu - 1}{\nu + 1}) \right\} \]
\[ = \frac{2}{15} \nu \left( \frac{\omega}{\kappa} \right)^2 + O(\nu^2 \omega^2/\kappa^2), \quad (A12) \]
whose leading order term in the small $\nu$ expansion agrees with our previous calculation using the free Green’s function in Eq. (25).

Let us also give the exact formula for the full magnetic amplitude $\mathcal{A}(\omega)$. From Eq. (28), we obtain

$$\mathcal{A}(\omega) = -\frac{im}{2\kappa} \sum_{n=0}^{\infty} \frac{1}{n + 1 - \nu} J_{n,0}^1(\alpha) + \text{h.c.}$$

$$= -\frac{im}{2\alpha\kappa} \left\{ 1 + \frac{\nu}{\alpha(1 + \nu)} _2F_1(1 - \nu, 1; 2 - \nu; \mu) \right\} + \text{h.c.} \quad (A13)$$

As in the case of the electric amplitude, the multipole expansion of $\mathcal{A}(\omega)$ is realized through a series in $(\omega/\kappa)^2$. The exact result for the magnetic dipole term, $a_m(\omega)$, has been already shown in Eq. (30). The next-to-leading term in the multipole expansion reads

$$a_m^{(1)}(\omega) = -\frac{1}{12} \frac{m\omega}{\kappa^2} \left( \frac{\omega}{\kappa} \right)^2 \frac{1}{(1 - \nu^2)^3(1 + \nu)} \times \left\{ 3 - \nu + \nu^2 + 5\nu^3 - 8\nu^2 \right\} _2F_1(1 - \nu, 1; 2 - \nu; \frac{\nu - 1}{\nu + 1}) \right\} . \quad (A14)$$

The expansion of $a_m^{(1)}(\omega)$ for small $\nu$ gives

$$a_m^{(1)}(\omega) = -\frac{\omega}{4m} \left( 1 + \frac{\omega}{4m} \right)^{-2} \left( 1 - \frac{4}{3} \nu + \mathcal{O}(\nu^2) \right) , \quad (A15)$$

where we have made use of the relation between $\kappa^2$ and $\omega$ given in Eq. (26). Finally, we give the general form of a the $r$-th order magnetic multipole:

$$a_m^{(r)}(\omega) = \frac{(-1)^r}{(2r + 1)!} \frac{m\omega}{4\kappa^2} \left( \frac{\omega}{4\kappa} \right)^{2r} \sum_{n=0}^{\infty} \frac{1}{n + 1 - \nu} J_{n,0}^{2r+2}(\beta) , \quad (A16)$$

which scales as $(\omega/m)^r$.

APPENDIX B: THRESHOLD EXPANSION OF A TRIANGLE DIAGRAM WITH A SOFT RADIATED PHOTON

In this appendix we show a further example of the application of the asymptotic expansion method near threshold to a 1-loop diagram with massive lines and a soft momentum component radiated off. The diagram is shown in Fig. 5. This example is similar to the 1-loop ladder diagram considered in Sec. IV, but we shall not take here the total incoming momentum $P^2$ equal to $4m^2$, but instead define $y = m^2 - P^2/4 \sim (m\alpha)^2$. The parameter $y$, which appears in the massive propagators, will give rise to a non-zero contribution from the potential region, which was not present in the ladder diagram evaluated at threshold. For simplicity, we have substituted the Coulomb-ladder interaction by an effective production vertex. We shall take the soft photon momentum $k \sim m\alpha$, and keep terms in the asymptotic expansion up $\mathcal{O}(\alpha)$.  
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If we consider scalar propagators, the integral of Fig. 5 is given by
\[ I_2 = \int \frac{[d^D q]}{(q^2 + q \cdot P - y) (q^2 - q \cdot P - y) (q^2 + q \cdot P - 2q \cdot k - P \cdot k - y)}, \quad (B1) \]
where we have chosen a routing of the external momentum \( P \) through the massive lines of the graph which allows to use the scaling arguments defined in Eqs. (40) and (41). When the loop momentum is hard \( (q \sim m) \), we can expand the propagators in the small variables \( y \) and \( k \). Keeping terms up to \( \mathcal{O}(\alpha) \) the expansion in the hard region reads:
\[ I^{(h)}_2 = \int \frac{[d^D q]}{(q^2 + q \cdot P)^2 (q^2 - q \cdot P)} \left( 1 + \frac{2q \cdot k + P \cdot k}{q^2 + q \cdot P} + \ldots \right) \]
\[ = \frac{1}{32m^2 \pi^2} \left( 1 + \frac{\omega}{3m} \right) + \mathcal{O}(\alpha^2), \quad (B2) \]
and higher order terms can be calculated straightforwardly. The first region that we shall consider when the loop momentum is small is the soft-radiation region, that we already found in the 1-loop diagrams contributing to the \( \omega \)-\( \psi \rightarrow 3\gamma \) amplitude. According to the hierarchy \( q^0 \sim q^2/m \sim \omega \sim m\alpha \) we expand the propagators retaining terms up to \( \mathcal{O}(\alpha) \):
\[ I^{(sr)}_2 = \int \frac{[d^D q]}{(-q^2 + q_0 P_0 - y) (-q^2 - q_0 P_0 - y) (-q^2 + q_0 P_0 - \omega P_0)} \times \left( 1 + \frac{y - q_0^2}{-q^2 + q_0 P_0 - y} + \frac{y - q_0^2}{-q^2 - q_0 P_0 - y} + \frac{y + 2q_0 \omega - q_0^2}{-q^2 + q_0 P_0 - \omega P_0} \right. \]
\[ \left. + \frac{4(q \cdot k)^2}{(-q^2 + q_0 P_0 - \omega P_0)^2} + \ldots \right) \]
\[ = -\frac{1}{32m^2 \pi^2} \sqrt{\frac{m}{\omega}} \left( 1 + \frac{y}{2m\omega} + \frac{\omega}{6m} \right) + \mathcal{O}(\alpha^{3/2}). \quad (B3) \]
The integrals that result from Eq. (B3) are calculated easily with standard methods. The leading term in the soft-radiation region is enhanced by \( 1/\sqrt{\alpha} \) with respect the hard region. The potential region, where \( q^0 \sim q^2/m \sim y/m \), also contributes when the loop momentum is small. The expansion of the integrand gives:
\[ I^{(p)}_2 = -\frac{1}{P \cdot k} \int \frac{[d^D q]}{(-q^2 + q_0 P_0 - y) (-q^2 - q_0 P_0 - y)} \left( 1 + \frac{-q^2 + q_0 P_0 - y}{P \cdot k} + \ldots \right) \]
\[ = \frac{1}{32m^2 \pi} \frac{\sqrt{y}}{\omega} + \mathcal{O}(\alpha^2). \quad (B4) \]
The term $P \cdot k$ dominates the massive propagator depending on $k$, which shrinks to a point in the potential region. The subleading term between parentheses in Eq. (B4) arises from the expansion of the latter propagator, but gives a vanishing contribution because the numerator is proportional to one of the propagators in front. Subleading terms in the expansion of the propagators not depending on $k$ generate corrections which scale as $(q_0)^2/(-q^2 + q_0 P_0 - y) \sim \alpha^2$, that we do not retain.

The soft loop-momentum region leads to a scaleless $q$-integration after the $q$ dependence has been expanded out from the denominators according to the scaling $q_0 \sim q \sim m\alpha$:

$$I_2^{(s)} = \int \frac{[d^Dq]}{(q_0 P_0)(-q_0 P_0)(q_0 P_0 - \omega P_0)} + \cdots = 0,$$

and the same holds for the ultrasoft region. Contributions from the soft and ultrasoft regions can arise in diagrams with massless propagators, like the 1-loop ladder graph of Sec. IV.

Apart from the latter, the analysis of the threshold expansion of the 1-loop ladder diagram for $P^2 \neq 0$ only leads to trivial modifications to the integrations for the various regions found here, and can be obtained easily.

Finally, the exact result for $I_2$ when $k^2 = 0$ can be read off the list of integrals in Ref. [6]:

$$I_2 = \frac{1}{8\pi^2 P \cdot k} \left\{ L \left( \frac{(P - k)^2}{m^2} \right) - L \left( \frac{P^2}{m^2} \right) \right\},$$

with

$$L(s) = -2 \left( \arctan \sqrt{\frac{s}{4-s}} \right)^2.$$

One can verify that the expansion of the exact result for $\omega \sim m\alpha$ up to terms of $O(\alpha)$ is reproduced by the sum of the contributions of the regions in (B2),(B3) and (B4).

[1] A. V. Manohar and P. Ruiz-Femenia, Phys. Rev. D 69 (2004) 053003 [arXiv:hep-ph/0311002].
[2] W. E. Caswell and G. P. Lepage, Phys. Lett. B 167, 437 (1986).
[3] P. D. Ruiz-Femenia, Nucl. Phys. Proc. Suppl. 152 (2006) 200 [arXiv:hep-ph/0410211].
[4] M. Luke and A.V. Manohar, Phys. Rev. D55, 4129 (1997) [arXiv:hep-ph/9610534]; P. Labelle, Phys. Rev. D58, 093013 (1998) [arXiv:hep-ph/9608491]; A. Pineda and J. Soto, Nucl. Phys. Proc. Suppl. 64, 428 (1998) [arXiv:hep-ph/9707481]; A. Pineda and J. Soto, Phys. Rev. D 59, 016005 (1999) [arXiv:hep-ph/9805424]; M. Luke, A. Manohar and I. Rothstein, Phys. Rev. D61, 074025 (2000) [arXiv:hep-ph/9910209].
[5] M. B. Voloshin, Mod. Phys. Lett. A 19 (2004) 181 [arXiv:hep-ph/0311204].
[6] G. S. Adkins, Phys. Rev. A 72, 032501 (2005) [arXiv:hep-ph/0506213].
[7] M. Beneke and V.A. Smirnov, Nucl. Phys. B522, 321 (1998) [arXiv:hep-ph/9711391].
[8] A. V. Manohar, Phys. Rev. D 56 (1997) 230 [arXiv:hep-ph/9701294].
[9] A. H. Hoang and P. Ruiz-Femenia, Phys. Rev. D 74 (2006) 114016 [arXiv:hep-ph/0609151].
[10] A. Ore and J.L. Powell, Phys. Rev. 75 (1949) 1696.
[11] G. S. Adkins, Annals Phys. 146 (1983) 78.
[12] G. T. Bodwin, E. Braaten and G. P. Lepage, Phys. Rev. D 51, 1125 (1995) [Erratum-ibid. D 55, 5855 (1997)] [arXiv:hep-ph/9407339].
[13] G.S. Adkins, R.N. Fell and J. Sapirstein Annals Phys. **295** (1982) 136.
[14] N. Brambilla, A. Pineda, J. Soto and A. Vairo, Phys. Lett. B **580** (2004) 60 [arXiv:hep-ph/0307159].

[15] A.V. Manohar and I.W. Stewart, Phys. Rev. D **62**, 014033 (2000) [arXiv:hep-ph/9912226];
A.V. Manohar and I.W. Stewart, Phys. Rev. D**62**, 074015 (2000) [arXiv:hep-ph/0003032].
A. H. Hoang and I. W. Stewart, Phys. Rev. D **67**, 114020 (2003) [arXiv:hep-ph/0209340].

[16] K. Koller and T. Walsh, Nucl. Phys. B **140** (1978) 449;
S. J. Brodsky, D. G. Coyne, T. A. DeGrand and R. R. Horgan, Phys. Lett. B **73** (1978) 203.

[17] M. Kramer, Phys. Rev. D **60** (1999) 111503 [arXiv:hep-ph/9904416].

[18] S. Catani and F. Hautmann, Nucl. Phys. Proc. Suppl. **39BC** (1995) 359 [arXiv:hep-ph/9410394].

[19] F. Maltoni and A. Petrelli, Phys. Rev. D **59** (1999) 074006 [arXiv:hep-ph/9806455].

[20] I. Z. Rothstein and M. B. Wise, Phys. Lett. B **402** (1997) 346 [arXiv:hep-ph/9701404].

[21] S. Fleming and A. K. Leibovich, Phys. Rev. D **67** (2003) 074035 [arXiv:hep-ph/0212094].
X. Garcia i Tormo and J. Soto, Phys. Rev. D **69** (2004) 114006 [arXiv:hep-ph/0401233].

[22] V. A. Smirnov, Phys. Lett. B **465** (1999) 226 [arXiv:hep-ph/9907471].

[23] L.C. Hostler, J. Math. Phys. **11** (1970) 2966.

[24] M. Abramowitz and I.A. Stegun, *Handbook of Mathematical Functions*, Dover Publications (1970).