CONNECTING PLANAR LINEAR CHAINS IN THE SPATIAL N-BODY PROBLEM
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ABSTRACT. The family of planar linear chains are found as collision-free action minimizers of the spatial N-body problem with equal masses under $D_N$ or $D_N \times Z_2$-symmetry constraint and different types of topological constraints. This generalizes a previous result by the author in [34] for the planar N-body problem. In particular, the monotone constraints required in [34] are proven to be unnecessary, as it will be implied by the action minimization property.

For each type of topological constraints, by considering the corresponding action minimization problem in a coordinate frame rotating around the vertical axis at a constant angular velocity $\omega$, we find an entire family of simple choreographies (seen in the rotating frame), as $\omega$ changes from 0 to $N$. Such a family starts from one planar linear chain and ends at another (seen in the original non-rotating frame). The action minimizer is collision-free, when $\omega = 0$ or $N$, but may contain collision for $0 < \omega < N$. However all possible collisions must be binary and each collision solution is $C^0$ block-regularizable.

Moreover for certain types of topological constraints, based on results from [2] and [8], we show that when $\omega$ belongs to some sub-intervals of $[0, N]$, the corresponding minimizer must be a rotating regular $N$-gon contained in the horizontal plane. As a result, this generalizes Marchal’s $P_{12}$ family of the three body problem to arbitrary $N \geq 3$.

1. INTRODUCTION

In N-body problem, a simple choreography is a special periodic solution, where all the masses chase each other on a single loop. We assume all masses are equal in the rest of the paper (it is still an open problem whether there exists a simple choreography with unequal masses, see [5]). Well known examples of simple choreographies including the rotating regular $N$-gon, the Figure-Eight of the three body and the Super-Eight of the four body (2, 11, 27). All these examples belong to the family of planar linear chains, where the corresponding loop is contained inside a two dimension plane and looks like a sequence of consecutive bubbles along a straight line and symmetric with respect to it. For example, the rotating regular $N$-gon has one bubble, the Figure-Eight has two and the Super-Eight has three. This family was discovered numerically by Simó [28] (for pictures, see [28] or [10]). For the planar N-body problem, the author proved the existence of this family in [34], by finding them as collision-free action minimizers under certain symmetric, topological and monotone constraints.

The family of planar linear chains is important not only because they look interesting, but also because it may help us understand the global dynamics of the
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1. A bubble means a planar loop without any self intersection.
$N$-body problem ($[9]$, $[6]$ and $[7]$). To see this, let's consider the spatial $N$-body problem instead of the planar, and furthermore assume the coordinate frame is rotating around the vertical direction (the $z$-axis) at a uniformly angular velocity $\omega$. In $[8]$ under certain symmetric constraints, using the Lyapunov center theorem and Weinstein-Moser theorem, Chenciner and Féjoz proved the local existence of Lyapunov families bifurcating in the vertical direction from some horizontal rotating regular $N$-gon (entirely contained in the $xy$-plane) with $\omega$ as a parameter.

While proving the local existence of these vertical Lyapunov families, they also studied the global existences of these families numerically in $[8]$. Their numerical investigation found these families should exist for a large interval of $\omega$ including $\omega = 0$, and as $\omega$ decreases from some positive constant to zero, these families changes continuously from a rotating regular $N$-gon lying the $xy$-plane, to different planar linear chains entirely contained in the $yz$-plane. For example when $N = 5$, Féjoz found one vertical Lyapunov family ends at a two loop chain, when $\omega = 0$ (see Figure 1) and another one ends at a four loop chain, when $\omega = 0$ (see Figure 2). More numerical results regarding families bifurcating from the regular rotating $N$-gon can be found in $[8]$ and $[25]$.

At the same time, by looking for minimizers of the action functional in uniform rotating frame under certain symmetric constraints, we can also find families of solutions of the $N$-body problem parameterized by the angular velocity $\omega$ that belongs to a large interval, see $[2]$, $[1]$ and $[8]$. In particular for $N = 3$, using this approach Marchal ([18]) found a family of simple choreographies (seen in the rotating frame) known as the $P_{12}$ family: it starts with a figure eight solution contained in the $yz$-plane, when $\omega = 0$; as $\omega$ increases, the two loops start to fold; when $\omega$ reaches a small neighborhood of 2, the two loops coincide with each other and the solution becomes a Lagrange relative equilibrium lying in the $xy$-plane and rotating twice within the given period, and moreover the size of the Lagrange relative equilibrium diverges as $\omega$ approaches to 2 (see Figure 3 for pictures made by Féjoz).
Remark 1.1.  

1. The problem of collision was not addressed by Marchal in [13]. Later in [4], Chenciner showed they are all collision-free.

2. In this paper, we will give a rigorous proof that when the angular velocity is zero, the minimizer from the $P_{12}$ family is a figure eight entirely contained in the $yz$-plane (which makes it precise the Figure-Eight proven by Chenciner and Montgomery in [11]). Previously although widely believed and suggested by numerical results, this fact has never been proven ([4], [13]).

When $N = 3$, under the corresponding symmetric constraint, there is only one vertical Lyapunov family and likely it coincides with the $P_{12}$ family (although no proof is available). However for $N > 3$, as pointed out in [8], there are more than one vertical Lyapunov families that all satisfies the same symmetric constraints, so the above action minimization approach can help us detect at most one of these families. To distinguish these families, one idea is to impose additional topological constraints to the minimization problem. This idea was used by the author in [34], when we tried to establish the existence of the family of planar linear chains, as all the planar linear chains satisfying the same symmetric constraints and only one of them can be found as a minimizer under the corresponding symmetric constraints (in fact by a result of Barutello and Terracini [2], it is nothing but the rotating regular $N$-gon).

Using a similar idea, in this paper we will look for action minimizers of the spatial $N$-body problem in uniform rotating frames with angular velocity $\omega \in [0, N]$ under different combinations of symmetric and topological constraints. As a result, we find many families of simple choreographies (seen in the rotating frame) parameterized by $\omega$. Moreover all these families start from one planar linear chain (when $\omega = 0$) and end at another one (when $\omega = N$ and seen from the original non-rotating frame).

In particular for certain choices of topological and symmetric constraints, combining our results with those from [2] and [3], we will show when $\omega$ is contained in some sub-interval of $[0, N]$, then the corresponding action minimizers must be a rotating regular $N$-gon entirely contained in the $xy$-plane. These families will include the Marchal’s $P_{12}$ family, when $N = 3$, as well as the families found numerically by Féjoz, when $N = 5$, as we showed in Figure 1 and 2. Potentially they could also coincide with the vertical Lyapunov families discovered in [8]. A rigorous proof of this will be interesting, but seems difficult to obtain.

To achieve our result, there are two main difficulties. First as usual is to show the action minimizers are collision-free. As it is well-known, the problem of ruling
out collision is much more difficult when topological constraints are involved. In [34], for the planar $N$-body problem, the problem was solved by imposing an additional monotone constraints (along a fixed direction) besides the symmetric and topological constraints. To make this idea work, at the beginning one needs to show a minimizer is not degenerate along the direction associated with the monotone constraints. This is not hard to do for the planar problem, as in this case the degenerate minimizer must be collinear and the symmetric and topological constraints ensures the existence of at least one isolated collision. Then one can reach a contradiction by some local deformation argument. However for the spatial problem, even in the degenerate case the masses are still allowed to move inside a two dimension plane, which gives them enough freedom to satisfy the symmetric and topological constraints and avoiding any collision.

Second, we need to show for $\omega = 0$ or $N$, the corresponding action minimizer is actually planar (in the original non-rotating frame), i.e. it is contained in a two dimensional linear subspace of $\mathbb{R}^3$. As we mentioned earlier, even for the $P_{12}$ family we are not sure it actually starts from the planar Figure-Eight. In general it is an interesting but difficult task to determine whether an action minimizer will spread out to the maximal possible dimensions, or only be contained inside a subspace with fewer dimension. As one can see by going to extra dimensions, we decrease the potential function, but increase the kinetic energy. However it is not so clear, which one will be the dominating term (see [3] by Chen).

It turns out the above two difficulties can more or less be resolved simultaneously. The key is to show that for an action minimizer under the particular symmetric constraints we are considering, it must satisfy certain monotone property (see Lemma 4.1). Consequently our result will show the monotone constraints introduced in [34] is in fact unnecessary.

Unfortunately we are not able to prove the action minimizers is always collision-free (we suspect such a result does not always hold), except when $\omega = 0$ or $N$. However we are able to prove any possible collision must be an isolated binary collision (although there may be more than one binary collision at a collision moment) and the collision singularities are $C^0$ block-regularizable (see Definition 2.1, 2.2 and 2.3). Moreover such a collision solution must be entirely contained in the $xy$-plane.

Our paper is organized as follows: in Section 2 the precise statements of our results will be given; in Section 3 several technical lemmas that will be useful in ruling out collision will be introduced; in Section 4 the family of planar linear chains will be proven as action minimizers of the spatial $N$-body problem (in the non-rotating frame) under certain symmetric and topological constraints; in Section 5 we will study the existence of the action minimizers in uniform rotating frame with different angular velocities under certain symmetric and topological constraints; in Section 6 the problem of collision regarding the action minimizers found in Section 5 will be investigated and it will be shown a minimizer is either collision-free or the collision singularities are $C^0$ block-regularizable.

2. THE MAIN RESULTS

Let $q_i = (x_i, y_i, z_i) \in \mathbb{R}^3$ represent the position of a point mass $m_i$, $i \in \mathbb{N} := \{0, \ldots, N-1\}$ and $q = (q_i)_{i \in \mathbb{N}} \in \mathbb{R}^{3N}$. Without loss of generality, assume $m_i = 1$, $\forall i \in \mathbb{N}$. Under Newton’s law of universal gravity, the motions of the masses satisfy
the following equation

\[ \ddot{q}_i = \frac{\partial}{\partial q_i} U(q) = - \sum_{j \in \mathbb{N}\setminus\{i\}} \frac{q_i - q_j}{|q_i - q_j|^3}, \quad \forall i \in \mathbb{N}, \]

where \( U(q) \) is the potential function, the negative potential energy, defined as below

\[ U(q) = \sum_{0 \leq i < j \leq N-1} \frac{1}{|q_i - q_j|}. \]

Equation (1) is the Euler-Lagrange equation of the action functional

\[ \mathcal{A}(q; T_1, T_2) = \int_{T_1}^{T_2} L(q(t), \dot{q}(t)) \, dt, \quad q \in H^1([T_1, T_2], \mathbb{R}^{3N}), \]

where \( H^1([T_1, T_2], \mathbb{R}^{3N}) \) is the space of all Sobolev paths defined on the time interval \([T_1, T_2]\) and \( L(q, \dot{q}) \) is the Lagrangian

\[ L(q, \dot{q}) = K(\dot{q}) + U(q), \quad K(\dot{q}) = \frac{1}{2} \sum_{i \in \mathbb{N}} |\dot{q}_i|^2. \]

For simplicity, we set \( \mathcal{A}(q; T) = \mathcal{A}(q; 0, T) \), for any \( T > 0 \).

If \( q \in H^1([T_1, T_2], \mathbb{R}^{3N}) \) is a collision-free critical point of the action functional, then it is a smooth solution of equation (1). By collision-free, we mean \( q(t) \in \mathbb{R}^{3N} \setminus \Delta \), for any \( t \in [T_1, T_2] \), where \( \Delta \) is the set of collision configurations

\[ \Delta := \{ q = (q_i)_{i \in \mathbb{N}} \in \mathbb{R}^{3N} \mid q_{i_1} = q_{i_2}, \text{ for some } i_1 \neq i_2 \in \mathbb{N} \}. \]

We briefly recall the idea of imposing symmetric constraints following the notations from [14]. Let \( \Lambda = H^1(\mathbb{R}/2\pi\mathbb{Z}, \mathbb{R}^{3N}) \) be the space of 2π-periodic Sobolev loops and \( \hat{\Lambda} = H^1(\mathbb{R}/2\pi\mathbb{Z}, \mathbb{R}^{3N} \setminus \Delta) \) the subset of collision-free loops. Given an arbitrary finite group \( G \) with its action on the loop space \( \Lambda \) defined as following

\[ g(q(t)) = (\rho(g)q_{\sigma(g^{-1})(0)}, \ldots, \rho(g)q_{\sigma(g^{-1})(N-1)}) (\tau(g^{-1})t), \quad \forall g \in G, \]

where

(a) \( \tau : G \rightarrow O(2) \) represents the action of \( G \) on the time circle \( \mathbb{R}/2\pi\mathbb{Z} \);

(b) \( \rho : G \rightarrow O(3) \) represents the action of \( G \) on \( \mathbb{R}^3 \);

(c) \( \sigma : G \rightarrow S_N \) represents the action of \( G \) on \( \mathbb{N} \), where \( S_N \) is the permutation group of \( \mathbb{N} \).

Set \( \Lambda^G = \{ q \in \Lambda \mid g(q(t)) = q(t), \quad \forall g \in G \} \) as the space of \( G \)-equivariant loops and \( \hat{\Lambda}^G = \Lambda^G \cap \hat{\Lambda} \). As all masses are the same, the action functional \( \mathcal{A} \) is invariant under the above group action. By Palais’ symmetric principle [24], a collision-free critical point of \( \mathcal{A} \) in \( \Lambda^G \) is a collision-free critical point of \( \mathcal{A} \) in \( \Lambda \) as well.

Let ‘Id’ be the identity, \( \mathcal{R}_{xz} \) the reflection with respect to the \( xz \)-plane and \( \mathcal{R}_y \) the rotation of \( \pi \) around the \( x \)-axis (\( \mathcal{R} \) with other sub-indices will be defined similarly). We define the symmetric constraints through the action of the dihedral group \( D_N := \langle g, h \mid g^N = h^2 = 1, (gh)^2 = 1 \rangle \) by

\[ \begin{aligned} \tau(g)t &= t - \frac{2\pi}{N}, & \rho(g) &= \text{Id}, & \sigma(g) &= (0, 1, \ldots, N - 1); \\
\tau(h)t &= \frac{2\pi}{N} - t, & \rho(h) &= \mathcal{R}_{xz}, & \sigma(h) &= \prod_{i=0}^{N-1} (i, N - 1 - i), \end{aligned} \]

where \([k]\) represents the largest integer less than or equal to \( k \), for any \( k \in \mathbb{R} \).
The action of $g$ requires all the masses to follow the footstep of $m_0$, i.e.

$$q_i(t) = q_0(t + i \frac{2\pi}{N}), \ \forall t \in \mathbb{R}, \ \forall i \in \mathbb{N}. \quad (5)$$

Hence each collision-free critical point of $\mathcal{A}$ in $\Lambda^{D_N}$ will be a simple choreography. Meanwhile the action of $h$ implies

$$q_0(2\pi - t) = \mathfrak{R}_{xz}q_0(t), \ \forall t \in \mathbb{R}. \quad (6)$$

This means the loop $q_0(\mathbb{R}/2\pi \mathbb{Z})$ is symmetric with respect to the $xz$-plane, and $q_0(t)$ belongs to the $xz$-plane, when $t = 0$ or $\pi$.

With the $D_N$-symmetry defined as above, there is a one-to-one correspondence between loops in $\Lambda^{D_N}$ and paths $q \in H^1([0, \pi/N], \mathbb{R}^{3N})$ satisfying the following conditions

$$
\begin{cases}
q_i(0) = \mathfrak{R}_{xz}q_{N-i}(0), & \forall 1 \leq i \leq \lfloor \frac{N-1}{2} \rfloor, \\
q_i(\frac{\pi}{N}) = \mathfrak{R}_{xz}q_{N-1-i}(\frac{\pi}{N}), & \forall 0 \leq i \leq \lfloor \frac{N-1}{2} \rfloor - 1, \\
q_0(0) = \mathfrak{R}_{xz}q_0(0), \\
q_i(\frac{\pi}{N}) = \mathfrak{R}_{xz}q_{N-1-i}(\frac{\pi}{N}).
\end{cases} \quad (7)
$$

The time interval $[0, \pi/N]$ will be called a *fundamental domain* of $D_N$-equivariant loops. In the following, we will not distinguish between a loop from $\Lambda^{D_N}$ and a path $q \in H^1([0, \pi/N], \mathbb{R}^{3N})$ satisfying (7).

First we can ask if a global minimizer of $\mathcal{A}$ in $\Lambda^{D_N}$ exists and if so, is it collision-free? By a result of Barutello and Terracini [1], such a global minimizer exists under some additional coercive condition and it is collision-free. However it is nothing but the the rotating regular $N$-gon. As a result, if we want to find interesting and non-trivial solutions in $\Lambda^{D_N}$, instead of global minimizers, we need to look for local minimizers. One approach is to impose extra topological constraints to the minimization problem and then look for action minimizers under the same $D_N$-symmetry but different topological constraints.

Although the loop space $\Lambda^{D_N}$ has infinitely many different connected components, one can not expect the action minimizers in each of these connect components to be collision-free, see [10], [39] and [23], so we need to find the proper topological constraints. For the given $D_N$-symmetry, for any $q \in \hat{\Lambda}^{D_N}$, (7) implies

$$
\begin{cases}
y_i(0) = -y_{N-i}(0) \neq 0, & \forall 1 \leq i \leq \lfloor \frac{N-1}{2} \rfloor, \\
y_i(\frac{\pi}{N}) = -y_{N-1-i}(\frac{\pi}{N}) \neq 0, & \forall 0 \leq i \leq \lfloor \frac{N-1}{2} \rfloor - 1.
\end{cases} \quad (8)
$$

This is equivalent to

$$y_0(\frac{k\pi}{N}) \neq 0, \ \forall 1 \leq k \leq N - 1.$$ 

As a result, for any $\xi \in \Xi_N$, where

$$\Xi_N := \{ \xi = (\xi_i)_{i=1}^{N-1} | \xi_i \in \{\pm 1\}, \ \forall i \},$$

we can define

$$\hat{\Lambda}_\xi^{D_N} := \{ q \in \hat{\Lambda}^{D_N} | y_0(i/2) = \xi_i y_0(i/2), \ \forall 1 \leq i \leq N - 1 \}. \quad (10)$$

As a result, for any $\xi \in \Xi_N$, where

$$\hat{\Lambda}_\xi^{D_N} := \{ q \in \hat{\Lambda}^{D_N} | y_0(i/2) = \xi_i y_0(i/2), \ \forall 1 \leq i \leq N - 1 \}. \quad (10)$$

Obviously if $q \in \hat{\Lambda}_\xi^{D_N}$ and $\tilde{q} \in \hat{\Lambda}_{\tilde{\xi}}^{D_N}$ with $\xi \neq \tilde{\xi}$, then there does not exist a continuous path of collision-free loops in $\hat{\Lambda}_\xi^{D_N}$ goes from $q$ to $\tilde{q}$. As $\hat{\Lambda}_\xi^{D_N}$ is not closed, we will consider its weak closure in $\Lambda^{D_N}$ with respect to the $H^1$ norm, which
will be denoted by $\Lambda_{\xi}^{D_N}$. We say $q \in \Lambda^{D_N}$ satisfies the $\xi$-topological constraints, if $q \in \Lambda_{\xi}^{D_N}$.

We would like to show the action functional $A$ has at least one minimizer in $\Lambda_{\xi}^{D_N}$. For this it needs to be coercive in $\Lambda_{\xi}^{D_N}$. Immediately we notice this is not true, as $\Lambda_{\xi}^{D_N}$ is invariant under any linear translation along the $x$ or $z$-axis. One can solve this problem by fixing the center of mass at the origin (see [14]). However for technical reason, we try to avoid such a strong assumption. Instead the following weaker conditions related to $q_0 = (x_0, y_0, z_0) \in H^1(\mathbb{R}/2\pi\mathbb{Z}, \mathbb{R}^3)$ will be required

(11) \[ [x_0] := \frac{1}{2\pi} \int_0^{2\pi} x_0(t) \, dt = 0, \]

(12) \[ [y_0] := \frac{1}{2\pi} \int_0^{2\pi} y_0(t) \, dt = 0, \]

(13) \[ [z_0] := \frac{1}{2\pi} \int_0^{2\pi} z_0(t) \, dt = 0. \]

Notice that by (6), (12) always holds for any $q \in \Lambda^{D_N}$. Although the above conditions are given for the path of $m_0$, by (15), once they hold for the path of $m_0$, they will hold for the paths of other $m_i$’s as well. Now we will state our first result.

**Theorem 2.1.** For each $\xi \in \Xi_N$, the action functional $A$ has at least one minimizer among all loops in $\Lambda_{\xi}^{D_N}$ satisfying (11) and (13), and each action minimizer $q$ is a collision-free simple choreography of $\Pi$ satisfying the following properties.

(a). Either $\dot{x}_0(t) \equiv 0, \forall t \in \mathbb{R}/2\pi\mathbb{Z}$, or $\dot{x}_0(t) = 0$, if and only if $t \in \{0, \pi\}$ and

\[
\begin{cases}
\dot{x}_0(t) > 0 \ (\text{resp.} < 0), & \text{if } t \in (0, \pi), \\
\dot{x}_0(t) < 0 \ (\text{resp.} > 0), & \text{if } t \in (\pi, 2\pi).
\end{cases}
\]

(b). Either $\dot{z}_0(t) \equiv 0, \forall t \in \mathbb{R}/2\pi\mathbb{Z}$, or $\dot{z}_0(t) = 0$, if and only if $t \in \{0, \pi\}$ and

\[
\begin{cases}
\dot{z}_0(t) > 0 \ (\text{resp.} < 0), & \text{if } t \in (0, \pi), \\
\dot{z}_0(t) < 0 \ (\text{resp.} > 0), & \text{if } t \in (\pi, 2\pi).
\end{cases}
\]

(c). $q_0(\mathbb{R}/2\pi\mathbb{Z})$ belongs to a fixed two dimensional plane, which is symmetric with respect to the $xz$-plane.

**Remark 2.1.**

(1) Notice that $\Lambda_{\xi}^{D_N}$ is invariant under an arbitrary rotation with respect to the $y$-axis, so each action minimizer in $\Lambda_{\xi}^{D_N}$ generates an entirely family of action minimizers that are identical to each other after a rotation with respect to the $y$-axis.

(2) Property (b) in the above theorem shows that if the simple choreography is not contained in a plane parallel to the $xy$-plane, then it must satisfy certain **strict monotone property** along the $z$-axis. In particular if $\dot{z}_0(t) > 0$, when $t \in (0, \pi)$, then the $D_N$-symmetry implies:

(14) \[
\begin{cases}
\dot{z}_i(t) > 0, & \forall t \in (0, \frac{\pi}{N}), \text{ if } i \in \{0, n\}, \\
\dot{z}_i(t) > 0, & \forall t \in [0, \frac{\pi}{N}], \text{ if } 1 \leq i \leq n - 1, \\
\dot{z}_i(t) < 0, & \forall t \in [0, \frac{\pi}{N}], \text{ if } n + 1 \leq i \leq N - 1;
\end{cases}
\]
\begin{equation}
\text{when } N = 2n + 1, \begin{cases}
\dot{z}_0(t) > 0, \quad \forall t \in (0, \frac{\pi}{N}), \\
\dot{z}_n(t) > 0, \quad \forall t \in [0, \frac{\pi}{N}), \\
\dot{z}_i(t) > 0, \quad \forall t \in [0, \frac{\pi}{N}), \quad \text{if } 1 \leq i \leq n - 1, \\
\dot{z}_i(t) < 0, \quad \forall t \in [0, \frac{\pi}{N}), \quad \text{if } n + 1 \leq i \leq N - 1.
\end{cases}
\end{equation}

Obviously property (a) implies similar results along the $x$-axis.

Notice that $\Lambda_{\xi}^{D_N}$ is invariant under any rotation with respect to the $y$-axis. Since the action functional is also invariant under these rotations, in fact there is an entirely family of minimizers. In particular one of them is entirely contained in the $xy$-plane, in which case $m_0$ starts from the $x$-axis at $t = 0$, then keeps moving forward (or backward) along the direction of $x$-axis until it reaches the $x$-axis and turns around at $t = \pi$. Meanwhile $m_0$ must cross the $x$-axis at some moment $t \in (i\pi/N, (i + 1)\pi/N)$, if $\xi_i \neq \xi_{i+1}$, for any $i = 1, \ldots, N - 2$. As a result, the corresponding solution looks like a sequence of loops placed continuous along the $x$-axis. Therefore it belongs to the family of linear chains (for numerical pictures see [28] or [10]).

As we mentioned the existence of the family of linear chains has been established by the author in [34], Nevertheless Theorem 2.1 generalizes the result in [34] from a couple of aspects:

(i). in [34] the planar linear chains are obtained as collision-free minimizers of the planar $N$-body problem, while here they are show to be minimizers of the spatial $N$-body problem, so they are minimizers of a much larger family of loops;

(ii). in [34], the linear chains are shown to be collision-free minimizers under additional monotone constraints, so even for the planar $N$-body problem, the above result shows the planar linear chains are collision-free minimizers of a larger family of loops.

Theorem 2.1 shows the existence of a $D_3$-symmetry Figure-Eight of the three body, when $\xi = (1, -1)$ and a $D_4$-symmetry Super-Eight of the four body, when $\xi = (1, -1, 1)$. However as we recall the Figure-Eight of the three body in [11] satisfies the $D_6$-symmetry and the Super-Eight of the four body in [27] satisfies the $D_4 \times \mathbb{Z}_2$-symmetry, where $\mathbb{Z}_2 = \langle f | f^2 = 1 \rangle$. Illuminated by these examples, we define the group $H_N := D_N \times \mathbb{Z}_2$, as the $\mathbb{Z}_2$ extension of $D_N$, with the action of $D_N$ defined as in [4] and the action of $\mathbb{Z}_2$ by:

\begin{equation}
\text{if } N = 2n, \quad \tau(f)t = t, \quad \rho(f) = \mathcal{R}_x, \quad \sigma(f) = \prod_{i=0}^{n-1} (i, n + i)
\end{equation}

\begin{equation}
\text{if } N = 2n + 1, \begin{cases}
\tau(f)t = \frac{\pi}{N} - t, \quad \rho(f) = \mathcal{R}_x, \\
\sigma(f) = \left( \prod_{i=0}^{\frac{n}{2}} (i, n - i) \right) \left( \prod_{i=0}^{\frac{n}{2} - 1} (n + 1 + i, 2n - i) \right).
\end{cases}
\end{equation}

Notice that as a group $H_N$ is isomorphic to $D_{2N}$, when $N = 2n + 1$.

Remark 2.2. Recall that if $q \in \Lambda_{\xi}^{D_N}$, then $q_0(t)$ satisfies (6) and the corresponding loop $q_0(\mathbb{R}/2\pi\mathbb{Z})$ is invariant under the action of $\mathcal{R}_{xz}$.

Meanwhile if $q \in \Lambda_{\xi}^{H_N}$, then besides (6), $q_0(t)$ must satisfies:

\begin{equation}
\begin{cases}
q_0(\pi - t) = \mathcal{R}_x q_0(t), \quad \text{if } N \text{ is odd;} \\
q_0(t + \pi) = \mathcal{R}_z q_0(t), \quad \text{if } N \text{ is even.}
\end{cases}
\end{equation}
Hence $q_0(t)$ satisfies (13) and $q(\mathbb{R}/2\pi \mathbb{Z})$ is also invariant under the action of $\mathcal{R}_x$.

Given an arbitrary $\xi \in \Xi_N$, the $\xi$-topological constraints is not always compatible with the $H_N$-symmetry constraint, i.e., $\Lambda^H_\xi$ is a non-empty set if and only if

$$
|\xi_i - \xi_{N-i}| = \begin{cases} 
2, & \text{if } N = 2n + 1, \\
0, & \text{if } N = 2n,
\end{cases} \forall i \in \{1, \ldots, \lfloor N/2 \rfloor\}.
$$

**Theorem 2.2.** For each $\xi \in \Xi_N$ satisfying (19), $A$ has at least one minimizer among all loops in $\Lambda^{D_N}_\xi$ satisfying (14), and each minimizer $q$ is a collision-free simple choreography of (1) satisfying all the properties listed in Theorem 2.1. Moreover $q_0(\mathbb{R}/2\pi \mathbb{Z})$ belongs to the $yz$-plane, i.e., $x_0(t) \equiv 0, \forall t \in \mathbb{R}/2\pi \mathbb{Z}$.

**Remark 2.3.**

1. As we mentioned in Remark 2.1, a minimizer in $\Lambda^{D_N}_\xi$ generates an entire family of minimizers by rotating it with respect to the $y$-axis by an arbitrary angle. Meanwhile by the above Theorem a minimizer in $\Lambda^H_\xi$ must belong to the $yz$-plane, as if we rotate it with respect to the $y$-axis, it will not belong to $\Lambda^H_\xi$ anymore, except the rotating angle is $k\pi$ with $k \in \mathbb{Z}$.

2. Although numerical results suggest the action minimizers obtained in Theorem 2.1 under the $D_N$-symmetry should satisfy the $H_N$-symmetry as well (when $\xi$ satisfies (19)), no proof is available at this moment.

3. For $N = 3$, the $H_3(\cong D_6)$-symmetry constraint is the same as the one used by Marchal in discovering the $P_{12}$ family (see [18] and [9]), so the above theorem shows, when $\omega = 0$, the corresponding minimizer in the $P_{12}$ family is entirely contained in the $yz$-plane and precisely the Figure-Eight solution of Chenciner and Montgomery.

Now let’s consider our problem in a coordinate frame rotating around the $z$-axis at a constant angular velocity $\omega \in \mathbb{R}$. To simplify notation, the $xy$-plane will be identified with the 1-dim complex plane $\mathbb{C}$ with $j = \sqrt{-1}$, so $q_i = (x_i, y_i, z_i) \in \mathbb{R}^3$ will also be written as

$$q_i = (\zeta_i, z_i) \in \mathbb{C} \times \mathbb{R}, \text{ where } \zeta_i = x_i + jy_i.$$ 

Given an arbitrary path $q \in H^1([T_1, T_2], \mathbb{R}^3N)$ in the rotating frame with angular velocity $\omega$, the same path in the original non-rotating frame has the expression

$$
\exp^{j\omega t}q(t) = (\exp^{j\omega t}q_i(t))_{i \in \mathbb{N}} := ((\exp^{j\omega t}\zeta_i(t), z_i(t)))_{i \in \mathbb{N}}, \quad t \in [T_1, T_2].
$$

For a given angular velocity $\omega$, we introduce the following action functional

$$
\mathcal{A}_\omega(q; T_1, T_2) := \int_{T_1}^{T_2} L_\omega(q, \dot{q}) \, dt; \quad L_\omega(q, \dot{q}) = K_\omega(q, \dot{q}) + U(q)
$$

where $U(q)$ is the potential function defined in (2) and

$$
K_\omega(q, \dot{q}) := \frac{1}{2} \sum_{i \in \mathbb{N}} (|\dot{\zeta}_i + j\omega \zeta_i|^2 + |\dot{z}_i|^2).
$$

Then

$$
\mathcal{A}_\omega(q; T_1, T_2) = \mathcal{A}(\exp^{j\omega t}q; T_1, T_2),
$$
Moreover if \( q(t) \) is a collision-free critical point of \( A_\omega \), then it is a solution of

\[
\begin{align*}
\dot{\xi}_i &= \omega^2 \zeta_i - 2\omega \| \zeta_i \| + \partial_\zeta U(q), \\
\dot{\zeta}_i &= \partial_{\zeta_i} U(q),
\end{align*}
\]

and the correspondingly \( e^{j\omega t} q(t) \), is a solution of (1).

For a given \( G \)-symmetry constraint, recall that a critical point of \( A_\omega \) in \( \Lambda^G \) is a critical point of \( A_\omega \) in \( \Lambda \), if \( A_\omega \) is invariant under the action of \( G \). For this to hold for any \( \omega \) with \( K_\omega \) defined as in (21), we need the \( z \)-axis to be a rotation axis with respect to the \( G \)-symmetry constraint, see Lemma 2.16 for the details. We point out that for the \( D_\omega \)-symmetry constraint given before, the \( z \)-axis is a rotation axis for any \( N \), but for the \( H_N \)-symmetry constraint, this is the case only when \( N \) is odd.

Fix an arbitrary \( \xi \in \Xi_N \), after the above explanation we may consider the minimization problem of \( A_\omega \) in \( \Lambda^D_N \) for any \( \omega \in \mathbb{R} \), and it seems natural to ask the following questions:

(I). Does there always exist an action minimizer \( q^\omega \) of \( A_\omega \) in \( \Lambda^D_N \) under some proper coercive conditions, for any \( \omega \in \mathbb{R} \)?

(II). If such an action minimizer \( q^\omega \) exists, will it be collision-free? If not, could it be regularized in a sense, so that it can still provide us useful information of nearby smooth solutions?

(III). If such an action minimizer \( q^\omega \) exists, will it be the unique one (after modulo the obvious symmetries)?

(IV). Will it be possible to establish some kind of continuity of this family \( q^\omega \) with respect to certain parameter, for example \( \omega \)?

**Remark 2.4.** We notice that it will be enough to consider the above questions for \( \omega \in [0, N] \), as for other values of \( \omega \), the corresponding action minimization problem can be reduced to the previous cases after the following two steps:

First, for any loop \( q(t) \in \Lambda \), it belongs to \( \Lambda^{D_N}_\xi \) if and only if the corresponding loop \( e^{-2kN\bar{\omega}} q(t) \) belongs to \( \Lambda^{D_N}_\xi \), for any \( k \in \mathbb{Z} \). Moreover for any \( t \in \mathbb{R} \),

\[
U((e^{-2kN\bar{\omega}} q(t))) = U(q(t)) \text{ and } K_{\omega + 2kN} \left( e^{-2kN\bar{\omega}} q(t), \frac{d(e^{-2kN\bar{\omega}} q(t))}{dt} \right) = K_\omega(q(t), \dot{q}(t)).
\]

This means \( q(t) \) is a minimizer of \( A_\omega \) in \( \Lambda^{D_N}_\xi \) if and only if \( e^{-2kN\bar{\omega}} q(t) \) is a minimizer of \( A_{\omega + 2kN} \) in \( \Lambda^{D_N}_\xi \). Hence we only need to study the problem for \( \omega \in [-N, N] \).

Second, a loop \( q(t) \in \Lambda \) belongs to \( \Lambda^{D_N}_\xi \) if and only if the corresponding loop \( \bar{q}(t) \) belongs to \( \Lambda_{\bar{\xi}}^{D_N} \), where

\[
\bar{q}(t) = (\bar{q}_i(t))_{i \in \mathbb{N}} := (x_i(t) - \tilde{y}_i(t), z_i(t))_{i \in \mathbb{N}} \quad \text{and} \quad -\xi := (-\xi_i)_{i=1}^{N-1}.
\]

Moreover for any \( t \in \mathbb{R} \),

\[
K_\omega(q(t), \dot{q}(t)) = K_{-\omega}(q(t), \dot{q}(t)) \quad \text{and} \quad U(q(t)) = U(\bar{q}(t)).
\]

Again this implies \( q(t) \in \Lambda^{D_N}_\xi \) is a minimizer of \( A_\omega \) if and only if \( \bar{q}(t) \in \Lambda^{D_N}_{-\bar{\xi}} \) is a minimizer of \( A_{-\bar{\omega}} \) in \( \Lambda^{D_N}_{\bar{\xi}} \). Hence it will be enough for us to consider the minimization problem for \( \omega \in [0, N] \).

Regarding question (I), we have the next two theorems.
Theorem 2.3. For any $\omega \in [0, N]$ and $\xi \in \Xi_N$, the following properties hold.

(a) If $\omega \in [0, N] \setminus \mathbb{Z}$, the action functional $A_\omega$ has at least one minimizer among all loops in $\Lambda^{DN}_\xi$ satisfying (13).

(b) If $\omega \in \{0, N\}$, the action functional $A_\omega$ has at least one minimizer among all loops in $\Lambda^{DN}_\xi$ satisfying (11) and (13).

When $k \in [1, N-1] \cap \mathbb{Z}$, $A_k$ is not coercive among all loops in $\Lambda^{DN}_\xi$ even under the condition (13), see [2, Proposition 7] or Theorem 2.4 in the following. However when $k$ is coprime with $N$, i.e. gcd$(k, N) = 1$, with the additional $\xi$-topological constraints, $A_k$ may still be coercive among all loops in $\Lambda^{DN}_\xi$ satisfying (13). To give a precise statement, let us consider the regular $N$-gons entirely contained in the $xy$-plane with the center of mass at the origin. The locations of masses are determined by the rule that starting from the vertex occupied by $m_i$, $m_{i+1}$ shall be placed on the $(k+1)$-th vertex (assuming the one occupied by $m_i$ is the first) along the clockwise direction with $m_0$ lying to the $x$-axis. Figure 4 shows the locations of the masses in the five body problem for different $k$.

For each $k \in [1, N-1] \cap \mathbb{Z}$, up to a renormalization of size, there are precisely two such regular $N$-gon's, one with $m_0$ lying on the negative $x$-axis and the other with $m_0$ on the positive $x$-axis. In the following $\mathfrak{N}_k^-$ and $\mathfrak{N}_k^+$ will denote these two regular $N$-gon's with the size such that $e^{\beta} \mathfrak{N}_k^\pm$ are solutions of (11).

Remark 2.5. We point out that for any $k \in [1, N-1]$ satisfying gcd$(k, N) = 1$ and $\lambda > 0$, $\lambda e^{-\lambda t} \Phi_{\xi, k}^{\pm}$ is a $2\pi$-periodic loop satisfying the $D_N$-symmetry constraint. In fact it also satisfies the $H_N$-symmetry constraint, when $N$ is odd, but not when $N$ is even. As a result, there is a unique $\xi(\Phi_{\xi, k}^\pm) \in \Xi_N$, such that $\lambda e^{-\lambda t} \Phi_{\xi, k}^\pm \in \Lambda^{DN}_{\xi(\Phi_{\xi, k}^\pm)}$.

Theorem 2.4. For any $\xi \in \Xi_N$ and $k \in [1, N-1] \cap \mathbb{Z}$ satisfying gcd$(k, N) = 1$, the following properties hold.

(a) If $\xi \neq \xi(\Phi_{\xi, k}^\pm)$, $A_k$ has at least one minimizer among all loops in $\Lambda^{DN}_{\xi(\Phi_{\xi, k}^\pm)}$.

(b) If $\xi = \xi(\Phi_{\xi, k}^-)$, $A_k$ does not have a minimizer among all loops in $\Lambda^{DN}_{\xi(\Phi_{\xi, k}^-)}$ satisfying (14). In particular, $\inf\{A_k(q) | q \in \Lambda^{DN}_{\xi(\Phi_{\xi, k}^-)}$ satisfying (14) $\} = 0$.

(c) If $\xi = \xi(\Phi_{\xi, k}^\pm)$, let $q^n \in \Lambda^{DN}_{\xi(\Phi_{\xi, k}^\pm)}$ be an arbitrary minimizing sequence of $A_k$, i.e. $\lim_{n \to \infty} A_k(q^n; 2\pi) = 0$, then $|q^n(t)| \to \infty$ uniformly on $t \in \mathbb{R}$, for any $i \in \mathbb{N}$, and after passing to a subsequence, $\frac{q^n(t)}{|q^n(t)|}$ converges uniformly to $e^{-\lambda t} \Phi_{\xi, k}^\pm$ on $t \in \mathbb{R}$.
With the families of minimizers obtained by the above theorems, the next obviously is to see if they are collision-free.

**Theorem 2.5.** For any $\omega \in [0, N]$ and $\xi \in \Xi_N$, if $q^\omega$ is an action minimizer of $A_\omega$ among all loops in $\Lambda^{D_N}_\xi$ satisfying (13) (and (11), if $\omega \not\in \{0, N\}$), then the following properties hold.

(a) If $\omega \in \{0, N\}$, $q^\omega$ is a collision-free solution of (22). Moreover when $\omega = N$, in the non-rotating frame, the corresponding $e^{tN_0}q^\omega$ is a collision-free minimizer of $A$ among all loops in $\Lambda^{D_N}_\xi$ satisfying (11) and (13), where

$$\xi^*_i = \begin{cases} -\xi_i, & \text{if } i \text{ is odd,} \\ \xi_i, & \text{if } i \text{ is even.} \end{cases}$$

(b) If $\omega \in (0, N)$, then either $q^\omega$ is a collision-free solution of (22) or the set of collision moments $\Delta^{-1}(q^\omega) := \{t \in \mathbb{R} : q^\omega(t) \in \Delta\}$ is non-empty. In the latter case, $\Delta^{-1}(q^\omega) \subset \{t = \ell \pi/N : \ell \in \mathbb{Z}\}$, and $q^\omega(t), t \in \mathbb{R} \setminus \Delta^{-1}(q^\omega)$, is a solution of (22).

(c) If $\omega \in (0, N)$ and $\Delta^{-1}(q^\omega) \neq \emptyset$, then $q^\omega(t)$ belongs to the $xy$-plane, for all $t \in \mathbb{R}/2\pi\mathbb{Z}$, and for any $t \in \Delta^{-1}(q^\omega)$, $q^\omega(t)$ can only have binary collisions. In particular, when $t = 0$ or $\pi/N$, $q^\omega(t)$ can only have binary collisions between $m_j$ and $m_k$ satisfying

$$\{j, k\} = \begin{cases} \{i, N - i\}, & \text{for some } i \in \{1, \ldots, \frac{N-1}{2}\}, \quad \text{if } t = 0, \\ \{i, N - 1 - i\}, & \text{for some } i \in \{0, \ldots, \frac{N}{2} - 1\}, \quad \text{if } t = \pi/N. \end{cases}$$

For other collision moments, the possible pairs of binary collisions can be determined through the $D_N$-symmetry.

**Remark 2.6.** By Theorem 2.1, when $\omega = 0$, the minimizer $q^\omega(t)$ must be a planar linear chain contained in a plane symmetric with respect to the $xz$-plane, and when $\omega = N$, so is $e^{tN_0}q^\omega(t)$ in the original non-rotating frame, although most likely the corresponding $q^\omega(t)$ in the rotating frame is not contained in any fixed two-dimensional plane.

Here we are not able to show $q^\omega$ is always collision-free, when $\omega \in (0, N)$. In fact, we think a general result like this does not hold and make the following conjecture.

**Conjecture 2.1.** There exist $N > 3$, $\omega \in (0, N)$ and $\xi \in \Xi_N$, such that if $q^\omega$ is an action minimizer of $A_\omega$ among all loops in $\Lambda^{D_N}_\xi$ satisfying (13), then it must contain at least one collision.

Meanwhile property (c) in the above theorem has the obvious corollary, where the condition may be relatively easy to verify using rigorous numerical method.

**Corollary 2.1.** For any $\omega \in (0, N)$ and $\xi \in \Xi_N$, let $q^\omega$ be an action minimizer of $A_\omega$ among all loops in $\Lambda^{D_N}_\xi$ satisfying (13), then if there are two different moment $t_0 \neq t_1$, such that $z_0(t_0) \neq z_1(t_1)$, then $q^\omega$ must be a collision-free solution of (22).

Facing the possibility of having collision in the corresponding action minimizers, the next thing we can hope is to show they are regularizable in some sense, so that these collision solutions will still provide us useful informations of the nearby dynamics of the $N$-body problem, see the comments by Montgomery in [23]. Results
about regularizable collision solutions that are found as action minimizers can be found in [26] and [20].

By Theorem 2.5, the action minimizers can only have binary collisions at a collision moment. Although there may be just one binary collision or more than one, and in the former case better result can be obtained using Kustaanheimo-Stiefel regularization [17], we will not discuss them separately, as we can not rule out the latter and it contains the former as a special case. By abuse of notation, we will call both cases simultaneous binary collisions. The regularization of simultaneous binary collisions has been studied by several authors, see [29], [12] and [19].

The result will work in our case is from [12]. To explain it, let’s consider the N-body problem in the non-rotating frame. Recall that associated to the Lagrangian $L(q, \dot{q})$, we have the Hamiltonian

$$H(q, p) = \left( \frac{\partial L}{\partial \dot{q}}(q, \dot{q}) - L(q, \dot{q}) \right),$$

with the corresponding Hamiltonian vector field

$$\dot{q} = \partial_p H(q, p); \quad \dot{p} = -\partial_q H(q, p).$$

Since $m_i = 1$, for all $i \in \mathbb{N}$, $q(t)$ is a solution of (11) if and only if $(q, \dot{q})(t)$ is an orbit of (25).

Given a $q^- \in C^2((t_0 - 2\delta, t_0), \mathbb{R}^{3N}) \cap C^0((t_0 - 2\delta, t_0], \mathbb{R}^{3N})$ (or $q^+ \in C^2((t_0, t_0 + 2\delta), \mathbb{R}^{3N}) \cap C^0((t_0, t_0 + 2\delta), \mathbb{R}^{3N})$), for some $\delta > 0$, we say $(q^-, \dot{q}^-)(t)$ (or $(q^+, \dot{q}^+)(t)$), is a collision orbit (or an ejection orbit) of (25), if $q^\pm(t) \notin \Delta$ and $(q^\pm, \dot{q}^\pm)(t)$ satisfies (25), for any $t \neq t_0$, and $q^\pm(t_0) \in \Delta$.

**Definition 2.1.** We say a collision orbit $(q^-, \dot{q}^-)(t)$ with $q^-(t_0) \in \Delta$ is $C^k$ block-regularizable, $k \geq 0$, if there is a unique ejection orbit $(q^+, \dot{q}^+)(t)$, such that $q^+(t_0) = q^-(t_0)$, and there are two $(6N - 1)$-dim cross sections $\Sigma^\pm$ both transversal to the vector field (25), such that $(q^\pm, \dot{q}^\pm)(t \pm \delta) \in \Sigma^\pm$ and the map

$$\phi : \Sigma^- \setminus \{(q^-, \dot{q}^-)\} \to \Sigma^+ \setminus \{(q^+, \dot{q}^+)\}$$

induced by the Hamiltonian flow of (25) is a $C^k$ diffeomorphism, and moreover by defining $\phi((q^-, \dot{q}^-)) = (q^+, \dot{q}^+)$, we can extend $\phi$ to a $C^k$ diffeomorphism from $\Sigma^-$ to $\Sigma^+$.

We say a collision singularity $q^* \in \Delta$ is $C^k$ block-regularizable, if any collision orbit $(q^-, \dot{q}^-)(t)$ with $q^-(t_0) = q^*$ is $C^k$ block-regularizable.

The following result was proven in [12], Corollary G.

**Proposition 2.1.** Any simultaneous binary collisions in the spatial N-body problem is $C^0$ block-regularizable.

Notice that in our approach when an action minimizer has a collision moment, the collision and ejection orbits are given a priori. In order to prove the action minimizer is block regularizable, we need to show they form the unique pair of collision and ejection orbits associated to each other. For this, we introduce the following definitions.

**Definition 2.2.** Given a $q \in C^2((t_0 - 2\delta, t_0) \cup (t_0, t_0 + 2\delta), \mathbb{R}^{3N}) \cap C^0((t_0 - 2\delta, t_0 + 2\delta), \mathbb{R}^{3N})$, we say $(q, \dot{q})(t)$ is a collision-ejection orbit of (25), if $q(t) \notin \Delta$ and $(q, \dot{q})(t)$ satisfies (25), for any $t \neq t_0$, and $q(t_0) \in \Delta$. We say such a collision-ejection orbit is $C^k$ block-regularizable, $k \geq 0$, if $(q, \dot{q})(t), t \in (t_0 - 2\delta, t_0)$ is a
$C^k$ block-regularizable collision orbit, and $(q, \dot{q})(t), t \in (t_0, t_0 + 2\delta)$ is the unique ejection orbit associated to it.

**Definition 2.3.** Given a $q \in C^0(\mathbb{R}, \mathbb{R}^{3N})$, we say it is a collision solution of (1), if $\Delta^{-1}(q) = \{ t \in \mathbb{R} : q(t) \in \Delta \}$ is a non-empty and isolated subset of $\mathbb{R}$, and $q \in C^2(\mathbb{R} \setminus \Delta^{-1}(q), \mathbb{R}^{3N})$ satisfies equation (1). Such a collision solution $q(t)$ is called $C^k$ block-regularizable, $k \geq 0$, if for each $t_0 \in \Delta^{-1}(q)$, there is a $\delta > 0$, such that the corresponding collision-ejection orbit $(q, \dot{q})(t), t \in (t_0 - 2\delta, t_0 + 2\delta)$ is $C^k$ block-regularizable.

After the above explanation, we can see even if an action minimizer is just a collision solution, as long as they are $C^k$ block-regularizable, it still carries useful information for the nearby dynamics of the N-body problem. For this reason, we will prove the following result.

**Theorem 2.6.** For any $\omega \in (0, N)$ and $\xi \in \Xi_N$, let $q^\omega$ be an action minimizer of $\mathcal{A}_c$ among all loops in $\mathcal{A}_c^{EN}$ satisfying (19), if $q^\omega$ is not collision-free, then in the non-rotating frame, the corresponding $e^{\lambda t}q^\omega(t)$ is a $C^0$ block-regularizable collision solution of (1).

**Remark 2.7.** It will be interesting if one can improve the regularity of the block-regularization in the above theorem. Our proof is based on results in [12], where only $C^0$ regularity is obtained. In [19], simultaneous binary collisions are also shown to be $C^k$ block-regularizable, for $k = 8/3$, however it only applies to some special cases and does not seem to work here.

Like in the case of non-rotating frame, we may consider the corresponding minimization problem under the $H_N$-symmetry constraint, when $N$ is odd, as under the $H_N$-symmetry constraint, $\mathcal{A}_c$ is invariant under the action of $H_N$ only when $N$ is odd.

**Theorem 2.7.** When $N$ is odd, for any $\omega \in [0, N]$ and $\xi \in \Xi_N$ satisfying (19), if $q^\omega$ is an action minimizer of $\mathcal{A}_c$ among all loops in $\mathcal{A}_c^{EN}$ satisfying (19) (and (11), if $\omega \in \{0, N\}$), then it satisfies all the properties in Theorem 2.5 and 2.6.

**Remark 2.8.** By Theorem 2.5 when $\omega = 0$, the minimizer $q^\omega(t)$ is a planar linear chain contained in the $yz$-plane, and when $\omega = N$, so is $e^{JNt}q^\omega(t)$ in the original non-rotating frame.

The previous three theorems more or less give us an answer to question (II). Compare to question (I) and (II), question (III) and (IV) are much more difficult. Despite of this, there are some partial results available.

Recall that for any $k \in [1, N - 1] \cap \mathbb{Z}$ satisfying gcd$(k, N) = 1$, $e^{\lambda t}N_k^\pm$ is a solution of (1) (with period $2\pi$). Due to the homogeneity of potential, for any $\lambda \in \mathbb{R}$, $|\lambda|^{-\frac{\pi}{2}}e^{\lambda Nt}N_k^\pm$, is a solution of (1) as well. Then in the rotating frame with angular velocity $\omega$,

$N_{k, \omega}^\pm(t) := |\omega - k|^{-\frac{\pi}{2}}e^{-\frac{\pi}{k}t}N_k^\pm, t \in \mathbb{R},$

is a periodic solution of (22) with minimal period $2\pi/k$. Meanwhile by Remark 2.5 there is a unique $\xi(N_k^\pm) \in \Xi_N$, such that $N_{k, \omega}^\pm(t) \in \mathcal{A}_c^{D_{N\xi}(N_k^\pm)}$. Moreover when $N$ is odd, $N_{k, \omega}^\pm(t)$ also belongs to $\mathcal{A}_c^{H_{N\xi}(N_k^\pm)}$. Combining the above theorems and results from Barutello and Terracini [2] or Chenciner and Féjoz in [8], immediately we have the following corollary.
Corollary 2.2. For any \( k \in [1, N - 1] \cap \mathbb{Z} \) satisfying \( \gcd(k, N) = 1 \), there is a constant \( \delta(k, N) > 0 \), such that when \( \omega \in (k - \delta(k, N), k + \delta(k, N)) \setminus \{k\} \), \( \mathcal{N}_\omega(t) \) is the unique action minimizer of \( \mathcal{A}_\omega \) among all loops in \( \Lambda_{\xi(\mathcal{G})}^{D_N} \) satisfying (13), and \( \mathcal{N}_\omega(t) \) depends continuously on \( \omega \).

When \( N \) is odd, the same result holds under the \( H_N \)-symmetry constraint.

Remark 2.9. Notice that as \( \omega \) goes to \( k \), the size of the regular \( N \)-gon goes to infinity. In some sense the corresponding minimizer for \( \omega = k \) can be seen as an infinite large regular \( N \)-gon without any motion in the original non-rotating frame.

We finish this section with some explanation of the above corollary for the \( 5 \)-body problem under the \( H_5 \)-symmetry constraint. When \( N = 5 \) and \( k = 2, \xi(\mathcal{G}_5) = (1, 1, -1, -1, -1) \). The corresponding family of minimizers \( q^*(t) \) starting from a figure eight in the \( yz \)-plane when \( \omega = 0 \), as \( \omega \) increases the two loops in the eight begin to fold and when \( \omega \in (2 - \delta(2, 5), 2 + \delta(2, 5)) \setminus \{2\} \), \( q^*(t) = N_{\omega, \omega}(t) \), which are rotating \( 5 \)-gons entirely contained in the \( xy \)-plane with its size goes to infinity, as \( \omega \) approaches to 2. When \( \omega > 2 + \delta(2, 5) \), the masses should not be able to stay on the \( xz \)-plane all the time. In particular, when \( \omega = 5 \), in the original non-rotating frame \( e^{\omega t} q^*(t) \) is a three-loop planar linear chain (a super eight) contained in the \( yz \)-plane satisfying the \( \xi^* = (-1, 1, 1, -1) \)-topological constraint. When \( N = 5 \) and \( k = 4, \xi(\mathcal{G}_5) = (1, -1, 1, -1, -1) \). Things are similar as above, except when \( \omega = 0 \), \( q^*(t) \) is the four-loop linear chain and when \( \omega = 5 \), in the original non-rotating frame \( e^{\omega t} q^*(t) \) is a regular rotating \( 5 \)-gon (a loop) contained in the \( yz \)-plane satisfying the \( \xi^* = (-1, -1, -1, -1) \)-topological constraint.

3. Technical lemmas

In this section, we collect several deformation lemmas that can be used to decrease the action value of collision paths. In the case of non-rotating frame, these results are proven in a series of papers by the author ([33], [34] and [32]). Here we generalize them to the case of uniformly rotating frame. Throughout this section, we assume \( q(t), t \in [0, T] \) a collision solution of (22), which is collision-free, for any \( t \in (0, T) \), and contains at least one collision at the moment \( t = 0 \).

Given an \( \mathbf{I} \subset \mathbf{N} \), we say \( q(t) \) has an \( \mathbf{I} \)-cluster collision at the moment \( t = t_0 \), if

\[
\forall i \in \mathbf{I}, \begin{cases} 
q_i(t_0) = q_j(t_0), & \text{if } j \in \mathbf{I} \setminus \{i\}; \\
q_i(t_0) \neq q_j(t_0), & \text{if } j \in \mathbf{N} \setminus \mathbf{I}.
\end{cases}
\]

Let’s assume \( q(0) \) has an \( \mathbf{I} \)-cluster collision. In the first half of the section, we further assume \( |\mathbf{I}| = 2 \) (\( |\mathbf{I}| \) represents the cardinality of the set \( \mathbf{I} \)). Without loss of generality, let’s say \( \mathbf{I} = \{j, k\} \). Let \( q_c(t) = \frac{q_j(t) + q_k(t)}{2} \) be the center of mass of \( m_j \) and \( m_k \), and

\[
q_i(t) = (x_i(t), y_i(t), z_i(t)) = q_i(t) - q_c(t), \quad \forall i \in \mathbf{I},
\]

the relative position of \( m_i \) with respect to the center of mass of \( m_j \) and \( m_k \). Introducing the spherical coordinates \( (r, \phi, \theta) \) of \( \mathbb{R}^3 \) with \( r \geq 0, \phi \in [0, \pi] \) and \( \theta \in \mathbb{R} \), then

\[
x_i = r_i \sin \phi_i \cos \theta_i, \quad y_i = r_i \sin \phi_i \sin \theta_i, \quad z_i = r_i \cos \phi_i, \quad \forall i \in \mathbf{I}.
\]

Since \( q_j(t) + q_k(t) = 0 \) and \( m_j = m_k = 1 \), we have

\[
r_k(t) = r_j(t), \quad \phi_k(t) = \pi - \phi_j(t), \quad \theta_k(t) = \pi + \theta_j(t).
\]
The following asymptotic properties are crucial in our proofs of the deformation lemmas.

**Proposition 3.1.** For any \( i \in I \) and \( t > 0 \) small enough,
\[
q_i(t) = C_1 t^\frac{\pi}{2} + o(t^\frac{\pi}{2}), \quad \dot{q}_i(t) = C_2 t^{\frac{\pi}{2}} + o(t^{\frac{\pi}{2}}).
\]
This is the well-known Sundman’s estimates, for a proof see [14].

**Proposition 3.2.** For any \( i \in I \), there exist \( \phi_i^+ \in [0, \pi] \) and \( \theta_i^+ \in \mathbb{R} \) satisfying
\begin{align*}
(\text{a).} & \quad \lim_{t \to 0^+} \phi_i(t) = \phi_i^+, \quad \lim_{t \to 0^+} \theta_i(t) = \theta_i^+, \\
(\text{b).} & \quad \lim_{t \to 0^+} \phi_i(t) = \lim_{t \to 0^+} \theta_i(t) = 0, \\
(\text{c).} & \quad \phi_k^+ = \pi - \phi_j^+, \quad \theta_k^+ = \pi + \theta_j^+.
\end{align*}
This proposition implies \( m_j \) and \( m_k \) must approach to the binary collision along some definite directions. A detailed proof can be found in [33] and [32].

Now we will state our first deformation lemma. It is a local property in nature and shows that after a local deformation of the path \( q \) in a small neighborhood of the moment \( t = 0 \), we can get rid of the isolated collision and obtain a new path with action value strictly smaller than \( q \)’s. Up to our knowledge, this type of local deformation first appeared in an unpublished paper by Montgomery [22] and further developed in the thesis of Venturelli [31]. For an isolated binary collision, a better result was obtained by the author in [33].

**Lemma 3.1.** For any \( \omega \in \mathbb{R} \), if \( \theta_j^+ \neq \frac{\pi}{2} (\text{mod } 2\pi) \) (resp. \( \theta_j^+ = \frac{\pi}{2} (\text{mod } 2\pi) \)), then for positive \( \varepsilon \) and \( \delta \) small enough, there is a \( q^\varepsilon \in H^1([0, T], \mathbb{R}^3) \) (a local deformation of \( q \) near \( t = 0 \)) satisfying the following properties.
\begin{enumerate}
  \item If \( i \in \mathbb{N} \setminus I \), \( q_i^\varepsilon(t) = q_i(t), \forall t \in [0, T] \), and if \( i \in I \),
  \[
  \begin{cases}
  q_i^\varepsilon(t) = q_i(t), & \forall t \in [\delta, T]; \\
  |q_i^\varepsilon(t) - q_i(t)| \leq \varepsilon, & \forall t \in [0, \delta].
  \end{cases}
  \]
  \item \( x_i^\varepsilon(0) = x_i(0) \) and \( z_i^\varepsilon(0) = z_i(0), \forall i \in I \). Furthermore \( q_j^\varepsilon(0) = \mathcal{R}_{xy} q_k^\varepsilon(0) \) with \( y_j^\varepsilon(0) = -y_k^\varepsilon(0) < 0 \) (resp. \( y_j^\varepsilon(0) = -y_k^\varepsilon(t) > 0 \)).
  \item \( A_\omega(q^\varepsilon, T) < A_\omega(q, T) \).
\end{enumerate}

**Remark 3.1.** The boundary condition \( y_j^\varepsilon(0) > 0 \) (resp. \( y_j^\varepsilon(0) < 0 \)) listed in property (b) of the above lemma is directly related with the \( \xi \)-topological constraints introduced in the previous section. Because of this boundary condition, the above lemma does not hold, when \( \theta_j^+ = \frac{\pi}{2} (\text{mod } 2\pi) \) (resp. \( \theta_j^+ = -\frac{\pi}{2} (\text{mod } 2\pi) \)). By the result of Gordon ([16]), we know that a local deformation result like above does not exist in this case.

**Proof.** First for \( \omega = 0 \), the above result is the same as Lemma 2.1 in [32]. A proof can be given based on Terracini’s blow-up technique and a basic result of the Kepler problem, which says the zero energy collision-ejection solution which connects two different points with the same distance to the origin, has action value strictly large than the direct and indirect arcs joining these two points with the same transfer time ([15]). In the planar case a detailed proof can be found in [33] Proposition 4.3. The spatial case can be proven similarly.

When \( \omega \neq 0 \), we can reduce the problem to the case with \( \omega = 0 \). To see this, recall that for any path \( \tilde{q} \in H^1([0, T], \mathbb{R}^3) \), the corresponding path \( e^{i\omega t} \tilde{q} \in H^1([0, T], \mathbb{R}^3) \), see (20), satisfies \( A(e^{i\omega t} \tilde{q}, T) = A_\omega(\tilde{q}, T) \). \( \square \)
To deal with the cases that are not covered by Lemma 3.1 (see Remark 3.1), new techniques other than local deformations have to be introduced, so some global property of the collision solution can be used. This is why the monotone constraints were introduced in [33]. Here we reproduce the key results under weaker conditions following [32].

**Definition 3.1.** Given two arbitrary subsets \( I_0, I_1 \) of \( N \) satisfying

\[
I_0 \cup I_1 = N \setminus I, \quad I_0 \cap I_1 = \emptyset, \quad \text{and} \quad I_0 \cup I_1 \neq \emptyset.
\]

We say \( q(t), t \in [0, T] \), is \textit{x-separated} (by \( m_j \) and \( m_k \)), if

(i). \( x_k(T) \leq x_k(t) \leq x_k(0) = x_j(0) \leq x_j(t) \leq x_j(T), \forall t \in [0, T], \)

(ii). \( x_i(t) \leq x_k(T), \) if \( i \in I_0 \) and \( x_i(t) \geq x_j(T), \) if \( i \in I_1, \forall t \in [0, T], \)

and \textit{z-separated} (by \( m_j \) and \( m_k \)), if

(iii). \( z_k(T) \leq z_k(t) \leq z_k(0) = z_j(0) \leq z_j(t) \leq z_j(T), \forall t \in [0, T], \)

(iv). \( z_i(t) \leq z_k(T), \) if \( i \in I_0, \) and \( z_i(t) \geq z_j(T), \) if \( i \in I_1, \forall t \in [0, T]. \)

**Lemma 3.2.** For any \( \omega \in \mathbb{R} \), when \( \theta_j^+ = \pm \frac{\pi}{2} (\text{mod } \pi) \), if \( q(t), t \in [0, T] \) is \textit{z-separated and} \( z_j(T) > z_k(T) \), then for \( \varepsilon > 0 \) small enough, there is a new path \( q^\varepsilon : [0, T] \rightarrow \mathbb{R}^{3N} \) defined by

\[
\begin{align*}
q_i^\varepsilon(t) &= q_i(t) - \varepsilon^2 e_3, \quad \forall t \in [0, T], \quad \text{if } i \in I_0, \\
q_i^\varepsilon(t) &= q_i(t) + \varepsilon^2 e_3, \quad \forall t \in [0, T], \quad \text{if } i \in I_1, \\
q_j^\varepsilon(t) &= q_j(t) + \varepsilon^2 e_3, \quad q_k^\varepsilon(t) = q_k(t) - \varepsilon^2 e_3, \quad \forall t \in [\varepsilon, T], \\
q_j^\varepsilon(t) &= q_j(t) + t(2\varepsilon - t)e_3, \quad q_k^\varepsilon(t) = q_k(t) - t(2\varepsilon - t)e_3, \quad \forall t \in [0, \varepsilon],
\end{align*}
\]

which satisfies \( \mathcal{A}(q^\varepsilon; T) < \mathcal{A}(q; T) \).

Moreover when \( \omega = 0 \), if \( q(t), t \in [0, T] \), is \textit{x-separated and} \( x_j(T) > x_k(T) \), then the above result still holds after replacing each \( e_3 \) by \( e_1 \).

**Remark 3.2.** In the above lemma if we fix the center of mass of \( q(t) \) at origin, for the new path \( q^\varepsilon(t) \), its center of mass may not be at the origin. This is why we do not make such assumption in this paper.

**Proof.** When \( \omega = 0 \), the corresponding result have already been proven in [32] Lemma 2.3]. When \( \omega \neq 0 \), following the same argument given in the proof of Lemma 3.1, we may reduce the problem to the case \( \omega = 0 \), by considering the path \( e^{i\omega t}q(t), t \in [0, T] \) and the action functional \( \mathcal{A} \). We point out that for \( \omega \neq 0 \), this only works when \( q(t) \) is \textit{z-separated}, but not \textit{x-separated}, as \( e^{i\omega t}q(t) \) will still be \textit{z-separated}, when \( q(t) \) is, but may not be \textit{x-separated}, when \( q(t) \) is. \( \square \)

This finishes the first half of this section. In the second half, we do not assume \( |I| = 2 \) anymore, but only \( |I| \geq 2 \). Furthermore we define

\[
\Xi := \{ \tau = (\tau_i)_{i \in N}, \tau_i \in \{0, \pm 1\} \}.
\]

**Lemma 3.3.** If the collision solution \( q(t), t \in [0, T] \), is contained in a plane parallel to the \( xy \)-plane, i.e., \( z_i(t) \equiv \text{Constant}, \forall t \in [0, T] \) and \( \forall i \in N \), then for \( \varepsilon > 0 \) small enough and any \( \tau \in \Xi \) satisfying

\[
\tau_{i_0} \neq \tau_{i_1}, \text{ for some } \{i_0 \neq i_1\} \subset I, \text{ and } \tau_i = 0, \forall i \in N \setminus I,
\]

there is an \( f \in H^1([0, T], \mathbb{R}) \) with

(a). \( f(t) = 1, \forall t \in [0, \delta_1], \text{ for some } \delta_1 = \delta_1(\varepsilon) > 0 \text{ small enough,} \)

...
(b). $f(t) = 0$, $\forall t \in [\delta_2, T]$, for some $\delta_2 = \delta_2(\varepsilon) > \delta_1$ small enough,
(c). $f(t)$ is decreasing for $t \in [\delta_1, \delta_2]$,
such that for any $\omega \in \mathbb{R}$, the path $q^\omega = (q^\omega_i)_{i \in \mathbb{N}} \in H^1([0, T], \mathbb{R}^{3N})$ defined by

$$q^\omega_i(t) = q_i(t) + \varepsilon f(t) \tau_i e_3, \quad \forall t \in [0, T], \quad \forall i \in \mathbb{N},$$

satisfies $A_\omega(q^\omega; T) < A_\omega(q; T)$.

**Remark 3.3.** When applying the above lemma to problems with symmetric constraints, the second part of the conditions in (29), i.e.

$$\tau_i = 0, \quad \forall i \in \mathbb{N} \setminus I,$$

need to be modified correspondingly, so that the deformed path will still satisfies the symmetric constraints.

**Proof.** By the same argument given in the Lemma 3.1 and 3.2, the cases $\omega \neq 0$ can be reduce to the case $\omega = 0$ by considering the path $e^{i\omega t} q(t)$ and the action functional $A_0$.

When $\omega = 0$, a detailed proof of this result with $q(t)$ belonging to a one dimensional subspace of $\mathbb{R}^3$ can be found in [34] Appendix. The proof is exactly the same when it is contained in plane. As the proof works as long as the paths when deformed, are always along the directions that are orthogonal to the plane, where the path $q(t)$ belongs to.

All the results in this section are stated for a collision solution $q(t)$, $t \in [0, T]$ with at least one collision at the moment $t = 0$. Meanwhile similar results can be obtained when we assume $q(t)$ has at least one collision at the moment $t = T$. We will not repeat the details here.

### 4. Planar Linear Chains in the Spatial N-body Problem

In this section only the non-rotating frame will be considered and the proofs of Theorem 2.1 and 2.2 will be given. First we prove a lemma, which shows a minimizer of $A$ in $\Lambda_\xi^{DN}$ must be planar and satisfy certain monotone property along the $x$ and $z$-direction. In particular it shows the monotone constraints required in [34] is unnecessary, as it is a consequence of the minimization property of the path.

**Lemma 4.1.** For any $\xi \in \Xi_N$, if $q \in \Lambda_\xi^{DN}$ is a minimizer of $A$ among all loops in $\Lambda_\xi^{DN}$ satisfying (11) and (13), then it must satisfy the following properties:

(a). either $x_0(t_1) \leq x_0(t_2)$ or $x_0(t_1) \geq x_0(t_2)$ always holds, $\forall 0 \leq t_1 \leq t_2 \leq \pi$;
(b). either $z_0(t_1) \leq z_0(t_2)$ or $z_0(t_1) \geq z_0(t_2)$ always holds, $\forall 0 \leq t_1 \leq t_2 \leq \pi$;
(c). For all $t \in \mathbb{R}$, $q_0(t)$ belongs to a fixed plane, which is invariant under the action of $\mathbb{R}_{xz}$.

**Proof.** We give a detailed proof of property (b), while property (a) can be proven similarly. The main idea is that using $q$ we can build a new path in $\Lambda_\xi^{DN}$, such that its action value is strictly smaller than $q$’s, when property (b) does not hold, and the same as $q$’s, when property (b) holds.

Let’s define a new path $\tilde{q}(t) = (\tilde{q}_i(t))_{i \in \mathbb{N}} \in H^1([0, \pi/N], \mathbb{R}^{3N})$, such that

$$\tilde{x}_i(t) = x_i(t) \text{ and } \tilde{y}_i(t) = y_i(t), \quad \forall t \in [0, \frac{\pi}{N}], \quad \forall i \in \mathbb{N}.$$
Meanwhile $\tilde{z}_i(t)$ will be defined following an inductive procedure. First, let

$$\tilde{z}_0(t) = \int_0^t |\tilde{z}_0(s)| \, ds + C_0, \quad \forall t \in [0, \frac{\pi}{N}],$$

for some constant $C_0$ (to be determined later) and

$$\tilde{z}_{N-1}(t) = - \int_0^t |\tilde{z}_{N-1}(s)| \, ds + C_{N-1}, \quad \forall t \in [0, \frac{\pi}{N}],$$

with a proper constant $C_{N-1}$, such that $\tilde{z}_0(\frac{\pi}{N}) = \tilde{z}_{N-1}(\frac{\pi}{N})$.

Second assume $\tilde{z}_j(t), \tilde{z}_{N-1-j}(t)$ are defined for all $0 \leq j \leq i - 1$, for some $1 \leq i \leq \lfloor \frac{N-1}{2} \rfloor$, then we set

$$\tilde{z}_i(t) = \int_0^t |\tilde{z}_i(s)| \, ds + C_i, \quad \forall t \in [0, \frac{\pi}{N}],$$

$$\tilde{z}_{N-1-i}(t) = - \int_0^t |\tilde{z}_{N-1-i}(s)| \, ds + C_{N-1-i},$$

with the proper $C_i$ and $C_{N-1-i}$, such that

$$\tilde{z}_i(0) = \tilde{z}_{N-1-i}(0), \quad \tilde{z}_i(\frac{\pi}{N}) = \tilde{z}_{N-1-i}(\frac{\pi}{N}).$$

Notice that for an odd $N$ ($N = 2n + 1$), when $i = \lfloor \frac{N-1}{2} \rfloor = n$, $i = N - 1 - i = n$, so in this case we will just define $\tilde{z}_i(t)$ as in (30) with a $C_i$, such that $\tilde{z}_i(0) = \tilde{z}_{N-1}(0)$.

By the above definition, it is not hard to see $\tilde{q} \in \Lambda^{[N]}$ and satisfies property (b). Meanwhile a proper value can always be found for $C_0$, such that (13) holds for $\tilde{q}$.

With $\tilde{q}$ defined as above, the integration of the kinetic energy of each mass is the same as the corresponding one in $q$,

$$\frac{1}{2} \int_0^{\pi/N} |\dot{\tilde{q}}_i(t)|^2 \, dt = \frac{1}{2} \int_0^{\pi/N} |\dot{q}_i(t)|^2 \, dt, \quad \forall i \in N.$$

Hence to prove property (b), it is enough to show the integration of the potential energy along the path $\tilde{q}$ is strictly smaller than along the path $q$, if the results in property (b) do not hold and the same, if they do. To prove this, let $\sigma \in S_N$ be a permutation on the index set defined by

$$\sigma^{-1}(i) = \begin{cases} 2i, & \text{if } 0 \leq i \leq \lfloor \frac{N-1}{2} \rfloor; \\ 2(N - i) - 1, & \text{if } \lfloor \frac{N-1}{2} \rfloor + 1 \leq i \leq N - 1. \end{cases}$$

Then for any $q^* \in H^1([0, \pi/N], \mathbb{R}^{3N})$, its action value can be written as

$$A(q^*; \frac{\pi}{N}) = \sum_{k=0}^{N-1} A^k(q^*; \frac{\pi}{N}),$$

where

$$A^k(q^*; \frac{\pi}{N}) = \left\{ \begin{array}{ll} \frac{1}{2} \int_0^{\pi/N} |\dot{q}_{\sigma(0)}^*(t)|^2 \, dt, & \text{if } k = 0, \\ \frac{1}{2} \int_0^{\pi/N} \frac{1}{|q_{\sigma(i)}^* - q_{\sigma(k)}^*|} |\dot{q}_{\sigma(i)}^*|^2 + \sum_{i=0}^{k-1} |q_{\sigma(i+1)}^* - q_{\sigma(i)}^*| \, dt, & \text{if } 1 \leq k \leq N - 1. \end{array} \right.$$
First let’s prove the claim for $k = 1$. Recall that by (32), $\sigma(0) = 0$ and $\sigma(1) = N - 1$. By the definition of $\tilde{q}(t)$, $\forall t \in [0, \pi/N]$,

$$|x_{\sigma(0)}(t) - x_{\sigma(1)}(t)| = |\tilde{x}_{\sigma(0)}(t) - \tilde{x}_{\sigma(1)}(t)|,$$
$$|y_{\sigma(0)}(t) - y_{\sigma(1)}(t)| = |\tilde{y}_{\sigma(0)}(t) - \tilde{y}_{\sigma(1)}(t)|.$$
Meanwhile $z_{\sigma(0)}(\pi/N) = z_{\sigma(1)}(\pi/N)$ and $\tilde{z}_{\sigma(0)}(\pi/N) = \tilde{z}_{\sigma(1)}(\pi/N)$ imply

$$|z_{\sigma(0)}(t) - z_{\sigma(1)}(t)| = |z_{\sigma(0)}(t) - z_{\sigma(0)}(\pi/N) + z_{\sigma(1)}(\pi/N) - z_{\sigma(1)}(t)|$$

$$\leq |z_{\sigma(0)}(t) - z_{\sigma(0)}(\pi/N)| + |z_{\sigma(1)}(\pi/N) - z_{\sigma(1)}(t)|$$

(35)

$$\leq \int_t^{\pi/N} |\tilde{z}_{\sigma(0)}(s)| \, ds + \int_t^{\pi/N} |\tilde{z}_{\sigma(1)}(s)| \, ds$$

$$= \tilde{z}_{\sigma(0)}(\pi/N) - \tilde{z}_{\sigma(0)}(t) + \tilde{z}_{\sigma(1)}(t) - \tilde{z}_{\sigma(1)}(\pi/N)$$

$$= \tilde{z}_{\sigma(1)}(t) - \tilde{z}_{\sigma(0)}(t).$$

In particular the inequalities in (35) are equalities for any $t \in [0, \pi/N]$, if and only if (33) or (34) holds. Together with (31), it proves our claim for $k = 1$.

By induction, assume our claim holds for all $1 \leq i \leq k-1$ for some $1 \leq k \leq N-1$, we will show it must hold for $k$ as well. The details for $k$ being even will be given below, the proof for $k$ being odd is similar and will be omitted. Again by the definition of $\tilde{q}$, for any $t \in [0, \pi/N]$ and $1 \leq i \leq k-1$,

$$|x_{\sigma(i)}(t) - x_{\sigma(k)}(t)| = |\tilde{x}_{\sigma(i)}(t) - \tilde{x}_{\sigma(k)}(t)|,$$

$$|y_{\sigma(i)}(t) - y_{\sigma(k)}(t)| = |\tilde{y}_{\sigma(i)}(t) - \tilde{y}_{\sigma(k)}(t)|.$$

Meanwhile using (7), when $i$ is even, we have

$$|z_{\sigma(i)}(t) - z_{\sigma(k)}(t)|$$

$$= |z_{\sigma(i)}(t) - \sum_{j=i}^{k-2} (z_{\sigma(j)}(\pi/N) - z_{\sigma(j+1)}(\pi/N) + z_{\sigma(j+1)}(0) - z_{\sigma(j+2)}(0)) - z_{\sigma(k)}(t)|$$

$$\leq |z_{\sigma(i)}(t) - z_{\sigma(i)}(\pi/N)| + \sum_{j=i+1}^{k-1} |z_{\sigma(j)}(\pi/N) - z_{\sigma(j)}(0)| + |z_{\sigma(k)}(0) - z_{\sigma(k)}(t)|$$

$$\leq \int_t^{\pi/N} |\tilde{z}_{\sigma(i)}(s)| \, ds + \sum_{j=i+1}^{k-1} \int_0^{\pi/N} |\tilde{z}_{\sigma(j)}(s)| \, ds + \int_0^{t} |\tilde{z}_{\sigma(k)}(s)| \, ds$$

$$= |\tilde{z}_{\sigma(i)}(t) - \tilde{z}_{\sigma(i)}(\pi/N)| + \sum_{j=i+1}^{k-1} |\tilde{z}_{\sigma(j)}(\pi/N) - \tilde{z}_{\sigma(j)}(0)| + |\tilde{z}_{\sigma(k)}(0) - \tilde{z}_{\sigma(k)}(t)|$$

$$= |\tilde{z}_{\sigma(i)}(t) - \tilde{z}_{\sigma(k)}(t)|.$$
and when \(i\) is odd, we have
\[
|z_{\sigma(i)}(t) - z_{\sigma(k)}(t)|
\]
\[
= |z_{\sigma(i)}(t) - \sum_{j=1}^{k-2} (z_{\sigma(j)}(0) - z_{\sigma(j+1)}(0) + z_{\sigma(j+1)}(\frac{\pi}{N}) - z_{\sigma(j+2)}(\frac{\pi}{N}))| - z_{\sigma(k)}(t) |
\]
\[
\leq |z_{\sigma(i)}(t) - z_{\sigma(i)}(0)| + \sum_{j=i+1}^{k-1} |z_{\sigma(j)}(0) - z_{\sigma(j)}(\frac{\pi}{N})| + |z_{\sigma(k)}(0) - z_{\sigma(k)}(t)|
\]
\[
\leq \int_{0}^{t} |\dot{z}_{\sigma(i)}(s)| \, ds + \sum_{j=i+1}^{k-1} \int_{0}^{\pi/N} |\dot{z}_{\sigma(j)}(s)| \, ds + \int_{0}^{t} |\ddot{z}_{\sigma(k)}(s)| \, ds
\]
\[
= |\ddot{z}_{\sigma(i)}(t) - \ddot{z}_{\sigma(i)}(0)| + \sum_{j=i+1}^{k-1} |\ddot{z}_{\sigma(j)}(\frac{\pi}{N}) - \ddot{z}_{\sigma(j)}(0)| + |\ddot{z}_{\sigma(k)}(0) - \ddot{z}_{\sigma(k)}(t)|
\]
\[
= |\ddot{z}_{\sigma(i)}(t) - \ddot{z}_{\sigma(k)}(t)|.
\]

Again the above inequalities are equalities for all \(t \in [0, \frac{\pi}{N}]\), if and only if (63) or (64) holds. Together with (61), it implies our claim for \(k\). This finishes our proof of property (b).

For property (c), notice that if we rotate a path from \(\Lambda_{\xi}^{DN}\) around the \(y\)-axis by an arbitrary angle, it will still belong to \(\Lambda_{\xi}^{DN}\) and its action value will not be changed. Recall that the \(D_N\)-symmetry implies \(q_0(0)\) and \(q_0(\pi)\) belongs to the \(xz\)-plane, so after rotate the entire path by a proper angle around the \(y\)-axis, we can make \(z_0(0) = z_0(\pi)\). Then property (b) implies \(z_0(t)\) is a constant for \(t \in [0, \pi]\), which means the entire path is contained inside a plane parallel to the \(xy\)-plane and property (c) follows immediately. \(\square\)

Property (a) and (b) in the above lemma indicate the action minimizer satisfies some monotone property along the \(x\) and \(z\)-axis. Under some extra conditions, we will show the monotonicity is in fact strict.

**Lemma 4.2.** For any \(\xi \in \Xi_N\), if \(q \in \Lambda_{\xi}^{DN}\) is a minimizer of \(A_\omega\) among all loops in \(\Lambda_{\xi}^{DN}\) satisfying (11) and (13), then the following results hold.

(a). If \(x_0(t)\) is not a constant for all \(t \in \mathbb{R}\), then \(q\) is a collision-free \(2\pi\)-periodic solution of (11). Moreover \(\dot{x}_0(t) = 0\), if and only if \(t \in \{0, \pi\}\) and

\[
\begin{cases}
\dot{x}_0(t) > 0 \text{ (resp. } < 0) , & \text{ if } t \in (0, \pi), \\
\dot{x}_0(t) < 0 \text{ (resp. } > 0) , & \text{ if } t \in (\pi, 2\pi).
\end{cases}
\]

(b). If \(z_0(t)\) is not a constant for all \(t \in \mathbb{R}\), then \(q\) is a collision-free \(2\pi\)-periodic solution of (11). Moreover \(\dot{z}_0(t) = 0\), if and only if \(t \in \{0, \pi\}\) and

\[
\begin{cases}
\dot{z}_0(t) > 0 \text{ (resp. } < 0) , & \text{ if } t \in (0, \pi), \\
\dot{z}_0(t) < 0 \text{ (resp. } > 0) , & \text{ if } t \in (\pi, 2\pi).
\end{cases}
\]

We postpone the proof of the above lemma for a moment, as in Section 6 a more general result (Lemma 6.2) will be proven, which includes the above lemma as a special case. As explained in Remark 2.1, property (a) and (b) in the above lemma imply certain strict monotone property of an action minimizer along the \(x\) and \(z\)-direction correspondingly.
Now we are ready to prove Theorem 2.1 and 2.2.

**Proof of Theorem 2.1.** First we need to show the existence of at least one action minimizer. Choose an arbitrary sequence of loops \( \{ q^n \} \) from \( \Lambda^D_N \), due to the \( D_N \)-symmetry, each loop must satisfy (12). If (11) and (13) hold for each loop as well, then by Poincaré’s inequality

\[
\int_0^{2\pi} |\dot{q}^n_i(t)|^2 \, dt \geq \| q^n_i \|_{H^1}^2, \quad \forall i \in \mathbb{N}.
\]

As the potential \( U \) is never negative, we get \( A(q^n; 2\pi) \) goes to infinity, when \( \| q^n \|_{H^1} \) goes to infinity. Then the existence of a minimizer follows from the lower semi-continuity of \( A \) and a standard argument in calculus of variation.

Now let \( q \in \Lambda^D_N \) be an action minimizer of \( A \) in \( \Lambda^D_N \). We claim the following can not happen

\[
x_i(t) \equiv \text{Constant}, \quad z_i(t) \equiv \text{Constant}, \quad \forall t \in [0, \pi], \quad \forall i \in \mathbb{N}.
\]

Because otherwise all the masses will move inside a straight line parallel to the \( y \)-axis all the time. Then the symmetric and topological constraints will implies the existence of at least one isolated collision of \( q(t) \) for some moment \( t \), and by Lemma 3.3 we can find another path \( \tilde{q} \) whose action value is strictly smaller than \( q \)'s, which is absurd. A detailed proof of this can be found in [34, Appendix]. Let’s point out that in the above paper, certain monotone constraints were imposed a priori, and during the proof a lot of effort were made to ensure the monotone constraints were satisfied for the path we found. In current setting, as no monotone constraints were imposed in advance, all these will be unnecessary and the proof can be simplified significantly. We left the details to the reader.

By the above claim, either \( x_0(t) \) or \( z_0(t) \) will not be a constant for all \( t \in \mathbb{R} \). Then our result follows directly from Lemma 4.1 and 4.2.

**Proof of Theorem 2.2.** Recall that the \( H_N \)-symmetry implies each loop from \( \Lambda^H_N \) must satisfies (12) and (13). Then the first part of the theorem can be proven similarly as Theorem 2.1 except some extra care has to been taken when we use Lemma 4.1. Notice that in the proof of this lemma, a new path \( \tilde{q} \) was constructed, while such a path always belongs to \( \Lambda^D_N \) whose action value is strictly smaller than \( q \)'s, which is absurd. A detailed proof of this can be found in [34, Appendix]. Let’s point out that in the above paper, certain monotone constraints were imposed a priori, and during the proof a lot of effort were made to ensure the monotone constraints were satisfied for the path we found. In current setting, as no monotone constraints were imposed in advance, all these will be unnecessary and the proof can be simplified significantly. We left the details to the reader.

By the above claim, either \( x_0(t) \) or \( z_0(t) \) will not be a constant for all \( t \in \mathbb{R} \). Then our result follows directly from Lemma 4.1 and 4.2.

**Proof of Theorem 2.3.** Recall that the \( H_N \)-symmetry implies each loop from \( \Lambda^H_N \) must satisfies (12) and (13). Then the first part of the theorem can be proven similarly as Theorem 2.1 except some extra care has to been taken when we use Lemma 4.1. Notice that in the proof of this lemma, a new path \( \tilde{q} \) was constructed, while such a path always belongs to \( \Lambda^D_N \), it may not belong to \( \Lambda^H_N \). What’s needs to be done is that after getting the path \( \tilde{q} \) following the process given in the proof of Lemma 4.1 we need to rotate it around the \( y \)-axis by a proper angle and make a linear translation of it along the \( z \)-axis by a proper constant, so that conditions in (13) will be satisfied. Then the path shall belong to \( \Lambda^H_N \).

For the second part, let’s assume \( x_0(t) \) is not a constant for all \( t \in \mathbb{R} \), then by Lemma 4.2 \( \dot{x}_0(t) \) is either always positive or always negative, for all \( t \in (0, \pi) \). This is a contradiction to the fact \( x_0(0) = x_0(\pi) \), which is required by the \( H_N \)-symmetry, see (15). This means \( x_0(t) = \text{Constant}, \quad \forall t \in \mathbb{R} \). Meanwhile since \( q \) satisfies condition (11), such a constant must be zero.

**5. Coercivity in rotating frame**

From now on we will consider our problem in a coordinate frame rotating around the \( z \)-axis with a constant angular velocity \( \omega \in \mathbb{R} \) as explained in Section 1. In this section, we will study the coercivity of the action functional \( A_\omega \) in \( \Lambda^D_N \) for different values of \( \omega \) and \( \xi \in \Xi_N \).
Lemma 5.1. Given an arbitrary sequence \( q^n \in \Lambda \) satisfying
\[
\|q^n\|_{H_{2\pi}^z} \to \infty,
\]
for any \( \omega \in \mathbb{R} \setminus \mathbb{Z} \), if \( \|q^n\|_{H_{2\pi}^z} \) goes to infinity, then \( A_\omega(q^n; 2\pi) \) goes to infinity.

Proof. Given a loop \( q = (\zeta_i, z_i)_{i \in \mathbb{N}} \in \Lambda \), written in Fourier series, for each \( i \in \mathbb{N} \),
\[
\zeta_i(t) = \sum_{k \in \mathbb{Z}} \hat{\zeta}_{i,k} e^{ikt}, \quad \text{where} \quad \hat{\zeta}_{i,k} = \frac{1}{2\pi} \int_0^{2\pi} \zeta_i(t) e^{-ikt} \, dt;
\]
\[
z_i(t) = \sum_{k \in \mathbb{Z}} \hat{z}_{i,k} e^{ikt}, \quad \text{where} \quad \hat{z}_{i,k} = \frac{1}{2\pi} \int_0^{2\pi} z_i(t) e^{-ikt} \, dt.
\]
Then
\[
\|\zeta_i\|_{H_{2\pi}^z}^2 = \int_0^{2\pi} |\zeta_i(t)|^2 \, dt = 2\pi \sum_{k \in \mathbb{Z}} |\hat{\zeta}_{i,k}|^2,
\]
\[
z_i(t) = \sum_{k \in \mathbb{Z}} \hat{z}_{i,k} e^{ikt}, \quad \text{where} \quad \hat{z}_{i,k} = \frac{1}{2\pi} \int_0^{2\pi} z_i(t) e^{-ikt} \, dt.
\]
\[
\|\hat{\zeta}_{i,k}\|_{L_{2\pi}^2}^2 = \int_0^{2\pi} |\hat{\zeta}_{i,k}(t)|^2 \, dt = 2\pi \sum_{k \in \mathbb{Z}} |\hat{z}_{i,k}|^2,
\]

where \( Z^* = \mathbb{Z} \setminus \{0\} \). As a result,
\[
\|\zeta_i\|_{H_{2\pi}^z}^2 = \|\zeta_i\|_{L_{2\pi}^2}^2 + \|\hat{\zeta}_{i,k}\|_{L_{2\pi}^2}^2 = 2\pi \sum_{k \in \mathbb{Z}} (k^2 + 1)|\hat{\zeta}_{i,k}|^2.
\]

Meanwhile \( \hat{\zeta}(t) + \mathbb{J}\omega\zeta(t) = \sum_{k \in \mathbb{Z}} \mathbb{J}(\omega + k)\hat{\zeta}_{i,k} e^{ikt} \). Then
\[
\|\hat{\zeta}_{i,k}\|_{L_{2\pi}^2}^2 = 2\pi \sum_{k \in \mathbb{Z}} (\omega + k)^2 |\hat{\zeta}_{i,k}|^2.
\]
Since \( \omega \notin \mathbb{Z} \), \( \min_{k \in \mathbb{Z}} (\omega + k)^2 \geq C_1 > 0 \), where \( C_1 \) only depends on \( \omega \). Hence
\[
\|\hat{\zeta}_{i,k}\|_{L_{2\pi}^2}^2 \geq 2\pi C_1 \sum_{k \in \mathbb{Z}} |\hat{\zeta}_{i,k}|^2 = C_1 \|\zeta_i\|_{L_{2\pi}^2}^2.
\]

To get a similar estimate for \( \hat{\zeta}_{i,k} \), notice that for each \( k \in \mathbb{Z} \),
\[
k^2 \leq (|k + \omega| + |\omega|)^2 = (k + \omega)^2 + 2|\omega||k + \omega| + \omega^2
\]
\[
\leq (k + \omega)^2 + 2|\omega||k + \omega|^2 + |\omega|^2 \leq C_2 (k + \omega)^2 + C_3,
\]
where the positive constants \( C_2, C_3 \) only depend on \( \omega \). Therefore
\[
\|\hat{\zeta}_{i,k}\|_{L_{2\pi}^2}^2 = 2\pi \sum_{k \in \mathbb{Z}} k^2 |\hat{z}_{i,k}|^2 \leq 2\pi C_2 \sum_{k \in \mathbb{Z}} (k + \omega)^2 |\hat{z}_{i,k}|^2 + 2\pi C_3 \sum_{k \in \mathbb{Z}} |\hat{z}_{i,k}|^2
\]
\[
\leq C_4 \|\zeta_i + \mathbb{J}\omega\zeta_i\|_{L_{2\pi}^2}^2,
\]
where the last inequality follows from (39) and (40). Together (40) and (41) imply
\[
\|\hat{\zeta}_{i,k}\|_{L_{2\pi}^2}^2 \geq C_5 \|\zeta_i\|_{H_{2\pi}^z}^2.
\]

For each \( z_i(t), i \in \mathbb{N} \), notice that condition (37) implies \( \hat{z}_{i,0} = 0 \), then
\[
\|\hat{z}_{i,k}\|_{L_{2\pi}^2}^2 = 2\pi \sum_{k \in \mathbb{Z}} k^2 |\hat{z}_{i,k}|^2 \geq 2\pi \sum_{k \in \mathbb{Z}} |\hat{z}_{i,k}|^2 = \|z_i\|_{L_{2\pi}^2}^2.
\]
which means
\begin{equation}
\|z_i\|_{L^2_{2\pi}} \geq \frac{1}{2}\|z_i\|_{H^2_{2\pi}}.
\end{equation}

Since $U(q)$ is always positive, (42) and (43) imply
\begin{equation*}
\mathcal{A}_\omega(q; 2\pi) \geq \frac{1}{2} \int_0^{2\pi} \sum_{i \in \mathbb{N}} (|\dot{z}_i^2 + |\omega\xi_i|^2 + |\ddot{z}_i|)^2 \, dt \geq C\|q\|_{H^2_{2\pi}}^2,
\end{equation*}
for some constant $C$ only depending on $\omega$. This finishes our proof. \hfill \Box

With the above lemma, we can give a proof of Theorem 2.3

\textbf{Proof.} [Theorem 2.3 (a).] If $\omega \in [0, N] \setminus \mathbb{Z}$, by Lemma 5.1 $\mathcal{A}_\omega$ is coercive among all loops in $\Lambda^D_{2\pi}$ satisfying (13), then the desired property follows directly from the lower semi-continuity of $\mathcal{A}_\omega$ and a standard argument in calculus of variation.

(b). If $\omega = 0$, the frame is fixed and the result has already been proven in Theorem 2.1. If $\omega = N$, then at the moment $t = \pi/N$ the $x$ and $y$-axis come back to their original positions at the moment $t = 0$, but with reversed directions. Since $[0, \pi/N]$ is a fundamental domain of the $D_N$-equivalent loops in $\Lambda^D_{2\pi}$, $q \in \Lambda^D_{2\pi}$ if and only if $e^{iNt}q \in \Lambda^D_{2\pi}$ with $\xi^* \in (2\pi)$. As a result, $q$ is a minimizer of $\mathcal{A}_\omega$ in $\Lambda^D_{2\pi}$ if and only if $e^{iNt}q$ is a minimizer of $\mathcal{A}$ in $\Lambda^D_{2\pi}$. As the later case is a minimization problem in the non-rotating frame, the desired result again follows from Theorem 2.1. \hfill \Box

To deal with the cases that $\omega \in (0, N) \cap \mathbb{Z}$, we need another lemma. Let $\mathbb{Z}_N = \langle g \rangle^N = 1$ be the cyclic group of order $N$ with the actions of $g$ defined as in (41). Then each $q \in \Lambda^D_{2\pi}$ is a \textbf{simple choreographic loop}, i.e.
\begin{equation}
q_i(t) = q_0(t + i\frac{2\pi}{N}), \quad \forall t \in \mathbb{R}, \forall i \in \mathbb{N}.
\end{equation}

\textbf{Lemma 5.2.} For any $k \in [1, N - 1] \cap \mathbb{Z}$, let $q^n = (\xi^n_i, z^n_i)_{i \in \mathbb{N}} \in \Lambda^D_{2\pi}$ be a sequence of loops satisfying condition (13). If $\|q^n\|_{H^2_{2\pi}} \to \infty$ and $\mathcal{A}_k(q^n; 2\pi)$ remain bounded, when $n \to \infty$, then the following properties hold.

(a). $\|z^n_i\|_{H^2_{2\pi}}$ has a finite upper bound independent of $i$ and $n$.

(b). $|\xi^n_i| \to \infty$ uniformly on $t \in \mathbb{R}$, for each $i \in \mathbb{N}$.

(c). After passing $q^n$ to a subsequence, for each $i \in \mathbb{N}$, there exists a $u_i \in \mathcal{C}$ with $|u_i| = 1$, such that $\frac{\xi^n_i(t)}{|\xi^n_i(t)|}$ converges uniformly to $e^{-ikt}u_i$ on $t \in \mathbb{R}$ correspondingly.

\textbf{Proof.} We set $e^{ikt}q^n = (\eta^n_i, z^n_i)_{i \in \mathbb{N}} = (e^{ikt}\eta^n_i, z^n_i)_{i \in \mathbb{N}}$. Notice that $e^{ikt}q^n$ is $2\pi$-periodic, as $k \in \mathbb{Z}$.

(a). If $q \in \Lambda^D_{2\pi}$ satisfies condition (13), by (44), it must satisfies condition (37) as well. Meanwhile the proof of Lemma 5.1 holds here as well. Then property (a) follows directly from the inequality
\begin{equation}
\mathcal{A}_k(q; 2\pi) \geq \frac{1}{2} \int_0^{2\pi} \sum_{i \in \mathbb{N}} |\ddot{z}_i|^2 \, dt.
\end{equation}

(b). By (44), it is enough to prove the result for $i = 0$. Since $|\eta^n_0(t)| = |\xi^n_0(t)|$ and is $2\pi$-periodic, it is enough to show
\begin{equation}
\min_{t \in [0, 2\pi]} |\eta^n_0(t)| \to \infty, \text{ as } n \to \infty.
\end{equation}
First we claim the following weaker result holds

\[(46) \quad \max_{t \in [0, 2\pi]} |\eta^n_0(t)| \to \infty, \quad \text{as } n \to \infty.\]

Assume \((46)\) does not hold, then

\[(47) \quad \max_{t \in [0, 2\pi]} |\eta^n_0(t)| = \max_{t \in [0, 2\pi]} |\zeta^n_0(t)| \leq C_2, \quad \forall i \in \mathbb{N}.\]

Combining this with property (a) and the fact that \(|q^n|_{H^2_{\pi}} \to \infty\), it implies \(|\zeta^n_0|_{L^2_{2\pi}} \to \infty\).

Meanwhile by the definition of \(\eta^n_0(t), \eta^n_0(t) = e^{ikt} (\zeta^n_0(t) + \|k \zeta^n_0(t)\)\), so

\[(48) \quad |\eta^n_0(t)| \geq |\zeta^n_0(t) - k |\zeta^n_0(t)| \geq |\zeta^n_0(t)| - kC_2.\]

where the last inequality follows from \((47)\). Then by Cauchy-Schwartz inequality,

\[(49) \quad \int_0^{2\pi} |\eta^n_0(t)|^2 dt \geq \int_0^{2\pi} |\zeta^n_0(t)|^2 dt - 2kC_2 \int_0^{2\pi} |\zeta^n_0(t)| dt - 2\pi k^2 C_2^2\]

\[\geq \int_0^{2\pi} |\zeta^n_0|^2 dt - C_3 \left( \int_0^{2\pi} |\zeta^n_0|^2 dt \right)^{\frac{1}{2}} - C_4.\]

where \(C_3, C_4\) are positive constants independent of \(n\). Since \(|\zeta^n_0|_{L^2_{2\pi}} \to \infty\), it implies \(|\eta^n_0|_{L^2_{2\pi}} \to \infty\). Then

\[(50) \quad A_k(q^n; 2\pi) = A(e^{ikt} q^n; 2\pi) \geq \frac{1}{2} \int_0^{2\pi} \sum_{i \in \mathbb{N}} |\eta^n_i|^2 dt = \frac{N}{2} \int_0^{2\pi} |\eta^n_0|^2 dt \to \infty.\]

This contradicts the condition that \(A_k(q^n; 2\pi)\) remains bounded and proves \((46)\).

Meanwhile by Cauchy-Schwartz inequality

\[(51) \quad \int_0^{2\pi} |\eta^n_0|^2 dt \geq \frac{1}{2\pi} \left( \int_0^{2\pi} |\eta^n_0|^2 dt \right)^{2} \geq \frac{1}{2\pi} \left( \max_{t \in [0, 2\pi]} |\eta^n_0(t)| - \min_{t \in [0, 2\pi]} |\eta^n_0(t)| \right)^2.\]

Assume \((46)\) does not hold, then \((46)\) and \((51)\) again imply \((50)\), which is a contradiction as we just explained. This finishes our proof of property (b).

(c). Like property (b), we will just give the proof for \(i = 0\). Since \(\eta^n_0(t)\) is 2\pi-periodic, after passing to a subsequence, \(\eta^n_0(t)\) converges uniformly to a periodic function \(v : \mathbb{R}/2\pi \mathbb{Z} \to \mathbb{C}\) satisfying \(|v(t)| = 1\), for any \(t\).

We claim \(v(t) \equiv v(0)\), for all \(t\). Otherwise there is a \(t_0 \in (0, 2\pi)\), such that \(v(t_0) \neq v(0)\). Together with the result just proved in property (b), it implies \(|\eta^n_0(t_0) - \eta^n_0(0)| \to \infty\). Then by Cauchy-Schwartz inequality

\[\int_0^{2\pi} |\eta^n_0|^2 dt \geq \frac{1}{2\pi} \left( \int_0^{2\pi} |\eta^n_0|^2 dt \right)^{2} \geq \frac{1}{2\pi} |\eta^n_0(t_0) - \eta^n_0(0)|^2 \to \infty.\]

The rest of the claim follows from similar arguments as in property (b).

Let \(u_0 = v(0)\), then \(\eta^n_0(t)\) converges uniformly to \(u_0\) on \(\mathbb{R}\). Meanwhile as \(\eta^n_0(t) = e^{ikt} \eta^n_0(t)\), we have \(\frac{\eta^n_0(t)}{\eta^n_0(0)}\) converges uniformly to \(e^{-ikt} u_0\) on \(\mathbb{R}\).

Now we finish this section with a proof of Theorem 2.4.
Proof. [Theorem 2.4] (a). It will be enough to prove the coercive condition holds. By a contradiction argument, let’s this does not hold, then there is a sequence \( q^n = (\zeta^n_i, z^n_i) \in \Lambda^D_\xi \) satisfying (13), such that \( \|q^n\|_{H^1_2} \to \infty \) and \( A_k(q^n; 2\pi) < C \), for some finite constant \( C \) independent of \( n \). By Lemma 5.2 after passing \( q^n \) to a subsequence, for each \( i \in \mathbb{N} \), there exists a constant \( u_i \in \mathbb{C} \) with \( |u_i| = 1 \) and a function \( z_i \in H^1(\mathbb{R}/2\pi \mathbb{Z}, \mathbb{R}) \), such that \( \frac{\zeta^n_i(t)}{\pi} \), converges uniformly to \( e^{-ikt}u_i \) and \( z^n_i(t) \) converges uniformly to \( z_i(t) \) on \( t \in \mathbb{R} \).

Since \( q^n(t) \) converges uniformly to \( (e^{-ikt}u_i, z_i(t)) \in \mathbb{N} \) and \( q^n \in \Lambda^D_\xi \) for all \( n \), the limiting loop \( (e^{-ikt}u_i, z_i(t)) \) must belong to \( \Lambda^D_\xi \) as well. By the definition of the \( D_N \)-symmetry, \( (e^{-ikt}u_i, 0) \), which is the projection of the limiting loop, is contained in \( \Lambda^D_N \). Meanwhile since the \( \xi \)-topological constraints are only imposed on the \( y \)-component, it is easy to see \( (e^{-ikt}u_i, 0) \) satisfies the \( \xi \)-topological constraints as well, so it belongs to \( \Lambda^D_\xi \).

Notice that for \( (e^{-ikt}u_i, 0) \) to satisfy the \( \mathbb{Z}_N \)-symmetry, \( (u_i) \) must form a regular \( N \)-gon in the \( xy \)-plane with the center of mass at the origin. Then to further satisfy the \( D_N \)-symmetry, the location of the masses must coincide with \( \Omega^+_k \) or \( \Omega^-_k \). This then implies \( \xi = \xi(\Omega^+_k) \) or \( \xi(\Omega^-_k) \), which is a contradiction.

(b). Let’s assume \( \xi = \xi(\Omega^+_k) \) (the proof for \( \xi = \xi(\Omega^-_k) \) is exactly the same), and \( \bar{q}(t) = (\tilde{\zeta}(t), 0) \) is a sequence of \( 2\pi \)-periodic loops

\[
\tilde{\zeta}(t) = \lambda_n e^{-ikt}\Omega^+_k, \quad \forall t \in \mathbb{R},
\]

with \( \lambda_n > 0 \), for each \( n \), and \( \lim_{n \to \infty} \lambda_n = 0 \). By a straight forward computation,

\[
\lim_{n \to \infty} A_k(\bar{q}; 2\pi) = 0.
\]

As we explained in Section 1, \( q^n \in \Lambda^D_\xi \) and obviously it satisfies (13). Therefore

\[
\inf \{ A_k(q) | q \in \Lambda^D_\xi \text{ satisfying (13)} \} \leq \lim_{n \to \infty} A_k(\bar{q}; 2\pi) = 0.
\]

Meanwhile it is obvious \( \inf \{ A_k(q) | q \in \Lambda^D_\xi \text{ satisfying (13)} \} \geq 0 \). Hence

\[
\inf \{ A_k(q) | q \in \Lambda^D_\xi \text{ satisfying (13)} \} = \lim_{n \to \infty} A_k(\bar{q}; 2\pi) = 0.
\]

For the rest of the property, let \( q^n \in \Lambda^D_\xi \) be an arbitrary sequence satisfying (13) and \( \lim_{n \to \infty} A_k(q^n; 2\pi) = 0 \), since

\[
A_k(q^n; 2\pi) \geq \int_0^{2\pi} U(q^n) \, dt = \int_0^{2\pi} \sum_{\{i<j\} \subset \mathbb{N}} \frac{1}{|q^n_i - q^n_j|} \, dt,
\]

the following must hold

\[
\min_{\{i<j\} \subset \mathbb{N}, \ t \in [0,2\pi]} |q^n_i(t) - q^n_j(t)| \to \infty, \quad \text{as } n \to \infty,
\]

which then implies \( \|q^n\|_{H^1_2} \to \infty \). Therefore \( q^n \) does not converge to any loop in \( \Lambda^D_\xi \), and this finishes our proof of property (b).

(c). Like before we will only consider the case \( \xi = \xi(\Omega^+_k) \). Recall that \( q^n(t) = (\zeta^n_i(t), z^n_i(t)) \in \mathbb{N} \), first we will show after passing to a subsequence, \( z^n_i(t) \) converges uniformly to 0, for each \( i \in \mathbb{N} \). By property (a) in Lemma 5.2 \( \|z^n_i\|_{H^1_2} \) has an finite upper bound independent of \( i \) and \( n \). Then after passing to a subsequence, for each \( i \), \( z^n_i(t) \) converges uniformly to a function \( z_i(t) \) on \( [0,2\pi] \). We claim \( z_i(t) \)
is constant for all \( t \in [0, 2\pi] \). Otherwise, let’s assume there exist \( 0 \leq t_1 < t_2 \leq 2\pi \), such that
\[
|z^n_i(t_1) - z^n_i(t_2)| \geq C > 0,
\]
for \( n \) large enough.

Then by Cauchy-Schwarz inequality, for \( n \) large enough,
\[
\int_0^{2\pi} |\dot{z}_i^n|^2 \, dt \geq \frac{1}{2\pi} \left( \int_0^{2\pi} |\dot{z}_i^n|^2 \, dt \right) \geq \frac{C^2}{2\pi} > 0.
\]
This then implies
\[
A_k(q^n; 2\pi) \geq \frac{N}{2} \int_0^{2\pi} |\dot{z}_i^n|^2 \, dt \geq \frac{NC^2}{4\pi} > 0,
\]
which is absurd. This proves the claim that \( z_i(t) \) is a constant, for all \( t \). Meanwhile to satisfy condition (13), this constant must be zero.

Meanwhile as \(|q^n_i(t)| \geq |\zeta^n_i(t)|\), for any \( i \) and \( n \). By property (b) in Lemma 5.2, \(|\zeta^n_i(t)| \to \infty\) uniformly on \( \mathbb{R} \), for each \( i \in \mathbb{N} \), then so is \(|q^n_i(t)|\). This finishes our proof of property (c).

With the above result, a similar argument as in the proof of property (a) above can show \( q^n(t) \) converges uniformly to a rotating regular \( N \)-gon, after passing to a subsequence, and since \( q^n \in \Lambda_{\xi(\mathbb{N}_\xi)}\), after normalization the rotating regular \( N \)-gon must be \( e^{-\frac{N t}{\mathbb{N}_\xi}} \).

\[\square\]

6. Connecting planar linear chains in rotating frame

In this section we will study the properties of action minimizers of \( A_\omega \) in \( \Lambda_{\xi} \) (under certain coercive conditions) as \( \omega \) changes from 0 to \( N \). First we obtain a result analogous to Lemma 4.1, although it only holds for the \( z \)-component.

Lemma 6.1. For any \( \omega \in \mathbb{R} \) and \( \xi \in \Xi_N \), if \( q \in \Lambda_{\xi} \) is a minimizer of \( A_\omega \) in \( \Lambda_{\xi} \), then
\[
\text{either } z_0(t_1) \leq z_0(t_2) \text{ or } z_0(t_1) \geq z_0(t_2) \text{ always holds, } \forall 0 \leq t_1 \leq t_2 \leq \pi.
\]

Proof. Let \( \tilde{q}(t) \in \Lambda_{\xi} \) be defined as in the proof of Lemma 4.1, the desired result follows from the same argument given there, once we notice that for any \( \omega \in \mathbb{R} \),
\[
\int_0^{\pi/N} K_\omega(q, \dot{q}) \, dt = \int_0^{\pi/N} K_\omega(\tilde{q}, \dot{\tilde{q}}) \, dt, \quad \forall i \in \mathbb{N}.
\]

\[\square\]

Remark 6.1. The reason that a corresponding result for the \( x \)-component does not hold when \( \omega \neq 0 \) is generally does not hold for \( \omega \neq 0 \), if we exchange the role of \( x \) and \( z \) coordinates during the definition of \( \tilde{q} \).

Lemma 6.2. For any \( \xi \in \Xi_N \) and \( \omega \in \mathbb{R} \), if \( q \in \Lambda_{\xi} \) is a minimizer of \( A_\omega \) among all loops in \( \Lambda_{\xi} \) satisfying (13) (and 11, if \( \omega = kN, k \in \mathbb{Z} \)), then the following results hold.
(a) If \( \omega = 0 \) and \( x_0(t) \) is not a constant for all \( t \in \mathbb{R} \), then \( q \) is a collision-free 2\( \pi \)-periodic solution of (1). Moreover \( \dot{x}_0(t) = 0 \), if and only if \( t \in \{0, \pi\} \) and
\[
\begin{cases}
\dot{x}_0(t) > 0 \text{ (resp. } < 0), & \text{if } t \in (0, \pi), \\
\dot{x}_0(t) < 0 \text{ (resp. } > 0), & \text{if } t \in (\pi, 2\pi).
\end{cases}
\]

(b) For any \( \omega \in \mathbb{R} \), if \( z_0(t) \) is not a constant for all \( t \in \mathbb{R} \), then \( q \) is a collision-free 2\( \pi \)-periodic solution of (22). Moreover \( z_0(t) = 0 \), if and only if \( t \in \{0, \pi\} \) and
\[
\begin{cases}
\dot{z}_0(t) > 0 \text{ (resp. } < 0), & \text{if } t \in (0, \pi), \\
\dot{z}_0(t) < 0 \text{ (resp. } > 0), & \text{if } t \in (\pi, 2\pi).
\end{cases}
\]

Proof. We will give a detailed proof of property (b), while property (a) can be proven similarly.

Let’s assume \( N = 2n \) (the proof for \( N = 2n + 1 \) is similarly and will be omitted). By Lemma 6.1, \( z_0(t) \) satisfies (52). Without loss of generality, we will assume
\[
z_0(t_1) \leq z_0(t_2), \quad \forall 0 \leq t_1 \leq t_2 \leq \pi.
\]
Due to the \( D_N \)-symmetry, this is implies (7) and
\[
\forall 0 \leq t_1 < t_2 \leq \frac{\pi}{N}, \quad \begin{cases}
\overline{z}_i(t_1) \leq \overline{z}_i(t_2), & \text{if } i \in \{0, \ldots, n-1\}, \\
\underline{z}_i(t_1) \geq \underline{z}_i(t_2), & \text{if } i \in \{n, \ldots, N-1\}.
\end{cases}
\]

The \( \xi \)-topological constraints are only imposed on the boundary moments of the fundamental domain \( [0, \pi/N] \). Hence for any \( t \in (0, \pi/N) \), \( q(t) \) is a local minimizer of \( \mathcal{A}_\omega \) among all paths defined in a small neighborhood of \( t \) with the same fixed ends. By the result of Marchal and Chenciner [4], \( q(t) \) must be collision-free, for any \( t \in (0, \pi/N) \). Therefore it satisfies (22). As a result, \( z_\epsilon(t) \) is well-defined, for any \( t \in (0, \pi/N) \) and \( i \in \mathbb{N} \). By (57), it means
\[
\forall t \in (0, \frac{\pi}{N}), \quad \begin{cases}
z_i(t) \geq 0, & \text{if } i \in \{0, \ldots, n-1\}, \\
z_i(t) \leq 0, & \text{if } i \in \{n, \ldots, N-1\}.
\end{cases}
\]

Since \( z_0(t), \forall t \in \mathbb{R} \), is not a constant, by (56),
\[
z_n(0) - z_0(0) = z_0(\pi) - z_0(0) > 0.
\]
As a result, for \( \delta > 0 \) small enough, there is a positive constant \( C_1 \), such that
\[
z_n(t) - z_0(t) \geq C_1, \quad \forall t \in [0, \delta].
\]
Using this, we will show the inequalities in (58) must be strict. Without loss of generality, let’s assume \( z_k(t_0) = 0 \), for some \( t_0 \in (0, \pi/N) \) and \( k \in \{0, \ldots, n-1\} \) (the cases for \( k \in \{n, \ldots, N-1\} \) can be proven similarly). For \( \epsilon > 0 \) small enough, we define a new path \( q^c \in \Lambda^{\mathbb{N}}_\epsilon \) by
\[
q_k(t) = \begin{cases}
q_k(t) - \epsilon^2 \mathbf{e}_3, & \forall t \in [0, t_0 - \epsilon], \\
q_k(t) + (t - t_0)(2\epsilon - |t - t_0|)\mathbf{e}_3, & \forall t \in [t_0 - \epsilon, t_0 + \epsilon], \\
q_k(t) + \epsilon^2 \mathbf{e}_3, & \forall t \in [t_0 + \epsilon, \frac{\pi}{N}],
\end{cases}
\]
\[
q_i(t) = \begin{cases}
q_i(t) - \epsilon^2 \mathbf{e}_3, & \text{if } i \in \{0, \ldots, k-1\} \cup \{N-k, \ldots, N-1\}, \forall t \in [0, \frac{\pi}{N}], \\
q_i(t) + \epsilon^2 \mathbf{e}_3, & \text{if } i \in \{k+1, \ldots, N-1-k\}, \forall t \in [0, \frac{\pi}{N}].
\end{cases}
\]
We may also need to shift \( q^i(t) \) by a constant along the \( z \)-axis to make sure it satisfies (13). Since \( \dot{z}_k(t_0) = 0 \), there is a constant \( C_2 > 0 \) independent of \( \varepsilon \), such that \( |\dot{z}_k(t)| \leq C_2|t - t_0| \), for \( |t - t_0| \) small enough. Then by a simple computation,

\[
\int_0^\pi K_\omega(q^i, \dot{q}^i) - K_\omega(q, \dot{q}) \, dt = \frac{1}{2} \int_{t_0 - \varepsilon}^{t_0 + \varepsilon} |\dot{z}_k|^2 - |\dot{z}_k|^2 \, dt
\]

\[
= 2 \int_{t_0 - \varepsilon}^{t_0 + \varepsilon} (\varepsilon - |t - t_0|)^2 + \dot{z}_k(t)(\varepsilon - |t - t_0|) \, dt \leq C_3 \varepsilon^3,
\]

where \( C_3 > 0 \) is a constant independent of \( \varepsilon \). This controls the change in kinetic energy. For potential energy, we notice that by (7) and (57),

\[
\exists \delta > 0 \text{ small enough (in particular, when } k = 0, \text{ we need } \delta < t_0 - \varepsilon), \text{ such that for any } t \in [0, \delta],
\]

\[
|q_n^i(t) - q_0^i(t)|^2 = (x_n(t) - x_0(t))^2 + (y_n(t) - y_0(t))^2 + (z_n(t) - z_0(t) + 2\varepsilon)^2
\]

\[
= |q_n(t) - q_0(t)|^2 + 4(z_n(t) - z_0(t))\varepsilon + 4\varepsilon^4.
\]

Moreover we can always find a \( \delta > 0 \) small enough (in particular, when \( k = 0 \), we need \( \delta < t_0 - \varepsilon \), such that for any \( t \in [0, \delta] \),

\[
|q_n^i(t) - q_0^i(t)| \geq |q_n(t) - q_0(t)|, \forall t \in [0, \pi/2], \forall \{i \neq j\} \subset \mathbb{N}.
\]

Combining this with (59) and (62), for any \( t \in [0, \delta] \), we have

\[
\frac{1}{|q_n(t) - q_0(t)|} \cdot \frac{1}{|q_n(t) - q_0(t)|} = \frac{1}{|q_n(t) - q_0(t)|} \left[ 1 + \frac{4(z_n(t) - z_0(t))\varepsilon}{|q_n(t) - q_0(t)|^2} + \frac{4\varepsilon^4}{|q_n(t) - q_0(t)|^2} \right]^{-\frac{1}{2}} - 1
\]

\[
\leq -C_5 \varepsilon^2,
\]

where \( C_5 > 0 \) is independent of \( \varepsilon \). By (61) and (64),

\[
\int_0^\pi U(q^i) - U(q) \, dt \leq \int_0^\delta \frac{1}{|q_n^i(t) - q_0(t)|} - \frac{1}{|q_n(t) - q_0(t)|} \, dt
\]

\[
\leq \int_0^\delta -C_5 \varepsilon^2 \, dt = -C_5 \delta \varepsilon^2.
\]

As a result, for \( \varepsilon \) small enough,

\[
\mathcal{A}_\omega(q^i; \pi/N) - \mathcal{A}_\omega(q; \pi/N) \leq C_3 \varepsilon^3 - C_5 \delta \varepsilon^2 < 0,
\]

which is a contradiction to the minimization property of \( q \). This shows all the inequality in (55) must be strict, i.e.

\[
\forall t \in (0, \frac{\pi}{N}), \begin{cases}
\dot{z}_i(t) > 0, \text{ if } i \in \{0, \ldots, n - 1\}, \\
\dot{z}_i(t) < 0, \text{ if } i \in \{n, \ldots, N - 1\}.
\end{cases}
\]

For a moment, let’s assume \( q(t) \) is collision-free at both \( t = 0 \) and \( \pi/N \). Then \( \dot{z}_i(t) \) are well-defined, for any \( t \in [0, \pi/N] \) and \( i \in \mathbb{N} \), and a similar argument as above will show

\[
\forall t \in (0, \frac{\pi}{N}), \begin{cases}
\dot{z}_i(t) > 0, \text{ if } i \in \{1, \ldots, n - 1\}, \\
\dot{z}_i(t) < 0, \text{ if } i \in \{n + 1, \ldots, N - 1\}.
\end{cases}
\]
Due to the $D_N$-symmetry, (15) and (17) immediately imply (19).

Meanwhile by action minimization property of $q$, $q_0(t)$ and $q_n(t)$ must hit the $xz$-plane perpendicularly, which means $\dot{z}_0(0) = \dot{z}_n(0) = 0$. Again by the $D_N$-symmetry, this implies $\dot{\xi}_0(0) = \dot{\xi}_n(\pi) = 0$.

After the above argument, the only thing left for us is to show $q(t)$ is collision-free at the boundary moments $t = 0$ and $\pi/N$. By a contradiction argument, let’s assume $q(0)$ is not collision-free (the proof for $q(\pi/N)$ is similar and will be left to the readers). By (64), only binary collisions are possible at $t = 0$. Assuming there is a binary collision between $m_j$ and $m_k$ at $t = 0$, for some $j < k$ (due to the $D_N$-symmetry, $j + k = N$). Notice that we may have more than one isolated binary collision at this moment.

Let’s us follow the notations set up in Section 3. By Proposition 3.2, approaches to the binary collision along a definite direction given by the unit vector $(1, 0, \theta^+)$ under spherical coordinates. Depending on the value of $\theta^+$, either Lemma 3.1 or 3.3 will be used to get a contradiction. To ensure the $\xi$-topological constraints will be satisfied in our argument, we need to know the precise value of $\xi_{2j}$ (the $2j$-th component of $\xi$), as it determines the relative position of $m_j$ and $m_k$ along the $y$-axis. Without loss of generality, let’s assume $\xi_{2j} = 1$. This means for any $q^* \in \Lambda^D_N$, $y^*_j(0) \geq 0 \geq y^*_{k}(0)$.

First, if $\theta^+ \neq -\pi/2$, then by Lemma 3.1 for $\varepsilon > 0$ small enough, we can make a local deformation of $q$ to get a new path $q^* \in H^1([0, \pi/N], \mathbb{R}^{3N})$ satisfying $\mathcal{A}_\omega(q^*; \pi/N) < \mathcal{A}_\omega(q; \pi/N)$ and $y^*_j(0) = -y^*_{k}(0) > 0$. In particular, $q^* \in \Lambda^D_N$, which is absurd. Notice that here and in the following we may need to shift $q^*$ by a proper constant along the $z$-axis to make sure (13) are satisfied. Similarly we may also need to shift the deformed path along the $x$-axis by a proper constant, when (11) is required to be satisfied.

Second, if $\theta^+ = -\pi/2$, by (66), $q(t), t \in [0, \pi/N]$ is $z$-separated (by $m_j$ and $m_k$) with $z_j(\pi/N) \geq z_k(\pi/N)$. Then for $\varepsilon > 0$ small enough, by Lemma 3.2, we can find a new path $q^* \in \Lambda^D_N$ with $\mathcal{A}_\omega(q^*; \pi/N) < \mathcal{A}_\omega(q; \pi/N)$, which is a contradiction. \hfill \Box

**Lemma 6.3.** For any $\xi \in \Xi_N$ and $\omega$, let $q \in \Lambda^D_N$ be a minimizer of $\mathcal{A}_\omega$ among all loops in $\Lambda^D_N$ satisfying (13) (and (11), if $\omega = kN$, $k \in \mathbb{Z}$), if $\Delta^{-1}(q)$ is not empty, then the following must hold.

(a). $z_i(t) \equiv 0$, $\forall t \in \mathbb{R}$ and $\forall i \in \mathbb{N}$.
(b). $\Delta^{-1}(q) \subset \{ t = \ell \pi/N : \ell \in \mathbb{Z} \}$, and $q(t)$ is collision-free and satisfies (22), for any $t \in \mathbb{R} \setminus \Delta^{-1}(q)$.
(c). For any $t \in \Delta^{-1}(q)$, if $q(t)$ has an $I$-cluster collision for some $I \subset \mathbb{N}$, then $|I| = 2$. Moreover when $t = 0$ or $\pi/N$ and $I = \{j, k\}$, the it must satisfies (24).

**Proof.** We will only give a detailed proof for $N = 2n$, while the proof for $N = 2n + 1$ is similar and will be omitted.

(a). Assume the result of property (a) does not hold, then $z_0(t) \neq \text{Constant}$, for all $t \in \mathbb{R}$. By Lemma 6.2 $q$ must be collision-free, which is a contradiction.

(b). Like the argument given in Lemma 6.2 as the $\xi$-topological constraints are essentially imposed on the boundary moments of the fundamental domain $[0, \pi/N]$,
Without loss of generality, let’s assume \( t \leq M \). Notice that \( q \) may choose a \( \tau = (\tau_i)_{i \in \mathbb{N}} \in \Sigma \) with \( \tau_0 = -1 \) and \( \tau_i = 0, \forall i \neq 0 \). Then for \( \varepsilon > 0 \) small enough, using Lemma 3.3 we can get a new path \( q^\varepsilon \in \Lambda^D_N \) with \( A_{q^\varepsilon}(q^\varepsilon; \pi/N) < A_{q}(q; \pi/N) \), which is absurd. By a similar argument, one can show \( m_t \) does not collide with any other mass either, when \( t = 0 \).

Now we will show \( |I| = 2 \). By a contradiction argument, let us say \( |I| \geq 3 \). First let us consider the case that there is an \( i \in \{1, \ldots, n-1\} \), such that \( \{i, N-i\} \subset I \). As \( |I| \geq 3 \), there is a \( j \in I \setminus \{i, N-i\} \). By (7), \( q_i(0) = \mathcal{R}_{xz} q_{N-i}(0) \), this implies the \( I \)-cluster collision must occur in the \( xz \)-plane. Since \( j \neq 0 \) or \( n \), (7) implies \( q_j(0) = q_{N-j}(0) \). As a result, \( \{i, j, N-i, N-j\} \subset I \). We will choose a \( \tau = (\tau_k)_{k \in \mathbb{N}} \in \Sigma \) with each \( \tau_k = 0 \) except the following:

\[ \tau_i = \tau_{N-i} = 1, \quad \tau_j = \tau_{N-j} = -1. \]

Then for \( \varepsilon > 0 \) small enough, by Lemma 3.3 we can find a new path \( q^\varepsilon \in \Lambda^D_N \) with \( A_{q^\varepsilon}(q^\varepsilon; \pi/N) < A_{q}(q; \pi/N) \), which is a contradiction.

Now let’s consider the case that there is an \( i \in \{1, \ldots, n-1\} \), such that \( \{i, N-i\} \not\subset I \), for any \( i \in \{1, \ldots, n-1\} \). Then \( i+j \neq N \), for any \( \{i \neq j\} \subset I \). As a result, \( q_i(0) = q_j(0) \) and (7) implies \( q_{N-i}(0) = q_{N-j}(0) \). This means there must be a \( I \)-cluster collision at the moment \( t = 0 \) with \( \{N-i, N-j\} \subset I \) and \( I \cap I = \emptyset \). Then a contradiction can be reach by Lemma 3.3 with the same \( \varepsilon \) we just used. This proves our claim that \( |I| = 2 \). Notice that the same argument we just gave actually also implies \( I = \{i, N-i\} \) for some \( i \in \{1, \ldots, n-1\} \). This finishes our proof for \( t = 0 \) being a collision moment.

The proof is similar, when \( t = \pi/N \) is a collision moment. For any other collision moment \( t \in \Delta^{-1}(q) \setminus \{0, \pi/N\} \), the result follows directly from the definition of \( D_N \)-symmetry. \( \square \)

Using the above results, we can prove Theorems 2.5, 2.6 and 2.7.

**Proof of Theorem 2.5** (a). When \( \omega = 0 \), the result follows from Theorem 2.1. When \( \omega = N \), it follows from Theorem 2.1 as well. This is because with frequency \( N \), from the moment \( t = 0 \) to \( t = \frac{\pi}{N} \), the \( x \) and \( y \)-axis rotate around the \( z \)-axis by \( \pi \), so they come back to the original line but with reversed directions. As a result, \( q(t) \in \Lambda^D_N \) in the rotating frame with frequency \( \omega = N \), if and only if \( e^{i\omega t} q(t) \in \Lambda^D_N \), with \( \xi^* \) defined as in (23).

(b) & (c). These two properties follows directly from Lemma 6.2 and 6.3. \( \square \)

**Proof of Theorem 2.6** Since \( q^\varepsilon(t) \) is an action minimizer of \( A_{q^\varepsilon} \) with collision, by Theorem 2.5 in the original non-rotating frame \( q(t) = e^{i\omega t} q^\varepsilon(t) \) is a collision solution of (1) containing only binary collisions and the set of collision moments \( \Delta^{-1}(q) \subset \{t = \ell \pi : \ell \in \mathbb{Z}\} \).

Without loss of generality, let’s assume \( t = 0 \) is a collision moment with \( M \) (1 \( \leq M \leq [N/2] \)) pairs of binary collision:

\[ q_{i_j}(0) = q_{N-i_j}(0), \quad i_j \in \mathbb{N} \text{ for } j = 1, \ldots, M. \]
Recall that by Theorem 2.3, a binary collision can only happen between two masses with their indices satisfying (24).

For each $1 \leq j \leq M$, following the notations from Section 3 we set

$$q_{c_j}(t) := \frac{1}{2}(q_{i_j}(t) + q_{N-i_j}(t));$$

and in the spherical coordinates $(r, \phi, \theta)$ with $r \geq 0, \phi \in [0, \pi]$ and $\theta \in \mathbb{R}$, we have

$$r_j = r_j \sin \phi_j \cos \theta_j, \quad \eta_j = r_j \sin \phi_j \sin \theta_j, \quad \zeta_j = r_j \cos \phi_j.$$

Moreover we define the energy of the sub-system consisting of $m_i$ and $m_{N-i}$ as

$$E_j(t) = E_j(q(t)) := \frac{1}{2}(|\dot{q}_{i_j}(t)|^2 + |\dot{q}_{N-i_j}(t)|^2) - \frac{1}{|q_{i_j}(t) - q_{N-i_j}(t)|}$$

We can always find a $\delta > 0$ small enough, such that $q_i(t) \in C^2((-2\delta, 2\delta), \mathbb{R}^3)$, $\forall i \notin \bigcup_{j=1}^{M} \{i_j, N-i_j\}$, as they represent the motions of masses not involved in any collision. Meanwhile for each $j = 1, \ldots, M$,

$$r_j(t) \in C^2((-2\delta, 2\delta), \mathbb{R}) \cap C^2((-2\delta, 0), \mathbb{R}) \cap C^2((0, 2\delta), \mathbb{R});$$

$$\phi_j(t) \in C^2((-2\delta, 0), \mathbb{R}) \cup C^2((0, 2\delta), \mathbb{R});$$

$$\theta_j(t) \in C^2((-2\delta, 0), \mathbb{R}) \cup C^2((0, 2\delta), \mathbb{R});$$.

Despite of the binary collision singularities, for each pair of $\{m_{i_j}, m_{N-i_j}\}$, their center of mass still satisfies

$$q_{c_j}(t) \in C^2((-2\delta, 2\delta), \mathbb{R}^3),$$

for a proof see [14, Remark 4.10].

Following [12], using McGehee transformation [21], one can blow up the simultaneous binary collisions to certain manifold, which will be called the collision manifold. The collision manifold becomes boundaries of the phase space (after McGehee transformation). Then one can extend the vector field [25] to the collision manifold, which are invariant under the extended flow. The extended flow on the collision manifold can be understood completely: the problem becomes $M$ pairs of decoupled two body problems on the collision manifold, and each pair of masses involved in the binary collisions make a complete revolution on a fixed plane around its center of mass and the energy of the sub-system is a first integral. With this one can find the unique ejection orbit associated with a given collision orbit. The proof is quite long and technical, in our setting we summarize it as following:

$$(q_j, \dot{q}_j)(t), \quad t \in (0, 2\delta)$$

is the unique ejection orbit associated with $(q_j, \dot{q}_j)(t), \quad t \in (-2\delta, 0)$, if the following conditions hold for each $1 \leq j \leq M$,

$$\lim_{t \to 0^-} \phi_j(t) = \lim_{t \to 0^+} \phi_j(t), \quad \lim_{t \to 0^-} \dot{\phi}_j(t) = \lim_{t \to 0^+} \dot{\phi}_j(t) = 0;$$

$$\lim_{t \to 0^-} \theta_j(t) = \lim_{t \to 0^+} \theta_j(t)(\mod 2\pi), \quad \lim_{t \to 0^-} \dot{\theta}_j(t) = \lim_{t \to 0^+} \dot{\theta}_j(t) = 0;$$

$$\lim_{t \to 0^-} E_j(t) = \lim_{t \to 0^+} E_j(t).$$

We explain why these conditions hold for the minimizer $q$: first, by property (c) in Theorem 2.5, $q_i(t)$ belongs to the $xy$-plane, for any $i$ and $t$. Hence $\phi_j(t) = \pi/2$, for any $t$ and $1 \leq j \leq M$, which immediately implies (69); second, the first equation in (70) following from Lemma 3.1 as otherwise using this lemma we can make a small local deformation of the collision solution near the collision moment and get a new path with strict smaller action value, and the second equation in (70)
follows from property (b) in Proposition 3.2 (the proposition is stated for an ejection solution, but the same holds for a collision solution as well); third, since $q$ is an action minimizer, by results from [14, Section 4], we have $E_j(t) \in C^0((-2\delta, 2\delta), \mathbb{R})$, for each $1 \leq j \leq M$, which clearly implies (71).

We have proved $(q, \dot{q})(t), t \in (-2\delta, 2\delta)$ is $C^0$ block-regularizable. The same argument can be applied to any other collision moment and this finishes our proof. □

**Proof of Theorem 2.7.** The fact that a minimizer satisfies all the properties in Theorem 2.5 and 2.6 follows from the same arguments as before and will not be repeated. □
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