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ABSTRACT
Adversarial learning is a widely used technique in fair representation learning to remove the biases on sensitive attributes from data representations. It usually requires incorporating the sensitive attribute labels as prediction targets. However, in many scenarios the sensitive attribute labels of many samples can be unknown, and it is difficult to train a strong discriminator based on the scarce data with observed attribute labels, which may lead to generate unfair representations. In this paper, we propose a semi-supervised fair representation learning approach based on an adversarial variational autoencoder, which can reduce the dependency of adversarial fair models on data with labeled sensitive attributes. More specifically, we use a bias-aware model to capture inherent bias information on sensitive attributes by accurately predicting sensitive attributes from input data, and use a bias-free model to learn debiased fair representations by using adversarial learning to remove bias information from them. The hidden representations learned by the two models are regularized to be orthogonal. In addition, the soft labels predicted by the two models are further integrated into a semi-supervised variational autoencoder to reconstruct the input data, and we apply an additional entropy regularization to encourage the attribute labels inferred from the bias-free model to be high-entropy. In this way, the bias-aware model can better capture attribute information while the bias-free model is less discriminative on sensitive attributes if the input data is well reconstructed. Extensive experiments on two datasets for different tasks validate that our approach can achieve good representation learning fairness under limited data with sensitive attribute labels.
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1 INTRODUCTION
Representation learning models usually aim to build representations of input data by mining its inherent characteristics [3]. However, the raw data (e.g., user-generated web data) may encode biases related to some sensitive attributes such as demographics [35]. The models learned on such data may also inherit these biases and generate biased representations [19]. For example, researchers have found that in many canonical word embeddings such as Word2vec [22] and GloVe [24], the word “doctor” has a closer relation to “male” while “nurse” has a smaller distance to “female” [37]. Such “stereotypes” of models may lead to biased decisions that are unfair to groups with certain sensitive attributes [2]. Thus, fair representation learning, which aims to learn representations that are free from the influence of targeted sensitive attributes, is important to build responsible intelligent web systems and make fair automatic decisions [21].

Adversarial learning is a widely used fair representation learning technique that aims to remove the information related to sensitive attributes from hidden representations [18]. It typically uses a discriminator to infer sensitive attributes from the representations learned by a model, and propagates negative gradients of attribute prediction loss to the model to help generate sensitive attribute-agnostic representations [35]. However, in many real-world scenarios, the sensitive attribute labels of many samples can be missing. For example, most users on the YouTube platform do not provide their gender information [10]. In addition, it is very expensive and even impractical to collect or manually annotate sufficient data with sensitive attribute labels [12]. The discriminator in adversarial learning cannot be well-tuned if samples with labeled attributes are scarce, and therefore the bias information related to sensitive attributes encoded in the deep representations cannot be effectively eliminated to achieve good fairness.

Semi-supervised learning is an effective way to enhance model performance by mining useful information from redundant unlabeled data [26]. There are a few attempts to incorporate semi-supervised learning techniques into fair machine learning models [23]. For example, Noroozi et al. [23] proposed to use the model to annotate pseudo labels for unlabeled data, and then add samples with high confidence to the training set. They applied fairness regularization losses to both real and pseudo labeled samples. Zhang et al. [36] proposed an iterative method that first combines the raw dataset and the pseudo labeled dataset, then re-samples the data to ensure that the number of samples with different sensitive attributes are equal, and finally trains the model on the re-sampled dataset to further generate the pseudo labeled dataset. However, these methods mainly aim to handle the scarcity of labeled data in downstream tasks, while they assume that the sensitive attributes of all samples are observed. It is still very challenging to learn
fair models if only a small subset of samples are associated with observed sensitive attribute labels.

In this paper, we proposed a semi-supervised fair representation learning method named Semi-FairVAE, which can effectively reduce the dependency of adversarial fair representation learning methods on labeled samples with sensitive attributes. Different from the standard semi-supervised variational autoencoder (Semi-VAE) that incorporates the predicted label as the latent variable for input construction, in our adversarial learning methods the predicted attributes are enforced to be random and is not suitable to directly take them as latent variables. Motivated by the decomposed adversarial learning method proposed in [29], we use a bias-aware model to capture the bias information related to sensitive attributes in the input data and use a bias-free model to learn fair representations with bias information eliminated. The bias-aware model is used to accurately infer the sensitive attributes by training in an attribute prediction task, while the bias-free model is used to learn bias-independent feature representations by applying an adversarial learning module to its output, where the hidden representations learned by the two models are regularized to be orthogonal to further remove bias information from the bias-free model. In addition, the soft attribute labels predicted by the two models and the feature learned by a VAE encoder are further incorporated as the latent variables in a semi-supervised variational autoencoder to reconstruct the input data. Note that on samples with labeled attributes, the attribute labels predicted by the bias-aware and bias-free models are respectively replaced by the real labels and soft labels with uniform class probabilities, which aim to provide supervision information on the real and adversarial label distributions to help the input reconstruction in generative semi-supervised learning. To further encourage the bias-free model to be attribute insensitive, on samples without attribute labels the attribute predictions from the bias-free model are regularized to have higher entropy so that less sensitive attribution information can be encoded in the bias-free feature representations. Extensive experiments on two datasets for different tasks validate that our proposed Semi-FairVAE approach can achieve both good accuracy and fairness under limited data with observed sensitive attribute labels.

The contributions of this paper are listed as follows:

- To our best knowledge, this is the first semi-supervised fair representation learning method that aims to handle the scarcity of samples with labeled sensitive attributes.
- We propose a semi-supervised adversarial variational autoencoder for semi-supervised fair representation learning, which can effectively exploit data without observed sensitive attribute labels.
- We conduct extensive experiments on two datasets for different tasks to verify the effectiveness of our approach in semi-supervised fair representation learning.

2 RELATED WORK

2.1 Fair Representation Learning

Learning fair representations from the data that encodes biases related to certain sensitive attributes is a widely studied problem in machine learning [20]. Some early studies explore improving the fairness of representations by adjusting the raw dataset into a fair one for model training [6, 7, 13]. For example, Calders et al. [6] proposed two methods to balance the dataset over different sensitive attributes. The first one is massaging, which changes the labels of samples with less confident model predictions. The second one is weighting, which assigns samples in model training different weights according to the proportion of different sensitive attributes over different classes. Kamiran et al. [13] proposed a preferential sampling method that duplicates or removes the samples that are close to the decision boundary based on the attribute distributions. These dataset modification methods are usually compatible with different tasks and methods. However, these methods mainly focus on eliminating the effects of biases encoded by training data, and they cannot handle the potential biases and unfairness brought by the representation learning algorithms.

Another widely used fair representation learning paradigm is adding fairness constraints to representations to regularize the model [9, 14, 33]. For example, Zemel et al. [34] proposed to use autoencoder to learn hidden representations of input data. They added a statistical parity regularization to reduce the discrimination of hidden representations on sensitive attributes. Yao et al. [32] derived four different fairness metrics from the predicted and real ratings of users with different sensitive attributes, and they compared regularizing the collaborative filtering models with one of these metrics. These regularization based methods can control the tradeoff between accuracy and fairness by choosing different regularization intensities. However, the fairness constraints are often difficult to achieve and may even contradict the objectives of the main prediction task, and thus the model optimization may not be effective. In addition, in many real-world applications such as click-through rate prediction and news recommendation, it is difficult to design proper fairness constraints for model training [29].

In recent years, adversarial learning becomes a new fashion in fair representation learning [19, 29, 31, 35]. For example, Zhang et al. [35] proposed to apply adversarial learning to the representations learned by a model by propagating the negative gradients of a sensitive attribute discriminator to the model. They also proposed to remove the projection of task-specific gradients on the space of discriminator gradients to ensure that optimizing the loss in downstream tasks does not help the discriminator. Madras et al. [19] proposed to use the soft labels predicted by the adversary model and the hidden representations to reconstruct the input data. Wu et al. [29] proposed a decomposed adversarial learning method that uses a bias-aware user model to capture bias information and uses a bias-free user model to capture bias-independent user interest. The user embeddings learned by the two models are regularized to be orthogonal. In these methods, an informative discriminator that can reflect the sensitive attribute space is a necessity for learning fair representations. However, if only a limited amount of data has sensitive attribute labels, it is difficult to learn an accurate discriminator and thereby the attribute information cannot be effectively removed from hidden representations. Moreover, existing semi-supervised fair representation learning methods mainly focus on the missing task labels while ignoring the scarcity of data with sensitive attribute labels [5, 23, 36]. Different from existing methods, our approach uses a semi-supervised variational autoencoder to exploit useful information from data without attribute labels, which
can learn fair representations on limited samples with revealed sensitive attributes.

2.2 Semi-supervised Variational Autoencoder

Variational autoencoder [16] is a widely used generative model developed from the standard autoencoder. It typically encodes the input data \( x \) into a latent space \( z \) with Gaussian distributions, and then samples data points from the latent space to construct the input data via a decoder. Due to the nature of generative models, variational autoencoders can be used for semi-supervised learning, which was first proposed in [15] (named Semi-VAE). In this model, both the input data \( x \) and its label \( y \) are used for learning the latent variable \( z \) via an encoder \( q_\phi(z|x, y) \), where \( \phi \) denotes its parameters. The decoder then constructs input data using a distribution \( p_\theta(x|y, z) \), where \( \theta \) is the decoder parameters. The task label prediction distribution is denoted as \( q_\phi(y|x) \). The distribution of the latent variable \( z \) is derived as follows:

\[
z \sim q_\phi(z|x, y) = \mathcal{N}(\mu(x, y), \text{diag}(\sigma^2(x, y))), \tag{1}
\]

where \( x \) is the hidden representation of \( x \) learned by the encoder.

In Semi-VAE, on labeled data the evidence lower bound of \( x \) with observed label \( y \) is formulated as follows:

\[
\log p_\theta(x, y) \geq \mathbb{E}_{q_\phi(z|x, y)}[\log p_\theta(x|y, z)] + \log p_\theta(y) \nonumber
\]

\[
-\text{KL}(q_\phi(z|x, y)||p(z)) = -L(x, y), \tag{2}
\]

where the prior distribution \( p(z) \) is typically a standard Gaussian distribution. On unlabeled data, the label \( y \) is given by the classifier, and the evidence lower bound is formulated as follows:

\[
\log p_\theta(x) \geq \sum_y q_\phi(y|x)(-L(x, y)) + H(q_\phi(y|x)) \nonumber
\]

\[
= -\mathcal{U}(x), \tag{3}
\]

where \( H \) denotes entropy. The unified loss function on the union of labeled and unlabeled data is written as follows:

\[
\mathcal{L} = \sum_{(x, y) \in \mathcal{D}_l} L(x, y) + \sum_{x \in \mathcal{D}_u} \mathcal{U}(x) + \alpha \mathbb{E}_{(x, y) \in \mathcal{D}_l} [-\log q_\phi(y|x)] \tag{4}
\]

where \( \mathcal{D}_l \) and \( \mathcal{D}_u \) denote the labeled and unlabeled data sets, respectively, and \( \alpha \) is a coefficient that controls the relative importance of classification loss. By optimizing the loss function of the Semi-VAE, the model can be aware of the relatedness between label prediction and input data reconstruction, which can help exploit useful information of unlabeled data to alleviate the scarcity problem of labeled training data. However, Semi-VAE cannot be directly applied to semi-supervised adversarial learning, because in adversarial learning the discriminator cannot accurately infer the sensitive attributes from hidden representations and thereby cannot help input data reconstruction. To solve this problem, we propose an adversarial semi-supervised variational autoencoder based on decomposed adversarial learning [29], which can mine the relatedness between input data reconstruction and the sensitive attributes predicted by a bias-aware model and meanwhile encourage the bias-free model to be less attribute discriminative.

### Table 1: The main variable denotations in our method.

| Variable | Description |
|----------|-------------|
| \( x \)  | Input features          |
| \( \hat{x} \) | Reconstructed features |
| \( y \)  | Real task label          |
| \( \hat{y} \) | Predicted task label |
| \( z \)  | Real sensitive attribute label |
| \( \hat{z} \) | Predicted sensitive attribute label (bias-aware) |
| \( z \)  | Predicted sensitive attribute label (bias-free) |
| \( r_f \) | Bias-free feature representation |
| \( r_b \) | Bias-aware feature representation |
| \( r \)  | Overall feature representation |
| \( \mu \) | Mean vector of latent space |
| \( \sigma \) | Co-variance vector of latent space |
| \( h \)  | Latent Representation |
| \( c \)  | Combined hidden representation |
| \( L_P \) | Attribute prediction loss |
| \( L_A \) | Attribute adversarial loss |
| \( L_O \) | Orthogonality loss |
| \( L_T \) | Task loss |
| \( L_R \) | Reconstruction loss |

3 SEMI-SUPERVISED FAIR REPRESENTATION LEARNING

Next, we introduce the details of our semi-supervised fair representation learning approach named Semi-FairVAE. We will first give a formal definition of the problem studied in this paper, and then introduce the details of our approach.

3.1 Problem Definition

In our approach, we denote the input feature of a sample as \( x \) and its label in the target task as \( y \). The sensitive attribute of this sample is denoted as \( z \) if it is observed. The entire dataset \( \mathcal{D} \) is composed of a set \( \mathcal{D}_l \) with observed sensitive attributes and a set \( \mathcal{D}_u \) without labeled sensitive attributes. The goal of the fair representation model is to learn a fair representation \( r_f \) for each sample from \( x \), where its sensitive attribute \( z \) can be minimally inferred from its representation \( r_f \). In addition, the representations should be maximally informative for predicting the labels in the target task. We summarize the denotations of variables used in our approach in Table 1. Their details are introduced in the following sections.

3.2 Model Framework

We then introduce our semi-supervised fair representation learning model. Its overall framework is shown in Fig. 1. We introduce it in detail in the following paragraphs.

In existing semi-supervised learning frameworks based on VAEs, a prerequisite is learning an informative predictor model based on data with observed labels. However, in the standard adversarial fair representation learning method, the discriminator is deceived by the feature encoder and it cannot effectively predict the sensitive attributes from feature representations, thereby the vanilla adversarial fair representation learning paradigm is not compatible with semi-supervised VAE. Motivated by [29], we propose to
incorporate the decomposed adversarial learning framework into semi-supervised VAE. As shown in Fig. 1, the decomposed adversarial learning framework has a bias-aware model to learn bias-aware feature representations that mainly capture bias information on sensitive attributes, and a bias-free model to learn bias-free representations that encode bias-independent data information. We denote the bias-free feature representation as \( r_f \) and the bias-aware feature representation as \( r_b \). To encourage the bias-aware model to maximally capture the bias information on sensitive attributes, an attribute predictor is used to infer sensitive attributes labels \( \hat{z} \) from the hidden representations learned by the bias-aware model. We apply an attribute prediction loss \( L_P \) to the predictor to optimize its ability in inferring sensitive attributes, which is formulated as:

\[
L_P = -\sum_i z_i \log(\hat{z}_i),
\]

where \( z_i \) and \( \hat{z}_i \) denote the real and predicted attribute labels for the \( i \)-th class, respectively. In addition, to eliminate the bias information encoded by the bias-free model, an adversarial learning module is applied to the hidden representations learned by the bias-free model. We use a discriminator to infer sensitive attribute labels \( \tilde{z} \) from the bias-free feature representation \( r_f \). It is used for computing the adversarial loss \( L_A \) for regularizing the model, which is formulated as follows:

\[
L_A = -\sum_i z_i \log(\tilde{z}_i),
\]

where \( \tilde{z}_i \) is the attribute label for the \( i \)-th class predicted by the discriminator. Note that the adversarial loss is used to train the discriminator, while its negative gradients are propagated to the bias-free model. In order to further purify the bias-free and bias-aware feature representations to encourage them to be orthogonal with each other, an additional orthogonality regularization loss \( L_O \) is applied to the bias-free and bias-aware feature representations, which can be formulated as follows:

\[
L_O = \frac{|r_f \cdot r_b|}{||r_f|| \cdot ||r_b||}.
\]

Since the target task may be relevant to the bias information on sensitive attributes, we aggregate the bias-aware and bias-free feature representations (we use the summation of them for simplicity) into

\[\vdots\]
a unified feature representation \( r \). The task label \( \hat{y} \) is predicted from \( r \) with a task-specific predictor, and the task loss \( L_T \) is formulated as follows:

\[
L_T = - \sum_i y_i \log(\hat{y}_i),
\]

(8)

where \( y_i \) and \( \hat{y}_i \) are the gold and predicted task label for the \( i \)-th class. Note that in the test phase, only the bias-free feature representations \( r_f \) are used for predicting the labels of target tasks. Thus, the method for aggregating the bias-free and bias-aware feature representations should be a linear operation to ensure that the task specific predictor can be used for test.

Following the semi-supervised variational autoencoder framework, we use another encoder to encode the input features into the latent space. We use two dense layers to learn the mean and variance vectors for the input feature, which are computed by:

\[
\mu = f(Wx + w),
\]

\[
\sigma = f(Ux + u),
\]

(9)

(10)

where \( W, u, U \) and \( u \) are parameters, \( f(\cdot) \) is the activation function. The latent representation \( h \) is sampled from the latent space spanned by \( \mu \) and \( \sigma \) via reparameterization as follows:

\[
h = \mathcal{N}(0, I) + \sigma + \mu.
\]

(11)

The latent representation is further concatenated with the sensitive attribute labels predicted by the attribute predictor and the discriminator to form a union \( z = [\tilde{z}, \tilde{y}] \). It is used to reconstruct the input data \( x \) through a decoder model. To train the decoder model to make accurate input data reconstruction, we apply a reconstruction loss\(^1\) to the reconstructed feature \( \hat{x} \), which is denoted as follows:

\[
L_R = \frac{1}{d} \sum_i (\hat{x}_i - x_i)^2,
\]

(12)

where \( d \) is the dimension of input feature. Note that on data with observed sensitive attribute labels, we use the real attribute label \( z \) to replace the predicted labels \( \hat{z} \) in input reconstruction to help capture the joint distribution of sensitive attributes and input data. In addition, since we expect the sensitive attribute labels predicted by the discriminator to be random, we use soft label vectors with uniform class probability distributions to replace the attribute labels \( \hat{z} \) in reconstructing input data.\(^2\) Thus, on data with labeled sensitive attributes, the unified loss function for model training \( L_{labeled} \) can be formulated as follows:

\[
L_{labeled}(x, y, z) = L_p - \lambda L_A + L_O + L_T + \sum_{(x,z) \in D_l} L(x, z),
\]

(13)

\[
L(x, z) = L_R + KL(q_{\phi}(h|x, z) || p(h)) - \log p_y(z),
\]

(14)

where \( \lambda \) is the adversarial learning strength. On data without sensitive attributes, the loss function \( L_{unlabeled} \) is formulated as:

\[
L_{unlabeled}(x, y) = L_O + L_T + \sum_{x \in D_u} U(x),
\]

(15)

\[
U(x) = \sum_{\tilde{z}} q_{\phi}(z|x)(L(x, z)) - H(\tilde{z}) - H(\tilde{z}).
\]

(16)

\(^1\)We apply L2 distance rather than cross entropy because the input features can be continuous variables.

\(^2\)We assume that the expected class distribution is balanced if the attribute labels inferred from hidden representations are random.

In this formula, different from the standard unlabeled loss in Semi-VAE (the first two terms), we further add an additional entropy term of the sensitive attribute labels inferred from the bias-free feature representations.\(^3\) If their entropy is larger, it means that there exists less bias information in the bias-free feature representations and the discriminator can make less confident predictions, which is consistent with the goal of fair representation learning. By optimizing the loss function \( L_{unlabeled} \) on a large amount of data without sensitive attribute labels, the bias-aware model is encouraged to be more discriminative in inferring sensitive attributes while the bias-free model can be more independent on the bias introduced by sensitive attributes to generate fairer representations. For model training, we jointly optimize the loss functions on both labeled and unlabeled datasets, which is formulated as follows:

\[
L = \sum_{(x,y,z) \in D_l} L_{labeled}(x, y, z) + \sum_{(x,y) \in D_u} L_{unlabeled}(x, y).
\]

(17)

After the model converges, the bias-free feature representations \( r_f \) are used for prediction on the test data. In this way, the final predictions can be less influenced by the bias information related to sensitive attributes.

### 4 EXPERIMENTS

#### 4.1 Datasets and Experimental Settings

We conduct experiments on two datasets for different tasks. The first dataset is *Adult* \(^4\), which is a widely used benchmark income prediction dataset for fairness-aware machine learning research. The task is to infer whether the yearly income of a person is higher than $50K and gender is regarded as the sensitive attribute. There are 32,650 male users and 16,192 female users in total. The input sample in this dataset can be formulated as a feature vector with both categorical and numerical variables. The second dataset is the news recommendation dataset used in FairRec \(^5\), which contains the news click logs of 10,000 users as well as the observed gender labels of a part of users. Among users with gender labels, there are 2,484 male users and 1,744 female users. We denote this dataset as *NewsRec*. Gender is the sensitive attribute in this dataset. Each sample log in this dataset contains a user’s historical clicked news, a candidate news article, and the corresponding click label. Each impression contains a set of candidate news articles displayed to a candidate news article, and the corresponding click label. Each impression contains a set of candidate news articles displayed to a user at a certain time. The statistics of two datasets are listed in Table 2. The training/test sets are randomly divided on the *Adult* dataset, while they are partitioned by time on the *NewsRec* dataset (logs in the last week are used for test).

| Dataset | \#train logs | \#test logs | avg. title len. |
|---------|-------------|-------------|----------------|
| *Adult* | 7,773,027   | 2,701,466   | 11.29          |
| *NewsRec* | 7,773,027 | 2,701,466   | 11.29          |

\(^3\)Note that we do not regard the union of \( \tilde{x} \) and \( \tilde{z} \) as a unified latent variable because \( \tilde{z} \) is expected to be independent on \( x \) and \( \tilde{x} \).

\(^4\)https://archive.ics.uci.edu/ml/datasets/adult

---

**Table 2: Statistics of *Adult* and *NewsRec***

|       | *Adult* | *NewsRec* |
|-------|---------|-----------|
| \#news | 42,255  | 10,000    |
| \#impressions | 360,428 | avg. title len. 11.29 |
| \#train logs | 7,773,027 | \#test logs 2,701,466 |
To simulate the scenario where only a small part of the data has observed sensitive attributes, we reserve different ratios of attribute labels and regard the rest as samples without observed attribute labels. The hidden dimension of different methods is 256. Since the input of the Adult dataset is a feature vector while is a feature embedding sequence on on NewsRec, we use a dense layer as the decoder on Adult and use a GRU network as the decoder on NewsRec. Adam [4] is used for model training and the learning rate is 0.01 on Adult and 0.001 on NewsRec. The dropout [25] ratio is 0.2. On the Adult dataset, following prior works [36], we use demographic parity (denoted as DP) and equalized opportunity (denoted as OPP) as the fairness metric and use income prediction accuracy as the performance metric. On the NewsRec dataset, following [50] we use AUC as the performance metric. In addition, we consider two types of fairness metrics. The first one is taken from [29], which uses the accuracy of gender prediction from the top 5 recommendation results to measure fairness. A higher gender prediction accuracy means worse fairness because the recommendation results are more heavily influenced by sensitive attributes. The second one is similar to equalized opportunity, which uses the AUC differences between users in different gender groups [8] (denoted as Δ-AUC). A smaller Δ-AUC value means better fairness. On both datasets, we randomly sample 10% of training data as validation sets, and tune the hyperparameters of our approach and baselines on them. We repeat each experiment 5 times with different random seeds and report the average scores.

### 4.2 Performance Evaluation

We evaluate the performance of different methods in terms of their accuracy and fairness. On the Adult dataset, we compare three widely used methods for feature based representation learning, including logistic regression (LR), deep neural network (DNN), and factorization machine (FM). For the DNN based methods, we use two hidden layers with ReLU activation functions. On the basis of these methods, we further compare five methods, including: (1) adversarial learning (denoted as AL), which applies adversarial learning to the representations learned by the model; (2) adversarial learning with self-training (denoted as AL+ST), which uses an attribute predictor to predict sensitive attributes of samples without attribute labels and add confident predictions to the training set; (3) decomposed adversarial learning (denoted as DAL) [29], which is the basic framework in our method; (4) decomposed adversarial learning with self-training (denoted as DAL+ST); (5) Semi-FairVAE, our proposed semi-supervised adversarial learning method. On the NewsRec dataset, we use three widely compared benchmark baselines as basic models, including NAML [27], LSTUR [1] and NRMS [28]. In these methods, candidate news articles in an impression are ranked by their personalized click scores given a target user. We also compare five methods based on them, including (1) AL, vanilla adversarial learning; (2) AL+ST, adversarial learning with self-training; (3) FairRec [29], decomposed adversarial learning for news recommendation; (4) FairRec+ST, combining FairRec with self-training; (5) Semi-FairVAE, our approach. We compare model performance and fairness under different amounts of data (i.e., 10%, 20% and 50%) with sensitive attribute labels. The samples without attribute labels are ignored in adversarial training, but they still participate in task label prediction and input data reconstruction. The results are shown in Tables 3 and 4, from which we have the following observations:

First, the methods without fairness awareness usually have better accuracy, while they usually make unfair predictions. By contrast, fairness-aware methods have some sacrifice on accuracy, while...
their fairness can be improved. Second, we find that when the data with observed sensitive attribute labels is scarce, the fairness of purely supervised adversarial learning based methods is unsatisfactory. This is because the discriminator cannot be well-tuned and sensitive attribute information cannot be fully removed. Third, compared to pure supervised methods, semi-supervised methods can consistently achieve better fairness, and the advantage is larger when data with labeled attributes is scarcer. It shows that mining information from data without labeled sensitive attributes can improve adversarial fair representation learning. Fourth, decomposed adversarial learning methods can usually achieve better fairness than the vanilla adversarial learning methods. This is because the main target task may have correlations with sensitive attributes, and it may be suboptimal to apply both adversarial loss and task loss to the same representations. Finally, our proposed Semi-FairVAE approach consistently outperforms self-training in terms of both accuracy and fairness. Further two-sided t-test shows that the fairness improvement of Semi-FairVAE over other baselines are significant ($p < 0.01$). This is because our approach can enforce the model to better train the sensitive attribute predictor and remove bias information from the bias-free representations by incorporating their predicted attribute labels into input data reconstruction. These results verify the effectiveness and generality of our method.

4.3 Ablation Study
Next, we conduct several ablation studies to verify the effectiveness of several key techniques in our approach, including using the attribute labels predicted by the bias-aware and bias-free model for input data reconstruction as well as the entropy losses used for model training on unlabeled data. We use 20% of data with attribute labels, and we use FM on Adult and NRMS on NewsRec. If not specified, we use these two basic models in the following experiments. The results on Adult and NewsRec datasets are shown in Fig. 2. We have some findings from the results. First, both the accuracy and fairness decline if the attribute labels inferred from the bias-aware or bias-free feature representations are removed when reconstructing input data. This shows that reconstructing input data can encourage the model to better capture the bias information on sensitive attributes in the bias-aware model and better remove bias information from the bias-free model. In addition, if we remove the entropy loss of the attribute labels predicted by the bias-aware model, the accuracy and fairness also drop. This is because the entropy loss derived from the evidence lower bound of semi-VAE can encourage the model to make more confident attribute predictions so that the reconstruction can be more accurate, which can help better exploit data without observed attributes. Besides, removing the negative entropy loss of adversarial attribute label also leads to some fairness degradation. This may be because this loss can help the bias-free model to better deceive the discriminator and learn bias-independent feature representations.

4.4 Influence of Unlabeled Data
Then we study the influence of the amount of data without sensitive attribute labels on the model accuracy and fairness. We vary the percentage of unlabeled data used in Semi-FairVAE and compare the model performance in Fig. 3. From the results, we find that when more unlabeled data is used, the model fairness can be greatly improved, while the accuracy will slightly decrease. This is because when more unlabeled data is used, the generative model can better estimate the joint distribution of input features and their sensitive attributes, and thereby can better remove the bias information to improve fairness. It is also intuitive to have some accuracy sacrifice because removing the bias information also remove some learning shortcuts [11]. However, when the amount of
Figure 2: Influence of removing the attribute labels predicted by bias-aware and bias-free models from input reconstruction and the two associated entropy losses in Eq. (16). Higher Acc or AUC indicates better performance, and lower DP or Acc@5 means better fairness.

Figure 3: Influence of the amount of data without observed sensitive attribute labels on semi-supervised adversarial fair representation learning.

unlabeled data is much greater than the number of labeled data, the fairness improvement brought by incorporating more unlabeled data becomes smaller while the performance sacrifice becomes more significant. This is because the loss on labeled data may not be sufficiently optimized. Thus, if used in practical scenarios, we need to choose a proper amount of unlabeled data to participate in the semi-supervised model learning to adjust the tradeoff between accuracy and fairness.

4.5 Hyperparameter Analysis

We further analyze the influence of the adversarial loss coefficient $\lambda$ on the model accuracy and fairness. We vary the value of $\lambda$ in Eq. (13) and the results are illustrated in Fig. 4. We find that when $\lambda$ goes larger, the model accuracy sacrifice becomes larger. This is because the adversarial loss may affect the model training in the main target task. In addition, with the increase of $\lambda$, the model fairness first improves and then declines. This is because if the intensity of adversarial loss is too high, the negative gradients will encode inverse attribute labels into feature representations, which may be harmful to model fairness. Thus, we choose moderate values for $\lambda$, i.e., 0.4 on Adult and 0.5 on NewsRec.

4.6 Representation Visualization

Finally, we visualize the representations learned by our approach and its variant without semi-supervised learning. We choose DNN as the basic model and use 20% of labeled attributes. The representations learned on Adult are shown in Fig. 5. We can see that the representations learned by purely supervised models severely encode gender biases because many male samples can be discriminated...
Figure 4: Influence of the adversarial loss weight $\lambda$ on accuracy and fairness.

Figure 5: Comparison of representations learned by our method and the purely supervised baseline. Red points denote male samples and blue points denote female samples. Better viewed in color.

from female samples. Fortunately, when semi-supervised techniques are incorporated, the representations become less gender-sensitive, which indicates that attribute information encoded in representations is better eliminated. This result shows the effectiveness of semi-supervised learning in improving fairness-aware representation learning.

5 CONCLUSION AND FUTURE WORK

In this paper, we propose a semi-supervised fair representation learning method named Semi-FairVAE, which incorporates a semi-supervised adversarial variational autoencoder to reduce the dependency on data with observed sensitive attributes. In our method, we use a decomposed adversarial learning framework with a bias-aware model to capture sensitive attribute information encoded in input data and a bias-free model to learn fair representations via adversarial learning. An orthogonal regularization is applied to the hidden representations learned by the two models to better learn fair representations. In addition, the attribute labels predicted by the two models are further incorporated by a semi-supervised variational autoencoder to reconstruct the input data. We further regularize the attribute labels predicted from the bias-free model to have high entropy so that the bias-free model can be more invariant to sensitive attributes. Extensive experiments on two datasets for different tasks show that our approach can achieve good fairness under scarce data with sensitive attribute labels and meanwhile do not heavily hurt model accuracy.

However, our work also has following limitations. First, our approach still relies on a certain amount of data with observed sensitive attribute labels. Thus, it is not compatible with the scenarios where no labeled attribute data is available or there are unseen attribute values in the test data. Second, our approach may be sensitive to the imbalance of attribute labels. If the attribute label is extremely imbalanced, our approach needs to be combined with imbalanced classification techniques. Third, the attribute label needs to be a categorical variable because the Semi-VAE framework does not support real-valued labels. Thus, in our future work, we plan to study how to extend our approach to scenarios with few-shot or zero-shot attributes, and explore how to handle the continuous-value sensitive attributes.
