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1 Introduction

No direct evidence for physics beyond the Standard Model (SM) has been found at the Large Hadron Collider (LHC) yet. In the absence of a clear beyond SM (BSM) signal, effective field theories (EFTs) are an increasingly popular approach to interpret the constraints set by LHC measurements. To obtain constraints on the parameters of the HET theory in an EFT framework, the heavy HET particles are integrated out at their mass scale. At
this matching scale, the EFT parameters are related to the HET parameters via matching conditions. Using renormalization-group equations (RGEs), the EFT parameters are then run down to a low-energy scale (typically the electroweak scale). At this scale, physical observables are calculated and compared to experimental data. Due to the plethora of imaginable HET theories and also of EFTs (i.e., if not all BSM particles are heavy), the automation of this process is highly desirable.

An automated calculation of the needed RGEs at the one- and two-loop level (and the three-loop level for gauge couplings) is already available in the form of the computer codes SARAH [1–4] and PyR@te [5–7], which implement the results of [8–16]. Also generally applicable formulas for the derivation of one-loop matching conditions have been derived. While in recent years, most efforts concentrated on the one-loop matching of higher-dimensional operators has been considered in [17–30], also the one-loop matching of renormalizable operators [31, 32] can provide information about the HET. In contrast, no general two-loop results are available yet.\(^1\) Especially for renormalizable operators, their impact is, however, often relevant.

One prominent example is the SM as an EFT of the Minimal Supersymmetric Standard Model (MSSM). Due to supersymmetry (SUSY), the SM Higgs self-coupling is determined by the other MSSM parameters at the SUSY scale. This property can be used to predict the Higgs mass in terms of the MSSM parameters, making it possible to derive bounds on the SUSY scale even if all SUSY particles are far beyond the reach of direct LHC searches. To fully exploit the experimental precision, the calculation of higher-order matching conditions is mandatory. Correspondingly, many efforts have been dedicated to derive the full one-loop [34–37] as well as partial two-loop [35–40] and three-loop [41] corrections in the simplest case of the SM as an EFT. Still, the remaining theoretical uncertainty is considered to be significantly higher than the experimental uncertainty [36–38, 42, 43]. Less precise results are available if the EFT is not the SM but, e.g., a Two-Higgs-Doublet Model (THDM) allowing to consider the effect of relatively light non-SM Higgs bosons [44–50].

The aim of this paper is to take the first step into the direction of systematizing the calculation of higher-order matching conditions of renormalizable operators and to discuss various applications. Focusing on diagrammatic matching, we explain in section 2 the various contributions to a matching condition (providing explicit one- and two-loop formulas). Moreover, we discuss how Ward identities ensure that matching conditions derived using different observables agree with each other and which observables are best suited for the derivation of matching conditions. Also, different approaches to treat the light masses are compared. In section 3, we discuss a couple of simple examples highlighting the main points of section 2. Moreover, we discuss non-trivial two-loop applications: the \(\mathcal{O}(\alpha_t \alpha_s)\) and \(\mathcal{O}(\alpha_t^2)\) matching conditions for the Higgs four-point couplings between the SM and the THDM as well as the THDM and the MSSM are calculated. The obtained expressions are used in section 4 to improve the calculation of the SM-like Higgs mass in the MSSM using the THDM as EFT, which is implemented into the public code FeynHiggs [51–59].

\(^1\)For EFTs with a SM-like Higgs sector, the calculation of the two-loop matching condition for the Higgs self-coupling has been automatized by matching the Higgs-boson mass [33]. This procedure partially includes terms which would normally be associated with higher-dimensional operators.
2 Matching effective field and high-energy theories

In this section, we review the theoretical foundations of matching a high energy theory (HET) to an effective field theory (EFT). We explicitly discuss the calculation of matching conditions for renormalizable operators at the two-loop level and how it can be simplified.

Without loose of generality, we assume the HET to contain “light” scalar fields, $\phi_i$, and “heavy” scalar fields, $\Phi_i$. We assume that all “light” fields have masses close to the scale $m$; the “heavy” fields, to the scale $M$ with $m \ll M$. The “heavy” fields are decoupled at a scale $Q \sim M$. The resulting EFT involves only the “light” fields. To ensure that the low-energy EFT and the HET yield the same physical predictions at the matching scale $Q$ in the limit of the heavy masses going to infinity, both theories have to be matched. This means that the parameters of the low-energy EFT are not free parameters but are fixed in terms of the HET parameters.

We restrict us here to the case that the gauge symmetries of the HET remain unbroken when integrating out the heavy fields. Moreover, we focus on the calculation of matching conditions for parameters with a mass dimension of zero or higher. This means that we do not discuss the calculation of matching conditions for dimension-five (or higher) operators, but for operators of dimension-four or lower.

The matching conditions for the EFT parameters can be derived in different ways. One possibility is to use the effective action: the integral over the “heavy” degrees of freedom in the path integral can be performed explicitly; alternatively, the effective action can be calculated up to the quartic order, and after that, equations of motions can be used to integrate out the “heavy” fields (see [31] for a detailed discussion of these approaches at the one-loop level). Instead of employing the effective action, we focus in this paper on the diagrammatic method restricting us to the matching of renormalizable operators. Diagrammatic matching means that the results for low-energy physical observables, calculated in terms of amplitudes involving only light external fields, are compared between the HET and the EFT. The matching conditions are then derived by requiring the results to be equal order by order in the expansion around $m/M \sim 0$.

2.1 Diagrammatic matching

The calculation of physical observables consists out of two parts: the truncated connected Green’s function and external leg corrections, $Z$. For the purpose of calculating matching conditions, it is sufficient to consider only Green’s functions which are one-particle irreducible in the “light” particle lines. If not specified otherwise, we will call these 1LPI graphs. We assume all these components to be renormalized in the $\overline{\text{MS}}$ scheme (or the $\overline{\text{DR}}$ scheme for supersymmetric theories).

We denote a 1LPI Green’s function with $n$ external light fields by $\Gamma_{i_1..i_n}$, where the indices $i_1..n$ are used to specify the external fields. Since we are interested in low-energy processes when using an EFT, we can assume the external momenta, on which $\Gamma_{i_1..i_n}$ depends, to be of order $\sim m$. In our notation, the dependence of the 1LPI Green’s function on them is suppressed.
We denote the 1LPI Green’s functions of the HET as
\[
\Gamma_{i_1...i_n}^{\text{HET}}(g_1^{\text{HET}},...,g_q^{\text{HET}},p_{i_1},...,p_{i_n},\mu_R),
\]
where \( q \) is the number of parameters in the HET (including couplings, mass parameters and trilinear couplings). \( p_i \) is the external momentum associated with the \( i \)-th external field (with \( p_i \sim m \) as mentioned above). \( \mu_R \) is the renormalization scale which is set equal to the matching scale \( Q \). The 1LPI Green’s functions of the EFT are denoted as
\[
\Gamma_{i_1...i_n}^{\text{EFT}}(g_1^{\text{EFT}},...,g_p^{\text{EFT}},p_{i_1},...,p_{i_n},\mu_R),
\]
where \( p \) is the number of parameters in the EFT, which can be smaller — e.g. in case a much smaller number of fields in the EFT — or larger than the number of HET parameters (even if no higher-dimensional operators are considered)—e.g., in case of the HET being more symmetric than the EFT.

As a consequence of the decoupling theorem \[60\], the difference of all Green’s function with a negative mass dimension between the HET and the EFT will be suppressed by powers of \( m/M \). Since we focus only on the matching of dimension-four (or lower) operators, this corresponds to
\[
\Gamma_{i_1...i_n}^{\text{HET}} - \Gamma_{i_1...i_n}^{\text{EFT}} = 0, \text{ if } [\Gamma_{i_1...i_n}] < 0,
\]
where the square brackets are used to denote the mass dimension of the Green’s functions.

2.1.1 Field normalization

The external leg corrections ensure that the external fields fulfill proper on-shell conditions. I.e., they relate the fields used for the calculation of the Feynman diagrams to the external asymptotically free fields,
\[
\phi_i^{\text{physical}} = \sum_{j=1}^{l} \sqrt{Z_i} Z_{ij} \phi_j,
\]
where \( l \) is the number of fields mixing with \( \phi_i \), \( Z_i \) is the LSZ-factor and \( Z_{ij} \) accounts for the mixing of the fields. For abbreviation we will use the \( Z \)-matrix,
\[
Z_{ij} = \sqrt{Z_i} Z_{ij} = \delta_{ij} + \Delta^{(1)} Z_{ij} + \Delta^{(2)} Z_{ij} + \ldots,
\]
where the ellipsis denotes higher order terms in the loop expansion. The elements of the \( Z \) are calculated in terms of renormalized two-point vertex functions (see e.g. \[55, 63, 64\]), which are equivalent to the two-point 1LPI Green’s functions. Note that the \( Z \) is in general not Hermitian, since the two-point functions are evaluated at the on-shell momentum of the respective external particle.

\[\text{2.1.1 Field normalization}\]

The HET Green’s function can also depend on powers of \( M/m \). These terms are, however, canceled by the EFT Green’s function after reparametrizing it in terms of HET parameters. One example of such a case is the matching of the MSSM to the MSSM without gluino (see e.g. \[61, 62\]).
The two-point 1LPI Green’s functions can be organized in a matrix, \( \hat{\Gamma} \), with the elements
\[
\hat{\Gamma}_{ij}(p^2) = \delta_{ij} \left( p^2 - m_i^2 \right) + \widehat{\Sigma}_{ij}(p^2),
\]
where the symbol “\( \hat{\cdot} \)” is used to denote the renormalized self-energies. The two-point functions are evaluated at the physical masses of the external “light” fields \( \phi_i \) and \( \phi_j \) which are \( \sim m \) (implying that \( p^2 \sim m^2 \)). In the HET, mixing of “light” fields with “heavy” fields can occur. This mixing is, however, always suppressed by powers of \( m/M \) and can, therefore, be neglected.\(^4\)

The dependence of the renormalized two-point vertex functions on the field renormalization can be made explicit by
\[
\hat{\Gamma}(p^2) = \left( 1 + \frac{1}{2} \delta \mathbf{Z} \right)^\dagger \cdot \hat{\Gamma}(p^2) \cdot \left( 1 + \frac{1}{2} \delta \mathbf{Z} \right)
\]
where the symbol “\( \hat{\cdot} \)” is used to denote the renormalized two-point function including no field renormalization but all other renormalization constants (e.g. mass renormalization constants).

In the limit \( p, m \ll M \), the matrix \( \Gamma \) is Hermitian. Since we are only interested in the relative difference in the field normalizations of the two theories, we can, moreover, set the external momenta to zero for our purpose of matching two theories.\(^5\) Therefore, we can also assume the field renormalization matrix, \( \delta \mathbf{Z} \), to be Hermitian.

Correspondingly, the renormalized self-energy is given by
\[
\widehat{\Sigma}_{ij}(p^2) = \tilde{\Sigma}_{ij}(p^2) + \left( p^2 - m_i^2 \right) \delta Z_{ij} + \frac{1}{4} \delta Z_{ia}(p^2) \delta Z_{aj} + \frac{1}{2} \delta Z_{ia} \tilde{\Sigma}_{aj}(p^2) + \frac{1}{2} \delta Z_{ia} \tilde{\Sigma}_{ab}(p^2) \delta Z_{bj},
\]
where the \( \delta Z_{ij} \)'s are the elements of \( \delta \mathbf{Z} \) and summation over the indices \( a \) and \( b \) is implied.

For the calculation of matching conditions, we need to make sure that the fields of the EFT and the HET share a common normalization. Typically, this is done by matching the derivatives of the two-point vertex functions,
\[
\frac{\partial}{\partial p^2} \hat{\Gamma}_{ij} = \delta_{ij} + \tilde{\Sigma}'_{ij}(p^2) + \delta Z_{ij} + \frac{1}{4} \delta Z_{ia} \delta Z_{aj} + \frac{1}{2} \delta Z_{ia} \tilde{\Sigma}'_{aj} + \frac{1}{2} \delta Z_{ia} \tilde{\Sigma}'_{ab} \delta Z_{bj},
\]
where the prime is used to denote the derivative with respect to the external momentum. The difference of higher-order derivatives with respect to the external momentum between

---

\(^3\)For simplicity, we will work here in the mass eigenstate basis. The presented arguments are, however, also valid if the mass matrix is not diagonal.

\(^4\)The mixing appears in the form \( \tilde{\Sigma}_{ij}(p^2)/(p^2 - M_i^2) \). Since \( \tilde{\Sigma}_{ij}(p^2) \) contains no terms proportional to positive powers of the heavy mass scale \( M \) after taking into account tadpole contributions (and \( p^2 \sim m^2 \)), the whole term is suppressed by the heavy mass appearing in the denominator.

\(^5\)In the limit \( p, m \ll M \), all \( p^2 \)-dependent terms in the difference of the field normalizations between the two theories cancel.
the HET and the EFT are suppressed by powers of \( m/M \) since the mass dimension is negative. Therefore, the momentum at which the derivative of the two-point function is matched is irrelevant. Consequently, after performing this matching (and also the matching of the mass parameters) the two-point vertex function of the EFT and the HET are equal up to powers of \( m/M \).

In the case of no mixing, eq. (2.9) simplifies to

\[
\frac{\partial}{\partial p^2} \hat{\Gamma}(p^2) = \left( 1 + \tilde{\Sigma}'(p^2) \right) \left( 1 + \frac{1}{2} \delta Z \right)^2.
\]  

(2.10)

In this case, the finite part of field renormalization in the HET theory can be chosen according to

\[
\delta Z_{\text{HET}}^\text{finite} = 2 \left( \sqrt{\frac{1 + \tilde{\Sigma}_{\text{EFT}}'}{1 + \tilde{\Sigma}_{\text{HET}}'}} - 1 \right),
\]  

(2.11)

where we have set the finite part of \( \delta Z_{\text{EFT}}^\text{finite} \) to zero. This choice guarantees that the HET and the EFT fields share the same normalization and corresponds to the “heavy-OS” scheme defined in [65].

At the one- and two-loop level, the field renormalization constants are given by

\[
\delta^{(1)} Z_{\text{HET}}^\text{HET} = -\Delta \tilde{\Sigma}^{(1)'} ,
\]  

(2.12)

\[
\delta^{(2)} Z_{\text{HET}}^\text{HET} = -\Delta \tilde{\Sigma}^{(2)'} + \frac{3}{4} \left( \Delta \tilde{\Sigma}^{(1)'} \right)^2 + \Delta \tilde{\Sigma}^{(1)'} \cdot \tilde{\Sigma}_{\text{EFT}}^\text{EFT} ,
\]  

(2.13)

where \( \Delta \tilde{\Sigma} = \tilde{\Sigma}_{\text{HET}}^\text{HET} - \tilde{\Sigma}_{\text{EFT}}^\text{EFT} \).

In the case of mixing, we obtain at the one- and two-loop level

\[
\delta^{(1)} Z_{ij}^\text{HET} = -\Delta \tilde{\Sigma}_{ij}^{(1)'} ,
\]  

(2.14)

\[
\delta^{(2)} Z_{ij}^\text{HET} = -\Delta \tilde{\Sigma}_{ij}^{(2)'} - \frac{1}{4} \Delta \tilde{\Sigma}_{ia}^{(1)'} \Delta \tilde{\Sigma}_{aj}^{(1)'} + \frac{1}{2} \tilde{\Sigma}_{ia}^{(1)'} \tilde{\Sigma}_{aj}^{\text{HET},(1)'} + \frac{1}{2} \tilde{\Sigma}_{ia}^{\text{HET},(1)'} \Delta \tilde{\Sigma}_{aj}^{(1)'} .
\]  

(2.15)

As argued above, using the “heavy-OS” scheme for the field renormalization in the HET (and the matching of the mass parameters) implies that the two-point vertex functions are identical in the EFT and the HET. As a direct consequence, also the elements of the \( Z \)-matrix, calculated out of two-point vertex functions, are equal to each other in both theories. This justifies matching the derivatives of the two-point vertex functions. Even though the field renormalization drops out the calculation of physical observables, using the “heavy-OS” scheme provides a convenient method to implement this matching in practice and to avoid the calculation of the \( Z \)-matrix when matching two theories. In the literature, this contribution to matching conditions is often called “wave-function renormalization” (WFR) contribution.

---

6 We assume the UV-divergent parts of the EFT and HET self-energies to be already absorbed by appropriate UV-infinite renormalization constants.

7 In [65], the “heavy-OS” renormalization condition looks slightly different, since the subloop-renormalization contribution is not written out explicitly but assumed to be contained implicitly in \( \tilde{\Sigma}' \).
2.1.2 Calculation of matching condition

The matrix element for a given process is then obtained by multiplying the Green’s functions with the external $Z$-factors,

$$\mathcal{M}_{i_1..i_n} = \sum_{j_1=1}^{l} \sum_{j_2=1}^{l} \cdots \sum_{j_n=1}^{l} \left( \prod_{a=1}^{n} Z_{i_a,j_a} \right) \Gamma_{j_1..j_n}. \quad (2.16)$$

Expanding this expression up to the tree, the one-loop and the two-loop level reads

$$\mathcal{M}_{i_1..i_n}^{(0)} = \Gamma_{i_1..i_n}^{(0)}, \quad (2.17)$$

$$\mathcal{M}_{i_1..i_n}^{(1)} = \Gamma_{i_1..i_n}^{(1)} + \sum_{a=1}^{n} \sum_{j_a=1}^{l} \Delta^{(1)} Z_{i_a,j_a} \cdot \Gamma_{i_1..i_n,j_a \rightarrow j_a}^{(0)}, \quad (2.18)$$

$$\mathcal{M}_{i_1..i_n}^{(2)} = \Gamma_{i_1..i_n}^{(2)} + \sum_{a=1}^{n} \sum_{j_a=1}^{l} \Delta^{(1)} Z_{i_a,j_a} \cdot \Gamma_{i_1..i_n,j_a \rightarrow j_a}^{(1)} + \sum_{a=1}^{n} \sum_{j_a=1}^{l} \Delta^{(2)} Z_{i_a,j_a} \cdot \Gamma_{i_1..i_n,i_a \rightarrow j_a}^{(0)} + \sum_{a,b=1}^{n} \sum_{j_a,j_b=1}^{l} \Delta^{(1)} Z_{i_a,j_a} \cdot \Delta^{(1)} Z_{i_b,j_b} \cdot \Gamma_{i_1..i_n,i_a \rightarrow j_a,i_b \rightarrow j_b}^{(0)}, \quad (2.19)$$

where we use the notation $i \rightarrow j$ to denote that the index $i$ should be replaced by the index $j$.

As discussed in section 2.1.1, the $Z$-factors can be omitted in the matching calculation if the light fields of the HET theory are renormalized in the “heavy-OS” scheme.

The matching conditions for an EFT parameter $g_r^{\text{EFT}}$ can then be derived by demanding that physical amplitudes, depending on $g_r^{\text{HET}}$ ($1 \leq r \leq p$), are equal in the HET and the EFT at the scale $Q$ in the limit of $M \rightarrow \infty$ or equivalently $p^2,m \rightarrow 0$,

$$\mathcal{M}_{i_1..i_n}^{\text{EFT}}(g_1^{\text{EFT}},..,g_r^{\text{EFT}},..,g_p^{\text{EFT}}) = \mathcal{M}_{i_1..i_n}^{\text{HET}}(g_1^{\text{HET}},..,g_r^{\text{HET}},..,g_q^{\text{HET}}). \quad (2.20)$$

Writing the matching condition for the coupling $g_r^{\text{EFT}}$ in the form

$$g_r^{\text{EFT}} = g_r^{\text{tree}} + \Delta^{(1)} g_r + \Delta^{(2)} g_r + \ldots, \quad (2.21)$$

we obtain

$$\Delta^{(1)} g_r = \left( \frac{\partial}{\partial g_r} \mathcal{M}_{i_1..i_n}^{\text{EFT},(0)} \right)^{-1} \left[ \mathcal{M}_{i_1..i_n}^{\text{HET},(1)} - \mathcal{M}_{i_1..i_n}^{\text{EFT},(1)} - \sum_{i=1}^{p} \Delta^{(1)} g_i \cdot \left. \frac{\partial}{\partial g_l} \mathcal{M}_{i_1..i_n}^{\text{EFT},(0)} \right|_{g_l} \right], \quad (2.22)$$

\*Actually, the squared matrix elements enter the calculation of physical observables. Consequently, overall phases of the matrix element drop out of the calculation. Unphysical phases can be absorbed by redefining the fields and therefore play no role in the calculation of the matching condition. For physical phases, however, it is always possible to find a process sensitive to the phase even after taking the absolute value of the amplitude. Alternatively, one can just match the complex amplitude (as done in eq. (2.20)).
$$\Delta^{(2)} g_r = \left( \frac{\partial}{\partial g_r} \mathcal{M}_{(0)}^{\text{EFT}} \right)^{-1} \left[ \mathcal{M}_{(2)}^{\text{HET}} - \mathcal{M}_{(2)}^{\text{EFT}} \right] - \sum_{i=1,i\neq r}^p \Delta^{(2)} g_a \cdot \frac{\partial}{\partial g_a} \mathcal{M}_{(0)}^{\text{EFT}} - \sum_{i=1}^p \Delta^{(1)} g_a \cdot \frac{\partial}{\partial g_a} \mathcal{M}_{(1)}^{\text{EFT}}$$

$$- \frac{1}{2} \sum_{a,b=1}^p \Delta^{(1)} g_a \Delta^{(1)} g_b \cdot \frac{\partial^2}{\partial g_a \partial g_b} \mathcal{M}_{(0)}^{\text{EFT}},$$

(2.23)

where all quantities on the right side have to be evaluated using the HET parameters (i.e., the EFT parameters are replaced by their tree-level matching condition). The prefactors before the square brackets parametrize the dependence of the tree-level amplitude on $g_r$. The terms containing partial derivatives arise through the reparametrization of the EFT amplitudes in terms of HET couplings. While this reparametrization is always possible, expressing the HET amplitudes in terms of EFT couplings is not always possible (see [33] for an extensive discussion on the parameterization of threshold corrections).

Finally, note that the expressions given by eq. (2.22) and eq. (2.23) are written in terms of amplitudes for physical processes and do not depend on the choice of the renormalization scheme for the field-renormalization constants. However, as we already noticed above in this section, in the “heavy-OS” scheme the external $Z$ factors have the same form both in the EFT and in the HET. So, one can extract the matching coefficients, $\Delta g_r$, by matching the 1LPI Green’s functions instead of the full physical amplitudes. We will employ this procedure throughout this paper.

### 2.2 Choice of observable

The matching condition for a specific EFT parameter can often be derived using more than one physical observable. In order to ensure the consistency of the EFT framework, calculations based on different observables have to result in the same matching condition. This is ensured by the symmetries of the theory (see e.g. [66]).

These symmetries are often obscured by gauge fixing but become manifest when the background field method (BFM) is used (see [67, 68] for detailed discussions on the application of the BFM to the SM and the THDM). In the BFM, the fields are split up into classical background fields and quantum fields. The background fields appear only as external particles allowing to keep the gauge symmetry with respect to the background fields exact. The quantum fields only appear at the loop level as internal fields. As a consequence, the physical Green’s functions fulfill simple QED-like Ward identities.

These Ward identities relate different processes which can be used to calculate the matching relation for a specific EFT parameter to each other. In this way, they guarantee that the EFT is indeed able to reproduce all effects of the HET up to terms suppressed by the heavy mass scale. As a direct consequence, the difference between the number of vertex functions and the number of Ward identities is equal to the number of EFT parameters. Note also that the same Ward identities for “light” fields are valid in the EFT as well as the HET, since we assume the gauge symmetries of the HET to be unbroken in the EFT. We will discuss examples in sections 3.2.1 to 3.2.3 and 3.3.
The freedom of using different processes to derive the matching condition for a specific coupling can be used to simplify the calculation. For instance, choosing a process in which the respective coupling appears at the tree-level is beneficial. Choosing between processes with different numbers of external legs, which all depend on the respective coupling at the tree level, is, however, more subtle.

A lower number of external legs corresponds to a lower number of Feynman diagrams, which have to be computed. Also the involved loop integrals are easier to evaluate. Typically, however, matching processes with a mass dimension below four aggravates the expansion of the calculated amplitude in $m/M$. In particular, in theories with mixing particles, the particle masses and mixing matrices often depend in a non-trivial way on the ratio $m/M$. Consequently, the final expansion around $m/M \sim 0$ can often become the most complicated step of the overall calculation. We will discuss examples in section 3.

In those situations, it can be advantageous to use processes with a mass dimension of zero to obtain matching relations for dimensionless couplings (or of processes with a mass dimension of $x$ for a parameter with the mass dimension $x$). While the number of Feynman diagrams is significantly higher, no expansion of the result in the ratio of $m/M$ is needed since $m$ can be set to zero before evaluating the Feynman diagrams (the treatment of infrared divergences is discussed in section 2.3). For theories in which the mass terms are generated by spontaneous symmetry breaking, this is often equivalent to performing the calculation in the unbroken phase of the theory.

For certain EFTs, it is, moreover, not possible to derive all matching conditions without calculating processes with a mass dimension of zero. In section 3.3, we will discuss the THDM as an EFT of the MSSM as an example.

### 2.3 Treatment of infrared divergences

In the limit $m \to 0$, infrared divergences appear in the calculation. These cancel out in the difference between the results in the HET and the EFT (for an extensive discussion at the one-loop level see [31]).

The easiest option to handle these divergences is to use dimensional regularization (or dimensional reduction for supersymmetric theories). This implies in particular that scaleless loop integrals can be set to zero. Consequently, the terms originating from the reparametrization of the EFT result in terms of HET couplings (see eqs. (2.22) and (2.23)) vanish if $m$ is set to zero.

If instead the full dependence on the light masses, $m_i$, is kept explicit, the infrared divergences will manifest as large logarithms of the form $\ln(Q^2/m^2)$. In this scheme, the terms originating from the reparametrization of the EFT result do not vanish. These terms, however, are compensated by additional contributions to the HET vertex functions. A simple example is shown in figure 1.10 The amplitude of the left diagram, showing a two-loop contribution to a scalar four-point function in the HET, is zero in dimensional

---

9 Setting the masses of all light fields to zero from the beginning is in general not a solution. In this limit, e.g. processes with a mass dimension below four do not depend on dimensionless couplings at the tree level.

10 This and all other diagrams in this work were produced with **Axodraw** [69].
regularization if $m$, the mass of the light field $\phi$, is set to zero.\footnote{Since we want to match the EFT and the HET, also the external momenta are set to zero.} If $m$ is kept finite, the diagram does not vanish but is canceled in the matching calculation by the EFT diagram shown on the right side of figure 1, in which $\Delta^{(1)} \lambda$ is the one-loop threshold correction for the $\phi^4$ coupling. While it is possible to prove this cancellation up to arbitrary loop order (see e.g. [70]), we will restrict us to discussing a more complicated example in section 3.2.2.

In this work, we will give all light particles a common mass regulator, $\mu_{IR}$, if we set $m$ to zero from the beginning of the calculation. This provides a useful cross-check of the calculation in the form of verifying explicitly the cancellation of infrared divergences in the final matching conditions, but still significantly simplifies the calculation in comparison to taking into account the full dependence on all light masses.

Note that the use of a regulator mass can lead to a violation of the gauge invariance implying the need to include additional counterterms (see e.g. [66, 71]). For the applications discussed in section 3, the gauge invariance is, however, not violated, since we work in the limit of vanishing electroweak gauge couplings.

3 Application: the SM and the THDM as EFTs

In this section, we apply the methodology discussed in section 2 to the matching of the SM, the THDM and the MSSM to each other. We present so far unknown two-loop matching conditions for the scalar quartic couplings.

3.1 Higgs sectors

Here, we shortly introduce the Higgs sectors of the various theories whose matching to each other will be discussed.

3.1.1 The SM Higgs sector

The Higgs potential of the SM reads

$$V_{SM}(\Phi) = -\mu^2 \Phi^\dagger \Phi + \frac{\lambda}{2} (\Phi^\dagger \Phi)^2.$$  \hfill (3.1)
The Higgs doublet, $\Phi$, can be expanded around its vacuum expectation value (vev), $v$,

$$
\Phi = \left( v + \frac{1}{\sqrt{2}} (h + iG) \right) 
$$

(3.2)

where $h$ is the SM Higgs, $G$ is the neutral Goldstone boson, $G^+$ is the charged Goldstone boson, and

$$
v = \sqrt{\mu^2/\lambda} \simeq 174 \text{ GeV}.
$$

(3.3)

The top-Yukawa part of the SM Lagrangian is given by

$$
L_{\text{Yuk}}^{\text{SM}} = -y_t \bar{t}_R \left( -i \Phi^T \sigma_2 \right) Q_L + h.c.,
$$

(3.4)

where $t_R$ is the right-handed top-quark field and $Q_L$ is the third generation left-handed quark doublet. We use $y_t$ to denote the SM top-Yukawa coupling. Often, we will, moreover, use $\alpha_t \equiv y_t^2/(4\pi)$.

### 3.1.2 The THDM Higgs sector

The Higgs sector of the THDM consists out of two Higgs doublets. The Higgs potential is given by

$$
V_{\text{THDM}}(\Phi_1, \Phi_2) = m_{11}^2 \Phi_1^\dagger \Phi_1 + m_{22}^2 \Phi_2^\dagger \Phi_2 - \left( m_{12}^2 \Phi_1^\dagger \Phi_2 + \text{h.c.} \right)
$$

$$
+ \frac{1}{2} \lambda_1 (\Phi_1^\dagger \Phi_1)^2 + \frac{1}{2} \lambda_2 (\Phi_2^\dagger \Phi_2)^2 + \lambda_3 (\Phi_1^\dagger \Phi_1) (\Phi_2^\dagger \Phi_2) + \lambda_4 (\Phi_1^\dagger \Phi_2) (\Phi_2^\dagger \Phi_1)
$$

$$
+ \left( \frac{1}{2} \lambda_5 (\Phi_1^\dagger \Phi_2)^2 + \lambda_6 (\Phi_1^\dagger \Phi_1) (\Phi_2^\dagger \Phi_2) + \lambda_7 (\Phi_1^\dagger \Phi_2) (\Phi_2^\dagger \Phi_2) + \text{h.c.} \right).
$$

(3.5)

$m_{12}^2$, $\lambda_5$, $\lambda_6$ and $\lambda_7$ are potentially complex parameters. Consequently, the Higgs potential in total has 14 free parameters.

The Higgs doublets, $\Phi_1$ and $\Phi_2$, can be expanded around their vevs, $v_1$ and $v_2$,

$$
\Phi_i = \left( v_i + \frac{1}{\sqrt{2}} (\phi_i + i\chi_i) \right)
$$

(3.6)

with $v^2 = v_1^2 + v_2^2$. We use $t_\beta \equiv \tan \beta = v_2/v_1$ to denote the ratio of the two vevs.

The diagonal mass parameters, $m_{11}^2$ and $m_{22}^2$, can be eliminated using the minimum conditions of the Higgs potential; $|m_{12}|^2$ can be reexpressed in terms of the charged Higgs tree-level mass,

$$
M_{H^\pm}^2 = \frac{\text{Re}(m_{12}^2)}{s_\beta c_\beta} - v^2 (\lambda_4 + \text{Re}\lambda_5 + \text{Re}\lambda_6/t_\beta + \text{Re}\lambda_7 t_\beta).
$$

(3.7)

The mass matrix of the neutral Higgs bosons is then given by

$$
M_{\phi\phi}^2 = m_{H^\pm}^2 \begin{pmatrix}
    s_\beta^2 & -s_\beta c_\beta & 0 & 0 \\
    -s_\beta c_\beta & c_\beta^2 & 0 & 0 \\
    0 & 0 & s_\beta^2 & -s_\beta c_\beta \\
    0 & 0 & -s_\beta c_\beta & c_\beta^2
\end{pmatrix} + 2v^2 B,
$$

(3.8)
where we introduced the abbreviations

$$s_\gamma \equiv \sin \gamma \quad c_\gamma \equiv \cos \gamma$$  \hspace{1cm} (3.9)

for a generic angle $\gamma$. The matrix $\mathcal{B}$ is a function of $\beta$ and $\lambda_{1,7}$. Its explicit form can be found e.g. in [50].

In the limit $v \to 0$ or if the quartic couplings are neglected, the neutral-Higgs mass matrix is diagonalized by the transformations,

$$
\begin{pmatrix}
    h \\
    H
\end{pmatrix} = R(\beta - \pi/2) \begin{pmatrix} \phi_1 \\ \phi_2 \end{pmatrix}, \quad
\begin{pmatrix}
    A \\
    G
\end{pmatrix} = R(\beta) \begin{pmatrix} \chi_1 \\ \chi_2 \end{pmatrix}
$$  \hspace{1cm} (3.10)

with

$$R(\gamma) = \begin{pmatrix} -s_\gamma & c_\gamma \\ c_\gamma & -s_\gamma \end{pmatrix},$$  \hspace{1cm} (3.11)

yielding the mass eigenstates $h$, $H$, $A$ and $G$. Also the charged-Higgs mass matrix (see e.g. [50]) is diagonalized by the transformation,

$$
\begin{pmatrix}
    H^\pm \\
    G^\pm
\end{pmatrix} = R(\beta) \begin{pmatrix} \phi_1^\pm \\ \phi_2^\pm \end{pmatrix},
$$  \hspace{1cm} (3.12)

yielding the mass eigenstates $H^\pm$ and $G^\pm$.

If all parameters are real, often the $A$-boson mass, $M_A$, is used as input instead of $M_{H^\pm}$. Then,

$$M_{H^\pm}^2 = M_A^2 + v^2(\lambda_5 - \lambda_4)$$  \hspace{1cm} (3.13)

can be used to obtain the charged Higgs mass.

Neglecting all Yukawa couplings apart from the top-Yukawa couplings, the Yukawa part of the THDM Lagrangian is given by

$$
\mathcal{L}^{\text{THDM}}_{\text{Yuk}} = -h_1 e^{-i\phi_1 t_R} \left( -i \Phi_2^t \sigma_2 \right) Q_L - h'_1 e^{-i\phi_1 t_R} \left( -i \Phi_1^t \sigma_2 \right) Q_L + \text{h.c.}
$$  \hspace{1cm} (3.14)

The top-Yukawa couplings $h_1$ and $h'_1$ can be complex numbers. In this case, the phase $\phi_1$, which can be absorbed e.g. into the right-handed top-quark field, has to be chosen according to $\phi_1 = \arg(h_1 s_\beta + h'_1 c_\beta)$ in order to obtain a real top-quark mass.

### 3.1.3 The MSSM Higgs sector

Similar to the THDM Higgs sector, the MSSM Higgs sector also consist out of two Higgs doublets. The Higgs potential is analogous to the THDM Higgs potential (see eq. (3.5)). SUSY, however, fixes the quartic Higgs couplings in terms of gauge couplings. These well-known relations read (see e.g. [44]),

$$\lambda_1^{\text{MSSM}} = \lambda_2^{\text{MSSM}} = \frac{1}{4} (g_1^2 + g_2^2), \quad \lambda_3^{\text{MSSM}} = \frac{1}{4} (g_1^2 - g_2^2), \quad \lambda_4^{\text{MSSM}} = -\frac{1}{2} g_2^2,$$

$$\lambda_5^{\text{MSSM}} = \lambda_6^{\text{MSSM}} = \lambda_7^{\text{MSSM}} = 0,$$  \hspace{1cm} (3.15)
where $g$ and $g_y$ are the gauge couplings of the SU(2)$_L$ and U(1)$_Y$ gauge groups, respectively.

The top-Yukawa part of the Lagrangian is given by

$$\mathcal{L}_{\text{Yuk}}^{\text{MSSM}} = -h_t^{\text{MSSM}} i_R \left( -i \Phi_2^T \sigma_2 \right) Q_L + \text{h.c.}. \quad (3.16)$$

This implies i.e. that $h_t = h_t^{\text{THDM}} = h_t^{\text{MSSM}}$ and $h_t' = 0$ at the tree level if the THDM is matched to the MSSM.

### 3.2 The SM as EFT

In this section, we discuss the SM as EFT of a generic HET. As discussed in section 2.2, a specific EFT coupling can typically be matched using different observables. The fact that all observables will yield the same matching condition is a result of the gauge symmetries. These become apparent in the form of simple Ward identities when using the BFM. Here, we illustrate this using the matching of the SM Higgs self-coupling to a generic HET as an example.

An infinite number of SM Ward identities involving only external Higgs or neutral Goldstone bosons can be derived. If we subtract the Ward identities of the HET, in which the SM-like Ward identities are only a subset of all Ward identities, from the SM ones, the identities greatly simplify. In the limit $m/M \rightarrow 0$, the difference of a specific HET 1LPI Green’s function and the corresponding EFT Green’s function can be set to zero if the Green’s function has negative mass dimension (see eq. (2.3)). As a result, only a finite set of Ward identities remains,

$$\Delta \Gamma_G = 0, \quad \Delta \Gamma_{GG} = \frac{1}{\sqrt{2}} \Delta \left(\frac{\Gamma_h}{v}\right), \quad \Delta \Gamma_{Gh} = 0, \quad \Delta \Gamma_{hhh} = \frac{3}{\sqrt{2}} \Delta \left(\frac{\Gamma_{hh}}{v^2}\right) - \frac{3}{2} \Delta \left(\frac{\Gamma_h}{v^2}\right), \quad \Delta \Gamma_{GGG} = \Delta \Gamma_{Ghh} = 0, \quad \Delta \Gamma_{GGGG} = \Delta \Gamma_{hhhh} = \frac{3}{2} \Delta \left(\frac{\Gamma_{hh}}{v^2}\right) - \frac{3}{2} \Delta \left(\frac{\Gamma_h}{v^3}\right),$$

where the notation $\Delta X = X^{\text{HET}}(\{g_i^{\text{HET}}\}) - X^{\text{SM}}(\{g_i^{\text{SM}}\})$ is used for a generic quantity $X$ depending on the couplings $g_i$. These relations are valid order-by-order in the perturbative expansion for the renormalized and unrenormalized Green’s functions.

In total, these are 12 Ward identities. In the SM, 14 different Green’s functions involving only neutral SM scalars with a non-negative mass dimension exist. As explained in section 2.2 the difference of the two numbers gives the number of free parameters in the EFT, which can be chosen to be $\lambda$ and $v$ in the case of the SM.

These relations can be applied to the matching of the SM-Higgs self-coupling. When matching the SM to a HET, its matching relation can be obtained e.g. by either calculating...
Γ_h and Γ_{hh}, Γ_{hhh}, or Γ_{hhhh}. At the tree-level, these Green’s functions are given in the SM by
\[
\Gamma_{hh}^{SM,(0)}(p^2 = 0) = -2\lambda v_{SM}^2, \quad \Gamma_{hh}^{SM,(0)} = -3\sqrt{2}\lambda v_{SM}, \quad \Gamma_{hhhh}^{SM,(0)} = -3\lambda.
\] (3.18)

Using the four-point function, the loop correction to the matching condition of \(\lambda, \Delta \lambda\), is given by
\[
\Gamma \rightarrow \Gamma : \Delta \lambda = -\frac{1}{3}\Delta M_{hhhh} = -\frac{1}{3}\Delta \hat{\Gamma}_{hhhh},
\] (3.19)

where the “\(^\sim\)” is used to denote that the Green’s function is renormalized using the “heavy-OS” scheme for the HET theory. As explained in section 2.1.1, this implies that no LSZ factors for the external SM-like Higgs has to be taken into account in the matching calculation and thereby that \(\Delta M_{hhhh} = \Delta \hat{\Gamma}_{hhhh}\).

Alternatively, we can use the three-point function,
\[
h \rightarrow hh : \Delta \lambda = -\frac{1}{3\sqrt{2}v_{SM}}\Delta M_{hhh} = -\frac{1}{3\sqrt{2}} \Delta \left(\frac{\hat{\Gamma}_{hhh}}{v}\right) = -\frac{1}{3}\Delta \hat{\Gamma}_{hhhh},
\] (3.20)

where we used in the first line that \(v_{HET} = v_{SM}\) in the “heavy-OS” scheme and in the second line eqs. (3.17d) and (3.17f) to recover the result of eq. (3.19).

In a similar way, we can also use the Higgs two-point function to obtain the matching condition for \(\lambda\),
\[
h \rightarrow h : \Delta \lambda = -\frac{1}{2v_{SM}^2}\Delta (M_{hh} - \frac{1}{\sqrt{2}v}M_h) = -\frac{1}{2} \Delta \left(\frac{\hat{\Gamma}_{hh}}{v^2}\right) - \frac{1}{2\sqrt{2}} \Delta \left(\frac{\hat{\Gamma}_{h}}{v^2}\right) = -\frac{1}{3}\Delta \hat{\Gamma}_{hhhh}.
\] (3.21)

In the last line we again used eqs. (3.17d) and (3.17f) to recover the result of eq. (3.19).

### 3.2.1 Example: \(\mathcal{O}(\alpha_t)\) matching of the SM to the MSSM

Here, we give an explicit example for the various possibilities to obtain the matching condition for the SM Higgs self-coupling as presented in section 3.2. I.e., we consider the well-known one-loop matching condition between the SM and the MSSM, whose dominant \(\mathcal{O}(\alpha_t)\) contribution originates from the stop/top sector and is given by (see e.g. [36])
\[
\Delta_{\alpha_t}^{(1)}(Q) = 6k y_t^4 \left( \log \frac{m_{\tilde{t}_L}m_{\tilde{t}_R}}{Q^2} + \hat{X}_t^2 \hat{F}_1 \left( \frac{m_{\tilde{u}_L}}{m_{\tilde{u}_R}} \right) - \frac{\hat{X}_t^4}{12} \hat{F}_2 \left( \frac{m_{\tilde{u}_L}}{m_{\tilde{u}_R}} \right) \right),
\] (3.22)

where \(Q\) is the matching scale between the SM and the MSSM, \(k \equiv (4\pi)^{-2}\), \(X_t\) is the stop mixing parameter and \(\hat{X}_t = X_t/M_{\text{SUSY}}\) with \(M_{\text{SUSY}} = \sqrt{m_{\tilde{u}_L}m_{\tilde{u}_R}}\) and \(m_{\tilde{u}_L}\) and \(m_{\tilde{u}_R}\) being the soft SUSY-breaking stop mass-parameters. The loop functions \(\hat{F}_{1,2}\) are given in the appendix of ref. [36].
Using the two-point function for the matching (see eq. (3.21)), we obtain

$$\Delta^{(1)}_{\alpha_i} \lambda(Q)$$

$$= - \frac{1}{2v^2} \Delta \left[ \frac{\tilde{\Gamma}_{hh}}{v^2} - \frac{1}{\sqrt{2}} \frac{\tilde{\Gamma}_h}{v^4} \right] O(\alpha_i)$$

$$= \frac{1}{2v^2} k \left[ - \frac{6m_t^4}{v^2} \left( B_0(0,m_{t_1}^2,m_{t_1}^2) + B_0(0,m_{t_2}^2,m_{t_2}^2) \right) \right.$$

$$\left. + 3m_t X_{t_1} s_{2\theta_i} \left( A_0(m_{t_1}^2) - A_0(m_{t_2}^2) \right) \right.$$ 

$$\left. - \frac{3m_t^2 X_{t_1}^2}{2v^2} \left( B_0(0,m_{t_1}^2,m_{t_1}^2) s_{2\theta_i}^2 + B_0(0,m_{t_2}^2,m_{t_2}^2) s_{2\theta_i}^2 + 2B_0(0,m_{t_1}^2,m_{t_2}^2) e_{2\theta_i}^2 \right) \right.$$ 

$$\left. - \frac{12m_t^3 X_{t_1}}{v^2} \left( A_0(0,m_{t_1}^2,m_{t_1}^2) - A_0(0,m_{t_2}^2,m_{t_2}^2) \right) \right]$$, \hspace{1cm} (3.23)

where \(m_{t_1,2}\) are the stop masses and \(\theta_i\) is the stop mixing angle. \(A_0\) and \(B_0\) are the one- and two-point scalar Passarino-Veltman functions, respectively.

This expressions needs to be expanded in the limit \(m_t/m_{t_L}, m_t/m_{t_R}\) to obtain eq. (3.22), where \(m_t\) is the top-quark mass. For this expansion, \(m_{t_1,2}\) and \(\theta_i\) need to be expressed in terms of \(m_{t_L}, m_{t_R}\) and \(X_{t_i}\),

$$m_{t_1}^2 = m_{t_L}^2 + m_t^2 + \frac{m_t^2 X_{t_1}^2}{m_{t_L}^2 - m_{t_R}^2} - \frac{m_t^4 X_{t_1}^4}{(m_{t_L}^2 - m_{t_R}^2)^3} + \ldots,$$ \hspace{1cm} (3.24)

$$m_{t_2}^2 = m_{t_R}^2 + m_t^2 - \frac{m_t^2 X_{t_1}^2}{m_{t_L}^2 - m_{t_R}^2} + \frac{m_t^4 X_{t_1}^4}{(m_{t_L}^2 - m_{t_R}^2)^3} + \ldots,$$ \hspace{1cm} (3.25)

$$c_{\theta_i} = 1 - \frac{m_{t_L}^2 X_{t_1}^2}{2(m_{t_L}^2 - m_{t_R}^2)^2} + \frac{11m_t^4 X_{t_1}^4}{8(m_{t_L}^2 - m_{t_R}^2)^4} + \ldots,$$ \hspace{1cm} (3.26)

$$s_{\theta_i} = \frac{m_t X_{t_1}}{m_{t_L}^2 - m_{t_R}^2} - \frac{3m_t^3 X_{t_1}^3}{2(m_{t_L}^2 - m_{t_R}^2)^3} + \ldots,$$ \hspace{1cm} (3.27)

where the ellipses denotes terms suppressed by higher powers of \((m_t X_{t_i})/(m_{t_L}^2 - m_{t_R}^2)\).

Moreover, we need to insert the explicit formulas for the loop functions.

Whereas the expansion is straightforward in the example discussed here, it can be become cumbersome for more complicated calculations (i.e., if electroweak corrections or higher-order loop corrections are taken into account). We will discuss corresponding two-loop examples in sections 3.3.2 and 3.3.3.

Using the four-point function to derive the matching condition (see eq. (3.19)), we can set the SM masses to zero before even evaluating the Feynman diagrams (see discussion in

\(^{12}\)E.g., the calculation of the electroweakino contribution to the one-loop threshold correction to \(\lambda\) is really tedious using the two-point function. Already the expansion of the electroweakino mixing matrix is hard to work out if the electroweakino mass parameters are non-degenerate.
and obtain

\[
\Delta^{(1)}_{\alpha t} \lambda(Q) = -\frac{1}{3} \frac{1}{\Delta m^2_{hh}} \left[ 3B_0(0, m^2_{tL}, m^2_{tL}) + 3B_0(0, m^2_{tR}, m^2_{tR}) 
+ 6X_t^4 \left( C_0(0, 0, 0, m^2_{tL}, m^2_{tL}, m^2_{tR}) + C_0(0, 0, 0, m^2_{tL}, m^2_{tR}, m^2_{tR}) \right) 
+ 3X_t^4 D_0(0, 0, 0, 0, 0, m^2_{tL}, m^2_{tL}, m^2_{tR}, m^2_{tR}) \right],
\]

(3.28)

where \(C_0\) and \(D_0\) are the scalar three- and four-point Passarino-Veltman functions, respectively. No expansion is needed to arrive at the result given in eq. (3.22).\(^{13}\)

### 3.2.2 Example: \(O(\alpha_t \alpha_s)\) matching of the SM to the MSSM

The calculation of the \(O(\alpha_t \alpha_s)\) threshold corrections between the SM and the MSSM nicely illustrates some of the key differences between the different approaches to treat the “light” fields discussed in section 2.3 (\(\alpha_s \equiv g_3^2/(4\pi)\), where \(g_3\) is the strong gauge coupling). In particular, we will consider the derivation of the \(O(\alpha_t \alpha_s)\) threshold correction to the Higgs quartic coupling between the SM and the MSSM. Originally, it was computed in [36] and shown to be a polynomial in the ratio \(\tilde{X}_t = X_t/M_{\text{SUSY}}\).

The genuine two-loop diagrams contributing to the terms linear in \(\tilde{X}_t\) in the broken phase (i.e., if the SM-like vev is not set to zero) are shown in the upper row of figure 2. The red dot denotes the \(h - \tilde{t}_1 - \tilde{t}_2\) vertices which depend directly on the stop mixing parameter \(X_t\). The third diagram in the upper row figure 2 does not contain such a vertex. The \(t - \tilde{t}_1/2 - \tilde{g}\) vertices are, however, dependent on the stop mixing angle which is proportional to \(X_t\). The explicit evaluation of such diagrams — i.e., the one containing a \(\tilde{t}_1\) and the one containing a \(\tilde{t}_2\) — in the broken phase and in the limit \(m_t/M_{\text{SUSY}} \to 0\) shows that both of them contain terms proportional to \(\tilde{X}_t\). These terms are in fact canceled by the reparameterization (see section 2.1.2) of the SM \(\overline{\text{MS}}\) top-quark mass in the \(O(\alpha_t)\) SM contribution (see bottom diagram of figure 2) in terms of the MSSM DR top-quark mass (explicit expressions can be found in [37]).

If the SM-like vev is set to zero right from the beginning of the calculation, the stop-mixing angle is equal to zero and also the stop masses do not depend on \(X_t\). Therefore, no \(\tilde{X}_t\) dependence can arise from diagrams like the top-right diagram of figure 2. Since the one-loop SM contribution is a scaleless integral if \(v = 0\) is set, also no reparameterization contribution exists.

If instead an infrared regulator mass (independent of the Higgs vev) is introduced for the top quark, diagrams like the third one shown in figure 2 still yield no \(\tilde{X}_t\)-dependent terms. The one-loop SM contribution is, however, non-zero. In this case, it is important to realize that the infrared regulator mass used in the SM and the MSSM are not equal at the one-loop level and a one-loop matching condition is needed. This matching condition differs

\(^{13}\)The loop functions \(\tilde{F}_{1,2}\) in eq. (3.22) are related to the Passarino-Veltman functions \(C_0\) and \(D_0\) as follows, 
\[
\tilde{F}_1 \left( \frac{m^{2}_{tL}}{m^{2}_{tR}} \right) = -m^{2}_{tL} m^{2}_{tR} \left( C_0(0, 0, 0, m^2_{tL}, m^2_{tL}, m^2_{tR}) + C_0(0, 0, 0, m^2_{tL}, m^2_{tR}, m^2_{tR}) \right),
\]
\[
\tilde{F}_2 \left( \frac{m^{2}_{tL}}{m^{2}_{tR}} \right) = 6m^2_{tL}m^2_{tR} D_0(0, 0, 0, 0, 0, m^2_{tL}, m^2_{tL}, m^2_{tR}, m^2_{tR}).
\]
Figure 2. **Top:** exemplary Feynman diagrams contributing to the $\mathcal{O}(\alpha_t \alpha_s)$ matching of the SM Higgs self-coupling between the SM and the MSSM and resulting in terms linear in $\tilde{X}_t$. The red dot denotes vertices proportional to $X_t$. **Bottom:** the $\mathcal{O}(\alpha_t)$ SM contribution to the matching of the SM Higgs self-coupling between the SM and the MSSM.

from the matching condition of the regular top-quark mass, since the vev is set to zero in the couplings entering the one-loop correction. As a consequence, the matching condition of the regulator mass is not dependent on $\tilde{X}_t$ in contrast to the matching condition of the regular (vev-dependent) top-quark mass.

### 3.2.3 Application: $\mathcal{O}(\alpha_t^2)$ matching between the SM and the THDM

As a further concrete application for the matching of the SM Higgs self-coupling to a HET, we consider matching the SM to the THDM. While the one-loop corrections to the matching of $\lambda$ have already been calculated in [49] in the case of the real THDM and extended to the complex THDM in [72], we here calculate the previously unknown $\mathcal{O}(\alpha_t^2)$ two-loop threshold correction, $\Delta^{(2)} \alpha_t \lambda$. As explained in the previous sections, it is advantageous to calculate this threshold correction by matching the scalar four-point function.\(^\text{14}\)

Since the tree-level and one-loop level matching condition for $\lambda$ between the SM and the THDM is a combination of $\lambda_{1,7}$ and trigonometric functions of $\beta$, the difference in the field normalizations between the SM and the THDM does not contribute to the $\mathcal{O}(\alpha_t^2)$ threshold correction. Consequently, only the genuine $\mathcal{O}(\alpha_t^2)$ corrections to $\tilde{\Gamma}_{hhh}$ have to be calculated in both theories and subtracted from each other.

We generate the required Feynman diagrams with the help of **FeynArts** [73–75]. The needed model file has been generated with the help of **SARAH** [1–4]. The two-loop diagrams

\(^\text{14}\)Using the two-point function, already the calculation of the one-loop $\mathcal{O}(\lambda_t^2)$ threshold correction is very complicated (especially in the presence of $CP$-violating phases).
are processed with TwoCalc [76, 77]. Subloop renormalization diagrams are evaluated using FormCalc [78]. As interface between the different tools, we use an adapted version of the scripts presented in [79].

We checked explicitly that all infrared and ultraviolet divergences cancel. As result, we obtain

$$\Delta^{(2)} \lambda(Q) = \frac{3}{2} k^2 [h_t s_\beta + h'_t c_\beta]^2 [h_t c_\beta - h'_t s_\beta]^2 \left( 2 \pi^2 - 7 + 6 \ln \frac{M^{2}_{H^{\pm}}}{Q^2} + 14 \ln \frac{M^{2}_{H^{\pm}}}{Q^2} \right),$$

(3.29)

where $Q$ is the matching scale between SM and THDM. Instead of $M_{H^{\pm}}$, $M_A$ can be used without further modifications if all THDM parameters are real. This expression assumes that the corresponding one-loop threshold correction is parameterized in terms of THDM parameters evaluated at the scale $Q$.

### 3.3 The THDM as EFT

As a next application, we discuss the case of the THDM as EFT concentrating again on the Higgs sector. Using the BFM with the additional simplification of setting Green’s functions with a negative mass dimension to zero (see eq. (2.3)), we derived a set of 124 Ward identities involving 138 Green’s functions with external Higgs fields. They are listed in appendix A. Correspondingly, at least 14 Green’s functions have to be calculated to obtain the matching conditions for the parameters of the THDM Higgs sector. Moreover, this means that the THDM Higgs sector has 14 free parameters which need to be matched.

The set of Ward identities is not solvable using only one-, two-, or three-point functions as input. To obtain all matching conditions, at least one four-point function has to be calculated. This is not only true for the complex THDM but also for the real THDM.

#### 3.3.1 Deriving matching conditions for the Higgs four-point couplings

We will calculate two-loop corrections to the THDM scalar four-point couplings, $\lambda_{1,7}$. To calculate these, we will use only four-point Green’s functions. Working in the THDM basis before mass diagonalization, one possibility to relate the matching conditions to Green’s functions is given by

$$\Delta \lambda_i = -\frac{1}{3} \Delta \tilde{\Gamma}_{\phi_i \phi_j \phi_k \phi_l}, \quad (3.30a)$$

$$\Delta \lambda_2 = -\frac{1}{3} \Delta \tilde{\Gamma}_{\phi_2 \phi_2 \phi_2 \phi_2}, \quad (3.30b)$$

$$\Delta \lambda_3 = -\Delta \tilde{\Gamma}_{\phi_3 \phi_4 \phi_3 \phi_4}, \quad (3.30c)$$

$$\Delta \lambda_4 = \Delta \tilde{\Gamma}_{\phi_4 \phi_4 \phi_4 \phi_4} - \Delta \tilde{\Gamma}_{\phi_5 \phi_5 \phi_5 \phi_5}, \quad (3.30d)$$

15Since the vevs of the THDM-Higgs doublets do not enter any of the couplings at order $O(\alpha_t^2)$ using an infrared regulator for the top-quark mass (and setting $v = 0$) is equivalent to keeping the vevs non-zero. Both approaches lead to a comparable number of diagrams in this case.

16Since the number of SM-Yukawa couplings is smaller than the number of THDM-Yukawa couplings, a parameterization in terms of SM parameters is actually not possible.

17These are $m_{H^{\pm}}, \arg(m_{H^{\pm}}^{2}), v, \tan \beta, \lambda_1, \lambda_2, \lambda_3, \lambda_4, \Re \lambda_5, \Im \lambda_5, \Re \lambda_6, \Im \lambda_6, \Re \lambda_7,$ and $\Im \lambda_7$.
\[ \Delta \lambda_5 = \Delta \tilde{\Gamma}_{\phi_1^+ \phi_2^- \phi_2^+ \phi_1^-} - \Delta \tilde{\Gamma}_{\phi_1 \phi_2^+ \phi_2^- \phi_1^+}, \quad (3.30e) \]
\[ \Delta \lambda_6 = -\Delta \tilde{\Gamma}_{\chi_{11} \phi_2^+ \phi_2^-}, \quad (3.30f) \]
\[ \Delta \lambda_7 = -\Delta \tilde{\Gamma}_{\chi_{22} \phi_2^+ \phi_2^+ \phi_1^-}. \quad (3.30g) \]

Here, \( \Delta X = X^{\text{HET}}(\{g_i^{\text{HET}}\}) - X^{\text{THDM}}(\{g_i^{\text{THDM}}\}) \) and the “\( - \)” symbol is used to denote that the HET 1LPI Green’s functions are renormalized in the “heavy-OS” scheme.

Taking Green’s functions in the basis defined in eqs. (3.10) to (3.12) as input,\(^{18}\) the THDM self-couplings can alternatively be derived by calculating

\[ \Delta \lambda_1 = -\frac{1}{3} c_\beta c_\phi^3 \Delta \tilde{\Gamma}_{hhhh} - \frac{1}{3} s_\beta^4 \Delta \tilde{\Gamma}_{HHHH} - 2 c_\beta s_\beta^2 \Delta \tilde{\Gamma}_{hhHH} - 4 c_\beta^2 s_\beta^2 \text{Re}(\Delta \tilde{\Gamma}_{hhG-H^+}) + 4 c_\beta s_\beta^3 \text{Re}(\Delta \tilde{\Gamma}_{GGG-H^+}), \quad (3.31a) \]
\[ \Delta \lambda_2 = -\frac{1}{3} s_\beta^4 \Delta \tilde{\Gamma}_{hhhh} - \frac{1}{3} c_\beta s_\beta^2 \Delta \tilde{\Gamma}_{HHHH} - 2 c_\beta s_\beta^2 \Delta \tilde{\Gamma}_{hhHH} - 4 c_\beta^2 s_\beta^2 \text{Re}(\Delta \tilde{\Gamma}_{hhG-H^+}) - 4 c_\beta^3 s_\beta \text{Re}(\Delta \tilde{\Gamma}_{GGG-H^+}), \quad (3.31b) \]
\[ \Delta \lambda_3 = -\frac{1}{3} c_\beta^2 s_\beta^2 \Delta \tilde{\Gamma}_{hhhh} - \frac{1}{3} c_\beta^2 s_\beta^2 \Delta \tilde{\Gamma}_{HHHH} - \frac{1}{4} (3 + c_4) \Delta \tilde{\Gamma}_{hhHH} - 4 c_\beta^2 s_\beta^2 \text{Re}(\Delta \tilde{\Gamma}_{hhG-H^+}) - c_2 c_\beta s_\beta^2 \text{Re}(\Delta \tilde{\Gamma}_{GGG-H^+}) + c_2 c_\beta s_\beta^2 \text{Re}(\Delta \tilde{\Gamma}_{GGG-H^+}) - \Delta \tilde{\Gamma}_G^+ H^+ G^+ H^-, \quad (3.31c) \]
\[ \Delta \lambda_4 = -\frac{1}{3} c_\beta^2 s_\beta^2 \Delta \tilde{\Gamma}_{hhhh} - \frac{1}{3} c_\beta^2 s_\beta^2 \Delta \tilde{\Gamma}_{HHHH} + \frac{1}{4} (5 - c_4) \Delta \tilde{\Gamma}_{hhHH} - 4 c_\beta^2 s_\beta^2 \text{Re}(\Delta \tilde{\Gamma}_{hhG-H^+}) - c_2 c_\beta s_\beta^2 \text{Re}(\Delta \tilde{\Gamma}_{GGG-H^+}) + c_2 c_\beta s_\beta^2 \text{Re}(\Delta \tilde{\Gamma}_{GGG-H^+}) + \Delta \tilde{\Gamma}_G^+ H^+ G^+ H^-, \quad (3.31d) \]
\[ \Delta \lambda_5 = -\frac{1}{3} c_\beta^2 s_\beta^2 \Delta \tilde{\Gamma}_{hhhh} - \frac{1}{3} c_\beta^2 s_\beta^2 \Delta \tilde{\Gamma}_{HHHH} - \frac{1}{4} (3 + c_4) \Delta \tilde{\Gamma}_{hhHH} + \Delta \tilde{\Gamma}_G^+ H^+ G^+ H^- + \Delta \tilde{\Gamma}_G^+ H^+ G^+ H^-, \quad (3.31e) \]
\[ + 2 i \text{Im} \left[ c_2 c_\beta \Delta \tilde{\Gamma}_{hhG-H^+} + c_\beta s_\beta^3 \Delta \tilde{\Gamma}_{AAG-H^+} - c_\beta s_\beta^2 \Delta \tilde{\Gamma}_{GGG-H^+} \right]. \]
\[ \Delta \lambda_6 = -\frac{1}{3} c_\beta^3 s_\beta \Delta \tilde{\Gamma}_{hhhh} + \frac{1}{3} c_\beta^3 s_\beta \Delta \tilde{\Gamma}_{HHHH} + \frac{1}{2} c_2 c_\beta s_\beta^2 \Delta \tilde{\Gamma}_{hhHH} + \frac{1}{2} c_2 c_\beta s_\beta^2 \Delta \tilde{\Gamma}_{hhG-H^+} - c_2 c_\beta s_\beta^2 \text{Re}(\Delta \tilde{\Gamma}_{hhG-H^+}) - (1 + 2 c_2) c_\beta s_\beta^2 \text{Re}(\Delta \tilde{\Gamma}_{GGG-H^+}) - i \text{Im} \left[ s_\beta^2 \Delta \tilde{\Gamma}_{hhG-H^+} + s_\beta^2 \Delta \tilde{\Gamma}_{AAG-H^+} + c_\beta \Delta \tilde{\Gamma}_{GGG-H^+} \right], \quad (3.31f) \]
\[ \Delta \lambda_7 = -\frac{1}{3} c_\beta^3 s_\beta \Delta \tilde{\Gamma}_{hhhh} + \frac{1}{3} c_\beta^3 s_\beta \Delta \tilde{\Gamma}_{HHHH} - \frac{1}{2} c_2 c_\beta s_\beta^2 \Delta \tilde{\Gamma}_{hhHH} + c_2 c_\beta s_\beta^2 \Delta \tilde{\Gamma}_{hhG-H^+} + (1 - 2 c_2) c_\beta s_\beta^2 \text{Re}(\Delta \tilde{\Gamma}_{AAG-H^+}) - (1 + 2 c_2) c_\beta s_\beta^2 \text{Re}(\Delta \tilde{\Gamma}_{GGG-H^+}) - i \text{Im} \left[ s_\beta^2 \Delta \tilde{\Gamma}_{hhG-H^+} + s_\beta^2 \Delta \tilde{\Gamma}_{AAG-H^+} + s_\beta^2 \Delta \tilde{\Gamma}_{GGG-H^+} \right]. \quad (3.31g) \]

\(^{18}\)For the calculation of the \( \mathcal{O}(\alpha_s^2) \) threshold corrections between the THDM and the MSSM (see below), the tree-level quartic couplings can be considered to be zero. Therefore, the basis defined in eqs. (3.10) to (3.12) is equivalent to the mass eigenstate basis.
For reference, also the explicit contributions due to the different normalization of the fields in the THDM and the HET are listed in appendix B for the case that the tree-level matching conditions are zero. In eqs. (3.30a) to (3.30g) and eqs. (3.31a) to (3.31g) these are taken into account implicitly by renormalizing the HET 1LPI Green’s functions in the “heavy-OS” scheme.

3.3.2 Application: $\mathcal{O}(\alpha_t \alpha_s)$ matching between the THDM and the MSSM

In this section, we present analytic expressions for the $\mathcal{O}(\alpha_t \alpha_s)$ threshold corrections of the THDM Higgs self-couplings when the THDM is matched to the MSSM. I.e., we calculate the corrections generated by integrating out the squarks and/or the gluino. These corrections have been derived before in the case $|M_3| = M_{\text{SUSY}}$ using the $\overline{\text{MS}}$ scheme for the renormalization of the stop soft-SUSY-breaking parameters in [45, 80]. For the $\overline{\text{DR}}$ scheme, expressions have been derived in [49, 72] based on the $\mathcal{O}(\alpha_t \alpha_s)$ threshold correction for the SM Higgs self-coupling between the SM and the MSSM. The derivation used in [49, 72], however, does not allow to disentangle the threshold corrections of $\lambda_3, \lambda_4$ and $\lambda_5$ (only the expression for $\lambda_3 + \lambda_4 + \lambda_5$ can be derived) and to obtain expressions for the imaginary parts of $\lambda_5$, $\lambda_6$ and $\lambda_7$.

Here, we compute the missing parts for the $\overline{\text{DR}}$ case using two independent calculations, which differ in the treatment of the light masses (see discussion in section 2.3). We use the same technical setup as described in section 3.2.3.

For the first calculation, we keep the full dependence on the light masses. In this approach, the expansion for large $M_{\text{SUSY}}$, which is assumed to be the mass scale of the squarks and the gluino, is carried out as the last step of the calculation. Infrared divergences appear in the form of large logarithms involving the ratio of $M_{\text{SUSY}}$ over one of the light THDM masses. We perform this calculation in the mass eigenstate basis using the expressions given in eqs. (3.31a) to (3.31g).

For the second calculation, we set all light masses to zero before even generating the expressions for the amplitudes. More explicitly, this means that we set the SM-like vev to zero. To check the cancellation of infrared divergences explicitly, we, however, reintroduce a common regulator mass for all light fields. Due to setting $v = 0$, the number of couplings is drastically reduced resulting in a smaller number of Feynman diagrams. To further simplify the calculation, we work in the original THDM Higgs basis (before mass diagonalization) using eqs. (3.30a) to (3.30g) to derive the matching conditions.

Concretely, the first calculation requires an evaluation of 42260 Feynman diagrams, while the second one requires only 3861 diagrams. Both of these numbers include genuine two-loop diagrams as well as one-loop diagrams with one-loop counterterm insertions. On top of that, the first calculation also requires an additional step: the expansion for large $M_{\text{SUSY}}$. This expansion typically takes several hours on a single CPU core. In the second calculation the heavy mass expansion is much easier since the it needs to be performed only for the loop integrals involving the infrared regulator, while the couplings do not need to be expanded.
For both approaches, we find identical results and a full cancellation of infrared divergences. In the degenerate case of $|M_3| = m_{\tilde{t}_L} = m_{\tilde{t}_R} = M_{\text{SUSY}}$, the final expressions read

\begin{align}
\Delta_{\alpha_1\alpha_2}^{(2)}, \lambda_1 &= -\frac{4}{3}k^2 g_3^2 h_4^4 |\hat{\mu}|^4, \\
\Delta_{\alpha_1\alpha_2}^{(2)}, \lambda_2 &= -\frac{4}{3}k^2 g_3^2 h_4^4 \left[ |\hat{\lambda}_t|^2 - 12 |\hat{\lambda}_t|^2 - 2 (|\hat{\lambda}_t|^2 - 6) (\hat{\lambda}_t^* \hat{M}_3 + \hat{\lambda}_t \hat{M}_3^*) \right], \\
\Delta_{\alpha_1\alpha_2}^{(2)}, \lambda_3 &= \frac{4}{3}k^2 g_3^2 h_4^4 |\hat{\mu}|^2 (3 - |\hat{\lambda}_t|^2 + \hat{\lambda}_t^* \hat{M}_3 + \hat{\lambda}_t \hat{M}_3^*), \\
\Delta_{\alpha_1\alpha_2}^{(2)}, \lambda_4 &= \frac{4}{3}k^2 g_3^2 h_4^4 |\hat{\mu}|^2 (3 - |\hat{\lambda}_t|^2 + \hat{\lambda}_t^* \hat{M}_3 + \hat{\lambda}_t \hat{M}_3^*), \\
\Delta_{\alpha_1\alpha_2}^{(2)}, \lambda_5 &= -\frac{4}{3}k^2 g_3^2 h_4^4 \hat{\lambda}_t (\hat{\lambda}_t - 2 \hat{M}_3) \hat{\mu}^2, \\
\Delta_{\alpha_1\alpha_2}^{(2)}, \lambda_6 &= \frac{4}{3}k^2 g_3^2 h_4^4 \hat{\mu}^2 (\hat{\lambda}_t - \hat{M}_3), \\
\Delta_{\alpha_1\alpha_2}^{(2)}, \lambda_7 &= \frac{4}{3}k^2 g_3^2 h_4^4 \hat{\mu} \left[ 6 \hat{M}_3 - 2 \hat{\lambda}_t (3 + \hat{\lambda}_t^* \hat{M}_3) + \hat{\lambda}_t^* (\hat{\lambda}_t - \hat{M}_3^*) \right],
\end{align}

where

\begin{align}
\hat{\mu} &= \frac{\mu}{M_{\text{SUSY}}}, \quad \hat{M}_3 = e^{i\phi_{M_3}}, \quad \hat{\lambda}_t = \frac{\hat{\lambda}_t}{M_{\text{SUSY}}}. 
\end{align}

$M_3$ is the gluino mass parameter (and $\phi_{M_3}$ its phase); $\hat{\lambda}_t$, the stop trilinear coupling; $\mu$, the Higgsino mass parameter. The matching scale is set to $M_{\text{SUSY}}$. In the limit $M_A \to M_{\text{SUSY}}$, we recover the threshold corrections given in [40]. Moreover, we check that the expressions agree with the ones presented in [80] after conversion to the $\overline{\text{MS}}$ scheme used in [45, 80].

In the case $|M_3| \ll M_{\text{SUSY}}$ the threshold corrections read,

\begin{align}
\Delta_{\alpha_1\alpha_2}^{(2)}, \lambda_1 &= -\frac{8}{3}k^2 g_3^2 h_4^4 |\hat{\mu}|^4, \\
\Delta_{\alpha_1\alpha_2}^{(2)}, \lambda_2 &= -\frac{8}{3}k^2 g_3^2 h_4^4 (|\hat{\lambda}_t|^2 - 12 |\hat{\lambda}_t|^2 + 9), \\
\Delta_{\alpha_1\alpha_2}^{(2)}, \lambda_3 &= -\frac{8}{3}k^2 g_3^2 h_4^4 (|\hat{\lambda}_t|^2 - 3 |\hat{\lambda}_t|^2), \\
\Delta_{\alpha_1\alpha_2}^{(2)}, \lambda_4 &= -\frac{8}{3}k^2 g_3^2 h_4^4 (|\hat{\lambda}_t|^2 - 3 |\hat{\lambda}_t|^2), \\
\Delta_{\alpha_1\alpha_2}^{(2)}, \lambda_5 &= -\frac{8}{3}k^2 g_3^2 h_4^4 \hat{\lambda}_t^* \hat{\mu}^2, \\
\Delta_{\alpha_1\alpha_2}^{(2)}, \lambda_6 &= \frac{8}{3}k^2 g_3^2 h_4^4 \hat{\lambda}_t \hat{\mu}^2, \\
\Delta_{\alpha_1\alpha_2}^{(2)}, \lambda_7 &= \frac{8}{3}k^2 g_3^2 h_4^4 \hat{\lambda}_t \hat{\mu} (|\hat{\lambda}_t|^2 - 6).
\end{align}

Expressions valid for the fully non-degenerate case are distributed as Supplementary material alongside with the paper.

Note that the expressions, presented above, are valid only if the one-loop threshold correction is parametrized in terms of MSSM DR parameters evaluated at the scale $M_{\text{SUSY}}$. Note moreover that the expressions are in agreement with the partial results given in [49, 72].
3.3.3 Application: $\mathcal{O}(\alpha_i^2)$ matching between the THDM and the MSSM

In addition to the $\mathcal{O}(\alpha_i\alpha_s)$ threshold correction for the Higgs self-coupling between the THDM and the MSSM, we also compute the $\mathcal{O}(\alpha_i^2)$ contributions. These have been previously unknown in the literature.

For the calculation, we use the same technical setup as described in section 3.2.3 and follow the same two approaches as for the calculation of the $\mathcal{O}(\alpha_i\alpha_s)$ corrections: in the first approach, we take all light masses fully into account and only in the last step expand the result in the limit of large $M_{\text{SUSY}}$; in the second approach, we set all light masses to zero, but introduce an infrared regulator mass for the top quark. Since at $\mathcal{O}(\alpha_i^2)$ internal Higgses appear in the calculation, we, however, work in the mass eigenstate basis also for the second approach (using eqs. (3.31a) to (3.31g)).

As for the $\mathcal{O}(\alpha_i\alpha_s)$ threshold corrections, we find that the number of diagrams is drastically reduced in the second approach in comparison to the first approach. In particular, the first approach requires the computation of 163168 Feynman diagrams while the second one requires the evaluation of 24392 diagrams.

We again have explicitly verified the cancellation of infrared divergences in the two approaches. And we find full agreement between the final results of the two approaches. In the degenerate case of $m_A \ll m_{tL} = m_{tR} = M_{\text{SUSY}}$, we find

\begin{align}
\Delta_{\alpha_1^2}^{(2)} \Delta_1 &= k^2 h_t^2 |\hat{\mu}|^4 \left[ \frac{1}{4} \frac{19 + 5|\hat{\mu}|^2 - 8|\hat{\mu}|^4}{1 - |\hat{\mu}|^2} + \frac{3}{2} |\hat{\mu}|^4 \frac{3 - 2|\hat{\mu}|^2}{(1 - |\hat{\mu}|^2)^2} \ln(|\hat{\mu}|^2) - |\hat{A}_t|^2 \right], \\
\Delta_{\alpha_2^2}^{(2)} \Delta_2 &= k^2 h_t^2 \left[ \frac{3}{2} \frac{31 + 13|\hat{\mu}|^2 - 8|\hat{\mu}|^4}{1 - |\hat{\mu}|^2} + 12 \frac{1 - 2|\hat{\mu}|^2 - 2|\hat{\mu}|^4}{(1 - |\hat{\mu}|^2)^2} \text{Li}_2(1 - |\hat{\mu}|^2) \\
&\quad - 3|\hat{\mu}|^2 \frac{4 - |\hat{\mu}|^2 + 6|\hat{\mu}|^4}{(1 - |\hat{\mu}|^2)^2} \ln(|\hat{\mu}|^2) \\
&\quad + |\hat{A}_t|^2 \left( - \frac{3}{2} \frac{328 - 11|\hat{\mu}|^2 - 9|\hat{\mu}|^4}{1 - |\hat{\mu}|^2} - 6|\hat{\mu}|^4 \frac{5 - 3|\hat{\mu}|^2}{(1 - |\hat{\mu}|^2)^2} \ln(|\hat{\mu}|^2) \right) \\
&\quad + |\hat{A}_t|^4 \left( \frac{151 - 37|\hat{\mu}|^2 - 8|\hat{\mu}|^4}{4 - 1 - |\hat{\mu}|^2} + \frac{3}{2} |\hat{\mu}|^4 \frac{3 - 2|\hat{\mu}|^2}{(1 - |\hat{\mu}|^2)^2} \ln(|\hat{\mu}|^2) \right) - |\hat{A}_t|^6 \right], \\
(3.35a)
\Delta_{\alpha_2^2}^{(2)} \Delta_3 &= k^2 h_t^2 |\hat{\mu}|^4 \left[ - 3|\hat{\mu}|^2 \frac{3 - |\hat{\mu}|^2}{1 - |\hat{\mu}|^2} - |\hat{\mu}|^4 \frac{11 - 5|\hat{\mu}|^2}{(1 - |\hat{\mu}|^2)^2} \ln(|\hat{\mu}|^2) \right] \\
&\quad + |\hat{A}_t|^2 \left( \frac{1}{4} \frac{129 - 15|\hat{\mu}|^2 - 8|\hat{\mu}|^4}{1 - |\hat{\mu}|^2} + \frac{3}{2} |\hat{\mu}|^4 \frac{3 - 2|\hat{\mu}|^2}{(1 - |\hat{\mu}|^2)^2} \ln(|\hat{\mu}|^2) \right) \\
&\quad - |\hat{A}_t|^4 \right], \\
(3.35b)
\Delta_{\alpha_2^2}^{(2)} \Delta_4 &= k^2 h_t^2 |\hat{\mu}|^2 \left[ - \frac{3}{4} (8 + 5|\hat{\mu}|^2) - \frac{4|\hat{\mu}|^4}{1 - |\hat{\mu}|^2} \ln(|\hat{\mu}|^2) \\
&\quad + |\hat{A}_t|^2 \left( \frac{1}{2} \frac{111 - 4|\hat{\mu}|^2 - 4|\hat{\mu}|^4}{1 - |\hat{\mu}|^2} + \frac{3}{2} |\hat{\mu}|^4 \frac{3 - 2|\hat{\mu}|^2}{(1 - |\hat{\mu}|^2)^2} \ln(|\hat{\mu}|^2) \right) \\
&\quad - |\hat{A}_t|^4 \right]. \\
(3.35c)
\[ \Delta_{\alpha_t}^{(2)} \lambda_5 = k^2 t^6 \left[ \Delta_t^2 \mu^2 \left( \frac{121 - 7|\mu|^2 - 8|\mu|^4}{4 - |\mu|^2} + \frac{3}{2} |\mu|^2 \ln(|\mu|^2) - |A_t|^2 \right) 
\right. \\
\left. + \frac{1}{4} \left( (\Delta_t \mu)^2 - (A_t^* \mu^*)^2 \right) \right], \tag{3.35e} \\
\Delta_{\alpha_t}^{(2)} \lambda_6 = k^2 t^6 \left[ \Delta_t \mu \left( -\frac{|\mu|^2}{4} \frac{15 - |\mu|^2 - 8|\mu|^4}{1 - |\mu|^2} - \frac{3}{2} |\mu|^2 \ln(|\mu|^2) + |A_t|^2 |\mu|^2 \right) 
\right. \\
\left. + \frac{1}{8} A_t^* \mu^* \left( (\Delta_t \mu)^2 - (A_t^* \mu^*)^2 \right) \right], \tag{3.35f} \\
\Delta_{\alpha_t}^{(2)} \lambda_7 = k^2 t^6 \left[ \Delta_t \mu \left( \frac{3}{4} \frac{16 + |\mu|^2 - 9|\mu|^4}{1 - |\mu|^2} + \frac{3}{2} |\mu|^2 \ln(|\mu|^2) \right) 
\right. \\
\left. + \frac{1}{8} |A_t|^2 (\Delta_t \mu) \left( \frac{3}{8} \frac{24 - 15|\mu|^2 - 5|\mu|^4}{1 - |\mu|^2} - \frac{3}{2} |\mu|^2 \ln(|\mu|^2) + |A_t|^2 \right) 
\right. \\
\left. - \frac{1}{8} (A_t^* \mu^*)^2 \right], \tag{3.35g} \]

where, as in the previous section, the matching scale is set to \( M_{\text{SUSY}} \). These expressions are valid only if the one-loop threshold correction is parametrized in terms of MSSM \( \overline{\text{DR}} \) parameters evaluated at the scale \( M_{\text{SUSY}} \). The rather complicated dependence on \( |\mu| \) originates from diagrams with internal Higgsinos. Expressions valid for general \( M_A \) are distributed as Supplementary material alongside with the paper.

Note that one does not recover the SM to MSSM \( \mathcal{O}(\alpha_t^2) \) threshold correction for the SM Higgs self-coupling if these expressions are combined with the matching condition for \( \lambda \) between the SM and the THDM. This is due to the expansion around \( M_{H^\pm}/M_{\text{SUSY}} \sim 0. \) We checked explicitly that the SM to MSSM threshold correction is indeed recovered if the \( \mathcal{O}(\alpha_t^2) \) threshold corrections between the THDM and the MSSM are not expanded in the limit \( M_{H^\pm}/M_{\text{SUSY}} \rightarrow 0. \)

4 Numerical application: calculation of the lightest MSSM Higgs-boson mass

In this section, we use the analytic results obtained in sections 3.2.3, 3.3.2 and 3.3.3 to improve the prediction of the lightest MSSM Higgs-boson mass. Our calculation is based upon the one presented in [49] (similar calculations have been performed in [44, 45, 50]).

In [49], all squarks are integrated out of the MSSM at the scale \( M_{\text{SUSY}} \) obtaining the THDM as EFT. At the scale \( M_A \), the heavy Higgs bosons are integrated out recovering the SM as EFT. In addition, the electroweakinos and the gluino are integrated out at two independent scales. Eventually, the SM is recovered as EFT. All couplings are evolved down to the electroweak scale, where the SM-like Higgs mass is calculated.

All EFTs are matched to each other using full one-loop threshold corrections. The evolution of the couplings between the different scales is performed using two-loop renormalization group equations. The pure EFT calculation can be merged with a two-loop fixed-order calculation which allows one to take also contributions suppressed by \( M_{\text{SUSY}} \) and/or \( M_A \) into account. The calculation has become part of the publicly available code FeynHiggs [51–59].
Here, we extend the calculation presented in [49] by implementing the two-loop threshold corrections derived in sections 3.2.3, 3.3.2 and 3.3.3. This means especially that the $\mathcal{O}(\alpha_t \alpha_s)$ threshold corrections for $\lambda_3$, $\lambda_4$, and $\lambda_5$, as well as the previously unknown $\mathcal{O}(\alpha_t^2)$ threshold corrections for all $\lambda_i$'s, are taken correctly into account.\footnote{We implement the $\mathcal{O}(\alpha_t^2)$ threshold corrections without assuming $M_A \ll M_{\text{SUSY}}$. While we in this way include formally suppressed terms into the threshold correction of four-dimensional operators, this procedure allows one to extend the validity range of the THDM-EFT calculation also to the case of $M_A \sim M_{\text{SUSY}}$ properly recovering the SM to MSSM matching conditions.} Moreover, while it was assumed that the electroweakinos have masses lower or equal to $M_{\text{SUSY}}$ in [49], we also allow for electroweakino masses larger than $M_{\text{SUSY}}$. In this case, we integrate out the sfermions and electroweakinos at the same scale (i.e., $M_{\text{SUSY}}$) and match the THDM directly to the MSSM (as done e.g. in [72]).

We note that these improvements still do not allow for a full resummation of $\mathcal{O}(\alpha_t, \alpha_s)$ NNLL logarithms, since the full three-loop THDM RGEs are still unknown. Based on findings for the SM as an EFT (see e.g. [35]), the numerical impact of the three-loop RGEs is, however, expected to be less sizeable than the impact of the two-loop threshold corrections. As an additional cross-check, we implemented the partial THDM three-loop RGEs derived in [14, 81] finding $\mathcal{O}(\alpha_t^2)$ corrections. As an additional cross-check, we implemented the partial THDM three-loop RGEs derived in [14, 81] finding $M_h^{125}$ (alignment) Higgs-benchmark scenario presented in [82]. For all shown results, $M_h$ is computed in the pure EFT approach without combining it with the fixed-order calculation implemented in \texttt{FeynHiggs}.

In figure 3, we compare the predictions for $M_h$ using the THDM as EFT below $M_{\text{SUSY}}$ with (dashed) and without (solid) including the $\mathcal{O}(\alpha_t^2)$ threshold corrections for the Higgs self-couplings. The results are shown for four different choices of $\hat{\mu} = \mu/M_{\text{SUSY}}$: $\hat{\mu} = 0.5$ (orange), $\hat{\mu} = 1$ (blue), $\hat{\mu} = 2$ (green), and $\hat{\mu} = 3$ (red). The other parameter are chosen as $M_{\text{SUSY}} = 2.5$ TeV, $X_t^{\text{DR}}/M_{\text{SUSY}} = \sqrt{6}$, and $t_{\beta} = 10$.

The left plot of figure 3 shows $M_h$ as a function of $M_A$. The difference between the results with and without the $\mathcal{O}(\alpha_t^2)$ threshold corrections is negligibly small for $\hat{\mu} = 0.5$ and $\hat{\mu} = 1$. Different choices for the other parameters, like raising $M_{\text{SUSY}}$ or lowering $t_{\beta}$, do not lead to larger shifts.\footnote{This holds true especially for the scenarios discussed in [49, 83] (i.e., for high $M_{\text{SUSY}}$, low $t_\beta$, and low $\hat{\mu}$).} The small numerical impact for $\hat{\mu} \lesssim 1$ can be explained by the parametrization of the one-loop threshold corrections in terms of MSSM couplings. As discussed in detail in [33], this one-loop parameterization absorbs the most relevant two-loop terms.

The shifts induced by including the two-loop corrections are, however, enlarged for $\hat{\mu} > 1$: choosing $\hat{\mu} = 2$ leads to an approximately constant downward shift of $M_h$ by...
$M_{\text{SUSY}} = \sqrt{6}, t_\beta = 10$

Figure 3. Left: EFT results for $M_h$ as a function of $M_A$ comparing the THDM-EFT results not including (solid) and including (dashed) the $O(\alpha_t^2)$ threshold corrections to the Higgs self-couplings. The results are shown for $\hat{\mu} = 0.5$ (orange), $\hat{\mu} = 1$ (blue), $\hat{\mu} = 2$ (green), and $\hat{\mu} = 3$ (red). $M_{\text{SUSY}} = 2.5\, \text{TeV}, X_t^{\text{DR}}/M_{\text{SUSY}} = \sqrt{6}$, and $t_\beta = 10$ are chosen. In the bottom panel the difference between the solid and the dashed lines is displayed. Right: same as left plot, but $M_h$ is shown as a function of $M_{\text{SUSY}}$ for $M_A = 500\, \text{GeV}$.

$\sim 0.2\, \text{GeV}$; choosing $\hat{\mu} = 3$, to a downwards shift of $\sim 0.7 - 1.1\, \text{GeV}$. As is visible in eqs. (3.35a) to (3.35g), the two-loop threshold corrections scale with powers of $\hat{\mu}$ leading to enhancement of them for $\hat{\mu} > 1$. While this parameter choice also enhances Higgs mixing effects, the dominant contribution to the shifts observed in figure 3 is the two-loop threshold correction to the SM-like Higgs’ quartic coupling induced if the two-loop $O(\alpha_t^2)$ threshold corrections are included. If Higgs mixing would be the dominant effect, the shifts would significantly decrease with rising $M_A$.

In the right plot of figure 3, the same scenario as in the left plot is shown but $M_{\text{SUSY}}$ is varied setting $M_A = 500\, \text{GeV}$. As in the left plot, the shifts induced by the $O(\alpha_t^2)$ threshold correction are negligible for $\hat{\mu} \lesssim 1$. The shifts for $\hat{\mu} > 1$ are largest for small $M_{\text{SUSY}}$ and shrink with raising $M_{\text{SUSY}}$ (e.g. for $\hat{\mu} = 3$ the shift shrinks from $\sim 1.3\, \text{GeV}$ for $M_{\text{SUSY}} = 1\, \text{TeV}$ to $\sim 0.2\, \text{GeV}$ for $M_{\text{SUSY}} = 10^4\, \text{TeV}$). This behavior is explained by the RGE running of the top-Yukawa coupling. For rising $M_{\text{SUSY}}$, the MSSM top-Yukawa coupling evaluated at $M_{\text{SUSY}}$ shrinks resulting in a decrease of the $O(\alpha_t^2)$ threshold corrections.

Next, we explore the dependence of the shifts induced by the $O(\alpha_t^2)$ threshold corrections on $X_t$ and also compare the results using the THDM as EFT below $M_{\text{SUSY}}$ to the case of using the SM as EFT. In the left plot of figure 4, we display $M_h$ as a function of $X_t^{\text{DR}}/M_{\text{SUSY}}$ comparing three different results: using the THDM without the $O(\alpha_t^2)$ threshold corrections as EFT below $M_{\text{SUSY}}$ (solid), using the THDM with the $O(\alpha_t^2)$ threshold corrections as EFT below $M_{\text{SUSY}}$ (dashed), and using the SM as EFT below $M_{\text{SUSY}}$ (dotted). The results are shown for $\hat{\mu} = 1$ (blue) and $\hat{\mu} = 3$ (red). Moreover, $M_{\text{SUSY}} = 2.5\, \text{TeV}, M_A = 500\, \text{GeV}$, and $t_\beta = 10$ are chosen.

All three calculations agree very well for $\hat{\mu} = 1$. For the given scenario, Higgs mixing effects, the resummation of logarithms involving $M_A$ and $M_{\text{SUSY}}$, as well as the two-loop
\( \mathcal{O}(\alpha_t^2) \) threshold corrections have a negligible effect. This is slightly different for \( \hat{\mu} = 3 \). Here, the THDM result including the \( \mathcal{O}(\alpha_t^2) \) threshold corrections and the SM result agree very well, while the THDM result without the \( \mathcal{O}(\alpha_t^2) \) threshold correction is shifted to higher \( M_h \) values for \( X_t^{\text{DR}}/M_{\text{SUSY}} \sim 0 \) and \( |X_t^{\text{DR}}/M_{\text{SUSY}}| \gtrsim 2 \). This indicates that the impact of the \( \mathcal{O}(\alpha_t^2) \) threshold corrections is sizeable for \( \hat{\mu} = 3 \), but the Higgs mixing effects and the resummation of logarithms involving \( M_A \) and \( M_{\text{SUSY}} \) are of minor importance.

Note that before actually calculating the \( \mathcal{O}(\alpha_t^2) \) threshold corrections, it is unclear which effect is more dominant and whether the SM-EFT result is a good approximation of the THDM-EFT result including the \( \mathcal{O}(\alpha_t^2) \) threshold corrections.

This statement is supported by the right plot of figure 4. In this plot, the same three calculations of \( M_h \) as in the left plot of figure 4 are compared as a function of \( M_A \) for \( M_{\text{SUSY}} = 15 \) TeV, \( X_t^{\text{DR}}/M_{\text{SUSY}} = \sqrt{6} \), and \( t_\beta = 5 \). For \( \hat{\mu} = 1 \) (blue), the THDM-EFT results are in good agreement, while the SM-EFT result yields higher \( M_h \) values for low \( M_A \lesssim 1 \) TeV. In this region, Higgs mixing effects become relevant, which are not taken into account in the SM-EFT result. For \( M_A \gtrsim 5 \) TeV all three results are in good agreement indicating that the \( \mathcal{O}(\alpha_t^2) \) threshold corrections have only a minor numerical impact. This is different in case of \( \hat{\mu} = 3 \) (red): while the THDM-EFT results are only in good agreement for \( M_A \sim 200 \) GeV, the \( \mathcal{O}(\alpha_t^2) \) threshold correction shift \( M_h \) downwards by \( \sim 0.5 \) GeV for large \( M_A \). While the SM result and the THDM result including the \( \mathcal{O}(\alpha_t^2) \) threshold corrections are in relatively good agreement for \( M_A \gtrsim 0.8 \) TeV,\(^{21}\) there is a difference of

\(^{21}\)The disagreement for \( M_A \sim M_{\text{SUSY}} \) can be explained by different parameterization of the threshold corrections. While in the case of the THDM EFT, MSSM couplings are used, SM couplings are employed in case of the SM-EFT calculation. The difference between both options can be regarded as an estimate for the size of higher-order threshold corrections [42, 43].
up to $\sim 2.5$ GeV for lower $M_A$ values originating from Higgs mixing effects. Without the inclusion of the $\mathcal{O}(\alpha_t^2)$ threshold corrections it is again unclear whether the SM- or the THDM-EFT calculation is more trustworthy for low $M_A$.

5 Conclusions

Without direct evidence for BSM physics, EFT techniques become increasingly popular to constrain high-energy theories (HETs). In this work, we concentrated on the calculation of matching conditions for renormalizable operators using the diagrammatic approach. Giving explicit expressions up to the two-loop level, we highlighted different contributions arising due to 1LPI Green’s functions, different field normalizations in the EFT and the HET, and the reparametrization of the EFT result in terms of HET couplings. We also discussed how different observables can be used to derive the same matching condition and that it is often preferable to choose an observable with a higher number of external legs. Moreover, we discussed the treatment of the “light” masses pointing out that setting them to zero (if possible) considerably simplifies the calculation. In order to be able to use the cancellation of infrared divergencies as a cross-check but to also simplify the calculation, we proposed to introduce infrared regulator masses, which are independent of the other parameters (i.e. the Higgs vev) of the theory.

As illustration and application of the presented general statement, we considered the SM and the THDM as EFTs. For the SM, we for the first time computed the $\mathcal{O}(\alpha_t^2)$ threshold correction for the matching of the SM-Higgs self-coupling to the THDM. In case of the THDM, we pointed out that the calculation of the matching conditions for the quartic Higgs couplings require the computation of at least one four-point function. Moreover, we presented equations relating a set of four-point functions to the matching conditions of the quartic Higgs couplings. Using them we calculated the previously only partly known $\mathcal{O}(\alpha_t\alpha_s)$ threshold corrections for the matching of the THDM quartic Higgs couplings to the MSSM as well as the previously completely unknown $\mathcal{O}(\alpha_t^2)$ corrections. For both calculations, we used two different approaches: in the first approach, we kept the full dependence on the “light” masses; in the second approach, we set the Higgs vev to zero and introduced an infrared regulator for the top quark. While we confirmed that both calculations yield identical results, the second calculation was found to be much simpler due to a lower number of Feynman diagrams and a simplified expansion in the large $M_{\text{susy}}$ limit.

As a numerical application, we used the calculated two-loop corrections to improve the calculation of the lightest MSSM Higgs-boson mass using the THDM as EFT finding shifts of up to $\sim 1$ GeV for $\hat{\mu} > 1$. The precision level of the updated THDM-EFT calculation is now on a similar level as the SM-EFT calculation mitigating the issue of deciding which calculation is more precise for a given parameter setting. The presented improvements will become part of the public code FeynHiggs.

While we used the matching of quartic Higgs couplings between the SM and the THDM as well as the THDM and the MSSM as examples, the used techniques are straightforwardly applicable to the matching of other theories or couplings.
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A Ward identities of the THDM Higgs sector

For deriving the Ward identities of the THDM Higgs sector, we follow the recipe given e.g. in [67]. To be more specific, we use the invariance of the effective action $\Gamma$ with respect to variations of the $Z$-boson background field $\delta Z$, $\delta \Gamma/\delta Z = 0$. The resulting expression is successively differentiated with respect to the Higgs fields.

After neglecting vertex functions with a negative mass dimension, we arrive at the following set of Ward identities,

$$\Gamma_{\chi_2} = -\frac{v_1}{v_2} \Gamma_{\chi_1},$$  \hspace{1cm} (A.1)

$$\Gamma_{\chi_2 \phi_1} = -\frac{v_1}{v_2} \Gamma_{\chi_1 \phi_1} - \frac{1}{v_2} \Gamma_{\chi_1},$$  \hspace{1cm} (A.2)

$$\Gamma_{\chi_2 \phi_2} = \frac{v_1}{v_2} \Gamma_{\chi_1} - \frac{v_1}{v_2} \Gamma_{\chi_1 \phi_2},$$  \hspace{1cm} (A.3)

$$\Gamma_{\chi_1 \chi_2} = \frac{1}{v_2} \Gamma_{\phi_1} - \frac{v_1}{v_2} \Gamma_{\chi_1 \chi_1},$$  \hspace{1cm} (A.4)

$$\Gamma_{\chi_2 \chi_2} = \frac{v_2}{v_2} \Gamma_{\chi_1 \chi_1} - \frac{v_1}{v_2} \Gamma_{\phi_1} + \frac{1}{v_2} \Gamma_{\phi_2},$$  \hspace{1cm} (A.5)

$$\Gamma_{\phi_1^+ \phi_2^-} = -\frac{v_1}{v_2} \Gamma_{\phi_1^+ \phi_2^-} - \frac{i}{v_2} \Gamma_{\chi_1} + \frac{1}{v_2} \Gamma_{\phi_1},$$  \hspace{1cm} (A.6)

$$\Gamma_{\phi_1^- \phi_2^+} = -\frac{v_1}{v_2} \Gamma_{\phi_1^- \phi_2^+} + \frac{i}{v_2} \Gamma_{\chi_1} + \frac{1}{v_2} \Gamma_{\phi_1},$$  \hspace{1cm} (A.7)

$$\Gamma_{\phi_2^- \phi_2^+} = \frac{v_1}{v_2} \Gamma_{\phi_2^- \phi_2^+} - \frac{v_1}{v_2} \Gamma_{\phi_1} + \frac{1}{v_2} \Gamma_{\phi_2},$$  \hspace{1cm} (A.8)

$$\Gamma_{\chi_2 \phi_1 \phi_1} = -\frac{v_1}{v_2} \Gamma_{\chi_1 \phi_1 \phi_1} - \frac{2}{v_2} \Gamma_{\chi_1 \phi_1},$$  \hspace{1cm} (A.9)

$$\Gamma_{\phi_1 \phi_2 \phi_2} = \frac{2v_1}{v_2} \Gamma_{\phi_1 \phi_1 \phi_2} + \frac{3v_1}{v_2} \Gamma_{\phi_1 \phi_2} - \frac{v_1^2}{v_2^2} \Gamma_{\phi_1 \phi_1 \phi_1} + \frac{3v_1}{v_2} \Gamma_{\phi_1 \phi_1 \phi_1} - \frac{3}{v_2^2} \Gamma_{\phi_1},$$ \hspace{1cm} (A.10)

$$\Gamma_{\chi_1 \phi_1 \phi_2} = \frac{2}{v_2} \Gamma_{\chi_1 \phi_1} - \frac{v_1}{v_2} \Gamma_{\chi_1 \phi_1 \phi_1},$$  \hspace{1cm} (A.11)

$$\Gamma_{\chi_2 \phi_1 \phi_2} = \frac{v_1}{v_2} \Gamma_{\chi_1 \phi_1 \phi_1} - \frac{v_1}{v_2} \Gamma_{\chi_1 \phi_1} - \frac{1}{v_2} \Gamma_{\chi_1 \phi_2} + \frac{1}{v_2} \Gamma_{\phi_1},$$ \hspace{1cm} (A.12)

$$\Gamma_{\chi_1 \chi_1 \phi_1} = \frac{1}{3} \Gamma_{\phi_1 \phi_1 \phi_1},$$  \hspace{1cm} (A.13)

$$\Gamma_{\chi_1 \chi_2 \phi_1} = -\frac{1}{v_2} \Gamma_{\chi_1 \chi_1} - \frac{v_1}{3v_2} \Gamma_{\phi_1 \phi_1 \phi_1} + \frac{1}{v_2} \Gamma_{\phi_1 \phi_1},$$  \hspace{1cm} (A.14)

$$\Gamma_{\chi_2 \chi_2 \phi_1} = \frac{2v_1}{v_2} \Gamma_{\chi_1 \chi_1} + \frac{1}{v_2} \Gamma_{\phi_1 \phi_2} + \frac{v_1^2}{3v_2^2} \Gamma_{\phi_1 \phi_1 \phi_1} - \frac{v_1}{v_2} \Gamma_{\phi_1 \phi_1} - \frac{1}{v_2} \Gamma_{\phi_1},$$ \hspace{1cm} (A.15)
\begin{align}
\Gamma_{\phi_1 \phi_1 \phi_1^+} &= \frac{1}{3} \Gamma_{\phi_1 \phi_1 \phi_1^+}, \\
\Gamma_{\phi_1 \phi_1^+ \phi_2^-} &= -i \frac{v_1}{v_2} \Gamma_{\chi_1 \phi_1} - \frac{v_1}{3v_2} \Gamma_{\phi_1 \phi_1 \phi_1} + \frac{1}{v_2} \Gamma_{\phi_1 \phi_1} - \frac{1}{v_2} \Gamma_{\phi_1^+ \phi_1^+}, \\
\Gamma_{\phi_1 \phi_1^+ \phi_2^+} &= i \frac{v_1}{v_2} \Gamma_{\chi_1 \phi_1} - \frac{v_1}{3v_2} \Gamma_{\phi_1 \phi_1 \phi_1} + \frac{1}{v_2} \Gamma_{\phi_1 \phi_1} - \frac{1}{v_2} \Gamma_{\phi_1^+ \phi_1^+}, \\
\Gamma_{\phi_1 \phi_1 \phi_2^+} &= \frac{1}{v_2} \Gamma_{\phi_1 \phi_2} + \frac{v_1^2}{3v_2^2} \Gamma_{\phi_1 \phi_1 \phi_1} - \frac{v_1}{v_2} \Gamma_{\phi_1 \phi_1} + \frac{2v_1}{v_2} \Gamma_{\phi_1 \phi_1} - \frac{1}{v_2} \Gamma_{\phi_1}, \\
\Gamma_{\phi_2 \phi_2 \phi_2^+} &= \frac{3v_1^2}{v_2^2} \Gamma_{\phi_1 \phi_1 \phi_2} + \frac{3v_1}{v_2} \Gamma_{\phi_1 \phi_2} + \frac{2v_1^3}{3v_2^2} \Gamma_{\phi_1 \phi_1 \phi_1} - \frac{6v_1^2}{v_2^2} \Gamma_{\phi_1 \phi_1} + \frac{3}{v_2} \Gamma_{\phi_2 \phi_2} + \frac{6v_1}{v_2^2} \Gamma_{\phi_1} - \frac{3}{v_2} \Gamma_{\phi_2}, \\
\Gamma_{\chi_1 \phi_2 \phi_2} &= \frac{v_1}{v_2} \Gamma_{\chi_1 \phi_1} - \frac{v_1}{v_2} \Gamma_{\chi_1 \phi_2} + \frac{3}{v_2} \Gamma_{\chi_1 \phi_1} - \frac{3}{v_2} \Gamma_{\chi_1}, \\
\Gamma_{\chi_2 \phi_2 \phi_2} &= -\frac{v_1^2}{v_2} \Gamma_{\chi_1 \phi_1} - \frac{v_1}{v_2} \Gamma_{\chi_1 \phi_1} - \frac{v_1}{v_2} \Gamma_{\chi_1 \phi_1} + \frac{1}{v_2} \Gamma_{\phi_1 \phi_1} - \frac{2v_1^2}{3v_2^2} \Gamma_{\phi_1 \phi_1 \phi_1} + \frac{1}{v_2} \Gamma_{\phi_1 \phi_1} - \frac{1}{v_2} \Gamma_{\phi_1}, \\
\Gamma_{\chi_1 \phi_1 \phi_1} &= \frac{2}{v_2} \Gamma_{\chi_1 \phi_1} + \Gamma_{\phi_1 \phi_1 \phi_1} + \frac{2v_1}{v_2} \Gamma_{\phi_1 \phi_1} - \frac{2}{v_2} \Gamma_{\phi_1 \phi_1}, \\
\Gamma_{\chi_1 \chi_2 \phi_2} &= \frac{v_1}{v_2} \Gamma_{\chi_1 \phi_1} - \frac{v_1}{v_2} \Gamma_{\chi_1 \phi_1} - \frac{v_1}{v_2} \Gamma_{\chi_1 \phi_1} + \frac{1}{v_2} \Gamma_{\phi_1 \phi_1} - \frac{2v_1^2}{3v_2^2} \Gamma_{\phi_1 \phi_1 \phi_1} + \frac{1}{v_2} \Gamma_{\phi_1 \phi_1} + \frac{1}{v_2} \Gamma_{\phi_2 \phi_2} + \frac{2v_1}{v_2^2} \Gamma_{\phi_1} - \frac{1}{v_2} \Gamma_{\phi_2}, \\
\Gamma_{\phi_1 \phi_1 \phi_2^+} &= \frac{2v_1}{3v_2} \Gamma_{\phi_1 \phi_1 \phi_2} + \frac{2v_1}{v_2} \Gamma_{\phi_1 \phi_1 \phi_1} - \frac{2v_1}{v_2} \Gamma_{\phi_1 \phi_1} + \frac{1}{v_2} \Gamma_{\phi_2 \phi_2}, \\
\Gamma_{\phi_1 \phi_2 \phi_2^+} &= \Gamma_{\phi_1 \phi_2} + \frac{2v_1}{3v_2} \Gamma_{\phi_1 \phi_1 \phi_2} + \frac{2v_1}{v_2} \Gamma_{\phi_1 \phi_1 \phi_1} - \frac{2v_1}{v_2} \Gamma_{\phi_1 \phi_1} - \frac{1}{v_2} \Gamma_{\phi_1}, \\
\Gamma_{\phi_1 \phi_1 \phi_2^+} &= i \frac{v_1}{v_2} \Gamma_{\chi_1 \phi_2} - \frac{v_1}{v_2} \Gamma_{\phi_1 \phi_1 \phi_2} + \frac{1}{v_2} \Gamma_{\phi_1 \phi_2} - \frac{2v_1^2}{3v_2^2} \Gamma_{\phi_1 \phi_1 \phi_1} + \frac{2v_1}{v_2} \Gamma_{\phi_1 \phi_1} - \frac{1}{v_2} \Gamma_{\phi_1 \phi_1} + \frac{1}{v_2} \Gamma_{\phi_2 \phi_2} + i \frac{v_1}{v_2} \Gamma_{\chi_1 \phi_1}, \\
\Gamma_{\phi_2 \phi_2 \phi_2^+} &= \frac{v_1^2}{v_2^2} \Gamma_{\phi_1 \phi_1 \phi_2} + \frac{2v_1^3}{3v_2^2} \Gamma_{\phi_1 \phi_1 \phi_1} - \frac{2v_1^2}{v_2^2} \Gamma_{\phi_1 \phi_1} + \frac{1}{v_2} \Gamma_{\phi_2 \phi_2} + \frac{2v_1}{v_2^2} \Gamma_{\phi_1} - \frac{1}{v_2} \Gamma_{\phi_2}, \\
\Gamma_{\chi_1 \chi_2 \chi_1} &= 3 \Gamma_{\chi_1 \phi_1 \phi_1}, \\
\Gamma_{\chi_1 \chi_1 \chi_2} &= \frac{2}{v_2} \Gamma_{\chi_1 \phi_1} - \frac{3v_1}{v_2} \Gamma_{\chi_1 \phi_1 \phi_1}, \\
\Gamma_{\chi_1 \chi_2 \chi_2} &= \frac{3v_1^2}{v_2^2} \Gamma_{\chi_1 \phi_1 \phi_1} + \frac{3v_1}{v_2} \Gamma_{\chi_1 \phi_1 \phi_1} + \frac{1}{v_2} \Gamma_{\chi_1 \phi_2} - \frac{1}{v_2} \Gamma_{\chi_1}.
\end{align}
\begin{align}
\Gamma_{\chi_1 \phi_1 \phi_1} &= \Gamma_{\chi_1 \phi_1 \phi_1}, \\
\Gamma_{\chi_1 \phi_2 \phi_2} &= \frac{v_1}{v_2} \Gamma_{\chi_1 \phi_1 \phi_1} + \frac{1}{v_2} \Gamma_{\chi_1 \phi_1} - \frac{i}{v_2} \Gamma_{\chi_1 \phi_1} + \frac{i}{v_2} \Gamma_{\phi_1 \phi_1}, \\
\Gamma_{\chi_1 \phi_1 \bar{\phi}_1} &= \frac{v_1}{v_2} \Gamma_{\chi_1 \phi_1 \phi_1} + \frac{1}{v_2} \Gamma_{\chi_1 \phi_1} + \frac{i}{v_2} \Gamma_{\chi_1 \phi_1} - \frac{i}{v_2} \Gamma_{\phi_1 \phi_1}, \\
\Gamma_{\chi_1 \phi_2 \bar{\phi}_2} &= \frac{v_2}{v_2} \Gamma_{\chi_1 \phi_1 \phi_1} - \frac{v_1}{v_2} \Gamma_{\chi_1 \phi_1} + \frac{1}{v_2} \Gamma_{\chi_1 \phi_2} - \frac{1}{v_2} \Gamma_{\chi_1}, \\
\Gamma_{\chi_2 \chi_2 \phi_2} &= -\frac{3v_1^2}{v_2^2} \Gamma_{\chi_1 \phi_1 \phi_1} + \frac{3v_2^2}{v_2^2} \Gamma_{\chi_1 \phi_1} - \frac{3v_1}{v_2} \Gamma_{\chi_1 \phi_2} + \frac{3v_1}{v_2} \Gamma_{\chi_1}, \\
\Gamma_{\chi_2 \phi_1 \phi_1} &= -\frac{v_1^2}{v_2} \Gamma_{\chi_1 \phi_1 \phi_1}, \\
\Gamma_{\chi_2 \phi_2 \phi_2} &= \frac{v_1}{v_2} \Gamma_{\chi_1 \phi_1 \phi_1} - \frac{v_1}{v_2} \Gamma_{\chi_1 \phi_1} + \frac{iv_1}{v_2} \Gamma_{\chi_1 \phi_1} - \frac{iv_1}{v_2} \Gamma_{\phi_1 \phi_1}, \\
\Gamma_{\chi_2 \phi_1 \bar{\phi}_1} &= \frac{v_1}{v_2} \Gamma_{\chi_1 \phi_1 \phi_1} - \frac{v_1}{v_2} \Gamma_{\chi_1 \phi_1} - \frac{iv_1}{v_2} \Gamma_{\chi_1 \phi_1} + \frac{iv_1}{v_2} \Gamma_{\phi_1 \phi_1}, \\
\Gamma_{\chi_2 \phi_2 \bar{\phi}_2} &= -\frac{v_1^2}{v_2} \Gamma_{\chi_1 \phi_1 \phi_1} + \frac{v_2}{v_2} \Gamma_{\chi_1 \phi_1} - \frac{v_1}{v_2} \Gamma_{\chi_1 \phi_2} + \frac{v_1}{v_2} \Gamma_{\chi_1}, \\
\Gamma_{\phi_1 \phi_1 \phi_1 \phi_2} &= \frac{1}{v_2} \Gamma_{\phi_1 \phi_1 \phi_1} - \frac{v_1}{v_2} \Gamma_{\phi_1 \phi_1 \phi_1}, \\
\Gamma_{\chi_1 \phi_1 \phi_1} &= 0, \\
\Gamma_{\chi_2 \phi_1 \phi_1} &= -\frac{3}{v_2} \Gamma_{\chi_1 \phi_1 \phi_1}, \\
\Gamma_{\phi_1 \phi_2 \phi_2} &= \frac{1}{v_2} \Gamma_{\phi_1 \phi_2 \phi_2} + \frac{v_1^2}{v_2} \Gamma_{\phi_1 \phi_2 \phi_1} - \frac{v_1}{v_2} \Gamma_{\phi_1 \phi_2 \phi_1}, \\
\Gamma_{\chi_1 \phi_2 \phi_2} &= \frac{1}{v_2^2} \Gamma_{\chi_1 \phi_2 \phi_2}, \\
\Gamma_{\chi_2 \phi_1 \phi_2} &= \frac{2v_1}{v_2} \Gamma_{\chi_1 \phi_2 \phi_2} - \frac{2}{v_2} \Gamma_{\chi_1 \phi_2 \phi_2}, \\
\Gamma_{\chi_1 \chi_1 \phi_1} &= \frac{1}{3} \Gamma_{\phi_1 \phi_1 \phi_1 \phi_1}, \\
\Gamma_{\chi_1 \chi_2 \phi_1} &= \frac{1}{3v_2} \Gamma_{\phi_1 \phi_1 \phi_1 \phi_1} - \frac{v_1}{3v_2} \Gamma_{\phi_1 \phi_1 \phi_1 \phi_1}, \\
\Gamma_{\chi_2 \chi_2 \phi_1} &= \frac{2}{v_2} \Gamma_{\chi_1 \chi_1} + \frac{1}{v_2} \Gamma_{\phi_1 \phi_2 \phi_2} + \frac{v_1^2}{3v_2} \Gamma_{\phi_1 \phi_1 \phi_1 \phi_1} + \frac{v_1}{3v_2} \Gamma_{\phi_1 \phi_1 \phi_1 \phi_1} - \frac{2}{v_2} \Gamma_{\phi_1 \phi_1}, \\
\Gamma_{\phi_1 \phi_1 \phi_1} &= \frac{1}{3} \Gamma_{\phi_1 \phi_1 \phi_1 \phi_1}, \\
\Gamma_{\phi_2 \phi_1 \phi_1} &= -\frac{i}{v_2} \Gamma_{\chi_1 \phi_1 \phi_1} - \frac{v_1}{3v_2} \Gamma_{\phi_1 \phi_1 \phi_1} + \frac{1}{3v_2} \Gamma_{\phi_1 \phi_1 \phi_1}, \\
\Gamma_{\phi_2 \phi_1 \phi_1} &= \frac{i}{v_2} \Gamma_{\chi_1 \phi_1 \phi_1} - \frac{v_1}{3v_2} \Gamma_{\phi_1 \phi_1 \phi_1} + \frac{1}{3v_2} \Gamma_{\phi_1 \phi_1 \phi_1}, \\
\Gamma_{\phi_2 \phi_1 \phi_1} &= \frac{1}{v_2} \Gamma_{\phi_1 \phi_1 \phi_2} + \frac{v_1^2}{3v_2} \Gamma_{\phi_1 \phi_1 \phi_1 \phi_1} + \frac{v_1}{3v_2} \Gamma_{\phi_1 \phi_1 \phi_1 \phi_1} - \frac{2}{v_2} \Gamma_{\phi_1 \phi_1} + \frac{2}{v_2} \Gamma_{\phi_1 \phi_1}, \\
\Gamma_{\phi_2 \phi_2 \phi_2} &= -\frac{3v_1}{v_2} \Gamma_{\phi_1 \phi_1 \phi_2} + \frac{3v_2^2}{v_2} \Gamma_{\phi_1 \phi_1 \phi_2} - \frac{v_1^2}{v_2} \Gamma_{\phi_1 \phi_1 \phi_1 \phi_1} + \frac{3v_1}{v_2} \Gamma_{\phi_1 \phi_1} - \frac{3}{v_2} \Gamma_{\phi_1 \phi_1}. 
\end{align}
\[ \Gamma_{\chi^3_1 \phi^2_1 \phi^2_2} = \frac{2}{v_2^2} \Gamma_{\chi_1 \phi_1} - \frac{2v_1}{v_2^2} \Gamma_{\chi_1 \phi_1 1}, \]  
\[ \Gamma_{\chi^2_2 \phi^2_1 \phi^2_2} = -\frac{v_1^2}{v_2^2} \Gamma_{\chi_1 \phi_1 1} + \frac{v_1}{v_2^2} \Gamma_{\chi_1 \phi_1} + \frac{1}{v_2^2} \Gamma_{\chi_1 \phi_2} + \frac{1}{v_2^2} \Gamma_{\chi_1 1}, \]  
\[ \Gamma_{\chi_1 \chi_1 \phi_1 \phi_2} = -\frac{1}{3v_2} \Gamma_{\chi_1 1} - \frac{v_1}{3v_2} \Gamma_{\phi_1 \phi_1 1}, \]  
\[ \Gamma_{\chi_2 \chi_2 \phi_1 \phi_2} = -\frac{1}{v_2} \Gamma_{\chi_1 \chi_1} + \frac{v_1^2}{3v_2^2} \Gamma_{\phi_1 \phi_1 \phi_1 \phi_1} - \frac{2v_1}{3v_2} \Gamma_{\phi_1 \phi_1 1} + \frac{1}{v_2} \Gamma_{\phi_1 1}, \]  
\[ \Gamma_{\chi_2 \chi_2 \phi_1 \phi_2} = -\frac{v_1}{v_2} \Gamma_{\phi_1 \phi_1 1} + \frac{1}{v_2} \Gamma_{\phi_1 1} - \frac{v_1^2}{3v_2^2} \Gamma_{\phi_1 \phi_1 \phi_1 \phi_1} + \frac{1}{v_2} \Gamma_{\phi_1 \phi_1 1} - \frac{1}{v_2} \Gamma_{\phi_1 1}, \]  
\[ \Gamma_{\phi_1 \phi_1 \phi_1 \phi_2 1} = -\frac{1}{3v_2} \Gamma_{\phi_1 \phi_1 \phi_1 \phi_1} - \frac{v_1}{3v_2} \Gamma_{\phi_1 \phi_1 \phi_1 \phi_1}, \]  
\[ \Gamma_{\phi_1 \phi_1 \phi_1 \phi_2 1} = -\frac{i}{v_2} \Gamma_{\chi_1 \phi_1 1} - \frac{i}{v_2} \Gamma_{\chi_1 \phi_1} + \frac{v_1}{v_2} \Gamma_{\chi_1 \phi_1 \phi_1 1} - \frac{1}{v_2} \Gamma_{\phi_1 \phi_1 \phi_1 \phi_1} - \frac{1}{v_2} \Gamma_{\phi_1 \phi_1 1}, \]  
\[ \Gamma_{\phi_1 \phi_2 2 \phi_2 2} = -\frac{1}{v_2} \Gamma_{\phi_1 \phi_1 1} + \frac{i}{v_2} \Gamma_{\chi_1 \phi_1 \phi_1 1} - \frac{i}{v_2} \Gamma_{\chi_1 \phi_1 \phi_1} + \frac{1}{v_2} \Gamma_{\phi_1 \phi_1 1} - \frac{1}{v_2} \Gamma_{\phi_1 1}, \]  
\[ \Gamma_{\chi_1 \chi_1 \phi_1 1} = 0, \]  
\[ \Gamma_{\chi_1 \chi_1 \phi_1 2} = -\frac{1}{v_2} \Gamma_{\chi_1 \phi_1 1}, \]  
\[ \Gamma_{\chi_1 \chi_1 \phi_2 1} = \Gamma_{\chi_1 \phi_1 \phi_1 2} = 0, \]  
\[ \Gamma_{\chi_1 \phi_1 \phi_1 1} = 0, \]  
\[ \Gamma_{\chi_1 \phi_1 \phi_1 2} = 0, \]  
\[ \Gamma_{\chi_1 \phi_1 \phi_1 \phi_2} = 0, \]  
\[ \Gamma_{\chi_2 \chi_2 \phi_1 1} = \frac{3v_1^3}{v_2^2} \Gamma_{\chi_1 \phi_1 1} + \frac{3v_1^2}{v_2^2} \Gamma_{\chi_1 \phi_1} - \frac{3}{v_2^2} \Gamma_{\chi_1 \phi_2} + \frac{3}{v_2^2} \Gamma_{\chi_1 1}, \]  
\[ \Gamma_{\chi_2 \phi_1 \phi_1 \phi_1 1} = -\frac{1}{v_2} \Gamma_{\chi_1 \phi_1 \phi_1 1}, \]  
\[ \Gamma_{\chi_2 \phi_1 \phi_1 \phi_1 2} = \frac{v_1}{v_2} \Gamma_{\phi_1 \phi_1 1} - \frac{1}{v_2} \Gamma_{\chi_1 \phi_1} + \frac{i}{v_2} \Gamma_{\chi_1 \phi_1} - \frac{i}{v_2} \Gamma_{\phi_1 \phi_1 1}, \]  
\[ \Gamma_{\chi_2 \phi_2 \phi_1 \phi_1 2} = \frac{v_1}{v_2} \Gamma_{\phi_1 \phi_1 1} - \frac{1}{v_2} \Gamma_{\chi_1 \phi_1} - \frac{i}{v_2} \Gamma_{\chi_1 \phi_1} + \frac{i}{v_2} \Gamma_{\phi_1 \phi_1 1}, \]  
\[ \Gamma_{\chi_2 \phi_1 \phi_1 \phi_2 2} = \frac{v_1}{v_2} \Gamma_{\phi_1 \phi_1 1} - \frac{1}{v_2} \Gamma_{\chi_1 \phi_1} + \frac{1}{v_2} \Gamma_{\chi_1 \phi_2} + \frac{1}{v_2} \Gamma_{\chi_1 1}. \]
\[
\Gamma_{\phi_2 \phi_2 \phi_2} = \frac{6v_1^2}{v_2^3} \Gamma_{\phi_1 \phi_1 \phi_2} - \frac{6v_1}{v_2} \Gamma_{\phi_1 \phi_2} + \frac{v_1^2}{v_2} \Gamma_{\phi_1 \phi_1 \phi_1} + \frac{2v_1^3}{v_2^2} \Gamma_{\phi_1 \phi_1 \phi_1} - \frac{9v_1^2}{v_2} \Gamma_{\phi_1 \phi_1} + \frac{3}{v_2} \Gamma_{\phi_2 \phi_2} \\
+ \frac{9v_1}{v_2} \Gamma_{\phi_1} - \frac{3}{v_2} \Gamma_{\phi_2}.
\]  
(A.77)

\[
\Gamma_{\chi_1 \phi_2 \phi_2} = \frac{3v_1^2}{v_2} \Gamma_{\chi_1 \phi_1 \phi_1} - \frac{3v_1}{v_2} \Gamma_{\chi_1 \phi_1} + \frac{3}{v_2} \Gamma_{\chi_1 \phi_2} - \frac{3}{v_2} \Gamma_{\chi_1}.
\]  
(A.78)

\[
\Gamma_{\chi_2 \phi_2 \phi_2} = 0,
\]  
(A.79)

\[
\Gamma_{\chi_1 \chi_1 \phi_2 \phi_2} = \frac{2}{v_2} \Gamma_{\chi_1 \chi_1} + \frac{1}{v_2} \Gamma_{\chi_1 \phi_1 \phi_2} + \frac{v_1^2}{3v_2^2} \Gamma_{\chi_1 \phi_1 \phi_1} + \frac{v_1}{v_2} \Gamma_{\chi_1 \phi_1 \phi_1} - \frac{2}{v_2} \Gamma_{\chi_1 \phi_1}.
\]  
(A.80)

\[
\Gamma_{\chi_1 \chi_2 \phi_2 \phi_2} = -\frac{v_1}{v_2} \Gamma_{\chi_1 \phi_1 \phi_2} + \frac{1}{v_2} \Gamma_{\chi_1 \phi_1 \phi_2} - \frac{v_1^2}{3v_2^2} \Gamma_{\phi_1 \phi_1 \phi_1} + \frac{v_1}{v_2} \Gamma_{\phi_1 \phi_1 \phi_1} - \frac{1}{v_2} \Gamma_{\phi_1},
\]  
(A.81)

\[
\Gamma_{\chi_2 \chi_2 \phi_2 \phi_2} = \frac{2v_1^2}{v_2^3} \Gamma_{\chi_1 \phi_1 \phi_2} - \frac{2v_1}{v_2} \Gamma_{\chi_1 \phi_1 \phi_2} + \frac{v_1^3}{3v_2^3} \Gamma_{\phi_1 \phi_1 \phi_1} \\
+ \frac{2v_1^2}{3v_2^3} \Gamma_{\phi_1 \phi_1 \phi_1} - \frac{3v_1^3}{3v_2^3} \Gamma_{\phi_1 \phi_1 \phi_1} + \frac{1}{v_2} \Gamma_{\phi_2 \phi_2} + \frac{3v_1}{v_2} \Gamma_{\phi_1} - \frac{1}{v_2} \Gamma_{\phi_2},
\]  
(A.82)

\[
\Gamma_{\phi_1^+ \phi_1^- \phi_2 \phi_2} = -\frac{i}{v_2^3} \Gamma_{\chi_1 \phi_1 \phi_2} + \frac{1}{v_2^3} \Gamma_{\chi_1 \phi_1 \phi_2} + \frac{v_1^2}{3v_2^3} \Gamma_{\phi_1 \phi_1 \phi_1} + \frac{v_1}{v_2} \Gamma_{\phi_1 \phi_1 \phi_1} - \frac{2}{v_2} \Gamma_{\phi_1} \Gamma_{\phi_1} + \frac{2}{v_2} \Gamma_{\phi_1^+ \phi_1^-}.
\]  
(A.83)

\[
\Gamma_{\phi_1^+ \phi_2 \phi_2^-} = \frac{i}{v_2^3} \Gamma_{\chi_1 \phi_1 \phi_2} - \frac{i}{v_2} \Gamma_{\chi_1 \phi_1 \phi_2} - \frac{v_1^2}{3v_2^3} \Gamma_{\phi_1 \phi_1 \phi_1} + \frac{v_1}{v_2} \Gamma_{\phi_1 \phi_1 \phi_1} - \frac{1}{v_2} \Gamma_{\phi_1},
\]  
(A.84)

\[
\Gamma_{\phi_2 \phi_2 \phi_2^+} = -\frac{v_1^2}{v_2^3} \Gamma_{\chi_1 \phi_1 \phi_2} - \frac{v_1}{v_2} \Gamma_{\chi_1 \phi_1 \phi_2} - \frac{v_1^2}{3v_2^3} \Gamma_{\phi_1 \phi_1 \phi_1} + \frac{v_1}{v_2} \Gamma_{\phi_1 \phi_1 \phi_1} + \frac{i}{v_2} \Gamma_{\chi_1} - \frac{1}{v_2} \Gamma_{\phi_1},
\]  
(A.85)

\[
\Gamma_{\chi_1 \chi_1 \chi_1 \phi_2 \phi_2} = \frac{3}{v_2} \Gamma_{\chi_1 \phi_1 \phi_1}.
\]  
(A.87)

\[
\Gamma_{\chi_1 \chi_1 \chi_2 \phi_2} = \frac{3}{v_2} \Gamma_{\chi_1 \phi_1 \phi_1} - \frac{2v_1}{v_2} \Gamma_{\chi_1 \phi_1 \phi_1},
\]  
(A.88)

\[
\Gamma_{\chi_1 \chi_2 \chi_2 \phi_2} = \frac{v_1^2}{v_2^3} \Gamma_{\chi_1 \phi_1 \phi_1} - \frac{v_1}{v_2} \Gamma_{\chi_1 \phi_1 \phi_1} + \frac{1}{v_2} \Gamma_{\chi_1 \phi_1 \phi_1} - \frac{1}{v_2} \Gamma_{\chi_1},
\]  
(A.89)

\[
\Gamma_{\chi_1 \phi_1^- \phi_1^+ \phi_2} = \frac{1}{v_2} \Gamma_{\chi_1 \phi_1 \phi_1},
\]  
(A.90)

\[
\Gamma_{\chi_1 \phi_1^+ \phi_2 \phi_2^+} = -\frac{v_1}{v_2} \Gamma_{\chi_1 \phi_1 \phi_1} + \frac{1}{v_2} \Gamma_{\chi_1 \phi_1 \phi_1} - \frac{i}{v_2} \Gamma_{\chi_1 \phi_1 \phi_1} + \frac{i}{v_2} \Gamma_{\phi_1 \phi_1 \phi_1},
\]  
(A.91)

\[
\Gamma_{\chi_1 \phi_1^- \phi_2 \phi_2^+} = -\frac{v_1}{v_2} \Gamma_{\chi_1 \phi_1 \phi_1} + \frac{1}{v_2} \Gamma_{\chi_1 \phi_1 \phi_1} + \frac{i}{v_2} \Gamma_{\chi_1 \phi_1 \phi_1} - \frac{i}{v_2} \Gamma_{\phi_1 \phi_1 \phi_1},
\]  
(A.92)
\[\Gamma_{\chi_1 \phi_2^{-1} \phi_2} = \frac{v_2}{v_2^2} \Gamma_{\chi_1 \phi_1 \phi_1} - \frac{v_1}{v_2^2} \Gamma_{\chi_1 \phi_1 \phi_1} + \frac{1}{v_2^2} \Gamma_{\chi_1 \phi_2} - \frac{1}{v_2^2} \Gamma_{\chi_1}, \quad \text{(A.93)}\]
\[\Gamma_{\chi_2 \chi_2 \phi_2} = 0, \quad \text{(A.94)}\]
\[\Gamma_{\chi_2 \phi_1^{-1} \phi_2} = 0, \quad \text{(A.95)}\]
\[\Gamma_{\chi_2 \phi_1^{-1} \phi_2} = 0, \quad \text{(A.96)}\]
\[\Gamma_{\chi_2 \phi_1^{-1} \phi_2} = 0, \quad \text{(A.97)}\]
\[\Gamma_{\chi_2 \phi_1^{-1} \phi_2} = 0, \quad \text{(A.98)}\]
\[\Gamma_{\chi_1 \chi_1 \chi_1} = \Gamma_{\phi_1 \phi_1 \phi_1}, \quad \text{(A.99)}\]
\[\Gamma_{\chi_1 \chi_1 \chi_1} = \frac{1}{v_2} \Gamma_{\phi_1 \phi_1 \phi_1} - \frac{v_1}{v_2^2} \Gamma_{\phi_1 \phi_1 \phi_1}, \quad \text{(A.100)}\]
\[\Gamma_{\chi_1 \chi_1 \phi_1} = \frac{1}{v_2} \Gamma_{\phi_1 \phi_1 \phi_1} + \frac{v_1}{v_2^2} \Gamma_{\phi_1 \phi_1 \phi_1} - \frac{v_1}{v_2^2} \Gamma_{\phi_1 \phi_1 \phi_1}, \quad \text{(A.101)}\]
\[\Gamma_{\chi_1 \phi_1^{-1} \phi_1} = \frac{i}{v_2} \Gamma_{\chi_1 \phi_1 \phi_1} - \frac{v_1}{3v_2} \Gamma_{\phi_1 \phi_1 \phi_1} + \frac{1}{3v_2} \Gamma_{\phi_1 \phi_1 \phi_1}, \quad \text{(A.102)}\]
\[\Gamma_{\chi_1 \phi_1^{-1} \phi_1} = \frac{i}{v_2} \Gamma_{\chi_1 \phi_1 \phi_1} - \frac{v_1}{3v_2} \Gamma_{\phi_1 \phi_1 \phi_1} + \frac{1}{3v_2} \Gamma_{\phi_1 \phi_1 \phi_1}, \quad \text{(A.103)}\]
\[\Gamma_{\chi_1 \phi_1^{-1} \phi_1} = \frac{i}{v_2} \Gamma_{\chi_1 \phi_1 \phi_1} - \frac{v_1}{3v_2} \Gamma_{\phi_1 \phi_1 \phi_1} + \frac{1}{3v_2} \Gamma_{\phi_1 \phi_1 \phi_1}, \quad \text{(A.104)}\]
\[\Gamma_{\chi_1 \phi_1^{-1} \phi_1} = \frac{i}{v_2} \Gamma_{\chi_1 \phi_1 \phi_1} - \frac{v_1}{3v_2} \Gamma_{\phi_1 \phi_1 \phi_1} + \frac{1}{3v_2} \Gamma_{\phi_1 \phi_1 \phi_1}, \quad \text{(A.105)}\]
\[\Gamma_{\chi_1 \chi_2 \phi_2} = \frac{3v_1}{v_2} \Gamma_{\phi_1 \phi_1 \phi_2} + \frac{v_1^3}{v_2} \Gamma_{\phi_1 \phi_1 \phi_1} + \frac{v_1}{v_2} \Gamma_{\phi_1 \phi_1 \phi_1} - \frac{2}{v_2} \Gamma_{\phi_1 \phi_1} + \frac{2}{v_2} \Gamma_{\phi_1 \phi_1 \phi_1}, \quad \text{(A.106)}\]
\[\Gamma_{\chi_1 \phi_2^{-1} \phi_1} = \frac{1}{3v_2} \Gamma_{\phi_1 \phi_1 \phi_1} - \frac{v_1}{3v_2} \Gamma_{\phi_1 \phi_1 \phi_1}, \quad \text{(A.107)}\]
\[\Gamma_{\chi_1 \phi_2^{-1} \phi_1} = \frac{i}{v_2} \Gamma_{\chi_1 \phi_1 \phi_1} - \frac{i}{v_2} \Gamma_{\chi_1 \phi_1 \phi_1} + \frac{v_1^2}{3v_2} \Gamma_{\phi_1 \phi_1 \phi_1} - \frac{2v_1}{3v_2} \Gamma_{\phi_1 \phi_1 \phi_1} \quad \text{+} \quad \frac{1}{v_2} \Gamma_{\phi_1 \phi_1 \phi_1} - \frac{1}{v_2} \Gamma_{\phi_1 \phi_1 \phi_1}, \quad \text{(A.108)}\]
\[\Gamma_{\chi_1 \phi_2^{-1} \phi_2} = \frac{i}{v_2} \Gamma_{\chi_1 \phi_1 \phi_1} + \frac{v_1^2}{3v_2} \Gamma_{\phi_1 \phi_1 \phi_1} - \frac{2v_1}{3v_2} \Gamma_{\phi_1 \phi_1 \phi_1} \quad \text{+} \quad \frac{1}{v_2} \Gamma_{\phi_1 \phi_1 \phi_1}, \quad \text{(A.109)}\]
\[\Gamma_{\chi_1 \phi_2^{-1} \phi_2} = \frac{v_1}{v_2} \Gamma_{\phi_1 \phi_1 \phi_2} + \frac{1}{v_2} \Gamma_{\phi_1 \phi_1 \phi_2} - \frac{v_1^2}{3v_2} \Gamma_{\phi_1 \phi_1 \phi_1} + \frac{v_1}{v_2} \Gamma_{\phi_1 \phi_1 \phi_1} - \frac{1}{v_2} \Gamma_{\phi_1 \phi_1 \phi_1}, \quad \text{(A.110)}\]
\[\Gamma_{\chi_2 \chi_2 \chi_2} = \frac{6v_1^2}{v_2} \Gamma_{\phi_1 \phi_1 \phi_2} - \frac{6v_1}{v_2} \Gamma_{\phi_1 \phi_1 \phi_2} + \frac{v_1^3}{v_2} \Gamma_{\phi_1 \phi_1 \phi_1} + \frac{2v_1^3}{v_2} \Gamma_{\phi_1 \phi_1 \phi_1} - \frac{9v_1^2}{v_2} \Gamma_{\phi_1 \phi_1 \phi_1} \quad \text{+} \quad \frac{3}{v_2} \Gamma_{\phi_1 \phi_1 \phi_2} + \frac{9v_1}{v_2} \Gamma_{\phi_1 \phi_1 \phi_1} - \frac{3}{v_2} \Gamma_{\phi_2}, \quad \text{(A.111)}\]
\[\Gamma_{\chi_2 \phi_1^{-1} \phi_1} = \frac{1}{v_2} \Gamma_{\phi_1 \phi_1 \phi_2} + \frac{v_1^2}{3v_2} \Gamma_{\phi_1 \phi_1 \phi_1} + \frac{v_1}{v_2} \Gamma_{\phi_1 \phi_1 \phi_1} - \frac{2}{v_2} \Gamma_{\phi_1 \phi_1 \phi_1} + \frac{2}{v_2} \Gamma_{\phi_1 \phi_1 \phi_1}, \quad \text{(A.112)}\]
\[
\Gamma_{\chi_2 \chi_2 \phi^+_2 \phi_2^-} = \frac{i v_1^2}{v_2^2} \Gamma_{\chi_1 \phi_1 \phi_1} + \frac{i v_1}{v_2^2} \Gamma_{\chi_1 \phi_1} - \frac{i}{v_2^2} \Gamma_{\chi_1 \phi_2} - \frac{v_1}{v_2^2} \Gamma_{\phi_1 \phi_1 \phi_2} + \frac{1}{v_2^2} \Gamma_{\phi_1 \phi_2} \\
- \frac{v_1^3}{3v_2^2} \Gamma_{\phi_1 \phi_1 \phi_1 \phi_1} + \frac{v_1}{v_2^2} \Gamma_{\phi_1 \phi_1 \phi_1} + \frac{i}{v_2^2} \Gamma_{\chi_1} - \frac{1}{v_2^2} \Gamma_{\phi_1}, \hspace{1cm} (A.113)
\]

\[
\Gamma_{\chi_2 \chi_2 \phi^-_2 \phi^+_2} = \frac{i v_1^2}{v_2^2} \Gamma_{\chi_1 \phi_1 \phi_1} - \frac{i v_1}{v_2^2} \Gamma_{\chi_1 \phi_1} + \frac{i}{v_2^2} \Gamma_{\chi_1 \phi_2} - \frac{v_1}{v_2^2} \Gamma_{\phi_1 \phi_1 \phi_2} + \frac{1}{v_2^2} \Gamma_{\phi_1 \phi_2} \\
- \frac{v_1^3}{3v_2^2} \Gamma_{\phi_1 \phi_1 \phi_1 \phi_1} + \frac{v_1}{v_2^2} \Gamma_{\phi_1 \phi_1 \phi_1} - \frac{i}{v_2^2} \Gamma_{\chi_1} - \frac{1}{v_2^2} \Gamma_{\phi_1}, \hspace{1cm} (A.114)
\]

\[
\Gamma_{\chi_2 \chi_2 \phi^+_2 \phi^-_2} = \frac{2v_1^2}{v_2^2} \Gamma_{\phi_1 \phi_1 \phi_2} - \frac{2v_1}{v_2^2} \Gamma_{\phi_1 \phi_1 \phi_1} + \frac{v_1^4}{3v_2^2} \Gamma_{\phi_1 \phi_1 \phi_1 \phi_1} + \frac{2v_1^3}{3v_2^2} \Gamma_{\phi_1 \phi_1 \phi_1 \phi_1} - \frac{3v_1^2}{v_2^2} \Gamma_{\phi_1 \phi_1 \phi_1} \\
+ \frac{1}{v_2^2} \Gamma_{\phi_1 \phi_1 \phi_2} + \frac{3v_1}{v_2^2} \Gamma_{\phi_1 \phi_1} - \frac{1}{v_2^2} \Gamma_{\phi_2}, \hspace{1cm} (A.115)
\]

\[
\Gamma_{\phi^-_1 \phi^+_1 \phi^+_2 \phi^-_2} = \frac{2}{3} \Gamma_{\phi_1 \phi_1 \phi_1 \phi_1}, \hspace{1cm} (A.116)
\]

\[
\Gamma_{\phi^-_1 \phi^+_1 \phi^-_2 \phi^+_2} = \frac{2i}{v_2} \Gamma_{\phi_1 \phi_1 \phi_1} - \frac{2v_1}{3v_2} \Gamma_{\phi_1 \phi_1 \phi_1} + \frac{2}{3v_2} \Gamma_{\phi_1 \phi_1 \phi_1}, \hspace{1cm} (A.117)
\]

\[
\Gamma_{\phi^+_1 \phi^-_1 \phi^+_2 \phi^-_2} = \frac{4iv_1}{v_2^2} \Gamma_{\chi_1 \phi_1 \phi_1} - \frac{4i}{v_2^2} \Gamma_{\chi_1 \phi_1 \phi_1} - \frac{2}{v_2^2} \Gamma_{\chi_1 \chi_1} + \frac{2v_1^2}{3v_2^2} \Gamma_{\phi_1 \phi_1 \phi_1 \phi_1} - \frac{4v_1}{3v_2^2} \Gamma_{\phi_1 \phi_1 \phi_1 \phi_1} \\
+ \frac{2}{v_2^2} \Gamma_{\phi_1 \phi_1 \phi_2} + \frac{3v_1}{v_2^2} \Gamma_{\phi_1 \phi_1} - \frac{1}{v_2^2} \Gamma_{\phi_2}, \hspace{1cm} (A.118)
\]

\[
\Gamma_{\phi^-_1 \phi^+_1 \phi^-_2 \phi^+_2} = \frac{2i}{v_2} \Gamma_{\chi_1 \phi_1 \phi_1} - \frac{2v_1}{3v_2} \Gamma_{\phi_1 \phi_1 \phi_1} + \frac{2}{3v_2} \Gamma_{\phi_1 \phi_1 \phi_1}, \hspace{1cm} (A.119)
\]

\[
\Gamma_{\phi^+_1 \phi^-_1 \phi^+_2 \phi^-_2} = \frac{1}{v_2^2} \Gamma_{\chi_1 \chi_1} + \frac{1}{v_2^2} \Gamma_{\phi_1 \phi_1 \phi_1} + \frac{2v_1^2}{3v_2^2} \Gamma_{\phi_1 \phi_1 \phi_1 \phi_1} - \frac{v_1}{3v_2^2} \Gamma_{\phi_1 \phi_1 \phi_1} - \frac{1}{v_2^2} \Gamma_{\phi_1 \phi_1}, \hspace{1cm} (A.120)
\]

\[
\Gamma_{\phi^+_1 \phi^-_1 \phi^-_2 \phi^+_2} = -\frac{2iv_1}{v_2^2} \Gamma_{\chi_1 \phi_1 \phi_1} + \frac{2iv_1}{v_2^2} \Gamma_{\chi_1 \phi_1 \phi_1} - \frac{2i}{v_2^2} \Gamma_{\chi_1 \phi_1 \phi_1} - \frac{2v_1}{v_2^2} \Gamma_{\phi_1 \phi_1 \phi_2} + \frac{2}{v_2^2} \Gamma_{\phi_1 \phi_2} \\
- \frac{2v_1^3}{3v_2^2} \Gamma_{\phi_1 \phi_1 \phi_1 \phi_1} + \frac{2v_1}{v_2^2} \Gamma_{\phi_1 \phi_1 \phi_1} + \frac{2i}{v_2^2} \Gamma_{\chi_1} - \frac{2}{v_2^2} \Gamma_{\phi_1}, \hspace{1cm} (A.121)
\]

\[
\Gamma_{\phi^-_1 \phi^+_1 \phi^-_2 \phi^+_2} = \frac{4iv_1}{v_2^2} \Gamma_{\chi_1 \phi_1 \phi_1} + \frac{4i}{v_2^2} \Gamma_{\chi_1 \phi_1 \phi_1} - \frac{2}{v_2^2} \Gamma_{\chi_1 \chi_1} + \frac{2v_1^2}{3v_2^2} \Gamma_{\phi_1 \phi_1 \phi_1 \phi_1} - \frac{4v_1}{3v_2^2} \Gamma_{\phi_1 \phi_1 \phi_1 \phi_1} \\
+ \frac{2}{v_2^2} \Gamma_{\phi_1 \phi_1 \phi_2} + \frac{3v_1}{v_2^2} \Gamma_{\phi_1 \phi_1} - \frac{1}{v_2^2} \Gamma_{\phi_2}, \hspace{1cm} (A.122)
\]

\[
\Gamma_{\phi^-_1 \phi^-_2 \phi^+_2 \phi^+_2} = \frac{2i v_1^2}{v_2^2} \Gamma_{\chi_1 \phi_1 \phi_1} - \frac{2iv_1}{v_2^2} \Gamma_{\chi_1 \phi_1 \phi_2} + \frac{2i v_1}{v_2^2} \Gamma_{\chi_1 \phi_2} - \frac{2v_1}{v_2^2} \Gamma_{\phi_1 \phi_1 \phi_2} + \frac{2}{v_2^2} \Gamma_{\phi_1 \phi_2} - \frac{2v_1^3}{3v_2^2} \Gamma_{\phi_1 \phi_1 \phi_1 \phi_1} \\
+ \frac{2v_1}{v_2^2} \Gamma_{\phi_1 \phi_1 \phi_2} - \frac{2i}{v_2^2} \Gamma_{\chi_1} - \frac{2}{v_2^2} \Gamma_{\phi_1}, \hspace{1cm} (A.123)
\]

\[
\Gamma_{\phi^-_2 \phi^-_2 \phi^+_2 \phi^+_2} = \frac{4v_1^2}{v_2^2} \Gamma_{\phi_1 \phi_1 \phi_1} + \frac{4v_1}{v_2^2} \Gamma_{\phi_1 \phi_1 \phi_1} + \frac{4v_1^3}{3v_2^2} \Gamma_{\phi_1 \phi_1 \phi_1 \phi_1} + \frac{6v_1^2}{v_2^2} \Gamma_{\phi_1 \phi_1 \phi_1 \phi_1} \\
+ \frac{2}{v_2^2} \Gamma_{\phi_2 \phi_2} + \frac{6v_1}{v_2^2} \Gamma_{\phi_1} - \frac{2}{v_2^2} \Gamma_{\phi_2}, \hspace{1cm} (A.124)
\]
B Matching of THDM scalar four-point couplings: explicit field normalization contributions

Assuming that the scalar four-point couplings of the THDM are zero at the tree level, the two-loop contribution to their matching condition due to the different normalization of the Higgs fields in the THDM and the HET is given by

\[
\Delta_{WFR}^{(2)} \lambda_1 = 2 \delta^{(1)} Z_{11} \Delta^{(1)} \lambda_1 + 2 \text{Re}(\delta^{(1)} Z_{12} \Delta^{(1)} \lambda_6^*), \tag{B.1a}
\]

\[
\Delta_{WFR}^{(2)} \lambda_2 = 2 \delta^{(1)} Z_{22} \Delta^{(1)} \lambda_2 + 2 \text{Re}(\delta^{(1)} Z_{12} \delta^{(1)} \lambda_5^*), \tag{B.1b}
\]

\[
\Delta_{WFR}^{(2)} \lambda_3 = (\delta^{(1)} Z_{11} + \delta^{(1)} Z_{22}) \Delta^{(1)} \lambda_3 + \text{Re} \left( \delta^{(1)} Z_{12} (\Delta^{(1)} \lambda_6^* + \Delta^{(1)} \lambda_7^*) \right), \tag{B.1c}
\]

\[
\Delta_{WFR}^{(2)} \lambda_4 = (\delta^{(1)} Z_{11} + \delta^{(1)} Z_{22}) \Delta^{(1)} \lambda_4 + \text{Re} \left( \delta^{(1)} Z_{12} (\Delta^{(1)} \lambda_6^* + \Delta^{(1)} \lambda_7^*) \right), \tag{B.1d}
\]

\[
\Delta_{WFR}^{(2)} \lambda_5 = (\delta^{(1)} Z_{11} + \delta^{(1)} Z_{22}) \Delta^{(1)} \lambda_5 + \delta^{(1)} Z_{21} (\Delta^{(1)} \lambda_6^* + \Delta^{(1)} \lambda_7^*), \tag{B.1e}
\]

\[
\Delta_{WFR}^{(2)} \lambda_6 = \frac{1}{2} (3 \delta^{(1)} Z_{11} + \delta^{(1)} Z_{22}) \Delta^{(1)} \lambda_6 + \frac{1}{2} \delta^{(1)} Z_{12} (\Delta^{(1)} \lambda_1 + \Delta^{(1)} \lambda_3 + \Delta^{(1)} \lambda_4) \\
+ \frac{1}{2} \delta^{(1)} Z_{21} \Delta^{(1)} \lambda_5^*, \tag{B.1f}
\]

\[
\Delta_{WFR}^{(2)} \lambda_7 = \frac{1}{2} (\delta^{(1)} Z_{11} + 3 \delta^{(1)} Z_{22}) \Delta^{(1)} \lambda_7 + \frac{1}{2} \delta^{(1)} Z_{12} (\Delta^{(1)} \lambda_2 + \Delta^{(1)} \lambda_3 + \Delta^{(1)} \lambda_4) \\
+ \frac{1}{2} \delta^{(1)} Z_{21} \Delta^{(1)} \lambda_5^*, \tag{B.1g}
\]

where \(\delta^{(1)} \lambda_i\) are the one-loop threshold corrections and

\[
\delta^{(1)} Z_{ij} = - \frac{\partial}{\partial p^2} \left[ \Sigma^{\text{HET},(1)}_{\phi_i \phi_j}(p^2) - \Sigma^{\text{THDM},(1)}_{\phi_i \phi_j}(p^2) \right]_{p^2=0,\text{fin}}. \tag{B.2}
\]

Explicit expressions for the \(\delta^{(1)} Z_{ij}\)’s for the case of the MSSM as HET can be found in [65].
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