Differentiable Quantum Programming with Unbounded Loops

WANG FANG, Institute of Software, Chinese Academy of Sciences, China and University of Chinese Academy of Sciences, China
MINGSHENG YING, Institute of Software, Chinese Academy of Sciences, China and Tsinghua University, China
XIAODI WU, University of Maryland, United States

The emergence of variational quantum applications has led to the development of automatic differentiation techniques in quantum computing. Existing work has formulated differentiable quantum programming with bounded loops, providing a framework for scalable gradient calculation by quantum means for training quantum variational applications. However, promising parameterized quantum applications, e.g., quantum walk and unitary implementation, cannot be trained in the existing framework due to the natural involvement of unbounded loops. To fill in the gap, we provide the first differentiable quantum programming framework with unbounded loops, including a newly designed differentiation rule, code transformation, and their correctness proof. Technically, we introduce a randomized estimator for derivatives to deal with the infinite sum in the differentiation of unbounded loops, whose applicability in classical and probabilistic programming is also discussed. We implement our framework with Python and Q# and demonstrate a reasonable sample efficiency. Through extensive case studies, we showcase an exciting application of our framework in automatically identifying close-to-optimal parameters for several parameterized quantum applications.

CCS Concepts: • Software and its engineering → General programming languages; • Mathematics of computing → Automatic differentiation;

Additional Key Words and Phrases: Quantum programming languages, differentiable programming, quantum machine learning, unbounded loops

ACM Reference format:
Wang Fang, Mingsheng Ying, and Xiaodi Wu. 2023. Differentiable Quantum Programming with Unbounded Loops. ACM Trans. Softw. Eng. Methodol. 33, 1, Article 19 (November 2023), 63 pages. https://doi.org/10.1145/3617178

W. Fang and M. Ying were partially supported by the National Key R&D Program of Chinander Grant No. 2018YFA0306701 and the National Natural Science Foundation of China under Grant No. 61832015. X. W. was partially funded by the U.S. Department of Energy, Office of Science, Office of Advanced Scientific Computing Research, Quantum Testbed Pathfinder Program under Award Number DE-SC0019040 and by the U.S. National Science Foundation grant CCF-1942837 (CAREER). Authors’ addresses: W. Fang, State Key Laboratory of Computer Science, Institute of Software, Chinese Academy of Sciences, the 4th Zhongguancun South Fourth Street, Haidian District, Beijing, 100190, China and University of Chinese Academy of Sciences, China; e-mail: fangw@ios.ac.cn; M. Ying, State Key Laboratory of Computer Science, Institute of Software, Chinese Academy of Sciences, the 4th Zhongguancun South Fourth Street, Haidian District, Beijing, 100190, China and University of Chinese Academy of Sciences, China; e-mail: yingms@ios.ac.cn; X. W. Wu, Department of Computer Science, University of Maryland, College Park, MD 20740 and Joint Center for Quantum Information and Computer Science, University of Maryland, College Park, MD 20740; e-mail: xwu@cs.umd.edu.

Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than the author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org.
© 2023 Copyright held by the owner/author(s). Publication rights licensed to ACM. 1049-331X/2023/11-ART19 $15.00 https://doi.org/10.1145/3617178
1 INTRODUCTION

Inspired by the advantage of neural networks with program features (e.g., controls) over the plain ones [26, 27], the notion of differentiable programming has been introduced [1, 7, 25, 66] as a new programming paradigm, where programs become parameterized and differentiable, and has recently stimulated active investigation (e.g., References [34, 47, 48, 60]). Specifically, many efforts have been devoted to the development of automatic differentiation (e.g., References [20, 28]) for various program constructs.

Quantum programming is one specific type of programming that would benefit from the study of automatic differentiation. With the availability of the 50∼100-qubit machines, near-term Noisy Intermediate-Scale Quantum (NISQ) machines [56] have become the major platform for quantum applications. Parameterized (or variational) quantum circuits, introduced as a quantum machine learning model with remarkable expressive power [10], are one compelling candidate of NISQ applications, including examples such as variational quantum eigensolver (VQE) [36, 54], quantum neural networks [9, 19, 24], to the quantum approximate optimization algorithm (QAOA) [22, 23, 32]. Similar to classical machine learning, gradient-based methods are employed to train the loss functions, which, however, now depend on the read-outs of quantum computation. Thus, the “quantum” gradient calculation has a similar complexity of simulating quantum circuits, which is infeasible for classical computation.

Automatic differentiation (AD) on quantum programs, which would enable the ability of computing quantum gradients efficiently by quantum computation, is thus critical for the scalability of variational quantum applications. However, it is a priori unclear whether the AD technique could extend to the quantum setting at all due to a few fundamental differences between quantum and classical. First, an appropriate formulation of the differentiation in quantum computing is important, because the outcomes of quantum programs are quantum states rather than classical variables. Second, the quantum no-cloning theorem [71] prohibits the duplication of intermediate states in quantum programs, which prohibits the natural extension of the classical forward-mode and reverse-mode differentiation [1] to quantum.

Fortunately, a series of recent research on analytical formulas of “quantum” gradients [9, 24, 31, 49, 59] has helped (partially) overcome these difficulties and thus enabled AD on quantum circuits, which has already been adopted in major quantum machine learning platforms, including Tensorflow Quantum [16] and PennyLane [12].

Zhu et al. [77] provide the first rigorous formalization of the AD technique for quantum programs with bounded loops beyond quantum circuits. They also leveraged their framework in the training of a VQC instance with controls, which has superior performance than normal VQCs for certain machine learning tasks.

Quantum Applications with Unbounded Loops. Most existing AD results in quantum computing have been focusing on applications of variational quantum circuits (or their variants) for a few designated tasks, which misses the opportunity to investigate more sophisticated quantum algorithms. For example, parameterized quantum programs with unbounded loops can describe a rich family of quantum algorithms with a few unspecified parameters, which could be trained to help quantum programs meet the runtime requirement, e.g., achieving quantum speedup in the examples of quantum walk [3] and amplitude amplification [15] or generating desired unitaries that are unknown beforehand in the example of the repeat-until-success unitary implementation [14]. Analytical derivation of these parameters, if ever possible, would likely require domain knowledge of the underlying problem and is usually done in a case-by-case fashion. Instance-driven gradient-based search of these parameters is a promising alternative, which is only possible with the AD technique for unbounded loops.
Let us dive into a simple example based on amplitude amplification (AA). A direct adoption of the textbook AA would be written as a for-loop with a given number of iterations. However, this number of iterations is often hard to determine beforehand, which makes it desirable to write the algorithm as a while-loop (i.e., an unbounded loop) and let the program decide when to terminate.

To that end, a framework with while-loops and parameterized weak measurements has been introduced \cite{4,50} as the parameterized AA program in Figure 1, where parameter $\theta$ controls the coupling strength between the search variable $q$ and the measure variable $r$. The choice of $\theta$ is critical in achieving quantum speedups. While an analytical solution of $\theta$ exists for certain quantum speedup \cite{4}, its optimal choice that minimizes the expected runtime is still unknown.

As shown in our case study, gradient-based methods in differentiable quantum programming could automatically identify a better choice of $\theta$ than existing literature \cite{4,50} without domain knowledge about the AA algorithm, the promise of which also extends to parameterized quantum random walks and repeat-until-success unitary implementation. This provides a strong motivation to develop the AD technique for unbounded quantum loops. However, there is no general AD solution for unbounded loops even in classical (imperative) programs \cite{55}, which questions the feasibility of our goal.

Indeed, as we elaborate on in Section 3, unbounded loops introduce serious challenges in AD for classical, probabilistic, and quantum programs. Moreover, unique features of quantum programs, such as the no-cloning theorem and the branching induced by measurements, further restrict the available AD techniques for quantum programs with unbounded loops.

**Contributions.** We overcome these challenges and develop a differentiable quantum programming framework for unbounded loops, with the following contributions:

- A formulation of parameterized quantum while-language with unbounded loops and a new parameterized unitary operation called the density operator exponentiation $e^{-it\sigma}$ of any density operator $\sigma$ that allows the inclusion of more unitary gates. (Section 4)
- A sufficient condition (i.e., finite-dimensional program state space) for the differentiability of quantum programs with unbounded loops (Theorem 4.5). We also exhibit an example of non-differentiable infinite-dimensional quantum programs (Example 4.6) to demonstrate the difference between finite and infinite dimensional quantum programs for differentiation. (Section 4)
- An AD scheme for quantum programs with unbounded loops with two components: (1) **Differentiation on a Single-Occurrence of Parameter (DSOP)** for quantum circuits with respect to a parameter with a single occurrence; and (2) **Extension to Unbounded Loops (EUL)** for unbounded loops based on any DSOP. We contribute a new DSOP technique, called the commutator-form rule inspired by Reference \cite{44} for general $e^{-i\theta H}$, with a more general applicability.\footnote{It removes the limitation of the parameter-shift rule that is only applicable when $H$ has at most two distinct eigenvalues.} We also develop the code transformation and establish its correctness (Theorem 5.4). (Section 5)
- Implementation of our AD scheme with Python and Q# and discussion of its relevant sample efficiency, in which we provide an upper bound that matches the one of Zhu et al. \cite{77} when there is no unbounded loop. (Section 6)
- Extensive case study on the gradient-based approach for automatically identifying unknown parameters in quantum algorithm design, which includes the parameterized AA algorithm,
quantum walk with parameterized shift operator on 2D grids, and unitary implementation with parameterized repeat-until-success algorithms. (Section 7)

**Related Work.** There is a rich literature on differentiation rules of quantum circuits [5, 35, 39, 42, 49, 59, 65, 68]. These researches focus on how to use quantum hardware to derive the derivative of the expectation function of a parametrized quantum circuit. For Pauli rotations $U(\theta) = e^{-i\theta\Delta/2}$, $\Delta = X, Y, Z$, Li et al. [42] and Mitarai et al. [49] first proposed a formula that only needs to run the initial circuit twice with different parameters to find the derivative. Then, Schuld et al. [59] named this formula the “parameter-shift rule” and expanded it to a general case of $U(\theta) = e^{-i\theta H}$ with Hamiltonian $H$ having at most two distinct eigenvalues. Recently, independent developments of variants of the parameter-shift rules (general parameter-shift rules) [35, 39, 68] were proposed for general Hamiltonian $H$. Their works can be traced back to an observation that the expectation function of a PQC with a single parameter is a finite Fourier series [65]. Our commutator-form rule, which is applicable to $e^{-i\theta H}$ for general $H$, is based on a very different technique and has a simple form compared to general parameter-shift rules.

Most existing AD techniques in quantum computing [12, 16, 21, 38, 46, 51] work with simple languages describing quantum circuits without any control flow. Some of these results, e.g., Yao.jl [46], also apply classical AD techniques to classical programs that simulate quantum circuits, which is, unfortunately, not scalable for real quantum applications.

The only exception and also the closest work to ours is Reference [77], which proposed differentiable quantum programming with bounded loops beyond quantum circuits. Although the syntax in Reference [77] supports general parameterized gates, its code transformation only supports Pauli rotation gates based on a variant of the parameter-shift rule. To handle AD of bounded quantum loops, Zhu et al. [77] used a finite collection of quantum programs and added up their outputs for the derivative. As elaborated on in Section 3, one cannot extend this approach to a collection of unbounded sizes like unbounded loops in this article. The correctness and feasibility of this article to deal with infinite summation caused by unbounded loops is the main difficulty, which Zhu et al. [77] did not encounter. Moreover, the efficiency of this article is comparable to Reference [77] in the bounded-loop setting. Thus, this article strictly improves Reference [77].

## 2 QUANTUM PRELIMINARIES

In this section, we recall some basic knowledge of quantum computing and provide a summary of notation in Table 1. The reader can consult the standard textbook [52, Chapter 2, 4] for more details.

### 2.1 States and Hilbert Spaces

The state space of an isolated quantum system is represented by a complex Hilbert space. We use the Dirac notation $|\psi\rangle$ to denote a (column) vector in a Hilbert space. The (vector dual) Hermitian conjugate of $|\psi\rangle$ is (a row vector) denoted by $\langle\psi|$. The inner product of $|\psi\rangle$ and $|\phi\rangle$ is denoted by...
\[ \langle \phi | \psi \rangle \text{, considered as a shorthand for } \langle \phi | \langle \psi \rangle \rangle. \] The norm of a vector \( | \psi \rangle \) is defined as \( || \psi || = \sqrt{\langle \psi | \psi \rangle} \). A unit vector is referred to as a pure state.

**Example 2.1 (Qubit System).** The state space of a quantum bit (qubit) is a 2-dimensional Hilbert space \( \mathcal{H}_2 = \mathbb{C}^2 \) with \( |0\rangle = \begin{pmatrix} 1 \\ 0 \end{pmatrix} \) and \( |1\rangle = \begin{pmatrix} 0 \\ 1 \end{pmatrix} \) being the computational basis. A pure state \( | \psi \rangle \in \mathcal{H}_2 \) can be expressed as

\[ | \psi \rangle = \alpha |0\rangle + \beta |1\rangle \text{ with } |\alpha|^2 + |\beta|^2 = 1. \]

There are also two states of the qubit system that often appear:

\[ |+\rangle = \frac{1}{\sqrt{2}}(|0\rangle + |1\rangle), \quad |\rangle\langle -| = \frac{1}{\sqrt{2}}(|0\rangle - |1\rangle). \]

A (linear) operator is a linear mapping between Hilbert spaces, and the set of all operators from \( \mathcal{H} \) to \( \mathcal{H}' \) is denoted by \( \mathcal{L}(\mathcal{H}, \mathcal{H}') \). Specifically, an operator \( A \in \mathcal{L}(\mathcal{H}, \mathcal{H}) \) is said to be an operator on \( \mathcal{H} \) and write \( A \in \mathcal{L}(\mathcal{H}) \). We often write \( I_{\mathcal{H}} \) for the identity operator on \( \mathcal{H} \).

The Hermitian conjugate (adjoint) of an operator \( A \) is denoted by \( A^\dagger \). An operator \( A \) on \( \mathcal{H} \) is Hermitian if \( A^\dagger = A \). An operator \( A \) on \( \mathcal{H} \) is positive semidefinite if for all vectors \( | \psi \rangle \in \mathcal{H} \), \( \langle \psi | A | \psi \rangle \geq 0 \). The Löwner order \( \preceq \) is defined as \( A \preceq B \) if \( B - A \) is positive semidefinite. The trace of an operator \( A \) on \( \mathcal{H} \) is defined as \( \text{tr}(A) = \sum_j \langle \psi_j | A | \psi_j \rangle \), with \( \{|\psi_j\rangle\} \) an orthonormal basis of \( \mathcal{H} \).

**Example 2.2 (Outer Product).** The outer product of two states \( | \psi \rangle, | \phi \rangle \in \mathcal{H} \), denoted by \( | \psi \rangle \langle \phi | \), is an operator on \( \mathcal{H} \) defined as \( (| \psi \rangle \langle \phi |)(| \varphi \rangle) = | \psi \rangle \cdot (\langle \phi | \varphi \rangle = \langle \phi | \varphi \rangle | \psi \rangle \) for any \( | \varphi \rangle \in \mathcal{H} \). In particular, the trace of \( | \psi \rangle \langle \phi | \) is

\[ \sum_j \langle \psi_j | (| \psi \rangle \langle \phi |) | \psi_j \rangle = \sum_j \langle \psi_j | \psi \rangle \langle \phi | \psi_j \rangle = \sum_j \langle \psi_j | \psi \rangle \langle \phi | \psi_j \rangle = \langle \phi | \sum_j \langle \psi_j | \psi_j \rangle | \psi \rangle = \langle \phi | I_\mathcal{H} | \psi \rangle = \langle \psi | \phi \rangle. \]

For example, the operator \( |0\rangle\langle -| \) maps \( |1\rangle \) to \( \langle -1|0\rangle = -\frac{1}{\sqrt{2}}|0\rangle \) and \( \text{tr}(|0\rangle\langle -|) = \langle -|0\rangle = 1 \sqrt{2} \), which can be illustrated in matrix multiplication as

\[ |0\rangle\langle -| = \begin{pmatrix} 1 \\ 0 \end{pmatrix} \cdot \begin{pmatrix} 1 \\ -1 \end{pmatrix} = -\frac{1}{\sqrt{2}}|0\rangle, \quad \text{tr}(|0\rangle\langle -|) = \text{tr} \begin{pmatrix} 1 \\ 0 \end{pmatrix} \cdot \begin{pmatrix} 1 \\ -1 \end{pmatrix} = -\frac{1}{\sqrt{2}}. \]

When the state of a quantum system is not completely known, people may think of it as a mixed state (ensemble of pure state) \( \{|p_j\rangle, |\psi_j\rangle\} \) meaning that it is at \( |\psi_j\rangle \) with probability \( p_j \). A density operator for this system is defined as \( \rho = \sum_j p_j |\psi_j\rangle \langle \psi_j | \). Formally, a density operator \( \rho \) on a Hilbert space \( \mathcal{H} \) is a positive semidefinite operator with \( \text{tr}(\rho) = 1 \). Moreover, a partial density operator \( \rho \) on \( \mathcal{H} \) is defined as a positive semi-definite operator with \( \text{tr}(\rho) \leq 1 \). We use \( D(\mathcal{H}) \) to denote the set of partial density operators on \( \mathcal{H} \).

### 2.2 Quantum Operations

#### Unitary Transformations

An operator \( U \) on a Hilbert space \( \mathcal{H} \) is a unitary transformation if \( U^\dagger U = U U^\dagger = I_\mathcal{H} \). A unitary transformation \( U \) describes the evolution from any pure state \( | \psi \rangle \) to \( U | \psi \rangle \). For mixed states, this evolution is reformulated as from any mixed state \( \rho \) to \( U \rho U^\dagger \).

**Example 2.3 (Common Single-qubit Unitaries).** Common single-qubit unitary operators include \( H \) (Hadamard gate) and \( X, Y, Z \) (Pauli gates). Their matrix representation with respect to basis \( \{|0\}, |1\rangle\} \) are:

\[ H = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix}, \quad X = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad Y = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad Z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}. \]
The $H$ gate can transform the computational basis $\{|0\rangle, |1\rangle\}$ and the basis $\{|+, -\rangle\}$ into each other as $H|0\rangle = |+\rangle$, $H|1\rangle = |-\rangle$ and $H|+\rangle = |0\rangle$, $H|-\rangle = |1\rangle$. In addition, we can write $H$ in the form of outer products as $H = |+\rangle\langle 0| + |-\rangle\langle 1| = 0\langle + | + 1\langle - |$. The $X$ gate acts as a "Not" gate, exchanging $|0\rangle$ and $|1\rangle$, i.e., $X|0\rangle = |1\rangle$, $X|1\rangle = |0\rangle$; thus, we can write it in the form of outer products as $X = |1\rangle\langle 0| + |0\rangle\langle 1|$. Similarly, we can also write $Y = i|1\rangle\langle 0| - i|0\rangle\langle 1|$, $Z = |0\rangle\langle 0| - |1\rangle\langle 1|$

**Measurements and Observables.** A measurement on a system with a state space $\mathcal{H}$ is described by a collection $\{M_m\}$ of measurement operators on $\mathcal{H}$ with the completeness equation: $\sum_m M_m^\dagger M_m = I_\mathcal{H}$. When performing a measurement $\{M_m\}$ on a pure state $|\psi\rangle$ and a mixed state $\rho$, the outcome of index $m$ occurs with probability $p(m) = \langle \psi | M_m^\dagger M_m | \psi \rangle$ and $p(m) = \text{tr}(M_m^\dagger M_m \rho)$, respectively. In the context of mixed states, if we do not know the outcome of the measurement, the state of the system after the measurement can be described by $\sum_m p(m) \rho_m = \sum_m M_m^\dagger M_m \rho$, respectively. In the context of mixed states, if we do not know the outcome of the measurement, the state of the system after the measurement can be described by $\sum_m p(m) \rho_m = \sum M_m^\dagger M_m \rho$.

A projective measurement is often described by an observable, $M$, a Hermitian operator on $\mathcal{H}$. The spectral decomposition of $M = \sum_m m^2 P_m$ corresponds to a quantum measurement $\{P_m\}$ with measurement outcome $m$ for each $P_m$. The average value of this measurement performed on a state $|\psi\rangle$ is $\langle \psi | M | \psi \rangle$. The value $\langle \psi | M | \psi \rangle$ is often written as $\langle M \rangle$ and called the expectation of $M$. For a mixed state $\rho$, the expectation of $M$ is $\text{tr}(M \rho)$.

**Example 2.4 (Pauli Measurements).** The Pauli gates $X, Y, Z$ are also Hermitian and therefore are observables. For example, $X$ admits a spectral decomposition $X = |+\rangle\langle +| - |\rangle\langle -|$, then it describes the measurement $M = \{|+\rangle = |+\rangle\langle +|, |\rangle = |\rangle\langle -|\}$. For a mixed state $\rho = \frac{|1\rangle\langle 0| + \frac{3}{4}|0\rangle\langle 1|}{\sqrt{\frac{7}{4}}} |\rangle\langle -|$, the measurement $M$ will result in the state $|+\rangle\langle +| |\rangle\langle +| / \text{tr}(|+\rangle\langle +| |\rangle\langle +|) = 1$ with probability $\frac{2}{3}$ and the state $|\rangle\langle -|$ with probability $\frac{1}{3}$. Moreover, the measurement outcome will be 1 with probability $\frac{3}{4}$ and -1 with probability $\frac{1}{4}$, thus the expectation of the measurement outcome is $0 = \frac{1}{2} - \frac{3}{2} = \text{tr}(|+\rangle\langle +|) - \text{tr}(|\rangle\langle -|) = \text{tr}(X \rho)$.

**General Quantum Operations.** A superoperator is a linear mapping between $\mathcal{L}(\mathcal{H})$ and $\mathcal{L}(\mathcal{H}^\dagger)$. For mixed states, unitary transformations and measurements can be described by a general form of completely positive and trace-non-increasing superoperators, which has the Kraus representation: $\sum E_j(\cdot) E_j^\dagger$ with $E_j \in \mathcal{L}(\mathcal{H}, \mathcal{H}' \dagger)$ and $\sum E_j^\dagger E_j \in I_{\mathcal{H}}$ [69]. The Schrödinger-Heisenberg dual of a superoperator $\mathcal{E}$ with the Kraus representation $\mathcal{E}(\cdot) = \sum E_j(\cdot) E_j^\dagger$ is $\mathcal{E}^\dagger(\cdot) = \sum E_j(\cdot)^\dagger E_j$.

**2.3 Composite Systems and Tensor Products**

The tensor product of two vectors $|\psi_1\rangle$ and $|\psi_2\rangle$ is denoted by $|\psi_1\rangle \otimes |\psi_2\rangle$, which is sometimes written as $|\psi_1\rangle |\psi_2\rangle$ or even $|\psi_1\rangle |\psi_2\rangle$ for short. The tensor product of two Hilbert spaces $\mathcal{H}_1$ and $\mathcal{H}_2$ is denoted by $\mathcal{H}_1 \otimes \mathcal{H}_2$. For any linear operator $A_1 \in \mathcal{L}(\mathcal{H}_1)$ and $A_2 \in \mathcal{L}(\mathcal{H}_2)$, their tensor product operator $A_1 \otimes A_2 \in \mathcal{L}(\mathcal{H}_1 \otimes \mathcal{H}_2)$ is defined by linear extensions of $A_1 \otimes A_2 (|\psi_1\rangle \otimes |\psi_2\rangle) = (A_1 |\psi_1\rangle) \otimes (A_2 |\psi_2\rangle)$ for any $|\psi_1\rangle \in \mathcal{H}_1, |\psi_2\rangle \in \mathcal{H}_2$.

The state space of a composite quantum system is the tensor product of its components’ state spaces, e.g., if a system with two components in state $|\psi_1\rangle \in \mathcal{H}_1$ and state $|\psi_2\rangle \in \mathcal{H}_2$, respectively, then the joint state of the composite system is $|\psi_1\rangle \otimes |\psi_2\rangle \in \mathcal{H}_1 \otimes \mathcal{H}_2$. For mixed states, if a system with two components in the state $\rho_1 \in \mathcal{D}(\mathcal{H}_1)$ and the state $\rho_2 \in \mathcal{D}(\mathcal{H}_2)$, respectively, then the joint state of the composite system is $\rho_1 \otimes \rho_2 \in \mathcal{D}(\mathcal{H}_1 \otimes \mathcal{H}_2)$.

For two Hilbert spaces $\mathcal{H}_1, \mathcal{H}_2$ and any operator $A \in \mathcal{L}(\mathcal{H}_1 \otimes \mathcal{H}_2)$, the partial trace over space $\mathcal{H}_2$ of $A$ is $\text{tr}_{\mathcal{H}_2}(A) = \sum_{\mathcal{H}_1} (I_{\mathcal{H}_1} \otimes (|\psi_1\rangle \otimes |\psi_2\rangle) \in \mathcal{L}(\mathcal{H}_1)$, where $\{|\psi_1\rangle\}$ is an orthonormal basis of $\mathcal{H}_1$ and we often write $\text{tr}_2$ for $\text{tr}_{\mathcal{H}_2}$ if there is no ambiguity. The notion of partial trace can be used to describe sub-systems of a composite quantum system. Suppose we have a composite
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system with two components $q_1$ and $q_2$, whose state spaces are $\mathcal{H}_1$ and $\mathcal{H}_2$, respectively, and the whole state of the composite system is $\rho \in D(\mathcal{H}_1 \otimes \mathcal{H}_2)$, then the state of component system $q_1$ is a reduced density operator defined as $\text{tr}_2(\rho)$.

Example 2.5 ($n$-qubit System). The state space of $n$-qubit system is $\mathcal{H} = (\mathbb{C}^2)^{\otimes n} \cong \mathbb{C}^{2^n}$, which is the tensor product of $n$ copies of the state space of single qubit, with $\{|x\rangle \mid x \in \{0, 1\}^n\}$ being the computational basis. Thus, an $n$-qubit pure state $|\psi\rangle$ can be expressed as $\sum_{x \in \{0, 1\}^n} \alpha_x |x\rangle$ with $\sum_{x \in \{0, 1\}^n} |\alpha_x|^2 = 1$. For example, an important 2-qubit state is the Bell state $|\beta_{00}\rangle = \frac{1}{\sqrt{2}}(|00\rangle + |11\rangle) \in \mathbb{C}^2 \otimes \mathbb{C}^2$. This state embodies quantum entanglement, because it cannot be written as $|\psi_1\rangle \otimes |\psi_2\rangle$ for any $|\psi_1\rangle, |\psi_2\rangle \in \mathbb{C}^2$.

3. CHALLENGES AND OUR KEY IDEAS

Let us revisit classical, probabilistic, and quantum programs as shown in Figure 2 with one unbounded loop to understand their features, differences, and corresponding difficulties in differentiation. We assume some simple quantum terminology and refer readers to a more detailed preliminary in Section 4.

While-loop, an important construct making an imperative programming language Turing-complete, may cause an arbitrary number of loops or infinite loops (not terminated). In classical (deterministic) programs, such as Figure 2(a), the variable $r$ is assigned with an integer $k$. When $k \geq 0$, the while-loop will execute the loop body $k$ times and terminate, and when $k < 0$, the while-loop will execute the loop body for infinitely many times and not terminate. Nevertheless, due to the deterministic nature of classical programs, for fixed inputs, there is one and only one path of the program execution.

However, there may be an infinite number of execution paths in a quantum program or probabilistic program. In Figure 2(b), the command $r := 0 \oplus_{0.5} 1$ assigns 0 to variable $r$ with probability 0.5 or 1 to $r$ with probability 0.5 otherwise. Thus, the probability of the probabilistic program in Figure 2(b) executing the loop body $k, k \geq 0$, times is $0.5^{k+1}$, which means this program has an infinite number of execution paths. Similarly, the quantum program in Figure 2(c) also has an infinite number of execution paths. Let us see the execution of the program in Figure 2(c):

1. First, $r$ is assigned with state $|-\rangle = (|0\rangle - |1\rangle)/\sqrt{2}$.
2. Second, in the measurement of the while-loop, state $|-\rangle$ is measured with $\{|M_0\rangle = |0\rangle\langle 0|, M_1 = |1\rangle\langle 1|\}$. The measurement outcome will be 0 with probability $\langle -|M_0|-\rangle = 0.5$ and 1 with probability $\langle -|M_1|-\rangle = 0.5$. When the outcome is 0, the program will terminate; when the outcome is 1, the measured state of $r$ will become $|1\rangle$, and the program will enter the loop body (3).
3. In the loop body, applied with $H$, the state of $r$ becomes $|-\rangle = H|1\rangle = \frac{1}{\sqrt{2}}(|0\rangle - |1\rangle)$, then the program goes back to the measurement of the while-loop (2).
From (2) above, we can see that the program will terminate with probability 0.5 or continue the
while-loop with probability 0.5 at each entry of the while-loop. Therefore, the probability of this
program executing loop body \((r := H(r))\) for \(k, k \geq 0\), times is \(0.5^{k+1}\), which means this program
has an infinite number of execution paths. Note that the probability 0.5 is implicitly implied by
the measurement outcome of the quantum program, as the quantum no-cloning theorem prevents
us from accurately tracking the intermediate states of the quantum programs. However, in prob-
babilistic programs, such probabilities are explicitly given by the sampling primitives. (Even if the
sampled distribution depends on some parameters, e.g., Gaussian distribution \(\mathcal{N}(\mu, \sigma)\) with \(\mu, \sigma\)
generated at runtime, we can still know the specific distribution of the sample by recording the
values of these parameters at runtime.)

Another important difference worth highlighting between classical (deterministic or probabilis-
tic) programs and quantum ones is the quantum no-cloning theorem that prohibits the use of the
Chain-rule-based forward/reverse differentiation in the quantum setting. For example, consider a
simple classical program \(u := g(x); y := f(u)\). The final value of \(y\) is \(f(g(x))\). According to the
Chain rule, the derivative of \(y\) with respect to \(x\) is \(\frac{dy}{dx} = \frac{du}{dx} \cdot \frac{dy}{du} = \frac{df}{du}(g(x)) \cdot \frac{dg}{dx}(x)\). The classical
forward-AD with dual number (e.g., Reference [7]) will introduce a intermediate variable \(\delta\) (the
intermediate derivative of this variable with respect to \(x\)) for each variable \(u\) and lift each function
\(h\) to \(\tilde{h} : (v, \tilde{v}) \mapsto (h(v) \cdot \frac{dh}{dv}(v) \cdot \tilde{v})\), which follows the Chain rule. Then, we obtain a new program
\((u, \tilde{u}) := \tilde{g}(x, 1); (y, \tilde{y}) := \tilde{f}(u, \tilde{u})\), from which we can compute that
\(\tilde{y} = \frac{df}{du}(u)\tilde{u} = \frac{df}{du}(g(x))\frac{dg}{dx}(x)\). Thus, this new program achieves AD. For each lifted function \(\tilde{h}\), the input \(v\) is fed not only \(h\) but also \(\frac{dh}{dv}\), in which an implicit copy of \(v\) is made. However, the quantum no-cloning theo-
rem only allows \(v\) to be fed into \(h\) or \(\frac{dh}{dv}\) if we think of them as “quantum.” As a result, AD


techniques in quantum are somewhat separate from those commonly studied in the classical AD
literature.

Finally, consider a bounded-loop quantum program in Figure 2(d), which is investigated in Reference [77]. The number \(k > 0\) in while\((k)\) limits the iteration times of the loop body up to \(k\), which results that the program in Figure 2(d) has at most \(k + 1\) and hence a finite number of execution paths.

We summarize these comparisons in Table 2. As we will see, dealing with infinitely many ex-
ecution paths is one major difficulty in differentiation over unbounded loops, either probabilistic
or quantum. The unusability of the Chain rule further complicates the quantum case.

### 3.1 Differentiability of Unbounded Quantum Loops

The differentiability of unbounded quantum loops should be the first question to address, as it is
already quite non-trivial in establishing so in classical and probabilistic functional programs.

### Table 2. Comparisons among Classical, Probabilistic, and Quantum Programs

|                        | Classical | Probabilistic | Quantum          |
|------------------------|-----------|---------------|------------------|
| # of Execution Paths   | one       | possibly infinitely many | possibly infinitely many |
| Distribution over Paths| none      | explicit by sampling     | implicit by measurement |
| Usability of Chain Rule| yes       | yes            | no               |
| Differentiability       | almost everywhere [48] | sufficient condition for unbounded loops, Theorem 4.5 |

"
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Fig. 3. Running example to demonstrate our AD scheme. Every time the program runs to a statement, e.g., $q := e^{-i\theta|+\rangle\langle+|q}$ here, that contains $\theta$, it will first enter a block of EUL to decide whether to continue $P(\theta)$ or to do a differentiation operation by DSOP then continue $P(\theta)$. 0 $\oplus$ 1 is a probabilistic choice that outputs 0 with probability $p$ and 1 with probability $1 - p$ for any $0 \leq p \leq 1$, and $f(n) = \mu(n)/(1 - \sum_{j=1}^{n-1} \mu(j))$ is determined by the distribution $\mu$ mentioned in Section 3.2.

In classical programs, conditionals often lead to piecewise-defined functions and non-differentiable points, which are discontinuous or have different left and right derivatives [8]. Even if the function defined by a program is differentiable, syntactic discontinuity can make AD fail [2]. To resolve the issue of conditionals, Abadi and Plotkin [1] adopted the “partial conditionals,” which ignores the boundary case, and proved the correctness of AD on conditionals and recursion. Mazza and Pagani [48] characterized the set of “stable points,” the intuition behind which is the point that has an open neighborhood with the same execution trace (“execution path”). They proved that AD is almost everywhere correct under the mild hypothesis. However, these arguments are developed for one execution path in classical programs.

The case of probabilistic programs resembles quantum programs a lot due to possibly infinitely many execution paths. Whether probabilistic programs would lead to non-differentiable densities at some non-measure-zero set has been an important open question in the field [72]. Recently, Mak et al. [47] considered higher-order probabilistic programming with recursion and proved that a probabilistic program’s density is almost everywhere differentiable under mild hypothesis. However, it only tells us the differentiability of any trace of sampled values during execution, which implies a fixed execution path.

Recall the program in Figure 2(c), on which we add a command with parameter $\theta$ into the loop body as our running example in Figure 3. The transition graph for each line of program $P(\theta)$ in Figure 3(a) is shown in Figure 3(b), where the behavior of $P(\theta)$ is the same as in Figure 2(c): $P(\theta)$ will terminate (goto line 5) with probability 0.5 or continue the while-loop (goto line 3) with probability 0.5 at each entry (line 2) of the while-loop. The probability of $P(\theta)$ executing $k$ times

We can see that $\llbracket \text{SillyId} \rrbracket (x) = x$, thus $\llbracket \text{SillyId} \rrbracket$ has a constant derivative of 1. However, general AD would produce the wrong answer 0 at the point $x = 0$.\footnotemark
$q := e^{-i\theta|+\rangle\langle+|}[q]$ is 0.5$^{k+1}$. Consider operations related to variable $q$, $P(\theta)$ induces a semi-group function like

$$f_k(\theta) = \left[ q := e^{-i\theta|+\rangle\langle+|}[q] \right]^k = \left[ \cdots \left[ q := e^{-i\theta|+\rangle\langle+|}[q] \right] \cdots \left[ q := e^{-i\theta|+\rangle\langle+|}[q] \right] \right]_{k-1 \text{ times function composite}}$$

with probability 0.5$^{k+1}$, $k \geq 0$. The differentiability of $f_k(\theta)$ is generally easily obtainable, while the differentiability of its expectation $F(\theta) = \sum_{k=0}^{\infty} f_k(\theta)/2^{k+1}$ is unclear. For this problem of expectation, two conditions are proposed in the probabilistic programming [40]:

- Differentiability of expectation (infinite summation):

$$F(\theta) = \sum_k \nu(\theta,k) f_k(\theta) \text{ is differentiable on } \mathbb{R}.$$  \hspace{1cm} \text{(Condition A1)}

- Exchangeability between differentiation and infinite summation:

$$\text{for all } \theta \in \mathbb{R}, \partial_\theta \sum_k \nu(\theta,k) f_k(\theta) = \sum_k \partial_\theta \left( \nu(\theta,k) f_k(\theta) \right),$$ \hspace{1cm} \text{(Condition A2)}

where $\nu(\theta, \cdot)$ is a probability distribution over index $k$. \text{Condition A1} states the premise of AD: We would not talk about AD if the function induced by the program was not differentiable. \text{Condition A2} states that the differential operation on every trace $(\partial_\theta \nu(\theta,k) f_k(\theta))$, which reflects the underlying AD implementation can be collected into the differential operation on the total program $(\partial_\theta \sum_k \nu(\theta,k) f_k(\theta))$. To the best of our knowledge, no research has yet investigated what kind of probabilistic programs or quantum programs with unbounded loops meet \text{Condition A1} and \text{Condition A2}.

\textbf{Our Solution.} Fortunately, we identify \textit{finite-dimensional state space}, which is met by all existing quantum applications, as a sufficient condition to satisfy \text{Condition A1} and \text{Condition A2}. Technically, under this condition, the probability that an unbounded quantum loop iterates $k$ times has an exponential decay on $k$ (Lemma 5.3). The cornerstone behind this lemma is the compactness of finite-dimensional Hilbert spaces. As in our running example, $f_k(\theta) = \left[ q := e^{-i\theta|+\rangle\langle+|}[q] \right]^k$, which corresponds to loop $k$ times, appears with probability 0.5$^{k+1}$. Let $g_\theta$ denote $\left[ q := e^{-i\theta|+\rangle\langle+|}[q] \right]$, the differential of $f_k(\theta)$ is a summation of differentiation at every occurrence of $\theta$, i.e.,

$$\partial_\theta f_k(\theta) = \sum_{j=1}^{k} (g_\theta)^{j-1} \circ (\partial_\theta g_\theta) \circ (g_\theta)^{k-j},$$

is uniformly convergent as $\frac{1}{2^{k+1}} \sum_{j=1}^{k} (g_\theta)^{j-1} \circ (\partial_\theta g_\theta) \circ (g_\theta)^{k-j} \in O\left( \frac{k}{2^{k+1}} \right)$. This uniform convergence implies both \text{Condition A1} and \text{Condition A2}.

Conversely, through Weierstrass’ non-differentiable function $S(x) = \sum_{n=0}^{\infty} a^n \sin(b^n x)$ [33, Theorem 1.31], we can construct a counterexample (Example 4.6) that is nowhere differentiable on $\mathbb{R}$ for quantum loops with infinite-dimensional space. Specifically, Example 4.6 has two nested loops that induces $f_k(\theta) = \left[ q := e^{-i\theta|+\rangle\langle+|}[q] \right]^k$ with probability 0.5$^{k+1}$. The differential of $f_k(\theta)$ becomes $\partial_\theta f_k(\theta) = \sum_{j=1}^{k} (g_\theta)^{j-1} \circ (\partial_\theta g_\theta) \circ (g_\theta)^{k-j}$, then this summation of $2^k$ terms makes $\sum_{k=0}^{\infty} \frac{1}{2^{k+1}} \partial_\theta f_k(\theta) = \sum_{k=0}^{\infty} \frac{1}{2^{k+1}} \sum_{j=1}^{2^k} (g_\theta)^{j-1} \circ (\partial_\theta g_\theta) \circ (g_\theta)^{2^k-j}$ divergent everywhere. Note that the probability 0.5$^{k+1}$ comes from the outer loop, and the exponent $2^k$ comes from the inner loop. For the latter to happen, the inner loop, like Example 4.6, needs to have an infinite-dimensional register to record the information of $k$, which goes to positive infinite. This non-differentiable
counterexample can also be represented by the expectation of a probabilistic program (see Example 4.6).

### 3.2 Execution Paths with Infinitely Many Parameter Occurrences

As we saw in Figure 3, loops lead to repeated execution of loop body, which means a parameter can appear many times at a single execution path, e.g., the function $f_k(\theta) = \left[ q^k \right]$ introduced in Section 3.1 has $k$ occurrences of $\theta$. These execution paths refer to quantum circuits with a parameter appearing multiple times. In the case of bounded quantum loops, the total number of execution paths is finite, and the multiplicity of parameter occurrences on each path is also bounded. Therefore, Zhu et al. [77] proposed additive quantum programs to represent a (finite) collection of quantum programs that compute partial derivatives of all occurrences. Conceivably, this approach does not extend to the infinite (and unbounded) case.

**Our Solution.** According to Section 3.1, the differential of $F(\theta) = \sum_{k=0}^{\infty} f_k(\theta)/2^{k+1}$ should be equal to

$$
\sum_{k=0}^{\infty} \frac{\partial \theta f_k(\theta)}{2^{k+1}} = \sum_{k=0}^{\infty} \sum_{j=1}^{k} \frac{1}{2^{k+1}} (g_\theta)^{j-1} \circ (\partial g_\theta) \circ (g_\theta)^{k-j} = \sum_{j=1}^{\infty} \sum_{k=1}^{\infty} \frac{1}{2^{k+1}} (g_\theta)^{j-1} \circ (\partial g_\theta) \circ (g_\theta)^{k-j}. \tag{3.2}
$$

Here, the second equality, i.e., the commutativity of the summation indexes $j, k$, is guaranteed by uniform convergence, as we mentioned for Equation (3.1). We rewrite Equation (3.2), as $\sum_{j=1}^{\infty} a_j$ with $a_j = \sum_{k=\infty}^{\infty} \frac{1}{2^{j+1}} (g_\theta)^{j-1} \circ (\partial g_\theta) \circ (g_\theta)^{k-j}$ is the corresponding summation term for all execution paths with differentiation on $j$th position. With the infeasibility of the Chain rule, the existing quantum AD technique can only handle $a_j$ one-by-one, the cost of which will depend on the number of terms in Equation (3.2) that will be unbounded in our case.

Inspired by the importance sampling in statistics [61], we construct a random variable $X$ such that

$$
\Pr(X = a_j/\mu(j)) = \mu(j), \forall j \in \mathbb{Z}_+
$$

to estimate the infinite sum $\sum_{j=1}^{\infty} a_j$, where $\mu$ is a probability distribution on $\mathbb{Z}_+$. By construction, the expectation of $X$ is $\sum_{j=1}^{\infty} a_j$. Let us now focus on Figure 3(c), where the role of EUL commands, written with probabilistic pseudocode, is to generate the distribution $\mu$ as the original program runs and to attribute this probabilistic distribution to DSOP commands (differentiation operations that induce $a_j$) in the execution order. Precisely, the variable $q_c$ records the number of loops until $q_2 = 0$. Together with the probabilistic choice $q_2 := 0 \oplus f(q_c)$ 1 (see definition in Figure 3’s caption), the probability of $q_c = j, q_2 = 0$ and $q_1 = 1$, which means DSOP commands (a differentiation operation) are executed, and one term of $a_j$ is evaluated, is $\mu(j)$ when fixing an execution path of $P(\theta)$ with loops’ number $n > j$. Therefore, we associate the probability $\mu(j)$ with $a_j$ in the execution order. Then, the desired random variable $X$ is natural to construct.

However, for the estimation efficiency of $X$’s expectation, the variance of $X$ should also be bounded. To that end, we identify a sufficient condition for the distribution $\mu : \mathbb{Z}_+ \rightarrow [0, 1]$ as

$$
\lim_{n \rightarrow \infty} \sqrt[n]{\mu(n)} = 1, \quad \text{(converging-rate condition)}
$$

which would imply the correctness of our code-transformation (Theorem 5.4) and its efficiency (Theorem 6.2). Another implicit but critical property of our construction of random variable $X$ in Figure 3(c) is its independence of the underlying execution path. It allows us to apply a simple and uniform code transformation while keeping all existing quantum branches that lead to all execution paths.
Applicability to classical and probabilistic programs with unbounded loops?

Ignoring the issue of differentiability, our idea of constructing random variables to sample partial derivatives can be applied to classical and probabilistic unbounded loops. However, it would be less efficient, because partial derivatives can be collected and forward/backward-propagated along the execution path by the Chain rule in the classical setting, which is not leveraged by our scheme.

Consider the example in Figure 4 where we show how EUL is applied to a probabilistic program. Denote the expectation of variable $y$ after executing $P(\theta)$ in Figure 4(a) as $E(\theta) = \sum_{j=1}^{\infty} j \sin(\theta) \cdot 0.5^j = 2 \sin(\theta)$. Its derivative is $E'(\theta) = 2 \cos(\theta)$. Since this program $P(\theta)$ only uses a simple sampling primitive $r := 0 \oplus \epsilon, 1$, we can directly apply the classical forward-AD with a dual number (e.g., Reference [7]) as in Figure 4(b). Then, the expectation of $\hat{y}$ (dual number of $y$) after executing the program in Figure 4(b) is $\sum_{j=1}^{\infty} j \cos(\theta) \cdot 0.5^j = 2 \cos(\theta) = E'(\theta)$.

As a comparison, the rewriting of our EUL to the probabilistic program $P(\theta)$ becomes Figure 4(c). With the probabilistic choice $0 \oplus f(q_c) 1$ and a variable $q_c$ to count the occurrences of $\theta$, the probability of the program executes command (*) and the output of $q_c$ is $j \geq 1$ is $\mu(j) \cdot 0.5^{j-1}$ if the output of $q_c$ is $j \geq 1$. Then, the probability of $\hat{y} = \cos(\theta), q_c = j$ after executing the program in Figure 4(c) is $\mu(j) \cdot 0.5^{j-1}$. We can construct a random variable $X$ with respect to $\hat{y}$ and $q_c$ satisfies that $Pr(X = \hat{y}, q_c = j) = \mu(j) \cdot 0.5^{j-1}$. Hence, the expectation of $X$ is $\sum_{j=1}^{\infty} \cos(\theta) / \mu(j) \cdot \mu(j) \cdot 0.5^{j-1} = \sum_{j=1}^{\infty} \cos(\theta) \cdot 0.5^{j-1} = 2 \cos(\theta)$, which is consistent with the above $E'(\theta)$. The major difference between Figures 4(b) and 4(c) is that Figure 4(b) can execute the command (*) multiple times, while Figure 4(c) only executes (*) once.

4 PARAMETERIZED QUANTUM WHILE-PROGRAMS

In this article, we expand a parameterized extension [77] of quantum while-language [73] to include unbounded loops.

4.1 Syntax

Let us first define the syntax of our programming language. Similar to References [73, 77], we assume a countably infinite set $qVar$ of quantum variables and use the symbols $q, q', q_0, q_1, \ldots \in qVar$ as metavariables ranging over them. Each quantum variable $q \in qVar$ has a type of Hilbert space $\mathcal{H}_q$ as its state space. A quantum register $\bar{q} = q_1, q_2, \ldots, q_n$ is a finite sequence of distinct quantum variables, and its state space is $\mathcal{H}_{\bar{q}} = \bigotimes_{j=1}^{n} \mathcal{H}_q$.

Definition 4.1 (Syntax). A $k$-parameterized quantum while-program with parameter $\theta \in \mathbb{R}^k$ is generated by the syntax:

$$P(\theta) ::= \text{skip} \mid q := |0\rangle \mid \bar{q} := U[\bar{q}] \mid \bar{q} := e^{-i\theta\sigma}[\bar{q}] \mid P_1(\theta); P_2(\theta) \mid \text{if } (\Box m \cdot M[\bar{q}] = m \rightarrow P_m(\theta)) \text{ fi } \mid \text{while } M[\bar{q}] = 1 \text{ do } P(\theta) \text{ od}.$$

For general probabilistic programs, sampling primitives that depend on the variable being differentiated, as well as the guards of conditionals that depend on the variable being differentiated, can make the probability distribution of the execution paths related to the variable. In such cases, we have to consider the "derivative" of the probability distribution of the execution paths. Recently, Lew et al. [41] resolve this problem for an expressive and higher-order probabilistic programming language (without general recursion) by equipping each sampling primitive with a built-in derivative estimation procedure. For quantum programs, the denotational semantics defined in Section 4.2 encode the probability of execution paths into density operators, thus, we do not need to treat the probability of execution paths separately.
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Fig. 4. A probabilistic program $P(\theta)$ with forward-AD and our EUL-based AD applied, where $0 \oplus p \odot 1$ is a probabilistic choice that outputs 0 with probability $p$ and 1 with probability $1-p$ for any $0 \leq p \leq 1$, $f(n) = \mu(n)/(1 - \sum_{j=1}^{n-1} \mu(j))$ is determined by the distribution $\mu$ mentioned in Section 3.2.

**Explanation of the Syntax.** Statement `skip` does nothing and terminates immediately. Initialization statement $q := |0\rangle$ sets the quantum variable $q$ to $|0\rangle$. Unitary transformation statement $\bar{q} := U[\bar{q}]$ means perform a unitary $U$ on the quantum register $\bar{q}$. Statement $\bar{q} := e^{-i\theta\sigma}[\bar{q}]$ gives a special parameterized form of unitary—density operator simulation—with $\sigma$ a density operator and $\theta$ selected from $\theta$. Sequential composition $P_1(\theta); P_2(\theta)$ means first executes $P_1(\theta)$, and when $P_1(\theta)$ terminates, it executes $P_2(\theta)$. Quantum case statement if $\Box m \cdot M[\bar{q}] = m \rightarrow P_m(\theta) \text{ fi}$, where $\Box m$ indicates case branching by the value of $m$, means performs a measurement $M = \{M_m\}$ on $\bar{q}$ and then a subprogram $P_m(\theta)$ will be performed upon the outcome $m$ of the measurement. In quantum loop statement while $M[\bar{q}] = 1$ do $P(\theta)$ od, a binary measurement $M = \{M_0, M_1\}$ is performed; if the measurement outcome is 0, then the program terminates; otherwise, the program executes the loop body $P(\theta)$ and continues the loop, potentially for an arbitrary number of rounds.

**Remark 4.2.** We provide some remarks on the above syntax.

- We add a statement $\bar{q} := \sigma$ as a more general initialization that sets the state of the quantum register $\bar{q}$ to be a representable density operator $\sigma$, where the "representable" means the density operator can be generated by a short parameterized quantum while-program $P$ without parameters and while-loop statement.
- We use $\bar{q} := e^{-i\theta\sigma}[\bar{q}]$ to describe a generally parameterized unitary applied on $\bar{q}$. For any unitary $U$, there is a Hermitian operator $H$ such that $U = e^{-iH}$ and for any Hermitian operator $H$, $e^{-iH}$ (the quantum simulation of Hamiltonian $H$) is also a unitary. The parameterization we have chosen, i.e., density operator simulation ($e^{-i\theta\sigma}$), can also express general Hamiltonian simulation.$^4$

$^4$For any $e^{-i\theta H}$, we define a density operator $\sigma_H = (H - \mu I)/\text{tr}(H - \mu I)$, where $\mu$ is the ground eigenvalue of $H$, $I$ the identity, and $H \notin \mu I$. Then, $e^{-i\theta H}$ is the same as $e^{-i\theta' \sigma H}$, where $\theta' = \text{tr}(H - \mu I)\theta$, since $e^{-i\theta H} pe^{i\theta H} = e^{-i\text{tr}(H - \mu I)\theta}\sigma_H pe^{i\text{tr}(H - \mu I)\theta}\sigma_H, \forall p$.
— Our parameterization allows expressing many commonly used parameterized quantum gates, such as Pauli rotation gates and two-qubit coupling gates, which are universal and can be reliably implemented in near-term quantum machines.\(^5\)

### 4.2 Denotational Semantics

Following the semantics of quantum while-programs \([73]\), the denotational semantics of parameterized quantum while-programs can be defined.

**Definition 4.3 (Structural Representation of Denotational Semantics \([73]\)).** Let \(\mathcal{H}_{all}\) denote the tensor product of the state spaces of all quantum variables and \(\rho \in \mathcal{D}(\mathcal{H}_{all})\) indicate the (global) state of quantum variables. The denotational semantics of a parameterized quantum while-program \(P(\theta)\) is a superoperator \([P(\theta)] : \mathcal{D}(\mathcal{H}_{all}) \rightarrow \mathcal{D}(\mathcal{H}_{all})\) inductively defined as:

\[
\begin{align*}
- \text{[skip]}(\rho) &= \rho; \\
- \text{[q := 0]}(\rho) &= \sum_n |n\rangle_q \langle n| \rho |n\rangle_q |0\rangle; \\
- \text{[q := U[q]]}(\rho) &= U \rho U^\dagger; \\
- \text{[q := e^{-i\theta\sigma}[q]]}(\rho) &= \exp(-i\theta) \rho \exp(i\theta); \\
- \text{[P_1(\theta); P_2(\theta)]}(\rho) &= \text{[P_2(\theta)]}[\text{[P_1(\theta)]}(\rho)]; \\
- \text{[if (\square m \cdot M[q] = m \rightarrow P_m(\theta) \#)]}(\rho) &= \sum_m \text{[P_m(\theta)]}(E_m(\rho)); \\
- \text{[while M[q] = 1 do P(\theta) od]}(\rho) &= \bigcup_{n=0}^{\infty} \sum_{k=0}^{\infty} E_0 \circ ([P(\theta)] \circ E_1)^{k}(\rho),
\end{align*}
\]

where \(|n\rangle_q\) is an orthonormal basis of state space \(\mathcal{H}_q\) of variable \(q\), \(E_m : \rho \mapsto M_m \rho M_m^\dagger\) are defined for each measurement \(M = \{M_m\}\) in \(P(\theta)\), and \(\bigcup\) stands for the least upper bound in the CPO of partial density operators with the Löwner order \(\subseteq\) (see Reference \([73]\), Lemma 3.3.2)).

For a quantum program \(P\), we define \(\var(P)\) to be the set of quantum variables \(q \in q\var\) appearing in a program \(P\), and let \(\mathcal{H}_P = \bigotimes_{q \in \var(P)} \mathcal{H}_q\). When dealing with the semantics of a program \(P(\theta)\), we only consider the states on \(\mathcal{H}_{P(\theta)}\), that is, using \(\rho \in \mathcal{H}_{P(\theta)}\) to represent a product state \(\rho \otimes \rho_0 \in \mathcal{D}(\mathcal{H}_{all})\), where \(\rho_0 \in \mathcal{D}(\mathcal{H}_{\var(P(\theta))})\). When the dimension of \(\mathcal{H}_{P(\theta)}\) is finite, we have that \(\mathcal{D}(\mathcal{H}_{P(\theta)})\) is a compact set, thus

\[
\text{[while M[q] = 1 do P(\theta) od]}(\rho) = \bigcup_{n=0}^{\infty} \sum_{k=0}^{\infty} E_0 \circ ([P(\theta)] \circ E_1)^{k}(\rho).
\]

Note further that a semantic mapping \([P(\theta)] : \mathcal{D}(\mathcal{H}_{all}) \rightarrow \mathcal{D}(\mathcal{H}_{all})\) defined on \(\mathcal{D}(\mathcal{H}_{all})\) can be used as a mapping on the set of linear operators \(\mathcal{L}(\mathcal{H}_{all})\) by linear extension.

### 4.3 Expectation Functions and Differentiability

The output of a quantum program is often regarded as the expectation of an observable obtained by measurements after its execution. We define the expectation functions to capture the output of quantum programs, which is similar to the observable semantics introduced by Reference \([77]\).

**Definition 4.4 (Expectation Function).** For a parameterized quantum while-program \(P(\theta)\) with parameter \(\theta \in \mathbb{R}^k\), an initial state \(\rho \in \mathcal{D}(\mathcal{H}_{all})\), and an observable \(O\) on \(\mathcal{H}_{all}\), the expectation function \(f : \mathbb{R}^k \rightarrow \mathbb{R} \cup \{\pm \infty\}\) that maps the parameter \(\theta\) to the output expectation is defined by

\[
f(\theta) = \text{tr}(O \text{[P(\theta)]}(\rho)).
\]

\(^5\)Single-qubit Pauli rotation gates are given in the following form \(R_\Delta(\theta) := \exp(-i\theta \Delta), \Delta \in \{X, Y, Z\}\). One can also extend Pauli rotations to multiple qubits. For example, consider two-qubit coupling gates \(R_{\DeltaX Y}(\theta) := \exp(-i\theta \DeltaX Y)\). Note that these two-qubit gates can generate entanglement between two qubits. Combined with single-qubit rotations, they form a universal gate set for quantum computation.
For any $1 \leq j \leq k$, the partial derivatives $\frac{\partial f}{\partial \theta_j}$ of expectation function $f$ with respect to parameter $\theta_j$ can be defined in the standard way. Their existence in the finite-dimensional case is guaranteed by the following:

**Theorem 4.5 (Differentiability).** For a parameterized quantum while-program $P(\theta)$ with parameter $\theta = (\theta_1, \theta_2, \ldots, \theta_k) \in \mathbb{R}^k$, an initial state $\rho \in D(H_{all})$, and an observable $O$ on $H_{all}$, if $H_{P(\theta)}$ is finite-dimensional, then $\frac{\partial f}{\partial \theta_i}$ exists.

**Proof.** This is a corollary of Theorem 5.4, which states that $\frac{\partial f}{\partial \theta_i}$ can be represented by the expectation function of another quantum program, its differential program $\frac{\partial}{\partial \theta_i} (P(\theta))$, with respect to any observable $O_d \otimes O$, and any input state $\rho$ is well-defined, we have that $\frac{\partial f}{\partial \theta_i}$ is well-defined and hence exists. \qed

As shown in the following example, however, it is possible that the expectation function $f$ is non-differentiable when $H_{P(\theta)}$ is an infinite-dimensional space.

**Example 4.6 (Non-differentiable Infinite-dimensional Quantum Program).** Let $q, r$ be two qubits with state space $H_q = H_r = \text{span}\{|0\rangle, |1\rangle\}$, $t_1, t_2$ be quantum variables with state space $H_\infty = \{\sum_{n=-\infty}^{\infty} \alpha_n |n\rangle : \alpha_n \in \mathbb{C}, \sum_n |\alpha_n|^2 < \infty\}$, and $\theta \in \mathbb{R}$ be a parameter. Consider the following parameterized quantum program $P(\theta)$:

\[
P(\theta) \equiv q := |0\rangle; t_1 := |0\rangle; \quad \text{while } M[q] = 1 \quad t_1 := R[t_1];
\]

where:

- $M = \{M_0 = |1\rangle\langle 1|, M_1 = |0\rangle\langle 0|\}$ is the measurement on qubit $q$ in the computational basis;
- $R = \sum_j |j+1\rangle\langle j|$ is the right-translation operator on $t_1$; and
- $EX = \sum_{2^j \neq k} |jk\rangle \langle kj| \otimes X + \sum_{2^j = k} |jk\rangle \langle kj| \otimes I$ is a unitary that performs $X$ operation on $q$ if $t_1$ and $t_2$ is in state $|j\rangle$ and $|k\rangle$, respectively, and $k = 2^j$ for any $j, k \in \mathbb{Z}$.

For an initial state $\rho = |0\rangle_q \otimes |0\rangle_r \otimes |0\rangle_t_1 \otimes |0\rangle_t_2$, and an observable $O = 2|\psi\rangle_r \langle \psi|$, with $|\psi\rangle = (|0\rangle - i|1\rangle)/\sqrt{2}$, a calculation using Equation (4.1) yields the expectation function of $P(\theta)$:

\[
f(\theta) = \sum_{k=1}^{\infty} \frac{1}{2^k} \text{tr} \left( 2|\psi\rangle \langle \psi| e^{-i2^k \theta} |+\rangle \langle +|_r \otimes 0\rangle_0 \otimes |0\rangle_0 e^{i2^k \theta} |+\rangle \langle +|_r \otimes 0\rangle_0 \right) = \sum_{k=1}^{\infty} \frac{1 + \sin(2^k \theta)}{2^k} = 1 + \sum_{k=1}^{\infty} \frac{1}{2^k} \sin(2^k \theta),
\]

which is well-defined. However, $f$ is non-differentiable everywhere due to Weierstrass’s non-differentiable function [33, Theorem 1.31]: The function $S(x) = \sum_{n=0}^{\infty} a^n \sin(b^n x)$ converges...
uniformly on $\mathbb{R}$, which implies $S$ is continuous on $\mathbb{R}$, but nowhere differentiable for any $0 < a < 1$, $ab \geq 1$.

The probabilistic program $C(\theta)$ is a counterpart of $P(\theta)$ for illustration, where $q := 0 \oplus 1$ assigns 0 to $q$ with probability $\frac{1}{2}$ and 1 to $q$ otherwise. The boxed commands assigns $\sin(2^t \theta) + 1$ to $r$, thus, we can see that the expectation of variable $r$ after runs $C(\theta)$ is also $f(\theta)$ and non-differentiable everywhere.

5 AUTOMATIC DIFFERENTIATION FOR UNBOUNDED QUANTUM LOOPS

In this section, we develop the AD technique for parameterized quantum while-programs to overcome the major difficulty of finding analytical derivatives of unbounded loops.

5.1 Differentiation on a Single-occurrence of Parameter

Our first contribution is a new DSOP technique, called the commutator-form rule. Li et al. [42] and Mitarai et al. [49] first proposed a derivative formula for Pauli rotations, which is named by Schuld et al. [59] as the "parameter-shift rule" to handle the case of $U(\theta) = e^{-i\theta H}$ with $H$ having at most two distinct eigenvalues.

Our commutator-form rule is designed to be applicable to $e^{-i\theta H}$ for general $H$. Technically, it was inspired by a few existing works [9, 44, 49] that leverage the commutator form for various purposes. We also note some recent independent developments [35, 39, 68] of variants of the parameter-shift rules to handle more general $e^{-i\theta H}$. However, our rule is based on a very different technique, which could be of independent interest by itself. Precisely,

**Lemma 5.1.** Let $\mathcal{H}_1, \mathcal{H}_2, \mathcal{H}_3$ be Hilbert spaces and $E_1 : \mathcal{D}(\mathcal{H}_1) \rightarrow \mathcal{D}(\mathcal{H}_2), E_2 : \mathcal{D}(\mathcal{H}_2) \rightarrow \mathcal{D}(\mathcal{H}_3)$ be superoperators. For any Hermitian operator $H$ on $\mathcal{H}_2$ and $\theta \in \mathbb{R}$, we define $E_{H, \theta}(\rho) = e^{-i\theta H} \rho e^{i\theta H}$ for all $\rho \in \mathcal{D}(\mathcal{H}_2)$. Then, for any density operator $\rho$ on $\mathcal{H}_1$:

$$
\frac{d}{d\theta} (E_2 \circ E_{H, \theta} \circ E_1(\rho)) = E_2 \circ E_{H, \theta}(-i[H, E_1(\rho)]),
$$

where commutator $[\cdot, \cdot]$ is defined as follows: $[A, B] = AB - BA$ for any operators $A$ and $B$.

**Proof.** See Appendix D.2. □

**Commutator-form Rule.** The way of introducing commutators is visualized in Figure 5. We define

$$
f(\theta) = \text{tr}(OE_2(e^{-i\theta \sigma} E_1(\rho)) e^{i\theta \sigma})) \quad (5.1)
$$

as the expectation function in Figure 5(a) and

$$
g(\theta; \alpha) = \text{tr}(OE_2(e^{-i\theta \sigma} e^{-i\alpha S} E_1(\rho) \otimes \sigma e^{i\alpha S} e^{i\theta \sigma})) \quad (5.2)
$$
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\[ T_\theta(\text{skip}) \equiv \text{skip} \quad T_\theta(q := |0\rangle) \equiv q := |0\rangle \quad T_\theta(\bar{q} := U[q]) \equiv \bar{q} := U[q] \]

\[ T_\theta(\bar{q} := e^{-i\theta^\sigma[q]} \bar{q}) \equiv \bar{q} := e^{-i\theta^\sigma[q]} \quad (\theta' \neq \theta) \]

\[ T_\theta(P_1(\theta); P_2(\theta)) \equiv T_\theta(P_1(\theta)); T_\theta(P_2(\theta)) \]

\[ T_\theta(\text{if } (\square m \cdot M[\bar{q}] = m \rightarrow P_m(\theta)) \text{ fi}) \equiv \text{if } (\square m \cdot M[q] = m \rightarrow T_\theta(P_m(\theta))) \text{ fi} \]

\[ T_\theta(\text{while } M[q] = 1 \text{ do } P(\theta) \text{ od} \equiv \text{while } M[q] = 1 \text{ do } T_\theta(P(\theta)) \text{ od} \]

\[ (\ast) \quad T_\theta(q := e^{-i\theta^\sigma[q]} \bar{q}) \equiv \text{if } (M_{q_1, q_2}, q_1, q_2) = 0 \rightarrow q_c := C[q_c]; q_c, q_2 := GP[q_c, q_2] \]

\[ \square = 1 \rightarrow q_1 := X[q_1]; q_2 := \frac{1}{2}; q' := \sigma; \]

\[ q_2, q, q' := AS[q_2, q, q'] \]

\[ \square = 2 \rightarrow \text{skip} \text{ fi}; \bar{q} := e^{-i\theta^\sigma[q]} \]

Fig. 6. Code transformation rules with respect to parameter \( \theta \). The blue part of (\ast) refers to the EUL part of Figure 3, where \( q_1, q_2 \) are two qubit variables, \( q_c \) is a quantum variable with state space \( \mathcal{H}_c = \text{span} |n\rangle : n \in \mathbb{Z} \), \( M_{q_1, q_2} = \{M_0 = |00\rangle\langle00|, M_1 = |01\rangle\langle01|, M_2 = |10\rangle\langle10| + |11\rangle\langle11| \}, C = \sum_{j=0}^{\infty} |j\rangle\langle j| \) is the right-translation operator, \( GP = \sum_{j=1}^{\infty} |j\rangle\langle j| \otimes R_{\theta}(2 \arcsin(\sqrt{\theta})) \) and \( b_j = \mu(j)/(1 - \sum_{k=1}^{\infty} \mu(k)) \), \( AS = |0\rangle\langle0| \otimes e^{-i\frac{\pi}{4} S_{q', q}} + |1\rangle\langle1| \otimes e^{i\frac{\pi}{4} S_{q', q'}} \) and \( S_{q, q'} \) is the SWAP operator between \( \mathcal{H}_q \) and \( \mathcal{H}_{q'} \).

as the expectation function in Figure 5(b), where \( S \) is the SWAP operator.\(^6\) With Lemma 5.1, we have

\[ \frac{d}{d\theta} f(\theta) = \text{tr} \left( O E_2 \left( e^{-i\theta^\sigma} \left(-i[\sigma I, E_1(\rho)]\right) e^{i\theta^\sigma} \right) \right). \]

Inspired by the trick of applying unitary transformation \( e^{-i\theta^\rho} \) of any density operator \( \rho \) in quantum principal component analysis [44], we find that for any \( \alpha \in (0, \frac{\pi}{2}) \):

\[ (\text{commutator-form rule}) \quad \frac{d}{d\theta} f(\theta) = \frac{1}{\sin(2\alpha)} \left( g(\theta; \alpha) - g(\theta; -\alpha) \right). \quad (5.3) \]

5.2 Code Transformation for Unbounded Loops

Our AD scheme (Figure 3) could leverage any DSOP technique (both the commutator-form rule and the parameter-shift rule). We illustrate the code-transformation based on the commutator-form rule and leave the details based on the parameter-shift rule in Appendix B.

**Definition 5.2 (Code Transformation).** For a parameterized quantum while-program \( P(\theta) \) with parameter \( \theta \in \mathbb{R}^k \), its differential program with respect to \( \theta \) is defined as a parameterized quantum while-program \( \frac{\partial}{\partial \theta}(P(\theta)) \):

\[ \frac{\partial}{\partial \theta}(P(\theta)) \equiv \text{Dinit}; T_\theta(P(\theta)), \]

with \( \text{Dinit} \) defined as follows and \( T_\theta, C, GP \) given in Figure 6,

\[ \text{Dinit} \equiv q_1 := |0\rangle; q_2 := |0\rangle; q_c := |0\rangle; q_e := C[q_e]; q_c, q_2 := GP[q_c, q_2]. \]

The code transformation \( T_\theta \) in Figure 6 only acts non-trivially for unitary transformation statements that contain the parameter \( \theta \), that is, inserting a measurement statement (the blue part of rule (\ast) in Figure 6) before a parameterized unitary transformation \( \bar{q} := e^{-i\theta^\sigma[q]} \). This measurement statement corresponds to the EUL commands of our AD scheme in Figure 3.

\(^6\)The SWAP operator \( S \) on a space \( \mathcal{H} \otimes \mathcal{H} \) is defined as \( S(|a\rangle \otimes |b\rangle) = |b\rangle \otimes |a\rangle \) for any \( |a\rangle, |b\rangle \in \mathcal{H} \) that swaps the states of two systems.
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To establish the correctness of our code transformation, we develop the following lemma about finite-dimensional quantum programs in light of Example 4.6:

**Lemma 5.3.** Consider a quantum loop $P \equiv \textbf{while } \texttt{M[\bar{q}]} = 1 \textbf{ do } Q \textbf{ od}$. Assume that the state space $\mathcal{H}_P$ is finite-dimensional. We define superoperators $E_i : \mathcal{D}(\mathcal{H}_P) \to \mathcal{D}(\mathcal{H}_P)$ by $E_i(\rho) = M_i \rho M_i^\dagger$, $i = 0, 1$ and $E : \mathcal{D}(\mathcal{H}_P) \to \mathcal{D}(\mathcal{H}_P)$ by $E(\rho) = [Q](\rho)$. Then, for any $\varepsilon \in (0, 1)$, there exists $N = N_\varepsilon > 0$ such that $\forall n \in \mathbb{N}, \forall \rho \in \mathcal{D}(\mathcal{H}_P)$,

$$\text{tr}(E_0 \circ (E \circ E_1)^n(\rho)) \leq \varepsilon^{\frac{1}{N}} \text{tr}(\rho).$$

**Proof.** See Appendix D.1.

The above lemma ensures the probability that the finite-dimensional program runs out of the loop has an exponential decay on the number of loop iterations. This observation leads to an exponential decay of partial derivatives for corresponding occurrences of the parameter, which in turn guarantees the existence of the derivative and the validity of exchanging the order between the infinite summation and the derivation.

**Theorem 5.4 (Correctness of Code Transformation).** Given a parameterized quantum \textbf{while}-program $P(\theta)$ with parameter $\theta \in \mathbb{R}^k$ and finite-dimensional state space $\mathcal{H}_{P(\theta)}$, an observable $O$, and an input state $\rho$. Let $f(\theta)$ be the expectation function of $P(\theta)$ with respect to $\rho$ and $O$. Then, the partial derivative of $f$ with respect to $\theta$ is

$$\frac{\partial}{\partial \theta} f(\theta) = \text{tr} \left( (O_d \otimes O) \left[ \frac{\partial}{\partial \theta} (P(\theta)) \right] (\rho) \right),$$

(5.4)

the expectation function of $\frac{\partial}{\partial \theta} (P(\theta))$ with respect to $\theta$, observable $O_d \otimes O$ and input state $\rho$ with $O_d = \sum_{j=1}^{\infty} \frac{1}{\mu(j)} |j\rangle \langle j| \otimes |1\rangle \langle 1| \otimes Z$ is an observable on $\mathcal{H}_q \otimes \mathcal{H}_q \otimes \mathcal{H}_q$.

**Outline of the Proof.** We can take Figure 3 as an example to briefly illustrate the outline of the proof, while the full details are deferred to Appendix D.4.

1. Since our AD is performed by inserting commands, the execution branches of $P(\theta)$’s differential program in Figure 3(c) are the same as $P(\theta)$ in Figure 3(a). Thus, we consider each execution path of $P(\theta)$.

2. For a fixed execution path of $P(\theta)$, its derivative has the form $\partial_\theta f_k(\theta) \equiv \frac{1}{2^k \cdot \mu(k)} \sum_{j=1}^{\infty} (g_\theta)^{j-1} \circ (\partial_\theta g_\theta) \circ (g_\theta)^{k-j}$. The $\partial_\theta f_k(\theta)$ corresponds to perform $k$ times differentiation operations in different occurrences of $\theta$. For the same branch of the fixed execution path, $P(\theta)$’s differential program can also perform the same $k$ times differentiation operations with probability $\mu(1), \ldots, \mu(k)$. Then, $P(\theta)$’s differential program can produce $\partial_\theta f_k(\theta)$ by estimation of expectation.

3. Finally, one adds up all the $\partial_\theta f_k(\theta)$ that are produced by $P(\theta)$’s differential program with respect to $P(\theta)$’s execution paths: $\sum_{k=1}^{\infty} \partial_\theta f_k(\theta)$, and prove it is uniformly convergent, the main challenging of the proof that relies on the finite-dimensional condition, and equal to $f(\theta)$’s derivative.

\[ \square \]

**6 IMPLEMENTATION AND SAMPLE COMPLEXITY**

In this section, we discuss the implementation of our AD scheme and analyze its efficiency in terms of sample complexity, the number of required samples to estimate gradients.
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6.1 Implementation in a Hybrid Style

In the previous section, we have constructed the code transformation for AD in a pure quantum fashion so differential programs can be written in the same syntax as the original one. But this approach introduces three additional quantum variables on top of the original program, which requires additional quantum resources. Since the cost of quantum hardware implementation is still very high, to make our AD more practical, we need to find ways to reduce additional quantum resources. Fortunately, our construction $T_{	heta}$ in Figure 6 guarantees that no entanglement will be created between $q_1, q_2, q_c$ and other quantum variables in the differential program, which means that there is only classical correlation rather than quantum correlation (see Reference [?], Section VI. Bipartite Entanglement]) between $q_1, q_2, q_c$ and other quantum variables. Moreover, $q_c$ will always be in its basis states $\{|n\rangle : n \in \mathbb{Z}\}$ and $q_1, q_2$ are two qubit variables. Therefore, $q_1, q_2, q_c$ can be separated from the differential program and simulated efficiently by a classical computer. As a result, our AD can be implemented in languages that support both quantum and classical operations, which refers to hybrid quantum-classical programming.

There are a few candidates of high-level quantum programming languages that support hybrid quantum-classical programming with classical control flow, e.g., Microsoft’s Q# [62] and ETH Zürich’s Silq [13]. Since Q# provides a Python package qsharp that enables simulation of Q# programs from regular Python programs, we choose Python and Q# to implement a parser that transforms parameterized quantum programs from regular Python programs, we choose Python and Q# to implement a parser that transforms parameterized quantum while-programs (with a restricted set of unitaries) to Q# and implement AD to generate Q# codes for evaluating gradients.

Our current implementation supports parameterized Pauli rotations and controlled Pauli rotations as follows:

$$\left\{ R_{\Delta}(\theta) = e^{-i\frac{\theta}{2}X_q\otimes X_c}, e^{-i(\theta)(1)\otimes\Delta}, R_{\Delta\otimes\Delta}(\theta) = e^{-i\frac{\theta}{2}Y_q\otimes Y_c} : \Delta = X, Y, Z; \theta \in \theta \right\}. $$

The Pauli rotations and controlled Pauli rotations are internally replaced with their corresponding density operator form, e.g., unitary $e^{-i\frac{\theta}{2}X_q\otimes X_c}$ is replaced by $e^{-i(\theta)X_q\otimes X_c} = (X \otimes X + I)/4$, a density operator, then we can apply our technique of AD to it and get the derivative with a scale 2.

6.2 Variance and Sample Complexity

Our main theorem (Theorem 5.4) asserts that the desired partial derivative can be expressed by the expectation of observable $O_d \otimes O$ with respect to state $\left[ \frac{\partial}{\partial \theta} \langle P(\theta) \rangle \right] (\rho)$, which we denote $\langle O_d \otimes O \rangle$ for simplicity. We denote the sample complexity as the number of repetitions to estimate $\langle O_d \otimes O \rangle$ to a given precision $\delta$. To estimate the sample complexity, we consider the variance of observable $O_d \otimes O$: $\text{Var}(O_d \otimes O) = \langle (O_d \otimes O - \langle O_d \otimes O \rangle)^2 \rangle = \langle O_d^2 \otimes O^2 \rangle - \langle O_d \otimes O \rangle^2$.

Inspired by the “Occurrence Count for $\theta$” in Reference [77], we introduce two technical notions, i.e., the “Running Count for $\theta$” in program $P(\theta)$, denoted $RC_{\theta}(P(\theta))$, as the number of occurrences of $\theta$ in $P(\theta)$, and the “Loop Count” in $P(\theta)$, denoted $LC(P(\theta))$, as the number of while-loop statements in $P(\theta)$, for upper bounding $\langle O_d^2 \otimes O^2 \rangle$. For formal definitions of $RC_{\theta}(P(\theta))$ and $LC(P(\theta))$, please refer to Appendix A. We also need a terminating condition of parameterized programs to upper bound $\langle O_d^2 \otimes O^2 \rangle$.

Definition 6.1 (Almost Sure Termination [73]). A parameterized quantum while-program $P(\theta)$ terminates almost surely at $\theta$ if $\text{tr}([P(\theta)] (\rho)) = \text{tr}(\rho)$ for any $\rho \in \mathcal{D}(\mathcal{H}_{P(\theta)})$.

Theorem 6.2. In the same setting as in Theorem 5.4 and distribution $\mu : \mathbb{Z}_+ \rightarrow [0, 1]$ satisfies converging-rate condition, if all the while-statements (subprograms) in $P(\theta)$ terminate almost surely,
then \( \langle O_d^2 \otimes O^2 \rangle \) is bounded. Additionally, if the distribution \( \mu : \mathbb{Z}_+ \to [0, 1] \) satisfies
\[
\mu(n) \propto \frac{1}{n \ln^{1+s}(n + e)} \quad \text{with constant } s \in (0, 1],
\]
then we have
\[
\langle O_d^2 \otimes O^2 \rangle \in O \left( M_1^2 \ln^{1+s}(M_1 + e) + M_1^{2+s} M_2^{2+s} C(M_2) \right)
\]
with \( M_1 = RC_\theta(P(\theta)), M_2 = LC(P(\theta)) \), and \( C(M_2) \) is a non-zero function of \( M_2 \).

**Proof.** See Appendix A. \( \square \)

**Comparison with Zhu et al.** [77]. In the case of no unbounded loops in Reference [77], we have \( M_2 = 0 \) and the bound given in Theorem 6.2 becomes \( O(M_1^2 \ln^{1+s}(M_1 + e)) \), which implies the sample complexity \( O(M_1^2 \ln^{1+s}(M_1 + e)/\delta^2) \) by Chebyshev’s Inequality. This is comparable to the sample complexity \( O(m^2/\delta^2) \) estimated in Reference [77], where \( m \approx RC_\theta(P(\theta)) = M_1 \), as all of the loops considered there are bounded and thus can be unfolded to nested conditional statements.

**Empirical Estimation of the Sample Bound.** The bound in Theorem 6.2 could, however, be loose in practice, which would cost unnecessary samples. To resolve this issue, we develop an empirical estimation of the sample bound, which usually leads to tighter bounds in our case studies.

Our key idea is that one can empirically estimate \( \langle O_d^2 \otimes O^2 \rangle \) by sampling as we did for \( \langle O_d \otimes O \rangle \) to get a better empirical bound than analytical ones. To that end, one can apply a similar technique in Theorem 6.2 to bound \( \langle O_d^4 \otimes O^4 \rangle \) and hence the number of samples required to estimate \( \langle O_d^2 \otimes O^2 \rangle \). However, at this time, we can tolerate a much larger additive error \( \delta \), since \( \langle O_d^2 \otimes O^2 \rangle \) could be large itself, which makes \( 1/\delta^2 \) in Chebyshev’s Inequality scale nicely.

### 7 CASE STUDIES

In this section, we present the case studies to demonstrate the feasibility of our framework, including parameterized amplitude amplification, quantum walk-based search algorithm, and repeat-until-success unitary implementation. The chosen case studies, all of which contain unbounded quantum loops, are non-trivial and realistic examples from quantum literature. We do not choose typical variational algorithms, e.g., QAOA [22], VQE [54], or some variants studied in the previous work of differentiable quantum programming [77], since they do not contain unbounded loops. Similarly, because there is no realistic example yet of nested loops, as existing quantum algorithms are far less than classical, we do not artificially construct experiments for nested loops. However, our proposed commutator-form rule provides a more concise form than the parameter-shift rule for general Hamiltonian (e.g., Hamiltonian in QAOA [32]) and our inductively defined code transformation can handle nested loops.

**Experiment Workflow.** For experiments, our framework provides a unified principled way to identify suitable parameters of parameterized quantum while-programs automatically as follows:

**Given:** A parameterized quantum while-program \( P(\theta), \theta \in \mathbb{R}^k, k \geq 1 \), a quantum state \( \rho \) as program’s input, and an observable \( O \) defined on \( \mathcal{H}_{P(\theta)} \).

**Workflow:**

1. Use the implemented parser in Section 6.1 to convert the program \( P(\theta) \) to \( Q# \) functions that can sample the value and the partial derivatives of expectation function \( f(\theta) = \text{tr}(O [P(\theta)] (\rho)) \), which is the objective function to optimize.
2. Use the empirical estimation of the sample bound developed in Section 6.2 to estimate the number of samples needed for sampling the partial derivatives of \( f(\theta) \).
(3) Use a gradient-based optimizer (in our experiments, we choose Adam optimizer \[37\], as it is widely used; some other optimizers are also suitable, e.g., AdamW \[45\]) to maximize/minimize \(f(\theta)\), where the initial value of parameters \(\theta_0\) is usually randomly given and the gradient of \(f(\theta)\) is estimated by the Q# functions (all run on the simulator provided by Q#) in (1) with the number of samples estimated in (2).

In all experiments, the distribution \(\mu\) in code transformation for AD is chosen as the distribution in Equation (6.1) with \(s = 0.25\). Our experiments are performed on a desktop computer with Intel(R) Core(TM) i7-9700 CPU @ 3.00 GHz \(\times\) 8 Processors and 16 GB RAM.

### 7.1 Parameterized Amplitude Amplification

**Amplitude amplification (AA)\[15\]** is a generalization of Grover’s quantum search algorithm \[29\]. It employs an oracle unitary \(A\), where \(A|0\rangle = \sum_x \alpha_x |x\rangle\) (i.e., a superposition of all elements of a finite set), as well as the inverse \(A^\dagger\) of \(A\). Suppose the probability of obtaining target elements is \(p\) when performing measurement \(\{M_x = |x\rangle\langle x|\}\) on state \(A|0\rangle\). AA can find a target element by using \(O(1/\sqrt{p})\) calls of \(A\) and \(A^\dagger\).

An AA algorithm needs to run a specific number of a rotation operator without any intermediate measurement. Otherwise, the quantum speedup of oracle calls over classical algorithms may be lost. A novel idea, called the critically damped quantum search \[50\], challenged this phenomenon. It implemented a while-loop variant of Grover’s algorithm with a damping value, which has a critical value that divides between the quantum \(O(1/\sqrt{p})\) and classical \(O(1/p)\) search regimes. This critically damped quantum search can also be elegantly reformulated in a general framework that uses the while-loop primitive with a notion of \(\kappa\)-measurement \[4\]. With this framework for while-loop, the key issue is to find an appropriate value of \(\kappa\) to achieve the quantum speedup.

As the first case study, we show that our framework can be used to obtain a better parameter in the example of parameterized AA as in Figure 1 to not only obtain quantum speedup but also make fewer oracle calls than those given in the existing literature \[4, 50\] analytically by hand.

**Parameterized AA Program.** Consider the parameterized AA in a single-qubit system. Given \(p \in (0, 1)\), suppose we have a single qubit unitary \(A\) such that \(A|0\rangle = \sqrt{1-p}|0\rangle + \sqrt{p}|1\rangle\), and its inverse \(A^\dagger\). State \(|1\rangle\) is our target state. The details of parameterized AA program are listed in Figure 7, where we put the overview of parameterized AA and its instance \(P_1(\theta)\) used in this experiment together.

In Figure 7(b), \(q, r\) are qubit variables, measurement \(M = \{M_0 = |1\rangle\langle 1|, M_1 = |0\rangle\langle 0|\}\), and \(\sigma_{|1\rangle\langle 1|} \otimes Y = (|1\rangle\langle 1| \otimes Y + I \otimes I)/4\). The variable \(r\) together with the unitary \(e^{-i\theta \sigma_{|1\rangle\langle 1|} \otimes Y}\) and measurement \(M\) forms a \(\kappa\)-measurement in Reference \[4\]. To count the calls of \(A\) and \(A^\dagger\) (the running number of loops), we introduce a block of “count loops” that does not affect the behavior of parameterized AA, where \(t\) is a quantum variable in the space \(\mathcal{H}_p = \text{span}([|0\rangle, \ldots, |4\rangle]/\sqrt{p})\), unitary
In (2), samples’ number: 5.

Chebyshev’s Inequality. Please refer to details in Appendix.

The smaller $\langle 4O_1 \rangle$, the better query complexity.

\[ N = \sum_{n=0}^{4\lfloor 1/\sqrt{p} \rfloor} |n + 1\rangle \langle n| + |0\rangle \langle 4\lfloor 1/\sqrt{p} \rfloor|, \]
and measurement $M' = \{M'_n = \sum_{n=0}^{4\lfloor 1/\sqrt{p} \rfloor} |n\rangle \langle n|, M'_n = I - M'_n\}$. With the conditional statement of measurement $M'$, the variable $t$ will remain unchanged once it reaches the state $|4\lfloor 1/\sqrt{p} \rfloor\rangle$.

The program’s input can be arbitrary, since there are variables’ initialization in Figure 7(b). The observable we choose is $O_1 = \frac{\sqrt{p}}{\sqrt{3}} \sum_{n=1}^{4\lfloor 1/\sqrt{p} \rfloor} n|n\rangle \langle n|$, which expresses the running number of loop iterations and represents the total oracle calls.\(^7\) The scale $\sqrt{p}/4$ is used to normalize the output of $O_1$. We expect the oracle calls to be as few as possible, thus our target is to identify $\theta$ so the expectation of the running time ($O_1$) of parameterized AA in Figure 7(b) is minimized.

We summarize below the needed configuration in the experiment workflow.

**Given:** Parameterized AA program $P_1(\theta)$, arbitrary input state $\rho$, and observable $O_1$.

**Workflow:** In (2), samples’ number: 5/$\sqrt{p} \times 10^3$. In (3), Adam’s setting: $\beta_1 = 0.9, \beta_2 = 0.999, \alpha = 0.1$; initial parameter: $\theta = 4 \arccos((1 - 2\sqrt{p(1-p)})/(1 + 2\sqrt{p(1-p)})$ (analytical but sub-optimal value from Reference [50]); Goal: minimize the expectation function of observable $O_1$.

For the number of samples, a numerical calculation based on a finer version of Theorem 6.2 provides 799.72 as the bound of $\langle O_2^d \otimes O_1^d \rangle$ with $p = 1/100$. However, applying our empirical estimation, the actual value of $\langle O_2^d \otimes O_1^d \rangle$ would be bounded by 44.26 when $p = 1/100$, which leads to the current 5/$\sqrt{p} \times 10^3$ bound (= 5 $\times 10^4$ when $p = 1/100$) with additive error $\delta = 0.1$ by Chebyshev’s Inequality. Please refer to details in Appendix C.

**Results.** We choose $p = 1/10^2, 1/15^2, \ldots, 1/30^2$ to run this experiment. In Table 3, we list the value of $\langle 4O_1 \rangle = 4\langle O_1 \rangle$, which expresses the (approximate) ratio of the number of loops to 1/$\sqrt{p}$, that we find in this experiment (see the column “Ours”), as well as those in previous works [4] (see the column “B”), and Reference [50] (see the column “C”) for the probability $p$ specified in each row. For each $p$, a better result (both smaller $\langle 4O_1 \rangle$ and smaller variance $\text{Var}(4O_1)$) that implies less fluctuation around the expectation) is found by our experiment. Recall that both B and C results are based on analytical forms developed by domain experts.

Since our goal is to minimize the expectation of $O_1$, we find that the experimental results confirm our framework’s feasibility and validate the experiment workflow for automatically getting suitable parameters.

### 7.2 Quantum Walk with Parameterized Shift Operator

**Quantum walk (QW) algorithms** [2, 17, 64, 70], which share some similarities with Grover’s algorithm, are vibrant in the area of quantum algorithms. In the context of the grid search, Benioff\(^7\)This is only an approximation of the total running time, since the state of $t$ will always be $|4\lfloor 1/\sqrt{p} \rfloor\rangle$ after $4\lfloor 1/\sqrt{p} \rfloor$ loop iterations. But this does not matter, because the running number of loop iterations is concentrated below 1/$\sqrt{p}$.

\(^7\)This is only an approximation of the total running time, since the state of $t$ will always be $|4\lfloor 1/\sqrt{p} \rfloor\rangle$ after $4\lfloor 1/\sqrt{p} \rfloor$ loop iterations. But this does not matter, because the running number of loop iterations is concentrated below 1/$\sqrt{p}$.
[11] observed that the standard Grover’s search algorithm needs $\Omega(N)$ steps to find a marked vertex in an $\sqrt{N} \times \sqrt{N}$ grid. Quantum walk with a natural (“moving”) shift operator $S_m$, which keeps the direction (also called the coin) after every move, also takes at least $\Omega(N)$ steps to find a marked vertex in this grid [3].

$$S_f : |\leftarrow, x, y \rangle \rightarrow |\rightarrow, x - 1, y \rangle \quad S_m : |\leftarrow, x, y \rangle \rightarrow |\leftarrow, x - 1, y \rangle$$

$$|\rightarrow, x, y \rangle \rightarrow |\leftarrow, x + 1, y \rangle \quad |\rightarrow, x, y \rangle \rightarrow |\rightarrow, x + 1, y \rangle$$

$$|\uparrow, x, y \rangle \rightarrow |\downarrow, x, y + 1 \rangle \quad |\uparrow, x, y \rangle \rightarrow |\uparrow, x, y + 1 \rangle$$

$$|\downarrow, x, y \rangle \rightarrow |\uparrow, x, y - 1 \rangle \quad |\downarrow, x, y \rangle \rightarrow |\downarrow, x, y - 1 \rangle$$

They resolved this issue by introducing another shift operator $S_f$, which can be interpreted as changing direction after every move, and the quantum walk associated with $S_f$ takes $O(\sqrt{N} \log N)$ steps to find a marked vertex in this grid.

We can see that designing a shift operator, the direction (coin) transformation, is important for the performance of the quantum walk. It motivates us to parameterize the shift operator and use our framework to determine a good shift operator.

**Parameterized QW Program.** The quantum walk search algorithm in Reference [3] first initializes the coin variable and position variable in the uniform superposition and applies the marked quantum walk operator for several times (here, we apply it twice), then measure the position variable to check if the measured vertex is the marked one. We parameterize the shift operator and write it as follows:

$$P_2(\theta_1, \theta_2) \equiv t := |0\rangle;$$

$$\textbf{while} \ M[q_x, q_y] = 1 \ \textbf{do}$$

$$c_x := |0\rangle; c_y := |0\rangle; q_x := |0\rangle; q_y := |0\rangle;$$

$$c_x := H[c_x]; c_y := H[c_y]; q_x, q_y := \tilde{H}[q_x, q_y];$$

$$c_x, c_y, q_x, q_y := C[c_x, c_y, q_x, q_y]; c_x, c_y, q_x, q_y := S(\theta_1, \theta_2)[c_x, c_y, q_x, q_y];$$

$$c_x, c_y, q_x, q_y := C[c_x, c_y, q_x, q_y]; c_x, c_y, q_x, q_y := S(\theta_1, \theta_2)[c_x, c_y, q_x, q_y];$$

$$\textbf{if} \ (M'[t] = 0 \rightarrow A[t] \quad \square = 1 \rightarrow \textbf{skip}) \ \textbf{fi \ od},$$

where $c_x$ and $c_y$ are two qubit variables for coin, indicating the directions $\leftarrow, \Rightarrow$ and $\uparrow, \downarrow$, respectively. $q_x, q_y$ are two variables with space $\mathcal{H}_{\sqrt{N}} = \{|0\rangle, \ldots, \sqrt{N} - 1\rangle\}$, indicating the position. The variable $t$ is a variable with space $\mathcal{H}_{\sqrt{N}}$ for counting the running times of loops. $\tilde{H}$ is a Hadamard-like unitary to create uniform superposition on $q_x, q_y$, which is composed by local operations that only allow transition on adjacent position, e.g., $|x, y\rangle$ and $|x - 1 \text{ mod } \sqrt{N}, y\rangle$. $C$ is the marking coin operator in Reference [3] and $S(\theta_1, \theta_2) = e^{-i\theta_1|+\rangle\langle+|}e^{-i\theta_2|+\rangle\langle+|}S_m$ is the parameterized shift operator, which can be implemented by a subprogram as follows:

$$c_x, c_y, q_x, q_y := S_m[c_x, c_y, q_x, q_y]; c_x := e^{-i\theta_1|+\rangle\langle+|}[c_x]; c_y := e^{-i\theta_2|+\rangle\langle+|}[c_y].$$

In particular, we have $S(0, 0) = S_m$ and $S(\pi, \pi) = S_f$. $A = \sum_{n=0}^{N-1} |n⟩⟨n| + |0⟩⟨0|/\sqrt{N}$ adds $t$ by 1 in every loop and measurement $M'$ checks the value of $t$ by $M' = \{M'_0 = \sum_{n=0}^{N-1} |n⟩⟨n|, M'_1 = I - M'_0\}$. In this experiment, we choose $N = 16$, and the grid is $(i, j) : 0 \leq i, j \leq 3$. The loop measurement $M$ is $\{M_0 = |3\rangle q_x \langle 3| \otimes |3\rangle q_y \langle 3|, M_1 = I - M_0\}$ with $(3, 3)$ being the marked vertex for convenience. The input state can be arbitrary, since all variables in $P_2(\theta_1, \theta_2)$ will be initialized. The observable we choose is $O_2 = 1/\sqrt{N} \sum_{n=1}^{N} n|n⟩⟨n|$, which expresses the running number of loop.
Fig. 8. MSE distance with respect to the iteration steps in optimizing $P_2(\theta_1, \theta_2)$. Differently colored lines represent 21 experiments with randomly initialized parameters $(\theta_1, \theta_2)$.

Fig. 9. RUS design circuit to implement unitary $V$ [14].

iterations as the $O_1$ in Section 7.1. Our target is to identify shift operator $S(\theta_1^*, \theta_2^*)$ that minimizes the expectation function of observable $O_2$ with $P_2(\theta_1, \theta_2)$.

We summarize below the needed configuration in the experiment workflow.

**Given:** Parameterized QW program $P_2(\theta_1, \theta_2)$, arbitrary input state $\rho$, and observable $O_2$.

**Workflow:** In (2), samples’ number: $2 \times 10^4$ empirically chosen with details in Appendix C. In (3), Adam’s setting: $\beta_1 = 0.9, \beta_2 = 0.999, \alpha = 0.1$; initial parameter: $\theta_1, \theta_2$ are randomly initialized in $2\pi \times [0.1, 0.9]$ to avoid certain extreme cases when $(\theta_1, \theta_2)$ is close to $(0, 0)$; Goal: **minimize** the expectation function of observable $O_2$.

**Results.** During the optimizing process, we recorded the **Mean-Squared-Error (MSE)** distance$^8$ of parameters $(\theta_1, \theta_2)$ from $(\pi, \pi)$, which is shown in Figure 8. Each colored line in Figure 8 represents an independent optimization with different initial parameters. In particular, the initial parameters of the red line in Figure 8 are manually set to $(0.2\pi, 0.2\pi)$ to be far away from $(\pi, \pi)$. All independent training optimizing threads converge to the shift operator $S(\pi, \pi) = S_f$ after 60 steps, which recovers the operator $S_f$ by human design [3], automatically in our experiment.

### 7.3 Repeat-until-success Unitary Implementation

In this subsection, we demonstrate that our framework can learn realizable instances of repeat-until-success (RUS) circuits. RUS depicts a design pattern, repeating an operation until getting the desired result, which has been widely used in quantum circuit design [14, 43, 53, 67]. A general layout of RUS circuits [14] is shown in Figure 9, where the dashed part is always applied if the measurement outcome is undesirable. Notice that $W_j$ in Figure 9 is designed to restore the state of the system to $|0\rangle|\psi\rangle$ based on the measurement outcome, as only one copy of $|\psi\rangle$ is provided. The RUS circuits have been shown to achieve a better (expected) depth over ancilla-free techniques for single-qubit unitary decomposition [14, 53].

**Parameterized RUS Program.** Consider the program:

$$P_3(\theta_1, \theta_2, \theta_3) \equiv r := |0\rangle; q, r := U[q, r];$$

$$\text{while } M[r] = 1 \text{ do } q := W(\theta_1, \theta_2, \theta_3)[q]; r := |0\rangle; q, r := U[q, r]; \text{ od,}$$

$^8$MSE distance between $(\theta_1, \theta_2)$ and $(\pi, \pi)$ is $\frac{1}{2}((\theta_1 - \pi)^2 + (\theta_2 - \pi)^2)$.
where $q$ is a qubit variable and $r$ is an ancilla qubit variable, measurement $M = \{M_0 = |0\rangle_\rho \langle 0|, M_1 = |1\rangle_\rho \langle 1|\}$. We are provided with a unitary $U$ that will induce the desired operation on $q$ if the outcome of performing measurement $M$ after execution of $r := |0\rangle; q, r := U[q, r]$ is 0, otherwise, we need a recovery operation $W(\theta_1, \theta_2, \theta_3) = e^{-i\theta_1|0\rangle_\psi \langle q|0\rangle} e^{-i\theta_2|+\rangle_\psi \langle q|+\rangle} e^{-i\theta_3|0\rangle_\psi \langle q|0\rangle}$, a fully parameterized single-qubit unitary ($Z$-$X$ decomposition in Reference [52]) that can be implemented by a subprogram as follows,

$$q := e^{-i\theta_1|0\rangle_\psi \langle q|0\rangle}[q]; q := e^{-i\theta_2|+\rangle_\psi \langle q|+\rangle}[q]; q := e^{-i\theta_3|0\rangle_\psi \langle q|0\rangle}[q],$$

which restores the state of $q$ and repeat the whole process until obtaining the outcome 0.

In this experiment, the unitary $U$ in program $P_3(\theta_1, \theta_2, \theta_3)$ is chosen as $(|0\rangle_\rho \langle 0| \otimes V_1 + |1\rangle_\rho \langle 1| \otimes V_2)(H \otimes I)$ with randomly generated single-qubit unitaries $V_1$ and $V_2$. Our target is to identify suitable parameters $\theta_1^*, \theta_2^*, \theta_3^*$ such that program $P_3(\theta_1^*, \theta_2^*, \theta_3^*)$ acts as the same as the unitary $V_1$ for an information-complete basis

$$\{\langle \psi_1 \rangle = |0\rangle, \langle \psi_2 \rangle = |1\rangle, \langle \psi_3 \rangle = |+\rangle = (|0\rangle + |1\rangle)/\sqrt{2}, \langle \psi_4 \rangle = |Y_+ \rangle = (|0\rangle + i|1\rangle)/\sqrt{2}\}
$$

of variable $q$. That is, for any $1 \leq j \leq 4$, $\left[\frac{\langle \psi_j \rangle}{\langle \psi_j \rangle} \right] \left[\frac{P_3(\theta_1^*, \theta_2^*, \theta_3^*)}{P_3(\theta_1^*, \theta_2^*, \theta_3^*)} \right] = 1$. Therefore, we choose four pairs of input states and observable $(\rho_j = |\psi_j\rangle_\psi \langle \psi_j|, O_{3,j} = V_1|\psi_j\rangle_\psi \langle \psi_j|V_1^\dagger), 1 \leq j \leq 4$ and denote the expectation function of program $P_3(\theta_1, \theta_2, \theta_3)$ with respect to input state $\rho_j$ and observable $O_{3,j}$ as $f_j(\theta_1, \theta_2, \theta_3)$ for $1 \leq j \leq 4$. To optimize the four functions $f_j, 1 \leq j \leq 4$ simultaneously close to 1, we introduce a MSE loss function $l(\theta_1, \theta_2, \theta_3) = \frac{1}{4} \sum_{j=1}^4 (f_j(\theta_1, \theta_2, \theta_3) - 1)^2$ to be minimized in the experiment workflow.

We summarize below the needed configuration in the experiment workflow.

**Given:** Parameterized RUS program $P_3(\theta_1, \theta_2, \theta_3)$ and four pairs of input state and observable $(\rho_j, O_{3,j}), 1 \leq j \leq 4$.

**Workflow:** In (2), samples’ number: $4.7 \times 10^4$ empirically chosen with details in Appendix C. In (3), Adam’s setting: $\beta_1 = 0.9, \beta_2 = 0.999, \alpha = 0.2$; initial parameter: $\theta_1, \theta_2$ are randomly initialized; goal: *minimize* the MSE loss function $l(\theta_1, \theta_2, \theta_3)$.

**Results.** We did 10 independent optimizations. In each optimization, $V_1$ and $V_2$ are randomly generated. With the iteration steps less than 60, the MSE loss $l$ can be reduced to 0.0001, which implies $f_j$ is greater than 0.98 for all $j$. Because $\{|\psi_j\rangle_\psi \langle \psi_j|\}_{j=1}$ forms a complete basis of $D(H_q)$, we can conclude that the program $P_3$ produces an approximate operation of $V_1$ that we want in each optimization. Therefore, the experimental result confirms our framework’s feasibility and validates the experiment workflow for automatically getting suitable parameters.

## 8 CONCLUSION

In this article, we have studied the AD of quantum programs with unbounded loops. We find a sufficient condition—finite-dimensional state spaces—for quantum programs’ differentiability. This sufficient condition is reasonable and terse in practical applications. Under this condition, we build a source-level code transformation with correctness proof to achieve AD for quantum programs. For the effectiveness of our approach, we give a result of sample complexity that is comparable to previous work of bounded loops. We also implement our AD and demonstrate the feasibility of our AD by three examples: parameterized amplitude amplification, quantum walk-based search algorithm, and repeat-until-success unitary implementation.

Our research enables the automatic optimization of complex quantum programs without requiring manual derivation. We hope that it will provide a deeper understanding of differentiable quantum programming, provide a theoretical basis for the development of quantum machine learning.
software frameworks, and expect to use it to discover new quantum algorithms, especially with unbounded loops.

APPENDICES

A PRACTICAL VARIANCE BOUND FOR DIFFERENTIAL PROGRAMS

In this section, we give fine bounds of $\langle O_d^2 \otimes O^2 \rangle$ and $\langle O_4^4 \otimes O^2 \rangle$ that are used in our case studies for estimating the number of samples. Before that, we give the formal definitions of the two previous notions, $RC_\theta(P(\theta))$ and $LC(P(\theta))$.

Definition A.1. The “Running Count for $\theta$” in $P(\theta)$, denoted $RC_\theta(P(\theta))$, is defined inductively on the program structure:

- $RC_\theta(P(\theta)) = 0$ for $P(\theta) \equiv \text{skip}$, $q := |0\rangle$ or $q := U[q]$.
- If $P(\theta) \equiv q := e^{-i\theta^\sigma}[\bar{q}]$, then $RC_\theta(P(\theta)) = 1$ when $\theta$ is $\theta$; otherwise, $RC_\theta(P(\theta)) = 0$.
- If $P(\theta) \equiv P_1(\theta); P_2(\theta)$, then $RC_\theta(P(\theta)) = RC_\theta(P_1(\theta)) + RC_\theta(P_2(\theta))$.
- If $P(\theta) \equiv$ if $(\Box m \cdot M[\bar{q}] = m \rightarrow P_m(\theta))$ fi, then $RC_\theta(P(\theta)) = \max_m RC_\theta(P_m(\theta))$.
- If $P(\theta) \equiv$ while $M[\bar{q}] = 1$ do $Q(\theta)$ od, then $RC_\theta(P(\theta)) = RC_\theta(Q(\theta))$.

Definition A.2. The “Loop Count” in $P(\theta)$, denoted $LC(P(\theta))$, is defined by induction on the program structure as follows:

- $LC(P(\theta)) = 0$ for $P(\theta) \equiv \text{skip}$, $q := |0\rangle$, $\bar{q} := U[q]$ or $\bar{q} := e^{-i\theta^\sigma}[\bar{q}]$.
- If $P(\theta) \equiv P_1(\theta); P_2(\theta)$, then $LC(P(\theta)) = LC(P_1(\theta)) + LC(P_2(\theta))$.
- If $P(\theta) \equiv$ if $(\Box m \cdot M[\bar{q}] = m \rightarrow P_m(\theta))$ fi, then $LC(P(\theta)) = \sum_m LC(P_m(\theta))$.
- If $P(\theta) \equiv$ while $M[\bar{q}] = 1$ do $Q(\theta)$ od, then $LC(P(\theta)) = LC(Q(\theta)) + 1$.

Theorem A.3. In the same setting as in Theorem 5.4, for a fixed $\theta$, if all the while-statements (subprograms) in $P(\theta)$ terminate almost surely, then the expectation of $O_d^2 \otimes O^2$:

$$\langle O_d^2 \otimes O^2 \rangle = \text{tr} \left( O_d^2 \otimes O^2 \left[ \frac{\partial}{\partial \theta} (P(\theta)) \right] (\rho) \right)$$

is upper-bounded by

$$M^2 \left( 4S(M_1) + \sum_{k=1}^{\infty} \left( (M_2 + (k - 1)(k^{M_2 - 1} - 1)) S ((k + 1)^{M_2} M_1 - 1) \left( 2 e^{\frac{k M_2}{\mu}} + 2 e^{\frac{k M_2}{\mu} - 1} \right) \right) \right),$$

where

- $M$ is the largest eigenvalue of $|O|$;
- $M_1 = RC_\theta(P(\theta))$, $M_2 = LC(P(\theta))$;
- $\mu$ is the distribution we adopted in code transformation rules and satisfies converging-rate condition;
- $S(n) = \sum_{j=1}^{n} 1/\mu(j)$ for every $n \geq 1$; $(x)_+ = \max\{0, x\}$;
- $\epsilon \in (0, 1)$ and $N_{\epsilon}$ is the largest number of $N$ in Lemma 5.3 that is applied to all $M_2$ loop statements in $P(\theta)$.

Proof. See Appendix D.5.

The converging-rate condition ensures

$$\lim_{n \to \infty} \sqrt[n]{S(n)} = 1.$$
Thus, the infinite summation terms in Equation (A.1) have exponential damping factor $e^{\frac{k}{N_\varepsilon}} < 1$, then the summation is convergent. To give a clear sense of this bound, we can derive a corollary when we use the distribution mentioned in Equation (6.1).

**Corollary A.4.** In the same setting as in Theorem A.3, let the distribution $\mu$ be

$$
\mu(j) = \frac{1}{c(s) j \ln(j + e)},
$$

where $c(s) = \sum_{j=1}^{\infty} 1/(j) / \ln(j + e) < \infty, s \in (0, 1]$. We have the expectation of $O_d^2 \otimes O^2$ is upper-bounded by

$$
M^2 \left( 4T(M_1) + \sum_{k=1}^{\infty} (M_2 + (k - 1)(k^{M_2-1} - 1)_+) T((k + 1)^{M_2} M_1 - 1) \left(2e^{\frac{k-1}{N_\varepsilon} j} + 2e^{\frac{k-1}{N_\varepsilon} j-1}\right) \right),
$$

(A.2)

where $T(n) = \frac{c(s)}{2} x^2 \ln(x + e)$ is an upper bound of $S(n)$ by integral.

With $T(n)$ substituted, Corollary A.4 implies

$$
\langle O_d^2 \otimes O^2 \rangle \leq 2M^2 c(s) \left( M_2^2 \ln^2(M_1 + e) + M_2^{3+s} M_2^{3+s} \sum_{k=1}^{\infty} (k + 1)^{3M_2+1} e^{\frac{k-1}{N_\varepsilon} - 2} \right).
$$

The infinite summation $\sum_{k=1}^{\infty} (k + 1)^{3M_2+1} e^{\frac{k-1}{N_\varepsilon} - 2}$ is related to Eulerian polynomials [6] and can be easily bounded by

$$
\frac{(3M_2 + 1)!}{\varepsilon^{2+\frac{1}{N_\varepsilon}} (1 - \varepsilon^{\frac{1}{N_\varepsilon}})^{3M_2+2}}.
$$

Thus, we get the bound for $\langle O_d^2 \otimes O^2 \rangle$ that implies Theorem 6.2:

$$
2M^2 c(s) \left( M_2^2 \ln^2(M_1 + e) + \frac{M_2^{3+s} M_2^{3+s} ((3M_2 + 1)!)}{\varepsilon^{2+\frac{1}{N_\varepsilon}} (1 - \varepsilon^{\frac{1}{N_\varepsilon}})^{3M_2+2}} \right).
$$

For bound of $\langle O_d^4 \otimes O^4 \rangle$, we have a theorem similar to Theorem A.3.

**Theorem A.5.** In the same setting as in Theorem 5.4, for a fixed $\theta$, if all the while-statements (subprograms) in $P(\theta)$ terminate almost surely, then the expectation of $O_d^4 \otimes O^4$:

$$
\langle O_d^4 \otimes O^4 \rangle = \text{tr} \left( O_d^4 \otimes O^4 \left[ \frac{\partial}{\partial \theta} (P(\theta)) \right] (\rho) \right)
$$

is upper-bounded by

$$
4M^2 \left( 4S'(M_1) + \sum_{k=1}^{\infty} (M_2 + (k - 1)(k^{M_2-1} - 1)_+) S'((k + 1)^{M_2} M_1 - 1) \left(2e^{\frac{k-1}{N_\varepsilon} j} + 2e^{\frac{k-1}{N_\varepsilon} j-1}\right) \right),
$$

(A.3)

where

- $M$ is the largest eigenvalue of $|O|$;
- $M_1 = RC_\theta(P(\theta)), M_2 = LC(P(\theta))$;
- $\mu$ is the distribution we adopted in code transformation rules and satisfies converging-rate condition;
- $S'(n) \equiv \sum_{j=1}^{n} 1/\mu^3(j)$ for every $n \geq 1$; $(x)_+ \equiv \text{max}(0, x)$;
Let us consider a simple example: the expectation function
\[ f(\theta) = \text{tr}(O e^{-i\theta X} \rho e^{i\theta X}) \].
We can check that
\[ \frac{d}{d\theta} f(\theta) = f\left(\theta + \frac{\pi}{4}\right) - f\left(\theta - \frac{\pi}{4}\right). \]

More generally, if the Hamiltonian $H$ has only two eigenvalues $\pm r$, $r > 0$ and
\[ f(\theta) = \text{tr}(O e^{-i\theta H} \rho e^{i\theta H}), \]
then
\[ \frac{d}{d\theta} f(\theta) = r \left( f\left(\theta + \frac{\pi}{4r}\right) - f\left(\theta - \frac{\pi}{4r}\right) \right). \]

Although this form looks like a finite difference, it does express the exact derivative of $f$ rather than an approximate value. Therefore, the derivative can be obtained by shifting a single gate parameter. It is worth mentioning that the same differentiation was effectively achieved in Reference [77] using one extra ancilla as the control qubit to create a superposition of two quantum circuits.

The parameter-shift rule can be used as an alternative to the commutator form rule in the DSOP part of Figure 3. Furthermore, we can construct code transformation rules for AD
Differentiable Quantum Programming with Unbounded Loops

Fig. 10. Code transformation rules for $T_{\theta}$, where $M_{q_1, q_2} = \{M_0 = \langle 00 \rangle | 00 \rangle, M_1 = \langle 01 \rangle | 01 \rangle, M_2 = \langle 10 \rangle | 10 \rangle + \langle 11 \rangle | 11 \rangle\}$. $C = \sum_{j=0}^{\infty} | j \rangle \langle j |$ is the right-translation operator, $GP = \sum_{j=1}^{\infty} | j \rangle \langle j | \otimes R_y(2 \arcsin(\sqrt{b_j}))$ and $b_j = \mu(j)/(1 - \sum_{k=1}^{j-1} \mu(j))$.

based on the parameter-shift rule, as we did based on the commutator form rule in the main body.

**AD by Code Transformations.** We only considered the parameterized forms used by Reference [77]. That is, our parameterized unitary $U(\theta)$ is chosen from Pauli rotations $\{R_{\sigma}(\theta) = e^{-i \theta \sigma}, R_{\sigma \otimes \sigma}(\theta) = e^{-i \theta \sigma \otimes \sigma} : \sigma = X, Y, Z; \theta \in \Theta\}$. (B.1)

We construct a code transformation operation $T_{\theta}$ in Figure 10, where

$$C_{\ldots} U(\theta) = |0\rangle_A |0\rangle \otimes U(0) + |1\rangle_A |1\rangle \otimes U(\pi)$$

(see Reference [77] for more detail of the definition of $C_{\ldots} U$), with $U(\theta)$ being in the form of Pauli rotations and $A$ an ancilla quantum variable. Then, we have the following theorem:

**Theorem B.1.** Given a quantum program $P(\theta)$ that is parameterized by Pauli rotations in Equation (B.1), an initial state $\rho$, an observable $O$ on $\mathcal{H}_{P(\theta)}$ of a finite dimension. Let

$$\frac{\partial}{\partial \theta}(P(\theta)) \equiv q_1 := |0\rangle; q_2 := |0\rangle; q_c := |0\rangle; A := |0\rangle; q_c := C[Q_c]; q_c := GP[q_c, q_2]; T_{\theta}(P(\theta)).$$

Then,

$$\frac{\partial}{\partial \theta} \left( \text{tr}\left[ O \left[ P(\theta) \right](\rho) \right] \right) = \text{tr}\left( Z_A \otimes O_c \otimes O \left[ \frac{\partial}{\partial \theta}(P(\theta)) \right](\rho) \right),$$

where $Z_A = |0\rangle_A |0\rangle - |1\rangle_A |1\rangle$, and

$$O_c = \sum_{j=1}^{\infty} \frac{1}{\mu(j)} |j\rangle \langle j| \otimes |1\rangle \langle 1|$$

is an observable on $\mathcal{H}_{Q_c} \otimes \mathcal{H}_{Q_1}$.

**Proof.** The proof is similar to that of Theorem 5.4. The only difference is that in this proof, for every computation path $\pi$ and the subset $A_\pi$ we mentioned in the proof of Theorem 5.4, let $\mathcal{E}_\eta$
denote the superoperator of $\eta$ for any path $\eta$; then, we need the following result:

$$\frac{\partial}{\partial \theta} \left( \tr(OE_{\pi}(\rho)) \right) = \tr \left( Z_A \otimes O_c \otimes O \sum_{\eta \in A_s} E_{\eta}(\rho) \right),$$

which is guaranteed by the soundness theorem in Reference [77] (Theorem 6.2 therein).

Given that all parameterized quantum programs with bounded loops considered in Reference [77] are defined in the setting of Pauli rotations, the above theorem (together with code transformation $\Gamma_B$) strictly improves the corresponding result of Reference [77] with unbound loops.

### C NUMBER OF SAMPLES IN CASE STUDIES

In this section, we elaborate on how to determine the number of samples for estimating the expectation function of differential programs in case studies. Our analysis mainly relies on the bound of $\langle O^2_d \otimes O^2 \rangle$ and $\langle O^4_d \otimes O^4 \rangle$ in Appendix A. Although the variance bound we proved in Theorem A.3 matches the one of Zhu et al. [77] when there is no unbounded loop, it is still not scalable in practical applications. In the following analysis of case studies, the actual value of $\langle O^2_d \otimes O^2 \rangle$ is much less than the bound we proved.

#### C.1 Parameterized Amplitude Amplification

It is a bit troublesome to directly estimate the variance bound of $P_1(\theta)$. We need an auxiliary program:

$$Q(\theta) \equiv q := |0\rangle; r := |0\rangle; q := A[q];$$

```plaintext
while $M[r] = 1$ do
  $q := Z[q]; q := A^\dagger[q]; q := A[q];$
  $q, r := e^{-i\theta[q]}[q, r]$
end while
```

This $Q(\theta)$ does not contain the quantum variable $t$ in the program $P_1(\theta)$, but its behavior is similar to $P_1(\theta)$. Its differential program $\frac{\partial}{\partial \theta}(Q(\theta))$ is also similar to $\frac{\partial}{\partial \theta}(P_1(\theta))$. Consider the observable $\hat{O}_1 = I$ for program $Q(\theta)$, we can conclude that the expectation $\langle O^2_d \otimes \hat{O}_1^2 \rangle$ of $\frac{\partial}{\partial \theta}(P_1(\theta))$ is less than the expectation $\langle O^2_d \otimes O^2 \rangle$ of $\frac{\partial}{\partial \theta}(Q(\theta))$:

1. Observable $O_1$ for $P_1(\theta)$ yields the result that is equal to or less than 1 and observable $\hat{O}_1$ for $Q(\theta)$ leads to the result 1, which indicates that the output of $Q(\theta)$ is always greater than $P_1(\theta)$.

2. Since the differential program keeps the same structure as the original program, the above result also holds for program $\frac{\partial}{\partial \theta}(Q(\theta))$ with observable $O^2_d \otimes \hat{O}_1^2$ and program $\frac{\partial}{\partial \theta}(P_1(\theta))$ with observable $O^2_d \otimes O^2$. Therefore, the expectation $\langle O^2_d \otimes O^2 \rangle$ of $\frac{\partial}{\partial \theta}(P_1(\theta))$ is less than the expectation $\langle O^2_d \otimes \hat{O}_1^2 \rangle$ of $\frac{\partial}{\partial \theta}(Q(\theta))$.

The Theorem A.3 with the fact that $Q(\theta)$ meets the conditions of Lemma A.6 can give us an upper bound of $\langle O^2_d \otimes \hat{O}_1^2 \rangle$. When $p = 1/100$ and $\theta = 4 \arccos((1 - 2\sqrt{p(1 - p)}/(1 + 2\sqrt{p(1 - p)})) = 3.3568$, we numerically calculate the $\epsilon$ for $Q(\theta)$ in Lemma A.6 as 0.6681. With $M = 1, M_1 = 1, M_2 = 1$ in Theorem A.3, we obtain 799.72 as an upper bound of $\langle O^2_d \otimes \hat{O}_1^2 \rangle$. However, the bound for $\langle O^2_d \otimes \hat{O}_1^2 \rangle$ in Theorem A.5 can also be numerically calculated as $1.013 \times 10^{-7}$. By Chebyshev’s Inequality, we use $1.013 \times 10^7 / 30^2 / 0.1 \approx 1 \times 10^5$ samples to sample $\langle O^2_d \otimes \hat{O}_1^2 \rangle \approx 14.26$ in an error of 30 with
failure probability less than 10%. Thus, we can use $30 + 14.26 = 44.26$ as the actual value of $\langle O_d^2 \otimes O_1^2 \rangle$. This 44.26 is much less than 799.72. By Chebyshev’s Inequality, to estimate $\langle O_d \otimes O_1 \rangle$ in precision $\delta = 0.1$ with failure probability less than $c = 10\%$, the number of samples we need is less than $\text{Var}(O_d \otimes O_1)/(\delta^2 c) \leq 4.426 \times 10^4$. In this experiment, we use $5/\sqrt{p} \times 10^3 = 5 \times 10^4$ when $p = 1/100$ samples for each $p$.

C.2 Quantum Walk with Parameterized Shift Operator

To estimate the number of samples for $P_2(\theta_1, \theta_2)$, we need another similar program as follows:

$$Q(\theta_1, \theta_2) \equiv t := |0\rangle; \text{ while } M[q_x, q_y] = 1 \text{ do }$$
$$c_x := |0\rangle; c_y := |0\rangle; q_x := |0\rangle; q_y := |0\rangle;$$
$$c_x := H[c_x]; c_y := H[c_y]; q_x := H[q_x, q_y];$$
$$c_x, c_y, q_x, q_y := C[c_x, c_y, q_x, q_y]; c_x, c_y, q_x, q_y := S(\theta_1, \theta_2)[c_x, c_y, q_x, q_y];$$
$$c_x, c_y, q_x, q_y := S_m[c_x, c_y, q_x, q_y];$$
$$\text{ if } (M'[t] = 0 \rightarrow A[t] = 1 \rightarrow \text{ skip }) \text{ fi od .}$$

The second shift operator in $Q(\theta_1, \theta_2)$ is not parameterized. But its behavior is the same as $P(\theta_1, \theta_2)$. Thus, we only need to estimate the number of samples for $Q(\theta_1, \theta_2)$. When $(\theta_1, \theta_2) = (\pi, \pi)$, we can numerically calculate the $\epsilon$ for $Q(\theta_1, \theta_2)$ in Lemma A.6 is less than 0.76. With $M = 1, M_1 = 1, M_2 = 1$ in Theorem A.3, we obtain 2, 230.86 as an upper bound of variance. The bound for $\langle O_d^2 \otimes O_1^2 \rangle$ in Theorem A.5 is $8.14 \times 10^7$. Then, we use $8.14 \times 10^7/20^2/0.1 \approx 2 \times 10^5$ samples to sample $\langle O_d^2 \otimes O_1^2 \rangle \approx 104.23$ in an error of 20 with failure probability less than 10%. Thus, we can use $104.23 + 20 = 124.23$ as the actual value of $\langle O_d^2 \otimes O_1^2 \rangle$. By Chebyshev’s Inequality, to estimate $\langle O_d \otimes O_2 \rangle$ in precision $\delta = 0.1$ with failure probability less than $c = 10\%$, the number of samples we need is less than $1.24 \times 10^5$.

However, this number of samples is large for us, as the simulation of $P_2(\theta_1, \theta_2)$ takes a lot of time in Q#. In this experiment, we choose $2 \times 10^4$ as the number of samples. Our experiment shows that this number of samples is already good for training. This phenomenon has been studied in the optimization of PQCs (VQCs): Sweke et al. [63] found that even using single measurement outcomes for estimation of expectation values is sufficient in optimization algorithms, which results in a form of stochastic gradient descent optimization [57].

C.3 Repeat-until-success Unitary Implementation

It is easy to see that $P_3(\theta_1, \theta_2, \theta_3)$ satisfies the conditions of Lemma A.6 with $\epsilon = 0.5$. With $M = 1, M_1 = 1, M_2 = 1$ for each parameter, the variance bound in Theorem A.3 is 243.19. While the estimated value of $\langle O_d^2 \otimes O_2^2 \rangle$ is 15.298.

The partial derivative of $I(\theta_1, \theta_2, \theta_3)$ with respect to $\theta_1$ is

$$\frac{\partial I}{\partial \theta_1} = \frac{1}{2} \sum_{j=1}^{4} (E_j - 1) \frac{\partial E_j}{\partial \theta_1}.$$

Suppose $E_j$ and $\partial E_j/\partial \theta_1$ are estimated in precision $\delta_1$ and $\delta_2$, respectively. Then, $\partial I/\partial \theta_1$ is in precision

$$\frac{1}{2} \sum_{j=1}^{4} (|E_j - 1| \delta_2 + \left| \frac{\partial E_j}{\partial \theta_1} \right| \delta_1 + \delta_1 \delta_2) = \left( \frac{1}{2} \sum_{j=1}^{4} |E_j - 1| \right) \delta_2 + \left( \frac{1}{2} \sum_{j=1}^{4} \left| \frac{\partial E_j}{\partial \theta_1} \right| \right) \delta_1 + 2 \delta_1 \delta_2 \equiv A \delta_1 + B \delta_2 + 2 \delta_1 \delta_2.$$
To limit it to 0.1, we can choose \( \delta_1 = 0.01/B, \delta_2 = 0.09/A \). Then, assume that during most of the training process, \( A \leq \frac{1}{2} \times 4 \times 0.3 = 0.6 \), we have \( \delta_2 \leq 0.15 \). By Chebyshev’s Inequality, to estimate \( \partial E_j/\partial \theta_1 \) in precision \( \delta = 0.15 \) with failure probability less than \( c = 1\% \), the number of samples we need is less than \( 4.72 \times 10^4 \). With this number of samples, the probability of all \( \partial E_j/\partial \theta_1, j = 1, 2, 3, 4 \) are estimated in 0.15 is greater than 0.99\(^4\) = 92.2%.

D DETAILED PROOFS

D.1 Proof of Lemma 5.3

Before giving proof details of Lemma 5.3, we need some lemmas and definitions. For those who want a more detailed understanding of this subsection, you can refer to quantum graph theory and quantum Markov chains [30, 73, 76].

With the same notations of Lemma 5.3, we first list other needed notations:

- \( \mathcal{G} = \mathcal{E} \circ \mathcal{E}_1 \).
- \( \sigma = \lim_{n \to \infty} \frac{1}{n} \sum_{k=0}^{n} \mathcal{G}^n (I_{\mathcal{H}_P}) \), where \( I_{\mathcal{H}_P} \) is the identify operator on \( \mathcal{H}_P \). The existence of \( \sigma \) is easily obtained; moreover, \( \lim_{n \to \infty} \frac{1}{n} \sum_{k=0}^{n} \mathcal{G}^n \) is also a superoperator [69].
- \( \mathcal{Y} = \{ |\psi\rangle \in \mathcal{H}_P \mid \langle \psi | \sigma |\psi\rangle = 0 \} \), \( \mathcal{X} = \text{supp}(\sigma) \equiv \mathcal{Y}^\perp \).
- \( P_X \) denotes the projector onto a space \( X \), \( I_{\mathcal{H}_P} \) denotes the identify operator on \( \mathcal{H}_P \).
- The notation \( |\psi\rangle \in \mathcal{H} \) for any Hilbert space \( \mathcal{H} \) assumes \( ||\psi|| = \langle \psi | \psi \rangle = 1 \) if there is no special remark.

Lemma D.1 (Modified from Reference [76, Theorem 1]).

- \( \forall |\psi\rangle \neq 0 \in \mathcal{X} \forall n \in \mathbb{N} \). \( \text{tr}(P_X \mathcal{G}^n (|\psi\rangle \langle \psi|)) = \langle \psi | \psi \rangle = 1 \).
- \( \forall n \in \mathbb{N}. (\mathcal{G}^*)^n (P_X) \supseteq P_X \).

Proof. Both of these propositions are trivial if \( \mathcal{X} \) is Zero space. Thus, in the following, we assume \( \mathcal{X} \) is not Zero space, which means \( \sigma \neq 0 \):

- According to Reference [52, P. 105], for any \( |\psi\rangle \in \mathcal{X} \equiv \text{supp}(\sigma) \), there exist \( \lambda > 0 \) and \( \mu \in \mathcal{D}(\mathcal{X}) \) such that \( \sigma = \lambda |\psi\rangle \langle \psi| + \mu \), then

\[
\text{tr}(\sigma) = \text{tr}(P_X \sigma) = \text{tr}(P_X \mathcal{G}(\sigma)) = \cdots = \text{tr}(P_X \mathcal{G}^n (\sigma)) \\
= \lambda \text{tr}(P_X \mathcal{G}^n (|\psi\rangle \langle \psi|)) + \text{tr}(P_X \mathcal{G}^n (\mu)) \\
\leq \lambda \text{tr}(\psi \langle \psi \rangle) + \text{tr}(\mu) = \text{tr}(\sigma).
\]

Because \( \lambda > 0 \), we conclude that

\[
\text{tr}(P_X \mathcal{G}^n (|\psi\rangle \langle \psi|)) = \langle \psi | \psi \rangle = 1.
\]

- The above statement tells that for any \( |\psi\rangle \in \mathcal{X} \) and any \( n \in \mathbb{N} \)

\[
1 = \text{tr}(P_X \mathcal{G}^n (|\psi\rangle \langle \psi|)) = \langle \psi | (\mathcal{G}^*)^n (P_X) |\psi\rangle
\]

together with \( I_{\mathcal{H}_P} \supseteq (\mathcal{G}^*)^n (I_{\mathcal{H}_P}) \supseteq (\mathcal{G}^*)^n (P_X) \), which means \( ||(\mathcal{G}^*)^n (P_X) |\psi\rangle|| \leq 1 \), we have

\[
\forall |\psi\rangle \in \mathcal{X} \forall n \in \mathbb{N}. |\psi\rangle = (\mathcal{G}^*)^n (P_X) |\psi\rangle.
\]

Now, for any \( |\alpha\rangle = x|\psi\rangle + y|\varphi\rangle \in \mathcal{H}_P \), where \( |\psi\rangle \in \mathcal{X}, |\varphi\rangle \in \mathcal{Y}, |x|^2 + |y|^2 = 1 \), we have

\[
\langle \alpha | ((\mathcal{G}^*)^n (P_X) - P_X) |\alpha\rangle \geq \bar{x} y \langle \psi | (\mathcal{G}^*)^n (P_X) |\varphi\rangle + x \bar{y} \langle \varphi | (\mathcal{G}^*)^n (P_X) |\psi\rangle \\
= \bar{x} y \langle \varphi | + x \bar{y} \langle \psi | = 0.
\]

Thus, \( (\mathcal{G}^*)^n (P_X) \supseteq P_X \) for all \( n \in \mathbb{N} \).
Lemma D.2.

\( \forall \varepsilon \in (0, 1), \exists N > 0, \forall |\psi\rangle \in \mathcal{H}_P, \forall n > N, \)
\[ \text{tr}(P_y G^n(|\psi\rangle\langle\psi|)) < \varepsilon. \]

\( \forall \varepsilon \in (0, 1), \exists N > 0, (G^*)^N(P_y) \subseteq \varepsilon P_y. \)

**Proof.**

- For any \( |\psi\rangle \in \mathcal{H}_P \), we first prove that

\[ \lim_{n \to \infty} \text{tr}(P_y G^n(|\psi\rangle\langle\psi|)) = 0. \]

With \( G^*(P_X) \supseteq P_X \) in Lemma D.1 and \( G^*(P_X + P_y) = G^*(I_{\mathcal{H}_P}) \subseteq I_{\mathcal{H}_P} = P_X + P_y \) by the definition of \( G \), we have \( G^*(P_y) \subseteq P_y \), which means \( \text{tr}(P_y G^n(|\psi\rangle\langle\psi|)) \geq 0 \) is non-increasing with \( n \to \infty \), then there exists \( a \geq 0 \) such that

\[ \lim_{n \to \infty} \text{tr}(P_y G^n(|\psi\rangle\langle\psi|)) = a. \]

Therefore,

\[ 0 = \text{tr}(P_y \sigma) = \text{tr} \left( P_y \lim_{n \to \infty} \frac{1}{n} \sum_{k=0}^{n} G^k(I_{\mathcal{H}_P}) \right) \]
\[ = \lim_{n \to \infty} \frac{1}{n} \sum_{k=0}^{n} \text{tr}(P_y G^k(I_{\mathcal{H}_P} - |\psi\rangle\langle\psi|)) + \lim_{n \to \infty} \frac{1}{n} \sum_{k=0}^{n} \text{tr}(P_y G^n(|\psi\rangle\langle\psi|)) \]
\[ \geq \lim_{n \to \infty} \frac{1}{n} \sum_{k=0}^{n} \text{tr}(P_y G^n(|\psi\rangle\langle\psi|)) \]
\[ = \lim_{n \to \infty} \text{tr}(P_y G^n(|\psi\rangle\langle\psi|)) \]
\[ = a \geq 0, \]

which results \( a = 0 \). We define a series of continuous functions \( f_n, n \in \mathbb{N} \) on \( A = \{|\psi\rangle | |\psi\rangle \in \mathcal{H}_P\} \),

\[ f_n(|\psi\rangle) = \text{tr}(P_y G^n(|\psi\rangle\langle\psi|)). \]

We have that \( f_n \) is monotonically decreasing and convergent to 0. Besides, \( \mathcal{H}_P \) is finite-dimensional, then \( A \) is a compact set (unit sphere). By Dini’s Theorem [58, Theorem 7.13], \( f_n \) is uniform convergent to 0, which is

\[ \forall \varepsilon > 0, \exists N > 0, \forall |\psi\rangle \in A, \forall n > N, |f_n(|\psi\rangle)| < \varepsilon. \]

Therefore, \( \forall \varepsilon \in (0, 1), \exists N > 0, \forall |\psi\rangle \in \mathcal{H}_P, \forall n > N, \)

\[ \text{tr}(P_y G^n(|\psi\rangle\langle\psi|)) < \varepsilon. \]

- According to the above, for any \( \varepsilon \in (0, 1) \), there exists \( N_0 > 0 \) such that \( \forall |\phi\rangle \in \mathcal{Y} \subseteq \mathcal{H}_P \) and \( N = N_0 + 1 \), we have

\[ \text{tr}(P_y G^N(|\phi\rangle\langle\phi|)) \leq \varepsilon, \]

which is

\[ \langle\phi|(G^*)^N(P_y)|\phi\rangle \leq \varepsilon. \]

Consider any \( |\psi\rangle \in \mathcal{X} \), in the proof of Lemma D.1, we already know that

\[ 1 = \text{tr}(P_X G^n(|\psi\rangle\langle\psi|)) \leq \text{tr}((P_X + P_y) G^n(|\psi\rangle\langle\psi|)) \leq 1. \]

As the same in the proof of Lemma D.1, we also have

\[ |\psi\rangle = (G^*)^N(P_X)|\psi\rangle = (G^*)^N(P_X + P_y)|\psi\rangle. \]
Thus, for any $|\psi\rangle \in \mathcal{X}$, $(\mathcal{G}^*)^N(P_{Y})|\psi\rangle = 0|\psi\rangle$ (zero vector).

Now, consider any $|\alpha\rangle = a|\psi\rangle + b|\varphi\rangle \in \mathcal{H}_{\rho}$, where $|\psi\rangle \in \mathcal{X}$, $|\varphi\rangle \in \mathcal{Y}$, $|a|^2 + |b|^2 = 1$, we have

$$
\langle \alpha|((\mathcal{G}^*)^N(P_{Y}) - \epsilon P_{Y})|\alpha\rangle = a \langle \psi|((\mathcal{G}^*)^N(P_{Y})|\psi\rangle + b \langle \varphi|((\mathcal{G}^*)^N(P_{Y})|\varphi\rangle - \epsilon b \bar{b} + a \bar{b} \langle \psi|((\mathcal{G}^*)^N(P_{Y})|\psi\rangle + a \bar{b} \langle \varphi|((\mathcal{G}^*)^N(P_{Y})|\varphi\rangle
$$

$$
= b \bar{b} \langle \varphi|((\mathcal{G}^*)^N(P_{Y})|\varphi\rangle - \epsilon b \bar{b}
\leq \epsilon b \bar{b} - \epsilon b \bar{b} = 0.
$$

Then, $(\mathcal{G}^*)^N(P_{Y}) \subseteq \epsilon P_{Y}$. We finally conclude that

$$\forall \epsilon \in (0, 1). \exists N > 0. (\mathcal{G}^*)^N(P_{Y}) \subseteq \epsilon P_{Y}.$$

\[\Box\]

**Proof of Lemma 5.3.** From Lemma D.1, we have $(\mathcal{G}^*)(P_{X}) \supseteq P_{X}$, which is

$$E_1^* \circ E^*(P_{X}) \supseteq P_{X}$$

with $I_{\mathcal{H}_{\rho}} \supseteq E^*(I_{\mathcal{H}_{\rho}}) \supseteq E^*(P_{X})$, it results $E_0^*(I_{\mathcal{H}_{\rho}}) \supseteq P_{X}$.

$$E_0^*(I_{\mathcal{H}_{\rho}}) + E_1^*(I_{\mathcal{H}_{\rho}}) = I_{\mathcal{H}_{\rho}} = P_{X} + P_{Y},$$

we have

$$E_0^*(I_{\mathcal{H}_{\rho}}) \subseteq P_{Y}.$$

By Lemma D.2, for any $\epsilon \in (0, 1)$, there exists $N > 0$ such that $(\mathcal{G}^*)^N(P_{Y}) \subseteq \epsilon P_{Y}$. Therefore, for any $n \in \mathbb{N}$, any $\rho \in \mathcal{D}(\mathcal{H}_{\rho})$, we have

$$\text{tr}(E_0 \circ (E \circ E_1)^n(\rho)) = \text{tr}((\mathcal{G}^*)^n(E_0^*(I_{\mathcal{H}_{\rho}}))\rho)
\leq \text{tr}((\mathcal{G}^*)^n(P_{Y})\rho)
= \text{tr}((\mathcal{G}^*)^n\mathcal{I}^{(N)}P_{Y})\rho
\leq \epsilon \mathcal{I}^{(N)}\text{tr}(P_{Y}\rho)
\leq \epsilon \mathcal{I}^{(N)}\text{tr}(\rho).
$$

\[\Box\]

**D.2 Proof of Lemma 5.1**

**Proof.**

$$\frac{d}{d\theta}(E_2 \circ E_{H,\theta} \circ E_1(\rho)) = \frac{d}{d\theta} \left( E_2 \left( e^{-i\theta H} E_1(\rho) e^{i\theta H} \right) \right)
= E_2 \left( -i H e^{-i\theta H} E_1(\rho) e^{i\theta H} + e^{-i\theta H} E_1(\rho) e^{i\theta H} (i H) \right)
= E_2 \left( e^{-i\theta H} (-i H E_1(\rho)) e^{i\theta H} + e^{-i\theta H} (E_1(\rho) (i H)) e^{i\theta H} \right)
= E_2 \circ E_{H,\theta} (-i H E_1(\rho) + i E_1(\rho) H)
= E_2 \circ E_{H,\theta} (-i [H, E_1(\rho)]).
$$

\[\Box\]
D.3 Proof of Commutator-form Rule

The following lemma modified from qPCA (quantum principal component analysis) [44] helps incorporate commutators into the semantics of parameterized quantum programs:

**Lemma D.3 (Modified from Reference [44]).** Let $\mathcal{H}_1$, $\mathcal{H}_2$, $\mathcal{H}_3$ be Hilbert spaces with $\dim(\mathcal{H}_2) = \dim(\mathcal{H}_3)$. $S$ a SWAP operator on $\mathcal{H}_2 \otimes \mathcal{H}_3$, $\rho \in D(\mathcal{H}_1 \otimes \mathcal{H}_2)$, $\sigma \in D(\mathcal{H}_3)$, and parameter $\alpha \in \mathbb{R}$. Then,

$$
\begin{align*}
\text{tr}_3(e^{-i\alpha S} \rho \otimes \sigma e^{i\alpha S}) &= \cos(\alpha)^2 \rho + \sin(\alpha)^2 \text{tr}_2(\rho) \otimes \sigma - i \cos(\alpha) \sin(\alpha)[[\sigma],\rho],
\end{align*}
$$

where $[[\sigma],\rho]$ denotes the operator $I \otimes \sigma$ on $\mathcal{H}_1 \otimes \mathcal{H}_2$ with $I$ being the identity operator on $\mathcal{H}_1$, and $\text{tr}_j$ denotes the partial trace on $\mathcal{H}_j$.

**Proof.**

$$
\begin{align*}
\text{tr}_3(e^{-i\alpha S} \rho \otimes \sigma e^{i\alpha S}) &= \text{tr}_3((\cos(\alpha)I - i \sin(\alpha)S)\rho \otimes (\cos(\alpha)I + i \sin(\alpha)S)) \\
&= \text{tr}_3\left(\cos(\alpha)^2 \rho \otimes \sigma + \sin(\alpha)^2 S\rho \otimes \sigma + i \cos(\alpha) \sin(\alpha) \rho \otimes \sigma S - i \cos(\alpha) \sin(\alpha) S\rho \otimes \sigma\right) \\
&= \cos(\alpha)^2 \rho + \sin(\alpha)^2 \text{tr}_2(\rho) \otimes \sigma + i \cos(\alpha) \sin(\alpha) \rho [\sigma]_2 - i \cos(\alpha) \sin(\alpha) [\sigma]_2 \rho \\
&= \cos(\alpha)^2 \rho + \sin(\alpha)^2 \text{tr}_2(\rho) \otimes \sigma - i \cos(\alpha) \sin(\alpha)[[\sigma],\rho].
\end{align*}
$$

□

With Lemma D.3, the $g(\theta;\alpha)$ in Equation (5.2) can be rewritten as

$$
g(\theta;\alpha) = \cos(\alpha)^2 \text{tr} \left( O E_2 \left( e^{-i\theta \sigma} E_1(\rho) e^{i\theta \sigma} \right) \right) + \cos(\alpha)^2 \text{tr} \left( O E_2 \left( e^{-i\theta \sigma} (\sigma \otimes \text{tr}_1(\mathcal{E}_1(\rho))) e^{i\theta \sigma} \right) \right) + \cos(\alpha) \sin(\alpha) \text{tr} \left( O E_2 \left( e^{-i\theta \sigma} (-i[\sigma \otimes I, \mathcal{E}_1(\rho)]) e^{i\theta \sigma} \right) \right).
$$

where $\text{tr}_1(\mathcal{E}_1(\rho))$ is partial trace of $\mathcal{E}_1(\rho)$ over the space of $e^{-i\theta \sigma}$ acts. Thus,

$$
g(\theta;\alpha) - g(\theta;\alpha) = 2 \cos(\alpha) \sin(\alpha) \text{tr} \left( O E_2 \left( e^{-i\theta \sigma} (-i[\sigma \otimes I, \mathcal{E}_1(\rho)]) e^{i\theta \sigma} \right) \right) = \sin(2\alpha) \frac{d}{d\theta} f(\theta).
$$

D.4 Proof of Theorem 5.4

To prove Theorem 5.4, we need the Super-operator-valued Transition Systems [74], which provide us with a convenient way for modeling the control flow of quantum programs. In there, we use a modified version.

**Definition D.4 (Modified Super-operator-valued Transition Systems).** A modified super-operator-valued transition system (mSVTS) is a 5-tuple $\mathcal{S} = \langle \mathcal{H}, L, l_0, \mathcal{T}, \rho_0 \rangle$, where:

- $\mathcal{H}$ is a Hilbert space called the state space;
- $L$ is a finite set of locations;
- $l_0 \in L$ is the initial location;
- $\mathcal{T}$ is a set of transitions. Each transition $\tau \in \mathcal{T}$ is a triple $\tau = (l, l', \mathcal{E})$, often written as $\tau = l \xrightarrow{\mathcal{E}} l'$, where $l, l' \in L$ are pre- and post-locations of $\tau$, respectively, and $\mathcal{E}$ is a super-operator in $\mathcal{H}$. It is required that

$$
\sum \{ \mathcal{E}^*(l_H) : l \xrightarrow{\mathcal{E}} l' \in \mathcal{T} \} \subseteq l_H
$$

for each $l \in L$, where $l_H$ is the identify operator on $\mathcal{H}$ and $\mathcal{E}^*$ is the Schrödinger-Heisenberg dual of $\mathcal{E}$. 
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\( - \rho_0 \) is an initial state at \( l_0 \).

For any path \( \pi = l_1 \xrightarrow{E_1} l_2 \xrightarrow{E_2} \cdots \xrightarrow{E_{n-1}} l_n \) in the mSVTS graph, we write \( l_1 \Rightarrow l_n \) and use \( \mathcal{E}_\pi \) to denote the composition of the super-operator along the path, i.e., \( \mathcal{E}_\pi = \mathcal{E}_{n-1} \circ \cdots \circ \mathcal{E}_2 \circ \mathcal{E}_1 \). If the transition \( l \xrightarrow{E} l' \) in \( \mathcal{T} \) has superoperator \( \mathcal{E} \) simply defined by an operator \( E \), i.e., \( \mathcal{E}(\rho) = E\rho E^\dagger \) for all density operator \( \rho \) in \( \mathcal{H} \), then we will write \( l \xrightarrow{E} l' \).

**Lemma D.5.** Let \( A \) be a set of paths in \( S = \langle \mathcal{H}, L, l_0, \mathcal{T}, \rho_0 \rangle \). All paths in \( A \) have a same initial location and each path \( \pi \in A \) is not a prefix of others in \( A \), then for any \( \rho \in \mathcal{D}(\mathcal{H}) \),

\[
\sum_{\pi \in A} \text{tr}(\mathcal{E}_\pi(\rho)) \leq \text{tr}(\rho).
\]

**Proof.** We first assume that \( A \) is finite and prove it by induction through the size of \( |A| \).

- If \( |A| = 1 \), \( A \) has only one element \( \pi \). We write \( \pi = \pi = l_1 \xrightarrow{E_1} l_2 \xrightarrow{E_2} \cdots \xrightarrow{E_{n-1}} l_n \), then by Formula (D.2), for any \( \rho \in \mathcal{D}(\mathcal{H}) \),

\[
\text{tr}(\mathcal{E}_\pi(\rho)) = \text{tr}(\mathcal{E}_{n-1} \circ \cdots \circ \mathcal{E}_2 \circ \mathcal{E}_1(\rho)) \\
= \text{tr}(\mathcal{E}_{n-1}(l_\mathcal{H}) \cdot \mathcal{E}_{n-2} \circ \cdots \circ \mathcal{E}_2 \circ \mathcal{E}_1(\rho)) \\
\leq \text{tr}(\mathcal{E}_{n-2} \circ \cdots \circ \mathcal{E}_2 \circ \mathcal{E}_1(\rho)) \\
\cdots \\
\leq \text{tr}(\rho).
\]

If \( |A| = 0 \), then \( \sum_{\pi \in A} \text{tr}(\mathcal{E}_\pi(\rho)) = 0 \leq \text{tr}(\rho) \).

- Suppose when \( |A| \leq n, n \geq 1 \), we have that for any \( \rho \in \mathcal{D}(\mathcal{H}) \),

\[
\sum_{\pi \in A} \text{tr}(\mathcal{E}_\pi(\rho)) \leq \text{tr}(\rho).
\]

Then, consider \( |A| = n + 1 \), we choose a path \( \pi = l_1 \xrightarrow{E_1} l_2 \xrightarrow{E_2} \cdots \xrightarrow{E_{n-1}} l_n \in A \) and let \( \pi_j = l_j \xrightarrow{E_j} l_{j+1}, 1 \leq j \leq n - 1 \), then \( \pi = \pi_1 \pi_2 \cdots \pi_{n-1} \). For convenience, we use \( \pi_0 \) to denote an empty path. Then, for this \( \pi \), we define

\[
B = \{ j : 0 \leq j \leq n - 1, \forall \pi \in A. \exists \pi'. s.t. \pi = \pi_0 \pi_1 \pi_2 \cdots \pi_j \pi' \}.
\]

\( B \) must contain 0, thus \( B \) is not empty. As each path in \( A \) is not a prefix of others in \( A \), we have that \( n - 1 \notin B \). Let \( j_0 = \max B \), then \( j_0 < n - 1 \). Consider all the transitions in \( \mathcal{T} \) with \( l_{j_0} \) as pre-location:

\[
\tau_1 = l_{j_0} \xrightarrow{G_1} l_1', \tau_2 = l_{j_0} \xrightarrow{G_2} l_2', \ldots, \tau_{n'} = l_{j_0} \xrightarrow{G_{n'}} l_{n'}.'
\]

It is followed that \( \forall \pi' \in A, \pi' \) must have a prefix \( \pi_0 \pi_1 \cdots \pi_{j_0} \tau_k \) with \( 1 \leq k \leq n' \), otherwise \( \pi' = \pi_0 \pi_1 \cdots \pi_{j_0} \) (if \( j_0 > 0 \), then \( \pi' \neq \pi_0 \); if \( j_0 = 0 \), then this \( \pi' \) does not exist), it is a prefix for all paths in \( A \), which is a contradiction. Therefore,

\[
A = \bigcup_{k=1}^{n'} C_k
\]

with

\[
C_k = \{ \pi' : \exists \pi, \pi'' s.t. \pi' = \pi_0 \pi_1 \cdots \pi_{j_0} \tau_k \pi'' \}
\]
for $1 \leq k \leq n'$, and each path in $C_k$ is not a prefix of others in $C_k$. We claim that $|C_k| \leq n$, otherwise there exists $C_{k_{0}} = A$, then $\pi_0\pi_1\cdots\pi_k\tau_{k_0}$ is a prefix for all paths in $A$, this contradicts the definition of $j_0$, because in that case $j_0 + 1 \in B$. Then, define

$$D_k \equiv \{\pi'': \pi_0\pi_1\cdots\pi_{j_0}\tau_k\pi'' \in C_k\}, \ 1 \leq k \leq n',$$

we have that for any $1 \leq k \leq n'$, all paths in $D_k$ have same initial location and each path $\pi'' \in D_k$ is not a prefix of others in $D_k$ and $|D_k| = |C_k| \leq n$. By inductive hypothesis, for any $\rho \in D(\mathcal{H})$,

$$\sum_{\pi'' \in D_k} \text{tr}(E_{\pi''}(\rho)) \leq \text{tr}(\rho), \ 1 \leq k \leq n'. \tag{D.3}$$

Finally, for any $\rho \in D(\mathcal{H})$,

$$\sum_{\pi' \in A} \sum_{k=1}^{n'} \sum_{\pi'' \in C_k} \text{tr}(E_{\pi}(\rho)) = \sum_{k=1}^{n'} \sum_{\pi'' \in D_k} \text{tr}(E_{\pi''}(\rho)) = \sum_{k=1}^{n'} \sum_{\pi'' \in D_k} \text{tr}(\mathcal{E}_{\pi''}(\mathcal{E}_{\pi_0\pi_1\cdots\pi_{j_0}\tau_k}(\rho))) \leq \sum_{k=1}^{n'} \sum_{\pi'' \in D_k} \text{tr}(\mathcal{E}_{\pi_0\pi_1\cdots\pi_{j_0}\tau_k}(\rho)) \leq \text{tr}(\rho). \tag{by Inequality (D.3)}$$

Thus, when $|A|$ is finite, we prove this proposition. Because of the order-preserving property of limitation, when $|A| = \infty$, we also have the same result. □

**Definition D.6 (Computation Path of mSVTS).** A path $\pi = l_0 \xrightarrow{E_1} m_1 \xrightarrow{E_2} \cdots \xrightarrow{E_n} m_n$ in $S = \langle \mathcal{H}, L, l_0, T, \rho_0 \rangle$ is a computation path if for any $\tau$ in $T$, $m_n$ is not a pre-location of $\tau$. And we write $\Pi_S$ be the set of computation paths, which is

$$\Pi_S = \{\pi \text{ is a path in } S \mid l_0 \xrightarrow{\pi} l \land \forall \tau \in T, l \text{ is not a pre-location of } \tau\}.$$

Moreover, we use $\Pi_S^{(n)}$ to denote the set of length $\leq n$ (transits $\leq n$ steps) paths in $\Pi_S$.

As similar in Reference [74], the control flow graph of a quantum program can be represented by an mSVTS. For every parameterized quantum while-program $P(\theta)$, we define an mSVTS $S_{P(\theta)} = \langle \mathcal{H}_{P(\theta)}, L, l_{in}^{P(\theta)}, T, \rho \rangle$ in the state Hilbert space $\mathcal{H}_{P(\theta)}$ of $P(\theta)$ by induction on the program structure of $P(\theta)$, where $\rho$ is an input state of $P(\theta)$. This transition system has two designated locations $l_{in}^{P}$, $l_{out}^{P}$, with the former being the initial location and the latter being the exit location. We only need to consider definitions of $L$ and $T$. 
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$P(\theta) \equiv \text{skip}$. $S_{P(\theta)}$ has only two locations $l_{in}^{P(\theta)}, l_{out}^{P(\theta)}$ and a single transition $l_{in}^{P(\theta)} \overset{I}{\rightarrow} l_{out}^{P(\theta)}$.

- $P(\theta) \equiv q := |0\rangle$. Let $|n\rangle_q$ be the basis of $H_q$, then $S_{P(\theta)}$ has two locations $l_{in}^{P(\theta)}, l_{out}^{P(\theta)}$ and a single transition $l_{in}^{P(\theta)} \overset{E_q}{\rightarrow} l_{out}^{P(\theta)}$, where $E_q(\rho) = \sum_n |n\rangle_q \langle n| \rho |n\rangle_q \langle 0|$.

- $P(\theta) \equiv \bar{q} := \sigma$. Write $\sigma$ in spectral decomposition, $\sigma = \sum_n \lambda_n |\psi_n\rangle \langle \psi_n|$, $\lambda_n \geq 0$ (there, we include eigenvalues of 0), then $S_{P(\theta)}$ has two locations $l_{in}^{P(\theta)}, l_{out}^{P(\theta)}$ and a single transition $l_{in}^{P(\theta)} \overset{E_{\bar{q},\sigma}}{\rightarrow} l_{out}^{P(\theta)}$, where

$$E_{\bar{q},\sigma}(\rho) = \sum_{m,n} (\lambda_m |\psi_m\rangle \langle \psi_n|) \rho (\lambda_m |\psi_n\rangle \langle \psi_m|).$$

- $P(\theta) \equiv \bar{q} := U[\bar{q}]$. $S_{P(\theta)}$ has two locations $l_{in}^{P(\theta)}, l_{out}^{P(\theta)}$ and a single transition $l_{in}^{P(\theta)} \overset{[U]_\bar{q}}{\rightarrow} l_{out}^{P(\theta)}$.

- $P(\theta) \equiv \bar{q} := e^{-i\theta \sigma}[\bar{q}]$. $S_{P(\theta)}$ has two locations $l_{in}^{P(\theta)}, l_{out}^{P(\theta)}$ and a single transition $l_{in}^{P(\theta)} \overset{[e^{-i\theta \sigma}]_\bar{q}}{\rightarrow} l_{out}^{P(\theta)}$.

- $P(\theta) \equiv P_1(\theta); P_2(\theta)$. Suppose $S_{P_1(\theta)}, S_{P_2(\theta)}$ are the control flow graphs of subprograms $P_1(\theta), P_2(\theta)$, respectively. Then, $S_{P(\theta)}$ in constructed as follows: We identify $l_{out}^{P_1(\theta)} = l_{in}^{P_2(\theta)}$ and concatenate $S_{P_1(\theta)}, S_{P_2(\theta)}$. We further set $l_{in}^{P(\theta)} = l_{in}^{P_1(\theta)}, l_{out}^{P(\theta)} = l_{out}^{P_2(\theta)}$.

- $P(\theta) \equiv \text{while } M[\bar{q}] = 1 \text{ do } Q(\theta) \text{ od}$. We construct $S_{P(\theta)}$ from the control flow graph $S_{Q(\theta)}$ of subprogram $Q(\theta)$ as follows: We add two new locations $l_{in}^{P(\theta)}, l_{out}^{P(\theta)}$ and two transitions $l_{in}^{P(\theta)} \overset{[M_1]_\bar{q}}{\rightarrow} l_{out}^{P(\theta)}, l_{in}^{P(\theta)} \overset{[M_1]_\bar{q}}{\rightarrow} l_{out}^{P(\theta)}$. We further identify $l_{out}^{Q(\theta)} = l_{in}^{P(\theta)}$.

There, we use the subscript $[U]_\bar{q}$ for unitary $U$ and quantum variables $\bar{q}$ to indicate that $U$ acts on the Hilbert space $H_q$.

**Theorem D.7.** For a parameterized quantum while-program $P(\theta)$ with an initial state $\rho$ and its mSVTS $S_{P(\theta)}$, we have

$$[P(\theta)](\rho) = \sum_{\pi \in P_{S(\theta)}} \mathcal{E}_\pi(\rho) \equiv \bigcup_{n=1}^{\infty} \sum_{\pi \in S_{P(\theta)}} \mathcal{E}_\pi(\rho).$$

**Proof.** We prove it by induction through the program structure.

- $P(\theta) \equiv \text{skip}$. We have $\Pi_{S(\theta)} = \{l_{in}^{P(\theta)} \overset{I}{\rightarrow} l_{out}^{P(\theta)}\}$, then

$$\sum_{\pi \in P_{S(\theta)}} \mathcal{E}_\pi(\rho) = I \rho I = \rho = [\text{skip}](\rho).$$

- $P(\theta) \equiv q := |0\rangle$. We have $\Pi_{S(\theta)} = \{l_{in}^{P(\theta)} \overset{E_q}{\rightarrow} l_{out}^{P(\theta)}\}$, then

$$\sum_{\pi \in P_{S(\theta)}} \mathcal{E}_\pi(\rho) = \mathcal{E}_q(\rho) = \sum_n |0\rangle_q \langle n| \rho |n\rangle_q \langle 0| = [q := |0\rangle](\rho).$$

---

*Although this statement is not contained in the syntax, we use it for convenience, as we have said in Remark 4.2.*
− $P(\theta) \equiv \tilde{q} := \sigma$. We have $\Pi_{SP(\theta)} = \{l_{in}^{P(\theta)} \xrightarrow{E_{q,\sigma}} l_{out}^{P(\theta)}\}$, then
\[
\sum_{\pi \in \Pi_{SP(\theta)}} E_{\pi}(\rho) = E_{q,\sigma}(\rho) = \sum_{m,n} (\sqrt{\lambda_m} |\psi_m\rangle q |\psi_m\rangle \rho (\sqrt{\lambda_m} |\psi_m\rangle q |\psi_m\rangle).
\]
In the Remark 4.2, the statement $\tilde{q} := \sigma$ aims to set the state $\rho$ to $tr_q(\rho) \otimes \sigma$, which should be $\tilde{q} := \sigma$ ($\rho$). We can check that for any $\rho$
\[
\sum_{m,n} (\sqrt{\lambda_m} |\psi_m\rangle q |\psi_m\rangle \rho (\sqrt{\lambda_m} |\psi_m\rangle q |\psi_m\rangle) = tr_q(\rho) \otimes \sigma.
\]
Thus,
\[
\sum_{\pi \in \Pi_{SP(\theta)}} E_{\pi}(\rho) = \tilde{q} := \sigma (\rho).
\]

− $P(\theta) \equiv \tilde{q} := U[q]$. We have $\Pi_{SP(\theta)} = \{l_{in}^{P(\theta)} \xrightarrow{[U]} l_{out}^{P(\theta)}\}$, then
\[
\sum_{\pi \in \Pi_{SP(\theta)}} E_{\pi}(\rho) = [U] \rho [U] = \tilde{q} := U[q] (\rho).
\]

− $P(\theta) \equiv e^{-i\theta \sigma}[\tilde{q}]$. We have $\Pi_{SP(\theta)} = \{l_{in}^{P(\theta)} \xrightarrow{[e^{-i\theta \sigma}]} l_{out}^{P(\theta)}\}$, then
\[
\sum_{\pi \in \Pi_{SP(\theta)}} E_{\pi}(\rho) = [e^{-i\theta \sigma}] \rho [e^{i\theta \sigma}] = \tilde{q} := e^{-i\theta \sigma}[\tilde{q}] (\rho).
\]

− $P(\theta) \equiv P_1(\theta); P_2(\theta)$. For any $\pi_1 \in \Pi_{SP_1(\theta)}$, $\pi_2 \in \Pi_{SP_2(\theta)}$, we can write
\[
\pi_1 = l_{in}^{P_1(\theta)} \xrightarrow{E_1^{P_1(\theta)}} l_{out}^{P_1(\theta)},
\]
\[
\pi_2 = l_{in}^{P_2(\theta)} \xrightarrow{E_2^{P_2(\theta)}} l_{out}^{P_2(\theta)},
\]
then, from our construction
\[
\pi = l_{in}^{P(\theta)} \xrightarrow{E_1^{P(\theta)}} l_{out}^{P_1(\theta)} \xrightarrow{E_2^{P_2(\theta)}} l_{out}^{P_2(\theta)}.\]

For convenience, we write $\pi = \pi_1 \pi_2$, then
\[
\{\pi_1 \pi_2 \mid \pi_1 \in \Pi_{SP_1(\theta)}, \pi_2 \in \Pi_{SP_2(\theta)}\} \subseteq \Pi_{SP(\theta)}.
\]
However, for any $\pi \in \Pi_{SP(\theta)}$, write
\[
\pi = l_{in}^{P(\theta)} \xrightarrow{E_1^{P(\theta)}} l_{in}^{P_1(\theta)} \xrightarrow{E_2^{P_1(\theta)}} \cdots \xrightarrow{E_m^{P_1(\theta)}} l_{out}^{P_1(\theta)} \xrightarrow{E_1^{P_2(\theta)}} l_{out}^{P_2(\theta)} \xrightarrow{E_2^{P_2(\theta)}} \cdots \xrightarrow{E_m^{P_2(\theta)}} l_{out}^{P_2(\theta)}.
\]
From the construction, we have that $l_{in}^{P(\theta)} = l_{in}^{P_1(\theta)}$, $l_{out}^{P(\theta)} = l_{out}^{P_2(\theta)}$. Then, we can define $k$ to be the first index such that $l_{in}^{P_1(\theta)}$ is in $SP_1(\theta)$ and $l_{out}^{P_1(\theta)}$ is in $SP_2(\theta)$. Moreover, for any location $l \neq l_{out}^{P_1(\theta)}$ in $SP_1(\theta)$, its post-location is still in $SP_1(\theta)$, then we have $l_{out}^{P_1(\theta)} = l_{out}^{P_2(\theta)}$. By construction, $l_{out}^{P_1(\theta)} = l_{out}^{P_2(\theta)} = l_{out}^{P(\theta)}$ and for any location $l$ in in $SP_2(\theta)$, its post-location is still in $SP_2(\theta)$, thus for all $j \geq k + 1$, $l_{out}^{P_2(\theta)}$ is in $SP_2(\theta)$. Then,
\[
\pi_1 = l_{in}^{P_1(\theta)} \xrightarrow{E_1^{P_1(\theta)}} l_{in}^{P_1(\theta)} \xrightarrow{E_2^{P_1(\theta)}} \cdots \xrightarrow{E_k^{P_1(\theta)}} l_{out}^{P_1(\theta)} \in \Pi_{SP_1(\theta)}.
\]
\[ \pi_2 = i_k^P(\theta) \pi_{k+1}^P(\theta) \rightarrow i_{k+1}^P(\theta) \rightarrow \cdots \rightarrow i_m^P(\theta) \in \Pi_{SP_m(\theta)}, \]

therefore,

\[ \{\pi_1 \pi_2 \mid \pi_1 \in \Pi_{SP_1(\theta)}, \pi_2 \in \Pi_{SP_2(\theta)}\} \supseteq \Pi_{SP(\theta)}. \]

Because all \( \mathcal{E}_\pi(\rho) \) are positive semidefinite, we consider the partial summation, for any \( n, m \geq 1 \):

\[ \sum_{\pi \in \Pi_{SP(\theta)}^{(n)}} \mathcal{E}_\pi(\rho) \subseteq \sum_{\pi \in \Pi_{SP_1(\theta)}^{(n)}} \sum_{\pi \in \Pi_{SP_2(\theta)}^{(n)}} \mathcal{E}_{\pi_1, \pi_2}(\rho) = \sum_{\pi \in \Pi_{SP_1(\theta)}^{(n)}} \mathcal{E}_{\pi_1}(\rho) \left( \sum_{\pi \in \Pi_{SP_2(\theta)}^{(n)}} \mathcal{E}_{\pi_2}(\rho) \right) \]  

(D.4)

\[ \sum_{\pi \in \Pi_{SP(\theta)}^{(m+n)}} \mathcal{E}_\pi(\rho) \supseteq \sum_{\pi \in \Pi_{SP_1(\theta)}^{(m)}} \sum_{\pi \in \Pi_{SP_2(\theta)}^{(n)}} \mathcal{E}_{\pi_1, \pi_2}(\rho) = \sum_{\pi \in \Pi_{SP_1(\theta)}^{(m)}} \mathcal{E}_{\pi_1}(\rho) \left( \sum_{\pi \in \Pi_{SP_2(\theta)}^{(n)}} \mathcal{E}_{\pi_2}(\rho) \right). \]  

(D.5)

By the inductive hypothesis, for any \( \sigma \):

\[ \sum_{\pi \in \Pi_{SP_1(\theta)}} \mathcal{E}_\pi(\sigma) = \Lbrack P_1(\theta) \Rbrack (\sigma) \]

\[ \sum_{\pi \in \Pi_{SP_2(\theta)}} \mathcal{E}_\pi(\sigma) = \Lbrack P_2(\theta) \Rbrack (\sigma). \]

Therefore, in Equation (D.4), we have

\[ \sum_{\pi \in \Pi_{SP(\theta)}^{(n)}} \mathcal{E}_\pi(\rho) \subseteq \sum_{\pi \in \Pi_{SP_1(\theta)}^{(n)}} \mathcal{E}_{\pi_1}(\rho) \left( \sum_{\pi \in \Pi_{SP_2(\theta)}^{(m)}} \mathcal{E}_{\pi_2}(\rho) \right) \]

\[ \subseteq \sum_{\pi \in \Pi_{SP_1(\theta)}^{(n)}} \mathcal{E}_{\pi_1}(\rho) \left( [P_1(\theta)] (\rho) \right) \]

\[ \subseteq [P_1(\theta); P_2(\theta)] (\rho) \]

and, in Equation (D.5), let \( n \to \infty \), we have for any \( m \geq 1 \):

\[ \sum_{\pi \in \Pi_{SP(\theta)}^{(m+n)}} \mathcal{E}_\pi(\rho) \supseteq \sum_{\pi \in \Pi_{SP_1(\theta)}^{(m)}} \mathcal{E}_{\pi_1}(\rho) \left( [P_1(\theta)] (\rho) \right) \]

then, let \( m \to \infty \), we get

\[ \sum_{\pi \in \Pi_{SP(\theta)}} \mathcal{E}_\pi(\rho) \supseteq [P_1(\theta); P_2(\theta)] (\rho). \]

Thus, \( \sum_{\pi \in \Pi_{SP(\theta)}} \mathcal{E}_\pi(\rho) = [P_1(\theta); P_2(\theta)] (\rho) \).

\[- P(\theta) \equiv \text{if } (\Box m \cdot M[\bar{q}] = m \to P_m(\theta)) \text{ fl. Let } \pi_m = i_{ln}^P([M]^m_{\bar{q}}) \rightarrow i_{ln}^{P_m(\theta)}, \text{ then} \]

\[ \Pi_{SP(\theta)} = \bigcup_m \{ \pi_m \pi \mid \pi \in \Pi_{SP_m(\theta)} \}. \]
therefore,
\[
\sum_{\pi \in \Pi_{S_{\pi(\theta)}}} E_{\pi}(\rho) = \sum_{m} \sum_{\pi \in \Pi_{S_{\pi_m(\theta)}}} E_{\pi_m \pi}(\rho) = \sum_{m} \sum_{\pi \in \Pi_{S_{\pi_m(\theta)}}} E_{\pi}(E_{\pi_m}(\rho)) = \sum_{m} \sum_{\pi \in \Pi_{S_{\pi_m(\theta)}}} E_{\pi}([M_m]_{q} p[M_m^+]_{q}) = \sum_{m} [P_m(\theta)] [M_m]_{q} p[M_m]_{q} = \text{if} (\square m \cdot M[\bar{q}] = m \rightarrow P_m(\theta)) \#(\rho).
\]

In there, the second-to-last equality is provided by the inductive hypothesis.

\(- P(\theta) \equiv \text{while } M[q] = 1 \text{ do } Q(\theta) \text{ od} \). Let \( \pi_0 = \pi_0^{P(\theta)} \rightarrow \pi_0^{Q(\theta)} \), \( \pi_1 = \pi_1^{P(\theta)} \rightarrow \pi_1^{Q(\theta)} \). As same before, we can obtain that any path in \( \Pi_{S_{\pi(\theta)}} \) has the form \( \eta_0 \) or \( \pi_1 \eta_1 \eta_2 \cdots \pi_1 \eta_n \eta_0 \), \( \eta_j \in S_{\pi(\theta)}, j = 1, 2, \ldots, n \), which is
\[
\Pi_{S_{\pi(\theta)}} = \{ \pi_0 \} \cup \{ \pi_1 \eta_1 \eta_2 \cdots \pi_1 \eta_n \eta_0 \mid (n \in \mathbb{N}_+) \land (\forall 1 \leq j \leq n. \eta_j \in \Pi_{S_{\pi(\theta)}}) \},
\]
then, for any \( m, n, n_j \geq 1, j = 1, 2, \ldots, m \):
\[
\Pi_{S_{\pi(\theta)}}^{(mn)} \subseteq \{ \pi_0 \} \cup \{ \pi_1 \eta_1 \eta_2 \cdots \pi_1 \eta_k \eta_0 \mid (k \in \mathbb{N}^+, k \leq mn) \land (\forall 1 \leq l \leq k. \eta_l \in \Pi_{S_{\pi(\theta)}}^{(mn)}) \}
\]
\[
\Pi_{S_{\pi(\theta)}}^{(\sum_{j=1}^{m} n_j + 1)} \supseteq \{ \pi_0 \} \cup \{ \pi_1 \eta_1 \eta_2 \cdots \pi_1 \eta_k \eta_0 \mid (k \in \mathbb{N}^+, k \leq m) \land (\forall 1 \leq l \leq k. \eta_l \in \Pi_{S_{\pi(\theta)}}^{(n_l)}) \}
\]
Thus,
\[
\sum_{\pi \in \Pi_{S_{\pi(\theta)}}^{(mn)}} E_{\pi}(\rho) \equiv E_{\pi_0}(\rho) + \sum_{k=1}^{mn} \sum_{\eta_k \in \Pi_{S_{\pi(\theta)}}^{(mn)}} E_{\pi_{\eta_1} \eta_1 \eta_2 \cdots \pi_1 \eta_k \eta_0}(\rho) = E_{\pi_0}(\rho) + \sum_{k=1}^{mn} \sum_{\eta_k \in \Pi_{S_{\pi(\theta)}}^{(mn)}} E_{\eta_k \circ \pi_{\eta_1}} \#((\end{equation} \sum_{\eta_1 \in \Pi_{S_{\pi(\theta)}}^{(mn)}} E_{\eta_1} \circ \pi_{\eta_1}(\rho)) \cdots) \equiv E_{\pi_0}(\rho) + \sum_{k=1}^{mn} \sum_{\eta_k \in \Pi_{S_{\pi(\theta)}}^{(mn)}} E_{\eta_k \circ \pi_{\eta_1}} \#((\end{equation} \sum_{\eta_1 \in \Pi_{S_{\pi(\theta)}}} E_{\eta_1} \circ \pi_{\eta_1}(\rho)) \cdots) = E_{\pi_0}(\rho) + \sum_{k=1}^{mn} \pi_{\eta_0} (\#(Q(\theta)) \circ \pi_{\eta_1})^k(\rho) \quad \text{by inductive hypothesis}
\]
\[
\equiv \text{while } M[q] = 1 \text{ do } Q(\theta) \text{ od}(\rho)
\]
and

\[ \sum_{\pi \in \Pi_{S_{P(\theta)}}(Q_{(1)}, a_{m+1})} E_{\pi}(\rho) \equiv E_{\pi_0}(\rho) + \sum_{k=1}^{m} \sum_{\eta_k \in \Pi_{S_{Q(\theta)}}(a_{k})} \sum_{\eta_1 \in \Pi_{S_{Q(\theta)}}(a_{1})} E_{\pi_1, \eta_1, \eta_2, \ldots, \eta_k \pi_0}(\rho) \]

\[ = E_{\pi_0}(\rho) + \sum_{k=1}^{m} \sum_{\eta_k \in \Pi_{S_{Q(\theta)}}(a_{k})} \sum_{\eta_1 \in \Pi_{S_{Q(\theta)}}(a_{1})} E_{\eta_k} \circ E_{\pi_1}(\rho) \cdots \left( \sum_{\eta_1 \in \Pi_{S_{Q(\theta)}}(a_{1})} E_{\eta_1} \circ E_{\pi_1}(\rho) \right) \cdots) \]

Use the inductive hypothesis and let \( n_1 \to \infty \), we have

\[ \sum_{\pi \in \Pi_{S_{P(\theta)}}(Q_{(1)}, a_{m+1})} E_{\pi}(\rho) \equiv E_{\pi_0}(\rho) + \sum_{k=1}^{m} \sum_{\eta_k \in \Pi_{S_{Q(\theta)}}(a_{k})} \sum_{\eta_1 \in \Pi_{S_{Q(\theta)}}(a_{1})} E_{\eta_k} \circ E_{\pi_1}(\rho) \cdots \left( \sum_{\eta_1 \in \Pi_{S_{Q(\theta)}}(a_{1})} E_{\eta_1} \circ E_{\pi_1}(\rho) \right) \cdots) \]

as the same, let \( n_2 \to \infty \), \ldots, \( n_m \to \infty \) in order, we get

\[ \sum_{\pi \in \Pi_{S_{P(\theta)}}(Q_{(1)}, a_{m+1})} E_{\pi}(\rho) \equiv E_{\pi_0}(\rho) + \sum_{k=1}^{m} \sum_{\eta_k \in \Pi_{S_{Q(\theta)}}(a_{k})} \sum_{\eta_1 \in \Pi_{S_{Q(\theta)}}(a_{1})} E_{\eta_k} \circ E_{\pi_1}(\rho) \cdots \left( \sum_{\eta_1 \in \Pi_{S_{Q(\theta)}}(a_{1})} E_{\eta_1} \circ E_{\pi_1}(\rho) \right) \cdots) \]

then let \( m \to \infty \),

\[ \sum_{\pi \in \Pi_{S_{P(\theta)}}(Q_{(1)}, a_{m+1})} E_{\pi}(\rho) \equiv \lceil \text{while } M[\tilde{q}] = 1 \text{ do } Q(\theta) \text{ od} \rceil (\rho). \]

Back to the Formula (D.6), let \( m \to \infty \), we have

\[ \sum_{\pi \in \Pi_{S_{P(\theta)}}(Q_{(1)}, a_{m+1})} E_{\pi}(\rho) \equiv \lceil \text{while } M[\tilde{q}] = 1 \text{ do } Q(\theta) \text{ od} \rceil (\rho). \]

Therefore,

\[ \sum_{\pi \in \Pi_{S_{P(\theta)}}(Q_{(1)}, a_{m+1})} E_{\pi}(\rho) = \lceil \text{while } M[\tilde{q}] = 1 \text{ do } Q(\theta) \text{ od} \rceil (\rho). \]

\[ \Box \]

Figure 11 shows the mSVTS for \( \tilde{q} := e^{-i\theta}[\tilde{q}] \) and the mSVTS for \( T_\theta(\tilde{q} := e^{-i\theta}[\tilde{q}]) \). With this, we can construct an mSVTS for \( \frac{\partial}{\partial \theta}(P(\theta)) \) by only modifying the mSVTS of \( P(\theta) \).

**Lemma D.8.** Let \( S_{P(\theta)} \) be the control-flow graph of a parameterized quantum while-program \( P(\theta) \). We can modify \( S_{P(\theta)} \) to be the control-flow graph of \( Q(\theta) \equiv \frac{\partial}{\partial \theta}(P(\theta)) \) as follows:

1. **For Dinit:** We add 4 locations \( l_1^Q, l_2^Q, l_3^Q, l_4^Q \) and five transitions \( i_{in}^Q \rightarrow i_1^Q \), \( i_1^Q \rightarrow i_2^Q \), \( i_2^Q \rightarrow i_3^Q \), \( i_3^Q \rightarrow i_4^Q \), \( i_4^Q \rightarrow i_{in}^Q \).
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Fig. 11. Example of mSVTS for parameterized quantum while-program.

(2) For $T_\theta(P(\theta))$: As shown in Figure 11, for every transition $a \rightarrow [e^{-i\theta}q] b$ with a parameter symbol $\theta$ in $S_{P(\theta)}$, we add 8 locations: $l_{a,b,j}$, $2 \leq j \leq 9$ and replace the transition $a \rightarrow b$ by 11 transitions:

- $a \rightarrow [l_{a,b,4}, l_{a,b,4}]$ in $S_{Dinit}$ and $S_{T_\theta(P(\theta))}$.
- ... Then, we get an mSVTS $S_{Q(\theta)}$, we have that $S_{Q(\theta)}$ represents the control-flow graph of $Q(\theta)$.

PROOF. By definition, the control-flow graph of $Q(\theta) = Dinit$: $T_\theta(P(\theta))$ can be constructed from $S_{Dinit}$ and $S_{T_\theta(P(\theta))}$. In (1), it is obvious that (1) constructs the control-flow graph of the program $Dinit$. We next prove that in (2), it produces a control-flow graph for $T_\theta(P(\theta))$. We prove this by induction through the program structure of $P(\theta)$.

- $P(\theta) \equiv \text{skip}$, or $q := |0\rangle$, or $\tilde{q} := U[\tilde{q}]$, or $\tilde{q} := e^{-i\theta'q}[q]$ (the symbol $\theta' \neq \theta$). By definition of $T_\theta$, $T_\theta(P(\theta)) = P(\theta)$ and we also see that $P(\theta)$ does not contain statement using $\theta$, then $S_{P(\theta)}$ has no transition that contains $\theta$. Thus, in (2), we do not change the $S_{P(\theta)}$. We have that it is still $S_{P(\theta)}$.

- $P(\theta) \equiv \tilde{q} := e^{-i\theta'q}[\tilde{q}]$. In (2), our construction comes from the Figure 11; we can check that the outcome represents the control-flow graph of $T_\theta(\tilde{q} := e^{-i\theta}q[q])$.

- $P(\theta) \equiv P_1(\theta); P_2(\theta)$. Using $T_\theta(P_1(\theta); P_2(\theta)) = T_\theta(P_1(\theta)); T_\theta(P_2(\theta))$ and the inductive hypothesis on $P_1(\theta)$ and $P_2(\theta)$, the replacements in (2) are carried internally in $P_1(\theta)$ and $P_2(\theta)$, then concatenate them. This procedure is what we do in the definition of the control-flow graph with mSVTS. Thus, the outcome represents the control-flow graph of $T_\theta(P(\theta))$.

- $P(\theta) \equiv \text{if} (\Box m \cdot M[\tilde{q}] = m \rightarrow P_m(\theta)) \text{fi}$. We have $T_\theta(\text{if} (\Box m \cdot M[\tilde{q}] = m \rightarrow P_m(\theta)) \text{fi})$ = if ($\Box m \cdot M[\tilde{q}] = m \rightarrow T_\theta(P_m(\theta))$) $\text{fi}$ and the inductive hypothesis on $P_m(\theta)$. Then, the rest is as same as above.

- $P(\theta) \equiv \text{while} M[\tilde{q}] = 1 \text{ do } P'(\theta) \text{ od}$. We have that $T_\theta(\text{while} M[\tilde{q}] = 1 \text{ do } P'(\theta) \text{ od}) = \text{while} M[\tilde{q}] = 1 \text{ do } T_\theta(P'(\theta))$ and the inductive hypothesis on $P'(\theta)$. Then, the rest is as same as above.
Therefore, we get $S_{\text{Dinit}}$ and $S_{T_\theta(P(\theta))}$. Since $S_{\text{Dinit}}$ has the exit location $l^{P(\theta)}_{in}$ and $S_{T_\theta(P(\theta))}$ has the same location $l^{P(\theta)}_{in}$ as the initial location, we have that $S_{Q(\theta)}$ represents the control-flow graph of $\frac{\partial}{\partial \theta} (P(\theta))$.

As the same settings in Lemma D.8, let $\eta_{\text{Dinit}} = l^{P(\theta)}_{in} \rightarrow [e^{-i\theta}]_{q_j} \rightarrow [C]_{q_j} \rightarrow [\theta/P]_{q_j} \rightarrow [\theta/q_j] \rightarrow l^{P(\theta)}_{in}$ and for every transition $a \rightarrow b$ with parameter symbol $\theta$ in $S_{P(\theta)}$, we write

\[
\eta_{a,b,0} = a \rightarrow l_{a,b,8} \rightarrow l_{a,b,9} \rightarrow l_{a,b,3} \rightarrow [e^{-i\theta}]_{q_j} \rightarrow b
\]
\[
\eta_{a,b,1} = a \rightarrow l_{a,b,4} \rightarrow l_{a,b,5} \rightarrow l_{a,b,6} \rightarrow l_{a,b,7} \rightarrow l_{a,b,3} \rightarrow [e^{-i\theta}]_{q_j} \rightarrow b
\]
\[
\eta_{a,b,2} = a \rightarrow l_{a,b,2} \rightarrow l_{a,b,3} \rightarrow [e^{-i\theta}]_{q_j} \rightarrow b.
\]

For each $\pi \in \Pi_{S_{P(\theta)}}$ with $\pi = l^{P(\theta)}_{in} \rightarrow [E_i]_{m_1} \rightarrow [E_j]_{m_2} \rightarrow \cdots \rightarrow [E_n]_{m_n}$ and $1 \leq i_1 < i_2 < \cdots < i_k \leq n$ such that $E_{i_j} = [e^{-i\theta}]_{q_j}$ for $j = 1, 2, \ldots, k$ (which is that the path $\pi$ has $k$ times occurrences of the parameter symbol $\theta$), we write $\pi_j = m_{j-1} \rightarrow [E_j]_{m_j}$ for $1 \leq j \leq n$ ($m_0 = l^{P(\theta)}_{in}$) and then define

\[
A_{\pi} = \left\{ \eta_{\text{Dinit}} \pi_1 \cdots \pi_{i_1-1} \mu_{i_1} \pi_{i_1+1} \cdots \pi_{i_2-1} \mu_{i_2} \pi_{i_2+1} \cdots \pi_n \mid \mu_{i_j} \in \{\eta_{m_{i_j-1}, m_{i_j}, 0}, \eta_{m_{i_j-1}, m_{i_j}, 1}, \eta_{m_{i_j-1}, m_{i_j}, 2}\} \right\}.
\]

(D.7)

In there, the set $A_{\pi}$ is obtained by replacing each $\pi_j$, which contains parameter symbol $\theta$, with one of $\eta_{m_{i_j-1}, m_{i_j}, 0}, \eta_{m_{i_j-1}, m_{i_j}, 1}, \eta_{m_{i_j-1}, m_{i_j}, 2}$ and adding $\eta_{\text{Dinit}}$ to the front of $\pi$. We have the following lemma:

**Lemma D.9.** As the same settings in Lemma D.8, and $A_{\pi}, \pi \in \Pi_{S_{P(\theta)}}$ defined above, we have

\[
\Pi_{S_{Q(\theta)}} = \bigcup_{\pi \in \Pi_{S_{P(\theta)}}} A_{\pi}.
\]

(D.8)

**Proof.** By constructions of $S_{Q(\theta)}$ and $A_{\pi}$, Formula (D.8) is easy to see. \hfill \Box

**Lemma D.10.** As the same settings in Lemma D.8, for any observable $O$ on $\mathcal{H}_{P(\theta)}$, the same $O_d$ in Theorem 5.4 and $\pi \in \Pi_{S_{P(\theta)}}$ with $\pi = l^{P(\theta)}_{in} \rightarrow [E_i]_{m_1} \rightarrow [E_j]_{m_2} \rightarrow \cdots \rightarrow [E_n]_{m_n}$ and $1 \leq i_1 < i_2 < \cdots < i_k \leq n$ such that $E_{i_j} = [e^{-i\theta}]_{q_j}$ for $j = 1, 2, \ldots, k$, we have

\[
\text{tr} \left( O_d \otimes \bigotimes_{\eta \in A_{\pi}} E_\eta (\rho) \right) = \sum_{j=1}^{k} \left( \text{tr} \left( O \mathcal{E}_{\pi_j} \pi_{j+1} \cdots \pi_n (\tau_{\eta} \mathcal{E}_{\pi_j} \pi_{j+1} \cdots \pi_n (\rho)) \right) \right),
\]

(D.9)

where $[\pi_j]_{q_j}$ denotes the operator $\sigma_{ij}$ that acts on the Hilbert space $\mathcal{H}_{q_j}$. 
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PROOF. We only need to consider the state in $\mathcal{H}_{q_e} \otimes \mathcal{H}_{q_i} \otimes \mathcal{H}_{q_c} \otimes \mathcal{H}_{p(\theta)}$.

$$
\sum_{\eta \in A_{\pi}} E_{\eta}(\rho)
= \sum_{j=1,2,\ldots,k} E_{\eta_{i_{j}}} (E_{dinit_{\pi_1 \cdots \pi_{i_{j}-1}}}(\rho)) 
= \sum_{j=1,2,\ldots,k} \left( E_{\pi_{i_{j}+1} \cdots \pi_n} (E_{\eta_{dinit}}(\pi_1 \cdots \pi_{i_{j}-1} \mu_{i_{j}})) \right) 
= \sum_{j=1,2,\ldots,k} \left( E_{\pi_{i_{j}+1} \cdots \pi_n} (E_{\eta_{dinit}}(\pi_1 \cdots \pi_{i_{j}-1} \mu_{i_{j}})) \right) \left( \sum_{h_{i_{j}}=0}^{2} E_{\eta_{mi_{j} \cdots m_{i_{j}}} (E_{\eta_{dinit}}(\pi_1 \cdots \pi_{i_{j}-1} (\rho)))} \right).
$$

Let $|\psi_j\rangle = R\theta(2 \arcsin(\sqrt{b_j})) |0\rangle$, $b_j = \mu(j)/(1 - \sum_{k=1}^{j-1} \mu(k))$, then with Lemma D.3 and definition of $E_{\eta_{dinit}}(\pi_1 \cdots \pi_{i_{j}-1})$, we have

$$
\sum_{h_{i_{j}}=0}^{2} E_{\eta_{mi_{j} \cdots m_{i_{j}}} (E_{\eta_{dinit}}(\pi_1 \cdots \pi_{i_{j}-1} (\rho)))} 
= \sum_{h_{i_{j}}=0}^{2} E_{\eta_{mi_{j} \cdots m_{i_{j}}} (E_{\eta_{dinit}}(\pi_1 \cdots \pi_{i_{j}-1} (\rho)))} 
= \left( \sum_{l=2}^{\infty} \mu(l) \right) |2\rangle \langle 2 | \otimes |0\rangle \langle 0 | \otimes |\psi_2\rangle \langle \psi_2 | \otimes E_{\pi_1 \cdots \pi_{i_{j}} (\rho)} 
+ \frac{\mu(1)}{2} |1\rangle \langle 1 | \otimes |1\rangle \langle 1 | 
\otimes |0\rangle \langle 0 | \otimes \left( \cos\left(\frac{\pi}{4}\right)^2 E_{\pi_1 \cdots \pi_{i_{j}}} (\rho) + \sin\left(\frac{\pi}{4}\right)^2 E_{\pi_1 \cdots \pi_{i_{j}}} (\rho) \otimes \sigma_{i_{j}} \right) 
+ \frac{1}{2} \sin\left(\frac{\pi}{2}\right) E_{\pi_1 \cdots \pi_{i_{j}}} (\rho) \otimes \sigma_{i_{j}} 
+ \frac{1}{2} \sin\left(\frac{\pi}{2}\right) E_{\pi_1 \cdots \pi_{i_{j}}} (\rho) \otimes \sigma_{i_{j}} 
+ \frac{1}{2} \sin\left(\frac{\pi}{2}\right) E_{\pi_1 \cdots \pi_{i_{j}}} (\rho) \otimes \sigma_{i_{j}}).
$$

We find that in the second term $q_1$ is in $|1\rangle \langle 1 |$, then in the later execution, it will never go into $M_1$ or $M_2$, thus,

$$
\sum_{h_{i_{j}}=0}^{2} E_{\eta_{mi_{j} \cdots m_{i_{j}}} (E_{\eta_{dinit}}(\pi_1 \cdots \pi_{i_{j}-1} (\rho)))} 
= \left( \sum_{l=3}^{\infty} \mu(l) \right) |3\rangle \langle 3 | \otimes |0\rangle \langle 0 | \otimes |\psi_3\rangle \langle \psi_3 | \otimes E_{\pi_1 \cdots \pi_{i_{j}} (\rho)} 
+ \frac{\mu(2)}{2} |2\rangle \langle 2 | \otimes |1\rangle \langle 1 | 
\otimes |0\rangle \langle 0 | \otimes \left( \cos\left(\frac{\pi}{4}\right)^2 E_{\pi_1 \cdots \pi_{i_{j}}} (\rho) + \sin\left(\frac{\pi}{4}\right)^2 E_{\pi_1 \cdots \pi_{i_{j}}} (\rho) \otimes \sigma_{i_{j}} \right).
$$
\[ + \frac{1}{2} \sin \left( \frac{\pi}{2} \right) \mathcal{E}_{\pi_{i_2}} \left( -i[[\sigma_{i_2}, q_{i_2}], \mathcal{E}_{\pi_{i_1}\cdots\pi_{i_{j-1}}}(\rho)] \right) \]

\[ |1\rangle_2 \langle 1| \otimes \left( \cos \left( -\frac{\pi}{4} \right) \mathcal{E}_{\pi_{i_1}\cdots\pi_{i_1}}(\rho) + \sin \left( -\frac{\pi}{4} \right) \mathcal{E}_{\pi_{i_1}}(\text{tr}_{q_{i_2}} \mathcal{E}_{\pi_{i_1}\cdots\pi_{i_{j-1}}}(\rho) \otimes \sigma_{i_1}) \right) + \frac{1}{2} \sin \left( -\frac{\pi}{2} \right) \mathcal{E}_{\pi_{i_1}} \left( -i[[\sigma_{i_1}, q_{i_1}], \mathcal{E}_{\pi_{i_1}\cdots\pi_{i_{j-1}}}(\rho)] \right) \]

step-by-step,

\[ \sum_{\eta \in A_n} \mathcal{E}_\eta(\rho) = \left( \sum_{l=k+1}^{\infty} \mu(l) \right) |k + 1\rangle_1 \langle k + 1| \otimes |0\rangle_2 \langle 0| \otimes |\psi_{k+1}\rangle_2 \langle \psi_{k+1}| \otimes \mathcal{E}_\pi(\rho) \]

\[ + \sum_{j=1}^{k} \left( \frac{\mu(j)}{2} |j\rangle_1 \langle j| \otimes |1\rangle_1 \langle 1| \right. \]

\[ \otimes |0\rangle_2 \langle 0| \otimes \left( \frac{1}{2} \mathcal{E}_\pi(\rho) + \frac{1}{2} \mathcal{E}_{i_1, i_{j+1}, \ldots, i_n}(\text{tr}_{q_{i_2}} \mathcal{E}_{\pi_{i_1}\cdots\pi_{i_{j-1}}}(\rho) \otimes \sigma_{i_1}) \right) + \frac{1}{2} \mathcal{E}_{i_1, i_{j+1}, \ldots, i_n} \left( -i[[\sigma_{i_1}, q_{i_1}], \mathcal{E}_{\pi_{i_1}\cdots\pi_{i_{j-1}}}(\rho)] \right) \]

\[ |1\rangle_2 \langle 1| \otimes \left( \frac{1}{2} \mathcal{E}_\pi(\rho) + \frac{1}{2} \mathcal{E}_{i_1, i_{j+1}, \ldots, i_n}(\text{tr}_{q_{i_2}} \mathcal{E}_{\pi_{i_1}\cdots\pi_{i_{j-1}}}(\rho) \otimes \sigma_{i_1}) \right) \]

\[ - \frac{1}{2} \mathcal{E}_{i_1, i_{j+1}, \ldots, i_n} \left( -i[[\sigma_{i_1}, q_{i_1}], \mathcal{E}_{\pi_{i_1}\cdots\pi_{i_{j-1}}}(\rho)] \right) \].

With \( O_d = \sum_{j=1}^{\infty} \frac{2}{\mu(j)} |j\rangle \langle j| \otimes |1\rangle \langle 1| \otimes Z \), an observable on \( \mathcal{H}_{q_c} \otimes \mathcal{H}_{q_1} \otimes \mathcal{H}_{q_2} \), we have

\[ \text{tr} \left( O_d \otimes \sum_{\eta \in A_n} \mathcal{E}_\eta(\rho) \right) = \sum_{j=1}^{k} \left( \text{tr} \left( O \mathcal{E}_{i_1, i_{j+1}, \ldots, i_n} \left( -i[[\sigma_{i_1}, q_{i_1}], \mathcal{E}_{\pi_{i_1}\cdots\pi_{i_{j-1}}}(\rho)] \right) \right) \right) \].

We already know that

\[ \left[ \frac{\partial}{\partial \theta} (P(\theta)) \right](\rho) = \sum_{\pi \in \Pi_{\mathcal{S}_{\mathcal{Q}(\theta)}}} \mathcal{E}_\pi(\rho) = \sum_{\pi \in \Pi_{\mathcal{S}_{\mathcal{P}(\theta)}}} \sum_{\eta \in A_n} \mathcal{E}_\eta(\rho), \]

then,

\[ \text{tr} \left( O_d \otimes \sum_{\eta \in A_n} \mathcal{E}_\eta(\rho) \right) = \sum_{\pi \in \Pi_{\mathcal{S}_{\mathcal{P}(\theta)}}} \text{tr} \left( O_d \otimes \sum_{\eta \in A_n} \mathcal{E}_\eta(\rho) \right) \cdot \text{tr} \left( P(\theta) \right), \]

We should carefully consider the convergence of the above summation.
Lemma D.11. As the same settings in Theorem 5.4 and Lemma D.8, we fix $\theta = \theta^*$, for $x \in \mathbb{R}$, $n \in \mathbb{N}$, let
\[ h_n(x) = \sum_{\pi \in \Pi^{(x)}_{\mathcal{P}(\theta \rightarrow \cdot \rightarrow x)}} \text{tr} \left( O_d \otimes O \sum_{\eta \in \Lambda_n} \mathcal{E}_\eta(\rho) \right), \]
then, $\lim_{n \to \infty} h_n(x)$ exists, which is exactly
\[ \text{tr} \left( O_d \otimes O \left[ \frac{\partial}{\partial \theta} (P(\theta^*[\theta \mapsto x])) \right] (\rho) \right) \]
and $h_n(x)$ is uniform convergent on any close interval.

Proof. Let $M$ be the largest eigenvalue of $|O|$. For any $\pi \in \Pi_{\mathcal{P}(\theta)}$, with $\pi = \pi_1 \twoheadrightarrow \pi_2 \twoheadrightarrow \cdots \twoheadrightarrow \pi_n$, if symbol $\theta$ does not appear in $\pi$, then
\[ \text{tr} \left( O_d \otimes O \sum_{\eta \in \Lambda_n} \mathcal{E}_\eta(\rho) \right) | = 0. \]
Otherwise, there exist $1 \leq i_1 < i_2 < \cdots < i_k \leq n$ such that $\mathcal{E}_{i_j} = [e^{-i \theta \sigma_{i_j}} q_{i_j}^1$ for $j = 1, 2, \ldots, k$, then by Lemma D.10, we have
\[ \text{tr} \left( O_d \otimes O \sum_{\eta \in \Lambda_n} \mathcal{E}_\eta(\rho) \right) = \sum_{j=1}^{k} \left( \text{tr} \left( O \mathcal{E}_{\pi_{i_j} \pi_{i_{j+1}} \cdots \pi_n} (-i[\sigma_{i_j}, q_{i_j}], \mathcal{E}_{\pi_{i_1} \cdots \pi_{i_{j-1}}}(\rho)) \right) \right). \]

Thus, for any $\pi \in \Pi_{\mathcal{P}(\theta)}$ with length $n$,
\[ \left| \text{tr} \left( O_d \otimes O \sum_{\eta \in \Lambda_n} \mathcal{E}_\eta(\rho) \right) \right| \leq \sum_{j=1}^{k} \left| \text{tr} \left( O \mathcal{E}_{\pi_{i_j} \pi_{i_{j+1}} \cdots \pi_n} (-i[\sigma_{i_j}, q_{i_j}], \mathcal{E}_{\pi_{i_1} \cdots \pi_{i_{j-1}}}(\rho)) \right) \right| \]
\[ \leq \sum_{j=1}^{k} M \left| \text{tr} \left( \mathcal{E}_{\pi_{i_j} \pi_{i_{j+1}} \cdots \pi_n} (-i[\sigma_{i_j}, q_{i_j}], \mathcal{E}_{\pi_{i_1} \cdots \pi_{i_{j-1}}}(\rho)) \right) \right| \]
\[ \leq \sum_{j=1}^{k} 2M \left| \text{tr} \left( \mathcal{E}_{\pi_{i_j} \pi_{i_{j+1}} \cdots \pi_n} (\mathcal{E}_{\pi_{i_1} \cdots \pi_{i_{j-1}}}(\rho)) \right) \right| \]
\[ = \sum_{j=1}^{k} 2M \left| \text{tr} \left( \mathcal{E}_{\pi}(\rho) \right) \right| = 2kM \left| \text{tr} \left( \mathcal{E}_{\pi}(\rho) \right) \right|. \]

Let $M_1$ be the size of transition set of $\mathcal{P}(\theta)$, $M_2$ be the number of occurrences of while statements in $P(\theta)$, which means that $P(\theta)$ contains following subprograms:
\[ P_j(\theta) \equiv \text{while } M^{(j)}[q_j] = 1 \text{ do } Q_j(\theta) \text{ od, } j = 1, \ldots, M_2. \]
These $P_j(\theta)$ can be nested within each other. In there, we assume $M_2 \geq 1$, otherwise $P(\theta)$ does not contain while statement, then the conclusion is trivial. By Lemma 5.3, we fix $\theta$ and choose $\epsilon = \frac{1}{2}$, then for these $M_2$ subprograms, there exist $N_1, \ldots, N_{M_2}$ such that
\[\forall n \geq 0, \forall \rho \in H(\theta), 1 \leq j \leq M_2,\]
\[\text{tr}(E_0^{(j)} \circ (\{Q_j(\theta)\} \circ E_1^{(j)})^n(\rho)) \leq \left(\frac{1}{2}\right)^{\frac{n}{N_j}} \text{tr}(\rho).\]

Let $N = \max_{j=1, \ldots, M_2} N_j$, then
\[\forall n \geq 0, \forall \rho \in H(\theta), 1 \leq j \leq M_2,\]
\[\text{tr}(E_0^{(j)} \circ (\{Q_j(\theta)\} \circ E_1^{(j)})^n(\rho)) \leq \left(\frac{1}{2}\right)^{\frac{n}{N}} \text{tr}(\rho).\]  

(D.12)

For any $n \geq 2$, we consider $\pi \in \Pi_1^{(n+1)M_2M_1-1} \Pi_2^{(nM_1M_2-1)}$, the length of $\pi$ is at least $n M_2 M_1$, then $\pi$ has at least $n M_2 M_1 / M_1 = n M_2$ locations in $S_{P(\theta)}$ repeatedly appear, which is caused by while statements. Then, $\pi$ has at least $n M_2$ times runs into the loop bodies of these $P_j(\theta)$, $j = 1, \ldots, M_2$.

Let $a((P_1(\theta), \ldots, P_{M_2}(\theta)))$ denote the possible maximum times of $\pi$ runs into the loop bodies of these $P_j(\theta), j = 1, \ldots, M_2$ on the condition that $\pi$ only continuously runs into the loop body of each $P_j(\theta)$ with no more than $n - 1$ times. We can assume that $P_1(\theta)$ is the first while statement to appear in $P(\theta)$ and it contains $0 \leq t \leq M_2 - 1$ while statement $P_j(\theta), \ldots, P_{M_2}(\theta)$, $2 \leq j_1 \leq \cdots \leq j_r \leq M_2$, then

\[a((P_1(\theta), \ldots, P_{M_2}(\theta)))\]
\[\leq (n - 1) + (n - 1) a((P_1(\theta), \ldots, P_{j_1}(\theta)))\]
\[+ a((P_2(\theta), \ldots, P_{M_2}(\theta)) \setminus \{P_j(\theta), \ldots, P_{j_r}(\theta)\})\]
\[
\leq (n - 1) + n a((P_2(\theta), \ldots, P_{M_2}(\theta)))
\]
\[
\cdots
\]
\[
\leq \sum_{j=0}^{M_2-1} (n - 1)n^j = n^{M_2} - 1 < n^{M_2}.
\]

This contradicts that $\pi$ has at least $n M_2$ times runs into the loop body of these $P_j(\theta), j = 1, \ldots, M_2$.

Therefore, for any $\pi \in \Pi_1^{(n+1)M_2M_1-1} \setminus \Pi_2^{(nM_1M_2-1)}$, there exists $1 \leq j_0 \leq M_2$ such that $\pi$ continuously runs into the loop body of $P_{j_0}(\theta)$ with more than $n - 1$ times, which is $\pi$ can be written as

\[\pi = \pi_1 \eta_1 \mu_1 \eta_2 \cdots \eta_1 \mu_1 \eta_0 \pi_2\]

with $\eta_1 = I_{in}^{P_{j_0}(\theta)} E_{j_0}^{(j_0)} I_{in}^{Q_{j_0}(\theta)}, \eta_0 = I_{in}^{P_{j_0}(\theta)} E_{j_0}^{(j_0)} I_{out}^{(j_0)}, \mu_j \in \Pi S_{Q_{j_0}(\theta)}, 1 \leq j \leq t, t \geq n$.

We define the following set for each $1 \leq j \leq M_2$, $n \geq 2$ and $0 \leq m \leq (n + 1)M_1 - 1$:

\[A_j^{(n, m)} = \left\{ \pi \in \Pi_1^{(n+1)M_2M_1-1} \setminus \Pi_2^{(nM_1M_2-1)} : \pi = \pi_1 \eta_1 \mu_1 \eta_2 \cdots \eta_1 \mu_1 \eta_0 \pi_2,\right\}
\]

\[\eta_1 = I_{in}^{P_{j_0}(\theta)} E_{j_0}^{(j_0)} I_{in}^{Q_{j_0}(\theta)}, \eta_0 = I_{in}^{P_{j_0}(\theta)} E_{j_0}^{(j_0)} I_{out}^{(j_0)}, \mu_k \in \Pi S_{Q_{j_0}(\theta)}, 1 \leq k \leq n,\]

\[\pi_1 \text{ contains } m \text{ times } \eta_1, \pi_2 \text{ may contain } \eta_1\]},
then,
\[
\prod_{j=1}^{M_2} A_j^{(n,m)} = \bigcup_{m=0}^{\eta} \left[ \bigcup_{m=0}^{\eta} A_j^{(n,m)} \right].
\]

For each \(A_j^{(n,m)}\), we define
\[
B_j^{(n,m)} \equiv \left\{ \pi_1 \eta_1 : \pi_1 \eta_1 \mu_1 \mu_2 \cdots \mu_n \eta_0 \pi_2 \in A_j^{(n,m)}, \right. \\
\eta_1 = \mu_1 P_j(\theta) E_\varnothing \mu_1 P_j(\theta), \eta_0 = \mu_1 P_j(\theta) E_\varnothing, \mu_k \in \Pi S_{Q_j(\theta)}, 1 \leq k \leq n,
\]
\[
C_j^{(n,m)} \equiv \left\{ \mu_1, \mu_2, \ldots, \mu_n : \pi_1 \eta_1 \mu_1 \mu_2 \cdots \mu_n \eta_0 \pi_2 \in A_j^{(n,m)}, \right. \\
\eta_1 = \mu_1 P_j(\theta) E_\varnothing \mu_1 P_j(\theta), \eta_0 = \mu_1 P_j(\theta) E_\varnothing, \mu_k \in \Pi S_{Q_j(\theta)}, 1 \leq k \leq n,
\]
\[
D_j^{(n,m)} \equiv \left\{ \pi_2 : \pi_1 \eta_1 \mu_1 \mu_2 \cdots \mu_n \eta_0 \pi_2 \in A_j^{(n,m)}, \right. \\
\eta_1 = \mu_1 P_j(\theta) E_\varnothing \mu_1 P_j(\theta), \eta_0 = \mu_1 P_j(\theta) E_\varnothing, \mu_k \in \Pi S_{Q_j(\theta)}, 1 \leq k \leq n,
\]
\[
B_i^{(n,m)}, C_i^{(n,m)}, D_i^{(n,m)} \text{ are all finite, and we have,}
\]
\[
A_j^{(n,m)} \subseteq E_i^{(n,m)} \equiv \left\{ \pi_1 \eta_1 \mu_1 \mu_2 \cdots \mu_n \eta_0 \pi_2 : \pi_1 \eta_1 \in B_i^{(n,m)}, \pi_2 \in D_i^{(n,m)}, \mu_k \in C_i^{(n,m)}, 1 \leq k \leq n \right\},
\]
\[
C_j^{(n,m)} \subseteq \Pi S_{Q_j(\theta)}.
\]

By Theorem D.7, for any \(\rho \in D(\mathcal{H}_{P(\theta)}), 1 \leq j \leq M_2,\)
\[
\sum_{\mu \in C_j^{(n,m)}} \mathcal{E}_\mu(\rho) \subseteq \sum_{\mu \in \Pi S_{Q_j(\theta)}} \mathcal{E}_\mu(\rho) = \left[ Q_j(\theta) \right](\rho).
\tag{D.13}
\]

As regards to \(B_j^{(n,m)}\), any \(\pi, \pi' \in B_j^{(n,m)}, \pi \neq \pi'\), we have \(\pi = \pi_1 \eta_1, \pi' = \pi'_1 \eta_1\) and \(\pi_1, \pi'_1\) contains \(m\) times of \(\eta_1\), then \(\pi\) and \(\pi'\) are not prefixes to each other (otherwise \(\pi = \pi'\)). Then, \(B_j^{(n,m)}\) satisfies the condition of Lemma D.5, so we have that for any \(\rho \in D(\mathcal{H}_{P(\theta)}),\)
\[
\sum_{\pi \in B_j^{(n,m)}} \text{tr}(\mathcal{E}_\pi(\rho)) \leq \text{tr}(\rho), \quad 1 \leq j \leq M_2.
\tag{D.14}
\]

For any \(\pi, \pi' \in D_j^{(n,m)}, \pi \neq \pi', \pi'\) have \(P_j(\theta)\) as last location, which has no post-location, then \(\pi, \pi'\) are not prefix of each other. \(D_j^{(n,m)}\) also satisfies the conditions of Lemma D.5, then for
any $\rho \in \mathcal{D}(\mathcal{H}_p(\theta))$, 
\[ \sum_{\pi \in \mathcal{D}^{(n,m)}} \text{tr}(\mathcal{E}_\pi(\rho)) \leq \text{tr}(\rho), \quad 1 \leq j \leq M_2. \] (D.15)

With Formula (D.13), for any $\rho \in \mathcal{D}(\mathcal{H}_p(\theta))$ and any $1 \leq j \leq M_2$, we have
\[
\sum_{\pi \in \mathcal{A}^{(n,m)}} \mathcal{E}_\pi(\rho) \subseteq \sum_{\pi \in \mathcal{E}^{(n,m)}} \mathcal{E}_\pi(\rho) = \sum_{\pi \in \mathcal{D}^{(n,m)}} \left( \mathcal{E}_{\pi_1,\pi_2,\pi_3,\cdots,\pi_{n,\eta_2}}(\rho) \right)
\]
\[
= \sum_{\pi \in \mathcal{D}^{(n,m)}} \left( \mathcal{E}_{\pi_2} \circ \mathcal{E}_{\eta_0} \circ \mathcal{E}_{\mu_1} \circ \mathcal{E}_{\pi_1} \circ \cdots \circ \mathcal{E}_{\mu_1} \circ \mathcal{E}_{\eta_1} \circ \mathcal{E}_{\pi_1}(\rho) \right)
\]
\[
= \left( \sum_{\pi \in \mathcal{D}^{(n,m)}} \mathcal{E}_{\pi_2} \right) \circ \mathcal{E}_{\eta_0} \circ \left( \sum_{\mu \in \mathcal{E}^{(n,m)}} \mathcal{E}_{\mu_1} \right) \circ \mathcal{E}_{\eta_1} \circ \cdots \circ \left( \sum_{\mu \in \mathcal{E}^{(n,m)}} \mathcal{E}_{\mu_1} \right) \circ \mathcal{E}_{\eta_1} \circ \mathcal{E}_{\pi_1}(\rho)
\]
\[
\leq \left( \sum_{\pi \in \mathcal{D}^{(n,m)}} \mathcal{E}_{\pi_2} \right) \circ \mathcal{E}_{\eta_0} \circ \left( \left[ \mathcal{Q}_j(\theta) \right] \circ \mathcal{E}_{\eta_1} \right)^{n-1} \circ \left[ \mathcal{Q}_j(\theta) \right] \circ \left( \sum_{\pi \in \mathcal{D}^{(n,m)}} \mathcal{E}_{\pi_1,\eta_1} \right)(\rho)
\]
\[
\leq \text{tr} \left( \sum_{\pi \in \mathcal{D}^{(n,m)}} \mathcal{E}_{\pi_2} \circ \mathcal{E}_{\eta_0} \circ \left( \left[ \mathcal{Q}_j(\theta) \right] \circ \mathcal{E}_{\eta_1} \right)^{n-1} \circ \left[ \mathcal{Q}_j(\theta) \right] \circ \left( \sum_{\pi \in \mathcal{D}^{(n,m)}} \mathcal{E}_{\pi_1,\eta_1} \right)(\rho) \right)
\]
\[
\leq \text{tr} \left( \left[ \mathcal{Q}_j(\theta) \right] \circ \left( \sum_{\pi \in \mathcal{D}^{(n,m)}} \mathcal{E}_{\eta_1} \right)^{n-1} \circ \left[ \mathcal{Q}_j(\theta) \right] \circ \left( \sum_{\pi \in \mathcal{D}^{(n,m)}} \mathcal{E}_{\pi_1,\eta_1} \right)(\rho) \right)
\]
\[
\leq \left( \frac{1}{2} \right)^{\frac{n-1}{2}} \text{tr} \left( \left[ \mathcal{Q}_j(\theta) \right] \circ \left( \sum_{\pi \in \mathcal{D}^{(n,m)}} \mathcal{E}_{\pi_1,\eta_1} \right)(\rho) \right)
\]
\[
\leq \left( \frac{1}{2} \right)^{\frac{n-1}{2}} \text{tr}(\rho). \quad \text{(by Formula (D.14))}
\]
Then,

\[
\sum_{\pi \in \Pi_{S_{P(\theta)}}^{(n+1)M_2M_1^{-1}}} \sum_{m=0}^{M_1} \sum_{j \in A_{j}} \sum_{\pi \in \Pi_{S_{P(\theta)}}^{(n+1)M_2M_1^{-1}}} \mathrm{tr}(E_{\pi}(\rho)) \leq M_1 M_2 (n+1)^{M_1} \left( \frac{1}{2} \right)^{\frac{n+1}{N_\theta}} \mathrm{tr}(\rho). \tag{D.16}
\]

With Formula (D.11), we have for any \( \rho \in \mathcal{D}(\mathcal{H}_{P(\theta)}) \),

\[
\sum_{\pi \in \Pi_{S_{P(\theta)}}^{(n+1)M_2M_1^{-1}}} \left| \mathrm{tr}\left( O_d \otimes O \sum_{\eta \in A_\pi} E_{\eta}(\rho) \right) \right| \leq 2 \left( (n+1)^{M_1} - 1 \right) M M_1 M_2 (n+1)^{M_2} \left( \frac{1}{2} \right)^{\frac{n+1}{N_\theta}} \mathrm{tr}(\rho)
\]

\[
\leq 2 \left( (n+1)^{M_1} - 1 \right) MM_1 M_2 (n+1)^{M_2} \left( \frac{1}{2} \right)^{\frac{n+1}{N_\theta}} \mathrm{tr}(\rho)
\]

As the \( N_\theta \) is dependent on \( \theta \), we can obtain that for any \( \theta \), there exists \( N_\theta > 0 \) such that for any \( \rho \in \mathcal{D}(\mathcal{H}_{P(\theta)}) \) and \( n \geq 2 \),

\[
\sum_{\pi \in \Pi_{S_{P(\theta)}}^{(n+1)M_2M_1^{-1}}} \left| \mathrm{tr}\left( O_d \otimes O \sum_{\eta \in A_\pi} E_{\eta}(\rho) \right) \right| \leq 4 \left( (n+1)^{M_1} - 1 \right) MM_1 M_2 (n+1)^{M_2} \left( \frac{1}{2} \right)^{\frac{n+1}{N_\theta}} \mathrm{tr}(\rho),
\]

then, it is easy to see that for any \( x \), there exists \( N_x > 0 \) such that for any \( \rho \in \mathcal{D}(\mathcal{H}_{P(\theta)}) \) and \( n \geq 2 \),

\[
H_n(x) \equiv \sum_{\pi \in \Pi_{S_{P(\theta)}}^{(n+1)M_2M_1^{-1}}} \left| \mathrm{tr}\left( O_d \otimes O \sum_{\eta \in A_\pi} E_{\eta}(\rho) \right) \right| \leq 4 \left( (n+1)^{M_2} - 1 \right) MM_1 M_2 (n+1)^{M_2} \left( \frac{1}{2} \right)^{\frac{n+1}{N_x}} \mathrm{tr}(\rho).
\]

With

\[
\lim_{n \to \infty} \sqrt[n]{4 \left( (n+1)^{M_2} - 1 \right) MM_1 M_2 (n+1)^{M_2} \left( \frac{1}{2} \right)^{\frac{n+1}{N_x}}} = \left( \frac{1}{2} \right)^{\frac{1}{N_x}} < 1,
\]

we have that for any \( x \in \mathbb{R} \), \( \sum_{n=1}^{\infty} H_n(x) \) is convergent. Since each term of \( H_n(x) \) is non-negative, \( H_n(x), n \in \mathbb{N} \) is a monotone sequence of continuous functions, then by Dini’s Theorem [58, Theorem 7.13], \( H_n(x) \) is uniform convergent on any close interval.
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Now, for any $n \geq 3$ and any $x \in \mathbb{R}$, we have

\[
\left| h_{n^{M_2 M_1 - 1}}(x) \right| = \sum_{\pi \in \Pi_{SP(\theta^* \{\theta \mapsto x\})}^{[n^{M_2 M_1 - 1}]}} \left| \text{tr} \left( O_d \otimes O \sum_{\eta \in A_\pi} \mathcal{E}_\eta(\rho) \right) \right| \leq \sum_{\pi \in \Pi_{SP(\theta^* \{\theta \mapsto x\})}^{[n^{M_2 M_1 - 1}]}} \left| \text{tr} \left( O_d \otimes O \sum_{\eta \in A_\pi} \mathcal{E}_\eta(\rho) \right) \right| + \sum_{k=2}^{n-1} \left| \sum_{\pi \in \Pi_{SP(\theta^* \{\theta \mapsto x\})}^{[n^{M_2 M_1 - 1}]}} \left[ \text{tr} \left( O_d \otimes O \sum_{\eta \in A_\pi} \mathcal{E}_\eta(\rho) \right) \right] \right| + \sum_{k=2}^{n-1} H_k(x).
\]

Because $H_n(x)$ is uniform convergent on any close interval, then $h_n(x)$ is uniform convergent on any close interval. We can also check that

\[
\lim_{n \to \infty} h_n(x) = \lim_{n \to \infty} \sum_{\pi \in \Pi_{SP(\theta^* \{\theta \mapsto x\})}^{[n^{M_2 M_1 - 1}]}} \left| \text{tr} \left( O_d \otimes O \sum_{\eta \in A_\pi} \mathcal{E}_\eta(\rho) \right) \right| \leq \sum_{\pi \in \Pi_{SP(\theta^* \{\theta \mapsto x\})}} \left| \text{tr} \left( O_d \otimes O \sum_{\eta \in A_\pi} \mathcal{E}_\eta(\rho) \right) \right| = \text{tr} \left( O_d \otimes O \left[ \frac{\partial}{\partial \theta} (P(\theta^* \{\theta \mapsto x\})) \right] (\rho) \right). \tag{by Equation (D.10)}
\]

\[
\square
\]

**Proof of Theorem 5.4.** As the same settings in Lemma D.8, for each $\pi \in \Pi_{P(\theta)}$, we define

\[
f_\pi(\theta) = \text{tr}(O \mathcal{E}_\pi(\rho))
\]

\[
g_\pi(\theta) = \sum_{\eta \in A_\pi} \text{tr}(O_d \otimes O \mathcal{E}_\eta(\rho)).
\]

With Lemma D.10, we assume $\pi = \rho_i n \rightarrow M_1 \rightarrow M_1 \rightarrow M_2 \rightarrow \cdots \rightarrow M_n$ and $1 \leq i_1 < i_2 < \cdots < i_k \leq n$ such that $\mathcal{E}_{ij} = [e^{-i \theta \sigma_j}]_{q_{ij}}$ for $j = 1, 2, \ldots, k$, then

\[
g_\pi(\theta) = \sum_{j=1}^{k} \left( \text{tr} \left( O \mathcal{E}_{\pi j_1 \cdots j_n} (\rho_{\pi_1 \cdots \pi_{j-1}}) \right) \right).
\]
With Lemma 5.1, we have

$$\frac{\partial}{\partial \theta_j} (f_\pi(\theta)) = \text{tr}(O \mathcal{E}_{\pi_1} \cdots \mathcal{E}_{\pi_n} (-i[\sigma_{ij}, \mathcal{E}_{\pi_1} \cdots \mathcal{E}_{\pi_{j-1}}(\rho)])$$

for \(j = 1, 2, \ldots, k\) (which is considered as the \(j\)th occurrence of \(\theta\)), then

$$\frac{\partial}{\partial \theta} (f_\pi(\theta)) = \sum_{j=1}^{k} \text{tr}(O \mathcal{E}_{\pi_1} \cdots \mathcal{E}_{\pi_n} (-i[\sigma_{ij}, \mathcal{E}_{\pi_1} \cdots \mathcal{E}_{\pi_{j-1}}(\rho)])$$

Thus,

$$\frac{\partial}{\partial \theta} (f_\pi(\theta)) = g_\pi(\theta). \tag{D.17}$$

For \(n \geq 1\), let

$$f_n(\theta) = \sum_{\pi \in \Pi_{SP(\theta)}^{(n)}} f_\pi(\theta)$$

$$g_n(\theta) = \sum_{\pi \in \Pi_{SP(\theta)}^{(n)}} g_\pi(\theta)$$

we have

$$\lim_{n \to \infty} f_n(\theta) = f(\theta)$$

$$\lim_{n \to \infty} g_n(\theta) = g(\theta).$$

The correctness and existence of the second equation are guaranteed by Lemma D.11. By Equation (D.17), we can easily check that for any \(n \geq 1\),

$$\frac{\partial}{\partial \theta} f_n(\theta) = g_n(\theta).$$

With Lemma D.11, \(g_n(\theta)\) is uniform convergent on a close interval \([\theta - \epsilon, \theta + \epsilon]\) for any \(\alpha \in \mathbb{R}\) and any \(\epsilon > 0\), which means \(\frac{\partial}{\partial \theta} (f_n(\theta))\) is uniform convergent on \([\theta - \epsilon, \theta + \epsilon]\), then

$$\lim_{n \to \infty} \frac{\partial}{\partial \theta} f_n(\theta) = \frac{\partial}{\partial \theta} \left( \lim_{n \to \infty} f_n(\theta) \right).$$

Thus,

$$\frac{\partial}{\partial \theta} f(\theta) = \frac{\partial}{\partial \theta} \left( \lim_{n \to \infty} f_n(\theta) \right) = \lim_{n \to \infty} \frac{\partial}{\partial \theta} f_n(\theta) = \lim_{n \to \infty} g_n(\theta) = g(\theta).$$

\[\square\]

### D.5 Proof of Theorem A.3

The proof is based on Appendix D.4. To obtain a more accurate estimation, we define the set \(\Gamma^{(n)}_{\theta} \subseteq \Pi_{SP(\theta)}\) for a given parameter symbol \(\theta\) and \(n \in \mathbb{N}\):

$$\Gamma^{(n)}_{\theta} \equiv \{ \pi \in \Pi_{SP(\theta)} : \theta \text{ appears } k \text{ times on path } \pi \text{ and } 0 \leq k \leq n \}.$$
For any $\pi \in \Gamma_{\theta}^{(n)} \setminus \Gamma_{\theta}^{(0)}$, $n \geq 1$, $\pi$ can be written as $\pi = l_{in}^{\theta} \rightarrow D.1 \rightarrow D.2 \rightarrow \cdots \rightarrow D.m$ with $1 \leq i_1 < \cdots < i_k \leq m$, $1 \leq k \leq n$ such that $E_{ij} = [e^{-i\theta \sigma_{ij}}]_{q_{ij}}$ for $j = 1, \ldots, k$. These $E_{ij}$, $1 \leq j \leq k$ correspond to $k$ times occurrences of $\theta$. Then, for any observable $O$, we have

$$\text{tr}(O^2 \otimes O^2 \sum_{\eta \in \mathcal{A}_n} E_{\eta}(\rho)) = \frac{k}{\mu(j)} \left( \text{tr}(O^2 \text{tr}(E_{\pi_1 \pi_{1j} \cdots \pi_n}(\rho)) \otimes \sigma_{ij}) \right).$$

**Proof.** The proof is similar to the proof of Lemma D.10.

We also need another lemma that is similar to Lemma 5.3.

**Lemma D.13.** Consider a quantum loop $P \equiv $ while $M[q] = 1$ do $Q$ od with fixed parameters (omitted). Assume that the state space $\mathcal{H}_P$ is finite-dimensional and $P$ terminates almost surely. We define superoperators $E_i : \mathcal{D}(\mathcal{H}_P) \rightarrow \mathcal{D}(\mathcal{H}_P)$ by $E_i(\rho) = M_i \rho M_i^\dagger$, $i = 0, 1$ and $E : \mathcal{D}(\mathcal{H}_P) \rightarrow \mathcal{D}(\mathcal{H}_P)$ by $E(\rho) = [Q](\rho)$. Then, for any $\epsilon \in (0, 1)$, there exists $N = N_\epsilon > 0$ such that $\forall n \in \mathbb{N}, \forall \rho \in \mathcal{D}(\mathcal{H}_P)$,

$$\text{tr}((E \circ E_1)^n(\rho)) \leq \epsilon \frac{n}{\mathcal{H}_{\Pi} I} \text{tr}(\rho).$$

**Proof.** Because $P$ terminates almost surely, we have that the operator $P_{Y}$ in Appendix D.1 is an identity operator $P_{Y} = I$. By Lemma D.2, for any $\epsilon \in (0, 1)$, there exists $N > 0$ such that $(\mathcal{G}^*)^N(P_{Y}) \subseteq \epsilon P_{Y}$, which is $(\mathcal{G}^*)^N(I) \subseteq \epsilon I$.

Therefore, for any $n \in \mathbb{N}, \forall \rho \in \mathcal{D}(\mathcal{H}_P)$, we have

$$\text{tr}((E \circ E_1)^n(\rho)) = \text{tr}((\mathcal{G}^*)^n(\rho) \leq \text{tr}(\epsilon \frac{n}{\mathcal{H}_{\Pi} I} \rho) = \epsilon \frac{n}{\mathcal{H}_{\Pi} I} \text{tr}(\rho).$$

We then follow the previous proof of Lemma D.11.

**Proof of Theorem A.3.** With the Lemma D.12 and a similar proof of Inequality (D.11), we have that for any $\pi \in \Gamma_{\theta}^{(n)}$,

$$\left| \text{tr}(O^2 \otimes O^2 \sum_{\eta \in \mathcal{A}_n} E_{\eta}(\rho)) \right| \leq \frac{k^2}{\mu(j)} \left( 2M^2 \text{tr}(E_{\pi}(\rho)) + 2M^2 \text{tr}(E_{\pi_{1j} \pi_{1j+1} \cdots \pi_n}(\rho) \sigma_{ij})) \right) \right),$$

where $M$ is the largest eigenvalue of $|O|$, $k_n$ is the $k$ in Lemma D.12 and

$$\sigma_{ij} = \text{tr}(E_{\pi_1 \cdots \pi_{1j-1}}(\rho)) \otimes \sigma_{ij}.$$

Let $M_2 = LC(P(\theta))$. For convenience, we assume $M_2 \geq 1$ temporarily. According to the definition of LC (in Definite A.2), $P(\theta)$ contains $M_2$ subprograms of while statements:

$$P_j(\theta) \equiv $ while $M[j][q_j] = 1$ do $Q_j(\theta)$ od, $j = 1, \ldots, M_2$.

With Lemma 5.3, for any $\epsilon \in (0, 1)$, there exists $N_\epsilon \geq 1$ that satisfies the following formula similar to Formula (D.12):

$$\forall n \in \mathbb{N}, \forall \rho \in \mathcal{H}_{P(\theta)}, 1 \leq j \leq M_2, \text{tr}(E_0^{(j)} \circ ([Q_j(\theta)] \circ E_1^{(j)})^n(\rho)) \leq \epsilon \frac{n}{\mathcal{H}_{\Pi} I} \text{tr}(\rho).$$
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Let $M_1 = RC_\theta(P(\theta)) \geq 1$. For any $n \geq 1$, we consider $\pi \in \Gamma^{((n+1)M_2)}_{\theta} \setminus \Gamma^{(nM_2)}_{\theta}$, the parameter symbol $\theta$ appears on $\pi$ at least $nM_2M_1$ times, then $\pi$ has at least $nM_2M_1/M_1 = nM_2$ locations of parameter symbol $\theta$ repeatedly appear, which is caused by while statements. Then, $\pi$ has at least $nM_2$ times running into the loop bodies of above $P_j(\theta)$, $j = 1, \ldots, M_2$. By the same discussion in the proof of Lemma D.11, there exists $1 \leq j_0 \leq M_2$ such that $\pi$ continuously runs into the loop body of $P_{j_0}(\theta)$ with more than $n - 1$ times.

With the help of Formula (D.19) and Lemma D.5, we can also obtain an inequality similar to Inequality (D.16) in the same way of the proof of Lemma D.11 (note: we can get a tighter bound by limiting $0 \leq m \leq l(k_j)$ for every $1 \leq j \leq M_2$, where $k_j$ is the depth of subprogram $P(\theta)$, nested with other $M_2 - 1$ subprograms mentioned before and when $k \geq 2, l(k) = (n - 1)^2n^{k-2}, l(1) = 1$,

\[
\sum_{\pi \in \Gamma^{((n+1)M_2)}_{\theta} \setminus \Gamma^{(nM_2)}_{\theta}} \text{tr}(E_{\pi}(\rho)) \leq \sum_{j=1}^{M_2} (l(j) + 1)e^{\frac{n+1}{n^2}} \text{tr}(\rho)
\]

\[
\leq \sum_{j=1}^{M_2} (l(j) + 1)e^{\frac{n+1}{n^2}} \text{tr}(\rho)
\]

\[
\leq (M_2 + (n - 1)(nM_2 - 1))e^{\frac{n+1}{n^2}} \text{tr}(\rho)
\]

\[
\leq (M_2 + (n - 1)(nM_2 - 1) + \epsilon)e^{\frac{n+1}{n^2}} \text{tr}(\rho),
\]

where $(x)_+ = \max\{0, x\}$. This inequality also holds for $M_2 = 2$, because if $M_2 = 0$, then $\Gamma^{((n+1)M_2)}_{\theta} \setminus \Gamma^{(nM_2)}_{\theta} = \Gamma^{(n+1)M_1}_{\theta} \setminus \Gamma^{nM_2}_{\theta} = \Gamma^{(M_1 - 1)}_{\theta} \setminus \Gamma^{(M_1 - 1)}_{\theta}$ is an empty set and $P(\theta)$ does not contain while statement, then $\Pi\gamma_{P(\theta)} = \Gamma^{(M_1)}_{\theta}$.

With Inequality (D.18) and Inequality (D.20), we have that for $n \geq 1$,

\[
\sum_{\pi \in \Gamma^{((n+1)M_2)}_{\theta} \setminus \Gamma^{(nM_2)}_{\theta}} \left| \text{tr} \left( \left( O^2_\pi \otimes O \sum_{\eta \in A_\pi} E_{\eta}(\rho) \right) \right) \right|
\]

\[
\leq \sum_{\pi \in \Gamma^{((n+1)M_2)}_{\theta} \setminus \Gamma^{(nM_2)}_{\theta}} \frac{2M^2}{\mu(j)} \text{tr}(E_{\pi}(\rho)) + \sum_{\pi \in \Gamma^{((n+1)M_2)M_1} \setminus \Gamma^{(nM_2)M_1}} \frac{2M^2}{\mu(j)} \text{tr}(E_{\pi_1, \pi_1+1, \ldots, \pi_n}(\sigma_{\pi_1})))
\]

\[
= \text{Term-A} + \text{Term-B}.
\]

For Term-A:

\[
\sum_{\pi \in \Gamma^{((n+1)M_2)M_1}} \frac{2M^2}{\mu(j)} \text{tr}(E_{\pi}(\rho))
\]

\[
\leq \left( \sum_{\pi \in \Gamma^{((n+1)M_2)M_1}} \frac{2M^2}{\mu(j)} \text{tr}(E_{\pi}(\rho)) \right) + \left( \sum_{k=1}^{n} \sum_{\pi \in \Gamma^{((n+1)M_2)M_1} \setminus \Gamma^{(n+1)M_2)M_1-1}} \frac{2M^2}{\mu(j)} \text{tr}(E_{\pi}(\rho)) \right)
\]

10In the proof of Lemma D.11, we define the set $A^{(n,m)}_j$ for $0 \leq m \leq (n + 1)M_2M_1 - 1$. However, we can prove that for any $m > l(k_j)$ and any $\pi \in A^{(n,m)}_j$, there exists $j'$ such that $k_j < k_{j'}$ and $\pi \in A^{(n,m')}_j$ and $m' \leq l(k_{j'})$ by induction on $k_j$. Thus, we only need consider those sets $A^{(n,m)}_j$ with $0 \leq m \leq l(k_j)$.
\[
\leq \left( \sum_{j=1}^{M_1} \sum_{\pi \in \Gamma^{(M_1)}} \frac{2M^2}{\mu(j)} \text{tr}(E_{\pi}(\rho)) \right) + \left( \sum_{k=1}^{n} \sum_{j=1}^{(k+1)M_1-1} \frac{2M^2}{\mu(j)} \text{tr}(E_{\pi}(\rho)) \right)
\]
\[
\leq \left( \sum_{j=1}^{M_1} \frac{2M^2}{\mu(j)} \text{tr}(\rho) \right) + \left( \sum_{k=1}^{n} \sum_{j=1}^{(k+1)M_1-1} \frac{2M^2}{\mu(j)} (M_2 + (k-1)(M_2-1)_+) e^{\frac{k-1}{\kappa}} \right)
\]
\[
= 2M^2 \left( S(M_1) + \sum_{k=1}^{n} \left( (M_2 + (k-1)(M_2-1)_+) S \left((k+1)M_1 - 1\right) e^{\frac{k-1}{\kappa}} \right) \right) \text{tr}(\rho),
\]

where \( S(n) = \sum_{j=1}^{n} \frac{1}{\mu(j)} \).

For Term-B,
\[
\sum_{\pi \in \Gamma^{(n+1)M_2M_1-1}} \sum_{j=1}^{k} \frac{2M^2}{\mu(j)} \text{tr}(E_{\pi_{j+1} \cdots \pi_n}(\sigma_{\pi_j}))
\]
\[
= \left( \sum_{\pi \in \Gamma^{(M_2)}} \sum_{j=1}^{k} \frac{2M^2}{\mu(j)} \text{tr}(E_{\pi_{j+1} \cdots \pi_n}(\sigma_{\pi_j})) \right)
\]
\[
+ \left( \sum_{k=1}^{n} \sum_{\pi \in \Gamma^{(k+1)M_2M_1-1}} \sum_{j=1}^{k} \frac{2M^2}{\mu(j)} \text{tr}(E_{\pi_{j+1} \cdots \pi_n}(\sigma_{\pi_j})) \right)
\]
\[
= \text{Term-C + Term-D}.
\]

For Term-C, we consider all the \( \sigma_{\pi_{j+1}} = \text{tr}_q(\pi_{j+1} \cdots \pi_{j-1}(\rho)) \otimes \sigma_{\pi_j} \) that have same \( E_{\pi_{j+1} \cdots \pi_{j-1}}(\rho) \), let
\[
E_j = \{ \pi_{1 \cdots j-1} : \exists \eta \text{ s.t. } \pi = \pi_{1 \cdots j-1} \eta \in \Gamma^{(M_1)} \}
\]
for every \( 1 \leq j \leq M_1 \) and
\[
F_{F_{1 \cdots j-1}} = \{ \pi \in \Gamma^{(M_1)} : \exists \eta \text{ s.t. } \pi = \pi_{1 \cdots j-1} \eta \}
\]
then,
\[
\sum_{\pi \in \Gamma^{(M_1)}} \sum_{j=1}^{k} \frac{2M^2}{\mu(j)} \text{tr}(E_{\pi_{j+1} \cdots \pi_n}(\sigma_{\pi_j}))
\]
\[
= \sum_{j=1}^{M_1} \sum_{\pi_{1 \cdots j-1} \in E_j} \sum_{\pi \in F_{1 \cdots j-1}} \frac{2M^2}{\mu(j)} \text{tr}(E_{\pi_{j+1} \cdots \pi_n}(\sigma_{\pi_j}))
\]
\[
\leq \sum_{j=1}^{M_1} \sum_{\pi_{1 \cdots j-1} \in E_j} \frac{2M^2}{\mu(j)} \text{tr}(\sigma_{\pi_j}) \quad \text{(apply Lemma D.5 to } F_{1 \cdots j-1})
\]
\[
= \sum_{j=1}^{M_1} \sum_{\pi_{1 \cdots j-1} \in E_j} \frac{2M^2}{\mu(j)} \text{tr}(\text{tr}_q(\pi_{1 \cdots j-1}(\rho)) \otimes \sigma_{\pi_j})
\]
\[ = \sum_{j=1}^{M_1} \sum_{\pi_1 \cdots \pi_{j-1} \in E_j} \frac{2M^2}{\mu(j)} \text{tr}(\mathcal{E}_{\pi_1 \cdots \pi_{j-1}}(\rho)) \]
\[ \leq \sum_{j=1}^{M_1} 2M^2 \mu(j) \text{tr}(\rho) \quad (\text{apply Lemma D.5 to } E_j) \]
\[ = 2M^2 S(M_1) \text{tr}(\rho). \]

For Term-D, we have already known that any
\[ \pi \in \Gamma(\theta)^{(k+1)M_2 M_1-1} \setminus \Gamma(\theta)^{(k)M_2 M_1-1} \]
must continuously runs into a loop body \( P_k(\theta) \), \( 1 \leq k \leq M_2 \) at least \( n \) times. For any \( \pi \) above, \( \mathcal{E}_{\pi j} \pi_{j+1} \cdots \pi_n(\sigma_{\pi j}) \) is
\[ \mathcal{E}_{\pi j} \pi_{j+1} \cdots \pi_n(\text{tr}_{q_j}(\mathcal{E}_{\pi_1 \cdots \pi_{j-1}}(\rho)) \otimes \sigma_{\pi j}). \]
For any \( 1 \leq j \leq ((k+1)M_2 M_1-1) \), the location \( \pi_i \) will only split successive runs of the loop body at most once, thus, we can get a scale \( \epsilon \frac{n-1}{2} \) to replace \( \epsilon \frac{k+1}{2} \) in Inequality (D.20) by Lemma 5.3 and Lemma D.13:
\[ \sum_{\pi \in \Gamma(\theta)^{(k+1)M_2 M_1-1} \setminus \Gamma(\theta)^{(k)M_2 M_1-1}} \text{tr}(\rho_{\pi j}) \]
\[ \leq (M_2 + (k - 1)(M_2 - 1)) \epsilon \frac{n-1}{2} \text{tr}(\rho), \]
where \( \rho_{\pi,j} = \mathcal{E}_{\pi j} \pi_{j+1} \cdots \pi_n(\sigma_{\pi j}) \) if \( \pi \) has \( j \)th occurrence of \( \theta \), or equal to \( \mathcal{E}_\pi \) if \( \pi \) has no \( j \)th occurrence of \( \theta \).

Thus,
\[ \sum_{\pi \in \Gamma(\theta)^{(k+1)M_2 M_1-1} \setminus \Gamma(\theta)^{(k)M_2 M_1-1}} \sum_{j=1}^{\pi} \frac{2M^2}{\mu(j)} \text{tr}(\mathcal{E}_{\pi j} \pi_{j+1} \cdots \pi_n(\sigma_{\pi j})) \]
\[ = \sum_{\pi \in \Gamma(\theta)^{(k+1)M_2 M_1-1} \setminus \Gamma(\theta)^{(k)M_2 M_1-1}} \sum_{j=1}^{\pi} 2M^2 \mu(j) \text{tr}(\rho_{\pi,j}) \]
\[ \leq \sum_{\pi \in \Gamma(\theta)^{(k+1)M_2 M_1-1} \setminus \Gamma(\theta)^{(k)M_2 M_1-1}} (\sum_{j=1}^{(k+1)M_2 M_1-1}) \frac{2M^2}{\mu(j)} \text{tr}(\rho_{\pi,j}) \]
\[ = \sum_{j=1}^{(k+1)M_2 M_1-1} \frac{2M^2}{\mu(j)} (M_2 + (k - 1)(M_2 - 1)) \epsilon \frac{k+1}{2} \text{tr}(\rho) \quad (\text{by Inequality (D.21)}) \]
\[ = 2M^2 (M_2 + (k - 1)(M_2 - 1)) S((k + 1)^{M_2 M_1 - 1}) \epsilon \frac{k+1}{2} \text{tr}(\rho). \]
Then, Term-D can be bounded as follows:

$$\sum_{k=1}^{n} \sum_{\pi \in \Gamma_{\theta}^{(n+1)M_2,M_1-1}} \sum_{j=1}^{k_n} \frac{2M^2}{\mu(j)} \text{tr}(E_{\pi_{ij} \pi_{ij+1} \cdots \pi_n}(\sigma_{\pi_{ij}}))$$

$$\leq 2M^2 \sum_{k=1}^{n} (M_2 + (k-1)(k^{M_2-1} - 1)) S((k+1)^{M_2} M_1 - 1) e^{\frac{k-1}{N_\theta}} \text{tr}(\rho).$$

Therefore, Term-B is bounded as follows:

$$\sum_{\pi \in \Gamma_{\theta}^{(n+1)M_2,M_1-1}} \sum_{j=1}^{k_n} \frac{2M^2}{\mu(j)} \text{tr}(E_{\pi_{ij} \pi_{ij+1} \cdots \pi_n}(\sigma_{\pi_{ij}}))$$

$$\leq 2M^2 \left( S(M_1) + \sum_{k=1}^{n} (M_2 + (k-1)(k^{M_2-1} - 1)) S((k+1)^{M_2} M_1 - 1) e^{\frac{k-1}{N_\theta}} \right) \text{tr}(\rho).$$

Finally, we have the following inequality:

$$\sum_{\pi \in \Gamma_{\theta}^{(n+1)M_2,M_1-1}} \left| \text{tr} \left( O_d^2 \otimes O \sum_{\eta \in A_\pi} E_{\eta}(\rho) \right) \right|$$

$$\leq M^2 \left( 4S(M_1) + \sum_{k=1}^{n} (M_2 + (k-1)(k^{M_2-1} - 1)) \cdot S((k+1)^{M_2} M_1 - 1) (2e^{\frac{k-1}{N_\theta}} + 2e^{\frac{k-1}{N_\theta}}) \right) \text{tr}(\rho)$$

(D.22)

that holds for any $n \geq 1$ and $M_1, M_2 \geq 0$.

By the definition of $\Gamma_{\theta}^{(n)}$, we have

$$\Pi_{S^\theta} = \bigcup_{n=1}^{\infty} \Gamma_{\theta}^{(n)}.$$

When $M_2 \geq 1$, we also have

$$\Pi_{S^\theta} = \bigcup_{n=1}^{\infty} \Gamma_{\theta}^{(n+1)M_2,M_1-1}.$$
\[
\lim_{n \to \infty} M^2 \left( 4S(M_1) + \sum_{k=1}^{n} (M_2 + (k-1)(k^{M_2-1} - 1)_+) \cdot S \left( (k+1)^{M_2}M_1 - 1 \right) \left( 2e^{\frac{1}{k^{M_2}}} + 2e^{\frac{1}{k^{M_2}-1}} \right) \right) \mathrm{tr}(\rho)
\]
\[
= M^2 \left( 4S(M_1) + \sum_{k=1}^{\infty} (M_2 + (k-1)(k^{M_2-1} - 1)_+) \cdot S \left( (k+1)^{M_2}M_1 - 1 \right) \left( 2e^{\frac{1}{k^{M_2}}} + 2e^{\frac{1}{k^{M_2}-1}} \right) \right) \mathrm{tr}(\rho)
\]

When \( M_2 = 0 \), we already know \( \Pi_{S_\rho(\theta)} = \Gamma^{(M_1)}_\theta \), then the above inequality also holds.

An equation similar to Equation (D.10) is
\[
\langle O_d^2 \otimes O^2 \rangle = \mathrm{tr} \left( O_d^2 \otimes O_c^2 \left[ \frac{\partial}{\partial \alpha} \theta(P(\theta)) \right] \right) (\rho) = \sum_{\pi \in \Pi_{S_\rho(\theta)}} \mathrm{tr} \left( O_d^2 \otimes O^2 \sum_{\eta \in A_\pi} E_\eta(\rho) \right).
\]

Thus, we finally obtain the following inequality:
\[
\langle O_d^2 \otimes O^2 \rangle \leq M^2 \left( 4S(M_1) + \sum_{k=1}^{\infty} (M_2 + (k-1)(k^{M_2-1} - 1)_+) S \left( (k+1)^{M_2}M_1 - 1 \right) \left( 2e^{\frac{1}{k^{M_2}}} + 2e^{\frac{1}{k^{M_2}-1}} \right) \right) \mathrm{tr}(\rho).
\]

\[\square\]
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