A Model of Visual Intelligent System for Genus Identification of Fish in the Siluriformes Order
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Abstract. Ambiguity in the fish naming is present in several fish species database, especially for fish in Siluriformes order. To fix the ambiguity, a visual intelligent system is needed to automate the fish naming correction in the database. In this study, we developed a deep-learning-based model as the core of the intelligent system. The proposed model achieved 89% accuracy for the classification of three genera in Siluriformes order: Mystus, Hemibagrus, and Glyptothorax.
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1. Introduction

Species identification is important to preserve biodiversity in a natural environment [1]. However, specifically for fish, the identification of fish species is generally carried out by taxonomic identification using references. The key references for identifying fish species in Indonesia are Saanin [2] and Kottelat et.al. [3]. Along with the development of technological science, the current identification process is starting to be carried out visually from images by comparing the characteristics from databases of fish species such as IUCN, Fishbase, and BOLD system. However, several images in the databases were not correctly named, especially for the Siluriformes order. For example, the naming of the Senggaringan fish species from the Siluriformes order from the Klawing River, Purbalingga Regency, Indonesia is still ambiguous. Different studies identified it as different species, namely Mystus nigriceps [4–7] and Mystus micrachantus [8]. It was eventually confirmed genetically that it actually is Mystus singaringan by Pramono et.al. [9–11]. To fix the misnaming issue, the most practical approach is to develop an intelligent system that can scan through the fish images in the databases and list all the potential misnaming.
Currently, a trend to integrate deep learning [12] for visual intelligent systems is emerging [13,14]. This trend was set by the astonishing winning of AlexNet [15] in the ImageNet Large Scale Visual Recognition Challenge [16,17] in 2012. Not only for image, deep learning also excels in other complex data types such as audio [18], text [19,20], and even biological data [21]. Deep learning is popular for image analysis because of its ability to automatically learn visual features, hence eliminating the needs to use handcrafted visual features which is essential in classical image analysis models [22,23].

Since 2016, deep learning is started to be integrated in fish classification models. The early deep learning-based fish classification models still incorporate Support Vector Machine [24] on top of a deep learning architecture [25–27]. Following the trend in other computer vision research, the fish classification models were started to employ an end-to-end deep learning architecture. The first full deep learning model for fish classification was developed by Chen et al. [28], in which combined deep learning for image-level classification and instance-level classification with adaptive prediction. Despite the superior performance of a full deep learning model, it normally requires a massive training data to reach its optimal performance [29,30]. Because of the limited training data for fish classification, strategies that can reduce the training data size requirement were heavily utilized to develop full deep learning models for fish classification. The strategies were transfer learning [31] and data augmentation [32]. Not only they were studied for modeling research, but deep-learning-based fish classification models were also physically implemented for underwater-drone [33] and aquarium [34].

This study was conducted to address the misnaming issue by developing the intelligent system. Specifically, the contribution of this study is to develop an Artificial Intelligence (AI) model for genus identification of fish in the Siluriformes order. The model is based on deep learning. Specifically, the model is Convolutional Neural Networks (CNN) [35,36], which is specialized for image processing tasks. The model developed in this study is expected to be the basis of a general morphological fish identification system.

2. Method
In this study, a deep learning model based on transfer learning is proposed for the automated detection of the fish images. Transfer learning is utilized in this study because of its capability to improve a deep learning model with limited data [36,37]. For the deep learning architectures, we compared the performance of ResNet-18, ResNet-34, and ResNet-50 pre-trained networks, which are popular for transfer learning. These architectures are the member of ResNet [38] architectures family, which has special links called residual connection. These links connect a layer to the consecutive layers. A layer can access the feature maps of other layers because of these residual connections. Since each layer learns the flow of information directly within the network, the overfitting problem which may arise during the training of models can be averted. The architectures were employed in a transfer learning scheme as illustrated in Fig. 1.
To train the networks, we used a dataset that contains 179 images of fish from three genera in Siluriformes order: Mystus, Hemibagrus, and Glyptotheorax. The number of images for Mystus, Hemibagrus, and Glyptotheorax is respectively 87, 55, and 37. Based on the Pareto ratio, we split 20% of the whole dataset for testing. The remaining dataset was split again for training and validation also with the ratio based on Pareto principle (80% training and 20% validation. This process resulted in 112 images for training, 30 images for validation, and 37 images for testing. To reduce the deep learning requirement for big training data further, we applied random rotation, color jitter, and random horizontal flip as the augmentation strategies during the training process. Fig. 2 shows a random sample of images after the augmentation strategies are applied.

All Resnet models were trained using the stochastic gradient descent with momentum (SGDM) optimizer, with an initial learning rate of 0.001 and a mini-batch size of 8. All models were trained for 50 epochs.

3. Result and Discussion

Fig. 3 shows the confusion matrix of ResNet-18 3(a), ResNet-34 3(b), and ResNet-50 3(c). On the one hand, ResNet-18 misclassified 2 images of Glyptotheorax as Hemibagrus and Mystus, 1 image of Hemibagrus as Mystus, and 1 image of Mystus as Hemibagrus. The testing accuracy is 89%. On the other hand, ResNet-34 misclassified 2 images of Glyptotheorax as Mystus, 3 images of Hemibagrus as Mystus, and 1 image of Mystus as Hemibagrus. Meanwhile, ResNet-50 misclassified 3 images of Glyptotheorax as Mystus, 1 image of Hemibagrus as Mystus, and 4 images of Mystus as Hemibagrus. Based on these confusion matrices, the accuracy of each model is calculated and presented in Table 1.

It is evident from Table 1 that ResNet-18 achieved the best test accuracy of 89%, followed by ResNet-34 and ResNet-50. It should be noted that ResNet-18, ResNet-34, and Resnet-50 respectively have 18, 34, and 50 layers. Generally, an architecture with more layers can outperform a model with fewer layers. However, if the training data size is not adequate, the larger model can overfit the dataset, which can greatly reduce its accuracy. Thus, we can argue that the trend shown in Table 1 is due to training data inadequacy.

To assess the performance of all models further, we present the per-class accuracy in Table 2. It is apparent that the accuracy for Mystus class is the highest across all models, which has the largest number of images among all classes. We can see that the number of images in the training dataset plays an important role in the accuracy of the corresponding class. This phenomenon is common for deep learning that is trained with an imbalanced dataset [39–41]. With the number of Mystus images that is about two times larger than the number of Glyptotheorax images, we can consider that the dataset in this study is imbalanced.
Fig. 3 Confusion Matrix for fish dataset with ResNet-18 (a), ResNet-34 (b), and ResNet-50 (c)

**Table 1. Testing accuracy from each model.**

| Network     | Testing Accuracy |
|-------------|------------------|
| ResNet-18   | 89%              |
| ResNet-34   | 83%              |
| ResNet-50   | 78%              |

**Table 2. Testing accuracy from each class using 3 network model.**

| Network     | Glyptothorax | Hemibagrus | Mystus |
|-------------|--------------|------------|--------|
| ResNet-18   | 75%          | 91%        | 94%    |
| ResNet-34   | 75%          | 73%        | 94%    |
| ResNet-50   | 63%          | 91%        | 78%    |
To assess if the models suffered overfitting, we plotted the training and validation performance of all models as shown in figure 4 until 9. Based on the plots, we can identify the existence of an overfitting issue in all models. This confirms the trend shown in Table 1. We conjecture that the cause of this overfitting issue is the small training data used to train the models.

**Figure 4.** Training and validation accuracy from ResNet-18 model

**Figure 5.** Training and validation loss from ResNet-18 model

**Figure 6.** Training and validation accuracy from ResNet-34 model

**Figure 7.** Training and validation loss from ResNet-34 model

**Figure 8.** Training and validation accuracy from ResNet-50 model

**Figure 9.** Training and validation loss from ResNet-50 model
4. Conclusion
The best deep learning model proposed in this study for fish classification gave an accuracy of 89%. The best model used ResNet-18 architecture, which is the smallest model tested in this study. The larger models were outperformed by ResNet-18 due to the overfitting issue, which might be caused by the small dataset in this study. For future works, more data is needed to be used to alleviate the overfitting issue. A more extensive data augmentation can also be employed to harness the information in a dataset with limited size.
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