Can we observe the many-body localization?
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We study time dynamics of 1D disordered Heisenberg spin-1/2 chain focusing on a regime of large system sizes and a long time evolution. This regime is relevant for observation of many-body localization (MBL), a phenomenon that is expected to freeze the dynamics of the system and prevent it from reaching thermal equilibrium. Performing extensive numerical simulations of the imbalance, a quantity often employed in the experimental studies of MBL, we show that the regime of a slow power-law decay of imbalance persists to disorder strengths exceeding by at least a factor of 2 the current estimates of the critical disorder strength for MBL. Even though we investigate time evolution up to few thousands tunneling times, we observe no signs of the saturation of imbalance that would suggest freezing of system dynamics and provide a smoking gun evidence of MBL. We demonstrate that the situation is qualitatively different when the disorder is replaced by a quasiperiodic potential. In this case, we observe an emergence of a pattern of oscillations of the imbalance that is stable with respect to changes in the system size. This suggests that the dynamics of quasiperiodic systems remain fully local at the longest time scales we reach provided that the quasiperiodic potential is sufficiently strong. Our study identifies challenges in an unequivocal experimental observation of the phenomenon of MBL.

I. INTRODUCTION

Generic isolated quantum many-body systems initialized in an out-of-equilibrium state are expected to approach featureless thermal states described by the eigenstate thermalization hypothesis [1–3]. Many-body localization (MBL) [4, 5] has been put forward as a mechanism that prevents the approach to equilibrium due to an interplay of interactions and strong disorder.

The phenomenon of MBL has received a lot of attention over the last decade [6–8]. The MBL phase is characterized by presence of local integrals of motion [9–15] that inhibit the transport [6, 16], and slow down the spreading of the quantum entanglement [17, 18]. MBL has been investigated numerically in disordered spin chains [19–22] that map onto spinless fermionic chains, in systems of spinful fermions [23–26] or bosons [27–29] and found in systems with random interactions [30–32] or in various types of quasiperiodic systems [33–35]. All those investigations were confirming the belief that MBL is a robust mechanism of ergodicity breaking, that can be expected to occur in a wide class of local, one-dimensional quantum many-body systems provided that a sufficiently strong quenched disorder is present.

This belief was challenged in [36] where it was argued that MBL might not be stable in the asymptotic sense, i.e. in the limit of an infinite time and system size, and the observations of earlier works indicate only a presence of an MBL regime found at a finite system size and finite times. This lead to an intense debate about the stability of MBL [37–39] and its dynamical properties [40–43]. Despite these works, it is presently unclear whether a stable

MBL phase exists much deeper in the MBL regime than it was previously estimated [44] or whether there is no stable MBL phase at all. An example of the latter scenario is provided by disordered constrained spin chains which, despite hosting a wide non-ergodic regime at finite system sizes [45] become ergodic in the thermodynamic limit [46].

The double limit of infinite time and system size lies at the source of difficulties in establishing the status of MBL. On one hand, one may investigate properties of eigenstates of many-body systems, that encode the properties of the system at infinite time. However, the eigenstates can be found in an unbiased fashion only for relatively small system sizes $L$ (for instance, for the usually studied spin-1/2 chains, $L \leq 24$ [47, 48]), which does not allow for a fully controlled extrapolation of the results to
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FIG. 1. Interactions induce a slow but persistent to long times decay of the imbalance $I(t)$ as visible from the comparison of results for non-interacting ($\Delta = 0$) and interacting ($\Delta = 1$) system. Data for disordered XXZ model (1) at disorder strength $W = 4$. The squares denote the Heisenberg time $t_H$ that scales exponentially with system size $L$. 
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the thermodynamic limit $L \to \infty$. On the other hand, tensor network algorithms [49, 50] such as TEBD [51, 52] or TDVP [53–55] allow one to study time evolution of systems comprised of hundreds or even thousands of sites. Unfortunately, the time evolution of many-body systems can be traced faithfully with such algorithms only up to times restricted by the growth of the entanglement in the system. Since, in strongly disordered systems, the entanglement entropy grows only logarithmically in time, maximal times of several hundred tunneling times were achieved in [25, 56–58]. Nevertheless, there is no straightforward way of extrapolating these results to the infinite time limit.

Fig. 1 illustrates the difficulties in assessing whether the system is ergodic or MBL in a quench experiment. It shows the time evolution of the so-called imbalance $I(t)$ for a disordered XXZ spin-1/2 chain (precise definitions are given in the following section). An ergodic system has no memory of its initial state and the imbalance vanishes in the long-time limit: $I(t) \overset{t \to \infty}{\to} 0$. In contrast, the information about the initial density profile persists indefinitely in the MBL phase in which $I(t) \overset{t \to \infty}{\to} I_0 > 0$. For the non-interacting system ($\Delta = 0$) one clearly sees that after initial oscillations, the imbalance saturates to a constant value. Such a behavior allows for a straightforward experimental observation of Anderson localization in the absence of interactions [59, 60]. The main effect of interactions is that the imbalance decays to much longer times, as exhibited by data for $\Delta = 1$. The time scale at which $I(t)$ ceases to decay is of the order of the Heisenberg time $t_H$ that is proportional to an inverse of the mean level spacing of the system and hence it is exponentially large in the system size $L$. In a consequence, the data presented in Fig. 1 allow us only to conclude that at the considered disorder strength $W = 4$, the system is in a MBL regime. The value of the imbalance in the $t \to \infty$ limit is clearly decreasing with system size $L$ and it is impossible to determine from data in Fig. 1 whether in the $L \to \infty$ the system remains MBL at $W = 4$ or whether the ergodicity is restored.

This explains the title of our work: Can we observe the many-body localization? The presence of MBL regime has been demonstrated in a number of numerical works as well as in experiments with cold atoms and ions [61–67]. The aim of this work is to determine whether we can observe unambiguous signatures of the MBL phase in the time evolution of disordered many-body systems. To that end we perform extensive numerical simulations of disordered XXZ spin-1/2 chain and concentrate on the time evolution of density correlation functions.

Let us note that we on purpose limit our discussion to short-ranged interactions although MBL has been addressed also for long-range (e.g., dipolar [68–72], Ising-type [73–75] or cavity-mediated [76, 77]) interactions. Similarly we do not address the existence and properties of localization in disorder-free potentials (such as e.g., tilted lattices) - the subject of intensive recent studies [78–91]. We want to concentrate on the “pure”, traditional MBL case.

The paper is structured as follows. In Sec. II we introduce the XXZ spin chain. We provide results for small system sizes and formulate tentative criteria for observation of MBL phase in Sec. III. Then, we verify whether those criteria are fulfilled by dynamics of the XXZ spin chain in the regime of large disorder strengths and system sizes in Sec. IV. Subsequently, we investigate time evolution of entanglement entropy in that regime in Sec. V. Finally, instead of random disorder we consider time dynamics of the system with a quasiperiodic potential in Sec. VI. We draw our conclusions in Sec. VII.

**II. MODEL AND OBSERVABLES**

In this work we concentrate on 1D XXZ spin chain with Hamiltonian given by

$$H = J \sum_{i=1}^{L} \left( S_{i+1}^x S_i^x + S_{i+1}^y S_i^y + \Delta S_{i+1}^z S_i^z \right) + \sum_{i=1}^{L} h_i S_i^z$$

(1)

where $S_i$ are spin-1/2 matrices, $J = 1$ is fixed as the energy unit, open boundary conditions are assumed and $h_i \in [-W,W]$ are independent, uniformly distributed random variables. The Jordan-Wigner transformation allows to map XXZ spin chain (1), to a system of interacting spinless fermions, with the tunneling matrix element equal to $J$ and nearest-neighbor interaction strength $\Delta$. This allows to make connection between disordered XXZ model and optical lattice experiments (as e.g. in [61]). The random-field XXZ spin chain has been widely studied in the MBL context, see e.g. [22, 92–100]. Various estimates of the critical disorder strength $W_C$ for the transition to MBL phase include: $W_C \approx 3.7$ [22], $W_C \approx 3.8$ [101], $W_C \approx 4.2$ [57, 102], $W_C \gtrsim 5$ [56, 103], $W_C \approx 5.4$ [48].

Besides the random disorder $h_i \in [-W,W]$, we also consider the case of quasiperiodic (QP) potential, for which $h_i = W^{QP} \cos(2\pi k i / \phi)$, where $k = (\sqrt{5} - 1)/2$ and $\phi$ is a random phase taken from the uniform distribution between $[0,2\pi]$. The QP potential breaks the translation invariance of the system playing a role similar to disorder and leading to MBL at a critical strong amplitude of the QP potential $W^{QP}_C$, with various estimates ranging from $W^{QP}_C \approx 1.5$ [33, 104–108] through $W^{QP}_C \approx 2.4$ [109, 110], up to $W^{QP}_C \approx 4$ [111]. Its important to note that the properties of the transition to MBL phase in QP systems are distinct from the transition in system with random disorder [34, 112–114].

We analyze dynamics of imbalance

$$I(t) = D \sum_{i=1}^{L-I_0} \langle \psi(t)|S_i^z|\psi(t)\rangle \langle \psi|S_i^z|\psi \rangle,$$

(2)

where $|\psi(t)\rangle = e^{-iHt}|\psi\rangle$, $|\psi\rangle$ is the initial state, the constant $D$ assures that $I(0) = 1$, $I_0 > 0$ diminishes
III. HOW TO OBSERVE AN MBL PHASE?

Numerical [118] as well as experimental [63] investigations of the imbalance \( I(t) \) indicate a presence of a wide regime of disorder strength \( W \) in which the imbalance decays according to a power-law \( I(t) \sim t^\beta \). As a criterion for a transition to MBL, the work [56] introduced the condition that \( \beta \) vanishing within error bars implies the onset of MBL. The problem with such a criterion is that the error bars on \( \beta \) can be significantly reduced with increasing time of evolution and number of disorder samples, pushing the tentative boundary of MBL to longer and longer times, not changing much beyond the Heisenberg time \( t_H \). The interaction induced decay of \( \beta(t) \) is evidently getting more abrupt with increasing \( L \). The situation is, in fact quite similar for \( W = 5 \) (see Fig. 2b), which, according to the majority of estimates (e.g. [22, 35, 102]) is already in the MBL phase. While the decay of \( \beta(t) \) is much slower than for \( W = 3 \), it persist to long-times and the saturation value of \( \beta(t) \) is decreasing with \( L \).

To investigate the slow decay of \( C(t) \) in more quantitative fashion, we consider a time-dependent \( \beta(t) \) function [109], that is obtained from the fit \( C(t) = a t^{-\beta(t)} \) in the interval \( t \in [t_1, 1.5 t_1] \). The resulting \( \beta(t) \) functions are shown in Fig. 2 (c),d). For \( W = 3 \) we observe that at first, the decay of \( C(t) \) is well described by a power-law \( \beta(t) \) is constant) and then the decay gradually slows down, stopping at the time scale approximately order of magnitude larger than \( t_H \). For \( W = 5 \), the slow down of the decay of \( C(t) \) occurs at smaller times, however, a non-vanishing \( \beta(t) \) up to Heisenberg time signals further, non-negligible decay of the density correlation function.

Results presented in this section show that the correlation functions decay up to Heisenberg time or even longer. Moreover, comparison of results for \( W = 3 \) and \( W = 5 \) indicates that it is hard to propose an accurate
phenomenological model for the decay of $C(t)$. Nevertheless, building on intuitions obtained in this section, we conclude that an unambiguous observation of MBL phase should include at least one of the two conditions:

(A) the value of the exponent $\beta$ that is decreasing with system size as $L^{-1}$ - in such a case even if the power-law decay persists up to the Heisenberg time, the imbalance is non-vanishing in the limit $t \to \infty$

(B) a decrease of value of $\beta(t)$ that occurs in a system size independent fashion indicating the saturation of the imbalance beyond a certain time scale.

With those conditions in mind, we now turn to an analysis of time dynamics of large systems in the strong-disorder, long-time regime, which seems to be the most suitable one to find signatures of the MBL phase.

IV. TIME EVOLUTION OF IMBALANCE AT STRONG DISORDER IN LARGE SYSTEMS

Taking into account the various estimates of the critical disorder strength $W_C$ for transition to MBL phase, discussed in Sec. II, we fix the disorder amplitude at $W = 8$ and $W = 10$. Such disorder strengths, according to the aforementioned estimates of $W_C$, are expected to lay significantly above the transition to the MBL phase.

The evolution of imbalance $I(t)$ for $W = 8$ is shown in Fig. 3 whereas the details of numerical simulations are shown in Tab. I. After an initial transient decay and oscillations that last up to $t = \approx 100$, we observe a slow but steady monotonic decrease of $I(t)$ that persists up to the largest time $t_{\text{max}} = 1500$ reached in the simulation. The value of $t_{\text{max}}$ is not sufficiently large to unambiguously pin-point the functional form of the decay of $I(t)$. Nevertheless, we observe that the imbalance is well fitted by a power-law decay $I(t) \sim t^{-\beta}$ in the interval $t \in [100, 1500]$. The values of the exponent $\beta$, shown in Tab. I, are positive confirming that the slow decay of $I(t)$ is present. Moreover, within the estimated error bars, the values of $\beta$ are the same for system sizes $L = 50, 100, 200$, indicating clearly that the condition (A) for the observation of MBL phase is not met at $W = 8$.

To check whether the condition (B) is fulfilled, we consider the flowing beta function $\beta(t)$ obtained from fitting $I(t_1) = a t_1^{-\beta(t)}$ in the interval $t \in [t_1, 1.5t_1]$. The result, shown in the bottom panel of Fig. 3, indicates that the decay of the imbalance slows down considerably for $t \approx 150$. However, beyond that time the value of the $\beta(t)$ oscillates around the exponent $\beta$. Therefore, we see no traces of slowing-down of the decay of imbalance at $W = 8$.

In conclusion, for $W = 8$, neither the criterion (A) nor (B) is fulfilled. Hence, we proceed to repeat our analysis for larger disorder strength $W = 10$.

Time evolution of the imbalance $I(t)$, as well as the flowing $\beta(t)$ function are shown in Fig. 4. While the decay of imbalance clearly slowed down considerably, as reflected by the values of the exponent $\beta$ shown in Tab. II, upon the increase of disorder strength from $W = 8$ to $W = 10$, the system size dependence of $\beta$ remains the same: the values of $\beta$ are, within the estimated error bars, similar for $L = 50, 100, 200$, clearly not satisfying
the criterion (A). The flowing $\beta(t)$ function, shown in the bottom panel of Fig. 4 indicates that the decay of imbalance is relatively fast around $t \approx 200$ and then slows down considerably at $t \approx 500$ for which the value of $\beta(t)$ is vanishing. However, around $t \approx 800$ the flowing $\beta(t)$ function acquires again the value similar to $\beta$ and the decay of imbalance persists and the criterion (B) is not met.

To make sure that our conclusions for $W = 10$ are valid, we increased the maximal time reached in our simulations to $t_{\text{max}} = 5000$ for system size $L = 50$, the results are presented in Fig. 5. We indeed observe that the slow decay of imbalance $I(t)$ persists up to the longest time achieved in our simulation. This is exemplified by the power-law fit $I(t) \sim t^{-\beta}$ that accurately matches the decay of imbalance in the whole interval $t \in [100, 5000]$, with the exponent $\beta$ close to the values obtained for the shorter time intervals, see Tab. II. Moreover, the flowing $\beta(t)$ function oscillates around the value $\beta$ in the whole interval of available times. We see no signs of the slow down of decay of $I(t)$, which leads us to conclude that the criterion (B) is not fulfilled for $W = 10$.

In conclusion, we found no clear signatures of the MBL phase in results presented in this sections, even though we considered significantly larger times and disorder strengths than in earlier studies [56, 57]. One immediate question is whether we can go even further in the attempts to observe MBL phase and consider larger disorder strength $W$ and bigger maximal time $t_{\text{max}}$. The factor that limits such a continuation most severely is the slow-down of decay of $I(t)$ with $W$. In order to observe in a statistically significant way a decay of $I(t)$ at larger $W$ the increase of $t_{\text{max}}$ should be coupled with an increase of the number of disorder realizations $n_{\text{real}}$. This considerably increases the resources needed for such numerical simulations. The same considerations apply to experiments with quantum many-body systems which are limited by a finite coherence time (typically limited to at most 1000 tunneling times [90] thus shorter than the times considered by us) as well as resources needed to perform disorder averages.

V. TIME EVOLUTION OF ENTANGLEMENT ENTROPY

In this section we briefly investigate dynamics of entanglement entropy in the regime of large disorder strengths and long times probed in our numerical simulations. Since the Hamiltonian (1) conserves the total magnetiza-
FIG. 6. Time evolution of entanglement entropy for $L = 50$ and $W = 10$. Top: configuration entanglement entropy $S_c(t)$ denoted by solid line, dashed lines denote power-law and logarithmic fits $f(t)$. The inset shows the residual $f(t) - S_c(t)$. Bottom: The number entanglement entropy $S_n(t)$ is denoted by solid line, dashed line denotes a double-logarithmic fit $f_2(t)$. The inset shows the residual $f_2(t) - S_n(t)$.

The configurational entropy is given by

$$S_n(t) = -\sum_n p(n) \ln p(n),$$

where $p(n)$ is the probability that $\sum_{i=1}^{L/2} S_i = n$. (We note that $\sum_{i=1}^{L/2} S_i$ is proportional to the total number of spinless fermions in subsystem $A$ after Jordan-Wigner transformation of (1), explaining the term "number entropy".)

The configurational entropy is given by

$$S_c(t) = -\sum_n p(n) \text{Tr}[\rho(n) \ln \rho(n)],$$

where $\rho(n)$ is the block of the reduced density matrix in sector with $\sum_{i=1}^{L/2} S_i = n$.

Our results for the entanglement entropies $S_n(t)$ and $S_c(t)$ are shown in Fig. 6. The configurational entropy $S_c(t)$ is expected to grow logarithmically in time [122, 123] in the MBL regime. We observe that after an initial transient at times $t \lesssim 10$, the growth of $S_c(t)$ is well described by a power-law $S_c(t) \propto t^\gamma$ with $\gamma = 0.250(2)$ in the interval $t \in [10, 600]$. This behavior resembles the time dynamics of entanglement entropy observed in the ergodic regime at moderate values of disorder $W \approx 2.5$ [118]. However, at longer times, the increase of $S_c(t)$ slows down and is well fitted by $S_c(t) = a + b \ln t$ with $a = -0.04437(7)$ and $b = 0.02001(9)$ for $t \in [400, 5000]$ in agreement with expectations for the MBL regime. The growth of the number entropy is significantly slower, and is very well fitted by a double logarithmic formula $S_n(t) = a + b \ln \ln t$ with $a = 0.1496(6)$ and $b = 0.0120(3)$ in a wide regime of times $t \in [20, 5000]$. This confirms the prediction of [40, 43] for the significantly larger system size and disorder strength than tested before.

In conclusion, the slow decay of imbalance observed in Sec. IV is accompanied by a logarithmic increase of the configurational entanglement entropy $S_c(t)$ and a double logarithmic growth of the number entropy $S_n(t)$. Those quantities provide a complementary to the imbalance insight into the dynamics of the slow delocalization of the system. At the same time, they do not allow for an observation of the MBL phase in the fashion similar to the imbalance. For a localized system, one expects a saturation of $S_n(t)$ [41] instead, however, the universal level of saturation [41] is much higher than the values reached by a very slow double logarithmic growth of $S_n(t)$ observed in Fig. 6.

VI. QUASIPERIODIC SYSTEMS

In this section we attempt at observation of MBL phase in dynamics of the system with QP potential. To that end we investigate the impact of the amplitude of QP potential $W^{QP}$ on time evolution of imbalance $I(t)$.

The results for $W^{QP} = 2, 3$ are shown in Fig. 7. The behavior of $I(t)$ is qualitatively similar to the systems with random disorder: after an initial transient, the decay of imbalance is well fitted by a power-law $I(t) \sim t^{-\beta}$. The exponent $\beta$ is clearly increasing with system size both for $W^{QP} = 2$ and $W^{QP} = 3$, as shown in Tab. III, suggesting that the system delocalizes in the thermodynamic limit at those values of $W^{QP}$ and neither the criterion (A) nor (B) for observation of MBL phase is met.

The decay of imbalance $I(t)$ slows down considerably when the amplitude of the QP potential is increased to $W^{QP} = 4$ as shown in Fig. 8. The exponents $\beta$ governing the power-law decay of imbalance for $W^{QP} = 4$ are comparable to the exponents obtained for $W = 10$ for the random disorder. However, the behavior of the running averages of $I(t)$ (shown by the solid lines in Fig. 8) is different: we observe significant oscillations around the fitted power-law decay. The pattern of those oscillations is not stable with increasing the system size, $L$.

This behavior changes qualitatively for $W^{QP} = 5$. For this amplitude of the QP potential we observe an emergence of a pattern of oscillations of $I(t)$ at times $t \lesssim 200$ that remains the same when the system size is increased from $L = 12$ to $L = 200$. This is the first case for which
we observe that the increase of the system size does not enhance its delocalization. Instead, this result shows that the dynamics of a small system comprised of $L = 12$ sites is reproduced in the bulk of the large system of $L = 200$ sites. Such a behavior strongly suggests that the system remains MBL in the thermodynamic limit at $W^{QP} = 5$.

Two remarks are in order. Firstly, the values of the running average of $I(t)$ are not changing monotonically with $L$: the curve for $L = 16$ is on the top whereas that for $L = 50$ on the bottom. This is caused by the statistical fluctuations associated with the finite number of disorder realizations $n_{real}$ as well as by the erratic changes of $2\pi k L$ modulo $2\pi$ with $L$ that determine the number of full periods of the QP potential in the whole chain. Secondly, the emergent pattern of oscillations of $I(t)$ prevents us from determining whether the imbalance $I(t)$ slowly decays in time. Performing a power-law fit in the interval $t \in [1000, 10000]$ we have found non-vanishing values of $\bar{\beta}$ as shown in Tab. III. However, $\bar{\beta}$ changes significantly when the interval in which the fit is performed changes.

VII. CONCLUSIONS

In this work we have addressed the problem of observation of MBL. The presence of interactions gives rise to a slow dynamics towards equilibrium in strongly disordered systems. This lead us to argue that an observation of even a very slow decay of correlation functions in a finite interval of time is insufficient to observe MBL.

For relatively small systems comprising of less than $L = 20$ lattice sites, we calculated time dynamics beyond the Heisenberg time which allowed us to extrapolate the results to the infinite time limit. Building on intu-
tions obtained in that way, we formulated the criteria (A) and (B) for an observation of the MBL phase. The criterion (A) requires a slowdown of the decay of density correlation functions as $L^{-1}$ when the system size $L$ is increased. The criterion (B) demands a saturation of correlation functions at finite times in a system size independent manner. We would like to emphasize that these criteria are neither sufficient nor necessary conditions to prove that a system is MBL. Rather, we perceive the criteria (A) and (B) as hints of whether the dynamics of a given system breaks the ergodicity or not.

Performing large scale tensor network simulations of time evolution of disordered XXZ spin chain of up to $L = 200$ sites we did not find a regime of parameters in which the criterion (A) or (B) for observation of MBL would be satisfied. For considered disorder strengths we always encountered the slow but persistent decay of imbalance hinting at a slow approach of system towards the eventually delocalized future. This conclusion was obtained even though we focused on the regime of disorder strengths lying significantly above the current estimates of the critical disorder strength for transition to MBL phase and pushed the maximal time reached in our simulations to few thousands tunneling times. We also revisited the dynamics of the entanglement entropy confirming the logarithmic growth of its configurational part and the double logarithmic increase of the number entropy in the regime of long times and large system sizes confirming predictions of [40, 43].

Finally, we investigated the time evolution of QP systems. The dynamics of quasiperiodic system is very much similar to random system at intermediate values of the amplitude $W^{QP}$, with a slow, power-law like decay of imbalance. However, for a stronger QP potential, at $W^{QP} = 5$, we demonstrated an emergence of a pattern of oscillations in the imbalance $I(t)$. This pattern remains stable with the increase of the system size. This qualitatively different behavior of the imbalance in a striking fashion shows that the dynamics of QP systems at sufficiently large potential strengths becomes local. While we were eventually not able to fully exclude the decay of the imbalance in the infinite time limit, the result for QP systems appears to be not far from being sufficient to claim an observation of MBL phase. If that was the case, the criteria (A) or (B) would be met for QP systems by an oscillatory behavior of the imbalance that persists in thermodynamic limit to infinite time. In any case, our results show that the asymptotic properties of transition to MBL phase may be probed more easily in QP systems (see [114] for the analysis of QP system from the spectral perspective.)

We would like to stress that our results, especially for disordered systems, do not exclude the existence of a stable MBL phase. Rather, they provide lower bounds on time scales and disorder strengths required to observe the freezing of system dynamics in the long time limit that defines the MBL phase. Those lower bounds are relevant both for future numerical simulations of disordered systems as well as for experiments with quantum simulators, and, in particular, for observation of finite time MBL regime [44].
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