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Abstract: Constrained multi-objective optimization problems (CMOPs) are ubiquitous in real-world engineering optimization scenarios. A key issue in constrained multi-objective optimization is to strike a balance among convergence, diversity and feasibility. A recently proposed two-archive evolutionary algorithm for constrained multi-objective optimization (C-TAEA) has been shown as a latest algorithm. However, due to its simple implementation of the collaboration mechanism between its two co-evolving archives, C-TAEA is struggling when solving problems whose pseudo Pareto-optimal front, which does not take constraints into consideration, dominates the feasible Pareto-optimal front. In this paper, we propose an improved version C-TAEA, dubbed C-TAEA-II, featuring an improved update mechanism of two co-evolving archives and an adaptive mating selection mechanism to promote a better collaboration between co-evolving archives. Empirical results demonstrate the competitiveness of the proposed C-TAEA-II in comparison with five representative constrained evolutionary multi-objective optimization algorithms.
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1 Introduction

The constrained multi-objective optimization problem (CMOP) considered in this paper is formulated as:

\[
\begin{align*}
\text{minimize} & \quad F(x) = (f_1(x), \ldots, f_m(x))^T \\
\text{subject to} & \quad g_j(x) \geq 0, \quad j = 1, \ldots, q \\
& \quad h_k(x) = 0, \quad k = 1, \ldots, \ell
\end{align*}
\]

where \(x = (x_1, \ldots, x_n)^T \in \Omega\) is a candidate solution. \(\Omega = [a_i, b_i]^n \subseteq \mathbb{R}^n\) as the decision space. \(F: \Omega \rightarrow \mathbb{R}^m\) consists of \(m\) objective functions and \(\mathbb{R}^m\) is called the objective space. For a CMOP, the constraint violation of a solution \(x\) can be calculated as:

\[
CV(x) = \sum_{j=1}^{q} \max\{g_j(x), 0\} + \sum_{k=1}^{\ell} \max\{|h_k(x)| - \delta_k, 0\},
\]

where \(\delta_k\) is the tolerance value for the \(k\)-th equality constraint. \(x\) is regarded as a feasible solution in case \(CV(x) = 0\); otherwise it is an infeasible solution. Given two feasible solutions \(x^1\) and \(x^2 \in \Omega\), \(x^1\) is said to Pareto dominate \(x^2\) (denoted as \(x^1 \preceq x^2\)) if \(F(x^1)\) is not worse than \(F(x^2)\) at all objectives and \(f_i(x^1) < f_i(x^2)\) for at least one objective \(i \in \{1, \ldots, m\}\). A solution \(x^* \in \Omega\) is a Pareto-optimal solution of \(\mathbb{P}\) if and only if there does not exist another solution \(x \in \Omega\) that dominates \(x^*\). The set of all Pareto-optimal solutions is called the Pareto-optimal set (PS) while their images in the objective space, i.e., \(PF = \{F(x) \in \mathbb{R}^m | x \in PS\}\), is called the Pareto-optimal front (PF).
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Due to the population-based property, evolutionary algorithms (EAs) have been widely recognized as an effective approach for multi-objective optimization. We have witnessed a significant amount of efforts devoted to the development of evolutionary multi-objective optimization (EMO) algorithms in the past three decades, e.g., fast and elitist multi-objective genetic algorithm (NSGA-II) [1], indicated-based EA (IBEA) [2] and multi-objective EA based on decomposition (MOEA/D) [3]. As stated in our recent paper [4], it is kind of surprising to note that most EMO algorithms are designed for unconstrained MOPs, which rarely exist in real-world engineering optimization scenarios. The lack of adequate research on constraint handling and algorithm design for CMOPs can hinder the wider uptake of EMO in industry.

It is well known that the balance between convergence and diversity is the cornerstone in EMO algorithm design for unconstrained MOPs. With the consideration of constraints in CMOPs, the feasibility of evolving population becomes an additional issue to handle. As stated in [4], many existing constraint handling techniques in the literature overly emphasize the importance of feasibility thus leading to a loss of diversity and ineffectiveness for problems with many disconnected feasible regions. To strike the balance among convergence, diversity and feasibility simultaneously, Li et al. [4] proposed a two-archive EA (dubbed C-TAEA). Its basic idea is to co-evolving two complementary archives. In particular, one (dubbed as CA) plays as the driving force to push the population towards the PF while the other one (dubbed as DA) mainly tends to maintain the population diversity. Although C-TAEA has shown strong performance on many constrained multi-objective benchmark problems (especially those with many local feasible regions) and a real-world engineering optimization problem. However, partially due to the over emphasis of diversity and the ineffective collaboration between CA and DA, C-TAEA have troubles on problems whose feasible PF is dominated by the pseudo PF without considering constraints. In this paper, we propose an improved version of C-TAEA (dubbed C-TAEA-II) which maintains the building blocks of C-TAEA but has improved collaboration mechanisms between CA and DA. More specifically, instead of co-evolving both CA and DA separately, the DA in C-TAEA-II is able to progressively guide the CA to escape from local optimal region. In addition, a dynamic mating selection mechanism is proposed to adaptively choose the mating parents from CA and DA according to their evolutionary status.

The remainder of this paper is organized as follows. Section 2 provides a pragmatic overview of the current development of EMO for CMOPs along with an analysis of their limitations. The technical details of C-TAEA-II is delineated in Section 3 and its performance is compared with other five state-of-the-art algorithms in Section 4. Section 5 concludes this paper and threads some lights of future research.

2 Background

In this section, we start with a pragmatic overview of the current important developments of constraint handling techniques in EMO. Thereafter, we discuss some challenges or drawbacks of C-TAEA in two selected CMOPs which constitute the motivation of this paper.

2.1 Related Works

In this paper, the existing constraint handling techniques are summarized into five categorizes to facilitate our literature review.

- The first group of works derive from the constrained single-objective optimization rigor which mainly rely on penalty functions, e.g., [5, 7]. Although this idea is straightforward, its performance is sensitive to the setting of the penalty factor(s) associated with the corresponding penalty function. A too large penalty factor can lead to the indifference of infeasible solutions whereas a too small penalty factor can make infeasible solutions be sanctioned. There have been some attempts to set such penalty factor(s) in an adaptive manner, e.g., [8, 9], thus to improve the robustness.

- The second category of works mainly rely on feasibility information. Early in [10], Coello Coello and Christiansen proposed a constraint handling method that simply ignores the infeasible solutions. However, this method has no selection pressure when all members of a population are all infeasible ones. Later, Deb et al. proposed a constraint domination principle (CDP) [1] which
is exactly the same as the classic Pareto dominance when comparing a pair of feasible solutions while infeasible solutions are compared upon their constraint violations. The CDP becomes one of the most popular constraint handling techniques in EMO afterwards due to its simplicity and effectiveness. For example, Oyama et al. [11] proposed another version of CDP where the dominance relation is compared upon the number of violated constraints. Fan et al. [12] proposed an angle-based CDP where infeasible solutions within a given angle are compared by using the classic Pareto dominance.

- Different from the second category, the third type of approach aims to take advantage of useful infeasible solutions to increase the selection pressure. For example, Peng et al. [13] proposed evolutionary algorithm based on two sets of weight vectors for CMOPs. In particular, it maintains a set of "infeasible" weight vectors used to select the infeasible solutions with smaller constraint violations. This mechanism helps to preserve a population of well distributed infeasible solutions to facilitate the constrained multi-objective optimization.

- The fourth category is based on $\epsilon$ functions which use a $\epsilon$ as the tolerance threshold for embracing the constraint violations of infeasible solutions (e.g., [14, 15]). Note that the setting of $\epsilon$ can largely influence the convergence where a large $\epsilon$ value enforces a large selection pressure towards the convergence while a small $\epsilon$ value implements a fine-tune over a local region.

- The last category uses the idea of the interaction between two co-evolving archives to deal with CMOPs. C-TAEA, the baseline algorithm of this paper is a representative example of this category. It maintains two co-evolving archives. One, dubbed CA, works as a regular EMO algorithm while the other one, dubbed DA mainly aims to provide complementary diversity to the CA. The interaction between these two archives is implemented as a restricted mating selection mechanism.

2.2 Drawbacks of C-TAEA

Although C-TAEA has been reported to have shown a strong performance on a range of constrained benchmark problems, we argue that the interaction or collaboration mechanism between CA and DA is too simple that it only consider the Pareto dominance relation between mating candidates chosen from CA and DA yet ignores their feasibility information.

Let us used two examples shown in Fig. 1 to further elaborate our above assertion. These are the final populations of solutions obtained by C-TAEA on CTP6 and CTP8 whose feasible PF (i.e., the true PF) is dominated by the pseudo PF (i.e., the PF without considering constraints) due to the existence of constraints. It is clear that C-TAEA is struggling to converge to the feasible PF on both CTP6 and CTP8. In particular, the PF and feasible region of CTP8 is three pieces of disconnected sections while C-TAEA cannot approximate all three sections simultaneously.

From the above observations, we conclude that if the feasible PF is dominated by the pseudo PF, mating parents coming from the DA, especially when all members of the DA are infeasible, provide negative guidance on offspring reproduction, thus leading to an ineffective convergence of the CA.
3 Proposed Algorithm

The general flow chart of C-TAEA-II, as shown in Fig. 2, follows that of the original C-TAEA. C-TAEA-II maintains two co-evolving archives, dubbed CA and DA, each of which has the same and fixed size \( N \). In particular, CA is the driving force that pushes the population to evolve towards the feasible region thus to approximate the feasible PF; while DA shows a complementary effect against CA thus to help CA to jump out of the local optima. To leverage the complementary behavior between CA and DA, an adaptive mating selection mechanism is proposed to adaptively select the most suitable mating parents from them according to their evolution status. In the following paragraphs, we describe the update mechanisms of CA and DA as well as the adaptive mating selection mechanism step by step.

![Flow chart of C-TAEA-II.](image)

3.1 Update Mechanism of CA

CA mainly works at driving the population to evolve towards the feasible PF. The pseudo-code of the update mechanism of CA is given in Algorithm 1. Specifically, we first obtain a hybrid population of CA and the offspring population \( Q \), dubbed \( M_c \) (line 1 of Algorithm 1). In particular, the feasible solutions in \( M_c \) is stored in a temporary archive \( S_{\text{feaf}} \) while the infeasible ones are stored in another temporary archive \( S_{\text{infeas}} \) (lines 2 to 6 of Algorithm 1). Afterwards, there are three different ways to update CA according to the cardinality of \( S_{\text{feaf}} \).

- If \( |S_{\text{feaf}}| \) is lower than \( N \), we choose the best \( N - |S_{\text{feaf}}| \) infeasible solutions from \( |S_{\text{infeas}}| \) to fill the gap according their constraint violations (lines 7 to 10 of Algorithm 1).

- If \( |S_{\text{feaf}}| \) equals \( N \), \( |S_{\text{feaf}}| \) is directly used as the next CA (lines 11 and 12 of Algorithm 1).

- Otherwise, we need to trim \( S_{\text{feaf}} \) until its size equals \( N \). Similar to C-TAEA, we first initialize a set of evenly distributed weight vectors \( W = \{w_1, \ldots, w_N\} \), each of which specifies a specific subregion in the objective space \( \Delta^i \), \( i \in \{1, \ldots, N\} \). To have a well balance between convergence and diversity, each solution in \( S_{\text{feaf}} \) is associated with its corresponding subregion as in C-TAEA. Thereafter, the best solution at each subregion having feasible solutions, denoted as \( \hat{x}^i \), \( i \in \{1, \ldots, \hat{N}\} \), is chosen to fill the next CA. Specifically,

\[
\hat{x}^i = \arg\min_{x \in \Delta^i} \{g^{\text{tch}}(x|w^i, z^*)\},
\]

where

\[
g^{\text{tch}}(x|w^i, z^*) = \max_{1 \leq j \leq m} \{|f_j(x) - z^*_j|/w^i_j\},
\]

and \( z^* \) is the approximated ideal point so far. Note that the number of subregions having feasible solutions \( \hat{N} \) equals \( N \), these aforementioned selected solutions just fill the new CA. Otherwise, we calculate the absolute difference between the fitness value of the current best solution \( \hat{x}^i \), \( i \in \{1, \ldots, \hat{N}\} \), with respect to the remaining feasible solutions in subregion \( \Delta^i \). Afterwards, we iteratively choose the solution having the smallest difference value and use it to fill the new CA. Note that the difference values need to be updated once a solution is selected into the CA.

3.2 Update Mechanism of DA

Different from CA, DA does not take the feasibility information into account in its update but mainly aims to improve the diversity of the population as much as possible. The update mechanism of DA is given in Algorithm 2. Like CA, a hybrid population \( M_d \) is obtained by combining DA and the
Algorithm 1: Update Mechanism of CA

**Input:** CA, offspring population Q, weight vector set W

**Output:** Updated CA

```latex
1 S \leftarrow \emptyset, S_{\text{fea}} \leftarrow \emptyset, S_{\text{infea}} \leftarrow \emptyset;
2 M_c \leftarrow \text{CA} \cup Q;
3 \text{foreach } x \in M_c \text{ do}
4 \quad \text{if } CV(x) == 0 \text{ then}
5 \quad \quad S_{\text{fea}} \leftarrow S_{\text{fea}} \cup \{x\};
6 \quad \text{else}
7 \quad \quad S_{\text{infea}} \leftarrow S_{\text{infea}} \cup \{x\};
8 \text{if } |S_{\text{fea}}| < N \text{ then}
9 \quad S \leftarrow S_{\text{fea}};
10 \text{while } |S| < N \text{ do}
11 \quad x^c \leftarrow \text{argmin}_{x \in S_{\text{infea}}} \{CV(x)\};
12 \quad S \leftarrow S \cup \{x^c\};
13 \text{else if } |S_{\text{fea}}| == N \text{ then}
14 \quad S \leftarrow S_{\text{fea}};
15 \text{else}
16 \quad \text{Associate each solution in } S_{\text{fea}} \text{ to the corresponding subregion } \{\Delta^1, \cdots, \Delta^\hat{N}\} \text{ according to the acute angles to predefined weight vectors in } W;
17 \quad \text{for } i \leftarrow 1 \text{ to } \hat{N} \text{ do}
18 \quad \quad \hat{x}^i \leftarrow \text{argmin}_{x \in \Delta^i} \{g^{\text{ch}}(x|w^i, z^*)\};
19 \quad \quad S \leftarrow S \cup \{\hat{x}^i\};
20 \quad \quad \Delta^i \leftarrow \Delta^i \setminus \{\hat{x}^i\};
21 \text{while } |S| < N \text{ do}
22 \quad \text{foreach } \Delta^i \neq \emptyset, i \in \{1, \cdots, \hat{N}\} \text{ do}
23 \quad \quad \text{for } j \leftarrow 1 \text{ to } |\Delta^i| \text{ do}
24 \quad \quad \quad \delta_j^i \leftarrow |g^{\text{ch}}(\hat{x}^i|w^j, z^*) - g^{\text{ch}}(\hat{x}^i|w^j, z^*)|;
25 \quad \quad \quad \delta^i \leftarrow \text{min}_{j=1}^{\hat{N}} \{\delta_j^i\};
26 \quad \quad \quad k \leftarrow \text{argmin}_{i=1}^{\hat{N}} \{\delta^i\};
27 \quad \quad \hat{x} \leftarrow \text{argmin}_{j=1}^{\hat{N}} \{\delta_j^k\};
28 \quad \quad S \leftarrow S \cup \{\hat{x}\};
29 \quad \quad \Delta^k \leftarrow \Delta^k \setminus \{\hat{x}\};
30 \text{CA} \leftarrow S;
31 \text{return } \text{CA}
```
```
offspring population $Q$ (line 1 of Algorithm 2). As in CA, each solution in $M_d$ is associated with its corresponding subregion. Thereafter, the worst solution $x^w$ from the most crowded subregion $\Delta^c$ is removed from $M_d$ until the size of $M_d$ equals $N$ where

$$x^w = \arg\max_{x \in \Delta^c} \{g^{\text{tech}}(x|w^c, z^*)\}. \quad (5)$$

---

**Algorithm 2: Update Mechanism of DA**

**Input:** DA, offspring population $Q$, weight vector set $W$

**Output:** Updated DA

1. $M_d \leftarrow DA \cup Q$
2. Associate each solution in $M_d$ to a subregion forming $\{\Delta^1, \ldots, \Delta^N\}$
3. while $|M_d| > N$ do
   4. Find the most crowded subregion $\Delta^c$;
   5. $x^w \leftarrow \arg\max_{x \in \Delta^c} \{g^{\text{tech}}(x|w^c, z^*)\}$;
   6. $\Delta^c \leftarrow \Delta^c \setminus \{x^w\}$;
   7. $M_d \leftarrow M_d \setminus \{x^w\}$;
8. DA $\leftarrow M_d$
9. return DA

---

### 3.3 Adaptive Mating Selection Mechanism

As in C-TAEA, the interaction and collaboration between CA and DA is mainly implemented by the mating selection between them. As discussed in the previous sections, C-TAEA can have trouble with problems whose pseudo PF dominates the feasible PF. This is mainly attributed to the mating selection mechanism in C-TAEA which is merely built upon the Pareto dominance relationship between solutions chosen from CA and DA. In practice, if the solutions in DA dominate those in CA, solutions coming from DA will be chosen as the mating parents although they may bring negative effect to the evolution process. Even worse, those solutions can potentially lie in the infeasible region thus being useless as mating parents.

In order to address the above problem, we propose an adaptive mating selection mechanism that takes the evolutionary status of CA and DA into consideration. The pseudo-code of this adaptive mating selection mechanism is given in Algorithm 3. In particular, we maintain a temporary archive $S_t$ to keep a record of the CA from the last generation to track the evolutionary status of CA. More specifically, we compare the Pareto dominance relationship between $S_t$ and the current CA. If the proportion of non-dominated solutions in the current CA (denoted as $\rho_c$) is lower than that of $S_t$ (denoted as $\rho_t$), we set a marker $utility$ as 0; otherwise this marker is set as 1. In the meanwhile, we maintain another marker $choice$, which is initially set as 1. In particular, DA will be used as the mating pool in case $choice$ equals 2; otherwise, i.e., $choice$ equals 1, CA will be chosen as the mating pool. In practice, if $utility$ equals 0, it means that CA may be trapped in a local feasible region. Thus, it is recommended to use DA as the mating pool for offspring reproduction. On the other hand, if DA was used as the mating pool last time and the current $utility$ is still 0, it suggests that DA may go beyond the feasible PF thus it is hard to help CA to move any further. In this case, the next mating pool should be chosen as the CA. This alternation between CA and DA as mating pool can help our C-TAEA-II to adaptively choose the most suitable mating parents for offspring reproduction.

### 4 Empirical Results

To validate the effectiveness of C-TAEA-II, we compare with five representative constrained EMO algorithms, i.e., C-MOEA/D [16], C-TAEA [4], I-DBEA [17], C-NSGA-III [18], C-MOEA/DD [19]. In our experiments, CTP [20] and DC-DTLZ [4] are chosen to form the benchmark problem suite. In particular, DC-DTLZ problems are scalable to any number of objectives and are with local feasible regions. Here we use the widely used inverted generational distance (IGD) [4] as the performance metric and Wilcoxon’s rank sum test with 5% significance level is applied to validate the statistical significance of comparison results [4,21–48].
Algorithm 3: Adaptive Mating Selection

Input: CA, DA, \( S^t \), choice
Output: mating parents \( p_1, p_2 \)

1. \( H_m \leftarrow CA \cup S^t \);
2. \( \rho_c \leftarrow \text{proportion of non-dominated solution of CA in } H_m \);
3. \( \rho_{lc} \leftarrow \text{proportion of non-dominated solution of } S^t \text{ in } H_m \);
4. if \( \rho_{lc} > \rho_c \) then
   5. \( \text{utility} = 0; \)
   6. if choice = 1 then
      7. \( \text{choice} = 2; \)
      8. \( \{p_1, p_2\} \leftarrow \text{TournamentSelection (CA)}; \)
   9. else
      10. \( \{p_1, p_2\} \leftarrow \text{TournamentSelection (DA)}; \)
11. else
   12. \( \text{utility} = 1; \)
13. return \( p_1, p_2 \);

Table 1: Comparison results on IGD (median and standard deviation) obtained by C-TAEA-II and the other five peer algorithms on CTP problems.

|       | C-TAEA | C-TAEA-II | C-MOEA/DD | C-MOEA/D | C-NSGA-III | I-DBEA |
|-------|--------|-----------|-----------|----------|-------------|--------|
| CTP1  | 6.39E-3(3.54E-6) | 4.58E-3(1.52E-8) | 9.95E-3(3.07E-5)† | 4.62E-3(1.43E-9)† | 4.06E-2(1.42E-3)† | 1.81E-1(4.14E-3)† |
| CTP2  | 1.23E-2(1.49E-5) | 3.69E-3(2.27E-7) | 3.65E-3(6.79E-7) | 3.59E-3(2.53E-8)† | 3.59E-3(9.16E-6) | 2.19E-1(1.02E-3) |
| CTP3  | 3.39E-2(4.25E-5) | 7.79E-3(5.43E-5) | 1.96E-2(8.25E-6)† | 4.72E-2(2.01E-10) | 4.14E-2(1.38E-2)† | 4.14E-2(1.77E-2)† |
| CTP4  | 1.87E-1(1.34E-3)† | 5.17E-3(2.54E-5) | 8.48E-3(1.12E-4) | 8.45E-3(2.37E-6)† | 9.23E-3(2.65E-5) | 3.27E-3(2.55E-2)† |
| CTP5  | 5.84E-2(3.68E-5) | 1.76E-3(8.36E-5) | 2.49E-2(5.26E-6) | 4.72E-3(1.07E-6) | 1.29E-3(6.49E-7)† | 2.03E-2(7.18E-6)† |
| CTP6  | 5.47E-2(4.30E-4)† | 1.64E-2(2.72E-8) | 1.67E-2(7.41E-8) | 1.66E-2(1.41E-9) | 2.99E-2(1.73E-6)† | 1.27E-1(1.23E-5)† |
| CTP7  | 5.35E-2(3.30E-3) | 3.32E-3(4.82E-7) | 3.39E-3(1.24E-5) | 3.34E-3(1.14E-10) | 5.88E-3(2.17E-6) | 4.15E-3(6.71E-6) |
| CTP8  | 7.35E-2(1.12E-3) | 1.54E-2(3.84E-6) | 1.82E-2(1.64E-7) | 1.71E-2(1.59E-7)† | 2.66E-2(9.52E-6) | 1.31E-1(2.11E-2)† |

† denotes the performance of C-TAEA-II is significantly better than the other peers according to the Wilcoxon’s rank sum test at a 0.05 significance level; ‡ denotes opposite case.

From the comparison results shown in Table 1 and Table 2, we can clearly see the superior performance obtained by C-TAEA-II over the other five peer algorithms including its predecessor C-TAEA. In particular, C-TAEA-II has shown significantly better IGD values on 24 out of 40 (∼ 60%) test instances on CTP problems. Fig. 3 gives an example of solutions obtained by C-TAEA-II and the other five peer algorithms. From this figure, we can see that C-TAEA is struggling to approach the PF while C-TAEA-II can overcome the drawbacks of C-TAEA. As for DC-DTLZ problems, as reported in [4], these problems are challenging that most existing constrained EMO algorithms, except C-TAEA, are not able to approximate the PF. C-TAEA-II is the best algorithm where it has shown significantly better IGD values on 137 out of 150 (∼ 91.3%) test instances on DC-DTLZ problems. Fig. 4 gives an example of solutions obtained by C-TAEA-II and the other five peer algorithms. From this figure, we can see that only C-TAEA-II and C-TAEA can find meaningful solutions.

5 Conclusions and Future Works

In this paper, we proposed an improve version of C-TAEA, a state-of-the-art constrained EMO algorithm. Our proposed C-TAEA-II derives from the basic flow of C-TAEA but is featured with two distinctive modifications. The update mechanisms of CA and DA are improved in order to amplify the complementary behavior of both archives. In addition, an adaptive mating selection mechanism is proposed to avoid choosing infeasible solutions beyond the feasible PF. From our preliminary experi-

\[\text{https://tinyurl.com/yy8jw9bo}\]
Figure 3: Solutions obtained by C-TAEA-II and the other five peer algorithms with the best IGD metric value on CTP8.

Figure 4: Solutions obtained by C-TAEA-II and the other five peer algorithms with the best IGD metric value on DC3-DTLZ1.
Table 2: Comparison results on IGD (median and standard deviation) obtained by C-TAEA-II and the other five peer algorithms on DC-DTLZ problems.

| m   | C-TAEA-II | C-TAEA   | C-MOEA/DD | C-MOEA/D | C-NSGA-III | L-DBEA  |
|-----|-----------|----------|-----------|----------|------------|--------|
| 2   | 1.51E+0(2.97E-3) | 3.64E-2(5.98E-6) | 6.90E-2(3.18E-4) | 1.54E-2(2.51E-3) | 6.09E-2(7.41E-6) | 5.97E-2(1.99E-4) |
| 3   | 3.72E+0(4.93E-5) | 6.95E-2(1.35E-4) | 6.66E-2(2.36E-4) | 1.06E-1(1.58E-3) | 8.62E-2(8.36E-4) | 9.97E-1(2.89E-1) |
| 5   | 7.56E+0(4.43E-5) | 8.53E-2(2.82E-5) | 8.53E-2(2.37E-5) | 8.63E-2(2.37E-5) | 9.17E-2(1.67E-4) | 1.31E+0(3.34E-2) |
| 10  | 1.13E+1(3.77E-4) | 1.22E-1(4.92E-4) | 1.18E-1(4.97E-4) | 1.19E-1(6.23E-3) | 1.62E-1(2.43E-3) | 2.32E+1(8.49E-2) |
| 15  | 4.69E+1(2.47E-5) | 4.59E-2(1.50E-5) | 4.97E-2(1.64E-5) | 5.73E-2(2.47E-4) | 5.01E-2(1.98E-5) | 6.82E-2(6.93E-3) |
| 1   | 1.03E+1(1.82E-5) | 1.66E-1(1.54E-5) | 1.06E-1(1.67E-5) | 6.43E-1(1.63E-4) | 7.26E-1(8.32E-4) | 
| 5   | 4.78E+1(4.79E-4) | 1.51E-1(1.21E-4) | 1.54E-1(1.36E-4) | 6.02E-1(1.38E-3) | 6.59E-1(1.75E-2) | 
| 10  | 1.51E+1(1.97E-4) | 1.00E-1(1.47E-4) | 1.92E-1(1.36E-4) | 9.21E-1(1.92E-4) | 9.58E-1(6.69E-4) | 
| 15  | 6.45E+1(2.27E-4) | 6.64E-1(5.33E-5) | 8.45E-1(2.51E-3) | 9.69E-1(1.01E-3) | 

\[\dagger\] denotes the performance of C-TAEA-II is significantly better than the other peers according to the Wilcoxon’s rank sum test at a 0.05 significance level; \[\ddagger\] denotes the corresponding algorithm significantly outperforms C-TAEA-II. \[\hat{\downarrow}\] denotes the corresponding fails to find meaningful solutions, while \[\hat{\downarrow}\] denotes the standard deviation is not available.

ments on CTP and DC-DTLZ problems, we observed encouraging results that C-TAEA-II has shown statistically better IGD values on 85% comparisons. As for the next step, we plan to further improve the collaboration mechanism between two co-evolving archives and we aim to conduct comprehensive validation on a wider range of benchmark problems and real-world engineering optimization problems.
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