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Abstract
Deep neural networks exploiting million parameters are currently the norm. This is a potential issue because of the great number of computations needed for training, and the possible loss of generalization performance of overparameterized networks. We propose in this paper a method for learning sparse neural topologies via a regularization approach that identifies nonrelevant weights in any type of layer (i.e., convolutional, fully connected, attention and embedding ones) and selectively shrinks their norm while performing a standard back-propagation update for relevant layers. This technique, which is an improvement of classical weight decay, is based on the definition of a regularization term that can be added to any loss function regardless of its form, resulting in a unified general framework exploitable in many different contexts. The actual elimination of parameters identified as irrelevant is handled by an iterative pruning algorithm.

To explore the possibility of an interdisciplinary use of our proposed technique, we test it on six different image classification and natural language generation tasks, among which four are based on real datasets. We reach state-of-the-art performance in one out of four imaging tasks while obtaining results better than competitors for the others and one out of two of the considered language generation tasks, both in terms of compression and metrics.
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1 Introduction

Deep learning models have consistently established in the past few years new state-of-the-art performances in a flood of different domains, including image processing [1–4], image captioning [5, 6], language generation [7, 8], and machine translation [9, 10].

The resources required to properly train them, however, can be prohibitive, since the number of weights used for these tasks may easily sum up to several million. These growing performance costs have therefore induced scientists to look for techniques limiting the size of neural architecture parameters.

An effective approach for reducing this complexity is sparsity, defined as the property that a substantial subset of the model weights have a value of zero (i.e., layers’ weights matrices are sparse). Sparsity allows smaller computational and storage requirements, and as shown, for example, in [11] and [12], deep architectures tolerate it well.

It can shorten training time and reduce the memory footprint of regular networks to fit mobile devices, at only a small cost in accuracy. Smaller models are easier to send on edge devices and are also significantly less energy greedy, as noted in [13]: “the majority of the energy consumption comes from fetching the model parameters from the long term storage of the mobile device to its volatile memory”. In addition, sparsity is also a solution for improving inference performance through overfitting control and, as suggested by [14], may lead to improved performance in transfer learning scenarios.

Two main sparsity-inducing approaches can be found in the literature, referred to as unstructured or structured, depending on whether single weights or entire structured groups of weights and/or neurons are removed.
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Numerous methods have been proposed over the past few years to reach these goals: a nonexhaustive review of the recent relevant literature can be found in Section 2.

The $L_2$ regularization-based techniques, detailed in Section 3, are among the most popular: they add a penalty term to the cost function to shrink the parameter values. All parameters dropping below a predefined threshold are then set to zero, thus obtaining sparse architectures.

A drawback of these methods is that neural weights’ norms are all driven close to zero without accounting for weight relevance in the neural architecture, as discussed in detail in [15,16].

Our work relies on this approach: we propose a new loss function holding a suited regularization term that is a specialization of the well-known weight decay. It allows the derivation of a new weight update rule that selectively decreases the norm of nonrelevant weights, while performing a standard backpropagation update for relevant weights. Weights’ update directly follows from loss optimization, not requiring the definition of ad hoc update rules, as frequently done (see [11,15–17]). Decreased weights are then pruned to sparsify the neural architecture.

Our technique is general, as the proposed regularization term can be added to any loss function regardless of its form and constitutes a unified framework potentially exploitable for many different applications.

We verify the effectiveness of our method in the context of image classification and natural language generation, sparsifying convolutional (LeNet-5, ResNet32/50) and self-attention transformer-based neural architectures, respectively. While the former task has already been addressed in the literature, it is still rare to find sparsity techniques applied to language generation architectures.

We reach state-of-the-art results in one out of four image classification tasks, while establishing, to the best of our knowledge, new state-of-the-art performance for the others classification tasks, while establishing, to the best of our knowledge, new state-of-the-art performance for the others.

The rest of this paper is organized as follows: Section 2 contains an overview of related works concerning structured and unstructured pruning. In Section 3, the theoretical foundations of our model are presented, and Section 4 outlines the details of our pruning algorithm. Sections 5 and 6 describe the datasets, implementation details and results obtained in both contexts.

2 Related works

In this section, we outline some recent approaches investigating structured and unstructured sparsity techniques. Although our paper proposes an unstructured pruning method, for the sake of completeness and for introducing some works used for comparison in Section 5, we briefly resume in the following a few recent methods for structured sparsity.

In this context, block/layer pruning, group/filter/channel pruning, and kernel pruning approaches play an important role, particularly for convolutional-based deep networks.

Block/layer pruning ([21,22]) aims at shrinking a network by removing entire blocks or layers; in particular, group pruning techniques are used to eliminate redundant groups. A finer-grained method is filter/channel pruning ([18,19,25]), which is used to eliminate redundant filters. Thus, the dimensionality of the feature maps is reduced, to the extent that even entire channels can be discarded.

Kernel pruning ([20,23,24]) aims at removing the basic feature extraction units, the $k \times k$ matrices (kernels) within filters, generating in this way sparse networks with a fine granularity. Lin et al. [20] added a regularization term during training for pruning the connections characterized by less synaptic strength. Zhu and Pei [23] proposed progressive pruning with saliency mapping of input–output channels for solving the problem of missing channels during pruning and improving efficiency.

In the context of unstructured pruning, methods based on merely removing small norm weights are the simplest [11].

Methods grounded in Bayesian statistics constitute another possibility for achieving sparsity: the soft weight sharing (SWS) approach [12] succeeds in reducing the number of parameters to be stored, sharing the redundant parameters among layers. Weights are represented as a mixture of Gaussian distributions, where the components of the mixture are learned.

Sparse variational dropout [29] treats dropout as noise applied to the inputs of all neural layers; it represents the first attempt to use the dropout technique for sparsifying networks, paving the way for new research in the field (see, for instance, [30]). Targeted dropout [17] is another dropout-based approach that focuses on disentangling an important subset of weights from unimportant weights to obtain stable pruning. Before computing the gradients for each weight update, targeted dropout stochastically selects a set of units or weights to be dropped, using the L1 and $L_2$ norms as a proxy for weight importance, and then computes the gradients for the remaining weights.

The authors of SNIP [31] define a saliency-based criterion on network connections to select the most important connections for the given task. Then, they prune the network accordingly in a one-shot way and finally train the model to obtain good accuracy. The drawback of this algorithm is that its one-shot nature prevents it from achieving a sparsity level comparable to iterative approaches.
Regularization-based pruning of irrelevant weights... results in the well-known weight decay update rule

\[ w_{i,j}^n(t) = w_{i,j}^n(t - 1) - \eta \frac{\partial L(\bar{w})}{\partial w_{i,j}^n} - 2\lambda w_{i,j}^n \]  

where \( \eta \) is the learning rate. The neural weights, therefore, are driven close to zero without taking account of their relevance in the neural architecture.

The main contribution of this work is the proposal of a new loss functional \( \hat{L} \), modified with respect to (1), allowing us to obtain a new selective weight decay rule that shrinks the magnitude of only those weights that are not relevant to the final error. We propose modifying the regularization term in (1) by multiplying it by a coefficient that measures how much the final loss value is influenced by modifying \( w_{i,j}^n \).

The quantity \( |\frac{\partial L}{\partial w_{i,j}^n}| \) would seem to be a good candidate for this: small derivative values, for example, indicate that even a large variation in \( w_{i,j}^n \) does not cause large loss variations, i.e., weight changes are not relevant to the final loss value. In addition, large derivative values are not interesting because they characterize relevant weights, and we aim to drive to zero (and prune) only irrelevant weights. This derivative is not upper bounded, which is a possible issue in preserving convergence properties.

Considering these requests, we therefore define the coefficient of irrelevance \( I_{n,i,j} \) as:

\[ I_{n,i,j} \equiv \exp \left( -\left| \frac{\partial L}{\partial w_{i,j}^n} \right| \right), \quad 0 < I_{n,i,j} < 1. \]  

\( I_{n,i,j} \) is bounded and assumes values near 1 for irrelevant weights and near 0 for relevant weights. Moreover, it has the useful property to be almost everywhere differentiable.

We can now define the new loss functional \( \hat{L} \), modified with respect to (1) to selectively limit the magnitude of weights:

\[
\hat{L}(\bar{w}) = L(\bar{w}) + \lambda \sum_{n,i,j} (I_{n,i,j} \cdot |w_{i,j}^n|^2)
\]

\[
= L(\bar{w}) + \lambda \sum_{n,i,j} \left( \exp \left( -\left| \frac{\partial L}{\partial w_{i,j}^n} \right| \right) \cdot |w_{i,j}^n|^2 \right)
\]

\[ 1 \text{https://www.graphcore.ai/} \]
The iterative application of stochastic gradient descent algorithm to $\hat{L}$ allows us to derive the new weights’ update rule:

$$w_{i,j}^n(t) = w_{i,j}^n(t-1) - \eta \frac{\partial \hat{L}}{\partial w_{i,j}^n} =$$

$$= w_{i,j}^n(t-1) - \eta \frac{\partial \hat{L}}{\partial w_{i,j}^n} - 2\eta \lambda \exp \left(-\frac{\partial \hat{L}}{\partial w_{i,j}^n} \right) w_{i,j}^n$$

$$- \eta \lambda \left| w_{i,j}^n \right|^2 \cdot \exp \left(-\frac{\partial \hat{L}}{\partial w_{i,j}^n} \right) \left(1 - \frac{\partial \hat{L}}{\partial w_{i,j}^n} \right) \frac{\partial \hat{L}}{\partial w_{i,j}^n} =$$

$$= w_{i,j}^n(t-1) - \eta \frac{\partial L}{\partial w_{i,j}^n} - 2\eta \lambda \exp \left(-\frac{\partial L}{\partial w_{i,j}^n} \right) w_{i,j}^n$$

$$+ \eta \lambda \left| w_{i,j}^n \right|^2 \cdot \exp \left(-\frac{\partial L}{\partial w_{i,j}^n} \right) \left(1 - \frac{\partial L}{\partial w_{i,j}^n} \right) \frac{\partial L}{\partial w_{i,j}^n} =$$

$$\left\{ \begin{array}{ll}
\approx w_{i,j}^n(t-1) - 2\eta \lambda w_{i,j}^n & \text{if } I \sim 0, \\
\approx w_{i,j}^n(t-1) - 2\eta w_{i,j}^n & \text{if } I \sim 1.
\end{array} \right.$$  \hspace{1cm} (6)

As usually done in first-order derivative optimization methods, we can neglect the second-order derivative term, so that (6) becomes:

$$w_{i,j}^n(t) = w_{i,j}^n(t-1) - \eta \frac{\partial L}{\partial w_{i,j}^n} - 2\eta \lambda \exp \left(-\frac{\partial L}{\partial w_{i,j}^n} \right) w_{i,j}^n$$

$$\left\{ \begin{array}{ll}
\approx w_{i,j}^n(t-1) - 2\eta \lambda w_{i,j}^n & \text{if } I \sim 0, \\
\approx w_{i,j}^n(t-1) - 2\eta w_{i,j}^n & \text{if } I \sim 1.
\end{array} \right.$$  \hspace{1cm} (7)

Different weight updates are made in the two cases determined by the extreme values of $I$:

- $I \sim 0$: in this case, the weight is relevant. The third term in (7) is approximately zero, so a standard update is performed, without a targeted reduction in the weight norm.

- $I \sim 1$: in this case, the weight is irrelevant. Because $I \sim 1$ implies $\frac{\partial L}{\partial w_{i,j}^n} \sim 0$, the second term in (7) is approximately zero, and the update rule becomes:

$$w_{i,j}^n(t) \approx w_{i,j}^n(t-1) - 2\eta \lambda w_{i,j}^n$$  \hspace{1cm} (8)

We can see that in this case, the weight is actually driven to zero at each iteration, because if $w_{i,j}^n > 0$ then $\Delta w_{i,j}^n < 0$ (i.e., the norm of a positive irrelevant weight is decreased); otherwise, if $w_{i,j}^n < 0$ then $\Delta w_{i,j}^n > 0$.

For a better understanding of how the coefficient of irrelevance $I$ behaves and affects the weight’s norm, we report here as an example the histograms of initial and final (i.e., after training) distributions of these two quantities for two layers of the convolutional architecture ResNet50, which is analyzed in detail in Section 5.5.

Figure 1 shows the histogram of the irrelevance coefficient values of the weights belonging to the first convolutional layer (which contains 9,408 weights) at the beginning (blue) and end (red) of the training of this model on the ImageNet dataset. In this case, the vast majority of the weights have very low $I$ values for the entire training process, meaning that the corresponding weights are actually relevant and should not be pruned. Figure 2 shows the distribution of the remaining weights’ norm: note that just 2,731 elements are pruned out of 9,408, which corresponds to 29% of the layer weights. This number is far below 73.85%, the percentage of pruned weights on the entire model (as reported in Table 5), and shows how relevant weights are less likely to be pruned than the other weights.

**Fig. 1** Irrelevance coefficient distribution (Conv1 layer)
Figure 3 shows the histograms of the irrelevance coefficient values for the 18th convolutional layer in the model. In this case, the majority of the I values at the beginning of the training is near 1, meaning that the corresponding weights are irrelevant and can be pruned. As seen in Fig. 4, the height of the final (red) weight histogram is dramatically reduced with respect to the initial (blue) histogram because training caused a dramatic reduction in the number of weights, up to 23.0% of the initial weights.

In addition, observing the final distribution of irrelevance coefficients values, we can note that it is definitely more uniform, meaning that the number of irrelevant weights is greatly decreased in percentage.

4 Pruning algorithm description

The pruning algorithm proceeds as follows:
Fig. 4 Weight norm distribution (Conv18 layer). There are 15099 remaining weights, out of 65536.

1. We obtain a checkpoint from which to fine-tune. A common choice is to either find it in the literature or train it on our own. Another possibility is to use a randomly initialized checkpoint.

2. We fine-tune the checkpoint (or train it from scratch when starting from a random initialization) by using our proposed regularization term, as in (5). In this step, any optimizer can be used. During fine-tuning, we evaluate the model performance on the validation set each evaluation-interval steps and:
   - **prune.** If the validation performance is higher than a user-defined lower-bound, a fixed percentage (pruning-percentage) of the remaining model parameters is pruned, choosing from the ones with lower magnitude.
   - **not prune.** If the validation performance is lower than the user-defined lower-bound, the model is not ready to be pruned, so the fine-tuning proceeds normally.

3. These last two steps of the fine-tuning process are iteratively repeated until the model reaches a validation performance plateau (so it cannot be pruned further).

4. We perform a final fine-tuning phase without regularization, aiming to obtain the best performing checkpoint.

When advanced in training, the model usually reaches an accuracy plateau, making it difficult for the algorithm to hit a pruning step. Because of this, we introduce an exponential decay schedule on $\lambda$ that decreases the regularization term between the two validation steps. This procedure favors accuracy with respect to sparsification and helps the model to break the performance plateau and to cross over the lower bound, leading to further pruning.

Some hyperparameters are needed to implement this process:

- **evaluation interval:** number of steps between two validation performance assessments.
- **lower bound:** performance lower bound. It is chosen as slightly lower than the state-of-the-art performance. For the image classification tasks, the performance is measured by accuracy, while for the language generation tasks, we use the metric BLEU [36], which is briefly introduced in Section 6.
- **pruning percentage:** The percentage of remaining nonzero parameters to be pruned at every pruning step.

If not stated otherwise, hyperparameters are chosen via grid search both in the training and fine-tuning phases.

We performed all our experiments using four Nvidia TITAN RTX 24Gb GPU, and the code is available at https://github.com/giobin/Applied_Intelligence_sparsity.

5 Imaging

We test our method on four different image classification datasets chosen among the most popular benchmarks in the literature for sparsity research. Each of them is processed using architectures producing state-of-the-art performance.
5.1 Dataset description

**MNIST** LeCun and Cortes [37], is composed of 70,000 28x28 grayscale images containing handwritten numbers; the dataset is split into a training set (60,000 images) and a test set (10,000 images).

**Fashion-MNIST** Xiao et al. [38], based on the assortment of Zalando’s website, is a dataset comprising 28 $\times$ 28 grayscale images of 70,000 fashion products from 10 categories, with 7,000 images per category. The training set has 60,000 samples, and the test set has 10,000, and, although similar to MNIST, is more challenging.

**CIFAR-10** Alex Krizhevsky and Hinton [39], from the Canadian Institute for Advanced Research, is a subset of the Tiny Images dataset [40] and consists of 60,000 32x32 color images labeled with one of 10 mutually exclusive classes: airplane, automobile, bird, cat, deer, dog, frog, horse, ship, and truck. There are 6,000 samples per class, split into 5,000 for training and 1,000 for testing.

**ImageNet** Deng et al. [41] is arranged according to the WordNet [42] noun hierarchy and is a real image database, in which each node in the hierarchy is represented by thousands of images; it contains more than 20,000 categories. In total, 14 million pictures were hand-annotated, and for one million of those, the bounding boxes were also provided. The RGB images have an average size of 469x387 pixels but are usually preprocessed by sampling them at 256x256 pixels.

5.2 LeNet-5 on MNIST

Detail regarding LeNet-5 architecture are given in Table 1. This network [43] consists of a convolution (Conv) layer with 6 5x5 filters, a 2x2 pooling layer, a convolution layer with 10 5x5 filters, another 2x2 pooling layer and three fully connected (FC) layers (120, 84, 10), for a total of 431,080 parameters.

Table 1 Hyperparameters used in imaging experiments

| Hyperparameters   | MNIST/Fashion-MNIST | CIFAR-10 | ImageNet |
|------------------|---------------------|----------|----------|
| # epochs         | 120                 | 290      | 40       |
| # batch size     | 100                 | 128      | 200      |
| $\eta$           | 0.001               | 0.0005   | 0.0001   |
| Optimizer        | Adam                | SGD      | SGD      |
| Lower-bound      | 98.7                | 92.9     | 75.0     |
| $\lambda$        | 0.001               | 1e-6     | 1e-4     |
| Pruning-percentage| 4%                  | 4%       | 20%      |
| Eval-interval    | 250                 | 25       | 500      |

Since MNIST is an easy dataset, a pretrained checkpoint is not necessary, so we directly trained with regularization from scratch, using hyperparameter values resumed in Table 1. Finally, we fine-tuned without regularization for 5 additional epochs.

The results from our model and competitors are shown in Table 2, together with the performance of the nonsparsified baseline model. Best results are in bold. The “Sparsity(%)” column refers to the percentage of pruned weights of each model with respect to the total number of baseline weights. The “Compression Ratio” column is the ratio between the total number of weights in the baseline model and the number of remaining weights after pruning.

Performances on MNIST are very similar to each other since accuracy and sparsification on this simple task reached the top possible, i.e., very close to 100%. With our method, we obtain fewer than 1.5 k nonzero residual weights, a result primarily due to a better sparsification, when compared to the other works, of the fully connected layers, where the majority of the weights are. We obtain almost the best accuracy with the only exception of Sparse VD, even though it has higher sparsity. We also note that we obtain the same result as Han et al. but with 8% fewer weights.

Table 6 shows the disk space occupied by the pruned and unpruned models after being compressed using the GZIP\(^2\) and BZIP2\(^3\) algorithms with two different compression ratios, identified by -1 and -9. In particular, we can see that when using BZIP2, the pruned model is more than 20 times smaller than the unpruned model. The CPU inference time of the pruned model is $\sim$ 0.001s for one batch.

5.3 LeNet-5 on Fashion-MNIST

We obtain the initial checkpoint after training for 21 epochs. We then use the hyperparameters shown in Table 1, except for lower-bound = 90.5 and epochs = 75, for fine-tuning with regularization; finally, we fine-tune without regularization for 50 additional epochs. Table 3 compares performances on this dataset.

As can be seen, our method reaches the best performance both in terms of accuracy and compression. Our method is approximately 2 times better in compression rate than [16] with a 0.2% accuracy improvement. Similarly, our results with LeNet-5 on MNIST are due to an effective sparsification of the fully connected layers. The disk space occupied by the pruned and unpruned model after compression using GZIP and BZIP2 is reported in Table 6 and is comparable with what was obtained for the same architecture on MNIST. The CPU inference time of the pruned model is $\sim$ 0.001s for one batch.

\(^2\)more info at: https://www.gnu.org/software/gzip/

\(^3\)more info at: https://www.sourceware.org/bzip2/
### Table 2: Test results for the LeNet-5 architecture on the MNIST dataset. (var) is the variance computed over 10 runs

| Methods            | Conv1 (%) | Conv2 (%) | FC1 (%) | FC2 (%) | Accuracy (var) (%) | Sparsity (%) | Compression ratio |
|--------------------|-----------|-----------|---------|---------|--------------------|--------------|------------------|
| Baseline           | 100       | 100       | 100     | 100     | 99.32              | –            | –                |
| Han et al., 2015   | 66        | 12        | 8       | 19      | 99.23              | 91.59        | 11.9x            |
| Tart. et al., 2018 | 67.6      | 11.8      | 0.9     | 31.0    | 99.22              | 98.04        | 51.0x            |
| DNS [32]           | 14        | 3         | 0.7     | 4       | 99.09              | 99.09        | 109.8x           |
| SWS [12]           | –         | –         | –       | –       | 99.03              | 99.38        | 161.3x           |
| Tart. et al., 2021 | 22        | 2.38      | 0.22    | 5.98    | 99.21              | 99.56        | 222.2x           |
| Our method         | 78.84     | 1.82      | 0.11    | 3.35    | 99.23 (0.08)       | 99.71        | 344.8x           |

#### 5.4 ResNet32 on CIFAR-10

This model [3] is composed of a convolution layer with 16 3x3 filters, a batch normalization layer, 3 ResNet layers and a final dense layer, for a total of 464,154 trainable parameters. All the ResNet layers are composed of 5 ResNet blocks with different configurations: they all share 2 batch normalization layers but differ in the number of kernels generated by the 2 convolutional layers (16 3x3 filters for the blocks of the first ResNet layer, 32 3x3 for the second ResNet layer and 64 3x3 for the third ResNet layer).

The initial checkpoint is obtained with the hyperparameters shown in Table 1, training for 200 epochs with $\eta = 0.1$. After fine-tuning with regularization, we fine-tune without it for 4 last epochs with a batch size = 64 and $\eta = 6e^{-5}$.

Table 4 shows that our technique for this more challenging task, which involves a deeper neural architecture and real images, outperforms all competitors in terms of sparsity. With respect to accuracy, both our method and [16] reach the baseline values, but our method improves sparsification by 1.45% over [16]. In addition, the results show that in the case of a complex deep network with residual layers such as ResNet-32, it is possible to prune a large percentage of weights without loss in classification performance and without any change in the pruning algorithm. The disk space occupied by the pruned and unpruned model after compression using GZIP and BZIP2 is reported in Table 6; in particular we can see that using BZIP2 the pruned model is 4 times smaller than the unpruned model. The CPU inference time of the pruned model is $\sim 0.011s$ for one batch.

#### 5.5 ResNet50 on imagenet

The model comprises a convolutional layer with batch normalization and max pooling followed by 4 ResNet layers and a final average pooling layer with a fully connected classifier on top. All ResNet layers are composed of a different number of ResNet blocks, which comprise 3 convolutional layers interleaved with 3 batch normalization layers. Most of the convolutional layers mostly have 3x3 filters and downsampling is performed at the end of every first ResNet block relying on convolution with stride = 2. The networks contain 25,557,032 weights. For our

### Table 3: Test results for LeNet-5 architecture on Fashion-MNIST dataset. (var) is the variance computed over 10 runs

| Methods            | Conv1 (%) | Conv2 (%) | FC1 (%) | FC2 (%) | Accuracy (var) (%) | Sparsity (%) | Compression ratio |
|--------------------|-----------|-----------|---------|---------|--------------------|--------------|------------------|
| Baseline           | 100       | 100       | 100     | 100     | 91.90              | –            | –                |
| Han et al., 2015   | –         | –         | –       | –       | 91.56              | 93.04        | 14.3x            |
| Tart. et al., 2018 | 76.2      | 32.56     | 6.5     | 44.02   | 91.50              | 91.48        | 11.7x            |
| Tart. et al., 2021 | 78.6      | 26.13     | 2.88    | 32.66   | 91.53              | 95.70        | 23.3x            |
| Our method         | 78.84     | 17.84     | 1.20    | 6.26    | 91.70 (0.08)       | 97.66        | 42.7x            |
Table 4  ResNet-32 on CIFAR-10. (var) is the variance computed over 10 runs

| Methods                  | Accuracy_{(var)} (%) | Sparsity (%) | Compression ratio |
|--------------------------|----------------------|--------------|-------------------|
| Baseline                 | 92.67                | –            | –                 |
| Sparse VD [29]           | 92.12                | 50.11        | 2.0x              |
| L0 [44]                  | 91.20                | 60.00        | 2.5x              |
| Han et al., 2015 [11]    | 91.92                | 71.51        | 3.51x             |
| Targeted Dropout [17]    | 92.54                | 80.00        | 5.0x              |
| Tart. et al., 2021 [16]  | 92.67                | 80.11        | 5.0x              |
| Our method               | **92.67 (0.01)**     | **81.27**    | **5.33x**         |

experiments, we start the regularized finetuning from a pretrained checkpoint4 using the hyperparameters shown in Table 1. We perform further fine-tuning for 5 epochs to obtain the best accuracy. A comparison between the results of our model and those of recent competitor works is shown in Table 5. Our technique is shown to be very effective on ResNet50, achieving up to 3.83x sparsity with respect to the baseline and with only a slight loss in accuracy (∼1.9%). Moreover, our solution is effective in both low and high compression regimes (i.e., < 2.5x and ≥ 2.5x), resulting in the best accuracy and sparsity levels when compared to those of all other techniques. The amount of disk space occupied by the pruned and unpruned models after compression using GZIP and BZIP2 are reported in Table 6. Notably, when using BZIP2, the pruned model requires more than 3 times less disk space than the unpruned one. The CPU inference time of the pruned model is ∼2.09s for one batch.

6 Language generation

The first studies concerning sparsity in language architectures appeared recently [29, 33], following the progressive replacement of recurrent architectures by transformer-based models, and mainly focused on attention head pruning [45, 46]. Nonetheless, with respect to the large number of available sparsity techniques for imaging, it is rare to find as many results in the language generation context. We try to fill this gap by sparsifying the transformer [9] on two different language tasks: dialog learning and machine translation.

We implemented the model using the HuggingFace5 library which provides easy access to different datasets, tokenizers and output generation techniques. Since our sparsification algorithm is not architecture specific, no modifications are needed with respect to what is described in Section 4.

In addition, as previously mentioned in the same section, we use the BLEU (Bilingual Evaluation Understudy) score, which compares a generated sentence to a reference sentence, as a suitable metric for evaluation in the language generation context. It works by counting matching n-grams in the candidate translation to n-grams in the reference text. A perfect match results in a score of 1.0, whereas a perfect mismatch results in a score of 0.0. BLEU was originally proposed by [36] for evaluating the predictions made by automatic machine translation systems but is now commonly used for many other language generation tasks such as dialog generation, image caption generation, text summarization and speech recognition.

6.1 Dataset description

WMT14  Bojar et al. [48] is a collection of datasets presented in the Ninth Workshop on Statistical Machine Translation. It comes as a parallel corpus made by sentences translated into various languages. It is derived from many different sources, among which there are the Europarl corpus [49] (created from the European Parliament Proceedings in the official languages of the EU), the News Commentary [50] corpus and the Common Crawl corpus6 (which was collected from web sources).

For our experiments we use the English to German translation dataset En-De WMT14, provided by the Stanford Natural Language Processing Group, which is more than 300x larger than Taskmaster-1; it contains 4,468,840 training samples and 3000 test samples. Some source-translation examples are shown in Table 7.

Taskmaster-1  Byrne et al. [47] is a public crowdsourced dataset, released by Google in 2019, where Amazon Turkers were asked to write dyadic dialogs (see Table 8) following some given set of instructions describing six tasks: ordering pizza, creating autorepair appointments, setting up rides

4https://pytorch.org/vision/stable/index.html
5https://huggingface.co/
6https://commoncrawl.org/
Table 5 Test results for the ResNet50 architecture on ImageNet dataset. (var) is the variance computed over 10 runs. The upper part of the table shows the results for compression ratios up to 2.5x, while the bottom part shows the results for ratios greater than 2.5x.

| Method                  | Baseline Accuracy (%) | Accuracy_{(var)} (%) | Sparsity (%) | Compression ratio |
|-------------------------|-----------------------|----------------------|--------------|-------------------|
| SSS-32, 2018 [25]      | 76.15                 | 74.18                | 27.01        | 1.37x             |
| OED, 2019 [21]         | 76.15                 | 74.35                | 23.67        | 1.31x             |
| Asympto, 2020 [26]     | 76.15                 | 75.53                | -            | -                 |
| Hrank, 2020 [27]       | 76.15                 | 74.98                | 36.71        | 1.58x             |
| DCP, 2018 [28]         | 76.01                 | 74.95                | 51.46        | 2.06x             |
| PKPSMIO, 2022 [23]     | 76.09                 | 75.86                | 56.15        | 2.28x             |
| SSR-L2.1, 2002 [19]    | 76.16                 | 73.95                | 37.79        | 1.6x              |
| SSR-L2.0, 2020 [19]    | 76.16                 | 74.00                | 39.36        | 1.64x             |
| Our                    | 76.16                 | 75.96_{(0.001)}     | 59.13        | 2.44x             |
| PKPSMIO, 2022 [23]     | 76.09                 | 74.61                | 72.23        | 3.60x             |
| Our                    | 76.16                 | 74.67_{(0.003)}     | 73.85        | 3.82x             |

Table 6 Model dimensions on disk

| Model                     | Gzip -1 | Gzip -9 | bzip2 -1 | bzip2 -9 |
|---------------------------|---------|---------|----------|----------|
| LeNet5 on MNIST (1.7MB)   | Non-Pruned | 1.6 MB  | 1.6 MB   | 1.7 MB   | 1.6 MB   |
|                           | Pruned   | 0.24 MB | 0.09 MB  | 0.08 MB  | 0.07 MB  |
| ResNet32 on CIFAR-10 (1.9MB) | Non-Pruned | 1.8 MB  | 1.7 MB   | 1.8 MB   | 1.8 MB   |
|                           | Pruned   | 0.62 MB | 0.48 MB  | 0.44 MB  | 0.43 MB  |
| ResNet50 on ImageNet (98MB) | Non-Pruned | 91MB    | 91MB     | 95MB     | 93MB     |
|                           | Pruned   | 41MB    | 33MB     | 30MB     | 30MB     |

Table 7 Example of translation pairs from En-De WMT14

Source translation

Iron cement protects the ingot against the hot, abrasive steel casting process.
Nach der Aushärtung schützt iron cement die Kokille gegen den heissen, abrasiven Stahlguss.

Goods and services advancement through the P.O.Box system is NOT ALLOWED.
der Vertrieb Ihrer Waren und Dienstleistungen durch das Postfach System WIRD NICHT ZUGELASSEN.

Their achievement remains one of the greatest in recent history.
Das bleibt eine der größten Errungenschaften in der jüngeren Geschichte.
for hire, ordering movie tickets, ordering coffee drinks and making restaurant reservations. The dataset is composed of 13,215 task-based dialogs (12,355 for the training set and 770 for the test set), including 5,507 spoken and 7,708 written dialogs.

6.2 Transformer on WMT14

Details regarding the transformer architecture are given in Table 9 and follow the settings from [33].

| Hyperparameters | Taskmaster-1 | WMT14 |
|-----------------|--------------|-------|
| Vocabulary      | 32k          | 32k   |
| # encoder layers| 2            | 6     |
| # decoder layers| 2            | 6     |
| # attention heads| 4           | 8     |
| Feed forward dim| 256          | 2048  |
| Embedding dim.  | 256          | 512   |
| # Weights       | 10M          | 61M   |
| Max sequence len.| 256          | 256   |
| Beam size       | 6            | 4     |
| Length penalty  | 0.6          | 0.6   |
| $\eta$         | 0.0005       | 2.5e-5|
| Optimizer       | Adam         | Adam  |
| Batch size      | 150          | 120   |
| Lower-bound     | 6.03         | 27.3  |
| $\lambda$      | 1e-5         | 2.22e-7|
| Pruning-percentage| 0.1        | 0.1   |
| Eval-interval   | 300          | 6000  |

To obtain the initial checkpoint, we train the model for 10 epochs with batch size = 120 and $\eta = 5e-05$, using the Adam optimizer ($\beta_1 = 0.85$, $\beta_2 = 0.997$, $eps = 1e-8$) and achieve BLEU performance comparable to the baseline defined in [33].

Starting from the checkpoint described above, the process of fine-tuning with regularization continues for 16 epochs with batch size = 100, $\eta = 2.5e-05$ and $\lambda = 2.22e-07$. Evaluations on the validation set are carried out every 6000 steps (24 times each epoch) with BLEU lower-bound = 27.3 and 10% of the remaining weights pruned when required. Finally we finetune without regularization for 5 more epochs. With respect to [33], we stop pruning when the validation performance reaches a plateau (or suddenly declines) and never surpasses the user-defined lower-bound, as described in Section 4. This criterion causes the pruning to stop at $\sim$80% sparsity.

As shown in Fig. 5, our pruning technique performs better than all other methods, preserving BLEU values up to $\sim$75% sparsity while dropping at most 0.5 points with respect to the baseline.

It also seems to be more resilient at higher compression levels since the BLEU scores start to degrade visibly only after $\sim$75% sparsity is reached, whereas those of the other five pruning methods degrade earlier. This is the first experiment where our technique is used in the context of natural language generation, showing that it is very generalizable and can be effectively applied to transformer models that are heavily based on attention layers and present many shared weights, such as in the word embedding layer and in the attention layer itself.

Table 10 shows in detail the layer-by-layer and global pruning percentages at the higher compression level reached. Table 11 shows the amount of disk space occupied...
Fig. 5 BLEU results comparison at different sparsity levels on the WMT14 dataset. Except for our technique, the datapoints are taken from [17] for targeted dropout and from [33] for the others methods, for which we take only their best runs (in terms of BLEU).

**Table 10** Test results for Transformer architecture on WMT14 dataset. (var) is the variance computed over 5 runs

| Model   | Encoder | Decoder | Encoder | Decoder | Embedding/Classification Head | BLEU (var) | Sparsity (%) | Compression ratio |
|---------|---------|---------|---------|---------|-------------------------------|------------|---------------|-------------------|
| Baseline | 100     | 100     | 100     | 100     | 100                           | 27.20      | –             | –                 |
| Our model | 24.70   | 27.54   | 21.27   | 20.10   | 12.43                         | 25.56 (0.01) | 79.93         | 4.8x              |

**Table 11** Disk space dimensions of pruned/unpruned transformer models on WMT14

| Model | GZIP -1 | GZIP -9 | BZIP2 -1 | BZIP2 -9 |
|-------|---------|---------|----------|----------|
| Unpruned | 228.9 MB | 228.3 MB | 237.1 MB | 233.2 MB |
| Pruned   | 87.2 MB  | 66.8 MB  | 59.9 MB  | 58.2 MB  |

**Table 12** Test results for Transformer architecture on Taskmaster-1 dataset. (var) is the variance computed over 10 runs

| Model | Encoder | Decoder | Encoder | Decoder | Embedding/Classification Head | BLEU (var) | Sparsity (%) | Compression ratio |
|-------|---------|---------|---------|---------|-------------------------------|------------|---------------|-------------------|
| Baseline | 100     | 100     | 100     | 100     | 100                           | 6.11       | –             | –                 |
| L1     | 2.53    | 18.57   | 1.17    | 53.08   | 20.99                         | 6.22 (0.02) | 90.74        | 10.8x             |
| L2     | 17.71   | 21.20   | 15.21   | 26.61   | 6.28                          | 6.18 (0.02) | 90.74        | 10.8x             |
| Our model | 21.53   | 21.77   | 21.68   | 26.93   | 7.12                          | 6.26 (0.02) | 91.29        | 11.5x             |

G. Bonetta et al.
by the pruned and unpruned models after being compressed using GZIP and BZIP2. Notably, when using BZIP2, the pruned model requires 4 times less disk space than the unpruned one. The CPU inference time of the pruned model is $\sim 4.05$ s for one batch.

6.3 Transformer on taskmaster-1

Following [47], we use the dialog context up to the last user turn as input-data, and as a target for the subsequent assistant utterance. An example of this format is shown in Table 8.

Transformer architecture details are presented in [47], and shown in Table 9. We train it for 15 epochs using the Adam optimizer ($\beta_1 = 0.85, \beta_2 = 0.997, \text{eps} = 1e^{-8}$) with batch size $= 150$ and dropout $= 0.2$. The final checkpoint we obtain shows comparable BLEU performance to the author’s model.

Starting from this checkpoint, we fine-tune with regularization for 40 epochs with $\eta = 0.0005$. We rely on a small $\lambda = 1e^{-05}$ to avoid losing performance during the early stages. We find that checking every 300 training steps (i.e., 4 times every epoch) is a good compromise to obtain frequent pruning steps while retaining generation ability. The BLEU lower-bound is set to 6.03, which is very close to the author’s baseline result of 6.11, and the pruning-percentage is 10%. After 30 epochs, the algorithm makes the last pruning, and the last 10 epochs are used to recover the BLEU score.

To the best of our knowledge, there are no achievements yet in the literature about weight sparsity in dialog generation tasks. We, therefore, establish the first results in this context, displayed in Table 12, testing our method against L1 and L2 regularization baselines.

Our sparsification technique allows us to obtain a highly sparsified model, with a sparsity level greater than 90%. Moreover, our final BLEU is even higher than the original result, suggesting that in some cases a sparsified model can generalize better than a nonsparsified model. In Fig. 6, we show the BLEU scores of our technique and the L1 and L2 baselines at different sparsity levels. In this case, the gap between our method and the others is less evident due to the high variability of the BLEU scores. This is probably given by the fact that Taskmaster-1 contains rather short sentences when compared to the WMT-14 dataset, so even small output differences with the target sentence have a high impact on the final score, which is based on n-gram counting. Regardless, our system is almost always able to perform better than the L1 and L2 regularizations with the exception of sparsity levels between 0.8 and 0.9, where L1 is preferred.

Table 13 shows the disk space occupied by the pruned and unpruned models after being compressed. Additionally, in this case very good compressions can be achieved. In particular, using BZIP2, the pruned model is approximately 6.6 times smaller on the disk than the unpruned model. The CPU inference time of the pruned model is $\sim 2.28$ s for one batch.

Table 13 Disk space dimensions of pruned/unpruned transformer models on Taskmaster-1

| Model   | GZIP -1 | GZIP -9 | BZIP2 -1 | BZIP2 -9 |
|---------|---------|---------|----------|----------|
| Unpruned| 40.2 MB | 40.1 MB | 41.7 MB  | 41.1 MB  |
| Pruned  | 11.2 MB | 7.4 MB  | 6.4 MB   | 6.2 MB   |
7 Conclusions

The identification of irrelevant model parameters for pruning is the focal point of this work. We propose a solution that is an improvement of classical weight decay and consequently suitable for any functional loss. Moreover, it is simple to implement and results in a largely usable and general framework that proves to be effective in sparsifying different deep architectures.

We reach state-of-the-art results in one out of four image classification datasets and improve state-of-the-art for the others in terms of the combination of sparsity and accuracy, also obtaining a new state-of-the-art in the machine translation dataset WMT14. Since there are very few results for sparsity in language generation tasks, another contribution of this paper is that we give a new data point on Taskmaster-1.

A future interesting contribution can be to explore applications of our method to low-resource devices such as smartphones and IoT systems.
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