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Thermal noise is a limit to precision measurement in many fields. The relationship of the quality factor of mechanical systems to the thermal noise has compelled many researchers to search for materials with low mechanical losses. Typical measurements of mechanical quality factor involve exciting a mechanical resonator and observing the exponential decay of the amplitude under free oscillations. Estimation of the decay time allows one to infer the quality factor. In this article, we describe an alternative technique in which the resonator is forced to oscillate at constant amplitude, and the quality factor is estimated by measuring the drive amplitude required to maintain constant oscillation amplitude. A straightforward method for calibration of the quality factor is presented, along with an analysis of the propagation of measurement uncertainties. Such a technique allows the quality factor to be measured continuously in real time and at constant signal to noise ratio. © 2015 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution 3.0 Unported License. [http://dx.doi.org/10.1063/1.4920922]

I. INTRODUCTION

Thermal noise is of particular importance in mechanical systems used in precision measurement applications, such as gravitational-wave detection,\textsuperscript{1} optical clocks,\textsuperscript{2} and micromechanical resonators.\textsuperscript{3} The measurement precision of such systems is often limited by thermal fluctuations of the mechanical components. The quality factor of a mechanical system characterizes the tendency for the system to maintain energy under free oscillations. A system with a high quality factor dissipates only a small amount of energy during one oscillation and thus is well isolated from the environment. According to the fluctuation-dissipation relationship, the noise spectral density of thermal fluctuations scales inversely with the quality factor.\textsuperscript{4,5} Thus, researchers in these fields extensively studied the quality factor of various materials used in these experiments.\textsuperscript{5–11} The related concept of decoherence in quantum mechanical systems also drives researchers of hybrid quantum systems,\textsuperscript{12} macroscopic quantum mechanics,\textsuperscript{13} cavity opto-mechanics,\textsuperscript{14} and superfluid opto-mechanics\textsuperscript{15} to design and explore systems with high quality factors.

Current state-of-the-art methods to measure mechanical quality factor involve a resonant mechanical system which is driven at the resonance frequency, then the drive signal is removed and the system is allowed to experience free oscillations. Mechanical losses cause the oscillation amplitude to exponentially decay with a $1/e$ amplitude decay time constant proportional to the quality factor. A curve fitting analysis of the decaying exponential function allows parameter estimation of the quality factor.\textsuperscript{8}

In this article, we describe an alternative technique in which the resonator is forced to oscillate at fixed amplitude. The energy supplied to the resonator to maintain fixed amplitude oscillation must be equal to the energy dissipated; thus, the drive amplitude provides a measure of the mechanical loss.

Using a self resonating circuit in an open-loop configuration has been shown previously.\textsuperscript{16} In addition, this technique is similar to the one used in non-contact atomic force microscopy where a cantilever is set to resonate at constant amplitude, and shifts of the cantilever resonant frequency as the cantilever position is scanned over a structure are used to construct an image of the structure.\textsuperscript{17} However, the analysis of loop response, calibration into physical parameters, and noise characteristics of the dissipation signal have not before been presented in the literature.

II. A HARMONIC OSCILLATOR DRIVEN NEAR RESONANCE

For a resonant system, the quality factor, $Q$, is defined as the resonance frequency divided by the full width half maximum of the resonance in frequency space. For mechanical systems, this is closely related to the loss angle of the mechanical restoring force, $\phi$. These are also closely related to the characteristic ring-down time of the resonator.

The quality factor is related to the loss angle by

$$ Q = \phi^{-1} = \frac{\omega_0 \tau}{2}. $$

(1)

where $Q$ is the quality factor, $\phi$ is the loss angle, $\omega_0$ is the resonant angular frequency, and $\tau$ is the ring-down time constant. This expression is valid when $\phi \ll 1$.

We will refer to the system of interest as the oscillator under test (OUT). The equation of motion for the OUT is the differential equation for a driven simple harmonic oscillator,

$$ \ddot{x} = -\omega_0^2 (1 + i\phi)x + f, $$

(2)

where $x$ is the position, $f$ is the driving force per unit mass, $\omega_0$ is the natural frequency, and $\phi$ is the loss angle. The choice of a frequency independent $\phi$ is referred to as structural loss, but in general $\phi$ may have a frequency dependence.

The linearity of the equation of motion allows us to consider periodic motion of different frequencies separately.
We will consider motion happening at frequencies close to \( \omega_0 \), such that \( x = xe^{-i\Omega t} \), \( f = fe^{-i(\Omega t - \delta)} \), and \( \Omega = \omega_0 + \omega \), where \( \omega \ll \omega_0 \). Thus, we will concentrate on the amplitude envelope variables \( x \) and \( f \) while removing the high frequency oscillating part. We include \( \delta \) as an explicit phase shift of the force. Note that in this convention, the resonance frequency occurs at \( \omega = 0 \), and that \( \omega \) may take negative values that still correspond to physical solutions. Thus from (2), we have

\[
-(\omega_0 + \omega)^2 x = -\omega_0^2 (1 + i\phi)x + fe^{i\delta},
\]

\[
-(\omega_0^2 + 2\omega_0\omega)x = -\omega_0^2 (1 + i\phi)x + fe^{i\delta},
\]

\[
\frac{x}{f} = \frac{-ie^{i\delta}}{\phi \omega_0^2 + i\frac{2\omega}{\phi \omega_0}},
\]

where in the second line, the term that is second order in \( \omega/\omega_0 \) has been neglected.

Thus, for a periodic driving force on resonance (i.e., at \( \omega = 0 \)), the ratio of the amplitude of motion to the drive amplitude is inversely proportional to the loss angle, \( \phi \). As the system achieves steady state, the energy dissipated in the oscillator must be exactly canceled by the energy supplied by the driving force. It is this feature that is the basis of technique described here. We also see that the transfer function from drive amplitude to the amplitude of motion is characterized by a single pole; the impulse response of the system is, as expected, an exponential function with time constant \( \tau = \frac{2}{\phi \omega_0} \).

### III. CALIBRATED MEASUREMENT OF THE QUALITY FACTOR USING AN AMPLITUDE LOCKED LOOP (ALL)

In Sec. II, we showed that, on resonance, the ratio of the motion to the drive amplitude provides a measure of the loss angle once the system has achieved steady state. However, there are practical issues in making such a measurement. The first is the assumption that the drive force is periodic with a frequency exactly equal to the natural frequency of the oscillator. This is difficult in practice because in order to drive the oscillator coherently at the response peak, the drive frequency must be matched to the natural frequency to a precision of one part in \( 1/\phi \). The second practical issue is that once the drive is engaged, one must wait for the system to approach steady state equilibrium, the scale of which is set by \( \tau \), which may be a long time.

These two practical problems may be solved with a pair of control systems, the first designed to keep the driving force always locked to the natural resonant frequency of the oscillator and the second to force the oscillator to quickly approach, and then maintain, a fixed and chosen amplitude of motion. The controls systems are shown schematically in Figure 1.

In order to drive the oscillator at the correct frequency, we will produce an auxiliary oscillation signal that is derived from the position signal. This auxiliary oscillator must have a fixed amplitude and have a fixed phase offset, \( \delta \), relative to the measured position signal. By virtue of the constant phase offset, the auxiliary oscillator frequency is matched to the natural frequency of the OUT. One method to produce such a auxiliary oscillator is with a phase locked loop where the auxiliary oscillator is a voltage controlled oscillator and locked to the OUT position oscillation signal. Another method is to take the OUT position signal, perform a narrow band-pass filter around \( \omega_0 \), then use a hard-limiter to produce a fixed amplitude square wave, and again band-pass to finally have a fixed amplitude sine wave, and an additional filter may be used to set the desired value for \( \delta \). For maximum response, \( \delta = \pi/2 \).

With the goal of forcing the OUT to oscillate at a fixed amplitude, we employ an ALL system. Such a system comprises an amplitude detector, which is compared to a reference amplitude to produce an error signal and then is amplified and then used to control the magnitude of the driving force. The amplitude detector may be a band-limited rms detector centered at \( \omega_0 \).

We shall consider a linearized model of the ALL (shown in Figure 2) in order to analyze the closed loop response of the system. The plant of the system \( P \) will be represented by a filter which represents the natural response of the OUT position amplitude, \( x \), given a driving force, \( f \),

\[
P \equiv \frac{x}{f} = \frac{1}{\phi \omega_0^2 + i\tau \omega},
\]

where we have set the drive oscillator phase \( \delta = \pi/2 \). The blocks \( S \) and \( A \) represent the sensor and actuator gains, respectively. We begin by assuming these are unknown, i.e., our actuator and sensor are uncalibrated, but that their frequency response is flat near the resonance frequency. \( H \) is our feedback gain. The open loop gain is defined as \( G = HAIPS \).

---

**FIG. 1.** Block diagram of the driving system. The oscillator under test (OUT) is driven by an auxiliary oscillator phase referenced to the position signal. The amplitude is determined using an amplitude detector, labeled AMP. The amplitude is controlled by an ALL.

**FIG. 2.** Linearized model of the amplitude locked loop.
We may examine the frequency response of the OUT amplitude to changes in the ALL set-point,
\[ \frac{x}{c} = \frac{HAP}{1 + G} = \frac{HA}{\omega_0 \left( \phi \omega_0 + \frac{5HA}{\omega_0} \right) \left( 1 + \frac{2i\omega}{\phi \omega_0 + \frac{5HA}{\omega_0}} \right)}, \]
where \( c \) is the amplitude set-point. If we take the limit where the open loop gain is high (explained below), this simplifies to
\[ \frac{x}{c} = \frac{1}{S \left( 1 + \frac{i\omega}{\omega_0} \right)}, \]
where \( \omega_U \) is the unity gain frequency (UGF) of the ALL and is derived in Appendix A. The high gain limit is satisfied when the UGF of the loop is much larger than \( 1/\tau \). The time scale for the ALL to come to equilibrium is defined by the UGF. The amplitude will approach \( x = c/S \) with an exponential decay having a time constant equal to \( 1/\omega_U \), which is easily controlled by changing the feedback gain, \( H \). Thus, the response of the system can be made much faster than the natural time constant, \( \tau \). Note that for the system to be stable, it is sufficient for \( H \) to be a frequency independent gain because the plant acts as a single pole low-pass filter. However, in order to null the mean error of the system, it is beneficial for \( H \) to act as an integrator at some frequency below the UGF, though this does not significantly change the closed loop frequency response.

We have so far described a system which forces the OUT to quickly approach some fixed oscillation amplitude and maintain that amplitude in dynamic equilibrium. When in equilibrium, the energy provided by the driving force is balanced by the energy dissipated internally in the OUT. Therefore, the control output of \( H \), labeled \( a \) in Figure 2, is a measurement of \( \phi \) once it has been properly calibrated. This can be seen by as follows:
\[ \frac{a}{c} = \frac{H}{1 + G} = \frac{H \phi \omega_0 (1 + i\tau \omega)}{(\phi \omega_0 + \frac{SH}{\omega_0}) \left( 1 + \frac{2i\omega}{\phi \omega_0 + \frac{SH}{\omega_0}} \right)}, \]
and again after, we take the limit of high gain,
\[ \frac{a}{c} = \frac{\phi \omega_0 H\psi (1 + i\tau \omega)}{2\omega_U \left( 1 + \frac{i\omega}{\omega_U} \right)}, \]
where \( H\psi \) is the feedback gain evaluated at the UGF. If we take the time average (\( \omega = 0 \)), and solve for \( \phi \), we have
\[ \phi = Q^{-1} = \frac{2\omega_U}{cH\psi \omega_0}(a), \]
where the angle brackets indicate a time average. This expression shows that the signal \( a \) may be calibrated in terms of \( H \) and \( c \), which are parameters of the ALL, as well as the two frequencies \( \omega_0 \) and \( \omega_U \) which are straightforward to measure. This shows that a measurement of the UGF of the ALL is in effect a calibration of both the unknown actuator and sensor gains \( A \) and \( S \). There is no need to have an absolute calibration of the sensor in meters, nor the actuator in Newtons.

IV. SIGNAL TO NOISE RATIO (SNR)

As shown in Eq. (7), the physical quantity \( \phi \) is determined by measuring the mean value of the control signal, \( \langle a \rangle \). In order to quantify the precision of such a measurement, we define the SNR, \( \rho_x \) for determination of the mean value for a signal \( y \) to be
\[ \rho_y = \frac{\langle y \rangle}{\sqrt{\int_0^\infty N_y \left( \frac{1}{1 + (\tau_{avg} \omega)^2} \right)^2 d\omega}}, \]
where \( N_y \) is the noise power spectral density measured in the signal \( y \), and \( \tau_{avg} \) is the time scale of a second order averaging low pass filter. The integral in the denominator is formally taken to \( \omega \to \infty \), though the low pass filter is intended to make the contribution of noise at frequencies higher than \( \tau_{avg}^{-1} \) negligible, as long as the noise power rises no steeper than \( \omega^2 \).

If we assume the sensing noise of the oscillator around \( \omega_0 \) is frequency independent, with a noise power spectral density, \( N_x \) (injected at the point \( n \) in Figure 2), then the open-loop SNR of the measurement of the oscillator amplitude, \( x \), is
\[ \rho_x = \langle x \rangle \sqrt{\frac{8\tau_{avg}}{N_x}}, \]
where, as expected, the SNR increases as the square root of the averaging time.

Propagation of the sensing noise in \( x \) to the control signal \( a \) gives
\[ N_a = N_x \left( \frac{SH}{1 + G} \right)^2 = N_x \left( \frac{SH(1 + i\tau \omega)}{1 + \frac{i\omega}{\omega_U}} \right)^2, \]
Here, we see that the closed loop response works as an effective differentiating filter at frequencies between \( \tau^{-1} \) and \( \omega_U \). Thus, a second order low pass filter is necessary to bound the high frequency noise contribution and is the reason for a second order low pass filter in Eq. (8). An algorithm for second order filtering of an arbitrary length data stream is given in Appendix B.

With the noise given in (10), along with Eqs. (8) and (9), we may calculate the SNR in the measurement of \( \phi \) to be
\[ \rho_\phi = \frac{\rho_x}{\sqrt{1 + \frac{\omega_0^2}{\tau_{avg}^2}}}, \]
where we have taken the limit where \( \omega_U \gg \tau_{avg}^{-1} \) or that the averaging time is long compared to the loop response time. Equation (11) shows that for averaging times longer than the ring-down time, the SNR of the measurement of \( \phi \) is approximately the open-loop SNR of \( x \). While for averaging times less than the ring-down time, the SNR of \( \phi \) compared to \( x \) is reduced by the ratio \( \tau_{avg}/\tau \).
V. COMPARISON OF THE CONTINUOUS TECHNIQUE AND THE RING-DOWN TECHNIQUE

The steady state nature of the technique described in this article gives it several benefits when compared to the conventional ring-down technique.

Because the oscillator is maintained at constant amplitude, the signal to noise ratio of the measurement is constant. This is in contrast to the ring-down technique, where the oscillator amplitude decays and the SNR is correspondingly reduced.

In the case of a ring-down measurement, to make a single estimate of the ring-down time, it is typical for the measurement duration to be one or more times the ring-down time. In some experiments, the ring-down time may be as long as two years. In principle, the ring-down time may be estimated in less time than this, but having an estimation of the measurement precision is non-trivial. In the case of a continuous measurement, it is possible to make estimates of $\phi$ in less time than $\tau$, and the precision is simply set by Eq. (11). For example, if one desires an estimate of $\phi$ in a time $\tau/10$, they know that the measurement SNR of $\phi$ will have a SNR that is 10 times less than the SNR of $x$ measured over the same time scale.

Conversely, one may also make measurements which have a duration many times the ring-down time. In the case of a ring-down measurement, this would require a periodic ring up of the oscillator and a combination of several ring-down measurements. In the continuous case, the signal may be averaged for any duration, with the corresponding improvement of the SNR over time.

Using the continuous technique, it is possible to determine the dependence of $\phi$ on other parameters (for example, temperature$^{26}$) in a continuous way. It is necessary that the sweep time scale be slower than the averaging time scale. It also may be important to correct for variation in the sensing or actuation gain by monitoring or controlling the UGF of the ALL.

Some systems show a nonlinearity in the form of an amplitude dependent loss angle.$^{21,22}$ Measurements of the ring-down of these systems will have multiple decay times, which complicates curve fitting of the ring-down signal. The continuous measurement occurs at a constant amplitude and thus will measure the loss angle of only this amplitude. In fact, several measurements can be made where the amplitude set-point may be varied in order to systematically determine the dependence of $\phi$ on amplitude with high SNR.

Finally, the continuous measurement allows for a system with several resonant modes to have the loss angle of multiple modes measured simultaneously, with the requirement that the mode frequency separation is much larger than the ALL UGFs. It is also possible, in principle, to measure multiple modes using a conventional ring-down technique, though the data processing is non-trivial, and the measurement time is constrained by the mode with the longest decay time constant.

There are also drawbacks of this technique compared to the ring-down technique. The resonant frequency and UGF are used in calibration of the quality factor measurement, and measurement of these frequencies may introduce systematic errors. In addition, the relative complexity of this system is considerably increased compared to a ring-down measurement. Finally, this technique requires that the actuator is used during measurement, where in the ring-down technique, the actuator may be disabled after first exciting the oscillation. It is possible that the actuator may introduce damping which will introduce a systematic error in the quality factor measurement.

VI. EXPERIMENTAL DEMONSTRATION

This technique was demonstrated with a silicon resonator in a vacuum system. The dissipation of the resonator is far higher than the material limits and is likely dominated by loss in the clamp. The resonator was driven by an electrostatic actuator with 1 kV bias voltage and 0-100 V drive signal. The motion of the resonator was read out with a helium neon laser reflected from the resonator and detected on quadrant photodetector. The resonator is a silicon cantilever clamped between two pieces of steel. It has dimensions of $35 \times 5 \times 0.3$ mm and a fundamental resonant frequency of 247.5 Hz. The control system was implemented on an Advanced LIGO custom real-time digital control system sampled at 16 kHz. A logical block diagram of the controller is given in Figure 3. The amplitude detector was realized by means of a band limited rms filter centered at the resonant frequency. The auxiliary oscillator was derived by first band-passing the resonator signal, then applying a differentiation filter (to set $\delta = \pi/2$), saturating the signal to create a fixed amplitude square wave, then band-passing again to produce a fixed amplitude sine wave. The net effect is a fixed amplitude sine wave which has a phase offset of $\delta = \pi/2$ relative to the resonator readout. The ALL had a UGF of $6.2 \pm 0.3$ Hz.

Figure 4 shows the behavior of the system when the feedback is engaged, the set-point $c$ is changed, and finally,
The top axes show the time series of the oscillator amplitude, the bottom axes show the real-time quality factor calculation including a 2 s averaging filter. At 3.5 s, the feedback system is engaged. At 14.6 s, the set-point amplitude is changed to a higher value. At 19.7 s, the feedback is disabled and the system experiences free exponential ring-down. A curve fit of the ring-down gives quality factor value of $Q = 489 \pm 5$. This value is indicated as a dashed line on the bottom axes.

The feedback is disabled. The system shows the characteristic exponential ring-down after the feedback is disabled. Also shown is the output of the real-time quality factor computation, the uncertainty of the UGF measurement introduces a systematic calibration error. In this case, the error is 5%. It is also clear that there is an additional systematic uncertainty which is reduced as the oscillator amplitude is increased. In the high amplitude region, given the uncertainties, there is a good agreement between the real-time quality factor calculation and the result of a curve fit of the exponential ring-down.

A second system is shown in Figure 5. This system is a silicon cantilever cooled to 95 K. The cantilever has dimensions $34 \times 5 \times 0.92$ mm with a resonant frequency of 106.1 Hz. The vacuum system, cantilever readout, and actuator are the same as the system described above. The ALL was tuned to a 3.5 Hz UGF. The $Q$ of this system was measured to be $(7.5 \pm 0.6) \times 10^5$, which corresponds to a ring-down time of 0.6 h. The figure shows the output of a cumulative average of the calibrated quality factor measurement over time. Also shown is the cumulative standard deviation of the mean of the data points centered about the final measured value, after the data were decimated to a sample rate below that of the ALL UGF. The fixed amplitude setpoint of this system was chosen to be a factor of two below where the readout showed significant nonlinear compression of the amplitude signal. This amplitude was only a factor of a few above the typical amplitude of the system when under the influence of environmental excitations only. One may see that the free ringdown of the system is quickly dominated by environmental excitations, though the early ringdown is qualitatively consistent with the prediction given by the continuous $Q$ measurement. This type of system, where the maximum desired amplitude is not much larger than the amplitude of background excitations, is an ideal system to take advantage of the continuous measurement technique. A ringdown measurement is impractical because the system will too quickly become dominated by the influence of the environment, but the continuous technique is able to perform long time scale measurements (compared to the ringdown time) and accumulate SNR over the entire measurement.

VII. CONCLUSION

We have described a technique for real-time continuous measurement of the quality factor of mechanical systems by means of a feedback system. We have demonstrated the technique on a pair of systems, each of which shows different features of the technique. This technique holds promise to increase measurement precision and efficiency of quality factor measurements and may aid in the materials research required to investigate low-loss materials for precision measurement experiments.
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**APPENDIX A: THE UNITY GAIN FREQUENCY OF THE ALL**

An important quantity of any feedback control system is the UGF. It is the frequency when the open loop gain of the system has unity magnitude. For our ALL, the UGF, \( \omega_U \), is

\[
\frac{\left| \frac{SH_U}{A} \right|}{\omega_0^2} = \frac{1}{1 + \frac{\omega_U}{\phi_0}} = 1,
\]

\[
\omega_U = \frac{1}{2} \sqrt{\left| \frac{SH_U}{A} \right|^2 - \phi_0^2 \omega_0^2},
\]

where we have defined \( H_U \) to be the gain of \( H \) evaluated at the UGF. The size of the \( \phi_0 \) correction is small, so in the limit when the open loop gain is high,

\[
\omega_U = \frac{\left| \frac{SH_U}{A} \right|}{2\omega_0}.
\]  

(A1)

This frequency sets the time scale for the closed loop ALL system to come to equilibrium.

**APPENDIX B: SECOND ORDER AVERAGING OF ALL MEASUREMENT SAMPLES**

Section III suggests the use of a second-order low-pass filter to remove sensing noise and estimate the mean value of the control signal. However, using such a filter has the possibly undesirable feature that older measurement samples are essentially forgotten by the filter for times longer than possibly undesirable feature that older measurement samples. However, using such a filter has the system to come to equilibrium.

Given a set of measurement samples \( \{x_i\} \), the mean value after \( n \) samples is

\[
a_n = \frac{n}{n} a_{n-1} + \frac{x_n}{n},
\]

(B1)

where \( a_{n-1} \) is defined recursively and is the mean of the first \( n-1 \) samples. This is approximately a first order low-pass filter of the data. To obtain a second order low pass, we may apply the formula again to the samples \( \{a_i\} \).

\[
d_n = \frac{n}{n} d_{n-1} + \frac{a_n}{n},
\]

(B2)

Combining the two previous formulae gives

\[
d_n = \frac{(2n - 1)(n - 1)}{n^2} d_{n-1} - \frac{(n - 1)(n-2)}{n^2} d_{n-2} + \frac{x_n}{n}.
\]

(B3)

This gives an appropriate second order low passed estimate of the mean value, where all measurement samples are included.
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