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Abstract
To improve the reliability of vehicle state parameter estimation, a vehicle state fusion estimation method based on dichotomy is proposed. An extended Kalman filter algorithm is designed based on the vehicle 3 degrees of freedom dynamic model. Meanwhile, considering the influence of dynamic model and sensor noise and its coefficient selection on the estimation results, a radial basis function neural network estimation algorithm is designed. To further improve the reliability of the estimation algorithm, a method of estimation algorithm fusion is proposed based on the idea of mutual compensation between model- and data-driven estimation algorithms. The weights of the estimation results of different algorithms are assigned through the dichotomy. The redundancy and fusion of estimation algorithms can improve estimation performance. The effectiveness of the fusion method is verified by the co-simulation of MATLAB/Simulink and CarSim, and the real vehicle test. The results show that the change trend of the estimation result is consistent with the actual state parameters change trend, and the estimation accuracy after algorithm fusion is significantly improved compared to a single extended Kalman filter or radial basis function.
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Introduction
Active safety control plays an important role in reducing the incidence of accidents, these systems, such as electronic stability program,¹,² roll stability control,³,⁴ and electric brake-force distribution,⁵,⁶ are related to lateral and longitudinal dynamics. All these control systems can significantly improve the stability control of vehicles, which is by judging the driving environment in advance and accurately intervening in driving. However, the control systems need the many vehicle parameters to participate, among which the side slip, yaw rate and longitudinal speed are difficult to be obtained directly. Therefore, researchers combined the algorithm with the existing sensors on the vehicle to obtain the estimation values of these state parameters that are difficult to be obtained directly.

The commonly used vehicle state parameter estimation methods include Kalman filter (KF) and its improved algorithms,⁷–¹⁷ neural network estimation algorithms,¹⁸–²⁰ and other related estimation algorithms.²¹–²⁷ However, single estimation algorithms have their own limitations, such as the uncertainty of mathematical model parameters, noise parameters, and...
the coverage of training samples, which will affect the estimation results and may lead to the sudden divergence of estimation accuracy. Therefore, for the problems about the single estimation algorithm, researchers integrate different estimation theories to improve the performance of the whole estimation system through the redundancy and fusion of the algorithm. In the study of fusion estimation algorithms, W Wenkang et al.\textsuperscript{28} use the interacting multiple model method to realize the fusion of two square root cubature KF with different mathematical models. G Liu and LQ Jin\textsuperscript{29} use the interacting multiple model method to combine the cubature KF with different mathematical models to estimate the side slip angle and wheel lateral force. T Chen et al.\textsuperscript{30} use the weighted iterative fusion method to fuse the strong tracking filter with the ridge estimation algorithm to obtain the longitudinal and lateral vehicle speeds, and the side slip angle. X Li et al.\textsuperscript{31} use the adaptive federated fusion algorithm to fuse the adaptive auxiliary filter and the extended Kalman filter (EKF) to estimate the side slip angle and yaw rate. A fusion method proposed by W Liu et al.\textsuperscript{12} which combines the minimum model error algorithm with the EKF algorithm to estimate the side slip angle. BL Gao et al.\textsuperscript{32} use the dual KF fusion technology to fuse the results estimated by simplified tire magic formula and wheel dynamic formula, which can realize the estimation of road adhesion coefficient. However, these above-mentioned fusion algorithms need to rely on the construction of mathematical model, which make the structure of the fusion algorithm complex and large amount of calculation. To solve this problem, a hybrid-driven estimator based on dichotomy is proposed by combining EKF algorithm based on model driven and radial basis function (RBF) neural network algorithm based on data-driven.

In this article, an EKF algorithm based on vehicle dynamics model is designed. Through the state space equation and observation equation, it can establish the mapping relationship between system input and estimated object. According to this mapping relationship, an RBF neural network estimator without dynamic modeling is designed. A KF algorithm is designed based on 2 degrees of freedom (2-DOF) dynamic model, and is used to obtain estimation values of the side slip angle and yaw rate, which are used as reference values (RVs). Meanwhile, the RV of longitudinal speed is obtained by calculation formula. The weighted fusion of vehicle state estimation results is realized using the dichotomy method, which distributes different weights to outcome of different estimation algorithms judged by error between different estimation values and RVs. This fusion method can suppress the decline of accuracy when a single algorithm estimates different targets, and ensures the reliability of the estimation system and the universality of the fusion method.

The rest of this article is organized as follows. In the “Vehicle dynamic model” section, the 2-DOF and 3-DOF vehicle dynamic models have been established. The “Proposed estimator of vehicle state parallel estimation based on multi-source fusion” section introduces the components of the new fusion estimation method by dichotomy. In addition, the analysis and discussion of the simulation and real vehicle experimental results will be shown in the “Results and discussion” and the “Real vehicle test” sections, respectively. Finally, the conclusion and summary are given in the “Conclusion” section.

### Vehicle dynamic model

#### 2-DOF vehicle dynamic model

The KF will be used in this article. Therefore, a 2-DOF vehicle dynamic model is established,\textsuperscript{33} as shown in equation (1)

\[
\dot{\omega}_r = \frac{a^2 k_1 + b^2 k_2}{I_z V_x} \omega_r + \frac{ak_1 - bk_2}{I_z} \beta - \frac{ak_1}{I_z} \delta \\
\dot{\beta} = \left(\frac{ak_1 - bk_2}{m V_x^2} - 1\right) \omega_r + \frac{k_1 + k_2}{m V_x} \beta - \frac{k_1}{m V_x} \delta
\]

where \(\omega_r\) represents yaw rate, \(a\) represents the distance between centroid and front axle, \(b\) represents the distance between centroid and rear axle, \(k_1\) and \(k_2\) represent the cornering stiffness of the front and rear axles, respectively. \(V_x\) represents longitudinal speed, \(I_z\) represents moment of inertia, \(\delta\) represents the steering angle of front wheel, and \(\beta\) represents side slip angle.

Meanwhile, 2-DOF state function and observation function can be obtained

\[
\begin{align*}
\dot{x} &= A x + B u \\
y &= C x + D u
\end{align*}
\]

Among them

\[
\begin{align*}
\dot{x} &= \begin{bmatrix} \omega_r \\ \beta \end{bmatrix} \\
y &= \begin{bmatrix} \omega_r \\ \beta \end{bmatrix}
\end{align*}
\]

\[
A = \begin{bmatrix} a_{11} & a_{12} \\ a_{21} & a_{22} \end{bmatrix}, \quad B = \begin{bmatrix} b_{11} \\ b_{12} \end{bmatrix}, \quad C = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}, \quad D = \begin{bmatrix} 0 \\ 0 \end{bmatrix}, \quad u = \delta
\]

where

\[
\begin{align*}
a_{11} &= \frac{a^2 k_1 + b^2 k_2}{I_z V_x} \\
a_{12} &= \frac{ak_1 - bk_2}{I_z} \\
a_{21} &= \frac{ak_1 - bk_2}{m V_x^2} - 1 \\
a_{22} &= \frac{k_1 + k_2}{m V_x} \\
b_{11} &= -\frac{ak_1}{I_z} \\
b_{21} &= -\frac{k_1}{m V_x}
\end{align*}
\]
3-DOF vehicle dynamic model

Based on the 2-DOF dynamic model, longitudinal speed is added as a DOF. The 3-DOF vehicle dynamic model is shown in Figure 1.

In Figure 1, \( F_y1 \) and \( F_y2 \) represent the lateral force of the ground to the front and rear wheels, respectively, \( V_y \) represents the lateral speed, and \( \alpha_1 \) and \( \alpha_2 \) represent the side slip angle of the front and rear wheels, respectively.

The 3-DOF vehicle dynamic model is established, as shown in equation (3)

\[
\begin{align*}
\omega_r &= \frac{a_1^2 k_1 + b_2^2}{I_x V_x} \omega_r + \frac{a k_1 - b k_2}{I_z} \beta - \frac{a k_1}{I_z} \delta \\
\dot{\beta} &= \left( \frac{a k_1 - b k_2}{m V_x^2} - 1 \right) \omega_r + \frac{k_1 + k_2}{m V_x} \beta - \frac{k_1}{m V_x} \delta \\
\dot{V}_x &= V_x \beta \omega_r + \alpha_s
\end{align*}
\]

where \( \alpha_s \) represents the longitudinal acceleration.

The state function is

\[
\begin{bmatrix}
\dot{\omega}_r \\
\dot{\beta} \\
\dot{V}_x
\end{bmatrix} = \begin{bmatrix}
\frac{k_1 a_1^2 + k_2 b_2^2}{I_x V_x} & \frac{k_1 a - k_2 b}{I_z} & 0 \\
\frac{k_1 a - k_2 b - m V_x^2}{m V_x^2} & \frac{k_1 + k_2}{m V_x} & 0 \\
V_x \beta & 0 & 0
\end{bmatrix} \begin{bmatrix}
\omega_r \\
\beta \\
V_x
\end{bmatrix} + \begin{bmatrix}
-\frac{b k_2}{I_z} \\
\frac{k_1}{m V_x} \\
0
\end{bmatrix} \delta
\]

Proposed estimator of vehicle state parallel estimation based on multi-source fusion

This article establishes a new fusion estimation method to estimate the yaw rate, side slip angle, and longitudinal speed. The structure diagram of the proposed fusion estimation method is shown in Figure 2. The proposed fusion method consists of four parts: (1) EKF estimator based on model-driven; (2) the RBF neural network estimator based on data-driven; (3) the RVs are obtained from KF or algebraic formula, which is used as the benchmark value; and (4) the fusion
estimation algorithm (FEA) based on dichotomy will assign appropriate weight to the estimation values of the two algorithms, respectively, and then output a new fitted signal.

**Extended KF algorithm**

The EKF is to simplify the linearization of the nonlinear state by first-order Taylor expansion, which ignores the higher-order terms for the state function. From the “Vehicle dynamic model” section, the 3-DOF dynamic equation considering the longitudinal speed is obtained. Furthermore, linearize the state equation and observation equation to obtain the linearized model.

Based on equations (4) and (5), functions (6) and (7), including process noise and observation noise, can be obtained

\[
\begin{bmatrix}
\dot{\omega}_r \\
\dot{\beta} \\
\dot{V}_x \\
\end{bmatrix} =
\begin{bmatrix}
\frac{k_1 a - k_2 b}{m v_x^2} & \frac{k_1 a - k_2 b}{m v_x^2} & 0 \\
0 & 0 & 0 \\
\frac{\delta}{a_x} & 1 & 0 \\
\end{bmatrix}
\begin{bmatrix}
\omega_r \\
\beta \\
V_x \\
\end{bmatrix} + 
\begin{bmatrix}
Q \\
0 \\
R \\
\end{bmatrix}
\]

\[
a_x = \begin{bmatrix}
\frac{ak_1 - bk_2}{m v_x} & \frac{k_1 + k_2}{m} & 0 \\
\frac{k_1 + k_2}{m v_x} & \frac{k_1 + k_2}{m v_x} & 0 \\
\frac{\delta}{a_x} & 1 & 0 \\
\end{bmatrix}
\]

The \( Q \) matrix is considered as constant and diagonal, whose elements have been calculated considering the square value of the expected maximum variation for each state variable. \( R \) is positive definite and it changes during time according to different covariance calculations on a moving window of length equal to 0.01 s.

\[
Q_i = \frac{1}{(x_{\text{max}} - x_{\text{min}})^2} \quad i = 1, 2, ..., t
\]

Equations (6) and (7) can be written in the following form

\[
x(t) = w(x(t), u(t), q(t))
\]

\[
y(t) = z(x(t), r(t))
\]

where \( x(t) \) represents the state variable of the system, \( y(t) \) represents the measurement output, \( u(t) \) represents the system input, \( u(t) = [\delta a_x]^T \), \( q(t) \) represents the system noise, and \( r(t) \) represents the measurement noise.

The Jacobian matrix is obtained by partial differentiation of the state equation and the observation equation, respectively, and the Jacobian matrix is shown as below

\[
W(t) = \left[ \frac{\partial w(x)}{\partial x} \right]_{x = x(t)}
\]

\[
Z(t) = \left[ \frac{\partial z(x)}{\partial x} \right]_{x = x(t)}
\]

\[
\gamma(t) = e^{W(t) \times \Delta t} \approx W(t) \times \Delta t + I
\]

where \( \Delta t \) represents sample time, \( W(t) \) and \( Z(t) \) represent the Jacobian matrix of the partial derivatives of the nonlinear functions \( w(x(t), u(t), q(t)) \) and \( z(x(t), r(t)) \) with respect to the state variables, respectively, and \( \gamma(t) \) represents the state transition matrix.

First-order linearized form of the dynamic model can be written as

\[
W(t) = \begin{bmatrix}
\frac{k_1 a - k_2 b}{m v_x^2} & \frac{k_1 a - k_2 b}{m v_x^2} & -\frac{(k_1 a^2 + k_2 b^2) \omega_r}{l v_x} \\
\frac{k_1 a - k_2 b}{m v_x^2} & \frac{k_1 a - k_2 b}{m v_x^2} & -\frac{2(k_1 a - k_2 b) \omega_r}{l v_x} \\
-\frac{k_1}{m v_x} & -\frac{k_1}{m v_x} & -\frac{\delta k_1}{m v_x^2} \\
\end{bmatrix}
\]

\[
Z(t) = \begin{bmatrix}
\frac{k_1 a - k_2 b}{m v_x^2} & \frac{k_1 a - k_2 b}{m v_x^2} & \frac{\delta k_1}{m v_x^2} \\
\frac{k_1 a - k_2 b}{m v_x^2} & \frac{k_1 a - k_2 b}{m v_x^2} & \frac{\delta k_1}{m v_x^2} \\
\end{bmatrix}
\]

One calculation cycle of EKF is as follows:

**Step 1:** Initialization initial state \( x(0), \) covariance matrix \( P_0. \)

**Step 2:** State prediction

\[
x(t|t-1) = w(x(t-1), u(t-1), q(t-1))
\]

**Step 3:** Observation prediction

\[
y(t|t-1) = z(x(t-1), r(t-1))
\]

**Step 4:** Fig out the first-order linearized expression of the state equation, and solve the state transition matrix \( W(t) \)

\[
W(t) = \left[ \frac{\partial w(x)}{\partial x} \right]_{x = x(t)}
\]

**Step 5:** Fig out the first-order linearized expression of the observation equation, and solve the observation matrix \( Z(t) \)

\[
Z(t) = \left[ \frac{\partial z(x)}{\partial x} \right]_{x = x(t)}
\]
between them, as shown in formulas (20)–(22)

\[ s = \frac{V_x}{\cos(\delta)} \]

There is a specific functional relationship between the state variable and the state input, and it can be considered that exist a mapping relationship between the state variable and the state input, as shown in equation (19) that the change of the system state variable is determined by the system input, and it can be considered that exist a mapping relationship between the state variable and the state input. When steering wheel angle and longitudinal acceleration are collected by CarSim as the input of training sample, which corresponding yaw rate, side slip angle, and longitudinal speed are used as the output of training sample. The collected data sets are divided into training samples and test samples. Finally, the trained RBF neural network can be used for state estimation.

As shown in Figure 3, the structure of the RBF in this article contains two layers, a hidden radial basis layer of \( A^1 \) neurons and an output-linear layer of \( A^2 \) neurons. To reduce the training time of neural network, the 15,000 groups of data are obtained by interval value processing, and finally, 3000 groups of data are obtained. Based on the Kolmogorov theory, the number of neurons in the hidden layer is set to 5. The RBF neural network estimation methods are introduced by Schwenker et al.36 The related RBF is \( \text{radf}(n) = e^{-\|n\|^2} \), the purelin function is shown as below

\[ \text{purelin}(n) = \left\{ \begin{array}{ll} 0 & \text{for } n < 0 \\ 1 & \text{for } n \geq 0 \end{array} \right. \]

The training sample is obtained by the co-simulation of CarSim and MATLAB/Simulink. The steering wheel angle and longitudinal acceleration are collected by CarSim as the input of training sample, which corresponding yaw rate, side slip angle, and longitudinal speed are used as the output of training sample. The collected data sets are divided into training samples and test samples. Finally, the trained RBF neural network can be used for state estimation.

As shown in Figure 3, the structure of the RBF in this article contains two layers, a hidden radial basis layer of \( A^1 \) neurons and an output-linear layer of \( A^2 \) neurons. To reduce the training time of neural network, the 15,000 groups of data are obtained by interval value processing, and finally, 3000 groups of data are obtained. Based on the Kolmogorov theory, the number of neurons in the hidden layer is set to 5. The RBF neural network estimation methods are introduced by Schwenker et al.36 The related RBF is \( \text{radf}(n) = e^{-\|n\|^2} \), the purelin function is shown as below

\[ \text{purelin}(n) = \left\{ \begin{array}{ll} 0 & \text{for } n < 0 \\ 1 & \text{for } n \geq 0 \end{array} \right. \]

The training sample is obtained by the co-simulation of CarSim and MATLAB/Simulink. The steering wheel angle and longitudinal acceleration are collected by CarSim as the input of training sample, which corresponding yaw rate, side slip angle, and longitudinal speed are used as the output of training sample. The collected data sets are divided into training samples and test samples. Finally, the trained RBF neural network can be used for state estimation.

As shown in Figure 3, the structure of the RBF in this article contains two layers, a hidden radial basis layer of \( A^1 \) neurons and an output-linear layer of \( A^2 \) neurons. To reduce the training time of neural network, the 15,000 groups of data are obtained by interval value processing, and finally, 3000 groups of data are obtained. Based on the Kolmogorov theory, the number of neurons in the hidden layer is set to 5. The RBF neural network estimation methods are introduced by Schwenker et al.36 The related RBF is \( \text{radf}(n) = e^{-\|n\|^2} \), the purelin function is shown as below

\[ \text{purelin}(n) = \left\{ \begin{array}{ll} 0 & \text{for } n < 0 \\ 1 & \text{for } n \geq 0 \end{array} \right. \]

Table 1. Obtain driving conditions of training samples.

| Operating conditions       | Speed               |
|----------------------------|---------------------|
|                            | Uniform acceleration (km/h) | Uniform deceleration (km/h) | Variable acceleration (km/h) |
| Straight driving           | 20–70               | 80–30                    | 10–60                        |
| Turn driving               | 20–70               | 80–30                    | 10–60                        |
| Serpentine driving         | 20–70               | 80–30                    | 10–60                        |

Step 6: Fig out the covariance matrix \( P(t|t-1) \)

\[ P(t|t-1) = W(t)P(t-1|t-1)W^T(t) + Q \]  \hspace{1cm} (15)

Step 7: Solve Kalman gain

\[ K(t) = P(t|t-1)H^T(t)(H(t)P(t|t-1)H^T(t) + R) \]  \hspace{1cm} (16)

Step 8: Status update

\[ x(t) = x(t|t-1) + K(y(t) - y(t|t-1)) \]  \hspace{1cm} (17)

Step 9: Covariance update

\[ P(t) = (I - K(t)H(t))P(t|t-1) \]  \hspace{1cm} (18)

Radial basis function neural network algorithm

RBF neural network is an artificial neural network that uses RBFs as activation function. The RBF neural network in this article is used to estimate the vehicle state parameters.

The differential equation (1) of the vehicle 3-DOF dynamic model obtained in the “Vehicle dynamic model” section is transformed into the state function form, as shown in equation (19)

\[ \hat{x}_k = f(x_{k-1}, u_{k-1}) \]  \hspace{1cm} (19)

It can be seen from equation (19) that the change of the system state variable is determined by the system input, and it can be considered that exist a mapping relationship between the state variable and the state input. When steering wheel angle and longitudinal acceleration determined, the equations about yaw rate, side slip angle, and longitudinal speed have unique solutions. There is a specific functional relationship between them, as shown in formulas (20)–(22)

\[ \beta = f(\alpha, \delta) \]  \hspace{1cm} (20)

\[ \omega_r = f(\alpha, \delta) \]  \hspace{1cm} (21)

\[ V_x = f(\alpha, \delta) \]  \hspace{1cm} (22)

To make the training sample basically cover the driving condition, the set operation conditions are shown in Table 1.

The training sample is obtained by the co-simulation of CarSim and MATLAB/Simulink. The steering wheel angle and longitudinal acceleration are collected by CarSim as the input of training sample, which corresponding yaw rate, side slip angle, and longitudinal speed are used as the output of training sample. The collected data sets are divided into training samples and test samples. Finally, the trained RBF neural network can be used for state estimation.

As shown in Figure 3, the structure of the RBF in this article contains two layers, a hidden radial basis layer of \( A^1 \) neurons and an output-linear layer of \( A^2 \) neurons. To reduce the training time of neural network, the 15,000 groups of data are obtained by interval value processing, and finally, 3000 groups of data are obtained. Based on the Kolmogorov theory, the number of neurons in the hidden layer is set to 5. The RBF neural network estimation methods are introduced by Schwenker et al.36 The related RBF is \( \text{radf}(n) = e^{-\|n\|^2} \), the purelin function is shown as below

\[ \text{purelin}(n) = \left\{ \begin{array}{ll} 0 & \text{for } n < 0 \\ 1 & \text{for } n \geq 0 \end{array} \right. \]

In Figure 3,

\[ N \] represents number of elements in input vector;

\( A^1 \) represents number of neurons in hidden layer;

\( A^2 \) represents number of neurons in linear layer;

\( IZ_{1,1} \) represents input weight matrix;

\( LZ_{2,1} \) represents linear layer weight;

\( X \) represents input sample.

\( b_1 \) and \( b_2 \) are neuron thresholds of hidden and linear layers, respectively;

\( op^1 \) represents the results calculated by RBF \( \text{radf} \) and the function is shown as below

\[ op^1 = \text{radf}((||IZ_{1,1} - X|||b_1)) \]

\( op^2 \) represents the results calculated by linear transfer function \( \text{purelin} \) and the function is shown as below

\[ op^2 = \text{purelin}(LZ_{2,1}op^1 - b_2) \]
The training process of RBF neural network is as follows

1. Calculation error \( e_j \)

\[
e_j = d_j - f(X_j) = d_j - \sum_{i=1}^{M} \omega_i G(X_j, T_i)
\]  

where \( d_j \) represents the expected output, \( f(X_j) \) represents the network prediction output, \( X_j \) represents the input of the \( j \)th neuron, \( T_i \) represents neuronal center, and \( \omega_i \) represents connection weight.

2. Calculate the output weight change

\[
\frac{\partial E(n)}{\partial \omega_i(n)} = -\frac{1}{\sigma_i} \sum_{j=1}^{N} e_j \exp \left( \frac{-\|X_j - T_i\|^2}{2\sigma_i^2} \right)
\]  

Then, use formula (25) to adjust the weight

\[
\omega_i(n + 1) = \omega_i(n) - \eta_1 \frac{\partial E(n)}{\partial \omega_i(n)}
\]  

where \( \eta_1 \) represents the learning rate when the weight is adjusted.

3. The central changes of neurons in the hidden layer were calculated

\[
\frac{\partial E(n)}{\partial T_i(n)} = -\frac{\omega_i}{N\sigma_i} \sum_{j=1}^{N} e_j \exp \left( \frac{-\|X_j - T_i\|^2}{2\sigma_i^2} \right) (X_j - T_i)^2
\]  

The adjustment center is shown as equation (27)

\[
T_i(n + 1) = T_i(n) - \eta_2 \frac{\partial E(n)}{\partial T_i(n)}
\]  

where \( \eta_2 \) represents the learning rate when the center change is adjusted.

4. Calculate the change of output weight

\[
\frac{\partial E(n)}{\partial \sigma_i(n)} = -\frac{\omega_1}{N\sigma_i^3} \sum_{j=1}^{N} e_j \exp \left( \frac{-\|X_j - T_i\|^2}{2\sigma_i^2} \right) (X_j - T_i)^2
\]  

Adjust the width is shown as equation (29)

\[
\sigma_i(n + 1) = \sigma_i(n) - \eta_3 \frac{\partial E(n)}{\partial \sigma_i(n)}
\]  

where \( \eta_3 \) represents the learning rate when the center width is adjusted.

5. Calculate the total error value

\[
E = \frac{1}{2N} \sum_{j=1}^{N} e_j^2
\]  

**Fusion estimation algorithm**

In the “Extended KF algorithm” and the “Radial basis function neural network algorithm” sections, the two kinds of estimation algorithm have been stated clearly. The determination for different estimation algorithm weights will be considered in this section. In this section, the RV and determination of weights corresponding to different estimation algorithms are included.

The function of the RV is regarded as a benchmark. Therefore, there is no high precision requirement for
the prediction result of the RV. It only needs to be consistent with the actual change trend of the estimated object. The KF algorithm based on 2-DOF vehicle dynamic model is used to obtain the yaw rate and side slip angle, and be as benchmark value. The workflow of KF is shown in Figure 4.

In Figure 4, $A$ represents state transition matrix, $B$ represents system input matrix, $H$ represents observation matrix, $Z$ represents the measurement matrix, $X$ represents the state variable matrix, and $U$ represents the system input matrix.

The formula is applied to the selection of the RV for longitudinal speed as below

$$ \dot{V}_x = V_0 + \int a_c \, dt $$

(31)

When the estimation results of different estimation algorithms have been collected, the dichotomy is used to search for the weight in the FEA. The basis of the selection is at a certain moment, the error $e_1$ ($e_2$) is the error between the estimation value of algorithm 1 and the RV, the estimate value of algorithm 2 and the RV.

In a certain step $k$, the proportional relationship between $e_1(k)$ and $e_2(k)$ is determined by dichotomy, which is converted into the form of weight and assigned to different estimation algorithms. The smaller error has a greater weight of the estimation algorithm, and a new estimated signal is fitted finally. The diagram is shown in Figure 5, and the determination of weights can be divided into two cases.

The weight search steps are as follows:

Step 1: Obtaining the target estimation value, RV and obtaining error

$$ e_1(k) = |x_{REF,L}(k) - \hat{x}_{a1,L}(k)| $$
$$ e_2(k) = |x_{REF,L}(k) - \hat{x}_{a2,L}(k)| $$

where $x_{REF,L}$ represents the RV, the $\hat{x}_{a1,L}$ represents the estimation value of algorithms 1, the $\hat{x}_{a2,L}$ represents the estimation value of algorithm 2.

Step 2: Searching weight

$$ A_k = \lim_{s \rightarrow d} \frac{|x_{R,L}(k) - \hat{x}_{a1,L}(k)|}{|x_{R,L}(k) - \hat{x}_{a2,L}(k)|} $$
$$ B_k = 1 - \lim_{s \rightarrow r} \frac{|x_{R,L}(k) - \hat{x}_{a1,L}(k)|}{|x_{R,L}(k) - \hat{x}_{a2,L}(k)|} $$

where $d$ represents the weight precision, and $s$ and $r$ represent weight search range [$r$, $s$].

Step 3: output update

$$ y_{L}(k) = A_k \cdot \hat{x}_{a2,L}(k) + B_k \cdot \hat{x}_{a1,L}(k) $$

Results and discussion

The experiment was completed by related simulation software and true value output by simulation software. Table 2 shows the relevant parameters of the vehicle model in the simulation software.

Estimated results of side slip angle

The side slip angle experimental results are shown in Figures 6–8.

In the figure, the beta of ekf, the beta of rbf, and the beta of opt is the side slip angle estimated by the EKF, RBF algorithms, and FEA, respectively. Meanwhile,
the beta of true is true value of side slip angle obtained by CarSim, and beta of ref is RV of side slip angle.

It can be seen from Figure 6 that the beta of ref can well reflect the change trend of the actual side slip angle. At the same time, the estimation values of the side slip angle obtained by EKF and RBF have a small deviation from the true value, and the average of absolute error between them and the true value is 0.1176 and 0.1512, respectively. In Figure 7, the estimation result of FEA is consistent with the true value, and the average of absolute error of FEA is 0.0802. The estimation accuracy of FEA is 31.80% higher than EKF and 46.95% higher than RBF. Therefore, the estimation result of FEA is better than the estimation result of a single estimation algorithm. The relative error result can be seen from Figure 8, and the relative error of the estimation value of FEA is within 13%.

**Estimated results of yaw rate**

The yaw rate experimental results are shown in Figures 9–11.

In the figure, \( \omega_{\text{ekf}} \), \( \omega_{\text{rnf}} \), and \( \omega_{\text{opt}} \) are the yaw rate estimated by the EKF, RBF algorithms, and FEA, respectively. Meanwhile, \( \omega_{\text{true}} \) is true value of yaw rate obtained by CarSim, and \( \omega_{\text{ref}} \) is RV of side slip angle.

It can be seen from Figure 9 that the \( \omega_{\text{ref}} \) can well reflect the change trend of the actual yaw rate. At the same time, the results estimated by the RBF algorithm and the EKF algorithm are quite different. The result of the EKF began to shift in the third second, its accuracy gradually reduced until the eighth second. On the contrary, the estimation result of the yaw rate by the RBF is close to the true value except for the slight fluctuation in the first 2.5 s. The estimation result of FEA can be seen from Figure 10 that the estimated accuracy has a short drop in 3.1–3.5 and 5.3–6.5 s, but

| Vehicle configuration parameters | Value       |
|----------------------------------|-------------|
| Vehicle weight, \( m/\text{kg} \) | 1229        |
| Distance from centroid to front axle, \( a/\text{m} \) | 1.020       |
| Distance from centroid to rear axle, \( b/\text{m} \) | 1.560       |
| Moment of inertia, \( I_z/(\text{kg m}^2) \) | 1536.7      |
| Centroid height, \( h/\text{m} \) | 0.54        |
it returns to normal immediately. Except for two short fluctuations, the average absolute errors of FEA, EKF, and RBF are 0.5825, 9.3653, and 0.5914, respectively. The estimation accuracy of FEA is 93.37% higher than EKF and 1.5% higher than RBF. Therefore, the estimation result of FEA is better than that of the single estimation algorithm. The relative error with non-zero true value can be seen from Figure 11, and the relative error of the estimation value of FEA is within 14%.

**Estimated results of longitudinal speed**

The longitudinal speed experimental results are shown in Figure 12.

In the figure, the Vx of ekf, Vx of rbf, and Vx of opt are the longitudinal speed estimated by the EKF, RBF, and FEA, respectively. Meanwhile, the Vx of true is true value of longitudinal speed obtained by CarSim, and Vx of ref is RV of longitudinal speed.

It can be seen from Figure 12(a) that the Vx of ref can well reflect the change trend of the actual longitudinal speed. At the same time, the accuracy of longitudinal speed estimation results obtained by EKF is lower, but the estimation value change trend is consistent with the true value. On the contrary, the estimation result of the longitudinal speed by the RBF is close to the true value except for the two fluctuations in the 0–2.5 and 9.3–10 s. It can be seen from Figure 12(b) that under the weight distribution of the FEA, the final estimation value can maintain high consistency with the true value of longitudinal speed. As shown in Figure 12(c), the estimation results of EKF, RBF, and FEA are evaluated by the average value of absolute error, which are 9.57, 7.332, and 1.96, respectively. Therefore, the estimated accuracy of FEA is 79.5% higher than EKF, and 73.2% higher than RBF. It can be seen from the comparison that the estimation result after the FEA is better than the estimation result of a single estimation algorithm, and the relative error of the estimation value of FEA is still within 12% in Figure 12(d).

**Real vehicle test**

Through the co-simulation results of CarSim and MATLAB/Simulink in the “Results and discussion” section, the feasibility of the vehicle state fusion estimation method based on dichotomy is preliminarily verified. In this section, the vehicle state fusion estimation method is further verified through the real vehicle test. However, due to the limitation of equipment acquisition capacity, the true value of side slip angle cannot be collected.
In this section, under the driving condition of double lane change, the yaw rate and longitudinal speed are estimated using the FEA, and compared with the true values collected by the equipment. The real vehicle test workflow is shown in Figure 13, and the $v_{\text{exp}}$ and $V_x_{\text{exp}}$ represent the yaw rate and longitudinal speed obtained by acquisition equipment, respectively.

The hardware equipment involved in the real vehicle test includes: real vehicle, CANoe analyzer, gyroscope, and GPS antenna. Through CANoe analyzer, gyroscope, and GPS antenna, the state parameters, which is include front wheel angle, yaw rate, longitudinal speed, longitudinal acceleration, and lateral acceleration during driving, are collected. The collected data are divided into two parts: the one part is used for the training of RBF neural network and the other part of the data is used as the input of the estimation system for the estimation of yaw rate and longitudinal vehicle speed. Finally, the collected yaw rate and longitudinal vehicle speed are compared with the estimation results to verify the proposed fusion estimation method.

The signal curves of the longitudinal acceleration, lateral acceleration, and steering wheel angle are shown in Figures 14–16.

The experiment results are shown in Figures 17–20, and the $v_{\text{exp}}/V_x$ of EKF, $v_{\text{exp}}/V_x$ of RBF, and $v_{\text{exp}}/V_x$ of REF represent the outcome obtained by EKF, RBF, and RV, respectively. The $v_{\text{exp}}/V_x$ of opt represents the estimation result obtained by FEA and the $v_{\text{exp}}/V_x$ of mv represents the measured value.

The $\omega$ of REF in Figure 17 can reflect the change trend of the actual yaw rate. At the same time, the estimation results of EKF and RBF are similar, but their estimation results of yaw rate are different at 2.2–2.8 and 5.6–6 s, respectively. Finally, the estimation values of EKF and RBF are fused by FEA to obtain the final estimation value, as shown in the $\omega$ of opt of Figure 18.
The Vx of REF in Figure 19 can reflect the change trend of the actual longitudinal speed. At the same time, the estimation values of EKF and RBF are generally similar, but their estimation results of longitudinal speed are different at 0–0.23, 2–2.85, and 3.8–5.1 s, respectively. Finally, the estimation values of EKF and RBF are fused by FEA to obtain the final estimation value, as shown in the Vx of opt of Figure 20.

It can be seen from Figures 18 and 20 that the estimation result after FEA maintains high consistency with the true value. To further verify the superiority of the fusion estimation method proposed in this article, the root mean square (RMS) error between the estimation value and the true value is used to evaluate the estimation performance, which can be expressed as
where \( \hat{y}_i \) represents the final estimation value and \( y_i \) represents the true value.

The \( e_{\text{RMS}} \) can be seen in Table 3, it can be found that the RMS errors of yaw rate and longitudinal speed estimated based on FEA is less than EKF and RBF, indicating that FEA can better suppress the error of single algorithm and improve the estimation accuracy. Compared with the RMS of EKF and RBF, the FEA is increased by 57.2% and 45.1%, respectively, in estimation of yaw rate, and compared with the 0.8135 of RMS of other FEAs, the FEA is increased by 71.2%. Compared with the RMS of EKF and RBF, the FEA is increased by 96.2% and 83.4%, respectively, in estimation of longitudinal speed, and compared with the 0.6876 of RMS of other FEAs, the FEA is increased by 80.4%.

| State parameters | Estimated algorithms | \( e_{\text{RMS}} \) |
|------------------|----------------------|------------------|
| Yaw rate         | EKF                  | 0.5459           |
|                  | RBF                  | 0.4257           |
|                  | FEA                  | 0.2336           |
| Longitudinal speed| EKF                  | 3.6023           |
|                  | RBF                  | 0.8161           |
|                  | FEA                  | 0.1349           |

EKF: extended Kalman filter; RBF: radial basis function; FEA: fusion estimation algorithm.
Conclusion

1. The EKF estimator is designed based on the vehicle dynamic model. At the same time, the operating conditions that the estimation results are inaccurate or unable to be estimated when the measurement noise is non-Gaussian noise or the observation sensor is disabled are considered. An RBF neural network estimator is designed, which does not depend on the dynamic model and is not affected by the observation sensor.

2. The vehicle dynamics model estimator is combined with the non-vehicle dynamics model estimator, and the dichotomy is used to find the weights of different estimation results, which can realize the fusion of vehicle state estimation algorithms and improve the performance of the estimation system.

3. Through the co-simulation, the fusion method is verified. The results based on real vehicle test show that the proposed fusion method can maintain high consistency between the final estimation value and the true value, and accurately reflect the change trend of vehicle state parameters.
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