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Abstract

We study the evolution of interacting groups of agents in two-dimensional geometries. We introduce a microscopic stochastic model that includes floor fields modeling the global flow of individual groups as well as local interaction rules. From this microscopic model we derive an analytically-tractable system of conservation laws that governs the evolution of the macroscopic densities. Numerical simulations show good agreement between the system of conservation laws and the microscopic model, though the latter is slightly more diffusive. We conclude by deriving second-order corrections to the system of conservation laws.

1 Introduction

Agent-based modeling with applications in pedestrian dynamics and evacuation has been an active area of research for several decades. In particular, microscopic agent-based models can incorporate complex realistic rules for pedestrian interactions. Such models consequently enhance our understanding of many aspects of evacuation theory - optimal location of exits and obstacles, exit times, etc. (see for example [10, 12, 21, 30, 34, 36, 37, 42, 44]). On the other hand, microscopic models are quite computationally costly, and complex microscopic rules typically prohibit analytical treatment of such models. This situation arises in many areas of modern nonlinear science. Recent efforts have therefore focused on establishing better connections between realistic microscopic dynamics and coarse models. For example, recent papers on car traffic [1, 20, 40], bacterial movement [22, 43], and convection modeling [9] address this issue. Coarse models are significantly more computationally efficient than their agent-based microscopic counterparts. Further, partial differential equations (PDEs) are amenable to rich analytical machinery that has been developed over the years.

In this paper, we establish a detailed connection between a realistic two-dimensional agent-based microscopic pedestrian flow model and corresponding coarse PDE descriptions of the dynamics. We build on [14], wherein Timofeyev et al. introduce a prototype one-dimensional microscopic pedestrian flow model and derive coarse PDE descriptions.

There exist a vast number of models for pedestrian dynamics (see [5, 6, 8, 13, 16, 26, 38, 39] for recent reviews in this and related areas). The majority of microscopic models include both long-distance (global) interactions, and local rules for adjusting behavior due to the presence of other agents. The following examples represent the main modeling tendencies in this field - social-force local interactions [27], avoidance rules where models explicitly keep track of the position and velocity
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of each agent and agents tend to change their velocities to avoid possible collisions [3, 19, 35], and lattice-based models, where agent motion is prescribed by a floor-field function which is used to specify the probability of transition between lattice sites [12, 36].

In contrast with vehicular traffic, modeling of pedestrian dynamics received little attention until a few decades ago, and there exist no canonical coarse PDE models commonly accepted in the field. However, due to an increased interest in modeling pedestrian evacuation and crowd dynamics, many coarse models have been developed in recent years. To give a few examples, in [2, 4, 7, 11, 17, 18, 25, 31, 32] various fluid-like models and kinetic PDEs are proposed, in [19] a coarse PDE model for the density and averaged velocity is derived from the microscopic avoidance model using a kinetic approach, and in [14] a 1D PDE model for interacting groups is derived from a microscopic lattice model.

In this work, we develop a 2D microscopic model and corresponding coarse PDE descriptions for several interacting groups of pedestrians. Instead of targeting various evacuation scenarios, we establish a mathematical approach for describing the interaction of different groups and analyze how these interactions “propagate” into the the coarse PDE analog for the time-evolution of the pedestrian densities. The stochastic microscopic model is an exclusion process on a lattice which includes a local interaction mechanism similar to the one-dimensional mechanism developed in [14]. In particular, pedestrians from different groups are allowed to occupy the same lattice site, but the exclusion principle applies to agents from the same group. Moreover, pedestrians slow down in the presence of other groups; we explicitly describe the slow-down interactions in our model. The long-distance (global interactions) component of our model prescribes the overall direction of motion for each group and is analogous to the static floor-field approach used in [12, 36]. Although we demonstrate our approach for only two groups, our model easily extends to many groups and to more complex local slowdown interactions. The model developed in this paper is particularly suitable for simulating situations wherein pedestrians move in opposite directions, such as complex intersections and crossings.

We view the following as a primary contribution of this work: We analytically treat a new model that combines two interaction mechanisms - the global floor-field mechanism (which specifies the global direction of motion) and a local slow-down mechanism (which reflects local interaction rules involving the presence/absence of pedestrians from other groups). In particular, we demonstrate that a coarse deterministic model accurately reproduces the behavior of the microscopic model. Importantly, the global floor-field mechanism does not “interfere” with the local slow-down mechanism, and the assumptions required for the derivation of the coarse PDE model still hold when we combine the two interaction mechanisms.

The remainder of the paper is organized as follows. In Section 2, we introduce the microscopic stochastic model for two interacting groups of pedestrians. In Section 3, we derive a deterministic mesoscopic model (the mesoscopic model is defined on the same lattice as the microscopic stochastic model). We derive the coarse macroscopic PDE model and briefly discuss its main properties in Section 4. In Section 5, we present numerical simulations comparing the behavior of the microscopic stochastic model and the deterministic mesoscopic model. Finally, we derive second-order corrections to the coarse macroscopic PDE model in Section 6.

2 Stochastic Model

We develop a stochastic model that describes the dynamics of multiple groups of agents interacting on a lattice of any dimension. Importantly, our stochastic model combines two mechanisms - a floor-field function which specifies the direction of motion for each group, and the interaction
mechanism between groups. Different groups interact with one another via slowdown interactions similar to those considered in [14] on a one-dimensional lattice.

For the sake of clarity and brevity, we consider two groups of agents interacting on a lattice of dimension two. This allows us to focus on stochastic model construction and the mesoscopic and macroscopic limits without burdening the exposition with the lengthy formulas that would result from imposing more complex interaction rules between at least three groups.

We now specify the stochastic model. Agents from each of the two groups move on the \( N_1 \times N_2 \) lattice \( \mathcal{L} \). We represent agents in the first and second groups by variables \( \sigma^A_{j,k}(t) \equiv \sigma^A(j,k,t) \) and \( \sigma^B_{j,k}(t) \equiv \sigma^B(j,k,t) \), respectively, where \((j,k)\) is the position on the lattice and \( t \) denotes time:

\[
\sigma^A_{j,k}(t) = \begin{cases} 
1, & \text{if at time } t \text{ cell } (j,k) \text{ is occupied by an agent from Group A;} \\
0, & \text{otherwise.}
\end{cases}
\]

\[
\sigma^B_{j,k}(t) = \begin{cases} 
1, & \text{if at time } t \text{ cell } (j,k) \text{ is occupied by an agent from Group B;} \\
0, & \text{otherwise.}
\end{cases}
\]

To simplify the presentation, we notationally suppress the dependence of \( \sigma^A \) and \( \sigma^B \) on time in what follows.

When developing an agent-based model for directional particle movement, the key challenge is the mathematical formulation of agent velocities and agent-agent interaction rules. Here, we adopt the following general principles.

- **(P1)** (Floor fields) In isolation, agent transition probabilities are determined by a velocity field that depends on the group identity of the agent.

- **(P2)** (Exclusion principle) Two agents from the same group cannot simultaneously occupy a single lattice site.

- **(P3)** (Slowdown interactions)
  - (a) Agents from different groups can occupy the same lattice site at the same time.
  - (b) Agent transition probabilities decrease when at least one agent from the other group occupies the same cell or a neighboring cell. The amount of decrease depends on the local configuration.

- **(P4)** (Lattice motion) Agent motion is horizontal or vertical. Consequently, diagonal motion can only result from two transitions (vertical followed by horizontal or vice-versa).

With these general principles in place, stochastic model specification proceeds as follows. We first introduce a floor velocity field for each group of agents. We then modify these floor fields to account for agent-agent interactions. In particular, we introduce the slowdown mechanism here. Finally, we use the modified velocity fields to define transition probabilities and thereby specify the stochastic model.

We now explicitly specify the direction of motion for each group. In general, our two-dimensional model allows for much greater flexibility than the one-dimensional model in [14], in terms of domain geometry, number of interacting groups, complexity of motion. As indicated in (P1), we use floor fields (see e.g. [12, 36]) to define the direction of motion for each group. In particular, we assume that each group moves according to its own velocity field. For the sake of simplicity, we consider the situation when each group is moving toward its own “target exit point” with explicitly given coordinates; we denote these exit points as \( (j_0^A, k_0^A) \) and \( (j_0^B, k_0^B) \) for groups A and B, respectively. Interesting dynamics occur when the target points differ, a case we examine in detail. We assume that target points do not move over time, although one can easily extend our model to include
moving target exit points. Let $\phi^A(j, k, j^A_0, k^A_0)$ and $\phi^B(j, k, j^B_0, k^B_0)$ denote the floor fields defined over $(j, k) \in L$. (We often omit the explicit dependence of these fields on the target exit points.) We assume that $\phi^A$ and $\phi^B$ arise from potential functions $\psi^A$ and $\psi^B$:

$$
\phi(j, k) = \begin{cases}
-\frac{\nabla \psi(j, k)}{||\nabla \psi(j, k)||_1}, & ||\nabla \psi(j, k)||_1 \neq 0, \\
0, & \text{otherwise}.
\end{cases}
$$

We focus in this work on the quadratic potential

$$
\psi(j, k) = (j - j_0)^2 + (k - k_0)^2.
$$

Note that we use potential functions only for simulations. Our theoretical framework does not require that the floor fields be gradient fields.

With the floor fields in place, we define a velocity field for each group which we use to determine the probabilities that an agent moves to neighboring cells. These velocity fields account for the presence or absence of agents from the other group in nearby cells (slowdown interactions). Thus, the velocity field $V^A(j, k, \sigma) = (V^A_1(j, k, \sigma), V^A_2(j, k, \sigma))$ for agents in group $A$ depends on the local configuration of group $B$ agents and is defined as follows:

$$
V^A_1(j, k, \sigma) = \begin{cases}
0 \phi^A_1(j, k), \\
\phi^A_1(j, k) c_1 H(-\phi^A_1(j, k)) + c_0 H(\phi^A_1(j, k)), \\
\phi^A_1(j, k) c_0 H(-\phi^A_1(j, k)) + c_1 H(\phi^A_1(j, k)), \\
c_1 \phi^A_1(j, k), \\
\phi^A_1(j, k) c_2 H(-\phi^A_1(j, k)) + c_3 H(\phi^A_1(j, k)), \\
c_2 \phi^A_1(j, k), \\
c_3 \phi^A_1(j, k),
\end{cases}
\begin{array}{l}
\text{if } \sigma^B_{j-1,k} = \sigma^B_{j,k} = \sigma^B_{j+1,k} = 0, \\
\text{if } \sigma^B_{j-1,k} = 1, \sigma^B_{j,k} = \sigma^B_{j+1,k} = 0, \\
\text{if } \sigma^B_{j-1,k} = \sigma^B_{j,k} = 0, \sigma^B_{j+1,k} = 1, \\
\text{if } \sigma^B_{j-1,k} = \sigma^B_{j,k} = \sigma^B_{j+1,k} = 1, \\
\text{if } \sigma^B_{j-1,k} = 0, \sigma^B_{j,k} = \sigma^B_{j+1,k} = 1, \\
\text{if } \sigma^B_{j-1,k} = \sigma^B_{j,k} = 0, \sigma^B_{j+1,k} = 1, \\
\text{if } \sigma^B_{j-1,k} = \sigma^B_{j,k} = \sigma^B_{j+1,k} = 1,
\end{array}
$$

$$
V^A_2(j, k, \sigma) = \begin{cases}
0 \phi^A_2(j, k), \\
\phi^A_2(j, k) c_1 H(-\phi^A_2(j, k)) + c_0 H(\phi^A_2(j, k)), \\
\phi^A_2(j, k) c_0 H(-\phi^A_2(j, k)) + c_1 H(\phi^A_2(j, k)), \\
c_1 \phi^A_2(j, k), \\
\phi^A_2(j, k) c_2 H(-\phi^A_2(j, k)) + c_3 H(\phi^A_2(j, k)), \\
c_2 \phi^A_2(j, k), \\
c_3 \phi^A_2(j, k),
\end{cases}
\begin{array}{l}
\text{if } \sigma^B_{j,k-1} = \sigma^B_{j,k+1} = 0, \\
\text{if } \sigma^B_{j,k-1} = 1, \sigma^B_{j,k} = \sigma^B_{j,k+1} = 0, \\
\text{if } \sigma^B_{j,k-1} = \sigma^B_{j,k} = 0, \sigma^B_{j,k+1} = 1, \\
\text{if } \sigma^B_{j,k-1} = \sigma^B_{j,k} = \sigma^B_{j,k+1} = 1, \\
\text{if } \sigma^B_{j,k-1} = 0, \sigma^B_{j,k} = \sigma^B_{j,k+1} = 1, \\
\text{if } \sigma^B_{j,k-1} = \sigma^B_{j,k} = 0, \sigma^B_{j,k+1} = 1, \\
\text{if } \sigma^B_{j,k-1} = \sigma^B_{j,k} = \sigma^B_{j,k+1} = 1,
\end{array}
$$

An analogous velocity field may be defined for group $B$. The functions $\phi^A_1$ and $\phi^A_2$ give the horizontal and vertical components of the floor field, respectively, and $H(x)$ is the Heaviside function with $H(0) = 0$. The Heaviside function is used to determine the direction of movement for the agent in the cell $(j, k)$ (i.e. the direction in which the velocity given by $\phi_1(j, k)$ or $\phi_2(j, k)$ is positive). Therefore, it is used to ensure that a slowdown occurs if and only if an agent from the other group occupies the same cell as the agent in cell $(j, k)$ or the adjacent cell in the desired direction of movement, or both. Our formulation ensures that agents from the other group positioned “behind” the agent in cell $(j, k)$ do not contribute to slowdown.

The velocity scalings $c_0$, $c_1$, $c_2$, and $c_3$ in $V^A$ quantify slowdown linked to the local configuration around a given agent. For instance, consider the horizontal motion of an agent from group $A$ in cell
(j,k); this is described by the velocity component $V^A_{j,k}(j,k,\sigma)$. If there are no agents from group B in (j,k) and horizontally adjacent cells (j−1,k) and (j+1,k), then no slowdown occurs in the horizontal direction - the velocity scaling is $c_0$. However, if an agent from group B also occupies cell (j,k), but no agents from group B appear in horizontally adjacent cells, then a slowdown should occur because the group A agent in cell (j,k) must interact with the group B agent at the same location. In this case, the velocity scaling is $c_2$. Slowdown also results from the presence of group B agents in the direction of motion. For instance, suppose that the velocity $\phi^A_{i,j}(j,k)$ is negative, meaning the group A agent in cell (j,k) is moving toward (j−1,k). The presence of a group B agent in cell (j−1,k) should induce a slowdown. If cell (j−1,k) is occupied by a group B agent but cell (j,k) is not, then the velocity scaling is $c_1$. The velocity scaling is $c_3$ if both (j−1,k) and (j,k) are occupied by group B agents. We assume that the velocity scalings satisfy the natural relationship

$$c_3 < c_2 \leq c_1 < c_0. \quad (4)$$

This reflects the fact that velocity scaling $c_0$ corresponds to local absence of agents from the other group, velocity scalings $c_1$ and $c_2$ correspond to interaction with only one agent from group B, and velocity scaling $c_3$ corresponds to interaction with two agents from group B. The velocities of agents in group B (the $V^B$ field) can be obtained in a similar manner by switching $A \leftrightarrow B$ throughout, as can all following results pertaining to group A. As such, the corresponding results for group B will be omitted unless otherwise noted.

Velocity fields $V^A(i,j)$ and $V^B(i,j)$ incorporate (P1) and (P3). We use them as a basis for our model of horizontal/vertical transition probabilities for an agent from group A or B at the current position $(i,j)$. We add the exclusion principle (P2) for agents in the same group, as well as the requirement that an agent may move only horizontally or vertically in a single step (P4). Further, we forbid an agent from moving away from its target exit point. Assuming this framework, the probability of transition $(j,k) \rightarrow (j\pm1,k)$ for a member of group A during a small time interval $\Delta t$ is given by

$$P^A_{(j,k)\rightarrow(j\pm1,k)} = \pm \Delta t \phi^A_{j,k} H(\pm \phi^A_{j,k}(j,k)) \sigma^A_{j,\pm1,k}(1 - \sigma^A_{j,\pm1,k}) \times$$

$$[c_0(1 - \sigma^B_{j,k})(1 - \sigma^B_{j,\pm1,k}) + c_1(1 - \sigma^B_{j,k})\sigma^B_{j,\pm1,k} + c_2\sigma^B_{j,k}(1 - \sigma^B_{j,\pm1,k}) + c_3\sigma^B_{j,k}\sigma^B_{j,\pm1,k}], \quad (5)$$

while the probability of transition $(j,k) \rightarrow (j,k\pm1)$ for a member of group A is given by

$$P^A_{(j,k)\rightarrow(j,\pm1,k)} = \pm \Delta t \phi^A_{j,k} H(\pm \phi^A_{j,k}(j,k)) \sigma^A_{j,k}(1 - \sigma^A_{j,k\pm1}) \times$$

$$[c_0(1 - \sigma^B_{j,k})(1 - \sigma^B_{j,k\pm1}) + c_1(1 - \sigma^B_{j,k})\sigma^B_{j,k\pm1} + c_2\sigma^B_{j,k}(1 - \sigma^B_{j,k\pm1}) + c_3\sigma^B_{j,k}\sigma^B_{j,k\pm1}], \quad (6)$$

Here the Heaviside functions ensure that the probability of transition to a neighboring horizontal (vertical) cell is nonzero only if the horizontal (vertical) component of the floor field points in the direction of the neighboring cell. The $\sigma^A_{j,\pm1,k}$ and $\sigma^A_{j,k\pm1}$ terms express the exclusion principle: the probability of transition is nonzero only if the current cell is occupied and the target cell is not occupied by a member of the same group. We assume periodic boundary conditions for simplicity. It would be easy to specify, and interesting to analyze, more exotic boundary conditions. The stochastic process $\sigma(t) \equiv \{\sigma^A_i, \sigma^B_i\}$ constitutes a continuous-time Markov chain with transition probabilities given by (5) and (6).

Before examining mesoscopic and macroscopic descriptions, we discuss generalizations. First, our modeling framework naturally extends to handle at least three groups of interacting agents. Second, the interaction mechanisms between different groups can be more complex. For instance, agents can be allowed to switch between groups either probabilistically or deterministically. This mechanism is relevant when modeling obstacle avoidance or multiple exit scenarios, for instance.
Third, our model can be extended to include “chemical reaction” mechanisms similar to the approaches used in the Reaction-Diffusion Master Equation (see e.g., [28, 29, 33] for recent work). This is relevant for problems where transport of reacting particles is of interest. We intend to explore these generalizations both theoretically and computationally in future work.

3 Mesoscopic Deterministic Model

The stochastic model described in Section 2 can be recast as a continuous-time Markov chain in an extremely high-dimensional state space. Developing analytical understanding of such complex spatially-extended models is an extremely daunting task, especially for more complex interaction rules, such as group switching (see e.g. [22, 43]) and look-ahead interactions [40]. Moreover, numerical simulations require considerable computational resources, especially for many interacting groups. These challenging issues are encountered in many spatially-extended stochastic systems. Consequently, the derivation of coarse equations accurately representing the bulk statistical properties of spatially-extended stochastic models presents an important alternative. These PDEs are amenable to analysis and can illuminate the mechanisms that drive the dynamics. Further, they offer numerical advantages of interest when addressing practical problems, such as improved efficiency and scalability. We adopt this philosophy in the current paper and derive coarse dynamical equations for the evolution of the agents’ densities.

In order to derive dynamical equations for the densities, we proceed in a manner similar to the approach outlined in [14, 24, 40]. In particular, the process $\sigma_t = \{\sigma^A_t, \sigma^B_t\}$ constitutes a continuous-time Markov chain, so we consider the generator $L$ of the stochastic process $\sigma_t$ given by

$$L\Psi = \lim_{\Delta t \to 0} \frac{E[\Psi(\sigma_{\Delta t})] - \Psi(\sigma_0)}{\Delta t}.$$ 

Here $\sigma_0$ is the initial configuration, $\sigma_{\Delta t}$ is the configuration at time $\Delta t$, $\Psi$ is any test function, and the expectation is taken over all possible transitions from $\sigma_0$ to $\sigma_{\Delta t}$. We consider simple cases when test functions are defined as the value of the process at a particular location. In particular, we consider $\Psi(\sigma) = \sigma^A(j, k)$ and $\Psi(\sigma) = \sigma^B(j, k)$. In the case that $\Psi(\sigma) = \sigma^A(j, k)$, we can write the generator as

$$L\sigma^A(j, k) = \frac{P^A_{(j-1,k)\to(j,k)} - P^A_{(j,k)\to(j+1,k)} + P^A_{(j+1,k)\to(j,k)} - P^A_{(j,k)\to(j-1,k)}}{\Delta t} + \frac{P^A_{(j,k-1)\to(j,k)} - P^A_{(j,k)\to(j,k+1)} + P^A_{(j,k+1)\to(j,k)} - P^A_{(j,k)\to(j,k-1)}}{\Delta t}. \tag{7}$$

Roughly speaking, the formula above describes the time derivative for the evolution of the expected value of the process $\sigma^A(j, k)$ at the target cell $(j, k)$. Note that the right side of (7) involves only four transitions $(j, k) \to (j \pm 1, k)$ and $(j, k) \to (j, k \pm 1)$ “from” the target cell and four transitions $(j \pm 1, k) \to (j, k)$ and $(j, k \pm 1) \to (j, k)$ “into” the target cell. These are the only transitions which affect the value of the process $\sigma^A$ in cell $(j, k)$, and thus affect the expected value $E[\sigma^A(j, k)]$. Note further that since only motion compatible with the floor field is allowed, at most four of the terms on the right side of (7) are nonzero at each cell $(j, k)$, depending on the signs of the two components $\phi_1^A(j, k)$ and $\phi_2^A(j, k)$ of the floor field. For example, if $\phi_1^A(j, k) > 0$, then the outflow transition $(j, k) \to (j + 1, k)$ is possible, but the outflow transition $(j, k) \to (j - 1, k)$ is not. Vertical transitions behave analogously. Terms on the right side of (7) that are incompatible with the direction of motion specified by the floor field automatically disappear because of the use of the Heaviside function in (5) and (6).
The fundamental property of the generator, namely

\[
\frac{d}{dt} \mathbb{E}[\Psi] = \mathbb{E}[L\Psi],
\]

now yields a differential equation for the time evolution of the agent density \( \rho_{j,k}^A(t) \equiv \mathbb{E}[\sigma^A(j,k,t)] \) when applied to the test function \( \Psi(\sigma) = \sigma^A(j,k) \):

\[
\frac{d}{dt} \rho_{j,k}^A = \mathbb{E} \left[ \phi_1^A(j-1,k)H(\phi_1^A(j-1,k))\sigma^A_{j-1,k}(1 - \sigma^A_{j,k}) \right. \\
- \phi_1^A(j,k)H(\phi_1^A(j,k))\sigma^A_{j+1,k}(1 - \sigma^A_{j,k}) \\
\left. \times \left[ c_0(1 - \sigma^B_{j-1,k})(1 - \sigma^B_{j,k}) + c_1(1 - \sigma^B_{j-1,k})\sigma^B_{j,k} + c_2\sigma^B_{j-1,k}(1 - \sigma^B_{j,k}) + c_3\sigma^B_{j-1,k}\sigma^B_{j,k} \right] \right]
\]

In differential equation (8), the majority of terms come from the velocity equations (2) and (3), as well as the requirement to describe all possible transitions “from” and “into” the target cell \((j,k)\). Terms of the type \(\sigma^A_{j,k}(1 - \sigma^A_{j+1,k})\) restrict agent movement, allowing an agent to move only from the cell it occupies to a cell unoccupied by a member of the same group. Terms of the type \((1 - \sigma^B_{j,k})\) and \(\sigma^B_{j,k}\) describe absence or presence of an agent from group B in cell \((j,k)\), respectively. For instance, the term \((1 - \sigma^B_{j,k})\sigma^B_{j,k}\) is one when no agent from group B is present in cell \((j,k)\), but an agent from group B occupies cell \((j,k-1)\). In this case, there should be a slowdown in the vertical direction, which is reflected in the velocity scaling \(c_1\) used for this term.

Differential equation (8) above is exact, but not closed. In order to derive a closed-form equation for \(\rho^A_{j,k}\), we assume that the joint measure on \(\sigma_1\) is approximately a product measure (see the discussion in [40]), and that all mixed moments can be well-approximated by the “approximate independence” closure (see [24] for a detailed study of this assumption in a related traffic model). In particular, this implies that \(\sigma^A(i,j)\), \(\sigma^A(k,l)\) are approximately independent if \((i,j) \neq (k,l)\), and \(\sigma^A(i,j)\), \(\sigma^B(k,l)\) are approximately independent for all \((i,j), (k,l)\). Then, higher-order moments
can be represented as products of expectations, and the closed-form equation for \( \rho_{j,k}^A \) is given by

\[
\frac{d}{dt} \rho_{j,k}^A = \phi_1^A(j, k) H(\phi_1^A(j, k)) \rho_{j-1,k}^A(1 - \rho_{j,k}^A)
\]

\[
\times \left[ c_0(1 - \rho_{j-1,k}^B)(1 - \rho_{j,k}^B) + c_1(1 - \rho_{j-1,k}^B)\rho_{j,k}^B + 2c_2\rho_{j-1,k}^B(1 - \rho_{j,k}^B) + 3c_3\rho_{j-1,k}^B\rho_{j,k}^B \right]
\]

\[
- \phi_1^A(j, k) H(\phi_1^A(j, k)) \rho_{j,k}^A(1 - \rho_{j+1,k}^A)
\]

\[
\times \left[ c_0(1 - \rho_{j+1,k}^B)(1 - \rho_{j,k}^B) + c_1(1 - \rho_{j+1,k}^B)\rho_{j,k}^B + 2c_2\rho_{j+1,k}^B(1 - \rho_{j,k}^B) + 3c_3\rho_{j+1,k}^B\rho_{j,k}^B \right]
\]

\[
+ \phi_1^A(j, k) H(-\phi_1^A(j, k)) \rho_{j,k}^A(1 - \rho_{j-1,k}^A)
\]

\[
\times \left[ c_0(1 - \rho_{j-1,k}^B)(1 - \rho_{j,k}^B) + c_1(1 - \rho_{j-1,k}^B)\rho_{j,k}^B + 2c_2\rho_{j-1,k}^B(1 - \rho_{j,k}^B) + 3c_3\rho_{j-1,k}^B\rho_{j,k}^B \right]
\]

\[
+ \phi_1^A(j, k) H(-\phi_1^A(j, k)) \rho_{j,k}^A(1 - \rho_{j+1,k}^A)
\]

\[
\times \left[ c_0(1 - \rho_{j+1,k}^B)(1 - \rho_{j,k}^B) + c_1(1 - \rho_{j+1,k}^B)\rho_{j,k}^B + 2c_2\rho_{j+1,k}^B(1 - \rho_{j,k}^B) + 3c_3\rho_{j+1,k}^B\rho_{j,k}^B \right]
\].

The differential equation for the density of group B, \( \rho_{j,k}^B \), has the same form as (9), but with group designation exchanged (i.e. \( A \leftrightarrow B \)).

The equations for \( \rho_{j,k}^A \) and \( \rho_{j,k}^B \) constitute a coupled system, defined on the same lattice \( \mathcal{L} \) as the microscopic model. Since the derivation of this mesoscopic system involves the “approximate independence” closure assumption, one needs to verify approximate independence numerically over the relevant range of model parameters in concrete situations. A detailed numerical investigation of this assumption in a related car traffic model with look-ahead interaction rules has been carried out in [24]. In Section 5, we verify approximate independence indirectly for our model by comparing ensemble simulations of the stochastic model from Section 2 with the behavior of mesoscopic model (9).

### 4 Macroscopic PDE Model

We now treat sites \((j, k) \in \mathcal{L}\) as square cells with fixed side length \(h > 0\). Let \(\Omega\) denote the subdomain of \(\mathbb{R}^2\) corresponding to the lattice \(\mathcal{L}\), where the number of cells depends on \(h\). We derive a system of conservation law PDEs for the evolution of agent densities by passing to the \(h \to 0\) limit (number of cells tends to infinity), and simultaneously rescaling time as \(t \to ht\).

We rewrite differential equation (9) for the density \(\rho_{j,k}^A\) in the following flux form, taking the time rescaling into account:

\[
\frac{d\rho_{j,k}^A}{dt} = - \frac{F_{j,j+1}^A - F_{j-1,j}^A + G_{k,k+1}^A - G_{k-1,k}^A}{h},
\]

(10)
where the horizontal flux is defined by

\[ F^A_{j,j+1} = \phi^A_1(j,k)H(\phi^A_1(j,k))\rho^A_{j,k}(1 - \rho^A_{j+1,k}) \]

\[ \times \left[ c_0(1 - \rho^B_{j,k})(1 - \rho^B_{j+1,k}) + c_1(1 - \rho^B_{j,k})\rho^B_{j+1,k} + c_2\rho^B_{j,k}(1 - \rho^B_{j+1,k}) + c_3\rho^B_{j,k}\rho^B_{j+1,k} \right] + \phi^A_1(j+1,k)H(-\phi^A_1(j+1,k))\rho^A_{j+1,k}(1 - \rho^A_{j,k}) \]

\[ \times \left[ c_0(1 - \rho^B_{j+1,k})(1 - \rho^B_{j,k}) + c_1(1 - \rho^B_{j+1,k})\rho^B_{j,k} + c_2\rho^B_{j+1,k}(1 - \rho^B_{j,k}) + c_3\rho^B_{j+1,k}\rho^B_{j,k} \right], \]

and the vertical flux is given by

\[ G^A_{k,k+1} = \phi^A_2(j,k)H(\phi^A_2(j,k))\rho^A_{j,k}(1 - \rho^A_{j,k+1}) \]

\[ \times \left[ c_0(1 - \rho^B_{j,k})(1 - \rho^B_{j,k+1}) + c_1(1 - \rho^B_{j,k})\rho^B_{j,k+1} + c_2\rho^B_{j,k}(1 - \rho^B_{j,k+1}) + c_3\rho^B_{j,k}\rho^B_{j,k+1} \right] + \phi^A_2(j,k+1)H(-\phi^A_2(j,k+1))\rho^A_{j,k+1}(1 - \rho^A_{j,k}) \]

\[ \times \left[ c_0(1 - \rho^B_{j,k+1})(1 - \rho^B_{j,k}) + c_1(1 - \rho^B_{j,k+1})\rho^B_{j,k} + c_2\rho^B_{j,k+1}(1 - \rho^B_{j,k}) + c_3\rho^B_{j,k+1}\rho^B_{j,k} \right]. \]

Multiplying the flux form (10) by \( \varphi_{j,k} = \varphi(jh, k) \), where \( \varphi \in C^1_0(\bar{\Omega}) \) is a test function, and using the summation by parts property over \( \Omega \) yields

\[ \sum_{j,k} \varphi_{j,k} \frac{d\rho^A_{j,k}}{dt} = \sum_{j,k} \left( F^A_{j,j+1} \frac{\varphi_{j+1,k} - \varphi_{j,k}}{h} + G^A_{k,k+1} \frac{\varphi_{j,k+1} - \varphi_{j,k}}{h} \rho^A_{j,k} \rho^A_{j,k+1} \right). \]

We define pedestrian densities on \( \Omega \) as follows. Reusing the notation \( \rho^A \) for convenience, define the function \( \rho^A(x, y, t) \) as a continuous piecewise-linear interpolation of \( \rho^A_{j,k}(t) \). Taking the \( h \to 0^+ \) limit and noting that both \( \rho^A \) and \( \frac{d\rho^A_{j,k}}{dt} \) are bounded, we obtain a weak formulation of a limiting PDE:

\[ \iint_{\Omega} \varphi(x, y) \frac{\partial}{\partial t} \rho^A(x, y, t) \, dx \, dy = \iint_{\Omega} \left( F^A(\rho^A, \rho^B) \frac{\partial}{\partial x} \varphi + G^A(\rho^A, \rho^B) \frac{\partial}{\partial y} \varphi \right) \, dx \, dy, \]

where \( F^A \) and \( G^A \) are defined as the corresponding limits of \( F^A_{j,j+1} \) and \( G^A_{k,k+1} \), i.e.,

\[ F^A(\rho^A, \rho^B) = \phi^A_1(1 - \rho^A) \left( (c_0 - c_1 - c_2 + c_3)(\rho^B)^2 + (c_1 + c_2 - 2c_0)\rho^B + c_0 \right), \]

\[ G^A(\rho^A, \rho^B) = \phi^A_2(1 - \rho^A) \left( (c_0 - c_1 - c_2 + c_3)(\rho^B)^2 + (c_1 + c_2 - 2c_0)\rho^B + c_0 \right). \]

Notice that when no slowdown occurs (all of the \( c_i \) are equal to \( c_0 \)), the bracketed expressions in the flux equations are simply equal to \( c_0 \). We write the limiting system of PDEs in differential form as

\[ \rho^A_t + \left[ \phi^A_1 f(\rho^A)g(\rho^B) \right]_x + \left[ \phi^A_2 f(\rho^A)g(\rho^B) \right]_y = 0, \]

\[ \rho^B_t + \left[ \phi^B_1 f(\rho^B)g(\rho^A) \right]_x + \left[ \phi^B_2 f(\rho^B)g(\rho^A) \right]_y = 0, \]

where

\[ f(u) = u(1 - u), \quad g(u) = (c_0 - c_1 - c_2 + c_3)u^2 + (c_1 + c_2 - 2c_0)u + c_0. \]

In vector form, the limiting PDE system is therefore

\[ \frac{\partial}{\partial t} \left[ \begin{array}{c} \rho^A \\ \rho^B \end{array} \right] + \frac{\partial}{\partial x} \left[ \begin{array}{c} \phi^A_1 f(\rho^A)g(\rho^B) \\ \phi^B_1 f(\rho^B)g(\rho^A) \end{array} \right] + \frac{\partial}{\partial y} \left[ \begin{array}{c} \phi^A_2 f(\rho^A)g(\rho^B) \\ \phi^B_2 f(\rho^B)g(\rho^A) \end{array} \right] = \mathbf{0}. \]

(11)
The system of PDEs in (11) is a system of conservation laws, but it is only conditionally hyperbolic. Indeed, the hyperbolicity of the system depends not only on the values of the densities, but on the floor velocity fields and the values of the scaling constants \( c_0, c_1, c_2, \) and \( c_3 \) as well. We now analyze these dependencies in detail.

In what follows, we introduce a slowdown parameter \( \alpha \geq 1 \) that quantifies interaction strength between members of different groups. We then study the practical slowdown regime obtained by scaling the \( c_i \) as

\[
c_1 = c_2 = \frac{c_0}{\alpha}, \quad c_3 = \frac{c_0}{2\alpha}.
\]  

(12)

Hyperbolicity Conditions

The conservation law system (11) is hyperbolic when the matrix

\[
A = \gamma_1 \begin{bmatrix} \phi_1^A f'(\rho^A)g(\rho^B) & \phi_1^A f'(\rho^A)g'(\rho^B) \\ \phi_1^B f'(\rho^B)g(\rho^A) & \phi_1^B f'(\rho^B)g'(\rho^A) \end{bmatrix} + \gamma_2 \begin{bmatrix} \phi_2^A f'(\rho^A)g(\rho^B) & \phi_2^A f'(\rho^A)g'(\rho^B) \\ \phi_2^B f'(\rho^B)g'(\rho^A) & \phi_2^B f'(\rho^B)g'(\rho^A) \end{bmatrix}
\]

is diagonalizable with real eigenvalues for all \( \gamma_1, \gamma_2 \in \mathbb{R} \). We let \( \gamma = (\gamma_1, \gamma_2) \) and rewrite \( A \) as

\[
A = \begin{bmatrix} (\gamma \cdot \phi^A) f'(\rho^A)g(\rho^B) & (\gamma \cdot \phi^A) f'(\rho^A)g'(\rho^B) \\ (\gamma \cdot \phi^B) f'(\rho^B)g'(\rho^A) & (\gamma \cdot \phi^B) f'(\rho^B)g'(\rho^A) \end{bmatrix}.
\]

(13)

The eigenvalue equation for \( A \) implies that system (11) is hyperbolic if

\[
0 \leq \left[ (\gamma \cdot \phi^A) f'(\rho^A)g(\rho^B) \right]^2 + \left[ (\gamma \cdot \phi^B) f'(\rho^B)g'(\rho^A) \right]^2 - 2(\gamma \cdot \phi^A)(\gamma \cdot \phi^B) f'(\rho^A) f'(\rho^B) g(\rho^B) g(\rho^A) + 4(\gamma \cdot \phi^A)(\gamma \cdot \phi^B) f'(\rho^A) f'(\rho^B) g'(\rho^A) g'(\rho^B)
\]

(14)

for all unimodular \( \gamma \in \mathbb{R}^2 \), and \( A \) is diagonalizable whenever the right side of (14) is zero. \((A \) has distinct real eigenvalues whenever the right side of (14) is positive.)

It is difficult to analyze inequality (14) in general. Consequently, we consider several important cases to gain insight into the nature of the conditional hyperbolicity of (11).

Case 1: \( \phi^A = \phi^B \)

When \( \phi^A = \phi^B \), the two groups of agents follow the same floor velocity field. This could happen, for instance, in an evacuation scenario with only one exit point. When the two floor fields are equal, the hyperbolicity condition (14) simplifies to

\[
0 \leq (\gamma \cdot \phi)^2 \left[ f'(\rho^A) g(\rho^B) - f'(\rho^B) g(\rho^A) \right]^2 + 4 f(\rho^A) f(\rho^B) g'(\rho^A) g'(\rho^B)
\]

(15)

The function \( h_1(x, y) \) defined by

\[
h_1(x, y) = \left[ f'(x) g(y) - f'(y) g(x) \right]^2 + 4 f(x) f(y) g'(x) g'(y)
\]

is positive on \((0,1) \times (0,1)\) for all values \( \alpha \geq 1 \) of the slowdown parameter in (12). Consequently, system (11) never exhibits a region of non-hyperbolicity when \( \phi^A = \phi^B \).
Case 2: $\phi^A = -\phi^B$

When $\phi^A = -\phi^B$, pedestrians from opposing groups follow floor velocity fields that point in opposite directions at every point on the lattice. This configuration would be appropriate, for instance, when two groups of pedestrians traverse a hallway in opposite directions. Indeed, this scenario is analogous to the traffic model studied in [15]. The hyperbolicity condition (14) for this case simplifies to

\[
0 \leq (\gamma \cdot \phi)^2 \left( [f'(\rho^A)g(\rho^B)]^2 + [f'(\rho^B)g(\rho^A)]^2 + 2f'(\rho^A)f'(\rho^B)g(\rho^A)g(\rho^B)
- 4f(\rho^A)f(\rho^B)g'(\rho^A)g'(\rho^B) \right). \tag{16}
\]

Define the function $h_2(x, y)$ by

\[
h_2(x, y) = [f'(x)g(y)]^2 + [f'(y)g(x)]^2 + 2f'(x)f'(y)g(x)g(y) - 4f(x)f(y)g'(x)g'(y).
\]

We plot the value of $h_2(\rho^A, \rho^B)$ over $0 \leq \rho^A \leq 1$ and $0 \leq \rho^B \leq 1$ for various values of $\alpha$ in Figure 1, marking a bold curve where $h_2(\rho^A, \rho^B) = 0$ and omitting contour levels below zero. Thus in each plot, the central white region represents those values of $\rho^A$ and $\rho^B$ for which $h_2(\rho^A, \rho^B) < 0$. Figure 1 shows that when $\phi^A = -\phi^B$, large regions of non-hyperbolicity emerge for system (11). The size and shape of these regions depend on $\alpha$: As $\alpha$ (and therefore the strength of the slowdown interaction) increases, system (11) becomes more likely to enter a non-hyperbolic regime.

5 Numerical Simulations

Here we compare the behavior of the stochastic model described in Section 2 to that of the limiting system of conservation laws (11). We do so by comparing direct numerical simulation of the stochastic model with a finite-difference scheme for (11) given by the mesoscopic model in (9).

5.1 Simulations with Uniform Initial Density

In the first set of simulations, we consider uniform initial densities on non-overlapping squares. In particular, we consider two groups of agents moving toward each other on a 200 $\times$ 200 lattice with initial conditions for the two groups given by

\[
\sigma^A_{j,k} = \begin{cases} 
1, & 81 \leq j \leq 100 \text{ and } 81 \leq k \leq 100, \\
0, & \text{otherwise},
\end{cases}
\]

\[
\sigma^B_{j,k} = \begin{cases} 
1, & 101 \leq j \leq 120 \text{ and } 101 \leq k \leq 120, \\
0, & \text{otherwise}.
\end{cases}
\]

We take the velocity potentials to be

\[
\psi^A(j, k) = (180 - j)^2 + (180 - k)^2 \quad \text{and} \quad \psi^B(j, k) = (21 - j)^2 + (21 - k)^2.
\]

Computing the gradients of these potentials and then normalizing in $l^1$ yields the floor velocity fields for the two groups of agents:

\[
\phi^A(j, k) = \frac{180 - j}{|180 - j| + |180 - k|}, \quad \frac{180 - k}{|180 - j| + |180 - k|},
\]

\[
\phi^B(j, k) = \frac{21 - j}{|21 - j| + |21 - k|}, \quad \frac{21 - k}{|21 - j| + |21 - k|}.
\]
Group A moves toward the point (180, 180), while the target point for group B is (21, 21). Consequently, the two groups pass through each other in order to reach their corresponding target points. We set the velocity scaling parameter $c_0 = 1$ and consider two cases of differing slowdown interaction strengths: $\alpha = 2, 4$ in (12).

We simulate the microscopic model with timestep $\Delta t = .05$ and average over 1000 simulations to obtain a Monte Carlo approximation for the evolution of the group densities, $\rho^A$ and $\rho^B$. We then compare these results to those produced by numerically solving the mesoscopic model using a Runge-Kutta fourth-order method with variable timestep. A comparison of the evolutions of $\rho^A$ and $\rho^B$ for the microscopic and mesoscopic models is depicted in Figures 2,3 and Figures 4,5 for $\alpha = 2$ and $\alpha = 4$, respectively. Two-dimensional density plots are presented in Figures 2 and 4. To examine the fine details of the group interactions, we illustrate the evolution of the density $\rho^A$ along the diagonal $j = k$ in Figures 3 and 5.

In Figure 2, the two groups almost completely overlap in space at time $t = 35$. At $t = 105$, the groups still overlap significantly, but approximately 15% of the agents from each group have passed through the complementary group. The groups have nearly passed through one another at time $t = 175$, and have completely done so by time $t = 245$. When assessing how well the deterministic model approximates the stochastic dynamics, times $t = 175$ and $t = 245$ provide the most demanding test. Figures 2 and 3 demonstrate that the deterministic model is in excellent agreement with the results of the stochastic simulations. At time $t = 175$, the deterministic model accurately captures the effect of the slowdown mechanism, a mechanism that results in complex profiles for the densities of the moving agents. Importantly, the deterministic model captures not only the overall shapes of the densities, but also the magnitudes of the peaks, as well as the leading and trailing fronts.

In the stronger slowdown interaction regime ($\alpha = 4$), the deterministic model once again accurately captures the behavior of the stochastic model, except for discrepancies in the trailing fronts (these fronts occur after the groups have passed through one another). These results are depicted in Figures 4 and 5. Analyzing the simulations in detail, we note that due to the stronger slowdown interaction strength (i.e. $\alpha = 4$ vs $\alpha = 2$), it takes the two groups much longer to pass through one another. This results in longer numerical simulations for both the deterministic and stochastic models. Consequently, small discrepancies between the two have more time to grow when $\alpha = 4$ than when $\alpha = 2$. Nevertheless, we observe good agreement between the deterministic and stochastic models for times $t = 50, 150, \text{ and } 250$. At time $t = 150$, the positions of the peaks, as well as the leading and trailing fronts, are accurately captured by the deterministic model.

For $t = 250$, the density of agents that have already passed through the other group is slightly higher in the deterministic case (see $110 \leq k \leq 170$ in the bottom left subplot of Figure 5). This small overestimation of the density by the deterministic model accumulates over time (from $t = 250$ to $t = 350$), and results in the two groups passing through one another earlier (at $t \approx 320$ for the deterministic model versus $t = 360$ for the stochastic model). Consequently, the trailing fronts have slightly separated by time $t = 350$ (bottom right subplot of Figure 5).

Summarizing our results when the initial group densities are uniform, we find excellent quantitative agreement between the macroscopic system of conservation laws (11) and the microscopic stochastic model. Even when the slowdown interactions are strong ($\alpha = 4$), we see excellent agreement modulo small differences between the group pass-through times and trailing fronts.

### 5.2 Simulations with Non-Uniform Initial Density

In the second set of simulations, we analyze the performance of the macroscopic model when the initial agent densities vary in space. The stochastic model is more diffusive by nature than our
derived deterministic models that approximate it. We believe that conservation law system (11) can produce and propagate sharp gradients in the solution, while such sharp gradients are typically ‘smoothed out’ rather quickly in stochastic simulations. Further, as pointed out in [15,23], conservation laws which are conditionally hyperbolic can potentially develop high-frequency, non-physical oscillations in the non-hyperbolic regime. Therefore, this set of simulations is designed to test how well the macroscopic model performs in the non-hyperbolic regime with large initial gradients.

We consider a 100 × 100 lattice \( L \) and initial conditions for the deterministic model given by

\[
\rho^A_{j,k,0} = \begin{cases} 
\frac{1}{4} \left[ 2 \left( 1 + \cos \left( \frac{4\pi}{19} (i + j - 62) \right) \right) \right], & 31 \leq j \leq 50 \text{ and } 31 \leq k \leq 50, \\
0, & \text{otherwise},
\end{cases}
\]

(17)

and

\[
\rho^B_{j,k,0} = \begin{cases} 
\frac{1}{4} \left[ 2 \left( 1 + \cos \left( \frac{4\pi}{19} (i + j - 102) \right) \right) \right], & 51 \leq j \leq 70 \text{ and } 51 \leq k \leq 70, \\
0, & \text{otherwise}.
\end{cases}
\]

(18)

To replicate this initial configuration in the stochastic model, we average over 20000 realizations, where we sample 1 in each lattice cell with probabilities given by the expressions above. Therefore, the expected value of the solution at time zero in stochastic simulations is given by the expressions above.

We specify floor velocity fields for the two groups using the potential functions \( \psi^A(j,k) \) and \( \psi^B(j,k) \) on \( L \) defined by

\[
\psi^A(j,k) = (80 - j)^2 + (80 - k)^2, \quad \psi^B(j,k) = (21 - j)^2 + (21 - k)^2,
\]

respectively. We obtain the floor velocity fields by computing the \( \ell^1 \)-normalized gradients of the potentials:

\[
\phi^A(j,k) = \left( \frac{80 - j}{|80 - j| + |80 - k|}, \frac{80 - k}{|80 - j| + |80 - k|} \right)
\]

and

\[
\phi^B(j,k) = \left( \frac{21 - j}{|21 - j| + |21 - k|}, \frac{21 - k}{|21 - j| + |21 - k|} \right).
\]

Under these floor fields, agents from group A move toward the point (80,80), while agents from group B move toward (21,21).

Here we examine the mildly-strong slowdown interaction regime \( \alpha = 2 \) for the sake of brevity. Since the two groups interact only for a short period of time in this regime, we expect the deterministic model to accurately capture the stochastic dynamics, and this does indeed happen. That said, we will more closely examine how the nonuniformity in the initial data propagates forward. We therefore concentrate on the early stages of the group-group interaction, as the system quickly loses memory of the initial nonuniformity.

We compare the behavior of the deterministic and stochastic systems in Figures 6, 7, and 8. As with the first set of simulations, the two systems quantitatively agree over short time intervals (Figure 6). Figure 6 also illustrates that memory of the nonuniformity in the initial densities is quickly lost, with regions of high density and low density quickly equilibrating. However, before the nonuniformity is lost due to equilibration, density fluctuations are sharper and persist longer in the deterministic case (Figures 7 and 8). This indicates that the stochastic model is more diffusive than the macroscopic conservation law approximation, as was also the case in [15]. We will address this problem in Section 6 by deriving a diffusive correction to (11).
6 Second-Order Corrections to the Macroscopic PDE Model

As a matter of general philosophy, one expects that any stochastic model will be at least slightly more diffusive than its deterministic counterpart. In particular, sharp fronts with large gradients are not natural for stochastic models. On the other hand, deterministic coarse-grained models tend to be hyperbolic (or conditionally hyperbolic in our case), and therefore should produce fronts resembling shocks. Our numerical simulations confirm this picture for our model.

As discussed in Section 5.2, simulations performed with non-uniform initial pedestrian densities confirm that our stochastic model is more diffusive than the macroscopic system of conservation laws. This is most evident in Figures 7 and 8. In Figure 7, we compare the diagonal cross-section of the group A density, \( \rho^A_{j,j,t} \). We see that the stochastic model ‘smoothes out’ density fluctuations faster than the macroscopic PDEs (most prominent at times \( t = 8, 12 \)). Figure 8 depicts the time evolution of the diagonal cross-section in a continuous fashion. Once again, we see that density gradients are sharper and persist longer for the approximating conservation laws (11) than for the microscopic stochastic dynamics. Here, we derive a second-order correction to the system of conservation laws (11) in order to mitigate this discrepancy in diffusiveness.

To derive the second-order model, we substitute the Taylor expansions

\[
\begin{align*}
\rho^A_{j \pm h,k} &= \rho^A_{j,k} \pm h \frac{\partial}{\partial x} \rho^A_{j,k} + \frac{h^2}{2} \frac{\partial^2}{\partial x^2} \rho^A_{j,k} + \mathcal{O}(h^3), \\
\rho^A_{j,k \pm h} &= \rho^A_{j,k} \pm h \frac{\partial}{\partial y} \rho^A_{j,k} + \frac{h^2}{2} \frac{\partial^2}{\partial y^2} \rho^A_{j,k} + \mathcal{O}(h^3), \\
\rho^B_{j \pm h,k} &= \rho^B_{j,k} \pm h \frac{\partial}{\partial x} \rho^B_{j,k} + \frac{h^2}{2} \frac{\partial^2}{\partial x^2} \rho^B_{j,k} + \mathcal{O}(h^3), \\
\rho^B_{j,k \pm h} &= \rho^B_{j,k} \pm h \frac{\partial}{\partial y} \rho^B_{j,k} + \frac{h^2}{2} \frac{\partial^2}{\partial y^2} \rho^B_{j,k} + \mathcal{O}(h^3),
\end{align*}
\]  

(19)

into the flux equation (10). Keeping \( h \) fixed and neglecting terms of order \( h^3 \) or higher, we arrive at the second-order PDE system

\[
\begin{align*}
\rho^A_t + [\phi^A_{1,t} f(\rho^A) g(\rho^B)]_x + [\phi^A_{2,t} f(\rho^A) g(\rho^B)]_y &= \frac{\varepsilon}{2} \left( H^1_{x,t} + H^1_{y,t} \right), \\
\rho^B_t + [\phi^B_{1,t} f(\rho^B) g(\rho^A)]_x + [\phi^B_{2,t} f(\rho^B) g(\rho^A)]_y &= \frac{\varepsilon}{2} \left( H^2_{x,t} + H^2_{y,t} \right).
\end{align*}
\]

(20)

Here, \( \varepsilon \) denotes a small parameter which corresponds to the \( \mathcal{O}(h^2) \) terms retained in the expansions (19). The right side of (20) is given by \( H^1_x = S^{11} + D^{11}, \quad H^2_x = S^{21} + D^{21}, \quad H^1_y = S^{12} + D^{12}, \) and \( H^2_y = S^{22} + D^{22}, \) with

\[
\begin{align*}
S^{11} &= (\phi^A_{1,x} f(\rho^A) g(\rho^B))_x + \phi^A_{1,x} (\rho^A_x g(\rho^B) + (c_1 - c_2) f(\rho^A) \rho^B_x), \\
S^{12} &= (\phi^A_{2,x} f(\rho^A) g(\rho^B))_y + \phi^A_{2,y} (\rho^A_y g(\rho^B) + (c_1 - c_2) f(\rho^A) \rho^B_y), \\
S^{21} &= (\phi^B_{1,x} f(\rho^B) g(\rho^A))_y + \phi^B_{1,y} (\rho^B_y g(\rho^A) + (c_1 - c_2) f(\rho^B) \rho^A_y), \\
S^{22} &= (\phi^B_{2,y} f(\rho^B) g(\rho^A))_y + \phi^B_{2,y} (\rho^B_y g(\rho^A) + (c_1 - c_2) f(\rho^B) \rho^A_y),
\end{align*}
\]

(21)

and

\[
\begin{align*}
D^{11} &= \phi^A_{1,x} (\rho^A_x g(\rho^B) + (c_1 - c_2) f(\rho^A) \rho^B_x), \\
D^{12} &= \phi^A_{2,y} (\rho^A_y g(\rho^B) + (c_1 - c_2) f(\rho^A) \rho^B_y), \\
D^{21} &= \phi^B_{1,x} (\rho^B_x g(\rho^A) + (c_1 - c_2) f(\rho^B) \rho^A_x), \\
D^{22} &= \phi^B_{2,y} (\rho^B_y g(\rho^A) + (c_1 - c_2) f(\rho^B) \rho^A_y).
\end{align*}
\]

(22)
Here the $D^{ij}$ terms correspond to the diffusion operator and the $S^{ij}$ terms represent second-order nonlinear corrections. The diffusion terms $D^{ij}$ are analogous to the diffusive corrections derived in the one-dimensional case [15].

We now examine the behavior of the second-order system (20) in the context of the settings we have simulated in Section 5. Recall that for each group, the floor velocity field is given by the $\ell^1$-normalized gradient of a potential that grows quadratically outward from the target point. Consequently, the floor fields exhibit very little spatial variation far from the corresponding target points. It follows that when far from both target points, the $S^{ij}$ terms may be neglected, reducing (20) to a second-order diffusive correction to conservation law system (11). But the interesting dynamics in our simulations occur precisely when this reduction is valid: The groups pass through one another far from both target points.

The nonlinear corrections $S^{ij}$ become important near the target point for each group. This can be intuitively understood because in the $t \to \infty$ limit, agents from each group accumulate tightly around the corresponding target point. Near the target points, the nonlinear corrections $S^{ij}$ must therefore counter-balance the diffusive terms $D^{ij}$ (which cause agents to spread out away from the target point).

### 7 Discussion

In this paper, we have introduced a novel stochastic microscopic model for the evolution of interacting groups of particles in two-dimensional geometries. This model features two interaction mechanisms - the global floor-field mechanism and a local slow-down interaction mechanism. We have derived a system of (conditionally hyperbolic) conservation laws that describe the effective dynamics on a macroscopic level, as well as a second-order correction to this system. Simulations show excellent agreement between the microscopic and macroscopic descriptions of the dynamics. Importantly, the combination of the two interaction mechanisms survives when we pass to the limiting PDEs. Numerical simulations of the effective PDEs are more than an order of magnitude faster than simulations of the stochastic counterpart. Consequently, the effective PDEs can be used to quickly assess averaged behavior of agent groups in complex geometries.

The stochastic model can be extended in several nontrivial ways. In particular, to make this model even more relevant to pedestrian dynamics, one should include avoidance mechanisms. It has been recognized that humans tends to avoid collisions, and more generally interactions, with high-density groups (see e.g. [3, 19, 35] and references therein). To model avoidance of high-density groups and obstacles, it is possible to introduce a mathematical ‘change of direction’ mechanism based on look-ahead potentials [24, 40, 41]. For instance, the floor-field velocity can depend on the look-ahead potential. However, if this dependence is strong, then correlations in the system may become considerable [24], thereby making the derivation of macroscopic PDEs more challenging. Nevertheless, weak dependence of the floor-field velocity on the look-ahead potential can be incorporated into the model with relative ease. In addition to avoidance mechanisms, time-dependent floor velocity fields can be included in both stochastic and effective PDE models.

Memory effects can be quite important in biological contexts, for instance when modeling bacterial motion (see e.g. [43]). A mathematical mechanism similar to that introduced in [43] can be included in our stochastic model and should survive when passing to the mean-field PDEs. This mechanism relies on introducing additional groups of agents and including probabilistic rules for group switching. We expect that for the derivation of the effective PDEs, the group-switching mechanism can depend strongly on nearest neighbors, but will depend only weakly on the look-ahead potential.
We will study these additional interaction mechanisms in subsequent papers. Motivation will arise from concrete applications, such as the study of evacuation scenarios or complex crossings (e.g., the Shibuya crossing) in pedestrian dynamics. When considering interaction mechanisms of ever greater complexity, the crucial challenge will be balancing the complexity of microscopic stochastic models against the degree to which macroscopic PDE descriptions faithfully capture the underlying microscopic dynamics.

Macroscopic PDEs for the evolution of bulk quantities provide an effective tool for assessing the behavior of interacting agents in complex environments. Such PDEs can be used to efficiently tune systems with many parameters, since numerical simulation of them outpaces Monte-Carlo simulation of their stochastic microscopic counterparts. Such tuning can uncover optimal agent behavior (e.g., optimal evacuation dynamics).
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Figure 1. Regions of non-hyperbolicity for conservation law system (11) emerge when the floor velocity fields satisfy $\phi^A = -\phi^B$. For various values of the slowdown parameter $\alpha$, we plot the function $h_2$ implicated in the hyperbolicity condition for (11). White shading indicates the region of non-hyperbolicity (where $h_2(\rho^A, \rho^B) < 0$). As $\alpha$ increases, so too does the likelihood of entering a non-hyperbolic region.
Figure 2. Two group densities, initially distributed uniformly over disjoint squares, pass through one another under mild slowdown interaction strength. A finite-difference simulation of the macroscopic PDEs (11) (right column) closely matches an average of 1000 realizations of the microscopic stochastic model (left column). Slowdown strength: $\alpha = 2$. Times: 35, 105, 175, 245.
Figure 3. Evolution of group A density along the diagonal $j = k$ of the lattice. Setup is as in Figure 2. Blue: Macroscopic model (11). Red: Microscopic stochastic model. Slowdown strength: $\alpha = 2$. Times (left to right): 35, 105, 175, 245.
Figure 4. Two group densities, initially distributed uniformly over disjoint squares, pass through one another under strong slowdown interaction strength. The macroscopic model (11) (right column) quantitatively agrees with the microscopic stochastic model (left column), except for differences in the trailing fronts at $t = 350$. Slowdown strength: $\alpha = 4$. Times: 50, 150, 250, 350.
Figure 5. Evolution of group A density along the diagonal \( j = k \) of the lattice. Setup is as in Figure 4. Blue: Macroscopic model (11). Red: Microscopic stochastic model. Slowdown strength: \( \alpha = 4 \). Times (left to right): 50, 150, 250, 350.
Figure 6. Two group densities, initially distributed nonuniformly over disjoint squares, pass through one another under mild slowdown interaction strength. We observe excellent agreement between the microscopic stochastic model (left column) and the approximating conservation laws (11) (right column). Initial nonuniformity in the densities is quickly lost. Slowdown strength: $\alpha = 2$. Times: 4, 8, 12, 16 (top to bottom).
Figure 7. Time evolution of the diagonal of the group A density, \( \rho_{j,j,t} \), for the simulation illustrated in Figure 6. Density fluctuations are sharper and persist longer for the approximating conservation laws (11) (right column) than for the microscopic stochastic dynamics (left column). Times: 4, 8, 12, 16 (top to bottom).
Figure 8. Time evolution (top to bottom) of the diagonal of the group A density, $\rho_{j,j,t}^A$, for the simulation illustrated in Figure 6. Density fluctuations are sharper and persist longer for the approximating conservation laws (11) (right column) than for the microscopic stochastic dynamics (left column).