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ABSTRACT

End-to-end (E2E) models have achieved promising results on multiple speech recognition benchmarks, and shown the potential to become the mainstream. However, the unified structure and the E2E training hamper injecting contextual information into them for contextual biasing. Though contextual LAS (CLAS) gives an excellent all-neural solution, the degree of biasing to given context information is not explicitly controllable. In this paper, we focus on incorporating context information into the continuous integrate-and-fire (CIF) based model that supports contextual biasing in a more controllable fashion. Specifically, an extra context processing network is introduced to extract contextual embeddings, integrate acoustically relevant context information and decode the contextual output distribution, thus forming a collaborative decoding with the decoder of the CIF-based model. Evaluated on the named entity rich evaluation sets of HKUST/AISHELL-2, our method brings relative character error rate (CER) reduction of 8.83%/21.13% and relative named entity character error rate (NE-CER) reduction of 40.14%/51.50% when compared with a strong baseline. Besides, it keeps the performance on original evaluation set without degradation.

Index Terms—End-to-end, contextual biasing, continuous integrate-and-fire, collaborative decoding

1. INTRODUCTION

Benefiting from the joint training of all components, end-to-end models have achieved competitive results on different scales of automatic speech recognition (ASR) datasets. However, since E2E models integrate all modules into a unified structure, the model flexibility of them degrades compared to the conventional systems. How to bias the recognition process towards contextual information to enhance the capability of customization becomes a popular research direction for current E2E models.

A number of representative approaches have emerged in incorporating contextual information into E2E models in recent years. Shallow fusion [9,11] is one type of methods which bias the decoding process of E2E models towards a independently built language model (LM) via adjusting the decoding scores in beam search. Similar to the shallow fusion based methods, on-the-fly (OTF) rescoring [8,12,13] is also applied to E2E models by fusing a biasing FST compiled with contextual n-grams into the search process [14]. In contrast with the above methods whose biasing model is built independently from the E2E models, contextual LAS (CLAS) [14] and its extensions [15–17] fold an extra contextual module and the ASR module in an all-neural network to incorporate contextual information dynamically. Due to the strong modeling expressiveness of neural networks, CLAS achieves significant improvement in comparison with the OTF rescoring [14]. However, the unified structure makes it unfeasible to explicitly control the degree of biasing during inference. Apart from above label-synchronous models, the all-neural contextual biasing method applied on RNN Transducer (RNN-T) [18] also faces the similar situation. Thus, we seek to explore a more controllable contextual biasing method by decoupling neural contextual components from the unified structure. Besides, most previous all-neural contextual biasing approaches are experimented on English ASR datasets with thousands of hours of speech. We wonder whether such methods can achieve comparable improvements on the Mandarin ASR datasets and on the datasets with less training data (e.g. hundreds of hours).

In this work, we focus on incorporating contextual information into one of the frame-synchronous E2E models – Continuous Integrate-and-Fire (CIF) based model [19], which uses a soft and monotonic alignment mechanism and supports the extraction of acoustic embeddings (each of them corresponds to an output unit). The extracted acoustic embedding $c_i$ provides a bridge for the CIF-based model to interact with contextual information to obtain the acoustically relevant contextual embedding $m_i$. Since $m_i$ could be consumed by a contextual decoder to get the corresponding output distribution, the contextual decoder together with the original decoder of the CIF-based model performs a collaborative decoding with a tunable weight to get the final recognition result. Differing from CLAS and its extensions, the tunable weight during inference endows our model with the ability to explicitly control the influence of contextual biasing. Differing from the OTF rescoring and shallow fusion, the neural network based structure and the direct interaction between the context and the extracted acoustic embedding enable our model to conduct an effective joint training.

To further improve our method, we propose two auxiliary techniques: 1) a gradient accumulation based training strategy to enable our model to see more diverse contextual information; 2) an attention scaling interpolation (ASI) technique to alleviate the over-biasing phenomenon which means the contextual information mistakenly biases irrelevant locations. Evaluated on named entity rich evaluation sets of two Mandarin ASR datasets which covers 167 and 1000 hours of training data, our method achieves relative NE-CER reduction ranging from 40.14% to 51.50% and relative CER reduction ranging from 8.83% to 21.13%. Meanwhile, our method does not degrade the performance on original evaluation set.

2. PROPOSED METHODS

2.1. Continuous Integrate-and-Fire

As shown in the dashed box in Fig.1, continuous integrate-and-fire (CIF) is a middleware connecting the encoder and the decoder. The encoder receives the feature $X = \{x_1, x_2, ..., x_t, ..., x_T\}$ and produces the encoded output $H = \{h_1, h_2, ..., h_u, ..., h_U\}$. At each encoder step $u$, CIF accumulates the weight $\alpha_u$ derived from $h_u$ in a left-to-right manner, thus it could support online ASR. In the process of accumulation, the accumulated weight reaching the threshold
Fig. 1. The collaborative decoding (ColDec) method on the CIF-based model: 1) the structure in the left solid box is the original CIF-based model; 2) the diagram in the middle shows the whole framework; 3) three solid boxes on the right side shows details of context processing network. A Chinese named entity meaning ‘the United Nations’ in English is used as an example to help understand how contextual embeddings are extracted and how the target of c-CE loss is generated from the target of CE loss.

The collaborative decoding (ColDec) method on the CIF-based model: 1) the structure in the left solid box is the original CIF-based model; 2) the diagram in the middle shows the whole framework; 3) three solid boxes on the right side shows details of context processing network.

In the training stage, the whole structure supports not only to be trained from scratch, but also to be trained by freezing a trained original CIF-based model and just updating the context processing network. In this work, we use the second way for faster training. In detail, the context processing network is trained with the contextual cross entropy (c-CE) loss, which is designed to enable the context processing network to interact with the acoustic embedding $c_i$ and extract the contextually relevant contextual embedding $m_i$. The training target of c-CE loss is generated from original reference by keeping the characters in the overlapped part between reference and the given contextual segments unchanged, and masking the others with <NON> (denoted as ‘#’) as shown at the top of Fig.1. For each training batch of the context processing network, we first use a tokenizer to segment the reference of each utterance into some words (which is necessary for Chinese text), then we randomly sample a value $n$ from {1, 2, 3, 4} and randomly extract an $n$-gram (using the sampled $n$) from each segmented reference. Finally, we randomly take 50% of extracted $n$-grams as a list of contextual segments (denoted as c-batch in the later part).

During inference, the original decoder of the CIF-based model and the c-decoder conduct collaborative decoding using beam search as follows:

$$\hat{Y}^* = \arg\max_Y \left\{ \sum_i (\log P(y_i|c_{\leq i}, y_{<i-1}) + \lambda \log P_c(y_i|g_{\leq i})) \right\}$$

where $P(y_i|c_{\leq i}, y_{<i-1})$ and $P_c(y_i|g_{\leq i})$ represent the probabilities from the original decoder of the CIF-based model and c-decoder, respectively, and $\lambda$ is a tunable weight that controls the influence of contextual information.

https://github.com/fxsjy/jieba
2.4. Auxiliary Techniques
To conduct more effective learning for the context processing network, we adopt a gradient accumulation based training strategy. For each training batch, our framework first generates multiple c-batches. Then, the c-CE losses corresponding to these c-batches are calculated independently, and their gradients are averaged for model updating. This strategy reuses the extracted acoustic embeddings from CIF, and enables our model to see more diverse context.

In the inference, we propose an attention scaling interpolation (ASI) method for collaborative decoding. This technique is used to relieve the over-biasing phenomenon (the contextual information mistakenly biases irrelevant locations). Since the interpolation weight \( \lambda \) directly influences the contribution of contextual information during inference, we seek to weaken the bias of the decoding steps whose bias confidence is not strong enough. Here, we refer \( 1 - \alpha_{nb}^i \) (\( \alpha_{nb}^i \) is the attention weight of no-bias at step \( i \)) as the bias confidence. With \( 1 - \alpha_{nb}^i \) as the scaling factor of \( \lambda \), the influence of steps with low bias confidence is suppressed, while the influence of steps with high bias confidence is almost kept. New interpolation weight becomes \((1 - \alpha_{nb}^i) \times \lambda \). Note that the attention weight of each decoding step mentioned in this paper is averaged over all attention heads of c-attention.

3. EXPERIMENTS

3.1. Datasets and Metrics
We experiment on two Mandarin datasets: HKUST [22] and AISHELL-2 [23]. The data for training and development is the same with [19]. Apart from regular (original) evaluation sets called HKUST-RE and AS2-ios-RE (for test-text of AISHELL-2) here, we build named entity (NE) rich evaluation sets called HKUST-NE and AS2-ios-NE for the contextual biasing. These NE rich evaluation sets are built as follows. First, HanLI [1] is used to detect NEs from all references in regular evaluation set. Second, the utterances that have NEs detected constitute NE rich evaluation set. The NE rich evaluation set and its corresponding NEs mimic an scenario where NEs are known as contextual information prior to recognition. The statistics about the NE rich evaluation sets is listed in Table 1, in which OOV rate refers to the proportion of out-of-vocabulary NEs (entities that are not present in the training set) in all NEs.

| Evaluation Set | Number of Utterances | Number of Named Entities | OOV Rate(%) |
|----------------|----------------------|--------------------------|-------------|
| HKUST-NE       | 726                  | 280                      | 32.14       |
| AS2-ios-NE     | 1206                 | 691                      | 35.60       |

We use character error rate (CER) and named entity character error rate (NE-CER) as the metric of general ASR and NE recognition. NE-CER is similar to NE-WER defined in [24], but use Chinese character rather than word as the basic unit for metric. The recognizer hypothesis and the reference are aligned first. Then, the calculation of NE-CER is implemented on all annotated NEs in references and their corresponding aligned segments in hypotheses by calculating the CER between them.

3.2. Experimental Setup
Input features are extracted with the same setup in [25]. Speed perturbation [26] is applied to all training sets. Specacoupling [27] with the same setup in [19] are applied to all training experiments with big model setup. In our work, we generate 5230 output labels for AISHELL-2 and 3674 output labels for HKUST as [19] and both includes three extra marks for ColDec: 1) &lt;EXT&gt; as the placeholder for extracting the vector of contextual segment; 2) &lt;NO-BIAS&gt; as the no-bias option; 3) &lt;NON&gt; as a mark denoting no label output.

We refer the models comprised of self-attention layers with \( h = 4 \), \( d_{model} = 512 \) and \( d_{ff} = 2048 \) as the base model, and the models with \( h = 4 \), \( b_{model} = 640 \) and \( d_{ff} = 2560 \) as the big model. For the CIF-based model on HKUST, we experiment with the same big setup in [19] and base setup. For the CIF-based model on AISHELL-2, we only experiment with the same big setup in [19]. As for context processing network, we use \( N_r = 2 \) self-attention layers as the c-encoder, one layer with multi-head attention as the c-attention and \( N_d = 2 \) self-attention layers as the c-decoder. The context processing network uses the same base or big setup for self-attention layers with the CIF-based model. During training, we apply residual dropout and attention dropout with \( P_{drop} = 0.1 \) for self-attention layers, and use uniform label smoothing in [28] with \( \beta = 0.1 \) for all experiments. After training, the average of the latest 10 saved models is taken as the final model for evaluation. During inference, we first generate hypotheses using beam search with beam size 10, and then perform second-pass rescoring with a language model trained with original text data of corresponding training set [19]. The language model interpolation weight in LM rescoring is set to 0.2 for all datasets.

4. RESULTS

4.1. Results on HKUST
In this section, we first investigate the effect brought by the two auxiliary techniques on our CIF-based collaborative decoding (ColDec) method. Then, we apply the investigated best ColDec setup on the CIF-based model to obtain the performance improvements on the big model.

![Fig. 2. CER and NE-CER with varying \( \lambda \) on HKUST-NE (base model): GA-K denotes the gradient accumulation of \( K \) c-batches and DB denotes double the size of original batch.](image)

We first train the base model with the gradient accumulation (GA) from 1, 2, 3, 4 c-batches respectively and conduct evaluations on HKUST-NE. With more c-batches, GA brings better performance. We compare the performance of GA-3 and GA-1 (DB) in Fig2 because their training costs are close. Fig2 shows that both GA-1 (DB) and GA-3 can achieve lower CER and NE-CER compared with GA-1. Though GA-3 has almost the same trend of CER with GA-1 (DB), it has better NE-CER performance.

On the base model with GA-3, we further investigate the effect of attention scaling interpolation (ASI) on ColDec. As shown in Fig2 with large \( \lambda \), our method suffers from over-biasing that leads to worse CER performance, but ASI with suppressed \( \lambda \) effectively relieves over-biasing while introducing limited NE-CER degradation. For the following experiments, we train models with GA-3 and conduct ColDec with ASI. Here, we use \( \lambda = 0.6 \) for all later evaluations on HKUST.
Table 2. Comparison of the CIF-based model (base and big) before and after applying collaborative decoding (ColDec) on HKUST:

| Method       | HKUST-NE |         | HKUST-RE |         |
|--------------|----------|---------|----------|---------|
|              | NE-CER   | CER     | NE-CER   | CER     |
| base         | 30.43    | 26.40   | 30.70    | 24.46   |
| CIF          | 19.64    | 24.51   | 19.56    | 24.38   |
| CIF+ColDec   | 28.95    | 22.47   | 22.39    | 22.19   |
| big          | 16.97    | 22.52   | 17.57    | 22.39   |
| CIF+ColDec   | 28.95    | 22.47   | 22.39    | 22.19   |

As shown in Table 2, the ColDec brings relative CER reduction of 7.16% (base) and 8.83% (big), relative NE-CER reduction of 35.46% (base) and 40.14% (big) on HKUST-NE respectively, meanwhile keeps the performance on regular evaluation sets without deterioration. More results for further analysis is given in Table 3. The CER (22.92%) result on HKUST-RE without ASI is worse than that of the result with ASI, which verifies the effectiveness of ASI on suppressing over-biasing on the big model. Then, with ASI removed, we evaluate on HKUST-RE to investigate the performance when only injecting no-bias. The result (CER 22.65%) close to that of CIF baseline without ColDec (CER 22.64%) shows that no-bias effectively models the scenario without contextual injection, and almost keeps original performance. To further explore the improvement of OOV named entity recognition, we then evaluate on HKUST-NE with all OOV NEs and all non-OOV NEs as contextual information respectively. Not surprisingly, the improvement of result with OOV NEs is worse than that of result with non-OOV NEs. Nevertheless, evaluation with OOV NEs still brings NE-CER with 16.74% absolute reduction.

Table 3. Results for further analysis: NE-CER (%) and CER (%) on HKUST (big model). ‘nb’, ‘oov’, ‘noov’ denotes only injecting no-bias, injecting all OOV entities (including no-bias) and injecting all non-OOV entities (including no-bias), respectively. If without additional declaration, all named entities extracted from regular evaluation set are used as the c-batch for evaluation.

| Method       | ASI     | HKUST-NE |         | HKUST-RE |         |
|--------------|---------|----------|---------|----------|---------|
|              | NE-CER  | CER      | NE-CER  | CER      |         |
| CIF          | -       | 28.35    | 24.70   | 28.95    | 22.64   |
| + noov       | -       | 20.92    | 24.70   | -        | -       |
| + oov        | -       | 58.26    | 24.70   | -        | -       |
| CIF+ColDec   | ✓       | 16.97    | 22.52   | 17.57    | 22.39   |
| + nb         | ✓       | -        | -       | 16.25    | 22.92   |
| + noov       | ✓       | 10.85    | 23.21   | -        | -       |
| + oov        | ✓       | 41.52    | 23.55   | -        | -       |

4.2. Results on AISHELL-2

In this section, we validate the effectiveness of our method on a larger dataset (1000h), and analyze two typical cases. On AISHELL-2, we experiment on big model and evaluate with interpolation weight 0.7 tuned on development set. All results are given in Table 4. Our method improves the recognition of NEs, from 10.33% to 5.01%, with over 50% relative reduction on AS2-ios-NE, which reveals the potential of our method on larger speech datasets. The results on AISHELL-2 implies that compared with the spontaneous telephone speech in HKUST, the clear speech in AISHELL-2 is helpful in extracting more accurate acoustic and contextual embeddings to achieve better performance.

Fig. 3. Typical cases after applying our ColDec method: The reference, the hypothesis of the CIF-based model before and after applying ColDec are displayed on the top of attention map for a clear comparison, while some relevant contextual entities are listed on the left of attention map. Larger weights have brighter color, and smaller weights have darker color.

Table 4. Results on AISHELL-2: NE-CER (%) and CER (%).

| Method       | AS2-ios-NE |         | AS2-ios-RE |         |
|--------------|------------|---------|------------|---------|
|              | NE-CER     | CER     | NE-CER     | CER     |
| CIF          | 10.33      | 6.72    | 10.10      | 5.84    |
| CIF+ColDec   | 5.01       | 5.30    | 4.94       | 5.70    |

After analyzing hundreds of cases, we find that homophones confuse our model and prevent it from attending to entities accurately. A typical example of homophone confusion is shown on the right side of Fig 3. Since the first two characters of the target NE (highlighted in bold font at the bottom) has similar pronunciation with the first NE along the left column, model also pays notable attention to the counterpart of target NE, and finally emits the first character of its counterpart incorrectly. Besides, we counts the frequency of the target NE and its counterpart in training set. We find that the frequency of the target NE is about 1000 times smaller than that of its counterpart, and this fact implies that strong LM learned by the original CIF-based model may also hinder the contextual biasing. In a word, we conjecture that both contextual confusion caused by homophones and strong LM learned by the original model contribute to some failures in our method.

5. CONCLUSION

In this work, we propose a collaborative decoding method on the CIF-based model for contextual biasing. Leveraging the acoustic embeddings extracted by the CIF, our method could effectively extract the acoustically relevant contextual information at each decoding step, and then uses a interpolation weight to balance the effect of contextual biasing, thus forming a more controllable approach. Evaluated on two Mandarin ASR datasets which cover 167 and 1000 hours of training data respectively, our method effectively improves the recognition on the contextual entities, and achieves better CER and NE-CER. In the future, we will try to perform more diverse collaborative decodings by using different data sources on the CIF-based model, and to further boost the performance on OOV entities.
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