ON THE EIGENVALUES OF QUANTUM GRAPH LAPLACIANS WITH LARGE COMPLEX \( \delta \) COUPLINGS

JAMES B. KENNEDY AND ROBIN LANG

Abstract. We study the location of the spectrum of the Laplacian on compact metric graphs with complex Robin-type vertex conditions, also known as \( \delta \) conditions, on some or all of the graph vertices. We classify the eigenvalue asymptotics as the complex Robin parameter(s) diverge to \( \infty \) in \( \mathbb{C} \): for each vertex \( v \) with a Robin parameter \( \alpha \in \mathbb{C} \) for which \( \text{Re} \alpha \to -\infty \) sufficiently quickly, there exists exactly one divergent eigenvalue, which behaves like \(-\alpha^2 / \text{deg} v^2\), while all other eigenvalues stay near the spectrum of the Laplacian with a Dirichlet condition at \( v \); if \( \text{Re} \alpha \) remains bounded from below, then all eigenvalues stay near the Dirichlet spectrum. Our proof is based on an analysis of the corresponding Dirichlet-to-Neumann matrices (Titchmarsh–Weyl M-functions). We also use sharp trace-type inequalities to prove estimates on the numerical range and hence on the spectrum of the operator, which allow us to control both the real and imaginary parts of the eigenvalues in terms of the real and imaginary parts of the Robin parameter(s).

1. Introduction

Consider the eigenvalue problem for the Laplacian with Robin boundary conditions

\[ -\Delta u = \lambda u \quad \text{in } \Omega, \]
\[ \frac{\partial u}{\partial \nu} + \alpha u = 0 \quad \text{on } \partial \Omega, \]

on a bounded Lipschitz domain \( \Omega \subset \mathbb{R}^d \), \( d \geq 2 \) (or a bounded interval if \( d = 1 \)), where \( \nu \) is the outer unit normal to \( \Omega \), and \( \alpha \), which is most commonly taken as a real number but may be complex or a function defined on the boundary \( \partial \Omega \), is to be thought of as a parameter. If \( \alpha \in \mathbb{R} \), then \((1.1)\) admits a sequence of real eigenvalues, which we number by increasing size and repeat according to their finite multiplicities, \( \lambda_1(\alpha) \leq \lambda_2(\alpha) \leq \ldots \to \infty \); these eigenvalues are piecewise analytic functions of \( \alpha \).

The asymptotic behaviour of these eigenvalues as the Robin parameter \( \alpha \in \mathbb{R} \) becomes large has been studied intensively over the last decade, in particular in the singular limit \( \alpha \to -\infty \); we refer to the recent survey [9] as well as, e.g., [8, 15, 17, 18, 22, 24, 26] and the references therein. Briefly, if \( \alpha \to +\infty \), then \( \lambda_k(\alpha) \) converges from below to the \( k \)th eigenvalue of the Laplacian with Dirichlet (zero) boundary conditions, while if \( \alpha \to -\infty \), then there exists a sequence of eigenvalues each of which diverges like \(-C\alpha^2\) for some constant \( C \geq 1 \) (which is not yet fully understood and may depend on \( \Omega \) and the eigenvalue curve in question), while any bounded analytic curve of eigenvalues converges to some eigenvalue of the Dirichlet Laplacian from above; we refer to [7, 9] for more details.

The question as to what happens when \( \alpha \) is a large complex parameter, corresponding to an impedance boundary condition, was recently asked for the first time in [7]. Although the operator on \( L^2(\Omega) \) associated with the problem \((1.1)\), that is, the Robin Laplacian, is clearly no longer self-adjoint if \( \alpha \notin \mathbb{R} \). Thus, although the eigenvalues of the operator still form analytic families in dependence on \( \alpha \) whose asymptotic behaviour should be compatible with the asymptotic behaviour for real \( \alpha \), all the variational techniques used in the above-mentioned works, such as the variational characterisation of the eigenvalues and Dirichlet-Neumann bracketing, are no longer applicable, and new methods are needed. We start by recalling the conjecture made in [7, Conjecture 1.2] on the expected behaviour on general domains.
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Conjecture 1.1. Let $\Omega \subset \mathbb{R}^d$, $d \geq 2$, be a bounded Lipschitz domain, and suppose that $\alpha \to \infty$ in $\mathbb{C}$.

(1) If $\text{Re} \alpha \to -\infty$, then there exists an infinite family of analytic branches of absolutely divergent eigenvalues behaving like

(i) $-\alpha^2 + o(\alpha^2)$ if $\partial \Omega$ is of class $C^1$;
(ii) $-C\alpha^2 + o(\alpha^2)$, where the constant $C \geq 1$ may depend on $\Omega$ and the corresponding curve of eigenvalues otherwise.

Every other eigenvalue converges to an eigenvalue of the Dirichlet Laplacian.

(2) If $\text{Re} \alpha$ remains bounded from below, then every eigenvalue converges to an eigenvalue of the Dirichlet Laplacian.

This was proved in [2] in the special cases where $\Omega$ is an interval, a $d$-dimensional rectangle and a ball using the duality between the eigenvalues of (1.1) and those of appropriate Dirichlet-to-Neumann operators.

Our principal goal here is to study the corresponding problem in the setting of quantum graphs, that is, metric graphs on which a differential operator, here the Laplacian, acts, and in particular lend weight to Conjecture 1.1 by proving a version of it in this setting. More precisely, we consider compact metric graphs $G = (\mathcal{V}, \mathcal{E})$ consisting of a finite set of edges $\mathcal{E}$, each identified with a compact interval, joined together in a certain way at a finite set of vertices $\mathcal{V}$. We then define a differential operator on $G$ as follows: on each edge we take the negative of the second derivative of the function (i.e., the Laplacian), while we impose certain vertex conditions at the vertices as analogues of the boundary conditions on a domain. We will return to this briefly in a moment (for more details, see also Section 2, or, e.g., [5, Chapter 1]).

Quantum graphs are extremely useful models in spectral theory, as on the one hand such graph Laplacians tend to display complex behaviour characteristic of higher-dimensional Laplacians on domains or manifolds, while on the other hand they are essentially one-dimensional objects and thus more amenable to detailed analyses and even explicit computations, while still being highly non-trivial. This is the case for problems such as Anderson localisation, quantum chaos, the Bethe–Sommerfeld conjecture, or the propagation of waves in thin networks at very small scales, e.g., in thin waveguides, quantum wires and carbon nano-structures, among many others. For more information on, and references to, all these topics in the context of quantum graphs, we refer to [5] Preface and Chapters 1 and 7, as well as, e.g., [3, 16, 23].

In our case, we will study quantum graph Laplacians equipped with a $\delta$-type condition at some or all of the vertices of the graph. This vertex condition, also known as a $\delta$ coupling or $\delta$ interaction, is considered the natural analogue of Robin boundary conditions on domains, and appears frequently in the quantum graph literature (see, e.g., [5] Section 1.4) for a description; these conditions featured prominently in [5, 6, 13, 16, 19, 20, 27], among many others). More precisely, we will assume that the functions $f$ in the domain of our operator satisfy

(i) continuity at all vertices $v \in \mathcal{V}$,

(ii) the $\delta$ condition

$$\sum_{e \sim v_j} \partial_f|_e(v_j) + \alpha_j f(v_j) = 0,$$

$$\alpha_j \in \mathbb{C}, \ j = 1, \ldots, k,$$ at a distinguished set $\mathcal{V}_R := \{v_1, \ldots, v_k\} \subset \mathcal{V}$ of Robin vertices (here $f|_e$ is the restriction of the function $f$ on $G$ to the edge $e$, $\frac{\partial}{\partial v} f|_e(v)$ is the derivative of $f$ at the endpoint of $e$ pointing into $v_j$, and the summation is over all edges $e$ incident with $v_j$), and

(iii) the usual Kirchhoff condition (flow in equals flow out, corresponding to $\alpha = 0$) at all vertices in $\mathcal{V} \setminus \mathcal{V}_R$.

For brevity, we will write $-\Delta^0_{\mathcal{V}_R}$ for the corresponding Robin Laplacian defined on $L^2(G)$, where $\alpha$ is shorthand for the vector $(\alpha_1, \ldots, \alpha_k) \in \mathbb{C}^k$, and note that all eigenvalues of $-\Delta^0_{\mathcal{V}_R}$, which form a countable set for each $\alpha$, are at least piecewise analytic functions of $\alpha \in \mathbb{C}^k$; again, see Section 2 for more details on all of this.

Our main result is a version of Conjecture 1.1 for such quantum graphs with $\delta$ conditions: for each vertex $v_j$ for which $\text{Re} \alpha_j \to -\infty$ sufficiently quickly, we obtain a single divergent eigenvalue, corresponding to the principle that this is a one-dimensional perturbation in a certain sense; while if $\text{Re} \alpha_j$ remains bounded from below as $\alpha_j \to \mathbb{C}$, then in the limit we end up with a Dirichlet (zero) condition at the
vertex $v_j$. We will denote by $-\Delta^D_{V_R}$ the corresponding Laplacian which has such a Dirichlet condition at all vertices in $V_R$ and continuity plus Kirchhoff conditions at $V \setminus V_R$.

**Theorem 1.2.** Suppose $G = (V, E)$ is a compact metric graph, and for the set of Robin vertices $V_R = \{v_1, \ldots, v_k\} \subset V$, suppose that each $v_j \in V_R$ is equipped with the Robin parameter $\alpha_j \in \mathbb{C}$, $j = 1, \ldots, k$, and set $\alpha := (\alpha_1, \ldots, \alpha_k) \in \mathbb{C}^k$. We suppose that for some $m \in \{0, 1, \ldots, k\}$

1. $\alpha_j \to \infty$ in a sector fully contained in the open left half-plane, for all $1 \leq j \leq m$;
2. $\alpha_j \to \infty$ in such a way that $\Re \alpha_j$ remains bounded from below as $\alpha_j \to \infty$, for all $m+1 \leq j \leq k$.

Then, as $\alpha \to \infty$, counting multiplicities there are exactly $m$ eigenvalues $\lambda$ of $-\Delta^D_{V_R}$ which diverge away from the positive real semi-axis (that is, whose distance to the positive real semi-axis grows to $\infty$); these satisfy the asymptotics

$$\lambda = -\frac{\alpha_j^2}{(\deg v_j)^2} + O \left( \alpha_j^2 e^{\delta \Re \alpha} \right)$$

as $\alpha \to \infty$, where $\ell_\alpha$ is the length of the shortest edge of $G$. Every eigenvalue of $-\Delta^D_{V_R}$ which does not diverge to $\infty$ in $\mathbb{C}$ converges to an eigenvalue of $-\Delta^D_{V_R}$.

In the statement of the theorem, we deliberately avoid considering any potential eigenvalues diverging within finite distance of the positive real semi-axis, where the eigenvalues of $-\Delta^D_{V_R}$ are located and the relationship between $\alpha$ and $\lambda$ is far more complicated (cf. [7, Section 9.1.4] for a discussion of what happens in the much simpler but already involved case of the interval); it would go beyond the scope of this note to classify all possible types of behaviour in this case.

Theorem 1.2 also represents a certain generalisation of Conjecture 1.1 in the sense that $\alpha$ is variable, i.e., may depend on the vertex. But in addition to supporting Conjecture 1.1, Theorem 1.2 should be of independent interest for quantum graphs, where it is useful to understand the behaviour of the eigenvalues and eigenfunctions as $\alpha$ (as used extensively in [3, 12] for example). Basic spectral and generation properties of graph Laplacians with complex $\delta$ conditions in particular were treated extensively in [19, 20], and just recently a Weyl law for the asymptotics of the large eigenvalues of star graphs for fixed complex $\alpha$ was established in [27].

Moreover, there is a huge literature on the problem of eigenvalue asymptotics for Laplacians on $\mathbb{R}^d$ subject to $\delta$ (or even so-called $\delta'$) interactions supported on lower-dimensional manifolds of Euclidean space as the interaction becomes strong, closely related to the Robin eigenvalue problem on domains discussed above (e.g., [11, 13, 14] and the references therein); such $\alpha$ are often used to model potentials supported on a lower-dimensional manifold (whence the alternative name “$\delta$ potential” for them). And yet on metric graphs, even in the case of real $\alpha$ to the best of our knowledge the asymptotic behaviour in $\alpha$ described by (1.2) is new. We thus state this case explicitly for the record.

**Theorem 1.3.** Keep the assumptions of Theorem 1.2. Suppose now that $\alpha := \alpha_1 = \ldots = \alpha_k$ is real and negative and all vertices in $V_R$ are equipped with the common Robin parameter $\alpha$, and that $\deg v_1 \leq \deg v_2 \leq \ldots \leq \deg v_k$. Then for $\alpha < -2 \max_{j=1,\ldots,k} \left\{ \frac{\deg v_j}{\ell_j} \right\}$ the self-adjoint operator $-\Delta^D_{V_R}$ has exactly $k$ negative eigenvalues (here $\ell_j$ is the length of the shortest edge incident with $v_j$). Moreover, for each $j = 1, \ldots, k$, the $j$th eigenvalue $\lambda_j = \lambda_j(\alpha)$ behaves like

$$\lambda_j(\alpha) = -\frac{\alpha^2}{(\deg v_j)^2} + O \left( \alpha^2 e^{\delta \alpha} \right)$$

as $\alpha \to -\infty$. Every other eigenvalue $\lambda_j(\alpha)$, $j \geq k + 1$, converges to an eigenvalue of $-\Delta^D_{V_R}$.

We believe the fact that the remaining (non-divergent) eigenvalues converge to the Dirichlet spectrum to be reasonably well known in the real case; in fact, one can show that $\lambda_j(\alpha)$ converges to the $(j-k)$th eigenvalue of $-\Delta^D_{V_R}$ from above, for any $j \geq k + 1$ (see [5, Theorem 3.1.13] for the proof when $k = 1$; the general case is analogous). We include a short, direct proof of Theorem 1.3 including the explicit estimate on $\alpha$, for the sake of completeness and concreteness, although the key point here is the asymptotic behaviour of the divergent eigenvalues, a direct corollary of Theorem 1.2. In this vein we draw explicit attention to the presence of the degree of the vertex in the asymptotics; this has no parallel in the case of domains, where, as mentioned above, in the smooth case the divergent eigenvalues behave like $-\alpha^2$, while the presence of corners at the boundary causes the appearance of eigenvalues behaving like $-C\alpha^2$ for some $C > 1$. 
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In this spirit we will also provide a number of estimates on the location of the eigenvalues, in fact the numerical range of the Robin Laplacian, which for any fixed parameter \( \alpha \in \mathbb{C} \) bound them within a certain parabolic region of \( \mathbb{C} \); in particular, this gives us control over both the real and imaginary parts of any eigenvalues in terms of the real and imaginary parts of \( \alpha \) (see Theorems 5.1 and 5.4 and Corollary 5.2). Moreover, these bounds are essentially asymptotically optimal when \( \alpha \) has large negative real part; for example, if \( \alpha \in (-\infty, 0) \) is independent of the \( k \geq 1 \) Robin vertices, then (keeping the notation and setup from Theorem 1.3) we obtain the following two-sided bound on the lowest eigenvalue \( \lambda_1(\alpha) \),

\[
- \frac{\alpha^2}{(\deg v_1)^2} + \frac{\alpha}{\ell_G \deg v_1} \leq \lambda_1(\alpha) < \min \left\{ - \frac{\alpha^2}{(\deg v_1)^2} - \frac{2\alpha}{\ell_G \deg v_1} - \frac{1}{\ell_G^2} k\alpha \right\} \quad (1.4)
\]

where we recall that \( \deg v_1 \) is the maximal degree of all vertices in the Robin vertex set \( \mathcal{V}_R \) and \( \ell_G > 0 \) is the length of the shortest edge in \( \mathcal{G} \), and \( |\mathcal{G}| \) is the total length of \( \mathcal{G} \) (the sum of all edge lengths); for the proof of (1.4) and more details see Corollary 5.2 and Remark 5.3.

The proof of Theorem 1.2 is based on the duality between eigenvalues of the Robin Laplacian and those of Dirichlet-to-Neumann-type operators, or more precisely matrices (see Theorem 5.2), also known as (Titchmarsh–Weyl) \( M \)-functions; the key to the proof is a well-chosen representation of the latter matrices, which allows a description of their asymptotics as functions of the relevant spectral parameter \( \lambda \). In fact, one of the advantages of quantum graphs is that unlike in the case of domains it is possible to derive such more or less explicit formulae for these matrices, and this is what will allow us to give an essentially complete answer to the question of the behaviour of the eigenvalues in the presence of large complex Robin parameters.

This paper is organised as follows. In the preliminary Section 2 we give a brief summary of, and our notation for, metric graphs; and we then introduce the Robin and Dirichlet Laplacians on graphs, the operators with which we will be working. Sections 3 and 4 are devoted to the proof of Theorem 1.2. We start out in Section 3 by introducing Dirichlet-to-Neumann matrices and deriving the representation of them (Lemma 3.1) that will then allow us to determine their asymptotic behaviour and hence prove Theorem 1.2 in Section 4. In Section 5 we give the aforementioned estimates on the numerical range of Robin Laplacian and the real and imaginary parts of its eigenvalues; the corresponding proofs are the subject of Section 6, where we also give the proof of Theorem 1.3.

2. The Robin problem on compact quantum graphs

2.1. On quantum graphs. We first need to recall some basic terminology; we refer to the monographs [5, 23] or the elementary introduction [1] for more details. A compact metric graph \( \mathcal{G} = (\mathcal{V}, \mathcal{E}) \) consists of a finite vertex set \( \mathcal{V} = \{v_1, \ldots, v_n\} \) and a finite edge set \( \mathcal{E} = \{e_1, \ldots, e_m\} \), where each edge \( e \) is identified with a compact interval \([0, \ell_e]\) of length \( \ell_e > 0 \), denoted by \( e \simeq ([0, \ell_e]) \), and where the endpoints 0 and \( \ell_e \) correspond to the vertices which are incident with the edge \( e \). While this implicitly presupposes an orientation on \( e \), it is a standard result that the differential operators we will be considering do not depend on this choice of orientation.

We write \( \sim v \) to mean that the vertex \( v \) is incident with the edge \( e \). The degree of a vertex \( v \in \mathcal{V} \), denoted by \( \deg v \geq 1 \), is the number of edges with which \( v \) is incident. We explicitly allow our graphs to have loops (edges both of whose endpoints correspond to the same vertex; in this case the edge is counted twice when computing the degree of the vertex) and we allow multiple edges between any given pair of vertices. Equipped with the usual metric corresponding to the shortest Euclidean path between two points, \( \mathcal{G} \) is a compact metric space. The graph is connected if and only if it is connected as a metric space. We will always assume \( \mathcal{G} \) to be such a connected compact metric graph.

On \( \mathcal{G} \), as customary, we can define the space \( L^2(\mathcal{G}) \) of square integrable functions, the space \( C(\mathcal{G}) \hookrightarrow L^2(\mathcal{G}) \) of continuous functions and the Sobolev space \( H^1(\mathcal{G}) \hookrightarrow C(\mathcal{G}) \), respectively, by

\[
L^2(\mathcal{G}) = \bigoplus_{e \in \mathcal{E}} L^2((0, \ell_e)),
\]

\[
C(\mathcal{G}) = \{ f : \mathcal{G} \to \mathbb{C} : | f|_e \in C(\mathcal{G}) \text{ for all } e \in \mathcal{E} \text{ and } f \text{ is continuous at each } v \in \mathcal{V} \},
\]

\[
H^1(\mathcal{G}) = \{ f \in C(\mathcal{G}) : | f|_e \in H^1(\mathcal{G}) \text{ for all } e \in \mathcal{E} \};
\]

we also write

\[
\int_{\mathcal{G}} f \, dx := \sum_{e \in \mathcal{E}} \int_e | f|_e \, dx \quad (2.1)
\]
for the integral of a function \( f \) over \( \mathcal{G} \), as well as \( \frac{\partial}{\partial e} f|_{e}(v) \) for the derivative of \( f \) along the edge \( e \) at \( v \), pointing into \( v \) (which may be thought of as the outer normal derivative to the edge \( e \) at \( v \)); this exists if \( f|_{e} \in C^{1}(e) \).

2.2. The Robin Laplacian: complex \( \delta \) couplings. To define our operator, we first need to identify a distinguished set of vertices, which will be equipped with our Robin-type condition: we fix an arbitrary set \( \mathcal{V}_{R} = \{v_{1}, \ldots, v_{k}\} \subset \mathcal{V} \) with cardinality \( k \leq n := |\mathcal{V}| \) and a vector \( \alpha = (\alpha_{1}, \ldots, \alpha_{k}) \in \mathbb{C}^{k} \) with \( \alpha_{j} = \alpha(v_{j}) \), \( j = 1, \ldots, k \), and define a sesquilinear form \( a_{\alpha} : H^{1}(\mathcal{G}) \times H^{1}(\mathcal{G}) \to \mathbb{C} \) by

\[
a_{\alpha}[f, g] := \int_{\mathcal{G}} f' \cdot \overline{g'} \, dx + \sum_{j=1}^{k} \alpha_{j} f(v_{j}) \overline{g(v_{j})}, \quad f, g \in H^{1}(\mathcal{G}),
\]

in the sense of \((2.1)\). A simple integration by parts shows that the operator on \( L^{2}(\mathcal{G}) \) for the integral of a function \( f \) on \( \mathcal{V} \) and continuity plus Kirchhoff conditions at all vertices of \( \mathcal{V} \) will use the letter "natural, standard, or even sometimes just Neumann or Neumann–Kirchhoff; it is for this reason that we denote \( \alpha = 0 \). The Kirchhoff condition together with continuity is then known variously in the literature as the condition usually known as Kirchhoff, which corresponds to the Robin condition \((2.3)\) with \( \alpha = 0 \). The Kirchhoff condition together with continuity is then known variously in the literature as natural, standard, or even sometimes just Neumann or Neumann–Kirchhoff; it is for this reason that we will use the letter "N" as an index for the corresponding vertex set \( \mathcal{V}_{N} \).

By way of analogy with its counterparts on domains and manifolds, we will call the unbounded operator on \( L^{2}(\mathcal{G}) \) associated with this form the Robin Laplacian \( \Delta_{\alpha} \) (associated with the vertex set \( \mathcal{V}_{R} \) and the coefficient \( \alpha \)), denoted by \( -\Delta_{\alpha} \), although as mentioned in the introduction this Robin condition is most commonly known as a \( \delta \) condition in the literature. We will also call \( \mathcal{V}_{R} \) the set of Robin vertices, consistent with the nomenclature in \([5\) Section 1.4.1]; and we note that condition \((2.4)\) on non-Robin vertices is the condition usually known as Kirchhoff, which corresponds to the Robin condition \((2.3)\) with \( \alpha = 0 \). The Kirchhoff condition together with continuity is then known variously in the literature as natural, standard, or even sometimes just Neumann or Neumann–Kirchhoff; it is for this reason that we will use the letter "N" as an index for the corresponding vertex set \( \mathcal{V}_{N} \).

Finally, we will say that there is a Dirichlet condition at a vertex \( v_{j} \in \mathcal{V} \) if all functions in the domain of the form or operator are simply equal to zero at \( v_{j} \); no further conditions on the functions are imposed at \( v_{j} \). We will denote by \( -\Delta_{\alpha}^{0} \) the Laplacian satisfying Dirichlet conditions at every vertex in \( \mathcal{V}_{0} \subset \mathcal{V} \) and continuity plus Kirchhoff conditions at all vertices of \( \mathcal{V}_{N} = \mathcal{V} \setminus \mathcal{V}_{0} \). At the level of sesquilinear forms, the form associated with this operator is given by \( a_{0} \), and its form domain is

\[ H^{1}_{0}(\mathcal{G}, \mathcal{V}_{0}) := \{ f \in H^{1}(\mathcal{G}) : f|_{v_{j}} = 0 \text{ for all } v_{j} \in \mathcal{V}_{0} \}. \]

We will correspondingly write \( -\Delta_{\alpha}^{0} \) for the Laplacian on \( L^{2}(\mathcal{G}) \) satisfying Dirichlet conditions at every vertex of \( \mathcal{V} \), in which case \( \mathcal{G} \) decouples to a disjoint union of \( m = |\mathcal{E}| \) intervals, each equipped with Dirichlet conditions at the endpoints. We refer in particular to \([5\) Section 1.4] for more details on these operators and vertex conditions.

All the operators \( -\Delta_{\alpha}^{0}, -\Delta_{\alpha}^{0} \) are seen to have compact resolvent (since the embedding of \( H^{1}(\mathcal{G}) \) into \( L^{2}(\mathcal{G}) \) is compact), and hence discrete spectrum, for any \( \alpha \in \mathbb{C}^{k} \). For real \( \alpha \) or Dirichlet conditions, this is contained in \([5\ Theorem 3.1.1\]). For complex \( \alpha \), this may be deduced from \([3\ Section 3\) or \([20\ Sections 3.5 and 5\), or proved directly using the compactness of the embedding \( H^{1}(\mathcal{G}) \hookrightarrow L^{2}(\mathcal{G}) \) and the fact that \( -\Delta_{\alpha}^{0} \) must have non-empty resolvent set, e.g., by Theorem \([5.1\).

As is standard, given any such operator \( \mathcal{A} \in \{-\Delta_{\alpha}^{0}, -\Delta_{\alpha}^{0} \} \) we will write \( \sigma(\mathcal{A}) \) for its spectrum and \( \rho(\mathcal{A}) \) for its resolvent set. For each eigenvalue \( \lambda \in \sigma(-\Delta_{\alpha}^{0}) \), there exists an eigenfunction \( \psi \in H^{1}(\mathcal{G}) \) which satisfies

\[
\int_{\mathcal{G}} \psi' \cdot \overline{\varphi'} \, dx + \sum_{j=1}^{k} \alpha_{j} \psi(v_{j}) \overline{\varphi(v_{j})} = \lambda \int_{\mathcal{G}} \psi \varphi \, dx \quad \text{for all } \varphi \in H^{1}(\mathcal{G}).
\]
Throughout, we will assume the connected, compact graph $\mathcal{G}(\mathcal{V}, \mathcal{E})$ and set $\mathcal{V}_R \subset \mathcal{V}$ of Robin vertices to be fixed. Before continuing, we first note the following basic property of the dependence of the eigenvalues of $-\Delta_{\mathcal{V}_n}$ on $\alpha \in \mathbb{C}^k$.

**Lemma 2.1.** The operator family $\mathcal{A}(\alpha) = -\Delta_{\mathcal{V}_n}$, $\alpha \in \mathbb{C}$, is self-adjoint holomorphic; in particular, $\mathcal{A}(\alpha)^* = \mathcal{A}(\overline{\alpha})$ for all $\alpha \in \mathbb{C}$, and up to possible crossing points, each eigencurve $\lambda(\alpha)$ depends holomorphically on $\alpha$.

For the proof, see [21, Theorems VII.4.2 and VII.1.8, Remark VII.4.7]. Analyticity results can also be found in [3, Section 3.4].

3. THE DIRICHLET-TO-NEUMANN OPERATOR

We now turn to the proof of Theorem 1.2. It is based on the Dirichlet-to-Neumann operator $M(\lambda)$, cf. [7, Sections 2 and 7]: given a vector (Dirichlet data) $g \in \mathbb{C}^k \sim \mathcal{V}_R$ and $\lambda \notin \sigma(-\Delta_{\mathcal{V}_R})$, there exists a unique weak solution $f \in H^1(\mathcal{G})$ of the Dirichlet problem

$$f'' = \lambda f \quad \text{edgewise},$$

$$f|_{\mathcal{V}_R} = g$$

$$\sum_{e=\mathcal{V}_j} \frac{\partial}{\partial \nu} f|_e(v_j) = 0 \quad \text{for all } n - k \text{ vertices } v_j \in \mathcal{V}_N. \quad (3.1)$$

The Dirichlet-to-Neumann operator $M(\lambda)$ maps given Dirichlet data $g = f|_{\mathcal{V}_R}$ to the corresponding Neumann data $-\frac{\partial}{\partial \nu} f|_e(v_j)$ of the same solution $f$ of the problem (3.1), that is, a map from $\mathcal{V}_R$ to itself. If we fix the order $v_1, \ldots, v_k$ of the vertices in $\mathcal{V}_R$, then $M(\lambda)$ is canonically identifiable with a matrix in $\mathbb{C}^{k \times k}$ (and in future we shall make this identification without further comment). We now wish to analyse this operator in more detail.

We first note that we may assume without loss of generality that $\mathcal{G}$ does not have any loops nor multiple parallel edges (i.e., between any two distinct vertices there is at most one edge); indeed, if this is not the case, then we may insert a new, artificial vertex of degree two in the middle of each affected edge. When these vertices are equipped with continuity and Kirchhoff conditions, the Laplacian on the resulting graph is unitarily equivalent to the one on the unaltered graph (see [2, Section 3]), and so the Dirichlet-to-Neumann operator on the unaffected set $\mathcal{V}_R$ of Robin vertices is equally unaffected.

Now let $v_i, v_j \in \mathcal{V}$ be any two distinct vertices and suppose they are joined by a (unique) edge $e_{ij}$ having length $\ell_{ij} > 0$. It is known, and a short calculation shows, that the Dirichlet-to-Neumann operator associated with the graph consisting just of this edge (that is, an interval of length $\ell_{ij}$) and the parameter $\lambda \in \mathbb{C} \setminus \{\pi^2 n^2 / \ell_{ij}^2 : n \in \mathbb{N}\}$ may be represented by the matrix

$$M_{e_{ij}}(\lambda) = \sqrt{\lambda} \begin{pmatrix} -\cot \sqrt{\lambda} \ell_{ij} & \csc \sqrt{\lambda} \ell_{ij} \\ \csc \sqrt{\lambda} \ell_{ij} & -\cot \sqrt{\lambda} \ell_{ij} \end{pmatrix}. \quad (3.2)$$

Fix $\lambda \in \mathbb{C}$, to be specified precisely later. We denote by $\tilde{M}_{e_{ij}} \in \mathbb{C}^{n \times n}$ the matrix corresponding to the operator (3.2) extended by zero to the $n - k$ other vertices in $\mathcal{V}_N = \mathcal{V} \setminus \mathcal{V}_R$. That is, for fixed $1 \leq i, j \leq n$, the $(i, i)$- and $(j, j)$-entries of $\tilde{M}_{e_{ij}}$ are given by

$$\sqrt{\lambda} A_{ij} := -\sqrt{\lambda} \cot \sqrt{\lambda} \ell_{ij}; \quad (3.3)$$

the $(i, j)$- and $(j, i)$-entries of $\tilde{M}_{e_{ij}}$ are given by

$$\sqrt{\lambda} B_{ij} := \sqrt{\lambda} \csc \sqrt{\lambda} \ell_{ij}, \quad (3.4)$$

and all other entries are zero; that is,

$$\tilde{M}_{e_{ij}}(\lambda) = \sqrt{\lambda} \begin{pmatrix} 0 & \cdots & \cdots & \cdots & 0 \\ \vdots & A_{ij} & 0 & B_{ij} & \vdots \\ \vdots & 0 & \cdots & 0 & \vdots \\ \vdots & B_{ij} & 0 & A_{ij} & \vdots \\ 0 & \cdots & \cdots & \cdots & 0 \end{pmatrix} \in \mathbb{C}^{n \times n}.$$
We may then represent the Dirichlet-to-Neumann operator $M_V(\lambda)$ acting on all vertices of $G$, that is, $M_V(\lambda) \in \mathbb{C}^{n \times n}$, by summing over all these matrices,

$$M_V(\lambda) = \sum_{\epsilon \in \mathcal{E}} M_{\epsilon}(\lambda),$$

which is well defined as long as $\lambda$ is not in $\sigma(-\Delta_V)$, i.e., not in the Dirichlet spectrum of any of the decoupled edges considered as a collection of disjoint intervals. If we set $A_{ij} = B_{ij} = 0$ whenever there is no edge joining $v_i$ and $v_j$, then we may explicitly write the $(i,j)$-entry of $M_V(\lambda)$ as

$$M_V(\lambda)_{ij} = \sqrt{\lambda} \begin{cases} \sum_{p=1}^{n} A_{ip} & \text{if } i = j, \\ B_{ij} & \text{if } i \neq j. \end{cases}$$

(3.6)

It is immediate that $M_V(\lambda)$ depends analytically on $\lambda$, with isolated singularities at the discrete set $\sigma(-\Delta_V)$.

Importantly, the Dirichlet-to-Neumann matrix $M_{V_R}(\lambda)$ acting on $V_R$ can be written in a natural way in terms of $M_V(\lambda)$. We recall that $V$ consists of the (ordered) vertices $v_1, \ldots, v_n$, such that the first $k$ entries $V_R = \{v_1, \ldots, v_k\}$ are equipped with the Robin boundary condition. With this ordering, we write $M_V(\lambda)$ in block form as

$$M_V(\lambda) = \begin{pmatrix} R & C^T \\ C & K \end{pmatrix},$$

(3.7)

where $R \in \mathbb{C}^{k \times k}$ represents the restriction of $M_V$ to the $k$ Robin vertices, $K \in \mathbb{C}^{(n-k) \times (n-k)}$ is the restriction to the remaining $n-k$ ("Kirchhoff") vertices, and $C \in \mathbb{C}^{(n-k) \times k}$ and its transpose $C^T$ give the interaction ("coupling") between these two groups of vertices. The following representation is adapted from [13], although we expect it is known elsewhere.

**Lemma 3.1.** With the representation (3.7), the matrix $K$ is invertible if and only if $\lambda \notin \sigma(-\Delta_{V_R})$. Whenever $K$ is invertible, the operator $M(\lambda)$ is well defined and may be represented in matrix form by

$$M(\lambda) = R - C^TK^{-1}C,$$

(3.8)

**Proof.** Let $x^R \in \mathbb{C}^k \sim \mathcal{V}_R$ be the Dirichlet data $g$ from (3.1). If we write $x = (x^R, x^N)^T \in \mathbb{C}^n$ and $f|_{\mathcal{V}_N} =: (x_{k+1}, \ldots, x_n)^T =: x^N \in \mathbb{C}^{n-k} \simeq \mathcal{V}_N$,

which is well defined and thus uniquely determined by $x^R = (x_1, \ldots, x_k)^T \in \mathbb{C}^k$ since $\lambda \notin \sigma(-\Delta_{V_R})$, then by construction

$$\begin{pmatrix} R \\ C \end{pmatrix} \begin{pmatrix} x^R \\ x^N \end{pmatrix} = \begin{pmatrix} \sum_{e \sim v} \frac{\partial}{\partial x} f|_e(v) \\ 0 \end{pmatrix} = \begin{pmatrix} M(\lambda)x^N \end{pmatrix} \in \mathbb{C}^n.$$
For a vector \( z = (z_1, \ldots, z_k) \in \mathbb{C}^k \) we denote by \( m(z) \) the geometric mean of the moduli of its components \( z_j, j = 1, \ldots, k \), i.e.
\[
m(z) = \left( \prod_{j=1}^{k} |z_j| \right)^{1/k}.
\]

Using the duality between the eigenvalues \( \lambda \in \sigma(-\Delta^0_{\partial N}) \) of the Robin Laplacian and the eigenvalues \( \alpha \in \sigma(M(\lambda)) \) of the Dirichlet-to-Neumann matrix from Theorem 3.2 we obtain

**Theorem 4.2.** For any compact graph \( \mathcal{G} \) and any bounded set \( \Omega \subset \mathbb{C} \) such that
\[
\text{dist}(\Omega, \sigma(-\Delta^0_{\partial N})) > 0
\]
there exists a number \( \alpha > 0 \) depending only on \( \Omega, \mathcal{G}, \) and \( \partial N \) such that
\[
\sigma(-\Delta^0_{\partial N}) \cap \Omega = \emptyset
\]
for all \( \alpha = (\alpha_1, \ldots, \alpha_k) \in \mathbb{C}^k \) such that \( m(\alpha) > \alpha \).

This theorem immediately implies the following dichotomy.

**Corollary 4.3.** Suppose \( m(\alpha) \to \infty \) and \( \lambda = \lambda(\alpha) \) is an analytic branch of eigenvalues of \( -\Delta^0_{\partial N} \). Then either \( \lambda \to \infty \) in \( \mathbb{C} \) or \( \lambda \) converges to a point in \( \sigma(-\Delta^0_{\partial N}) \) as \( m(\alpha) \to \infty \).

**Proof of Theorem 4.2 and hence of Corollary 4.3.** For \( \alpha \in (\mathbb{C} \setminus \{0\})^k \) we observe that
\[
m(\alpha) = |\det(I_\alpha)|^{1/k} > 0
\]
and consider the invertibility of
\[
M(\lambda) - I_\alpha = m(\alpha) \left( \frac{1}{m(\alpha)} M(\lambda) - \frac{1}{m(\alpha)} I_\alpha \right).
\]

Now the matrix \( M(\lambda) \in \mathbb{C}^{k \times k} \) is a meromorphic function of \( \lambda \) with singularities at \( \sigma(-\Delta^0_{\partial N}) \) (see Lemma 4.1), and hence its norm is uniformly bounded on \( \Omega \subset \subset \rho(-\Delta^0_{\partial N}) \). Hence for each such \( \Omega \) there exists a constant \( c_\Omega > 0 \) independent of \( \alpha \in \mathbb{C}^k \) such that
\[
\sup_{\lambda \in \Omega} \left\| \frac{1}{m(\alpha)} M(\lambda) \right\|_{\mathbb{C}^k \to \mathbb{C}^k} = \sup_{\lambda \in \Omega} \frac{1}{m(\alpha)} \| M(\lambda) \|_{\mathbb{C}^k \to \mathbb{C}^k} = \frac{c_\Omega}{m(\alpha)} \to 0
\]
as \( m(\alpha) \to \infty \). This implies that \( \det \left( \frac{1}{m(\alpha)} M(\lambda) \right) \to 0 \); thus, since clearly
\[
\left| \det \left( \frac{1}{m(\alpha)} I_\alpha \right) \right| = 1,
\]
there exists a constant \( \hat{\alpha} > 0 \) such that
\[
m(\alpha) > \hat{\alpha} \quad \implies \quad M(\lambda) - I_\alpha \text{ is invertible.}
\]
In particular, the kernel of \( M(\lambda) - I_\alpha \) is trivial for \( m(\alpha) > \hat{\alpha} \), and thus there exist no eigenvalues of the Robin Laplacian in \( \Omega \) by Theorem 3.2 \( \square \)

It remains to analyse what divergent behaviour is possible, and under what circumstances. To this end, we use the representations (3.6), (3.7) and (3.8) together with ideas drawn from [7, Section 2] for the interval.

We first note that since the coefficients \( A_{ij} \) and \( B_{ij} \) given by (3.3) and (3.4), respectively, are periodic in \( \text{Re} \sqrt{\lambda} \), we only need to consider the case \( \text{Im} \sqrt{\lambda} \to \pm \infty \), in which case we have the asymptotics
\[
\cot z = i \left( 1 + \frac{2}{e^{2iz} - 1} \right) = \mp i + O(e^{\mp 4\text{Im} z}) \quad (4.1)
\]
and
\[
\csc z = \frac{2i}{e^{iz} - e^{-iz}} = O(e^{\mp 2\text{Im} z}) \quad (4.2)
\]
as \( \text{Im } z \to \pm \infty \), independently of \( \text{Re } z \). For \( z = \frac{\ell}{\ell_1} \sqrt{\lambda} \) this gives the following asymptotic expansion of \( M(\lambda) \in \mathbb{C}^{k\times k} \). In what follows, for brevity we will set

\[
D := \text{diag}(\deg v_1, \ldots, \deg v_k) \in \mathbb{N}^{k\times k},
\]

\[
\tilde{D} := \text{diag}(\deg v_{k+1}, \ldots, \deg v_n) \in \mathbb{N}^{(n-k)\times (n-k)}.
\]

**Lemma 4.4.** Suppose \( \lambda \to \infty \) in \( \mathbb{C} \) in such a way that \( \text{Im } \sqrt{\lambda} \to \pm \infty \), and recall the definition \( \ell^* := \min\{\ell_e : e \in \mathcal{E}\} > 0 \). Then \( M(\lambda) \) has the asymptotic expansion

\[
M(\lambda) = \pm i \sqrt{\lambda} D + O \left( \sqrt{\lambda e^2 \ell^* \text{Im } \sqrt{\lambda}} \right), \tag{4.3}
\]

**Proof of Lemma 4.4.** Recall the matrices \( R, C, K \) introduced in (3.7). Then the expression (3.6) for the coefficients of these matrices plus the asymptotics

\[
A_{ij} = \pm i + O \left( e^{\pi / 2 \ell_j \text{Im } \sqrt{\lambda}} \right), \quad B_{ij} = O \left( e^{\pi / 2 \ell_j \text{Im } \sqrt{\lambda}} \right)
\]

as \( \text{Im } \sqrt{\lambda} \to \pm \infty \), respectively, which follow from (4.1) and (4.2), imply that

\[
R = \pm i \sqrt{\lambda} D + O \left( \sqrt{\lambda e^2 \ell^* \text{Im } \sqrt{\lambda}} \right),
\]

as well as

\[
C, \quad C^T = O \left( \sqrt{\lambda e^2 \ell^* \text{Im } \sqrt{\lambda}} \right)
\]

and

\[
K = \pm i \sqrt{\lambda} \tilde{D} + O \left( \sqrt{\lambda e^2 \ell^* \text{Im } \sqrt{\lambda}} \right).
\]

From the latter, we obtain via an easy argument that \( K^{-1} = O(1 / \sqrt{\lambda}) \) and hence also

\[
C^T K^{-1} C = O \left( \sqrt{\lambda e^2 \ell^* \text{Im } \sqrt{\lambda}} \right).
\]

Combined with the asymptotic expansion for \( R \) and the representation (3.8) of \( M(\lambda) \), this immediately yields (4.3). \( \square \)

As a corollary of Lemma 4.4 we obtain that the \( k \) eigenvalues \( \alpha_1, \ldots, \alpha_k \) of \( M(\lambda) \) satisfy

\[
\alpha_j = \pm i \sqrt{\lambda} \deg v_j + O \left( \sqrt{\lambda e^2 \ell^* \text{Im } \sqrt{\lambda}} \right) \tag{4.4}
\]

as \( \text{Im } \sqrt{\lambda} \to \pm \infty \), \( j = 1, \ldots, k \); in fact, convergence of the corresponding eigenvectors of \( M(\lambda) \) to those of \( D \), that is, to the standard basis of \( \mathbb{C}^k \), also follows, but we will not need this. In other words, if the spectral parameter \( \lambda \to \infty \) in such a way that its distance to the positive real semi-axis tends to \( \infty \) (corresponding to \( \text{Im } \sqrt{\lambda} \to \pm \infty \)), then, counting possible multiplicities, we obtain \( k \) curves \( \alpha_j = \alpha_j(\lambda) \) in the \( \mathbb{C}^2 \)-plane, \( j = 1, \ldots, k \), each described asymptotically by the formula (4.4). To prove Theorem 1.2 it remains to “invert” these asymptotics, that is, express these curves as functions of \( \alpha_j \). For this part of the argument, we may essentially appeal to the proof given in [7, Section 9.1.3] for the corresponding statement on the interval.

**Proof of Theorem 1.2.** We assume that \( \alpha = (\alpha_1, \ldots, \alpha_k) \to \infty \) in \( \mathbb{C}^k \) and recall the two cases

1. \( \alpha_j \to \infty \) in a sector fully contained in the open left half-plane, for all \( 1 \leq j \leq m \);
2. \( \alpha_j \to \infty \) such that \( \text{Re } \alpha_j \) remains bounded from below as \( \alpha_j \to \infty \), for all \( m + 1 \leq j \leq k \).

We wish to show that for each \( \alpha_1, \ldots, \alpha_m \to \infty \) there exists a corresponding eigenvalue \( \lambda_1 = \lambda(\alpha_j) \) (here and throughout the proof we understand “eigenvalue” to mean “analytic curve of eigenvalues”) which behaves as asserted and that these \( m \) distinct eigenvalues \( \lambda_1, \ldots, \lambda_m \) are the only ones which diverge away from the positive real semi-axis.

Suppose first that \( \lambda \) is such an eigenvalue diverging away from the positive real semi-axis; then necessarily \( \text{Im } \sqrt{\lambda} \to \pm \infty \). By (4.4) we obtain \( k \) eigenvalues of \( M(\lambda) \), \( \alpha_1, \ldots, \alpha_k \), behaving like \( \alpha_j \sim \pm i \sqrt{\lambda} \deg v_j \).

Now fix \( j = 1, \ldots, m \). By the same inversion argument based on Rouché’s theorem that was used in [7, Section 9.1.3], there exists an eigenvalue \( \lambda = \lambda(\alpha_j) \) of \( -\Delta_{\mathcal{V}_n}^\gamma \) satisfying \( \lambda \sim -\alpha_j^2 / (\deg v_j)^2 \) and which has the asymptotical error term \( O(\alpha_j^2 e^2 \text{Re } \alpha_j) \) as \( \alpha_j \to \infty \). Since this works for each \( \alpha_j \) which diverges as described in (1), we arrive at \( m \) divergent eigenvalues, each of which satisfies (1.2).

Suppose now that there is an additional, \((m + 1)\)st divergent eigenvalue \( \lambda = \lambda(\alpha) \) which satisfies \( \text{Im } \sqrt{\lambda} \to \pm \infty \). Then, again, the matrix \( M(\lambda) \) has \( k \) eigenvalues satisfying (1.4). By assumption, \( \lambda \) is not an eigenvalue of \( -\Delta_{\mathcal{V}_n}^\gamma \) corresponding to the \( m \) curves found above, that is, it does not correspond
to $\alpha_1, \ldots, \alpha_m$. Hence, applying the same inversion procedure, there must be some $j_0 \in \{m+1, \ldots, k\}$ such that $\lambda$ corresponds to the eigenvalue $\alpha_{j_0}$ such that $\text{Re} \alpha_{j_0} \leftrightarrow \lambda$ described asymptotically by (4.3). But now a short argument shows that the condition $\text{Im} \sqrt{\lambda} \rightarrow \pm \infty$ together with the relation (4.3) implies that necessarily $\text{Re} \alpha_{j_0} \rightarrow -\infty$ as $\lambda \rightarrow \infty$. This contradicts the assumption (2), and we conclude that no such divergent eigenvalue $\lambda$ can exist which is not already among the $m$ found above.

Finally, we already know from Corollary 4.3 that each eigenvalue of $-\Delta^\alpha_{V_n}$ which does not diverge to $\infty$ converges to some eigenvalue of the Dirichlet Laplacian $-\Delta^0_{V_n}$ as $\alpha \rightarrow \infty$. □

5. Estimates on the numerical range and the eigenvalues

Here we wish to complement the asymptotic behaviour of the divergent eigenvalues described by Theorem 1.2 with concrete estimates on the location of the eigenvalues. We will present three sets of results which, while perhaps not surprising, give a fairly complete picture of the location spectrum for every fixed $\alpha$. We first consider the location of the so-called numerical range; we recall that for $V_R \subseteq V \in \mathcal{V}$ and the corresponding parameter vector $\alpha = (\alpha_1, \ldots, \alpha_k) \in \mathbb{C}^k$ (with $\alpha_j = \alpha(v_j)$) the numerical range of the form $a_\alpha$ given by (2.2) is, by definition, the set

$$W(a_\alpha) = \{a_\alpha[f, f] : \|f\|_2 = 1\} = \left\{\int_G |f|^2 \, dx + \sum_{j=1}^k \alpha_j |f(v_j)|^2 \mid \int_G |f|^2 \, dx = 1\right\} \subseteq \mathbb{C},$$

and that clearly every eigenvalue of the operator $-\Delta^\alpha_{V_n}$ is in $W(a_\alpha)$. Our first results give an estimate on the location of the set $W(a_\alpha)$ in the complex plane, analogous to those of [7, Section 6] for the complex Robin Laplacian on a domain in $\mathbb{R}^d$. This leads to bounds on the real part of the eigenvalues which are, in particular, sharp up to the first term of the asymptotics as $\alpha \rightarrow \infty$ in $\mathbb{C}^k$. In addition to these bounds, we also consider more precise estimates on the imaginary part of the eigenvalues afterwards.

For the numerical range, we consider the case of $\alpha \in \mathbb{C}^k$ and the case of vertex-independent $\alpha_1 = \ldots = \alpha_\ell =: \alpha \in \mathbb{C}$ separately. Notationally, for the fixed set $V_R = \{v_1, \ldots, v_k\}$ of Robin vertices we will always write

$$\mathcal{D} := \min_{j=1,\ldots,\ell} \deg v_j.$$ We also recall that $\ell_G = \min\{\ell_e : e \in \mathcal{E}\}$ is the length of the shortest edge in $G$. The proofs of all the following statements will be deferred to Section 6.

**Theorem 5.1** (The numerical range). (1) Let $\alpha \in \mathbb{C}^k$. Then the numerical range $W(a_\alpha)$, and in particular every eigenvalue of $-\Delta^\alpha_{V_n}$, is contained in the set

$$\Lambda_{G,\alpha} := \left\{t + \sum_{j=1}^k \alpha_j s_j : \tau_j \leq t \geq 0, \ s_j \in \left[0, \frac{2}{\mathcal{D}^2} \sqrt{\tau_j} + \frac{2}{\mathcal{D}^2} \right] \right\}, \quad \text{(5.1)}$$

where the numbers $0 \leq \tau_j \leq t$ satisfy $\sum_{j=1}^k \tau_j \leq t$.

(2) If $\alpha_1 = \ldots = \alpha_\ell =: \alpha \in \mathbb{C}$ is independent of $j = 1, \ldots, k$, then $W(a_\alpha)$ is contained in

$$\Lambda_{G,\alpha} := \left\{t + \alpha \cdot s \in \mathbb{C} : t \geq 0, s \in \left[0, \frac{2}{\mathcal{D}^2} \sqrt{t} + \frac{1}{\mathcal{D}^2} \right] \right\}. \quad \text{(5.2)}$$

Note that if $\text{Re} \alpha_j = \text{Re} \alpha(v_j) \geq 0$ for all $v_j \in V_R$, then $\text{Re} \lambda \geq 0$ automatically as well, whereas if the components of $\text{Re} \alpha$ are all negative or of indefinite sign, then $\text{Re} \lambda$ may be negative. The set $\Lambda_{G,\alpha}$ is depicted in Figure 5.1 in the simple case that $\alpha \in \mathbb{C}$ with $\text{Re} \alpha, \text{Im} \alpha > 0$.

We now turn to the estimates on the real part of the eigenvalues announced above, which also demonstrate the asymptotic optimality of the bounds on $\Lambda_{G,\alpha}$ (see Remark 5.3). For simplicity, in what follows, we will assume that $\alpha_1 = \ldots = \alpha_\ell =: \alpha \in \mathbb{C}$ is independent of $j = 1, \ldots, k$; a similar statement holds in the general case.

**Corollary 5.2** (The real part of the eigenvalues). Let $\alpha \in \mathbb{C}$ such that $\text{Re} \alpha < 0$. Then any eigenvalue $\lambda \in \sigma(-\Delta^\alpha_{V_n})$ satisfies

$$\text{Re} \lambda \geq -\frac{(\text{Re} \alpha)^2}{\mathcal{D}^2} + \frac{\text{Re} \alpha}{\mathcal{D}^2} \ell_G. \quad \text{(5.3)}$$

**Remark 5.3.** Theorem 1.2 implies the existence of an eigenvalue behaving like $-\alpha^2/\mathcal{D}^2$ as $\text{Re} \alpha \rightarrow -\infty$, meaning that the first term in (5.3) is correct in this regime. Actually, in the case of real negative $\alpha$ a test
Figure 5.1. The set $\Lambda_{G,\alpha}$ from Theorem 5.1(2), which contains the numerical range $W(a_\alpha)$, for a representative choice of $\text{Re}\alpha > 0$ and $\text{Im}\alpha > 0$, corresponding to the region between the curve $\partial\Lambda_{G,\alpha}$ and the real axis. The region is composed of the union of segments of the form $\{t + \alpha \cdot s \in \mathbb{C} : s \in [0, 2\sqrt{t/D + 1/D\ell_G}]\}$, each of slope $\text{Im}\alpha/\text{Re}\alpha$, for different values of $t \geq 0$; the parallel lines show these segments for selected values of $t_1, t_2, t_3 > 0$. Their endpoints form a parabolic section of $\partial\Lambda_{G,\alpha}$ open to the right.

function argument can be used to give a complementary upper bound on the smallest (real) eigenvalue $\lambda_1(\alpha) := \min \sigma(-\Delta_{\alpha}^R)$; namely, we have

$$\lambda_1(\alpha) \leq \begin{cases} \frac{\alpha^2}{4D^2} - \frac{2\alpha}{D\ell_G} - \frac{1}{\ell_G} = - \left[ \frac{\alpha}{D} + \frac{1}{\ell_G} \right]^2 & \text{if } \alpha < \frac{D}{\ell_G} < 0, \\ k\alpha |\mathcal{G}| + O(\alpha^2) & \text{for all } \alpha < 0, \end{cases}$$

(5.4)

where $k = |\mathcal{V}_R|$ is the number of Robin vertices and $|\mathcal{G}|$ is the total length of $\mathcal{G}$; we will prove (5.4) in Section 6. Regarding the second term, we observe that as $\alpha \to -\infty$, we have $\lambda_1(\alpha) = -\alpha^2/D^2 + o(\alpha^{-\infty})$; while as $\alpha \to 0$, since $\lambda_1'(0) = 1/|\mathcal{G}|$ (see [5, Proposition 3.1.6] and use that the eigenfunctions for $\lambda_1(0) = 0$ are constant), $\lambda_1(\alpha) = k\alpha |\mathcal{G}| + O(\alpha^2)$ as $\alpha \to 0$.

Hence there can be no “correct” coefficient $c \in \mathbb{R}$ of $\alpha$ in any (upper or lower) bound of the form $-\alpha^2/D^2 + ca$ which is valid for all $\alpha < 0$ and asymptotically sharp for $\alpha \to 0$ and $\alpha \to -\infty$.

We finish with a more precise statement about the imaginary parts of the eigenvalues.

**Theorem 5.4** (The imaginary part of the eigenvalues). Let $\alpha \in \mathbb{C}^k$.

1. If $\text{Re}\alpha_j \geq 0$ for all $j = 1, \ldots, k$, then any eigenvalue $\lambda$ of $-\Delta_{\alpha}^R$ satisfies

$$|\text{Im}\lambda| \leq \max_{j=1,\ldots,k} \frac{|\text{Im}\alpha_j|}{\deg v_j} \left[ 2\sqrt{\text{Re}\lambda} + \frac{1}{D\ell_G} \right].$$

(5.5)

2. If $\text{Re}\alpha_j < 0$ for at least one $j = 1, \ldots, k$, then for every $0 < \varepsilon < 1$ there exists a constant $C = C(\varepsilon) > 0$ depending on $\mathcal{G}$ and each $\text{Re}\alpha_j < 0$ such that

$$|\text{Im}\lambda| \leq \max_{j=1,\ldots,k} \frac{|\text{Im}\alpha_j|}{\deg v_j} \left[ 2(1 - \varepsilon)\sqrt{\text{Re}\lambda} + C + \frac{1}{D\ell_G} \right].$$

(5.6)

6. Proofs of the estimates

In this section we prove the statements collected in Section 5. Theorems 5.1 and 5.4 will follow from a kind of “trace-type” inequality which allows us to control precisely the value that an arbitrary $H^1$-function takes at a given vertex in terms of certain subgraphs around it. This should be compared with
Proof of Lemma 6.1. To this end, we first require some notation. Let \( \xi : \mathcal{E} \to (0, 1] \) be an edge-dependent length scaling factor. Given any vertex \( v_j \in \mathcal{V} \), we denote by

\[
\mathcal{S}_j^\xi := \bigcup_{e \sim v_j} \xi(e)e
\]

the star subgraph of \( \mathcal{G} \) whose central vertex is \( v_j \) and whose pendant edges are the edges \( e \) incident with \( v_j \), scaled by the factor \( \xi(e) \in (0, 1] \). We will always make the identification that \( \mathcal{S}_j^\xi \) is a subgraph of \( \mathcal{G} \); in particular, we will treat the scaled edge \( \xi(e)e \subset \mathcal{S}_j^\xi \) as a subset of the edge \( e \subset \mathcal{G} \). In particular, for \( \xi(e) \equiv 1 \), the star \( \mathcal{S}_j^1 \) is the union of all edges in \( \mathcal{G} \) incident with \( v_j \); call this the spanning star at \( v_j \). For an arbitrary collection \( \mathcal{V}_0 \subset \mathcal{V} \) of vertices, we denote by \( \mathcal{G}_0 \) the subgraph consisting of the union of all spanning stars of all vertices \( v \in \mathcal{V}_0 \). (For example, if \( \mathcal{G} \) is a star, then the spanning star of the central vertex is the whole of \( \mathcal{G} \), while the spanning star of any of the degree one vertices is just a single edge.)

We also define, for any subgraph \( \mathcal{G}' = (\mathcal{V}', \mathcal{E}') \) of \( \mathcal{G} \),

\[
\ell_{\mathcal{G}'} := \min_{e \in \mathcal{E}'} \ell_e
\]

as the length of the shortest edge \( e \) of \( \mathcal{G}' \); and, as usual, we set \( \|f\|_{\mathcal{G}'} := \|f\|_{\mathcal{G}', 2} \) to be the \( L^2(\mathcal{G}') \)-norm of \( f \).

Lemma 6.1. Let \( \xi : \mathcal{E} \to (0, 1] \) and \( v_j \in \mathcal{V} \) be arbitrary and denote by \( \mathcal{S}_j^\xi \) the scaled star at \( v_j \) as described above. Then

\[
\deg v_j|f(v_j)|^2 \leq 2\|f\|_{\mathcal{G}_0} \|f'\|_{\mathcal{G}_0} + \frac{1}{\ell_{\mathcal{S}^\xi}} \|f\|_{\mathcal{S}^\xi}^2.
\]

(6.1)

for all \( f \in H^1(\mathcal{G}) \). Moreover, if \( \mathcal{V}_0 \subset \mathcal{V} \) is an arbitrary set of vertices of \( \mathcal{G} \) and \( \mathcal{G}_0 \) is the subgraph union of spanning stars for \( \mathcal{V}_0 \) as described above, then we have the estimate

\[
\sum_{v_j \in \mathcal{V}_0} \deg v_j|f(v_j)|^2 \leq 2\|f\|_{\mathcal{G}_0} \|f'\|_{\mathcal{G}_0} + \frac{1}{\ell_{\mathcal{G}_0}} \|f\|_{\mathcal{G}_0}^2.
\]

(6.2)

For the proof, we will use the following cut-off functions; for each \( v_j \in \mathcal{V} \), we define \( \varphi_j \in H^1(\mathcal{G}) \) with support in \( \mathcal{S}_j^\xi \) by setting

\[
\varphi_j^\xi(x) = \begin{cases} 
1 - \frac{\text{dist}(x, v_j)}{\xi(e)x} & \text{if } x \in \xi(e)e \subset \mathcal{S}_j^\xi \\
0 & \text{otherwise.}
\end{cases}
\]

(6.3)

Then clearly \( 0 \leq \varphi_j^\xi \leq 1 \); moreover, since we are assuming that \( \mathcal{G} \) does not have any loops, if \( \xi(e) = 1 \) for all \( e \) then the collection \( \{\varphi_j^\xi\}_{j=1}^n \) is a partition of unity.

Proof of Lemma 6.1. Let \( v_j \in \mathcal{V} \) be arbitrary, let \( \mathcal{S}_j^\xi \) and \( \varphi_j^\xi \) be as described above, and let \( f \in H^1(\mathcal{G}) \) be arbitrary. Then for each edge \( \xi(e)e \) of \( \mathcal{S}_j^\xi \) the fundamental theorem of calculus on that interval applied to the function \( |f|^2 \varphi_j^\xi \) plus the fact that \( \varphi_j^\xi(0) = 0 \) gives

\[
|f(v_j)|^2 = \int_0^{\xi(e)x} (|f|^2 \varphi_j^\xi)' \, dx = \int_0^{\xi(e)x} 2\varphi_j^\xi \Re(f'f^*) + |f|^2 \varphi_j^\xi' \, dx,
\]

and summing over all edges \( \xi(e)e \sim v_j \) yields

\[
\deg v_j|f(v_j)|^2 = \int_{\mathcal{S}_j^\xi} 2\varphi_j^\xi \Re(f'f^*) + |f|^2 \varphi_j^\xi' \, dx \leq 2\|\varphi_j^\xi\|_{L^\infty} \|f\|_{\mathcal{S}_j^\xi} \|f\|_{\mathcal{S}_j^\xi} + \|\varphi_j^\xi\|_{L^\infty} \|f\|_{L^2}^2.
\]

Using that \( \|\varphi_j^\xi\|_{L^\infty} = 1 \) and \( \|\varphi_j^\xi\|_{L^\infty} = 1/\ell_{\mathcal{S}^\xi} \) yields (6.1). For (6.2), we argue similarly but distinguish edges which are incident with two vertices of \( \mathcal{V}_0 \). More precisely, if \( v_i, v_j \in \mathcal{V}_0 \) are two distinct vertices and \( v_i \sim e \sim v_j \), then we write \( \mathcal{S}_j = \mathcal{S}_j^1 \) for the trivial scaling factor \( \xi = 1 \) (as well as \( \varphi_j = \varphi_j^1 \)) and obtain the estimate

\[
|f(v_i)|^2 + |f(v_j)|^2 = \int_0^{\xi(e)} 2\varphi_i \Re(f'f^*) + |f|^2 \varphi_i' + 2\varphi_j \Re(f'f^*) + |f|^2 \varphi_j' \, dx.
\]

But since \( \varphi_i = 1 - \varphi_j \) and \( \varphi_i' = -\varphi_j' \) on \( e \), this reduces to

\[
|f(v_i)|^2 + |f(v_j)|^2 \leq 2\|f\|_e \|f'\|_e.
\]
We now sum over all edges $e \in \mathcal{G}_0 = \bigcup_{v_i \in \mathcal{V}_0} \mathcal{S}_j$ both of whose incident vertices are in $\mathcal{V}_0$. To these we also sum the estimates

$$|f(v_i)|^2 \leq 2\|f\|_e \|f'\|_e + \frac{1}{\ell_e} \|f\|_e^2,$$

as obtained above, over all edges $e \in \mathcal{E}_0$ which have only one incident vertex $v_i$ in $\mathcal{V}_0$. Since each edge in the union $\mathcal{G}_0$ of the spanning stars of $\mathcal{V}_0$ is counted only once, this yields

$$\sum_{v_j \in \mathcal{V}_0} \deg v_j |f(v_j)|^2 \leq 2\|f\|_{\mathcal{G}_0} \|f'\|_{\mathcal{G}_0} + \frac{1}{\ell_{\mathcal{G}_0}} \|f\|_{\mathcal{G}_0}^2,$$

that is, (6.2).

We can now give the proofs of Theorems 5.1 and 5.4.

**Proof of Theorem 5.1.** (1) Let

$$\lambda = \|f'\|_G^2 + \sum_{j=1}^{k} \alpha_j |f(v_j)|^2,$$

$f \in H^1(\mathcal{G}), \|f\|_G = 1$, be any point in $W(\alpha_s)$. If we set $t := \|f'\|_G^2, s_j := |f(v_j)|^2$ for each $v_j \in \mathcal{V}_R$ and we consider $\mathcal{S}_{\mathcal{G}}^j$ for $\xi(e) = 1/2$ for each $e \sim v_j$, then the stars $\mathcal{S}_{\mathcal{G}}^j$ are all pairwise disjoint, $j = 1, \ldots, k$. Then $\lambda$ has the form $\lambda = t + \sum_{j=1}^{k} \alpha_j s_j$, and the first statement of Lemma 6.1 (together with the estimate that every star $\mathcal{S}_{\mathcal{G}}^{1/2}$ has length at least $\ell_{\mathcal{G}}/2$) yields $s_j \leq \frac{2}{\delta} \sqrt{\tau_j} + \frac{2}{\delta \ell_{\mathcal{G}}}$ for each $j = 1, \ldots, k$, where the $\tau_j = \|f\|_G^{1/2}$ are as in the statement of the theorem.

(2) Here we set $t := \|f'\|_G^2$ as before, but now $s := \sum_{j=1}^{k} |f(v_j)|^2$, $\lambda$ has the form $\lambda = t + \alpha s$, and the estimate (6.2) from Lemma 6.1 implies that $s \leq \frac{2}{\delta} \sqrt{t} + \frac{1}{\delta \ell_{\mathcal{G}}}$. 

**Proof of Theorem 5.4.** (1) We simply note that, if $f \in H^1(\mathcal{G})$ is an eigenfunction corresponding to $\lambda$, normalised so that $\|f\|_G = 1$, then by the second statement of Lemma 6.1 applied to the union $\mathcal{G}_0$ of the stars $\mathcal{S}_j$, $j = 1, \ldots, k$, whose total length we estimate from below by $\ell_{\mathcal{G}}$

$$|\text{Im } \lambda| = \left| \sum_{j=1}^{k} \text{Im } \alpha_j |f(v_j)|^2 \right| \leq \sum_{j=1}^{k} \frac{|\text{Im } \alpha_j|}{\deg v_j} \deg v_j |f(v_j)|^2 \leq \max_{j=1, \ldots, k} \frac{|\text{Im } \alpha_j|}{\deg v_j} \left[ 2\|f'\|_G^2 + \frac{1}{\ell_{\mathcal{G}}} \right],$$

where the last inequality follows from taking the real part of the quadratic form (2.2) for $\lambda \in \mathbb{C}$ since $\text{Re } \alpha$ was assumed non-negative.

(2) We use the following weighted trace inequality: fix $k' \in \{1, \ldots, k\}$ such that (after relabelling the $v_1, \ldots, v_k$ if necessary) $\text{Re } \alpha_j < 0$ if and only if $j \leq k'$. Then for every $\delta > 0$ there exists a constant $C = C(\mathcal{G}, \text{Re } \alpha_{1}, \ldots, \text{Re } \alpha_{k'}, \delta)$ such that

$$0 \leq \sum_{j=1}^{k'} (-\text{Re } \alpha_j) |f(v_j)|^2 \leq \delta \|f'\|_G^2 + C \|f\|_G^2,$$

for all $f \in H^1(\mathcal{G})$, which can be obtained from the usual trace inequality by a standard $\varepsilon$-$C(\varepsilon)$ argument. Since for the eigenfunction $f$, normalised so that $\|f\|_G = 1$,

$$\text{Re } \lambda = \|f'\|_G^2 + \sum_{j=1}^{k} \text{Re } \alpha_j |f(v_j)|^2 \geq \|f'\|_G^2 - \delta \|f'\|_G - C$$

it follows that

$$\|f'\|_G \leq \frac{\sqrt{\text{Re } \lambda + C}}{\sqrt{1 - \delta}}.$$
If we now write $1 - \varepsilon$ for $1/\sqrt{1 - \delta}$, then the same argument as in (1), viz.

$$|\text{Im}\lambda|\leq\frac{1}{\delta}\sum_{j=1}^{k}\frac{|\text{Im}\alpha_j|}{\text{deg}v_j}\left[\frac{2\|f\|_{\mathcal{G}}}{\delta} + \frac{1}{\mathcal{D}t_0}\right],$$

leads to (5.6).

**Proof of Corollary 5.2.** This follows directly from Theorem 5.1 (2); indeed, for any eigenvalue $\lambda$

$$\text{Re}\,\lambda = t + \text{Re}\,\alpha \cdot s \geq t + \text{Re}\,\alpha \left(\frac{2\sqrt{t}}{\delta} + \frac{1}{\mathcal{D}t_0}\right).$$

A short calculation shows that the latter expression is minimised over all possible $t > 0$ when $t = \alpha^2/\mathcal{D}^2$; this then yields 5.3.

We now prove the complementary upper estimates 5.4 in the case that $\alpha$ is real and negative and
finish with the proof of Theorem 1.3. Both will rely on the variational (min-max) characterisation of the eigenvalues, valid for all real $\alpha$ (see, e.g., [3, Section 4.1]), as well as the following eigenvalue estimate for stars.

**Lemma 6.2.** Let $\mathcal{S}$ be a star with a Robin parameter of strength $\alpha$ at its central vertex of degree $\mathcal{D}$ and Dirichlet conditions at all other vertices. Then its first eigenvalue $\lambda_1^D(\alpha, \mathcal{S})$ satisfies

$$\lambda_1^D(\alpha, \mathcal{S}) \leq -\left(\frac{\alpha}{\mathcal{D}} + \frac{1}{t_0}\right)^2 < 0$$

if $\alpha < -\frac{2}{\mathcal{D}}$, where as before $t_0$ denotes the length of the shortest edge of $\mathcal{S}$.

**Proof of Lemma 6.2.** We observe that the secular equation for $-\lambda_1^D(\alpha, \mathcal{S}) > 0$ reads

$$\sqrt{\lambda}\coth(\sqrt{\lambda}t_0) = -\frac{\alpha}{\mathcal{D}},$$

that is, $-\lambda_1^D(\alpha, \mathcal{S})$ is the smallest solution $\lambda > 0$ of this equation. This follows from a short calculation using the vertex conditions and the symmetry property that the eigenfunction must be invariant under permutations of the $\mathcal{D}$ equal edges of $\mathcal{S}$ (cf., e.g., [3, Section 5]). Now the elementary inequality

$$\coth(x) \leq \frac{1}{x} + 1, \quad x > 0,$$

applied to the left-hand side of (6.5) gives

$$\frac{1}{t_0} + \sqrt{\lambda} \geq -\frac{\alpha}{\mathcal{D}}.$$

This is nontrivial if and only if $\alpha < -\mathcal{D}/t_0$. In this case, rearranging gives (6.4).

**Proof of the upper bound in Remark 5.3.** The bound $\lambda_1(\alpha, \mathcal{G}) \leq \alpha k/|\mathcal{G}|$ follows immediately from taking $f \equiv 1$, that is, the eigenfunction corresponding to $\alpha = 0$, as a test function in the variational characterisation. The other estimate will follow immediately from Lemma 6.2 and the inequality

$$\lambda_1(\alpha, \mathcal{G}) \leq \lambda_1^D(\alpha, \mathcal{S}),$$

where $\mathcal{S} = \mathcal{S}_1^1$ is the star subgraph of $\mathcal{G}$ with central vertex $v_1$ (which we recall has degree $\text{deg}v_1 = \mathcal{D} = \min_{j=1,\ldots,k}\text{deg}v_j$), as introduced above. This inequality, in turn, follows since the eigenfunction associated with $\lambda_1^D(\alpha, \mathcal{S})$, extended by zero to the rest of $\mathcal{G}$, may thus be canonically identified with a function in $H^1(\mathcal{G})$ whose Rayleigh quotient is exactly equal to $\lambda_1^D(\alpha, \mathcal{S})$; equivalently, we may appeal directly to [3, Theorem 3.10(1)].

We finish with the proof of Theorem 1.3

**Proof of Theorem 1.3.** The existence of $k$ eigenvalues with the claimed asymptotics, and the fact that non-divergent eigenvalues converge to points in $\sigma(-\Delta^D_R)$ follow immediately from Theorem 1.2. We next show that there are no more than $k$ divergent eigenvalues. This follows from a standard interlacing statement: denoting the $k$th eigenvalue of $-\Delta^D_R$ (counted with multiplicities) by $\lambda_k^D$, since the forms associated with $-\Delta^D_R$ and $-\Delta^D_R$ agree on the form domain $H^1_0(\mathcal{G}, \mathcal{V}_R)$ of the latter, and the quotient space $H^1(\mathcal{G})/H^1_0(\mathcal{G}, \mathcal{V}_R)$ has dimension $k$, it follows from the min-max characterisation of the eigenvalues that

$$\lambda_{j-k}^D \leq \lambda_j(\alpha) \leq \lambda_j^D,$$
for all $\alpha \in \mathbb{R}$ and all $j \geq k + 1$ (see also, e.g., [3 Section 3.1.6] or [3 Sections 3.1 and 4.1]). Hence $\lambda_j(\alpha)$ remains bounded whenever $j \geq k + 1$, and so by Corollary 1.3 converges to an eigenvalue of the Dirichlet Laplacian.

It remains to prove that for $\alpha < -2 \max_{j=1,\ldots,k} \left\{ \frac{\deg v_j}{\ell_j} \right\}$ the Robin Laplacian has exactly $k$ negative eigenvalues: by the above reasoning, it suffices to find one fixed $\alpha$ for which it has at least $k$ such negative eigenvalues. To this end, for each $j = 1, \ldots, k$, we consider each star $S_j^{1/2}$ subgraph of $G$ with Robin condition at its central vertex $v_j$; denote by $\psi_j$ the test function equal to the eigenfunction for $\lambda_j^0(\alpha, S_j^{1/2})$ on $S_j^{1/2}$, extended by zero to a function in $H^1(G)$, and whose Rayleigh quotient equals $\lambda_j^0(\alpha, S_j^{1/2})$. Then, since the supports of $\psi_j$ are pairwise disjoint, we can define the $k$-dimensional space $H_k := \bigoplus_{j=1}^k \psi_j \subset H^1(G)$ as a space of test functions for $\lambda_k(\alpha, G)$. If we choose any

$$\alpha < -2 \max_{j=1,\ldots,k} \left\{ \frac{\deg v_j}{\ell_j} \right\},$$

then by Lemma 6.2 each function $\psi_j$, and thus every function in $H_k$ has a negative Rayleigh quotient (where one should not forget the scaling factor $2\rho_j^{1/2} = \ell_j$). It follows from the min-max characterisation that $\lambda_k(\alpha, G) < 0$ for such $\alpha$.

\[ \Box \]
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