A SSIM Guided cGAN Architecture For Clinically Driven Generative Image Synthesis of Multiplexed Spatial Proteomics Channels
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Abstract—Histopathological work in clinical labs often relies on immunostaining of proteins, which can be time-consuming and costly. Multiplexed spatial proteomics imaging can increase interpretive power, but current methods cannot cost-effectively sample the entire proteomic retinue important to diagnostic medicine or drug development. To address this challenge, we developed a conditional generative adversarial network (cGAN) that performs image-to-image (i2i) synthesis to generate accurate biomarker channels in multiplexed spatial proteomics images. We approached this problem as missing biomarker expression generation, where we assumed that a given n-channel multiplexed image has p channels (biomarkers) present and q channels (biomarkers) absent, with p+q=n, and we aimed to generate the missing q channels. To improve accuracy, we selected p and q channels based on their structural similarity, as measured by a structural similarity index measure (SSIM). We demonstrated the effectiveness of our approach using spatial proteomic data from the Human BioMolecular Atlas Program (HuBMAP), which we used to generate spatial representations of missing proteins through a U-Net based image synthesis pipeline. Channels were hierarchically clustered by SSIM to obtain the minimal set needed to recapitulate the underlying biology represented by the spatial landscape of proteins. We also assessed the scalability of our algorithm using regression slope analysis, which showed that it can generate increasing numbers of missing biomarkers in multiplexed spatial proteomics images. Furthermore, we validated our approach by generating a new spatial proteomics data set from human lung adenocarcinoma tissue sections and showed that our model could accurately synthesize the missing channels from this new data set. Overall, our approach provides a cost-effective and time-efficient alternative to traditional immunostaining methods for generating missing biomarker channels, while also increasing the amount of data that can be generated through experiments. This has important implications for the future of medical diagnostics and drug development, and raises important questions about the ethical implications of utilizing data produced by generative image synthesis in the clinical setting.

Index Terms—cancer imaging, image synthesis, CODEX, multiplexed image synthesis

I. INTRODUCTION

Immunohistochemical (IHC) techniques have long been used in the visualization of tissues for both research and clinical purposes [1]. The shift from chromogenic peroxidase conjugated antibodies to fluorescent reporters was a driving catalyst in the adoption of IHC as a tool for biomarkers of human disease [2], [3]. Multiplexed IHC (mIHC) of CDX2 and SOX2 in histological stains has successfully been used as a marker for primary colorectal cancer [4]. Unfortunately, due to restrictions in fluorescent microscopy, traditional Immunofluorescence (IF) mIHC techniques are limited to 3 protein markers in addition to the nucleic marker molecule 4',6-diamidino-2-phenylindole (DAPI) [5]. Flow cytometry has revealed that accurate characterization of certain cell populations requires at least 12-18 unique markers [6]. New techniques in DNA oligo based fluorescent reporters, such as CODEX/Phenocycler-Fusion, have increased the number of simultaneous markers from 22-36, with each marker saved as a channel on an n-channel image [7], [8]. Computational analysis of IHC images has also progressed significantly since the adoption of machine learning into
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biological analysis workflows. Canonical methods of cell identification by hand or color segmentation have given way to new edge-based and machine learning guided techniques [9]. A convolutional neural network using U-Net architecture classified 6 cell types in a colored chromagen IHC stain but required multiple stained slides of different sections to do so [10], [11]. Multiple other studies have applied deep learning segmentation to classification of nuclei, cancer types, and tumor microenvironments [12]–[14]. Current implementations are hampered by low throughput of protein marker visualization or relegated to meta analysis of collective data sets. The problem of multiplexing can be solved by the computational generation of imaging data through Generative Adversarial Networks (GANs). The pix2pix algorithm developed in 2017 [15], has allowed translational generation of images of high photo-realism. GANs have already seen wide adoption in medical imaging, with over 100 papers published so far using GANs to generate MRI, CT, PET, and Tomography data [16], [17], [18], successfully utilized generated data to de-noise low dose liver CT images, preserving tissue morphology in a clinically relevant way. While such novel uses of GANs may be useful in reducing cost and wait times for life saving medical treatments, there are numerous ethical considerations for using generated data in patient care. The use of GANs in the generation of protein IHC stains from low multiplexed tissue has not been fully explored. A handful of studies have already demonstrated the ability for GANs to segment cells using multiplexed IHC [19], [20]. From this data, [16] proposed that stain-to-stain translation through GANs would be possible with large, multiplexed tissue stain experiments as training data. [21] recently developed a random channel GAN algorithm to compute missing data from tissue stained sequentially with 11 different markers but were impeded by the limitations of indirect IF staining. Additionally, recent methods have proposed image to ‘omics translation algorithms [22], [23].

In this paper, we present a cGAN-based image-to-image translation technique that generates novel protein channels in multiplexed CODEX images. Our method utilizes experimental data from HuBMAP, as well as data generated in the wetlab to evaluate its efficacy. This approach significantly extends beyond previous work by [21], which only used 11 markers, by utilizing multiplexed data with 29 markers. Our proposed architecture employs an automatic SSIM-based channel selection component that facilitates scaling to higher numbers of channels. We trained models on dozens of markers from the same slide and successfully generated new data in cancerous IHC slides with limited marker multiplexing. In the following sections, we provide a detailed overview of our proposed model architecture, followed by the implementation and evaluation of generative image synthesis on HUBMAP data. We then discuss the methodology for determining the optimal scaling of the model and selecting training channels using SSIM. Furthermore, we present the clinical validation of our model and showcase clinically relevant generative images. Finally, we provide a discussion of our results and conclusions drawn from our study.

II. OVERVIEW OF MODEL ARCHITECTURE

Figure 1A shows an overview of the U-NET based cGAN network architecture consisting of a generator and discriminator network that was derived from the pix2pixHD architecture [25]. We have used the [26] implementation as the baseline for our network. Rather than random noise like in a GAN network, our cGAN takes in conditional channels as input and tries to predict CODEX/PhenoCycler-Fusion channels that were either held out during training or not experimentally collected during inference. Our model improves image synthesis iteratively by the loss function first introduced in [27] where LGAN (Equation 1) and L1 (Equation 2) are used to derive our objective function (Equation 3), and Generator (G) tries to reduce the objective while Discriminator (D) attempts to achieve greater. Here x,y are the input image and target image.

$$L_{GAN}(G, D) = \mathbb{E}_y [\log D(y)] + \mathbb{E}_x [\log (1 - D(G(x)))]$$

$$L_{L1}(G) = \mathbb{E}_{x,y} [||y - G(x)||_1]$$

$$G^* = \arg \min_G \max_D \mathbb{E}_{x,y} [L_{GAN}(G, D) + \lambda L_{L1}(G)]$$

All trainings were run for 1000 epochs, and the best models with the lowest validation losses were saved to synthesize multichannel images in test set. We validated our model by splitting training samples using an 80:20 split. We have integrated the structural similarity index measure (SSIM) measure (Figure 1B) to detect similar spatial proteomics channels (each representing a different protein in a spatial context) to find the optimal small set of channels to condition the cGAN on such that it can synthesize a much larger set of channels that were not experimentally collected [28].

III. GENERATIVE IMAGE SYNTHESIS ON HUBMAP DATA

As an initial pilot to test the feasibility of producing photo-accurate CODEX/PhenoCycler Fusion channels through generative synthesis, we predicted held out channels when our model was trained on publicly available images obtained through HuBMAP [29]. For this training, 21 images with 29 protein channels each from lymph node, spleen, and thymus tissues, were downsampled to 1024 by 1024 pixels and normalized using the transform function in skimage.io [30]. The DAPI channel, which stains nuclei by binding adenine-thymine rich DNA [31], was near perfectly recapitulated in lymph node sections from HuBMAP training data retaining high similarity to tissue morphology and pixel intensity (Figure 1C). These results are especially surprising because the majority of channels represent stains of cell surface protein markers, highlighting the need for adequate marker selection in input training data.

As a result we demonstrate the ability of our model to generate photo-realistic images that retain morphological features of the underlying tissue (Figure 2).
Fig. 1. Overview of model architecture showing how DAPI is generated. (A) A cGAN model was used to predict missing channels from multiplexed spatioproteomic data generated on the CODEX/phenocycler platform. Training data sets were divided into training and validation data sets based on random sampling. Iterative models were developed off inclusion of multiple marker channels. U-Net is illustrated using visualkeras package ([24]) (B) Heuristic clustering by SSIM removed presence bias of marker channels in test image data sets. (C) cGAN accurately predicted DAPI channels in HuBMAP data sets. Generated images were single channeled falsely colored in figure.

Fig. 2. Real stained protein channels are displayed next to 4 generated single channel predictions. Channels shown in this figure are Podoplanin, PanCK, Vimentin, and SMActin.

IV. OPTIMAL SCALING OF MODEL AND SELECTION OF TRAINING CHANNELS WITH SSIM

We perform hierarchical clustering on our training channels and leverage the structural similarity index measure (SSIM) to heuristically select a minimal optimal group of channels to recapitulate the full set of channels during synthesis. For inclusion of the SSIM based channel selection in the model architecture, the derivation from Wang is used below [32]. We hypothesized that individual terms comparing proteomics channels in the context of luminance (Equation 4), contrast (Equation 5), and structure (pixel values being affected by those in close spatial proximity, Equation 6) are each important in representing actual biological information regarding arrangement and interactions between proteins when considered in a spatial context. It is important to note that luminance, contrast, and structure can be independent and represent different aspects of underlying biology of the spatial proteome, which we have outlined below.

\[
I(x, y) = \frac{2\mu_x\mu_y + C_1}{\mu_x^2 + \mu_y^2 + C_1}
\]  

(Equation 4)
Fig. 3. SSIM based clustering of multiplexed protein channels improves prediction in sparse multichannel protein data sets. (A) Clusters of single channel protein data are represented by different colors on SSIM dendrogram. (B) Loss values are reported for cluster based selection of markers in comparison to the random assignment of markers sampled from all clusters dependent upon percent of total markers sampled from clusters. (C) Correlation accuracy between single protein channels reinforces cluster assignment. Scale of correlation value indicated on right hand side shown in color value between negative one and one.

As the CODEX/Phenocycler Fusion platform was utilized to generate all experimental data parsed in this paper, the output we have to guage spatial presence of protein in a tissue is fluorescence, meaning that the luminance comparison term (Equation 4) in non-simplified SSIM (Equation 7) represents the actual localization and relative quantity of proteins in a channel without accounting for interactions in tissue.

Use of a contrast comparison term (Equation 5) as a component of SSIM is important as it indicates relative abundance of a specific protein compared against all other proteins at a specific cartesian coordinate in a slide. Contrast also represents areas of the tissue where proteins aggregate in a perturbed fashion such as complex areas at tumor/immune interfaces.

Use of a structure comparison term (Equation 6) contextualizes how pixels correlate with each other when they are in close spatial proximity. In the context of the spatial proteome, this can represent how complex multimers of different proteins arrange with each other spatially.

SSIM\(\alpha, \beta, \gamma\) are the weights. The pixel sample mean of \(x\) and \(y\) denoted by \(\mu_x, \mu_y\). The variances of \(x\) and \(y\) are \(\sigma_x^2, \sigma_y^2\). The covariance between \(x\) and \(y\) is \(\sigma_{xy}\). \(C_1, C_2, C_3\) are three variables used to stabilize the division.

An SSIM metric including all three important yet relatively independent terms representing different facets of the underlying biology of the spatial proteome (luminance for representing position and absolute amount of protein, contrast for representing relative abundance between proteins and complex tissue structures, and structure for representing aggregation of multimers within pixel-bounded space) is displayed in Equation 7. For leveraging SSIM to guide the cGAN architecture to be biologically relevant, the simplified version from [32] that is reproduced in Equation 8 was utilized.

In the above equations, \(x\) and \(y\) are two images, \(\alpha, \beta, \gamma\) are the weights. The pixel sample mean of \(x\) and \(y\) denoted by \(\mu_x, \mu_y\). The variances of \(x\) and \(y\) are \(\sigma_x^2, \sigma_y^2\). The covariance between \(x\) and \(y\) is \(\sigma_{xy}\). \(C_1, C_2, C_3\) are three variables used to stabilize the division.

This paradigm was used to hierarchically cluster protein channels from HuBMAP images (Figure 3A). To further gauge
the utility of SSIM based cluster assignments, the correlation between all pairwise protein channels in the HuBMAP data was calculated and plotted as a heatmap (Figure 3C).

We show that our channel selection algorithm minimizes training loss of the generative cGAN performing the image to image synthesis on 20% held out test set (Figure 3B). This figure demonstrates that choosing training channels based on the SSIM heuristic has a considerable advantage in term of the loss reduction in almost all different scenarios of choosing channels sizes as juxtaposed to randomly selecting the same number of channels for training.

So far, we have shown how using SSIM as a heuristic leads to performance that is better than random channel selection for generative channel synthesis. Yet, with the fast pace that spatial proteomics technologies such as CODEX/Phenocyler-Fusion are growing, we anticipate that it will be possible to multiplex hundreds of channels simultaneously in the near future. Here we introduce the concept of normalized loss as an estimate for the expected value of loss for individual prediction channels (Equation 9) to discuss our model’s ability to expand to images with a higher number of channels. We use this index to desensitize the loss values with respect to the number of predictive channels so that we can use the number of training channels as a proxy for the total number of channels available to train on. In simpler words, in our model settings, as the number of prediction channels increases, the number of training channels decreases making the problem twice as hard. The normalized loss takes care of the first variable, giving us a fair index for comparing models.

\[
\hat{L} = \frac{L}{\text{number of prediction channels}} \quad (9)
\]

Figure 4 illustrates the normalized generator loss when using SSIM as a heuristic for choosing the channels to train on as the number of available channels increases. By visually inspecting our network, generated images with generator test loss of less than 65 provide informative spatial details and are considered good quality (Figure 3B). With the same rate of expected test loss per prediction channel (regression slope \(= 0.4706\)), we can anticipate that our model would have acceptable performance for CODEX images with higher of channels. The large number of parameters in the current SSIM-guided cGAN makes it theoretically possible to fit higher dimensions.

V. CLINICAL VALIDATION OF MODEL

We experimentally generated in the wet lab a new unpublished spatial proteomics dataset of lung adenocarcinoma sections using the Akoya Biosciences CODEX/Phenocyler-Fusion system. To evaluate the ability of our model to predict protein channels in generalized tissue images (i.e. from different organs and disease states than the HuBMAP model was trained on), we generated channels from new human lung adenocarcinoma tissue sections, using training data from HuBMAP samples. We took sections of lung tissue taken from 5 patients (Supplementary Table 1) and stained them for CD11c, CD15, CD21, CD31, CD4, CD8, CD45, and DAPI using the CODEX/Phenocycler-fusion platform. The per-pixel variance between real and generated DAPI channels in lung adenocarcinoma sections was comparable to that predicted for HuBMAP (Supplementary Figure 1). Predicted CD45 and CD8 channels in two lung adenocarcinoma patients showed high morphological similarity to original stains and the ability to remove artifacts from downsampling (Supplementary Figure 2).

VI. CLINICALLY RELEVANT GENERATIVE IMAGES

Additionally, we have tuned our generative image synthesis pipeline to create synthetic representations that we anticipate will have utility in the clinic for diagnoses. Two commonly used clinical metrics used to gauge CD8+ T Cell infiltration into solid tumors are the absolute luminance of CD8 divided by the total slide area [33] and reporting the ratio of the luminance of CD8 divided by the luminance of panCK, which in effect normalizes the amount of CD8 relative to tumor cells as marked by panCK [34]. We report calculations related to these metrics in Supplementary Table 3 and show the ability to generatively synthesize visualizations of these clinical metrics in Figure 5.

VII. DISCUSSION AND CONCLUSION

This work will have important implications on the practice of medical histology and oncology, drug development at the bench, health equity, and medical ethics. The SSIM-guided cGAN algorithm we have developed is capable of recapitulating novel protein markers in large multiplexed histologies that were not experimentally included in the IHC. This method of stain-to-stain translation has been suggested in a previous study [21], [35]–[37] but we demonstrate that using CODEX/Phenocyler data of up to 29 multiplexed protein channels results in medically relevant loss and photo-accurate images. We confirm the ability of our cGAN to generate accurate protein stains through low pixel variance in predicted DAPI channels of HuBMAP and cancer data samples.

Applying stain-to-stain translation to pathological tissues presents a barrier against wide adoption of the practice because of organ and disease specific cross segmentation loss [38]. We address this problem by demonstrating how cluster specific markers can improve loss on multichannel predictions. Increased loss at higher cluster involvement suggests that feature bias may affect generation accuracy on specific markers. The images that are generated from our algorithm are heavily downsampling when compared to input microscopy source files which obscures cell features in convolutional neural networks, partly due to the greater computational debt incurred when increasing generator layer dimensions [36]. Pix2pixHD solved this issue with multi-scale generative networks [39], and the implementation of visual transformers could remove the need for convolutional neural networks in the cGAN [40].

As our inductive proof shows, scaling this algorithm to experiments across datasets with hundreds to thousands of spatial proteomic channels will result in substantial cost savings and increased efficiency in the generation of clinical-relevant images.
savings; an example of this would be only using a small set of very expensive antibodies to generate a few SSIM optimally selected channels to gauge an effect of a new drug in the tumor microenvironment. Additionally, there will be applications related to health equity in letting hospitals in disadvantaged parts of the world synthetically generate digital pathology slides based on only a few markers. One limitation of the current SSIM-guided cGAN presented in this work is that it downsamples spatial proteomics images, losing spatial information. This limitation comes from using convolutional layers. Existing methods use tile based approaches to overcome this challenge. Future iterations of this work will take the benefits of vision transformers to capture spatial information as much as possible in a full sized image. Other areas of future exploration are considering the potential of CODEX/PhenoCycler-Fusion like methods for predicting patient survival and response; if a minimal set of markers could perform as well as the maximum possible set, this could
have significant implications in decreasing the cost of certain diagnostics.

The ability for our cGAN to generate high quality photorealistic false images raises important ethical questions for its clinical applications. Many new guidelines will need to be crafted to ensure generative images are safely deployed in the clinic while limiting harm to patients. To start, extensive clinical trials will have to demonstrate the precision and accuracy of predictions on various patient cohorts. During this phase, patient harm may be minimized as model predictions would be benchmarked against the gold standard prior to any clinical decision-making. However, significant injury could materialize once generative image technologies are deployed in the real-world. These errors not only pose risks to patients but could also significantly slow down the adoption of AI-based technologies, which have understandably encountered a great deal of scrutiny in healthcare. We foresee the development of quality control processes that can audit algorithms “under the hood,” akin to how modern pathology labs self-regulate their testing today. Many solutions are still being investigated, such as the manual review of outliers by pathologists; our future work will combine the SSIM based heuristic with interpretable deep Bayesian model architectures. Lastly, as with other AI-based models, another challenge for the field of generative imaging is ensuring that all parties have equal access to these technologies and their benefits. Most datasets in digital pathology are highly skewed, resulting in models with narrow applications that may only compound pre-existing health disparities. Representation in datasets will equalize with lower infrastructure costs and higher levels of technological proficiency globally over time. In sub-Saharan Africa, significant developments in infrastructure are already underway.

The generation of high resolution images is important in the field of computer generated data for medical purposes, as often, medical decisions are made from very small features within the image [42]. Our algorithm represents the first generative model to be applied to large scale multiplexed spatial proteomic data. With the proper ethical considerations and controls, the generation of non-experimentally collected data could be benchmarked against the gold standard prior to any clinical decision-making. However, significant injury could materialize once generative image technologies are deployed in the real-world. These errors not only pose risks to patients but could also significantly slow down the adoption of AI-based technologies, which have understandably encountered a great deal of scrutiny in healthcare. We foresee the development of quality control processes that can audit algorithms “under the hood,” akin to how modern pathology labs self-regulate their testing today. Many solutions are still being investigated, such as the manual review of outliers by pathologists; our future work will combine the SSIM based heuristic with interpretable deep Bayesian model architectures. Lastly, as with other AI-based models, another challenge for the field of generative imaging is ensuring that all parties have equal access to these technologies and their benefits. Most datasets in digital pathology are highly skewed, resulting in models with narrow applications that may only compound pre-existing health disparities. Representation in datasets will equalize with lower infrastructure costs and higher levels of technological proficiency globally over time. In sub-Saharan Africa, significant developments in infrastructure are already underway.

The generation of high resolution images is important in the field of computer generated data for medical purposes, as often, medical decisions are made from very small features within the image [42]. Our algorithm represents the first generative model to be applied to large scale multiplexed spatial proteomic data. With the proper ethical considerations and controls, the generation of non-experimentally collected data can impact the future of diagnostic medicine and pathology for the better.
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