Closed-form formula for some recursively-defined integro-difference sequence of functions
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Abstract

The main purpose of this paper is to derive the closed form solution of the sequence $(g_n)_{n \in \mathbb{N}}$ of integro-difference equations that is defined recursively as follows:

$$g_1(x) = \chi_{(-1/2,1/2)}(x),$$
$$g_{n+1}(x) = g_n(x + 1/2) - g_n(x - 1/2) + \int_{x-1/2}^{x+1/2} g_n(s)ds, \quad n \in \mathbb{N},$$

where $g_1(x) = \chi_{(-1/2,1/2)}(x)$ is the characteristic function of the unit interval $(-1/2,1/2)$ has value equal to 1 on $(-1/2,1/2)$ and 0 elsewhere in $\mathbb{R}$.
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1 Introduction

Integro difference equations are applicable in the modeling of certain real life problems. For example, in [3] deterministic integro difference equations for a single, unstructured population
living on a one-dimensional spatial habitat is typically written as

\[ n_{t+1} = \int_{\Omega} k(x, y) f(n_t(y)) dy. \] (1.1)

The state variable \( n_t(x) \) is the population density at a location \( x \) and a time \( t \). Space is continuous while time is discrete. Thus \( x \) and \( y \) are real numbers but \( t \) is an integer \( \Omega \) is a spatial domain for the population and the model. The domain may be finite like the interval \((0, 1)\). For some problems, however, it is convenient to take the domain and the limits of integration infinite. \( \Omega = (-\infty, \infty) \). The dispersal kernel \( k(x, y) \), can depend upon the source \( y \) and the destination \( x \) in some complicated way. To simplify matters, ecologists often assume a difference kernel,

\[ k(x, y) = k(x - y) \]

so that the integro-difference equation becomes convolution type

\[ n_{t+1} = \int_{\Omega} k(x, y) f(n_t(y)) dy. \]

Such a convolution type integro-difference equation was used for approximating the speed of spread of a population is presented in (4) as

\[ N_{t+1} = R \int_{-\infty}^{\infty} k(x - y) N_t(y) dy = R(K * N_t)(x). \] (1.2)

With the localized initial condition \( N_0(x) = \delta(x) \), the solution for (1.2) is given by

\[ N_t(x) = R^t K^{*t}(x), \]

where \( K^{*t}(x) := \underbrace{K * K * \ldots * K}_t \) \( t \) times. The calculation of such a \( t \)-fold convolution for arbitrary \( K \) may not be simple. In connection to some previous references and applications in other areas of study, the current author calculated, in [1], the closed form expression of the recursively defined sequences of functions defined by recursive convolution

\[ f_1(x) = \chi_{(-1/2, 1/2)}(x), \quad f_{n+1}(x) = \int_{x-\frac{1}{2}}^{x+\frac{1}{2}} f_n(s) ds, \quad n \in \mathbb{N}, \] (1.3)
was calculated as

\[ f_n(x) = \frac{n}{2} \sum_{i=0}^{n} \frac{(-1)^{n-i}}{i!(n-i)!} \left( x - \frac{n}{2} + i \right)^{n-2} |x - \frac{n}{2} + i|, \quad n \geq 2. \]  

(1.4)

The advantageous tool in that calculation was the symmetry of the elements of the sequence, with the initial element being the characteristic function of the symmetric unit interval \((-1/2, 1/2)\). The current work is devoted to the calculation of explicit formula for the recursive sequence of functions given by integro-difference equations. The similarity between the previous work and the current is the choice of the same first element of the sequence, that is \(f_1(x) = \chi_{(-1/2,1/2)}(x)\), and the integral operator involved in the recursion. However the inclusion of the difference operators in the current problem adds significantly to the difficulty of the problem. The difference operator which has no smoothing property is coupled with an integral operator which has a smoothing property, yields a sequence \(g_n\) that has same order of smoothness as the first element \(g_1\) of the sequence. The first element \(g_1(x) = \chi_{(-1/2,1/2)}(x)\) has jump discontinuities at the points \(x = -1\) and \(x = 1\).

2 Explicit formula for sequences of functions recursively-defined by integrodifference equations

The main task here in this section is to derive the closed-form expression of the sequence of functions define recursively with specified integro-difference relation:

\[ g_1(x) = \chi_{(-1/2,1/2)}(x), \quad g_{n+1}(x) = g_n(x + 1/2) - g_n(x - 1/2) + \int_{x-1/2}^{x+1/2} g_n(s)ds, \quad n \in \mathbb{N}. \]  

(2.1)

Let us define the shift operators \(E^{1/2}\) and \(E^{-1/2}\) as follows:

\[ E^{1/2}u(x) := u(x + 1/2), \quad E^{-1/2}u(x) := u(x - 1/2). \]  

(2.2)

Let us denote by \(L\), the operator which is the difference of the left and the right shift operators

\[ Lu(x) := \left( E^{1/2} - E^{-1/2} \right) u(x) = u(x + 1/2) - u(x - 1/2). \]  

(2.3)

Let us denote by \(K\), the integral operator

\[ Ku(x) := \int_{x-1/2}^{x+1/2} u(s)ds. \]  

(2.4)
The integral operators $K$ and the difference operator $L$ are related as follows

\[
\frac{d}{dx}Ku(x) := \frac{d}{dx} \int_{x-\frac{1}{2}}^{x+\frac{1}{2}} u(s)ds = u(x + 1/2) - u(x - 1/2) = Lu(x). \quad (2.5)
\]

Using (2.3) and (2.4), the integrodifference recurrence relation (2.1) may be written as

\[
g_1(x) = \chi_{(-1/2,1/2)}(x), \quad g_{n+1}(x) = Lg_n(x) + Kg_n(x), \quad n \in \mathbb{N},
\]

and (1.3) may be written as

\[
f_1(x) = \chi_{(-1/2,1/2)}(x), \quad f_{n+1}(x) = Kf_n(x), \quad n \in \mathbb{N}. \quad (2.7)
\]

Lemma 2.1. The integral operator $K$ and the difference operator $L$ commute.

\[
LKu(x) = L \int_{x-\frac{1}{2}}^{x+\frac{1}{2}} u(s)ds = \int_{x-\frac{1}{2}}^{x+\frac{1}{2}} Lu(s)ds = KLu(x). \quad (2.8)
\]

Proof. By using the operational definition of $E_{1/2}^x$ and $E_{-1/2}^x$ that are given in (2.2),

\[
LKu(x) = L \int_{x-\frac{1}{2}}^{x+\frac{1}{2}} u(s)ds = \int_{x-\frac{1}{2}}^{x+\frac{1}{2}} Lu(s)ds = \int_{x-\frac{1}{2}}^{x+\frac{1}{2}} KLu(s)ds
\]

Hence the Lemma is proved. 

Now we list down the first few elements of the sequence $g_n$. Let us see the connection between the sequence $g_n$ given in (2.1) and the sequence $f_n$ given in (1.4).

\[
g_1(x) := f_1(x) = \chi_{(-1/2,1/2)}(x). \quad (2.10)
\]

\[
g_2(x) := Lg_1(x) + Kg_1(x) =Lf_1(x) + Kf_1(x) = Lf_1(x) + f_2(x). \quad (2.11)
\]
Now by (2.6), (2.11) and (2.10)

\[ g_3(x) = Lg_2(x) + Kg_2(x) \]
\[ = L[Lf_1(x) + f_2(x)] + K[Lf_1(x) + f_2(x)] \]
\[ = L^2f_1(x) + Lf_2(x) + KLf_1(x) + Lf_2(x) + f_3(x) \]
\[ = L^2f_1(x) + Lf_2(x) + Lf_2(x) + f_3(x) \]
\[ = L^2f_1(x) + 2Lf_2(x) + f_3(x). \]  
(2.12)

From these observations we shall set a relation between the sequences \(f_n\) and \(g_n\) given in the following theorem.

**Theorem 2.2.** For appropriate numerical coefficients \(c_{n,i}\), the sequence \(f_n\) given in (1.3) and the sequence \(g_n\) given in (2.1) are related as follows

\[ g_n(x) = \sum_{k=0}^{n-1} c_{n,k}L^k f_{n-k}(x). \]  
(2.13)

**Proof.** We use induction over \(n\). The relation given in equation (2.13) is valid for \(n = 1, 2, 3\), as was shown in equations (2.10), (2.11) and (2.12). Suppose that the relation given in (2.13) is valid for some \(n \in \mathbb{N}\). Then by the induction assumption, (2.6), (2.7), and (2.8)

\[ g_{n+1}(x) = Lg_n(x) + Kg_n(x) \]
\[ = L \sum_{k=0}^{n-1} c_{n,k}L^k f_{n-k}(x) + K \sum_{k=0}^{n-1} c_{n,k}L^k f_{n-k}(x) \]
\[ = \sum_{k=0}^{n-1} c_{n,k}L^{k+1} f_{n-k}(x) + \sum_{k=0}^{n-1} c_{n,k}KL^k f_{n-k}(x) \]
\[ = \sum_{k=0}^{n-1} c_{n,k}L^{k+1} f_{n-k}(x) + \sum_{k=0}^{n-1} c_{n,k}L^k K f_{n-k}(x) \]
\[ = \sum_{k=0}^{n-1} c_{n,k}L^{k+1} f_{n-k}(x) + \sum_{k=0}^{n-1} c_{n,k}L^k f_{n+1-k}(x) \]
\[ = \sum_{k=0}^{n} c_{n+1,k}L^k f_{n+1-k}, \]  
(2.14)
where
\[
\begin{align*}
c_{n+1,0} &= c_{n,0} = 1, \\
c_{n+1,k} &= c_{n,k} + c_{n,k-1}, \quad k = 1, 2, \ldots, n-1, \\
c_{n+1,n} &= c_{n,n-1} = 1.
\end{align*}
\] (2.15)

This is the recurrence relation for the binomial coefficients which are the solutions of the recurrence relation (2.15). Therefore
\[
c_{n,k} = \binom{n-1}{k}.
\] (2.16)

Therefore
\[
g_n(x) = \sum_{k=0}^{n-1} \binom{n-1}{k} L^k f_{n-k}(x).
\] (2.17)

Hence the theorem is proved.

\[\square\]

**Theorem 2.3.** The solution of the sequence (2.1) is given in terms of the elements of the sequence \(f_n\) by
\[
g_n(x) = \sum_{k=0}^{n-1} \binom{n-1}{k} \left( E^{\frac{k}{2}} - E^{-\frac{k}{2}}\right)^k f_{n-k}(x).
\] (2.18)

**Proof.** The binomial expansion of \(L^k = \left( E^{\frac{1}{2}} - E^{-\frac{1}{2}}\right)^k\) that appear in (2.17) yields
\[
L^k = \left( E^{\frac{1}{2}} - E^{-\frac{1}{2}}\right)^k = \sum_{r=0}^{k} (-1)^r \binom{k}{r} \left( E^{-\frac{1}{2}}\right)^r \left( E^{\frac{1}{2}}\right)^{k-r} = \sum_{r=0}^{k} (-1)^r \binom{k}{r} E^{\frac{k}{2}-r}.
\] (2.19)

Replacing (2.19) into (2.17) we get
\[
g_n(x) = \sum_{k=0}^{n-1} \binom{n-1}{k} \left( E^{\frac{k}{2}} - E^{-\frac{k}{2}}\right)^k f_{n-k}(x)
\]
\[
= \sum_{k=0}^{n-1} \binom{n-1}{k} \sum_{r=0}^{k} (-1)^r \binom{k}{r} f_{n-k}(x + \frac{k}{2} - r).
\]

Thus the theorem is proved. \[\square\]

At this point it is desirable to write the closed form solution of \(g_n\) in terms of the closed form solution of \(f_n\) without \(f_n\) being involved as in the case of (2.18). In (2.18), for each \(n \in \mathbb{N}\) the term \(f_{n-k}\) equals \(f_1\) whenever \(k = n-1\). The closed form solution for the recursive sequence \(f_n\) given in (1.4) is defined for \(n \geq 2\), and \(f_1(x) = \chi_{(-1/2,1/2)}(x)\) cannot be derived from (1.4). In deed, if we put \(n = 1\) in the right hand side of the equation (1.4) we get
\[
\sum_{i=0}^{1} \frac{(-1)^{1-i}}{i!(1-i)!} |x - 1/2 + i| \frac{x + 1/2}{x - 1/2} = \frac{1}{2} \left( \frac{|x + 1/2|}{x + 1/2} - \frac{|x - 1/2|}{x - 1/2} \right) = \chi(-1/2,1/2)(x), \quad x \neq \pm 1/2,
\]

whereas \( f_1(x) := \chi(-1/2,1/2)(x) \) is defined in \( \mathbb{R} \). In particular, \( f_1(\pm 1/2) = 0. \)

**Theorem 2.4.** For \( n \geq 2 \), the explicit solution of the sequence \( (2.1) \) is given by

\[
g_n(x) = \sum_{k=0}^{n-2} \left( \frac{n-1}{k} \right) \sum_{r=0}^{k} (-1)^r \binom{k}{r} f_{n-k}(x + \frac{k}{2} - r) + \sum_{r=0}^{n-1} (-1)^r \binom{n-1}{r} f_1(x + \frac{n-1}{2} - r).
\]

\[\text{(2.20)}\]

Proof. From \( (2.18) \) we have

\[
g_n(x) = \sum_{k=0}^{n-2} \left( \frac{n-1}{k} \right) \sum_{r=0}^{k} (-1)^r \binom{k}{r} f_{n-k}(x + \frac{k}{2} - r) + \sum_{r=0}^{n-1} (-1)^r \binom{n-1}{r} f_1(x + \frac{n-1}{2} - r).
\]

According to \( (1.4) \), for \( n \geq 2 \)

\[
f_{n-k}(x) = \frac{n-k}{2} \sum_{t=0}^{n-k} \frac{(-1)^{n-k-t}}{t!(n-k-t)!} \left( x - \frac{n-k}{2} + t \right)^{n-k-2} |x - \frac{n-k}{2} + t|, \quad 0 \leq k \leq n-2.
\]

\[\text{(2.21)}\]

Therefore shifting \( f_{n-k} \) that is written in \( (2.21) \) by \( \frac{k}{2} - r \) units yields

\[
f_{n-k}(x + \frac{k}{2} - r) = \frac{n-k}{2} \sum_{t=0}^{n-k} \frac{(-1)^{n-k-t}}{t!(n-k-t)!} \left( x + k - r - \frac{n}{2} + t \right)^{n-k-2} |x+k-r-\frac{n}{2}+t|, \quad 0 \leq k \leq n-2.
\]

\[\text{(2.22)}\]

Now plugging the expression of \( f_{n-k}(x + \frac{k}{2} - r) \) that is written \( (2.22) \) into \( (2.20) \), we get a complete closed-form solution of the recursive integrodifference sequence \( (g_n) \) that is defined in \( (2.1) \) as:
Conclusions

In this paper we have computed the closed form expression for a sequence of functions defined via recursive integro-difference relation. The contrasting properties of differences (way similar to differentials) and integrals make the calculations harder. However the considerations of symmetry of the problem and the authors use of his perviously published results make the task manageable. The real life applications of such problems were mentioned. The author believes that problem can be diversified and upgraded with further applications. Interested researcher can consider a similar problem with a different initial element $g_1$.
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