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Abstract

We study the following generalization of the well-known model of broadcasting on trees. Consider an infinite directed acyclic graph (DAG) with a unique source node $X$. Let the collection of nodes at distance $k$ from $X$ be called the $k$th layer. At time zero, the source node is given a bit. At time $k \geq 1$, each node in the $(k-1)$th layer inspects its inputs and sends a bit to its descendants in the $k$th layer. Each bit is flipped with a probability of error $\delta \in (0, \frac{1}{2})$ in the process of transmission. The goal is to be able to recover the original bit with probability of error better than $\frac{1}{2}$ from the values of all nodes at an arbitrarily deep layer $k$.

Besides its natural broadcast interpretation, the DAG broadcast is a natural model of noisy computation. Some special cases of the model represent information flow in biological networks, and other cases represent noisy finite automata models.

We show that there exist DAGs with bounded degree and layers of size $\omega(\log(k))$ that permit recovery provided $\delta$ is sufficiently small and find the critical $\delta$ for the DAGs constructed. Our result demonstrates a doubly-exponential advantage for storing a bit in bounded degree DAGs compared to trees. On the negative side, we show that if the DAG is a two-dimensional regular grid, then recovery is impossible for any $\delta \in (0, \frac{1}{2})$ provided all nodes use either AND or XOR for their processing functions.
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I. Introduction and Main Results

In this paper, we study a generalization of the well-known problem of broadcasting on trees [EKPS00]. In the broadcasting on trees problem, we are given a noisy tree $T$ whose nodes are Bernoulli random variables and edges are independent binary symmetric channels (BSCs) with common crossover probability $\delta \in (0, \frac{1}{2})$. Given that the root is an unbiased random bit, the objective is to decode the bit at the root from the bits at the $k$th layer of the tree. The authors of [EKPS00] characterize the sharp threshold for when such reconstruction is possible:

- If $(1 - 2\delta)^2 \br(T) < 1$, then the minimum probability of error in decoding tends to $\frac{1}{2}$ as $k \to \infty$,
- If $(1 - 2\delta)^2 \br(T) > 1$, then the minimum probability of error in decoding is bounded away from $\frac{1}{2}$ for all $k$,

where $\br(T)$ denotes the branching number of the tree. A consequence of this result is that reconstruction is impossible for trees with sub-exponentially many vertices at each layer. Indeed, if $L_k$ denotes the number of vertices at layer $k$ and $\lim_{k \to \infty} \log(L_k)/k = 0$, then it is straightforward to show that $\br(T) \leq 1$, which in turn implies that $(1 - 2\delta)^2 \br(T) < 1$.

This result on reconstruction on trees generalizes results from statistical physics that hold for regular trees [BRZ95], and have had numerous extensions and further generalizations including [Iof96a], [Iof96b], [Mos98], [Mos01], [PP10], [Sly09], [Sly11], [JM04], [BVVV11]. Reconstruction on trees plays a crucial role in understanding phylogenetic reconstruction, see e.g. [Mos03], [Mos04], [DMR06], [Roc10]. It also plays a crucial role in understanding phase transitions for random constraint satisfaction problems, see e.g. [MM06], [KMRT+07], [GM07], [MRT11] and follow-up work.

Instead of analyzing trees, we consider the problem of broadcasting on bounded degree directed acyclic graphs (DAGs). As in the setting of trees, all nodes in our graphs are Bernoulli random variables and all edges are independent BSCs. Furthermore, variables located at nodes with indegree 2 or more are the values of a function on their noisy inputs.

Notice that compared to the setting of trees, broadcasting on DAGs has two principal differences: (a) in trees, layer sizes scale exponentially in depth, while in DAGs they are polynomial; (b) in trees, the indegree of each node is 1, while in DAGs each node has several incoming signals. The latter enables the possibility of information fusion at the nodes and our main goal is to understand whether the benefits of (b) overpower the harm of (a).

This paper contains two results. First, by a probabilistic argument, we demonstrate the existence of bounded degree DAGs with $L_k = \omega(\log(k))$ which permit recovery of the root bit for sufficiently low $\delta$’s. This implies that in terms of economy of storing information, DAGs are doubly-exponentially more efficient than trees. Second, we show that no such recovery is possible on a two-dimensional (2D) grid if all intermediate nodes with indegree 2 use logical AND as the processing function, or all use XOR as the processing function. (This leaves only NAND as the remaining symmetric processing function.)

A. Motivation

The problem of broadcasting on trees is closely related to the problem of noisy computation [vN56], [ES99]. Indeed it can be thought of in the following way: suppose we want to remember a bit in a noisy circuit of depth $k$. How big should the circuit be? Von Neumann [vN56] asked this question assuming we take multiple clones of the original bit and recursively apply gates in order to reduce the noise. The broadcasting on trees perspective is to start from a single bit and repeatedly clone it so that one can recover it well from the nodes at depth $k$. The model we consider here again starts from a single bit but we are allowed to use bounded degree gates to reduce noise as well as to duplicate. This leads to much smaller circuits than the tree circuits.

As mentioned earlier, the broadcasting process on trees plays a fundamental role in phylogenetic reconstruction. The positive results obtained here suggest it might be possible to reconstruct other biological networks, such as phylogenetic networks (see e.g. [HRS10]) or pedigrees (see e.g. [Tho86], [HRS10]), or pedigrees (see e.g. [Tho86], [HRS10]).
of Boolean functions under the underlying (infinite) random DAG, i.e., $G$ the underlying DAG structure. In the sequel, we will let $G$ a directed multigraph rather than a DAG, because we select the parents of a vertex with replacement. Known constructions, however, require a lot more states \[G \ac{01}\] or are non-uniform in time and space \[Cir78\].

In this paper, we take some first steps towards establishing this conjecture. The next few subsections formally define the random DAG and deterministic 2D grid models, and present our main results. After stating each result, we also provide a brief outline of the main technique or intuition used in the proof. The subsequent sections contain the proofs and auxiliary results.

**B. Random DAG Model**

A random DAG model consists of an infinite DAG with fixed vertices that are Bernoulli ($\{0, 1\}$-valued) random variables and randomly generated edges which are independent BSCs. We first define the vertex structure of this model, where each vertex is identified with the corresponding random variable. Let the root random variable be $X_{0,0} \sim \text{Bernoulli}(\frac{1}{2})$. Furthermore, we define $X_k = (X_{k,0},\ldots,X_{k,L_k-1})$ as the vector of node random variables at distance (i.e., length of shortest path) $k \in \mathbb{N} \triangleq \{0, 1, 2, \ldots\}$ from the root, where $L_k \in \mathbb{N}$ denotes the number of nodes at distance $k$. In particular, we have $X_0 = (X_{0,0})$ and $L_0 = 1$.

We next define the edge structure of the random DAG model. For any $k \in \mathbb{N}\setminus\{0\}$ and any $j \in [L_k] \triangleq \{0, \ldots, L_k - 1\}$, we independently and uniformly select $d \in \mathbb{N}\setminus\{0\}$ vertices $X_{k-1,i_1},\ldots,X_{k-1,i_d}$ from $X_{k-1}$ (i.e., $i_1,\ldots,i_d$ are i.i.d uniform on $[L_{k-1}]$), and then construct $d$ directed edges: $(X_{k-1,i_1},X_{k,j}),\ldots,(X_{k-1,i_d},X_{k,j})$. (Here, $i_1,\ldots,i_d$ are independently chosen for each $X_{k,j}$.) This random process generates the underlying DAG structure. In the sequel, we will let $G$ be a random variable representing this underlying (infinite) random DAG, i.e., $G$ encodes the random configuration of the edges between the vertices.

To define a Bayesian network (or directed graphical model) on this random DAG, we fix some sequence of Boolean functions $f_k: \{0, 1\}^d \to \{0, 1\}$ for $k \in \mathbb{N}\setminus\{0\}$ (that depend on the level index $k$, but not on the realization of $G$), and some crossover probability $\delta \in (0, \frac{1}{2})$ (since this is the interesting regime of $\delta$). Then, for any $k \in \mathbb{N}\setminus\{0\}$ and $j \in [L_k]$, given $i_1,\ldots,i_d$ and $X_{k-1,i_1},\ldots,X_{k-1,i_d}$, X_{k,j} = f_k(X_{k-1,i_1} \oplus Z_{k,j,1},\ldots,X_{k-1,i_d} \oplus Z_{k,j,d}) \tag{1}

where $\oplus$ denotes addition modulo 2, and $\{Z_{k,j,i} : k \in \mathbb{N}\setminus\{0\}, j \in [L_k], i \in \{1,\ldots,d\}\}$ are i.i.d Bernoulli(\delta) random variables that are independent of everything else. This means that each edge is a BSC with parameter $\delta$ (denoted BSC(\delta)). Moreover, (1) characterizes the conditional distribution of $X_{k,j}$ given its parents.

Note that although we will analyze this model for convenience, as stated, our underlying graph is really a directed multigraph rather than a DAG, because we select the parents of a vertex with replacement. It is straightforward to construct an equivalent model where the underlying graph is truly a DAG. For

\[\footnote{In this model, the Boolean processing function used at a node $X_{k,j}$ depends only on the level index $k$. A more general model can be defined where each node $X_{k,j}$ has its own Boolean processing function $f_{k,j}: \{0, 1\}^d \to \{0, 1\}$ for $k \in \mathbb{N}\setminus\{0\}$ and $j \in [L_k]$, but we will only analyze instances of the simpler model in this paper.}
each vertex $X_{k,j}$ with $k \in \mathbb{N} \setminus \{0\}$ and $j \in [L_k]$, we first construct $d$ intermediate parent vertices \{\(X_{k,j}^i : i = 1, \ldots, d\)\} that live between layers $k$ and $k-1$, where each $X_{k,j}^i$ has a single edge pointing to $X_{k,j}$. Then, for each $X_{k,j}^i$, we independently and uniformly select a vertex from layer $k-1$, and construct a directed edge from that vertex to $X_{k,j}$. This defines a valid (random) DAG. As a result, every realization of $G$ can be perceived as either a directed multigraph or its equivalent DAG. Furthermore, the Bayesian network on this true DAG is defined as follows: each $X_{k,j}$ is the output of a Boolean processing function $f_k$ with inputs \{\(X_{k,j}^i : i = 1, \ldots, d\)\}, and each $X_{k,j}^i$ is the output of a BSC whose input is the unique parent of $X_{k,j}^i$ in layer $k-1$.

Finally, we define the “empirical probability of unity” at level $k \in \mathbb{N}$ as:

$$\sigma_k \triangleq \frac{1}{L_k} \sum_{m=0}^{L_k-1} X_{k,m}$$

(2)

where $\sigma_0 = X_{0,0}$ is just the root node. Observe that given $\sigma_{k-1} = \sigma = X_{k-1,i_1}, \ldots, X_{k-1,i_d}$ are i.i.d. Bernoulli($\sigma$), and as a result, $X_{k-1,i_1} \oplus Z_1, \ldots, X_{k-1,i_d} \oplus Z_d$ are i.i.d. Bernoulli($\sigma \ast \delta$), where $\sigma \ast \delta \triangleq (1-\delta) \ast \delta(1-\sigma)$ is the convolution of $\sigma$ and $\delta$. Therefore, $X_{k,j}$ is the output of $f_k$ upon inputting a $d$-length i.i.d. Bernoulli($\sigma \ast \delta$) string.

Under this setup, our objective is to determine whether or not the value at the root $\sigma_0 = X_{0,0}$ can be decoded from the observations $X_k$ as $k \to \infty$. Since $X_k$ is an exchangeable sequence of random variables given $\sigma_0$, for any $x_{0,0}, x_{0,1}, \ldots, x_{L_k-1} \in \{0,1\}$ and any permutation $\pi$ of $[L_k]$, we have:

$$P_{X_k|\sigma_0}(x_{0,0}, \ldots, x_{k,L_k-1}|x_{0,0}) = P_{X_k|\sigma_0}(x_{k,\pi(0)}, \ldots, x_{k,\pi(L_k-1)}|x_{0,0}).$$

Letting $\sigma = \frac{1}{L_k} \sum_{j=0}^{L_k-1} x_{k,j}$, we can factorize $P_{X_k|\sigma_0}$ as:

$$P_{X_k|\sigma_0}(x_{0,0}, \ldots, x_{k,L_k-1}|x_{0,0}) = \left(\frac{L_k}{L_k}\right)^{-1} P_{\sigma_k|\sigma_0}(\sigma|x_{0,0}).$$

(3)

Using the Fisher-Neyman factorization theorem [Kee10, Theorem 3.6], this implies that $\sigma_k$ is a sufficient statistic of $X_k$ for performing inference about $\sigma_0$. Therefore, we restrict our attention to the Markov chain $\{\sigma_k : k \in \mathbb{N}\}$. Given $\sigma_k$, inferring the value of $\sigma_0$ is a binary hypothesis testing problem with minimum achievable probability of error:

$$\mathbb{P}
f_{\text{ML}}^k(\sigma_k) \neq \sigma_0 = \frac{1}{2} \left(1 - \|P_{\sigma_k}^+ - P_{\sigma_k}^-\|_{\text{TV}}\right)$$

(4)

where $f_{\text{ML}}^k : \{m/L_k : m = 0, \ldots, L_k\} \to \{0,1\}$ is the maximum likelihood (ML) decision rule at level $k$ in the absence of knowledge of the random DAG realization $G$, $P_{\sigma_k}^+$ and $P_{\sigma_k}^-$ are the conditional distributions of $\sigma_k$ given $\sigma_0 = 1$ and $\sigma_0 = 0$ respectively, and for any two probability measures $P$ and $Q$ on the same measurable space $(\Omega, \mathcal{F})$, their total variation (TV) distance is defined as:

$$\|P - Q\|_{\text{TV}} \triangleq \sup_{A \in \mathcal{F}} |P(A) - Q(A)|. $$

(5)

We say that reconstruction of the root bit $\sigma_0$ is possible when:

$$\limsup_{k \to \infty} \mathbb{P}(f_{\text{ML}}^k(\sigma_k) \neq \sigma_0) < \frac{1}{2} \iff \liminf_{k \to \infty} \|P_{\sigma_k}^+ - P_{\sigma_k}^-\|_{\text{TV}} > 0,$$

(6)

and is impossible when:

$$\lim_{k \to \infty} \mathbb{P}(f_{\text{ML}}^k(\sigma_k) \neq \sigma_0) = \frac{1}{2} \iff \lim_{k \to \infty} \|P_{\sigma_k}^+ - P_{\sigma_k}^-\|_{\text{TV}} = 0. $$

(7)

In the sequel, to simplify our analysis when proving that reconstruction is possible, we will often use other (sub-optimal) decision rules rather than the ML decision rule. On the other hand, when proving that reconstruction is impossible, we will prove the stronger impossibility result:

$$\lim_{k \to \infty} \mathbb{E}\left[\mathbb{P}(f_{\text{ML}}^k(\sigma_k, G) \neq \sigma_0 | G)\right] = \frac{1}{2} \iff \lim_{k \to \infty} \mathbb{E}\left[\|P_{\sigma_k|G}^+ - P_{\sigma_k|G}^-\|_{\text{TV}}\right] = 0.$$
where \( f^k_{\text{ML}}(\cdot, G) : \{m/L_k : m = 0, \ldots, L_k \} \rightarrow \{0, 1\} \) is the ML decision rule at level \( k \) given knowledge of the random DAG realization \( G \) (based on \( \sigma_k \), not the full \( k \)-layer state \( X_k \)), and \( P^+_{\sigma_k|G} \) and \( P^-_{\sigma_k|G} \) denote the conditional distributions of \( \sigma_k \) given \( \{\sigma_0 = 1, G\} \) and \( \{\sigma_0 = 0, G\} \), respectively. Note that applying Jensen’s inequality to the TV distance condition in (8) establishes the weaker impossibility result in (7).

C. Results on Random DAG Models

We prove two main results on the random DAG model. The first considers the setting where the indegree of each node (except the root) is \( d = 3 \). In this scenario, taking a majority vote of the inputs at each node intuitively appears to have good “local error correction” properties. So, we fix all Boolean functions in the random DAG model to be the majority rule, and prove that this model exhibits a phase transition phenomenon around a critical threshold \( \delta_{\text{maj}} \triangleq \frac{1}{6} \). Indeed, the theorem below illustrates that for \( \delta < \delta_{\text{maj}} \), the majority decision rule \( \hat{S}_k \triangleq 1\{\sigma_k \geq \frac{1}{2}\} \) can asymptotically decode \( \sigma_0 \), but for \( \delta > \delta_{\text{maj}} \), the ML decision rule cannot asymptotically decode \( \sigma_0 \).

**Theorem 1** (Phase Transition in Random DAG Model with Majority Rule Processing). For a random DAG model with \( d = 3 \) and majority processing functions, the following phase transition phenomenon occurs around \( \delta_{\text{maj}} \):

1) If \( \delta \in (0, \delta_{\text{maj}}) \), and the number of vertices per level satisfies \( L_k = \omega(\log(k)) \), then reconstruction is possible in the sense that:

\[
\limsup_{k \to \infty} \mathbb{P}(\hat{S}_k \neq \sigma_0) < \frac{1}{2}.
\]

2) If \( \delta \in (\delta_{\text{maj}}, \frac{1}{2}) \), and the number of vertices per level satisfies \( L_k = o\left(\left(\frac{2}{3(1-2\theta)}\right)^k\right) \), then reconstruction is impossible in the sense of (8):

\[
\lim_{k \to \infty} \mathbb{E}\left[\left\|P^+_{\sigma_k|G} - P^-_{\sigma_k|G}\right\|_{\text{TV}}\right] = 0.
\]

Theorem 1 is proved in section II. Intuitively, the proof considers the conditional expectation function \( \sigma \mapsto \mathbb{E}[\sigma_k|\sigma_{k-1} = \sigma] \) which provides the approximate value of \( \sigma_k \) given the value of \( \sigma_{k-1} \) for large \( k \). This function turns out to have three fixed points when \( \delta \in (0, \delta_{\text{maj}}) \), and only one fixed point when \( \delta \in (\delta_{\text{maj}}, \frac{1}{2}) \). In the former case, \( \sigma_k \) “moves” to the largest fixed point when \( \sigma_0 = 1 \), and to the smallest fixed point when \( \sigma_0 = 0 \). In the latter case, \( \sigma_k \) “moves” to the unique fixed point of \( \frac{1}{2} \) regardless of the value of \( \sigma_0 \). This provides the guiding intuition for why we can asymptotically decode \( \sigma_0 \) when \( \delta \in (0, \delta_{\text{maj}}) \), but not when \( \delta \in (\delta_{\text{maj}}, \frac{1}{2}) \).

It is worth comparing Theorem 1 with Von Neumann’s results in [vN56, Section 8], where the threshold of \( \frac{1}{6} \) is also significant. In [vN56, Section 8], Von Neumann demonstrates the possibility of reliable computation by constructing a circuit with successive layers of computation and local error correction using 3-input noisy majority gates. Note that in this model, the gates are noisy (i.e. the gates independently make errors with probability \( \delta \)), while in our model, the edges (or wires) are noisy.\(^3\) In his analysis, Von Neumann first derives a simple recursion that captures the effect on the probability of error after applying a single noisy majority gate. Then, he uses a “heuristic” fixed point argument to show that as the depth of the circuit grows, the probability of error asymptotically stabilizes at a fixed point value less than \( \frac{1}{2} \) if \( \delta < \frac{1}{6} \), and the probability of error tends to \( \frac{1}{2} \) if \( \delta \geq \frac{1}{6} \). Furthermore, he is able to rigorously prove that reliable computation is possible for \( \delta < 0.0073 \).

\(^2\)Note, however, that \( \sigma_k \rightarrow \frac{1}{2} \) almost surely as \( k \rightarrow \infty \) does not imply the impossibility of reconstruction in the sense of (7), let alone (8). So, a different argument is required to establish such impossibility results.

\(^3\)See [DO77] for the relation between gate noise and edge noise.
As we mentioned in subsection I-A, Von Neumann’s approach to remembering a random initial bit entails using multiple clones of the initial bit as inputs to a noisy circuit with one output, where the output equals the initial bit with probability greater than \( \frac{1}{2} \) for “good” choices of noisy gates. It is observed in [HW91, Section 2] that a balanced ternary tree circuit, with \( k \) layers of 3-input noisy majority gates and 3\(^k\) inputs that are all equal to the initial bit, can be used to remember the initial bit. In fact, Von Neumann’s heuristic fixed point argument that yields a critical threshold of \( \frac{1}{6} \) for reconstruction is accurate in this scenario. Moreover, Hajek and Weller also prove the stronger impossibility result that reliable computation is impossible for formulas (i.e. circuits where the output of each intermediate gate is the input of one other gate) with general 3-input gates when \( \delta \geq \frac{1}{6} \) [HW91, Proposition 2].

In the brief intuition for our proof of Theorem 1 given above, the recursion given by the repeated composition of \( \sigma \mapsto E[\sigma_k | \sigma_{k-1} = \sigma] \) seems similar to Von Neumann’s recursion in [vN56, Section 8] since both analyze majority gates and yield the same critical threshold of \( \frac{1}{6} \). However, our recursion is also quite different in two crucial ways: (a) We prove the \( \frac{1}{6} \) threshold for a model where errors occur on the edges rather than at the gates (as mentioned earlier). (b) Since our recursion is defined on the proportion of \( 1 \)'s in a layer via conditional expectations, our proof requires exponential concentration inequalities to formalize the intuition provided by the fixed point analysis.

We now make some pertinent remarks about Theorem 1. Firstly, reconstruction is possible in the sense of (6) when \( \delta \in (0, \delta_{maj}) \) since the ML decision rule achieves lower probability of error than the majority decision rule,\(^4\) and reconstruction is impossible in the sense of (7) when \( \delta \in (\delta_{maj}, \frac{1}{2}) \) (as explained at the end of subsection I-B). Secondly, in the \( \delta \in (0, \delta_{maj}) \) regime, reconstruction is in fact possible under the weaker assumption that \( L_k \geq h(\delta) \log(k) \) for some constant \( h(\delta) \) (that depends on \( \delta \)) and all sufficiently large \( k \); we will briefly explain this after presenting the proof of Theorem 1 in section II. Thirdly, the ML decoder \( f_k^{ML}(\sigma_k) \) is only optimal in the absence of knowledge of the particular graph realization \( G \). If the decoder knows the graph \( G \), then it can do better and possibly beat the \( \delta_{maj} = \frac{1}{6} \) threshold. We do note, however, that (except for a vanishing fraction of DAGs) this would require using the full \( k \)-layer state \( X_k \), not just \( \sigma_k \) (since the decoder \( f_k^{ML}(\sigma_k, G) \) does not beat the \( \delta_{maj} \) threshold on average). Fourthly, the following conjecture is still open: In the random DAG model with \( d = 3 \) and \( L_k = O(\log(k)) \), reconstruction is impossible for all choices of Boolean processing functions when \( \delta > \delta_{maj} \). (A consequence of this conjecture is that majority processing functions are optimal, i.e. they achieve the \( \delta_{maj} \) reconstruction threshold.) Lastly, it is worth mentioning that for any fixed graph with indegree \( d = 3 \) and sub-exponential \( L_k \), for any choice of Boolean processing functions, and any choice of decoder, it is impossible to reconstruct the root bit when \( \delta > \frac{1}{2} - \frac{1}{2\sqrt{3}} = 0.21132\ldots \). This follows from Evans and Schulman’s result in [ES99], which we will discuss in subsection I-F.

We next present an immediate corollary of Theorem 1 which states that there exist constant indegree (deterministic) DAGs with \( L_k = \omega(\log(k)) \) such that reconstruction of the root bit is possible. Formally, we have the following result which is proved in Appendix A.

**Corollary 1** (Existence of DAGs where Reconstruction is Possible). For any \( \delta \in (0, \frac{1}{2}) \), there exists a DAG \( G \) with \( d = 3 \) and any \( L_k = \omega(\log(k)) \) such that if we use majority rules as our Boolean processing functions, then there exists \( \epsilon > 0 \) such that the probability of error in ML decoding is bounded away from \( \frac{1}{2} - \epsilon \):

\[
\forall k \in \mathbb{N}, \quad P\left( h_k^{ML}(X_k, G) \neq X_0 \right) \leq \frac{1}{2} - \epsilon
\]

where \( h_k^{ML}(\cdot, G) : \{0,1\}^{L_k} \to \{0,1\} \) denotes the ML decision rule at level \( k \) of \( G \) based on the full \( k \)-layer state \( X_k \).

\(^4\)It can be seen from monotonicity and symmetry considerations that without knowledge of the random DAG realization \( G \), the ML decision rule \( f_k^{ML}(\sigma_k) \) is equal to the majority decision rule \( S_k \). On the other hand, with knowledge of the random DAG realization \( G \), the ML decision rule \( f_k^{ML}(\sigma_k, G) \) is not the majority decision rule.
Until now, we have restricted ourselves to the \(d = 3\) case of the random DAG model, because we can always neglect \(d - 3\) inputs at each processing function if \(d > 3\). However, this restriction has only allowed us to prove the existence of DAGs (where reconstruction is possible) when \(\delta < \frac{1}{6}\). It can in fact be shown that for every \(\delta \in (0, \frac{1}{2})\), there exists a DAG with some \(d \geq 3\) (that depends on \(\delta\)), \(L_k = \omega(\log(k))\), and all \(d\)-input majority Boolean processing functions such that reconstruction is possible based on the full \(k\)-layer state \(X_k\).

Our second result considers the setting where the indegree of each node (except the root) is \(d = 2\), because it is not immediately obvious that deterministic DAGs (for which reconstruction is possible) exist for \(d = 2\). Indeed, it is not entirely clear which Boolean processing functions are good for “local error correction” in this scenario. We choose to fix all Boolean functions at even levels of the random DAG model to be the AND rule, and all Boolean functions at odd levels of the model to be the OR rule. We then prove that this random DAG model also exhibits a phase transition phenomenon around a critical threshold of \(\delta_{\text{andor}} \triangleq \frac{3 - \sqrt{2}}{4}\). As before, the next theorem illustrates that for \(\delta < \delta_{\text{andor}}\), the “biased” majority decision rule, \(\hat{T}_k \triangleq 1\{\sigma_k \geq t\}\) where \(t \in (0, 1)\) is defined in (52) in section III, can asymptotically decode \(\sigma_0\), but for \(\delta > \delta_{\text{andor}}\), the ML decision rule cannot asymptotically decode \(\sigma_0\). For simplicity, we only analyze this model at even levels.

**Theorem 2 (Phase Transition in Random DAG Model with AND-OR Rule Processing).** Let \(C(\delta)\) be the constant defined in (48) in section III. For a random DAG model with \(d = 2\), AND processing functions at even levels, and OR processing functions at odd levels, the following phase transition phenomenon occurs around \(\delta_{\text{andor}}\):

1. If \(\delta \in (0, \delta_{\text{andor}})\), and the number of vertices per level satisfies \(L_k = \omega(\log(k))\), then reconstruction is possible in the sense that:
   \[
   \limsup_{k \to \infty} \mathbb{P}(\hat{T}_{2k} \neq \sigma_0) < \frac{1}{2}.
   \]

2. If \(\delta \in (\delta_{\text{andor}}, \frac{1}{2})\), and the number of vertices per level satisfies \(L_k = o\left((C(\delta) + \epsilon)^{-\frac{1}{2}}\right)\) for some \(\epsilon \in (0, 1 - C(\delta))\) (that can depend on \(\delta\)), then reconstruction is impossible in the sense of (8):
   \[
   \lim_{k \to \infty} \mathbb{E} \left[ \left\| P_{\sigma_2k\vert G}^+ - P_{\sigma_2k\vert G}^- \right\|_{\text{TV}} \right] = 0.
   \]

Theorem 2 is proved in section III, and many of the remarks pertaining to Theorem 1 as well as the general intuition for Theorem 1 also hold for Theorem 2. Furthermore, a corollary analogous to Corollary 1 also holds here.

**D. Deterministic 2D Grid Model**

We now turn to deterministic DAG models. As we mentioned earlier, all deterministic DAGs we will analyze will have the structure of a regular 2D grid. A determinant 2D grid consists of a deterministic DAG whose vertices are also Bernoulli random variables and whose edges are independent BSC(\(\delta\)’s. As with random DAG models, there is a root random variable \(X_{0,0} \sim \text{Bernoulli}(\frac{1}{2})\), and we let \(X_k = (X_{k,0}, \ldots, X_{k,k})\) be the vector of node random variables at distance \(k \in \mathbb{N}\) from the root. So, there are \(k + 1\) nodes at distance \(k\). Furthermore, the 2D grid contains the (deterministic) directed edges \((X_{k,j}, X_{k+1,j})\) and \((X_{j,k}, X_{k+1,j+1})\) for every \(k \in \mathbb{N}\) and every \(j \in [k + 1]\). The underlying graph of such a 2D grid is shown in Figure 1.

To define the Bayesian network on a deterministic 2D grid, we again fix some crossover probability \(\delta \in (0, \frac{1}{2})\), and two Boolean functions \(f_1 : \{0, 1\}^2 \to \{0, 1\}\) and \(f_2 : \{0, 1\} \to \{0, 1\}\). Then, for any \(k \in \mathbb{N}\{0, 1\}\) and \(j \in \{1, \ldots, k - 1\}\), we define:

\[
X_{k,j} = f_1(X_{k-1,j-1} \oplus Z_{k,j,1}, X_{k-1,j} \oplus Z_{k,j,2})
\]

As mentioned subsection I-B, we can define a more general model where every node \(X_{k,j}\) has its own Boolean processing function \(f_{k,j}\), but we will only analyze instances of the simpler model presented here.
Fig. 1. Illustration of a deterministic 2D grid. In this 2D grid, each node is a Bernoulli random variable and each edge is a BSC with parameter $\delta \in (0, \frac{1}{2})$. Moreover, each node uses a Boolean processing function to combine its (possibly flipped) input bits.

and for any $k \in \mathbb{N}\setminus\{0\}$, we define:

$$X_{k,0} = f_2(X_{k-1,0} \oplus Z_{k,0,2}) \quad \text{and} \quad X_{k,k} = f_2(X_{k-1,k-1} \oplus Z_{k,k,1})$$

(10)

where $\{Z_{k,j,i} : k \in \mathbb{N}\setminus\{0\}, j \in [k+1], i \in \{1,2\}\}$ are i.i.d Bernoulli($\delta$) random variables that are independent of everything else. Together, (9) and (10) characterize the conditional distribution of any $X_{k,j}$ given its parents.

As before, we have a Markov chain $\{X_k : k \in \mathbb{N}\}$, and our goal is to determine whether or not the value at the root $X_0$ can be decoded from the observations $X_k$ as $k \to \infty$. In all the cases that we will consider in this paper, we will prove that reconstruction is impossible in the sense that:

$$\lim_{k \to \infty} \|P_{X_k}^+ - P_{X_k}^-\|_{TV} = 0$$

(11)

where $P_{X_k}^+$ and $P_{X_k}^-$ are the conditional distributions of $X_k$ given $X_0 = 1$ and $X_0 = 0$, respectively. The condition in (11) is of course equivalent to the ML decision rule failing to decode $X_0$ from $X_k$ as $k \to \infty$.

E. Results on Deterministic 2D Grids

Deterministic 2D grids are much harder to analyze than random DAG models due to the dependence between adjacent nodes in a given layer. As mentioned earlier, we analyze the setting where all Boolean processing functions in the 2D grid with two inputs are the same, and all Boolean processing functions in the 2D grid with one input are the identity rule. Our first result shows that reconstruction is impossible for all $\delta \in (0, \frac{1}{2})$ when AND processing functions are used.

**Theorem 3** (Deterministic AND 2D Grid). If $\delta \in (0, \frac{1}{2})$, and all Boolean processing functions with two inputs in the deterministic 2D grid are the AND rule, then reconstruction is impossible in the sense of (11), i.e. $\lim_{k \to \infty} \|P_{X_k}^+ - P_{X_k}^-\|_{TV} = 0$.

Theorem 3 is proved in section IV. The proof couples the 2D grid starting at $X_{0,0} = 0$ with the 2D grid starting at $X_{0,0} = 1$, and “runs” them together. Using a phase transition result concerning bond percolation on 2D grids, we show that we eventually reach a layer where the values of all nodes in the first grid equal the values of the corresponding nodes in the second grid. So, the two 2D grids “couple” almost surely regardless of their starting state. This implies that we cannot decode the starting state by looking at nodes in layer $k$ as $k \to \infty$. We note that in order to prove that the two 2D grids “couple,” we have to consider two different regimes of $\delta$ and provide separate arguments for each. The details of these arguments are presented in section IV.

Our second result shows that reconstruction is impossible for all $\delta \in (0, \frac{1}{2})$ when XOR processing functions are used.
Theorem 4 (Deterministic XOR 2D Grid). If $\delta \in \left(0, \frac{1}{2}\right)$, and all Boolean processing functions with two inputs in the deterministic 2D grid are the XOR rule, then reconstruction is impossible in the sense of (11), i.e. $\lim_{k \to \infty} \| P^+_X - P^-_X \|_{TV} = 0$.

Theorem 4 is proved in section V. In the XOR 2D grid, every node at level $k$ can be written as a (binary) linear combination of the root bit and all the BSC noise random variables in the grid up to level $k$. This linear relationship can be captured by a binary matrix. The main idea of the proof is to perceive this matrix as a parity check matrix of a linear code. The problem of inferring $X_0, 0$ from $X_k$ turns out to be equivalent to decoding the first bit of a codeword drawn uniformly from this code after observing a noisy version of the codeword. Basic facts from coding theory can then be used to complete the proof.

We remark that Theorems 3 and 4 seem intuitively obvious from the random DAG model perspective. For example, consider the random DAG model with $d = 2$, $L_k = k + 1$, and all AND processing functions. Then, the conditional expectation function $\sigma \mapsto \mathbb{E}[\sigma_k | \sigma_{k-1} = \sigma]$ has only one fixed point regardless of the value of $\delta \in \left(0, \frac{1}{2}\right)$, and we intuitively expect $\sigma_k$ to tend to this fixed point (which roughly captures the equilibrium between AND gates killing 1’s and BSC($\delta$)’s producing new 1’s) as $k \to \infty$. So, reconstruction is impossible in this random DAG model, which suggests that reconstruction is also impossible in the deterministic 2D AND grid. Although Theorems 3 and 4 are intuitively easy to understand in this way, we emphasize that they are nontrivial to prove—see sections IV and V.

The impossibility of reconstruction in Theorems 3 and 4 also seems intuitively plausible due to the ergodicity results for numerous 1D (probabilistic) cellular automata—see e.g. [Gra82] and the references therein. However, there are two key differences between deterministic 2D grids and 1D cellular automata. Firstly, the main question in the study of 1D cellular automata is whether a given automaton is ergodic, i.e. whether the Markov process defined by it converges to a unique invariant probability measure on the configuration space for all initial configurations. This question of ergodicity is typically addressed by considering the convergence of finite-dimensional distributions over the sites (i.e. weak convergence). Hence, for many 1D cellular automata that have special characteristics (such as translation invariance, finite range, positivity, and attractiveness/monotonicity, cf. [Gra82]), it suffices to consider the convergence of distributions on finite intervals (e.g. marginal distribution at a given site). In contrast to this setting, we are concerned with the stronger notion of convergence in TV distance. Indeed, Theorems 3 and 4 show that the TV distance between $P^+_X$ and $P^-_X$ vanishes as $k \to \infty$.

Secondly, since a 1D cellular automaton has infinitely many sites, the problem of remembering a bit in a cellular automaton corresponds to distinguishing between the “all zeros” and “all ones” initial configurations. On the other hand, a deterministic 2D grid can be construed as a 1D cellular automaton with boundary conditions; each level $k$ corresponds to an instance in (discrete) time, and there are $L_k$ sites at time $k$. Moreover, its initial configuration has only one copy of the initial bit as opposed to infinitely many copies. As a result, compared a deterministic 2D grid, a 1D cellular automaton (without boundary conditions) intuitively appears to have a stronger separation between the two initial states as time progresses. The aforementioned boundary conditions form another barrier to translating results from the 1D cellular automata literature to deterministic 2D grids.

It is also worth mentioning that most results on 1D cellular automata pertain to the continuous time setting—see e.g. [Lig78], [Gra82] and the references therein. This is because sites are updated one by one in a continuous time automaton, but they are updated in parallel in a discrete time automaton. So, the discrete time setting is often harder to analyze. (One of the only known discrete time 1D cellular automaton ergodicity results, for the 3-input majority vote model, is outlined in [Gra87, Section 3].) This is another reason why results from the 1D cellular automata literature cannot be easily used for our model.
F. Further Discussion on Impossibility Results

In this subsection, we present and discuss two impossibility results pertaining to both deterministic and random DAG models (where the former correspond to Bayesian networks on specific realizations of \( G \) as defined in subsection I-B). The first result illustrates that if \( L_k \leq \log(k)/\left(d \log(1/(2\delta))\right) \) for every sufficiently large \( k \) (i.e. \( L_k \) grows very “slowly”), then reconstruction is impossible regardless of the choice of Boolean processing functions and the choice of decision rule.

**Proposition 1** (Slow Growth of Layers). Suppose that the number of vertices per level satisfies:

\[ \exists K \in \mathbb{N}, \forall k \geq K, \quad L_k \leq \frac{\log(k)}{d \log(\frac{1}{2\delta})}. \]

Then, reconstruction is impossible and we have:

1) for a deterministic DAG:

\[ \lim_{k \to \infty} \left\| P^+_{X_k} - P^-_{X_k} \right\|_{TV} = 0. \]

2) for a random DAG:

\[ \lim_{k \to \infty} \mathbb{E} \left[ \left\| P^+_{X_k|G} - P^-_{X_k|G} \right\|_{TV} \right] = 0. \]

This proposition is proved in Appendix A. In part 2 of Proposition 1, \( P^+_{X_k|G} \) and \( P^-_{X_k|G} \) denote the conditional distributions of \( X_k \) given \( \{X_0 = 1, G\} \) and \( \{X_0 = 0, G\} \) respectively, which shows that reconstruction is impossible for random DAGs even if the particular DAG realization \( G \) is known and the decoder can access the entire \( k \)-layer state \( X_k \). Furthermore, part 2 also clearly implies that reconstruction is impossible in the sense of (8). Therefore, Proposition 1 illustrates that our assumption that \( L_k = \omega(\log(k)) \) (or as we mentioned earlier, the weaker assumption that \( L_k \geq h(\delta) \log(k) \) for some constant \( h(\delta) \) and all sufficiently large \( k \)) for reconstruction to be possible in Theorems 1 and 2 is in fact necessary. In contrast, consider a deterministic DAG with no restrictions (i.e. no bounded indegree assumption) except for the size of \( L_k \). Then, each node at level \( k \) is connected to all \( L_{k-1} \) nodes at level \( k - 1 \). In this scenario, the proof technique of part 1 of Proposition 1 in Appendix A can be used to show that reconstruction is impossible when \( L_k \leq \sqrt{\log(k)/\log(1/(2\delta))} \) for all sufficiently large \( k \). Moreover, this scaling of \( L_k = O(\sqrt{\log(k)}) \) is tight, because if we let every Boolean processing function be the majority vote, then the proof of part 1 of Theorem 1 in section II can be executed mutatis mutandis to show that reconstruction is possible for every \( \delta \in (0, \frac{1}{2}) \) when \( L_k = \Omega(\sqrt{\log(k)}) \). 

The second impossibility result we present is an important result from the noisy circuits literature due to Evans and Schulman [ES99]. Evans and Schulman studied Von Neumann’s noisy computation model (which we briefly discussed in subsection I-C), and established general conditions under which reconstruction is impossible in deterministic DAGs due to the decay of mutual information between \( X_0 \) and \( X_k \). Recall that for two discrete random variables \( X \in \mathcal{X} \) and \( Y \in \mathcal{Y} \) (where \( |\mathcal{X}|, |\mathcal{Y}| < \infty \), with joint probability mass function \( P_{X,Y} \) and marginals \( P_X \) and \( P_Y \) respectively, the *mutual information* (in bits) between them is defined as:

\[ I(X;Y) \triangleq \sum_{x \in \mathcal{X}} \sum_{y \in \mathcal{Y}} P_{X,Y}(x,y) \log_2 \left( \frac{P_{X,Y}(x,y)}{P_X(x)P_Y(y)} \right) \]  

(12)

where \( \log_2(\cdot) \) is the binary logarithm, and we assume that \( 0 \log_2\left( \frac{0}{q} \right) = 0 \) for any \( q \geq 0 \), and \( p \log_2\left( \frac{p}{0} \right) = \infty \) for any \( p > 0 \) (due to continuity considerations). We present a specialization of [ES99, Lemma 2] for our setting as Proposition 2 below. This proposition portrays that if \( L_k \) is sub-exponential and the parameters \( \delta \) and \( d \) satisfy \((1 - 2\delta)^2d < 1\), then reconstruction is impossible in deterministic DAGs regardless of the choice of Boolean processing functions and the choice of decision rule.
Proposition 2 (Decay of Mutual Information [ES99, Lemma 2]). For any deterministic DAG model, we have:

\[ I(X_0; X_k) \leq L_k \left((1 - 2\delta)^2 d\right)^k \]

where \(L_k d^k\) is the total number of paths from \(X_0\) to layer \(X_k\), and \((1 - 2\delta)^2 d\) can be construed as the overall contraction of mutual information along each path. Therefore, if \((1 - 2\delta)^2 d < 1\) and \(L_k = o(1/(1 - 2\delta)^2 d)^k\), then \(\lim_{k \to \infty} I(X_0; X_k) = 0\), which implies that \(\lim_{k \to \infty} \|P^+_k - P^-_k\|_{TV} = 0\).

We make some pertinent remarks about this result. Firstly, Evans and Schulman’s original analysis assumes that gates are noisy as opposed to edges (in accordance with Von Neumann’s setup), but the re-derivation of [ES99, Lemma 2] in [PW17b, Corollary 7] illustrates that the result also holds for our model. In fact, the site percolation analysis in [PW17b, Section 3] (which we will briefly delineate later) improves upon Evans and Schulman’s estimate. Furthermore, this analysis illustrates that the bound in Proposition 2 also holds for all choices of random Boolean processing functions.

Secondly, while Proposition 2 holds for deterministic DAGs, we can easily extend it for random DAG models. Indeed, the random DAG model inherits the inequality in Proposition 2 pointwise:

\[ I(X_0; X_k|G = \mathcal{G}) \leq L_k \left((1 - 2\delta)^2 d\right)^k \]  

for every realization of the random DAG \(G = \mathcal{G}\), where \(I(X_0; X_k|G = \mathcal{G})\) is the mutual information between \(X_0\) and \(X_k\) computed using the joint distribution of \(X_0\) and \(X_k\) given \(G = \mathcal{G}\). Taking expectations with respect to \(G\), we get:

\[ I(\sigma_0; \sigma_k) = I(X_0; X_k) \leq I(X_0; X_k|G) \leq L_k \left((1 - 2\delta)^2 d\right)^k \]  

where \(I(X_0; X_k|G)\) is the conditional mutual information (i.e. the expected value of \(I(X_0; X_k|G = \mathcal{G})\) with respect to \(G\)), the equality holds because \(\sigma_k\) is a sufficient statistic of \(X_k\) for performing inference about \(\sigma_0\) (cf. [PW17a, Section 3.1]), and the first inequality follows from the chain rule for mutual information and the fact that \(X_0\) is independent of \(G\). Hence, if \(L_k\) is sub-exponential and \((1 - 2\delta)^2 d < 1\), then reconstruction is impossible in the sense of (7) in the random DAG model regardless of the choice of Boolean processing functions and the choice of decision rule. (It is straightforward to see from the previous discussion that reconstruction is also impossible in the sense of (8).)

Thirdly, Evans and Schulman’s result in Proposition 2 provides an upper bound on the critical threshold of \(\delta\) above which reconstruction of the root bit is impossible. Indeed, the condition, \((1 - 2\delta)^2 d < 1\), under which mutual information decays can be rewritten as (cf. the discussion in [ES99, p.2373]):

\[ \delta_{ES}(d) \triangleq \frac{1}{2} - \frac{1}{2\sqrt{d}} < \delta < \frac{1}{2} \]  

and reconstruction is impossible for deterministic or random DAGs in this regime of \(\delta\) provided \(L_k\) is sub-exponential. As a sanity check, we can verify that \(\delta_{ES}(2) = 0.14644... > 0.08856... = \delta_{andor}\) in the context of Theorem 2, and \(\delta_{ES}(3) = 0.21132... > 0.16666... = \delta_{maj}\) in the context of Theorem 1 (as mentioned in subsection I-C). Although \(\delta_{ES}(d)\) is a general upper bound on the critical threshold for reconstruction, in this paper, it is not particularly useful because we analyze explicit processing functions and decision rules, and derive specific bounds that characterize the corresponding thresholds.

Fourthly, it is worth comparing \(\delta_{ES}(d)\) (which comes from a site percolation argument, cf. [PW17b, Section 3]) to an upper bound on the critical threshold for reconstruction derived from bond percolation. To this end, consider the random DAG model, and recall that the BSC(\(\delta\))’s along each edge generate independent bits with probability \(2\delta\) (as shown in the proof of Proposition 1 in Appendix A). So, we can perform bond percolation so that each edge is independently “removed” with probability \(2\delta\). It can be shown by analyzing this bond percolation process that reconstruction is impossible when \(\frac{1}{2} - \frac{1}{2\delta} < \delta < \frac{1}{2}\). Therefore, the Evans-Schulman upper bound of \(\delta_{ES}(d)\) is tighter than the bond percolation upper bound: \(\delta_{ES}(d) < \frac{1}{2} - \frac{1}{2\delta}\).
Finally, we briefly delineate how the site percolation approach in [PW17b, Section 3] allows us to prove that reconstruction is impossible in the random DAG model for the \((1-2\delta)^2d = 1\) case as well. Consider a site percolation process where each node \(X_{k,j}\) (for \(k \in \mathbb{N} \setminus \{0\}\) and \(j \in [L_k]\)) is independently “open” with probability \((1-2\delta)^2\), and “closed” with probability \(1 - (1-2\delta)^2\). (Note that \(X_{0,0}\) is open almost surely.) For every \(k \in \mathbb{N} \setminus \{0\}\), let \(p_k\) denote the probability that there is an “open connected path” from \(X_0\) to \(X_k\) (i.e. there exist \(j_1 \in [L_1], \ldots, j_k \in [L_k]\) such that \((X_{0,0}, X_{1,j_1}), (X_{1,j_1}, X_{2,j_2}), \ldots, (X_{k-1,j_{k-1}}, X_{k,j_k})\) are directed edges in the random DAG \(G\) and \(X_{1,j_1}, \ldots, X_{k,j_k}\) are all open). It can be deduced from [PW17b, Theorem 5] that for any \(k \in \mathbb{N} \setminus \{0\}\):

\[
I(X_0; X_k|G) \leq p_k. \tag{16}
\]

Next, for each \(k \in \mathbb{N}\), define the random variable:

\[
\lambda_k \triangleq \frac{1}{L_k} \sum_{j \in [L_k]} \mathbf{1}\{X_{k,j} \text{ is open and connected}\} \tag{17}
\]

which is the proportion of open nodes at level \(k\) that are connected to the root by an open path. (Note that \(\lambda_0 = 1\).) It is straightforward to verify (using Bernoulli’s inequality) that for any \(k \in \mathbb{N} \setminus \{0\}\):

\[
\mathbb{E}[\lambda_k | \lambda_{k-1}] = (1-2\delta)^2 \left(1 - (1-\lambda_{k-1})^d\right) \leq (1-2\delta)^2 d \lambda_{k-1}. \tag{18}
\]

Observe that by Markov’s inequality and the recursion from (18), \(\mathbb{E}[\lambda_k] \leq (1-2\delta)^2 d \mathbb{E}[\lambda_{k-1}]\), we have:

\[
p_k = \mathbb{P}\left(\lambda_k \geq \frac{1}{L_k}\right) \leq L_k \mathbb{E}[\lambda_k] \leq L_k \left((1-2\delta)^2 d\right)^k \tag{19}
\]

which recovers Evans and Schulman’s result (Proposition 2) in the context of the random DAG model. Indeed, if \((1-2\delta)^2 d < 1\) and \(L_k = o(1/(1-2\delta)^2d)^k\), then \(\lim_{k \to \infty} p_k = 0\), and as a result, \(\lim_{k \to \infty} I(X_0; X_k|G) = 0\) by (16). On the other hand, when \((1-2\delta)^2 d = 1\), taking expectations and applying Jensen’s inequality to the equality in (18) produces:

\[
\mathbb{E}[\lambda_k] \leq (1-2\delta)^2 \left(1 - (1 - \mathbb{E}[\lambda_{k-1}])^d\right). \tag{20}
\]

This implies that \(\mathbb{E}[\lambda_k] \leq F^{-1}(k)\) for every \(k \in \mathbb{N}\) using the estimate in [PW16, Appendix A], where \(F : [0,1] \to \mathbb{R}_+\), \(F(t) = \int_t^1 \frac{1}{f(t')} dt'\) with \(f : [0,1] \to [0,1]\), \(f(t) = t - (1-2\delta)^2 (1 - (1-t)^d)\), and \(F^{-1} : \mathbb{R}_+ \to [0,1]\) is well-defined. Since \(f(t) \geq \frac{d-1}{2} t^2\) for all \(t \in [0,1]\), it is straightforward to show that:

\[
\mathbb{E}[\lambda_k] \leq F^{-1}(k) \leq \frac{2}{(d-1)k}. \tag{21}
\]

Therefore, the Markov’s inequality argument in (19) illustrates that if \((1-2\delta)^2 d = 1\) and \(L_k = o(k)\), then \(\lim_{k \to \infty} p_k = 0\) and reconstruction is impossible in the random DAG model due to (16). Furthermore, the condition on \(L_k\) can be improved to \(L_k = O(k \log(k))\) using a more sophisticated Borel-Cantelli type of argument.

II. ANALYSIS OF MAJORITY RULE PROCESSING IN RANDOM DAG MODEL

In this section, we prove Theorem 1. To this end, we first make some pertinent observations. Recall that we have a random DAG model with \(d = 3\), and all Boolean functions are the majority rule, i.e. \(f_k(x_1, x_2, x_3) = \text{majority}(x_1, x_2, x_3)\) for every \(k \in \mathbb{N} \setminus \{0\}\). Suppose we are given that \(\sigma_{k-1} = \sigma\). Then, \(X_{k,j} = \text{majority}(\text{Bernoulli}(\sigma\delta), \text{Bernoulli}(\sigma\delta), \text{Bernoulli}(\sigma\delta))\) for three i.i.d. Bernoulli random variables for every \(k \in \mathbb{N} \setminus \{0\}\) and every \(j \in [L_k]\). Since we have:

\[
P(X_{k,j} = 1 | \sigma_{k-1} = \sigma) = (\sigma \delta)^3 + 3(\sigma \delta)^2(1 - \sigma \delta)
\]

\[
= -2(1 - 2\delta)^3 \sigma^3 + 3(1 - 2\delta)^2 \sigma^2 + 6\delta(1 - \delta)(1 - 2\delta) \sigma + \delta^2 (3 - 2\delta) \tag{22}
\]

\[
= \mathbb{E}[\sigma_k | \sigma_{k-1} = \sigma], \tag{23}
\]

\[
\mathbb{P}(X_{k,j} = 1 | \sigma_{k-1} = \sigma) = (\sigma \delta)^3 + 3(\sigma \delta)^2(1 - \sigma \delta)
\]

\[
= -2(1 - 2\delta)^3 \sigma^3 + 3(1 - 2\delta)^2 \sigma^2 + 6\delta(1 - \delta)(1 - 2\delta) \sigma + \delta^2 (3 - 2\delta) \tag{24}
\]
\( X_{k,j} \) are i.i.d. Bernoulli(\( g(\sigma) \)) for \( j \in [L_k] \), and \( L_k \sigma_k \sim \text{binomial}(L_k, g(\sigma)) \), where we define \( g : [0,1] \to [0,1] \) as:

\[
g(\sigma) = (\sigma \star \delta) + 3(\sigma \star \delta)^2(1 - \sigma \star \delta)
\]

and its derivative \( g' : [0,1] \to \mathbb{R}^+ \) is:

\[
g'(\sigma) = 6(1 - 2\delta)(\sigma \star \delta)(1 - \sigma \star \delta) \geq 0.
\]

This is a quadratic function of \( \sigma \) with maximum value \( \max_{\sigma \in [0,1]} g'(\sigma) = \frac{3}{2}(1 - 2\delta) \) achieved at \( \sigma = \frac{1}{2} \). Hence, \( \frac{3}{2}(1 - 2\delta) \) is the Lipschitz constant of \( g \) over \([0,1]\).

There are two regimes of interest when we consider the contraction properties and fixed point structure of \( g \). In the \( \delta \in (0, \frac{1}{2}) \) regime, the Lipschitz constant \( \frac{3}{2}(1 - 2\delta) \in (1, \frac{3}{2}) \) is greater than 1. Furthermore, to compute the fixed points of \( g \), notice that:

\[
g(\sigma) - \sigma = -2(1 - 2\delta)^3 \sigma^2 + 3(1 - 2\delta)^3 \sigma^2 + (6\delta(1 - \delta)(1 - 2\delta) - 1)\sigma + 3\delta^2 - 3\delta
\]

which means that \( g \) has three fixed points (or the roots of \( g(\sigma) - \sigma \)):

\[
\sigma = \frac{1}{2} \pm \sqrt{1 - \frac{16\delta}{(1 - 2\delta)^3}}\]

using the quadratic formula. When \( \delta \in (0, \frac{1}{6}) \), let us define the largest fixed point of \( g \) as:

\[
\hat{\sigma} = \frac{1}{2} \pm \sqrt{1 - \frac{16\delta}{(1 - 2\delta)^3}}.
\]

so that \( g \) has the fixed points \( \sigma = 1 - \hat{\sigma}, \frac{1}{2}, \hat{\sigma} \). In contrast, in the \( \delta \in (\frac{1}{2}, \frac{3}{2}) \) regime, the Lipschitz constant \( \frac{3}{2}(1 - 2\delta) \in (0, 1) \) is less than 1, and the only fixed point of \( g \) is \( \sigma = \frac{1}{2} \). (We also mention that when \( \delta = \frac{1}{2} \), the Lipschitz constant \( \frac{3}{2}(1 - 2\delta) = 1 \), and \( g \) has one fixed point at \( \sigma = \frac{1}{2} \).) We now prove Theorem 1.

**Proof of Theorem 1.** We first prove that \( \delta \in (0, \frac{1}{6}) \) implies \( \limsup_{k \to \infty} \mathbb{P}(S_k \neq \sigma_0) < \frac{1}{2} \). To establish this, we begin by defining a useful “monotone Markovian coupling” (see [LPW09], Chapter 5) for basic definitions of Markovian couplings). Let \( \{\sigma_k^+: k \in \mathbb{N}\} \) and \( \{\sigma_k^-: k \in \mathbb{N}\} \) denote versions of the Markov chain \( \{\sigma_k: k \in \mathbb{N}\} \) (i.e. with the same transition kernels) initialized at \( \sigma_0^+ = 1 \) and \( \sigma_0^- = 0 \), respectively. In particular, the marginal distributions of \( \sigma_k^+ \) and \( \sigma_k^- \) are \( P_{\sigma_k}^+ \) and \( P_{\sigma_k}^- \), respectively. We construct the monotone Markovian coupling \( \{\sigma_k^+, \sigma_k^-: k \in \mathbb{N}\} \) between the Markov chains \( \{\sigma_k^+: k \in \mathbb{N}\} \) and \( \{\sigma_k^-: k \in \mathbb{N}\} \) such that for every \( k \in \mathbb{N} \), \( \sigma_k^+ \geq \sigma_k^- \) almost surely. Notice that \( 1 = \sigma_0^+ \geq \sigma_0^- = 0 \) is true by assumption. Suppose for some \( k \in \mathbb{N} \), \( \sigma_k^+ \geq \sigma_k^- \) almost surely. We define the conditional distribution of \( \delta \) given \( \sigma_k^+, \sigma_k^- \) as the well-known monotone coupling of \( L_k \sim \text{binomial}(L_k, g(\sigma^+)) \) and \( L_k \sim \text{binomial}(L_k, g(\sigma^-)) \) so that \( \sigma_{k+1}^+ \geq \sigma_{k+1}^- \) almost surely.

1. The “marginal” Markov chains are \( \{\sigma_k^+: k \in \mathbb{N}\} \) and \( \{\sigma_k^-: k \in \mathbb{N}\} \).
2. For every \( j > k \geq 1 \), \( \sigma_j^+ \) is conditionally independent of \( \sigma_0^-, \ldots, \sigma_k^-, \sigma_0^+, \ldots, \sigma_{k+1}^- \) given \( \sigma_k^+ \), and \( \sigma_j^- \) is conditionally independent of \( \sigma_0^+, \ldots, \sigma_k^+, \sigma_0^-, \ldots, \sigma_{k+1}^+ \) given \( \sigma_k^- \).
3. For every \( k \in \mathbb{N} \), \( \sigma_k^+ \geq \sigma_k^- \) almost surely.
In the sequel, probabilities of events that depend on the random variables in \(\{(\sigma_k^+, \sigma_k^-) : k \in \mathbb{N}\}\) are defined with respect to this Markovian coupling. We next prove that there exists \(\epsilon > 0\) such that:

\[
\forall k \in \mathbb{N}\setminus\{0\}, \quad \mathbb{P}(\sigma_k^+ \geq \hat{\sigma} - \epsilon \mid \sigma_{k-1}^- \geq \hat{\sigma} - \epsilon, A_{k,j}) \geq 1 - \exp(-2L_k\gamma(\epsilon)^2) \tag{30}
\]

where \(\gamma(\epsilon) \triangleq g(\hat{\sigma} - \epsilon) - (\hat{\sigma} - \epsilon) > 0\), and \(A_{k,j}\) with \(0 \leq j < k\) is the non-zero probability event defined as:

\[
A_{k,j} \triangleq \begin{cases} 
\{\sigma_j^- \leq 1 - \hat{\sigma} + \epsilon\} & , \quad 0 \leq j = k - 1 \\
\{\sigma_j^- \leq 1 - \hat{\sigma} + \epsilon, \ldots, \sigma_j^- \leq 1 - \hat{\sigma} + \epsilon\} \cap \{\sigma_j^- \leq 1 - \hat{\sigma} + \epsilon\} & , \quad 0 \leq j \leq k - 2 
\end{cases}
\]

Since \(g'(\hat{\sigma}) < 1\) and \(g(\hat{\sigma}) = \hat{\sigma}, g(\hat{\sigma} - \epsilon) > \hat{\sigma} - \epsilon\) for sufficiently small \(\epsilon > 0\). Fix any such \(\epsilon > 0\) such that \(\gamma(\epsilon) > 0\). Recall that \(L_k\sigma_k \sim \text{binomial}(L_k, g(\sigma))\) given \(\sigma_{k-1} = \sigma\). This implies that for every \(k \in \mathbb{N}\setminus\{0\}\) and every \(0 \leq j < k\):

\[
\mathbb{P}(\sigma_k^+ < g(\sigma_{k-1}^+) - \gamma(\epsilon) \mid \sigma_{k-1}^+ = \sigma, A_{k,j}) = \mathbb{P}(\sigma_k^+ < g(\sigma_{k-1}) - \gamma(\epsilon) \mid \sigma_{k-1} = \sigma) \leq \exp(-2L_k\gamma(\epsilon)^2)
\]

where the equality follows from property 2 of our Markovian coupling, and the inequality follows from (24) and Hoeffding’s inequality [Hoe63, Theorem 1]. As a result, we have:

\[
\sum_{\sigma \geq \hat{\sigma} - \epsilon} \mathbb{P}(\sigma_k^+ < g(\sigma_{k-1}^+) - \gamma(\epsilon) \mid \sigma_{k-1}^+ = \sigma, A_{k,j}) \mathbb{P}(\sigma_{k-1}^+ = \sigma \mid A_{k,j}) \leq \exp(-2L_k\gamma(\epsilon)^2) \sum_{\sigma \geq \hat{\sigma} - \epsilon} \mathbb{P}(\sigma_{k-1}^+ = \sigma \mid A_{k,j})
\]

Finally, notice that \(\sigma_k^+ < \hat{\sigma} - \epsilon = g(\hat{\sigma} - \epsilon) - \gamma(\epsilon)\) implies that \(\sigma_k^+ < g(\sigma_{k-1}^+) - \gamma(\epsilon)\) when \(\sigma_{k-1}^+ \geq \hat{\sigma} - \epsilon\) (since \(g\) is non-decreasing and \(g(\sigma_{k-1}^+) \geq g(\hat{\sigma} - \epsilon)\)). This produces:

\[
\mathbb{P}(\sigma_k^+ < \hat{\sigma} - \epsilon \mid \sigma_{k-1}^+ \geq \hat{\sigma} - \epsilon, A_{k,j}) \leq \exp(-2L_k\gamma(\epsilon)^2)
\]

which in turn establishes (30).

Now fix any \(\tau > 0\), and choose a sufficiently large value \(K = K(\epsilon, \tau) \in \mathbb{N}\) (that depends on \(\epsilon\) and \(\tau\)) such that:

\[
\sum_{m=K+1}^{\infty} \exp(-2L_m\gamma(\epsilon)^2) \leq \tau. \tag{31}
\]

Note that such \(K\) exists because \(\sum_{m=1}^{\infty} 1/m^2 = \pi^2/6 < +\infty\), and for sufficiently large \(m\), we have:

\[
\exp(-2L_m\gamma(\epsilon)^2) \leq \frac{1}{m^2} \iff -2L_m\gamma(\epsilon)^2 \leq -2 \log(m) \iff \frac{\log(m)}{L_m} \leq \gamma(\epsilon)^2 \tag{32}
\]

since \(L_m = \omega(\log(m))\) (i.e. \(\lim_{m \to \infty} \log(m)/L_m = 0\)). Using the continuity of probability measures, observe that:

\[
\mathbb{P}\left(\bigcap_{k > K} \{\sigma_k^+ \geq \hat{\sigma} - \epsilon\} \mid \sigma_K^+ \geq \hat{\sigma} - \epsilon, \sigma_K^- \leq 1 - \hat{\sigma} + \epsilon\right) = \prod_{k > K} \mathbb{P}(\sigma_k^+ \geq \hat{\sigma} - \epsilon \mid \sigma_{k-1}^+ \geq \hat{\sigma} - \epsilon, A_{k,K}) \\
\geq \prod_{k > K} 1 - \exp(-2L_k\gamma(\epsilon)^2) \\
\geq 1 - \sum_{k > K} \exp(-2L_k\gamma(\epsilon)^2) \\
\geq 1 - \tau
\]
where the first inequality follows from (30), the second inequality is straightforward to establish using induction, and the final inequality follows from (31). Therefore, we have for any $k > K$:

$$\mathbb{P}(\sigma_k^+ \geq \hat{\sigma} - \epsilon \mid \sigma_k^+ \geq \hat{\sigma} - \epsilon, \sigma_k^- \leq 1 - \hat{\sigma} + \epsilon) \geq 1 - \tau.$$  

(33)

Likewise, we can also prove mutatis mutandis that for any $k > K$:

$$\mathbb{P}(\sigma_k^- \leq 1 - \hat{\sigma} + \epsilon \mid \sigma_k^+ \geq \hat{\sigma} - \epsilon, \sigma_k^- \leq 1 - \hat{\sigma} + \epsilon) \geq 1 - \tau$$

(34)

where the choices of $\epsilon$, $\tau$, and $K$ in (34) are the same as those in (33) without loss of generality.

We need to show that $\limsup_{k \to \infty} \mathbb{P}(\hat{S}_k \neq \sigma_0) < \frac{1}{2}$, or equivalently, that there exists $\lambda > 0$ such that for all sufficiently large $k \in \mathbb{N}$:

$$\mathbb{P}(\hat{S}_k \neq \sigma_0) = \frac{1}{2} \mathbb{P}(\hat{S}_k \neq \sigma_0 \mid \sigma_0 = 1) + \frac{1}{2} \mathbb{P}(\hat{S}_k \neq \sigma_0 \mid \sigma_0 = 0) \leq \frac{1 - \lambda}{2}$$

$$\iff \mathbb{P}(\sigma_k < \frac{1}{2} \mid \sigma_0 = 1) + \mathbb{P}(\sigma_k \geq \frac{1}{2} \mid \sigma_0 = 0) \leq 1 - \lambda$$

$$\iff \mathbb{P}(\sigma_k^+ \geq \frac{1}{2}) - \mathbb{P}(\sigma_k^- \geq \frac{1}{2}) \geq \lambda.$$ 

To this end, let $E = \{\sigma_k^+ \geq \hat{\sigma} - \epsilon, \sigma_k^- \leq 1 - \hat{\sigma} + \epsilon\}$, and observe that for all $k > K$:

$$\mathbb{P}(\sigma_k^+ \geq \frac{1}{2}) - \mathbb{P}(\sigma_k^- \geq \frac{1}{2}) = \mathbb{E}[\mathbf{1}\{\sigma_k^+ \geq \frac{1}{2}\} - \mathbf{1}\{\sigma_k^- \geq \frac{1}{2}\}]$$

$$\geq \mathbb{E}[\mathbf{1}\{\sigma_k^+ \geq \frac{1}{2}\} - \mathbf{1}\{\sigma_k^- \geq \frac{1}{2}\} - \mathbf{1}\{E\}]$$

$$= \mathbb{E}[\mathbf{1}\{\sigma_k^+ \geq \frac{1}{2}\} - \mathbf{1}\{\sigma_k^- \geq \frac{1}{2}\} - \mathbf{1}\{E\}] \mathbb{P}(E)$$

$$= \mathbb{E}[\mathbf{1}\{\sigma_k^+ \geq \frac{1}{2}\} - \mathbf{1}\{\sigma_k^- \geq \frac{1}{2}\}] \mathbb{P}(E)$$

$$\geq \left(\mathbb{P}(\sigma_k^+ \geq \hat{\sigma} - \epsilon \mid E) - \mathbb{P}(\sigma_k^- > 1 - \hat{\sigma} + \epsilon \mid E)\right) \mathbb{P}(E)$$

$$\geq (1 - 2\tau) \mathbb{P}(E) \triangleq \lambda > 0$$

where the first inequality holds because $\mathbf{1}\{\sigma_k^+ \geq \frac{1}{2}\} - \mathbf{1}\{\sigma_k^- \geq \frac{1}{2}\} \geq 0$ almost surely due to the monotonicity (property 3) of our Markovian coupling, the second inequality holds because $1 - \hat{\sigma} + \epsilon < \frac{1}{2} < \hat{\sigma} - \epsilon$ (since $\epsilon > 0$ is small), and the final inequality follows from (33) and (34). This completes the proof for the $\delta \in (0, \frac{1}{6})$ regime.

We next prove that $\delta \in (\frac{1}{6}, \frac{1}{2})$ implies:

$$\lim_{k \to \infty} \mathbb{E}\left[\left\|P_{\sigma_k | G}^+ - P_{\sigma_k | G}^-\right\|_{TV}\right] = 0.$$  

(35)

Recall that we are considering the monotone Markovian coupling $\{(\sigma_k^+, \sigma_k^-) : k \in \mathbb{N}\}$ such that $\sigma_k^+ \geq \sigma_k^-$ almost surely for every $k \in \mathbb{N}$. Then, it is also true that conditioned on an underlying random DAG $G$, $\sigma_k^+ \geq \sigma_k^-$ almost surely for every $k \in \mathbb{N}$. Now observe that given a random DAG $G$:

$$\left\|P_{\sigma_k | G}^+ - P_{\sigma_k | G}^-\right\|_{TV} \leq \mathbb{P}(\sigma_k^+ \neq \sigma_k^- | G) = \mathbb{P}\left(\sigma_k^+ - \sigma_k^- \geq \frac{1}{L_k} | G\right) \leq L_k \mathbb{E}\left[\sigma_k^+ - \sigma_k^-\right]$$

where the first inequality follows from Dobrushin’s maximal coupling representation of TV distance [LPW09, Chapter 4.2], the middle equality holds because the possible values of $\sigma_k^+$ and $\sigma_k^-$ are $\{m/L_k : m = 0, \ldots, L_k\}$, and the final inequality follows from Markov’s inequality since $\sigma_k^+ - \sigma_k^- \geq 0$ almost surely given $G$. Taking expectations with respect to $G$, we have:

$$\mathbb{E}\left[\left\|P_{\sigma_k | G}^+ - P_{\sigma_k | G}^-\right\|_{TV}\right] \leq L_k \mathbb{E}\left[\sigma_k^+ - \sigma_k^-\right].$$  

(36)
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We can bound $\mathbb{E}[\sigma^+_k - \sigma^-_k]$ as follows. Firstly, we use the Lipschitz continuity of $g$ (with Lipschitz constant $\frac{3}{2}(1 - 2\delta)$) to get:

$$0 \leq \mathbb{E}[\sigma^+_k - \sigma^-_k | \sigma^+_{k-1}, \sigma^-_{k-1}] = g(\sigma^+_{k-1}) - g(\sigma^-_{k-1}) \leq \frac{3}{2}(1 - 2\delta)(\sigma^+_{k-1} - \sigma^-_{k-1}).$$  \hspace{1cm} (37)

Then, we notice that:

$$0 \leq \mathbb{E}[\sigma^+_k - \sigma^-_k | \sigma^+_{k-2}, \sigma^-_{k-2}] = \mathbb{E}[\mathbb{E}[\sigma^+_k - \sigma^-_k | \sigma^+_{k-1}, \sigma^-_{k-1}, \sigma^+_{k-2}, \sigma^-_{k-2}] | \sigma^+_{k-2}, \sigma^-_{k-2}]
$$

$$\leq \frac{3}{2}(1 - 2\delta) \mathbb{E}[\sigma^+_{k-1} - \sigma^-_{k-1} | \sigma^+_{k-2}, \sigma^-_{k-2}]$$

$$\leq \left(\frac{3}{2}(1 - 2\delta)\right)^2 (\sigma^+_{k-2} - \sigma^-_{k-2})$$

where the first equality follows from the tower property, the second equality follows from the Markov property, and the final two inequalities both follow from (37). Therefore, we recursively have:

$$0 \leq \mathbb{E}[\sigma^+_k - \sigma^-_k] \leq \left(\frac{3}{2}(1 - 2\delta)\right)^k$$

where we use the facts that $\mathbb{E}[\sigma^+_k - \sigma^-_k | \sigma^+_0, \sigma^-_0] = \mathbb{E}[\sigma^+_k - \sigma^-_k]$ and $\sigma^+_0 - \sigma^-_0 = 1$. Finally, using (36), we get:

$$\mathbb{E}\left[\|P^+_{\sigma_k|G} - P^-_{\sigma_k|G}\|_{TV}\right] \leq L_k \left(\frac{3}{2}(1 - 2\delta)\right)^k$$

which in turn implies (35) because $L_k = o((2/(3(1 - 2\delta))^k)$ by assumption. (It is worth mentioning that although $L_k = o((2/(3(1 - 2\delta))^k)$ in this regime, it can diverge to infinity because the Lipschitz constant $\frac{3}{2}(1 - 2\delta) < 1$.) This completes the proof.

We remark that in the $\delta \in (0, \frac{1}{6})$ regime, we can see from (32) that $L_k \geq \log(k)/\gamma(\epsilon)^2$ for all sufficiently large $k$ suffices for the proof to hold, where a sufficiently small $\epsilon = \epsilon(\delta) > 0$ is fixed that depends on $\delta$ and ensures that $\gamma(\epsilon) > 0$. So, the condition that $L_k = \omega(\log(k))$ can be relaxed.

In the next proposition, we show that if $L_k = \omega(\log(k))$, then the Markov chain $\{\sigma_k : k \in \mathbb{N}\}$ converges almost surely.

**Proposition 3 (Majority Random DAG Model Almost Sure Convergence).** If $\delta \in (\delta_{maj}, \frac{1}{2})$ and $L_k = \omega(\log(k))$, then $\lim_{k \to \infty} \sigma_k = \frac{1}{2}$ almost surely.

**Proof.** Recall that $L_k \sigma_k \sim \text{binomial}(L_k, g(\sigma))$ given $\sigma_{k-1} = \sigma$. This implies via Hoeffding’s inequality and (24) that for every $k \in \mathbb{N}\setminus\{0\}$ and $\epsilon_k > 0$:

$$\mathbb{P}(|\sigma_k - g(\sigma_{k-1})| > \epsilon_k | \sigma_{k-1} = \sigma) \leq 2 \exp(-2L_k \epsilon_k^2)$$

where we can take expectations with respect to $\sigma_{k-1}$ to get:

$$\mathbb{P}(|\sigma_k - g(\sigma_{k-1})| > \epsilon_k) \leq 2 \exp(-2L_k \epsilon_k^2).$$

(38)

Now fix any $\tau > 0$, and choose a sufficiently large integer $K \in \mathbb{N}$ (that depends on $\tau$) such that:

$$\mathbb{P}(\exists k > K, |\sigma_k - g(\sigma_{k-1})| > \epsilon_k) \leq \sum_{k = K+1}^{\infty} \mathbb{P}(|\sigma_k - g(\sigma_{k-1})| > \epsilon_k) \leq 2 \sum_{k = K+1}^{\infty} \exp(-2L_k \epsilon_k^2) \leq \tau$$

where we use the union bound, and let $\epsilon_k = \sqrt{\log(k)/L_k}$ (or equivalently, $\exp(-2L_k \epsilon_k^2) = 1/k^2$). This implies that for any $\tau > 0$:

$$\mathbb{P}(\forall k > K, |\sigma_k - g(\sigma_{k-1})| \leq \epsilon_k) \geq 1 - \tau.$$

(39)
Since for every $k > K$, $|\sigma_k - g(\sigma_{k-1})| \leq \epsilon_k$, we can recursively obtain the following relation:

$$\forall k \in \mathbb{N}\setminus[K + 1], \quad \left|\sigma_k - g^{(k-K)}(\sigma_K)\right| \leq \sum_{m=K+1}^{k} c^{k-m} \epsilon_m$$  \hspace{1cm} (40)$$

where $g^{(k-K)}$ denotes $g$ composed with itself $k-K$ times, and $c = \frac{3}{2}(1-2\delta) \in (0,1)$ (since $\delta \in \left(\frac{1}{6}, \frac{1}{2}\right)$) denotes the Lipschitz constant of $g$ on $[0,1]$. Since $L_m = \omega(\log(m))$, for any $\epsilon > 0$, we can take $K = K(\epsilon, \tau)$ (which depends on both $\epsilon$ and $\tau$) to be sufficiently large so that $\sup_{m>K} \epsilon_m \leq \epsilon(1-c)$.

Now observe that we have:

$$\forall k \in \mathbb{N}\setminus[K + 1], \quad \sum_{m=K+1}^{k} c^{k-m} \epsilon_m \leq \left(\sup_{m>K} \epsilon_m\right) \sum_{j=0}^{\infty} c^j = \left(\sup_{m>K} \epsilon_m\right) \frac{1}{1-c} \leq \epsilon.$$  

Moreover, notice that $\lim_{m \to \infty} g^{(m)}(\sigma_K) = \frac{1}{2}$ by the fixed point theorem [Rud76, Chapter 5, Exercise 22(c)] (recalling that $\sigma = \frac{1}{2}$ is the only fixed point of $g$ when $\delta \in \left(\frac{1}{6}, \frac{1}{2}\right)$). As a result, for any $\tau > 0$ and any $\epsilon > 0$, there exists $K = K(\epsilon, \tau) \in \mathbb{N}$ such that:

$$\mathbb{P}\left(\forall k > K, \left|\sigma_k - g^{(k-K)}(\sigma_K)\right| \leq \epsilon\right) \geq 1 - \tau$$

which implies, after letting $k \to \infty$, that:

$$\mathbb{P}\left(\frac{1}{2} - \epsilon \leq \liminf_{k \to \infty} \sigma_k \leq \limsup_{k \to \infty} \sigma_k \leq \frac{1}{2} + \epsilon\right) \geq 1 - \tau.$$  

Lastly, we can first let $\epsilon \to 0$ and employ the continuity of $\mathbb{P}$, and then let $\tau \to 0$ to obtain:

$$\mathbb{P}\left(\lim_{k \to \infty} \sigma_k = \frac{1}{2}\right) = 1.$$ 

This completes the proof. \hspace{1cm} \Box

Proposition 3 can be construed as a “weak” impossibility result since it demonstrates that the average number of 1’s tends to $\frac{1}{2}$ in the $\delta \in \left(\frac{1}{6}, \frac{1}{2}\right)$ regime regardless of initial state of the Markov chain $\{\sigma_k : k \in \mathbb{N}\}$.

III. ANALYSIS OF AND-OR RULE PROCESSING IN RANDOM DAG MODEL

In this section, we prove Theorem 2. As before, we begin by making some pertinent observations. Recall that we have a random DAG model with $d = 2$, and all Boolean functions at even levels are the AND rule, and all Boolean functions at odd levels are the OR rule, i.e. $f_k(x_1, x_2) = x_1 \land x_2$ for every $k \in 2\mathbb{N}\setminus\{0\}$, and $f_k(x_1, x_2) = x_1 \lor x_2$ for every $k \in \mathbb{N}\setminus2\mathbb{N}$. Suppose we are given that $\sigma_{k-1} = \sigma$. Then, for every $k \in \mathbb{N}\setminus\{0\}$ and every $j \in [L_k]$:

$$X_{k,j} = \begin{cases} \text{Bernoulli}(\sigma \ast \delta) \land \text{Bernoulli}(\sigma \ast \delta), & \text{if } k \text{ even} \\ \text{Bernoulli}(\sigma \ast \delta) \lor \text{Bernoulli}(\sigma \ast \delta), & \text{if } k \text{ odd} \end{cases}$$  \hspace{1cm} (41)$$

for two i.i.d. Bernoulli random variables. Since we have:

$$\mathbb{P}(X_{k,j} = 1|\sigma_{k-1} = \sigma) = \begin{cases} (\sigma \ast \delta)^2, & \text{if } k \text{ even} \\ 1 - (1 - \sigma \ast \delta)^2, & \text{if } k \text{ odd} \end{cases}$$  \hspace{1cm} (42)$$

$$= \mathbb{E}[\sigma_k|\sigma_{k-1} = \sigma],$$

$X_{k,j}$ are i.i.d. Bernoulli($g_k(\text{mod}2)(\sigma)$) for $j \in [L_k]$, and $L_k \sigma_k \sim \text{binomial}(L_k, g_k(\text{mod}2)(\sigma))$, where we define $g_0 : [0,1] \to [0,1]$ as $g_0(\sigma) \triangleq (\sigma \ast \delta)^2$, and $g_1 : [0,1] \to [0,1]$ as $g_1(\sigma) \triangleq 1 - (1 - \sigma \ast \delta)^2 = 2(\sigma \ast \delta) - (\sigma \ast \delta)^2$. The derivatives of $g_0$ and $g_1$ are:

$$g_0'(\sigma) = 2(1-2\delta)(\sigma \ast \delta) \geq 0,$$

$$g_1'(\sigma) = 2(1-2\delta)(1-\sigma \ast \delta) \geq 0.$$  \hspace{1cm} (44)$$

(43)
Consider the composition of \( g_0 \) and \( g_1 \), \( g \equiv g_0 \circ g_1 : [0, 1] \rightarrow [0, 1] \), \( g(\sigma) = \left( (2(\sigma \ast \delta) - (\sigma \ast \delta)^2) \ast \delta \right)^2 \), which has derivative \( g'(t) : [0, 1] \rightarrow \mathbb{R}^+ \) given by:

\[
g'(\sigma) = g'(g_1(\sigma))g'(\sigma) = 4(1 - 2\delta)^2(g_1(\sigma) \ast \delta)(1 - \sigma \ast \delta) \geq 0.
\]

This is a cubic function of \( \sigma \) with maximum value:

\[
C(\delta) \equiv \max_{\sigma \in [0, 1]} g'(\sigma) = \begin{cases} 
\left( \frac{1 - \delta}{1 - 2\delta} - \sqrt{\frac{1 - \delta}{3(1 - 2\delta)^2}} \right) , & \delta \in \left( 0, \frac{9 - \sqrt{33}}{12} \right) \\
\left( \frac{4(1 - \delta)(1 - 2\delta)}{3} \right) , & \delta \in \left( 0, \frac{9 - \sqrt{33}}{12} \right) \\
4(1 - \delta)^2(1 - 2\delta)^2(3 - 2\delta) < 1 , & \delta \in \left( \frac{9 - \sqrt{33}}{12}, \frac{1}{2} \right)
\end{cases}
\]

which follow from standard calculus and algebraic manipulations, and Wolfram Mathematica computations. Hence, \( C(\delta) \) in (48) is the Lipschitz constant of \( g \) over \([0, 1]\). Since \( 4(1 - \delta)(1 - 2\delta)/3 \in (0, 1) \Leftrightarrow \delta \in ((3 - \sqrt{7})/4, (9 - \sqrt{33})/12) \), \( C(\delta) < 1 \) if and only if \( \delta \in ((3 - \sqrt{7})/4, 1/2) \). Moreover, \( C(\delta) > 1 \) if and only if \( \delta \in (0, (3 - \sqrt{7})/4) \) (and \( C(\delta) = 1 \) when \( \delta = (3 - \sqrt{7})/4 \)).

We next summarize the fixed point structure of \( g \). Solving the equation \( g(\sigma) = \sigma \) in Wolfram Mathematica produces:

\[
\sigma = \frac{1 - 6\delta + 4\delta^2 \pm \sqrt{1 - 12\delta + 8\delta^2}}{2(1 - 2\delta)^2}, \quad \frac{3 - 6\delta + 4\delta^2 \pm \sqrt{5 - 12\delta + 8\delta^2}}{2(1 - 2\delta)^2}
\]

where the first pair is real when \( \delta \in (0, (3 - \sqrt{7})/4) \), and the second pair is always real. From these solutions, it is straightforward to verify that the only fixed points of \( g \) in the interval \([0, 1]\) are:

\[
t_0 \equiv \frac{2(1 - \delta)(1 - 2\delta) - 1 - \sqrt{4(1 - \delta)(1 - 2\delta) - 3}}{2(1 - 2\delta)^2} \quad \text{(valid when } \delta \in \left( 0, \frac{3 - \sqrt{7}}{4} \right) \text{)}
\]

\[
t_1 \equiv \frac{2(1 - \delta)(1 - 2\delta) - 1 + \sqrt{4(1 - \delta)(1 - 2\delta) - 3}}{2(1 - 2\delta)^2} \quad \text{(valid when } \delta \in \left( 0, \frac{3 - \sqrt{7}}{4} \right) \text{)}
\]

\[
t \equiv \frac{2(1 - \delta)(1 - 2\delta) + 1 - \sqrt{4(1 - \delta)(1 - 2\delta) + 1}}{2(1 - 2\delta)^2}
\]

which satisfy \( t_0 = t_1 = t \) when \( \delta = (3 - \sqrt{7})/4 \), and \( t_0 = 0, t_1 = 1 \) when \( \delta = 0 \). Furthermore, observe that:

\[
t_1 - t = \frac{\sqrt{a + \sqrt{a + 4}} - 2}{2(1 - 2\delta)^2} > 0 \quad \text{and} \quad t - t_0 = \frac{\sqrt{a} - \sqrt{a + 4} + 2}{2(1 - 2\delta)^2} > 0
\]

where \( a = 4(1 - \delta)(1 - 2\delta) - 3 > 0 \) for \( \delta \in (0, (3 - \sqrt{7})/4) \), \( t_1 - t > 0 \) because \( x \mapsto \sqrt{x} \) is strictly increasing (\( \Rightarrow \sqrt{a + \sqrt{a + 4}} > 2 \)), and \( t - t_0 > 0 \) because \( x \mapsto \sqrt{x} \) is strictly subadditive (\( \Rightarrow \sqrt{a + 2} > \sqrt{a + 4} \)). Hence, \( 0 < t_0 < t < t_1 < 1 \) when \( \delta \in (0, (3 - \sqrt{7})/4) \).

Therefore, there are again two regimes of interest. In the regime \( \delta \in (0, (3 - \sqrt{7})/4) \), \( g \) has three fixed points \( 0 < t_0 < t < t_1 < 1 \), and \( C(\delta) > 1 \). In contrast, in the regime \( \delta \in ((3 - \sqrt{7})/4, 1/2) \), \( g \) has only one fixed point at \( t = 0 \), and \( C(\delta) < 1 \). We now prove Theorem 2.

**Proof of Theorem 2.** The proof of this result closely resembles the proof of Theorem 1 in section II.

We first prove that \( \delta \in (0, (3 - \sqrt{7})/4) \) implies \( \lim \sup_{k \rightarrow \infty} \mathbb{P}(S_{2k} \neq \sigma_0) < \frac{1}{2} \). As before, since \( g_0 \) and \( g_1 \) are non-decreasing functions, we can construct a monotone Markovian coupling \( \{ (\sigma_k^+ +, \sigma_k^-) : k \in \mathbb{N} \} \) between \( \{ \sigma_k^+ : k \in \mathbb{N} \} \) and \( \{ \sigma_k^- : k \in \mathbb{N} \} \), where \( \sigma_k^+ \) and \( \sigma_k^- \) are versions of the Markov chain \( \{ \sigma_k : k \in \mathbb{N} \} \) initialized at \( \sigma_0^+ = 1 \) and \( \sigma_0^- = 0 \), respectively. This Markovian coupling satisfies the following properties:
1) The “marginal” Markov chains are \( \{\sigma^+_k : k \in \mathbb{N}\} \) and \( \{\sigma^-_k : k \in \mathbb{N}\} \).

2) For every \( j > k \geq 1 \), \( \sigma^+_j \) is conditionally independent of \( \sigma^-_0, \ldots, \sigma^-_k, \sigma^+_0, \ldots, \sigma^+_k, \sigma^-_{k-1} \) given \( \sigma^-_k \), and \( \sigma^-_j \) is conditionally independent of \( \sigma^+_0, \ldots, \sigma^+_k, \sigma^-_0, \ldots, \sigma^-_{k-1} \) given \( \sigma^+_k \).

3) For every \( k \in \mathbb{N} \), \( \sigma^+_k \geq \sigma^-_k \) almost surely.

We next prove that there exists \( \epsilon > 0 \) such that:

\[
\forall k \in \mathbb{N}\setminus\{0\}, \quad \mathbb{P}(\sigma^+_{2k} \geq t_1 - \epsilon | \sigma^+_{2k-2} \geq t_1 - \epsilon, A_{k,j}) \geq 1 - 4 \exp\left(-\frac{(L_{2k} \wedge L_{2k-1})\gamma(\epsilon)^2}{8}\right) \tag{54}
\]

where \( \gamma(\epsilon) \triangleq g(t_1 - \epsilon) - (t_1 - \epsilon) > 0 \), and \( A_{k,j} \) with \( 0 \leq j < k \) is the non-zero probability event defined as:

\[
A_{k,j} \triangleq \left\{ \begin{array}{ll}
\{\sigma^-_{2j} \leq t_0 + \epsilon\} & , \quad 0 \leq j = k - 1
\\
\{\sigma^+_{2k-4} \geq t_1 - \epsilon, \sigma^+_{2k-6} \geq t_1 - \epsilon, \ldots, \sigma^+_{2j} \geq t_1 - \epsilon\} \cap \{\sigma^-_{2j} \leq t_0 + \epsilon\} & , \quad 0 \leq j \leq k - 2
\end{array} \right.
\]

Since \( g'(t_1) = 4\delta(3 - 2\delta) < 1 \) and \( g(t_1) = t_1 \), \( g(t_1 - \epsilon) > t_1 - \epsilon \) for sufficiently small \( \epsilon > 0 \). Fix any such \( \epsilon > 0 \) such that \( \gamma(\epsilon) > 0 \). Observe that for every \( k \in \mathbb{N}\setminus\{0\} \) and \( \xi > 0 \), we have:

\[
\begin{align*}
\mathbb{P}(\sigma^+_k - g(\sigma^-_{2k-2}) > \xi | \sigma^-_{2k-2} = \sigma) & \leq \mathbb{P}(\{|\sigma^+_k - g(\sigma^-_{2k-1})| + |g_0(\sigma^-_{2k-1}) - g_0(g_1(\sigma^-_{2k-2}))| > \xi | \sigma^-_{2k-2} = \sigma \}) \\
& \leq \mathbb{P}(\{|\sigma^+_k - g_0(\sigma^-_{2k-1})| + 2(1 - \delta)(1 - 2\delta)|\sigma^-_{2k-1} - g_1(\sigma^-_{2k-2})| > \xi | \sigma^-_{2k-2} = \sigma \}) \\
& \leq \mathbb{P}\left(\left\{|\sigma^+_k - g_0(\sigma^-_{2k-1})| > \frac{\xi}{2}\right\} \cup \left\{2(1 - \delta)(1 - 2\delta)|\sigma^-_{2k-1} - g_1(\sigma^-_{2k-2})| > \frac{\xi}{2}\right\}\right) | \sigma^-_{2k-2} = \sigma) \\
& \leq \mathbb{P}\left(\left|\sigma^+_k - g_0(\sigma^-_{2k-1})\right| > \frac{\xi}{2}\right) | \sigma^-_{2k-2} = \sigma) + \mathbb{P}\left(\left|\sigma^-_{2k-1} - g_1(\sigma^-_{2k-2})\right| > \frac{\xi}{2}\right) | \sigma^-_{2k-2} = \sigma) \\
& \leq \mathbb{E}\left[\mathbb{P}\left(\left|\sigma^+_k - g_0(\sigma^-_{2k-1})\right| > \frac{\xi}{2}\right) | \sigma^-_{2k-2} = \sigma) \right] + 2 \exp\left(-\frac{L_{2k-1}\xi^2}{8(1 - \delta)^2(1 - 2\delta)^2}\right) \\
& \leq 2 \exp\left(-\frac{L_{2k}\xi^2}{8}\right) + 2 \exp\left(-\frac{L_{2k-1}\xi^2}{8(1 - \delta)^2(1 - 2\delta)^2}\right) \\
& \leq 4 \exp\left(-\frac{(L_{2k} \wedge L_{2k-1})\gamma(\epsilon)^2}{8}\right) \tag{55}
\end{align*}
\]

where the first inequality follows from the triangle inequality and the fact that \( g = g_0 \circ g_1 \), the second inequality holds because the Lipschitz constant of \( g_0 \) on \([0, 1]\) is \( \max_{\sigma \in [0, 1]} g'_0(\sigma) = g'_0(1) = 2(1 - \delta)(1 - 2\delta) \) using (44), the fourth inequality follows from the union bound, the fifth and sixth inequalities follow from the Markov property and Hoeffding’s inequality (as well as the fact that \( L_k\sigma_k \sim \text{binomial}(L_k, g_k(\text{mod}_2)(\sigma)) \) given \( \sigma_{k-1} = \sigma \), the final inequality holds because \((1 - \delta)^2(1 - 2\delta)^2 \leq 1\), and \( \wedge \) denotes the minimum operation. Hence, for any \( k \in \mathbb{N}\setminus\{0\} \) and any \( 0 \leq j < k \), we have:

\[
\begin{align*}
\mathbb{P}(\sigma^+_k < g(\sigma^-_{2k-2}) - \gamma(\epsilon) | \sigma^-_{2k-2} = \sigma, A_{k,j}) & = \mathbb{P}(\sigma^+_k < g(\sigma^-_{2k-2}) - \gamma(\epsilon) | \sigma^-_{2k-2} = \sigma) \\
& \leq \mathbb{P}(\{|\sigma^+_k - g(\sigma^-_{2k-2})| > \gamma(\epsilon)| \sigma^-_{2k-2} = \sigma\}) \\
& \leq 4 \exp\left(-\frac{(L_{2k} \wedge L_{2k-1})\gamma(\epsilon)^2}{8}\right)
\end{align*}
\]

where the first equality follows from property 2 of the Markovian coupling, and the final inequality follows from (55). As shown in the proof of Theorem 1, this produces:

\[
\begin{align*}
\mathbb{P}(\sigma^+_k < g(\sigma^-_{2k-2}) - \gamma(\epsilon) | \sigma^-_{2k-2} \geq t_1 - \epsilon, A_{k,j}) & \leq 4 \exp\left(-\frac{(L_{2k} \wedge L_{2k-1})\gamma(\epsilon)^2}{8}\right) \\
\mathbb{P}(\sigma^+_k < t_1 - \epsilon | \sigma^-_{2k-2} \geq t_1 - \epsilon, A_{k,j}) & \leq 4 \exp\left(-\frac{(L_{2k} \wedge L_{2k-1})\gamma(\epsilon)^2}{8}\right)
\end{align*}
\]
where the second inequality follows from the first because \( \sigma_{2k}^+ < t_1 - \epsilon = g(t_1 - \epsilon) - \gamma(\epsilon) \) implies that \( \sigma_{2k}^+ < g(\sigma_{2k-2}^+) - \gamma(\epsilon) \) when \( \sigma_{2k-2}^+ \geq t_1 - \epsilon \) (since \( g \) is non-decreasing and \( g(\sigma_{2k-2}^+) \geq g(t_1 - \epsilon) \)). This proves \( (54) \).

Now fix any \( \tau > 0 \), and choose a sufficiently large even integer \( K = K(\epsilon, \tau) \in 2\mathbb{N} \) (that depends on \( \epsilon \) and \( \tau \)) such that:

\[
4 \sum_{m = \frac{K}{2} + 1}^{\infty} \exp\left(-\frac{(L_{2m} \land L_{2m-1})\gamma(\epsilon)^2}{8}\right) \leq \tau. \tag{56}
\]

Note that such \( K \) exists because \( \sum_{m=1}^{\infty} 1/m^2 = \pi^2/6 < +\infty \), and for sufficiently large \( m \), we have:

\[
\exp\left(-\frac{(L_{2m} \land L_{2m-1})\gamma(\epsilon)^2}{8}\right) \leq \frac{1}{m^2}
\]

since \( L_m = \omega(\log(m)) \). Using the continuity of probability measures, observe that:

\[
\mathbb{P}\left( \bigcap_{k > \frac{K}{2}} \{ \sigma_{2k}^+ \geq t_1 - \epsilon \} \mid \sigma_K^+ \geq t_1 - \epsilon, \sigma_K^- \leq t_0 + \epsilon \right) = \prod_{k > \frac{K}{2}} \mathbb{P}\left( \sigma_{2k}^+ \geq t_1 - \epsilon \mid \sigma_{2k-2}^+ \geq t_1 - \epsilon, A_{k, \frac{K}{2}} \right)
\]

\[
\geq \prod_{k > \frac{K}{2}} 1 - 4 \exp\left(-\frac{(L_{2k} \land L_{2k-1})\gamma(\epsilon)^2}{8}\right)
\]

\[
\geq 1 - 4 \sum_{k > \frac{K}{2}} \exp\left(-\frac{(L_{2k} \land L_{2k-1})\gamma(\epsilon)^2}{8}\right)
\]

\[
\geq 1 - \tau
\]

where the first inequality follows from \( (54) \), and the final inequality follows from \( (56) \). Therefore, we have for any \( k > \frac{K}{2} \):

\[
\mathbb{P}(\sigma_{2k}^+ \geq t_1 - \epsilon \mid \sigma_K^+ \geq t_1 - \epsilon, \sigma_K^- \leq t_0 + \epsilon) \geq 1 - \tau. \tag{57}
\]

Likewise, we can also prove mutatis mutandis that for any \( k > \frac{K}{2} \):

\[
\mathbb{P}(\sigma_{2k}^- \leq t_0 + \epsilon \mid \sigma_K^+ \geq t_1 - \epsilon, \sigma_K^- \leq t_0 + \epsilon) \geq 1 - \tau \tag{58}
\]

where \( \epsilon, \tau, \) and \( K \) in \( (58) \) can be chosen to be the same as those in \( (57) \) without loss of generality.

Finally, we let \( E = \{ \sigma_K^+ \geq t_1 - \epsilon, \sigma_K^- \leq t_0 + \epsilon \} \), and observe that for all \( k > \frac{K}{2} \):

\[
\mathbb{P}(\sigma_{2k}^+ \geq t) - \mathbb{P}(\sigma_{2k}^- \geq t) \geq \mathbb{E}\left[ (1 \{ \sigma_{2k}^+ \geq t \} - 1 \{ \sigma_{2k}^- \geq t \}) 1 \{ E \} \right]
\]

\[
= \left( \mathbb{P}(\sigma_{2k}^+ \geq t \mid E) - \mathbb{P}(\sigma_{2k}^- \geq t \mid E) \right) \mathbb{P}(E)
\]

\[
\geq \left( \mathbb{P}(\sigma_{2k}^+ \geq t_1 - \epsilon \mid E) - \mathbb{P}(\sigma_{2k}^- > t_0 + \epsilon \mid E) \right) \mathbb{P}(E)
\]

\[
\geq (1 - 2\tau)\mathbb{P}(E) > 0
\]

where the first inequality holds because \( 1 \{ \sigma_{2k}^+ \geq t \} - 1 \{ \sigma_{2k}^- \geq t \} \geq 0 \) almost surely due to the monotonicity (property 3) of our Markovian coupling, the second inequality holds because \( t_0 + \epsilon < t < t_1 - \epsilon \) (since \( \epsilon > 0 \) is small), and the final inequality follows from \( (57) \) and \( (58) \). As argued in the proof of Theorem 1, this illustrates that \( \limsup_{k \to \infty} \mathbb{P}(T_k \neq \sigma_0) < \frac{1}{2} \).

We next prove that \( \delta \in ((3 - \sqrt{7})/4, 1/2) \) implies:

\[
\lim_{k \to \infty} \mathbb{E}\left[ \left\| p_{2k}^+ - p_{2k}^- \right\|_{TV} \right] = 0. \tag{59}
\]
In the regime where \( L_k = o(\log(k)) \), we have the desired result due to part 2 of Proposition 1 in subsection I-F. So, we will assume that \( L_k \to \infty \) as \( k \to \infty \) in the remaining proof. Observe that given a random DAG \( G \):

\[
\left\| P_{\sigma_{2k}^+|G} - P_{\sigma_{2k}^-|G} \right\|_{TV} \leq \mathbb{P}(\sigma_{2k}^+ \neq \sigma_{2k}^-|G) = \mathbb{P}\left( \sigma_{2k}^+ - \sigma_{2k}^- \geq \frac{1}{L_{2k}}|G \right) \leq L_{2k} \mathbb{E}[\sigma_{2k}^+ - \sigma_{2k}^-|G]
\]

where we use the monotone Markovian coupling defined earlier which ensures that \( \sigma_{2k}^+ \geq \sigma_{2k}^- \) almost surely for every \( k \in \mathbb{N} \) given \( G \), the first inequality uses the maximal coupling representation of TV distance, and the final inequality follows from Markov’s inequality. Taking expectations with respect to \( G \), we have:

\[
\mathbb{E}\left[ \left\| P_{\sigma_{2k}^+|G} - P_{\sigma_{2k}^-|G} \right\|_{TV} \right] \leq L_{2k} \mathbb{E}[\sigma_{2k}^+ - \sigma_{2k}^-]. \tag{60}
\]

We can bound \( \mathbb{E}[\sigma_{2k}^+ - \sigma_{2k}^-] \) as follows. Firstly, for any \( k \in \mathbb{N} \setminus \{0\} \), we have:

\[
\mathbb{E}[\sigma_{2k}^+ - \sigma_{2k}^-|\sigma_{2k-2}^+, \sigma_{2k-2}^-] = \mathbb{E}[\mathbb{E}[\sigma_{2k}^+ - \sigma_{2k}^-|\sigma_{2k-1}^+, \sigma_{2k-1}^-]|\sigma_{2k-2}^+, \sigma_{2k-2}^-] = \mathbb{E}\left[ g_0(\sigma_{2k-1}^+ - \sigma_{2k-1}^-)|\sigma_{2k-2}^+, \sigma_{2k-2}^- \right] \tag{61}
\]

where the first equality follows from the tower and Markov properties, and the second equality holds because \( L_{2k}\sigma_{2k} \sim \text{binomial}(L_{2k}, g_0(\sigma)) \) given \( \sigma_{2k-1} = \sigma \). Then, recalling that \( g_0(\sigma) = (\sigma \ast \delta)^2 = (1 - 2\delta)^2\sigma^2 + 2\delta(1 - 2\delta)\sigma + \delta^2 \), we can compute:

\[
\mathbb{E}\left[ g_0(\sigma_{2k-1}^+ - \sigma_{2k-1}^-)|\sigma_{2k-2}^+, \sigma_{2k-2}^- \right] = \mathbb{E}\left[ g_0(\sigma_{2k-1}^+ - \sigma_{2k-1}^-) \mid \sigma_{2k-2}^+, \sigma_{2k-2}^- \right] = \mathbb{E}\left[ (1 - 2\delta)^2\sigma_{2k-2}^+ + 2\delta(1 - 2\delta)\sigma_{2k-1}^+ + \delta^2|\sigma_{2k-2}^+ \right]
\]

\[
= (1 - 2\delta)^2 \left( \text{VAR}(\sigma_{2k-1}^+|\sigma_{2k-2}^+) + \mathbb{E}[\sigma_{2k-1}^+|\sigma_{2k-2}^+)^2 \right)
\]

\[
+ 2\delta(1 - 2\delta) \mathbb{E}[\sigma_{2k-2}^+\sigma_{2k-2}^-] + \delta^2
\]

\[
= (1 - 2\delta)^2 g_1(\sigma_{2k-2}^+)^2 + 2\delta(1 - 2\delta) g_1(\sigma_{2k-2}^+ - \sigma_{2k-2})^2
\]

\[
+ (1 - 2\delta)^2 \frac{g_1(\sigma_{2k-2}^+ - \sigma_{2k-2})(1 - g_1(\sigma_{2k-2}^-))}{L_{2k-1}}
\]

\[
= g(\sigma_{2k-2}^+ - \sigma_{2k-2})(1 - 2\delta)^2 \frac{g_1(\sigma_{2k-2}^+ - \sigma_{2k-2})(1 - g_1(\sigma_{2k-2}^-))}{L_{2k-1}} \tag{62}
\]

where the first equality uses property 2 of the monotone Markovian coupling, and the fourth equality uses the fact that \( L_{2k-1}\sigma_{2k-1} \sim \text{binomial}(L_{2k-1}, g_1(\sigma)) \) given \( \sigma_{2k-2} = \sigma \). Using (61) and (62), we get:

\[
\mathbb{E}[\sigma_{2k}^+ - \sigma_{2k}^-|\sigma_{2k-2}^+, \sigma_{2k-2}^-] = g(\sigma_{2k-2}^+ - \sigma_{2k-2})
\]

\[
+ (1 - 2\delta)^2 \left( g_1(\sigma_{2k-2}^-)(1 - g_1(\sigma_{2k-2}^+)) - g_1(\sigma_{2k-2}^-)(1 - g_1(\sigma_{2k-2}^-)) \right)
\]

\[
= g(\sigma_{2k-2}^+ - \sigma_{2k-2})
\]

\[
+ (1 - 2\delta)^2 \left( \frac{g_1(\sigma_{2k-2}^-) - g_1(\sigma_{2k-2}^-)(1 - g_1(\sigma_{2k-2}^-))^2}{L_{2k-1}} \right)
\]

\[
\leq g(\sigma_{2k-2}^+ - \sigma_{2k-2}) + (1 - 2\delta)^2 \frac{g_1(\sigma_{2k-2}^-) - g_1(\sigma_{2k-2}^-)}{L_{2k-1}}
\]

\[
\leq \left( C(\delta) + \frac{2(1 - \delta)(1 - 2\delta)}{L_{2k-1}} \right) (\sigma_{2k-2}^+ - \sigma_{2k-2}) \tag{63}
\]
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where the first inequality holds because $g_1(\sigma_{2k-2}^+)^2 - g_1(\sigma_{2k-2}^-)^2 \geq 0$ almost surely (since $g_1$ is non-negative and non-decreasing by (45), and $\sigma_{2k-2}^+ \geq \sigma_{2k-2}^-$ almost surely by property 3 of the monotone Markovian coupling), the second inequality holds because $\sigma_{2k-2}^+ \geq \sigma_{2k-2}^-$ almost surely and $g$ and $g_1$ have Lipschitz constants $C(\delta)$ and $\max_{\sigma \in [0,1]} g'_{1}(\sigma) = 2(1-\delta)(1-2\delta)$ respectively, and the final inequality holds because $(1-\delta)(1-2\delta)^3 \leq 1$.

Then, as in the proof of Theorem 1, we notice using (63) that:

$$0 \leq \mathbb{E}[\sigma_{2k}^+ - \sigma_{2k}^-] = \mathbb{E}[\mathbb{E}[\sigma_{2k}^+ - \sigma_{2k}^- | \sigma_{2k-4}^+, \sigma_{2k-4}^-]] \\
\leq (C(\delta) + \frac{2}{L_{2k-1}}) \mathbb{E}[\sigma_{2k-2}^+ - \sigma_{2k-2}^- | \sigma_{2k-4}^+, \sigma_{2k-4}^-] \\
\leq (C(\delta) + \frac{2}{L_{2k-1}}) (C(\delta) + \frac{2}{L_{2k-3}}) (\sigma_{2k-4}^+ - \sigma_{2k-4}^-)$$

which recursively produces:

$$0 \leq \mathbb{E}[\sigma_{2k}^+ - \sigma_{2k}^-] \leq \prod_{i=1}^{K} \left( C(\delta) + \frac{2}{L_{2i-1}} \right)$$

where we use the facts that $\mathbb{E}[\sigma_{2k}^+ - \sigma_{2k}^- | \sigma_0^+, \sigma_0^-] = \mathbb{E}[\sigma_{2k}^+ - \sigma_{2k}^-]$ and $\sigma_0^+ - \sigma_0^- = 1$. Finally, using (60), we get:

$$\mathbb{E}\left[ \left\| P_{\sigma_{2k}G}^+ - P_{\sigma_{2k}G}^- \right\| _{TV} \right] \leq L_{2k} \prod_{i=1}^{k} \left( C(\delta) + \frac{2}{L_{2i-1}} \right). \quad (64)$$

Recall that $L_k = o((C(\delta) + \epsilon)^{-\frac{1}{2}})$ for some $\epsilon \in (0, 1 - C(\delta))$ (that can depend on $\delta$), and furthermore, we can assume that $L_k \to \infty$ as $k \to \infty$. Hence, there exists $K = K(\epsilon) \in \mathbb{N}$ (that depends on $\epsilon$) such that for all $i > K$, $L_{2i-1} > \frac{2}{\epsilon}$. This means that we can further upper bound (64) as follows:

$$\forall k > K, \quad \mathbb{E}\left[ \left\| P_{\sigma_{2k}G}^+ - P_{\sigma_{2k}G}^- \right\| _{TV} \right] \leq L_{2k}(C(\delta) + \epsilon)^{k-K} \prod_{i=1}^{K} \left( C(\delta) + \frac{2}{L_{2i-1}} \right).$$

Letting $k \to \infty$ produces (59). This completes the proof. $\blacksquare$

The remarks after the proof of Theorem 1 in section II also apply here. In particular, in the $\delta \in (0, (3 - \sqrt{7})/4)$ regime, the $L_k = \omega(\log(k))$ condition can be relaxed to $L_k \geq h(\delta) \log(k)$ for all sufficiently large $k$, where $h(\delta)$ is some fixed constant that depends on $\delta$.

In the next proposition, we show that if $L_k = \omega(\log(k))$, then the Markov chain $\{\sigma_{2k} : k \in \mathbb{N}\}$ converges almost surely.

**Proposition 4** (AND-OR Random DAG Model Almost Sure Convergence). *If $\delta \in (\delta_{\text{andor}}, \frac{1}{2})$ and $L_k = \omega(\log(k))$, then $\lim_{k \to \infty} \sigma_{2k} = t$ almost surely.*

**Proof.** This proof is analogous to the proof of Proposition 3. For every $k \in \mathbb{N}\setminus\{0\}$ and $\epsilon_k > 0$, we have after taking expectations in (55) that:

$$\mathbb{P}(\left| \sigma_{2k} - g(\sigma_{2k-2}) \right| > \epsilon_k) \leq 4 \exp\left( -\frac{(L_{2k} \wedge L_{2k-1})\epsilon_k^2}{8} \right). \quad (65)$$

Now fix any $\tau > 0$, and choose a sufficiently large integer $K \in \mathbb{N}$ (that depends on $\tau$) such that:

$$\mathbb{P}(\exists k \in \mathbb{N}, k > K, |\sigma_{2k} - g(\sigma_{2k-2})| > \epsilon_k) \leq \sum_{m=K+1}^{\infty} \mathbb{P}(\left| \sigma_{2m} - g(\sigma_{2m-2}) \right| > \epsilon_m) \leq 4 \sum_{m=K+1}^{\infty} \exp\left( -\frac{(L_{2m} \wedge L_{2m-1})\epsilon_m^2}{8} \right) \leq \tau$$
where we use the union bound and (65), and we set $\epsilon_m = 4\sqrt{\log(m)/(L_{2m} \land L_{2m+1})}$ (which ensures that $\exp(-(L_{2m} \land L_{2m+1})^2/8) = 1/m^2$). This implies that for any $\tau > 0$:

$$\Pr(\forall k \in \mathbb{N}, k > K, \left| \sigma_{2k} - g(\sigma_{2k-2}) \right| \leq \epsilon_k) \geq 1 - \tau.$$  

(66)

Since for every $k > K$, $\left| \sigma_{2k} - g(\sigma_{2k-2}) \right| \leq \epsilon_k$, we can recursively obtain the following relation:

$$\forall k \in \mathbb{N}, k > K, \left| \sigma_{2k} - g^{(k-K)}(\sigma_{2K}) \right| \leq \sum_{m=K+1}^{k} C(\delta)^{k-m} \epsilon_m$$

(67)

where $g^{(k-K)}$ denotes $g$ composed with itself $k - K$ times, and $C(\delta)$ denotes the Lipschitz constant of $g$ on $[0, 1]$ as shown in (48), which is in $(0, 1)$ since $\delta \in ((3-\sqrt{7})/4, 1/2)$. Since $L_m = \omega(\log(m))$, for any $\epsilon > 0$, we can take $K = K(\epsilon, \tau) \in \mathbb{N}$ (which depends on both $\epsilon$ and $\tau$) to be sufficiently large so that $\sup_{m > K} \epsilon_m \leq \epsilon(1 - C(\delta))$. This implies that:

$$\forall k \in \mathbb{N}, k > K, \sum_{m=K+1}^{k} C(\delta)^{k-m} \epsilon_m \leq \epsilon$$

as shown in the proof of Proposition 3. Moreover, since $g : [0, 1] \rightarrow [0, 1]$ is a contraction when $\delta \in ((3-\sqrt{7})/4, 1/2)$, it has a unique fixed point $t \in [0, 1]$ by the fixed point theorem, and $\lim_{m \rightarrow \infty} g^{(m)}(\sigma_k) = t$ almost surely. As a result, for any $\tau > 0$ and any $\epsilon > 0$, there exists $K = K(\epsilon, \tau) \in \mathbb{N}$ such that:

$$\Pr(\forall k \in \mathbb{N}, k > K, \left| \sigma_{2k} - g^{(k-K)}(\sigma_{2K}) \right| \leq \epsilon) \geq 1 - \tau$$

which implies, after letting $k \rightarrow \infty$, that:

$$\Pr\left( t - \epsilon \leq \liminf_{k \rightarrow \infty} \sigma_{2k} \leq \limsup_{k \rightarrow \infty} \sigma_{2k} \leq t + \epsilon \right) \geq 1 - \tau.$$  

Lastly, we can first let $\epsilon \rightarrow 0$ and employ the continuity of $\Pr$, and then let $\tau \rightarrow 0$ to obtain:

$$\Pr\left( \lim_{k \rightarrow \infty} \sigma_{2k} = t \right) = 1.$$  

This completes the proof.

Much like Proposition 3, Proposition 4 can also be construed as a “weak” impossibility result.

IV. ANALYSIS OF DETERMINISTIC AND 2D GRID

We now turn to proving Theorem 3. Recall that we are given a deterministic 2D grid where all Boolean processing functions with two inputs are the AND rule, and all Boolean processing functions with one input are the identity rule, i.e.

$$f_1(x_1, x_2) = x_1 \land x_2 \text{ and } f_2(x) = x.$$  

As in our proofs with random DAG models, we construct a “monotone” Markovian coupling of the Markov chains $\{X_k^+ : k \in \mathbb{N}\}$ and $\{X_k^- : k \in \mathbb{N}\}$, which denote versions of the Markov chain $\{X_k : k \in \mathbb{N}\}$ initialized at $X_0^+ = 1$ and $X_0^- = 0$, respectively. We define the coupled 2D grid variables $\{Y_{k,j} = (X_{k,j}^+, X_{k,j}^-) : k, j \in [K+1]\}$ and let the Markovian coupling be $\{Y_k = (Y_{k,0}, \ldots, Y_{k,k}) : k \in \mathbb{N}\}$. Recall that each edge BSC($\delta$) either copies its input bit with probability $1 - 2\delta$, or produces an independent Bernoulli($\frac{1}{2}$) bit with probability $2\delta$ (we will explicitly demonstrate this in the proof of Proposition 1 in Appendix A). We couple $\{X_k^+ : k \in \mathbb{N}\}$ and $\{X_k^- : k \in \mathbb{N}\}$ so that along any edge BSC of the 2D grid, say $(X_{k,j}, X_{k+1,j})$, $X_{k,j}^+$ and $X_{k,j}^-$ are either both copied with probability $1 - 2\delta$, or a shared independent Bernoulli($\frac{1}{2}$) bit is produced with probability $2\delta$ that becomes the input to both $X_{k+1,j}^+$ and $X_{k+1,j}^-$. In other words, $\{X_k^+ : k \in \mathbb{N}\}$ and $\{X_k^- : k \in \mathbb{N}\}$ “run” on the same 2D grid and have common BSCs. The Markovian coupling $\{Y_k : k \in \mathbb{N}\}$ has the following properties:

1) The “marginal” Markov chains are $\{X_k^+ : k \in \mathbb{N}\}$ and $\{X_k^- : k \in \mathbb{N}\}$.  
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2) For every \( k \in \mathbb{N} \), \( X^+_{k+1} \) is conditionally independent of \( X^-_k \) given \( X^+_k \), and \( X^-_{k+1} \) is conditionally independent of \( X^-_k \) given \( X^-_k \).

3) For every \( k \in \mathbb{N} \) and every \( j \in [k+1] \), \( X^+_{k,j} \geq X^-_{k,j} \) almost surely–this is the monotonicity in the coupling.

The third property is straightforward to verify since \( X^+_{0,0} \geq X^-_{0,0} \) almost surely at the beginning, each edge BSC preserves monotonicity (whether it copies its input or generates a new shared bit), and the AND processing functions are monotonic in the sense that their outputs are non-decreasing when the number of 1’s in their inputs increases.

Since the marginal Markov chains \( \{X^+_k : k \in \mathbb{N}\} \) and \( \{X^-_k : k \in \mathbb{N}\} \) run on the same 2D grid with common BSCs, we keep track of the Markov chain \( \{Y_k : k \in \mathbb{N}\} \) in a single coupled 2D grid. This 2D grid has the same underlying graph as the deterministic 2D grid described in subsection I-D. Its nodes are the coupled 2D grid variables \( \{Y_{k,j} = (X^-_{k,j}, X^+_{k,j}) : k \in \mathbb{N}, j \in [k+1]\} \), and we relabel the alphabet of these variables for simplicity. So, each \( Y_{k,j} = (X^-_{k,j}, X^+_{k,j}) \in \mathcal{Y} \triangleq \{0_c, 1_u, 1_c\} \), where \( 0_c = (0, 0) \), \( 1_u = (0, 1) \), and \( 1_c = (1, 1) \). (Note that we do not require a letter \( 0_u = (1, 0) \) in this alphabet due to the monotonicity in the coupling.) Furthermore, each edge of the coupled 2D grid is a channel (conditional distribution) \( W \) between the alphabets \( \mathcal{Y} \) and \( \mathcal{Y} \) that captures the action of a shared BSC(\( \delta \))–we describe \( W \) using the following row stochastic matrix:

\[
W = \begin{bmatrix}
0_c & 1_u & 1_c \\
0_c & 1 - \delta & 0 & \delta \\
1_u & \delta & 1 - 2\delta & \delta \\
1_c & \delta & 0 & 1 - \delta \\
\end{bmatrix}
\] (68)

where the \((i,j)\)th entry gives the probability of output \( j \) given input \( i \). It is straightforward to verify that \( W \) describes the aforementioned Markovian coupling. Finally, the AND rule can be equivalently described on the alphabet \( \mathcal{Y} \) as:

\[
\begin{array}{c|c|c}
 x_1 & x_2 & x_1 \land x_2 \\
\hline
 0_c & * & 0_c \\
 1_u & 1_u & 1_u \\
 1_u & 1_c & 1_u \\
 1_c & 1_c & 1_c \\
\end{array}
\] (69)

where * denotes any letter in \( \mathcal{Y} \), and the symmetry of the AND rule covers all other possible input combinations. This coupled 2D grid model completely characterizes the Markov chain \( \{Y_k : k \in \mathbb{N}\} \), which starts at \( Y_0 = 1_c \) almost surely. We next prove Theorem 3 by further analyzing this model.

**Proof of Theorem 3.** We first bound the TV distance between \( P^+_{X_k} \) and \( P^-_{X_k} \) using the maximal coupling characterization of TV distance:

\[
\|P^+_{X_k} - P^-_{X_k}\|_{TV} \leq \mathbb{P}(X^+_k \neq X^-_k) = 1 - \mathbb{P}(X^+_k = X^-_k).
\]

The events \( \{X^+_k = X^-_k\} \) are non-decreasing, i.e. \( \{X^+_k = X^-_k\} \subseteq \{X^+_{k+1} = X^-_{k+1}\} \) for all \( k \in \mathbb{N} \). Indeed, suppose for any \( k \in \mathbb{N} \), the event \( \{X^+_k = X^-_k\} \) occurs. Since \( \{X^+_k = X^-_k\} = \{Y_k \in \{0_c, 1_c\}^{k+1}\} \) = \{there are no \( 1_u \)'s in level \( k \) of the coupled 2D grid\}, (68) and (69) imply that there are no \( 1_u \)'s in level \( k + 1 \). Hence, the event \( \{X^+_{k+1} = X^-_{k+1}\} \) occurs as well. Letting \( k \to \infty \), we can use the continuity of \( \mathbb{P} \) with the events \( \{X^+_k = X^-_k\} \) to get:

\[
\lim_{k \to \infty} \|P^+_{X_k} - P^-_{X_k}\|_{TV} \leq 1 - \lim_{k \to \infty} \mathbb{P}(X^+_k = X^-_k) = 1 - \mathbb{P}(A)
\]

where we define \( A \triangleq \{\exists k \in \mathbb{N}, \text{there are no } 1_u \text{'s in level } k \text{ of the coupled 2D grid}\} \). Therefore, it suffices to prove that \( \mathbb{P}(A) = 1 \).
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To prove this, we recall a well-known result from [Dur84, Section 3] on oriented bond percolation in two-dimensional lattices. Given the underlying DAG of our deterministic 2D grid from subsection I-D, suppose we independently keep each edge “open” with some probability \( p \in [0,1] \), and delete it (“closed”) with probability \( 1 - p \). Let \( \Omega_\infty \) be the event that there is an infinite open path starting at the root. Furthermore, let \( R_k \triangleq \sup \{ j \in [k+1] : \text{there is an open path from the root to the node } (k, j) \} \) and \( L_k \triangleq \inf \{ j \in [k+1] : \text{there is an open path from the root to the node } (k, j) \} \) be the rightmost and leftmost nodes at level \( k \in \mathbb{N} \), respectively, that are connected to the root. (Here, we refer to the node \( X_{k,j} \) using \( (k, j) \) as we no longer associate a random variable to it.) It is proved in [Dur84, Section 3] that there exists a critical threshold \( \delta_{perc} \in [0,1] \) around which we observe the following phase transition phenomenon:

1) If \( p > \delta_{perc} \), then \( \mathbb{P}_p(\Omega_\infty) > 0 \) and:
\[
\mathbb{P}_p \left( \frac{\lim_{k \to \infty} R_k}{k} = \frac{1 + \alpha(p)}{2} \quad \text{and} \quad \frac{\lim_{k \to \infty} L_k}{k} = \frac{1 - \alpha(p)}{2} \right| \Omega_\infty) = 1
\]
for some constant \( \alpha(p) > 0 \), where \( \alpha(p) \) is defined in [Dur84, Section 3, Equation (6)], and \( \mathbb{P}_p \) is the probability measure defined by the bond percolation process.

2) If \( p < \delta_{perc} \), then \( \mathbb{P}_p(\Omega_\infty) = 0 \).

We will use this to prove \( \mathbb{P}(A) = 1 \) by considering two cases.

**Case 1:** Suppose \( 1 - 2\delta < \delta_{perc} \) (i.e. \( \delta > (1 - \delta_{perc})/2 \)) in our coupled 2D grid. The root of the coupled 2D grid is \( \mathcal{Y}_{0,0} = 1_u \) almost surely, and we consider an oriented bond percolation process (as described above) with \( p = 1 - 2\delta \). In particular, open edges correspond to BSCs that are copies (with probability \( 1 - 2\delta \)). In this context, \( \Omega_{\infty}^{c} \) is the event that the number of nodes connected to the root via a sequence of BSCs that are copies is finite. Suppose the event \( \Omega_{\infty}^{c} \) occurs. Since (68) and (69) portray that a \( 1_u \) moves from level \( k \) to level \( k + 1 \) only if one of its outgoing edges is open (and the corresponding BSC is a copy), there exists a level \( k \) such that no node at level \( k \) is a \( 1_u \). This proves that \( \Omega_{\infty}^{c} \subseteq A \). Using part 2 of the phase transition in oriented bond percolation, we get \( \mathbb{P}(A) = 1 \).

**Case 2:** Suppose \( 1 - \delta > \delta_{perc} \) (i.e. \( \delta < 1 - \delta_{perc} \)) in our coupled 2D grid. Consider an oriented bond percolation process (as described earlier) with \( p = 1 - \delta \) that runs on the 2D grid, where an edge is open when the corresponding BSC is either copying or generating a 0 as the new bit (i.e. this BSC takes a \( 0_c \) to a \( 0_c \), which happens with probability \( 1 - \delta \) as shown in (68)). Let \( B_k \) for \( k \in \mathbb{N} \setminus \{0\} \) be the event that the BSC from \( \mathcal{Y}_{k-1,0} \) to \( \mathcal{Y}_{k,0} \) generates a new bit which equals 0. Then, \( \mathbb{P}(B_k) = \delta \) and \( \{B_k : k \in \mathbb{N} \setminus \{0\}\} \) are mutually independent. So, the second Borel-Cantelli lemma tells us that infinitely many of the \( B_k \)’s occur almost surely. Furthermore, \( B_k \subseteq \{\mathcal{Y}_{k,0} = 0_c\} \) for every \( k \in \mathbb{N} \setminus \{0\} \).

We next define the following sequence of random variables for all \( i \geq 1 \):
\[
\begin{align*}
\mathcal{L}_i & \triangleq \min \{k \geq \mathcal{T}_{i-1} + 1 : B_k \text{ occurs}\} \\
\mathcal{T}_i & \triangleq 1 + \max \{k \geq \mathcal{L}_i : \exists j \in [k+1], \mathcal{Y}_{k,j} \text{ is connected to } \mathcal{Y}_{\mathcal{L}_i,0} \text{ by an open path}\}
\end{align*}
\]
where we set \( \mathcal{T}_0 = 0 \). Note that when \( \mathcal{T}_{i-1} = \infty \), we let \( \mathcal{L}_i = \infty \) almost surely. Furthermore when \( \mathcal{T}_{i-1} < \infty, \mathcal{L}_i < \infty \) almost surely as infinitely many of the \( B_k \)’s occur almost surely. We also note that when \( \mathcal{L}_i < \infty \), the set \( \{k \geq \mathcal{L}_i : \exists j \in [k+1], \mathcal{Y}_{k,j} \text{ is connected to } \mathcal{Y}_{\mathcal{L}_i,0} \text{ by an open path}\} \) is non-empty since \( \mathcal{Y}_{\mathcal{L}_i,0} \) is always connected to itself, and \( \mathcal{T}_i - \mathcal{L}_i - 1 \) denotes the length of the longest open path connected to \( \mathcal{Y}_{\mathcal{L}_i,0} \) (which could be infinity). Lastly, when \( \mathcal{L}_i = \infty \), we let \( \mathcal{T}_i = \infty \) almost surely.

Let \( \mathcal{F}_k \) for \( k \in \mathbb{N} \) be the \( \sigma \)-algebra generated by the random variables \( \{\mathcal{Y}_0, \ldots, \mathcal{Y}_k\} \) and all the BSCs above level \( k \) (where we include all events determining whether these BSCs are copies, and all events determining the independent bits they produce). Then, \( \{\mathcal{F}_k : k \in \mathbb{N}\} \) is a filtration. It is straightforward to verify that \( \mathcal{L}_i \) and \( \mathcal{T}_i \) are stopping times with respect to \( \{\mathcal{F}_k : k \in \mathbb{N}\} \) for all \( i \geq 1 \). We can show this inductively. \( \mathcal{T}_0 = 0 \) is trivially a stopping time, and if \( \mathcal{T}_{i-1} \) is a stopping time, then \( \mathcal{L}_i \) is clearly a stopping time. So, it suffices to prove that \( \mathcal{T}_i \) is a stopping time given \( \mathcal{L}_i \) is a stopping time. For any
finite \( m \), \( \{ T_i = m \} \) is the event that \( L_i \leq m - 1 \) and the length of the longest open path connected to \( Y_{L_i,0} \) is \( m - 1 - L_i \). This event is contained in \( \mathcal{F}_m \) because \( L_i \leq m - 1 \) can be determined from \( \mathcal{F}_{m-1} \subseteq \mathcal{F}_m \) (since \( L_i \) is a stopping time), and the length of the longest path can be determined from \( \mathcal{F}_m \) (rather than \( \mathcal{F}_{m-1} \)). Hence, \( T_i \) is indeed a stopping time when \( L_i \) is a stopping time.

Now observe that:

\[
P(\exists k \geq 1, T_k = \infty) = P(T_1 = \infty) + \sum_{m=2}^{\infty} P(\exists k \geq 2, T_k = \infty | T_1 = m) P(T_1 = m)
\]

\[
= P(T_1 = \infty) + \sum_{m=2}^{\infty} P(\exists k \geq 1, T_k + m = \infty) P(T_1 = m)
\]

\[
= P(T_1 = \infty) + (1 - P(T_1 = \infty)) P(\exists k \geq 1, T_k = \infty).
\]

Here, \( P(\exists k \geq 1, T_k + m = \infty) = P(\exists k \geq 2, T_k = \infty | T_1 = m) \) holds because the random variables \( \{(L_i, T_i) : i \geq 2\} \) given \( T_1 = m \) have the same distribution as \( \{(L_{i-1} + m, T_{i-1} + m) : i \geq 2\} \); in particular, \( L_i \) given \( T_1 = m \) corresponds to \( L_{i-1} + m \), and \( T_i \) given \( T_1 = m \) corresponds to \( T_{i-1} + m \). Moreover, the conditioning on \( \{ T_1 = m \} \) can be removed because the event \( \{ T_1 = m \} \) is in \( \mathcal{F}_m \) since \( T_1 \) is a stopping time, and \( \{ T_1 = m \} \) is therefore independent of the events determining when BSCs below level \( m \) are open, as well as the events \( B_k \) for \( k > m \). Rearranging the previous equation, we get:

\[
P(\exists k \geq 1, T_k = \infty) P(T_1 = \infty) = P(T_1 = \infty).
\]

Since \( P(T_1 = \infty) = P(\Omega_\infty) > 0 \) by part 1 of the phase transition in oriented bond percolation, we have:

\[
P(\exists k \geq 1, T_k = \infty) = 1.
\]

(71)

Let \( \Omega_k^{\text{left}}, \text{respectively } \Omega_k^{\text{right}}, \) be the event that there exists an infinite open path connected to \( Y_{k,0} \), respectively \( Y_{k,k} \), for \( k \in \mathbb{N} \). If \( \{ \exists k \geq 1, T_k = \infty \} \) occurs, we can choose the smallest \( m \) such that \( T_m = \infty \), and for this \( m \), there is an infinite open path connected to \( Y_{L_m,0} = 0_c \) (where \( Y_{L_m,0} = 0_c \) because \( B_{L_m} \) occurs). Hence, using (71), we have:

\[
P\left( \exists k \geq 1, \{ Y_{k,0} = 0_c \} \cap \Omega_k^{\text{left}} \right) = 1.
\]

Likewise, we can also prove that:

\[
P\left( \exists k \geq 1, \{ Y_{k,k} = 0_c \} \cap \Omega_k^{\text{right}} \right) = 1
\]

which implies that:

\[
P\left( \exists k \geq 1, \exists m \in \mathbb{N}, \{ Y_{k,0} = Y_{m,m} = 0_c \} \cap \Omega_k^{\text{left}} \cap \Omega_m^{\text{right}} \right) = 1.
\]

(72)

To finish the proof, consider \( k, m \in \mathbb{N} \) such that \( Y_{k,0} = Y_{m,m} = 0_c \), and \( \Omega_k^{\text{left}} \) and \( \Omega_m^{\text{right}} \) both happen. Let \( R_n^{\text{left}} = \sup\{ j \in [n+1] : \text{there is an open path from } Y_{k,0} \text{ to } Y_{n,j} \} \) be the rightmost node at level \( n > k \) that is connected to \( Y_{k,0} \) by an open path, and \( L_n^{\text{right}} = \inf\{ j \in [n+1] : \text{there is an open path from } Y_{m,m} \text{ to } Y_{n,j} \} \) be the leftmost node at level \( n > m \) that is connected to \( Y_{m,m} \) by an open path. Using (70), we know that:

\[
\lim_{n \to \infty} \frac{R_n^{\text{left}}}{n} = \lim_{n \to \infty} \frac{R_n^{\text{left}}}{n-k} = \frac{1 + \alpha(1 - \delta)}{2} \quad \text{and} \quad \lim_{n \to \infty} \frac{L_n^{\text{right}}}{n} = \lim_{n \to \infty} \frac{L_n^{\text{right}} - m}{n-m} = \frac{1 - \alpha(1 - \delta)}{2}.
\]

This implies that:

\[
\lim_{n \to \infty} \frac{R_n^{\text{left}} - L_n^{\text{right}}}{n} = \alpha(1 - \delta) > 0
\]
which means that for some sufficiently large level $n$, the rightmost open path from $Y_k, 0$ meets the leftmost open path from $Y_{m, n}$. By construction, all nodes in these two paths are equal to $0_c$. Furthermore, since these two paths meet, we see from (68) and (69) (which show that AND gates and BSCs output $0_c$’s or $1_c$’s when the inputs are $0_c$’s or $1_c$’s) that every node at level $n$ must be equal to $0_c$ or $1_c$. Hence, there exists a level $n$ with no $1_u$’s, i.e. the event $A$ occurs. Therefore, we get $\mathbb{P}(A) = 1$ using (72).

Combining the two cases completes the proof as $\mathbb{P}(A) = 1$ for any $\delta \in (0, \frac{1}{2})$.

We remark that this proof can be perceived as using the technique presented in [LPW09, Theorem 5.2]. Indeed, let $T \equiv \inf\{k \in \mathbb{N} : X_k^+ = X_k^-\}$ be a stopping time with respect to $\{Y_k : k \in \mathbb{N}\}$ denoting the first time that the marginal Markov chains $\{X_k^+ : k \in \mathbb{N}\}$ and $\{X_k^- : k \in \mathbb{N}\}$ meet. (Note that $T = \infty$ corresponds to the event that these chains never meet.) Since the events $\{X_k^+ = X_k^-\}$ for $k \in \mathbb{N}$ form a non-decreasing sequence of sets, $\{T > k\} = \{X_k^+ \neq X_k^-\}$. We can use this relation to obtain the following bound on the TV distance between $P_{X_k}^+$ and $P_{X_k}^-$:

$$\|P_{X_k}^+ - P_{X_k}^-\|_{TV} \leq \mathbb{P}(X_k^+ \neq X_k^-) = \mathbb{P}(T > k) = 1 - \mathbb{P}(T \leq k)$$

(73)

where letting $k \to \infty$ and using the continuity of $\mathbb{P}$ produces:

$$\lim_{k \to \infty} \|P_{X_k}^+ - P_{X_k}^-\|_{TV} \leq 1 - \mathbb{P}(\exists k \in \mathbb{N}, T \leq k) = 1 - \mathbb{P}(T < \infty).$$

(74)

These bounds correspond to the ones shown in [LPW09, Theorem 5.2]. Since the event $A = \{\exists k \in \mathbb{N}, T \leq k\} = \{T < \infty\}$, our proof that $A$ happens almost surely also demonstrates that the two marginal Markov chains meet after a finite amount of time almost surely.

V. ANALYSIS OF DETERMINISTIC XOR 2D GRID

In this section, we will prove Theorem 4. We let $\mathbb{F}_2 = \{0, 1\}$ denote the Galois field of order 2 (i.e. integers with addition and multiplication modulo 2), $\mathbb{F}_2^n$ with $n \geq 2$ denote the vector space over $\mathbb{F}_2$ of column vectors with $n$ entries from $\mathbb{F}_2$, and $\mathbb{F}_2^{m \times n}$ with $m, n \geq 2$ denote the space of $m \times n$ matrices with entries in $\mathbb{F}_2$. (All matrix and vector operations will be performed modulo 2.) Now fix some matrix $H \in \mathbb{F}_2^{m \times n}$ that has the following block structure:

$$H = \begin{bmatrix} 1 & B_1 \\ 0 & B_2 \end{bmatrix}$$

(75)

where $0 = [0 \cdots 0]^T \in \mathbb{F}_2^{m-1}$ is the zero vector (whose dimension will be understood from context in the sequel), $B_1 \in \mathbb{F}_2^{1 \times (n-1)}$, and $B_2 \in \mathbb{F}_2^{(m-1) \times (n-1)}$. Consider the following two problems:

1) **Coding Problem:** Let $C \equiv \{x \in \mathbb{F}_2^n : Hx = 0\}$ be the linear code defined by the parity check matrix $H$. Let $X = [X_1 \; X_2]^T$ with $X_1 \in \mathbb{F}_2$ and $X_2 \in \mathbb{F}_2^{n-1}$ be a codeword drawn uniformly from $C$. Assume that there exists a codeword $x = [1 \; x_2]^T \in C$ (i.e. $B_1 x_2 = 1$ and $B_2 x_2 = 0$). Then, $X_1$ is a Bernoulli($\frac{1}{2}$) random variable. We observe the codeword $X$ through an additive noise model and see $Y_1 \in \mathbb{F}_2$ and $Y_2 \in \mathbb{F}_2^{n-1}$:

$$\begin{bmatrix} Y_1 \\ Y_2 \end{bmatrix} = X + \begin{bmatrix} Z_1 \\ Z_2 \end{bmatrix} = \begin{bmatrix} X_1 + Z_1 \\ X_2 + Z_2 \end{bmatrix}$$

(76)

where $Z_1 \in \mathbb{F}_2$ is a Bernoulli($\frac{1}{2}$) random variable, $Z_2 \in \mathbb{F}_2^{n-1}$ is a vector of i.i.d. Bernoulli($\delta$) random variables that are independent of $Z_1$, and both $Z_1, Z_2$ are independent of $X$. Our problem is to decode $X_1$ with minimum probability of error after observing $Y_1, Y_2$.

2) **Inference Problem:** Let $X' \in \mathbb{F}_2$ be a Bernoulli($\frac{1}{2}$) random variable, and $Z \in \mathbb{F}_2^{n-1}$ be a vector of i.i.d. Bernoulli($\delta$) random variables that are independent of $X'$. Suppose we see the observations $S_1' \in \mathbb{F}_2$ and $S_2' \in \mathbb{F}_2^{n-1}$ through the model:

$$\begin{bmatrix} S_1' \\ S_2' \end{bmatrix} = H \begin{bmatrix} X' \\ Z \end{bmatrix} = \begin{bmatrix} X' + B_1 Z \\ B_2 Z \end{bmatrix}.$$
Our problem is to decode $X'$ with minimum probability of error after observing $S'_1, S'_2$.
The inference problem corresponds to our setting of reconstruction in the XOR 2D grid (as we will soon see).
The next lemma illustrates that this inference problem is “equivalent” to the aforementioned coding problem
(which admits simpler analysis).

**Lemma 1 (Equivalence of Problems).** The minimum probabilities of error of the coding problem in (76)
and the inference problem in (77) are equal. Moreover, if we couple the random variables in the two
problems so that $X_1 = X'$ and $Z_2 = Z$ almost surely (i.e. these variables are shared by the problems),
$X_2$ is generated from a conditional distribution $P_{X_2 | X_1}$, so that $X$ is uniform on $C$, and $Z_1$ is generated
independently, then we get $S'_1 = B_1 Y_2$ and $S'_2 = B_2 Y_2$ almost surely.

**Proof.** We first show that the minimum probabilities of error for the two problems are equal. The inference
problem has the following likelihoods for every $s'_1 \in \mathbb{F}_2$ and every $s'_2 \in \mathbb{F}_2^{m-1}$:

$$P_{S'_1, S'_2 | X'}(s'_1, s'_2 | 0) = \sum_{z \in \mathbb{F}_2^{n-1}} P_Z(z) \mathbf{1}\{B_1 z = s'_1, B_2 z = s'_2\}$$

$$P_{S'_1, S'_2 | X'}(s'_1, s'_2 | 1) = \sum_{z \in \mathbb{F}_2^{n-1}} P_Z(z) \mathbf{1}\{B_1 z = s'_1 + 1, B_2 z = s'_2\}$$

and its prior is $X' \sim \text{Bernoulli}(\frac{1}{2})$. On the other hand, the coding problem has the following likelihoods
for every $y_1 \in \mathbb{F}_2$ and every $y_2 \in \mathbb{F}_2^{n-1}$:

$$P_{Y_1, Y_2 | X_1}(y_1, y_2 | 0) = P_{Y_1 | X_1}(y_1 | 0) P_{Y_2 | X_1}(y_2 | 0) = \frac{1}{2} \sum_{x_2 \in \mathbb{F}_2^{n-1}} P_{Y_2 | X_2}(y_2 | x_2) P_{X_2 | X_1}(x_2 | 0)$$

$$= \frac{1}{2} \sum_{x_2 \in \mathbb{F}_2^{n-1}} P_{Z_2}(y_2 - x_2) \mathbf{1}\{B_1 x = 0, B_2 x = 0\} \frac{2}{|C|}$$

$$= \frac{1}{|C|} \sum_{z_2 \in \mathbb{F}_2^{n-1}} P_{Z_2}(z_2) \mathbf{1}\{B_1 z_2 = B_1 y, B_2 z_2 = B_2 y\}$$

$$P_{Y_1, Y_2 | X_1}(y_1, y_2 | 1) = \frac{1}{|C|} \sum_{z_2 \in \mathbb{F}_2^{n-1}} P_{Z_2}(z_2) \mathbf{1}\{B_1 z_2 = B_1 y + 1, B_2 z_2 = B_2 y\}$$

and its prior is $X_1 \sim \text{Bernoulli}(\frac{1}{2})$. For the coding problem, define $S_1 \triangleq B_1 Y_2$ and $S_2 \triangleq B_2 Y_2$. Due to
the Fisher-Neyman factorization theorem [Kee10, Theorem 3.6], the form of the likelihoods demonstrates
that $(S_1, S_2)$ is a sufficient statistic of $(Y_1, Y_2)$ for performing inference about $X_1$.

Continuing in the context of the coding problem, define the set $C' = \{ x \in \mathbb{F}_2^{n-1} : B_1 x = 0, B_2 x = 0 \}$
(which is also a linear code), and for any fixed $s_1 \in \mathbb{F}_2$ and $s_2 \in \mathbb{F}_2^{m-1}$, define the set $S(s_1, s_2) = \{ y_1 \in \mathbb{F}_2, y_2 \in \mathbb{F}_2^{n-1} : B_1 y_2 = s_1, B_2 y_2 = s_2 \}$. If there exists $y_2 \in \mathbb{F}_2^{n-1}$
such that $B_1 y_2 = s_1$ and $B_2 y_2 = s_2$, then $S(s_1, s_2) = \{ y_1 \in \mathbb{F}_2, y_2 = y_2 + y : y \in C' \}$,
which means that $|S(s_1, s_2)| = 2|C'| = |C|$ (where the final equality holds because each vector in $C'$
corresponds to a codeword in $C$ whose first letter is 0, and we have assumed that there are an equal number
of codewords with first letter 1). Hence, for every $s_1 \in \mathbb{F}_2$ and every $s_2 \in \mathbb{F}_2^{m-1}$, the likelihood of $(s_1, s_2)$
given $X_1 = 0$ is:

$$P_{S_1, S_2 | X_1}(s_1, s_2 | 0) = \frac{|S(s_1, s_2)|}{|C|} \sum_{z_2 \in \mathbb{F}_2^{n-1}} P_{Z_2}(z_2) \mathbf{1}\{B_1 z_2 = s_1, B_2 z_2 = s_2\}$$

$$= \sum_{z_2 \in \mathbb{F}_2^{n-1}} P_{Z_2}(z_2) \mathbf{1}\{B_1 z_2 = s_1, B_2 z_2 = s_2\}.$$
Likewise, for every \( s_1 \in \mathbb{F}_2 \) and every \( s_2 \in \mathbb{F}^{m-1}_2 \), the likelihood of \((S_1, S_2)\) given \( X_1 = 1\) is:
\[
P_{S_1, s_2 | X_1}(s_1, s_2 | 1) = \sum_{z_2 \in \mathbb{F}^{m-1}_2} P_{Z_2}(z_2) \mathbb{1}\{B_1 z_2 = s_1 + 1, B_2 z_2 = s_2\}.
\]
These likelihoods are exactly the same as the likelihoods for the inference problem we computed earlier. So, the sufficient statistic \((S_1, S_2)\) in the coding problem is equivalent to the observation \((S'_1, S'_2)\) in the inference problem in the sense that they are defined by the same probability model. As a result, the minimum probabilities of error in these formulations must be equal.

We now assume that the random variables in the two problems are coupled as in the lemma statement. To prove that \( S'_1 = S_1 \) and \( S'_2 = S_2 \) almost surely, observe that:
\[
\begin{bmatrix}
S_1 \\
S_2
\end{bmatrix} =
\begin{bmatrix}
B_1 Y_2 \\
B_2 Y_2
\end{bmatrix} =
\begin{bmatrix}
B_1 X_2 + B_1 Z_2 \\
B_2 X_2 + B_2 Z_2
\end{bmatrix} =
\begin{bmatrix}
X_1 + B_1 Z_2 \\
B_2 Z_2
\end{bmatrix} = H
\begin{bmatrix}
X_1 \\
Z_2
\end{bmatrix} =
\begin{bmatrix}
S'_1 \\
S'_2
\end{bmatrix}
\]
where the second equality uses (76), the third equality holds because \( B_1 X_2 = X_1 \) and \( B_2 X_2 = 0 \) since \( X \) is a codeword, and the last equality uses (77) and the fact that \( X_1 = X' \) and \( Z_2 = Z \) almost surely. This completes the proof. (We note that this proof illustrates that \((S'_1, S'_2)\) in the inference problem is actually a sufficient statistic for the coding problem under the coupling in the lemma statement.)

Recall that we are given a deterministic 2D grid where all Boolean processing functions with two inputs are the XOR rule, and all Boolean processing functions with one input are the identity rule, i.e. \( f_1(x_1, x_2) = x_1 \oplus x_2 \) and \( f_2(x) = x \). We next prove Theorem 4 using Lemma 1.

**Proof of Theorem 4.** We first prove that the problem of decoding the root bit in the XOR 2D grid is captured by the inference problem defined in (77). Let \( E_k \) denote the set of all directed edges in the 2D grid above level \( k \in \mathbb{N} \). Furthermore, let us associate each edge \( e \in E_k \) with an independent Bernoulli(\( \delta \)) random variable \( Z_e \in \mathbb{F}_2 \). Since a BSC(\( \delta \)) can be modeled as addition of an independent Bernoulli(\( \delta \)) bit (in \( \mathbb{F}_2 \)), the random variables \( \{Z_e : e \in E_k\} \) define the BSCs of the 2D grid up to level \( k \). Furthermore, each node at level \( k \geq 1 \) of the XOR 2D grid is simply a sum (in \( \mathbb{F}_2 \)) of its parent nodes and the random variables on the edges between it and its parents. This provides a recursive formula for each node in terms of its parent nodes that can be unwound so that each node can be represented in terms of the root bit and all edge random variables:

\[
\forall k \geq 1, \forall j \in \{0, \ldots, k\}, \quad X_{k,j} = \left( \binom{k}{j} \pmod{2} \right) X_{0,0} + \sum_{e \in E_k} b_{j,e}^k Z_e \tag{78}
\]
where the coefficient of \( X_{0,0} \) can be computed by realizing that the coefficients of the nodes in the “grid above \( X_{k,j} \)” (with \( X_{k,j} \) as the root) are defined by the recursion of Pascal’s triangle, and \( b_{j,e}^k \in \mathbb{F}_2 \) are some fixed coefficients. We do not require detailed knowledge of the values of \( \{b_{j,e}^k : k \geq 1, 0 \leq j \leq k, e \in E_k\} \) (but they can also be evaluated if desired via straightforward counting). In the remainder of this proof, we will fix \( k \) to be a power of 2: \( k = 2^m \) for \( m \in \mathbb{N} \setminus \{0\} \). Then, we have:
\[
\binom{k}{j} \equiv \left( \frac{2^m}{j} \right) \equiv \begin{cases} 1, & j = 0, k \\
0, & j = 1, \ldots, k - 1 \pmod{2} \end{cases}
\]
since by Lucas’ theorem (see [Fin47]), the parity of \( \binom{k}{j} \) is 0 if and only if at least one of the digits of \( j \) in base 2 is strictly greater than the corresponding digit of \( k \) in base 2, and the base 2 representation of \( k = 2^m \) is 10 \( \cdots \) 0 (with \( m \) 0’s). So, for each \( k \), we can write (78) in the form:

\[
\begin{bmatrix}
X_{k,0} \\
X_{k,1} \\
\vdots \\
X_{k,k-1} \\
X_{k,k}
\end{bmatrix}
= \begin{bmatrix}
1 & -b_{k,e}^0 & 0 & -b_{k,e}^1 & \cdots & 0 & -b_{k,e}^{k-1} & 1
\end{bmatrix}
\begin{bmatrix}
X_{k,0} \\
X_{k,1} \\
\vdots \\
X_{k,k-1} \\
X_{k,k}
\end{bmatrix}
\]

(79)

where \( H_k \in \mathbb{F}_2^{(k+1) \times (|E_k|+1)} \) is a binary matrix whose rows are indexed by the nodes at level \( k \) and columns are indexed by 1 (first index) followed by the edges in \( E_k \). The rows of \( H_k \) are made up of the coefficients in (78), and the vector on the right hand side of (79) has first element \( X_{0,0} \) followed by the random variables \( \{Z_e : e \in E_k\} \) (indexed consistently with \( H_k \)). Our problem is to decode \( X_{0,0} \) from the observations \( (X_{k,0}, \ldots, X_{k,k}) \) with minimum probability of error. Note that we can replace the last row of \( H_k \) by the sum of the first and last rows of \( H_k \) (a row operation) to get \( H_k' \), and correspondingly replace \( X_{k,k} \) by \( X_{k,0} + X_{k,k} \) in (79) to get the equivalent formulation (which has the same minimum probability of error for decoding \( X_{0,0} \)):

\[
\begin{bmatrix}
X_{k,0} \\
X_{k,1} \\
\vdots \\
X_{k,k-1} \\
X_{k,0} + X_{k,k}
\end{bmatrix}
= H_k' \begin{bmatrix}
X_{0,0} \\
Z_e
\end{bmatrix}
\]

(80)

where the equivalence follows from the fact that we only perform invertible operations. Since \( H_k' \) is of the form (75), the problem in (80) is exactly of the form of the inference problem in (77).

We next transform the XOR 2D grid problem in (79) into a coding problem. By Lemma 1, the inference problem in (80) is equivalent to a coupled coding problem analogous to (76). In this coupled coding problem, we generate a codeword \( W_k = [X_{0,0} - W_e^k -] \) uniformly from the linear code \( C_k \) defined by the parity check matrix \( H_k' \), where the first element of the codeword is \( X_{0,0} \) and the remaining elements are \( \{W_e^k : e \in E_k\} \). We then observe \( W_k \) through the additive noise channel model:

\[
Y_k = W_k + \begin{bmatrix}
Z_{0,0}^k \\
Z_e
\end{bmatrix}
\]

(81)

where \( \{Z_e : e \in E_k\} \) are the BSC variables, and \( Z_{0,0}^k \) is an independent Bernoulli\( \left( \frac{1}{2} \right) \) random variable. Our goal is to decode the first bit of the codeword, \( X_{0,0} \), with minimum probability of error after observing \( Y_k \). Since row operations do not change the nullspace of a matrix, we can equivalently think of \( C_k \) as the linear code generated by the parity check matrix \( H_k \). Moreover, without loss of generality, the ML decoder for \( X_{0,0} \) based on \( Y_k \) (which achieves the minimum probability of error) in the coding problem makes an error if and only if the ML decision rule for \( X_{0,0} \) based on \( (X_{k,0}, \ldots, X_{k,k}) \) in the inference problem in (79) makes an error. This is because the coupling from Lemma 1 ensures that \( (X_{k,0}, \ldots, X_{k,k}) \)
is a sufficient statistic of $Y_k$ for $X_{0,0}$ in the coding problem. Therefore, it suffices to study the probability of error in ML decoding for the coding problem (81) due to Lemma 1.6

Recall that each BSC($\delta$) copies its input with probability $1 - 2\delta$ and generates an independent Bernoulli($\frac{1}{2}$) bit with probability $2\delta$ (as shown in the proof of Proposition 1 in Appendix A). Suppose we know which BSCs among $\{Z_e : e \in E_k\}$ generate independent bits in (81). Then, we can perceive each BSC in $\{Z_e : e \in E_k\}$ as an independent binary erasure channel (BEC) with erasure probability $2\delta$, denoted BEC($2\delta$), which erases its input if the corresponding BSC generates an independent bit, and copies its input otherwise. (Note that the BSC defined by $Z_{0,0}^E$ corresponds to BEC(1) which always erases its input.)

We now consider observing the codeword $W_k$ under this BEC model, where $X_{0,0}$ is erased almost surely, and the remaining bits of $W_k$ are erased independently with probability $2\delta$. The minimum probability of error in inferring $X_{0,0}$ using an ML decoder for this BEC model lower bounds the minimum probability of error in inferring $X_{0,0}$ using an ML decoder under the BSC model. This is clear because the BECs tell us which BSCs are generating independent bits, thereby providing additional information. Moreover, the fact that a BEC($2\delta$) is “less noisy” than a BSC($\delta$) is well-known in information theory, cf. [PW17b, Section 6, Equation (16)].

Let $e_1 \in E_k$ and $e_2 \in E_k$ denote the edges $(X_{k-1,0}, X_{k,0})$ and $(X_{k-1,k-1}, X_{k,k})$ in the 2D grid, respectively. Consider the vector $\omega^k \in \F_2^{\ell |E_k| + 1}$ such that $\omega^k_1 = 1$ (first bit is 1), $\omega^k_{e_1} = \omega^k_{e_2} = 1$, and all other elements are 0. Then, $\omega^k \in C_k$ because:

$$H_k \omega^k = \begin{bmatrix}
1 & -b^k_{0,e_1} & - & \vdots & - \\
0 & -b^k_{1,e_1} & - & \vdots & - \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & -b^k_{\ell e_1} & - & - & - \\
1 & -b^k_{\ell e_2} & - & - & -
\end{bmatrix} \omega^k = \begin{bmatrix}
1 + b^k_{0,e_1} + b^k_{0,e_2} \\
b^k_{1,e_1} + b^k_{1,e_2} \\
\vdots \\
b^k_{\ell e_1} + b^k_{\ell e_2} \\
1 + b^k_{\ell e_1} + b^k_{\ell e_2}
\end{bmatrix} = 0$$

where we use the facts that $b^k_{0,e_1} = 1, b^k_{0,e_2} = 0, b^k_{1,e_1} = 0, b^k_{1,e_2} = 1$, and for any $0 < j < k, b^k_{j,e_2} = 0$ (and the value of $b^k_{j,e_1}$ for $i = 0, 1$ and $j = 0, \ldots, k$ is determined by checking the dependence of node $X_{k,j}$ on the variable $Z_{e_i}$, which is straightforward because $e_i$ is an edge between the last two layers at the side of the 2D grid). Since $\omega^k$ has two 1’s at indices $e_1$ and $e_2$ (besides the first bit), if the BECs corresponding to the indices $e_1$ and $e_2$ erase their inputs, the ML decoder (for the BEC model) will fail to recover $X_{0,0}$ with probability $\frac{1}{2}$.

Hence, we define $B_k$ to be the event that the BECs corresponding to edges $e_1$ and $e_2$ at level $k$ erase their inputs (or equivalently, the BSCs at these edges generate independent bits), which has probability $P(B_k) = (2\delta)^2$ for every $k$. The events $\{B_k : k = 2^m, m \in \N \setminus \{0\}\}$ are mutually independent since the BSCs are all independent. By the second Borel-Cantelli lemma, infinitely many of the $B_{2^m}$’s occur almost surely. So, letting $A_n \triangleq \bigcup_{m=1}^n B_{2^m}$ for $n \in \N \setminus \{0\}$, the continuity of the underlying probability $\delta$.}

\footnote{We should remark that the equivalence between problems (80) and (81) requires the existence of a codeword of the form $[1 \, w^T]^T$, with $w \in \F_2^{\ell |E_k|}$, in $C_k$ (as mentioned earlier). This condition is always satisfied. Indeed, such a codeword does not exist if and only if the first column of $H_k^T$ (which is $[1 \, 0 \cdots 0]^T$) is not in the span of the remaining columns of $H_k$. So, if such a codeword does not exist, we can decode $X_{0,0}$ in the setting of (80) with zero probability of error because the observation vector on the left hand side of (80) is in the span of the second to last columns of $H_k$ if and only if $X_{0,0} = 0$. (It is worth mentioning that in the coding problem in (81), if such a codeword does not exist, we can also decode the first codeword bit with zero probability of error because all codewords must have the first bit equal to 0.) Since it is clear that we cannot decode the root bit with zero probability of error in the XOR 2D grid, such a codeword always exists.}
measure $\mathbb{P}$ yields $\lim_{n \to \infty} \mathbb{P}(A_n) = 1$. Let $\hat{X}_{0,0}^{2^m} = \hat{X}_{0,0}^{2^m}(X_{k,0}, \ldots, X_{k,k})$ denote the ML decoder for $X_{0,0}$ at level $k = 2^m$ under the original (BSC) model (79). From our discussion, we know that:

$$\forall m \in \mathbb{N} \setminus \{0\}, \quad \mathbb{P}\left( \hat{X}_{0,0}^{2^m} \neq X_{0,0} \mid B_{2^m} \right) \geq \frac{1}{2} = \mathbb{P}\left( \hat{X}_{0,0}^{2^m} \neq X_{0,0} \mid A_m \right),$$

where the second equality holds because the probability of error for ML decoding is $\frac{1}{2}$ at a given level if the probability of error for ML decoding at the previous level is $\frac{1}{2}$. Finally, observe that:

$$\lim_{m \to \infty} \mathbb{P}\left( \hat{X}_{0,0}^{2^m} \neq X_{0,0} \right) = \lim_{m \to \infty} \mathbb{P}\left( \hat{X}_{0,0}^{2^m} \neq X_{0,0} \mid A_m \right) \mathbb{P}(A_m) + \mathbb{P}\left( \hat{X}_{0,0}^{2^m} \neq X_{0,0} \mid A_m^c \right) \mathbb{P}(A_m^c)$$

$$= \lim_{m \to \infty} \mathbb{P}\left( \hat{X}_{0,0}^{2^m} \neq X_{0,0} \mid A_m \right) = \frac{1}{2}.$$

This completes the proof since the above condition is equivalent to (11).

**APPENDIX A**

**MISCELLANEOUS PROOFS**

**Proof of Corollary 1.** This follows from applying the probabilistic method. Indeed, we know from Theorem 1 that given $\delta < \frac{1}{2}$, for the random DAG model with $d = 3$, $L_m = \omega(\log(m))$, and majority processing functions, there exist $\epsilon > 0$ and $K \in \mathbb{N}$ such that:

$$\forall k \geq K, \quad \mathbb{P}\left( \hat{S}_k \neq X_0 \right) \leq \frac{1}{2} - 2\epsilon.$$

Now define $P_k(G) \triangleq \mathbb{P}(\hat{h}_{ML}^k(X_k, G) \neq X_0 | G)$ for $k \in \mathbb{N}$ as the conditional probability that the ML decision rule based on the full $k$-layer state $X_k$ makes an error given the random DAG $G$, and let $E_k$ for $k \in \mathbb{N}$ be the set of all DAGs $G$ with $d = 3$ and $L_m = \omega(\log(m))$ such that $P_k(G) \leq \frac{1}{2} - \epsilon$. Observe that for every $k \geq K$:

$$\frac{1}{2} - 2\epsilon \geq \mathbb{P}(\hat{S}_k \neq X_0) = \mathbb{E}\left[ \mathbb{P}(\hat{S}_k \neq X_0 \mid G) \right]$$

$$\geq \mathbb{E}[P_k(G)]$$

$$= \mathbb{E}[P_k(G) | G \in E_k] \mathbb{P}(G \in E_k) + \mathbb{E}[P_k(G) | G \notin E_k] \mathbb{P}(G \notin E_k)$$

$$\geq \mathbb{E}[P_k(G) | G \notin E_k] \mathbb{P}(G \notin E_k)$$

$$\geq \left( \frac{1}{2} - \epsilon \right) \mathbb{P}(G \notin E_k)$$

where the first and third lines follow from the law of total expectation, the second line holds because the ML decision rule minimizes the probability of error, the fourth line holds because the first term in the previous line is non-negative, and the final line holds because $G \notin E_k$ implies that $P_k(G) > \frac{1}{2} - \epsilon$. Then, we have for every $k \geq K$:

$$\mathbb{P}(G \in E_k) \geq \frac{2\epsilon}{1 - 2\epsilon} > 0.$$

Since $\{E_k : k \in \mathbb{N}\}$ form a non-increasing sequence of sets (because $P_k(G)$ is non-decreasing in $k$), we get via continuity:

$$\mathbb{P}\left( G \in \bigcap_{k \in \mathbb{N}} E_k \right) = \lim_{k \to \infty} \mathbb{P}(G \in E_k) \geq \frac{2\epsilon}{1 - 2\epsilon} > 0$$

which means that there exists a DAG $G$ with $d = 3$ and $L_m = \omega(\log(m))$ such that $P_k(G) \leq \frac{1}{2} - \epsilon$ for all $k \in \mathbb{N}$. This completes the proof.
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Proof of Proposition 1. We first prove part 1, where we are given a fixed deterministic DAG $G$. Observe that the BSC along each edge of this DAG produces its output bit by either copying its input bit exactly with probability $1 - 2\delta$, or generating an independent Bernoulli($\frac{1}{2}$) output bit with probability $2\delta$. This is because the BSC transition matrix can be decomposed as:

$$
\begin{bmatrix}
1 - \delta & \delta \\
\delta & 1 - \delta
\end{bmatrix} = (1 - 2\delta)
\begin{bmatrix}
1 & 0 \\
0 & 1
\end{bmatrix} + (2\delta)
\begin{bmatrix}
\frac{1}{2} & \frac{1}{2} \\
\frac{1}{2} & \frac{1}{2}
\end{bmatrix}.
$$

Now consider the events:

$$A_k \triangleq \{\text{all } dL_k \text{ edges from level } k - 1 \text{ to level } k \text{ generate independent output bits}\}$$

for $k \in \mathbb{N}\setminus\{0\}$, which have probabilities $\mathbb{P}(A_k) = (2\delta)^{dL_k}$ since the BSCs on the edges are independent. These events are mutually independent (once again because the BSCs on the edges are independent).

Since the condition on $L_k$ in the proposition statement is equivalent to:

$$\exists K \in \mathbb{N}, \forall k \geq K, \ (2\delta)^{dL_k} \geq \frac{1}{k},$$

we must have:

$$\sum_{k=1}^{\infty} \mathbb{P}(A_k) \geq \sum_{k=K}^{\infty} (2\delta)^{dL_k} \geq \sum_{k=K}^{\infty} \frac{1}{k} = +\infty.$$

The second Borel-Cantelli lemma then tells us that infinitely many of the events $\{A_k : k \in \mathbb{N}\setminus\{0\}\}$ occur almost surely, i.e. $\mathbb{P}(\bigcap_{m=1}^{\infty} \bigcup_{k=m}^{\infty} A_k) = 1$. In particular, if we define $B_m \triangleq \bigcup_{k=1}^{m} A_k$ for $m \in \mathbb{N}\setminus\{0\}$, then by continuity:

$$\lim_{m \to \infty} \mathbb{P}(B_m) = \mathbb{P}\left(\bigcup_{k=1}^{\infty} A_k\right) = 1.$$

Finally, observe that:

$$\lim_{m \to \infty} \mathbb{P}(h_{ML}^m(X_m, G) \neq X_0) = \lim_{m \to \infty} \mathbb{P}(h_{ML}^m(X_m, G) \neq X_0 | B_m) \mathbb{P}(B_m)
\quad + \mathbb{P}(h_{ML}^m(X_m, G) \neq X_0 | B_m^c) \mathbb{P}(B_m^c)
\quad = \lim_{m \to \infty} \mathbb{P}(h_{ML}^m(X_m, G) \neq X_0 | B_m)
\quad = \lim_{m \to \infty} \mathbb{P}(h_{ML}^m(X_m, G) \neq X_0 | X_0 = 0, B_m) \mathbb{P}(X_0 = 0)
\quad + \mathbb{P}(h_{ML}^m(X_m, G) \neq X_0 | X_0 = 1, B_m) \mathbb{P}(X_0 = 1)
\quad = \lim_{m \to \infty} \frac{1}{2} \mathbb{P}(h_{ML}^m(X_m, G) = 1 | B_m) + \frac{1}{2} \mathbb{P}(h_{ML}^m(X_m, G) = 0 | B_m)
\quad = \frac{1}{2}$$

where $h_{ML}^m(\cdot, G) : \{0, 1\}^{L_m} \to \{0, 1\}$ denotes the ML decision rule at level $m$ based on $X_m$, the second equality uses (82), the third equality uses the fact that $X_0$ is independent of $B_m$, and the fourth equality holds because $X_m$ is conditionally independent of $X_0$ given $B_m$. The condition in (83) is equivalent to (11), which proves part 1.

To prove part 2, notice that part 1 yields:

$$\lim_{k \to \infty} \left\| P_{X_k | G}^+ - P_{X_k | G}^- \right\|_{TV} = 0$$

which holds pointwise for every realization of the random DAG $G$. So, we can take expectations with respect to $G$ and apply the bounded convergence theorem to obtain part 2. This completes the proof. ■
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