Artificial out-of-plane Ising antiferromagnet on the kagome lattice with very small further neighbour couplings
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Despite their simple formulation, short range classical antiferromagnetic Ising models on frustrated lattices give rise to exotic phases of matter, in particular due to their macroscopic ground state degeneracy. Recent experiments on artificial spin systems comprising arrays of chirally coupled nanomagnets provide a significant strengthening of the nearest neighbour couplings compared to systems with dipolar-coupled nanomagnets. This opens the way to design artificial spin systems emulating Ising models with nearest neighbour couplings. In this paper, we compare the results of an extensive investigation with tensor network and Monte Carlo simulations of the nearest- and further-neighbour \((J_1 - J_2 - J_3)\) kagome Ising antiferromagnet with the experimental spin-spin correlations of a kagome lattice of chirally coupled nanomagnets. Even though the ratios between the further neighbour couplings and the nearest neighbour coupling estimated from micromagnetic simulations are much smaller than for dipolar-coupled nanomagnets, we show that they still play an essential role in the selection of the correlations.

I. INTRODUCTION

Artificial spin systems, or artificial spin ices, are arrays of mesoscopic single-domain nanomagnets whose moments can be probed individually using magnetic microscopy techniques. The moments interact either via their magnetostatic fields or, in the case of connected nanomagnets, via exchange interactions. The flexibility in the design of these arrays makes them extremely useful for the study of frustration and emergent Coulomb phases in two dimensional systems [1–3]. The field has been continuously growing, showing great promise for the theory of frustrated systems, for experimental work on reprogrammable magnonic crystals [4, 5], and for applications involving computation to implement computational logic [6–8], as a natural support for artificial neural networks [9, 10], or for reprogrammable magnetic robots [11].

When viewed as toy models for frustrated spin systems, the artificial spin systems face the intrinsic difficulty [4] that the physics that one would like to study - collective phenomena and exotic emergent models - is exactly that which is hard to explore via the single spin flip dynamics available either through demagnetisation protocols [2, 12, 13] or thermal activity [14–19]. Additionally, the disorder of the arrays and the large size of the nanomagnets compared to the lattice spacing could in principle affect the simplicity of the modelling with Ising Hamiltonians. Despite these difficulties, great success has been achieved by describing artificial spin systems based on arrays of nanomagnets using Ising Hamiltonians with long range, dipolar couplings. Two prominent examples are the artificial dipolar kagome spin ice [15], for which Monte Carlo simulations predict a series of magnetic phase transitions [20, 21], and the artificial dipolar kagome Ising antiferromagnet [22, 23], where a weakly first-order phase transition to a long-range ordered ground state has been established [23–25]. The quest for a true ground state degeneracy achieved in artificial spin ices reached an important step when a proposal from Möller and Moessner to recover the macroscopic ground state degeneracy of spin ice on the square lattice [26] was successfully realised [4, 27, 28]. On the kagome lattice, however, the quest is still open. To control the couplings between the nanomagnets, new possibilities are being explored, such as the introduction of mixed anisotropy [29] or of a soft ferromagnetic underlayer below the moments [30]. In the present work, motivated by the design of arrays of chirally coupled nanomagnets [29] promising the implementation of strong nearest neighbour couplings, we numerically explore nearest- and further- neighbour Ising antiferromagnets on the kagome lattice and compare our theoretical results to those of an experiment on an artificial array of chirally coupled nanomagnets.

The difficulties with further neighbour frustrated spin systems are not restricted to experiments; it is also challenging to study them numerically using Monte Carlo simulations (see for instance the dipolar kagome Ising model [23, 24]), since ad-hoc updates corresponding to the collective dynamics of the specific model are often needed to combat frustration and critical slowing down (see for instance Ref. 31). Another technique has shown promising results in the study of classical statistical mechanics: since the pioneering work of Nishino and Okun-
is a useful complement to Monte Carlo simulations for the study of the relevant further neighbour Ising models.

Continuing on the work of Ref. 29, we consider a kagome lattice of chirally coupled nanomagnets. The main idea is to rely on interfacial Dzyaloshinskii-Moriya interactions (DMI) to create regions with out-of-plane anisotropy (OOP regions) connected by chiral domain walls to regions with in-plane anisotropy (IP regions). Arranging the OOP regions on a kagome lattice and separating them with IP regions, one can then use the IP regions to create a very strong nearest neighbour antiferromagnetic coupling between OOP regions. At first sight one could expect the system to behave simply as a nearest neighbour Ising antiferromagnet on the kagome lattice. In Sec. II, we describe this experiment in detail and perform micromagnetic simulations. The effective antiferromagnetic Ising model for the OOP regions that we obtain has very strong nearest neighbour couplings and, relatively, weak next and next-nearest nearest neighbour couplings - much smaller than in the dipolar case. In the remainder of the paper, we progressively build towards this further neighbour model, providing tensor network and Monte Carlo data for the spin-spin correlations of a series of short range Ising models on the kagome lattice, and comparing these correlations to the experimental results. We start in Sec. III with the nearest neighbour Ising antiferromagnet on the kagome lattice, which was extensively studied before the present work [22, 23, 40, 43–48]. We discuss its short range spin-spin correlations and we compute its correlation length using tensor networks. We find that even when considering a magnetic field, and despite the strong nearest neighbour couplings in the experiment, this model does not qualitatively explain the experimental observations. In Sec. IV, we show that even weak second nearest neighbour couplings can partially solve the issue, by changing the order of magnitude of the next nearest neighbour correlations as compared to the next-next nearest neighbour correlations. We consider the effective further neighbour model in a field in Sec. V, and finally give an overall discussion of the results in Sec. VI.

II. EXPERIMENT: A KAGOME LATTICE OF CHIRALLY COUPLED NANOMAGNETS

We begin with a discussion of the experiments. They rely on the interfacial DMI [49–52],

\[ H_{\text{DMI}} = D_{i,j} \cdot (S_i \times S_j), \]

which is allowed in environments with a lack of inversion symmetry and is induced by spin-orbit coupling. As discussed in Ref. 29, this interaction can be leveraged to induce an effective antiferromagnetic coupling between two OOP regions with well-defined magnetic anisotropy, which take on the role of Ising spins.

A. Experimental setup

1. Concept

In order to create these effective antiferromagnetic couplings, we deposit a magnetic trilayer of Pt, Co and Al. These trilayers have a large DMI at the Pt/Co interface and their magnetic anisotropy can be tuned by oxidising the AlOx. Through this oxidation, one can thus create regions of in-plane (IP) anisotropy and regions of out-of-plane (OOP) anisotropy and control the location of the domain walls between them with left-handed chirality.

Consider a simple system where two regions with OOP anisotropy, which we model as Ising spins, are connected by a region with IP anisotropy. Because of the DMI, it is energetically favourable to have the Ising spins in an antiferromagnetic arrangement. In Ref. 29, it was
shown that this antiferromagnetic alignment can be realised in Ising chains and on the square lattice after applying an external magnetic field and provided that the IP regions are small enough. A small kagome sample was also brought to a ground state of the antiferromagnetic nearest neighbour Ising model - namely, an ice-rule obeying state. Here, we apply this procedure to larger kagome systems (Fig. 1).

2. Details of the sample fabrication and demagnetisation protocol

The fabrication of the samples is performed using electron beam lithography. First, Pt(6 nm)/Co(1.6 nm)/Al(2 nm) films are deposited on a 200 nm-thick SiNx layer on a silicon substrate by DC magnetron sputtering at a base pressure of $2 \cdot 10^{-8}$ mbar and at a deposition pressure of $3 \cdot 10^{-3}$ mbar. After patterning a polymethyl methacrylate (PMMA) mask with an electron beam writer, the trilayers are milled with Ar ions. The anisotropy of the various regions is determined by whether the Al layer is covered by the mask: the future IP regions are protected by 2 nm Ta, while the future OOP regions are exposed to oxygen plasma at a power of 30 W and an oxygen pressure of 0.013 mbar. For statistics, 20 samples of size 20 × 20 μm$^2$ are patterned on the same substrate. With an IP length of 50 nm and an OOP edge length of 100 nm, this amounts to approximately 2300 sites per sample.

All 20 samples have been AC demagnetised by a field-based protocol of sinusoidal OOP fields with decreasing amplitudes. The sinusoid amplitude decreased from 900 Oe to 30 Oe linearly in 4000 steps over a period of two hours. At each step, a single sinusoidal period is applied with a frequency of 2 Hz. Several demagnetisation protocols were tested, as discussed in Appendix A.

3. Magnetic force microscopy

Magnetic force microscopy (MFM) measurements are performed after the demagnetisation protocol to extract the OOP spin configurations. A protective layer of PMMA is spin coated on each sample for the MFM measurements. The MFM tips, coated by CoCr, are sensitive to magnetic stray fields. The tip is scanned over the sample at a frequency of 1 Hz and 512 pixels/line. An example of the resulting phase contrast is given in Fig. 1. The contrast gives information about the OOP magnetisation, with white (black) for down (up) magnetised OOP regions. The low thickness of magnetic material makes the highly sensitive MFM tip a good candidate for imaging the stray fields of the samples.

B. Micromagnetic simulations and effective model

As we will discuss in Sections III and IV, the results of tensor networks and Monte Carlo simulations strongly suggest that further neighbour couplings are relevant in this experiment. We see two possible sources of such couplings: the simple dipolar interaction between the regions with out-of-plane (OOP) anisotropy, and a possible interaction (of dipolar nature or some more subtle origin) between the regions with in-plane (IP) anisotropy. Here, we determine the likelihood of these scenarios by performing micromagnetic simulations [53–57].

Our aim is to find an effective Hamiltonian for the OOP regions, which are modelled with Ising variables. Indeed, it is a priori unclear how to combine the IP region and the DMI interactions with the dipolar interactions to give an effective model for the Ising spins. We therefore perform micromagnetic simulations for islands (OOP and IP regions) with three and five sites to determine these effective interactions. For this, we consider the most generic spin model for five sites, including three-, four- and five-site interactions, respecting the cluster symmetries. In the micromagnetic computations, we did not find any evidence suggesting $\mathbb{Z}_2$ symmetry breaking. The effective Hamiltonian thus reduces to the following expression, where this symmetry is explicitly imposed by removing terms with an odd number of spins:

$$H = E_0 + J_1 \sum_{i,j \in 1,h} \sigma_i \sigma_j + J_{1,d} \sum_{i,j,d} \sigma_i \sigma_j + J_2 \sum_{i,j \in 2} \sigma_i \sigma_j + J_{3||} \sum_{i,j ||} \sigma_i \sigma_j + Q_1 \sum_{i,j,k,l} \sigma_i \sigma_j \sigma_k \sigma_l + Q_2 \sum_{i,j,k,l} \sigma_i \sigma_j \sigma_k \sigma_l,$$

and where the groups of spins to which the couplings apply are defined in Fig. 2. The $J$ couplings correspond to the usual pair interactions while the $Q$ couplings correspond to four-site interactions.

1. Micromagnetic simulation parameters

We performed micromagnetic simulations using MuMax 3 (v3.10) [56, 57] to determine the (relative) coupling constants of the chirally coupled nanomagnet geometry. The simulations are carried out with a cell size of 0.866 by 0.866 by 1.6 nm$^3$ (1.6 nm being smaller than the exchange length of the system) and with 2048 by 2048 by 1 simulation world size. The cell sizes are chosen such that the angled edges are accurately simulated.

Typical material parameters for cobalt (Co) are used: a saturation magnetisation $M_s = 600$ kA/m, an exchange stiffness $A = 16 \times 10^{-12}$ J/m, and a magnetocrystalline anisotropy $K_u = 570$ kJ/m$^3$ in the OOP region and $K_u = 0$ in the IP region. Interfacial DMI is introduced
we find two slightly different values for $J_{1,d}$ and $J_{1,h}$ [58]. $Q_1$ and $Q_2$ are zero within the error bars. In this case, we indeed recover the dipolar couplings, with a factor of 1.6 correction to the nearest neighbour coupling as compared to the point-dipole approximation, coming from the finite size of the elements and their proximity [22, 23]).

We then consider the effect of the IP regions. A small subtlety has to be addressed in this case: a priori, for a given OOP configuration (labelled by roman numbers in Fig. 2), there can be several IP configurations. We proceed in two steps

1. For each configuration of three Ising spins on a triangle, we find the IP configuration that minimises the energy (see Fig. 3). From this, we can already extract the nearest neighbour coupling

$$J_1 = (1.63 \pm 0.01) \cdot 10^{-19} \text{J}$$

(for an IP width of 50 nm) that is almost one order of magnitude larger than in Eq. 3. The main source of the error is that the micromagnetic results are not completely rotation-invariant, a difficulty probably related to the use of a square grid for discretization in MuMax³.

2. For each configuration of five Ising spins on a pair of triangles, we look for the combined configuration of the two IP regions minimising the energy. The optimal configurations and their respective energies can be found in Appendix B. The effective model for the OOP region (Ising spins) is based on these energies.

It is important to note that we assume here that the IP region will take the configuration that locally minimises the energy. Because of the limited MFM resolution and
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the small width of the IP regions, we have not been able to determine from the experimental scans whether this is actually the case.

We give the results for various IP widths and for various values of the DMI in Fig. 4. In particular, for an IP width of 50 nm and for $D = 0.9 \text{ mJ/m}^2$, corresponding to our experiment, we find for the full $J_1$ coupling involving dipolar and IP-mediated interactions:

$$J_1 = (1.6 \pm 0.03) \times 10^{-19} \text{ J}. \quad (5)$$

This result, computed by minimising the energy of pairs of triangles, is in agreement (within the error bars) with the result of the equality in Eq. 4 which was obtained by minimising the energy of single triangles. For the further neighbour couplings, we find:

$$\frac{J_2}{J_1} \approx 0.0235 \pm 0.0004 \quad (6)$$

and

$$\frac{J_{3\parallel}}{J_1} \approx 0.0103 \pm 0.0001. \quad (7)$$

We see that, as compared to the pure OOP model, when the IP region of width 50 nm is taken into account, the nearest neighbour coupling is increased by almost a factor of 10, but that the further neighbour couplings are affected as well by a factor

$$\frac{J_2}{J_{dip}} \approx 1.67 \pm 0.01 \quad (8)$$

and

$$\frac{J_{3\parallel}}{J^\text{dip}} \approx 1.12 \pm 0.01, \quad (9)$$

respectively. If the IP region had only contributed to the nearest neighbour coupling (and not to further neighbour couplings), the $J^\text{dip}$ and $J_{dip}$ couplings would have had to be compared not to $J_1^\text{dip}$ but to the full $J_1$. In this case, instead of the couplings in Fig. 4, for an IP width of 50 nm, we would have found that

$$\frac{J_2}{J_1} = 0.0139 \pm 0.0002$$

$$\frac{J_{3\parallel}}{J_1} = 0.0090 \pm 0.0001. \quad (10)$$

Thus, when the DMI and dipolar interactions are considered for a cluster of five sites, we find that the nearest neighbour couplings are increased by a much larger factor than the second and third neighbour couplings, resulting in an effective model with very small further neighbour interactions as compared to the nearest neighbour couplings. These results vary only slightly with the change in IP width or in DMI, as shown in Fig. 4.

3. Sources of a magnetic field

On top of the effective model discussed above, we have to consider the possible effect of a magnetic field. Indeed, there are two possible sources of a longitudinal field (i.e., a magnetic field parallel to the Ising spin axis) in the experiment: the offset of the demagnetisation field, and the stray field of the MFM measurement tip[59]. The saturation field of the samples (of the order of 4$J_1$) is estimated to be of the order of 2 kOe. The offset in the demagnetisation field is of the order of 10 Oe, and the stray fields from the MFM tip are of order 500 Oe. This means that if there is a field, we expect it to be of the order of $h \sim J_2$ to $h \sim J_1$.

C. Experimental results

To characterise the experimental results, we proceed as in Ref. 22 and we extract the experimental spin-spin correlations in order to compare them against the models under consideration. More precisely, for the four types of
spin pairs illustrated in Fig. 5, we estimate the connected correlation functions

\[ \langle \sigma_i \sigma_j \rangle - \langle \sigma_i \rangle \langle \sigma_j \rangle \tag{11} \]

using, for spin pairs of type \( k \), the unbiased estimator

\[ c_k = \frac{M}{M-1} \left( \frac{1}{M} \sum_{(i,j)_k} \sigma_i \sigma_j - \frac{1}{M^2} \sum_{i:(i,j)_k} \sum_{j:(i,j)_k} \sigma_i \sigma_j \right) \tag{12} \]

where \( M \) is the number of spin pairs of type \( k \) in the lattice and where \( \sum_{(i,j)_k} \) denotes the sum over all spin pairs of type \( k \). Note that we use the statistical field theory expressions: “connected” correlations means \( \langle \sigma_i \sigma_j \rangle - \langle \sigma_i \rangle \langle \sigma_j \rangle \) and “disconnected” correlations means \( \langle \sigma_i \sigma_j \rangle \). The results for each sample are shown in Fig. 5. In this figure, the shaded areas correspond to the values of the respective correlations that are within one standard deviation of the mean over the samples. These means are given in Table I. As shown in Fig. 5, the results vary significantly from one sample to the next. It is important to note that the descending order of the correlations is almost systematically \( |c_1| > c_{3||} > c_2 \), often with \( c_2 \gtrsim c_{3*} \). This qualitative result will drive our analysis.

Additionally, we consider two other observables which are characteristic of the experimental results. First, for the net magnetisation of the samples, we get a result significantly different from zero: \( m = 0.19 \pm 0.05 \); all the samples are magnetised in the same direction. Second, in each sample there are 10% to 20% of ferromagnetic triangles (“frustrated” triangles, which do not respect the two-up one-down, two-down one-up ice rules); we therefore compute the proportion of triangles with a given magnetisation (analogous to the often used charge definition, but without introducing a sign). The results are given in Table II; overall, the proportion of ice-rule-breaking triangles is \( r_{fr} = r_{m_\Delta=+3} + r_{m_\Delta=-3} = 0.12 \pm 0.03 \).

### III. NEAREST NEIGHBOUR MODEL

Given the very strong nearest neighbour couplings predicted by the micromagnetic simulations, we start by checking whether the experimental results from Sec. II can be understood using a purely nearest neighbour model,

\[ H_{NN} = J_1 \sum_{\langle i,j \rangle} \sigma_i \sigma_j - h \sum_i \sigma_i, \tag{13} \]

We begin by revisiting the well-known case in zero field using tensor networks. Because of the significant magnetisation of the experimental results, we then consider how the picture is modified when the external magnetic field is turned on, a case which has been extensively studied [40, 60–63] but for which we did not find data regarding the first spin-spin correlations as a function of temperature.

#### A. Nearest neighbour Ising antiferromagnet in zero field

Introduced in Ref. 64, the kagome lattice is a natural playground for frustrated models. In particular, the nearest neighbour Ising antiferromagnet on this lattice is known to have no order at any temperature, exhibiting a macroscopic ground state degeneracy with an extremely large residual entropy \( S = 0.50183... \) [43]. Later, it was shown by A. Sütő that the spin-spin correlations in the nearest-neighbour antiferromagnetic Ising model on the kagome lattice decay exponentially [44], and that

\[ |\langle S_i S_j \rangle| \leq 4 \times 0.74^{|i-j|} \tag{14} \]

which implies an upper bound for the correlation length [65]:

\[ \xi \leq \xi_{Sütö} = 1/ \ln 0.74 = 3.32109. \tag{15} \]

An exact result was obtained more recently for the correlation length between “middle spins” from transfer ma-
matrix computations using Toeplitz determinants [47]:

\[
\xi = -\frac{2}{\ln(10 - \sqrt{96})} \approx 1.250559...
\]  

(16)

It is well known that the correlation length can be computed from the two leading eigenvalues of the transfer matrix \(\lambda_1, \lambda_2\) (see for instance [66]) as

\[
\frac{1}{\xi} = \ln \frac{\lambda_2}{\lambda_1}.
\]  

(17)

We write the partition function of the nearest neighbour model on the kagome lattice as a tensor network as depicted in Fig. 6. We contract these networks using the vumps algorithm (for “variational uniform matrix product states”) [36, 67], which finds the leading eigenvector 

\[
\text{vumps algorithm (for “variational uniform matrix product states”)}
\]

of the (infinite) 1D transfer matrix using as a variational Ansatz a translationally invariant matrix product state (MPS).

In the “direct” construction, the tensor

\[
T_{\sigma_1, \sigma_2, \sigma_3} = e^{-\beta J_1 (\sigma_1 \sigma_2 + \sigma_2 \sigma_3 + \sigma_3 \sigma_1 + 1)}
\]  

(18)

describes all the Boltzmann weights on a triangle, with a shift corresponding to the ground state energy on a triangle. In the “dual” construction, we first define a classical dimer variable on each nearest neighbour bond \((i, j)\)

\[
d_{i,j} := \sigma_i \sigma_j.
\]  

(19)

Table III. First spin-spin correlations in the ground state of the nearest neighbour model (See Fig. 7).

|          | \(c_1\)   | \(c_2\)   | \(c_{3||}\) | \(c_{3\perp}\) |
|----------|-----------|-----------|------------|-------------|
| Exact    | \(-1/3\)  | 0.1234... | 0.1014...  | \(-0.0743\) |
| Direct TN| \(-1/3\)  | 0.12343725| 0.10144577 | \(-0.07480837\) |
| Dual TN  | \(-1/3\)  | 0.12343725| 0.10144577 | \(-0.07480837\) |

When \(d_{i,j} = 1\), there is a dimer, and when \(d_{i,j} = -1\), there is no dimer. The tensor on each triangle is thus

\[
T_{d_{i,j}, d_{j,k}, d_{k,i}} = \begin{cases} 
\exp(-\beta J_1 (d_{i,j} + d_{j,k} + d_{k,i} + 1)) & \text{if } d_{i,j} d_{j,k} d_{k,i} = 1 \\
0 & \text{otherwise}
\end{cases}.
\]  

(20)

The tensor on each hexagon \(H_{d_1, d_2, d_3, d_4, d_5, d_6}\) only imposes that the number of dimers is even, such that the dimer configuration maps to a spin configuration:

\[
H_{d_1, d_2, d_3, d_4, d_5, d_6} = \begin{cases} 
1 & \text{if } d_1 d_2 d_3 d_4 d_5 d_6 = 1 \\
0 & \text{otherwise}
\end{cases}.
\]  

(21)

In both constructions, we recover the exact ground state entropy of the kagome Ising antiferromagnet [43] to the 14th decimal place. For the first few correlations in the ground state, the two tensor constructions agree to the 3rd decimal place with the exact results [45, 48] (Table III). As a function of the temperature, the comparison between the tensor networks and the exact solution for the first few correlations is given in Fig. 7. We also use it as a benchmark for the Monte Carlo simulations, performed with a dual worm algorithm [68] (Appendix C).

To extract the correlation length from the direct tensor network, we follow Ref. 69 and compute the first eigenvalues of the transfer matrix

\[
\lambda_j = e^{-(\epsilon_j + i \phi_j)P}
\]  

(22)

with \(|\lambda_1| > |\lambda_2| > |\lambda_3| > |\lambda_4| > \ldots\), where \(\epsilon_j\) and \(\phi_j\) correspond respectively to the log of the absolute value and to the phase, and where \(P\) stands for the periodicity of the MPS in units of the number of lattice sites. The correlation length is thus given by

\[
\frac{1}{\xi} = \epsilon_2 - \epsilon_1.
\]  

(23)

To extract the correlation length in the dual tensor network formulation, one can use the fact that the product of two spins is given by the product along a path of all the dimer variables separating them. We thus define a correlation tensor \(C\) as the contraction along \(d_c\) of the two tensors

\[
T_{c_{d_{c_{top,2}}}, d_c} = d_{c_{top,2}} T_{d_{c_{top,2}}, d_c};
\]  

(24)

\[
H_{c_{d_{c_{top,1}}}, d_c, d_3, d_4, d_5, d_6} = d_{c_{top,1}} H_{d_{c_{top,1}}, d_c, d_3, d_4, d_5, d_6}.
\]  

(25)
The correlation length is then given by

$$\frac{1}{\xi} = \epsilon - \epsilon_1$$

(26)

with $\lambda = e^{-(\epsilon + i\phi)P}$ corresponding to the leading eigenvalue of the transfer matrix based on $C$ (note that here, the periodicity of the MPS compared to the lattice is $P = 2$). In both the direct and the dual cases, we define

$$\delta_{i,j} = \epsilon_j - \epsilon_i$$

(27)

the other gaps in the transfer matrix spectrum, which must go to zero in the limit of infinite bond dimensions to produce corrections to the form of the correlations [69]. In Fig. 8, the value of the correlation length as a function of such gaps for different bond dimensions is illustrated; in the direct construction this is shown for two different orientations for the contractions displayed in Fig. 6. We are limited to a maximal bond dimension of $\chi = 14$, after which the Schmidt values fall below numerical precision. From using the various constructions, selecting various gaps, and making the fits with all the points and all the points but one, we can finally extract the correlation length along the nearest neighbour chains and the errors on its estimation as

$$\xi = 1.2507 \pm 0.0003$$

(28)

in units of the lattice spacing. This is extremely short, consistent with the upper bond from A. Sütő’s computation, and matches within the error bars the exact solution given in Eq. 16.

In Fig. 7, we compare the experimental results for the correlations to the nearest neighbour Ising antiferromagnet at all temperatures. At this stage, we should recall that the samples are not at all expected to be thermally active. Here, the temperature is introduced as a Lagrange parameter for the energy, in an attempt to account for the non-zero percentage of ice-rule-breaking triangles in a non-biased way [70]. Accordingly, corresponding to the non-zero proportion of frustrated triangles, one can see that the experimental value for the nearest neighbour correlations correspond to a finite effective temperature.

The description with the nearest neighbour model fails in two ways. First, because there is no $\mathbb{Z}_2$ symmetry breaking, the proportions of triangles of given magnetisation (Table II) and the finite magnetisation cannot be recovered. Second, the relative order of $c_2$ and $c_{3||}$ in the experiment is inverted as compared to the nearest neighbour model: despite the strong value of the nearest neighbour couplings as compared to the further neighbour cou-
Table IV. First spin-spin correlations in the critical ground state of the nearest neighbour model in a field.

| Ref. 63  | c1   | c2   | c3[||] | c3[*] |
|----------|------|------|--------|-------|
| Direct TN (χ = 80) | -4/9 | 0.36756 | 0.07688 | -0.30396 |

Table V. First spin-spin correlations in the ground state of the nearest neighbour model in a longitudinal field \( h = 4J_1 \). For the tensor network, the Schmidt values decay extremely fast and fall below numerical precision for \( \chi > 10 \). For the Monte Carlo, we show results with a number of sites \( N = 2304 \), at temperature \( T/J = 7 \cdot 10^{-3} \).

|                      | c1              | c2              | c3[||]          | c3[*]          |
|----------------------|-----------------|-----------------|-----------------|-----------------|
| Direct TN            | -0.1602714      | 0.04322263      | 0.0382691       | -0.019949696    |
| MC                   | -0.16025(6)     | 0.04322(8)      | 0.03819(8)      | -0.0198(3)      |

Figure 9. Determining the correlation length Eq. 34 (for the connected correlations) at \( h = 4J_1 \). See the caption of Fig. 8 for the detail.

plings from Fig. 4, considering only nearest neighbour couplings does not allow for a valid qualitative description of the experiment from the point of view of the descending order of the spin-spin correlations.

B. Nearest neighbour Ising antiferromagnet in a field

The experiments exhibit a finite magnetisation and an imbalance of the number of triangles with a given magnetisation. A simple way to account for this in the model is to introduce the corresponding Lagrange parameter, that is, the magnetic field. It is thus natural, as a next step, to test whether a longitudinal magnetic field lifting (partially) the ground state degeneracy of the nearest neighbour ground state could be enough to explain not only the magnetisation and the proportion of triangles with a given magnetisation but also the result that \( c_{3||} \geq 2c_2 \).

We use a tensor network contraction to compute the correlations systematically as a function of field and temperature. Before doing so, we take advantage of this construction to study the ground state phase diagram of this kagome Ising antiferromagnet in a field.

The ground state of the nearest neighbour model in a field (Eq. 13) is known to exhibit a magnetisation plateau \( m = \frac{1}{3} \) for fields \( 0 < \frac{h}{J_1} < 4 \), where each triangle bears two spins up and one spin down. The configurations in this plateau can be exactly mapped to a hardcore dimer model on the honeycomb lattice (placing a dimer on each down spin), leading to a macroscopic ground state degeneracy with a residual entropy corresponding to one third of the nearest neighbour antiferromagnet on the triangular lattice [61–63, 71–73]. The connected correlations are critical, decaying as \( 1/\beta h^2 \) (163, 73 and references therein). In the ground state, the correlations have been tabulated (Fig. 3 of Ref. 63).

The model can be studied using the tensor network expression for the partition function from Fig. 6(a), with the slight modification that

\[
T_{\sigma_1, \sigma_2, \sigma_3} = \begin{cases} 
\frac{e^{-\beta J_1 (\sum_{(i,j)} \sigma_i \sigma_j + 1) + \beta h (\sum_i \sigma_i - 1)/2}}{} & h \leq 4J_1 \\
\frac{e^{-\beta J_1 (\sum_{(i,j)} \sigma_i \sigma_j - 3) + \beta h (\sum_i \sigma_i - 3)/2}}{} & h \geq 4J_1 
\end{cases}
\]

(29)

(see as well Ref. 40 for a similar construction and a contraction with TRG, which was not applied to the case we present here). In the magnetisation plateau, with bond dimension \( \chi = 80 \), we find indeed

\[
S_{h < 4J_1} = 0.1076886 \pm 10^{-7}
\]

(30)

which corresponds to one third of the triangular Ising antiferromagnet entropy. We compare the correlations to the result of Ref. 63 in Table IV.

Similar to what happens on the square and triangular lattices [74, 75], at the critical field \( h/J_1 = 4 \), a number of additional configurations contribute to the ground state. It has been noted before that at low temperature, this leads to a special value of the magnetisation \( m = 3/5 \) [76]. We find a slightly different value which is consistent between our tensor network computations in the ground state and our MC simulations at \( T/J_1 = 7 \cdot 10^{-3} \):

\[
m_{h=4J_1}^{\text{TN}} = 0.599660907836 \pm 10^{-12}
\]

(31)

\[
m_{h=4J_1}^{\text{MC}} = 0.59968 \pm 8 \cdot 10^{-5}
\]

(32)

For the residual entropy, we find

\[
S_{h=4J_1} = 0.387800244253 \pm 10^{-12}.
\]

(33)
The value of the residual entropy is consistent with Ref. 76, although with a significant improvement in the precision owing to the small bond dimension required to compute the entropy \cite{77}. The values of the first few correlations at small but non-zero temperature for $h/J_1 = 4$ are given in Table V, where it can be seen that the Monte Carlo and tensor network computations agree. A similar analysis as the one performed in zero field (Fig. 9) yields a finite correlation length

$$\xi_{h=4J_1} = 0.8627 \pm 0.0001 \quad (34)$$

in units of the lattice spacing. This small correlation length is the reason why the tensor network results are obtained with such high precision even with extremely small bond dimension (here, the largest bond dimension is $\chi = 10$ as for larger bond dimensions, the Schmidt values decay below numerical precision). For $h/J_1 > 4$, the ground state is the fully ferromagnetic state.

We first check that by introducing a field, we can account for the number of triangles with a given magnetisation. For this, we compute the proportions $r_{m\Delta = +3}$, $r_{m\Delta = +1}$, $r_{m\Delta = -1}$ and $r_{m\Delta = -3}$ for regularly spaced fields (every $0.2J_1$). As shown in Fig. 10, we find that we obtain the best fit at $h = (1.6 \pm 0.2)J_1$ for a temperature $T = (2.8 \pm 0.2)J_1$. As a direct consequence, in this region, the magnetisation and the nearest neighbour correlations match the experimental results.

We compute the correlations as a function of field and temperature using the tensor network construction. For a few fields we compute the spin-spin correlations with Monte Carlo simulations using replicas in field and temperature (similar to Refs. 76 and 79) to confirm the tensor network results; this is plotted in Fig. 11 (a plot for the magnetisation can be found in Appendix D). From the systematic computation of the spin-spin correlations, we find that at all fields the $c_2$ correlations remain larger or equal to the $c_{3||}$ correlations. In particular, at large temperatures, $c_{3||}$ is essentially equal to $c_2$. Thus, even though combining the magnetic field and the temperature allows us to account for the proportion of triangles of given magnetisation, and therefore account for both the magnetisation and the percentages of frustrated triangles, the nearest neighbour model is not sufficient to fully account for the experimental results. This is possible because the proportion of each type of triangles is mostly related to the nearest neighbour correlations as well as the magnetisation, which are controlled respectively by $J_1/T$ and $h/T$, but the further neighbour spin-spin correlations are related to correlations between the triangles. This is somewhat surprising, since the next-nearest neighbour coupling is only about 2% of $J_1$.

**Figure 10.** Tensor networks (maximal bond dimension $\chi = 80$) results for the proportion of triangles of given magnetisation at a field of $h = 1.6J_1$. For different fields spaced regularly every $0.2J_1$, this is the one at which the prediction from the tensor network simulations are closest to the experimental results. The optimal temperature is $T = (2.8 \pm 0.2)J_1$. The data for the proportion of triangles of each type at regularly spaced fields can be found at [78].

**Figure 11.** Tensor networks (maximal bond dimension $\chi = 80$) and Monte Carlo ($N = 2304$ sites) results for the first few correlations at specific magnetic fields. Note the difference in the vertical axis for subplots (a) $h = 0$ and (b) $h = 2J_1$ versus (c) critical field $h = 4J_1$ and (d) $h = 4.2J_1$. See as well Tables IV and V for the values in the ground state. Notice that in the second row, we have zoomed in on the values of the correlations. The data for the correlations at regularly spaced fields can be found at [78].

**IV. NEXT NEAREST NEIGHBOUR ISING ANTIFERROMAGNET**

Since the nearest neighbour model does not fully describe the experimental correlations, and since the micromagnetic simulations predict a small but non-zero value for the next nearest neighbour couplings, we now consider whether such small couplings are sufficient to explain the inversion of the relative order of the $c_2$ and $c_{3||}$ correlations. Further neighbour couplings are known to
Table VI. First spin-spin correlations in the ground state of the next-nearest-neighbour model. For the Monte Carlo simulations, we show results with the number of sites $N = 1296$ and at a temperature $T / J = 7 \cdot 10^{-3}$.

| Method            | $c_1$          | $c_2$          | $c_{3|j}$       | $c_{3*}$       |
|-------------------|----------------|----------------|-----------------|----------------|
| Dual TN ($\chi = 144$) | -1/3           | -1/3           | 0.5726          | 0.5933         |
| MC                | -1/3           | -1/3           | 0.567 \pm 0.005 | 0.586 \pm 0.005 |

The value at maximal MPS bond dimension ($\chi$ where the error is estimated from the difference between $N$ simulations, we show results with the number of sites $N = 1296$ and at a temperature $T / J = 7 \cdot 10^{-3}$.

Here, the key question is then how large the next-nearest neighbor coupling has to be to change the descending order of the further neighbor correlations and explain the experimental observation that $c_{3|j} \gtrsim 2c_2$.

The next-nearest neighbor couplings for the Ising model. It should be noted that, upon changing the sign of the couplings and multiplying them by 2, the model maps onto the spin-ice model on the kagome lattice with ferromagnetic next-nearest neighbor couplings [46, 81]. We study the model with an ad-hoc Monte Carlo algorithm [68] and our dual tensor network construction from Fig. 6(b).

The expression of the tensor on the triangle Eq. 20 remains unchanged, while Eq. 21 becomes

$$H_{NNN} = J_1 \sum_{\langle i,j \rangle} \sigma_i \sigma_j + J_2 \sum_{\langle i,j \rangle_2} \sigma_i \sigma_j$$

where $\langle i,j \rangle_2$ stands for next-nearest neighbor spin pairs as illustrated by $c_2$ in the inset of Fig. 5. The key question is then how large the next-nearest neighbor coupling has to be to change the descending order of the further neighbor correlations and explain the experimental observation that $c_{3|j} \gtrsim 2c_2$.

Here, we focus on the case with antiferromagnetic next-nearest neighbor couplings for the Ising model. It should be noted that, upon changing the sign of the couplings and multiplying them by 2, the model maps onto the spin-ice model on the kagome lattice with ferromagnetic next-nearest neighbor couplings [46, 81]. We study the model with an ad-hoc Monte Carlo algorithm [68] and our dual tensor network construction from Fig. 6(b). The expression of the tensor on the triangle Eq. 20 remains unchanged, while Eq. 21 becomes

$$H_{d_1,d_2,d_3,d_4,d_5,d_6} = \begin{cases} e^{-\beta J_2 (\sum_{i=1}^6 d_i d_{i+1} + 2)} & \prod_i d_i = 1 \\ 0 & \text{otherwise} \end{cases}$$

where $d_7 = d_1$.

The $J_2$ couplings form a set of three interpenetrating kagome sublattices. The “two-up one-down, two-down one-up” ice rule can be satisfied simultaneously on each triangle on the initial kagome lattice as well as on each triangle on these three kagome lattices. The ground state energy per site is thus [24, 80]

$$E_{G.S.} = -\frac{2}{3} J_1 - \frac{2}{3} J_2.$$  

Imposing these rules only leads to a partial lifting of the ground state degeneracy, and from Pauling estimates one gets a residual entropy per site [24] $S_{J_1,J_2} \cong \ln \left(2 \left(\frac{3}{4}\right)^{\frac{4N}{3}}\right) = 0.3096$. From the contraction of the tensor network, we get

$$S_{J_1,J_2} = 0.285299 \pm 1.4 \cdot 10^{-6},$$

where the error is estimated from the difference between the value at maximal MPS bond dimension ($\chi = 144$) and the result of the fit in the infinite bond dimension limit. The result matches what we obtain with the method of Ref. 42, and our Monte Carlo thermodynamic integration result $S_{J_1,J_2} \cong 0.285 \pm 0.001$ (Appendices C,E). In Table VI, we also give the first spin-spin correlations in the ground state, as obtained with both methods.

Takagi and Mekata [80] predicted a KT transition to this critical ground state phase at temperatures of order of $J_2$. Correspondingly, for small values of $J_2$, the specific heat exhibits two broad peaks corresponding to the two stages of the loss of entropy (first for imposing the ice rule on nearest neighbour triangles and then for imposing it on further neighbour triangles), while for larger values of $J_2$, the two features merge into one [46, 80] (Appendix E). The behaviour of the spin-spin correlations corresponds to this picture (Fig. 12), since we find that for small values of $J_2$ the correlations take their nearest neighbour model value for a range of temperatures before going to their ground state values, while for larger values of $J_2$ the competition between $J_2$ and $J_1$ significantly affects the correlations even at large temperatures. Note that Fig. 12 shows the values of the correlations with the Monte Carlo simulations for those ratios of $J_2$ to $J_1$ corresponding to the three scenarios discussed in Sec. II B ($J_2^{\text{dip}} / J_1, J_2 / J_1, J_2^{\text{dip}} / J_1^{\text{dip}}$).
Simulating the model systematically for a range of values of $J_2$, we can map out the values of the next nearest neighbour coupling and of the temperature where the spin-spin correlations are in a certain descending order. This is shown in Fig. 13, where one can see that – in agreement with the above discussion – for very small $J_2/J_1 \lesssim 0.01$, there is a range of temperatures where the descending order of the correlations is compatible with the nearest neighbour model. For $J_2/J_1 \gtrsim 0.01$, one can see a broad region of temperatures and couplings where the spin-spin correlations are in the same relative order as in the experiment ($|c_1| > c_3| > c_2 \gtrsim c_3|$, and within this region, a non-negligible region where $c_3| > 2c_2$. In particular, for the micromagnetic value $J_2 = 0.023J_1$, the temperature range where $c_3| > 2c_2$ is $0.3 \lesssim T/J_1 \lesssim 0.6$. If $J_2 \gtrsim 0.06J_1$, the region where $c_3| > 2c_2$ extends all the way to $T = 5J_1$.

Although this model does not involve a magnetic field, it provides evidence that, in order to recover qualitatively the descending order of the spin-spin correlations, further neighbour couplings have to play a role. Additionally, it provides an idea of how sensitive the correlations are to these further neighbour couplings.

### V. RESULTS IN THE $J_1 - J_2 - J_3||$ MODEL

The micromagnetic simulations predict third neighbour couplings that are almost half of the second neighbour couplings. Since there is a competition between these couplings, we have to check that, in their presence, the predicted descending order of the correlations is still $c_3| > c_2 > c_3|$. Additionally, we have seen in Sec. III that the proportion of triangles with a given magnetisation can be accounted for by introducing a longitudinal magnetic field. We thus want to consider the following Hamiltonian:

$$H = J_1 \sum_{\langle i,j \rangle_1} \sigma_i \sigma_j + J_2 \sum_{\langle i,j \rangle_2} \sigma_i \sigma_j + J_3|| \sum_{\langle i,j \rangle_3||} \sigma_i \sigma_j - h \sum_i \sigma_i.$$  

Because of the combination of further neighbour frustration and the presence of the field, this model is challenging to study using Monte Carlo simulations. At the same time, writing a converging tensor network formulation for such frustrated systems is far from trivial. Here, we present a study based on an understanding of the ground state using both methods, and results for the correlations as a function of the temperature using Monte Carlo simulations for small system sizes.

#### A. Ground state of the $J_1 - J_2 - J_3||$ model with and without a field

In zero field, the location of the phase boundaries and the value of the ground state energy for the ground state phase diagram has already been established [82], using exact ground state lower bounds computed with Kanamori’s method [84]. For antiferromagnetic couplings $J_2, J_3|| > 0$, there are four different ground state phases. Our micromagnetic values for the couplings lie well within one of these phases, where

$$E_{G.S.} = -\frac{2}{3}J_1 - \frac{2}{3}J_2 + \frac{2}{3}J_3||.$$  

As we will show, this phase exhibits a macroscopic ground state degeneracy.

In the ground state of frustrated systems, the standard formulation of tensor network partition functions based on Boltzmann weights typically fails [42, 85, 86] - this is also the case for spin glasses. There are two possible approaches to this issue: one can either work around the problem of the multiplication of big and small numbers by adapting the tensor network algorithms to working with the logarithms of the Boltzmann weights [86], or one can use the insight that this failure is related to the presence of frustrated couplings and try to find the ground state local rule to implement it at the level of the tensor, thereby “relieving” the frustration [42]. Here, we follow this second approach to construct a contractible tensor network that we can use to study the ground state.

\[ \text{Figure 13. Map of the descending order of the correlations as a function of the values of the temperature } T/J_1 \text{ and the next nearest neighbour coupling } J_2/J_1 \text{ (obtained with } \text{MC simulations with } N = 576 \text{ sites). In the experiment, the correlations satisfy } c_3|| > c_2 > c_3|, \text{ with } c_3|| \gtrapprox 2c_2 \text{ (light green region). For small enough } J_2, \text{ there is a temperature region with } c_2 > c_3|| \text{ (orange region), compatible with the nearest neighbour physics in terms of the descending order of the correlations. Importantly, the smallest value of } J_2/J_1 \text{ in this graph is } J_2/J_1 = 0.001: \text{ for arbitrarily small } J_2 \text{ the crossing } c_2 = c_3| \text{ happens at arbitrarily small temperatures (Fig. 12). Note as well that at large temperatures, all the correlations are close to zero.} \]
Table VII. Residual entropy in the ground state for $J_2 = J_{3||} \lesssim 0.2$ for the various ground state phases. When indicated by the value of the field, we are looking at a phase boundary, and when indicated by the value of the magnetisation plateau, we are looking at the phase between these boundaries.

| $h$  | $J_{3||}$ | $E_{1/9}$ | $E_{1/3}$ |
|------|-----------|-----------|-----------|
| 0    | $0.322273784 \pm 10^{-9}$ | $0.32$ | |
| $1/9$ | $0.125616 \pm 10^{-6}$ | $0.12(6)$ | |
| $6J_{3||}$ | $0.313746908 \pm 10^{-9}$ | - | |
| $1/3$ | $0.107868 \pm 10^{-6}$ | $S_{\text{TLIAF}}/3$ | |
| $4(J_1 + J_2) - 6J_{3||}$ | $0.26718206 \pm 10^{-8}$ | - | |

In this further neighbour model, there is a special line for $J := J_2 = J_{3||}$ where the problem can be elegantly studied using a charge representation [31]. For positive $J$, this line coincides with two successive phase boundaries in the ground state of the $J_1 - J_2 - J_{3||}$ model. For $0 < J < J_3/3$, a classical spin liquid with an unusual residual entropy $S \approx 0.32$ (the “hexamer” classical spin liquid) was found in Ref. 31. The effect of a longitudinal magnetic field on this phase has been recently studied in a follow-up work and was shown to give rise, in the ground state, to a number of magnetisation plateaus with finite residual entropy [87]. We use these phases to check our tensor network construction in the presence of a magnetic field, and find that the entropies we obtain for the various ground state phases are in agreement with the existing results (Table VII).

As a first step in the tensor network construction, linear programming is used to build ground state energy lower bounds based on splitting the Hamiltonian into terms defined on clusters [42, 88]. We can thus determine the ground state energy in the various phases by comparing the lower bound from this method and the upper bound from the Monte Carlo simulations; if they match we have a proof for the value of the ground state energy, and we know that the tensor network will describe the complete ground state manifold.

Our results for the ground state phase diagram for $J_{3||} < J_2$ are summarised in Fig. 14. In zero field, we recover the ground state energy of Eq. 40, and from the tensor network construction, we find a residual entropy

$$S_{J_1 - J_2 - J_{3||}} = 0.143949 \pm 6 \cdot 10^{-6}$$

which shows that some sort of classical spin liquid is available even when $J_{3||} \neq J_2$.

When introducing a finite magnetic field, the system enters an $m = 1/9$ plateau which survives as long as $h < 6J_{3||}$. In this plateau, the ground state energy is given by

$$E_{1/9} = -\frac{2}{3}J_1 - \frac{2}{3}J_2 + \frac{2}{3}J_{3||} - \frac{1}{9}h.$$  (42)

We find a zero residual entropy in the thermodynamic limit by contracting the tensor network, but from the Monte Carlo simulations, we find that the ground states differ by non-local updates. In simulations with periodic boundary conditions, these updates correspond to strings of spins that cross the sample and close in on themselves through the periodic boundary conditions (Appendix G). If one looks at periodic boundary conditions by placing the lattice on a torus, then these updates are winding around the torus. Together with the tensor network result, this suggests that the ground state degeneracy is macroscopic, but with a sub-extensive residual entropy, growing with the linear system size.

The $m = 1/3$ plateau corresponds to long-ranged ordered strings of nearest neighbour up spins separated by down spins, with a ground state energy

$$E_{1/3} = -\frac{2}{3}J_1 - \frac{2}{3}J_2 + 2J_{3||} - \frac{1}{3}h.$$  (43)

The phase boundary between the $m = 1/9$ and $m = 1/3$ plateau is thus found at $h = 6J_{3||}$. At this boundary, the ground states can have various magnetisations, corresponding to mixtures of states of both plateaus. Different sizes in the Monte Carlo simulations select different average magnetisations (Appendix G); we therefore refrain from stating a value for the magnetisation here.

The $m = 1/3$ plateau extends until $h = 4(J_1 + J_2) - 6J_{3||}$ where we find a phase boundary. Above this field, the largest clusters that we used to split the Hamiltonian give an energy lower bound which does not match the exact ground state energy [89]. However, we have evidence from Monte Carlo simulations (Fig. 15) that suggests the presence of $m = 5/9$ and $m = 17/27$ plateaus corresponding to the ones found at $J_2 = J_{3||}$ in Ref. 87. The corresponding phase boundaries are at $h = 4(J_1 + J_2) - 2J_{3||}$ and $h = 4(J_1 + J_2 + J_{3||})$, which means that this region is extremely reduced for our micromagnetic values of $J_1, J_2$ and $J_{3||}$. In the $m = 5/9$ plateau, with periodic boundary conditions in the Monte Carlo, we find again that ground states differ by strings of spins winding the torus, suggesting a sub-extensive residual entropy, whereas some local moves can be seen in the $m = 17/27$ plateau, providing a lower bound for the residual entropy $S \geq 1/27 \ln(2)$ (Appendix G).

B. Effect of the temperature and spin-spin correlations

We finally give a qualitative discussion of the effects of temperature on the spin-spin correlation in this further neighbour model in a field, and compare our predictions to the experimental results. In the rest of this section we consider $J_3 = 0.023J_1$ and $J_{3||} = 0.0103J_1$, corresponding to the micromagnetic simulations results. Fig. 15 gives a qualitative picture of the magnetisation as a function of field and temperature. Because the problem is a challenge for our Monte Carlo simulations (where we use the single-spin-flip algorithm combined with replicas in magnetic field and temperature), we only focus on...
Figure 14. Candidate ground state phase diagram for the further neighbour model in a magnetic field, at a fixed value of $J_2 < \frac{1}{3} J_1$. The two hatched regions could only be studied with Monte Carlo computations, whereas the rest of the phase diagram was determined both with Monte Carlo simulations and with tensor networks. When the values are indicated next to arrows, they correspond to a specific point (for instance, we give the result for $J_{3||} = J_2$ and $h = 0$) and when they are indicated next to brackets they correspond to a specific line (for instance, we give the results for $J_{3||} = J_2$ and various ranges of the field, which are different from the results for $J_{3||} < J_2$). The ground state entropies are computed from tensor networks contractions, except for the two inequalities on the $J_{3||} = J_2$ line, studied in Ref. 87, and the lower bound on the $m = \frac{17}{27}$ plateau, estimated from the Monte Carlo results. The bottom left corner corresponds to the $J_1 - h$ model. A magnetic field in this model immediately lifts the degeneracy to the long range ordered stripe phase. For finite $J_{3||}$, there is a macroscopic ground state degeneracy in zero field. With increasing field, there is first a magnetisation plateau at $m = \frac{1}{9}$. Then, the long range ordered stripe phase is selected, followed by a plateau at $m = \frac{5}{9}$ and another one at $m = \frac{17}{27}$ before saturation. For each phase we give the ground state energy, which is rigorously proved everywhere except in the two hatched regions.

small system sizes where needed. In Fig. 15, the selection of the various magnetisation plateaus of the ground state with increasing fields is shown. With increasing temperatures, we find around the $m = \frac{1}{3}$ and $m = \frac{1}{9}$ plateau a behaviour similar to the one in the $J_1 - h$ model around the $m = 1/3$ plateau (Appendix D): if the field is large, intermediate temperatures will give a larger average magnetisation than the plateau value, whereas if the field is small, the magnetisation immediately decreases with increasing temperatures.

In analysing the spin-spin correlations, we first consider Fig. 16, presenting the results in zero field. Although, in the ground state, the results are quite different from the $J_1 - J_2$ model (Fig. 12), the qualitative result that there is a temperature range where $c_{3||} \geq 2c_2$ remains correct. This has to be contrasted to the nearest neighbour model results, and shows that the experimental results can only be understood by taking into account further neighbour couplings, and that $J_2$ plays the important role, while $J_{3||}$ is simply not large enough to suppress the effect of $J_2$. It can also be seen in this figure that these results would be valid for a wide range of values of the couplings, including the dipolar case truncated to 3|| neighbours.

Besides the descending order of the correlations, a qualitative characteristic of the experimental results is the presence of a non-zero magnetisation, which we try to account for by introducing a magnetic field. We have seen that if there is a field in the experiment, we expect it to be very roughly of the order of $J_2 \lesssim h \lesssim J_1$; in addition, when considering the percentages of triangles with a given magnetisation, the nearest neighbour model predicts $h \sim 1.6J_1$. It thus seems sufficient to focus mainly on the two first magnetisation plateaux. This is confirmed by the comparison between the experimental magnetisation and the Monte Carlo simulations prediction for the magnetisation in Fig. 15. This result shows that it is sufficient to study the behaviour in temperature for fields $6J_{3||} < h < 4(J_1 + J_2) - 6J_{3||}$ corresponding to the $m = 1/3$ plateau. Figs. 15, 17, and 18 give a consistent picture of the behaviour of the model as a finite temperature is applied on the $m = 1/3$ plateau ground state. At small fields, there is an intermediate temperature region where the system essentially behaves...
The nearest neighbour model (Fig. 17), with again an ef-
fect of the further neighbour couplings on the $c_2$ and $c_{3||}$ correlations (Fig. 15).

We want to verify that the zero field $c_{3||} > c_2$ region is preserved in the presence of a magnetic field. In order to compare to the experimental results, we show a map of the descending order of the first four spin-spin correlations in Fig. 19, for $J_2 = 0.023J_1$ and $J_{3||} = 0.0103J_1$, as a function of the field and temperature. The region where the descending order of the correlations in the experiment ($c_{3||} > c_2 > c_{4\|}$) is reproduced by the Monte Carlo simulations is shown by a colour map, which gives the $c_{3||}/c_2$ ratio. For small fields $0 \leq h/J_1 \leq 0.5$ and temperatures $0.1 \leq T/J_1 \leq 1$, the $c_{3||} > c_2$ region indeed survives (with a reasonably large ratio of $c_{3||}/c_2$). At fields ranging from $0.8J_1$ to $3.2J_1$, $c_2$ becomes larger than $c_{3||}$ for $0.15 \leq T/J_1 \leq 1.5$, which is consistent with the results of the nearest neighbour model in a field, for which in this
region the $c_2$ correlations are much larger than the $c_{3||}$ correlations. At large fields, $c_2$ decreases again such that $c_{3||} > c_2$ is valid for fields $3.5 \lesssim h/J_1 \lesssim 4$. Thus, even in the presence of an external magnetic field in the further neighbour model, there are still regions that account for the order of spin-spin correlations in the experiment, with a reasonable ratio of $c_{3||}$ to $c_2$.

In Fig. 19, the hatched regions correspond to the values of field and temperature where the theoretical magnetisation and the proportion of ferromagnetic triangles agree within the error bars with the experimental values. Although it demonstrates that it is not possible to account for all the experimental results at once, this graph highlights three regions of interest:

- **region A** at low field $h/J_1 \sim 0.2$ to 0.5 and temperatures $0.2 \lesssim T/J_1 \lesssim 0.4$ where the Monte Carlo results for the magnetisation match the experimental results and where the ratio of $c_{3||}$ to $c_2$ is similar to the experimental value, but where the Monte Carlo simulations predict zero ice-rule-breaking triangles. The corresponding correlation results are illustrated in the panel (a) ($h = 0.2 J_1$) of Fig. 18; it can be seen that they are quite different from the experimental results.

- **region B** at large field $3.4 \lesssim h/J_1 \lesssim 3.8$ and intermediate temperatures $0.15 \lesssim T/J_1 \lesssim 0.5$, where the combined effect of the temperature and magnetic field reproduces the experimental proportion of ice-rule-breaking triangles, and where the ratio of $c_{3||}$ to $c_2$ is again similar to the experimental value. However, in this region, the Monte Carlo simulations predict $\langle r_{m_2=-1} \rangle = \langle r_{m_2=0} \rangle = 0$ (all triangles are aligned with the field). Correspondingly, the magnetisation predicted by the Monte Carlo simulations is around twice the experimental results ($0.35 \lesssim m \lesssim 0.5$ instead of $m \sim 0.2$). The disconnected correlations for this region are shown in Fig. 20; the further neighbour correlations are larger than their experimental counterpart.

- **region C** at intermediate field $1 \lesssim h/J_1 \lesssim 2$ and high temperatures $2 \lesssim T/J_1 \lesssim 4$ where the number of triangles and the magnetisation are both compatible with the experiment. Just as in the nearest neighbour model in a field, requiring that all the percentages of triangles with given magnetisation match with the experiment gives $h \simeq 1.6 J_1$ (Fig. 21a). However, Figs. 19 and 21b both show that, despite taking into account the further neighbour couplings, the correlations $c_{3||}$ and $c_2$ remain essentially equal in this region.

![Figure 19. Monte Carlo simulation results for the $J_1 - J_2 - J_{3||} - h$ model as a function of the temperature.](image)

![Figure 20.](image)
works simulations, we have asked the following questions:

1. Considering an equilibrium distribution characterised by two Lagrange parameters - temperature and field - and corresponding to a model involving only nearest neighbour couplings, can we reproduce the experimental proportions of triangles having a given magnetisation?

2. Considering this equilibrium distribution, is it possible to describe the descending order of the first spin-spin correlations in the experiment, or does one have to consider a model involving further neighbour couplings? If so, is there a limit on how small these couplings have to be to become negligible?

3. Finally, does the resulting equilibrium fully describe the experimental results, including the percentages of triangles with $m = +3, +1, -1, -3$ and the actual values of the correlations?

The data in Fig. 10 allows us to easily determine that a simple model, the nearest neighbour Ising antiferromagnet in a field, admits a region of field and temperature matching the experimental results for the number of triangles with a given magnetisation. However, the corresponding temperature is quite large ($T \sim 2.8J_1$).

When taking into consideration the experimental spin-spin correlations and comparing them to the nearest-neighbour Ising antiferromagnet (Figs. 7 and 11), it is quite clear that the system is not accurately modelled by an equilibrium distribution if one simply neglects the further neighbour couplings altogether. Instead, the simulations of the $J_1 - J_2$ model confirm that even a small next nearest neighbour coupling plays an essential role, affecting the correlations in a significant way (Figs. 12, 13 and 16). In the ground state, this is obviously the case because further neighbour couplings lift partially the macroscopic ground state degeneracy of the nearest neighbour model. What our results show is that, in addition, the correlations are also affected up to large temperatures, even for small values of $J_2$. For intermediate temperatures ($0.1J_1 \lesssim T \lesssim 0.5J_1$), this modification can be sufficient to explain the descending order of the experimental correlations with respect to one another for $J_2 \gtrsim 0.02$ (Fig. 12); for large temperatures ($T \sim 3J_1$), the next nearest neighbour couplings need to be larger ($J_2 \gtrsim 0.06$) to obtain the same result. The micromagnetic simulations predict a third neighbour ($J_{3\parallel}$) coupling of the order of $J_3/2$ (Fig. 4). This coupling naturally competes with the $J_2$ coupling; in the ground state, it further lifts the degeneracy, leading to a reduced residual entropy (Eq. 41), and it affects the correlations (Fig. 14). At finite temperature, this third neighbour coupling modifies the correlations as compared to the $J_1 - J_2$ model, and therefore has to be taken into account. Despite this competition, a region with $c_{3\parallel} \gtrsim 2c_2$ is still present (Fig. 16).

VI. DISCUSSION

From the analysis of the experimental data, we extract the main observation that $|c_2| > c_{3\parallel} > c_2 \gtrsim c_3$. There are two additional qualitative observations: the systematic presence of a non-negligible proportion of ice-rule-breaking triangles and of a finite magnetisation for all the samples, the magnetisation of all the samples having the same sign. These two observations correspond to having precise proportions of triangles with magnetisation $-3, -1, +1$ and $+3$, given in Table II.

From the micromagnetic simulations, we obtain that the effect of the IP regions in the samples is first and foremost to increase the nearest neighbour couplings significantly (approximately by a factor of 10), and second to slightly increase the second and third neighbour couplings, resulting in a system where the next nearest neighbour coupling $J_3$ is of the order of 2% of the nearest neighbour coupling $J_1$, and the third nearest neighbour coupling $J_{3\parallel}$ is of the order of 1% of $J_1$.

Basing our analysis on the Monte Carlo and tensor-net
In the further neighbour model, the magnetic field plays a similar role as in the nearest neighbour model: combined with the temperature, it selects the proportion of triangles with a certain magnetisation, setting the overall magnetisation (Fig. 15) and the number of frustrated triangles (Fig. 19). Additionally, it affects the correlations both in the ground state and at finite temperature. In the ground state, depending on the value of the field, the degeneracy gets either partially or completely lifted (Fig. 14) and, at experimentally relevant fields, the field, the degeneracy gets either partially or completely lifted (Fig. 14) and, at experimentally relevant fields, the third neighbour correlations can vary from $c_{3||} = 26/81$ ($m = 1/9$ plateau) to $c_{3||} = 8/9$ ($m = 1/3$ plateau). At finite temperature, the region where $c_{3||}$ is larger than $2c_2$ is preserved for two ranges of magnetic fields, illustrated by regions A and B in Fig. 19.

While the data in Fig. 19 demonstrates that the descending order of the correlations in the experiment can be recovered provided that further neighbour couplings are considered, this data also illustrates the impossibility of explaining simultaneously the entirety of the results based on these equilibrium distributions: the ratio of $c_{3||}$ to $c_2$ in most of the samples cannot be explained at the same time as the value of the magnetisation and the proportion of ice-rule-breaking triangles. Based on the available information about the experiment, it is difficult to know in which further direction to push the models. Nevertheless, three interesting regions can be observed, at intermediate temperatures for small field (region A) and large field (region B), and at large temperatures for intermediate fields (region C).

In region A, the magnetisation matches the experimental results, but there is no ice-rule-breaking triangle, and correspondingly the nearest neighbour correlations take their ground state value, which is qualitatively very different from the experiment. To fully account for the experimental results, an additional mechanism would thus have to be invoked. Starting from a region with a smaller magnetic field than region A, a possibility could be a source of disorder that would not be described by the temperature, such as a disorder in the coupling strengths generated by the IP regions or the presence of sites whose magnetisation is not well defined, pinning ice-rule-breaking triangles at “domain walls” between low-energy states grown on the lattice, thus reducing the spin-spin correlations and fixing the magnetisation.

Region B is different, in that the percentage of ferromagnetic triangles, and correspondingly the expectation value $\langle \sigma_i \sigma_j \rangle_1$, correspond to the experimental results, but that the magnetisation and the expectation values $\langle \sigma_i \sigma_j \rangle_k$ for the further neighbours are larger than the experimental result. Again, in absence of additional insight regarding the experiment, we can only suggest hypotheses involving another effect. In this case, it could perhaps be that, by switching domains of a certain size, the demagnetisation protocol would preserve the number of ice-rule-breaking triangles, while reducing the further neighbour correlations and the magnetisation.

Finally, region C is interesting because the experimental proportion of triangles with a given magnetisation is well reproduced by the magnetic field and the temperature: no additional mechanism would be needed to describe the magnetisation or the number of ice-rule-breaking triangles. However, the second and third neighbour couplings $c_2$ and $c_{3||}$ are essentially equal (when $J_2$ and $J_{3||}$ take the values predicted by the micromagnetic simulations), which does not seem to be in full agreement with the experiments. Looking at Fig. 13, one can see that in the $J_1-J_2$ model and for temperatures $T/J_1 \sim 3$, the next nearest neighbour couplings should be of order $J_2 \sim 0.06 J_1$ to $J_2 \sim 0.11 J_1$ to reproduce the experimental correlations. This would correspond to at least a factor of 3 for $J_2/J_1$ as compared to the micromagnetic simulations. This seems unlikely, but we have to note that the micromagnetic simulations are performed for an idealised nanomagnet, and that the use of a square grid in the simulation did create a small difference between the nearest neighbour couplings in two different directions ($J_{1,h} = 1.868 \cdot 10^{-20} J$ while $J_{1,d} = 1.884 \cdot 10^{-20} J$). However, the insight on the value of $J_2$ based on Fig. 13 needs to be taken into account very carefully as it would be affected by the presence of third neighbour couplings and a magnetic field. We have not performed a systematic scan for a range of values of $J_{3||}$ vs $J_2$: we can therefore not conclude what range of couplings would provide a complete match with the experimental results in this region. Another difficulty with this region is conceptual: the corresponding effective temperature seems large and could be interpreted as an attempt to model disorder in the coupling strengths; in this context, it is difficult to decide how far a precise comparison between the predicted and experimental correlations in this region can be pushed to draw meaningful conclusions.

VII. SUMMARY AND OUTLOOK

In this paper, we have presented Monte Carlo and tensor network results for a series of short range antiferromagnetic Ising models on the kagome lattice, in the presence of a longitudinal field, computing the first few spin-spin correlations systematically. These models are combined to give the $J_1-J_2-J_{3||}-h$ model, for which we established a candidate ground state phase diagram as well as the temperature dependence of the magnetisation and first correlations. In light of these simulations together with micromagnetic computations, we have studied the experimental results obtained from an array of chirally coupled nanomagnets on the kagome lattice.

The micromagnetic simulations show that arrays of chirally coupled nanomagnet using Dzyaloshinskii-Moriya interactions are a good basis for investigating models with extremely strong nearest neighbour antiferromagnetic couplings. Indeed, even though short range further neighbour couplings are strengthened as well, the
micromagnetic simulations suggest that they increase by a much smaller factor, resulting in an effective model which is significantly different from the dipolar Ising case.

Our Monte Carlo and tensor network simulations show that even very small further neighbour couplings significantly affect the first few spin-spin correlations, and that the next nearest neighbour coupling $J_2$ cannot be neglected even if it is as small as 2% of the nearest neighbour coupling $J_1$. Additionally, our results show how the correlations are affected by the introduction of a third neighbour coupling $J_{3\parallel}$ and a magnetic field $h$. Their effect on the spin-spin correlations is summarised in Figs. 14 (for the ground state) and 19 (for the descending order of the correlations as a function of the temperature).

Although Fig. 19 shows that it is not possible to obtain a complete quantitative description of all the results of the experiment, it allows to spot two regions of interest (A and B) at small and at large fields which seem to contain the essence of the experimental results (namely the descending order of the correlations) and might serve as a support to explain the observations modulo the introduction of an additional ingredient (a source of defects at weak field and a mechanism of reduction of the magnetisation at large field). A third region (C) shows that a combination of an intermediate field and a surprisingly large temperature (suggesting the presence of disorder in the coupling strength due to local changes in the DMI or in the IP width, or disorder corresponding to the presence of nanomagnets whose local magnetisation is not well determined from our measurements) can reproduce the experimental proportions of triangles with a given magnetisation, but not the difference between the second and third neighbour correlations.

We hope that our results can motivate and support further research both on the experimental and theoretical side. Experimentally, our contribution is to make a step in the direction of tuning couplings for frustrated Ising models on the kagome lattice. Realising a similar system but where the in-plane part separating three nearest neighbour sites on the kagome lattice would have a triangular hole might change the effective model. A priori, one could expect that the nearest neighbour couplings would remain large but that the effective second and third neighbour couplings would be smaller [90]. This is, however, a technical challenge because of the small size of the triangle that needs to be created. It is also not clear whether this could help to recover the nearest neighbour correlations, since $J_2$ should still be of the order of 1% of $J_1$; as Figs. 12 and 16 show, the results will also depend on the ratio of $J_{3\parallel}$ to $J_2$. Another possible direction of improvement would be to have measurements allowing the determination of the configuration of the IP regions as well as the OOP regions [91], to confirm the micromagnetic simulations predictions and check that the IP regions do not get stuck in configurations which do not minimise the energy.

On the theoretical side, we have uncovered the phase diagram of the $J_1 > J_2 > J_{3\parallel}$ model in a field, exhibiting an interesting range of macroscopically degenerate phases, some with sub-extensive residual entropy, hopefully motivating further investigation. Besides the Hamiltonian considered here, we see two main directions for more involved models. The first is to determine whether the observed effects could be due to disorder in the coupling strengths or the presence of vacant sites, by modelling the effect that such disorder would have on the spin-spin correlations. The second, assuming absence of disorder in coupling strength, would be to perform micromagnetic simulations on larger structures to determine the impact that the IP regions have on effective long range couplings in this system, and, in particular, to see if these long range couplings are different from the well-studied dipolar model. Comparing the values of these longer range couplings to the predicted short range four site couplings (Fig. 2) seems to be an essential step to build a more accurate model including the next order of interactions.
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**Appendix A: Demagnetisation protocol**

Several demagnetisation protocols with different parameters were tested using the net magnetisation of a specific array on a sample as a measure of success. However, the spread in the net magnetisation for different samples was larger than any improvement in the magnetisation achieved with the protocols when going from a 1 hour protocol to 4 hours (Fig. 23), and a zero net magnetisation was not reached. This is different from results for dipolar coupled nanomagnets, where it has been found advantageous to use longer protocols [92], as is
The aim is to estimate the values of the various couplings constants relative to the full nearest neighbour coupling, to determine if they are large enough to explain the inversion of the $c_2$ and $c_3||$ correlations observed in Fig. 5 as compared to the nearest neighbour models in Figs. 7, 11. To do this, we simulate the various configurations of Fig. 2 for the Ising spins, and let the system relax. We then compare their respective energies to extract the effective couplings. For the configurations of Fig. 2, indexed by roman numbers, we obtain the micromagnetic results shown in Fig. 22. In Table VIII, we summarise the expression of the energy (based on Fig. 2), and the value of the energy in the micromagnetic simulations, first in the pure out-of-plane case (dipolar couplings, no IP region), and second in the complete case shown in Fig. 22. The errors in the energies are estimated from the differences in the energies of configurations that belong to the same group.

Appendix B: Micromagnetic simulations results

The aim is to estimate the values of the various coupling constants relative to the full nearest neighbour coupling, to determine if they are large enough to explain

Figure 22. First row: micromagnetic simulations results (after relaxation) for each OOP configuration from Fig. 2. For each OOP configuration, we show the IP configuration that minimises the energy. The coloured disk at the top gives the legend for the IP magnetisation. For the OOP regions, black means up Ising spin, white means down Ising spin. Second row: IP configurations that minimise the energy when all the spins are flipped. Here, we do not show the micromagnetic results for applying rotations and/or mirror symmetries, but they have been used in determining the average energy and the error bars for the results in Table VIII. Third and fourth rows: sketch illustrating the OOP and IP configurations from the first and second rows, for readability.

Table VIII. Results of the micromagnetic simulations for the energies of the various configurations from Fig. 2, for an IP width of 50 nm.

| Expression of the Energy | Energy (pure OOP) $[10^{-17}J]$ | Energy (OOP + IP) $[10^{-17}J]$ |
|--------------------------|----------------------------------|----------------------------------|
| I $E_0 + 4J_{1,d} + 2J_{1,h} + 2J_2 + 2J_{3||} + Q_1 + 4Q_2$ | $-1.645897 \pm 6 \cdot 10^{-7}$ | $-1.2408601 \pm 5 \cdot 10^{-7}$ |
| II $E_0 - 4J_{1,d} + 2J_{1,h} + 2J_2 + 2J_{3||} + Q_1 - 4Q_2$ | $-1.6609718 \pm 2 \cdot 10^{-7}$ | $-1.367404 \pm 1 \cdot 10^{-6}$ |
| III $E_0 + 2J_{1,d} - Q_1 - 2Q_2$ | $-1.65413064 \pm 8 \cdot 10^{-7}$ | $-1.3064207 \pm 4 \cdot 10^{-7}$ |
| IV $E_0 + 2J_{1,h} - 2J_2 - 2J_{3||} + Q_1$ | $-1.6549028 \pm 2 \cdot 10^{-7}$ | $-1.3062638 \pm 4 \cdot 10^{-7}$ |
| V $E_0 - 2J_{1,d} - Q_1 + 2Q_2$ | $-1.6616731 \pm 7 \cdot 10^{-7}$ | $-1.3693708 \pm 5 \cdot 10^{-7}$ |
| VI $E_0 - 2J_{1,h} + 2J_2 - 2J_{3||} + Q_1$ | $-1.661483 \pm 2 \cdot 10^{-7}$ | $-1.3699101 \pm 6 \cdot 10^{-7}$ |
| VII $E_0 - 2J_{1,h} - 2J_2 + 2J_{3||} + Q_1$ | $-1.661797 \pm 9 \cdot 10^{-7}$ | $-1.3707522 \pm 5 \cdot 10^{-7}$ |
Appendix C: Monte Carlo simulations

The Monte Carlo simulations algorithms depend on the problems we are studying. In zero field, we use the algorithm of Rakala and Damle [68], which consists in mapping spin configurations to dimer configurations on the dual (dice) lattice, and building loop updates in this dual space which respect local detailed balance and can thus be accepted once they close. In the presence of a field, the dual updates are typically rejected, and we resort to a simpler single-spin-flip update. This is, however, not sufficient, as those updates are typically rejected at low temperature. To alleviate the problem, we use replicas in field and in temperature (known as parallel tempering) [73, 79, 94]. When we cannot compare to the tensor networks results, the simulations are always completed for a number of runs for each size. The correlations are always computed sizes until convergence, and for at least two independent simulations are always completed for a number of

5. Fig. 15 (4N\textsubscript{sites}, 0, 1) : thermalisation - 262144 MCS, measurements - 16384 spaced by 16 MCS (except for the 1/3 plateau, see parameters for Figs. 18 and 17).

6. Figs. 16 and 27 : (4N\textsubscript{sites}, 4N\textsubscript{sites}, 1); thermalisation - 16384 MCS, measurements - 32768 spaced by 8 MCS;

7. Figs. 17, 18 and 20 : (4N\textsubscript{sites}, 0, 1); thermalisation - 65536 MCS, measurements - 8192 spaced by 8 MCS;

8. Fig. 21 : (4N\textsubscript{sites}, 0, 1); thermalisation - 65536 MCS, measurements - 8192 spaced by 8 MCS.

The residual entropy is computed from a thermodynamic integration of the energy [96]. At inverse temperature $\beta$, one has:

$$S(\beta) = \ln(2) + \beta E(\beta) - \int_0^\beta E(\beta')d\beta'$$

where here $E$ stands for the energy per site. Because in practice the integration is only done up to $\beta_0 = 1/T_{\text{max}}$, the residual entropy at high temperature is estimated analytically based on the high temperature expansion of the specific heat:

$$c_{\text{High T}} T(\beta) \approx \beta^2 (2J_1^2 + 2J_2^2 + 2|J_3| + h^2).$$

Appendix D: More about the $J_1 - h$ model

In Fig. 24, we give an overview of the magnetisation as a function of the field and the temperature for the nearest neighbour Ising antiferromagnet on the kagome lattice. The highlighted region corresponds to the magnetisation within one standard deviation of the experimental value. The results are obtained from systematic tensor network contractions as described in Sec. III. For each field and temperature we computed as well the first spin-spin correlations and found that $c_2 \geq c_{3||}$ everywhere.

In Fig. 25, Monte Carlo ground state configurations of the nearest neighbour in a field for the $m = 1/3$ plateau are illustrated. For these configurations, it can be easily verified that the underlying charge configuration of the nearest neighbour model in the 1/3 plateau is long range ordered (corresponding to the 2-up 1-down rule).

Figure 23. MFM optimisation of the demagnetisation protocol, displaying various 1, 2, and 4 hours protocols. Different colours at each protocol time indicate different protocols, and each point represents an individual array whose net magnetisation is computed. The net magnetisation cannot be driven closer to zero than -0.09. The more extended protocols do not show a clear trend towards reducing the net magnetisation. The larger spread at 2 hours is due to more samples being tested. In order to be efficient in measuring our 20 arrays, the 2 hours protocol was chosen.

1. Fig. 7 : (8N\textsubscript{sites}, 8N\textsubscript{sites}, 1); thermalisation - 1024 MCS, measurements - 16384 spaced by 3 MCS;

2. Fig. 11 : (8N\textsubscript{sites}, 8N\textsubscript{sites}, 1); thermalisation - 1024 MCS, measurements - 16384 spaced by 3 MCS;

3. Figs. 12 and 26 : (4N\textsubscript{sites}, 4N\textsubscript{sites}, 1); thermalisation - 4096 MCS, measurements - 32768 spaced by 8 MCS;

4. Fig. 13 : (4N\textsubscript{sites}, 4N\textsubscript{sites}, 1); thermalisation - 4096 MCS, measurements - 8192 spaced by 8 MCS;

5. Fig. 15 (4N\textsubscript{sites}, 0, 1) : thermalisation - 262144 MCS, measurements - 16384 spaced by 16 MCS (except for the 1/3 plateau, see parameters for Figs. 18 and 17).

6. Figs. 16 and 27 : (4N\textsubscript{sites}, 4N\textsubscript{sites}, 1); thermalisation - 16384 MCS, measurements - 32768 spaced by 8 MCS;

7. Figs. 17, 18 and 20 : (4N\textsubscript{sites}, 0, 1); thermalisation - 65536 MCS, measurements - 8192 spaced by 8 MCS;

8. Fig. 21 : (4N\textsubscript{sites}, 0, 1); thermalisation - 65536 MCS, measurements - 8192 spaced by 8 MCS.
Appendix E: More about the $J_1 - J_2$ model

In Fig. 26, the specific heat and the entropy per site as a function of the temperature for two different system sizes in the $J_1 - J_2$ model are shown. The selected values of $J_2$ correspond to the panels of Fig. 12. As expected, we find two features in the specific heat - two regimes where a loss of entropy takes place. The feature at larger temperatures, which does not change from one panel to the next, corresponds to the nearest neighbour model, as can be seen from the fact that it leads to an entropy of $S \cong 0.502$. The second feature corresponds to the selection, within the ground state of the nearest neighbour model, of those configurations that respect an ice rule for the $J_2$ kagome sublattices.

Appendix F: More about the $J_1 - J_2 - J_{3||}$ model in zero field

In Fig. 27, we show the specific heat and the entropy per site as a function of the temperature for two different system sizes in the $J_1 - J_2 - J_{3||}$ model in zero field. The selected values of $J_2$ and $J_{3||}$ correspond to the panels of Fig. 16, i.e. to the values that have been discussed in the micromagnetic simulations section. Again, we find two peaks in the specific heat. Exactly as in the $J_1 - J_2$ case, the feature at larger temperatures corresponds to the nearest neighbour model. The second feature is actually a combined effect of the $J_2$ and $J_{3||}$ couplings. The $J_2$ ice rule is imposed, but additionally, the $c_{3||}$ correlations are restricted to the minimum that they can reach in the $J_1 - J_2$ set of ground states. An example ground state is shown in Fig. 28.
Figure 28. An example of a ground state configuration for the $J_1 - J_2 - J_{3||}$ model, including the corresponding charge configuration.

Figure 29. Two examples of ground state configurations for the $J_1 - J_2 - J_{3||}$ model, including the corresponding charge configuration. The central panel shows the difference between the two configurations, with the following convention: the orange lines delimit the regions where spins are flipped, the green (dark red) dots correspond to spins that are flipped from up to down (down to up), and the red (green) triangles correspond to charges that are changed by +2 (-2).

Appendix G: Detail of the $J_1 - J_2 - J_{3||} - h$ ground states

As discussed in the main text, the phase diagram of the further neighbour model in a field arises from a selection of a different set of states depending on the value of the magnetic field. In zero field, tensor network results, as well as Monte Carlo results, show that there is a residual entropy even for $0 < J_{3||} < J_2$. Upon introducing the magnetic field, this macroscopic ground state degeneracy is immediately partially lifted. Two examples of such ground states are shown in Fig. 29. The difference between the two configurations illustrates the type of torus-winding updates that can be found (i.e., non-local updates that cross the sample and close in on themselves through the periodic boundary conditions). Each such update can be performed independently. Together with the fact that the tensor network contraction gives zero residual entropy, this provides evidence that the ground state degeneracy is macroscopic but grows exponentially with the linear system size.

Upon increasing the magnetic field, there is a first order phase transition in the ground state between the $m = 1/9$ and $m = 1/3$ plateaus. There, the states are a mixture of the $m = 1/9$ ground states and the stripe state of the $1/3$ plateau, and the average magnetisation shows a strong dependence in system size (only sizes with a linear size of a multiple of 3 match), Fig. 30.

In the $m = 1/3$ plateau, the charge state is the same as in the corresponding plateau of the nearest neighbour model, but the further neighbour couplings select a long-range ordered stripe state (as long as $J_{3||} < J_2$; for $J_{3||} > J_2$ another long range ordered state is selected).

At the transition to the $m = 5/9$ plateau, we again find a strong size dependence of the magnetisation (Fig. 31). The $m = 5/9$ plateau seems again characterised by a sub-extensive ground state degeneracy, with non-local updates winding the torus (Fig. 32); however we do not have tensor networks results in this phase. Finally, in the $m = 17/27$ plateau, we find that there are local updates, shown in Fig. 33, yielding a lower bound for the residual entropy in that phase $S \geq \frac{1}{27} \ln(2)$.

The present discussion is a preliminary study of this ground state phase diagram, and much is left to be clarified. Nevertheless, it shows that on the kagome lattice, the residual entropy gets lifted only very progressively - in contrast to the triangular lattice Ising antiferromag-
Figure 32. Two examples of ground state configurations for the $J_1 - J_2 - J_{3||}$ model, including the corresponding charge configuration, for a magnetic field $4(J_1 + J_2) - 6J_{3||} < h < 4(J_1 + J_2) - 2J_{3||}$ ($m = 5/9$). The central panel shows the difference between the two configurations (see the caption Fig. 29 for the convention regarding the updates).

Figure 33. Two examples of ground state configurations for the $J_1 - J_2 - J_{3||}$ model, including the corresponding charge configuration, for a magnetic field $4(J_1 + J_2) - 2J_{3||} < h < 4(J_1 + J_2 + J_{3||})$ ($m = 17/27$). Local updates shown in the central panel bring the system from one configuration to the other (see the caption of Fig. 29 for detail).

net, for instance. In particular, we want to underline that unlike Refs. 31 and 87, the case where $J_{3||} < J_2$ is not at a phase boundary between two ground state phases of the $J_1 - J_2 - J_{3||}$ model. It is all the more surprising that a finite residual entropy is preserved at some values of the magnetic field.

Appendix H: Data availability

The experimental data, which served as a basis for this project, as well as the micromagnetic, Monte Carlo and tensor network data produced for this paper, are available on Zenodo [78]. The Monte Carlo code for this paper is available upon reasonable request to J.C.

J.C. is the corresponding author for the Monte Carlo and tensor network data, K.H. for the experimental data, and both J.C. and K.H. for the micromagnetic simulations data and analysis.
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