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ABSTRACT
The modeling of the probability of joint default or total number of defaults among the firms is one of the crucial problems to mitigate the credit risk since the default correlations significantly affect the portfolio loss distribution and hence play a significant role in allocating capital for solvency purposes. In this article, we derive a closed-form expression for the default probability of a single firm and probability of the total number of defaults by time $t$ in a homogeneous portfolio. We use a contagion process to model the arrival of credit events causing the default and develop a framework that allows firms to have resistance against default unlike the standard intensity-based models. We assume the point process driving the credit events is composed of a systematic and an idiosyncratic component, whose intensities are independently specified by a mean-reverting affine jump-diffusion process with self-exciting jumps. The proposed framework is competent of capturing the feedback effect. We further demonstrate how the proposed framework can be used to model the spread of tranches and the expected loss of the CDO.

1. Introduction
One of the significant concerns in credit risk management is the modelling of default dependence among the defaultable claims in a credit portfolio, for instance, a portfolio of loans. Dependence among the default events is vital for estimating the portfolio losses, which helps to allocate capital for solvency and pricing of credit derivatives, e.g. credit default swaps (CDS), collateralized debt obligations (CDOs), etc. There are two modelling frameworks in credit risk modelling, namely, the firm-value models (also known as structural models) and the reduced-form models (also known as intensity-based models).
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In pricing of structured credit derivatives such as collateralized debt obligation using reduced-form models, there are mainly two ways to model the joint default risk or the portfolio credit risk, namely, the top-down approach and the bottom-up approach. Most of the intensity-based models in the literature assume that the default event is the first jump time of a point process with a stochastic intensity driven by a Lévy process. Further, due to independent increment property of Lévy processes, they are not capable of capturing the clustering phenomenon observed in the financial markets. However, as argued in Aït-Sahalia et al. [1] that ‘what makes financial crisis take place is typically not the initial jump, but the amplification that occurs subsequently over hours or days, and the fact that other markets become affected as well’. In other words, each firm has a resistance against adverse events, which implies that it is not the first adverse event that causes the firm to default but the amplification caused by these events over time.

In this paper, we propose a reduced-form model by assuming that the defaults of individual firms are independent conditional on the macro-economic events. We assume that the point process modelling the arrival of adverse events of the $i$th firm is a combination of two processes that models the idiosyncratic events and macro-economic events. We assume that the intensity of the point processes follow a mean-reverting jump-diffusion process with clustering effects [3,4,24]. The proposed model is capable of modelling the contagious arrivals of events. The contribution of this article is two-fold. Firstly, the proposed model goes beyond the standard intensity-based models in the sense that we assume that each defaultable firm has some resistance to default, and the default is not the first jump time of the point process as assumed in most of the models in the literature [3]. Secondly, we present a parametric closed-form expression for the probability generating function (PGF) of the dynamic contagion process proposed in Dassios and Zhao [3] which in turn yields a parametric closed-form solution to joint probability of default. Finally, we study the application of our model to obtain the prices of tranches of CDOs in a bottom-up framework and perform numerical experiments to explore the impact of various parameters governing contagion on the prices.

The organization of this article is as follows. Section 2 gives the literature review on modelling of joint distribution of defaults. Section 3 discusses the proposed modelling framework and gives the methodology to calculate the joint distribution of multiple defaults. Section 4 presents application of the proposed model to obtain spread of tranches of a CDO and discusses the sensitivity analysis of the obtained prices against the parameters of the proposed model. Section 5 concludes the article.

2. Literature survey

In modeling the portfolio credit risk, one requires the probability of the total number of defaults. The two categories of approach, namely, the bottom-up approach and the top-down approach, have been proposed in literature. The top-down approach models the portfolio loss as a whole without making any reference to its constituents, while the bottom-up approach models the default of the individual components which then are coupled in some way to obtain the portfolio loss. The top-down approach makes negligible reference to the portfolio components thus ignores the information, such as the marginal default probabilities, relevant particularly to individual components. Top-down models are investigated in various research articles [5,8,9]. For instance, Errais et al. [8] studied the problem
of portfolio credit risk by considering a family of point process whose intensity is assumed to be driven by affine jump-diffusion process. Arnsdorf and Halperin [2] discussed the non-linear death process to model the arrivals of defaults in the portfolio. Davis and Lo [5] modelled the arrival of defaults by a piecewise deterministic Markov process. Recently, Kim et al. [16] considered a Hawkes jump-diffusion process to model the conditional probability of defaults in the Eurozone. Giesecke [11] gives a comparison between the two approaches for portfolio credit risk.

The one-factor Gaussian copula model, based on the bottom-up approach, is a market standard model for modelling portfolio credit risk which provides an easily accessible tool to model the default correlation among individual constituents. However, the assumption of the Gaussian copula has several limitations and hence is not able to address the heavy tail dependence in the CDOs markets. Various copula models considering t-copula, Archimedean copulas, are proposed to overcome the limitations of the Gaussian copula model (Li [19], Frey [10], Schloegl and O’Kane [25], Laurent and Gregory [18]). However, the copula approach is not appropriate because of two main reasons. Firstly, it is difficult to interpret the choice of copula and the parameters of the selected copula. Further, the dependence structure is imposed exogenously without justifying theoretically, and hence, the results are not robust with respect to the selected copula family and estimated parameters. Secondly, for the valuation of options on CDS portfolios or CDOs, a stochastic model is required for correlated credit spreads, but the standard copula approach does not address this issue.

Given these limitations, a natural alternative to copulas is a multivariate version of the reduced-form models. The class of dynamic bottom-up models for portfolio credit derivatives are reduced-form models that assumes the default time of a particular constituent as the first jump time of a Poisson process with stochastic intensity (also known as Cox process). Reduced-form credit risk models were proposed by Jarrow and Turnbull [13] and extended by Lando [17], Schönbucher [26] and Duffie and Singleton [7]. This class of models, due to their mathematical tractability, has become very useful in the single-name credit markets. The first application to multi-name credit derivatives pricing was introduced by Duffie and Garleanu [6] and later extended by Mortensen [20]. Allan Mortensen [20] presents a semi-analytical formula for pricing basket credit derivatives in an intensity-based model. Default intensities are assumed to be driven by correlated affine jump-diffusions. The intensity process of each component is further decomposed into systematic and idiosyncratic parts where each type of event is modelled by independent counting processes. Based on the same idea, Wu and Yang [28] considered a mean-reverting diffusion process and derived a closed-form solution of tranche spreads in synthetic CDOs. Later, Wu and Yang [29] extended their previous work by considering the default intensities to be driven by affine jump-diffusion processes involving Lévy stable distributions. They derived an explicit formula for the expected loss of CDO tranches.

The models by Allan Mortensen [20] and Wu and Yang [28, 29] are based on affine jump-diffusion processes, and the default is considered to be the first jump time of the jump process. However, due to the independent increments, the occurrence of a jump in Poisson jump-diffusion models does not stimulate future jumps. Hence, these models are incapable of capturing clustering of jumps both in time and across the markets. Further, Aït-Sahalia et al. [1] argued that ‘what makes financial crisis take place is typically not the initial jump, but the amplification that occurs subsequently over hours or days, and the fact that other
markets become affected as well. These empirical observations motivate us to develop a model that is competent to capture the feedback effect and the contagion effect. The natural choice to address the contagion and feedback phenomenon is a Hawkes process (Hawkes [12]). Hawkes process is a self-exciting point process in the sense that the jumps in the process induce a jump in its intensity process. In other words, the intensity process is a function of the jumps of the point process itself. These processes now have widely been adopted to model the contagion effects in insurance finance and insurance, such as arrivals of trade, defaults in the credit market, etc.

In order to account for the default clustering, Jarrow and Yu [14] proposed a contagion model where the default intensity of the counterparty is assumed to be a function of the default of the reference firm. More specifically, the probability of default of the counterparty is increased when the reference firm defaults. Errais et al. [8] extended their idea and proposed to use self-exciting Hawkes processes which can consistently address the clustering of defaults, as observed empirically on real data. Further, by including different parameters, they addressed firm-specific and systematic events. Dassios and Jang [3] generalized the classical Hawkes process and introduced a dynamic contagion process which incorporates both self-exciting and external-exciting features. Their model was further extended by Dassios and Zhao [3], who introduced a diffusion component to capture the random behaviour between any two jumps of the point process. In this article, we adopt the dynamic contagion process by Dassios and Zhao [3] to propose a bottom-up framework to model the dynamics of joint defaults and obtain the prices of tranches of CDOs. Further, we present an alternative parametric closed-form expression for the probability generating function (PGF) of the dynamic contagion process proposed in Dassios and Zhao [3].

3. The model framework and distribution of total number of defaults

We assume that the time horizon is finite, say $T > 0$. Further, assume that the uncertainty in the economy is governed by the filtered probability space $(\Omega, \mathcal{F}, Q, \mathcal{F}_{t \in [0,T]})$, where $Q$ is a risk neutral probability measure. Consider a homogeneous collection of $N$ firms and assume the default time of $i$th firm, $i = 1, 2, \ldots, N$, is denoted by $\tau_i$ and $D_i(t) = I_{(\tau_i \leq t)}$ be the corresponding default indicator. Assume that $D(t)$ denotes the total number of defaults in the portfolio by time $t$. Therefore, we have

$$D(t) := \sum_{i=1}^{N} D_i(t).$$

We assume that a number of hazardous events, for instance, a downgrade of credit rating or any unfavorable market news, relevant to any firm $i$ make it default. We model the arrival of these adverse events by a point process $\{\bar{N}_i(t), \ t \geq 0\}$ such that the default probability of the $i$th firm is given by

$$P_i(T) = 1 - E[(1 - d_i)\bar{N}_i(T)], \quad d_i \in (0, 1].$$

Remark 3.1: Note that the proposed idea in Equation (2) goes beyond the standard reduced-form models where the idea is to model the default intensity and default is defined as the first jump of the point process. The argument by Aït-Sahalia et al. [1] that ‘what
makes financial crisis take place is typically not the initial jump, but the amplification that occurs subsequently over hours or days, and the fact that other markets become affected as well’. The authors observed that the default is caused by a number of events e.g. credit quality downgrade (or internal events), external events like major events in the economy or contagion effects. Therefore, one needs to model the arrival of bad events whose effect accumulates over time and cause the firm to default. Following Dassios and Zhao [3], our framework allows the $i$th company to have some resistance to survive through bad events, measured by $d_i$. Thus, $d_i$ can be considered as the measure of the capability of the $i$th firm to avoid default. For example, a higher credit rating corresponds to a lower value of $d_i$.

Assume that $\tilde{N}_i(t)$, i.e. $\tilde{N}_i(t) = N_i(t) + \ell_i N(t)$, is a combination of the common and idiosyncratic components $\{N(t), t \geq 0\}$ and $\{N_i(t), t \geq 0\}$ assumed to be independent of each other. Therefore, the default probability of $i$th firm can be written as

$$P_i(T) = 1 - E[\theta_i^{N_i(T)}d_i^{N(T)}],$$

where we have

$$\theta_i = (1 - d_i), \quad \tilde{d}_i = (1 - d_i)^{\ell_i}. \quad (3)$$

Here, $\ell_i$ is a constant that represent the effect of the common component on the default probability of $i$th firm. Further, suppose that the stochastic processes $\{N(t), t \geq 0\}$ and $\{N_i(t), t \geq 0\}$ are are self-exciting point processes with intensity processes $\{\lambda(t), t \geq 0\}$ and $\{\lambda_i(t), t \geq 0\}$ respectively, given by

$$d\lambda_i(t) = \delta_i(\eta_i - \lambda_i(t)) \, dt + \sigma_i \, dW_i(t) + d \left( \sum_{j=1}^{N_i(t)} Z_{j}^{(i)} \right), \quad (4)$$

and

$$d\lambda(t) = \delta(\eta - \lambda(t)) \, dt + \sigma \, dW(t) + d \left( \sum_{j=1}^{N(t)} Z_{j} \right), \quad (5)$$

where

• for any $i = 1, 2, \ldots, N$, the quantities $\lambda(0), \lambda_i(0)$, are the initial intensities at time $t = 0$. Let $\lambda(0) = \lambda_0$ and $\lambda_i(0) = \lambda_{i,0}$ where $\lambda_0, \lambda_{i,0}$ are constants.

• for any $i = 1, 2, \ldots, N$, $\eta, \eta_i$ are the equilibrium level of the intensity processes.

• for any $i = 1, 2, \ldots, N$, $\delta, \delta_i$ are the constant mean-reversion speed of the intensity processes.

• for any $i = 1, 2, \ldots, N$, $\sigma, \sigma_i$ represent the volatility of the diffusion component.

• $\{Z_j\}_{j=1,2,\ldots}, \{Z^{(i)}_j\}_{j=1,2,\ldots}$, sequence of i.i.d. positive random variables representing the size of self-excited jumps. We assume these random variables have a common cumulative distribution function $G(z), \ z > 0$ and $G^{(j)}(z)$, respectively, at the corresponding random times $\{T_j\}_{j=1,2,\ldots}, \{T^{(i)}_j\}_{j=1,2,\ldots}$. Further, we assume that $Z_j$ and $Z^{(i)}_j$ follows exponential distribution with parameter $\beta_i$ and $\beta$, respectively.

• $\{T_j\}_{j=1,2,\ldots}, \{T^{(i)}_j\}_{j=1,2,\ldots}$ are the arrival times of the processes $\{N(t), t \geq 0\}$ and $\{N_i(t), t \geq 0\}$, respectively.
• \( W := \{ W(t) \mid t \geq 0 \} \) and \( W_i := \{ W_i(t) \mid t \geq 0 \} \) are the standard Brownian motions with respect to their natural filtration.

• \( \{ Z_j \}_{j=1,2,...} \), \( \{ Z_j^{(i)} \}_{j=1,2,...} \), \( \{ T_j \}_{j=1,2,...} \), \( \{ T_j^{(i)} \}_{j=1,2,...} \) and \( \{ W(t), t \geq 0 \}, \{ W^{(i)}(t), t \geq 0 \} \) are independent of each other.

**Remark 3.2:** Note that the default intensity given in Equation (4) is an appropriate choice because the economic shocks specific to the \( i \)th company (short-lived endogenous shocks) and certain risk factors always persisting in the company are modelled, respectively, by the self-exciting jumps \( N_i(t) \) and diffusion component \( W_i(t) \). The corresponding market factors (exogenous risk shocks and ever-persisting risk factors) that affect all the companies are modelled, respectively, by the common self-exciting jump process \( N(t) \) and diffusion component \( W(t) \). Further, the default times of the constituents are independent given the common factor \( N(t) \).

Therefore, the unconditional probability of total number of defaults, i.e. \( P(D(t) = j) \) is obtained as follows:

\[
P(D(t) = j) = \sum_{n=0}^{\infty} P(D(t) = j \mid N(t) = n) P(N(t) = n). \tag{6}
\]

Note that the first factor on right hand side, representing the total number of defaults conditional on the common factor, follows a binomial distribution in a homogeneous portfolio pool\(^4\), i.e.

\[
P(D(t) = j \mid N(t) = n) = \binom{n}{j} P_i(t, n)^j (1 - P_i(t, n))^{N-j} \tag{7}
\]

where the marginal default probabilities given by using Equation (2) as

\[
P_i(t, n) = P(\tau_i \leq t \mid N(t) = n) = 1 - \tilde{d}_i^n E^{(N_i(t))}, \tag{8}
\]

for each obligor \( i; 1 \leq i \leq N \), where \( n \in \{0, 1, \ldots, \} \) is a constant and \( \tilde{d}_i, \theta_i \) are given in Equation (3).

On the other hand, we can compute \( P(N(t) = n) \) from the probability generating function (PGF) of the process \( N(t) \). In conclusion, we observe from Equations (6) and (8) that it suffices to find the PGF of the point processes.

### 3.1. PGF of the point process \( N(t) \)

From the definition of \( \lambda(t) \) and because of the assumption of the exponential kernel, i.e. the intensity decreases at the rate \( \delta(\lambda - \eta) \), the process \( \lambda(t) \) is a Markov process. Further, on occurrence of a self-exciting jump, the process \( N(t) \) increases by 1. Therefore, the process \( (\lambda(t), N(t)) \) is also a Markov process (refer [3,4,21] for more details). This implies that the infinitesimal generator \( \mathcal{A} \) of the process \( (\lambda(t), N(t), t) \) applied to a function \( f(\lambda, n, t) \) in \( \Omega (\mathcal{A}) \) is given by

\[
\mathcal{A} f(\lambda, n, t) = \frac{\partial f}{\partial t} - \delta(\lambda - \eta) \frac{\partial f}{\partial \lambda} + \frac{1}{2} \sigma^2 \frac{\partial^2 f}{\partial \lambda^2}.
\]
Here, the domain of the generator $A$, i.e. $\Omega(A)$ is such that the function $f(\lambda, n, t)$ is differentiable with respect to $\lambda, t$ for all $\lambda, n$ and $t$, and

$$\left| \int_0^\infty [f(\lambda + z, n + 1, t) - f(\lambda, n, t)] \, dG(z) \right| < \infty.$$  

**Theorem 3.1:** Assume that jump sizes $Z_j$ follow an exponential distribution with parameter $\beta$ such that $\beta \delta > 1$. Then, we have the following

$$E(\theta(N(T)) \, e^{-\nu(T)} | \lambda_0) = e^{-B(0)\lambda(0)} \, e^{-(c(T) - c(0))},$$  

where $0 \leq \theta \leq 1, v \geq 0$, are constants and for any $0 \leq t \leq T$, the function $c(t)$ is given by

$$c(t) - c(0) = \eta \delta \int_0^t B(s) \, ds + \frac{1}{2} \sigma^2 \int_0^t B^2(s) \, ds,$$

and $B(t)$ is given in parametric form as follows:

$$B(t(u)) = \frac{(1 + \delta \beta)}{\delta} u - \beta,$$

where the time $t$ is a function of the parameter $u$ in the following form

$$t(u) = T - \frac{1}{\delta} \left( \frac{1}{2} \ln \left( \frac{u_0^2 - u_0 - \alpha_1}{u^2 - u - \alpha_1} \right) + \frac{\tan^{-1} \left( \frac{2u_0 - 1}{\sqrt{-4\alpha_1 - 1}} \right) - \tan^{-1} \left( \frac{2u - 1}{\sqrt{-4\alpha_1 - 1}} \right)}{\sqrt{-4\alpha_1 - 1}} \right),$$

where $u_0 = \frac{(\beta + v)\alpha_1}{\alpha_2}$ with $\alpha_1 = \frac{-\beta \delta}{(1 + \beta \delta)^2}$ and $\alpha_2 = \frac{-\beta \theta}{1 + \beta \delta}$.

**Proof:** Assume that the function $f(\lambda, n, t)$ takes the following affine form

$$f(\lambda, n, t) = A^n(t) \, e^{-B(t)\lambda} \, e^{c(t)},$$

with the terminal condition $B(T) = v$. Substituting $f(\lambda, n, t)$ from Equation (12) to Equation (9), yields

$$(-B'(t)\lambda + n \frac{A'(t)}{A(t)} + c'(t))f + B(t)\delta(\lambda - \eta)f + \frac{1}{2} \sigma^2 B^2(t)f$$

$$+ \lambda f \int_0^\infty (A(t) \, e^{-B(t)z} - 1) \, dG(z) = 0.$$

Since this equation is true for any possible choice of $\lambda$ and $n$, the coefficients of $\lambda$ and $n$ must be zero. Hence, it follows that

$$\frac{A'(t)}{A(t)} = 0, \quad A(T) = \theta,$$
\[ B'(t) - \delta B(t) - A(t) \frac{\beta}{\beta + B(t)} + 1 = 0, \quad B(T) = v, \quad (14) \]

\[ c'(t) - \eta \delta + \frac{1}{2} \sigma^2 B^2(t) = 0. \quad (15) \]

From Equation (13), we have \( A(t) = \theta \) and Equation (15) is obtained as

\[ c(t) - c(0) = \eta \delta \int_0^t B(s) \, ds + \frac{1}{2} \sigma^2 \int_0^t B^2(s) \, ds, \]

which is same as Equation (11). In order to get a closed-form expression, we need to solve explicitly for \( B(t) \), which can be solved as follows:

Define

\[ y(t) = (\beta + B(t)) \exp\{\delta(T - t)\}. \quad (16) \]

Then, we have

\[ \frac{dB(t)}{dt} = \exp\{-\delta(T - t)\} \frac{dy(t)}{dt} + \delta \exp\{-\delta(T - t)\} y(t), \]

and the terminal conditional on \( B(t) \) gives \( y(T) = \beta + v \). Therefore, Equation (14) becomes

\[ y(t) \frac{dy(t)}{dt} = - (\delta \beta + 1) \exp\{\delta(T - t)\} y(t) + \beta \theta \exp\{2\delta(T - t)\}. \quad (17) \]

Equation (17) is an Abel’s equation of second kind whose solution in a parametric form can be obtained in closed form (refer Section 1.3.3 in Polyanin and Zaitsev [30]). By aid of the substitution \( x(t) = \int_t^T (1 + \delta \beta) \exp\{\delta(T - t)\} \, dt \), we have

\[ x(t) = - \frac{(1 + \delta \beta)}{\delta} (1 - \exp\{\delta(T - t)\}), \quad x(T) = 0. \quad (18) \]

After the substitution, we have

\[ \frac{dy}{dt} = \frac{dy}{dx} \frac{dx}{dt} = -(1 + \delta \beta) \exp\{\delta(T - t)\} \frac{dy}{dx}. \quad (19) \]

From Equations (17) and (19), we can observe that we have

\[ y \frac{dy}{dx} - y = - \frac{\beta \theta}{1 + \delta \beta} \exp\{\delta(T - t)\}, \]

which further can be rewritten as

\[ y \frac{dy}{dx} - y = - \frac{\beta \theta}{1 + \delta \beta} \exp\{\delta(T - t)\} \]

\[ = - \frac{\beta \theta}{1 + \delta \beta} \left( \frac{\delta x}{1 + \delta \beta} + 1 \right) \]

\[ = \alpha_1 x + \alpha_2, \quad (20) \]
where $\alpha_1 = -\frac{\beta \delta}{(1 + \delta \beta)^2}$ and $\alpha_2 = -\frac{\beta \theta}{1 + \delta \beta}$. Using the parametric solution in Section 1.3.3 in Polyanin and Zaitsev [30], we have

$$y(u) = Cu \exp\left(-\int_{-\infty}^{u} \frac{s}{s^2 - s - \alpha_1} ds\right),$$

(21)

$$x(u) = C \exp\left(-\int_{-\infty}^{u} \frac{s}{s^2 - s - \alpha_1} ds\right) - \frac{\alpha_2}{\alpha_1}.$$  

(22)

We can observe from Equation (18) that $x$ as a function of $u$ can be regarded as

$$x(u) = -\frac{(1 + \delta \beta)}{\delta} (1 - \exp\{\delta(T - t(u))\}),$$

(23)

which gives

$$t(u) = T - \frac{1}{\delta} \ln \left(1 + \frac{\delta x(u)}{1 + \delta \beta}\right).$$

(24)

Further, observe that from Equations (21) and (22),

$$y(u) = (x(u) + \frac{\alpha_2}{\alpha_1})u,$$

which further simplifies to

$$y(u) = \frac{(1 + \delta \beta)}{\delta} u \exp\{\delta(T - t(u))\}.$$  

Thus, from Equation (16), the parametric solution for $B(t)$ in terms of the parameter $u$ is given by

$$B(t(u)) = y(u) \exp\{-\delta(T - t(u))\} - \beta$$

$$= \frac{(1 + \delta \beta)}{\delta} u - \beta.$$  

In order to complete the expression, we need to solve for the equation linking the time $t$ to the parameter $u$. We need to solve for $x(u)$ which in turn will give expression for $t(u)$ using Equation (24).

Let $u_0$ be the value of $u$ such that $t(u_0) = T$. In this case, from Equation (23), we have $x(u_0) = 0$. This gives $y(T) = y(t(u_0)) = \beta + v$. Therefore, substituting $u = u_0$ in Equations (22) and (21), we can solve for $C$ and $u_0$ which gives

$$u_0 = \frac{(\beta + v)\alpha_1}{\alpha_2},$$

$$C = \frac{\alpha_2}{\alpha_1} \exp\left(\int_{-\infty}^{u_0} \frac{s}{s^2 - s - \alpha_1} ds\right).$$
Hence, the expression of \( x(u) \) is given by
\[
x(u) = \frac{\alpha_2}{\alpha_1} \exp \left( \int_u^{(\beta + \gamma)\alpha_1} \frac{s}{s^2 - s - \alpha_1} \, ds \right) - \frac{\alpha_2}{\alpha_1}.
\]

Therefore, \( t(u) \) is given by (using Equation (24))
\[
t(u) = T - \frac{1}{\delta} \exp \left( \int_u^{(\beta + \gamma)\alpha_1} \frac{s}{s^2 - s - \alpha_1} \, ds \right),
\]
which can be solved explicitly and is given in Equation (11). Since the process \((\lambda(t), N(t))\) is a Markov process, we know that the process
\[
M_t^f := f((\lambda(t), N(t))) - f((\lambda(0), N(t))) - \int_0^t Af((\lambda(s), N(s))) \, ds,
\]
is a martingale \([8]\). Taking \( f((\lambda(t), N(t))) \) of the form \( \theta^N(T) e^{-B(T)\lambda(T)} e^{c(T)} \) and noting that \( Af((\lambda(t), N(t))) = 0 \), Equation (25) yields that the process \( \theta^N(T) e^{-B(T)\lambda(T)} e^{c(T)} - e^{-B(0)\lambda(0)} e^{c(0)} \) is a martingale with zero mean, hence we have
\[
E(\theta^N(T) e^{-v\lambda(T)} | \lambda_0) = e^{-B(0)\lambda(0)} e^{-(c(T) - c(0))}.
\]

**Corollary 3.2:** The PGF of \( N(T) \) can be obtained from Theorem 3.1 upon substituting \( v = 0 \) and is given by
\[
E(\theta^N(T) | \lambda_0) = e^{-B(0)\lambda(0)} e^{-(c(T) - c(0))}, \tag{26}
\]
where \( B(0) \) and \( c(T) - c(0) \) are given in Theorem 3.1 with \( v = 0 \).

**Corollary 3.3:** Similarly, the probability \( P(N(T) = n \mid \lambda_0), n = 0, 1, 2, \ldots \) can theoretically be obtained as follows
\[
P(N(T) = n \mid \lambda_0) = \frac{\partial^n}{\partial \theta^n} E(\theta^N(T) \mid \lambda_0). \tag{27}
\]

### 4. Application to valuation of synthetic CDOs

In this section, we demonstrate the application of the proposed model in obtaining a closed-form expression for the tranche spread of a synthetic CDO.

#### 4.1. The cash flow in a synthetic CDOs and valuation

We begin with a finite time horizon \( T > 0 \). Consider a portfolio of \( N \) equally weighted single-name CDS with default times of \( \tau_i, i = 1, 2, \ldots, N \), constituent of portfolio be denoted by \( \tau_i \) and \( D_t(t) = I_{[t \leq \tau_i]} \) be the default indicator. Further, we assume that recovery rate of each constituent is denoted by \( w_i \) and is a constant \( w_i \in [0, 1), i = 1, 2, \ldots, N \). Also, the nominal value for each constituent is assumed to be 1. Let \( r \) denote the risk-free interest
rate which is assumed to be a constant. Then, the loss of the portfolio $L(t)$, at any time $t$ is given by

$$L(t) = \frac{1}{N} \sum_{i=1}^{N} (1 - w_i)D_i(t),$$

which is a pure jump process. A synthetic CDO with $M$ tranches is described by the points

$$(0\% =)\ 0 = k_0 < k_1 < \cdots < k_{i-1} < k_i < \cdots < k_M = 1 (= 100\%),$$

where $[k_{i-1}, k_i], i = 1, 2, \ldots, M$ represent a tranche which covers losses in the portfolio between $k_{i-1}$ (called attachment point) and $k_i$ (called detachment point). More specifically, in a tranche $[k_{i-1}, k_i]$, the protection seller is obliged to compensate the protection buyer for the losses occurring in the interval $[k_{i-1}, k_i]$ in return to a premium that he receives periodically. The premium is proportional to the current outstanding on the value of the tranche. For a tranche $[k_{i-1}, k_i]$, the payments made by the protection seller are at the corresponding default times and its expected value at time 0 is denoted by $V_i(T)$. On the other hand, the expected value of premium paid by the protection buyer is denoted by $W_i(T)$.

The accumulated loss $L_i(t)$ of $i$th tranche at time $t$ is

$$L_i(t) = (L(t) - k_{i-1})I_{[L(t)\leq k_{i-1}]} + (k_i - k_{i-1})I_{[L(t)\geq k_i]},$$

where $I_A$ is the indicator function of the set $A$. We can note that $L_i(t)$ is also a pure jump process such that the default payments are nothing but increments of the process $L_i(t)$. The expected value, $V_i(T)$, for $i$th tranche is given by

$$V_i(T) = E\left(\int_0^T e^{-rt} \, dL_i(t)\right) = e^{-rT}E(L_i(T)) + r \int_0^T e^{-rt}E(L_i(t)) \, dt.$$

where the second equality follows by applying integration by parts for Lebesgue–Stieltjes measures along with Fubini–Tonelli theorem.

Assume that the $n$ premium payment dates are $0 < t_1 < t_2 < \cdots < t_n = T$, then the expected value, $W_i(T)$, for $i$th tranche is given by

$$W_i(T) = c_i(T) \sum_{j=1}^{n} e^{-rt_j}(\Delta k_i - E(L_j(t_j)))\Delta t_j,$$

where we have assumed that there is no accrual payments at default, $\Delta t_j = (t_j - t_{j-1})$ denotes the time duration between the payments (here measured in fractions of a year), $\Delta k_i = k_i - k_{i-1}$ is the nominal size of the $i$th tranche (as a fraction of the total nominal value of the portfolio), and $c_i(T)$ is called the spread of the tranche. $c_i(T)$ can be obtained by equating the value of two expected premiums, i.e. $V_i(T) = W_i(T)$. The tranche spreads $c_i(T)$, for $i = 1, 2, \ldots, M$, are functions of the time horizon $T$. 
Now, in order to obtain the spread of the $i$th tranche i.e. $c_i(T)$, we need to compute the expected loss of the $i$th tranche i.e. $E(L_i(t))$ which is given by (from Equation (29)),

$$E(L_i(t)) = (k_i - k_{i-1})P(L(t) > k_i) + \int_{k_{i-1}}^{k_i} (x - k_{i-1}) \, dF_{L(t)}(x), \quad (32)$$

where $F_{L(t)}(x)$ denotes the cumulative distribution function of the loss of the portfolio by time $t$, i.e.

$$F_{L(t)}(x) := P(L(t) \leq x).$$

The cumulative loss process $L(t)$ being a pure jump process, Equation (32) can further be written as

$$E(L_i(t)) = (k_i - k_{i-1})P(L(t) > k_i) + \sum_{j=k_{i-1}}^{k_i} (j - k_{i-1})P(L(t) = j). \quad (33)$$

Note that the index $j$ in summation corresponds only to possible values of the portfolio loss $L(t)$ at time $t$ that are in the interval $[k_{i-1}, k_i]$. From Equation (33), it can be observed that we need to compute the distribution of the portfolio loss in order to find the tranche loss $E[L_i(t)]$. In order to find $P(L(t) = k)$ for some $k$, a possible value of the portfolio loss at time $t$, we proceed by finding the PGF of $L(t)$. One can then use the PGF to find the required probabilities of $L(t)$.

$$E(uL(t)) = \sum_{n=0}^{\infty} \left( \prod_{i=0}^{\infty} \right) E \left( u^{\sum_{j=0}^{N} [M_i \, D_i(t)]} N(t) = n \right) P(N(t) = n)$$

Given $N(t)$, the default of each constituent is independent, which yields

$$E(uL(t)) = \sum_{n=0}^{\infty} \left( \prod_{i=1}^{N} \right) E \left( u^{\sum_{j=1}^{N} D_i(t) | N(t) = n} \right) P(N(t) = n)$$

$$= \sum_{n=0}^{\infty} \left( \prod_{i=1}^{N} \right) \left( 1 - P_i(t, n) + P_i(t, n) u^{M_i} \right) P(N(t) = n).$$

The procedure to calculate the unknowns in the above equation, i.e. $P_i(t, n)$ and $P(N(t) = n)$ are given by Equations (8) and (27), respectively. Note that the calculation of $P_i(t, n)$ requires PGF of $N(t)$ which has already been derived in Equation (26).

Next, we discuss the case when the recovery rates are uniform, $w_i = w$, $i = 1, 2, \ldots, N$.

**Theorem 4.1:** Assume that the recovery rates are uniform, i.e. $w_i = w$, $i = 1, 2, \ldots, N$. The expected tranche losses of a synthetic CDO are given by

$$E(L_i(t)) = (k_i - k_{i-1}) - k_i \sum_{j=0}^{\left[ \frac{N_i}{1-w} \right]} \sum_{n=0}^{\infty} P(D(t) = j | N(t) = n)P(N(t) = n)$$
Proof: From Equations (28) and (1), we have \( L(t) = (1 - w) \frac{D(t)}{N} \). Therefore, for \( x \in [0, 1 - w] \), it holds that

\[
F_{L(t)}(x) = P(L(t) \leq x) = P\left(D(t) \leq \frac{xN}{1 - w}\right) = \sum_{i=0}^{\left[\frac{Nk_i - 1}{1 - w}\right]} P(D(t) = i).
\]

where \( P(D(t) = i) \) is given by Equation (6). Therefore, the expected tranche loss can be obtained as follows:

\[
E(L_i(t)) = (k_i - k_{i-1})P(L(t) \geq k_i) + \int_{k_{i-1}}^{k_i} (x - k_{i-1}) \, dF_{L(t)}(x)
\]

\[
= (k_i - k_{i-1})(1 - P(L(t) \leq k_i)) + \int_{k_{i-1}}^{k_i} x \, dF_{L(t)}(x) - k_{i-1} (F_{L(t)}(k_i) - F_{L(t)}(k_{i-1}))
\]

\[
= k_i - k_{i-1} - k_iF_{L(t)}(k_i) + k_{i-1}F_{L(t)}(k_{i-1}) + \int_{k_{i-1}}^{k_i} x \, dF_{L(t)}(x).
\]

Now, \( \int_{k_{i-1}}^{k_i} x \, dF_{L(t)}(x) = E(L(t) \cap [k_{i-1}, k_i]) \). Hence, by definition

\[
\int_{k_{i-1}}^{k_i} (x - k_{i-1}) \, dF_{L(t)}(x) = \sum_{j=\left[\frac{Nk_i - 1}{1 - w}\right]}^{\left[\frac{Nk_i - 1}{1 - w}\right]} jP(D(t) = j),
\]

since \( L(t) \in [k_{i-1}, k_i] \) is equivalent to \( D(t) \in \left[\left[\frac{Nk_i - 1}{1 - w}\right], \left[\frac{Nk_i}{1 - w}\right]\right] \). Hence, the result follows.

4.2. Numerical Illustrations

This section provides sensitivity analysis on the spread of the tranches and comparison with models proposed in the literature, to demonstrate the impact of jump clustering and various parameters governing the contagion. In what follows, we consider three tranches namely 0%–7%, 7%–12% and 100% and the number of constituents in the portfolio are \( M = 50 \). Table 1 lists the values of the parameters considered in the base case. Further, for numerical experiments, the value of all the parameters except one under study is kept unchanged. Finally, we assume that the premium payment dates are quarterly and hence the parameters are assumed to be unit per quarter. For instance, \( \lambda_0 = 1.5 \) is per 3 months period.
Table 1. Values of the parameters in the base case.

| Parameters | Values | Parameters | Values |
|------------|--------|------------|--------|
| $N$        | 50     | $r$        | 0.03   |
| $\sigma_i$| 0.4    | $\sigma$  | 0.4    |
| $\lambda_{i0}$ | 1.5 | $\lambda_0$ | 1.5 |
| $\eta_i$  | 1.5    | $\eta$    | 1.5    |
| $\beta_i$ | 1.5    | $\beta_y$ | 1.5    |
| $\delta_i$| 2      | $\delta$  | 2      |
| $w$       | 0.4    | $\theta_i$| 0.97   |
| $\epsilon_i$ | 0.5 |          |        |

Table 2. Spread of tranches (in 100 bps) with maturity time $T$ in the Base Case (proposed model).

|        | $T = 3$ | $T = 4$ | $T = 5$ | $T = 6$ |
|--------|---------|---------|---------|---------|
| Tranche 1 | 0.5343  | 0.5584  | 0.5654  | 0.5689  |
| Tranche 2 | 0.0421  | 0.0921  | 0.1359  | 0.1660  |
| Tranche 3 | 0.00006 | 0.0001  | 0.0005  | 0.0012  |

Table 3. Spread of tranches (in 100 bps) with maturity time $T$ in the Base Case (Poisson process model).

|        | $T = 3$ | $T = 4$ | $T = 5$ | $T = 6$ |
|--------|---------|---------|---------|---------|
| Tranche 1 | 3.9439  | 3.9439  | 3.9439  | 3.9439  |
| Tranche 2 | 2.6154  | 2.6154  | 2.6154  | 2.6154  |
| Tranche 3 | 0.0779  | 0.0614  | 0.0506  | 0.0432  |

Table 4. Spread of tranches (in 100 bps) with maturity time $T$ in the Base Case (affine jump diffusion without self-exciting jumps).

|        | $T = 3$ | $T = 4$ | $T = 5$ | $T = 6$ |
|--------|---------|---------|---------|---------|
| Tranche 1 | 1.9368  | 1.9368  | 1.9368  | 1.9368  |
| Tranche 2 | 0.9758  | 0.9758  | 0.9758  | 0.9758  |
| Tranche 3 | 0.0357  | 0.0357  | 0.0334  | 0.0306  |

In Table 2, the spread of each tranche is given for different maturity times for the Poisson process (constant intensity), affine jump-diffusion model with no contagion effects and for the proposed model. From the Table 1, we observe that the spread of each tranche is an increasing function of time for all the models. Also, we compare the spreads obtained from the proposed model to the spreads obtained from a Poisson process model (constant intensity of default) given in Table 3 and spreads obtained from a Cox process with affine jump diffusion intensity with no self-exciting component given in Table 4. For the comparison purpose, the default intensities in case of Poisson process model and Cox process model are selected so that the expected number of jumps per unit time are same for all the models. It is observed from Tables 2 and 3, that there is flat spread term structure whereas in case of the proposed model and tranche spread is much higher in case of Poisson process model. Possible reason for this behaviour is due to the assumption that in Poisson process model, first jump causes the default of the firm whereas in the proposed model, each firm
Figure 1. Variation of spread of Tranche 1 against different parameters governing the default of firms for different maturities for $T = 3, 4, 5, 6$ years. (a) Spread of Tranche 1 (bps) against $\lambda_0$. (b) Spread of Tranche 1 (bps) against $\beta_y$. (c) Spread of Tranche 1 (bps) against $\eta$. (d) Spread of Tranche 1 (bps) against $w$. (e) Spread of Tranche 1 (bps) against $\sigma$.

has some resistance to the bad events. Also, since relatively lesser number of defaults wipe out the lower tranches causing flat term structure of the spread for these tranches.

Figures 1(a), 2(b) and 3(a) present the variation of tranche spread for each tranche against the change in the initial intensity of the common process i.e. $\lambda_0$. From Figures 1(a), 2(b) and 3(a), it is observed that a increase in the value of $\lambda_0$ increases the spread of each
Figure 2. Variation of Spread of Tranche 2 against different parameters governing the default of firms for different maturities for $T = 3, 4, 5, 6$ years. (a) Spread of Tranche 2 (bps) against $\lambda_0$. (b) Spread of Tranche 2 (bps) against $\beta_y$. (c) Spread of Tranche 2 (bps) against $\eta$. (d) Spread of Tranche 2 (bps) against $w$. (e) Spread of Tranche 2 (bps) against $\sigma$.

tranche and the effect becomes more significant with the increase in maturity. Since jump clustering increases with increase in $\lambda_0$, hence jump clustering have a positive effect, i.e. increases the tranche spread.

Similarly, Figures 1(b), 2(b) and 3(b) presents the variation of tranche spread for each tranche against the change in the $\beta_y$ (and hence the mean of the jump size) of the common
process. From Figures 1(b), 2(b) and 3(b), we observe that the tranche spread increases for each tranche with the decrease in the value of parameter of the jump size distribution, i.e. $\beta_y$. As we know, larger the jump size, i.e. smaller the value of $\beta_y$ because expected jump size
is reciprocal of $\beta_y$, implies more clustering of jumps. Hence, we conclude that the tranche spread for each tranche increases with the clustering of jumps.

In conclusion, higher the value of $\lambda_0$ and smaller the value of $\beta_y$ (i.e. self-exciting jumps of larger size), the more frequent is the clustering of events, and hence higher is the spread and steeper is the term structure of spread.

Figures 1(c), 2(c) and 3(c) give the behaviour of tranche spread for each tranche against the change in the mean reverting level of the intensity process governing the common factor i.e. $\eta$. We observe from Figures 1(c), 2(c) and 3(c) that when mean reverting level $\eta$ is less than the initial intensity $\lambda_0$, the spread of each tranche is robust, i.e. does not change significantly. However, as $\eta$ increases beyond the initial intensity $\lambda_0$, spread of tranche increases significantly with increase in $\eta$.

It can be observed from Figures 1(d), 2(d) and 3(d), as the recovery rate increases, the accumulated loss due to observed defaults decreases and hence the tranche spread decreases as expected. Further, Figures 1(f), 2(e) and 3(e) show the robustness of the tranche spread with respect to the volatility of the diffusion term governing the default intensity. Also, it can be observed that the sensitivity of the spread of tranches increases with the decreases with the increase in seniority of the tranches. In other words, senior tranche spread are more robust with respect to volatility of diffusion term.

5. Conclusion

In this article, we proposed a framework to model the joint default of firms by taking into account the clustering phenomenon observed empirically in the occurrence of default events. The point process governing the default arrivals is assumed to be composed of idiosyncratic and systematic components. The default intensity of each process is further being modelled by a self-exciting Hawkes process with a diffusion component to address the stochastic behaviour between the two jumps in the intensity process. One of the distinguishing features of the proposed framework is that it allows firms to have resistance against the adverse events and thus does not assume the default to be caused by a first adverse event. We presented a parametric closed-form solution for the joint default probabilities represented in terms of the probability generating function of a dynamic contagion process. Finally, we studied the application in pricing the synthetic CDO in a bottom-up approach. The proposed framework is capable of addressing the chaotic dynamics and high complexity in the pricing of CDOs. Although, we have shown by numerical illustrations that the proposed model is appropriate to address the clustering of defaults observed in the default events. One of the possible future work is to formulate how to calibrate the model parameters using real data and perform the parameter estimation.

Notes

1. Here, we follow the convention $0^0 = 1$.
2. Unlike the standard reduced-form models where the first jump of the point process makes the firm default, we here assume that a jump in the point process can make the firm default with probability $d$. One can think of the probability $d$ as the resistance level of the firm against default. Furthermore, the firm survives upon the arrival of bad news with probability $1-d$. Therefore,
the probability of survival is

\[ P(\tau_i > T) = \sum_{n=0}^{\infty} P(\tau_i > T | \tilde{N}_i(T) = n)P(\tilde{N}_i(T) = n) \]

\[ = \sum_{n=0}^{\infty} (1 - d_i)^nP(\tilde{N}_i(T) = n) = E[(1 - d_i)^{\tilde{N}_i(T)}]. \]

3. We know that, in theory, the proposed intensity process can become negative with very small probability due to the term \( \sigma dW(t) \). Nevertheless, the use of such process for default intensity is popular among both academicians and practitioners due to its analytical tractability (For reference, see [15,22,23,27]). Further, one can take \( \sigma = 0 \), if required, in order to avoid the possibility of negative values.

4. Note in Equation (7) that \( N \) is the number of firms in the portfolio (a constant) and \( n \) is the number of jumps (can take values 0, 1, 2, . . . ) in the common point process governing the default intensities of the firms.
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