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I. INTRODUCTION
A. iEMG Signal Changes in Neuromuscular Disorder

![Fig. 1. Left: MUAPs of healthy individuals have two to four phases. Middle: In myopathy patients, the number of functional muscle fibers per MU decreases, leading to short-duration, small-amplitude, and polyphasic MUAPs. Right: In neuropathy patients, the number of muscle fibers in the MU increases, which causes long-duration, high-amplitude, and polyphasic MUAPs [1].](image)

II. MATERIALS AND METHODS
A. iEMG Dataset
The iEMG recording was monitored visually and audibly by means of a computer monitor and a speaker. The amplitude and duration of an MUAP captured by the needle electrode were measured on an oscilloscope panel. An MUAP was selected if it was more than a threshold and generated by a single MU. No more than three different MUAPs were recorded at a single insertion site within an epoch of 50 ms. The signals, which were not too complex or noisy and thus suitable for evaluating MUAP parameters, were recorded for a period of 11.2 s. Care was taken to record only once from an MU and to ensure that the entire muscle was explored. The recorded iEMG signals were amplified 4000 times with a differential amplifier and filtered by an analog band-pass filter with a lower and upper cut-off frequency of 2 Hz and 10 kHz, respectively. The signals were then sampled at a rate of 23438 Hz and digitized with a 16-bit resolution.

B. Lifting Wavelet Transform
1) Split or lazy wavelet transform. This step simply splits the input signal $y[n]$ into two groups—one consisting of even polyphase coefficients $y_e[n]$ and the other comprising odd polyphase coefficients $y_o[n]$, where $y_e[n] = y[2n]$ and $y_o[n] = y[2n+1]$. Thus, splitting the input signal into odd and even polyphase coefficients involves no complex mathematical operation, and hence it is termed as the lazy wavelet transform.

2) Predict or dual lifting. This step is intended for the prediction of one of these two disjoint groups from the other. For example, one can predict $y_o[n]$ coefficients by a linear combination of their $l$ neighboring $y_e[n]$ coefficients, in which case the predictor for each $y_o[n]$ is given by:

$$P(y_o)[n] = \sum_l p_l y_e[n + l]$$

where $p_l$’s are scalars. The prediction residual is therefore expressed as

$$d[n] = y_o[n] - P(y_e)[n].$$

Given $y_e[n]$ and $d[n]$, it is straightforward to recover $y_o[n]$ as follows:

$$y_o[n] = d[n] + P(y_e)[n].$$  \hspace{1cm} (1)

This prediction procedure is equivalent to applying a high-pass filter to $y[n]$. Thus, by replacing $y_o[n]$ with (1), a new representation can be obtained for $y[n]$, which contains the same information as the original signal $y[n]$. Note that for an underlying locally smooth signal, $d[n]$ will be negligible.

3) Update or primal lifting. This step transforms $y_e[n]$ into a low-pass filtered and subsampled version of $y[n]$. The coarse approximation results in $a[n]$ by updating $y_e[n]$ with a linear combination of $d[n]$:

$$a[n] = y_e[n] + U(d)[n]$$

where $U(d)[n]$ is a linear combination of $l$ neighboring $d$ values

$$U(d)[n] = \sum_l u_l d[n + l]$$

with $u_l$’s being scalars. Given $d[n]$ and $a[n]$, we can obtain $y_e[n]$ as given below:

$$y_e[n] = a[n] - U(d)[n].$$  \hspace{1cm} (2)

4) Normalization or scaling. The outputs of the lifting scheme are weighted by the factors $k_e$ and $k_o$, where $k_e$ is the inverse of $k_o$. These values are used to normalize the energy of the scaling and wavelet functions, respectively.
C. Fractal Dimension via Higuchi’s Method

Higuchi’s method is employed to compute the FD of LWT coefficients in each subband as follows [2, 3]. Consider a time series, \( x[n], n = 1, 2, \ldots, N \). In this study, \( x[n] \) refers to LWT coefficients contained in each frequency subband, \( a_5, a_1, a_2, \ldots, a_5 \), from level-five decomposition.

1. Construct \( k \) new times series \( x^k \) as defined as:
\[
x^k_o = \{x[o], x[o+k], x[o+2k], \ldots, x[o+\left\lfloor \frac{N-o}{k} \right\rfloor k]\}
\]

where \( o = 1, 2, \ldots, k \) denotes the initial time value, \( k \) represents the discrete time interval between points, and \( \left\lfloor \cdot \right\rfloor \) returns the integer part of the argument.

2. Compute the average length of each time series \( x^k \) as given by:
\[
L_o(k) := \frac{(N-1)}{k} \sum_{j=1}^{\left\lfloor \frac{N-o}{k} \right\rfloor} |x[o+jk] - x[o+(j-1)k]| \left\lfloor \frac{N-o}{k} \right\rfloor \]

where \( (N-1)/\left\lfloor (N-o)/k \right\rfloor \) is a normalization factor.

3. Calculate the average length of all \( x^k \)'s having the same delay \( k \) as:
\[
L(k) = \sum_{o=1}^{k} L_o(k).
\]

4. Estimate FD (denoted as \( D \)) to be the slope of the least square linear fit of the curve, \( \ln(L(k)) \) versus \( \ln(1/k) \), which implies that \( L(k) \propto k^{-D} \). Therefore, when \( L(k) \) is plotted against \( 1/k \), with \( k = 1, 2, \ldots, k_{max} \), on a double logarithmic scale, the data must remain on a straight line with a slope equal to \( D \).

![Fractal dimension](image)

Fig. 2. For the LWT coefficients in each subband from level-five decomposition, \( D \) was computed with Higuchi’s method by selecting an integer value for \( k_{max} \) in the interval [2, 50]. Around \( k_{max} = 10 \), \( D \) plateaus meaning that there is no benefit from further calculations, i.e., computing \( D \) with \( k_{max} > 10 \).

In order to select a suitable value for the scaling parameter \( k_{max} \), \( D \) values computed for the wavelet subband coefficients were plotted against \( k_{max} \in \{2, 3, \ldots, 50\} \). The value of \( k_{max} \) for which \( D \) reaches a plateau is regarded as the saturation point as suggested in [4, 5]. In our case, \( k_{max} \) was selected as 10 as shown in Fig. 2.

D. One-Dimensional Local Binary Pattern

For a given data point \( s[n] \) in a signal, the 1-D LBP operator is defined as an ordered set of binary comparisons between \( s[n] \) and its neighboring \( S/2 \) data points occurring before and after \( s[n] \). For our application, four neighboring data points are considered before \( (s[1], \ldots, s[4]) \) and after \( (s[5], \ldots, s[8]) \) each data point \( s[n] \). The 1-D LBP code is constructed for \( s[n] \) by comparing its value with each one of its neighboring data points, \( S = \{s[1], s[2], \ldots, s[8]\} \), and thresholding the respective differences, \( \Gamma(s[k]-s[n]) \), \( k = 1, 2, \ldots, \text{card}(S) \), to produce a set of binary numbers
\[
\Gamma(s[k]-s[n]) = \begin{cases} 
1, & s[k]-s[n] \geq 0 \\
0, & s[k]-s[n] < 0.
\end{cases}
\]

Thus, an eight-digit binary code is obtained for a neighborhood \( S \) surrounding a data point \( s[n] \). The decimal equivalent of the binary code ranging between 0 and 255 is then obtained as given by
\[
\text{LBP}(s[n]) = \sum_{k=1}^{\text{card}(S)} \Gamma(s[k]-s[n]) 2^k
\]

where \( \text{card}(\cdot) \) is the cardinality of the set in the argument. The LBP code in (3) represents the local structural information around \( s[n] \). After sequentially performing this operation for all the data points in a signal, a histogram is constructed with the decimal equivalents of the LBP codes, which serves as the LBP feature for our iEMG classification task.

E. Boyer-Moore Majority Vote Algorithm

![Boyer-Moore Majority Vote Algorithm](image)

Fig. 3. An illustration to demonstrate the class assignment by the BMMV algorithm. Four iEMG recordings are arranged along the rows, each of which is downsampled by a factor nine, i.e., \( M = 9 \). Each row of colored squares (left) represents a set of nine class labels corresponding to “disjoint” downsampled signals as determined by the MLPNN. The colored hexagon in the respective row (right) denotes the class assigned by the BMMV to an iEMG datum based on the majority vote rule. The filled-in colors imply the following categories: red ⇒ healthy, green ⇒ myopathy, blue ⇒ neuropathy, and black ⇒ indeterminate.

III. RESULTS

A. Choice of Wavelet Function for LWT

Since TF characteristics of wavelet functions vary, it is imperative to select an appropriate wavelet function to perform LWT. This means that wavelet coefficients reflect the degree of similarity between the wavelet function and the decomposed iEMG signals, i.e., larger wavelet coefficients imply a higher degree of similarity [6]. The downsampled iEMG signals are nonstationary and nondecaying as illustrated in Fig. 4. The mother wavelets in Fig. 5, namely, db4, sym5, coif2, bior6.8,
The following studies have reported the classification performance measures, i.e., Ac, Se, and Sp, obtained from a relatively simple binary classification\(^1\)—healthy or ALS—using the same iEMG dataset as ours. Interestingly, the MLPNN-BMMV approach resulted in a higher Ac value (99.87\%) than those listed in Table I.

\(^1\) Multi-class classification is often deemed more difficult than the binary classification [7].
TABLE I. Performance measures (%) of iEMG classifiers reported in the literature, which performed binary classification of iEMG data from the dataset we used to validate our approach. Nor and ALS represent normal and amyotrophic lateral sclerosis, respectively.

| Method (Year) | Classes/Study Group | Ac  | Se  | Sp  |
|---------------|---------------------|-----|-----|-----|
| [8] (2014)    | 2/Nor, ALS          | 92.50 | 98.00 | 76.00 |
| [9] (2016)    | 2/Nor, ALS          | 95.00 | 92.54 | 93.00 |
| [10] (2017)   | 2/Nor, ALS          | 96.69 | 97.59 | 94.24 |
| [11] (2017)   | 2/Nor, ALS          | 96.80 | 98.80 | 94.80 |
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