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Abstract
Law experts have been actively looking for solutions within the law to control Deepfakes since their emergence in 2017. This article puts forward performers’ rights as a suitable regulatory tool for Deepfakes, defined as synthetic performances produced using artificial intelligence systems. In many respects, performers’ rights represent a more sophisticated response to the challenges posed by Deepfake technology compared to existing legal remedies and reform proposals introduced to regulate Deepfakes. In making its case for performers’ rights as suitable regulatory response to Deepfakes, this article uncovers a tension: performers’ rights are an attractive solution to regulate Deepfakes but this technology challenges their scope of application. This is because Deepfakes uses content protected by performers’ rights (performances) in a way unforeseen by intellectual property policy-makers at the time these rights were introduced into law. Despite this limitation, performers’ rights remain one of the most attractive legal remedies in regulating Deepfakes, if adequately reformed. This article proposes two routes for the reform of performers’ rights to address this gap. The first involves an ad hoc modification of performers’ rights to ensure that performances manipulated by Deepfakes are covered. The second and preferred recommendation replaces the regime of performers’ rights with a regime of performers’ copyright. This small, yet important, change in legal regimes can be the difference between piecemeal, uneven and, therefore, ineffective protection against unauthorized Deepfakes and a harmonized international approach to the technology.
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Introduction
Legal experts and policy-makers have been actively seeking solutions within the law to control Deepfakes since their emergence in 2017. In the context of this debate, this article develops a
principled approach for a balanced regulatory response to Deepfakes, defined as synthetic performances produced using artificial intelligence (AI) systems. This approach is put into practical application by proposing performers’ rights as a suitable tool for the regulation of Deepfakes.

In many respects, performers’ rights represent a more sophisticated response to the challenges posed by Deepfake technology compared to existing legal remedies or recent legislative proposals introduced to regulate Deepfakes. This is so for two key reasons. First, performers’ rights are rights of international standing better equipped to respond to the global phenomenon of Deepfakes. Second, performers’ rights provide a framework capable of handling legitimate Deepfakes, and Deepfakes authorized by the person depicted in them, instead of solely focusing on illegitimate or malicious applications of the technology, the approach of regulatory responses to date. In this regard, a solution in performers’ rights contributes to re-balancing the framing of Deepfakes in the legal scholarship and policy-making.

Whilst performers’ rights are an attractive solution to regulate Deepfakes, this technology also challenges their scope of application. This is because Deepfakes use content protected by performers’ rights (performances) in a way unforeseen by intellectual property policy-makers at the time these rights were introduced into law.

A careful analysis of the AI systems used to create Deepfakes reveals that Deepfake technology achieves something no recording technology has done before: they are able to produce high-quality, low-budget, realistic imitations of performances on scale. The imitation, or reproduction, of a performance is not protected by performers’ rights, or any other intellectual property right strictly speaking.

This article proposes the reform of performers’ rights to address this gap to cover the reproduction, or imitation, of performances. This seemingly small, yet important, change in legal regimes can be the difference between piecemeal, uneven and, therefore, ineffective protection against unauthorized Deepfakes and a harmonized international response to the technology.

This article opens with a definition of Deepfakes and the underpinning technology to contextualize the analysis in law (Definition and description of Deepfakes). It then proposes a principled approach to the regulation of Deepfakes, which is then translated into a concrete benchmark for legal standards of protection (A principled approach for a balanced regulatory response to Deepfakes). Existing standards of protection for the Deepfaked person section uses this benchmark to review existing laws before demonstrating the contribution of performers’ rights to improving standards of regulation applicable to Deepfakes (Raising standards of protection for the Deepfaked person: a solution in performers’ rights). As little-known rights of intellectual property, this section describes performers’ rights, highlighting their pertinence in controlling Deepfakes. The analysis exposes performers’ rights’ own limitation in controlling the imitation of performances, as with those generated by Deepfakes. This gap is addressed in the last section of the analysis which proposes two options for reforms under national and international law (A reform of performers’ rights).

For the purpose of this discussion, the analysis engages with the laws applicable to England and Wales, and where appropriate the United Kingdom (UK), as its primary point of reference. This is so for three reasons. First, there are significant differences in the legal provisions applicable to Deepfakes between national laws, which cannot be accounted for jurisdiction by jurisdiction within the confines of this article. Second, the UK is a jurisdiction ripe for reform on the issue of Deepfakes as the government is undertaking a series of reviews in connected areas of law (UK Intellectual Property office, 2021; UK Law Commission, 2018; UK Intellectual Property Office, 2020). Third, surprisingly little has been written on Deepfakes in relation to UK law (Farish, 2020a, 2020b; O’Connell, 2020; O’Connell and Bakina, 2020; Perrot and Mostert, 2020; Pavis, 2020, 2021a) in
contrast to the volume of scholarship published on laws applicable in the United States (US) (e.g. Caldera, 2019; Chesney and D Citron, 2019a; Chesney and DK Citron, 2019b; Delfino, 2020; Franks and Waldman, 2019; Ice, 2019; Kirchengast, 2020; Kugler and Pace, 2021; Pechenik Gieseke, 2020; Silbey and Hartzog, 2019; Yamaoka-Enkerlin, 2020).

Definition and description of Deepfakes

Definition

‘Deepfakes’ (or ‘Deep Fakes’) are a type of synthetic performance created using AI systems known as neural networks (Pavis, 2020: 8; Mirsky and Lee, 2020). Deepfakes are synthetic performances that resemble an existing performance by re-using the likeness of the performer or the performance, or both. They most commonly take the form of videos or sound recordings that imitate the likeness of a person’s face, voice or performance. Deepfakes manipulate real (authentic) footage of a person to generate a digital imitation.

Current ‘AI systems’ used to generate Deepfakes rely on machine-learning algorithms known as neural networks. The four key types of neural networks used include Encoder-Decoder Networks, Convolutional Neural Networks, Generative Adversarial Networks and Recurrent Neural Networks (Pavis, 2020: 8; Mirsky and Lee, 2020).

Application

Typical purposes for generating Deepfakes include: the editing or enhancement of a performance; the re-enactment of a performance; the replacement of a performance by another and the creation of a completely new performance, also known as ‘pure synthesis’ (Mirsky and Lee, 2020; Pavis, 2020: 5–6).

Any of these purposes could be used for legitimate or illegitimate ends. Malicious applications of the technology have been usefully mapped out by Chesney and Citron (2019a) in their seminal piece on Deepfakes and laws applicable in the US. In this piece, the authors note the threat posed by Deepfakes to: individuals’ autonomy and freedom from harm (via sexual abuse, harassment, blackmail, discrimination or defamation); democracy (via the manipulation of elections, disruptions of democratic processes through information disorder) and commercial integrity of individuals and organisations (via free-riding, passing off or commercial sabotage).

By contrast, legitimate applications of the technology may involve using Deepfakes to: entertain or produce artistic provocations, parodies, criticism or satire in the context of free speech (Chan et al., 2018; Lees, 2021); create more engaging educational resources (Chesney and Citron, 2019a); generate accessible content for differently-abled users (Westerlund, 2019); make content available in multi-languages (Meskys et al., 2020) or, offer new commercial services (Kwok and Koh, 2020; Kietzmann et al., 2020; Lees, 2021; Meskys et al., 2020).

Description

This section does not aim to give a detailed account of how Deepfakes are generated using AI systems. Instead, it describes in simple terms key aspects of the synthetisation process of relevance to our legal analysis. A more detailed technical primer was given elsewhere (Pavis, 2020) and this section draws on that content. Other important work by AI experts will be useful to readers.
interested in AI modelling for performance synthetisation (e.g. Misky and Lee, 2020; Chan et al., 2018; Deng et al., 2020; Zakharov et al., 2019).

AI systems used to generate Deepfakes, or ‘Deepfake models’, process existing performances by detecting and breaking down the input data into extremely fine data points to learn from and generate a new synthetic performance. The synthetic performance, or Deepfake, is able to imitate the input data without technically copying it, thanks to the deep learning performed by the AI systems.

Deepfake models detect patterns from the input data to separate data conveying the likeness of a performer or the likeness or style of a performance from the material it is interpreting (e.g. the speech, the dance routine and the song). These analyses are so minute that the AI is capable of separating the data points pertaining to each layer of the source material in ways the human eye or ear cannot.

The modelling process identifies the key markers relevant to each expressive layer embedded in the human performances (e.g. likeness, embodiment or interpretation versus the underlying movement or speech). The model can filter out markers, or data points, it does not seek to reproduce in the Deepfake. This results in the faithful synthetic imitation of a performer executing an entirely new, or different, speech or movement.

Most current Deepfake models use what are called a ‘target’ performance (executed by a target performer) and a ‘driving’ performance (executed by another performer, the driving performer). Both the ‘target’ and ‘driving’ performance are ‘source’ performances that the neural networks will learn from to generate the Deepfake. These source performances constitute the input data. The Deepfake constitutes the output data.

A ‘target’ performance is typically the performance from which the likeness of the performer and/or the interpretation is sought to be captured, reproduced and re-created in the synthetic performance. The ‘driving’ performance is typically used to manipulate the target performance so as to have it express new or different movements, expressions or sounds.

The Deepfake consists of synthetic data generated (or in AI terminology ‘generalized’) on the basis of performances by at least two performers (the target and driving performer). To what extent each of the source performances will influence the Deepfake depends on the desired effect and will be reflected in the design of the AI protocol.

In the example of the Virtual Maggie project (2018-present), film director and scholar Dominic Lees seeks to synthetise Margaret Thatcher to have her Deepfake feature in a period film (Lees, 2021). AI systems used to generate Thatcher’s Deepfakes rely on recordings of her speeches and public appearances. Her synthetic avatar will be performing original dialogues and movement different from those featuring in the recordings of her ‘authentic’ performances. Thatcher’s Deepfake will be driven by the performance of another actress cast for this purpose. The actress’ driving performance is captured in a film, which will be processed by the AI system as ‘source data’, alongside the original recordings of Thatcher’s ‘real’ speeches.

It is important to stress that AI systems create new data (the synthetic performances) resembling existing input data (the pre-existing performances). AI systems in this regard are not comparable to other forms of digital reproductions such as re-mixing or collages. Some models of AI systems for synthetisation will produce output performances that are entirely synthetic, others are designed to integrate synthetic content into authentic, ‘real’ footage with a view to replace or edit part of a performance (Pavis, 2020: 6). This discussion focuses its analysis on fully synthetic output content.
**Disruption**

Synthetic performances or digital impersonations are not new and precede the emergence of Deepfakes. However, AI systems have introduced a step-change in the process of generating imitative synthetic performances, exemplified in Deepfakes (Whyte, 2020: 203–204; Yamaoka-Enkerlin, 2020: 729–730).

The technology used to generate Deepfakes, AI systems, is more accessible than any other technology capable of producing medium-to-high quality synthetic performances, like CGI or VFX. Deepfake technology is cheaper (requires less hardware or software to run), easier (requires fewer technical skills) and potentially quicker (depending on the input data used and output data desired) (Fletcher, 2018; Westerlund, 2019: 40–41; Caldera, 2019: 182–184; Lees, 2021). Unlike traditional methods, AI systems are also open source and available online. As AI technology develops, AI systems are soon expected to produce better results than traditional methods. Consequently, the making of high-quality or complex synthetic performances is no longer the preserve of well-resourced organisations or trained experts.

Another novel aspect of Deepfakes, enabled by AI systems, is their capacity to be produced from wide-ranging sources or formats of input data. Deepfakes can be made based on data captured from live performances, performance fixed in sound recording, and still or moving images. AI systems can also be trained to generate output synthetic data of a different format than that of the input data. For example, AI systems can be designed to generate (synthetic) moving images from still images.

**Primary stakeholders**

In the context of a reflection on a balanced regulatory framework for Deepfakes, it is important to clearly define the key stakeholders involved in generating this type of content. This analysis identifies four key stakeholders:

1. the person(s) represented in the input data used to generate the Deepfake, the ‘Deepfaked person(s)’;
2. the person(s) generating the Deepfake, ‘the “Deepfake maker(s)”’;
3. the person(s) receiving or viewing the Deepfake, the audience of ‘Deepfake viewer(s)’; and,
4. the person offering means to disseminate the Deepfake, such as distributors, online service providers or other intermediaries, the ‘Deepfake disseminator(s)’.

If we apply this typology of stakeholders to the example of Virtual Maggie introduced earlier, we obtain:

1. Margaret Thatcher and the actress driving the Deepfake as the ‘Deepfaked persons’;
2. Film director Lees and his creative team generating the Deepfake acting as ‘Deepfake makers’;
3. The audience of the film are the ‘Deepfake viewers’;
4. The film distributors or online service providers facilitating the public dissemination of the film as the ‘Deepfake disseminator(s)’.

There may also be secondary stakeholders, which we define as individuals who do not directly come into contact with a Deepfake, but who may be affected by the actions or decisions of those who have. In the example of a Deepfake shared for the purpose of influencing elections, secondary
stakeholders will include any individual bound or affected by the results of the vote, who did not also come into contact with the Deepfake. The category of secondary stakeholders is thus broad and likely to evolve as applications of Deepfake technology expand. For this reason, the analysis focuses its principled approach on primary stakeholders.

**A principled approach for a balanced regulatory response to Deepfakes**

This article proposes a principled approach to the regulation of Deepfakes which balances the interests of stakeholders and the applications of the technology. This approach responds to a tendency of law experts and legislators to focus on malicious uses of the technology to the detriment of other applications.

| Jurisdictions | Status at the time of writing (March 2021) |
|---------------|------------------------------------------|
| Australia     |                                         |
| New South Wales | Crimes Amendment (Intimate Images) Act (2017) No 29 | Enacted |
| Western Australia | Criminal Law Amendment (Intimate Images) Act 2019 No 004 | Enacted |
| European Union | European Commission (2021) Proposal for a regulation of the European Parliament and of the Council laying down harmonized rules on artificial intelligence (Artificial Intelligence Act) and amending certain Union legislative Acts. COM/2021/206 final | Proposed |
| France        | Law 2018-1202 (France). LOI n° 2018-1202 du 22 décembre 2018 relative à la lutte contre la manipulation de l’information (2). JORF n°0297 du 23 décembre 2018, articles 6, 8 and 10 | Enacted |
| Electoral Code. Code électoral, Articles L163-1; L163-2 | Enacted |
| United States |                                         |
| Federal level | Malicious Deep Fake Prohibition Act of 2018 S.3805 | Proposed |
| Defending Each and Every Person from False Appearances by Keeping Exploitation Subject to Accountability Act of 2019 (Accountability Act) H.R.3230 | Proposed |
| California    | Assembly Bill No 730, An act to amend, repeal, and add Section 35 of the Code of Civil Procedure, and to amend, add, and repeal Section 20010 of the Elections Code, relating to elections | Enacted |
| New York      | Senate Bill S5959D | Enacted |
| Assembly Bill A5605C | Enacted |
| Texas         | Election Code, s.255.004 | Enacted |

(continued)
This approach will be particularly relevant to jurisdictions where regulatory responses are under discussion by policy-makers but reforms have not yet taken place. This is the case of the UK and the European Union, for example (Pavis, 2020; UK Intellectual Property Office, 2021, UK Law Commission, 2018; UK Intellectual Property Office, 2020; European Commission, 2021). In jurisdictions where reform has already occurred (Table 1), this principled approach can be used as a critical tool to measure effectiveness and assess the need for further reform.

**Table 1.** (continued)

| Jurisdictions | Status at the time of writing (March 2021) |
|---------------|------------------------------------------|
| Virginia      |                                          |
| Bill No 2678. A Bill to amend and reenact §18.2–386.2 of the Code of Virginia, relating to unlawful dissemination or sale of images of another; falsely created videographic or still image; penalty (Virginia) Enacted |

Crimes Amendment (Intimate Images) Act 2017 No 29 (New South Wales) available at [https://legislation.nsw.gov.au/#/view/act/2017/29/full](https://legislation.nsw.gov.au/#/view/act/2017/29/full)

Criminal Law Amendment (Intimate Images) Act 2019 No 004 (Western Australia) available at [https://www.legislation.wa.gov.au/legislation/statutes.nsf/law_a147218.html](https://www.legislation.wa.gov.au/legislation/statutes.nsf/law_a147218.html)

European Commission (2021) Proposal for a regulation of the European Parliament and of the Council laying down harmonized rules on artificial intelligence (Artificial Intelligence Act) and amending certain Union legislative Acts. COM/2021/206 final. Available at [https://eur-lex.europa.eu/legal-content/ES/TXT/?uri=COM:2021:206:FIN](https://eur-lex.europa.eu/legal-content/ES/TXT/?uri=COM:2021:206:FIN). (accessed on 2 June 2021)

Law 2018-1202 (France). LOI n° 2018-1202 du 22 décembre 2018 relative à la lutte contre la manipulation de l’information (2). JORF n°0297 du 23 décembre 2018. Available at [https://www.legifrance.gouv.fr/jorf/id/JORFTEXT000037847559](https://www.legifrance.gouv.fr/jorf/id/JORFTEXT000037847559)

Electoral Code (France). Code electoral. Available at [https://www.legifrance.gouv.fr/codes/texte_lc/LEGITEXT000006070239/2021-02-01/](https://www.legifrance.gouv.fr/codes/texte_lc/LEGITEXT000006070239/2021-02-01/)

Malicious Deep Fake Prohibition Act of 2018 S.3805. Available at [https://www.congress.gov/bill/115th-congress/senate-bill/3805](https://www.congress.gov/bill/115th-congress/senate-bill/3805)

Defending Each and Every Person from False Appearances by Keeping Exploitation Subject to Accountability Act of 2019 (Accountability Act) H.R.3230. Available at [https://www.congress.gov/bill/116th-congress/house-bill/3230](https://www.congress.gov/bill/116th-congress/house-bill/3230)

Assembly Bill No 730. An act to amend, repeal, and add Section 35 of the Code of Civil Procedure, and to amend, add, and repeal Section 20010 of the Elections Code, relating to elections. Available at [https://leginfo.legislature.ca.gov/faces/billStatusClient.xhtml?bill_id=201920200AB730](https://leginfo.legislature.ca.gov/faces/billStatusClient.xhtml?bill_id=201920200AB730)

Senate Bill S5959D (New York) available at [https://www.nysenate.gov/legislation/bills/2019/s5959](https://www.nysenate.gov/legislation/bills/2019/s5959)

Assembly Bill A5605C (New York) available at [https://www.nysenate.gov/legislation/bills/2019/a5605/amendment/c](https://www.nysenate.gov/legislation/bills/2019/a5605/amendment/c)

Election Code (Texas) available at [https://statutes.capitol.texas.gov/Docs/EL/htm/EL.255.htm#255.004](https://statutes.capitol.texas.gov/Docs/EL/htm/EL.255.htm#255.004)

Bill No 2678. A Bill to Amend and Reenact §18.2–386.2 of the Code of Virginia, relating to unlawful dissemination or sale of images of another; falsely created videographic or still image; penalty (Virginia) Available at [https://lis.virginia.gov/cgi-bin/legp604.exe?191+ful+HB2678S1+hil](https://lis.virginia.gov/cgi-bin/legp604.exe?191+ful+HB2678S1+hil)

This approach will be particularly relevant to jurisdictions where regulatory responses are under discussion by policy-makers but reforms have not yet taken place. This is the case of the UK and the European Union, for example (Pavis, 2020; UK Intellectual Property Office, 2021, UK Law Commission, 2018; UK Intellectual Property Office, 2020; European Commission, 2021). In jurisdictions where reform has already occurred (Table 1), this principled approach can be used as a critical tool to measure effectiveness and assess the need for further reform.

**Principles for a balanced regulatory response**

This analysis identifies three key principles to developing balanced regulatory responses to Deepfakes. Regulatory responses and policies must demonstrate:

1. an accurate understanding of the technology and the way in which it synthetises data (Principle 1);
2. the capacity to account for negative (harmful) and positive (beneficial) applications of the technology (Principle 2); and
3. A clear definition of the primary stakeholders in Deepfakes combined with the balancing of their interests (Principle 3).

The reform of performers’ rights described in the section A reform of performers’ rights implements these three principles.

A benchmark of legal standards for the balanced regulation of Deepfakes

This section translates this principled approach into legal standards for the regulation of Deepfakes. This sub-section outlines these standards for each primary stakeholder in the context of positive and negative applications of Deepfake technology. Taken together, these legal standards form a benchmark to assess current and future reforms on Deepfakes. A balanced legal approach to the interests of each primary stakeholder would require providing for:

**The Deepfaked person(s)**

(a) The ability for individuals to prohibit certain Deepfakes in which they are represented. This may take the form of a legal right to be free from harm caused by certain Deepfakes.

(b) The ability for individuals to authorize commercial and non-commercial uses of certain Deepfakes in which they are represented. This requires the legal right to consent to, or authorize Deepfakes, as well as the possibility to form secure contracts to that effect.

(c) Access to effective remedies to support the control of certain Deepfakes in which they are represented. Remedies are effective when: they involve no to low costs of enforcement; they can be quickly implemented; they take the appropriate form (e.g. damages, injunctions, content blocking or removal); they grant an appropriate level of compensation on account of all forms of recognized harm (economic, physical, psychological and moral or reputational harm); they are enforceable against the relevant primary stakeholders (e.g. Deepfake makers or Deepfake disseminators) and they are enforceable across jurisdictions (cross-border enforcement).

(d) These prerogatives would need to be carefully balanced with the interests of the other primary stakeholders. This may generate obligations or duties bearing on the Deepfaked person. An example of such obligation or duties may include the obligation or duty to respect the freedom of expression of other individuals generating Deepfakes – under certain circumstances.

**The Deepfake maker**

(a) The ability for individuals and organisations to generate Deepfakes. This requires the formal recognition of a right to generate certain Deepfakes; the possibility to form secure contracts for the generation and dissemination of such Deepfakes.

(b) The ability for individuals and organisations to authorize commercial and non-commercial uses of the Deepfakes that individuals have generated. This may come in the form of a right in the nature of intellectual property or other. This will require the possibility to form secure contracts on the use and reuse of the Deepfakes they have generated.

(c) Access to effective remedies to support the control over the Deepfakes individuals have generated. See above for a description of what may constitute an effective remedy.

(d) Again, these prerogatives would need to be balanced with the interests of the other primary stakeholders. This may generate obligations or duties bearing on the Deepfake maker. For example, there may be limitations on an individual’s right to generate a Deepfake rooted in
the right to privacy of the Deepfaked person(s). Similarly, the rights of the Deepfake viewer may override certain prerogatives of the Deepfake maker.

The Deepfake viewer

(a) The ability for individuals to access, or engage with, certain Deepfakes. This may require the recognition of a legal right to that effect.

(b) The ability for individuals to detect certain Deepfakes before or immediately after viewing. This may require the recognition of a legal right to that effect or as an obligation bearing on Deepfake makers or Deepfake disseminators.

(e) Access to effective remedies to protect these prerogatives. See above for a description of what may constitute an effective remedy.

(c) Again, these prerogatives would need to be balanced with the interests of other primary stakeholders. This may generate obligations or duties bearing on the Deepfake viewer. For example, one may imagine the creation of an obligation or duty for Deepfake viewers to report harmful Deepfakes in certain circumstances.

The Deepfake disseminator

(a) The ability to disseminate certain Deepfakes, and control their dissemination. This may require the formal recognition of a right to that effect as well as the possibility to form secure contracts.

(b) The ability to determine Deepfakes appropriate for dissemination effectively. This may come in the form of a clear definition of what constitutes a Deepfake appropriate for dissemination, and a clear account of Deepfake disseminators’ liability in disseminating inappropriate Deepfakes.

(f) Access to effective remedies to protect these prerogatives. See above for a description of what may constitute an effective remedy.

Again, these prerogatives would need to be balanced with the interests of other primary stakeholders. This will likely generate obligations or duties bearing on the Deepfake disseminator similar to existing obligations resting on online service providers and content publishers in relation to intellectual property infringement, libel or children protection. For example, such obligations may involve the duty to take-down content following notification by a relevant party that infringing activity is taking place on the Deepfake disseminator’s platform, or the duty to signal to Deepfake viewers that they are accessing synthetic content.

Gaps in knowledge

This article posits that the current state of scientific knowledge on Deepfakes is not sufficient to support the implementation of all aspects of this benchmark. At least two critical gaps have been noted by experts. The first is a gap in knowledge about positive or beneficial applications (pertinent to Principle 2). The second notes a gap in knowledge on the experience of Deepfake viewers (pertinent to Principle 3).

Positive or beneficial applications. Both the legal scholarship (e.g. Chesney and Citron, 2019b; Delfino, 2020; Franks and Waldman, 2019; Ice, 2019; James, 2020; O’Connell, 2020; Pechenik Gieseke, 2020) and recent legislative efforts have tended to focus on malicious Deepfakes (e.g. Table 1).
This is also true of the UK where the government commissioned a review of the law on online sexual abuse or image-based abuse which included Deepfakes (Law Commission, 2018). By contrast, Deepfakes were left out of the scope of a subsequent government review assessing the need to reform the UK intellectual property framework in light of AI technology (Pavis, 2020; UK Intellectual Property Office, 2020). The first review includes Deepfakes for the purpose of sanction, whereas they are excluded from a discussion focused on supporting innovation in the second.

There are two exceptions to this over-focus on malicious applications of Deepfakes in global policy-making which should be noted. The first is the reform of privacy and publicity rights in the state of New York (US), as the scope of these rights would cover consensual and non-consensual uses of the technology (Assembly Bill AA5605C; Senate Bill S5959D). The second is the very recent proposal by the European Commission published in April 2021. This proposal does not frame Deepfakes as harmful so long as the manipulation of input data is clearly communicated (European Commission, 2021: 5.2.4, Art.52).

A cause or consequence of this over-focus on malicious applications is a lack of critical reflection and empirical evidence regarding positive or beneficial uses of Deepfakes. This leads to a gap in the knowledge of what may constitute an appropriate, justified or legitimate Deepfake. Similarly, stakeholders’ interests in generating and distributing this type of Deepfake are not yet well understood.

This over-focus on malicious applications creates an oversight of legitimate uses of Deepfakes in policy-making (Pavis, 2020). This article contributes to bridging this gap by putting forward a regulatory tool (performers’ rights) capable of regulating certain positive applications of Deepfake technology.

The Deepfake viewer. At present, the role of the viewer, the audience or the ‘networked public’ in realizing the harms and benefits of Deepfakes remains under-explored (Bode, 2021; Ekaratne, 2020: 355). The ‘viewer’ of Deepfakes requires further interdisciplinary research and critical analysis by scholars and integrating into regulatory measures by law-makers (Bode, 2021; Helm and Nasu, 2021). As argued by Bode (2021) in her seminal work on the topic, viewers’ reception of Deepfakes is nuanced, complex and very subtly affected by context or the individuals’ own background knowledge on the content to which they are exposed.

To date, legal responses and analyses have tended to focus on defining the behaviour of the wrongdoer (the person(s) making the Deepfakes) and the person(s) harmed by the Deepfakes (the person represented in the Deepfake). Viewers, and their reception of Deepfakes, have been overlooked in this assessment.

This criticism was raised by Helm and Nasu (2021) in relation to anti-fake news regulation and can be repeated in the context of Deepfakes reforms. Helm and Nasu stress the need for anti-fake news regulation to engage with empirical evidence on the viewer’s reception of manipulated content to be effective.

Where the impact of Deepfakes on the viewer was central to legal reforms, as it is the case of anti-fake news regulation or amendments to electoral laws, these measures were introduced on the basis of assumed or presumed reception by viewers without consideration for established empirical evidence from scientific studies on information disorder (Helm and Nasu, 2021) and audiences’ reception of fiction and non-fiction content (Bode, 2021).

Similarly, there has been no critical or legal doctrinal analysis performed on the rights and liabilities of Deepfakes viewers when engaging with Deepfakes. Again, the proposal by the European Commission may be the one exception. The text recommends the introduction of transparency obligations for ‘providers’ of Deepfakes to empower the viewer in making ‘informed choices or step back from a given situation’ (European Commission, 2021: para.5.2.4).
Noting both of these gaps in knowledge, this article chooses to focus on developing regulatory solutions for positive and negative applications of Deepfake technology in relation to the better understood aspect of the benchmark: the Deepfaked person(s).

**Existing standard of protection for the Deepfaked person**

This section reviews the laws of England and Wales against the benchmark with a focus on the interests of the Deepfaked person. In doing so, it identifies seven main limitations in the standard of protection available to this primary stakeholder, which can be overcome with a reform in performers’ rights as argued below (Raising standards of protection for the Deepfaked person: a solution in performers’ rights and A reform of performers’ rights).

A note on language and references before turning to this review. The following discussion uses the term ‘legal remedies’ to refer to legal provisions, causes of actions or other forms of judicial relief enforcing legal rights recognized in law, and enforceable by a court or a public body, regardless of their criminal or civil nature.

As for references, the primary sources of law relevant to this analysis feature in footnotes to ease reading. References to leading or recent commentary by law specialists on the practical application of these remedies are indicated in the text as an alternative, more accessible, source for readers. Where available, commentary specific to Deepfakes is given precedence. This simplified approach to language and references speaks to the need for developing legal analysis on Deepfakes accessible to non-lawyers.

**Existing legal remedies for the protection of Deepfaked persons in England and Wales**

In England and Wales, the key remedies relevant to regulating Deepfakes amount to no less than 13 civil causes of action and criminal offenses (Farish, 2020a, 2020b; O’Connell, 2020; Perot and Mostert, 2020). Despite this range, this analysis demonstrates that none provide sufficient protection for the Deepfaked person’s interests.

These legal remedies include: the right to privacy also known as the tort of misuse of private information (Farish, 2020a; Gomery, 2007; O’Connell, 2020); the tort of breach of confidence (Deazley, 2003; Farish, 2020b); the tort of passing off (Oke, 2020; Tan, 2017); the tort of defamation (Farish, 2020b; Waever, 2020); the tort of malicious falsehood (Farish, 2020b; Smith, 2020); copyright (O’Connor, 2020; O’Connell and Bakina, 2020; Perrot and Mostert, 2020); performers’ rights (Farish, 2020b; Pavis, 2020, 2021a, 2021b); remedies under data protection regulation (Farish, 2020b); civil and criminal remedies against harassment (Bliss, 2019; Farish, 2020b); private sexual image regulation (O’Connell, 2020); communications offences (Farish, 2020b; Greenberg, 2021); offences for the misuse of computers (Farish, 2020b; Montasari et al., 2016).

**Limitations of existing remedies for the protection of Deepfaked persons**

These remedies are assessed against the standards safeguarding the Deepfaked person’s interests, as outlined above.

**Limitation 1 – post-mortem use of source data.** Existing legal remedies do not apply well, or at all, to unauthorized uses of data after the death of the person represented in the data, that is, use of data post-mortem (Edwards and Harbinja, 2013; Gibson, 2020; Harbinja, 2017). This limitation has affected the application of the right of privacy, malicious falsehood and defamation. These remedies would be ineffectual in regulating unauthorized Deepfakes using data post-mortem.
Limitation 2 – use of public source data and source data about public figures. Existing legal remedies do not apply well, or sometimes at all, to unauthorized uses of data that was previously made public lawfully, or that relates to public figures (Campbell, 2020; Farish, 2020a; Gomery, 2007; O’Connell, 2020: 19–20). Unauthorized uses, or reuses, of such data have limited the application of the right of privacy and breach of confidence in the past. These remedies would be ineffectual in regulating unauthorized Deepfakes that were generated using public data or data about public figures.

Limitation 3 – use of data about unknown (private) individuals. Claims seeking to control individuals’ reputation or goodwill will be limited for those who cannot prove they enjoy such reputation or goodwill in the first place, such unknown or private individuals or anyone not able to evidence the extent of their reputation (Carty, 2012; Oke, 2020; Tan, 2017; Wragg, 2020). This limitation affects claims of passing off primarily, which will be less effective in regulating Deepfakes made using data related to a private person.

Limitation 4 – use of data by unknown or anonymous individuals. The vast majority of claims or legal proceedings will be limited, or defeated, against defendants that are unknown to the claimant for their identity or whose acts have remained anonymous. This is the case for many forms of online publications. This also affects any legal remedies exclusively directed at the wrongdoer, rather than third parties involved in, or participating in the incident causing harm such as individuals or organisation re-using, re-uploading or hosting unauthorized Deepfakes created by someone else (O’Connell, 2020).

Use of data by unknown or anonymous individuals, limit all the listed legal remedies except two: copyright and defamation. Defamation and copyright laws provide take-down notifications which can be issued against internet platforms, hosts or publishers to withdraw materials alleged to be infringing upon the rightsholder’s copyright.14 Online platforms are required to take-down content upon notice by the person represented in the data (O’Connell, 2020: 58–59; Coors, 2015: 75).

Limitation 5 – use of data that does not lead to ‘serious harm’ or quantifiable economic harm. Another limitation of existing legal remedies is their focus on ‘serious harm’ (defamation, Rudkin, 2014) or quantifiable economic harm (malicious falsehood, Smith, 2020; passing off, Wadlow, 2016). This limits the application of certain remedies to cases where authorized used of data, via Deepfakes or other means, does not lead to what a court would regard as ‘serious harm’ or quantifiable economic damage. Damages for pain and suffering, notably psychological harm such as distress are also recognized, but the amount awarded tends to be substantially lower than in the context of quantifiable economic harm that can be evidenced by the claimant.15 This limits the effectiveness of the right of privacy and breach of confidence (Saied, 2020).

Limitation 6 – use of data representing someone else than the owner of the data. Ownership of data does not always belong to the person represented in it. For example, content may be owned by intellectual property rights that do not belong to the person represented in, or whose face, voice, likeness or performance features in the data. A typical example of this limitation is copyright. Most material created for the purpose of online publications, or content distribution broadly understood, are eligible for copyright protection. But there are rare instances where the copyright in the materials is owned by the person featuring in it (Gibson, 2020; O’Connell, 2020; Pavis, 2018). For example, an article relating a person’s biography will belong to the author of the text, rather than the person reflected in the text. The photograph of an individual will place right to copyright in the hands of the photographer rather than the person being photographed.
Limitation 7 – international or cross-border use of data. Existing legal remedies do not apply well, or at all, to unauthorized uses of data outside the jurisdiction of the person represented in the data, or in jurisdictions with lower levels of protection (Gibson, 2020). This limitation is particularly problematic for online communications as these activities can easily occur cross-border. The absence of international harmonisation of the legal remedies makes cross-border judicial proceedings difficult. This limitation affects all of the listed legal remedies except copyright and performers’ rights. Both rights have received a degree of international harmonisation. Data protection regulations are also harmonised at the regional level of the European Union.

Raising standards of protection for the Deepfaked person: a solution in performers’ rights

This article proposes performers’ rights as a more sophisticated legal response to Deepfakes than existing legal remedies, because their regime would raise the standards of protection granted to Deepfaked persons. This section describes this regime to demonstrate the contribution performers’ rights can make to re-balancing the regulation of Deepfakes if adequately reformed.

Description of performers’ rights

Performers’ rights are a type of intellectual property rights. Performers’ rights, as their name indicates, protect the economic and moral rights interests of ‘performers’ in making and selling recordings of their work (the performances). Performers’ rights are similar to, but should not be confused with, copyright.

Protected ‘performances’ and ‘performers’. Performers’ rights have a wide scope of application because the definition of a ‘protected performance’ or a ‘protected performer’ in the meaning of intellectual property law has been written in broad terms by national (UK) and international legislators (Pavis, 2018, 2020).

The law classes as protected ‘performance’ for the purpose of performers’ rights anyone who speaks sings, dances or simply moves with the intention to convey dramatic meaning (understood broadly) (Arnold, 2016; Pavis, 2018, 2019: 63, 149). Such a ‘performance’ can be live or fixed in a recording. This definition includes improvisations, spontaneous expressions as well as rehearsed content.

Importantly, the law makes no reference to notions of originality, quality, aesthetic merit, professional or amateur status in defining protected performances or performers. Similarly, there is no requirement based on the performer’s reputation, notoriety, professional or amateur status, or goodwill to receive protection under performers’ rights.

Under this definition, teachers, politicians, journalists as well as individuals sharing their videos on social media are ‘performers’ legally entitled to control the records made of their ‘performances’ (Pavis, 2018, 2019). As a result, the use of these recordings as input data to generate a Deepfake would fall within the scope of performers’ rights granting protection to the target and driving individual (if adequately reformed) (Pavis, 2020).

In this regard, the scope of application of performers’ rights is more flexible than most other legal remedies, and addresses Limitations 2 and 4.

Consent and control over the ‘performances’. Performers’ rights give performers control over their performance, whether it is live or recorded. This control is two-fold as it manifests in the legal right
to consent to the fixation of their performances in recordings (in sound recordings or films) on the one hand, and the legal right to consent to the subsequent use of these recordings on the other hand.20

Consequently, and with the appropriate reform, performers’ rights would apply to any form of input data capturing an individual’s performance whether they are the target or driving performance. Similarly, performers’ rights would also apply regardless of whether the input performances synthesised by AI systems are live or in still photographs, sound recordings or films (Pavis, 2020).

Performers’ rights also include moral rights that guarantee that their work is treated with respect, or in accordance with industry standards, and that performers are acknowledged for their contribution to a performance or larger productions.21

The law regards the act of recording (or fixing) a performance and use of that recording as separate activities, each requiring the consent of the performer. In practice this means that a performer must consent to the fixation of their performance in a recording, and to the use of these recordings separately. For example, an actor or a musician must authorize the recording of their performance in the studio. Their consent is also required for the producer to release that recording to the public. Similarly, such consent would also be required if these recordings were being used for the purpose of synthetisation, following the reform recommended below in the section A reform of performers’ rights.

Consenting to the recording of a performance and to the subsequent use of that recording is managed via contracts, under conditions provided by the law. Extending the application of performers’ rights to Deepfakes allows Deepfaked persons, Deepfake makers and disseminators to form legally secure contracts for the making and dissemination of legitimate Deepfakes. This will also allow Deepfaked persons to benefit from the commercialisation of Deepfakes representing them, where appropriate.

It is technically possible to consent to the synthetisation of one’s performance by contract, without the existence of recognized intellectual property rights like performers’ rights. This was illustrated by the Rooney Case 22 in which a professional footballer commercialized his image through contract despite the fact that image rights do not exist in England and Wales. This practice is, however, less secure, and will give rise to lower, or uncertain, levels of damages in cases of infringement.23 It is also only available to individuals with high to very high contractual bargaining power.

The ownership of performers’ rights first belongs to the performance, that is, the individual represented in the performance. As such performers’ rights would resolve Limitation 6.

**Remedies.** As an intellectual property right, performers’ rights give access to civil remedies enforceable in court by the rightsholder (the performer, or the person in the Deepfake). Remedies may come in the form of an injunction (i.e. an order of the court to withdraw content or refrain from publishing the content) or damages (i.e. financial compensation for the economic loss suffered by the making and dissemination of the Deepfakes). That performers’ rights include moral rights allows for the financial compensations of reputational or moral prejudice in the treatment of the performance in the Deepfake, as well as economic prejudice, thereby bridging Limitation 6.

Whilst those remedies are comprehensive, they require initiating legal proceedings which can be costly. Civil legal proceedings also necessitate knowing the identity of the right infringer which, as per Limitation 5, will not always be the case, notably in the context of anonymous online abuse. This limitation affects the current regime of performers’ rights but is mitigated by the proposals for reform outlined in the section Raising standards of protection for the Deepfaked person: a solution in performers’ rights.

Considering the online dissemination of Deepfakes, take-down notices can be a valuable remedy fit for the harm at play. This remedy can be a tool to involve platforms in governance of Deepfakes.
However, this approach is not without criticism, as platforms tend to be over-zealous in withdrawing content to avoid liability both in the context of copyright infringement (Blythe, 2019; Garstka and Polanski, 2019) and speech regulation (Schwiddesssen et al., 2018).

**Duration of protection.** Performers’ rights last at least for a period of 50 years starting from the year the performance occurred or was published. The rights can survive the death of the performer,24 and be managed by their heirs to control post-mortem uses (addressing Limitation 1).25

**Exceptions to protection by performers’ rights.** Like copyright, performers’ rights provide for a series of ‘exceptions’ and ‘limitations’ to protection in cases to allow uses of protected performances without the consent of the rightsholder (the performer) (Arnold, 2016: 288–231).26 These ‘exceptions’ and ‘limitations’ aim to balance the protection given to performers with the interests of other stakeholders such as producers, distributors and the public who may want to reuse performances in ways which are consistent with their right to free speech and creative expression.

**International harmonisation.** Like copyright, performers’ rights have received international recognition in a series of conventions and treaties and have been harmonized in this process.27 Consequently, performers’ rights are a common, and harmonised feature, for a large number of jurisdictions. As such, they can offer a meaningful response to cross-border issues like those posed by Deepfakes by providing a legal basis for a global regulatory response to Deepfakes by the international community. This is an advantage performers’ rights hold over regulatory solutions based on image rights or personality rights for which there is no existing framework of international harmonisation for the international community of policy-makers to build on.

This international harmonisation enables parties to form secure contracts between jurisdictions providing the similar level of protection under performers’ rights. It will facilitate the enforcement of performers’ rights in the event of infringement in another, or multiple, jurisdictions where the level of protection is harmonized. This aspect of performers’ rights also addresses Limitation 7.

**Performers’ rights applied to Deepfakes: an illustration**

If performers’ rights applied in the case of Virtual Maggie by Lees, the performances of two individuals would be subject to performers’ rights (if these were to be reformed accordingly). The first is Margaret Thatcher herself, for the performances captured in the recordings used by the AI systems to generate her digital avatar. The second is the actress driving Thatcher’s digital avatar. In this context, the Deepfake generated under Lees’ direction holds two sets of performers’ rights, one belonging to Margaret Thatcher’s estate and another belonging to the actress. Lees would need to secure the consent of each rightsholder (Thatcher’s estate and the actress) to use each of their performances to generate Thatcher’s Deepfake. This would be done through a contractual agreement to that effect. A full transfer of rights from the performers to Lees would need to be recorded in writing and be signed by the performers, giving them both the opportunity to negotiate suitable terms and remuneration.

It is also possible to conceive Thatcher’s Deepfake as a third protected performance subject to its own set of performers’ rights – should performers’ rights be reformed in this regard (Pavis, 2020; UKIPO, 2020). If so, it is expected that the performers’ rights vested in the (new) digital performance (the Deepfake) was jointly owned by both Thatcher’s estate and the actress. Both of their consent would be required for the subsequent use of the Deepfake, by Lees or other third parties. It is both possible and plausible that Lees and/or his creative team would have made a substantial creative contribution to the
rendering of the new digital performance (the Deepfake) due to the collaborative nature of the making process. If so, it is legally conceivable to reflect the collaborative nature of the process in the distribution of rights by listing Lees and/or his creative team as joint-owners (McDonagh, 2021; Simone, 2019). All of the above requires a reform of performers’ rights as outlined in the section A reform of performers’ rights.

Assessment of performers’ rights against the benchmark

Performers’ rights address the seven limitations faced by existing legal remedies. As such performers’ rights fares significantly better than existing remedies in achieving the standard of protection set by our benchmark.

The benchmark required that individuals (protected performers) receive:

(a) the ability to prohibit and sanction certain Deepfakes, which performers’ rights confer in the form of property and non-property rights to consent to the fixation of performances and the subsequent use of these recordings.

(b) the ability to authorize and control certain Deepfakes for commercial and non-commercial uses, which performers’ rights provide by granting intellectual property rights transferrable via a secure contract. The international harmonisation of performers’ rights offers the possibility of forming cross-border contracts.

(c) access to effective remedies, which performers’ rights provide to the extent that they give access to damages, injunctions as well as take-down notices against certain Deepfake disseminators (if adequately reformed). Remedies would account for both economic and moral interests to the extent that the regime of protection includes economic and moral rights. Performers’ rights’ international harmonisation also offers a degree of cross-border enforcement of rights.

(d) legal protection balanced with the interests of other primary stakeholders; performers’ rights make provision for such balancing of interests in its provisions for exceptions to protection.

At this stage, two aspects in the standard of protection provided by performers’ rights for the Deepfaked person could be improved, separate from the reform proposed below.

The first relates to improving the effectiveness of remedies. Performers’ rights are civil remedies and require active engagement by the rightsholder (the Deepfaked persons) with legal proceedings. These remedies rely on the Deepfake persons’ financial resources and legal knowledge to engage with such proceedings. This obstacle could be mitigated by the introduction of complementary support allowing a third party such as the state (via prosecution) or other organisations (such as Deepfake disseminators, a regulatory body or representative organisations) to take actions on behalf of Deepfaked persons or in defence of their interests. This can be achieved via a reform of criminal legislation or the introduction of ad hoc regulations to that effect. For this reason, it is argued that the benchmark for the protection of Deepfake persons’ interests is more likely to be met through a regulatory response combining a reform of performers’ rights and a reform of criminal legislation, or an equivalent.

The second regards the exceptions to performers’ rights protection provided by statutory law. These exceptions are fundamental to the balancing of stakeholders’ interests vested in intellectual property framework, and as such they are core to this area of law. Similar exceptions are found in copyright law, and to an extent patent law. However, exceptions to protection in copyright and
patent law have been criticized by law experts for being too narrow, and not sufficient in providing an effective balance of interests between stakeholders and the public (i.e. users of the technology protected by the law) (Deazley, 2017; Jacques, 2019; Walsh et al., 2021). These criticisms would apply to the current regime of performers’ rights, limiting its performance on this aspect of the benchmark. Consequently, a reform of performers’ rights may require a revision of current exceptions to protection to better account for the interests of other primary stakeholders in Deepfakes (Pavis, 2020: 13).

Setting these caveats aside, performers’ rights perform well against this benchmark – no pun intended. However, this result can only be achieved if performers’ rights are reformed. This is because Deepfakes and Deepfake technology falls outside the scope of protection conferred by performers’ rights at present.

A reform of performers’ rights

In making its case for performers’ rights as a suitable regulatory response to Deepfakes, this article uncovers a tension: whilst performers’ rights are an attractive solution to regulate Deepfakes, this technology also challenges their scope of application. This is because Deepfakes uses content protected by performers’ rights (performances) in a way unforeseen by intellectual property policymakers at the time these rights were introduced into law. In order for performers’ rights to live up to the benchmark described in the section A principled approach for a balanced regulatory response to Deepfakes, they require reform.

A reform of performers’ rights will ensure this proposal complies with Principle 1, 2 and 3 of the approach to policy-making on Deepfakes proposed as a starting point of this analysis.

The gap in performers’ rights

Performers’ rights currently protect the recording of a performance and the reproductions (or copies) of that recording. Performers can only control the fixed, recorded, version of their performance. By contrast, the content of the recording, the performance, is not protected and can be re-performed and imitated without consequences under performers’ rights. This legal detail has significant implications in practice because it means that a performer has no (intellectual property) right to the substance or style of their performance (Arnold, 2016: 149).

Deepfakes challenge the framework of performers’ rights insofar as it is capable of reproducing performances without generating a ‘recording’ or a ‘copy’ of a recording. In the strictest sense, AI systems used to generate Deepfakes do not record performances or copy recordings of performances, as explained in the section Definition and description of Deepfakes. Deepfakes reproduce performances without reproducing the recordings of those performances. As such, Deepfakes fall outside the scope of protection afforded by performers’ rights.

We return to our digital impersonation of Thatcher to clarify this point. Performances delivered by Thatcher in her public speeches are eligible for protection by performers’ rights and are available to us today in recorded form. If anyone makes a copy of these recordings, this would be an act of infringement of Thatcher’s performer’s rights. The same applies if someone had recorded Thatcher without her consent. However, the re-performance of Thatcher’s speeches by actors who closely imitate her appearance, her voice and her style of interpretation, does not. Neither does the synthetisation of Thatcher’s performances using AI systems. This is because, like the actors, AI systems are capable of producing a digital imitation of a performance without physically copying the recordings.
It is a little-known but key feature of performers’ rights that the protection attaches to the recording of the performance, and its subsequent use, rather than to the performance contained within the recording. This limitation on the legal protection conferred by performers’ rights is not new, and has been a feature of performers’ rights since their introduction at the international and national level in 1961 and 1988 for the UK.28

It is an essential difference between the regime of copyright (which would extend to the style and substance of the performance if it applied) and performers’ rights. The intention behind this limitation of performers’ rights’ regime is somewhat muddy. One the one hand, it can be explained by the intention of international and national legislators to create a clear demarcation between copyright and performers’ rights (Arnold, 2016: 8–13; Pavis, 2016a, 2016b). Performers were to receive a differentiated legal protection, lesser than that of authors. This questionable intention was written into the regime of performers’ rights in various places, including but not limited to the right of reproduction (Pavis, 2016a, 2016b).

On the other hand, it also appears that legislators did not anticipate the technological changes introduced by AI systems, necessitating augmented protection today. At the time performers’ rights were introduced, giving performers a legal right to control the substance of their performance would have only served to regulate re-performances by humans like look-alikes and sound-alikes. These were not regarded as threats serious enough to justify protection. It is argued that this status quo has changed with the application of AI systems to the synthetisation of performances, as exemplified by Deepfakes.

There is precedent for step-changes in the legal protection of performers to be triggered by technological developments. The UK and other jurisdictions introduced legal provisions to protect performers’ economic interest against the development of sound recording and films which allowed for the illegal bootlegging of performances in a way that could not be contained without legal rights (Arnold, 2016: 17–18). These national measures were then recognized by international law.29

Options for reform of performers’ rights

There are two routes for the reform of performers’ rights in response to Deepfakes. The first is an ad hoc amendment of existing legislative provisions. The second, and recommended option, involves migrating the regime of performers’ rights into the scope of copyright protection.

Amending performers’ rights (Option 1). National and international law could be amended to include the making of Deepfakes within the scope of activities controlled by performers’ rights. This amendment would require a modification of the statutory provisions defining the right to record a performance, and the right to make copies of these recordings to ensure that it covers reproduction of the performance itself, or at least references reproduction of performances via synthetisation (Pavis, 2020: 13–25).

In the UK, such modifications would have to be made to Sections 182 and Sections 182A of the CDPA, 1988. Under international law, equivalent modifications would have to be made to corresponding provisions, those being Articles 3 and/or Article 7 of the Rome Convention, and Articles 2, 6 and 7 of both the WPPT, 1996 and the Beijing Treaty (2012).

Alternatively, a similar outcome can be achieved by introducing a third, stand-alone, economic right to control or consent to the reproduction of the performance, at the national or international level (Pavis, 2020: 13–25).

This modification of the regime of performers’ rights would bring the performer’s legal protection closer to what authors receive under copyright, for which the right to control all forms of
reproduction of the work already exist (Griffiths, 2013: 768–775; Pihlajarinne, 2017). However, the two sets of rights would remain different on other aspects of their regimes such as duration or accessory liability. For these reasons, the second proposal of reform described below is preferred.

Creating a performers’ copyright (Option 2). National and international law could be reformed in order to extend copyright protection to performers; in effect, replacing existing performers’ rights with a performers’ copyright.

This reform can be achieved by adding current beneficiaries of performers’ rights to the list of individuals eligible for copyright protection. Under UK law, eligibility for copyright protection is determined with reference to the work, in our case the ‘performance’, provided that certain requirements are met such as categorisation, fixation, originality, not excluded on the grounds of public policy, and link to the UK.

The thrust of reform is relatively straightforward. It entails adding the word ‘performance’, and the appropriate definition for that word, to the list of copyright protected works. ‘Performance’ would also have to be referenced under Section 1(1) of the CDPA, and in a new separate section between Section 3A and Section 9 of the Act that would give a definition of ‘performance’ in this context.

Other minor modifications of the text may also be necessary in order to maintain the internal coherence of subsequent provisions detailing the regime of protection of copyright, no least in relation to equitable remuneration rights. Under international law, this reform may necessitate the introduction of a new international convention for it is a significant departure from our current nomenclature of intellectual property rights.

This reform of performer’s protection would have a number of valuable implications in addition to the benefits already indicated above. For example, the length of duration of the rights would be extended to the lifetime of the performer, plus 70 years, offering longer protection against inappropriate post-mortem Deepfakes. The reform will also give access to notices and take-downs described in the section Existing standards of protection for the Deepfaked person.

With the introduction of a performers’ copyright, performers’ rights may be redundant. For this reason, performers’ rights should be removed from national laws, where a stronger alternative form of protection has been provided.

Challenges of the reform

There are two key challenges to the reform of performers’ rights proposed in this reform. The first is that it would implement a step-change in intellectual property policy-making. The second regards the unintended negative effects that granting transferable rights over someone’s likeness (as captured in a performance) may have on the protection of Deepfaked persons in practice.

A step-change in intellectual property policy-making. Introducing a performers’ copyright represents a significant step-change from the standpoint of intellectual property policy-making. This reform would have the effect of redefining the taxonomy of rights separating authors’ rights (copyright) from performers’ rights (Pavis, 2016b). The second option, especially, substantially reshapes the landscape of intellectual property as we have known it for as long as performers’ rights have existed.

This reshaping of intellectual property law is justified for several reasons. First, this reform would offer a comprehensive and more sustainable legal response to Deepfakes. Second, it would simplify the structure of intellectual property by removing a sub-category of intellectual property right
(performers’ rights) and integrating it into the more-established regime of copyright. Third, this reform modernizes the intellectual framework by removing the archaic divide placed between authors and performers, which has no legitimate justifications today (Pavis, 2016a, 2016b).

**Unintended consequences of creating transferable rights in the nature of property.** This reform of performers’ rights will have the effect of creating transferable property rights over the performance and likeness of the Deepfaked persons. A similar development of publicity rights took place in the US (Rothman, 2018: 45–113). Rothman points to the unintended, perverse, effect of this transformation of the publicity right from a (non-transferable) right grounded in the protection of individuals’ privacy to a transferable property right rooted in individuals’ publicity and logics of intellectual property. She explains that this mutation lowered the standard of protection conferred to individuals, whom she calls ‘identity-holders’ (the Deepfaked persons in our analysis) in practice. This is because the transferable nature of publicity rights led to a loss of control by identity-holders over their identity where and when they lacked the bargaining power, financial resources or legal knowledge to negotiate equitable contractual terms with producers or distributors who acquired the rights (Rothman, 2018: 115–137). The proposed reform of performers’ rights could lead to similar results if suitable safeguards are not included, such as preventing or limiting the complete transfer of rights to third parties (Rothman, 2018: 115–137; Pavis, 2021b).

**Conclusion**

This article proposed a principled approach and benchmark for the formulation and review of regulatory responses to Deepfakes. The analysis applied these tools to measure the standard of protection given to individuals represented in Deepfakes by existing legal remedies in England and Wales. This analysis reveals that performers’ rights fair better against the benchmark of protection than existing legal remedies, and should be considered as a suitable route for reform in the regulation of Deepfakes. However, performers’ rights do require reform to achieve this outcome. This article argued that optimal results would be obtained by creating a performers’ copyright combined with a modification of criminal legislation. As regards performers’ rights, such a reform would serve to simplify and modernise the framework of intellectual property.
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