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1 Introduction

Let $K$ be a number field or a $p$-adic field, and let $R$ be its ring of integers. Let $G$ be a connected reductive group over $K$. By a model $\mathcal{G}$ of $G$ we mean a flat group scheme of finite type over $R$ such that $\mathcal{G}_R \cong G$. An important way to construct models of $G$ is the following. Let $V$ be a finite dimensional $K$-vector space, and let $\varrho: G \hookrightarrow \text{GL}(V)$ be an injective map of algebraic groups (throughout this paper we write $\text{GL}(V)$ for the abstract group, and $\text{GL}(V)$ for the associated algebraic group over $K$). We consider $G$ as an algebraic subgroup of $\text{GL}(V)$ via $\varrho$. Now let $\Lambda$ be a lattice in $V$, i.e. a locally free $R$-submodule of $V$ that generates $V$ as a $K$-vector space. Then $\text{GL}(\Lambda)$ is a group scheme over $R$ whose generic fibre is canonically isomorphic to $\text{GL}(V)$. Let $\text{mdl}_G(\Lambda)$ be the Zariski closure of $G$ in $\text{GL}(\Lambda)$; this is a model of $G$. In general, the group scheme $\text{mdl}_G(\Lambda)$ depends on the choice of $\Lambda$, and one can ask the following question:

**Question 1.1.** Suppose that $G$, its representation $V$, and its model $\text{mdl}_G(\Lambda)$ (as an isomorphism class of models of $G$) are given. To what extent can we recover the lattice $\Lambda \subset V$?

As a partial answer we can say that the group scheme $\text{mdl}_G(\Lambda)$ certainly does not determine $\Lambda$ uniquely. Let $g \in \text{GL}(V)$; then the automorphism $\text{inn}(g)$ of $\text{GL}(V)$ extends to an isomorphism $\text{GL}(\Lambda) \cong \text{GL}(g\Lambda)$. As such, we obtain an isomorphism between the group schemes $\text{mdl}_G(\Lambda)$ and $\text{mdl}_g^G(\Lambda)$ (as an isomorphism $\text{GL}(\Lambda)$). This shows that the group scheme $\text{mdl}_G(\Lambda)$ only depends on the $N(K)$-orbit of $\Lambda$, where $N$ is the scheme-theoretic normaliser of $G$ in $\text{GL}(V)$. The following theorem, which is the first main result of this paper, shows that $\text{mdl}_G(\Lambda)$ determines the $N(K)$-orbit of $\Lambda$ up to finite ambiguity.

**Theorem 2.4.** Let $G$ be a connected reductive group over a number field or $p$-adic field $K$, and let $V$ be a faithful finite dimensional representation of $G$. Let $N$ be the scheme-theoretic normaliser of $G$ in $\text{GL}(V)$. Let $\mathcal{G}$ be a model of $G$. Then the lattices $\Lambda$ in $V$ such that $\text{mdl}_G(\Lambda) \cong \mathcal{G}$ are contained in at most finitely many $N(K)$-orbits.

In general, a model of $G$ will correspond to more than one $N(K)$-orbit of lattices, see Examples

We can apply Theorem 2.4 in the context of Shimura varieties and abelian varieties. Let $g$ and $n > 2$ be positive integers, and let $A_{g,n}$ be the moduli space of complex principally polarised abelian varieties of dimension $g$ with a given level $n$ structure. Let $Y$ be a special subvariety of $A_{g,n}$, and let $\mathcal{G} = \text{GMT}(Y)$ be the generic (integral) Mumford–Tate group of $Y$ (with respect to the variation of rational Hodge structures coming from the homology of the universal abelian variety with $\mathbb{Z}$-coefficients). This is an integral model of its generic fibre $\mathcal{G}_Q$, which is a reductive algebraic group. While reductive groups over fields are well understood, generic integral Mumford–Tate groups are more complicated: there is no general classification of the models of a given rational reductive group, not even for tori (see [10]). On the other hand, the advantage of the integral group scheme $\text{GMT}(Y)$ is that it carries more information about $Y$ than its generic fibre. This can be seen in [8, Thm. 4.1], where a lower bound is given on the size of the Galois orbit of a CM-point.
\(x\) of a Shimura variety in terms of the reduction of \(\text{GMT}(x)\) at finite primes. In this paper, we present another result that highlights the importance of studying the integral group \(\text{GMT}(Y)\), by showing that \(\text{GMT}(Y)\) determines \(Y\) up to a finite ambiguity:

**Theorem 7.1.** Let \(g\) and \(n\) be positive integers with \(n > 2\), and let \(\mathcal{G}\) be a group scheme over \(\mathbb{Z}\). Then there are only finitely many special subvarieties \(Y\) of \(A_{g,n}\) such that \(\text{GMT}(Y) \cong \mathcal{G}\).

Note that the integral information is of finite importance here, as the rational group \(\text{GMT}(Y)_{\mathbb{Q}}\) is invariant under Hecke correspondences. The relation between Theorems 2.4 and 7.1 can be sketched as follows: Let \(G := \text{GMT}(Y)_{\mathbb{Q}}\). The inclusion \(Y \hookrightarrow A_{g,n}\) is induced by a morphism of Shimura data \(\varphi: (G, X) \hookrightarrow (\text{GSp}_{2g, \mathbb{Q}}, \mathcal{H}_g)\) that is injective on the level of algebraic groups. The integral variation of Hodge structures defining \(\text{GMT}(Y)\) corresponds to a lattice \(\Lambda\) in the standard representation \(V^*\) of \(\text{GSp}_{2g, \mathbb{Q}}\). Then \(\text{GMT}(Y)\) is isomorphic to \(\text{mdl}_G(\Lambda)\), where \(V^*\) is regarded as a faithful representation of \(G\) via \(\varphi\). Replacing \(Y\) by a Hecke translate corresponds to replacing the inclusion \(G \hookrightarrow \text{GSp}_{2g, \mathbb{Q}}\) by a conjugate, or equivalently, to choosing another lattice in \(V\). This allows us to apply Theorem 2.4 and prove Theorem 7.1, although we first need to make sure that up to a finite choice, Hecke correspondences are the only way to obtain special subvarieties with the same \(G\) (see Proposition 7.2).

This paper is dedicated to the proofs of these two Theorems. In section 2 we discuss some facts about models of reductive groups and their relation to Lie algebras. In section 3 we briefly recap the representation theory of split reductive groups. In section 4 we prove Theorem 2.4 for facts about models of reductive groups and their relation to Lie algebras. In section 3 we briefly.
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## 2 Lattices, models, and Lie algebras

In this section we will discuss a number of properties of models, and their relation to lattices in various vector spaces. Throughout we fix a number field or \(p\)-adic field \(K\), along with its ring of integers \(R\).

### 2.1 Models of reductive groups

**Definition 2.1.** Let \(G\) be a connected reductive algebraic group over \(K\), and let \(T\) be a maximal torus of \(G\).

1. A *model* of \(G\) is a flat group scheme \(\mathcal{G}\) of finite type over \(R\) such that there exists an isomorphism \(\varphi: \mathcal{G}_K \cong G\). Such an isomorphism is called an *anchoring* of \(\mathcal{G}\). The set of isomorphism classes of models of \(G\) is denoted \(\text{Mdl}(G)\).

2. An *anchored model* of \(G\) is pair \((\mathcal{G}, \varphi)\) of a model \(\mathcal{G}\) and an anchoring \(\varphi\). The set of isomorphism classes of anchored models of \(G\) is denoted \(\text{Mdl}^a(G)\).

3. A *model* of \((G, T)\) is a pair \((\mathcal{G}, \mathcal{T})\) of a model of \(G\) and a closed reduced subgroup scheme \(\mathcal{T}\) of \(\mathcal{G}\), for which there exists an isomorphism \(\varphi|_{\mathcal{T}_K} \cong T\) such that \(\varphi|_{\mathcal{T}_K}\) is an isomorphism \(\mathcal{T}_K \cong T\). Such a \(\varphi\) is called an *anchoring* of \((\mathcal{G}, \mathcal{T})\). The set of isomorphism classes of models of \((G, T)\) is denoted \(\text{Mdl}(G, T)\).

Note that there are natural forgetful maps \(\text{Mdl}^a(G) \to \text{Mdl}(G, T) \to \text{Mdl}(G)\). Our use of the terminology ‘model’ may differ from its use in the literature; for instance, some authors consider the choice of an anchoring to be part of the data (hence their ‘models’ would be our
‘anchored models’), or they may impose other conditions on the group scheme \( \mathcal{G} \) over \( R \), see for instance \[ \text{[6,10,11]} \]. Our choice of terminology is justified by the fact that our models are exactly those that arise from lattices in representations (see Remark 2.6).

**Definition 2.2.** Let \( V \) be a \( K \)-vector space. A lattice in \( V \) is a locally free \( R \)-submodule of \( V \) that spans \( V \) as a \( K \)-vector space. The set of lattices in \( V \) is denoted \( \text{Lat}(V) \). If \( H \subset \text{GL}(V) \) is an algebraic subgroup, we write \( \text{Lat}_H(V) \) for the quotient \( H(K) \backslash \text{Lat}(V) \).

Let \( G \) be a connected reductive group over \( K \), and let \( V \) be a finite dimensional faithful representation of \( G \); we consider \( G \) as an algebraic subgroup of \( \text{GL}(V) \). Let \( \Lambda \) be a lattice in \( V \). The identification \( \Lambda_K = V \) induces a natural isomorphism \( f_\Lambda: \text{GL}(\Lambda)_K \cong \text{GL}(V) \). Let \( \text{mdl}_G(\Lambda) \) be the Zariski closure of \( f_\Lambda^{-1}(G) \) in \( \text{GL}(\Lambda) \); this is a model of \( G \). If we let \( \varphi_\Lambda \) be the isomorphism \( f_\Lambda: \text{mdl}_G(\Lambda)_K \cong G \), then \( (\text{mdl}_G(\Lambda), \varphi_\Lambda) \) is an anchored model of \( G \). This gives us a map

\[
\text{mdl}_G^a: \text{Lat}(V) \to \text{Mdl}^a(G) \\
\Lambda \mapsto (\text{mdl}_G(\Lambda), \varphi_\Lambda).
\]

The compositions of \( \text{mdl}_G^a \) with the forgetful maps \( \text{Mdl}^a(G) \to \text{Mdl}(G, T) \) (for a maximal torus \( T \) of \( G \)) and \( \text{Mdl}^a(G) \to \text{Mdl}(G) \) are denoted \( \text{mdl}_{G,T} \) and \( \text{mdl}_G \), respectively.

**Lemma 2.3.** Let \( G \) be a connected reductive group over \( K \) and let \( V \) be a faithful finite dimensional representation of \( G \). Consider \( G \) as a subgroup of \( \text{GL}(V) \). Let \( Z \) be the scheme-theoretic centraliser of \( G \) in \( \text{GL}(V) \), and let \( N \) be the scheme-theoretic normaliser of \( G \) in \( \text{GL}(V) \). Let \( T \) be a maximal torus of \( G \), and let \( H := Z \cdot T \subset \text{GL}(V) \).

1. The map \( \text{mdl}_{G,T}^a: \text{Lat}(V) \to \text{Mdl}^a(G) \) factors through \( \text{Lat}_Z(V) \).
2. The map \( \text{mdl}_{G,T}: \text{Lat}(V) \to \text{Mdl}(G, T) \) factors through \( \text{Lat}_H(V) \).
3. The map \( \text{mdl}_G: \text{Lat}(V) \to \text{Mdl}(G) \) factors through \( \text{Lat}_N(V) \).

**Proof.** We only prove the first statement; the other two can be proven analogously. Let \( g \) be an element of \( \text{GL}(V) \). The map \( \text{inn}(g) \in \text{Aut}(\text{GL}(V)) \) extends to an automorphism \( \text{GL}(\Lambda) \to \text{GL}(g\Lambda) \) as in the following diagram:

\[
\begin{array}{ccc}
\text{GL}(\Lambda) & \xrightarrow{(f_\Lambda \circ \text{inn}(g) \circ f_\Lambda^{-1})^}\sim \text{GL}(g\Lambda) \\
\downarrow \quad & \quad \downarrow \\
\text{GL}(\Lambda)_K \quad & \quad \text{GL}(g\Lambda)_K \\
\downarrow \quad & \quad \downarrow \\
\text{GL}(V) & \xrightarrow{\text{inn}(g) \sim} \text{GL}(V) \\
\downarrow \quad & \quad \downarrow \\
gGg^{-1} & \xrightarrow{gGg^{-1}} gGg^{-1}
\end{array}
\]

This shows that \( (\text{mdl}_{G}(\Lambda), \varphi_\Lambda) \cong (\text{mdl}_{gGg^{-1}}(g\Lambda), \text{inn}(g)^{-1} \circ f_\Lambda) \) as anchored models of \( G \). If \( g \) is an element of \( Z(K) \) we find that \( (\text{mdl}_{G}(\Lambda), \varphi_\Lambda) \cong (\text{mdl}_{G}(g\Lambda), \varphi_{g\Lambda}) \), as was to be proven.

Throughout the rest of this paper we say that a map of sets if finite if it has finite fibres. Our first main result, whose proof will be finalized in Section 6, states that up to a finite ambiguity, the model \( \text{mdl}_G(\Lambda) \) characterises the \( N(K) \)-orbit of \( \Lambda \).
Theorem 2.4. Let $G$ be a connected reductive group over a number field or $p$-adic field $K$, and let $V$ be a faithful finite dimensional representation of $G$. Let $N$ be the scheme-theoretic normaliser of $G$ in $\text{GL}(V)$. Then the map $\text{mdl}: \text{Lat}_N(V) \rightarrow \text{Mdl}(G)$ is finite.

Example 2.5. Let $F$ be a number field, and let $G = \text{Res}_{F/\mathbb{Q}}(\mathbb{G}_m)$ be the Weil restriction of $\mathbb{G}_m$ from $F$ to $\mathbb{Q}$. Let $V$ be the $\mathbb{Q}$-vector space $F$, together with its natural representation of $G$. Let $\Lambda$ be a lattice in $V$, and define the ring $A_\Lambda := \{x \in F: x\Lambda \subset \Lambda\}$; this is an order in $F$. In this case one has $\text{mdl}_G(\Lambda) \cong \text{Res}_{\mathbb{A}/\mathbb{Z}}(\mathbb{G}_m)$ as group schemes over $\mathbb{Z}$. Now let $\Lambda$ be such that $A_\Lambda = \mathcal{O}_F$. As a subgroup of $F$, the lattice $\Lambda$ can be considered as a fractional $\mathcal{O}_F$-ideal. Since in this case we have $N(\mathcal{O}_F)^G(\mathcal{O}_F) = F^\times$, the $N(\mathcal{O}_F)$-orbit of $\Lambda$ corresponds to an element of the class group $\text{Cl}(F)$. On the other hand, every element of $\text{Cl}(F)$ corresponds to a $N(\mathcal{O}_F)$-orbit of lattices $\Lambda$ in $V$ satisfying $A_\Lambda = \mathcal{O}_F$. In other words, there is a bijective correspondence between $N(\mathcal{O}_F)$-orbits of lattices yielding the model $\text{Res}_{\mathcal{O}_F/\mathbb{Z}}(\mathbb{G}_m)$ of $G$, and elements of the class group $\text{Cl}(F)$. This shows that a model of $G$ generally does not correspond to a single $N$-orbit of lattices. In this setting, Theorem 2.4 recovers the well-known fact that $\text{Cl}(F)$ is finite.

Remark 2.6. Let $G$ be a (not necessarily connected) reductive group over $K$, and let $\mathcal{G}$ be a model of $G$. Then [24 Exp. VI.B, Prop. 13.2] tells us that there exists a free $R$-module $\Lambda$ of finite rank such that $\mathcal{G}$ is isomorphic to a closed subgroup of $\text{GL}(\Lambda)$. If we take $V = A_K$, we find that $V$ is a faithful representation of $G$, and that $\mathcal{G}$ is the image of $\Lambda$ under the map $\text{mdl}_G: \text{Lat}(V) \rightarrow \text{Mdl}(G)$. Hence every model of $G$ arises from a lattice in some representation.

An important class of models that will turn up frequently in our discussions is given in the Definition below.

Definition 2.7. Suppose $G$ is a split reductive group with a split maximal torus $T$. In that case there is exactly one model $(\mathcal{G}, \mathcal{T})$ of $(G, T)$ such that $\mathcal{G}$ is reductive (i.e. smooth with reductive fibres) and such that $T$ is a split fibrewise maximal torus [24 Exp. XXIII, Cor. 5.2; Exp. XXV, Cor. 1.2]. This model is called the Chevalley model of $(G, T)$. We also refer to $\mathcal{G}$ as the Chevalley model of $G$.

Example 2.8. We give an example that shows that the map $\text{mdl}_G: \text{Lat}_N(V) \rightarrow \text{Mdl}(G)$ is generally not injective even when only considering $p$-adic fields. Take $K = \mathbb{Q}_2$, and let $G$ be the algebraic group $\text{PGL}_2,\mathbb{Q}_2$. The standard representation $V$ of $G = \text{SL}_2,\mathbb{Q}_2$ induces a representation of $G$ on $W = \text{Sym}^2(V)$. Let $\tilde{A} := \text{O}(G) = \mathbb{Q}_2[x_{11}, x_{12}, x_{21}, x_{22}]/(x_{11}x_{22} - x_{12}x_{21} - 1)$, then $A := \text{O}(G)$ is its $K$-subalgebra generated by monomials of even degree. If $\Lambda$ is a lattice in $W$, then $\text{mdl}_G(\Lambda) \cong \text{Spec}(\mathcal{A})$, where $\mathcal{A}$ is the image of the composite map $\text{O}(G(\mathbb{A})) \hookrightarrow \text{O}(G(V)) \rightarrow A$. Let $\{e_1, e_2\}$ be the standard basis of $V$. Then one can show that the lattices $\Lambda$ and $\Lambda'$ in $W$, generated by $\{e_1^2, e_1e_2, e_2\}$ and $\{e_1^2, 2e_1e_2, e_2\}$ respectively, both induce the same $\mathcal{A}$, namely the $R$-subalgebra of $A$ generated by $\{x_{11}^2, x_{11}x_{12}, x_{12}^2, x_{11}x_{21}, x_{12}x_{21}, x_{11}x_{22} + x_{12}x_{21}, x_{12}x_{22}, x_{21}^2, x_{21}x_{22}, x_{22}^2\}$. On the other hand, the normaliser of $G$ is equal to $N = T \cdot \sigma(\text{GL}_2,\mathbb{Q}_2)$, where $T \subset \text{GL}(W)$ is the group of scalars and $\sigma: \text{GL}_2,\mathbb{Q}_2 \rightarrow \text{GL}(W)$ is the natural representation. One can show that each element of $N(\mathbb{Q}_2)$ can be written (non-uniquely) as $t \cdot \sigma(g)$, where $t \in \mathbb{Q}_2^\times$ and $g \in \text{GL}_2(\mathbb{Q}_2)$. For such an element, one has $\det(t \cdot \sigma(g)) = t^2\det(g)^3$. However, one has $\#(\Lambda/\Lambda') = 2$, and since $2$ is not a cube in $\mathbb{Q}_2$ this means that $\Lambda$ and $\Lambda'$ cannot be in the same $N(\mathbb{Q}_2)$-orbit.

2.2 Lie algebras

Let $\mathfrak{g}$ be the $(K$-valued points of the) Lie algebra of $G$. Let $\mathcal{G}$ be a model of $G$, and let $\mathfrak{G}$ be the $(R$-valued points of the) Lie algebra of $\mathcal{G}$. Then $\mathfrak{g}$ is a $K$-vector space of dimension $\dim(G)$, and $\mathfrak{G}$ is a locally free $R$-module of rank $\dim(G)$. If $\varphi$ is an anchoring of $\mathcal{G}$, then $\varphi$ induces an embedding of $R$-Lie algebras $\text{Lie} \varphi: \mathfrak{G} \hookrightarrow \mathfrak{g}$, and its image is a lattice in $\mathfrak{g}$. Suppose $V$ is a faithful representation of $G$ and $\Lambda \subset V$ is a lattice such that $\text{mdl}_\Lambda = (\mathcal{G}, \varphi)$. Then $(\text{Lie} \varphi)(\mathfrak{G}) = \mathfrak{g} \cap \mathfrak{g}(\Lambda)$ as subsets of $\mathfrak{gl}(V)$. 

4
2.3 Lattices in vector spaces over $p$-adic fields

Suppose $K$ is a $p$-adic field, and let $π$ be a uniformiser of $K$. Let $V$ like before be a finite dimensional $K$-vector space, and let $Λ, Λ'$ be two lattices in $V$. Then there exist integers $n, m$ such that $π^n Λ ⊂ Λ' ⊂ π^m Λ$. If we choose $n$ minimal and $m$ maximal, then we call $d(Λ, Λ') := n - m$ the distance between $Λ$ and $Λ'$. Let $G$ be an algebraic subgroup of $GL(V)$, and as before let $Lat_G(V) = G(K)\backslash Lat(V)$. We define a function

$$ d_G: Lat_G(V) \times Lat_G(V) \to \mathbb{R}_{\geq 0} \\
(X,Y) \mapsto \min_{(Λ,Λ') \in X \times Y} d(Λ,Λ'). $$

The following lemma tells us that the name ‘distance’ is justified. Its proof is straightforward and therefore omitted.

Lemma 2.9. Let $V$ and $G$ be as above. Suppose $G$ contains the scalars in $GL(V)$.

1. Let $X, Y \in Lat_G(V)$ and let $Λ \in X$. Then $d_G(X,Y) = \min_{Λ' \in Y} d(Λ, Λ')$.
2. The map $d_G$ is a distance function on $Lat_G(V)$.
3. For every $r \in \mathbb{R}_{\geq 0}$ and every $Y \in Lat_G(V)$ the open ball $\{ X \in Lat_G(V) : d_G(X,Y) < r \}$ is finite. □

3 Representations of split reductive groups

As before let $K$ be a number field or a $p$-adic field. In this section we will briefly review the representation theory of split reductive groups over $K$, and we will set up the notation for the (quite technical) next chapter. Furthermore, we will prove some results on the associated representation theory of Lie algebras. We will assume all representations to be finite dimensional.

Let $G$ be a connected split reductive group over $K$, and let $T \subset G$ be a split maximal torus. Furthermore, we fix a Borel subgroup $B \subset G$ containing $T$. Let $Ψ ⊂ X^*(T)$ be the set of roots of $G$ with respect to $T$; let $Q ⊂ X^*(T)$ be the subgroup generated by $Ψ$. Associated to $B$ we have a basis $Δ^+$ of $Ψ$ such that every $β \in Ψ$ can be written as $β = \sum_{α \in Δ^+} m_α α$, with the $m_α$ either all nonpositive integers or all nonnegative integers. This gives a decomposition $Ψ = Ψ^+ ∪ Ψ^-$. Accordingly, if $g$ and $t$ are the Lie algebras of $G$ and $T$, respectively, we get

$$ g = t \oplus n^+ \oplus n^- := t \oplus \bigoplus_{α \in Ψ^+} g_α \oplus \bigoplus_{α \in Ψ^-} g_α. $$

The following theorem gives a description of the irreducible representations of $G$. If $V$ is a representation of $G$, we call the characters of $T$ that occur in $V$ the weights of $V$ (with respect to $T$).

Theorem 3.1. Let $V$ be an irreducible representation of $G$.

1. (See [19 Thm. 24.3]) There is a unique weight $ψ$ of $V$, called the highest weight of $V$, such that $V_ψ$ is one-dimensional, and every weight of $V$ is of the form $ψ - \sum_{α \in Δ^+} m_α α$ for constants $m_α \in \mathbb{Z}_{\geq 0}$.
2. (See [17 3.39]) $V$ is irreducible as a representation of the Lie algebra $g$.
3. (See [2 Ch. VIII, §6.1, Prop. 1]) $V$ is generated by the elements obtained by repeatedly applying $n^-$ to $V_ψ$.
4. (See [19 Thm. 24.3]) Up to isomorphism $V$ is the only irreducible representation of $G$ with highest weight $ψ$. □
Remark 3.2. With $G$ as above, let $V$ be any representation of $G$. Then, because $G$ is reductive, we know that $V$ is a direct sum of irreducible representations of $G$. By Theorem 3.11 we can canonically write $V = \bigoplus_{\psi \in D} V(\psi)$, where for $\psi \in X^*(T)$ the subspace $V(\psi)$ is the isotypical component of $V$ with highest weight $\psi$ (as a character of $T$), and $D$ is the set of highest weights occurring in $V$. Furthermore, we can decompose every $V(\psi)$ into $T$-character spaces, and we get a decomposition $V = \bigoplus_{\psi \in D} \bigoplus_{\chi \in X^*(T)} V(\psi) \cdot \chi$.

Let $U(g)$ be the universal enveloping algebra of $g$. It obtains a $Q$-grading coming from the $Q$-grading of $g$; we may also regard this as a $X^*(T)$-grading via the inclusion $Q \subset X^*(T)$. If $V$ is a representation of $G$, then the associated map $U(g) \to \text{End}(V)$ is a homomorphism of $X^*(T)$-graded $K$-algebras. Furthermore, from the Poincaré–Birkhoff–Witt theorem it follows that there is a natural isomorphism of $Q$-graded $K$-algebras $U(g) \cong U(n^-) \otimes U(t) \otimes U(n^+)$, with the map from right to left given by multiplication. The following two results will be useful in the next section.

Theorem 3.3 (Jacobson density theorem). Let $G$ be a split reductive group, and let $g$ be its Lie algebra. Let $V_1, \ldots, V_n$ be pairwise nonisomorphic irreducible representations of $G$. Then the induced map $U(g) \to \bigoplus \text{End}(V_i)$ is surjective.

Proof. This theorem is proven over algebraically closed fields in [9, Thm. 2.5] for representations of algebras in general (not just for universal enveloping algebras of Lie algebras). The hypothesis that $K$ is algebraically closed is only used in invoking Schur’s Lemma, but this also holds for split representations of reductive groups. \qed

Proposition 3.4. Let $V$ be an irreducible representation of $G$ of highest weight $\psi$. Let $\chi$ be a weight of $V$. Then the maps $U(n^-) \chi - \psi \to \text{Hom}_K(V_\chi, V_\psi)$ and $U(n^+)_\psi - \chi \to \text{Hom}_K(V_\chi, V_\psi)$ are surjective.

Proof. From Theorem 3.13 we know that $V = U(n^-) \cdot V_\psi$. Since $U(n^-) \to \text{End}(V)$ is a homomorphism of $X^*(T)$-graded $K$-algebras, this implies that $V_\chi = U(n^-) \chi - \psi \cdot V_\psi$. Since $V_\psi$ is one-dimensional by Theorem 3.1, this shows that $U(n^-) \chi - \psi \to \text{Hom}_K(V_\chi, V_\psi)$ is surjective.

For the surjectivity of the second map, let $f: V_\chi \to V_\psi$ be a linear map, and extend $f$ to a map $\tilde{f}: V \to V$ by letting $\tilde{f}$ be trivial on all $V_{\chi'}$ with $\chi' \neq \chi$. Then $\tilde{f}$ is pure of degree $\psi - \chi$, and $\psi - \chi \in Q$ by Theorem 3.11. By Theorem 3.3 there exists a $u \in U(g)_{\psi - \chi}$ such that the image of $u$ in $\text{End}(V)$ equals $f$. We know that $U(g) = U(n^-) \otimes U(t) \otimes U(n^+)$; write $u = \sum_{i \in I} u^-_i \cdot t_i \cdot u^+_i$ with each $u^-_i$, $t_i$ and $u^+_i$ of pure degree, such that each $u^-_i \cdot t_i \cdot u^+_i$ is of degree $\psi - \chi$. Let $I'$ be the subset of $I$ of $\delta$ for which $u^+_i$ is of degree $\psi - \chi$. Since only negative degrees (i.e. sums of nonpositive multiples of elements of $\Delta^\pm$) occur in $U(n^-)$ and only degree 0 occurs in $U(t)$, this means that $u^-_i$ is of degree 0 for $i \in I'$; hence for these $i$ the element $u^+_i$ is a scalar. Now consider the action of $u$ on $V_{\chi'}$. If $i \notin I'$, then the degree of $u^+_i$ will be greater than $\psi - \chi$, in which case we will have $u^+_i \cdot V_{\chi'} = 0$. For all $v \in V_\chi$ we now have

$$\tilde{f}(v) = u \cdot v = \left( \sum_{i \in I} u^-_i \cdot t_i \cdot u^+_i \right) \cdot v = \left( \sum_{i \in I'} u^-_i \cdot t_i \cdot u^+_i \right) \cdot v = \left( \sum_{i \in I'} u^-_i \cdot \psi(t_i) u^+_i \right) \cdot v.$$

Because every factor $u^-_i$ in this sum is a scalar, we know that $\sum_{i \in I'} u^-_i \cdot \psi(t_i) u^+_i$ is an element of $U(n^+)_{\psi - \chi}$, and it acts on $V_{\chi'}$ as the map $f \in \text{Hom}_K(V_{\chi'}, V_\psi)$; hence the map $U(n^+)_{\psi - \chi} \to \text{Hom}_K(V_{\chi'}, V_\psi)$ is surjective. \qed
4 Split reductive groups over local fields

In the rest of this chapter $K$ is either a number field or a $p$-adic field, and $R$ is its ring of integers. All representations of algebraic groups are assumed to be finite dimensional. The aim of this section is to prove the following Theorem.

**Theorem 4.1.** Let $G$ be a split connected reductive group over $K$, and let $V$ be a faithful representation of $G$. Regard $G$ as a subgroup of $\mathfrak{gl}(V)$, and let $N$ be the scheme-theoretic normaliser of $G$ in $\mathfrak{gl}(V)$.

1. Suppose $K$ is a $p$-adic field. Then the map $\text{mdl}_G: \text{Lat}_N(V) \to \text{Mdl}(G)$ of Lemma 2.3 is finite.

2. Suppose $K$ is a number field. Then for all but finitely many finite places $v$ of $K$ there is at most one $N(K_v)$-orbit $X$ of lattices in $V_{K_v}$ such that $\text{mdl}_G(X)$ is the Chevalley model of $G$ (see Definition 2.7).

The first point is Theorem 2.4 for split reductive groups over local fields. The second point is technical by itself, but we need this finiteness result to combine the local information in order to Theorem 2.4 for number fields. The proof is quite involved, and the overall strategy is as follows.

Let $g$ be the Lie algebra of $G$, then $V$ is a faithful representation of $g$. If $G'$ is any model of $G$, then its Lie algebra $g'$ is a lattice in $g$. The proofs consists of the following steps:

1. We define a set of ‘nice’ lattices in $g$ (Definition 4.13) and a set of ‘nice’ lattices in $V$ (Definition 4.21);

2. We show that the ‘nice’ lattices in $V$ form only finitely many orbits under a suitably chosen algebraic group (Proposition 4.26);

3. We show that if $G'$ is the model corresponding to a lattice $\Lambda$, then we can give an upper bound to the distance between $\Lambda$ and a ‘nice’ lattice in $V$, in terms of the distance between $G'$ and a ‘nice’ lattice in $g$ (Proposition 4.36).

This upper bound allows us to prove that there are only finitely many $N(K)$-orbits corresponding to one model $G'$.

4.1 Lattices in representations

In this section we will introduce two important classes of lattices that occur in representations of split reductive groups. We will rely on much of the results and notations from section 3.

**Notation 4.2.** For the rest of section 4 we fix the following objects and notation:

- a split connected reductive group $G$ over $K$ and a split maximal torus $T \subset G$;
- the Lie algebras $g$ and $t$ of $G$ and $T$, respectively;
- the root system $\Psi \subset X^*(T)$ of $G$ with respect to $T$, and the subgroup $Q$ of $X^*(T)$ generated by $\Psi$;
- the image $\overline{T}$ of $T$ in $G^{ad} \subset \mathfrak{gl}(g)$;
- the decomposition $g = t \oplus \bigoplus_{\alpha \in \Psi} g_{\alpha}$;
- the basis of positive roots $\Delta^+$ of $\Psi$ associated to some Borel subgroup $B$ of $G$ containing $T$, the decompositions $\Psi = \Psi^+ \sqcup \Psi^-$ and $g = t \oplus n^+ \oplus n^-$;
- the $Q$-graded universal enveloping algebra $U(g)$ of $g$;
- a faithful representation $V$ of $G$ and its associated inclusion $g \subset \mathfrak{gl}(V)$;
- the centraliser $Z$ of $G$ in $\mathfrak{gl}(V)$, and the algebraic group $H = Z \cdot T \subset \mathfrak{gl}(V)$;
- the decomposition $V = \bigoplus_{\psi \in \mathcal{D}} \bigoplus_{\chi \in X^*(T)} V(\psi, \chi)$ (see Remark 3.2).
• the projections \( \text{pr}_{(\psi),\chi} : V \to V_{(\psi),\chi} \) associated to the decomposition above.

**Remark 4.3.** 1. Since the set of characters of \( T \) that occur in the adjoint representation is equal to \( \{0\} \cup \Psi \), the inclusion \( X^*(T) \hookrightarrow X^*(T) \) has image \( Q \).

2. By Schur’s lemma the induced map \( Z \to \prod_{\psi \in \Psi} GL(V_{(\psi),\psi}) \) is an isomorphism.

**Definition 4.4.** Let \( W \) be a \( K \)-vector space with a decomposition \( W = \bigoplus_i W_i \). An \( R \)-submodule \( M \subset V \) is called split with respect to this decomposition if one of the following equivalent conditions is satisfied:

1. \( M = \bigoplus_i \text{pr}_i M \);
2. \( M = \bigoplus_i (W_i \cap M) \).

If \( M \) is split, we write \( M_i := \text{pr}_i M = W_i \cap M \).

We now define two classes of lattices that will become important later on. Since the Lie algebra \( g \) is a \( K \)-vector space, we can consider lattices in \( g \). For a vector space \( W \) over \( K \), let \( \text{FLat}(W) \) be the set of lattices in \( W \) that are free as \( R \)-modules. Define the following sets:

\[
\mathcal{L}^+ := \prod_{\alpha \in \Delta^+} \text{FLat}(g_{\alpha}); \\
\mathcal{L}^- := \prod_{\alpha \in \Delta^+} \text{FLat}(g_{-\alpha}); \\
\mathcal{J} := \prod_{\psi \in \mathcal{D}} \text{FLat}(V_{(\psi),\psi}).
\]

As before, let \( U(n^+) \) be the universal enveloping algebra of \( n^+ \). Let \( L^+ = (L^+_{\alpha})_{\alpha \in \Delta^+} \) be an element of \( \mathcal{L}^+ \), and let \( \mathcal{U}_{L^+} \) be the \( R \)-subalgebra of \( U(n^+) \) generated by the \( R \)-submodules \( L^+_{\alpha} \subset n^+ \). Define, for an \( L^- \subset \mathcal{L}^- \), the \( R \)-subalgebra \( \mathcal{U}_{L^-} \subset U(n^-) \) analogously. Now let \( L^+ \subset \mathcal{L}^+ \), \( L^- \subset \mathcal{L}^- \) and \( J \in \mathcal{J} \) be as above. We define the following two \( R \)-submodules of \( V \):

\[
S^+(L^+, J) := \left\{ x \in V : \forall \psi \in \mathcal{D}, \text{pr}_{(\psi),\psi}(\mathcal{U}_{L^+} \cdot x) \subset J_{\psi} \right\}, \\
S^-(L^-, J) := \sum_{\psi \in \mathcal{D}} \mathcal{U}_{L^-} \cdot J_{\psi} \subset V.
\]

Note that the sum in the second equation is actually direct, since \( \mathcal{U}_{L^-} \cdot J_{\psi} \subset V_{(\psi)} \) for all \( \psi \in \mathcal{D} \).

**Proposition 4.5.** Let \( L^+ \subset \mathcal{L}^+ \), \( L^- \subset \mathcal{L}^- \) and \( J \in \mathcal{J} \).

1. \( \mathcal{U}_{L^\pm} \) is a split lattice in \( U(n^+) \) with respect to the \( Q \)-grading.
2. \( S^\pm(L^\pm, J) \) is a split lattice in \( V \) with respect to the decomposition \( V = \bigoplus_{\psi, \chi} V_{(\psi),\chi} \).
3. For all \( \psi \in \mathcal{D} \) one has \( S^\pm(L^\pm, J)_{(\psi),\psi} = J_0 \). Furthermore, \( S^+(L^+, J) \) (respectively \( S^-(L^-, J) \)) is the maximal (respectively minimal) split lattice \( \Lambda \) in \( V \) invariant under the action of the \( L^\pm_{\alpha} \) (respectively the \( L^-_{\alpha} \)) such that \( \Lambda_{(\psi),\psi} = J_{\psi} \) for all \( \psi \in \mathcal{D} \).

**Proof.** 1. It suffices to prove this for \( \mathcal{U}_{L^+} \). Recall that \( U(n^+) \) has an \( Q \)-grading coming from the \( Q \)-grading on \( U(g) \). Since \( U(L^+) \) is generated by elements of pure degree, we see that \( \mathcal{U}_{L^+} \) is split with respect to the \( Q \)-grading; hence it suffices to show that \( \mathcal{U}_{L^+ \chi} \) is a lattice in \( U(n^+)\chi \) for all \( \chi \). Since each \( g_{\alpha} \) is one-dimensional, the \( R \)-module \( L^+_{\alpha} \) is free of rank 1; let \( x_\alpha \) be a generator. Then the \( R \)-module \( \mathcal{U}_{L^+ \chi} \) is generated by the finite set

\[
\left\{ x_{\alpha_1} \cdot x_{\alpha_2} \cdots x_{\alpha_k} : k \in \mathbb{Z}_{\geq 0}, \sum_{i} \alpha_i = \chi \right\}.
\]

On the other hand, the Poincaré–Birkhoff–Witt theorem tells us that the \( K \)-vector space \( U(n^+)\chi \) is also generated by this set; hence \( \mathcal{U}_{L^+ \chi} \) is a split lattice in \( U(n^+)\chi \).
2. We start with $S^-(L^+, J)$. Since the action of $U(n^-)_\chi$ sends $V(\psi, \chi', \chi''')$, we see that

$$S^-(L^+, J) = \bigoplus_{\psi \in \mathcal{D}} \bigoplus_{\chi \in Q} \mathcal{U}_{L^+, \chi} \cdot J_\psi = \bigoplus_{\psi \in \mathcal{D}} \bigoplus_{\chi \in Q} S^-(L^-, J) \cap V(\psi, \chi', \chi'''),$$

hence $S^-(L^-, J)$ is split. Since $\mathcal{U}_{L^-, \chi}$ is a finitely generated $R$-module spanning $U(n^-)_\chi$, and $J_\psi$ is a finitely generated $R$-module spanning $V(\psi, \psi')$, we may conclude that $U(L^-)_\chi \cdot J_\psi$ is a finitely generated $R$-module spanning $U(n^-)_\chi \cdot V(\psi, \psi')$, which is equal to $V(\psi, \psi', \chi''')$ by Proposition 4.3. Hence $S^-(L^-, J)\psi$, $\psi'' = 0$ is a lattice in $V(\psi, \psi', \chi''')$, and since $S^-(L^-, J)$ is a split $R$-module, this shows that $S^-(L^-, J)$ is a lattice in $V$.

Now consider $S^+(L^+, J)$. Let $x \in V$, and write $x = \sum_{\psi, \chi} x(\psi, \chi)$ with $x(\psi, \chi) \in V(\psi, \chi)$. Then for every $\psi \in \mathcal{D}$ we have

$$pr(\psi, \psi_2)\mathcal{U}_{L^+, \chi} \cdot x \sum_{\chi \in Q} \mathcal{U}_{L^+, \chi} \cdot x = \sum_{\chi \in Q} \mathcal{U}_{L^+, \chi} \cdot x(\psi, \chi),$$

hence $x$ is an element of $S^+(L^+, J)$. We start with $x(\psi, \chi) = x(\psi, \chi)$ for all $\psi \in \mathcal{D}$ and all $\chi \in X^*(T)$; this shows that $S^+(L^+, J)$ is split with respect to the decomposition $V = \bigoplus_{\psi, \chi} V(\psi, \chi)$. We now need to show that $S^+(L^+, J)\chi$ is a lattice in $V(\psi, \chi)$. Fix a $\chi$ and $\psi$, and choose a basis $f_1, \ldots, f_k$ of $J_\psi$; then $W_i := U(g) \cdot f_i$ is an irreducible subrepresentation of $V(\psi)$. We get a decomposition $V(\psi, \chi) = \bigoplus_i W_i$, and from the definition of $S^+(L^+, J)$ we get

$$S^+(L^+, J)\chi = \bigoplus_i S^+(L^+, J)^{(i)} \cap W_i.$$

As such, we need to show that for each $i$ the $R$-module $S_i := S^+(L^+, J)^{(i)} \cap W_i$ is a lattice in $W_i$. Fix an $i$, and let $e_1, \ldots, e_n$ be a basis of $W_i$. For $j \leq n$, let $\varphi_j : W_i \rightarrow W_i, \psi = K \cdot f_j$ be the linear map that sends $e_j$ to $f_j$, and the other $e_j$ to 0. By Proposition 4.3 there exists a $u_j \in U(n^+)$ such that $u_j$ acts like $\varphi_j$ on $W_i$. Since $U(L^+)$ is a lattice in $U(n^+)$, there exists a $r \in R$ such that $r u_j \in \mathcal{U}_{L^+, \chi}$ for all $j$. Then for all $x \in S_i$ one has $r u_j x \in R f_i$ for all $j$, so $x$ lies in the free $R$-submodule of $W_i$, generated by $r^{-1} e_1, \ldots, r^{-1} e_n$; hence $S_i$ is finitely generated. Now we need to show that $S_i$ spans $W_i$. Since $\mathcal{U}_{L^+, \psi} \cdot \chi$ is finitely generated, for every $z \in W_i$ we get that $\mathcal{U}_{L^+, \psi} \cdot z$ is a lattice in $W_i, \psi = K \cdot f_i$. As such we can find some $r^i \in R$ such that $\mathcal{U}_{L^+, \psi} \cdot r^i z \subset R \cdot f_i \subset J_\psi$; hence $r^i z \in S_i$. This shows that $S^+(L^+, J)^{(i)} \chi$ generates $W_i$ as a $K$-vector space, so $S_i$ is a lattice in $W_i$, as was to be shown.

3. Since $\mathcal{U}_{L^+, \psi} = \mathcal{U}_{L^-, \psi} = R$ we immediately get $S^+(L^+, J)^{(i)} \psi = J_\psi$ for all $\psi$. The other statement follows immediately from the definition of $S^+(L^-, J)$ and $S^-(L^-, J)$.

**Remark 4.6.** By Proposition 4.3, we can define maps $S^\pm : \mathcal{L} \times \mathcal{J} \rightarrow \text{Lat}(V)$.

Let $H = Z \cdot T$ as before. Since $H$ normalises $G$, we see that $H$ acts on $G$ by conjugation. This gives us a representation $\varphi : H \rightarrow \text{GL}(g)$. Since $Z$ acts trivially on $G$, we see that the image of $H$ in $\text{GL}(g)$ is equal to $T$; hence the action of $H$ on $g$ respects the decomposition $g = t \oplus \bigoplus_{\alpha \in \varphi} \mathfrak{g}_\alpha$.

**Lemma 4.7.** The map $\varphi : H \rightarrow T$ is surjective on $K$-points.

**Proof.** The short exact sequence $1 \rightarrow Z \rightarrow H \rightarrow T \rightarrow 1$ induces a longer exact sequence

$$1 \rightarrow Z(K) \rightarrow H(K) \rightarrow T(K) \rightarrow H^1(K, Z).$$

Since $H^1(K, \text{GL}_n)$ is trivial for every integer $n$ and $Z$ is isomorphic to a product of $\text{GL}_n$ by Remark 4.3,2, this implies that the map $H(K) \rightarrow T(K)$ is surjective. 

\[9\]
Since the action of $H$ on $\mathfrak{g}$ respects its decomposition into root spaces, we get an action of $H(K)$ on the sets $\mathcal{L}^\pm$. Furthermore, the representation $H \mapsto \text{GL}(V)$ respects the decomposition $V = \bigoplus_{\psi \in \mathcal{T}} V(\psi)$. Since $H$ normalises $T$, the action of $H$ also respects the decomposition $V(\psi) = \bigoplus_{x \in \mathbb{X}(T)} V(\psi, \chi)$; hence $H(K)$ acts on the set $\mathcal{J}$.

**Proposition 4.8.** The maps $S^\pm : \mathcal{L}^\pm \times \mathcal{J} \to \text{Lat}(V)$ are $H(K)$-equivariant, and the action of $H(K)$ on $\mathcal{L}^\pm \times \mathcal{J}$ is transitive.

**Proof.** The Lie algebra action map $\mathfrak{g} \times V \to V$ is equivariant with respect to the action of $H(K)$ on both sides. From the definition of $S^\pm(L^\pm, J)$ it now follows that $S^\pm(h \cdot L^\pm, h \cdot J) = h \cdot S^\pm(L^\pm, J)$ for all $h \in H(K)$. Let $L^+_1, L^+_2 \in \mathcal{L}^+$ and $J_1, J_2 \in \mathcal{J}$. For every $\alpha \in \Delta^+$, let $x_\alpha \in K^\times$ be such that $L^+_{1,\alpha} = x_\alpha L^+_{2,\alpha}$; the scalar $x_\alpha$ exists because $L^+_{1,\alpha}$ and $L^+_{2,\alpha}$ are free lattices in the same one-dimensional vector space. Since $\Delta^+$ is a basis for $Q = X^*(T)$ (see Remark 4.3.1) there exists a unique $t \in T(K)$ such that $\alpha(t) = x_\alpha$ for all $\alpha \in \Delta^+$. By Lemma 4.4.7 there exists an $h \in H(K)$ such that $g(h) = t$; then $h \cdot L^+_1 = L^+_2$. Since $Z(K)$ acts transitively on $\mathcal{J}$ by Remark 4.3.2, there exists a $z \in Z(K)$ such that $z \cdot (h \cdot J_1) = J_2$. As $z$ acts trivially on $\mathcal{L}^+$, we get $zh \cdot (L^+_1, J_1) = (L^+_2, J_2)$; this shows that $H(K)$ acts transitively on $\mathcal{L}^+ \times \mathcal{J}$. The proof for $\mathcal{L}^- \times \mathcal{J}$ is analogous.

### 4.2 Chevalley lattices

In this subsection we consider lattices in the $K$-vector space $\mathfrak{g}$. We will define the set of Chevalley lattices in $\mathfrak{g}$. The distance (in the sense of Lemma 2.29) between such a Chevalley lattice and the lattice corresponding to a model of $(G, T)$ will serve as a good measure of the ‘ugliness’ of the model, and this will allow us to prove finiteness results.

Let $G^\text{der}$ be the derived group of $G$, and let $T'$ be the identity component of $T \cap G^\text{der}$. Let $\mathfrak{g}^\text{ss}$ and $\mathfrak{t}'$ be the Lie algebras of $G^\text{der}$ and $T'$, respectively. The roots of $G$ (with respect to $T$) induce linear maps $\text{Lie}(\alpha) : \mathfrak{t}' \to K$, and these form the root system of the split semisimple Lie algebra $\mathfrak{g}^\text{ss}$. Since the Killing form $\kappa$ on $\mathfrak{t}'$ is nondegenerate there exists a unique $t_\alpha \in \mathfrak{t}'$ such that $\kappa(t_\alpha, -) = \text{Lie}(\alpha)$. Since $\kappa(t_\alpha, t_\alpha) \neq 0$ we may define $h_\alpha := \frac{2}{\kappa(t_\alpha, t_\alpha)} t_\alpha$; see [12, Prop. 8.3].

**Definition 4.9.** An element $x = (x_\alpha)_{\alpha \in \Psi} \in \prod_{\alpha \in \Psi}(\mathfrak{g}_\alpha \setminus \{0\})$ is called a Chevalley set if the following conditions are satisfied:

1. $[x_\alpha, x_{-\alpha}] = h_\alpha$ for all $\alpha \in \Psi$;
2. If $\alpha$ and $\beta$ are two $\mathbb{R}$-linearly independent roots such that $\beta + Z \alpha$ intersects $\Psi$ in the elements $\beta - r \alpha, \beta - (r-1) \alpha, \ldots, \beta + q \alpha$, then $[x_\alpha, x_\beta] = 0$ if $q = 0$, and $[x_\alpha, x_\beta] = \pm (r+1)x_{\alpha+\beta}$ if $q > 0$.

There is a canonical isomorphism of $K$-vector spaces:

$$K \otimes_{\mathbb{Z}} X^*(T) \cong \mathfrak{t}' \quad \text{(4.10)}$$

$$1 \otimes \alpha \mapsto \text{Lie}(\alpha). \quad \text{(4.11)}$$

Under this isomorphism, we can consider $\Sigma_0 := (R \otimes_{\mathbb{Z}} X^*(T))^\vee$ as an $R$-submodule of $\mathfrak{t}$.

**Lemma 4.12.** Let $\alpha \in \Phi$. Then $h_\alpha \in \Sigma_0$.

**Proof.** It suffices to show that $\text{Lie}(\lambda)(h_\alpha) \in \mathbb{Z}$ for all $\lambda \in X^*(T)$. Since the action of $\lambda \in X^*(T)$ on $\mathfrak{t}'$ only depends on its image in $X^*(T')$, it suffices to prove this for semisimple $G$, for which see [13, 31.1].

**Definition 4.13.** A Chevalley lattice is an $R$-submodule of $\mathfrak{g}$ of the form

$$\mathfrak{C}(x) = \Sigma_0 \oplus \bigoplus_{\alpha \in \Psi} R \cdot x_\alpha,$$

where $x$ is a Chevalley set. The set of Chevalley lattices is denoted $\mathfrak{C}$.
Remark 4.14. It is clear that $\mathcal{C}(x)$ is a finitely generated $R$-submodule of $\mathfrak{g}$ that generates $\mathfrak{g}$ as a $K$-vector space, hence it is indeed a lattice. The name comes from the fact that if $G$ is adjoint, then $\{h_{\alpha}\}_{\alpha \in \Delta^+} \cup \{x_{\alpha} : \alpha \in \Psi\}$ is a Chevalley basis of $\mathfrak{g}$ in the sense of [12, 25.2], and the Lie algebra of the Chevalley model (for any anchoring) is a Chevalley lattice in $\mathfrak{g}$.

Lemma 4.15. Let $\text{Aut}(G, T) = \{\sigma \in \text{Aut}(G) : \sigma(T) = T\}$.

1. There exists a Chevalley lattice in $\mathfrak{g}$.
2. Every Chevalley lattice is an $R$-Lie subalgebra of $\mathfrak{g}$.
3. Let $\sigma \in \text{Aut}(G, T)$, and let $\mathcal{C} \in \mathcal{C}$. Then the lattice $\sigma(\mathcal{C}) \subset \mathfrak{g}$ is again a Chevalley lattice.

Proof. 1. It suffices to show that a Chevalley set exists, for which we refer to [12, Th. 25.2].

2. By definition we have $[x_{\alpha}, x_{-\alpha}] \in \mathfrak{T}_0$ and $[x_{\alpha}, x_{\beta}] \in R \cdot x_{\alpha+\beta}$ if $\alpha + \beta \neq 0$. Furthermore for $t \in \mathfrak{T}_0$ one has $[t, x_{\alpha}] = \text{Lie}(\alpha)(t) \cdot x_{\alpha} \in R \cdot x_{\alpha}$ by definition of $\mathfrak{T}_0$.

3. The automorphism $\sigma \in \text{Aut}(G, T)$ induces an automorphism $\bar{\sigma}$ of $\Psi$. Then $\sigma$ maps $\mathfrak{g}_0$ to $\mathfrak{g}_{\bar{\sigma}(0)}$ and $\mathfrak{T}_0$ to itself. Let $x$ be a Chevalley set such that $\mathcal{C} = \mathcal{C}(x)$, and define $x' = (x_{\alpha})_{\alpha \in \Psi}$ by $x_{\alpha}' = \bar{\sigma}(x_{\alpha})$. Since $\sigma(h_{\alpha}) = h_{\bar{\sigma}(\alpha)}$ this is again a Chevalley set, and $\sigma(\mathcal{C}) = \mathcal{C}(x')$.

It is easily checked that the action of $H(K)$ on $\text{Lat}(\mathfrak{g})$ sends its subset $\mathcal{C}$ to itself. Furthermore there are natural isomorphisms of $H(K)$-sets

$$f^\pm : \mathcal{C} \to \mathcal{L}^\pm,$$

$$\mathcal{C} \mapsto (\mathcal{C} \cap \mathfrak{g}_{\pm \alpha})_{\alpha \in \Delta^+}. \quad (4.16)$$

Since the action of $H(K)$ on $\mathcal{L}^\pm$ is transitive, we have shown:

Lemma 4.18. The action of $H(K)$ on $\mathcal{C}$ is transitive.

Lemma 4.19. Let $\mathcal{C} \in \mathcal{C}$ be a Chevalley lattice and let $\mathcal{U}_\mathcal{C}$ be the $R$-subalgebra of $U(\mathfrak{g})$ generated by $\mathcal{C}$. Then $\mathcal{U}_\mathcal{C}$ is split with respect to the $Q$-grading of $U(\mathfrak{g})$. The subalgebra $\mathcal{U}_{\mathcal{C},0} \subset U(\mathfrak{g})_0$ does not depend on the choice of $\mathcal{C}$.

Proof. The fact that $\mathcal{U}_\mathcal{C}$ is split follows from the fact that it is generated by elements of pure degree. Now let $\mathcal{C}, \mathcal{C}' \in \mathcal{C}$. Since $H(K)$ acts transitively on $\mathcal{C}$ and the action of $H$ on $\mathcal{C}$ factors through $T$, there exists $t \in T(K)$ such that $t \cdot \mathcal{C} = \mathcal{C}'$. Then $\mathcal{U}_{\mathcal{C}'} = t \cdot \mathcal{U}_{\mathcal{C}}$, where $t$ acts on $U(\mathfrak{g})$ according to its $Q$-grading. In particular this shows that $\mathcal{U}_{\mathcal{C},0} = \mathcal{U}_{\mathcal{C}',0}$.

Lemma 4.20. There exists an $r \in R$ such that for every Chevalley lattice $\mathcal{C}$, every $\psi \in D$ and every $\chi \in X_*(T)$, the endomorphism $r\rho_{\psi,\chi}$ of $V$ lies in the image of the map $\mathcal{U}_\mathcal{C} \to \text{End}(V)$.

Proof. First, we show that $\rho_{\psi,\chi}$ lies in the image of $U(\mathfrak{g})_0$. Fix a $\psi_0 \in D$ and a $\chi \in X_*(T)$. For every $\psi \in D$, let $W(\psi)$ be the irreducible representation of $G$ of highest weight $\psi$. Let $f \in \bigoplus_{\psi \in D} \text{End}(W(\psi))$ be the element whose $\psi_0$-component is $\rho_{\psi_0}$ and whose other components are 0. By Theorem 5.3 there exists a $w_{\psi_0,\chi} \in U(\mathfrak{g})_0$ that acts as $f$ on $\bigoplus_{\psi \in D} W(\psi)$; then $w_{\psi_0,\chi}$ acts as $\rho_{\psi,\chi}$ on $V$. Let $\mathcal{C}$ be a Chevalley lattice. Since there is only finitely many choices for $\psi$ and $\chi$, there exists an $r \in R$ such that $ru_{\psi,\chi} \in \mathcal{U}_{\mathcal{C},0}$ for all $\psi \in D$ and all $\chi$ for which $V_{\psi,\chi} \neq 0$. Then $r$ satisfies the properties of the Lemma for $\mathcal{C}$. By Lemma 4.19 the element $r$ works regardless of the choice of $\mathcal{C}$, which proves the Lemma.
4.3 Chevalley-invariant lattices

In this section we consider lattices in $V$ that are invariant under some Chevalley lattice in $\mathfrak{g}$. The main result is that for $p$-adic $K$, up to $H(K)$-action only finitely many such lattices exist (Proposition 4.26).

Definition 4.21. Let $\Lambda$ be a lattice in $V$. We call $\Lambda$ Chevalley-invariant if there exists a Chevalley lattice $\mathfrak{c} \subset \mathfrak{g}$ such that $\mathfrak{c} \cdot \Lambda \subset \Lambda$.

Lemma 4.22. There exists a Chevalley-invariant lattice in $V$.

Proof. This is proven for $K = \mathbb{Q}$ in [2] Ch. VIII, §12.8, Th. 4; the proof given there also works for general $K$.

Lemma 4.23. The set of Chevalley-invariant lattices is invariant under the action of $H(K)$ on $V$.

Proof. If $\Lambda$ is invariant under a Chevalley lattice $\mathfrak{c}$ and $h$ is an element of $H(K)$, then $h \cdot \Lambda$ is invariant under $h \cdot \mathfrak{c}$; hence this follows from the fact that the set of Chevalley lattices is invariant under the action of $H(K)$.

Remark 4.24. Since $H(K)$ acts transitively on the set of Chevalley lattices, we see that for every Chevalley lattice $\mathfrak{c}$ there is a lattice in $V$ invariant under $\mathfrak{c}$.

The following Lemma shows that every Chevalley-invariant lattice is contained within the lattices $S^\pm(L^\pm, J)$ introduced in section 4.1. We let $f^\pm$ be the maps from (4.10).

Lemma 4.25. Let $\mathfrak{c}_0$ be a Chevalley lattice in $\mathfrak{g}$, and let $J_0 \in J$. Let $L_0^+ = f^+(\mathfrak{c}_0)$ and $L_0^- = f^-(\mathfrak{c}_0)$. If $\Lambda \subset \mathfrak{c}$ be a split Chevalley-invariant lattice such that $\Lambda(\psi, \psi)_{\mathfrak{c}}$ is a free $R$-module for all $\psi \in D$. Then there exists an $h \in H(K)$ such that

$$S^-(L_0^-, J_0) \subset h \cdot \Lambda \subset S^+(L_0^+, J_0) \subset \Lambda.$$

Proof. Let $\mathfrak{c}$ be a Chevalley lattice in $\mathfrak{g}$ such that $\mathfrak{c} \cdot \Lambda \subset \Lambda$. Since $\Lambda(\psi, \psi)_{\mathfrak{c}}$ are free lattices, it is an element of $J$. Since $\mathfrak{c}$ is isomorphic to $\mathfrak{Z}^+$ as $H(K)$-sets, by Proposition 4.23 there exists an $h \in H(K)$ such that $h \cdot \mathfrak{c} = \mathfrak{c}_0$ and $h \cdot J = J_0$. Now let $\Lambda_0 = h \cdot \Lambda$; this is a split lattice satisfying $(\Lambda_0(\psi, \psi), J_0) = \Lambda(\psi, \psi)_{\mathfrak{c}}$ for all $\psi$. Furthermore, the lattice $\Lambda_0$ is invariant under the action of the Chevalley lattice $\mathfrak{c}_0$; in particular it is invariant under the action of $f^+(\mathfrak{c}_0)\alpha = \mathfrak{c}_0 \cap \mathfrak{g}_\alpha$ and $f^-(\mathfrak{c}_0)\alpha = \mathfrak{c}_0 \cap \mathfrak{g}_{-\alpha}$. By Proposition 4.23 we now get

$$S^-(L_0^-, J_0) \subset \Lambda_0 \subset S^+(L_0^+, J_0).$$

Proposition 4.26. Suppose $K$ is a $p$-adic field. Then there are only finitely many $H(K)$-orbits of Chevalley-invariant lattices.

Proof. Let $\mathfrak{c}_0$, $J_0$, $L_0^+$ and $L_0^-$ be as in the previous Lemma. Let $\omega$ be a uniformiser of $K$. Let $m \in \mathbb{Z}_{\geq 0}$ be such that $\omega^m S^+(L_0^+, J_0) \subset S^-(L_0^-, J_0)$, and let $n \in \mathbb{Z}_{\geq 0}$ be such that for every Chevalley lattice $\mathfrak{c}$, every $\psi \in D$ and every $\chi \in X^*(T)$ the endomorphism $\omega^n \text{pr}_\psi,\chi \in \text{End}(V)$ lies in the image of $\mathfrak{H}_\mathfrak{c}$; such an $n$ exists by Lemma 4.20. Let $P^+$ be the $H(K)$-orbit of lattices of the form $S^+(L^+, J)$ (see Proposition 4.3). Let $X$ be an $H(K)$-orbit of Chevalley-invariant lattices. Let $\Lambda$ be an element of $X$, and let $\mathfrak{c}$ be a Chevalley lattice such that $\Lambda$ is invariant under $\mathfrak{c}$. Then $\Lambda$ is invariant under the action of $\mathfrak{H}_\mathfrak{c}$, hence

$$\omega^n \bigoplus_{(\psi),\chi} \text{pr}_{(\psi),\chi} \Lambda \subset \mathfrak{H} \cdot \Lambda = \Lambda \subset \bigoplus_{(\psi),\chi} \text{pr}_{(\psi),\chi} \Lambda.$$

(4.27)

Since $\mathfrak{c} = \bigoplus_{\chi} \mathfrak{c}_\chi$, we see that $\Lambda' := \bigoplus_{(\psi),\chi} \text{pr}_{(\psi),\chi} \Lambda$ is also closed under multiplication by $\mathfrak{c}$. Then (4.27) tells us that $d(\Lambda, \Lambda') \leq n$ (using the function $d$ from section 2.3). Since $K$ is a $p$-adic
field, all locally free \( R \)-modules are in fact free, hence \( \Lambda' \) satisfies the conditions of Lemma 4.23 and there exists an \( h \in H(K) \) such that

\[
S^-(L_0^+, J_0) \subset h \cdot \Lambda' \subset S^+(L_0^+, J_0).
\]

It follows from this that \( d(h \cdot \Lambda', S^+(L_0^+, J_0)) \leq m \). From this we find

\[
d_H(X, P^+) \leq d_H(X, H(K) \cdot \Lambda') + d_H(H(K) \cdot \Lambda', P^+)
\]

\[
\leq d(\Lambda, \Lambda') + d(h \cdot \Lambda', S^+(L_0^+, J_0))
\]

\[
\leq n + m.
\]

This shows that all \( H(K) \)-orbits of Chevalley-invariant lattices lie within a ball of radius \( n + m \) around \( P^+ \) in the metric space \( \text{Lat}_H(V), d_H \). By Lemma 2.9.3 this ball is finite, which proves the Proposition.

**Proposition 4.28.** Let \( K \) be a number field. Then for almost all finite places \( v \) of \( K \) there is exactly one \( H(K_v) \)-orbit of Chevalley-invariant lattices in \( \text{Lat}(V_{K_v}) \).

*Proof.* Fix a Chevalley lattice \( \mathsf{C} \subset \mathfrak{g} \) and a \( J \in \mathcal{J} \), and let \( L^\pm = f^\pm(\mathsf{C}) \). For a finite place \( v \) of \( K \) write \( \mathfrak{C}_v := \mathfrak{C}_R \) and \( J_0 = (J_{R_v})_{v \in \mathcal{D}} \). Then \( \mathfrak{C}_v \) is a Chevalley lattice in \( \mathfrak{g}_{K_v} \), and we set \( L^+_v := f^+(\mathfrak{C}_v) \); then it follows from the definitions of \( f^\pm \) and \( S^\pm \) that \( L^+_v = (L^+_v)_{v \in \Delta^+} \) and

\[
S^+(L^+_v, J_0) = S^+(L^+_v, J)_{R_v} \subset V_{K_v}.
\]

This shows that \( S^-(L^-_v, J_0) = S^+(L^+_v, J) \) for almost all \( v \). Furthermore, let \( r \) be as in Lemma 4.20 then \( v(r) = 0 \) for almost all \( v \). Now let \( v \) be such that \( S^-(L^-_v, J_0) = S^+(L^+_v, J_0) \) and \( v(r) = 0 \).

Consider the proof of the previous Proposition, applied to the group \( G_{K_v} \) and its representation on \( V_{K_v} \), taking \( \mathfrak{C}_0 := \mathfrak{C}_v \) and \( J_0 := J_v \). In the notation of that proof we get \( m = n = 0 \), hence \( X = P^+ \), and there is exactly one orbit of Chevalley-invariant lattices.

### 4.4 Models of split reductive groups

In this section we apply our results about lattices in representations of Lie algebras to prove Theorem 4.1. The strategy is to give a bound for the distance between a lattice \( \Lambda \) and a Chevalley-invariant lattice in \( V \), in terms of the distance between the Lie algebra of \( \mathfrak{md}_G(\Lambda) \) and a Chevalley lattice in \( \mathfrak{g} \). Combined with Propositions 4.28 and 4.28 this will give the desired finiteness properties.

**Notation 4.29.** For the rest of this section, we write \( \rho : U(\mathfrak{g}) \to \text{End}(V) \) for the homomorphism of \( K \) algebras induced by the representation \( \mathfrak{g} \to \mathfrak{g}(V) \). Furthermore, if \( (\mathcal{G}, \mathcal{F}) \) be a model of \((G, T)\), \( \mathcal{G} \) is the Lie algebra of \( \mathcal{G} \), and \( \mathfrak{f} \) is an anchoring of \((\mathcal{G}, \mathcal{F})\), then we write \( \mathfrak{g}_{\mathcal{G}, \mathfrak{f}} \) for the \( R \)-subalgebra of \( U(\mathfrak{g}) \) generated by \((\mathfrak{g}(\mathcal{G})) \subset \mathfrak{g} \). We write \( \mathfrak{g}_{\mathcal{G}, \mathfrak{f}} := \rho(\mathfrak{g}_{\mathcal{G}, \mathfrak{f}}) \) and \( \mathfrak{g}_\mathcal{G} := \rho(\mathfrak{g}_\mathcal{G}) \) for a Chevalley lattice \( \mathfrak{C} \), where \( \mathfrak{g}_\mathcal{G} \) is as in Lemma 4.19.

**Lemma 4.30.**

1. Let \( \Lambda \) be a lattice in \( V \), let \( (\mathcal{G}, \mathfrak{f}) = \mathfrak{md}_G(\Lambda) \) be the anchored model of \( G \) associated to \( \Lambda \), and let \( \mathcal{G} \) be the Lie algebra of \( \mathcal{G} \). Then \( \mathfrak{g}_{\mathcal{G}, \mathfrak{f}} \) is a lattice in the \( K \)-vector space \( \rho(U(\mathfrak{g})) \).

2. Let \( \mathfrak{C} \subset \mathfrak{g} \) be a Chevalley lattice. Then \( \mathfrak{g}_{\mathcal{G}} \) is a lattice in \( \rho(U(\mathfrak{g})) \).

*Proof.*

1. The image of \( \mathfrak{g}_{\mathcal{G}, \mathfrak{f}} \) under \( \rho \) is contained in \( \rho(U(\mathfrak{g})) \cap \text{End}(\Lambda) \). Since \( \text{End}(\Lambda) \) is a lattice in \( \text{End}(V) \), we see that \( \rho(U(\mathfrak{g})) \cap \text{End}(\Lambda) \) is a lattice in \( \rho(U(\mathfrak{g})) \); hence \( \mathfrak{g}_{\mathcal{G}, \mathfrak{f}} \) is finitely generated. On the other hand, \( \mathfrak{g}_{\mathcal{G}, \mathfrak{f}} \) generates \( U(\mathfrak{g}) \) as a \( K \)-vector space, hence \( \mathfrak{g}_{\mathcal{G}, \mathfrak{f}} \) spans \( \rho(U(\mathfrak{g})) \); hence it is a lattice in this vector space.

2. Let \( \Lambda \) be a lattice invariant under \( \mathfrak{C} \), and let \( (\mathcal{G}, \mathfrak{f}) \) be its associated anchored model of \( G \). Then \( \mathfrak{g}_{\mathcal{G}} \) is an \( R \)-submodule of the lattice \( \mathfrak{g}_{\mathcal{G}, \mathfrak{f}} \) that generates \( \rho(U(\mathfrak{g})) \) as a \( K \)-vector space, i.e. a lattice in \( \rho(U(\mathfrak{g})) \).
Lemma 4.31. Let $(\mathcal{G}, \mathcal{T})$ be a model of $(G, T)$, and let $\mathfrak{G}$ be the Lie algebra of $\mathcal{G}$. Then there is an $r \in R$ such that the following holds: Let $\varphi$ be any anchoring of $(\mathcal{G}, \mathcal{T})$ such that $\mathcal{V}_{\varphi, \varphi}$ is a lattice in $\varrho(U(\mathfrak{g}))$. Then there exists a Chevalley lattice $\mathcal{C}$ such that $r\mathcal{V}_{\mathcal{G}} \subset \mathcal{V}_{\varphi, \varphi}$.

The proof of this Lemma consists of three steps: first we prove it in the case that $G$ is a torus, then for semisimple $G$, and then we combine these results to prove the statement for general reductive $G$.

Lemma 4.32. Lemma 4.31 holds if $G$ is a torus.

Proof. There is only one Chevalley lattice, namely the $R$-Lie algebra $\mathfrak{T}^0$ from section 4.2. The composite map $\mathfrak{g} \rightarrow U(\mathfrak{g}) \rightarrow \varrho(U(\mathfrak{g}))$ is a bijection, and $(\varrho(\varphi))(\mathfrak{G})$ maps to $\mathcal{V}_{\varphi, \varphi}$. By (4.10) we have $\mathfrak{g} \cong K \otimes_{\mathbb{Z}} X_*(G)$. Under this identification a $\mu \in X_*(G)$ acts on $V_\chi$ (for $\chi \in X^*(G)$) as $(\mu, \chi)$. Let $M$ be a basis of $X_*(G)$, and let $k = \sum_{\mu \in M} k_{\mu} \mu$ be an element of $\mathfrak{g}$. If there is a lattice $\Lambda \subset V$ such that $k \cdot \Lambda \subset \Lambda$, then $\sum_{\mu \in M} k_{\mu}(\mu, \chi) \in R$ for all $\chi$ present in $V$. Since $V$ is a faithful representation of $G$, these $\chi$ span $X^*(G)$, hence $k_{\mu} \in R$ for all $\mu$, and $k \in \mathfrak{T}^0$. Now let $\varphi$ be such that $\mathcal{V}_{\varphi, \varphi}$ is a lattice in $\varrho(U(\mathfrak{g}))$; then for any lattice $\Lambda \subset V$ the set $\mathcal{V}_{\varphi, \varphi} \cdot \Lambda \subset V$ is a lattice in $V$ which is fixed under the action of $\mathcal{V}_{\varphi, \varphi}$. As such we find that $\mathcal{V}_{\varphi, \varphi} \subset \mathcal{V}_{\mathfrak{T}^0}$. Since $\text{Aut}(G)$ is a group of automorphisms of $\mathfrak{g}$ that sends $\mathfrak{T}^0$ to itself and permutes the different (Lie $\varphi$-)(\mathfrak{G}) = \mathcal{V}_{\varphi, \varphi}$ transitively, we find that the index $r$ of this inclusion does not depend on the choice of $\varphi$; this $r$ satisfies the conditions of the Lemma.

Lemma 4.33. Lemma 4.31 holds if $G$ is semisimple.

Proof. Fix a Chevalley lattice $\mathcal{C}$ and an anchoring $\varphi$ of $(\mathcal{G}, \mathcal{T})$. By Lemma 4.30 $\mathcal{V}_{\mathcal{G}}$ is a lattice in $\varrho(U(\mathfrak{g}))$, hence there exists an $r_{\varphi} \in R$ such that $r_{\varphi} \mathcal{V}_{\mathcal{G}} \subset \mathcal{V}_{\varphi, \varphi}$. Let $\text{Aut}(G, T) = \{\sigma \in \text{Aut}(G) : \sigma(T) = T\}$ as in Lemma 4.22 and let $\text{Aut}(G, T)$ be the underlying $K$-group scheme. There is a short exact sequence of algebraic groups over $K$

$$1 \rightarrow G_{\text{red}} \rightarrow \text{Aut}(G) \rightarrow \Gamma \rightarrow 1$$

where $\Gamma$ is the automorphism group of the based root datum $(\Psi, \Delta^+)$. Since $G$ is semisimple, we know that $\Gamma$ is a finite group. The kernel of the map $\text{Aut}(G, T) \rightarrow \Gamma$ is the image of the scheme-theoretic normaliser $\text{Norm}_T(\mathcal{T})$ in $G_{\text{red}}$; its identity component is $T$. Since $\Gamma$ is finite and the index of $T$ in $\ker(\text{Aut}(G, T) \rightarrow \Gamma)$ is finite, we see that $T(K)$ has finite index in $\text{Aut}(G, T)$. Now let $\varphi'$ be another anchoring of $(\mathcal{G}, \mathcal{T})$. There exists a unique $\sigma \in \text{Aut}(G, T)$ such that $\varphi' = \sigma \circ \varphi$. The automorphism $\sigma$ also induces automorphisms of $\mathfrak{g}$ and $U(\mathfrak{g})$, which we will still denote by $\sigma$. Suppose $\sigma$ is an inner automorphism corresponding to a $t \in T(K)$. Then $\sigma$ acts as $\chi(t)$ on $U(\mathfrak{g})_\chi$ for every $\chi \in \Psi$. Since $\sigma$ is a homomorphism of $X^*(T)$-graded algebras, we get

$$\mathcal{V}_{\varphi', \varphi'} = \varrho(\sigma(\mathcal{V}_{\varphi, \varphi})) = \varrho(t \cdot \mathcal{V}_{\varphi, \varphi}) = t \cdot \mathcal{V}_{\varphi, \varphi} \supset r_{\varphi} \cdot t \cdot \mathcal{V}_{\mathcal{G}} = r_{\varphi} \mathcal{V}_{\sigma(\mathcal{G})}.$$ 

This shows that $r = r_{\varphi}$ has the property that for all $\varphi'$ in the $T(K)$-orbit of $\varphi$, there exists a Chevalley lattice $\mathcal{C}'$ such that $r\mathcal{V}_{\mathcal{C}} \subset \mathcal{V}_{\varphi', \varphi'}$. Since there are only finitely many such orbits, we can find an $r$ that works for all of them simultaneously.

Proof of Lemma 4.31. Let $Z$ be the connected component of the center of $G$, and let $\mathfrak{z}$ be its Lie algebra. Similarly, let $\mathcal{Z} \subset \mathfrak{G}$ be the Zariski closure of the connected component of the center of $\mathcal{G}$, and let $\mathfrak{z}$ be its Lie algebra. Then $\mathcal{Z}$ is a model of $Z$, and any anchoring $\varphi$ of $\mathcal{Z}$ induces the $R$-Lie subalgebra (Lie $\varphi$)(\mathfrak{z}) $\subset \mathfrak{z}$, which generates the $R$-subalgebra $\mathcal{V}_{\varphi, \varphi}$ of $U(\mathfrak{z})$. We let $G'$ be the derived group of $G$, and $T'$ the connected component of $T \cap G'$, and analogous to the above we define $R$-group schemes $\mathcal{G}'$ and $\mathcal{T}'$, Lie algebras $\mathfrak{g}'$, $\mathfrak{t}'$, $\mathfrak{G}'$, and $\mathcal{T}'$, and the $R$-subalgebra $\mathcal{V}_{\varphi', \varphi'}$ of $U(\mathfrak{g}')$. By our results for tori and semisimple groups, this means that there exist $r_1, r_2 \in R$ such that the following holds: For each anchoring $\varphi_1$ of $\mathcal{Z}$ and each anchoring $\varphi_2$ of $(\mathcal{G}', \mathcal{T}')$ for which $\varrho(\mathcal{V}_{\varphi_1, \varphi_1})$ and $\varrho(\mathcal{V}_{\varphi_2, \varphi_2})$ are lattices, there exist Chevalley lattices $\mathcal{C}_1 \subset \mathfrak{z}$ and $\mathcal{C}_2 \subset \mathfrak{g}'$ such that

$$r_1 \varrho(\mathcal{V}_{\mathcal{C}_1, \varphi_1}) \subset \varrho(\mathcal{V}_{\mathfrak{z}, \varphi_1}),$$

$$r_2 \varrho(\mathcal{V}_{\mathcal{C}_2, \varphi_2}) \subset \varrho(\mathcal{V}_{\mathfrak{g}', \varphi_2}).$$

(4.34)

(4.35)
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Now let \( \varphi \) be an anchoring of \((\mathcal{G}, \mathcal{F})\) such that \( \mathcal{V}_{\mathcal{G}, \varphi} \) is a lattice. Then the restrictions of \( \varphi \) to \( \mathcal{F} \) and to \( \mathcal{G}' \) give anchorings of \( \mathcal{F} \) and \((\mathcal{G}', \mathcal{F}')\). For these anchorings the following holds:

\[
\begin{align*}
(Lie \, \varphi)(\mathcal{G}') &= (Lie \, \varphi)(\mathcal{G}) \cap g', \\
(Lie \, \varphi)(\mathcal{F}) &= (Lie \, \varphi)(\mathcal{G}) \cap f.
\end{align*}
\]

It follows from this that \( \text{Span}_R(\mathcal{V}_{\mathcal{G}, \varphi} \cdot \mathcal{V}_{\mathcal{G}', \varphi}) \subseteq \mathcal{V}_{\mathcal{G}, \varphi} \), where \( \text{Span}_R(X) \) is to be understood as the \( R \)-submodule of \( U(g) \) generated by \( A \) and \( B \). In particular this implies that both \( \mathcal{V}_{\mathcal{G}, \varphi} \) and \( \mathcal{V}_{\mathcal{G}', \varphi} \) are subalgebras of \( \mathcal{V}_{\mathcal{G}, \varphi} \), hence finitely generated. This shows that they are lattices in \( \varrho(U(\mathcal{G})) \) and \( \varrho(U(\mathcal{G}')) \), respectively. As such, there exist Chevalley lattices \( \mathcal{C}_1 \subseteq \mathcal{C}_2 \subseteq g' \) such that \( 4.34 \) and \( 4.35 \) hold. Then \( \mathcal{C}_1 \oplus \mathcal{C}_2 \) is a Chevalley lattice in \( g \) and

\[
r_1 r_2 \text{Span}_R(\mathcal{V}_{\mathcal{G}, \varphi} \cdot \mathcal{V}_{\mathcal{G}, \varphi}) = r_1 r_2 \text{Span}_R(\mathcal{V}_{\mathcal{G}', \varphi} \cdot \mathcal{V}_{\mathcal{G}', \varphi}) \subseteq \mathcal{V}_{\mathcal{G}, \varphi}. \]

This shows that \( r = r_1 r_2 \) satisfies the conditions of the Lemma, as it does not depend on the choice of \( \varphi \).

\[ \square \]

**Proposition 4.36.** Suppose \( K \) is a \( p \)-adic field. Then the map \( \text{mdl}_{G,T}: \text{Lat}_H(V) \to \text{Mdl}(G,T) \) of Lemma \( 2.3 \) is finite.

**Proof.** Let \((\mathcal{G}, \mathcal{F})\) be a model of \((G,T)\), and let \( r \) be as in Lemma \( 1.21 \). Let \( \mathcal{P} \subseteq \text{Lat}_H(V) \) be the set of \( H(K)\)-orbits of Chevalley-invariant lattices; this is a finite set by Proposition \( 1.20 \). Let \( X \) be an \( H(K)\)-orbit of lattices in \( V \) such that \( \text{mdl}_{G,T}(X) = (\mathcal{G}, \mathcal{F}) \). Let \( \Lambda \in X \), and let \( \varphi \) be the anchoring of \((\mathcal{G}, \mathcal{F})\) induced by \( \Lambda \). Then \( \Lambda \) is invariant under the action of \( \mathcal{V}_{\mathcal{G}, \varphi} \). Let \( \mathcal{C} \) be a Chevalley lattice in \( g \) such that \( \text{Span}_R(\mathcal{V}_{\mathcal{G}, \varphi} \cdot \mathcal{V}_{\mathcal{G}, \varphi}) \subseteq \mathcal{V}_{\mathcal{G}, \varphi} \). Since \( \mathcal{V}_{\mathcal{G}, \varphi} \) is a finitely generated submodule of \( \text{End}(V) \), we see that \( \Lambda' = \mathcal{V}_{\mathcal{G}, \varphi} \cdot \Lambda \subseteq V \) containing \( \Lambda \) is invariant under \( \mathcal{C} \). Furthermore we see

\[
\Lambda \subseteq \Lambda' = \mathcal{V}_{\mathcal{G}, \varphi} \Lambda \subseteq r \mathcal{V}_{\mathcal{G}, \varphi} \Lambda = r \Lambda,
\]

hence \( d(\Lambda, \Lambda') \leq v(r) \), where \( v \) is the valuation on \( K \). For the metric space \( \text{Lat}_H(V) \) this implies that \( X \) is at most distance \( v(r) \) from an element of \( \mathcal{P} \). Since \( \mathcal{P} \) is finite and balls are finite in this metric space, we see that there are only finitely many possibilities for \( X \).

\[ \square \]

**Lemma 4.37.** Suppose \( K \) is a number field. Then for almost all finite places \( v \) of \( K \) there is exactly one \( H(K_v)\)-orbit \( X \) of lattices in \( V_{K_v} \) such that \( \text{mdl}_{G_{K_v}, T_{K_v}}(X) \) is the Chevalley model of \((G_{K_v}, T_{K_v})\).

**Proof.** Let \((\mathcal{G}, \mathcal{F})\) be the Chevalley model of \((G,T)\), let \( \varphi \) be some anchoring of \((\mathcal{G}, \mathcal{F})\), and let \( \mathcal{C} \subseteq g \) be a Chevalley lattice. Then \( \mathcal{C}_{\mathcal{G}, R_v} = \mathcal{C}_R \) as lattices in \( g_{K_v} \) for almost all finite places \( v \) of \( K \). Hence for these \( v \), the Lie algebra of the Chevalley model of \((G_{K_v}, T_{K_v})\) is a Chevalley lattice via the embedding induced by the anchoring \( \varphi \). However, two anchorings differ by an automorphism in \( \text{Aut}(G_{K_v}, T_{K_v}) \). Since the action of \( \text{Aut}(G_{K_v}, T_{K_v}) \) on \( \text{Lat}(g_{K_v}) \) sends Chevalley lattices to Chevalley lattices by Lemma \( 1.22 \), this means that for these \( v \) the Lie algebra of the Chevalley model will be a Chevalley lattice with respect to every anchoring. For these \( v \), a lattice in \( V_{K_v} \) yielding the Chevalley model must be Chevalley-invariant. On the other hand, by Proposition \( 1.28 \), for almost all \( v \) there is precisely one \( H(K_v)\)-orbit of Chevalley-invariant lattices; combining this, we find that for almost all \( v \) there is at most one \( H(K_v)\)-orbit of lattices yielding the Chevalley model. For existence, note that any model of \( G \) will be reductive on an open subset of \( \text{Spec}(R) \), and any model of \( T \) will be a split torus on an open subset of \( \text{Spec}(R) \). This shows that any model of \((G,T)\) is isomorphic to the Chevalley model over almost all \( R_v \). It follows that for almost all \( v \) there is at least one lattice yielding the Chevalley model.

\[ \square \]

**Proof of Theorem 4.4.** 1. Let \( \mathcal{G} \) be a given model of \( G \). Let \( T \) be a split maximal torus of \( G \), and choose a subgroup scheme \( \mathcal{F} \subseteq \mathcal{G} \) such that \((\mathcal{G}, \mathcal{F})\) is a model of \((G,T)\). Let \( \Lambda' \) be a lattice in \( V \) with model \( \text{mdl}_{G,T}(\Lambda') = (\mathcal{G}', \mathcal{F}') \) and associated anchoring \( \varphi' : \mathcal{G}'_K \hookrightarrow G \). Suppose there exists an isomorphism \( \psi : \mathcal{G} \cong \mathcal{G}' \). Then \( \psi(\mathcal{F}_K) \) is a split maximal torus of \( \mathcal{G}'_K \). Since
all split maximal tori of a split reductive group are conjugate (see [25 Thm. 15.2.6]), there exists a $g \in \mathcal{G}(K)$ such that $\psi(\mathcal{J}_K) = g\mathcal{J}_Kg^{-1}$. Then $\text{inn}(g) \circ \psi$ is an isomorphism of models of $(G, T)$ between $(\mathcal{G}, \mathcal{J})$ and $\text{md}_G(T, \psi(g)\mathcal{J})$. By Proposition [4, 3.19] there are only finitely many $H(K)$-orbits yielding $(\mathcal{G}, \mathcal{J})$, so $g\Lambda'$ can only lie in finitely many $H(K)$-orbits; hence $\Lambda'$ can only lie in finitely many $(G \cdot H)(K)$-orbits. Since $G \cdot H$ is a subgroup of $N$, this shows that there are only finitely many $N(K)$-orbits in $\text{Lat}(V)$ yielding the model $\mathcal{G}$ of $G$.

2. Let $T$ be a split maximal torus of $G$. By Lemma [4, 3.17] for almost all finite places $v$ of $K$ there exists exactly one $H(K_v)$-orbit $Y_v \subset \text{Lat}(V_{K_v})$ yielding the Chevalley model of $(G_{K_v}, T_{K_v})$; let $v$ be such a place. Repeating the proof of the previous point, we see that $g\Lambda'$ has to lie in $Y_v$, hence $\Lambda'$ has to lie in $(G \cdot H)(K_v) \cdot Y_v$, and in particular in the single $N(K_v)$-orbit $N(K_v) \cdot Y_v$. □

5 Nonsplit reductive groups

The main goal of this section is to prove Theorem [24] for local fields, as well as a stronger finiteness result related to Theorem [4, 1.42] needed to prove Theorem [2.4] for number fields, for connected reductive groups that are not required to be split. We will make use of some Bruhat–Tits theory to prove the key Lemma [5.9]

5.1 Bruhat–Tits buildings

In this subsection we give a very brief summary of the part of Bruhat–Tits theory that is relevant to our purposes; Bruhat–Tits theory will only play a role in the proof of Lemma [5.9] If $\Delta$ is a simplicial complex, I denote its topological realisation by $|\Delta|$. 

**Theorem 5.1.** (See [4, Cor. 2.1.6; Lem. 2.5.1; 2.5.2, 27, 2.2.1] and 56, Th. VI.3A.) Let $G$ be a connected semisimple algebraic group over a $p$-adic field $K$. Then there exists a locally finite simplicial complex $\mathcal{I}(G, K)$ with the following properties:

1. $\mathcal{I}(G, K)$ has finite dimension;
2. Every simplex is contained in a simplex of dimension $\dim(\mathcal{I}(G, K))$, and these maximal simplices are called chambers;
3. There is an action of $G(K)$ on $\mathcal{I}(G, K)$ that induces a proper and continuous action on $|\mathcal{I}(G, K)|$, where $G(K)$ is endowed with the $p$-adic topology;
4. The stabilisers of points in $|\mathcal{I}(G, K)|$ are compact open subgroups of $G(K)$;
5. $G(K)$ acts transitively on the set of chambers of $\mathcal{I}(G, K)$;
6. There is a metric $d$ on $|\mathcal{I}(G, K)|$ invariant under the action of $G(K)$ that gives the same topology as its topological realisation.

**Remark 5.2.** Since the stabiliser of each point is an open subgroup of $G(K)$, the $G(K)$-orbits in $|\mathcal{I}(G, K)|$ are discrete subsets.

**Corollary 5.3.** Let $G$ be a semisimple algebraic group over a $p$-adic field $K$, let $C \subset |\mathcal{I}(G, K)|$ be a chamber, let $\bar{C} \subset |\mathcal{F}(G, K)|$ be its closure, and let $r \in \mathbb{R}_{>0}$. Then the subset $V \subset |\mathcal{I}(G, K)|$ given by

$$V := \left\{ x \in |\mathcal{I}(G, K)| : d(x, \bar{C}) \leq r \right\}$$

is compact.
Proof. Since the metric of \(|\mathcal{I}(G, K)|\) is invariant under the action of \(G(K)\) and \(G(K)\) acts transitively on the set of chambers, we see that every chamber has the same size. Since \(\mathcal{I}(G, K)\) is locally finite this means that \(V\) will only meet finitely many chambers. The union of the closures of these chambers is compact, hence \(V\), being a closed subset of this, is compact as well. \(\square\)

Theorem 5.4. (See [22] Prop. 2.4.6; Cor. 5.2.2; Cor. 5.2.8) Let \(G\) be a connected semisimple algebraic group over a \(p\)-adic field \(K\), and let \(L/K\) be a finite Galois extension.

1. The simplicial complex \(\mathcal{I}(G, L)\) has a natural action of \(\text{Gal}(L/K)\);
2. The map \(G(L) \times \mathcal{I}(G, L) \to \mathcal{I}(G, L)\) that gives the \(G(L)\)-action on \(\mathcal{I}(G, L)\) is \(\text{Gal}(L/K)\)-equivariant;
3. There is a canonical inclusion \(\mathcal{I}(G, K) \hookrightarrow \mathcal{I}(G, L)^{\text{Gal}(L/K)}\), which allows us to view \(\mathcal{I}(G, K)\) as a subcomplex of \(\mathcal{I}(G, L)\);
4. There is an \(r \in \mathbb{R}_{>0}\) such that for every \(x \in |\mathcal{I}(G, L)|^{\text{Gal}(L/K)}\) there exists an \(y \in |\mathcal{I}(G, K)|\) such that \(d(x, y) \leq r\).

5.2 Compact open subgroups and quotients

Let \(G\) be an algebraic group over a \(p\)-adic field \(K\), and let \(L/K\) be a finite Galois extension of \(K\). Let \(U\) be a compact open subgroup of \(G(L)\) that is invariant under the action of \(\text{Gal}(L/K)\). Then \(G(L)/U\) inherits an action of \(\text{Gal}(L/K)\), and its set of invariants \((G(L)/U)^{\text{Gal}(L/K)}\) has a left action of \(G(K)\). The goal of this section is to show that the quotient \(G(K) \backslash (G(L)/U)^{\text{Gal}(L/K)}\) is finite for various choices of \(G, K, L\) and \(U\). We will also show that it has cardinality \(1\) if we choose \(U\) suitably ‘nice’.

Notation 5.5. Let \(G\) be an algebraic group over a \(p\)-adic field \(K\), let \(L/K\) be a finite Galois extension over which \(G\) splits, and let \(U\) be a compact open subgroup of \(G(L)\) (with respect to the \(p\)-adic topology) fixed under the action of \(\text{Gal}(L/K)\). Then we write \(Q_{G}^{L/K}(U) := G(K) \backslash (G(L)/U)^{\text{Gal}(L/K)}\).

The next Lemma tells us that compact open subgroups often appear in the contexts relevant to us.

Lemma 5.6. (See [21], p. 134) Let \(G\) be an algebraic group over a \(p\)-adic field \(K\), and let \(L\) be a finite field extension of \(K\). Let \((\mathcal{F}, \varphi)\) be an anchored model of \(G\). Then \(\varphi(\mathcal{F}(\mathcal{O}_{L}))\) is a compact open subgroup of \(G(L)\) with respect to the \(p\)-adic topology. \(\square\)

We will now prove that \(Q_{G}^{L/K}(U)\) is finite for reductive \(G\). To prove this we first prove it for tori and for semisimple groups, and then combine these results.

Lemma 5.7. Let \(G\) be an algebraic group over a \(p\)-adic field \(K\), and let \(L/K\) be a finite Galois extension over which \(G\) splits. If \(Q_{G}^{L/K}(U)\) is finite for some compact open Galois invariant \(U \subset G(L)\), then it is finite for all such \(U\).

Proof. This follows from the fact that if \(U\) and \(U'\) are compact open Galois invariant subgroups of \(G(L)\), then \(U'' := U \cap U'\) is as well, and \(U''\) has finite index in both \(U\) and \(U'\). \(\square\)

Lemma 5.8. Let \(T\) be a torus over a \(p\)-adic field \(K\), and let \(L\) be a finite Galois extension of \(K\) over which \(T\) splits. Let \(U\) be a compact open subgroup of \(T(L)\). Then \(Q_{T}^{L/K}(U)\) is finite.

Proof. Choose an isomorphism \(\varphi: T_{L} \cong T_{m,L}^{d}\). Then \(T(L)\) has a unique maximal compact open subgroup, namely \(U = \varphi^{-1}(\langle \mathcal{O}_{L}^{\times} \rangle^{d})\); by Lemma 5.7 it suffices to prove this Lemma for this \(U\).
Let $f$ be the ramification index of $L/K$, and let $\omega$ be a uniformiser of $L$ such that $\omega^f \in K$. Now consider the homomorphism of abelian groups

$$F : X_*(T) \to T(L)/U$$

$$\eta \mapsto \eta(\omega)U.$$  

For every cocharacter $\eta$ the subgroup $\eta(\Theta^\omega_\eta)$ of $T(L)$ is contained in $U$. This implies that for all $\eta \in X_*(T)$ and all $\pi \in \text{Gal}(L/K)$ one has

$$F(\pi \cdot \eta) = \pi(\eta(\pi^{-1}\omega)))U$$

$$= \pi(\eta(\omega)) \cdot \pi \left( \frac{\pi^{-1}\omega}{\omega} \right) U$$

$$= \pi(F(\eta)),$$

since $\frac{\pi^{-1}\omega}{\omega} \in \Theta^\omega_\eta$. This shows that $F$ is Galois-equivariant. On the other hand $\varphi$ induces isomorphisms of abelian groups $X_*(T) \cong \mathbb{Z}^d$ and $T(L)/U \cong (L^\times/\Theta^\omega_L)^d = \langle \omega \rangle^d$. In terms of these identifications the map $F$ is given by

$$\mathbb{Z}^d \ni (x_1, \ldots, x_d) \mapsto (\omega^{x_1}, \ldots, \omega^{x_d}) \in \langle \omega \rangle^d \cong T(L)/U.$$  

We see from this that $F$ is an isomorphism of abelian groups with an action of $\text{Gal}(L/K)$. Let $t \in T(L)/U$ be Galois invariant, and let $\eta = F^{-1}(t) \in X_*(T)^{\text{Gal}(L/K)}$; then $\eta$ is a cocharacter that is defined over $K$. By definition we have $\omega^f \in K$, hence $F(t \cdot \eta) = \eta(\omega^f)$ is an element of $T(K)$. This shows that the abelian group $X_*(T)^{\text{Gal}(L/K)/F^{-1}(T(K) \cdot U)}$ is annihilated by $f$. Since it is finitely generated, it is finite. Furthermore, the map $F$ induces a bijection

$$X_*(T)^{\text{Gal}(L/K)/F^{-1}(T(K))} \to Q^{L/K}_T(U),$$  

hence $Q^{L/K}_G(U)$ is finite. \hfill \ensuremath{\Box}

**Lemma 5.9.** Let $G$ be a (connected) semisimple group over a $p$-adic field $K$, and let $L$ be a finite Galois extension over which $G$ splits. Let $U$ be a Galois invariant compact open subgroup of $G(L)$. Then $Q^{L/K}_G(U)$ is finite.

**Proof.** By Lemma 5.7 it suffices to show this for a chosen $U$. Let $I(G, K)$ be the Bruhat–Tits building of $G$ over $K$, and let $I(G, L)$ be the Bruhat–Tits building of $G$ over $L$. Choose a point $x \in |I(G, K)| \subset |I(G, L)|^{\text{Gal}(L/K)}$; its stabiliser $U \subset G(L)$ is a Galois invariant compact open subgroup of $G(L)$ by Theorems 5.4.4 and 5.4.2. Now we can identify $Q^{L/K}_G(U)$ with

$$G(K) \backslash (G(L) \cdot x)^{\text{Gal}(L/K)},$$

so it suffices to show that this set is finite. Let $y \in (G(L) \cdot x)^{\text{Gal}(L/K)}$, and let $r$ be as in Theorem 5.4.4. Then there exists a $z \in I(G, K)$ such that $d(y, z) \leq r$. Now fix a chamber $C$ of $I(G, K)$, and let $g \in G(K)$ such that $gz \in C$ (see Theorem 5.4.5). Then $d(gy, C) \leq r$, so $gy$ lies in the set $D = \{ v \in |I(G, L)| : d(v, C) \leq r \}$, which is compact by Corollary 5.3. On the other hand the action of $G(L)$ on $|I(G, L)|$ has discrete orbits by Remark 5.2, so $G(L) \cdot x$ intersects $D$ in only finitely many points. Hence there are only finitely many possibilities for $gy$, so $G(K) \backslash (G(L) \cdot x)^{\text{Gal}(L/K)}$ is finite, as was to be shown. \hfill \ensuremath{\Box}

**Proposition 5.10.** Let $G$ be a connected reductive group over a $p$-adic field $K$, and let $L$ be a finite Galois extension of $K$ over which $G$ splits. Let $U$ be a Galois invariant subgroup of $G(L)$. Then $Q^{L/K}_G(U)$ is finite.
Proof. Let $G'$ be the semisimple group $G^{\text{der}}$, and let $G^{\text{ab}}$ be the torus $G/G'$. This gives us an exact sequence

$$1 \to G'(K) \to G(K) \xrightarrow{\psi} G^{\text{ab}}(K) \to H^1(G', K).$$

The image $\psi(U) \subset G^{\text{ab}}(L)$ is compact. It is also open: If $Z$ is the centre of $G$, then the map $\psi: Z \to G^{\text{ab}}$ is an isogeny, and since $Z(L) \cap U$ is open in $Z(L)$, its image in $G^{\text{ab}}$ is open as well. Hence by Lemma 5.8 we know that $Q^L_{G^{\text{ab}}}(\psi(U))$ is finite. Furthermore, by [23 III.4.3] $H^1(G', K)$ is finite, hence the image of $G(K)$ in $G^{\text{ab}}(K)$ has finite index. If we let $G(K)$ act on $(G^{\text{ab}}(L)/\psi(U))^{\text{Gal}(L/K)}$ via $\psi$, we now find that the quotient set $G(K)/(G^{\text{ab}}(L)/\psi(U))^{\text{Gal}(L/K)}$ is finite. The projection map $\psi: (G(L)/U)^{\text{Gal}(L/K)} \to (G^{\text{ab}}(L)/\psi(U))^{\text{Gal}(L/K)}$ is $G(K)$-equivariant, so we get a map of $G(K)$-quotients $\tilde{\psi}: Q^L_{G}(U) \to G(K)/(G^{\text{ab}}(L)/\psi(U))^{\text{Gal}(L/K)}$. To show that $Q^L_{G}(U)$ is finite it now suffices to show that the map $\tilde{\psi}$ is finite.

Let $x \in Q^L_{G}(U)$; we need to prove that there exist only finitely many $y \in Q^L_{G}(U)$ such that $\tilde{\psi}(x) = \tilde{\psi}(y)$. Choose a representative $\tilde{x}$ of $x$ in $G(L)$; then there exists a representative $\tilde{y}$ of $y$ in $G(L)$ such that $\tilde{x} = \tilde{y}$ in $G^{\text{ab}}(L)$. Hence there is a $g' \in G'$ such that $g'\tilde{x} = \tilde{y}$. Since $\tilde{x}U$ and $\tilde{y}U$ are Galois invariant, the element $g'$ is Galois invariant in $G'(L)/G'(L) \cap \tilde{x}U\tilde{x}^{-1}$; this makes sense because the compact open subgroup $G'(L) \cap \tilde{x}U\tilde{x}^{-1}$ of $G'(L)$ is Galois-invariant. Furthermore the element $y$ only depends on the choice of $g'$ in

$$G'(L)/(G'(L) \cap \tilde{x}U\tilde{x}^{-1})^{\text{Gal}(L/K)} = Q^L_{G}(G'(L) \cap \tilde{x}U\tilde{x}^{-1}).$$

Since this set is finite by Lemma 5.9 there are only finitely many possibilities for $y$ for a given $x$. This proves the Proposition. 

The final Proposition of this section is a stronger version of Proposition 5.10 in the case that the compact open subgroup $U$ comes from a ‘nice’ model of $G$. We need this to prove a stronger version of Theorem 2.4 over local fields in the case that we have models over a collection of local fields coming from the places of some number field (compare Theorem 4.12).

Proposition 5.11. Let $K$ be a $p$-adic field, and let $G$ be a smooth group scheme over $\mathcal{O}_K$ whose generic fibre is reductive and splits over an unramified Galois extension $L/K$. Then $\#Q^L_{G}(G(O_L)) = 1$.

Proof. Let $k$ be the residue field of $K$. Let $g \in G(L)$ such that $g\mathcal{O}(\mathcal{O}_L)$ is Galois-invariant; we need to show that $g\mathcal{O}(\mathcal{O}_L)$ has a point defined over $k$. Since $L/K$ is unramified, we see that $\text{Gal}(L/K)$ is the étale fundamental group of the covering $\text{Spec}(\mathcal{O}_L)/\text{Spec}(\mathcal{O}_K)$. As such $g\mathcal{O}(\mathcal{O}_L)$ can be seen as the $\mathcal{O}_L$-points of a $G$-torsor $\mathcal{B}$ over $\text{Spec}(\mathcal{O}_K)$ in the sense of [18 III.4]. By Lang’s theorem the $\mathcal{O}_k$-points $\mathcal{B}_k$ is trivial, hence $\mathcal{B}(k)$ is nonempty. Since $G$ is smooth over $\mathcal{O}_K$, so is $\mathcal{B}$, and we can lift a point of $\mathcal{B}(k)$ to a point of $\mathcal{B}(\mathcal{O}_K)$. Hence $g\mathcal{O}(\mathcal{O}_L)$ has an $\mathcal{O}_K$-point, as was to be shown.

5.3 Models of reductive groups

In this subsection we prove Theorem 2.4 over local fields, plus a stronger statement for local fields coming from one number field. We need this to prove Theorem 2.4 for number fields.

Theorem 5.12. Let $G$ be a connected reductive group over $K$. Let $V$ be a faithful representation of $G$, and regard $G$ as an algebraic subgroup of $\text{GL}(V)$. Let $N$ be the scheme-theoretic normaliser of $G$ in $\text{GL}(V)$.

1. Let $K$ be a $p$-adic field. Then the map $\text{mdl}_G: \text{Lat}_N(V) \to \text{Mdl}(G)$ of Lemma 5.5 is finite.

2. Let $K$ be a number field. Then there exists a finite Galois extension $L$ of $K$ over which $G$ splits with the following property: For almost all finite places $v$ of $K$ there is exactly one $N(K_v)$-orbit $X_v$ of lattices in $V_{K_v}$ such that $\text{mdl}_{G_{K_v}}(X_v)_{\mathcal{O}_{L_v}}$ is the Chevalley model of $G_{L_v}$ for all places $w$ of $L$ over $v$.
Proof. Let $N^0$ and $\pi_0(N)$ be the identity component and component group of $N$, respectively.

1. Let $L/K$ be a Galois extension over which $G$ splits. Let $R$ and $S$ be the rings of integers of $K$ and $L$, respectively. Then we have the following commutative diagram:

\[
\begin{array}{ccc}
\text{Lat}_{N^0}(V) & \xrightarrow{S \otimes_R} & \text{Lat}_{N^0}(V_L) \\
\downarrow & & \downarrow \\
\text{Lat}_N(V) & \xrightarrow{S \otimes_R} & \text{Lat}_N(V_L) \\
\downarrow & & \downarrow \\
\text{Mdl}(G) & \xrightarrow{\text{Spec}S \times_{\text{Spec}R} -} & \text{Mdl}(G_L) \\
\end{array}
\]

By Theorem 4.1.1 we know that the map on the lower right is finite. Furthermore, since $N^0$ is of finite index in $N$, we know that the maps on the upper left and upper right are finite and surjective. To show that the map on the lower left is finite, it now suffices to show that the top map is finite. Let $\Lambda$ be a lattice in $V$. The $N^0(L)$-orbit of $\Lambda_S$ in $\text{Lat}(V_L)$ is a Galois-invariant element of $\text{Lat}_{N^0}(V_L)$. As a set with an $N^0(L)$-action and a Galois action, this set is isomorphic to $N^0(L)/U$, where $U \subset N^0(L)$ is the stabiliser of $\Lambda_S$; this is a compact open Galois-invariant subgroup of $N^0(L)$. If $\Lambda' \in \text{Lat}(V)$ is another lattice such that $\Lambda'_S \in N^0(L) \cdot \Lambda_S$, then $\Lambda'_S$ corresponds to a Galois-invariant element of $N^0(L)/U$. By [28] we know that $N^0$ is reductive, hence $Q_{N^0}(U)$ is finite by Proposition 5.10. This shows that, given $\Lambda$, there are only finitely many options for $N^0(L) \cdot \Lambda'$. Hence the top map of the above diagram is finite, as was to be shown.

2. Let $L/K$ be finite Galois such that the map $N(L) \to \pi_0(N)(\bar{K})$ is surjective. Choose a lattice $\Lambda \in \text{Lat}(V)$. Let $\mathcal{N}^0$ be the model of $N^0$ induced by $\Lambda$. Let $\mathcal{N}^0_v := \mathcal{N}^0_{R_v}$; this is the model of $N^0_{R_v}$ induced by $\Lambda_{R_v} \subset V_{K_v}$. For almost all $v$ the $R_v$-group scheme $\mathcal{N}^0_v$ is reductive. Since $G_L$ is split, for almost all places $w$ of $L$ the model of $G_{L_w}$ associated to $\Lambda_{S_w}$ is the Chevalley model. Furthermore, let $n_1, \ldots, n_r \in N(L)$ be a set of representatives of $\pi_0(N)(\bar{K})$; then for every place $w$ of $L$ we have

$$N(L_w) \cdot \Lambda_{S_w} = \bigcup_{i=1}^r N^0(L_w) n_i \cdot \Lambda_{S_w}.$$ 

For almost all $w$ all the lattices $n_i \cdot \Lambda_{S_w}$ coincide, hence for those $w$ we have $N(L_w) \cdot \Lambda_{S_w} = N^0(L_w) \cdot \Lambda_{S_w}$. Now let $v$ be a finite place of $K$ satisfying the following conditions:

- For every place $w$ of $L$ above $v$, the $N(L_w)$-orbit of lattices $N(L_w) \cdot \Lambda_{S_w}$ is the only orbit of lattices in $V_{K_w}$ inducing the Chevalley model of $G_{L_w}$;
- for every place $w$ of $L$ above $v$ we have $N(L_w) \cdot \Lambda_{S_w} = N^0(L_w) \cdot \Lambda_{S_w}$;
- $L$ is unramified over $v$;
- $\mathcal{N}^0_v$ is reductive.

The last three conditions hold for almost all $v$, and by Theorem 4.1.2 the same is true for the first condition. Let us now follow the proof of the previous point, for the group $G_{K_v}$ and its faithful representation $V_{K_v}$. The first two conditions tell us that $N^0(L_w) \cdot \Lambda_{S_w}$ is the only $N^0(L_w)$-orbit of lattices yielding the Chevalley model of $G_{L_w}$ for every place $w$ of $L$ over $v$. By the last two conditions and Proposition 5.11 we know that $Q_{N^0}(S_w) = 1$, hence there is only one $N^0(K_v)$-orbit of lattices that gets mapped to $N^0(L_w) \cdot \Lambda_{S_w}$. This is the unique $N^0(K_v)$-orbit of lattices in $V_{K_v}$ yielding the Chevalley model of $G_{L_w}$; in particular there is only one $N(K_v)$-orbit of such lattices. \qed
6 Reductive groups over number fields

In this section we prove Theorem 2.4 over number fields. To go from local fields to number fields, we work with the topological ring of finite adèles \( \mathbb{A}_{K,v} \) over a number field \( K \); let \( \mathbb{R} \subset \mathbb{A}_{K,v} \) be the profinite completion of the ring of integers \( \mathbb{R} \) of \( K \). If \( M \) is a free \( \mathbb{A}_{K,v} \)-module of finite rank, we say that a lattice in \( M \) is a free \( \mathbb{R} \)-submodule that generates \( M \) as an \( \mathbb{A}_{K,v} \)-module.

The set of lattices in \( M \) is denoted \( \text{Lat}(M) \), and if \( G \) is a subgroup scheme of \( \mathbb{G}_{m}(M) \), we denote \( \text{Lat}_{G}(M) := G(\mathbb{A}_{K,v}) \backslash \text{Lat}(M) \).

If \( V \) is a finite dimensional \( K \)-vector space, then the map \( \Lambda \mapsto \Lambda_{\mathbb{R}} \) gives a bijection \( \text{Lat}(V) \to \text{Lat}(V_{\mathbb{R}}) \).

**Lemma 6.1.** Let \( K \) be a number field, let \( G \) be a (not necessarily connected) reductive group over \( K \), and let \( V \) be a finite dimensional faithful representation of \( G \). Let \( \mathcal{F} \) be a model of \( G \).

1. \( \mathcal{F}(\mathbb{R}) \) is a compact open subgroup of \( G(\mathbb{A}_{K,v}) \) in the adèlic topology;
2. The map \( \text{Lat}_{G}(V) \to \text{Lat}_{G}(V_{\mathbb{R}}) \) is finite;
3. The map \( \text{Lat}_{G}(V_{\mathbb{R}}) \to \prod_{v} \text{Lat}_{G}(V_{K,v}) \) is injective.

**Proof.**

1. Let \( V \) be a faithful representation of \( G \) and let \( \Lambda \) be a lattice in \( V \) such that \( \mathcal{F} \) is the model of \( G \) associated to \( \Lambda \). Then \( \mathcal{F}(\mathbb{R}) = G(\mathbb{A}_{K,v}) \cap \text{End}(\Lambda_{\mathbb{R}}) \). Since \( \text{End}(\Lambda_{\mathbb{R}}) \) is open in \( \text{End}(V_{\mathbb{R}}) \), we see that \( \mathcal{F}(\mathbb{R}) \) is open in \( G(\mathbb{A}_{K,v}) \).

The proof of Theorem 2.4 also shows that for every collection of models \( \mathcal{F} \), \( \Lambda \), \( \Lambda_{\mathbb{R}} \), \( \Lambda_{\mathbb{R}}' \) and \( \Lambda_{\mathbb{R}}'' \), there are \( \mathbb{R} \)-orbits of lattices in \( \mathbb{A}_{K,v} \) whose images in \( \prod_{v} \text{Lat}_{G}(V_{K,v}) \) are the same. Then for any \( v \) there exists a \( g_{v} \in G(\mathbb{K}_{v}) \) such that \( g_{v} \cdot \Lambda_{\mathbb{R}_{v}} = \Lambda'_{\mathbb{R}_{v}} \cdot g_{v} \). Since \( \Lambda_{\mathbb{R}_{v}} = \Lambda'_{\mathbb{R}_{v}} \) for almost all \( v \), we can take \( g_{v} = 1 \) for almost all \( v \); hence \( g \cdot \Lambda = \Lambda' \) for \( g = (g_{v})_{v} \in G(\mathbb{A}_{K,v}) \).

**Proof of Theorem 2.4.** The case that \( K \) is a \( p \)-adic field is proven in Theorem 5.12, so suppose \( K \) is a number field. Then we have the following commutative diagram:

\[
\begin{array}{ccc}
\text{Lat}_{N}(V) & \xrightarrow{f_{1}} & \text{Lat}_{N}(V_{\mathbb{R}}) \\
\xrightarrow{\text{ad}_{G}} & & \xrightarrow{f_{2}} \\
\text{Mdl}(G) & \xrightarrow{\prod_{v} \text{Spec}(R_{v}) \times \text{Spec}(R)} & \prod_{v} \text{Mdl}(G_{K,v})
\end{array}
\]

Let \( L \) be as in Theorem 5.12, and let \( R \) and \( S \) be the rings of integers of \( K \) and \( L \), respectively. Let \( \mathcal{F} \) be a model of \( G \). Then for almost all finite places \( w \) of \( L \) the model \( \mathcal{F}_{w} \) of \( G_{L,w} \) is the Chevalley model. By Theorem 5.12 we know that for every finite place \( v \) of \( K \) there are only finitely many \( N(\mathbb{K}_{v}) \)-orbits of lattices in \( V_{K,v} \), whose associated model is \( \mathcal{F}_{R_{v}} \), and for almost all \( v \) there is exactly one such orbit. This shows that there are only finitely many \( \prod_{v} \text{Lat}_{N}(V_{K,v}) \) that map to \( (\mathcal{F}_{R_{v}})_{v} \). Hence the map on the right of the diagram above is finite; since \( f_{1} \) and \( f_{2} \) are finite as well by Lemma 6.1, this proves the Theorem.

**Remark 6.2.** The proof of Theorem 2.4 also shows that for every collection of models \( \mathcal{F}_{v} \) of the \( G_{v} \), there are at most finitely many \( N(\mathbb{K}) \)-orbits of lattices in \( V \) that yield that collection of models.
7 Integral Mumford–Tate groups

Let $g$ and $n$ be integers with $g \geq 1$ and $n \geq 3$. Let $\mathcal{A}_{g,n}$ be the moduli space of principally polarised abelian varieties of dimension $g$ with level $n$ structure. Let $X_{g,n}$ be the universal abelian variety over $\mathcal{A}_{g,n}$, and let $V_{g,n}$ be the variation of integral Hodge structures on $\mathcal{A}_{g,n}$ for which $V_{g,n,y} = H^1(\mathcal{A}_{g,n,y}, \mathbb{Z})$ for every $y \in \mathcal{A}_{g,n}(\mathbb{C})$. If $Y \subset \mathcal{A}_{g,n}$ is a special subvariety, then we can define its generic (integral) Mumford–Tate group $\text{GTM}(Y)$ analogously to how one defines the generic rational Mumford–Tate group for a variation of rational Hodge structures, as for instance in [20]. If $y \in Y$ is Hodge generic (i.e. its special closure is $Y$) then $\text{GTM}(Y)$ is isomorphic to the Mumford–Tate group of the integral Hodge structure $V_{g,n,y}$. The resulting integral group scheme is flat and of finite type over $\mathbb{Z}$, and its generic fibre is a connected reductive rational algebraic group. The aim of this section is to prove the following Theorem:

**Theorem 7.1.** Let $g$ and $n$ be positive integers with $n > 2$, and let $\mathcal{G}$ be a group scheme over $\mathbb{Z}$. Then there are at most finitely many special subvarieties $Y$ of $\mathcal{A}_{g,n}$ such that $\text{GTM}(Y) \cong \mathcal{G}$.

Throughout this section, by a symplectic representation of an algebraic group $G$ over a field $K$ we mean a morphism of algebraic groups $G \to \text{Sp}(V, \psi)$ for some symplectic $K$-vector space $(V, \psi)$. By [13] Thm. 2.1(b) the isomorphism class of a symplectic representation is uniquely determined by its underlying representation $G \to \text{GL}(V)$. Before we prove the main result in section 7.2 we first need to devote section 7.1 to Proposition 7.2, which is the ‘rational analogon’ to Theorem 7.1.

7.1 The rational case
The goal of this section is to prove the following Proposition:

**Proposition 7.2.** Let $G$ be a reductive algebraic group over $\mathbb{Q}$, then up to Hecke correspondence there are at most finitely many special subvarieties $Y$ of $\mathcal{A}_{g,n}$ such that $\text{GTM}(Y)_{\mathbb{Q}} \cong G$.

This is as far as we can get into proving Theorem 7.1 without using integral information, as rational generic Mumford–Tate groups are invariant under Hecke correspondences. We first need to set up some notation before we get to the proof. For an algebraic group $G$ over $\mathbb{Q}$ we write $G(\mathbb{R})^+$ for the identity component of the Lie group $G(\mathbb{R})$. We write $S$ for the Deligne torus $\text{Res}_{\mathbb{C}/\mathbb{R}}G_m$. Let $H_g$ be the $g$-dimensional Siegel space; then $(\text{Sp}_{2g, \mathbb{C}}, H_g)$ is a Shimura datum. We fix a connected component $H_g^+ \subset H_g$.

**Definition 7.3.** A reductive connected Shimura datum is a pair $(G, X^+)$ consisting of a connected reductive group $G$ over $\mathbb{Q}$ and a $G(\mathbb{R})^+$-orbit $X^+$ of morphisms $S \to G_{\mathbb{R}}$ such that the pair $(G, G(\mathbb{R})^+ \cdot X^+)$ is a Shimura datum.

A reductive connected Shimura datum differs from a connected Shimura datum in the sense of [16] in that we do not require $G$ to be semisimple, and we look at morphisms $S \to G_{\mathbb{R}}$ rather than morphisms $S^1 \to G_{\mathbb{R}}^{\text{ad}}$.

**Definition 7.4.** A connected Shimura triple of rank $2g$ is a triple $(G, X^+, \varrho)$ consisting of:

- a reductive algebraic group $G$ over $\mathbb{Q}$;
- a $G(\mathbb{R})^+$-orbit $X^+ \subset \text{Hom}(S, G_{\mathbb{R}})$ such that the pair $(G, X^+)$ is a connected reductive Shimura datum;
- an injective morphism of algebraic groups $\varrho: G \to \text{Sp}_{2g, \mathbb{Q}}$ such that $\varrho_S \circ X^+ \subset H_g^+$, and such that $G$ is the generic Mumford–Tate group of $X^+$ under this embedding.

For a reductive group $G$, we define

$$\Omega(G, \varrho) := \big\{ (X^+, \varrho) : (G, X^+, \varrho) \text{ is a connected Shimura triple of rank } 2g \big\}.$$  \hspace{1cm} (7.5)
There are commuting actions from $\text{Aut}(G)$ on the left and $\text{GSp}_{2g}(\mathbb{Q})$ on the right on $\Omega(G, g)$, defined by

$$\sigma \cdot (X^+, \varrho) \cdot a := (\sigma g \circ X^+, \text{inn}(a)^{-1} \circ g \circ \sigma^{-1}).$$  \hfill (7.6)

The reason to study these Shimura triples is that every special subvariety comes from a connected Shimura triple in the following sense: The Shimura variety $A_{g, n}$ is a finite disjoint union of complex analytical spaces of the form $\Gamma \backslash \mathcal{H}_g^+$, where $\Gamma \subset \text{GSp}_{2g}(\mathbb{Z})$ is a congruence subgroup, and $\mathcal{H}_g^+$ is a fixed connected component of $\mathcal{H}_g$. For such a $\Gamma$, and a connected Shimura triple $(G, X^+, \varrho)$ of rank $2g$, denote by $Y_\Gamma(G, X^+, \varrho)$ the image of $\varrho(X^+) \subset \mathcal{H}_g^+$ in $\Gamma \backslash \mathcal{H}_g^+$. This is a special subvariety of $\Gamma \backslash \mathcal{H}_g^+$, and all special subvarieties arise in this way. Furthermore, $\text{GSp}(Y_\Gamma(G, X^+, \varrho))_\mathbb{Q}$ is isomorphic to $G$. If $Y = Y_\Gamma(G, X^+, \varrho)$ and $Y'$ are two special subvarieties of $\Gamma \backslash \mathcal{H}_g^+$ that differ by a Hecke correspondence, then there exists an $a \in \text{GSp}_{2g}(\mathbb{Q})$ such that $Y' = Y_\Gamma(G, X^+, \text{inn}(a)^{-1} \circ \varrho)$. Proposition 7.7 is therefore equivalent to the following result:

**Proposition 7.7.** Let $G$ be a connected reductive group over $\mathbb{Q}$. Then the cardinality of the quotient set $\text{Aut}(G) \backslash \Omega(G, g)/\text{GSp}_{2g}(\mathbb{Q})$ is finite.

The rest of this subsection is dedicated to the proof of this Proposition. We first prove some auxiliary results.

**Lemma 7.8.** Let $d$ be a positive integer. Let $\Pi$ be a finite subgroup of $\text{GL}_d(\mathbb{Z})$, and let $\eta_0 \in \mathbb{Z}^d$ be such that $\Pi \cdot \eta_0$ generates the rational vector space $\mathbb{Q}^d$. Then up to the action of $\text{Aut}_\Pi(\mathbb{Z}^d)$ there are only finitely many elements $\eta \in \mathbb{Z}^d$ such that for all $\pi_1, \ldots, \pi_d \in \Pi$ we have

$$\det(\pi_1 \cdot \eta_0, \ldots, \pi_d \cdot \eta_0) = \det(\pi_1 \cdot \eta, \ldots, \pi_d \cdot \eta).$$  \hfill (7.9)

**Proof.** Fix $\pi_1, \ldots, \pi_d \in \Pi$ such that the $\pi_i \cdot \eta_0$ are $\mathbb{Q}$-linearly independent, and define the integer $C := \det(\pi_1 \cdot \eta_0, \ldots, \pi_d \cdot \eta_0)$. Let $\eta \in \mathbb{Z}^d$ be such that it satisfies (7.9). Then $\det(\pi_1 \cdot \eta, \ldots, \pi_d \cdot \eta) = \pm C$, so the $\pi_i \cdot \eta$ are $\mathbb{Q}$-linearly independent as well. If $\pi$ is any element of $\Pi$, then there exist $c_i, c_i' \in \mathbb{Q}$ such that $\pi \cdot \eta_0 = \sum_i c_i (\pi_i \cdot \eta_0)$ and $\pi \cdot \eta = \sum_i c_i' (\pi_i \cdot \eta)$. Then we may calculate

$$c_i \cdot C = \det(\pi_1 \cdot \eta_0, \ldots, \pi_{i-1} \cdot \eta_0, \pi \cdot \eta_0, \pi_{i+1} \cdot \eta_0, \ldots, \pi_d \cdot \eta_0)$$
$$= \det(\pi_1 \cdot \eta, \ldots, \pi_{i-1} \cdot \eta, \pi \cdot \eta, \pi_{i+1} \cdot \eta, \ldots, \pi_d \cdot \eta)$$
$$= c_i' \cdot C.$$

Hence $c_i = c_i'$, and we find that for every collection of scalars $(x_\pi)_{\pi \in \Pi}$ in $\text{Map}(\Pi, \mathbb{Q})$ we have

$$\sum_{\pi \in \Pi} x_\pi \cdot (\pi \cdot \eta_0) = 0 \Leftrightarrow \sum_{\pi \in \Pi} x_\pi \cdot (\pi \cdot \eta) = 0.$$

It follows that there exists a unique $\Pi$-equivariant linear isomorphism $f_\eta : \mathbb{Q}^d \rightarrow \mathbb{Q}^d$ satisfying $f_\eta(\eta_0) = \eta$. Let $\Lambda_\eta$ be the lattice in $\mathbb{Q}^d$ generated by $\Pi \cdot \eta$; then $f_\eta(\Lambda_\eta) = \Lambda_\eta$. Now let $\eta' \in \mathbb{Z}^d$ be another element satisfying (7.9); then $f_{\eta'} \circ f_{\eta}^{-1}$ is the unique $\Pi$-equivariant automorphism of $\mathbb{Q}^d$ that sends $\eta$ to $\eta'$. This automorphism induces a $\Pi$-equivariant automorphism of $\mathbb{Z}^d$ if and only if $f_{\eta}^{-1}(\mathbb{Z}^d) = f_{\eta'}^{-1}(\mathbb{Z}^d)$ in $\mathbb{Q}^d$. Hence $\text{Aut}_\Pi(\mathbb{Z}^d)$-orbits of suitable $\eta$ correspond bijectively to lattices of the form $f_{\eta}^{-1}(\mathbb{Z}^d)$ in $\mathbb{Q}^d$. Let $C$ be as above; then $\Lambda_\eta \subset \mathbb{Z}^d \subset C^{-1} \Lambda_\eta$, hence $\Lambda_\eta \subset f_{\eta}^{-1}(\mathbb{Z}^d) \subset C^{-1} \Lambda_\eta$. Since there are only finitely many options for lattices between $\Lambda_\eta$ and $C^{-1} \Lambda_\eta$, we conclude that there are only finitely many options for the $\text{Aut}_\Pi(\mathbb{Z}^d)$-orbit of $\eta$. \hfill $\square$

**Lemma 7.10.** Let $T$ be a torus over $\mathbb{Q}$, and let $\nu : G_{m, \mathbb{Q}} \rightarrow \text{GSp}_{2g, \mathbb{Q}}$ be a symplectic representation. Let $S$ be the collection of pairs $(\eta, \tau)$, where $\eta : G_{m, \mathbb{Q}} \rightarrow \widehat{T}_\mathbb{Q}$ is a character whose image is Zariski dense in the $\mathbb{Q}$-group $T$, and $\tau : T \rightarrow \text{GSp}_{2g, \mathbb{Q}}$ is a faithful symplectic representation, such that $\nu \equiv \tau_0 \circ \eta$ as symplectic representations of $G_{m, \mathbb{Q}}$. Define an action of $\text{Aut}(T)$ on $S$ by $\sigma \cdot (\eta, \tau) = (\sigma \circ \eta, \tau \circ \sigma^{-1})$. Then $\text{Aut}(T) \setminus S$ is finite.
Proof. Define $X = X_*(T)$ as a free abelian group with a $\text{Gal}(\bar{\mathbb{Q}}/\mathbb{Q})$-action, and identify $X^*(T)$ with $X^\vee$ via the natural perfect pairing. Let $\Pi$ be the image of $\text{Gal}(\bar{\mathbb{Q}}/\mathbb{Q})$ in $\text{GL}(X)$; this is a finite group. Now let $(\eta, \tau) \in S$; then $\tau$ is given by a multiset $W \subset X^\vee$. The fact that $\tau$ is faithful and defined over $\mathbb{Q}$ implies that $W$ generates $X^\vee$ as an abelian group and that $W$ is invariant under the action of $\Pi$. Since the image of $\eta$ is Zariski dense in $T$, we find that $X_\mathbb{Q}$ is generated by $\Pi \cdot \eta$. Now let $d$ be the rank of $X$, and let $\pi_1, \ldots, \pi_d \in \Pi$. Consider the homomorphism of abelian groups

$$
\varphi_{\eta, (\pi_i)} : X^\vee \to \mathbb{Z}^d
$$

$$
\lambda \mapsto (\lambda(\pi_i \cdot \eta))_{i \leq d}.
$$

The isomorphism class of the representation $\nu$ is given by a multiset $\Sigma \subset X^*(\mathbb{G}_m) = \mathbb{Z}$. Since we require $\nu \cong \tau_{\mathbb{Q}} \circ \eta$, we find that $W \circ \eta = \Sigma$ as multisets in $\mathbb{Z}$. Furthermore, $W$ is Galois-invariant, so $W \circ (\pi \cdot \eta) = \Sigma$ for all $\pi \in \Pi$. Define

$$
m := \max\{ |\sigma| : \sigma \in \Sigma \subset \mathbb{Z} \}.
$$

Then the multiset $\varphi_{\eta, (\pi_i)}(W)$ is contained in $\{-m, \ldots, m\}^d$. Choose an identification $X \cong \mathbb{Z}^d$, so that we may consider $\varphi_{\eta, (\pi_i)}$ as an element of $\text{Mat}_d(\mathbb{Z})$. In this notation, the $i$-th column of $\varphi_{\eta, (\pi_i)}$ equals the column vector $\pi_i \cdot \eta$. Furthermore, $|\det(\varphi_{\eta, (\pi_i)})|$ is equal to the volume of the image of a fundamental parallelogram of $\mathbb{Z}^d$. Since $X^\vee$ is generated by $W$, this volume cannot exceed $m^d$, hence $|\det(\varphi_{\eta, (\pi_i)})| \leq m^d$ for all choices of the $\pi_i$. Hence, if we let $(\tau, \eta)$ range over $S$, there are only finitely many possibilities for the map

$$
t_\eta : \Pi^d \to \{-m^d, \ldots, m^d\}
$$

$$(\pi_1, \ldots, \pi_d) \mapsto \det(\varphi_{\eta, \pi}).$$

By Lemma 7.12 there are, up to the action of $\text{Aut}(T) \cong \text{Aut}_{\Pi}(X)$, only finitely many $\eta \in X$ yielding the same $t_\eta$. Since the set of possible $t_\eta$ is also finite, we see that there are only finitely many options for $\eta$ (up to the $\text{Aut}(T)$-action). Now fix such an $\eta$. For every $w \in W$ we need to have $w(\pi \cdot \eta) \in \Sigma$, for all $\pi \in \Pi$. Since $\Pi \cdot \eta$ generates $X_\mathbb{Q}$, there are only finitely many options for $w$, hence for the multiset $W$, since the cardinality of $W$ has to be equal to $2g$. We conclude that up to the action of $\text{Aut}(T)$ there are only finitely many possibilities for $(\eta, \tau)$.

Lemma 7.11. Let $G$ be a connected reductive group over $\mathbb{Q}$, and let $Z$ be the identity component of its centre. Let $\varphi$ be the natural map $\text{Aut}(G) \to \text{Aut}(Z)$. Then $\varphi(\text{Aut}(G))$ has finite index in $\text{Aut}(Z)$.

Proof. Let $H$ be the finite group $Z \cap G^{\text{der}}$, and let $n := \# H$. If $\sigma$ is an automorphism of $Z$ that is the identity on $H$, then we can extend $\sigma$ to an automorphism $\tilde{\sigma}$ of $G$ by having $\tilde{\sigma}$ be the identity on $G^{\text{der}}$. Because of this, it suffices to show that the subgroup

$$
\left\{ \sigma \in \text{Aut}(Z) : \sigma|_H = \text{id}_H \right\} \subset \text{Aut}(Z)
$$

has finite index. Let $X := X_*(Z)$. Let $\sigma \in \text{Aut}(T)$, and consider $\sigma$ as an element of $\text{GL}(X)$. If $\sigma$ maps to the identity in $\text{Aut}_{\mathbb{Z}/n\mathbb{Z}}(X/nX)$, then $\sigma$ is the identity on $Z[n]$, and in particular on $H$. Since $\text{Aut}_{\mathbb{Z}/n\mathbb{Z}}(X/nX)$ is finite, the Lemma follows.

Lemma 7.12. Let $G$ be a connected reductive group over $\mathbb{Q}$, and let $Z$ be the identity component of its centre. Let $\vartheta_{\text{cent}}$ and $\vartheta_{\text{der}}$ be $2g$-dimensional symplectic representations of $Z$ and $G^{\text{der}}$. Then there are at most finitely many symplectic representations $\varphi$ of $G$ such that $\varphi|_Z \cong \vartheta_{\text{cent}}$ and $\varphi|_{G^{\text{der}}} \cong \vartheta_{\text{der}}$ as symplectic representations of $Z$ and $G^{\text{der}}$, respectively.

Proof. Let $T'$ be a maximal torus of $G^{\text{der}}$. Then the isomorphism classes of $\vartheta_{\text{cent}}$ and $\vartheta_{\text{der}}$ are given by multisets $\Sigma_{\text{cent}} \subset X^*(Z)$ and $\Sigma_{\text{der}} \subset X^*(T')$, both of cardinality $2g$. Let $T := Z \cdot T' \subset G$, this
is a maximal torus. A symplectic representation $\varrho$ of $G$ satisfying these conditions corresponds to a multiset $\Sigma \subset X^*(T)$ of cardinality $2g$, such that $\Sigma$ maps to $\Omega_{\text{cent}}$ in $\Omega^*(Z)$ and to $\Omega_{\text{der}}$ in $\Omega^*(T)$. Because $X^*(T)_\mathbb{Q} = X^*(Z)_\mathbb{Q} \otimes X^*(T)_\mathbb{Q}$, there are only finitely many options for $\Sigma$, as we can obtain all of them by creating pairings of elements of $\Omega_{\text{cent}}$ with elements of $\Omega_{\text{der}}$.

For the proof of Proposition 7.12 we furthermore need some more notation. We fix a $G$ and $\rho$, and write $\Omega := \Omega(G, \rho)/\Gamma\Omega^{\text{der}}(\mathbb{Q})$; we need to show that $\text{Aut}(G) \backslash \Omega$ is finite. Consider the natural projection $Z \times G_{\text{der}} \rightarrow G$. This is an isogeny, and we let $n$ be its degree. Let $(X^+, \rho)$ be an element of $\Omega$. If $x$ is an element of $X^+$, then the composite map $S \xrightarrow{n} S \xrightarrow{x} G_{\mathbb{R}}$ factors uniquely through $Z_{\mathbb{R}} \times G_{\text{der}}$. Let $x_{\text{cent}}$ and $x_{\text{der}}$ be the associated maps from $S$ to $Z_{\mathbb{R}}$ and $G_{\text{der}}$, respectively. Define $X^+_{\text{der}} = \{ x_{\text{der}} : x \in X^+ \}$, and let $X^+_{\text{ad}}$ be the image of $X^+$ under $\text{Ad} : G \rightarrow G_{\text{ad}}$. We define the sets $\Omega_{\text{der}}$ and $\Omega_{\text{cent}}$:

- Let $\Omega_{\text{der}}$ be the set of all pairs $(Y^+, \sigma)$, where $Y^+$ is a $G^{\text{der}}(\mathbb{R})^+$-orbit in $\text{Hom}(S, G_{\text{der}}^{\text{der}})$ such that $\text{Ad}_R \circ Y^+ = X^+_{\text{der}} \circ n$ for some connected Shimura datum $(G_{\text{ad}}, X^+_{\text{ad}})$, and $\sigma$ is an isomorphism class of symplectic representations of $G_{\text{der}}$ of dimension $2g$.

- Let $\mu : G_{\mathbb{m}, \mathbb{C}} \rightarrow S_{\mathbb{C}}$ be the Hodge cocharacter. Let $\Xi_{\text{cent}}$ be the set of all pairs $(\eta, \tau)$, where $\eta \in X^+(Z^0)$, and $\tau$ is an isomorphism class of symplectic representations of $Z$ of dimension $2g$. Let $\Omega_{\text{cent}} \subset \Xi_{\text{cent}}$ be the subset of all pairs of the form $(x_{\text{cent}} \circ \mu, \rho |_Z)$, where $(X^+, \rho) \in \Omega$, and $x \in X^+$.

Note that there is a natural map

$$\varphi : \Omega \rightarrow \Omega_{\text{der}} \times \Omega_{\text{cent}}$$

$$(X^+, \rho) \mapsto ((X^+_{\text{der}}, \rho |_{G^{\text{der}}}), (x_{\text{cent}} \circ \mu, \rho |_Z)),$$

where $x$ is any element of $X^+$; since $x_{\text{cent}}$ is invariant under the action of $G^{\text{der}}(\mathbb{R})^+$ on $X^+$, the choice does not matter. We can define left actions $\text{Aut}(G)$ on $\Omega_{\text{der}}$ and $\Omega_{\text{cent}}$ analogously to Proposition 7.12, and this makes $\varphi$ an $\text{Aut}(G)$-equivariant map.

**Lemma 7.13.** The map $\varphi$ is finite.

**Proof.** This follows directly from Lemma 7.12.

**Lemma 7.14.** The set $\Omega_{\text{der}}$ is finite.

**Proof.** Let $X^+_{\text{ad}}$ be the image of $X^+$ under $\text{Ad} : G \rightarrow G_{\text{ad}}$. Then $(G_{\text{ad}}, X^+_{\text{ad}})$ is a connected Shimura datum in the sense of [16]. It follows from [7] that, for a given $G$, there are only finitely many possibilities for $X^+_{\text{ad}}$. Since $\text{Ad}_R \circ X^+ = X^+_{\text{der}} \circ n$ as subsets of $\text{Hom}(S, G^{\text{der}})$ and $\text{Ad} : G^{\text{der}} \rightarrow G_{\text{ad}}$ is an isogeny, there are only finitely many possibilities for $Y^+$. Furthermore, a semisimple group has only finitely many symplectic representations of a given dimension, so there are also only finitely many possibilities for $\sigma$.

**Lemma 7.15.** There only finitely many possibilities for the isomorphism class $\varrho_R \circ x_{\text{cent}}$ of $S$ as we let $x$ range over all possible elements over all possible $X^+$, for $(X^+, \rho) \in \Omega$.

**Proof.** Let $(Y^+, \sigma)$ be an element of $\Omega_{\text{der}}$. The isomorphism class of the symplectic representation $\varrho_R \circ x$ of $S$ does not depend on the choice of $y \in Y^+$. Since $\Omega_{\text{der}}$ is finite, in this way we obtain only finitely many symplectic representations of $S$. If we apply this to an $(X^+, \rho) \in \Omega$ and a $x \in X^+$, then $\varrho_R \circ x_{\text{der}}$ is one of these representations. It follows that there are only finitely many options for the isomorphism class of $\varrho_R \circ x_{\text{der}}$ as we let $(X^+, \rho)$ range over all possible options (it again does not depend on the choice of $x \in X^+$). On the other hand, there is only one possibility for the isomorphism class $\varrho_R \circ x$; it is the representation of $S$ corresponding to a polarised Hodge structure with weights $\{(1,0), (0,1)\}$ and dimension $2g$. We know that the representations $\varrho_R \circ x$, $\varrho_R \circ x_{\text{der}}$ and $\varrho_R \circ x_{\text{cent}}$ are given by their multisets of weights $\Sigma, \Sigma_{\text{der}}, \Sigma_{\text{cent}} \subset X_*(S)$. The fact that $x \circ n$ factors as $x_{\text{cent}} \times x_{\text{der}}$ implies the following property of these multisets: There exist orderings...
\[ \Sigma_{\text{der}} = \{ \sigma_{1,\text{der}}, \ldots, \sigma_{2g,\text{der}} \} \] and \[ \Sigma_{\text{cent}} = \{ \sigma_{1,\text{cent}}, \ldots, \sigma_{2g,\text{cent}} \} \] such that \( n\Sigma = \{ \sigma_{i,\text{der}} + \sigma_{i,\text{cent}} : i \leq 2g \} \). By the above, there are only finitely many possibilities for both \( \Sigma \) and \( \Sigma_{\text{der}} \), hence there are only finitely many possibilities for \( \Sigma_{\text{cent}} \). \[ \square \]

**Lemma 7.16.** The set \( \text{Aut}(G) \backslash (\Omega_{\text{der}} \times \Omega_{\text{cent}}) \) is finite.

**Proof.** Let \( (X^+, \varrho) \in \Omega \), and let \( (x_{\text{cent}} \circ \mu, \varrho_Z) \) be its associated element of \( \Omega_{\text{cent}} \). By Lemma 7.19 we know that there are only finitely many options for the symplectic representation \( \nu := \varrho_{\text{cent}} \circ x_{\text{cent}} \circ \mu : \mathbb{Z}_{\text{in},\mathbb{C}} \to \text{GSp}_{2g,\mathbb{C}} \). Let \( \Omega_{\text{cent},\nu} \subset \Omega_{\text{cent}} \) be the subset of all \( (x_{\text{cent}}, \mu, \varrho_Z) \) that yield this \( \nu \). Each of these is closed under the action of \( \text{Aut}(Z) \). Since each \( \nu \) is defined over \( \mathbb{Q} \), Lemma 7.19 tells us that each \( \text{Aut}(Z) \backslash \Omega_{\text{cent},\nu} \) is finite. Since the image of \( \text{Aut}(G) \) has finite index in \( \text{Aut}(Z) \) by Lemma 7.14, we know that \( \text{Aut}(G) \backslash \Omega_{\text{cent}} \) is finite. Furthermore, we know from Lemma 7.13 that \( \Omega_{\text{der}} \) is finite, so \( \text{Aut}(G) \backslash (\Omega_{\text{cent}} \times \Omega_{\text{der}}) \) is finite. \[ \square \]

**Proof of Proposition 7.3** Since \( \varphi \) is finite by Lemma 7.13 in particular the induced map \( \text{Aut}(G) \backslash \Omega \to \text{Aut}(G) \backslash (\Omega_{\text{der}} \times \Omega_{\text{cent}}) \). Since the codomain of this map is finite by Lemma 7.16 we find that its domain is finite as well. \[ \square \]

### 7.2 The integral case

In this subsection we prove Theorem 7.1. Recall that as a complex analytic space we can view \( A_{g,n} \) as a disjoint union of spaces of the form \( \Gamma \backslash \mathcal{H}^+_g \), where \( \Gamma \) is a congruence subgroup of \( \text{GSp}_{2g}(\mathbb{Z}) \). As before, for a connected Shimura triple \( (G, X^+, \varrho) \), let \( Y_T(G, X^+, \varrho) \) be the image of \( \varrho(X^+) \in \Gamma \backslash \mathcal{H}^+_g \).

Let \( (G, X^+, \varrho) \) and \( (G', X^+, \varrho') \) be two triple specials, then \( Y_T(G, X^+, \varrho) = Y_T(G', X^+, \varrho') \) if and only if \( G \cong G' \), and if under such an identification we have \( (X^+, \varrho) = (X^+, \varrho') \) in \( \text{Aut}(G) \backslash \Omega(G, g)/\Gamma \). We get a natural map

\[
\text{GMT}: \text{Aut}(G) \backslash \Omega(G, g)/\Gamma \to \text{Mdl}(G) \tag{7.17}
\]

by sending \( (X^+, \varrho) \) to the generic (integral) Mumford–Tate group of \( Y_T(G, X^+, \varrho) \); this is the same as the generic Mumford–Tate group of \( X^+ \). We may also describe the map in the terminology of section 2 as follows. Let \( (X^+, \varrho) \in \Omega(G, g) \), and consider the standard representation \( V := \mathbb{Q}^{2g} \) of \( \text{GSp}_{2g,\mathbb{Q}} \) with its lattice \( \Lambda := \mathbb{Z}^{2g} \); then \( \text{GMT}(X^+, \varrho) = \text{mdl}_{\varphi(G)}(\Lambda) \). We can also understand Hecke correspondences in this way: recall that special subvarieties equivalent to \( Y_T(G, X^+, \varrho) \) under Hecke correspondence are of the form \( Y_T(G, X^+, \text{inn}(a)^{-1} \circ \varrho) \) for some \( a \in \text{GSp}_{2g}(\mathbb{Q}) \). For such a connected Shimura triple we get

\[
\text{GMT}(X^+, \text{inn}(a)^{-1} \circ \varrho) = \text{mdl}_{\varphi(G)}(a\Lambda). \tag{7.18}
\]

Furthermore, the map \( \text{GMT} \) allows us to consider Theorem 7.1 as a consequence of the following result.

**Theorem 7.19.** Let \( G \) be a connected reductive group over \( \mathbb{Q} \), and let \( \Gamma \subset \text{GSp}_{2g}(\mathbb{Z}) \) be a congruence subgroup. Then the map \( \text{GMT}: \text{Aut}(G) \backslash \Omega(G, g)/\Gamma \to \text{Mdl}(G) \) is finite.

**Proof of Theorem 7.1.** Let \( \Gamma \subset \text{GSp}_{2g}(\mathbb{Z}) \). The Shimura variety \( A_{g,n} \) is a finite disjoint union of connected Shimura varieties \( \Gamma \backslash \mathcal{H}^+_g \). We need to show that for every \( \Gamma \) and for every group scheme \( \mathscr{G} \) over \( \mathbb{Z} \) there are only finitely many special subvarieties of \( \Gamma \backslash \mathcal{H}^+_g \) whose generic Mumford–Tate group is isomorphic to \( \mathscr{G} \). Let \( G \) be the generic fibre of \( \mathscr{G} \); then every such special subvariety is of the form \( Y_T(G, X^+, \varrho) \) for some \( (X^+, \varrho) \in \Omega(G, g) \). The Theorem now follows from Theorem 7.19. \[ \square \]

Let \( \Gamma \) be a congruence subgroup of \( \text{GSp}_{2g}(\mathbb{Z}) \). Write \( M(\Gamma) := \Gamma \backslash \mathcal{H}^+_g \); this is a real analytic space. If \( \Gamma \) is small enough, then \( M(\Gamma) \) is a connected Shimura variety. Let \( \mathcal{H}^+_g \) be the subspace \( \text{GL}_{2g}(\mathbb{R})^+ \backslash \mathcal{H}^+_g \) of \( \text{Hom}(\mathbb{Z}, \text{GL}_{2g,\mathbb{R}}) \), let \( \Gamma \) be a congruence subgroup of \( \text{GL}_{2g}(\mathbb{Z}) \), and define \( M(\Gamma) := \Gamma \backslash \mathcal{H}^+_g \). This is a real analytic space, but for \( g > 1 \) it will not have the structure of a connected Shimura variety.
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Lemma 7.20. Let $\Gamma \subset \text{GSp}_{2g}(\mathbb{Z})$ be a congruence subgroup, and let $\hat{\Gamma} \subset \text{GL}_{2g}(\mathbb{Z})$ be a congruence subgroup containing $\Gamma$. Then the map of real analytic spaces $M(\Gamma) \to \hat{M}(\hat{\Gamma})$ is finite.

**Proof.** It suffices to prove this for $\Gamma = \text{GSp}_{2g}(\mathbb{Z})$ and $\hat{\Gamma} = \text{GL}_{2g}(\mathbb{Z})$. For these choices of congruence subgroups we have (see [5]):

$$M(\Gamma) \cong \{ \text{princ.pol. Hodge structures of type } \{(0,1),(1,0)\} \text{ on } \mathbb{Z}^{2g} \}/\sim,$$

$$\hat{M}(\hat{\Gamma}) \cong \{ \text{Hodge structures of type } \{(0,1),(1,0)\} \text{ on } \mathbb{Z}^{2g} \}/\sim.$$

In this terminology, the natural map $M(\Gamma) \to \hat{M}(\hat{\Gamma})$ is just forgetting the polarisation. By [13], Thm. 18.1, a polarisable $\mathbb{Z}$-Hodge structure of type $\{(0,1),(1,0)\}$ has only finitely many principal polarisations (up to automorphisms of polarised Hodge structures), which proves the Lemma. □

**Proof of Theorem 7.19.** By Proposition 7.14 it suffices to show that for every $\text{GSp}_{2g}(\mathbb{Q})$-orbit $B$ in $\text{Aut}(G)\setminus \Omega$ the map $\text{GMT}: B/\Gamma \to \text{mdl}(G)$ is finite. Let $(X^+,\varrho)$ be an element of such a $B$, and let $N$ be the scheme-theoretic normaliser of $\varrho(G)$ in $\text{GSp}_{2g,\mathbb{Q}}$. Then as a right $\text{GSp}_{2g}(\mathbb{Q})$-set we can identify $B$ with $N(\mathbb{Q})\setminus \text{GSp}_{2g}(\mathbb{Q})$, and under this identification we find

$$B/\Gamma \ncong N(\mathbb{Q})\setminus \text{GSp}_{2g}(\mathbb{Q})/\Gamma$$

(7.21)

$$(X^+,\varrho) \cdot a \cdot \Gamma \mapsto N(\mathbb{Q})a\Gamma.$$ Let $V$ and $\Lambda$ be as in the beginning of this section, and let $\hat{N}$ be the scheme-theoretic normaliser of $\varrho(G)$ in $\text{GL}_{2g,\mathbb{Q}}$. By considering every lattice as being of the form $g \cdot \Lambda$ for some $g \in \text{GL}_{2g}(\mathbb{Z})$, we get an identification

$$\text{Lat}_v(V) = N(\mathbb{Q})\setminus \text{GL}_{2g}(\mathbb{Q})/\text{GL}_{2g}(\mathbb{Z}).$$

From (7.13) we see that the map $\text{GMT}: B/\Gamma \to \text{mdl}(G)$ sends a double coset $N(\mathbb{Q})a\Gamma$, considered as an element of $B/\Gamma$ via (7.21), to $\text{mdl}(G)(a\Lambda)$. As such we can decompose $\text{GMT}$ into

$$B/\Gamma \ncong N(\mathbb{Q})\setminus \text{GSp}_{2g}(\mathbb{Q})/\Gamma$$

(7.22)

$$\rightarrow N(\mathbb{Q})\setminus \text{GSp}_{2g}(\mathbb{Q})/\text{GSp}_{2g}(\mathbb{Z})$$

(7.23)

$$\Rightarrow \text{Lat}_v(V) \ncong \text{mdl}(G).$$

(7.24)

The map in (7.22) is finite because $\Gamma$ is of finite index in $\text{GSp}_{2g}(\mathbb{Z})$, and the map in (7.23) is finite by Theorem 2.4. Hence it suffices to show that the map in (7.23) is finite; denote this map by $f$. Let $Z$ be the set of connected real analytic subspaces of $M(\text{GSp}_{2g}(\mathbb{Z}))$, and let $\hat{Z}$ be the set of connected analytic subspaces of $\hat{M}(\text{GL}_{2g}(\mathbb{Z}))$. By Lemma 7.20 the induced map $z: Z \to \hat{Z}$ is finite as well. There are injective maps

$$\iota: N(\mathbb{Q})\setminus \text{GSp}_{2g}(\mathbb{Q})/\text{GSp}_{2g}(\mathbb{Z}) \hookrightarrow Z,$$

(7.25)

$$\hat{\iota}: N(\mathbb{Q})\setminus \text{GL}_{2g}(\mathbb{Q})/\text{GL}_{2g}(\mathbb{Z}) \hookrightarrow \hat{Z}$$

(7.26)

where $\iota$ sends an $a \in \text{GSp}_{2g}(\mathbb{Q})$ to the image of $a^{-1}\varrho(X^+)a$ in $\text{GSp}_{2g}\backslash H^+_g$, and $\hat{\iota}$ is defined analogously. Then $z \circ \iota = \hat{\iota} \circ f$, and since $z$ is finite and $\iota$, $\hat{\iota}$ are injective, we see that $f$ is finite, which proves the Theorem. □

**Remark 7.27.** Let $\mathbb{L}$ be the set of prime numbers. By applying Remark 6.2 rather than Theorem 2.4 we can also prove that for a collection of $\mathbb{Z}_\ell$-group schemes $(\mathcal{G}_\ell)_{\ell \in \mathbb{L}}$, there are at most finitely many special subvarieties $Y \subset A_{g,n}$ with $\text{GMT}(Y)_{\mathbb{Z}_\ell} \cong \mathcal{G}_\ell$. In particular, if $A$ is a $g$-dimensional abelian variety over a number field with a degree $n$ polarisation, and $\mathcal{G}_\ell(A)$ is its $\ell$-adic Galois monodromy group (as a group scheme over $\mathbb{Z}_\ell$), then there are only finitely many $Y$ with $\text{GMT}(Y)_{\mathbb{Z}_\ell} \cong \mathcal{G}_\ell(A)$ for all $\ell \in \mathbb{L}$. On the other hand, the Mumford–Tate conjecture states that if $\mathcal{M}(A)$ is the (integral) Mumford–Tate group of $A$, then $\mathcal{M}(A)_{\ell} \cong \mathcal{G}_\ell(A)$ for all $\ell$ (see [5] for the integral version of the conjecture). In particular, it implies that at least one $Y$ as above exists, namely the special closure of the point on $A_{g,n}$ corresponding to $A$. 27
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