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Abstract – Deep learning methods are becoming more popular for complex pattern recognition applications. As result, many frameworks have appeared aiming to facilitate the development of such applications. However, choosing a suitable framework may not be an easy task for new users. In this paper, a qualitative evaluation of four of the most popular Deep Learning frameworks is provided, including: Caffe, Torch, Lasagne, and TensorFlow. A printed character recognition task was used as a case study, and a Convolutional Neural Network was implemented for this purpose. The analysis focuses on issues that are important for the development process and encompasses nine qualitative dimensions, showing the strengths and weaknesses of each framework. It is expected that this analysis can be useful for guiding new users in the area.
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1. INTRODUCTION

Many applications of Computer Vision (CV) have emerged recently. The core issue in those applications is the semantic understanding of the image contents in a way that enables complex tasks, such as object detection and localization, image classification, and scene understanding. One of the key issues of CV is how an artificial vision system can automatically learn appropriate internal representations. This issue has been a topic of great interest and considerable progress has been achieved with the development of Deep Learning (DL) methods [1].

The basic idea of DL is the mapping of complex input data throughout several layers of increasing abstraction and decreasing complexity [2]. The major advantage of this method is its ability to automatically learn a hierarchy of features from raw massive data.

Successful applications of DL are shown in [3] and [4], for different kinds of CV problems. Also, DL turns out to be very effective for anomaly detection in videos [5] and [6]. In recent years, the applicability of DL methods has widened, offering efficient tools for areas other than CV. For instance, [7] and [8] presented a review of DL applications in Bioinformatics.

DL methods are naturally more complex than conventional neural networks. Therefore, many frameworks appeared recently aiming at popularizing the use of those methods. As a consequence, nowadays one can find a wide range of frameworks with different features. However, there is no general guide to help (new) users to evaluate and choose a specific framework.

In the recent literature, few works addressed the issue of comparing frameworks according to diverse points of view. For instance, [9] presented a survey of DL methods and frameworks (Caffe, Torch and Theano) for image classification problems. Besides, [10] presented a new DL software system called SINGA, and compared it with other frameworks, Caffe, MxNet, Torch and TensorFlow, from the point of view of scalability in multiple GPUs. Also, a comparative study of the state-of-the-art DL frameworks (Caffe, TensorFlow and Torch) can be found in [11]. In this study the authors focused in the quantitative analysis of hardware benchmarks and the performance of the frameworks. Also, [12] evaluated quantitative performance features of Caffe, Neon, TensorFlow, Theano and Torch.

Possibly the most known and widely used DL method is the Convolutional Neural Network (CNN), which achieved state-of-the-art performance for object recognition in CV [1]. A possible reason for such a high performance is that they can learn features automatically with superior discriminatory power for image representation, when compared to hand-crafted image descriptors, as pointed out by [13] and [5]. CNNs are mainly composed by two parts: a feature extractor and a classifier. An important issue about CNN is that both parts are trained at the same time, suiting to specific problems without the loss of generality, thus leading to outstanding classification performances. CNNs are widely used and they are consolidated as DL methods for CV [10, 13–16].

In the above-mentioned works, authors focused on the quantitative performance of the frameworks, without providing any qualitative review that enable an interested user to make an informed choice among the available frameworks. This paper presents a qualitative analysis of the most widely used frameworks for DL. This analysis is aimed at providing subsides for potential users to choose a framework for their specific applications. This qualitative review of frameworks is based on the experience acquired with a DL case study implementation. Therefore, four of the top state-of-the-art DL frameworks were used to implement a CNN for handwritten digit recognition, a classic image classification problem. Based on the assumption that the previous expertise concerning the usage of DL frameworks can be useful for beginner users, we believe that this qualitative analysis can help potential developers to choose the most appropriate framework for a given application. The qualitative study presented...
Tabela 1: Main frameworks for developing Deep Learning models. (√) Yes, (×) No, (∗) Third Party

| Features                  | Caffe | Torch | Lasagne | TensorFlow |
|---------------------------|-------|-------|---------|------------|
| Other OS                  | ✓     | ✓     | ×       | ✓          |
| Android                   |       |       |         |            |
| iOS                       | ✓     | ✓     | ×       | ✓          |
| Other Hardware            | ✓     | ✓     | ×       | ✓          |
| Raspberry PI              | ✓     | ✓     | ×       | ✓          |
| OpenCL Implementation     | ✓     | ✓     | ×       | ✓          |
| Core Language C/C++       | ✓     | ✓     | ×       | ✓          |
| Protobuf/Python/Matlab    | ✓     | ✓     | ×       | ✓          |
| BSD License               |       | BSD License | BSD License | BSD License |
| Lua/Python                |       | Python | Python | Python/C++/Java/Go |
| User license              | Prototxt | Symbolic Expression | Symbolic Expression | Symbolic Expression |
| Supported Input Formats   | LMDB/LevelDB/HDF5 | Torch Tensors | NumPy Arrays | NumPy Arrays |

in this work focuses on: documentation, community support, pre-trained models, user learning curve, model definition, device management, extensibility, model visualization and model deployment. Also, it is supposed that minimal technical aspects need to be considered to choose an appropriate framework for a given application. Considering that all frameworks are in constant development, this work is a snapshot of the current versions of state-of-the-art frameworks.

In short, the main contributions of this work are:

1. To present qualitative evaluation of DL frameworks considering several technical aspects that are relevant for the developer;
2. To help users to make an informed choice between DL frameworks;
3. To share implementation expertise with the DL frameworks, applied to a real image classification problem.
4. To make available the source codes to the community (via GitHub) so as to foster potential users to start their own applications.

This paper is organized as follows. Section 2 presents a brief introduction of the main frameworks analyzed in this work. Section 3 details the case study and evaluation methods proposed. Section 4 presents the evaluation of the qualitative issues according to the expertise developed in the implementation. Finally, Section 5 presents the general conclusions and future research directions.

2 DEEP LEARNING FRAMEWORKS

DL maps complex input data throughout several layers of increasing abstraction and decreasing complexity. DLs have advantages over others approaches because they are capable of learning a hierarchy of features directly from the input raw data [2, 17]. Currently, there are many DL frameworks available, developed by universities or companies (see Table 1. In this work four frameworks were chosen to be evaluated: Caffe, Torch, Lasagne (Theano) and TensorFlow, because they are the most widely used nowadays. This choice was based, also, on the recent related works mentioned before in the Section 1.

All the frameworks evaluated use the Compute Unified Device Architecture library (CUDA), which is an extension of the C programming language developed by Nvidia Corporation¹ that allows the use of parallel computation using General-Purpose Graphics Processing Unity (GP-GPU). The cuDNN library (CUDA for Deep Neural Networks), which is a highly optimized version of CUDA for DL, is also commonly used as to interface with modern GPU boards.

2.1 CAFFE

Caffe² was developed by the Berkeley Vision and Learning Center (BVLC) [18]. It simplifies the definition of a model by using the Protobuf format, which is a Google buffer protocol that allows the serialization of structured data. The framework is an open source project under the 2-clause BSD license. It is available for the three most common operational systems: Windows, OS X and Linux. The core of the framework was built with the C/C++ programming language, and interfaces are available for C++, Python and MATLAB.

Originally, Caffe supported LevelDB data as input to the network. However, other types of data are now supported due to the contribution of the community, for instance, Lightning Memory-Mapped Database (LMDB) and Hierarchical Data Format (HDF5). LMDB is a data format that uses memory-mapped files for more efficient input/output operations. HDF5 is a data model maintained by HDF Group which allows a more versatile data representation. The framework also provides a tool to create LMDB from raw image files.

Recently, Caffe was used to develop DL applications for feature representation [19], object recognition [10], and classification using novel architectures [14].

¹http://www.nvidia.com
²http://caffe.berkeleyvision.org/
2.2 TORCH

Torch\(^3\) was created by means of a partnership between the New York University and the IDIA Research Institute \([20]\), with support from important enterprises, such as Google, Facebook and Twitter. It is focused on scientific computing and DL applications. Torch provides packages including signal processing, machine learning, CV and others. The framework is an open source library under the BSD license. The operational systems supported are OS X, Ubuntu, iOS, Android and some embedded devices. The Torch core is implemented in C programming language, and its interface language is Lua. The data format used by Torch is the tensor (a multi-dimensional matrix), which is a class that allows to handle numeric data.

Torch was used as DL framework for applications that include, for instance, soft biometrics detection \([13]\) and text recognition \([16]\).

2.3 LASAGNE

The Lasagne\(^4\) \([21]\) project provides a friendly interface to build DL models (and regular neural networks) based on the Python Theano \([22]\) library. The framework was started in 2014 and, currently, it is supported by a core team and contributors on GitHub. Theano is a library designed to deal efficiently with mathematical expressions using multi-dimensional arrays. Lasagne only provides a high-level interface to implement DL models. Moreover, background knowledge about Theano is required to use the framework.

Lasagne is open source under the BSD license, and its core language is Python, whilst the Theano was written in C programming language. Since Lasagne uses the Python as interface language, Numpy arrays can be directly loaded into Theano tensors.

Some recent works used Lasagne for character recognition \([23]\), feature representation \([15]\) and face analysis \([24]\).

2.4 TENSORFLOW

TensorFlow\(^5\) was developed by the Google Brain Team \([25]\). It is used for numerical computations, machine learning and DL applications. The framework is based on the use of data flow graphs to perform mathematical operations. Similar to the previously mentioned frameworks, TensorFlow is also an open source project, and it is available under the Apache 2.0 license. Both core and user interface languages are C++/Python.

The data input can be done in two ways. The first and simplest is by reading NumPy arrays. The other way is by reading the data from files, such as comma separated values (CSV) or Protobuf. A very important feature provided by TensorFlow is the TensorBoard software. It allows the user to visualize the data structure, the model results such as accuracy and loss, and a graph with the operations performed during the training of the model.

Recent applications based on TensorFlow include unsupervised DL \([26]\), DL for scene understanding \([27]\) and activity recognition \([28]\).

3 METHODS

In order to evaluate the frameworks, a classical printed character recognition problem as used as case study. The commonest DL model is the CNN, and it was used to classify instances of the notMNIST dataset\(^6\). This was done using a CNN model to learn both features and classifier, for the notMNIST dataset. The dataset consists of 28×28 pixels gray scale images of printed characters of different styles. The training set contains 200,000 images divided into 10 different balanced classes. The test and validation sets contain 10,000 images each.

The CNN architecture used here was based on a recent work presented by \([29]\), as it has been shown to be efficient for classifying the notMNIST dataset. The CNN architecture is shown in Figure 1, where each box represents a layer. Yellow boxes are the convolutional layers, blue boxes represent the max pooling layers, the gray box represents the dropout layer and the red boxes represent the fully connected (dense) layers.

The model was trained and tested using two GPU boards: Nvidia GTX 750-Ti and Nvidia Titan-X Pascal, running under Ubuntu 14.04.3 LTS. The framework versions used in this work were: Caffe 1.0.0-rc3, Torch 7.0, Lasagne 0.10 with Theano 0.8.2 and TensorFlow 0.10.

Based on the experience acquired by developing the same application in different frameworks, we evaluated several qualitative features, explained below:

1. Documentation: comprises the conciseness and richness of details of the documents available for the installation and first steps to develop a DL application;

2. Community support: the impact of the community in the evolution of the framework in terms of functionalities and support mainly in GitHub, GoogleGroups, and StackOverflow;

\(^3\)http://torch.ch/
\(^4\)http://lasagne.readthedocs.io/en/latest/index.html
\(^5\)https://www.tensorflow.org/
\(^6\)http://yaroslavvb.blogspot.com.br/2011/09/notmnist-dataset.html
3. Pre-trained models: the availability of pre-trained models, so that DL applications can be easily accomplished by anyone without the burden of the hard computational effort required to train these networks;

4. Ease of learning: the previous knowledge requirements and the effort needed to learn the basic functionalities of each framework;

5. Ease of use: the effort needed to create or modify existing models for specific applications;

6. Device management: the capability of switching between CPU and GPU boards, choosing between multiple GPU cards and using all available GPU cards at the same time;

7. Extensibility: the feature of the framework to incorporate new functions or having existing ones modified in an efficient manner;

8. Visualization: the tools offered by each framework to visualize the model architecture and its operations. Visualizing the architecture can be very helpful to the developer to better understand the structure of DL models;

9. Deployment: the deployment process of each framework and the effort needed to perform this operation. Deployment allows DL models to be used in real-world scenarios.

4 RESULTS

4.1 DOCUMENTATION

There are tutorials for installing Caffe for the major operating systems, as mentioned in Section 2.1, and they are concise and understandable. All the requirements and dependencies along with the installation steps can be found in the tutorial. Caffe also allows to use a Docker installation that contains all the dependencies. The official website provides a tutorial to build a CNN step by step. Besides CNN, the distribution also comes examples of Multi-Layer Perceptron (MLP) and AutoEncoder (AE). The framework documentation shows the layers and functions available. However, such documentation was generated from the code and lacks detailed information.

Torch offers, in the official web page, installation tutorials for Ubuntu and Mac OS X. The installation of the framework and all its dependencies require only a few command lines, making the procedure simple and transparent to the user. Moreover, installation tutorials for Windows, Android and IOS are also available in the Community Wiki. The Wiki offers several methods to install Torch for each of the operational systems. The framework offers video tutorials for new users, which include a step by step explanation of how to build CNNs and Recurrent Neural Networks (RNNs). The tutorials also present the basic principles of neural networks and DL in general. Besides, the Community Wiki presents a fairly complete documentation covering all of the packages available for Torch, including instructions to create new packages. However, the documentation does not follow a standard structure. Therefore, some sections of the documentation are more detailed than others.

Lasagne website provides the installation steps for Windows 7, Linux and Mac OS X systems. The requirements are documented in the tutorials, with Theano as the main dependency. The website also contains a Docker installation. The installation process is clear and straightforward. The documentation presents guides to build and run MLPs and CNNs. The official distribution comes with RNN and AE examples. The documentation is user-friendly and well structured, describing the functionalities and providing examples.

There are guides for installing TensorFlow in Windows, Linux and Mac OS X. The tutorials cover several different methods to install the framework, including virtual ambients and Docker installation. The installation steps are well documented and

---

https://github.com/torch/torch7/wiki/Cheatsheet
straightforward. In the official website there are tutorials with step by step instructions to build MLPs, RNNs and CNNs, as well as AEs examples. The documentation covers the functionalities in Python, C++, Java and Go. The Python documentation is vast and well structured.

4.2 COMMUNITY SUPPORT

Caffe is a framework with strong community engagement in its development. The community also contributes with tutorials and educational material. These contributions allow the continuous growth of the framework and its features.

Torch is also evolving due to the community participation, which is of great importance to its development. The result of this strong presence is the Community Wiki, which provides a substantial amount of tutorials covering a wide range of applications. The tutorials are available not only for users, but also for developers.

Lasagne encourages the community to participate in the project by expanding and improving its functionalities. The expanded functionalities can be found in the Lasagne Wiki. Other guides and tutorials can be found outside of the Wiki.

The TensorFlow community contributes to the development of the framework and provides materials in the form of guides and tutorials. The TensorFlow community in GitHub is the most active among the frameworks analyzed here.

4.3 PRE-TRAINED MODELS

Caffe provides a database with trained network models in the Model Zoo. This database allows users to share large amount of trained models that can run in any Caffe installation. Among the frameworks analyzed, Caffe is the one with the largest number and variety of pre-trained models available.

For Torch, pre-trained models can be found in the Model Zoo available in the Community Wiki, which is similar to that of Caffe. Torch can also import Caffe models by using the LoadCaffe module, thus increasing the amount of pre-trained models.

Lasagne pre-trained models are available in the official distribution. However, it is not comparable to the Model Zoos available for Torch and Caffe, in terms of quantity. The framework also provides a Caffe to Lasagne model converter.

TensorFlow also provides pre-trained models of deep networks. However, similarly to Lasagne and Torch, it is significantly smaller than Caffe’s Model Zoo. On the other hand, it is possible to convert Caffe models to TensorFlow format through community-provided methods.

4.4 EASE OF LEARNING

Learning Caffe is straightforward and intuitive for new users. It does not require any programming in order to build and run a DL application. Starting the training or testing process can be done by simply running a command line.

Torch may be considered unattractive at first, mainly because of the need to learn the Lua language. After learning the principles of Lua, the interaction with the framework becomes easier. A Torch wrapper is under development using the Python language so as to provide more interfaces and facilitate new users to use the framework.

Since Lasagne depends upon Theano, it inherits some of its requirements, such as knowledge about symbolic expressions and tensors. Whilst Theano is a mathematical library, Lasagne is focused on DL applications. This allows Lasagne to abstract many of the Theano functions, making it more intuitive.

In order to use TensorFlow, the user is required to learn about its tensors and symbolic expressions. Similarly to Theano, it is a framework for numeric computations, providing flexibility for the development of applications. As a consequence, the user may experience some difficulty to learn the framework.

4.5 EASE OF USE

The definition the network architecture in Caffe is done by means of a Protobuf file, which is similar to XML. Therefore, the use of Caffe becomes intuitive and does not require much previous knowledge.

Defining the model architecture in Torch is done sequentially, layer by layer. The type of the layer is defined by which function was called. For instance, the function which defines a convolutional layer has a different name and expects different arguments from that which defines a pooling layer. After the user becomes acquainted with the functions, defining and modifying networks become rather easy.

The way a DL model is constructed and modified in Lasagne, as well as in TensorFlow, resembles Torch. The network is also defined sequentially by means of function calls, in which each type of layer has a specific function.

4.6 DEVICE MANAGEMENT

In Caffe, switching between CPU and GPU is quite easy. If a server has multiple GPUs, Caffe also allows the selection of a specific one to be used. The framework is capable of managing the distribution of tasks into multiple GPUs at the same time. All the GPU related configurations can be done by simply passing arguments.
In Torch, switching between CPU and GPU is not as trivial as in Caffe. Few lines of code are needed to run the application in GPU. Selecting the device in multiple GPUs servers is also straightforward, as the user only needs to pass an argument to a function. The use of multiple GPUs is supported. However, unlike Caffe, the user needs to explicitly program which GPU executes each function. Whilst Torch is not as simple as Caffe in terms of device management, it offers a higher degree of freedom.

Device management in Lasagne is similar to Caffe, and accomplished by simply setting Theano flags in the command line arguments when running the Python script. The framework allows to choose between CPU and GPU and among multiple GPUs, if available in the server. The use of multiple GPUs simultaneously is accomplished by using GpuArray Backend\(^\text{11}\) for model parallelism. Data parallelism can be done using the external library Platoon\(^\text{12}\).

TensorFlow has different versions for running in CPU and GPU, and the latter supports both hardware. The device to be used needs to be set explicitly in the code, resembling Torch. The framework is flexible enough to allow specific parts of the code to run on different devices, as well as on multiple GPUs.

4.7 EXTENSIBILITY

Caffe allows its functionalities to be extended by modifying the C++ core. The user also needs to recompile the source code for changes to take effect. This process requires knowledge of the internal structure of the framework. Guides to perform the extension can be found in the community pages.

Torch can have its functionalities extended by coding in Lua or C/CUDA. Extension guides can be found in the Torch web page. Templates and examples facilitate the development of new functions.

Lasagne allows the user to create new layers by means of Python classes. If functionalities other than layers are required, it is necessary to modify the Theano library. Both methods are well documented on the Lasagne and Theano web pages.

TensorFlow can be extended by using Python and C++ languages. The documentation recommends the Python language for extensions that implement simple operations, and C++ for the complex ones. The web page contains well written guides to create new functions, layers, data readers, filesystems for multiprocessing communication, etc.

4.8 MODEL VISUALIZATION

To better visualize the network, Caffe offers a Python script that saves the model architecture as an image file. Some other tools for network visualization are offered by the community.

Torch allows the structure of models be visualized using the nnGraph package. The visualization shows the data flow and the operations executed throughout the network. This function is similar to the TensorBoard data flow visualization (see Section 2.4), but has less functionalities.

Lasagne data flow and operations, as seen in Torch and TensorBoard, can be drawn in an interactive form through the d3viz package available in Theano. Moreover, the network structure can be drawn using community provided Python scripts. The lack of an official tool to visualize the model architecture is a negative facet of Lasagne.

TensorFlow features TensorBoard, the official tool for model visualization. When compared with the visualization tools of preceding frameworks, TensorBoard is the most complete and understandable.

4.9 MODEL DEPLOYMENT

Models trained in Caffe can be deployed by exporting a .caffemodel file that is generated at the end of the training process. The Protobuf file that defines the network is also required. This process is straightforward, since a single command line is enough to use the trained model in a new application.

There are two ways to deploy models trained in Torch. The first uses simple save/load functions that wrap the network model and weights. The second method is to export the Torch tensor containing only the network weights. Both methods are fast and efficient.

In both, Lasagne and TensorFlow, deployment can be done by saving a serialized NumPy array that contains the network weights. For loading a trained model, the user has to redefine a model with the same structure and set the loaded weights. The drawback of this approach is the need to redefine an identical model each time it has to be loaded.

5 CONCLUSIONS

There are several frameworks for developing DL applications. The choice of a specific one for a giving application may be influenced by some features. This paper presented a qualitative analysis of nine issues (see Table 2), emerged during the development of a CNN for a printed character recognition application using four frameworks: Caffe, Torch, Lasagne and TensorFlow.

The qualitative dimensions analyzed in this work span from development and support issues to deployment of trained models. Besides the discussion provided, a qualitative rating is presented, so as to help the interested user towards the choice of a specific framework.

\(^\text{11}\)http://deeplearning.net/software/theano/tutorial/using_multi_gpu.html
\(^\text{12}\)https://github.com/mila-udem/platoon
In fact, the qualitative analysis revealed that all the frameworks have their pros and cons. As a matter of fact, the choice of a given framework may be influenced by the previous experience of the user but, hopefully, this choice can be supported by the analysis provided in this paper. It is important to stress that the evaluations are based on the last available versions of the frameworks, and may have changes along time, as the frameworks evolve and new versions appear.

During the development of the application, an effort was done by the authors to standardize the implementation, taking into account the distinct features of each framework. This was done to make this evaluation as fair as possible.

During the development of this work, some difficulties were found when using the frameworks for the specific application previously described. Problems with GPU memory allocation appeared in both Torch and TensorFlow. The frameworks allocate memory in all GPUs available in the server, even if just one GPU was explicitly set to be used. This problem did not occur when using Caffe or Lasagne. Some recent GPUs do not work with older versions of CUDA or cuDNN. Therefore, if it is necessary to run Theano in different versions of CUDA, it is needed to re-install Theano from scratch. All frameworks, but Caffe, did not use 100\% of the GPU processing power all the time for this specific application, possibly due to their hardware management capability.

In order to foster other potential users, and provoke improvements in the frameworks, all the source codes developed in this work will be available under request, and can be used as a starting point for other similar pattern recognition tasks, as well as comparisons.

In the near future, this work will be extended by including other frameworks or other dimensions for analysis. Also, bindings of the evaluated frameworks that are still in early versions can be included, such as Keras, PyTorch (for Torch or Java) and Go (for TensorFlow), and stable bindings as MatCaffe and PyCaffe for Caffe.
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