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Abstract

In the literature, abelian higher gauge symmetry models are shown to be valid in all finite dimensions and exhibit the characteristic behavior of SPT phases models. While the ground state degeneracy and the entanglement entropy were thoroughly studied, the classification of the ground state space still remained obscure. Based on differentio-geometric approach and, anticipating the notation of the current paper, if \((C\bullet, \partial C\bullet)\) is the chain complex associated to the geometrical content of these models, while \((G\bullet, \partial G\bullet)\) is its symmetries counterpart, we show that the ground state space is classified by a \(H^0(C, G) \times H_0(C, G)\) group, where \(H^0(C, G)\) is the 0-th cohomology and \(H_0(C, G)\) is the corresponding 0-th homology group with coefficients in the chain complex.
I. INTRODUCTION

Broadly speaking, the standard approach to the topological phases classification problem has been to study Topological Quantum Field Theories (TQFTs) modelled after some specific physically motivated symmetry. For instance, the renowned Dijkgraaf-Witten classification is based on the existence of a global symmetry modelled by a gauge group [1–3]. This approach has lead to the notion of invertible topological phases [4, 5], from which the symmetry protected topological (SPT) phases [6–13] subclass has been thoroughly studied. The latter can be characterized as equivalence classes of gapped systems with a unique $G$-symmetric ground state when embedded on closed manifolds. The classification itself is given by bordism groups (basically cohomology) [14–16].

Moreover, the idea of symmetry has also been generalized as to include the so called higher symmetries into the classification scheme. Interesting results have been achieved by categorical methods (See [17] and the references therein), particularly in models based on 2-groups and 3-groups [18–23], where SPT phases with higher symmetries have been developed and studied. Somewhat related to the latter, we build upon the results shown in [24, 25], where a large class of models with higher (abelian) symmetries with SPT phases were presented. The models are a direct generalization of the Toric Code (TC) or, more specifically, the quantum double models (QDM) [26–29] in its abelian version, with the particularity of being well defined in all (finite countable) dimensions. As them, they describe gapped topological phases of matter with a degenerate ground state subspace. The most relevant results found so far can be summarized as:

i The ground state degeneracy (GSD) is given by the cardinality of the cohomology classes having coefficients in the chain complex of abelian groups; and

ii The bipartition entanglement entropy satisfy the area law and the sub-leading terms are explicitly dependent on the topology of the entangling manifold.

One of the most attractive features of these models is the fact that it deeply intersects with other fields of study. Aside from the obvious interest of these as toy models from the condensed matter perspective, there is a well established amount of literature that discuss the connection of these models with fault-tolerant quantum computation codes. The link is specially patent in the case of 1-gauge models embedded in 2D spaces, which in our
terminology means having degrees of freedom associated to the links of a triangulated surface, see, for instance, \[30–37\]. It remains to show, however, if these higher dimensional models have novel effects interesting for quantum computation. A situation that will be elucidated once the study of the excited states is carried out, so far postponed for future works.

It is known that error correction codes can be studied as quantum CSS stabilizer codes \[38–40\]. The latter are characterized by the fact that the ground state subspace is used to encode quantum information. Therefore, characterizing and classifying the ground state subspace is paramount to its constructions. In our case, it is immediate that error correction codes are included in these abelian higher gauge symmetry models, and, moreover, the ground state space has been characterized and classified in this paper, opening the door for studies in this direction in the future. As a hint we are headed in the right direction, these higher version models can also be studied in terms of Homology, as it is the case with \[41–43\], making these the higher dimensional versions of the homological quantum error correction codes \[44–46\].

Considering the structure of the models presented (see Sec. \[II\]), if \((C_\bullet, \partial^C_\bullet)\) is the chain complex associated to the geometrical content, while \((G_\bullet, \partial^G_\bullet)\) is the chain complex associated to the symmetry(ies) content, the main result of this paper is establishing that the ground state space is classified by a \(H_0^0(C, G) \times H_0^0(C, G)\) group, where \(H^0_0(C, G)\) is the 0-th cohomology group of Eq. \[II.3\] and \(H_0^0(C, G)\) is the corresponding 0-th homology group of Eq. \[II.8\]. We hope to have come close in trying to reach a balance between a rigorously formal and a physically heuristic style in order to not to alienate any of the possible readers interested in these results.

The paper has been organized as follows: Sec. \[II\] reviews the mathematical structure of the gauge configuration and gauge representation, as well as an explicit construction of their associated Hilbert spaces (\(p\)-Hilbert spaces) where the isomorphic nature of them is emphasized; Sec. \[III\] reviews the formalism presented in the aforementioned references, with an eye on the duality between the configuration and representation spaces that will pay off in the following sections; Sec. \[IV\] embarks on a characterization of the ground state subspace via homological and cohomological description, which by the end of the section are shown to be equivalent. An optional discussion on the explicit calculation of the ground state degeneracy for the interested reader; Sec. \[VI\] encompasses the main result of this paper, which is the classification of the ground state subspace via the classifying space technique;
we finish the paper with a short section (Sec. VII) summing up the results and discussing its possible consequences.

II. TECHNICAL PRELIMINARIES

Let us consider two chain complexes \((C_\bullet, \partial^C_\bullet)\) and \((G_\bullet, \partial^G_\bullet)\):

\[
\cdots \rightarrow C_n \xrightarrow{\partial^C_n} C_{n-1} \xrightarrow{\partial^C_{n-1}} C_{n-2} \rightarrow \cdots \quad \text{and} \quad \cdots \rightarrow G_n \xrightarrow{\partial^G_n} G_{n-1} \xrightarrow{\partial^G_{n-1}} G_{n-2} \rightarrow \cdots.
\]

with \(\partial^C_{n-1} \circ \partial^C_n = 0\) and \(\partial^G_{n-1} \circ \partial^G_n = 0\).

The notation is rooted in the fact that the first chain is usually related to the geometrical content, while the second to the gauge content of the models. However, more general models can also be studied within this structure. In a concrete fashion, we usually take the upper chain to be \(C = C(X)\) the triangulation of some compact manifold \(X\) with \(\partial^C\) being the usual boundary operator. In FIG. 1a we can see the building blocks for the analysis of a surface, regarded as being isomorphic to a subset of \(\mathbb{R}^2\). As a visual example, a sketched figure of a triangulated \(T^2\) torus is shown in Fig. 1b.

![Diagram](a) Basic oriented simplices for the analysis of (2D) surfaces.  
(b) A triangulated \(T^2\) torus.
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More abstractly, we consider each \(C_\bullet\) in the left chain complex to be the free abelian group generated by the finite set \(K_\bullet\) such that \((C_\bullet, \partial^C_\bullet)\) is assumed to have a simplicial set structure [47]. In order to avoid technicalities related to infinite dimensional Hilbert spaces later on, we restrict the right chain to have well defined group homomorphisms \(\partial^G_\bullet\) between finitely generated abelian groups \(G_\bullet\) (see the diagram above) satisfying the chain condition \((\partial^G_{n-1} \circ \partial^G_n = 0)\), but otherwise no further structure is required at this level.
A. Gauge configurations and Gauge representations

We call the sequence of morphisms $\omega_n : C_n \rightarrow G_{n-p}$ a $p$-map, where $p \in \mathbb{Z}$. In other words, there is a local assignment $K_n \ni x \mapsto \omega_n(x) \in G_n$ which is performed by the simplicial pushforward $x_\ast \omega := \omega \circ x = \omega_n(x)$ for all $x \in K_n$. At the same time, the responsible for the localized compact support in the triangulated space $C(X)$ is the simplicial pullback $x_\ast (y) = y_\ast x_\ast = \langle x|y \rangle_C := \delta(x, y)$ valid for all $x, y \in K$, where $\delta(\cdot, \cdot)$ is the Kronecker delta and the notation $\langle \cdot|\cdot \rangle_C$ signifies that this is indeed an inner product in the $(C_\cdot, \partial^C_\cdot)$ chain. Hence, we can decompose any $p$-map $\omega$ as the formal sum:

$$\omega = \sum_{n, x \in K_n} (x_\ast \omega) \otimes x_\ast \ ,$$

so that, for any chain $a = \sum_{n, y \in K_n} a_y y$ with $a_y \in \mathbb{Z}$, we obtain the group ring element $\omega(a) = \sum_{n, y \in K_n} a_y (y_\ast \omega)$, as expected. Writing $\text{Hom}(C_n, G_{n-p})$ for the set of all maps $\omega_n : C_n \rightarrow G_{n-p}$, we define:

$$\text{hom}(C, G)^p := \bigoplus_n \text{Hom}(C_n, G_{n-p}) \ ,$$

which stands for the set of all of $p$-maps by construction. The latter becomes an abelian group under the binary operation:

$$(\alpha + \beta)_n := \alpha_n + \beta_n \quad \text{with trivial identity morphism } \quad 0_n : C_n \rightarrow G_{n-p} \quad \forall \ n \ ,$$

which turns this structure into a vector space (assuming trivial scalar multiplication) and provides a basis for $\text{hom}(C, G)^p$. It is convenient to think of the elements of this set as being represented by the diagram below:

We follow the convention that for $p > 0$ the lower chain $(G_\cdot, \partial^G_\cdot)$ is shifted $p$ steps to the right relative to the upper chain $(C_\cdot, \partial^C_\cdot)$ and similarly to the left for $p < 0$. 
In a similar rational, we call the sequence of morphisms \( \hat{\rho}_n : C_n \to \hat{G}_{n-p} \) a \( p \)-map representation, where \( \hat{G}_{n-p} \) is the set of irreducible representations of the elements of \( G_{n-p} \) and \( p \in \mathbb{Z} \). We decompose these as direct sums of compactly supported elements over \( x \in K_n \) for all \( n \):

\[
\hat{\rho} = \sum_{n,x \in K_n} (x_\ast \hat{\rho}) \otimes x_\ast \text{ with } x_\ast \hat{\rho} := \hat{\rho} \circ x = \hat{\rho}_n (x) \in \hat{G}_{n-p} \quad \forall \ x \in K_n ,
\]

and we denote the set of all \( p \)-map representations as:

\[
\text{hom}(C, G)_p := \bigoplus_n \text{Hom}(C_n, \hat{G}_{n-p}) .
\]

**Proposition II.1** (dual spaces isomorphism). The spaces \( \text{hom}(C, G)_p \) and \( \text{hom}(C, G)_p \) satisfy the isomorphic relation \( \text{hom}(C, G)_p \cong \text{hom}(C, G)_p, \forall p \).

**Proof.** Since \( G_\bullet \cong \hat{G}_\bullet \) for any abelian group, from (2) and (5) and the finiteness of these sets, we have \( |\text{hom}(C, G)_p| = |\text{hom}(C, G)_p| \), from which the result follows.

Analogously as with the configurations, the representation space also becomes a vector space by means of the binary operation:

\[
\left( \hat{\alpha} + \hat{\beta} \right)_n := \hat{\alpha}_n + \hat{\beta}_n \quad \text{with trivial representation } \hat{0}_n : \omega_n \to \text{id}_{\text{GL}(V)_n} \quad \forall \ n .
\]

Above we have denoted the identity element in the linear space \( \text{GL}(V)_n \) as \( \text{id}_{\text{GL}(V)_n} \). Thus, for any \( \hat{\rho} \in \text{hom}(C, G)_p \) and \( \omega \in \text{hom}(C, G)_p \), the expression:

\[
\hat{\rho} (\omega) = \sum_{x \in K} (x_\ast \hat{\rho}) \otimes x_\ast \circ \sum_{y \in K} (y_\ast \omega) \otimes y_\ast \\
= \sum_{x,y \in K} x_\ast \hat{\rho} (y_\ast \omega) \otimes x_\ast y_\ast = \sum_{x \in K} x_\ast \hat{\rho} (x_\ast \omega) \otimes 1 \\
\cong \sum_{x \in K} x_\ast \hat{\rho} (x_\ast \omega) := \sum_{x \in K} \hat{\rho} (\omega)_x ,
\]

is well defined, where in the last line we have implicitly defined \( \hat{\rho} (\omega)_x \) which stands as a shorthand of the representation \( x_\ast \hat{\rho} \in \hat{G}_n \) of the element \( x_\ast \omega \in G_n \) localized at \( x \in K_n \).
Notice that the expression (7) can be understood as the block diagonal matrix:

\[
\hat{\rho}(\omega) = \begin{bmatrix}
\hat{\rho}(\omega)_{x_1} & 0 & 0 & \cdots & 0 \\
0 & \hat{\rho}(\omega)_{x_2} & 0 & \cdots & 0 \\
0 & 0 & \hat{\rho}(\omega)_{x_2} & \ddots & \vdots \\
\vdots & \vdots & \ddots & \ddots & 0 \\
0 & 0 & \cdots & 0 & \hat{\rho}(\omega)_{x_{|K|}} \\
\end{bmatrix} \ \ \ \ \forall \ x_i \in K.
\]

(8)

The latter puts us in good foot to consider trace operators and consequently defining characters of these quantities, which we will explore below. In passing we can see that the expression (8) is also a group homomorphism, satisfying:

\[
\hat{\rho}(\omega_1 + \omega_2) = \hat{\rho}(\omega_1) + \hat{\rho}(\omega_2) \quad \text{and} \quad [\hat{\rho}_1 + \hat{\rho}_2](\omega) = \hat{\rho}_1(\omega) + \hat{\rho}_2(\omega),
\]

for all \( \omega, \omega_1, \omega_2 \in \text{hom}(C, G)^p \) and \( \hat{\rho}, \hat{\rho}_1, \hat{\rho}_2 \in \text{hom}(C, G)_p \). The previous discussion motivates a one-to-one correspondence between \( p \)-gauge configurations and \( p \)-gauge representations and the construction of some Hilbert space, so that quantum models can be defined on it. This will be done in the following subsection.

1. Cohomology for the \( p \)-maps.

In order to make explicit the topological features of these models a bit more of structure will be needed. The morphism \( d^p : \text{hom}(C, G)^p \to \text{hom}(C, G)^{p+1} \) defined by:

\[
(d^p \omega)_n = \omega_{n-1} \circ \partial^n_C - (-1)^p \partial^{G}_{n-p} \circ \omega_n
\]

(9)

turns \( (\text{hom}(C, G)^*, d^*) \) into a cochain complex:

\[
\cdots \leftarrow \text{hom}(C, G)^{p+2} \xleftarrow{d^{p+1}} \text{hom}(C, G)^{p+1} \xleftarrow{d^p} \text{hom}(C, G)^{p} \leftarrow \cdots,
\]

(10)

i.e. the maps satisfy the relation \( d^{p+1} \circ d^p = 0 \).

**Definition II.2** (chain homotopy). Two elements \( \alpha, \beta \in \text{hom}(C, G)^p \) are said to be \textit{chain homotopic} if \( \alpha = \beta + d^{p-1}\gamma \) for some \( \gamma \in \text{hom}^{p-1} \).

This relation defines an equivalence class in each degree of the cochain that we will denote by \( \sim^p \) (the superscript \( p \) will be omitted if no confusion arises). Hence, in equation (II.2),...
\( \alpha \) and \( \beta \) are said to be \( p \)-homotopic, denoted \( \alpha \sim^p \beta \), so that cohomology groups can be defined in the standard way:

**Definition II.3 (\( p \)-cohomology groups).** The cohomology of \( G \) with coefficients in \( C \) are defined through the quotient set \( H^p(C, G) := \ker(d^p) / \text{im}(d^{p-1}) \), referred to as \( p \)-cohomology groups.

### B. Construction of the ”\( p \)-Hilbert” spaces

In this subsection we introduce the usual Dirac notation for quantum states and discuss the properties of the Hilbert spaces constructed from the \( p \)-maps and \( p \)-maps representations in a heuristic way. We will use the fact that a Hilbert space can always be constructed by means of defining an appropriate \( C^* \)-structure. The overall procedure is sketched as follows:

Let \( A \) be the \( C^* \)-algebra \( C^*(G) \) (See App. C), defined to be the \( C^* \)-enveloping algebra of \( L^1(G) \). Moreover, since \( G \) is discrete, the well-definiteness of the \( L^1 \) norm is then ensured by having continuous representations. Consequently, any \( * \)-homomorphism from \( \mathbb{C}[G] \) to some \( C^* \)-algebra of bounded operators on some Hilbert space, factors through \( \mathbb{C}[G] \hookrightarrow C^*_{\text{max}}(G) \). Additionally, for a field \( k \), the spaces \( k[G_1] \oplus_k k[G_2] \cong k[G_1 \oplus G_2] \), which is inductively well defined for finite sums.

#### 1. The \( p \)-configuration basis

From the previous discussion, and the matrix representation [8], we can construct:

\[
\text{hom}(C, G)^p \ni \omega \mapsto |\omega\rangle := \frac{1}{|\text{hom}(C, G)^p|^{1/2}} \sum_{\pi \in \text{hom}(C, G)^p} \pi^\dagger(\omega), \tag{11}
\]

which is independent of the gauge representation and where the notation \( \dagger \) stands for the conjugate transpose (as it is usually used in physics). This process results in the effective construction of a basis of a vector space that inherits the group structure from the \( p \)-maps. It is then easy to show from [11] that its associated dual element is given by the linear

---

1 Technically, chain homotopy is defined as the following sequence. Let \( f, g : K_\bullet \rightarrow L_\bullet \) be two morphisms of chain complexes. A chain homotopy between \( f \) and \( g \) is a sequence of homomorphisms \( h_n : K_n \rightarrow L_{n+1} \) such that \( f_n - g_n = \partial_{n+1}^L \circ h_n + h_{n-1} \circ \partial_n^K \) for all \( n \in \mathbb{Z} \). This notion has been generalized in the obvious way.
\[ \text{hom}(C, G)^p \ni \omega \mapsto \langle \omega \rangle := \frac{1}{|\text{hom}(C, G)^p|^{1/2}} \sum_{\hat{\pi} \in \text{hom}(C, G)^p} \text{tr} \circ \hat{\pi}(\omega) \circ \delta_{\hat{\rho}} \]  

where \( \text{tr} \) stands for the trace operator. The latter can be used to show that the \( (p) \) inner product:

\[ \langle \nu | \omega \rangle_p := \frac{1}{|\text{hom}(C, G)^p|} \sum_{\hat{\pi} \in \text{hom}(C, G)^p} \langle \hat{\pi}(\nu) | \hat{\pi}(\omega) \rangle_F \]  

is well defined, where in the last line we have recognized the Frobenius inner product \( \langle \cdot | \cdot \rangle_F \) for linear representations. It follows that \( \langle \cdot | \cdot \rangle_p \) defines a norm by means of the Frobenius norm \( \| \cdot \|_F \) given by \( \|\omega\|_p^2 := \langle \omega | \omega \rangle_p = \frac{1}{|\text{hom}(C, G)^p|} \sum_{\hat{\pi} \in \text{hom}(C, G)^p} \| \hat{\pi}(\omega) \|_F^2 \). Summing up, we have constructed a huge set of inner product vector spaces of the form \( \text{span}_{\omega \in \text{hom}(C, G)^p} \{ |\omega\rangle \} \), from which a complete space can always be obtained by means of the Cauchy completion procedure.

**Definition II.4** \((p)\text{-Hilbert spaces}\). The Hilbert space of these models is defined by completion with respect to the norm above:

\[ \mathcal{H}^p := \overline{\text{span}}_{\omega \in \text{hom}(C, G)^p} \{ |\omega\rangle \} = \bigoplus_{n,x \in K_n} \mathcal{H}^p_{n,x} \cong \bigoplus_{n,x \in K_n} \mathbb{C}[G_{n-p}]_x \]

Where the last expression comes from thinking of each compactly supported space \( \mathcal{H}^p_{n,x} \) as a \( C^* \) structure and follow the procedure sketched above. We summarized this as the injection \( \mathcal{H}^p_{n,x} \hookrightarrow \mathbb{C}[G_{n-p}]_x \), where the target stands for the group algebra of the abelian group \( G_{n-p} \) compactly supported over the element \( x \in K_n \). Hence, the dimension of the \( p \)-Hilbert spaces is finite and again given by:

\[ \dim(\mathcal{H}^p) = |\text{hom}(C, G)^p| = \prod_n |G_{n-p}|^{|K_n|} < \infty \]

As it is known for Hilbert spaces, the inner product defines an isomorphism between \( \mathcal{H}^p \) and its dual \( \mathcal{H}^{p*} \). In other words, as a byproduct we have \( \dim(\mathcal{H}^{p*}) = \dim(\mathcal{H}^p) \).

2. **The \( p \)-representation basis.**

There is, however, a second possibility for a well defined inner product space within this structure. We start by recalling that the characters of an irreducible representation \( r \) of an
element $g$ of a group $G$ are defined by the bounded linear functional $\chi_r (g) := \text{tr} (r (g)) \in \mathbb{C}$ [49, 51]. The latter allows, by means of the Riesz representation theorem, to interpret the irreducible characters as a realization of the inner product $\chi_r (g) := \langle g, r \rangle := \langle r | g \rangle_G \in \mathbb{C}$ or, equivalently, $\chi_r : G \to \mathbb{C}$, which is reminiscent of the momentum eigenstates of usual quantum mechanics [52]. The notation $\langle \cdot | \cdot \rangle_G$ indicates that this is indeed an inner product in the $(G_\bullet, \partial^G_\bullet)$ chain. In order to accommodate this perspective to our case, we first naively define the quantity:

$$\chi^{(p)}_\pi (\omega) := \text{tr} (\hat{\pi} (\omega)) \in \mathbb{C} \quad \text{for any } \omega \in \text{hom}(C, G)^p, \quad \hat{\pi} \in \text{hom}(C, G)_p \quad (15)$$

as the $p$-character of the $p$-gauge configuration $\omega$ in the $p$-gauge representation $\hat{\pi}$ and show that its properties coincide with that of the definition above. This defines a skew-symmetric non-degenerate bilinear form, such that $\chi^{(p)} (\cdot) : \text{hom}(C, G)^p \to \mathbb{C}$ and $\chi^{(p)} (\omega) : \text{hom}(C, G)_p \to \mathbb{C}$ are well defined as maps. (We will systematically omit the superscript $(p)$ if no confusion arises). Consider now the following correspondence depending only on the gauge representation:

$$\text{hom}(C, G)_p \ni \hat{\pi} \mapsto |\hat{\pi} \rangle := \frac{\hat{\pi} (0)}{\| \hat{\pi} (0) \|_F} \quad , \quad \langle \hat{\pi} | := \text{tr} \circ \frac{\hat{\pi} (0)}{\| \hat{\pi} (0) \|_F} \circ \delta_{\pi}. \quad (16)$$

It follows that $\langle \hat{\rho} | \hat{\pi} \rangle_p = \frac{\chi_\pi (\hat{\rho})}{\| \hat{\rho} (0) \|_F}$ if $\hat{\rho} = \hat{\pi}$ and zero otherwise. So, if we interprete $\| \hat{\pi} (0) \|_F = \text{tr} \circ \hat{\pi} (0) \hat{\pi}^\dagger (0) = \text{tr} \hat{\pi} (0) \chi_\pi (0) = |\text{hom}(C, G)^p|$, in analogy with its group counterpart, we obtain an orthonormal basis. We can do this since the graded group structure of $(\partial^G_\bullet, G_\bullet)$ is preserved by the trace operator, as is evident from Eq. (8). By means of (11) and (12), any $\omega \in \text{hom}(C, G)^p$ and $\hat{\rho} \in \text{hom}(C, G)_p$, defines:

$$\langle \omega | \hat{\rho} \rangle_p = \frac{\text{tr} \hat{\rho} (\omega)}{\| \hat{\rho} (0) \|_F \| \omega \|_F \| \chi_\pi \|_F} := \frac{\chi_\hat{\rho} (\omega)}{|\text{hom}(C, G)^p|^{1/2}} \quad \text{and} \quad \langle \hat{\rho} | \omega \rangle_p = \frac{\text{tr} \hat{\rho} (-\omega)}{\| \hat{\rho} (0) \|_F \| \omega \|_F \| \chi_\pi \|_F} := \frac{\overline{\chi_\hat{\rho} (\omega)}}{|\text{hom}(C, G)^p|^{1/2}} \quad (17)$$

Furthermore, it is also straightforward to calculate:

$$\sum_{\omega \in \text{hom}(C, G)^p} \overline{\chi_\hat{\rho} (\omega)} \chi_\hat{\rho} (\omega) = \sum_{\omega \in \text{hom}(C, G)_p} \overline{\chi_\hat{\pi} \hat{\rho} (\omega)} = \delta (\hat{\pi}, \hat{\rho}) = \langle \hat{\pi} | \hat{\rho} \rangle \quad (18)$$

This is, the $p$-characters satisfy the firsts Schur orthogonality relation [49] for the characters of irreducible representations, while the latter also serves as an alternative definition for the inner product in the gauge representation basis. By abuse of terminology and, again in analogy with the group case, we indulge into call these $p$-gauge representations irreducible, since the same irreducibility criterion is found in this context, i.e. $\| \hat{\pi} \|_p^2 = 1$.  
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At this point, and similarly as before, we upgrade the inner product vector spaces \( \left( \text{span}_{\hat{\rho} \in \text{hom}(C,G)_p} (\langle \cdot | \cdot \rangle_p) \right) \) (with the inner product defined as in (18)) to a Hilbert space by a Cauchy completion procedure, i.e. \( \hat{\mathcal{H}}^p := \text{span}_{\hat{\rho}} \{ |\hat{\rho}\rangle \} \) for all \( \hat{\rho} \in \text{hom}(C,G)_p \). This implies:

\[
\dim(\hat{\mathcal{H}}^p) = \left| \text{hom}(C,G)_p \right| = \left| \text{hom}(C,\hat{G})^p \right| = \prod_{n} \left| \hat{G}_{n-p} \right|^{K_n} = \dim(\mathcal{H}^p) ,
\]

where in the last step we have used the fact that \( \hat{G}_{n-p} \cong G_{n-p} \) for abelian groups. Since both spaces are finite dimensional it follows that \( \hat{\mathcal{H}}^p \cong \mathcal{H}^p \). As a consequence, the bases \( \{ |\hat{\rho}\rangle \}_{\hat{\rho} \in \text{hom}(C,G)_p} \) and \( \{ |\omega\rangle \}_{\omega \in \text{hom}(C,G)^p} \) are complete and orthonormal (the second by repeating the previous argument and using the second Schur orthogonality relation), allowing to write any state as in the following decompositions:

\[
\mathcal{H}^p \ni |\Psi\rangle = \sum_{\hat{\rho} \in \text{hom}(C,G)_p} \langle \hat{\rho} |\Psi\rangle |\hat{\rho}\rangle \quad \text{with} \quad 1_{\mathcal{H}^p} = \sum_{\hat{\rho} \in \text{hom}(C,G)_p} |\hat{\rho}\rangle \otimes \langle \hat{\rho}| \quad \text{and} \quad \quad (20)
\]

\[
\mathcal{H}^p \ni |\Phi\rangle = \sum_{\omega \in \text{hom}(C,G)^p} \langle \omega |\Phi\rangle |\omega\rangle \quad \text{with} \quad 1_{\mathcal{H}^p} = \sum_{\omega \in \text{hom}(C,G)^p} |\omega\rangle \otimes \langle \omega| \quad . \quad (21)
\]

where the second expression in each line is a resolution of the identity.

C. Induced Homology for \( p \)-gauge representations.

For the rest of the paper we will write \( \text{hom}(C,G)^p \mapsto \text{hom}^p \) and \( \text{hom}(C,G)_p \mapsto \text{hom}_p \) to simplify the notation. Given the expressions (17), interpreted as inner product between the gauge configuration states and gauge representation states, we define the dual operator \( \hat{T} \) of \( T \in \text{End}(\mathcal{H}^p) \) to be the unique adjoint operator with respect to this inner product. In other words, the operator \( \hat{T} \) satisfies the relation \( \langle \hat{\nu} | T | \omega \rangle = \langle \hat{\nu} | T^* | \omega \rangle = \langle T_\ast \hat{\nu} | \omega \rangle := \langle \hat{T} \hat{\nu} | \omega \rangle \) for all \( \omega \in \text{hom}^p \) and \( \hat{\nu} \in \text{hom}_p \). Of all of the morphisms acting over \( \text{hom}^p \), we are interested in the dual morphism of \( \hat{d}^p : \text{hom}^p \to \text{hom}^{p+1} \), this is:

\[
\langle \hat{\nu} | d^p \omega \rangle = \langle d^p \hat{\nu} | \omega \rangle := \langle d_{p+1} \hat{\nu} | \omega \rangle , \quad (22)
\]

for all \( \omega \in \text{hom}^p \) and \( \hat{\nu} \in \text{hom}_{p+1} \). Remark that in the last term we have implicitly defined \( d^p := d_{p+1} \) for our later convenience. The latter discussion leads to:

**Proposition II.5** (Compatibility for \( d_p \) and \( d_{p+1} \) maps). In order for this map to be compatible, the diagram of FIG. \( \mathcal{H}^p \), defining a coproduct structure must be a commutative one.
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Moreover,

**Proposition II.6.** The sequence of maps $d^p$ and $d_{p+1}$ (defined above) satisfy the isomorphic condition $\text{im}(d^p) \cong \text{im}(d_{p+1})$.

**Proof.** The latter is immediate from non-degenerate inner product $\langle \cdot | \cdot \rangle_p$ and the universal property of the diagram $\square$

Additionally, under these conditions, for any $\omega \in \text{hom}(C, G)^{p-1}$, the following chain of equivalences must hold:

$$\left| \text{hom}(C, G)^{p+1} \right|^{1/2} = \langle \hat{\nu} | d^p \circ d^{p-1} \omega \rangle = \langle d_{p+1} \hat{\nu} | d^{p-1} \omega \rangle = \langle d_p \circ d_{p+1} \hat{\nu} | \omega \rangle .$$

The latter implies that the relation $d_p \circ d_{p+1} = 0$ must be satisfied for all $\hat{\nu} \in \text{hom}(C, G)_{p+2}$. In other words, the pair $(\text{hom}(C, G)_\bullet, d_\bullet)$ becomes a chain complex:

$$\cdots \rightarrow \text{hom}(C, G)_{p+1} \xrightarrow{d_{p+1}} \text{hom}(C, G)_p \xrightarrow{d_p} \text{hom}(C, G)_{p-1} \rightarrow \cdots .$$

It follows that $d_p$ can be used to define:

**Definition II.7** (chain comohotopy). Two elements $\hat{\alpha}, \hat{\beta} \in \text{hom}(C, G)_p$ are said to be a co-chain homotopic if they satisfy $\hat{\alpha} = \hat{\beta} + d_{p+1} \hat{\gamma}$ for some $\gamma \in \text{hom}(C, G)_{p+1}$.

The latter also defines an equivalence class in each degree of the chain, denoted by $\sim_p$. Hence, homology groups can also be defined in the canonical way

**Definition II.8** ($p$-homology groups). The homology of $G$ with coefficients in $C$ are defined through the quotient sets $H_p(C, G) := \ker (d_{p+1}) / \text{im}(d_p)$ and are referred to as $p$-homology groups.

In an explicit way, the morphism $d_p$ can also be understood in its components as a $p$-map representation by means of equation (4). So, the inner product above can be written as
\langle \hat{\rho} | \omega \rangle \propto \sum_{x, y \in K} \langle x, \rho | y, \omega \rangle_G \otimes \langle x | y \rangle_C, \text{ which is the direct product of two inner products.}

Thus, an analogous rationale to that of the case of the $p$-maps, leads to the factoring:

$$(d_{p+1} f)_n = \hat{\rho}_n \circ \hat{\partial}_C^n - (-1)^p \hat{\partial}_G^{n-p} \circ \hat{\rho}_{n-1}$$

(25)

where now $\hat{\partial}_C^n$ is the adjoint with respect to the $\langle \cdot | \cdot \rangle_C$ inner product, and $\hat{\partial}_G^n$ is the adjoint with respect to the $\langle \cdot | \cdot \rangle_G$ inner product. This is, $\langle x | \hat{\partial}_C^n y \rangle = \langle \hat{\partial}_C^n x | y \rangle_C$ for all $x, y \in K_n$, satisfying $\hat{\partial}_C^n \circ \hat{\partial}_C^n = 0$, and $\langle a | \hat{\partial}_G^n b \rangle = \langle \hat{\partial}_G^n a | b \rangle_G$ for all $a, b \in G_n$ satisfying $\hat{\partial}_G^n \circ \hat{\partial}_G^n = 0$.

III. FORMALISM FOR ABELIAN HIGHER SYMMETRY MODELS

We understand a $(0-)$ gauge configuration to be performed by an element $\omega \in \text{hom}(C, G)^0$. Similarly, a $(0-)$ gauge representation is understood to be performed by an element $\hat{\rho} \in \text{hom}(C, G)_0$. In what follows, we omit the $p$-grade of the Hilbert spaces $\mathcal{H}$ since it is understood that we are working over $\mathcal{H}^0$. Having said this, we describe the action of the operators acting over the bases of this latter Hilbert space and, it is clear that general behavior is immediately extrapolated it by linearity. Thus:

**Definition III.1 (Shift and clock operators).** Given $\alpha \in \text{hom}^0$ and $\hat{\beta} \in \text{hom}_0$, we define the shift and clock operators, respectively as $P^\alpha | \omega \rangle = | P^\alpha \circ \omega \rangle := | \omega + \alpha \rangle$ and $Q_{\hat{\beta}} | \omega \rangle = | Q_{\hat{\beta}} \circ \omega \rangle := \chi_{\hat{\beta}}(\omega) | \omega \rangle$ for all $\omega \in \text{hom}^0$.

It is evident that the clock operator is diagonal in the configuration basis. Meanwhile, even if the shift operator is not, it allows us to study these models in a *Heisenberg picture* fashion by means of the expression $| \omega \rangle = P^{\alpha} | 0 \rangle$, where $0 \in \text{hom}^0$ is the aforementioned trivial map.

From (III.1) we immediately obtain (so we omit the proofs):

**Proposition III.2 (algebra for the shift and clock operators).** The operators defined in (III.1) satisfy the relations:

$$P^\alpha P^{\alpha'} = P^{\alpha + \alpha'} , \quad Q_{\hat{\beta}} Q_{\hat{\beta}'} = Q_{\hat{\beta} + \hat{\beta}'} , \quad Q_{\hat{\beta}} P^\alpha = \chi_{\hat{\beta}}(\alpha) P^\alpha Q_{\hat{\beta}} ,$$

for all $\alpha, \alpha' \in \text{hom}^0$ and $\hat{\beta}, \hat{\beta}' \in \text{hom}_0$.

---

2 The strict abelian quantum double algebra is recovered when considering the associated operators $P^\omega$ as above and $R^\omega := \frac{1}{|\text{hom}_0|} \sum_{\hat{\beta}} \chi_{\hat{\beta}}(\mu) Q_{\hat{\beta}}$ for $\omega, \mu \in \text{hom}^0$ and $\hat{\rho} \in \text{hom}_0$. See for instance [25].
Requiring the operators defined in (III.1) to be unitary implies that they satisfy \((P^\alpha)\dagger = P^{-\alpha}\) and \((Q_\hat{\alpha})\dagger = Q_{-\hat{\alpha}}\). Finally, it is a simple exercise to check that on the representation basis these operators reverse their role. This is, \(Q_\hat{\beta} |\hat{\alpha}\rangle = |\hat{Q}_\beta \circ \hat{\alpha}\rangle = |\hat{\alpha} + \hat{\beta}\rangle\) and \(P^\omega |\hat{\alpha}\rangle = |\hat{P}_\omega \circ \hat{\alpha}\rangle = \chi_{\hat{\alpha}} (\omega) |\hat{\alpha}\rangle\) for all \(\hat{\alpha}, \hat{\beta} \in \text{hom}_0\) and \(\omega \in \text{hom}^0\). Thus, the Heisenberg picture in this basis is given by the clock operator, i.e. \(|\hat{\nu}\rangle = Q_{\hat{\nu}} |\hat{0}\rangle\), where \(\hat{0} \in \text{hom}_0\). Accordingly, throughout the paper, we will move freely between the configuration and representation bases when convenient.

A. Module structure over the configuration and representation bases.

In order to define the dynamical operators suitable for our models in the next subsection, we will need to briefly describe the elements of \(\text{hom}^{-1}\) and \(\text{hom}_1\) and the mechanism in which they induce equivalence classes over the already discussed natural bases. Let us start with a general element \(\alpha \in \text{hom}^{-1}\), represented diagrammatically in FIG. 2b. Given \(\text{hom}^0\), this set can be viewed as a \(\text{hom}^{-1}\)-module by the action of the map \(d^{-1}: \text{hom}^{-1} \to \text{hom}^0\). By extension, the Hilbert space \(\mathcal{H}\) inherits the \(\sim^0\) equivalence relation by performing \(P^{d^{-1}\gamma} |\beta\rangle = |\beta + d^{-1}\gamma\rangle := |\alpha\rangle\), \(\gamma \in \text{hom}^{-1}\). If this is the case we refer to \(|\alpha\rangle\) and \(|\beta\rangle\) as being gauge equivalent and, by abuse of notation, we write \(|\alpha\rangle \sim^0 |\beta\rangle\). Analogously, the set \(\text{hom}_0\) can be viewed as a \(\text{hom}_1\)-module by the action of the map \(d_1: \text{hom}_1 \to \text{hom}_0\). Consequently, over the Hilbert space \(\hat{\mathcal{H}}\) is induced the \(\sim_0\) equivalence when performing the operation \(Q_{d_1\hat{\gamma}} |\hat{\beta}\rangle = |\hat{\beta} + d_1\hat{\gamma}\rangle := |\hat{\alpha}\rangle\), \(\hat{\gamma} \in \text{hom}_1\). Here, we call \(|\hat{\alpha}\rangle\) and \(|\hat{\beta}\rangle\) as co-gauge equivalent, written \(|\hat{\alpha}\rangle \sim_0 |\hat{\beta}\rangle\), where a general element of \(\text{hom}_1\) corresponds to the diagram of FIG. 4b.

![Diagram](image)

(a) \(\hat{\rho} \in \text{hom}(C, G)_0\)  
(b) \(\hat{\mu} \in \text{hom}(C, G)_1\)

FIG. 4: Associated diagram for \(p\)-representations.

It will be seen later on that it is this double module structure the one that is responsible
for the topological order of these class of models. As of the usual topological order is concern, only the hom\(^{-1}\) and hom\(_1\) are sufficient to reproduce its effects. However, we leave open the possibility for studying other more general hom\(^{-p}\) and hom\(_p\)-module structures \((p \neq 0, 1)\), since the formalism would allow it.

**B. Dynamics of the models**

We construct the operators:

**Definition III.3** (Fake-Gauge and Fake-Holonomy). We define the *fake-gauge* operator as the Fourier transform:

\[
A_\hat{\rho} := \mathcal{F} \left( P^{d-1} \right) (\hat{\rho}) = \frac{1}{|\text{hom}^{-1}|} \sum_{\alpha \in \text{hom}^{-1}} \hat{\chi}_\alpha (\alpha) P^{a^{-1}} \alpha \quad \text{for any} \quad \hat{\rho} \in \text{hom}^{-1}, \tag{26}
\]

where \(P^{d-1}\) is the shift operator of equation (III.1). Likewise, the *fake-holonomy* operator is the one resulting from the inverse Fourier transform of the clock operator:

\[
B_\omega := \mathcal{F}^{-1} (Q_{d_1}) (\omega) = \frac{1}{|\text{hom}_1|} \sum_{\hat{\beta} \in \text{hom}_1} \hat{\chi}_{\hat{\beta}} (\omega) Q_{d_1} \hat{\beta} \quad \text{for any} \quad \omega \in \text{hom}_1, \tag{27}
\]

where \(d_1 := \hat{a}_0\), which is dual relative to the *character* inner product discussed in the last subsection.

Explicitly, the operator \(A_\hat{\rho}\) acting over an element \(|\omega\rangle \in \mathcal{H}\) produces a weighted superposition of *gauge equivalent* states. On the other hand, the fake-holonomy is diagonal over the elements \(|\nu\rangle \in \mathcal{H}\).

**Proposition III.4** (Algebra of the Fake-Gauge and Fake-Holonomy operators). For all \(\hat{\rho}, \hat{\rho}' \in \text{hom}_{-1}\) and \(\omega, \omega' \in \text{hom}_1\), we can show that the operators \((26)\) and \((27)\) satisfy the algebra:

1. **Pairwise commutation** \(A_\hat{\rho} B_\omega = B_\omega A_\hat{\rho}\),
2. **Self-adjoint-ness** \(A_\hat{\rho} = A_\hat{\rho}^* = A_\hat{\rho}^\dagger\), \(B_\omega = (B_\omega)^* = (B_\omega)^\dagger\),
3. **Orthogonality** \(A_\hat{\rho} A_{\hat{\rho}'} = \delta (\hat{\rho}, \hat{\rho}') A_{\hat{\rho}'}\), \(B_\omega B_{\omega'} = \delta (\omega, \omega') B_{\omega'}\),
4. **Completeness** \(\sum_{\hat{\rho}} A_{\hat{\rho}} = 1_{\mathcal{H}}\), \(\sum_{\omega} B_{\omega} = 1_{\mathcal{H}}\), where \(1_{\mathcal{H}}\) is the identity operator in \(\mathcal{H}\).

In other words, this pair of operators are commuting orthogonal projectors.
The proof of this Proposition is an exercise in the orthogonal properties of characters and can be seen in the original paper [24]. We emphasize that these operators act over compactly supported regions of the embedded space (in and around $x \in K$) by means of the decompositions (1) and (4), respectively. Following this reasoning and anticipating its connection with quantum codes, we can calculate:

\[
\log_2 (A_\hat{\rho}) = - \sum_{n,x \in K_n} \left( 1 - A(x,\hat{\rho}) \otimes x^* \right) \quad \text{and} \quad \log_2 (B^\omega) = - \sum_{n,x \in K_n} \left( 1 - B(x,\omega) \otimes x^* \right),
\]

where we have expanded the natural logarithms using the Mercator series and we have used the fact that the localized terms $A(x,\hat{\rho}) \otimes x^*$ and $B(x,\omega) \otimes x^*$ for all $x \in K$ are projectors. Of particular interest to us is the trivial gauge operator $A_0$ and trivial holonomy operator $B_0$.

In order to understand why, let us first consider the state $|\alpha\rangle \in H$ in the configuration basis. Here, the trivial gauge and holonomy operators of equations (26) and (27) act according to:

\[
A_0 |\alpha\rangle = \sum_{\beta} P^d \frac{1}{|\text{hom}^{-1}|} |\alpha\rangle = \frac{1}{|\text{hom}^{-1}|} \sum_{\gamma \sim^0 \alpha} |\gamma\rangle, \quad \gamma \in \text{hom}^{-1},
\]

\[
B^0 |\alpha\rangle = \sum_{\hat{\gamma}} Q_{d\alpha}^{\hat{\gamma}} \frac{1}{|\text{hom}_1|} |\alpha\rangle = \frac{1}{|\text{hom}_1|} \sum_{\hat{\gamma} \sim^0 \hat{\alpha}} |\hat{\gamma}\rangle, \quad \hat{\gamma} \in \text{hom}_1.
\]

On one hand, it can be seen that the second relation measures only the states in which $\alpha \in \ker d^0$, in other words with trivial (fake) holonomies or, equivalently, with flat connections. On the other hand, the first relation transforms the single state $|\alpha\rangle$ into a homogeneous superposition of states $|\gamma\rangle$ for all $\gamma \sim^0 \alpha \in \text{hom}^0$. Using the representation basis, for $|\hat{\alpha}\rangle \in \hat{H}$ we obtain the reverse behavior $A_0 |\hat{\alpha}\rangle = \delta(0,d^0 \hat{\alpha}) |\hat{\alpha}\rangle$ and $B^0 |\alpha\rangle = \frac{1}{|\text{hom}_1|} \sum_{\hat{\gamma} \sim^0 \hat{\alpha}} |\hat{\gamma}\rangle$ for $\hat{\gamma} \in \text{hom}_1$. In other words, on this basis $A_0$ is measuring trivial co-gauge holonomies, and $B^0$ is producing a homogeneous superposition of states $|\hat{\gamma}\rangle$ for all $\hat{\gamma} \sim^0 \hat{\alpha} \in \text{hom}_0$. We use these to define:

**Definition III.5** (Hamiltonian (à la Kitaev)). We define the Hamiltonian operator $H \in \text{End} (\mathcal{H})$ as:

\[
H := - \ln (A_0 B^0) = - \ln (2) \left[ \log_2 (A_\hat{\rho}) + \log_2 (B^0) \right].
\]

The minus sign is justified such that the Hamiltonian has a null eigenvalue whenever there is compactly supported gauge invariancy (enforced by $A(x,\hat{\rho}) \otimes x^*$) and compactly supported

\[3\] The constant $\ln (2)$ is usually scaled to 1 in most references, however we think this derivation is cleaner.
trivial (fake) holonomy (enforced by $B_{(x,0)\otimes x^*}$). The more familiar expression is obtained when using equations (28). The projector nature of these compactly supported localized terms allows us to invert this expression and write:

$$e^{-H} = A_0 B^0 = B^0 A_0 = \prod_{n,x \in K_n} A_{(x,0)\otimes x^*} \prod_{n,y \in K_n} B^{(y,0)\otimes y^*}.$$  (30)

Denoting the algebra of observables as the closed set $\mathcal{O} = \mathcal{B}(\mathcal{H})$. The generator of the dynamics \cite{53, 54} is then the closure of the operator $\delta(O) := [H, O]$ valid for any $O \in \mathcal{O}$, where $H$ is the Hamiltonian operator defined in (29). Thus, the time evolution is given by the expression $U_t(O) := e^{it\delta(O)}$. It easily follows that the dynamics of this class of systems, defined by the Hamiltonian (29), performed by the Fake-Gauge and Fake-Holonomy operators, are time-independent. The fact that these same operators perform time-independent dynamics over these models is completely desirable since the dynamical orbits defined by these flows remain unchanged.

IV. TOPOLOGICAL DESCRIPTION OF THE GROUND STATE SUBSPACE

This section mostly follows the treatment presented in \cite{24, 25}. We invite the reader to consult these references if further information on the formalism is needed. It follows from the discussion above that the spectrum of the Hamiltonian operator (29) is bounded from below as $\sigma(H) \geq 0$ with equality when the condition:

$$A_{(x,0)\otimes x^*} |\Psi\rangle = B^{(x,0)\otimes x^*} |\Psi\rangle = |\Psi\rangle \quad , \quad \forall \ x \in K \quad , \quad |\Psi\rangle \in \mathcal{H}_0 \subset \mathcal{H}$$  (31)

is satisfied. Where $\mathcal{H}_0$ is the ground state subspace which can be defined by the closure of the span of all the states satisfying the condition above, i.e. $\mathcal{H}_0 = \{ |\Psi\rangle \}$ such that $|\Psi\rangle$ satisfies (31).

**Definition IV.1** (Projector into the Ground state). Let $\Pi_0^0 : \mathcal{H} \rightarrow \mathcal{H}_0$ be the operator:

$$\Pi_0^0 := e^{-H} \quad \text{is a projector, such that} \quad \Pi_0^0 |\Psi\rangle = \begin{cases} |\Psi\rangle , & |\Psi\rangle \in \mathcal{H}_0 \\ 0 , & \text{otherwise} \end{cases}$$  (32)

called the ground state projector.
Notice that studying the eigenstates of this operator is equivalent to finding the states satisfying condition (31). Furthermore, the latter is precisely the operator defined in (30) and trivially satisfies the commutation \( [\Pi_0^0, H] = 0 \), i.e., both operators have the same spectral resolutions. Given the general decomposition of an element of \( \mathcal{H} \), we have \( \Pi_0^0 \hat{\Psi} = \sum_{\omega \in \text{hom}(C,G)^0} \Psi(\omega) (\Pi_0^0 | \omega) \). So, it is necessary and sufficient to study the behavior over the basis \( \{ \omega \}_{\omega \in \text{hom}(C,G)^0} \) (or, equivalently, over the basis \( \{ | \hat{\rho} \rangle \}_{\hat{\rho} \in \text{hom}(C,G)_0} \)). Thus defined, the ground state degeneracy (GSD) can be computed by the expression:

\[
\text{Tr} (\Pi_0^0) = \sum_i \lambda_i = \text{GSD}
\]  

(33)

where \( \lambda_i \) are the eigenvalues of \( \Pi_0^0 \) listed according to their algebraic multiplicity. In this case, \( \lambda_i = 0, 1 \) out of being a projector and \( \mu_A (1) \) (multiplicity of \( \lambda_i = 1 \)) is exactly the GSD. At the same time, from (30) we can calculate partition function associated to the embedded manifold \( X \) to be:

\[
Z(X) = \text{Tr} \left( e^{-\beta H} \right) = \text{Tr} \left( (\Pi_0^0)^\beta \right) = \sum_i \lambda_i^\beta = \text{GSD}^\beta \quad \text{with} \quad \beta = \frac{1}{\kappa_B T} .
\]  

(34)

It follows that, if the GSD is topological, the partition function becomes topological as well, which is a general characteristic of TQFTs. Furthermore, the thermodynamic energy associated to these models is \( \langle E \rangle = -\frac{\partial \ln Z(X)}{\partial \beta} = \ln \left( \frac{1}{\text{GSD}} \right) \), which, under the same assumptions, is also topological. However, notice that the usual thermodynamic entropy is always null \( S = \kappa_B (\ln Z(X) + \beta \langle E \rangle) = 0 \). Ergo, the necessity of defining new entropy like functions for the study of topological order. For a comprehensive approach on the context of these models see [25] where the topological entanglement entropy is defined and calculated.

V. GROUND STATE SUBSPACE ORTHONORMAL BASES

In the following, we will make the best use of this dual structure so that we can study all possibilities at once. The situation is clear when one introduces some notation for later convenience. Let \( |\alpha_{\hat{\beta}}\rangle := A_{\hat{\beta}} |\alpha\rangle \) (resp. \( \langle \hat{\beta}|\alpha| := \langle \alpha| A_{\hat{\beta}} \)) for \( \alpha \in \text{hom}^0 \) and \( \hat{\beta} \in \text{hom}_{-1} \), so that in our models we can characterize any two gauge equivalent states as satisfying \( |\alpha_0\rangle = |\alpha'_0\rangle \) for \( \alpha, \alpha' \in \text{hom}^0 \), which can easily be verified to be valid if and only if \( \alpha \sim^0 \alpha' \). Analogously, let \( |\hat{\alpha}\rangle := B_{\beta} |\hat{\alpha}\rangle \) (resp. \( \langle \hat{\beta}|\hat{\alpha}| := \langle \hat{\alpha}| B_{\beta} \rangle \)) where \( \hat{\alpha} \in \text{hom}_0 \) and \( \beta \in \text{hom}^1 \). Consequently, two cohomotopical representations \( \hat{\alpha} \sim_{\sim_0} \hat{\beta} \in \text{hom}_0 \) are fake co-gauge equivalent if and only
if $|\hat{\alpha^0}\rangle = |\hat{\beta^0}\rangle$. We first remark that the ground state subspace $\mathcal{H}_0$ is non-empty since it always has at least one element. Indeed, we can see this in the configuration basis when for the state $|0_0\rangle$, which satisfies the condition $\Pi_0^0 |0_0\rangle = |0_0\rangle$, i.e. $|0_0\rangle \in \mathcal{H}_d$ or, equivalently, in the representation basis, for the state $|\hat{0^0}\rangle$ that also satisfies the condition $\Pi_0^0 |\hat{0^0}\rangle = |\hat{0^0}\rangle$, i.e. $|\hat{0^0}\rangle \in \mathcal{H}_0$. Since $[\Pi_0^0, P^\omega] = 0$ iff $\omega \in \ker (d^0)$ (resp. $[\Pi_0^0, Q^\hat{\rho}] = 0$ iff $\hat{\rho} \in \ker (d_1)$), the ground state subspace $\mathcal{H}_0$ turns out to be composed by states of the form:

$$|\omega_0\rangle = P^\omega |0_0\rangle_{\omega \in \ker (d^0)} \quad (\text{resp. } |\hat{\rho^0}\rangle := Q^\hat{\rho} |\hat{0^0}\rangle_{\hat{\rho} \in \ker (d_1)}) \quad .$$

This turns out to be a complete characterization of $\mathcal{H}_0$, since every configuration is exhausted by the elements $\omega \in \text{hom}^0$ (resp. $\hat{\rho} \in \text{hom}_0$). Notice also that the state $|0_0\rangle \in \mathcal{H}_0$ is intrinsic to all of the $|\omega\rangle \in \mathcal{H}_0$, this justifies $|0_0\rangle$ being called the seed state for configurations (resp. seed state for representations), where its use can be seen in the literature, for example, in [57]. The discussion so far has justified the claim that the elements of $\mathcal{H}_0$ can be classified by the equivalence classes of the relation $\sim^0$ (resp. $\sim_0$). This sets entail a natural basis for the ground state subspace so we are interested in the equivalence classes:

$$\ker (d^0) / \sim^0 \cong \ker (d^0) / \text{im} (d^{-1}) \quad \text{and} \quad \ker (d_1) / \sim_0 \cong \ker (d_1) / \text{im} (d_0) \quad ,$$

which follows from the fact that any two $\alpha, \beta \in \ker (d^0)$ satisfying $|\alpha_0\rangle = |\beta_0\rangle$ (resp. $\hat{\alpha}, \hat{\beta} \in \ker (d_0)$ satisfying $|\hat{\alpha}^0\rangle = |\hat{\beta}^0\rangle$), will belong to the same equivalence class if and only if $\alpha - \beta \in \text{im} (d^{-1})$ (resp. ). More formally, the quotient space $\ker (d^0) / \sim^0$ is characterized by the commuting diagram shown in FIG.5a (resp. $\ker (d_0) / \sim_0$ in FIG. 5b), where the downward injection map is natural. The result then follows from the universal property.

(a) Commutative diagram for configurations. (b) Commutative diagram for representations.

FIG. 5

---

4 The latter condition is sometimes referred in the condensed matter literature as frustration free property [55]. Concretely, given the Hamiltonian operator of equation (29) we have the equivalent condition $H \Pi_0^0 = 0$, fashionable in the quantum theory community [56].
Proposition V.1 (GSD). The dimension of the subspace $\mathcal{H}_0$ (GSD) is given by:

1. $\text{GSD} = |H^0(C,G)|$ (the main result of [24]), or equivalently,
2. $\text{GSD} = |H_0(C,G)|$.

It is clear that these expressions are topological in the strict mathematical sense, since they are defined by the specific cohomology group $H^0(C,G)$ and homology group $H_0(C,G)$. Then it is evident that a suitable basis for $\mathcal{H}_0$ can be labeled by the equivalence classes $\omega \in H^0(C,G)$, where $\omega$ is a representative element or, equivalently, by $\hat{\nu} \in H_0(C,G)$, where $\nu$ is a representative element. These are immediately orthonormal by construction. We can reconcile these two bases by profiting from the already obtained isomorphisms:

Proposition V.2 (Compatibility between bases of the ground state subspace). The bases $\{ |\omega\rangle \}_{\omega \in H^0}$ and $\{ |\hat{\nu}\rangle \}_{\hat{\nu} \in H_0}$ are complete and equivalent as bases for the ground state $\mathcal{H}_0$.

Proof. Recall that, from (II.6) with $p = 0$, we have shown that $\text{im} (d^{-1}) \cong \text{im} (d_0)$. At the same time, from the first isomorphism theorem, we have $\text{im} (d^0) \cong \text{hom}^0 / \ker (d^0)$ and $\text{im} (d_1) \cong \text{hom}_0 / \ker (d_1)$. Given that $\text{hom}^0 \cong \text{hom}_0$ (see (II.1) for $p = 0$), it follows that $\ker (d^0) \cong \ker (d_1)$ and, consequently $H^0(C,G) \cong H_0(C,G)$. Furthermore, we have:

$$\text{GSD} = |H_0(C,G)| = |H^0(C,G)|.$$

In other words, the gauge representation basis is also a complete basis for $\mathcal{H}_0$. \hfill \Box

This dualization between homology and cohomology falls into a more general framework. In fact, given the definitions used in this paper, the same rationale leading to (V.2), implies:

Proposition V.3 (duality for $p$-homology and $p$-cohomology). The mathematical structure of these abelian systems imply the isomorphism $\hat{H}^p(C,G) \cong H^p(C,G) \cong H_p(C,G)$.

Proof. The latter follows from the previous results $\text{im} (d^{p-1}) \cong \text{im} (d_p)$ and $\ker (d^{p-1}) \cong \ker (d_p)$ which is induced by the bilinear form mixed inner product. \hfill \Box

This duality can be thought of as a consequence of the deep symmetry in the structure of these models. Basically, this construction carries the property that the dual of a group and the group itself are again isomorphic when abelian [51] to the level of topology.
Even though the ground state is sufficiently characterized at this point, and its degeneracy can be analytically computed (modulo the group structure of the \( G \circ \partial G \) chain, see App. V A), these bases are not enough for classification purposes. In fact, from a purely algebraic perspective, we can state some immediate facts derived from the previous sections. Firstly, \( \delta (P\omega) = \delta (Q\hat{\nu}) = 1 \) \( \iff \) \( U_t(P\omega) = U_t(Q\hat{\nu}) = 1 \) for all \( \omega \in H^0 \) and \( \hat{\nu} \in H_0 \). Hence, these operators also perform dynamical transformations over the ground state space, which can be recognized as the generators from a so called seed state. At the same time, it is easy to show that the following commutation relations are satisfied for the operators above:

\[
\begin{align*}
[\Pi_0^\dagger, P\omega] &= 0 , & [\Pi_0^\dagger, Q\hat{\nu}] &= 0 , & [\Pi_0^\dagger, H] &= 0 , & [Q\hat{\nu}, P\omega]_g &\propto \chi_\hat{\nu}(\omega) ,
\end{align*}
\]

where the last expression is reminiscent of the momentum eigenstates commutation, and where we have denoted \([\cdot, \cdot]_g\) for the group commutator. It follows then that the operators \( P\omega \) and \( Q\hat{\nu} \) do not conform a complete set of commuting observables for the ground state subspace projected by \( \Pi_0^\dagger \). The strategy will be to bypass this complication by interpreting this space in a more algebro-topological way in the following section.

### A. On the Ground state Degeneracy Calculation (*)

As before and, for economical reasons, we simplify the notation once more and write \( H^p(C, G) \mapsto H^p \) and \( H^p(C, G) \mapsto H^p \) whenever no confusion arises. Before embarking on the classification problem, we briefly explore the ground state degeneracy calculation in an explicit dimensional way. We focus on its cohomological description since the use of the Universal Coefficient Theorem is immediate. However, as proven in the previous subsection, homology should equally adequate to study this description. To begin, it follows from (35) that:

\[
H_0 \ni |\omega_0\rangle = P_\omega |0_0\rangle \quad \text{where} \quad \omega \in H^0 .
\]

and hence, the structure of of the basis is decoded in the operator \( P_\omega \) appearing in (38) which, when studied from a Heisenberg picture perspective, can be understood as a generator of the configuration basis. On one hand, any ground state basis as can be decomposed as:

\[
H^0 \ni \omega = \bigoplus_n \omega_n \quad \text{where} \quad \omega_n := \bigoplus_{x \in K_n} (x_\ast \omega) x^\ast .
\]

---

\(^5\) This section can be omitted without compromising the reading of the rest of the paper.
On the other hand, for the sake of definiteness, consider the (not necessarily natural) injection map \( \iota : \prod_n H^n(C, H_n(G)) \to H^0(C, G) \) defined as:

\[
\omega = \iota \alpha := \sum_n \pi_n \alpha \quad \text{where} \quad \alpha \in \prod_n H^n(C, H_n(G)) \quad \text{with} \quad \pi_n \alpha = \omega_n ,
\]

where the latter is understood as a formal sum. A similar map is used in [24] and it is proved in [48] to be an isomorphism\(^6\). Hence, the ground state operator of equation (38) allows the decomposition

\[
P_\omega = P_{\bigoplus_n \omega_n} \cong P_{\bigoplus_n \pi_n \alpha} = \prod_n P_{\pi_n \alpha} \cong \prod_n P_{\omega_n} .
\]

In other words, \( P_\omega \) is performing many operations in different dimensions simultaneously. As a byproduct, the elements of the cohomology groups themselves define an \( n \)-dimensional decomposition:

\[
|\omega_0\rangle = P_\omega |0_0\rangle = \prod_n P_{\omega_n} |0_0\rangle = \bigoplus_n |\pi_n \alpha_0\rangle \cong \bigotimes_n |\omega_n 0\rangle , \quad \pi_n \alpha \in H^n(C, H_n(G)) .
\]

The same reasoning can be employed to understand \( Q_\rho \) as being the generator of the dual basis and, consequently, decompose any dual space basis as \( |\hat{\rho}_0\rangle \cong \bigotimes_n |\hat{\rho}_n 0\rangle \) with \( \hat{\rho} = \hat{\alpha} \) and \( \alpha \in \prod_n H^n(C, H_n(G)) \). At the same time, the inner structure of \( H^n(C, H_{n-p}(G)) \) for all \( n \) can also be understood directly from the universal coefficient theorem [58]:

\[
H^n(C, H_n(G)) = \text{Hom} (H_n(C), H_n(G)) \oplus \text{Ext}^1 (H_{n-1}(C), H_n(G)) , \quad (41)
\]

which makes explicit the fact that the ground state is completely independent of the particular triangulation \( C(X) \) used.

Let us first tackle the \( (C, \partial^C) \) chain. Most of the examples worked so far in the literature have considered free modules \( H_\bullet(C) \) for some simplicial complex \( C(X) \) [24, 25]. This results in the trivialization of the \( \text{Ext}^1 (H_{n-1}(C), -) \) functor in (41) for all \( n \). The same result holds more generally for all \( H_\bullet(C) \) projective (free \( \Rightarrow \) projective) [59]. By means of the fundamental theorem of finitely generated abelian groups, any Homology group can be decomposed into:

\[
H_n(C) = F_n \oplus T_n \quad \text{with} \quad F_n \cong \mathbb{Z}^{\beta_n} \quad \text{and} \quad T_n \cong \bigoplus_{\{p\}_n} \mathbb{Z}/\{p\}_n \mathbb{Z} , \quad (42)
\]

where \( F_n \) is the free part and \( T_n \) is the torsion part of the \( n \)-th Homology group \( H_n(C) \). The \( n \)-th free part is isomorphic to \( \mathbb{Z}^{\beta_n} \), where \( \beta_n \) is the \( n \)-th dimensional Betti number.

\(^6\) As it is shown in [48], such isomorphism exists for all \( \prod_n H^n(C, H_{n-p}(G)) \to H^p(C, G) \) in any degree \( p \).
The $n$-th torsion part is isomorphic to a direct sum of cyclic groups of prime power group orders which we have collectively denoted by $\{p\}_n$.

Now, obtaining $H_n(G)$ from the $(G\bullet, \partial^G)$ chain is usually non-straightforward. In general, given a group $G$, the homology groups $H_n(G)$ are defined as $H_n(G) = H_n(\mathbb{Z} \otimes_{\mathbb{Z}G} F_*)$ for $n \in \mathbb{N}$, where $\mathbb{Z}G$ is the free $\mathbb{Z}$-module generated by the elements of $G$ and $F_*$ is any free (or projective) resolution for $G$ \[60\]. However, the problem of constructing a free resolution for general abelian groups is highly non-trivial. Moreover, it is known to be carried out directly in the cases where the resolution is small (or minimal) so that several computation algorithms have been devised \[61, 62\].

In our case, as typical examples of the type of chains $(G\bullet, \partial^G)$, a cyclic group $G$ of order $m$ are usually considered. Several structures can be embedded in this basic framework. For instance, the usual alternative is considering $G$ to be the graded group $G = \bigsqcup G_p$, such that each $G_p \cong N_p \rtimes G_{p-1}$ (semi direct product), where $N_p$ is a normal subgroup and the action of $G_{p-1}$ is performed via the inverse group morphisms $(\partial^G_p)^{-1}$. As it is known, this decomposition is not unique and obtaining its resolution is usually cumbersome. Instead, let us consider a known resolution of the cyclic group $G$ of order $m$, which is characterized by its single generator $t$ so that $F_*$ is given by:

$$\cdots \xrightarrow{N} \mathbb{Z}G \xrightarrow{t^{-1}} \mathbb{Z}G \xrightarrow{N} \mathbb{Z}G \xrightarrow{t^{-1}} \mathbb{Z}G \rightarrow \mathbb{Z} \rightarrow 0,$$

which, for definiteness, we take to coincide with the chain $(G\bullet, \partial^G)$, where $N = 1 + t + t^2 + t^3 + \cdots + t^{n-1}$ is the normal element of $\mathbb{Z}G$. The latter produces the homology groups $(n > 0)$:

$$H_n(G) = \begin{cases} 
\mathbb{Z}, & n = 0 \\
\mathbb{Z}/n\mathbb{Z}, & n \text{ odd} \\
0, & n \text{ even}
\end{cases} \quad (43)$$

When inserting these back into equation (41), we obtain the following expression in terms of the $n$-th group homology:

$$H^n(C, H_n(G)) \cong \begin{cases} 
\mathbb{Z}^\beta_n \bigoplus_{\{p\}_n} \{p\}_n \mathbb{Z}, & n = 0 \\
\mathbb{Z}^\beta_n \bigoplus_{\{p\}_{n-1}} \mathbb{Z}_{\gcd(m, \{p\}_{n-1})} \bigoplus_{\{p\}_n} \{p\}_n \mathbb{Z}, & n \text{ odd} \\
\mathbb{Z}^\beta_n \bigoplus_{\{p\}_{n-1}} \mathbb{Z}_{\{p\}_{n-1}} \bigoplus_{\{p\}_n} \{p\}_n \mathbb{Z}, & n \text{ even}
\end{cases} \quad (44)$$
where we have written \( \mathbb{Z}_d \cong \mathbb{Z}/d\mathbb{Z} \) with \( d \in \mathbb{N} \) and we have denoted as \( \iota_G \) the subgroup \( \{ g \in G : hg = 0 \} \) of elements of \( G \) of order \( h \) (or some divisor of \( h \)) and \( \text{gcd}(a, b) \) stands for the greatest common divisor between \( a \) and \( b \).

VI. CLASSIFICATION OF THE GROUND STATE SUBSPACE

Coming back to the ground state subspace bases, we will first show that they are not only related by an endomorphism, but they are unitarily equivalent. Let us start by focusing on the representation space, since the configuration space case is analogous. Consider two elements \(|\hat{\alpha}_0\rangle = B_0|\hat{\alpha}\rangle\) and \(|\hat{\beta}_0\rangle = B_0|\hat{\beta}\rangle\) of the cohomological basis for \( H_0 \), where \( \hat{\alpha}, \hat{\beta} \in H_0 \). Taking its inner product, yields:

\[
\langle 0_0 \hat{\alpha} | 0_0 \hat{\beta} \rangle = \delta (\hat{\alpha}, \hat{\beta}) + \frac{1}{|\text{hom}_1|} \sum_{\hat{\mu} \in \text{hom}_1} \delta (\hat{\alpha}, d_1 \hat{\mu}) = \delta (\hat{\alpha}, \hat{\beta}),
\]

where the term under sum is identically null since \( \hat{\alpha} \notin \text{im}(d_1) \). Thus, this is indeed an orthonormal basis. The situation is completely analogous for the basis \( \{ |\alpha_0\rangle \}_{\alpha \in H_0} \). Consequently:

**Proposition VI.1** (Restriction to the ground state subspace). Restricting the inner product to the ground state subspace \( H_0 \) (denoted \( \langle \cdot | \cdot \rangle_{H_0} \)), we have:

1. The dimension of the groundstate subspace to be given by \( \chi_{H_0} (0) |_{H_0} = |H_0| \),

2. The string of relations for the mixed inner product:

\[
\langle 0_0 \omega | \hat{\nu}^0 \rangle_{H_0} = \langle \omega | A_0 B_0 | \hat{\nu} \rangle_{H_0} = \langle \omega | B_0 A_0 | \hat{\nu} \rangle_{H_0} = \langle \omega | \hat{\nu} \rangle_{H_0} = \frac{\chi_{\hat{\nu}}(\omega)}{|H_0|^\frac{1}{2}} \tag{45}
\]

and

3. the following resolutions of the identity (completeness relations):

\[
\Pi_{\omega} := |\omega_0\rangle \otimes \langle 0_{\omega}| \quad \text{such that} \quad \sum_{\omega \in H_0} \Pi_{\omega} = 1_{H_0} \quad \text{and}
\]

\[
\Pi_{\hat{\nu}} := |\hat{\nu}_0\rangle \otimes \langle 0_{\hat{\nu}}| \quad \text{such that} \quad \sum_{\hat{\nu} \in \hat{H}_0} \Pi_{\hat{\nu}} = 1_{H_0}, \tag{46}
\]

where \( \Pi_{\omega} \) and \( \Pi_{\hat{\nu}} \) are projectors into the subspaces \( U_\omega := \text{span} |\alpha_0\rangle_{\alpha \sim_0 \omega \in H_0} \) and \( U_{\hat{\nu}} := \text{span} |\hat{\beta}_0\rangle_{\hat{\beta} \sim_0 \hat{\nu} \in \hat{H}_0} \) of \( H_0 \), respectively.
The proofs are straightforward so we also omit them here. However, from (37) it is clear that $\Pi$ and $\tilde{\Pi}$ are still non-commuting projectors. Nevertheless, the completeness of the bases imply that the closed indexed sets $\{U_\omega\}_{\omega \in H^0}$ and $\{U_{\tilde{\omega}}\}_{\tilde{\omega} \in \mathcal{H}_0}$ decompose the ground state subspace as $\mathcal{H}_0 \cong \bigoplus_{\omega \in H^0} U_\omega \cong \bigoplus_{\tilde{\omega} \in \mathcal{H}_0} U_{\tilde{\omega}}$. This decomposition implies that the space $\mathcal{H}_0$ is at least connected to the class $|0\rangle$ or $|\tilde{0}\rangle$, respectively. This is not enough for our purposes, so we embark on studying some of its topological properties as to ensure that the classification space is well defined.

### A. Unitary equivalence, path-connectedness and open covers

Given that we known two complete bases, it is sufficient to study them and extend by linearity any results obtained. Let us first show that the bases of $\mathcal{H}_0$ transform unitarily.

**Proposition VI.2** (Unitary equivalence). The bases found in the previous section are unitarily equivalent.

**Proof.** Using the completeness relations (46) and relations (45) above, we can show that the basis elements transform into each other as:

$$|\omega\rangle = [U]_\omega^\dagger |\hat{\alpha}\rangle \quad \text{and} \quad |\nu\rangle = \left( [U]_\omega^\dagger \right)^\dagger |\beta\rangle$$

where $[U]_\omega^\dagger := \frac{\tilde{\chi}_\omega(\omega)}{|H^0|^{\frac{1}{2}}}$, written in matrix notation. Notice then, that $[U]_\omega^\dagger$ is a unitary matrix, i.e.

$$[U]_\omega^\dagger [U]_\omega^\dagger = \frac{\tilde{\chi}_\omega^\dagger(\omega)}{|H^0|^{\frac{1}{2}}} = \mathbb{1}_{\mathcal{H}_0} \quad \text{(Schur orthogonality in $\mathcal{H}_0$)}.$$  

Unitarity in this context is basically expressing the isometric (and co-isometric) equivalence of the natural bases. The latter result will be useful in our next task.

**Proposition VI.3** (Path connectedness). The ground state space $\mathcal{H}_0$ is path connected.

**Proof.** We will show that, path connectedness follows Prop. VI.2. In the following, we will use a standard construction that briefly summarize here. If we write the projection $\Psi^\omega := \Pi^\omega |\Psi\rangle$ for $\omega \in H^0$ and $\Psi_{\tilde{\omega}} := \Pi_{\tilde{\omega}} |\Psi\rangle$ for $\nu \in H_0$, by completeness a general ground state $|\Psi\rangle \in \mathcal{H}_0$ can be decomposed as:

$$|\Psi\rangle = \sum_{\omega \in H^0} \Psi^\omega |\omega\rangle = \sum_{\tilde{\omega} \in \mathcal{H}_0} \Psi_{\tilde{\omega}} |\hat{\alpha}\rangle$$

where the projectors transform as $\Psi_{\tilde{\omega}} = [U]_{\omega}^\dagger \Psi^\omega$.  

7 Another well known connectedness construction can also be achieved by means of the bases $\{|\omega\rangle\}_{\omega \in H^0}$ (or $\{|\tilde{\omega}\rangle\}_{\tilde{\omega} \in \mathcal{H}_0}$) and the Gram-Schmidt orthogonalization procedure.
Thus, the expression: 

$$\Psi_{\omega}(p) := (1 - p) \Psi_{\omega} + p I_{H_0 \times H_0} \quad \text{for} \quad p \in [0, 1]$$

is a convex path connecting the identity $I_{H_0 \times H_0}$ and the projection $\Psi_{\omega}$. At the same time, since $[U]_{\omega}^{\hat{\alpha}}$ is a unitary matrix, it can be diagonalized by some matrix $S$ in the form:

$$[U]_{\omega}^{\hat{\alpha}} = S^{-1} DS \quad \text{where} \quad D \text{ is now a diagonal matrix with eigenvalues in } S^1.$$

Now, we can path-connect $D$ to $I_{H_0 \times H_0}$ by rotating each element of the diagonal $\lambda_j$, i.e. each eigenvalue, around the unit circle to 1 in the standard way:

$$S^1 \ni \lambda_j \frac{(1 - q) + q |\lambda_j|}{(1 - q) + q |\lambda_j|} \quad \text{for} \quad q \in [0, 1], \quad \text{we call this path} \quad D(q).$$

Therefore, $[U]_{\omega}^{\hat{\alpha}}(q) = S^{-1} D(q) S$ connects the identity $I_{H_0 \times H_0}$ to the original matrix $[U]_{\omega}^{\hat{\alpha}}$ without passing through 0. Finally, the composite:

$$\Psi_{\hat{\alpha}}(t) = [U]_{\omega}^{\hat{\alpha}}(t) \Psi_{\omega}(t) \quad \text{for} \quad t \in [0, 1] \quad \text{connects any} \quad \Psi_{\hat{\alpha}} \text{ to } I \quad \text{, (48)}$$

which completes the proof. \qed

Now, we will construct a suitable open cover for $H_0$ using the operators studied so far.

**Proposition VI.4 (Open Cover).** The sets $\{U_{\hat{\alpha}}^{\hat{\beta}}|_{\hat{\alpha} \in H_0, \hat{\beta} \in H_0} \}$ conform an open cover of the ground state subspace $H_0$.

**Proof.** Notice that, by completeness, we have that the projectors (46) also satisfy the expressions

$$\sum_{\hat{\alpha} \in H_0} \sum_{\hat{\beta} \in H_0} \Pi_{\hat{\alpha}} \Pi_{\hat{\beta}} = 1 \quad \text{and} \quad \sum_{\hat{\alpha} \in H_0} \sum_{\hat{\beta} \in H_0} \Pi_{\hat{\beta}} \Pi_{\hat{\alpha}} = 1. \quad \text{Where, it is straightforward to show that} \quad \Pi_{\hat{\alpha}} \Pi_{\hat{\beta}} \text{ and } \Pi_{\hat{\alpha}} \Pi_{\hat{\beta}} \text{ satisfy:}$$

$$\Pi_{\hat{\alpha}} \Pi_{\hat{\beta}} = \chi_{\hat{\alpha}}(\hat{\beta}) |\hat{\alpha} \rangle \langle \hat{\beta}| \otimes |\hat{\beta} \rangle \langle \hat{\alpha}| = (\Pi_{\hat{\alpha}} \Pi_{\hat{\beta}})\dagger. \quad (49)$$

Therefore, it follows that the operators:

$$\Theta_{\hat{\alpha}}^{\hat{\beta}} := \frac{1}{2} (\Pi_{\hat{\alpha}} \Pi_{\hat{\beta}} + \Pi_{\hat{\beta}} \Pi_{\hat{\alpha}}) \quad \text{and} \quad \tilde{\Theta}_{\hat{\alpha}}^{\hat{\beta}} := \frac{\Pi_{\hat{\alpha}} + \Pi_{\hat{\beta}}}{|H_0| + |\hat{H}_0|}$$

are self adjoint, and satisfy:

$$\sum_{\hat{\alpha} \in H_0} \sum_{\hat{\beta} \in H_0} \Theta_{\hat{\alpha}}^{\hat{\beta}} = 1 \quad \text{,} \quad \sum_{\hat{\alpha} \in H_0} \sum_{\hat{\beta} \in H_0} \tilde{\Theta}_{\hat{\alpha}}^{\hat{\beta}} = 1. \quad \text{(51)}$$
In other words, each set of operators \( \{ \Theta^\beta_{\bar{\alpha}} \} \) and \( \{ \tilde{\Theta}^\beta_{\bar{\alpha}} \} \) conform a positive operator valued measure (POVM) \(^{[63–65]}\) for \( \beta \in H^0, \bar{\alpha} \in \mathcal{H}_0 \). Now, consider a general ground state \( |\Psi\rangle \in \mathcal{H}_0 \), the application \( \Theta^\beta_{\bar{\alpha}} |\Psi\rangle \in U^\beta \cap U_{\bar{\alpha}} \), similarly for the \( \tilde{\Theta}^\beta_{\bar{\alpha}} \) operator. It follows that the open sets \( \{ U^\beta \cap U_{\bar{\alpha}} \}_{\bar{\alpha} \in \mathcal{H}_0, \beta \in H^0} \) conform an open cover of \( \mathcal{H}_0 \).

Even though we have \( \left[ \Theta^\beta_{\bar{\alpha}}, \Pi^0_0 \right] = \left[ \tilde{\Theta}^\beta_{\bar{\alpha}}, \Pi^0_0 \right] = 0 \) by construction, the operators \( (50) \) do not yet conform a complete set of commuting observables. Basically, we have all the ingredients to build the classifying space. Furthermore, the previous discussion hints to a classification characterized by some structure depending on the jointed elements of \( H^0 \) and \( \mathcal{H}_0 \). We are now in position to fit the picture we have been constructing in the language of Classifying spaces (See App. [A]):

**Proposition VI.5** (trivial \( H^0 \times \mathcal{H}_0 \)-subspaces). The ground state subspace \( \mathcal{H}_0 \) admits trivial \( H^0 \times \mathcal{H}_0 \)-subspaces.

**Proof.** Consider the following identifications:

- Take \( E = \mathcal{H}_0 \),
- Take \( B = \bigcup_{\bar{\alpha} \in \mathcal{H}_0} \bigcup_{\beta \in H^0} U^\beta_{\bar{\alpha}} \cap U_{\bar{\alpha}} \) with the a newly defined label \( b := (\beta, \bar{\alpha}) \),
- Take \( p|_{V_b} = \Theta^\beta_{\bar{\alpha}} \) so that \( V_b = U^\beta_{\bar{\alpha}} \cap U_{\bar{\alpha}} \),
- Take \( f_b = f^\beta_{\bar{\alpha}} \) as the local trivializations \( f_b (|\Psi\rangle g) = f_b (|\Psi\rangle) g, g \in H^0 \times \mathcal{H}_0 \),
- Finally, take \( r_b = Q_{\bar{\alpha}} \otimes P^\beta \) which is a continuous right action by addition on their respective bases (see equation \( (III.1) \)).

**Proposition VI.6** (principal \( H^0 \times \mathcal{H}_0 \)-bundle). The ground state subspace \( \mathcal{H}_0 \) has a principal \( H^0 \times \mathcal{H}_0 \)-bundle structure.

**Proof.** From Prop\[VI.5\] it is immediate to construct the following principal \( H^0 \times \mathcal{H}_0 \)-bundle in the following way:

---

\(^8\) This behavior also hints at the presence of a monoidal category. The braiding will be explored on future works.
Since the set $\{U^2 \cap U^3\}_{\alpha \in H_0, \beta \in H^0}$ is an open cover of $H_0$ (see Prop. VI.4), $H_0$ becomes a trivial $H^0 \times H_0$-space.

Given $H_0$ to be locally trivial, $H_0 \rightarrow H_0/(H^0 \times H_0)$ is indeed a principal $H^0 \times H_0$-bundle.

The main result of this paper follows:

**Theorem VI.7.** The ground state space $H_0$ is classified by the topological group $H^0 \times H_0$.

**Proof.** We interpret the $H_0$ structure in the language of classifying spaces:

* By virtue of the discussion in Prop. VI.3, we have that $H_0$ is path-connected. Equivalently, $H_0$ is weakly contractible.

This observation allows us to:

* Take $EG = H_0$ and $BG = H_0/(H^0 \times H_0)$.

* Since $H^0 \times H_0$ is a discrete group, there exists a CW-complex $K (H^0 \times H_0, 1)$ (See App. B) such that the first homotopy group $\pi_1 K (H^0 \times H_0, 1) = H^0 \times H_0$ and all other homotopy groups of $K (H^0 \times H_0, 1)$ vanish.

which proves our result.

Rephrasing, $K (H^0 \times H_0, 1)$ characterizes $H^0 \times H_0$ up to homotopy equivalence. Even though, this last construction is highly non-trivial, it is a standard result in algebraic topology (we refer to a classic book like [58] for the interested reader).

**B. Some insights from the GNS construction approach.**

In order to motivate the identification of the superselection sectors of these models, we make use of the complementary GNS construction perspective. As to avoid any confusion, we will differentiate between states used in the sense of the previous sections, i.e. merely as elements $|\psi\rangle$ of $H$, and states in the technical sense of the GNS formalism (see App. C for express definitions, or [53, 54] for a more in depth treatment of the subject),
which we will call these $gns$-states. Naively, for the case of the Hamiltonian operator \((29)\), the condition \((C2)\) is equivalent to that of the frustration-free condition \(∀\ x ∈ K\):

\[
φ \left( A_{(x,0)x} \right) = φ \left( B^{(x,0)x} \right) = 1 \ , \ \ e = \{ ω ∈ H^0 , \nu ∈ H_0 \} \ \text{for} \ \mathcal{H}_φ = \{ \mathcal{H} , \mathcal{H} \} \ , \ \text{resp.} .
\]

Compare the latter with the characterization \((31)\). Equivalently, from \((32)\) and \((30)\), any $gns$-ground state is distinguished by its behavior under the projector $Π^0_0$. Hence, its $gns$-characterization is given by $1 = φ(Π^0_0)$ for all $φ ∈ K$. Following Doplicher-Haag-Roberts (DHR) [68, 69] in the context of algebraic quantum field theory, from a vacuum state one could recover all physically relevant properties of the charges, in accordance with the global gauge group by using a specific physically motivated superselection criterion. This has been carried out into the 2D quantum double models successfully (See, for instance, [70, 71]. Analogously, the role of the vacuum is played by the translation invariant frustration free ground state. However, the discussion presented in the previous subsection underpins a structure that combines gauge configuration and gauge representation in a joint way. Furthermore, if $e = \{ ω ∈ H^0 , \nu ∈ H_0 \}$ is a generator, so is:

\[
e := b ∈ H^0 × H_0 \ \text{with} \ |b⟩ = |ω_0⟩ ⊗ |0^0⟩ \ \text{and} \ π_φ (Π^0_0) = Π^0_0 ⊗ Π^0_0 \ , \ (52)
\]

although this choice is not unique. This new basis is also orthonormal and, even more important, maximal since the following injections are natural:

\[
|ω_0⟩ ↔ |ω_0⟩ ⊗ |0^0⟩ \ , \ |0^0⟩ ↔ |0^0⟩ ⊗ |0^0⟩ \ . \ (53)
\]

By virtue of \((52)\), the functional \((C2)\) admits the $gns$-states maximal superposition:

\[
φ(\mathcal{O}) = \sum_{b ∈ H^0 × H_0} λ_b \mathcal{O}_b \ , \ \text{where} \ \mathcal{O}_b := \text{Tr}_{H^0 × H_0} π_φ (\mathcal{O}) \hat{Π}_b \ \text{with} \ \hat{Π}_b := |b⟩ ⊗ ⟨b| \ , \ (54)
\]

which are pure $gns$-states. Notice that the ground state space projector $Π^0_0$ acting on pure $gns$-states yields $⟨Π^0_0⟩_b = \text{Tr}_{H^0 × H_0} (π_φ (Π^0_0) \circ \hat{Π}_b) = \text{Tr}_{H^0 × H_0} (\hat{Π}_b) = 1$.

Thus, the decomposition \((54)\) satisfies the condition:

\[
φ (Π^0_0) = \sum_{b ∈ H^0 × H_0} λ_b (Π^0_0)_b = \sum_{b ∈ H^0 × H_0} λ_b = 1 \ , \ (55)
\]

i.e. the $gns$-ground state space $K$ defined in \((C1)\) is closed and convex and consists of $|H_0| |H^0|$ pure $gns$-states [72, 73]. We can consider this result to be the $n$-dimensional
higher abelian gauge version of that appearing in Theorem 2.2 of [74]. Moreover, since the pure gns-states are in one-to-one correspondence with the elements of the classifying space of $H_0$, the pure gns-states constructed from the generators (52) are a suitable representation of the superselection basis. Furthermore, the convergence of the sum (55) allows the following string of equalities to be satisfied:

$$1 = \sum_{b \in H^0 \times H_0} \lambda_b \text{Tr}_{H_0 \times H_0} \left( \hat{\Pi}_b \right) = \text{Tr}_{H_0 \times H_0} \left( \sum_{b \in H^0 \times H_0} \lambda_b \hat{\Pi}_b \right) .$$

This is, the set of numbers $\{\lambda_b\}_{b \in H^0 \times H_0}$ can be interpreted as probabilities defining the mixed density operator of the ground state space $H_0$:

$$\hat{\rho}_{H^0 \times H_0} := \sum_{b \in H^0 \times H_0} \lambda_b \hat{\Pi}_b , \quad (56)$$

associated to a gns-ground state $\varphi \in K$. Notice that these do not evolve with time, as it is attested by the Von-Neumann equation:

$$\frac{\partial \hat{\rho}_{H^0 \times H_0}}{\partial t} = \frac{1}{i\hbar} \left[ \pi_\varphi (H) , \hat{\rho}_{H^0 \times H_0} \right] = -\frac{1}{i\hbar} \left[ \ln \left( \pi_\varphi \left( \Pi_0^0 \right) \right) , \hat{\rho}_{H^0 \times H_0} \right] ,$$

where we have used (29) and the fact that $\left[ \pi_\varphi \left( \Pi_0^0 \right) , \hat{\Pi}_b \right] = 0$. Moreover, the projectors $\hat{\Pi}_b$ are recognized as the measuring operators for the different sectors of the ground state space and become the prototype for studying the superselection sectors in future works.

To complete the picture, writing explicitly $\lambda_b = \lambda_\hat{\nu}^\mu_b$ for $b = (\mu, \hat{\nu}) \in H^0 \times H_0$, we show that the description of the ground state given in Sec. IV is recovered when performing the following partial traces:

$$\hat{\rho}_{H_0} := \text{Tr}_{H_0} \left( \hat{\rho}_{H^0 \times H_0} \right) = \sum_{\hat{\omega} \in H_0} \Lambda_{\hat{\omega}} \Pi_{\hat{\omega}} , \quad \text{with} \quad \Lambda_{\hat{\omega}} := \sum_{\nu \in H^0} \lambda_\nu^\omega \quad \text{and} \quad \sum_{\hat{\omega} \in H_0} \Lambda_{\hat{\omega}} = 1 ,$$

$$\hat{\rho}_{H_0} := \text{Tr}_{H_0} \left( \hat{\rho}_{H^0 \times H_0} \right) = \sum_{\omega \in H^0} \Lambda_\omega \Pi_\omega , \quad \text{where} \quad \Lambda_\omega := \sum_{\hat{\nu} \in H_0} \lambda_\nu^\omega \quad \text{and} \quad \sum_{\omega \in H^0} \Lambda_\omega = 1 . \quad (57)$$

In terms of quantum computing, considering the unitary equivalence of the $\{ |\omega_0 \rangle \}_{\omega \in H^0}$ and $\{ |\hat{\nu}^0_0 \rangle \}_{\hat{\nu} \in H_0}$ bases shown in subsection VIA, plus the set of relations (57), it follows that become ancilla to one another [75, 76]. This last observation explains why only $|H_0|$, or equivalently $|H_0|$, appear in the calculation of the GSD.
VII. FINAL REMARKS

The main result of this paper is the recognition of the topological group $H^0 \times H_0$ as the classifying group of the ground state subspace $H_0$ for the abelian higher gauge symmetry models defined in [24, 25]. A proof based on the GNS formalism has also been developed and further verifies the results shown here. The latter will be submitted to peer review shortly.

Regarding the topological contents of these models, if we allow ourselves to hypothesize a bit, analogous arguments of those leading to Prop. [VI.1] shows that we can equivalently consider quotient spaces:

$$
\Omega := \text{hom}^0 / \sim^0 \cong H^0 \oplus \text{im} (d^0) / \sim^0 \quad \text{and} \quad \hat{P} := \text{hom}_0 / \sim_0 \cong H_0 \oplus \text{im} (d_1) / \sim_0 , \quad (58)
$$

as the space of gauge equivalent configuration and co-gauge equivalent representations, respectively. Similar arguments to those leading to the classifying space of the ground state subspace $H_0$ can be generalized to include the entire Hilbert space $\mathcal{H}$. If this is the case (modulo the conditions of subsection VIA are satisfied), the classifying set $\mathcal{H}$ should be given by $\Omega \otimes \hat{P}$ up to isomorphisms. If we consider the decompositions (58), the following sectors are obtained:

1. $H^0 \otimes H_0$: is recognized as the classifying group for the ground state subspace $H_0$. This group is topological and has been properly identified in this paper;

2. $H^0 \otimes (\text{im}d_1 / \sim_0)$ and $(\text{im}d^0 / \sim^0) \otimes H_0$: can be recognized as characterizing semi-topological excited states. We refer to these sectors as semi-topological because of the presence of $H^0$ and $H_0$, while the sets $\text{im}d_1 / \sim_0$ and $\text{im}d^0 / \sim^0$, being in principle isomorphic to one another, need further topological structure analysis. Notice also that these spaces should be related by a braided monoidal category;

3. $(\text{im}d^0 / \sim^0) \otimes (\text{im}d_1 / \sim_0)$: is recognized as characterizing pure excited states.

It remains to study the semi-topological excited states (the ones we expect to be classified by 2) which we believe are the subspaces in which anyons can appear. Some preliminary results have also been obtained by means of a GNS representation formalism and we expect to present these shortly.
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Appendix A: Review on Classifying spaces

We briefly review the ingredients of a classifying space so we can immediately identify that the ground state subspace $\mathcal{H}_0$ is indeed characterized by one. A principal $G$-bundle is a local trivial fibration where the charts are compatible with a group action. More concretely, for $G$ a topological group, a principal (right) $G$-bundle is the triple $(E, B, p)$, where $p : E \to B$ is a map, together with a continuous right action $r : E \times G \to E$ satisfying:

i) For all $x \in E$ and $g \in G$ we have $p(xg) = p(x)$.

ii) For every $b \in B$ there is an open neighbourhood $V_b$ and a $G$-homeomorphism $f_b : p^{-1}(V_b) \to V_b \times G$ (where $G$ acts on $p^{-1}(V_b)$ by restriction of $r$ and acts on $V_b \times G$ by $((v, x), g) \to (v, xg)$) such that the following diagram commutes:

\[
\begin{array}{ccc}
p^{-1}(V_b) & \xrightarrow{f_b} & V_b \times G \\ \downarrow{p|_{V_b}} & & \downarrow{pr_1} \\
V_b & \xrightarrow{} & \end{array}
\]

The action of $G$ on $p^{-1}(V_b)$ is well defined by the first condition. By the same reason, the map $p$ induces a map $p : E/G \to B$. The second condition implies that $G$ acts freely on $E$ and that the map $p : E/G \to B$ is a homeomorphism. A right $G$-space is said to be locally trivial if it has an open covering by trivial $G$-subspaces. If $E$ is locally trivial, then $E \to E/G$ is a principal $G$-bundle.

A classifying space $BG$ of a topological group $G$ is then constructed from the quotient of a weakly contractible space $EG$ by a proper free action of $G$. Finally, a principal $G$-bundle $p : EG \to BG$ is called universal if it is numerable trivial and if for every numerable trivial principal $G$-bundle $q : E \to B$ there exist up to homotopy a unique bundle map from $q$ to $p$.

---

9 Weakly contractible means a topological space with all of its homotopy groups being trivial.
FIG. 6: The picture shows a geometric representation of a principal $G$-bundle. $\gamma$ is a path in $V_b = U_i \cap U_j$ with $U_i$, $U_j$ elements of an open cover, while $\tilde{\gamma}$ is a horizontal lift on $p^{-1}(V_b)$. The straight dashed lines crossing $\tilde{\gamma}$ represent the $G$ structure of the section

**Appendix B: A brief on CW-complex of the $K(G, n)$ type.**

Let write $D^n$ to be the $n$-dimensional closed unit ball and $S^{n-1}$ the $(n-1)$-dimensional unit sphere (or the boundary of $D^n$). A CW-complex is a topological space $X$ and a collection of continuous maps $\phi^n_\alpha : D^n \to X$, called characteristic maps, and $e^n_\alpha = \phi^n_\alpha (\text{Int} \ (D^n))$ called $n$-cells of $X$ obeying the following properties:

i) $X = \bigcup_{n \geq 0} \forall \alpha e^n_\alpha$,

ii) $e^n_\alpha \cap e^m_\beta = $ unless $\phi^n_\alpha|_{\text{Int}(D^n)}$ is a homeomorphism and $\alpha = \beta$ and $n = m$,

iii) An $n$-skeleton $X^n = \bigcup_{0 \leq i \leq n, \forall \alpha} e^i_\alpha$.

This construction exhibits:

- **Closure finiteness (C):** The closure of each cell of $X$ is contained in finitely many other cells; and

- **Weak topology (W):** $A \subset X$ is open or closed if and only if $A \cap X^n$ is open or closed for all $n$. 
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Hence, the name \textit{CW}-complex. We refer to a subcomplex of a \textit{CW}-complex $X$ as a union $A$ of cells in $X$ such that the closure of each cell is also contained in $A$, in other words, $A$ is also a \textit{CW}-complex. A \textit{CW}-pair $(X, A)$ is \textit{CW}-complex $X$ and subcomplex $A$.

**Definition B.1** ($K(G, n)$ \textit{CW}-complex). For a group $G$, we say a topological space $X$ is a $K(G, n)$, or \textit{Eilenberg-MacLane} space, if $\pi_i(X)$ is isomorphic to $G$ for $i = n$ and trivial otherwise.

**Definition B.2** ($n$-connectedness). A space $X$ is said to be $n$-connected if $\pi_i(X) = 0$ for all $i \leq n$. Likewise, a pair $(X, A)$ is $n$-connected if $\pi_i(X, A) = 0$ for all $i \leq n$.

The following are important theorems that will be stated without a proof for the sake of brevity. For a general reference we refer the reader to [58].

**Theorem B.3** (van Kampen). Let $X$ be a union of path-connected open sets $A_{\alpha}$, each containing the basepoint $x_0$ with the intersections $A_{\alpha} \cap A_{\beta}$ and $A_{\alpha} \cap A_{\beta} \cap A_{\gamma}$ path connected. Let $i_{\alpha, \beta} : \pi_1(A_{\alpha} \cap A_{\beta}) \to \pi_1(A_{\alpha})$ be the homomorphism induced by the inclusion map of $A_{\alpha} \cap A_{\beta}$ in $A_{\alpha}$ and let $N$ be the normal subgroup generated by elements of the form $i_{\alpha, \beta}^{-1}(\omega) i_{\beta, \alpha}^{-1}(\omega)$. Then, $\pi_1(X)$ is isomorphic to $\ast_{\alpha} \pi_1(A_{\alpha}) / N$, where $\ast$ is the free product.

**Theorem B.4** (Cellular approximation). Given two \textit{CW}-complexes $X$ and $Y$, every map $f : X \to Y$ is homotopic to a map $g : X \to Y$ with the property that $g(X^n) \subset Y^n$ for all $n$. A map $g$ with this property is called a cellular map. Moreover, $g$ may be taken to equal $f$ on any subcomplex for which $f$ is already cellular.

**Theorem B.5** (Excision). Let $X$ be a \textit{CW}-complex which can be decomposed as a union of subcomplexes $A$ and $B$ with their intersection $C$ nonempty and connected. Then, if $(A, C)$ is $m$-connected and $(B, C)$ is $n$-connected, the map $\pi_i(A, C) \to \pi_i(X, B)$ induced by inclusion is an isomorphism for $i < n + m$.

**Theorem B.6** (Whitehead). Let $X$ and $Y$ be \textit{CW}-complexes. If a map $f : X \to Y$ induces isomorphisms in each homotopy group, then it is a homotopy equivalence.

The previous theorems ensure the construction of a $K(G, n)$ \textit{CW}-complex when the base space is path-connected, which is the case for $\mathcal{H}_0$. 

34
Appendix C: Some basic elements of the GNS-construction

The Gelfand-Naimark-Segal (GNS) construction states that, every $C^*$-algebra is isometrically $\ast$-isomorphic to a $\ast$-subalgebra of bounded linear operators on some Hilbert space $\mathcal{H}$. The latter uses a positive linear functional $\varphi$ and the left regular representation $A \to \text{End}_\mathbb{C}(A)$ to produce a cyclic (irreducible if $\varphi$ is a pure state) representation $\varphi : A \to \mathcal{B}(\mathcal{H})$.

**Definition C.1 ($C^*$-algebra).** A $C^*$-algebra $A$ is a unital Banach algebra. This is, a complete normed linear space over $\mathbb{C}$ with continuous associative multiplication $A \times A \to A$ and $\|1\| = 1$, along with a map $\ast : A \to A$ satisfying (for all $a, b \in A$):

\[
(a^\ast)^\ast = a , \quad (\alpha a + b)^\ast = \bar{\alpha}a^\ast + b^\ast \quad \alpha \in \mathbb{C} ,
\]

\[
(ab)^\ast = b^\ast a^\ast , \quad \|a^\ast a\| = \|a\|^2 .
\]

If $\mathcal{H}$ is a Hilbert space, which is our case, then $\mathcal{B}(\mathcal{H})$ is known to be a $C^*$-algebra with $\ast$ being the usual adjoint defined by $\langle x|Ty \rangle = \langle T^\ast x|y \rangle$.

**Definition C.2 ($C^*$-algebra representation).** A representation of a $C^*$-algebra is a $\ast$-homomorphism $\pi : A \to \mathcal{B}(\mathcal{H})$.

Two representations $\pi_1 : A \to \mathcal{B}(\mathcal{H}_1)$, $\pi_2 : A \to \mathcal{B}(\mathcal{H}_2)$, are said to be unitarily equivalent if there is a unitary operator $U : \mathcal{H}_1 \to \mathcal{H}_2$ such that $U\pi_1(a) = \pi_2(a)U$ for all $a \in A$. A representation $\pi$ is said to be cyclic if there exists $e \in \mathcal{H}$ such that $\{\pi(a)e : a \in A\}$ is dense in $\mathcal{H}$. Finally, a representation is said to be topologically irreducible if it has no proper, nontrivial closed invariant subspaces.

Quantum mechanically, given a bounded linear functional $\varphi : \mathcal{O} \to \mathbb{C}$ such that, for $O \in \mathcal{O}$ the set observables, we have $\varphi(O) \geq 0$ if $O \geq 0$ and $\varphi(1) = 1$. The set of all $gns$-states is denoted $\mathcal{O}^*_{+,1}$. Extremal points of $\mathcal{O}^*_{+,1}$ are called pure $gns$-states in this paper. A $gns$-ground state set space is then given by:

\[
K = \{ \varphi \in \mathcal{O}^*_{+,1} : \forall O \in \mathcal{O} : \varphi(O^*\delta(O)) \geq 0 \} , \quad (C1)
\]

where we have used the time evolution ($??$). The above set is known to be compact and closed in the weak$^*$ topology. The $gns$-states and the states in the rest of the paper are
related in the ground state space by the linear functional:

$$\varphi (O) := \text{Tr} \langle e | \pi \varphi (O) | e \rangle \quad \text{for} \quad O \in \mathcal{O} \quad \text{and} \quad e \quad \text{a generator of} \quad \mathcal{H}_\varphi , \quad (C2)$$

where $\pi_\varphi$ is an irreducible representation of the algebra $\mathcal{O}$ (trivial in the configuration basis or its representation analog in our case$^{[10]}$) and $\text{Tr}$ is the total trace operator.

**Definition C.3 (Unitarily Equivalent).** If $\pi : A \to \mathcal{H}$ is another cyclic representation with generator $e'$ such that $\varphi (a) = \text{Tr}_e \langle e' | \pi (a) | e' \rangle$, then $\pi$ and $\pi_\varphi$ are unitarily equivalent.

**Lemma C.4.** It follows immediately that the bases $\{ | \omega_0 \rangle \}_{\omega \in \mathcal{H}_0}$ and $\{ | \hat{\alpha} \rangle \}_{\hat{\alpha} \in \mathcal{H}_0}$ of section ?? are unitarily equivalent in the sense of Def. C.3.
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