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ABSTRACT

In this paper, we propose a block-wise image transformation method with a secret key for support vector machine (SVM) models. Models trained by using transformed images offer a poor performance to unauthorized users without a key, while they can offer a high performance to authorized users with a key. The proposed method is demonstrated to be robust enough against unauthorized access even under the use of kernel functions in a facial recognition experiment.
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1. INTRODUCTION

The spread of machine learning has greatly contributed to solving complex tasks for many applications. Machine learning utilizes a large amount of data to extract representations of relevant features and rich computing resources, so a trained model should be regarded as a kind of intellectual property. Accordingly, a model has to be protected from unauthorized access by an illegal party who may obtain the model and use it for its own service.\textsuperscript{1–3} In this paper, we propose a block-wise transformation with a secret key for protecting support vector machine (SVM) models. Users without a key cannot use the performance of the protected models. Conventional protection methods for deep neural network (DNN) models\textsuperscript{1} are also demonstrated to be unavailable for protecting SVM models. Deep learning requires using is suitable for large and complex tasks, but it requires using both a large amount of data and rich computational resources. Therefore, models without deep learning such as SVM models become more important in applications that cannot meet such requirements. In addition to SVM, the proposed method can be applied to other machine learning algorithms based on the Euclidean distance or the inner product between vectors.

2. SVM

SVM models have widely been used in data classification tasks. In SVM computing, we input a feature vector $\mathbf{x}$ to the discriminant function as

$$f(\mathbf{x}) = \text{sign}(\mathbf{\omega}^T \mathbf{x} + b)$$  \hspace{1cm} (1)

with

$$\text{sign}(u) = \begin{cases} 1 & (u > 1) \\ -1 & (u \leq 0) \end{cases},$$

where $\mathbf{\omega}$ is a weight parameter vector, $b$ is a bias, and $T$ indicates transpose.

The SVM has also a technique called ”kernel trick”. When the kernel trick is applied to eq.(1), the equation is given by

$$f(\mathbf{x}) = \text{sign}(\mathbf{\omega}^T \phi(\mathbf{x}) + b).$$  \hspace{1cm} (2)
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The function \( \phi(x) : \mathbb{R}^d \rightarrow \mathcal{F} \) maps an input vector \( x \) on high dimensional feature space \( \mathcal{F} \), where \( d \) is the number of dimensions of features. The kernel function of two vectors \( x_i, x_j \) is defined as

\[
K(x_i, x_j) = \langle \phi(x_i), \phi(x_j) \rangle,
\]

where \( \langle \cdot, \cdot \rangle \) is an inner product. Typical kernel functions such as the radial basis function (RBF) kernel, linear one, and polynomial one are based on the distance or the inner products. For examples, the RBF kernel is based on the Euclidean distance and the polynomial kernel is based on the inner products, as

\[
K(x_i, x_j) = \exp\left(-\gamma \|x_i - x_j\|^2\right)
\]

(4)

\[
K(x_i, x_j) = (1 + \langle x_i, x_j \rangle)^l
\]

(5)

where \( x_i \) and \( x_j \) are input vectors, \( \gamma \) is the hyperparameter for deciding the complexity of boundary determination, and \( l \) is a parameter for deciding the degree of the polynomial.

### 3. PROPOSED METHOD

**3.1 overview**

Figure 1 shows the framework of the proposed model protection. Training data is transformed by using a block-wise transformation with a secret key \( K \). For testing, test data is transformed with key \( K \) as well, and the transformed test data is applied to the model. In this framework, the trained models are expected not only to offer a degraded performance of models to unauthorized users without key \( K \) but also to provide a high performance to authorized users with key \( K \). To achieve this purpose, we propose applying a block-wise transformation. The block-wise transformation consists of four transformation steps (block permutation, pixel shuffling, bit flipping, z-score normalization) shown in Fig. 1(b). The detail of each step is presented as below.

**3.2 Transformation with key**

The proposed transformation consists of four steps as follows (see Fig. 2).
Figure 2: Examples of transformed image: (a) original, (b) block permutation, (c) pixel shuffling, (d) bit flipping, (e) block permutation, pixel shuffling, and bit flipping.

Figure 3: Process of block segmentation for transformation with a secret key.

A. block permutation

1. An input image $I$ with a size of $W \times H \times C$ is divided into blocks $B_k$, $k \in \{0,1,\ldots,w_b \times h_b - 1\}$ with a size of $M \times M \times C$, and each block is assigned an index such that

$$B = (B_0, B_1, \ldots, B_k, \ldots, B_{w_b \times h_b - 1}),$$

where $H$, $W$, and $C$ are the height, width, and number of channels of an image, and $M$ is the block size of transformation (see Fig. 3). Therefore, $h_b = H/M \times w_b = W/M$ blocks are defined. For simplicity, let $H$ and $W$ be integers multiples of $M$.

2. Generate a random permutation vector $v = (v_0, v_1, \ldots, v_k, \ldots, v_{h_b \times w_b - 1})$ that consists of randomly permuted integers form 0 to $h_b \times w_b - 1$ by using a key $K_1$, where $k, k' \in \{0,\ldots,h_b \times w_b - 1\}$, and $v_k \neq v_{k'}$ if $k \neq k'$.

3. Blocks are shuffled by the vector $v$, i.e.,

$$B(k) = B(v_k).$$

B. pixel shuffling

1. Each block $B_k$ is flattened to a vector $\hat{B}_k = (\hat{B}_k(0), \hat{B}_k(1), \ldots, \hat{B}_k(l), \ldots, \hat{B}_k(p - 1))$, where $\hat{B}_k(l)$ is the $l$-th pixel value in $B_k$, $l \in \{0,\ldots,p - 1\}$, and $p = M \times M \times C$ is the number of pixels in a block (see Fig. 3).

2. Generate a random permutation vector $v = (v_0, v_1, \ldots, v_{l'}, \ldots, v_{p - 1})$ that consists of randomly permuted integers form 0 to $p - 1$ by using a key $K_2$, where $l, l' \in \{0,\ldots,p - 1\}$ and $v_l \neq v_{l'}$ if $l \neq l'$.

3. Pixel values in a vector $\hat{B}_k$ are shuffled by the vector $v$, i.e.,

$$\hat{B}_k(l) = \hat{B}_k(v_l).$$
C. bit flipping

1. A binary vector \( r = (r_0, r_1, ..., r_l, ..., r_{p-1}) \), \( r_i \in \{0, 1\} \) is generated by a key \( K_3 \), where \( r \) consists of 50% of "1" and 50% of "0".

2. Pixel values in \( \hat{B}_k \) are transformed by negative-positive (NP) transformation on the basis of \( r \) as

\[
\hat{B}_k(l) = \begin{cases} 
\hat{B}_k(l) & (r_l = 0) \\
\hat{B}_k(l) \oplus (2^L - 1) & (r_l = 1)
\end{cases}
\]

where \( L \) is the number of bits used for \( \hat{B}_k(l) \), and \( L = 8 \) is used in this paper.

D. z-score normalization

Let us transform an image \( I_i, i \in \{1, 2, ..., N\} \) with \( W \times H \) pixels into a vector \( \hat{I}_i = (\hat{I}_i(0), \hat{I}_i(1), ..., \hat{I}_i(t), ..., \hat{I}_i(H \times W \times C - 1)) \), \( t \in \{0, 1, ..., H \times W \times C - 1\} \), where \( N \) is the number of images and \( \hat{I}_i(t) \) is the \( t \)-th pixel value in \( \hat{I}_i \). z-score normalization is applied to \( \hat{I}_i(t) \) as in

\[
z_i(t) = \frac{\hat{I}_i(t) - \sigma_t}{\mu_t}
\]

where \( \sigma_t \) is the mean value of the data given by

\[
\sigma_t = \frac{1}{N} \sum_{i=1}^{N} \hat{I}_i(t),
\]

and \( \mu_t \) is the standard deviation given by

\[
\mu_t = \sqrt{\frac{\sum_{i=1}^{N} (\hat{I}_i(t) - \sigma_t)^2}{N}}.
\]

After z-score normalization, all blocks are integrated to form a transformed image \( I^* \) (see Fig. 3).

3.3 Properties of transformed images

To confirm the properties of transformed images, we focus on the Euclidean distance and the inner product between two vectors.

A. block permutation and pixel shuffling

Block permutation and pixel shuffling are expressed by using an orthogonal matrix \( Q \) as

\[
\hat{I}_i^* = Q \hat{I}_i.
\]

Therefore, these transformations meet the properties in eq.(11) and eq.(12).

Property 1 : Conservation of Euclidean distances

\[
\|\hat{I}_i^* - \hat{I}_j^*\|^2 = \|\hat{I}_i - \hat{I}_j\|^2
\]

Property 2 : Conservation of inner products

\[
\langle \hat{I}_i^*, \hat{I}_j^* \rangle = \langle \hat{I}_i, \hat{I}_j \rangle,
\]

where \( I_i^* \) and \( I_j^* \) are images transformed from \( I_i \) and \( I_j \), and \( \hat{I}_i^* \) and \( \hat{I}_j^* \) are the vector expression of \( I_i^* \) and \( I_j^* \), respectively. Accordingly, the use of block permutation and pixel shuffling do not affect the performance of SVM models with the RBF kernel (eq.(4)) and the polynomial kernel (eq.(5)).
B. bit flipping

Images transformed with bit flipping meet property 1, but they do not satisfy property 2 as bellow.

\[ \| \hat{I}_i^*(t) - \hat{I}_j^*(t) \|^2 = \| (255 - \hat{I}_i(t)) - (255 - \hat{I}_j(t)) \|^2 \]

\[ = \| \hat{I}_i(t) - \hat{I}_j(t) \|^2, \quad (14) \]

\[ \langle \hat{I}_i^*(t), \hat{I}_j^*(t) \rangle = \langle (255 - \hat{I}_i(t)), (255 - \hat{I}_j(t)) \rangle \neq \langle \hat{I}_i(t), \hat{I}_j(t) \rangle, \quad (15) \]

where \( \hat{I}_i^*(t) \) and \( \hat{I}_j^*(t) \) are the \( t \)-th pixel values in \( \hat{I}_i^* \) and \( \hat{I}_j^* \). Therefore, bit flipping is expected to maintain only the performance of SVM models with the RBF kernel.

C. bit flipping with z-score normalization

To solve the problem that the use of bit flipping cannot meet property 2, bit flipping with z-score normalization is applied to \( \hat{I}_i \) as bellow.

\[ z_i^*(t) = \frac{(255 - \hat{I}_i(t)) - (255 - \sigma_t)}{\mu_i^*} = -\frac{\hat{I}_i(t) - \sigma_t}{\mu_t} = -z_i(t), \quad (16) \]

where

\[ \mu_i^* = \sqrt{\frac{\sum_{i=0}^{N}((255 - \hat{I}_i(t)) - (255 - \sigma_t))^2}{N}} = \mu_t. \quad (17) \]

Therefore, under the use of z-score normalization, SVM can meet the both properties 1 and 2, even when the polynomial kernel is used\(^7,8\).

4. EXPERIMENT

4.1 Experimental Setup

We used the Extended Yale Face Data Base B,\(^9\) which consists of 38×64 front face images with a size of 192×168 pixels for 38 persons. We resized all images to images with a size of 50×50 pixels, and divided the dataset into 38×51 and 38×13 images for training and testing. The RBF kernel and the polynomial kernel were used as a kernel function for SVM models. The hyper parameters of SVM models with the RBF kernel were \( C = 512 \) and \( \gamma = 0.0001 \), and the hyper parameters of SVM models with the polynomial kernel were \( C = 512, \gamma = 0.001, \) and degree = 2. The block-wise transformation with a secret key \( K \) was carried out with four steps as in Fig. 1, where \( M = 2 \) and \( M = 5 \) were selected as a block size.

4.2 Effects of Proposed Method

Tables 1 and 2 show experiment results of our proposed method. "with key" in the tables means that the test data was transformed with key \( K \), and "without key" means that the test data was not transformed. From the tables, the proposed models with key were demonstrated to have the same accuracy of corresponding baselines, which was calculated by using original image. In contrast, unauthorized users without key cannot use the performance of the models. Accordingly, the proposed method enables us to achieve access control for SVM models.
Table 1: Experiment result for SVM with RBF kernel

| transform          | with key | without key |
|--------------------|----------|-------------|
| proposed (M=2)     | 0.9757   | 0.0283      |
| proposed (M=5)     | 0.9757   | 0.0303      |
| baseline           | 0.9757   |             |

Table 2: Experiment result for SVM with polynomial kernel

| transform          | with key | without key |
|--------------------|----------|-------------|
| proposed (M=2)     | 0.9473   | 0.0263      |
| proposed (M=5)     | 0.9473   | 0.0263      |
| baseline           | 0.9473   |             |

5. CONCLUSION

In this paper, we proposed a block-wise transformation method with a secret key to achieve the access control of SVM models from unauthorized users. In the experiment, the models trained by images transformed with the proposed method offered a same performance of baseline to authorized users. In contrast, the models without key provide a degraded performance to unauthorized users. In addition, this method is also available for other machine learning algorithms such as random forest and k-means clustering, which are based on Euclidean distance and inner product.

REFERENCES

[1] AprilPyone, M. and Kiya, H., “A protection method of trained cnn model with a secret key from unauthorized access,” APSIPA Transactions on Signal and Information Processing 10, e10 (2021).
[2] Fan, L., Ng, K. W., and Chan, C. S., “Rethinking deep neural network ownership verification: Embedding passports to defeat ambiguity attacks,” in [NeurIPS], 4716–4725 (2019).
[3] Fan, L., Ng, K. W., Chan, C. S., and Yang, Q., “Deepip: Deep neural network intellectual property protection with passports,” IEEE Transactions on Pattern Analysis and Machine Intelligence , 1–1 (2021).
[4] AprilPyone, M. and Kiya, H., “Block-wise image transformation with secret key for adversarially robust defense,” IEEE Transactions on Information Forensics and Security 16, 2709–2723 (2021).
[5] Chuman, T., Sirichotedumrong, W., and Kiya, H., “Encryption-then-compression systems using grayscale-based image encryption for jpeg images,” IEEE Transactions on Information Forensics and security 14(6), 1515–1525 (2018).
[6] Chuman, T., Kurihara, K., and Kiya, H., “On the security of block scrambling-based etc systems against extended jigsaw puzzle solver attacks,” IEICE Transactions on Information and Systems E101.D(1), 37–44 (2018).
[7] Kawamura, A., Kinoshita, Y., Nakachi, T., Shiota, S., and Kiya, H., “A privacy-preserving machine learning scheme using etc images,” IEICE Transactions on Fundamentals of Electronics, Communications and Computer Sciences 103(12), 1571–1578 (2020).
[8] Nakamura, I., Tonomura, Y., and Kiya, H., “Unitary transform-based template protection and its application to l2-norm minimization problems,” IEICE Trans. Inf. Syst. 99-D, 60–68 (2016).
[9] Georghiades, A. S., Belhumeur, P. N., and Kriegman, D. J., “From few to many: Illumination cone models for face recognition under variable lighting and pose,” IEEE transactions on pattern analysis and machine intelligence 23(6), 643–660 (2001).