Powers with minimal commutator length in free products of groups

Vadim Bereznyuk

Given a free product of groups $G = \ast_{j \in J} A_j$ and a natural number $n$, what is the minimal possible commutator length of an element $g^n \in G$ not conjugate to elements of the free factors? We give an exhaustive answer to this question.
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1. Introduction

It is well known that a proper power of a nonidentity element cannot be a commutator in a free group [10]. Clearly, the square of a nonidentity element can be a product of two commutators and the cube of a nonidentity element can be a product of three commutators. Culler [4] showed that in the free group $F(a, b)$ a cube can be a product of two commutators: $[a, b]^3 = [a^{-1}ba, a^{-2}bab^{-1}][bab^{-1}, b^2]$, where $[a, b] := a^{-1}b^{-1}ab$. Moreover, Culler showed that the element $[a, b]^n$ can always be decomposed into a product of $\lfloor n / 2 \rfloor + 1$ commutators (where $\lfloor x \rfloor$ is the integer part of $x$). The minimal integer $k$ such that an element $g$ of a group $G$ can be decomposed into a product of $k$ commutators is called the commutator length of $g$ and denoted by $cl(g)$. Thus $cl([a, b]^n) \leq \lfloor n / 2 \rfloor + 1$.

It turned out that this estimate is sharp for free groups: for any nonidentity element $g$ of a free group $cl(g^n) \geq \lfloor n / 2 \rfloor + 1$. First it was proved by Comerford, Comerford and Edmunds [3] for products of only 2 commutators and then it was proved by Duncan and Howie [5] in the general case. Moreover, they proved a similar assertion for free products of locally indicable groups: if $g$ is an element of a free product of locally indicable groups such that $g$ is not conjugate to elements of the free factors, then $cl(g^n) \geq \lfloor n / 2 \rfloor + 1$. This assertion turned out to be true in a free product of arbitrary torsion-free groups, it was independently discovered by Ivanov and Klyachko [8] and Chen [2].

Definition 1. Let $G$ be a group with a fixed free-product decomposition: $G = \ast_{j \in J} A_j$. We denote by $\hat{G}$ the set of all elements of $G$ not conjugate to elements of the free factors, and define $k(G, n)$ as the minimal number $k$ such that an element $g^n \in \hat{G}$ can be decomposed into a product of $k$ commutators.

Thus it follows from [4] in conjunction with [8] or [2] that

$$k(G, n) = \left\lfloor \frac{n}{2} \right\rfloor + 1$$

for free products of torsion-free groups. For free products of arbitrary groups Culler’s estimate is not sharp any longer. For example, in the free product $\langle a \rangle_3 \ast \langle b \rangle$ a cube can be a commutator: $[a, b]^3 = [b^{-1}aba, ab^{-1}ab]$. We denote by $N(G)$ the minimal order of a nonidentity element of $G$. In [8] it was proved that the same estimate as for free products of torsion-free groups holds true for free products of arbitrary groups, but only if $n$ is relatively small:

$$k(G, n) = \left\lfloor \frac{n}{2} \right\rfloor + 1, \quad \text{if } n < N(G).$$
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Corollary 1. If $a, t$, and $b$ are two nonidentity elements of a group $G$ and $n$ is a positive integer, then

$$\text{cl}([a, b]^n) \leq \left\lfloor \frac{n}{2} \right\rfloor - \left\lfloor \frac{n}{\text{ord}(a)} \right\rfloor + 1.$$

For example, if $a^4 = 1$, then all powers of $[a, b]$ up to 7 are equal to a product of 2 commutators. Moreover, $[a, b]^8$ is also a product of 2 commutators and $[a, b]^4$ is a commutator itself. If $a^4 = 1$, then $[a, b]^4$ is a product of 2 commutators and $[a, b]^8$ is a product of 3 commutators.

A geometric language is used to prove these theorems: for each $a, t$ and $n$ we construct a Howie diagram $D$ on a closed oriented surface of genus $\left\lfloor n / 2 \right\rfloor - \left\lfloor n / \text{ord}(a) \right\rfloor + 1$, such that $D$ has only one face, the label of this face is $[a, t]^n$ and all vertices of $D$ are interior.
We start with the definition of Howie diagrams and their relation to products of commutators in Section 2. Diagrams for \([a, t]^n\) with the minimal possible genus are constructed in Section 3. These diagrams are used to prove the theorems in Section 4.

2. Howie diagrams and products of commutators

Diagrams similar to those we will now define were introduced by Howie in \([7]\) and were considered in \([8], [9], [6], [1]\), and many other works. Here we use the definitions from \([1]\). Namely, suppose that \(S\) is a closed oriented surface, and \(\Gamma\) is a finite undirected graph which is embedded into \(S\) and divides it into simply connected domains. Such a graph determines a cell decomposition of \(S\), i.e., a mapping \(M\) called a map on \(S\):

\[
M : \bigcup_{i=1}^{m} D_i \rightarrow S,
\]

where \(D_i\) are two-dimensional disks. The mapping \(M\) is continuous, surjective and injective on the interior (i.e., on \(\bigcup_{i=1}^{m} (D_i \setminus \partial D_i)\)), the preimage of each point is finite, and the preimage of the graph \(\Gamma\) is the union of the boundaries of the faces: \(M^{-1}(\Gamma) = \bigcup_{i=1}^{m} \partial D_i\). The preimages of the vertices of \(\Gamma\) are called corners of the map. We say that a corner \(c\) is at a vertex \(v\) if \(M(c) = v\). The vertices and edges of \(\Gamma\) are referred to as vertices and edges of the map \(M\). The disks \(D_i\) are called faces or cells of the map.

Such a map is called a diagram over a free product \(A \ast B\) if:

1. The graph \(\Gamma\) is bipartite. There are two types of vertices: \(A\)-vertices and \(B\)-vertices, and each edge joins an \(A\)-vertex with a \(B\)-vertex.
2. The corners at \(A\)-vertices are labeled by elements of the group \(A\) and the corners at \(B\)-vertices are labeled by elements of \(B\).
3. Some vertices are distinguished and called exterior. All the other vertices are called interior.
4. The label of each interior \(A\)-vertex equals 1 in the group \(A\) and the label of each interior \(B\)-vertex equals 1 in the group \(B\), where the label of a vertex is the product of labels of corners at this vertex taken clockwise (thus the label of a vertex is defined up to conjugation in \(A\) or \(B\)).

**Remark 2.** Note that a single vertex on a sphere is not a correct diagram since we require each point of the sphere to have a finite preimage, but the preimage of this vertex is \(\partial D_1\).

The label of a face of a diagram is the product of labels of all corners of this face taken counterclockwise. It is an element of the free product \(A \ast B\) defined up to conjugation.

Let us look at an example of a diagram over the free product \(\langle a \rangle_3 \ast \langle b \rangle_3\) shown in Fig. 1. It is placed on a torus represented as a rectangle with opposite sides identified. The diagram has two interior vertices, three edges and a face whose label is \((ab)^3\). This is a geometric interpretation of the fact that the element \((ab)^3\) is a commutator in the free product \(\langle a \rangle_3 \ast \langle b \rangle_3\). It follows from the next lemma.

**Lemma 1.** Let \(u\) be a cyclically reduced element of a free product \(A \ast B\) not conjugate to elements of the free factors. If there is a diagram \(D\) over \(A \ast B\) on a closed oriented surface of genus \(k\) such that \(D\) has only one face, the label of this face is \(u\) and all the vertices of \(D\) are interior, then \(u\) is a product of \(k\) commutators.
To prove this lemma we need to define the label of a path. First, we construct an auxiliary graph $\Gamma'$ by inserting an additional vertex of degree 2 in the middle of each edge of the graph $\Gamma$. Let us call these vertices auxiliary vertices and let us call a path in $\Gamma'$ whose endpoints are auxiliary vertices an auxiliary path. Labels are defined only for auxiliary paths. Let $p$ be such a path. We represent it as a composition of paths $p_1 \ldots p_n$ such that each $p_i$ is an auxiliary path traversing only one vertex of $\Gamma$. It means that each $p_i$ consists of two oriented edges $(e_i^1, e_i^2)$ of $\Gamma'$ such that $e_i^1$ starts at some auxiliary vertex and ends at some vertex $v_i$ of $\Gamma$, while $e_i^2$ starts at $v_i$ and ends at some auxiliary vertex. The label $l(p)$ of the path $p$ is defined as the product $l(p_1) \ldots l(p_n)$, where the label $l(p_i)$ is the product of labels of corners at the vertex $v_i$ taken clockwise, starting from the corner adjacent to the left side of the oriented edge $e_i^1$ and ending with the corner adjacent to the left side of the oriented edge $e_i^2$.

See Fig. 2 for examples. The path $p_1$ traverses only one vertex of $\Gamma$ and the path $p_2$ traverses two vertices of $\Gamma$. Their labels are $l(p_1) = a_2 a_3 a_4$ and $l(p_2) = a_1 a_2 a_3 b_1$. The labels of their inverses are $l(p_1^{-1}) = a_5 a_4$ and $l(p_2^{-1}) = b_2 b_4 a_5$. Let $p_3$ be a path $e_3 e_3^{-1}$ and $p_4$ be a path $e_4 e_4^{-1}$. These paths make a U-turn at vertices of $\Gamma$ and their labels are $l(p_3) = b_3 b_1 b_2$ and $l(p_4) = b_4$.

We will use the following property of path labels: if all vertices of a diagram are interior and an auxiliary path $p$ can be transformed into a trivial path by consecutive removals of subpaths of the form $ee^{-1}$, then $l(p) = 1$. Indeed, we can assume that $e$ is an edge of the auxiliary graph $\Gamma'$ and then it is sufficient to consider the following two cases:

1. The edge $e$ ends at a vertex of $\Gamma$. Then the path $p$ can be represented as $p_1 ee^{-1} p_2$, where $p_1$ and $p_2$ are some auxiliary paths (possibly trivial). In that case $l(ee^{-1})$ is equal to the label of the terminal vertex of $e$. Since all the vertices of $\Gamma$ are interior, this label is equal to 1 and thus $l(p_1 ee^{-1} p_2) = l(p_1 p_2)$.
2. The edge \( e \) starts at a vertex of \( \Gamma \). Then the path \( p \) can be represented as \( p_1 e_1 e^{-1} e_2 p_2 \), where \( p_1 \) and \( p_2 \) are some auxiliary paths (possibly trivial), and \( e_1 \) and \( e_2 \) are some edges of \( \Gamma' \). To prove that \( l(p_1 e_1 e^{-1} e_2 p_2) = l(p_1 e_1 e_2 p_2) \) it is sufficient to show that \( l(e_1 e^{-1} e_2) = l(e_1 e_2) \). Let us consider the cases:

- if \( e_1 \neq e^{-1} \) and \( e_2 \neq e \), then depending on the relative position of \( e_1, e_2 \) and \( e \) we have either \( l(e_1 e^{-1} e_2) = l(e_1 e_2) \) or \( l(e_1 e^{-1} e_2) = l(e_1 e_2) l(e_1) l(e_2) \); in both cases it is equal to \( l(e_1 e_2) \) since \( l(e_1 e^{-1}) \) is equal to the label of the terminal vertex of \( e_1 \) and all the vertices of \( \Gamma \) are interior;

- if \( e_1 = e^{-1} \), then \( l(e_1 e^{-1} e_2) = l(e^{-1} e) l(e_1 e_2) = l(e_1 e_2) \) since \( l(e^{-1} e) \) is equal to the label of the initial vertex of \( e \) and all the vertices of \( \Gamma \) are interior;

- if \( e_2 = e \), the argument is the same as for the previous case.

Let \( D \) be a diagram on a surface \( S \) defined by a graph \( \Gamma \). In the following proof by a path we mean either a path in the auxiliary graph \( \Gamma' \), consisting of edges, or a path on the surface \( S \) as a continuous map from the unit interval to \( S \). If \( p \) is a path in \( \Gamma' \), we also denote by \( p \) the corresponding path on \( S \) obtained by natural identification of each edge of the path with the unit interval.

**Proof of Lemma 1.** Let us represent the surface \( S \) of the diagram \( D \) as a standard \( 4k \)-gon \( P_{4k} \) with identified boundary edges. Choose an auxiliary vertex \( Q \) of the auxiliary graph \( \Gamma' \) such that the label of the face read starting from this vertex is \( u \). Denote the closed boundary path of the face starting at \( Q \) as \( p \). Note that \( l(p) = u \) and \( p \) is homotopic to the boundary path of \( P_{4k} \) conjugated by a simple path \( q \) connecting the vertex \( Q \) to some vertex of \( P_{4k} \). This conjugated boundary path is equal to \([a_1, b_1] \ldots [a_k, b_k]\), where \( a_i \) and \( b_i \) are the closed paths corresponding to the edges of \( P_{4k} \) conjugated by \( q \) (all the vertices of \( P_{4k} \) are the same point on \( S \), so all the edges of \( P_{4k} \) are closed loops on \( S \); we take these loops and conjugate them by \( q \)).

Choose a point \( C \) on the surface such that \( C \) does not belong to \( \Gamma \), does not belong to the boundary of \( P_{4k} \) and does not belong to the path \( q \). An arbitrary closed path \( r \) on the surface \( S \setminus C \) is homotopic to some closed path in \( \Gamma' \). Indeed, consider the preimage \( M^{-1}(r) \) of this path on the disk \( D_1 \) (where \( M \) and \( D_1 \) are taken from the definition of \( D \)). Centrally project \( M^{-1}(r) \) on the boundary \( \partial D_1 \) through the point \( M^{-1}(C) \) and take the image of this projection. Denote this new closed path as \( r' \). Clearly, it lies in \( \Gamma' \) and it is homotopic to \( r \) on \( S \setminus C \) by its construction. Finally, we turn \( r' \) into a path in \( \Gamma' \) by additional homotopy.

Hence the paths \( a_i \) and \( b_i \) are homotopic to some paths \( a'_i \) and \( b'_i \) in the graph \( \Gamma' \) and the path \( p \) is homotopic to \( p' = [a'_1, b'_1] \ldots [a'_k, b'_k] \). We can assume that this homotopy lies in \( \Gamma' \) because it can be projected through \( M^{-1}(C) \). Thus the path \( p^{-1}p' \) is homotopic in the graph to the trivial path. It means that \( p^{-1}p' \) can be transformed into the trivial path by consecutive removals of subpaths of the form \( qq^{-1} \). Since all the vertices of the diagram are interior, \( 1 = l(p^{-1}p') = l(p^{-1}) l(p') = l(p)^{-1} l(p') \). Thus

\[
\begin{align*}
    u & = l(p) = l(p') = [l(a'_1), l(b'_1)] \ldots [l(a'_k), l(b'_k)].
\end{align*}
\]

3. Diagrams for \([a, t]^n\)

In this section we prove the following lemma.

**Lemma 2.** Let \( a \in A \) and \( t \in T \) be two elements of two groups, and let \( n \) and \( N \) be two natural numbers such that \( n \geq N \geq 3 \). If \( N \) is even or \( N \) and \( n \) are odd, then there is a
diagram \( D_{n,N} \) over the free product \( A * T \) on a closed oriented surface of genus \( \lfloor n / 2 \rfloor - \lfloor n / N \rfloor + 1 \) such that \( D_{n,N} \) has only one face and the label of this face is \( [a, t]^a \). All the vertices of \( D_{n,N} \) are interior if \( a^N = 1 \).

Proof. We explicitly construct a desired diagram on a closed surface represented by a rectangle whose top and bottom sides subdivided into \( 2k \) edges. Each edge from the top side has a corresponding edge on the bottom side. If we denote the top edges as \( e_1, \ldots, e_{2k} \), then the bottom edges are \( e_2, e_1, \ldots, e_{2k}, e_{2k-1} \). The surface is obtained by identification of the top edges with the corresponding bottom edges. The left and right sides of the rectangle are contracted to a single point. See Fig. 3 for an example. Such a rectangle forms a closed oriented surface of genus \( k \) if there are \( 2k \) edges on the top. We also admit a degenerate rectangle without top and bottom edges which represents a sphere.
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Fig. 3. A closed oriented surface of genus \( k \).

The diagram is defined by its graph \( \Gamma \) drawn on this rectangle. All corners at \( A \)-vertices will have label \( a \) or \( a^{-1} \). All corners at \( T \)-vertices will have label \( t \) or \( t^{-1} \). Some \( A \)-vertices will be labeled by \( A^+ \) or \( A^- \). All corners at such vertices are labeled by \( a \) or \( a^{-1} \) respectively.

Let us represent \( n \) as \( n = rN + q \), where \( 0 \leq q < N \). The diagram is constructed depending on the parities of \( N \), \( r \) and \( q \). We consider the following cases (where \( s = \lfloor q / 2 \rfloor \)):

1. \( n = rN + 2s \), where \( N \) and \( r \) are odd.
2. \( n = rN + 2s + 1 \), where \( N \) is odd and \( r \) is even.
3. \( n = rN + 2s \), where \( N \) is even.
4. \( n = rN + 2s + 1 \), where \( N \) is even.

Case 1. \( n = rN + 2s \), where \( N \) and \( r \) are odd
First, we construct a diagram \( D_{N,N} \) for each odd \( N \). The diagrams \( D_{1,1} \) and \( D_{3,3} \) are shown in Fig. 3. Clearly, the diagram \( D_{1,1} \) has genus 0 and only one face. The label of this face is \( [a, t] \). All the vertices of \( D_{1,1} \) are interior if \( a = 1 \). The diagram \( D_{3,3} \) has genus 1 and only one face. The label of this face is \( [a, t]^3 \). All the vertices of \( D_{3,3} \) are interior if \( a^3 = 1 \).

To get the diagrams for other \( N \) we define a composition of two diagrams.

Definition 3. Let \( D \) be a diagram drawn on a rectangle with \( 2k \) edges \( e_i \), where \( k > 0 \). We call the left border of \( D \) a path going along the graph \( \Gamma \) from the leftmost intersection point of \( \Gamma \) with the bottom side of the rectangle to the leftmost intersection point of \( \Gamma \) with the top side of the rectangle. We call the right border of \( D \) a path going along the graph \( \Gamma \) from the rightmost intersection point of \( \Gamma \) with the top side of the rectangle to the rightmost intersection point of \( \Gamma \) with the bottom side of the rectangle.

Note that the left and right borders are oriented. The left border is traversed from bottom to top and the right border is traversed from top to bottom.
Definition 4. Let $D$ be a diagram drawn on a rectangle. Let $(v^+, v^-)$ be a pair of an $A^+$-vertex and an $A^-$-vertex, both lying on the left border of $D$ or both lying on the right border of $D$. We call such a pair positively oriented if moving along the respective border of $D$ we first meet $v^+$. Otherwise we call such a pair negatively oriented.

Definition 5. Let $D_1$ and $D_2$ be two diagrams drawn on rectangles $R_1$ and $R_2$. We denote by $D_1 + D_2$ a new diagram obtained as follows: remove the right side of $R_1$, remove the left side of $R_2$ and attach the right side of $R_1$ to the left side of $R_2$.

Remark 3. Note that $D_1 + D_2$ is not actually a correct diagram since it has non-simply connected domains. Nevertheless, we call it a diagram for simplicity of notation.

Definition 6. Let $D_1$ and $D_2$ be two diagrams drawn on rectangles. Suppose that there is an $A^+$-vertex $v_1^+$ and an $A^-$-vertex $v_1^-$ both lying on the right border of $D_1$ and there is an $A^+$-vertex $v_2^+$ and an $A^-$-vertex $v_2^-$ both lying on the left border of $D_2$, such that $v_2^+$ and $v_2^-$ are connected by a $t$-arc. Suppose also that the pair $(v_1^+, v_1^-)$ and the pair $(v_2^+, v_2^-)$ have different orientations. We denote by $D_1 \triangleright D_2$ a diagram obtained from $D_1 + D_2$ as follows: remove the $t$-arc connecting $v_2^+$ and $v_2^-$, glue $v_2^+$ to $v_1^+$ and glue $v_2^-$ to $v_1^-$. For odd $N \geq 5$ we define

\[ D_{N,N} = D_{3,3} \triangleright \cdots \triangleright D_{3,3}. \]

See Fig. 4 for an example. Clearly, if $D_1$ and $D_2$ are two diagrams with one face, then $D_1 \triangleright D_2$ is also a diagram with one face. If the labels of their faces are $[a,t]^{n_1}$ and $[a,t]^{n_2}$ respectively, then the label of the face of $D_1 \triangleright D_2$ is $[a,t]^{n_1+n_2-1}$. If $D_1$ has genus $k_1$ and $D_2$ has genus $k_2$, then $D_1 \triangleright D_2$ has genus $k_1 + k_2$.

Since $D_{3,3}$ has only one face, it follows from the above representation that $D_{N,N}$ has only one face and its label is $[a,t]^N$. The genus is equal to $(N - 1) / 2$. There is one $A^+$-vertex of degree $N$ and one $A^-$-vertex of degree $N$. Thus all the vertices of $D_{N,N}$ are interior if $a^N = 1$.

Definition 7. Let $D$ be a diagram drawn on a rectangle. We denote by $D^-$ the same diagram where labels of all corners are inverted (in particular, $A^+$-vertices turn into $A^-$-vertices and vice versa).

Definition 8. We define the left border of $D_{1,1}^-$ as a path going from the $A^+$-vertex to the $A^-$-vertex and the right border of $D_{1,1}^-$ as a path going from the $A^-$-vertex to the $A^+$-vertex.

Note that we need a separate definition for the left and right border of $D_{1,1}^-$ since Definition 8 works only for diagrams with positive genus.
Definition 9. Let $D_1$ and $D_2$ be two diagrams drawn on rectangles. Suppose that there is a $t$-arc $f_1$ in $D_1$ connecting an $A^+$-vertex $v_1^+$ with an $A^-$-vertex $v_1^-$ and there is a $t$-arc $f_2$ in $D_2$ connecting an $A^+$-vertex $v_2^+$ with an $A^-$-vertex $v_2^-$. Suppose also that the interior of $f_1$ has a nonempty intersection with the right border of $D_1$ and the interior of $f_2$ has a nonempty intersection with the left border of $D_2$. Orient $f_1$ and $f_2$ such that they start at $A^+$-vertices. Suppose that these orientations are both the same as (or both different from) the orientation of the respective border. Take the diagram $D_1 \sqcup D_2$. Add a new $t$-arc connecting $v_1^+$ with $v_2^+$ and add a new $t$-arc connecting $v_1^-$ with $v_2^-$. The diagram obtained after the removal of the $t$-arc connecting $v_1^+$ with $v_1^-$ is denoted by $D_1 \sqcap D_2$. The diagram obtained after the removal of the $t$-arc connecting $v_2^+$ with $v_2^-$ is denoted by $D_1 \sqcap D_2$.

See Fig. 5 for an example. Clearly, if $D_1$ and $D_2$ are two diagrams with one face, then $D_1 \sqcup D_2$ ($D_1 \sqcap D_2$) is also a diagram with one face. If the labels of their faces are $[a, t]^{n_1}$ and $[a, t]^{n_2}$, then the label of the face of $D_1 \sqcup D_2$ ($D_1 \sqcap D_2$) is $[a, t]^{n_1+n_2+1}$. If $D_1$ has genus $k_1$ and $D_2$ has genus $k_2$, then $D_1 \sqcup D_2$ ($D_1 \sqcap D_2$) has genus $k_1+k_2$.

**Fig. 5.** $D_{3,3}^-, D_{3,3}$ and $D_{3,3}^+ \sqcup D_{3,3}^-$.

Now recall that $r$ is odd and $N \geq 3$ is odd. For $r \geq 3$ we define

$$D_{rN,N} = D_{(r-2)N,N} \sqcup D_{N-r-2,N} \sqcap D_{N,N}.$$  

See Fig. 8 for examples. Clearly, all the $A^+$- and $A^-$-vertices of $D_{rN,N}$ have degree $N$. Due to the properties of $\sqcup$ and $\sqcap$ we get by induction that $D_{rN,N}$ has only one face and its label is $[a,t][(r-2)N+(N-2)+1]+N+1 = [a,t]^{rN}$. The genus is equal to $\lfloor rN/2 \rfloor - \lfloor rN/N \rfloor + 1$ since

$$\left\lfloor \frac{(r-2)N}{2} \right\rfloor - \left\lfloor \frac{(r-2)N}{N} \right\rfloor + 1 + \left\lfloor \frac{N-3}{2} \right\rfloor + \left\lfloor \frac{N-1}{2} \right\rfloor = \left\lfloor \frac{rN}{2} \right\rfloor - \left\lfloor \frac{rN}{N} \right\rfloor + 1.$$

**Remark 4.** For $N = 3$ there arises the degenerate diagram $D_{1,1}^-$. In that case the diagram $D_{(r-2)3,3} \sqcap D_{1,1}^- \sqcup D_{3,3}$ is correctly defined due to Definition 8. See Fig. 7 for an example.

Finally, let us construct a diagram for $n = rN + 2s$. This is done by composing the diagram $D_{rN,N}$ with $s$ auxiliary diagrams $D_{s,2}$ shown in Fig. 8.

Definition 10. Let $D_1$ and $D_2$ be two diagrams drawn on rectangles. Suppose that there is an edge $f_1$ in $D_1$ whose adjacent corners have labels $t$, $t^{-1}$, $a^\varepsilon$ and $a^\varepsilon$, and there is an edge $f_2$ in $D_2$ whose adjacent corners have labels $t$, $t^{-1}$, $a^\varepsilon$ and $a^\varepsilon$ (where $\varepsilon \in \{+1, -1\}$). Suppose also that the interior of $f_1$ has a nonempty intersection with the right border of $D_1$ and the interior of $f_2$ has a nonempty intersection with the left border of $D_2$. Orient $f_1$ and $f_2$ such that they start at $T$-vertices. Suppose that these orientations are both the same as (or both different from) the orientation of the respective border. We denote by $D_1 \bowtie D_2$ a diagram obtained from $D_1 + D_2$ as follows: add a new edge connecting the $A$-vertex adjacent
to $f_1$ with the $T$-vertex adjacent to $f_2$, add a new edge connecting the $T$-vertex adjacent to $f_1$ with the $A$-vertex adjacent to $f_2$, and remove the edges $f_1$ and $f_2$.

See Fig. 6 for examples. It is not hard to see that this operation has the following properties: If $D_1$ ($D_2$) has only one face and $D_2$ ($D_1$) has two faces such that the edge $f_2$ ($f_1$) is adjacent to both these faces, then $D_1 \cong D_2$ has only one face. If the labels of the faces of $D_1$ and $D_2$ are $[a, t]^{n_1}$, $[a, t]^{n_2}$ and $[a, t]^{n_3}$, then the label of the face of $D_1 \cong D_2$ is $[a, t]^{n_1 + n_2 + n_3}$. If $D_1$ has genus $k_1$ and $D_2$ has genus $k_2$, then $D_1 \cong D_2$ has genus $k_1 + k_2$. If all the vertices of $D_1$ and $D_2$ are interior, then all the vertices of $D_1 \cong D_2$ are also interior.

We define

$$D_{rN+2s,N} = D_{rN,N} \cong D_{rN+2,N} \cong \ldots \cong D_{rN+2s,N}.\tag{8}$$

See Fig. 7 for an example. Clearly, $D_{r+2}$ has two faces and their labels are equal to $[a, t]$. All the vertices of $D_{r+2}$ are interior and the whole left border of $D_{r+2}$ is adjacent to both faces of $D_{r+2}$. The genus of $D_{r+2}$ is 1. Due to the properties of $\cong$ we get that $D_{rN+2s,N}$ has only
one face and the label of this face is \( [a, t]^{rN+2s} \). The genus of \( D_{rN+2s,N} \) is
\[
\frac{rN}{2} - \left\lfloor \frac{rN}{N} \right\rfloor + 1 + s = \left\lfloor \frac{rN + 2s}{2} \right\rfloor + 1
\]
if \( 2s < N \). All the vertices of \( D_{rN+2s,N} \) are interior if \( a^N = 1 \).

\[\text{Fig. 8. } D_{+2}, D_{+2} \times D_{+2} \text{ and } D_{7,5} = D_{5,5} \times D_{+2}.\]

**Case 2.** \( n = rN + 2s + 1 \), where \( N \) is odd and \( r \) is even
A diagram for this case is obtained by composing an auxiliary diagram \( D_{+N+1,N} \) with the diagram \( D_{(r-1)N+2s,N} \). The diagram \( D_{+N+1,N} \) is obtained from \( D_{N,N} \) in the following way: add a new edge which starts from the left corner of the central \( T \)-vertex, then consecutively traverses all the edges of the rectangle \( e_2, e_1, \ldots, e_{N-1}, e_{N-2} \) and ends at the right corner of the central \( T \)-vertex. Label both left corners at this new vertex of degree 4 with \( t \) and both right corners with \( t^{-1} \). Add a new \( A \)-vertex of degree 2 to this new edge. Label its corners with \( a \) and \( a^{-1} \) so that the labels of the faces are equal to powers of \( [a, t] \). See Fig. 9 for examples. Since \( D_{N,N} \) has one face, the diagram \( D_{+N+1,N} \) has 2 faces. Due to symmetry, their labels are equal to \( [a, t]^{\frac{rN+2s}{2}} \) and each \( t \)-arc is adjacent to these two faces.

\[\text{Fig. 9. } D_{+4,3}, D_{+6,5}, D_{11,5} = D_{+6,5} \times D_{5,5} \text{ and } D_{23,5}.\]
We define

\[ D_{rN+2s+1,N} = D_{rN+1,N} \Rightarrow D_{(r-1)N+2s,N}. \]

See Fig. [9] for examples. Since \( D_{(r-1)N+2s,N} \) has one face, the diagram \( D_{rN+1,N} \) has two faces and all \( t \)-arcs of \( D_{rN+1,N} \) are adjacent to these two faces, we obtain that \( D_{rN+2s+1,N} \) has one face. Its label is

\[ [a,t]^{\frac{N+s}{2} + \frac{N+s}{2} + (r-1)N+2s} = [a,t]^{rN+2s+1}. \]

The genus of \( D_{rN+2s+1,N} \) is

\[
\frac{N-1}{2} + \left[ \frac{(r-1)N + 2s}{2} \right] - \left[ \frac{(r-1)N + 2s}{N} \right] + 1 = \\
\left[ \frac{rN + 2s + 1}{2} \right] - \left[ \frac{rN + 2s + 1}{N} \right] + 1
\]

if \( 2s + 1 < N \). All the vertices of \( D_{rN+2s+1,N} \) are interior if \( a^N = 1 \).

Case 3. \( n = rN + 2s, \) where \( N \) is even

A diagram for this case is obtained from the diagram \( D_{2,2} \) shown in Fig. [10]. Its genus is 1 and it has one face with label \( [a,t]^2 \). We define

\[ D_{rN,N} = D_{2,2} \bowtie D_{3,3} \bowtie \cdots \bowtie D_{3,3}, \quad (N-2)/2 \text{ summands} \]
\[ D_{rN,N} = D_{rN,N} \bowtie D_{rN-1,N-1} \bowtie \cdots \bowtie D_{rN-1,N-1}, \quad r-1 \text{ summands} \]
\[ D_{rN+2s,N} = D_{rN,N} \bowtie D_{rN,N} \bowtie \cdots \bowtie D_{rN,N}, \quad s \text{ summands} \]

See Fig. [11] for examples. Since \( D_{2,2} \) has one face, the diagram \( D_{rN+2s,N} \) also has one face. The label of this face is \( [a,t]^{rN+2s} \). The genus of \( D_{rN+2s,N} \) is

\[ \left[ \frac{rN + 2s}{2} \right] - \left[ \frac{rN + 2s}{N} \right] + 1 \]

if \( 2s < N \). It is computed analogously to the previous cases. All the vertices of \( D_{rN+2s,N} \) are interior if \( a^N = 1 \).

Case 4. \( n = rN + 2s + 1, \) where \( N \) is even

A diagram for this case is obtained from the diagram \( D_{3,2} \) shown in Fig. [11]. Its genus is 1 and it has one face with the label \( [a,t]^3 \). We define

\[ D_{N+1,N} = D_{3,2} \bowtie D_{3,3} \bowtie \cdots \bowtie D_{3,3}, \quad (N-2)/2 \text{ summands} \]
\[ D_{rN+1,N} = D_{N+1,N} \bowtie D_{N-1,N-1} \bowtie \cdots \bowtie D_{N-1,N-1}, \quad r-1 \text{ summands} \]
\[ D_{rN+2s+1,N} = D_{rN+1,N} \bowtie D_{rN+1,N} \bowtie \cdots \bowtie D_{rN+1,N}, \quad s \text{ summands} \]

See Fig. [11] for examples. The diagram \( D_{rN+2s+1,N} \) is exactly the same as the diagram \( D_{rN+2s,N} \), we should only replace \( D_{2,2} \) with \( D_{3,2} \). So it is easy to see that the label of its face is
\[ [a, t]^{rN + 2s + 1} \text{ and it has the same genus as } D_{rN + 2s, N}: \]
\[
\left\lfloor \frac{rN + 2s}{2} \right\rfloor - \left\lfloor \frac{rN + 2s}{N} \right\rfloor + 1 = \left\lfloor \frac{rN + 2s + 1}{2} \right\rfloor - \left\lfloor \frac{rN + 2s + 1}{N} \right\rfloor + 1
\]

if \(2s + 1 < N\). All the vertices of \(D_{rN + 2s + 1, N}\) are interior if \(a^N = 1\).

We considered all the cases and thus Lemma 2 is proved.

4. Proofs of the theorems

Proof of Theorem 3 Let
\[ \hat{k}(n, N) = \left\lfloor \frac{n}{2} \right\rfloor - \left\lfloor \frac{n}{N} \right\rfloor + 1. \]

We want to prove that \(\text{cl}([a, t]^n) = \hat{k}(n, \text{ord}(a))\) if \(a \in A_{j_1}\) and \(t \in A_{j_2}\) are two nonidentity elements such that \(\text{ord}(t) \geq \text{ord}(a)\) and \(j_1 \neq j_2\). Let us denote \(\text{ord}(a)\) by \(N\). Main theorem
from [1] states that $\text{cl}([a, t]^n) \geq \hat{k}(n, N)$. Hence it is sufficient to show that

$$\text{cl}([a, t]^n) \leq \hat{k}(n, N).$$

If $n < N$, then it follows from Culler’s examples (in particular, if $N$ is infinite). If $N = 2$, then it follows because

$$[a, t]^n = [a, t^{(-1)^{n+1}}a^{(-1)} \ldots a^{(-1)^2}].$$

Thus we assume that $N \geq 3$ and $n \geq N$. If $N$ is even or $N$ and $n$ are odd, then the desired inequality follows from Lemma [2] and Lemma [1]. If $N$ is odd and $n$ is even, let us consider two cases:

1. $n = rN + 2s$, where $r$ is even and $s$ is such that $0 \leq 2s < N$. Lemma [2] and Lemma [1] imply that $\text{cl}([a, t]^{(r-1)N + 2s}) \leq \hat{k}((r - 1)N + 2s, N)$ and $\text{cl}([a, t]^N) \leq \hat{k}(N, N)$. Hence

$$\text{cl}([a, t]^{rN + 2s}) \leq \text{cl}([a, t]^{(r-1)N + 2s}) + \text{cl}([a, t]^N) \leq \hat{k}((r - 1)N + 2s, N) + \hat{k}(N, N) = \frac{(r - 1)N + 2s - 1}{2} - (r - 1) + 1 + \frac{N - 1}{2} - 1 + 1 = \frac{rN + 2s}{2} - r + 1 = \hat{k}(rN + 2s, N).$$

2. $n = rN + 2s + 1$, where $r$ is odd and $s$ is such that $0 \leq 2s + 1 < N$. Lemma [2] and Lemma [1] imply that $\text{cl}([a, t]^{rN}) \leq \hat{k}(rN, N)$. Moreover, $\text{cl}([a, t]^{2s+1}) = s + 1$ since $2s + 1 < N$. Hence

$$\text{cl}([a, t]^{rN + 2s + 1}) \leq \text{cl}([a, t]^{rN}) + \text{cl}([a, t]^{2s+1}) \leq \hat{k}(rN, N) + s + 1 = \frac{rN - 1}{2} - r + 1 + s + 1 = \frac{rN + 2s + 1}{2} - r + 1 = \hat{k}(rN + 2s + 1, N).$$

**Proof of Theorem [3]** If $N \in \{N(g) \mid g \in G\}$, then there are elements $a \in A_{j_1}$ and $t \in A_{j_2}$ such that $\text{ord}(a) = N$, $\text{ord}(t) \geq N$ and $j_1 \neq j_2$. Main theorem from [1] implies that $\hat{k}(G, n, N) \geq \hat{k}(n, N)$ and Theorem [3] implies that $\hat{k}(G, n, N) \leq \hat{k}(n, N)$ since $N([a, t]) = N$. Thus $k(G, n, N) = \hat{k}(n, N)$.

**Proof of Theorem [4]** There are elements $a \in A_{j_1}$ and $t \in A_{j_2}$ such that $\text{ord}(a) = N(G)$, $\text{ord}(t) \geq N(G)$ and $j_1 \neq j_2$. Theorem 1 from [1] implies that $k(G, n) \geq \hat{k}(n, N(G))$ and Theorem [3] implies that $\hat{k}(G, n) \leq \hat{k}(n, N(G))$. Thus $k(G, n) = \hat{k}(n, N(G))$.
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