PROPAGATION OF SINGULARITIES FOR GENERALIZED SOLUTIONS TO WAVE EQUATIONS WITH DISCONTINUOUS COEFFICIENTS

HIDEO DEGUCHI* AND MICHAEL OBERGUGGENBERGER†

Abstract. This article addresses linear hyperbolic partial differential equations with non-smooth coefficients and distributional data. Solutions are studied in the framework of Colombeau algebras of generalized functions. Its aim is to prove upper and lower bounds for the singular support of generalized solutions for wave equations with discontinuous coefficients. New existence results with weaker assumptions on the representing families are required and proven. The program is carried through for various types of one- and multidimensional wave equations and hyperbolic systems.
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1. Introduction. This paper is an advanced part of a program that aims at studying propagation of singularities and regularity of solutions to linear hyperbolic equations and systems with non-smooth coefficients in algebras of generalized functions. To explain the setting, consider a wave equation of the form

\[ \partial_t^2 u(t, x) - \text{div} \left( c(t, x) \nabla u(t, x) \right) = 0, \quad t \geq 0, \quad x \in \mathbb{R}^d, \]

\[ u(0, x) = u_0(x), \quad \partial_t u(0, x) = u_1(x), \quad x \in \mathbb{R}^d. \]

We are interested in the case of non-smooth coefficients \( c(t, x) \) and initial data distributions. The reasons to get into algebras of generalized functions are twofold. First, it is well-known that the existence of classical solutions requires a minimal degree of smoothness of the coefficients, as does the application of the classical machinery of pseudodifferential operators and Fourier integral operators [5, 6, 22, 40]. In intended applications in seismology and continuum mechanics, the coefficients might have jumps at irregular interfaces or might be continuous, but non-differentiable paths of a stochastic process, thereby lacking the kind of smoothness required in the classical theory [9, 36]. Second, as the solution is expected to be as singular as the initial data, equation (1.1) involves a nonlinear interaction of coefficient singularities with singularities in the solution, hence a product of distributions.

There is a long history of results (e.g. [18, 23, 30, 31, 33, 34, 35]) that equations of this type can be uniquely solved in the Colombeau algebra \( \mathcal{G} \) of generalized functions. This is an algebra containing the space of distributions as a subspace. Non-smooth coefficients and distributional initial data can be imbedded in this algebra, and hence generalized solutions are available in this setting. Members of the Colombeau algebras are equivalence classes of families \( (u_\varepsilon)_{\varepsilon \in (0, 1]} \) of smooth functions that are characterized by certain asymptotic properties as \( \varepsilon \downarrow 0 \). Representatives of the Colombeau solution satisfy

\[ \partial_t^2 u_\varepsilon(t, x) - \text{div} \left( c_\varepsilon(t, x) \nabla u_\varepsilon(t, x) \right) = h_\varepsilon(t, x), \quad t \geq 0, \quad x \in \mathbb{R}^d, \]

\[ u_\varepsilon(0, x) = u_{0\varepsilon}(x) + h_{0\varepsilon}(x), \quad \partial_t u_\varepsilon(0, x) = u_{1\varepsilon}(x) + h_{1\varepsilon}(x), \quad x \in \mathbb{R}^d \]
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where $h_\varepsilon, h_{0\varepsilon}, h_{1\varepsilon}$ belong to a certain ideal. The question of regularity and propagation of singularities can be cast in the following form:

(Q) Is it possible to detect the singular support of the generalized solution from the asymptotic properties of its representing families $(u_\varepsilon)_{\varepsilon \in (0,1]}$ as $\varepsilon \downarrow 0$?

In this respect, a subalgebra $\mathcal{G}^\infty$ of $\mathcal{G}$ has been introduced in [34] which satisfies $\mathcal{G}^\infty \cap \mathcal{D}' = \mathcal{C}^\infty$. It plays the same role in the $\mathcal{G}$-setting as $\mathcal{C}^\infty$ does in the $\mathcal{D}'$-setting. In fact, the essential steps of regularity theory and propagation of singularities for Colombeau solution have been taken in the past decades, when the coefficients are regular ($\mathcal{C}^\infty$ or $\mathcal{G}^\infty$ with some additional properties). This starts with elliptic and $\mathcal{G}^\infty$-hypoelliptic regularity, regularity of solutions with $\mathcal{G}^\infty$-regular initial data, propagation of the $\mathcal{G}^\infty$-singular support in the case of constant and of $\mathcal{C}^\infty$-coefficients. Further, a calculus of pseudodifferential operators and Fourier integral operators has been developed in the Colombeau setting that admits to deduce a number of results on the $\mathcal{G}^\infty$-wave front set of the Colombeau solution when the coefficients are $\mathcal{G}^\infty$-regular [10, 11, 12, 13, 14, 15, 16, 17, 21, 24, 25, 28, 32, 34, 37].

The central issue of the paper concerns non-smooth coefficients. When imbedded in the Colombeau algebra, they should not belong to the subalgebra $\mathcal{G}^\infty$ and it should be possible to detect the singularities that they produce in the generalized solution. The difficulty arises that in most of the previous existence results in the Colombeau setting, coefficients are required to satisfy certain additional logarithmic or slow scale estimates as $\varepsilon \downarrow 0$, which makes them $\mathcal{G}^\infty$-regular. One way out is to change the scale on which regularity is described, as was done e.g. in [26]. Another way out is to consider only time-dependent coefficients. A number of results on propagation of singularities for scalar transport equations (including refined properties of the $\mathcal{G}^\infty$-wave front set at characteristic curves with kinks) and on one-dimensional wave equations with time dependent coefficients have been obtained in the literature [7, 8, 35]. What has been lacking so far is the important case of $x$-dependent coefficients.

At interfaces of discontinuity, incoming singularities produce a reflected and a transmitted wave. In view of the intended applications in seismology and continuum mechanics, it is crucial to be able to detect the $\mathcal{G}^\infty$-singularities carried by these waves. The present paper closes this gap in the literature by determining precise upper and lower bounds on the $\mathcal{G}^\infty$-singular support of the solution in a number of paradigmatic cases.

The paper has essentially two parts. In the first part, existence results on wave equations of the type (1.1) in any space dimension are given that do not require a logarithmic regularization scale for the coefficients. Similar results are proven for the one-dimensional, non-conservative case, one-dimensional hyperbolic systems, together with a new existence result (in the algebra $\mathcal{G}$) for multidimensional wave equations with time dependent coefficients. In the second part, upper and lower bounds on the $\mathcal{G}^\infty$-singular support of the generalized solution to the one-dimensional wave equation with an initial point singularity and an $x$-dependent coefficient with a jump singularity are given. The same is done for rotationally symmetric solutions to multidimensional wave equations with $t$-dependent coefficients. The paper is complemented by comparing the generalized solution with the distributional solution of the corresponding transmission problem, when it exists. The paper shows that in paradigmatic cases the Colombeau solution carries the required information on the propagation of singularities and indeed answers question (Q) affirmatively in these cases. This indicates that the Colombeau setting may be appropriate for studying wave propagation phenomena in even more singular media, where no classical counterpart exists.
The plan of the paper is as follows. In Section 2, required concepts of the theory of Colombeau generalized functions are recalled. Section 3 is devoted to new existence and uniqueness results for wave equations with non-smooth coefficients in Colombeau algebras. The main goal is to show that in many situations bounds on the coefficients from above and away from zero suffice – no logarithmic asymptotic estimates are needed. In Subsection 3.1, this is done for the conservative wave equations with $x$-dependent propagation speed in any space dimension, in Subsection 3.2 for the non-conservative wave equation in one space dimension, in Subsection 3.3 for the wave equation with time-dependent propagation speed in any dimension. Subsection 3.4 on scalar transport equations paves the way for the results on hyperbolic systems in one space dimension and $x$-dependent coefficients in Subsection 3.5. Subsection 3.6 is a side remark on singularities produced by a discontinuity of the coefficient at time $t = 0$, if compatibility conditions are lacking, and that this classical phenomenon can also be detected in the Colombeau setting.

Section 4 aims at proving upper and lower bounds on the singularities of the Colombeau solution to wave equations, given initial data with a point singularity. Subsection 4.1 treats the one-dimensional case with a coefficient having a jump at $x = 0$ and with a delta function at $x = -1$ as initial data. We prove that the reflected and the transmitted singularity can be detected in terms of the $G^\infty$-singular support of the Colombeau solution, provided the height of the jump satisfies certain bounds. It is also shown that there is no reflected singularity if the coefficient is $G^\infty$-regular. Subsection 4.2 addresses the one-dimensional wave equation with a $t$-dependent coefficient having a jump at $t = 1$. As a preliminary step, a regularity result is proven that states that if the initial data are $G^\infty$-regular, then so is the solution off the line $t = 1$. Then we prove an upper bound on the singular support of the solutions for arbitrary Colombeau initial data which are $G^\infty$-regular off the origin, generalizing our results from [8]. The upper bound consists of the rays emanating from the origin at $t = 0$ and the refracted and transmitted rays starting at the singularity at $t = 1$. (In [8] it was shown that the bound is attained for delta function initial data.) Next, we give sufficient conditions on the initial data such that singularities propagate out from the origin and remain present along the transmitted rays. Again, this is complemented by precise bounds on the singular support of the solution if the coefficient is $G^\infty$-regular. Finally, Subsection 4.3 settles the rotationally symmetric case with $t$-dependent coefficient and delta function initial data in any space dimension. The Appendix complements the paper by addressing the question of existence of associated distributions (distributional limits of the family of regularizations defining the Colombeau solution). Extending our results from [18], we show that in one space dimension, an $x$-dependent coefficient with a single jump at the origin and delta function initial data, the Colombeau solution admits the distributional solution of the corresponding classical transmission problem as associated distribution. On the side, it is seen that the $C^\infty$-singular support of the distributional solution coincides with the $G^\infty$-singular support of the Colombeau solution. As a final note, we remark that most of our existence results are based on $L^2$-versions of Colombeau algebras, due to the energy methods used in the proofs. (Exceptions are hyperbolic systems in one space dimension and the one-dimensional wave equation with $t$-dependent coefficient, in which cases the usual $L^\infty_{\text{loc}}$-based algebras suffice.)

2. Basic concepts from Colombeau theory. We will employ the special Colombeau algebra of generalized functions denoted by $\mathcal{G}^*$ in [20] (called the simplified Colombeau algebra in [2]). However, here we will simply use the letter $\mathcal{G}$ instead. In
the context of energy estimates, we will also need $L^p - L^q$-based Colombeau algebras, introduced in [3]. This section serves to recall the definition and properties required for our purpose. For more details, see e.g. [3, 20, 34].

Given a non-empty open subset $\Omega$ of $\mathbb{R}^n$, the space of real valued, infinitely differentiable functions on $\Omega$ is denoted by $C^\infty(\Omega)$, while $C^\infty(\overline{\Omega})$ refers to the subspace of functions all whose derivatives have a continuous extension up to the closure of $\Omega$.

Let $C^\infty(\Omega)^{(0,1)}$ be the differential algebra of all maps from the interval $(0,1]$ into $C^\infty(\Omega)$. Thus each element of $C^\infty(\Omega)^{(0,1)}$ is a family $(u_\varepsilon)_{\varepsilon \in (0,1]}$ of real valued smooth functions on $\Omega$. The subalgebra $E_M(\Omega)$ is defined by the elements $(u_\varepsilon)_{\varepsilon \in (0,1]}$ of $C^\infty(\Omega)^{(0,1)}$ with the property that, for all $K \Subset \Omega$ and $\alpha \in \mathbb{N}_0^n$, there exists $N \geq 0$ such that

$$\sup_{x \in K} |\partial^\alpha u_\varepsilon(x)| = O(\varepsilon^{-N}) \quad \text{as } \varepsilon \downarrow 0.$$ 

The ideal $\mathcal{N}(\Omega)$ is defined by all elements $(u_\varepsilon)_{\varepsilon \in (0,1]}$ of $C^\infty(\Omega)^{(0,1)}$ with the property that, for all $K \Subset \Omega$, $\alpha \in \mathbb{N}_0^n$ and $N \geq 0$,

$$\sup_{x \in K} |\partial^\alpha u_\varepsilon(x)| = O(\varepsilon^N) \quad \text{as } \varepsilon \downarrow 0.$$ 

The algebra $\mathcal{G}(\Omega)$ of generalized functions is defined by the factor space

$$\mathcal{G}(\Omega) = E_M(\Omega)/\mathcal{N}(\Omega).$$

The Colombeau algebra $\mathcal{G}(\overline{\Omega})$ on the closure of $\Omega$ is constructed in a similar way: the compact subsets $K$ occurring in the definition are now compact subsets of $\overline{\Omega}$, i.e., may reach up to the boundary. Since $E_M(\overline{\Omega}) \subset E_M(\Omega)$ and $\mathcal{N}(\overline{\Omega}) \subset \mathcal{N}(\Omega)$, there is a canonical map $\mathcal{G}(\overline{\Omega}) \to \mathcal{G}(\Omega)$. However, this map is not injective, as follows from the fact that $\mathcal{N}(\Omega) \cap E_M(\overline{\Omega}) \neq \mathcal{N}(\overline{\Omega})$.

Turning to $L^p - L^q$-based Colombeau algebras, we assume for convenience that the open set $\Omega$ has the strong local Lipschitz property (cf. [1]), in order to have all required Sobolev imbedding and extension theorems at our disposal. Let $1 \leq p, q \leq \infty$ and $m \in \mathbb{Z}$. Concerning Sobolev spaces, we employ the usual notations: $W^{m,p}(\Omega)$, $H^m(\Omega) = W^{m,2}(\Omega)$, and $W^{m,p}(\Omega) = \cap_m W^{m,p}(\Omega)$, $W^{-\infty,p}(\Omega) = \cup_m W^{-m,p}(\Omega)$. Due to the Sobolev imbedding theorems,

$$W^{-\infty,p}(\Omega) \subset W^{\infty,\infty}(\Omega)$$

for all $p$, and consequently

$$W^{\infty,p}(\Omega) \subset W^{\infty,q}(\Omega)$$

for $p \leq q$; further, these spaces are differential algebras.

Let $\mathcal{E}_p(\Omega)$ be the differential algebra of all maps from the interval $(0,1]$ into $W^{\infty,p}(\Omega)$. The subalgebra $E_{M,p}(\Omega)$ comprises the elements $(u_\varepsilon)_{\varepsilon \in (0,1]}$ of $\mathcal{E}_p(\Omega)$ with the property that, for all $\alpha \in \mathbb{N}_0^n$, there exists $N \geq 0$ such that

$$\|\partial^\alpha u_\varepsilon\|_{L^p(\Omega)} = O(\varepsilon^{-N}) \quad \text{as } \varepsilon \downarrow 0.$$ 

Further, denote by $\mathcal{N}_{p,q}(\Omega)$ the set of elements $(u_\varepsilon)_{\varepsilon \in (0,1]}$ of $E_{M,p}(\Omega) \cap \mathcal{E}_q(\Omega)$ with the property that for all $\alpha \in \mathbb{N}_0^n$ and $N \geq 0$,

$$\|\partial^\alpha u_\varepsilon\|_{L^q(\Omega)} = O(\varepsilon^N) \quad \text{as } \varepsilon \downarrow 0.$$
It can be shown [3] that $\mathcal{N}_{p,q}(\Omega)$ is a differential ideal in $\mathcal{E}_{M,p}(\Omega)$, thus

$$\mathcal{G}_{p,q}(\Omega) = \mathcal{E}_{M,p}(\Omega)/\mathcal{N}_{p,q}(\Omega)$$

is a differential algebra. It has the following properties: (a) For $1 \leq p_1 \leq p_2 \leq \infty$ and $1 \leq q \leq \infty$,

$$\mathcal{G}_{p_1,q}(\Omega) \subset \mathcal{G}_{p_2,q}(\Omega).$$

(b) There exists a canonical mapping from $\mathcal{G}_{p,q}(\Omega)$ into $\mathcal{G}(\Omega)$, which, however, is not injective.

Since $\Omega$ is assumed to have the strong local Lipschitz property, $W^\infty,p(\Omega) \subset C^\infty(\Omega)$. It follows that $\mathcal{E}_p(\Omega) = \mathcal{E}_p(\overline{\Omega})$, thus replacing $\Omega$ by $\overline{\Omega}$ makes no difference in the $L^p - L^q$-based Colombeau algebras:

$$\mathcal{G}_{p,q}(\Omega) = \mathcal{G}_{p,q}(\overline{\Omega}).$$

This holds, in particular, when $\Omega$ is a strip $(0,T) \times \mathbb{R}^d$. If $\Omega$ is bounded, we have in addition

$$\mathcal{G}_{p,q}(\Omega) = \mathcal{G}_{p,q}(\overline{\Omega}) = \mathcal{G}(\overline{\Omega}),$$

because then all $L^p$-norms are equivalent with the $L^\infty$-norm, due to the Sobolev imbedding theorem and the boundedness of $\Omega$.

Summarizing, one should keep in mind that $\mathcal{G}(\Omega)$ is defined by local estimates, $\mathcal{G}(\overline{\Omega})$ by semi-global estimates (up to the boundary, but local on unbounded parts of $\Omega$), while $\mathcal{G}_{p,q}(\Omega)$ is defined by global estimates.

We use capital letters for elements of $\mathcal{G}$ to distinguish generalized functions from distributions and denote by $(u_\varepsilon)_{\varepsilon \in (0,1]}$ a representative of $U \in \mathcal{G}$. Recall that for any $U, V \in \mathcal{G}$ and $\alpha \in \mathbb{N}_0^n$, the partial derivative $\partial^\alpha U$ is defined as the class of $(\partial^\alpha u_\varepsilon)_{\varepsilon \in (0,1]}$ and the product $UV$ is defined as the class of $(u_\varepsilon v_\varepsilon)_{\varepsilon \in (0,1]}$. Also, for any $U = (u_\varepsilon(t,x))_{\varepsilon \in (0,1]} \in \mathcal{G}([0,\infty) \times \mathbb{R})$, we can define its restriction $U|_{t=0} \in \mathcal{G}(\mathbb{R})$ to the hyperplane line $\{t = 0\}$ to be the class of $(u_\varepsilon(0,x))_{\varepsilon \in (0,1]}$.

Restrictions to open subsets are defined similarly. The support $\text{supp} U$ of a generalized function $U \in \mathcal{G}(\Omega)$ is the complement of the largest open subset of $\Omega$ on which $U$ vanishes.

Remark 1. For $U \in \mathcal{G}_{p,q}(\Omega)$ and $V \in \mathcal{G}_{\infty,q}(\Omega)$, the product $UV$ is a well-defined element of $\mathcal{G}_{p,q}(\Omega)$.

Remark 2. The algebra $\mathcal{G}(\Omega)$ contains the space $\mathcal{E}'(\Omega)$ of compactly supported distributions. In fact, the map

$$f \mapsto \iota(f) = \text{class of } (f * \rho_\varepsilon)_{\varepsilon \in (0,1]}$$

defines an imbedding of $\mathcal{E}'(\Omega)$ into $\mathcal{G}(\Omega)$, where

$$\rho_\varepsilon(x) = \frac{1}{\varepsilon^n} \rho \left( \frac{x}{\varepsilon} \right)$$

and $\rho$ is a fixed element of $\mathcal{S}(\mathbb{R}^n)$ such that $\int \rho(x) \, dx = 1$ and $\int x^\alpha \rho(x) \, dx = 0$ for any $\alpha \in \mathbb{N}_0^n$, $|\alpha| \geq 1$. This can be extended to an imbedding $\iota$ of the space $\mathcal{D}'(\Omega)$ of distributions (the extension is unique as a sheaf morphism). Moreover, this imbedding...
contains $C^\infty(\Omega)$ into a subalgebra of $G(\Omega)$. By an analogous imbedding, $W^{-\infty,p}(\mathbb{R}^n)$ is contained in $G_{p,q}(\mathbb{R}^n)$, and $W^{\infty,q}(\mathbb{R}^n)$ is a subalgebra of $G_{p,q}(\mathbb{R}^n)$ if $p \leq q$.

**Definition 2.1.** A generalized function $U \in G(\Omega)$ is said to be associated with a distribution $w \in D'(\Omega)$ if it has a representative $(u_\varepsilon)_{\varepsilon \in (0,1]} \in E_M(\Omega)$ such that

$$u_\varepsilon \rightarrow w \quad \text{in} \quad D'(\Omega) \quad \text{as} \quad \varepsilon \downarrow 0.$$ 

We write $U \approx w$ and call $w$ the associated distribution of $U$ provided $U$ is associated with $w$.

Regularity theory for linear equations has been based on the subalgebra $G^\infty(\Omega)$ of regular generalized functions in $G(\Omega)$ introduced in [34]. It is defined by all elements which have a representative $(u_\varepsilon)_{\varepsilon \in (0,1]}$ with the property that, for all $K \Subset \Omega$, there exists $N \geq 0$ such that, for all $\alpha \in \mathbb{N}_0^n$,

$$\sup_{x \in K} |\partial^\alpha u_\varepsilon(x)| = O(\varepsilon^{-N}) \quad \text{as} \quad \varepsilon \downarrow 0. \quad (2.1)$$

We observe that all derivatives of $u_\varepsilon$ have locally the same order of growth in $\varepsilon > 0$, unlike elements of $E_M(\Omega)$. This subalgebra $G^\infty(\Omega)$ has the property $G^\infty(\Omega) \cap \mathcal{D}'(\Omega) = C^\infty(\Omega)$, see [34, Theorem 25.2]. Hence, for the purpose of describing the regularity of generalized functions, $G^\infty(\Omega)$ plays the same role for $G(\Omega)$ as $C^\infty(\Omega)$ does in the setting of distributions. An element $U \in G(\Omega)$ is said to be $G^\infty$-regular on an open subset $\omega$ of $\Omega$, if its restriction $U|_\omega$ belongs to $G^\infty(\omega)$. An element $U \in G_{p,q}(\Omega)$ is said to be $G^\infty$-regular on $\omega$, if the canonical image of $U$ in $G(\omega)$ belongs to $G^\infty(\omega)$, or - equivalently - if $U$ has a representative $(u_\varepsilon)_{\varepsilon \in (0,1]}$ in $E_{M,p}(\Omega)$ which satisfies the estimate (2.1) on every compact subset $K$ of $\omega$. In either case, the $G^\infty$-singular support (denoted by $\text{sing supp}_{G^\infty}$) of a generalized function is defined as the complement of the largest open set on which the generalized function is regular in the above sense.

We shall also make use of the global versions of regular generalized functions by $G^\infty_{p,q}(\Omega)$ defined by having a representative for which there exists $N \geq 0$ such that for all $\alpha \in \mathbb{N}_0^n$,

$$\|\partial^\alpha u_\varepsilon\|_{L^p(\Omega)} = O(\varepsilon^{-N}) \quad \text{as} \quad \varepsilon \downarrow 0.$$ 

It is clear that every element of $G^\infty_{p,q}(\Omega)$ is $G^\infty$-regular in the previous sense, but a $G^\infty$-regular element of $G_{p,q}(\Omega)$ need not belong to the global space $G^\infty_{p,q}(\Omega)$.

We end this section by recalling various specialized asymptotic properties of nets and of generalized functions. A net $(r_\varepsilon)_{\varepsilon \in (0,1]}$ is called a slow scale net if

$$|r_\varepsilon|^p = O(\varepsilon^{-1}) \quad \text{as} \quad \varepsilon \downarrow 0$$

for every $p \geq 0$. It is called a log-type net if

$$|r_\varepsilon|^p = O(|\log \varepsilon|) \quad \text{as} \quad \varepsilon \downarrow 0.$$ 

Further, if $|r_\varepsilon|^p = O(1)$ as $\varepsilon \downarrow 0$, the net is called bounded. We refer to [28] for a detailed discussion of slow scale and of logarithmic nets.

Finally, a generalized function $U$ from $G(\Omega)$ or from $G_{p,q}(\Omega)$ is called of bounded, of logarithmic, or of slow scale type, if it has a representative $(u_\varepsilon)_{\varepsilon \in (0,1]}$ such that $\sup_{x \in \Omega} |u_\varepsilon(x)|$ is a bounded, log-type, or slow scale net, respectively. If such an estimate holds on every compact subset of $\Omega$, the generalized function is termed to be of locally bounded, locally logarithmic, or locally slow scale type, respectively.
Example 1. (a) Let \( \varphi \) be a fixed element of \( C^\infty(\mathbb{R}) \) such that \( \varphi \) is symmetric, \( \varphi' \geq 0 \) on \([-1,0] \), \( \text{supp } \varphi \subset [-1,1] \) and \( \int_\mathbb{R} \varphi(x) \, dx = 1 \). Put \( \varphi_\varepsilon(x) = \varphi(x/\varepsilon)/\varepsilon \). Then \( U \in \mathcal{G}(\mathbb{R}) \) defined by the class of \( (\varphi_\varepsilon)_{\varepsilon \in (0,1]} \) is associated with the delta function, and \( \text{sing supp}_{\mathcal{G}\infty} U = \{0\} \).

(b) On the other hand, if \( U \in \mathcal{G}(\mathbb{R}) \) is defined as the class of \( (\varphi_{h(\varepsilon)})_{\varepsilon \in (0,1]} \), where \( h(\varepsilon) > 0 \) and \( (1/h(\varepsilon))_{\varepsilon \in (0,1]} \) is a slow scale net, then it is associated with the delta function again, but \( \text{sing supp}_{\mathcal{G}\infty} U = \emptyset \). In particular, this holds for the logarithmic regularization \( \varepsilon \) be a fixed element of \( \mathcal{G}(\mathbb{R}) \) as defined in Example 1(b), they become \( \mathcal{G}\infty \)-regular generalized functions and contribute no \( \mathcal{G}\infty \)-singularities to the solution, in particular, no reflected or refracted waves, as will be in the position to clarify the relations of the singular support of a Colombeau generalized function with the classical singular support of associated or imbedded distributions. First, the relation \( \mathcal{G}\infty(\omega) \cap \mathcal{I}(\mathcal{D}'(\omega)) = C^\infty(\omega) \) holds for every open subset \( \omega \) of \( \Omega \), whence

\[
\text{sing supp}_{\mathcal{G}\infty} \mathcal{I}(f) = \text{sing supp } f
\]

for every distribution \( f \in \mathcal{D}'(\Omega) \). However, if \( U \in \mathcal{G}(\Omega) \) admits \( w \in \mathcal{D}'(\Omega) \) as associated distribution, there is no general relation between the \( \mathcal{G}\infty \)-singular support of \( U \) and the singular support of \( w \). Indeed, the generalized function \( U \) from Example 1(b) provides an example of a generalized function whose \( \mathcal{G}\infty \)-singular support is empty, while its associated distribution has nonempty singular support. On the other hand, the \( \mathcal{G}\infty \)-singular support of the generalized function \( V \) represented by \( (\varepsilon \varphi_\varepsilon(x))_{\varepsilon \in (0,1]} \) is \( \{0\} \), while its associated distribution (which equals zero) has empty singular support. Consequently, knowledge of the singular support of the associated distribution does not suffice to determine the \( \mathcal{G}\infty \)-singular support of a Colombeau generalized function.

Following [32, 37], an element \( U \in \mathcal{G}(\Omega) \) is said to be strongly associated with a distribution \( w \in \mathcal{D}'(\Omega) \), if for every \( \psi \in \mathcal{D}(\Omega) \), \( |\int u_\varepsilon(x)\psi(x) \, dx - \langle w, \psi \rangle| = O(\varepsilon^p) \) for some \( p > 0 \). Further, \( U \) and \( w \) are said to be equal in the sense of generalized distributions, if this estimate holds for every \( p > 0 \) (see [4]). If \( U \) is strongly associated with \( w \), then \( \text{sing supp } w \subset \text{sing supp}_{\mathcal{G}\infty} U \). If \( U \) and \( w \) are equal in the sense of generalized distributions, then \( \text{sing supp } w = \text{sing supp}_{\mathcal{G}\infty} U \). However, solutions of partial differential equations are rarely known to be strongly associated with a distribution.

As a last ingredient, we need the notion of a compactly bounded or \( c \)-bounded generalized function (see [20, Def. 1.2.7]). Only the scalar case is required here. An element \( U \in \mathcal{G}(\mathbb{R}) \) is called \( c \)-bounded, if it has a representative \( (u_\varepsilon)_{\varepsilon \in (0,1]} \) with the property

\[
\forall K \subset \mathbb{R} \exists K' \subset \mathbb{R} \text{ such that } u_\varepsilon(K) \subset K'
\]

for all sufficiently small \( \varepsilon \). The importance of the notion lies in the fact that composition of \( c \)-bounded generalized functions is possible. More precisely, if \( V \in \mathcal{G}(\mathbb{R}) \) and \( U \) is \( c \)-bounded, then \( V \circ U \) is a well defined element of \( \mathcal{G}(\mathbb{R}) \).

3. Existence and uniqueness of generalized solutions. In order to be able to detect the \( \mathcal{G}\infty \)-singular support of a generalized solution to the wave equation with non-smooth coefficients, it is necessary to have existence and uniqueness results that do not require logarithmic bounds on the coefficients (as is the case with the classical existence results for hyperbolic systems in \( \mathcal{G} \)). Indeed, if the (discontinuous) coefficients of the equation are regularized by convolution with a mollifier \( (\varphi_{h(\varepsilon)})_{\varepsilon \in (0,1]} \) as in Example 1(b), they become \( \mathcal{G}\infty \)-regular generalized functions and contribute no \( \mathcal{G}\infty \)-singularities to the solution, in particular, no reflected or refracted waves, as will
be seen below. It is the purpose of this section to provide existence and uniqueness results that can dispense with such slow scale or logarithmic regularizations and get along with standard mollifiers \((\varphi_\varepsilon)_{\varepsilon \in (0,1]}\).

Indeed, there are a number of cases in which no logarithmic estimates are needed, when the setting of \(G_{2,2}\) is used: the conservative wave equation with propagation speed depending on \(x\) only (in any space dimension), the one-dimensional wave equation with propagation speed depending on \(x\), and the wave equation in any space dimension with \(t\)-depending propagation speed, bounded and of bounded variation. (The one-dimensional, \(t\)-dependent case was settled in [8].) In all cases, a bound away from zero is required as well.

An alternative approach would consist in measuring the regularity of a generalized function based on an \(h(\varepsilon)\)-scale, replacing the \(O(\varepsilon^{-N})\)-bound in (2.1) by an \(O(h(\varepsilon)^{-N})\)-bound, as has been suggested in [26]. This requires choosing \(h(\varepsilon)\) appropriately for the specific equation at hand. In this paper, we aim at removing the need for introducing a scale other than the standard scale \(h(\varepsilon) = \varepsilon\) in the existence results, in order to apply the standard \(G^\infty\)-regularity concepts.

**3.1. Existence theorems for conservative wave equations.** We start with the conservative wave equation

\[
\begin{align*}
\partial_t^2 u(t,x) - \text{div} (c(x) \nabla u(t,x)) &= 0, \quad t \geq 0, \ x \in \mathbb{R}^d, \\
u(0,x) &= u_0(x), \quad \partial_t u(0,x) = u_1(x), \quad x \in \mathbb{R}^d.
\end{align*}
\]  

When considering solutions whose representatives satisfy \(L^2\)-estimates in \(t\) and \(x\), we shall have to work on strips \([0,T] \times \mathbb{R}^d\), but with arbitrary \(T > 0\). Thus looking for generalized solutions in the Colombeau algebra \(G_{2,2}([0,T] \times \mathbb{R}^d)\), we interpret Equation (3.1) as

\[
\begin{align*}
\partial_t^2 U - \text{div} (C \nabla U) &= 0 \quad \text{in } G_{2,2}([0,T] \times \mathbb{R}^d) \\
U_{|t=0} &= U_0, \quad \partial_t U_{|t=0} = U_1 \quad \text{in } G_{2,2}(\mathbb{R}^d)
\end{align*}
\]

where the coefficient \(C\) is a generalized function depending on \(x \in \mathbb{R}^d\) only. We make the following assumptions about \(C\).

(A1) \(C\) belongs to \(G^\infty_{2,2}(\mathbb{R}^d)\), that is, it has a representative \((c_\varepsilon)_{\varepsilon \in (0,1]}\) all whose derivatives have global moderate \(L^\infty\)-bounds;

(A2) \(C\) is strictly positive, that is, there is \(m > 0\) such that, for every representative, \(0 < \varepsilon^m \leq \inf_{x \in \mathbb{R}^d} c_\varepsilon(x)\) as \(\varepsilon \downarrow 0\).

**THEOREM 3.1.** Assume that \(U_0, U_1 \in G_{2,2}(\mathbb{R}^d)\) and that the assumptions (A1) and (A2) hold. Let \(T > 0\). Then the conservative wave equation (3.2) has a unique solution \(U \in G_{2,2}([0,T] \times \mathbb{R}^d)\).

**Proof.** Given representatives of \(U_0, U_1\) and \(C\), classical existence theory provides a prospective representative \((u_\varepsilon)_{\varepsilon \in (0,1]}\) where each \(u_\varepsilon\) belongs to \(H^\infty([0,T] \times \mathbb{R}^d)\). It satisfies the equation

\[
\begin{align*}
\partial_t^2 u_\varepsilon(t,x) - \text{div} (c_\varepsilon(x) \nabla u_\varepsilon(t,x)) &= 0, \quad t \in [0,T], \ x \in \mathbb{R}^d, \\
u_\varepsilon(0,x) &= u_{0\varepsilon}(x), \quad \partial_t u_\varepsilon(0,x) = u_{1\varepsilon}(x), \quad x \in \mathbb{R}^d.
\end{align*}
\]

We have to prove that \((u_\varepsilon)_{\varepsilon \in (0,1]}\) and all its derivatives are moderate in the \(L^2\)-norms.

Multiply the differential equation (3.3) by \(\partial_t u_\varepsilon\) and integrate by parts (with respect to \(x\)):

\[
\int_{\mathbb{R}^d} \left( \partial_t^2 u_\varepsilon \partial_t u_\varepsilon + c_\varepsilon(x) \nabla u_\varepsilon \cdot \nabla \partial_t u_\varepsilon \right) dx = 0,
\]
This gives a moderate bound on the $L^2$-norms of $\partial_t u_\varepsilon$ and $\nabla u_\varepsilon$ in terms of the initial data. Since $u_\varepsilon(t, x) = u_{0\varepsilon} + \int_0^t \partial_t u_\varepsilon(s, x) \, ds$, this also entails moderate bounds on the $L^2$-norm of $u_\varepsilon$ on the strip $[0, T] \times \mathbb{R}^d$.

Next, $\partial_t u_\varepsilon$ satisfies the wave equation as well, thus the same argument gives moderate bounds on the $L^2$-norms of $\partial_t^2 u_\varepsilon$ and $\partial_t \nabla u_\varepsilon$. From the equation we obtain

\begin{equation}
\partial_t^2 u_\varepsilon - c_\varepsilon \Delta u_\varepsilon - \nabla c_\varepsilon \cdot \nabla u_\varepsilon = 0
\end{equation}

and in turn moderate bounds on the $L^2$-norm of $\Delta u_\varepsilon$, involving also the $L^\infty$-norm of $\nabla c_\varepsilon$. But $\|u_\varepsilon\|_{L^2(\mathbb{R}^d)} + \|\nabla u_\varepsilon\|_{L^2(\mathbb{R}^d)} + \|\Delta u_\varepsilon\|_{L^2(\mathbb{R}^d)}$ is an equivalent norm on $H^2(\mathbb{R}^d)$, thus a moderate bound on the $H^2$-norm of $u_\varepsilon$ on $[0, T] \times \mathbb{R}^d$ is obtained.

Next, we are aiming at moderate bounds on the $H^3$-norm of $u_\varepsilon$. Considering that $\partial_t^2 u_\varepsilon$ satisfies again the wave equation (3.3), one gets moderate bounds on $\partial_t^3 u_\varepsilon$ and $\nabla \partial_t^2 u_\varepsilon$. Denoting by $\partial$ one of the $x$-derivatives $\partial_x$, we get from (3.4):

\begin{equation}
\partial_t^3 u_\varepsilon - c_\varepsilon \Delta \partial u_\varepsilon - (\partial c_\varepsilon) \Delta u_\varepsilon - \nabla \partial c_\varepsilon \cdot \nabla u_\varepsilon - \nabla c_\varepsilon \cdot \nabla \partial u_\varepsilon = 0.
\end{equation}

All terms except $c_\varepsilon \Delta \partial u_\varepsilon$ are already known to have moderate bounds by the previous steps, thus the equation entails a moderate bound on the $L^2$-norm of $\Delta u_\varepsilon$, and in turn on the $H^2$-norm of $\partial u_\varepsilon$. It remains to estimate terms of the form $\partial_x \partial_x \partial_t u_\varepsilon$.

But an estimate of $\Delta \partial_t u_\varepsilon$ follows again from (3.4), and the equivalent-norms-argument completes the step. Collecting all terms, we see that the $H^3$-norm of $u_\varepsilon$ has moderate bounds.

In the same way, the higher order derivatives can be estimated.

To prove uniqueness, we consider the inhomogeneous equation

\begin{equation}
\begin{split}
\partial_t^2 u_\varepsilon(t, x) - \text{div} (c_\varepsilon(x) \nabla u_\varepsilon(t, x)) = h_\varepsilon(t, x), & \quad t \in [0, T], \ x \in \mathbb{R}^d, \\
u_\varepsilon(0, x) = h_{0\varepsilon}(x), \quad \partial_t u_\varepsilon(0, x) = h_{1\varepsilon}(x), & \quad x \in \mathbb{R}^d
\end{split}
\end{equation}

where $h_\varepsilon$ belongs to $N_{2,2}(\mathbb{R}^d)$ and $h_{0\varepsilon}, h_{1\varepsilon}$ belong to $N_{2,2}(\mathbb{R}^d)$. We have to prove that $u_\varepsilon$ belongs to $N_{3,2}(\mathbb{R}^d)$ as well.

Thanks to [10, Prop. 3.4] it suffices to prove the negligibility of the $L^2$-norm of $u_\varepsilon$ (no derivatives needed). As before, we get

\begin{equation}
\frac{1}{2} \frac{d}{dt} \int_{\mathbb{R}^d} \left( |\partial_t u_\varepsilon|^2 + c_\varepsilon(x) |\nabla u_\varepsilon|^2 \right) \, dx = \int_{\mathbb{R}^d} h_\varepsilon \partial_t u_\varepsilon \, dx.
\end{equation}

Integrating, inserting the initial data and using the nonnegativity of $c_\varepsilon$ gives

\begin{equation}
\|\partial_t u_\varepsilon(t, \cdot)\|^2_{L^2(\mathbb{R}^d)} \leq \|h_{1\varepsilon}\|^2_{L^2(\mathbb{R}^d)} + \|c_\varepsilon\|_{L^\infty(\mathbb{R}^d)} \|\nabla h_{0\varepsilon}\|^2_{L^2(\mathbb{R}^d)}
\end{equation}

\begin{equation}
+ \int_0^t \|h_\varepsilon(s, \cdot)\|^2_{L^2(\mathbb{R}^d)} \, ds + \int_0^t \|\partial_t u_\varepsilon(s, \cdot)\|^2_{L^2(\mathbb{R}^d)} \, ds.
\end{equation}

By assumption, all the terms on the right hand side except the last one are negligible. By Gronwall’s inequality, the negligibility of $\|\partial_t u_\varepsilon\|^2_{L^2([0, T] \times \mathbb{R}^d)}$ and then in turn of $\|u_\varepsilon\|^2_{L^2([0, T] \times \mathbb{R}^d)}$ follows. \[\square\]

If the initial data are $G^\infty$-regular, so is the solution, provided the coefficient $C \in G_{0,2}(\mathbb{R}^d)$ satisfies slow scale estimates, more precisely, assume that:

(A3) $C$ and all its derivatives are of slow scale type, that is, there is a representative $(c_\varepsilon)_{\varepsilon \in (0, 1]}$ all whose derivatives have global $L^\infty$-bounds in terms of a slow scale net;
Consider the one-dimensional non-conservative wave equation

\[ \partial_t^2 u(t, x) - \text{div} (c(x) \nabla u(t, x)) + \Phi(x)u(t, x) = 0, \quad t \in [0, T], \ x \in \mathbb{R}^d, \]

\[ u(0, x) = u_0(x), \quad \partial_t u(0, x) = u_1(x), \quad x \in \mathbb{R}^d \]

with a non-negative potential \( \Phi \) belonging to \( G_{\infty, 2}(\mathbb{R}^d) \) can be treated in the same way.

Remark 4. In the non-conservative case

\[ \partial_t^2 u_{\varepsilon}(t, x) - c_{\varepsilon}(x) \Delta u_{\varepsilon}(t, x) = 0, \quad t \in [0, T], \ x \in \mathbb{R}^d, \]

\[ u_{\varepsilon}(0, x) = u_{0\varepsilon}(x), \quad \partial_t u_{\varepsilon}(0, x) = u_{1\varepsilon}(x), \quad x \in \mathbb{R}^d \]

the energy estimate leads to

\[ \int_{\mathbb{R}^d} (\partial_t^2 u_{\varepsilon} \partial_t u_{\varepsilon} + c_{\varepsilon}(x) \nabla u_{\varepsilon} \cdot \nabla \partial_t u_{\varepsilon} + \nabla c_{\varepsilon} \cdot \nabla u_{\varepsilon} \partial_t u_{\varepsilon}) \, dx = 0 \]

and so

\[ \frac{1}{2} \frac{d}{dt} \int_{\mathbb{R}^d} (|\partial_t u_{\varepsilon}|^2 + c_{\varepsilon}(x)|\nabla u_{\varepsilon}|^2) \, dx \leq \int_{\mathbb{R}^d} |\nabla c_{\varepsilon}| (|\nabla u_{\varepsilon}|^2 + |\partial_t u_{\varepsilon}|^2) \, dx. \]

If the initial data and the \( L^\infty \)-norm of \( |\nabla c_{\varepsilon}| \) are of order \( \varepsilon^{-N} \), an application of the Gronwall inequality results in a bound on the \( H^1 \)-norm of \( u_{\varepsilon} \) of the form \( \varepsilon^{-N} e^{T\varepsilon^{-N}} \), which clearly is not moderate. We see that logarithmic estimates on \( \nabla c_{\varepsilon} \) would be needed to get a moderate bound on the \( H^1 \)-norm of \( u_{\varepsilon} \), at least when continuing with this energy estimate.

This problem can be circumvented in the case of one space dimension.

### 3.2. Existence theorems for non-conservative wave equations.

We consider the one-dimensional non-conservative wave equation

\[ \partial_t^2 u(t, x) - c(x)\partial_x^2 u(t, x) = 0, \quad t \geq 0, \ x \in \mathbb{R}, \]

\[ u(0, x) = u_0(x), \quad \partial_t u(0, x) = u_1(x), \quad x \in \mathbb{R}. \]

Taking one derivative with respect to \( x \) results in the conservative wave equation

\[ \partial_t^2 \partial_x u(t, x) - \partial_x (c(x)\partial_x \partial_x u(t, x)) = 0, \quad t \geq 0, \ x \in \mathbb{R}, \]

\[ u(0, x) = u'_0(x), \quad \partial_t u(0, x) = u'_1(x), \quad x \in \mathbb{R} \]

for \( \partial_x u \). Thus the results from the previous subsection can be applied, and this will be the path around the difficulty mentioned in Remark 4. Note that this argument relies on the fact that the space dimension equals one.
Again, we interpret Equation (3.9) as
\begin{align}
\partial_t^2 U - C \partial_x^2 U &= 0 \quad \text{in } G_{2,2}([0, T] \times \mathbb{R}) \\
U|_{t=0} &= U_0, \quad \partial_t U|_{t=0} = U_1 \quad \text{in } G_{2,2}(\mathbb{R})
\end{align}
(3.11)
where the coefficient $C$ is a generalized function depending on $x \in \mathbb{R}$ only. The assumptions on the coefficient $C \in G_{\infty,2}(\mathbb{R})$ are the same as in Subsection 3.1 with $n = 1$.

**Theorem 3.3.** Assume that $U_0, U_1 \in G_{2,2}(\mathbb{R})$ and that the assumptions (A1) and (A2) hold. Let $T > 0$. Then the non-conservative wave equation (3.11) has a unique solution $U \in G_{2,2}([0, T] \times \mathbb{R})$.

**Proof.** We begin by constructing a prospective representative $(u_\varepsilon)_{\varepsilon \in (0,1]}$ of the solution $U$. Observe that the classical solution $u_\varepsilon$ to (3.7) belongs to $H^\infty([0, T] \times \mathbb{R})$, as follows from applying the energy estimate from Remark 4 to all derivatives. As lined out in Remark 4, we cannot use the energy estimate (3.8) directly to obtain moderate bounds on the $H^1$-norm of $u_\varepsilon$. Rather, we employ the observation that $\partial_x u_\varepsilon(t,x)$ solves the conservative wave equation (3.10). As shown in the proof of Theorem 3.1, $(\partial_x u_\varepsilon)_{\varepsilon \in (0,1]}$ belongs to $\mathcal{E}_{M,2}([0, T] \times \mathbb{R})$. It follows from the wave equation (3.7) and assumption (A1) that
\[
\partial_t^2 u_\varepsilon(t,x) = c(x) \partial_x^2 u_\varepsilon(t,x)
\]
belongs to $\mathcal{E}_{M,2}([0, T] \times \mathbb{R})$ as well. Taking into account the initial data
\[
\partial_t u_\varepsilon(0,x) = u_{1\varepsilon}(x), \quad u_\varepsilon(0,x) = u_{0\varepsilon}(x),
\]
a double integration finally shows that $(u_\varepsilon)_{\varepsilon \in (0,1]}$ belongs to $\mathcal{E}_{M,2}([0, T] \times \mathbb{R})$, and hence may serve as a representative of the generalized solution $U$.

Uniqueness is proven along the same lines. \(\square\) Global regularity follows immediately from Corollary 3.2, because a generalized function $U$ has the $G^\infty$-property, whenever its derivatives from a certain order onwards have the $G^\infty$-property.

**Corollary 3.4.** Assume that $C$ satisfies the assumptions (A3) and (A4). Let $U_0, U_1 \in G_{2,2}^\infty(\mathbb{R})$. Then the solution $U$ of (3.11) belongs to $G_{2,2}^\infty([0, T] \times \mathbb{R})$.

**Remark 5.** Construction of solutions in $G([0, T] \times \mathbb{R}^d)$. Every global $\mathcal{E}_{M,2}$-estimate implies local $\mathcal{E}_{M}$-estimates. Thus the results of the previous subsections show that Equations (3.2) and (3.11) possess solutions in $G([0, T] \times \mathbb{R}^d)$, respectively in $G([0, T] \times \mathbb{R})$, provided the initial data have a representative in $\mathcal{E}_{M,2}$. This is the case, for example, if the initial data have compact support.

However, uniqueness is lost when $G_{2,2}$ is replaced by $G$. As an example, consider the wave equation
\begin{align*}
\partial_t^2 u_\varepsilon(t,x) - \frac{1}{\varepsilon^2} \partial_x^2 u_\varepsilon(t,x) &= 0, \\
u_\varepsilon(0,x) &= \varphi(x - 1/\varepsilon), \quad \partial_t u_\varepsilon(0,x) = 0
\end{align*}
where $\varphi \in D(\mathbb{R})$ with $\varphi(0) = 2$, say. This net of functions represents the zero element in $G(\mathbb{R})$. Nevertheless, the corresponding solution
\[
u_\varepsilon(t,x) = \frac{1}{\varepsilon} \left( \varphi(x - 1/\varepsilon - t/\varepsilon) + \varphi(x - 1/\varepsilon + t/\varepsilon) \right)
\]
do not belong to $\mathcal{N}([0, T] \times \mathbb{R})$. Indeed, $u_\varepsilon(1,0) = 1$ for all sufficiently small $\varepsilon$. Note, however, that $\varphi(x - 1/\varepsilon)$ does not belong to $\mathcal{N}_{2,2}(\mathbb{R})$, hence does not represent the zero element of $G_{2,2}(\mathbb{R})$, for which case the solution has been proven to be unique.
3.3. The time-dependent case. This subsection is devoted to the wave equation with coefficient \( c(t) \) depending on time only. We consider

\[
\begin{align*}
\partial_t^2 u(t, x) - c(t) \Delta u(t, x) &= 0, \quad t \geq 0, \quad x \in \mathbb{R}^d, \\
u(0, x) &= u_0(x), \quad \partial_t u(0, x) = u_1(x), \quad x \in \mathbb{R}^d.
\end{align*}
\]

Looking for generalized solutions in the Colombeau algebra \( \mathcal{G}_{2,2}([0, T] \times \mathbb{R}^d) \), we again interpret Equation (3.12) as

\[
\begin{align*}
\partial_t^2 U - C \Delta U &= 0 \quad \text{in } \mathcal{G}_{2,2}([0, T] \times \mathbb{R}^d) \\
U|_{t=0} &= U_0, \quad \partial_t U|_{t=0} = U_1 \quad \text{in } \mathcal{G}_{2,2}(\mathbb{R}^d)
\end{align*}
\]

where the coefficient \( C \) is a generalized function depending on \( t \in [0, \infty) \) only, about which we make the following assumptions.

- (A5) \( C \) belongs to \( \mathcal{G}_{\infty,2}(0, \infty) \), that is, it has a representative \( (c_\varepsilon)_{\varepsilon \in (0,1]} \) all whose derivatives have global moderate \( L^\infty \)-bounds;
- (A6) \( C \) is bounded away from zero, that is, there is \( b > 0 \) such that \( 0 < b \leq \inf_{\varepsilon \in (0, \infty)} c_\varepsilon(t) \) as \( \varepsilon \downarrow 0 \);
- (A7) \( C' \) has global \( L^1 \)-bounds in the sense that for all \( T > 0 \) and some representative, \( \|c_\varepsilon'\|_{L^1(0,T)} \) is bounded independently of \( \varepsilon \) as \( \varepsilon \downarrow 0 \).

**Theorem 3.5.** Assume that \( U_0, U_1 \in \mathcal{G}_{2,2}(\mathbb{R}^d) \) and that the assumptions (A5) – (A7) hold. Let \( T > 0 \). Then the wave equation (3.13) has a unique solution \( U \in \mathcal{G}_{2,2}([0, T] \times \mathbb{R}^d) \).

**Proof.** Given representatives of \( U_0, U_1 \) and \( C \), classical existence theory provides a representative \( (u_\varepsilon)_{\varepsilon \in (0,1]} \) where each \( u_\varepsilon \) belongs to \( H^\infty([0, T] \times \mathbb{R}^d) \). It satisfies the equation

\[
\begin{align*}
\partial_t^2 u_\varepsilon(t, x) - c_\varepsilon(t) \Delta u_\varepsilon(t, x) &= 0, \quad t \in [0, T], \quad x \in \mathbb{R}^d, \\
u_\varepsilon(0, x) &= u_{0\varepsilon}(x), \quad \partial_t u_{\varepsilon}(0, x) = u_{1\varepsilon}(x), \quad x \in \mathbb{R}^d.
\end{align*}
\]

In order to prove that \( (u_\varepsilon)_{\varepsilon \in (0,1]} \) and all its derivatives are moderate in the \( L^2 \)-norms, multiply the differential equation (3.14) by \( \partial_t u_\varepsilon \) and integrate by parts (with respect to \( x \)): 

\[
\int_{\mathbb{R}^d} (\partial_t^2 u_\varepsilon \partial_t u_\varepsilon + c_\varepsilon(t) \nabla u_\varepsilon \cdot \nabla \partial_t u_\varepsilon) \, dx = 0.
\]

Observing that

\[ \partial_t(c_\varepsilon(t)|\nabla u_\varepsilon|^2) = c_\varepsilon(t) \partial_t |\nabla u_\varepsilon|^2 + c'_\varepsilon(t) |\nabla u_\varepsilon|^2 \]

we arrive at

\[
\frac{1}{2} \frac{d}{dt} \int_{\mathbb{R}^d} (|\nabla u_\varepsilon|^2 + c_\varepsilon(t) |\nabla u_\varepsilon|^2) \, dx = c'_\varepsilon(t) \frac{1}{2} \int_{\mathbb{R}^d} |\nabla u_\varepsilon|^2 \, dx
\]

whence

\[
\int_{\mathbb{R}^d} |\nabla u_\varepsilon|^2 \, dx \leq \frac{1}{b} \int_{\mathbb{R}^d} (|u_{1\varepsilon}|^2 + c_\varepsilon(0) |\nabla u_{0\varepsilon}|^2) \, dx + \int_0^t \frac{|c'_\varepsilon(s)|}{b} \int_{\mathbb{R}^d} |\nabla u_\varepsilon|^2 \, dx \, ds.
\]

By Gronwall’s inequality,

\[
\int_{\mathbb{R}^d} |\nabla u_\varepsilon|^2 \, dx \leq \frac{1}{b} \int_{\mathbb{R}^d} (|u_{1\varepsilon}|^2 + c_\varepsilon(0) |\nabla u_{0\varepsilon}|^2) \, dx \exp\left( \int_0^t \frac{|c'_\varepsilon(s)|}{b} \, ds \right)
\]
which is finite by assumption. From
\[ \int_{\mathbb{R}^d} |\partial_t u_\varepsilon|^2 \, dx \leq \int_{\mathbb{R}^d} (|u_\varepsilon|^2 + c_\varepsilon(0)|\nabla u_\varepsilon|^2) \, dx + \int_0^t |c_\varepsilon'(s)| \int_{\mathbb{R}^d} |\nabla u_\varepsilon|^2 \, dx \, ds \]
we get a bound on the $L^2$-norm of $\partial_t u_\varepsilon$, and then in turn on $u_\varepsilon$ on the strip $[0, T] \times \mathbb{R}^d$.

Next, observe that all $x$-derivatives of $u_\varepsilon$ satisfy the same equation (3.14), so similar bounds are obtained on their $L^2$-norms. Bounds on the $t$- and mixed derivatives can be obtained successively from the equation.

Uniqueness is proven in the same way.

Remark 6. (i) As can be seen from the proof, it would suffice to have a lower bound on $c_\varepsilon$ in terms of the inverse of a logarithmic net (in place of the constant $b$).

(ii) Usually, the wave equation
\[ \partial_t^2 u(t, x) - c(t)^2 \Delta u(t, x) = 0, \quad t \geq 0, \quad x \in \mathbb{R}^d \]
is written with $c(t)^2$ in place of $c(t)$. In this case one has to assume a uniform, global upper bound $B$ on $c_\varepsilon(t)$, in addition, in order that the derivative of $c_\varepsilon^2$ remains integrable.

3.4. Scalar transport equations. Existence and uniqueness results for hyperbolic first order systems of partial differential and pseudodifferential equations have been obtained in the Colombeau setting in [18, 31, 33, 35], requiring certain logarithmic or slow scale estimates on the propagation speed. In the next subsection, we will show that these estimates can be replaced by requiring upper and lower bounds. The present subsection serves to prepare the arguments in the scalar case.

We consider the scalar transport equation
\[ (\partial_t + c(x)\partial_x)u(t, x) = 0, \]
with transport velocity depending on $x$ only. We are interested in existence and uniqueness of a solution in the Colombeau algebra $\mathcal{G}([0, \infty) \times \mathbb{R})$. Thus we interpret problem (3.15) as
\[ \partial_t U + C\partial_x U = 0 \quad \text{in} \quad \mathcal{G}([0, \infty) \times \mathbb{R}) \]
\[ U|_{t=0} = U_0, \quad \text{in} \quad \mathcal{G}(\mathbb{R}) \]
where the coefficient $C$ is a generalized function depending on $x \in \mathbb{R}$ only. In the quoted earlier results, the coefficient $C$ was allowed to depend on $x$ and $t$, but it was required that $C$ was of bounded type and $\partial_x C$ of logarithmic type. Here, the logarithmic type will be replaced by an estimate from below. We make the following assumptions.

(A8) $C$ belongs to $\mathcal{G}_\infty,2(\mathbb{R})$, that is, it has a representative $(c_\varepsilon)_{\varepsilon \in (0, 1]}$ all whose derivatives have global moderate $L^\infty$-bounds;

(A9) $C$ is bounded away from zero and is of bounded type, that is, there are constants $b_0, b_1 > 0$ such that, for every representative, $0 < b_0 \leq c_\varepsilon(x) \leq b_1$ for all $x \in \mathbb{R}$ as $\varepsilon \downarrow 0$.

Note that at fixed $\varepsilon$ the coefficient $c_\varepsilon(x)$ does not change sign on $\mathbb{R}$. The standard situation, arising from regularization of piecewise constant functions which are either positive everywhere or negative everywhere, is that $c_\varepsilon(x)$ has the same sign for all $x$ and all $\varepsilon$. 

...
For \( x \in \mathbb{R} \), define

\[
C_\varepsilon(x) = \int_0^x \frac{dy}{c_\varepsilon(y)}.
\]

For the sake of exposition, consider the case when \( c_\varepsilon > 0 \). Then the inequalities

\[
0 < b_0 \leq c_\varepsilon(x) \leq b_1 \quad (x > 0),
\]

\[
0 < b_0 \leq c_\varepsilon(x) \leq b_1 \quad (x < 0).
\]

Thus \( C_\varepsilon \) is \( c \)-bounded (cf. (2.2)) and surjective. In the case under discussion, it is also strictly increasing. Its inverse satisfies

\[
b_0 y \leq C_\varepsilon^{-1}(y) \leq b_1 y \quad (y > 0),
\]

\[
b_1 y \leq C_\varepsilon^{-1}(y) \leq b_0 y \quad (y < 0).
\]

Thus \( C_\varepsilon^{-1}(y) \) is \( c \)-bounded, and its derivative is given by \( (C_\varepsilon^{-1})'(y) = c_\varepsilon(C_\varepsilon^{-1}(y)) \). Due to the \( c \)-boundedness of \( C_\varepsilon^{-1}(y) \), this is a well-defined generalized function. In conclusion, \( (C_\varepsilon)_{\varepsilon \in (0,1]} \) represents an invertible generalized function, which is \( c \)-bounded, together with its inverse.

The characteristic curves \( x(\tau) = \gamma_\varepsilon(t,x,\tau) \) are obtained as solutions to the differential equation

\[
\dot{x}(\tau) = c_\varepsilon(x(\tau)), \quad x(t) = \gamma_\varepsilon(t,x,t) = x
\]

where the dot signifies differentiation with respect to \( \tau \). Integrating this equality gives

\[
\int_t^\tau \frac{\dot{x}(s)}{c_\varepsilon(x(s))} \, ds = \tau - t,
\]

or

\[
C_\varepsilon(x(\tau)) - C_\varepsilon(x) = \tau - t,
\]

\[
\gamma_\varepsilon(t,x,\tau) = x(\tau) = C_\varepsilon^{-1}(C_\varepsilon(x) + \tau - t).
\]

Due to the \( c \)-boundedness of all participating generalized functions, this represents again a well-defined generalized function, which is \( c \)-bounded.

**Theorem 3.6.** Assume that \( U_0 \in G(\mathbb{R}) \) and that the assumptions (A8) and (A9) hold. Then problem (3.16) has a unique solution \( U \in G([0,\infty) \times \mathbb{R}) \).

**Proof.** A representative of the prospective solution is \( u_\varepsilon(t,x) = u_0 \varepsilon(\gamma_\varepsilon(t,x,0)) \). Since \( \gamma_\varepsilon \) is \( c \)-bounded, \( u_\varepsilon \) represents a well-defined element of \( G([0,\infty) \times \mathbb{R}) \). A simple calculation shows that

\[
\partial_\tau \gamma_\varepsilon(t,x,0) = c_\varepsilon(\gamma_\varepsilon(t,x,0))/c_\varepsilon(x), \quad \partial_t \gamma_\varepsilon(t,x,0) = -c_\varepsilon(\gamma_\varepsilon(t,x,0)),
\]

thus \( u_\varepsilon \) solves the differential equation.

To prove uniqueness, it suffices again to establish the null estimate of order zero. Thus assume that some moderate \( v_\varepsilon \) satisfies

\[
(\partial_t + c_\varepsilon(x)\partial_x)v_\varepsilon(t,x) = h_\varepsilon(t,x),
\]

\[
v_\varepsilon(0,x) = h_0 \varepsilon(x)
\]
where \( h_\varepsilon \) and \( h_{0\varepsilon} \) represent null elements. It holds that

\[
v_\varepsilon(t, x) = h_{0\varepsilon}(\gamma_\varepsilon(t, x, 0)) + \int_0^t h_\varepsilon(\tau, \gamma_\varepsilon(t, x, \tau)) \, d\tau.
\]

Due to the c-boundedness of \( \gamma_\varepsilon(t, x, \tau) \), null estimates of \( h_\varepsilon \) and \( h_{0\varepsilon} \) on compact sets translate into similar estimates on \( v_\varepsilon \), which hence is negligible. 

**Remark 7.** In the same way, existence and uniqueness of a solution in \( G_{\infty, \infty}(\{0, \infty\} \times \mathbb{R}) \) can be proven.

**Example 2.** The boundedness of the coefficient \( c_\varepsilon(x) \) does not suffice to obtain a moderate representative of the solution, as shown by the following example in which \( c_\varepsilon(x) \) changes sign. Indeed, consider equation (3.15) with

\[
c_\varepsilon(x) = - \tanh \left( \frac{x}{\varepsilon} \right).
\]

Again, the characteristic curves \( x(\tau) = \gamma_\varepsilon(t, x, \tau) \) are obtained as solutions to the differential equation

\[
\dot{x}(\tau) = - \tanh \left( \frac{x(\tau)}{\varepsilon} \right), \quad x(t) = \gamma_\varepsilon(t, x, t) = x.
\]

Integrating this equality gives

\[
\int_t^\tau \frac{\dot{x}(s)}{\tanh \left( \frac{x(s)}{\varepsilon} \right)} \, ds = \varepsilon \int_{x/\varepsilon}^{x(\tau)/\varepsilon} \frac{dy}{\tanh y} = -(\tau - t),
\]

or

\[
\log \left( \frac{\sinh \left( \frac{x(\tau)}{\varepsilon} \sinh \frac{x}{\varepsilon} \right)}{\sinh \frac{x}{\varepsilon}} \right) = \frac{t}{\varepsilon} - \frac{\tau}{\varepsilon}
\]

and finally

\[
\gamma_\varepsilon(t, x, \tau) = x(\tau) = \varepsilon \text{Arsinh} \left( e^{(t-\tau)/\varepsilon} \sinh \frac{x}{\varepsilon} \right).
\]

For the sake of simplicity, assume the initial data are classical, i.e., \( u_0 \in H^\infty(\mathbb{R}) \). Then the corresponding solution is given by

\[
(3.17) \quad u_\varepsilon(t, x) = u_0(\gamma_\varepsilon(t, x, 0)) = u_0 \left( \varepsilon \text{Arsinh} \left( e^{t/\varepsilon} \sinh \frac{x}{\varepsilon} \right) \right).
\]

Observe that

\[
\partial_x u_\varepsilon(t, x) = u_0' \left( \varepsilon \text{Arsinh} \left( e^{t/\varepsilon} \sinh \frac{x}{\varepsilon} \right) \right) \left( 1 + \left( e^{t/\varepsilon} \sinh \frac{x}{\varepsilon} \right)^2 \right)^{-1/2} \left( e^{t/\varepsilon} \cosh \frac{x}{\varepsilon} \right).
\]

Thus \( \partial_x u_\varepsilon(t, 0) = u_0'(0)e^{t/\varepsilon} \) is not moderate if \( u_0'(0) \neq 0 \).

To further understand the behavior of the solutions \( u_\varepsilon(t, x) \), observe that they have a distributional limit, namely

\[
u_\varepsilon(t, x) \to \begin{cases} u_0(x + t), & x > 0, \\ u_0(x - t), & x < 0. \end{cases}
\]
Indeed, it follows from l'Hôpital's rule that
\[
\lim_{\varepsilon \to 0} \varepsilon \operatorname{Arsinh} \left( \frac{e^{t/\varepsilon} \sinh \frac{x}{\varepsilon}}{\varepsilon} \right) = x + t \operatorname{sign} x
\]
for \( t > 0, x \neq 0 \). As \( u_0 \) was supposed to be a classical bounded function, the assertion follows.

**Example 3.** Consider again equation (3.15), taking the coefficient
\[ c_\varepsilon(x) = \tanh \frac{x}{\varepsilon} \]
of the opposite sign. In this case, the solution
\[ u_\varepsilon(t, x) = u_0 \left( \varepsilon \operatorname{Arsinh} \left( \frac{e^{-t/\varepsilon} \sinh \frac{x}{\varepsilon}}{\varepsilon} \right) \right) \]
is moderate, more precisely, defines an element of \( E_M([0, \infty) \times \mathbb{R}) \). This can be most easily seen by observing that all partial derivatives of the function \( v(t, x) = \operatorname{Arsinh} \left( e^{-t/\varepsilon} \sinh \frac{x}{\varepsilon} \right) \) are bounded and that \( u_\varepsilon(t, x) = u_0(\varepsilon v(t/\varepsilon, x/\varepsilon)) \). The solutions \( u_\varepsilon(t, x) \) again have a distributional limit, namely
\[
u_\varepsilon(t, x) \to \begin{cases} 
  u_0(x - t), & x > t, \\
  u_0(0), & |x| < t, \\
  u_0(x + t), & x < -t.
\end{cases}
\]
Indeed, for \( |x| < t \), we use that \( |\sinh \frac{x}{\varepsilon}| \leq e^{\frac{|x|}{\varepsilon}} \), so \( \varepsilon \operatorname{Arsinh} \left( e^{-t/\varepsilon} \sinh \frac{x}{\varepsilon} \right) \to 0 \) as \( \varepsilon \downarrow 0 \). For \( |x| > t \), \( \operatorname{Arsinh} \left( e^{-t/\varepsilon} \sinh \frac{x}{\varepsilon} \right) \to \pm \infty \) and l'Hôpital's rule gives again the result.

### 3.5. Hyperbolic systems.

The results on transport equations can be extended to hyperbolic \((m \times m)\)-systems in diagonal form
\[
\begin{align*}
(\partial_t + c_i(x)\partial_x)u_i(t, x) &= \sum_{j=1}^{m} a_{ij}(t, x)u_j(t, x), \\
u_i(0, x) &= u_{0i}(x)
\end{align*}
\]
for \( i = 1, \ldots, m \). Concerning the coefficients \( c_i(x) \), the same assumptions as in the previous subsection are in effect. Concerning the coefficients \( a_{ij}(t, x) \), logarithmic type has to be assumed as in earlier papers. The novelty of the result is that no logarithmic estimates on the derivatives of \( c_i(x) \) are required.

Again, we interpret problem (3.18) in the Colombeau setting as
\[
\begin{align*}
\partial_t U_i + C_i \partial_x U &= \sum_{j=1}^{m} A_{ij} U_j \quad \text{in } G([0, \infty) \times \mathbb{R}) \\
U_i|_{t=0} &= U_{0i}, \quad \text{in } G(\mathbb{R})
\end{align*}
\]
for \( i = 1, \ldots, m \), where the coefficients \( C_i \) are generalized functions depending on \( x \in \mathbb{R} \) only.

**Theorem 3.7.** Assume that the initial data \( U_{0i} \) belong to \( G(\mathbb{R}) \), the coefficients \( C_i \) satisfy assumptions \((A8)\) and \((A9)\), and the coefficients \( A_{ij} \) belong to \( G([0, \infty) \times \mathbb{R}) \) and are of local logarithmic type. Then problem (3.19) has a unique solution \( u \in G([0, \infty) \times \mathbb{R}) \).

**Proof.** Given representatives of \( U_{0i}, C_i \) and \( A_{ij} \), classical existence theory provides a representative \((u_\varepsilon)_{\varepsilon \in (0, 1]} \) of the prospective solution where each \( u_\varepsilon \) belongs to
Fix $T > 0$ and a compact interval $K \subset \mathbb{R}$ and let $K_T$ be the region bounded by $t = 0$, $t = T$ and by the straight lines with slope $\sup c_{ij\epsilon}$ (left) and $\inf c_{ij\epsilon}$ (right), determined according to condition (A9). If a point $(t, x)$ belongs to $K_T$, all backward characteristic curves of the system connect it to a point in $K$. Thus we can take the $L^\infty$-norms on both sides of the system of integral equations on $K_T$. Gronwall’s inequality and the logarithmic type of $a_{ij\epsilon}$ show that the $L^\infty$-norm of $u_{\epsilon\epsilon}$ on $K_T$ is moderate, $i = 1, \ldots, m$.

Next, $\partial_t u_{\epsilon\epsilon}$ satisfies the equation

\begin{align}
(\partial_t + c_{\epsilon\epsilon}(x) \partial_x) \partial_t u_{\epsilon\epsilon}(t, x) &= \sum_{j=1}^{m} a_{ij\epsilon}(t, x) \partial_t u_{\epsilon\epsilon}(t, x) \\
&+ \sum_{j=1}^{m} \partial_t a_{ij\epsilon}(t, x) u_{\epsilon\epsilon}(t, x), \\
\partial_t u_{\epsilon\epsilon}(0, x) &= \sum_{j=1}^{m} a_{ij\epsilon}(0, x) u_{0j\epsilon}(x) - c_{\epsilon\epsilon}(x) u_{0\epsilon\epsilon}(x).
\end{align}

The initial data are still moderate; the second summand in the differential equation is known to be moderate from the previous step, and so the Gronwall argument can be applied to $\partial_t u_{\epsilon\epsilon}$ to obtain its moderateness. Finally, equation (3.18) and the lower bound on $c_{\epsilon\epsilon}(x)$, due to assumption (A9), entail the moderateness of $\partial_x u_{\epsilon\epsilon}$.

Differentiating the equation again, the moderateness of $\partial_t^2 u_{\epsilon\epsilon}$ is obtained in the same way. The previous equation (3.20) now entails the moderateness of $\partial_x \partial_t u_{\epsilon\epsilon}$.

Next, we differentiate the system (3.18) with respect to $x$ to obtain

\begin{align}
(\partial_t + c_{\epsilon\epsilon}(x) \partial_x) \partial_x u_{\epsilon\epsilon}(t, x) &= \sum_{j=1}^{m} a_{ij\epsilon}(t, x) \partial_x u_{\epsilon\epsilon}(t, x) - c'_{\epsilon\epsilon}(x) \partial_x u_{\epsilon\epsilon}(t, x) \\
&+ \sum_{j=1}^{m} \partial_x a_{ij\epsilon}(t, x) u_{\epsilon\epsilon}(t, x), \\
\partial_x u_{\epsilon\epsilon}(0, x) &= u_{0\epsilon\epsilon}(x).
\end{align}

At this stage, all terms in the equation (3.21) have already been proven to be moderate, except $c_{\epsilon\epsilon}(x) \partial_x^2 u_{\epsilon\epsilon}(t, x)$, which hence must be moderate as well. Using the lower bound on $c_{\epsilon\epsilon}(x)$ we arrive at the moderateness of $\partial_t^2 u_{\epsilon\epsilon}(t, x)$.

Next one proceeds step by step: first $\partial_t^2 u_{\epsilon\epsilon}$ is estimated by differentiating the system of equations once more and using the Gronwall argument, then $\partial_t^3 \partial_x u_{\epsilon\epsilon}$ by collecting terms in (3.20), differentiated with respect to $t$, then $\partial_t \partial_t^2 u_{\epsilon\epsilon}$ is shown to be moderate by collecting terms in (3.21), differentiated with respect to $t$, and finally $\partial_t^3 u_{\epsilon\epsilon}$ by differentiating (3.21) with respect to $x$, and so on.

Uniqueness is proven along the same lines. □

Note that the argument depends essentially on the fact that the coefficients $C_i$ depend on one variable only. If the $C_i$ depended on both variables, the recursive procedure could not be initiated without logarithmic assumptions on the first derivatives of $C_i$.

3.6. Singularities due to non-compatibility. If the coefficients of a hyperbolic equation have a jump discontinuity at some point $x_0$, a singularity emanating from $(0, x_0)$ will be produced, in general. This happens even for smooth initial data,
unless suitable compatibility conditions at the point \( x_0 \) are satisfied. This section serves to exhibit this phenomenon in a simple example and to emphasize that it may arise in general. In the subsequent sections we will not further elaborate on this effect and usually consider only data which actually vanish near the jumps of the coefficients.

For the purpose of illustration, consider the equation

\[
\begin{align*}
(\partial_t + c(x)\partial_x)u(t, x) &= 0, \\
u(0, x) &= u_0(x)
\end{align*}
\]

where \( c(x) \) is piecewise constant with a jump at \( x = 0 \). The purpose of this subsection is to study the singularity emanating from the origin, both in the classical case and in the Colombeau framework, and point out compatibility conditions of the jump data with the initial data. In particular, we want to demonstrate in a simple example that the Colombeau solution is not \( \mathcal{G}^\infty \)-regular along the characteristic curve emanating from the origin, in general.

For the sake of exposition, assume that

\[
c(x) = \begin{cases} 
1, & x < 0, \\
2, & x > 0.
\end{cases}
\]

We first recall the classical arguments, interpreting problem classically as a transmission problem. The standard transmission condition is that \( u(t, x) \) should be continuous across \( x = 0 \). Observe that in Figure 1 the backward characteristic through \((t, x)\) hits the \( t\)-axis at time \( t - x/2 \). Thus the solution of the transmission problem is

\[
u(t, x) = \begin{cases} 
u_0(x - t) & \text{in (I)}, \\
u_0(-t + x/2) & \text{in (II)}, \\
u_0(x - 2t) & \text{in (III)}.\end{cases}
\]

Regions (II) and (III) are separated by the line \( x = 2t \). It is seen that the solution is continuous across this line. Next,

\[
\partial_x u(t, x) = \begin{cases} 
u'_0(x - t) & \text{in (I)}, \\
\frac{1}{2}u'_0(-t + x/2) & \text{in (II)}, \\
u'_0(x - 2t) & \text{in (III)}.\end{cases}
\]

Thus \( \partial_x u(t, x) \) is continuous across \( x = 2t \) if and only if \( u'_0(0) = 0 \). It is never continuous across \( x = 0 \), unless \( u'_0 \) vanishes on the negative half-axis.
Next, we want to show that the same phenomenon is observed in the Colombeau setting. We regularize the coefficient \( c(x) \) by means of a nonnegative, standard mollifier \( \varphi \) as in Example 1, i.e., \( \varphi \) is smooth, nonnegative, has integral one, is symmetric, and its support is contained in \([-1, 1]\). Let \( C \) be the class of \((c * \varphi_\varepsilon)_\varepsilon \in [0, 1] \) in \( G(\mathbb{R}) \). Given initial data \( U_0 \in \mathcal{G}(\mathbb{R}) \), problem (3.22) has a unique solution \( U \in \mathcal{G}((0, \infty) \times \mathbb{R}) \). Assume the initial data belong to \( \mathcal{G}^\infty(\mathbb{R}) \). We want to show that the singularities across \( x = 0 \) and \( x = 2t \) can be detected, i.e., that \( U \) is not \( \mathcal{G}^\infty \) across these lines, in general.

For the sake of the argument, we take \( U_0 \) as the \( \mathcal{C}^\infty \)-function \( u_0(x) = x \) and

\[
c_\varepsilon(x) = 1 + \int_{-\infty}^{x} \varphi_\varepsilon(y) \, dy = 1 + \int_{-\infty}^{x/\varepsilon} \varphi(y) \, dy.
\]

Recall from the Subsection 3.4 that the characteristic curves are given by

\[
\gamma_\varepsilon(t, x, \tau) = x(\tau) = C_\varepsilon^{-1}(C_\varepsilon(x) + \tau - t).
\]

Due to the simple initial data we use, the solution is given by

\[
u_\varepsilon(t, x) = u_\varepsilon(t, x, 0).
\]

Recall further that

\[
\partial_\tau \gamma_\varepsilon(t, x, 0) = \frac{c_\varepsilon(\gamma_\varepsilon(t, x, 0))}{c_\varepsilon(x)}, \quad \partial_t \gamma_\varepsilon(t, x, 0) = -c_\varepsilon(\gamma_\varepsilon(t, x, 0)).
\]

We compute

\[
\partial_\varepsilon^2 \gamma_\varepsilon(t, x, 0) = -\frac{c_\varepsilon'(x)c_\varepsilon(\gamma_\varepsilon(t, x, 0))}{c_\varepsilon(x)^2} + \frac{c_\varepsilon'(\gamma_\varepsilon(t, x, 0))\partial_\varepsilon \gamma_\varepsilon(t, x, 0)}{c_\varepsilon(x)}.
\]

For \( t > 0 \) and \( x \) near 0, we have that

\[
c_\varepsilon(\gamma_\varepsilon(t, x, 0)) \equiv 1, \quad c_\varepsilon'(\gamma_\varepsilon(t, x, 0)) \equiv 0.
\]

Thus for those points we obtain

\[
\partial_\varepsilon \gamma_\varepsilon(t, x, 0) = \frac{1}{c_\varepsilon(x)}, \quad \partial_\varepsilon^2 \gamma_\varepsilon(t, x, 0) = -\frac{c_\varepsilon'(x)}{c_\varepsilon(x)^2},
\]

\[
\partial_\varepsilon^3 \gamma_\varepsilon(t, x, 0) = \frac{2(c_\varepsilon'(x))^2}{c_\varepsilon(x)^3} - \frac{c_\varepsilon''(x)}{c_\varepsilon(x)^2}.
\]

Due to the symmetry assumption on \( \varphi \) we have that \( c_\varepsilon(0) = \frac{3}{2} \). Further, \( c_\varepsilon'(x) = \frac{1}{\varepsilon} \varphi(\varepsilon x) \), \( c_\varepsilon''(x) = \frac{1}{\varepsilon^2} \varphi'(\varepsilon x) \), and so on. Thus if we take \( \varphi(0) = a \neq 0 \) and \( \varphi'(0) = \varphi''(0) = \ldots = 0 \), we obtain

\[
\partial_\varepsilon \gamma_\varepsilon(t, 0, 0) = \frac{2}{3}, \quad \partial_\varepsilon^2 \gamma_\varepsilon(t, 0, 0) = -\frac{4a}{9\varepsilon}, \quad \partial_\varepsilon^3 \gamma_\varepsilon(t, 0, 0) = \frac{16a^2}{27\varepsilon^2}
\]

and so on. Thus \( u_\varepsilon \) does not have the \( \mathcal{G}^\infty \)-property near \( x = 0 \).

To prove that the solution is not \( \mathcal{G}^\infty \) across \( x = 2t \), we consider a point \( (t, x) \) near this line. We have

\[
\partial_t \gamma_\varepsilon(t, x, 0) = -c_\varepsilon(\gamma_\varepsilon(t, x, 0)), \quad \partial_\varepsilon^2 \gamma_\varepsilon(t, x, 0) = c_\varepsilon'(\gamma_\varepsilon(t, x, 0))c_\varepsilon(\gamma_\varepsilon(t, x, 0)),
\]
\[ \partial_t^3 \gamma_\varepsilon(t, x, 0) = -\left(c'_\varepsilon(\gamma_\varepsilon(t, x, 0))\right)^2 c_\varepsilon(\gamma_\varepsilon(t, x, 0)) - c''_\varepsilon(\gamma_\varepsilon(t, x, 0))(c_\varepsilon(\gamma_\varepsilon(t, x, 0)))^2 \]
and so on. Consider a point
\[ x = \gamma_\varepsilon(0, 0, t) \]
which lies exactly on the characteristic curve emanating from the origin. We have
\[ \gamma_\varepsilon(t, \gamma_\varepsilon(0, 0, t), 0) = 0, \]
thus along this characteristic curve,
\[ \partial_t \gamma_\varepsilon = -c_\varepsilon(0), \quad \partial_t^2 \gamma_\varepsilon = c'_\varepsilon(0)c_\varepsilon(0), \quad \partial_t^3 \gamma_\varepsilon = -\left(c'_\varepsilon(0)\right)^2 c_\varepsilon(0) - c''_\varepsilon(0)(c_\varepsilon(0))^2. \]

As before, this expression is seen to violate the \( G^\infty \)-property. As \( \varepsilon \downarrow 0 \), the curve \( x = \gamma_\varepsilon(0, 0, t) \) converges to the line \( x = 2t \). Hence in every neighborhood of a point on \( x = 2t \), the \( G^\infty \)-property is violated, and so \( u_\varepsilon \) is not \( G^\infty \) across \( x = 2t \).

4. Propagation of singularities in wave equations. We study the phenomenon of propagation of singularities in the generalized solution to the Cauchy problems for the one-dimensional wave equation with propagation speed depending on \( x \)

\[ \partial_t^2 u - c(x)^2 \partial_x^2 u = 0, \quad t \in [0, T], \quad x \in \mathbb{R}, \]
\[ u|_{t=0} = u_0, \quad \partial_t u|_{t=0} = u_1, \quad x \in \mathbb{R} \]
and for the wave equation in any space dimension with \( t \)-depending propagation speed

\[ \partial_t^2 u - c(t)^2 \Delta u = 0, \quad t \in [0, T], \quad x \in \mathbb{R}^d, \]
\[ u|_{t=0} = u_0, \quad \partial_t u|_{t=0} = u_1, \quad x \in \mathbb{R}^d. \]

In either case, the coefficient \( c \) is assumed to be strictly positive and piecewise constant. We work on a finite time interval \([0, T]\), but with arbitrary \( T > 0 \). (See the comments at the beginning of Subsection 3.1.)

As outlined in the Introduction, the issue is to find upper and lower bounds on the \( G^\infty \)-singular support, that is, to present methods that admit the detection of singularities in the generalized solution from its asymptotic behavior in \( \varepsilon \).

4.1. The space-dependent case. We begin with problem (4.1). The coefficient \( c(x) \) is assumed to be given by
\[ c(x) = c_0 + (c_1 - c_0)H(x), \]
where \( c_0, c_1 > 0, c_0 \neq c_1 \) and \( H \) is the Heaviside function. Specifically, we take
\[ u_0 \equiv 0, \quad u_1 = \delta(x + 1), \]
where \( \delta \) is the delta function. We define a generalized function \( C \in G^{\infty, 2}(\mathbb{R}) \) by means of a representative \((c_\varepsilon)_{\varepsilon \in (0, 1]} = (c \ast \varphi_\varepsilon)_{\varepsilon \in (0, 1]} \) with a mollifier \( \varphi_\varepsilon \) as in Example 1. Then \( \text{sing supp}_{G^\infty} C = \{x = 0\} \). We also produce \( U_0 \equiv 0 \) and \( U_1 \in G^{2, 2}(\mathbb{R}) \) as the class of \((\varphi_\varepsilon(x + 1))_{\varepsilon \in (0, 1]} \), where \( \varphi_\varepsilon \) again is a mollifier as in Example 1. (Actually, the mollifier need not be the same as the one chosen for the regularization of the coefficient \( c \).) Thus we interpret problem (4.1) as the problem

\[ \partial_t^2 U - C^2 \partial_x^2 U = 0 \quad \text{in } G^{2, 2}([0, T] \times \mathbb{R}), \]
\[ U|_{t=0} = U_0, \quad \partial_t U|_{t=0} = U_1 \quad \text{in } G^{2, 2}(\mathbb{R}) \]
with \( C, U_0 \) and \( U_1 \) defined above. By Theorem 3.3, problem (4.3) has a unique solution \( U \in \mathcal{G}_{2,2}([0,T] \times \mathbb{R}) \) for any \( T > 0 \). We are going to show that, if the coefficient has a small jump, then reflection and refraction of the singularity actually do occur at the point of discontinuity of the coefficient (see Figure 2).

![Figure 2. The G∞-singular support of the solution U.](image)

**Theorem 4.1.** Let \( c_0, c_1 > 0 \) be such that \( 2 < \sqrt{c_0/c_1} + \sqrt{c_1/c_0} < 4 \) and let \( T > 1/c_0 \). Furthermore, let \( C, U_0 \) and \( U_1 \) be as described above and let \( U \in \mathcal{G}_{2,2}([0,T] \times \mathbb{R}) \) be the solution to problem (4.3). Then it holds that

\[
\text{sing supp}_{G_\infty} U = \{(t,x) \mid x = -1 - c_0 t, \ 0 \leq t < T\} \\
\quad \cup \{(t,x) \mid x = -1 + c_0 t, \ 0 \leq t \leq 1/c_0\} \\
\quad \cup \{(t,x) \mid x = 1 - c_0 t, \ c_1/c_0 \leq t < T\} \\
\quad \cup \{(t,x) \mid x = -c_1/c_0 + c_1 t, \ 1/c_0 \leq t < T\} \\
=: \Gamma_1 \cup \Gamma_2 \cup \Gamma_3 \cup \Gamma_4.
\]

**Proof.** Assertion (4.4) will hold if we show that

\[
\text{sing supp}_{G_\infty} U \subset \bigcup_{k=1}^4 \Gamma_k.
\]

To see this, for the sake of simplicity, we assume that \( T > 2/c_0 \). We change the roles of \( t \) and \( x \) and consider \((U|_{x=-1}, \partial_x U|_{x=-1})\) as initial data. By (4.5), the initial data \((U|_{x=-1}, \partial_x U|_{x=-1})\) can have singularities only at \( t = 0 \) and \( t = 2/c_0 \). We observe how their singularities propagate as \( x \) goes from \(-1\) to \(-\infty\) and from \(-1\) to \(\infty\). By d’Alembert’s formula, \( U \) has a representative \(((1/2c_0) \int_{x+1-c_0 t}^{x+1+c_0 t} \varphi(z) \, dz)_{z \in (0,1]}\) near \((t,x) = (0,-1)\). Hence \( \text{sing supp}_{G_\infty} U|_{x=-1} \supset \{0\} \) and \( \partial_x U|_{x=-1} = 0 \) near \( t = 0 \). Let us focus on the singularity of \( U|_{x=-1} \) at \( t = 0 \). By d’Alembert’s formula again, it propagates along \( \Gamma_1 \) as \( x \) goes from \(-1\) to \(-\infty\). As \( x \) goes from \(-1\) to \(\infty\), it propagates along \( \Gamma_2 \) and then splits into a transmitted and a refracted wave at \( x = 0 \). This can be shown similarly to the proof of Theorem 4.1 of [8]. Thus the singularity of \( U|_{x=-1} \) at \( t = 0 \) propagates along \( \Gamma_1, \Gamma_2, \Gamma_4 \) and

\[
\Gamma_5 := \{(t,x) \mid x = c_1/c_0 - c_1 t, \ 0 \leq t \leq 1/c_0\}.
\]
Note that $\Gamma_3$ does not belong to $\text{sing supp}_{G^\infty} U$. Hence the initial data $U|_{x=-1}$, $\partial_t U|_{x=-1}$ must have a singularity at $t = 2/c_0$ which cancels out the singularity on $\Gamma_3$ emanating from $U|_{x=-1}$ at $t = 0$. This singularity at $t = 2/c_0$ propagates along at least $\Gamma_3$ and $\Gamma_3$. It also may propagate along $\Gamma_4$. Even if that is the case, it does not cancel out the singularity on $\Gamma_4$ emanating from $U|_{x=-1}$ at $t = 0$, i.e., $\Gamma_4$ belongs to $\text{sing supp}_{G^\infty} U$. In fact, if $\Gamma_4$ does not belong to $\text{sing supp}_{G^\infty} U$, then $\text{sing supp}_{G^\infty} U$ coincides with the union of $\Gamma_1$, $\Gamma_2$ and $\Gamma_3$. However, by Proposition 4.3 below, this is not possible. Thus (4.5) implies assertion (4.4).

We next prove that (4.5) holds. Let $D$ be the region bounded by $\Gamma_3$ and $\Gamma_4$, i.e.,

$$D := \{(t, x) \mid 1 - c_0 t < x < -c_1/c_0 + c_1 t, \ 1/c_0 < t < T\}.$$  

Indeed, $U$ is zero to the left of $\Gamma_1$ and to the right of $\Gamma_2 \cup \Gamma_4$, and constant in the region enclosed by $\Gamma_1, \Gamma_2, \Gamma_3$. Therefore,

$$\text{sing supp}_{G^\infty} U \subset (\cup_{k=1}^4 \Gamma_k) \cup D.$$  

Thus it remains to show that $U$ is $G^\infty$-regular in $D$. Put $V = \partial_t U - C\partial_x U$ and $W = \partial_t U + C\partial_x U$. Then problem (4.3) can be rewritten as the Cauchy problem for a first-order hyperbolic system

$$\begin{align*}
(\partial_t + C\partial_x) V &= C'(V - W)/2 \quad \text{in } G_{2,2}([0, T] \times \mathbb{R}), \\
(\partial_t - C\partial_x) W &= C'(V - W)/2 \quad \text{in } G_{2,2}([0, T] \times \mathbb{R}), \\
V|_{t=0} &= V_0 = U_1 \quad \text{in } G_{2,2}(\mathbb{R}), \\
W|_{t=0} &= W_0 = U_1 \quad \text{in } G_{2,2}(\mathbb{R}).
\end{align*}$$  

We split the initial data $(U_1, U_1)$ into two parts,

$$(U_1, U_1) = (0, U_1) + (U_1, 0),$$

and let $(V_1, W_1)$ and $(V_2, W_2)$ be the solutions to problem (4.6) with initial data $(0, U_1)$ and $(U_1, 0)$, respectively. Obviously $(V_1, W_1) = (0, 0)$ in $D$. Hence, if we show that $(V_2, W_2) = 0$ in $D$, the solution $U$ will be $G^\infty$-regular in $D$. To do this, we first consider the case $c_0 > c_1$. The solution $(V_2, W_2)$ has a representative $(v_{2, \epsilon}, w_{2, \epsilon})_{\epsilon \in (0, 1]}$, which satisfies the Cauchy problem

$$\begin{align*}
(\partial_t + c_0(x)\partial_x) v_{2, \epsilon} &= c_0'(x) (v_{2, \epsilon} - w_{2, \epsilon})/2, \quad 0 < t < T, \ x \in \mathbb{R}, \\
(\partial_t - c_0(x)\partial_x) w_{2, \epsilon} &= c_0'(x) (v_{2, \epsilon} - w_{2, \epsilon})/2, \quad 0 < t < T, \ x \in \mathbb{R}, \\
v_{2, \epsilon}|_{t=0} &= \varphi_\epsilon(x+1), \quad x \in \mathbb{R}, \\
w_{2, \epsilon}|_{t=0} &= 0, \quad x \in \mathbb{R}.
\end{align*}$$

Consider the characteristic curves $\gamma_\epsilon^+(t, x, \tau)$ and $\gamma_\epsilon^-(t, x, \tau)$ passing through $(t, x)$ at time $\tau = t$, which are the solutions of the equations

$$\begin{align*}
\partial_\tau \gamma_\epsilon^+(t, x, \tau) &= c_0(\gamma_\epsilon^+(t, x, \tau)), \quad \gamma_\epsilon^+(t, x, t) = x, \\
\partial_\tau \gamma_\epsilon^-(t, x, \tau) &= -c_0(\gamma_\epsilon^-(t, x, \tau)), \quad \gamma_\epsilon^-(t, x, t) = x.
\end{align*}$$

We can check that

$$\text{supp } v_{2, \epsilon} \subset \{(t, x) \mid 0 \leq t < T, \ -\epsilon \leq x \leq \gamma_\epsilon^+(0, -1 - \epsilon, t) \}$$

and

$$\text{supp } w_{2, \epsilon} \subset \{(t, x) \mid 0 \leq t < T, \ \gamma_\epsilon^-(0, 1 - 2\epsilon/c_0, -\epsilon, t) \leq x \leq \gamma_\epsilon^+(0, -1 + \epsilon, t) \}.$$
We now put $b_\varepsilon = 1/c_\varepsilon$ and $(\tilde{v}_\varepsilon, \tilde{w}_\varepsilon) = (-b_\varepsilon v_{2,\varepsilon}, b_\varepsilon w_{2,\varepsilon})$, and change the roles of $t$ and $x$. Then $(\tilde{v}_\varepsilon, \tilde{w}_\varepsilon)$ satisfies the systems

\begin{align*}
(\partial_x + b_\varepsilon(x)\partial_t)\tilde{v}_\varepsilon &= n_\varepsilon(x)(\tilde{v}_\varepsilon - \tilde{w}_\varepsilon), & 0 < t < T, \ x \in \mathbb{R}, \\
(\partial_x - b_\varepsilon(x)\partial_t)\tilde{w}_\varepsilon &= n_\varepsilon(x)(\tilde{w}_\varepsilon - \tilde{v}_\varepsilon), & 0 < t < T, \ x \in \mathbb{R}, \\
\tilde{v}_\varepsilon|_{x=-\varepsilon} &= 0, & 1/c_0 \leq t < T, \\
\tilde{w}_\varepsilon|_{x=\varepsilon} &= 0, & t_\varepsilon \leq t < T,
\end{align*}

where

\begin{equation}
\label{eq:4.8}
n_\varepsilon(y) = \frac{b_\varepsilon'(y)}{2b_\varepsilon(y)} = \frac{d}{dy} \log b_\varepsilon(y)
\end{equation}

and $t_\varepsilon$ is such that $\gamma_\varepsilon^+(0, -1 + \varepsilon, t_\varepsilon) = \varepsilon$. The geometry can be read off from Figure 3.

![Fig. 3. Geometry of the supports of the solution to (4.7). Note the interchange of the roles of $x$ and $t$.](image)

The characteristic curves $\eta_\varepsilon^+(t, x, \xi)$ and $\eta_\varepsilon^-(t, x, \xi)$ passing through $(t, x)$ at $\xi = x$ are the solutions of the equations

\begin{align*}
\partial_\xi \eta_\varepsilon^+(t, x, \xi) &= b_\varepsilon(\xi), & \eta_\varepsilon^+(t, x, x) = t, \\
\partial_\xi \eta_\varepsilon^-(t, x, \xi) &= -b_\varepsilon(\xi), & \eta_\varepsilon^-(t, x, x) = t.
\end{align*}
Along these characteristic curves, \( \tilde{v}_\varepsilon \) and \( \tilde{w}_\varepsilon \) are respectively calculated as

\[
\tilde{v}_\varepsilon(t, x) = -\int_{-\varepsilon}^{\varepsilon} n_\varepsilon(\xi) \tilde{w}_\varepsilon(\eta^+_\varepsilon(t, x, \xi), \xi) \exp \left( -\int_{-\varepsilon}^{\xi} n_\varepsilon(y) \, dy \right) \, d\xi \\
\quad \cdot \exp \left( \int_{-\varepsilon}^{\varepsilon} n_\varepsilon(y) \, dy \right),
\]

\( \tilde{w}_\varepsilon(t, x) = \tilde{w}_\varepsilon(\eta^-_\varepsilon(t, x, -\varepsilon), -\varepsilon) \exp \left( \int_{-\varepsilon}^{\varepsilon} n_\varepsilon(y) \, dy \right)
\]

\[
- \int_{-\varepsilon}^{\varepsilon} n_\varepsilon(\xi) \tilde{v}_\varepsilon(\eta^-_\varepsilon(t, x, \xi), \xi) \exp \left( -\int_{-\varepsilon}^{\xi} n_\varepsilon(y) \, dy \right) \, d\xi \\
\quad \cdot \exp \left( \int_{-\varepsilon}^{\varepsilon} n_\varepsilon(y) \, dy \right)
\]

(4.9)

for \( 0 \leq t < T \) and \( x \in \mathbb{R} \) such that \( \eta^+_\varepsilon(t, x, -\varepsilon) \geq 1/c_0 \). Let \( t_{1, \varepsilon} = \eta^+_\varepsilon(1/c_0, -\varepsilon, \varepsilon) \) and \( t_{2, \varepsilon} = \eta^-_\varepsilon(t_{1, \varepsilon}, \varepsilon, -\varepsilon) \). Then \( t_{2, \varepsilon} > t_{1, \varepsilon} > 1/c_0 \) and \( t_{2, \varepsilon} - 1/c_0 = O(\varepsilon) \) as \( \varepsilon \downarrow 0 \) (see Figure 3). For \( k \in \mathbb{N} \), put

\[
I_k = \{(t, -\varepsilon) | 1/c_0 + (k - 1)(t_{2, \varepsilon} - 1/c_0) \leq t \leq t_{2, \varepsilon} + (k - 1)(t_{2, \varepsilon} - 1/c_0) \}, \\
J_k = \{(t, \varepsilon) | t_{1, \varepsilon} + (k - 1)(t_{2, \varepsilon} - 1/c_0) \leq t \leq t_{1, \varepsilon} + k(t_{2, \varepsilon} - 1/c_0) \}.
\]

Define

\[
(\tilde{w}_\varepsilon)_+(t, -\varepsilon) = \max \{0, \tilde{w}_\varepsilon(t, -\varepsilon)\}, \\
(\tilde{w}_\varepsilon)_-(t, -\varepsilon) = -\min \{0, \tilde{w}_\varepsilon(t, -\varepsilon)\}.
\]

Let \((\tilde{v}_{1, \varepsilon}, \tilde{w}_{1, \varepsilon})\) and \((\tilde{v}_{2, \varepsilon}, \tilde{w}_{2, \varepsilon})\) be the continuous solutions to the integral equations (4.9) with initial data \( (0, (\tilde{w}_\varepsilon)_+(t, -\varepsilon)) \) and \( (0, (\tilde{w}_\varepsilon)_-(t, -\varepsilon)) \), respectively. These solutions are obtained by iteration, see [34]. From this, we find that \( \tilde{v}_{1, \varepsilon}(t, x), \tilde{v}_{2, \varepsilon}(t, x) \leq 0 \) and \( \tilde{w}_{1, \varepsilon}(t, x), \tilde{w}_{2, \varepsilon}(t, x) \geq 0 \) for \( 0 \leq t < T \) and \( x \in \mathbb{R} \) such that \( \eta^+_\varepsilon(t, x, -\varepsilon) \geq 1/c_0 \).

Using this fact, (4.9) with \( x = \varepsilon \) and (4.8), we obtain, for \( t \geq t_{1, \varepsilon} \),

\[
\tilde{w}_{1, \varepsilon}(t, \varepsilon) \geq \sqrt{\frac{c_0}{c_1}} (\tilde{w}_\varepsilon)_+(\eta^-_\varepsilon(t, \varepsilon, -\varepsilon), -\varepsilon), \\
\tilde{w}_{2, \varepsilon}(t, \varepsilon) \geq \sqrt{\frac{c_0}{c_1}} (\tilde{w}_\varepsilon)_-(\eta^-_\varepsilon(t, \varepsilon, -\varepsilon), -\varepsilon).
\]

(4.10)

Note that \( \tilde{w}_\varepsilon = \tilde{w}_{1, \varepsilon} - \tilde{w}_{2, \varepsilon} \) and further that \( \tilde{w}_\varepsilon(t, \varepsilon) = 0 \) for \( t \geq t_{1, \varepsilon} \). Hence \( \tilde{w}_{1, \varepsilon}(t, \varepsilon) = \tilde{w}_{2, \varepsilon}(t, \varepsilon) \) for \( t \geq t_{1, \varepsilon} \). This and (4.10) yield that, for \( t \geq t_{1, \varepsilon} \),

\[
\tilde{w}_{1, \varepsilon}(t, \varepsilon) = \tilde{w}_{2, \varepsilon}(t, \varepsilon) \geq \sqrt{\frac{c_0}{c_1}} |\tilde{w}_\varepsilon(\eta^-_\varepsilon(t, \varepsilon, -\varepsilon), -\varepsilon)|,
\]

so that

\[
\|\tilde{w}_{1, \varepsilon} + \tilde{w}_{2, \varepsilon}\|_{L^\infty(J_k)} \geq 2 \sqrt{\frac{c_0}{c_1}} \|\tilde{w}_\varepsilon\|_{L^\infty(I_k)}.
\]

(4.11)

On the other hand, the solution \((\tilde{v}_{3, \varepsilon}, \tilde{w}_{3, \varepsilon})\) to (4.7) with initial data \( (0, \|\tilde{w}_\varepsilon\|_{L^\infty(I_k \cup I_j)}) \) at \( x = -\varepsilon \) is given by

\[
\tilde{v}_{3, \varepsilon} = \frac{1}{2} \left( 1 - \frac{c_0}{c_\varepsilon(x)} \right) \|\tilde{w}_\varepsilon\|_{L^\infty(I_k \cup I_j)}, \\
\tilde{w}_{3, \varepsilon} = \frac{1}{2} \left( 1 + \frac{c_0}{c_\varepsilon(x)} \right) \|\tilde{w}_\varepsilon\|_{L^\infty(I_k \cup I_j)}.
\]
and \( \tilde{w}_{1,\varepsilon} + \tilde{w}_{2,\varepsilon} \) is smaller than \( \tilde{w}_{3,\varepsilon} \) on \( J_1 \), i.e.,

\[
\| \tilde{w}_{1,\varepsilon} + \tilde{w}_{2,\varepsilon} \|_{L^\infty(J_1)} \leq \frac{1}{2} \left( 1 + \frac{c_0}{c_1} \right) \| \tilde{w}_{\varepsilon} \|_{L^\infty(I_1 \cup I_2)}.
\]

Combining (4.11) and (4.12), we get

\[
\| \tilde{w}_{\varepsilon} \|_{L^\infty(I_2)} \leq \frac{1}{4} \left( \sqrt{\frac{c_1}{c_0}} + \sqrt{\frac{c_0}{c_1}} \right) \| \tilde{w}_{\varepsilon} \|_{L^\infty(I_1 \cup I_2)}.
\]

Since by assumption,

\[
\frac{1}{4} \left( \sqrt{\frac{c_1}{c_0}} + \sqrt{\frac{c_0}{c_1}} \right) < 1,
\]

it must hold from (4.13) that

\[
\| \tilde{w}_{\varepsilon} \|_{L^\infty(I_1 \cup I_2)} = \| \tilde{w}_{\varepsilon} \|_{L^\infty(I_1)}.
\]

Together with this, (4.13) leads to

\[
\| \tilde{w}_{\varepsilon} \|_{L^\infty(I_k)} \leq \left[ \frac{1}{4} \left( \sqrt{\frac{c_1}{c_0}} + \sqrt{\frac{c_0}{c_1}} \right) \right]^{k-1} \| \tilde{w}_{\varepsilon} \|_{L^\infty(I_1)}.
\]

We now fix \( t_0 > 1/c_0 \) arbitrarily and choose \( k_\varepsilon \in \mathbb{N} \) so that \( t_0 \in I_{k_\varepsilon} \). Then

\[
\| \tilde{w}_{\varepsilon} \|_{L^\infty(I_{k_\varepsilon})} \leq \left[ \frac{1}{4} \left( \sqrt{\frac{c_1}{c_0}} + \sqrt{\frac{c_0}{c_1}} \right) \right]^{(k_\varepsilon-1)/c_0} \| \tilde{w}_{\varepsilon} \|_{L^\infty(I_1)}.
\]

Recall that \( t_{2,\varepsilon} - 1/c_0 = O(\varepsilon) \) as \( \varepsilon \downarrow 0 \), and note that \( \| \tilde{w}_{\varepsilon} \|_{L^\infty(I_1)} = O(\varepsilon^{-p}) \) for some \( p \geq 0 \). Hence, for any \( N \geq 0 \),

\[
\| \tilde{w}_{\varepsilon} \|_{L^\infty(I_{k_\varepsilon})} = O(\varepsilon^N) \quad \text{as} \quad \varepsilon \downarrow 0.
\]

Since \( t_0 \in I_{k_\varepsilon} \) and \( \| \tilde{w}_{\varepsilon} \|_{L^\infty(I_{k_\varepsilon})} \) is decreasing in \( k \in \mathbb{N} \), we get

\[
\| \tilde{w}_{\varepsilon} \|_{L^\infty((t, -\varepsilon) \cap \mathbb{R})} = O(\varepsilon^N) \quad \text{as} \quad \varepsilon \downarrow 0.
\]

In the region \( \{ (t, x) \mid t \geq \eta^+_\varepsilon(t_0, -\varepsilon, x), \ x \leq -\varepsilon \} \) the right-hand side of the second equation in (4.7) vanishes, so \( \tilde{w}_{\varepsilon} \) is constant along any characteristic curve there, and we get

\[
\| \tilde{w}_{\varepsilon} \|_{L^\infty((t, -\varepsilon) \cap \mathbb{R})} = O(\varepsilon^N) \quad \text{as} \quad \varepsilon \downarrow 0.
\]

Furthermore, using the fact that \( \tilde{v}_{\varepsilon} = 0 \) on \( \{ (t, -\varepsilon) \mid t \geq t_0 \} \), we find that, for any \( N \geq 0 \),

\[
\| \tilde{v}_{\varepsilon} \|_{L^\infty((t, \varepsilon) \cap \mathbb{R})} = O(\varepsilon^N) \quad \text{as} \quad \varepsilon \downarrow 0,
\]

\[
\| \tilde{v}_{\varepsilon} \|_{L^\infty((t, -\varepsilon) \cap \mathbb{R})} = O(\varepsilon^N) \quad \text{as} \quad \varepsilon \downarrow 0.
\]
invoking the uniqueness argument as in the proof of [8, Theorem 3.1]. Estimates (4.14) and (4.15) are rewritten with \((\bar{v}_\varepsilon, \bar{w}_\varepsilon) = (-b_\varepsilon v_{2,\varepsilon}, b_\varepsilon w_{2,\varepsilon})\) as follows: for any \(N \geq 0\),

\[
\|w_{2,\varepsilon}\|_{L^\infty((t,x)|t \geq t_0, \gamma^\varepsilon (t_0,-\varepsilon,t) \leq x \leq -\varepsilon)} = O(\varepsilon^N) \quad \text{as } \varepsilon \downarrow 0,
\]

\[
\|v_{2,\varepsilon}\|_{L^\infty((t,x)|t \geq t_0, -\varepsilon \leq x \leq \gamma^\varepsilon (t_0, -\varepsilon,t))} = O(\varepsilon^N) \quad \text{as } \varepsilon \downarrow 0,
\]

\[
\|w_{2,\varepsilon}\|_{L^\infty((t,x)|t \geq t_0, -\varepsilon \leq x \leq \min\{\varepsilon, \gamma^\varepsilon (t_0, -\varepsilon,t)\})} = O(\varepsilon^N) \quad \text{as } \varepsilon \downarrow 0.
\]

This and Lemma 1.2.3 in [20] show that \((V_2, W_2) = 0\) in the region

\[
\{(t,x) \mid 1 - c_0 t < x < -c_1/c_0 + c_1 t, \ t_0 < t < T\}
\]

Since \(t_0 > 1/c_0\) is arbitrary, we conclude that \((V_2, W_2) = 0\) in \(D\).

The case \(c_0 < c_1\) can be treated by the same arguments, using the fact that \((-v_{2,\varepsilon}, w_{2,\varepsilon})\) satisfies the Cauchy problem

\[
\begin{align*}
(\partial_x + b_\varepsilon(x)\partial_t)(-v_{2,\varepsilon}) &= -n_\varepsilon(x)((-v_{2,\varepsilon}) + w_{2,\varepsilon}), & 0 < t < T, \ x \in \mathbb{R}, \\
(\partial_x - b_\varepsilon(x)\partial_t)w_{2,\varepsilon} &= -n_\varepsilon(x)((-v_{2,\varepsilon}) + w_{2,\varepsilon}), & 0 < t < T, \ x \in \mathbb{R}, \\
v_{2,\varepsilon}|_{x=-\varepsilon} &= 0, & 1/c_0 \leq t < T, \\
w_{2,\varepsilon}|_{x=\varepsilon} &= 0, & t_\varepsilon \leq t < T,
\end{align*}
\]

and considering the corresponding integral equations for \((-v_{2,\varepsilon}, w_{2,\varepsilon})\). The proof of Theorem 4.1 is now complete. \(\square\)

As mentioned in Example 1, one may regularize the piecewise constant propagation speed \(c(x) = c_0 + (c_1 - c_0)\tilde{H}(x)\) in such a way that the corresponding element \(C \in \mathcal{G}_{2,2}(\mathbb{R})\) is \(\mathcal{G}^\infty\)-regular on \(\mathbb{R}\). Indeed, it suffices to use a mollifier \(\varphi_{h(\varepsilon)}\), where \(h(\varepsilon) > 0\) and \((1/h(\varepsilon))_{x \in [0,1]}\) is a slow scale net. It has been shown in [29] that an element \(C \in \mathcal{G}(\mathbb{R})\) of bounded type belongs to \(\mathcal{G}^\infty(\mathbb{R})\) if and only if all derivatives are of slow scale type.

Consider problem (4.3) with \(U_0 \equiv 0\) and \(U_1\) given by the class of \((\varphi_\varepsilon(x+1))_{x \in [0,1]}\) as in Theorem 4.1. We shall show in the following theorem that the reflected ray

\[
\Gamma_3 = \{(t,x) \mid x = 1 - c_0 t, 1/c_0 \leq t < T\}
\]

does not belong to \(\text{sing supp}_{\mathcal{G}^\infty} U\), if \(C\) is \(\mathcal{G}^\infty\)-regular on \(\mathbb{R}\) (see Figure 4). In this situation, the \(\mathcal{G}^\infty\)-singularities in the solution arise solely from the flow-out of the singularities in the initial data. There are no reflected singularities, just as in the classical case of \(\mathcal{C}^\infty\)-regular coefficients. This phenomenon has already been observed for scalar equations in the \(\mathcal{G}\)-setting in [17] and shows again that a non-logarithmic regularization is essential for capturing reflected singularities.

THEOREM 4.2. Let \(c_0, c_1 > 0\) be such that \(c_0 \neq c_1\) and let \(T > 1/c_0\). Furthermore, let \(C, U_0\) and \(U_1\) be as described above and let \(U \in \mathcal{G}_{2,2}([0,T] \times \mathbb{R})\) be the solution to problem (4.3). If \(C\) is \(\mathcal{G}^\infty\)-regular on \(\mathbb{R}\), then

\[
\text{sing supp}_{\mathcal{G}^\infty} U = \{(t,x) \mid x = -1 - c_0 t, 0 \leq t < T\} \cup \{(t,x) \mid x = -1 + c_0 t, 0 \leq t \leq 1/c_0\} \cup \{(t,x) \mid x = -c_1/c_0 + c_1 t, 1/c_0 \leq t < T\} =: \Gamma_1 \cup \Gamma_2 \cup \Gamma_4.
\]
Proof. Assertion (4.17) will hold if we show that

\[(4.18) \text{sing supp}_{G^\infty} U \subset \Gamma_1 \cup \Gamma_2 \cup \Gamma_4.\]

This can be seen as follows. For the sake of simplicity, we assume that \(T > 2/c_0\). As in the proof of Theorem 4.1, we interchange the roles of \(t\) and \(x\) and consider \((U|_{x=-1}, \partial_x U|_{x=-1})\) as initial data. From (4.18) and d'Alembert's formula, we see that \(\text{sing supp}_{G^\infty} U|_{x=-1} = \{0\}\) and \(\partial_x U|_{x=-1} = 0\) near \(t = 0\). The singularity of \(U|_{x=-1}\) at \(t = 0\) propagates along \(\Gamma_1\) as \(x\) goes from \(-1\) to \(-\infty\). As \(x\) goes from \(-1\) to \(\infty\), it propagates along \(\Gamma_2\) and \(\Gamma_4\). No splitting of the singularity occurs at \(x = 0\) unlike in Theorem 4.1. This can be proven similarly to the proofs of Theorems 4.1 and 5.1 of [8]. Thus (4.18) implies assertion (4.17).

To show that (4.18) holds, we consider system (4.6). Put \(\Gamma_6 = \{(t,0) | 1/c_0 \leq t < T\}\). Let \(D_1\) be the region bounded by \(\Gamma_3\) and \(\Gamma_6\), and \(D_2\) be the region bounded by \(\Gamma_4\) and \(\Gamma_6\). It is immediate to check that

\[
\text{supp } V \subset \Gamma_2 \cup \Gamma_4 \cup \Gamma_6 \cup D_2, \\
\text{supp } W \subset \Gamma_1 \cup \Gamma_3 \cup \Gamma_6 \cup D_1.
\]

Put \(B = 1/C\) and \((\tilde{V}, \tilde{W}) = (-BV, BW)\). Clearly

\[(4.19) \text{supp } \tilde{V} \subset \Gamma_2 \cup \Gamma_4 \cup \Gamma_6 \cup D_2, \\
\text{supp } \tilde{W} \subset \Gamma_1 \cup \Gamma_3 \cup \Gamma_6 \cup D_1.\]

Furthermore, \((\tilde{V}, \tilde{W})\) satisfies the system

\[
(\partial_x + B\partial_t)\tilde{V} = N(\tilde{V} - \tilde{W}), \\
(\partial_x - B\partial_t)\tilde{W} = N(\tilde{W} - \tilde{V}),
\]

where \(N = B'/(2B)\). Take the value of \((\tilde{V}, \tilde{W})\) along some line \(\{x = x_0\}\) with \(x_0 > 0\) as initial data and consider the system above. Using the commutator argument as in the proof of Theorem 5.1 of [8], the derivatives \((\partial_x + B\partial_t)^k \tilde{W}\) can be estimated.
in terms of the $L^\infty$-norm of the zeroth derivative of $\tilde{V}$ for whatever power $k$. The derivatives $(\partial_x - B\partial_t)^k \tilde{W}$ are estimated on $D_1$ using the fact that $\tilde{V}$ vanishes there. We conclude that $\tilde{W}$ is $G^\infty$-regular on $\Gamma_3 \cup D_1$. With this in mind, consider now the value of $(\tilde{V}, \tilde{W})$ along $\{x = x_1\}$ with $x_1 < 0$ as initial data. Then Proposition 4.6 below shows that $\tilde{W}$ is $G^\infty$-regular along $\Gamma_6$ and $\tilde{V}$ is $G^\infty$-regular on $\Gamma_6 \cup D_2$. Hence from (4.19),

$$\text{sing supp}_{G^\infty} \tilde{V} \subset \Gamma_2 \cup \Gamma_1,$$

$$\text{sing supp}_{G^\infty} \tilde{W} \subset \Gamma_1.$$

This implies (4.18). The proof of Theorem 4.2 is now complete. \qed

4.2. The time-dependent case in one dimension. This subsection is devoted to problem (4.2) in one dimension:

$$\begin{align*}
\partial_t^2 u - c(t)^2 \partial_x^2 u &= 0, \quad t \geq 0, \quad x \in \mathbb{R}, \\
u|_{t=0} &= u_0, \quad \partial_t u|_{t=0} = u_1, \quad x \in \mathbb{R}.
\end{align*}
$$

(4.20)

The case of delta functions as initial data has been settled in [8]. The goal of this subsection is to extend the results of [8] to arbitrary $G^\infty$-point singularities in the initial data. Assume that the coefficient $c(t)$ is given by

$$c(t) = c_0 + (c_1 - c_0)H(t - 1)$$

where $c_0, c_1 > 0, c_0 \neq c_1$ and $H$ is the Heaviside function. As in the previous subsection, we define a generalized function $C \in G(\mathbb{R})$ by means of a representative $(c_\epsilon)_{\epsilon \in (0,1]} = (c + \epsilon \varphi_\epsilon)_{\epsilon \in (0,1]}$ with a mollifier $\varphi_\epsilon$ as in Example 1. Then $\text{sing supp}_{G^\infty} C = \{t = 1\}$. Thus we will consider the Cauchy problem

$$\begin{align*}
\partial_t^2 U - C^2 \partial_x^2 U &= 0 & \text{in } G([0, \infty) \times \mathbb{R}), \\
U|_{t=0} &= U_0, \quad \partial_t U|_{t=0} = U_1 & \text{in } G(\mathbb{R}).
\end{align*}
$$

(4.21)

By [8, Theorem 3.1], problem (4.21) has a unique solution $U \in G([0, \infty) \times \mathbb{R})$ for any initial data $U_0, U_1 \in G(\mathbb{R})$.

An important ingredient in the arguments is the persistence of regularity from regular initial data. Thus we are first going to show that, if $U_0, U_1 \in G^\infty(\mathbb{R})$, then $U$ is $G^\infty$-regular off the $G^\infty$-singular support of the coefficient $C$.

**Proposition 4.3.** Let $C$ be as described above and let $U \in G([0, \infty) \times \mathbb{R})$ be the solution to problem (4.21) with initial data $U_0, U_1 \in G(\mathbb{R})$. If $U_0, U_1 \in G^\infty(\mathbb{R})$, then

$$\text{sing supp}_{G^\infty} U \subset \{(t, x) \mid t = 1, \ x \in \mathbb{R}\}.$$

(4.22)

**Proof.** The proof is similar to that of [8, Theorem 3.1], where an existence result for problem (4.21) with a more general coefficient has been proven. Put $V = \partial_t U - C\partial_x U$ and $W = \partial_t U + C\partial_x U$. Then problem (4.21) can be rewritten as the Cauchy problem for a first-order hyperbolic system

$$\begin{align*}
(\partial_t + C\partial_x) V &= M(V - W) & \text{in } G([0, \infty) \times \mathbb{R}), \\
(\partial_t - C\partial_x) W &= M(W - V) & \text{in } G([0, \infty) \times \mathbb{R}), \\
V|_{t=0} &= V_0 &= U_1 - (C|_{t=0})U_0' & \text{in } G(\mathbb{R}), \\
W|_{t=0} &= W_0 &= U_1 + (C|_{t=0})U_0' & \text{in } G(\mathbb{R}),
\end{align*}
$$

(4.23)
where $M = C'(2C) \in G(\mathbb{R})$. The solution $(V, W)$ has a representative $(v_{\varepsilon}, w_{\varepsilon})_{\varepsilon \in (0,1]}$ satisfying the Cauchy problem

\begin{align}
(\partial_t + c_\varepsilon(t)\partial_x)v_{\varepsilon} &= \mu_\varepsilon(t)(v_{\varepsilon} - w_{\varepsilon}), \quad t > 0, \ x \in \mathbb{R}, \\
(\partial_t - c_\varepsilon(t)\partial_x)w_{\varepsilon} &= \mu_\varepsilon(t)(w_{\varepsilon} - v_{\varepsilon}), \quad t > 0, \ x \in \mathbb{R},
\end{align}

\begin{align}
v_{\varepsilon}|_{t=0} &= v_{0\varepsilon}, \quad w_{\varepsilon}|_{t=0} = w_{1\varepsilon} - c_\varepsilon(0)u_{0\varepsilon}', \quad x \in \mathbb{R},
\end{align}

where $(v_{0\varepsilon})_{\varepsilon \in (0,1]}$, $(w_{1\varepsilon})_{\varepsilon \in (0,1]}$, $(c_\varepsilon)_{\varepsilon \in (0,1]}$ and $(\mu_\varepsilon)_{\varepsilon \in (0,1]}$ are representatives of $U_0$, $U_1$, $C$ and $M$, respectively, such that $\mu_\varepsilon = c'_\varepsilon/(2c_\varepsilon)$. Consider the characteristic curves $\gamma_\varepsilon^+(t, x, \tau)$ and $\gamma_\varepsilon^-(t, x, \tau)$ passing through $(t, x)$ at time $\tau = t$ which satisfy

\begin{align*}
\partial_\tau \gamma_\varepsilon^+(t, x, \tau) &= c_\varepsilon(\tau), \quad \gamma_\varepsilon^+(t, x, t) = x, \\
\partial_\tau \gamma_\varepsilon^-(t, x, \tau) &= -c_\varepsilon(\tau), \quad \gamma_\varepsilon^-(t, x, t) = x.
\end{align*}

Along these characteristic curves, $v_{\varepsilon}$ and $w_{\varepsilon}$ are respectively calculated as

\begin{align}
v_{\varepsilon}(t, x) &= v_{0\varepsilon}(\gamma_\varepsilon^+(t, x, 0)) + \int_0^t \mu_\varepsilon(s)(v_{\varepsilon} - w_{\varepsilon})(s, \gamma_\varepsilon^+(t, x, s)) \, ds, \\
w_{\varepsilon}(t, x) &= w_{0\varepsilon}(\gamma_\varepsilon^-(t, x, 0)) + \int_0^t \mu_\varepsilon(s)(w_{\varepsilon} - v_{\varepsilon})(s, \gamma_\varepsilon^-(t, x, s)) \, ds.
\end{align}

For each $T > 0$, we define $K_T$ as the trapezoidal region with corners $(0, -\xi)$, $(T, -\xi + c_2T)$, $(T, \xi - c_2T)$, $(0, \xi)$, where $c_2 = \max(c_0, c_1)$. From (4.25), the following inequalities are easily deduced:

\begin{align*}
\|v_{\varepsilon}\|_{L^\infty(K_T)} &\leq \|v_{0\varepsilon}\|_{L^\infty(K_0)} + \int_0^T |\mu_\varepsilon(s)|(\|v_{\varepsilon}\|_{L^\infty(K_s)} + \|w_{\varepsilon}\|_{L^\infty(K_s)}) \, ds, \\
\|w_{\varepsilon}\|_{L^\infty(K_T)} &\leq \|w_{0\varepsilon}\|_{L^\infty(K_0)} + \int_0^T |\mu_\varepsilon(s)|(\|w_{\varepsilon}\|_{L^\infty(K_s)} + \|v_{\varepsilon}\|_{L^\infty(K_s)}) \, ds.
\end{align*}

We add these two inequalities and apply Gronwall’s inequality to get

\begin{align*}
\|v_{\varepsilon}\|_{L^\infty(K_T)} + \|w_{\varepsilon}\|_{L^\infty(K_T)} &\leq (\|v_{0\varepsilon}\|_{L^\infty(K_0)} + \|w_{0\varepsilon}\|_{L^\infty(K_0)}) \exp \left( 2 \int_0^T \|\mu_\varepsilon(s)\| \, ds \right).
\end{align*}

Differentiating the equations and using the same argument, we obtain for any $\alpha \in N_0$,

\begin{align}
\|\partial_\alpha^2 v_{\varepsilon}\|_{L^\infty(K_T)} + \|\partial_\alpha^2 w_{\varepsilon}\|_{L^\infty(K_T)} \leq \left( \|\partial_\alpha^2 v_{0\varepsilon}\|_{L^\infty(K_0)} + \|\partial_\alpha^2 w_{0\varepsilon}\|_{L^\infty(K_0)} \right) \exp \left( 2 \int_0^T \|\mu_\varepsilon(s)\| \, ds \right).
\end{align}

On the right-hand side, the terms involving $v_{0\varepsilon}$ and $w_{0\varepsilon}$ are of order $O(\varepsilon^{-N})$ for some $N \geq 0$ independent of $\alpha$. The exponential term is uniformly bounded in $\varepsilon$. Note that, on every compact set outside $\{(t, x) \mid t = 1, \ x \in \mathbb{R}\}$, $\partial_\alpha v_{\varepsilon} = -c\partial_\alpha x v_{\varepsilon}$ and $\partial_\alpha w_{\varepsilon} = c\partial_\alpha x w_{\varepsilon}$, when $\varepsilon$ is small enough. This and inequality (4.26) imply that $V$ and $W$ are $G^\infty$-regular outside $\{(t, x) \mid t = 1, \ x \in \mathbb{R}\}$. From the definitions of $V$ and $W$, assertion (4.22) follows. \[\square\]
The central issue of this subsection is the propagation of the \(G^\infty\)-singular support from arbitrary initial data in \(G(\mathbb{R})\). As the prototypical case, we focus on a point singularity, say at the origin. We take \(U_0, U_1 \in G^\infty(\mathbb{R} \setminus \{0\})\). Choose a cut-off function \(\chi \in C_0^\infty(\mathbb{R})\) which is identically equal to one in a neighborhood of the origin. Split the initial data \((U_0, U_1)\) into two parts,

\[
(U_0, U_1) = (\chi U_0, \chi U_1) + ((1 - \chi)U_0, (1 - \chi)U_1).
\]

Then the \(G^\infty\)-singular support of the solution \(\bar{U}\) to problem (4.21) with initial data \((\chi U_0, \chi U_1)\) is contained in the set

\[
\left\{(t, x) \mid x = \pm \int_0^t c(s) \, ds, \ t \geq 0 \right\} \cup \left\{(t, x) \mid x = \pm 2 \int_0^1 c(s) \, ds - \int_0^t c(s) \, ds \right\}, \ t \geq 1
\]

in the limit as the support of \(\chi\) shrinks to \(\{0\}\). This is most easily seen by introducing \(\bar{V} = \partial_t \bar{U} - C\partial_x \bar{U} + \bar{W} = \partial_t \bar{U} + C\partial_x \bar{U}\), which satisfy a system of equations similar to (4.23) with a corresponding cut-off in the initial data and hence are supported in a neighborhood of the lines defined by (4.27). Furthermore, by Proposition 4.3, the solution to problem (4.21) with initial data \(((1 - \chi)U_0, (1 - \chi)U_1)\) is \(G^\infty\)-regular off \(\{(t, x) \mid t = 1, \ x \in \mathbb{R}\}\) for any \(\chi\) as above, since \((1 - \chi)U_0\) and \((1 - \chi)U_1\) belong to \(G^\infty(\mathbb{R})\) for any \(\chi\) as above. We summarize the result in the following proposition (see also Figure 5).

**Proposition 4.4.** Let \(C, U_0\) and \(U_1\) be as described above and let \(U \in G((0, \infty) \times \mathbb{R})\) be the solution to problem (4.21). Then the set

\[
\left\{(t, x) \mid t = 1, \ x \in \mathbb{R}\right\} \cup \left\{(t, x) \mid x = \pm \int_0^t c(s) \, ds, \ t \geq 0 \right\} \cup \left\{(t, x) \mid x = \pm 2 \int_0^1 c(s) \, ds - \int_0^t c(s) \, ds \right\}, \ t \geq 1
\]

is an upper bound for the \(G^\infty\)-singular support of the solution \(U\) to problem (4.21).

In the case of delta function initial data, we have shown in [8] that the \(G^\infty\)-singular support of the generalized solution coincides with the set (4.27). The line \(\{t = 1\}\) generally may belong to the \(G^\infty\)-singular support of the solution, even for \(C^\infty\)-initial data, as shown by the example

\[
u_\varepsilon(t, x) = \frac{x^2}{2} + \int_0^t \int_0^s (\varepsilon(r))^2 \, dr \, ds,
\]

which solves the wave equation \(\partial^2_t u_\varepsilon - c_\varepsilon(t)^2 \partial^2_x u_\varepsilon = 0\) with initial data \(u_\varepsilon(0, x) = x^2/2\), \(\partial_t u_\varepsilon(0, x) = 0\). In general, the \(G^\infty\)-singular support of the generalized solution may be a proper subset of the set given by (4.27). This depends on the interplay between the initial data and the coefficient \(c(t)\).

In the following theorem, we give a necessary and sufficient condition under which initial singularities propagate out and the transmitted rays

\[
\Gamma_+ := \left\{(t, x) \mid x = \int_0^t c(s) \, ds, \ t \geq 0 \right\},
\]

\[
\Gamma_- := \left\{(t, x) \mid x = -\int_0^t c(s) \, ds, \ t \geq 0 \right\}
\]
belong to $\text{sing supp}_G U$.

**Fig. 5.** An upper bound for the $G^\infty$-singular support of the solution $U$.

**Theorem 4.5.** Let $C$, $U_0$ and $U_1$ be as described above and let $U \in G([0, \infty) \times \mathbb{R})$ be the solution to problem (4.21). Then:

(a) if $\text{sing supp}_G (U_1 - (C|_{t=0})U_0') = \{0\}$, then

$$\Gamma_+ = \left\{ (t, x) \mid x = \int_0^t c(s) \, ds, \ \ t \geq 0 \right\} \subset \text{sing supp}_G U;$$

(b) if $\text{sing supp}_G (U_1 - (C|_{t=0})U_0') = \emptyset$, then $U$ is $G^\infty$-regular along $\Gamma_+ \setminus \{(1, c_0)\}$;

(c) if $\text{sing supp}_G (U_1 + (C|_{t=0})U_0') = \{0\}$, then

$$\Gamma_- = \left\{ (t, x) \mid x = -\int_0^t c(s) \, ds, \ \ t \geq 0 \right\} \subset \text{sing supp}_G U;$$

(d) if $\text{sing supp}_G (U_1 + (C|_{t=0})U_0') = \emptyset$, then $U$ is $G^\infty$-regular along $\Gamma_- \setminus \{(1, -c_0)\}$.

**Proof.** To show that (a) and (b) hold, we consider the solution $(V, W)$ to problem (4.23) with $(V_0, W_0) = (\chi(U_1 - (C|_{t=0})U_0'), 0)$. As may be seen from the proof of Proposition 4.3, if $\text{sing supp}_G (U_1 - (C|_{t=0})U_0') = \emptyset$, then $V$ is $G^\infty$-regular outside $\{(t, x) \mid t = 1, \ x \in \mathbb{R}\}$ for any $\chi$. From this, case (b) follows. As for (a), it suffices to show that if $\text{sing supp}_G (U_1 - (C|_{t=0})U_0') = \{0\}$, then

$$\text{sing supp}_G V = \Gamma_+$$

holds in the limit as the support of $\chi$ shrinks to $\{0\}$. It is easy to see that $\text{sing supp} V \subset \Gamma_+$ holds as the support of $\chi$ shrinks to $\{0\}$. Hence, if we show that for any $\chi$, $V$ is not $G^\infty$-regular on $\mathbb{R}$ for any $t > 0$, then (4.29) will follow. We take $(v_z, w_z)_{z \in (0, 1)}$ satisfying problem (4.24) with $(v_{0z}, w_{0z}) = (\chi(u_{1z} - c_z(0)u_{0z}'), 0)$. Differentiate the first equation of system (4.24) in $x, k$ times, multiply by $2(\partial_x^k v_z)$ and integrate to obtain

$$\frac{d}{dt} \int_{-\infty}^{\infty} (\partial_x^k v_z)^2 \, dx = 2\mu_z(t) \int_{-\infty}^{\infty} (\partial_x^k v_z)^2 \, dx - 2\mu_z(t) \int_{-\infty}^{\infty} (\partial_x^k v_z)(\partial_x^k w_z) \, dx.$$

Similarly

$$\frac{d}{dt} \int_{-\infty}^{\infty} (\partial_x^k w_z)^2 \, dx = 2\mu_z(t) \int_{-\infty}^{\infty} (\partial_x^k w_z)^2 \, dx - 2\mu_z(t) \int_{-\infty}^{\infty} (\partial_x^k v_z)(\partial_x^k w_z) \, dx.$$
Take their difference and integrate to get
\[
\int_{-\infty}^{\infty} \left( (\partial_x^k v_c)^2 - (\partial_x^k w_c)^2 \right) dx
= \int_{-\infty}^{\infty} \left( (\partial_x^k v_{0c})^2 - (\partial_x^k w_{0c})^2 \right) dx \cdot \exp \left( 2 \int_0^t \mu_\varepsilon(s) ds \right).
\]

Since \( w_{0c} = 0 \) and \( \mu_\varepsilon = c_\varepsilon/(2\varepsilon) \), it follows that
\[
\int_{-\infty}^{\infty} (\partial_x^k v_c)^2 dx \geq \frac{c_\varepsilon(t)}{c_\varepsilon(0)} \int_{-\infty}^{\infty} (\partial_x^k v_{0c})^2 dx.
\]

Note that \( v_{0c} \) vanishes outside some compact set, independently of \( \varepsilon \in (0,1] \). Then it is clear from finite propagation speed that, for some constant \( C_1 > 0 \),
\[
\int_{-\infty}^{\infty} (\partial_x^k v_c)^2 dx \leq C_1 \| \partial_x^k v_c \|_{L^2(\mathbb{R})}^2.
\]
The Sobolev embedding theorem yields that, for some constant \( C_2 > 0 \),
\[
\| \partial_x^k v_{0c} \|_{L^\infty(\mathbb{R})}^2 \leq C_2 \sum_{\ell \leq k+1} \| \partial_x^\ell v_{0c} \|_{L^2(\mathbb{R})}^2.
\]
Combining (4.30)-(4.32), we get, for some constant \( C_3 > 0 \),
\[
\| \partial_x^k v_{0c} \|_{L^\infty(\mathbb{R})}^2 \leq C_3 \sum_{\ell \leq k+1} \| \partial_x^\ell v_c \|_{L^2(\mathbb{R})}^2.
\]

By assumption, \( V_0 = \chi(U_1 - (C|_{t=0})U_0^\prime) \) is not \( \mathcal{G}^\infty \)-regular on \( \mathbb{R} \) for any \( \chi \). This and inequality (4.33) imply that for any \( \chi \), \( V \) is not \( \mathcal{G}^\infty \)-regular on \( \mathbb{R} \) for any \( t > 0 \). Thus (4.29) follows. Cases (c) and (d) can be argued similarly. \( \square \)

When the coefficient \( C \) in problem (4.21) is \( \mathcal{G}^\infty \)-regular, the same phenomenon as in Subsection 4.1 occurs: singularities can only be produced by the initial data, and there are no refracted rays, as will be seen next. Again, we use a mollifier \( \varphi_{h(\varepsilon)} \), where \( h(\varepsilon) > 0 \) and \( (1/h(\varepsilon))_{\varepsilon \in (0,1]} \) is a slow scale net to regularize \( c(t) \). Then the corresponding element \( C \in \mathcal{G}(\mathbb{R}) \) belongs to \( \mathcal{G}^\infty(\mathbb{R}) \). First, we have the following global regularity result, which can be proven similarly to the proof of Proposition 4.3.

**Proposition 4.6.** Let \( C \) be as described above and let \( U \in \mathcal{G}([0,\infty) \times \mathbb{R}) \) be the solution to problem (4.21) with initial data \( U_0, U_1 \in \mathcal{G}(\mathbb{R}) \). If \( C, U_0, U_1 \in \mathcal{G}^\infty(\mathbb{R}) \), then \( U \in \mathcal{G}^\infty([0,\infty) \times \mathbb{R}) \).

Turning to propagation of a point singularity, we take \( U_0, U_1 \in \mathcal{G}^\infty(\mathbb{R} \setminus \{0\}) \) as in Theorem 4.5. Again, the cut-off argument employed in the derivation of Proposition 4.4 yields that the \( \mathcal{G}^\infty \)-singular support of the solution \( U \) to problem (4.21) is contained in the set given by (4.27), noting that no singularity is present along the line \( \{ t = 1 \} \).

Next, the same argument as in the proof of Proposition 5.1 of [8] shows that the refracted rays
\[
\left\{ (t,x) \mid x = \pm \left( 2 \int_0^1 c(s) ds - \int_0^t c(s) ds \right), \ t \geq 1 \right\}
\]
do not belong to the $G^\infty$-singular support of the solution $U$, and so the singularities can occur only along the transmitted rays (see Figure 6)

\[(4.34) \quad \left\{ (t,x) \mid x = \pm \int_0^t c(s) \, ds, \ t \geq 0 \right\}.\]

**Proposition 4.7.** Let $C, U_0$ and $U_1$ be as described above and let $U \in \mathcal{G}([0, \infty) \times \mathbb{R})$ be the solution to problem (4.21). Then the set (4.34) is an upper bound for the $G^\infty$-singular support of the solution $U$ to problem (4.21). As for the question whether the singularities actually propagate out, the same argument as in the proof of Theorem 4.5 can be applied and thus the following theorem holds.

**Theorem 4.8.** Let $C, U_0$ and $U_1$ be as described above and let $U \in \mathcal{G}([0, \infty) \times \mathbb{R})$ be the solution to problem (4.21). Let $C \in G^\infty(\mathbb{R})$. Then:

(a) if $\text{sing supp}_{G^\infty}(U_1 - (C|_{t=0})U'_0) = \{0\}$, then

$$\Gamma_+ = \left\{ (t,x) \mid x = \int_0^t c(s) \, ds, \ t \geq 0 \right\} \subset \text{sing supp}_{G^\infty} U;$$

(b) if $\text{sing supp}_{G^\infty}(U_1 - (C|_{t=0})U'_0) = \emptyset$, then $U$ is $G^\infty$-regular along $\Gamma_+$;

(c) if $\text{sing supp}_{G^\infty}(U_1 + (C|_{t=0})U'_0) = \{0\}$, then

$$\Gamma_- = \left\{ (t,x) \mid x = -\int_0^t c(s) \, ds, \ t \geq 0 \right\} \subset \text{sing supp}_{G^\infty} U;$$

(d) if $\text{sing supp}_{G^\infty}(U_1 + (C|_{t=0})U'_0) = \emptyset$, then $U$ is $G^\infty$-regular along $\Gamma_-$. 

**4.3. The time-dependent case in multiple dimensions.** We here consider problem (4.2) in multiple dimensions:

$$\partial_t^2 u - c(t)^2 \Delta u = 0, \quad t \in [0,T], \ x \in \mathbb{R}^d,$$

$$u|_{t=0} = u_0, \ \partial_t u|_{t=0} = u_1, \quad x \in \mathbb{R}^d.$$

As in the one-dimensional case,

$$c(t) = c_0 + (c_1 - c_0)H(t-1),$$

where $c_0, c_1 > 0$, $c_0 \neq c_1$ and $H$ is the Heaviside function. Specifically we take

$$u_0 \equiv 0, \quad u_1 = \delta,$$
where \( \delta \) is the delta function. We define a generalized function \( C \in \mathcal{G}_{\infty,2}[0,\infty) \) by means of a representative \( (c_\varepsilon)_\varepsilon \in (0,1] = (c \ast \varphi_\varepsilon)_\varepsilon \in (0,1] \) with a mollifier \( \varphi_\varepsilon \) as in Example 1. We also produce \( U_0 \equiv 0 \) and \( U_1 \in \mathcal{G}_{2,2}(\mathbb{R}^d) \) as the class of \( (\varphi_\varepsilon(|x|))_\varepsilon \in (0,1] \), where \( \varphi_\varepsilon \) again is a mollifier as in Example 1. (Actually, the mollifier need not be the same as the one chosen for the regularization of the coefficient \( c \).) Thus we will consider

\[
\begin{aligned}
\partial_t^2 U - C^2 \Delta U &= 0 \quad \text{in } \mathcal{G}_{2,2}([0, T] \times \mathbb{R}^d), \\
U|_{t=0} &= U_0 = 0, \quad \partial_t U|_{t=0} = U_1 \quad \text{in } \mathcal{G}_{2,2}(\mathbb{R}^d).
\end{aligned}
\]

By Theorem 3.5, problem (4.35) has a unique solution \( U \in \mathcal{G}_{2,2}([0, T] \times \mathbb{R}^d) \) for any \( T > 0 \).

We begin with the odd-dimensional case. It was shown in [8, Theorem 4.1] that, in the one-dimensional case \( (d = 1) \), it holds that

\[
\text{sing supp}_{\mathcal{G}_{\infty}} U = \left\{ (t, x) \mid |x| = \int_0^t c(s) \, ds, \quad 0 \leq t \leq T \right\}
\]

\[
\cup \left\{ (t, x) \mid |x| = 2 \int_0^1 c(s) \, ds - \int_0^t c(s) \, ds \right\} , \quad 1 \leq t \leq T \right\}.
\]

We are going to show that the same holds for all odd \( d \geq 3 \).

**Theorem 4.9.** Let \( d \geq 3 \) be odd. Assume that \( C, U_0 \) and \( U_1 \) are as described above and further that \( U \in \mathcal{G}_{2,2}([0, T] \times \mathbb{R}^d) \) is the solution to problem (4.35). Then the \( \mathcal{G}^\infty \)-singular support of \( U \) coincides with the set given by (4.36). The support of \( U \) also coincides with the set given by (4.36).

**Proof.** On the level of representatives, problem (4.35) reads

\[
\begin{aligned}
\partial_t^2 u_\varepsilon - c_\varepsilon(t)^2 \Delta u_\varepsilon &= 0, \quad 0 < t < T, \ x \in \mathbb{R}^d, \\
u_\varepsilon|_{t=0} &= 0, \quad \partial_t u_\varepsilon|_{t=0} = \varphi_\varepsilon(|x|), \quad x \in \mathbb{R}^d.
\end{aligned}
\]

Since the initial data are radially symmetric, so is the solution \( u_\varepsilon \). Put \( u_{d,\varepsilon}(t, r) := u_\varepsilon(t, x) \) for \(|r| = |x|\), where the subscript \( d \) represents the dependence of \( u_{d,\varepsilon} \) on dimension. Then \( u_{d,\varepsilon} \) satisfies the Cauchy problem

\[
\begin{aligned}
\partial_t^2 u_{d,\varepsilon} - c_\varepsilon(t)^2 \left( \partial_r^2 + \frac{d-1}{r} \partial_r \right) u_{d,\varepsilon} &= 0, \quad 0 < t < T, \ r \in \mathbb{R}, \\
u_{d,\varepsilon}|_{t=0} &= 0, \quad \partial_t u_{d,\varepsilon}|_{t=0} = \varphi_\varepsilon, \quad r \in \mathbb{R}.
\end{aligned}
\]

According to [19], if \( u_{d,\varepsilon} \) satisfies the first equation in (4.37), then \((-1/r)\partial_r u_{d,\varepsilon}\) satisfies the first equation of (4.37) with \( d \) replaced by \( d + 2 \). This yields that, if \( v_{n,\varepsilon} \), \( n \in \mathbb{N} \), satisfies the Cauchy problem

\[
\begin{aligned}
\partial_t^2 v_{n,\varepsilon} - c_\varepsilon(t)^2 \partial_r^2 v_{n,\varepsilon} &= 0, \quad 0 < t < T, \ r \in \mathbb{R}, \\
v_{n,\varepsilon}|_{t=0} &= 0, \quad \partial_r v_{n,\varepsilon}|_{t=0} = \varphi_\varepsilon, \quad r \in \mathbb{R}, \\
\partial_t v_{n,\varepsilon}|_{t=0} &= \int_{-\infty}^s (-s) \varphi_\varepsilon(s) \, ds, \quad r \in \mathbb{R},
\end{aligned}
\]

then \( u_{2n+1,\varepsilon} := [-1/r]^{n} v_{n,\varepsilon} \) satisfies problem (4.37) with \( d = 2n + 1 \). It is clear from the definition of \( \varphi_\varepsilon \) that \( \partial_r v_{n,\varepsilon}|_{t=0} \) is symmetric, \( (\partial_r v_{n,\varepsilon}|_{t=0})' \geq 0 \) on \([-\varepsilon, 0]\) and \( \text{supp } \partial_r v_{n,\varepsilon}|_{t=0} \subset [-\varepsilon, \varepsilon] \). Hence the same argument as in the proof of Theorem 4.1 of [8] shows that the \( \mathcal{G}^\infty \)-singular support of the class of \( (v_{n,\varepsilon})_\varepsilon \in (0,1] \) and the support of the class of \( (\partial_r v_{n,\varepsilon})_\varepsilon \in (0,1] \) are equal to the set given by (4.36). This and
the relationship $u_{2n+1, \varepsilon} = \left[ \left(-1/r \partial_r \right)^n \right] v_{n, \varepsilon}$ imply that the $G^\infty$-singular support and the support of the class of $(u_{2n+1, \varepsilon})_{\varepsilon \in (0,1]}$ are the same as the set given by (4.36). Thus the assertions follow. \hfill \Box

In the even-dimensional case, the following result holds (see Figure 7).

**Theorem 4.10.** Let $d$ be even. Assume that $C$, $U_0$ and $U_1$ are as in Theorem 4.9 and further that $U \in G_{2,2}([0,T] \times \mathbb{R}^d)$ is the solution to problem (4.35). Then it holds that

$$
\text{sing supp}_{G^\infty} U \subset \left\{ \left( t, x \right) \mid t = 1, \ |x| \leq \int_0^1 c(s) \, ds \right\}
\cup \left\{ \left( t, x \right) \mid |x| = \int_0^t c(s) \, ds, \ 0 \leq t \leq T \right\}
\cup \left\{ \left( t, x \right) \mid |x| = \left| 2 \int_0^1 c(s) \, ds - \int_0^t c(s) \, ds \right|, \ 1 \leq t \leq T \right\}.
$$

(4.38)

**Proof.** As in the proof of Theorem 4.9, we consider problem (4.37). If $v_{n, \varepsilon}$, $n \in \mathbb{N}$, satisfies the Cauchy problem

$$
\begin{align*}
\partial_t^2 v_{n, \varepsilon} - c_\varepsilon(t)^2 \left( \partial_r^2 + \frac{1}{r} \partial_r \right) v_{n, \varepsilon} &= 0, \quad 0 < t < T, \ r \in \mathbb{R}, \\
v_{n, \varepsilon}|_{t=0} &= 0, \quad r \in \mathbb{R}, \\
\partial_t v_{n, \varepsilon}|_{t=0} &= \left\{ \begin{array}{ll}
\int_{-\infty}^{-s_{n-1}} \cdots \int_{-\infty}^{-s_1} \varphi_\varepsilon(s_1) \cdots ds_{n-1}, & r \in \mathbb{R}, \ if \ n \geq 2, \\
\varphi_\varepsilon(r), & r \in \mathbb{R}, \ if \ n = 1,
\end{array} \right.
\end{align*}
$$

(4.39)

then $u_{2n, \varepsilon} := \left[ \left(-1/r \partial_r \right)^{n-1} v_{n, \varepsilon} \right]$ satisfies problem (4.37) with $d = 2n$. By the argument as in [39, p.66], the solution $v_{n, \varepsilon}$ of problem (4.39) is given by

$$
v_{n, \varepsilon}(t,r) = \int_0^1 \frac{1}{\sqrt{1 - \rho^2}} w_{n, \varepsilon}(t, rp) \, d\rho,
$$

(4.40)
provided that \((w_{n,\varepsilon})_{\varepsilon \in (0,1]} \in \mathcal{E}_M([0, T] \times \mathbb{R})\) is symmetric and satisfies
\[
\frac{\partial^2 w_{n,\varepsilon} - c(t)^2\partial^2 w_{n,\varepsilon}}{\partial t^2} = 0, \quad 0 < t < T, \quad r \in \mathbb{R},
\]
\[
w_{n,\varepsilon}|_{t=0} = 0, \quad r \in \mathbb{R},
\]
\[
\partial_t v_{n,\varepsilon}|_{t=0} = \int_0^1 \frac{1}{\sqrt{1 - \rho^2}} (w_{n,\varepsilon})_t(0, r\rho) \, d\rho, \quad r \in \mathbb{R}.
\]
(For clarity of notation, we write \((w_{n,\varepsilon})_t\) for \((\partial_t w_{n,\varepsilon})_t\).) The existence of such \(w_{n,\varepsilon}\) can be seen as follows. By the change of variable \(y = r\rho\), we obtain from (4.42) that
\[
\partial_t v_{n,\varepsilon}|_{t=0} = \int_0^r \frac{|r|}{r\sqrt{r^2 - y^2}} (w_{n,\varepsilon})_t(0, y) \, dy = \int_0^r \frac{1}{\sqrt{r^2 - y^2}} (w_{n,\varepsilon})_t(0, y) \, dy.
\]
Thanks to [38], this integral equation can be solved and \(\partial_t w_{n,\varepsilon}|_{t=0}\) is given by
\[
\partial_t w_{n,\varepsilon}|_{t=0} = \frac{d}{dr} \int_0^1 \frac{2|r|\rho}{\sqrt{1 - \rho^2}} (w_{n,\varepsilon})_t(0, r\rho) \, d\rho,
\]
so that \((\partial_t w_{n,\varepsilon}|_{t=0})_{\varepsilon \in (0,1]} \in \mathcal{E}_M(\mathbb{R})\). This guarantees that \((w_{n,\varepsilon})_{\varepsilon \in (0,1]}\) exists. Note that the integrand is a smooth function of \(r\), due to the symmetry of \((w_{n,\varepsilon})_t(0, \cdot)\).

We now investigate the regularity of \((w_{n,\varepsilon})_{\varepsilon \in (0,1]}\). Since \(\text{supp} \partial_t v_{n,\varepsilon}|_{t=0} \subset [-\varepsilon, \varepsilon]\), we see from (4.43) that \((\partial_t w_{n,\varepsilon}|_{t=0})_{\varepsilon \in (0,1]} \in \mathcal{E}_M^\infty(\mathbb{R} \setminus \{0\})\). Therefore, as in the previous subsection, we can show that \((w_{n,\varepsilon})_{\varepsilon \in (0,1]}\) belongs to \(\mathcal{E}_M^\infty([0, T] \times \mathbb{R} \setminus \Gamma)\) with \(\Gamma\) given by
\[
\Gamma := \{(t, r) \mid t = 1, \quad r \in \mathbb{R}\} \cup \left\{(t, r) \mid |r| = \int_0^t c(s) \, ds, \quad 0 \leq t \leq T\right\}
\]
\[
\cup \left\{(t, r) \mid |r| = 2 \int_0^1 c(s) \, ds - \int_0^t c(s) \, ds, \quad 1 \leq t \leq T\right\}.
\]
We next show that \((v_{n,\varepsilon})_{\varepsilon \in (0,1]}\) also belongs to \(\mathcal{E}_M^\infty([0, T] \times \mathbb{R} \setminus \Gamma)\). To this end, we take a cut-off function \(\chi \in C_0^\infty(\mathbb{R})\) which is identically equal to one in a neighborhood of the origin. Split \(\partial_t w_{n,\varepsilon}|_{t=0}\) into two parts
\[
\partial_t w_{n,\varepsilon}|_{t=0} = \chi(r)\partial_t w_{n,\varepsilon}|_{t=0} + (1 - \chi(r))\partial_t w_{n,\varepsilon}|_{t=0}.
\]
For any \(\chi\), \((\chi \partial_t w_{n,\varepsilon}|_{t=0})_{\varepsilon \in (0,1]} \in \mathcal{E}_M^\infty(\mathbb{R} \setminus \{0\})\) and \(((1 - \chi)\partial_t w_{n,\varepsilon}|_{t=0})_{\varepsilon \in (0,1]} \in \mathcal{E}_M^\infty(\mathbb{R})\). Let \(w_{n,1,\varepsilon}\) and \(w_{n,2,\varepsilon}\) be the solutions corresponding to the data \(\chi \partial_t w_{n,\varepsilon}|_{t=0}\) and \((1 - \chi)\partial_t w_{n,\varepsilon}|_{t=0}\), respectively. From the linearity of equation (4.41), \(w_{n,\varepsilon} = w_{n,1,\varepsilon} + w_{n,2,\varepsilon}\). By (4.40) we have
\[
v_{n,\varepsilon}(t,r) = \int_0^1 \frac{1}{\sqrt{1 - \rho^2}} w_{n,1,\varepsilon}(t, r\rho) \, d\rho + \int_0^1 \frac{1}{\sqrt{1 - \rho^2}} w_{n,2,\varepsilon}(t, r\rho) \, d\rho
\]
\[
=: I_{n,1,\varepsilon}(t,r) + I_{n,2,\varepsilon}(t,r).
\]
It is clear from Proposition 4.3 that \((w_{n,2,\varepsilon})_{\varepsilon \in (0,1]} \in \mathcal{E}_M^\infty(\{(t, r) \mid t \neq 1, \quad r \in \mathbb{R}\})\) for any \(\chi\). This implies that \((I_{n,2,\varepsilon})_{\varepsilon \in (0,1]} \in \mathcal{E}_M^\infty(\{(t, r) \mid t \neq 1, \quad r \in \mathbb{R}\})\) for any \(\chi\). Hence, in order to show that \((v_{n,\varepsilon})_{\varepsilon \in (0,1]} \in \mathcal{E}_M^\infty([0, T] \times \mathbb{R} \setminus \Gamma)\), it suffices to prove that
\((I_{n,1,\varepsilon})_{\varepsilon \in (0,1]} \in \mathcal{E}_M^\infty([0,T] \times \mathbb{R} \setminus \Gamma)\) in the limit as the support of \(\chi\) shrinks to \(\{0\}\). We divide \([0,T] \times \mathbb{R} \setminus \Gamma\) into the following six regions (see Figure 8): 

\[
D_1 := \{(t, r) \mid |r| < \int_0^t c(s) \, ds, \ 0 < t < 1\}, \\
D_2 := \{(t, r) \mid |r| < 2 \int_0^1 c(s) \, ds - \int_0^t c(s) \, ds, \ 1 < t < 1 + c_0/c_1\}, \\
D_3 := \{(t, r) \mid |r| < \int_0^t c(s) \, ds - 2 \int_0^1 c(s) \, ds, \ 1 + c_0/c_1 < t < T\}, \\
D_4 := \{(t, r) \mid 2 \int_0^1 c(s) \, ds - \int_0^t c(s) \, ds < |r| < \int_0^t c(s) \, ds, \ 1 < t < T\}, \\
D_5 := \{(t, r) \mid |r| > \int_0^t c(s) \, ds, \ 0 < t < 1\}, \\
D_6 := \{(t, r) \mid |r| > \int_0^t c(s) \, ds, \ 1 < t < T\}.
\]

It is easily checked that \((I_{n,1,\varepsilon})_{\varepsilon \in (0,1]} \in \mathcal{E}_M^\infty(\sum_{j=1}^3 D_j)\) for any \(\chi\), using the fact that

\[\frac{\partial^2 w_{n,1,\varepsilon}}{\partial t^2} - c_\varepsilon(t)^2 \frac{\partial^2 w_{n,1,\varepsilon}}{\partial r^2} = 0, \quad t > 0, \ r \in \mathbb{R}, \]

\[w_{n,1,\varepsilon}|_{t=0} = 0, \quad r \in \mathbb{R},\]

\[\partial_t w_{n,1,\varepsilon}|_{t=0} = \chi \partial_t w_{n,\varepsilon}|_{t=0}, \quad r \in \mathbb{R},\]

**FIG. 8.** The singular support in even space dimensions, radial cross section.
so
\[ f_{n,\varepsilon} = (\partial_t - c_0 \partial_r)w_{n,1,\varepsilon}, \]
\[ g_{n,\varepsilon} = (\partial_t + c_0 \partial_r)w_{n,1,\varepsilon} \]
satisfy the corresponding first order hyperbolic system
\[
\begin{align*}
(\partial_t + c_0 \partial_r) f_{n,\varepsilon} &= \mu_{\varepsilon}(t)(f_{n,\varepsilon} - g_{n,\varepsilon}), & t > 0, \ r \in \mathbb{R}, \\
(\partial_t - c_0 \partial_r) g_{n,\varepsilon} &= \mu_{\varepsilon}(t)(g_{n,\varepsilon} - f_{n,\varepsilon}), & t > 0, \ r \in \mathbb{R}, \\
f_{n,\varepsilon}|_{t=0} &= \chi \partial_t w_{n,1,\varepsilon}|_{t=0}, & r \in \mathbb{R}, \\
g_{n,\varepsilon}|_{t=0} &= \chi \partial_t w_{n,1,\varepsilon}|_{t=0}, & r \in \mathbb{R},
\end{align*}
\]
where \(\mu_{\varepsilon}(t) = c_1'(t)/2c_0(t)\). The supports of \(f_{n,\varepsilon}\) and \(g_{n,\varepsilon}\) are contained in the set
\[
\left\{(t, r) \mid r = \pm \int_0^t c(s) \, ds, \ t \geq 0 \right\}
\]
\[
\cup \left\{(t, r) \mid r = \pm \left(2 \int_0^1 c(s) \, ds - \int_0^t c(s) \, ds\right), \ t \geq 1 \right\}
\]
in the limit as the support of \(\chi\) shrinks to \(\{0\}\). It follows from the definitions of \(f_{n,\varepsilon}\) and \(g_{n,\varepsilon}\) that the supports of \(\partial_t w_{n,1,\varepsilon}\) and \(\partial_r w_{n,1,\varepsilon}\) are contained in the same set as the support of \(\chi\) shrinks to \(\{0\}\). This proves the indicated support property (SP).

We further observe that \(c_0(t) = c_1\) on \(K\) for \(\varepsilon \in (0, 1]\) small enough. Taking the 2\(m\)-th derivative of \(I_{n,1,\varepsilon}\) with respect to \(t\) and integrating by parts, we get, for \((t, r) \in K\) and \(\varepsilon \in (0, 1]\) small enough,
\[
\partial_t^{2m} I_{n,1,\varepsilon}(t, r) = \frac{c_1^{2m}}{\rho^{2m-1}} \int_0^1 \frac{1}{\sqrt{1 - \rho^2}} \partial_{\rho}^{2m-1}(w_{n,1,\varepsilon})_r(t, r \rho) \, d\rho
\]
\[
= \frac{(-1)^{2m-1} c_1^{2m}}{\rho^{2m-1}} \int_0^1 \left(\partial_{\rho}^{2m-1} \frac{1}{\sqrt{1 - \rho^2}}\right) (w_{n,1,\varepsilon})_r(t, r \rho) \, d\rho.
\]
Note that the integration by parts is justified, because \((w_{n,1,\varepsilon})_r(t, r \rho) = 0\) near \(\rho = 0\) and \(\rho = 1\), due to property (SP). Similarly
\[
\partial_t^{2m-1} I_{n,1,\varepsilon}(t, r) = \frac{(-1)^{2m-2} c_1^{2m-1}}{\rho^{2m-2}} \int_0^1 \left(\partial_{\rho}^{2m-2} \frac{1}{\sqrt{1 - \rho^2}}\right) (w_{n,1,\varepsilon})_t(t, r \rho) \, d\rho.
\]
Hence, for any \(\alpha \in \mathbb{N}_0\), there exists \(\kappa > 0\) such that
\[
\left\|\partial_t^\alpha I_{n,1,\varepsilon}\right\|_{L^\infty(K)} \leq \kappa \max\left\{\left\|w_{n,1,\varepsilon}\right\|_{L^\infty([0,T] \times \mathbb{R})}, \left\|\partial_tw_{n,1,\varepsilon}\right\|_{L^\infty([0,T] \times \mathbb{R})}, \left\|\partial_{t}w_{n,1,\varepsilon}\right\|_{L^\infty([0,T] \times \mathbb{R})}\right\}
\]
for sufficiently small \(\varepsilon \in (0, 1]\). Analogous estimates for the \(r\)- and mixed derivatives can be obtained. The same argument applies in the case that \(K \subset (D_4 \cup D_5 \cup D_6) \cap \{(t, r) \mid t \neq 1 + c_0/c_1, \ r \in \mathbb{R}\}\) is any fixed compact set. Therefore, taking into account finite propagation speed, we obtain that \((I_{n,1,\varepsilon})_{\varepsilon \in [0,1]} \in \mathcal{E}_M^\infty(D_4 \cup D_5 \cup D_6)\) as the support of \(\chi\) shrinks to \(\{0\}\). Thus \((I_{n,1,\varepsilon})_{\varepsilon \in [0,1]} \in \mathcal{E}_M^\infty([0,T] \times \mathbb{R} \setminus \Gamma)\) as the support of \(\chi\) shrinks to \(\{0\}\).
We finally prove that \((u_{2n,\varepsilon})_{\varepsilon \in (0,1]} \in \mathcal{E}^\infty_M([0,T] \times \mathbb{R} \setminus \Gamma')\) with \(\Gamma'\) given by

\[
\Gamma' := \left\{(t,r) \mid t = 1, \ |r| \leq \int_0^{t_1} c(s) \, ds \right\}
\cup \left\{(t,r) \mid |r| = \int_0^t c(s) \, ds, \ 0 \leq t \leq T \right\}
\cup \left\{(t,r) \mid |r| = 2 \int_0^t c(s) \, ds - 2 \int_0^t c(s) \, ds, \ 1 \leq t \leq T \right\}.
\]

This means that assertion (4.38) holds. From the first equation of problem (4.39), we have

\[
-\frac{1}{r} \partial_r v_{n,\varepsilon}(t,r) = -\frac{\partial^2_r v_{n,\varepsilon}(t,r) - c_\varepsilon(t)^2 \partial^2_r v_{n,\varepsilon}(t,r)}{c_\varepsilon(t)^2}.
\]

Note that, on every compact subset outside \(\{(t,r) \mid t = 1, \ r \in \mathbb{R}\}\), \(c_\varepsilon(t) = c\), when \(\varepsilon > 0\) is small enough. Therefore \(((1/r) \partial_r v_{n,\varepsilon})_{\varepsilon \in (0,1]} \in \mathcal{E}^\infty_M([0,T] \times \mathbb{R} \setminus \Gamma)\). A direct calculation shows that \((1/r) \partial_r v_{n,\varepsilon}\) satisfies the first equation in problem (4.37) with \(d = 4\). Thus we get

\[
\left(-\frac{1}{r} \partial_r\right)^2 v_{n,\varepsilon} = \frac{\partial^2_r ((1/r) \partial_r v_{n,\varepsilon}) - c_\varepsilon(t)^2 \partial^2_r ((1/r) \partial_r v_{n,\varepsilon})}{3c_\varepsilon(t)^2},
\]

so \(((1/r) \partial_r v_{n,\varepsilon})_{\varepsilon \in (0,1]} \in \mathcal{E}^\infty_M([0,T] \times \mathbb{R} \setminus \Gamma)\). By induction, we see that \((u_{2n,\varepsilon})_{\varepsilon \in (0,1]} = ((1/r) \partial_r v_{n,\varepsilon})_{\varepsilon \in (0,1]} \in \mathcal{E}^\infty_M([0,T] \times \mathbb{R} \setminus \Gamma)\) for any \(n \in \mathbb{N}\). In addition, by finite propagation speed,

\[
(u_{2n,\varepsilon})_{\varepsilon \in (0,1]} \in \mathcal{N}\left(\left\{(t,r) \mid |r| > \int_0^t c(s) \, ds, \ 0 \leq t \leq T \right\}\right).
\]

Thus \((u_{2n,\varepsilon})_{\varepsilon \in (0,1]} \in \mathcal{E}^\infty_M([0,T] \times \mathbb{R} \setminus \Gamma')\) for any \(n \in \mathbb{N}\). The proof of Theorem 4.10 is now complete. 

**Remark 8.** If the coefficient \(c(t) = c_0 + (c_1 - c_0)H(t-1)\) is regularized in such a way that the corresponding element \(C \in \mathcal{G}_\infty^{\infty}(\mathbb{R})\) is \(\mathcal{G}^\infty\)-regular on \(\mathbb{R}\), then as in the one-dimensional case, one can show that

\[
\text{sing supp}_{\mathcal{G}^\infty} U = \left\{(t,x) \mid |x| = \int_0^t c(s) \, ds, \ 0 \leq t \leq T \right\}
\]

in any space dimension.

**5. Appendix: Associated distributions.** In case the initial data and the coefficients are sufficiently smooth, hyperbolic equations and systems possess classical or distributional solutions. In numerous such situations it has been verified that the Colombeau solution admits the classical solution as associated distribution. This is generally the case when the coefficients are \(C^\infty\)-smooth (see e.g. [31, 34]). An instance with merely \(L^\infty\)-coefficients is the linearized Euler system of isentropic gas dynamics, in which the association result has been proven in [18, 33]. For the one dimensional wave equation with a coefficient depending on time only and suffering a jump, i.e., problem (4.20), the Colombeau solution was shown to be associated with the piecewise distributional solution for arbitrary distributions as initial data in [8].
If the coefficients are piecewise constant with a jump across a smooth hyperplane in space, the problem may be considered classically as a transmission problem. The one-dimensional problem

\[(5.1)\]
\[a(x)\partial_t^2 z(t, x) - \partial_x (b(x)\partial_x z(t, x)) = 0\]

with initial conditions

\[(5.2)\]
\[z(0, x) = z_0(x), \quad \partial_t z(0, x) = z_1(x)\]

has been treated in [18], assuming that \(a\) and \(b\) are strictly positive and piecewise constant with a jump at \(x = 0\). Viewing (5.1) as a transmission problem across \(x = 0\), and assuming that \(z_0\) is continuously differentiable and \(z_1\) is continuous, there is a unique distributional solution \(z \in \mathcal{D}'(\mathbb{R}^2)\), the classical connected solution, characterized by the following properties:
- \(z\) is a distributional solution to (5.1) on the open half planes \(\{x < 0\}\) and \(\{x > 0\}\);
- \(z \in C([0, \infty) \times \mathbb{R})\) and \(z(0, \cdot) = z_0;\)
- \(\frac{\partial}{\partial t} z \in C([0, \infty) \times \mathbb{R})\) and \(\frac{\partial}{\partial t} z(0, \cdot) = z_1;\)
- the function \(x \to b(x)\frac{\partial}{\partial x} z(t, x)\) is continuous for almost all \(t \geq 0\).

A Colombeau solution \(Z \in \mathcal{G}(\mathbb{R}^2)\) can be constructed corresponding to initial data \(\iota(z_0), \iota(z_1),\) with suitable interpretations of \(a(x), b(x)\) as elements \(A, B\) of \(\mathcal{G}(\mathbb{R})\). It was shown in [18] that the Colombeau solution \(Z \in \mathcal{G}(\mathbb{R}^2)\) admits the classical connected solution \(z\) as associated distribution. The problem (3.9) is a special case of (5.1).

It is the purpose of this appendix to compute the classical connected solution, to extend the calculation to delta functions as initial data, to show that the Colombeau solution is associated with the distributional solution in this case as well, and to verify that the location of the singular support of the associated distribution coincides with the \(\mathcal{G}^\infty\)-singular support computed in Theorem 4.1. We begin by computing the classical connected solution to the transmission problem

\[(5.3)\]
\[\partial_t^2 u(t, x) - c(x)^2 \partial_x^2 u(t, x) = 0, \quad t > 0, \quad x \in \mathbb{R}, \quad x \neq 0,\]
\[u(0, x) = u_0(x), \quad \partial_t u(0, x) = u_1(x), \quad x \in \mathbb{R}\]

where

\[c(x) = \begin{cases} 
  c_-, & x < 0, \\
  c_+, & x > 0
\end{cases}\]

and both \(c_-\) and \(c_+\) are strictly positive. As noted above, the classical transmission conditions at \(x = 0\) are
- \(u\) is continuous across \(x = 0\) and
- \(\partial_x u\) is continuous across \(x = 0\).

The first condition entails that also \(\partial_t u\) is continuous across \(x = 0\). We introduce

\[v = (\partial_t - c\partial_x)u, \quad w = (\partial_t + c\partial_x)u,\]

\[v_0(x) = u_1(x) - c(x)u_0'(x), \quad w_0(x) = u_1(x) + c(x)u_0'(x)\]
and rewrite equation (5.3) on either side of the line \( x = 0 \) as the system

\[
\begin{align*}
(\partial_t + c \partial_x)v &= 0 \\
(\partial_t - c \partial_x)w &= 0 \\
v(0, x) &= v_0(x), \ w(0, x) = w_0(x)
\end{align*}
\]  
(5.4)

where \( c = c_+ \) for \( x > 0 \) and \( c = c_- \) for \( x < 0 \). Note that we can recover

\[
\partial_t u = \frac{1}{2}(v + w), \quad \partial_x u = \frac{1}{2c}(w - v),
\]

\[
u(t, x) = u_0(x) + \int_0^t \partial_t u(s, x) \, ds.
\]

We shall use the suffix \( \pm \) to indicate parts of the solution on \( x < 0 \) and on \( x > 0 \).

Consider the regions displayed in Figure 9, which are separated by the lines \( x = -c_- t, \ x = 0, \ x = c_+ t \) (plotted with \( c_- = 1, \ c_+ = 2 \)).

\[
\begin{array}{c}
\text{(I)} \\
\text{(II)} \\
\text{(III)} \\
\text{(IV)}
\end{array}
\]

Fig. 9. Regions of the classical transmission problem.

Clearly,

\[
\begin{align*}
v_-(t, x) &= v_0(x - c_- t) \text{ in regions (I) and (II)}, \\
v_+(t, x) &= v_0(x - c_+ t) \text{ in region (IV)}, \\
w_+(t, x) &= w_0(x + c_+ t) \text{ in regions (III) and (IV)}, \\
w_-(t, x) &= w_0(x + c_- t) \text{ in region (I)}.
\end{align*}
\]

It remains to determine \( v_+ \) in region (III) and \( w_- \) in region (II). To this end we recall that \( \frac{1}{2}(v + w) \) and \( \frac{1}{2c}(w - v) \) should not jump across \( x = 0 \). This yields

\[
\begin{align*}
v_+ + w_+ &= v_- + w_- \\
\frac{1}{c_+}(w_+ - v_+) &= \frac{1}{c_-}(w_- - v_-)
\end{align*}
\]

along \( x = 0 \). Solving this linear system of equations results in

\[
\begin{align*}
v_+ &= \frac{2c_+}{c_+ + c_-} v_- + \frac{c_- - c_+}{c_+ + c_-} w_+, \\
w_- &= \frac{2c_-}{c_+ + c_-} w_+ + \frac{c_+ - c_-}{c_+ + c_-} v_-
\end{align*}
\]

Together with the known formulas \( v_-(t, x) = v_0(x - c_- t) \) in region (II), \( w_+(t, x) = w_0(x + c_+ t) \) in region (III), we get

\[v_+(t, 0) = \frac{2c_+}{c_+ + c_-} v_0(-c_- t) + \frac{c_- - c_+}{c_+ + c_-} w_0(c_+ t),\]
Propagating the boundary information along characteristic lines, we obtain

\[ v(t,x) = v_+ \left( t - \frac{x}{c_+}, 0 \right) \quad \text{for} \quad (t,x) \in \text{region (III)}, \]

\[ w(t,x) = w_- \left( t + \frac{x}{c_-}, 0 \right) \quad \text{for} \quad (t,x) \in \text{region (II)}. \]

Collecting terms, we arrive at the following solution.

In region (I):

\[ v(t,x) = v_0(x - c_- t), \quad w(t,x) = w_0(x + c_- t); \]

in region (II):

\[ v(t,x) = v_0(x - c_- t), \quad w(t,x) = \frac{2c_-}{c_+ + c_-} v_0 \left( \frac{c_+}{c_-} (x + c_- t) \right) + \frac{c_+ - c_-}{c_+ + c_-} v_0(-x - c_- t); \]

in region (III):

\[ v(t,x) = \frac{2c_+}{c_+ + c_-} v_0 \left( \frac{c_-}{c_+} (x - c_+ t) \right) + \frac{c_+ - c_-}{c_+ + c_-} v_0(c_+ t - x), \]

\[ w(t,x) = w_0(x + c_+ t); \]

in region (IV):

\[ v(t,x) = v_0(x - c_+ t), \quad w(t,x) = w_0(x + c_+ t). \]

Finally, the solution \( u \) to (5.3) is obtained by integrating \( \frac{1}{2} (v + w) \) with respect to \( t \).

As a first consequence of the solution formula, we see that \( w \) is not necessarily continuous across the line \( x + c_- t = 0 \), separating regions (I) and (II), and \( v \) is not necessarily continuous across the line \( x - c_+ t = 0 \), separating regions (III) and (IV). This shows the singularities emanating from the origin due to lack of compatibility conditions of the initial data with the jump data.

As a second consequence, we can demonstrate the existence of a reflected singularity by taking data

\[ v_0(x) = w_0(x) = \delta(x + 1), \]

corresponding to delta function initial data \( u_1(x) = \delta(x + 1), \quad u_0(x) = 0 \). In this case, the transmission condition has to be understood in the sense of limits as \( x \to \pm 0 \) in \( \mathcal{D}'(0, \infty) \) (functions of \( x \) with values in the space of distributions with respect to \( t \)). Similarly, the initial data are taken in the sense of \( C([0, \infty) : \mathcal{D}'(\mathbb{R})) \). We obtain the solution

\[ v(t,x) = \delta(x - c_- t + 1), \quad w(t,x) = \delta(x + c_- t + 1) + \frac{c_+ - c_-}{c_+ + c_-} \delta(-x - c_- t + 1) \]

for \( x < 0 \), containing the reflected singularity, and

\[ v(t,x) = \frac{2c_+}{c_+ + c_-} \delta \left( \frac{c_-}{c_+} (x - c_+ t) + 1 \right), \quad w(t,x) = 0 \]
for $x > 0$, containing the transmitted singularity. The geometry is depicted in Figure 10 (with $c_- = 1$, $c_+ = 2$).

By inspection, one verifies that $v + w$ and $(w - v)/c$ are continuous maps of $x$ with values in $\mathcal{D}'(0, \infty)$, as required. Further, we find that

$$u(t, x) = \frac{1}{2} \int_0^t (v(s, x) + w(s, x)) \, ds$$

for $x < 0$. On the other hand,

$$\delta \left( \frac{c_-}{c_+} (x - c_+ t) + 1 \right) = \frac{c_-}{c_+} \delta (x - c_+ t + \frac{c_+}{c_-})$$

so that

$$u(t, x) = \frac{1}{2c_-} \cdot \frac{2c_+}{c_+ + c_-} H(-x + c_+ t - \frac{c_+}{c_-})$$

for $x > 0$. In the sector above $t = 1$, $u(t, x)$ has the common value $\frac{c_+}{c_-} (c_+ + c_-)$ on either side of $x = 0$.

It remains to be shown that the Colombeau solution $U \in \mathcal{G}([0, \infty) \times \mathbb{R})$ with initial data $U_0 = 0$, $U_1 = \iota(\delta(\cdot + 1))$ is associated with the distributional solution $u(t, x)$ computed above. In fact, the problem can be reduced to (5.1) with $a(x) = 1/c(x)^2$, $b(x) = 1$ and initial data $z_0(x) = 0$, $z_1(x) = (x + 1)H(x + 1)a_-$ with $a_- = 1/c^2$, more precisely, its Colombeau version

$$A \partial_t^2 Z - \partial_x^2 Z = 0 \quad \text{in } \mathcal{G}([0, \infty) \times \mathbb{R}),$$

$$Z|_{t=0} = 0, \quad \partial_t Z|_{t=0} = \iota(z_1) \quad \text{in } \mathcal{G}(\mathbb{R})$$

with $A = \iota(a)$. Indeed, differentiating this equation twice with respect to $t$ shows that $U = \partial_t^2 Z$ satisfies the same equation, but with initial data

$$U|_{t=0} = \partial_t^2 Z|_{t=0} = 0,$$

$$\partial_t U|_{t=0} = \partial_t (\partial_t^2 Z|_{t=0}) = \frac{1}{A} \partial_x^2 \iota(z_1) = \iota(\delta(\cdot + 1)).$$

Here we have used the fact that $\text{supp } \iota(\delta(\cdot + 1)) = \{-1\}$ and that $A$ is constant (equal to $a_-$) there. Since $z_1(x) = (x + 1)H(x + 1)a_-$ is continuous, the quoted result from
can be applied to the classical connected solution, showing that it is the associated distribution corresponding to \( Z \). Hence \( U = \partial^2_t Z \) is associated with the second time derivative of the classical connected solution, which equals the function \( u(t, x) \) just computed, as can be verified by direct calculation.
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