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Abstract

We study gravitational particle production of the massive spin-$3/2$ Rarita-Schwinger field, and its close relative, the gravitino, in FRW cosmological spacetimes. For masses lighter than the value of the Hubble expansion rate after inflation, $m_{3/2} \lesssim H$, we find catastrophic gravitational particle production, wherein the number of gravitationally produced particles is divergent, caused by a transient vanishing of the helicity-$1/2$ gravitino sound speed. In contrast with the conventional gravitino problem, the spectrum of produced particles is dominated by those with momentum at the UV cutoff. This suggests a breakdown of effective field theory, which might be cured by new degrees of freedom that emerge in the UV. We study the UV completion of the Rarita-Schwinger field, namely $\mathcal{N} = 1$, $d = 4$, supergravity. We reproduce known results for models with a single superfield and models with an arbitrary number of chiral superfields, find a simple geometric expression for the sound speed in the latter case, and extend this to include nilpotent constrained superfields and orthogonal constrained superfields. We find supergravity models where the catastrophe is cured and models where it persists. Insofar as quantizing the gravitino is tantamount to quantizing gravity, as is the case in any UV completion of supergravity, the models exhibiting catastrophic production are prime examples of 4-dimensional effective field theories that become inconsistent when gravity is quantized, suggesting a possible link to the Swampland program. We propose the Gravitino Swampland Conjecture, which is consistent with and indeed follows from the KKLT and Large Volume scenarios for moduli stabilization in string theory.
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1 Introduction

Gravitational particle production (GPP) is ubiquitous in quantum field theories in curved spacetime. In a cosmological context GPP was first noted by Erwin Schrödinger in 1939 [1]. In a modern context, gravitational particle production has risen to prominence as a mechanism to produce the observed dark matter density, beginning with early work on heavy scalar fields [2–8], and later extended to spin-1/2 [9–11], spin-1 [9–12], spin-3/2 [13–17], spin-2 [18], and spin-s (s > 2) fields [19]. A gravitational origin of dark matter is particularly compelling given the dearth of evidence for the interactions between dark matter and the Standard Model of particle physics upon which conventional WIMP models are premised.

More generally, early universe inflationary cosmology has risen to the fore of particle physics, in particular, under the banner of Cosmological Collider Physics [20–22], and the Cosmological Bootstrap Program [23–25], with the hope that one may use the cosmic microwave background non-Gaussianity as a particle detector [21, 26, 27, 27, 28]. Complementary to this, reheating as Cosmological Heavy Ion Collider [29], namely, reheating as a playground in which to study thermalization in quantum field theory, has seen a recent resurgence [29–35], as has reheating as a testing ground for Higgs physics [36]. With the rise of cosmology as a particle physics laboratory, it is natural to continue the study of gravitational particle production and of inflation as a particle factory; the B-factory to the Cosmological Collider’s LHC. Many very recent works have proceeded along these lines.

Parallel to the developments in particle cosmology have been many developments in string theory and supergravity. Gravitational production of spin-3/2 particles was examined in detail two decades ago by several groups [13–17]. Since then, relatively little attention has been paid to this question (with exception of [37–40]). Meanwhile, string theory saw the advent of stabilized flux compactifications [41–43] and the string landscape [44, 45]. These string theory setups have very recently made contact with models of supergravity, with the anti-D3 brane of KKLT encapsulated by a nilpotent constrained superfield [46–50]. With all these developments, it is well past due to re-examine the gravitational production of gravitinos in the early universe.

In this work we study in detail the dynamics of massive spin-3/2 fields in cosmological spacetimes. The massive spin-3/2 carries within it a helicity-1/2 state and a helicity-3/2 state, which enjoy decoupled equations of motion. The former has a sound speed $c^2_s$ which in general differs from 1, and can vanish if $m_{3/2} \lesssim H$ (here $m_{3/2}$ is the mass of the spin-3/2 field). We compute the gravitational particle production of these fields in a background cosmology generated by an oscillating scalar field, and find that for $m_{3/2} \lesssim H$ there is a production of particles with arbitrarily high-$k$. That the spectrum is dominated by modes in the deep UV (including at the cutoff of the effective field theory) is in stark contrast with the conventional gravitino problem [51, 52]. We thus refer to this phenomenon as “catastrophic particle production.”

One might hope that supergravity cures this instability. We demonstrate this is not always the case: there are a plethora of supergravity models that exhibit this instability and a plethora that do not. Indeed, the catastrophic production we study in detail here was first observed in the context of a supergravity model by Hasegawa et al. [39]. We demonstrate that a generic result in supergravity is a sound speed $c^2_s$ that differs from 1; this was shown long ago [14, 17], and has been referred to in the literature as a “slow gravitino” [53–55]. Whether the sound speed ever vanishes, $c^2_s = 0$, is dependent on details of the model, such as the precise form
of the superpotential and Kähler potential. We derive a simple expression for the gravitino sound speed in supergravity models with an arbitrary number of chiral superfields, and find a simple geometric interpretation of slow gravitinos in terms of an angle in field space. We find for the sound speed of the helicity-1/2 state of gravitinos

\[ c_s^2 = 1 - \frac{4|\vec{\dot{\Phi}}|^2|\vec{F}|^2}{(|\vec{\dot{\Phi}}|^2 + |\vec{F}|^2)^2} \left(1 - \cos^2(\theta)\right), \]

(1.1)

where \( \theta \) is the angle between the field-space vector of the cosmological evolution, \( \vec{\dot{\Phi}} \), and the \( F \)-term vector \( \vec{F} \). This matches Bastero-Gil and Mazumdar [17], and provides a simple geometric interpretation: The sound speed vanishes whenever \( |\vec{\dot{\Phi}}| = |\vec{F}| \) and \( \cos(\theta) = 0 \). We show this applies also in models of constrained nilpotent superfields, and with a small modification, to models of orthogonal constrained superfields. In all these cases, we find models and parameter choices which exhibit catastrophic particle production, and models which do not. We give an example of a toy model which interpolates between these two regimes. Note that the additional fermionic degrees of freedom in supergravity, which allow the helicity-1/2 gravitino to decay, and the identification of the gravitino as a linear combination of spin-1/2 fermions that may change with time, does not ameliorate the breakdown of effective field theory that defines catastrophic production. This is in contrast with the conventional gravitino problem (for example [56]), where the EFT is valid at all times (unlike the catastrophe), and where the changing identity of the gravitino can significantly ameliorate the problem [57, 58] (see also [59] in the context of orthogonal constrained superfield supergravity models).

In summary, we find that quantization of the gravitino leads to an instability in certain quantum field theories, such as the Rarita-Schwinger model, which, at the classical level, appear to be perfectly well behaved. In the context of supergravity, at energy scales above the supersymmetry breaking scale there is no distinction between a graviton and a gravitino, the two being related by a linear supersymmetry transformation. Thus, the instabilities found here are no less severe than any that emerge from quantizing gravity. The study of apparently consistent field theories which become inconsistent when embedded in quantum gravity, and hence cannot be completed into quantum gravity in the ultraviolet, is known as the Swampland Program [60] (for a review, see [61, 62]). With this in mind, we propose the Gravitino Swampland Conjecture. The conjecture is given in Sec. 6 and elaborated upon in a separate article [63].

The structure of this paper is as follows: In Sec. 2 we review the Rarita-Schwinger theory of a massive spin-3/2 field in flat space. In Sec. 3 we generalize this to an FRW space, and derive the equations of motion for a massive spin-3/2 field with a general time-dependent mass. In Sec. 4 we numerically compute the gravitational particle production of a constant-mass spin-3/2 field, and find catastrophic particle production of helicity-1/2 particles in the case that \( m_{3/2} \lesssim H_e \), where \( H_e \) is the Hubble parameter at the end of inflation. In Sec. 5 we consider a variety of supergravity models, and observe cases where there are, and cases where there are not, catastrophic particle production. Motivated by this, in Sec. 6 we propose the Gravitino Swampland Conjecture. We conclude in Sec. 7 with a discussion of directions for future work. There are three appendices. Appendix A is a brief discussion of frame fields used to promote the Minkowski-space field theory to curved space. Appendix B discusses how to extract the helicity components from the vector-spinor \( \psi_\mu \). A final Appendix C reviews the salient features of supergravity we employ to study GPP.

Conventions. We adopt the Landau-Lifshitz timelike conventions [64] for the signature of the metric.
(sign[η_{00}] = +1 where η_{μν} is the Minkowski metric), the Riemann curvature tensor (R^{ρ}_{σμρ} = +∂_{ρ}Γ^{ρ}_{μσ}⋯), and the sign of the Einstein tensor G_{μσ} = +8πG_{N}T_{μσ}. To translate these conventions to other conventions, see the introductory material in Misner, Thorne, and Wheeler [65]. Our sign conventions correspond to (−, +, +) in their table.

2 Rarita–Schwinger in Minkowski spacetime

Two useful references for this section are Giudice, Riotto, and Tkachev [15] and Kallosh, Kofman, Linde, and Van Proeyen [13]. In the discussion we hew closer to the Giudice et al. treatment.

The relativistic quantum theory of spin-3/2 particles was constructed in 1941 by Rarita and Schwinger [66]. The Rarita-Schwinger field ψ_{μ}(x) is a “vector-spinor” resulting from the direct product of the (1/2, 1/2) vector representation of the Lorentz group and the (1/2, 0)⊕(0, 1/2) representation of the Lorentz group for a Dirac spinor, resulting in the reducible representation

\[(1/2, 1/2) \otimes [(1/2, 0) \oplus (0, 1/2)] = \{(1/2, 1) \oplus (1/2, 0) \oplus (1, 1/2) \oplus (0, 1/2)\}. \tag{2.1}\]

The (1/2, 1) ⊕ (1/2, 1/2) reducible representation, corresponding to a spin-3/2 Rarita-Schwinger field, can be further decomposed into irreducible representations corresponding to the ±\frac{3}{2} and ±\frac{1}{2} helicity states. One may additionally impose a reality, i.e., Majorana, condition on ψ_{μ}(x). This choice finds a natural home in supergravity, since the number of degrees of freedom of a massless Majorana ψ_{μ} then matches that of the metric. In what follows we treat ψ_{μ}(x) as Dirac and impose a Majorana condition only when explicitly stated.

The properties of the Rarita-Schwinger field of mass m in Minkowski space are derived from the action

\[S[ψ_{μ}, \bar{ψ}_{μ}] = \int d^{4}x \left[ \frac{i}{2} \bar{ψ}_{μ} \gamma^{μρν}(∂_{ρ}ψ_{ν}) - \frac{i}{2} (∂_{μ} \bar{ψ}_{μ}) \right. \gamma^{μρν}ψ_{ν} + 2m \bar{ψ}_{μ} Σ^{μν}ψ_{ν} \] \tag{2.2}\]

where Σ^{μν} ≡ \frac{1}{2} γ^{μν} = \frac{1}{2} γ[μγν] = \frac{1}{4}(γ^{μ}γ^{ν} - γ^{ν}γ^{μ}) = \frac{1}{4}(γ^{μ}, γ^{ν}); and γ^{μν} = γ[μγργν] = \frac{1}{2}(γ^{μ}γ^{ρ}γ^{ν} - γ^{ν}γ^{ρ}γ^{μ}). There are several equivalent forms for the action. The first two are

\[S[ψ_{μ}, \bar{ψ}_{μ}] = \int d^{4}x \left[ i \bar{ψ}_{μ} γ^{μρσ}(∂_{ρ}ψ_{σ}) + 2m \bar{ψ}_{μ} Σ^{μσ}ψ_{σ} \right] = \int d^{4}x \left[ -i (∂_{ρ} \bar{ψ}_{μ}) γ^{μρσ}ψ_{σ} + 2m \bar{ψ}_{μ} Σ^{μσ}ψ_{σ} \right], \tag{2.3}\]

where in both expressions we have discarded a surface term resulting from integration by parts which will not contribute to the equation of motion. In a manner reminiscent of the case for vectors, the μ = 0 component of ψ_{μ} is not dynamical, i.e., ∂_{0}ψ_{0} does not appear in the action. The third form of the action makes use of the identity

\[γ^{μνσ} = -ie^{μνσ}γ^{5}γ_{σ}, \tag{2.4}\]

where ε^{μνσ} is the Levi-Civita symbol with convention ε^{0123} = +1. Using this, the action can be written in the modern form

\[S[ψ_{μ}, \bar{ψ}_{μ}] = \int d^{4}x \left[ e^{μνσ} \bar{ψ}_{μ} γ^{5}γ_{σ}(∂_{ρ}ψ_{ν}) + 2m \bar{ψ}_{μ} Σ^{μν}ψ_{ν} \right] \tag{2.5a}\]

\[= \int d^{4}x \left[ -e^{μνσ}(∂_{ρ}ψ_{μ}) γ^{5}γ_{σ}ψ_{ν} + 2m \bar{ψ}_{μ} Σ^{μν}ψ_{ν} \right]. \tag{2.5b}\]
Writing the action in this form makes transparent that $\psi_0$ is not a dynamical degree of freedom since the term proportional to $\partial_0 \psi_0$ vanishes by action of the Levi-Civita symbol.

Variation of the action (2.3) with respect to $\psi_\mu$ and $\bar{\psi}_\mu$ yield the field equations

\begin{align}
  i\gamma^{\mu\nu} (\partial_\nu \psi_\mu) + 2m \Sigma^{\mu\nu} \psi_\nu &= \epsilon^{\mu\sigma\rho\nu} \gamma^5 \gamma_\sigma (\partial_\rho \psi_\nu) + 2m \Sigma^{\mu\nu} \psi_\nu = 0 \quad \text{(2.6a)} \\
  -i(\partial_\mu \bar{\psi}_\nu) \gamma^{\mu\nu} + 2m \bar{\psi}_\mu \Sigma^{\mu\nu} &= -\epsilon^{\mu\sigma\rho\nu} (\partial_\rho \bar{\psi}_\mu) \gamma^5 \gamma_\sigma + 2m \bar{\psi}_\mu \Sigma^{\mu\nu} = 0 \quad \text{(2.6b)}
\end{align}

The next step is to find the two constraint equations. They are found from operations on Eq. (2.6a):

\begin{align}
  \gamma_\mu \cdot [i\gamma^{\mu\nu} (\partial_\nu \psi_\mu) + 2m \Sigma^{\mu\nu} \psi_\nu] &= 2i (\gamma^\mu \gamma^\nu \partial_\mu \psi_\nu - \eta^{\mu\nu} \partial_\mu \psi_\nu) + 3m \gamma^\mu \psi_\mu = 0 \quad \text{(2.7a)} \\
  \partial_\mu \cdot [i\gamma^{\mu\nu} (\partial_\rho \psi_\nu) + 2m \Sigma^{\mu\nu} \psi_\nu] &= m (\gamma^\mu \gamma^\nu \partial_\mu \psi_\nu - \eta^{\mu\nu} \partial_\mu \psi_\nu) = 0 \quad \text{(2.7b)}
\end{align}

For $m \neq 0$ the constraint equations can be expressed as

\begin{align}
  \gamma^\mu \psi_\mu = 0 \quad \text{and} \quad \eta^{\mu\nu} \partial_\mu \psi_\nu = 0 \quad \text{(2.8)}
\end{align}

Enforcing these two constraints in Eq. (2.6a), after tedious manipulation of $\gamma$-matrices, leads to

\begin{align}
  i\gamma^0 \partial_0 \psi_\mu - m \psi_\mu = 0 \quad \text{(2.9)}
\end{align}

Thus, in Minkowski space the field equation for the spin-3/2 field $\psi_\nu$ is simply four copies of the Dirac equation labeled by the spacetime index $\nu$. The difference is that the original four components of $\psi_\nu$ are reduced to two physical components because of the constraint equations (2.8).

We will remove the nondynamical degrees of freedom after an expansion of the field into Fourier modes:

\begin{align}
  \psi_\mu(t, \vec{x}) = \int \frac{d^3k}{(2\pi)^3} \psi_{\mu, k}(t) e^{ik \cdot x} \quad \text{(2.10)}
\end{align}

Consider a single Fourier mode for which we choose $k$ along the third axis: $k = (0, 0, k_z)$, i.e., $k_z \equiv k^3$. From Eqs. (2.9) and (2.10), the equation of motion for that Fourier mode is

\begin{align}
  i\gamma^0 \partial_0 \psi_{\mu, k} - \gamma^3 k_z \psi_{\mu, k} - m \psi_{\mu, k} = 0 \quad \text{(2.11)}
\end{align}

The first constraint from Eq. (2.8), $\gamma^\mu \psi_\mu = 0$, can be used to express $\psi_{0, k} = -\gamma^0 \gamma^i \psi_{i, k}$. Using $\partial_0 \psi_{0, k}$ from the 0-th component of the equation of motion, we can solve the second constraint equation for $\psi_{3, k}$. The constraint equations imply for the Fourier modes

\begin{align}
  \gamma^0 \psi_{0, k} = -\gamma^i \psi_{i, k} \\
  \psi_{3, k} = \left(\frac{k_z}{m} + \gamma^3 \right) \left(\gamma^1 \psi_{1, k} + \gamma^2 \psi_{2, k}\right) \quad \text{(2.12)}
\end{align}

The four spinor fields $\psi_0, \ldots, \psi_3$ separately obey the Dirac equation with canonically normalized kinetic terms. However, they are not independent as there are two constraint equations. In Appendix B we discuss the construction of two orthogonal combinations of $\psi_0, \ldots, \psi_3$ that are helicity eigenstates, have correctly normalized
The fields \( \psi_{3/2,k} \) and \( \psi_{1/2,k} \) are constructed from helicity projections, have canonical kinetic terms, are orthogonal, and obey the Dirac equation (see Appendix B).

Using Eq. (2.13) and the constraint equations we can also express the four fields \( \psi_{\mu,k} \) in terms of the two independent fields \( \psi_{1/2,k} \) and \( \psi_{3/2,k} \):

\[
\begin{align*}
\gamma^0 \psi_{0,k} &= -\frac{2}{\sqrt{6}} \frac{k_z}{m} \gamma^3 \gamma^1 \psi_{1/2,k} \\
\gamma^1 \psi_{1,k} &= \frac{1}{\sqrt{6}} \gamma^1 \psi_{1/2,k} + \frac{1}{\sqrt{2}} \gamma^1 \psi_{3/2,k} \\
\gamma^2 \psi_{2,k} &= \frac{1}{\sqrt{6}} \gamma^1 \psi_{1/2,k} - \frac{1}{\sqrt{2}} \gamma^1 \psi_{3/2,k} \\
\gamma^3 \psi_{3,k} &= \frac{2}{\sqrt{6}} \frac{k_z}{m} \gamma^3 \gamma^1 \psi_{1/2,k} - \frac{2}{\sqrt{6}} \gamma^1 \psi_{1/2,k}.
\end{align*}
\]

The equations of motion for \( \psi_{1/2,k} \) and \( \psi_{3/2,k} \) can be found from the equations of motion for \( \psi_{\mu,k} \):

\[
\begin{align*}
(i \gamma^0 \partial_0 - k_z \gamma^3 - m) \psi_{1/2,k} &= 0 \\
(i \gamma^0 \partial_0 - k_z \gamma^3 - m) \psi_{3/2,k} &= 0.
\end{align*}
\]

So the \( \psi_{1/2,k} \) and \( \psi_{3/2,k} \) are, as advertised, independent states which satisfy the same equation of motion as an ordinary Dirac field, and the quantization can proceed as in the Dirac fermion case. In deriving Eq. (2.15) we have assumed \( k = k_z \hat{z} \). The obvious rotationally-invariant mode equation would be to replace \( k_z \gamma^3 \) in Eq. (2.15) by \( k \cdot \gamma \).

## 3 Rarita-Schwinger in a Friedmann–Robertson–Walker background

The quantum field theory in curved spacetime is discussed in many excellent reviews and textbooks; see for instance Freedman and Van Proeyen [67]. As a specific application, the phenomenon of gravitational particle production applied to a massive gravitino during inflation is discussed in early work [13, 15, 16], and see also more recent articles [37–39].

### 3.1 Action and field equations

In a curved spacetime the Rarita-Schwinger action from Eq. (2.2) generalizes to

\[
S[\Psi_{\mu}(x), \bar{\Psi}_{\mu}(x), e^\beta(x)] = \int d^4x \sqrt{-g} \left[ \frac{i}{2} \bar{\Psi}_{\mu} \gamma^\mu \bar{\gamma} \nabla_\mu \Psi_{\nu} - \frac{i}{2} (\nabla_\mu \bar{\Psi}_{\mu}) \gamma^\mu \bar{\gamma} \Psi_{\nu} + 2m \bar{\Psi}_{\mu} \Sigma^{\mu\nu} \Psi_{\nu} \right].
\]

\footnote{The derivation in Appendix B departs from Giudice et al. [15], but the final results are the same.}
Varying the action with respect to $\bar{\Psi}_\mu$ and $\Psi_\mu$ yields the field equations
\[ i\gamma^{\mu\rho\sigma} \nabla_\rho \bar{\Psi}_\sigma + 2m \Sigma^{\mu\sigma} \Psi_\sigma = 0 \quad \text{and} \quad i\nabla_\rho \bar{\Psi}_\mu \gamma^{\mu\rho\sigma} - 2m \bar{\Psi}_\mu \Sigma^{\mu\sigma} = 0 . \] (3.2)

Here we work in the frame-field formalism; see Appendix A for a brief review. The frame field is denoted by $e_\alpha^\mu(x)$ where the first index is raised/lowered by the Minkowski metric $\eta_{\alpha\beta}$ and the second index by the spacetime metric $g_{\mu\nu}$. Gamma matrices become local objects, $\gamma^\mu(x) = e_\alpha^\mu(x) \gamma^\alpha$, while $\gamma^\alpha$ obeys the Clifford algebra in Minkowski space. The Dirac conjugate of $\Psi_\mu$ and $\bar{\Psi}_\mu$ are given by
\[ \bar{\Psi}^\dagger_\mu = \bar{\Psi}_\mu^* = \bar{\Psi}_\mu^T = \bar{\Psi}_\mu^\dagger = \bar{\Psi}_\mu \gamma^0 . \]

The covariant derivatives are given by $\nabla_\mu \Psi_\nu = \partial_\mu \Psi_\nu + \Gamma_\mu^\rho_\nu \Psi_\rho$ and $\nabla_\nu \bar{\Psi}_\mu = \partial_\nu \bar{\Psi}_\mu - \bar{\Psi}_\mu \Gamma_\mu^\rho_\nu$ where $\Gamma_\mu(x)$ is the spin connection, and see Appendix A for an explicit expression. We assume that $\Psi_\mu$ is minimally coupled to gravity, but we suppose that it may also interact with other fields, and in this background the mass parameter may develop a time-dependence $m = m(\eta)$, where $\eta$ is conformal time defined by $d\eta = dt/a$. For example, in Sec. 5 we will show that this can happen when the spin-3/2 field is embedded into theories of supergravity as the gravitino.

Specifying to the FRW background, the frame-field components and spin connection are given by
\[ e_0^0 = a(\eta), \quad e_{ij}^0 = a(\eta) \delta_{ij}, \quad e_{j0}^i = e^{i0}_j = 0, \quad \Gamma_\mu = a(\eta) H(\eta) \eta_{\mu\nu} \Sigma^{\nu0} , \] (3.3)
where $H \equiv \partial_\eta a/a^2$ is the Hubble expansion rate, which satisfies the Friedmann equation $H^2 = \sqrt{(8\pi G/3)\rho}$ for energy density $\rho$. The action (3.1) becomes
\[ S[\psi_\mu(\eta, x), \bar{\psi}_\mu(\eta, x)] = \int_{-\infty}^{\infty} d\eta \int d^3 x \left[ i\bar{\psi}_\mu \gamma^{\mu\rho\nu} \partial_\rho \psi_\nu + 2am \bar{\psi}_\mu \Sigma^{\mu\nu} \psi_\nu - iaH \bar{\psi}_\mu (\gamma^\mu \eta^{00} - \gamma^\nu \eta^{0\nu}) \psi_\nu \right] \] (3.4)
where all indices are raised/lowered with the Minkowski metric $\eta_{\mu\nu}$. To ensure that that field’s kinetic term is canonically normalized we have introduced $\psi_\mu(\eta, x)$ according to
\[ \psi_\mu(\eta, x) = a^{1/2}(\eta) \Psi_\mu(\eta, x) . \] (3.5)

This transformation partially absorbs the factor of $\sqrt{-g} = a^4$; in the kinetic terms the remaining $a^3$ is canceled by the inverse frame field $e_\alpha^\mu \propto a^{-1}$, and in the mass term the factor of $a$ remains. Of course if one sets $H = 0$ and $a = 1$, the Minkowski result (2.3) is recovered. In the FRW background the field equations (3.2) become
\[ i\gamma^{\mu\rho\sigma} \partial_\rho \psi_\nu - iaH (\gamma^\mu \eta^{\rho0} - \gamma^\nu \eta^{\rho0}) \psi_\nu + 2am \Sigma^{\mu\nu} \psi_\nu = 0 \] \[ i\partial_\rho \bar{\psi}_\nu \gamma^{\rho\mu\sigma} + iaH \bar{\psi}_\nu (\gamma^\mu \eta^{\nu0} - \gamma^\nu \eta^{\nu0}) - 2am \bar{\psi}_\nu \Sigma^{\mu\nu} = 0 . \] (3.6a, 3.6b)

There are two ways in which this equation differs from the Rarita-Schwinger equation in flat space: the mass is replaced by $m \to a(\eta)m$ and there is an additional Hubble-dependent term. This is unlike the case of a Dirac spinor field for which the mass was the only source of conformal symmetry breaking.

### 3.2 Constraints

The field $\psi_\mu$ can be viewed as a set of four Dirac or Majorana spinors labeled by $\mu = 0, 1, 2, 3$. From a naive accounting, it looks like this field describes 16 degrees of freedom (or 8 if the Majorana condition is imposed). However, the field equations (3.6) also contain constraints, which cut the degrees of freedom down by half.
It’s useful to first write the field equations (3.6) as

\[ \mathcal{R}^\mu = 0 \quad \text{where} \quad \mathcal{R}^\mu = \mathcal{R}^{\mu\nu} \psi_\nu \]  

(3.7a)

and where

\[ \mathcal{R}^{\mu\nu} = i\gamma^{\mu\nu\rho} \partial_\rho - iaH (\gamma^{\mu}\eta^0 - \gamma^\nu\eta^0) + 2am \Sigma^{\mu\nu} \]  

(3.7b)

is a linear differential operator. Written out explicitly,

\[ \mathcal{R}_0 = 2i\gamma_0 \Sigma^{ij} \partial_i \psi_j + iaH \gamma^i \psi_i + am \gamma^0 \gamma^i \psi_i \]  

(3.7c)

\[ \mathcal{R}_i = i\gamma^{i\rho\nu} \partial_\rho \psi_\nu - (iaH + am\gamma^0) \gamma^i \psi_0 + 2am \Sigma^{ij} \psi_j , \]  

(3.7d)

one can see that \( \mathcal{R}^\mu = 0 \) is equivalent to Eq. (3.6). The first constrain equation is

\[ \gamma_\mu \mathcal{R}^\mu = 0 = 2i[(\gamma^\rho \partial_\rho)(\gamma^\sigma \psi_\sigma) - (\partial^\sigma \psi_\sigma)] - 4iaH \psi_0 + (iaH \gamma^0 + 3am) (\gamma^\sigma \psi_\sigma) . \]  

(3.8)

Note that \( \gamma^\mu \mathcal{R}_\mu \) does not contain a term like \( \partial_0 \psi_0 \), which cancels between the two terms in square brackets. To extract the second constraint, consider the differential operator

\[ \mathcal{D}_\mu = \partial_\mu + \Gamma_\mu + i \frac{2}{3} m \gamma_\mu = \partial_\mu + aH \eta_\mu \Sigma^{\nu 0} + i \frac{2}{3} am \eta_\mu \gamma^\nu . \]  

(3.9)

Applying this operator to the field equation gives

\[ \mathcal{D}_\mu \mathcal{R}^\mu = 0 = \mathcal{R}^0 - \frac{i}{2} a^2 \left[ \frac{1}{3} R + H^2 - 3m^2 \right] (\gamma^i \psi_i) + \frac{i}{2} a^2 \left[ 3(m^2 + H^2) \right] (\gamma^0 \psi_0) + a(\partial_\eta m) \gamma^0 (\gamma^i \psi_i) . \]  

(3.10)

In this expression, \( R = -(6 \partial_\eta m)/a^3 \) is the Ricci scalar curvature, and the Friedmann equation enforces \( R = -8\pi G(\rho - 3p) \) where \( p \) is the cosmological pressure. The last term in Eq. (3.10) arises in models that allow for a time-dependent mass, and in Sec. 5 we will encounter nonzero \( \partial_\eta m \) in the context of supergravity where a Majorana \( \psi_\mu \) is the gravitino. Solving Eq. (3.10) gives

\[ \gamma^0 \psi_0(\eta, x) = C_c(\eta) \gamma^i \psi_i(\eta, x) \]  

(3.11)

where the time-dependent coefficient, \( C_c(\eta) \), is given by (note appearance of \( \partial_\eta m \))

\[ C_c = \frac{3}{2} \frac{R + H^2 - 3m^2}{3(H^2 + m^2)} + \frac{2i\gamma^0 a \partial_\eta m}{3a^2(H^2 + m^2)} . \]  

(3.12)

In the Minkowski limit with static mass we have \( C_c = -1 \).

### 3.3 Fourier decomposition and mode equations

Since the field equation (3.6) is left invariant under spatial translations, \( x' = x + \epsilon \), we anticipate that its solutions can be labeled by a 3-vector \( k \) and will be proportional \( e^{ik \cdot x} \). So we decompose the field \( \Psi_\mu(x^0, x) \)
into mode functions $\Psi_{\mu,k}(x^0)$ labeled by 3-vectors $k$, which are called comoving wavevectors. We can write the Fourier transform of the field $\Psi_{\mu}$ and the comoving field $\psi_{\mu}$ as

$$
\Psi_{\mu}(x^0, \mathbf{x}) = \int \frac{d^3k}{(2\pi)^3} \Psi_{\mu,k}(x^0) e^{ik \cdot x} \quad \text{and} \quad \psi_{\mu}(\eta, \mathbf{x}) = \int \frac{d^3k}{(2\pi)^3} \psi_{\mu,k}(\eta) e^{ik \cdot x}
$$

(3.13)

where $\eta$ is the conformal time.

After using Eq. (3.13), the field equation (3.7) becomes a set of mode equations

$$
\mathcal{R}^0_k = 0 \quad \text{and} \quad \mathcal{R}^i_k = 0
$$

(3.14a)

where

$$
\begin{align*}
\mathcal{R}^0_k &= -\gamma^0(\gamma \cdot k)(\gamma \cdot \psi_k) - \gamma^0(k \cdot \psi_k) + (i\alpha H + am\gamma^0)(\gamma \cdot \psi_k) \\
\mathcal{R}^i_k &= -i\gamma^0(\gamma \gamma^i - \eta^i) \partial_0 \psi_{j,k} + \left[ \frac{1}{2} (\gamma^{ij} - \gamma^{ji}) k_j + am \left( \gamma^i \gamma^j - \eta^{ij} \right) \right] \psi_{l,k} \\
&\quad - \left[ k^i + \gamma^j (k \cdot \gamma + i\alpha H \gamma^0 - am) \right] \gamma^0 \psi_{0,k} .
\end{align*}
$$

(3.14b)

The constraints in Eqs. (3.8) and (3.11) have Fourier representations of

$$
(k \cdot \psi_k) = \left[ - (\gamma \cdot k) + i\alpha H \gamma^0 + am \right] (\gamma \cdot \psi_k) \quad \gamma^0 \psi_{0,k} = C_c (\gamma \cdot \psi_k)
$$

(3.15)

(3.16)

where we’ve introduced $\psi_k$ through $\psi_{\mu,k} = \{\psi_{0,k}, \psi_k\}$. Recall that the time-dependent coefficient $C_c(\eta)$ is given by Eq. (3.12).

The two constraints in Eqs. (3.15) and (3.16) reduce the degrees of freedom by half. Now we’d like to decompose the four spinor fields, $\psi_{\mu,k}(\eta)$ into their constituent degrees of freedom. We will denote these by $\psi_{1/2,k}(\eta)$ and $\psi_{3/2,k}(\eta)$ since they correspond to the helicity-1/2 and helicity-3/2 states. This decomposition is easier to identify by work in the frame where $k = (0, 0, k_z)$. In this frame, the constraint from Eq. (3.15) gives

$$
\psi_{3,k} = (C_d + \gamma^3) \left( \gamma^1 \psi_{1,k} + \gamma^2 \psi_{2,k} \right),
$$

(3.17)

where we have defined

$$
C_d = \frac{k_z}{a^2(H^2 + m^2)} (i\alpha H \gamma^0 + am).
$$

(3.18)

In the Minkowski limit $C_d = k_z/m$. We decompose the fields $\psi_{\mu,k}$ onto $\psi_{1/2,k}$ and $\psi_{3/2,k}$ by writing [cf.}

---

For the sake of clarity and completeness, we note the following. The four-vectors $k^\mu$ and $x^\mu$ 4-vectors are naturally contravariant. We choose $k$ to be a space-like 4-vector, so $k^\mu = (\omega, k)$, and $x^\mu = (x^0, \mathbf{x})$. This defines $k$ and $x$. The 4-vector product $k \cdot x = \eta_{\mu\nu} k^\mu x^\nu = \eta_{00} k^0 x^0 + \eta_{ij} k^i x^j = \omega x^0 - k \cdot \mathbf{x}$. We will take $k$ in the 3-direction (z-direction), so $k \cdot \mathbf{x} = k_z x^3$. The Dirac matrices $\gamma^\mu$ are also contravariant vectors: $\gamma^\mu = (\gamma^0, \gamma^i)$, so $k \cdot \gamma = \eta_{\mu\nu} k^\mu \gamma^\nu = \eta_{00} k^0 \gamma^0 + \eta_{ij} k^i \gamma^j = \eta_{00} k^0 \gamma^0 - k \cdot \gamma$. When we take $k$ in the z-direction, $k \cdot \gamma = \omega \gamma^0 - k_z \gamma^3$. Now $\psi_{\mu} = (\psi_0, \psi)$ is naturally a covariant 4-vector. So $\gamma \cdot \psi = \gamma^0 \psi_0 + \gamma^i \psi_i = \gamma^0 \psi_0 + \gamma \cdot \psi$. We also note a subtle difference: $k \cdot \mathbf{x} = k_z x^3$ and $k \cdot \gamma = k_z \gamma^3$, while $\gamma \cdot \psi = \gamma^i \psi_i$. 

---
Eq. (2.14)] with $C_d = k k / m$, $C_c = -1$

\[
\gamma^0 \psi_{0,k} = \frac{2}{\sqrt{6}} C_c \gamma^3 C_d \gamma^1 \psi_{1/2,k} \quad (3.19a)
\]

\[
\gamma^1 \psi_{1,k} = \frac{1}{\sqrt{6}} \gamma^1 \psi_{1/2,k} + \frac{1}{\sqrt{2}} \gamma^1 \psi_{3/2,k} \quad (3.19b)
\]

\[
\gamma^2 \psi_{2,k} = \frac{1}{\sqrt{6}} \gamma^1 \psi_{1/2,k} - \frac{1}{\sqrt{2}} \gamma^1 \psi_{3/2,k} \quad (3.19c)
\]

\[
\gamma^3 \psi_{3,k} = \frac{2}{\sqrt{6}} C_d \gamma^3 \gamma^1 \psi_{1/2,k} - \frac{2}{\sqrt{6}} \gamma^1 \psi_{1/2,k}. \quad (3.19d)
\]

Equation (3.19) implies [cf. Eq. (2.13)]

\[
\gamma^1 \psi_{1/2,k} = \sqrt{\frac{3}{2}} (\psi_{1,k} - \gamma^1 \gamma^2 \psi_{2,k}) \quad (3.20)
\]

After this decomposition, the mode equations (3.14) become

\[
[i \gamma^0 \partial_\eta - k_z \gamma^3 - am] \psi_{3/2,k} = 0 \quad (3.21a)
\]

\[
[i \gamma^0 \partial_\eta - k_z (C_A + i C_B \gamma^0) \gamma^3 - am] \psi_{1/2,k} = 0 \quad (3.21b)
\]

where we have defined

\[
C_A = \frac{1}{3(H^2 + m^2)^2} \left[ (m^2 - H^2) \left( -\frac{1}{3} R - H^2 + 3m^2 \right) - 4H m \frac{\partial_\eta m}{a} \right] \quad (3.22a)
\]

\[
C_B = \frac{2m}{3(H^2 + m^2)^2} \left[ H \left( -\frac{1}{3} R - H^2 + 3m^2 \right) + (m^2 - H^2) \frac{\partial_\eta m}{ma} \right]. \quad (3.22b)
\]

Here we note for future use that

\[
c_s^2 \equiv C_A^2 + C_B^2 = \frac{1}{9(H^2 + m^2)^2} \left[ \left( -\frac{1}{3} R - H^2 + 3m^2 \right)^2 + 4\left( \frac{\partial_\eta m}{a^2} \right)^2 \right]. \quad (3.23)
\]

Although we have taken $k = (0, 0, k_z)$ to derive these relations, we know that the system is rotationally invariant, and so we can extend to the Lorentz-covariant mode equations:

\[
[i \gamma^0 \partial_\eta - \mathbf{k} \cdot \gamma - am] \psi_{3/2,k} = 0 \quad (3.24a)
\]

\[
[i \gamma^0 \partial_\eta - (C_A + i C_B \gamma^0) \mathbf{k} \cdot \gamma - am] \psi_{1/2,k} = 0. \quad (3.24b)
\]

In Minkowski space $C_A = 1$ and $C_B = 0$ and the mode equations reduce to Eq. (2.15).

It is useful to compare Eq. (3.24) with the mode equation for a Dirac spinor field. We see that the helicity-3/2 mode function, $\psi_{3/2,k}$, satisfies precisely the same equation of motion as the Dirac spinor mode function, while the equation of motion for a helicity-1/2 mode function, $\psi_{1/2,k}$, differs from the corresponding equation for a Dirac spinor if $C_A \neq 1$ and $C_B \neq 0$. 
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3.4 Helicity eigenspinors

For each \( k \), the mode equations (3.24) will admit two solutions, which we can distinguish by writing \( \psi^{s}_{3/2,k}(\eta) \) and \( \psi^{s}_{1/2,k}(\eta) \) where the new label \( s \) takes values \( s = \pm 3/2 \) or \( s = \pm 1/2 \) as appropriate. In the Dirac representation of the gamma matrices it is convenient to parametrize the spinor wavefunctions as

\[
\psi^{s}_{3/2,k}(\eta) = \left( \begin{array}{c} \chi_{A,3/2,k}(\eta) \\ (2s/3) \chi_{B,3/2,k}(\eta) \end{array} \right) \otimes h^{2s/3}_{k} \quad \text{and} \quad \psi^{s}_{1/2,k}(\eta) = \left( \begin{array}{c} \chi_{A,1/2,k}(\eta) \\ (2s) \chi_{B,1/2,k}(\eta) \end{array} \right) \otimes h^{2s}_{k} \tag{3.25}
\]

where \( \chi_{A,3/2,k}(\eta) \), \( \chi_{B,3/2,k}(\eta) \), \( \chi_{A,1/2,k}(\eta) \), and \( \chi_{B,1/2,k}(\eta) \) are complex-valued mode functions, and \( h^{\lambda}_{k} \) is a 2-component complex column vector, called the helicity 2-spinor, which only depends upon \( \hat{k} = k/|k| \). In particular, \( h^{\lambda}_{k} \) is defined to be an eigenfunction of the helicity operator with eigenvalue \( \lambda \):

\[
\hat{k} \cdot \sigma h^{\lambda}_{k} = \lambda h^{\lambda}_{k} \quad \text{for} \quad \lambda = \pm 1.
\]  

Putting the Ansätze (3.25) into the mode equation (3.24) yields

\[
\begin{align*}
\lambda \partial_{\eta}^{(2s)} \left( \begin{array}{c} \chi_{A,3/2,k}(\eta) \\ (2s/3) \chi_{B,3/2,k}(\eta) \end{array} \right) &= \mathcal{A}_{3/2} \left( \begin{array}{c} \chi_{A,3/2,k}(\eta) \\ (2s/3) \chi_{B,3/2,k}(\eta) \end{array} \right) \\
\lambda \partial_{\eta}^{(2s)} \left( \begin{array}{c} \chi_{A,1/2,k}(\eta) \\ (2s) \chi_{B,1/2,k}(\eta) \end{array} \right) &= \mathcal{A}_{1/2} \left( \begin{array}{c} \chi_{A,1/2,k}(\eta) \\ (2s) \chi_{B,1/2,k}(\eta) \end{array} \right)
\end{align*}
\]  

where the 2-by-2 complex matrices \( \mathcal{A}_{3/2} \) and \( \mathcal{A}_{1/2} \) are defined by

\[
\mathcal{A}_{3/2}(\eta) = \begin{pmatrix} am & k \\ k & -am \end{pmatrix} \quad \text{and} \quad \mathcal{A}_{1/2}(\eta) = \begin{pmatrix} am & (C_{A} + iC_{B}) \hat{k} \\ (C_{A} - iC_{B}) \hat{k} & -am \end{pmatrix}, \tag{3.28}
\]

and \( k \equiv |k| \). We will see below that the eigenvalues of \( \mathcal{A}_{3/2} \) and \( \mathcal{A}_{1/2} \) are

\[
\lambda_{3/2}^{\pm} = \pm \omega_{3/2,k} \quad \text{where} \quad \omega_{3/2,k} \equiv \sqrt{k^{2} + a^{2}m^{2}} \tag{3.29a}
\]

\[
\lambda_{1/2}^{\pm} = \pm \omega_{1/2,k} \quad \text{where} \quad \omega_{1/2,k} \equiv \sqrt{c_{s}^{2}k^{2} + a^{2}m^{2}} \tag{3.29b}
\]

where \( c_{s}^{2} = C_{A}^{2} + C_{B}^{2} \) is given by Eq. (3.23). These relations let us interpret \( c_{s} \) as the time-dependent sound speed of the helicity-1/2 modes, while the helicity-3/2 modes have unit sound speed. The coupled first-order mode equations (3.27) can be combined to obtain second-order mode equations for the helicity-3/2 mode functions

\[
\begin{align*}
\partial_{\eta}^{2} \chi_{A,3/2,k} &= -\left( \omega^{2}_{3/2,k} + ia^{2}Hm \right) \chi_{A,3/2,k} \\
\partial_{\eta}^{2} \chi_{B,3/2,k} &= -\left( \omega^{2}_{3/2,k} - ia^{2}Hm \right) \chi_{B,3/2,k}
\end{align*}
\]  

and the helicity-1/2 mode functions

\[
\begin{align*}
\partial_{\eta}^{2} \chi_{A,1/2,k} &= -\left( \omega^{2}_{1/2,k} + ia^{2}Hm \right) \chi_{A,1/2,k} - (ikpartial_{\eta}C_{A}) \chi_{B,1/2,k} \\
\partial_{\eta}^{2} \chi_{B,1/2,k} &= -\left( \omega^{2}_{1/2,k} - ia^{2}Hm \right) \chi_{B,1/2,k} - (ikpartial_{\eta}C_{A}) \chi_{A,1/2,k}
\end{align*}
\]  

Notice that the helicity-3/2 mode functions decouple, whereas the helicity-1/2 mode functions remain coupled through the \( partial_{\eta}C_{A} \) term. We will see below that the mode functions must satisfy a constraint (3.38), which arises from quantizing the field, and one can easily verify that the mode equations (3.27) respect this constraint.
3.5 Helicity-3/2 modes

The helicity-3/2 mode equation (3.27a) can be brought into an approximately-diagonal form by performing a time-dependent transformation\(^3\)

\[
\begin{pmatrix}
\chi_{+,3/2,k} \\
\chi_{-,3/2,k}
\end{pmatrix}
= U_{3/2}
\begin{pmatrix}
\chi_{A,3/2,k} \\
\chi_{B,3/2,k}
\end{pmatrix}
\text{ where } U_{3/2} =
\begin{pmatrix}
\cos \varphi_{3/2} & \sin \varphi_{3/2} \\
-\sin \varphi_{3/2} & \cos \varphi_{3/2}
\end{pmatrix}.
\] (3.31)

The matrix \(A_{3/2}\) is diagonalized, \(U_{3/2} A_{3/2} U_{3/2}^T = \text{diag}(\omega_{3/2,k}, -\omega_{3/2,k})\) if the rotation angle \(\varphi_{3/2}\) satisfies the equalities \(\cos \varphi_{3/2} = \sqrt{\omega_{3/2,k} + am/\sqrt{2} \omega_{3/2,k}}\) and \(\sin \varphi_{3/2} = \sqrt{\omega_{3/2,k} - am/\sqrt{2} \omega_{3/2,k}}\). In the quasi-diagonal basis, the mode equation (3.27a) becomes

\[
\begin{pmatrix}
\partial_\eta \chi_{+,3/2,k} \\
\partial_\eta \chi_{-,3/2,k}
\end{pmatrix}
= \begin{pmatrix}
-i \omega_{3/2,k} & \partial_\eta \varphi_{3/2} \\
-\partial_\eta \varphi_{3/2} & i \omega_{3/2,k}
\end{pmatrix}
\begin{pmatrix}
\chi_{+,3/2,k} \\
\chi_{-,3/2,k}
\end{pmatrix},
\] (3.32)

where \(\omega_{3/2,k}\) is given by Eq. (3.29a) and where

\[
\partial_\eta \varphi_{3/2} = -\frac{1}{2} \frac{ka^2 H m}{\omega_{3/2,k}^2}.
\] (3.33)

Notice how the mode functions are diagonal for \(\partial_\eta \varphi_{3/2} = 0\), and the solutions are \(\chi_{\pm,3/2,k} = e^{\mp i \omega_{3/2,k} \eta}\). The off-diagonal terms vanish for \(m = 0\), which reflects the fact that \(m\) is the order parameter for the breaking of Weyl invariance in the helicity-3/2 modes. Additionally \(\partial_\eta \varphi_{3/2} \rightarrow 0\) as \(a \rightarrow 0\) at the early times and as \(H \rightarrow 0\) at late times. In other words \(\chi_{+,3/2,k}\) would describe positive-frequency solutions and \(\chi_{-,3/2,k}\) would describe negative-frequency solutions if the evolution is adiabatic \((\partial_\eta \varphi_{3/2} \rightarrow 0)\). The function \(\partial_\eta \varphi_{3/2}\) drives mixing between positive- and negative-frequency solutions. Thus an initial condition consisting of only positive-frequency modes can evolve into an admixture of negative frequency modes, which is a signal of particle production.

3.6 Helicity-1/2 modes

Now we turn to the helicity-1/2 modes that obey Eq. (3.27b). It is convenient to rewrite \(A_{1/2}\) as

\[
\mathcal{A}_{1/2} = \begin{pmatrix}
am m & c_s k e^{i \zeta} \\
c_s k e^{-i \zeta} & -am
\end{pmatrix}
\] (3.34)

where the time-dependent phase \(\zeta(\eta)\) obeys \(\cos \zeta = C_A/c_s\) and \(\sin \zeta = C_B/c_s\). Since \(\mathcal{A}_{1/2}\) is Hermitian, it can be diagonalized by a unitary transformation

\[
\begin{pmatrix}
\chi_{+,1/2,k} \\
\chi_{-,1/2,k}
\end{pmatrix}
= U_{1/2}
\begin{pmatrix}
\chi_{A,1/2,k} \\
\chi_{B,1/2,k}
\end{pmatrix}
\text{ where } U_{1/2} =
\begin{pmatrix}
\cos \varphi_{1/2} e^{-i \zeta/2} & \sin \varphi_{1/2} e^{i \zeta/2} \\
-\sin \varphi_{1/2} e^{-i \zeta/2} & \cos \varphi_{1/2} e^{i \zeta/2}
\end{pmatrix},
\] (3.35)

and where the time-dependent angle \(\varphi_{1/2}(\eta)\) should be chosen to satisfy \(\cos \varphi_{1/2} = \sqrt{\omega_{1/2,k} + am/\sqrt{2} \omega_{1/2,k}}\) and \(\sin \varphi_{1/2} = \sqrt{\omega_{1/2,k} - am/\sqrt{2} \omega_{1/2,k}}\), which gives \(U_{1/2} A_{1/2} U_{1/2}^T = \text{diag}(\omega_{1/2,k}, -\omega_{1/2,k})\). This transformation

\(^3\)The transformation between basis is nothing more than a Bogoliubov transformation.
puts the mode equation (3.27b) into an approximately-diagonal form

\[
\begin{pmatrix}
\partial_\eta \chi_{+,1/2,k} \\
\partial_\eta \chi_{-,1/2,k}
\end{pmatrix}
= \begin{pmatrix}
-i\omega_{1/2,k} & \partial_\eta \varphi_{1/2} \\
-i\omega_{1/2,k} & \partial_\eta \varphi_{1/2}
\end{pmatrix}
\begin{pmatrix}
\chi_{+,1/2,k} \\
\chi_{-,1/2,k}
\end{pmatrix}
+i \frac{\partial_\eta \zeta}{2\omega_{1/2,k}} \begin{pmatrix}
-a m & c_s k \\
-c_s k & a m
\end{pmatrix}
\begin{pmatrix}
\chi_{+,1/2,k} \\
\chi_{-,1/2,k}
\end{pmatrix},
\]

(3.36)

where the derivatives are given by

\[
\partial_\eta \varphi_{1/2} = \frac{1}{\omega_{1/2,k}} \left[ aH c_s^2 - \left( C_A \partial_\eta C_A + C_B \partial_\eta C_B \right) \right]
\]

\[
\partial_\eta \zeta = c_s^2 \left( a H c_s^2 - \left( C_A \partial_\eta C_B - C_B \partial_\eta C_A \right) \right).
\]

Recall that \( C_A \) and \( C_B \) were defined in Eq. (3.22). At late times, the spacetime becomes asymptotically Minkowski meaning \( a \to 1, H \to 0, \) and \( R \to 0, \) and if \( m \to \text{const.} \) as well, then \( C_A \to 1 \) and \( C_B \to 0 \) and both of the derivatives above vanish. At early times, in the quasi-de Sitter era, both of the derivatives are also small, since \( H, R, \) and \( m \) are slowly varying. Similar to the helicity-3/2 case, in the asymptotic early and late times \( \chi_{\pm,1/2,k} \) describe positive and negative frequency modes, and for the study of gravitational particle production, we will be interested in the value of \( \chi_{-,1/2,k} \) at late times.

### 3.7 Quantization

In the quantized theory, the mode functions discussed previously, along with a set of ladder operators, are used to construct the field operator. The field operator and its conjugate momentum are required to obey an anticommutation relation, which imposes a normalization condition on the mode functions. In terms of the non-diagonal mode equations (3.27), the normalization conditions are

\[
|\chi_{+,3/2,k}|^2 + |\chi_{-,3/2,k}|^2 = 1 \quad \text{and} \quad |\chi_{+,1/2,k}|^2 + |\chi_{-,1/2,k}|^2 = 1,
\]

(3.38a)

and in terms of the quasi-diagonal mode equations from Eqs. (3.32) and (3.36) these conditions are

\[
|\chi_{+,3/2,k}|^2 + |\chi_{-,3/2,k}|^2 = 1 \quad \text{and} \quad |\chi_{+,1/2,k}|^2 + |\chi_{-,1/2,k}|^2 = 1.
\]

(3.38b)

The relative plus sign between each of the pairs of terms is a consequence of Fermi-Dirac statistics, and it implies \( |\chi|^2 \leq 1 \) for each mode function.

### 4 Catastrophic gravitational particle production

We now turn our attention to the gravitational production of spin-3/2 particles at the end of inflation. In order to calculate the spectrum and total number of gravitationally-produced particles, we solve the mode equations subject to the Bunch-Davies initial condition, and we read off the late-time behavior of the mode functions. To begin this section, we first describe how the initial conditions were chosen and how the spectrum was extracted from the late-time solutions, and then we present our numerical results.
4.1 Initial conditions & particle number spectrum

For the helicity-3/2 modes, the mode functions are required to obey the Bunch-Davies initial condition

\[
\lim_{\eta \to -\infty} \chi_{+,3/2,k}(\eta) = 1 \quad \text{and} \quad \lim_{\eta \to -\infty} \chi_{-,3/2,k}(\eta) = 0, \tag{4.1}
\]

such that only positive-frequency modes are present at early times. In terms of the mode functions in the non-diagonal basis, we have

\[
\lim_{\eta \to -\infty} \chi_{A,3/2,k}(\eta) = \frac{1}{\sqrt{2}} \quad \text{and} \quad \lim_{\eta \to -\infty} \chi_{B,3/2,k}(\eta) = \frac{1}{\sqrt{2}}, \tag{4.2}
\]

which is obtained by inverting the transformation in Eq. (3.31), using the initial condition in Eq. (4.1), and noting that \( a \to 0 \) and \( \omega_{3/2,k} \to k \) as \( \eta \to -\infty \). Evolution under the mode equation will populate the negative-frequency modes. We are interested in the solutions at late times, meaning that any given mode in Eq. (3.35) and use Eq. (4.4), which gives

\[
\lim_{\eta \to -\infty} \chi_{+,3/2,k}(\eta) = 1 \quad \text{and} \quad \lim_{\eta \to -\infty} \chi_{-,3/2,k}(\eta) = 0,
\]

\[
\lim_{\eta \to -\infty} \chi_{A,3/2,k}(\eta) = \frac{1}{\sqrt{2}} \quad \text{and} \quad \lim_{\eta \to -\infty} \chi_{B,3/2,k}(\eta) = \frac{1}{\sqrt{2}},
\]

\[
\lim_{\eta \to -\infty} \chi_{+,3/2,k}(\eta) = 1 \quad \text{and} \quad \lim_{\eta \to -\infty} \chi_{-,3/2,k}(\eta) = 0.
\]

After the mode equations are solved, the spectrum of helicity-1/2 particles is extracted by calculating

\[
n_{1/2,k} = \frac{k^3}{2\pi^2} |\beta_{1/2,k}|^2 \quad \text{for} \quad |\beta_{1/2,k}|^2 \equiv \lim_{\eta \to \infty} |\chi_{-,1/2,k}(\eta)|^2. \tag{4.3}
\]

Here \( n_{1/2,k} \) is the comoving number density of helicity-3/2 particles per logarithmically-spaced wavenumber interval. As a matter of numerical stability, we find it easier to solve the non-diagonal mode equations (3.27a).

Then the late-time solution is \( \chi_{-,3/2,k} \equiv \chi_{B,3/2,k} \), since the dispersion relation (3.29a) is approximately \( \omega_{3/2,k} \approx am \), and \( \varphi_{3/2} \approx 0 \) in the transformation from Eq. (3.31).

We also implement the Bunch-Davies initial condition for the helicity-1/2 modes, which is now written as

\[
\lim_{\eta \to -\infty} \chi_{+,1/2,k}(\eta) = 1 \quad \text{and} \quad \lim_{\eta \to -\infty} \chi_{-,1/2,k}(\eta) = 0. \tag{4.4}
\]

After the mode equations are solved, the spectrum of helicity-1/2 particles is extracted by calculating

\[
n_{1/2,k} = \frac{k^3}{2\pi^2} |\beta_{1/2,k}|^2 \quad \text{for} \quad |\beta_{1/2,k}|^2 \equiv \lim_{\eta \to \infty} |\chi_{-,1/2,k}(\eta)|^2. \tag{4.5}
\]

To express the initial condition in terms of the non-diagonal basis mode functions, we invert the transformation in Eq. (3.35) and use Eq. (4.4), which gives

\[
\lim_{\eta \to -\infty} \chi_{A,1/2,k} = \lim_{\eta \to -\infty} \frac{1}{2} \left( \sqrt{1 + \frac{CA}{c_s}} + i \sqrt{1 - \frac{CA}{c_s}} \right) \quad \text{and} \quad \lim_{\eta \to -\infty} \chi_{B,1/2,k} = \lim_{\eta \to -\infty} \frac{1}{2} \left( \sqrt{1 + \frac{CA}{c_s}} - i \sqrt{1 - \frac{CA}{c_s}} \right). \tag{4.6}
\]

Although \( \varphi_{1/2} \to 0 \) at early times, the phase \( \zeta \) depends nontrivially on \( C_A \) and \( c_s \), which leads to the expression above. Once again, for numerical stability we solve the non-diagonal mode equations (3.27b) and extract the late-time solution as \( \chi_{-,1/2,k} \approx \chi_{B,1/2,k} \).

To close this section we remark upon the impact of Fermi-Dirac statistics and Pauli blocking. Recall that the Fermi-Dirac statistics of the Rarita-Schwinger field leads to normalization conditions on the mode functions
(3.38), implying $|\chi_{-1/2,k}|^2 \leq 1$ and $|\chi_{-1/2,k}|^2 \leq 1$. In other words, the occupation number cannot exceed 1 for each Fourier mode and each helicity, which is the phenomenon of Pauli blocking. As a result the spectra from Eqs. (4.3) and (4.5) are capped by $n_{3/2,k} = n_{1/2,k} \leq k^3/2\pi^2$.

In the next subsection we will observe that a “catastrophic” particle production causes these spectra to saturate at their upper limit for arbitrarily large $k$ up to the UV cutoff.

4.2 Catastrophic particle production–numerical results

Using the mode equations and initial conditions described above, we solve for the evolution of the mode functions and extract the spectrum $n_k$ of gravitationally produced particles. The total number of particles in a region of space with physical radius $R$ is given by,

$$N_{\text{tot}}(R,t) = \frac{4}{3a^3(t)} \pi R^3 \int_{1/R}^\infty \frac{dk}{k} n_k. \quad (4.7)$$

This is divergent if $n_k$ grows with increasing $k$, or equivalently, if $|\beta_k|^2$ falls more slowly than $k^{-3}$. The particle number at late times (when the particles are non-relativistic) in a bounded region of space is a physical observable, of the kind advocated for by [68]. Thus a UV divergence of $N$ is physical, and its implications must be understood. We refer to this divergent particle number as “catastrophic” particle production.

We compute the particle production for both the helicity-1/2 and the helicity-3/2 modes, separately. For simplicity, both aesthetic and computational, our numerical study focuses on the canonical massive Rarita-Schwinger model, namely a spin-3/2 field with constant mass. For the background spacetime, we assume a quadratic inflaton potential at the end of inflation.

Numerical examples are shown in Fig. 1. The spectrum of helicity-3/2 modes are represented by the red curves in the two panels. At low-$k$ the spectra rise like $n_k \propto k^3$, corresponding to to $|\beta_k|^2 \approx 1$, which is consistent with these modes being maximally occupied and subject to Pauli blocking. At high-$k$ the spectra drop off, which is consistent with the evolution of these modes remaining approximately adiabatic. Since the mode equation for the helicity-3/2 modes of the Rarita-Schwinger field (3.24) is identical to the mode equation for a spin-1/2 Dirac field, we can compare our numerical results against previous studies in the literature [9], and by doing so we find good agreement for the shape and amplitude of the spectrum.

The spectrum of helicity-1/2 modes are given by the blue curves in each panel. In the right panel where the Rarita-Schwinger field’s mass is $m = H_e$, we observe that the spectrum peaks at $k \sim \text{few} \times a_e H_e$, and drops off for larger $k$. However, in the left panel where the Rarita-Schwinger field is lighter, here only $m = 0.01H_e$, we observe that the spectrum continues to rise well past $k = 2a_e H_e$. Numerical limitations prevent us from evaluating the spectrum for larger $k$, but we expect that the spectrum will continue to rise as $n_k \propto k^3$ indefinitely. We justify this claim in the following subsections, where we argue that the time-dependent sound speed of the

---

4From [68], p.5., “This procedure corresponds to counting particles present in the region after reheating and using the enclosed number of particles as a measure of the physical size of the region... In the late universe we could use the number of dark matter particles or equivalently the mass in dark matter particles enclosed in the volume. Not only is this measure of size a well defined physical choice, but the amplitude of perturbations at a given mass scale is directly related to the abundance of objects of that mass that will form in the late Universe.”
helicity-1/2 modes plays a crucial role in amplifying the high-\(k\) spectrum, which saturates the Pauli blocking limit. By contrast, the helicity-3/2 modes have a static sound speed and a time-dependent effective mass, which is responsible for their particle production.

Let us reiterate the main message of Fig. 1. The spectrum of helicity-1/2 modes in a spin-3/2 Rarita-Schwinger field with constant mass \(m = 0.01H_e\) appears to grow without bound as \(n_k \propto k^3\). We refer to this UV-dominated spectrum as “catastrophic” gravitational particle production. The total number of particles produced is calculated by integrating this spectrum over all \(k\), Eq. (4.7), and this quantity acquires a power-law sensitivity to the UV cutoff. Similarly the net energy of these particles is UV dominated. One might argue that the calculation is not self-consistent in this regime, since we are solving for the evolution of a spectator field in the external background induced by the inflaton, and neglecting the backreaction of the produced particles on the classical background, which can be expected to be significant once their energy densities become comparable. Further, any theory containing gravity is an effective field theory with a cutoff at (or below) the Planck scale, so the divergent particle number should also be cutoff at some scale. We will instead argue that the calculation displaying catastrophic GPP is inconsistent because effective field theory itself has broken down, precisely due to the on-shell particles with momenta equal to the cutoff. This breakdown of the EFT that manifests itself only when the gravitino is quantized is reminiscent of swampland conjectures that deal with EFT’s that become inconsistent when gravity is quantized. We discuss this point further in Sec. 7.

On the other hand, for the helicity-3/2 modes or for the helicity-1/2 modes with \(m/H_e \gtrsim 1\) we do not observe catastrophic GPP. Here we claim that the numerical calculation is robust. If the Rarita-Schwinger field is stable, then its spin-3/2 particle provides a dark matter candidate, and the GPP calculation here furnishes a prediction for the dark matter relic abundance. We will explore this dark matter model further in future work.

### 4.3 Conditions for a vanishing sound speed

An important feature of the mode equations described above is that the sound speed \(c_s^2 = C_A^2 + C_B^2\) will oscillate at the end of inflation, and that these oscillations can allow \(c_s\) to vanish multiple times. We will see shortly that this behavior is a crucial determinant in whether catastrophic GPP takes place. We begin here by deriving an analytic expression for the squared sound speed and determining the conditions under which it vanishes at the end of inflation.

We assume that at the end of inflation the energy density is dominated by an inflaton field \(\phi\) with potential \(V(\phi)\).\(^5\) Using the Friedmann equations, \(R = -M_{\text{Pl}}^{-2}(\rho - 3p)\) and \(H^2 = M_{\text{Pl}}^{-2}\rho/3\), Eq. (3.23) becomes

\[
c_s^2 = \frac{(p - 3m^2 M_{\text{Pl}}^2)^2}{(\rho + 3m^2 M_{\text{Pl}}^2)^2} + \frac{M_{\text{Pl}}^4(2a^{-1}\partial_\eta m)^2}{(p + 3m^2 M_{\text{Pl}}^2)^2}.
\]

(4.8)

Recall that \(c_s^2\) enters the dispersion relation for the helicity-1/2 mode (3.29b), which is written as \(\omega_{1/2,k}^2 = c_s^2 k^2 + a^2 m^2\). At late times \(\rho \to 0, p \to 0,\) and if \(\partial_\eta m \to 0\) as well, then \(c_s^2 \to 1\), giving the usual dispersion relation. At early times, during the quasi-de Sitter phase of inflation, \(p \approx -\rho\) and if also \(\partial_\eta m \approx 0\) then \(c_s^2 \approx 1\). However, near the end of inflation, the sound speed is expected to deviate from 1.

\(^5\)The potential at the end of inflation may well differ from the potential that determines curvature fluctuations on scales probed by observations.
To better understand how the sound speed varies with time, we need to specify a model for the inflaton so that $\rho(\eta)$ and $p(\eta)$ can be calculated, and we must also specify how the spin-3/2 field’s mass varies with time, so that $\partial_\eta m$ can be calculated. For simplicity we consider a quadratic potential, and the inflaton’s energy density and pressure are given by

$$
\rho = \frac{1}{2} \dot{\phi}^2 + \frac{1}{2} m_\phi^2 \phi^2 \quad \text{and} \quad \rho = \frac{1}{2} \dot{\phi}^2 - \frac{1}{2} m_\phi^2 \phi^2 .
$$

Here and below “dot” denotes $d/dt$ where $t$ is cosmic time. The inflaton mass is related to $H_e$ by $m_\phi = 2H_e M_{Pl}/\phi_e$. Again, we emphasize that this is the potential that describes the oscillation of the inflaton about its minimum after inflation, and it need not describe the inflaton potential when the scale factor was about 50 $e$-folds from the end of inflation when scales important for observable curvature fluctuations crossed the Hubble radius. For the spin-3/2 field’s mass, we consider the simplest scenario first and assume that it is a constant so that $\partial_\eta m = 0$. Then it is possible for the squared sound speed (4.8) to vanish when $p = 3m^2 M_{Pl}^2$. If the spin-3/2 field’s mass is static, then the sound speed $c_s$ vanishes when the pressure $p$ equals $3m^2 M_{Pl}^2$ [see Eq. (4.8)]. The blue curve shows the pressure $p$ (in units of $H_e^2 M_{Pl}^2$) and the gray-dashed lines show values of $3m^2 M_{Pl}^2$ (same units) for

$$
\frac{n_k}{a^3 H_e^3} = k^3 |\tilde{\beta}_k|^2/2\pi^2 \quad \text{as a function of } k \text{ for two values of } m/H_e \text{ for helicity-3/2 and helicity-1/2. (The helicity-3/2 results are identical to the results for a Dirac fermion.) If } m/H_e = 0.01 \text{ then } c_s^2 \text{ vanishes during the evolution (see Fig. 3) and catastrophic particle production results. If } m/H_e = 1.0 \text{ the } c_s^2 \text{ does not vanish in the evolution (but is less than unity). There is no catastrophic GPP, but particle production is enhanced over helicity-3/2 which has } c_s^2 = 1. \text{ The oscillations for } k \gtrsim 5 \text{ can be compared to the oscillations seen in Figure 3 of Giudice, Riotto, and Tkachev [16].}
$$

To better understand how the sound speed varies with time, we need to specify a model for the inflaton so that $\rho(\eta)$ and $p(\eta)$ can be calculated, and we must also specify how the spin-3/2 field’s mass varies with time, so that $\partial_\eta m$ can be calculated. For simplicity we consider a quadratic potential, and the inflaton’s energy density and pressure are given by

$$
\rho = \frac{1}{2} \dot{\phi}^2 + \frac{1}{2} m_\phi^2 \phi^2 \quad \text{and} \quad \rho = \frac{1}{2} \dot{\phi}^2 - \frac{1}{2} m_\phi^2 \phi^2 .
$$

Here and below “dot” denotes $d/dt$ where $t$ is cosmic time. The inflaton mass is related to $H_e$ by $m_\phi = 2H_e M_{Pl}/\phi_e$. Again, we emphasize that this is the potential that describes the oscillation of the inflaton about its minimum after inflation, and it need not describe the inflaton potential when the scale factor was about 50 $e$-folds from the end of inflation when scales important for observable curvature fluctuations crossed the Hubble radius. For the spin-3/2 field’s mass, we consider the simplest scenario first and assume that it is a constant so that $\partial_\eta m = 0$. Then it is possible for the squared sound speed (4.8) to vanish when $p = 3m^2 M_{Pl}^2$. If the spin-3/2 field’s mass is static, $\partial_\eta m = 0$, then the sound speed $c_s$ vanishes when the pressure $p$ equals $3m^2 M_{Pl}^2$ [see Eq. (4.8)]. The blue curve shows the pressure $p$ (in units of $H_e^2 M_{Pl}^2$) and the gray-dashed lines show values of $3m^2 M_{Pl}^2$ (same units) for

$$
\frac{n_k}{a^3 H_e^3} = k^3 |\tilde{\beta}_k|^2/2\pi^2 \quad \text{as a function of } k \text{ for two values of } m/H_e \text{ for helicity-3/2 and helicity-1/2. (The helicity-3/2 results are identical to the results for a Dirac fermion.) If } m/H_e = 0.01 \text{ then } c_s^2 \text{ vanishes during the evolution (see Fig. 3) and catastrophic particle production results. If } m/H_e = 1.0 \text{ the } c_s^2 \text{ does not vanish in the evolution (but is less than unity). There is no catastrophic GPP, but particle production is enhanced over helicity-3/2 which has } c_s^2 = 1. \text{ The oscillations for } k \gtrsim 5 \text{ can be compared to the oscillations seen in Figure 3 of Giudice, Riotto, and Tkachev [16].}
Figure 2: The evolution of the pressure at the end of inflation in the chaotic inflation model. For a given choice of the spin-3/2 field’s mass \( m \), the sound speed \( c_s \) vanishes when \( p = 3m^2M_{Pl}^2 \) corresponding to intersections of the blue curve with the corresponding gray-dashed curve.

For different choices of the spin-3/2 field’s mass \( m/H_e \). For a given mass choice, the sound speed vanishes \( c_s = 0 \) whenever the blue and gray-dashed curves intersect. In this example, for \( m/H_e \gtrsim 0.39 \) the sound speed never vanishes, for \( m/H_e \simeq 0.39 \) it vanishes just once, and for \( m/H_e \ll 0.39 \) it vanishes many times as the pressure oscillates at the end of inflation.

The evolution of the sound speed is illustrated directly in Fig. 3, which presents \( c_s^2 \) for the same three values of \( m/H_e \) that appear in Fig. 2. Every time \( c_s^2 \) touches zero the sound speed vanishes. Note that the upper limit to the sound speed is unity, so there is no superluminal propagation. As the pressure damps away with time, it eventually decreases below the threshold \( |p| < 3m^2M_{Pl}^2 \) and subsequently the sound speed has no more zero-crossings and it remains positive.

### 4.4 Non-adiabatic particle production from vanishing sound speed

Here we seek to clarify how the vanishing sound speed leads to efficient production of the helicity-1/2 modes. In general, particle production results from non-adiabatic mode evolution. If the mode equation takes the form of

\[
\partial_\eta^2 \chi_k + \omega_k^2(\eta) \chi_k = 0
\]

with time-dependent dispersion relation \( \omega_k(\eta) \), then

\[
A_k(\eta) \equiv \frac{\partial_\eta^2 \omega_k}{\omega_k^2}
\]

provides a dimensionless measure of the nonadiabaticity. When the dispersion relation changes rapidly and \( |A_k| \gg 1 \), efficient particle production results. (See, e.g., [69, 70] in the context of preheating.)

The mode equation for the helicity-1/2 modes (3.30) has the dispersion relation \( \omega_{k,1/2}^2 = c_s^2 k^2 + a^2 m^2 \) from Eq. (3.29b). For simplicity, we consider the case of a constant mass, as studied in the numerics. The
Figure 3: The evolution of $c_s^2$ as a function of $a/a_e$ for three values of $m/H_e$. As illustrated in the upper panel, for $m/H_e \ll 1$ after inflation, $c_s^2 = 0$ many times in the oscillation of the inflaton field. If $m/H_e \approx 0.39$, while $c_s^2$ still oscillates it vanishes only once (see the middle panel). As seen in the lower panel, if $m/H_e \gtrsim 0.39$ the oscillations become less important and the sound speed never vanishes. (Note the different lower limit in the bottom panel.)
corresponding adiabaticity parameter is
\[ A_k = \frac{a^3 H m^2 + c_s (\partial_\eta c_s) k^2}{(a^2 m^2 + c_s^2 k^2)^{3/2}} \] (4.11)
for \( \partial_\eta m = 0 \) and \( \partial_\eta a = a^2 H \). As illustrated in Fig. 3, if \( m \lesssim 0.39 H_e \), the sound speed \( c_s \) will vanish, and may do so many times. At the moments when the sound speed vanishes, the adiabaticity parameter is given by,
\[ A_k\big|_{c_s=0} = \frac{H}{m}, \] (4.12)
which is manifestly larger than unity since \( m/H < 1 \) is a requirement for \( c_s \) to ever vanish.

Strikingly, Eq. (4.12) is independent of \( k \), which implies that particles of arbitrarily high momentum can be produced. This is precisely the “catastrophic particle production.” This is very different from the standard situation of particle production, e.g., of spin-0 fields with \( c_s = 1 \) and oscillating nonzero mass \( m^2(\eta) > 0 \), where large values of \( k \) act to shut-off the violation of adiabaticity by making the denominator in Eq. (4.11) large.

In fact, the violation of adiabaticity is even more severe than suggested by Eq. (4.12). The maximum value of \( A_k \), and hence maximum violation of adiabaticity, occurs shortly before and shortly after \( c_s = 0 \), when \( c_s \) is small but finite. This occurs when the second term in the numerator of Eq. (4.11) is dominant, while the first term is dominant in the denominator of Eq. (4.11). In this case, one finds \( A_k \) is given by,
\[ A_k \approx \frac{c_s (\partial_\eta c_s) k^2}{a^3 m^3}. \] (4.13)
This approximation is valid while \( k \) lies in the range \( c_s^2 \ll a^2 m^2/k^2 \ll c_s (\partial_\eta c_s)/aH \), which occurs, for arbitrarily large \( k \), for a transient period before \( c_s \) vanishes, and again for a period after. Combining this constraint with Eq. (4.13), we find,
\[ \frac{H}{m} \ll |A_k| \ll \frac{|\partial_\ln c_s|}{|A_k|} \frac{H}{m}, \] (4.14)
which brackets the nonadiabaticity away from \( c_s = 0 \) for a mode of arbitrary \( k \), including arbitrarily large \( k \), for example, \( k \) equal to the UV cutoff of the theory. This occurs for a very short period of time, reminiscent of preheating, wherein adiabaticity is violated as the inflaton crosses zero [69]. In particular, non-adiabatic particle production from a rapidly-varying mass parameter has been studied in Refs. [71–73], where it is observed that an arbitrarily rapid change in the mass parameter leads to particle production in arbitrarily high-\( k \) modes.

Before closing this section, we make a few additional comments. First, we note that the role of the vanishing sound speed in adiabaticity violation, Eq. (4.12), sheds light on the impact of backreaction on gravitino production. Since the production of gravitinos of all \( k \) occurs simultaneously (for an example time evolution, we refer the reader to [63]), there is no intermediary time period wherein the backreaction of low-\( k \) modes on the background cosmology can prevent the production of the high-\( k \) modes. This indicates that the breakdown of effective field theory, to be discussed in Sec. 6 and Sec. 7, is robust to the inclusion of backreaction.

We also note that in the limit \( M_{Pl}^2 \to \infty \) with \( H \) held fixed, which in the context of supergravity corresponds to the decoupling limit (see, e.g., [74]), the sound speed is unity. There is still a (non-catastrophic) gravitational production of the helicity-1/2 mode, in agreement with the gravitino-goldstino equivalence theorem [75–77], as studied in detail in [14].
Finally, we note that the small gravitino sound speed is not a signal that the theory is becoming strongly coupled. This behavior should be contrasted with the effective field theory of inflation [78] (see also [79]) wherein the reduced sound speed \( c_s^2 < 1 \) of the Goldstone boson of spontaneously broken time-translation invariance is generated by interactions, and the value of sound speed is related by symmetry requirements to the interaction strength, as they both descend from the term \( (1 + g^{00})^2 \). In that case, the limit \( c_s^2 \to 0 \) causes the theory to become strongly coupled and lowers the cutoff as \( \Lambda \sim c_s^{5/4} \). Similarly, in \( P(X) \) theories [80, 81], the reduced sound speed is induced by irrelevant operators, via \( P_X \) and \( P_{XX} \). In contrast with both of these, the reduced sound speed of the gravitino follows from the canonical kinetic term for \( \psi^\mu \), and the constraint equations \( D_\mu R^\mu = 0 \) and \( \gamma_\mu R^\mu = 0 \), as derived in Sec. 3. Thus, in contrast with the EFT of inflation, for the gravitino there is no connection between vanishing sound speed and strong coupling.

5 The situation in supergravity

In the spirit of effective field theory, one might hope that the catastrophic particle production exhibited by the Rarita-Schwinger model with \( m \lesssim H_e \) would be cured by UV completion. Fortunately, the UV completion is in hand: the UV completion of the massive Rarita-Schwinger field is supergravity, and the UV completion of supergravity is string theory.

Indeed, the construction of a consistent quantum field theory for spin-3/2 particles in a general spacetime was once thought to be problematic [82, 83] but the issues are resolved if the spin 3/2 field is coupled to a supercurrent as in supergravity (SUGRA). As we have alluded to many times, the physical spin-3/2 field in SUGRA is known as the gravitino. A salient feature of SUGRA models is that the gravitino mass is related to the energy density and pressure and can be time dependent. The expression for the gravitino sound speed, Eq. (4.8), applies independent of SUGRA considerations, and indeed matches that given throughout the SUGRA literature [13,15,16]. On the other hand, whether \( c_s \) vanishes or not (hence, catastrophic GPP or not) is dependent on the supergravity model.

Some discussion of SUGRA model building can be found in Appendix C for those unfamiliar with SUGRA. In SUGRA models there are several masses to keep track of; so when discussing SUGRA models we will denote the mass of the spin-3/2 gravitino by \( m_{3/2} \). Also, in SUGRA \( m_{3/2} \) need not be real, so we will often encounter \( |m_{3/2}| \). Here, we first consider a model with a single chiral superfield, then consider more realistic models with more than one superfield.

5.1 Models with a Single Chiral Superfield

As a starting point, let us consider a single chiral superfield oscillating in its potential. This is the model studied by Giudice, Riotto, and Tkachev [15, 16] and Kallosh, Linde, with Van Proeyen [13] when discussing gravitino GPP (and discussed again by Kallosh, Linde, Van Proeyen, and Kofman [14]). Denoting as \( \Phi \) the complex scalar component of a chiral superfield by \( \Phi \), and \( \Phi \) the scalar field’s complex conjugate, we consider as a model the Kähler potential \( K \) and superpotential \( W \) given by,

\[
K(\Phi, \Phi) = \Phi \bar{\Phi} \quad , \quad W(\Phi) = \frac{1}{2} m_\phi \bar{\Phi}^2 .
\]
We may express the complex scalar $\Phi$ in terms of real fields as $\Phi = \frac{1}{\sqrt{2}} e^{i\sigma/\Lambda_{\text{Pl}}}$. With this choice of the Kähler potential and the superpotential, and after setting $\sigma = 0$, the gravitino mass is given by [see Eq. (C.9)],

$$m_{3/2} = e^{K(\Phi, \bar{\Phi})/2M_{\text{Pl}}^2} \frac{W(\Phi)}{M_{\text{Pl}}^2} = e^{\phi^2/4M_{\text{Pl}}^2} \frac{m_\phi}{4M_{\text{Pl}}^2} \phi^2,$$  \hspace{1cm} (5.2)

where the middle expression is general for single-superfield models and the final expression is particular to the above choices of $K$ and $W$. For example, $\phi$ may be the inflaton field, and its evolution during inflation leads to a time-dependence for the gravitino mass $m_{3/2} = m_{3/2}(t)$. The scalar-field Lagrangian is,

$$\mathcal{L} = \frac{1}{2} (\partial \phi)^2 + \frac{1}{2M_{\text{Pl}}^2} \phi^2 (\partial \sigma)^2 - V(\phi),$$ \hspace{1cm} (5.3)

with potential given by Eq. (C.8)

$$V(\phi) = e^{K/M_{\text{Pl}}^2} \left( \frac{\partial \phi}{M_{\text{Pl}}^2} W + \frac{W}{M_{\text{Pl}}^2} \partial_\phi K \right)^2 - 3 \left| \frac{W}{M_{\text{Pl}}^2} \right|^2 = e^{\phi^2/2M_{\text{Pl}}^2} \frac{1}{2} m_\phi^2 \phi^2 \left( 1 + \frac{\phi^2}{8M_{\text{Pl}}^2} + \frac{\phi^4}{16M_{\text{Pl}}^4} \right),$$ \hspace{1cm} (5.4)

where again the middle expression is general for single-superfield models and the final expression obtains for $K$ and $W$ of Eq. (5.1). In the limit $\phi \ll M_{\text{Pl}}$ the potential is simply $V = \frac{1}{2} m_\phi^2 \phi^2$.

As a momentary digression, we note that this model is not complete. In particular, the potential is independent of the angular field $\sigma$, and thus $\sigma$ is massless. In general, one must introduce additional superfields to stabilize $\sigma$, and additional terms in the Kähler potential to stabilize the fields added to stabilize $\sigma$ (see, e.g., [84, 85]). Furthermore, in order to describe our universe the model must at least be able to accommodate the Standard Model of particle physics, which includes the Higgs field, and any supersymmetric embedding of the Standard Model generally introduces many scalar fields.

The shortcomings aside, the model has a seemingly miraculous feature: the sound speed $c_s^2 = 1$ at all times! We can see this by noting that the energy density $\rho$ and pressure $p$ contributed by $\phi$ are $\rho = \frac{1}{2} \dot{\phi}^2 + V(\phi)$ and $p = \frac{1}{2} \dot{\phi}^2 - V(\phi)$, and that $4M_{\text{Pl}}^4 \left( a^{-1} \partial_\eta m_{3/2} \right)^2 = 4M_{\text{Pl}}^2 m_{3/2}^2$ is given by

$$4M_{\text{Pl}}^2 m_{3/2}^2 = e^{\phi^2/2M_{\text{Pl}}^2} m_\phi^2 \phi^2 \left( 1 + \frac{\phi^2}{2M_{\text{Pl}}^2} + \frac{\phi^4}{16M_{\text{Pl}}^4} \right) \dot{\phi}^2 = 2V(\phi)^2 + 6m_{3/2}^2 M_{\text{Pl}}^2 \dot{\phi}^2.$$

Using (5.5) and the expressions for $\rho$ and $p$ in Eq. (4.8) results in $c_s^2 = 1$! To recap: $c_s = 1$ is a result of the cancellation of the time dependence of $\rho$ and $p$ with the time dependence of $\dot{m}_{3/2}$.

One might ask if the conspiracy that leads to $c_s^2 = 1$ is general in SUGRA, whether it is a feature of all models with a single chiral superfield, or is it particular to this model of a single superfield with the Kähler potential and superpotential of Eq. (5.1). We now demonstrate that $c_s^2 = 1$ for all models with a single chiral superfield (as shown long ago in [13, 14]), and in general is not true in models with multiple superfields.

### 5.2 Models with Multiple Chiral Superfields

We now consider the sound speed Eq. (4.8) in a model of $N$ number of chiral superfields, $\Phi^I$, with field index $I = 1 \ldots N$. For a thorough discussion of the gravitino equations of motion in models of arbitrary superfields, we refer the reader to [14]. It was strongly emphasized in [14] that to compute the particle production in models
with more than one chiral superfield, one must carefully track all of the spin-1/2 fields in the theory (in contrast to what was done in [17]). Here we content ourselves to consider only the sound speed, with a vanishing sound speed considered to be a diagnostic for catastrophic particle production.

The first step is to find a general expression for $\dot{m}_{3/2}$. The time derivative can be written as a directional covariant derivative in field space. We write the time-derivative as a field-space derivative as,

$$\frac{d}{dt} = \sum_{I} \left[ \dot{\Phi}^I \nabla_I + \dot{\Phi}^I \nabla_I \right],$$  \hspace{1cm} (5.6)

where $\nabla$ represents a directional covariant derivative in field space on a complex manifold with metric $G_{IJ}$ defined in Eq. (C.1). When operating on a scalar function $f(\Phi, \bar{\Phi})$, the directional derivative is $\nabla_I f(\Phi, \bar{\Phi}) = \partial f(\Phi, \bar{\Phi})/\partial \Phi^I = f_{,I}$ and $\nabla_I f(\Phi, \bar{\Phi}) = \partial f(\Phi, \bar{\Phi})/\partial \bar{\Phi}^I = f_{,I}$. The bar over an index denotes an operation with respect to $\bar{\Phi}$.

For the gravitino mass given by $M_{Pl}^2 m_{3/2} = e^{K(\Phi, \bar{\Phi})/2M_{Pl}^2} W(\Phi)$ [see Eq. (C.9)], we express $M_{Pl}^2 \dot{m}_{3/2}$ as

$$M_{Pl}^2 \dot{m}_{3/2} = e^{K(\Phi, \bar{\Phi})/2M_{Pl}^2} \sum_{I} \left( \dot{\Phi}^I \partial_I W(\Phi) + \frac{1}{2M_{Pl}^2} \dot{\bar{\Phi}}^I K_{,I} W(\Phi) + \frac{1}{2M_{Pl}^2} \dot{\Phi}^I K_{,I} W(\Phi) \right).$$  \hspace{1cm} (5.7)

For the models we consider, $K$ is symmetric under the interchange $\Phi^I \leftrightarrow \bar{\Phi}^I$. We further assume that the imaginary parts of $\Phi^I$ are constant and we set them equal to zero, i.e., for each complex scalar $\Phi^I$, we consider only Re$\Phi$ or $|\Phi|$ to be dynamical, as is the case in common supergravity cosmological models. These properties yield $K_{,I} = K_{,I}$ and $\bar{\Phi}^I = \bar{\Phi}^I$, and results in

$$M_{Pl}^4 |\dot{m}_{3/2}|^2 = e^{K(\Phi, \bar{\Phi})/M_{Pl}^2} \sum_{I} \dot{\Phi}^I \left[ \partial_I + M_{Pl}^{-2} K_{,I} \right] W(\Phi) \bigg| ^2 = e^{K(\Phi, \bar{\Phi})/M_{Pl}^2} \sum_{I} \dot{\Phi}^I D_I W(\Phi) \bigg| ^2, \hspace{1cm} (5.8)$$

where $D_I \equiv \partial_I + M_{Pl}^{-2} K_{,I}$.

The next step is to express the energy density and pressure as $\rho = \sum_{I} |\dot{\Phi}|^2 + V$ and $p = \sum_{I} |\dot{\Phi}^I|^2 - V$ where $V = e^{K/M_{Pl}^2} \sum_{I} |D_I W|^2 - 3M_{Pl}^2 |m_{3/2}|^2$. Using these expressions, along with the expression for $M_{Pl}^2 m_{3/2}$ in Eq. (5.7), leads to the result

$$c_s^2 = 1 - 4 \frac{e^{K/M_{Pl}^2}}{(\rho + 3M_{Pl}^2 |m_{3/2}|^2)^2} \left[ \left( \sum_{I} |\dot{\Phi}|^2 \right) \left( \sum_{J} |D_J W|^2 \right) - \left( \sum_{I} \dot{\Phi}^I D_I W \right)^2 \right],$$  \hspace{1cm} (5.9)

which is not equal to unity except for special cases. In particular, the sum-of-squares and the square-of-a-sum only cancel in the trivial case where the “sum” is over 1 element, but not in general when there is more than one field. This means that in general the $c_s^2 = 1$ result is peculiar to the case of only one chiral superfield [13, 14]. The above expression matches the corresponding expression given in [17].

We can simplify this further by defining the field space vectors $\vec{\Phi}$ and $\vec{F}$, which have components $\dot{\Phi}^I$ and $e^{K/2} D_I W$ respectively. In this notation, one finds,

$$\rho + 3M_{Pl}^2 |m_{3/2}|^2 = \vec{\Phi} \cdot \vec{\Phi} + \vec{F} \cdot \vec{F} \hspace{1cm},$$  \hspace{1cm} (5.10)
where the dot product is with respect to the metric $G_{IJ}$, and similarly

$$
\sum I \dot{\Phi}^I D_I W = e^{-K/2M_{pl}^2} \ddot{\Phi} \cdot \dot{F}, \quad \sum J |D_J W|^2 = e^{-K/M_{pl}^2} \dot{F} \cdot \dot{F}, \quad \sum I |\dot{\Phi}^I|^2 = \ddot{\Phi} \cdot \ddot{F}.
$$

From this we can express $c_s$ as

$$
c_s^2 = 1 - 4 \frac{\ddot{\Phi} \cdot \dot{F} \cdot \dot{F} - (\ddot{\Phi} \cdot \dot{F})^2}{\ddot{\Phi} \cdot \ddot{\Phi} + \dot{F} \cdot \dot{F}}.
$$

This has a simple geometric interpretation as an angle in field space. To appreciate this, consider the simple case of a flat field-space metric $G_{IJ} = \delta_{IJ}$. In this case, the dot product has the usual property $\ddot{\Phi} \cdot \dot{F} = |\ddot{\Phi}| |\dot{F}| \cos(\theta)$, where $\theta$ is the angle between the two vectors. The above can be written as,

$$
c_s^2 = 1 - \frac{4 |\ddot{\Phi}|^2 |\dot{F}|^2}{(|\ddot{\Phi}|^2 + |\dot{F}|^2)^2} (1 - \cos^2(\theta)).
$$

Thus the gravitino is “slow”, i.e., $c_s^2 < 1$, in any case when $\cos(\theta) \neq 1$. As an interesting side note, the above is proof of subluminal propagation of gravitinos in supergravity: since $\cos^2(\theta) - 1 \leq 0$, and $f(x, y) = 4xy/(x + y)^2 \leq 1$, we see that $c_s^2 \leq 1$ in general supergravity models: gravitino propagation is sub-luminal, as expected.

One may also appreciate from Eq. (5.13) that a vanishing sound speed $c_s^2 = 0$ corresponds to a relatively simple limit. Consider a case wherein the cosmological evolution, namely the field space trajectory as measured by $\ddot{\Phi}$, is orthogonal to the breaking of supersymmetry, namely the vector $\dot{F}$. In this case $\cos(\theta) = 0$. The sound speed vanishes when $|\ddot{\Phi}| = |\dot{F}|$. In summary,

$$
\ddot{\Phi} \cdot \dot{F} = 0 \quad \text{and} \quad |\ddot{\Phi}| = |\dot{F}| \quad \text{implies} \quad c_s^2 = 0.
$$

Importantly, in contrast with what one might expect given that the single superfield model has $c_s^2 = 1$ at all times, the above suggests that supergravity does not a priori protect against catastrophic particle production. To understand this in more detail, we now consider particular supergravity cosmology constructions.

### 5.3 Nilpotent Superfield Models

An extensively studied class of supergravity models is that of nilpotent superfields [86]. These models contain a superfield $S(x, \theta)$ that obeys a superspace constraint equation,

$$
S^2(x, \theta) = 0.
$$

These models are reviewed in Appendix C. They provide the effective field theory of the KKLT construction for de Sitter in string theory [42], where $S$ encodes the spontaneous breaking of supersymmetry by an anti-D3 brane [46–50]. The constraint on $S$ in turn imposes that the scalar component $S$ is a fermion bilinear, and the bosonic sector of theory corresponds to setting $S$ equal to 0. The cosmology of these models was developed in, e.g., [86–88].
In simple models of this type one always has the property that the field evolution is orthogonal to the SUSY breaking, since the field predominantly responsible for SUSY breaking has no dynamical scalar component. The sound speed is given by Eq. (5.9), with the simplification that scalar component $S$ of the nilpotent superfield, $S$, is vanishing. A simple model realization is the following [87, 88],

\[ W = MS + W_0 M_{\text{Pl}}, \quad K = M_{\text{Pl}}^2 \frac{SS}{f(\Phi, \bar{\Phi})} - 3\alpha M_{\text{Pl}}^3 \log \frac{\Phi + \bar{\Phi}}{\sqrt{4\Phi\bar{\Phi}}} \]

(5.16)

where $M$, $f$, and $W_0$ have mass dimension 2, and $\alpha$ is dimensionless. The last term of the Kähler potential describes half-plane coordinates on hyperbolic field-space manifold with Ricci scalar $R = -2/3\alpha$; a setup that naturally leads to $\alpha$–attractor inflation [89–91]. The $S$-dependence of $W$ breaks supersymmetry, while the $\Phi$ dependence of the Kähler potential generates a scalar potential for Re$\Phi$ and Im$\Phi$.

We consider a phase of inflation that proceeds along the $|\Phi| \equiv \phi/\sqrt{2}$ direction; the phase of $\Phi$ has a super-Hubble mass independent of the values of $W_0$ and $M$ or the precise form of $f(\Phi, \bar{\Phi})$ [87, 88], and thus can be self-consistently set to 0. In this background, the Kähler potential vanishes, $K = 0$. The $F$-term vector $\vec{F}$ is given by $\vec{F} \equiv (F^\Phi, F^S) = (0, M M_{\text{Pl}})$, the gravitino mass is given by $m_{3/2} = W_0/M_{\text{Pl}}$, and the potential is given by $V(\Phi, \bar{\Phi}) = -3W_0^2 + M^2 f(\Phi, \bar{\Phi})/M_{\text{Pl}}^2$.

As a simple example, we consider $f(\Phi, \bar{\Phi}) = M_{\text{Pl}}^2 + \lambda (v^2 - 2|\Phi|^2) M_{\text{Pl}}^2$, such that the potential becomes

\[ V = \Lambda + \lambda (v^2 - \phi^2)^2, \]

(5.17)

with cosmological constant $\Lambda$ given by $\Lambda \equiv (M_{\text{Pl}}^2 - 3W_0^2)/2$. This model exhibits $\alpha$–attractor inflation [89–91], that is well described in terms of the canonically normalized field $\varphi \equiv -\sqrt{6\alpha} M_{\text{Pl}} \log(\phi/M_{\text{Pl}})$. Indeed, the inflaton potential may be written as,

\[ V_{\text{infl}}(\varphi) = V_0 \left( 1 - \frac{M_{\text{Pl}}^2}{v^2} e^{-\sqrt{\frac{\pi}{6\alpha}} \varphi/M_{\text{Pl}}} \right)^2, \]

(5.18)

where $V_0 = \lambda v^4$. As shown in [92], the inflationary predictions for $n_s$ and $r$ are independent of $v$, and thus $v$ may be taken as a free parameter that specifies the position of the minimum of the potential. The inflaton mass is given by [40],

\[ m_\varphi^2 = m_{3/2} \left( K_{\Phi\Phi} - (K_{\Phi\Phi})^{-1} K_{\Phi\Phi} K_{\Phi} + \frac{1}{3} (K_{\Phi})^2 \right). \]

(5.19)

At the end of inflation, when $\phi = v$, this is,

\[ |m_\varphi^2| = \frac{3m_{3/2} \alpha M_{\text{Pl}}^2}{2v^2}. \]

(5.20)

For $v/\sqrt{\alpha} \ll M_{\text{pl}}$, the inflatino is heavy, and can be consistently neglected in studying the gravitino.

Interestingly, the gravitino mass and SUSY breaking have effectively been sequestered into the cosmological constant, and thus are (naively) decoupled from the Hubble parameter during inflation. However, at the end of inflation, we find ourselves in an identical situation to the constant-mass massive Rarita-Schwinger. The oscillations of $|\dot{\phi}|$, or equivalently, $\varphi$, have amplitude of approximately $M_{\text{Pl}} H_e$, while the SUSY breaking has amplitude $|\vec{F}| = M$, and the field space evolution and SUSY breaking are orthogonal at all times, $\dot{\Phi} \cdot \vec{F} = 0$. If
$M \lesssim H_e M_{Pl}$, then the condition for vanishing $c_s^2$, Eq. (5.14), is satisfied once every oscillation, and catastrophic particle production occurs. Meanwhile, the observed near-vanishing of the cosmological constant, $\Lambda \simeq 0$, dictates that $M \simeq \sqrt{3} m_{3/2} M_{Pl}$. From this one finds that for $m_{3/2} \lesssim H_e$ there is catastrophic particle production in the nilpotent superfield model Eq. (5.16).

Somewhat surprisingly, the bound $m_{3/2} \gtrsim H_e$ to avoid the catastrophe is identical to that found in Sec. 4 without any of the machinery of supergravity. This demonstrates that supergravity in itself, despite introducing new degrees of freedom, does not always resolve the catastrophic particle production.

### 5.4 Orthogonal Constrained Superfield Models

A final class of models we consider is that of orthogonal constrained superfields [93–96]. These models supplement the nilpotent superfield model with an additional superfield $\Phi$ satisfying the orthogonality constraint,

$$ S \cdot (\Phi - \bar{\Phi}) = 0. \quad (5.21) $$

For a model comprised solely of $\Phi$ and $S$, in the unitary gauge the dynamical fields are only a single real scalar, and the gravitino, making this an ideal playground for cosmological model building [94–96]. Catastrophic gravitino production in this class of models has been noted previously in Ref. [39]. The sound speed in this type of models has also been studied in e.g., Ref. [55].

For simplicity we restrict ourselves to two fields. Consider the model [93–96],

$$ W = f(\Phi) S + g(\Phi) M_{Pl}, \quad K = \frac{1}{2}(\Phi - \bar{\Phi})^2 + S \bar{S}, \quad (5.22) $$

with nilpotency constraint $S^2 = 0$ and orthogonal constraint $S \cdot (\Phi - \bar{\Phi}) = 0$. The superpotential $W = f(\Phi) S + g(\Phi) M_{Pl}$ is the most general possible superpotential for these two fields given the superfield constraints. The second constraint removes the $D_\Phi W$ contribution to $V$, and correspondingly, removes the $D_\Phi W$ contribution to the first term in the square brackets Eq. (5.9). Furthermore, the orthogonality constraint, in the unitary gauge, removes $\text{Im}\Phi$ from the spectrum [94], which implies $K = 0$. More explicitly:

$$ (c_s^2)_{\text{orthogonal}} = 1 - \frac{4}{(\rho + 3m_{3/2})^2} \left[ \left( \sum_I |\Phi^I|^2 \right) \left( \sum_{I \neq \Phi} |D_I W|^2 \right) - \left| \sum_I \Phi^I D_I W \right|^2 \right]. \quad (5.23) $$

Again we consider $\Phi = \bar{\Phi} = \phi/\sqrt{2}$. The scalar potential is

$$ V = |D_S W|^2 - 3 M_{Pl}^{-2} |W|^2 = (|f|^2 - 3|g|^2). \quad (5.24) $$

Note that $D_\Phi W$ does not contribute to $V$ due to the additional constraint equation of the orthogonal models. The gravitino mass is $m_{3/2}(\Phi) = g(\Phi)/M_{Pl}$, which has time derivative

$$ \dot{m}_{3/2} = M_{Pl}^{-1} \Phi \frac{\partial g(\Phi)}{\partial \Phi}. \quad (5.25) $$

We find the sound speed is

$$ c_s^2(\Phi, \bar{\Phi}) = 1 - \frac{4\dot{\Phi}^2}{(\dot{\Phi}^2 + f^2)^2} \left[ f^2 - 2M_{Pl}^2 \left( \frac{\partial g(\Phi)}{\partial \Phi} \right)^2 \right]. \quad (5.26) $$
This applies to general $f(\Phi)$ and $g(\Phi)$.

As a simple example, consider a constant mass gravitino. That is, consider $g(\Phi) = m_{3/2}^3/2M_{Pl}$. We can express the potential $V$ so as to absorb the gravitino mass into the cosmological constant, as $V = \Lambda + \hat{f}^2(\phi)$, where $\Lambda \equiv f^2(0) - 3m_{3/2}^2$ and $f^2(\phi) = f^2(\phi) - f^2(0)$. The sound speed can be computed from the above or directly from Eq. (4.8). It is given by

$$c_s^2 = \left(\frac{p_\phi}{\rho_\phi}\right)^2,$$

(5.27)

with $p_\phi = \dot{\Phi}^2 - |\hat{f}(\Phi)|^2$ and $\rho_\phi = \dot{\Phi}^2 + |\hat{f}(\Phi)|^2$. The above is simply the equation of state of the field $\text{Re} \Phi \equiv \phi/\sqrt{2}$. If $\phi$ is oscillating, the above crosses zero any time the pressure crosses zero, leading to catastrophic particle production. Moreover, this applies for any choice of the gravitino mass, provided we set $\Lambda = 0$ up to small corrections. Notably, this model with a constant gravitino mass can not be saved by the restriction to $m_{3/2} > H$, since the gravitino mass is absorbed into $\Lambda$ and we take $\Lambda \simeq 0$ up to very small corrections.

Thus we see that orthogonal constrained superfield models with a constant-mass gravitino have the catastrophic particle production detailed in Sec. 4 for any mass of the gravitino. However, this is not the fate of all orthogonal constrained superfield models.

To understand the diverse possibilities, we consider a toy model that interpolates between the differing cases. We consider a constrained orthogonal superfield, and take a superpotential similar to those proposed in Ref. [94]. We consider the model,

$$W = f(\Phi)S + g(\Phi)M_{Pl}, \quad K = \frac{1}{2}(\Phi - \bar{\Phi})^2 + S \bar{S},$$

(5.28)

satisfying the superspace constraints, $S^2 = 0$ and $S \cdot (\Phi - \bar{\Phi}) = 0$, and with

$$f(\Phi) = \sqrt{m^2\Phi^2 + a} \quad \text{and} \quad g(\Phi) = \sqrt{\frac{2}{M_{Pl}^2} \alpha^2 m^2 \Phi^4 + b}$$

(5.29)

The motivation for this seemingly ad hoc model is to parametrize in a simple way the cosmological constant, the Hubble constant, the time-dependence of the gravitino mass, and the size of the gravitino mass in vacuum. These are parametrized by $a, m, \alpha,$ and $b$ respectively.

We take $\Phi = \bar{\Phi} = \phi/\sqrt{2}$. The scalar potential is given by

$$V = (a - 3b) + \frac{1}{2}m^2\phi^2 - \frac{3}{8M_{Pl}^2} \alpha^2 m^2 \phi^4.$$

(5.30)

The first term is the cosmological constant. Demanding that it be near-zero sets $a \simeq 3b$, which we take to be case in what follows. This leaves as model parameters $\{\alpha, b, m\}$.

The gravitino mass is

$$M_{Pl} m_{3/2} = \sqrt{\frac{1}{8M_{Pl}^2} \alpha^2 m^2 \phi^4 + b}.$$

(5.31)
In the vacuum $\phi = 0$, we have $m_{3/2} = b^{1/2}/M_{Pl}$. The time-dependence of $m_{3/2}$ is controlled by the size of $\alpha$. The gravitino sound speed in general is given by, Eq. (5.26)

$$c_s^2 = 1 - \frac{8\dot{\phi}^2}{2 \left( \frac{3b}{2} + \frac{m^2 \phi^2}{2} \right) \left( 3b + \frac{m^2 \phi^2}{2} + \dot{\phi}^2 \right)}.$$  \hspace{1cm} (5.32)

The minimum of the potential is locally a $m^2 \phi^2$ type. We consider $m \gg H$ such that the oscillations are much faster than Hubble, to a good approximation we can neglect the expansion and consider the background solution $\phi(t) = \phi_0 \cos(mt)$.

First consider a constant gravitino mass, $\alpha = 0$. We find the sound speed is

$$c_s^2(t)|_{\alpha=0} = \left( \frac{6b + m^2 \phi_0^2 \cos(2mt)}{6b + m^2 \phi_0^2} \right)^2.$$ \hspace{1cm} (5.33)

This has zeros at $t_*$, defined by

$$\cos(2mt_*) = -\frac{6b}{m^2 \phi_0^2}.$$ \hspace{1cm} (5.34)

Since $|\cos(x)| \leq 1$, we deduce that $c_s^2(t)$ has zeros if $b < m^2 \phi_0^2/6$. Incidentally, the Friedmann equation reads $H^2 \simeq (3M_{Pl}^2)^{-1}(m^2 \phi^2/2) = m^2 \phi^2/6M_{Pl}^2$, and $m_{3/2} = g = \sqrt{b}$, and hence we find zeros of $c_s^2$ whenever $m_{3/2} < H$. This can be seen in the top panel of Fig. 4.

Now let us consider a time-varying gravitino mass. For simplicity, take a vanishing vacuum gravitino mass, $b = 0$, and maintain $a = 3b$. We find

$$c_s^2(t)|_{b=0} = \frac{1}{2} \left[ (1 + 4\alpha^2) + (1 - 4\alpha^2) \cos(4mt) \right].$$ \hspace{1cm} (5.35)

Note that we demand $\alpha \leq 1/2$ to ensure causality. When $\alpha = 0$, this exhibits zeros at $t = n\pi/4m$. However, for $\alpha \neq 0$, we see

$$\min c_s^2(t)|_{b=0} = 4\alpha^2.$$ \hspace{1cm} (5.36)

Thus the vanishing of the sound speed is cured by turning on a field-dependence of the gravitino mass. This can be seen in the bottom panel of Fig. 4.

Finally, we note that all of these examples have $D_S W \neq 0$ and thus are within the regime of validity of the dS supergravity theory [97–102], and thus ostensibly in the regime of effective field theory. As a concrete example, we fix $\alpha = b = 0$ and $a = \Lambda$. Then we find for the sound speed

$$c_s^2 = \frac{(2\Lambda + m^2 \phi_0^2 \cos(2mt))^2}{(2\Lambda + m^2 \phi_0^2)^2} = \frac{p^2}{\rho^2}.$$ \hspace{1cm} (5.37)

\hspace{1cm} \begin{footnotesize}  
\footnote{One may introduce additional corrections to $f(\Phi)$ to enforce the potential be positive definite at large $\phi$, but these terms are not relevant provided $\phi$ is restricted to small oscillations.}  
\end{footnotesize}
Figure 4: Evolution of the gravitino sound speed in a toy background with $\phi = \phi_0 \cos(mt)$. Here we fix $m = \phi_0 = 1$. [Top Panel] For $b = 0$ but $\alpha \neq 0$, from Eq. (5.35) we find the zeros are lifted to $c_s^2 = \alpha^2$. [Bottom Panel:] For $\alpha = 0$, from Eq. (5.33) the sound speed has zeros whenever $m_{3/2} < H$. All other regions of parameter space interpolate between these examples.

We see $c_s$ has zeros if $m^2 \phi_0^2/(2\Lambda) > 1$. Meanwhile, for SUSY breaking along the $S$-direction

$$|D_S W|^2 = f^2 = \Lambda + \frac{1}{2} m^2 \phi^2 = \Lambda + \frac{1}{2} m^2 \phi_0^2 \cos(mt)^2,$$

is given at the zeros of $c_s$ by

$$|D_S W|^2|_{c_s = 0} = \frac{\Lambda}{2} + \frac{1}{4} m^2 \phi_0^2,$$

which is manifestly positive, even in the limit $a \to 0$. Thus $D_S W$ is well behaved.
5.5 Corrections to the Kähler Potential

In the previous section we observed that a non-zero time dependence of the gravitino mass can lift the zeros of the sound speed $c^2_s$. In the simple model specified by Eq. (5.29), the parameter $\alpha$ controls the time-dependence, and as can be appreciated from Fig. 4, raises the minimum value of $c^2_s$ from 0 to $\alpha^2$.

This phenomenon can arise in a simple fashion due to small corrections to the Kähler potential. We note that while the superpotential is protected from perturbative corrections by non-renormalization theorems [103, 104], the Kähler potential is not. In the context of string theory, the Kähler potential receives corrections from both the $\alpha'$ and string loop expansions. The leading corrections in string compactifications have been computed in e.g. [105, 106].

Corrections to the Kähler potential play a similar role to the parameter $\alpha$ of the previous section (see Fig. 4). As an illustrative example, consider the following Kähler potential,

$$K(\Phi, \bar{\Phi}, S, \bar{S}) = K_0(\Phi, \bar{\Phi}, S, \bar{S}) + \delta K(\Phi, \bar{\Phi})$$

with

$$K_0 = \frac{1}{2} (\Phi - \bar{\Phi})^2 + S \bar{S}, \quad \delta K = \frac{1}{2} c^2(\Phi + \bar{\Phi})^2$$

Here $K_0$ has a shift symmetry for $\text{Re}\Phi$, that is broken by $\delta K$, with the breaking parametrized by the parameter $c \ll 1$. In this case, the kinetic terms are no longer canonical, but can be made canonical by a simple rescaling. The potential gets a small contribution that is subdominant as long as $c^2 \ll 1$. The gravitino mass is now given by,

$$m_{3/2} = e^{c^2 \phi^2 / 2M_{Pl}^2} \frac{W(\Phi)}{M_{Pl}^2},$$

which has inherited a field-dependence from the breaking of the shift-symmetry of $\text{Re}\Phi$.

Consider an orthogonal constrained superfield model with $g(\Phi) = g_0 M_{Pl}^2$, with $g_0$ a dimensionless constant. The time-dependence of the gravitino mass is given by,

$$\dot{m}_{3/2} = \frac{e^{c^2 \phi^2 / 2M_{Pl}^2} W(\Phi)}{M_{Pl}^2} g_0$$

The sound speed for $c = 0$ is given by Eq. (5.27). When $c \neq 0$, we instead find,

$$c^2_s = \frac{p^2_\phi}{\rho_\phi} + \frac{c^4 M_{Pl}^2 \phi^2 \dot{\phi}^2}{\rho_\phi^2} e^{c^2 \phi^2 / M_{Pl}^2}.$$

For a potential with a minimum that is locally quadratic, such that one can approximate $\phi \simeq \phi_0 \cos(mt)$, one finds the would-be zeros of $c^2_s$, which occur when $p_\phi = 0$ (at $mt = \pi/4$), are lifted to,

$$c^2_s|_{p_\phi=0} = \frac{c^4}{m^2} e^{c^2 \phi^2 / 2M_{Pl}^2}.$$
6 The Gravitino Swampland Conjecture (GSC)

From the exercises of the previous section we deduce that supergravity does not a priori cure the vanishing of the sound speed seen in the Rarita-Schwinger model. We take $c_s^2 = 0$ as a diagnostic for the catastrophe. Hence we deduce that SUGRA does not necessarily cure the catastrophic particle production: There are a plethora of supergravity models which do exhibit the catastrophe, and a plethora of models which do not. This breakdown of theory when the gravitino is quantized (which we will expand on shortly) suggests a possible link to the swampland [60] (for a review, see [61, 62]).

The swampland is the set of four-dimensional effective field theories, which are self-consistent as an effective field theory coupled to classical gravity, but become inconsistent when gravity is quantized. From this inconsistency one infers that the effective theory does not have a UV completion in quantum gravity. The leading candidate of quantum gravity is superstring theory, and in this context, quantizing gravity means quantizing not only the graviton but also the gravitino(s). In this work we have seen examples of field theories that falter when the gravitino is quantized. Motivated by this, we propose the Gravitino Swampland Conjecture:

*The sound speed of gravitino(s) must be positive-definite, $c_s^2 > 0$, at all points in moduli space and for all initial conditions, in all 4d effective field theories that are low-energy limits of quantum gravity.*

The GSC conjecture forbids the constant-mass massive Rarita-Schwinger field with $m_{3/2} \lesssim H_e$ where $H_e$ is the Hubble expansion rate at the end of inflation. This also forbids the supergravity models shown to exhibit the vanishing sound speed, such as simple nilpotent superfield models with $m_{3/2} \lesssim H_e$ and orthogonal constrained superfield models with constant $m_{3/2}$.

This conjecture is substantiated by the prominent proposals for moduli stabilization in string theory, namely the KKLT [42] and Large Volume [43] scenarios. In both cases, $m_{3/2} > H$ is required for the radial field to be stabilized during inflation [107–109]. In the opposite limit, the inflationary vacuum energy destabilizes the compactification, and the radial field will experience a runaway. In string theory setups which do allow $m_{3/2} < H$, such as the KL model [107], consistency with the conjecture requires only the inclusion of small corrections to the Kähler potential, which are ubiquitous in string theory.

A detailed discussion of the Gravitino Swampland Conjecture, the cosmological implications, and evidence from string theory, can be found in [63].

7 Discussion and conclusions

In this work we have considered the dynamics of massive spin-3/2 fields in curved spacetime. Considering simple cosmological backgrounds, we have computed the gravitational particle production, following the procedure developed in the context of gravitational production of dark matter [2–5, 7–11, 11–13, 15, 16]. We have found the surprising and striking result that the Rarita-Schwinger model, namely a constant mass spin-3/2 particle, has

---

3In a general theory of many interacting fields, the scalar sound speed $c_s$ may be understood as the determinant of the matrix of sound speeds of all fields kinetically coupled to the gravitino and with mass below the UV cutoff.
divergent (“catastrophic”) particle production if the spin-3/2 particle (the “gravitino”) is cosmologically light, namely lighter than the Hubble parameter of the cosmological spacetime, \( m_{3/2} \lesssim H \). The physical effect driving the production is a vanishing sound speed \( c_s^2 = 0 \) for the helicity-1/2 gravitino, which can be used as a diagnostic for the catastrophic particle production. The particle number at late times (when the particles are non-relativistic) in a bounded region of space is a physical observable: all observers should agree on how many billiard balls there are on the pool table. Thus we are forced to take this catastrophe seriously.

The production of particles of arbitrarily-high momentum implies a breakdown of effective field theory, since an infinite tower of irrelevant operators, for example a set of operators labelled by \( n \),

\[
\mathcal{O}_n = c_n m_{3/2} \frac{\partial^n}{\Lambda^n} (\bar{\psi}^\mu \gamma^\mu \psi) \sim c_n m_{3/2} \int d^3k \left( \frac{k}{\Lambda} \right)^n \bar{\psi}^\mu_k \psi^\mu_k,
\]

make a non-negligible contribution to the equations of motion if particles with momenta near cutoff, \( k \sim \Lambda \), are produced. The relevance of an infinite tower of operators is indicative of a total breakdown of effective field theory. This feature, in addition to the physical mechanism underlying it, distinguishes the catastrophic production from the conventional gravitino problem [51, 52]. It bears strong resemblance to the Planck-suppressed operators in large field inflation, which lead to the \( \eta \)-problem [110], and which is the domain of the Swampland Distance Conjecture [111, 112]. The SDC, in effect, states that no single EFT can describe regions of moduli space separated by Planckian distances, and thus that any EFT which purports to do so (i.e., a theory without any new degrees of freedom entering the theory as a scalar field traverses a Planckian distance in field space) is in the “swampland” [60].

Faced with this, one may impose an ad hoc UV cutoff on the Rarita-Schwinger model, to parametrize our ignorance of UV physics, and postulate that the particle production computation can only be computed up to the cutoff, and moreover that the calculation can be trusted all the way up to the cutoff, despite the argument above. However, for the Rarita-Schwinger model we are fortunate to have the UV completion already in hand: supergravity (SUGRA), and string theory. In this work we have studied the gravitino sound speed in single field SUGRA models, multifield SUGRA models, nilpotent constrained SUGRA models, and orthogonal constrained SUGRA models. We have shown SUGRA does not provide a single answer: it is model dependent whether \( c_s^2 = 0 \), and hence whether there is catastrophic particle production. In simple cases, with the exception of orthogonal models, the restriction to gravitino masses greater than Hubble, \( m_{3/2} > H \), is a sufficient condition to avoid catastrophic production. In the orthogonal models, one may lift the zeros of \( c_s^2 \) by additional terms in the superpotential or Kähler potential which induce a time-dependence of the gravitino mass.

From this we conclude that the new degrees of freedom of SUGRA do not a priori save the Rarita-Schwinger model with \( m_{3/2} \lesssim H \). In supersymmetric theories of quantum gravity, such as superstring theory, quantizing the gravitino is part and parcel with quantizing the graviton. This motivates an extension of the string swampland program [60] to effective field theories that become inconsistent when the gravitino is quantized, and along these lines, we have proposed the Gravitino Swampland Conjecture. Since the conjecture specifically pertains to the gravitino sound speed, this conjecture applies to theories with arbitrary field content and scalar potential. This thus applies to a plethora of example models beyond those studied here.

This work illustrates the power of gravitational particle production to uncover new physics. It complements nicely the power of GPP to generate the observed dark matter abundance, and thereby provides a substan-
tial puzzle piece in understanding physics beyond the standard model. In future work we will develop the GPP
of spin-3/2 fields as a dark matter model, focusing on the region of parameter space where the production is large
but finite. It will also be interesting to develop other observational signatures, such as the CMB non-Gaussianity.
The non-Gaussianity of higher-spin fermions, spin-$s + 1/2$ with $s > 2$, has been studied in detail in [27], and
it will be interesting to understand in detail how the spin-3/2 case differs. We leave this, and other possibilities,
to future work.
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Appendix A  Frame Fields

We will be concerned with quantum field theory in the expanding universe. To promote a familiar flat-space
quantum field theory to one in curved space we start with a relativistic field theory in Minkowski space. For
fields that transform under Lorentz transformations as scalars, vectors, or tensors, the procedure is to replace
in the action or field equations the Minkowski metric $\eta_{\mu\nu}$ by $g_{\mu\nu}$, replace all tensors by objects that behave as
tensors under general coordinate transformations, and replace all derivatives $\partial_\mu$ with covariant derivatives $\nabla_\mu$;
 i.e., for the derivative of a scalar field the covariant derivative is just $\partial_\mu$, and for a vector field $V_\mu$ the covariant
derivative is $\nabla_\mu V_\nu = \partial_\mu V_\nu - \Gamma^\alpha_{\mu\nu} V_\alpha$ and $\nabla_\mu V^\nu = \partial_\mu V^\nu + \Gamma^\nu_{\mu\alpha} V^\alpha$, and similarly for tensors.

This prescription fails for fields with half-integer spin, such as the Dirac electron field, which transform
as spinors under (infinitesimal) Lorentz transformations. Another approach is required to promote a Minkowski
field theory with spinor fields to curved space. The frame field formalism is an elegant and general formalism
of general relativity which will allow a field theory with spinors to be extended to curved spacetime.

To start, erect at every spacetime point $X$ a set of local inertial coordinates $y^\alpha_X$. At that spacetime point
in terms of the local inertial coordinates the metric is simply the Minkowski metric $\eta_{\alpha\beta}$. This implies that the
metric in a general noninertial coordinate system can be expressed in terms of the Minkowski metric $\eta_{\alpha\beta}$ as

\begin{equation}
\tag{A.1}
g_{\mu\nu}(x) = e^\alpha_{\mu}(x) e^\beta_{\nu}(x) \eta_{\alpha\beta}, \quad \text{with}
\end{equation}

\begin{equation}
\tag{A.2}
e^\alpha_{\mu}(x) \equiv \left( \frac{\partial y^\alpha_{X}}{\partial x^\mu} \right)_{x=X},
\end{equation}

The frame field was originally introduced by Cartan who called them *repères mobiles* (moving frames); in German they are referred
to as *vierbeins* (four-leg), and in the English literature they are usually called *tetrads* (Greek for “set of four”). We will follow the
notation of Freedman and Van Proeyen [67], and in the spirit of Cartan refer to them as “frame fields.”

The early-letter Greek alphabet will refer to the local inertial frame with coordinates $y^\alpha_{X}$, $\alpha = 0, \cdots, 3$, and early-letter Latin
alphabet for the spatial part $y^a_{X}$, $a = 1, 2, 3$. Mid-alphabet Greek letters will refer to coordinates in the noninertial system $x^\mu$, $\mu = 0, \cdots, 3$, and mid-alphabet Latin letters for the spatial part $x^i$, $i = 1, 2, 3$. 
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where \( e^\alpha_\mu(x) \) is the frame field. Early-alphabet indices are raised/lowered by \( \eta_{\alpha\beta} \) while mid-alphabet indices are raised/lowered by \( g_{\mu\nu} \). The frame field transforms as a covariant vector, so it should be regarded as four orthonormal covariant vectors (one timelike and three spacelike) rather than as a single tensor. By using frame fields, general objects (like spinors) can be converted into proper local, Lorentz-transforming tensors with the additional spacetime dependence absorbed by the frame fields.

To promote a Minkowski-space field theory to curved spacetime, contract vectors and tensors into frame fields (e.g., \( V_\alpha \to e^\alpha_\mu V_\mu \)) and replace derivatives \( \partial_\alpha \) by \( \nabla_\alpha \), where
\[
\nabla_\alpha = e^\alpha_\mu \partial_\mu + e^\alpha_\mu \Gamma_\mu,
\]
with the spin connection \( \Gamma_\mu(x) \) defined as
\[
\Gamma_\mu(x) = \frac{1}{2} \Sigma^{\alpha\beta} e_\nu^\alpha g_{\sigma\nu} \left( \partial_\mu e^\sigma_\beta + \Gamma_\sigma^{\mu\rho} e_\rho^\beta \right).
\]
In the above expression for \( \Gamma_\mu \), the quantity \( \Sigma^{\alpha\beta} \) is the generator of the Lorentz group associated with the representation under which the field transforms.

The stress-energy tensor can also be found by varying the geometry via the frame field
\[
T^\alpha_\mu = \frac{1}{|e|} \frac{\delta S_M}{\delta e^\alpha_\mu},
\]
where \( |e| \) is the determinant of the frame field. Then, \( T^{\mu\nu} = -\eta^{\alpha\beta} e^\alpha_\mu T^\beta_\nu \).

The frame-field formalism can be used for any field (scalar, vector, etc.) but we will only employ it for half-integer spins. The interested reader should consult a fuller discussion of frame-field formalism (e.g., [113–115]).

**Appendix B  Projection Operators**

The four spinor fields \( \psi_{0,k} \ldots \psi_{3,k} \) separately obey the Dirac equation with canonically normalized kinetic terms. However, they are not independent as there are two constraint equations. Here we find two orthogonal combinations of \( \psi_{0,k} \ldots \psi_{3,k} \) that are helicity eigenstates, have correctly normalized kinetic terms, and satisfy the Dirac equation. Since \( \psi_{\mu,k} \) is a vector-spinor, helicity projection operators are constructed from projection operators for vectors and spinors. To simplify the analysis we will employ the freedom to choose the momentum in the \( z \) direction.

First, the projection operators for the helicity \( \pm 1/2 \) states of a spinor (with momentum in the \( z \) direction) are
\[
S_{\pm} = \frac{1}{2} \left( 1 \pm i \gamma^1 \gamma^2 \right).
\]
We note \( S_+ \) and \( S_- \) are real and satisfy \( S_+ S_+ = S_-, S_+ S_- = 0 \) and \( S_- S_- = S_- \). The vector projectors for helicity \( s \) are constructed from polarization vectors \( (\epsilon_s)_\mu \), with \( s = \pm 1, 0 \). For \( z \)-directed momentum, the polarization vectors are
\[
(\epsilon_{\pm})_\mu = \frac{1}{\sqrt{2}} \left( 0, \pm 1, i, 0 \right) \quad \text{and} \quad (\epsilon_0)_\mu = \frac{1}{m} \left( k, 0, 0, -\sqrt{k^2 + m^2} \right).
\]
Note the normalization of the vectors: \((\epsilon^*_s)^\mu (\epsilon_r)_\mu = -\delta_{sr}\). The spin-1, helicity-\(s\) projectors \((M_s)^\mu_\nu\) are formed from the polarization vectors:

\[
(M_s)^\mu_\nu \equiv - (\epsilon^*_s)^\mu (\epsilon_s)_\nu \quad (s = \pm 1, 0) .
\] (B.3)

This is a well-behaved helicity projector: \((M_s)^\mu_\rho (M_r)^\rho_\nu = \delta_{rs} (M_s)^\mu_\nu\). Putting together the spinor projectors (B.1) and vector projectors (B.3) we find the projectors for helicities \(+3/2, -3/2, +1/2, -1/2\):

\[
(P^\pm_{3/2})^\mu_\nu = S_\pm (M_\pm)^\mu_\nu
\]

\[
(P^\pm_{1/2})^\mu_\nu = S_\pm (M_0)^\mu_\nu + S_\mp (M_\pm)^\mu_\nu .
\] (B.4)

One can easily demonstrate \((P_s)^\mu_\nu (P_r)^\mu_\nu = \delta_{rs} (P_s)^\mu_\nu\).

Now we define \(\psi_{3/2,k}\) as

\[
\psi_{3/2,k} = - (\epsilon_+^*)^\nu S_+ (M_+)^\mu_\nu \psi_{\mu,k} + (\epsilon_-^*)^\nu S_- (M_-)^\mu_\nu \psi_{\mu,k}
\]

\[
\psi_{3/2,k} = \frac{1}{\sqrt{2}} (\psi_{1,k} + \gamma^1 \gamma^2 \psi_{2,k}) ,
\] (B.5)

and we define \(\psi_{1/2,k}\) as

\[
\psi_{1/2,k} = - \sqrt{3} (\epsilon_+^*)^\nu S_- (M_+)^\mu_\nu \psi_{\mu,k} + \sqrt{3} (\epsilon_-^*)^\nu S_+ (M_-)^\mu_\nu \psi_{\mu,k}
\]

\[
\psi_{1/2,k} = \frac{\sqrt{6}}{2} (\psi_{1,k} - \gamma^1 \gamma^2 \psi_{2,k}) .
\] (B.6)

So defined, \(\psi_{3/2,k}\) and \(\psi_{1/2,k}\) are constructed from helicity projections, have canonical kinetic terms, are orthogonal, and obey the Dirac equation.

### Appendix C Supergravity

We consider \(\mathcal{N} = 1\) supergravity in \(d = 4\) dimensions with \(N\) chiral superfields. We denote chiral superfields by boldface, e.g., \(\Phi\). The field content of \(\Phi\) consists of \(\Phi(x, \theta) = \Phi(x) + \sqrt{2} \theta \chi^+(x) + \theta \theta F^\Phi(x)\) where \(x\) represents the spacetime coordinates which form the bosonic coordinates on superspace, and \(\theta\) is the Grassman-valued fermionic superspace coordinates. Here \(\Phi(x)\) is a complex scalar, \(\chi\) is a chiral fermion, and \(F\) is a non-dynamical complex scalar; i.e., an auxiliary field. When dealing with a set of fields, we use a capital Roman alphabet superscript, as in \(\Phi^I(x, \theta)\) with scalar component \(\Phi^I(x)\). We denote the corresponding anti-chiral superfields as \(\tilde{\Phi}^I\).

After integrating out auxiliary fields, the Lagrangian for the scalar components \(\Phi(x)\) is given by \(\mathcal{L} = \mathcal{L}_{\text{kinetic}} - V(\Phi, \bar{\Phi})\). The kinetic term is given by \(\mathcal{L}_{\text{kinetic}} = G_{IJ} \partial^{\mu} \partial_{\mu} \Phi^{I} \partial_{\nu} \bar{\Phi}^{J}\). This defines a non-linear sigma model with a target space metric \(G^{IJ}\). The target space metric is specified by derivatives of a real scalar,

\[
G_{IJ} \equiv \frac{\partial}{\partial \Phi^I} \frac{\partial}{\partial \Phi^J} K(\Phi, \bar{\Phi}) .
\] (C.1)

The above property ensures that the target space manifold is a Kähler manifold. For a review of the differential geometry aspects we refer the reader to Green, Schwartz, and Witten [116]. We refer to the scalar \(K(\Phi, \bar{\Phi})\) as the Kähler potential.
For ease of notation, we henceforth denote partial derivative by a comma,

\[ X_{,I} \equiv \frac{\partial}{\partial \Phi^I}, \quad X_{,\bar{I}} \equiv \frac{\partial}{\partial \bar{\Phi}^\bar{I}}. \]  

(C.2)

In this notation the metric on field space is given by \( G_{I,\bar{J}} = K_{,I,\bar{J}} \). Canonical kinetic terms correspond to a flat field space manifold, e.g., in Cartesian coordinates, \( G_{I,\bar{J}} = \delta_{I,\bar{J}} \).

There are conventional coordinate systems (i.e., bases for the fields \( \Phi^I \)) that lead to canonical kinetic terms for the real scalars. The first is the shift-symmetric Kähler potential

\[ K = \frac{1}{2} (\Phi + \bar{\Phi})^2 \quad \text{or} \quad K = \frac{1}{2} (\Phi - \bar{\Phi})^2, \]  

(C.3)

where the + choice endows \( K \) with a shift symmetry in \( \text{Im} \Phi \), and the − choice with a shift symmetry in \( \text{Re} \Phi \).

Expanding the complex scalar in terms of real fields \( \phi \) and \( a \) as

\[ \Phi = \frac{\phi + ia}{\sqrt{2}} \]  

(C.4)

one finds canonical kinetic terms for \( \phi \) and \( a \). Note the factor of \( 1/\sqrt{2} \) is necessary for the correct normalization of the kinetic terms. An alternative coordinate system leading to canonical kinetic terms is,

\[ K = \Phi \bar{\Phi}. \]  

(C.5)

Decomposing the complex scalar as

\[ \Phi = \frac{1}{\sqrt{2}} \phi e^{ia}, \]  

(C.6)

again one finds canonical kinetic terms, properly normalized by the factor of \( 1/\sqrt{2} \).

In string theory the former choice appears in the Large Volume Scenario (LVS) [43] as the approximate Kähler potential for the Kähler moduli parametrizing the small cycles, and the latter choice is the approximate Kähler potential for \( D \)-brane moduli [117, 118]. In string scenarios the Kähler potential is given by the log of the inverse volume, \( K = 2 \log V^{-1} \), where \( V \) is the volume of the compactification, and depends on all Kähler moduli. In KKLT [42], which has a single Kähler modulus, the Kähler potential is given by \( K = -3 \log (T + \bar{T}) \), where \( \text{Re} T \) is the volume modulus of the compactification. This choice of Kähler potential generates a negative Ricci scalar on the field space, and non-canonical kinetic terms. Generalizing the prefactor from \( 3 \) to \( 3\alpha \), with \( \alpha \) a positive real parameter, leads to the \( \alpha \)-attractor models of inflation [89–91].

We now turn to the potential energy of the bosonic components of the chiral superfields \( \Phi^I \). After integrating out the auxiliary fields \( F^I \), one finds

\[ V(\Phi, \bar{\Phi}) = e^{K(\Phi, \bar{\Phi})/M_{\text{Pl}}^2} \left( G^{IJ} D_I W D_J \bar{W}(\bar{\Phi}) - 3M_{\text{Pl}}^{-2} |W\bar{W}| \right), \]  

(C.7)

where \( W(\Phi) \) is a holomorphic function referred to as the superpotential, and where \( D_I \) denotes a Kähler covariant derivative: \( D_I \equiv \partial_I + M_{\text{Pl}}^{-2} K_{,I} \) and \( D_{\bar{I}} \equiv \partial_{\bar{I}} + M_{\text{Pl}}^{-2} \bar{K}_{,\bar{I}} \), where we again note that the comma subscript denotes a partial derivative. This can be compactly written as,

\[ V = e^{K/M_{\text{Pl}}^2} (|D W|^2 - 3M_{\text{Pl}}^{-2} |W|^2), \]  

(C.8)
where the norm of $D_I W$ has been taken with respect to the metric $G_{I\bar{J}}$. This may alternately be written as $V = F_I F^I - 3M^2_{Pl}|m_{3/2}|^2$, where $F_I = D_I W$ is the VEV of the auxiliary fields, and $m_{3/2}$ is the gravitino mass:

$$m_{3/2}(\Phi) \equiv e^{K/2M_{Pl}^2}M_{Pl}^{-2}W(\Phi).$$  \hfill (C.9)

This corresponds to the massive Rarita-Schwinger field with a real mass via the identification of the mass with $|m_{3/2}|$. The $F_I$ comprise the components of a field space vector $\vec{F}$, and the direction of $\vec{F}$ is referred to as the “direction of supersymmetry breaking.”

We note that the recent SUGRA literature has focused on models of constrained superfields. The most well studied example is that of a nilpotent superfield $S(x, \theta)$, satisfying the constraint equation $S^2(x, \theta) = 0$. These models are the effective field theory describing KKLT in the case that all bosonic degrees of freedom have been frozen out, e.g., by placing the anti-D3 brane directly on an O3 orientifold plane. The cosmology of these models was developed in e.g., [86–88]. Solving the above order-by-order in $\theta$ imposes a relation between the scalar component $S$ and fermionic component $\chi$: $S = \chi^S \chi^S/2FS^S$. This implies that the bosonic sector of the theory corresponds to imposing $S = 0$. Note that this solution only exists for $F \neq 0$. Note also that $\langle F \rangle = D_S W$. Thus, the nilpotent superfield framework only applies when $D_S W \neq 0$. We will discuss this further below.

The recent gravitino literature [39] has focused on supergravity models wherein an additional constraint is on imposed at the level of the full supergravity action, i.e., before integrating out the auxiliary fields. These so-called “orthogonal constrained superfield” models were were developed in [94–96], and in [48] were shown to be the effective field theory of an anti-D3 brane in a KKLT compactification where the scalar fields, parametrizing the position of the brane, are explicitly kept in the spectrum. These models add an additional constraint, in terms of a chiral superfield $\Phi$: $S(x, \theta) \cdot (\Phi - \bar{\Phi}) = 0$. This constraint removes the $D_{\Phi}W$ contribution to the scalar potential [94–96]. For example, in a model with superpotential $W = f(\Phi)S + g(\Phi)$, satisfying constraints $S^2(x, \theta) = 0$ and $S(x, \theta) \cdot (\Phi - \bar{\Phi}) = 0$, the scalar potential is given by

$$V(\Phi, \bar{\Phi}) = e^{K/M_{Pl}^2}(|D_S W(\Phi)|^2 - 3M_{Pl}^{-2}|g(\Phi)|^2) = e^{K/M_{Pl}^2}(|f|^2 - 3|g|^2).$$  \hfill (C.10)

where we note the would be $D_{\Phi}W = g'$ is absent from the scalar potential.

Before we proceed further, we note a limitation of the constrained superfield models. The discussion of constrained superfield models above, and in the cosmology literature, has been generally limited to the bosonic truncation of de Sitter supergravity [97–102]. As emphasized in [119], the construction and self-consistency of the supergravity theory demands that $D_S W \neq 0$ [97–101]. For example, for $W(T, S) = W(T) + Sf(T)$ one has $D_S W(T, S)|_{S=0} = f(T) \neq 0$. This requirement can be appreciated from two perspectives. The first is that the full Lagrangian contains fermionic interactions that scale with $1/f$, i.e., there are fermionic interactions of the form

$$\mathcal{L}_{\text{dS-SUGRA}} \supset \mathcal{L}_{\text{int}} \sim \frac{1}{f(T)} \bar{\chi} \chi \chi,$$  \hfill (C.11)

where $\chi$ can be the fermionic component of $S$ or other fields. For the explicit interactions see [97–102]. This would suggest $f \to 0$ corresponds to a strong-coupling limit of the theory. However, this too is misleading as to
the severity of the problem. Recall that that the nilpotency condition $S^2 = 0$ translates into 3 equations:

$$
S^2(x) = 0, \quad S(x)\chi^S = 0, \quad 2S(x)F - \chi^S\chi^S = 0. \tag{C.12}
$$

If $F = D_S W \neq 0$ one may find the non-trivial solution $S = \chi^S \chi^S/(2F)$. Inserting this back in the action leads to dS supergravity. On the other hand, if $F = D_S W = 0$ there is only the trivial solution: $S(x) = 0$, $\chi^S(x) = 0$, and $F = 0$. Substituting this back in the full supergravity action one finds ‘textbook’ supergravity with no trace of the $S$ superfield, i.e., one does not arrive at dS SUGRA. At present there is no supergravity theory which can continuously interpolate between textbook and dS supergravity.
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