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Abstract—State-of-the-art noisy intermediate-scale quantum computers require low-complexity techniques for the mitigation of computational errors inflicted by quantum decoherence. Symmetry verification constitutes a class of quantum error mitigation (QEM) techniques, which distinguishes erroneous computational results from the correct ones by exploiting the intrinsic symmetry of the computational tasks themselves. Inspired by the benefits of quantum switch in the quantum communication theory, we propose beneficial techniques for circuit-oriented symmetry verification that are capable of verifying the commutativity of quantum circuits without the knowledge of the quantum state. In particular, we propose the spatio-temporal stabilizer (STS) technique, which generalizes the conventional quantum-domain stabilizer formalism to circuit-oriented stabilizers. The applicability and implementational strategies of the proposed techniques are demonstrated by using practical quantum algorithms, including the quantum Fourier transform (QFT) and the quantum approximate optimization algorithm (QAOA).
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I. INTRODUCTION

NOISY intermediate-scale quantum computers, exemplified by Google’s Sycamore [1] and USTC’s Zuchongzhi [2], are potentially capable of outperforming classical supercomputers on certain specific computational tasks. However, it is widely believed that ubiquitous quantum advantage will only become possible when fault-tolerance [3]–[5] is achieved, which may not be feasible for noisy intermediate-scale quantum computers due to their limited number of qubits and relatively high gate error rates. Variational quantum algorithms [6]–[11] are thus designed to share their computational tasks between a classical device and a quantum processor, which has the potential of supporting certain practical applications such as molecular simulations and combinatorial optimization [12]–[15].

One of the important enabling techniques for variational quantum algorithms to become practical is quantum error mitigation (QEM) [16], which refers to a class of low-complexity error mitigation techniques that require less qubits than quantum error-correction codes [4], [17]–[20], hence they are particularly suitable for noisy intermediate-scale devices. Existing QEM methods roughly fall into four categories, namely those based on zero-noise extrapolation [16], [21]–[24], channel inversion [16], [21], [25]–[27], machine learning [28], and symmetry verification [29]–[32], respectively.

Specifically, zero-noise extrapolation methods aim for estimating the true computational result with the aid of several noisy results obtained under different noise levels. Channel inversion methods mitigate the errors by emulating the inverse channels implemented using samples from “quasi-probability distributions”, which require a priori knowledge about the specific channels modelling the impairments of the quantum gates [25]. Machine learning methods first train statistical models on relatively simple quantum circuits that can be efficiently simulated on classical devices (e.g., Clifford gates), and apply the resultant trained models for mitigating the errors encountered in more sophisticated circuits [28]. Symmetry verification methods exploit the symmetries (redundancy) in the computational tasks themselves, and distinguish erroneous results from the correct ones by testing whether the natural symmetries are violated [29]. The symmetries are typically modelled using the stabilizer formalism. However, they are embedded into the computational tasks themselves rather than those manually designed in quantum error-correction codes. In practice, these methods are not necessarily applied in isolation; rather, beneficial combinations have been considered [33].

Recently, a new symmetry-aided QEM method was proposed, known as “virtual distillation” [33], [34]. This method prepares multiple copies of the quantum circuit to be protected, and verifies the permutation symmetry across different copies. Exponential accuracy improvement has been observed as the number of copies increases [33], [34]. Compared to other existing symmetry verification methods, virtual distillation is more flexible, since the permutation symmetry can be designed by appropriately choosing the number of copies.

From a broader perspective, the virtual distillation method may be viewed as exploiting the spatial consistency among different circuit copies. A natural question that arises is whether we could generalize the idea to the time domain, in the sense that some temporal consistency of the circuit may be verified. This requires a generalization of the conventional state-oriented symmetry verification to circuit-oriented symmetry verification.

A related topic, namely the superposition of causal orders [35]–[37], which can be physically realized using the quantum switch of [38], has been investigated from the perspective of quantum communication. Specifically, it has been shown that the capacity of two quantum channels A and B may be improved by producing a coherent superposition between their compositions of different orders, i.e. $A \circ B$ and $B \circ A$ [39]–[41]. More surprisingly, non-zero capacity is achievable even if both the capacity of $A$ and that of $B$ are zero [42]. The implementation of the quantum switch relies on a control qubit, the state of which may be used to indicate the commutativity between the composite channels.

In this treatise, we argue that the quantum switch based method can be beneficially used for QEM, with some modifications. In particular, the quantum switch and its derivations are capable of verifying circuit symmetries such as the commutativity between quantum gates. This is in stark contrast to existing symmetry verification methods relying on stabilizer...
checks, which aim for verifying the specific properties of quantum states instead of circuits. Against this background, our main contributions are summarized as follows.

• For quantum circuits consisting of mutually commuting gates, we propose to use the original form of the quantum switch to verify the gate commutativity.
• For quantum circuits commuting with known operators, especially Pauli operators, we propose a modified quantum switch based method termed as the “spatio-temporal stabilizer (STS)”, which may be used for detecting and mitigating errors violating the commutativity condition. In contrast to conventional stabilizer-based symmetry verification, STSs do not depend on the specific quantum state, hence they are more generally applicable.
• We discuss the practical issues when implementing the STS method, including the simultaneous observability of STSs and their accuracy vs. overhead trade-off. We also provide quantum circuit designs that strike flexible accuracy vs. overhead trade-offs.
• We demonstrate the usefulness of the STS method by applying it to practical quantum algorithms, including the quantum Fourier transform (QFT) and the quantum approximate optimization algorithm (QAOA), where the conventional stabilizer checks are not applicable.

We organize the rest of this treatise as follows. In Section II, we elaborate on the difference between state symmetries and circuit symmetries. Then, in Section III, we present the implementations of the quantum switch for verifying gate commutativity. For circuits having explicitly known symmetries, we propose the spatio-temporal stabilizers method in Section IV. In particular, we present the analysis and the implementation of spatio-temporal stabilizers in Section IV-A and IV-B respectively, followed by our discussions of the associated practical issues, including the simultaneous observability and the accuracy vs. overhead trade-off in Section IV-C and IV-D. We then discuss the strategies of applying the method of spatio-temporal stabilizers to practical quantum algorithms in Section V. Our numerical results are discussed in Section VI, and finally, we conclude in Section VII.

II. STATE SYMMETRY AND CIRCUIT SYMMETRY

In this section, we discuss the difference between quantum state symmetries as well as circuit symmetries, and show the importance of distinguishing them from each other.

Let us consider the simple quantum circuit portrayed in Fig. 1. In this diagram, $R_x(\cdot)$ denotes a single-qubit X-rotation gate, while $R_{xx}(\cdot)$ denotes a two-qubit XX-rotation gate. Note that this circuit may be represented by an operator that is diagonal under the conventional computational basis, also known as the Z-basis. Rotation gates are represented by diagonal matrices under the Z-basis, hence this circuit may be represented by an operator that is diagonal under the conventional computational basis, also known as the Z-basis.

In contrast to conventional stabilizer-based symmetry verification, STSs do not depend on the specific quantum state, hence they are more generally applicable.

In this circuit commutes with one another; 2) The circuit commutes with the operator $S$. Observe that in this simple example, the circuit symmetries are more fundamental and more essential than the state symmetry. Indeed, the stabilizer $S$ originates from the fact that the circuit commutes with $S$, and that the input state is an eigenstate of $S$. If the input state is different, the state may no longer be stabilized by $S$, and hence symmetry verification techniques based on stabilizer checks are no longer applicable. However, the circuit symmetries are still valid in this case. This motivates us to design efficient techniques for verifying circuit symmetries and for mitigating errors that violate these symmetries.

III. VERIFYING GATE COMMUTATIVITY USING QUANTUM SWITCH

In this section, we show that the commutativity of gates in a quantum circuit could by verified by exploiting the concept of quantum switches. Note that this is a weaker circuit symmetry compared to “the circuit commutes with some known operator”, which will be investigated in the next section.

Quantum switches constitute a physical realization of the superposition of causal orders, producing quantum states that are coherent superpositions of the outputs of certain quantum circuits. These circuits contain the same operations, but are executed in different sequential orders. Quantum switches have received the attention of both communication and information theorists, since they have been shown to have the potential of improving the overall capacity by superposing certain noisy channels [12]. In its simplest form, the quantum switch involving a pair of channels $A$ and $B$ would effectively produce a superposition of $A \circ B$ and $B \circ A$, with the assistance of a control qubit. The composite channel may be represented as follows:

$$C(\rho, \omega) = \sum_{i, j} C_{ij}(\rho \otimes \omega)C_{ji}^\dagger,$$  \hspace{1cm} (1)

where $\rho$ and $\omega$ represent the state of the data register and the control qubit, respectively, while $C_{ij}$ denotes a Kraus operator of $C$ given by

$$C_{ij} = A_i B_j \otimes |0\rangle \langle 0| + B_j A_i \otimes |1\rangle \langle 1|,$$  \hspace{1cm} (2)

with $A_i$ and $B_j$ denoting the Kraus operators of $A$ and $B$, respectively. We observe from (2) that $A \circ B$ is applied when we measure a $|0\rangle$ on the control qubit, and $B \circ A$ is applied otherwise. This suggest that if the control qubit is set to be a superposition of $|0\rangle$ and $|1\rangle$, the resulting channel would be a superposition of $A \circ B$ and $B \circ A$. A classical example showing the information-theoretic advantage of the quantum switch is...
that, when both $A$ and $B$ are entanglement-breaking channels (which are extremely noisy) given by

$$A(\rho) = B(\rho) = \frac{1}{2}(X\rho X + Y\rho Y),$$

then we obtain a noiseless channel by performing post-selection based on the control qubit.

Inspired by the example of entanglement-breaking channels, we propose to verify the commutativity of gates using quantum switches. Intuitively, we first prepare the control qubit at a superposition state of $|0\rangle$ and $|1\rangle$ in order to produce a superposition of $A \circ B$ and $B \circ A$. Then, conditioned on the measured outcome of the control qubit, we discard the computational results corresponding to the non-commutative components. Formally speaking, we have the following result.

**Proposition 1:** Suppose that the control qubit is initialized to the state $|\pm\rangle$. If we do not discard any result, the state of the data register is

$$\rho_{\text{raw}} = \sum_{i,j} \frac{[A_i, B_j]}{2}\rho [A_i, B_j] + \frac{[A_i, B_j]}{2}\rho [A_i, B_j].$$

By contrast, if we do discard the state once we measure a $|\pm\rangle$ at the output of the quantum switch, the state of the data register is given by

$$\rho_{\text{out}} = \frac{1}{Z} \sum_{i,j} \frac{[A_i, B_j]}{2}\rho [A_i, B_j],$$

where $Z$ is a normalization factor given by

$$Z = \frac{\text{tr} \left( \sum_{i,j} \frac{[A_i, B_j]}{2}\rho [A_i, B_j] \right) + \sum_{i,j} \frac{[A_i, B_j]}{2}\rho [A_i, B_j]}{\text{tr} \left( \sum_{i,j} \frac{[A_i, B_j]}{2}\rho [A_i, B_j] \right)}.$$

**Proof:** Please refer to Appendix.

From Proposition 1 we see that with the help of the quantum switch, we may filter out the components taking the form of $[A_i, B_j]\rho [A_i, B_j]$ from the output state. Since $A \circ B$ should be equivalent to $B \circ A$ if both $A$ and $B$ are noiseless, we have $[A_i, B_j] = 0$ under the noise-free condition. This implies that by filtering out components like $[A_i, B_j]\rho [A_i, B_j]$, we may mitigate the computational error. To elaborate further, let us consider the classical average of the computational results of $A \circ B$ and $B \circ A$, which may be expressed as

$$\rho_{\text{avg}} = \frac{1}{2} \sum_{i,j} A_i B_j \rho B_j A_i^\dagger + B_j A_i \rho A_i^\dagger B_j^\dagger.$$

After some further manipulations, one would obtain $\rho_{\text{avg}} = \rho_{\text{raw}}$. This means that by combining a quantum switch and post-selection, we could indeed eliminate certain error components in the raw output state that do not satisfy the gate commutativity conditions.

### A. Circuit Implementation and Practical Issues

The quantum switch between two commuting gates $A$ and $B$ can be implemented with the aid of a control qubit $|c\rangle$, as portrayed in Fig. 2. The states $|\psi_c\rangle$ and $|\psi\rangle$ represent the states of the control qubit and that of the data register, respectively. The gate $U$ is applied for rotating the control qubit so that its state becomes diagonal under the $Z$-basis. For example, the control qubit is typically initialized to the state $|\psi_c\rangle = |+\rangle$, and thus the corresponding $U$ is the Hadamard gate. Upon measuring a $|0\rangle$ on the control qubit, we know that the commutativity between gates $A$ and $B$ is preserved. Otherwise, we discard the computational result.

There are some noteworthy issues associated with this implementation, when we apply it to practical quantum circuits. First of all, one of the two gates (e.g. the gate $A$ in Fig. 2) has to be implemented in a controlled form, which increases the number of qubits that it acts upon. In practice, a quantum gate acting on more qubits is typically noisier than those acting on less qubits. Therefore, it is not clear whether the quantum switch method achieves a practical accuracy improvement over the original (unprotected) circuit. Another issue is that there is no natural and unified generalization of the method to $N_G > 2$ gates under the gate model. Here we present some possible generalizations relying on multiple control qubits, portrayed in Figs. 3a and 3b.

### IV. Verifying the Commutativity with Known Unitaries: Spatio-Temporal Stabilizers

In the previous section, we have shown that quantum switches could be used to verify the commutativity of quantum gates. But in some practical scenarios, we may have a stronger circuit symmetry, in the sense that a block of gates commute with some known unitaries. For example, in the QAOA, the part implementing a phase Hamiltonian commutes with all Pauli operators containing only Pauli-I and Pauli-Z operators. Intuitively, this stronger sense of symmetry may lead to better error mitigation performance than that of gate commutativity.

#### A. Improving the Quantum Switch Method

In fact, we could verify this strong sense of circuit symmetry by slightly modifying the quantum switch method. Let us denote the circuit to be verified as $C(\rho) = \sum_i C_i \rho C_i^\dagger$, and assume that the noiseless component in the circuit, represented by the Kraus operator $C_1$, commutes with the operator $U(\rho) = U \rho U^\dagger$. By applying a quantum switch between $C \circ U$ and $U \circ C$, we obtain the following composite circuit

$$D(\rho, \omega) = \sum_i D_i(\rho \otimes \omega) D_i^\dagger,$$

where

$$D_i = C_i U \otimes |0\rangle\langle 0| + U C_i \otimes |1\rangle\langle 1|.$$ 

Similar to the result in Proposition 1 after applying $D$, the output state is given by

$$\rho_m \propto \sum_i \frac{C_i U}{2} \rho \frac{C_i U}{2}.$$ 

Now we have a coherent superposition of $C \circ U$ and $U \circ C$. But in order to verify the strong circuit symmetry, we do not need

---

1 The commutator and the anti-commutator between two matrices $A$ and $B$ are defined as $[A, B] := AB - BA$ and $\{A, B\} := AB + BA$, respectively.
In this way, we eliminate the impact of operator \( C \) more specific noise models. Here we assume that each Kraus operators satisfy \( C_i \) have
\[
\begin{align*}
\sum_{j} C_i + U^\dagger C_i U &= 2C_i, \\
&= C_i + U^\dagger C_i U = \tilde{C}_i,
\end{align*}
\]

since \( UC_1 = C_1U \), implying that it remains unchanged by our modified quantum switch.

We could gain further insights into the error mitigation performance of this modified quantum switch by considering more specific noise models. Here we assume that each Kraus operator \( C_i \) can be decomposed as \( \tilde{C}_iC_1 \), namely the noiseless circuit followed by some quantum channel modeling the noise. For the noiseless component we have \( \tilde{C}_1 = I \). Under these assumptions, we may obtain
\[
C_i + U^\dagger C_i U = \tilde{C}_iC_1 + U^\dagger \tilde{C}_iC_1 U = (\tilde{C}_i + U^\dagger \tilde{C}_i U) C_1.
\]

Let us further assume that the symmetry operator \( U \) is a Pauli operator, which is common for practical quantum circuits. Note that among the group of Pauli operators, given a fixed operator \( U \), any other operator either commutes with \( U \) or anti-commutes with \( U \). This implies that \( \tilde{C}_i \) may be decomposed into two parts as
\[
\tilde{C}_i = \tilde{C}_i^{(\text{comm})} + \tilde{C}_i^{(\text{anti})},
\]

where \( \tilde{C}_i^{(\text{comm})} \) commutes with \( U \) and \( \tilde{C}_i^{(\text{anti})} \) anti-commutes with \( U \). This is because all quantum operations can be represented as linear combinations of Pauli operators. Therefore,\((10)\) can be further simplified as
\[
C_i + U^\dagger C_i U = (\tilde{C}_i^{(\text{comm})} + \tilde{C}_i^{(\text{anti})}) C_1 + (\tilde{C}_i^{(\text{comm})} - \tilde{C}_i^{(\text{anti})}) C_1 = 2\tilde{C}_i^{(\text{comm})} C_1,
\]

and
\[
MU^\dagger \tilde{C}_i^{(\text{comm})} U = \tilde{C}_i^{(\text{comm})}.
\]

Hence we have
\[
\rho_{\text{out}} \propto \sum_{i} \tilde{C}_i^{(\text{comm})} C_1 \rho C_1^\dagger \left( \tilde{C}_i^{(\text{comm})} \right)^\dagger.
\]

One could verify that similar arguments can also be applied to the case where \( C \) consists of more than one noisy gates. For example, when there are two noisy gates in the circuit, the Kraus operators satisfy \( C_{ij} = \tilde{C}_{1,i}C_{1,i} \tilde{C}_{2,j}C_{2,j} \), and we have
\[
C_{ij} + U^\dagger C_{ij} U = \tilde{C}_{i,j}^{(\text{comm})} C_{1,i} \tilde{C}_{2,j} C_{2,j} + \tilde{C}_{i,j}^{(\text{anti})} C_{1,i} \tilde{C}_{2,j} C_{2,j},
\]

as long as both \( C_{1,i} \) and \( C_{2,j} \) commute with \( U \). If we assume that the channels only impose anti-commutative errors (e.g., bit-flip channels when \( U = \sigma_z \)), and that the anti-commutative Kraus operators such as \( \tilde{C}_{1,i}^{(\text{anti})} \) (and also others with different subscripts) satisfy \( \| \tilde{C}_{1,i}^{(\text{anti})} \| = O(\sqrt{\epsilon}) \) where \( \epsilon \) denotes the average error rate per gate, we may infer from \((14)\) that:

Remark 1: Upon the verification of the commutativity with \( U \), the residual error for a circuit containing multiple noisy gates is on the order of \( O(\epsilon^2) \).

Intuitively, by verifying a circuit symmetry \( U \) which is a Pauli operator, we may detect any single-qubit anti-commutative error. This resembles the characteristics of error-detecting stabilizer codes. Partly for this reason, we will refer to the aforementioned modified quantum switch method as the “spatio-temporal stabilizer method” in the rest of this treatise. This terminology will be explained in more detail in Section IV.B.

B. Implementation: Spatio-temporal Stabilizer Check

According to the discussion in Section IV.A, we could readily obtain a circuit implementing the modified quantum switch portrayed in Fig. 4a. But this circuit admits a simplification, as portrayed in Fig. 4b which helps us better understand this method. As it may be observed from the figure, the final state of the data register would be \( U^\dagger \sigma i C \sigma j U (|\psi\rangle) \) if the control qubit is in \( |1\rangle \), when the controlled-\( U \) and controlled-\( \sigma \)-gates are being applied, and \( C(|\psi\rangle) \langle \psi| \) if the control qubit is in \( |0\rangle \). But the control qubit is in \( |+\rangle \) due to the Hadamard gate, hence
formally defined as follows. \[ \text{of the output state} \]

Since the gates in quantum circuits are executed in a sequential manner, it is clear that the output state \( S \) and that the circuit in Fig. 5a indeed measures the stabilizer checks. For example, if we wish to measure a bipartite “stabilizer”, for which a part is applied in the context of STSs, we refer to the control qubits as ancillas to be consistent with the terminologies in the conventional stabilizer formalism.

The argument \( t \) in \( S_n(t) \) represents the time instance when this partial operator is applied. The partial operators \( S_n \), \( n = 1 \ldots N \) are called the components of \( S \). When it is more convenient, we may require that the partial operators \( \{ S_n \} \) satisfy the following (stronger) alternative condition

\[ \text{We say that } C \text{ is an STS of the circuit if (13) is satisfied. In the context of STSs, we refer to the control qubits as ancillas to be consistent with the terminologies in the conventional stabilizer formalism.} \]

To gain further intuition, we consider a toy example, where the circuit \( C \) commutes with a Pauli operator \( U \) given by

\[ U = X_1 X_2. \]

In this case, the simplified circuit can be constructed as shown in Fig. 5b. From this figure we see that the simplified circuit is rather similar to the ones performing stabilizer checks. For example, if we wish to measure a stabilizer \( X_1 X_2 \), we could use the circuit portrayed in Fig. 5b.

Compared to Fig. 5b, the circuit in Fig. 5a looks like measuring a bipartite “stabilizer”, for which a part is applied before the circuit \( C \), and the rest of it is applied after \( C \). In fact, upon denoting the input state of the data register as \( |\psi\rangle \), it is clear that the output state \( C |\psi\rangle \) has the following stabilizer

\[ S = C(X_1 X_2)C^\dagger(X_1 X_2), \]

and that the circuit in Fig. 5a indeed measures the stabilizer \( S \).

Since in general quantum circuits are executed in a sequential manner, if we define the time right before \( C \) is applied as \( t = 0 \), and the time right after \( C \) is applied as \( t = 1 \), we see that the stabilizer \( S \) contains a \( (X_1 X_2) \) at time \( t = 0 \), and another \( (X_1 X_2) \) at time \( t = 1 \). Therefore, we refer to \( S \) as a “spatio-temporal stabilizer” of the output state \( C |\psi\rangle \), which can be formally defined as follows.

**Definition 1 (Spatio-temporal Stabilizer):** Consider a quantum circuit consisting of \( N \) unitary gates given by \( C = C_N C_{N-1} \ldots C_1 \), with input state \( |\psi\rangle \). We say that \( S \) is a \((N + 1)\)-partite spatio-temporal stabilizer (STS) of the output state \( C |\psi\rangle \), if it satisfies \( S C |\psi\rangle = C |\psi\rangle \), and takes the following form

\[ S = S\{S_0(0), S_1(1), \ldots, S_N(N)\} := C S_0^t C_1^t S_2^t \ldots C_N^t S_N^t. \]

The argument \( t \) in \( S_n(t) \) represents the time instance when this partial operator is applied. The partial operators \( S_n \), \( n = 1 \ldots N \) are called the components of \( S \). When it is more convenient, we may require that the partial operators \( \{ S_n \} \) satisfy the following (stronger) alternative condition

\[ S_N C_N S_{N-1} \ldots C_1 S_0 = C. \]

We say that \( C \) is an STS of the circuit if (13) is satisfied. In the context of STSs, we refer to the control qubits as ancillas to be consistent with the terminologies in the conventional stabilizer formalism.

The circuit measuring the STS in (17) is portrayed in Fig. 6. We may observe from Fig. 5a that the concept of STS actually generalizes the idea of verifying circuit commutativity with known operators, since the partial operators \( S_n \) through \( S_N \) can all be different. A natural question that arises is, whether this generalization has any practical implication. In fact, we could illustrate the usefulness of this generalization, by revisiting the example in Fig. 1. We now see that the circuit commutes with \( X^\otimes 4 \), and equivalently, we say that the circuit has the STS

\[ S^{(\text{ext})}\{X_1(0), X_2(0), X_3(0), X_4(0), X_1(1), X_2(1), X_3(1), X_4(1)\}. \]

But if we further apply a Hadamard gate to each of the qubits at the output of the circuit, as portrayed in Fig. 7 it becomes difficult to find an operator that commutes with the new circuit. By contrast, we could say that this circuit has a different STS given by

\[ S = S^{(\text{ext})}\{X_1(0), X_2(0), X_3(0), X_4(0), Z_1(1), Z_2(1), Z_3(1), Z_4(1)\}, \]

since the circuit (denoted by \( C \)) satisfies

\[ Z^\otimes 4 C = CX^\otimes 4. \]

**C. Simultaneous Observability of STSs**

When we consider the verification of a quantum state or a circuit that has multiple symmetries, a natural requirement...
is that these symmetries can be checked at the same time. Otherwise, only a subset of the symmetries can be verified in each computation, which may result in an unsatisfactory error mitigation performance.

Simultaneous observability is a natural property of conventional stabilizers [43, Sec. 10.5.4]. A fundamental characteristic of quantum mechanics is the uncertainty principle, stating that a pair of observables can be simultaneously determined to an arbitrary accuracy, if and only if they commute with each other. Stabilizers, being special cases of observables, also follow this principle. In fact, all stabilizers of the same quantum state commute with one another, and hence they form the so-called stabilizer group [43, Sec. 10.5.4]. This is easily seen by observing that

\[
S_1 |\psi\rangle = |\psi\rangle \text{ AND } S_2 |\psi\rangle = |\psi\rangle
\]

\[
\implies S_1S_2 |\psi\rangle = S_2S_1 |\psi\rangle = |\psi\rangle ,
\]

\[
S_1S_2 \neq S_2S_1 \implies S_1S_2 |\psi\rangle \neq S_2S_1 |\psi\rangle.
\]

Therefore, conventional stabilizers of the same state are always simultaneously observable.

For STSs, however, simultaneous observability is not necessarily satisfied. To be more specific, let us consider the example portrayed in Fig. 8. It is clear that the circuit has two STSs, namely \( S_1 = S\{Z_{\otimes 3}(0), Z_{\otimes 3}(2)\} \) and \( S_2 = S\{X_{\otimes 3}(1), X_{\otimes 3}(3)\} \). However, \( S_1 \) and \( S_2 \) are not simultaneously observable, since \( X_{\otimes 3} \) does not commute with \( Z_{\otimes 3} \), and hence the combination of \( S_1 \) and \( S_2 \) given by \( S\{Z_{\otimes 3}(0), X_{\otimes 3}(1), Z_{\otimes 3}(2), X_{\otimes 3}(3)\} \) is not an STS of the original circuit. Therefore, we are motivated to propose the following formal definition of simultaneous observability for STSs.

Definition 2 (Simultaneous Observability): Consider a set of STS checks of a certain circuit \( C \), implemented in the fashion shown in Fig. 9 with the aid of ancillas. If the state of the data register at the output of \( C \) is the same regardless of the initial states of the ancillas, we say that the STSs are simultaneously observable.

Intuitively, by initializing some ancillas to the state \( |0\rangle \), we effectively “disable” certain STSs. Hence, simultaneous observability means that an arbitrary combination of the STSs still constitutes an STS of the circuit. Unfortunately, determining the simultaneous observability directly using the definition may be inconvenient when the number of STSs is large, given the excessive number of possible STSs combinations. To this end, we provide some sufficient conditions that may be useful in practice, based on the following definition of the action scope of STSs.

Definition 3 (Action Scopes): The action scope of an STS \( S \) is a set \( A = A_s \times A_t \), where \( A_s \) is the spatial action scope constituted by the indices of all qubits that the component operators of \( S \) act upon, while \( A_t = \{t | t \leq t_{\text{max}}, \ t \geq t_{\text{min}}, \ t \in \mathbb{Z}\} \) is the temporal action scope, with \( t_{\text{max}} \) and \( t_{\text{min}} \) denoting the maximum and the minimum temporal indices in \( S \), respectively.

To elaborate, for example, the action scope of the STS \( S = S\{X_0(0), Z_1(0), X_1(2), Z_2(3)\} \) is \( \{0, 1, 2\} \times \{0, 1, 2, 3\} \). By exploiting the concept of action scope, the following sufficient condition of simultaneous observability may be obtained.

**Sufficient Condition 1 (Disjoint Action Scopes):** If the action scopes of a set of STSs are mutually disjoint, these STSs are simultaneously observable.

Proof: If the STSs \( S_1 \) and \( S_2 \) have disjoint action scopes, they can be viewed as STSs of two disjoint sub-circuits of the original circuit, respectively, as portrayed in Fig. 9a. Hence they are simultaneously observable.

A more sophisticated (and potentially more useful) sufficient condition may be obtained by modifying Sufficient Condition 1 detailed as follows.

**Sufficient Condition 2 (Disjoint Action Scopes After Time Shift):** Consider a set of STSs \( \mathcal{S} \). The STSs in \( \mathcal{S} \) are simultaneously observable, if for each \( S_j \in \mathcal{S} \), we may impose appropriate “time shifts” to \( \forall S_j \in \mathcal{S}, \ j \neq i \), ensuring that the results after the time shifts are still STSs of the original circuit, and that their action scopes are disjoint with that of \( S_i \). A legitimate time shift for STS \( S_j \) is a translation of certain components in \( S_j \) to another time instance, satisfying the condition that these components commute with all the
components of other STSs in $\mathcal{A}$ lying on the trajectory of the translation, as portrayed in Fig. 10.

**Proof:** Denote the result of time shift for $S_j$ as $T(S_j)$. From Sufficient Condition 1, we see that $T(S_i)$ and $S_i$ are simultaneously observable, and thus the combination of $S_i$ and $T(S_i)$ is an STS. Since the translated components of $S_J$ commute with those of other STSs on the translation trajectory, we see that the combination of $S_i$ and $S_J$ is also an STS. By applying the arguments to all pairs of STSs in $\mathcal{A}$, we arrive at the desired result.

In the example shown in Fig. 10, the STSs $S_1$ and $S_2$ are simultaneously observable, because $X^2$ commutes with $Z^2$. We will see how this is related to the STSs of the QAOA in Section VI C.

**D. The Accuracy vs. Overhead Trade-off**

According to the discussion in Section IV B, by default, we use one ancilla for checking each STS. In fact, we could reallocate the qubit resources exploited for controlling STSs to strike more flexible accuracy vs. overhead trade-offs. For example, we may combine several simultaneously observable STSs into a single STS to reduce the overall qubit overhead, as portrayed in Fig. 11.

The overhead reduction obtained by combining STSs comes at a price of stronger error proliferation. To elaborate, observe that in the circuits shown in Fig. 11 the errors may propagate from the ancillas to the data register. However, the circuit on the right hand side suffers from more severe error proliferation, since the errors in the data register may propagate to the control, and then back to the data register. Therefore, when a higher accuracy is required and the qubit resources are abundant, we may measure a single STS using multiple ancillas to mitigate error proliferation, relying on pre-shared entanglements between the ancillas (i.e., the “cat” state [43] Sec. 10.6.3], as portrayed in Fig. 12. This implementation bears some similarity with the fault-tolerant measurements of conventional stabilizers [43] Sec. 10.6.3].

Another type of computational overhead is the sampling overhead, which originates from the fact that some computational results are discarded due to their failure to pass the STS checks. To quantify the sampling overhead, we introduce the concept of sampling overhead factor, originally defined in [26] for the analysis of channel inversion-based QEM.

**Definition 4 (Sampling Overhead Factor):** The sampling overhead factor of a set $\mathcal{A}$ of STSs applied to a circuit $C$ is defined as

$$\text{SOF}(C, \mathcal{A}) = \frac{1}{p_{\text{pass}}(C, \mathcal{A})} - 1,$$

where $p_{\text{pass}}(C, \mathcal{A})$ denotes the probability that the circuit passes all the STS checks in $\mathcal{A}$.

We will characterize the sampling overhead factors of the STSs applied to some practical quantum circuits in Section VI.

**V. CASE STUDY: THE STSs OF THE QFT AND THE QAOA**

In this section, we demonstrate the applicability and the characteristics of the STS method using two classes of practical quantum circuits, namely that of the QFT and the QAOA.

**A. The STSs of the QFT Circuits**

The QFT serves as a subroutine in the quantum phase estimation algorithm, which in turn plays significant roles in other more sophisticated quantum algorithms, including Shor’s algorithm and the Harrow-Hassiddim-Lloyd (HHL) algorithm [44, 45]. Therefore, mitigating the error in the QFT is beneficial for a range of quantum algorithms.

The structure of an $N$-qubit QFT circuit is portrayed in Fig. 13, where the operator $R_n$ (in the controlled-$R_n$ gates) is a single-qubit Z-rotation defined by $R_n = |0\rangle\langle 0| + e^{i\phi} |1\rangle\langle 1|$. It is clearly seen from the figure that each qubit in the circuit participates in $(N-1)$ two-qubit controlled gates. For the gates before the Hadamard gate, the qubit serves as the control, while for those after the Hadamard gate, the qubit serves as the target.

We observe that for each qubit, the gates before the Hadamard gate and those after the Hadamard gate commute with the Pauli-Z operator, respectively, because all the two-qubit gates are controlled-Z-rotations. Hence a straightforward implementation of the STSs is to treat these two blocks of gates separately, as shown in Fig. 14a. However, this implementation may be excessively complex, since we would need two ancillas for every data qubit. Thus we may combine both STSs on each qubit, and arrive at the design portrayed in Fig. 14b after a slight simplification. The operator $U$ in Fig. 14b has the following matrix representation

$$U = ZX = \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix},$$

which only differs from the Pauli-Y operator by a global phase. Note that this global phase is non-negligible in the controlled-$U$ operation.
be expressed as

\[ F(x) = \sum_{k=1}^{K} f_k(x), \]

subject to \( x_i \in \{-1, 1\}, \forall i = 1 \ldots N, \)

where \( x = [x_1 \ldots x_N]^T, \) and \( f_k(x) \) is a \( k \)-th order polynomial containing only \( k \)-th order monomials. For example, when \( N = 3, \) we may have \( f_1(x) = 0.1x_1 + 0.2x_2 + 0.3x_3, \) \( f_2(x) = 0.4x_1x_2 + 0.5x_2x_3, \) and \( f_3(x) = x_1x_2x_3. \) The most common problem instances belong to the class of quadratic unconstrained binary optimization (QUBO) problems corresponding to \( K = 2, \) which can be expressed as

\[ \max_{x} x^T A x + b^T x, \]

subject to \( x_i \in \{-1, 1\}, \forall i = 1 \ldots N. \)

By representing the vector \( x \) using a quantum state \( |\psi\rangle, \) we could represent the objective function \( F(x) \) of (23) in the following alternative form

\[ F(|\psi\rangle) = \langle \psi | H_P |\psi\rangle, \]

where \( H_P = \sum_{k=1}^{K} F_k \) is the phase Hamiltonian encoding of the objective function, and \( F_k \) is the operator obtained by replacing terms such as \( x_i \) in \( f_k(x) \) by Pauli-Z operators \( Z_i. \)

In order to maximize the objective function \( F(|\psi\rangle), \) the QAOA applies two Hamiltonians, namely the phase Hamiltonian and the mixing Hamiltonian, in an alternating order. Specifically, given the initial state \( |\psi(0)\rangle, \) the output state can be expressed as

\[ |\psi(\beta, \gamma)\rangle = e^{-i\beta_n H_M} e^{-i\gamma_n H_P} \ldots e^{-i\beta_1 H_M} e^{-i\gamma_1 H_P} |\psi(0)\rangle, \]

where \( \beta = [\beta_1 \ldots \beta_p]^T \) and \( \gamma = [\gamma_1 \ldots \gamma_p]^T \) are adjustable parameters controlling the search trajectory of the algorithm, and the mixing Hamiltonian \( H_M \) is given by

\[ H_M = \sum_{i=1}^{N} X_i. \]

It has been shown that the optimal solution can be closely approximated by measuring \( |\psi(\beta, \gamma)\rangle \) on the computational basis, when \( p \) is sufficiently large and the parameters \( \beta \) and \( \gamma \) are chosen appropriately [12].

C. The STSs of the QAOA Circuits

From (26) we could observe that a typical QAOA circuit has \( p \) stages, among which the \( n \)-th stage is

\[ U_n(\beta_n, \gamma_n) = e^{-i\beta_n H_M} e^{-i\gamma_n H_P}. \]

Since the structure of each stage is similar, we will focus on a single stage in the following analysis. It is clear that \( H_M \) commutes with \( X \otimes X \) and \( H_P \) commutes with \( Z \otimes Z. \) But we could find more symmetries by decomposing the phase Hamiltonian as follows:

\[ H_P = \sum_{k=1}^{[K/2]} F_{2k} + \sum_{k=1}^{[K/2]} F_{2k-1} \]

\[ = H_P^{(even)} + H_P^{(odd)}. \]

We note that

Remark 2: The “even part” \( H_P^{(even)} \) commutes with \( X \otimes X, \) while the “odd part” \( H_P^{(odd)} \) anti-commutes with \( X \otimes X. \) Furthermore, \( e^{-i\gamma_n H_P^{(even)}} \) also commutes with both \( X \otimes X \) and \( Z \otimes Z, \) since \([A, B] = 0 \) implies \([e^{i\theta A}, B] = 0.\)

To see this more clearly, let us consider the QUBO case (24), for which we have

\[ H_P^{(even)} = \sum_{i=1}^{N} \sum_{j=1}^{N} a_{ij} Z_i Z_j, \]

\[ H_P^{(odd)} = \sum_{i=1}^{N} b_i Z_i, \]

where \( a_{ij} \) denotes the \((i,j)\)-th entry of \( A \) and \( b_i \) denotes the \( i\)-th entry of \( b. \) Observe that the operator \( Z_i Z_j \) commutes with \( X \otimes X, \) while \( Z_i \) anti-commutes with \( X \otimes X. \) In general, any Pauli operator constituted by the tensor product of an even number of Pauli-Zs would commute with \( X \otimes X, \) whereas it would anti-commute with \( X \otimes X, \) if the number of Pauli-Zs’ is odd.

Since the gates implementing \( e^{-i\gamma_n H_P} \) commute with one another, we may rearrange the order of execution of these gates, so that \( e^{-i\gamma_n H_P^{(odd)}} \) is executed before \( e^{-i\gamma_n H_P^{(even)}}. \)
This leads to the following decomposition of the $n$-th stage into three sub-stages
\[
U_n(\beta_n, \gamma_n) = U_n^{(3)} U_n^{(2)} U_n^{(1)} = e^{-i\beta_n H_{\text{even}}} e^{-i\gamma_n H_{\text{even}}} e^{-i\gamma_n H_{\text{odd}}}. \tag{31}
\]

This tripartite circuit has the following STSs
\[
S_1 = S\{Z^{\otimes N}(0), Z^{\otimes N}(2)\}, \quad S_2 = S\{X^{\otimes N}(1), X^{\otimes N}(3)\}. \tag{32}
\]

A noteworthy fact is that $S_1$ and $S_2$ are not simultaneously observable when $N$ is odd. Therefore, we arrive at different circuit implementations for even $N$ and odd $N$, as shown in Fig. 15a and 15b respectively. The ancillas can be re-initialized and reused in the subsequent stages. The main difference between the two implementations is that the third sub-stage $U_n^{(3)}$ is not protected when $N$ is odd, and thus the circuits having odd $N$ and those having even $N$ are not equally protected. Fortunately, the third sub-stage only consists of single-qubit gates that are typically less noisy in practice. Also note that the second sub-stage $U_n^{(2)} = e^{-i\gamma_n H_{\text{even}}}$ commutes with both $X^{\otimes N}$ and $Z^{\otimes N}$, hence we could detect any single-qubit error that occurs within this sub-stage.

VI. NUMERICAL RESULTS

In this section, we characterize the performance of the STS method using numerical examples. When evaluating the computational accuracy, we use the purity of the output state of the data register as the performance metric, defined by $\text{Tr} \{ \rho_{\text{data}}^2 \}$, where $\rho_{\text{data}}$ is the output state of the data register.

A. Consecutive Single-Qubit Gates

We first contrast the STS method to the quantum switch based method described in Section III using the low-complexity example of single-qubit circuits. Specifically, we consider consecutive X-rotation gates applied to a single qubit. Since the gates are diagonal under the X-basis, we do not expect that any of the two methods would detect X-errors. In light of this, we assume that each X-rotation gate is associated with a Pauli-Z (dephasing) channel having the error probability of $\epsilon_1 = 0.001$. The two-qubit gates applied in both error mitigation methods are also assumed to be contaminated by Pauli-Z errors at an error probability of $\epsilon_2$. We will consider different values of $\epsilon_2$ in the following discussion.

Let us first consider the case of $\epsilon_2/\epsilon_1 = 2$. This is an idealistic case for quantum switches, since the controlled rotation gates (e.g. the gate $A$ in Fig. 2) inflict an error on the data register at the same probability as that of the uncontrolled gates (e.g. the gate $B$ in Fig. 2). However, this is typically not the case for practical devices, for which $\epsilon_2/\epsilon_1$ is around 10.

We portray the simulation results in Fig. 16a where we have $N_G = 2$ consecutive X-rotation gates, while in Fig. 16b we have $N_G = 10$. As we have discussed in Section III-A there are multiple possible implementations of the quantum switch based method, when $N_G > 2$. In Fig. 16b “quantum switch, type-1” refers to the implementation shown in Fig. 5a while “quantum switch, type-2” refers to that shown in Fig. 5b.

Observe from Fig. 15a that the output purity of both the quantum switch and of the STS depends on the rotation angle of each X-rotation gate. To elaborate, the rotation angle has an impact on the commutativity with the Z-error, which in turn determines the error mitigation performance. Observe from Fig. 16b that, compared to the unprotected circuits, the accuracy improvement of both methods becomes more significant when $N_G$ is larger, since the additional error introduced by the methods themselves becomes less severe than that of the consecutive X-rotations. An interesting phenomenon is that the quantum switch based method performs better for larger rotation angles. This may be interpreted as a penalty of treating the X-rotation gate itself as the reference of symmetry.
Fig. 17. The output purities of different implementations of consecutive X-rotation gates vs. the rotation angle of each gate, where $\epsilon_2/\epsilon_1 = 10$.

The results are portrayed for the more practical case of $\epsilon_2/\epsilon_1 = 10$ in Fig. 17a and 17b. We see that the quantum switch based method is only beneficial for a limited range of rotation angles in the $N_G = 10$ case, while STS is beneficial across a wider range. Note that the STS technique may be generalized to more complex circuits. Hence may expect that STSs are potentially beneficial for a large range of practical circuits, while quantum switches might only be useful for certain special circuits. However, it is noteworthy that using STSs requires the knowledge of the specific type of symmetry, while quantum switches are applicable as long as we know that certain gates commute with each other.

B. QFT Circuits

In this subsection, we evaluate the error mitigation performance of STSs when applied to $N$-qubit QFT circuits.

Specifically, we consider the combined STS shown in Fig. 14b. The output purities under various channel models are shown in Fig. 18a. Observe that STSs are more beneficial under Y-error as well as X-error channels, and they are even detrimental for Z-error channels. This is as expected, since the STSs of QFT circuits commute with Z-errors. As for the sampling overhead, it is seen from Fig. 18b that the sampling overhead factor increases with the error detection probability, as may be inferred from its definition (21).

The output purity versus the gate error rate under depolarizing channels is illustrated in Fig. 19a. Here we consider the practical case of $\epsilon_2/\epsilon_1 = 10$, where $\epsilon_1$ and $\epsilon_2$ are the error rates of single-qubit and two-qubit gates, respectively. The curves marked by “STS, error-free check” correspond to the idealistic case where the gates used for implementing STS checks are error-free. We see that the purity decreases approximately linearly as the gate error rate increases. It is also noteworthy that the purity decreases faster for larger $N$, since the number of gates is also larger.

We conclude that, for QFT circuits, the STS method is particularly beneficial for asymmetric channels, for example, when the rate of X-errors is 10 times that of Z-errors. Note that the specific type of the error does not matter as long as the channel is asymmetric, because we may apply a global rotation to the entire circuit for ensuring that the dominant type of errors does not commute with the gates.

C. QAOA Circuits

Finally, let us evaluate the performance of STSs applied to QAOA circuits discussed in Section V-B and V-C. We first consider single-stage QAOA circuits, denoted as QAOA$_1$ circuits. For the simulations in this subsection, we use the following phase Hamiltonian

$$H_P = \sum_{i=1}^{N} \sum_{j=1}^{N} a_{ij} Z_i Z_j + \sum_{i=1}^{N} b_i Z_i,$$

(33)

where $a_{ij}$ and $b_i$ are randomly drawn from the uniform distribution over the interval $(-1, 1)$. The simulation results are then
The output purities and the sampling overhead factors of QFT circuits under depolarizing channels, as functions of the error rate of two-qubit gates. The error rate of single-qubit gates is $1/10$ that of two-qubit gates.

The output purities and the sampling overhead factors are shown in Fig. 19a and 19b, respectively. In these figures, “STS, Cat$_2$” refers to the implementation of STSs relying on cat states defined on two ancillas, as portrayed in Fig. 12. The specific implementation of QAOA circuits is portrayed in Fig. 21.

Observe from Fig. 20a that the STS method relying on cat states defined on two ancillas outperforms its counterpart relying on a single ancilla. This corroborates with our discussion on the mitigation of error proliferation in Section IV-D, and demonstrates the trade-off between accuracy and qubit overhead. The sampling overhead factors shown in Fig. 20b are on the order of the corresponding error detection probability, similar to our previous discussion on QFT circuits in Section VI-B.

Note that the purity curves of STS methods in Fig. 20a are not smooth. This is due to the fact that QAOA circuits relying on an even number of qubits and those on an odd number of qubits are not equally protected. Indeed, as we may observe from Fig. 15a and 15b, the final sub-stage corresponding to the mixing Hamiltonian is not protected, when the number of data qubits $N$ is odd, which is due to the simultaneous observability issue of the STSs. Consequently, the purities of QAOA circuits having odd $N$ are lower than the expected purity, when the simultaneous observability is not an issue.

Next we consider multistage QAOA circuits. The components of the parameter vectors $\alpha$ and $\beta$ are randomly drawn from uniform distributions on $(-\pi, \pi)$. As it can be seen from Fig. 22a, the purity of the cat-state STS method decreases more slowly than that of the STS method relying on a single ancilla. Due to the complexity escalation of emulating quantum circuits on classical computers, we cannot produce the results of the STS method relying on larger cat states defined on $N_c > 2$ ancillas. We conjecture that the purity can be further improved by using more ancillas, which is ultimately upper-bounded by the purity when the gates used for STS checks are error-free.

VII. CONCLUSIONS

In this treatise, we have proposed a general framework for circuit-oriented symmetry verification. Specifically, the quantum switch based method can be directly applied, when certain gates are known to commute with each other. For the case where the circuit has known symmetries, we propose the method of STS, generalizing the concept of conventional stabilizers used for state-oriented symmetry verifications. This method is capable of verifying the symmetries without the knowledge of the current quantum state. Another major difference between STSs and their conventional counterparts is that they are not necessarily simultaneously observable, and hence sometimes a rearrangement of the circuit is required to perform multiple STS checks. We have also discussed the accuracy vs. overhead trade-off of STSs, and provided quantum
circuit designs that strike flexible trade-offs. Finally, we have demonstrated the performance of the proposed methods using numerical examples concerning practical quantum algorithms, including the QFT and the QAOA. A possible future research direction is to find more practical algorithms for which STSs is beneficial.
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APPENDIX I

PROOF OF PROPOSITION

Proof: When $\omega = |+\rangle \langle +|$, we have

$$C_{ij}(\rho \otimes \omega)C_{ij}^\dagger = \frac{1}{2} \left( A_i A_j \otimes |0\rangle\langle 0| + B_i A_i \otimes |1\rangle\langle 1| + B_j A_j \otimes |0\rangle\langle 0| + A_i B_i \otimes |0\rangle\langle 0| \right)$$

$$+ (B_i B_j \otimes |1\rangle\langle 1|)$$

$$+ \frac{1}{2} \left( A_i B_i \rho B_j \otimes |0\rangle\langle 0| + A_i B_i \rho A_j \otimes |1\rangle\langle 1| + B_j A_j \rho B_i \otimes |0\rangle\langle 0| + B_j A_j \rho A_i \otimes |1\rangle\langle 1| \right).$$

Therefore, if we do not post-select on the control qubit, the partial state on the data register can be obtained by taking the partial trace as

$$\sum_{i,j} \text{tr}_\omega \{ C_{ij}(\rho \otimes \omega)C_{ij}^\dagger \}$$

$$= \frac{1}{2} \sum_{i,j} \{ A_i B_i A_i \otimes |0\rangle\langle 0| + B_j A_j \otimes |0\rangle\langle 0| \}$$

$$+ \frac{1}{4} \sum_{i,j} \{ A_i B_j \rho A_i B_i \} \otimes |1\rangle\langle 1|$$

$$+ \left\{ A_i B_j \rho A_i B_j \right\} \otimes |0\rangle\langle 0|.$$

But if we discard the computational result once we measure a $|\rangle$ on the control qubit, note that $C_{ij}(\rho \otimes \omega)C_{ij}^\dagger$ may be further expressed as

$$C_{ij}(\rho \otimes \omega)C_{ij}^\dagger = \frac{1}{4} \left[ \{ A_i B_j \rho B_j \} \otimes |0\rangle\langle 0| + \{ A_i B_j \rho A_j \} \otimes |1\rangle\langle 1| \right]$$

$$+ \{ A_i B_j \rho A_i B_j \} \otimes |0\rangle\langle 0| + \{ A_i B_j \rho A_i B_j \} \otimes |1\rangle\langle 1|.$$

Hence the data register will be in the following state

$$\frac{1}{Z} \sum_{i,j} \{ A_i B_j \} \rho \frac{A_i B_j \dagger}{2}.$$
where $Z$ is a normalization factor given by

$$Z = \frac{\text{tr}\{\sum_{i,j} (A_i B_j) \rho(A_i B_j)\} \cdot \text{tr}\{\sum_{i,j} (A_i B_j) \rho(A_i B_j)\}}{\text{tr}\{\sum_{i,j} (A_i B_j) \rho(A_i B_j)\} \cdot \text{tr}\{\sum_{i,j} (A_i B_j) \rho(A_i B_j)\}}$$

This completes the proof.
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