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Abstract: Recently, the scientific community experienced two revolutionary events. The first was the synthesis of single-layer graphene, which boosted research in many different areas. The second was the advent of quantum technologies with the promise to become pervasive in several aspects of everyday life. In this respect, diamonds and nanodiamonds are among the most promising materials to develop quantum devices. Graphene and nanodiamonds can be coupled with other carbon nanostructures to enhance specific properties or be properly functionalized to tune their quantum response. This contribution briefly explores photoelectron spectroscopies and, in particular, X-ray photoelectron spectroscopy (XPS) and then turns to the present applications of this technique for characterizing carbon nanomaterials. XPS is a qualitative and quantitative chemical analysis technique. It is surface-sensitive due to its limited sampling depth, which confines the analysis only to the outer few top-layers of the material surface. This enables researchers to understand the surface composition of the sample and how the chemistry influences its interaction with the environment. Although the chemical analysis remains the main information provided by XPS, modern instruments couple this information with spatial resolution and mapping or with the possibility to analyze the material in operando conditions at nearly atmospheric pressures. Examples of the application of photoelectron spectroscopies to the characterization of carbon nanostructures will be reviewed to present the potentialities of these techniques.
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1. Introduction

The characteristics of a material refer to a list of properties that depend on the electronic structure of the solid. This, in turn, is intimately bound to the structure and chemical properties of the material. Crystalline or amorphous phases, size confinement and the material chemical composition strongly influence the charge distribution around atoms. Thus, an accurate description of the material properties requires a precise characterization of these parameters. Generally, this is done using a list of complementary techniques which may be roughly classified in two groups: those using photons as probes and those relying on electrons. Here, we will focus our attention to the photon probes and, in particular, X-ray photons in order to investigate the material properties.

The term X-ray is used to indicate a radiation with wavelengths in the range 10 nm–0.01 nm, corresponding to soft and hard rays. Different kinds of light/matter interactions occur at different frequencies of X-ray photons. This led to the development of a number of techniques to probe materials at different length scales, from the macroscopic to the atomic level. In the first case, bulk structural and chemical information are provided, while in the second, a description of the local environment of the atoms is obtained. A schematic representation of the X-ray photon/matter interactions and the corresponding analytical techniques are summarized in Figure 1.
Among the techniques based on X-radiation, we can mention X-ray diffraction, X-ray based tomography, Extended X-ray Absorption Fine Structure and X-ray Absorption Near-Edge Spectroscopy, X-ray Fluorescence and, finally, X-ray Photoemission Spectroscopy (XPS).

In the first class of these techniques, both probing and detection are based on X-rays (diffraction, wide- and small-angle scattering, absorption, fluorescence). In the second class, X-ray photons are used as probes while photoelectrons are detected. X-rays are used to analyze the electronic structure of the material, and this reflects the structural and chemical properties of the sample.

This is very useful when the dimensions of the sample are reduced on the nanoscale. In nanosized systems, quantum effects come into play, inducing radical changes in the material’s properties. Understanding the different behaviors of the nanostructures with respect to their parent bulk materials requires the use of different techniques providing complementary information. XPS can probe the changes of the electronic structure reducing the system dimensions, thus shedding light on the development of the traits induced by the quantum confinement.

Recently, the scientific community has been involved in two game-changing innovations: the synthesis of the single sheet of carbon atoms—namely, the graphene—and the development of quantum technologies. Both these events have had a great impact on the scientific research boosting the development of novel technologies based on the peculiar properties induced by the quantum confinement. Single graphene sheets and graphene coupled to other carbon nanostructures were used in a plethora of applications in different areas from energy and chemistry to sensing, biomedicine, etc. [1,2]. As for the quantum technologies, they rely on the possibility to initialize a quantum system into a well-known state and to read out its state after the system has interacted with an external entity. This may be utilized for sensing or measuring physical quantities, producing single photon sources and entangled photons [3,4]. Diamonds and nanodiamonds and their defects (N, Si, Ge, vacancies) are among the materials offering high emission coherence and lifetimes long enough to be used in quantum devices.

These events add to the rich list of milestones [5,6] where new forms of carbon and carbon nanostructures came to the fore in the panorama of scientific research. This motivates the focus of the attention on carbon nanostructures and how they can be characterized using XPS to provide a piece of information still lacking in the literature.

XPS can be used to characterize any kind of material, provided it can be placed under ultra high vacuum (UHV), although recent XPS instruments work in near ambient pressures [7], enabling the liquid and gaseous phases at high pressures and the materials in operando conditions to be analyzed [8]. Furthermore, the recent evolution of XPS instruments allow for the characterization of materials with lateral resolution on the micron scale obtained by acting on the X source [9] or on the analyzer performances [10]. XPS is commonly utilized to characterize the chemical composition of nanostructures. This review will direct the attention toward a different direction and, in particular, to the spectral changes induced by the reduction of the system dimensions to the nanoscale. In the next sections, we will describe how the macro-to-nano transition induces variations of the electronic structure of the nanoparticle, which can be detected by XPS. Then, some examples showing the use of XPS for characterizing carbon nanostructures will be provided.
Figure 1. (a) Schematic representation of the principal X-rays and matter interactions. (b) Classification of the most popular X-ray-based space-resolved analytical tools with micrometric and submicrometric resolutions; four main categories are represented: micro-spectroscopy, micro-diffraction, spectro-microscopy and imaging. For graphical reasons, only the “micro-” prefix is reported, although, nowadays, the majority of these analytical techniques can provide information at the submicrometric scale. The most common variants, methods, and operation modalities in each category are reported as well. Reprinted with permission from [11].

1.1. X-ray Photoelectron Spectroscopy

Photoelectron spectroscopy is performed by measuring the number of electrons emitted from the surface of a sample as a function of their kinetic energy (\(E_k\)). The photoemission process results from the absorption of a monochromatic photon of energy \(h\nu_0\) and a complete transfer of its energy to the core level electron. To perform photoelectron spectroscopy, the sample is then irradiated with the light of selected wavelengths to generate photoelec-
trons, whose energy is measured using a hemispherical energy analyzer. The phenomenon is described by Einstein’s formula for the photoelectric effect [12–16].

\[ E_k = h\nu_0 - \Phi \]  

(1)

where \( \Phi \) represents the sample work function, the energy difference between the Vacuum level \( E_{\text{vac}} \) and the Fermi level \( E_F \). In metals, this corresponds to the minimum energy required to remove an electron and can be obtained by measuring its kinetic energy \( E_k \) when \( h\nu_0 \) is known. Equation (1) describes the emission of electrons from the highest occupied molecular orbital (HOMO) orbitals. Photoemission also occurs from inner core levels and is described by the relation

\[ E_k = h\nu_0 - BE - \Phi \]  

(2)

where \( BE \) corresponds to the energy required to excite the electron to \( E_F \). Depending on the type of the probing radiation utilized, we are dealing with X-ray photoelectron spectroscopy, where the photon energy is commonly between 1–6 keV [16–18], or ultraviolet photoelectron spectroscopy (UPS), where photon energy ranges from 5 to 48 eV [19,20]. Generally, in photoelectron spectroscopy, the Koopmans Theorem is applied—namely, the first ionization energy of a system equals the negative of the energy of the HOMO energy \( -\epsilon_0 \). In this approximation, the rearrangement of the charge distribution occurring after photoemission and the effects deriving from the electron correlation are neglected. According to Equation (1), XPS provides the \( \Phi \) values (i.e., \( -\epsilon_0 \)) of the HOMO. This relation is extended also to the core orbitals of the atoms present at the sample surface.

Since each atom possesses its own electronic structure, the values of \( \epsilon_0 \) are element-specific such that XPS can be used for the elemental speciation. In addition, since the integrated intensity of the XPS peaks is proportional to the number of emitting atoms, XPS can provide the element concentration of the analyzed sample [21,22]. However, different electronic structures result in different element cross sections. For a homogeneous solid composed of atoms \( A \) with density \( N_A \) and illuminated by X-ray photons of energy \( h\nu \) and intensity \( I_{h\nu}(\alpha, z) \) (\( \alpha \) = X-ray incidence angle) at \( z \) depth, it is possible to describe the intensity \( I_{A,i} \) of the photoelectron current generating ionization of a core-level \( i \) (\( i = 1s, 2p, 3d, \) etc.) of element \( A \) considering the integral of the spatial distribution of excitation and emission [23,24]:

\[ I_{A,i} = \frac{\Delta\Omega}{4\pi\sigma} \int_0^\infty I_{h\nu}(\alpha, z) \sigma_{A,i} W_{A,i}(\beta_{A,i} \Psi) N_A(z) \exp[-z/(\lambda_{A,E} \sin\theta)] \, dz \]  

(3)

\( \Delta\Omega \) is the acceptance solid angle of the XPS analyzer, \( \sigma_{A,i} \) is the ionization cross section of the orbital \( i \) of element \( A \), \( W_{A,i}(\beta_{A,i} \Psi) \) is the angular asymmetry factor [25] and the remaining term describes the attenuation of the photoelectron signal generated at depth \( z \) (see next section). The cross section \( \sigma_{A,i} \) was calculated by Scofield [26], treating electrons relativistically in a Hartree–Slater central potential for all elements. The Scofield cross sections do not consider screening effects leading to intrinsic plasmon losses. More precise evaluation of the elemental sensitivity factors (RSFs) were obtained experimentally by Wagner [27] and, more recently, by other authors [28] using uniform standards and standardized background subtraction. The direct use of the RSF is possible only if the user possesses the same XPS instrument as those of the works listed [27,28]. In other cases, the different analyzer transmission function and the detector efficiency at various BEs may introduce consistent errors. Generally, the instrument manufacturer provides RSFs calibrated for the instrument analyzer/detector.

By comparing the spectra of the same element in different environments, it is possible to realize the presence of peculiar differences. In particular, it was observed that the different chemical bonds formed by an element with other chemical species strongly affect its core line spectrum. Then, XPS offers the possibility to describe the surface chemistry of
For this reason, XPS was originally called electron spectroscopy for chemical analysis (ESCA).

1.2. Surface Sensitivity of the Photoelectron Spectroscopies

As these spectroscopies are based on the detection of electrons photoemitted in the sample matrix, they are surface-sensitive since they probe the first few monolayers of the sample. This is the result of the energy loss scattering processes occurring along the travel of the electron towards the surface. The electron kinetic energy $E_k$ is completely dissipated if electrons are generated deep in the material, thus preventing their ejection. A consequence of this fact is the possibility of varying the sampling depth, changing the energy of the excitation source. This can be done in synchrotron radiation facilities where it is possible to select the photon energy in a wide range (from ~10 eV to tens of KeV). Selecting photons with increasing energy increases $E_k$ and the probability that deep photoelectrons arrive to leave the surface. Conversely, by lowering the excitation energy by using UV photos, the analysis is confined to the very top material layers. For an electron created at a depth $z$ below the surface, the probability to be ejected is linked to the inelastic scattering. This leads to electron attenuation, which follows the Beer–Lambert law, similarly to what happens to photons in an absorbing medium:

$$I_z = I_0 \exp(-z/\lambda \sin \theta)$$

where $I_z$ is the intensity of the electron current created by atoms at depth $z$, $I_0$ is the maximum intensity from the surface atoms and $\theta$ is the take-off angle, defined by the electron trajectory and the sample surface. Here, $\lambda$ represents the inelastic mean free path, representing the average distance covered by an electron between two successive elastic and inelastic collisions [29]. The attenuation length depends not only on the material but also on the kinetic energy of the photoelectrons. The sources of the attenuation length were studied in the past by Seah and Dench [30], collecting experimental attenuation length values obtained from overlayers deposited on substrates. If a sample is formed by an overlayer A of thickness $d$ and a bulk B, then we can describe the contributions to the photoelectron intensities of A and B as

$$I_A = I_0^A [1 - \exp(-d/\lambda_A \sin \theta)]$$

$$I_B = I_0^B \exp(-d/\lambda_B \sin \theta)$$

$I_A$ and $I_B$ are the detected intensities deriving from A and B, $I_0^A$ and $I_0^B$ are the signal intensities that would be generated by a sample formed just by A and B and $\lambda_A$ and $\lambda_B$ are their attenuation lengths. $\theta$ is the take-off angle defined by the sample surface and the analyzer axis. By applying Equations (5) and (6), the authors obtained $\lambda$ values expressed in monolayers. Using a “universal curve”, the authors fitted the values of the attenuation length separately for elements and organic and inorganic compounds. The general form of the universal curve is

$$\lambda = [a/E^2 + b (d E^{0.5})]$$

For energies between 1 and 10,000 eV above the Fermi level, $a = 538$, $b = 0.41$ and $d$ is the thickness of the monolayer, expressed as

$$d = A/\rho n N \times 10^{24}$$

The experimental data fitted with the universal curve for elements is represented in Figure 2. Here, $A$ is the atomic or molecular weight, $n$ is the number of atoms in the molecule, $N$ is Avogadro’s number and $\rho$ is the bulk density in kg m$^{-3}$. Fitting Equation (9) for inorganic compounds gives $a = 2170$ and $b = 0.72$, while for organic molecules, $a = 49$ and $b = 0.11$. 

the material.
The trend of the attenuation length as a function of the energy can be utilized to vary the sampling depth, which is commonly taken as $3\lambda$. The photon energy varies from few eV when using ultraviolet sources (generally, He sources emitting HeI at 21.2 eV and HeII at 40.8 eV photons) to 1253.6 eV or 1486.6 eV for Mg and Al Kα anodes, which are generally utilized in the X-ray sources of XPS instruments. Using synchrotrons to perform photoelectron spectroscopy, the radiation energy is varied in a broad range from 10 to $10^4$ eV. Then, the sampling depth varies from fractions of nanometers when using UV to some nanometers in the case of X-ray photons or up to ~20 nm using hard X-ray photons (depending on the material).

1.3. Angle-Resolved XPS

The attenuation of the photocurrent described by the Lambert–Beer law (4) enables the non-destructive depth profiling of the sample surface. Equations (5) and (6) describe the variation of the electron photocurrent as a function of the attenuation length and the take-off angle. In a simple case, it is possible to analyze the changes of different “bond-components” of a core line by varying the take-off angle as shown in Figure 3A. A well-known example is the estimate of the thickness of silicon native oxide. Equations (5) and (6) are reduced to

$$\lambda_B \sin \theta = d/\ln(1 + I_{SiO_2}/I_{Si}) = \lambda_B \sin \theta = d/\ln(1 + R) \quad (9)$$

The evolution of the Si core line spectra with the take-off angle is shown in Figure 3B. To make the effect of the tilt clearer, the spectra are normalized to a common intensity. As can clearly be seen, increasing the tilt angle increases the intensity of the silicon oxide at ~103 eV. Applying Equation (9) it is possible to estimate the thickness of the native oxide, which is ~0.4 nm.
Figure 3. (A) at tilt = 0°, the sampling depth $d_0$ corresponds to three times the attenuation length $\lambda$. At tilt angle 75° (take-off angle = 15°), the real sampling depth $d_{75}$ is reduced to $3\lambda \sin \theta$. The increased surface sensitivity is shown in (B), where the intensity of the components of the Si 2p core line representing the native silicon oxide at ~103 eV increases as the tilt angle $\theta$ increases from 0° to 75°. (C) Linear regression of the experimental intensities obtained from the spectra in (B). From Equation (11), a value of $d = 0.43$ nm is obtained. Figures produced by the manuscript author.

2. Quantum Confinement

In the past, a hot area of research from both the experimental and theoretical point of view regarded the study of the electronic structure of small metal clusters. This was
motivated by the implications of metal clusters in many areas—in particular, the tremendous technological importance for catalysis. It was observed that the core level binding energies increase with decreasing cluster sizes, and the same occurs for the centroid of the valence band. Conversely, the photoelectron kinetic energy and the valence band splitting decrease [31]. A possible explanation for these effects was discussed in [32]. Essentially, there are two main theories: the first hypothesis explains the photoelectron energy changes as due to variations in the relaxation processes in the final state [33,34]. The second interprets the quantum confinement effects as a size dependence of the initial state [31].

In the first model using a simple approximation, the change in photoelectron energy due to the relaxation processes can be estimated by combining XPS and Auger spectroscopies to calculate the parameter $\alpha$ defined by $\alpha = E_k + E_B$. The different value of $\alpha$ for a given element in different system configurations is approximately twice the difference in relaxation energies $\Delta \alpha \sim 2\Delta R$ (10)

The relaxation model satisfactorily accounts for the variations in linewidth, binding energy and Auger kinetic energy due to quantum confinement effects.

The second model explains the changes of the electronic structure of the metal cluster as deriving from a nonintegral d-band configuration and, in particular, its hybridization with empty states above the Fermi level. This hypothesis is supported by experimental data deriving from X-ray absorption and energy-loss spectra and band structure theoretical calculations (see the citations in [31]). Core levels are sensitive to the valence electron configuration. In particular, an energy shift to a lower BE when the d level hybridizes with the s or p valence levels leads to an increase in the d-electron number. Both effects of the models modify the electronic structure of the metallic nanoparticles. This was verified in Au clusters, where the intensity of the valence band featured near the Fermi level increased with the increasing cluster size, testifying the increase in the valence electron charge [35–37]. A core-level shift of the Au 4f core line was also observed by the same authors [35–37]. Because they are size dependent, it is possible to evaluate the nanocluster size from the degree of the photoelectron energy change, as demonstrated in [38]. If we neglect the C-nanostructure characterized by an energy gap, the effects of quantum confinement are expected to also be visible in conducting carbon nanostructures.

3. Limits of the Photoelectron Spectroscopies

Current instruments display a typical energy resolution of 0.3 eV. This resolution is generally sufficient to recognize the chemical shifts and assign the different chemical bonds when characterizing the surface of carbon nanostructures. Nevertheless, this energy resolution could be low when quantum confinement effects are studied. The energy shifts induced by the quantum confinement are dependent on the nanostructure dimension: by increasing the structure dimensions, the quantum confinement effects disappear along with the related energy shift. Then, the latter may be just a fraction of the electronvolt well below 0.3 eV, the typical energy resolution of common XPS instruments. Conversely, the energy shift increases by decreasing the nanostructure dimension, making XPS a good complementary technique with increasing sensitivity to estimate the small nanoobject dimensions. Modern instrumentation is also characterized by a high efficiency in collecting photoelectrons, generally obtained using a magnetic lens deflecting the emitted charge into the analyzer. This is used to acquire chemical maps of the material surface. To each pixel of the map, a spectrum mirroring the chemical bonding of the element in that point is associated. However, the maximum lateral resolution amounts to some microns, which is too low compared to objects with dimensions on the nanoscale. When the dimension of the nanostructures is of few nanometers, it is also difficult to distinguish between the surface and bulk or resolve structural conformations. However, as shown in [39], the composition as a function of the depth in structured nanoobjects may be estimated by integrating the contribution of elements as a function of the depth. The sampling depth depends on both the photon energy and the material density. For Al K$\alpha$ radiation, it varies from ~3 nm
for diamonds [40] up to 5 nm in multiwalled carbon nanotubes (MWCNTs) [41]. Then, when dealing with nanodiamonds or few-layer carbon nanotubes, the whole structure is probed, leading to contributions from all parts of the system. A possible solution is to utilize photons with different wavelengths, which may be provided by synchrotron radiation beamlines. In that case, different sampling depths can be obtained, as shown in [42], where the authors studied the surface and bulk fluorination in MWCNTs. Examples of the use of photoelectrons possessing different energies, will be described in the section dedicated to the carbon nanotubes.

As for the surface composition, another important element to consider is the effect of contamination, which, in the case of nanostructures, could be serious due to the extended surface. This problem is more complex when carbon-based objects are considered. A high degree of contamination can derive from CHₓ hydrocarbons, which can be difficult to be recognized and separated from the nanostructure spectral components. Then, the preparation of the samples and the arrangement on a sample holder are important. An interesting paper containing a rich list of information concerning the use of XPS to characterize nanostructures is given in reference [43].

The principal characteristics of XPS, UPS using He lamp sources or synchrotron radiation and the Hard X-ray Photoelectron Spectroscopy of synchrotrons are summarized in Table 1.

Table 1. Comparison of the performances of conventional XPS instruments, UPS (He I, HeII radiation or synchrotron radiation) and Hard X-ray Photoelectron Spectroscopy (HAXPS).

|                      | XPS          | UPS: HeI | HeII | UV Synchrotron | HAXPES |
|----------------------|--------------|----------|------|----------------|--------|
| Energy (eV)          | 1486.6 (Al Kα) | 1253.6 (Mg Kα) | 20.2 | 40.8 | 10–10² | 10²–10⁴ eV |
| Δλ (eV)              | 0.25         | 0.7      | 0.003| 0.017 | 10⁻⁴ | ~0.01 eV |
| Energy resolution (eV)| 0.28     | 0.9–1   | <0.1 | 0.01 | 0.6 |
| Lateral resolution (µm)| 3       | 2        | -    | -    | Submicron |
| Sampling depth (nm)  | 3–10        | 0–1.5   | 0–2  | 0–20 | |
| Angle-resolved       | Yes         | Yes     | Yes  | Yes  |
| X diffraction        | / /         | / /     | Yes  | Yes  |

Characterization

|                      | XPS VB and DOS | UPS VB and DOS | UV DOS | UV DOS | HAXPES |
|----------------------|----------------|----------------|--------|--------|--------|
| Electronic structure | BE shift of core lines | Work function shift, energy gaps | Work function shift, energy gaps | BE shift of core lines |
| Quantum confinement  | NP size estimation | Presence of curvature | Presence of curvature | NP size estimation |
| Structural information | Chemical shift | VB orbital bands | VB orbital bands | Chemical shift |
| Chemical information | Core lines, VB and KLL Auger spectra | VB analysis | VB analysis | Core lines, VB and KLL Auger spectra |
| Different hybridization | Angle-resolved VB | Angle-resolved VB | Angle-resolved VB | Angle-resolved VB |
| Band structure       | Angle-resolved VB | Angle-resolved VB | Angle-resolved VB | Angle-resolved VB |
| Microscopy           | -             | -              | -     | Submicron structure |

Note that Δλ represents the excitation linewidth, while the energy resolution refers to the instrumental resolving power. Data related to XPS instruments are taken from ref. [44,45]. Data of UPS He lamps are taken from ref. [20,46,47]. Data related to synchrotron radiation are derived from ref. [11,48,49].
To analyze the nanostructures, there are other limiting factors to be considered. Nanostructures are commonly deposited on a substrate to be analyzed, and some aspects have to be carefully considered. Attention must be paid to the sample preparation. (i) The possible source of contamination deriving, for example, from the solvent used to suspend the C-nanostructures must be limited. In situ heat treatments to desorb contaminations may be evaluated to purify the sample surface. (ii) The possible contribution to the photoelectron spectra coming from the substrate must be limited. Sufficiently thick films of C-nanostructures have to be deposited, and a substrate with spectral features well-separated from those of C have to be used, although interference cannot be eliminated in valence bands. (iii) The user should select highly flat surfaces to limit the appearance of spectral features from the substrate. (iv) Conducting substrates should be utilized to obtain spectra with reliable binding energy values. However, the possible presence of charging effects can affect the spectra from non-conducting C-NP—for example, nanodiamonds, fullerenes and graphene oxide NPs. In this respect, comparison with the reference spectra may help to obtain optimal charge compensation. This aspect is particularly critical because residual charging may hinder or be erroneously interpreted as an effect generated by the structure nano-size. Important information to correctly analyze C-NPs can be found in [50].

4. Characterization of Carbon Nanostructures

Due to its versatility, XPS is a very useful analytical tool to control the steps of the synthesis process of materials. The technique may also be applied to study carbon nanostructures, providing the abundance of heteroatoms and their concentration provided it is compatible with the instrument sensitivity. Because XPS probes the material’s electronic structure, it may provide information regarding the carbon atom hybridization, thus adding important elements for understanding the material properties. However, an important note regards the presence of surface contaminants. In this respect, there are two main elements to consider when dealing with XPS. The first is inherent to the technique, which is intrinsically surface-sensitive, as already observed in this manuscript. Surface contaminations could introduce significant errors in the data analysis. The second point regards the nature of the contaminants. They may be composed of foreign species which easily allow for their identification. This is the case for the H$_2$O molecules derived from the atmosphere humidity, which are easily adsorbed on the sample surface. Another important source of contamination is the hydrocarbon molecules that are always present on the sample surface. Their contribution cannot be easily separated from that of the carbon nanomaterials, and the only solution is to remove them. Working with nanostructures, the only methods to eliminate the contaminations are the thermal annealing and Ar$^+$ sputtering, although the latter may cause non-negligible damage to the carbon nanostructures, introducing a number of defects. Both treatments should be performed under UHV to avoid the exposure to the atmosphere and contaminant molecules. Finally, carbon nanostructures must be deposited on a substrate to place them under UHV and be analyzed. Generally, the deposition occurs via a drying of a colloidal suspension, resulting in a porous structure. The spongy nature of the sample may allow for gaseous species such as CO and CO$_2$ to be absorbed. This can contribute to the oxidized components of the carbon peak, introducing errors in the bond quantification. Both surface contamination and absorption should be minimized or accounted for to prevent erroneous conclusions about the chemical state of the sample.

4.1. The Analysis of the Electronic Structure of Graphene

There is a general consensus regarding the position of the C 1s derived from pristine graphite. Graphite possesses a semimetallic nature, leading to an unexpectedly high asymmetry. This is the result of the distortion of a pure Lorentzian line shape (apart from Gaussian broadening) induced by energy losses and then located on the high BE side of the peak [51]. The C 1s peak falls at 284.4 eV [15,52–56] for pure highly oriented pyrolytic graphite. The lifetime broadening of the C 1s is around 160–180 meV, and the asymmetry parameter $\alpha$ is in the range 0.05–0.19 [56–58].
Graphene is a carbon nanostructure strictly connected with graphite. Graphene is, in fact, the single graphitic layer of carbon atoms and a stack of graphene layers correctly overlapping each other, which leads to the formation of graphite. Carbon atoms in graphene are sp² hybridized and connected with three neighboring carbon atoms via σ bonds, while the remaining unhybridized z orbital is aligned along the vertical axis graphene sheet, forming π bonds [59]. The σ bond in graphene is about 1.42 Å long, resulting in a strength higher than that of diamonds (42 N/m and Young’s modulus of 1.0 TPa) [60]. The conjugated out-of-planar π bonds allow for electron mobility as high as 200,000 cm²/V·s in suspended graphene and prominent electrical conductivity (6300 S/cm) [61]. Graphene also possesses a high thermal conductivity of about 5000 WmK⁻¹. Finally, graphene is characterized by a high specific surface area of 2630 m²/g [62] and a transparency of 97.7% on the whole visible range, resulting in a very high absorbing power of 2.3% for a single atomic layer [63].

Graphene can be produced by bottom-up methods or via a top down exfoliation of graphite mechanical routes. In the first case, high quality graphene layers may be obtained via an epitaxial growth under ultra-high vacuum based on the thermal decomposition of SiC [64]. However, the drawback of this technique is the lack of scalability of the method, resulting in the production limited to experimental needs. A solution to this problem is the use of CVD processes, which permit the production of large area graphene sheets. In CVD processes, graphene is produced by the high temperature catalytical decomposition of a hydrocarbon gaseous precursor [65]. Graphene can also be produced through top-down methods. Among these, mechanical exfoliation by using adhesive tape was the first documented method to separate the single graphene layer from crystalline graphite [66]. A high quantity of graphene may be produced via the liquid exfoliation of graphite, N-methylpyrrolidone [67] or by high-energy ball milling, which can be performed in both wet [68] and dry conditions [69]. The chemical route uses strong acids to exfoliate graphite [70] and is broadly applied because of the high process yield and scalability. This method, however, produces highly oxidized graphene sheets. Reduced graphene oxide is then applied to remove oxygen from the graphene oxide sheets. Chemical reductants [71] or thermal treatments [72] may be used to perform the reduction. Thanks to the scalability of these processes and their availability on the market, graphene and its derivatives have gained increasing interest for energy applications [63] in electronics, photonics [73], catalysis [74] and sensing [75] and biosensing applications [76].

The quality of the graphene is essential for the sensitivity and efficiency of the sensing device. High-resolution transmission electron microscopy (HRTEM) may be utilized to determine the presence of defects and impurities [77]. An example is given in Figure 4. In (A), an aberration-corrected HRTEM image in which the bilayer, monolayer graphene and holes are identified by 2, 1 and 0 is shown. The arrows indicate contaminations, while the dashed line delimits a highly defected region. The very high resolution of HRTEM allows for the identification of defects at the atomic level. Figure 4B shows how the graphene pentagon–heptagon configurations appear at different resolutions.

Concerning characterization, the graphene C 1s core line would be the one derived from a free-standing single layer. However, despite how easily it can be imagined, it is very complex to perform XPS analysis on a free-standing single layer because it is not possible to produce enough extended suspended graphene sheets allowing for the analysis to be performed with conventional instruments. Graphene is characterized by a single atomic layer with the consequent possible generation of quantum confinement effects and the consequent influence on the core-hole screening. In particular, a less screened photohole causes a more intense coulombic field, leading to an increased BE. It is then expected that the C 1s of the single graphene sheet is shifted to higher binding energies with respect to those of graphite. It is also important to observe that, contrary to graphite, where a bulk and a surface component are visible in the C 1s core line spectrum [53,56], in graphene, the bulk component is obviously absent. Synchrotron radiation was utilized together with a scanning photoelectron microscopy facility to analyze a 3 × 3 µm area of a
suspended graphene sheet [78]. The authors were able to discriminate among multilayer structures and two-layer and single-layer graphene portions. In Figure 5A, the C 1s of a multilayer structure resembles that of graphite, as expected. The presence of quantum confinement disappears, and the C 1s peak falls at 284.46 eV. Reducing the system at two layers, there is a small confinement effect, leading the carbon peak to fall at a slightly higher BE. For the single graphene layer shown in Figure 5B, the C 1s photoelectron spectrum is peaked at a BE of 284.7 eV. The difference in binding energy was utilized in scanning photoelectron microscopy (SPEM) to acquire maps capable of discriminating between mono- and multilayered regions Figure 5C.

Figure 4. (A) HRTEM image example of graphene, showing a hole, a monolayer and bilayer areas. Contamination and small amorphous contamination are indicated by arrows. The dashed circle indicates a region of highly defected graphene with amorphous patches. (B) The graphene defect HRTEM shows a pentagon–heptagon configuration at different resolutions. Reprinted with permission from [77].

These results are in agreement with the evidence obtained from epitaxial graphene grown on SiC, where a linear trend of the BE shift as a function of the number of layers is found. The position of the C 1s in single-layer graphene falls at 284.8 eV [79]. In another work, the authors studied the evolution of the C 1s core line of a SiC sample at different annealing temperatures. The peak is formed by three components: at a lower BE at ~283 eV, carbon falls in SiC. At 284.7 eV, the authors found the carbon from graphene, while a higher BE of 285.85 eV was assigned to the buffer layer used [80]. The authors found that, by increasing the temperature from 1125 °C to 1375 °C, the intensity of the component relative to the graphene increases, as expected because of the thermal decomposition of SiC and the gradual formation of the graphene layer.
Figure 5. (A) C 1s XPS spectra collected from 130 nm diameter spots characterized by STEM, with the lines colored according to the color of each spot marked on the STEM images: dirty monolayer (1L) and 1L with a grain boundary (GB), clean 1L and multilayer and two-layer (2L) and four-layer (4L) graphene. The inset provides a deconvolution of the 1L spectrum, which contains small residual contributions from nongraphitic carbon. (B) Monolayer graphene (black spot) with an overlying multilayer grain (red spot) measured using STEM. (C) SPEM colored according to the ratio of the signal in energy windows corresponding to mono- (284.57, 284.98) eV and multilayer (283.94, 284.49) eV graphene. Reproduced with permission from [78].
However, some effects deriving from the substrate have to be expected in both these works. The interaction of graphene with SiC is very weak. However, the difference in the work functions of the two systems may lead to a small BE shift of the C 1s peak, which is quantified in ~0.2 eV [81]. The shift of the graphene work function due to the interaction with the substrate also leads to a change in the position of the Dirac point. However, the authors of [78] measured a null shift of the Dirac point, thus ensuring a null influence of the environment on the position of the C 1s peak. The observed shift of their carbon peak with respect to that of the pristine crystalline graphite is then derived from a reduced screening of the photohole induced by quantum confinement effects.

The graphene on Ir(111) was characterized by angle-resolved photoelectron spectroscopy (ARPES) to understand the dependence of the electronic structure on the preparation process [82]. The authors probed the Dirac cone band structure using synchrotron radiation and found that the interaction of graphene with the substrate led to 0.1 eV hole doping and the formation of replica bands and of a minigap at the Dirac point. The results show that the drop in intensity of the ARPES intensity of the Ir(111) surface states can be explained only by a specific interaction of the Ir substrate with the graphene layer. Because of the faster reduction in the intensity compared with the graphene growth on the Ir substrate, an additional quenching mechanism generated by the scattering induced by strongly bound graphene edges is also hypothesized.

The author of this manuscript characterized monolayer graphene deposited on Cu via a supersonic beam of fullerenes and separated the contribution from the substrate via ARXPS and a conventional XPS instrument [83].

In Figure 6, the evolution of the graphene valence band obtained using a HeII (40.8 eV) photon source is shown. The prominent peak at ~3.5 eV is due to the copper 3d contribution. In an attempt to reduce the intensity of this band, the take-off angle was reduced from 90° down to 5°. At this sample inclination, the sampling depth is expected to be reduced at fractions of nanometers and then of the order of the graphene thickness.

![Figure 6. (A) evolution of the graphene HeII valence band as a function of the tilt angle. (B) Comparison of the He II valence band from highly oriented pyrolytic graphite and of the graphene at a 5° take-off angle. Figures produced by the manuscript author.]
As can be seen in Figure 6A, the Cu 3d band intensity decreases with the decrease in the take-off angle. It is also possible to follow the evolution of the Cu Fermi level, which disappears at a 5° inclination. In Figure 6B, the HeII valence band from the graphene (red) is compared to that from the highly oriented pyrolytic graphite (black). The valence band shift to higher binding energies could be explained as an effect of the quantum confinement of electrons in the single graphene sheet.

The transparency of graphene to photoelectrons was utilized to estimate the number of layers of suspended membranes [84]. An electron mean free path was modeled using a TPP-2M model, and the corresponding electron attenuation length was compared with experimental data obtained from the photoemission spectra. The deviation of the TPP-2M model at low kinetic energies is likely to be caused by scattering processes. The authors found that, for a single or very low number of layers, the graphene membranes are truly electron-transparent, even at low electron kinetic energies, allowing for a correct measure of the number of graphene layers. The differences in the inelastic mean free path of electrons was utilized by other authors to measure the thickness of graphene sheets through Auger electron spectroscopy [85]. The results show that the C KLL Auger spectra change in intensity and spectra line shape by varying the number of graphene layers. The authors were also able to calculate the inelastic mean free path as a function of the electron energy. The C KLL Auger spectra display distinct fingerprints, with a decrease in the number of graphene layers, enabling the estimation of their number despite the presence of strong electronic coupling with an underlying substrate.

XPS is the technique of choice to analyze the material surface chemistry. Descriptions of the surface composition and elemental quantification are commonly carried out to characterize the graphene and graphene derivatives and the results of surface functionalization. This process is commonly applied to optimize the graphene properties for selected applications. There are a plethora of articles in the literature describing the different functional groups grafted on the graphene surface and the surface molecular engineering needed for material, sensing, imaging, biomedicine, energy and other applications [86–90]. We allow the reader to explore the wide literature while giving some information regarding the modification of the electronic properties of graphene via functionalizing its surface and how it is studied. In chemical functionalization, the interaction with exogenous molecules considerably changes the graphene electronic properties [91] in terms of carrier concentration, their scattering, the related transport mechanisms, the polarity, the quantum-capacitance, the energy levels and the orbital hybridization. It is then important to be able to puzzle out the effects of the functionalization induced by the molecular interactions. There are a few mechanisms that directly modify the graphene electrical properties: functionalization induces a change in the carbon chemical potential [91] and the energy levels of the hybridization of the carbon atoms [92], and the consequent structural conformation induces the formation of dipoles and changes in the density-of-states (DOS) [93,94]. A broadly utilized method to produce single-layer graphene is the Hummer exfoliation of graphite, leading to oxidized graphene single layers with the formation of carboxyl, epoxy, hydroxyl, carbonyl, phenol, lactone and quinine functionalities [95]. The density of abundant carbon–oxygen σ-bonds with more localized electrons disorganizes the π cloud and converts the graphene into an insulator. Change in the carbon atom hybridization occurs also with the N doping of graphene. N-doped graphene exhibit n-type conductivity, although the introduction of defects in the π delocalized quasi-free electrons reduces the carrier mobility by ~30% [96]. The π-π interaction of graphene with aromatic molecules does not introduce structural distortions but may introduce dipoles, thus enhancing the local effective electric fields. Additionally, the graphene DOS is changed by changing the charge density [96]. More information may be found in [96]. Concerning characterization, the presence of functionalities is revealed by analyzing the C 1s core line. An example is given in [97]. The effect of doping on the electronic structure of graphene is provided in [98]. The Raman spectra of P- and N-doped graphene display an up-shift of the G peak, mirroring the occurrence of doping [99]. The inspection of the Raman spectrum of N-doped graphene shows that
the 2D band is shifted to higher frequencies occurring in presence of hole doping, while lower frequencies are found in the presence of electron doping [99,100]. Additionally, the FWHM of the G band is sensitive to doping [100]. Then, Raman spectra may used to confirm the doping in the presence of N and P heteroatoms detected by XPS. The valence band of N-doped graphene shows a significantly increased DOS near the Fermi level that is consistent with the increased number of charge carriers, while pristine graphene and P-doped graphene display a similar valence band [98]. In another study, the authors report the interaction of molecular oxygen with N-doped graphene [101]. Graphene was grown on an Ir substrate to obtain large crystals. XPS core level spectra were extensively analyzed to unravel the presence of N-doping and the dissociation of O₂ molecules by the doped graphene, excluding the possible contribution of the Ir substrate. Then, the sample was analyzed by angle-resolved XPS, and the diffraction patterns obtained by the sum of the spectra in the p and s polarizations are shown in Figure 7.
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**Figure 7.** Top panels: band dispersion at the K point of the Brillouin zone obtained by plotting the ARPES intensity as a function of the wave vector and BE for (a) pristine graphene/Ir(111), (b) after nitrogen doping and annealing at 600 °C and (c) after oxygen exposure. The red dashed lines indicate the two Ir surface states, S1 and S2. Inset: experimental geometry of the ARPES experiment. Bottom panels: the corresponding LEED patterns respectively recorded with an electron energy of 78 eV with the (0,0) spot at the center of the image and at an off-angle of 10°. Reprinted with permission from [101].

Figure 7a shows the well-known π band (Dirac cone) along with the Γ–K–M of pristine graphene, with the Dirac point slightly above the Fermi level, indicating the presence of a small p-doping. S1 and S2 indicate the surface state of the iridium substrate. Nitrogen doping leads to a sensible downshift in the Dirac point, now located at 0.44 ± 0.02 eV below the Fermi level, reflecting the presence of significant n-doping due to nitrogen (Figure 7b). The doping does not affect the linear trend of the π band, and the S1 and S2 surface states of iridium are still visible. The doping induces an increase of 0.105 Å⁻¹ of the FWHM of
the π band due to the higher scattering caused by the nitrogen defects. The exposure to oxygen molecules induces both a broadening and a flattening of the π band, as shown in Figure 7c. These changes are caused by the formation of C– bonds with the consequent change of the C hybridization from sp^2 to sp^3. This loss is also visible in the LEED pattern with a loss of definition caused by a strong increase in the background, which almost hides the Moiré superstructure. Finally, oxygen induces the generation of a bandgap of about 0.3 eV at the K point.

4.2. Characterization of Carbon Nanotubes

Carbon nanotubes (CNT) are very peculiar nanostructures showing low dimensionality in their section, while they can be considered mesoscopic systems because they can possess macroscopic dimensions along their principal axis. For this reason, they are fascinating objects possessing a unique band structure derived from the two-dimensional confinement, leading to special transport properties. In the high temperature range, where it is possible to use semiclassical models, the transport in CNTs does not reflect those of their parent 3D carbons and graphites. The low dimensionality causes weak localization effects, low Coulomb interactions and universal conductance fluctuations in the quasi-ballistic regime. To describe the transport mechanisms in the CNTs, the electronic structure and the effect of the single- or multi-walls, chirality, defects and doping have to be described.

Photoelectron spectroscopy is one of the more appropriate techniques to probe the electronic properties of CNTs. The latter may be categorized in single-walled CNTs (SWCNT) and multiwalled CNTs (MWCNT). In addition, in SWCNTs, the chirality is used to discriminate between metallic and semiconducting nanotubes [102]. Various synthesis processes are utilized to produce these different kinds of CNTs. A very popular method is the arc discharge ignited in the presence of a catalyst placed in the discharge electrodes. The process conduces to the production of both SWCNTs and MWCNTs [103,104]. Process parameters such as the kind of atmosphere, pressure and arc current strongly influence the quality of the CNTs [105]. SWCNTs may be produced by arc discharge in an H/Ar atmosphere in the presence of catalysts such as Ni, Fe, Co, Pd, Ag, Pt, etc. or mixtures of Co, Fe and Ni with other elements such as Co–Ni, Fe–Ni, Fe–Co, Co–Cu, Ni–Cu and Ni–Ti [106]. The production yield depends on the catalyst selection. CNTs can be synthesized also by laser ablation [107], but the process yield is limited. Chemical vapor deposition (CVD) is broadly utilized to produce higher amounts of CNTs. Hydrocarbon precursors such as methane, acetylene, ethane, ethylene or alcohols are decomposed in the presence of catalysts such as Ni, Co and Fe at high temperatures [108]. The mass production of CNTs is obtained using the controlled combustion of fuels such as methane, ethanol, ethylene, methylene acetylene and propane in the presence of catalysts [109]. Figure 8 shows the progression of SWCNT and MWCNT growth with time [110]. In Figure 8A, the nucleation of unstable carbon cages first appears. After an incubation period of 29.5 s, a stable SWCNT dome is formed. Then, a SWCNT with a 1.5 nm diameter grows, and its length increases with time. Figure 8B shows the generation of a single wall dome on a Fe crystalline nanoparticle (NP). Figure 7C shows the growth of a MWCNT: first, a graphene layer is synthesized on the catalyzer surface. Then, individual graphene layers grow and extend, resulting in MWCNT formation. During the MWCNT synthesis, the catalyzer NP deforms, forming the characteristic protrusion and expelling the MWCNT. A high degree of CNT purity may be an essential requirement for applications in biomedicine and electronics needing a complete elimination of the metallic catalysts and other toxic elements [111,112].
XPS is commonly utilized to detect the CNT composition and the degree of contamination as well as the quality and electronic properties of the CNTs and how they change upon functionalization. In [113], purified MWCNTs were analyzed using photoelectron spectroscopies and other techniques to describe their optical properties. The MWCNTs’ diameter was in the range of 15–20 nm. In particular, the UPS HeII valence band (VB) appears to be very similar to that of graphite, although the intensity of the spectral features below 8 eV is lower for the MWCNTs. According to theoretical models [114], this region is associated with 2p-π and with the top of 2p-σ. In CNT, the reduced intensity of these two bands is explained as a result of the curvature of the nanotubes causing a lowering of the p-π electron density. The opposite trend is found in the VB region around 11.5 eV. At this energy, the p-σ band falls and the increased spectral intensity of the CNTs is interpreted as an effect of the σ-π hybridization. Depending on the diameter, CNTs exhibit a variable energy gap [115] which decreases with the increase in the diameter size. This was experimentally observed in [116] in both semiconducting and metallic SWCNTs. The authors used Raman spectroscopy to evaluate the semiconducting or metallic character of the SWCNTs and the diameter size. The latter was correlated with the value of the energy gap obtained by the combined use of HeII valence spectra to probe the density
of the states below the Fermi edge and inverse photoemission spectroscopy to probe the unoccupied states above the Fermi. Interestingly, using these two techniques, the authors were able to reproduce the DOS. HeI radiation was utilized to evaluate the work function of MWCNTs [113]. The authors found that the secondary electron cutoff relative to the MWCNTs is shifted by 0.2 eV to a higher BE with respect to that of graphite. This means that MWCNTs exhibit a 0.2 eV lower work function with respect to graphite. An opposite result was obtained for SWCNTs [117]. In this case, the authors found that SWCNTs possess a work function of 4.8 eV, while the value of graphite was 4.6 eV. This can be explained as an effect of the quantum confinement, which is absent in MWCNTs, systems where the quantum size effects are progressively lost because of the tendency to resemble the graphitic system structure.

Let us turn our attention to the C 1s core level. Despite being the higher value of the work function, the position of the C 1s peak—which, in graphite, falls at 284.6 eV—is shifted in MWCNTs of ~0.3 eV to a lower BE [113,117]. This lower value is ascribed to the CNT curvature, which weakens the C—C bond. In addition, the asymmetry parameter of the Doniac–Sunjic function used for the peak fitting is higher for MWCNTs than that of graphite, revealing the “more metallic” character of the MWCNTs. A high-resolution C 1s spectrum of suspended SWCNTs was acquired using a synchrotron radiation microprobe with a spatial resolution of 100 nm. The C 1s falls at a BE of ~284.6 eV—compatible with that of highly oriented pyrolytic graphite (HOPG) and higher than that of MWCNTs. The shift to a higher BE can be explained as an effect of quantum confinement. Regarding the line shape, also in this case, the C 1s appears to be asymmetric, with a Lorentzian core-hole lifetime broadening of 0.22 eV and an asymmetry parameter of 0.19. These values are approximately twice those of HOPG [52], indicating a higher DOS near the Fermi level. Finally, the C 1s in CNTs of different diameters always displays a full width at a half maximum (FWHM) higher than that of graphite, revealing a shorter lifetime of the holes in comparison to that of graphite [118].

In [119], authors analyzed the C 1s derived from SWCNTs produced by different methods, namely, arc discharge, high-pressure CO conversion (HiPCO), laser ablation and CoMo catalysts (CoMoCat). The different synthesis methods result in different FWHMs of 0.91, 0.86, 0.81 and 0.88 eV for the arc discharge, HiPCO, laser ablation and CoMoCat methods, respectively. The FWHM is also affected by the CNT diameter size, the different metallic character affecting the Lorentzian core-hole lifetime broadening of 0.22 eV and an asymmetry parameter of 0.19. These values are approximately twice those of HOPG [52], indicating a higher DOS near the Fermi level. The presence of oxygen or the semiconducting character of the CNT may cause mild effects of charging. Evidence of this effect can be seen by looking at the Fermi energy region and, in particular, to the distortion of the DOS [120]. Concerning the loss structures, similar to what occurs for the HOPG, the CNT displays a feature at a BE 5.9 eV above the C 1s peak. This loss shakeup component derives from the collective excitation of the π-electrons due to the π → π* transitions during the photoemission. The definition of this structure is dependent on the SWCNT synthesis method and appears sharper in case the SWCNTs are produced by laser ablation, while it appears more or less embedded in the C 1s tail in the other cases (arc, HiPCO, CoMoCat). An additional broad feature is also seen at ~27 eV and can be attributed to collective σ + π plasma. Because of the curvature, π electrons are not uniformly distributed with respect the nanotube surface, like what happens for the flat graphite sheets. This induces asymmetries in the excitation of the σ + π electrons. In general, for carbon nanostructures, the intensity of the loss features depends on the density of the σ and π states placed not too far from the Fermi level [121].

In MWCNTs, the plasmon resonance feature is shifted to higher BE values [113] due to the redistribution of the electronic charge of the π electrons on the external side of the rolled graphene sheets. Interestingly, the C 1s may be utilized to discriminate between metallic and semiconducting CNTs [122]. Purified metallic and semiconducting SWCNTs with a Gaussian diameter distribution with average size of 1.37 nm were deposited on a sapphire substrate to produce thin films. Figure 9a shows the C 1s derived from metallic and semiconducting CNTs. The high-resolution spectrum depicted in Figure 9b clearly
shows the different metallic/semiconducting character of the CNTs: the former is described by an asymmetric Doniac–Sunijic line shape ($\alpha = 0.11$), while the second displays a nearly symmetric Voigt C 1s profile. Figure 8b also shows the position of the C 1s peak falling at 284.48 eV and 284.43 eV for metallic and semiconducting CNTs, respectively, and their FWHM of 0.26 eV and 0.30 eV, respectively, is surprisingly narrow compared to that of graphite (0.32 eV). Differences are also observed in the valence bands and in the X-ray absorption spectra (XAS), shown respectively in Figure 9c,d. The XAS spectra display two peaks representing the $\pi^*$ and $\sigma^*$ falling at 285.4 eV and 291.7 eV, respectively, which evokes that of graphite [123]. Differences in the $\pi^*$ fine structure can be related to the distinct van Hove singularities in the unoccupied DOS of the SWCNTs’ [124] clear signature of metallic/semiconducting character. In parallel to the analysis of the unoccupied DOS, Figure 9c displays the SWCNT DOS. Both metallic and semiconducting CNTs exhibit a $\pi$ band at $\sim3$ eV, in agreement with theoretical calculations [125].

XPS is also extensively utilized to analyze the chemical composition of the CNTs after functionalization [126] and the consequent change of the electronic properties. Oxygen-, nitrogen- and fluoride-functionalized CNTs are carefully characterized in [127], providing a detailed description of the possible chemical bonds and the relative BEs [128] (see also references therein). The presence of functionalities on the CNT surface leads to the reduction of the of van der Waals interactions between nanotubes, which highly facilitates the separation of nanotube bundles. If the functional groups possess a polarity, then the CNTs become water soluble. The different methods to functionalize the CNT are reviewed in [87,129]. The grafting of functional groups such as COOH, CH$_3$, H$_2$, H, OH, F, etc. introduces defects in the CNT structure by changing the carbon atom hybridization from sp$^2$ to sp$^3$. This results in the creation of an impurity state around the Fermi level [130]. Functionalization is then expected to change the electronic DOS near the Fermi edge. The effect of the oxidation induced by ball milling on the surface of the SWCNT was studied in [131]. The authors show an increased energy gap in functionalized CNTs due to the charge transfer from C to the oxygen-based functional groups and a decrease in the VB intensity i.e., the density of states, at the top of the VB. The same authors estimated the change in the cutoff energy of photoelectrons in Hel-excited VB. They found that the cutoff energy shifted by 1.6 eV in oxygen-functionalized SWCNTs, leading to a corresponding reduction in the work function. The reduction in the work function may be explained through the formation of a dipole formed by a negative OH$^-$ and a positive C atom. Finally, the authors found that the impurity state is distributed not only around the –OH group but over the entire unit cell. Similar results are obtained in fluorinated SWCNTs. With increasing F-doping content, XPS shows a parallel reduction in the DOS near the Fermi level [132]. The authors show an increased energy gap in functionalized CNTs due to the charge transfer from C to the oxygen-based functional groups and a decrease in the VB intensity i.e., the density of states, at the top of the VB. The same authors estimated the change in the cutoff energy of photoelectrons in Hel-excited VB. They found that the cutoff energy shifted by 1.6 eV in oxygen-functionalized SWCNTs, leading to a corresponding reduction in the work function. The reduction in the work function may be explained through the formation of a dipole formed by a negative OH$^-$ and a positive C atom. Finally, the authors found that the impurity state is distributed not only around the –OH group but over the entire unit cell. Similar results are obtained in fluorinated SWCNTs. With increasing F-doping content, XPS shows a parallel reduction in the DOS near the Fermi level [132]. This results in a transition from the metallic to the semiconducting character of the CNTs. The N doping of CNTs induces a remarkable change in the electronic properties, which are studied in detail in [133]. Nitrogen and nitrogen-based molecules are utilized to modify the electronic structure of the SWCNTs. As an example, in [134], aromatic amines were utilized to functionalize SWCNTs. The modification of the density of state induced by two different molecules namely, N,N,N0N0-tetramethyl-p-phenylene diamine (TMPD) and tetramethylpyrazine (TMP) — obtained via ab initio density functional calculations is shown in Figure 10A,B, together with the charge contour plot of the TMPD and TMP attached to the SWCNTs. Figure 10A,B show that functionalization with the TMPD and TMP leads to the formation of the two flat bands (states A and B, respectively). The highest occupied orbitals of the TMPD aromatic molecule exhibit a $\pi$-bonding character, whereas that of the TMP possesses a $\sigma$-bonding character. In the case of TMPD molecules, a charge transfer occurs, with an increased electron density on the CNTs, thus inducing n-type doping. On the contrary, the band structure of the TMP leads the formation of a TMP-derived localized state (state B) at about 0.6 eV below the Fermi level. This demonstrates that the molecular orbitals of the functional groups play a crucial role in controlling the doping level of the semiconducting CNT.
Figure 9. (a) C1s photoemission of metallic SWCNT (upper curve) and semiconducting SWCNT (lower curve) as conducted at 400 eV photon energy. The inset shows a PES survey scan up to 1200 eV. (b) The C1s line of the metallic and semiconducting SWCNT on an expanded scale. The solid lines are fits using a line shape analysis with a Doniach-Sunjic (metal) and Voigtian line shapes (semiconductors). (c) Valence band photoemission spectra of metallic (upper curve) and semiconducting (lower curve) conducted at 150 eV photon energy. (d) High-resolution XAS response of metallic (upper curve) and semiconducting (lower blue curve) showing the $\pi^*$ resonance at 285.4 eV and the $\sigma^*$ threshold at 291.7 eV. (e) $\pi$ band response in the valence band PES conducted at 150 eV for the metallic and the semiconducting SWCNTs. (f) The inset in a shows the expanded region around $E_F$ on an expanded scale. The black lines in the main panels show the fraction of the tight binding DOS of the semiconducting and metallic SWCNTs probed. The labels $M_{1,3}$ and $S_{3,4,5}$ depict the position of the van Hove singularities. Reproduced with permission from [122].
Figure 9e,f display the CNT DOS in the region near the Fermi edge \( E_F \). In particular, the van Hove singularities M and S are also indicated. The metallic CNTs display only M singularities, with the M\(_1\) falling at \(-1.05\) eV and the M\(_{2,3}\) falling at 1.8 and 2 eV. Conversely, the semiconducting CNTs spectrum shows the S\(_1\) and S\(_2\) peaks at 0.44 and 0.75 eV, respectively. The fine structure of the DOS is sensitive to the chirality of the CNTs.

Figure 10. Wave functions of the localized states in the band structures corresponding to the dopant molecules (A) TMPD and (B) TMP on the surface of the (8,0) carbon nanotube; (C,D) band structures of the (8,0) CNT interacting with the TMPD and TMP, respectively. The Fermi level is set to zero. (E) The XPS valence band spectra of the pristine SWNT networks and the SWNT networks modified by aromatic amines. Reproduced with permission from [134].

The possibility to probe the CNT functionalization as a function of the depth is interesting. In [135], the authors compared the C 1s and C KLL Auger spectra from fluorinated MWCNTs, SWCNTs, carbon fibers and HOPGs. The different kinetic energies of the C 1s photoelectrons of the C 1s (~1202 eV) and of the C KLL Auger features (~260 eV) allow for probing ~10 layers or only 2 layers, respectively [41]. The experiments show that the carbon structures present a similar composition characterized by CF, CF\(_2\) and CF\(_3\) and CF\(_4\) bonds. However, the analysis of the CKVV spectra enlightened the absence of C-F bonding in the outer layers of the fluorinated MWCNTs, Fibers and HOPGs, while it exists in the outer layer of the SWCNT. Photons with different energies were also utilized to study the electronic structure of CN upon fluorination [42]. The authors found that the fluorination proceeds uniformly without dependence on the fluorine concentration. As
expected, fluorine induced a change in the carbon atom hybridization from trigonal sp$^2$ to tetrahedral sp$^3$, with a consistent charge transfer between the carbon and fluorine atoms. Interestingly, by decreasing the photon energy from 1130 to 345 eV (the sampling depth varies from 2 nm to 0.4 nm), the intensity of the structure assigned to the CF bonds weakens.

4.3. Quantum Confinement Effects in Fullerenes

Fullerenes represent one of the more peculiar allotropic forms of carbon, where atoms are arranged in cage-like stable structures. This possibility was theoretically foreseen in the year 1970 by Hückel calculations predicting the possibility to arrange 60 carbon atoms in a superaromatic $\pi$-system [136]. The experimental evidence of this possibility was obtained only in 1985, where a mass spectrometer detected a dominant peak at $m/z$ 720 corresponding to the C$_{60}$ molecule. A second peak at $m/z$ 820 was assigned to C$_{70}$. Fullerenes are very stable and strong structures, allowing for sustaining pressures higher than 3000 atm without ruptures [137]. The more popular methods to synthesize fullerenes are the vaporization of graphite electrodes using arc or plasma discharges [138,139], the pyrolysis of hydrocarbons [140,141] and laser ablation [138,142]. Fullerenes are separated from soot using solvents such as benzene or toluene, while fullerenes with different sizes are separated using column or liquid chromatography [143]. As carbon nanotubes can be thought of as graphene layers rolled along a principal axis, the fullerene can be conceived as a single layer of carbon atoms folded to form a sphere. However, for geometrical reasons, this can be accomplished only by alternating hexagons and pentagons. The combination of hexagons and pentagons to generate a sphere is possible only with a “magic” number of carbon atoms: fullerenes are C$_{2n}$ molecules with $n = 10, 12, 13, 14$, etc. Surprisingly, the C$_{22}$ does not exist in nature, while the more frequent forms are C$_{60}$ and C$_{70}$. The presence of pentagon has important consequences on the electronic properties of the fullerenes. In pentagons, any bond resonance is suppressed, leading to fullerene molecules with poor electron delocalization. Contrary to what was predicted from the theory, fullerenes are not superaromatic structures. The study of the electron distribution in fullerenes is therefore essential to understand the reactivity of fullerenes towards other chemical species. In this respect, XPS plays a fundamental role in characterizing the fullerene properties and designing new fullerene-based materials. We will consider C$_{60}$ as the prototype of the fullerene family. C$_{60}$ possesses a triply degenerate low-lying lowest unoccupied molecular orbital (LUMO). This makes this molecule a very efficient electron acceptor, accommodating up to six electrons and thus facilitating the formation of donor-acceptor conjugates [144]. Furthermore, the special structure of fullerenes with high surface convexities containing a number of highly reactive double bonds imparts a pronounced chemical reactivity [145,146]. Fullerenes also display non-conventional properties such as superconduction when coupled to alkali metals [147,148], ferromagnetic properties [149], non linear optical properties [150] and electrical and photocatalytic properties [144,151]. The difference in the aromatic character of a pure sp$^2$ system as the highly oriented pyrolytic graphite sheet, and the C$_{60}$-fullerene appears from the energy position of the C 1s core line.

Figure 11A shows the C 1s from the HOPG (bottom) and the evolution with the deposition of increasing amounts of C$_{60}$. As can be seen, the C 1s peak shifts to higher BE values, which are typical of CH$_x$ aromatic molecules. The XPS analysis was carried out on a fullerene film. In this case, the semiconducting character of fullerene results in poor conductivity. At room temperature, it is $\sim 10^{-14}$ S/cm [152,153] and increases when fullerenes organize in a single crystal [152]. Quantum confinement effects leading to BE shifts to higher values may be expected [154–156]. Figure 11A shows also that, in correspondence to the higher amounts of deposited C$_{60}$, it turns up a feature at 1.8 eV higher BE with respect to the C 1s, which can be assigned to the loss features associated with a monopole such as the HOMO-LUMO transition. In Figure 11B, the HeII valence band of the HOPG and the fullerene deposited on the HOPG at increasing concentrations are shown. The desorption of C$_{60}$ at increasing temperatures and the corresponding HeII VB are also shown. The VB of C$_{60}$ is much more structured, revealing a more complex
electronic configuration. The lack of electron mobility, which causes a shift of the C 1s to higher BE, results in the formation of a gap here. The fullerene HOMO (top of the VB) is placed at a BE of 2.3 eV below the Fermi level, mirroring the fact that C$_{60}$ is diamagnetic (no unpaired electrons) and does not conduct electricity.
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**Figure 11.** (A) Carbon 1s core level measured for the increasing coverage of the HOPG surface with C$_{60}$. The bottom spectrum corresponds to the bare graphite surface. The deconvolution of the peak with Doniach–Sunic functions and a Shirley background (broken line) into two components (dotted lines) is included for the deposition step with 5.2 ML of C$_{60}$. The agreement with the measured curve is excellent. (B) UPS-VB spectra recorded during the deposition of C$_{60}$ and the subsequent annealing experiment. The bottom spectrum is the bare graphite surface and the VB spectra observed after the deposition of 1.5 and 25 ML of C$_{60}$. Only a selection of UPS-VB spectra measured at a temperature close to the C$_{60}$ desorption temperature is shown. The HOPG characteristics are completely restored at 530 K. Reprinted with permission from [157].

Fullerenes behave as semiconductors [153] and display a temperature-dependent conductivity [153] induced by fullerene phase transitions [152]. Several theoretical studies were carried out in the past concerning the description of the electronic structure of the fullerenes [158–162]. As an example, the authors of [163] compare the DOS of C$_{60}$, graphite and diamond using density functional calculations. The theoretical band structures are compared with the experimental valence bands with a high degree of correspondence.
Using both the XPS valence spectra and the X-ray Kα emission spectra, it was possible to separate the contribution of the πσ- and ππ-bonding molecular orbitals. C KLL Auger spectra were also reconstructed, computing the 1s-2p2p, 1s-2s2p and 1s-2s2s transitions derived from the chemically different carbon atoms. Different from inorganic crystals, the gap states in organic systems are strongly influenced by disorders and imperfections in the molecule packing. Gap states may be charge traps, thus directly influencing the transport properties of the material. The density of gap states of crystalline and polycrystalline organics can be obtained using current voltage [164] or Kelvin probe measurements [165]. However, the density of gap states can also be studied by angular resolved UPS, as in [166] for C₆₀ crystals.

The low photoelectron kinetic energy and fullerene conductivity lead to serious charging problems, which can be overcome by laser irradiation. The authors were able to estimate the ionization energy of a C₆₀ single crystal (C₆₀SC) and a C₆₀ polycrystalline thin film (C₆₀PC) deposited on a Si substrate, defined as

\[ \text{IE} = \text{E}_{\text{HOMO}} + \Phi = \text{E}_{\text{HOMO}} + h\nu - \text{E}_{\text{cutoff}} \]  

(11)

where E_{HOMO} is the BE value of the valence band top referred to the Fermi level, \( \Phi \) is the work function, \( h\nu \) is the photon energy and \( E_{\text{cutoff}} \) is the minimum kinetic energy of the photoelectrons from the C₆₀ systems. The results are shown in Figure 12. In Figure 12A, the structure of the C₆₀ molecule organized in a face-centered cubic (fcc) structure is reported, while in Figure 12B, an image of the fullerene crystal cleaved on top of a carbon tape substrate is shown. Figure 12C reports the XeI UPS spectrum of both C₆₀SC and C₆₀PC film. The VB of the C₆₀PC has a similar shape to that of the C₆₀SC, but it is shifted towards the Fermi level of 0.21 eV. In Figure 12D, a schematic of the energy level is shown. The vacuum level (VL) and the HOMO edge positions of C₆₀SC and C₆₀PC were evaluated by the linear extrapolation of the secondary cutoff and HOMO bands. The LUMO positions were determined from the value of the HOMO–LUMO energy gap of C₆₀ (2.4 eV) [167]. In Figure 12E the HOMOs of the C₆₀SC and C₆₀PC are compared. The latter appears to be more symmetric, while that of C₆₀SC is composed by two bands derived from the non-equivalent molecules in the unit cell. Finally, Figure 12F displays the HOMO and gap C₆₀SC and C₆₀PC. The right axis represents the intensities on a logarithmic scale to highlight the very low intensity features, while the left axis describes the density of the states. In the 0–1.7 eV BE range, a very weak UPS signal derives from the disorder-related density of gap states (DOGS) and from the photoemission from the C-tape surrounding the samples. Three Gaussian functions were used to describe the electron–phonon coupling, the structural disorder and the small energy band dispersions [166]. The total DOS value of C₆₀SC at the HOMO edge is \( N_0 = 1.42 \times 10^{21} \) states eV\(^{-1}\) cm\(^{-3}\) (gray horizontal dotted line). This value is used to define the C₆₀SC HOMO edge, which falls at 1.7 eV. Above this energy, the VB starts to deviate from the Gaussian function, and the DOGS decreases very rapidly (black short dashed line) from N ~ 10\(^{21}\) to N ~ 10\(^{19}\) eV. In the studied C₆₀SC, the detection limit of the DOGS can be roughly estimated to be ~10\(^{18}\) states eV\(^{-1}\) cm\(^{-3}\).

Photoelectron spectra can also be utilized to describe the effect of C₆₀ doping. In [168], the effect of MoOₓ on the electronic structure of the C₆₀ deposited on a gold substrate is investigated by Mg Kα and HeI radiations. As can be seen in Figure 13a,b, both the cutoff and the HOMO position evolve with the increase in the amount of MoOₓ on a C₆₀ film. As can be seen, by increasing the amount of MoOₓ doping, the HOMO shifts towards the Fermi level. Concurrently, the cutoff position lowers, thus resulting in an increase in the work function from 4.68 eV of C₆₀ on Au to 6.48 eV when the MoOₓ thickness reaches 10 Å. In Figure 13c–e, the C 1s, Mo 3d and O 1s are shown, respectively, whose intensities increase by increasing the MoOₓ deposition.
Figure 12. (A) Structure of the C$_{60}$ molecule and its packing in the face-centered cubic (fcc) unit cell with a lattice parameter of 14.156 Å. (B) Photographic image of the C$_{60}$SC on top of conductive carbon tape. (C) XeI-UPS-normalized spectra of the C$_{60}$SC (red) and 15 nm thick C$_{60}$PC on SiO$_2$ (green). Inset: comparison of the C$_{60}$SC and C$_{60}$PC in the cutoff energy range. The UPS data were normalized at the highest intensity point of the cutoff region. The spectra are aligned to the cutoff position of the C$_{60}$PC (vertical line). (D) Energy level alignment for the C$_{60}$SC and C$_{60}$PC as obtained from the UPS data in panel (E). (E) Comparison between the HOMO band of the C$_{60}$ single crystal (red) and the C$_{60}$PC (green) after the removal of the inelastic background. The UPS data were normalized to the highest intensity point of the HOMO bands and aligned at the HOMO peak position of the C$_{60}$SC. (F) XeI-UPS spectrum of the C$_{60}$SC in the HOMO and gap region (red). The XeI-UPS spectrum of the C-tape (gray) was rescaled to reproduce the C$_{60}$ data in the 0–1.7 V BE range. The rescaled C-tape spectra (for different rescaling factors $\alpha$) are indicated by dash-dotted lines. Continuous lines are the cumulative fitting curve of the C$_{60}$-HOMO band resulting from the convolution of Gaussian functions. For clarity, only the lower-binding-energy Gaussian component was shown (dark yellow short dotted curve). Reproduced with permission from [166].
Photoelectron spectra can also be utilized to describe the effect of C$_{60}$ doping. In [168], the effect of MoO$_x$ on the electronic structure of the C$_{60}$ deposited on a gold substrate is investigated by Mg K$_\alpha$ and HeI radiations. As can be seen in Figure 13a,b, both the cutoff and the HOMO position evolve with the increase in the amount of MoO$_x$ on a C$_60$ film. As can be seen, by increasing the amount of MoO$_x$ doping, the HOMO shifts towards the Fermi level. Concurrently, the cutoff position lowers, thus resulting in an increase in the work function from 4.68 eV of C$_{60}$ on Au to 6.48 eV when the MoO$_x$ thickness reaches 10 Å. In Figure 13c–e, the C 1s, Mo 3d and O 1s core levels are shown, whose intensities increase by increasing the MoO$_x$ deposition.

Figure 13. UPS and XPS spectra evolution of MoO$_x$/100Å C$_{60}$/Au. (a) The cutoff region; (b) the HOMO region; (c) C 1s, (d) Mo 3d and (e) O 1s core levels. Reproduced with permission from [168].

As for the previous nanostructures, XPS is extremely useful in controlling the fullerene chemistry. An overview of the possible methods and kinds of functionalization is reported in [169–172]. Functionalized fullerenes are utilized in different kinds of applications. In particular, the lack of the regular delocalization of charges makes C$_{60}$ an electron-deficient system. This system easily reacts with electron-rich molecules. This property is exploited in photovoltaics to reduce recombination at the donor–acceptor interface [173] in photobiology [174,175], where photoinduced reactions are based on the charge separation provided by fullerenes, in photochemistry, where the charge transfer is at the basis of Dies–Alders reactions, in medicine [176] and in photodynamic therapy [177]. One problem commonly found, is the scarce solubility of fullerenes, preventing their dispersion in aqueous solvents. This problem is solved by functionalizing the fullerene surface, rendering them hydrophilic [178]. There is a huge number of works in which XPS is used to characterize functionalized fullerenes. Here, we will give only some examples. In [179], a variant of Staudenmaier’s method was utilized to graft oxygen-based functional groups on the fullerene surface. XPS was utilized to check the efficiency of the reaction, leading to an improved degree of hydrophilicity. Fullerene can be functionalized with cyanuric chloride.
molecules by using a nitrene-mediated cycloaddition reaction. XPS revealed the presence of extrinsic atoms such as N and Cl. The C 1s analysis led to the identification of two components assigned to triazine molecules (56%) and fullerene molecules (44%). This is consistent with the conjugation of five triazine molecules per fullerene unit. Fullerene derivatives possessing high electron-accepting properties are widely utilized in planar heterojunction perovskite solar cells as electron transport layers. In [180], the authors synthesized pyridine-functionalized fullerene derivatives using a 1,3-dipolar cycloaddition reaction. By varying the nitrogen site, the authors were able to produce three different molecules. The molecular structures and packing were determined by X-ray single crystal diffraction. Using XPS, the authors found that the electron transport properties of the material were dependent on the nitrogen site within the pyridine molecule, resulting in a different coordination interaction between the Pb\(^{2+}\) ion of the perovskite layer and the pyridine moiety. In another work [181], the organic solar cells fullerenes enhanced the performances of the PTB7-Th:PC71BM active layer. The authors synthesized two different fullerene derivatives functionalized with amphiphilic diblocks—namely, C\(_{60}\)-2DPE and C\(_{60}\)-4HTPB. The modified fullerenes were deposited as an interface on a zinc oxide (ZnO) layer. The two fullerene buffers led to an improvement of the coupling between ZnO and the active layer, leading to a power conversion of 9.21% and 8.86% respectively. In that work, XPS was used to analyze the ITO-ZnO, ZnO/C\(_{60}\)-2DPE and ZnO/C\(_{60}\)-4HTPB samples, confirming the good synthesis of the two amphiphilic diblocks. Finally, UPS was utilized to investigate the material electronic properties. In particular, the authors determined the HOMO binding energy position for the two different solar cells and, knowing the bandgap, the LUMO position as well as the cell work functions, which were correlated with the cell energetics. Fullerenes are also used to increase the efficiency in the generation of singlet oxygen, as shown in [182]. C\(_{60}\) was functionalized with selenophene and electrochemically co-deposited with bis-selenophene on platinum (Pt) or indium-tin oxide (ITO) substrates. Different properties of the monomers in the deposited film led to different spectroscopic and photosensitizing properties. XPS used to control the layer chemistry was utilized to optimize the ratio between C\(_{60}\) photosensitizers and organic units in the layer, thus allowing the authors to improve the efficiency of the visible light-driven singlet oxygen generation.

Interestingly, functionalized fullerenes may be visualized using HRTEM [183]. An example is reported in Figure 14. CNT is utilized as a fullerene container, which limits the damage induced by the electron beam in the carbon nanostructures and, at the same time, limits the fullerene motion, which results in a higher image quality. Figure 14A shows C\(_{60}\) molecules functionalized with C\(_3\)NH\(_7\) via the Prato reaction, resulting in a N-methyle-3,4-fulleropyrrolidine (Figure 14A). It can be observed that the interference caused by the upper side of the SWCNT wall was minimized to obtain a clearer image of the inner fullerenes. This allows for the discrimination between the functionalized fullerenes (Figure 14B) and the reference fullerenes (Figure 14C), where the functional groups are visible. In Figure 14D–F, the dynamic behavior of (C\(_{60}\)·C\(_3\)NH\(_7\)\(_n\))@SWNT is shown. HRTEM images are acquired with an interval of 2 s between each image. Figure 14D is acquired at time = 0 and reports the reference fullerenes. In Figure 14E, line-shaped (approximately 0.25 nm long) pyrrolidine-type functional groups can be seen at the outside of each C\(_{60}\) (indicated by the arrowheads). The functional groups can often appear in the middle of the fullerenes (marked by the arrows) because they are located between the nanotube and the fullerene in the projected HR-TEM image. At higher times, Figure 14F shows the sensitivity of the fullerenes to the electron beam. Indeed, compared to the non-functionalized fullerenes, functionalized C\(_{60}\) are more sensitive to the electron beam and are more easily fused or coalesced with each other. It can be observed that this reaction does not proceed through their functional groups but via the fullerene bodies (see the arrows in Figure 14F).
Figure 14. (A) A scheme of the used fullerene derivatives functionalized with a pyrrolidine (C60-C3NH7, N-methyle-3,4-fulleropyrrolidine). HR-TEM images of a functionalized fullerene peapod (B, C) and the non-functionalized fullerene peapod. A sequential HR-TEM image of (C60$^{2-}$ C3NH2)$_n$@SWNTs. The functional group attached to each fullerene cage is indicated by arrows and arrowheads. (D) 0 s (E) 2 s and (F) 4 s. Some of the fullerenes make rotations inside the SWNTs. Two of the adjacent fullerenes begin to fuse with each other (F). Reproduced with permission from [183].

4.4. Surface Chemistry and Properties of Nanodiamonds

The functionalization of the surface is also commonly utilized to characterize nanodiamonds (NDs). These nanoobjects can be synthesized by massive fragmentation bulk diamonds by high energy ball milling [184,185]. The effects of the high pressure applied to induce the fragmentation were studied in [186]. The authors found that, by increasing the pressure, it is possible to obtain a rather homogeneous ND size. The properties of the NDs mirror those of the bulk diamonds in terms of biocompatibility and mechanical, optical, thermal and electrical properties. Diamond is characterized by sp$^3$-hybridized carbon atoms arranged in a tetrahedral structure. This structure leads to face-centered cubic or hexagonal (lonsdaleite) lattices, which result in the higher resistance to compression among the materials ranging from 90 to 225 GPa depending on the crystal orientation. Diamond is classified as a wide bandgap material with a prominent resistivity of $10^{11}$ to $10^{18}$ Ω·m and a prominent phonon mobility, which results in a high thermal conductivity of 3320 W/(m K) at RT. The strong C–C bonds and the absence of free electron pairs induce a very low chemical reactivity, even in presence of strong acids. Finally, diamond possesses a high refracting index from 2.465 in the violet region to 2.409 in the red region. In diamond, the absorption is caused mainly by different colored centers induced by extrinsic elements such as nitrogen, boron, phosphorus, hydrogen, nickel, cobalt, silicon, germanium and sulphur. Nitrogen is the more common color center, leading to different defects classified as A, B, C N2 and N3 centers. NDs can be synthesized via CVD processes [187,188], which are used to produce high quality crystals from nanometric to macroscopic dimensions. NDs may also be synthesized by laser ablation in liquids [189,190]. Nanometric-sized diamonds are produced by detonation processes produced by mixing trinitrotoluene (TNT) and cyclotrimethylene-trinitramine (RDX) in a closed chamber. The high temperature and pressure caused by the explosion process leads to the formation of diamond crystals with a typical average size of about 5 nm [3]. All these synthesis processes may introduce graphic or amorphous matter or induce surface oxidation. HRTEM and XPS are then the probes of choice to detect the presence of undesired non-diamond phases. In Figure 15, an example of detonation nanodiamonds is illustrated, where the HRTEM image clearly shows the presence of graphitic shells containing diamond nanocrystals and, in particular, Figure 15A shows a big diamond cone, while a nanodiamond with twins is displayed in Figure 15B. The graphitic shells are commonly removed by using ozone or acid treatments attacking
the graphitic phase at the defects. Thanks to the high chemical inertness, the diamond core is preserved. The effect of ozone cleaning is shown in Figure 15C, where the graphitic phase has disappeared and a purified nanodiamond crystal is left [191]. This also appears in the inset, where a perfect diffraction pattern corresponding to the diamond lattice is reported.

Figure 15. (A) A nanodiamond cone. (B) Nanodiamonds characterized by a twinned structure. Reprinted with permission from [192]. (C) An ozone treated detonation nanodiamond. The non-diamond phases are negligible. The inset shows clear diffraction patterns of the diamond crystal lattice. Reprinted with permission from [191].

In [193], the authors utilized the C KLL Auger feature obtained by X-ray photoemission to evaluate the sp² and sp³ carbon nanostructures, including NDs. The estimation of the sp², sp³ hybridization of carbon atoms may be performed by analyzing the XPS C 1s spectrum, relying on the different BE values of graphite at 284.4 eV and of diamond at 285 eV. However, some serious problems may arise because of the interference of chemical bonds overlapping the two prototypal sp² and sp³ components. The main source of error can derive from the CHₓ bonds, which fall at the same BE of the diamond, generating a complete interference. There is no way to discriminate the CHₓ contribution from the diamond phase from CHₓ, and this is a non-trivial problem considering that hydrocarbon is always present as a surface contaminant or as a residual product of the synthesis process. The C 1s analysis is also complicated because the graphitic phase should require a Doniach–Sunjic line shape with a pronounced tail overlapped with the diamond component. If amorphous carbon is present, Gaussian line shapes are utilized for fitting. Again, it is very difficult, if not impossible, to estimate the presence of sp² crystalline phases from the amorphous matrix and the relative intensities of the Doniach–Sunjic and the Gaussian contributions. Finally, the presence of carbon–oxygen bonds and, in particular, the hydroxyl bond may also affect the C 1s peak fitting. For this reason, the C 1s fit is coupled with the analysis of other spectral features such as the C KLL Auger spectrum. In [193], the authors utilized the C KLL to discriminate the sp² from the sp³ phases. A similar analysis was performed by other authors [194], who analyzed the C 1s, its loss features and the C KLL Auger spectrum of acid-cleaned detonation NDs, which were subsequently annealed at 900 and 1500 °C.

Figure 16A shows the deconvolution of the C 1s in the sp² and sp³ and in the carbon–oxygen bond components. Here, it is clearly seen how the fitting components interfere with each other. Figure 16B reports the different line shape of the loss feature depending on the carbon hybridization. An analysis of the loss components may be carried out, as shown in [195]. Finally, Figure 16C shows the evolution of the Auger KLL of ND powder induced by the annealing. The high temperature leads to an increase in the D parameter, which is associated with a progressive graphitization of the ND powder. The C 1s analysis...
was also utilized in another work [187] to understand the effect of different synthesis parameters on the quality of NDs. The latter were synthesized using novel continuous atmospheric microplasma in an atmosphere produced using just 180 p.p.m. ethanol vapor in Ar or 180 p.p.m. ethanol vapor mixed with 450 and 10,000 p.p.m. H$_2$ gas in Ar. The deconvolution of the C 1s peak in the sp$^2$ and sp$^3$ components was sensitive to the different plasma atmospheres, showing that the presence of H$_2$ is favorable for the formation of sp$^3$ hybrids.

Figure 16. (A) High-resolution XPS C 1s peak of the unannealed ND powder and the ND powder annealed at different temperatures, with fitting curves. (B) C 1s energy-loss spectra of the unannealed sample and the samples annealed at different temperatures. (C) C KVV X-ray-excited C KLL Auger spectra (Left) and their first derivatives (Right), as compared with the unannealed sample and the samples annealed at different temperatures. Reprinted with permission from [194].
In general, the estimation of the sp² and sp³ hybrid abundance is rather complex, and all the spectral features—the C 1s, valence band, C KLL Auger and loss features—may help to obtain more reliable values, as shown in [195,196], or different techniques providing information of the different physicochemical properties of the material, as in [197]. The effect of annealing and the progressive transformation of nanodiamonds into onion-like carbon nanostructures was investigated by XPS in [198]. The authors carefully studied the changes in the photoelectron C 1s and valence band spectra upon the UHV annealing of nanodiamonds. The results show that thermal treatments at high temperatures generate a progressive growth of graphitic layers on the surface of the ND crystals by the transformation of the C-hybridization from sp³ to sp². This change is mirrored in the C 1s spectrum by a downshift of the C–C components from that of the diamond towards those of the graphite. A similar fate is observed in the valence band, which also displays a modification of the DOS features, mirroring a gradual graphitization. The effect of annealing and of hydrogenation on the electronic structure of NDs is investigated in [199]. The authors studied the effect of hydrogen treatment under UHV, aiming to etch the graphitic layers and, at the same time, to saturate dangling bonds to avoid ND aggregation. It is worth noting that hydrogen-terminated NDs display negative electron affinity [200,201], p-type surface conductivity [202] and superb biocompatibility [203]. The results of the hydrogenation process and annealing are shown in Figure 17. Figure 17A displays the evolution of the C 1s peak, which is initially formed by two components assigned to the sp³ C-hybrids derived from the diamond core and the sp² C-hybrids derived from the graphitic layers. Hydrogenation efficiently etches the graphitic shell, and a pure diamond core is left. Upon thermal annealing at 1000 and 1200 °C, the NDs start to graphitize, as reflected by the increasing intensity of the component at 284.7 eV. In Figure 17B, the shift of the cutoff energy and of the position of the C 1s peak upon the application of a bias is shown. For the hydrogen-terminated NDs, the energy shift is not proportional to the applied bias, revealing a positive surface charge upon X-irradiation. This explains the higher energies found for the C 1s peak with respect to the current literature (see, for example, [204] and the references therein). Finally, in Figure 17C, the changes in the density of states of the pristine, hydrogenated and annealed NDs using \( h\nu = 55 \) eV radiation are reported. Initially, the valence band shows main peaks located at 3.2 and 7.7 eV, assigned to the \( \pi \) and \( \sigma \) bands of graphite, respectively [205,206]. In the hydrogenated NDs, a feature at 9.5 eV that is derived from the C 2p states and peaks at 15.1 and 19.5 eV that are attributed to the C 2s states appear [114]. The disappearance of the \( \pi \) structure at 3.2 eV with hydrogenation reflects the etching of the graphitic layers from the NDs. On the contrary, annealing leads to an increase in this feature, mirroring an increasing graphitization.

Photoelectron spectroscopies are also very useful in estimating the electron affinity of materials. Diamond is a wide bandgap material, however, with appropriate surface termination, it behaves as a semiconductor, possessing a highly stable negative electron affinity (NEA) [200].

Generally, diamonds display a positive electron affinity (PEA). In other words, electrons excited by radiation into the conduction band minimum (CBM) encounter an energy barrier, the electron affinity \( \chi \), which must be surmounted to raise the electron to the vacuum level. However, in the case of H-terminated diamond, the \( \chi \) is negative: the electrons at the CBM are free to leave the diamond surface.
Figure 17. (A): C 1s photoemission spectra of (a) the initial ND sample; (b) the same sample after atomic hydrogen treatment; (c) the sample following additional annealing at 1000 K after hydrogenation; (d) the sample following additional annealing at 1200 K after treatment described in (c). The annealing time was 20 min for both temperatures. Dashed lines are used to guide eyes. (B): (a) $E_{\text{cutoff}}$ and (b) C 1s peak position of the sample as a function of applied negative bias voltage after the sample was treated with atomic hydrogen (full squares) and after annealing at 1000 K (open triangles). (C): Valence band spectra of (a) the initial ND sample annealed to 1420 K, (b) the same sample after atomic hydrogen treatment, (c) the additional annealing at 1000 K after hydrogenation, (d) additional annealing at 1200 K after the treatment described in (c). Dashed lines are used to guide eyes. $E_F$ is the Fermi energy level. The spectra were obtained using a photon energy of 55 eV. Reproduced with permission from [199].
The consequence is that, upon irradiation, the yield of the photoelectrons of the H-diamond exceeds that of PEA surfaces by orders of magnitude \([207,208]\), making diamond an interesting material for cold cathode emitters, photocathodes and other electronic applications \([209,210]\). The mechanism used to determine the entity of the \(\chi\) is shown in the diagram in Figure 18A. UPS HeI and HeII photons can be utilized to determine the electronic structure of the diamond samples. When a diamond surface shows a negative \(\chi\) (Figure 18A), electrons excited into the CB are emitted very easily into the vacuum because electrons thermalizing in the CBM are above the vacuum level. To determine the NEA, He I photons are used to find the cutoff position at low kinetic energies, because the cross-section of the 2p states at a 8.0 eV binding energy is higher than that for photons of a 40.8 eV energy. Figure 18B shows the band diagram for a positive electron affinity (PEA). The cutoff position is estimated with a linear fit on the tail at a lower kinetic energy, determining the minimum energy required to excite electrons in the CBM, as shown in Figure 18C. The CBM is calculated from the position of the valence band maximum plus the energy gap \(E_g\), which, for diamond, is 5.5 eV. He II photons are generally used to map the states near the Fermi edge (top of the valence band) due to the higher cross-sections of these states with respect to He I. The VB maximum is extrapolated as the point where the linear fit on the descending shoulder meets the background level in the region near the Fermi edge, as shown in Figure 18D. These measurements may be performed for both negative and positive electron affinity surfaces, as schematized in Figure 18A,B. In the case of PEA, the position of the CBM is below the vacuum level \(E_{\text{vac}}\), as shown in Figure 18B. Electrons thermalized in this level need an extra amount of energy to win the surface potential and be emitted to the vacuum. Finally, the quality of the diamond samples may be controlled by the LEED patterns reported in Figure 18E. In nanodiamonds, the situation is more complicated, since the small size may induce quantum confinement effects. The dependence of the energy band gap on the size was studied by theoretical models \([211]\). More recent studies found that surface states are generated in low-dimension diamonds. As the number of atoms of a diamond cluster increases, the HOMO transforms in the valence band of a bulk diamond. A different fate occurs for the LUMO, which does not turns into the diamond conduction band. By increasing the ND size, the LUMO mutates into unoccupied surface states, which, for diamond, are located between 2.0 and 3.3 eV above the VB and below the CB, respectively \([212]\). Difficulties are also added considering the possible presence of graphitic layers due to the ND synthesis, which have to be removed.

The surface termination, as in the bulk diamond, has a fundamental role. In \([214]\), the authors found that the emission properties of hydrogenated NDs can be described with a two-barrier model where electrons are injected into the NDs from a conductive electrode. Then, they propagate along the ND surface and escape to the vacuum thanks to the NEA. In oxidized NDs, the presence of oxygen increases the surface barrier, thus shifting the electron emission at a higher potential. In \([215]\), the authors used XPS and UPS to characterize the NDs. The C 1s peak indicates that NDs possess n-type doping behavior. The FWHM of the C 1s is 2.15 eV, is rather broad due to the presence of non-diamond phases, which was also proven by Raman spectra. Finally, UPS was utilized to estimate the electron affinity, which, after H plasma treatment, was 0.2 eV.
Figure 18. Combined He I ($\text{h} \nu = 21.2 \text{ eV}$) and He II ($\text{h} \nu = 40.8 \text{ eV}$) normal emission spectra of the valence band for (A) negative electron affinity (NEA) and (B) positive electron affinity (PEA) materials with the band diagrams on the left side, respectively. We determine the energy levels at the cutoff positions with extrapolation to zero intensity (C). Labeled are the work function $W$, the electron affinity $\chi$, the band gap $E_g$, the vacuum level $E_{\text{vac}}$, the photon energy $\text{h} \nu$, the Fermi level $E_F$, the conduction band minimum (CBM) and the valence band maximum (VBM) shown in (D). Note the different intensities for the spectra of the (A) NEA and (B) PEA cases. (E) LEED pattern ($E = 154.7 \text{ eV}$) from the hydrogen plasma-treated N-doped diamond (100) surface, which reveals a $(2 \times 1)$ reconstruction. The spots corresponding to a bulk termination are marked by white squares, while the other spots characterize the two domains of the $(2 \times 1)$ superstructure. Reprinted with permission from [213].
As for the previous carbon nanostructures for NDs, the surface chemistry directly influences the electronic properties of the material, as seen above. The synthesis methods also influence the surface chemistry of the final material and thus the kind of interaction with the environment. Generally, after the synthesis of the NDs, deagglomeration, purification and fractionation processes are applied to eliminate non-diamond phases and contaminants and homogenize their surface chemistry and size distribution. The etching of the graphitic phases in detonation NDs, implanted NDs or metallic contaminants in HPHT diamonds is conducted using purification protocols based on different acid mixtures (for example, HCl/HNO₃, H₂O₂/NaOH) [216], leading to surface oxidation. Purification is also performed through gas phase treatments—for example, oxygen, hydrogen plasmas, ozone and hydrogen. After purification, the functionalization of the ND surface is applied to thinly control the behavior of the particulate (dispersivity, capability to adsorb specific molecules, interaction with organic substances, lubricant properties, etc.) in relation to the desired application. Based on the selected purification processes, the ND surface is oxidized or hydrogenated. Wet chemistry can be applied to reduce the oxidized surface in order to enhance the abundance of hydroxyl groups [217]. The activation of the ND surface with hydroxyl groups opens a series of possible reactions with organic molecules. For example, milder reactions are based on the use of carbodiimide/succinimide activation, enabling reactions in water or buffers at room temperature [218]. This functionalization has been successfully applied to graft a large variety of molecules such as small organic molecules, polymers, proteins and dyes. Another possibility is the use of carboxyl groups for esterification reaction. Carbodiimides and appropriate bases are used to activate the ND surface, which can be subsequently functionalized with the desired alcohol moieties such as polyglycerol or polyethylene glycol [219]. Esterification is also used to graft biomimetic coatings in order to control opsonization [220] and avoid immune system reaction, enhancing the blood compatibility [221,222]. Another possible reaction is the modification of the ND surface through silanization, which offers the advantage of being performed using mild alcohols as solvents and a large selection of siloxanes. Stable and uniform crosslinked siloxane coatings may be obtained using 1,2-bis(triethoxysilyl)ethane [219]. For their versatility, silanized surfaces were used, for example, to deliver genetic matter [223], to attach dye molecules and receptors [224] and for the interaction between the filler and the polymer matrix host [225].

The hydroxyl-functionalized ND surface can react with alkyl groups [226,227], while hydrogenated NDs can be functionalized with alkenes or aminated using diazonium salts [227,228]. The oxidation or hydrogenation of ND surfaces followed by covalent or non-covalent functionalization routes can be used to graft a large multiplicity of molecules. More information can be found in [228–230]. Besides other characterization techniques such as Fourier Transform Infrared Spectroscopy (FTIR) or direct tritration, XPS is a very useful and helpful analytical technique to assess ND surface chemistry. Pristine and functionalized NDs can be analyzed to determine the success of a chemical processing applied to graft desired molecules. Elemental quantification is commonly used to establish the efficiency of the chemical reactions used. As an example, in [231], the authors used the combined results of XPS, FTIT and Nuclear Magnetic Resonance (NMR) to unambiguously characterize the surface chemistry of detonation NDs treated in a reduction reaction. The ND surface was enriched with hydroxyl and hydroxymethyl functional groups. Characterization techniques and quantum-chemistry modeling demonstrated that samples needed a vacuum treatment to completely remove the adsorbed water and other volatile contaminants in order to obtain a correct description of the chemistry and a quantification of the hydroxyl groups on the detonation ND surface. In [232], grinded and detonation NDs were analyzed by XPS to characterize their composition and the surface chemistry. Acid treatment was utilized to remove surface contaminants, and the abundance of nitrogen, sulfur, chlorine and metal atoms was negligible.

C KLL Auger and core line spectra describe an oxidized ND surface with a concentration of oxygen of ~9%. The analysis of the C 1s allowed for the estimation of the sp²/sp³
ratio, which varied from 0.58 to 0.26 for detonation and milled ND, respectively. Finally, a survey of the use of XPS to characterize the ND surface terminations, the biomolecule or the polymer grafting is presented in [233]. This work also describes the use of XPS to investigate the in situ reactivity and the stability of NDs toward various atmospheres such as plasma or UHV annealing.

4.5. Carbon Dots

Carbon quantum dots (CQDs) were discovered as byproducts of a top-down route used to cut large carbon nanostructures such as graphite, long CNTs, micron-sized graphene patches, etc. in smaller particulates [234]. The process is performed in strong acids, resulting in the production of nanometer-sized CQDs, which are, at the same time, functionalized with oxygen groups such as hydroxyl and carboxyl groups.

Recently, several theoretical and experimental studies have been performed to explore the fundamental properties of Dirac fermions, such as Klein tunneling [235,236], quantum electron optics [237,238] and electron–electron (e–e) interaction [239]. As observed for the other C-nanostructures, in this case, the confinement of electrons in nanosized systems results in peculiar properties. One example is the possibility to tune the frequency emission from CQD, as shown in [240]. The authors were able to reduce the broad emission of CQD obtained from graphene by synthesizing triangular nanostructures (Figure 19a–e). Differently from optical properties related to surface defects, in these systems, the absorption and emission bands originate from the creation of excitons and from exciton recombination, respectively. By increasing the CQD size from 1.9 nm to 3.9 nm, the emission frequency shifts from 472 nm to 598 nm (Figure 19h–i). These exceptional optical properties were investigated by several techniques, including XPS and UPS. The authors found that, with the different absorption bands, by going from the blue (472 nm) to the red emission (598 nm), the bandgap reduces from 2.63 eV to 2.07 eV, demonstrating the bandgap size dependence that has already been observed in other works [241]. Photoelectron spectroscopies were utilized to further support these results. UPS registered an up-shift in the HOMO levels from $-5.18 \text{ eV}$ to $-4.92 \text{ eV}$ and a correspondent down-shift of the LUMO orbital from $-2.55 \text{ eV}$ to $-2.85 \text{ eV}$. In addition to FTIR and NMR, XPS provided important information on the edge termination of the triangular shaped CQD. The presence of electron-donating hydroxyl groups at the edge sites enhanced the emission properties, limiting the electron–phonon coupling and then narrowing the bandwidth. Theoretical calculations supported this interpretation.

In [242], the authors synthesized nitrogen-doped CQDs to improve their optical properties induced by surface passivation and/or incorporation of the dopant into the dot core. The CQDs were synthesized using atmospheric pressure microplasma. Depending on the synthesis conditions, the CQDs were found to contain a variable concentration of N in a highly crystalline matrix. The synthesized CQDs displayed an energy band structure suitable for their use in solar cells. Differently from other devices based on Pb or carbon dots used in combination with polymers, here, the CQDs are used as a photoactive layer without the need for additional polymer composites or sensitizing materials [242]. The device is formed by an Indium Tin Oxide thin film, a TiO$_2$-active electrode used as a hole blocking layer coated with a CQD thin layer and a gold electrode. XPS was utilized to characterize the chemical composition of the CQDs, the concentrations of nitrogen and oxygen eteoroatoms as well as the bonds formed by these elements with C atoms. UV-Vis spectra show two features that can be associated with the presence of the $\pi \rightarrow \pi^*$ and $\sigma \rightarrow \pi^*$ absorption bands due to aromatic sp$^2$-hybridized C atoms and with the n $\rightarrow \pi^*$ transition, reflecting the presence of C = O, C = N bonds. By increasing the N concentration in the CQDs, a redshift in the photoluminescence spectrum was observed. UPS with He I radiation at 21.2 eV was utilized to determine the band diagram of the CQDs for a specific doping level (12.7% from XPS). The authors determined the spectral window defined by the valence band maximum and the cutoff energy. The valence band maximum defines the CQDs’ HOMO position. The cutoff energy corresponds to the upper edge of the He I
valence band. From these values, it is possible to estimate the position of the valence band $E_{VB}$ with respect to the vacuum, $E_{VB} = -(21.2 + (E_c - E_{VB_{max}})) = -6.6$ eV. The minimum of the conduction band was readily calculated: $E_{CB_{min}} = E_{VB} + E_g = -3.9$ eV, where the bandgap $E_g = 2.7$ eV was obtained from absorption spectra (Tauc plot). The $E_{VB_{max}}$ and $E_{CB_{min}}$ of the CQDs were compared with those of the TiO$_2$ placed at $-7.4$ eV and $-4.2$ eV, respectively. The different band energies of the TiO$_2$ and CQDs led to a higher efficiency in separating the excitons and avoiding recombination to an open circuit voltage = 1.8 V and an efficiency of 0.8%.

Figure 19. Design and synthesis of narrow bandwidth emission triangular CQDs. (a) Synthesis route of the NBE-T-CQDs by the solvothermal treatment of phloroglucinol triangulogen. The typical aberration-corrected HAADF-STEM images of B- (b), G- (c), Y- (d) and R-NBE-T-CQDs (e), respectively. Scale bar: 2 nm. Photographs of the NBE-T-CQDs ethanol solution under daylight (f) and fluorescence images under UV light (excited at 365 nm) (g). The normalized UV-vis absorption (h) and PL (i) spectra of B-, G-, Y- and R-NBE-T-CQDs, respectively. Reprinted with permission from [240].

The presence of oxygen functionalities facilitates the dispersivity of the CQDs in polar solvents and adds photoluminescence (PL) properties. These kinds of CQDs display a rather wide photoluminescence spectrum which extends from 400 to 600 nm. The maximum
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of the photoluminescence (PL) is located in the blue region at ~460 nm and presents an
exponential decay until ~600 nm, where it is almost null. Different emission properties
may be obtained by treating the CQDs with dimethylformamide to introduce nitrogen
functional groups, with sodium hydrosulfide to graft sulphur functional groups and with
sodium selenide to bind selenium [234]. The three different CQDs showed tunable PL
and an improved quantum yield and lifetime with respect to conventional CQDs. Other
CQD synthesis methods include arc discharge [243], laser ablation and electrochemical
synthesis. High-energy laser pulses were used to vaporize a carbon target in the presence
of water vapors, leading to the crystallization of carbon NP [243,244]. It is possible to
generate CQDs with the desired chemistry by selecting a proper organic solvent during
the laser irradiation [245]. This resulted in a tunable PL whose origin was attributed to
carboxylate ligands on the CQD surface. CQDs were produced by the electrochemical
oxidation of a graphitic electrode in an aqueous solution [246]. Similarly, graphite was
exfoliated in a NaOH/EtOH electrolyte using an electrochemical process, resulting in the
production of CQDs that were 1–4 nm in size [247]. The large-scale production of CQDs
was electrochemically carried out in simple water using a carbon electrode without any
other additive [248]. This process led to the production of a water suspension of highly
crystalline and pure CQDs, displaying up-down-conversion photoluminescence.

Because the PL properties of the CQDs depend on the particulate size and surface
composition, generally, characterization is carried out using high-resolution microscopy
such as transmission electron microscopy (TEM), scanning electron microscopy (SEM) or
atomic force microscopy (AFM). As for the surface composition, it may be obtained by
titration by using NMR. XPS is broadly utilized to reveal the surface composition and
estimate the concentration of the different elements. In the following, we will give only
some examples among the wide literature. The authors of [249] synthesized nitrogen-doped
CQDs to detect oxytetracycline in environmental samples. The CQDs were characterized
by UV-Vis absorption spectra and fluorescence for the optical properties. Atomic force
microscopy (AFM) and high-resolution transmission electron microscopy were used to
estimate the morphological properties, while FTIR and XPS were used to check the chem-
ical composition. The characterization proved the efficient nitrogen doping and a stable
fluorescence performance. Finally, the authors demonstrated that the N-CQDs were able to
efficiently detect oxytetracycline in various reaction conditions. Another example is the
work [250], where the authors synthesized N-doped CQDs to detect Cr(IV) ions through a
fluorescence “turn-off” mechanism. Additionally, in this case, FTIR spectroscopy, TEM and
UV-Vis spectrometry were used to characterize the N-CQDs. XPS certified the presence of
the nitrogen doping. The N 1s core line shows the components at 398.7, 400.4 and 402.3 eV,
which were assigned to the C-N, -NH and -NH$_2$ chemical bonds, respectively. As for the
Cr(IV) detection, the N-CQDs displayed a wide linear range from 0 to 60 $\mu$mol/L, with a
low limit of detection of 348.18 $\mu$mol/L.

In [251], the authors utilized a large-scale synthesis method to derive CQDs from
glucose, cellulose, hemicellulose and chitosan through mild oxidation in a NaOH/H$_2$O$_2$
solution. XPS coupled with FTIR was used to determine the chemical composition of the
CQDs. XPS revealed the presence of hydroxyl, epoxy, carbonyl and carboxyl groups on
the surface of the CQDs. Thanks to these functionalities, the CQDs display an excellent
quantum yield (QY) as high as 22.67% when they are synthesized using glucose. In another
work [252], the authors were able to explain the PL properties of CQDs using XPS and
pH-dependent fluorescence titration. They discovered that the PL depends on the presence
of protonable oxygen functionalities such as phenolic $-$OH and $-$COOH. The presence
of these groups explains why there is not a correlation of the PL on the CQDs’ size and
the absence of the long-lived optical excitation of the core. Rather, the CQDs depend on
the number of oxygen-containing defects defining the emission wavelength, with more
reddish emissions increasing the defect density. CQDs are commonly used as fluorescent
tags for their stable PL and the absence of photobleaching. In [253], XPS was utilized to
detect the composition and interaction of CQDs with TiO$_2$ to enhance the light absorption
and then the TiO$_2$ photocatalitic properties. XPS revealed that there were not direct bonds between CQDs and TiO$_2$. Rather, there are weak electrostatic interactions which preserve both the TiO$_2$ and the CQDs’ electronic structure. This allows the CQDs to convert visible light in UV photons readily absorbed by TiO$_2$, enhancing the degradation of methyl orange. Interestingly, a compositional depth profile of CQDs was performed using X-ray photons of different energies produced by a synchrotron radiation beamline [254]. The CQDs were produced by the pyrolysis of N-hydroxysuccinimide (NHS). Interestingly, the analysis was performed on free-standing NP by the generation of a CQD aerosol beam propagating under vacuum conditions. Figure 20A reports an example of HRTEM images of quantum dots. The crystalline structure of the CQDs is highlighted in the red-squared region. Figure 20B shows the cumulative effect of the generation and transfer, focusing the CQDs aerosol beam on the region irradiated by the synchrotron radiation. The image shows nearly spherical CQDs, with a particle dimension ranging from 10 to 20 nm. Figure 20C represents the FFT of Figure 20B to highlight the crystalline structure of the CQDs. The functional group molecule is shown as the inset of Figure 20D–F and was characterized by XPS. The analysis enlightens the carbon, nitrogen and oxygen components. C 1s is composed of two main components assigned to the CH$_x$ and N-C=O bonds (denoted with C1 and C2), respectively, at 290 and 293 eV. After the pyrolyzation of the NHS, the authors exploited the different sampling depths associated with 350 eV, 515 eV and 715 eV photons to characterize the CQDs, which, for instance, vary from 1.16nm to 1.54 nm and 3.44 nm. As shown in Figure 20D–F, increasing the photon energy increases the sampling depth, leading to changes in the C 1s core line. The higher the sampling depth, the higher the graphitic components of the CQDs, while the oxygen and nitrogen functionalities appear to be more abundant on the external parts of the CQDs. The authors concluded that the composition of the CQD surface is similar to that of the NHS precursor.

4.6. Carbon Nanofibers

Let us turn our attention to carbon nanofibers (CNF).

Carbon fibers (CNF) are highly anisotropic fibrous materials possessing a graphitic structure with strong crystallite covalent bonds. These fibers display a two-dimensional long-range order of carbon atoms, forming stakes of planar hexagonal networks, while no regularity is present in the third dimension. CNFs are known for their prominent mechanical properties, which depend on the synthesis process and the precursor used. Their tensile strengths range from 5.65 GPa to 1.5 GPa, and their specific modulus ranges from 106 GPa to 407 GPa [255], exceeding the strength and modulus of steel—2.39 GPa and 26.6 GPa, respectively [256]. CNFs are broadly utilized as reinforced and conductive elements in polymers and composites in general [257]. Table 2 summarizes some of the properties of CNFs.

| Property                  | VGCNF          | SWCNT         | MWCNT         | CNF             |
|---------------------------|----------------|---------------|---------------|-----------------|
| Diameter (nm)             | 50–200         | 0.6–0.8       | 5–50          | 7300            |
| Aspect ratio              | 250–2000       | 100–10,000    | 100–10,000    | 440             |
| Density (g/cm$^3$)        | 2              | ~1.3          | ~1.75         | 1.74            |
| Thermal conductivity (W/mK)| 1950          | 3000–6000     | 3000–6000     | 20              |
| Electrical resistivity (Ω/cm)| $1 \times 10^{-4}$ | $1 \times 10^{-3}$–$1 \times 10^{-4}$ | $2 \times 10^{-3}$–$1 \times 10^{-4}$ | $1.7 \times 10^{-3}$ |
| Tensile strength (GPa)    | 2.92           | 50–500        | 10–60         | 3.8             |
| Tensile modulus (GPa)     | 240            | 1500          | 1000          | 227             |

(*) (data obtained with permission from ref. [258]).
Figure 20. (A) HRTEM image of the CQDs suspension, with red squares indicating regions with crystal planes, and (B) HRTEM of the CQDs beyond the interaction point, with the synchrotron radiation. (C) Two-dimensional fast Fourier transformation of the whole image (B). Below XPS spectra recorded at a photon energy of 1486.7 eV for (D) C 1s, (E) N 1s and (F) O 1s of a solid N-hydroxysuccinimide (NHS) precursor deposited on an indium substrate. (G–I) C 1s core level photoelectron spectra of CQDs, recorded at various photon energies and corresponding to probing depths of (D) 1.16 ± 0.34 nm, (E) 1.54 ± 0.52 nm and (F) 3.44 ± 1.5 nm. Gray and black components are assigned to the C1 and C2 sites, respectively, while the green one is attributed to a silicon carbide bond and the pink ones are assigned to residual gas-phase NHS. Reproduced with permission from [254].

CNFs are obtained by pyrolyzing organic materials such as rayon, polyacrylonitrile and pitch [259]. CNFs can also be produced by CVD processes using an appropriate metal catalyzer (for example, Fe, Co, Ni, Cr, Va, etc.) and hot filament-assisted sputtering [260]. In a CVD process, the growth of the CNF is carried out in a flow furnace at an atmospheric pressure. The gaseous precursor (for example, acetylene) is introduced in the reactor chamber, where it decomposes on a catalyzer surface at temperatures from 500 to 1000 °C [261,262]. CNFs can be grown in a vapor atmosphere using a “floating catalyst” carried in a continuous flow reactor by a gaseous precursor [263]. A CVD process may result in the production of two kinds of CNF, namely, the cone- [264] and platelet-staked [265] CNF. In both cases, the piling of cone-shaped CNFs or platelets leads to the formation of elongated structures, namely, the nanofibers. In this process, the precursors such as CO,
H₂, CH₄, ethane and ethyne decompose and dissolve on the catalyzer surface and grow as graphitic carbon [266]. The crystalline structure of the catalytic nanosized metal particles determines the shape of the CNF. The latter is also produced in plasma generated by an arc discharge [267,268]. Electrospinning is another method to synthesize the CNF [269]. Different polymers such as polystyrene (PS), polyvinylchloride (PVC), polymethylmetacrylate (PMMA), polyacrylonitrile (PAN), polyvinylalcohol (PVA), polyvinylidenfluoride (PVDF), etc. can be used to produce woven fibers. Then, a carbonization treatment is applied to obtain the CNFs. The thermal treatment is performed at a temperature typically ranging between 600 and 1000 °C. The preparation and applications of CNFs produced by electrospinning are reviewed in [270]. More recently, microwaves are used to assist the pyrolysis of biomass [271,272]. For example, ligno-cellulosic biomass is a suitable precursor for the production of CNFs [273]. In this process, microwaves generate high-energy plasma, resulting in the pyrolysis of the biomass precursor and the generation of CNFs [274].

Concerning characterization, XPS is mainly utilized to detect the surface chemistry. Effects related to the quantum confinement in CNFs are absent because of the overly large system size. One of the more diffuse applications of CNFs is the use in composite materials to enhance the mechanical properties. In this respect, a good integration of the CNF in the host matrix is required. For this aim, the surface chemistry plays a fundamental role, since it determines the chemical interaction between the CNF and the hosting material. XPS is commonly used to determine the surface composition of the CNF—for example, in [275]. In this work, XPS was used to detect the effect of progressive HNO₃ acid treatment on the CNF. The results show that the acid treatment transforms the initially heterogeneous surface of the pristine CNF in a more homogeneous composition. The acid induces oxidation with the generation of carbonyl and carboxyl groups. In another work, XPS was used to study the effect of a plasma treatment on the surface of a CNF. The authors found that plasma induced the grafting of oxygen and nitrogen functionalities. The presence of polar oxygen radicals on the surface resulted in an increase in the surface energy of the CNFs, thus enhancing their adhesion properties. In [276], CNFs were produced by the pyrolyzation of electrospunned PAN. The CNFs were then decorated with Fe₃O₄ NPs to fabricate the anodes for Li ion batteries. CNFs can also be successfully utilized in the fabrication of supercapacitors [277]. The surface composition was determined by XPS. The decorated CNF composite exhibited a high specific capacity and a better cycle stability when compared to that of the simple CNF electrodes. SEM, HRTEM, XRD, FTIR, XPS, TGA, Raman, electrochemical tests and cyclic voltammetry impedance measurements were utilized to characterize the structural, chemical and electric properties of the PAN/PMMA CNFs. As for the surface composition, XPS was utilized to detect and quantify the C, O and N at the CNF surface. In particular, the N 1s peak was deconvoluted in pyridinic-, pyrrolic-, graphitic- and oxidized-nitrogen components. The authors found that the O and N surface functionalities significantly enhanced the total capacitance. The porous CNF mats prepared with a PAN/PMMA = 7:3 showed a specific capacitance of 140.8 F g⁻¹ and very good stability, with a decrease of only 4.6% after 10,000 charge/discharge cycles. Another area where a high specific surface area is beneficial is the electrocatalysis. Recent studies on the development of efficient electrocatalysts focused on the synergistic effect of coupling transition and CNFs, resulting in a large specific surface area, a short mass diffusion distance and a fast electron transport [278]. In this work, CNFs were produced by electrospinning a solution containing polyvinylpyrrolidone, N-Dimethylformamide, Co(NO₃)₂ and Fe(NO₃)₃. The polymer nanofibers were then stabilized at 250 °C for 3 h in air and calcinated at 600 °C in an N₂ atmosphere for 3 h. The CNFs were then characterized using SEM, HRTEM, XRD and cyclic voltammetry. The chemical compositions and valence states of the CoFe₂O₄@N-CNFs were studied using XPS, where the main constituents—C, N, O, Fe and Co—and their chemical state were detected. In particular, the presence of the shake-up satellite peak of iron coupled with the BE values indicate a Fe³⁺ oxidation state. Similarly, for Co, the presence of the shake-up feature and the BE of the 2p components suggest an oxidation state Co²⁺ for cobalt. Carbon is present with the main graphitic
component and C-O bonds introduced by the covalent linkage with the CoFe$_2$O$_4$ NPs. N 1s displays the presence of multiple components derived from pyridinic, pyrrolic, graphitic N and oxidized N. The presence of N in the CNF has two advantageous effects: increasing the electrical conductivity and introducing defects which behave as active sites for the electrocatalysis, increasing the reaction kinetics. Another important application of the CNFs is CO$_2$ adsorption. Microporous carbon nanofibers were produced by electrospinning PAN, followed by stabilization and carbonization [279]. EDX, FTIR and XPS were utilized to characterize the surface chemistry of the CNF. In particular, the N 1s features shifted to a higher BE, and the N/C ratio decreased with the increase in the activation temperature and time. This allowed for the selection of the best activation conditions to increase the formation of ultramicropores while maintaining the N functionalities and reducing its evolution. As a result, the higher the N functional group abundance was, the higher the CO$_2$ adsorption was.

In another interesting work [280], the authors studied the effect of polyacetonitrile CNF surface treatment. Different degrees of oxidative electrochemical surface treatments were applied to the CNF. Inverse gas chromatography and XPS were utilized to determine the chemical species induced on the CNF surface. The authors described the variation of the acidity and basicity parameters, $K_A$ and $K_D$, which were strongly correlated to the oxygen and nitrogen surface compositions. An acid-base interaction is induced by a perturbation between the accepting and donating orbitals. This information is of paramount importance for coupling the CNF with the external matrix and in the modulation of their electrical properties. As an example, the degree of acidity/basicity influences the electrons interacting with two different outer electronic orbitals. This is the case for the $\pi-\pi^*$ type interaction, where one orbital has electrons to donate and the other has unfilled states behaving as acceptors.

In another study [281], the C 1s high-resolution core line revealed negligible heteroatoms (O/C ratio is 0.019), confirming the purity of the sp$^2$ graphitic phases in the CNF. Optical measurements exhibit an absorption peak located in the UV region at 270 nm, while the emission spectra display a peak at 420 nm. However, this emission line cannot be explained by the $\sigma \rightarrow \pi^*$ transition due to the absence of C-O bonds in the CNF. A possible explanation supported, by theoretical calculations, a broadening of the $\pi-\pi^*$ transition band, while the adsorption at 240 nm may be due to the overlap between the $\sigma$ and $\pi$ bands, which appear at 9.6 eV and 2.3 eV in XPS VB.

CNFs are useful also in the biomedical area. For example, they can be utilized in wound dressing materials, in bone tissue regeneration and in biosensing [282]. In all these cases, the control of the surface composition is mandatory to ensure perfect biocompatibility and functionality. As an example, Pd/Ni-decorated CNFs produced from the electrospinning of PAN carbonized at $T_c = 850$ °C were utilized to detect sugars. In Figure 21A, [283] an SEM image of the decorated CNF shows the high density of Pd/Ni clusters on the fibers’ surfaces. In Figure 21B STEM image and correspondent Pd and Ni EDX maps in Figure 21C, Figure 21D are utilized to verify the cluster composition. In the analyzed region, the Pd and Ni are localized in the same region, demonstrating the atomic mixture of Pd and Ni without phase segregation. Finally, Figure 21E displays the current responses of a Pd$_{30}$Ni$_{70}$CNF electrode upon the increasing concentration of glucose in the solution with applied potential: 0.40 V vs. Ag/AgCl. Higher currents are obtained with increasing glucose concentrations. Raising the carbonization temperature increases the concentration of the Pd/Ni on the CNF surface, resulting in the higher sensitivity of the electrode. In particular, the sensor showed a very low limit of sugar detection of 7–20 nM, with a linear response in the 0.03–800 μM range and a high resistance to surface fouling. Additional information concerning the synthesis and the applications of CNFs may be found in [284,285].
transition band, while the adsorption at 240 nm may be due to the overlap between the π and σ bands, which appear at 9.6 eV and 2.3 eV in XPS VB.

Figure 21. (A) Typical SEM images of Pd−Ni/CNF nanocomposites with Pd_{30}Ni_{70}/CNF molar feed ratio at Tc = 850 °C. (B) STEM image and EDX maps of Ni (C), Pd (D) and their superposition. (E) The Current responses of the Pd_{30}Ni_{70} CFP electrode upon the successive addition of glucose solutions with varying concentrations; applied potential: 0.40 V vs. Ag/AgCl. Reprinted with permission from [283].

4.7. Conclusions

Today, nanostructures are playing a crucial role in the development of many important commercial applications. The success in using these objects is related to the properties arising from the reduction of the system size to the nanometric scale, e.g., higher chemical reactivity, optical emission, superior mechanical and electrical properties and higher interaction with biological systems. Critical is the characterization of these properties to ensure that these nanoobjects can be successfully integrated in devices where they must provide specific functionalities. XPS is a powerful technique offering a rich list of information related to the chemical composition, the electronic configuration and the physical structure. This work is dedicated to the description of the potentialities of XPS for the characterization of different carbon-based materials with the aim of showing what kind of information can be obtained and how XPS instruments can be used to characterize C-nanostructures.

Because carbon is a multiform element, it can be organized in a rich variety of allotropes starting from the two prototypes, diamond and graphite, to the list of nanostructures such as graphene, quantum dots, nanotubes, fibers, fullerenes and nanodiamonds. Probing the electronic structure of materials, photoelectron spectroscopies can supply information regarding the chemical composition and how elements are bonded together. At the same time, the spectral features are influenced by the presence of the regular organization of atoms in crystalline lattices or amorphous phases or the presence of quantum confinement induced by nanodimensions. On the other hand, the electronic configuration of atoms directly influences their optical transitions. Then, the investigation of the valence bands (XPS and UPS valence bands) may help to shed light on the materials and the photoluminescence properties. The analysis of valence states coupled with the information derived from the C KLL Auger and core line spectra help in determining the presence of different hybridization states, e.g., graphitic/diamond or diamond-like phases.

Much time has gone by since the discovery of the photoelectric effect by Einstein and the subsequent developments by Siegbahn and co-workers. Much work is dedicated to obtaining brighter analyzers for increasing the possibility of obtaining an even more detailed picture of how atoms are bonded together, their magnetic state and structural maps in nanosized structures. Although not presented in the present work, spin- and time-resolved measurements and ambient pressure analysis are crucial for providing a description and understanding of the behavior of complex systems. Other areas of current research are the development of new, more intense X-ray sources and hard and tunable photon sources (synchrotron radiation), enabling higher energy and angular (k-vector)
resolutions. These new improvements will be crucial for the characterization of future advanced functional nanomaterials. The increasing demand of high performing systems in energy, chemistry and biotechnology and the environmental, biomedical and life sciences is connected to the development of high-tech materials. Photoelectron spectroscopies are likely to address the need for an even deeper understanding of the properties of materials when organized in nanostructures. In this context, photoelectron spectroscopies are a very powerful tool assisting in the development of novel and original solutions.
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