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Abstract

Current design constraints have encouraged the studies of aeroacoustics fields around compressible jet flows. The present work addresses the numerical study of unsteady turbulent jet flows for aeroacoustic analyses of main engine rocket plumes. A novel large eddy simulation (LES) tool is developed in order to reproduce high fidelity results of compressible jet flows which could be used for aeroacoustic studies with the Ffowcs Williams and Hawkings approach. The numerical solver is an upgrade of an existing Reynolds-averaged Navier-Stokes solver previously developed in the group. The original framework is rewritten in a modern fashion and intensive parallel computation capabilities have been added to the code. The LES formulation is written using the finite difference approach. The energy equation is carefully discretized in order to model the energy equation of the filtered Navier-Stokes formulation. The classical Smagorinsky model is the chosen subgrid scale closure for the present work. Numerical simulations of perfectly expanded jets are performed and compared with the literature in order to validate the new solver. Moreover, speedup and the computational performance of the code are evaluated and discussed. Flow results are used for an initial evaluation of the noise radiated from the rocket plume.

Nomenclature

Abbreviations

| Abbreviation | Description |
|--------------|-------------|
| 3-D          | Three dimensional |
| CFD          | Computational fluid dynamics |
| CFL          | Courant-Friedrichs-Lewys number |
| CGNS         | CFD general notation system |
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EDQNM: Eddy-damped quasi-normal Markovian
IAE: Instituto de Aeronáutica e Espaço
LES: Large eddy simulation
MPI: Message passing interface
SGS: Subgrid scale

**English Characters**

- \( a \): Speed of sound
- \( B_i \): Subgrid terms of energy equation
- \( C_p \): Specific heat at constant pressure
- \( C_s \): Smagorinsky constant
- \( C_v \): Specific heat at constant volume
- \( d \): Inlet diameter
- \( d \): Artificial dissipation term
- \( D \): SGS viscous diffusion term
- \( E \): Total energy per mass unity
- \( E_i \): Inviscid flux vector in the axial direction
- \( E_v \): Viscous flux vector in the axial direction
- \( F_e \): Inviscid flux vector in the radial direction
- \( F_v \): Viscous flux vector in the radial direction
- \( G_e \): Inviscid flux vector in the azimuthal direction
- \( G_v \): Viscous flux vector in the azimuthal direction
- \( J \): Jacobian of the coordinate transformation
- \( l \): Reference length
- \( M \): Mach number
- \( p \): Static pressure
- \( Pr \): Prandtl number
- \( q \): Heat flux vector
- \( Q_{ij} \): Components of SGS temperature flux
- \( R \): Gas constant
- \( R \): Riemann invariant
- \( Re \): Reynolds number
- \( RHS \): Right hand side of the equation
- \( S_i \): Sutherland constant
- \( S_{ij} \): Components of rate-of-strain tensor
- \( S_{PN} \): Speedup for N processors
- \( t \): Time
- \( T \): Temperature
- \( T_N \): CPU time using N processors
- \( T_e \): CPU time using single processor
- \( u \): Velocity vector
- \( u \): Components of the velocity vector in a Cartesian coordinate system
- \( U \): Component of the contravariant velocity in the axial direction
- \( V \): Component of the contravariant velocity in the radial direction
- \( \hat{n} \): Unity outward normal vector
- \( W \): Component of the contravariant velocity in the azimuthal direction
- \( W \): Modified conservative properties of Turkel and Vatsa artificial dissipation
- \( x \): Spacial coordinates of a Cartesian coordinate system

**Greek Characters**

- \( \alpha_i \): Runge-Kutta constants
- \( \beta_j \): Viscous terms of energy equation
- \( \gamma \): Specific heat ratio
- \( \Delta t \): Time-step
- \( \mathcal{E} \): SGS viscous dissipation
- \( \epsilon \): Turkel and Vatsa artificial dissipation terms
- \( \zeta \): Azimuthal direction
- \( \eta \): Radial direction
- \( \kappa \): Thermal conductivity
- \( \lambda \): Spectral radius-based scaling factor
- \( \lambda_{\zeta} \): Spectral radii in the \( \zeta \) direction
- \( \lambda_{\eta} \): Spectral radii in the \( \eta \) direction
- \( \lambda_{\xi} \): Spectral radii in the \( \xi \) direction
- \( \mu \): Dynamic viscosity
- \( \nu \): Kinematic viscosity
- \( \xi \): Axial direction
- \( \Pi_{dil} \): SGS pressure-diatation
- \( \rho \): Density
- \( \sigma_{ij} \): Components of the SGS tensor
- \( \tau_{ij} \): Shear-stress tensor

**Subscripts**

- \( j \): Relative to the jet
- \( \infty \): Relative to the freestream
- \( e \): Relative to interior domain
- \( f \): Relative to boundary face
- \( sgs \): subgrid property

## I. Introduction

One of the main design issues related to launch vehicles lies on noise emission originated from the complex interaction between the high-temperature/high-velocity exhaustion gases and the atmospheric air. These emissions yield very high noise levels, which must be minimized due to several design constraints. For instance, the resulting pressure fluctuations can damage the solid structure of different parts of the launcher by vibrational acoustic stress. Therefore, it is a design constraint to consider the loads resulting from acoustic sources in the structural dimensioning of large launch vehicles during the take off and also during the transonic flight. Moreover, one cannot neglect the energy dissipation effect caused by the acoustic waves generated even if the vehicles is far from the ground. Theoretically, all chemical energy should be
converted into kinetic energy. However, in reality, the noise generation consumes part of the chemical energy.

The acoustic design constraints have encouraged the studies of aeroacoustic fields around compressible jet flows. Instituto de Aeronautica e Espaco (IAE) in Brazil is interested in this flow configuration for rocket design applications. Unsteady property fields of the flow are necessary for the aeroacoustic studies. Therefore, the present work addresses the development of a new numerical tool for the study of unsteady turbulent compressible jet flows for aeroacoustic applications. The novel code uses the large eddy simulation (LES) formulation due to recent successful results of such approach for similar flow configurations.\textsuperscript{1,2} Such formulation is able to reproduce high fidelity results for compressible jet flows, which, in turn, could be used for aeroacoustic studies using the Ffowcs Williams and Hawking approach.\textsuperscript{3}

The solver is an upgrade of a finite difference Reynolds-averaged Navier-Stokes (RANS) solver developed to study turbulent flows for aerospace applications.\textsuperscript{4} Generally, LES calculations demand very dense grids. Hence, high performance computing (HPC) is a requirement for such simulations. Dynamic memory allocation and parallel computation capabilities have been added to the legacy code.\textsuperscript{4} The communication between processors is performed by message passing interface (MPI) protocols. The CFD general notation system (CGNS) is also included in the numerical tool. The LES formulation is written using the finite difference approach. Inviscid numerical fluxes are calculated using a second-order accurate centered scheme with the explicit addition of artificial dissipation. A five-step second-order accurate Runge-Kutta scheme is the chosen time marching method.

The System I formulation\textsuperscript{5} is used here in order to model the filtered terms of the energy equation. The Smagorinsky\textsuperscript{6} model is the chosen model to calculate the components of the subgrid scale (SGS) tensor. The Eldson\textsuperscript{7} hypothesis is the chosen model to calculate the subgrid scale terms of the filtered energy equation. For the sake of simplicity, only perfectly expanded jet configurations are studied in the current work. The chosen time marching method.

The System I formulation\textsuperscript{5} is used here in order to model the filtered terms of the energy equation. The Smagorinsky\textsuperscript{6} model is the chosen model to calculate the components of the subgrid scale (SGS) tensor. The Eldson\textsuperscript{7} hypothesis is the chosen model to calculate the subgrid scale terms of the filtered energy equation. For the sake of simplicity, only perfectly expanded jet configurations are studied in the current work. The chosen time marching method.

The System I formulation\textsuperscript{5} is used here in order to model the filtered terms of the energy equation. The Smagorinsky\textsuperscript{6} model is the chosen model to calculate the components of the subgrid scale (SGS) tensor. The Eldson\textsuperscript{7} hypothesis is the chosen model to calculate the subgrid scale terms of the filtered energy equation. For the sake of simplicity, only perfectly expanded jet configurations are studied in the current work. The chosen time marching method.

II. Large Eddy Simulation Formulation

The numerical strategy used in the present study is based on the System I filtered compressible Navier-Stokes equations\textsuperscript{5} formulated as

\[ \frac{\partial \rho}{\partial t} + \frac{\partial (\rho \bar{u}_j)}{\partial x_j} = 0, \quad (1) \]

\[ \frac{\partial (\rho \bar{p} \bar{u}_i)}{\partial x_j} + \frac{\partial (\rho \bar{u}_i \bar{u}_j)}{\partial x_i} + \frac{\partial (\rho \bar{u}_i \bar{E})}{\partial x_i} = -\frac{\partial }{\partial x_j} [\tau_{ij} - \bar{\tau}_{ij}], \quad (2) \]

\[ \frac{\partial (\rho \bar{E})}{\partial t} + \frac{\partial (\rho \bar{E} + p \bar{u}_i \bar{u}_j)}{\partial x_j} - \frac{\partial \tau_{ij} \bar{u}_i}{\partial x_j} + \frac{\partial \bar{q}_j}{\partial x_j} = -B_1 - B_2 - B_3 + B_4 + B_5 + B_6 - B_7, \quad (3) \]

in which \( t \) and \( x_i \) are independent variables representing time and spatial coordinates of a Cartesian coordinate system \( x \), respectively. The components of the velocity vector \( \bar{u} \) are written as \( u_i \), and \( i = 1, 2, 3 \). Density, pressure and total energy per mass unit are denoted by \( \rho \), \( p \) and \( \bar{E} \), respectively. \( \bar{\cdot} \) stands for filtered properties and \( \tilde{\cdot} \) stands for Favre averaged properties. The filtered heat flux, \( \bar{q}_j \), is given by

\[ \bar{q}_j = \kappa(T) \frac{\partial \bar{T}}{\partial x_j}, \quad (4) \]

where \( \bar{T} \) is the averaged static temperature and \( \kappa \) is the thermal conductivity, which can be expressed by

\[ \kappa(T) = \mu(T) \frac{C_p}{Pr}, \quad (5) \]

The thermal conductivity is a function of the specific heat at constant pressure, \( C_p \), of the Prandtl number, \( Pr \), which is equal to 0.72 for air, and of the dynamic viscosity, \( \mu \). The last is calculated using the Sutherland Law,

\[ \mu(T) = \mu_\infty \left( \frac{T}{T_\infty} \right)^{\frac{2}{3}} \frac{T_0 + S_1}{T + S_1} \quad \text{with} \quad S_1 = 110.4K. \quad (6) \]
In the present work, $\tau_{ij}$ is calculated using the Stokes hypothesis for Newtonian fluids,

$$\tau_{ij} = 2 \mu(\tilde{T}) \left( \tilde{S}_{ij} - \frac{1}{3} \delta_{ij} \tilde{S}_{kk} \right),$$  \hspace{1cm} (7)$$

in which $\tilde{S}_{ij}$, components of rate-of-strain tensor, is given by

$$\tilde{S}_{ij} = \frac{1}{2} \left( \frac{\partial \tilde{u}_i}{\partial x_j} + \frac{\partial \tilde{u}_j}{\partial x_i} \right).$$ \hspace{1cm} (8)$$

In order to close the system of equations the density, the static pressure and the static temperature are correlated by the equation of state given by

$$\bar{p} = \bar{p}R\tilde{T},$$ \hspace{1cm} (9)$$

where $R$ is the gas constant, written as

$$R = C_p - C_v,$$ \hspace{1cm} (10)$$

and $C_v$ is the specific heat at constant volume. The System I formulation neglects the double correlation term of the total energy per mass unity and writes

$$\bar{\rho}E = \bar{p}\tilde{E} = \frac{\bar{p}}{\gamma -1} + \frac{1}{2} \rho\tilde{u}_i\tilde{u}_i,$$ \hspace{1cm} (11)$$

in which $\gamma$ is the specific heat ratio written as $\gamma = C_p/C_v$. The components of the SGS stress tensor, $\sigma$, are given by

$$\sigma_{ij} = \bar{p}(\tilde{u}_i\tilde{u}_j - \bar{u}_i\bar{u}_j),$$ \hspace{1cm} (12)$$

and the SGS $B_i$ terms are written as

$$B_1 = \frac{1}{(\gamma - 1)} \frac{\partial}{\partial x_j} (\bar{p}\tilde{u}_j - \bar{p}\bar{u}_j) = \frac{\partial C_v Q_j}{\partial x_j},$$ \hspace{1cm} (13)$$

$$B_2 = \frac{\partial}{\partial x_k} (\bar{p}\tilde{u}_k - \bar{p}\bar{u}_k) = \Pi_{dil},$$ \hspace{1cm} (14)$$

$$B_3 = \frac{\partial}{\partial x_j} (\sigma_{kj}\tilde{u}_k),$$ \hspace{1cm} (15)$$

$$B_4 = \sigma_{kj} \frac{\partial}{\partial x_j} \tilde{u}_k,$$ \hspace{1cm} (16)$$

$$B_5 = \tau_{kj} \frac{\partial}{\partial x_j} \tilde{u}_k - \bar{\tau}_{kj} \frac{\partial}{\partial x_j} \tilde{u}_k = \mathcal{E},$$ \hspace{1cm} (17)$$

$$B_6 = \frac{\partial}{\partial x_j} (\bar{\tau}_{ij}\tilde{u}_i - \bar{\tau}_{ij}\bar{u}_i) = \frac{\partial \mathcal{D}}{\partial x_j},$$ \hspace{1cm} (18)$$

$$B_7 = \frac{\partial}{\partial x_j} (\bar{q}_j - \bar{\bar{q}}_j),$$ \hspace{1cm} (19)$$

where $Q_j$ is the SGS temperature flux, written as

$$Q_j = \bar{p} \left( \bar{u}_j\tilde{T} - \bar{u}_j\tilde{T} \right),$$ \hspace{1cm} (20)$$

$\Pi_{dil}$ is the SGS pressure-dilatation term, $\mathcal{E}$ is the SGS viscous dissipation and $\mathcal{D}$ is the SGS viscous diffusion term.

III. Subgrid Scale Modeling

The SGS terms presented in Eqs. (2) and (3) cannot be directly calculated. Subgrid scale models are necessary in order to close the LES set of equations. The closure models presented here are based on homogeneous turbulence theory, which is usually developed in spectral space as an attempt to quantify the interaction between the different scales of turbulence.
III.A. Subgrid Scale Viscosity

The SGS stress tensor is here calculated using the concept that the forward energy cascade is analogous to the molecular mechanisms represented by the molecular viscosity whose mathematical structure follows the Boussinesq hypothesis\(^\text{11}\) to explicitly introduce the subgrid scale viscosity, \(\mu_{\text{sgs}}\),

\[
\sigma_{ij}^d = \sigma_{ij} - \frac{1}{3} \delta_{ij} \sigma_{kk} = -2\mu_{\text{sgs}} \left( \hat{S}_{ij} - \frac{1}{3} \hat{S}_{kk} \right).
\]

The isotropic portion of the SGS stress tensor is generally weak with respect to the thermodynamic pressure.\(^\text{12}\) Therefore, \(\sigma_{kk}\) is neglected in the present paper and \(\sigma_{ij}\) is written as

\[
\sigma_{ij} = -2\mu_{\text{sgs}} \left( \hat{S}_{ij} - \frac{1}{3} \hat{S}_{kk} \right).
\]

The Smagorinsky model\(^\text{6,13}\) is used to calculate the SGS viscosity and it is given by

\[
\mu_{\text{sgs}} = \frac{\bar{p} \left( C_s \Delta \right)^{2} \left( 2\hat{S}_{ij}\hat{S}_{ij} \right)^{\frac{1}{2}}}{},
\]

and \(C_s\) is the Smagorinsky constant. Several attempts can be found in the literature regarding the evaluation of the Smagorinsky constant. The value of this constant is adjusted to improve the results of different flow configurations. In practical terms, the Smagorinsky constant assumes value ranging from 0.1 to 0.2 depending on the flow. The present work uses \(C_s = 0.18\) as suggested by Lilly.\(^\text{14}\)

III.B. Subgrid Scale Modeling of the Energy Equation

Some of the SGS terms within the System I formulation\(^\text{5}\) are not directly computable. Therefore, modeling is applied in order to close the system. Several papers in the literature\(^\text{2,12,15–18}\) evaluate the relevance of the SGS terms on different applications. The LES community commonly uses the hypothesis of Eidson,\(^\text{7}\) which assumes that the energy transfer from the resolved scales is proportional to the gradient of the resolved temperature.\(^\text{2}\) The proportionality coefficient is the subgrid scale conductivity, \(\kappa_{\text{sgs}}\), which is linked to the subgrid scale viscosity through the relation

\[
\kappa_{\text{sgs}} = \frac{\bar{p} \nu_{\text{sgs}} C_p}{\Pr_{\text{sgs}}},
\]

in which \(\Pr_{\text{sgs}}\) is the SGS Prandtl number. The eddy-damped quasi-normal Markovian (EDQNM) theory\(^\text{19}\) considers \(\Pr_{\text{sgs}} = 0.6\). In the present work, the concept of SGS conductivity, \(\kappa_{\text{sgs}}\), is used in order to model \(B_1 + B_2\), i.e.,

\[
B_1 + B_2 = -\frac{\partial}{\partial x_j} \left( \kappa_{\text{sgs}} \frac{\partial \hat{T}}{\partial x_j} \right),
\]

Following the work of Larcheveque,\(^\text{20}\) \(B_4, B_5, B_6\) and \(B_7\) are neglected in the present paper.

III.C. Shear-Stress Tensor Modeling

The difference between the shear-stress tensors at the right-hand side of the momentum equations is neglected in the present work,

\[
\tau_{ij} - \hat{\tau}_{ij} = 0
\]

IV. Transformation of Coordinates

The legacy code formulation\(^\text{4}\) was originally written in the a general curvilinear coordinate system in order to facilitate the implementation and add more generality for the CFD tool. This approach is kept in the present LES solver for the simulation of compressible jet flows. Hence, the filtered Navier-Stokes equations can be written in strong conservation form for a 3-D general curvilinear coordinate system as

\[
\frac{\partial \hat{Q}}{\partial \hat{T}} + \frac{\partial}{\partial \xi} \left( \hat{E}_\xi - \hat{E}_v \right) + \frac{\partial}{\partial \eta} \left( \hat{F}_\eta - \hat{F}_v \right) + \frac{\partial}{\partial \zeta} \left( \hat{G}_\zeta - \hat{G}_v \right) = 0.
\]
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In the present work, the chosen general coordinate transformation is given by

$$\mathbf{T} = \begin{pmatrix} t \\ \xi \\ \eta \\ \zeta \end{pmatrix} = \begin{pmatrix} \xi(x, y, z, t) \\ \eta(x, y, z, t) \\ \zeta(x, y, z, t) \end{pmatrix},$$  

(28)

In the jet flow configuration, $\xi$ is the axial jet flow direction, $\eta$ is the radial direction and $\zeta$ is the azimuthal direction. The vector of conserved properties is written as

$$\dot{Q} = J^{-1} \begin{bmatrix} \rho \dot{u} \\ \rho \dot{v} \\ \rho \dot{w} \\ \rho \dot{\tau} \end{bmatrix}^T,$$

(29)

where the Jacobian of the transformation, $J$, is given by

$$J = \begin{pmatrix} x_\xi \\ y_\xi \\ z_\xi \\ x_\eta \\ y_\eta \\ z_\eta \\ x_\zeta \\ y_\zeta \\ z_\zeta \end{pmatrix},$$

(30)

and

$$x_\xi = \frac{\partial x}{\partial \xi}, \quad x_\eta = \frac{\partial x}{\partial \eta}, \quad x_\zeta = \frac{\partial x}{\partial \zeta},$$

$$y_\xi = \frac{\partial y}{\partial \xi}, \quad y_\eta = \frac{\partial y}{\partial \eta}, \quad y_\zeta = \frac{\partial y}{\partial \zeta},$$

$$z_\xi = \frac{\partial z}{\partial \xi}, \quad z_\eta = \frac{\partial z}{\partial \eta}, \quad z_\zeta = \frac{\partial z}{\partial \zeta}.$$

(31)

The inviscid flux vectors, $\mathbf{E}_e$, $\mathbf{F}_e$ and $\mathbf{G}_e$, are given by

$$\mathbf{E}_e = J^{-1} \begin{pmatrix} \rho u \\ \rho u v + \rho \xi_v \\ \rho u w + \rho \xi_w \\ (\tau + \rho) u - \rho \xi_t \end{pmatrix}, \quad \mathbf{F}_e = J^{-1} \begin{pmatrix} \rho v \\ \rho v w + \rho \eta_w \\ \rho v \eta + \rho \eta_v \\ (\tau + \rho) v - \rho \eta_t \end{pmatrix}, \quad \mathbf{G}_e = J^{-1} \begin{pmatrix} \rho w \\ \rho w \eta + \rho \eta_w \\ \rho w v + \rho \eta_v \\ (\tau + \rho) w - \rho \eta_t \end{pmatrix}.$$  

(32)

The contravariant velocity components, $U$, $V$ and $W$, are calculated as

$$U = \xi_t + \xi_u \eta + \xi_v \zeta,$$

$$V = \eta_t + \eta_u \xi + \eta_v \zeta,$$

$$W = \zeta_t + \zeta_u \xi + \zeta_v \zeta.$$  

(33)

The metric terms are given by

$$\xi_x = J (y_\eta z_\xi - y_\zeta z_\eta), \quad \xi_y = J (z_\eta x_\zeta - z_\zeta x_\eta), \quad \xi_z = J (x_\eta y_\zeta - x_\zeta y_\eta),$$

$$\eta_x = J (y_\eta z_\xi - y_\zeta z_\eta), \quad \eta_y = J (z_\eta x_\zeta - z_\zeta x_\eta), \quad \eta_z = J (x_\eta y_\zeta - x_\zeta y_\eta),$$

$$\zeta_x = J (y_\eta z_\xi - y_\zeta z_\eta), \quad \zeta_y = J (z_\eta x_\zeta - z_\zeta x_\eta), \quad \zeta_z = J (x_\eta y_\zeta - x_\zeta y_\eta),$$

$$\xi_t = -x \tau \xi_x - y \tau \xi_y - z \tau \xi_z, \quad \eta_t = -x \tau \eta_x - y \tau \eta_y - z \tau \eta_z, \quad \zeta_t = -x \tau \zeta_x - y \tau \zeta_y - z \tau \zeta_z.$$  

(34)

The viscous flux vectors, $\mathbf{E}_v$, $\mathbf{F}_v$ and $\mathbf{G}_v$, are written as

$$\mathbf{E}_v = J^{-1} \begin{pmatrix} 0 \\ \xi_x \hat{\tau}_{xx} + \xi_y \hat{\tau}_{xy} + \xi_z \hat{\tau}_{xz} \\ \xi_x \hat{\tau}_{xy} + \xi_y \hat{\tau}_{yy} + \xi_z \hat{\tau}_{yz} \\ \xi_x \hat{\tau}_{xz} + \xi_y \hat{\tau}_{yz} + \xi_z \hat{\tau}_{zz} \\ \xi_\beta_x + \xi_\beta_y + \xi_\beta_z \end{pmatrix},$$

(35)

$$\mathbf{F}_v = J^{-1} \begin{pmatrix} 0 \\ \eta_x \hat{\tau}_{xx} + \eta_y \hat{\tau}_{xy} + \eta_z \hat{\tau}_{xz} \\ \eta_x \hat{\tau}_{xy} + \eta_y \hat{\tau}_{yy} + \eta_z \hat{\tau}_{yz} \\ \eta_x \hat{\tau}_{xz} + \eta_y \hat{\tau}_{yz} + \eta_z \hat{\tau}_{zz} \\ \eta_\beta_x + \eta_\beta_y + \eta_\beta_z \end{pmatrix},$$

(36)
\[ \mathbf{G}_v = J^{-1} \begin{cases} 0 \\ \zeta_x \hat{r}_{xx} + \zeta_y \hat{r}_{xy} + \zeta_z \hat{r}_{xz} \\ \zeta_x \hat{r}_{xx} + \zeta_y \hat{r}_{yy} + \zeta_z \hat{r}_{yz} \\ \zeta_x \hat{r}_{xz} + \zeta_y \hat{r}_{yz} + \zeta_z \hat{r}_{zz} \\ \zeta_x \beta_x + \zeta_y \beta_y + \zeta_z \beta_z \end{cases} \right) , \tag{37} \]

where \( \beta_x, \beta_y \) and \( \beta_z \) are defined as

\[
\begin{align*}
\beta_x &= \hat{r}_{xx} \tilde{u} + \hat{r}_{xy} \tilde{v} + \hat{r}_{xz} \tilde{w} - \hat{q}_x, \\
\beta_y &= \hat{r}_{xy} \tilde{u} + \hat{r}_{yy} \tilde{v} + \hat{r}_{yz} \tilde{w} - \hat{q}_y, \\
\beta_z &= \hat{r}_{xz} \tilde{u} + \hat{r}_{yz} \tilde{v} + \hat{r}_{zz} \tilde{w} - \hat{q}_z. 
\end{align*} \tag{38} \]

and \( \hat{r}_{ij} \) is given by

\[ \hat{r}_{ij} = 2 ( \mu + \mu_{sgs} ) \left( \tilde{S}_{ij} - \frac{1}{3} \tilde{S}_{kk} \right) . \tag{39} \]

V. Dimensionless Formulation

A convenient nondimensionalization is necessary in order to achieve a consistent implementation of the governing equations of motion. Dimensionless formulation yields to a more general numerical tool. There is no need to change the formulation for each configuration intended to be simulated. Moreover, dimensionless formulation scales all the necessary properties to the same order of magnitude which is a computational advantage. Dimensionless variables are presented in the present section in order perform the nondimensionalization of Eq. (27)

The dimensionless time, \( \mathcal{T} \), is written as function of the speed of sound of the jet at the inlet, \( a_j \), and of a reference lenght, \( l \),

\[ \mathcal{T} = \frac{a_j}{l} . \tag{40} \]

In the present work \( l \) represents the jet entrance diameter \( d \). This reference lenght is also applied to write the dimensionless length,

\[ \mathcal{l} = \frac{l}{d} . \tag{41} \]

The dimensionless velocity components are obtained using the speed of sound of the jet at the inlet,

\[ \mathbf{u} = \frac{\mathbf{u}}{a_j} . \tag{42} \]

Dimensionless pressure and energy are calculated using density and speed of the sound of the jet at the inlet as

\[ p = \frac{p}{\rho_j a_j^2} , \tag{43} \]

\[ E = \frac{E}{\rho_j a_j^2} . \tag{44} \]

Dimensionless density, \( \rho \), temperature, \( T \) and viscosity, \( \mu \), are calculated using freestream properties

\[ \rho = \frac{\rho}{\rho_j} . \tag{45} \]

One can use the dimensionless properties described above in order to write the dimensionless form of the RANS equations as

\[ \frac{\partial Q}{\partial \mathcal{T}} + \frac{\partial E_e}{\partial \xi} + \frac{\partial F_e}{\partial \eta} + \frac{\partial G_e}{\partial \zeta} = \frac{1}{Re} \left( \frac{\partial E_e}{\partial \xi} + \frac{\partial F_e}{\partial \eta} + \frac{\partial G_e}{\partial \zeta} \right) , \tag{46} \]

where the underlined terms are calculated using dimensionless properties and the Reynolds number is based on the jet properties such as the speed of sound, \( a_j \), density, \( \rho_j \), viscosity, \( \mu_j \) and the jet entrance diameter, \( d \),

\[ Re = \frac{\rho_j a_j d}{\mu_j} . \tag{47} \]
VI. Numerical Formulation

The governing equations previously described are discretized in a structured finite difference context for general curvilinear coordinate system.\(^4\) The numerical flux is calculated through a central difference scheme with the explicit addition of the anisotropic scalar artificial dissipation of Turkel and Vatsa.\(^21\) The time integration is performed by an explicit, 2nd-order, 5-stage Runge-Kutta scheme.\(^22, 23\) Conserved properties and artificial dissipation terms are properly treated near boundaries in order to assure the physical correctness of the numerical formulation.

VI.A. Spatial Discretization

For the sake of simplicity the formulation discussed in the present section is no longer written using bars. However, the reader should notice that the equations are dimensionless and filtered. The Navier-Stokes equations, presented in Eq. (46), are discretized in space in a finite difference fashion and, then, rewritten as

\[
\left( \frac{\partial Q}{\partial T} \right)_{i,j,k} = -RHS_{i,j,k},
\]

where \(RHS\) is the right hand side of the equation and it is written as function of the numerical flux vectors at the interfaces between grid points,

\[
RHS_{i,j,k} = \frac{1}{\Delta \xi} \left( E_{e(i+\frac{1}{2},j,k)} - E_{e(i-\frac{1}{2},j,k)} - E_{e(i+\frac{1}{2},j,k)} + E_{e(i-\frac{1}{2},j,k)} \right) \nonumber \\
\frac{1}{\Delta \eta} \left( F_{e(i,j+\frac{1}{2},k)} - F_{e(i,j-\frac{1}{2},k)} - F_{e(i,j+\frac{1}{2},k)} + F_{e(i,j-\frac{1}{2},k)} \right) \nonumber \\
\frac{1}{\Delta \zeta} \left( G_{e(i,j,k+\frac{1}{2})} - G_{e(i,j,k-\frac{1}{2})} - G_{e(i,j,k+\frac{1}{2})} + G_{e(i,j,k-\frac{1}{2})} \right). \tag{49}
\]

For the general curvilinear coordinate case \(\Delta \xi = \Delta \eta = \Delta \zeta = 1\). The anisotropic scalar artificial dissipation method of Turkel and Vatsa\(^21\) is implemented through the modification of the inviscid flux vectors, \(E_e, F_e\) and \(G_e\). The numerical scheme is nonlinear and allows the selection between artificial dissipation terms of second and fourth differences, which is very important for capturing discontinuities in the flow. The numerical fluxes are calculated at interfaces in order to reduce the size of the calculation cell and, therefore, facilitate the implementation of second derivatives since the the concept of numerical fluxes vectors is used for flux differencing. Only internal interfaces receive the corresponding artificial dissipation terms, and differences of the viscous flux vectors use two neighboring points of the interface.

The inviscid flux vectors, with the addition of the artificial dissipation contribution, can be written as

\[
E_{e(i+\frac{1}{2},j,k)} = \frac{1}{2} \left( E_{e(i,j,k)} + E_{e(i+1,j,k)} \right) - J^{-1} d_{i+\frac{1}{2},j,k},
\]

\[
F_{e(i,j+\frac{1}{2},k)} = \frac{1}{2} \left( F_{e(i,j,k)} + F_{e(i,j+1,k)} \right) - J^{-1} d_{i,j+\frac{1}{2},k},
\]

\[
G_{e(i,j,k+\frac{1}{2})} = \frac{1}{2} \left( G_{e(i,j,k)} + G_{e(i,j,k+1)} \right) - J^{-1} d_{i,j,k+\frac{1}{2}},
\]

in which the \(d_{i+1,j,k}, d_{i,j+1,k}\) and \(d_{i,j,k+1}\) terms are the Turkel and Vatsa\(^21\) artificial dissipation terms in the \(i\), \(j\), and \(k\) directions respectively. The scaling of the artificial dissipation operator in each coordinate direction is weighted by its own spectral radius of the corresponding flux Jacobian matrix, which gives the non-isotropic characteristics of the method.\(^4\) The artificial dissipation contribution in the \(\xi\) direction is given by

\[
d_{i+\frac{1}{2},j,k} = \lambda_{i+\frac{1}{2},j,k} \left[ \epsilon^{(2)}_{i+\frac{1}{2},j,k} \left( W_{i+1,j,k} - W_{i,j,k} \right) \right. \nonumber \\
\left. + \epsilon^{(4)}_{i+\frac{1}{2},j,k} \left( W_{i+2,j,k} - 3W_{i+1,j,k} + 3W_{i,j,k} - W_{i-1,j,k} \right) \right], \tag{51}
\]

in which

\[
\epsilon^{(2)}_{i+\frac{1}{2},j,k} = k^{(2)} \max \left( \nu_d^{(i+1,j,k)}, \nu_d^{(i,j,k)} \right), \tag{52}
\]

\[
\epsilon^{(4)}_{i+\frac{1}{2},j,k} = \max \left[ 0, \left( k^{(4)} - k^{(2)} \right) \right], \tag{53}
\]
The original article\textsuperscript{21} recommends using $k^{(2)} = 0.25$ and $k^{(4)} = 0.016$ for the dissipation artificial constants. The pressure gradient sensor, $\nu^d_{(i,j,k)}$, for the $\xi$ direction is written as

$$\nu^d_{(i,j,k)} = \frac{|p_{(i+1,j,k)} - 2p_{(i,j,k)} + p_{(i-1,j,k)}|}{p_{(i+1,j,k)} - 2p_{(i,j,k)} + p_{(i-1,j,k)}}. \quad (54)$$

The $\mathcal{W}$ vector from Eq. (51) is calculated as a function of the conserved variable vector, $\hat{Q}$, written in Eq. (29). The formulation intends to keep the total enthalpy constant in the final converged solution, which is the correct result for the Navier-Stokes equations with $Re \to \infty$. This approach is also valid for the viscous formulation because the dissipation terms are added to the inviscid flux terms, in which they are really necessary to avoid nonlinear instabilities of the numerical formulation. The $\mathcal{W}$ vector is given by

$$\mathcal{W} = \hat{Q} + [0 \ 0 \ 0 \ 0 \ p]^T. \quad (55)$$

The spectral radius-based scaling factor, $\lambda$, for the $i - \text{th}$ direction is written

$$\lambda_{(i+\frac{1}{2},j,k)} = \frac{1}{2} \left[ (\lambda_\xi)_{(i,j,k)} + (\lambda_\xi)_{(i+1,j,k)} \right], \quad (56)$$

where

$$\lambda_\xi_{(i,j,k)} = \lambda_\xi \left[ 1 + \left( \frac{\lambda_\eta}{\lambda_\xi} \right)^{0.5} + \left( \frac{\lambda_\zeta}{\lambda_\xi} \right)^{0.5} \right]. \quad (57)$$

The spectral radii, $\lambda_\xi$, $\lambda_\eta$ and $\lambda_\zeta$ are given by

$$\lambda_\xi = |U| + a \sqrt{\xi^2_x + \eta^2_y + \zeta^2_z},$$
$$\lambda_\xi = |V| + a \sqrt{\xi^2_x + \eta^2_y + \zeta^2_z},$$
$$\lambda_\xi = |W| + a \sqrt{\xi^2_x + \eta^2_y + \zeta^2_z}, \quad (58)$$

in which, $U$, $V$ and $W$ are the contravariants velocities in the $\xi$, $\eta$ and $\zeta$, previously written in Eq. (34), and $a$ is the local speed of sound, which can be written as

$$a = \sqrt{\gamma p \rho}. \quad (59)$$

The calculation of artificial dissipation terms for the other coordinate directions are completely similar and, therefore, they are not discussed in the present work.

\section*{VI.B. Time Marching Method}

The time marching method used in the present work is a 2nd-order, 5-step Runge-Kutta scheme based on the work of Jameson.\textsuperscript{22,23} The time integration can be written as

$$Q^{(0)}_{(i,j,k)} = Q^{(n)}_{(i,j,k)};$$
$$Q^{(0)}_{(i,j,k)} = Q^{(0)}_{(i,j,k)} - \alpha_l \Delta t_{(i,j,k)} RHS^{(l-1)}_{(i,j,k)} \quad l = 1, 2 \ldots 5, \quad (60)$$

in which $\Delta t$ is the time step and $n$ and $n + 1$ indicate the property values at the current and at the next time step, respectively. The literature\textsuperscript{22,23} recommends

$$\alpha_1 = \frac{1}{4}, \quad \alpha_2 = \frac{1}{6}, \quad \alpha_3 = \frac{3}{8}, \quad \alpha_4 = \frac{1}{2}, \quad \alpha_5 = 1, \quad (61)$$

in order to improve the numerical stability of the time integration. The present scheme is theoretically stable for $CFL \leq 2\sqrt{2}$, under a linear analysis.\textsuperscript{4}
VII. Boundary Conditions

The original solver was created for two flow configurations, the 3D zero-pressure gradient flat plate and the 3D axisymmetric flows. For the configuration of interest here, the types of boundary conditions include a combination of the boundary conditions coming from the two original cases: entrance and exit conditions, centerline and far fields conditions. Considering the new case as perfectly 3D, instead of the symmetric condition, a new periodic condition is implemented in the azimuthal direction.

VII.A. Far Field Boundary

Riemann invariants\(^24\) are used to implement far field boundary conditions. They are derived from the characteristic relations for the Euler equations. At the interface of the outer boundary, the following expressions apply

\[
R^- = R^-_\infty = q_{n\infty} - \frac{2}{\gamma - 1} a_\infty, \quad (62)
\]

\[
R^+ = R^+_e = q_{n_e} - \frac{2}{\gamma - 1} a_e, \quad (63)
\]

where \(\infty\) and \(e\) indexes stand for the property in the freestream and in the internal region, respectively. \(q_n\) is the velocity component normal to the outer surface, defined as

\[
q_n = u \cdot \vec{n}, \quad (64)
\]

and \(\vec{n}\) is the unit outward normal vector

\[
\vec{n} = \frac{1}{\sqrt{\eta_x^2 + \eta_y^2 + \eta_z^2}} [\eta_x \ \eta_y \ \eta_z]^T. \quad (65)
\]

Equation (64) assumes that the \(\eta\) direction is pointing from the jet to the external boundary. Solving for \(q_n\) and \(a\), one can obtain

\[
q_{nf} = \frac{R^+ + R^-}{2}, \quad a_f = \frac{\gamma - 1}{4} (R^+ - R^-). \quad (66)
\]

The index \(f\) is linked to the property at the boundary surface and will be used to update the solution at this boundary. For a subsonic exit boundary, \(0 < q_{n_e}/a_e < 1\), the velocity components are derived from internal properties as

\[
\begin{align*}
u_f &= u_e + (q_{nf} - q_{n_e}) \eta_x, \\
v_f &= v_e + (q_{nf} - q_{n_e}) \eta_y, \\
w_f &= w_e + (q_{nf} - q_{n_e}) \eta_z. \quad (67)
\end{align*}
\]

Density and pressure properties are obtained by extrapolating the entropy from the adjacent grid node,

\[
\rho_f = \left(\frac{\rho^\gamma a_f^2}{\gamma p_e}\right)^{\frac{1}{\gamma - 1}}, \quad p_f = \frac{\rho_f a_f^2}{\gamma}. \quad (68)
\]

For a subsonic entrance, \(-1 < q_{n_e}/a_e < 0\), properties are obtained similarly from the freestream variables as

\[
\begin{align*}
u_f &= u_\infty + (q_{nf} - q_{n_\infty}) \eta_x, \\
v_f &= v_\infty + (q_{nf} - q_{n_\infty}) \eta_y, \\
w_f &= w_\infty + (q_{nf} - q_{n_\infty}) \eta_z, \\
\rho_f &= \left(\frac{\rho^\gamma a_\infty^2}{\gamma p_\infty}\right)^{\frac{1}{\gamma - 1}}. \quad (69)
\end{align*}
\]
For a supersonic exit boundary, \( q_{n_e}/a_e > 1 \), the properties are extrapolated from the interior of the domain as

\[
\begin{align*}
\rho_f &= \rho_e, \\
u_f &= u_e, \\
v_f &= v_e, \\
w_f &= w_e, \\
\varepsilon_f &= \varepsilon_e,
\end{align*}
\] (70)

and for a supersonic entrance, \( q_{n_e}/a_e < -1 \), the properties are extrapolated from the freestream variables as

\[
\begin{align*}
\rho_f &= \rho_\infty, \\
u_f &= u_\infty, \\
v_f &= v_\infty, \\
w_f &= w_\infty, \\
\varepsilon_f &= \varepsilon_\infty.
\end{align*}
\] (71)

### VII.B. Entrance Boundary

For a jet-like configuration, the entrance boundary is divided in two areas: the jet and the area above it. The jet entrance boundary condition is implemented through the use of the 1-D characteristic relations for the 3-D Euler equations for a flat velocity profile. The set of properties then determined is computed from within and from outside the computational domain. For the subsonic entrance, the \( v \) and \( w \) components of the velocity are extrapolated by a zero-order extrapolation from inside the computational domain and the angle of flow entrance is assumed fixed. The rest of the properties are obtained as a function of the jet Mach number, which is a known variable.

\[
\begin{align*}
(u)_{1,j,k} &= u_j, \\
(v)_{1,j,k} &= (v)_{2,j,k}, \\
(w)_{1,j,k} &= (w)_{2,j,k}.
\end{align*}
\] (72)

The dimensionless total temperature and total pressure are defined with the isentropic relations:

\[
T_i = 1 + \frac{1}{2} (\gamma - 1) M_\infty^2 \quad \text{and} \quad P_i = \frac{1}{\gamma} (T_i)^{\frac{\gamma}{\gamma - 1}}.
\] (73)

The dimensionless static temperature and pressure are deduced from Eq. (73), resulting in

\[
(T)_{1,j,k} = \frac{T_i}{1 + \frac{1}{2} (\gamma - 1) (u_j^2 + v_j^2 + w_j^2)} \quad \text{and} \quad (p)_{1,j,k} = \frac{1}{\gamma} (T)_{1,j,k}^{\frac{\gamma}{\gamma - 1}}.
\] (74)

For the supersonic case, all conserved variables receive jet property values.

### VII.C. Exit Boundary Condition

At the exit plane, the same reasoning of the jet entrance boundary is applied. This time, for a subsonic exit, the pressure is obtained from the outside and all other variables are extrapolated from the interior of the computational domain by a zero-order extrapolation. The conserved variables are obtained as

\[
\begin{align*}
(p)_{\text{MAX},j,k} &= \frac{(p)_{\text{MAX},j,k}}{(\gamma - 1) (e)_{\text{MAX} - 1,j,k}}, \\
(\vec{u})_{\text{MAX},j,k} &= (\vec{u})_{\text{MAX} - 1,j,k}, \\
(e)_{\text{MAX},j,k} &= (\rho)_{\text{MAX},j,k} \left[ (e)_{\text{MAX} - 1,j,k} + \frac{1}{2} (\vec{u})_{\text{MAX},j,k} \cdot (\vec{u})_{\text{MAX},j,k} \right],
\end{align*}
\] (75)

\[
\begin{align*}
(\rho)_{\text{MAX},j,k} &= \frac{(p)_{\text{MAX},j,k}}{(\gamma - 1) (e)_{\text{MAX} - 1,j,k}}, \\
(\vec{u})_{\text{MAX},j,k} &= (\vec{u})_{\text{MAX} - 1,j,k}, \\
(e)_{\text{MAX},j,k} &= (\rho)_{\text{MAX},j,k} \left[ (e)_{\text{MAX} - 1,j,k} + \frac{1}{2} (\vec{u})_{\text{MAX},j,k} \cdot (\vec{u})_{\text{MAX},j,k} \right],
\end{align*}
\] (77)
in which \( I_{MAX} \) stands for the last point of the mesh in the axial direction. For the supersonic exit, all properties are extrapolated from the interior domain.

VII.D. Centerline Boundary Condition

The centerline boundary is a singularity of the coordinate transformation, and, hence, an adequate treatment of this boundary must be provided. The conserved properties are extrapolated from the adjacent longitudinal plane and are averaged in the azimuthal direction in order to define the updated properties at the centerline of the jet.

The fourth-difference terms of the artificial dissipation scheme, used in the present work, are carefully treated in order to avoid the five-point difference stencils at the centerline singularity. If one considers the flux balance at one grid point near the centerline boundary in a certain coordinate direction, let \( w_j \) denote a component of the \( W \) vector from Eq. (55) and \( d_j \) denote the corresponding artificial dissipation term at the mesh point \( j \). In the present example, \( (\Delta w)_{j+\frac{1}{2}} \) stands for the difference between the solution at the interface for the points \( j+1 \) and \( j \). The fourth-difference of the dissipative fluxes from Eq. (51) can be written as

\[
d_{j+\frac{1}{2}} = (\Delta w)_{j+\frac{1}{2}} - 2(\Delta w)_{j+\frac{1}{2}} + (\Delta w)_{j-\frac{1}{2}} . \tag{78}
\]

Considering the centerline and the point \( j = 1 \), as presented in Fig. 1, the calculation of \( d_{1+\frac{1}{2}} \) demands the \( (\Delta w)_{\frac{1}{2}} \) term, which is unknown since it is outside the computation domain. In the present work a extrapolation is performed and given by

\[
(\Delta w)_{\frac{1}{2}} = -(\Delta w)_{1+\frac{1}{2}} . \tag{79}
\]

This extrapolation modifies the calculation of \( d_{1+\frac{1}{2}} \) that can be written as

\[
d_{j+\frac{1}{2}} = (\Delta w)_{j+\frac{1}{2}} - 3(\Delta w)_{j+\frac{1}{2}} . \tag{80}
\]

The approach is plausible since the centerline region is smooth and does not have high gradient of properties.

![Figure 1. Boundary points dissipation.](image)

VII.E. Periodic Boundary Condition

A periodic condition is implemented between the first \( (K = 1) \) and the last point in the azimuthal direction \( (K = K_{MAX}) \) in order to close the 3-D computational domain. There are no boundaries in this direction, since all the points are inside the domain. The first and the last points, in the azimuthal direction, are
superposed in order to facilitate the boundary condition implementation which is given by

\[
\begin{align*}
(p)_{i,j,K}^{\text{MAX}} &= (p)_{i,j,1}, \\
(u)_{i,j,K}^{\text{MAX}} &= (u)_{i,j,1}, \\
(v)_{i,j,K}^{\text{MAX}} &= (v)_{i,j,1}, \\
(w)_{i,j,K}^{\text{MAX}} &= (w)_{i,j,1}, \\
(e)_{i,j,K}^{\text{MAX}} &= (e)_{i,j,1}.
\end{align*}
\]  

(81)

VIII. Mesh Generation

A structured mesh generator is created in order to provide CGNS grid files for the simulations performed in the present work. Figure 2(a) illustrates a frontal view of a representative domain for the jet flow simulations. The blue boundary is the freestream region and the red one is the entrance of the jet flow. The complete 3-D mesh is created by rotating a 2-D mesh around the horizontal direction, \(x\). A view of this 2-D mesh is illustrated in Fig. 2(b). This approach generates a singularity at the centerline of the domain. The treatment of this region is discussed in the boundary conditions section. The authors chose not to include the nozzle geometry and the jet entrance is located at \(x = 0\), between \(|r|/d \leq 0.5\), where \(|r|\) is the distance from the centerline in the radial direction and \(d\) is the incoming jet diameter. In Fig. 2(b), two distinct regions are visible: the developing region for \(x/d < 20\) and the fully-developed region where the flow is self-similar. In the latter, the shear layer has a constant growth rate given by \(S \approx 0.094^{25}\). This trend is typical of jet flows and the mesh refinement follows this evolution. The refinement is made using hyperbolic tangent functions, with a finest grid resolution near the jet entrance and along the slip line of the jet. The mesh is coarsened in the far field in order to diffuse the acoustic waves and avoid reflections at the farfield domain boundaries.

IX. High Performance Computing

IX.A. Code Parallelization and Improvements

The development of a 3-D finite-difference numerical code within the IAE CFD group was initiated in 1997.\textsuperscript{26–28} In the sequence, viscous terms, multigrid techniques, implicit residual smoothing and turbulence modeling were also added to the solver.\textsuperscript{4} As previously discussed, large eddy simulations demand very dense grids. Therefore, one can state that LES is only possible through multi-processing computing. The authors have invested significant efforts to improve the outdated numerical solver toward a more sophisticated computational level. The FORTRAN 77 programming language was replaced by the FORTRAN 90 standard and dynamic memory allocation is included in the new version. These improvements are performed in order to simplify the code structure and to enable the implementation of parallel computation routines.

Pre-processing and post-processing procedures are very important steps of computer-aided engineering. The original version did not have an input/output standard accepted by the visualization tools used by the scientific community. Hence, the CFD general notation system, also known by the CGNS\textsuperscript{29,30} acronym, is implemented in the present work. The main post-processing and visualization tools accept the CGNS standard.

The mesh partitioning is performed when the simulation begins. One dimensional and two dimensional partitionings are performed in the present work. The former partitionates the domain in the axial direction or the azimuthal direction and the latter partitionates the domain in both, the axial and azimuthal directions. Figure 3 illustrates the 1-D partitioning procedure in the axial direction. Each processor reads the complete domain and performs the segmentation. The partition numbering starts at zero to be consistent with the message passing interface notation which applies the C\# programming language vector standard. This direction, in the general curvilinear coordinate system adopted in the present work, is the \(\xi\) direction for axial partitioning and \(\zeta\) for the azimuthal partitioning.

Numerical data exchange between the partitions is necessary regarding parallel computation. In the present work, the ghost concept is applied. Ghost points are added to the local partition at the main flow direction and azimuthal direction in order to carry information of the neighboring points. The artificial dissipation scheme implemented in the code\textsuperscript{22} uses a five points stencil which demands information of the two neighbors of a given mesh point. Hence, a two ghost-point layer is created at the beginning and at the
end of each partition.

After the partitioning and the ghost cell creation, each processor performs the computation. Communication between pairs of partition neighbors are performed in order to allow data information pass through the computational domain. For each direction, the data exchange is performed in four blocking steps. Figures 4(a) and 4(b) demonstrate the 1-D communication which initially is performed in the forward direction. Even partitions send information of their two last local layers to the ghost points at the left of odd partitions. If the last partition is even, it does not share information in this step. In the sequence, odd partitions send information of their two last local layers to the ghost points at the left of even partitions. If the last partition is odd, it does not share information in this step. The third and the fourth steps are backward
communications. First, odd partitions send data of their two first local layers to the ghost points at the right of even partitions. Finally, all even partitions, but the first one, send data of their two first local layers to the ghost points at the right of odd partitions.

The extension to the 2-D communication is straightforward. Figures 5(a) and 5(b) illustrate the 2-D segmentation and mapping of the domain. The numeration of each partition is performed using a matrix index system in which the rows represent the position in the axial direction and the columns represent the position in the azimuthal direction. NPX and NPZ denote the number of partitions in the axial and azimuthal directions, respectively. The 2-D communication is performed first in the azimuthal direction and, then, in the axial direction in the same fashion as the 1-D data exchange is performed.

The user can choose the frequency in which the solution is written in a CGNS file. After a chosen number of iterations, the main processor collects the data from all other processors and appends the solution to the CGNS file in a time-dependent fashion. Therefore, after the simulation, it is possible to recover the solution as a function of the physical time. However, despite the advantages, the output approach, in which one processor collects data of all other processors, is a serial output and, consequently, it can reduce the parallel computational performance. CGNS provides parallel I/O software which needs to be implemented in the future.
IX.B. Computational Performance Assessment

Parallel computations can largely decrease the time of CFD simulations. However, high performance computing upgrade of a serial solver must be carefully performed. The parallel version of a solver ought to produce exactly the same results as the single processed version. Moreover, the communication between partitions is not free and can affect the computational performance in parallel. The partitioning of the domain increases the amount of communication between processors which can race with the time spent on computation and, consequently, deteriorate the performance of the solver.

The speedup is one of the most common figures-of-merit for the performance evaluation of parallel algorithms and architectures and it is used in the present work in order to measure the computational efficiency of the parallel solver and compare with the ideal case. Different approaches are used by the scientific community in order to calculate the speedup. In the present work, the speedup, \( S_{pN} \), is calculated as

\[
S_{pN} = \frac{T_N}{T_s},
\]

in which \( T_N \) and \( T_s \) stand for the time spent to perform one thousand iterations using \( N \) processors and one single processor, respectively. The efficiency as a function of the number of processors, \( \eta_N \), is written considering Amdahl’s law as

\[
\eta_N = \frac{S_{pN}}{N}.
\]

Gustafson has discussed that the efficiency of a parallel task scales with the size of the problem. Therefore, different meshes are created in order to evaluate the performance of the solver as a function of the number of points within partitions. Table 1 presents the mesh size and the number of points in the three directions of the domain, \( n_\xi, n_\eta \) and \( n_\zeta \). The ratio of computation-communication costs per partition is measured in the present work regarding the evaluation of the best partitioning arrangement for the solver.

| Mesh | \( n_\xi \) | \( n_\eta \) | \( n_\zeta \) | Mesh size |
|------|---------|---------|---------|----------|
| 1    | 200     | 150     | 40      | 1.20E06  |
| 2    | 400     | 150     | 40      | 2.40E06  |
| 3    | 800     | 150     | 40      | 4.80E06  |
| 4    | 400     | 75      | 40      | 1.20E06  |
| 5    | 400     | 300     | 40      | 4.80E06  |

| Mesh | \( n_\xi \) | \( n_\eta \) | \( n_\zeta \) | Mesh size |
|------|---------|---------|---------|----------|
| 6    | 400     | 150     | 10      | 6.00E05  |
| 7    | 400     | 150     | 60      | 3.60E06  |
| 8    | 800     | 300     | 120     | 2.88E07  |
| 9    | 200     | 75      | 40      | 6.00E05  |
| 10   | 200     | 75      | 20      | 3.00E05  |
Only the 1-D partitioning in the axial direction is evaluated in the present work. The ratio is proportional to the number of points in the main flow direction, \( n_\xi \). This statement is true because the computational cost of a partition is directly related to the size of the domain and the communication cost is directly related to the number of ghost-points of each partition which, for the present 1-D axial partitioning, is proportional to the number of points in the radial direction times the number of points in the azimuthal direction.

A simplified flow simulation was performed using the meshes presented in Tab. 1 and different number of processors. The speedup and efficiency of the solver is presented in Tab. 2. In this table, \( N \) represents the number of processors used in each test case. Figures 6(a) and 6(b) illustrate the trends for the evolution of speedup and efficiency as a function of the number of processors. In these figures, the symbols indicate the actual speedup and efficiency values obtained in the various tests, whereas the curves represent the trends given by least-squares best fits through the data. One can state that the code has the best computational performance for \( n_\xi > 50 \). The efficiency is \( \mathcal{O}(1) \) for all configurations with \( n_\xi > 50 \) presented in this section. For \( 40 < n_\xi < 50 \), the communication costs become significant and begin to deteriorate the performance, which decreases even further with smaller partition sizes. For \( n_\xi \approx 5 \) the communication is more expensive than computation. The speedup coefficient is higher for configurations with \( n_\xi \approx 10 \) than configurations with \( n_\xi \approx 5 \). The results motivated the extension to a 2-D partitioning in the code. However, the scalability for such partition configurations was not measured for the the current paper.

The binary reproducibility of the solver was also evaluated in the present work. A high performance computing code must produce exactly the same results as the serial version of the code, regardless of the number of processors used. Therefore, three large eddy simulations of jet flows were performed using a single processor, 1-D partitioning in the axial direction and 1-D partitioning in the azimuthal direction. Figure 7 illustrates the history of maximum absolute value of the right-hand side of the continuity equation through 1500 iterations. In other words, the figure is showing what would be the \( L_\infty \) norm of the residue of the continuity equation if these were standard steady state calculations. The goal is the evaluation of differences between serial and parallel configurations. Visually, all the three simulations present the same behavior, independently of the number of processors. However, only the partitioning in the axial direction presents binary reproducibility compared the serial simulation. The azimuthal partitioning has accumulated differences on fifth significant figure at the end of the 1500 iterations. This is due to the fact that MPI collective communications have to be performed in the azimuthal direction in order to average properties at the centerline. Floating-point operations, such as sums and products, are commutative and not associative. Thus, the order in which they are performed makes a difference to the final outcome, and, for each azimuthal partitioning configuration, the result of the average at the centerline is different in the context of bitwise reproducibility.
| Mesh Nb. | \( N \) | 2 | 5 | 8 | 10 | 15 | 20 | 40 |
|---------|----------|----|----|----|----|----|----|----|
| 1       | \( S_N \) | 1.937 | 4.768 | 7.858 | 8.165 | 11.35 | 12.00 | 10.95 |
|         | \( \eta_N \) | 0.969 | 0.953 | 0.982 | 0.816 | 0.756 | 0.600 | 0.274 |
|         | \( n_\xi \) | 100 | 40 | 25 | 20 | 13 | 10 | 5 |
| 2       | \( S_N \) | 2.030 | 4.338 | 9.125 | 9.265 | 11.62 | 12.00 | 10.95 |
|         | \( \eta_N \) | 1.015 | 0.868 | 1.141 | 0.926 | 0.775 | 0.708 | 0.381 |
|         | \( n_\xi \) | 200 | 80 | 50 | 40 | 26 | 20 | 10 |
| 3       | \( S_N \) | 2.644 | 5.021 | 10.51 | 12.02 | 19.00 | 20.64 | 23.75 |
|         | \( \eta_N \) | 1.322 | 1.004 | 1.314 | 1.212 | 1.266 | 1.032 | 0.394 |
|         | \( n_\xi \) | 400 | 160 | 100 | 80 | 53 | 40 | 20 |
| 4       | \( S_N \) | 2.406 | 4.718 | 8.632 | 10.02 | 13.04 | 15.40 | 15.62 |
|         | \( \eta_N \) | 1.203 | 0.944 | 1.079 | 1.002 | 0.869 | 0.770 | 0.381 |
|         | \( n_\xi \) | 200 | 80 | 50 | 40 | 26 | 20 | 10 |
| 5       | \( S_N \) | 2.310 | 4.909 | 9.124 | 9.257 | 11.55 | 14.13 | 15.17 |
|         | \( \eta_N \) | 1.015 | 0.982 | 1.140 | 0.926 | 0.770 | 0.706 | 0.379 |
|         | \( n_\xi \) | 200 | 80 | 50 | 40 | 26 | 20 | 10 |
| 6       | \( S_N \) | 2.141 | 3.703 | 7.461 | 8.648 | 10.88 | 13.06 | 14.22 |
|         | \( \eta_N \) | 1.070 | 0.741 | 0.933 | 0.865 | 0.725 | 0.653 | 0.355 |
|         | \( n_\xi \) | 200 | 80 | 50 | 40 | 26 | 20 | 10 |
| 7       | \( S_N \) | 2.300 | 4.916 | 8.393 | 9.599 | 12.60 | 14.24 | 14.15 |
|         | \( \eta_N \) | 1.150 | 0.983 | 1.050 | 0.960 | 0.840 | 0.712 | 0.354 |
|         | \( n_\xi \) | 200 | 80 | 50 | 40 | 26 | 20 | 10 |
| 8       | \( S_N \) | 2.140 | 5.441 | 9.730 | 9.762 | 20.27 | 20.30 | 22.84 |
|         | \( \eta_N \) | 1.070 | 1.088 | 1.216 | 0.973 | 1.352 | 1.015 | 0.571 |
|         | \( n_\xi \) | 400 | 160 | 100 | 80 | 53 | 40 | 20 |
| 9       | \( S_N \) | 1.915 | 4.482 | 6.585 | 7.576 | 9.838 | 10.66 | 10.37 |
|         | \( \eta_N \) | 0.957 | 0.896 | 0.823 | 0.758 | 0.656 | 0.530 | 0.259 |
|         | \( n_\xi \) | 100 | 40 | 25 | 20 | 13 | 10 | 5 |
| 10      | \( S_N \) | 2.319 | 4.953 | 8.480 | 9.768 | 12.52 | 14.29 | 15.29 |
|         | \( \eta_N \) | 1.116 | 0.990 | 1.060 | 0.977 | 0.835 | 0.714 | 0.382 |
|         | \( n_\xi \) | 100 | 40 | 25 | 20 | 13 | 10 | 5 |
X. Numerical Results

The present section is devoted to a preliminary study of a supersonic perfectly expanded jet flow. Results are compared with analytical, numerical and experimental data from the literature.\textsuperscript{1,8–10,36,37} First LES results using the Smagorinsky SGS turbulence closure\textsuperscript{6} are discussed. The flow is characterized by an unheated perfectly expanded inlet jet with a Mach number of 1.4 at the domain entrance. Therefore, the pressure ratio, $PR = P_j/P_\infty$, and the temperature ratio, $TR = T_j/T_\infty$, between the jet exit and the ambient freestream are equal to one, $PR = 1$ and $TR = 1$. The time step used in the simulation is constant and equal to $2 \times 10^{-5}$ in dimensionless form. The Reynolds number of the jet is $Re = 1.57 \times 10^6$. The radial and longitudinal dimensions of the smallest cell of the computational domain are given by $(\Delta_r)_{\text{min}} = 0.002$ and $(\Delta_x)_{\text{min}} = 0.0126$, respectively, again in dimensionless form. This cell is located in the shear layer of the jet, at the entrance of the computational domain. The number of points in the azimuthal direction is $N_\theta = 180$. The mesh domain is composed by 14.4 million points. The present mesh reproduces well the main geometric characteristics of the reference grid.\textsuperscript{8}

Generally, compressible jet flow studies performed in the literature present mean field properties. However, as the present simulation is not statistically converged yet, mean quantities could not be calculated. As an example, using the same flow configuration, Mendez\textsuperscript{8} needed 300 characteristic times, $T_\infty$, to obtain averages. Here, $T_\infty$ is defined as the ratio between the diameter D and the ambient sound speed $a_\infty$. The simulation time of the cited reference corresponds approximatively to four flow through times. One flow through time is the time for a particle to cross the entire domain from the jet entrance to the domain exit. The reader should remember that, as $TR = 1$ and $a_j = a_\infty$, the characteristic time in the present work is equal to that reported in the work of Mendez.\textsuperscript{8} In the present work, the code assessment of the supersonic jet flow is made by observing the last obtained snapshot. This snapshot corresponds to 18.5 $T_j$ which is far less than the computational time in the reference. However, the authors chose to start the analysis of the jet flow using this field. Figure 8(a) displays instantaneous fields of pressure and vorticity of the jet at that instant. The jet is entering into the domain at the left and evolves towards the right of the domain. As the flow has been initialized from stagnation conditions and not, for instance, from a converged RANS solution, a front pressure shock wave is preceding the first vortical structures. Figure 8(b) focuses on the jet flow entrance. At the beginning of the mixing layer, thin axisymmetrical vortices are growing and pairing, leading then to turbulent transition at approximatively $x = 1.5D$. This figure also displays Mach waves.
emitted by the mixing layer, displaying a downstream directivity, retrieving traditional trends.\textsuperscript{1,8–10,36,37} One can notice that the strongest acoustic sources match the coherent structure locations, identifiable by the condensed vorticity rings.

![Image](image1)

**Figure 8.** Instantaneous pressure and vorticity fields for the perfectly expanded supersonic jet. The gray scale contours show $p$ from 0.4 to 0.9, while a dimensionless iso-contour of vorticity of magnitude $|\omega|D/U_j = 10$ is colored by the streamwise velocity $u$ from -0.2 (blue) to 1.4 (red).

Figure 9(a) presents the radial profile of the streamwise velocity component at $x = 2.5D$ and compares it with the averaged numerical and experimental profiles from Mendez\textsuperscript{8} and Bridges,\textsuperscript{10} respectively. The centerline values of the velocity profile are overestimated in the current simulation when compared to the references. This difference is expected since a flat inlet boundary profile is used for this simulation while a laminar profile, necessarily thicker, is used in the numerical reference work. However, keeping in mind that the current profile is instantaneous, a fair agreement is obtained. Similar observations can be made on the results comparing the centerline streamwise velocity components, shown in Figure 9(b). The values in the potential core, corresponding to the jet area until $U = 0.95 \cdot U_j$, compare well with the references. Moreover, one can expect that, as the jet will grow downstream, the decreasing slope after the potential core will raise to meet the reference curves, confirming thus the good trend of the present simulation.

Another visualization of this jet flow is shown in Figure 10. It is possible to observe the evolution of the vorticity looking at different cross-flow planes from $x = 0.1$ to 7.5. At the moment of this snapshot, slices located after the last streamwise position shown are irrelevant as the jet is not fully developed yet. From $x = 0.1$ to 0.25, the mixing layer is getting thicker and it is axisymmetric as already observed in Figure 8. Further downstream, the flow becomes completely three dimensional and is no longer axisymmetric, transitioning towards a turbulent state. Still, the turbulent vortical structures are larger than already observed in the literature.\textsuperscript{8,38} This is due to the low order of the computational code and the barely acceptable refinement of the grid for LES simulations. The mixing layer continues widening as one moves downstream. One can clearly expect that the mixing layer will spread until the jet centerline near the end of the potential core.

Finally, flow properties are displayed in Figure 11. In this two dimensional snapshot, radial and azimuthal velocity components correspond to vertical and spanwise velocity components, respectively. The $v$ and $w$ velocity components are of the same order of magnitude in the jet mixing layer turbulent region, illustrating thus the three dimensional turbulent behaviour of the jet mixing layer. Looking at the second column of Figure 11, one can observe weak shock cells in the instantaneous density, total energy and pressure fields. Downstream directivity patterns are very similar to those seen in the reference work,\textsuperscript{8,38} confirming one more time that the current simulation is evolving towards the correct trends.
Figure 9. Comparison between numerical and experimental streamwise velocity component profiles along the centerline (a), and radial profiles at $x = 2.5D$. Instantaneous results from the present study are compared with LES results\textsuperscript{5} and experimental ones.\textsuperscript{10}

Figure 10. Instantaneous vorticity magnitude for the present simulation at $M = 1.4$. 
XI. Concluding Remarks

The current work is based on the development of novel large eddy simulation tool for the study of supersonic jet flows. The numerical code background is a RANS solver designed for rocket flow configurations. The original solver is improved in order to simulate supersonic jet flows using an LES formulation within a multiprocessor environment.

Parallel and serial simulations are performed in order to validate the reproducibility of the code. Two different approaches are used to partitionate the computational domain for the parallel simulation. One partitioning is performed in the axial direction and the other one in the azimuthal direction. All simulations have produced similar results. However, binarywise reproducibility was only achieved for the axial partitioning. There are differences on the last significant figure for the azimuthal partitioning. The centerline condition demands the use of collective MPI communication when the azimuthal partitioning is performed.
Such communications can destroy the binarywise reproducibility of the solver. Efforts are being taken in order to solve the issue without impacting the performance of the parallel solver. The 1-D computational efficiency in the axial direction of the parallel code, using different numbers of processors, is also assessed and discussed. The code has presented linear speedups for partition width with more than 50 points in the flow direction. This behavior is expected since the communication between partitions starts to race against computation for smaller domains. However, due to the large size of the problem, the 2-D partitioning strategy has been used for all LES calculations here.

Large eddy simulations of a perfectly expanded supersonic jet flow configuration are performed. The classical Smagorinsky model is used to calculate the subgrid terms. Results obtained in this work do not allow the calculation of statistically time-averaged properties since the simulation only ran during a very limited time period. However, since the aim of the paper is mostly to validate the LES computational tool, the authors believe that the results here included should provide enough information to allow evaluation of the trends of jet physics. Early quantitative comparisons with numerical and experimental reference work are obtained. The jet mixing layer is showing strong instabilities evolving towards a turbulent state. The classical downstream directivity pattern already observed in the literature\textsuperscript{1,8–10,37} is retrieved. The velocity profiles also show a good agreement with the references.

Finally, regarding the low order, more dissipative numerical scheme, the early results show a fairly good agreement with the references, indicating that grid refinement could probably resolve such issues. Hence, for future simulations, a much more refined new grid should be used to counterbalance the dissipation induced by the numerical scheme. In addition, the computational code needs to be further improved through the availability of more sophisticated time-marching schemes. For instance, the time step used in the present simulations is one hundred times smaller than the one used in literature,\textsuperscript{8} leading to a prohibitive simulation cost. Hence, a new time integration method should be implemented, such as a preconditioned dual-time step procedure.\textsuperscript{39} Furthermore, acoustic predictions of the far field noise using the Ffowcs Williams and Hawkings analogy will be performed using the reference work of Wolf et al.\textsuperscript{40} Results will be compared one more time with the numerical studies of Mendez et al.,\textsuperscript{8} Brès et al.,\textsuperscript{38} and Khalighi et al.\textsuperscript{41} The influence of the inlet boundary profile on the acoustics will also be investigated.
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