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Abstract—Camouflage is a common visual phenomenon, which refers to hiding the foreground objects into the background images, making them briefly invisible to the human eye. Previous work has typically been implemented by an iterative optimization process. However, these methods struggle in 1) efficiently generating camouflage images using foreground and background with flexible structure; 2) camouflaging foreground objects to regions with multiple appearances (e.g., the junction of the vegetation and the mountains), which limit their practical application. To address these problems, this paper proposes a novel Location-free Camouflage Generation Network (LCG-Net) that fuse high-level features of foreground and background image, and generate result by one inference. Specifically, a Position-aligned Structure Fusion (PSF) module is devised to guide structure feature fusion based on the point-to-point structure similarity of foreground and background, and introduce local appearance features point-by-point. To retain the necessary identifiable features, a new immersive appearance loss is utilized to ensure that the hidden objects look continuous and natural at regions with multiple appearances. Experiments show that our method has results as satisfactory as state-of-the-art in the single-appearance regions and are less likely to be completely invisible, but far exceed the quality of the state-of-the-art in the multi-appearance regions. Moreover, our method is hundreds of times faster than previous methods. Benefiting from the unique advantages of our method, we provide some downstream applications for camouflage generation, which show its potential. The related code and dataset will be released at https://github.com/Tale17/LCG-Net.

Index Terms—Camouflage generation, deep convolution neural network, application.

I. INTRODUCTION

CAMOUFLAGE images [1] are both a wide range of visual phenomena in the natural world and an artistic form in human society. These images aim to hide the foreground objects somewhere in the backgrounds and to ensure that the overall structures and appearances are still natural and continuous, thus it is hard for the viewers to spot them at a glance, unless through more detailed observation. This technology is widely used in artworks [2], [2], visual effects, and generating datasets for camouflage object detection [3], [4]. The challenge of this task is that the embedding parts must have a continuous structure and appearance with surrounding regions, otherwise, it will cause the foreground objects to be too standout. In addition, the foreground objects must still be identifiable. As shown in Fig. 1, simply using style transfer [5] or texture synthesis [6] will get unnatural results, since these methods replace global appearances such as style or texture while maintaining the whole foreground content, ignoring both the content conflict between the two images and the distinction between different appearances.

Recognizing camouflage images is challenging for humans. According to the feature integration theory [7], the human visual perceptual mechanism is divided into two main phases, namely feature search and conjunction search [8], [9]. Feature search is a relatively fast process, which perceives objects by their intuitive features such as color, texture, edge, etc. On the contrary, conjunction search is slower. It recognizes objects by integrating features scattered in different spatial locations. Camouflage images mostly use the features in the background which support fast search to replace the corresponding features of the foreground objects, so humans cannot identify the objects at first, but can gradually find the clues retained for conjunction search and complete the identification.

Recently, there are few methods to generate camouflage images. Chu et al. [1] propose the first camouflage method based on hard-crafted features. They optimize the luminance and texture of the foreground objects according to the feature integration
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Fig. 1. Overview of the comparison of our method with existing methods in the region with multiple appearances. Our method has the best visual effect.
theory [7]. But their method may fail when the luminance contrast of the foreground is fairly low. Zhang et al. [13] propose the first deep camouflage method based on iterative optimization. They design an attention-aware camouflage loss to only retain the salient features of foreground objects. However, their method is based on a slow iterative optimization, which limits their practical application. And they refer to style transfer [5] and introduce the global style of the backgrounds for foreground objects, lacks the distinction of different local spatial features in the backgrounds, thus creating an obvious boundary in regions with multiple appearances (e.g. across mountains and sky).

Analyzing the dilemma of previous work, to improve the adaptability of camouflage generation to diverse backgrounds, except for retaining the necessary information to identify foreground objects, the following two points should be followed: Structure consistency and Appearance consistency. Structure Consistency requires that the output has a continuous structure, so the embedded part should destroy the background structure of the embedded region as little as possible (Fig. 2(A)). Therefore, we need to choose a set of foreground structure features that have sufficient characterization capabilities and can be harmoniously fused with the background structure. Appearance Consistency requires the embedded part to have similar local appearance features (e.g. color and texture) to the embedded regions. These features can neither be mixed together nor randomly distributed, otherwise, it is easy to cause visual discontinuity (Fig. 2(B)). Therefore, these appearance features should be spatially aligned with the embedding region. As mentioned above, style transfer only retains the foreground content and does not consider background structure, so is difficult to obtain a coherent structure. Zhang et al. [13] select structure features which can characterize foreground objects according to their saliency maps, but the preserved foreground parts are only decided by foregrounds, so is difficult to adapt to diverse backgrounds. And both two methods are not suitable for multi-appearance regions since they replace the foreground style with the background global style. To address these issues, we propose the first flexible image camouflage pipeline, named location-free camouflage generation network (LCG-Net), which efficiently camouflage the foreground objects to any region with single or multiple appearances. Specifically, we adopt a novel Position-aligned Structure Fusion (PSF) module, which adjusts the fusion ratio of the foreground and background structure features of each point according to their point-to-point structure similarity in the spatial dimension, and introduces the local appearance features of the corresponding position on the background features for each point. PSF module preserves different foreground structure features for backgrounds with different structures, thus having good adaptability to varying backgrounds. Based on PSF module, a novel background patch appearance (BPA) loss is adopted to constrain the local appearance (from a small neighborhood) of each point to be similar to the background. And a new immerse (IM) loss is utilized to calculate structure loss more intuitively.

Our contributions are summarized as follows:

1) We introduce a data-driven framework named Location-free Camouflage Generation Network (LCG-Net) for camouflage generation, which only needs once inference to get the camouflage image and is hundreds of times faster than previous methods.
2) We present a novel PSF module, which adaptively fuses the foreground and background features by point-to-point structure similarity and introduces the local appearance features of the background for each point, thus the output has a consistent structure and appearance.
3) We design a new BPA loss to accurately measure the appearance difference in multi-appearance regions, and a new IM loss is adopted to more intuitively retain necessary structure clues for identification.
4) Experiments and user studies show that our method has an equivalent effect in the single-appearance regions to the SOTA, while is significantly better than the SOTA in the multi-appearance regions. And we enumerate some practical applications for camouflage generation.

The rest of the paper is organized as follows. Section II illustrates the previous work related to camouflage generation. The novel proposed LCG-Net and PSF module and our loss functions are introduced in Section III. Section IV shows the experiment results and analysis based on ECG-Net. Section V gives some potential applications of camouflage generation. Section VI analyzes the limitations of our approach and some possible workarounds. We conclude the paper by summarizing and future work in Section VII.

II. RELATED WORK

Camouflage images are designed to seamlessly embed foreground objects into the background images, making them briefly invisible to humans. Tasks such as style transfer, texture
synthesis, and image blending also fuse two images under certain constraints. Therefore, we introduce these tasks in this section and explain their shortcomings when applied to camouflage generation at the end of each subsection.

A. Texture Synthesis & Style Transfer

Texture synthesis requires that the fragments before and after synthesis are similar under human cognition, and have no discontinuous fragments, which is similar to the appearance consistency. Heeger et al. [14] achieve this goal through histogram matching on linear filter responses. Efros et al. [15] use a non-parametric sampling method based on field filling to achieve a better effect, but this method is too slow. Therefore, Efros et al. [16] propose another faster texture synthesis method based on image quilting. Gatys et al. [6] use CNN to synthesize textures by matching correlations in the feature space, and it also inspires the later style transfer work. Lockerman et al. [17] guide the texture synthesis process by using extra guidance channels to preserve the large-scale structure in regular or near-regular textures. Li et al. [18] captures the long-range structure of a texture based on non-local operators without the additional guidance channel. However, only using texture synthesis to camouflage the objects lacks the reconciliation for the foreground and background structure, therefore the structural naturalness of the whole image may be seriously damaged and cause the camouflage to fail.

Style transfer is to keep the content of the original image while introducing the style of the target image. Some early methods [16], [19] achieved this goal by matching low-level statistics. But due to the lack of understanding of semantics, the results are often unsatisfactory. Gatys et al. [5] obtain an impressive style transfer effect through matching high-level feature statistics of images for the first time. However, their method is based on a slow iterative optimization process, so the migration time is longer. Some methods [20]–[24] based on feed-forward networks solve this problem, but can only match a few styles. Li et al. [25] design a multi-style transfer network by instance regularization. Huang et al. [12] propose a feed-forward network that can achieve arbitrary style transfer based on adaptive instance regularization so that the number of styles and the transfer speed are no longer contradictory. After that, a series of arbitrary style transfer methods [26]–[31] are proposed. Virtusio et al. [32] present a method for interactively generating a variety of stylized images from only a single style input. Based on arbitrary style transfer methods, some video style transfer methods [33]–[35] with time consistency have emerged. Similar to texture synthesis, style transfer does not pay attention to structure information of the background, so it will also fail in camouflage since destroying the structure consistency of the output. And style transfer cannot distinguish different styles in the image, so it will cause serious style aliasing when the background image has multiple styles.

Unlike the above two tasks, we guide fusion by the structure similarity of foreground and background, and introduce local appearance at each point to prevent style aliasing, therefore is competent for camouflage generation.

B. Image Blending

Image blending shares some similarities with camouflage generation, which aims to seamlessly add an object from a source image onto a target image, making it look like the object is present in the original scene. The earliest method uses alpha blending that blends at a specified ratio, but it produces a ghost effect in the blending region. Some subsequent methods are dedicated to reconstructing the pixels of the mixed region and ensuring the consistency of its gradient-domain with the original image [10], [36]–[41]. On this basis, Zhang et al. [11] present a Poisson blending loss and jointly train it with style and content loss to reconstruct the blending region. Luan et al. [42] propose a two-stage optimization method to achieve coarse and fine coordination. Xiao et al. [43] propose a multi-focus image fusion algorithm based on Hessian matrix. However, these methods only pay attention to the harmony of the embedded objects with the surroundings and do not require them to be temporarily invisible, which runs counter to camouflage generation.

C. Camouflage Generation

There is a little work dedicate to camouflage generation. Chu et al. [1] propose the first work specifically to address the camouflage generation. Based on the feature integration theory [8], [9], they optimize hand-crafted features and embed hidden objects in the background images. Although their method can generate attractive effects in some situations, it is sensitive to luminance differences of hidden objects since they rely on the luminance assignment of the foreground. Inspired by neural style transfer [5], Zhang et al. [13] propose a deep camouflage generation method. They introduce an attention-aware camouflage loss to selectively retain information of hidden objects at the feature level and achieved satisfactory effects. However, they select features to keep based on foreground saliency only, lacking adaptability when facing different backgrounds. And they use style transfer [5] to transfer appearance features in the backgrounds, thus also cannot adapt to multi-appearance regions. Zhang et al. [44] hide reversible data in encrypted images based on reversible image transformation, but their goal is to hide encrypted information and restore it according to a specific key, not a visual phenomenon. Base on the results obtained from the camouflage generation, some other work such as breaking [45], [46] or detecting [49]–[48] camouflage images are extended.

III. Method

As shown in Fig. 3, our approach receives a foreground image containing a hidden object and a background image of the same size, efficiently generates a camouflage image, and can still get high-quality results in multi-appearance or structure-complex regions, thus is location-free. To get the two images of the same size, we simply crop a region the same size as the foreground image from any position in the original background image that we want to camouflage to (the foreground image is smaller than the background image in most cases). To simplify the description, the background image mentioned below refers to the part cropped to the same size as the foreground image. Since we do
not want the background region outside the mask indication to change during the camouflage process, and the encoder-decoder model cannot reconstruct the background image without any errors, we add an embedding operation after LCG-Net to get more refined results. In this section, we assume that we only camouflage one foreground object into one background image. Multi-objects camouflage in the same background can be achieved by camouflaging each object into different regions in turn. Our approach does not modify the region outside the current camouflage region of the background image, so the camouflage objects added later will not affect the previous camouflage effect (as shown in Fig. 13).

A. Location-Free Camouflage Generation Network

To generate camouflage images at a faster speed and improve the adaptation to different backgrounds, we design a Location-Free Camouflage Generation Network (LCG-Net). LCG-Net consists of three components: an encoder $E$ for extracting high-level features of foreground image $I_f$ and background image $I_b$, a decoder $D$ for reconstructing images from the feature space, and an position-aligned structure fusion (PSF) module for fusing features extracted from $I_f$ and $I_b$ according to their local structure similarity.

Specifically, LCG-Net receives a foreground image $I_f$ and a background image $I_b$ of the same size, and a shared mask $M$ as inputs, $M$ indicates the object to be camouflaged in $I_f$ and the camouflage region (can be selected arbitrarily) in $I_b$. The encoder is taken from the first four layers of a pre-trained VGG-19 [49] (until ReLU 4-1), $I_f$ and $I_b$ are encoded into the feature space and obtain $F_f = E(I_f)$, $F_b = E(I_b)$, where $F$ is a feature map of the shape $C \times W \times H$. The PSF module adaptively fuses $F_f$ and $F_b$ according to their point-to-point structure similarity and produces the output feature map:

$$F_{fb} = \text{Cat}(\text{PSF}(F_f, F_b), M_d),$$

(1)

where $M_d$ represents $M$ after downsampling, $\text{Cat}$ represents the concatenate operation at the channel dimension. We concatenate $M_d$ in the fused feature map to guide the decoder to pay more attention to the part indicated by $M$. Then $F_{fb}$ is sent to the decoder $D$ to get the output of LCG-Net:

$$I_o = D(F_{fb}).$$

(2)

The decoder is a mirror structure with the encoder and is used to reconstruct the feature map to the original image size. Referring to the work of Huang et al. [12], all pooling layers in the decoder are replaced with nearest up-sampling to reduce checkerboard effects. Refer to [21], [23], [50], we feed the output image $I_o$ to the same pre-trained VGG-19 as the encoder to compute the loss functions and optimize the decoder. After the training process, we can generate $I_o$ for any $I_f$ and $I_b$ through one forward propagation, which greatly increases the generation speed.

Please note that $I_o$ is not our final result. As mentioned at the beginning of this section, $I_o$ generated by the encoder-decoder model is not completely consistent with $I_b$ in the region outside $M$. Therefore, we embed the camouflaged object indicated by $M$ in $I_o$ into $I_b$:

$$I_c = I_o \otimes M + I_b \otimes (1 - M),$$

(3)

where $\otimes$ represents the matrix dot product.

Fig. 3. Overview of Location-free Camouflage Generation Network (LCG-Net). LCG-Net accepts foreground image $I_f$ and background image $I_b$ with the same size. The encoder is taken from the first four layers of VGG-19 for extracting the high-level features. PSF module fuses the foreground and background features and concatenates the result with the downsampled mask at the channel dimension to obtain $F_{fb}$. $F_{fb}$ is fed to the decoder to generate the output image $I_o$. We finally embed $I_o$ into $I_b$ to get the refined result $I_c$. We use the same structure as the Encoder $E$ to calculate the loss functions. The Position-aligned Structure Fusion (PSF) module adaptively fuses the high-level features of the foreground and background according to their point-to-point structure similarity. Norm represents the normalization operation. $F$ denotes the channel-wise mean-variance normalized version of $F$. 
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B. Position-Aligned Structure Fusion Module

For appearance consistency in multi-appearance regions, a conventional idea is to extract features for each different region based on semantics in $I_o$ and use them to camouflage the corresponding region in $I_f$. But this approach will greatly increase the algorithm complexity. Zhang et al. [13] escape from the appearance consistency, they recommend a region with a consistent appearance as the camouflage region, but this approach greatly limits the practicality of camouflage generation since its restricted camouflage region. The issue of structure consistency has not been well resolved too. Most approaches do not involve the fusion of foreground and background at the structure level. Although Zhang et al. [13] fuse features based on saliency maps of foreground image and uses background features filling the less salient foreground region, the preserved background structure is only determined by the saliency of the foreground, therefore hard to ensure that the background structure is not damaged.

Based on the dilemma of the predecessors, we propose the Position-aligned Structure Fusion (PSF) module. As shown in Fig. 3, the PSF module fuses $F_f$ and $F_b$ according to their point-to-point structure similarity and introduces the local appearance feature of the background corresponding position for each point, thus obtaining an output with structure consistency and appearance consistency. Since the relative positions of the $I_f$ and $I_o$ have been determined, this point-to-point contrast is necessary. The more similar the foreground and the background structure, the more foreground features are retained for identification, otherwise, more background features are retained to protect the background structure from being destroyed.

Specifically, we first calculate the point-to-point structure similarity coefficient matrix $A$ of the foreground structure and the background structure:

$$A = \text{Norm}(\cos(f(F_f), g(F_b))),$$

(4)

where $f, g$ are $1 \times 1$ learnable convolution layers, $F$ denotes a channel-wise mean-variance normalized version of $F$. According to Huang et al. [12], this operation can remove the appearance features in $F_f$ and $F_b$, and only retain the structure features to be compared. $\cos$ represents the channel-wise cosine distance similarity, by which we measure the structure similarity of each point pair. $\text{Norm}$ denotes a min-max scaling to scale the result to the interval $(0, 1)$.

For a point on $A$, the larger the value of the point, the more similar the foreground and background structure corresponding to this point. Therefore, we use $A$ as the foreground coefficient matrix and $1 - A$ as the background coefficient matrix for fusing the background features and the foreground features after introducing local appearance features:

$$PSF(F_f, F_b) = A \odot e(LAda(F_f, F_b)) + (1 - A) \odot h(F_b),$$

(5)

where $e, h$ are $1 \times 1$ learnable convolution layers, $LAda$ means local AdaIN, which refers to AdaIN [12] to introduce the local mean and variance of the background corresponding position to each point in $F_f$ as the appearance features. $LAda$ is obtained by the following equation:

$$LAda(F_f, F_b)_i = \sigma(F_{b_i}(\omega \ast \omega))(F_{f_i} + \mu(F_{b_i}(\omega \ast \omega))),$$

(6)

where $i$ denotes the position index, we do this operation for each position. $\mu$ denotes mean and $\sigma$ denotes variance. $F_{f_i}(\omega \ast \omega)$ denotes a window of size $\omega \times \omega$ and centered on $F_f$, $\omega$ is set to $7$ by default. For each point $F_{f_i}$ in $F_f$, $LAda$ extracts the appearance features from a fixed-size window around the corresponding point of the background and introduces it into $F_{f_i}$. Since the window size is small, most of the windows fall in the region with a single appearance, and for those windows that contain regions with multi-appearance, each will only affect one point on the foreground feature map, so it can be approximated that $LAda(F_f, F_b)$ has the same appearance features as the background, thus the result of (5) also has an appearance consistent with the background in everywhere.

In short, since the $1 \times 1$ convolutions used are all learnable, the PSF module can learn the similarity between the foreground structure and the background structure, and use this as a coefficient matrix to guide the fusion. And PSF module uses local AdaIN to introduce local appearance features from the background, making the fused feature map meets both structure consistency and appearance consistency.

C. Loss Functions

Inspired by style transfer [5], [12] and Zhang et al. [13], we define a total loss function that generates $I_o$ for the $I_f$ and $I_b$ according to $F_b$. It can be written as:

$$L = \lambda_{im}L_{im} + \lambda_{re}L_{re} + \lambda_{bpa}L_{bpa} + \lambda_{tv}L_{tv},$$

(7)

where $L_{im}$ is immersse loss, $L_{re}$ is remove loss, $L_{bpa}$ is background patch appearance loss, $L_{tv}$ is total variational loss, $\lambda_{im}, \lambda_{re}, \lambda_{bpa}, \lambda_{tv}$ are corresponding weights. We feed $I_o$ to the VGG-19 and obtain a feature map $F_o$ to calculate $L_{im}, L_{re}$ and $L_{bpa}$ on feature-level, while $L_{tv}$ is defined on the pixel-level for $I_o$.

Immerse Loss: To ensure that the foreground object is still identifiable, the camouflage image needs to retain enough foreground object information for identification. But for structure consistency and appearance consistency, this part of information must be as little as possible. To strike a balance, we design an immersse (IM) loss to compare the contrast difference between $F_o = E(I_o)$ and $F_f$ in the region of our concern. Specifically, we first use the method of Hou et al. [51] to generate a saliency map $S$ (as shown in Fig. 4) for $F_f$:

$$S = \sum_k |F^{-1}[\exp\{L(f_k) - L(f_k) \times h_n + iP(f_k)\}]|^2,$$

(8)

where $k$ indexes the feature channels, $F^{-1}$ is Inverse Fourier Transform, $h_n$ is a local average filter of size $n \times n$, $L$ and $P$ represent the real and imaginary parts of Fourier Transform, $i$ is the imaginary unit. The saliency map $S$ represents the importance of each point on $F_f$ for identifying the object. The larger the value, the more important the point is, so it is more necessary to be retained. We also introduce $M_d$ to select those points that we focus on. Based on $S$ and $M_d$, IM loss calculates the contrast
of each point pair on \( F_o \) and \( F_f \) respectively, and then calculates the difference of the corresponding contrast on the two feature maps:

\[
L_{im} = \sum_{i} \sum_{j \neq i} \left| \left| (F_{o_i} - F_{f_j}) - (F_{o_i} - F_{f_o}) \right| \right|_2 \\
\cdot (S_i + S_j) \cdot (M_{d_i} \lor M_{d_j}),
\]

where \( i, j \) denote the position index, \( \lor \) denotes logical OR, those point pairs with any point on \( M_d \) is 1 can be included in our focus.

IM loss and the leave loss of Zhang et al. [13] both use a saliency map to guide the foreground features that need to be retained, but the difference is that they compute the normalized cosine distance between feature vectors of an input image, which cannot intuitively reflect the structural difference, and the calculation is complicated. Our IM loss directly compares the contrast difference of the feature map after the mean-variance normalization. This contrast reflects the structure of the image, and the calculation is simpler.

Remove Loss: Using IM loss alone is not sufficient, because it only retains the key structure of the foreground and does not compare with the background structure, which results in structure inconsistency with the background. To address this problem, we use the remove loss of Zhang et al. [13] to introduce structures similar to the background outside the region indicated by \( S \), which is defined as:

\[
L_{re} = \sum_{l=1}^{4} \left| \left| (1 - S) \odot (E^l(I_o) - E^l(I_b)) \right| \right|_2,
\]

where \( E^l(\cdot) \) denotes the feature of VGG encoder in the \( l \)-th layer. In our experiments we use \( relu1_1, relu2_1, relu3_1, relu4_1 \) layers with equal weights to reconstruct the background structure at multiple scales.

Zhang et al. [13] introduces remove loss to remove foreground features that support feature search, without considering whether the introduced background structure looks natural. Different from them, by the influence of the PSF module, those foreground points whose structure is too different from the current background point will not be sent to the decoder, so even if the \( S \) value of a point is large, it will not destroy the background structure. Under the combined action of IM loss, remove loss, and the PSF module, we can reconstruct a camouflage image that does little damage to the background structure, but contains the key structure of the foreground.

Background Patch Appearance Loss: In multi-appearance region, different appearances randomly appear at any position. Extracting the global appearance features in this region without distinction will mix different appearances, and fail to recover consistent appearance with the original background, as illustrated in Fig. 5. To address this issue, we design a background patch appearance (BPA) loss for this region. For each point in \( E(I_o) \), we calculate the mean and variance in a window of size \( \omega \times \omega \) and centered on that point, and perform the same operation on \( E(I_b) \). BPA loss calculates the difference between them on the entire image:

\[
L_{bpa} = \sum_{l=1}^{4} \sum_{i} \left| \left| \mu(E^l(I_o)_i^{\omega \times \omega}) - \mu(E^l(I_b)_i^{\omega \times \omega}) \right| \right| + \left| \left| \sigma(E^l(I_o)_i^{\omega \times \omega}) - \sigma(E^l(I_b)_i^{\omega \times \omega}) \right| \right|,
\]

the definition of each symbol is the same as above.

Similar to Huang et al. [12], BPA loss also obtains the appearance of each region by calculating the mean and variance. But different from the style loss used in style transfer [5] and Zhang et al. [13], BPA loss pays attention to the appearance in a small window of each point. By aligning the local appearance of \( I_o \) and \( I_b \) at multiple scales, we can effectively divide the different appearances and create a buffer region at their junction, thereby alleviating the camouflage failure caused by the aliasing of multiple appearances.

Total Variational Loss: As Johnson et al. [20] describe, generate approach can not ensure smoothness in the output image. To create a smooth effect on \( I_o \), we use total variational loss [52], [53] on the pixel-level, it is defined as:

\[
L_{tv} = \sum_{i,j} \left( ((I_o^{i,j+1} - I_o^{i,j})^2 + (I_o^{i+1,j} - I_o^{i,j})^2) \right),
\]

where \( i, j \) represent the index of pixels in the horizontal and vertical directions in \( I_o \).

IV. EXPERIMENTS

In this section, we give the detail of our experiment setup. We first compare our approach with existing image blending,
Fig. 6. Comparison with existing methods in single-appearance regions. The top of the first column is the background image (B), the bottom is the embedding of the foreground (E), the second to sixth columns are the results generated by other methods, and the last column is our results.

A. Implementation Details

Our network is trained by 5000 examples in MS-COCO Val 2017 [54] as foreground images with masks and 4304 examples in Landscape$^{2}$ [58] (cull gray images) as background images. While training, each foreground image is resized to $256 \times 256$, and the background image is resized to $512 \times 512$, then randomly cropped to $256 \times 256$. At the generation phase, $I_f$ and $I_b$ can be of any size (as long as $I_f$ is smaller than $I_b$). Our algorithm base on PyTorch$^3$ [59], and use the Adam [55] as optimizer and 8 as batch size. The learning rate is set to $1 \times 10^{-4}$, and the decay rate is set to $5 \times 10^{-5}$. We use the output of $relu4_1$ in a pre-trained VGG-19 for fusion and IM loss, while the outputs of $relu1_1$, $relu2_1$, $relu3_1$ and $relu4_1$ are chosen for the BPA loss and remove loss. The weight of loss functions is set to $\lambda_{im} = 1.2 \times 10^4$, $\lambda_{re} = 1 \times 10^2$, $\lambda_{bpa} = 2 \times 10^2$, $\lambda_{tv} = 5 \times 10^{-2}$. Our training time on an NVIDIA 1080Ti GPU is about 5 hours.

B. Comparison With Existing Methods

To show the good generation quality of our approach, we compare the generated results with two image blending methods: alpha blending (AB) [10], deep image blending (DIB) [11], two style transfer methods: neural style transfer (NS) [5], AdaIN [12], and a camouflage generation method: deep camouflage image (DC) by Zhang et al. [13]. We choose not to compare with Chu et al. [1] because their method is a conventional computational camouflage method based on hand-crafted features, and the results of Zhang et al. [13] are more satisfying than theirs. The input of DIB is the entire background image to meet their goal of seamlessly blending the foreground object into the background. For other methods, we use the region corresponding to the smallest square containing the foreground object as background (style) image. We show the comparison results in both single-appearance and multi-appearance regions to prove that our method has the best visual effect in both cases. To show that our method is far faster than DC, we record the time and average time of the two methods on images of different sizes.

Qualitative Comparison: Fig. 6 and Fig. 7 show the quality of our approach compared with other approaches in the single-appearance region and multi-appearance region respectively. As shown, image blending methods like AB and DIB cannot make the color and texture of the foreground objects consistent with the background, so they can be easily found. While style transfer methods like NS and AdaIN can transfer the style of the background image to the foreground objects, they retain too many content features and are too abrupt at the edge of the camouflage region, making the objects stand out in most cases. For DC, when the camouflage region has a single appearance (Fig. 6), it can camouflage the foreground objects to a certain extent, but cannot guarantee that the background structure is not damaged, such as interrupting the continuation of the mountain crack (upper image), or the edge of the camouflage region is not continuous with the rock direction (lower image). In contrast, our method better restores the structure in the background and is more natural. In addition, DC retains too few foreground objects features, which may cause their results to be completely invisible, while the foreground objects in our result can always be found after careful observation. When the camouflage region has multiple appearances (Fig. 7), DC either mixes these appearances (middle, lower image) or randomly arranges these appearances (upper image), thus destroying the naturalness of
the results and making the foreground objects too stand out. In contrast, our method better restores the distribution of different appearances, therefore greatly improving the camouflage effect in multi-appearance regions.

**User Study:** The effect of the camouflage image is based on human subjective judgment. Therefore, referring to the previous work on image composition [11], [42] and camouflage generation [1], [13], we conduct user studies to quantitatively describe the effect of our results. We randomly select 20 sets of foreground and background images and use different methods to get the corresponding results. We manually select camouflage regions with multiple or single appearances, since random selection yields only a small number of regions with a single appearance. 21 participants are invited to rate the results on three questions:

- **Q#1:** Are the foreground objects hard to be found? (Sort the 3 hardest-to-find results and 3 for the hardest.)
- **Q#2:** Which is the most visually natural result?
- **Q#3:** Which result do you like best?

Fig. 8 summarizes the results of the user studies. The three subgraphs correspond to the rating results of the three questions respectively. As shown, our results are considered more difficult to find by users (more number of “3” and rating). Furthermore, our results are also rated as “the most visually natural” and “the most prefer” by more users.

**Running Time:** Unlike existing methods, our method learns a type of camouflage mapping through data-driven. It only needs one inference to generate camouflage images. Compared with previous camouflage generation methods for optimization iterations, our generation speed is greatly improved. To demonstrate

Fig. 7. Comparison with existing methods in multi-appearance regions. The top of the first column is the background image (B), the bottom is the embedding of the foreground (E), the second to sixth columns are the results generated by other methods, and the last column is our results.

Fig. 8. Ratings for our method and the compared methods on three questions. Our method gets more “3” in Q#1, which means we have a better camouflage effect. And our method is also considered to be the most visually natural and the favorite.
TABLE I

| Number | Speed Comparison (in Second) with Zhang et al. [13] on the 20 Results Used in the User Study |
|--------|------------------------------------------------------------------------------------------|
|        | Single/Multi | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | Average Time (S) |
| Size   | S            | 192 | 217 | 330 | 179 | 324 | 298 | 258 | 230 | 235 | 260 | 339 | 181 | ~270             |
|        | S            | 180 | 238 | 278 | 196 | 239 | 232 | 290 | 288 | 306 | 287 | 513 | 180 | ~287             |
| Zhang et al. [14] | S            | 32.40 | 54.33 | 47.65 | 45.33 | 389.81 | 294.32 | 82.62 | 70.56 | 74.06 | 79.35 | 822.66 | 334.39 | 205.55             |
| Ours   | 0.96 | 1.10 | 1.19 | 1.19 | 1.00 | 1.14 | 1.09 | 1.06 | 1.28 | 1.24 | 1.39 | 1.05 | 1.14 |                  |

We record the size of the camouflage regions (not the foreground or background images). Single/Multi (S/M) represent single-appearance/multi-appearance region respectively. Our generation speed is almost independent of size and is two orders of magnitude faster than them.

that, we compare our generation time with Zhang et al. [13] on the 20 results in the user study. Since different sizes and whether the camouflage region has multiple appearances may both affect the generation speed, we record the size and generation time for each image pair and count the average generation time in the single-appearance region and multi-appearance region and total average generation time. Zhang et al. need an additional step of recommending the camouflage region before the camouflage generation, so we only record the time of their camouflage generation step for fairness, which means that they actually take longer than our records. The computing device used by us and Zhang et al. is both an NVIDIA 1080Ti GPU. The comparison results are shown in Table I. Our method is two orders of magnitude faster than them, since their method is based on a slow iterative optimization. And the larger camouflage region does not significantly increase our generation time.

C. Ablation Study and Analysis

Effect of Loss Components: We provide a detailed analysis of each component in the loss function in FIG. 9. The results generated by our full loss are shown in Fig. 9(g). In Fig. 9(b) and (c), we replace $L_{im}$ with $L_{content}$ in style transfer [12] and $L_{leave}$ in Zhang et al. [13], respectively. It can be found that $L_{content}$ indiscriminately retain foreground features, making foreground objects too obvious, while $L_{leave}$ retains too few foreground features except for the most important part in most cases, making the foreground objects difficult to identify. And these problems cannot be solved by simply adjusting the parameters. Our $L_{im}$ can preserve foreground features in a suitable proportion, so that foreground objects are still identifiable while achieving camouflage. Fig. 9(d) shows that using $L_{style}$ in style transfer [12] cannot distinguish the relative positions of different appearances, which causes some appearance features to appear in another location, resulting in an abrupt effect. While $L_{bpa}$ effectively solves this problem. By introducing $L_{rc}$, we can effectively recover the background structure under the guidance of the saliency map $S$, as shown in Fig. 9(e). And by introducing $L_{tv}$, we can generate a smoother image, as shown in Fig. 9(f).

Effect of PSF: Here, we investigate the effect of the PSF module in our approach. We design two modules to replace our PSF module: (A) Directly using AdaIN:

$$\text{Module}_A(F_f, F_b) = \sigma(F_b) \left( \frac{F_f - \mu(F_f)}{\sigma(F_f)} \right) + \mu(F_b), \quad (13)$$

which do not consider both structure consistency and appearance consistency. (B) Summing structure features of $F_f$ and $F_b$ at the channel dimension, and introducing local appearance through local AdaIN:

$$\text{Module}_B(F_f, F_b) = L\text{Ada} \left( F_f + F_b, F_b \right), \quad (14)$$

Authorized licensed use limited to the terms of the applicable license agreement with IEEE. Restrictions apply.
which consider the appearance consistency but not the structure consistency. The results generated by A, B and PSF are shown in Fig. 10. Module A does not preserve the background structure and introduces the mixed appearance features of the entire background image, thus severely destroying the background structure in the camouflage regions and having inconsistent appearances with the surrounding regions such as color and texture (Fig. 10(b)). Module B introduces the corresponding appearance for foreground objects according to the appearance distribution of the background, but due to the direct summation of the structure features of the foreground and background, the one with the simpler structure is easily completely covered by the other visually (Fig. 10(c)). Whereas our PSF module generates results with continuous structure and appearance (Fig. 10(d)).

**Results for different camouflage location:** Our LCG-Net is able to adapt to camouflage regions with different appearances and has good visual effects at different locations of the background, thus is location-free. Fig. 11 shows the results of ours and Zhang et al. [13] to camouflage the same foreground object at different locations of the same background image. It can be seen that when the camouflage location changes from single-appearance to multi-appearance, Zhang et al. [13] mixes different colors into one color, so it appears abrupt (the second, third, and fourth rows), However, our method has good camouflage effect at different locations of the four images, so it is insensitive to the camouflage location (location-free).

**Effect for different parameters:** Fig. 12 shows the effect of different loss weights on the degree of camouflage. As shown, reducing $\lambda_{im}$ or increasing $\lambda_{bpa}$ or $\lambda_{re}$ individually can all improve the degree of camouflage. Users can obtain the desired degree of camouflage by adjusting the loss weights during the training phase within a certain range. Since the results obtained by our default parameter is the camouflage effect we think is the most suitable, excessive reverse adjustment on this basis will make the foreground objects too prominent and even disturbing, so we do not recommend this.

**V. APPLICATION**

As mentioned above, our approach has a fast generation speed and does not limit by background content. Therefore, camouflage generation may have various downstream applications in the fields of art, data augmentation, and information security. Here we envision some potential applications for our approach. We expect our ideas to inspire future exploration and research on camouflage generation.

### A. Camouflage Image Dataset

Although camouflage images are difficult for humans to identify, they can still be seen through careful observation. However, accurately identifying camouflaged objects is more challenging.
for neural networks than traditional classification/detection, because of the high intrinsic similarities between the targets and non-targets [49]. Therefore, we can use the efficient LCG-Net to quickly generate a series of camouflage datasets to aid training on these tasks, one example generated from ImageNet [56] is shown in Fig. 14(a). Since the main role of the camouflage dataset is not for human viewing, we can simply resize the foreground and background images to the same size and then camouflage them. And since our method tends to retain the most salient structure of foreground objects, and the foreground objects are often the most salient in the whole image, we can directly use $I_o$ as the final result without using a mask (and remove $M_d$ in section III), which greatly reduces the restriction on the selection of foreground dataset. Camouflage datasets can be used for the following two tasks.

**Concealed Object Detection:** Concealed object detection (COD) [49] aims to identify objects that are “seamlessly” embedded in their surroundings (as shown in Fig. 14(b)). This task has high application potential in medical, agriculture and other fields. However, the high intrinsic similarities between the target object and the background make COD far more challenging than the traditional object detection task. Detection models trained on traditional datasets are difficult to detect camouflaged targets, while the number of natural camouflage images is too small to train a robust model from them. Therefore, we can use the camouflage dataset to assist the training of the COD task, thereby improving the performance of the COD model.

**Improve the Robustness of CNNs:** Much previous research believes that the most critical feature for humans to recognize objects is shape, and CNNs, like humans, “implicitly learn representations of shape that reflect human shape perception” [58]. However, other studies have pointed out that CNNs are more inclined to the texture features of objects, even if the global shape structure is destroyed, CNNs can still classify images by some certain texture features [59], [60]. However, if the image loses its texture features, it will be difficult for CNNs to recognize [61]. Therefore, the robustness of CNNs in the face of corrupt images still needs to be improved. Geirhos et al. [57] created images with a texture-shape cue conflict by style transfer [5] (as shown in the top of Fig. 14(c)), and train a CNN on them to change texture bias towards shape bias. Inspired by them, we can introduce a camouflage dataset, which forces CNNs to avoid the features of short-cut and learn the essential features which have the discriminative ability, thereby improving the robustness against corrupt images (the bottom of Fig. 14(c)).

B. Adversarial Attack

With the development of deep neural networks (DNNs), researchers have gradually discovered that a small, carefully designed modification to an input image can cause the network to output wrong results. These modified images are called adversarial examples, and the methods of generating these adversarial examples are called “Adversarial Attack” [62]. Brown et al. [63] propose an attack method that affects classifier results by generating an irrelevant patch and placing it anywhere within the field of view of the classifier. Duan et al. [64] propose an attack method that adds smudges to objects to make the classifier misjudge. Inspired by them, we can camouflage an object in the input image, as shown in Fig. 15. The camouflaged object is difficult for humans to find but will cause the classification or detection results to misjudge (e.g. identify the “rhino” in the background as “stone”). While for the real-world attack, we can paste carefully crafted camouflage images on the surface of any object to interfere with real-time-demanding tasks such as autonomous driving. Since adversarial attacks and defenses often complement each other, such attack methods may also facilitate the development of adversarial defense techniques.

C. Visual Effects

With the development of photo and short video software, various special effects processing methods emerge one after another. And camouflage images are interesting to humans, so they can be developed into a visual effect. Our LCG-Net can efficiently camouflage foreground objects anywhere in the background image, which allows us to apply it to image and video tasks that contain large numbers of complex backgrounds. Here, we present an easy-to-make and novel demo. Imagine the face of the mountain god emerging on the mountain and speaking, similar special effects can be applied to film and television production or short video entertainment. Specifically, we use LCG-Net to camouflage each frame of the video to the background image and use the video temporal consistency enhancement method proposed by Lai et al. [65] to make the processed frames appear more temporally coherent. We show three consecutive frames in Fig. 16.

VI. LIMITATION AND DISCUSSION

Although our method is able to accomplish the camouflage task in most cases, it still suffers from some limitations. First, we use the saliency map to indicate features that guarantee foreground objects are still identifiable. But in some cases, the part indicated by the saliency map may be different from the part the users wish to retain, which limits the flexibility of our method.

![Image](image.png)
Fig. 14. Camouflage Dataset. Part (a) A standard example from ImageNet [56] and the camouflage example generated with it. We do not embed the foreground objects into the background images since these human visual artifacts have little impact on the deep neural network. Part (b) Concealed Object Detection (COD), the camouflage dataset can assist the training of COD. Part (c) Top: Transferring the style of elephant skin to the cat, Geirhos et al. [57] proves that traditional CNNs are strongly biased towards recognizing textures rather than shapes and classify the stylized result as “elephant”. Bottom: Introducing the camouflage dataset can force CNNs to avoid the features of short-cut and learn the essential features which have the discriminative ability, thereby reducing mean corruption error (mCE) on the corruption validation set.

Fig. 15. Adversarial Attack. (a) Original Image. The detection result is “rhino”. (b) Embedding the object to be camouflaged. (c) Adversarial Example. It still looks like a “rhino,” while the detection result is “stone”.

Fig. 16. Visual Effects. Camouflage human (or animals) images to mountains (or other landscapes) to create some interesting results, or to use in film and television productions.

Fig. 17. Limitation. Since the foreground object is too smooth to extract the saliency map, the results of ours and Zhang et al. [13] are both unidentifiable.

A solution is to add the saliency map to the features fed to the decoder during training. After the training, users can modify this item as input to filter the part they want to retain. Second, although both we and Zhang et al. [13] use the saliency map proposed by Hou et al. [51] to indicate features of foreground objects that are sufficiently identifiable, this hand-crafted saliency does not directly equate with identifiability. As shown in Fig. 17, the results generated by the two methods are both difficult to identify because the overall foreground object is too smooth to extract salient parts. To solve this problem, we need to learn which parts of the foreground objects are the most discriminative. A feasible idea is to introduce learning-based methods such as CAM [66] or Grad-CAM [67] to replace the saliency map. Similarly, if the background is completely smooth (such as the sky), as shown in the top row of Fig. 10(d), our method may leave some obtrusive ghosting artifacts, since, for the camouflage generation task, it is impossible to leave clues for identification in smooth regions without disrupting visual coherence.

VII. CONCLUSION

In this paper, we propose a novel end-to-end framework for camouflage image generation, namely location-free camouflage generation network (LCG-Net). Different from the existing methods, we have a more efficient generation speed and use a well-designed position-aligned structure fusion (PSF) module to adaptively combine the high-level features of the foreground and background image to generate a camouflage image.
that has a good effect even at the multi-appearance regions. Due to the unique advantages of our approach, we envision several potential applications for camouflage generation including camouflage dataset, adversarial attack, and visual effects production. We believe that this flexible and efficient approach can be extended to more interesting and useful tasks. In future work, we plan to study more representational features of foreground objects and perform camouflage on high-resolution images.
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