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Highlights

- Individuals learn from local observations to exhibit decentralized swarm behavior
- We use reward-modulated spiking neural network for online collision avoidance learning
- Multi-drone swarm achieves self-organized, stable, and safe flight in bounded space
- Our method exhibits superior performance and stability to ANN-based methods
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In brief

The collaborative interaction mechanisms of biological swarms in nature are of great importance to inspire the study of swarm intelligence. This paper proposed a self-organizing obstacle avoidance model by drawing on the decentralized, self-organizing properties of intelligent behavior of biological swarms. Each individual independently adopts brain-inspired reinforcement learning methods to achieve online learning and makes decentralized decisions based on local observations. The proposed method enables a drone swarm to emerge with autonomous obstacle avoidance ability in bounded space.
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SUMMARY

Biological systems can exhibit intelligent swarm behavior through relatively independent individual, local interaction and decentralized decision-making. A major research challenge of self-organized swarm intelligence is the coupling influences between individual behaviors. Existing methods optimize the behavior of multiple individuals simultaneously from a global perspective. However, these methods lack in-depth inspiration from swarm behaviors in nature, so they are short of flexibly adapting to real multi-robot online decision-making tasks. To overcome such limits, this paper proposes a self-organized collision avoidance model for a drone swarm inspired by the decentralized, self-organized swarm behavior mechanism in nature. Each individual adopts a reward-modulated spiking neural network to learn autonomously and makes decisions based on local observations. Eventually, the drone swarm emerges with safe flight behavior. This work shows biological plausibility in terms of learning mechanism and cognitive behavior, and it provides a basis for developing bio-inspired swarm intelligence.

INTRODUCTION

In nature, extensively coordinated and self-organized, large-scale swarm movement behaviors exist. Group collaboration plays a vital role in the survival of organisms in nature. Honeybees collectively find good nectar sources through waggle dances.1,2 Flocks of birds, herds of land animals, or schools of fish can spontaneously exhibit ordered patterns without collision. Their cooperative interactions also help in preying and defending against predators even in an unknown and dynamic environment.
Taking inspiration from the collective behaviors of biological systems in nature, swarm intelligence exhibits the characteristics of decentralization, distribution, coordination, self-organization, steady state, and the emergence of intelligence. Individual agents of swarm robotics obey with relatively simple learning ability, interacting locally with their neighbors and environment, leading to the emergence of intelligent behavior. Because of the independent decision-making without any central processing, the failure of a single robot will not affect the overall behavior, which makes the swarm system more robust and adaptive.

There has been a significant amount of work on multi-robot decision-making systems, as detailed subsequently.

**Collision avoidance**

Shi et al. proposed a decentralized neural-swarm method for close-proximity flight of multi-robot swarms. The learning-based neural-swarm adopted a deep neural network (DNN) to predict interaction forces based on the relative positions and velocities inputs from neighboring multi-robots. DNN excels at offline training based on a large amount of training data collected from real environments. Although it can be applied to online decision-making, it often cannot effectively solve interactive few-shot online reinforcement learning tasks in real-world scenarios due to offline and online information distribution shift. Van Den Berg et al. presented a reciprocal velocity obstacle method for multiple robots to select an action that can avoid collision with other robots. The robots need to select the preferred velocity based on the other robots’ radius, current position, and current optimization velocity. This method was applied to multiple mobile robots for collision-free navigation in several challenging scenarios.

**Path planning**

Path planning aims to reach the destination in a complex environment that may involve static and dynamic obstacles, while ensuring safe and reliable navigation. Bao et al. proposed an obstacle avoidance algorithm for swarm robots based on a self-organizing migrating algorithm. The fitness function is based on the principles of attraction of targets and repulsion of obstacles to help the robot find a trajectory to move safely away from the trapped area. Based on particle swarm optimization (PSO), Biswas et al. presented an obstacle avoidance and path planning method for autonomous multi-agent systems. Although these methods are relatively bio-inspired, the evolutionary optimization algorithms search the solution from amounts of randomly generated individuals, which makes them hard to be applied to real-time decision-making of actual multi-agents.

**Formation maintenance**

Many recent works focused on dynamically bypassing obstacles without colliding with them, while maintaining the given swarm formation. Yasin et al. developed a formation maintenance algorithm with collision avoidance capability and validated it on simulated unmanned aerial vehicles (UAVs). Zhou and Schwager proposed a method for a human user to teleoperate a swarm of quadrotors in an environment with obstacles. By applying multiple vector fields, the method allowed for the quadrotor swarms to maintain the desired formation, while autonomously avoiding collisions with obstacles and with each other.

For maintaining a predefined formation, every agent needs to adjust its coordinates with respect to the leader or other neighboring agents. The fixed formation is so rigorous that it is very sensitive to individual failure, which may result in overall collapse.

**Pattern formation**

Some research focused on a self-organized morphogenetic approach for pattern formation in robot swarms. They used a gene regulatory network capable of implementing the reaction-diffusion Turing patterns as the basis for the pattern formation.

**Explanation environment**

Lswarm efficiently optimized a global coverage strategy in a complex 3D urban environment while avoiding collisions with static obstacles, dynamic obstacles, and other agents based on optimal reciprocal collision avoidance method. McGuire et al. presented a minimal navigation algorithm that allowed a swarm of tiny flying robots to autonomously explore an unknown environment and subsequently come back to the departure point. Essentially, environmental exploration needs centralized control on multi-robots from a global perspective.

**Flocking**

Boids described that the aggregate motion of the simulated flock results from the interaction of individual agents adhering to relatively simple rules. The rules applied in the simplest Boids include separation, alignment, and cohesion. Based on the Boids model, Alaliyat et al. optimized the moving vector coefficients in the Boids model using a genetic algorithm and PSO algorithm. Based on the three general rules of Boids, Vásárhelyi proposed a decentralized control framework for real drones flocking in a noisy, windy, delayed environment. Vásárhelyi further incorporated CMA-ES evolutionary optimization algorithm to optimize the tunable parameters in the flocking model for a large group of autonomous flying robots navigating in confined spaces.

Collision avoidance is a fundamental problem in the study of swarm intelligence. The problem of collision avoidance has been well studied through neural network, evolutionary algorithm, and mathematical optimization. However, DNN and evolutionary algorithms need to optimize a large number of parameters in the simulated agents before transplanting the learned model to the real drones, which shows relatively low adaptability to the flexible and complex environment. On the other hand, for mathematical optimization algorithms, collective safe behaviors are derived from linear programming or gradient descent from a global perspective, while individuals do not have the ability to learn safe strategies.

Swarm collision avoidance in nature is based on the individual, independent, autonomous learning ability with the combination of local interaction with neighbors. The decision-making process shows to be decentralized and self-organized. One potential approach to designing self-organized collision avoidance for real UAVs is to draw inspiration from biology. The self-organized collision avoidance model designed in this paper takes into account bio-inspired local interaction together with decentralized autonomous decision-making, as well as brain-inspired
The collision avoidance problem can be defined in the context of multi-drone swarm collision avoidance. Different from the previous collision avoidance methods with offline pre-trained models and global mathematical calculations, our model focuses on the brain-inspired autonomous learning of a single individual for achieving decentralized and self-organized decision-making, which shows to be more biologically plausible. The main contributions of this paper can be summarized as follows:

1. Our proposed collision avoidance model exhibits decentralized and self-organized decision-making, enabling individuals to learn from local observations efficiently and independently, so it is more suitable for real-world online drone swarm collision avoidance.
2. We establish a brain-inspired reinforcement learning model (RSNN) with the combination of spiking neural network (SNN) and reward-modulated spike-timing-dependent plasticity (R-STDP) for online swarm collision avoidance.
3. We conduct both simulation and real-world experiments with different numbers of agents to verify the effectiveness of our proposed method. Based on fully autonomous, decentralized, self-organized decision-making, the multi-drone swarm attains a stable and safe flight (with no collisions between agents) in bounded space and maintains it over time.

RESULTS

Decision-making process
The collision avoidance problem can be defined in the context of multiple autonomous drones flying freely in a bounded space with obstacles and other moving agents, where the drones can keep safe flights without any collision. The decision-making process of the UAVs swarm is depicted in Figure 1. The agents first randomly scattered around the scene in random flying directions. Each individual consists of an independent decision-making center (the brain-inspired reinforcement learning network, RSNN), which can autonomously learn safe flight strategies based on local observations from neighbors. When encountering danger (there are other agents that are visible, close, and approaching), the dangerous agents need to execute RSNN to optimize flight strategy (learn to choose an action from eight flight directions). RSNN learns according to the flight direction and relative position of other agents in the neighborhood that pose potential threats. In particular, we define a vertically inward direction for the boundary. Note that the speed magnitude for each agent is the same: 1/step in the x and y direction for simulated scene, and 20 cm/step in the x and y direction for real-world experiment. Thus, we will not consider updating the speed magnitude and only update the speed direction.

Essentially, multiple drones flying freely in a bounded space may result in the cooperation issue between multi-agents, since the strategy update of every signal agent may affect the response of every other agent, which makes it hard for decision-making in a decentralized way for multi-agents. Different from some global optimization methods, this paper solves the cooperation problem through completely independent individual autonomous learning based on online and real-time local observation, which shows to be more inspired by nature and biologically plausible. We perform both simulation and real-world experiments with different numbers of robots to verify the effectiveness of our proposed method.

Simulation experiments
We first implemented multi-robot collision avoidance in the simulated scene. In a simulated scene, we could perform extensive experiments to gather sufficient statistics on trends such as the relation between the performance and the number of robots. We can also observe the learning process of RSNN. As a simulation, we defined a 500 x 500 scene with 4–25 agents. The collision threshold $T_{col}$ is set to 25, and the visible threshold $T_{vis}$ is set to 75. Figure 2 shows four examples of the moving trajectory in the simulated bounded scene with 4, 6, 10, and 12 agents. The moving trajectories indicate that when approaching other agents and boundary, all the individuals can quickly change flight direction to avoid collision. Besides, we perform the collision avoidance experiment in the bounded space for 1 h in succession, and all agents can keep safe flight without any collision. Because RSNN is online trial-and-error learning, the decision-making process will be a little unstable and chaotic at the beginning (with no collision, just need several tries), then the multi-agent swarm gradually emerges to a steady state for long periods of safe flying.

For multi-agent collision avoidance, adding more robots leads to a higher collision probability. The number of collisions can be considered as the primary performance metric. We evaluate the number of collisions as the number of times that $\sum d_j < T_{col}$ is satisfied in a given period of time. To verify the effectiveness of our method on different numbers of agents, we count the number of collisions between agents with 60, 65, and 70 collision threshold $T_{col}$, respectively. We test 5, 10, 15, 20, and 25 robots in each simulated environment. For each test configuration, 15 environments are generated for every 500 frames (approximately 30 seconds) of simulation.

The results shown in Figure 3A indicate that adding more agents leads to more collisions. This effect is mainly due to the limitation of the fixed bounded space. From Figure 3A, there...
are almost no collisions with five agents. Even for 25 agents, on average, only eight collisions occur under $T_{col} = 70$ threshold. A few collisions occur at $T_{col} = 70$, which implies that the trial-and-error learning may try the wrong action at the beginning and cause the collision at $T_{col} = 70$. For $T_{col} = 65$, there are fewer than two collisions that occur on average for different numbers of agents. For $T_{col} = 60$, there is almost no collision between the agents. The number of collisions decreases at thresholds 70, 65, and 60, suggesting that agents can gradually learn to avoid danger. In particular, since the visible threshold $T_{vis}$ is equal to 75, five agents could learn safe strategy within 5–10 steps, and twenty-five agents could learn a safe strategy within 10–15 steps. These results demonstrate that our RSNN can quickly learn safe strategies to avoid collision.

The collision avoidance ability of collective agents is attributed to individual reinforcement learning with RSNN. We illustrate the effectiveness of RSNN by counting the change of the number of collisions between 20 agents with $T_{col} = 70$ and $T_{col} = 65$. The number of collisions is calculated on 15 experiments with each over 500 frames and fitted by linear regression, as depicted in Figure 3B. At the beginning of learning, RSNN has no preference for choosing behavior. Thus, collisions may occur. In the early stage of learning, it takes many times of trial and error to learn the correct rules. With the accumulation of experience, RSNN becomes capable of early detection of potential collisions and thus learns safe strategies for avoiding such collisions as early as possible. Therefore, with the advancement of learning, the number of collisions will gradually decrease, as shown in Figure 3B. The trends of the curves demonstrate that the RSNN gradually converges and learns the correct strategy so that the collective behavior can gradually tend to be safe at a steady state.

Real-world experiments

Subsequently, we performed real-world experiments. Particularly, the drone swarm consists of several RoboMaster Tello Talent units developed by DJI. The hardware package of the drones contains the following main modules: the vision positioning system is used for positioning. In the real-world scene, positioning is often accompanied by error, and the measured positioning error in this paper is about 10 cm; the expansion kit includes an open-source controller that supports programming with MicroPython. The open-source controller combines a 2.4/5 GHz dual-frequency Wi-Fi module for ranging to other drones and to the wireless beacon.

Considering the inevitable constraints of real drone swarms, we make some improvements to guarantee the swarm behavior. Due to the inevitable unstable transmission, the position and velocity data received by the model may be delayed and old. We solve this problem by keeping open another process to synchronously acquire the real-time position and flight direction of the drone swarm while executing the drone behavior, preventing the acquired location information from being old. In addition, we count the error of the position in the real scene (about 10 cm), and we carefully define the collision threshold between UAVs as $T_{col} = 80$ cm and visible threshold between UAVs as $T_{vis} = 160$ cm in the model, which can accommodate the...
positioning with errors and the behavior with disturbances. Considering that the real UAV swarms fly out of synchronization in time and space, the decentralized UAV cannot guarantee to reach the target position at the same time, which will affect the performance of learning. Based on the formation design of Tello Talent, we instruct the drone swarm to fly to the target position and wait for it to complete the command before executing the next command.

Real-world experiments perform collision avoidance with two, three, four, and five small UAVs (150 x 150 x 45 mm) at the same time in a bounded 3 x 3 m space. We counted the total number of collisions of about 50 tests for 5 min each time. When there are only two or three UAVs in the bounded space, online RSNN can quickly learn the correct flight strategy, and the number of collisions is less than five. However, when there are many UAVs in the bounded space (four or five UAVs), the RSNN may learn wrong strategies due to the inaccurate positioning of the real UAVs, which leads to a decline in accuracy. Moreover, due to the inaccurate movement of the UAVs in real scenes, there are disturbances and errors, resulting in high requirements for the accuracy of the model. For simplicity, we adopt well-trained RSNNs that learn online in the simulation scene (with the same environment as the real-world scene), and then we transplant the well-trained RSNNs to the real scenes. They can achieve stable safe flight (no collision between UAVs) and maintain it for a long time.

Figure 4 depicts the experimental results of five UAVs’ collective decision-making in bounded indoor space. The UAVs are dispersedly located in the environment at the beginning. Then they wander in the bounded space and avoid each other through the pre-trained RSNNs. Arrows with different colors in Figure 4 represent the trajectory and flight direction of the UAVs. The red circles indicate the UAVs with potential danger in the current frame. The green circles indicate the avoidance behavior of UAVs in response to the danger. The trajectories reveal that five real UAVs can avoid the boundary and each other and keep safely flying for a long time.

Attributing to the well-trained RSNNs (trained in an online manner on a simulation scene with the same environment as the real-world scene), no collision occurs when several real-world experiments are conducted, which demonstrates that the local interaction and RSNN are robust and flexible for the disturbance and variety of real scenes.

DISCUSSION

This study proposed an RSNN-based self-organized collision avoidance model for drone swarms. Our main highlight is that the swarm intelligent behaviors emerge from the decentralized individual reinforcement learning based on local interaction. The proposed model is applied to the swarm collision avoidance tasks in bounded space in both simulated and real-world scenes. Because of the behavior interaction between multiple agents, it is difficult to self-organize and achieve swarm cooperative decision-making tasks. Most existing researches deal with swarm collective decision-making through optimizing the overall behavior of the swarm from a global perspective. Neural network-based collision avoidance method needs a large number of training samples to optimize the network well to apply to real drones. Mathematical optimization methods considered all agents in the environment and calculated an optimal path for each agent, while the individual did not possess autonomous learning ability. Evolutionary algorithm searched the optimal parameters for all agents through simultaneously evolving the overall swarm behaviors. To sum up, offline pre-trained and global optimization always require a large amount of time consumption and complex computation, which makes them hard to be applied to online, real-world decision-making.

Compared with the approaches used in the previous study on the multi-robot system, our collision avoidance model for drone swarms exhibits the characteristics of decentralization and self-organization, which means the emergence of collective behavior only exploiting local interactions among multi-drones, without any reference to the system as a whole. Furthermore, it shows to be more efficient because each individual leverages a lightweight RSNN to learn independently online. To ensure the self-organizing local interaction of our model, the input of RSNN is
the local information from the individual’s perspective. The feedback from the environment (reward function) also shows a local environmental assessment with no need to access all the individuals. Individual independent reinforcement learning also reflects the emergence of self-organized order from initial disorder. These all support our insight that only through local interaction between individuals with simple learning ability can the multi-agents emerge in collective intelligent behaviors. In summary, our proposed method shows to be more nature inspired (decentralized and self-organized decision-making), more energy efficient (small RSNNs architecture with computational efficiency to learn independently from local observation), and naturally more suitable for drone swarm collision avoidance.

Figure 5 illustrates the comparison of the number of collisions for different online learning methods including long short-term memory (LSTM)\textsuperscript{20} network, fully connected network, and our method. The experimental setup and procedure are the same as those in Figure 5, except that the results in Figure 5A compare different models with the same collision threshold ($T_{\text{col}} = 65$).

To ensure the fairness of the comparison experiments, we replace the RSNN in our model with LSTM and fully connected two-layer artificial neural network (FCN), respectively, and we keep the other strategies of local interaction and online learning unchanged. From Figure 5, we observe that our method achieves significant advantages (fewer collisions) over the LSTM and FCN models for different numbers of drones and different collision thresholds. For experiments with different number of drones, the results of FCN and LSTM are very similar, while LSTM performs the worst. The reason may be that a large amount of parameters in LSTM always results in underfitting on small sample learning tasks, which makes it hard to be applied to simple online learning tasks due to the limited information available online. The architecture of the FCN is similar to that of our RSNN model, with the only difference being that RSNN adopts spiking transmission and the reward-modulated learning mechanism. The superior performance achieved by our method also illustrates that SNNs with brain-inspired learning mechanisms are better than traditional back-propagation-optimized artificial neural networks.

As shown in Figure 5B, our method (green and blue lines) converges faster, with fewer collisions, and is more stable than other methods under different collision thresholds. FCN and LSTM are more unstable than our method, as reflected by the fluctuating curves and the large fluctuating variance. These conclusions reveal that our method is not only higher performance but also more stable. Therefore, we can conclude that our proposed method achieves superior performance compared with other artificial neural network-based online learning methods.

This paper mainly focuses on collision avoidance for drone swarm. We will further expand to more complex cooperative and competitive decision-making tasks, such as flocking emergence, cooperative preying, formation of migration, and so on. To achieve more nature-like swarm intelligent behavior, we will take inspiration from the neural mechanism of higher cognitive function (such as cognitive theory of mind) for a multi-agent system.

**EXPERIMENTAL PROCEDURES**

**Resource availability**

**Lead contact**

Further information and requests for resources should be directed to and will be fulfilled by the lead contact, Dr. Yi Zeng (yi.zeng@lia.ac.cn).

**Materials availability**

This study did not generate new unique materials.

**Data and code availability**

All original code has been deposited at https://github.com/Brain-Cog-Lab/RSNN under https://doi.org/10.5281/zenodo.7045737 and is publicly available as of the date of publication. The data used in this paper are available from the code, and you can also request it from the lead contact.

**Local interaction**

During the decision-making process, each agent moves toward its flight direction at the same time. When danger is detected from surrounding neighbors, the dangerous agents update their velocity direction according to the neighbors’ velocity direction and relative position. The individual brain-inspired reinforcement learning algorithm (RSNN) is totally decentralized and online (without any pre-training), since each individual independently learns safe flight strategies based on their local observations. Here, we explain the detailed self-organized collision avoidance method, starting with the local interaction between multi-agents and then expanding to the reward-modulated spiking neural network.

Unlike some existing models with central control on the whole multi-agent system simultaneously, we only focus on the local interaction. Individuals in a group can only perceive their neighbors within a certain local range and make a response to danger. Here we present the exact mathematical formulation of our local interaction mechanism.

Figure 6 depicts the local observation mechanism for a single individual, where interactions only occur between the visible, close, and approaching agents. For visibility, we define $V_i$ as the visibility of $i$th agent by an angle-dependent term with a cutoff at a visible range:

$$V_i = \begin{cases} 1, & \alpha_i \in (-\pi/2, \pi/2) \\ 0, & \text{otherwise} \end{cases} \quad \text{(Equation 1)}$$

In the equation above, $\alpha_i$ is the angle between the velocity direction of agent $i$ and agent $j$. For distance-based collision term, we first define visibility threshold $T_{vis}$ and collision threshold $T_{col}$. Then, collision coefficient $C_i$ is calculated based on the Euclidean distance between agent $i$ and $j$, $d_{ij}$, and the visibility between agent $i$ and $j$, $V_i$, as shown in Equation 2. Finally, we introduce two cutoffs at maximum $T_{vis}/T_{col}$ and at minimum zero. Note that parameters $T_{vis}$ and $T_{col}$ are empirically defined in different scenarios. If $d_{ij} < T_{vis}$ and
The decision-making for an individual is influenced by the velocity directions and relative position of agents with $D_{ij} < 0$, as given in Equations 5 and 6. For agent $i$, because it is locally influenced by the neighbors, the value functions evaluated at time $t$ and $t + 1$ are both based on the neighbor agents that conform to $D_{ij}(t) < 0$ at time $t$, and only the $C_{ij}$ for those agents with $D_{ij}(t) < 0$ will be considered at time $t + 1$.

\[
Q_{i}^{RL}(t) = \sum_{j \in \{D_{ij}(t) < 0\}} l_{ij}(t) \times C_{ij}(t) \tag{Equation 5}
\]

\[
Q_{i}^{RL}(t + 1) = \sum_{j \in \{D_{ij}(t) < 0\}} l_{ij}(t) \times C_{ij}(t + 1) \tag{Equation 6}
\]

As a result, the reward function also shows a local environmental assessment with no need to access all the individuals. In Equation 7, $R_{i}^{RL}$ considers the weighted difference of the $Q_{i}$ between two adjacent times for the same local neighbors. $\gamma$ refers to the exponential constant, and the value of $\gamma$ is set according to the value of $\Delta e$ in Equation 11 (here $\gamma$ is equal to 5). In addition, if the distances are much closer ($Q_{i}^{RL}(t + 1) > Q_{i}^{RL}(t)$), then the punishment will be larger. If the distances go farther ($Q_{i}^{RL}(t + 1) \leq Q_{i}^{RL}(t)$), the reward will be larger.

\[
R_{i}^{RL} = \gamma \times Q_{i}^{RL}(t) - \gamma \times Q_{i}^{RL}(t + 1) \begin{cases} 
\gamma \times Q_{i}^{RL}(t) - \gamma \times Q_{i}^{RL}(t + 1) & \text{if } Q_{i}^{RL}(t) > Q_{i}^{RL}(t + 1) \\
-1 \times \gamma \times (Q_{i}^{RL}(t + 1) - Q_{i}^{RL}(t)) & \text{otherwise}
\end{cases} \tag{Equation 7}
\]

**Network architecture**

SNN is considered as the third-generation neural network. The working mechanism and learning principle of SNN are more similar to that in the human brain, such as the nonlinear accumulation of membrane potential, the discrete spike transmission between spiking neurons, and the multi-scale plasticity mechanisms, etc. These characteristics make the SNN more biologically plausible and energy efficient.

For every individual, we adopt a two-layer small SNN (as shown in Figure 7) as the basic reinforcement learning network, not only for its biological plausibility but also for the computational efficiency. The SNN consists of two layers with full connections between the input and output layer. The input layer consists of 16 neurons that correspond to the velocity direction and the relative position. The output layer consists of eight neuron populations (corresponding to eight actions), and each output action is represented by 50 neurons. The winner-takes-all mechanism is implemented through lateral inhibition among the output populations.

The building blocks of the SNN are spiking neurons, spike-time-dependent plasticity (STDP), and reward-modulated learning rules, which will be introduced as follows.

**Neuron model**

Leaky integrate-and-fire (LIF) is a simple and commonly used neuron model to describe the dynamic neural activities of the spiking neurons, including the dynamic changes of membrane potential and the firing process of spikes, which can be formulated as Equation 8.

\[
\tau_{m} \frac{dV}{dt} = -V(t) + R(t), \tag{Equation 8}
\]

where $V(t)$ represents the membrane potential at time $t$, $\tau_{m}$ is the membrane time constant, and $R(t)$ is the membrane resistance. $I(t) = \sum_{i} I_{ij}$ denotes the total input generated by synaptic currents triggered by the arrival of spikes of presynaptic neurons. $I_{ij} = 1$ or $I_{ij} = 0$ indicates the presence or absence of spiking of presynaptic neurons, respectively. When the membrane potential $V(t)$ reaches a certain threshold $V_{th}$, the neuron will fire a spike, and the membrane potential will be reset to $v_{r}$. Here, we set $V_{th} = 0.1$, $v_{r} = 0$, $\tau_{m} = 20$, which are consistent with those in the open-source neural simulator Brian2.
STDP is a common learning principle of synaptic plasticity, which has been observed at a wide variety of excitatory and inhibitory synapses in many brain areas, both in vitro and in vivo. STDP is induced by temporal correlations between the spikes of presynaptic and postsynaptic neurons. In STDP, repeated presynaptic action potentials arrival a few milliseconds before postsynaptic spikes induce long-term depression (LTD), whereas repeated spike arrival after postsynaptic spikes induces long-term potentiation (LTP). When a postsynaptic spike arrives at the synapse, the weight change $\Delta w_{STDP}$ is calculated as Equation 9.

$$\Delta w_{STDP} = \begin{cases} \frac{A_e e^{\Delta t/\tau_e}}{1 - A_e e^{-\Delta t/\tau_e}} & \text{if } \Delta t < 0 \\ \frac{A_\lambda e^{-\Delta t/\tau_\lambda}}{1 - A_\lambda e^{-\Delta t/\tau_\lambda}} & \text{if } \Delta t > 0 \end{cases}$$

(Equation 9)

Where, $A_e$ and $A_\lambda$ are learning rates, $\tau_e$ and $\tau_\lambda$ are time constant, and $\Delta t$ is the delay time from the presynaptic spike to the postsynaptic spike. Here, we set $A_e = 0.025$, $A_\lambda = 0.1$, and $\tau_e = \tau_\lambda = 10$. The values of $\tau_e$ and $\tau_\lambda$ are consistent with those in Sjöström and Gerstner. When the reward $R^R$ occurs, as shown in Equation 11.

$$\Delta w = R^R \times \Delta e$$

(Equation 11)

**Algorithm 1. The whole decision-making process**

```
Initialize random action $A^i_t$
Initialize time $t = 0$
while True do
    for each agent $i$ do
        Calculate the visibility $V_i$ from Equation 1
        Calculate the collision coefficient $C_i$ from Equations 2 and 3
        Calculate the danger degree $D_i$ from Equation 4
        if $\text{len}(D_i < 0) > 0$ then
            %Run RSNN
            Input of RSNN: $\text{INPUT}_i = \{i_j, j \in D_i < 0\}$
            Output of RSNN: $A^i_t = \text{RSNN}(\text{INPUT}_i)$
        end
        Each individual executes action $A^i_t$
        $t = t + 1$
    %Update RSNN for agent $i$ who in danger
    if $\text{len}(D_i < 0) > 0$ then
        Calculate the reward $R^R$ from Equations 5, 6, and 7
        Calculate the eligibility trace $\Delta e$ from Equations 9 and 10
        Update RSNN from Equation 11
        Normalize the weights of RSNN;
    end
end
```
To sum up, this paper proposes an online collision avoidance method for drone swarm. Each individual independently uses the brain-inspired SNF to update its own strategy according to the behavior of local neighbor agents. The whole decision-making process is shown in Algorithm 1.
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