Comparing energy dissipation mechanisms within the vortex dynamics of gap and gapless nano-sized superconductors
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The presence of magnetic fields and/or transport currents can cause penetration of vortices in superconductors. Their motion leads to dissipation and resistive state arises, which in turn strongly affects the performance of superconducting devices such as single-photon and single-electron detectors. Therefore, an understanding of the dissipation mechanisms in mesoscopic superconductors is not only of fundamental value but also very important for further technological advances. In the present work, we analyzed the contributions and interplay of the dissipative mechanisms due to the locally induced electric field and an intrinsic relaxation of the superconducting order parameter, Ψ, in mesoscopic samples by using the time-dependent Ginzburg-Landau theory. Although often neglected, we show that the dissipated energy due to relaxation of Ψ must be taken into account for an adequate description of the total dissipated energy. The local increase of the temperature due to vortex motion and its diffusion in the sample were also analyzed, where the joint effect of thermal relaxation and vortex dynamics plays an important role for the dissipative properties presented by the superconducting systems.

I. INTRODUCTION

Mesoscopic superconductors present a variety of novel phenomena due to the confinement effects experienced by supercurrents and vortices. Such downsized materials have found applications in nanodevices like Superconducting Single-Photon Detectors (SSPDs) \cite{10} and Superconducting Single-Electron Detectors (SSEDs) \cite{10}. In both types of devices, a hot spot is created in the region where the particle (photon or electron) impacts the material and subsequently the heat diffuses through the material causing a local suppression of superconductivity. As a result, a spike of the measured voltage occurs caused by the burst of normal currents and the particle can thereby be detected \cite{11}. It is therefore evident that the understanding of both the electrical and thermal properties of mesoscopic superconductors is very important in such and similar devices \cite{12,13}.

When an external magnetic field is applied in a type II superconductor above the so-called “penetration field”, $H_{c1}$, magnetic flux in the form of Abrikosov vortices pierce the sample and the material transits into a mixed state \cite{14,15}. In the presence of electric current, the motion of those vortices dissipates energy, which results in a resistive state \cite{16}. Several models have considered only the electric field induced by the moving vortices as a dissipation mechanism, which generates heat by the Joule effect \cite{5,17,19}. In this respect, Bardeen and Stephen described the connection between the vortex velocity and the induced electric field by considering a viscous motion proportional to the square velocity of the vortex \cite{20}. However, such a mechanism predicted much smaller damping than experimentally observed. Later on, Tinkham \cite{21} proposed the existence of another dissipation mechanism, which is related to an intrinsic relaxation of the order parameter, Ψ. During the 90s and 2000s, the microscopic nature of the dissipative mechanisms and their influence on the viscosity and resistivity have been extensively studied experimentally up to recent years \cite{22,25} with some experimental achievements \cite{26,27}.

Despite that, there is still the need for more refined studies about how macroscopic parameters (within the time-dependent Ginzburg-Landau theory) affect the dissipation mechanism and, consequently, how they influence the thermal diffusion process. Also, due to the mesoscopic scale of these detectors, sample geometry plays a fundamental role yet not deeply addressed. By analyzing these issues, we present in this work a detailed mapping of the resistive state for nanoscale sizes square superconductors, with a focus on the thermal diffusion process during the Abrikosov’s vortex motion using the time-dependent Ginzburg-Landau formalism.

The next sections of this article are organized as follows: in Sec. \cite{1} we outline our theoretical methods applied in order to obtain our results. In Sec. \cite{11} we present our studies of the influence of the diffusion parameter, $u$, and the confinement effects on the resistive state for gap and gapless superconductors. In Sec. \cite{IV} we focus on
the behavior of the dissipative mechanisms, thermal diffusion and non-equilibrium aspects of the magnetization and voltage for both gap and gapless superconductors. In the last part, Sec. V we present the discussion of our results and the conclusions.

II. THEORETICAL FORMALISM

The time-dependent approach for the Ginzburg-Landau (TDGL) equations, which were firstly proposed by Schmid [28], provides a temporal evolution of the order parameter $Ψ$ and the vector potential $A$ for a superconducting material submitted to an external applied magnetic field and/or a transport current for gapless superconductors. Later on, Kramer and Watts-Tobin presented a generalized version for the TDGL equations, which took into account the superconducting gap [29]. Both phenomenological non-equilibrium approaches are appropriate to describe most phenomena that occurs in the resistive state. The free energy theorem concerning the dissipative mechanism was first derived by Schmid [28]. In Reference [30], we generalized this theorem for gap superconductors. In some special circumstances, such theorem is in agreement with experimental observations, even for low temperatures [31]. Strictly speaking, both time dependent versions of the GL equations (either gapless or gap superconductors) are valid in the dirty limit and very close to $T_c$. Theories (either gapless or gap superconductors) are valid in some special circumstances, such theorem is in agreement with experimental observations, even for low temperatures [31]. Strictly speaking, both time dependent versions of the GL equations (either gapless or gap superconductors) are valid in the dirty limit and very close to $T_c$. Theories (either gapless or gap superconductors) are valid in

$$W_{\text{Total}} = 2 \left( \frac{\partial A}{\partial t} \right)^2 + \frac{2u}{\sqrt{1 + \gamma^2 |\Psi|^2}} \left( \frac{\partial |\Psi|^2}{\partial t} \right)^2 + \frac{\gamma^2}{4} \left( \frac{|\partial |\Psi|^2}{\partial t} \right)^2.$$

We distinguish the $W_{\text{Total}}$ in the following dissipative mechanism:

$$W_A = 2 \left( \frac{\partial A}{\partial t} \right)^2,$$

$$W_\Psi = \frac{2u}{\sqrt{1 + \gamma^2 |\Psi|^2}} \left( \frac{\partial |\Psi|^2}{\partial t} \right)^2,$$

$$W_\gamma = \frac{2u}{\sqrt{1 + \gamma^2 |\Psi|^2}} \left( \frac{\gamma^2}{4} \left( \frac{|\partial |\Psi|^2}{\partial t} \right)^2 \right).$$

The extension of the Schmid theorem was first extended to the GTDGL equation in [30]. The first term is the dissipation due to the induced electric field, $W_A$, the second one is related to the relaxation of the order parameter, $W_\Psi$, and the last term is due to the relaxation of the density of superelectrons, $W_\gamma$. The dissipated power density is given in units of $(a_0 T_c)^2 / b_{\text{GL}}(0)$, where $a_0$ and $b$ are the phenomenological GL parameters [40]. As the dissipated energy diffuses
through the sample, we coupled the thermal diffusion equation to the GTDGL ones. By using the approach of Ref. \[32\], the dimensionless form of the thermal equation takes the form:

$$C_{eff}^\prime \frac{\partial T}{\partial t} = K_{eff} \nabla^2 T + \frac{1}{2} W_{Total} - \eta(T - T_0),$$

where \( \eta \) is the heat-transfer coefficient to the substrate, \( T_0 \) is the bath temperature, \( C_{eff}^\prime = \pi^4/48u \) is the effective heat capacity, and \( K_{eff} = \pi^4/48u^2 \) is the effective thermal conductivity. As one can see, the parameter \( u \) influences the behavior of the thermal properties as well.

To minimize the time spent by the simulations, several works used \( u \leq 1 \) without losing qualitative correspondence to experimental data \[42\]. However, the right values of \( u \) must be used in studies of non-equilibrium processes such as thermal dissipation and diffusion. To have a proper correspondence to experimental data, the GTDGL equations must follow the condition \( 1 - T < \frac{1}{2} \). On the other hand, for \( \gamma = 0 \), we recover the TDGL equations, which are derived for the case of a large concentration of paramagnetic impurities, i.e., \( u = 12 \) and \( T \to T_c \) or \( (H \to H_c) \) \[43\]. References \[44–46\] report such modifications to properly describe the gapless superconductors.

### III. INFLUENCE OF THE DIFFUSION PARAMETER \( u \) OVER THE DISSIPATION RESISTIVE STATE

We carried out numerical simulations for square thin films with lateral sizes ranging from \( L = 10\xi(0) \) to \( 100\xi(0) \), such as sketched in Fig. 1. We employed the superconductor/insulator boundary condition, i.e. the normal component of the superconducting current at the boundary is zero: \( n \cdot (\nabla i)\Psi = 0 \), and also we assumed that all the heat is transferred to the substrate, which means \( n \cdot (\nabla T) = 0 \). In all cases, the mesh was set as \( \Delta x = \Delta y = 0.1\xi(0) \), the GL parameter \( \kappa = 5 \) and the bath temperature \( T_0 = 0.93T_c \). The external magnetic field was varied in steps of \( \Delta H = 10^{-3}H_{c2}(0) \) and the heat-transfer coefficient \( \eta \) was set as \( 2 \times 10^{-4} \). This is an intermediate value for heat removal as discussed in Reference \[32\]. The density of power dissipation was analyzed during the first vortex penetration by setting the diffusion parameter \( u \) equal to 1, 5.79 and 12.

The evolution of the spatial averages of the contributions to dissipation, \( \langle W_A \rangle \) and \( \langle W_{\Psi} \rangle \), is shown in Fig. 2 for samples with sides \( L = 60\xi(0) \) and \( L = 80\xi(0) \) for \( u = \{1, 5.79, 12\} \). As one can notice, increasing the parameter \( u \) does not influence the qualitative behavior of the system, but can decrease the dissipation around one order of magnitude. Also, the total duration of the event is longer for the largest sample, \( L = 80\xi(0) \). Besides that, the maximum of the dissipation is reached faster for smaller sample. Such behavior occurs when the lateral size of the sample is near to the meso-macro crossover according to the criterion used in Ref. \[17\].

In Fig. 2 it is shown the maximum values reached by \( W_A \), \( W_{\Psi} \) and \( W_{Total} = W_A + W_{\Psi} \) as functions of the lateral size of the samples, for the first vortex penetration. We can observe that all dissipative mechanisms increase for \( L \geq 40\xi(0) \), where the first penetration corresponds to four or more vortices. For such values of \( L \), the vortices have more space to move freely before their repulsive interaction becomes more pronounced. Such a fact explains the increasing dissipation for larger values of \( L \). On the other hand, confinement effects for \( L = 20\xi(0) \) are responsible for the penetration of only two vortices. Then, the repulsive interaction is present since the beginning of their penetration (see Reference \[17\]). Besides that, the shielding current produces a greater Lorentz force over the two penetrated vortices making their dissipation larger in comparison with \( L = 40\xi(0) \). From Fig. 3(d) we can also notice a saturation tendency of the dissipative mechanisms curves when the transition from the mesoscopic to the macroscopic regime is reached, which occurs around \( L = 80\xi(0) \) for \( T_0 = 0.93T_c \). It is remarkable that this value is very closed to the one predicted in Ref. \[17\]. Furthermore, in Fig. 2(d) it was obtained \( W_{u=5.79}/W_{u=12} \approx 12 \) with \( 20\xi(0) \leq L \leq 40\xi(0) \). As we pointed out in Sec. III those cases were derived from similar approaches for both values of \( u \), i.e., derived considering the dirty limit of a microscopic theory. This result corroborates the consistency of our models with the microscopic theory. In short, for small superconducting systems, where strong confinement effects drive the vortex dynamics, there is no physical difference in describing those systems by using either \( u = 12 \) or \( u = 5.79 \) when

---

**Fig. 1.** Sketch of the square superconducting thin film submitted to a perpendicular external magnetic field. Here we show the moment when four quantum of fluxes penetrate the sample dissipating heat and causing a local increase in temperature, represented by the yellow region.
the dissipated power is taken into account.

Concluding this section, we analyzed the influence of $u$ over the magnetization and the voltage pulse induced by the first flux penetration (see Fig. 4). One can notice that the characteristic time of the whole event grows almost linearly with $u$ when expressed in units of $t_{GL}$. We obtained characteristic times around $350t_{GL}(0)$, $1200t_{GL}(0)$ and $2500t_{GL}(0)$ for $u = 1$, $5.79$, $12$, respectively. But, in general, one can express these time values in seconds as $t_{GL} \approx 3 \times 10^{-12}/T_c u$. Using the parameters for WSi from Ref. [18], $T_c = 3.5K$, this means that the characteristic times for this penetration of vortices happen within $\sim 300ps$ (with $u = 1$), $\sim 178ps$ (with $u = 5.79$) and $\sim 179ps$ (with $u = 12$). We believe that $u$ should be high for amorphous samples. The amplitude of the voltage pulse decreases with $u$ when expressed in units of $V_0$: $5.5 \times 10^{-2}V_0$, $1.5 \times 10^{-2}V_0$ and $0.88 \times 10^{-2}V_0$ for $u = 1$, $5.79$, $12$. Again, we can consider the case of WSi and get the modulus of these voltage peaks between $\sim 7.7 \times 10^{-8}statV$ for $u = 1$, $\sim 1.2 \times 10^{-7}statV$ for $u = 5.79$ and $\sim 1.5 \times 10^{-5}statV$ for $u = 12$.

FIG. 3. Local maximum of the dissipated power density for different values of $u$ as a function of lateral size $L$ at $T_0 = 0.93T_c$. The dashed line indicates a vorticity transition from 2 to 4 vortices.

FIG. 4. Magnetization (left column) and voltage (right column) as functions of time during the vortex penetration for different values of $u$.

IV. RESISTIVE STATE OF VORTEX-MOTION IN A MULTIPLY-CONNECTED SAMPLE

In order to study the dissipative mechanisms during the motion of a single-vortex in detail, we simulated square superconducting samples with size $L$ and a central square hole (or antidot, AD), with side $w$. 
The applied magnetic field was increased in steps of $\Delta H = 10^{-3} H_c(0)$ up to the penetration of two vortices and their consequent trapping in the AD. After that, the applied magnetic field was decreased until the depinning of one vortex, as sketched in Fig. 5.

A. Gapless superconductors

The process of a quantum flux leaving the sample has many aspects to be investigated. For example, the current induced by the spike in the voltage has to flow partly through the center of the vortex, which is a normal state region and this causes dissipation. In Fig. 6 it is shown the local maxima of $W_A$, $W_\Psi$, and $W_{\text{total}}$ as functions of the vortex velocity when moving out of the sample, $v$. In order to investigate how the relation between the dissipative mechanisms and the vortex velocity depends on the geometry, we fixed the dimension of the square $L = 26\xi(0)$ and considered two different values of the AD size, $w$. On the left-hand side of Fig. 6 one finds the data for $w = 4\xi(0)$ and on the right-hand side for $w = 6\xi(0)$. In general, one can see that the dissipated power increase monotonically as functions $v$, as expected. But the system with $w = 6\xi(0)$ shows smaller values for both $W_\Psi$ and $W_A$ which is related to the fact that the vortex is concentrated in a smaller region for $w = 4\xi(0)$. To understand such behavior, we plotted the intensity of $|\Psi|$ for those values of $w$ with $L = 26\xi(0)$, as illustrated in the panels of Fig. 7. They show that the vortex core becomes more stretched in the $y$ direction as the velocity of the vortex increases, by forming a phase-slip-like region, similar to a vortex street. This change in the vortex core shape affects the time-variation of $|\Psi|$ (see the plots in Fig. 7). It can be seen that the maximum value of $\Delta|\Psi|$ is lower for the sample with $w = 6\xi(0)$ and consequently $W_\Psi$ decreases. Also, these panels show that the modulus of the order parameter increases sharply after the vortex core in the direction to the boundary while it is slowly increasing in the direction to the hole in the center of the sample. In other words, the second derivative of the modulus of order parameter changes sign after crossing the vortex core.

As expected, vortex motion is accompanied by dissipation of heat and a local increase of the temperature. In Fig. 8 it is shown snapshots of the intensity of each dissipative mechanisms, and the variation of the local temperature, $\Delta T = T - T_0$, when the vortex is about to leave the sample. We chose the moment when $W_{\text{total}}$ reaches its local maximum (also seen in Fig. 6) that it is the moment of fastest vortex velocity. The maximum dissipated power $W_\Psi$ shows around one order of magnitude larger than $W_A$ being the main responsible for the local increase in temperature. One can see in Fig. 8 that $\Delta T$ follows directly the behavior of $W_{\text{total}}$, i.e. it is larger when the vortex is about to leave at the lower edge of the sample and its velocity is maximum. Furthermore, in these plots shown in Fig. 8 the dissipation shows a particular behavior near the outer edges of the sample for each contribution. The term $W_A$ is more pronounced near the edges of the sample, while $W_\Psi$ shows less influence by shading from the corners. This can be inter-
FIG. 7. On the left, the intensity of $|\Psi|$ illustrates the changing on the vortex shape for two samples of size $L = 26\xi(0)$, for $w = 4\xi(0)$ (upper left panel) and $w = 6\xi(0)$ (lower left panel). In both panels the core of the vortex is localized at $y = 5.0\xi(0)$. The right panels show the variations of $|\Psi|$ along the vortex core just before the vortex leaves the sample in a time interval defined from $t = 0$ to $t = 0.99\tau_{GL}(0)$ along the vertical line $x = 13\xi(0)$, i.e. the middle of the sample.

interpreted by the fact that the superconducting currents can better circulate near the corners while not so much near the edges and thus the stronger effect over $W_A$. This influence from the corners affects the total dissipation but becomes slightly less visible in the temperature change $\Delta T$.

B. Gap superconductor

We also studied the dissipative mechanisms during the vortex motion in a gap superconductor, i.e. we considered $\gamma \neq 0$ in Eq. 1. For the sake of estimating its order of magnitude, one can use the BCS expression for the gap $\Delta(0) = 1.76k_BT_c$ and substitute in the definition shown in the Sec. IV A, i.e. thin square films with a square hole in the center, and the magnetic field was decreased until a vortex moves out of the sample. Along the whole set of parameters that we covered ($\gamma$, $L$, $w$), the extra dissipated power due to this term, $\langle W_\gamma \rangle$, was typically smaller or of the same order of magnitude than the other contributions, $\langle W_A \rangle$ and $\langle W_\phi \rangle$, as shown in Fig. 8 for $L = 26\xi(0)$, $w = 4\xi(0)$, and $u = 5.79$. One can see in panels (a) and (b) that $\langle W_\gamma \rangle$ increases with $\gamma$, whereas $\langle W_\phi \rangle$ decreases. It is interesting to note that this is a direct consequence of their dependence on $\gamma$ in Eq’s. 7 and 8. Also, as expected, $\langle W_A \rangle$ is practically not affected, also expected from the definition in Eq. 5. The total dissipation decreases with $\gamma$, indicating that the dissipation is stronger.
in gap superconductors for this particular setup. In addition, the local maximum power dissipation in panel (c) shows that this trend maintains or, in other words, \( W_\Psi \) decreases while \( W_\gamma \) increases smoothly and the maximum of \( W_{\text{total}} \) decreases smoothly with increasing \( \gamma \) as well.

In Fig. 10 we present snapshots of the three dissipative mechanisms and their sum, \( W_{\text{total}} \), and \( \Delta T \) for \( \gamma = 4 \) and \( \gamma = 14 \). Following the trend discussed about Fig. 9 one sees that \( W_\Psi \) is decreased with \( \gamma \) while \( W_\gamma \) increases. In addition, the shading effect over \( W_\gamma \) is also noticeable and less present in the other terms, similar to the gapless system. One can also notice that \( \Delta T \) also is less pronounced next to the corners and it is clearly greater for \( \gamma = 4 \) than for \( \gamma = 14 \).

By analyzing the local maximum dissipated power as a function of the vortex velocity for \( \gamma = 4 \), shown in Fig. 11-(a), it can be seen that \( W_\gamma \) and \( W_\Psi \) increase with the velocity, while \( W_\gamma \) stays nearly constant. Besides, the vortex velocity decreases with \( \gamma \), as seen in Fig. 11(b), which can be explained roughly by the presence of \( \gamma \) in the denominator multiplying the time-derivative in Eq. 1. In fact, this means an increase in the effective viscosity with \( \gamma \).

Continuing the study of gap systems, we plotted the time-evolution of both magnetization \( M(t) \) and induced voltage \( V(t) \) during the vortex motion. The influence of \( \gamma \) is qualitatively small, as shown in Fig. 12 with only a slight change in the amplitude of the curves. The magnetization of the sample starts from a negative value and ends in a smaller value in modulus after the vortex leaves the sample. This whole process can be easily understood under the scope of the Ampère law, where essentially a variation of the magnetic flux over the sample is related to a voltage around it. The series of 6 points selected along the curves starts with the vortex leaving the occlusion in the center and piercing the film, (a), until the vortex leaving the sample, (f). These snapshots are shown in Fig. 13. The local voltage maximum occurs in instants just before a vortex leaves the sample, seen in Figure 13-(c). In opposition, the maximum magnetization occurs for the vortex leaving the sample (close to \( V(t) = 0 \)), as it is shown in Fig. 13-(d). Also, a negative voltage peak indicates a recovering of the superconducting state or, in other words, an increasing of the modulus of the order parameter in the lower edge of the sample after the vortex leaves the sample, seen in the sequence from Fig. 13-(d) to (f).

V. DISCUSSION OF THE RESULTS AND CONCLUSIONS

Our study of the resistive state in a gapless superconductor shows that the dissipative mechanisms and the induced voltage are \( u \)-dependent. Concerning such an issue, Vodolazov and Peeters previously verified that \( u \) plays an important role, but solely on the relaxation of \( \Psi \) [41]. Nonetheless, the magnetization does not
present a considerable variation by changing \( u \). For the clean limit (or with small paramagnetic impurities, i.e., \( u = 5.79 \)), the superconducting systems present significant differences between \( W_A \), \( W_\Phi \), and \( V \) for all sizes of the studied samples. Furthermore, it was showed that for \( 20\xi(0) \leq L \leq 40\xi(0) \), \( W_{\text{total}} \) is nearly the same for both \( u = 5.79 \) and \( u = 12 \).

Except \( W_\gamma \), all the other dissipative mechanisms are sensitive to the vortex velocity for both gap and gapless superconductors. \( W_\Phi \) and \( W_\gamma \) presented significant variations with \( \gamma \) as well as the shape of the vortex core. In Fig. [14] \( W_{\text{total}} \), and \( \Delta T \) were compared for both gapless and gap systems by considering a sample with \( L = 26\xi(0) \), and \( w = 4\xi(0) \) at \( T_0 = 0.93T_c \). Despite \( W_{\text{total}} \) in a gap sample being greater than in a gapless one, \( \Delta T \) is higher for gapless superconductors. Such a fact is due to the \( u \)-dependence of \( C_{\text{eff}} \) and \( K_{\text{eff}} \). Then, in the numerical solution of the TDGL equations coupled with the diffusion equation, \( \Delta T \) increases proportionally with \( u \). In addition, it is worth noticing that in our simulations for \( \gamma = 4, 6, 10, \) and \( 14 \) we obtained \( \Delta T_{\text{gap}} > \Delta T_{\text{gapless}} \) and \( W_{\text{gap}} / W_{\text{gapless}} \approx u_{\text{gapless}} / u_{\text{gap}} = 12 / 5.79 = 2.07 \).

It was shown that \( W_\Phi \) governs the dissipation of Abrikosov vortex dynamics, and it is of fundamental importance for the evaluation of \( \Delta T \). Besides, other theoretical works showed that \( W_{\text{total}} \) depends on the \( \Psi \) relaxation for \( H << H_c \) [43, 53]. Kupriyanov and Likharev demonstrated that \( \Gamma_N = 1.7547, \) is the rate between the normal electron relaxation time \( (\Gamma_N) \) and the \( \Psi \) relaxation time for gapless superconductors \( (\Gamma_R) \). Considering
\( \Gamma_N \) related to \( W_\Phi \) and \( \Gamma_R \) related to \( W_A \), one obtained 1.61 < \( \frac{W_\Phi}{\Gamma_N} < 2.19 \) (from Figure 5), which is in accordance with \[53\]. On the other hand, for the gap systems (\( \gamma = 4 \)) the ratio \( 2.04 < \frac{W_\Phi}{\Gamma_R} < 2.37 \) (from Figure 8) and therefore, our results agree with Ref. \[53\], i.e. \( W_A \) is essentially not affected by \( \gamma \) while \( W_\Phi \) increases. As found in the literature, resistivity is related to the dissipated power during vortex motion. However, just a few works compare experimental results with the theoretical ones at \( H << H_\phi \). In the works of Fogel \[54\], and Gubankov et al. \[55\], it was shown that the viscosity is lower than that one verified experimentally by considering dissipation just caused by normal electrons.

However, by taking into account the power dissipation due to relaxation of \( \Psi \), an excellent experimental agreement is reached \[54\]. For a thin film with a small concentration of paramagnetic impurities, the process involving the relaxation of \( \Psi \) is also the main dissipative mechanism \[54\]. Poon and Wong showed that, by measuring the electrical properties of \( Zr_3\text{Ni} \) and \( Zr_3\text{Rh} \) bulk samples, it is not possible to obtain an experimental agreement by considering just one type of dissipative mechanism. Nonetheless, when all dissipative mechanisms are considered, it is possible to obtain an excellent agreement with experimental data. Therefore, the contributions of the relaxation terms and the normal currents are of great importance and agree well with experiments in the temperature range \( 0.66T_c < T_0 < 0.95T_c \). \[77\]. It is important to emphasize that the experimental data in previous studies \[54\] \[55\] \[57\], agreed well with those ones from theoretical works \[20\] \[21\] \[33\] \[53\], where the dissipative mechanisms were obtained in a different formalism than we presented here. In this work, all dissipative mechanisms were derived from the generalization of the free energy theorem \[28\] \[30\]. Thus, all dissipative mechanisms that are experimentally relevant for an accurate description of metallic superconducting materials were considered. It is worth mentioning that the values obtained for \( \Delta T \) are of the order of \( 10^{-4}T_c \) and are suitable to be measured with nanoSQUIDs as it was demonstrated by Halbertal et al. \[58\]. For the \( H << H_\phi \) regime, one demonstrated that \( W_\Phi \) is of great importance to \( W_{\text{total}} \), and consequently to \( \Delta T \). Furthermore, the vortex velocity and the nanostructured superconductors geometry influence the values of \( W_\Phi \). For gap superconductors, it was shown that lower \( \gamma \) (\( \leq 4 \)) increases \( W_\Psi \).

In conclusion, our theoretical approach aims to describe dissipative and thermal diffusion processes in superconducting devices such as single-photon detectors, fluxonic cellular automata \[59\] \[60\], or vortex random access memory \[61\], where the control of the dissipation during vortex motion is very important to reach a reliable performance. The characteristic times obtained for vortex motion are in accordance with experimental results for the characteristic times.
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