Learning physics confers pose-sensitivity in structure-based virtual screening
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Abstract

In drug discovery, structure-based virtual high-throughput screening (vHTS) campaigns aim to identify bioactive ligands or “hits” for therapeutic protein targets from docked poses at specific binding sites. However, while generally successful at this task, many deep learning methods are known to be insensitive to protein-ligand interactions, decreasing the reliability of hit detection and hindering discovery at novel binding sites. Here, we overcome this limitation by introducing a class of models with two key features: 1) we condition bioactivity on pose quality score, and 2) we present poor poses of true binders to the model as negative examples. The conditioning forces the model to learn details of physical interactions. We evaluate these models on a new benchmark designed to detect pose-sensitivity.

1 Introduction

Vast, make-on-demand chemical libraries like ENAMINE or Mcule have transformed the scale of pharmaceutical, structure-based virtual high-throughput screening (vHTS) campaigns [1]. To identify a “hit” from a library of candidate molecules, structure-based vHTS methods predict binding affinity between a protein and a ligand from their docked, bound complex, thereby assuming that experimentally observed affinities correlate with protein-ligand interactions. Conventional methods use empirical, physics-based approaches, which attempt to calculate the binding free energy of complex formation. By contrast newer deep learning (DL) approaches are trained on large data sets using implicit features to predict activity. These statistical models can outperform physics-based approaches in retrospective tests for predicting activity.

Early structure-based DL methods in vHTS centered on Convolutional Neural Networks (CNNs), representing protein-ligand structures by a 3D voxel grid to predict activity [2–5]. Although generally effective [6], a drawback of CNNs is that they are not rotationally invariant, and require more parameters than alternative representations. Consequently, Graph Convolutional Networks (GCNs) [7, 8], and their position-based generalizations [9–16], have gained popularity by capitalizing on physical symmetries and using data more efficiently.

Recent studies have suggested that the performance of structure-based machine learning methods is partly driven by proteochemometric (PCM)-like features [5, 17, 18]. Rather than responding to specific interactions between the ligand and the binding site, the model learns independent ligand and
protein signatures. This deficiency manifests as a drop in predictive performance when the model is confronted with a previously unseen binding site on the same protein, especially when that site partially overlaps with a canonical site and portions of the canonical site lie within the receptive field of the network. Thus the model can be biased by detected but chemically irrelevant features provided in the input data – analogous to the “Picasso Problem” in 2D CNNs. For example, the model may highly rank ATP-competitive binders for a neighboring allosteric site on a protein kinase. This limitation critically hinders discovery of new chemical matter, or the ability to target novel sites on proteins.

Simultaneous training on ligand pose quality and affinity can improve pose sensitivity [19]. Here, we build on that observation and present a multi-task architecture which simultaneously evaluates bioactivity and the physics-based Vina [20] score of the pose. We then condition its bioactivity task on a separate measure of pose quality, as defined by the score assigned to a pose by PoseRanker, a GCN developed to identify high-quality poses from docking [13]. Finally, we use poor poses of true positive compounds as additional negative examples. We demonstrate that our architecture improves pose-sensitivity on several benchmarks.

2 Methods

2.1 Neural Network Architectures

Our model is a GCN-based architecture with atoms as vertices, and pair-wise, distance dependent edges. We consider only receptor atoms within 7Å of any ligand atom. In the first two graph convolutional layers any two atoms share an edge if they are within 4Å of each other. We then extract ligand-only features and follow with two ligand-only layers. We sum-pool the final ligand-only layer to create an embedding for the multi-task multilayer perceptrons at the top of the network. The network architecture is further described in Sections A.1 and A.2. We predict three outputs using these embeddings: bioactivity, the PoseRanker pose quality score, and the Vina docking score. This is performed in two stages. First, we compute the PoseRanker and Vina score prediction by passing the embedding through two independent multilayer perceptrons. We then form a conditioned embedding by concatenating the input embedding with the PoseRanker score prediction, which is passed to a third multilayer perceptron to compute the activity prediction [21]. Section A.3 describes model training parameters.

2.2 Data

The training dataset consists of binding affinity measurements collected from publicly available sources (Chembl, Pubchem) and commercial databases (Reaxys, Liceptor). We considered quantitative measurements only with pKi \( \in (0, 11) \). We labeled compounds as active if their measured pKi (or pIC50) is less than 10\(\mu\)M; otherwise they were labeled as inactive. There are more active than inactive compounds, so to balance the training set we randomly assigned each of the active
Table 1: Deep Learning Neural Networks used in this work. Architectures are either a 3D CNN-based model or a GCN-based model. Multi-task (MT) models include additional Vina [20, 22] or PoseRanker [13] tasks, and may include additional conditioning layer.

| Name | Architecture | Vina | PoseRanker | Pose-negatives | Cond. |
|------|--------------|------|------------|----------------|-------|
| CNN  | 3D CNN based | ×    | ×          | ×              | ×     |
| GCN  | GCN based    |      | ×          | ×              | ×     |
| MT-1 | GCN based    | ✔    |            | ×              | ×     |
| MT-2 | GCN based    | ✔    | ✔          | ×              | ×     |
| MT-3 | GCN based    | ✔    | ✔          | ×              | ✔     |
| MT-4a| GCN based    | ✔    | ✔          | ✔              | ✔     |
| MT-4b| GCN based    | ✔    | ✔          | ✔              | ✔     |

We docked compounds with the GPU-enabled docking engine, CUina [22]. We used the PoseRanker [13] top-ranked pose for scoring.

2.3 Numerical experiments

To evaluate pose-sensitivity of our models, we scored each of the active target-compound pairs in D12 three times using: i) the top pose, ii) a poor pose, iii) the average score of four physically implausible poses, each obtained by randomly rotating the top pose around its center of mass. (See Figure 2a.) Our measure of pose-sensitivity is the median of the drop of the bioactivity score between good and poor/implausible poses. We expect that a model sensitive to ligand-receptor interactions reveals sharply reduced bioactivity scores for poor or implausible poses compared to good poses.

Next, we designed a benchmark based on a protein with multiple binding sites to investigate the Picasso Problem described above. To monitor how the neighbor binding sites interfere with the model’s inference, we selected three binding sites on the same protein kinase hZAP70: the ATP site, a nearby allosteric site 6-10Å away, and a distant SH2 site over 50Å away (Figure 2). We selected a diverse set of known ATP-site-binding kinase inhibitors (about 300 compounds labeled as actives) and mixed them with $10^5$ randomly selected compounds from a screening library (MCULE (17/08/2018); labeled as inactive). Each compound was docked to each site. We expect that a good model can distinguish kinase inhibitors against a background of random molecules docked to the ATP binding site (ROC AUC $\gg$ 0.5). However, a pose-sensitive model should not be biased by the neighbor ATP-site when compounds are docked to the allosteric site, and therefore should have near random performance. To account for possible biases in the training set, we also examined the distant control site on the SH2 domain, which likewise does not bind ATP-site targeted molecules and is expected to have near-random performance in identifying ATP-site binders.

3 Results

Figure S3 shows that our baseline models perform well on the holdout set, with GCN-based models slightly outperforming CNN. However, both single-task models enrich ATP-site compounds at the allosteric site (Figure 3). Because the ATP site is in the receptive field of these two networks when evaluating the allosteric site, GCN and CNN models make predictions as if they were shown the ATP site (Figure 3b). This cannot be due to a biased training set, as screening the spatially distant SH2 site gave no enrichment of ATP-site compounds (Figure 3c). In other words, the single-task CNN and GCN models are effectively PCMs. Further, they are insensitive not only to poor poses, but also to implausible poses (Figure 3k,b). This behavior was observed previously with 3D-grid-based CNNs [4][19], but a general solution has been lacking.

At first it is unintuitive that the single task activity models trained on structural data do not use that structural information about ligand-receptor interactions. Apparently, the model has no direct
Figure 2: (a) A schematic of the pose-sensitivity experiment. For each target-ligand pair we generate three types of poses: i) a good pose ii) a poor pose and iii) an implausible pose. Good and poor poses are the highest and lowest ranked poses by PoseRanker after sampling with CUina. Implausible poses are obtained from good poses by a random rotation of the ligand around its center of mass. Scores for the poor and implausible poses are subtracted from the score of the good pose. (b) Human ZAP 70 protein (PDB: 2ozo) indicating ATP site (grey), allosteric site (red), and spatially distant SH2 site (blue). A set of $10^5$ compounds is docked to each site and scored with the Deep Learning models.

Figure 3: (a) Median probability drops between good and poor poses. (b) Median probability drops between good and implausible poses. (c) Picasso problem experiment. $10^5$ diverse compounds (labeled as 0, non-binders) mixed with c.a. 300 kinase inhibitors (labeled as 1, binders) were docked and scored with at three binding sites i) ATP binding site ii) allosteric binding site iii) binding site at the SH2 domain, See Figure 2b.

Incentive to learn the structural features of the ligand-receptor interactions, so models often neglect them. Training a multi-task model where the additional tasks require embeddings sensitive to structure should alleviate the problem. Indeed, the Multi-Task (MT) models show increased pose-sensitivity. Adding a docking score regression task (model MT-1) leads to a model that penalizes implausible poses and decreases the enrichment of kinase inhibitors at the allosteric site of the hZAP70 protein (Figure 3b,c). However, because poor poses are generally far from native but do not have any atomic clashes, the MT-1 model is unable to distinguish between good and poor poses (Figure 3b). Interestingly, adding pose quality regression as the third task (MT-2) or conditioning the activity task on the pose quality (MT-3) do not increase sensitivity to poor poses. Models shown only top-ranked poses do not learn what bad poses look like. To correct for this, we introduced "pose negatives": bottom-ranked poses of true actives treated as negative examples. The resulting models (MT-4a and MT-4b) penalize physically implausible poses as well as poor poses. The same models also mitigate the Picasso problem. The model that does not condition its activity task on pose quality (MT-4a) is still somewhat more prone to the Picasso problem compared to the conditioning model (MT-4b).
4 Conclusions

Multi-task architectures can lead to models that are capable of predicting bioactivity of compounds while making full use of the structural data provided for the inference. Forcing the model to learn orthogonal tasks regularizes the final model. Pose sensitive models enable structure-based deep learning approaches in drug discovery to target novel binding sites, and unlock previously undruggable proteins.
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We use convolutional kernels
We use a radial cutoff \( R \)
where
were computed by passing \( z \)
we have a feature vector \( f \)
The techniques used to condition network outputs on others (Figure 1) largely follow those outlined by Long et al. [21]. Given the shared embedding \( z \text{read} \), the PoseRanker score \( y_v \) and the Vina score \( y_v \text{ina} \) were computed by passing \( z \text{read} \) through separate MLPs \( y_v \) and \( y_v \text{ina} \), respectively. A conditioned embedding \( z' \) was then formed by passing \( z \) through the conditional map:
\[
h : z \text{read} \mapsto \left( z \text{read} \sigma(y_v) + z \text{read} (1 - \sigma(y_v)) \right)
\]
where \( \sigma : x \mapsto (1 + e^{-x})^{-1} \), and passed to a final MLP \( p_{\text{active}} \) to compute the activity score. Alternatively, \( z' \) may be passed through a second conditional map,
\[
h' : z' \mapsto \left( z' y_v \text{ina} \right)
\]
to obtain an embedding \( z'' \) that has been conditioned on both the PoseRanker score and the Vina score (Figure S2).
Figure S1: Architecture of the Graph Convolutional Network.

Figure S2: Active task conditioned on PoseRanker and Vina scores.
A.3 Training

For every architecture, we trained 6 models for 10 epochs, each with \( \frac{5}{6} \)th of the data as the training set, and \( \frac{1}{6} \)th left out for cross-fold validation. Each data cross-fold contains clusters of proteins that share more than 70% of the sequence similarity. We used the ADAM optimizer with the learning rate \( lr = 0.001 \), and sampled targets with replacement, proportionally to the number of active compounds associated with that target. Targets without any measured active compounds were pruned from the training set.

A.4 Data augmentation with pose-negatives

We generated 64 ligand poses for every ligand-target pair with the CUina docking engine. Next, we reranked poses with PoseRanker according to their similarity to a native pose \cite{13}, and selected the top 16 poses. We used the top-ranked pose as a 'good' pose in training and scoring, whereas we used the bottom-ranked (16th) pose as a 'poor' (pose-negative) pose and considered inactive (non-binder).