DISCOVERING EFFECT MODIFICATION AND RANDOMIZATION INFERENCE IN AIR POLLUTION STUDIES
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ABSTRACT. Studies have shown that exposure to air pollution, even at low levels, significantly increases mortality. As regulatory actions are becoming prohibitively expensive, robust evidence to guide the development of targeted interventions to reduce air pollution exposure is needed. In this paper, we introduce a novel statistical method that splits the data into two subsamples: (a) Using the first subsample, we consider a data-driven search for de novo discovery of subgroups that could have exposure effects that differ from the population mean; and then (b) using the second subsample, we quantify evidence of effect modification among the subgroups with nonparametric randomization-based tests. We also develop a sensitivity analysis method to assess the robustness of the conclusions to unmeasured confounding bias. Via simulation studies and theoretical arguments, we demonstrate that since we discover the subgroups in the first subsample, hypothesis testing on the second subsample can focus on these subgroups only, thus substantially increasing the statistical power of the test. We apply our method to the data of 1,612,414 Medicare beneficiaries in New England region in the United States for the period 2000 to 2006. We find that seniors aged between 81-85 with low income and seniors aged above 85 have statistically significant higher causal effects of exposure to PM$_{2.5}$ on 5-year mortality rate compared to the population mean.

1. Introduction

Air pollution is a major environmental risk to health. Over the past few decades, researchers have estimated the association between air pollution exposure and a wide range of health outcomes from respiratory diseases to death (Dockery et al. 1993; Samet et al. 2000; Dominici et al. 2006; Loomis et al. 2013; Di et al. 2017; Makar et al. 2017). Recently, Di et al. (2017) reported statistically significant evidence of increased mortality risk associated with long term exposure to PM$_{2.5}$ even when these levels are always below the current national ambient air quality standards. The World Health Organization (WHO)’s International Agency for Research on Cancer (IARC) has concluded that exposure to outdoor air pollution, especially, fine particulate matter (PM$_{2.5}$), is carcinogenic to humans (Loomis et al. 2013). Major strides have been made to prove adverse causal effect of outdoor air pollution, and regulations should be followed to decrease air pollution and promote public health. As the air quality regulation costs become expensive, robust evidence of more
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targeted regulatory actions is required for determining the appropriate allocation of regulatory efforts and resources. Our goal in this paper is to answer the question “What subgroups have different effects from the overall population mean?” Answering to this question has an influential impact on regulations. For example, the Clean Air Act requires the U.S. Environmental Protection Agency (EPA) to set the national air quality to protect subgroups that are sensitive to air pollution. Therefore, it is important and informative to discover potentially sensitive subgroups in order to establish regulatory programs such as setting more stringent national standards for air pollutants. There have been several epidemiological studies on discovering sensitive subgroups and estimating the effects of air pollution in these subgroups, but most of the studies have two main limitations; (a) the existing approaches rely on standard regression approaches for confounding adjustment, without accurate balance checking and systematic sensitivity analyses for unmeasured confounding; and (b) variables that are suspected to be potential effect modifiers are selected a priori before analysis.

In this paper, we propose to overcome these limitations in the framework of causal inference by letting the data to discover vulnerable subgroups and using nonparametrical tests with a sensitivity analysis for unmeasured confounding.

We conduct an observational study of all Medicare beneficiary residing in New England region in the United States that contains six states (Maine, Vermont, New Hampshire, Massachusetts, Rhode Island, and Connecticut) between 2000-2006. Our goal is to discover subgroups that have statistically significantly different causal effects of long-term exposure to PM$_{2.5}$ on mortality from the population average. The main challenge in observational studies is to remove confounding bias. Matching is a simple and transparent way to adjust for biases due to measured confounders (Stuart 2010). Roughly speaking, for each treatment subject, matching produces a strata by placing in controls who are similar to the treated. Once the produced matched sets or pairs pass diagnostics such as the overall covariate balance that checks how similar the treated and control groups are with respect to their measured potential confounders, further inferences can be allowed to proceed. Under the assumption of no unmeasured confounding bias, inferences can be made by treating matched sets as stratified randomized experiments (Rosenbaum 2002a; Hansen 2004). To test whether there is effect modification, randomization-based tests for the null hypothesis of a constant treatment effect across the population are considered. Randomization inference does not use any
model assumptions, therefore randomization-based tests are nonparametric. The assumption of random assignment of treatment is used to provide a reasoned basis for inference. See Rosenbaum (2002b) for more detailed discussion of randomization inference in observational studies.

In this paper, we introduce a novel approach to de novo discovery of effect modification followed by confirmatory hypothesis testing. More specifically, we split the sample into two parts. In the first subsample, we discover “promising” subgroups with heterogeneous treatment effects. In the second subsample, we develop randomization-based hypothesis tests to confirm evidence of effect modification. In the discovery step, we apply two machine learning algorithms to uncover heterogeneous structures of treatment effects: (a) classification and regression tree (CART) method proposed by Breiman et al. (1984); and (b) Causal tree (CT) method proposed by Athey and Imbens (2016) using different criteria for constructing partitions. In the confirmation step, we integrate the discovered tree structure into a randomization-based testing framework, to provide evidence as whether subgroup exposure effects are statistically significantly different than the population average.

In observational studies, the assumption of no unmeasured confounding bias is often too restrictive. Even when this assumption is violated, randomization inference can be generalized to assess the robustness of the results to unmeasured confounding bias. In this paper, we consider a sensitivity analysis to characterize how extensive an unmeasured confounding bias has to be to alter our conclusions regarding evidence of effect modification.

Our proposed method for discovery and testing of effect modification is innovative and has several desirable features. First, in the confirmatory phase, our new approach is designed to test the deviance of subgroup treatment effects from the population mean, not from the null effect as done in the existing literature (Hsu et al. 2013; Lee et al. 2017). Rejecting these hypotheses for certain subgroups can provide statistical evidence and practical guidance to look more closely at the subgroups for future researchers. Second, our method considers sensitivity to unmeasured biases for the estimation of the population mean that is a main concern in observational studies. There are several works for estimating average treatment effects; For example, Wager and Athey (2017) propose a method based on random forests to estimate the covariate-specific treatment effects and Su et al. (2009) use recursive partitioning to estimate treatment effects across subpopulations.
However, most of the works do not consider sensitivity analyses to unmeasured confounding. Our proposed method accounts for unmeasured biases in estimating the population mean and also in testing effect modification in subgroups. Third, in high dimensional settings, some important variables in a tree can be discovered by using the first subsample obtained from the sample-splitting approach. This will increase statistical power to detect effect modification even if the size of the testing subsample is reduced. Finally, our method provides results that can be directly used for regulatory policy. Since a tree is produced with highlighted subgroups having significantly different treatment effects from the population mean, such tree structures can be easily explained to non-experts.

The outline of the rest of this paper is as follows. In Section 2, we review observational studies, matching and sensitivity analyses. In Section 3, we describe our proposed method for continuous outcomes and for binary outcomes. Here we also review and compare other methods for de novo discovery of effect modification. In Section 4, we illustrate the performance of our method in several simulated situations. We apply our method to the air pollution data of Medicare beneficiaries in Section 5. Section 6 concludes with a discussion.

2. Notation and review of observational studies

2.1. Notation For Stratified Randomized Experiments. Suppose that there are $G$ groups of matched sets. For group $g$, there are $I_g$, $g = 1, \ldots, G$, matched sets and for set $i$ in group $g$ and $n_{gi}$, $i = 1, \ldots, I_g$, individuals. For each set $i$ in group $g$, $m_{gi}$ individuals receive the treatment and $n_{gi} - m_{gi}$ individuals receive the control with $\min\{m_{gi}, n_{gi} - m_{gi}\} = 1$. For simplicity, we assume $m_{gi} = 1$, which means that each $gi$ has only one treated individual. If individual $gij$ receives a treatment, we denote $Z_{gij} = 1$ otherwise $Z_{gij} = 0$. For each $gi$, $\sum_{j=1}^{n_{gi}} Z_{gij} = 1$. Under the potential outcome framework with binary treatment, each individual has two potential outcomes; one is under treatment, $r_{Tgij}$ and the other is under control, $r_{Cgij}$. Only one of the two potential outcomes can be observed according to treatment assignment $Z_{gij}$, thus the individual treatment effect, $r_{Tgij} - r_{Cgij}$ cannot be observed; see Neyman (1923) and Rubin (1974). This individual exhibits the observed response $R_{gij} = r_{Tgij}Z_{gij} + r_{Cgij}(1 - Z_{gij})$.
Let $\mathcal{F} = \{ (r_{Tgij}, r_{Cgij}, x_{gij}), g = 1, \ldots, G, i = 1, \ldots, I_g, j = 1, 2 \}$ where $x_{gij}$ denotes observed covariates, and $\mathcal{Z}$ be the set containing all possible values $z$ of $\mathcal{Z} = \{ z_{111}, z_{112}, \ldots, z_{G1GnG} \}^T$. Write $|S|$ for the number of elements in a finite set $S$. Then, $|\mathcal{Z}| = \prod_{g=1}^{G} \prod_{i=1}^{I_g} n_{gi}$ since every matched pair $i$ in group $g$ has $n_{gi}$ possible treatment assignment allocations, $(z_{gi1}, z_{gi2}, \ldots, z_{gin_{gi}}) = (1, 0, \ldots, 0, 0), (0, 1, \ldots, 0, 0)$ or $(0, 0, \ldots, 0, 1)$. In a randomized experiment, a treatment assignment $Z$ is randomly chosen from $\mathcal{Z}$. Therefore, $\Pr(Z = z | \mathcal{F}, \mathcal{Z}) = |\mathcal{Z}|^{-1}$ and $\Pr(Z_{gij} = 1 | \mathcal{F}, \mathcal{Z}) = 1/n_{gi}$ from the independence between strata. The response $R = (R_{111}, R_{112}, \ldots, R_{G1GnG})$ is thus random due to $\mathcal{Z}$ whereas $\mathcal{F}$ is fixed. This randomization enables researchers make inference for treatment effects in a randomized experiment (Rosenbaum 2017).

2.2. Matching and Observational Studies. In an observational study, when we collect data, treated and control individuals are not matched. The strata should be formed on the basis of their treatment and covariates. Matching methods are important tools to create the strata. Each treated individual is matched to a control with the same covariates and the same probability of receiving a treatment. In this paper, we consider a matched pair design containing only one control for each treated with $n_{gi} = 2$. However, our method that will be discussed throughout this paper can be readily extended to other designs such as matching with multiple controls. In practice, it is difficult to find a control who has the exactly same covariates, especially for continuous covariates. Instead, we find a control as similar to the targeted treated as possible. Then, we assess how similar matched pairs are by checking the overall covariate balance. The most common diagnostic for checking balance is using the standardized difference, see Rosenbaum (2010). The quality of matched pairs produced by matching methods should be assessed and reported before making causal inference.

Once obtained matched pairs are accepted by passing diagnostics, we can view the matched pairs as pairs in a stratified randomized experiment under the assumption of no unmeasured confounding. This assumption implies that the probability of receiving a treatment $\pi_{gij} = \Pr(Z_{gij} = 1 | x_{gij})$ depends only on observed covariates $x_{gij}$ meaning that if two individuals $gij$ and $g\prime j\prime$ have the same covariates (i.e., $x_{gij} = x_{g\prime j\prime}$), then $\pi_{gij} = \pi_{g\prime j\prime}$. This property also implies, for a matched pair, $\Pr(Z_{gij} = 1 | \mathcal{F}, \mathcal{Z}) = \Pr(Z_{gij2} = 1 | \mathcal{F}, \mathcal{Z}) = 1/2$ since two individuals in a matched pair share the same observed covariates. In addition to the assumption of no unmeasured confounding, another
assumption is required to recover the stratified randomized experiments: common support for \( \Pr(Z_{gij} = 1 | x_{gij}) \). The common support means that every treated or control individual must have a positive probability of receiving a treatment (and no treatment), that is, \( 0 < \Pr(Z_{gij} = 1 | x_{gij}) < 1 \). Anyone with the probability 1 of receiving a treatment cannot be compared since there exists no control individual who has the same covariates.

### 2.3. Sensitivity to Unmeasured Biases in Observational Studies

In an observational study, matching methods can adjust for measured confounders, however, it might be possible that two subjects with the same observed covariate have different probabilities of receiving a treatment due to the existence of unmeasured confounders. In the presence of unmeasured confounders, we consider a sensitivity analysis model proposed by Rosenbaum (2002a). This model restricts treatment assignments within a stratum with a sensitivity parameter \( \Gamma \). For individuals \( gij \) and \( g'ij' \) with \( x_{gij} = x_{g'ij'} \), their odds of treatment assignment may differ by at most a factor of \( \Gamma \geq 1 \),

\[
\frac{1}{\Gamma} \leq \frac{\pi_{gij} \cdot (1 - \pi_{g'ij'})}{(1 - \pi_{gij}) \cdot \pi_{g'ij'}} \leq \Gamma.
\]  

When \( \Gamma = 1 \), the model (1) is equivalent to assuming the no unmeasured confounders. The null hypothesis can be conducted by using randomization-based tests, and the \( P \)-value can be obtained as a point estimate. However, for \( \Gamma > 1 \), randomization inferences produce an interval of \( P \)-values. If the endpoints of the interval are less than a significance level \( \alpha \), the null hypothesis can be rejected even in the presence of unmeasured confounders since the worst-case \( P \)-value is less than \( \alpha \). The \( P \)-value interval becomes wider as \( \Gamma \) increases, and at a some point, the \( P \)-value interval contains \( \alpha \). When \( \alpha \) is in the interval, some \( P \)-values can reject the null hypothesis, but others cannot reject. Therefore, such \( P \)-value interval is uninformative, and the null hypothesis cannot be rejected. In practice, it is enough to find the upper bound of the \( P \)-value interval in order to conduct hypothesis tests. An approximation of the upper \( P \)-value bound can be used, see Gastwirth, Krieger and Rosenbaum (2000) for more detailed discussions. Using the approximation, it is easy to find the largest value of \( \Gamma \) that cannot alter the conclusion that is obtained when \( \Gamma = 1 \).
3. A Combined Exploratory and Confirmatory Method for Discovering Effect Modification

3.1. The Null Hypothesis and the Confidence Interval Method. Suppose that outcome is continuous. Let \( \tau \) be the population average treatment effect. When there is no effect modification at all, every individual \( gij \) has the same constant treatment effect, \( r_{Tgij} - r_{Cgij} = \tau \). Therefore, to test whether there is effect modification, we can define the null hypothesis as \( H_0: r_{Tgij} - r_{Cgij} = \tau \) for every \( gij \). Under the null hypothesis, missing potential outcomes can be imputed from the observed data when \( \tau \) is a known and fixed value. Then a randomization test can examine how extreme a test statistic is under the null, and thus produce inference. However, \( \tau \) is unknown in practice, and is a nuisance parameter that has to be estimated although it is not of primary interest. Difficulties arise because the observed data is used for both estimating \( \tau \) and conducting hypothesis tests for discovering effect modification. Berger and Boos (1994) provides an approach to handle this difficulty by maximizing the \( P \)-value across a confidence interval for \( \tau \). Ding et al. (2016) implements this method for testing the null hypothesis in randomized experiment settings, and calls it the confidence interval (CI) method. For a brief review of their implementation, the first step is estimating \( \tau \) with a \((1 - \gamma)\) level confidence interval for a small \( \gamma \), for example, \( \gamma = 0.001 \). Hypothesis tests are then conducted for all possible values of \( \tau \) in the confidence interval, and the \( P \)-value is maximized among all obtained \( P \)-values. Finally, the maximum \( P \)-value plus \( \gamma \) is reported as the \( P \)-value from the CI method, or the maximum \( P \)-value is compared with a significance level \( \alpha \).

Our proposed method slightly modifies the CI method. Instead of computing \( P \)-values across the confidence interval, our method computes test statistics (i.e., \( D_{T_{\text{max}}} \) that will be defined in the next subsection) across the confidence interval, finds the minimum of the test statistics, and compare the minimum with the critical value for a significance level \( \alpha \). This modified version is referred as the CI method throughout this paper.

In the following subsection, we assume that \( \tau \) is known first, and describe our method for discovering effect modification in observational studies.

3.2. Joint Evaluation of Subgroup Comparisons. Suppose that there is a given tree \( II \) with \( G \) groups that is a partitioning of the covariate space. Each group \( g \) represents a terminal node in
the partition, and we denote each terminal node as \( \ell_g \). To utilize the structure of trees, we trace back how the partition \( \Pi \) is built. For each splitting step in building a tree, a certain internal node is chosen and forced to split into two subsequent nodes. This step is repeated until the number of terminal nodes is \( G \). Since every step increases the number of nodes by 2 and there are \( G - 1 \) steps, the number of all nodes is \( 2^G - 1 \). Excluding the initial node, there are \( G \) terminal nodes and \( G - 2 \) internal nodes. Each internal node can be constructed as a union of some of \( \ell_1, \ldots, \ell_G \).

For example, as seen in Figure 1, two binary variables, male and young, are used in the tree. The first split is made on the male variable, and the second split is made for male on the young variable. There are three terminal nodes: (1) \( \ell_1 = \text{female} \), (2) \( \ell_2 = \text{old male} \), and (3) \( \ell_3 = \text{young male} \) from left to right. The one internal node that represents the male sample can be represented as \( \ell_2 \cup \ell_3 \). We simply denote this internal node as \( \ell_{23} \). Technically, the total sample is one of the internal nodes, but our method will not include this total sample, \( \ell_{123} := \ell_1 \cup \ell_2 \cup \ell_3 \), since we want to discover subgroups that have different treatment effects from the population average, and cannot find any effect modification from \( \ell_{123} \). In the example, the tree can be represented by \( \Pi = \{ \{ \ell_{23} \}, \{ \ell_1 \}, \{ \ell_2 \}, \{ \ell_3 \} \} \).

With \( G \) terminal nodes, \( G - 2 \) internal nodes are considered for de novo discovering effect modification. It may seem counter-intuitive since considering more comparisons implies paying more for multiple testing. However, the inclusion of internal nodes has several beneficial aspects. We illustrate two beneficial aspects. First, some of terminal nodes may have a small number of matched pairs and consequently lack power for detecting effect modification. Combining some terminal nodes can increase power even though the number of comparisons increase. Second,
when a given tree structure is deeper than the true structure, considering only terminal nodes is misleading. This is important especially when \( \Pi \) is not given, and has to be estimated. Overfitting a tree leads to an unnecessarily complex structure, but including internal nodes can correct this problem.

We construct the comparison vector of \((2G - 2)\) test statistics for \(G\) terminal nodes and \(G - 2\) internal nodes. Each comparison statistic corresponds to an element in a tree \(\Pi\). We can consider the \((2G - 2) \times G\) conversion matrix \(C\) that can create the \((2G - 2)\) correlated comparisons based on \(G\) mutually independent test statistics for \(G\) terminal nodes, see Lee et al. (2017) for a discussion of the conversion matrix in a factorial design. To illustrate the matrix \(C\), let us revisit the example shown in Figure 1. Including the internal node, there are four nodes. The conversion matrix \(C\) can be constructed as

\[
C = \begin{bmatrix}
0 & 1 & 1 \\
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{bmatrix}.
\]

The first row represents the internal node indicating the male subgroup \(\ell_{23}\) and the last three represent the terminal nodes \(\ell_1, \ell_2\) and \(\ell_3\). Now, let \(T = (T_1, \ldots, T_G)^T\) be the vector of the test statistics for terminal nodes. Then, the \((2G - 2)\) test statistics for all nodes \(S = (S_1, \ldots, S_{2G-2})^T\) can be obtained as \(S = CT\). In the above example, \(S = (T_2 + T_3, T_1, T_2, T_3)\), and \(T_2 + T_3\) represents the test statistic for the male subgroup \(\ell_{23}\).

We consider test statistics of the form \(T = \sum_{g=1}^{G} T_g\) where \(T_g = \sum_{i=1}^{l_g} \sum_{j=1}^{2} Z_{gij} q_{gij}\) for suitable scores \(q_{gij}\) that are a function of the response \(R_{gij}\). Under the null \(H_0: \tau T_{gij} - r C_{gij} = \tau, R_{gij}\) and \(q_{gij}\) are fixed by conditioning on \(\mathcal{F}\). The most common statistic of this form is Wilcoxon’s signed rank statistic. To test \(H_0\), we consider a level \(\alpha\) two-sided test since the subgroup treatment effects can be either larger or smaller than \(\tau\). For \(\Gamma = 1\), randomization inference gives the exact null distribution \(\Pr(T_g|\mathcal{F}, \mathcal{Z})\) of the test statistic \(T_g\). However, for \(\Gamma > 1\), the distribution of \(T_g\) is bounded by the distributions of \(T_g^+\) and \(T_g^-\) where \(E(T_g^+) = \mu_{g^+}, E(T_g^-) = \mu_{g^-}, \text{var}(T_g^+) = \nu_{g^+}, \text{and var}(T_g^-) = \nu_{g^-}\); see Rosenbaum (2002a). If the treatment effect in subgroup \(g\) is larger than \(\tau\), \(T_g^+\) is used for obtaining the upper bound on the \(P\)-value for \(T_g\); otherwise, \(T_g^-\) is used.
For simplicity, we first introduce a one-sided procedure with $T_g^+$ for testing effect modification against a larger effect than $\tau$. A large sample approximation can be applied to the joint distribution of $T$. Under $H_0$ with mild conditions on $q_{gij}$, the joint distribution of $(T_g - \mu_{Tg}) / \sqrt{\nu_{Tg}^+}$, $g = 1, \ldots, G$, converges to a multivariate Normal distribution $\mathcal{N}_G(0, \mathbf{I})$ where $\mathbf{I}$ is the $G \times G$ identity matrix as $\min(I_g) \to \infty$. The upper bound on the $P$-value for $T$ can be obtained as $1 - \Phi \left\{ (T - \sum_{g=1}^G \mu_{Tg}^+) / \sqrt{\sum_{g=1}^G \nu_{Tg}^+} \right\}$. Let $\mu_{T}^+ = (\mu_{1T}^+, \ldots, \mu_{GT}^+)^T$ and $\mathbf{V}_T^+$ for the $G \times G$ diagonal matrix with $g$-th diagonal element $\nu_{Tg}^+$. Define $\theta_i^+ = \mathbf{C}\mu_i^+$ and $\Sigma_i^+ = \mathbf{C}\mathbf{V}_i^+\mathbf{C}^T$, noting that $\Sigma_i^+$ is not typically diagonal. Write $\theta_{ik}^+$ for the $k$-th coordinate of $\theta_i^+$ and $(\sigma_{ik}^+)^2$ for the $k$-th diagonal element of $\Sigma_i^+$. Define $D_{ik}^+ = (S_k - \theta_{ik}^+) / \sigma_{ik}^+$ and $\mathbf{D}_i^+ = (D_{i1}^+, \ldots, D_{i,2G-2}^+)^T$. Finally, write $\rho_i^+$ for the $(2G-2) \times (2G-2)$ correlation matrix formed by dividing the element of $\Sigma_i^+$ in row $k$ and column $k'$ by $\sigma_{ik}^+ \sigma_{kk'}^+$. Under $H_0$, the distribution of $\mathbf{D}_i^+$ converges to a Normal distribution, $\mathcal{N}_{2G-2}(\mathbf{0}, \rho_i^+)$, with expectation $\mathbf{0}$ and covariance matrix $\rho_i^+$ as $\min(I_g) \to \infty$. Then, the one-sided test can be conducted by using

$$D_{\Gamma \max}^+ = \max_{1 \leq k \leq 2G-2} D_{\Gamma k}^+ = \max_{1 \leq k \leq 2G-2} \frac{S_k - \theta_{\Gamma k}^+}{\sigma_{\Gamma k}^+}. $$

Given a significance level $\alpha/2$, the critical value $\kappa_{\Gamma,\alpha/2}^+$ for $D_{\Gamma \max}^+$ solves

$$1 - \alpha/2 = \Pr \left( D_{\Gamma \max}^+ < \kappa_{\Gamma,\alpha/2}^+ \right) = \Pr \left( \frac{S_k - \theta_{\Gamma k}^+}{\sigma_{\Gamma k}^+} < \kappa_{\Gamma,\alpha/2}^+ , k = 1, \ldots, 2G - 2 \right)$$

under $H_0$. The multivariate Normal approximation to $\kappa_{\Gamma,\alpha/2}^+$ is obtained using the qmvnorm function in the mvtnorm package in R, as applied to the $\mathcal{N}_{2G-2}(\mathbf{0}, \rho_i^+)$ distribution, see Genz and Bretz (2009).

Similarly, we can define $D_{\Gamma \max}^-$ as the minimum of the deviates $D_{\Gamma k}^-$ that are defined from $\mu_{Tg}^-$ and $\nu_{Tg}^-$, that is,

$$D_{\Gamma \max}^- = \min_{1 \leq k \leq 2G-2} D_{\Gamma k}^- = \min_{1 \leq k \leq 2G-2} \frac{S_k - \theta_{\Gamma k}^-}{\sigma_{\Gamma k}^-}. $$

Then, $D_{\Gamma \max}^-$ can be compared with the critical value $\kappa_{\Gamma,\alpha/2}^-$ that solves $1 - \alpha/2 = \Pr \left( D_{\Gamma \max}^- > \kappa_{\Gamma,\alpha/2}^- \right)$. The null hypothesis $H_0$ is rejected at a level $\alpha$ when either $D_{\Gamma k}^+ > \kappa_{\Gamma,\alpha/2}^+$ or $D_{\Gamma k}^- < \kappa_{\Gamma,\alpha/2}^-$. For Wilcoxon’s signed rank statistic and many other statistics, the variances of $T^+$ and $T^-$ are equal, $\nu_{Tg}^+ = \nu_{Tg}^-$. This equality implies $\mathbf{V}_i^+ = \mathbf{V}_i^-$, $\rho_i^+ = \rho_i^-$, and further $\kappa_{\Gamma,\alpha/2}^+ = -\kappa_{\Gamma,\alpha/2}^-$. In this
case, the two-sided test can be simply conducted by defining

\[ D_{\Gamma k} = \begin{cases} 
D_{\Gamma k}^+ & \text{if } |D_{\Gamma k}^+| \geq |D_{\Gamma k}^-| \\
D_{\Gamma k}^- & \text{if } |D_{\Gamma k}^+| < |D_{\Gamma k}^-| 
\end{cases} \]

\[ D_{\Gamma \max} = \max_{1 \leq k \leq 2G-2} |D_{\Gamma k}|. \]

Then, \( D_{\Gamma \max} \) is compared with the common critical value \( \kappa_{\Gamma, \alpha} = |\kappa_{\Gamma, \alpha/2}^+| = |\kappa_{\Gamma, \alpha/2}^-| \). For simplicity, this combined two-sided test is considered throughout this paper.

### 3.3. Honest Splitting and Existing Methods

In Section 3.1 and 3.2, we assumed that a tree \( \Pi \) is given for discovering effect modification. Trees can be obtained from previous literature, but it is not generally available in many studies. Alternatively, adaptive estimation methods can be used, but the same data is used for building a tree and conducting hypothesis tests. Athey and Imbens (2016) shows that adaptive methods do not have the correct coverage of confidence intervals in the context of estimating treatment effects. They further propose an “honest” method, which separates the data into two parts: building a tree and estimating treatment effects. The first sample will not be used for making inference, but used for discovering effect modification structures via recursive partitioning. This separate sample is used for selecting a model structure, thus this method does not assume sparsity. The second sample is used for estimating treatment effects from the discovered structure.

Compared to Athey and Imben’s (2016) method, our method considers the same sample splitting method, but the second sample will be used for conducting hypothesis tests instead of estimation. The discovered tree obtained from the first sample is an exploratory de novo discovery even though it is selected by cross-validation within the first sample. Therefore, if one is interested in inferences of which covariates are effect modifiers other than predictions, a confirmatory method should be accompanied. Joint evaluation with hypothesis testing can reveal the hidden structure in the firstly discovered partitions. Splitting leads to a loss of power for detecting effect modification, but there is a significant benefit for selecting partitions to investigate that offsets the loss. Without splitting, Lee et al. (2017) proposed a factorial design of partitions and a hypothesis testing method under the Fisher’s sharp null hypothesis \( H_0^{Fisher} : r_{Tgih} = r_{Cgij} \), not \( H_0 \). However, as the number of considered covariates increases, statistical power is gradually reduced. Our sample splitting method can be
an alternative approach. Since it includes covariate selection, the loss of power of test can be minimized in a high-dimensional setting.

3.4. Testing the Null Hypothesis for a Subgroup. Our primary interest is to test the null hypothesis $H_0: r_{Tgij} - r_{Cgij} = \tau$ for all $g \in \{1, \ldots, G\}$ where $\tau$ is the population mean. The null $H_0$ is a test for effect modification in the whole population. However, testing the null hypothesis $H_0^{\text{sub}}: r_{Tgij} - r_{Cgij} = \tau$ for a subgroup may be of interest. Rejecting $H_0^{\text{sub}}$ implies that the corresponding subgroup has a treatment effect significantly different from the population mean. As the test statistic $D_{\Gamma \max}$ is used for testing $H_0$, to test $H_0^{\text{sub}}$, we consider a test statistic $D_{\Gamma \max}^{\text{sub}}$ with respect to the subtree $\Pi^{\text{sub}}$ that is a subset of $\Pi$ and contains all subsets of the targeted subgroup as elements. Let $I$ be an index set that indicates the inclusion of $\Pi^{\text{sub}}$ in $\Pi$. Since $|\Pi| = 2G - 2$, the index set $I$ is a subset of $\{1, \ldots, 2G - 2\}$. The new test statistic $D_{\Gamma \max}^{\text{sub}} = \max_{k \in I} D_{\Gamma k}$ can be defined by only focusing on the deviates $D_{\Gamma k}$ for $k \in I$. Since the number of considered deviates is reduced, it is required to compute a new critical value $\kappa_{\Gamma, \alpha}^{\text{sub}}$. The computation can be done by using the sub-correlation matrix $\rho_{\Gamma}^{\text{sub}}$ that contains the $(k, k')$ element of $\rho_{\Gamma}$ for $k, k' \in I$ that is the intersection of row $k$ and column $k'$. Especially, when $H_0^{\text{sub}}$ is for single subgroup $g$, the critical value $\kappa_{\Gamma, \alpha}^{\text{sub}}$ can be easily computed as $\Phi^{-1}(1 - \alpha/2)$ where $\Phi(\cdot)$ is the cumulative distribution function of the standard Normal distribution. Then, the test statistic $D_{\Gamma \max}^{\text{sub}}$ can be compared to $\kappa_{\Gamma, \alpha}^{\text{sub}}$.

3.5. Parameter Selection in Sensitivity Analysis for Effect Modification. To assess effect modification in the presence of unmeasured confounding, a sensitivity analysis can be conducted for various values of $\Gamma$. When an unmeasured bias is present, the distribution of $Z$ is governed by $\Gamma$. The change in the distribution of $Z$ affects both (a) estimating $100(1 - \gamma)\%$ the confidence interval and (b) testing the null $H_0$ at a level $\alpha$. For $\Gamma > 1$, as $\Gamma$ increases, the $100(1 - \gamma)\%$ confidence interval for $\tau$ rapidly converges to the real line even for a comparatively large $\gamma$. When choosing a large value of $\gamma$, the obtained confidence interval may be narrow enough up to a certain $\Gamma$. However, there is a trade-off between $\gamma$ and $\alpha$; a large $\gamma$ means a small $\alpha$ for testing, which may lead to a loss of power. It is difficult to find the optimal balance between $\gamma$ and $\alpha$ since the optimal balance depends on the size of $\Gamma$ that is unknown. To apply the CI method more transparently, we propose to consider $\gamma = 0$, which means considering all values of $\tau$ in the real line. For many test statistics of the form $T = \sum_{g=1}^{G} \sum_{i=1}^{l_g} \sum_{j=1}^{q} Z_{gij} q_{gij}$ such as Wilcoxon’s signed rank sum test, $D_{\Gamma \max}$ is
substantially large when $\tau$ is too small or too large, and the minimum of $D_{\Gamma \text{max}}$ is obtained within a sizable range. In practice, a wide enough range of $\tau$ can be chosen by making sure that $D_{\Gamma \text{max}}$ is large enough at the ends of the range even for a large $\Gamma$. This approach requires more intensive computation, but we may expect a minimal power loss because of $\gamma = 0$.

One may raise the question, “Can we use $\gamma = 0$ all the time in order to maximize the power?” The answer to this question can be yes or no. If we are only interested in finding evidence of effect modification without further investigation of subgroups, we may use $\gamma = 0$. However, $\gamma = 0$ should not be used in the subgroup analysis. The real line as the confidence interval for $\tau$ may be too long to provide meaningful inference for testing $H_0^{\text{sub}}$ for a certain subgroup. For instance, when $H_0^{\text{sub}}$ is for terminal node subgroup $g$, subgroup $g$ is likely not to have effect modification within the subgroup, and thus $H_0^{\text{sub}}$ is highly likely to be rejected when $\tau$ is chosen from the real line. Therefore, meaningful causal inference for the subgroup cannot be made when $\gamma = 0$.

3.6. Binary Outcome. When outcomes are binary, the individual treatment effect is $\delta_{gij} = r_{Tgij} - r_{Cgij}$, and $\delta_{gij}$ is an element of $\{-1, 0, 1\}$. The average treatment effect is the average difference between two potential outcomes, denoted by $\delta = (1/N) \sum_{g=1}^{G} \sum_{i=1}^{I_g} \sum_{j=1}^{n_{gi}} \delta_{gij}$ where $N = \sum_{g=1}^{G} \sum_{i=1}^{I_g} n_{gi}$, see Rosenbaum (2001) for further discussion on binary responses. The unbiased estimator of $\delta$ is $\hat{\delta} = \sum_{g=1}^{G} \sum_{i=1}^{I_g} (n_{gi}/N) \delta_{gij}$ where $\delta_{gij} = \sum_{j=1}^{n_{gi}} (Z_{gij}R_{gij}/m_{gij} - (1 - Z_{gij})R_{gij}/(n_{gi} - m_{gij}))$ is the estimated average treatment effect within stratum $gi$. Also, instead of testing $H_0 : r_{Tgij} - r_{Cgij} = \tau$ that is defined for continuous outcomes, we consider a test of the null hypothesis $H_0^{\text{binary}} : \delta = \delta_0$ where $\delta_0 \in \{d/N : d \in [-N, N] \cap \mathbb{Z}\}$. Since $\delta_{gij}$ can be either -1, 0, or 1, the considered $\delta_0$ has to be a member of $\{d/N : d \in [-N, N] \cap \mathbb{Z}\}$. Let $\delta = (\delta_{111}, \delta_{112}, \ldots, \delta_{GIGG})$. The null $H_0^{\text{binary}}$ allows to test a set $D_{\delta_0} = \{\delta : \sum_{g=1}^{G} \sum_{i=1}^{I_g} \sum_{j=1}^{n_{gi}} \delta_{gij} = \delta_0\}$, which means that rejecting $H_0^{\text{binary}}$ is rejecting all $\delta$ in $D_{\delta_0}$.

We adopt Fogarty et al. (2016)’s testing method for binary outcomes, and combine it with our method for discovering effect modification. Let $N_g = \sum_{i=1}^{I_g} n_{gi}$, $\delta_g = (1/N_g) \sum_{i=1}^{I_g} \sum_{j=1}^{n_{gi}} \delta_{gij}$, $\hat{\delta}_g = \sum_{i=1}^{I_g} (n_{gi}/N) \delta_{gij}$, and $\Sigma_g = \sum_{i=1}^{I_g} \sigma_{gij}^2$. Now, we define the test statistic vector $T = (T_1, \ldots, T_G)$ where $T_g = N_g \hat{\delta}_g$. A large sample approximation gives that $T_g - N_g \delta_g / \sqrt{\Sigma_g}$ has an approximately Normal distribution $N(0, 1)$ for all $g = 1, \ldots, G$. For $\Gamma = 1$, Fogarty et al. (2016) proposes a method based on randomization inference. To account for worst-case biases, it uses integer programming.
for finding the maximal variance of \( \Sigma_g = \sum_{i=1}^{I_g} \sigma^2_{gi} \) where \( \sigma^2_{gi} \) is the variance contribution from stratum \( gi \) to \( \text{var}(T_g) \). See Section 5 and Theorem 1 in Fogarty et al. (2016) for more details. For \( \Gamma > 1 \), to find the maximal variance of \( \Sigma_g \), a similar approach can be used, but it requires more complicated computations in solving an integer quadratic program, see Fogarty et al. (2017) for detailed computation. The rest of our proposed procedure is the same as the method in Section 3.2 and 3.3. Tree can be discovered based on CART by regressing \( \delta_{gij} \) on covariates \( x_{gij} \) from the first sample obtained from sample splitting. From the second sample, the confidence interval for \( \delta \) can be constructed by inverting hypothesis tests. Then, the CI method can be applied for each \( \delta_0 \) in the confidence interval.

In applying the CI method, however, difficulties arise due to the discreteness of \( \delta_0 \). When a tree is considered, each terminal node has a different sample size, which causes incompatible hypothesis tests. To illustrate this, consider a simple example with 10 matched pairs (\( N = 20 \)) using the tree in Figure 1. Suppose that the female subgroup has 5 matched pairs (\( N_{\text{female}} = 10 \)). The null for the entire sample is testing whether \( \delta_{\text{entire}} = \delta_0 \) where \( \delta_0 \) must be one of \( \{-20/20, -19/20, \ldots, 19/20, 20/20\} \). To discover effect modification, we ultimately want to test \( H_0: \delta_{\text{entire}} = \delta_{\text{female}} = \delta_{\text{old male}} = \delta_{\text{young male}} \). This implies that a test of \( \delta_{\text{female}} = \delta_0 \) should be considered, however, this test is incompatible with, for instance, \( \delta_0 = 3/20 \) because \( \delta_{\text{female}} \) can be tested only for values \( (-10/10, -9/10, \ldots, 10/10) \). A remedy to fix the problem is using two closest compatible values around an incompatible value, conducting hypothesis tests for these two values, and taking a larger \( P \)-value. For \( \delta_0 = 3/20 \), when testing the female group, the two closest compatible values are 1/10 and 2/10. This fix is slightly conservative, however, as the number of matched pairs \( I_g \) increases, the grid of compatible \( \delta_0 \) is finer, and the obtained \( P \)-value converges to the true value. Technically, for each \( \delta_0 \), let \( \delta^L_g \) and \( \delta^R_g \) be the closest two compatible values for subgroup \( g \).

**Theorem 1.** Under \( H_0^{\text{binary}}: \delta = \delta_0 \), if \( \Sigma_g \rightarrow \infty \) as \( I_g \rightarrow \infty \), then \((N_g \hat{\delta}_g - N_g \delta^L_g)/\sqrt{\Sigma_g} \overset{d}{\rightarrow} \mathcal{N}(0,1)\) and \((N_g \hat{\delta}_g - N_g \delta^R_g)/\sqrt{\Sigma_g} \overset{d}{\rightarrow} \mathcal{N}(0,1)\).

**Proof.** As we discussed above, \((N_g \hat{\delta}_g - N_g \delta_0)/\sqrt{\Sigma_g} \overset{d}{\rightarrow} \mathcal{N}(0,1)\) under \( H_0: \delta = \delta_0 \). Since \( I_g \rightarrow \infty \), \((\delta^R_g - \delta^L_g) = 1/N_g \) converges to 0 in probability. Thus, both \( \delta^L_g \) and \( \delta^R_g \) converge to \( \delta_0 \) in probability.
since $\delta_g \leq \delta_0 \leq \delta_H$. By Slutsky’s theorem, we have that $(N_g\hat{\delta}_g - N_g\delta_g^L)/\sqrt{\Sigma_g} \xrightarrow{d} \mathcal{N}(0,1)$ and $(N_g\hat{\delta}_g - N_g\delta_g^R)/\sqrt{\Sigma_g} \xrightarrow{d} \mathcal{N}(0,1)$ provided that $\Sigma_g \to \infty$. \hfill $\Box$

4. Simulation

In this section, we evaluate the performance of our method with various settings by using simulations in the absence of unmeasured confounding. We consider three main factors that may affect the performance: (1) choice of tree algorithm, (2) split ratio and (3) the degree of effect modification. First, after splitting a sample, the first subsample is used to discover effect modification based on tree algorithms. Two tree approaches may be applied to this discovery step, CART and Causal tree (CT) approaches. Both of the approaches are designed to discover tree structures, however, they have different criteria for constructing the partition and cross-validation, thus provide different partitions. For discussion of CART, see Breiman et al. (1984) and Zhang and Singer (2010), and for discussion of CT, see Athey and Imbens (2016). Second, the splitting ratio of the first subsample to the second may affect the performance. If we invest too much on the first discovery step, we lose power for testing effect modification. On the other hand, if we invest too little, some important structure may not be discovered resulting in loss of power. We consider three ratios (10%, 90%), (25%, 75%) and (50%, 50%). Finally, we examine the performance according the extent of effect modification. If there is small effect modification of some covariates, then our method may not detect this structure from the first subsample and thus may provide low power to discover any effect modification.

We consider two simulation studies, one with continuous outcomes and the other with binary outcomes. For both studies, we set $N = 4000$ with 2000 matched pairs and the true effect size as 0.5 on average. Also, we consider five covariates, $x_1, \ldots, x_5$, and assume that at most two of them are true effect modifiers, say $x_1$ and $x_2$. For continuous outcomes, suppose that an individual in stratum of $x_1 = i, x_2 = j$ has a treatment effect from a Normal distribution $\mathcal{N}(\tau_{ij}, 1)$. Define $\boldsymbol{\tau} = (\tau_{00}, \tau_{01}, \tau_{10}, \tau_{11})$. we consider five situations: (1) $\boldsymbol{\tau} = (0.4, 0.4, 0.6, 0.6)$, (2) $\boldsymbol{\tau} = (0.3, 0.3, 0.7, 0.7)$, (3) $\boldsymbol{\tau} = (0.4, 0.4, 0.5, 0.7)$, (4) $\boldsymbol{\tau} = (0.3, 0.3, 0.6, 0.8)$, and (5) $\boldsymbol{\tau} = (0.2, 0.5, 0.5, 0.8)$. For example, the first situation $\boldsymbol{\tau} = (0.4, 0.4, 0.6, 0.6)$ means that there is small effect modification of $x_1$, not $x_2$. The third situation $\boldsymbol{\tau} = (0.4, 0.4, 0.5, 0.7)$ means that there is small effect modification
Table 1. Simulated power (from 10,000 replications) for hypothesis tests to discover effect modification in subgroup analyses. The upper table is for continuous outcomes and the lower table is for binary outcomes. The true effect size is 0.5 on average for the entire population and the sample size is 4000 with 2000 matched pairs.

| Size of effect modification $(x_1, x_2)$ | Continuous outcomes $\tau = (\tau_{00}, \tau_{01}, \tau_{10}, \tau_{11})$ | CT | CART | CT | CART | CT | CART |
|----------------------------------------|---------------------------------|-----|------|-----|------|-----|------|
| (1) Small, No                          | $(0.4, 0.4, 0.6, 0.6)$          | 0.09| 0.04 | 0.10| 0.05 | 0.07| 0.06 |
| (2) Large, No                          | $(0.3, 0.3, 0.7, 0.7)$          | 0.55| 0.35 | 0.85| 0.70 | 0.82| 0.84 |
| (3) Small, Small                       | $(0.4, 0.4, 0.5, 0.7)$          | 0.11| 0.05 | 0.14| 0.07 | 0.09| 0.07 |
| (4) Large, Small                       | $(0.3, 0.3, 0.6, 0.8)$          | 0.54| 0.36 | 0.85| 0.70 | 0.83| 0.84 |
| (5) Moderate, Moderate                 | $(0.2, 0.5, 0.5, 0.8)$          | 0.49| 0.31 | 0.73| 0.51 | 0.63| 0.57 |

| Size of effect modification $(x_1, x_2)$ | Binary outcomes $\delta = (\delta_{00}, \delta_{01}, \delta_{10}, \delta_{11})$ | CT | CART | CT | CART | CT | CART |
|----------------------------------------|---------------------------------|-----|------|-----|------|-----|------|
| (1) Small, No                          | $(0.45, 0.45, 0.55, 0.55)$      | 0.05| 0.02 | 0.05| 0.03 | 0.04| 0.03 |
| (2) Large, No                          | $(0.40, 0.40, 0.60, 0.60)$      | 0.61| 0.33 | 0.79| 0.69 | 0.76| 0.78 |
| (3) Small, Small                       | $(0.45, 0.45, 0.50, 0.60)$      | 0.07| 0.02 | 0.07| 0.04 | 0.05| 0.04 |
| (4) Large, Small                       | $(0.40, 0.40, 0.50, 0.70)$      | 0.68| 0.38 | 0.90| 0.77 | 0.90| 0.89 |
| (5) Moderate, Moderate                 | $(0.35, 0.50, 0.50, 0.65)$      | 0.53| 0.25 | 0.65| 0.47 | 0.54| 0.50 |

of both $x_1$ and $x_2$. Wilcoxon’s signed rank sum test is used for continuous outcomes. Similarly, for binary outcomes, suppose that an individual treatment effect has a binomial distribution $B(\delta_{ij})$ in stratum $x_1 = i, x_2 = j$, and define $\delta = (\delta_{00}, \delta_{01}, \delta_{10}, \delta_{11})$. Also, consider five situations: (1) $\delta = (0.45, 0.45, 0.55, 0.55)$, (2) $\delta = (0.4, 0.4, 0.6, 0.6)$, (3) $\delta = (0.45, 0.45, 0.5, 0.6)$, (4) $\delta = (0.4, 0.4, 0.5, 0.7)$, and (5) $\delta = (0.35, 0.5, 0.5, 0.65)$.

Table 1 describes the simulated power of the situations for both continuous and binary outcomes. The upper part of the table shows the simulated power for continuous outcomes. As we expected, when there is small effect modification as the first and third situations, both CT and CART methods produce low power for all three splitting ratios. However, if there is moderate or large effect modification, both can discover effect modification well. The CT method generally has higher power than the CART method. Also, the CT method performs the best with (25%, 75%) ratio, however the CART method has the best performance with (50%, 50%) ratio. The CART method finds the best fit tree from the first subsample without recognizing the second subsample. If the size of the first subsample is small, it is highly likely that the CART method produces a conservative tree. On the other hand, the CT method accounts for the size of the second subsample, and exploits more exploratory search for tree structures although it often produces false discovery with
a high probability. For example, in the first situation with (50%, 50%) ratio, the only true effect modifier $x_1$ is discovered in the CT method with probability 0.54 and in the CART method with probability 0.40. The CT method falsely discovers other covariates with probability 0.17, but the CART method with probability 0.07, see Table 5 and Appendix A for more details on this discovery rates. Although the CT method has a high false discovery rate, falsely discovered partitions will be tested using the second subsample, and will be trimmed after all. The simulated power for binary outcomes is shown in the lower part of Table 1. As we seen in the upper part, for binary outcomes, the CT method also has better performance than the CART method in general. In the analysis of our study that will be discussed in the next section, we will consider (25%, 75%) ratio for sample-splitting since this ratio shows the best compromise (measured by power of test) between discovery and confirmation of effect modification.

5. CAusal Effect of Exposure to PM$_{2.5}$ on 5-year Mortality in the New England

We consider 1,612,414 beneficiaries that enter in the Medicare cohort on January 1 2002 (reference date). For each enrollee, we calculate his/her exposure to PM$_{2.5}$ during the two years prior the entry into the cohort, so from January 1, 2000 to December 31, 2001. The outcome is time to death, which can be ascertained up to the end of the study, December 31, 2006. In addition to the exposure and the outcome, we consider both individual-level covariates and ZIP code-level covariates. All covariates are measured in 2001 before the reference date. Each individual provides age, sex (male or female), race (white or non-white) and Medicaid eligibility (a proxy for low socioeconomic status). ZIP code-level covariates consist of temperature, humidity, body mass index (BMI), percentage of ever smokers, black population, median household income, median value of housing, percentage below the poverty level, percentage less than high school education, percentage of owner-occupied housing units, and population density. Table 2 displays summary of the treated and control populations. Before matching, treated subjects are more Medicaid eligible, more often female, and more often non-white.

The two year average of PM$_{2.5}$ is obtained in a continuous scale. We create a binary treatment variable using a cutoff value 12 µg/m$^3$ based on the national standard. In 2012, United States Environmental Protection Agency (EPA) reviewed the national ambient air quality standards for
PM$_{2.5}$, and revised the annual PM$_{2.5}$ standard from 15 µg/m$^3$ to 12 µg/m$^3$. In this paper, we estimate the causal effect of being exposed to levels of PM$_{2.5}$ higher than 12 µg/m$^3$ versus lower than 12 µg/m$^3$ on 5-year mortality rate. Among 1,612,414 individuals, there are 584,374 treated (i.e., PM$_{2.5}$ > 12 µg/m$^3$) and 1,028,040 control (i.e., PM$_{2.5}$ ≤ 12 µg/m$^3$). We note that the level of PM$_{2.5}$ is estimated at the centroid of a ZIP code. Individuals living in the same ZIP code area share the same value of PM$_{2.5}$, thus the same treatment. We use the previously published methods that validate estimation of PM$_{2.5}$ levels. See Di et al. (2016) for more details of estimation methods of exposure to PM$_{2.5}$.

To adjust for measured confounders and discover effect modification, we use a matching method that produces exact matched pairs on four individual-level covariates, white, male, Medicaid eligibility, and age group. The age group variable has 5-year categories of age (1:65-70, 2:71-75, 3:76-80,
Table 3. Sensitivity analysis for testing the Fisher’s hypothesis of no effect: Upper bounds on $P$-values for various Γ

| Γ   | Subgroups | Truncated Product |
|-----|-----------|-------------------|
| 1.00 | $\ell_1$ 0.558 $\ell_2$ 0.183 $\ell_3$ 0.003 $\ell_4$ 0.002 $\ell_5$ 0.001 $\ell_6$ 0.000 $\ell_7$ 0.000 | 0.000 |
| 1.10 | $\ell_1$ 1.000 $\ell_2$ 0.697 $\ell_3$ 0.879 $\ell_4$ 0.406 $\ell_5$ 0.150 $\ell_6$ 0.001 $\ell_7$ 0.000 | 0.000 |
| 1.20 | $\ell_1$ 1.000 $\ell_2$ 0.965 1.000 $\ell_3$ 0.987 1.000 $\ell_4$ 0.812 1.000 $\ell_5$ 0.024 1.000 $\ell_6$ 0.000 1.000 | 0.000 |
| 1.25 | $\ell_1$ 1.000 $\ell_2$ 0.992 1.000 $\ell_3$ 1.000 $\ell_4$ 0.963 1.000 $\ell_5$ 0.073 1.000 $\ell_6$ 0.001 1.000 | 0.012 |
| 1.27 | $\ell_1$ 1.000 $\ell_2$ 0.996 1.000 $\ell_3$ 1.000 $\ell_4$ 0.984 1.000 $\ell_5$ 0.105 1.000 $\ell_6$ 0.001 1.000 | 0.041 |
| 1.28 | $\ell_1$ 1.000 $\ell_2$ 0.997 1.000 $\ell_3$ 1.000 $\ell_4$ 0.989 1.000 $\ell_5$ 0.124 1.000 $\ell_6$ 0.001 1.000 | 0.068 |

4:81-85, and 5:above 85). To obtain exact pairs, the dataset is stratified into $40 = 2 \times 2 \times 2 \times 5$ strata according to levels of individual-level covariates. For each stratum, the ZIP code-level covariates are matched as closely as possible. Matching can be performed by using the Optmatch R package. We randomly select about 20% of the treated individuals from the entire dataset for a better covariate balance. This allows us to construct 110,091 matched pairs. Covariate balance is shown in Table 2. Since two matched individuals have the same values for individual-level covariates, the standardized differences of them are zero. The standardized differences of ZIP code-level covariates are located between -0.06 and 0.07, which indicates that there is no systematic difference between treated and control.

To apply our method, we start with dividing the matched pairs into two subsamples with (25%, 75%) ratio. The first subsample of 27,500 matched pairs is used for identifying subgroups with treatment effect heterogeneity, and the other 82,591 matched pairs are used for testing for effect modification. Figure 2 displays the discovered tree structures with seven disjoint subgroups ($\ell_1, ..., \ell_7$) and five combined subgroups ($\ell_{12}, \ell_{123}, \ell_{456}, \ell_{4567}$) from the first subsample (noting that, for example, $\ell_{12}$ is the union of $\ell_1$ and $\ell_2$). The tree $\Pi$ can be represented by $\Pi = \{\{\ell_1\}, ..., \{\ell_7\}, \{\ell_{12}\}, \{\ell_{123}\}, \{\ell_{45}\}, \{\ell_{456}\}, \{\ell_{4567}\}\}$ with $|\Pi| = 12$. The first and second splits are made on age group, which creates four age partitions ($\ell_{12}, \ell_3, \ell_{456}, \ell_7$). The youngest age partition $\ell_{12}$ is further divided by white, and the age partition $\ell_{456}$ is divided by Medicaid eligibility and male. These partitions are obtained from the CT method. The CART method produces a coarser tree with the terminal nodes ($\ell_{12}, \ell_3, \ell_{456}, \ell_7$). As we found through simulation studies in Section 4, the CART method is slightly more conservative to create subgroups than the CT method. Our general suggestion is that researchers should try both of the methods, and choose a larger tree.
Before conducting tests for effect modification, we estimate illustrate the treatment effect in the entire population. The obtained matched pairs can be used for testing the Fisher’s hypothesis of no effect $H_0^{\text{Fisher}} : r_{Tgij} = r_{Cgij}$. The rejection of $H_0^{\text{Fisher}}$ implies that the exposure to high-level PM$_{2.5}$ is significantly detrimental to health. We consider the truncated product method proposed by Hsu.
et al. (2013) with the seven discovered subgroups \((\ell_1, \ldots, \ell_7)\) in Figure 2. This method computes upper bounds on \(P\)-values for each of the seven subgroups, and then combines the \(P\)-values using the truncated product proposed by Zaykin et al. (2002). The null hypothesis \(H_0^{\text{Fisher}}\) can be tested by using McNemar tests with the second subsample of 82,591 matched pairs. Table 3 shows the sensitivity analysis with Upper bounds on \(P\)-values for the Medicare data. At \(\Gamma = 1\), \(H_0^{\text{Fisher}}\) is rejected with a one-sided \(P\)-value of \(4.1 \times 10^{-20}\). At \(\Gamma = 1.1\), \(H_0^{\text{Fisher}}\) is rejected at the \(2.2 \times 10^{-13}\), and at \(\Gamma = 1.2\), \(H_0^{\text{Fisher}}\) is still rejected at the \(1.0 \times 10^{-4}\). Also, at \(\Gamma = 1.27\), the Fisher’s hypothesis of no effect is rejected at the 0.041 level, but at \(\Gamma = 1.28\), the hypothesis is not rejected at the 0.05 level. Therefore, we can conclude that exposure to high-level PM\(_{2.5}\) increased the 5-year mortality rate even in the presence of unmeasured biases up to \(\Gamma = 1.27\). Furthermore, the sensitivity parameter \(\Gamma\) can be represented as a curve of two parameters \((\Lambda, \Delta)\). Technically, \(\Gamma = (\Delta \Lambda + 1)/(\Delta + \Lambda)\), see Rosenbaum and Silber (2009). The parameter \(\Lambda\) describes the relationship between an unmeasured confounder \(u_{gij}\) and treatment assignment \(Z_{gij}\), and the parameter \(\Delta\) describes the relationship between \(u_{gij}\) and the potential outcome \(r_{Cgij}\). For example, \(\Gamma = 1.27\) corresponds to \(\Lambda = 2.11\) and \(\Delta = 2\). To illustrate this, consider an unmeasured variable \(u_{gij}\) of time spent outdoors that is negatively associated with both the treatment and the outcome. Here, \((\Lambda, \Delta) = (2.11, 2)\) implies that \(u_{gij}\) doubles the odds of exposure to high-level PM\(_{2.5}\) and increases the odds of death by 2.11-fold. Our sensitivity analysis claims that the conclusion remains even in the presence of any \(u_{gij}\) with \((\Lambda, \Delta)\) satisfying \((\Delta \Lambda + 1)/(\Delta + \Lambda) \leq 1.27\).

Returning to testing the null hypothesis \(H_0\) of no effect modification, the second subsample is used for confirming and identifying effect modification in the discovered tree structures shown in Figure 2. Since we do not know the true value of the population average of \(\delta\), we first estimate the \(100(1 - \gamma)\%\) confidence interval for \(\delta\) with \(\gamma = 0.01\), \((1.12\%, 2.38\%)\) and apply the CI method for testing the global null hypothesis \(H_0\) of no effect modification. Table 4 shows twelve deviates from the discovered subgroups for various \(\delta_0\) at \(\Gamma = 1\). A negative deviate means that the corresponding subgroup treatment effect is below the population average, and a positive deviate means the opposite. The critical value \(\kappa_{\Gamma, \alpha}\) is almost constant as \(\kappa_{\Gamma, \alpha} = 2.85\) at \(\Gamma = 1\), and is obtained from the multivariate Normal distribution with \(\alpha = 0.04\) to achieve a total significance level \(\alpha + \gamma = 0.05\). At \(\Gamma = 1\), the maximum absolute deviate \(D_{\Gamma \text{max}}\) varies from 7.30 to 8.66, and is always larger than
Table 4. Sensitivity analysis for testing the null hypothesis of no effect modification and descriptions of the discovered subgroups. The upper table shows twelve deviates from the subgroups with the maximum absolute deviate where the critical values $\kappa_{\Gamma, \alpha} = 2.85$ for $\Gamma = 1$ when $\alpha = 0.04$ and $\gamma = 0.01$ and $\kappa_{\Gamma, \alpha} = 2.78$ for $\Gamma > 1$ when $\alpha = 0.05$ and $\gamma = 0.01$, and the lower table shows the proportions of the subgroups and comparisons of outcomes between treated and control.

| $\Gamma$ | $\delta_0$ | $D_{\Gamma 1}$ | $D_{\Gamma 2}$ | $D_{\Gamma 3}$ | $D_{\Gamma 4}$ | $D_{\Gamma 5}$ | $D_{\Gamma 6}$ | $D_{\Gamma 7}$ | $D_{\Gamma 8}$ | $D_{\Gamma 9}$ | $D_{\Gamma 10}$ | $D_{\Gamma 11}$ | $D_{\Gamma 12}$ | $D_{\Gamma \text{max}}$ |
|---------|------------|----------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|----------------|
| 1       | 0.0112     | -3.43          | -0.29         | 0.27          | 1.35          | 1.90          | 8.66          | -3.37         | -2.55         | 2.23          | 3.20          | 8.14          |               | 8.66          |
|         | 0.0143     | -4.37          | -0.57         | -0.31         | 1.00          | 1.66          | 8.25          | -4.34         | -3.68         | 1.80          | 2.75          | 7.54          |               | 8.25          |
|         | 0.0175     | -5.31          | -0.85         | -0.91         | 0.64          | 1.40          | 2.99          | 7.85          | -5.33         | -4.83         | 1.36          | 2.28          | 6.92          |               | 7.85          |
|         | 0.0207     | -6.27          | -1.13         | -1.50         | 0.29          | 1.13          | 2.85          | 7.45          | -6.32         | -5.97         | 0.92          | 1.82          | 6.31          |               | 7.45          |
|         | 0.0238     | -7.20          | -1.41         | -2.09         | -0.06         | 0.87          | 2.71          | 7.05          | -7.30         | -7.11         | 0.48          | 1.36          | 5.70          |               | 7.30          |
| 1.010   | 0.0242     | -6.39          | -1.16         | -1.52         | 0.00          | 0.55          | 2.50          | 6.53          | -6.45         | -6.10         | 0.44          | 1.46          | 5.85          |               | 6.53          |
| 1.020   | 0.0254     | -5.85          | -1.01         | -1.12         | 0.00          | 0.16          | 2.26          | 5.91          | -5.89         | -5.40         | 0.13          | 1.09          | 5.17          |               | 5.91          |
| 1.030   | 0.0266     | -5.31          | -0.84         | -0.71         | 0.00          | 0.00          | 2.05          | 5.30          | -5.32         | -4.70         | 0.00          | 0.97          | 4.76          |               | 5.32          |
| 1.040   | 0.0275     | -4.68          | -0.65         | -0.27         | 0.00          | 0.00          | 1.82          | 4.73          | -4.67         | -3.91         | 0.00          | 0.93          | 4.36          |               | 4.73          |
| 1.050   | 0.0285     | -4.07          | -0.45         | 0.00          | 0.00          | 1.61          | 4.17          | -4.03         | -3.26         | 0.00          | 0.80          | 3.80          |               | 4.17          |
| 1.060   | 0.0297     | -3.36          | -0.32         | 0.00          | 0.00          | 1.41          | 3.58          | -3.50         | -2.86         | 0.00          | 0.73          | 3.33          |               | 3.58          |
| 1.070   | 0.0306     | -2.97          | -0.13         | 0.00          | 0.00          | 1.18          | 3.02          | -2.87         | -2.37         | 0.00          | 0.63          | 2.84          |               | 3.02          |
| 1.074   | 0.0312     | -2.80          | -0.08         | 0.00          | 0.00          | 1.08          | 2.77          | -2.70         | -2.24         | 0.00          | 0.59          | 2.63          |               | 2.80          |
| 1.075   | 0.0312     | -2.72          | -0.05         | 0.00          | 0.00          | 1.06          | 2.73          | -2.61         | -2.16         | 0.00          | 0.58          | 2.57          |               | 2.73          |
| 1.080   | 0.0315     | -2.38          | 0.00          | 0.00          | 0.00          | 0.98          | 2.47          | -2.28         | -1.90         | 0.00          | 0.54          | 2.35          |               | 2.47          |

| Subgroups | Proportion (%) | Treated (%) | Control (%) | Risk difference (%) | Odds ratio |
|-----------|----------------|-------------|-------------|--------------------|------------|
| Total     | 46.2           | 4.2         | 22.3        | 8.8                | 4.9        |
|           | 14.5           | 15.2        | 26.5        | 35.5               | 46.8       |
|           | 14.6           | 14.4        | 25.3        | 33.2               | 43.4       |
|           | 14.6           | 14.4        | 25.3        | 33.2               | 43.4       |
|           | 0.0            | 0.8         | 1.3         | 2.3                | 3.5        |
|           | 1.00           | 1.07        | 1.07        | 1.11               | 1.15       |
|           | 1.00           | 1.07        | 1.07        | 1.11               | 1.15       |
|           | 1.00           | 1.07        | 1.07        | 1.11               | 1.15       |
|           | 1.00           | 1.07        | 1.07        | 1.11               | 1.15       |

$\kappa_{\Gamma, \alpha}$. This indicates that there is statistically significant effect modification in the entire population when there is no unmeasured confounding.

In addition, one may be interested in testing the null hypothesis $H_0^{\text{sub}}$ for a certain subgroup that the treatment effect in the subgroup is the same as the population average treatment effect. For instance, policymakers may want to know whether Medicare beneficiaries aged between 81-85, $\ell_{456}$, are at a high risk of death. To test this, we can focus on the subset of deviates $\{D_{\Gamma 4}, D_{\Gamma 5}, D_{\Gamma 6}, D_{\Gamma 10}, D_{\Gamma 11}\}$, which means $\mathcal{I} = \{4, 5, 6, 10, 11\}$. A new critical value $\kappa_{\Gamma, \alpha}^{\text{sub}}$ is 2.56 that is smaller than $\kappa_{\Gamma, \alpha} = 2.85$. At $\Gamma = 1$, the null hypothesis $H_0^{\text{sub}}$ for $\ell_{456}$ is rejected since $D_{\Gamma \text{max}} = D_{\Gamma 6}$ and $D_{\Gamma 6}$ exceeds 2.56 for all values of $\delta_0$ in the interval. For the terminal nodes such as $\ell_1, \ldots, \ell_7$, $H_0^{\text{sub}}$ can be tested with the critical value $\kappa_{\Gamma, \alpha}^{\text{sub}} = 2.05$ obtained from the standard Normal distribution with $\alpha = 0.04$. Figure 2 represents subgroups with solid rectangles whose null hypotheses are rejected at $\Gamma = 1$, otherwise, with dashed rectangles. The subgroup $\ell_1$ (white, aged
between 65-75) has the treatment effect size significantly lower than the population average, but the subgroups \( \ell_6 \) and \( \ell_7 \) have the effect sizes significantly higher than the population average. Also, in Figure 2, the point estimates and the 95% confidence intervals for subgroup treatment effects are displayed. We note that each subgroup’s confidence interval is computed by inverting the null hypothesis for the subgroup; for example, the confidence interval for \( \ell_1 \) is an inversion of testing the null hypothesis \( H_0 : \delta = \delta_1 \), not testing \( H_0 : \delta = \delta_0 \), where \( \delta_1 \) is the average treatment effect within stratum \( \ell_1 \). The lower part of Table 4 provides the detailed descriptions of the discovered subgroups.

Table 4 performs a sensitivity analysis for unmeasured confounding in testing effect modification. Since we set \( \gamma = 0 \) for \( \Gamma > 1 \), the critical value \( \kappa_{\Gamma, \alpha} = 2.78 \) is obtained at \( \alpha = 0.05 \). For each value of \( \Gamma \), only the minimum of \( D_{\Gamma, \text{max}} \) is reported in the table. For example, at \( \Gamma = 1.01 \), \( D_{\Gamma, \text{max}} \) can be computed for \( \delta_0 \) in \(( -\infty, \infty )\), and has the minimum 6.53 at \( \delta_0 = 0.0242 \). \( D_{\Gamma, \text{max}} \) is attained at either the deviate \( D_{\Gamma 1} \) or the deviate \( D_{\Gamma 7} \). Therefore, it can be inferred that the subgroups \( \ell_1 \) and \( \ell_7 \) have the least sensitivity to unmeasured biases. Figure 3 displays the maximum absolute deviate \( D_{\Gamma, \text{max}} \) across \( \delta_0 \) in the interval \([0, 0.04]\) for each value of \( \Gamma \). The curve of \( D_{\Gamma, \text{max}} \) has a V-shape.

![Figure 3](image-url)  
**Figure 3.** The maximum absolute deviate \( D_{\Gamma, \text{max}} \) for various \( \Gamma \) in the interval \([0, 0.04]\) of \( \delta_0 \). The dashed line represents the critical value \( \kappa_{\Gamma, \alpha} = 2.78 \).
All the curves have the minimum within the interval, and for $\Gamma \leq 1.07$, the curves are above the horizontal line of the critical value $\kappa_{\Gamma, \alpha} = 2.78$. This implies that the null hypothesis $H_0$ of no effect modification is rejected only up to $\Gamma \leq 1.07$. Table 4 shows more calibrated values of $\Gamma$ for a sensitivity analysis. As shown in the table, $D_{\Gamma \text{max}}$ is larger than $\kappa_{\Gamma, \alpha} = 2.78$ until $\Gamma = 1.074$. This sensitivity analysis shows that there is statistically significant evidence of effect modification if an unmeasured bias does not exceed $\Gamma = 1.074$. A bias of $\Gamma = 1.074$ corresponds to an unobserved covariate that increases the odds of exposure to high level PM$_{2.5}$ by 1.5-fold and increases the odds of death by more than 1.434-fold (i.e., $(\Delta, \Lambda) = (1.5, 1.434)$).

6. Discussion

Our method discovers effect modification by putting balanced efforts into exploratory and confirmatory discoveries. Instead of determining a set of covariates a priori before making inference, the exploratory search can reveal the structure of effect modification as a form of a tree with some selected subgroups. Then, hypothesis testing based on randomization inference is conducted to confirm whether there is significant evidence of effect modification. We also developed a sensitivity analysis to assess the effect of unmeasured biases on the conclusion, which was not considered in previous studies. From the Medicare data in the New England, first we found evidence that exposure to PM$_{2.5}$ significantly increases the 5-year morality rate. Sensitivity analysis results showed that the evidence is quite insensitive to unmeasured biases. In addition to making inference about the treatment effect for the entire population, we found evidence that the subgroup treatment effects vary across the population. We discovered that Medicaid eligible seniors between 81-85 and seniors above 85 experienced significantly higher 5-year mortality rates than the population average. Also, we discovered that the group of white and age between 65-75 has a significantly lower mortality rate than the population average. The conclusion remained same if there is no unmeasured bias of $\Gamma > 1.074$, which was supported by the sensitivity analysis. Also, it is worth noting that our method can be applied to both continuous and binary outcome settings.

Our method considers the sample-splitting approach that divides the entire sample into two subsamples. However, there has been little literature to select the optimal splitting ratio. Specifically, when applying our method, it is not known what ratio can provide the highest power of test. We
**Table 5.** Simulated discovery rates of covariates from the first subsample. The upper table is for continuous outcomes and the lower table is for binary outcomes. The sample size is 4000 with 2000 matched pairs.

| Continuous outcomes | Size of effect modification \((x_1, x_2)\) | True modifier? | Covariate | Splitting ratio | Discovery rate |
|---------------------|----------------------------------|----------------|------------|----------------|----------------|
|                     |                                  |                |            | \((10\%, \; 90\%)\) | \((25\%, \; 75\%)\) | \((50\%, \; 50\%)\) |
| 1 (S, No)           | Y \(x_1\)                        |               | CT | 0.29 0.13 0.53 | 0.21 0.54 | 0.40 |
|                     |                                  |               | CART| 0.16 0.07 0.29 | 0.07 0.17 | 0.07 |
| 2 (L, No)           | Y \(x_1\)                        |               | CT | 0.56 0.37 0.90 | 0.72 0.97 | 0.96 |
|                     |                                  |               | CART| 0.15 0.10 0.34 | 0.08 0.19 | 0.07 |
| 3 (S, S)            | Y \(x_1\)                        |               | CT | 0.29 0.15 0.55 | 0.24 0.57 | 0.43 |
|                     |                                  |               | CART| 0.20 0.10 0.40 | 0.14 0.37 | 0.22 |
|                     |                                  |               | N  | 0.16 0.09 0.31 | 0.08 0.20 | 0.09 |
| 4 (L, S)            | Y \(x_1\)                        |               | CT | 0.55 0.37 0.89 | 0.72 0.97 | 0.96 |
|                     |                                  |               | CART| 0.19 0.14 0.46 | 0.18 0.41 | 0.23 |
|                     |                                  |               | N  | 0.14 0.10 0.34 | 0.10 0.22 | 0.08 |
| 5 (M, M)            | Y \(x_1\)                        |               | CT | 0.37 0.25 0.75 | 0.46 0.84 | 0.72 |
|                     |                                  |               | CART| 0.30 0.07 0.36 | 0.07 0.18 | 0.10 |

| Binary outcomes     | Size of effect modification \((x_1, x_2)\) | True modifier? | Covariate | Splitting ratio | Discovery rate |
|---------------------|----------------------------------|----------------|------------|----------------|----------------|
|                     |                                  |                |            | \((10\%, \; 90\%)\) | \((25\%, \; 75\%)\) | \((50\%, \; 50\%)\) |
| 1 (S, No)           | Y \(x_1\)                        |               | CT | 0.40 0.12 0.54 | 0.22 0.51 | 0.40 |
|                     |                                  |               | CART| 0.28 0.06 0.34 | 0.07 0.15 | 0.08 |
| 2 (L, No)           | Y \(x_1\)                        |               | CT | 0.69 0.35 0.90 | 0.73 0.98 | 0.96 |
|                     |                                  |               | CART| 0.33 0.09 0.38 | 0.08 0.15 | 0.07 |
| 3 (S, S)            | Y \(x_1\)                        |               | CT | 0.42 0.13 0.56 | 0.23 0.56 | 0.44 |
|                     |                                  |               | CART| 0.33 0.08 0.44 | 0.13 0.35 | 0.23 |
|                     |                                  |               | N  | 0.30 0.07 0.36 | 0.07 0.18 | 0.10 |
| 4 (L, S)            | Y \(x_1\)                        |               | CT | 0.72 0.39 0.94 | 0.79 0.99 | 0.98 |
|                     |                                  |               | CART| 0.52 0.21 0.77 | 0.46 0.84 | 0.75 |
|                     |                                  |               | N  | 0.34 0.11 0.47 | 0.12 0.24 | 0.12 |
| 5 (M, M)            | Y \(x_1\)                        |               | CT | 0.55 0.22 0.79 | 0.46 0.84 | 0.74 |
|                     |                                  |               | CART| 0.33 0.10 0.47 | 0.13 0.29 | 0.16 |

considered three ratios through simulation studies in Section 4 to decide the optimal ratio among them, and found that the optimal ratio among the tree ratios depending on the size of effect modification. However, the simulation results cannot be a general guideline for those who do not have any prior knowledge from literature about how large effect modification might be. Selecting the optimal ratio without any prior information can be an interesting problem for future research.
DISCOVERING EFFECT MODIFICATION IN AIR POLLUTION STUDIES

APPENDIX A. DISCOVERY RATES OF COVARIATES

In this section, we discuss the rates of discovering the correct structure of effect modification. Both the CT and CART method are compared in simulation studies. Using the same simulation setting as Section \[4\] Table [5] reports simulated discovery rates of considered covariates for various splitting ratios with \( N = 4000 \) from 1000 simulated datasets. The rates are obtained by using the first subsample in the sample-splitting approach. For example, for (10\%, 90\%) ratio, a tree is discovered from the first subsample of size 400. The upper table is for continuous outcomes, and the lower table is for binary outcomes. For situations 1 and 2, only \( x_1 \) is an effect modifier. Table [5] only reports the rates for \( x_1 \) and \( x_2 \). The rate for \( x_2 \) indicates the false discovery rate. Other rates for \( x_3, x_4, \) and \( x_5 \) are similar, so they are omitted in the table. Similarly, \( x_1 \) and \( x_2 \) are effect modifiers for situations 3, 4, and 5. Table [5] shows the rates for \( x_1, x_2, \) and \( x_3, \) and the rate for \( x_3 \) represents the false discovery rate. As shown in the table, the CT method produces a more exploratory search than the CART method in every case. Although it can often falsely discover incorrect effect modifiers, it finds the correct effect modifiers with high probabilities. Since the second confirmation subsample is applied to trim excessive findings, this exploratory search results in the increase of power of test as we discussed in Section [4].
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