Abstract. We discuss the relation between the linear Tschebyshev–Padé approximations to analytic function \( f \) and the diagonal type I Hermite–Padé polynomials for the tuple of functions \([1, f_1, f_2]\) where the pair of functions \( f_1, f_2 \) forms certain Nikishin system. An approach is proposed of how to extend the seminal Stahl’s Theory for Padé approximations for multivalued analytic functions to the Tschebyshev–Padé approximations. The approach is based on the relation between Tschebyshev–Padé approximations and Hermite–Padé polynomials and also on a connection of Hermite–Padé polynomials and multipoint Padé approximants.
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1. Tschebyshev–Padé Approximations

Tschebyshev–Padé approximations are rational (with free poles) approximations to orthogonal expansions. Theory of free poles rational approximations is a classical field on the boundary of approximation theory and complex analysis. At the same time it is one of the hot topics in contemporary mathematics due to many new applications and connections with the other problems from various branches of classical analysis. In particular, convergence problems for Tschebyshev–Padé approximation for function with branch points have many important connections and some of them are discussed in this paper.

On the other hand, constructions of free poles rational approximations are known to be numerically effective and widely used in applications (see [4], [5], [46], [3]). In the end of the paper we present results of some numerical experiments illustrating our theoretical exposition.
1.1. Definitions. Let $\mu$ be a positive measure on the interval $\Delta := [-1,1]$ and $T_n(x; \mu) = \zeta_n(\mu)x^n + \cdots$ be the associated sequence of orthonormal polynomials

(1) \[ \int_{\Delta} T_k(x; \mu)T_n(x; \mu) \, d\mu(x) = \delta_{kn}, \quad k, n = 0, 1, 2, \ldots, \]

where $\delta_{kn}$ is the Kronecker symbol and $\zeta_n(\mu) > 0$.

Any function $f \in L^2(\mu)$ may be represented by a series with respect to the system \( \{T_k(x; \mu)\}_{k=0}^{\infty} \):

(2) \[ f(z) = \sum_{k=0}^{\infty} c_k T_k(z; \mu), \quad c_k = c_k(f) = \int_{\Delta} f(x)T_k(x; \mu) \, d\mu(x). \]

which converges to $f(z)$ in $L^2(\mu)$. If $f$ is holomorphic on $\Delta$ and $\mu'(x) := d\mu(x)/dx > 0$ a.e. on $\Delta$ then series (2) converges inside (on the compact subsets) of the maximal ellipse with foci $\pm 1$ where $f$ is holomorphic (see [45]). The series diverges outside of this ellipse. A classical approach to the problem of the analytic continuation of $f$ to larger domains is based on rational approximation to expansions (2) with free poles. A typical “Padé-like” construction (first explicitly introduced in [12], see also [9], [13]) is the following.

Let $\mathbb{P}_n$ be the set of all algebraic polynomials with complex coefficients of degree $\leq n$. The (linear) Tschebyshev–Padé approximant to $f$ of order $n$ is the ratio of two polynomials $\Phi_n(z) = P_n/Q_n$ from $\mathbb{P}_n$ defined by

(3) \[ (Q_n f - P_n)(z) = \sum_{k=2n+1}^{\infty} a_{n,k} T_k(z; \mu). \]

The rational function $\Phi_n(z)$ is called the $n$th diagonal Frobenious–Padé (or linear Tschebyshev–Padé) approximant to the series (2). Since $a_{n,k} = c_k(Q_n f - P_n)$ and $P_n \in \mathbb{P}_n$, the relations (3) are equivalent to

(4) \[ c_k(Q_n f) = 0, \quad k = n + 1, \ldots, 2n. \]

In turn, equations (4) may be written as a system of $n$ linear homogeneous equations for $n+1$ unknowns coefficients of the polynomial $Q_n \in \mathbb{P}_n$. Such system has a nontrivial solution so that approximations $\Phi_n = P_n/Q_n$ always exists. They may not be unique unlike to Padé approximants to a power series. For uniqueness problem see [20] and Remark 2 below.

It is easy to see that to find the polynomial $Q_n$ from the system (4) we need $3n + 1$ coefficients $c_k(f)$, $k = 0, 1, \ldots, 3n$, of the series (2) should be given.

If denominator $Q_n$ is known, then corresponding numerator $P_n$ is determine by

(5) \[ P_n(z) = \sum_{k=0}^{n} c_k(Q_n f)T_k(z; \mu). \]

**Remark 1.** There is another version of definition called Baker definition [4] (see first of all [19] and also [15], [16], [17]). According to this definition the rational function $F_n$ of order $\leq n$ is defined by

(6) \[ (f - F_n)(x) = \sum_{k=2n+1}^{\infty} b_{n,k} T_k(x; \mu). \]
Here only $2n + 1$ coefficients $c_0, \ldots, c_{2n}$ of the power series (2) are needed to construct $F_n$. Such rational function $F_n$ does not always exist; see [38] and [39]. If $F_n$ exists it is called also the diagonal nonlinear Padé approximation to the polynomial series (2). In general $F_n \neq \Phi_n$. In this paper we mainly consider linear approximations $\Phi_n$.

1.2. Convergence problems and plan of the paper. First convergence result for Tschebyshev–Padé approximations were obtained in the papers [15] and [16] where for the Markov type function $f(z) = \hat{\sigma}(z)$, where

\begin{equation}
\hat{\sigma}(z) = \int_c^d \frac{d\sigma(t)}{z - t}, \quad z \notin [c, d], \quad S_\sigma = [c, d] \subset \mathbb{R} \setminus \Delta.
\end{equation}

Both constructions $\Phi_n$ and $F_n$ has been studied for such functions $f$. It was proven that the rational functions $\Phi_n$ are always unique while functions $F_n$ always exist. Convergence of both sequences $\{\Phi_n(z)\}$ and $\{F_n(z)\}$ to $f(z)$ inside the domain $\mathbb{C} \setminus [c, d]$ was proven and the comparison of the corresponding rates of convergence was given. It seems that similar results are not known for any other general classes of functions.

In the current paper we consider convergence problems for linear Tschebyshev–Padé (Tschebyshev–Padé–Frobenious) approximations $\Phi_n$ to the orthogonal series (2) for functions with finite number of branch points; class of such functions we will denote by $\mathcal{A}$.

In case of classical diagonal Padé approximants at infinity a basic convergence theorem for the class $f = \hat{\sigma}$ has been proved by A. Markov in 1884 and until 1985 this theorem had been essentially the only general result in the field (together with associated Stieltjes theorem for the case when $\text{supp} \sigma$ is not a compact set). A century later, in 1985 a convergence theorem for the class $\mathcal{A}$ has been proved by H. Stahl (see [35] and the references therein) and it was arguably one of the most significant event in the theory in 20-th century. In case of Tschebyshev–Padé approximants the analogue of the Markov theorem is valid. The convergence problem for class $\mathcal{A}$ is open and its solution does not seem to be close. We will try to outline an approach based on a certain far reaching generalization of an original Stahl’s method.

Method originated by Stahl has been further developed in [14]. The generalized version (which we call GRS-method) has a larger circle of applications; solutions of a number of problems has been obtained in [14] and subsequent papers [6], [7], [?], [31], [R-h-Pade]. These results strongly suggest that the method has a potential to be further generalized but any such generalization will require significant efforts. In particular, the GRS-method is not yet developed far enough for applications to Hermite–Padé approximations.

It turns out that convergence problems for Tschebyshev–Padé approximants may be reduced to zero distribution problems for the first kind Hermite–Padé approximants for a system of three functions constituting a Nikishin system. Moreover, it seems to be the only visible general approach to the problem. It follows from the remarks above that this approach is rather problematic itself. There are no known results which can be used and we have to begin with a study of certain basic problems for Hermite–Padé approximants.

In turn, a natural approach to zero distribution problem for the Hermite–Padé approximants may be based on a general interpolation problem which presents also an independent interest. In the next sections we will discuss a situation briefly outlined
above in some details. We will begin with a brief review of original Markov and Stahl results.

2. Padé approximants at infinity

Given a function analytic at infinity or formal series in powers of $1/z$

\[ f(z) = \sum_{n=0}^{\infty} \frac{c_n}{z^n} \]

we can find for any $n \in \mathbb{N}$ polynomials $P_n, Q_n \in P_n$ such that

\[ (Q_n f - P_n)(z) = O\left(\frac{1}{z^{n+1}}\right), \quad z \to \infty, \]

and $Q_n$ is not identical zero. The ratio $P_n/Q_n$ for any pair of such polynomials is unique and is called the $n$-th (diagonal) Padé approximants to the series $f$.

There are two specially important classes of functions for which there is a general convergence theorem. The first one is an old simple classical result which was originally stated in terms of continued fractions.

**Markov theorem (1884).** Let $f(z) = \hat{\sigma}(z)$ where $\sigma$ is a positive measure on the real line with a compact support. Then sequence of Padé approximants (PA) $P_n/Q_n$ converges to $f$ uniformly on compact sets in $\mathbb{C} \setminus S$ where $S$ is the minimal segment of $\mathbb{R}$ containing $S_{\sigma}$.

If $S = S_{\sigma}$ consists of a finite number of intervals $\sigma'(x) > 0$ almost everywhere (a.e.) on $S$ then the exact rate of convergence may be also indicated. Both convergence and its rate may be obtained from zero distribution for denominators $Q_n$

\[ \frac{1}{n} \chi(Q_n) \to \lambda, \quad n \to \infty, \]

where $\lambda$ is the Robin measure of $S$.

The proof is easily obtained from the fact the Padé denominators $Q_n$ are orthogonal polynomials with respect to $\sigma$

\[ \int x^k Q_n(x) d\sigma(x) = 0, \quad k = 0, 1, \ldots, n - 1. \]

In particular, zeros of such polynomials (poles of approximations) all belong the minimal segment of $\mathbb{R}$ containing $S_{\sigma}$.

2.1. **Stahl’s convergence theorems.** Stahl’s convergence theorem for PA (9) at infinity is related to multivalued functions with a small set of branch points. To state the theorem we have to introduce few important definitions.

Let $D$ be a domain in the extended plane $\mathbb{C}$. We denote by $H(D)$ space of holomorphic (singlevalued) functions in $D$. We further denote by $A(D)$ class of multivalued analytic functions in $D$; more exactly, we write $f \in A(D)$ if $f$ is determined by an elements at some point $z_0 \in D$ (or in a subdomain of $D$) which allow for analytic continuation along any path in $D$ which begins at $z_0$.

Let $e \subset \mathbb{C}$ be a finite set and function $f$ defined by a series (8) at $\infty$ belongs to $A(\mathbb{C} \setminus e)$. We denote by $F$ the set of cuts $F$ which make $f$ singlevalued, that is

\[ \mathcal{F} = \mathcal{F}_f = \{ F \subset \mathbb{C} : f \in H(\mathbb{C} \setminus F) \} \]
(we also assume that $F \in \mathcal{F}$ satisfy certain additional assumptions which may vary depending on a current situation; for a moment this is not important).

**Definition 1.** Finally, we say that $\Gamma \in \mathcal{F}$ satisfies $S$-property if the following conditions are satisfied

(a) $\Gamma$ is a finite union of analytic arcs and may be a compact set of zero capacity,

(b) in the interior points $\zeta \in \Gamma^0$ of these arcs we have the following symmetry condition

$$\frac{\partial U^\lambda}{\partial n_1}(\zeta) = \frac{\partial U^\lambda}{\partial n_2}(\zeta), \quad \zeta \in \Gamma^0,$$

where $U^\lambda$ is the potential of the equilibrium (Robin) measure $\lambda$ of $\Gamma$ and $n_{1,2}$ are oppositely oriented normal vectors to $\Gamma$ at $\zeta$,

(c) jump $(f^+ - f^-)(\zeta)$ of $f$ across $\Gamma$ is not identical zero on any analytic arc in $\Gamma$.

We call a compact set with these properties an $S$-compact set.

With these definitions we have the following

**Stahl's theorem (1986).** Let $f \in A(\mathbb{C} \setminus e)$ where $e$ is (here) a finite set. Then

(i) there exists a unique $S$-compact set $\Gamma \in \mathcal{F}_f$,

(ii) sequence $P_n/Q_n$ of Padé approximants for $f$ converges to $f$ in capacity on compact sets in $\mathbb{C} \setminus \Gamma$.

Proof of the theorem is essentially more complicated than the proof of Markov theorem. In the part (i) related to existence of $S$-compact the method is rather traditional. It was known (see [29]) that $S$-compact set $\Gamma$ minimizes capacity in class $\mathcal{F}$. Minimal capacity problem was known in geometric function theory and its version related to the situation has been solved by Stahl in frames of this theory.

The essential difference between the two cases is in the orthogonality conditions for denominators $Q_n$. For $x \in \mathbb{R}$ we have $x = x$ and therefore orthogonality relations (11) present orthogonality in a Hilbert space. Padé denominators $Q_n$ in Stahl theorem satisfy nonhermitian orthogonality relations

$$\oint_{\Gamma} z^k Q_n(z) f(z) \, dz = 0, \quad k = 0, 1, \ldots, n - 1,$$

which surprisingly share certain properties of hermitian orthogonal polynomials but it is rather difficult to prove.

**2.2. Generalizations.** A study of Tschebyshev–Padé approximants may be based on an analogue of Stahl’s theorem for type I Hermite–Padé polynomials for two multivalued functions. This includes two problems.

The first on is related to the construction of the proper generalization of the notion of $S$-compact set. The idea of how to solve this problem was proposed in the papers [43], [40], [41], [44], [21]. The new approach to the existence problem developed in these papers is based on consideration of an equilibrium problem on a double-sheeted Riemann surface. Characterization of the $S$-compact set associated with the problem may be given by different terms; we go into some details below.

A more challenging problem is that nonhermitian type orthogonality conditions (14) in case of Hermite–Padé approximants will turn into a combination of two systems of orthogonality relations. How to work with such combination is known in some cases
but the case under consideration is new and require a new method. We go into some details next.

### 3. Hermite–Padé polynomials.

Let functions \( f_1, f_2 \) determined by series at infinity

\[
f_j(z) = \sum_{n=0}^{\infty} c_{n,j} \frac{z^n}{n!}, \quad j = 1, 2
\]

Corresponding type I Hermite–Padé polynomials \( Q_{n,0} \in \mathbb{P}_{n-1} \) and \( Q_{n,1}, Q_{n,2} \in \mathbb{P}_n \) are defined by the following relation

\[
R_n(z) = (Q_{n,0} + Q_{n,1}f_1 + Q_{n,2}f_2)(z) = O\left(\frac{1}{z^{2n+2}}\right), \quad z \to \infty
\]

(called also HP-polynomials for the tuple of three functions \([1, f_1, f_2]\) and multiindex \( n = (n-1, n, n) \); \( R_n \) is associated remainder). Such polynomials \( Q_{n,j} \) exist but may not unique (this will not be essential here; see \([28, \text{Chapter 4}] \) and \([37]\)).

But for the functions given by representations (17) the tuple \([Q_{n,0}, Q_{n,1}, Q_{n,2}]\) is uniquely determined up to a nontrivial constant multiplier.

#### 3.1. Case of two Markov functions.

Let the measures \( \mu \) and \( \sigma \) are two positive measure, \( S_\mu = \Delta = [-1, 1] \) and \( S_\sigma = [c, d] \subset \mathbb{R} \setminus \Delta \). We define

\[
f_1(z) = \hat{\mu}(z) := \int_{\Delta} \frac{d\mu(x)}{z-x}, \quad f_2(z) = \langle \mu, \sigma \rangle(z) := \int_{\Delta} \frac{\hat{\sigma}(x)}{z-x} d\mu(x), \quad z \in D,
\]

where \( D := \mathbb{C} \setminus \Delta \) and \( \hat{\sigma}(z) \) is given by (7).

Corresponding type I Hermite–Padé polynomials \( Q_{n,0} \in \mathbb{P}_{n-1} \) and \( Q_{n,1}, Q_{n,2} \in \mathbb{P}_n \) are uniquely determined by (7) up to a nontrivial constant multiplier.

In this case we have explicit formula for the \( n \)-th order Tschebyshev–Padé approximant \( \Phi_n = P_n/Q_n \) for \( f(z) = \hat{\sigma} \) (see (3) in terms of Hermite–Padé polynomials \( Q_{n,j} \) for \( (f_1, f_2) \) in (16))

**Proposition 1.** We have

\[
\Phi_n(z) = \frac{P_n(z)}{Q_n(z)} = -\frac{Q_{n,1}(z)}{Q_{n,2}(z)}
\]

**Proof.** It follows directly from definitions that

\[
\int_{\gamma} R_n(t)q(t) \, dt = 0 \quad \text{for each} \quad q \in \mathbb{P}_{2n},
\]

where \( \gamma \) is a closed curve that separates the set \( \Delta \) from infinity. Since the term with \( Q_{n,0} \) in \( R_n \) vanishes and taking also into account representations (17) we obtain

\[
\int_{\Delta} (Q_{n,1} + Q_{n,2}\hat{\sigma})(x)q(x) \, d\mu(x) = 0,
\]

where \( q \in \mathbb{P}_{2n} \) is an arbitrary polynomial. From here, since \( f = \hat{\sigma} \) we have

\[
(Q_{n,1} + Q_{n,2}f)(z) = \sum_{k=2n+1}^{\infty} c_{n,k} T_k(z; \mu).
\]
By uniqueness property of Tschebyshev–Padé(–Frobenious) approximation [15] \(\Phi_n\) to \(f(z) = \hat{\sigma}(z)\), we have that \(\Phi_n = -Q_{n,1}/Q_{n,2}\) and Proposition 1 follows. □ □

**Remark 2.** From Proposition 1 it follows that the diagonal Tschebyshev–Padé approximations can be found from the Laurent expansions at the infinity point \(z = \infty\) of the functions \(f_1(z)\) and \(f_2(z)\) given by (17). Clearly the coefficients of those Laurent expansions can be found directly from the coefficients \(c_k\) of the series (2) and vice versa.

Thus for computing of the rational function \(\Phi_n = -Q_{n,1}/Q_{n,2}\) it is possible to use the algorithms for computing the type I Hermite–Padé polynomials for the tuple \([1, f_1, f_2]\) and multiindex \(n = (n - 1, n, n)\); see [22], [23] and the bibliography therein.

Note that both Tschebyshev–Padé approximations and Hermite–Padé polynomials are constructive in the sense of P. Henrici paper [18, Sec. 2] and are based on just the same initial data (see also [47]).

It follows from (20) that for \(f = \hat{\sigma}\) the combination (21)

\[
Q_{n,1} + Q_{n,2}f = Q_nf - P_n,
\]

which is related to Hermite–Padé polynomials \(Q_{n,1}, Q_{n,2}\) for the pair \(f_1, f_2\) in (17) and simultaneously to Tschebyshev–Padé approximants \(\Phi_n = P_n/Q_n\) has \(2n - 1\) zeros on the interval \(\Delta\). Let us denote the monic polynomial with these zeros by \(\Omega_n\).

Zero distribution of polynomials \(\Omega_n\) and \(Q_n = Q_{n,2}\) are defined by the following vector equilibrium problem. Let \(\mathcal{M}(\Delta, \Delta)\) be the set of positive vector measures \(\vec{\mu} = (\mu_0, \mu_1)\) where \(\mu_0\) is a positive measure on \(\Delta\) with total mass \(\mu_0(\Delta) = 2\) and \(\mu_1\) is a positive measure on \(F = [c, d]\) with total mass \(\mu_1(F) = 1\). The energy \(E\) of the vector-measure \((\mu_0, \mu_1)\) is defined by

\[
E(\mu_0, \mu_1) = \int U^{\mu_0}(x) \, d\mu_0(x) - \int U^{\mu_0}(t) \, d\mu_1(t) + \int U^{\mu_1}(t) \, d\mu_1(t),
\]

where \(U^{\mu}(z) = -\int \log |z - x| \, d\mu(x)\) is the logarithmic potential of \(\mu\). Equivalently,

this energy is defined by positive definite \(2 \times 2\)-matrix \(M = \begin{pmatrix} 1 & -1/2 \\ -1/2 & 1 \end{pmatrix}\).

There is a unique pair of measures \((\lambda_0, \lambda_1) \in \mathcal{M}(\Delta, F)\) which minimizes vector-energy

\[
E(\lambda_0, \lambda_1) = \min_{\mathcal{M}} E(\mu_0, \mu_1)
\]

where \(\mathcal{M} = \mathcal{M}(F_0, F_1)\)

**Proposition 2.** Under the same assumptions (17) as in Proposition 1 we have as \(n \to \infty\)

\[
\frac{1}{n} \chi(Q_{n,1}) \to \lambda_1, \quad \frac{1}{n} \chi(Q_{n,2}) \to \lambda_1 \quad \text{and} \quad \frac{1}{n} \chi(\Omega_n) \to \lambda_0.
\]

For a proof and further details see [15], [16]). Convergence \(\Phi_n(z) \to f(z)\) together with the rate follows from Proposition 2.
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3.2. General case. In case when

\[ f_j(z) = \sum_{n=0}^{\infty} c_{n,j} z^n \in A(\mathbb{C} \setminus e_j) \quad j = 1, 2 \]

with arbitrary finite sets \( e_1, e_2 \) we do not have even a reliable conjecture on the zero distribution of Hermite–Pade polynomials (16). There is a few isolated results in [29], [1], [2], [32], [26] where some details and remarks may be found (see also [24]).

The convergence problem for Tschebyshev–Padé approximants which is our main concern is related to the so-called Nikishin case when functions \( f_1, f_2 \) have common branch point \( \pm 1 \) such that ratio

\[ f(x) = \frac{f_2^+(x) - f_2^-(x)}{f_1^+(x) - f_1^-(x)}, \quad x \in (-1, 1), \]

of the jumps of functions \( f_1 \) and \( f_2 \) across \( \Delta \) is extended as analytic function in class \( A(C \setminus e) \) with a finite set \( e \subset C \setminus \Delta \). Observe that for functions \( f_1(z) \) and \( f_2(z) \) in (17) and \( f(z) = \tilde{\sigma}(z) \) we have exactly this relation. In the sequel we restrict ourselves to this case.

A representative example of such functions is given by

\[ f(z) := \prod_{j=0}^{m} \left( A_j - \frac{1}{\varphi(z)} \right)^{\alpha_j}, \]

where \( |A_j| > 1, \sum \alpha_j = 0 \) and \( \zeta = \varphi(z) := z + (z^2 - 1)^{1/2} \) be the inverse to Zhukovskii function \( z = (\zeta + 1/\zeta)/2 \).

In particular, for \( m = 2 \) the Tschebyshev–Padé approximation \( \Phi_n \) to such function admits the following representation in terms of type I Hermite–Padé polynomials

\[ \Phi_n(z) = \frac{Q_{n,1}(z)}{Q_{n,2}(z)} + \frac{1}{\sqrt{A_1 A_2}}. \]

This class of function has been introduced in [42] where the further details may be found.

For functions \( f \) of the form (27) (and for more general class which we describe later) we will formulate a general conjecture on convergence of Tschebyshev–Padé approximants. We will suggest also a method of proof based on a study of multipoint Pade approximants to functions of class \( A \). This is a general free poles interpolation problem which also present an independent interest.

4. General interpolation problem

Let \( e \subset \mathbb{C} \) be a finite set and \( f \in A(\mathbb{C} \setminus e) \). We denote by

\[ \mathcal{F} = \mathcal{F}_f = \{ F \subset \mathbb{C} : f \in H(\mathbb{C} \setminus F) \} \]

the set of cuts \( F \in \mathcal{F} \) which make \( f \) singlevalued. We also assume (here) that \( F \in \mathcal{F} \) is a finite union of smooth (analytic) arcs (additional assumptions on compacts \( F \in \mathcal{F} \) may vary; see [32]);
Let \( \mathbb{P}_n \) denote the set of all polynomials of degree at most \( n \) and \( \Omega_n \in \mathbb{P}_{2n} \). For any function \( f \) holomorphic in an open set containing the set \( Z_{\Omega_n} \) of zeros of \( \Omega_n \) there exist a pair of polynomials \( P_n \in \mathbb{P}_{n-1} \) and \( Q_n \in \mathbb{P}_n \) such that

\[
\frac{(Q_nf - P_n)(z)}{\Omega_n(z)} \in H(Z_{\Omega_n})
\]

and \( Q_n \) is not an identical zero. Conditions (29) are called linear interpolation conditions; they imply that \( R_n = Q_nf - P_n \) vanishes at zeros of \( \Omega_n \) (together with a number of derivatives in case of multiple zeros). These conditions are reduced to a linear system of \( 2n \) homogeneous equations with \( 2n + 1 \) unknown coefficients of \( P_n, Q_n \) which has a nontrivial solution.

Rational function \( P_n/Q_n \) generally interpolate \( f \) at zeros of \( \Omega \) but, may be, not at all zeros. It is possible that \( \Omega_n(\zeta) = 0 \) for some \( \zeta \in Z_{\Omega_n} \) and at the same time \( P_n(\zeta) = Q_n(\zeta) = 0 \) so that \( (P_n/Q_n)(\zeta) \neq f(\zeta) \). In such case we will say that interpolation condition at \( \zeta \) is lost. Clearly that if \( k_n \) is the number of lost interpolation then in fact \( \deg P_n \leq n - 1 - k_n \) and \( \deg Q_n \leq n - k_n \) in the representation \( \Phi_n = P_n/Q_n \).

Assume that the sequence \( \{\Omega_n\}_{n \in \mathbb{N}} \) (interpolation table) has a weak-
\* limit distribution

\[
\frac{1}{n} \chi(\Omega_n) = \frac{1}{n} \sum_{\Omega(\zeta) = 0} \delta(\zeta) \xrightarrow{\mathcal{M}} 2\omega
\]

where \( \omega \) is a unit positive measure. We will consider convergence problem for the sequence of interpolating functions \( P_n/Q_n \), i.e. multipoint Padé approximants associated with an interpolation table \( \{\Omega_n\} \) and also closely related problem of zero distribution of denominators \( Q_n \).

**Remark 3.** In case when some or all zeros of \( \Omega_n \) are located at infinity interpolation conditions (29) has to be modified. In particular, if \( Z_{\Omega_n} = \{\infty\} \) (with multiplicity \( 2n \)) interpolation conditions (29) are written as \( (Q_nf - P_n)(z) = O(1/z^{n+1}) \) (assuming \( f(\infty) = 0 \)) so that \( P_n/Q_n \) are classical Padé approximants at \( \infty \)

Convergence problem for the sequence \( P_n/Q_n \) is one of the central problems in the classical approximation theory and there is a large number of results in this direction. In the connection with convergence of Tschebyshev–Padé approximants we need to consider the interpolation problem under more general assumptions on the limiting density of the interpolation table than in all the known results. In such generality the problem is open and in this connection we will present a conjecture. As an introduction to this conjecture we consider the case of interpolation in a finite number of points. This case is not in not an immediate corollary of known results too but it may be essentially investigated in frames of GRS method.

**4.1. Orthogonality conditions for denominators \( Q_n \).** The convergence problem for multipoint Padé approximants \( P_n/Q_n \) is essentially reduced to a study of zero distribution of Padé denominators \( Q_n \). These polynomials may also be viewed as nonhermitian orthogonal polynomials with certain variable weights. The following proposition is well known starting point of GRS method.
Proposition 3. Let \( f(\infty) = 0, F \in \mathcal{F}_f, Z_{\Omega_n} \cap F = \emptyset \) and \( \deg \Omega_n = 2n \). Then

\[
\oint_F Q_n(z) z^k f(z) \frac{dz}{\Omega_n(z)} = 0, \quad k = 0, 1, \ldots, n - 1,
\]

where \( \oint_F \) means integration over the boundary of the domain \( \mathbb{C} \setminus F \) which moves around nonintegrable singularities of \( f \) along arcs of small circles in \( \mathbb{C} \setminus F \) apart from points in \( Z_{\Omega_n} \).

Proof. We have \( R_n(z) = (Q_n f - P_n)(z)/\Omega_n(z) \in H(\mathbb{C} \setminus F) \) and this function has zero of order \( \geq n + 1 \) at infinity. Therefore \( z^k R_n(z) \in H(\mathbb{C} \setminus F) \) and has zero of order \( \geq 2 \) at infinity if \( k \leq n - 1 \). Now (31) follows by the Cauchy integral theorem since them relate to integration of \( P_n/\Omega_n \) vanishes. \( \square \)

5. GRS theorem

Under certain assumption on the limit density \( \omega \) the zero distribution of the denominators \( Q_n \) defined in (31) may be obtained directly from GRS-theorem which we formulate below as Theorem 1. Conditions of this theorem are more general in the part related to a variable (depending on \( n \)) weights: the weight \( 1/\Omega_n \) in orthogonality conditions (31) is replaced by an abstract analytic weight function \( \Psi_n(z) \) satisfying, however, a uniform convergence condition

\[
\frac{1}{n} \log |\Psi_n(z)| \to \psi(z), \quad z \in \Gamma,
\]

where \( \psi(z) \) is harmonic in a domain containing \( \Gamma \in \mathcal{F} \) which satisfies \( S \)-property in the external field \( \psi \), i.e. (here) \( \Gamma \) is a finite union of analytic arcs and in the interior points \( \zeta \in \Gamma^0 \) of this arcs we have the symmetry condition

\[
\frac{\partial}{\partial n_1} (U^\lambda + \psi)(\zeta) = \frac{\partial}{\partial n_2} (U^\lambda + \psi)(\zeta)
\]

\( (U^\lambda \) is the potential of the equilibrium measure \( \lambda \) in the external field \( \psi \) on \( \Gamma \) and \( n_{1,2} \) are oppositely oriented normal vectors to \( \Gamma \) at \( \zeta \). It is also important that jump \( (f^+ - f^-)(\zeta) \) of \( f \) across \( \Gamma \) is not identical zero on any analytic arc in \( \Gamma \). Under these conditions the following theorem is valid; see [14].

Theorem 1. If polynomials \( Q_n \in \mathbb{P}_n \) are defined by orthogonality relations

\[
\oint_{\Gamma} Q_n(z) z^k \Psi_n(z) f(z) \frac{dz}{\Omega_n(z)} = 0, \quad k = 0, 1, \ldots, n - 1,
\]

and conditions (32) and (33) are satisfied, then \( \frac{1}{n} \chi(Q_n) \rightarrow \lambda \) as \( n \to \infty \).

5.1. Existence of \( S \)-compact set. The main challenge in applications of the theorem is the existence of an \( S \)-compact set \( \Gamma \in \mathcal{F}_f \) related to a situation. In most cases such a compact exists and unique but there are exceptions and it is often not easy to establish fact of existence. In some cases existence may be proved by max-min energy problem (see [34], [30], [25], [36], [31], [32], [27]) which we discuss later in connection with our current problem (31). Anyway, situation is essentially simplified if existence of an \( S \)-compact set is known.
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An immediate corollary of Theorem 1 for multipoint Padé approximants to a function \( f \in \mathcal{A}(\mathbb{C} \setminus e) \) (see (28)) under assumption (30) is the following. If there is a compact set \( \Gamma \in \mathcal{F}_f \) with \( S \)-property in the external field \( \psi = -U^\omega \) which is homotopic to \( F = F_f \) in \( \mathbb{C} \setminus (e \cup Z_{\Omega_n}) \) then orthogonality relations (31) may be written with \( \Gamma \) in place of \( F \).

In this case Theorem 1 together with Proposition 1 implies that \( \frac{1}{n} \nu(Q_n) \xrightarrow{n \to \infty} \lambda \) where \( \lambda = \lambda_{\psi} \) is the unit equilibrium measure on \( \Gamma \) in the field \( \psi = -U^\omega \). Convergence \( P_n/Q_n \to f \) (in capacity) on compact sets in complement to \( \Gamma \) normally follows.

Situation when there is no \( S \)-compact set (compact set \( \Gamma \) with \( S \)-property) in class \( \mathcal{F}_f \) is more complicated. GRS-theorem may not directly applied and we have to go into all the details of the situation. In particular it is important to figure out geometric properties of the \( S \)-configuration which will allow to apply GRS-theorem or its modification.

5.2. Max-min energy method in frames of general interpolation. In the connection to multipoint Padé approximants (29) we can make an immediate progress for the case when the support of the limit density \( \omega \) is a finite set (see [6], [7], [8])

\[
\omega = \sum_{k=1}^{p} m_k \delta(\beta_k) \quad \text{where} \quad \sum_{k=1}^{p} m_k = 1, \quad b_k \in \mathbb{C} \setminus F.
\]

Recall that we interpolate branch \( f \in H(\mathbb{C} \setminus F) \) of a function \( f \in \mathcal{A}(\mathbb{C} \setminus e) \) determined by a cut \( F \in \mathcal{F}_f \). Orthogonality conditions (31) allow for continuous deformation of \( F \) in the domain of analyticity of \( f/\Omega_n \) which means, in particular, that class \( \mathcal{F}_f \) is not adequate to the situation; to preserve conditions (31) we need homotopy in the domain of analyticity of \( f/\Omega_n \).

If there is no \( S \)-compact set homotopic to \( F \) in the domain of analyticity of \( f/\Omega_n \) we have to consider a larger class \( \tilde{\mathcal{F}} \) integration contours such that orthogonality conditions (31) is preserved. Together with continuous deformation of \( F \) in the domain of analyticity of \( f/\Omega_n \) we have to consider deformations which produce homologous (but not homotopic) contour of integration (a curve jumps over a point \( \beta \in \text{supp } \omega \)). The class of curves \( \tilde{\mathcal{F}} \) which we which is obtained this way depends on both \( f \in \mathcal{A}(\mathbb{C} \setminus e) \) and sequence \( \Omega_n \).

**Proposition 4.** There exist \( \tilde{\Gamma} \in \tilde{\mathcal{F}} \) with \( S \)-property in the external field \( \psi = -U^\omega \).

The max-min proof of the proposition is based on the functional of equilibrium energy. Let \( \mathcal{E}_\psi(\mu) \) be the energy of the measure \( \mu \) in the external field \( \psi = -U^\omega \). For \( F \in \tilde{\mathcal{F}} \) we denote by \( \lambda_F \) the associated unit equilibrium measure on \( \Gamma \) in the field \( \psi = -U^\omega \). For \( F \) which is defined by the condition that \( \mathcal{E}_\psi(\mu) \) takes its minimal value in class of unit positive measures \( \mu \) on \( F \) only for \( \mu = \lambda_F \).

Next we maximize equilibrium energy \( \mathcal{E}_\psi(\lambda_F) \) over \( F \in \tilde{\mathcal{F}} \). If the maximizing compact set \( \tilde{\Gamma} \in \tilde{\mathcal{F}} \)

\[
\mathcal{E}_\psi(\lambda_{\tilde{\Gamma}}) = \max_{F \in \tilde{\mathcal{F}}} \mathcal{E}_\psi(\lambda_F)
\]

exists then we use local variations to prove that it has the \( S \) property in the external field \( \psi = -U^\omega \) (cf. [30], [25], [32]).
As a corollary we obtain a theorem on zero distribution of polynomials \( Q_n \) (we do not go into further discussions of details related this theorem).

**Theorem 2.** Suppose that we interpolate \( f \in A(\overline{\mathbb{C}} \setminus e) \) using a table \( \Omega_n \) with limiting density \( \omega \) (see (30)) and measure \( \omega \) has a finite support (35) (assume also that zeros of polynomials \( \Omega_n \) belong to the support of \( \omega \)).

Let \( \lambda \) be the unit equilibrium measure on \( \tilde{\Gamma} \in \tilde{\mathcal{F}} \) in the external field \( \psi(z) = -U^\omega(z) \) and \( \tilde{\Gamma} \) is from Proposition 4.

Then the balayage of \( \frac{1}{n} \chi(Q_n) \) onto the support of \( \lambda \) is weakly convergent to \( \lambda \) as \( n \to \infty \).

**Remark 4.** Condition that zeros of polynomials \( \Omega_n \) belong to the support of \( \omega \) is not essential. There is only \( o(n) \) zeros of \( \Omega_n \) outside of arbitrarily small neighbourhood of \( \beta \in \text{supp} \omega \). Any single zero \( \zeta \) of \( \Omega_n \) is an obstacle for deformation of \( F \) “through” \( \zeta \) if we want to preserve orthogonality conditions (31). However, such a deformation is possible if we eliminate interpolating conditions (29) by setting \( P_n(\zeta) = Q_n(\zeta) = 0 \). It seems that this a common way of elimination of a small number of the “wrong” interpolation conditions (interpolation of a “wrong” branch). Loss of \( o(n) \) of interpolation conditions does not influence zero distributions.

5.3. **Quadratic differential.** Set \( \tilde{\Gamma} \) may be described in terms of trajectories of quadratic differentials in a way similar to what we have in case of classical Padé approximants. This description is obtained as an intermediate result in application of max-min method. Let \( e = \{a_1, a_2, \ldots, a_m\} \) and \( A(z) = \prod_{j=1}^{m} (z - a_j) \) and the limit measure \( \omega \) for interpolation table. Then there exist a polynomial \( V(z) = z^{m+2p-3} \) such that \( \tilde{\Gamma} \) is a union of some of (critical) trajectories of the quadratic differential

\[
(37) \quad - \frac{V(z) \, dz^2}{A(z)B(z)^2} \quad \text{where} \quad B(z) = \prod_{k=1}^{p} (z - \beta_k), \quad \beta_k \in \mathbb{C} \setminus F
\]

There are \( p \) equations involving residues of the function \( \sqrt{V/A/B} \) at points \( z = \beta_k \) on parameters (roots or coefficients) of \( V \). Using this equations we can study in details case \( A(x) = z^2 - 1, \quad B(z) = z^2 + 1 - \epsilon \) with different values of \( m_1 \) and \( m_2 \).

5.4. **Conjecture 1.** Theorem 2 above is a direct corollary of known results on max-min energy and GRS-method. Under more general assumptions on \( \omega \) the method may be applied after some modifications. Some of these modifications are not immediate and at this moment we do not have formal proof of the theorem generalizing Theorem 2 and we will state a conjecture for a general case.

Moreover, it is not yet obvious that the conjecture below is, indeed, valid without more restrictions on \( \omega \).

**Conjecture 1.** Assume that \( F \in \mathcal{F}_f \) and interpolation table \( \{\Omega_n\} \) do not intersect \( F \). Assume further that limit density \( \omega \) in (30) exists and \( \text{supp} \omega \) do not intersect \( e \). Then there exist a unique compact set \( \tilde{\Gamma} \) with max-min property (36) and \( \frac{1}{n} \nu(Q_n) \xrightarrow{n \to \infty} \lambda_{\tilde{\Gamma}} \) as \( n \to \infty \).

The max-min compact set \( \tilde{\Gamma} \) has \( S \)-property but the definition of this property has to be slightly modified.
6. CONJECTURE ON TSCHEBYSHEV–PADÉ APPROXIMANTS

Let \( \mathcal{R} \) be the Riemann surface of the function \( \sqrt{z^2 - 1} \) defined as a double-sheeted (branched) covering of \( \mathbb{C} \) with quadratic branch points \( \pm 1 \). Let \( \pi: \mathcal{R} \to \mathbb{C} \) be associated canonic projection. Lifting \( \mathcal{R} \setminus \pi^{-1}(\Delta) \) of the domain \( \mathbb{C} \setminus \Delta = [-1, 1] \) onto \( \mathcal{R} \) is union of two disjoint domains \( \mathcal{D}^0 \) and \( \mathcal{D}^1 \) both projected by \( \pi \) one-to-one onto \( \mathbb{C} \setminus \Delta \).

Let \( e = \{a_1, a_2, \ldots, a_m\} \) be distinct point in \( \mathbb{C} \setminus \Delta \). Together with points \( a_j \in e \) we will have to consider their images \( a_j' = \pi^{-1}(a_j) \in \mathcal{D}^1 \). Thus, set \( e' = \{a_1', a_2', \ldots, a_m'\} \) belongs to the first sheet \( \mathcal{D}^1 \subset \mathcal{R} \).

Let function \( \hat{f} \) on \( \mathcal{R} \) be holomorphic in \( \mathcal{D}^0 \) and has analytic continuation from \( \mathcal{D}^0 \) along any path on \( \mathcal{R} \) which does not hit any point from \( e' \) (at least two points from \( e' \) are branch points for \( \hat{f} \)).

This function has a continuous extension to the boundary of \( \mathcal{D}^0 \) which is the union of two copies of the interval \( \Delta \) whose endpoints are identified. We select arbitrarily any of these intervals and denote \( f(z) = \hat{f}(\pi^{-1}(z)) \). Function \( f(z) \) is continuous on \( \Delta \) an holomorphic on \((-1, 1)\).

Analytic continuation of \( f \) from \((-1, 1)\) to the upper half-plane may be extended to a function \( f \in H(\mathbb{C} \setminus \Delta) \). Lifting of this extension is one of two function either \( \hat{f}|_{\mathcal{D}^0} \) or \( \hat{f}|_{\mathcal{D}^1} \). We will agree that continuation of \( f \) to upper half plane leads to the projection \( f_0 \) of the function \( \hat{f}|_{\mathcal{D}^0} \) (this makes the choice of the branch of \( f \) unique). Now, analytic continuation of \( f \) to the lower half-plane may extended to a function \( f_1(z) \) holomorphic in the complement to \( e \cup \Delta \).

We will consider Tschebyshev–Padé approximation to the function \( f(z) \) with an analytic weight \( w(x) \) on \( \Delta \). The approximant of order \( n \) is the ratio of two polynomials \( P_n/Q_n \) of degree at most \( n \) which are defined by

\[
\int_\Delta x^k (Q_n f - P_n)(x) \frac{w(x)dx}{\sqrt{1 - x^2}} = 0, \quad k = 0, 1, \ldots, 2n - 1.
\]

Integration over \( \Delta \) in this definition may be replaced with integration over a smooth curve \( F_0 \) connecting points \(-1 \) and \( 1 \) in a domain of analyticity of \( w \) which is homotopic to \( \Delta \) in \( \mathbb{C} \setminus e \) (we assume that \( w \) may be extended far enough; exact conditions will be formulated below). Set of such curves will be denoted by \( \mathcal{F}_0 \).

Next, we have \( f_1 \in \mathcal{A}(\mathbb{C} \setminus (e \cup \Delta)) \). Let \( \mathcal{F}_1 \) be the set of admissible cuts for \( f_1 \), that is, for any \( F_1 \in \mathcal{F}_1 \) we have \( f_1 \in H(\mathbb{C} \setminus F_1) \). We assume also that \( F_1 \in \mathcal{F}_1 \) is a finite union of smooth arcs.

We will consider only pairs \( \tilde{\mathcal{F}} = \{(F_0, F_1)\} \) of disjoint compacts \( F_k \in \mathcal{F}_k \ (k = 0, 1) \). The description of behaviour of approximants \( P_n/Q_n \) defined by (38) is given in terms of a vector \( S \)-compact set \((\Gamma_0, \Gamma_1) \in \tilde{\mathcal{F}} \) which may be defined as follows.

Let \( \mathcal{M}(F_0, F_1) \) be the set of positive vector measures \( \bar{\mu} = (\mu_0, \mu_1) \) on \( (F_0, F_1) \) respectively with masses \( \mu_0(F_0) = 2 \) and \( \mu_0(F_1) = 1 \). The energy \( \mathcal{E} \) of the vector-measure \((\mu_0, \mu_1) \) is defined by

\[
\mathcal{E}(\mu_0, \mu_1) = \int U^{\mu_0} d\mu_0 - \int U^{\mu_0} d\mu_1 + \int U^{\mu_1} d\mu_1.
\]

Equivalently, this energy is defined by \( 2 \times 2 \) positive definite matrix \( M = \begin{pmatrix} 1 & -1/2 \\ -1/2 & 1 \end{pmatrix} \).
For any \((F_0, F_1)\) there is a pair of measures \((\lambda_0, \lambda_1) \in \mathcal{M}(F_0, F_1)\) on \(F_0\) and \(F_1\) respectively which solve the matrix equilibrium problem with masses \(\lambda_0(F_0) = 2\) and \(\lambda_0(F_1) = 1\) and vector equilibrium measure \((\lambda_0, \lambda_1)\) minimizes vector-energy
\[
E(\lambda_0, \lambda_1) = \min_{\mathcal{M}} E(\mu_0, \mu_1),
\]
where \(\mathcal{M} = \mathcal{M}(F_0, F_1)\).

**Proposition 5.** There is a pair of compact sets \(\Gamma_0 \in F_0\) and \(\Gamma_1 \in F_1\) which maximizes equilibrium energy \(E(\lambda_0, \lambda_1)\).

Denote \((\lambda'_0, \lambda'_1)\) components of the equilibrium measure, \(\Gamma = (\Gamma_0, \Gamma_1)\).

The idea of the proof of the Proposition 5 was proposed in [44]; it is based on the equivalent reformulation of the equilibrium problem (39)–(40) in terms of weighted potential on the Riemann surface \(\mathcal{R}\) (see [10], [11]). Descriptions of the equilibrium vector-compact \((\Gamma_0, \Gamma_1)\) may be given using different terms.

**Conjecture 2.** Let \(P_n/Q_n\) be \(n\)-th order Tschebyshev–Padé approximant to the function \(f_0(z)\). Then we have, first, \(\frac{1}{n} \chi(Q_n) \to \lambda'_1\) as \(n \to \infty\). Second, function \(R_n = Q_nf - P_n\) has \(2n(1 + o(1))\) zeros around \(\Gamma_0\) and the normalized counting measure \(\sigma_n\) of these zeros weakly converges to \(\lambda'_0\).

A proof of the conjecture may be based on Conjecture 1. We outline a plan of such proof assuming that Conjecture 1 is proved in complete generality.

We may need Conjecture 1 in maximal generality since we do not have an a’priori information on location of zeros of the function \(R_n = Q_nf - P_n\) but we know, at least, that we have to consider branch \(f = f_1\) of this function in \(D_1 = \mathbb{C} \setminus \Gamma_1\). Assume that this function has \(2n(1 + o(1))\) zeros in \(D_1\). We denote by \(\Omega_n\) polynomial with zeros at these points which belong to \(D_1\). At this moment we will ignore zeros of \(R_n\) on \(\Gamma_1\).

If there are too many of them on \(\Gamma_1\) we may have to pass to a slightly different branch of \(f\) but now we do not go into such details.

Then we select a weakly convergent subsequences: we find a subsequence \(\Lambda \subset \mathbb{N}\) such that as \(n \to \infty\), \(n \in \Lambda\), (30) is valid and at the same time \(\frac{1}{n} \nu(Q_n) \to \eta\). Now we have to prove that \((\omega, \eta) = (\lambda'_0, \lambda'_1)\).

We consider interpolation problem for the branch of \(f_1\) in \(\mathbb{C} \setminus \Gamma_1\) and derive from Conjecture 1 that \(\eta\) is the equilibrium measure on \(\Gamma_1\) in the external field \(-U^\omega\).

It follows also that after a proper normalization we have convergence in capacity
\[
\frac{1}{n} \log |R_n(z)| \to U^\eta(z) - U^\omega(z).
\]
Then orthogonality conditions (38) imply that \(\omega\) is the equilibrium measure on \(\Gamma_0\) in the external field \(-1/2 U^\eta\). This would conclude the proof.

**7. ONE NUMERICAL EXAMPLE**

In this Section we discuss a numerical example on the distribution of the zeros of Hermite–Padé polynomials and poles and zeros of Tschebyshev–Padé approximations. All the numerical computations were performed using the Program HePa.com [23]. This Program is based on a generalization of the classical Viskovatov algorithm [22].
In this section we denote Padé polynomials of degree \( \leq n \) by \( P_{n,0} \) and \( P_{n,1} \), i.e., for a given \( f \in H(\infty) \)

\[
(P_{n,0} + P_{n,1}f)(z) = O\left(\frac{1}{z^{n+1}}\right), \quad z \to \infty.
\]

Denominator and numerator of Tschebyshev–Padé approximation \( \Phi_n(z) \) of order \( n \) for a series \( h \) of type (2) is denoted here by \( Q_n \) and \( P_n \) respectively, i.e. \( \Phi_n(z) = P_n(z)/Q_n(z) \) and

\[
(Q_n h - P_n)(z) = \sum_{k=2n+1}^{\infty} c_{n,k}T_k(z;\mu).
\]

As before, type I Hermite–Padé polynomials for multiindex \((n,n,n)\) and for a tuple of functions \([1,f_1,f_2] \), \( f_1, f_2 \in H(\infty) \), is denoted by \( Q_{n,0}, Q_{n,1}, Q_{n,2} \), i.e.

\[
(Q_{n,0} + Q_{n,1}f_1 + Q_{n,2}f_2)(z) = O\left(\frac{1}{z^{2n+2}}\right), \quad z \to \infty.
\]

Let function \( f \) be from the class given by the explicit representation (27). Here we set \( m = 3 \), \( \alpha_1 = \alpha_2 = -1/3 \), \( \alpha_3 = 2/3 \) and \( A_3 \in (1,2) \), \( A_{1,2} = e \pm ib \), where \( e > 0 \) is a small real number. Thus

\[
(42) \quad f(z) = \left(A_1 - \frac{1}{\varphi(z)}\right)^{-1/3} \left(A_2 - \frac{1}{\varphi(z)}\right)^{-1/3} \left(A_3 - \frac{1}{\varphi(z)}\right)^{2/3}
\]

(here \( \varphi(z) = z + (z^2 - 1)^{1/2} \sim 2z \) as \( z \to \infty \)). Let function \( f \) be given by (42). Let consider two tuples \([1,f,f^2]\) and \([1,1/(z^2 - 1)^{1/2}, f]\). Clearly that the pair \((-Q_{n,1}, Q_{n,2})\) from the second tuple gives a Tschebyshev–Padé approximation to the function \( h \), i.e. \( \Phi_n(z) = -Q_{n,1}(z)/Q_{n,2}(z) \). Thus zeros of \( Q_{n,1} \) and \( Q_{n,2} \) are respectively zeros and poles of the Tschebyshev–Padé approximation \( \Phi_n \).

Let now take into account all that was said before about the connection between type I Hermite–Padé polynomials and Tschebyshev–Padé approximations and about max-min problem which was conjectured to describe the limit zeros distribution of Hermite–Padé polynomials. Then based on that information we might suppose that the limit zero distribution of the corresponding HP-polynomials for both tuples \([1,f,f^2]\) and \([1,1/(z^2 - 1)^{1/2}, f]\), where \( f \) is from (42), should be just the same. The numerical results represented on the Figure 1 and Figure 2 are in a good accordance with that statement.
Figure 1. Here the zeros of Padé polynomials $P_{n,0}(z), P_{n,1}(z)$ of order $n = 100$ for the function $f$ given by (42) are plotted (blue points for $P_{n,0}$ and red points for $P_{n,1}$). These zeros simulate the segment $\Delta = [-1, 1]$ which is the Stahl compact set for $f$. Also the zeros of type I HP-polynomials $Q_{n,0}(z), Q_{n,1}(z)$ and $Q_{n,2}(z)$ of order $n = 200$ for the tuple $[1, f, f^2]$ are plotted (blue points for $Q_{n,0}$, red points for $Q_{n,1}$ and black points for $Q_{n,2}$). Those zeros simulate the $S$-compact set $\tilde{\Gamma}$ from Proposition 4 which is symmetric with respect to the real line (cf. Fig. 2).
Figure 2. Here the zeros of Padé polynomials $P_{n,0}(z), P_{n,1}(z)$ of order $n = 100$ for the function $1/(z^2 - 1)^{1/2}$ are plotted (blue points for $P_{n,0}$ and red points for $P_{n,1}$). These zeros simulate the segment $\Delta = [-1, 1]$ which is the Stahl compact set for the function $1/(z^2 - 1)^{1/2}$. Also the zeros of type I HP-polynomials $Q_{n,1}(z)$ and $Q_{n,2}(z)$ of order $n = 200$ for the tuple $[1, 1/(z^2 - 1)^{1/2}, f]$ are plotted (red points for $Q_{n,1}$ and black points for $Q_{n,2}$). Those zeros simulate the $S$-compact set $\tilde{\Gamma}$ from Proposition 4 which is symmetric with respect to the real line (cf. Fig. 1)
References

[1] A. I. Aptekarev, “Asymptotics of Hermite–Padé approximants for a pair of functions with branch points”, Doklady Mathematics, 2008, 78, 2, 717–719.
[2] A. I. Aptekarev, A. B. J. Kuiljaars, Van W. Assche, “Asymptotics of Hermite–Padé rational approximants for two analytic functions with separated pairs of branch points (case of genus 0)”, Int. Math. Res. Pap. IMRP, 2007, 4, Art. ID rpm007, 128 pp.
[3] Jared L. Aurentz, Lloyd N. Trefethen, “Chopping a Chebyshev series”, ACM Trans. Math. Software, 43, 2017, 4, Art. 33, 21 pp.
[4] George A. Baker, Jr., Peter Graves-Morris, “Padé approximants”, Second edition, Encyclopedia of Mathematics and its Applications, 59, Cambridge University Press, Cambridge, 1996, xiv+746 pp. ISBN, 0-521-45007-1.
[5] John P. Boyd, “Chebyshev and Fourier spectral methods”, Second edition, Dover Publications, Inc., Mineola, NY, 2001.
[6] V. I. Buslaev, “Convergence of multipoint Padé approximants of piecewise analytic functions”, Mat. Sb., 2013, 204, 2, 39–72.
[7] V. I. Buslaev, “Convergence of m-point Padé approximants of a tuple of multivalued analytic functions”, Mat. Sb., 2015, 206, 2, 5–30.
[8] V. I. Buslaev, “On a lower estimate for convergence of multipoint Padé approximants of piecewise analytic functions”, Izv. RAN. Ser. Mat., 2021, to appear.
[9] J. S. R. Chisholm, A. K. Common, “Generalisations of Padé approximation for Chebyshev and Fourier series”, “E. B. Christoffel”, Aachen/Monschau, 1979, Birkhauser, Basel–Boston, Mass., 1981, 212–231.
[10] E. M. Chirka, “Potentials on a compact Riemann surface”, “Complex analysis, mathematical physics, and applications”, Collected papers, Tr. Mat. Inst. Steklova, 2018, 301, 287–319.
[11] E. M. Chirka, “Capacities on a Compact Riemann Surface”, “Analysis and mathematical physics”, Collected papers. On the occasion of the 70th birthday of Professor Armen Glebovich Sergeev, Tr. Mat. Inst. Steklova, 2020, 311, 41–83.
[12] C. W. Clenshaw and K. Lord, “Rational Approximations from Chebyshev Series”, “Studies in Num. Analysis”, ed B.K.P. Scaife, Academic Press, 1973, Papers in honour of Cornelius Lanczos on the occasion of his 80th birthday, London, 1974, 95–113.
[13] J. Fleischer, “Nonlinear Padé approximants for Legendre series”, J. Math. Phys., 1973, 14, 2, 246–248.
[14] A. A. Gonchar, E. A. Rakhmanov, “Equilibrium distributions and degree of rational approximation of analytic functions”, Mat. Sb. (N.S.), 1987, 134(176), 3(11), 306–352.
[15] A. A. Gonchar, E. A. Rakhmanov, S. P. Suetin, “On the convergence of Padé approximation of orthogonal expansions”, “Number theory, algebra, analysis and their applications”, Collection of articles. Dedicated to the centenary of Ivan Matveevich Vinogradov, Trudy Mat. Inst. Steklov., 1991, 200, 136–146.
[16] A. A. Gonchar, E. A. Rakhmanov, S. P. Suetin, “On the rate of convergence of Padé approximants of orthogonal expansions”, “Progress in approximation theory”, Tampa, FL, 1990, Springer Ser. Comput. Math., 19, Springer, New York, 1992, 169–190.
[17] A. A. Gonchar, E. A. Rakhmanov, S. P. Suetin, “Padé–Chebyshev approximants of multivalued analytic functions, variation of equilibrium energy, and the S-property of stationary compact sets”, Uspekhi Mat. Nauk, 2011, 66, 6(402), 3–36.
[18] Peter Henrici, “An algorithm for analytic continuation”, SIAM J. Numer. Anal., 3, 1966, 1, 67–78.
[19] J. T. Holdeman (Jr.), “A method for the approximation of functions defined by formal series expansions in orthogonal polynomials”, Math. Comp., 23, 1969, 106, 275–287.
[20] O. L. Ibrayaeva, “A sufficient condition for the uniqueness of a linear Chebyshev–Padé approximant”, in Russian. Izv. Chelyabinsk. Nauchn. Tsentr. 2002, 4(17), 1–5.
[21] N. R. Ikonomov, S. P. Suetin, “Scalar Equilibrium Problem and the Limit Distribution of Zeros of Hermite–Padé Polynomials of Type II”, “Modern problems of mathematical and theoretical physics”, Collected papers. On the occasion of the 80th birthday of Academician Andrei Alekseevich Slavnov, Tr. Mat. Inst. Steklova, 2020, 309, Steklov Math. Inst. RAS, Moscow, 174–197.
[22] N. R. Ikonomov, S. P. Suetin, “Viskovatov algorithm for Hermite–Padé polynomials”, Accepted for publication. Mat. Sb., 2021, 212, arXiv: 2007.03370 23 pp.

[23] N. R. Ikonomov, S. P. Suetin, 2020, “HEPAComp: Hermite-Padé Approximant Computation”, Version 1.3/15.10.2020. website: http://justmathbg.info/hepacomp.html

[24] A. V. Komlov, R. V. Palvelev, S. P. Suetin, E. M. Chirka, “Hermite–Padé approximants for meromorphic functions on a compact Riemann surface”, Russian Math. Surveys, 2017, 72, 4, 671–706.

[25] A. Martínez-Finkelshtein, E. A. Rakhmanov, S. P. Suetin, “Variation of the equilibrium energy and the S-property of stationary compact sets”, Mat. Sb., 2011, 202, 12, 113–136.

[26] Andrei Martínez-Finkelshtein, Evgenii A. Rakhmanov, Sergey P. Suetin, “Asymptotics of type I Hermite–Padé polynomials for semiclassical functions”, “Modern trends in constructive function theory”, Contemp. Math., 2016, 661, 199–228.

[27] A. Martinez-Finkelshtein, E. A. Rakhmanov, “Do Orthogonal Polynomials Dream of Symmetric Curves?”, Found Comput Math, 2016, 16, 1697—1736.

[28] Nikishin, E. M., Sorokin, V. N., “Rational approximations and orthogonality”, Translated from the Russian by Ralph P. Boas, Translations of Mathematical Monographs, 92, American Mathematical Society, Providence, RI, 1991, viii+221 pp. ISBN, 0-8218-4545-4.

[29] J. Nuttall, “Asymptotics of diagonal Hermite–Padé polynomials”, 1984, J. Approx. Theory, 42, 299–386.

[30] E. A. Perevoznikova, E. A. Rakhmanov, “The variation of the equilibrium energy and the S-property of compact sets of minimal capacity”, Manuscript, In Russian. 1994.

[31] E. A. Rakhmanov, “Orthogonal polynomials and S-curves”, “Recent advances in orthogonal polynomials, special functions and their applications”, 11th International Symposium, August 29-September 2, 2011 Universidad Carlos III de Madrid Leganes, Spain, Contemp. Math., 578, ed. J. Arvesu and G. Lopez Lagomasino, Amer. Math. Soc., Providence, RI, 2012, 195–239.

[32] E. A. Rakhmanov, S. P. Suetin, “The distribution of the zeros of the Hermite-Padé polynomials for a pair of functions forming a Nikishin system”, Mat. Sb., 2013, 204, 9, 115–160.

[33] E. A. Rakhmanov, “Zero distribution for Angelesco Hermite–Padé polynomials”, Uspekhi Mat. Nauk, 2018, 73, 3(441), 89–156.

[34] H. Stahl, “Asymptotics of Hermite–Padé polynomials and related convergence results. A summary of results”, “Nonlinear numerical methods and rational approximation”, Wilrijk, 1987, Math. Appl., 43, Reidel, Dordrecht, 1988, 23–53.

[35] H. Stahl, “The convergence of Padé approximants to functions with branch points”, J. Approx. Theory, 91, 1997, 2, 139–204.

[36] Herbert R. Stahl, “Sets of Minimal Capacity and Extremal Domains”, 112 pp., arXiv: 1205.3811

[37] A. P. Starovoitov, N. V. Ryabchenko, A. A. Drapeza, “A criterion for the existence and uniqueness of polyeffectual polynomials of the first type”, PFMT, 2020, 3(44), 82–86.

[38] S. P. Suetin, “On Montessus de Ballore’s theorem for rational approximants of orthogonal expansions”, Mat. Sb. (N.S.), 1981, 114(156), 3, 451–464.

[39] S. P. Suetin, “On the Existence of Nonlinear Padé–Chebyshev Approximations for Analytic Functions”, Mat. Zametki, 2009, 86, 2, 290–303.

[40] S. P. Suetin, “Distribution of the zeros of Padé polynomials and analytic continuation”, Uspekhi Mat. Nauk, 2015, 70, 5(425), 121–174.

[41] S. P. Suetin, “Distribution of the zeros of Padé polynomials for a complex Nikishin system”, Uspekhi Mat. Nauk, 2018, 73, 2(440), 183–184.

[42] S. P. Suetin, “On an Example of the Nikishin System”, Mat. Zametki, 2018, 104, 6, 918–929.

[43] S. P. Suetin, “On a new approach to the problem of distribution of zeros of Hermite–Padé polynomials for a Nikishin system”, “Complex analysis, mathematical physics, and applications”, Collected papers, Tr. Mat. Inst. Steklova, 2018, 301, MAIK Nauka/Interperiodica, Moscow, 259–275.

[44] S. P. Suetin, “Existence of a three-sheeted Nuttall surface for a certain class of infinite-valued analytic functions”, Uspekhi Mat. Nauk, 2019, 74, 2(446), 187–188.
[45] Gabor Szegő, “Orthogonal polynomials”, Fourth edition, American Mathematical Society Colloquium Publications, XXIII, American Mathematical Society, Providence, R.I., 1975, xiii+432 pp.

[46] Lloyd N. Trefethen, “Approximation theory and approximation practice”, Society for Industrial and Applied Mathematics (SIAM), Philadelphia, PA, 2013,

[47] Lloyd N. Trefethen, “Quantifying the ill-conditioning of analytic continuation”, BIT, 60, 2020, 4, 901–915.

University of South Florida, USA
Email address: rakhmano@mail.usf.edu

Steklov Mathematical Institute of the Russian Academy of Sciences, Russia
Email address: suetin@mi-ras.ru