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Abstract
Non-volatile random access memory (NVRAM) offers byte-addressable persistence at speeds comparable to DRAM. However, with caches remaining volatile, automatic cache evictions can reorder updates to memory, potentially leaving persistent memory in an inconsistent state upon a system crash. Flush and fence instructions can be used to force ordering among updates, but are expensive. This has motivated significant work studying how to write correct and efficient persistent programs for NVRAM.

In this paper, we present FliT, a C++ library that facilitates writing efficient persistent code. Using the library’s default mode makes any linearizable data structure durable with minimal changes to the code. FliT avoids many redundant flush instructions by using a novel algorithm to track dirty cache lines. It also allows for extra optimizations, but achieves good performance even in its default setting.

To describe the FliT library’s capabilities and guarantees, we define a persistent programming interface, called the P-V Interface, which FliT implements. The P-V Interface captures the expected behavior of code in which some instructions’ effects are persisted and some are not. We show that the interface captures the desired semantics of many practical algorithms in the literature.

We apply the FliT library to four different persistent data structures, and show that across several workloads, persistence implementations, and data structure sizes, the FliT library always improves operation throughput, by at least 2.1× over a naive implementation in all but one workload.

CCS Concepts: • Computing methodologies → Concurrent algorithms; • Hardware → Fault tolerance.

Keywords: Non-volatile Memory, Concurrent Data Structures, Recoverability

1 Introduction
The long-anticipated fast, byte-addressable non-volatile random access memories (NVRAM) are now a reality, with Intel Optane available alongside DRAM in the newest machines. NVRAM promises to revolutionize persistent algorithms, with speeds up to three orders of magnitude faster than SSD. However, designing correct persistent algorithms for NVRAM is notoriously difficult. Subtle bugs are easy to overlook. The main difficulty stems from the fact that, for the time being, caches and registers remain volatile.1 This means that if programs are simply run as they would be on DRAM, significant parts of the state of memory could be lost upon a system crash, thus not achieving meaningful persistence. On the other hand, programs designed for SSD or disk cannot efficiently work as-is on NVRAM, due to the finer atomic granularity of this new memory technology. New techniques must therefore be developed to achieve correct and efficient persistence on NVRAM.

To prevent values on cache from being lost upon a crash, programmers must use explicit flush and fence instructions to push cache lines to NVRAM in a certain order. Care must be taken in deciding which values to flush and when to execute the flush and fence instructions, since these instructions are expensive. Researchers have therefore dedicated significant effort to carefully reasoning about inherent dependencies in algorithms, to omit flushes when it is safe to do so, yet still guarantee persistence on NVRAM [9–13, 16, 17, 24, 25, 30, 37].

Data races in persistent programs pose even more challenges. Since writing and persisting values cannot be done atomically, a value can be visible to other threads before being persisted. Thus, to avoid memory inconsistencies, a process may have to flush locations it reads, even if processes flush locations when they write as well. However, in

1While Intel announced the new eADR technology [21] that promises to persist cache contents as well, this would require powerful and expensive batteries to implement. Thus, it is unlikely that volatile caches will cease being a reality in the near future [31].
most cases, a writing process can finish persisting its new value before any other process reads it. In that case, it seems wasteful to have the reader flush this value as well. Existing work in the literature avoids these wasteful flushes by using a bit in each memory word to indicate whether or not it has already been flushed [14, 19, 35]. This optimization has been shown to have tremendous benefits in practice, but borrowing a bit from each word is not always possible. Furthermore, this optimization requires modifying memory using compare-and-swap, and therefore cannot be applied to data structures designed with other primitives, such as fetch-and-add or swap.

We propose a new technique for avoiding unnecessary flushes which is fully general in the sense that it can be applied to any code safely. The idea is to use counters (separate from the memory word) to keep track of ongoing stores for each variable. When a store begins, it tags the memory location it operates on by incrementing the corresponding counter. Loads check the counter when accessing a given memory location, and only execute a flush instruction on it if it is tagged. In this way, flush instructions are only executed when needed. This technique allows for flexibility in the placement of these counters. The counters can be, for example, placed next to each variable or in a separate hash table. We experiment with different options in Section 6.

We package this technique into an easy-to-use C++ library called FliT, or Flush if Tagged, which helps programmers easily design efficient persistent code for NVRAM, abstracting away details of flush and fence instructions, and applying the optimization under the hood. At a high level, the FliT library persists the effect of each instruction without requiring the programmer to handle low-level flushing and barriers.

The FliT library greatly improves the performance of persistent code, since it enables the program to safely skip flush instructions when they are not needed. Furthermore, FliT is easy to use, and its syntax requires minimal changes when applying it to existing code. Indeed, to use FliT, the programmer simply needs to modify the declaration of variables to be persisted, and annotate when an operation terminates – this already makes any linearizable data structure durably linearizable [23]. For example, a C++11 implementation of Harris’s linked list [20] can be made durably linearizable using our library by changing just seven lines of code.

Another advantage of the FliT library is its flexibility; while, by default, the FliT library instruments each load and store instruction to access the tag counters, this does not have to be the case. Many previous works have focused on understanding which values must be persisted, and which can be left volatile [9, 11, 12, 14, 16, 17]. These efforts have led to many optimized persistent data structure implementations. The FliT library can complement these existing works by allowing the programmer to specify whether a specific instruction’s arguments should be left volatile. In that case, the instruction can be annotated as such, and the flushing mechanism is bypassed. Thus, while the FliT library can be used to persist all memory values in a naive manner to yield a fairly performant solution, it can be combined with existing optimizations to yield even better results.

To more formally argue about the library’s correctness, we define an abstract interface, called the P-V Interface, which the FliT library implements. Intuitively, the interface considers two types of instructions; those whose effects must be persisted (called p-instructions), and those whose persistence has been optimized away (called v-instructions). The P-V Interface describes the interaction between these two types of instructions and the resulting effect on the memory. We show that the P-V Interface captures persistence behavior in many algorithms in the literature. Intuitively, the P-V Interface abstracts flush and fence instructions down to their underlying meaning, and we use it to show that the FliT library behaves as expected. We believe that the P-V Interface offers a good balance between ease of programming and the efficiency of potential implementations. Since it is relatively low-level, it can be implemented efficiently, as is exemplified by FliT. Furthermore, designing durably linearizable data structures [23] is easy using the P-V Interface; if every instruction is made a p-instruction, a linearizable data structure becomes durable. On the other hand, carefully reasoned optimizations can also be applied by making some instructions v-instructions where possible. Thus, we believe that the P-V Interface may be of independent interest.

We evaluate the FliT library by using it to implement four different durable data structures; a linked-list [20], a BST [27], a skip list [14], and a hash table [14]. Furthermore, for each data structure, we evaluate three different ways of making it durable; one that makes all instructions p-instructions, and two more optimized settings that appear in the literature; we consider the NVTraverse methodology [16], which allows us to have v-loads while traversing the data structure, and a manually optimized durable version of the same data structure [14]. We also evaluate different settings for the placement of the counters in the implementation of FliT, and compare these to the existing bit-tagging technique [14, 19, 35]. We observe that, the FliT library provides up to 200× speedup over a durable linearizable version implemented with plain flush instructions. Furthermore, even for highly optimized implementations, the FliT library still provides up to 4.32× speedup and never slows down any implementation.

In summary, the contributions of the paper are as follows.

- We present a new technique for tracking dirty cache lines that is fully general.
- We present the FliT library, which uses this technique to instrument instructions giving an easy way to design efficient persistent code.
- We formalize the FliT library interface as the P-V Interface, which captures many practical use cases, and
gives a simple way of creating durably linearizable data structures.

- We evaluate the FliT library and show it can significantly improve the performance of even the most optimized persistent algorithms.

The rest of this paper is organized as follows. Background is discussed in Section 2. In Section 3, we present the P-V Interface definition. We rely on this interface when presenting the FliT library syntax in Section 4, and its implementation and algorithmic ideas in Section 5. We evaluate the FliT library in Section 6. Finally, we discuss additional related work and conclude the paper in Sections 7 and 8.

2 Background and Preliminaries

Flushing on current hardware. In existing architectures, there are specific flush instructions which write back a value from a specific cache line to the main memory. The flush instructions might differ by their strength and whether they invalidate the cache line, which influences performance. In addition, there are fence instructions which provide ordering. A store fence ensures that all preceding writes and flushes executed by a specific process are visible to other processes before any writes or flushes executed after the fence. A flush followed by a fence blocks until all previously flushed locations have reached main memory, which may be volatile (i.e., DRAM), or non-volatile (i.e., NVRAM), depending on the mapping of the specific flushed address.

In the rest of this paper, we will use the term pwb (persistent-write-back) to refer to the weakest form of flushing, which does not block or invalidate. It is persistent, since in all our use-cases, the memory it flushes is mapped to NVRAM. As mentioned above, after a non-blocking flush instruction, a fence must be called to ensure the completion of the flush. In this paper, we use pfence to refer to a fence instruction. A pfence called by a process is assumed to order all previous pwb instructions called by that process and any pwb or write instructions that are executed after the pfence. The pwb and pfence instructions are architecture-agnostic.

Previous flushing optimizations. We defer most of the discussion of related work to Section 7. However, some flushing optimizations have appeared in the literature that are reminiscent of the FliT library’s implementation, so we briefly discuss them now. David et al. [14] introduce a technique they call link-and-persist to avoid executing pwb instructions when the variable being flushed is clean. Their technique works by using a single bit in each memory word as a flag indicating whether or not it has been flushed since the last time it was updated. When a new value is written, it is written with the flag up. The writing process then executes a pwb and a pfence to persist the new value, and then executes another store to flip the flag down. A reader executes a pwb on any location it reads that had the flag up, and skips flushing every time the flag is down. This technique has appeared in the literature under different names [19, 35, 39], always optimizing redundant pwbs, and yielding faster algorithms. This technique is similar to the implementation of our FliT library. However, the FliT library is more general and flexible. For one, it does not require taking a bit in every memory word. While pointers leave unused bits in each word, some algorithms make use of these bits for other parts of their logic. The link-and-persist technique is not applicable to such algorithms. Furthermore, for link-and-persist to work, all stores must be executed using a CAS instruction (as opposed to, for example, fetch-and-add or swap), to prevent accidentally removing a flag for a value that has not yet been flushed. The FliT library does not suffer from these restrictions. Finally, as will be shown in the rest of the paper, the FliT library also provides flexibility in allocating the space used for metadata tracking persistent state, which can sometimes be a useful way to optimize implementations.

Model. We consider a shared memory setting in which processes access two types of memory; volatile memory and persistent memory. Volatile memory roughly corresponds to caches and registers, as well as DRAM, on real architectures, whereas persistent memory corresponds to the NVRAM. We assume that upon a system crash anything that is in persistent memory remains, but anything on volatile memory is lost.

Processes can access shared memory using read, write, or read-modify-write (RMW) instructions, like compare-and-swap (CAS), fetch-and-add (FAA), and test-and-set (TAS). We sometimes refer to read instructions as loads, and to all other instructions collectively as stores. Each memory location is categorized at any given point in time as shared or private. There is a root location in memory, that is always shared. A private memory location can only be accessed by a single process i, which can make that location shared by executing a specific store on some shared location. This store depends on the algorithm; it could be releasing some lock, or swinging a shared pointer to point to this location.

All accesses are applied to volatile memory. To make a value that is in volatile memory appear in persistent memory, processes can execute persistence instructions, which include pwb and pfence (as long as these addresses are mapped to the persistent memory). From now on in the paper, whenever we invoke pwb on some location, we assume that location is mapped to persistent memory. A pwb instruction takes a memory location as a parameter. The value v in memory location i is said to be flushed if a pwb instruction was executed on i when v was in i. After a process i executes a pfence instruction, any value that was flushed by i is in persistent memory.

A data structure D defines a set of operations, along with a sequential specification, defining how the operations behave in a sequential execution. Histories are composed of operations and crash events. A crash event erases all values in volatile memory, but leaves the persistent memory intact.
Furthermore, after a crash event, new processes are spawned. A history $H$ of operations of data structure $D$, with no crash events, is linearizable if there is a single point in time during the execution of each operation at which that operation takes effect, such that the sequence of these points adheres to the sequential specification of $D$. A history with crash events is durably linearizable [23] if it is linearizable after all crash events are removed from it. A data structure implementation is linearizable (resp. durably linearizable) if all possible histories of it are linearizable (resp. durably linearizable).

3 Persistent-Volatile Instruction Interface

Before presenting the FliT library, we define the abstract interface that it implements. This interface, called the P-V Interface, is important for discussing the correctness of the FliT library implementation; we later prove that our implementation satisfies the abstract interface. Furthermore, this interface allows users of the FliT library to reason about their code in a precise manner.

The P-V Interface aims to capture the behavior of a program with both volatile and persistent memory. Firstly, handling persistence should not affect the behavior of the volatile memory. In particular, this means that we should expect to see the same sequential semantics on volatile memory as we do in a classic system. That is, any load on volatile memory should return the value written by the most recent store. For persistence, we expect the interface to capture the behavior of code that uses pwb and pfence instructions. We also note that dependencies between instructions can play a role in when we expect a value to be persisted; if a value has been written but never read, it may be ok for it to be lost upon a system crash, since its effects have not yet been observed. We formalize these intuitions below.

We begin defining the interface by introducing terminology to separate two types of instructions: we say an instruction is a p-instruction if it has to be persisted (defined below), and a v-instruction if it does not. More specifically, we refer to persisted loads and stores as p-loads and p-stores respectively, and to their volatile counterparts as v-loads and v-stores. If we do not specify whether an instruction is persisted or volatile, then it could be either.

To nail this down precisely, we further distinguish between shared instructions, which can race with other shared instructions to the same location, and private instructions, which cannot race with any other instruction. A private instruction may allow more flexibility in when it is persisted, since other processes cannot observe its effects.

We refer to the memory location an instruction operates on as its location. Furthermore, we associate a value with each instruction; a load’s value is what it returned (read from its location), and a store’s value is the value newly written on its location. When we say an instruction is persisted, we mean its value is on persistent memory.

To create durable code, we must reason about dependencies among different instructions. In particular, for a new store to be safe in a persistent setting, a process $i$ must ensure that all its dependencies have been persisted before executing the store. That is, the values that process $i$ used to determine the value and location of the new store must not be lost at a later time. Furthermore, to maintain a store-order guarantee for persistent memory, previous store instructions by the same process $i$ must also be persisted before $i$’s new store. Finally, to prevent losing the effects of a completed operation, we must persist all of $i$’s dependencies and store values before $i$ completes an operation.

The P-V Interface, defined in Definition 1, formalizes the meaning of dependencies in terms of p-stores and p-loads. Conditions 2 and 3 of Definition 1 define the “depends on” relationship which is later used in Condition 4. Intuitively, a process $i$ depends on its own p-stores (Condition 2), and on previous p-stores on locations on which $i$ executes a p-load (Condition 3). The interface then requires that these dependencies be persisted before $i$ executes a store that is visible to other processes (shared), or before it completes an operation (Condition 4). To capture which p-stores become dependencies, we consider the linearization of instructions. Intuitively, an instruction linearizes at the time it accesses volatile memory (Condition 1). Note that Conditions 1, 2, and 3 apply to both private and shared instructions, and that v-instructions do not add dependencies.

Definition 1. [The P-V Interface.] Each instruction has a linearization point within its interval, such that:

1. **Keeping Volatile Memory Behavior.** A load $r$ on location $ℓ$ returns the value of the most recent store on $ℓ$ that linearized before $r$.
2. **Store Dependencies.** Let $s$ be a linearized p-store executed by a process $i$. $i$ depends on $s$.
3. **Load Dependencies.** Let $r$ be a p-load by process $i$ on location $ℓ$. $i$ depends on every p-store on $ℓ$ that was linearized before $r$.
4. **Persisting Dependencies.** Let $t$ be either the linearization point of a shared store by process $i$, or the time at which $i$ completes an operation. The value of every store $i$ depended on before time $t$ is persisted by time $t$.

3.1 Applicability of the P-V Interface

In this subsection, we show that for many algorithms designed for NVRAM, it is easy to replace their memory accesses and all pwb and pfence instructions with p-instructions (for dependencies) and v-instructions (for instructions optimized out as non-dependencies).

**Simple durability.** We begin by considering how to guarantee durability using the P-V Interface for any given linearizable algorithm. Izraelevitz et al. [23] show that, for any linearizable data structure, if every load-acquire and store-release is accompanied by a pwb and a pfence, and stores are
followed by a pwb, then the data structure becomes durable. We show that declaring these instructions as p-instructions achieves the same guarantee. Furthermore, using our implementation of the P-V Interface yields a much faster solution.

**Theorem 3.1.** Given a linearizable data structure, if we make all its loads and stores p-instructions, then the resulting data structure is durably linearizable.

Due to lack of space, the full proof is deferred to the supplementary material.

**NVTraverse.** While declaring each load and store as a p-instruction is very simple, and can be easily applied to any linearizable algorithm to make it persistent, there may be opportunities to optimize such a construction if some instructions could be identified as non-dependencies (marked as v-instructions). This can give more flexibility to the underlying implementation to omit pwb and pfence instructions where possible. Indeed, there are several constructions of durable data structures in the literature that do not persist every memory instruction. For example, Friedman et al. [16] present a general construction to make certain lock-free data structures persistent more efficiently than the construction of Izraelevitz et al. mentioned above. In particular, they consider data structures in traversal form, in which each operation has a read-only traversal phase followed by a critical phase. Many lock-free data structures, including linked-lists, BSTs, and skiplists, can fit this form. Friedman et al. show that such data structures do not need to execute any pwb instructions during the traversal phase. That is, any load in the traversal phase can be thought of as a v-load, and any instruction (load or store) in the critical phase can be thought of as a p-instruction. There is a short transition between the traversal and critical phases in NVTraverse, in which some locations that were read during the traversals are flushed. This can be achieved by executing p-loads on those locations.

**Other Algorithms.** Many other NVRAM algorithms appear in the literature, with various techniques to optimize the interaction with persistent memory. As a general rule of thumb, any instruction that is not immediately followed by a pwb in such algorithms can be seen as a v-instruction, and any other instruction can be seen as a p-instruction. The ‘dependency’ terminology is used intuitively in several works [14, 17]; generally, non-dependencies in those works can be seen as v-instructions.

## 4 The FliT Library and Interface

In this section, we introduce the FliT library, which implements the P-V Interface defined in Section 3. At its core, FliT provides an interface with which to declare each instruction as either a p- or v-instruction (using the pflag parameter).

The FliT library is implemented in C++ and is available at https://github.com/cmuparlay/flit. To use the library, a programmer must declare variables as `persist<>`. The `persist<>` template can take any type. Declaring a variable in this way essentially allows the FliT library to track its persistence state. Whenever this variable is accessed for loads or stores, the instruction is overloaded with the library’s implementation of it, which we call a flit-instruction. Each flit-instruction takes the standard arguments for its underlying instruction, in addition to a flag specifying whether it is a v- or a p-instruction. Finally, a special `operation_completion` function is made available, which must be called at the end of each data structure operation. Figure 1 shows the basic interface.

The FliT library further improves the syntax of this interface to allow for minimal code changes to apply it. In particular, when declaring a variable in the `persist` template, a default `pflag` value can be specified, making the `pflag` argument optional when executing instructions on this variable. Furthermore, we overload the `->` and `=` operators to execute FliT loads and stores instead of the default one. These operators can only be used with the default `pflag` value though, since it does not allow for an additional argument.

Algorithm 2 shows an example of the implementation of a concurrent binary tree, achieving durability by making all instructions p-instructions. The change over the original code is highlighted in red. All fields within a node are declared with the `persist<>` template, and given the persisted option as a default for the `pflag`. This means that without any code

```cpp
class persist<T, default_pflag> {
  public member functions:
    1. T load(bool pflag = default_pflag);
    2. bool write(T value, bool pflag = default_pflag);
    3. bool CAS(T oldval, T newval, bool pflag = default_pflag);
    4. T exchange(T newVal);
    5. int FAA(int amount, bool pflag = default_pflag);
    6. // FAA is only supported if T is an int type
    7. public static functions:
       8. void operation_completion();

  public member functions:
    9. persist<std::atomic<Node*>, flush_option::persisted> left; };
    10. persist<std::atomic<Node*>, flush_option::persisted> right;
    11. persist<typename T, flush_option::persisted> value;
    12. persist<int, flush_option::persisted> key;

  public static functions:
    13. int FAA(int amount, bool pflag = default_pflag);
    14. T exchange(T newVal);
    15. void write(T value, bool pflag = default_pflag);
    16. bool load(T value);
    17. bool write(T value, bool pflag = default_pflag);
    18. bool CAS(T oldval, T newval, bool pflag = default_pflag);
    19. T exchange(T newVal);
    20. int FAA(int amount, bool pflag = default_pflag);
    21. // FAA is only supported if T is an int type
    22. public static functions:
       23. void operation_completion();

  public member functions:
    24. persist<Node> root;
    25. void lookup(int key) { // automatic BST lookup
    26.   Node* node = root->left;
    27.   while (node->left != nullptr) {
    28.     if (key < node->key) node = node->left;
    29.     else node = node->right;
    30.   }
    31.   bool result = (node->key == key);
    32.   persist::operation_completion();
    33.   return result; }
    34. void insert(K key, V val) { // automatic BST insert
    35.   Node* node = root;
    36.   while (node->left != nullptr) {
    37.     if (key < node->key) node = node->left;
    38.     else node = node->right;
    39.   }
    40.   bool result = (node->key == key);
    41.   persist::operation_completion();
    42.   return result; }
```

Figure 1. Basic interface of FliT.
changes, all accesses to these node fields will be persisted flit-instructions. In the example, all code elided inside the ‘...’ remains identical to the original implementation. Note that FliT is purely library-based and does not require any changes to the compiler or run-time environment.

The example above only shows the use of a single setting; all instructions are called as the default p-instructions. The FliT library is in fact more flexible, and is still easy to use even for more complicated code. We note that while not shown in the example, it is also possible to leave a variable declaration as-is, without using the persist template, if that variable never requires persistence. This use case arises in some algorithms. For example, Friedman et al. [17] present a durable queue implementation that completely avoids flushing the head and tail pointers of the queue. In this case, these variables can be declared normally, without the FliT library.

5 The Algorithm

We now describe the implementation of the FliT library, which satisfies the P-V Interface specified in Section 3. At a high-level, each p-store flit-instruction executes a pfence before its store, and a pwb on this location after the store. This means that already, conditions 1, 2 and 4 are satisfied (ignoring dependencies from Condition 3). If we had a guarantee that every p-load to any location l will always happen after persisting the most recent p-store on l, then Condition 3 would be satisfied as well, without having to change the implementation of load instructions at all. However, this is not the case; since we cannot store and persist atomically, it is possible for another process to read a value written into l by a shared p-store before the writing process persists.

One way to handle dependencies from Condition 3 is to have each p-store execute a pwb after reading its value. However, this would introduce many unnecessary pwbs, since most pwbs do not execute concurrently with a pending p-store on the same location. Our goal in this work is to avoid as much excessive flushing as possible.

The basic idea behind the implementation of FliT is to associate each persist variable with a counter, which we call the flit-counter. Intuitively, this counter keeps track of the number of pending p-store flit-instructions. When a p-store flit-instruction begins, it increments its associated flit-counter. It then executes its modification, followed by a pwb on this location, and then decrements the counter. This counter is checked by all p-loads on this location, and if its value is non-zero, the p-load executes a pwb after reading the value. A location whose flit-counter is non-zero is said to be tagged, and p-loads only flush locations that are tagged (i.e. Flush if Tagged (FliT)); this is where the FliT library gets its name. This counter will only go above one if there is contention.

Store flit-instructions also execute a pfence before beginning their execution, and another one before decrementing the counter (in the case of a p-store). These pfences ensure that all modifications are persisted at the correct times according to Definition 1. In particular, the pfence before a store ensures Condition 4 holds, by making sure all values pwbed by this process (which includes all of its dependencies) have been persisted. The pfence before decrementing the counter is required for Condition 3; if this pfence is not executed, a p-load may observe the flit-counter at value 0 and avoid flushing the location, even though the written value has not yet been persisted.

The FliT library implementation distinguished between shared and private accesses to the memory. The details above in fact describe the implementation for shared accesses. If a given flit-instruction is private, then its implementation is more efficient; we can ignore the flit-counter associated with the accessed location, and avoid the pfence before a private p-store. Intuitively, if a flit-instruction cannot be concurrent with any other, then the accessed location is guaranteed not to be tagged (i.e. its counter has value 0), and return to this state (in the case of a store) before the next flit-instruction accesses it. Therefore, there is no need to check it, or to leave any traces for other processes. Furthermore, note that Condition 4 of the P-V Interface only requires persisting before shared stores, so we can skip the pfence before private stores. Unless specified otherwise, we always discuss shared flit-instructions in the text, since their implementation is more involved than that of private ones. The pseudocode of the implementation of instructions on persist variables is presented in Algorithm 3. Recall that p- and v-instructions are distinguished by the pflag argument. We combine all types of store flit-instructions (CAS, FAA, write, etc) into one in the pseudocode, since their behavior is the same.

```c
T shared_load(T* X, bool pflag) {
    T val = X->load();
    if (pflag && flit_counter(X) > 0)
        PWB(X);
    return val;
}

void shared_store(T* X, T args, bool pflag) {
    PFENCE();
    if (pflag) {
        flit_counter(X).fetch&add(1);
        X->store(args);
        PWB(X);
        PFENCE();
        flit_counter(X).fetch&sub(1); }
    else X->store(args); }

void private_store(T* X, T args, bool pflag) {
    if (pflag) {
        X->store(args);
        PWB(X); // flush all cachelines spanned by*X
        PFENCE();
    } else X->store(args); }

void completeOp(){ PFENCE(); }
```

**Algorithm 3.** The Flush-Marking Algorithm
Note that we do not specify how each memory location is associated with a flit-counter. In Section 5.1, we discuss possible ways to assign counters to memory locations, but we note that this is flexible. In particular, having many concurrent stores to the same memory location, or sharing a flit-counter among several locations, cannot result in unsafe behavior (though it may result in extra pwbs executed).

**Theorem 5.1.** Algorithm 3 satisfies Definition 1.

The proof of this theorem can be found in the full version of the paper [36].

### 5.1 Placement of the Counter

In Algorithm 3, we intentionally abstracted away how flit-counters are assigned to memory locations, using the unspecified `flit-counter()` function. Note that the flit-counter is completely decoupled from the memory locations it represents, so it can be placed anywhere, and can be shared by any number of locations. Furthermore, the flit-counters can usually be very small; the maximum value in a flit-counter is at most the number of threads, since each thread can increment at most one flit-counter at most once before decrementing it. Therefore, on most machines, including the one we test on, 8 bits suffice to store a flit-counter without the possibility of overflow, assuming the program does not spawn more threads than processors. If larger counters are needed, the user can specify a maximum thread count and our library will ensure the counters are large enough to store this number.

In this section, we discuss a couple of practical implementations for the `flit-counter()` function, which we later implement and test. However, we remind the reader that other practical implementations are possible, and that the FliT library allows the flexibility of modifying the counter placement to suit the needs of the user.

**Adjacent Counter.** One straightforward way to implement the flit-counters is to place each counter adjacent to the memory word that uses it. That is, we can make each memory word in an algorithm be a double-word, and use the second word for the flit-counter. The advantage of this is that the counter for each word is on the same cache line as X, and therefore accessing it has minimal cost. However, this approach can be inconvenient and wasteful, since this fundamentally changes the memory layout of a given data structure’s objects. Indeed, an object that fits in a single cache line might overflow it if all its fields double in size.

**Hashed Counter.** Another flit-counter placement strategy is to use a hash table; each memory location X hashes into the table, which has a counter in each of its entries. This method allows different memory locations to use the same flit-counter. The number of collisions depends on the ratio of the size of the hash table and the number of threads in the system, since each thread can access at most one hash-table entry per flit-instruction. The advantage of this approach is two-fold. First, it saves memory. In many data structures, especially if they are not highly-contended, most memory locations will have no pending p-stores most of the time. This means that sharing counters results in a negligible amount of extra flushing. Secondly, it does not require changing the layout of memory in the data structure itself, since the flit-counters are not placed in the same cache lines as the data structure elements. However, this can also be a downside in some situations; since the flit-counter is in a separate cache line, accessing it could incur an additional cache miss.

Note also that the hashing method allows us to compact the memory usage of flit-counters even further, by squeezing several counters into each word. Recall that 8 bits suffice for each flit-counter in our experiments, so we can fit 8 counters in a single memory word. However, compacting the flit-counters in this way can increase false-sharing; many different memory locations could be mapped to counters on the same cache line.

### 6 Evaluation

The FliT library’s implementation optimizes pwb instructions on shared locations. To highlight its effects and focus on them in the evaluation, we evaluate the library applied to lock-free data structures, in which most memory accesses are shared. We apply the FliT library to 4 lock-free data structures; a linked-list [20], a binary search tree (BST) [27], a skiplist [15], and a hash table which uses Harris’s linked list implementation each bucket [20].

For each data structure, we implement three different ways of making it durable; the first is the automatic transformation discussed in Section 3.1, in which all instructions are made p-instructions, the second is using the NVtraverse framework [16], and the third is a hand-tuned (manual) construction based on algorithms presented by David et al [14]. We also study the effect of various policies for placing the flit-counters in memory with respect to the memory locations they are associated with. In particular, we implement the adjacent counter variant (flt-adjacent) and a hash table (flt-HT), for which we test five different sizes. We evaluate the tradeoffs of the different approaches. Finally, we also implement the link-and-persist technique described by David et al. [14].

We compare these implementations of the P-V Interface with the plain version, which places pwb and pfence instructions where necessary, but does not utilize any tagging method to avoid pwbs in the loads.

**Setup.** We run experiments on a machine with two Xeon Gold 6252 processors (24 cores, 3.7GHz max frequency, 33MB L3 cache, with 2-way hyperthreading). The machine has 375GB of DRAM and 3TB of NVRAM (Intel Optane DC memory), organized as 12 × 256GB DIMMs (6 per processor).
On Intel/AMD architectures [1, 22], the three available flush instructions are clflush, clflushopt, and clwb, where clwb is not blocking and supposed to not invalidate the cache. Thus, clwb is the most efficient one, and is the one we use in our implementation. The processors are based on the Cascade Lake SP microarchitecture, which supports the clwb instruction for flushing cache lines (pwb). However, its implementation of clwb still invalidates cache lines. Performance might be improved in future platforms where clwb does not invalidate cache lines. For ordering, we use the sfence instruction. The equivalent instructions on ARM are DC CVAP and a full system DSB instruction for flush and fence execution [2]. We use libvmmalloc from the PMDK library to place all dynamically allocated objects in NVRAM, which is configured in an App-Direct mode to let the NVRAM reside alongside the DRAM and allow byte addressable access. All other objects are stored in RAM. The operating system is Fedora 27 (Server Edition), and the code was written in C++ and compiled using g++ (GCC) version 7.3.1. We use std::atomic with relaxed memory orders where appropriate. In our implementation of Algorithm 3, some of the pfence instructions can be omitted because on our Intel machine, atomic instructions (such as CAS and FAA) perform an implicit pfence.

We avoid crossing NUMA-node boundaries, since unexpected effects have been observed when allocating across NUMA nodes on the NVRAM. Hyperthreading is used for experiments with more than 24 threads. Unless stated otherwise, all data structures are tested with three different workloads; 0% updates, 5% updates, and 50% updates. Updates are split 50/50 between inserts and deletes, and chosen randomly. All experiments were run for 5 seconds and an average of 5 runs is reported.

Flit Hash Table Size. We begin our evaluation by testing the effect of the size of the flit-HT on performance. There is a trade-off between memory footprint and the number of collisions on the counters; keeping the table small allows it to fit in cache, making accesses to it potentially cheaper. However, if it is too small, hash collisions could cause cache coherence misses. Figure 4 shows the result of different flit-HT sizes on the BST, with three different update ratios. We show the automatic BST implementation. Other data structures showed similar patterns, and are omitted for brevity.

We first note that for 0% updates, we see that the larger the hash table, the lower the throughput. This is as expected: as the flit-HT grows, less of it fits in cache, and therefore accesses to it more frequently incur cache misses. Furthermore, at 0% updates, the flit-counters are never updated, so coherence misses are not a concern. Starting at 5% updates, we see a stark performance drop for the 4KB hash table. Two types of hash collisions can occur in this framework: (1) two locations hash to the same counter, resulting in potentially redundant pwbs executed, if the flit-counter balance is inflated due to an ongoing p-store on a different location. More severe, however, is the second type of hash collisions: (2) cache line collisions; the 4K flit-counters in the hash table are packed into only 64 cache lines. This means that if any two p-instructions, at least one of which is a p-store, occur on locations that hash to the same cache line (quite likely), they suffer a coherence cache miss. In such a small hash table, this effect is very prominent. This is much less noticeable in the larger hash tables.

For the rest of the plots, we show only one hash table size; the 1MB flit-HT. We note that this size fits in the L3 cache, but is large enough to avoid most hash collisions.

Varying Number of Threads. We now consider the scalability of data structures that use the Flit library, as the number of threads grows. The results can be seen in Figure 5. Again, the automatic 10K BST with 5% updates is shown. Note that in this plot, aside from the flit-HT, we show a few different settings for comparison. In particular, the gray line shows a non-persistent version of the data structure, in which no pwb or pfence instructions are issued. This forms a baseline that cannot be significantly outperformed by any persistent implementation. We run the non-persistent version also on NVRAM to show the software overheads of persistence. In Figure 5, this overhead is about 44% for flit-HT.

The blue line shows a BST version implemented with plain pwb and pfence usage, without applying the Flit library at all. This version performs many more pwbs, and its performance
and scalability suffer. We show both the flit-HT and the flit-
adjacent versions of the FliT library. Both of them scale
similarly, and quite well.

We also ran scalability experiments for our linked list,
hashtable, and skiplist data structures and the shape of
the graphs were similar to the one shown in Figure 5. The re-
mainig graphs in this section focus on workloads with 44
threads because the relative performance of the algorithms
stays the same across thread counts.

**Comparing Durability Methods.** Figure 6 shows the
four implemented data structures, each with their three dif-
f erent methods of durability: automatic, NVTraverse, and
manual. When using the FliT library, these methods differ
in how many v-instructions they execute; the automatic ver-
sion only executes p-instructions, the NVTraverse executes
many v-loads while traversing the data structure, and the
manual version carefully reasons about these individual data
structures to make a larger fraction of the instructions be
volatile. All plots show 5% updates, and the smaller size of
the tested data structure (10K nodes for the scalable data
structures, and 128 nodes for the linear linked-list). For each
setting, we show a plain implementation, flit-adjacent, flit-
HT, and link-and-persist where applicable. The plots also
show the performance of the original, non-persistent version
of each data structures using a dotted line at the top of each
graph.

Generally speaking, the link-and-persist method follows
the same patterns as the FliT implementations. We note that
the more optimized the underlying durability implementa-
tion is, the less it benefits from FliT. However, for all settings,
the performance boost from FliT is still substantial; while in
the automatic version, FliT boosts throughput by a factor of
at least 6.68× (in the hash table), and at most 99.5× (in the
skiplist), we still observe an improvement of at least 2.17×
when using FliT in all data structures under all durability
methods. However, it is also important to note that across
the board, the optimized durability methods with FliT out-
perform the automatic durability method with FliT. Thus,
while benefiting less from the FliT library, optimizations that
allow using more v-instructions are still useful, and should
still be implemented using the FliT library.

Interestingly, while optimized solutions do perform better,
the automatic version implemented with the FliT library
performs surprisingly well; it significantly outperforms the
NVTraverse and manual versions without the FliT library
for the BST and hash table, and approximately matches their
performance in the linked-list and skiplist.

**Effect of updates.** In Figure 7, we show each data struc-
ture with two different sizes, and in each subplot, we vary the
update ratio of the workload. These plots are normalized to
the throughput of the non-persistent baseline for each data
structure. It is easy to see that the more updates executed,
the worse the performance of all persistent versions when
compared to the non-persistent baseline. This is expected;
pwb and pence instructions are executed more the more
update operations occur. Note that in 0% update workloads,
no pwb or pence instructions are executed, other than in
initialization and at the end of each operation in the FliT
and link-and-persist versions, since loads only ever execute
a pwb if the location is tagged (and only p-stores can tag
memory locations).

Furthermore, in 0% updates, the flit-adjacent and the link-
and-persist do better than the hash-table variant. This is
because the latter implementations never have to incur an
extra cache miss to access the flit-counter, whereas the flit-
HT incurs L2 misses every time it accesses the counter.

**Comparing FliT and Link-and-Persist.** We note that
in general, the flit-adjacent and the link-and-persist imple-
mentations perform almost identically. This is because they
both avoid this extra cache miss when accessing the flit-
counter (or flush-bit in the case of link-and-persist). The ex-
ception to this rule is in the skiplist, where link-and-persist
outperforms the flit-adjacent. This is because flit-adjacent
doubles the size of each node. In most data structures, it goes
unnoticed, since each node still fits in a single cache line.
However, the skiplist node stores many pointers, and thus
can overflow a cache line when each word in it is doubled
to fit the flit-counter. This problem does not occur with the
link-and-persist. However, we note that link-and-persist is
not as general, and cannot be implemented with the BST,
since this BST algorithm makes use of all bits in each word.

Interestingly, while flit-adjacent/link-and-persist perform
best when there are 0% updates, this is not always the case
when more updates occur. This is most noticeable in the
smaller hash table and linked-list implementations (Figures 7b
and c). This is because, while in our implementation, we use
Intel’s clwb instruction to perform pws, which should not in-
validates cache lines update flushing, invalidations still occur.
Indeed, Intel confirms that clwb, while available for use, is
not currently implemented in hardware. Therefore, p-stores
in the flit-adjacent incur a cache miss when decrementing the
flit-counter, since they always do so after having executed
a clwb on that cache line, thereby evicting it from memory.
The same thing happens in the link-and-persist implementa-
tion, when flipping the flush-bit after having flushed the
same cache line as its p-store is accessing, decrementing
the flit-counter does not incur this cache miss. This effect is
less prominent in larger data structures, in which traversing
the data structure dominates the overall execution time. Fur-
thermore, we believe that this effect will disappear once Intel
implement their non-invalidating flush option in hardware.

The effects of data structure size on performance and
experiments measuring number of flushes per operation are
discussed in the full version of the paper [36].
7 Related Work

There have been many papers focusing on finding how to easily and efficiently program for NVRAM. Izraelevitz et al. [23] present the notion of durable linearizability, a correctness condition for persistent data structures. At a high level, durable linearizability requires a data structure to be linearizable despite any number of system crashes that occur during its execution. Izraelevitz et al. also showed how to place pwb and pfence instructions in linearizable code with acquire-release consistency to guarantee durable linearizability. In this paper we show how to rewrite this construction in terms of the P-V Interface, and use the FiIT library to optimize this implementation. Izraelevitz et al. also introduce a weaker correctness guarantee, called buffered durable linearizability, which we do not consider in this paper.

Researchers have also introduced other correctness criteria for persistence and explored how to support them efficiently [3, 4, 6, 7, 17]. These works consider not only the state of shared memory upon recovery from a system crash, but also whether processes can continue their previous execution. For example, detectability [17], requires that each process be able to find out whether its most recently called operation had completed before a crash. These conditions can be achieved by storing extra metadata beyond what is stored in a non-persisted execution. We believe that using the P-V Interface when designing algorithms for these other correctness criteria can improve performance and portability just as much as it does for durably linearizable implementations.
Many algorithms have been designed for NVRAM in the context of file systems and database indexes [10, 24–26, 33, 37, 38]. These algorithms are often lock-based, rather than the lock-free data structures that we have compared to in our evaluation. We believe that the P-V Interface, and its implementation in the Flit library, can also be used to enhance such algorithms. Indeed, Lee et al. use a technique (like link-and-persist [14]) in their B-tree algorithm [25]. However, we focused on lock-free data structures in our evaluation since the largest benefits in the Flit library’s implementation can be seen in contended workloads, which are less prominent in lock-based algorithms. Still, the P-V Interface captures lock-based algorithms as well, leaving room for optimized solutions by treating private instructions (those inside a lock) separately from shared instructions. Similarly, we believe the P-V Interface can be used to write and reason about efficient persistent transactional memories, a topic that has also drawn significant attention in recent years [5, 13, 30, 32].

Several papers provide other programming interfaces for NVRAM. Mnemosyne [34] provides an interface for using persistent memory through persistent regions. Atlas [8] provides persistence for general lock-based programs, but does not capture lock-free algorithms. Gogte et al [18] propose semantics for persistent synchronization-free regions. Other works capture the persistence semantics offered by modern architectures, like Intel-X86 [28] and ARMv8 [29]. This line of work differs from ours in its goals; we propose an interface for easy persistent programming, which can be implemented in hardware using the semantics formalized in these papers.

8 Conclusion

In this paper, we introduce the Flit library, a C++ library for designing simple and efficient persistent programs for NVRAM. Flit avoids unnecessary flushing by using flit-counters to track dirty cache lines. We test Flit on an Intel machine with Optane DC memory, and demonstrate that the Flit library not only achieves remarkable speedups over even the most optimized persistent data structures, but is also widely applicable.

Our implementation tested two different ways of allocating the flit-counters and mapping them to memory locations. Many other variants are possible, and it would be interesting to see the effects of different counter allocation strategies on algorithms that use Flit. One natural option that we did not explore is to assign one counter per cache line rather than at the granularity of words.

While Flit’s default mode makes any linearizable data structure durable with minimal code changes and impressive performance, it also allows further optimizations. In particular, it allows a programmer to specify some instructions that do not need to be persisted. We capture this flexibility with the P-V Interface, which defines the semantics of code in which some memory instructions can remain volatile, while others must be persisted. This interface is language- and architecture-agnostic, and we show it captures persistence behavior in many algorithms; we believe that the P-V Interface can be implemented on different architectures, and would achieve similar performance gains as those achieved by Flit. Note that the algorithm for maintaining flit-counters is more general than the P-V Interface and can be used to implement other persistent interfaces as well.
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9 Artifact Evaluation Appendix

9.1 Abstract
This artifact contains an implementation of the FlIT library as well as the source code and scripts needed to reproduce all the graphs in Section 6.

9.2 Artifact check-list (meta-information)
- **Algorithm:** FlIT library along with the data structures described in Section 6.
- **Program:** microbenchmarks
- **Compilation:** g++ 9.3.0
- **Binary:** binary not included
- **Run-time environment:** Ubuntu 16.04.6 LTS
- **Hardware:** Multi-core machine, preferably with at least 48 logical cores and NVRAM
- **Output:** graphs from Section 6 as PNG files.
- **Experiments workflow:** one script for compiling the experiments and one script for generating all the graphs.
- **Disk space required (approximately):** 120 MB
- **Time needed to prepare workflow:** approximately 5 minutes
- **Time needed to complete experiments:** approximately 6 hours
- **Publicly available:** yes
- **Code licenses:** MIT License

9.3 Description

9.3.1 How delivered. Available as open source in the artifact branch of the following GitHub repository: https://github.com/cmuparlay/flit.

9.3.2 Hardware dependencies. To accurately reproduce our experimental results, a multi-core machine with at least 48 logical cores is recommended. A newer Intel CPU that supports CLFLUSHOPT or CLWB is preferable, but the artifact will also work with the older CLFLUSH instruction. A machine with Intel Optane DC persistent memory is ideal. The artifact includes instructions for running on both persistent memory (NVRAM) and DRAM.

9.3.3 Software dependencies. Our artifact is expected to run correctly under a variety of Linux x86_64 distributions. Our experiments were compiled using g++ 9. For scalable memory allocation in C++, we used jemalloc 5.2.1 as well as the PMDK libvmmalloc allocator to allocate memory from NVRAM. Our scripts for running experiments and drawing graphs require a Python 3 installation with mathplotlib. We used the numactl command to evenly interleave memory across the NUMA nodes or restrict the program to a single socket, depending on the experiment.

9.3.4 Data sets. None.

9.4 Installation
Source code can be compiled by running make bench.

9.5 Experiment workflow
After compiling, use bash runall-dram.sh to run all the experiments on DRAM and bash runall-nvram.sh to run on NVRAM. The generated graphs will be stored in the graphs directory. Before running the NVRAM experiments, ensure that the machine is configured to App-Direct mode and that the VMMALLOC_POOL_DIR parameter (used by libvmmalloc) is properly configured in runall-nvram.sh.

9.6 Evaluation and expected results
Given an NVRAM machine with at least 48 logical cores on numa node 0, the graphs generated by bash runall-nvram.sh should be very similar to the ones reported in our paper.

9.7 Experiment customization
For instructions on how to customize the number of threads, workload, and data structure size in each experiment, please see the README file in the artifact branch of the GitHub repository (https://github.com/cmuparlay/flit).

9.8 Notes
None.

9.9 Methodology
Submission, reviewing and badging methodology:
- https://ctuning.org/ae/submission-20190109.html
- https://ctuning.org/ae/reviewing-20190109.html
- https://www.acm.org/publications/policies/artifact-review-badging