A combinatorial view on derivations in bimodules

A. A. Arutyunov

October 4, 2022

Abstract

This paper is devoted to derivations in bimodules over group rings using previously proposed methods which are related to character spaces over groupoids. The theorem describing the arising spaces of derivations is proved. We consider some examples, in particular the case of $(\sigma, \tau)$-derivations.

1 Introduction

Derivations in various associative algebras have been actively studied since the middle of the last century. In particular, the following question, known as the Johnson Problem (or "Derivation Problem"), is widely known:

Question ([4], question 5.6.B). Is it true that all derivations in $L_1(G)$ are inner?

Here and hereafter $G$ is a finitely generated generally noncommutative group.

A partial answer to this question was given by B. Johnson himself in [5], and the most complete answer was found by V. Losert’s in [10]. A more detailed description of the history of this problem is given in [2, 4].

In purely algebraic form, consider the group ring $\mathbb{C}[G]$, that is, the space of all linear combinations of the form $\sum_{g \in G} x(g)g$, where $x(\cdot)$ is a finite function – a function with a finite support. The derivation in this case is a linear operator $d : \mathbb{C}[G] \to \mathbb{C}[G]$ satisfying the Leibniz rule

$$d(uv) = d(u)v + ud(v), \quad \forall u, v \in \mathbb{C}[G].$$

The Johnson’s problem is whether there are derivation other than inner, i.e., having the form

$$d_a : x \to [a, x], a \in \mathbb{C}[G].$$

In this formulation of the problem, the algebra of outer derivations will be nontrivial (see central derivations from [1] as well as [2]).

In the present paper we focus on the study of Banach spaces equipped with a bimodule structure over a group ring $\mathbb{C}[G]$ of the following form. Let us fix a
norm \(\| \cdot \|\) in \(C[G]\) and let \(A\) be the closure of the group ring by this norm. \(A\) is not an algebra, but it is naturally understood as a bimodule over the ring \(C[G]\).

The ring \(C[G]\) will be defined as space with the supremum norm \(\| \cdot \|_s\), i.e. for \(\omega = \sum_{g \in G} x(g)g\) give
\[
\|\omega\|_s := \sup_{g \in G} |x(g)|.
\]

The boundedness of operators will be defined as follows. Let us define the norm of the operator \(d\) as
\[
\|d\| = \sup_{\omega \neq 0 \in C[G]} \frac{\|d(\omega)\|}{\|\omega\|_s}.
\]

**Definition 1.1.** By the derivation over \(C[G]\) with values in bimodule \(A\) we will call a linear bounded operator \(d : C[G] \to A\) such that
\[
d(uv) = d(u)v + ud(v), \quad \forall u, v \in C[G].
\]

The space of such operators we will denote as \(\text{Der}(A)\).

For a wide class of norms (including natural \(\ell_p\)) the following statement will be proved.

**Theorem 1.** If the norm \(\| \cdot \|\) is subordinate to the supremum norm, then all derivations in the bimodule \(A\) are quasi-inner.

Let us explain about which norms we are talking about.

**Definition 1.2.** We will say that the norm \(\| \cdot \|\) is subordinated to the norm \(\| \cdot \|_s\) iff
\[
\|\omega\| < \infty \implies \|\omega\|_s < \infty
\]

A rigorous definition of quasi-inner derivations is given below (see definition 2.1). Informally speaking, quasi-inner derivations are such operators that can be represented as a formal infinite sum of inner derivations, i.e. the commutator \(x \to [a, x]\), for the element \(a\) not lying in \(A\) in general.

### 2 Preliminaries

The following definitions and results are based on [2, 3].

Let \(\Gamma\) be a groupoid of connected action in which objects coincide with elements of the group \(\text{Obj}(\Gamma) = G\), and morphisms are pairs of elements of the group, i.e. \(\text{Hom}(\Gamma) = G \times G\). Moreover, the morphism \(\phi := (u, v)\) has a beginning \(s(\phi) = v^{-1}u\) and an end \(t(\phi) = uv^{-1}\). We will define endomorphisms (i.e. morphisms which source and target coincide) \(\phi\) as loops for clarity.

Then we define a character as a complex-valued function \(\chi : \text{Hom}(\Gamma) \to \mathbb{C}\) such that
\[
\chi(\psi \circ \phi) = \chi(\psi) + \chi(\phi),
\]
for all pairs of linkable morphisms $\phi, \psi$.

The groupoid $\Gamma$ will be represented as an uncoupled union of subgroupoids $\Gamma_{[u]}$, where $[u]$ is a class of conjugate elements.

$$[u] = \{ t u t^{-1} | t \in G \}.$$  

Objects of the subgroupoid $\Gamma_{[u]}$ coincide with the class $u$.

**Lemma 2.1.** For every derivation $d \in \text{Der}(\mathcal{A}_s)$ there exists a character $\chi \in X(\Gamma)$ such that the following formula holds

$$d(g) = g \left( \sum_{t \in G} \chi(gt, g)t \right), \forall g \in G. \quad (2.2)$$

**Proof.** The proof literally repeats the proof of Theorem 1 of [1] except for the property of local finiteness, which was a consequence of the finiteness of nonzero terms in elements of group algebras.

Let us make it clear that character values are coefficients of the expansion of a linear operator by standard basis of the ring $\mathbb{C}[G]$. Due to the implementation of the Leibniz’s rule, the calculation shows that the property (2.1) is fulfilled.

The space of quasi-inner derivations was introduced earlier in [3]. It will play an important role below.

**Definition 2.1.** We will define the derivation $d \in \text{Der}(\mathcal{A}(G))$ as quasi-inner if the character $\chi$ in the formula (2.2) is zero on all loops.

It is easy to see that the inner derivations are quasi-inner. Indeed, let $a \in G$ be a basis element, then the character $\chi^a$ corresponding to the inner derivation $d_a : x \to [x, a]$ has the form (see Section 2.2 in [1] for details)

$$\chi^a(\phi) = \begin{cases} 1, & \phi \in \text{Hom}(a, b), b \neq a, \\ -1 & \phi \in \text{Hom}(b, a), b \neq a, \\ 0 & \text{else.} \end{cases}$$

The character $\chi^a$ is zero on all loops. The inner derivation is a sum of (possibly infinite) characters $\chi^a$, and hence is itself trivial on loops.

The role of quasi-inner derivations for group rings is that they form an ideal containing the ideal of inner derivations (Theorem 4.1, [3]), with examples of quasi-inner derivations that would not be inner in the group ring (Section 3.3 of [1] – the case of Heisenberg group).

The question of coincidence spaces of inner and quasi-inner derivations in a bimodule $\mathcal{A}$ is equivalent to the fact that inner derivations are dense in the space of quasi-inner derivations.
3 Derivations in bimodules

Recall that in the group ring \( \mathbb{C}[G] \) we have a "supremum norm". For \( x = \sum_{g \in G} x(g)g \in \mathbb{C}[G] \), where \( x(\cdot) \) is a finite function

\[
\|x\|_s := \sup_{g \in G} |x(g)|. \tag{3.1}
\]

The Banach bimodule which is the closure of \( \mathbb{C}[G] \) by the supremum norm is denoted by \( A_s(G) \). The bimodule \( A_s(G) \) can be understood as the space of elements of the form \( \sum_{g \in G} x(g)g \), where the function \( x(g) \) is bounded.

**Lemma 3.1.** All derivations with values in the Banach bimodule \( A_s \) are quasi-inner.

**Proof.** Let \( \chi \) be the character corresponding in the sense of the lemma 2.1 to a nontrivial derivation \( d \). Let us show that if the character \( \chi \) takes a nonzero value on some loop, then the operator \( d \) is unbounded.

Consider the loop \( \phi \in \text{Hom}(g, g) \). As can be seen from the definition, for some \( t \in Z(g) \), the notation \( \phi = (gt, t) \) is valid.

Let \( \chi(\phi) \neq 0 \). Without loss of generality, we may assume that \( \chi(\phi) = 1 \).

Note that the element \( t \) cannot be of finite order in the group \( G \), otherwise we would get that \( \chi((g, e)) = \text{ord}(t) \), which is impossible since \( (g, e) \) is a neutral morphism.

Given that \( t \) is of infinite order, using the property (2.1), we have

\[
\chi((gt^n, t^n)) = \chi(\phi^n) = n.
\]

with the formula (2.2) we get that \( \|\phi(t^n)\|_s \geq n \). So \( \|\phi(t^n)\|_s \to \infty \) at \( n \to \infty \). At the same time \( \|gt^n\|_s = 1 \). In this case the operator \( d \) – converts a bounded sequence into an unbounded one, and hence is not bounded itself.

**Proposition 3.1.** If the character \( \chi \) gives the derivation \( d \in \text{Der}(A_s) \), then for any two morphisms \( \phi, \psi \in \text{Hom}(a, b) \) we have that \( \chi(\phi) = \chi(\psi) \).

**Proof.** By the lemma 3.1 for each derivation \( d \in \text{Der}(A_s) \), the corresponding character \( \chi \), in the sense of the lemma 2.1, is zero on loops. For two different objects \( a \neq b \), and two morphisms \( \phi, \psi \in \text{Hom}(a, b) \) (if they exist, of course) there exists a loop \( \zeta \in \text{Hom}(a, a) \) such that \( \phi \circ \zeta = \psi \). So, since \( \chi(\zeta) = 0 \), by the formula (2.1) we have that \( \chi(\phi) = \chi(\psi) \).

Let us proceed to the proof of the 1 theorem, i.e. we show that if norm \( \| \cdot \| \) is subject to the supremum norm \( \| \cdot \|_s \), then all derivations with values in the bimodule \( A \) are quasi-inner.

**Proof of theorem 1.** Consider a bounded operator \( d \) over \( A \). From boundedness we obtain that for some \( A : \|d(g)\| < A \) for all basis elements \( g \in G \).

From the norm subordination we have that \( \|d(g)\|_s < CA \). So the character \( \chi \) corresponding to the derivation \( d \) is trivial on loops by the lemma 3.1, and so \( d \) is a quasi-inner derivation.
4 Examples and applications

Consider the space $\ell_p(G)$, i.e., all elements of the form $\omega = \sum_{g \in G} x(g)g$, bounded by the $\ell_p$-norm

$$\|\omega\|_p := \left( \sum_{g \in G} |x(g)|^p \right)^{\frac{1}{p}}. \quad (4.1)$$

It is clear that such norm is subordinate to the supremum if $p \geq 1$:

$$\|\omega\|_p \leq \sup_{g \in G} |x(g)|.$$

**Example 4.1.** All derivations in $\text{Der}(\ell_p(G)), p \geq 1$ are quasi-inner.

In [6] was shown that for $p = 1$ all derivations are inner. The case $p > 1$ is new.

**The case of $(\sigma, \tau)$-derivations**

It is clear that in the proof of Theorem 1 the ability to represent derivations via groupoid characters plays the key role. This construction can be applied to other structures as well, with a corresponding change in the groupoid structure. Thus, in [7], $(\sigma, \tau)$-derivations, i.e., operators satisfying a "twisted" Leibniz rule, were investigated. Conditions and applications of $(\sigma, \tau)$-derivations can be found in [8, 9].

Let us give a slightly more general definition to fit our case.

**Definition 4.1.** A linear bounded operator $d : \mathbb{C}[G] \to A$ such that for some endomorphisms $\sigma, \tau : \mathbb{C}[G] \to \mathbb{C}[G]$

$$d(ab) = d(a)\sigma(b) + \tau(a)d(b), \quad a, b \in \mathbb{C}[G], \quad (4.2)$$

let’s call $(\sigma, \tau)$-derivation.

As shown in [7] for the "twisted" groupoid (see [7], Section 3) $(\sigma, \tau)$-derivation can be presented by its characters ([7], Theorem 1). Applying the same reasoning as in the proof of the theorem 1 to the case of $(\sigma, \tau)$-derivations we obtain the "twisted" analog of our theorem.

**Example 4.2.** All $(\sigma, \tau)$-derivations with values in bimodule $A$ generated by a norm subordinate supremum – will be $(\sigma, \tau)$-quasi-inner.

Here $(\sigma, \tau)$-quasi-inner derivations are defined similarly as $(\sigma, \tau)$-derivations given by characters identically equal to zero on loops.
Central derivations

The proved theorem and the proposed approach also suggest examples of norms in which outer derivations appear.

Recall (see [1], Section 2.3) that the central derivation $d_t^z$ is an operator which is given by a center element of the group $z \in Z(G)$ and a non-trivial homomorphism $t : G \rightarrow (\mathbb{C}, +)$ into the additive group of complex numbers on generators $g \in G \subset \mathbb{C}[G]$ by the formula

$$d_t^z : g \rightarrow \tau(g)gz. \quad (4.3)$$

Central derivations form a subalgebra ([1], Theorem 2). It is easy to see that the character $\chi_t^z$ corresponding in the sense of the lemma 2.1 is non-trivial on loops (see [1], proposition 5). More precisely, its carrier is a subgroupoid with one object (just a fixed central element). From which we obtain that the central derivation cannot be quasi-inner.

A simple calculation shows that the central derivations are not bounded in the norm supremum, which of course follows from the theorem 1. However, it is possible to choose a norm which is not subordinate to the supremum$^1$.

We define the norm $\| \cdot \|_\alpha^*$ for $\omega = \sum_{g \in G} x(g)g$ as follows

$$\|\omega\|_\alpha^* := \sum_{g \in G} |x(g)|e^{-\alpha|g|} \quad (4.4)$$

We denote the closure of $\mathbb{C}[G]$ by this norm by $A_\alpha^*$.

**Example 4.3.** For all sufficiently large $\alpha > 0$, central derivations with values in the bimodule $A_\alpha^*$ are bounded.

The proof is achieved by a simple calculation.

In the case of a group ring (i.e. the case of finite linear combinations without normalized space structure) the ideals of inner and quasi-inner derivations do not coincide (see [1], the case of Heisenberg group). Moreover, the difference between inner and quasi-inner derivations is determined by the combinatorial properties of the group. As the proof of the theorem 1 shows in the case of normalized bimodules, this dependence vanishes. So the following assumption seems plausible.

**Question.** All derivations in $\ell_p(G)$ are inner.

---
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