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A keyed hash algorithm is proposed based on 1-D enhanced quadratic map (EQM) with varying parameter. Three measures, including assigning unique one-time keys, key expansion, and hash length extension, are taken to enhance its security. First, the message is transformed into a parameter sequence for the EQM to be absorbed, and then the extended keys are generated as the initial values of the EQM. Finally, the EQM is iterated with redundant loops to transform the variable values into a hash value. The algorithm is so flexible that it can generate hash value with different lengths of 256, 512, 1024, or more bits through a parameter switcher, and redundant loops can eliminate the transient effect of chaos and mitigate the increasing threat of the side-channel attack. Security evaluations and comparison demonstrated its practicability and reliability.

1. Introduction

Hash algorithm is widely used for assuring data integrity in cryptography [1]; it can map a message with arbitrary length to a hash value with fixed length. If the input message is unknown, it is extremely difficult to reconstruct via its hash value. In theoretical cryptography, the security level of a hash algorithm could be defined by three properties [2]: preimage resistance, second preimage resistance, and collision resistance. None of the existing hash algorithms is secure absolutely. Even if a hash algorithm has not been broken up to now, a successful attack against a weakened variant may result in its abandonment, such as the theoretical weaknesses of SHA-1 were found in 2005 [3], a successful attack on MD5 in 2008 [4], and Google announced a collision in SHA-1 in 2017 [5]. Although some recognized hash algorithms, such as SHA-2, SHA-3, and SM3, are still secure up to now, however, all kinds of attacks on them are going on and on [6].

Many hash algorithms based on chaotic maps have been proposed [7]; however, some 1-D chaotic maps, such as logistic map and tent map, are typically insecure or slow, and most of these hash algorithms have been broken successfully.

Xiao et al. [8] constructed a hash algorithm based on the piecewise linear chaotic map with changeable parameter; however, Guo et al. [9] analyzed its weakness and utilized weak keys to construct a collision successfully. Kwok and Tang [10] designed a hash algorithm based on a high-dimension chaotic map, and a compression function was developed according to the diffusion and confusion properties of the chaotic map; however, Deng et al. [11] analyzed the potential flaws in this hash algorithm and took corresponding measures to enhance the influence of a single-bit change in the message on the changes in the final hash value. Liu et al. [12] proposed a keyed hash function using a hyperchaotic system with time-varying parameter perturbation, which is flexible and has a larger key space. Teh et al. [13] designed a keyed hash function based on the logistic map with fixed point representation. Li et al. designed four 128-bit parallel hash functions based on cross-coupled map lattices [14], tent map [15], circular shifts [16], and dynamic S-box [17] with varying parameters.

An attacker can crack the hash value of a short password using a precomputed rainbow table [18]. Petr et al. [19] designed a secure and efficient hash function with extra
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2. The EQM

The classical quadratic map can be expressed using equation (1) [20]:

$$x_{i+1} = y - x_i^2,$$  \hspace{1cm} (1)

where the control parameter $y \in [0, 2]$ and state variable $x \in [-2, 2]$. The bifurcation diagram, phase diagram, and Lyapunov exponent shown in Figure 1 demonstrate that equation (1) has abundant bifurcations and dense windows; hence, the distribution of state points is not uniform, and its randomness is not good.

Based on equation (1), we constructed a 1-D EQM using equation (2):

$$x_{i+1} = \sin\left(y - 2^k(y - x_i^2)^2\right),$$  \hspace{1cm} (2)

where the range of control parameter $y$ is extended to $[0, 18]$ and the exponent $k \in [7, 1000]$. The bifurcation diagram and the phase diagram shown in Figures 2(a) and 2(b) demonstrate that the EQM has ergodicity and better randomness, and it is surjective within the interval $x \in [-1, 1]$. Figure 2(c) demonstrates that the Lyapunov exponent increases gradually with the increase of $y \in [0, 18]$ [21]; hence, the map achieves chaotic state. The state variable $x$ and exponent $k$ can serve as keys.

### 3. Hash Algorithm

Input: message $M$ with $n$ characters, which can be single-byte or multibyte, and theoretically, the length of the message can be infinite. A unique one-time 256-bit key is assigned according to each user’s identification.

Output: hash value $H$ with len-bit.

A hash algorithm $H(M, \text{len}, \text{key})$ can be described as follows:

Step 1 (message pre-encoding): for each character $m(i) \in M, i = 1, 2, \ldots, n$, transform it into a corresponding Unicode value using equation (3) to obtain $r(i)$ and serve as varying parameter $y$ of equation (2). It should be noted that even if $M$ is a null string, we can pad four specific characters of “====” to it.

$$r(i) = \begin{cases} \text{unicode}(m(i))^2 \times 10^{-4}, & \text{if unicode}(m(i)) < 1000, \\ \text{unicode}(m(i)) \times 2 \times 10^{-4}, & \text{if unicode}(m(i)) \geq 1000. \end{cases}$$  \hspace{1cm} (3)

Step 2 (key derivation): transform a 256-bit key into its hexadecimal number $K = (k(1), k(2), \ldots, k(64))$, and then generate four initial values $x_0(1, 1), x_0(2, 1), x_0(3, 1)$, and $x_0(4, 1)$ using equation (4) and exponent sequence $S = \{s_1, s_2, \ldots, s_{16}\}$ as salt using equation (5):

$$\begin{align*}
x_0(1, 1) &= \sum_{i=1}^{16} k(i) \times 10^{-4}, \\
x_0(2, 1) &= \sum_{i=17}^{32} k(i) \times 10^{-4}, \\
x_0(3, 1) &= \sum_{i=33}^{48} k(i) \times 10^{-4}, \\
x_0(4, 1) &= \sum_{i=49}^{64} k(i) \times 10^{-4},
\end{align*}$$  \hspace{1cm} (4)

$$\%s_1 = \sum_{i=1}^{4} k(i), s_2 = \sum_{i=5}^{8} k(i), \ldots, s_{16} = \sum_{i=61}^{64} k(i).$$  \hspace{1cm} (5)

Step 3 (message absorption): iterate equation (2) 16 rounds with initial parameter sequence $r(i)$, exponent $k = s_1$, and initial value $x_0(1, 1)$, from the second round, set $r(i) = x_1(1, i)$, and so on. Similarly, iterate equation (2) with $r(i)$ and initial values $x_0(2, 1), x_0(3, 1)$, and $x_0(4, 1)$, respectively. Finally, we can obtain four variable values $x_1(1, n), x_1(2, n), x_1(3, n)$, and $x_1(4, n)$ to serve as new initial values of equation (2) with exponent $k = s_2$.

Step 4 (hash value generation): after iterating equation (2) 300 times to eliminate the transient process, continue to iterate it len/16 times using four initial values $x_1(1, n), x_1(2, n), x_1(3, n)$, and $x_1(4, n)$ with the salt sequence $k \in \{s_1, s_2, \ldots, s_{16}\}$ as salt in turn to obtain four variable sequences $x_{TS}(j), y_{TS}(j), z_{TS}(j)$, and $w_{TS}(j), j \in [1, \text{len}/16]$. Transform them into unsigned integers within the interval $[0, 255]$ using equation (6) to generate two groups of hash value $H_1$ and $H_2$ in hexadecimal form using equation (7), and concatenate them to obtain the final hash value $H = H_1 || H_2$:
Figure 1: Bifurcation diagram, phase diagram, and Lyapunov exponent of equation (1).

Figure 2: Bifurcation diagram, phase diagram, and Lyapunov exponent of equation (2).
Xₜ₁ = uint8(mod(xₜ₁(1:len/16) × 10¹⁴, 256))
Yₜ₁ = uint8(mod(yₜ₁(1:len/16) × 10¹⁴, 256))
Zₜ₁ = uint8(mod(zₜ₁(1:len/16) × 10¹⁴, 256))
Uₜ₁ = uint8(mod(uₜ₁(1:len/16) × 10¹⁴, 256))

\[
H₁ = \text{dec2hex(bitxor}(Xₜ₁, Yₜ₁))
\]
\[
H₂ = \text{dec2hex(bitxor}(Zₜ₁, Uₜ₁))
\]

The flowchart of the proposed hash algorithm is shown in Figure 3.

4. Experimental Evaluation

4.1. Key Space. The proposed hash algorithm has a one-time 256-bit external key \(K\); hence, the key space \(S = 2^{256}\) [22], which is large enough to resist the brute-force attack [23].

4.2. Hash Sensitivity to Message and Keys. A good hash algorithm based on the chaotic map, should be very sensitive to any small change of the input message and initial conditions [12]. In the following tests, \(M₁\) represents the original input message, \(M₂, M₃,\) and \(M₄\) represent minor modifications to \(M₁\), and \(M₅\) represents a minor change to \(K\).

The original message \(M₁\): “as of 2018, the development of actual quantum computers is still in its infancy, but experiments have been carried out in which quantum computational operations were executed on a very small number of quantum bits. Both practical and theoretical research continue, and many national governments and military agencies are funding quantum computing research in additional effort to develop quantum computers for civilian, business, trade, and environmental and national security purposes, such as cryptanalysis. A small 16-qubit quantum computer exists and is available for experiments via the IBM quantum experience project.”

\(M₂\): replace the first character “A” of \(M₁\) with “a.”
\(M₃\): replace the last character “.” of \(M₁\) with “.”.
\(M₄\): add a blank space to the end of \(M₁\).
\(M₅\): change one bit to \(K\).

The 256-, 512-, and 1024-bit hash values in hexadecimal form are given in Table 1, and the results of Hamming distance demonstrate that any slight modifications on messages or key will lead to about 50% difference in the hash value.

4.3. Statistical Distribution of Hash Value. The hash value generated by a good hash algorithm should be evenly distributed. Here, we use Figure 4 to show the distributions of the message \(M₁\) and hash values of \(H₁_{256}\) and \(H₁_{512}\); from Figure 4(a), we can find that the ASCII values of \(M₁\) are localized within some specified intervals, while the hash
| Message | Hash value in hexadecimal format | Hamming distance |
|---------|---------------------------------|-----------------|
| H1256  | 3EE44E87DCE79D8BB2A43D968A6E3EAEB78AD6CDCCD2ACG9060DAAA246C2 | 0               |
| H3256  | 0FD775424006281DA91ACBB236146D382A06CCD15522D9B876B7A515C66E60D | 133              |
| H4256  | FA4B95913D9C978E860A6B78065F922FEDF6EF6EA65EAD690114B726E56 | 142              |
| H5256  | FCD83E20323D6DDB35896278D664474E8ED9F3CB292D457DBC899E115 | 137              |
| H512   | 28ER2B7A3633DB07A253R2C1F1ABD1F1930DEA29F66B2A39D2344AE69DBD642651509C62D567D98281F1C2B02CF079CFF01A1CD2D8C11CB8D1A0BB | 0               |
| H5112  | EF634EAB0B1CD07A139EEA9E0F3F621A628A60A3943C76A6CC891CEB1A65924A2E8D32B053C0E44F42D274780865E3CF131DC5699F2EA9BBAD | 236              |
| H5112  | 0A381CC165B44A9F21DD6763FA1D4E1ACAB1BE3CE92A01C17E73A9E603D86C90768A6D0A9DA9AA6CC61612A3EC6B517A6F3E3DE3B4F4EB23F858421C0ED8 | 259              |
| H612   | CE146D559E4705C31CD59C8480F8D085599C38C6D06C1D0F10A6D9F937E79633355A4A35A32A60B77739778B6445D27DE43CF7EF859F9DEA81BDA13 | 264              |
| H712   | 13D4A9E5D7938F82726206380F621AA8432F4602D222032BFD103E481F8252D60B6871ACCF99C2D4C530ED5D801A5BE27E9611A282F0301D8D71B | 260              |
| H1024  | D9D5557D693DD2D4341CD2B1408BCEC203265A30B3E14CE348FBDB3S1C51A1468EF137EB84A9796C9E89B38DBA651BE4D78CE10E8DF5B35AE13B | 0               |
| H2024  | IB363D853BE6F68050C64488DE783EF1B6997C3A3816E639459A9F58372E7FD3662CD9B8990F17FEC2AA68884C89DF9EAF3E79FA7D8868D68FF77 | 477              |
| H3024  | ED5F3041B9A0013E98191930DE7122E4D1E8AC0F1E801A4702D2B6783CC6934CD4B478BE2AD9464AD5A9B1440A5048FF93C507D8E4D | 503              |
| H4024  | 5CD87CE49BFF44C85D637F326EA116EF5584129D9CFDBDEC1D18930C39607F26F21452D8410R5730F6CEB14B84766C83836A8B82D36D2F15C46F75B41C | 488              |
| H5024  | 58D1CE4B25E262A02E4C63520CBAE517956096F3432B68EA78F3C8B51DE5CA25E7F6AD9249157636B434206D3B8C27197 | 515              |
| H6024  | 8A0AC152E932DD2AF9728408BBA463375084C875933B1IDC86E5ED043C3D4A8CE2B4E85A5C731D383EE93C472904A132A44A4CD9CD6C81B9A715D6F4AE5727191A86D83BFA | 515              |

Table 1: The corresponding hash value under different conditions and Hamming distance.
values shown in Figures 4(b) and 4(c) distribute uniformly. In addition, we utilize the hash algorithm to calculate the 256-, 512-, and 1024-bit hash values of a null string; from Figure 5, we can infer that the distributions of hash values are also uniform.

4.4. Statistical Analysis of Confusion and Diffusion. The hash value of a good hash algorithm should be confused and diffused completely [12], and the ideal result is that one-bit change to the input bits would lead to 50% change in the output bits. Here, we conducted a large number of experiments to analyze its performance. First, a random message \( M \) with the size of \( L = \text{len} \times 50 \) is generated, and len-bit hash value is calculated. Second, a single bit in \( M \) is changed, and a new len-bit hash value is calculated. Two hash values are compared bit by bit to obtain the total number of changed bits. The experiment is repeated \( N = 5000 \) times with len = 256-bit, 512-bit, and 1024-bit, respectively.

The corresponding histogram distribution of the total number of different bits is plotted in Figure 6, which demonstrates that the total numbers of changed bits concentrate around the ideal number 128-bit, 256-bit, and 512-bit, i.e., about 50% bits are changed; hence, the results of diffusion and confusion are ideal.

The following statistics are used to test the performance of the hash algorithm. Here, len is the length of the hash value, \( N \) is the number of tests, \( B_i \) denotes the number of different bits between the hash values obtained in the \( i \)-th test, \( B_{\text{min}} \) denotes the minimum number of different bits, \( B_{\text{max}} \) denotes the maximum number of different bits, \( \overline{B} \) denotes the mean changed bit number, \( P \) denotes the mean changed probability, \( \Delta B \) denotes the standard deviation of numbers of changed bits, and \( \Delta P \) denotes the standard deviation [13].

Tables 2–4 are statistical results obtained by changing one bit to \( M_1 \) randomly and executing the hash algorithm \( N \) times to obtain hash values with different hash lengths of 256-, 512-, and 1024-bit. Every time, the total number of changed bits between the new and the original hash values is calculated.

Tables 5–7 are the comparison results with other hash algorithms, and the results demonstrate that, for all the values belonging to \( N \), the mean changed bit number \( \overline{B} \) is very close to the ideal number of changed bits \( \text{len}/2 \), from which we can infer that the hash algorithm has strong capability of confusion and diffusion. Meanwhile, the mean changed probability \( P \) is very close to the ideal value of 50%, which is one of the desired features of confusion. Another good feature of the hash algorithm is that both \( \Delta P \) and \( \Delta B \)
are very small for all the tests, which means that the confusion and diffusion capability is very stable.

4.5. Collision Analysis

4.5.1. Meet-in-the-Middle Attack. To seek a collision, the meet-in-the-middle attack is conducted on intermediate variables, and a collision could be found if two intermediate variables match [22, 23]. This type of attack is invalid for the proposed hash algorithm, due to the initial values of EQM serving as keys, which can make the inverse computation extremely difficult. Hence, the proposed hash algorithm can resist the meet-in-the-middle attack.

4.5.2. Collision Analysis. To perform a collision analysis, message $M_1$ with the length of $L=50$ len is randomly generated, and its len-bit hash values are calculated and stored in ASCII form (8-bit per character). Then, we randomly change one bit to $M_1$, calculate its hash value, and compare two hash values to obtain the absolute difference $d$ between two hash values using the following equation [12]:

$$d = \sum_{i=1}^{\text{len}/8} |\text{dec}(e_i) - \text{dec}(e'_i)|,$$

where $e_i$ and $e'_i$ denote the $i$-th ASCII character of two hash values and the function $\text{dec}$ maps an ASCII character to its decimal value. The theoretical value of average absolute distance per character is 85.3333.

In Table 8, we present the minimum, maximum, and mean values of the absolute difference between two hash values, from which we can infer that when we set $h=256$ and 512, the results of the proposed hash algorithm are as good as some existing hash algorithms, such as SHA-2, SHA-3, and other chaos-based hash algorithms.

4.6. Rainbow Table Resistance Analysis. Rainbow table is a practical example of space/time tradeoff; it uses more computer processing time at the cost of less storage when calculating a hash value on every attempt or less processing time and more storage when comparing to a simple lookup table with one entry per hash. Use of a key derivation function that employs a salt makes this attack ineffective [19]. In the proposed hash algorithm, we took two measures to make the rainbow table attack ineffective. (1) One-time keys: we assign different one-time keys by the key sequence sampled from noise to different users according to their identifications. (2) Random salt: as for equation (2), we add salt derived from the key in each iteration through perturbing the exponent $k$ to make the rainbow table attack ineffective.

Figure 5: Distribution of 256-, 512-, and 1024-bit hash values of a null string.
4.7. Speed Analysis. In order to analyze the computation speed, we implemented the proposed hash algorithm on a PC with 2.50 GHz Intel Core i7-6500U, 16G Memory and Windows 10 operation system, and the tested message consists of 20,000 ASCII characters; the speed is about 131.2 Mbps with $N = 2048$. Experiments showed that the running speed is unaffected by the hash value length.

4.8. Computational Complexity. The computational complexity [16] of the proposed hash algorithm depends on the number of different bits.

![Figure 6: Distribution of the total number of different bits. (a) 256-bit hash value. (b) 512-bit hash value. (c) 1024-bit hash value.](image)

**Table 2: Statistical result for a 256-bit hash value.**

| $N$   | $B_{\text{min}}$ | $B_{\text{max}}$ | $\bar{B}$  | $P$ (%) | $\Delta B$ | $\Delta P$ (%) |
|-------|------------------|------------------|-----------|---------|-----------|-------------|
| 256   | 107              | 145              | 128.87    | 50.34   | 7.59      | 2.96        |
| 512   | 99               | 150              | 128.32    | 50.12   | 7.95      | 3.11        |
| 1024  | 99               | 150              | 128.29    | 50.11   | 7.81      | 3.05        |
| 2048  | 99               | 152              | 128.15    | 50.06   | 7.80      | 3.05        |
| 4096  | 99               | 153              | 128.05    | 50.02   | 7.86      | 3.07        |

**Table 3: Statistical results for a 512-bit hash value.**

| $N$   | $B_{\text{min}}$ | $B_{\text{max}}$ | $\bar{B}$  | $P$ (%) | $\Delta B$ | $\Delta P$ (%) |
|-------|------------------|------------------|-----------|---------|-----------|-------------|
| 256   | 229              | 289              | 257.21    | 50.23   | 11.33     | 2.21        |
| 512   | 222              | 293              | 257.26    | 50.24   | 11.56     | 2.26        |
| 1024  | 220              | 293              | 256.47    | 50.09   | 11.48     | 2.24        |
| 2048  | 220              | 299              | 256.08    | 50.01   | 11.42     | 2.23        |
| 4096  | 220              | 299              | 255.99    | 49.99   | 11.30     | 2.21        |
message length and iterations of the EQM. For any message \( M \) with the character length \( n \), there are \( n \) times to transform it into a parameter sequence, and the time complexity is \( O(n) \). For the EQM, there are \( n + 300 + \text{len}/16 \) iterations with varying parameter; hence, the time complexity is \( O(n) \). Therefore, the total computational complexity of the proposed hash algorithm is \( O(n) \).

Table 4: Statistical results for a 1024-bit hash value.

| \( N \) | \( B_{\text{min}} \) | \( B_{\text{max}} \) | \( \bar{B} \) | \( P(\%) \) | \( \Delta B \) | \( \Delta P(\%) \) |
|-------|----------------|----------------|----------|-----------|--------|-----------|
| 256   | 470            | 549            | 511.33   | 49.93     | 15.84  | 1.55      |
| 512   | 469            | 555            | 511.03   | 49.90     | 15.52  | 1.51      |
| 1024  | 462            | 562            | 511.41   | 49.94     | 15.94  | 1.56      |
| 2048  | 456            | 562            | 511.70   | 49.97     | 16.16  | 1.58      |
| 4096  | 451            | 567            | 512.20   | 50.02     |        |           |

Table 5: Comparison with other algorithms for 256-bit hash value and \( N = 2048 \).

| Hash algorithm      | \( B_{\text{min}} \) | \( B_{\text{max}} \) | \( \bar{B} \) | \( P(\%) \) | \( \Delta B \) | \( \Delta P(\%) \) |
|---------------------|----------------|----------------|----------|-----------|--------|-----------|
| SHA2-256            | 100            | 155            | 127.98   | 50.00     | 8.10   | 3.16      |
| SHA3-256 [24]       | 100            | 154            | 127.96   | 49.98     | 8.04   | 3.14      |
| [6]                 | 101            | 168            | 128.08   | 50.03     | 8.12   | 3.21      |
| [22]                | 103            | 155            | 128.81   | 49.93     | 8.13   | 3.18      |
| [23]                | 102            | 161            | 128.00   | 50.00     | 8.02   | 3.13      |
| Our hash algorithm (256-bit) | 99        | 152            | 128.15   | 50.06     | 7.80   | 3.05      |

Table 6: Comparison with other algorithms for 512-bit hash value and \( N = 2048 \).

| Hash algorithm      | \( B_{\text{min}} \) | \( B_{\text{max}} \) | \( \bar{B} \) | \( P(\%) \) | \( \Delta B \) | \( \Delta P(\%) \) |
|---------------------|----------------|----------------|----------|-----------|--------|-----------|
| SHA2-512            | 215            | 292            | 256.27   | 50.05     | 11.51  | 2.25      |
| SHA3-512            | 216            | 287            | 254.75   | 49.76     | 11.32  | 2.21      |
| [22]                | 219            | 296            | 255.89   | 49.98     | 11.27  | 2.20      |
| [23]                | 223            | 296            | 256.10   | 50.02     | 11.12  | 2.17      |
| Our hash algorithm (512-bit) | 220        | 294            | 255.69   | 49.94     | 11.45  | 2.24      |

Table 7: Comparison with other algorithms for 1024-bit hash value and \( N = 2048 \).

| Hash algorithm      | \( B_{\text{min}} \) | \( B_{\text{max}} \) | \( \bar{B} \) | \( P(\%) \) | \( \Delta B \) | \( \Delta P(\%) \) |
|---------------------|----------------|----------------|----------|-----------|--------|-----------|
| [22]                | 450            | 565            | 511.89   | 49.99     | 16.08  | 1.57      |
| [23]                | 461            | 572            | 512.06   | 50.00     | 15.96  | 1.55      |
| Our hash algorithm (1024-bit) | 450        | 562            | 511.72   | 49.97     | 15.90  | 1.55      |

Table 8: Absolute difference for hash values for \( N = 10,000 \).

| Absolute difference | Maximum \( d \) | Minimum \( d \) | Mean \( d \) | Mean \( d \) per character |
|---------------------|---------------|---------------|-------------|--------------------------|
| 256-bit [22]        | 4,118         | 1,758         | 2,878       | 89.938                   |
| 256-bit [23]        | 4,138         | 1,686         | 2,732       | 85.375                   |
| SHA2-256            | 3,757         | 1,786         | 2,776       | 86.746                   |
| SHA3-256            | 3,525         | 1,825         | 2,741       | 85.675                   |
| Our hash algorithm (256-bit) | 3,931     | 1,573         | 2,754       | 86.081                   |
| 512-bit [22]        | 7,369         | 3,958         | 5,476       | 85.563                   |
| 512-bit [23]        | 7,210         | 3,971         | 5,463       | 85.359                   |
| SHA2-512            | 7,132         | 3,840         | 5,430       | 84.852                   |
| SHA3-512            | 6,481         | 5,678         | 5,612       | 87.684                   |
| Our hash algorithm (512-bit) | 7,036        | 4,532         | 5,642       | 87.293                   |
| Our hash algorithm (1024-bit) | 13,041    | 8,439         | 10,781      | 84.226                   |
5. Conclusion

A novel hash algorithm is constructed based on the EQM; three measures, including assigning unique one-time keys adaptively, key expansion, and hash length extension, are taken to resist against the rainbow table attack. Three steps of message pre-encoding, message absorption, and generation of hash value are implemented. The hash algorithm is so flexible that it can be keyed or unkeyed and can generate 256-bit, 512-bit, 1024-bit, or longer hash value through a parameter switcher. Any characters, including single-byte and double-byte characters, can be transformed into a parameter sequence for EQM to absorb. Simulation results and performance analysis demonstrated the effectiveness and flexibility of the proposed hash algorithm. In the future, we intend to research chaos-based parallel hash algorithm that can resist attacks from the quantum computing.
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