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Abstract: The use of optimization algorithms to adjust the numerical models with experimental values has been applied in other fields, but the efforts done in metal casting sector are much more limited. The advances in this area may contribute to get metal casting adjusted models in less time improving the confidence in their predictions and contributing to reduce tests at laboratory scale. This work compares the performance of four algorithms (compass search, NEWUOA, genetic algorithm (GA) and particle swarm optimization (PSO)) in the adjustment of the metal casting simulation models. The case study used in the comparison is the multiscale simulation of the hypereutectic ductile iron (SGI) casting solidification. The model fitting criteria is the value of the tensile strength. Four different situations have been studied: model fitting based in 2, 3, 6 and 10 variables. Compass search and PSO have succeeded in reaching the error target in the four cases studied, while NEWUOA and GA have failed in some cases. In the case of the deterministic algorithms, compass search and NEWUOA, the use of a multiple random initial guess has been clearly beneficial.
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1. Introduction

Today, numerical simulation of metal casting processes at macro scale is a well-known technology. Although new approaches based for example in dynamic mesh techniques are being currently investigated [1], the use of commercial programs based on the finite element method (FEM) or on the finite volume method (FVM) is quite widespread in the industry. However, the agreement between the obtained predictions and the actual results obtained at the foundry plant, is not always the desired one. This agreement is more difficult even in the case of multiscale simulation. For this reason, the model fitting is of high interest to improve the confidence in the predictions. Even more in the present context where, in one side the integrated computational materials engineering and in other side the hybrid prognostic models combining numerical simulation and data-driven models applied to the Industry 4.0 movement of the manufacturing industry, appear as two of the most promising and challenging research trends [2].
The obtaining of reliable predictions in metal casting processes is not a trivial task. The results do not only depend on numeric codes in which they are based. The use of the appropriate values of the thermophysical parameters along with the proper establishment of boundary conditions, is essential to avoid poor results or even erroneous ones. In fact, the ASM Committee [3] remarks that each manufacturing process has unique boundary conditions that can be even equipment specific, which must be identified and characterized for the specific application being simulated.

The characterization of the material properties for the whole range of temperatures involved in the metal casting processes is very difficult. Additionally, the determination of the values of some boundary conditions, as for example the heat transfer coefficients (HTC) between the alloy and the mold, is even more complex. The limitations of bibliographic data and the extreme difficulty of the direct determination of these values have inspired the application of inverse methods to avoid these difficulties.

The inverse methods can be considered a subset of the field of numerical optimization where the objective is to minimize one objective function, which represents the error between the simulation results and the experimental measurements. The challenge is that the corresponding objective function can be highly nonlinear or non-monotonic, may have a very complex form or its analytical expression may be unknown. Moreover, in the case of metal casting inverse problems, the effect of changes in boundary conditions are normally damped or lagged, i.e., the varying magnitude of the interior temperature profile lags behind the changes in boundary conditions and is generally of lesser magnitude. Therefore, such a problem would be a typically ill-posed and would normally be sensitive to measurement errors. Additionally, the uniqueness and stability of the solution are not generally guaranteed [4–6].

This type of optimization problems is usually solved using iterative strategies. The methodology consists basically in an iterative process where several parameters of the model are modified until the simulation predictions agree with the experimental measurements. Different strategies can be applied to advance in the iterative process depending on the selected optimization method.

In general, it is not possible to establish which optimization methods are the best between the high number of alternatives that exist. The performance of the optimization methods is completely related with the problem type to be tackled. Therefore, for each problem type, the most appropriate method should be searched.

The use of optimization algorithms to correlate the numerical models with experimental values has been applied in other fields different from the metal casting. The sector where possibly more efforts have been done in this sense, is the space industry. The correlation of the spacecraft thermal mathematical models with the results of the thermal tests is mandatory, which has encouraged the evaluation of different solutions. Some authors have explored the use of deterministic methods, as Klement, who used several quasi-newton type algorithms based on the Broyden methods [7,8] or Torralbo et al. who used a generalized iterative pseudo-inverse algorithm [9,10]. But most of them have studied and compared different stochastics methods. For example Dudon [11] use the Latin hypercube sampling (LHS), the self-adaptive evolution (SAE) and the branch and bound methods; Beck [12] use the adaptive particle swarm optimization (APSO); Van Zijl [13] use the Monte Carlo, the genetic algorithm (GA) and the APSO methods; Trinoga and Frey et al. [14,15] use the simulated annealing (SA), the threshold accepting (TA) and the GA; Anglada et al. work mainly with GA [16,17] but also made some comparisons with Klement algorithms [18] and with the deterministic algorithms TOLMIN, NEWUOA, BOBYQA and LINCOA [19]. In addition, works about the use of hybrid algorithms combining deterministic and stochastic methods can also be found, as the works of De Palo [20] where the downhill simplex is combined with the LHS or the work of Cheng et al. [21] where the Broyden–Fletcher–Goldfarb–Shanno (BFGS) is combined with the Monte Carlo method.

In contrast, the efforts done in the field of metal casting are much more limited. The number of bibliographic references devoted to the application of optimization algorithms to the adjustment of metal casting simulation models is quite reduced. Most of them [22–25] use the maximum A posteriori
(MAP) algorithm, which is a variation of the least-square technique explained in reference [26]. Others perform the adjustment manually [27] or combining the manual adjustment with the MAP algorithm [28–32]. Moreover, some authors have tested different methods as Ilkhchy et al. [33] which use a nonlinear estimation technique similar to that stated by Beck in [34]; Dong et al. [35] that use a combined function specification and regularization method; Zhang et al. [36] with a neural network or Zhang et al. [37] that use a globally convergent method (GCM).

The authors of the present study believe that a deeper study in the performance of different optimization methods may contribute to give a step forward in the state of art of the model fitting applied to the metal casting. It would make possible to obtain adjusted models in less time and moreover will open the door to the future integration of automatic model fitting algorithms in prognostic models to be used in the framework of the industry 4.0.

The work presented henceforward compares the performance of several algorithms, deterministic and stochastic, in the adjustment of the multiscale simulation model of the solidification of a ductile iron casting, with the objective of contributing to the development of this research line in the search of a methodology solid enough to be used in the adjustment of metal casting simulation models.

2. Methodology

The methodology used for the adjustment of the simulation model is summarized in Figure 1.

![Flowchart of the model adjustment procedure.](Figure 1. Flowchart of the model adjustment procedure.)

The multiscale simulation model of the metal casting process was done with the commercial finite element software ProCAST 2018.0 (ESI Group, Paris, FRANCE), focused on metal casting simulation [38]. The fitness function represents the error between the simulation model predictions and the experimental results, that in this case are the alloy tensile strength. The parameters modification is guided by the optimization method used in each case, which was implemented by means of the PyGMO (Parallel Global Multiobjective Optimizer) library. PyGMO is a scientific library for massively parallel optimization developed in the context of the European Space Agency to evolve interplanetary spacecraft trajectories as well as designs for spacecraft parts and more [39].

2.1. Simulation Model

2.1.1. The Physics

Different approximations have been studied for the prediction of the tensile strength of cast alloys, as the use of machine learning algorithms [40] or analytical approximations as the Equation (1) stated by [41]. In this case, this last approximation, Equation (1), has been used by the simulation model to predict the tensile strength at room temperature ($\sigma_{\text{ULT}}$), where $f_g$ is the graphite fraction, $n$ is the shape factor for graphite nodules which is related with their sphericity (maximum value, that is a perfect sphere, is unity), $\sigma_{\text{ULT}}$ is the ferrite fraction, and $\theta$ is the perlite fraction, where

$$
\sigma_{\text{ULT}} = f_g \cdot \sigma_f + (1 - f_g - \theta) \cdot \sigma_p + \theta \cdot \sigma_o
$$

is the shape factor for graphite nodules which is related with their sphericity (maximum value, that is a perfect sphere, is unity).
sphere, is unity), \( f_a \) is the ferrite fraction, \( f_p \) the perlite fraction, and \((dT/dt)_{850}\) is the cooling rate at 850 °C. Therefore, the microstructure and the cooling rate must be previously calculated.

\[
\sigma_{\text{ULT}} = \left(1 - f_{n}^{n}\right)\left(482.2f_a + 991.5f_p\right) + 50\left[(dT/dt)_{850} - 0.5\right], \tag{1}
\]

In cast irons the carbon and silicon contents are high, compared with steels, which origins a rich carbon content phase in their structure. When the alloy graphitization potential is high, which is determined by its composition and melt treatment, the iron solidifies according to the stable Fe-graphite system and the rich carbon phase is graphite, a hexagonal-close-pack form of carbon. In addition, the presence of magnesium makes the graphite structure be spheroidal instead of lamellar. One of the main melt treatments is the inoculation, which consists in the deliberate addition of elements that promote more active graphite nucleation sites (usually ferrosilicon enriched with Sr, Ba, Al, Zr, Ca and with very reduced and well calculated quantities of rare earths). The matrix structure is essentially determined by the composition and the cooling rate through the eutectoid temperature range. The eutectoid reaction leads to the decomposition of austenite into ferrite and graphite for the case of the stable eutectoid and to pearlite for the metastable eutectoid transformation. Slower cooling rates result in more stable eutectoid structure promoting a more ferritic matrix. If the complete transformation of austenite is not achieved when the metastable temperature is reached, pearlite forms and grows in competition with ferrite.

In the metal casting model used in this case, the influence of the chemical composition is managed by means of the thermodynamic database for multicomponent iron-based alloys developed by CompuTherm, PanFe 2017 (CompuTherm LLC, Middleton, WI, USA) [42]. This thermodynamic database is based on the calculation phase diagrams (CALPHAD) methodology, also called computer coupling of phase diagrams. CALPHAD is a materials genome method which plays a central and fundamental role in materials design, see reference [43] for more information. This method develops models to represent thermodynamic properties for various phases. The thermodynamic properties of each phase are described through the Gibbs free energy, based on the experimental and theoretical information available on phase equilibria and thermochemical properties in a system. Following this, it is possible to recalculate the phase diagram, as well as the thermodynamic properties, of all the phases and the system as a whole. It allows to reliably predict the set of stable phases and their thermodynamic properties in regions without experimental information and for metastable states during simulations of phase transformations together with the properties of multicomponent systems from those of binary and ternary subsystems. This is accomplished by considering the physical and chemical properties of the system in the thermodynamic model. In this case, the “lever” micro-segregation model, which assumes a complete mixing of the solute in the solid, was applied.

The influence of the melt treatment is managed by means of the nucleation parameters which must be specified/adjusted for each case, as they are not an intrinsic property of the material.

- The nucleation of the primary dendritic phase, austenite, is modeled following the gaussian distribution model proposed by [44]. This model defines the relationship between the number of nuclei and the undercooling (\( \Delta T \)) following Equation (2), where \( n_{\text{max}} \) is the maximum grain nuclei density, \( \Delta T_\delta \) the undercooling standard deviation and \( \Delta T_n \) the average undercooling (see Figure 2):

\[
n(\Delta T(t)) = \frac{n_{\text{max}}}{\sqrt{2\pi\cdot\Delta T_\delta}} \int_{0}^{\Delta T(t)} \exp\left(-\frac{(\Delta T(t) - \Delta T_n)^2}{2\Delta T_\delta^2}\right)d(\Delta T(t)), \tag{2}
\]

- The nucleation of the graphite nodules is calculated as a power law of the undercooling following Equations (3) and (4) of the model proposed by [45], where \( A_e \) and \( n \) are the nucleation constants.
This model assumes bulk heterogeneous nucleation at foreign sites which are already present within melt or intentionally added to the melt by inoculation:

\[ N_{cut} = A\epsilon(\Delta T)^n, \]  
\[ \frac{dN_{cut}}{dt} = -nA\epsilon(\Delta T)^{n-1} \frac{d\Delta T}{dt}, \]  

- The graphite nodules growth is calculated with a quadratic power of the undercooling following Equation (5), where \( \mu_e \) is the eutectic growth coefficient:

\[ \frac{dR_g}{dt} = \mu_e(\Delta T)^2, \]  

\[ \frac{\rho}{\partial t} + \nabla \cdot (\rho \mathbf{u}) = 0 \]  
\[ \rho_0 \left( \frac{\partial \mathbf{u}}{\partial t} + \mathbf{u} \cdot \nabla \mathbf{u} \right) = -\nabla p + \mu_l \nabla^2 \mathbf{u} - \rho_0 g \beta_T (T - T_0) \]  

2.1.2. Model Reduction

A preliminary detailed 3D model has been developed. As can be observed in Figure 3a, it represents the complete geometry of the cast parts. The two similar, but different cast parts, the feeding systems formed by two risers, one for each cast part, the filling system and the mold. This 3D model is formed by 1,148,327 tetrahedral elements and 199,031 nodes. In this first attempt the complete simulation has
been performed, that is, the part filling and the cooling and solidification process together with the microstructural calculations. The time step has taken values between $1 \times 10^{-3}$ (during filling) and 50 s (during the last cooling) depending on the calculation evolution. The resolution of all the equations, shown in last section, for a transient analysis from pouring temperature (1410 °C) down to values below the eutectoid transformation temperature (738 °C), with the mentioned mesh and time steps, requires a high CPU time. In this case, the simulation has required about 5 h using a computer with 64 Gb of RAM using 8 cores Intel-Xeon CPU E5-2630 v3 @ 2.4 GHz (Dell Inc., Round Rock, TX, USA).

![Figure 3](image)

**Figure 3.** (a) Mesh used in the 3D simulation model; (b) mesh used in the pseudo-2D model.

As it has been previously introduced, the model adjustment is an iterative procedure where the simulation model must be solved each time to get the predictions needed to calculate the fitness function. Therefore, it is highly advised to employ simulation models whose calculation times are as reduced as possible.

For this reason, due to the long calculation times of this model, a model reduction strategy was followed to reduce the high CPU time for the fitness function calculation. In first place the mold filling was suppressed from the calculation. As in this case the mold used was manufactured in resin bonded sand, the temperature drop during filling is not very pronounced. Therefore, the assumption of a mold completely filled of alloy at uniform temperature at the initial step of the simulation, is admissible. In second place the 3D geometry was replaced by a slice of the central area where the tensile test bar was extracted (see Figure 3b and Figure 5). This pseudo-2D geometry assumes that the heat flows mainly across the mold walls.

This model reduction presents some differences in the cooling rate (see Figure 4) which implies an error of 3.6% in the tensile strength prediction (433.64 MPa in the full 3D model and 418.14 MPa in the 2D model). However, the CPU time required to solve this 2D model is of only 29 s (620 times less). Therefore, regarding the CPU time saving, the error level is considered acceptable.

### 2.2. Fitness Function

The fitness function—also called cost function or objective function—is the mathematical representation of the aspect under evaluation which will be minimized. Therefore, it is the function that represents the difference between the hypothesis (model predictions) and the real results (experimental measurements), that is, the error. The expression used in this case, is the relative error between the predicted tensile strength ($\sigma_{\text{predicted}}$) and the measured tensile strength ($\sigma_{\text{reference}}$), following Equation (9). Note that absolute value of the difference is used.

$$\text{fitness} = \frac{|\sigma_{\text{predicted}} - \sigma_{\text{reference}}|}{\sigma_{\text{reference}}}, \quad (9)$$
The variables selection that is the parameters of the model that will be modified by the algorithm to adjust the model, was selected in a supervised mode based on the expert’s knowledge about the physics involved.

It is advised to select those variables which have more influence in the fitness function. Moreover, among them, those whose values are more uncertain. As it has been previously introduced, the tensile strength prediction is mainly related with the chemical composition of the alloy, the melt treatment and the cooling rate.

In this case the influence of the chemical composition is managed by the thermodynamic database, which calculates the material properties and the different phases that appears during the solidification. CALPHAD is a well-known methodology widely used in computational materials engineering, therefore, although new updated databases are continuously developed, we can assume its predictions as reliable.

The melt treatment can be modeled by means of the parameters that control the nucleation of the austenite: the maximum grain nuclei density $n_{\text{max}}$, the undercooling standard deviation $\Delta T_\delta$ and the average undercooling $\Delta T_n$; those that control the nucleation of the graphite nodules: $A_e$ and $n$; and, finally, the parameter that controls the graphite nodules growth, the eutectic growth coefficient $\mu_e$. All these parameters are very difficult to estimate, so they are good candidates to be included in the parameters group to be modified by the optimization method.

The cooling rate is mainly determined by the material properties of the alloy and the mold and for the heat transfer coefficient (HTC) between them. As said, the material properties of the alloy are calculated by the thermodynamic database, so they can be considered reliable. Resin bonded sand molds are manufactured mixing together clean and dry sand, with a binder and a catalyst in a continuous mixer. Different granulometries and types of sand can be used together with different binders and catalysts from several manufacturers, which can be also mixed in different proportions, so the resin bonded sand molds may present differences in their properties. Therefore, they can be also included in the parameters group to be modified by the optimization method. The heat transfer coefficient (HTC) between the alloy and the mold is difficult to estimate. When the metal enters in the mold, the macroscopic contact between the alloy and the mold is good because of the conformance of the molten metal. In this period the HTC presents high values, typically between 100 and 3000 W/m² K depending on different factors (surface roughness, pressure, wettability, etc.). Once a solidified layer with enough strength has grown, the contraction suffered by the alloy, together with the mold distortion caused by the mold heating, are likely to start a gap between them. In this phase, the HTC will mainly depend on the gas conductivity and the gap size, and its values may drop to values 10 times
A number of particles are placed in the search space of some problem or function and each evaluates. Each vector is the current position, which can be considered as a set of coordinates describing a point in space that is evaluated as a problem solution. Second vector is formed by the coordinates of previous locations with those of one or more members of the swarm, with some random perturbations. The third vector is the velocity composed of three D-dimensional vectors, where D is the dimensionality of the search space. The first vector is the current position, which can effectively be seen as a set of coordinates to be evaluated as a problem solution. Each particle communicates with some other particles and is affected by the best point found by any member of its neighborhood. More details about this type of algorithm can be found in [50].

The value of the best global position so far is stored in a variable for comparison on later iterations. The third vector is the velocity, which can be considered as a set of coordinates describing a point in space that is evaluated as a problem solution. Each particle then determines its movement through the search space by combining some aspects of the history of its own current and best (best-fitness) locations with those of one or more members of the swarm, with some random perturbations. The next iteration takes place after all particles have been moved. Each individual in the particle swarm is composed of three D-dimensional vectors, where D is the dimensionality of the search space. The first vector is the current position $x_i$, which can be considered as a set of coordinates describing a point in space that is evaluated as a problem solution. Second vector is formed by the coordinates of previous best position $p_i$. The value of the best global position so far is stored in a variable for comparison on

2.4. Optimization Methods

In the model fitting procedure followed, the parameters modification is guided by the optimization method. The performance of four different methods was compared. Two of them are deterministic methods, the compass search and the NEWUOA. The other two are heuristic methods, the particle swarm optimization (PSO) and the genetic algorithm (GA).

Compass search is a deterministic local optimization algorithm. It uses a simple and slow, but very sure procedure. The algorithm advances varying one of the parameters that form the solution vector at a time by steps of the same magnitude and when no such increase or decrease in any one parameter further improves the fit to the experimental data, they halve the step size and the process is repeated until the steps are deemed sufficiently small. For example, in a minimization problem with only two variables, the algorithm can be summarized as follows: Try steps to the East, West, North and South. If one of these steps yields a reduction in the function, the improved point becomes the new, iterate. If none of these steps yields improvement, try again with steps half as long. More details about this algorithm can be found in [48].

NEWUOA is also a deterministic local optimization algorithm. It seeks the least value of a function $F$ without constraints and without derivatives. A quadratic approximation $Q$ of the $F$ function is used to obtain a fast convergence ratio, using a trust region strategy (see Figure 5). In this type of strategy, a model which represents a behavior similar to the objective function in a point $x_k$ is generated. The search of the optimum is restricted to the surroundings to that point, which is called trust region. As the optimization progress, successive approximations of $Q$ are used. More details about this algorithm can be found in [49].

![Figure 5. Quadratic approximation of a function](image-url)

Particle swarm optimization (PSO) is a heuristic bioinspired algorithm for global optimization. A number of particles are placed in the search space of some problem or function and each evaluates the objective function at its current location. Each particle then determines its movement through the search space by combining some aspects of the history of its own current and best (best-fitness) locations with those of one or more members of the swarm, with some random perturbations. The next iteration takes place after all particles have been moved. Each individual in the particle swarm is composed of three D-dimensional vectors, where D is the dimensionality of the search space. The first vector is the current position $x_i$, which can be considered as a set of coordinates describing a point in space that is evaluated as a problem solution. Second vector is formed by the coordinates of previous best position $p_i$. The value of the best global position so far is stored in a variable for comparison on
later iterations. The third vector is the velocity $v_i$, which can effectively be seen as a step size. In this way, new points are chosen by adding $v_i$ coordinates to $x_i$ and the algorithm operates by adjusting $v_i$. Each particle communicates with some other particles and is affected by the best point found by any member of its neighborhood. More details about this type of algorithm can be found in reference [50].

Genetic algorithms (GA) are heuristic search algorithms of general purpose inspired in the genetic processes that take place in biologic organisms and in the principles of the natural evolution of the populations. The basic idea consists in the generation of a random population of individuals or chromosomes and the advance to better individuals by means of the application of genetic operators, which are based in the genetic processes that takes place in the nature. Each of the individuals represents a possible solution to the problem, so the population represents the solutions search space. During the successive iterations, called generations, the individuals of the population are evaluated depending on their adaptation as solution. To do that, each one has associated a fitness value which measures how of good or bad is the possible solution that represents. The new population of individuals is created by selection mechanisms and by crossover and mutation operators. In this way, with the successive iterations or generations the algorithm converges to better solutions until reaching the optimum or the maximum number of iterations. More information about this type of algorithms can be found in reference [51].

3. Case Study

The case study is a part with a stepped geometry, cast in a sand mold bonded with resin where two similar parts are cast simultaneously. The reference value used for the model fitting is the tensile strength measured experimentally. Three tensile test bars were extracted from the central area of the 35-mm high step of the longer part, shown in Figure 6. The mean tensile strength obtained is equal to 552 MPa and the standard deviation equal to 4 MPa. The material is ductile iron, also called spheroidal gray iron (SGI), whose slightly hypereutectic composition is shown in Table 1, together with the tensile strength value measured experimentally. The mold was manufactured with silica sand mixed with a phenolic urethane resin (Pep-Set) and the corresponding catalyst. Figure 7 shows the manufactured cast part.

![Figure 6. Top and bottom view of the part geometry.](image-url)
Table 1. Ductile iron chemical composition.

| C (wt%) | Si (wt%) | Mn (wt%) | Cr (wt%) | Cu (wt%) | Mg (wt%) | CE | Tensile Strength (MPa) |
|--------|----------|----------|----------|----------|----------|----|------------------------|
| 3.53   | 2.65     | 0.27     | 0.037    | 0.37     | 0.04     | 4.404 | 552                   |

One important aspect in the performance of optimization algorithms is the dimensionality problem—that is, the number of variables that can be modified by the algorithm. Typically, classical optimization algorithms, as compass search or NEWUOA in this case, performs better in low dimensional problems, but when the number of variables increases it may require too long calculation times. Instead, the advantage of the heuristic algorithms, as PSO and GA in this case, takes place when the problem dimensionality is high. For this reason, the performance of the four optimization algorithms was evaluated for different numbers of variables included in the model fitting. The cases of 2, 3, 6 and 10 variables were studied. The corresponding variables considered in each case are detailed in Table 2. Table 3 summarize the default values used for these variables together with their ranges.

Table 2. Variables included in the model fitting cases.

| Number of Variables | Variables |
|---------------------|-----------|
| 2                   | Parameters that control the nucleation of the graphite nodules: \( A_e \) and \( n \). |
| 3                   | Parameters that control the nucleation of the graphite nodules: \( A_e \) and \( n \). HTC between the alloy and the mold |
| 6                   | Parameters that control the nucleation of the graphite nodules: \( A_e \) and \( n \). HTC between the alloy and the mold. Density, thermal conductivity and specific heat of the mold |
| 10                  | Parameters that control the nucleation of the graphite nodules: \( A_e \) and \( n \). HTC between the alloy and the mold. Density, thermal conductivity and specific heat of the mold. Parameters that control the nucleation of the austenite: Maximum grain nuclei density \( n_{\text{max}} \), undercooling standard deviation \( \Delta T_{\delta} \) and average undercooling \( \Delta T_{\bar{n}} \). Parameters that control the graphite nodules growth (eutectic growth coefficient \( \mu_e \)). |
Table 3. Default values and ranges of the variables included in model fitting.

| Parameter                  | Default Value | Minimum Value | Maximum Value |
|----------------------------|---------------|---------------|---------------|
| $A_e$                      | $1.0 \times 10^3$ | 71.5          | 1500          |
| $n$                        | 2.5           | 1.0           | 3.0           |
| HTC_{alloy-mold} (W/m^2 K) | 300           | 30            | 3000          |
| $\rho_{mold}$ (kg/m^3)    | 1590          | 1113          | 2067          |
| $k_{mold}$ (W/mK)         | 0.621         | 0.435         | 0.808         |
| $(C_p)_{mold}$ (J/kgK)    | 914.0         | 640.0         | 1188.0        |
| $n_{max}$                 | $1.0 \times 10^3$ | 100           | $1.0 \times 10^4$ |
| $\Delta T_e$ (°C)         | 1.0           | 0.5           | 5.0           |
| $\Delta T_n$ (°C)         | 6.0           | 3.0           | 20.0          |
| $\mu_e$                   | $3.87 \times 10^{-6}$ | $1.5 \times 10^{-6}$ | $5.0 \times 10^{-6}$ |

The optimization algorithms were used as they are implemented in the PyGMO library previously mentioned, using quite standard values for their internal parameters. Compass search was defined with a start range equal to 0.1, a stop range equal to 0.001 and a reduction coefficient equal to 0.5. In the case of NEWUOA, no additional parameters were setup. In order to compare both algorithms in similar conditions, the same seed were used in both cases.

Compass search and NEWUOA are local optimization algorithms, for this reason the selection of the initial guess may have influence in the final solution of the algorithm. For this reason, two different configurations were used for both. In the first configuration the algorithms are initialized with only one random guess. In the second one, they are initialized with 20 random guesses. In this last case, after the first iteration with those 20 individuals, the best of them is selected and the algorithms continue iterating from that point.

PSO and GA are stochastic population-based algorithms. In both cases a population size of 20 individuals were used. The canonical version of PSO based on the constriction coefficient velocity update formula was used. In addition, in this case quite standard values were used: constriction factor equal to 0.7298, social component equal to 2.05, a cognitive component equal to 2.05, maximum allowed particle velocities normalized respect to the bounds width equal to 0.5 and 4 individuals considered as neighbors. In the GA case, an exponential crossover operator with a probability equal to 0.90, a polynomial mutation operator with a probability equal to 0.02 and a tournament selection operator were used.

More details about the algorithm parameters can be found in [39].

4. Results and Discussion

The simulation model solved for the default parameters shown in Table 3, predicts a tensile strength value equal to 418.14 MPa, which corresponds to a relative error equal to 24% (see Equation (10)). The objective is to evaluate the ability of the algorithms to reduce that error to values below 0.1%, modifying the variables shown in Table 2.

$$\text{Error} = \frac{|418.14 - 552|}{552} = 0.2425,$$

Figure 8 collects the convergence evolution of each algorithm for the different cases studied. The behavior of the deterministic algorithms was uneven. The performance of the compass search was very good, reducing the error to values below the 0.1% in all cases with a reasonable number of calculations. The use of 20 initial random points has improved the algorithm performance reducing the number of calculations, especially in the 10 variables case where the difference is clear.
NEWUOA algorithm instead, failed in reaching the error target in several cases. Using an initialization based on only one point, the algorithm has failed in the 6 and 10 variables cases with error values equal to 22.62% and 5.77%, respectively. The use of 20 random initial points clearly has improved the behavior of the algorithm making possible to reach the target in the 6 variables case and to reduce the error value to 2.07% in the 10 variables case.

The heuristic algorithms, GA and PSO, have succeeded in reaching the error target in all the cases, with the exception of the GA in the 3 variables case, where the minimum error value was equal to 0.124%. The number of calculations needed to reach the target error was lower for PSO than for GA, except for the 2 variables case.

Therefore, the best options were the compass search algorithm with 20 random initial points, followed by the PSO algorithm.

A priori, it can be thought that as higher the number of variables, larger the search domain and higher the difficulty of the algorithm to reach the target. However, a higher number of variables may also imply a bigger number of solutions that fulfil the target value, making easy to find one of them. On the other side, a reduced number of variables may be too restrictive limiting the number of possible solutions and making difficult to reach the target. The results obtained are not clear in this sense. There is a tendency in the deterministic algorithms to find more difficulties in cases with higher number of variables in contrast with the heuristics, which have found more difficulties in cases with a lower number of variables. However, the obtained results are not conclusive in this sense.

Relating to the values assigned to the variables, as it was explained in the introduction, it does not exist a unique solution of the problem. Therefore, the model may be fitted assigning different combinations of the values assigned to the variables. The risk of this fact is that sometimes, the values...
assigned to the variables by the algorithm may cause a certain loss in the physical sense of the model although the results are accurate from the mathematical point of view. However, this is a common difficulty of this type of approximation that has not been solved by now.

Figure 9 shows the distribution of the values assigned to the different variables in boxplot form. Black points represent the values assigned for each variable jittered, the blue line corresponds to the value assigned for each variable in the initial model and red lines to the bounds fixed for each of them (In the case of NEWUOA no bounds are used). As can be observed the distribution is quite different depending on the adjusted variable.

Figure 9. Distribution of the values assigned to the different variables in boxplot form.

Figure 10 collects the values assigned grouped by the number of variables included in the fitting and colored by the algorithm used in each case. Colored bars represent the values assigned to the variables by the different optimization algorithms, the dotted red lines represent the bounds fixed for the corresponding variable and the dotted blue line the value initially assigned.

As expected, the higher the number of variables included in the adjustment, the higher the variability in the values assigned. This can be observed in the cases of the maximum grain nuclei density, the undercooling standard deviation and the heat transfer coefficient. Otherwise, the variability of the values assigned to the variable seems also related with the algorithm used. For example, compass search presents a bigger tendency to adjust the variable to higher values. However, as the “true” value of each variable is actually unknown, it is difficult to evaluate if any of the algorithms has a better performance in assigning more reliable values to the variables.
Figure 10. Values assigned to variables grouped by the number of variables included in the fitting and colored by the algorithm.

5. Conclusions

Only compass search and PSO have succeeded in reaching the error target in the four cases studied (2, 3, 6 and 10 variables). The NEWUOA and GA algorithms have failed in some case.

In the case of the deterministic algorithms, compass search and NEWUOA, the use of a multiple random initial guess was clearly beneficial.

Compass search with an initial 20 random points has presented the best performance, reaching the error target in all cases with the lower number of calculations.

The known problem related with the absence of a unique solution was found, obtaining different combinations of the values assigned to the variables. However, as the ‘true’ value of each variable is actually unknown, it is difficult to evaluate if any of the algorithms has a better performance in assigning more reliable values to the variables.

Future works. The authors believe that the research line focused in the fitting of metal casting models by means of optimization algorithms is very interesting, as the advances in this area may contribute to reduce the time needed to adjust the metal casting models improving the confidence in their predictions and contributing to reduce tests at laboratory scale. In fact, some of the future works planned are:

- Model fitting based on several properties, for example ultimate and yield strengths. It would be a very interesting improvement in this type of technique, although it would imply to tackle a multi-objective optimization, much more challenging that the classical optimization presented in this work;
- Evaluate the results obtained in this study for a completely different type of material (for example some aluminum alloy or superalloy) and/or for a different manufacturing casting process (for example die casting or investment casting);
- Include the possibility of using temperature dependent variables in the model fitting.

**Author Contributions:** Conceptualization, E.A.; data curation, A.O. and E.V.; formal analysis, E.A.; investigation, E.A., A.M., A.O. and E.V.; methodology, E.A.; resources, A.M.; software, E.A.; validation, A.M.; writing—original draft, E.A.; writing—review & editing, E.A., A.M. and I.G. All authors have read and agreed to the published version of the manuscript.

**Funding:** This research was funded by the Basque Government under the ELKARTEK Program (ARGIA Project, ELKARTEK KK-2019/00068) and by the HAZITEK Program (CASTMART Project, HAZITEK ZL-2019/00562).

**Conflicts of Interest:** The authors declare no conflict of interest.

**Nomenclature**

| Abbreviation | Description |
|--------------|-------------|
| CE           | Carbon equivalent |
| $n_{max}$    | Maximum grain nuclei density |
| FEM          | Finite element method |
| $p_i$        | Previous position vector in PSO algorithm |
| FVM          | Finite volume method |
| $\beta$      | Modified pressure (Pa) |
| HTC          | Heat transfer coefficient (W/m$^2$ K) |
| $Q$          | Quadratic approximation of $F$ function |
| SGI          | Spheroidal graphite iron / ductile iron |
| $R_q$        | Heat generation per unit mass (W/kg) |
| BFGS         | Broyden–Fletcher–Goldfarb–Shanno |
| $R_g$        | Graphite radius |
| GA           | Genetic algorithm |
| $T_0$        | Temperature (°C) |
| GCM          | Globally convergent method |
| LHS          | Latin hypercube sampling |
| $t$          | Time (s) |
| MAP          | Maximum a posteriori |
| $v_i$        | Velocity vector in PSO algorithm |
| SAE          | Self-adaptive evolution |
| $x_k$        | X coordinate of a point |
| $A_c$        | Graphite nodules nucleation constant |
| $x_i$        | Current position vector in PSO algorithm |
| $C_p$        | Specific heat (J/kg/K) |
| fitness      | Fitness function |
| $\Delta T_b$| Standard deviation of the undercooling (°C) |
| $\Delta T_n$| Average undercooling (°C) |
| $F$          | Generic function |
| $\beta_T$    | Volumetric thermal expansion coefficient (°C$^{-1}$) |
| $f_a$        | Ferrite fraction |
| $\rho$       | Density (kg/m$^3$) |
| $f_g$        | Graphite fraction |
| $\rho_0$     | Density at reference temperature (kg/m$^3$) |
| $f_p$        | Perlite fraction |
| $\mu_e$      | Eutectic growth coefficient |
| $g$          | Gravity (m/s$^2$) |
| $\mu_1$      | Shear viscosity (Pa-s) |
| $h$          | Specific enthalpy (J/kg) |
| $\sigma_{predicted}$ | Predicted tensile strength (Pa) |
| $k$          | Thermal conductivity (W/mK) |
| $\sigma_{reference}$ | Measured tensile strength (Pa) |
| $n$          | Graphite nodules nucleation constant |
| $\sigma_{ULT}$ | Ultimate strength (Pa) |
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