An efficient hybrid model for cluster head selection to optimize wireless sensor network using simulated annealing algorithm
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Abstract

Objective: Energy efficiency aspect in wireless sensor networks (WSN) can be achieved by small sized rechargeable and easily replaceable batteries. The lifetime of wireless sensor network can be improved by identifying the efficient and reliable nodes as a cluster heads using Hybrid Simulated Annealing algorithm. The proposed algorithm identifies cluster head to reduce overhead and is capable of handling high volume of nodes with minimum node death rate. Methods: This study proposed initialization of population vectors using the opposite point procedure, self-adaptive control approach by node mutation rate, crossover rate, node capacity and cluster head allocation. Findings: A case study in the proposed work is found to be better in throughput, accuracy, efficiency, energy utilization, batteries recharge ability and replacement procedures compared to the conventional methods. By the analysis and comparison of the proposed method with existing methods, it is identified that the reduction of the number of dead nodes gradually increases the throughput and lifetime of the nodes with respect to the number of iterations. Novelty: To overcome the limitations of conventional Low Energy Adaptive Clustering Hierarchy (LEACH), harmony search algorithm (HSA), modified HSA and differential evolution, we propose a hybrid optimal model using simulated annealing algorithm which includes a node capability function. It is used to improve the network lifetime of the cluster heads and sensor nodes. The proposed method have capability of batteries recharge ability and replacement option to improve network throughput and reliability of network.
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1 Introduction

The wireless sensor network is a symbol of the fourth generation of sensor network. It is a distributed self-organizing network and combines the acquisition of data, processing and communication functions together. There is a wide range of applications for these wireless sensor networks which include agriculture, military, transportation etc. A limited number of batteries power these nodes with to extend the lifetime and hence reduces the energy consumption. Division of a reasonable clustering routing protocol into three main groups, namely, cluster setup phase, cluster head election phase and data transmission phase proved to be an effective method to reduce the energy consumption in wireless sensor networks. The sensor node groups, in the cluster setup phase, forms clusters of various sizes in the detection area. Depending on an electoral mechanism, few nodes are selected as cluster heads and the remaining behave as member nodes in the cluster head election phase. In the data transmission phase, it is the responsibility of the member nodes to collect in environmental information and transmit it to the cluster heads. Following the aggregation and data fusion the cluster heads forward this data to the base station. The base station transmits this data to the control center through satellite, internet or a mobile network. The center personal will take decisive actions based on the current environmental information. Figure 1 shows a typical wireless sensor network logical hierarchy diagram.

Fig 1. Functional block diagram of wireless sensor network

In modern years, different countries researchers have projected a range of clustering protocols for WSNs. There are numerous classical protocols, such as LEACH (Low-Energy Adaptive Cluster Hierarchical) (1, 2), SEP (Stable Election Protocol) (3), DEEC (Distributed Energy-Efficient Clustering) (4) & HEED (Hybrid Energy Efficient Distribution) (5). A novel group-based, cluster-based hierarchical division scheme which lessens the number of hops in a cluster is projected in (6) & a hybrid clustering method combining static & dynamic clustering is projected in (7). M. Karpagam (8) propose Multi-objective evolutionary algorithms (MOEAs) to obtain the optimal network arrangement. A Chain Based Cluster Co-operative Protocol (CBCCP) is projected in (9) and Markov model is taken into account in (10). Monjul Salkia (11) recommend a new network structure model, compared to the original energy consumption model (12), the formula for finding the optimal cluster number in the area is proposed in a given WSN.
WSN is a network of two or more sensors nodes that operates at remote places to sense the data that are application specific, like some sensors sense the data related to the atmosphere to forecast the weather, some sensors are intended to sense the vibration of the bridges to forecast its durability and so on. The sensors are outfitted with the minute batteries to supply energy to sense, process & transmit the information to other nodes or the base station using wireless connectivity, nodes consume more energy to communicate depending on the location of the Cluster head (CH) or the Base Station (BS) rather than sensing & processing data. Once every sensor nodes inside network are out of power then entire network dies resulting in the network failure, hence it is much-needed to optimize the energy consumption of the node. Optimization can be achieved by finding the rules or procedure that reduces the number of node's death. Optimization can be achieved either by self-recovering from the failure that is heuristic or the higher-level heuristic procedure known as metaheuristic. Heuristic approach considers the particulars of one problem at a time providing the solution that has a local scope and fails to provide the global optimum solutions. On the other end, metaheuristic approach considers particulars of entire problem at a given point of time to provide the global solution to optimize the network lifetime.

A number of methods of topology control have been proposed for WSNs. However, clustering has been confirmed to be the most proficient and extensively used system for overseeing structure of a given network. Furthermore, cluster-based routing mechanisms have been showcased in the. These mechanisms include two phases: The set-up phase and the steady state phase. In the set-up phase, all sensor nodes are structured in the form of clusters. In every cluster, a Cluster head (CH) selection algorithm is executed to choose a node as the leader of the corresponding cluster and carry out associated tasks. Hence, every cluster has member nodes and a CH. Subsequent to the CH selection, the steady-state phase starts and the CH aggregates the data received from adjoining member nodes and transmits it to the BS directly (single-hop communication) or through other CH nodes (multi-hop communication) as demonstrated in Figure 2.

Fig 2. Fundamental functional diagram of cluster based wireless sensor network. (a) single-hop communication and (b) multi-hop communication from sensor nodes to the end user through base station (BS)
On the other hand, multi-hop communication within a cluster can lessen the number of communication links and evade the communication congestion compared to direct communication. This is due to the fact that the CH has to communicate with extra member nodes simultaneously. Additionally, multi-hop communication can allow member nodes to help the CH in sharing the task of data aggregation and reduce the energy consumption of CHs. This leads to the improved lifetime of the underlying network. The recompenses of heuristic approach is that it always tries to provide the acceptable solutions to the given problem by using trial and error approach in a small duration whereas the metaheuristic approach like Genetic algorithm, Differential Evolution (DE), Simulation Annealing (SA)\(^{17}\) are generalized and black box procedures that can be used in various areas, it always tries to provide solution that might not be the best but optimal solution for a given problem\(^{18}\). The approach used in\(^{19}\) tries to use DE together with optimization of particle swarm for the purpose of node localization. The approach specified in\(^{8}\) uses fuzzy to select the cluster head providing intermediate solution rather than the optimal solution as it requires entire network information, hence this approach does not suit in the environment where the nodes are deployed randomly. The cluster heads in WSN are selected using metaheuristic approach, as these approaches support next generation algorithms in selecting a better set of population providing a better offspring by making use of fitness functions\(^{20}\).

In this study, an algorithm based on DE and SA to optimize the lifetime of wireless sensor network is proposed. On the other hand, a lot of work that focus on selecting the cluster head based on distance from base station and residual energy is been carried out in the field of WSN\(^{21}\).

The in-advance demise of the heads of cluster is due to overload caused by inappropriate assignments of sensor nodes to the heads of cluster during formation of the cluster which in due course increases the latency thereby reducing the performance\(^{22}\). As the main aim of this study is to optimize the network lifetime by using DE and SA approach, this Hybrid approach has shown that it can perform better to other approaches such as LEACH, HAS, MHSA in maximizing the lifetime of the wireless sensor network by selecting cluster head optimally.

1.1 The homogeneous sensor networks

A sensor network which is called homogeneous comprises a main station called Base Station and also there are sensor nodes in this network which are capable of the similar kind of competencies, i.e., in other words, their power of computing & capability of the memory will be same. The data gathering process in such type of networks is dependent on the propagation structure of data. There are couple of topologies namely hierarchical and flat which are very familiar structures that are largely premeditated for propagation & gathering of data in networks which is homogeneous in nature. Within a network which is hierarchical in nature, there is a prearrangement of the sensor nodes inside the given clusters, in a way that the heads of the cluster will be serving as straightforward relays for the communication of data. Since the heads of the cluster will be having the identical communication ability as that of the available sensor nodes, the least amount (or min number) of required clusters is got from the throughput's upper limit. Nevertheless, the superior throughput that can be obtained with the help of clustering enforces the price of additional nodes that work as Heads of the clusters. The collection of data in a hierarchical network includes merging data of all the CHs which would actually lessens the amount of messages that is been transmitted to the BS. In Conclusion, we can say that the efficiency of network is amplified in terms of the consumption of the power or in other words energy.

1.2 The heterogeneous sensor networks

Within the network, that is heterogeneous in nature, the movable base stations are positioned in the locale of network & they haphazardly keep shifting here and there, and gather the data unservingly from all the ordinary sensor nodes that are available, or they would make use some of the other sensor nodes to rerun data. It is possible that the sensors could have been disseminated as a dotted approach while the detachment among given couple of sensor nodes could possibly be elongated. The Longer distance among the given sensor nodes implies that there will be more energy that will be frenzied for the communication of data. Also, parallelly the sensor nodes should be capable of sensing the data and then communicating the data with the neighbouring sensors for an elongated amount of time. Most of the pragmatic results demonstrate that the collection of data with moving destinations can actually extend the lifetime of the given network. Figure 3 shows the fundamental structure of fundamental structure of Heterogeneous and Homogeneous in WSN.

This study is structured in the following manner, II section depicts the job conducted associated to description of the problem. III section describes the system model of WSN. IV section describes the proposed hybrid SAA approach to optimize the network lifetime of WSN. In V section, simulated results are discussed and at the last, section VI would have the work conclusion.
2 Related work

Today, there exists a huge number of clustering algorithms among which the widely known and used algorithm in Wireless Sensor Network is LEACH. It forms the cluster of sensor nodes depending on the established strength of the signal & uses the random probabilistic distribution to reduce the dissipation of energy. The LEACH consists of two phases, in the set-up phase the head of cluster is selected on round basis followed by steady-state phase that includes information transmission.

The cluster head in LEACH is elected with a probability \( p_{ch} \) that means, consider a group of sensor nodes that are eligible to become a cluster head and is denoted as \( S_{ch} \), Let \( t \) be the iteration and \( p_{ch} \) be the probability that each eligible node become the cluster head. A range of random numbers between 0 and 1 is selected for each eligible node, if the selected number falls below the threshold \( T_h \) then that node be elected as the head of cluster as shown in equation (1).

\[
T_h = \begin{cases} 
\frac{p_{ch}}{1 - p_{ch}^n (t \mod \frac{1}{p_{ch}})} & ; n \in S_{ch} \\
0 & ; n \notin S_{ch}
\end{cases}
\]  

(1)

The other two protocols in WSN that are based on evolutionary approach are Particle Swarm Optimization (PSO) and Ant Colony Optimization (ACO). These two protocols presume that the nodes are scattered equally inside WSN, select cluster heads in WSN, based on modest approach and ask the non-cluster head nodes to join the close by Cluster heads to form the cluster. The drawback of this approach is that it creates overload to Cluster heads where huge number of sensors are deployed near to it. The authors in the study, have used PSO technique for clustering and communication in the wireless sensor network and it is also been highlighted that the PSO efficiently optimizes the network lifetime of WSN, however the study in shows that PSO technique suffers from a problem called curse of dimensionality. The study in has showed that the Differential Evolution (DE) techniques proves to be the best for clustering among all other conventional methods in WSN, it also states that DE technique is simple, consisting of fewer parameters, reliable and provides the optimum solutions in each run.

In the study the author has showed that the DE is best suited for all the newly emerging problems that are related to optimization. In the study it was highlighted that the HAS and MHSA suffers from problem of fixed pitch adjustment rate that causes uncertainty resulting in local optimum value and random search directions slows down the convergence towards

Fig 3. Fundamental structure of (a) Homogeneous (b) Heterogeneous in WSN
optimum value. The limitations of HAS and MHAS can be overcome using DE by increasing the local search capacity using population multiplicity\(^{(36,37)}\). However, DE supports the decision variables based on the real numbers and the convergence in DE is not stable and locks itself into local optimum solutions thereby by not guaranteeing the optimum solutions. The study in \(^{(38,39)}\) states that the simulated annealing makes use of probabilistic jump avoiding the process of search in local minimum during local optimal solution. The optimization process using SA requires longer duration resulting in reduced convergence speed. In addition to it, SA does not guarantee the optimal solution in all the run, that means SA gives many solutions and few among these solutions are not optimal one.

### 2.1 Differential evolution

Differential evolution algorithm is based on metaheuristic approach\(^{(38)}\). DE algorithm is simple and flexible enough to optimize the solutions of various multimodal search spaces. In addition to these, the algorithm is robust that targets to obtain global optimization. Both DE algorithm and Genetic algorithm are based on the evolutionary approach. The difference is that unlike genetic algorithm in which crossover operation is followed by mutation operation which is used occasionally, DE makes use of mutation operation to produces a better offspring in each generation comes first followed by the crossover operation. Binary representations is used by genetic algorithm on the other hand real numbers are used by differential evolution\(^{(39,40)}\). Figure 4 shows the DE flowchart and includes below points.

- For a specific generation ‘Gen’, the populace vector ‘i’ is initialized by means of the set of random value with n as the upper limit value of populace and is given in Equation 2.

\[
A_i;\text{Gen} = \{a_1;\text{Gen}, a_2;\text{Gen}, a_3;\text{Gen}, a_4;\text{Gen}, \ldots, a_n;\text{Gen}\}
\]  

- The target vectors are used to produce a donor vector in the process of Mutation is given in equation 3.

\[
m_i;\text{Gen}+1 = a_{r1};\text{Gen} + A_F (a_{r2};\text{Gen} - a_{r3};\text{Gen})
\]  

Three random values namely \(r_1;\text{Gen}, r_2;\text{Gen}, r_3;\text{Gen}\) are selected in the random number set \(\{1, 2, 3, 4, \ldots, n\}\) and differential variation’s amplification factor is represented as \(A_F\).

- In DE, crossover operation follows the mutation phase during which it generates the trail vectors which is known as crossover rate (Cr) which is then compared with the random number set in the [0,1]. If the crossover rate (Cr) founds to be smaller than the random number then donor vector is used otherwise the similar vector is chosen as given in equation 4.

\[
c_i;\text{Gen}+1 = \begin{cases} 
m_i;\text{Gen}+1 & \text{random (i) } < \text{CO}r \\ 
A_i;\text{Gen} & \text{random (i) } > \text{CO}r 
\end{cases}
\]  

- Next generation vectors are selected among the trail or target vector in the selection phase as given in equation 5.

\[
a_i;\text{Gen}+1 = \begin{cases} 
c_i;\text{Gen}; \text{ capable (c}_i;\text{Gen}) \geq \text{ capable (a}_i;\text{Gen)} \\ 
\text{x}_i;\text{Gen}; \text{ otherwise}
\end{cases}
\]

### 2.2 Simulated annealing (SA)

SA is based on metaheuristic algorithm and is suitable for materials because it does not rule out even the worse solution. This property of SA is very important that the solutions that are produced during the first iteration might not be the worst\(^{(41)}\). The solution is not rejected even if it does not meet the criterion but it is rejected with the probability as shown in equation 6 and equation 7.

\[
p_r = \exp \left( -\frac{\Delta E_I}{K_BT} \right)
\]
The equation (9) represents the energy change in equation (8) as follows:

$$\Delta E_L = \gamma \Delta C$$  \hspace{1cm} (7)

Where the Boltzmann's constant inverse is selected as $' \gamma '$ and change in the capable function is denoted like $\Delta C$. On replacing change in power in Equation (8), the resulting likelihood is given as below:

$$p_{res} = \exp \left( - \frac{\Delta C}{T} \right)$$  \hspace{1cm} (8)

Where the energy level change is denoted as $\Delta E_L$, Boltzmann constant is represented as $K_B$, temperature which is the fitness functions average value is denoted as $' T '$ and Boltzmann's constant inverse is selected as $' \gamma '$. The exponential value of the temperature and the fitness function difference is used to express the probability.

### 3 System model

The model of radio dissipation includes two sections the transmitter and receiver that are set apart by a distance, d. The transmission section includes the amplifier for transmission and to transmit electronics and receiving electronics are part of receiving section that transmits the information in the form of bits. Let us assume that the rectangular filed consists of sensor nodes \(^{(43)}\). The nodes require $E_{TX}$ amount of energy to transmit and $E_{RX}$ amount of energy to receive K information over a distance of d and are given in equation (9) and (10) as follows:

$$E_{TX} = \begin{cases} 
  kE_c + k\varepsilon_{AF}d^2, & d \leq d_0 \\
  kE_c + k\varepsilon_{Amp}d^2, & d > d_0 
\end{cases}$$ \hspace{1cm} (9)

$$E_{RX} = kE_c$$ \hspace{1cm} (10)

The energy consumed to transmit data of one bit is denoted as '$E_c$'; The coefficient of amplification in the free space from the transmission amplifier is given by '$\varepsilon_{AF}$' and amplifier coefficient considering multi path is given by '$\varepsilon_{Amp}$'.

The following observations about the network are noted.

- In the network, it is considered that the nature of the nodes is quasi-stationary.
- The consumption of energy by the sensor nodes depends on their distance to either the base station or the cluster head and is not the same for all the nodes.
- Network nodes are not aware of their own location.
- Every network nodes are of same kind.
- The network nodes organize themselves and require no monitoring once they are deployed.
- The power levels in every node are fixed.

### 4 Proposed hybrid simulated annealing algorithm (Hybrid SAA)

Hybrid SAA algorithm mainly involves 4 phases: Initialization of the populace vector, mutation, crossover & selection phase:

- The steps below illustrate the working of Hybrid SAA:
  - The network consists of group of sensor nodes and is depicted by $S = \{s_1, s_2, s_3, s_4, \ldots \ldots \ldots s_n\}$
  - The cluster heads are elected from this set of nodes.
  - Making use of procedure given in the section 4.7 all the nodes are attached to the cluster heads to form a cluster.
  - The population vector is initialized using the set of random number that has a range of value from [0, 1].
  - The next step involves mutation followed by crossover and then SA algorithm is used in selection process to select next Gen vectors.

In this work, it is assumed that the value of threshold is set to 0.5. The population vectors are initialized using opposite point method. That means, the initial set of population vectors is used to generate another set vector in order to optimize the value and this process is known as opposite point method. The ‘n’ fittest individual in the given set are selected for the following generation. The random number from [0, 1] is initially selected for the mutation process.

https://www.indjst.org/
Fig 4. Proposed hybrid optimal model using simulated annealing algorithm flow chat
The literature section of the reference\(^{(43)}\) uses the notation DE/x/y, where ‘x’ is a randomly selected mutation vector, the number of variances used in the mutation phase is represented by ‘y’ and the crossover scheme accepts binomial or exponential value and is represented using ‘z’. In the proposed work, the operation DE/random/1 is performed if the selected random number exceeds the given threshold value else DE/current-to-best/1 is performed. The crossover phase makes use of blending rate that is generated using Gaussian distribution and the value for the ‘z’ factor is computed using equation (14). The selection phase makes use of simulated annealing algorithm to select the best next generation offspring. The population size, amplification factor & finally the crossover rate are three important parameters on which differential evolution algorithm is based, both the crossover rate & amplification factor are self-adapted. The flowchart in the Figure 4. Illustrates the hybrid algorithm and the following sections explain working of each step in the algorithm.

4.1 Initialization of populace vectors by means of the opposite point technique

Instead of selecting the population randomly, a technique called as opposite point method is used to select population for the problems that requires global optimization. The aim of this phase would discover the paramount set of populace using opposite point method before and after each round of the evaluation to discover the position nearer to the worldwide optimum value\(^{(44)}\).

The phase includes below steps:

- The population is initialized randomly accordingly to the size population.
- The opposite point method is used to compute opposite population.
- The union of both randomly selected population and the population generated using opposite point method is computed.
- The fittest individual of size n is chosen from the union and the procedure is repeated after selecting the next round offspring.
- The operations of DE algorithm such as mutation, crossover & selection are used to obtain the next generation.
- The opposite populace is retrieved.
- In the process the fittest individuals for size n are selected.
- The next generation is incremented.

4.2 Self-adaptive control parameters

The population size, crossover rate and the amplification factor are parameters of the Differential Evolution that controls the optimum solutions. The amplification factor represented by (AF), the crossover rate is represented by (CO\(_r\)) changes for each individual in each round of computation and hence they are made as self-adaptive to obtain a best result\(^{(18)}\) as given in equation 11 and equation 12.

\[
AF_{i, Gen+1} = \begin{cases} 
Ad_{fj} + \text{random}_j * Ad_{fu} \text{ (random 2} < \tau_1) \\
AF_{i, Gen} \text{ Otherwise} 
\end{cases} 
\tag{11}
\]

\[
CO_{r, Gen+1} = \begin{cases} 
\text{random} (\text{ random 4} < \tau_2) \\
CO_{r, Gen} \text{ Otherwise} 
\end{cases} 
\tag{12}
\]

The uniform random values are given by random\(_j\), where \(j \in \{1, 2, 3, 4\}\) and the adjustable factor (Ad) & crossover rate (CO\(_r\)) are adjusted using the probabilities \(\tau_1\) and \(\tau_2\) respectively. The value of 0.9 is selected as Upper bound (\(f_u\)) and 0.1 is selected has the lower bound (\(f_l\)). The amplification factor is adjusted using the probabilities \(\tau_1\) and \(\tau_2\) whose value is selected as 0. For the new vector \(a_{i,G+1}\), the amplification factor has an influence on other operations of DE such as mutation, crossover, and selection operations.

4.3 Mutation

The threshold value is chosen as 0.5. The number is randomly selected in a range of [0, 1] and is compared with the given threshold value, the operation DE/rand/1 is performed if the selected random number exceeds the given threshold value otherwise DE/current-to-best/1 is executed, as given equation 13.

\[
m_{i, Gen+1} = \begin{cases} 
a_{1, Gen} + AF_{i, Gen+1} (a_{2, Gen} - a_{33, Gen}) \text{ ; random}[0, 1] \leq 0.5 \\
a_{i, Gen} + AF_{i, Gen+1} (a_{best, Gen} - a_{i, Gen}) + AF_{i, Gen+1} (a_{33, Gen} - a_{i, Gen}) \text{ : Otherwise} 
\end{cases} 
\tag{13}
\]
4.4 Crossover

Similar to DE algorithm, with the probability of \( CO_r \) complete small portion of mutant vector is kept, the rest of the features are indirectly inherited from the parent vector using mix ratio defined by the blending rate \( B_r \). For the next generation, the vector \( c_{j,i,Gen} \) is considered to be \( m_{j,i,Gen} \), in case the blending rate value \( B_r \) is considered to be 0 as given in equation 14.

\[
c_{j,i,Gen} = B_r \times a_{j,i} + (1 - B_r) \times m_{j,i,Gen}
\]

With the mean \( \mu \) & standard deviation \( \sigma \), the normal distribution is given by \( N(\mu, \sigma) \) and the blending rate represented by \( Br \) is given by \( Br=\text{N}(0.5, (1/2\pi)) \).

4.5 Selection

\[
x_{i,Gen+1} = \begin{cases} 
    c_{i,G} & \text{capable (}c_{i,G}\text{)} \geq \text{capable (}a_{i,G}\text{)} \\
    a_{i,G} & \text{choose with a probability of } p_i \\
    c_{i,G} & \text{otherwise}
\end{cases}
\]

The selection process makes use of the SA algorithm as given in equation 15, the idea behind this is that at the end of each round the worst solution is not directly rejected but it is rejected based on the probability given by equation 16. The probability is computed as the exponential form and is given by the disparity of fitness function to its middling value in every round. Based on the solution of the fitness function, either the value of ‘a’ or ‘u’ is selected for the subsequent generation, that means if the solution of the fitness function is higher than the original solution then u is selected else the value of ‘a’ is selected using probability.

\[
\text{probability} = \exp\left(-\frac{(\text{capable}_{u(i+1)} - \text{capable}_{a(i)})}{\text{average (Capable) }}\right)
\]

4.6 Capability function

The fitness function considers nodes energy and distance as an important parameter as shown in equation 17, 18 and 19 and flowchart shown in Figure 5. The main goal of the fitness function is to obtain the most excellent next generation populace vectors set.

\[
capability = \varepsilon \times l_1 + (1 - \varepsilon) \times l_2
\]

\[
l_1(x) = \frac{E(x)}{\sum_{\forall y \neq x} E(y)}
\]

\[
l_2(x) = \frac{(z - 1)}{\sum_{\forall y \neq x} d(x,y)}
\]

Where \( \varepsilon \) is the constant that is defined by the user to find each function contributions, the ratio of present node’s energy to the cluster nodes energy is given by \( l_1 \); the distance between the node ‘x’ and the cluster nodes is defined by Euclidean distance and given by \( l_2 \) and the distance beginning node ‘x’ to node ‘y’ is given by \( d(x, y) \) and the total amount of nodes in the cluster is specified by ‘z’.
4.7 Cluster head allocation procedure

The following procedure explains how the sensor nodes be attached to the heads of cluster after electing the group of heads of cluster & the nodes in the WSN.

- The $C_{head}(S_j)$ represents a set of cluster head that are found by group of nodes that are within 20m.
- The $C_{head}(S_j)$ index number is then taken into account.
- The random number in the range of $[0, 1]$ is selected as population $a_{i,Gen}$.
- The product of $(a_{i,Gen} * C_{head}(S_j))$ is calculated and the ceil of the product is considered.
- The ceil value is used to assign the sensor nodes to the cluster head. If the value of the ceil is 2 then new $C_{head}(S_j)$ is chosen. The Table 1 shows how the cluster head is selected using the above said approach.

![Flow chart for capable node selection protocol.](https://www.indjst.org/280)
Table 1. Identification of cluster head using proposed algorithm

| Sensor | $C_{\text{head}}(S_j)$ | $|C_{\text{head}}(S_j)|$ | $a_{i, \text{Gen}}$ | $\text{Ceil} ((a_{i, \text{Gen}} \times C_{\text{head}} (S_j)))$ | Assigned CH |
|--------|------------------------|------------------------|------------------|---------------------------------|-------------|
| $s_1$  | $\{CH_3, CH_1, CH_2\}$ | 3                      | 0.48             | 2                               | $CH_1$,     |
| $s_2$  | $\{CH_4, CH_5\}$      | 2                      | 0.195            | 1                               | $CH_4$      |
| $s_3$  | $\{CH_5, CH_3\}$      | 2                      | 0.41             | 1                               | $CH_3$      |
| $s_4$  | $\{CH_4, CH_3, CH_5, CH_2\}$ | 4                   | 0.68             | 3                               | $CH_5$      |
| $s_5$  | $\{CH_5\}$            | 1                      | 0.85             | 1                               | $CH_5$      |
| $s_6$  | $\{CH_1, CH_2\}$      | 2                      | 0.635            | 2                               | $CH_2$      |
| $s_7$  | $\{CH_2\}$            | 1                      | 0.25             | 1                               | $CH_2$      |

Fig 6. Flow chat for cluster head selection protocol
Figure 6 shows the flowchart of cluster head. The functions of different blocks in the block diagram has been listed below:

- A new election message gets broadcasted within the cluster when the current cluster head’s battery power level becomes less than a threshold value after serving a predetermined duration.
- After voting of the cluster members, the cluster head decides the winner based on majority. The node with second highest number of votes becomes vice cluster head. This node takes the function of cluster head in case the elected cluster head fails before handing over its task to the successor.
- The latest victor & the subordinate C-H have to exceed a confront reply from the contemporary C-H prior to the circumstance wherein they are endorsed to obtain office.
- In case single or two of them be unsuccessful, the current C-H notifies the cluster members & begin a fresh selection.
- On the other hand if they succeed the C-H multicasts the Victor & runner-up to all the cluster members.

5 Results of simulation & discussion

The simulation to evaluate the performance of the network using the proposed approach along with various algorithms like DE, HAS, MHSA and LEACH is done using Matlab 2019a simulator. During the simulation process all the important parameters that are defined in the reference \(^{(46,47)}\) which affects the network performance are considered and documented in Table 2. In addition to the parameters that are defined in the reference \(^{(48,49)}\) the parameters such as consumption of energy by nodes, total number of dead and alive nodes & throughput are examined and plotted alongside the number of nodes.

| Parameter         | Value                  |
|-------------------|------------------------|
| Area              | 200 * 200 m\(^2\)      |
| k, packet size    | 4000                   |
| \(E_c\)           | 71nJ                   |
| \(E_{fs}\)        | 10pJ                   |
| \(E_{amp}\)       | 125 nJ                 |
| \(E_{mp}\)        | 0.00135nJ              |
| No of nodes       | 150                    |
| Initial energy of nodes | 0.5 J                 |

Fig 7. Node allocation using random deployment in wireless sensor network
The Figure 7 depicts how the nodes be randomly positioned in the WSN. The nodes are then configured into clusters. The results can be found by performing 1000 runs on each seed and then averaging the results of run from 15 seeds. The Figure 8. Shows variation in the number of dead nodes due to change in the number of iteration. The network performs better if there is a minimal dead node. Table 3 shows the simulation analysis of dead nodes of the proposed algorithm and various conventional algorithms like LEACH, HSA, Differential evolution & Modified HSA. On the other hand, if the cluster head dies then the entire cluster fails resulting in the degradation of the network performance.

Table 3. Analysis of dead nodes of the proposed algorithm with conventional algorithm

| Number of Nodes | Proposed HSAA | Differential Evolution | HSA      | Modified HSA | LEACH |
|-----------------|---------------|------------------------|----------|--------------|-------|
| 0               | 0             | 0                      | 0        | 0            | 0     |
| 100             | 1.56          | 6                      | 3.5      | 4            | 3.9   |
| 200             | 5.33          | 12                     | 9        | 9.23         | 9.25  |
| 300             | 11.23         | 19                     | 15       | 15.23        | 15.23 |
| 400             | 18.23         | 35                     | 22       | 19.8         | 22.56 |
| 500             | 21.96         | 43                     | 29       | 29.86        | 29.665|
| 600             | 28.66         | 50                     | 36       | 37.65        | 48.66 |
| 700             | 37.23         | 59                     | 41.2     | 41.253       | 64.366|
| 800             | 43.366        | 67                     | 48.23    | 48.699       | 73.66 |
| 900             | 48.96         | 72.5                   | 53.23    | 53.669       | 78.87 |
| 1000            | 79.02         | 80                     | 80       | 80.99        | 82.36 |

Fig 8. Analysis of number dead node with respect to number of iterations
Fig 9. Analysis of number alive node with respect to number of iterations

Fig 10. Analysis residual energy with respect to number of iteration
The Figure 9 shows the total number of alive nodes which increases when the amount of nodes in the network is varied. We can observe that following the approach discussed in 4.7 to assign the nodes to the cluster heads the likelihood of premature demise of sensor nodes are reduced and consumes less energy compared to LEACH, HAS, MHSA and DE algorithms thereby increasing the network lifetime resulting in the optimization of network performance. The consumption of energy by the sensor node is very important consideration in wireless sensor network because the sensor nodes are equipped by small batteries with limited energy. Table 4 shows the simulation analysis of alive nodes of the proposed algorithm and various conventional algorithms like LEACH, HAS, Differential evolution & Modified HSA. The nodes in the proposed hybrid SAA approach found to be alive for longer time increasing the performance of the network and from the simulation result it can be observed that the proposed approach increases the network performance by 73% compared to LEACH, 52% compared to HAS, 43% by modified HAS and by 63% compared to differential evolution respectively.

![Fig 11. Analysis throughput with respect to number of iteration](https://www.indjst.org/)

Table 4. Analysis of alive nodes of the proposed algorithm with conventional algorithms

| Number of Iterations | Proposed HSAA | Differential Evolution | HSA    | Modified HSA | LEACH |
|----------------------|---------------|------------------------|--------|--------------|-------|
| 0                    | 99            | 99                     | 100    | 100          | 75    |
| 100                  | 86.32         | 76                     | 87     | 90           | 98    |
| 200                  | 76.366        | 61                     | 72.13  | 71.56        | 66.36 |
| 300                  | 63.36         | 48                     | 60.36  | 59.1233      | 52.12 |
| 400                  | 56.98         | 40                     | 46.366 | 45.1231      | 40    |
| 500                  | 53.23         | 27                     | 38.12  | 38           | 36.55 |
| 600                  | 43.236        | 16.96                  | 35.86  | 35.45        | 5     |
| 700                  | 34.2133       | 6                      | 29.56  | 28.45        | 0     |

The Figure 10 shows the residual energy of a WSN when the number of rounds are varied. The curve in the figure shows that there is a gradual increase in the residual energy due to nodes death using Hybrid SAA approach. This is because of the fitness function which is a result of the distance and the residual energy.

https://www.indjst.org/
**Table 5.** Analysis of residual energy of the proposed algorithm with conventional algorithms

| Number of Iterations | Proposed HSAA | Differential Evolution | HSA | Modified HSA | LEACH |
|----------------------|---------------|------------------------|-----|--------------|-------|
| 0                    | 45            | 44                     | 49  | 50           | 45    |
| 100                  | 45            | 41                     | 33  | 34           | 30    |
| 200                  | 40            | 35                     | 27  | 28           | 25    |
| 300                  | 35            | 30                     | 22.96 | 24          | 23.12 |
| 400                  | 30            | 25                     | 21.45 | 19.23       | 19.23 |
| 500                  | 25            | 20                     | 16.23 | 17.36       | 16.12 |
| 600                  | 20            | 15                     | 11.13 | 12.333      | 12    |
| 700                  | 15            | 10                     | 10.1 | 11          | 8.23  |
| 800                  | 10            | 5                      | 4    | 5            | 6.26  |
| 820                  | 9             | 4.23                   | 1    | 2            | 6     |
| 840                  | 8             | 3.23                   | 0    | 1            | 1     |
| 860                  | 7             | 2.23                   | –    | 1            | 0     |
| 880                  | 5             | 1.23                   | –    | 0            | 0     |

Table 5 shows the simulation analysis of residual energy of the proposed algorithm and various conventional algorithms like LEACH, HAS, Differential evolution & Modified HSA. The Figure 11. Shows how the proposed approach out performs other approach such as LEACH, HAS, MHSA and DE algorithms in terms of throughput. It can be seen that the throughput is increased due to the number of alive nodes and more quantity of data is transferred in each round. The experiments are conducted by varying number of rounds and found that high throughput is achieved.

### 6 Conclusion

In this study, an efficient hybrid model for cluster head selection in order to optimize wireless sensor network using simulated annealing algorithm has been proposed. It is used to improve lifetime of wireless sensor network by reducing dead nodes with respect to number of iterations. The proposed algorithm optimizes the energy consumption by adopting battery replacement and recharging capability. With respect to simulation and performance analysis, results have shown that the network lifetime with Hybrid SAA approach has been increased by 45% as compared to modified HSA algorithm, while dead node reduces by 73%, 52 %, 43%, and 63% as compared to LEACH, HSA, MHSA and DE respectively.

### Acknowledgement

The authors would like to thank SJC Institute of Technology, Technical Education Quality Improvement Programme (TEQIP) Cell and Visvesvaraya Technological University (VTU), Belagavi for all the support and encouragement provided by them to take up this research work and publish this paper.

### References

1. Naguib A. Multilateration Localization for Wireless Sensor Networks. *Indian Journal of Science and Technology*. 2020;13(10):1213–1223. Available from: https://dx.doi.org/10.17485/ijst/2020/v13i10/150005.

2. Jothimani A, Edward AS. Implementation of Smart Sensor Interface Network for Water Quality Monitoring in Industry using IoT. *Indian Journal of Science and Technology*. 2017;p. 1–7. Available from: https://doi.org/10.17485/ijst/2017/v10i6/108448.

3. Nighot M, Ghatol A. Energy Aware - Bio-Inspired Hybrid WSN for Area Surveillance (E-BHAS)”. *Indian Journal of Science and Technology*. 2018;p. 1–17. Available from: https://doi.org/10.17485/ijst/2018/v11i20/116606.

4. Maheswari S. Refined Fault Detection Technique in Wireless Sensor Networks. *Indian Journal of Science and Technology*. 2020;13(06):735–741. Available from: https://dx.doi.org/10.17485/ijst/2020/v13i06/000000.

5. Renuka R, Patil S. Power Efficiency of WSN - A Survey on Usage of AI Algorithms. *Indian Journal of Science and Technology*. 2017;p. 1–4. Available from: https://dx.doi.org/10.17485/ijst/2020/v13i06/109419.

6. Sridevi UK, Sophia S. Deep Learning Model to Predict the Behavior of an Elder in a Smart Home. *Indian Journal of Science and Technology*. 2019;p. 1–5. Available from: https://doi.org/10.17485/ijst/2019/v12i12/143202.

7. Ahmed M, Naeem N, Parveen S. M2DFR: Multi-layer Multipath Data Forwarding Routing Protocol for Underwater Wireless Sensor Network. *Indian Journal of Science and Technology*. 2019;p. 1–6. Available from: https://doi.org/10.17485/ijst/2019/v12i1/139794.

8. Karpagam M. HEED Protocol using a Cluster based V2V Communication”. *Indian Journal of Science and Technology*. 2019;p. 1–7. Available from: https://doi.org/10.17485/ijst/2019/v12i6/141891.
9) Baskar R, Raja PCK. Sinkhole Attack in Wireless Sensor Networks: Performance Analysis and Detection Methods. Indian Journal of Science and Technology. 2017;10(12):1–8. Available from: https://doi.org/10.17485/ijst/2017/v10i12/90904.

10) Alharthi M, Abdullah M. XLID: Cross-Layer Intrusion Detection System for Wireless Sensor Networks. Indian Journal of Science and Technology. 2017;12(03):1–4. Available from: https://doi.org/10.17485/ijst/2019/v12i13/140676.

11) Saikia M, Hussain MA. Location Dependent Key Predistribution Scheme for Square Grid and Hexagonal Grid. Indian Journal of Science and Technology. 2017;10(9):1–6. Available from: https://doi.org/10.17485/ijst/2017/v10i10/109238.

12) Singh ASR, Khan K. A New Key Management Scheme for Wireless Sensor Networks using an Elliptic Curve. Indian Journal of Science and Technology. 2017;10(13):1–7. Available from: https://doi.org/10.17485/ijst/2017/v11i13/115861.

13) Kumar D, Singh MP. Detection of Sybil Nodes in Wireless Sensor Networks. Indian Journal of Science and Technology. 2017;10(3):1–6. Available from: https://doi.org/10.17485/ijst/2017/v10i10/10641.

14) Rout ASK, Rath K. Energy Efficient Dynamic Node Localization Technique in Wireless Sensor Networks. Indian Journal of Science and Technology. 2017;10(15):1–8. Available from: https://doi.org/10.17485/ijst/2017/v10i15/93919.

15) Salehian S, Salehian R, and. An event-driven simulation for WSN clustering algorithm. Indian Journal of Science and Technology. 2018;11(13):1–11. Available from: https://dx.doi.org/10.1016/j.jnt.2020.05.038

16) Vijayarani N, Senthilkumar A. Consequence of Space Efficient Secret Sharing for Secure Multi-Path Data Delivery in WSN. Indian Journal of Science and Technology. 2017;10(10):1–7. Available from: https://doi.org/10.17485/ijst/2017/v10i10/86080.

17) Vijayarani N, Senthilkumar A. Multipath Routing Protocols in Wireless Sensor Networks: A Retrospective Review. Indian Journal of Science and Technology. 2017;10(1):1–9. Available from: https://doi.org/10.17485/ijst/2017/v10i10/106581.

18) Ramanathan P. Wireless sensor network for monitoring a patient’s physical conditions continuously using Zigbee. Indian Journal of Science and Technology. 2011;4(8):944–946. Available from: https://dx.doi.org/10.17485/ijst/2011/v4i8.20.

19) Svaranjanii S, Mohanraj S, Kavitha V. Intelligent Spectrum Decision M. Algorithms for WSN. Indian Journal of Science and Technology. 2018;11(19):1–8. Available from: https://doi.org/10.17485/ijst/2018/v11i19/122324.

20) Joshi J, Rathod J. Performance Enhancement of LEACH for Secure Data Transmission. Indian Journal of Science and Technology. 2017;10(20):1–4. Available from: https://doi.org/10.17485/ijst/2017/v10i20/10311.

21) Prakash NK, Surjith B. FPGA Based Remote Monitoring System in Smart Grids. Indian Journal of Science and Technology. 2017;10(5):1–5. Available from: https://dx.doi.org/10.1016/j.jnt.2020.06.047.

22) Hassana A, Ahmadianer. A robust clustering approach for extending the lifetime of wireless sensor networks in an optimized manner with a novel fitness function. Sustainable Computing: Informatics and Systems. 2021;30:1–10. Available from: https://doi.org/10.1016/j.scis.2020.100482.

23) Shivrji R, Nataraj KR. Design and implementation of reconfigurable DCT based adaptive PST techniques in OFDM communication system using interleaver encoder. Indian Journal of Science and Technology. 2020;13(29):3008–3020. Available from: https://doi.org/10.17485/ijst/v13i29.976.

24) Madhu TA, Komala M. Design of fuzzy logic controlled hybrid model for the control of voltage and frequency in microgrid. Indian Journal of Science and Technology. 2020;13(13):3612–3629. Available from: https://doi.org/10.17485/ijst/v13i13.1510.

25) Mallikarjunaswamy S, Sharmila N. Implementation of an effective hybrid model for islanded microgrid energy management. Indian Journal of Science and Technology. 2020;13(27):2733–2746. Available from: https://dx.doi.org/10.17485/ijst/2020/1327.982.

26) Raj KS, Siddigh SK. Intereference resilient stochastic prediction based dynamic resource allocation model for cognitive MANETs. Indian Journal of Science and Technology. 2020;13(14):4332–4350. Available from: https://doi.org/10.17485/ijst/v13i14.687.

27) Zhang X, Lu X, Zhang X. Mobile wireless sensor network lifetime maximization by using evolutionary computing methods. Ad Hoc Networks. 2020;101. Available from: https://dx.doi.org/10.1016/j.adhoc.2020.102094.

28) Keskin ME, Yigit V. Maximizing the lifetime in wireless sensor networks with multiple mobile sinks having nonzero travel times. Computers & Industrial Engineering. 2020;148. Available from: https://doi.org/10.1016/j.cie.2020.106719.

29) Shah B, Abbas A, Ali G, Isbail F, Khattak AM, Alfiandi O, et al. Guaranteed lifetime protocol for IoT based wireless sensor networks with multiple constraints. Ad Hoc Networks. 2020;104. Available from: https://doi.org/10.1016/j.adhoc.2020.102158.

30) Tekin N, Gunogor VC. The impact of error control schemes on lifetime of energy harvesting wireless sensor networks in industrial environments. Computer Standards & Interfaces. 2020;70. Available from: https://doi.org/10.1016/j.csi.2020.103417.

31) Nguyen L, Nguyen HT. Mobility based network lifetime in wireless sensor networks: A review. Computer Networks. 2020;174. Available from: https://doi.org/10.1016/j.comnet.2020.107236.

32) Sharma D, Tomar GS. Enhance PEGASIS Algorithm for Increasing the Life Time of Wireless Sensor Network. Materials Today: Proceedings. 2020;29:372–380. Available from: https://dx.doi.org/10.1016/j.matpr.2020.07.291.

33) Asha A, Halal https://www.indjst.org/. Distributed on-demand clustering algorithm for lifetime optimization in wireless sensor networks. Journal of Parallel and Distributed Computing. 2020;141:129–142. Available from: https://doi.org/10.1016/j.jpdc.2020.03.014.

34) Guimarães DA, Frigiari EP, Sakkia L. Influence of node mobility, recharge, and path loss on the optimized lifetime of wireless rechargeable sensor networks. Ad Hoc Networks. 2020;97. Available from: https://doi.org/10.1016/j.adhoc.2019.102025.

35) Umashankar ML, Mallikarjunaswamy S, Ramakrishna MV. Design of High Speed Reconfigurable Distributed Life Time Efficient Routing Algorithm in Wireless Sensor Network. Journal of Computational and Theoretical Nanoscience. 2020;17(9):3860–3866. Available from: https://doi.org/10.1166/jctn.2020.8975.

36) Umashankar ML, Ramakrishna MV. Design of High Speed Reconfigurable Deployment Intelligent Genetic Algorithm in Maximum Coverage Wireless Sensor Network. In: and others, editor. 2019 International Conference on Data Science and Communication (IconDSC). 2019:p. 1–6. Available from: https://doi.org/10.1109/IconDSC.2019.8816930.
41) Mahendra HN, Mallikarjunaswamy S. Performance analysis of different classifier for remote sensing application. *International Journal of Engineering and Advanced Technology*. 2019;9(1):7153–7158. Available from: https://doi.org/10.35940/ijeat.A1879.109119.

42) Satish P, Srikantaswamy M, Ramaswamy N. A Comprehensive Review of Blind Deconvolution Techniques for Image Deblurring. *Traitement du Signal*. 2020;37(3):527–539. Available from: https://dx.doi.org/10.18280/ts.370321.

43) Luo C, Hong Y, Li D, Wang Y, Chen W, Hu Q. Maximizing network lifetime using coverage sets scheduling in wireless sensor networks. *Ad Hoc Networks*. 2020;98. Available from: https://dx.doi.org/10.1016/j.adhoc.2019.102037.

44) Kia G, Hassanzadeh A. A multi-threshold long life time protocol with consistent performance for wireless sensor networks. *AEU - International Journal of Electronics and Communications*. 2019;101:114–127. Available from: https://dx.doi.org/10.1016/j.aeue.2019.01.034.

45) Elkamel R, Messouadi A, Cherif A. Extending the lifetime of wireless sensor networks through mitigating the hot spot problem. *Journal of Parallel and Distributed Computing*. 2019;133:159–169. Available from: https://dx.doi.org/10.1016/j.jpdc.2019.06.007.

46) Sharma H, Haque A, Jaffery ZA. Maximization of wireless sensor network lifetime using solar energy harvesting for smart agriculture monitoring. *Ad Hoc Networks*. 2019;94. Available from: https://dx.doi.org/10.1016/j.adhoc.2019.101966.

47) Khalily-Dermany M, Nadjafi-Arani MJ, Doostali S. Combining topology control and network coding to optimize lifetime in wireless-sensor networks. *Computer Networks*. 2019;162. Available from: https://dx.doi.org/10.1016/j.comnet.2019.106859.

48) Yang L, Zhu H, Wang H, Kang K, Qian H. Data censoring with network lifetime constraint in wireless sensor networks. *Digital Signal Processing*. 2019;92:73–81. Available from: https://dx.doi.org/10.1016/j.dsp.2019.05.004.

49) Chakravarthi SS, Kumar GH. Optimization of Network Coverage and Lifetime of the Wireless Sensor Network based on Pareto Optimization using Non-dominated Sorting Genetic Approach. *Procedia Computer Science*. 2020;172:225–228. Available from: https://dx.doi.org/10.1016/j.procs.2020.05.035.