Student Performance Predictions for Advanced Engineering Mathematics Course With New Multivariate Copula Models
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ABSTRACT Engineering Mathematics requires that problem-solving should be implemented through ongoing assessments; hence the prediction of student performance using continuous assessments remains an important task for engineering educators, mainly to monitor and improve their teaching practice. This paper develops probabilistic models to predict weighted scores (WS, or the overall mark leading to a final grade) for face-to-face (on-campus) and web-based (online) Advanced Engineering Mathematics students at an Australian regional university over a 6-year period (2013-2018). We fitted parametric and non-parametric D-vine copula models utilizing multiple quizzes, assignments and examination score results to construct and validate the predicted WS in independently test datasets. The results are interpreted in terms of the probability of whether a student’s continuous performance (i.e., individually or jointly with other counterpart assessments) is likely to lead to a passing grade conditional upon joint performance in students’ quizzes and assignment scores. The results indicate that the newly developed D-vine model, benchmarked against a linear regression model, can generate accurate grade predictions, and particularly handle the problem of low or high scores (tail dependence) compared with a conventional model for both face-to-face, and web-based students. Accordingly, the findings advocate the practical utility of joint copula models that capture the dependence structure in engineering mathematics students’ marks achieved. This therefore, provide insights through learning analytic methods to support an engineering educator’s teaching decisions. The implications are on better supporting engineering mathematics students’ success and retention, developing evidence-based strategies consistent with engineering graduate requirements through improved teaching and learning, and identifying/addressing the risk of failure through early intervention. The proposed methods can guide an engineering educator’s practice by investigating joint influences of engineering problem-solving assessments on their student’s grades.

INDEX TERMS Engineering mathematics performance prediction, D-vine copula, multivariate probability model, academic performance, education decision-making, statistical model.

I. INTRODUCTION

Over the last two years the problem of predicting students’ ongoing learning using joint relationships between
continuous assessments and final examinations are receiving attention from many researchers [1]–[4]. This is important as overall student outcomes define the quality of a university graduate’s attributes, and is a primary factor that influences the growth of student number and ranking of a university [5]. Higher education institutions are now focusing on ways to improve student performance by provisioning early learning support through evidence-based student performance evaluation methods. Predicting and analysing performance is critical for academic progress [6] but from an educator’s perspective, this issue remains a challenging task given the influence of many factors that affect a student’s performance. Examples of such factors include the family background, psychological status, past schooling or academic achievements, and a learner’s interaction with their peers and teachers throughout the teaching period [7]. Therefore, predictive models based on continuous assessments, that are often part of engineering education curriculum, and those that can map out an early learning phase of students in a course, can potentially yield helpful information for academics to implement strategies to improve teaching and learning [8], [9]. The qualitative and quantitative approaches employed to predict student performance are categorised in the human-based and computer-based methods. Examples of human-based methods are those that use a teacher’s own judgement [10], [11] and self-reports [12] but computer-based methods often aim to apply statistical and data mining methods to predict a student’s performance [3], [13], [14]. Data mining techniques use advanced statistics or machine learning methods, among others, as one of the most widely used approaches for performance prediction e.g., [1], [4], [7], [15], [16]. Whilst these approaches are contributing towards developing evidence-based teaching strategies to advance student progress in study disciplines, there is a need to develop advanced data mining methods [17] that can consider student’s continuous assessments, and their joint effects with other forms of ongoing tests. This may be useful to develop early intervention plans to prevent the failure in a course.

In this paper we developed multivariate distribution models utilizing assessment (e.g. quiz, and assignment) to predict a weighted score for engineering mathematics course and determine its influence on the final grade using student performance data and copula models. Copulas have excellent capabilities to consider non-linear dependence structure among variables and have shown good predictive skills in modelling non-normally distributed data in non-education areas [18]–[20]. It is worth noting that despite some attention to copulas in modelling non-linear marginal distribution data, there appears to be a paucity of straightforward approaches that can derive joint distribution functions between the marginal distribution of a set of predictors and a target. This is especially true for the field of education despite such variables playing a key determinate role in student success. It is therefore of prime interest to estimate joint distribution effects of interacting variables, such as quizzes and assignments, and further identify how these variables influence a weighted score to assign a passing grade.

This research paper considers well-established theory of copulas [21] and further builds the original method into a new predictive framework for engineering education decision-making. We apply a new copula approach to the data from a web-based (online) and face-to-face (on-campus) engineering students’ performance. Copulas are advantageous in modelling the joint distribution between variables where their marginal distributions and the data features are otherwise relatively separate. We adopt copulas based on their capability to analyse joint dependence structure, and constructing models that are assumption-free and non-parametric. Free from the influence of marginal distribution linear assumptions [22], copulas provide a distinct advantage in probabilistic or conditional estimation considering different predictors, their relative strength and joint features and conditional probability. These features provide flexibility in modelling practical data encountered in fields such as education where variables like assessments, time spent on online learning management systems, and teaching or learning activities used to determine student learning outcomes.

The choice of copula approach in this study is motivated by extensive applications of the method in many advanced modelling areas. Examples include actuarial studies and finance [23]–[25], econometrics and marketing [26]–[28], and agriculture and hydrology [18], [19], [29]–[34]. Copulas were recently used to investigate the influence of climate variability on systemic weather risks, particularly using joint models to maximise the spatial diversification portfolios in insurance industry [29]–[31]. These studies, articulated the benefits of copulas in jointly studying the dependence structure and modelling multivariate predictors/targets. It is imperative to mention that probabilistic models are potent tools that can evaluate the risk by considering the tail distribution of any data, where for example, a set of extreme values are considered realistically and within a Bayesian model framework [35]. This copula approach can therefore extend the capabilitiesfunctionalities of conventional machine learning models that are capable of simulating single data values in a test set after taking the training parameters from a training set. It can also simulate the whole distribution, and tails (or extreme values) that machine learning may offer a limited capability to pursue. Taking the key findings from these studies, we also aver that the continuous assessments for engineering problem solving can take any value, occupy a very low, or a very high score that creates a tail distribution pattern. They could also differ in how a weighted score or a final grade is distributed; so the capability of copulas in studying tail distribution features jointly with a target variable is considerably advantageous in present research.

For the specific case of education and social sciences discipline, copulas have been rather limited, although a study by Vuolo [20] has built such models to simulate the spousal mortality with empirical examples of association between unemployment and suicide rate. That study has considered
the joint dependence structure between count (i.e., the number of days of drinking alcohol) in respect to a skewed, continuous variable (i.e., grade point average) and therefore demonstrated the merits of copula models in social sciences. Similarly, copula models may be particularly beneficial in studying a student’s performance based on assignments and if such models are developed, the Faculty can adopt them to mitigate risks of student failure in courses well ahead of an examination period [8]. The proposed copula models may be used to assist educators in better preparing students through their learning journeys.

Justifications to adopt the copulas are made with respect to the significant proportion of student learning data, that by the virtue of their social variability, learning patterns and causal factors, is divergent from a normal or Gaussian distribution and free from assumptions used in traditional models. By fitting an appropriate skewed distribution function to student assessment data (e.g., assignments as an input) versus a target (i.e., an examination score) or considering another outcome of interest (i.e., a grade point average as a categorical variable), educators can adopt copula functions to explore the extent of association between these variables. Most importantly, problems where multivariate predictors are used in the education area can also adopt maximum likelihood techniques for prediction without any assumption on the marginal distribution of individual data, and therefore, formulate a variety of predictive models to emulate a target that is linked to a predictor variable [20]. To the best of the authors’ knowledge, no prior study has developed copula models to predict engineering mathematics performance, their grades or weighted scores through multivariate continuous assessment data.

The novelty is to develop for the first time, a D-vine quantile regression model to predict engineering mathematics student performance using the specific case of an Advanced Engineering Mathematics course result, and employing several continuous assessment marks and weighted scores used to assign a passing or a failing grade. Advancing and expanding the scope of our earlier machine learning-based study [1] and the others [2-5; 7-16], the proposed D-vine quantile regression model aims to predict the whole distribution within a probabilistic framework rather than the single- or the mean test values predicted by a conventional machine learning model. The proposed D-vine quantile regression model (see Section IV) has enabled us to perform an accurate and fast prediction with a unique advantage over classical quantile regressions such as avoiding quantile crossing and interaction issues between the covariates. Therefore, our new copula models are constructed in such a way that the non-influential predictors are excluded to reflect a final parsimonious model.

Another major contribution is to adopt D-vine quantile regression model designed with both the parametric (PDVR) and the non-parametric (NPDVR) copula family functions. For a highly robust model, we consider six years of data, over 2013-2018, in ENM2600 (Advanced Engineering Mathematics) that are categorised in terms of face-to-face, or on-campus (ONC) and the web-based, or online study mode (ONL). This work is therefore a pioneering study employing a second-year student learning data (i.e., assignments, quizzes, examination marks and weighted scores) in an Advanced Engineering Mathematics course and aims to generalize the D-vine quantile regression modelling algorithm that typically has discrete student performance data.

As additional contribution and cross-validity of this study, we tested the developed copula models on a lower level, first year engineering mathematics course ENM1600 (Engineering Mathematics) data whose results are also summarized in Appendix A.

To ascertain the accuracy of the D-vine quantile regression model for its skill to predict engineering mathematics student performance, we evaluated this objective method (i.e., PDVR and NPDVR models) against a conventional linear regression (i.e., LR) model simulated for an independent test data. Given the nature of our numeric data, the study adopts parametric estimation skill of the newly designed D-vine copulas with an added contribution utilizing a modified algorithm that accounts for discreetness in data [36].

The rest of the paper describes the properties of copula-based models, material and methodology, results and discussion. Several challenges after the presentation of results are discussed, and a final section provides the conclusions.

II. BACKGROUND OF COPULAS

For brevity, only the most relevant details are presented here; readers may also refer to Appendix B for details. To predict Advanced Engineering Mathematics student performance, we first consider the theorem of Sklar [21] states that for a joint cumulative distribution function (JCDF) $F (x_1, \ldots, x_d)$ of a $d$-dimensional random variable $(X_1, \ldots, X_d)$, we have a marginal distribution $F_i (x_i), i = 1, \ldots, d$ that defines a copula function $C$ such that

$$F (x_1, \ldots, x_d) = C [F_1 (x_1), \ldots, F_d (x_d)] \quad (1)$$

The joint probability density function (JPDF) is expressed as

$$f (x_1, \ldots, x_d) = \prod_{i=1}^{d} f_i (x_i) c [F_1 (x_1), \ldots, F_d (x_d)] \quad (2)$$

where $f_i (x_i)$ is the marginal density and

$$c = \frac{\partial^d C [F_1 (x_1), \ldots, F_d (x_d)]}{\partial F_1 (x_1) \ldots \partial F_d (x_d)} = \frac{\partial^d c (u_1, \ldots, u_d)}{\partial u_1 \ldots \partial u_d} \quad (3)$$

is the copula density.

The copula model data, denoted as pseudo-data, has a uniform distribution on the interval $[0,1]$ with a conversion procedure known as univariate probability integral transformation. If $F_i (x_i)$ is continuous, the associated function $C : [0, 1]^d \rightarrow [0, 1]$ is unique. Otherwise, there exist many possible copulas and all would coincide over $\text{Ran} F_1 \times \ldots \times \text{Ran} F_d$ where $\text{Ran} F_i$ denotes the range of $F_i$ [33]. Empirical applications of the copula approach are possible for discrete
TABLE 1. The parametric bivariate copula families with the copula generator function, its parameters, the lower and upper tail dependence coefficients and the relationship between parameters and Kendall’s tau ($\tau$) coefficients.

| Copula Type | Gaussian | Student $t$ |
|-------------|----------|-------------|
| Bivariate (BV) | $\Phi \left[\Phi^{-1}(u), \Phi^{-1}(v)\right]$ | $T_{\nu}^{-1}(u), T_{\nu}^{-1}(v)$ |
| Generator | $-\frac{1}{\sqrt{2\pi}} \int\! e^{-t^2/2} \left(1 + \frac{t}{\nu} \right)^{-\frac{1}{2}} dt$ | $\left\{ \begin{array}{ll}
-\ln \left(1 + \frac{t}{\nu} \right) & \theta \in (-1, 1) \\
\infty & \theta \in (2, \infty) 
\end{array} \right.$ |
| Range | $\theta \in (-1, 1)$ | $\theta \in (2, \infty)$ |
| Tail Dependence | $(0, 0)$ | $2\max(-1, 0) + 1$ |
| Kendall’s Tau | $\frac{2\arcsin\theta}{\sqrt{1 - \theta^2}}$ | $\frac{2\arcsin\theta}{\sqrt{1 - \theta^2}}$ |
| (c) Archimedean Family - Frank Copula |
| Bivariate (BV) | $-\frac{2}{\theta} \ln \left(1 + \frac{\theta - 1}{\theta + 1} \right)$ | $\frac{2}{\theta} \ln \left(1 + \frac{\theta - 1}{\theta + 1} \right)$ |
| Generator | $-\ln \left(\frac{\theta - 1}{\theta + 1} \right)$ | $\frac{2}{\theta} \ln \left(\frac{\theta - 1}{\theta + 1} \right)$ |
| Range | $\theta \in \mathbb{R}$ | $\theta \in \mathbb{R}$ |
| Tail Dependence | $(0, 0)$ | $(0, 0)$ |
| Kendall’s Tau | $-\frac{1}{\theta} \left[1 - D_2(\theta)\right]$ | $\frac{1}{\theta} \left[1 - D_2(\theta)\right]$ |
| (e) Archimedean Family - Joe Copula |
| Bivariate (BV) | $1 - \left(1 - (u_1)^p + (1 - u_2)^p \right)^{1/p}$ | $\left(1 - (u_1)^p + (1 - u_2)^p \right)^{1/p}$ |
| Generator | $-\ln \left[1 - (1 - t)^p \right]^{1/p}$ | $-\ln \left[1 - (1 - t)^p \right]^{1/p}$ |
| Range | $\theta \in (1, \infty)$ | $\theta \in (1, \infty)$ |
| Tail Dependence | $(0, -2 + \frac{1}{p})$ | $(0, -2 + \frac{1}{p})$ |
| Kendall’s Tau | $\frac{1}{\theta} \int_0^1 \ln(t) \left[1 - (1 - t)^p \right]^{1/p} dt$ | $\frac{1}{\theta} \int_0^1 \ln(t) \left[1 - (1 - t)^p \right]^{1/p} dt$ |
| (g) Archimedean Family - BB6 (Joe-Gumbel Copula) |
| Bivariate (BV) | $1 - \left(1 - \exp \left(-\ln \left[1 - (1 - t)^p \right]^{1/p} \right) \right)^{1/p}$ | $\left(1 - \exp \left(-\ln \left[1 - (1 - t)^p \right]^{1/p} \right) \right)^{1/p}$ |
| Generator | $-\ln \left[1 - (1 - t)^p \right]^{1/p}$ | $-\ln \left[1 - (1 - t)^p \right]^{1/p}$ |
| Range | $\theta \in (1, \infty)$ | $\theta \in (1, \infty)$ |
| Tail Dependence | $(0, -2 + \frac{1}{p})$ | $(0, -2 + \frac{1}{p})$ |
| Kendall’s Tau | $\frac{1}{\theta} \int_0^1 \ln \left[1 - (1 - t)^p \right]^{1/p} \ln(1 - t) \left[1 - (1 - t)^p \right]^{1/p} dt$ | $\frac{1}{\theta} \int_0^1 \ln \left[1 - (1 - t)^p \right]^{1/p} \ln(1 - t) \left[1 - (1 - t)^p \right]^{1/p} dt$ |
| (i) Archimedean Family - BB8 (Joe-Frank Copula) |
| Bivariate (BV) | $\frac{1}{\theta} \left[1 - \left(1 - \frac{1}{1 - (1 - t)^p} \right)^{\frac{1}{1 - (1 - t)^p}} \right]^{1/p}$ | $\left(1 - \frac{1}{1 - (1 - t)^p} \right)^{1/p}$ |
| Generator | $-\ln \left[1 - (1 - t)^p \right]^{1/p}$ | $-\ln \left[1 - (1 - t)^p \right]^{1/p}$ |
| Range | $\theta \in (1, \infty)$ | $\theta \in (1, \infty)$ |
| Tail Dependence | $(0, 0)$ | $(0, 0)$ |
| Kendall’s Tau | $\frac{1}{\theta} \int_0^1 \ln \left[1 - (1 - t)^p \right]^{1/p} \ln(1 - t) \left[1 - (1 - t)^p \right]^{1/p} dt$ | $\frac{1}{\theta} \int_0^1 \ln \left[1 - (1 - t)^p \right]^{1/p} \ln(1 - t) \left[1 - (1 - t)^p \right]^{1/p} dt$ |

For every $x \in \mathbb{R}^2$ where $\varphi$ is a generator function and both copulas are symmetric so their lower and upper tail dependence coefficients can be the same (see Table 1).

When the margins of variables are diverse, other measures of association such as Kendall’s $\tau$ and Spearman’s $\rho$ should be used because of the influence from form of the marginal distributions on the correlation. Table 1 provides such a measure, in terms of the value of $\tau$, which is a non-parametric, robust and efficient estimator of the associations for both elliptical and non-elliptical margins [40].

**A. ELLIPTICAL COPULAS**

Gaussian (or Normal) and Student’s $t$ copula derived from the density function of an elliptical distribution with mean zero and correlation matrix which is expressed as:

$$h_{\varphi}(x) = |\Sigma|^{1/2} \varphi \left[ (x)' \Sigma^{-1}(x) \right]. \quad (4)$$

marginal distributions that carefully consider modelling and interpreting the dependence, as highlighted in [37]. For a detailed representation of the mathematics of copulas, readers can consult papers elsewhere e.g., [38] or [39].
FIGURE 1. (a) Four-dimensional vine copula models constructed as a regular (R)-vine, (b) Canonical C-vine copula structure, and (c) Drawabale D-vine copula structures. This study used drawable vine (D-vine). Note that the joint distribution between variables \( u \) is modelled by copula function \( C \). For example, \( C_{12} \) is the copula function for \( u1 \) or quiz mark, and \( u2 \) or assignment mark; \( C_{13|2} \) is the copula function for \( C12 \) and \( C23 \) i.e. \( u1 \) and \( u3 \) conditioned on \( u2 \).

B. ARCHIMEDEAN COPULAS

Archimedean copulas (ACs) have a relatively simple form for their construction and therefore resulting in a large variety of copulas within this family. Bivariate ACs are defined as their construction and therefore resulting in a large variety of Archimedean copulas (ACs) have a relatively simple form for function \( \phi \) where the generator function \( \varphi \) is a continuous strictly decreasing convex function such that \( \varphi(1) = 0 \) and \( \varphi^{-1} \) being a pseudo-inversion. By inserting the generator function in Equation 5, one can derive various copula families, as shown in Table 1.

The two-parameter ACs [42] are from a mixture of two different one-parameter copulas. These mixed copulas can capture different types of dependence, i.e., lower or upper tail dependence or both. For example, the BB7 has one parameter for modelling the lower tail dependence and another for the upper (see Table 1).

C. VINE COPULAS

To apply our method for the specific cases of Advanced Engineering Mathematics, this study adopts a Vine copula method, also known as a pair-copula construction [43] based on the merits that it can overcome the aforementioned limitations. In principle, the vine method constructs joint density in Equation 2 into a sequence product of (conditional) bivariate copula densities, so-called pair-copulas, and its marginal densities so in this study, conditional copulas are used to predict student’s passing grades using their continuous assessment marks. Generally, Vine copulas are expressed in three forms: regular (R)-vine, canonical (C)-vine, and drawable (D)-vine copulas. The class of R-vine is still very general and embraces a large number of possible pair-copula decompositions, i.e., \( \frac{d}{2} \times (d - 2)! \times 2^{\left( \frac{d}{2} - 1 \right)} \) while the C-vine and D-vine provide a specific way to decompose the density into \( d(d - 1)/2 \) unique copulas.

Figure 1 depicts the construction of a four-dimensional vine copula that includes three trees. To interpret this, consider \( T_j \), \( j = 1, 2, 3 \) with each tree \( T_j \) having \( 5 - j \) nodes and \( 4 - j \) edges; each edge corresponding to a paired-copula density \( U \) as the copula data, i.e., original data that were transformed into a uniform distribution with values in \([0, 1]\) using kernel density estimation (non-parametric method, not parametric distribution such as Weibull or Gamma). \( U1 \) can be Quiz 1, for example, but not necessary, and \( U1 \) can be any variable depending on the course and the mode of offer as a general copula model. The four-dimensional C-vine structure is generally expressed as

\[
f(x_1, x_2, x_3, x_4) = f_1(x_1) f_2(x_2) f_3(x_3) f_4(x_4)
\]

\[.c_{12}[F_1(x_1), F_2(x_2)] c_{13}[F_1(x_1), F_3(x_3)]
\]

\[.c_{14}[F_1(x_1), F_4(x_4)]
\]

\[.c_{231}[F_2|1](x_2 | x_1) \cdot c_{331}(x_3 | x_1)$

\[.c_{241}[F_2|1](x_2 | x_1) \cdot F_4|1(x_4 | x_1)
\]

\[.c_{34|12}[F_3|12](x_3 | x_1, x_2) \cdot F_4|12(x_3 | x_1)
\] (6)

and the four-dimensional D-vine

\[
f(x_1, x_2, x_3, x_4) = f_1(x_1) f_2(x_2) f_3(x_3) f_4(x_4)
\]

\[.c_{12}[F_1(x_1), F_2(x_2)] c_{23}[F_2(x_2), F_3(x_3)]
\]

\[.c_{34}[F_3(x_3), F_4(x_4)]
\]

\[.c_{13|2}[F_1|2](x_1 | x_2) \cdot c_{33|2}(x_3 | x_2)
\]

\[.c_{24|3}[F_2|3](x_2 | x_3) \cdot F_4|3(x_4 | x_3)
\]

\[.c_{14|23}[F_1|23](x_1 | x_2, x_3) \cdot F_4|23(x_4 | x_2, x_3)
\] (7)

In this decomposition, the selection of pairwise copula is independent of each other so such paired-copula constructions allow arbitrary types of bivariate copulas to be used in the building blocks and available for applications in high dimensional datasets.

It is imperative to mention that the vine copulas used in this paper is very flexible in modelling asymmetric distribution of data (for example, student performance marks being skewed to a certain value) and tail dependence (e.g., marks being too low, or too high rather being than uniformly distributed). Given the high-dimensional model that we require in this research work, vine copulas were considered to address the limitations of the other methods such as elliptical copulas and ACs [43].

For the case of a D-vine based regression model, \( U1 \) would actually become \( V \), which is the response variable (i.e., \( WS \) or \( EX \)), and the other \( U1, U2, U3 \) (in this case study) correspond to \( U2, U3, \) and \( U4 \) in the 4-dimensional D-vine model. To predict \( WS \) (i.e., variable \( V \)), the variables \( U1, U2, U3 \) (in this case study) can be examination score, assignment 1, and quiz 2, respectively, depending on the D-vine structure (or its order) selected via maximum conditional likelihood. Therefore \( C12 \) for example denotes the bivariate copula of \( U1 \) and \( U2 \) (or \( V \) and \( U1 \)) and \( C23 \) is the bivariate copula for \( U2 \) and \( U3 \). \( C13|2 \) is the bivariate copula for \( C12 \) and \( C23 \), i.e., \( U1 \) and \( U3 \) conditioned on \( U2 \).
D. FITTING MARGINAL DISTRIBUTIONS

To develop models for engineering mathematics student performance prediction, we followed a first step in developing copula models by correctly fitting the marginal distributions of student performance marks and weighted scores to attest their uniformity or dis-uniformity. This followed the notion that marginal distributions can be modelled based on parametric or non-parametric methods where parametric techniques are used to fit each variable to a proposed theoretical distribution function (e.g., Normal, Gamma, or Weibull) using maximum likelihoods [44], moment matching [45], quantile matching [46], or goodness-of-fit (GOF) [9] properties. Non-parametric methods use empirical cumulative distribution function or continuous smoothing estimator:

\[ \hat{F}(x) = \frac{1}{n} \sum_{i=1}^{n} K \left( \frac{x - x^{(i)}}{h} \right), \]  

where \( K(x) = \int_{-\infty}^{x} k(t) dt \) and \( k(\cdot) \) is a symmetric probability density function and \( h > 0 \) is a parameter.

E. FITTING COPULAS

As an important consideration for developing models for engineering mathematics student performance prediction, we were mindful that copulas can be selected using several measures e.g., statistical GOF tests or the information-based criteria. GOF can be performed either based on White’s information matrix equality [47], [48] or based on Kendall’s process [49] that produces test statistics and p-value to reject or accept a parametric copula. Though Akaike information criteria (AIC) and Bayesian information criteria (BIC) [38] do not provide any understanding about the power of the decision rule employed, they allow for an efficient comparison of the notion that marginal distributions can be modelled based in combination with GOF tests, supporting the copula selection such as CDF or lambda plots.

F. COPULA PARAMETER ESTIMATION

This study adopts the most common methods: full (or exact) maximum likelihood (FML) and an inference function for margins (IFM) [51] to estimate the copula parameters. The FML method accords to a method where the likelihood is maximised over the copula parameter and margin parameters simultaneously, and thus also called the one-step ML procedure. The estimated copula parameter \( \hat{\theta} \) is acquired by maximising the log likelihood and the log-likelihood function, for example for a bivariate case, is defined as:

\[ l(\theta) = \sum_{i=1}^{n} \log \left\{ c \left[ F_1(x_{1,i}), F_2(x_{2,i}) \right] f_1(x_{1,i}) f_2(x_{2,i}) \right\}. \]  

Clearly, \( \hat{\theta} \) is the global maximizer of \( l(\theta) \) and the asymptotic theory can be applied to both the margins as the copula under standard regularity conditions. Hence, the maximum likelihood estimator converges to a normal distribution with mean zero, i.e., \( \sqrt{n} \left( \hat{\theta} - \theta_0 \right) \sim N \left[ 0, J^{-1}(\theta_0) \right] \) where \( \theta_0 \) is the true value and \( J \) denotes the Fisher’s information matrix. The estimates of the ML parameter can be acquired using a numerical maximisation method. However, this can be computationally difficult for high dimensional models because the parameters of margins and the dependence structure are jointly estimated.

In accordance with the proposed IFM method, the marginal distribution parameters are estimated first by optimising separately each marginal likelihood. Subsequently, the copula parameter is acquired by optimising concentrated likelihood in the second step. Thus, this method is also referred as the two-step ML procedure. Under standard regularity conditions, we also have that \( \sqrt{n} \left( \hat{\theta} - \theta_0 \right) \) is asymptotically normal with mean zero. The IFM method is found to be as a highly efficient estimator closed to the FML but computationally more attractive compared to the FML [42], [52].

If the margins are estimated non-parametrically using their empirical CDFs, then it results in the semi-parametric (SP) method (Genest, Ghoudi, and Rivest, 1995). Let \( \hat{u} = \hat{F}_X(x) \) and \( \hat{v} = \hat{F}_Y(y) \) be the pseudo-data of observations acquired by their empirical CDFs, the unknown copula parameter are estimated by the maximising the pseudo log likelihood as:

\[ \hat{\theta} = \sum_{i=1}^{n} \log \sum_{\hat{u}_i, \hat{v}_i} \left( \hat{u}_i, \hat{v}_i; \theta \right). \]  

It can be seen that the joint CDF of \( (X, Y) \), \( C(\hat{u}, \hat{v}; \theta) \) is consistent whether the marginal distributions are known or not. Compared to the FML and IFM (with parametric margins), the SP method allows the margins to take arbitrary and unknown functional forms. A possible shortcoming of the fully parametric models (i.e., FML and IFM methods) is that the copula parameter estimation may be inconsistent even when just one of the margins is mis-specified. The SP is found to performs better than ML and IFM methods when the margins are unknown which is the most frequent case in practice [53].
III. MATERIALS AND METHODS

A. STUDENT PERFORMANCE DATA

To design and evaluate the newly developed PDVR and NPDVR copula-based models used in the prediction of engineering mathematics student success, this paper has analysed data from a second-year engineering mathematics course (ENM2600 Advanced Engineering Mathematics & ENM1600 for ENM2600 Engineering Mathematics) used earlier in developing a machine learning model [1]. The data comprised of continuous internal assessments and weighted scores from 2015-2015 used to assign a passing or failing grade. The ENM2600 data had marks for 743 online (ONL) and 716 on-campus (ONC) students, whereas ENM1600 (whose results are included in the Appendix) had marks for 817 ONC and 1299 ONL students generated after a data-cleansing phase that deleted all missing rows/student records. These courses are taught and administered by the School of Mathematics, Physics, and Computing in the Faculty of Health, Engineering, and Sciences at the University of Southern Queensland (USQ) in Australia. Other than being a core component of the engineering curriculum to meet Engineer’s Australia professional requirements, ENM2600 plays an essential role as an updated course from a previous curriculum in Australia. Other than being a core component of the engineering curriculum to meet Engineer’s Australia professional requirements, ENM2600 plays an essential role as a service course for several programs including a Bachelor degree in Engineering, Master of Science, and others. ENM2600 is an updated course from a previous curriculum to satisfy the Australian engineering program accreditation requirements.

In the ENM2600 course, student performance is assessed using two quizzes (marked out of 50), denoted as Q1 & Q2, and three assignments (marked out of 150) denoted as A1, A2 & A3, including a final examination (marked out of 600), denoted as EX that generates a weighted score, in %, WS to assign a passing grade (HD, A, B, C, or D). These assessments include topics on mathematical concepts from an introduction to the advanced skills for engineering and surveying professionals (Complex Numbers, Ordinary Differential Equations, Series, Multivariable Calculus, and Linear Algebra). Areas such as Ordinary Differential Equations and Series topics include direction fields, Euler’s method, first order separable ODEs, first order and second order linear ODEs with constant coefficients, Taylor and Fourier series. Multivariable Calculus includes representation of functions of several variables, surfaces and curves in space, partial differentiation, optimisation, directional derivatives, gradient, divergence and curl, line integrals of the 1-st and 2-nd kinds, iterated integrals, and Green’s theorem. The assessment items (quizzes and assignments) are spread through a 13 week teaching semester and provide an ongoing evaluation of student performance.

In this study, we considered various datasets from the engineering mathematics course. As USQ is renowned for both web-based (online) and on-campus (face-to-face) teaching, in this study, the performance data for engineering mathematics students were taken from ONL or “online” and ONC or “on-campus” offers. All predictive models were built using data over 2013-2018 taking into account two teaching semesters. Before obtaining engineering mathematics students’ performance data, an ethical approval (H18RE236) was applied for, and granted by the university’s ethics committee in accordance with the Australian Code for Responsible Conduct of Research (2018) and National Statement on Ethical Conduct in Human Research (2017). The project was considered low-risk as it did not collect any student’s identifiable information directly.

B. CONSTRUCTING D-VINE REGRESSION MODEL

We applied D-vine based regression modelling methods to predict a response Y (i.e., examination mark or weighted score in engineering mathematics) given the influence of a predictor $X_1, \ldots, X_d$ (e.g., assignment or quiz score in engineering mathematics), with $d \geq 1$. Our D-vine based regression method concurs with literature [54] so here, we present only the main steps in this technique, noting that the prediction is attained via a conditional quantile function of joint distribution of X and Y expressed as

$$q_{\alpha} (x_1, \ldots, x_d) = F^{-1}_{Y|X_1, \ldots, X_d} (\alpha | x_1, \ldots, x_d),$$

where $\alpha \in (0, 1)$ is the quantile levels of interest.

We followed the notion that with $V = F_Y (Y)$ and $U_i = F_i (X_i)$, the corresponding values $v = F_Y (y)$ and $u_i = F_i (x_i)$ with a transformation using kernel density method (Gaussian kernel) and the plug-in bandwidth to minimise the asymptotic mean integrated squared error so that conditional copula function takes the form of

$$\hat{F}_{Y|X_1, \ldots, X_d} (y | x_1, \ldots, x_d) = P [F_Y (Y) | F_1 (X_1), \ldots, F_d (X_d)] = C_{V|U_1, \ldots, U_d} (v | u_1, \ldots, u_d).$$

The inverse function is therefore

$$F^{-1}_{Y|X_1, \ldots, X_d} (\alpha | x_1, \ldots, x_d) = F^{-1}_Y [C_{V|U_1, \ldots, U_d} (v | u_1, \ldots, u_d)].$$

The estimated quantile of the response variable can be obtained as

$$\hat{q}_{\alpha} (x_1, \ldots, x_d) = \hat{F}^{-1}_{Y} \left[ \hat{C}^{-1}_{V|U_1, \ldots, U_d} (\alpha | \hat{u}_1, \ldots, \hat{u}_d) \right],$$

where $\hat{C}^{-1}_{V|U_1, \ldots, U_d} (\alpha | \hat{u}_1, \ldots, \hat{u}_d)$ increases monotonically in $\alpha$.

This computation requires one to estimate the multivariate copula first. It is noted [54] have suggested fitting a D-vine copula to data $(V, U_1, \ldots, U_d)$ with a fixed order $V – U_{l_1} – \ldots – U_{l_d}$ in such a way that $V$ is the first node in the first tree (with $(l_1, \ldots, l_d)$ as the ordering of d-dimensional D-vine copula as an arbitrary permutation of $(1, \ldots, d)$.

The conditional distribution of the response V given the predictors $(U_1, U_2, U_3)$ is recursively expressed...
in four-dimensional D-vine with order \( V - U_1 - U_2 - U_3 \) as
\[
\begin{align*}
C_{V|U_1,U_2,U_3} & (v | u_1, u_2 , u_3) \\
& = h_{V|U_3,U_1} \left[ C_{V|U_1,U_2} (v | u_1, u_2 ) | C_{U_3|U_1,U_2} (u_3 | u_1, u_2 ) \right] \\
& = h_{V|U_3,U_1,U_2} \left[ C_{V|U_1} (v | u_1 ) | C_{U_3|U_1,U_2} (u_3 | u_1 ) \right] | h_{U_3|U_1,U_2} \\
& = h_{V|U_3,U_1,U_2} \left[ C_{V|U_1} (v | u_1 ) | h_{U_3|U_1,U_2} (u_3 | u_1 ) \right] h_{U_3|U_1,U_2} \\
& = h_{V|U_3,U_1,U_2} \left[ h_{U_3|U_1,U_2} (v | u_1 ) | h_{U_3|U_1,U_2} (u_3 | u_1 ) \right] \{ h_{U_3|U_1,U_2} (u_3 | u_1 ) | h_{U_3|U_1,U_2} (u_3 | u_1 ) \} . \tag{15}
\end{align*}
\]

And thus, the conditional quantile function is defined as
\[
C^{-1}_{V|U_1,U_2,U_3} (\alpha | u_1, u_2 , u_3) = \{ h_{V|U_1,U_2,U_3} (\alpha | u_1, u_2 , u_3) | h_{U_3|U_1,U_2} (u_3 | u_1 ) \} | h_{U_3|U_1,U_2} (u_3 | u_1 ) . \tag{16}
\]

The conditional copula function has been expressed in terms of nested h-function and its inversion corresponding with the pair-copula, i.e.
\[
\hat{C}_{V|U} = h_{V|U} = \frac{\partial \hat{C}_{UV} (v, u)}{\partial u} . \tag{17}
\]

As the order of predictors can be arbitrary, it can result several D-vine copula models. Hence, to select a parsimonious model for our study, i.e., the influential predictors can be added into the model, and the order of predictors yielding the most power of predicting the response, the order of the \( U_i \) is parametrised and selected via maximum conditional likelihood [8].

The proposed algorithm in this study accords to [54], and it has many advantages in constructing a D-vine copula model as it can automatically choose the influential predictors by ranking them based on their strength of predicting response and thus ignoring any superfluous variables. The method, therefore, automatically overcomes the typical issues of regression such as collinearity, transformation, and inclusion/exclusion of predictors. Furthermore, as mentioned above, the D-vine copula allows flexible modelling of the dependence between the response and the selected predictors.

In Figure 2, we describe the steps in this study. For the case of using parametric copula families described in Table 1 we denoted the model as a parametric D-vine regression model (PDVR). Otherwise, if non-parametric copula families (independence and transformation kernel) were used, then the model was a non-parametric D-vine regression model (NPDVR).

**IV. RESULTS AND DISCUSSION**

**A. EXPLORATORY ANALYSIS**

To appraise the performance of parametric D-vine regression, PDVR and non-parametric D-vine regression, NPDVR-based models to investigate student performance and to examine its practicality in Advanced Engineering Mathematics decision-making through probabilistic prediction of student success, we explored causal relationships between continuous assessments. We therefore utilized the three assessments (i.e., A1, A2 & A3), two quizzes (Q1 & Q2), examination scores (EX) and the weighted score (WS) to evaluate the utility of PDVR and NPDVR, in respect to the linear regression model.

The results are shown in Figure 3, where Kendall’s correlation coefficient \( \tau \) and the corresponding Kendall’s plots are created for the specific case of ENM2600 considering students marks for on-campus and online course modes. Next, we also explored these data in terms of a Kendal’s plot in accordance with [55] and [33] that attempts to generate information on bivariate copulas equivalent to a quantile-quantile plot approach.

To interpret this, we must determine whether data points lie approximately on the diagonal, and if so, then the two variables can be approximately independent. By contrast, a deviation of the data points away from the diagonal line is expected to indicate the dependence between the two variables. If this happens for the plot representing Q1 and WS.
FIGURE 3. The Kendall's correlation coefficient and Kendall's plot used to explore student performance data in ENM2600 Advanced Engineering Mathematics course for: [a] on-campus (ONC) face-to-face, and [b] online (ONL) web-based student cohorts.

in such a way that the distance is relatively large, we would observe a stronger degree of dependency among these bivariate data. If the data however are located above the diagonal, one would expect a positive dependence, or vice versa if the data are located below the diagonal for a negative dependence result.

A closer examination of Figure 3 reaffirms the vital importance of examination score ($EX$) in predicting the weighted score ($WS$) for both on-campus and online offers of ENM2600 course. This is evident through a greater weighted proportion of $WS$ (versus $Q1$, $Q2$, $A1$, $A2$ and $A3$) required to yield a $WS$ value as indicated clearly by high Kendall’s correlation coefficient. This result, although not surprising, indicates that the examination mark which constitutes a bulk of course content, is the most dominant indicator of weighted score, and therefore plays a vital role in a passing grade awarded to a student.

When assessed in terms of the Kendall tau plot, the above result is further confirmed where all data points are approximately located on the curve associated with a perfect positive dependence. For example, in case of ENM2600, the degree of association between $EX$ and $WS$ in ONC student cohort yields a Kendall’s correlation coefficient $\approx 0.847$, which is only slightly larger than that of the ONL student cohort ($\approx 0.80$). However, the association between all continuous assessments and $WS$ for ONL student cohort is generally stronger than that of ONC cohort. The association between continuous assessments and $EX$ for the ONL cohort is also higher than that of ONC cohort, except for the case of $A1$. Furthermore, it can be construed that the influence of $Q1$ and $Q2$ on the values of $EX$ and $WS$ is relatively small in both the ONC and the ONL cohort. By contrast, for ENM1600 (see the Appendix), the degree of association between $EX$ and $WS$ of the ONL cohort (with Kendall’s correlation coefficient $\approx 0.86$) is slightly greater than that of the ONC cohort ($\approx 0.84$). It is interesting to see that $A1$ still has the highest degree of association, with $EX$ and $WS$ for the ONL student cohort while $Q1$–$3$ have a greater association with $EX$ and $WS$, compared to $A1$–$3$ for the ONL student cohort.

B. COPULA-BASED PREDICTIVE MODEL OUTCOMES

The accuracy of a resulting copula model by non-parametric fitting of the marginal distributions was checked using graphical analysis.

Figure 4 is a histogram of assignment, $A1$ that has been overlaid by an empirical density and a density derived from the kernel function estimate. Evidently, the data appears to be appropriately fitted using the proposed kernel and the plug-in bandwidths of this plot that describe these data characteristics. The right side shows the histogram of the probability integral transform that reveal considerable degree of uniformity across the unit interval.

Table 2 represents the most appropriate parametric bivariate copulas selected for all pairs between the continuous assessment marks with the value of $EX$ and with the value of $WS$ for both study modes. This selection is based on the magnitude of the AIC and the significance level of the statistical independence test that is set to $p \approx 0.05$ [50].

The result is jointly attested with a lambda-plot, as per Figure 5. To interpret this, compare the empirical and theoretical $\lambda$-functions that indicates that the BB6 and the Gumbel copulas appear to be the optimal model candidates among the various bivariate copula families. This is because these two copulas demonstrate good ability to model the dependence structure between $EX$ and $WS$ for ENM2600 ONC student cohort. Notably, the BB6 copula yields a smaller AIC and thus, must be selected for further modelling and analysis of student performance.

The present results show that copula-based models are relatively advanced in capturing tail dependence jointly between
predictors and a target variable. For example, for ENM2600 ONC students, the correlation between continuous assessments and EX, or WS, are modelled well by copula functions associated with tail dependence (see Table 2). The result obtained implies that students who physically attend classes in on-campus course offer, are more likely to attain a relatively good score in continuous assessments, and as such, will have a plausible chance to obtain a high EX and WS. For example, the bivariate copula constructed between WS and EX data (ONL) attained a higher (lower) Log likelihood and AIC of logLik = 975.90 and −1947.80, whereas for ONC, these were 794.05 and −1581.54 respectively. On the contrary, students are likely to have extremely low scores for EX and WS if they attain very low outcomes in their continuous assessments.

To investigate the case of ONL course offers, we note that elliptical copulas are dominant in modelling the association between pairwise variables, and in particular, between continuous assessments and EX. This reflects a weaker dependence in the upper and lower tail between the data pairs of interest.

Furthermore, high coefficients of the lower tail dependence between the two important assessments (i.e., A1 and A2) and WS for both course modes imply that there is a greater probability students will have very low WS if they have a very low score for A1 and A2. On the other hand, EX and WS exhibit high upper tail dependence reflecting the fact that students probably have a very high WS if they have a very good result for the EX. The estimated τ-value (indicated in Table 1) derived from copula models is also found to be similar to the empirical values (i.e., Fig. 6). Our findings offer strong indications of the practical utility of copula models in jointly capturing the dependence structure among the student learning variables.

In this study, we also developed bivariate copula models for a probabilistic prediction of EX and WS that was
conditional on student performance in continuous assessments by using D-vine regression model. Figure 6 and Figure 10 in Appendix A are examples of EX predictions given the conditional outcomes A1 for both study mode. More precisely, the figure shows the probability that the EX is less than or equal to a specific score given A1 is less or equal to a specific score. To observe the difference in the probability over the distribution, the values of conditioning variables (A1) are set to a wide range, from very low score to very high score (i.e., representing different quantiles).

An interpretation of these plots is relatively straightforward. For example, if a student studying ENM2600 gets a low score for A1 = 20 (out of 150), the probability that a student has EX = 250 (out of 600) is approximate 77% without knowing the result of A2 for both course offer modes. This probability is especially higher or $\approx 88\%$ if the student takes the ENM1600 (see the Appendix) but study through the
ONL course offerings. Clearly, a higher score for continuous assessment can lead to a lower probability that the student can have \( EX \) lower than the average value (300/600). It is also worth pointing out that ENM1600 represents an opposite pattern to ENM2600 (see Figure 10 in Appendix A), as indicated by the fact that if a student doing ENM1600 ONL mode has a low score for \( A1 = 40 \), the probability that the student will have \( EX = 250 \) is \( \approx 66\% \). This is lower than that of \( \approx 74\% \) for the ONC course offer. While for ENM2600, these figures are \( \approx 78\% \) for ONL mode and \( \approx 74\% \) for ONC (ONL) course mode who have also attained, for example, \( A1 = 80 \) or \( A1 = 60 \) will have estimated probability of \( \approx 76\% (74\%) \) or \( \approx 77\% (70\%) \) to attain \( EX = 300 \) (i.e., a borderline pass) for ENM2600 or ENM1600 (see the Appendix), respectively. However, when lower assignment marks are considered, for example \( A2 = 30 \) or \( A2 = 20 \), these figures elevate to \( \approx 84\% (86\%) \) or \( \approx 83\% (83\%) \). These findings are expected when a student attains an average score for \( A1 \) and also get the lowest score for \( A2 \), in which the probability of these students will have a low score for \( EX \) is higher. In addition, students who have the same performance in \( A1 = 130 \) for ENM2600 or \( A1 = 100 \) for ENM1600 can have a higher chance to attain a high \( EX \) score if they have better results in \( A2 \).

To further corroborate these findings, we note that, for both study modes in ENM2600 course, students with a good score in \( A1 \) but a low score in \( A2 \) (e.g., \( A1 = 130 \) and \( A2 = 30 \)) are expected to have a higher probability of getting an \( EX \) that is lower than a specific threshold, compared to those with low score in \( A1 \) but a high score in \( A2 \) (e.g., \( A1 = 40 \) and \( A2 = 120 \)). Furthermore, the conditional probability of the ONL course mode is more spread than that of the ONC course mode. This implies that there appears to be a larger difference in the probability of achieving an \( EX \) score between the student groups who have low scores and those who have good scores in both \( A1 \) and \( A2 \).

In the next stage, the performance of newly developed copula-statistical predictive models was evaluated by splitting the entire dataset into two separate parts: one for training and another for testing purposes so the generalisation skill of the model can be benchmarked. To implement this strategy, \( \approx 25\% \) of the data are randomly selected for testing and \( \approx 75\% \) for building these models. This procedure is also repeated 100 times to account for any stochastic variations among input and target sets. Note that this newly proposed algorithm, elaborated in Figure 2, was applied to select the most parsimonious D-vine copula model in each of the training phases.

Table 3 and the material in Appendix A, summarize the most optimal PDVR and NPDVR models was built for the prediction of \( EX \) and \( WS \) based \( cll \) and \( caIC \) using continuous assessment marks as the predictors. Evidently, the NPDVR models appear to exhibit a greater degree of parsimonious behaviour relative to the PDVR model. For example, this model utilizes fewer predictor variables to produce the same quality student performance predictions.
In Table 4, we show the selected D-vine copula model created with joint structure $EX$-$A1$-$Q2$-$A2$-$Q1$ for ENM2600 ONC student cohort. In the first tree, the edge 1, 2 denotes the pair-copula between the response $EX$ and predictor $A1$ (i.e., the most influential variable) and the corresponding copula function, which is constructed through the survival BB1 (BB1180) algorithm. The next edge 2, 3 is the pair-copula between $A1$ and $Q2$, and so forth. The importance of each predictor added into the copula model in each step is also included for comparison purposes. The results indicate the importance of predictor $EX$ to the response $WS$ variable. Interestingly, the performance of assignments in ENM2600 appears to have the most influence on the $EX$, except for ENM1600 ONL (see Appendix A) where quiz scores are more important to predict $EX$. The cause of this discrepancy is not clear yet, but plausible reasons could include the difference between the two courses (i.e., advanced versus intermediate) in terms of level of complexity of problems in quiz/assignments, or others that warrant a further comparative investigation.

The results of the predicted mean values of $EX$ and $WS$ in the testing phases are presented in Figure 8 and the materials in Appendix A, together with traditional method using linear regression (LR) are shown for comparison. The predicted mean values are obtained by setting the quantile level $\alpha \in (0, 1)$ in 100 repetitions of the model. The box plot reflects the stochastic property of three regression models at different quantiles represented by the values of the median, interquartile range (IQR) (i.e., from 25th percentile $Q1$ to 75th percentile $Q3$, the minimum ($Q1 - 1.5 \times IQR$), maximum ($Q3 + 1.5 \times IQR$) and the outliers. In the above, we also show the root mean square error (RMSE) indicating that when there is a very high association (or high correlation coefficient) between response and predictors (i.e., $WS$ and $EX$ in this case), the LR model yields a better prediction than the vine copula-based model. However, in case that associations between response and predictors (i.e., $EX$ and continuous assessments) has larger scatter or have a low correlation coefficient, the vine copula-based models provide a very competitive advantage, performing...
TABLE 3. The optimal combination of predictors for the proposed parametric (PDVR) and non-parametric (NPDVR) D-vine regression models for each of the target target (i.e., EX & WS) employed to predict student performance in Advanced Engineering Mathematics ENM2600 course for the face-to-face (on-campus) and web-based (online) students. Note that the EX or the WS target is located in the first node of the first tree and the predictors Q and A are added successively according to the conditional log-likelihood (cll) and the corrected Akaike Information Criteria (cAIC) values.

(a) PDVR Copula Model

| Predictor Variable Input Combination | cll  | cAIC   |
|--------------------------------------|-----|-------|
| **EX-A1**                            | 4615.88 | 9235.76 |
| **EX-A1-Q2**                         | 4602.74 | 9211.47 |
| **EX-A1-Q2-A2**                      | -4588.43 | 9186.86 |
| **EX-A1-Q2-A3-Q1**                   | -4586.03 | 9184.07 |
| **WS-EX**                            | -2088.97 | 4181.95 |
| **WS-EX-A1**                         | -1733.51 | 3473.03 |
| **WS-EX-A1-A2**                      | -1487.12 | 2984.24 |
| **WS-EX-A1-A2-Q2**                   | -1372.53 | 2759.07 |
| **WS-EX-A1-A2-Q3-Q1**                | -1342.99 | 2703.98 |

(b) NPDVR Copula Model

| Predictor Variable Input Combination | cll  | cAIC   |
|--------------------------------------|-----|-------|
| **EX-A1**                            | -4436.79 | 8877.58 |
| **EX-A1-Q1**                         | -4427.38 | 8860.75 |
| **EX-A1-Q1-A2**                      | -4421.47 | 8850.94 |
| **WS-EX**                            | -2200.63 | 4403.26 |
| **WS-EX-A1**                         | -1752.53 | 3509.06 |
| **WS-EX-A1-A2**                      | -1404.71 | 2817.43 |
| **WS-EX-A1-A2-Q2**                   | -1288.51 | 2389.03 |
| **WS-EX-A1-A2-Q3-Q1**                | -1247.11 | 2498.22 |

Face-to-Face (On-campus) Students

**Target = EX**

| Predictor Variable Input Combination | cll  | cAIC   |
|--------------------------------------|-----|-------|
| **EX-A1**                            | -4054.09 | 9246.50 |
| **EX-A1-Q2**                         | -4582.04 | 9223.56 |
| **EX-A1-Q2-A2**                      | -4554.02 | 9205.31 |
| **WS-EX**                            | -2037.07 | 4154.78 |
| **WS-EX-A1**                         | -1603.74 | 3326.86 |
| **WS-EX-A1-A2**                      | -1208.15 | 2569.48 |
| **WS-EX-A1-A2-Q2**                   | -1046.93 | 2276.95 |
| **WS-EX-A1-A2-Q3-Q1**                | -955.10 | 2075.19 |

**Target = WS**

| Predictor Variable Input Combination | cll  | cAIC   |
|--------------------------------------|-----|-------|
| **EX-A1**                            | -4423.34 | 8880.96 |
| **EX-A1-Q2**                         | -4390.56 | 8841.46 |
| **EX-A1-Q2-Q1**                      | -4376.58 | 8834.61 |
| **WS-EX**                            | -2142.33 | 4336.52 |
| **WS-EX-A1**                         | -1607.22 | 3405.31 |
| **WS-EX-A1-A2**                      | -1162.12 | 2479.11 |
| **WS-EX-A1-A2-Q2**                   | -889.67 | 1971.32 |
| **WS-EX-A1-A2-Q3-Q1**                | -732.19 | 1682.92 |

Web-Based (Online) Students

**Target = EX**

| Predictor Variable Input Combination | cll  | cAIC   |
|--------------------------------------|-----|-------|
| **EX-A1**                            | -4436.79 | 8877.58 |
| **EX-A1-Q1**                         | -4427.38 | 8860.75 |
| **EX-A1-Q1-A2**                      | -4421.47 | 8850.94 |
| **WS-EX**                            | -2200.63 | 4403.26 |
| **WS-EX-A1**                         | -1752.53 | 3509.06 |
| **WS-EX-A1-A2**                      | -1404.71 | 2817.43 |
| **WS-EX-A1-A2-Q2**                   | -1288.51 | 2389.03 |
| **WS-EX-A1-A2-Q3-Q1**                | -1247.11 | 2498.22 |

**Target = WS**

| Predictor Variable Input Combination | cll  | cAIC   |
|--------------------------------------|-----|-------|
| **EX-A1**                            | -4054.09 | 9246.50 |
| **EX-A1-Q2**                         | -4582.04 | 9223.56 |
| **EX-A1-Q2-A2**                      | -4554.02 | 9205.31 |
| **WS-EX**                            | -2037.07 | 4154.78 |
| **WS-EX-A1**                         | -1603.74 | 3326.86 |
| **WS-EX-A1-A2**                      | -1208.15 | 2569.48 |
| **WS-EX-A1-A2-Q2**                   | -1046.93 | 2276.95 |
| **WS-EX-A1-A2-Q3-Q1**                | -955.10 | 2075.19 |

V. LIMITATIONS, FURTHER INSIGHTS, AND FUTURE SCOPE

Although several types of continuous assessment data were considered to evaluate the students’ overall performance through their weighted scores leading to a grade, this study has some limitations that should be the subject of a further independent investigation. One such limitation was that we did not consider lurking variables, external and inter-related factors such as a student’s gender (male or female), attitude, age (whether a student is mature aged, marital or school leaver status), socio-economic advantage or disadvantage.
(rural and urban), race (white, black, and Hispanic), household parental structure (biological parents, single parent, and other structure), first in the family to attend university, and the proper prerequisite knowledge to learn university mathematics, which potentially influence the weighted scores and the grade. There is a plausible indication that these factors can possibly act as barriers to the student’s participation, access to higher education, retention and overall success at university [56, 57]. Some recent studies are showing the great relevance of such causal factors related to successful achievement of students and how these can affect the overall grades at university [58–60].

Based on the success of copulas as a pathway to model student performance for educational decision-making, information on external and other causal factors can be pooled into a multivariate copula model to directly explore the compound influence on the variables of interest. Such factors can be adopted to model the marginal distribution before they are actually coupled in joint distribution model. For example, Vuolo (2017) investigated the association between a GPA and student’s alcohol usage by using copula methods where marginals were modelled with several predictors e.g., gender, community type and paid work. In that study, the advantage of copula methods in modelling joint probability of GPA and alcohol usage was highlighted. Contini et al. [58] investigated potential knowledge gaps based on mathematics students’ test scores using the consideration of gender differences in schools under a STEM discipline in Italy. The findings showed the influence of gender on test results, in which the girls systematically under-performed the boys.

Another matter of concern is that the fitted marginal distribution or copula functions by parametric or non-parametric method can yield uncertainties in the final predictive model, thus influencing the results. Examples of these uncertainties are essential error sources that are derived from the data source itself, the nature of the methods used for estimations and the model selection based on a statistical approach (i.e., goodness-of-fit test). The estimate of marginal distributions or copula parameters depends on the observation period [61]. Therefore the dependence structure within univariate or multivariate distribution may vary with the data length, leading to differences in selecting margins and copulas.

It should also be noted that marginal distributions are fitted parametrically using a range of methods, e.g., maximum likelihood, moment matching, quantile matching, maximizing goodness-of-fit estimation or minimizing distance estimation [62–65]. Clearly, the best fitted distribution selected for any variable may be different depending on the method. On the other hand, marginal distributions can also be fitted non-parametrically, for example, using kernel density estimators as in this study. However, this method relies on the selection of the density function and plug-in bandwidth parameters, lower and upper bound and the degree of the polynomial (e.g., log-constant, log-linear or log-quadratic fitting) [66, 67]. These selections may lead to different results of the marginal fitting process, and thus, contribute to uncertainty. Copula parameter can be estimated using different approaches, such as fully parametric, semi-parametric to non-parametric methods, which potentially generates similar problems, mentioned above for fitting the marginal distributions.

The incorporation of a purely statistical approach can lead to potential issues where some of the copula parameters may equally fit the goodness-of-fit tests [61, 68], but they may carry errors due to the estimator and thus the overall accuracy of the simulated data can be confounded. This problem can have impacts on the process of finding a unique combination of parameters, which are realistically better with the others.

One combination of copula parameters may either be superior to the others based on the respective statistical goodness-of-fit tests or inferior in regard to another statistical measure. For example, when a copula family is chosen using the BIC criteria, the penalty for two-parameter copulas (e.g., Student’s t, BB1, BB6, etc.) may be larger than that based on AIC [50]. To overcome these issues, we require further examination to reduce complications in the selection of best copula model along with the best set of parameters of the optimal copula. We thus aver that such error sources may contribute to uncertainty in copula models, so the choice of a good copula function cannot be overstated [69, 70]. Furthermore, in future studies, researchers can use copulas to generate a larger number of inputs for a machine learning model to resolve the student performance data shortage problems and the larger data in machine learning models. Hybrid copula models whereby distribution functions can be used for this purpose. Developing such types of algorithms was beyond the scope of this study and therefore could be a promising direction for future research and awaits another independent study.

Finally, as the data for this study was limited to the 2015–2018 period, a direct comparison of any ‘new’ student performance data after 2019 (i.e. post-COVID-19 period) with this pre-COVID-19 is impossible, but such a study would also be an interesting endeavour to pursue subject to the availability of such new data and the consistency among the assessments. While the comparison of new data by means of a confusion matrix could be a useful research, this was beyond the scope of the present study given that ethics approval for such data post 2019 is required. Furthermore, the changes in examination format being online-only after COVID-19, as opposed to invigilated exams pre-COVID-19, prohibit a direct comparison of these models acting as an obstacle in pursuing this objective, and therefore will await another separate study.

**VI. CONCLUSION**

This research, extending the earlier machine learning-based study [1], has incorporated a new copula-based modelling method to examine the influence of continuous assessment scores on the weighted score in engineering mathematics students that lead to a successful grade in the first- and second-year engineering mathematics courses. To advance
the earlier research work, this study has built new methods to predict the whole distribution of weighted scores including the tail distribution representing the low and high scores within a probabilistic framework. To do this, a D-vine regression model was constructed and assessed with several predictor datasets for on-campus and online student cohorts in ENM2600 course offers. A cross-validation of the copula model applied for another lower level course, ENM1600 (see Appendix A) was also performed. Using the case of Advanced Engineering Mathematics, and the lower level engineering mathematics courses, the efficacy of the copula models in predicting engineering mathematics student success using continuous assessment data, over 2013–2018, was demonstrated. While this study was motivated by earlier work [1] that developed extreme learning machine, random forest and Volterra models, the added capability of copulas to predict the joint (or whole) distribution targets including the tail distribution and extreme values (see Figures 6-7) made a significant contribution to knowledge compared to the earlier work. Due to the nature of the copula method suited for probabilistic predictions (Figure 6-8) rather than point-based, single-value target predictions as shown in [1], a direct comparison between that machine learning and copula method was not possible.

The results showed that quizzes and assignment marks could be jointly modelled to produce examination scores and weighted scores. Statistical and visual analysis of predicted and real datasets indicated significant benefits of the newly developed D-vine copula models to capture the dependence structure between the predictor and target variables. Most importantly, the ability of copula-based models to correctly describe the dependence in lower and upper bounds, corresponding to very low and high scores, respectively, showed its practical usefulness in the engineering education, particularly in understanding the ongoing learning needs of future engineers that affect their assignment or other marks ahead of their examination period and to reflect with their unique learning styles and the required early interventions needed to reduce the risk of failure. With some modifications, the copula model methods generated in this study may be adopted in other discipline areas where the performance of students need to be predicted ahead of their examination times to improve teaching and learning practices.

Using prior information from internal assessments on student performance, the course instructors and the academic Faculty can develop certain remedial measures for students who secure relatively low marks in internal assessment and quizzes to prevent their failure in the final examination, and even in the overall course. It is important to mention that in the context of the present study, quiz 1 and assignment 1 are given relatively early into the semester i.e. weeks 3-6, and therefore, the remedial measures could include early interventions based on modelling performance for the final examination. Furthermore, quiz 2 and assignment 2 are normally ahead of the examination period (between weeks 7 to 13, which can be used to develop further remedial measures to prevent a poor performance in the examination. Specific examples of remedial measures could include more one-to-one support, amending and balancing the depth and the level of difficulty of the final examination, inclusion of more appropriate content that are tested early in quizzes or assignments, etc. These measures, however, would depend on the resource availability, so the copula models can act as early indicators of such resource needs and the exact remedial measures that depend on the particular course and academic institutions.

APPENDIX A
CROSS-VALIDATIONS WITH ENM1600 ENGINEERING MATHEMATICS COURSE

Using D-vine copula models developed for Advanced Engineering Mathematics student performance predictions, further testing and cross-validations were performed on another course ENM1600, which was a lower level engineering mathematics course at the University of Southern Queensland Australia.

A. MODEL DEVELOPMENT - ENM1600 ENGINEERING MATHEMATICS

In this section, the proposed model development parameters for copulas are shown in terms of the optimal combination of predictors against the target variable.

1) PARAMETRIC D-VINE COPULA
2) NON-PARAMETRIC D-VINE COPULA

B. KENDALL CORRELATION AND KENDALL PLOTS

The Kendall correlation coefficients and Kendall tau plot is used to demonstrate the association between predictors (A1, A2, A3, EX) versus the target (WS) in the problem of predicting student performance in ENM1600.

C. BI-VARIATE COPULA MODEL CONDITIONAL PROBABILITY PLOT

In Figure 10, as show the probabilistic prediction of examination score over [0, 600] conditional upon assignment $A_1 = [20, 40, 60, 80 & 100]$ out of 150 total marks.

D. TRI-VARIATE COPULA MODEL CONDITIONAL PROBABILITY PLOT

In Figure 11, as show the probabilistic prediction of examination scores over [0, 600] that are conditional upon joints effect of assignment $A_1 = [30, 60, 80, 100]$ & $A_2 = [10, 20, 40, 50]$ out of 150 total marks.

APPENDIX B
THEORY ON MULTIVARIATE COPULA MODELS
A. ELLIPTICAL COPULAS

Figure 12 shows examples of the simulated JCDF and JPDF for bivariate Gaussian copula given different levels of the association parameters where the probability is evenly distributed across all values of both marginal distributions in $r$ the case of low relationship ($\tau = 0.15$). When the
TABLE 5. The optimal combination of predictor variables employed to simulate the target \( EX \) and \( WS \) for the ENM1600 course using the proposed parametric D-vine regression (i.e., PDVR) model. To interpret this result, consider the target \( EX \) or the \( WS \) that is located in first node of the first tree and predictors \( Q \) and \( A \) are added successively according to conditional log-likelihood (cll) and corrected Akaike Information Criteria (cAIC).

(a) On-campus (face-to-face) students

| Predictor Input Combination | cll       | cAIC       |
|-----------------------------|-----------|------------|
| **ONC Student Cohort**      |           |            |
| Target = EX                 |           |            |
| \( EX-A1 \)                 | -5900.41  | 10004.82   |
| \( EX-A1-Q1 \)              | -4986.20  | 9978.40    |
| **Target = EX**             |           |            |
| \( WS-EX \)                 | -2299.28  | 4602.55    |
| \( WS-EX-A3 \)              | -1915.66  | 3837.32    |
| \( WS-EX-A3-Q2 \)           | -1695.89  | 3401.79    |
| \( WS-EX-A3-Q2-A1 \)        | -1588.02  | 3190.04    |
| \( WS-EX-A3-Q2-A1-Q1 \)     | -1519.86  | 3055.72    |
| \( WS-EX-A3-Q2-A1-Q1-A2 \)  | -1474.01  | 2968.01    |

(b) Online (web-based) students

| Predictor Input Combination | cll       | cAIC       |
|-----------------------------|-----------|------------|
| **ONC Student Cohort**      |           |            |
| Target = EX                 |           |            |
| \( EX-Q1 \)                 | -7787.56  | 15579.12   |
| \( EX-Q1-Q2 \)              | -7733.28  | 15472.56   |
| \( EX-Q1-Q2-A1 \)           | -7713.21  | 15434.42   |
| \( EX-Q1-Q2-A1-A3 \)        | -7700.28  | 15410.56   |

Target = EX

| Predictor Input Combination | cll       | cAIC       |
|-----------------------------|-----------|------------|
| \( WS-EX \)                 | -3512.44  | 7026.88    |
| \( WS-EX-A3 \)              | -2937.78  | 5879.56    |
| \( WS-EX-A3-Q2 \)           | -2501.88  | 5009.75    |
| \( WS-EX-A3-Q2-Q1 \)        | -2263.64  | 4535.28    |
| \( WS-EX-A3-Q2-Q1-A1 \)     | -2088.59  | 4189.18    |
| \( WS-EX-A3-Q2-Q1-A1-A2 \)  | -1992.45  | 4000.90    |

TABLE 6. As in Table 5 but for non-parametric D-vine regression (i.e., PDVR) model.

(a) On-campus (face-to-face) students

| Predictor Input Combination | cll       | cAIC       |
|-----------------------------|-----------|------------|
| **ONC Student Cohort**      |           |            |
| Target = EX                 |           |            |
| \( EX-A1 \)                 | -4970.75  | 9976.04    |
| \( EX-A1-Q1 \)              | -4933.38  | 9931.72    |
| \( EX-A1-Q1-Q2 \)           | -4955.84  | 9907.01    |
| \( EX-A1-Q1-Q2-A3 \)        | -4877.75  | 9896.20    |

Target = EX

| Predictor Input Combination | cll       | cAIC       |
|-----------------------------|-----------|------------|
| \( WS-EX \)                 | -2277.63  | 4636.69    |
| \( WS-EX-A3 \)              | -1841.13  | 3803.07    |
| \( WS-EX-A3-Q2 \)           | -1524.05  | 3205.57    |
| \( WS-EX-A3-Q2-A1 \)        | -1295.14  | 2775.49    |
| \( WS-EX-A3-Q2-A1-Q1 \)     | -1143.12  | 2500.62    |
| \( WS-EX-A3-Q2-A1-Q1-A2 \)  | -1007.72  | 2258.31    |

(b) Online (web-based) students

| Predictor Input Combination | cll       | cAIC       |
|-----------------------------|-----------|------------|
| **ONC Student Cohort**      |           |            |
| Target = EX                 |           |            |
| \( EX-Q1 \)                 | -7773.44  | 15593.83   |
| \( EX-Q1-A3 \)              | -7683.42  | 15450.37   |
| \( EX-Q1-Q2 \)              | -7636.12  | 15391.41   |
| \( EX-Q1-Q2-A1 \)           | -7605.14  | 15358.88   |

Target = EX

| Predictor Input Combination | cll       | cAIC       |
|-----------------------------|-----------|------------|
| \( WS-EX \)                 | -3480.07  | 7047.45    |
| \( WS-EX-A3 \)              | -2814.29  | 5768.53    |
| \( WS-EX-A3-Q2 \)           | -2316.23  | 4813.70    |
| \( WS-EX-A3-Q2-A1 \)        | -2015.58  | 4245.81    |
| \( WS-EX-A3-Q2-A1-Q1 \)     | -1771.87  | 3789.82    |
| \( WS-EX-A3-Q2-A1-Q1-A2 \)  | -1558.91  | 3395.56    |

relationship is relatively strong (\( \tau = 0.60 \)), the highest probability is observed along the primary diagonal as the concordance increases, meanwhile a considerable discordance exists across the lowest and highest values. A negative association, for example, appears in a similar manner, but in the opposite corners.

B. ARCHIMEDEAN COPULAS

Table 1 introduces the most common one- and two-parameter ACs tested in this study. In Figure 13, we show the JCDF and JPDF for Clayton, Gumbel, Frank and Joe copulas and also their association parameters corresponding to the same \( \tau \) value of 0.50. Notably, each copula clearly represents different dependence structures over the joint distribution representation.

The Clayton copula appears to be the most useful in modelling the lower dependence while Gumbel and Joe copulas capture the upper dependence. Frank, like the Gaussian, is a symmetric copula accounting for positive and negative associations, as well as the concordant parts, however, they are lighter in upper tails. The Independence copula can be used to check the independence between variables where copula do not rely on associated parameters as well as \( \tau \) values.

APPENDIX C

CONSTRUCTION OF MULTIVARIATE COPULA MODELS

In this paper, the multivariate elliptical copula, extended from bivariate function, takes the form of an inversion of the Sklar’s theorem. The multivariate Gaussian copula is defined as:

\[
(C_{u_1}, \ldots, u_d; \rho) = \phi_{\rho}
\]

and the multivariate Student’s \( t \) copula:

\[
(C_{u_1}, \ldots, u_d; \rho) = T_{\rho,v}
\]

where \( \rho \) denotes a symmetric, positive definite matrix with elements in the diagonal equal to one. \( \phi_{\rho} \) and \( T_{\rho,v} \) are the standardised multivariate normal Student’s \( t \) distribution, respectively, with correlation matrix \( \rho \) and \( v \) degrees of freedom. Although these elliptical members are generally possible to capture a wide range of dependence, including
heavy tails, they are not appropriate when there is asymmetric dependence structures [71]. Further, the elliptical copula in most cases cannot be given explicitly because the distribution $F$ and the corresponding marginal distributions are usually represented in integral forms [72].

**APPENDIX D**

**DETAILS OF MULTIVARIATE COPULAS AND THEIR APPLICATIONS**

A. ELLIPTICAL

Generally including multivariate Gaussian and Student’s t copulas. The multivariate Gaussian copula is defined as:

$$C(u_1, \ldots, u_d; \rho) = \Phi_{\rho}\left[\Phi^{-1}(u_1), \ldots, \Phi^{-1}(u_d)\right], \quad (20)$$

and the multivariate Student’s t copula:

$$C(u_1, \ldots, u_d; \rho) = T_{\rho,v}\left[T_{v}^{-1}(u_1), \ldots, T_{v}^{-1}(u_d)\right], \quad (21)$$

where $\rho$ denotes a symmetric, positive definite matrix with elements in the diagonal equal to one. $\Phi$ and $T_{\rho,v}$ are the standardised multivariate normal Student’s t distribution, respectively, with correlation matrix $\rho$ and $v$ degrees of freedom.

1) APPLICATIONS

The Gaussian copula exhibits tail independence meanwhile the Student’s t copula is symmetric dependence in the lower and upper tail. Although these elliptical members are generally possible to capture a wide range of dependence including heavy tails, they are not appropriate when there is asymmetric dependence structures [71]. Further, the elliptical copula in most case cannot be given explicitly because the distribution
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**FIGURE 9.** The ranked Kendall correlation and Kendall tau plot for ENM1600 Engineering Mathematics performance for [a] on-campus (ONC) face-to-face and [b] online (ONL) web-based students.
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**FIGURE 10.** Bi-Variate Copula Model for ENM1600: Conditional probability plot showing the probability of an examination score, $EX$ being less than or equal to a threshold mark, $ex$ conditional upon Assignment 1, $A_1$ being less than or equal to a threshold mark, $a_1$. To interpret this result, consider an on-campus student who has an Assignment 1 score of 80/150 marks, is expected to have a 70% probability to score a 300/600 examination score (or a pass in the examination).
result, consider an on-campus student with classical construction where bivariate ACs are extended to the Archimedean copulas (ACs). Exchangeable ACs is a classical copula construction process. Clearly, we note that the rendered dependence is symmetric with respect of the permutation of variables, which means that the distribution is exchangeable [72]. The multivariate ACs is very restricted in high-dimensional cases because the multivariate dependence structure relies on a single parameter of the generator function. Non-exchangeable ACs can improve flexibility and allow for non-exchangeable dependence structures. However, one of the restrictions of the HACs is that only AC families are used in the building block. Further, parameter restrictions require the parameters estimated for higher levels to be smaller than those for lower levels, which may reduce the flexibility for modelling dependence structures.

1) APPLICATIONS

Archimedean copulas (ACs) can overcome the limitations of the elliptical copulas. In exchangeable ACs, the rendered dependence is symmetric in respect of the permutation of variables, which means that the distribution is exchangeable [72]. The multivariate ACs is very restricted in high-dimensional cases because the multivariate dependence structure relies on a single parameter of the generator function. Non-exchangeable ACs can improve flexibility and allow for non-exchangeable dependence structures. However, one of the restrictions of the HACs is that only AC families are used in the building block. Further, parameter restrictions require the parameters estimated for higher levels to be smaller than those for lower levels, which may reduce the flexibility for modelling dependence structures.

**C. EXCHANGEABLE ARCHIMEDEAN COPULAS**

Archimedean copulas overcome the limitations of elliptical class. Bivariate ACs can be extended to the d-dimensional case, given a strict generator \( \varphi : [0, 1] \rightarrow [0, \infty] \). The associated function \( C \) of a d-dimensional AC has close form representation defined as:

\[
C (u_1, \ldots, u_d) = \varphi^{-1} [\varphi (u_1) + \ldots + \varphi (u_d)] .
\]  

if and only if \( \varphi^{-1} \) is completely monotonic on \( \mathbb{R} \). Non-exchangeable ACs is asymmetric generalization, hierarchical ACs (HACs) [42] also known as nested ACs (NACs). The HAC comprised ACs belonging to the same family may be named as a homogeneous HAC, otherwise, a heterogeneous HAC [73]. There are two special forms of HACs, namely the fully nested ACs (FNACs) and the partially nested ACs (PNACs) [42], [74]. The FNACs takes a relatively simple form where \( u_1 \) and \( u_2 \) is coupled first by a bivariate copula function \( C_1 \) with the parameter \( \theta_1 \). Then that copula \( C_1 \) is coupled with \( u_3 \) by a new copula \( C_2 \) and the parameter \( \theta_2 \), and so on.

The pair-copula is derived from the corresponding generator described in Table 1. The PNAC is a mixture of ordinary ACs and FNACs. The HAC has been thoroughly investigated in the literature [40], [75]–[77]. There are also multiplicative ACs proposed by Liebscher [78] and Morillas [79].

**B. ARCHIMEDEAN**

Generally including exchangeable and non-exchangeable Archimedean copulas (ACs). Exchangeable ACs is a classical construction where bivariate ACs are extended to the d-dimensional case given a strict generator:

\[
\varphi : [0, 1] \rightarrow [0, \infty].
\]

The associated function \( C \) of a d-dimensional AC has close form representation defined as:

\[
C (u_1, \ldots, u_d) = \varphi^{-1} [\varphi (u_1) + \ldots + \varphi (u_d)] .
\]

\[ C (u_1, \ldots, u_d) = \varphi^{-1} [\varphi (u_1) + \ldots + \varphi (u_d)] . \] (24)

**FIGURE 11.** Tri-Variate copula model results for ENM1600: Conditional probability plot showing the probability of EX being less than or equal to a threshold mark, ex given that the Assignment 1, A1 and Assignment 2, A2 are less than or equal to threshold marks a1 and a2. To interpret this result, consider an on-campus student with A1 = 100/150 marks and A2 = 50/150 marks, expected to have a 50% probability to score an EX = 300/600 marks (or a pass in the examination).

F and the corresponding marginal distributions are usually represented in integral forms [72].

**D. NON-EXCHANGEABLE ARCHIMEDEAN COPULAS**

We can construct multivariate ACs in alternative ways to improve the flexibility of modelling of student performance data and allow for non-exchangeable dependence structures.
FIGURE 12. The simulated joint cumulative distribution function (JCDF) and the probability density function (JPDF) of bivariate Elliptical (Gaussian) copula models with differently parameters, \( \theta \) and \( \tau \). For JCDF, see plots [a-c] [a] Gaussian: \( \theta = 0.23; \tau = 0.15 \), [b] Gaussian: \( \theta = 0.45; \tau = 0.30 \), [c] Gaussian: \( \theta = 0.71; \tau = 0.60 \). For JPDF, see plots [d-f] [a] Gaussian: \( \theta = 0.23; \tau = 0.15 \), [b] Gaussian: \( \theta = 0.45; \tau = 0.30 \), [c] Gaussian: \( \theta = 0.71; \tau = 0.60 \).
FIGURE 13. The simulated joint cumulative distribution function (JCDF) and the probability density function (JPDF) of bivariate Archimedian (Gaussian) copula models with differently parameters, $\theta$ and $\tau$. For JCDF, see plots [a-d] [a] Clayton: $\theta = 2.00, \tau = 0.50$. [b] Gumbel: $\theta = 2.00, \tau = 0.50$. [c] Frank: $\theta = 2.00, \tau = 0.50$. [d] Joe: $\theta = 2.86, \tau = 0.50$. For JPDF, see plots [e-h] [e] Clayton: $\theta = 2.00, \tau = 0.50$. [f] Gumbel: $\theta = 2.00, \tau = 0.50$. [g] Frank: $\theta = 2.00, \tau = 0.50$. [h] Joe: $\theta = 2.86, \tau = 0.50$. 
FIGURE 14. (a) Five-dimensional symmetric Archimedean copulas, (b–d) Hierarchical Archimedean copulas (HAC) constructed and partial nested, (c) Fully nested structure. The joint distribution between variables \( u \) is modelled by the copula function \( C \). For example, \( C_1 \) is the copula function for \( u_1 \) and \( u_2 \) and \( C_2 \) the copula function for \( C_1 \) and \( u_3 \).

to be considered. Asymmetric generalization, hierarchical ACs (HACs) [42] also known as the nested ACs (NACs), is the most popular approach due to their flexibility so under sufficient nesting conditions [80], this structure constructs of

a hierarchy of ACs with different levels. At the first level, variables are grouped into distinct multivariate ACs with all copulas in the first level again grouped into copulas at level two, etc. This procedure continues until the top level contains only a single HAC is achieved. The HAC comprises of ACs belonging to the same family, or homogeneous HAC, otherwise, a heterogeneous HAC [73] is achieved.

Two special forms of HACs, namely the fully nested ACs (FNACs) and the partially nested ACs (PNACs) [42], [74] are considered with FNACs taking a relatively simple form where \( U_1 \) and \( U_2 \) is coupled first by a bivariate copula \( C_1 \) with parameter \( \theta_1 \). The copula \( C_1 \) is coupled with \( u_3 \) by a new copula \( C_2 \) and the parameter \( \theta_2 \), and so forth.

Figure 14c describes one possible structure for a five-dimensional FNA copula model. The pair-copula is derived from the corresponding generator described in Table 1 where the PNAC is a mixture of the ordinary ACs and FNACs.

A possible structure of a five-dimensional PNAC is depicted in Figure 14(b-d). It should be noted that the HAC has thoroughly been investigated e.g., [75] with multiplicative ACs in Liebscher [78] and Morillas [79].

However, one of their restrictions is that only the AC families are used in building blocks and so the parameter restrictions require the parameters estimated for higher levels to be smaller than those for lower levels, which may reduce the flexibility to model dependence structures.

E. VINE

Vine copulas are generally expressed in three forms: regular (R)-vine, canonical (C)-vine, and drawable (D)-vine copulas. For vine copulas, please see Part C in section II for more details.) It is important to mention that vine copulas, also known as pair-copula constructions ( [43]), are able to overcome limitations mentioned above.

APPENDIX E

DESCRIPTIVE STATISTICS OF STUDENT PERFORMANCE DATA-SET

To better understand the data features used in the modelling process, in Tables 7 and 8, we show the descriptive statistics of the data-set used to construct the proposed multivariate copula models. It is evident that there is little difference between the skewness, flatness and standard deviations of the online (ONL) and on-campus (ONC) student performance among both subjects under investigation. For example, the \( \alpha \) value for weighted score (WS) is \( \approx 17.0 \) vs 16.9 for ENM2600 ONL and ONC students, respectively whereas it is 17.4 and 17.0 for ENM1600. However, the characteristics of the predictor and target data-set based on their distribution indicators for each course and student cohort occupies disparate values to suggest that the nature of each predictor is different from the other. For example, in terms of quiz 1 and quiz 2, we have \( \alpha = -1.8 \) vs \(-1.0 \) for ENM2600 ONL data-set, whereas in terms of the exam score, it is 0.1 and in terms of weighted score, it is \(-0.1 \). Similar differences are noted for ENM1600.
It is imperative to note that the copula models in this paper provided a distinct advantage to handle the different statistical properties of the predictor and target variables whereby joint distributions with different shape, scale, or other statistical factors for the quiz, assignment, exam score, weighted score are considered through a unique set of copula parameters. This indicates that in spite of the diverse (or disparate) features provided by each predictor towards modelling the target variable, copula models are precisely tailored to incorporating such differences in the statistical properties represented in Tables 7 and 8, and are therefore considered robust in predicting engineering mathematics student performance data.
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