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Structural inequalities persist in society, conferring systematic advantages to some people at the expense of others, for example, by giving them substantially more influence and opportunities. Using bibliometric data about authors of scientific publications, we identify two types of structural inequalities in scientific citations. First, female authors, who represent a minority of researchers, receive less recognition for their work (through citations) relative to male authors; second, authors affiliated with top-ranked institutions, who are also a minority, receive substantially more recognition compared to other authors. We present a model for the growth of directed citation networks and show that citations disparities arise from individual preferences to cite authors from the same group (homophily), highly cited or active authors (preferential attachment), as well as the size of the group and how frequently new authors join. We analyze the model and show that its predictions align well with real-world observations. Our theoretical and empirical analysis also suggests potential strategies to mitigate structural inequalities in science. In particular, we find that merely increasing the minority group size does little to narrow the disparities. Instead, reducing the homophily of each group, frequently adding new authors to a research field while providing them an accessible platform among existing, established authors, together with balanced group sizes can have the largest impact on reducing inequality. Our work highlights additional complexities of mitigating structural disparities stemming from asymmetric relations (e.g., directed citations) compared to symmetric relations (e.g., collaborations).

Growing concerns about social justice have brought renewed scrutiny to the problem of structural inequalities. Such inequalities concentrate power in the hands of certain groups based on their gender, race, or socio-economic status, by prioritizing their access to resources and social capital, while limiting opportunities for others. Arguably the best known of these is economic inequality, in which a small minority controls the disproportionate share of income and wealth. Economic inequality is detrimental to social welfare and has been associated with adverse societal outcomes, including reduced well-being (1) and increased mortality (2), crime, and other social problems (3).

Structural inequalities are also common in science. As a result of the gender gap in faculty hiring, women remain a small minority in many fields: they represent 15\% of tenure track faculty in Computer Science (4), 23\% (resp. 10\%) of assistant (resp. full) professors in Physics (5), and 31\% (resp. 15\%) of assistant (resp. full) professors in Economics (6). Although women publish at the same rate as men, their papers appear in less prestigious journals (7) and tend to receive fewer citations (8, 9). Academic prestige presents another source of disparities in faculty hiring, where the ranking of a researcher’s doctoral degree institution determines their academic placement and career opportunities (10, 11). According to one study of faculty hiring, the top-ranked 15\% of computer science departments produced 68\% of their own faculty, hiring less than 10\% from outside of the top-50 departments (12). The disparity is not driven by competition in the job market for best candidates. Instead, the benefits of early career placement, rather than inherent merit, serve to lock in advantages of doctoral training prestige, thereby facilitating future success (13).

In this paper, we demonstrate that structural inequalities extend beyond hiring to affect the recognition scientists receive from their peers, as measured by the number of citations to their papers. Citations provide the basis for evaluating the research impact of scientists, a metric widely used in academia to decide who to promote, invite as a keynote speaker, award tenure or a prize. Citations also help the community and funding agencies identify important research topics. We demonstrate the existence of a gender gap and a prestige gap in citations that make one group receive substantially less recognition for their work than the other. Specifically, women, who are a minority in science, receive less recognition than men. However, researchers from top-ranked institutions, who also form a minority, receive far more recognition than others; moreover, the smaller and more prestigious the group of researchers from top-ranked institutions, the larger the citations inequality. These two examples show that disparities in representation alone do not explain structural inequalities in citations.

To elucidate the origins of these structural inequalities, we present a dynamic model of the growth of directed citations networks, which shows that inequalities arise as a consequence of biases in individual preferences of authors to cite similar (homophily property of social interactions) and well-connected or active (preferential attachment) authors, as well as the size of the minority group and how quickly new authors are integrated into the citation network. The model is simple enough to be analytically tractable, yet rich enough to capture key elements of real-world dynamics. Our theoretical analysis and empirical
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validation reveal a rich array of phenomena as well as strategies for reducing citation disparity.

Researchers have recently begun to study disparities from the perspective of network science. Studies have shown that the structure of social interactions can systematically disadvantage members of the minority group by limiting their visibility (14), relative ranking (15), economic opportunities (16) and the number of social connections they accrue (17, 18). These studies have focused on undirected networks representing professional relationships among scientists, such as who works with whom (collaboration networks) or who knows whom (affiliation networks). In contrast to undirected networks where social links are symmetric, we focus on directed citation networks with asymmetric links. We use large bibliographic databases containing information about scientific publications and publications they cite, to construct citation networks of authors. A directed edge in the author-citation network means that one author cites the papers of the other author in their own works, but not necessarily the other way around. We enrich these networks with additional information about authors and their affiliations. The scale and scope of the data allow for longitudinal study of disparities and comparison across academic disciplines.

Reducing structural inequalities is critical to broadening participation in science, which is itself necessary not only to promote equity, but also to spur innovation on which our economic prosperity depends. Our analysis shows that merely increasing the size of the minority group, e.g., through hiring policies or affirmative action, does little to change inequality. Instead, our work suggests the need to change the culture of scientific recognition by changing individual citation preferences and inclusion of new authors. Our work provides a basis for metrics that scientific publishers and academic search engines can use to audit the content they produce for bias, an important step toward reducing disparities in science.

Results

Power-Inequality in Author-Citation Networks. We constructed author-citation networks from bibliometric data for six fields of study (see Methods). An author-citation network at a discrete time \( t = 1, 2, \ldots \) is a directed graph \( G_t = (V_t, E_t) \) where \( V_t \) is the set of authors and the \( E_t \) is the set of directed edges between them. An edge from author \( u \) to \( v \) exists if the latter cites any of the papers written by the former, i.e., the direction indicates the flow of information. Hence, the out-degree \( d_o(v) \) of an author \( v \in V_t \) is the number of authors citing \( v \), whereas the in-degree \( d_i(v) \) is the number of people \( v \) has cited up to and including time \( t \). We use \( \mathcal{B}_t, \mathcal{R}_t \subset V_t \) to represent a partition of the set of authors into two groups based on some attribute such as gender (female authors \( \mathcal{R}_t \) vs male authors \( \mathcal{B}_t \)) or prestige of their institutional affiliation (authors affiliated with top-ranked institutions \( \mathcal{R}_t \) vs the rest \( \mathcal{B}_t \)). Further, the total in-degree (resp. out-degree) of red nodes is \( d_i(\mathcal{R}_t) = \sum_{v \in \mathcal{R}_t} d_i(v) \) (resp. \( d_o(\mathcal{R}_t) = \sum_{v \in \mathcal{R}_t} d_o(v) \)), and the total in-degree of all nodes at time \( t \) is \( d_t = \sum_{v \in V_t} d_i(v) \).

Following (17), we use the average degree of a group as a proxy for its power in a graph. However, in directed graphs, we need to account for the in-degree \( d_i(v) \) and the out-degree \( d_o(v) \) for each author \( v \). We define the power of the red group \( \mathcal{R}_t \) at time \( t \) as the ratio of the average out-degree to the average in-degree of red nodes at time \( t \), and similarly for the blue group. In author-citation networks, the out-degree represents the amount of recognition an author receives from others, and the in-degree represents the attention the author pays to others. Thus, the power of a each group measures the average recognition the group receive relative to the average recognition the group gives to others. The power-inequality in the citation network at time \( t \) quantifies the disparity in the normalized recognition the two groups receive as the ratio of the power of red group to the power of the blue group,

\[
\mathcal{I}_t = \frac{d_o(\mathcal{R}_t)}{d_i(\mathcal{R}_t)} \times \frac{d_i(\mathcal{B}_t)}{d_o(\mathcal{B}_t)}. \tag{1}
\]

When \( \mathcal{I}_t < 1 \), the red group has relatively less power compared to the blue group at time \( t \). On the other hand, when \( \mathcal{I}_t > 1 \), the red group has relatively more power than the blue group. Note that in undirected networks \( \mathcal{I}_t = 1 \) (at any time \( t \)). Thus, our notion of power-inequality specifically captures the consequences of the directed edges in citation networks.

Figure 1 illustrates power-inequality. Fig. 1(a)-(b) show the induced subgraphs of author-citation networks in Management, partitioned by gender and affiliation respectively. Each subgraph represents the ego-networks of a linked pair of authors, one belonging to the red group and the other to the blue. A node’s ego-network includes all nodes connected to it and all edges between them. Outgoing edges inherit the color of the author being cited. Although the size of the red group is the same in the two subgraphs, the different number of red and blue edges suggests disparities in citations: in Fig. 1(a) the majority (blue) group gets a disproportionately large number of citations (compared to its size) and has more power, whereas in Fig. 1(b), the minority (red) group does. We confirm that this observation is also valid at the full network scale by calculating power-inequality across several fields of study: Management, Psychology, Physics, Political Science, Economics, and Computer Science. Fig. 1(c)-(d) shows power-inequality over time in gender and affiliation networks. In gender-partitioned networks, women are the minority (\( \mathcal{R}_t \) in Eq. (1)) and have less power than men (\( \mathcal{B}_t \)). Political Science and Economics, despite some progress towards equality in recent years, have the greatest citations disparity. Psychology comes closest to gender parity in citations, and it is also most gender balanced, while in Political Science and Economics, women are a small minority with 34.20% and 28.01% of all authors. In contrast, in affiliation-partitioned networks, authors from top-ranked institutions, who form the minority class, have much more power than the majority class (\( \mathcal{B}_t \)). This is despite the fact that the size of the minority class in these networks is smaller than the minority class in gender networks (Table 1). This suggests that class imbalance is not the main cause of power-inequality.

Model of Network Growth. To explore the origins of power-inequality, we present a model of a growing citation network, namely, the Directed Mixed Preferential Attachment (DMPA) model. The DMPA model shows how disparities in citations can arise as a consequence of the interplay between the relative prevalence of the minority group, biases in individual preferences for
Fig. 1. Power-inequality over time for six fields of study in (a) gender-partitioned and (b) affiliation-partitioned networks. The plotted values indicate the average of power-inequality, defined in Eq. (1), over a sliding window of four years, and confidence intervals indicate the standard error. The gray lines show the cumulative power inequality over the years. In (a), all power-inequality values are below 1, suggesting that female authors have less power than male authors. Psychology is the closest field to gender parity. Economics, Management and Political Science have steadily been moving towards gender parity after 2010, while Computer Science has a slightly decreasing trend over time. In (b), the minority (red) group represents authors affiliated with the top-100 institutions. Power-inequality values are above 1, suggesting that authors from top-ranked institutions have more power than other authors even though they are the minority. Psychology again is the field with values closer to 1 and therefore is the most institutionally power-equal field of study. Management has the most inequality, suggesting the affiliation of authors is highly correlated with their power in this field. To provide the reader with an intuition about power-inequality in author-citation networks, we show the induced subgraph (i.e., subgraph constructed by picking a subset of nodes and edges between them) for the Management field where the nodes were partitioned by (c) gender and (d) prestige of their affiliation. In the gender-partitioned network, red (resp. male) nodes represent female (resp. male) authors, and in the affiliation-partitioned network, they represent authors from top-ranked (resp. other) institutions. The induced subgraph is constructed from the ego-networks of a linked pair of red and blue nodes, which include all the nodes that cite or are cited by the linked pair of nodes, as well as the links between them. The links are assigned the same color as the as the node they point to (i.e., the author being cited). It can be clearly seen that the majority blue (male) group is cited disproportionately in the gender-partitioned network while the minority red group (affiliated with top-ranked institutes) is cited disproportionately more in the affiliation-partitioned network.
citing similar or dissimilar authors (homophil/heterophil), and the rate at which new authors join the citation network. The proposed model is powerful enough to produce a range of observed phenomena in citations networks, while also simple enough to be analytically tractable.

The model (see Methods for the details) describes the growth of a bi-populated directed random graph consisting of two types of nodes. At every time step $t$, one of three types of edges is added. First, with probability $p$, a new node (author) appears and an existing node cites it according to the following rules. The new node is assigned to red group with probability $r$ (otherwise, it is assigned to the blue group). A potential citing node is chosen from among the existing nodes by sampling proportional to their in-degrees plus a constant $\delta_i$. The idea is that an author who is already citing many others is likely to cite the new author. A new citation edge is created depending on the colors of nodes, governed by homophily: if both nodes are red (resp. blue), a link is created with probability $\rho_B^{(i)}$ (resp. $\rho_B^{(3)}$); otherwise, if the existing node is red (resp. blue) and the new node is blue (resp. red), a link is added with probability $1 - \rho_B^{(3)}(1 - \rho_B^{(i)})$. Alternately, with probability $q$, a new node appears and cites an existing node, chosen from among existing nodes by sampling proportional to their out-degrees plus a constant $\delta_i$. A new edge is created from the existing author to the new one based on homophily parameters $\rho_R^{(3)}, \rho_R^{(3)}$. For simplicity we assume that homophily for different edge creation events is the same and denoted by $\rho_B, \rho_R$. If $\rho_B > 0.5$, the blue group is homophilic, i.e., blue nodes more likely to cite other blue nodes. On the other hand, if $\rho_R < 0.5$, the blue group is heterophilic i.e., blue nodes are more likely to cite red nodes. A similar interpretation holds for the red group (with the parameter $\rho_R$).

The probability $r$ that a new node is assigned to the red group determines class balance asymptotically: when $r < 0.5$, red is the minority; otherwise, it is the majority. We can independently set the minority and majority groups to be homophilic or heterophilic by adjusting the parameters $\rho_B, \rho_R$. In addition, we can control the growth dynamics of the graph by appropriately choosing $p, q$, which determine the relative frequency with which new authors arrive and link to existing authors. For example, setting $1 - p - q > q > p$ describes an author-citation network where most of the new citations form between existing authors, and less frequently when new authors cite (or are cited by) existing authors. Finally, $\delta > 0$ controls the degree of preferential attachment: larger $\delta$ corresponds to lower preference for linking to high-degree nodes.

These parameters enable our proposed DMPA model to asymptotically replicate structural properties of many real-world social networks, including scale free degree distribution (19), assortative mixing (20, 21), and, as we show here, power-inequalities. The model generalizes previous models, specifically, a preferential attachment model for directed networks populated with nodes of a single type (22) and a dynamic model for bi-populated undirected networks (17, 23). In addition to being limited to undirected networks, the latter model also fails to capture network densification via new edges between existing nodes.

### Analysis of the Model and Insights.

**Theoretical Analysis.** We analyze the proposed DMPA model to study the asymptotic values of power-inequality. First, we define some additional notation. Let $\theta_{i}^{(i)} = \frac{d_i(R_i)}{d_i} \text{, } \theta_{o}^{(i)} = \frac{d_o(R_i)}{d_i}$. represent the fraction of the total in-degree and out-degree of the red group at time $t$.

**Theorem 1** (Almost sure convergence of DMPA model). Consider the DMPA model with the parameters $r, p, q, \delta_i = \delta_s = \delta$ and $\rho_B^{(i)} = \rho_B, \rho_R^{(i)} = \rho_R$ for $i = 1, 2, 3$. Then, there exists $\delta^* > 0$ such that, for all $\delta > \delta^*$, the state of the system $\theta_t = [\theta_{i}^{(1)}, \theta_{o}^{(1)}]^{T}$ converges to a unique value $\theta_\delta = [\theta_{i}^{(\delta)}, \theta_{o}^{(\delta)}]^{T} \in [0, 1]^{2}$ with probability 1 as time $t \to \infty$.

Theorem 1 states that the normalized sum of in-degrees $\theta_{i}^{(\delta)}$ and the normalized sum of out-degrees $\theta_{o}^{(\delta)}$ of red nodes converge to unique values (for sufficiently large $\delta$) with probability 1. This allows us to use the unique asymptotic values to analyze the power-inequality. For simplicity, we assume that the homophily parameters do not differ across the three edge formation events and $\delta_i = \delta_s$, although these assumptions can be easily relaxed.

The proof of Theorem 1 is in the supplementary material. The key idea behind the proof is to first express the evolution $\theta_t = [\theta_{i}^{(1)}, \theta_{o}^{(1)}]^{T}$ as a non-linear stochastic dynamical system. Then, by using stochastic averaging theory, we show that the non-linear stochastic dynamical system can be approximated by a deterministic ordinary differential equation (ODE) of the form $\dot{\theta} = F(\theta) - \theta$ where $F$ is a contraction map (for sufficiently large $\delta$). Since $F$ is a contraction map, it has a unique fixed point and, the sequence $\theta_t, t = 1, 2, \ldots$ converges to that fixed point (according to the Banach fixed point theorem). Since we know the contraction map $F$ in closed form (see supplementary material), the unique fixed point $\theta_* = [\theta_{i}^{(\delta)}, \theta_{o}^{(\delta)}]^{T}$ can be easily found via the recursion $\theta_{k+1} = F(\theta_k)$ with arbitrary initial condition $\theta_0 \in [0, 1]^{2}$. Thus, Theorem 1 implies that the power-inequality $I_t$ in Eq. 1 converges to $I = \theta_{o}^{(\delta)}(1 - \theta_{i}^{(\delta)})/\theta_{i}^{(\delta)}(1 - \theta_{o}^{(\delta)})$. In addition, the asymptotic value of the power-inequality $I$ for a specific parameter configuration can be found iteratively. In contrast to (17, 22, 23), which established convergence of $\theta_t$ in expectation, we use tools from stochastic averaging theory to establish the almost sure convergence (i.e., convergence with probability 1).

**Evaluation and Analysis of Power-inequality.** Figure 2 displays the power-inequality evaluated for different parameter values using the iterative method discussed above. The results demonstrate that the DMPA model can produce a vast array of behaviors. We now briefly present some of the insights from Fig. 2.
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Fig. 2. The figures display the power-inequality values for various parameter regimes of the proposed DMPA model. The three rows correspond to different values of the parameters \( p, q \) that capture the growth dynamics of the DMPA model. The three columns correspond to three different values of the homophily parameter of the blue group: \( \rho_B = 0.1 \) (heterophilic), \( \rho_B = 0.5 \) (unbiased), \( \rho_B = 0.9 \) (homophilic). In each subplot, lines in different colors correspond to various values of the parameter \( r \) that determines the asymptotic class balance. In addition, \( \delta = 10 \) for each case and another figure for \( \delta = 100 \) is given in the supplementary material.

Real-world networks typically densify as they grow (24), adding new edges between existing nodes. When a new node does appear, it connects to an existing node (i.e., citing an existing author), and it is rare for an existing author to cite a new one. The top row in Fig. 2 illustrates this scenario, with \( p = 0.1, q = 0.2 \). When the blue group is heterophilic (Fig. 2(a)), i.e., it prefers to link to the red group, the red group is more powerful whenever it is considerably more homophilic than the blue group. Under these conditions, power-inequality \( I \) increases exponentially with red group’s homophily \( \rho_R \). Surprisingly, \( I \) decreases with \( r \), meaning that the smaller the red group, the more powerful it is. This unusual behavior is especially apparent when the red group is highly homophilic (\( \rho_R = 0.9 \)). Therefore, when one group is highly homophilic and the other highly heterophilic, the heterophilic group faces a disparity in power, and increasing its size does not ameliorate the disparity. For an intuition, consider membership in an exclusive club: those who are already in this selective group prefer to associate with others in it (they are homophilic), and those who are not also prefer to associate with the exclusive group (they are heterophilic); therefore, making the exclusive group smaller serves to make it even more powerful. As a result, the most effective approach for ameliorating power-inequality is to alter individual preferences by changing the homophily parameters \( \rho_B, \rho_R \) rather than sizes of groups. On the other hand, when the blue group is unbiased (Fig. 2(b)), the red group is more powerful when \( \rho_R > \rho_B \), and its power increases with group size. There is less variation in power-inequality (compared to the top-left panel), suggesting that power disparity is driven by the difference of the homophily parameters of the two groups. Finally, when the blue group is highly homophilic (Fig. 2(c)) it is more powerful than the red group (i.e., \( I \leq 1 \)), and power-inequality decreases with \( \rho_R \).

The middle row in Fig. 2 corresponds to \( p < 1 - p - q < q \), which describes fast growing phase of the citations network, e.g., during the establishment of a new research field, where an influx of new authors creates many new citations to existing authors. Most trends observed in the first setting (\( p = 0.1, q = 0.2 \)) still hold; however, the effect of group size, determined by \( r \), is more pronounced, since more new nodes are added to the network.

Finally, the bottom row corresponds to the case \( p > 1 - p - q > q \), which models the case where the citations network grows primarily via existing authors citing new authors rather than other existing authors.

The worst case values of power-inequality (corresponding to \( \rho_B = 0.1, \rho_R = 0.9 \) and \( \rho_B = 0.9, \rho_R = 0.1 \)) become less severe when moving from top row to bottom row; this suggests that frequently bringing in new authors is one potential way to battle the disparities of power-inequality in the presence of extreme homophilic biases.

So far, our numerical results indicate how parameters of the DMPA model affect power-inequality for a fixed value of \( \delta = 10 \). To reduce the effects of preferential attachment, we re-evaluated power-inequality with \( \delta = 100 \) (see Supplementary Fig. 7). The results show that preferential attachment amplifies power-inequality, especially when there is a high degree of class imbalance i.e., the effect of \( \delta \) on power-inequality \( I \) is larger when \( r \ll 0.5 \) or \( r \gg 0.5 \). Thus, controlling \( \delta \) is a useful strategy to ameliorate power-inequality in the presence of extreme class imbalance.
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and empirical values of power-inequality for Computer Science could be due to the strong temporal variability of the citation networks in Computer Science. There appears to be a weak interaction between gender and affiliation. Affiliation with a higher number of authors in the minority (female authors) belong to the red group, as well as quarter of the authors in the affiliation-partitioned networks correspond to the scenario shown in the top-left panel of Fig. 2.

According to our empirical results, psychology is the most egalitarian research field, with power-inequality values closest to one, and some of the smallest gaps between homophily parameters for the minority and the majority classes. In addition, half of the authors in the gender-partitioned network belong to the red group, as well as quarter of the authors in the affiliation-partitioned network, a larger fraction compared to other fields. In contrast, Political Science and Management have the highest empirical power-inequality for gender and affiliation networks respectively. The poor agreement between theoretical and empirical values of power-inequality for Computer Science could be due to the strong temporal variability of the citation networks in Computer Science. There appears to be a weak interaction between gender and affiliation. Affiliation with a top-ranked institutions is weakly correlated with being male (Pearson correlation ranges from \( r = 0.01 \) to \( r = 0.04 \), \( p < 0.001 \)) in all fields of study except for Psychology, where female authors are slightly more likely to be affiliated with high-ranked institutions (Pearson coefficient \( r = -0.01, p < 0.001 \)), and Management, where correlation is not statistically significant.

**Smaller Elite Group Has More Power.** To assess the generalizability of our approach, we estimated power-inequality of the most prestigious institutions by changing the definition of “top-ranked” from the top-100 institutions to the top-50, top-20, and top-10 institutions listed in *Shanghai University Rankings* (see Supplementary Information for details). As the number...
of institutions considered as “top-ranked” shrinks, so does the minority fraction of authors belonging to those institutions \((r)\). Figure 4(a) reports power-inequality as a function of the minority fraction \(r\) for these different cases. For Management, Economics, and Computer Science, the relative power of the minority grows significantly as its size shrinks; when authors from the top-10 institutions are considered instead of the top-100 institutions, the power-inequality almost doubles. Fields such as Psychology, and to some extent Physics, are more egalitarian and do not show a significant increase in the power of the minority as its size shrinks. The estimated homophily parameters (Fig. 4(b)) suggest that the smaller minorities are more homophilic and prefer to cite themselves more, whereas the majority group is more strongly heterophilic.

**Mitigating Power-inequality in Author-Citation Networks.** We now discuss insights the DMPA model offers for reducing the disparity in citations. Recall that Fig. 2(c) corresponds to gender-partitioned citation networks. Analysis suggests that simply increasing the size of the minority group is not sufficient to reduce the disparity, as power-inequality exists even when group sizes are equal \((r = 0.5)\). Reducing the homophily of each group, so that the groups show no preference for citing their own members, is a more effective strategy: it reduces the disparity of citations even with unequal group sizes, as seen from the middle column of Fig. 2. This explains why Psychology and Computer Science have power-inequality values closer to 1—both groups in those fields have more similar homophily parameters as seen in Table 2. On the other hand, Political Science, Economics, Management, and Physics have the most disparity in citations, and in all four cases, the minority red group is heterophilic and the majority blue group is homophilic. Additionally, recall that the worst-case (i.e., when difference between \(p_B\) and \(p_C\) is close to 1) power-inequality is largest in the top row and smallest in the bottom row of Fig. 2. Therefore, encouraging new authors to join a field of study (i.e., making \(p > q \gg 1 - p - q\)) and especially, providing them the opportunity to have an audience among established authors (i.e., \(p > q \gg 1 - p - q\)) also reduces the power-inequality. Finally, in cases where neither homophily, growth dynamics \((p,q)\), nor group size \((r)\) can be controlled, power-inequality could be reduced by decreasing the importance of preferential attachment (i.e., increasing \(\delta\)). In practice, this could be achieved by providing support to researchers and authors in a manner that is not solely dependent on their past performance.

In affiliation networks, which correspond to Fig. 2(a), power-inequality is a clear consequence of homophily: the majority is heterophilic \(((\rho_R < 0.5))\) and the minority is strongly homophilic \(((\rho_R > 0.5))\). Interestingly, Fig. 2(a) suggests that the smaller the minority, the larger the power-inequality. This observation is confirmed by Fig. 4, which shows power-inequality for different minority group sizes (corresponding to different values of \(r\)). This suggests that the best way to alleviate citation disparities with respect to institutional prestige is to make the citations free of the influence of author affiliation, for example, by simply highlighting the names of authors and not their affiliations in the title page of scientific publications. In addition, as with gender networks, encouraging new authors to join a research field and providing them an audience among established authors (i.e., \(p > q \gg 1 - p - q\)), as well as reducing preferential attachment, also mitigates power-inequality.

**Methods**

**Data.** We used the Microsoft Academic Graph (MAG) API to collect metadata from papers published in Computer Science, Management, Psychology, Political Science, and Economics since 1990. We also collected metadata of papers published in the journals of the American Physical Society (APS). We consider the authors of these papers to represent the field of Physics. To study gender disparities, we used the Gender API (https://gender-api.com/) to get an author’s gender from their name. We eliminated authors whose first names are not recognized by the Gender API. For each year, we constructed a directed
| Field of study         | Gender-partitioned Network | Affiliation-partitioned Network |
|------------------------|----------------------------|---------------------------------|
|                        | # Nodes | Density | % Female | # Nodes | Density | % Elite |
| Management              | 111K    | 9.9×10^{-6} | 35.19    | 55K     | 3.0×10^{-6} | 12.19   |
| Physics                 | 164K    | 6.4×10^{-4}  | 16.39    | 156K    | 6.3×10^{-4} | 21.59   |
| Psychology              | 873K    | 1.7×10^{-6}  | 49.65    | 667K    | 2.9×10^{-6} | 23.18   |
| Political Science       | 1.03M   | 7.0×10^{-6}  | 34.20    | 204K    | 6.4×10^{-4} | 17.44   |
| Economics               | 1.3M    | 5.6×10^{-6}  | 28.01    | 723K    | 1.8×10^{-6} | 13.00   |
| Computer Science        | 7.62M   | 7.5×10^{-6}  | 25.79    | 3.27M   | 3.9×10^{-6} | 9.31    |

Table 1. Information about the data. Data for all fields of study, except Physics, came from Microsoft Academic Graph, and Physics data was provided by the American Physical Society. The number of authors with known gender is larger than number of authors with known affiliation. The affiliation network has higher density, potentially confounded by the fact that authors with known affiliation are more active in publishing and citing other authors.

The proposed model has parameters defining class balance (\( R \)), homophily (\( E_1, E_2, E_3 \)) and preferential attachment (\( \delta_1, \delta_2 \)).

The model parameters \( E_i, i \in \{1, 2, 3\} \) are matrices of the form

\[
E_i = \begin{bmatrix}
\rho_B^{(i)} & 1 - \rho_B^{(i)} \\
1 - \rho_B^{(i)} & \rho_B^{(i)}
\end{bmatrix}
\]  

The network at time \( t \) is denoted by \( G_t = (V_t, E_t) \) where the set of nodes \( V_t \) can be partitioned into a set of blue nodes \( B_t \) and red nodes \( R_t \). The initial graph \( G_0 \) corresponds to \( 2 \times 2 \) adjacency matrix containing all 1’s, though \( G_0 \) could be any arbitrary matrix and the asymptotic state of the model does not depend on it.

At each time step \( t \), one of three events happens, as shown in Fig. 5:

1. Event 1 (with probability \( p \)): An existing node follows the new node
   i. **Minority - majority partition**: A new node \( v_t \) appears and is assigned color red with probability \( r \) and blue with probability \( 1 - r \).
   ii. **Preferential attachment**: An existing node \( u_t \in V_t \) is chosen by sampling with probability \( \propto d_i(u_t) + \delta_i \).
We studied inequalities in scientific citations that lead one group of authors of scientific publications—women or researchers from less prestigious institutions—to receive less recognition for their work than the advantaged group (men, researchers from the top-ranked institutions). To explain these disparities, we proposed a novel model (Directed Mixed Preferential Attachment model) of the growth of citations networks which captures biases in authors’ individual preferences to cite others who are similar to them, well-recognized or highly active. The model also specifies the relative frequency with which new authors join. Its predictions align closely with empirical observations, indicating that the model’s mechanism is useful for understanding gender and prestige-based disparities in citations.

Are these disparities in recognition of authors detrimental to science? Some have argued that inequalities are ingrained in the structure of scientific rewards, which are skewed to channel the biggest rewards to a few top performers through mechanisms such as cumulative advantage (25). These skewed reward mechanisms benefit science by incentivizing researchers to produce outstanding work, which earns them placement at the more prestigious institutions. However, recent literature has called the link between prestige and merit into question. Research has shown that inequalities in individual productivity arise due to the cumulative benefits of early career placement rather than individual merit (13). Moreover, prestige, rather than the quality of scientific ideas, affects how quickly and widely they spread (26). Structural inequalities in recognition also likely contribute to the gender gap in science. Although women researchers publish at a similar rate as men, they tend to leave academia sooner (27), potentially because citations disparities lower their scientific impact. Since hiring and promotion decisions depend on the metrics of impact, the power-inequality we demonstrate could fundamentally limit women’s opportunities for professional advancement regardless of their inherent merit, motivation, or ability. Structural inequalities, therefore, reduce the pool of available talent and decrease the diversity of the scientific workforce, which limits innovation by reducing the creativity and productivity in research (28–30). To mitigate the effects of power-inequality in citations, our analysis suggests that reducing biases in citation patterns, e.g., by encouraging authors to cite researchers from underrepresented groups, is more effective than just increasing the size of the underrepresented group alone. e.g., by hiring. In addition, bringing in new authors and allowing them to have an accessible platform among established authors, and also reducing preferential attachment by providing some degree of support for new authors, are some other helpful strategies for reducing inequality.

Finally, we also note that citations disparities may be amplified algorithmically by academic search engines, such as Google Scholar, which highlight authors and papers with most citations. To reduce bias, search engines should diversify search results or highlight papers by non-privileged groups. Academic publishers can also play an important role in reducing power-inequality.
for example, by offering incentives to diversify citations and highlight new authors. Our work provides insights into measures and metrics publishers can use to reduce structural inequalities.

A. Supplementary Information

A. Details on the Datasets. We use bibliographic data from Microsoft Academic Graph (MAG) and American Physiological Society (APS). The APS data was used to analyze the citations in the field of Physics, and MAG was used to study the remaining fields, namely, Management, Psychology, Political Science, Economics and Computer Science. In this section, we discuss potential biases introduced by our data collection and processing methods as well as their potential impact on our analysis.

To extract an author’s gender, we use the Gender-API (https://www.gender-api.com/). This state-of-the-art API infers the gender based on the author’s name. However, it fails to recognize the gender of authors who use initials instead of their full first names (e.g., “J. Doe” instead of “John Doe”) and some Chinese and Korean names. Computer Science has the lowest coverage for gender (i.e., the fraction of authors whose gender was inferred with Gender-API), while the coverage improves over time and reaches 80%. For other fields of study, the gender of at least 85% of authors was known. We removed all authors whose gender was unknown.

MAG extracts author affiliations from publications and links it to a unique ID. Due to the challenges of automatically extracting affiliations from publications, the coverage for this field in the MAG data is low. In contrast, affiliations in the APS data are specified by authors and stored as strings. We use string processing and normalization to map the affiliation to a unique name, which is then mapped to the ranking. Specifically, taking the full address of author’s institutional affiliation, we remove stop words (e.g., “the”) and convert all characters to lower-case. After separating the country, city, institution and department names of the affiliation (using python packages such as geonamescache), we string matched words “university”, “institute”, “laboratory” or “college” in different languages (e.g., “università”, “universidad”, “institut”). We then matched the extracted and normalized institution names to those listed in Shanghai University Ranking. The coverage of affiliation for the APS data (Physics) is more than 97%. We consider authors without affiliation as not being affiliated with top-ranked institutions. While this could potentially bias the data (for example, when top-ranked authors’ affiliation is not known), Fig. 4 provides evidence that this is not the case. The monotonicity of the trend for power-inequality suggests that the affiliations data is not systematically biased.

![Fig. 6. The fraction of authors with a known attribute (i.e., the coverage) over the years. The gender attribute has better coverage compared to affiliation of authors. We discard authors with unknown gender, and we consider authors with unknown affiliation in majority group (not affiliated with top-ranked universities).](image)

B. Parameter Estimation Details.

B.1. Citation Edge Ordering. In our proposed DMPA model, citations edges form asynchronously and at a finer temporal scale than supported by the empirical data. To better align the model with the data, we assign an ordering to the edges so as to keep
track of the new edges formed in the three events (citations to or from a new node, or between existing nodes). We create an ordered list of edges \( E_{ord} = [(u_1, v_1), (u_2, v_2), \ldots, (u_n, v_n)] \) as follows. Starting with a seed set with one author from the largest connected component of authors publishing in 1990, we traverse citations edges originating or terminating at these nodes and add them to the edge list \( E_{ord} \) in random order. We then update the seed set by adding nodes that originate or terminate at the seed nodes and repeat the procedure until we cover all the years. The algorithm is specified in more detail below:

### Algorithm 1: Ordering of citation edges

**Input:** graph \( G \)

**Output:** list of edge-ordering \( E_{ord} \)

1. Construct graph \( H \) using edges of \( G \) in year 1990;
2. Pick one of the authors from the largest connected component of \( H \) and name it as \( v \);
3. Initialize seed \( S = \{v\} \) and \( E_{ord} = \{\} \);
4. For \( y \) from 1990 to 2020 do
   - While there is any potential edges to add from year \( y \) do
     - Define \( A \) as a list of edges which at least one of its sides are inside the seed set \( S \);
     - Shuffle list \( A \);
     - Append elements of \( A \) to the end of \( E_{ord} \);
     - Update seed \( S \) if there is a new node covered by \( E_{ord} \);
   - End
   - End

Note that the Algorithm 1 preserves the semi-dynamic ordering, meaning that there is no edge \( a \) forming before edge \( b \) in \( E_{ord} \) where \( a \) was created after \( b \). Some of the edges in the citation graph \( G \) will not appear in the edge list \( E_{ord} \). However, since these edges are not part of the largest connected component of \( G \), they likely connect to authors outside the field of study. Using this algorithm we cover at least 97% of the edges forming during the period 1990–2020 in each field of study. We ran the parameter estimation for five times, and the standard deviation of the estimated parameters was less than 1e−4 for all the parameters. This suggests that the randomization of the edges does not change the estimated parameters.

Next, we estimate model parameters using the new edge ordering. The number of edges generated by the arrival of new nodes (the first two types of citation events) is small compared to the number of edges generated between the existing nodes (densification events) and therefore, empirical estimation of \( E_1 \) and \( E_2 \) is not accurate due to lack of data points. As a result, we focus on densification events, where edges form between existing nodes, to estimate \( E_3 \). We then assume that \( E_1 = E_2 = E_3 = E \) similar to Theorem 1. First, we estimated parameters \( r \), \( p \), \( q \), \( \theta^{(i)} \), and \( \theta^{(o)} \) using data as discussed in detail below. We then used a hyper-parameter tuning technique to estimate the preferential attachment parameter \( \delta \). Finally, we used all the estimated parameters discussed so far in order to estimate \( \rho_R \) and \( \rho_B \) which constitute the elements of the matrix \( E \).

### B.2. Estimating Class Balance Parameter \( r \)

Recall that \( r \in [0, 1] \) represents the fraction of red nodes. We label authors by their gender or prestige of their institutional affiliation as described in the Methods section. For gender-partitioned networks, \( r \) is the fraction of authors with female or unisex names. Note that this may overestimate the fraction of female authors. For affiliation-partitioned networks, \( r \) is the fraction of authors from top-ranked institutions as defined by the Shanghai University Ranking.

### B.3. Estimating Edge Formation Rates \( p, q \)

For estimating the parameters \( p \) and \( q \), we need to keep track of newly joined nodes over time. So, starting from empty set \( S \), we iterate over all the edges in \( E_{ord} \) and for each edge \((u, v)\) we add both \( u \) and \( v \) to set \( S \) if they are not in the set already. Having \( S \), parameter \( p \) (resp. \( q \)) could be estimated by counting the number of outgoing edges from \((\text{resp. incoming edges to})\) the newly added nodes to set \( S \). In the other words, we need to count the number of times \( u \) (cited node) was not in set \( S \) and the number of times \( v \) (citing node) was not in the set to estimate \( p \) and \( q \) respectively.

### B.4. Estimating Preferential Attachment Parameter \( \delta \)

We find the best value of \( \delta \) (i.e., the value that results in the best set of model parameters in the sense of maximum likelihood) through a hyper-parameter tuning approach as follows. We first estimate all parameters using different values of \( \delta \in \{1, 2, 3, 4, 5, 10, 20, 50, 100, 1000\} \) and use them to calculate the theoretical value of power-inequality \( I_{\text{theoretical}} \), if the condition given in Eq. 25 (to ensure the convergence) is satisfied. We then select the parameter set that leads to power-inequality value \( I \) that is closest to its empirical value.

### B.5. Estimating Homophily Parameters \( \rho_R, \rho_B \)

We estimate \( \rho_R \) and \( \rho_B \) using the number of generated edges. Considering only the edges forming between existing nodes, we define \( N_{rr} \) as the number of edges where both citing and cited nodes are red nodes, and \( N_{sr} \) as number of edges where the citing node is red and the cited node could be red or blue. Then we can calculate \( h_R = \frac{N_{rr}}{N_{sr}} \) from the data. \( p_{R\rightarrow R}^{(3)} \) (given in Eq. 20) and \( p_{B\rightarrow R}^{(3)} \) (given in Eq. 21) are the probabilities of generating a red-to-red and blue-to-red edges in event 3, respectively. Using those expressions, we can write \( h_R \) as:

\[
\frac{N_{rr}}{N_{sr}} = h_R = \frac{p_{R\rightarrow R}^{(3)} + p_{B\rightarrow R}^{(3)}}{p_{R\rightarrow R}^{(3)} + p_{B\rightarrow R}^{(3)}} = \frac{a \times \rho_R}{a \times \rho_R + b \times (1 - \rho_R)} \rightarrow \rho_R = \frac{b \times h_R}{a - a \times h_R + b \times h_R} \tag{4}
\]
Here $a$ and $b$ are:

$$a = \left( \theta_t^{(o)} + (p + q) r \delta \right) \left( \theta_t^{(i)} + (p + q) r \delta \right)$$

$$b = \left( 1 - \theta_t^{(o)} + (p + q) (1 - r) \delta \right) \left( \theta_t^{(i)} + (p + q) r \delta \right)$$

Similarly, based on Eq. 23 and Eq. 22, we have:

$$\frac{N_{bh}}{N_{eb}} = h_B = \frac{p_{B,old \rightarrow B,old}^{(3)}}{p_{B,old \rightarrow B,old}^{(3)} + p_{R,old \rightarrow B,old}^{(3)}} = \frac{c \times \rho_B}{c \times \rho_B + d \times (1 - \rho_B)} \rightarrow \rho_B = \frac{d \times h_B}{c - c \times h_B + d \times h_B},$$

where $c$ and $d$ are

$$c = \left( 1 - \theta_t^{(o)} + (p + q) (1 - r) \delta \right) \left( 1 - \theta_t^{(i)} + (p + q) (1 - r) \delta \right)$$

$$d = \left( \theta_t^{(o)} + (p + q) r \delta \right) \left( 1 - \theta_t^{(i)} + (p + q) (1 - r) \delta \right)$$

Parameter $\theta^{(i)}$ is the fraction of the total in-degree of red group and $\theta^{(o)}$ is fraction of the total out-degree of red group, and could be estimated from data. Parameters $r, p$ and $q$ and $\delta$ could be estimated as described above. So, we can estimate $\rho_E$ and $\rho_B$ using other parameters and equations 4 and 7. Note that we are assuming citation networks have fixed parameters over time (i.e. $\theta^{(i)}, \theta^{(o)}, r, \ldots$). However, this is not the case in the citation network. The ratio of female/elite authors, for example, changes over time. This could explain the disparity between theoretical power-inequality and empirical power-inequality in Table 2.

| Gender-partitioned Network Parameters | Management | Physics (APS) | Psychology | Political Science | Economics | Computer Science |
|--------------------------------------|------------|---------------|------------|-------------------|-----------|------------------|
| $T$                                  | 1.19M      | 17.24M        | 12.79M     | 7.24M             | 94.40M    | 435.66M          |
| $\delta$                             | 1000       | 1000          | 4          | 1000              | 100       | 20               |
| $\rho_E$                             | 0.025      | 0.016         | 0.050      | 0.34              | 0.28      | 0.26             |
| $\rho_B$                             | 0.058      | 0.008         | 0.032      | 0.067             | 0.004     | 0.005            |
| $I_{\text{empirical}}$               | 0.61       | 0.62          | 0.57       | 0.67              | 0.62      | 0.57             |
| $I_{\text{theoretical}}$             | 0.74       | 0.72          | 0.82       | 0.69              | 0.65      | 0.80             |

| Affiliation-partitioned Network Parameters | Management | Physics (APS) | Psychology | Political Science | Economics | Computer Science |
|-------------------------------------------|------------|---------------|------------|-------------------|-----------|------------------|
| $T$                                       | 842.85K    | 15.25M        | 12.61M     | 2.61M             | 91.51M    | 419.24M          |
| $\delta$                                  | 1000       | 1000          | 1000       | 10                | 1000      | 1000             |
| $\rho_E$                                  | 0.12       | 0.22          | 0.24       | 0.18              | 0.13      | 0.09             |
| $\rho_B$                                  | 0.012      | 0.001         | 0.024      | 0.020             | 0.001     | 0.001            |
| $I_{\text{empirical}}$                    | 0.83       | 0.72          | 0.74       | 0.72              | 0.81      | 0.85             |
| $I_{\text{theoretical}}$                  | 3.11       | 1.52          | 1.11       | 1.86              | 2.31      | 1.91             |

Table 2. Estimated values of the parameters of DMPA model. These values are also illustrated visually in Fig. 3. Parameters for different fields of study are estimated from Microsoft Academic Graph data, except for Physics, which is estimated from data provided by the American Physical Society (APS). The parameters are estimated using the procedure described in Supplementary Information. These estimated parameter values together with the insights provided by the DMPA model allow us to develop strategies for mitigating power-inequality in science as discussed in Results section.

C. Proof of Theorem 1.

C.1. Preliminaries and the outline of the proof. The proof of Theorem 1 uses the following result from (31, Theorem 2.1).

Theorem 2 (Convergence w.p. 1 under Martingale difference noise (31)). Consider the algorithm

$$x_{t+1} = x_t + \epsilon_t Y_t + \epsilon_t z_t$$

where, $Y_t \in \mathbb{R}^m$, $\epsilon_t$ denotes a decreasing step size and $\epsilon_t z_t$ is the shortest Euclidean length needed to project $x_t$ into some compact set $H$. Assume,
(C.1) sup \( |Y_t|^2 < \infty \)

(C.2) There exists a measurable function \( \bar{g}(\cdot) \) of \( x \) and random variables \( \beta_t \) such that,
\[
\mathbb{E}_t Y_t = \mathbb{E}(Y_i | x_0, Y_i, i < t) = \bar{g}(x_t) + \beta_t
\]\n
(C.3) \( \bar{g}(\cdot) \) is Lipschitz continuous

(C.4) \( \epsilon_i \geq 0, \epsilon_i \rightarrow 0 \) for \( i \geq 0 \) and \( \epsilon_i = 0 \) for \( i < 0 \)

(C.5) \( \sum_i \epsilon_i^2 < \infty, \sum_i \epsilon_i = \infty \)

(C.6) \( \sum_i |\beta_i| < \infty \) w.p. 1

If \( \tilde{x} \) is an asymptotically stable point of the ordinary differential equation (ODE)
\[
\dot{x} = \bar{g}(x) + z
\]
where \( z \) is the shortest Euclidean length needed to ensure \( x \) is in \( H \) and \( x_t \) is in some compact set in the domain of attraction of \( \tilde{x} \) infinitely often with probability \( \geq \rho \), then \( x_t \rightarrow \tilde{x} \) with at least probability \( \rho \).

In the context of Theorem 2, the idea behind the proof of Theorem 1 is to express the evolution of \( \theta_t \) in the form of Eq. 10 with \( z_t = 0 \) and, show that the assumptions C.1-C.6 are satisfied. Then we show that the function \( \bar{g}(\theta_t) = F(\theta_t) - \theta_t \) where \( F(\cdot) \) is a contraction map. Theorem 2 thus implies that there exists a globally asymptotically stable equilibrium state (which is the unique fixed point of the contraction map \( F(\cdot) \)) to which the sequence \( \{\theta_t\} \) converges almost surely.

Thus, in fact, Theorem 1 specifies more than the asymptotic normalized in- and out-degrees. It also implies that normalized in and out-degrees (i.e., \( \theta_t \)) evolving as a random process over time (appropriately scaled) converge in sample path to a deterministic ODE.

C.2. Proof of Theorem 1. Notation: We first need some additional notation that for the proof of first part. Let,
\[
\begin{align*}
\text{P}_{\text{B}_{\text{new}} \rightarrow \text{B}_{\text{old}}}^{(1)} & : \text{given the event 1 and the new node is blue, probability that it is followed by an existing blue node} \\
\text{P}_{\text{B}_{\text{new}} \rightarrow \text{R}_{\text{old}}}^{(1)} & : \text{given the event 1 and the new node is blue, probability that it is followed by an existing red node} \\
\text{P}_{\text{R}_{\text{new}} \rightarrow \text{R}_{\text{old}}}^{(1)} & : \text{given the event 1 and the new node is red, probability that it is followed by an existing red node} \\
\text{P}_{\text{R}_{\text{new}} \rightarrow \text{B}_{\text{old}}}^{(1)} & : \text{given the event 1 and the new node is red, probability that it is followed by an existing blue node.}
\end{align*}
\]

Analogous quantities for event 2 and event 3 are denoted by \( \text{P}_{\text{B}_{\text{new}} \rightarrow \text{B}_{\text{old}}}^{(2)}, \text{P}_{\text{B}_{\text{new}} \rightarrow \text{R}_{\text{old}}}^{(2)}, \text{P}_{\text{R}_{\text{new}} \rightarrow \text{R}_{\text{old}}}^{(2)}, \text{P}_{\text{R}_{\text{new}} \rightarrow \text{B}_{\text{old}}}^{(2)}, \text{P}_{\text{B}_{\text{old}} \rightarrow \text{B}_{\text{old}}}^{(3)}, \text{P}_{\text{B}_{\text{old}} \rightarrow \text{R}_{\text{old}}}^{(3)}, \text{P}_{\text{R}_{\text{old}} \rightarrow \text{B}_{\text{old}}}^{(3)}, \text{P}_{\text{R}_{\text{old}} \rightarrow \text{R}_{\text{old}}}^{(3)} \) respectively. Further, let \( n(R_t), n(B_t) \) denote the number of nodes at time \( t \) in the red and blue groups respectively and \( n_t = n(R_t) + n(B_t) \).

With the above notation, we can express the evolution of the total in-degree of red nodes \( d_i(R_t) \) as follows:
\[
\mathbb{E}(d_i(R_{t+1}) - d_i(R_t)|G_t) = p(r \text{P}_{\text{R}_{\text{new}} \rightarrow \text{R}_{\text{old}}}^{(1)} + (1-r) \text{P}_{\text{B}_{\text{new}} \rightarrow \text{R}_{\text{old}}}^{(1)}) + q(r \text{P}_{\text{B}_{\text{old}} \rightarrow \text{R}_{\text{old}}}^{(3)} + (1-r) \text{P}_{\text{B}_{\text{old}} \rightarrow \text{R}_{\text{old}}}^{(3)})
\]

The idea behind Eq. 13 is that the total in-degree of red group can increase by an amount of 1 at time \( t \) (i.e., \( d_i(R_{t+1}) - d_i(R_t) = 1 \)) via one of three mutually exclusive ways: event 1 takes place and either a new red node is added and follows an existing red node or a new blue node is added and follows an existing red node, event 2 takes place and a new red node is born, or event 3 takes place and an existing red node follows an existing blue or a red node. Eq. 13 expresses the expectation of this event where the three summands correspond to the three ways in which the in-degree of the red-group increase by one. Since the number of edges in the network \( G_t \) at time \( t \) is equal to \( t \) (i.e., \( |E_t| = t \)), from Eq. 13 we get,
\[
\mathbb{E} \left\{ \frac{d_i(R_{t+1})}{t+1} | G_t \right\} = \mathbb{E} \left\{ \theta_t^{(i)} | G_t \right\} = \frac{d_i(R_t)}{t} + \frac{1}{t+1} \left( p(r \text{P}_{\text{R}_{\text{new}} \rightarrow \text{R}_{\text{old}}}^{(1)} + (1-r) \text{P}_{\text{B}_{\text{new}} \rightarrow \text{R}_{\text{old}}}^{(1)}) + q(r \text{P}_{\text{B}_{\text{old}} \rightarrow \text{R}_{\text{old}}}^{(3)} + (1-r) \text{P}_{\text{B}_{\text{old}} \rightarrow \text{R}_{\text{old}}}^{(3)}) \right)
\]

Using similar arguments for the total out-degree of red group, we get,
\[
\mathbb{E} \left\{ \frac{d_o(R_{t+1})}{t+1} | G_t \right\} = \mathbb{E} \left\{ \theta_t^{(o)} | G_t \right\} = \frac{d_o(R_t)}{t} + \frac{1}{t+1} \left( p(r \text{P}_{\text{R}_{\text{new}} \rightarrow \text{R}_{\text{old}}}^{(2)} + (1-r) \text{P}_{\text{B}_{\text{new}} \rightarrow \text{R}_{\text{old}}}^{(2)}) + (1-p-q)(\text{P}_{\text{R}_{\text{old}} \rightarrow \text{R}_{\text{old}}}^{(3)} + \text{P}_{\text{R}_{\text{old}} \rightarrow \text{B}_{\text{old}}}^{(3)}) - \theta_t^{(o)} \right).
\]
1 - a potential red follower is chosen via preferential attachment (with probability $p_{R_{\text{new}}} \rightarrow R_{\text{old}}^{(1)}$) and the new node is followed by it (probability $p_R$)

Next, by Hoeffding’s inequality, we get,

$$\Pr \left\{ |n(R_t) - (p + q)t| \geq \sqrt{\frac{t \log t}{2}} \right\} \leq \frac{1}{t}$$

Hence, $p_{R_{\text{new}} \rightarrow R_{\text{old}}}^{(1)}$ satisfies,

$$p_{R_{\text{new}} \rightarrow R_{\text{old}}}^{(1)} = \frac{d_t(R_t) + n(R_t) \rho_R}{d_t + n(R_t) \rho_R} + \left( \frac{d_t(B_t) + n(B_t) \rho_R}{d_t + n(B_t) \rho_R} \rho_R + \frac{d_t(R_t) + n(R_t) \rho_R}{d_t + n(R_t) \rho_R} \right) \frac{t \log t}{2} \leq \frac{1}{t}$$

$$\Pr \left\{ |n(B_t) - (p + q) (1 - r) t| \geq \sqrt{\frac{t \log t}{2}} \right\} \leq \frac{1}{t}$$

Hence, by Eq. 17 and Eq. 18, we observe that, with probability $1 - o(\frac{1}{t})$,

$$p_{R_{\text{new}} \rightarrow R_{\text{old}}}^{(1)} = \frac{\theta_t^{(1)} + (p + q) r \delta}{1 + (p + q) \delta - \left( 1 - \theta_t^{(1)} \right) + (p + q) (1 - r) \delta \rho_R - \left( \theta_t^{(1)} + (p + q) r \delta \right) \rho_R - \theta_t^{(1)} + (p + q) r \delta} \rho_R + O \left( \frac{1}{t^{1/4}} \right)$$.
\[ p^{(3)}_{R_{\text{old}} \rightarrow R_{\text{old}}} = \frac{(1 + (p + q) \delta)\left(1 - \theta^{(i)} + (p + q) (1 - r) \delta\right) \left(\theta^{(i)} + (p + q) r \delta\right) \rho_R}{(1 + (p + q) \delta)^2} + O \left(\frac{1}{t^4}\right) \]  

Now, we have all the ingredients to show that the assumptions C.1-C.6 are satisfied Theorem 2 for the sequence \( \{\theta_t\} \).

First, note that \( \{\theta_t\} \) is Markovian implying that its evolution can be expressed in the form Eq. 10 with \( z_t = 0 \) for all \( t = 1, 2, \ldots \) since \( \theta_t \) is naturally in the space \([0, 1]^2\) i.e., \( \theta_{t+1} = \theta_t + c_t Y_t \). This further implies that C.1 is satisfied.

Next, note that some of the terms on the right side of Eq. 16 are constant model parameters \( \rho, p, q, \rho_b, \rho_R, \delta \) and each of the remaining terms \( p^{(1)}_{R_{\text{new}} \rightarrow R_{\text{old}}}, p^{(1)}_{B_{\text{new}} \rightarrow R_{\text{old}}}, p^{(2)}_{R_{\text{new}} \rightarrow R_{\text{old}}}, p^{(2)}_{B_{\text{new}} \rightarrow R_{\text{old}}}, p^{(3)}_{R_{\text{old}} \rightarrow R_{\text{old}}}, p^{(3)}_{B_{\text{old}} \rightarrow R_{\text{old}}}, p^{(3)}_{R_{\text{old}} \rightarrow B_{\text{old}}} \) is equal to a function of \( \theta^{(i)}, \theta^{(o)} \) plus a noise term that is \( O \left(\frac{1}{t^4}\right) \) with probability \( 1 - O \left(\frac{1}{t^2}\right) \). Further, we can see from Eq. 16 that \( \epsilon_t = \frac{1}{t^4} \) and since the noise term is \( O \left(\frac{1}{t^4}\right) \), C.6 is satisfied. Further, we get,

\[ g(\theta_t) = F(\theta_t) - \theta_t \]

\[ F(\theta_t) = \left[p^{(1)}_{R_{\text{new}} \rightarrow R_{\text{old}}}(1 - r)p^{(1)}_{R_{\text{new}} \rightarrow R_{\text{old}}}(1 - r) + q r + (1 - p - q)(p^{(3)}_{R_{\text{old}} \rightarrow R_{\text{old}}} + p^{(3)}_{B_{\text{old}} \rightarrow R_{\text{old}}})\right] \]

where, \( p^{(1)}_{R_{\text{new}} \rightarrow R_{\text{old}}}, p^{(1)}_{B_{\text{new}} \rightarrow R_{\text{old}}}, p^{(2)}_{R_{\text{new}} \rightarrow R_{\text{old}}}, p^{(2)}_{B_{\text{new}} \rightarrow R_{\text{old}}}, p^{(3)}_{R_{\text{old}} \rightarrow R_{\text{old}}}, p^{(3)}_{B_{\text{old}} \rightarrow R_{\text{old}}}, p^{(3)}_{R_{\text{old}} \rightarrow B_{\text{old}}} \) correspond to \( p^{(1)}_{R_{\text{new}} \rightarrow R_{\text{old}}}, p^{(1)}_{B_{\text{new}} \rightarrow R_{\text{old}}}, p^{(2)}_{R_{\text{new}} \rightarrow R_{\text{old}}}, p^{(2)}_{B_{\text{new}} \rightarrow R_{\text{old}}}, p^{(3)}_{R_{\text{old}} \rightarrow R_{\text{old}}}, p^{(3)}_{B_{\text{old}} \rightarrow R_{\text{old}}}, p^{(3)}_{R_{\text{old}} \rightarrow B_{\text{old}}} \) respectively, with the \( O \left(\frac{1}{t^4}\right) \) noise term neglected.

Hence, the only remaining task left is to show that \( F(\cdot) \) (defined in Eq. 24) is a contraction map. For this, after some tedious algebra, we obtain the Jacobian \( J = J(\cdot) \) to be of a special form with respect to \( \delta \): each element (denoted by \( J_{ij}, i, j = 1, 2 \) of...
Fig. 7. The aim of this figure is to illustrate how preferential-attachment affects power-inequality. The plots show the variation of the asymptotic power-inequality \( I \) with the homophily of the red group \( \rho_R \) under the DMPA model with \( \delta = 100 \) analogous to Fig. 2 (where \( \delta = 10 \)). Comparing this figure with Fig. 2 shows that increasing \( \delta \) (i.e., reducing the preferential attachment) reduces the effect of the group size on power-inequality, especially when one group is highly homophilic and the other heterophilic. Thus, reducing preferential-attachment is an effective strategy to ameliorate power-inequality in the presence of extreme class-imbalance and differences in homophily parameters of the two groups.

\( J \) is a ratio of two polynomials of \( \delta \) where the denominator polynomial is the higher order one. This implies that there exists \( \delta^* > 0 \) such that, for all \( \delta > \delta^* \),

\[
||J||_2 \leq ||J||_F = \left( \sum_{i} \sum_{j} |J_{ij}|^2 \right)^{\frac{1}{2}} < 1
\]

where \( ||\cdot||_F \) denotes the Frobenius norm and \( ||\cdot||_2 \) denotes the largest singular value (spectral norm). Hence, there exists \( \delta^* > 0 \) such that, for all \( \delta > \delta^* \), \( F(\cdot) \) is a contraction map.

D. Additional Details of the DMPA model. Fig. 7 illustrates the asymptotic power-inequality \( I \) under the DMPA model for different parameter combinations with fixed \( \delta = 100 \). Comparing Fig. 2 (generated with \( \delta = 10 \)) with Fig. 7 shows that increasing \( \delta \) (i.e., reducing preferential-attachment) reduces the power-inequality. In particular, the effect of \( \delta \) on power-inequality is larger when there is a high degree of class imbalance (i.e., \( r \ll 0.5 \) or \( r \gg 0.5 \)).

Code and details. The codes for empirical and simulation results as well as the complete datasets are available on GitHub: https://github.com/ninouch/DMPA
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