THE RANK FILTRATION VIA A FILTERED BAR CONSTRUCTION
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Abstract. Suppose \( \mathcal{F} \) is a special \( \Gamma \)-space equipped with a natural transformation \( \mathcal{F} \to \text{Sp}^\infty \). Segal’s infinite loop space machine [Seg74] associates with \( \mathcal{F} \) a spectrum, denoted \( \mathbf{kF} \), equipped with a map \( \mathbf{kF} \to H\mathbb{Z} \). In our previous work [AL10] we constructed a filtration of \( \mathbf{kF} \) by a sequence of spectra, which we called the stable rank filtration of \( \mathcal{F} \). In this paper we give a new construction of the stable rank filtration. The new construction is combinatorial in nature and avoids the process of stabilization. In particular, we construct a sequence of special \( \Gamma \)-spaces whose group completion yields the stable rank filtration.

1. Introduction

Recall that a \( \Gamma \)-space is a pointed functor \( \mathcal{F} \colon \Gamma \to \text{Top}_* \) from pointed finite sets to pointed topological spaces. Such a functor \( \mathcal{F} \) is said to be special if the natural “linearization” map \( \mathcal{F}(X \vee Y) \to \mathcal{F}X \times \mathcal{F}Y \) is a weak equivalence (and very special if \( \pi_0 \mathcal{F} \) takes values in groups as well). If \( \mathcal{F} \) is special, then Segal’s group completion associates with \( \mathcal{F} \) an infinite loop space [Seg74]. We denote the spectrum corresponding to the group completion of \( \mathcal{F} \) by \( \mathbf{kF} \), and call it the infinite delooping of \( \mathcal{F} \). It is worth noting that the process of group completion is not reversible: there is no canonical way to “un-group-complete” a very special \( \Gamma \)-space.

In a previous work [AL10], we constructed a sequence of spectra filtering the spectrum \( \mathbf{kF} \) when \( \mathcal{F} \) is an “augmented” special \( \Gamma \)-space (see below). We called the sequence the stable rank filtration of \( \mathcal{F} \). In this paper we give a new construction of that stable rank filtration. A notable feature of the new construction is that it produces more than just a filtration of the spectrum \( \mathbf{kF} \) by a sequence of spectra, as in our previous work. Instead, it produces a filtration of the actual special \( \Gamma \)-space, \( \mathcal{F} \), by a sequence of \( \Gamma \)-spaces that are themselves also special; applying the processes of group completion and infinite delooping to our new sequence yields the stable rank filtration.

To state our results more precisely, we observe that a prototypical example of a special \( \Gamma \)-space is the infinite symmetric product functor, \( \text{Sp}^\infty \), which is equipped with a natural filtration by the (not special) \( \Gamma \)-spaces \( \text{Sp}^m \). Following our earlier work (e.g., [AL10]), we say that a \( \Gamma \)-space \( \mathcal{F} \) is augmented if there is a natural transformation \( \epsilon \colon \mathcal{F} \to \text{Sp}^\infty \) with the property that the preimage of the basepoint of \( \text{Sp}^\infty X \) contains only the basepoint of \( \mathcal{F}X \). In this case, pulling back \( \epsilon \) over

---

1. Actually, in [AL10] we used the term “modified stable rank filtration,” to distinguish our filtration from the related “stable rank filtration” previously constructed by Rognes [Rog92]. For simplicity of terminology in our current discussion, however, we will drop the word “modified.”
the inclusions $\text{Sp}^m \hookrightarrow \text{Sp}^\infty$ gives a filtration of $F$ by (in general not special) $\Gamma$-subspaces. We call this the unstable rank filtration of $F$, and denote it $R_m F$: 

\[
\begin{array}{cccccccc}
\Rightarrow & R_0 F & \Rightarrow & R_1 F & \Rightarrow & \cdots & \Rightarrow & R_m F & \Rightarrow & \cdots & \Rightarrow & F \\
\downarrow & & & & & & & & & & & \\
\downarrow & & & & & & & & & & & \\
\text{Sp}^0 & \Rightarrow & \text{Sp}^1 & \Rightarrow & \cdots & \Rightarrow & \text{Sp}^m & \Rightarrow & \cdots & \Rightarrow & \text{Sp}^\infty.
\end{array}
\]

(1.1)

It is also possible to associate a spectrum to a $\Gamma$-space that is not special. Namely, given a $\Gamma$-space $F$, define the spectrum $\partial_1 F$ by (in general not special) $\Gamma$-

\[
\partial_1 F := \{ F(S^0), F(S^1), \ldots, F(S^n), \ldots \}.
\]

(1.2)

We call the spectrum $\partial_1 F$ the stabilization of $F$. The notation reflects the fact that the stabilization is the same as the first Goodwillie derivative of $F$ \cite{Goo90}. If $F$ is actually a special $\Gamma$-space, then the two ways of obtaining a spectrum are equivalent: $\partial_1 F \simeq k F$ \cite[Theorem 4.2]{BF}. Hence the process of stabilization can be regarded as a generalization of Segal’s construction that associates a spectrum to a special $\Gamma$-space.

When $F$ is an augmented $\Gamma$-space, we can consider the $\Gamma$-spaces in the unstable rank filtration of $F$ (1.1) and look at their stabilizations (1.2) to obtain a filtration of the stabilization $\partial_1 F$ of $F$. We use the term stable rank filtration of $F$ to refer to the sequence of spectra

\[
\partial_1 (R_0 F) \to \partial_1 (R_1 F) \to \cdots \to \partial_1 (R_m F) \to \cdots \to \partial_1 F.
\]

(1.3)

In previous work, \cite{AL10}, we studied in detail the rank filtration of two particular $\Gamma$-spaces. The first is $\text{Sp}^\infty$, where the stable rank filtration of $\partial_1 \text{Sp}^\infty \simeq H\mathbb{Z}$ is equivalent to the filtration of $H\mathbb{Z} \simeq \text{Sp}^\infty(S)$ by the spectra $\text{Sp}^m(S)$ (here $S$ indicates the sphere spectrum). Our other example was the augmented $\Gamma$-space that represents connective complex $K$-theory, which we denote by $F_U$ (see Example 2.6). Its stabilization is $\partial_1 F_U \simeq \text{bu}$, the connective $K$-theory spectrum, and the stable rank filtration of $F_U$ turns out to be equivalent to Rognes’s stable rank filtration of $\text{bu}$ \cite[Proposition 4.10]{AL10}.

For a general $\Gamma$-space $\mathcal{G}$, there is no reason for the infinite loop space $\Omega^\infty (\partial_1 \mathcal{G})$ to be the group completion of a conceptually illuminating special $\Gamma$-space. For example, an augmented special $\Gamma$-space $F$ does not seem to have an obvious natural model for the infinite loop space $\Omega^\infty (\partial_1 R_m F)$ as the group completion of a special $\Gamma$-space related to $F$. In particular, there does not seem to be an obvious reason a priori for the map of spectra

\[
\partial_1 R_m F \to \partial_1 F,
\]

which is the $m$-th stage of the stable rank filtration (1.3), to be induced by a map from some special $\Gamma$-space to $F$. One of the contributions of this paper is to provide just such a model for the stable rank filtration. The construction occurs on the level of $\Gamma$-spaces, not spectra; it is thus entirely combinatorial, avoiding the process of stabilization that is at the heart of both our previous construction and that of Rognes. More precisely, we construct a sequence of special $\Gamma$-spaces

\[
_* \simeq |\mathcal{C} R_0 C^* F| \to |\mathcal{C} R_1 C^* F| \to \cdots \to |\mathcal{C} R_m C^* F| \to \cdots \to |\mathcal{C} C^* F| \simeq F
\]

(1.4)

such that (1.3) is equivalent to the infinite delooping of (1.4). The argument has a similar flavor to our main construction in \cite{AL}. Namely, we construct a large
simplicial space that models an augmented special Γ-space \( F \) in a way that is friendly to the rank filtration, and then we carefully filter the larger construction. While the current work is in service of a long-term program, we hope that it will also be of some independent interest.

Before describing the construction of \( (1.4) \) in more detail, we say a few words about our intended application. By work of Kuhn (and Priddy) it is known that the “chain complex of spectra” associated with the symmetric powers filtration of \( H\mathbb{Z} \) is exact [Kuhn2, KPS5]. In our own previous work [AL07, AL10], we conjectured that an analogous statement holds for the stable rank filtration of \( bu \). Because Kuhn’s theorem was originally conjectured by G. Whitehead, we dubbed our conjecture “the \( bu \)-analogue of the Whitehead conjecture.” This paper is part of a program to give a unified proof of Kuhn’s theorem and its \( bu \)-analogue. The new construction of the rank filtration in this paper will play a key role in our proof. Broadly speaking, the plan of our program is to use the filtration of the bar construction \( C^{\bullet}F \) by \( CR_m C^{\bullet}F \) as a model for the stable rank filtration, and to leverage the interplay between the rank filtration and the filtration of \( C^{\bullet}F \) by simplicial skeleta.

To describe the main construction of this paper, consider the following setup. Suppose that \( F \) is an \( \mathbb{E}_\infty \)-operad that acts on \( F \). We prove in Proposition 3.2 that the action of \( O \) must preserve the augmentation. Associated to \( O \) we have a monad \( C \) (see Example 2.3), which has a left action on \( F \) in the sense that there is a natural transformation \( \mu_F : CF \to F \) satisfying appropriate associativity and unit axioms. The action \( C \) also respects the augmentation, in a sense made precise in Lemma 4.2.

We form the two-sided bar construction \( \text{Bar}(C, C, F) \), a simplicial augmented \( \Gamma \)-space that is given in \( k \)-th simplicial degree by \( C^{k+1}F \), and is simplicially augmented by \( \mu_F : CF \to F \):

\[
F \xrightarrow{\mu_F} \left\{ CF \xrightarrow{id} C^2F \xrightarrow{id} C^3F \ldots C^{k+1}F \ldots \right\}.
\]

The geometric realization of \( \text{Bar}(C, C, F) \) is again a \( \Gamma \)-space. The unit map for \( C \) gives a natural section \( F \to CF \) of the simplicial augmentation \( \mu_F \), and it induces an “extra degeneracy” throughout the bar construction. As a result, the augmentation \( \mu_F \) induces not only a map, but an actual equivalence \( \text{Bar}(C, C, F) \xrightarrow{\sim} F \). One may view \( \text{Bar}(C, C, F) \) as defining a resolution of \( F \) by free \( C \)-modules.

Both the unstable rank filtration \( (1.1) \) and the stable rank filtration \( (1.3) \) of \( F \) can be obtained as (different!) simplicial filtrations of \( \text{Bar}(C, C, F) \). First, we discuss the unstable filtration, which is much easier than the stable one. (See Section 4 for details.) For each \( k \), the (non-special) \( \Gamma \)-space \( C^kF \) has a natural augmentation \( C^kF \to \text{Sp}^\infty \). It follows that the augmented \( \Gamma \)-space \( C^kF \) is filtered by \( \Gamma \)-subspaces \( R_m C^kF \). Because the action of \( C \) on \( F \) respects the augmentation, the augmentation of \( C^kF \) is compatible with face and degeneracy maps in the bar construction. It follows that we can apply \( R_m \) levelwise to \( \text{Bar}(C, C, F) \). We obtain, for each \( m \), a simplicial \( \Gamma \)-subspace, which we denote \( R_m \text{Bar}(C, C, F) \). Explicitly, it has the following form:

\[
R_m \text{Bar}(C, C, F) \leftarrow \left\{ R_m CF \xrightarrow{id} R_m C^2F \xrightarrow{id} R_m C^3F \ldots R_m C^{k+1}F \ldots \right\}.
\]
Letting $m$ vary, we obtain a sequence of simplicial $\Gamma$-spaces

$$R_1 \text{Bar}(C, C, F) \rightarrow \cdots \rightarrow R_m \text{Bar}(C, C, F) \rightarrow \cdots \rightarrow CC^{\ast}F = \text{Bar}(C, C, F).$$

We can apply the geometric realization functor to each simplicial $\Gamma$-space, and it is not hard to show that the result is equivalent to the unstable rank filtration of $F$ (see Proposition 5.1).

For the stable rank filtration, we consider another, more sneaky way to filter $CC^{\ast}F = \text{Bar}(C, C, F)$ by simplicial subobjects: we filter $CC^kF$ by $CR_mC^kF$ for each $k$. Although it is not immediately obvious, the face and degeneracy maps in $\text{Bar}(C, C, F)$ turn out to respect this filtration (see Proposition 5.1). In other words, for every $m$ there is a simplicial $\Gamma$-space, denoted $CR_mC^{\ast}F$, whose $k$-th space is $CR_mC^kF$:

$$CR_mC^{\ast}F = \left\{ CR_mC^0F \right\} \left\{ CR_mC^1F \right\} \cdots \left\{ CR_mC^kF \right\} \cdots .$$

It is worth noting that unlike $CC^{\ast}F$ and $R_mC^{\ast}F$ above, the simplicial $\Gamma$-space in (1.5) has no obvious augmentation or extra degeneracy.

Letting $m$ vary in (1.6), we obtain a sequence of simplicial $\Gamma$-spaces

$$C \gamma \colon CR_mC^{\ast}F \rightarrow CR_{C+1}C^{\ast}F \rightarrow \cdots \rightarrow CR_mC^{\ast}F \rightarrow \cdots \rightarrow CC^{\ast}F = \text{Bar}(C, C, F).$$

Our main theorem (Theorem 5.3 below) says that the corresponding sequence of geometric realizations gives a model for the stable rank filtration.

An important technical result needed in our work is that for each $m$, the geometric realization $|CR_mC^{\ast}F|$ is a special $\Gamma$-space. It turns out that for most $m$ and $k$, the $\Gamma$-space $CR Mellon C^{k}F$ at each simplicial level is not special (see (6.3)). Therefore, there is no obvious reason for the geometric realization $|CR_mC^{\ast}F|$ to be a special $\Gamma$-space. Nevertheless, it turns out that it is. This is the key technical result of the paper.

**Theorem 5.2** For each $m$, the $\Gamma$-space $|CR_mC^{\ast}F|$ is special.

The proof is surprisingly intricate, and Sections 6–11 are devoted to the details. But once we have the theorem, it is fairly straightforward to prove our main result, which is that filtration (1.6) induces the stable rank filtration (1.3) via geometric realization and infinite delooping.

**Theorem 5.3** Assume that $F$ is an augmented special $\Gamma$-space, and that the $C$ is the monad associated to an $E_\infty$-operad acting on $F$. Then there is an equivalence of spectra

$$\partial_1(R_mF) \simeq k|CR_mC^{\ast}F|.$$

That is, the sequence of spectra in the stable rank filtration of $F$ is equivalent to the infinite delooping of the following sequence of special $\Gamma$-spaces:

$$* \simeq |CR_0C^{\ast}F| \rightarrow |CR_1C^{\ast}F| \rightarrow \cdots \rightarrow |CR_mC^{\ast}F| \rightarrow \cdots \rightarrow CC^{\ast}F \simeq F.$$

Thus (1.6) gives a new model for the stable rank filtration, by means of a sequence of special $\Gamma$-spaces, as stated at the beginning of the introduction. In future work we will use Theorem 5.3 to give a simplicial model for the subquotients of the stable rank filtration in two cases of interest: the first case is $F = Sp_\infty$, and the second is $F = P$, the $\Gamma$-space representing complex $K$-theory (see Examples 2.6 and 5.8). It is known that the subquotients in these two cases can be described, respectively, in terms of the complex of partitions, $\mathcal{P}_m$, and the complex of direct-sum decompositions, $\mathcal{L}_m$. In particular, Theorem 5.3 will enable us to incorporate the complexes $\mathcal{P}_m$ and $\mathcal{L}_m$ into the simplicial bar construction $\text{Bar}(C, C, F)$ in such a way that they appear in the subquotients of the filtration as simplicial spaces. The interplay between the homological properties of
\[ P_m \text{ and } L_m \quad (\text{ADL16 ADL20}) \text{ on one hand, and of the bar construction on the other hand, will play a key role in our planned proof of Kuhn’s theorem and its } bu\text{-analogue.} \]

The organization of the paper is as follows. In Section 2 we gather some background material on augmented \( \Gamma \)-spaces and their rank filtrations. In Section 3 we recall the connection between special \( \Gamma \)-spaces and actions of \( E_\infty \)-operads. We then show that if \( F \) is an augmented special \( \Gamma \)-space, then any action of an \( E_\infty \)-monad \( C \) respects the augmentation. Strictly speaking, the main result of this section (Proposition 3.2) is not needed in the rest of the paper, but it seems to clarify the general picture. In Section 4 we introduce the two-sided bar construction \( \text{Bar}(C, C, F) \), where \( F \) is an augmented special \( \Gamma \)-space with an action of an \( E_\infty \)-monad \( C \). The bar construction gives a resolution of \( F \) by free \( C \)-modules, and we show how the unstable rank filtration can be realized as a simplicial filtration of the bar construction. In Section 5 we introduce our main construction: the filtration of the bar construction that will serve as a model for the stable rank filtration. We prove that our filtration really is a model for the stable rank filtration, modulo the key theorem that the terms in our filtration are special \( \Gamma \)-spaces (Theorem 5.2).

Sections 6–11 are devoted to the proof of Theorem 5.2. In Section 6 we outline the strategy of the proof, state several intermediate results, and give the proof assuming these results. The remaining sections are devoted to proving the intermediate results.

Notation

Let \( I \) be the category of finite unpointed sets and injective functions, with standard objects given by \( m = \{1, 2, \ldots, m\} \), the set of the first \( m \) positive integers. For a finite pointed set, we use \( m_+ = \{0, 1, \ldots, m\} \) for the pointed finite set with basepoint 0 and the first \( m \) positive integers as its non-basepoint elements. Let \( \Gamma \) denote the category of finite pointed sets and pointed functions. The set of nonnegative integers is denoted by \( N \).

The monad associated with an \( E_\infty \)-operad is denoted by \( C \). We use \( \otimes \) for a (strict) coend construction.

We write \( \text{Top}_* \) for the category of pointed topological spaces, and \( \text{Top}^\text{fil} \) for the category of filtered topological spaces (Definition 2.9).

2. Background on \( \Gamma \)-spaces

In this section we gather some preparatory material on \( \Gamma \)-spaces and their rank filtrations. We begin with some generalities about (special) \( \Gamma \)-spaces, and we review from \( \text{AL10} \) the notion of \( \Gamma \)-spaces that are augmented over \( \text{Sp}_\infty \). In the bulk of the section, we discuss in some detail the special augmented \( \Gamma \)-space \( C \), which is the monad associated to an \( E_\infty \)-operad. In later sections, we will be studying filtrations of spaces \( C^k X \) obtained by iterating the augmented functor \( C \). We prepare for this work by considering a more general set-up. In particular, we define a natural filtration on \( CX \) where \( X \) is a pointed space that is itself equipped with a filtration (for example, \( X = CY \)). Then we view \( C \) as a functor from the category of filtered spaces to itself. This point of view will be used in Section 5 in the proof that the face and degeneracy maps in the simplicial \( \Gamma \)-space \( \mathbb{S}^* \mathcal{F} \) respect the subobject \( C\mathcal{R}_m \mathbb{S}^* \mathcal{F} \), and so diagram (1.5) exists.

We note that if \( F \) is a \( \Gamma \)-space, we can evaluate \( F \) on pointed simplicial sets, or pointed topological spaces, by means of homotopy left Kan extension. As a rule, we will not distinguish notationally between a \( \Gamma \)-space \( F \) and its homotopy left Kan extensions. Conversely, suppose \( F \) is a pointed homotopy functor from the category of pointed spaces (or simplicial sets) to pointed spaces. Somewhat loosely, we will say that such a functor \( F \) is a \( \Gamma \)-space if \( F \) is naturally equivalent to the homotopy left Kan extension of its restriction to \( \Gamma \).

Recall that a \( \Gamma \)-space \( F \) is special if the natural map \( F(X \vee Y) \to F(X) \times F(Y) \) is an equivalence. The following is a basic example of a special \( \Gamma \)-space.
Example 2.1. Let $\text{Sp}^\infty$ be the infinite symmetric product functor from pointed spaces to pointed spaces. Let $m_+ = \{0, 1, \ldots, m\}$ denote the pointed set with basepoint 0 and the first $m$ positive integers as its non-basepoint elements. There is a canonical isomorphism $\text{Sp}^\infty(m_+) \cong \mathbb{N}^m$, where $\mathbb{N}$ is the set of non-negative integers. The map $\text{Sp}^\infty(m_+ \vee n_+) \to \text{Sp}^\infty(m_+) \times \text{Sp}^\infty(n_+)$ can be identified with a bijection $\mathbb{N}^{m+n} \xrightarrow{\cong} \mathbb{N}^m \times \mathbb{N}^n$. In particular, this map is a homotopy equivalence, so $\text{Sp}^\infty$ is a special $\Gamma$-space.

When $X$ is a pointed space, it is convenient to have a topological description of $\text{Sp}^\infty(X)$ as well. In this case there is a homeomorphism

$$\text{Sp}^\infty(X) \cong \text{colim}_{m \to \infty} \text{Sp}^m(X) = \text{colim}_{m \to \infty} X^m/\Sigma_m,$$

where the maps in the colimit are basepoint inclusions. The Dold-Thom theorem tells us that the infinite delooping of the functor $\text{Sp}^\infty$ is the Eilenberg-Mac Lane spectrum $HZ$.

Definition 2.2. An augmentation of a $\Gamma$-space $\mathcal{F}$ is a natural transformation $\epsilon : \mathcal{F} \to \text{Sp}^\infty$ with the property that for every $n_+$ the preimage of the basepoint under the augmentation map $\epsilon(n_+) : \mathcal{F}(n_+) \to \text{Sp}^\infty(n_+)$ consists of just the basepoint of $\mathcal{F}(n_+)$. Obviously the $\Gamma$-space $\text{Sp}^\infty$ itself is augmented, via the identity transformation. We have two other principal examples of augmented special $\Gamma$-spaces in mind, denoted $\mathcal{C}$ and $\mathcal{F}_U$. The first one plays a central role in this paper, while the second one will be important in a sequel.

Example 2.3. We recall from [May72] the construction of the monad associated with an $E_\infty$-operad $\mathcal{O}$. The underlying symmetric sequence of $\mathcal{O}$ consists of a sequence of contractible free $\Sigma_n$-spaces $\{E\Sigma_n \mid n = 0, 1, \ldots\}$, and we assume that $E\Sigma_0 = \ast$. We denote the resulting $\Gamma$-space by $\mathcal{C}$.

Let $\mathcal{I}$ be the category of finite unpointed sets and injective functions, which contains “standard” objects $n = \{1, 2, \ldots, n\}$. The operad structure of $\mathcal{O}$ endows the set of spaces $\{E\Sigma_n\}$ with the structure of a contravariant functor from $\mathcal{I}$ to topological spaces, $n \mapsto E\Sigma_n$ [May72, Notations 2.3]. On the other hand, a pointed space $X$ gives rise to a covariant functor from $\mathcal{I}$ to topological spaces given by $n \mapsto X^n$. Here the functoriality is defined using basepoint inclusions. Define the functor $X \mapsto \mathcal{C}(X)$ to be the strict coend of these two functors on $\mathcal{I}$:

$$(2.4) \quad \mathcal{C}(X) := E\Sigma_n \otimes_{n \in \mathcal{I}} X^n.$$

Note that $\mathcal{C}$ commutes with geometric realization. This implies that $\mathcal{C}$ is equivalent to the homotopy left Kan extension of its restriction to $\Gamma$, and so $\mathcal{C}$ is a $\Gamma$-space. In fact, $\mathcal{C}$ is actually a special $\Gamma$-space, and the Barratt-Priddy-Quillen Theorem says that the infinite delooping of $\mathcal{C}$ is the sphere spectrum $S$.

To define the augmentation on $\mathcal{C}$, we note that the functor $\text{Sp}^\infty = \text{colim}_{n \to \infty} \text{Sp}^n$ has a similar formula to (2.4), where each $E\Sigma_n$ is replaced with a point:

$$\text{Sp}^\infty(X) \cong \ast \otimes_{n \in \mathcal{I}} X^n.$$

The augmentation of $\mathcal{C}$ is induced by the maps $E\Sigma_n \to \ast$, which induce a natural transformation

$$\mathcal{C}(X) = E\Sigma_n \otimes_{n \in \mathcal{I}} X^n \xrightarrow{\epsilon} \text{Sp}^\infty(X) = \ast \otimes_{n \in \mathcal{I}} X^n.$$

A second point of view on the augmentation is that there is a natural homotopy equivalence

$$(2.5) \quad \mathcal{C}(X) \cong \text{hocolim}_{n \in \mathcal{I}} X^n.$$
and a natural homeomorphism
\[ \text{Sp}^\infty(X) \cong \colim_{n \in \mathbb{N}} X^n. \]
In these terms the augmentation \( \epsilon : \mathcal{C} \to \text{Sp}^\infty \) is the natural map from the homotopy colimit to the strict colimit.

**Example 2.6.** Another example of an augmented \( \Gamma \)-space, which will play an important role in our intended future application, is the special \( \Gamma \)-space representing connective complex \( K \)-theory. We denote it by \( \mathcal{F}_U \), and for concreteness we describe an explicit model for it.

Let \( \text{Inj}(V, W) \) denote the space of unitary linear transformations of complex vector spaces \( V \to W \). On an object \( m_+ \) of \( \Gamma \), we define \( \mathcal{F}_U \) by a disjoint union indexed by \( m \)-tuples of non-negative integers:
\[
\mathcal{F}_U(m_+) = \coprod_{(k_1, \ldots, k_m) \in \mathbb{N}^m} \text{Inj}(C^{k_1+\cdots+k_m}, C^\infty) / U(k_1) \times \cdots \times U(k_m).
\]
Note that the component corresponding to \((0, \ldots, 0)\) is a single point, which is by definition the basepoint of \( \mathcal{F}_U(m_+) \).

We must also define \( \mathcal{F}_U \) on morphisms. First, the intuition. A point in \( \mathcal{F}_U(m_+) \) is essentially an ordered \( m \)-tuple of pairwise orthogonal subspaces of \( C^\infty \). Given a pointed map \( \alpha : m_+ \to n_+ \), we must take an ordered \( m \)-tuple of subspaces of \( C^\infty \), and get from it an ordered \( n \)-tuple of subspaces. To do this, we take all subspaces in the given \( m \)-tuple whose indices have the same (non-basepoint) image in \( n_+ \), and we add them together. If some elements of \( m_+ \) are sent by \( \alpha \) to the basepoint, then the corresponding subspaces are dropped.

Now we describe the action of \( \mathcal{F}_U \) on morphisms more precisely. Given a pointed map \( \alpha : m_+ \to n_+ \), we must define \( \mathcal{F}(\alpha) : \mathcal{F}(m_+) \to \mathcal{F}(n_+) \). We begin with the induced map on the indexing sets. Given an \( m \)-tuple \((k_1, \ldots, k_m)\), define the \( n \)-tuple \((\alpha(k_1), \ldots, \alpha(k_m))\) by summing over preimages of elements of \( n_+ \):
\[
\alpha(k_1, \ldots, k_m) = (l_1, \ldots, l_n)
\]
where \( l_i = \sum_{j \in \alpha^{-1}(k_i)} k_j \) for \( i = 1, \ldots, n \).

Note that if some non-basepoint element \( i \in m_+ \) goes to the basepoint, i.e. \( \alpha(i) = 0 \in n_+ \), and if in addition \( k_i > 0 \), then \( \sum n_+ l_i < \sum m_+ k_j \).

Finally, for each \( i \), we choose an isomorphism \( C^i \overset{\cong}{\longrightarrow} C^{\sum_{j \in \alpha^{-1}(k_i)} k_j} \). We add them together to give a unitary morphism
\[
C^{l_1+\cdots+l_n} \longrightarrow C^{k_1+\cdots+k_m},
\]
which in turn induces a well-defined map
\[
\text{Inj}(C^{k_1+\cdots+k_m}, C^\infty) / U(k_1) \times \cdots \times U(k_m) \longrightarrow \text{Inj}(C^{l_1+\cdots+l_n}, C^\infty) / U(l_1) \times \cdots \times U(l_n).
\]
We obtain a well-defined map \( \mathcal{F}_U(m_+) \overset{\mathcal{F}_U(\alpha)}{\longrightarrow} \mathcal{F}_U(n_+) \) by carrying out this procedure on each component of the domain.

The augmentation \( \mathcal{F}_U(m_+) \to \text{Sp}^\infty(m_+) \) is the map that collapses each connected component to a single point:
\[
\coprod_{(k_1, \ldots, k_m) \in \mathbb{N}^m} \text{Inj}(C^{k_1+\cdots+k_m}, C^\infty) / U(k_1) \times \cdots \times U(k_m) \xrightarrow{\epsilon} \mathbb{N}^m.
\]
Notice that $\mathcal{F}_U(\mathbb{1}_+)^m \cong \prod_{k=0}^m BU(k)$, and $\mathcal{F}_U(\mathbb{m}_+) \simeq \mathcal{F}_U(\mathbb{1}_+)^m$, meaning that $\mathcal{F}_U$ is actually a special $\Gamma$-space. It is well known that the infinite delooping of $\mathcal{F}_U$ is the connective $K$-theory spectrum $bu$. For more details see Seg74.

We return to generalities, this time regarding filtered spaces. We continue to assume that $\mathcal{F}$ is an augmented $\Gamma$-space, i.e., a $\Gamma$-space equipped with an augmentation $\epsilon : \mathcal{F} \to \text{Sp}^\infty$. As described in the introduction, the filtration of $\text{Sp}^\infty$ by $\text{Sp}^m$ induces a filtration of $\mathcal{F}$ by subfunctors $\mathcal{R}_m \mathcal{F}$, where $\mathcal{R}_m \mathcal{F}$ is defined as the $\Gamma$-space that is the strict pullback of the diagram

$$
\mathcal{F} \to \text{Sp}^\infty \leftarrow \text{Sp}^m.
$$

We need to understand the filtration above not only when it is applied to an augmented functor $\mathcal{F}$, but also when it is applied, for example, to a composite functor $\mathcal{C} \mathcal{F}$ or a higher iterate $\mathcal{C}^k \mathcal{F}$. For this purpose we temporarily drop $\mathcal{F}$ from the picture, and we consider the general problem of filtering the functor $\mathcal{C}$ when it is applied to a filtered space (such as an output of an augmented $\Gamma$-space $\mathcal{F}$). The basic idea is as follows. The functor $\mathcal{C}(X)$ is built out of powers of $X$, i.e., spaces of the form $X^n$, where maps between them are induced by basepoint inclusions. Suppose $X$ is itself a filtered space, with the basepoint having filtration zero. Then powers of $X$ are equipped with a product filtration (2.14), and basepoint inclusions are filtration-preserving maps. In this way the product filtration of the spaces $X, X^2, \ldots, X^n, \ldots$ induce a natural filtration of $\mathcal{C}(X)$. (It is, in general, different from the “usual” one. See Example 2.16.) The remainder of the section formalizes this notion.

**Definition 2.9.** A filtered space is a pointed topological space, together with a filtration by subspaces

$$
(2.10) \quad \ast = X_0 \leftarrow X_1 \leftarrow \cdots \leftarrow X_m \leftarrow \cdots X = \bigcup_m X_m.
$$

As indicated in (2.10), we require that $X_0$ is the basepoint of $X$.

Let $\text{Top}^0_*$ be the category of filtered pointed spaces. We can make use of the previously-defined notation $\mathcal{R}_m$ in this context. In (1.11), we used $\mathcal{R}_m$ for the $m$-th unstable rank filtration of an augmented $\Gamma$-space. In the context of $\text{Top}^0_*$, we use it to denote the operation of taking the $m$-th filtration of a filtered space.

**Definition 2.11.** Let $\mathcal{R}_m : \text{Top}^0_* \to \text{Top}^0_*$ be the functor that truncates a filtered space at stage $m$. So if $X$ is a filtered space as in (2.10), then $\mathcal{R}_m X$ is the filtered space

$$
\ast = X_0 \leftarrow X_1 \leftarrow \cdots \leftarrow X_m \leftarrow \cdots X_m.
$$

One wants to have wedges and products in $\text{Top}^0_*$, so we need to define appropriate filtrations on those constructions. Suppose $X$ and $Y$ are filtered spaces. The *wedge filtration* on $X \vee Y$ will play a role in the proof of Lemma 5.17. It is defined by the evident formula:

$$
(2.12) \quad \mathcal{R}_m(X \vee Y) = \mathcal{R}_m X \vee \mathcal{R}_m Y.
$$

On the other hand, the *product filtration* on $X \times Y$ is defined by the formula

$$
(2.13) \quad \mathcal{R}_m(X \times Y) = \bigcup_{m_1 + m_2 \leq m} \mathcal{R}_{m_1} X \times \mathcal{R}_{m_2} Y.
$$

Inductively, a filtered space $X$ has a product filtration on $X^n$ for $n \geq 0$:

$$
(2.14) \quad \mathcal{R}_m(X^n) = \bigcup_{m_1 + \cdots + m_n \leq m} \mathcal{R}_{m_1} X \times \cdots \times \mathcal{R}_{m_n} X.
$$

Note that the product filtration of $X^n$ is invariant under the action of $\Sigma_n$, and we have assumed that the basepoint has filtration zero. Recall that $\mathcal{I}$ denotes the category of unpointed finite sets and injections. It follows that if $X$ is an object of $\text{Top}^0_*$, then the
functor \( I \to \text{Top}_* \) defined by \( n \mapsto X^n \) is actually a functor from \( I \) to \( \text{Top}_* \). Hence we can construct filtrations of \( C(X) \) (Example 2.3) and \( \text{Sp}^\infty(X) \) that take the filtration of \( X \) into account.

**Definition 2.15.** Suppose \( X \) is a filtered space. We define natural filtrations on \( C(X) \) and \( \text{Sp}^\infty(X) \) by the formulas

\[
\mathcal{R}_m C(X) := E \Sigma_n \otimes_{n \in I} \mathcal{R}_m (X^n),
\]

\[
\mathcal{R}_m \text{Sp}^\infty(X) := * \otimes_{n \in I} \mathcal{R}_m (X^n).
\]

Informally speaking, a point in \( \mathcal{R}_m \text{Sp}^\infty(X) \) consists of a finite subset of \( X \), say \( \{x_1, \ldots, x_n\} \), subject to the condition that the filtrations of \( x_1, \ldots, x_n \) add to at most \( m \).

Example 2.16.

1. Suppose that \( X \) is a trivially filtered space, i.e. \( X \) is concentrated in filtration 1, so \( X = \mathcal{R}_1 X \). The filtrations of \( C(X) \) and \( \text{Sp}^\infty(X) \) in this case are actually the “usual” ones,

\[
\mathcal{R}_m C(X) \simeq \left( \prod_{k=1}^m E \Sigma_k \times \Sigma_k X^k \right) / \sim
\]

\[
\mathcal{R}_m \text{Sp}^\infty(X) = \text{Sp}^m(X)
\]

where \( \sim \) indicates the basepoint identifications made by the coend.

2. Now suppose given a general filtered space \( X \); we compute \( \mathcal{R}_1 C(X) \). We need to know \( \mathcal{R}_m (X^n) \) when \( m = 1 \), and in this case there is a homeomorphism \( \mathcal{R}_1 (X^n) \cong (\mathcal{R}_1 X)^{\vee_n} \). Therefore

\[
\mathcal{R}_1 C(X) = E \Sigma_n \otimes_{n \in I} (\mathcal{R}_1 X)^{\vee_n}.
\]

An easy calculation shows that there is a homeomorphism followed by a homotopy equivalence

\[
\mathcal{R}_1 C(X) \cong E \Sigma_1 \wedge \mathcal{R}_1 X \simeq \mathcal{R}_1 X.
\]

Observe that this is not the same as the “usual” filtration of \( C(X) \).

The filtration obtained by applying \( C \), and more generally iterates of \( C \), to a filtered space \( X \) plays an important role in subsequent sections. In particular, we will be looking at a bar construction using the monad structure for \( C \), and we need to know that the monad structure maps preserve the filtrations of Definition 2.15. We first note that \( \text{Sp}^\infty \) has the desired property. Let \( \mu_{\text{Sp}^\infty}(X) : \text{Sp}^\infty \text{Sp}^\infty(X) \to \text{Sp}^\infty(X) \) and \( \eta_{\text{Sp}^\infty}(X) : X \to \text{Sp}^\infty(X) \) be the monad structure maps for \( \text{Sp}^\infty \).

**Lemma 2.17.** The maps \( \eta_{\text{Sp}^\infty}(X) \) and \( \mu_{\text{Sp}^\infty}(X) \) are maps of filtered spaces.

**Proof.** The lemma is true for \( \eta_{\text{Sp}^\infty}(X) \) by inspection, since \( X \cong X^1 \subseteq \text{Sp}^\infty X \) as a filtered space. For \( \mu_{\text{Sp}^\infty}(X) \), we need only observe that by (2.14), the iterated product filtration on the left side of

\[
X^{k_1} \times \cdots \times X^{k_n} \to X^{k_1 + \cdots + k_n}
\]

is isomorphic to the product filtration on the right side. \( \square \)
Remark 2.18. It follows immediately from Definition 2.15 that the augmentation $\epsilon: C \to \text{Sp}^\infty$ is filtration-preserving. Further, there is a strict pullback diagram:

$\begin{array}{ccc}
\mathcal{R}_m C(X) & \longrightarrow & C(X) \\
\downarrow & & \downarrow \\
\mathcal{R}_m \text{Sp}^\infty(X) & \longrightarrow & \text{Sp}^\infty(X).
\end{array}$

Observe that, unlike (1.1), the notation $\mathcal{R}_m$ in this situation takes the filtration of $X$ into account. That is, the diagram is not tautological because it expresses a pullback of endofunctors of $\text{Top}^\ast$.

Now let $\eta_C$ and $\mu_C$ be the monad unit and multiplication maps for $C$.

Lemma 2.19. Let $X$ be a filtered space. Then the structure maps $\mu_C(X): CC(X) \to C(X)$ and $\eta_C(X): X \to CX$ for the monad $C$ preserve the filtration of Definition 2.15.

Proof. Consider the following cube, with one missing arrow:

$\begin{array}{ccc}
\mathcal{R}_m(CCX) & \longrightarrow & CCX \\
\downarrow & & \downarrow \\
\mathcal{R}_m(CX) & \longrightarrow & CX \\
\downarrow & & \downarrow \\
\mathcal{R}_m(\text{Sp}^\infty X) & \longrightarrow & \text{Sp}^\infty(X).
\end{array}$

The bottom face commutes by Lemma 2.17. The front and back faces are pullback squares, as indicated in Remark 2.18. The right face commutes because $\epsilon: C \to \text{Sp}^\infty$ is a map of monads. Because the cube commutes and the front face is a strict pullback, we obtain a unique map $\mathcal{R}_m(CCX) \to \mathcal{R}_m(CX)$ that makes the entire diagram commute, which establishes that $\mu_C(X)$ is filtration preserving.

For the unit map, observe that $X \xrightarrow{\epsilon} E\Sigma_1 \times X \subseteq CX$, and the filtration of $E\Sigma_1 \times X$ comes entirely from the filtration of $X$.

Lemma 2.20. Let $X$ and $Y$ be objects of $\text{Top}^\ast$. Then the map $C(X \times Y) \xrightarrow{\epsilon_{\pi_1 \times \pi_2}} CX \times CY$ preserves filtration.

Proof. We consider a similar diagram to the one in the previous lemma:

$\begin{array}{ccc}
\mathcal{R}_m(C(X \times Y)) & \longrightarrow & C(X \times Y) \\
\downarrow & & \downarrow \\
\mathcal{R}_m(CX \times CY) & \longrightarrow & CX \times CY \\
\downarrow & & \downarrow \\
\mathcal{R}_m(\text{Sp}^\infty(X \times Y)) & \longrightarrow & \text{Sp}^\infty(X \times Y).
\end{array}$

Once we show that the dotted arrow exists, the lemma follows exactly as in the proof of Lemma 2.19.

A point in $\mathcal{R}_m(\text{Sp}^\infty(X \times Y))$ is a collection of pairs $(x_i, y_i)$ such that the sum of filtrations is at most $m$. Such a point is mapped by $\text{Sp}^\infty \pi_1 \times \text{Sp}^\infty \pi_2$ to the pair $\{(x_i), (y_i)\}$ where the first term is a collection of points in $X$ the second is a collection of points in $Y$. The sum of the filtrations is still at most $m$, which means that this point belongs to $\mathcal{R}_m(\text{Sp}^\infty X \times \text{Sp}^\infty Y)$. As a result, the dotted arrow exists, and the lemma follows.
3. Operad actions on augmented special \( \Gamma \)-spaces

In this section we review the connection between the operadic and \( \Gamma \)-space approaches to infinite loop spaces by recalling the action of an \( E_\infty \)-operad on a special \( \Gamma \)-space. We then show that if \( F \) is an augmented special \( \Gamma \)-space, then any action of an \( E_\infty \)-operad on \( F \) respects the augmentation.

Remark. Strictly speaking, the general result of this section (Proposition 3.2) is not needed for the examples to which we want to apply the rest of the paper. In all of those examples (such as Example 3.8), there is a specific operad acting explicitly on a given \( \Gamma \)-space, and it is easy to verify directly that the action preserves the augmentation. But it is reassuring to know that in fact the action must be augmentation-preserving for general reasons. We thank the referee for prompting us to think this through.

Notation. Throughout this section, we sometimes label arrows in diagrams by the underlying map that induces them, leaving the reader to infer from context what natural transformations have been applied to the underlying map. In general, we use \( \mu \) for an operad action, \( \lambda \) for a “linearization” map (3.3), \( \varepsilon \) for an augmentation, and \( \alpha \) for the assembly map (3.4).

To set the stage, let \( O = \{ E\Sigma_k \mid k \geq 0 \} \) denote a generic \( E_\infty \)-operad, and let \( F \) be a special \( \Gamma \)-space. An action of \( O \) on \( F \) consists of natural transformations (one for each \( k \geq 0 \))

\[
\mu: E\Sigma_k \times F^k \to F.
\]

The natural transformations are required to satisfy the usual symmetry, associativity, and unit relations. It is known that for every special \( \Gamma \)-space \( F \) there is an \( E_\infty \)-operad acting on it. Segal outlined at the end of [Seg74] a general construction that associates to a special \( \Gamma \)-space an \( E_\infty \)-operad acting on it. A variant of this statement was proved by Mandell in [Man10, Theorems 1.5 and 1.6]. In Mandell’s variant, he fixes a particular \( E_\infty \)-operad (the Barratt-Eccles operad) and shows that every special \( \Gamma \)-space is equivalent to one on which the Barratt-Eccles operad acts.

In addition to an action of an \( E_\infty \)-operad, one could consider an action of the commutative operad, whose spaces are all given by points. In this case, an action consists of natural transformations

\[
* \times F^k \to F,
\]

again with appropriate symmetry, associativity, and unit relations. That is, a \( \Gamma \)-space with an action of the commutative monoid takes values in strict commutative monoids; its stabilization is equivalent to a product of Eilenberg-Mac Lane spectra. The canonical example is the special \( \Gamma \)-space \( Sp^\infty \), which admits an action of the commutative operad via

\[
* \times Sp^\infty (-)^k \xleftarrow{\cong} Sp^\infty (k_+ \wedge -) \to Sp^\infty (-),
\]

the second map being induced the fold map \( k_+ \to 1_+ = S^0 \). It follows that \( Sp^\infty \) also admits a canonical action of any \( E_\infty \)-operad via the map \( E\Sigma_k \to * \).

When evaluated on finite sets, the \( \Gamma \)-space \( Sp^\infty (-) \) takes values in discrete spaces. It follows that a natural transformation \( F(-) \to Sp^\infty (-) \) is completely determined by its induced transformation \( \pi_0 F(-) \to \pi_0 Sp^\infty (-) \). This observation will be used a couple of times in this section. In the next lemma we use it to prove that the property of possessing an augmentation is a homotopy invariant of \( \Gamma \)-spaces.

Lemma 3.1. Suppose \( F \) is a \( \Gamma \)-space equipped with an augmentation \( F \to Sp^\infty \) and an equivalence to another \( \Gamma \)-space \( F \xrightarrow{\simeq} G \). Then there is a unique augmentation \( G \to Sp^\infty \) that forms a commuting triangle.
Proof. For every finite set $X$, the space $\text{Sp}^\infty(X)$ is discrete. We have a diagram

$$\text{Sp}^\infty(X) \leftarrow \mathcal{F}(X) \xrightarrow{\sim} \mathcal{G}(X),$$

and hence there is a unique map $\mathcal{G}(X) \to \text{Sp}^\infty(X)$ that completes this diagram to a commutative triangle. Because of the uniqueness, this map is natural in $X$ and is therefore a natural transformation $\mathcal{G} \to \text{Sp}^\infty$ of $\Gamma$-spaces. □

The following proposition is the main result of this section. It says that an action of an $E_\infty$-operad on an augmented $\Gamma$-space is automatically augmentation-preserving.

**Proposition 3.2.** Suppose $\mathcal{F}$ is an augmented special $\Gamma$-space, and $\mathcal{O}$ is an $E_\infty$-operad acting on $\mathcal{F}$. Then the action of $\mathcal{O}$ is augmentation-preserving, in the sense that for every $k$, the following diagram commutes:

$$E\Sigma_k \times \mathcal{F}^k \xrightarrow{\mu} \mathcal{F}$$

$$\xrightarrow{* \times \varepsilon}$$

$$* \times ((\text{Sp}^\infty)^k) \xrightarrow{\mu} \text{Sp}^\infty.$$

Before we get to the proof of Proposition 3.2, we need to develop some tools, the first of which is the assembly map. Let $X_1, \ldots, X_k$ be pointed finite sets, and define $X = X_1 \vee \cdots \vee X_k$. If $\mathcal{F}$ is a $\Gamma$-space, the pinch maps $X \to X_i$ induce a “linearization” map

$$\lambda: \mathcal{F}(X) \longrightarrow \mathcal{F}(X_1) \times \cdots \times \mathcal{F}(X_k).$$

If $\mathcal{F}$ is special, then (3.3) is a weak equivalence, but there is not an immediately apparent homotopy inverse. However, because $\mathcal{F}$ is special, it has an action of an $E_\infty$-operad. Our next lemma says that any such action allows us to construct a kind of inverse for (3.3), as follows. For each $i$ the inclusion $X_i \hookrightarrow X$ induces a map $\mathcal{F}(X_i) \hookrightarrow \mathcal{F}(X)$. Taking the product of these maps over $i$, and composing with the operad action on $\mathcal{F}$, defines the assembly map,

$$\alpha: E\Sigma_k \times \mathcal{F}(X_1) \times \cdots \times \mathcal{F}(X_k) \longrightarrow E\Sigma_k \times \mathcal{F}(X)^k \longrightarrow \mathcal{F}(X).$$

**Lemma 3.5.** Let $\mathcal{F}$ be a special $\Gamma$-space, and fix an action of an $E_\infty$-operad. Let $X = X_1 \vee \cdots \vee X_k$ be a finite pointed set, as above. Then the composite $\lambda \circ \alpha$ is homotopic to the map that projects off $E\Sigma_k$.

**Proof.** Consider the following homotopy commutative diagram, where the bottom square’s vertical equivalences come from the assumption that $\mathcal{F}$ is special, and the horizontal maps are given by the operad action (in the bottom row, the product over $i$ of the action for each $\mathcal{F}(X_i)$):

$$E\Sigma_k \times \mathcal{F}(X_1) \times \cdots \times \mathcal{F}(X_k)$$

$$\xrightarrow{\alpha}$$

$$E\Sigma_k \times \mathcal{F}(X)^k \xrightarrow{\mu} \mathcal{F}(X)$$

$$\lambda^k \simeq$$

$$\xrightarrow{\lambda}$$

$$E\Sigma_k \times (\mathcal{F}(X_1) \times \cdots \times \mathcal{F}(X_k))^k \xrightarrow{\mu^k} \mathcal{F}(X_1) \times \cdots \times \mathcal{F}(X_k).$$

The composite of the left column sends each $\mathcal{F}(X_i)$ by the identity map to the $i$-th copy of $\mathcal{F}(X_i)$ (the “diagonal” copy) and to the basepoint of the non-diagonal copies of $\mathcal{F}(X_i)$. However, the bottom row maps into $\mathcal{F}(X_i)$ in the bottom right corner via the operad
action $E\Sigma_k \times \mathcal{F}(X_i)^k \to \mathcal{F}(X_i)$, and the basepoint of $\mathcal{F}(X_i)$ acts as the identity. It follows that the counterclockwise composite map from top left to bottom right simply projects off $E\Sigma_k$. Hence the clockwise composition does likewise.

**Remark.** The “linearization” map $\lambda$ of (3.3) is an equivalence of symmetric multi-functors when $\mathcal{F}$ is special. In view of Lemma 3.5, we like to think of the map $\alpha$ as a homotopy inverse to this equivalence. Notice however that the source of $\alpha$ is not the target of (3.3), but instead plays the role typically played by a cofibrant replacement.

The second tool we need for the proof of Proposition 3.2 is a connection between an operad action and the fold map. On the one hand, the map $k+ \to 1+ = k_+ \wedge X \to X$ induces the fold map $\bigvee_k X = k_+ \wedge X \to X$ and therefore a map $F(k_+ \wedge X) \xrightarrow{\text{fold}} F(X)$. On the other hand, we have the linearization map (3.3),

$\lambda: F(k_+ \wedge X) \to F(1_+ \wedge X)^k = F(X)^k$,

the map whose components are induced by sending each non-basepoint element of $k_+$ in turn to the non-basepoint element of $1_+$ and which is an homotopy equivalence when $\mathcal{F}$ is special.

**Lemma 3.7.** Let $\mathcal{F}$ be a special $\Gamma$-space, with a fixed action of an $E_\infty$-operad. The following diagram is homotopy commutative, where the horizontal maps are, respectively, projection and the operad action:

$$
\begin{array}{ccc}
E\Sigma_k \times \mathcal{F}(k_+ \wedge X) & \xrightarrow{\pi} & \mathcal{F}(k_+ \wedge X) \\
\alpha & = & \mathcal{F}(\text{fold}) \\
E\Sigma_k \times \mathcal{F}(1_+ \wedge X)^k & \xrightarrow{\mu} & \mathcal{F}(1_+ \wedge X).
\end{array}
$$

**Proof.** By Lemma 3.5 the projection map $\pi$ (top row) factors as the composite of $\lambda$ (left column) and the assembly map $\alpha$ (3.4) for the case $X_1 = \cdots = X_k = X$. We reproduce the diagram of interest below, with $\alpha$ inserted as the upward diagonal composite. The upper triangle commutes:

$$
\begin{array}{ccc}
E\Sigma_k \times \mathcal{F}(k_+ \wedge X) & \xrightarrow{\pi} & \mathcal{F}(k_+ \wedge X) \\
\alpha & = & \mathcal{F}(\text{fold}) \\
E\Sigma_k \times \mathcal{F}(1_+ \wedge X)^k & \xrightarrow{\mu} & \mathcal{F}(1_+ \wedge X).
\end{array}
$$

The key point is that the first map in $\alpha$ (lower left corner to middle) is actually a section of the map induced by the fold map; that is, going from the bottom left corner to the middle and then back again is the identity. Further, the lower right triangle commutes by naturality of the operad action, and the lemma follows.

Now we are ready to prove that any $E_\infty$-operad action on an augmented special $\Gamma$-space must preserve the augmentation.

**Proof of Proposition 3.2.** Recall that $\mathcal{F}$ is a special $\Gamma$-space equipped with a natural transformation $\epsilon: \mathcal{F} \to \text{Sp}^\infty$. Let $X$ be a pointed finite set. We must show that the right square
in the following diagram (strictly) commutes:

\[
\begin{array}{ccc}
E\Sigma_k \times \mathcal{F}(k_+ \wedge X) & \xrightarrow{\lambda} & E\Sigma_k \times \mathcal{F}(X) \\
\times F & \xrightarrow{\times \mathcal{F}} & \times \mathcal{F}(X) \\
\times \text{Sp}^\infty(k_+ \wedge X) & \xrightarrow{\cong} & \times \text{Sp}^\infty(X) \\
\end{array}
\]

The composite horizontal map in the bottom row is induced by the folding map (on the nose), and by Lemma 3.5 the same is true up to homotopy for the top row. Hence the outer rectangle commutes up to homotopy. On the other hand, the left square is strictly commutative up to homotopy, and by Lemma 3.5 the same is true up to homotopy for the top row. Hence the right square commutes up to homotopy, and since \(\text{Sp}^\infty(X)\) is discrete, the right square commutes strictly.

To close this section, we return to the special \(\Gamma\)-space of Example 2.6. As we mentioned before, there is a general construction that associates to a special \(\Gamma\)-space an \(E_\infty\)-operad acting on it. But for a specific \(\mathcal{F}\) there may be a particular \(E_\infty\)-operad acting naturally on \(\mathcal{F}\). The following example will play a major role in future applications.

**Example 3.8.** Recall that in Example 2.6 we defined

\[
\mathcal{F}_U(\text{m}_+) = \prod_{(k_1, \ldots, k_m) \in \mathbb{N}^m} \text{Inj}\left(\mathbb{C}^{k_1+\cdots+k_m}, \mathbb{C}^\infty\right) / U(k_1) \times \cdots \times U(k_m).
\]

To streamline notation, we appeal to the concept of Grassman manifolds and write

\[
\text{Gr}(k_1, \ldots, k_m) = \text{Inj}(\mathbb{C}^{k_1+\cdots+k_m}, \mathbb{C}^\infty) / U(k_1) \times \cdots \times U(k_m),
\]

so that we have

\[
\mathcal{F}_U(\text{m}_+) = \prod_{(k_1, \ldots, k_m) \in \mathbb{N}^m} \text{Gr}(k_1, \ldots, k_m).
\]

We want to use the linear isometries operad as the \(E_\infty\)-operad acting on \(\mathcal{F}_U\). Since its \(n\)-th space is \(\text{Inj}\left((\mathbb{C}^\infty)^n, \mathbb{C}^\infty\right)\), we need to describe maps of the form

\[
\text{Inj}\left((\mathbb{C}^\infty)^n, \mathbb{C}^\infty\right) \times \mathcal{F}_U(\text{m}_+) \to \mathcal{F}_U(\text{m}_+) .
\]

(3.9)

We proceed one component at a time. Suppose that \(\text{Gr}_1, \ldots, \text{Gr}_n\) are components of \(\mathcal{F}_U(\text{m}_+)\), say with

\[
\text{Gr}_1 = \text{Gr}(i_{1,1}, \ldots, i_{1,m}) \\
\text{Gr}_2 = \text{Gr}(i_{2,1}, \ldots, i_{2,m}) \\
\vdots \\
\text{Gr}_n = \text{Gr}(i_{n,1}, \ldots, i_{n,m}) .
\]

To find the component of \(\mathcal{F}_U(\text{m}_+)\) that will be the target of (3.9), we add together the dimensions of corresponding subspaces in \(\text{Gr}_1, \ldots, \text{Gr}_n\):

\[
k_1 = \sum_{j=1}^n i_{j,1}, \ldots, k_m = \sum_{j=1}^n i_{j,m} .
\]

To define a map

\[
\text{Inj}\left((\mathbb{C}^\infty)^n, \mathbb{C}^\infty\right) \times \text{Gr}_1 \times \cdots \times \text{Gr}_n \to \text{Gr}(k_1, \ldots, k_m) ,
\]

(3.10)

let \((\alpha, f_1, \ldots, f_n)\) represent an element of the domain. Hence \(\alpha : (\mathbb{C}^\infty)^n \to \mathbb{C}\), and \(f_j : \mathbb{C}^{i_{j,1}+\cdots+i_{j,m}} \to \mathbb{C}^\infty\). We define the action map (3.10) by

\[
(\alpha, [f_1], \ldots, [f_n]) \mapsto [\alpha \circ (f_1 \times \cdots \times f_n)] .
\]
Let us check from first principles that the action of the linear isometries operad on $\mathcal{F}_U$ is augmentation-preserving. We need to check commutativity of the diagram

\[
\begin{array}{ccc}
\text{Inj} \left( (\mathbb{C}^\infty)^n, \mathbb{C}^\infty \right) \times (\mathcal{F}_U)^n & \rightarrow & \mathcal{F}_U \\
\downarrow & & \downarrow \\
(\mathbb{S}p^\infty)^n & \rightarrow & \mathbb{S}p^\infty.
\end{array}
\]

Going around clockwise, we apply (3.10), and then the augmentation (2.8) to obtain $(k_1, \ldots, k_m) \in \mathbb{N}^m$. Going around counterclockwise, we have $\text{Gr}_1, \ldots, \text{Gr}_n$ mapping, respectively, to $(i_{1,1}, \ldots, i_{1,m}), \ldots, (i_{n,1}, \ldots, i_{n,m})$ in $\mathbb{N}^m$. The monoid multiplication $(\mathbb{S}p^\infty)^n \rightarrow \mathbb{S}p^\infty$ adds coordinate-wise to obtain $(k_1, \ldots, k_m) \in \mathbb{N}^m$, and so the diagram commutes as required.

4. The bar construction and the unstable rank filtration

In this section, we take an augmented special $\Gamma$-space $\mathcal{F}$ and set up a two-sided bar construction

\[
\text{Bar}(\mathcal{C}, \mathcal{C}, \mathcal{F}) := \mathcal{C}\mathcal{C}^\bullet \mathcal{F}.
\]

The bar construction is to be a simplicial object over augmented $\Gamma$-spaces, so we use the results of Section 3 to establish that actually any $E_\infty$-operad action on $\mathcal{F}$ gives a corresponding action of $\mathcal{C}$ that respects the augmentation. Finally, we exhibit a straightforward filtration of $\text{Bar}(\mathcal{C}, \mathcal{C}, \mathcal{F})$ by simplicial subspaces denoted $\mathcal{R}_m \text{Bar}(\mathcal{C}, \mathcal{C}, \mathcal{F})$ or $\mathcal{R}_m \mathcal{C}\mathcal{C}^\bullet \mathcal{F}$, whose geometric realizations are equivalent to the unstable rank filtration of $\mathcal{F}$ (1.1). Our principal goal for this paper, however, is achieved in Section 5 where we explain how to filter $\text{Bar}(\mathcal{C}, \mathcal{C}, \mathcal{F})$ to get the stable rank filtration, which is a more subtle matter.

Having discussed the concept of an action of an $E_\infty$-operad $\mathcal{O}$ on an augmented special $\Gamma$-space $\mathcal{F}$ in Section 3, we return to the monad $\mathcal{C}$ associated to $\mathcal{O}$ (see (2.4)). The action $\mu$ of the operad $\mathcal{O}$ on $\mathcal{F}$ factors through the quotient map to $\mathcal{C}\mathcal{F}$, thereby giving a left action $\mu_F$ of the monad $\mathcal{C}$ on $\mathcal{F}$ [May72, Proposition 2.8]:

\[
\begin{array}{ccc}
\coprod_{n \in \mathbb{N}} E\Sigma_n \times \mathcal{F}^n & \xrightarrow{\mu} & \mathcal{F} \\
\downarrow & & \downarrow \\
\mathcal{C}\mathcal{F} & \xrightarrow{\mu_F} & \mathcal{F}.
\end{array}
\]

That is, there is a natural transformation $\mu_F: \mathcal{C}\mathcal{F} \rightarrow \mathcal{F}$, satisfying the usual associativity and unit relations. Further, we saw in Proposition 3.2 that an $E_\infty$-operad acting on a special $\Gamma$-space is automatically augmentation-preserving. It follows that the associated monad action is augmentation-preserving as well, in a sense that is made precise in the following lemma.

Lemma 4.2. For any action of an $E_\infty$-operad $\mathcal{O}$ on a special $\Gamma$-space $\mathcal{F}$, the associated action of the monad $\mathcal{C}$ on $\mathcal{F}$ preserves the augmentation, in the sense that the following diagram commutes:

\[
\begin{array}{ccc}
\mathcal{C}\mathcal{F} & \xrightarrow{\mu_F} & \mathcal{F} \\
\downarrow_{\phi_F} & & \downarrow_{\epsilon} \\
\mathbb{S}p^\infty & \xrightarrow{\phi_{\mathcal{F}} \mathcal{O}} & \mathbb{S}p^\infty.
\end{array}
\]
Proof. We unwind diagram (4.1) to be the top row of the following diagram, with vertical maps given by augmentations:

\[
\begin{array}{ccc}
\prod_{a \in \mathbb{N}} E\Sigma_a \times F^n & \xrightarrow{\times \epsilon^a} & C F \\
\downarrow & & \downarrow \epsilon \circ c \\
\prod_{a \in \mathbb{N}} \ast \times (Sp^\infty)^n & \xrightarrow{\times \ast} & Sp^\infty \xrightarrow{\ast \in \infty} Sp^\infty.
\end{array}
\]

By Proposition 3.2, the outer rectangle commutes, and we must prove that the right-hand square commutes.

However, the left square of the diagram commutes, by naturality of two kinds: (i) the map of operads \(E\Sigma_a\) to \(\ast\) from the \(E_\infty\)-operad to the commutative operad, and (ii) the natural transformation \(F \to Sp^\infty\). Finally, the maps beginning the horizontal rows are epimorphisms, which forces the right-hand square to commute as well.

We are ready for the question of filtering \(Bar(\mathcal{C}, \mathcal{C}, F)\) by simplicial subspaces in order to obtain the unstable rank filtration. Given an action of an \(E_\infty\)-operad \(O\) on an augmented special \(\Gamma\)-space \(F\), Lemma 4.2 indicates that we have an augmentation-preserving action of the associated monad \(\mathcal{C}\) on \(F\). As we said in the introduction, one may now form the two-sided bar construction, \(Bar(\mathcal{C}, \mathcal{C}, F)\), also denoted \(\mathcal{C}\mathcal{C}_\bullet \mathcal{F}\). It is a simplicial augmented \(\Gamma\)-space, whose \(k\)-th simplicial dimension is the augmented \(\Gamma\)-space \(\mathcal{C}^{k+1}F\), and which is also simplicially augmented to \(F\):

\[
F \leftarrow \left\{ \mathcal{C}F \rightleftharpoons \mathcal{C}^2F \rightleftharpoons \mathcal{C}^3F \cdots \mathcal{C}^{k+1}F \cdots \right\}.
\]

Denoting the monad multiplication of \(\mathcal{C}\) by \(\mu_\mathcal{C}: \mathcal{C}\mathcal{C} \to \mathcal{C}\), the face and degeneracy maps are given by

\[
d_i = \mathcal{C}^i \mu_\mathcal{C}(\mathcal{C}^{k-i-1}F): \mathcal{C}^{k}F \to \mathcal{C}^{k-1}F \quad \text{for } i = 0, \ldots, k-1,
\]

\[
d_k = \mathcal{C}^k \mu_\mathcal{C}: \mathcal{C}^{k}F \to \mathcal{C}^{k-1}F,
\]

\[
s_i = \mathcal{C}^i \eta_\mathcal{C}(\mathcal{C}^{k-i}F): \mathcal{C}^{k}F \to \mathcal{C}^{k+1}F \quad \text{for } i = 0, \ldots, k.
\]

It follows from Lemma 2.16, coupled with Lemma 4.2, that the face and degeneracy maps respect the natural filtration of \(Bar(\mathcal{C}, \mathcal{C}, F)\). By this we mean that for each value of \(k, i, \text{ and } m\), the face map \(d_i\) restricts to a map

\[
\mathcal{R}_m \mathcal{C}^k F \rightarrow \mathcal{R}_m \mathcal{C}^{k-1} F
\]

and likewise for the degeneracy map \(s_i\). As a consequence, \(Bar(\mathcal{C}, \mathcal{C}, F)\) is an augmented simplicial object in the category of filtered \(\Gamma\)-spaces.

In the usual way, one thinks of \(Bar(\mathcal{C}, \mathcal{C}, F)\) as a resolution of \(F\) by free \(\mathcal{C}\)-algebras. This is because the unit map \(\eta_\mathcal{C}(F): \mathcal{C}F \to F\), provides an extra degeneracy for the simplicial object \(Bar(\mathcal{C}, \mathcal{C}, F)\), and hence the natural map \(|Bar(\mathcal{C}, \mathcal{C}, F)| \to F\) is an equivalence. Proposition 4.5 below establishes that in our setting, where we know that the action of \(\mathcal{C}\) on \(F\) is augmentation-preserving, the map \(|Bar(\mathcal{C}, \mathcal{C}, F)| \to F\) is actually an equivalence of filtered objects.

**Definition 4.4.** A map of filtered spaces \(X \to Y\) is a filtered equivalence if it restricts to a weak equivalence \(\mathcal{R}_m X \xrightarrow{\sim} \mathcal{R}_m Y\) for each \(m \geq 0\).

**Proposition 4.5.** Let \(F\) be an augmented special \(\Gamma\)-space with a chosen action of an \(E_\infty\)-operad. Then the action map \(\mu_\mathcal{C}: \mathcal{C}F \to F\) induces a filtered equivalence \(|\mathcal{C}\mathcal{C}_\bullet \mathcal{F}| \xrightarrow{\sim} F\). The unit map \(\eta_\mathcal{C}: F \to \mathcal{C}F\) induces the inverse filtered equivalence \(|\mathcal{C}\mathcal{C}_\bullet \mathcal{F}| \xrightarrow{\sim} F\).
Proof. The unit map $\eta_C : F \to CF$ preserves filtration (Lemma 2.19), and therefore endows $CC^* F$ with a filtered extra degeneracy. This means that for each $m$, we get an augmented simplicial subobject of $[13]$ that is equipped with an extra degeneracy:

$$R_m F \xrightarrow{\sim} \left\{ R_m C F \xrightarrow{\sim} R_m C^2 F \xrightarrow{\sim} R_m C^3 F \ldots \right\}.$$

It follows that an equivalence is induced by the augmentation $R_m C F \to R_m F$, giving $R_m C^* F \xrightarrow{\sim} R_m F$, with the inverse equivalence given by the unit map. See [Rie14] for more detail on simplicial objects with an extra degeneracy.

5. The stable rank filtration of the bar construction

We continue to use $F$ to denote an augmented special $\Gamma$-space, which is equipped with an action of $C$. By Lemma 4.2, the action preserves the augmentation. In Section 4, we showed a straightforward way to filter $CC^* F$ by simplicial $\Gamma$-subspaces: the $m$-th filtration of $CC^* F$ has $R_m CC^k F$ in the $k$-th simplicial dimension. The face and degeneracy maps are respected for straightforward reasons, and so we obtain simplicial $\Gamma$-spaces $R_m CC^* F$, and the resulting realizations give the unstable rank filtration of $F$.

In the current section we discuss another, less obvious way to filter $CC^* F$. We filter inside the outermost factor of $C$ in the double bar construction to define subobjects $CR_m C^* F$. The goal is to show that this new filtration produces special simplicial $\Gamma$-spaces, and that their infinite deloopings are the stable rank filtration of $F$ (1.3), which is the main goal of this paper (Theorem 5.3). There are three key adjectives here: in order of logical dependence, “simplicial,” “special,” and “stable.”

We outline the section by describing the three steps required in order to accomplish the goal of the previous paragraph. First, the adjective “simplicial”: it is not immediately obvious that for a fixed $m$ the $\Gamma$-subspaces $CR_m C^k F$ actually assemble over $k$ into a simplicial $\Gamma$-space. Hence the first part of this section is devoted to proving the following proposition. (The proof of Proposition 5.1 begins with the paragraph preceding Lemma 5.3)

**Proposition 5.1.** The face and degeneracy maps of $\text{Bar} (C, C, F) = CC^* F$ respect the filtration of $CC^* F$ by $CR_m C^* F$. That is, $CR_m C^* F$ is a simplicial $\Gamma$-subspace of $\text{Bar} (C, C, F)$.

Second, the adjective “special.” The individual $\Gamma$-spaces $CR_m C^k F$ are not special for most values of $m$ and $k$, so it is somewhat surprising that, when we fix $m$, assemble over $k$, and apply geometric realization, we obtain a special $\Gamma$-space. We were not able to see an obvious reason for this to happen, but it does, and this is the major technical result of this paper.

**Theorem 5.2.** For each $m$, the $\Gamma$-space $CR_m C^* F$ is special.

The summarized proof of Theorem 5.2 is given in Section 6. The details occupy Sections 7-11.

Given Theorem 5.2, we can bring in the third adjective, “stable.” First we recall some concepts from the introduction. The stabilization of $F$ is the spectrum

$$\partial_1 F := \{ F(S^0), F(S^1), \ldots, F(S^n), \ldots \}.$$

Given that $F$ is a $\Gamma$-space with an augmentation-preserving action of the monad $C$, the unstable rank filtration of $F$ is the sequence of (not necessarily special) $\Gamma$-spaces

$$R_0 F \to R_1 F \to \cdots \to R_m F \to \cdots \to F,$$

and the stable rank filtration of $F$ is the sequence of spectra

$$\partial_1 (R_0 F) \to \partial_1 (R_1 F) \to \cdots \to \partial_1 (R_m F) \to \cdots \to \partial_1 F.$$
Further, recall that if $\mathcal{G}$ is a special $\Gamma$-space, then it has an infinite delooping $k\mathcal{G}$, a spectrum whose infinite loop space is equivalent to the group completion of $\mathcal{G}$. The last part of this section proves the main theorem of our paper, which is the following.

**Theorem 5.3.** Assume that $\mathcal{F}$ is an augmented special $\Gamma$-space, and that the $\mathcal{C}$ is the monad associated to an $E_\infty$-operad acting on $\mathcal{F}$. Then there is an equivalence of spectra

$$\partial_1(R_m \mathcal{F}) \simeq k[CR_m \mathcal{C}^\bullet \mathcal{F}].$$

That is, the sequence of spectra in the stable rank filtration of $\mathcal{F}$ is equivalent to the infinite delooping of the following sequence of special $\Gamma$-spaces:

$$\mathcal{F} \rightarrow CR_0 \mathcal{C}^\bullet \mathcal{F} \rightarrow \cdots \rightarrow CR_m \mathcal{C}^\bullet \mathcal{F} \rightarrow \cdots \rightarrow CR_{\infty} \mathcal{C}^\bullet \mathcal{F} \simeq \mathcal{F}.$$

The discussion leading up to the proof of Theorem 5.3 begins with Definition 5.12, and the actual proof appears at the end of the section.

Now that we have described the results, we begin the first task, showing that for a fixed $m$, the object $CR_m \mathcal{C}^\bullet \mathcal{F}$ is a simplicial subobject of $\text{Bar}(\mathcal{C}, \mathcal{C}, \mathcal{F}) = \mathcal{C} \mathcal{R}_m \mathcal{C}^\bullet \mathcal{F}$. We must check that the face and degeneracy maps of $\mathcal{C} \mathcal{R}_m \mathcal{C}^\bullet \mathcal{F}$ respect $CR_m \mathcal{C}^\bullet \mathcal{F}$. We begin this verification with the following elementary lemma. Recall from Definitions 2.11 and 2.15 that $\mathcal{C}$ and $R_m$ are to be considered endofunctors of $\text{Top}_f^\ast$, the category of filtered pointed spaces. An immediate consequence of Definition 2.11 is that there is a natural transformation $R_m \rightarrow \text{Id}$ of endofunctors of $\text{Top}_f^\ast$.

**Lemma 5.4.** The natural inclusion $R_m \circ \mathcal{C} \hookrightarrow \text{Id} \circ \mathcal{C} = \mathcal{C}$, induced by the natural transformation $R_m \rightarrow \text{Id}$ applied to $\mathcal{C}$, factors uniquely as a composition

$$R_m \circ \mathcal{C} \hookrightarrow \mathcal{C} \circ R_m \hookrightarrow \mathcal{C} \circ \text{Id} = \mathcal{C},$$

where the second map is $\mathcal{C}$ applied to $R_m \rightarrow \text{Id}$.

**Proof.** Let $X$ be an object of $\text{Top}_f^\ast$. The product filtration on $X^n$, given in (2.11), tells us that there is a natural factoring

$$R_m (X^n) \rightarrow (R_m X)^n \rightarrow X^n.$$

We take the coend $E \Sigma_n \otimes_{\mathcal{I}}$ — at each corner to get

$$E \Sigma_n \otimes_{\mathcal{I}} R_m (X^n) \rightarrow E \Sigma_n \otimes_{\mathcal{I}} (R_m X)^n \rightarrow E \Sigma_n \otimes_{\mathcal{I}} X^n.$$

Substituting for the spaces in diagram (5.5) using the definition of $\mathcal{C}X$ and $R_m \mathcal{C}X$ given, respectively, in (2.14) and Definition 2.15, we obtain

$$R_m \mathcal{C}X \rightarrow CR_m \mathcal{X},$$

which establishes the existence of a factoring of the vertical map through $CR_m \mathcal{X}$, as required.
To show that the factorization is unique, it is sufficient to show that the diagonal arrow in (5.5) is a monomorphism of \(\Gamma\)-spaces. Recall that the coends in the source and the target are quotient spaces as indicated below:

\[
\coprod_n E\Sigma_n \times_{\Sigma_n} (R_m X)^n \longrightarrow E\Sigma_n \otimes_{\Sigma_n} (R_m X)^n
\]

The map \(R_m X \to X\) is an inclusion, so the left vertical arrow is a monomorphism. The equivalence relations defining horizontal arrows are the same basepoint identifications in the top row and the bottom row. Hence the right column is an inclusion also. \(\square\)

Showing that the face maps in the bar construction \(CC^\bullet \mathcal{F}\) respect the subobjects \(CR_m \mathcal{C}^\bullet \mathcal{F}\) mostly comes from naturality; the face maps in the bar construction come from the multiplication \(\mu_C : \mathcal{C} \to \mathcal{C}\); all but one of them take place “inside” of the filtration functor \(R_m\). However, the outermost one (i.e. \(d_0\)) requires “multiplying across \(R_m\.” The following lemma identifies the target of that map.

**Lemma 5.6.** The natural transformation \(\mu_C : \mathcal{C} \to \mathcal{C}\) restricts, for every \(m\), to a unique natural transformation

\[
CR_m \mathcal{C} \to CR_m.
\]

**Proof.** It follows from Lemma [5.3] that the map \(CR_m \mathcal{C} \to \mathcal{C}\) factors as \(CR_m \mathcal{C} \to CCR_m \to \mathcal{C}\). We can expand to a commutative diagram by applying \(\mu_C : \mathcal{C} \to \mathcal{C}\) to the natural transformation \(\mathcal{C} \to \mathcal{C}\), as follows:

\[
\begin{array}{ccc}
CR_m \mathcal{C} & \xrightarrow{\mu_C(R_m)} & CCR_m \\
\downarrow{\mu_C} & & \downarrow{\mu_C(Id)} \\
CR_m & \xrightarrow{\mu_C(Id)} & \mathcal{C}.
\end{array}
\]

The lemma follows by composing \(CR_m \mathcal{C} \leftrightarrow CCR_m\) with just the left vertical arrow of the square. \(\square\)

With these tools, we can show that for each fixed \(m \in \mathbb{Z}_+\), the set of \(\Gamma\)-spaces \(\{CR_m \mathcal{C}^k \mathcal{F}\}_k\) assembles into a simplicial subobject of \(Bar(\mathcal{C}, \mathcal{C}, \mathcal{F})\), proving Proposition 5.1.

**Proof of Proposition 5.1.** As before, let \(\mu_C : \mathcal{C}^2 \to \mathcal{C}\) and \(\eta_C : \text{Id} \to \mathcal{C}\) denote the multiplication and the unit of the monad \(\mathcal{C}\). Recall that the face and degeneracy maps of \(Bar(\mathcal{C}, \mathcal{C}, \mathcal{F}) = CC^\bullet \mathcal{F}\) in simplicial dimension \(k\) are given by the formulas

\[
d_i = C^i \mu_C \left(c^{k-i-1} \mathcal{F}\right) : CC^k \mathcal{F} \to CC^{k-1} \mathcal{F} \quad \text{for } i = 0, \ldots, k - 1,
\]

\[
d_k = C^k \mu_F : CC^k \mathcal{F} \to CC^{k-1} \mathcal{F},
\]

\[
s_i = CC^i \eta_C(c^{k-1} \mathcal{F}) : CC^k \mathcal{F} \to CC^{k+1} \mathcal{F} \quad \text{for } i = 0, \ldots, k.
\]

First we tackle the face maps. To show that \(d_i\) respects the filtration, we must establish that the restriction of \(d_i\) to \(CR_m \mathcal{C}^k \mathcal{F}\) factors through \(CR_m \mathcal{C}^{k-1} \mathcal{F}\). That is, we need a map of \(\Gamma\)-spaces \(d_i : CR_m \mathcal{C}^k \mathcal{F} \to CR_m \mathcal{C}^{k-1} \mathcal{F}\) that makes the following diagram commute:

\[
\begin{array}{ccc}
CR_m \mathcal{C}^k \mathcal{F} & \xrightarrow{d_i} & CR_m \mathcal{C}^{k-1} \mathcal{F} \\
\downarrow{\mu_C} & & \\
CC^k \mathcal{F} & \xrightarrow{d_i} & CC^{k-1} \mathcal{F}.
\end{array}
\]

(5.8)
Note that if $\bar{d}_i$ exists, then it is necessarily unique, because the vertical maps are monomorphisms of $\Gamma$-spaces. Likewise, it follows from the injectivity of the vertical maps that once the maps $\bar{d}_i$ are proven to exist, as well as the degeneracy maps $\tilde{s}_i$ defined below, they must satisfy the simplicial identities.

For $i \geq 1$ in \([5.8]\), the face map $d_i : C^{k F} \to C^{k-1 F}$ of the bar construction $C^{\ast F}$ is obtained, according to \((5.7)\), by applying $C$ to the map
\[
C^{i-1} C^2 \left( C^{k-1 F} \right) \xrightarrow{\mu^{-1} \circ \eta^{-1} \circ \eta^{-1}} C^{i-1} C \left( C^{k-1 F} \right).
\]
Hence for $i = 1$, we can define the map $\tilde{d}_i : CR_m C^k \to CR_m C^{k-1}$ by applying $CR_m$ to the map \((5.9)\). For $i = 0$, however, the face map $d_0$ in the bar construction is not $C$ applied to another map, but rather multiplies together the outermost factors of $C$ in $CC^k F$. In this case the map $\tilde{d}_0$ is given by taking the map $CR_mC \to CR_m$ that is given to us by Lemma \([5.6]\) and applying it to $C^{k-1} F$.

Similarly, for the degeneracies we require that for each $i$ there exists a (necessarily unique) map $\tilde{s}_i : CR_m C^k F \to CR_m C^{k+1} F$ that makes the following diagram commute:
\[
\begin{array}{c}
\xymatrix{CR_m C^k F \ar[r]_{\tilde{s}_i} & CR_m C^{k+1} F } \\
C C^k F \ar[ru] & C C^{k+1} F.
\end{array}
\]
In this case, for all $i \geq 0$ the desired map is obtained by applying $CR_m$ to the map
\[
C^{i} \eta_C (C^{k-1} F) : C^k F \to C^{k+1} F.
\]
\[
\square
\]

With Proposition \([5.4]\) in hand, we obtain an increasing sequence of simplicial subobjects of $\text{Bar}(C, C, F)$, as follows.

**Diagram 5.10.**

\[
\begin{array}{cccccc}
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
CR_{m-1} F & CR_{m-1} (C F) & CR_{m-1} \left( C^2 F \right) & \ldots & CR_{m-1} \left( C^k F \right) & \ldots \\
\subseteq & \subseteq & \subseteq & \subseteq & \subseteq & \subseteq \\
CR_m F & CR_m (C F) & CR_m \left( C^2 F \right) & \ldots & CR_m \left( C^k F \right) & \ldots \\
\subseteq & \subseteq & \subseteq & \subseteq & \subseteq & \subseteq \\
C F & C (C F) & C \left( C^2 F \right) & \ldots & C \left( C^k F \right) & \ldots
\end{array}
\]

As stated in Theorem \([5.2]\) toward the beginning of the section, the geometric realization of each row of Diagram \([5.10]\) actually gives a special simplicial $\Gamma$-space, i.e. takes wedges to products up to homotopy, and we assume this for the remainder of the section. The importance is that for special $\Gamma$-spaces, infinite delooping and stabilization are equivalent processes \([BF78, \text{Theorem 4.2}]\). The proof of Theorem \([5.2]\) is deferred to Sections \([5.11]\). In the remainder of this section, we prove the principal result of our paper, Theorem \([5.3]\) assuming Theorem \([5.2]\).

Recall that the goal is to prove that the spectrum given by the infinite delooping of the $m$-th row of Diagram \([5.10]\) the $\Gamma$-space $\left[ CR_m C^\ast F \right]$, is equivalent to the stabilization
of $\mathcal{R}_m\mathcal{F}$,
\[
\partial_i(\mathcal{R}_m\mathcal{F}) := \{\mathcal{R}_m\mathcal{F}(S^0), \mathcal{R}_m\mathcal{F}(S^1), \ldots, \mathcal{R}_m\mathcal{F}(S^n), \ldots\},
\]
which is the $m$-th spectrum in the stable rank filtration of $\mathcal{F}$.

Our approach is to relate $\mathcal{R}_m\mathcal{F}$ and $\mathcal{C}\mathcal{R}_m\mathcal{C}^*\mathcal{F}$ through the $\Gamma$-space, $|\mathcal{R}_m(\mathcal{C}^*\mathcal{F})|$, which was studied in Section 4, culminating in Proposition 4.5. Lemma 5.4 provides us with a map
\[
(5.11) \quad \big|\mathcal{R}_m(\mathcal{C}^*\mathcal{F})\big| \longrightarrow \big|\mathcal{C}\mathcal{R}_m(\mathcal{C}^*\mathcal{F})\big|,
\]
and a key point in the proof of Theorem 5.3 is that this map induces an equivalence of spectra between the stabilizations. To study this point, we recall the term “stable equivalence,” as a useful criterion for a natural transformation of $\Gamma$-spaces to induce an equivalence of stabilizations.

**Definition 5.12.** A natural transformation between $\Gamma$-spaces $\alpha : \mathcal{F} \rightarrow \mathcal{G}$ is a stable equivalence if there exists a constant $c$ such that, whenever $X$ is an $(n-1)$-connected pointed space, the map $\alpha(X) : \mathcal{F}(X) \rightarrow \mathcal{G}(X)$ is $(2n-c)$-connected.

**Lemma 5.13.** If $\alpha : \mathcal{F} \rightarrow \mathcal{G}$ is a stable equivalence of $\Gamma$-spaces, then $\alpha$ induces an equivalence of spectra on the stabilizations $\partial_i\alpha : \partial_i\mathcal{F} \xrightarrow{\simeq} \partial_i\mathcal{G}$.

**Proof.** Recall from [12] that the $n$-th spaces in $\partial_i\mathcal{F}$ and $\partial_i\mathcal{G}$ are $\mathcal{F}(S^n)$ and $\mathcal{G}(S^n)$, respectively. If $c$ is the number given in Definition 5.12, then $\mathcal{F}(S^n) \rightarrow \mathcal{G}(S^n)$ is $(2n-c)$-connected. It follows that the map of spectra $\partial_i\alpha : \partial_i\mathcal{F} \rightarrow \partial_i\mathcal{G}$ induces an isomorphism of homotopy groups, and the lemma follows. □

**Example 5.14.** The unit $\eta_\mathcal{C} : \text{Id} \rightarrow \mathcal{C}$ is a stable equivalence. This follows easily from analyzing the filtration of $\mathcal{C}$.

We will now recall a few elementary properties of stable equivalences. The following lemma says, informally speaking, that stable equivalences form a kind of “ideal” in the category of $\Gamma$-spaces.

**Lemma 5.15.** Suppose $\alpha : \mathcal{G}_1 \rightarrow \mathcal{G}_2$ is a stable equivalence, and $\mathcal{F}$ is any $\Gamma$-space. Then the induced natural transformations $\mathcal{F}\alpha : \mathcal{F}\mathcal{G}_1 \rightarrow \mathcal{F}\mathcal{G}_2$ and $\alpha\mathcal{F} : \mathcal{G}_1\mathcal{F} \rightarrow \mathcal{G}_2\mathcal{F}$ are stable equivalences.

**Proof.** The result follows immediately from [Lyd99 Proposition 5.20], which says that any $\Gamma$-space preserves connectivity of maps. □

**Example 5.16.** Lemma 5.15 tells us that if $\mathcal{F}$ is a $\Gamma$-space, then the natural transformation $\eta_\mathcal{C}(\mathcal{F}) : \mathcal{F} \rightarrow \mathcal{C}\mathcal{F}$ induced by the map $\eta_\mathcal{C}$ is a stable equivalence.

Recall from (5.11) that we would like to show that
\[
|\mathcal{R}_m(\mathcal{C}^*\mathcal{F})| \longrightarrow |\mathcal{C}\mathcal{R}_m(\mathcal{C}^*\mathcal{F})|
\]
is a stable equivalence. For this purpose, we actually need a more refined version of Example 5.14. Rather than only knowing that $\eta_\mathcal{C} : \mathcal{F} \rightarrow \mathcal{C}\mathcal{F}$ is a stable equivalence, we need a filtered version of this statement to handle the filtered functors involved.

**Lemma 5.17.** Suppose $\mathcal{F}$ is a filtered $\Gamma$-space. Then the map $\eta_\mathcal{C} : \mathcal{F} \rightarrow \mathcal{C}\mathcal{F}$ induces a stable equivalence $\mathcal{R}_m\mathcal{F} \rightarrow \mathcal{R}_m\mathcal{C}\mathcal{F}$ for every $m$.

**Proof.** Recall that by Definition 2.16,
\[
\mathcal{R}_m\mathcal{C}\mathcal{F} = ES_n \otimes_{n \in \mathcal{I}} \mathcal{R}_m(\mathcal{F}^n).
\]
Let $\mathcal{I}_1$ be the subcategory of $\mathcal{I}$ consisting of objects of cardinality 1 or 0. We organize the relevant spaces into the following commutative diagram:

$$
\begin{array}{ccc}
\mathcal{R}_m F & \rightarrow & \mathcal{R}_m (\eta C F) \\
\cong & & \cong \\
E\Sigma_n \otimes_{n \in \mathcal{I}_1} \mathcal{R}_m (F^n) & \rightarrow & E\Sigma_n \otimes_{n \in \mathcal{I}} \mathcal{R}_m (F^n)
\end{array}
\field{defn}

The homeomorphism in the lower left column uses that the left Kan extension from $\mathcal{I}_1$ to $\mathcal{I}$ of the functor $n \mapsto \mathcal{R}_m (F^n)$ is the functor $n \mapsto \bigvee_n \mathcal{R}_m F$.

The map $\bigvee_n \mathcal{R}_m F \rightarrow \mathcal{R}_m (F^n)$ is a stable equivalence for each $m$ and $n$ by \[AL10\, Lemma 3.13\]. It follows that the bottom map in the diagram is a stable equivalence, which proves the lemma. □

Since (5.11) is induced by Lemma 5.4, we apply Lemma 5.17 to show how Lemma 5.4 interacts with filtration.

**Lemma 5.18.** Let $\mathcal{G}$ be a filtered $\Gamma$-space. The natural map $\mathcal{R}_m C\mathcal{G} \rightarrow \mathcal{C}\mathcal{R}_m \mathcal{G}$ provided by Lemma 5.4 is a stable equivalence.

**Proof.** Consider the maps

$$
\mathcal{R}_m \mathcal{G} \rightarrow \mathcal{R}_m C\mathcal{G} \rightarrow \mathcal{C}\mathcal{R}_m \mathcal{G}.
$$

The first map is a stable equivalence by Lemma 5.17 and the composed map is a stable equivalence because the map from the identity functor to $C$ is a stable equivalence (Example 5.14 and Lemma 5.17). It follows that the second map is a stable equivalence, which is what we wanted to prove. □

Now, finally, comes the payoff. We have assembled the tools needed to prove the main theorem.

**Proof of Theorem 5.3.** We are given an augmented special $\Gamma$-space $F$. By Lemma 4.2, the action of the monad $C$ on $F$ is augmentation-preserving. We want to prove that there is an equivalence of spectra

$$
\partial_1 (\mathcal{R}_m F) \simeq k \left| \mathcal{R}_m (C^* F) \right|.
$$

Because $\left| \mathcal{C}\mathcal{R}_m (C^* F) \right|$ is a special $\Gamma$-space (Theorem 5.2), we actually know that $k \left| \mathcal{C}\mathcal{R}_m (C^* F) \right| \simeq \partial_1 \left| \mathcal{C}\mathcal{R}_m (C^* F) \right|$ [BP78, Theorem 4.2], so we want to prove that

$$
\partial_1 (\mathcal{R}_m F) \simeq \partial_1 \left| \mathcal{C}\mathcal{R}_m (C^* F) \right|.
$$

There is a natural map

$$
(5.19) \quad \mathcal{R}_m F \rightarrow \left| \mathcal{C}\mathcal{R}_m C^* F \right|,
$$

induced by the unit map $\mathcal{R}_m F \rightarrow \mathcal{C}\mathcal{R}_m F$ followed by inclusion into the 0-th simplicial level. By Lemma 5.4 there is a factoring of the unit map as

$$
\mathcal{R}_m F \rightarrow \mathcal{R}_m C F \rightarrow \mathcal{C}\mathcal{R}_m F
$$

and so (5.19) factors as a composite

$$
(5.20) \quad \mathcal{R}_m F \xrightarrow{\sim} \left| \mathcal{R}_m (C C^* F) \right| \rightarrow \left| \mathcal{C}\mathcal{R}_m (C^* F) \right|,
$$

...
where the first map of the composite is an equivalence by Proposition [3.5]. So we only need to prove that the second map induces an equivalence of stabilizations. But the second map is a stable equivalence in each simplicial degree by Lemma [5.15] and therefore induces a stable equivalence of geometric realizations. Therefore \( R_m \mathcal{F} \longrightarrow |CR_m(C^* \mathcal{F})| \) is a stable equivalence, yielding an equivalence of spectra \( \partial_1 R_m \mathcal{F} \longrightarrow \partial_3 |CR_m(C^* \mathcal{F})| \) as desired.

All these equivalences are compatible with the inclusion maps from \( R_m(\cdot) \) to \( R_{m+1}(\cdot) \). This proves the theorem. □

6. Strategy and proof of linearity

We now begin the proof of Theorem [5.2] which occupies the rest of the paper. Although the proof is relatively simple in structure, it is surprisingly involved in its details. In this section we define all of the objects in the proof, state several intermediate results, and prove Theorem [5.2] assuming these claims. The subsequent sections are devoted to the details of proving the intermediate results. For the remainder of the paper, we assume that \( \mathcal{F} \) is an augmented special \( \Gamma \)-space. The monad \( \mathcal{C} \) associated to an \( E_\infty \)-operad has a left action on \( \mathcal{F} \) denoted \( \mu_\mathcal{F} : \mathcal{C} \mathcal{F} \rightarrow \mathcal{F} \), which is augmentation-preserving (see Lemma [4.2]).

Let \( X \) and \( Y \) be finite pointed sets, and let \( p_X \) denote the collapse map \( X \vee Y \rightarrow X \) that identifies all of \( Y \) to the basepoint. To establish that \( |CR_m(C^* \mathcal{F})| \) is a special \( \Gamma \)-space, we must show that for all finite pointed finite sets \( X \) and \( Y \), the natural map

\[
(6.1) \quad f : CR_m C^* \mathcal{F}(X \vee Y) \longrightarrow CR_m C^* \mathcal{F} X \times CR_m C^* \mathcal{F} Y,
\]

given by \( CR_m C^* \mathcal{F}(p_X) \times CR_m C^* \mathcal{F}(p_Y) \), induces a weak equivalence of realizations.

We point out that (6.1) is not actually a levelwise weak equivalence. That is, if we fix a value of \( k \), the map

\[
(6.2) \quad CR_m C^k \mathcal{F}(X \vee Y) \rightarrow CR_m C^k \mathcal{F} X \times CR_m C^k \mathcal{F} Y
\]
is usually not a weak equivalence. For example, in simplicial dimension \( k = 0 \) when \( m = 2 \), we would be trying to show that

\[
(6.3) \quad CR_2 \mathcal{F}(X \vee Y) \longrightarrow CR_2 \mathcal{F} X \times CR_2 \mathcal{F} Y
\]
is a homotopy equivalence. However, an explicit counterexample can be given by using \( \mathcal{F} = Sp^\infty \) and \( X = Y = S^0 \). The left side turns out to be \( (CS^0)^{\times 5} \times \), while the right side turns out to be \( (CS^0)^{\times 4} \).

Nevertheless, Theorem [5.2] asserts that (6.1) induces a weak equivalence of geometric realizations. The proof strategy is to “fatten up” the spaces involved. Let \( A_\bullet \) and \( B_\bullet \) be the domain and codomain, respectively, of (6.1). We embed both \( A_\bullet \) and \( B_\bullet \) in much larger simplicial spaces \( \mathcal{E}_\bullet \) and \( \mathcal{D}_\bullet \), respectively, and exhibit a map \( \mathcal{E}_\bullet \rightarrow \mathcal{D}_\bullet \) that actually is a levelwise weak equivalence. It then turns out (see diagram (6.14)) that \( A_\bullet \rightarrow B_\bullet \) is a retract of \( \mathcal{E}_\bullet \rightarrow \mathcal{D}_\bullet \) up to a simplicial homotopy, and \( B_\bullet \) is a deformation retract of \( \mathcal{D}_\bullet \), so in the end all four simplicial spaces have weakly equivalent realizations.

To implement the strategy, we first expand \( B_\bullet \) to a larger simplicial space \( \mathcal{D}_\bullet \) by gathering the different ways that \( CR_m (C^k \mathcal{F}) \) could turn the wedge in \( A_\bullet \) into a product. For \( 0 \leq i \leq k \), define

\[
D^i_k = CR_m C^{k-1}(C^i \mathcal{F} X \times C^i \mathcal{F} Y).
\]

At one extreme, when \( i = 0 \), we have transformed minimally, using only \( \mathcal{F} \) to make a wedge-to-product transformation on the very inside of the composite:

\[
D^0_k = CR_m C^k (\mathcal{F} X \times \mathcal{F} Y).
\]
At the other extreme, we define one additional space for \( i = k + 1 \), when we have \( B_\bullet \) itself,

\[
D_{k+1}^i = B_k = CR_mC^kFX \times CR_mC^kFY.
\]

We define \( D_\bullet \) by

\[
D_k = \bigvee_{0 \leq i \leq k+1} D_i^k.
\]

**Proposition 6.5.** \( D_\bullet \) is a simplicial space.

Proposition 6.5 is proved as Proposition 8.2 in Section 8, where we define the face and degeneracy maps for \( D_\bullet \) and verify the simplicial identities. Almost all of the simplicial structure maps are defined in a straightforward way using the monad structure of \( C \) and the module structure of \( F \) over \( C \). But in each simplicial dimension, there is one face map that needs more detailed attention to define.

As we said above, \( D_{k+1}^k = B_k \). When we define the simplicial structure maps in Section 8, we will see that they are respected by the inclusion \( B_\bullet \subset D_\bullet \). However, much more is true: \( B_\bullet \) is not just a simplicial subspace, but in fact a simplicial deformation retract of \( D_\bullet \), as established by the following proposition.

**Proposition 6.6.** There is an inclusion of simplicial spaces \( j: B_\bullet \hookrightarrow D_\bullet \) and a simplicial retraction \( q: D_\bullet \rightarrow B_\bullet \). Further, there is a simplicial homotopy \( h \) between the composite \( D_\bullet \xrightarrow{q} B_\bullet \xrightarrow{j} D_\bullet \) and the identity map on \( D_\bullet \), which restricts to the identity on the image of \( B_\bullet \) in \( D_\bullet \).

The proof of Proposition 6.6 is given in Section 9 as Proposition 9.3.

The second collection of auxiliary spaces is defined (as was the case with \( D_\bullet \)) for \( 0 \leq i \leq k + 1 \). It gathers the different ways that \( CR_mC^kF \) can distribute over a wedge. For \( 1 \leq i \leq k + 1 \), we define

\[
E_i^k = CR_mC^{k-i+1} \left( C^{i-1}FX \vee C^{i-1}FY \right),
\]

and we have one additional space

\[
E_0^k = A_k = CR_mC^kF \left( X \vee Y \right)
\]

while at the other end

\[
E_{k+1}^k = CR_mC^k \left( CFX \vee CY \right).
\]

Just as in the case of \( D_\bullet \), we define

\[
E_k = \bigvee_{0 \leq i \leq k+1} E_i^k.
\]

we define face and degeneracy maps for \( E_\bullet \), and we have \( A_\bullet \) sitting inside the large simplicial space as a retract.

**Proposition 6.11.** \( E_\bullet \) is a simplicial space, and there are simplicial inclusion and retraction maps \( i: A_\bullet \hookrightarrow E_\bullet \) and \( r: E_\bullet \rightarrow A_\bullet \).

The first part of Proposition 6.11 is proved in Section 10 as Proposition 10.1. The second part is proved in Section 11 as Lemma 11.1. Indeed, one could prove directly that \( i: A_\bullet \hookrightarrow E_\bullet \) is actually a deformation retraction, but we do not need this statement and it would require writing down (and verifying) yet another simplicial homotopy.

Lastly, having related \( A_\bullet \) to \( E_\bullet \) and \( B_\bullet \) to \( D_\bullet \), we need to relate \( E_\bullet \) to \( D_\bullet \). There are weak equivalences \( E_i^k \rightarrow D_i^k \) for each \( i \) and \( k \), taking the innermost wedge of \( E_i^k \) to a
product using the special Γ-space $C (X \vee Y)$ or $F (X \times Y)$, when $i = 0$:

$$E^i_k = C R_m C^{k-i} C (C^{i-1} F X \vee C^{i-1} F Y)$$

(6.12)

$$D^i_k = C R_m C^{k-i} (C^i F X \times C^i F Y).$$

(Note that $E^i_k$ has a slightly different appearance from (6.7) because one factor of $C$ has been split off.)

Proposition 6.13. The map $p: E \to D$ defined by (6.12) is a simplicial map and a levelwise weak equivalence.

Proposition 6.13 is proved in Section 10 as Proposition 10.5.

The simplicial spaces and maps between them are summarized in the following diagram:

(6.14)

Lemma 6.15. The outer square in (6.14) is strictly commutative: $f \circ r = q \circ p$. The inner square in (6.14) commutes up to homotopy, $j \circ f \simeq p \circ i$.

The proof of Lemma 6.15 is provided at the end of Section 11.

With these statements in hand, and most of the detail swept under the rug, we are able to prove Theorem 5.2.

Proof of Theorem 5.2. We must show that $f: CR_m C^* F (X \vee Y) \to CR_m C^* F X \times CR_m C^* F Y$ is a weak equivalence on realizations for all finite pointed sets $X$ and $Y$. However, $f = q \circ j \circ f \simeq q \circ p \circ i$ by Lemma 6.15. Hence, in the homotopy category the map $f$ is a retract of $p$. Since $p$ is a weak equivalence on realizations by Proposition 6.13, the map $f$ is as well.

Remark. It follows from Proposition 6.6 that the inclusion $j: B \hookrightarrow D$ is a weak homotopy equivalence. Since $p: E \to D$ is a weak equivalence, and $f: A \to B$ is also a weak equivalence, we actually find out after the fact that all of the maps in (6.14) are weak homotopy equivalences (on realizations).

7. The two special maps

To flesh out the details of the argument of Section 6 and define the structure maps of $D$ and $E$, we need two maps that relate the monad structure of $C$ (and its action on $C$-modules) to wedges and products. Suppose that $G$ is a Γ-space taking values in Top^p, with a filtration-preserving action of $C$. (In later sections, $G$ will be $C^i F$ for some non-negative integer $i$ and an augmented $C$-module $F$, as in Theorem 5.2.) We define the following composites, natural in sets $A$ and $B$, where $\pi$ indicates a projection, $\mu$ denotes multiplication for a monad or algebra structure, and $\iota$ indicates an inclusion:

(7.1) $\begin{align*}
\beta: C (GA \times GB) &\xrightarrow{C \pi_1 \times C \pi_2} C G A \times C G B \\
&\xrightarrow{\mu \times \mu G} G A \times G B
\end{align*}$

(7.2) $\begin{align*}
\gamma: C (GA \vee GB) &\xrightarrow{C (G \pi_A \vee G \pi_B)} C G (A \vee B) \\
&\xrightarrow{\mu G} G (A \vee B).
\end{align*}$
When necessary, we will use a subscript to clarify the functor $\mathcal{G}$, writing $\beta_\mathcal{G}$ or $\gamma_\mathcal{G}$.

**Remark 7.3.** The maps $\beta$ and $\gamma$ are both maps of filtered objects. In each case, the second map in the composition respects filtration because the action of $\mathcal{C}$ is assumed to respect filtration. Further, Lemma 2.20 establishes that if $\mathcal{G}$ is filtered, then $\mathcal{C}\pi_1 \times \mathcal{C}\pi_2$ respects the filtration, so $\beta$ is a map of filtered objects. For $\gamma$, we need only note that $\mathcal{G}A \to \mathcal{G}(A \vee B)$ is filtration preserving by naturality, since $A \to A \vee B$ is filtration-preserving by definition (2.12).

We need the following well-known lemma, which spells out the intuition that module maps $\mathcal{C}$-modules with filtration-preserving structure maps $\mathcal{C}(\eta(A))$ as the “generators” of $\mathcal{C}$-modules, in the sense that module maps $CA \to X$ are determined by that they do when restricted from $CA$ to $A$. Both are analogous to properties of free modules over a ring.

**Lemma 7.4.**

1. Suppose that $X$ is a $\mathcal{C}$-module with structure map $\mu_X : CX \to X$. Then a map $f : CA \to X$ is a map of $\mathcal{C}$-modules if and only if $f = \mu_X \circ \mathcal{C}(f \circ \eta(A))$.

2. Two $\mathcal{C}$-module maps $f, \tilde{f} : CA \to X$ are equal if and only if $f \circ \eta(A) = \tilde{f} \circ \eta(A)$.

**Proof.** For (1), consider the following diagram:

$$
\begin{array}{ccc}
CA & \xrightarrow{\mathcal{C}(\eta(A))} & C(CA) \\
\downarrow{\mu_C(A)} & & \downarrow{\mu_X} \\
CA & \xrightarrow{f} & X.
\end{array}
$$

If $f$ is a map of $\mathcal{C}$-modules, then the rectangle commutes. Since the triangle necessarily commutes by the unital property of $\mathcal{C}$, we find that the perimeter commutes, that is, $f = \mu_X \circ \mathcal{C}(f \circ \eta(A))$.

Next, suppose that $f = \mu_X \circ \mathcal{C}(f \circ \eta(A))$; we want to show that $f$ is a map of $\mathcal{C}$-modules. However, associativity of a $\mathcal{C}$-module action tells us that $\mu_X$ is a map of $\mathcal{C}$-modules, and $\mathcal{C}(f \circ \eta(A))$ is one likewise, simply because it is $\mathcal{C}$ applied to a map. Hence $f$ is a composition of maps of $\mathcal{C}$-modules, and the result follows.

For (2), observe that if $f$ and $\tilde{f}$ are $\mathcal{C}$-module maps, then diagram commutes for each of them. Consider the top row. By assumption $f \circ \eta(A) = \tilde{f} \circ \eta(A)$, and the top row is $\mathcal{C}$ applied to this composition in each case. Hence $f$ and $\tilde{f}$ give the same map across the top row of diagram (7.5). Therefore they give the same bottom row as well, that is, $f = \tilde{f}$. \qed

The remainder of the section shows how $\beta$ and $\gamma$, defined in (7.1) and (7.2), interact with the $\mathcal{C}$-module action maps, which are used to define face maps in $D_\bullet$ and $E_\bullet$. First, the following elementary lemma. In this lemma, $X$ and $Y$ can be objects in $\text{Top}_b^\ast$, or $\Gamma$-spaces taking values in $\text{Top}_b^\ast$.

**Lemma 7.6.** Suppose that $X$ and $Y$ are filtered $\mathcal{C}$-modules with filtration-preserving structure maps $\mu_X$ and $\mu_Y$, respectively.

1. $X \times Y$ is endowed with a (two-variable) filtration-preserving $\mathcal{C}$-module structure via the structure maps

$$
\begin{align*}
\beta : \mathcal{C}(X \times Y) & \xrightarrow{\mathcal{C}\pi_1 \times \mathcal{C}\pi_2} \mathcal{C}X \times \mathcal{C}Y \\
\eta : X \times Y & \xrightarrow{\eta \mathcal{C}} \mathcal{C}(X \times Y).
\end{align*}
$$
(2) If \( f: X \to W \) and \( g: Y \to Z \) are maps of filtered \( C \)-modules, then \( f \times g: X \times Y \to W \times Z \) is likewise a map of filtered \( C \)-modules.

**Proof.** The content of the lemma in the statements about \( C \)-modules, because preservation of filtration has already been established.

The outside square in (7.7), below, must commute to establish the associativity for \( \beta \). It does so because both ways around the square factor through the middle, and the parallel diagonal arrows are actually the same map:

\[
\begin{array}{ccc}
\mathcal{C}(X \times Y) & \xrightarrow{\beta} & \mathcal{C}(X \times Y) \\
\mathcal{C}X \times \mathcal{C}Y & \xrightarrow{\mu_C} & \mathcal{C}(X \times Y)
\end{array}
\]

The unit condition for \( \beta \) comes from the diagram below, in which each of the smaller triangles commutes:

\[
\begin{array}{ccc}
X \times Y & \xrightarrow{\eta \times \eta} & \mathcal{C}(X \times Y) \\
\mathcal{C}(X \times Y) & \xrightarrow{\mu X \times \mu Y} & X \times Y.
\end{array}
\]

Now suppose that \( f \) and \( g \) are as indicated; we must show that \( f \times g \) is a map of \( \mathcal{C} \)-modules. This is established by the following diagram, in which the outer rectangle commutes because the two squares do so:

\[
\begin{array}{ccc}
\mathcal{C}(W \times Z) & \xrightarrow{\beta} & \mathcal{C}(X \times Y) \\
\mathcal{C}W \times \mathcal{C}Z & \xrightarrow{\mu \times \mu} & X \times Y.
\end{array}
\]

The resulting corollary is what we need to show that \( D_{\bullet} \) (6.4) is a simplicial space, since the face maps make use of \( \beta \) (7.1).

**Corollary 7.8.** Let \( \mathcal{G} \) be a filtered \( \mathcal{C} \)-module. Then the map \( \beta \) of (7.1) endows \( \mathcal{G}A \times \mathcal{G}B \) with the structure of a (two-variable) filtered \( \mathcal{C} \)-module. The map \( \mu \mathcal{G} \times \mu \mathcal{G} : \mathcal{C}G \times \mathcal{C}G \to \mathcal{G}A \times \mathcal{G}B \) is a map of filtered \( \mathcal{C} \)-modules.

Next we work on \( \gamma \) (7.2), which appears in simplicial structure maps for \( \mathcal{E}_{\bullet} \) (6.10).

**Lemma 7.9.** Let \( \mathcal{G} \) be a \( \mathcal{C} \)-module. Then \( \gamma: \mathcal{C}[\mathcal{G}A \vee \mathcal{G}B] \to \mathcal{G}(A \vee B) \) is a filtration-preserving map of (two-variable) \( \mathcal{C} \)-modules.
Proof. The assertion that $\gamma$ is filtration preserving was addressed in Remark 7.3. We must show that the outside of the following diagram commutes to establish the multiplication condition:

$$
\begin{array}{ccc}
C\gamma(A \vee B) & \xrightarrow{C(\mu_g(A \vee B))} & CCG(A \vee B) \\
\mu_g(A \vee B) & \downarrow & \mu_C(\alpha(A \vee B)) \\
G(A \vee B) & \xrightarrow{\gamma} & CA \vee CB
\end{array}
$$

The maps $\beta$ and $\gamma$ are involved in defining the simplicial structure of $D_\bullet$ and $E_\bullet$ (Propositions 6.5 and 6.11). We also need a map $E_\bullet \to D_\bullet$ (see (6.12)), for which the following lemma is essential. Recall that $p_A : A \vee B \to A$ denotes the map that collapses $B$ to a point.

Lemma 7.10. The map $C(A \vee B) \xrightarrow{Cp_A \times Cp_B} CA \times CB$ is a map of filtered $C$-modules.

Proof. The $C$-module structure on the target is provided by $\beta$. Here is the necessary commutative diagram to show that $C(A \vee B) \to CA \times CB$ is a map of $C$-modules:

$$
\begin{array}{ccc}
C(A \vee B) & \xrightarrow{\mu_C} & CC(A \vee B) \\
Cp_A \times Cp_B & \xrightarrow{\mu_C \times \mu_C} & CCA \times CCB \\
CA \times CB & \xrightarrow{\beta} & C(CA \times CB)
\end{array}
$$

The lower triangle commutes by definition of $\beta$. The upper quadrilateral commutes because the map $CC \to C$ is a natural transformation. For commutativity of the right triangle, we consider the maps into $CCA$, the other factor being similar:

$$
C(\pi_1) \circ C(Cp_A \times Cp_B) = C(\pi_1 \circ (Cp_A \times Cp_B)) = C(Cp_A).
$$

To establish that $Cp_A \times Cp_B : C(A \vee B) \to CA \times CB$ preserves filtration, we apply Lemma 7.4. Let $g$ denote the restriction of $Cp_A \times Cp_B$ to $A \vee B \subseteq C(A \vee B)$. We can express $g$ as the composite

$$
A \vee B \xrightarrow{\eta_{A \vee B}} CA \vee CB \xrightarrow{\beta} CA \times CB,
$$

where the second map is the standard inclusion of a wedge into a product. Observe that $g$ preserves filtration because the unit map for $C$ is filtration-preserving (Lemma 2.10), and so is the wedge-to-product inclusion of filtered spaces (see (2.12) and (2.13)). Now consider the composite

$$
C(A \vee B) \xrightarrow{Cg} C(CA \times CB) \xrightarrow{\beta} CA \times CB.
$$

Since $g$ preserves filtration, so does $Cg$ by naturality. Further, $\beta$ is filtration-preserving by Lemma 7.6. But by Lemma 7.4 $\beta \circ Cg = Cp_A \times Cp_B$, and this finishes the proof. $\square$
8. The simplicial space $D_*$

In this section, we show that $D_*$ (see equation (6.4)) is a simplicial space. We need to define the face and degeneracy maps. A feature to notice is that not all face and degeneracy maps from a fixed summand $D_k^i$ have the same target. The face and degeneracy maps that originate from the summand

\[(8.1) \quad D_k^i = C \left[ \mathcal{R}_m C^{k-i} \left( C^i FX \times C^i FY \right) \right] \]

come in four general types, plus one special case, the face map $d_{k-i}$. The diagram after the list below gives a visualization of the organization of the structure maps, but note that to save space, the degeneracy maps originating from $D_k^i$ are not shown and instead the full set of degeneracies originating from $D_k^{i-2}$ is exhibited. We make frequent use of Lemma 5.6 which tells us that $\mu_C : CC \to C$ restricts to a map $C(\mathcal{R}_m C) \to C\mathcal{R}_m$.

1. (Horizontal degeneracies) The maps $s_0, \ldots, s_{k-i} : D_k^i \to D_{k+1}^i$ come from all the ways of inserting a $C$ into $C^{k-i}$ in (8.1), which is $k-i+1$ ways altogether. These maps are given exactly the same way as the degeneracy maps of the same names in $C\mathcal{R}_m C^* F$ (see Proposition 5.1). (Horizontal faces) The maps $d_0, \ldots, d_{k-i} : D_k^i \to D_{k+1}^i$ come from applying the monad multiplication $\mu_C : C^2 \to C$ to neighboring factors of $C$ in $C \left[ \mathcal{R}_m C^{k-i} \right]$. There are $k-i$ such pairs to multiply, and the faces correspond to the face maps with the same names in $C\mathcal{R}_m C^* F$. (See Proposition 5.1) Note the definition of $d_0$ relies on Lemma 5.6.

2. (Vertical faces) The maps $d_{k-i+1}, \ldots, s_k : D_k^i \to D_{k+1}^i$ come from the ways of inserting $C$ to the right of a $C$ in $C^i F$, which is $i$ ways altogether.

3. (Horizontal faces) The maps $d_0, \ldots, d_{k-i} : D_k^i \to D_{k+1}^i$ come from applying the monad multiplication $\mu_C : C^2 \to C$ to neighboring factors of $C$ in $C \left[ \mathcal{R}_m C^{k-i} \right]$. To know that this is possible, we have to know that $\beta$ is filtration-preserving, which is true by Remark 5.2.

4. (“Borderline” face, horizontal) The face map $d_{k-i} : D_k^i \to D_{k+1}^i$ requires special attention. It multiplies the closest factor of $C$ exterior to the product onto each factor in the product. More precisely, $d_{k-i}$ is induced by applying $C\mathcal{R}_m C^{k-i-1}$ to the map $\beta$ of (6.1) with the filtered spaces $A = C^{i-1} FX$ and $B = C^{i-1} FY$. To know that this is possible, we have to know that $\beta$ is filtration-preserving, which is true by Remark 5.2.

5. (Vertical faces) The maps $d_{k-i+1}, \ldots, s_k : D_k^i \to D_{k+1}^i$ come from applying the monad multiplication $\mu_C : C^2 \to C$ (or the module multiplication $\mu_F : CF \to C$ in the case of $d_0$) to neighboring pairs $CC$ in both factors of $C^i FX \times C^i FY$ (using the same neighboring pairs in each factor).

The following diagram shows how the faces and degeneracies are organized, with the borderline face map indicated in bold font:

\[
\begin{array}{ccc}
C \left[ \mathcal{R}_m C^{k-i-1} \left( C^i FX \times C^i FY \right) \right] & \quad & C \left[ \mathcal{R}_m C^{k-i} \left( C^i FX \times C^i FY \right) \right] \\
D_k^{i-1} & \quad & D_k^i \\
\begin{array}{c}
\begin{array}{c}
D_k^{i-1}
\end{array}
\end{array} & \quad & \begin{array}{c}
\begin{array}{c}
D_k^i
\end{array}
\end{array} \\
\begin{array}{c}
\begin{array}{c}
D_k^{i-1}
\end{array}
\end{array} & \quad & \begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
D_k^i
\end{array}
\end{array}
\end{array}
\end{array}
\end{array}
\end{array}
\end{array}
\]

Proposition 8.2. $D_*$ is a simplicial space.
Proof. We need to verify the simplicial identities,

1. \( d_id_j = d_{j-1}d_i \) if \( i < j \)
2. \( s_is_j = s_{j+1}s_i \) if \( i \leq j \)
3. \( d_is_j = s_{j-1}d_i \) if \( i < j \)
4. \( d_jd_j = \text{id} = d_{j+1}s_j \)
5. \( d_is_j = s_{j-1}d_i \) if \( i > j + 1 \).

First, consider a simplicial identity that does not involve a borderline face map.

- If the identity involves only vertical or only horizontal maps (but not the borderline face), the identity is satisfied in a straightforward way because \( C \) is a monad, and (in the case of vertical maps) because \( \mathcal{F} \) is a left module over \( C \).
- If one side of a simplicial identity involves both a vertical map and a horizontal map, then so does the other. The vertical map is applying the monad or module structure for \( C \) and \( \mathcal{F} \) **inside** the product \( C^i\mathcal{F}X \times C^i\mathcal{F}Y \). The horizontal map is applying the monad structure for \( C \) **outside** the product. Provided that the borderline face map is not involved, these operations commute by functoriality. We call this argument “commuting operations.”

The tricky situations are those where a simplicial identity involves a borderline face map. Most of the required identities are true by “commuting operations” even when a borderline face map is involved, but there are three situations involving \( d_{i-1} : D_{k-1}^i \rightarrow D_{k-1}^{i-1} \) that require individual checking. As in the diagram above, a borderline face map is indicated in a bold font.

- (Going from \( D_k^i \) to \( D_{k-1}^{i-1} \)) Two borderline faces in a row:

\[
\begin{align*}
\text{d}_{k-1} & \text{d}_{k-1} = \text{d}_{k-1} \text{d}_{k-1} \\
D_{k-1}^i & \xleftarrow{d_{k-1}} D_{k-1}^{i-1} \\
\text{d}_{k-1} & \xrightarrow{d_{k-1}} D_{k-1}^{i-1} \\
D_{k-1} & \xrightarrow{d_{k-1}} D_{k-1}^{i-1}
\end{align*}
\]

(8.3)

The business part of the diagram is given by

\[
\begin{align*}
\mathcal{C} \left( C^i\mathcal{F}X \times C^i\mathcal{F}Y \right) & \xrightarrow{\beta} \mathcal{C} \left( C^i\mathcal{F}X \times C^i\mathcal{F}Y \right) \\
\mathcal{C} \left( C^i\mathcal{F}X \times C^i\mathcal{F}Y \right) & \xleftarrow{\beta} \mathcal{C} \left( C^i\mathcal{F}X \times C^i\mathcal{F}Y \right)
\end{align*}
\]

which commutes because \( \beta \) defines a \( C \)-module structure on the product \( C^i\mathcal{F}X \times C^i\mathcal{F}Y \) (Lemma [7.0]).

- (Going from \( D_k^i \) to \( D_{k-1}^{i-1} \)) Vertical face \( d_{k-1} \), then the borderline face map:

\[
\begin{align*}
\text{d}_{k-1} & \text{d}_{k-1} = \text{d}_{k-1} \text{d}_{k-1} \\
D_{k-1}^i & \xleftarrow{d_{k-1}} D_{k-1}^{i-1} \\
\text{d}_{k-1} & \xrightarrow{d_{k-1}} D_{k-1}^{i-1} \\
D_{k-1} & \xrightarrow{d_{k-1}} D_{k-1}^{i-1}
\end{align*}
\]

(8.4)

\[\text{It is critical here that we do not have a degeneracy that takes } C^i\mathcal{F}X \times C^i\mathcal{F}Y \text{ to } C^i\mathcal{F}X \times C^i\mathcal{F}Y, \text{ i.e. no degeneracy puts a } C \text{ immediately to the left of the functors } C^i \text{ and inside the parentheses in } C \left[ R_m C^{k-1} \left( C^i\mathcal{F}X \times C^i\mathcal{F}Y \right) \right].\]
The business part of the diagram, below, commutes by applying Lemma 7.4 (all the maps are maps of \(\mathcal{C}\)-modules), and observing that both ways around the square are the same map on \(\mathcal{C}^{i-1}FX \times \mathcal{C}^{i-1}FY\):

\[
\begin{array}{c}
\begin{array}{c}
\mathcal{C}^{i-1}FX \times \mathcal{C}^{i-1}FY \\
\downarrow \mu_{C^{i-1}F} \times \mu_{C^{i-1}F}
\end{array}
\end{array}
\xrightarrow{\beta} \begin{array}{c}
\begin{array}{c}
\mathcal{C} \left( \mathcal{C}^{i-1}FX \times \mathcal{C}^{i-1}FY \right)
\end{array}
\end{array}
\xrightarrow{C(\mu_{C^{i-1}F} \times \mu_{C^{i-1}F})}
\begin{array}{c}
\begin{array}{c}
\mathcal{C} \left( \mathcal{C}^{i-1}FX \times \mathcal{C}^{i-1}FY \right)
\end{array}
\end{array}
\]

- (Going from \(D_{k-1}\) to itself) Horizontal degeneracy \(s_{k-i-1}\), then the borderline face map:

\[
d_{k-1}s_{k-i-1} = \text{id} \quad D_{k-1} \xrightarrow{\text{id}} D_{k} \xleftarrow{d_{k-i}} D_{k-1}
\]

The business part of the diagram, below, commutes by Lemma 7.9:

\[
\begin{array}{c}
\begin{array}{c}
\mathcal{C}^{i}FX \times \mathcal{C}^{i}FY \\
\downarrow \text{id}
\end{array}
\end{array}
\xrightarrow{\eta} \begin{array}{c}
\begin{array}{c}
\mathcal{C} \left( \mathcal{C}^{i}FX \times \mathcal{C}^{i}FY \right)
\end{array}
\end{array}
\xrightarrow{\beta}
\begin{array}{c}
\begin{array}{c}
\mathcal{C} \left( \mathcal{C}^{i}FX \times \mathcal{C}^{i}FY \right)
\end{array}
\end{array}
\]

\[\square\]

9. Deformation retraction \(B_* \hookrightarrow D_*\)

In this section, we turn our attention to the right-hand column of diagram (6.14), which we reproduce here for reference:

\[
\begin{array}{c}
\begin{array}{c}
A_* \xrightarrow{f} B_*
\end{array}
\end{array}
\]

\[\square\]

There is an inclusion \(j : B_* \hookrightarrow D_*\) given by the fact that \(B_k\) is one wedge summand of \(D_k\):

\[
j_k : B_k = \mathcal{C} \left[ \mathcal{R}_mC^k FX \right] \times \mathcal{C} \left[ \mathcal{R}_mC^k FY \right] = D^{k+1}_k \hookrightarrow D_k.
\]

The face and degeneracy maps are defined the same way on \(B_k\) and \(D^{k+1}_k\) (see Proposition 5.1 for \(B_k\), and items (2) and (5) after (8.1) for \(D^{k+1}_k\), and as a result we have the following statement.

**Lemma 9.2.** \(j : B_* \hookrightarrow D_*\) is the inclusion of a simplicial subspace.

Our goal in this section is to produce the retraction \(q : D_* \rightarrow B_*\) on the right side of (6.14), and a simplicial homotopy \(h\) between the composite \(D_* \xrightarrow{q} B_* \xrightarrow{j} D_*\) and the identity map of \(D_*\). (This will prove Proposition 6.6.)
Producing the retraction map \( q \) is not difficult. Define \( q : D_\bullet \to B_\bullet \) on the summands \( D_k \) of \( D_\bullet \) as the restriction of \( q_k = C^{k-i+1}(\tau_1) \times C^{k-i+1}(\tau_2) \), taking
\[
C \bigg[ \mathcal{R}_m C^{k-i} \big( C^IFX \times C^IFY \big) \bigg] \longrightarrow C \bigg[ \mathcal{R}_m C^k \mathcal{F}X \times C \bigg[ \mathcal{R}_m C^k \mathcal{F}Y \bigg] \bigg].
\]

While defining the simplicial homotopy \( j \circ q \simeq \text{id}_{D_\bullet} \) is necessarily more involved than defining \( q \), a straightforward candidate presents itself and turns out to work. Thus the principal result of this section is the following.

**Proposition 9.3.** The map \( q : D_\bullet \to B_\bullet \) is a simplicial retraction of the map \( j \). Further, there is a simplicial homotopy \( h \), defined in (9.6), between the identity map of \( D_\bullet \) and \( j \circ q \), and \( h \) is the identity on \( D_{k+1}^{k+1} \).

Proposition 9.3 follows from Lemma 9.7 and Lemma 9.8 below, which state that a particular set of maps we define below satisfies the necessary requirements to be a homotopy. (As a consequence, we find for free that \( q \) is in fact a simplicial map.) The data required to specify a simplicial homotopy in simplicial dimension \( k \) is a sequence of maps
\[
h_k^0, ..., h_k^{k+1} : D_k \longrightarrow D_k,
\]
which have to satisfy the following conditions.

- **Compatibility with degeneracies**
\[
s_j \left[ h_k^i \right](a) = \begin{cases} h_{k+1}^i \left[ s_j(a) \right] & \text{for } 0 \leq j \leq k - i \\ h_{k+1}^{i+1} \left[ s_j(a) \right] & \text{for } k - i < j \leq k. \end{cases}
\]

- **Compatibility with faces**
\[
d_j \left[ h_k^i \right](a) = \begin{cases} h_{k-1}^i \left[ d_j(a) \right] & \text{for } 0 \leq j \leq k - i \\ h_{k-1}^{i+1} \left[ d_j(a) \right] & \text{for } k - i < j \leq k. \end{cases}
\]

Given such data, the collection \( \{ h_k^i \}_{0 \leq i \leq k} \) defines a simplicial homotopy between \( \{ h_k^0 \}_{k \in \mathbb{Z}_{\geq 0}} \) and \( \{ h_k^{k+1} \}_{k \in \mathbb{Z}_{\geq 0}} \), which are, by the required identities, necessarily maps of simplicial spaces.

The motivation for the simplicial homotopy we define is to interpolate between the source and the target of the map defined in Proposition 9.3 by “moving one \( C \) at a time across the parentheses.” If \( 0 \leq n \leq i \), there is an evident map \( \delta_k^i \),
\[
D_k^n = C \left[ \mathcal{R}_m C^{k-i} C^{i-n} \big( C^IFX \times C^IFY \big) \right] \xrightarrow{\delta_k^i} D_k^i = C \left[ \mathcal{R}_m C^{k-i} \big( C^IFX \times C^IFY \big) \right],
\]
induced by using \( \beta \) (see (7.1)) to push \( C^{i-n} \) across the parentheses. For each \( i = 0, ..., k+1 \), we define the corresponding map in the proposed simplicial homotopy, \( h_k^i : D_k \to D_k \), by
\[
h_k^i \left( D_k^n \right) = \begin{cases} \text{id}_{D_k^i} & \text{if } i \leq n \\ \delta_k^i : D_k^i \to D_k^i & \text{if } 0 \leq n \leq i. \end{cases}
\]

To help with visualizing the homotopy, we show its organization below. The rows in the diagram consist of \( D_k^i \) for a fixed value of \( i \), and the diagonals are the spaces wedged
together to give \( D_k \) for various values of \( k \). Degeneracies go upward or to the right, and faces go downward or to the left (cf. diagram preceding Proposition 8.2).

\[
\begin{array}{cccccc}
D_3^2 & D_3^3 & D_4^3 & D_5^3 & D_6^3 & D_7^3 \\
D_2^2 & D_2^3 & D_3^3 & D_4^3 & D_5^3 \\
D_1^2 & D_1^3 & D_2^3 & D_3^3 & D_4^3 \\
D_0^2 & D_0^3 & D_1^3 & D_2^3 & D_3^3 \\
\end{array}
\]

All of the maps \( h_k^i \) push diagonally upward and to the left. For a fixed value of \( i \), the maps \( h_k^i \) push the 0-th through the \((i - 1)\)-st rows up to the \(i\)-th row, and leave the \(i\)-th row and anything above it alone. The last map in each simplicial dimension, \( h_k^{k+1} \) in dimension \( k \), pushes everything along the diagonal to the leftmost column, which is actually \( B_* \) embedded in \( D_* \) via \( B_k = D_k^{k+1} \).

We tackle proving the compatibility requirements in two stages.

**Lemma 9.7.** \( \{ h_k^i \} \) is compatible with degeneracies, as in (9.4).

**Proof.** Checking that (9.4) holds on \( D_n^k \) depends on the relationship of \( n \) to \( i \). For \( n \geq i \), we have defined \( h_k^i \) to be the identity on \( D_n^k \). On the other hand, \( s_j \) either takes \( D_n^k \) to \( D_{n+1}^k \) or \( D_{n+1}^{k+1} \), on which \( h_k^{k+1} \) is also the identity, so (9.4) is certainly satisfied in these cases.

Next suppose that \( n < i \) (so \( k - i < k - n \)). There are three possible cases, depending on the relationship of \( j \), \( k - i \), and \( k - n \) (both degeneracies horizontal, one horizontal and one vertical, or both vertical). The required diagrams all turn out to commute by straightforward naturality. For the lower degeneracies, \( s_j \) for \( j \leq k - i \), we need to look at

\[
\begin{array}{cc}
D_k^i & \rightarrow_{s_j \leq k-1} D_{k+1}^i \\
\downarrow_{h_k^i} & \downarrow_{h_k^{k+1}} \\
D_k^i & \rightarrow_{s_j \leq k-1} D_{k+1}^i \\
\end{array}
\]

Writing out the diagram shows the required condition is satisfied by “commuting operations,” because the degeneracy is happening on the outside and the homotopy is working on the inside:

\[
\begin{array}{c}
C \left[ R_m C^{k-i} \left( C^i F X \times C^i F Y \right) \right] \rightarrow_{s_j \leq k-1} C \left[ R_m C^{k-i+1} \left( C^i F X \times C^i F Y \right) \right] \\
\downarrow_{h_k^i} & \downarrow_{h_k^{k+1}} \\
C \left[ R_m C^{k-i} \left( C^{i-n} F X \times C^{i-n} F Y \right) \right] \rightarrow_{s_j \leq k-1} C \left[ R_m C^{k-i+1} \left( C^{i-n} F X \times C^{i-n} F Y \right) \right].
\end{array}
\]
As in the case of the degeneracies (Lemma 9.7), we get a lot for free: when

\[ \text{Proof.} \]

\[ \begin{align*}
\text{Lemma 9.8.} & \quad \{ h_k \} \text{ is compatible with faces.} \\
\text{Proof.} & \quad \end{align*} \]

Both of the necessary diagrams again commute by straightforward naturality considerations, and we leave the details to the reader.  

\[ \square \]

The case \( k - i < j \leq k - n \) involves one horizontal and one vertical degeneracy, while \( k - n < j \) involves two vertical degeneracies:

\[
\begin{array}{c}
D_{i+1}^j \quad D_{i+1}^{k+1} \\
\downarrow \quad \downarrow \\
D_i^j \\ D_k^{k+1} \\
\uparrow \quad \uparrow \\
D_i^k \\ D_k^k \\
\end{array}
\]

\[
\begin{array}{c}
D_{i+1}^j \quad D_{i+1}^{k+1} \\
\downarrow \quad \downarrow \\
D_i^j \\ D_k^{k+1} \\
\uparrow \quad \uparrow \\
D_i^k \\ D_k^k \\
\end{array}
\]

Both of the necessary diagrams again commute by straightforward naturality considerations, and we leave the details to the reader.  

\[ \square \]
In this section, we study the auxiliary simplicial space $E_\bullet$ (see (6.10)), which is very similar to $D_\bullet$, but with wedges instead of products. The goal is to prove the first part of Proposition 6.11 which states that $E_0$, is a simplicial space (Proposition 10.1 below), as well as Proposition 6.13 which says that the natural map $E_\bullet \to D_\bullet$ is a simplicial map and a weak equivalence.

The faces and degeneracies of $E_\bullet$ are organized as in $D_\bullet$, although this time it is a vertical face map that is singled out as a “borderline” map:

As in the case of $D_\bullet$, the faces and degeneracies originating from $E^1_i$ come in two classes each, plus the special “borderline” face map.

1. (Horizontal degeneracies) The maps $s_0, \ldots, s_{k-1} : E^0_k \to E^1_{k+1}$ come from all the ways of inserting a $C$ in $C^{k-1}$.
2. (Vertical degeneracies) The maps $s_{k-1}, \ldots, s_{k-1-i} : E^{i+1}_{k-1} \to E^{i}_{k-1}$ come from the ways of inserting $C$ in $C^{i-1}$.
3. (Horizontal faces) The maps $d_0, \ldots, d_{k-i-1} : E^i_k \to E^{i-1}_{k-1}$ come from multiplying neighboring factors of $C$ in $CR_mC^{k-i}$. The last horizontal face, $d_{k-1}$, multiplies the rightmost $C$ of $C^{k-i}$ with the remaining $C$ outside the wedge.
4. (“Borderline” face, vertical) The face map $d_{k-1-i} : E^i_{k-1} \to E^{i-1}_{k-1}$ is induced by applying $CR_mC^{i-1}$ to the natural map

$$\gamma : C(CA \vee CB) \xrightarrow{C(CA \vee CB)} CC(A \vee B) \xrightarrow{C\cdot \gamma} C(A \vee B)$$

where $A = C^{i-2}FX$ and $B = C^{i-2}FY$. For this we need the preservation of filtration noted in Remark 7.3
5. (Vertical faces) The maps $d_{k-i+2}, \ldots, d_k : E^i_k \to E^{i-1}_{k-1}$ come from applying the monad multiplication $C^2 \to C$ (or the module multiplication $CF \to C$) to corresponding neighboring pairs $C^2$ (or $CF$) in both summands of $C^{i-1}FX \vee C^{i-1}FY$.

**Proposition 10.1.** $E_\bullet$ is a simplicial space.

**Proof.** The proof is very similar to that of Proposition 8.2. The key matter to consider is that $E^i_k$, like $D^i_k$, has one borderline face, but this time it is $d_{k-1-i}$ (instead of $d_{k-1}$) and goes vertically (instead of horizontally). This means that there are slightly different diagrams that require special focus. We need to check the following identities, which are the ones that do not follow straightforwardly from a “commuting operations” argument.
• (From $E^i_k$ to $E^{i-2}_{k-2}$) Two borderline faces in a row:

\[
\begin{array}{c}
d_{k-i+1}d_{k-i+2} = d_{k-i+1}d_{k-i+1} \\
\end{array}
\]

(10.2)

We write $A = C^{i-3}FX$ and $B = C^{i-3}FY$. Also, for the purpose of distinguishing a particular $C$ in $E^i_k$, let $G = C$, and let $\mu_C$ indicate the transformation $C^2 \to C$, while $\mu_G$ indicates the transformation $CG \to G$. The business part of the diagram comes down to

\[
\begin{array}{c}
\end{array}
\]

All the maps in the diagram are maps of $C$-modules, so by Lemma 7.4 we only need to verify commutativity restricted to $GA \vee GB$ in the upper right-hand corner. Commutativity is easily verified on the two summands separately using naturality of $CG \to G$.

• (From $E^i_k$ to $E^{i-1}_{k-2}$)

\[
\begin{array}{c}
d_{k-i+1}d_{k-i+1} = d_{k-i+1}d_{k-i+1} \\
\end{array}
\]

(10.3)

Here the required diagram commutes because $\gamma$ is a map of $C$-modules, which was proved in Lemma [49]

• (From $E^{i-1}_{k-1}$ to itself)

\[
\begin{array}{c}
d_{k-i+1}s_{k-i+1} = id \\
\end{array}
\]

(10.4)

In this case what we need commutativity of

\[
\begin{array}{c}
\end{array}
\]

where $A = C^{i-2}FX$ and $B = C^{i-2}FY$. Since all the maps are $C$-module maps, by Lemma [49] we only have to check commutativity restricted to $A \vee B$, where it is true by the unital property of the monad $C$.

\[\square\]

The last thing we need for this section is to relate $E_\bullet$ to $D_\bullet$. 
Proposition 10.5. The map

\[ E^i_k = \mathcal{C} \mathcal{R}_n \mathcal{C}^{k-i} \left[ \mathcal{C} \left( \mathcal{C}^{i-1} \mathcal{F}X \vee \mathcal{C}^{i-1} \mathcal{F}Y \right) \right] \]

\[ D^i_k = \mathcal{C} \mathcal{R}_n \mathcal{C}^{k-i} \left[ \mathcal{C}^i \mathcal{F}X \times \mathcal{C}^i \mathcal{F}Y \right] \]

defines a map of simplicial spaces \( \mathcal{E}_* \rightarrow \mathcal{D}_* \).

Proof. As usual, “commuting operations” (in this case, in the form of naturality of the wedge-to-product map) take care of all but the compatibility involving the borderline face maps. Since the borderline face maps in \( \mathcal{E}_* \) and \( \mathcal{D}_* \) are different, this leaves us with two conditions to check.

To check that \( E^i_k \rightarrow D^i_k \) is compatible with \( d_{k-i} \) (borderline face map for \( E^i_k \)),

\[ E^i_{k-1} \rightarrow E^i_k \]

\[ \cong \]

\[ D^i_{k-1} \rightarrow D^i_k, \]

the business part of the diagram is

\[ \mathcal{C} \left( \mathcal{C}^{i-1} \mathcal{F}X \vee \mathcal{C}^{i-1} \mathcal{F}Y \right) \xrightarrow{\mu \mathcal{C}(\mathcal{C})} \mathcal{C} \left( \mathcal{C}^{i-1} \mathcal{F}X \vee \mathcal{C}^{i-1} \mathcal{F}Y \right) \]

\[ \cong \]

\[ \mathcal{C}^i \mathcal{F}X \times \mathcal{C}^i \mathcal{F}Y \xrightarrow{\beta} \mathcal{C} \left( \mathcal{C}^i \mathcal{F}X \times \mathcal{C}^i \mathcal{F}Y \right). \]

The diagram commutes because the wedge-to-product map is a map of \( \mathcal{C} \)-modules (Lemma 7.10).

Next we check \( d_{k-i+1} \) (borderline face map for \( D^i_k \)):

\[ E^i_{k-1} \rightarrow E^i_k \]

\[ \cong \]

\[ D^i_{k-1} \rightarrow D^i_k, \]

In this case, the business part of the diagram is the square below, where \( A = \mathcal{C}^{i-2} \mathcal{F}X \) and \( B = \mathcal{C}^{i-2} \mathcal{F}Y \):

\[ \mathcal{C} (A \vee B) \xleftarrow{\gamma} \mathcal{C} \left( \mathcal{C}A \vee \mathcal{C}B \right) \]

\[ c_{PA \times C_{PB}} \cong \]

\[ c_{\mathcal{C}PA \times \mathcal{C}PB} \]

\[ \mathcal{C}A \times \mathcal{C}B \xleftarrow{\mu \mathcal{C} \times \mu \mathcal{C}} \mathcal{C}A \times \mathcal{C}B. \]

All of the maps in the diagram are \( \mathcal{C} \)-module maps by Lemma 7.10 for the vertical maps, Lemma 7.9 for the top horizontal map, and Corollary 7.8 for the bottom horizontal map. Hence by Lemma 7.4 we only need to check commutativity on the parenthesized \( \mathcal{C}A \vee \mathcal{C}B \) in the upper righthand corner. Both ways around the square are the standard inclusion of the wedge \( \mathcal{C}A \vee \mathcal{C}B \) into the product \( \mathcal{C}A \times \mathcal{C}B \), by using the unital property of \( \mathcal{C} \) for the clockwise direction. \( \square \)
11. Maps from $\mathcal{E}_\bullet$ to $\mathcal{D}_\bullet$ and $A_\bullet$

We continue to assume that $\mathcal{F}$ is an augmented, special $\Gamma$-space with an augmentation-preserving action of $\mathcal{C}$. The last several sections have studied parts of diagram (6.14), which we reproduce here for the convenience of the reader:

$$
\begin{array}{ccc}
A_\bullet & \xrightarrow{f} & B_\bullet \\
\downarrow i & & \downarrow q \\
E_\bullet & \xrightarrow{p} & D_\bullet
\end{array}
$$

In this section, we finish the proof of Lemma 6.15, which we also restate here for convenience.

**Lemma 6.15.** The outer square in (6.14) is strictly commutative: $f \circ r = q \circ p$. The inner square in (6.14) commutes up to homotopy, $j \circ f \simeq p \circ i$.

At this point we have dealt with the top row,
- $f : A_\bullet \to B_\bullet$ is a map of simplicial spaces (see (6.1)),
the lower row,
- $p : E_\bullet \to D_\bullet$ is a map of simplicial spaces and a weak equivalence (Propositions 8.2, 10.1, and 10.5),

and the right-hand column,
- $j$ is a simplicial inclusion (equation (9.1)), with simplicial deformation retraction $q$ (Proposition 9.3).

To complete the proof of Lemma 6.15, we must handle the left-hand column (i.e., exhibit simplicial inclusion and retraction $A_\bullet : E_\bullet \hookrightarrow A_\bullet$), and we must establish the square’s two commutativity properties.

Recall $E_k = \bigvee_{i=1}^{k+1} E_i$, and from (6.7) and (6.8), the definition of $E_i^0$ and the special cases $E_0^0$ and $E_k^{k+1}$:

$$
E_k^i = \mathcal{CR}_m C^{k-i+1} \left( C^{i-1} \mathcal{F}X \vee C^{i-1} \mathcal{F}Y \right) \\
E_0^0 = A_k = \mathcal{CR}_m C^k \left( X \vee Y \right) \\
E_k^{k+1} = \mathcal{CR}_m \left( C^k \mathcal{F}X \vee C^k \mathcal{F}Y \right).
$$

At the beginning of Section 10, we exhibited the simplicial structure maps for $\mathcal{E}_\bullet$. Observe that for $i = 0$, all of the face and degeneracy maps of $E_0^0$ go to $E_{k-1}^0$ and $E_{k+1}^0$, respectively. Hence $\{E_0^0\}$ is a simplicial subobject of $\mathcal{E}_\bullet$, that is $A_\bullet$ is a simplicial subspace of $\mathcal{E}_\bullet$. We denote the inclusion by $i$, as in (6.14).

We need to prove that $A_\bullet$ is actually a retract of $\mathcal{E}_\bullet$. We define $r_k : E_k \to A_k$ on each wedge summand of the domain by

$$
E_k^i = \mathcal{CR}_m C^{k-i+1} \left( C^{i-1} \mathcal{F}X \vee C^{i-1} \mathcal{F}Y \right) \\
\downarrow r_k \\
A_k = E_0^0 = \mathcal{CR}_m C^k \left( X \vee Y \right),
$$

induced by $\mathcal{CR}_m C^{k-i+1}$ applied to the natural map $C^{i-1} \mathcal{F}X \vee C^{i-1} \mathcal{F}Y \to C^{i-1} \mathcal{F}(X \vee Y)$.

**Lemma 11.1.** $r_\bullet : \mathcal{E}_\bullet \to A_\bullet$ is a simplicial retraction of $i : A_\bullet \hookrightarrow \mathcal{E}_\bullet$. 

Proof. The inclusion $A_\bullet \hookrightarrow E_\bullet$ takes $A_k$ identically to $E^0_k$, and $r_k : E_k \to A_k$ is the identity on the summand $E^0_k$. So we just need to check that the collection of maps $r_k$ is compatible with the face and degeneracy maps of $E_\bullet$.

All of the diagrams except the one with the borderline face map, $d_{k-1}^{-1}$, commute for straightforward naturality reasons. For $d_{k-1}^{-1}$, we need commutativity of the following diagram:

\[
\begin{array}{ccc}
E_k^1 & \rightarrow & E_{k-1}^{-1} \\
\downarrow r_k & & \downarrow r_{k-1} \\
CR_mC^{k-1} \left( C^{\ell-2}FX \right) & \rightarrow & CR_mC^{k-1} \left( C^{\ell-2}FX \right)
\end{array}
\]

\[
\begin{array}{ccc}
\downarrow d_{k-1}^{-1} & & \downarrow d_{k-1}^{-1} \\
CR_mC^k \left( X \right) & \rightarrow & CR_mC^k \left( X \right)
\end{array}
\]

Recall from Section 10 that the borderline face map $d_{k-1}^{-1}$ of $E_k^1$ is induced by the map $\gamma_B$ below (see also (7.2)), where the $C$-module $G$ is $C$ itself, and the spaces $A$ and $B$ are $C^{\ell-2}FX$ and $C^{\ell-2}FY$, respectively:

\[
\gamma_B : C \left( GA \right. \vee \left. GB \right) \xrightarrow{C(GA \vee GB)} C \left( A \right. \vee \left. B \right) \xrightarrow{\mu_G} G \left( A \right. \vee \left. B \right).
\]

With this notation, the necessary commuting diagram above is induced by:

\[
\begin{array}{ccc}
C \left( C^{\ell-2}FX \vee CC^{\ell-2}FY \right) & \rightarrow & C \left( C^{\ell-2}FX \vee C^{\ell-2}FY \right) \\
\downarrow c\left( C^{\ell-1}FX \vee C^{\ell-1}FY \right) & & \downarrow c\left( C^{\ell-1}FX \vee C^{\ell-1}FY \right) \\
C^\ell \left( X \vee Y \right) & \rightarrow & C^\ell \left( X \vee Y \right)
\end{array}
\]

By Lemma 7.4 and Lemma 7.9 it is sufficient to show commutativity restricting to the inside of the parentheses in the upper left-hand corner. Following $C^{\ell-2}FX = C^{\ell-1}FX$ around the diagram clockwise, we find the composite to be the natural map

\[
C^{\ell-1}FX \to C^{\ell-1}F \left( X \vee Y \right),
\]

and the same is true if we go around counter-clockwise, by using the unital property of $C$.

\[\square\]

Proof of Lemma 6.15. Consider the diagram

\[
\begin{array}{ccc}
A_\bullet & \xrightarrow{f} & B_\bullet \\
\downarrow r & & \downarrow q \\
E_\bullet & \xrightarrow{p \circ \gamma} & D_\bullet
\end{array}
\]

We must first show that the outer square commutes, that is, $f \circ r = q \circ p$. Below is the diagram for simplicial level $k$ and the wedge summands $E_k$ and $D_k$:

\[
\begin{array}{ccc}
CR_mC^kFX \left( X \vee Y \right) & \rightarrow & CR_mC^kFX \times CR_mC^kFY \\
\downarrow r_k & & \downarrow q_k \\
CR_mC^{k-1} \left( C^{\ell-1}FX \vee C^{\ell-1}FY \right) & \rightarrow & CR_mC^{k-1} \left( C^{\ell}FX \times C^{\ell}FY \right)
\end{array}
\]

\[\square\]
We only need to check commutativity into each factor in the upper right-hand corner. Let $G = C^{i-1}F$. Considering only the first factor, the diagram is induced by

\[
\begin{array}{ccc}
C_G(X \vee Y) & \xrightarrow{\phi} & C_G X \\
C(\phi X \vee \phi Y) & & C_G X \times C_G Y,
\end{array}
\]

which obviously commutes since both ways around the diagram collapse $Y$ to a point (see Proposition 9.3 for the definition of $q_k$).

Lastly, we need to show that the inner square of (6.14) is homotopy commutative. First we prove that $f = q \circ p \circ i$. To see this, recall that $A_k = E^0_k$, so we only have to use that summand of $E^0_k$ in the lower left-hand corner:

\[
\begin{array}{ccc}
A_k = CR_m C^k F (X \vee Y) & \xrightarrow{f_k} & B_k = CR_m C^k FX \times CR_m C^k FY \\
E^0_k = CR_m C^k F (X \vee Y) & \xrightarrow{p_k} & D^0_k = CR_m C^k (FX \times FY)
\end{array}
\]

Both ways around the diagram are the same, because the map into each factor of $B_k$ is given by collapsing $X$ or $Y$ to a point. Postcomposing $f = q \circ p \circ i$ with $j$ gives

\[ j \circ f = j \circ q \circ p \circ i. \]

But by Proposition 9.3 $j \circ q$ is homotopic to the identity map of $D_\ast$, and the lemma follows.

\[ \square \]
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