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Abstract: This study aims to develop a novel automated computer vision algorithm for quality inspection of surfaces with complex patterns. The proposed algorithm is based on both an autoencoder (AE) and a fully convolutional neural network (FCN). The AE is adopted for the self-generation of templates from test targets for defect detection. Because the templates are produced from the test targets, the position alignment issues for the matching operations between templates and test targets can be alleviated. The FCN is employed for the segmentation of a template into a number of coherent regions. Because the AE has the limitation that its capacities for the regeneration of each coherent region in the template may be different, the segmentation of the template by FCN is beneficial for allowing the inspection of each region to be independently carried out. In this way, more accurate detection results can be achieved. Experimental results reveal that the proposed algorithm has the advantages of simplicity for training data collection, high accuracy for defect detection, and high flexibility for online inspection. The proposed algorithm is therefore an effective alternative for the automated inspection in smart factories with a growing demand for the reliability for high quality production.
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1. Introduction

Surface quality inspection is an important process in an industrial production system. Basic approaches for inspection are mostly by skilled inspectors, which may be time-consuming and laborious. Furthermore, it would be difficult to meet the requirements of reliability and robustness. With the advent of computer vision [1] and artificial intelligence techniques [2], automated computer visual inspection methods are found to be beneficial for improving performance for industrial production.

One way to carry out surface inspection is by analyzing textures to find patterns without normal features on the test targets. When the surface texture distribution is known a priori, the features associated with local abnormalities can be extracted [3,4]. For example, a Haar–Weibull-variance model [5] has been found to be effective for the extraction of features for defect detection on strip steel surfaces. In frequency domain, spectral features are usually extracted by Fourier transform [6]. Although some results are promising, the local abnormalities-based methods lack the effective use of existing normal-pattern data. The occurrence of false alarms is likely. Some alternative approaches take normal and/or abnormal patterns into consideration [7–10] by deep convolutional neural networks (CNN). For applications such as building defect detection, high classification accuracy can be achieved [10]. The limitation of these methods is that the number of training samples should be adequate and balanced enough to achieve a desirable performance. However,
for scenarios where defective samples are scarce, effective training for a CNN may be a challenging task.

Template-based methods can be employed for alleviating the requirements for the collection of defective samples for surface inspection. The methods introduce defect-free template images into the detection procedure so that no prior knowledge on defects is required. Basic template-based approaches accomplish defect detection by measuring the similarity (or dissimilarity) between the given test image and defect-free template. The normalized cross correlation is classical for dissimilarity measurement. Its improved versions have been proposed, including the partial information correlation coefficient [11] and asymmetric correlation [12]. The distribution-based template establishment procedure [13] is also found to be effective for enhancing detection accuracy. A common drawback of some template matching approaches is that proper alignment between the test image and template is desired for the correlation computation. However, for many applications, the enforcement of alignment operations may be difficult, resulting in degradation of detection accuracy. An alternative template-based method is to adopt the template images as the training images for an autoencoder (AE) for dimension reduction and feature extraction [14,15]. Defect detection can be accomplished by simply comparing the input and output of the AE. No precise alignment is required before the inspection. The accuracy can be further improved by carrying out the AE-based reconstruction in a multiscale fashion [16].

A target surface to be inspected can usually be viewed as an image consisting of a number of coherent regions, where each region is a set of connected pixels sharing common characteristics such as texture or color [17,18]. Although the AEs are promising for surface quality inspection, they may only be suited for surfaces with only a single coherent region. For many real-world applications, inspection of surfaces with multiple coherent regions is usually desired. Because different regions may have different features, it would then be difficult for an AE to extract a feature match to all the regions. As a result, the AE may have different capabilities for each region for defect detection. A unified approach for surface inspection over different homogeneous regions may result in high miss rates in some regions and/or high false alarm rates in others.

The objective of this paper is to develop a novel automated computer vision algorithm for quality inspection of surfaces with multiple coherent regions. The proposed algorithm is a template-based algorithm for defect detection. The algorithm contains two neural networks. The first network is an AE for template generation of an input test target. The second network is a fully convolutional network (FCN) [19,20] for the segmentation of the template into a number of homogeneous regions. Each region of the template is then compared with the corresponding region of the test target for the surface inspection. Because different regions have different features, each region is inspected independently according to its own criteria, different from the other ones. In this way, defects can be accurately identified on all the regions.

The proposed algorithm has a number of advantages. First of all, it does not need defective patterns as training samples. Only a small number of normal surface patterns may suffice for training. A data augmentation scheme is adopted for the generation of defective images. This could facilitate the training operations. It is especially beneficial for cases when the collection of defective samples is difficult, and/or there is no prior knowledge about the surface defects. Furthermore, it is not necessary to carry out the inspection with precise alignment to the template by the proposed algorithm. The surface inspection process can then be effectively simplified.

The final and the most important feature is that the proposed algorithm is able to achieve high detection accuracy even when multiple coherent regions are presented on the surface. Because each region can be independently inspected for attaining the optimal accuracy, the proposed algorithm is beneficial for providing reliable and effective defect detection over surfaces of large varieties of objects.
The novelty and contribution of this work is to propose a novel algorithm combining both AE and FCN for defect detection. Most of the existing AE-based approaches [14–16] detect defects from the reproduced images by AEs in a unified manner. By contrast, our method is able to separate reproduced templates into different regions by FCN and inspect each region independently. To improve segmentation accuracy, a novel two-stage training process is presented, where the first stage and the second stage are for AE and FCN, respectively. The defects are regarded as noises in our model. The training at the first stage takes the denoising processes into consideration so that the AE is able to remove defects for template generation. The second stage training is based on the training results from the first stage so that templates can be accurately segmented. The proposed technique provides higher flexibility and better accuracy for defect detection. Furthermore, the technique may also be beneficial for other detection applications such as slug velocity detection in microchannels [21].

The remaining parts of this study are organized as follows. Section 2 presents the proposed automated surface inspection algorithm in detail. Experimental results of the proposed algorithm are then presented in Section 3. Finally, Section 4 includes some concluding remarks of this work.

2. The Proposed Algorithm

In this section, we first provide a brief introduction of CNN, AE, and FCN. An overview of the proposed algorithm then follows. We then discuss the operations for each neural network of the algorithm. The training procedures for the neural networks are then presented in detail. The online inspection system based on the proposed algorithm is also presented so that the results of this study can be effectively applied for a field test. To facilitate understanding of the discussions in this study, Table 1 includes a list of frequently used symbols.

Table 1. A list of frequently used symbols in this study.

| Symbol | Meaning |
|--------|---------|
| C      | The set of defective blocks identified by the proposed algorithm. |
| D      | The L2 distance between two matrices with the same size. |
| F      | The AE in the algorithm. |
| G      | The FCN in the algorithm. |
| K      | The number of training images. |
| M      | The dimension of images $S_k, X_k, Y_k$. |
| N      | The number of coherent regions. |
| $P^i(i)$ | The probability that pixel $y^i$ belongs to the i-th region of Y. |
| $P^i_k(i)$ | The probability that pixel $y^i_k$ belongs to the i-th region of $Y_k$. |
| $S_k$ | The ground truth of $X_k$ for training. |
| $T_i$ | The threshold for defect detection for the i-th region of $X$. |
| $X(i)$ | The i-the region of image X. |
| $X_k$ | The k-th training image for the AE. |
| $x$ | A block of image $X$. |
| $x_j^i$ | The j-th pixel of image $X_k$. |
| $Y$ | The reproduced image by the AE. It serves as the template for $X$. |
| $Y(i)$ | The i-th region of image $Y$. |
| $Y_k$ | The k-th training image for FCN. |
| $y$ | A block of image $Y$. Both $y$ and $x$ have the same size. |
| $y^i$ | The location of $y$ in $Y$ is also the same as that of $x$ in $X$. |
| $y_j^i$ | The j-th pixel of image $Y$. |
| $y_j^k$ | The j-th pixel of image $Y_k$. |
2.1. Basic CNN, AE, and FCN

A commonly used deep learning technique is CNN [2], where convolutional layers are included as hidden layers of the neural network. A convolutional layer convolves its input channels with a set of kernels and passes the results through an activation function as output channels to the next layer. A commonly used activation function for CNN is rectified linear unit (ReLU) [2]. In addition to convolutional layers, fully connected layers containing a number of fully connected neurons are also commonly used in CNN. A CNN network may support pooling or upsampling operations. A pooling operation reduces the dimension of its input channels. Maximum pooling is a typical example for a pooling operation. In contrast to a pooling operation, the goal of an upsampling operation is to increase the dimension of the input channels. Consider a CNN with Q layers. Because convolutional or fully connected operations can be realized by matrix multiplications [2,22], each layer \( i, i = 1, ..., Q \), can be defined as

\[
\begin{align*}
a_i & = W_i u_i + b_i, \\
v_i & = z(a_i),
\end{align*}
\]

where \( u_i \) is the vectorized input of the layer \( i \), \( a_i \) is the results of matrix multiplications, and \( v_i \) is the output of the layer \( i \). The function \( z \) for producing \( v_i \) from \( a_i \) in (2) is the activation function for the layer \( i \). When ReLU is the activation function for the CNN, the corresponding function \( z \) is given by

\[
z(a_i) = \max(0, a_i).
\]

The function \( z \) for other types of activation functions can be found in [2]. The matrix \( W_i \) is determined by the weights associated with the convolutional or fully connected layers. When layer \( i \) is a convolutional layer, the matrix \( W_i \) is a Toeplitz matrix [22,23] obtained from the weights of kernels associated with layer \( i \). The vector \( b_i \) denotes the bias vector. Let \( U = u_1 \) and \( V = v_Q \). The \( U \) and \( V \) are then the input and output of the CNN network, respectively. Depending on the architecture of the CNN, the input \( u_i \) at layer \( i \), \( i = 2, ..., Q \) could be obtained directly from the output \( v_{i-1} \) at layer \( i - 1 \). Alternately, the \( u_i \) may also be a concatenation of the outputs from some of its previous layers.

A basic AE is a neural network that is trained to replicate its input to its output [2]. As shown in Figure 1a, the network contains two parts: an encoder for feature extraction of its input and a decoder for reconstruction from the feature. Both the encoder and decoder contain convolutional layers and/or fully connected layers with operations shown in (1) and (2). Therefore, the basic AE can be regarded as a CNN with Q layers, where each layer \( i \) is defined in (1) and (2). In this study, the autoencoder is not trained to replicate its input \( U \) perfectly. It is restricted to ignoring defective portions of the input image \( U \) for image reconstruction. Only normal portions are copied to the output \( V \).

![Figure 1](image1.png)

*Figure 1.* The structure of basic AE and FCN: (a) Basic AE contains an encoder and a decoder; (b) Basic FCN consists of analysis network and synthesis network.

A basic FCN is a neural network for the segmentation of the input image to a number of coherent regions [19]. The FCN network is also a CNN network relying only on convolutional layers for the exploitation of the correlation among local pixels. No fully connected layers are needed. The FCN can also be separated into two parts: an analysis network for
correlation exploitation and a synthesis network for producing segmentation results, as revealed in Figure 1b. The basic FCN can also be viewed as a CNN with Q layers, where each layer \( i \) is defined in (1) and (2). Furthermore, because all the layers are convolutional layers, the matrix \( W_i \) for each layer \( i, i = 1, ..., Q \), is a Toeplitz matrix. Given an input image \( U \), the FCN produces output \( V = \{B_1, ..., B_N\} \), where \( N \) is the number of coherent regions for segmentation, and \( B_i, i = 1, ..., N \), is the mask image for the \( i \)-th coherent region on \( U \), denoted as \( U(i) \). That is, \( U(i) \) is the set of pixels in \( U \), where the locations of the pixels are identified by \( B_i \).

2.2. Procedure for Defect Detection

The proposed algorithm is a template-based algorithm for defect detection. Figure 2 shows the block diagram of the proposed algorithm, which contains two neural networks: an AE and an FCN. Given a test image \( X \), the AE, denoted by \( F \), reproduces the test image \( X \). That is,

\[
Y = F(X),
\]

where \( Y \) is the image reproduced by the AE. In the proposed system, the AE is expected to remove the defects of the input test image \( X \). Therefore, defects may not be reproduced by the AE when image \( X \) is defective. We view the image \( Y \) reproduced by the AE as the template for the image \( X \).

![Figure 2. The overview of the proposed quality inspection of surface algorithm.](image)

By comparing the test target \( X \) with its template \( Y \) reproduced by the AE, it is then possible to identify defect regions. To carry out the comparison, the input image \( X \) is first separated into a set of non-overlapping blocks with equal size. Let \( x \) be a block of \( X \). To determine whether there exists defects in \( x \), we compute L2 distance between \( x \) and its counterpart \( y \) in the template \( Y \). As shown in Figure 3, the blocks \( x \) and \( y \) have the same size. The location of \( x \) in \( X \) is also the same as that of \( y \) in \( Y \). A defect is detected when the L2 distance, denoted by \( D(x, y) \), is larger than a pre-specified threshold \( T \).

One issue in this approach is that the AE may not have the same capacity for the reconstruction of different blocks in \( X \). This is because local features for an image may vary. It is more difficult to reconstruct areas containing complex patterns. As a result, for a block \( x \) in the areas with large variations, the discrepancy between \( x \) and its counterpart \( y \) would be high even if the input image \( X \) is not defective. In these cases, it may be necessary to adopt a higher threshold value \( T \) for determining a defective block. A single threshold \( T \) for defect detection may not be appropriate for all the blocks from an input image.
Figure 3. An example showing the relationship between a block \( x \in X \) and its counterpart \( y \in Y \). In the example, the input test image is separated into 16 non-overlapping blocks with equal size. Each block \( x \in X \) and its counterpart \( y \in Y \) have the same size. The location of \( x \) in \( X \) is also the same as that of \( y \) in \( Y \).

In this study, the FCN is adopted to solve the issue stated above. It is used to segment the template \( Y \) into \( N \) regions \( Y(1), ..., Y(N) \), where \( N \) is the number of coherent regions in \( Y \). That is,

\[
\{Y(1), ..., Y(N)\} = G(Y),
\]

where \( G \) denotes the FCN operations. Each region \( Y(i) \) produced by the FCN is a set of pixels sharing common features such as colors or textures. Each \( Y(i) \) can be associated with a threshold \( T_i \), \( i = 1, ..., N \). For a block \( x \), when its counterpart \( y \) belongs to \( Y(i) \), we then adopt the threshold \( T_i \) for the defect detection. That is, we first define the sets

\[
X(i) = \{x : y \in Y(i)\}, i = 1, ..., N.
\]

In this case, the block \( x \in X(i) \) is said to be defective when \( D(x, y) > T_i \). In this way, different threshold values can be selected for defect detection in accordance with the local features for different regions. The summary of the proposed algorithm is also provided in Algorithm 1, where the set of defective blocks, denoted by \( C \), contains the final results of the proposed algorithm. Based on the final \( C \), the locations of defective blocks can be easily identified. The defect attributes such as their patterns and areas can then be effectively visualized and measured.

2.3. The Operations of AE and FCN

The proposed algorithm is not restricted to any specific types of AEs and FCNs. However, for demonstration purposes, design examples of AE and FCN are revealed in Figures 4 and 5 and Tables 2 and 3. Based on the examples, the operations of each network are then presented.

We can see from Figure 4 that an AE contains an encoder and a decoder. The goal of the encoder is to perform the feature extraction of the input test image. It contains a number of convolution layers with maximum pooling operations. Based on the features produced by the encoder, the decoder carries out the image reconstruction operations so that the test image can be reproduced at the output of the AE. The decoder also consists of a number of convolution layers, which are followed by upsampling operations for the image reconstruction. The activation functions for all the convolution operations are relu, as shown in Table 2.
Algorithm 1: Proposed quality inspection of surfaces algorithm.

Require: A trained AE $F$.
Require: A trained FCN $G$.
Require: An inspection target $X$.
Require: Thresholds $T_i, i = 1, ..., N$.

1: Initialize $C \leftarrow \emptyset$.
2: Compute $Y = F(X)$ by (4).
3: Compute $\{Y(1), ..., Y(N)\} = G(Y)$ by (5).
4: Separate $X$ into blocks $\{x\}$.
5: Find $y$ from $Y$ for each $x \in X$.
6: Form $X(i) = \{x : y \in Y(i)\}, i = 1, ..., N$, by (6)
7: for $i \leftarrow 1, N$ do
8:     repeat
9:         Get a block $x$ from $X(i)$.
10:        Compute $D(x, y)$, the L2 distance between $x$ and $y$.
11:        if $D(x, y) > T_i$ then
12:            $C \leftarrow C + x$.
13:        end if
14:     until All blocks $x \in X(i)$ are searched.
15: end for
16: return $C$

Table 2: Details of the convolution layers of the AE.

| Convolution Layers | Conv 1 | Conv 2 | Conv 3 | Conv 4 | Conv 5 |
|--------------------|--------|--------|--------|--------|--------|
| Number of Input Chan. | 1 | 16 | 32 | 32 | 16 |
| Number of Output Chan. | 16 | 32 | 32 | 16 | 1 |
| Activation Function | ReLU | ReLU | ReLU | ReLU | ReLU |

Table 3: Details of the convolution layers of the FCN.

| Convolution Layers | Conv 1 | Conv 2 | Conv 3 | Conv 4 | Conv 5 | Conv 6 | Conv 7 | Conv 8 | Conv 9 | Conv 10 | Conv 11 |
|--------------------|--------|--------|--------|--------|--------|--------|--------|--------|--------|----------|---------|
| Number of Input Chan. | 1 | 64 | 64 | 128 | 128 | 256 | 256 | 128 | 128 | 64 | 64 |
| Number of Output Chan. | 64 | 64 | 128 | 128 | 256 | 128 | 128 | 64 | 64 | 64 | 1 |
| Activation Function | ReLU | ReLU | ReLU | ReLU | ReLU | ReLU | ReLU | ReLU | ReLU | ReLU | Soft-max |

An important aspect of the AE shown in Figure 4 is that it is based solely on convolutional layers. The fully connected layers are not included. This is beneficial for reducing the number of weights and computation complexities of the algorithm. Furthermore, the convolution operations are able to effectively extract local features of input images.
Therefore, the reconstructed images are less sensitive to the variations of global features such as positions of objects on the test images. This could be beneficial for reducing the efforts for alignment.

The example of the FCN network shown in Figure 5 is used for image segmentation. As revealed in Figure 5, the FCN network is actually a simplified version of the U-Net [20]. It contains the analysis operations for feature extraction and synthesis operations for producing the segmented images. In addition to convolution operations, the U-Net also contains max-pooling, up-sampling, and concatenation operations so that features at different resolutions can be captured for image segmentation. It can be observed from Table 3 that the activation function at the final layer is the Softmax. The FCN produces \( N \) binary output images \( B_1, ..., B_N \). Each binary image \( B_i \) serves as a mask revealing the region \( Y(i) \). That is, all the locations of pixels in \( B_i \) with value 1 indicate the area covered by \( Y(i) \).

Figure 4. An example of the AE for the proposed algorithm. The AE in this example contains 5 convolution layers, which are denoted by Conv \( i, i = 1, ..., 5 \).

Figure 5. An example of the FCN for the proposed algorithm. The FCN in this example contains 11 convolution layers, which are denoted by Conv \( i, i = 1, ..., 11 \).

2.4. The Training of AE and FCN

Figure 6 shows the procedure for the training of the AE and FCN. As shown in Figure 6, there are two training stages. The first stage is the training for the AE. After the training process in the first stage is completed, we use the resulting AE network model to generate the training images for the FCN in the second stage of the training process.
Figure 6. Procedure for the training of AE and FCN.

Let $X_k, k = 1, \ldots, K$, be the $k$-th images for the training of the AE, where $K$ is the number of training images. All the training images are defective images. Furthermore, let $Y_k, k = 1, \ldots, K$, be the image at the output of the AE when its input is $X_k$. Given a training image $X_k$, let $S_k$ be the ground truth of $X_k$. That is, $S_k$ is the defect free version of $X_k$. $S_k$ can be regarded as images from a normal sample. The loss function, denoted by $J$, for the training of the AE is given by

$$ J = \frac{1}{K} \sum_{k=1}^{K} D(S_k, Y_k). \quad (7) $$

Note that $Y_k$ and $S_k, k = 1, \ldots, K$, are the reconstructed images and their ground truth, respectively. Therefore, the goal of the training is to guide the AE to effectively remove defective parts of input samples $X_k$ so that the discrepancy between $S_k$ and $Y_k$ can be minimized. In this way, the AE is only able to reproduce normal patterns of the input images. The images produced by the AE can then be viewed as the templates of the corresponding input images for defect detection.

For applications where only normal samples are available, it is only possible to acquire $S_k, k = 1, \ldots, K$, from the normal samples for training. In these cases, it may be necessary to obtain $X_k$ from $S_k$ by data augmentation. One simple approach for the augmentation is by adding a zero mean Gaussian noise to $S_k$. We then view the corresponding image after noise corruption as $X_k$. That is,

$$ X_k = S_k + \eta_k, \quad (8) $$

where $X_k$, $S_k$ and $\eta_k$ have the same dimension, denoted by $M$. Each element $\xi$ of $\eta_k$ is drawn from a zero-mean Gaussian distribution with variance $\sigma^2$. That is, the density function for each element $\xi$ of $\eta_k$ is given by $\frac{1}{\sqrt{2\pi\sigma^2}} \exp\left(-\frac{\xi^2}{2\sigma^2}\right)$. In this way, the template generation process can be regarded as the denoising process [24], where the defective pixels are those corrupted by noises. The input image $X_k$ and output image $Y_k$ to the AE are the corrupted and restored versions of $S_k$, respectively. The AE in the proposed algorithm is then equivalent to a denoiser, where the ground truth $S_k$ is available for each corrupted observation $X_k$ for the training.

An advantage of the proposed AE training approach is that a single image from normal sample can be used to generate multiple defective images. That is, different training images $X_k$ may have the same ground truth $S_k$. Therefore, even for the cases where only a small number of normal samples are available, a large number of training images can still be produced. This could be beneficial for the avoidance of overfitting for the training of the AE.

The training of FCN is based on $Y_k, k = 1, \ldots, K$, which are the reconstructed images produced by the AE. Let $y_{jk}^k$ be the $j$-th pixel of the image $Y_k$. Let $p_{jk}^k(n)$ be the estimated
probability that the pixel \(y^j_k\) belongs to the region \(n\). Therefore, for fixed \(k\) and \(j\), it follows that
\[
\sum_{n=1}^{N} P^j_k(n) = 1,
\]
where \(0 \leq P^j_k(n) \leq 1\). Let region \(m\) be the ground truth of the pixel \(y^j_k\). The estimated probabilities are trained by the proposed FCN network. The estimated probability is said to be accurate when
\[
P^j_k(m) = \max_{n=1,...,N} P^j_k(n).
\]

Based on the facts stated above, the corresponding loss function for the training of FCN is
\[
L = \sum_{k=1}^{K} \sum_{j=1}^{M} \log \left( \frac{1}{P^j_k(m)} \right),
\]
where \(M\) is the dimension of \(Y^k\), and \(K\) is the number of training images. Clearly, the loss \(L\) will increase when \(P^j_k(m)\) does not meet the condition in (10). In fact, the loss function will penalize at each pixel \(y^j_k\) the deviation of \(P^j_k(m)\) below 1.0. Therefore, the training of FCN minimizing the loss function \(L\) is able to maximize \(P^j_k(m)\) for each \(k\) and \(j\). After the FCN is trained, given a test image \(Y\), the network is then able to produce \(P^j(n)\), the estimated probability of the \(j\)-th pixel \(y^j\) belonging to region \(n\). The test image \(Y\) is subsequently segmented to regions \(Y(1),...,Y(N)\), where
\[
Y(i) = \{y^j : P^j(i) = \max_{n=1,...,N} P^j(n)\}, i = 1,...,N.
\]

The operations shown in (12) can be viewed as the function \(G(Y)\) defined in (5). In addition to training, the validation is required for the avoidance of overfitting. In the proposed algorithm, the validation operates in conjunction with the training. However, both processes are based on different data sets. After the completion of each epoch during the training process, the values of the loss function for the training set and validation set are measured, respectively. We stop the training process only after the convergence of the loss function values for both the training set and validation set are observed. The samples in the training set and validation set are based on the data augmentation process presented in (8). However, the data set for testing in our experiments consists of real images acquired from a camera without data augmentation. Furthermore, the samples in the testing set are different from those in the training and validation sets. The effectiveness of the proposed algorithm can then be evaluated from the real images for defect detection.

2.5. The Proposed Online Inspection System

In addition to the development of algorithms, the online evaluation of the proposed algorithms in an Internet of Things (IoT) system [25] for manufacturing [26] is also considered in this study. Figure 7 shows the basic architecture of the IoT system, which consists of illumination devices, a surface inspection platform, and a computer server. The trained neural network models for different products are stored in the server. The proposed system is deployed in the surface inspection platform. Given a product, the corresponding model can be downloaded from the cloud server to the inspection platform for the defective detection operations. When a defective sample is identified, the images of the defective samples will also be delivered to the server for subsequent quality management.
3. Experimental Results

This section provides evaluations of the proposed work. The setup of the experiments is the online surface inspection platform shown in Figure 7. The surface inspection platform contains a high resolution industrial camera FLIR Blackfly S USB 3 and a personal computer with NVIDIA RTX 2070X GPU. The development of neural network models is based on Keras [27] built on the top of Tensorflow 2.0. The training and testing images of the inspection targets for the neural network models are acquired from the industrial camera of the online surface inspection platform.

Without loss of generality, examples of the inspection targets are the display cards. The inspection of the backplate of the cards and their gold finger connectors is considered in this study. The backplate of a display card usually contains multiple coherent regions. Each may have different characteristics such as patterns or colors. The backplate inspection would then be beneficial for demonstrating the effectiveness of the proposed algorithm. Furthermore, the defect detection for a gold finger connector is usually the major focus for the inspection of printed circuits. The images of gold finger connectors also contain multiple coherent regions. We therefore include the corresponding inspection in this study as well.

3.1. Surface Inspection for Gold Finger Connectors

The gold finger of a display card is the connector on the edge of the corresponding printed circuit board. Because the gold finger connector is a long and narrow strip, it would be best to acquire portions of the strip one at a time for accurate inspection. Figure 8 shows the examples of images of normal or defective samples of a gold finger connector. Some variations can be observed on the normal samples revealed in Figure 8a, especially for the regions outside the gold finger area. For the defective samples, scratches can be observed. Furthermore, we can see from Figure 8b that there are no regular patterns for the scratches. It would then be difficult to use the classification-based methods or the local abnormalities-based methods for accurate defect detection.

The proposed algorithm is based on the AE shown in Figure 4, which can be trained by the images augmented from only a small number normal samples. In the experiments, 100 training images (i.e., \( K = 100 \)) augmented from 16 normal samples of gold finger are employed for training. All the normal samples, training images, and the reproduced images by AE have the same dimension \( 256 \times 256 \). That is, the \( S_k, X_k, \) and \( Y_k \) have the same dimension of \( M = 256 \times 256 \). The augmentation process is based on noise corruption operations shown in (8). For an input image from a defective sample, it is then expected that the defective parts of the image may not be reproduced by the AE. Figure 9 shows examples of the input test images and their reconstructions by the AE. The test images are outside the training set. There are two scenarios: one is with a normal input sample, and the other is with a defective input sample. All the input test images considered in the examples are outside the training set. We can observe that, for the scenario with a normal sample shown in Figure 9a,b, the input image can be accurately reproduced. On the contrary, for the scenario with a defective sample, revealed in Figure 9c,d, the reconstruction is not...
accurate. In fact, most of the defective regions are removed on the output image. We can then view the image produced by the AE as the template for the defect detection.

Figure 8. Examples of normal or defective samples of gold finger connector images. (a) Normal samples with no defects; (b) defective samples.

Figure 9. Examples of the input test images and their reconstructions by the AE for gold finger connector images: (a) normal test sample; (b) reconstructed normal test sample by the AE; (c) defective test sample; (d) reconstructed defective test sample by the AE.
The reconstructed images produced by the AE can be segmented into two regions (i.e., $N = 2$): one is the gold finger area, and the other is the area outside the gold finger connector. The corresponding FCN for the segmentation is trained by the images reproduced by the AE. There are 100 images for the FCN training. Figure 10 shows the results of image segmentation produced by the FCN. All the test images considered in the examples are outside the training set. It can be observed from Figure 10 that the gold finger areas can be accurately identified for the test images considered in the experiments.

![Figure 10](image1.png)

**Figure 10.** Examples of segmentation results produced by FCN for the images of gold finger connectors. (a) The input images to the FCN; (b) the segmentation results, where the white areas are the gold finger area, and the black areas are the area outside gold finger connector.

The general inspection procedure outlined in Algorithm 1 can be further simplified for the inspection of the gold finger connector. In this case, the focus of the surface inspection is actually on the white areas produced by the FCN shown in Figure 10b, which correspond to the gold finger area. Only the L2 distance of each block $y$ located in the white area of the reconstructed test image produced by the AE, as well as the corresponding block $x$ in the original test image, is measured. When the resulting L2 distance is larger than a pre-specified threshold, the block is said to be defective. In addition to detection, we also provide a simple visualization scheme, as shown in Figure 11, where the original test image is superimposed by the defective blocks. The defective blocks are marked as red, orange, or yellow blocks, depending on their corresponding L2 distance measurements. In this way, the quality of the surface inspection can be directly observed.

To show the effectiveness of the proposed algorithm based on the visualization scheme shown in Figure 11, a number of examples for the defective samples and their detection results are revealed in Figure 12. To facilitate the observation, the ground truth of the samples is also included. It can be observed from Figure 12 that, although the diversities of defects are high, they are effectively identified. This is because the AE is able to reproduce defect-free templates from the defective samples. Furthermore, the proposed FCN can accurately identify the gold finger areas from the templates.
Figure 11. The proposed visualization scheme for the inspection results: (a) visualization results for a normal sample; (b) visualization for a defective sample; (c) colors and their corresponding $L_2$ distances.

Figure 12. Examples of the defective samples, their ground truth, and inspection results for gold finger connectors: (a) defective samples; (b) ground truth; (c) inspection results.
3.2. Surface Inspection for the Backplate of a GPU Card

In addition to a gold finger connector, the experiments for surface inspection for the backplate of a display card are also considered. The training set for the experiments contains 100 images (i.e., $K = 100$) augmented from the 16 normal samples of the backplate of the display card. The dimension of images $S_k$, $X_k$, and $Y_k$ for the experiments is $M = 512 \times 512$. Figure 13 shows examples of normal and defective samples of the backplate and their corresponding templates produced by the AE. We can observe from Figure 13 that accurate reconstruction is possible for normal samples. Furthermore, the AE is able to remove most of the defective regions for the flawed samples. Therefore, similar to the results shown in Figure 9 for the gold finger area, images produced by the AE can also be effectively used as templates for the backplates for surface inspection.

![Figure 13. Examples of the input test images and their reconstructions by the AE for the backplate surface of a display card: (a) normal test sample; (b) reconstructed normal test sample by the AE; (c) defective test sample; (d) reconstructed defective test sample by the AE.](image)

Due to the high complexities of the surface of a backplate, it may be necessary to separate the surface of the backplate into more than two regions. An example is to separate the surface into five regions. An individual region can then be inspected independently with its own threshold value. The segmentation results produced by the FCN for various test images are shown in Figure 14, where each region is associated with a different color.
From Figure 14, we see that the fan of the backplate is separated into blue and yellow areas, where the blue regions indicate the fan blades and fan center. The remaining part of the fan is colored by yellow. The area outside the fan of the shell is segmented into three regions, labeled by green, red, and black colors, respectively. The green region has higher brightness than that of the other two areas. On the contrary, the black region has lower brightness. We can observe from Figure 14 that the FCN is able to effectively separate each test image into these different regions for subsequent inspections.

Figure 15 shows some visualization results for the inspection of the backplate surface. We can observe from Figure 15 that the proposed algorithm is able to identify the defective areas effectively, even though some areas are actually small. In addition to the effectiveness of the AE for producing the templates, the high accuracy for the segmentation of templates by the FCN plays a key role in the surface inspection. The segmentation process allows the inspection for each region to be carried out independently by selecting the threshold best-matched to that region.

Figure 14. Examples of segmentation results produced by FCN for backplate images. (a) The input images to the FCN; (b) the segmentation results, where the surfaces are separated into five regions labeled by blue, yellow, red, green, and black colors, respectively.
Figure 15. Examples of the input samples, their ground truth, and inspection results for the backplate of a display card: (a) input samples; (b) ground truth; (c) inspection results.

3.3. Numerical Evaluation

In addition to the visualization, the numerical evaluation of the proposed algorithm is also included in this study. For the gold finger images, the evaluation is based on the receiver operating characteristic (ROC) curve [28] of a test set containing 64 images of normal or defective samples. The ROC curve is acquired by plotting the true positive rate (TPR) against false positive rate (FPR) at various threshold settings. Let $A$ and $B$ be
the total number of normal and defective samples in the test set, respectively. Among \( A \) normal samples, let \( C \) be the number of samples which are incorrectly found to be defective. In addition, let \( D \) be the number of samples correctly found to be defective among the \( B \) defective samples. We then define \( \text{TPR} = \frac{D}{B} \) and \( \text{FPR} = \frac{A}{C} \), respectively. Figure 16 shows the resulting ROC for the proposed algorithm and the AE algorithms in [14,24]. To achieve fair comparisons, the AEs of all the algorithms are based on the architecture shown in Figure 4. The training set for the AE in [14] contains only images from normal samples. By contrast, the AE in [24] is a denoiser trained by images corrupted by Gaussian noises with noise-free images as ground truth.

\[
\text{TPR} = \frac{D}{B}, \quad \text{FPR} = \frac{A}{C}
\]

**Figure 16.** The ROC curve for the inspection of gold finger area for various algorithms: (a) ROC curve of the proposed algorithm, (b) ROC curve for algorithm in [14], (c) ROC curve for algorithm in [24].

Based on the ROC curves, the area under ROC (AUROC) of each algorithm is also measured. As shown in Table 4, the AUROC for the proposed algorithm and algorithms in [14,24] are 0.978, 0.690, and 0.859, respectively. The study in [14] does not perform well because the AE is trained by only normal images. It may not be able to effectively remove defective parts of test images for template matching. Based on the denoiser AE and the FCN-based template matching, the proposed algorithm has better AUROC performance over the algorithms in [14,24].

Because the diversities for the region outside gold finger area may be large even for the normal samples, the same AE may then have different capacities for the reconstructions of the regions inside and outside the gold finger area. A unified treatment for all the regions may then introduce higher FPRs and/or lower TPRs. As a result, although the algorithms in [14,24] are also based on AEs, the algorithms inspect all the regions by the same threshold. They may then have inferior AUROC performance. On the contrary, the proposed algorithm leverages the results of the FCN so that the template matching can be carried out only for the gold finger area. An accurate detection with a superior ROC curve can then be attained.

The ROC curve for the inspection of the backplate surface for various techniques is revealed in Figure 17. The numerical evaluation is based on a test set containing 64 normal or defective backplate surface images. We can see from Figure 17 that the proposed algorithm has superior performance. Without the employment of FCN, it would be difficult to find a threshold well-suited for all regions on the surface of the backplate for the defect detection. Consequently, we can see from Table 4 that the AUROCs of the algorithms in [14,24] are only 0.674 and 0.886, respectively. By contrast, the proposed algorithm is still able to achieve a high AUROC of 0.983 even for the inspection of the backplate surface. It can then be concluded that the proposed algorithm offers reliable inspection results for complex surfaces.
The ROC curve for the inspection of backplate surface for various algorithms: (a) ROC curve of the proposed algorithm; (b) ROC curve for algorithm in [14]; (c) ROC curve for algorithm in [24].

In addition to the AUROC, the latency for the inference operations for the algorithms is also included in Table 4. In the experiments, the inference operations are carried out by the NVIDIA RTX 2070 GPU platform. It can be observed from Table 4 that the latency of the inference operations over the gold finger images is lower than that over the shell surface images for a given algorithm. The inspection for gold finger images can be faster because they have smaller image sizes as compared with the backplate surface images (i.e., $256 \times 256$ vs. $512 \times 512$). We can also see from Table 4 that the proposed algorithm has larger latency for the inference operations. This is because the proposed algorithm requires additional FCN-based template matching operations. Nevertheless, based on the latency, high throughput inspection can still be attained. In fact, for the gold finger images, the latency is 4.1 ms. The maximum throughput for the inspection would then be 243 frames per second (fps). For the backplate surface, the latency is increased to 47.3 ms. The maximum throughput could still achieve 21 fps for the inspection. All these facts show the effectiveness of the proposed algorithm.

Table 4. Summary of AUROC and inference latency for various algorithms.

|                          | The Proposed Algorithm | Algorithm in [14] | Algorithm in [24] |
|--------------------------|------------------------|-------------------|-------------------|
| **Gold Finger**          | AUROC                  | 0.978             | 0.690             | 0.859             |
| (256 × 256)              | Latency                | 4.1 ms            | 1.7 ms            | 1.7 ms            |
| **Backplate Surface**    | AUROC                  | 0.983             | 0.674             | 0.886             |
| (512 × 512)              | Latency                | 47.3 ms           | 7.3 ms            | 7.3 ms            |

4. Conclusions

The experimental results have revealed the effectiveness of the proposed algorithm for surface inspection. Only normal samples are required for the proposed algorithm. A simple data augmentation scheme is adopted for the generation of defective images for the training of the neural networks. This could facilitate the collection of a training set for the algorithm. In addition, the ability for the self-generation of the template by the AE for an input test image is beneficial for lifting the restriction on the synchronization between the position of the test image and the template. Flexibility for the inspection process can be improved. The segmentation operations carried out by the FCN can separate the templates into different regions for independent inspection. Both the self-generation and segmentation operations for templates could effectively enhance both the robustness and accuracy for defect detection. Experiments on the gold finger areas and the backplate surface of a display card have been conducted. Both the visualization and numerical results are provided. We conclude from the results that the proposed algorithm provides an effective solution for defect detection applications where flexibility, reliability, and accuracy of the inspection are important concerns.
Regarding future research of the proposed study, labeling would be a potential extension. In the proposed algorithm, the coherent regions of the test targets are specified and labeled by direct visual observation. Efforts are therefore required for accurate labeling. Degradation in performance may be possible with improper labeling. Semi-supervised techniques for the proposed system are then desired for alleviating the efforts for labeling. The techniques are expected to provide accurate detection even with noisy labels. The higher robustness against noisy labels would be beneficial for the deployment of the proposed algorithm for new inspection targets with minimal labeling efforts.
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AE       Autoencoder
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FPR     False Positive Rate
IoT     Internet of Things
ReLU    Rectified Linear Unit
ROC     Receiver Operating Characteristic
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