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ABSTRACT
We prove two broadcast lower bounds for a wireless network model that includes unreliable links. For deterministic algorithms, we show \( n - 1 \) rounds are required, where \( n \) is the number of processes. For randomized algorithms, \( \epsilon(n - 1) \) rounds are required for success probability \( \epsilon \). In both cases, the bounds are proved for a network in which constant-time broadcast is possible.

Categories and Subject Descriptors
C.2.1 [Network Architecture and Design]: Wireless Communication

General Terms
Algorithms, Theory

1. INTRODUCTION
We consider a wireless network model based on a pair of graphs, \( G \) and \( G' \), where \( G \) represents reliable communication links and \( G' \) represents both reliable and unreliable links. This model reflects a key aspect of the behavior of real wireless networks: some links are always reliable while others are unreliable—sometimes delivering messages and sometimes not. (Such a dual-graph model is used, for example, in [3].) This model appears to be significantly less powerful than models based on single graphs, due to the fact that processes cannot easily discover which edges are reliable. It is also similar to the quasi-unit-disk model [1, 4]. The key difference, however, is that we allow links to fluctuate between delivering and not delivering messages throughout an execution, whereas the quasi-unit-disk model resolves the uncertainty permanently at the beginning of the execution.

In this paper we use the dual-graph model to study the fundamental problem of broadcasting a single message. We assume processes can have unique ids and know the graph topology, but do not know a priori their location in the graph. We show lower bounds on the time required to complete the broadcast of a single message for both deterministic and randomized algorithms. We show these bounds to be significantly worse than the optimal time possible if the processes had full information about the network.

2. MODEL
Fix some \( n > 2 \). We define a network \((G, G')\) to consist of two graphs \( G = (V, E) \) and \( G' = (V, E') \), where \( V \) is a set of \( n \) wireless nodes and \( E \subseteq E' \). We define an algorithm \( A \) to be a collection of \( n \) processes. An execution of an algorithm \( A \) on network \((G, G')\) first fixes some bijection \( \text{proc} \) from processes of \( A \) to \( V \). It then proceeds in synchronous rounds 1, 2, .... Fix some node \( v \in V \). In each slot, \( v \) may or may not send a message, as indicated by its process (\( \text{proc}(v) \)).

To model communication, we use \( G \) and \( G' \). A message sent by \( v \) reaches every neighbor of \( v \) in \( G \) and some subset of \( v \)'s neighbors that are in \( G' \) but not \( G \). The choice of this subset is nondeterministic and can vary from round to round. What node \( v \) receives is determined by the messages that reach it: if no message reaches \( v \), it receives \( \bot \); if exactly one message reaches \( v \), it receives just that message; if two or more messages reach \( v \), it receives \( \top \), indicating a collision.

We use \([x]\) to refer to the set \( \{1, ..., x\} \). For a fixed algorithm \( A \), we assign each process a unique label from \([n]\). Given an execution of \( A \) in some network \((G = (V, E), G' = (V, E'))\), we use \( \text{ID}_v \), for every \( v \in V \), to refer to the label of the process assigned to \( v \) by \( \text{proc} \) in this execution. This labelling is a convenience for our discussions, we do not necessarily assume that the labels are encoded in the processes definitions. When we refer to “process \( i \)” in a given execution, we mean the process assigned label \( i \).

3. THE BROADCAST PROBLEM
The broadcast problem requires the dissemination of a message from a single source node to all nodes. To simplify our lower bounds, we assume that the processes in a broadcast algorithm treat the message like a black box; i.e., behave the same regardless of the message contents. We say
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a network \((G,G')\) is \(k\)-broadcastable if and only if for every source there exists a sequence of broadcasts that disseminates the message to all nodes within \(k\) rounds, regardless of the resolution of the communication non-determinism.

4. LOWER BOUNDS

We begin with a deterministic lower bound that shows that even on a network where fast broadcast is possible, a linear number of rounds is required.

**Theorem 1.** There exists a 2-broadcastable network \((G,G')\), such that there does not exist a deterministic algorithm \(A\) that solves broadcast in less than or equal to \(n-2\) rounds in \((G,G')\).

**Proof.** Let \(G\) be a clique consisting of \(n-1\) nodes, with one additional node \(r\) that is connected to a single node \(b\) in the clique. Specifically, \(G = (V,E), |T| = n-2, V = T \cup \{b,r\}, E = \{(u,v) | u,v \in (T \cup \{b\}), u \neq v \} \cup \{b,r\}\). Thus, node \(b\) is a “bridge” node that connects the clique to \(r\). Assume \(G'\) is the complete graph over \(V\). The network \((G,G')\) is clearly 2-broadcastable: the source broadcasting followed by \(b\) broadcasting will always deliver the message to all nodes. In all executions involving this network, we assume that the adversary resolves the communication non-determinism as follows: If more than one node transmit a message in the same time slot, all messages reach all nodes and thus all nodes receive \(T\) from the collision detection. If a single node in \(T\) transmits a message, the message reaches only the nodes in \(T \cup \{b\}\) and thus \(r\) receives \(\bot\). If only \(r\) or only \(b\) transmits a message, the message reaches all nodes.

Assume for the sake of contradiction that there exists an algorithm \(A\) that solves broadcast in network \((G,G')\) in \(n-2\) rounds. For every \(i \in [n-1]\), we fix an execution \(\alpha_i\) of \(A\), with our specified adversary, in which \(ID_b = i, ID_r = n\), and the node \(v\) with \(ID_v = 1\) is the source. We claim that for every \(k \in [n-2]\), there exists a subset \(I_k \subseteq [n-1]\) such that: (a) \(|I_k| \geq n-1-k\); (b) for every \(i \in I_k\), process \(i\) does not broadcast alone in the first \(k\) slots of \(\alpha_i\); and (c) for every \(j \in [n]\), and every \(i_1, i_2 \in I_k\), process \(j\) is in the same state after \(k\) rounds in both \(\alpha_{i_1}\) and \(\alpha_{i_2}\).

We prove the claim by induction on \(k\). The base case \(k = 0\) is trivial. Assume the hypothesis holds for some \(k < n-2\). Let \(B\) be the set of processes that broadcast in round \(k+1\) for every execution \(\alpha_i\) where \(i \in I_k\). (By condition (c), this set is the same in all such executions.) If \(B = \{i\}, i \in I_k\), then we define \(I_{k+1} = I_k \setminus \{i\}\). Otherwise, we set \(I_{k+1} = I_k\). By construction, conditions (a) and (b) hold for \(I_{k+1}\), we focus, therefore, on condition (c). Fix some process \(j\). We show that \(j\) receives the same thing in round \(k+1\) of every \(I_{k+1}\) execution and therefore is in the same state after this round in each of these executions. If \(|B| > 1\), then \(j\) receives \(\bot\) in each execution, if \(B\) contains only a single process \(j'\) assigned to a node in \(T\), then every process except \(n\) receives the message while \(n\) receives \(\bot\), and, finally, if \(B = \{n\}\) then all nodes receive its message. To conclude the proof, we consider some \(i \in I_{n-2}\). By our above claim, the bridge process \(i\) does not broadcast alone in the first \(n-2\) rounds of \(\alpha_i\), preventing process \(n\) from receiving the message during this interval. This contradicts the correctness of \(A\). \(\square\)

We now prove a similar result holds for randomized algorithms.

**Theorem 2.** There exists a 2-broadcastable network \((G,G')\) such that there does not exist a randomized algorithm \(A\) and integer \(k, 1 \leq k \leq n-2\), where \(A\) solves broadcast in \(k\) rounds in \((G,G')\) with probability greater than \(k/(n-1)\).

**Proof.** Fix \((G,G')\) as in Theorem 1, and some randomized algorithm \(A\) and integer \(k, 1 \leq k \leq n-2\). Assume for contradiction that \(A\) solves broadcast in \(k\) rounds in \((G,G')\) with probability greater than \(k/(n-1)\). Recall that for any deterministic algorithm, our proof of Theorem 1 exhibits a subset \(I_k \subseteq [n-1]\) with \(|I_k| \geq n-1-k\) such that, for every \(i \in I_k\), \(i\) does not broadcast alone in the first \(k\) rounds in \(\alpha_i\). For the randomized algorithm \(A\), each way of fixing the random choices (using a predetermined choice sequence) yields a deterministic algorithm, and so also yields such a subset \(I_k\) with the same properties with respect to the \(\alpha_i\) defined for these fixed choices. From the probability distribution of random choices we derive a probability distribution of subsets \(I_k\), each with at least \((n-1-k)\)-elements from \([n-1]\). There must exist some process \(i\) such that a subset \(I_k\) chosen by this distribution includes \(i\) with probability at least \((n-1-k)/(n-1)\). This \(i\) does not broadcast alone in the first \(k\) rounds in any of the executions associated with these subsets. Have the adversary fix \(ID_b = i\). It follows that with probability at least \((n-1-k)/(n-1)\) the random choices prevent process \(i\) from broadcasting alone in the first \(k\) rounds. Because \(i\) is the bridge, it follows that with this probability the message does not get to \(n\) within this time, contradicting the success probability assumption for \(A\). \(\square\)

5. CONCLUSION

Theorems 1 and 2 describe fundamental limitations on the power of wireless networks with unreliable communication. The uncertainty induced by this unreliability requires even randomized solutions to run slowly on networks for which fast broadcast is possible.
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