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**ABSTRACT**

The increasing demand for water arising from global population growth and urbanization in recent years is stressing the water supply to its limits. By 2025, 1.8 billion people will experience absolute water scarcity, and 2/3 of the world will be living under water-stressed conditions [1-2]. Neural networks have proved to be an apt approach for water leakage detection as they have the best and most extensive reach on the problem owing to their computational nature. They do not any have basic flaws unlike alternate methods like leakage detection using acoustic sensors which cannot differentiate between spikes in flow and leakage. They are a flexible and efficient approach to detection of leakages in water distribution networks. According to an inquiry made by the International Water Supply Association (IWSA), the amount of lost or “unaccounted for water” (UFW) is typically in the range of 20–30% of production[3]. In this project, a neural network model is proposed for detection and location of leakages in the pipes based on pressure values from sensors deployed along the pipeline. The network is initially trained using these pressure values and can then be used to detect abnormalities in the readings which can be due to leakages. The open source tool used to develop this model is Neuroph Studio. Neuroph is a neural network framework written in Java. It can be used to create and train neural networks in Java programs. Neuroph provides Java class library as well as GUI tool to quickly create Java neural network components. The model consisting of a multilayer perceptron neural network identifies simultaneous leakages in multiple regions successfully. When the size of the input dataset increases from a set of 10 values to a set of 1500 values, the mean square error of outputs increases by 128 times. But when this change is from a set of 1500 values to a set of 12000 values, the mean square error increases by 1.6 times. Thus, the total mean square error decreases drastically with the increase in input size, leading to the conclusion that the model is stable and scalable.
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1. INTRODUCTION
In recent years, there has been a rising interest for water because of the rising worldwide population and urbanization. On the other hand, water infrastructure such as pipes has been deteriorating due to aging. Under these conditions, new technologies in the water infrastructure have been required to enable the distribution of high quality water to users in a safe and cost effective manner, from the perspective of efficiently using our world’s precious water resources. The proposed system uses an artificial neural network to detect the leakage points in a water pipeline. ANNs have found wide application in simulating very complex relationships and as such found wide application in modelling water resources management problems including leakage detection, water distribution network optimization, water pipeline replacement and rehabilitation, water demand forecasting, and pressure monitoring. The type of neural network used in the proposed system is a multilayer perceptron neural network. The Multi-layer Perception Neural Network (MLP) is a network in which there is an input layer consisting of nodes that simply accept the input values. The outputs of neurons in a layer are inputs to neurons in the next layer. The last layer is called the output layer. Layers between the input and output layers are known as hidden layers.

2. LITERATURE SURVEY
On-Line Monitoring System of Water Leakage Detection in Pipe Networks with Artificial Intelligence [4]: The above mentioned paper uses the Radial basis Neural Network for modelling. It is a multilayer perceptron, which considers the median value of data and the distance between the data while setting the weight values of the neural network. The training data is obtained using the Hydraulic simulation tool. Smart Water Monitoring System Using Wireless Sensor Network at Home/Office[5]: The Smart Water monitoring System proposed in the paper uses light and water sensors to detect the height of water in the reservoir. In case of leakage detection in pipes, Pressure sensors are used. This sensor is fixed between the pipes. In case any pipes burst, it will be indicated to the agent and the underground sensor uses a force sensitive resistors (FSR) for pressure measurements in the proposed WSN for pipeline monitoring [6]. Application of SVM and ELM Methods to predict Location and Magnitude Leakage of Pipelines on Water Distribution Network [7]: This paper presents the method to predict the location of leakage and Magnitude of leakage using Support vector machines and Extreme learning Machine (ELM). The water network is modelled in EPANET and the data is retrieved for training purpose. This paper compares the above two machine learning techniques and concludes that the ELM approach is better in terms of accuracy than the SVM. An approach to leak detection in pipe networks using analysis of monitored pressure values by support vector machine [8]: The mining of data obtained by collection of pressure sensors values to obtain the information about the location and size of leaks. With the help of this model the data sets are obtained which are further used for training and testing. If the training data has continuous values in the output, then SVM is implemented as a regressor so that it acts as function approximate or if the output values are in different classes then SVM is trained as Classifier. Simulation of Water Distribution Networks the Use of EPANET [9]: The simulation of water distribution networks (WDNs) using EPANET. The optimal design of water distribution networks. Minor losses caused by bends and fittings can also be accounted for by assigning the pipe a minor loss coefficient. The hydraulic head lost by water flowing in a pipe walls. Hydraulic Modelling of the Water Distribution System of Tavua/Vatukoula, Fiji [10]: A water supply distribution system comprises of a complex network of interconnected pipes, service reservoirs and pumps. The hydrological interpretation is difficult given no records of mine abstraction, and there are gaps in the hydrological flow records, which have required synthetic substitution based on the Nakauvdra catchment flow records. Just as storm sewer analysis is
driven by the watershed runoff flow rate, water distribution system analysis is driven by customer demand. Water usage rates and patterns vary greatly from system to system and are highly dependent on climate, culture and local industry.

2.1. Problem Definition
The task at hand is to develop a water pipeline monitoring and maintenance support system which periodically collects data and analyses it, to detect and locate leakages and send warnings to the user. The system should be automated and should have the least possible manual interruptions required in the maintenance of the system to ensure it is efficient and fast.

2.2. Organization of paper
The following part of paper describes the designing of our proposed approach in section II. It describes the network architecture and subsystem structure. Section III shows the results and efficiency of proposed system and is explained while considering different scenarios. In Section IV the proposed work is concluded.

3. PROPOSED APPROACH
The problem was addressed by adopting a neural network paradigm. The water pipeline is treated as a set of regions which each start and end at pressure sensors. These pressure sensor readings serve as input to the system. The system consists of a recurrent multilayer perceptron neural network. This network identifies regions of the pipeline with leakages when it is fed with input pressure readings [11]. The network consists of four layers where two are hidden layers while the other two are input and output layers [12-14]. These layers are interconnected to each other in the following manner: First layer of network which is the input layer with 8 neurons and 1 bias neuron is connected to all the layers below it. The second layer (the first hidden layer) of the ANN is connected to third layer, and this third layer (the second layer) is connected to the fourth layer (the output layer) and this layer is also connected to its previous layer to form a cycle [15]. The hidden layers do not have bias neuron. The activation function chosen for the network is the sigmoid function. The learning rule for the network is back propagation with gradient descent algorithm [16-22]. This ANN is trained and tested with the extracted data (pressure values). In figure 1.1 the 8 input layer neurons represent the 8 sensors, and the 7 output layer neurons represent the 7 regions, in which the leakage may occur. The ANN takes input pressure values and gives the probability of leakage in each region as output. This output is stored as a csv file. A website is created to display the results of the processing in the form of comprehensive graphs. This website takes the csv file as input.

![Figure 1: Pipeline region division](image)

System Architecture

Large systems are decomposed into subsystems that provide some related set of services. The initial design process of identifying these sub-systems and establishing a framework for subsystem control and communication is called architectural design and the output of this design process is a description of the software architecture.
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The architectural design process is concerned with establishing a basic framework for a system. It involves identifying the major components of the system and communications between these components. The System consists of the user, who gives the access to the Pressure sensor readings dataset to the Leakage Detection model, as shown in Figure 2.1. The multilayer perceptron neural network is then trained with the training dataset. The network, is later tested with testing dataset, and presence or absence of a leakage point is found. The network also shows the Network Error graph.

**Figure 2: Overall Architecture of the System**

Neural Network structure: The multilayer perceptron developed has four layers. 1. Input layer: It has eight neurons receiving input from eight sensors. 2. First Hidden layer: It has ten hidden neurons which receive inputs from the input layer as well as from the next hidden layer (Back propagation). 3. Second Hidden layer: It has eight hidden neurons, which receive inputs from first hidden layer and the input layer. 4. Output layer: It has seven output neurons. The output neurons represent seven regions between the eight sensors.

**Figure 3: Multilayer perceptron neural network */

4. RESULTS AND EFFICIENCY
The Leakage Detection System was carried out as a part of an automation system for immediately finding a leakage point in a WSN connected pipeline network. The system was successfully tested for deployment. This chapter lists the results of the experiment conducted and the inferences that were made from the testing. The evaluation metrics have been listed and the results have been accordingly listed out in this chapter. The results were obtained from a combination of the information acquired through initial process discovery as well as statistics gathered from multiple runs of the system.

The system was mainly designed to reduce human effort in a nearly deterministic process. Hence, the best metric to determine the success of the system is a comparison between the
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human and the system using various real-time reading metrics of the leakage data. The detection is taken as a metric here, and comparisons are performed based on the same.

The dataset on which the experiment was conducted was the set of sensor readings. The data was obtained over the course of different runs of the pipeline. The performance metrics have been compared with the values measured manually during the same period. The dataset used for training the network had 12000 values which were a mixture of sets containing leakage in every region and sets with leakage in multiple regions.

The leakage detection model is meant to reduce human effort in determining the leakage point and avoiding loss of water. It is multiple times faster than a human performing the same task. The convention taken in this task is, that in case of leakage the Actual Output is 1, and 0 in case of no leakage. So, the measured expected output is either 0 or 1

Table 1: Input for different Regions

| Case No. | Input 1 | Input 2 | Input 3 | Input 4 | Input 5 | Input 6 | Input 7 | Input 8 | Region 1 | Region 2 | Region 3 | Region 4 | Region 5 | Region 6 | Region 7 |
|----------|---------|---------|---------|---------|---------|---------|---------|---------|----------|----------|----------|----------|----------|----------|----------|
| 1        | 8.129918 | 20.22341 | 7.25018 | 5.925812 | 8  | 10.1794 | 0  | 10.1794 | 3  | 5.79393  | 4.86365  | 4.32676  | 0  | 0  | 0  | 0  | 0  | 0  |
| 2        | 7.129412 | 11.73411 | 7.25128 | 5.946175 | 4  | 11.0172 | 2  | 5.646745 | 3  | 4.94129  | 4.38512  | 0  | 0  | 0  | 0  | 0  | 0  |
| 3        | 8.129856 | 20.22341 | 4.374389 | 0.91406 | 7  | 11.0163 | 2  | 5.86723 | 5  | 4.94129  | 4.38512  | 0  | 0  | 0  | 0  | 0  | 0  |
| 4        | 8.129856 | 20.22341 | 7.374389 | 4.94406 | 7  | 10.0155 | 2  | 5.86723 | 5  | 4.94129  | 4.38512  | 0  | 0  | 0  | 0  | 0  | 0  |
| 5        | 7.167907 | 20.22341 | 7.25018 | 5.925812 | 8  | 10.1794 | 0  | 10.1794 | 3  | 5.79393  | 4.86365  | 4.32676  | 0  | 0  | 0  | 0  | 0  | 0  |
| 6        | 8.020564 | 20.23341 | 7.314385 | 6.96428 | 9  | 10.96725 | 4  | 2.91725 | 4  | 4.94129  | 4.42609  | 0  | 0  | 0  | 1  | 0  | 0  |
| 7        | 9.020226 | 20.23341 | 7.291226 | 6.96428 | 9  | 10.96725 | 5  | 3.91725 | 2  | 4.94129  | 4.32612  | 0  | 0  | 0  | 0  | 0  | 1  |
| 8        | 8.020564 | 20.23341 | 7.291226 | 6.96428 | 9  | 10.96725 | 5  | 3.91725 | 2  | 4.94129  | 4.32612  | 2.32594  | 0  | 0  | 0  | 0  | 0  | 1  |
| 9        | 8.920251 | 11.73341 | 7.25128 | 6.96428 | 9  | 2.914162 | 5  | 3.91725 | 2  | 4.94129  | 4.38512  | 1  | 0  | 0  | 1  | 0  | 0  |
| 10       | 9.920251 | 11.73341 | 4.314385 | 6.96428 | 11.96037 | 4  | 2.91725 | 4  | 4.94129  | 4.38512  | 1  | 0  | 0  | 1  | 0  | 0  |

The table 6.1 shows the various input values and the regions corresponding to it. It has eight inputs, as selected in the Multilayer perceptron neural network. Every two inputs have a region between them, forming seven distinct regions.

Table 2: Resultant values in the network
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In Table 6.2, the Final results are shown considering a sample leakage point. The output for different regions is shown. Here AO means Actual Output of the region and E means the error in the output of the region. We can see that the actual output very closely matches the expected output. The error seen is minimal. Thus, the system gives optimal results.

The total network error graph of the network is calculated and given below in Figure 6.1. The error network graph shows that with the increase in iterations the error decreases to a particular point, where further iterations cause very less impact on error. This indicates that the model works efficiently with considerable size of dataset and efficiently determines the leakage point. Assuming the threshold is 0.5 (Output values greater than 0.5 implies Leakage). The output values which have values less than 0.5 shows that there is no leakage in that region. The network identifies leakages in each region individually. In datasets, where there is only a single point of leakage, the network successfully identifies that region. The network also identifies leakages in case of multiple regions of leakage successfully. The output shows all the regions with leakage with values above 0.5

![Figure 4: Total network Error graph](image)

CONCLUSION

The neural network paradigm for the problem is currently the most effective possible and most beneficial approach. The multilayer perceptron leakage detection model has proved to be accurate and stable as the size of the data to be processed increases. Learning occurs in the perceptron by changing connection weights after each piece of data is processed, based on the amount of error in the output compared to the expected result [12]. The extraction module reads the dataset from csv files and feeds the values to the neural network. The neural network then processes this data gives marked regions as the output. The leakage detection model is capable of detecting both single and multiple regions of leakage with good accuracy. The leakage points are shown in the dashboard for comfortable and comprehensive viewing of the leakage points. The dashboard dynamically updates the set of leakage points, based on the dataset used in the network [25]. The total mean square error achieved in the output values is considerably low and the model stabilizes as the input data size increases (as the increase in error saturates). Thus, the model is efficient, reliable and scalable.
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