Emergence of criticality through a cascade of delocalization transitions in quasiperiodic chains
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Conduction through materials crucially depends on how ordered they are. Periodically ordered systems exhibit extended Bloch waves that generate metallic bands, whereas disorder is known to limit conduction and localize the motion of particles in a medium [1, 2]. In this context, quasiperiodic systems, which are neither periodic nor disordered, reveal exotic conduction properties, self-similar wavefunctions, and critical phenomena [3]. Here, we explore the localization properties of waves in a novel family of quasiperiodic chains obtained when continuously interpolating between two paradigmatic limits [4]: the Aubry-André model [5, 6], famous for its metal-to-insulator transition, and the Fibonacci chain [7, 8], known for its critical nature. Using both theoretical analysis and experiments on cavity-polariton devices, we discover that the Aubry-André model evolves into criticality through a cascade of band-selective localization/delocalization transitions that iteratively shape the self-similar critical wavefunctions of the Fibonacci chain. Our findings offer (i) a unique new insight into understanding the criticality of quasiperiodic chains, (ii) a controllable knob by which to engineer band-selective pass filters, and (iii) a versatile experimental platform with which to further study the interplay of many-body interactions and dissipation in a wide range of quasiperiodic models.

Coherent localization of waves is one of the most fundamental effects affecting conduction properties of materials [2]. In pristine periodic mediums, wavelike excitations are expected to propagate ballistically, following their specific wave equation. Commonly, the presence of disorder reduces the wave propagation, possibly driving it to a diffusive instead of a ballistic regime. With increasing disorder in a system, a metal-to-insulator transition occurs and the waves localize. This is known as Anderson’s localization transition [1, 2, 3, 5]. Such disorder effects are found in a variety of physical systems [10, 11].

Wave propagation in quasiperiodic media is more complex [3]. These systems are ordered but non periodic, and thus fall in between periodic and randomly disordered systems. The physics of quasiperiodic systems is known to show a plethora of unconventional phenomena such as a one-dimensional (1D) localization transition at a finite (quasi-)disorder strength [5, 6, 12], fractal eigenmodes [7, 8], and critical behavior [3, 6]. Among the variety of quasiperiodic models, two canonical examples are the Aubry-André (AA) [5, 6] and the Fibonacci model [7, 8], which are currently drawing much attention, in particular, in the context of many-body localization [13–17]. The quasiperiodicity of the AA model enters in the form of an on-site cosine modulation incompatible with the underlying periodic lattice spacing, whereas the Fibonacci model has a modulation with two discrete values that appear interchangeably according to the Fibonacci sequence. Interestingly, the AA and the Fibonacci modulations have very different localization properties. Specifically, the AA model shows a unique self-dual localization transition [5, 6], whereas the Fibonacci model always has critical wave functions [7, 8]. Recently, it has been shown that these two paradigmatic models belong to the same topological class and can be viewed as two limits of an interpolating Aubry-André-Fibonacci (IAAF) model [4, 18, 19]. The IAAF model has been useful for the description of the topological properties of Fibonacci chains [4, 18, 19], and for generating topological pumps [15, 21]. The IAAF model also provides a unique playground to explore how criticality develops during a smooth interpolation between the AA and Fibonacci models.

In this work, we investigate, both theoretically and experimentally, the localization phase diagram of the IAAF model. We show that, along the continuous deformation of the AA into a Fibonacci model, eigenmodes undergo a cascade of band-selective localization/delocalization transitions. We report an experimental observation of such transitions using polaritonic one-dimensional (1D) chains, where we take advantage of the fact that sculpting polaritonic wires is particularly suitable for direct imaging of the modes both in real and reciprocal space in complex potential landscapes. With our combined theoretical and experimental analysis, we identify the mechanism behind the cascade of localization/delocalization transitions.
transitions: the metallic region of the AA model gradually shrinks as the potential becomes steeper (more pronounced) when the AA morphs into the Fibonacci; the cascade of transitions involves hybridization of localized modes that thus gradually extend to become critical in the limit of the Fibonacci model. Interestingly, the cascade to criticality appears in quantized plateaus that gradually increase the eigenmode localization length. Moreover, the band-selective delocalization offers a mechanism by which to engineer band-pass filters, and puts forward a promising platform to explore the interplay between quasiperiodicity and many-body interactions.

The IAAF model \cite{4, 18, 19} is a 1D tight-binding chain with a quasiperiodic on-site potential modulation

\[ \mathcal{H}_j = \psi_j = t (\psi_{j+1} + \psi_{j-1}) + \lambda V_j(\beta) \psi_j, \]

where \( \psi_j \) is the wave function at site \( j \), \( t \) the nearest-neighbour hopping amplitude, and \( \lambda \) the amplitude of the on-site potential modulation. The on-site potential (see Fig. 1a) is defined as

\[ V_j(\beta) = -\frac{\tanh \beta [\cos (2\pi b j + \phi) - \cos (\pi b)]}{\tanh \beta}, \]

with the spatial modulation frequency taken as the inverse of the golden mean, \( b = 2/(\sqrt{5} + 1) \). Since the frequency \( b \) is irrational, the potential is incommensurate with the underlying lattice and the model is quasiperiodic. The parameter \( \phi \) acts as a global spatial shift of the potential and although crucial for many effects, such as topological pumping \cite{19-21}, it does not affect the localization properties. The tunable parameter \( \beta \) provides a knob by which to interpolate between two known limiting cases: (i) \( \beta \to 0 \) reduces to the AA modulation \cite{5, 22}, up to a constant energy shift \( V_{AA}(\beta) = \cos (2\pi b j + \phi) - \cos (\pi b) \), and (ii) \( \beta \to \infty \) corresponds to a step potential switching between \( \pm 1 \) values according to the Fibonacci sequence \cite{7, 8}.

Unlike standard Anderson localization under on-site disorder \cite{1}, the localization transition for the AA model \((\beta = 0)\) occurs for all eigenmodes at the same nonzero critical point \cite{5, 6} (see x-axis of Fig. 1b). The critical point can be obtained using a self-duality argument \cite{5, 22}: for \( \lambda/t < 2 \), all modes are extended, for \( \lambda/t > 2 \) they are localized, and at the critical point \( \lambda/t = 2 \), all the modes are critical and self-similar with a power-law spatial decay, see Fig. 1b for representative modes in the three scenarios. In the limit of \( \beta \to \infty \), all the eigen-
modes of the Fibonacci model are critical for any finite \( \lambda/t > 0 \) \([7, 8]\). The main goal of this work is to explore the IAAF localization phase diagram and understand how AA modes continuously develop into critical Fibonacci modes. Note that previous studies of deformations of a cosine potential into a step function observed AA modes continuously develop into critical Fibonacci modes. Crucially, the IAAF (2) contains a constant energy shift, \( \cos(\pi b) \), that guarantees the correct Fibonacci limit (\( \beta \to \infty \)).

We first develop an intuitive picture of what we expect to observe: as \( \beta \) increases, the potential becomes steeper (see Fig. 1a), and effectively should lead to stronger localization, i.e., the region where the modes are extended shrinks (see Fig. 1a). More precisely, we theoretically investigate the transition to criticality by computing the IPR of all eigenmodes of Eq. (4) as a function of energy and \( \lambda/t \) \( \to \infty \). The IPR does not evolve monotonously with \( \beta \) but presents a cascade of lobes of higher IPR values (red regions in Fig. 1a) separated by minima of IPR (blue regions in Fig. 1a). Similar lobe structures occur for all eigenmodes (see Supplementary Section 2). At low \( \lambda/t \), when increasing \( \beta \), the region where the eigenmode is decreased, as expected from the steeper potential (see Supplementary Section 1). We now focus on the cascade to criticality for \( \lambda/t = 5.5 \), i.e., starting from the strongly localized AA and continuously evolving toward the Fibonacci limit. As summarized in Fig. 1c, we observe that the lowest set of eigenmodes squeeze into a narrow spectral window, hybridize due to the finite hopping strength \( t \), and delocalize at \( \beta \sim 1.5 \). By further increasing \( \beta \), the modes localize once more with a smaller IPR. This process repeats at each minimum of the IPR, see Fig. 1c. Furthermore, different bands exhibit this cascade at different values of \( \beta \) (see Supplementary Sec-

In Figs. 1a–e, we summarize the IPR values obtained within the tight-binding analysis. Let us start with Fig. 1a, which illustrates the spectral dependence of the IPR for \( \beta = 0 \). The AA localization transition, occurring simultaneously for all eigenmodes at \( \lambda/t = 2 \), is clearly seen. Fig. 1b shows the IPR of the lowest energy eigenmode as a function of the IAAF parameters \( \lambda/t \) and \( \beta \). The IPR does not evolve monotonously with \( \beta \) but presents a cascade of lobes of higher IPR values (red regions in Fig. 1e) separated by minima of IPR (blue regions in Fig. 1e). Similar lobe structures occur for all eigenmodes (see Supplementary Section 1). At low \( \lambda/t \), when increasing \( \beta \), the region where the eigenmode is decreased, as expected from the steeper potential (see Supplementary Section 1). We now focus on the cascade to criticality for \( \lambda/t = 5.5 \), i.e., starting from the strongly localized AA and continuously evolving toward the Fibonacci limit. As summarized in Fig. 1c, we observe that the lowest set of eigenmodes squeeze into a narrow spectral window, hybridize due to the finite hopping strength \( t \), and delocalize at \( \beta \sim 1.5 \). By further increasing \( \beta \), the modes localize once more with a smaller IPR. This process repeats at each minimum of the IPR, see Fig. 1c. Furthermore, different bands exhibit this cascade at different values of \( \beta \) (see Supplementary Sec-

FIG. 2. Continuum IAAF model and its experimental implementation. a, The IPR [cf. continuum version of Eq. (3) in Supplementary Section 4] for the lowest-energy eigenmode of the continuum IAAF model [Eq. (4)]. Two red arrows mark the constant \( \beta \) and \( \lambda \) values used in b and c, respectively. b, The IPR of all eigenmodes of Eq. (4) as a function of energy and \( \lambda \) for \( \beta = 0 \) (AA limit). c, The IPR of all eigenmodes of Eq. (4) as a function of energy and \( \beta \) for \( \lambda = 2.4 \) meV. The region where the lowest band is delocalized is marked with a dashed circle. d, Scanning electron micrograph of two modulated polariton wires implementing the IAAF model for \( \beta = 0 \) and \( \beta = \infty \). (inset) Schematic representation of the cavity structure along the \( z \)-direction, with a single quantum well (QW) embedded between two distributed Bragg reflectors (DBR). On the right, the transverse \( (y \text{-direction}) \) profile of the \( n = 1 \) and \( n = 2 \) polariton subband are depicted; e, The IAAF potential for the \( n = 1 \) [\( n = 2 \)] polariton subband (blue [orange] lines) corresponding to a modulation of the same wire section shown on top (black contour). f, Photoluminescence (PL) intensity measured as a function of momentum \( k \) and energy for a wire corresponding to \( \beta = 0 \) and \( \lambda_1 = 0.2 \) meV. The \( n = 1 \) and \( n = 2 \) sets of subbands are identified. g, PL intensity measured as a function of space \( x \) and energy for the same wire as in f.
tion 2). We conclude that the transition to criticality does not happen uniformly, but instead occurs through successive localization-delocalization transitions.

To observe experimentally the aforementioned localization-delocalization transitions, we engineer cavity polariton samples. This photonic platform has been recently used for the exploration of Fibonacci chains: log-periodic oscillations of the density of states and direct measure of topological invariants could be revealed by optical spectroscopy [23, 25].

The quasiperiodic potential can be treated as a perturbation to the one-dimensional motion of free polaritons, namely, the Hamiltonian of this system can be written as a continuum model

$$\mathcal{H}\psi(x) = \left[ -\frac{\hbar^2}{2m}\nabla^2 + V(x, \beta) \right] \psi(x)$$

(4)

where \(m\) is the polariton mass. The modulation \(V_j(\beta)\), given by Eq. (2), is implemented with a piecewise 1D potential \(V(x, \beta) = V(x/\mu_j(\beta))\), with steps of length \(a\). In Figs. 2a–c, we report the calculated IPR values obtained within the continuum IAAF model (4) (see Supplementary Section 4). For \(\beta = 0\) (Fig. 2b), we observe signatures of the AA localization as a function of \(\lambda_{\text{eff}}\). Note that contrary to the tight-binding model, the localization does not occur simultaneously for all modes and mobility edges appear in the spectrum [26, 29]. For the lowest band, the localization transition occurs at \(\lambda_{\text{eff}} = 1\) meV, approximately at twice the relevant kinetic energy scale in the band (see Supplementary Section 5). Importantly, as reported in Figs. 2a and c, the continuum model also exhibits the lobes of localization-delocalization transitions. Thus either of the two frameworks can be used for experiments.

We fabricated laterally modulated photonic wires based on polariton semiconductor microcavities. The cavity sample is grown by molecular beam epitaxy and cooled down to 4K using a weak non-resonant continuous-wave laser. The excitation spot is elongated along the wires and we analyze the spectrally resolved photoluminescence (PL) signal either in real or in momentum space (see Methods for further details). In Figs. 2d and g, we show an example of such measurements for \(\beta = 0\) and \(\lambda_1 = 0.2\) meV. Polariton subbands corresponding to \(n = 1\) and \(n = 2\) are clearly resolved. The lateral modulation results in the opening of minibands, which are 4 times larger for the \(n = 2\) than for the \(n = 1\) subbands, as expected. In the depicted example, all the polariton modes are extended in real space (see Fig. 2e), indicating that this particular wire implements a metallic phase for the AA model.

Let us now discuss polariton localization properties when increasing the value of \(\beta\). In Figs. 3a–d, we present PL measurements in real and reciprocal space for 4 values of \(\beta\) and constant \(\lambda_{\text{eff}}\). For clarity, these figures only show the \(n = 2\) sub-band that experiences \(\lambda_2 = 2.4\) meV. For \(\beta = 0\) (Fig. 3d), we observe localized emission spots in real space that are dispersed in energy. Accordingly, the emission is very broad in \(k\)-space. These features are characteristic of the AA localized phase. When \(\beta\) increases, we observe the merging of lowest-energy emission spots within a narrow spectral window. For \(\beta = 1\), the \(k\)-space image reveals the formation of a band with a finite curvature (see Supplementary Section 7). This clearly indicates the formation of extended modes. By further increasing \(\beta\), the polariton modes are localized once more. Thus, these measurements provide evidence for the first delocalization/localization transition when deforming the AA model into the Fibonacci chain. Every detail of the measured spatial patterns shown in Figs. 3a–d is reproduced by the continuum model simulations (see Supplementary Section 8). Similar PL measurements were performed on different wires implementing various values of \(\beta\) and \(\lambda_{\text{eff}}\). To quantify the polariton localization and obtain the phase diagram, we extract, from the measurements in \(k\)-space, the full width at half maximum \(\Delta k\) of the lowest energy modes in the considered subband. Extended modes have lower \(\Delta k\) than localized ones. In Fig. 3f, we summarize all the measured \(\Delta k\) values, and clearly trace the first delocalization lobe in the phase diagram, in agreement with theoretical predictions (cf. Fig. 1 and Fig. 2).

Finally, we provide a physical understanding of the cascade of localization transitions discovered in the IAAF model. Careful analysis of the real-space PL images (Figs. 3b–d) reveals a key mechanism in the transition to criticality. In the AA limit (Fig. 3d2), we can...
see that all the lowest energy modes are localized within one letter (see, e.g., arrow pointing downwards). Additionally some modes, at higher energies, are localized on two sites corresponding to a two-letter potential minimum (see, e.g., arrow pointing upwards). These modes can be viewed as a bonding hybridization of two single-letter modes and are easily identified by the presence of a high energy anti-bonding mode at the same spatial location. When increasing \( \beta \), these two-letter bonding modes decrease in energy. They become resonant with single-letter modes at the delocalization transition and then become the new lowest energy state for larger \( \beta \) (see arrows in Fig. 3a2-d2).

This spatial feature can be fully understood within the tight-binding approach. Here, starting at \( \beta = 0 \) (AA limit) and high \( \lambda \), the spatial localization length of eigenmodes is known analytically to be \( \xi = (\log \lambda / 2t)^{-1} \). Thus, for \( t \to 0 \), all eigenmodes are expected to be localized on a single site. Nevertheless, the golden mean quasiperiodic modulation guarantees that there always exist pairs of modes that are spatially nearest neighbours and close in energy (see modes marked with red dashed circle in Fig. 1a and nearly identical neighbouring two-letter potentials in Figs. 3a2-d2). These neighbouring modes hybridize with any finite hopping strength \( t \), and are tuned with \( \beta \) to eventually overtake the role of the lowest energy eigenmodes (see Fig. 4 and Supplementary Section 3 and \[30\]). As a result the IPR is expected to be reduced by a factor of two across the transition.

Crucially, the mechanism of delocalization followed by relocalization repeats itself by further increasing \( \beta \to \infty \). As seen in Fig. 4h, the IPR for both tight-binding (I.9) and continuum (4) models display a series of plateaus whose height decreases in a stepwise fashion. The former model exhibits steps that decrease with a factor of two every time a delocalization transition occurs. The latter shows deviations from this quantization due to the spatial extent of the continuum wavefunctions within a single letter (cf. continuum model IPR in Supplementary Section 4). The spatial distribution of the localized eigenmodes on different plateaus is reported in Fig. 4b. We thus reveal that the transition to criticality at \( \beta = \infty \), where the eigenmodes are self-similar, develops in the IAAF through a unique iterative process of eigenmodes hybridization that doubles the spatial extent of the eigenmodes (see also \[31\]). Further study of the model is aimed at obtaining an analytical expression for this unique transition into criticality.

To conclude, our work reports a new mechanism of the localization of waves in paradigmatic quasiperiodic models. The interpolation between the Aubry-André and Fibonacci models yields a cascade of localization/delocalization transitions, where at each transition the spatial extent of modes doubles followed by a plateau.
FIG. 4. Spatial evolution with $\beta$ of the lowest energy eigenstate. a, The IPR [cf. Eq. (3) and its continuum version in Supplementary Section 4] of the lowest-energy eigenmode as a function of $\beta$ calculated (solid blue line) for $\lambda/t = 5.5$ with the tight-binding model [Eq. (1.9)], and (dashed orange line) for $\lambda_{\text{eff}} = 2.4$ meV in the continuum model [Eq. (4)]. The plateaus correspond to the localized regions of the phase diagram on Fig. 1c. b, Spatial profile of the lowest-energy eigenmode of tight-binding model for $\lambda/t = 5.5$ and (i-iv) $\beta = \{0.01, 5, 15, 1000\}$, respectively.
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METHODS

Sample description

The quasiperiodic structures used in this work are etched out of a planar semiconductor microcavity with high quality factor ($Q \approx 75,000$) grown by molecular beam epitaxy. The microcavity consists of a $\lambda$ GaAs layer embedded between two Ga$_{0.9}$Al$_{0.1}$As/Ga$_{0.05}$Al$_{0.95}$As distributed Bragg reflectors (DBR) with 36 (top) and 40 (bottom) pairs. A single 8 nm In$_{0.05}$Ga$_{0.95}$As QW is inserted at the center of the cavity, resulting in the strong exciton-photon coupling, with an associated 3.5 meV Rabi splitting. After the epitaxy, the sample is processed with electron beam lithography and dry etching to form one-dimensional wires with modulated width. The modulation consists of sections of fixed length $a = 2 \mu$m and different width $w_j$, designed to implement the IAF potential $U(w_j)$, with chosen ($\lambda_1, \beta$). The maximum section
width is fixed to 4 µm, corresponding to the minimum of
the effective 1D potential.

The exciton-photon detuning, defined as energy differ-
ence between the uncoupled planar cavity mode and the
exciton resonance, is of the order of δ = −20 meV for all
the experiments.

Experimental technique

Non-resonant photoluminescence measurements were
realized with a single-mode continuous-wave (cw) laser at
780 nm. The elongated spot was engineered using a cylin-
drical lens. The emission was collected through a micro-
scope objective with NA 0.5 and imaged on the entrance
slit of a spectrometer coupled to a charge-coupled device
(CCD) camera with a spectral resolution of ∼30 µeV. Real-
and momentum-space photoluminescence images were
realized by imaging the sample surface and the
Fourier plane of the objective, respectively. A polar-
izer was used to select emission polarized either along
or across the long axis of the chains. The sample was
cooled to T = 4 K.
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I. SELF-DUALITY ARGUMENT

Self-duality of the Aubry-André model

In this subsection, following the results from Ref. [5], we describe the essence of the self-duality argument and how it can be used to analyze the localization properties of the eigenmodes. The model we consider first is the tight-binding version of the Aubry-André model with the Hamiltonian

$$ t (\psi_{j+1} + \psi_{j-1}) + \lambda \cos(2\pi bj + \phi) \psi_j = E \psi_j, \quad (I.1) $$

where $\psi_j$ is the wavefunction at site $j$, $t$ the nearest-neighbour hopping amplitude, and $\lambda$ the amplitude of the on-site potential modulation. We transform the wave functions $\psi_j$ as

$$ \psi_j = e^{i\theta_j} \sum_{k=-\infty}^{\infty} f_k e^{ik(2\pi bj + \phi)}, \quad (I.2) $$

and obtain the Fourier-transformed equation

$$ \frac{\lambda}{2} (f_{k+1} + f_{k-1}) + 2t \cos(2\pi bk + \theta) f_k = E f_k. \quad (I.3) $$

The two equations [(I.1) and (I.3)] are identical at the critical point, i.e. if $\lambda/t = 2$. Now, we note that if we find a localized solution in Fourier space, $f_k$, such that $\sum_k |f_k|^2 < \infty$ then, if (I.2) converges, the solution of Eq. (I.1) has the property that $\sum_n |\psi_j|^2 = \infty$. In other words, the transformation (I.2) exchanges the localization properties of $\psi$ and $f$ eigenmodes, namely if $\psi$ is extended, $f$ is localized and vice-versa. In the limit when $\lambda/t \to 0$ (e.g. when $\lambda \to 0$), Eq. (I.1) describes a metallic chain with all modes $\psi$ being extended, while when $\lambda/t \to \infty$ (e.g. when $t \to 0$), the hopping term is negligible and the eigenmodes are localized on one site. Since the same argument is applicable also for Eq. (I.2), we conclude that the transition happens exactly at critical point $\lambda/t = 2$. 
Supplementary Figure 1. **The localization phase diagram averaged over the whole spectrum.** The average localization phase diagram for all states in the spectrum obtained using the mean participation ratio [Eq. (I.12)]. The green dashed line marks the analytical result from the generalized self-duality argument (I.11). The line separates extended (blue) from localized (red) phase. The structure of localization lobes present in Fig. 1 from the main text and in Supplementary Section 2 is washed out due to the averaging over all eigenmodes of the spectrum. The size of the system is \( L = 610 \) sites.

**Generalized self-duality of interpolating Aubry-André-Fibonacci (IAAF) model**

We apply the self-duality argument presented in the previous subsection to the IAAF model [Eq. (1) in the main text], while taking a small \( \beta \) expansion. We obtain the critical line \( \lambda_C/t \) that bounds the phase where all eigenmodes of the model are extended. First, we expand the potential modulation [cf. Eq. (2) in the main text] for small \( \beta \)-s and obtain

\[
V(x, \beta) = \chi + \frac{1}{3} \chi (1 - \chi^2) \beta^2 + \mathcal{O}(\beta^3),
\]

where \( \chi \equiv \cos(2\pi bx + \phi) - \cos(b\pi) \). Notice that we use the continuous version of the potential defined in the main text. To return to the discrete version, we restrict the position \( x \) to be a set of integer numbers. After expanding the potential, we approximate the quadratic \( \beta \)-term as

\[
V_j(\beta) \approx \chi + \frac{1}{3} U \beta^2 \chi,
\]

where \( U \) is the spatial average over a single period of the potential modulation \( V(x, \beta) \)

\[
U = \frac{1}{b} \int_0^{b-1} dx \left[ 1 - \chi^2 \right] = \frac{1}{b} \int_0^{b-1} dx \left[ 1 - (\cos(2\pi bx + \phi) - \cos(b\pi))^2 \right] = -\frac{1}{2} \cos(2\pi b).
\]

In this approximation, the effective potential remains to be a cosine function incommensurate with the underlying lattice, but its amplitude is altered with the tuning parameter \( \beta \). Therefore, the Hamiltonian (Eq. (1) from the main text) keeps the same shape

\[
\mathcal{H} \psi_j = t (\psi_{j+1} + \psi_{j-1}) + \Lambda \left[ \cos(2\pi b j + \phi) - \cos(b\pi) \right] \psi_j,
\]
but with \( \Lambda \) which is now a function of \( \beta \)

\[
\Lambda = \lambda \left(1 - \frac{1}{6} \cos(2\pi b) \beta^2 \right).
\]  
(I.10)

The self-duality point of the model effective [Eq. (I.9)] is \( \Lambda/t = 2 \), which implies the critical line

\[
\frac{\lambda_C}{t} = \frac{2}{ \left(1 - \frac{1}{6} \cos(2\pi b) \beta^2 \right) }.
\]  
(I.11)

The line \( \lambda_C/t \) separates the extended phase from the localized one, as shown in Supplementary Fig. [I]. The validity of our approximation, together with its meaning can be seen if we plot the phase diagram using the mean participation ratio defined via the inverse participation ratio (IPR) from the Eq. (3) in the main text as \([?] \)

\[
p = \langle IPR^{-1} \rangle.
\]  
(I.12)

Brackets \( \langle ... \rangle \) denote the arithmetic average over all eigenmodes in the spectrum. If all the eigenmodes are localized on one site, \( p \to 0 \), and otherwise, for extended states, \( p \to 1 \).
II. PHASE DIAGRAM FOR HIGHER-ENERGY STATES

In Supplementary Figs. 2a-f, we plot the localization phase diagram for different states in the spectrum. The same structure of lobes of localized modes, separated by narrow slivers where the mode is extended states, can be observed. Furthermore, as it is shown in Supplementary Fig. 2g, all states have similar stepwise cascade of IPR when $\beta$ is tuned for constant $\lambda/t \gg 2$. This indicates that all states reach criticality for $\beta \to \infty$ with the same mechanism as discussed in the main text.

Supplementary Figure 2. The localization phase diagram for several states in the spectrum. a, The energy spectrum as a function of $\beta$ for $\lambda/t = 5.5$. Several states are emphasized (red), for which we show in b-f, the IPR localization phase diagram (cf. Eq.(2) and Fig. 1c in the main text). g, IPR as a function of $\beta$ for the states marked with red in a. All of them show similar stepwise cascade with height decreasing with a factor of 2. Here, we use $\lambda/t = 100$. A system of length $L = 144$ sites is used for all plots.
III. TWO-SITE LOCALIZATION MECHANISM

In Supplementary Fig. 3, the mechanism behind the relocalization on 2 sites is explained. In Supplementary Fig. 3a, we see that at some point along the chain, the AA potential modulation (see Eq. (2) from the main text) arranges the onsite energies such that a nearest-neighbor pair appears close in energy. Such states strongly hybridize due to the finite hopping strength $t$ (see Supplementary Fig. 3b). With increasing $\beta$, the marked pair of states moves towards lower energies, goes through the delocalization transition, and overtakes the role of the lowest energy eigenmode (see Supplementary Fig. 3c and 30). The lowest energy eigenmode is then localized on two sites.

Supplementary Figure 3. **Mechanism of localization on two sites.** a, The potential modulation (cf. Eq. (2) in the main text) for $\beta = 0$, i.e., the AA modulation. We mark the pair of states that are both closest in energy and nearest neighbors in space, which will eventually become the lowest energy mode once $\beta$ is increased. b, Energy spectrum of the AA model as a function of $t$ for $\beta = 0$, $\lambda = 5.5$. With red lines, we track the aforementioned pair of states marked in a. For $t > 0$, a gap opens and the two marked states lie at the band edges. c, Energy spectrum of the IAAF model as a function of $\beta$ with the marked pair of states as in a,b. We take $t = 1$ and the marked states are hybridized already for $\beta = 0$. By increasing $\beta$, these hybridized states are moving towards lower energies, and at some point overtake the role of the lowest energy state in the system (see also Supplementary Video 1). Vertical dashed lines mark three regions, where the lowest energy eigenmode is: localized on 1 site, extended or localized on two sites. In all plots, system has $L = 144$ sites.

Supplementary Video 1 and 2

Supplementary Video 1. **The mechanism of localization on two sites** (Left panel) The grey horizontal lines mark the density of states as a function of energy and site number $j$, calculated for the IAAF model (cf. Eq. (1) from the main text) at different values of $\beta$. Blue line marks the potential modulation (cf. Eq. (2) in the main text) with discrete energies (blue circles). We mark the lowest-energy eigenmode at $\beta = 0$ (blue square) and hybridized pair of nearest neighbours (red square). (Right panel) Spectrum of the IAAF model as a function of $\beta$. We mark the same states as in the left panel and with the same color code. Here, we use $\lambda / t = 10$ and $L = 34$ sites.

Supplementary Video 2. **The mechanism of localization on four sites** (Upper left panel) The grey horizontal
lines mark the density of states as a function of energy and site number \( j \), calculated for the IAAF model [cf. Eq. (1) from the main text] at different values of \( \beta \). Blue line marks the potential modulation [cf. Eq. (2) in the main text] with discrete energies (blue circles). We mark the hybridized pair of nearest neighbours (red square) and states which hybridize on four sites (green squares) at high \( \beta \)-s. (Upper right panel) Spectrum of the IAAF model as a function of \( \beta \). We mark the same states as in the left panel and with the same color code. (Lower panel) Enlarged region from the upper right panel to see how the mode hybridized on four sites (green square) overtakes the role of the lowest-energy mode. Here, we use \( \lambda/t = 10 \) and \( L = 34 \) sites.
IV. ADDITIONAL INFORMATION ON THE CONTINUUM MODEL

The eigenmodes in the continuum model are obtained numerically by diagonalization of the nearly-free particle Hamiltonian, given by Eq. (4) in the main text. The parameter values are extracted from the experiment: we use a polariton mass \( m = 3 \times 10^{-5} m_e \), with \( m_e \) the free electron mass, and step length \( a = 2 \mu m \).

The definition of the IPR, given in the tight-binding model by Eq. (3) in the main text, needs to be adapted to the continuum model. In the latter case, we define the IPR of a mode \( \psi(x) \) as:

\[
\text{IPR} = a \int |\psi(x)|^4 dx
\]  

(IV.1)

The values of the IPR presented in Fig. 2a-c of the main text are computed using this definition.

V. KINETIC ENERGY AND AA LOCALIZATION IN THE CONTINUUM MODEL

Let us comment here on the relevant kinetic energy scale in the lowest band in the continuum model. In a periodic system, the characteristic kinetic energy scale is given by the recoil energy \( E_R = \hbar^2 k_R^2 / 2m \), where \( k_R = \pi / a \) is the edge of the first Brillouin zone (for a unit cell of size \( a \)). In a quasi-periodic chain, no Brillouin zone can be defined. However, in the case of the IAAF model, the gap labeling theorem predicts that gaps in the energy spectrum open at very specific wavevectors \( k_{p,q} \) uniquely identified by two integers \( (p,q) \) [32]:

\[
k_{p,q} = \frac{\pi}{a} (p + bq)
\]  

(V.1)

We remind that \( b \) is the inverse of the golden mean. For our chosen value of letter size \( a = 2 \mu m \), the main gap above the lowest band opens at \( k = 0.6 \mu m^{-1} \), corresponding to \( (p,q) = (-1,1) \). In analogy with the recoil energy in a periodic system, we get a characteristic kinetic energy scale \( E_R = 0.47 \text{meV} \). Thus, in Fig. 2a of the main text, the localization transition in the AA limit is observed for \( \lambda_{\text{eff}} \approx 1 \text{meV} = 2.2 E_R \). This is consistent with the value \( \lambda/t = 2 \) for the AA localization transition in the tight-binding model, for which the relevant kinetic energy scale is \( t \).

VI. TRANSVERSE PROFILE OF MODES IN DIFFERENT 1D SUBBANDS

Supplementary Figure 4. **2D imaging of the eigenmodes in different subbands.** a PL intensity measured as a function of position \( x \) and energy for a wire with \( \beta = 0 \) and \( \lambda_1 = 0.2 \text{meV} \), reproduced from Fig. 2g of the main text. b, c 2D image of the eigenmodes in the same wire, obtained by spectrally filtering the PL emission at energy b: \( E_2 \) and c: \( E_1 \). Dashed gray lines indicate schematically the edges of the wire (for simplicity, lateral modulations are not shown).

Real-space images of eigenmodes in the \( n = 1 \) and \( n = 2 \) subbands can be obtained by spectrally filtering the PL emission at the energy of each band. The 2D map of the emission pattern is then reconstructed from spectra such as the one shown in Supplementary Fig. 4a, measured at different values of the lateral position \( y \) on the wire. The results for both \( n = 1 \) and \( n = 2 \) subbands are presented in Supplementary Fig. 4b,c. We recognize the nature of the \( n = 1 \) and \( n = 2 \) modes discussed in the main text: the \( n = 1 \) modes lateral profile has a single bright lobe, while \( n = 2 \) modes have the characteristic transverse profile with two bright lobes, and a zero at the center of the wire.
VII. ESTIMATION OF THE BAND CURVATURE FOR $\beta = 1, \lambda_2 = 2.4\text{ meV}$

Supplementary Figure 5. **Estimation of band curvature for $\beta = 1, \lambda_2 = 2.4\text{ meV}$.** a, Zoom on the lowest $n = 2$ band in momentum space, reproduced from Fig. 3b of the main text. b, (Dots) Cut in the spectrum at two different values of $k$, corresponding to the solid lines in a, and (solid lines) respective Lorentzian fits. c, Energy of the band versus $k$, fitted by a cosine function (dashed black line) with amplitude 30 µeV.

The existence of delocalized modes in the case $\beta = 1, \lambda_2 = 2.4\text{ meV}$ is evidenced by the presence of a band with finite curvature, as seen in the inset of Fig. 3.b1 in the main text. In Supplementary Fig. 5 we show that in this case, the band is well fitted by a cosine function, attesting the existence of long-ranged coherence. For each $k$ value, the energy spectrum is fitted with a Lorentzian profile with central energy $E_b(k)$, as represented in Supplementary Fig. 5b. The extracted values of $E_b(k)$ are reported in Supplementary Fig. 5c, together with the cosine fit. Note that the value of the band width extracted from the fit is approximately 30 µeV, i.e., below the polariton linewidth and comparable with the resolution of the spectrometer. This explains why the value of $\Delta k$ remains bigger than the one measured for small $\lambda$ values in Fig. 3d of the main text.

VIII. NUMERICAL SIMULATIONS FOR FIGS. 3A-D FROM THE MAIN TEXT

In Supplementary Fig. 6 presents numerical calculations of the local density of modes, in the continuum model, that correspond to the measured spectra presented in Figs. 3a-d of main text. An excellent agreement is found with the experiment: note, for example, how the modes localized on a single letter (down arrow) and on two letters (up arrow), located at the same position as in the experiment, and exchange energy across the delocalization-transition. The delocalization occurs when the energies of the one- and two-letter modes become resonant, i.e., between $\beta = 0.8$ and $\beta = 1$.

Note that in the derivation of the 1D piecewise potential $U(w_j)$ approximations were taken that neglect corrections from the lateral confinement [24]. Hence our numerical simulations are computed using a value of the modulation amplitude $\lambda_{\text{eff}} = 1.8\text{ meV}$, that is slightly smaller than the nominal value $\lambda_{\text{eff}} = 2.4\text{ meV}$ reported in Fig. 3 of the main text. For this nominal value, the delocalization transition is observed around $\beta \approx 1.1$, as seen in Fig. 2c of main text.
Supplementary Figure 6. **Numerical simulations corresponding to Fig. 3.a-d of main text.** a-d Calculated local density of modes, in (left) momentum- and (right) real-space, for wires with $\lambda_{\text{eff}} = 1.8$ meV and a: $\beta = 2$ ; b: $\beta = 1$ ; c: $\beta = 0.8$ and d: $\beta = 0$. Colorbar marks the normalized intensity.