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ABSTRACT

Spurious currents, which are often observed near a curved interface in the multiphase simulations by diffuse interface methods, are unphysical phenomena and usually damage the computational accuracy and stability. In this paper, the origination and suppression of spurious currents are investigated by using the multiphase lattice Boltzmann method driven by chemical potential. Both the difference error and insufficient isotropy of discrete gradient operator give rise to the directional deviations of nonideal force and then originate the spurious currents. Nevertheless, the high-order finite difference produces far more accurate results than the high-order isotropic difference. We compare several finite difference schemes which have different formal accuracy and resolution. When a large proportional coefficient is used, the transition region is narrow and steep, and the resolution of finite difference indicates the computational accuracy more exactly than the formal accuracy. On the contrary, for a small proportional coefficient, the transition region is wide and gentle, and the formal accuracy of finite difference indicates the computational accuracy better than the resolution. Furthermore, numerical simulations show that the spurious currents calculated in the 3D situation are highly consistent with those in 2D simulations; especially, the two-phase coexistence densities calculated by the high-order accuracy finite difference are in excellent agreement with the theoretical predictions of the Maxwell equal-area construction till the reduced temperature 0.2.

1. Introduction

The lattice Boltzmann method (LBM) has been developed as an effective numerical method for simulating multiphase flows in recent years [1–9]. The main advantage of LBM lies in its mesoscopic and kinetic nature, which allows it to model some of the microscopic physics that lead to complex behaviors at the macroscopic level, and the liquid-gas interface does not need dynamic reconstruction or tracking. However, the LBM also have some undesirable characteristic in simulating multiphase flow such as the spurious currents, which also occurs in other simulating methods [10–15].

The spurious currents, also known as parasitic velocities, are a small but finite amplitude circulating flow near the curved interface of the droplet that occurs in some numerical multiphase simulation [16]. The description of spurious currents is given in Fig. 5(a). From a physical point of view, when the simulation reaches equilibrium, we expect zero fluid velocity everywhere. However, we observed that these spurious currents may persist indefinitely, preventing the system from reaching a true equilibrium, thereby reducing the accuracy of the simulation and may cause instability problems, and it is necessary to understand the origin to reduce or eliminate their effects.

In the past decades, a number of efforts have been made to explore the origin of spurious currents and reduce or eliminate them [9, 17–20]. Thompson et al. [21] analyzed the spurious currents through an improved RK LBE [22] and showed that the magnitude of spurious currents was reduced by a factor of two in comparison with the original model. Lishchuk et al. [23] proposed a lattice Boltzmann algorithm for surface tension to reduce the spurious currents by an order of magnitude. Shan [16] argued that insufficient isotropy of the discrete gradient in the interaction force could lead to spurious currents in the pseudopotential LB models and they can be reduced by using high-order isotropic terms in computing the discrete gradient. Later, Sbragaglia et al. [24] extended the work of Shan [16] to include more neighbors, thus retaining the higher-order isotropic terms. They showed that the spurious currents can be further reduced when using higher-order isotropic terms to calculate the interaction force, but at the same time, the implementation of boundary conditions will become more complex. Yuan and Schaefer [25] found that proper
equations of state (EOS) can be increased density ratio and reduced spurious currents. Yu and Fan [26] analyzed the multiple-relaxation-time (MRT) LB models and found that compared with the single-relaxation-time (SRT) LB models, the MRT LB models can reduce the spurious currents by tuning the adjustable relaxation parameters. Pooley and Furtado [27] extended the model of Swift et al. [28] by making a suitable choice of the equilibrium distribution function and isotropic stencil for the derivatives to reduce the spurious currents. Wagner [29] pointed out that spurious currents were caused by the inconsistent discretization of the driving forces in LB models and showed that using the potential form of the surface tension force can eliminate the spurious currents to the level of machine accuracy. However, the proposed method must add a small amount of numerical viscosity to maintain the stability of the simulation. Following Wagner’s work, Lee and Fischer [30] demonstrated that the isotropic discretization and the potential form of surface tension force were necessary to eliminate the spurious currents.

Nevertheless, a detailed analysis of the force balance equation in LBE was carried out by Guo et al. [31], they found that no matter whether the pressure-tensor form or the chemical-potential form is used, the force will not be balanced at the discrete lattice level, and resulting in the spurious currents in LBE. To reduce the influence of force imbalance, Lou and Guo [32] proposed a Lax-Wendroff propagation scheme for the LB models. The force imbalance can be adjusted by the Courant-Friedrichs-Levy (CFL) number. However, the computational cost is increased since the time step of this scheme is proportional to the CFL number. Recently, Guo [19] conducted a rigorous analysis of the discrete balance equation of LBE, identified the structure of force imbalance caused by the discretization error, and proposed a well-balanced LBE model by modifying the equilibrium distribution function, which can reduced the magnitude of the spurious currents to the order of machine accuracy. Li et al. [20] also proposed an improved scheme is constructed by modifying the equation of state in standard LBE, through which the discretization of $\nabla (pc_i^2)$ is no longer involved in the force calculation to get a similar achievement.

The above studies show the causes of spurious currents from different perspectives and provide many methods to reduce or eliminate them in multiphase LB models. However, to the best of our knowledge, no one has ever reported about improving the accuracy of the differential calculation to reduce the error of discrete gradient calculation to suppress the spurious currents. In this paper, we investigate the spurious currents from the perspective of differential calculation error, aiming to introduce a method in the standard streaming-collision procedure to eliminate thermodynamic inconsistencies and suppress spurious currents in the multiphase LB model driven by chemical potential. Specifically, the finite difference scheme with high computational accuracy is used in the nonideal force calculation instead of the traditional isotropic difference to reduce the numerical error in the discrete gradient calculation. In Sec. 2, a brief review of the chemical-potential multiphase lattice Boltzmann model with the large density ratio and the finite difference schemes is introduced. In Sec. 3, the numerical error of the difference scheme is analyzed, and the causes of the spurious currents are investigated, and then, the numerical simulation validation is carried out. Finally, a brief conclusion is drawn in Sec. 4.

2. Theory and computational method

2.1. Lattice Boltzmann method

LBM is a mesoscopic method for describing fluids, which originated from the lattice gas automata method and kinetic theory [3, 5, 7, 33, 34]. The intrinsic mesoscopic properties make it a useful tool for simulating complex flow [9, 18]. The lattice Boltzmann equation (LBE) is a special discrete form of the Boltzmann equation, which is completely discretized in velocity, time, and space [35, 36]. Several collision operators distinguish variants of the LBE, such as the SRT [37–39] model, the entropic model [40], and the two-relaxation-time (TRT) [41, 42] and MRT [43–45] models. In the present study, we select the MRT-LBE to obtain better numerical stability and computational efficiency [45], which can be written as follows [43, 44]:

$$f_i (x + e_i \delta t, t + \delta t) - f_i (x, t) = - \mathbf{M}^{-1} \cdot \mathbf{S} \cdot [\mathbf{m} - \mathbf{m}^{(eq)}] + F_i,$$

(1)

where $f_i (x, t)$ is the density distribution function at the lattice site $x$ and time $t$, $e_i$ is the discrete velocity in the direction of subscript $i$. For the two-dimensional nine-velocity (D2Q9) lattice structure, as shown in Fig. 1, $e_i$ are given by

$$e_i = \begin{cases} (0, 0), & i = 0, \\ e \cos \left( \frac{(i-1)\pi}{2} \right), & i = 1 - 4, \\ \sqrt{2} e \cos \left( \frac{(2i-9)\pi}{4} \right), & i = 5 - 8, \end{cases}$$

(2)
where $c = \delta_x / \delta_t$ is the lattice speed, in which $\delta_x$ and $\delta_t$ are the lattice spacing and time step, respectively; $\mathbf{M}$ is an orthogonal transformation matrix, and $\mathbf{M}^{-1}$ is the inverse matrix of $\mathbf{M}$. For the D2Q9 model, the transformation matrix $\mathbf{M}$ can be given by \[ \begin{bmatrix} 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ -4 & -1 & -1 & -1 & -1 & 2 & 2 & 2 & 2 \\ 4 & -2 & -2 & -2 & -2 & 1 & 1 & 1 & 1 \\ 0 & 1 & 0 & -1 & 0 & 1 & -1 & -1 & 1 \\ 0 & -2 & 0 & 2 & 0 & 1 & -1 & -1 & 1 \\ 0 & 0 & 1 & 0 & -1 & 1 & 1 & -1 & -1 \\ 0 & 0 & -2 & 0 & 2 & 1 & 1 & -1 & -1 \\ 0 & 1 & -1 & 1 & -1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 & -1 & 1 & -1 \end{bmatrix}. \] (3)

Using the transformation matrix $\mathbf{M}$, the distribution functions $\mathbf{f}$ and its equilibrium distribution function $\mathbf{f}^{(\text{eq})}$ can be linearly transformed into the moment space:

$$\mathbf{m} = \mathbf{M} \cdot \mathbf{f}, \quad \mathbf{m}^{(\text{eq})} = \mathbf{M} \cdot \mathbf{f}^{(\text{eq})}, \quad \mathbf{f} = \mathbf{M}^{-1} \cdot \mathbf{m},$$

(4)
where $\mathbf{f} = (f_0, f_1, \cdots, f_8)^T$, $\mathbf{f}^{(\text{eq})} = (f_0^{(\text{eq})}, f_1^{(\text{eq})}, \cdots, f_8^{(\text{eq})})^T$. $\mathbf{m}$ and $\mathbf{m}^{(\text{eq})}$ represent the velocity moments of the distribution functions $\mathbf{f}$ and their equilibria, respectively. $\mathbf{S}$ is a diagonal matrix composed of relaxation times, and it can be expressed as

$$\mathbf{S} = \text{diag}(s_1, s_2, s_3, s_4, s_5, s_6, s_7, s_8, s_9),$$

(5)
whose elements represent the inverse of the relaxation time for the distribution function to relax into an equilibrium distribution function in moment space. In this paper, the relaxation times are chosen as follows [46]: $s_1 = s_4 = s_6 = 1$, $s_2 = 1.64$, $s_3 = 1.54$, $s_5 = s_7 = 1.7$, $s_8 = s_9 = 1/\tau$, in which $\tau$ is the non-dimensional relaxation time and related to the viscosity by $\nu = c_s^2 (\tau - 0.5\delta t)$. If we set all relaxation time $s_i = 1/\tau$, then the MRT model reduces to the SRT model, and its the equilibrium distribution function $f_i^{(\text{eq})}$ can be expressed as [47]

$$f_i^{(\text{eq})}(\mathbf{x}, t) = \omega_i \rho(\mathbf{x}, t) \left[ 1 + \frac{(\mathbf{e}_i \cdot \mathbf{u})^2}{2c_s^2} - \frac{(\mathbf{u})^2}{2c_s^2} \right],$$

(6)
where $\mathbf{u}$ is the fluid velocity and $c_s = c / \sqrt{3}$ is lattice sound speed. For the D2Q9 model, the weighting coefficients $\omega_i$ are given by $\omega_0 = 4/9$, $\omega_{1-4} = 1/9$, and $\omega_{5-8} = 1/36$. According to the moment of the density distribution function,
The macroscopic density and velocity can be given by [33]

\[\rho = \sum_{i=0}^{8} f_i, \quad \rho \mathbf{u} = \sum_{i=0}^{8} \mathbf{e}_i f_i.\]  

(7)

The external force is brought into LBE through forcing technology [48]. In this paper, we chose the exact difference method (EDM) proposed by Kupershtokh et al. to incorporate the nonideal force \( F \) into the LBE [49–52]:

\[F_i = f^{(eq)}_i(\rho, \mathbf{u} + \Delta \mathbf{u}) - f^{(eq)}_i(\rho, \mathbf{u}),\]  

(8)

where \( \Delta \mathbf{u} = \delta \mathbf{F}/\rho \), the actual fluid velocity is defined as \( \mathbf{v} = \mathbf{u} + \delta \mathbf{F}/(2\rho) \) [53].

### 2.2. Chemical-potential multiphase model

The chemical potential is the partial differential of the Gibbs free energy to the composition [54]. For a nonideal fluid system, following the classical capillarity theory of van der Waals, the free energy functional within a gradient-squared approximation is written as [28, 55–57]

\[\Psi = \int \left[ \psi(\rho) + \frac{\kappa}{2} |\nabla \rho|^2 \right] d\mathbf{x},\]  

(9)

where the first term represents the bulk free energy density and the second term describes the contribution from density gradients in an inhomogeneous system, and \( \kappa \) is the surface tension coefficient. The general equation of state and chemical potential can be defined by the free energy density [54, 55, 58],

\[p_0 = \rho \psi'(\rho) - \psi(\rho),\]  

(10)

and

\[\mu = \psi'(\rho) - \kappa \nabla^2 \rho.\]  

(11)

Gradients in the chemical potential act as a thermodynamic force on the fluid. With respect to the ideal gas pressure \( c_s^2 \rho \), the nonideal force can be evaluated by a chemical potential [59]:

\[\mathbf{F} = -\rho \nabla \mu + c_s^2 \nabla \rho.\]  

(12)

where the nonideal force \( \mathbf{F} \) is incorporated into the LBE through EDM.

Solving the linear ordinary differential Eq. (10) gives the general solution of the free energy density,

\[\psi = \rho \left( \int \frac{p_0}{\rho} d\rho + C \right),\]  

(13)

where \( C \) is a constant. When an EOS is selected, substituting Eq. (13) into Eq. (11) will solve the relevant chemical potential, and the constant is eliminated. For example, the famous Peng-Robinson (PR) EOS and its chemical potential are,

\[p_0 = \frac{RT}{1-b\rho} - \frac{a(T)\rho^2}{1+2b\rho-b^2\rho^2},\]  

(14)

and

\[\mu^{PR} = RT \ln \frac{\rho}{1-b\rho} - \frac{a(T)\rho^2}{2\sqrt{2b}} \ln \frac{\sqrt{2-1+b\rho}}{\sqrt{2+1-b\rho}} + \frac{RT}{1-b\rho} - \frac{a(T)\rho}{1+2b\rho-b^2\rho^2} - \kappa \nabla^2 \rho,\]  

(15)

where \( R \) is the gas constant, \( a \) is the attraction parameter, \( b \) is the volume correction parameter, and the temperature function is \( a(T) = \left[ 1 + (0.37464 + 1.54226\omega - 0.26992\omega^2) \left( 1 - \sqrt{T/T_c} \right) \right]^2 \). In our simulations, the parameters are given by \( a = 2/49, b = 2/21 \), and \( R = 1 \). The acentric factor \( \omega \) is 0.344 for water. The PR EOS is used in the following simulations of this study. To make the numerical results closer to the actual physical properties, we define the reduced variable \( T_r = T/T_c \) and \( \rho_r = \rho/\rho_c \), in which \( T_c \) is the critical temperature and \( \rho_c \) is the critical density.
A proportional coefficient $k$ is introduced to decouple the length unit between the momentum space and the mesh space [60], namely $\delta x = k \delta \xi$. Here the quantities in the mesh space are marked by a superscript. Following dimensional analysis, the chemical potential in the mesh space can be evaluated by

$$\hat{\mu} = k^2 \psi'(\rho) - \hat{k} \hat{\nabla}^2 \rho.$$  \hspace{1cm} (16)

This approach greatly improves the stability of the chemical-potential multiphase model, and the transformation holds the mathematical equivalence and has no loss of accuracy [60].

When the multiphase simulation involves a solid surface, the chemical-potential boundary condition is applied to handle the wettability of the solid surface and the boundary values of the difference scheme. This chemical-potential boundary condition has been described in the Appendix.

2.3. Finite difference method

In numerical simulations of multiphase flows by LBM, the calculation of the gradient of some characteristic quantities is often involved, and these calculations should be discretized with suitable numerical schemes. In this section, we will briefly introduce three types of numerical schemes used to calculate the gradients, namely the isotropic finite difference scheme, the explicit finite difference scheme (EFDS), and the compact finite difference scheme (CFDS).

2.3.1. Explicit finite difference scheme

The explicit finite difference is usually to approximate the derivative of the function by linearly combining the values of the function at neighboring points. For simplicity consider, let $f(x)$ be a continuously derivable function on the closed interval $[x_0, x_n]$. The function values at the nodes $f_i = f(x_i)$ for $0 \leq i \leq n$ and the interval is divided into $n$ subintervals on average: $x_i = x_0 + ih$, $h = (x_n - x_0)/n$. The first-order derivative $f'_i = \frac{df}{dx}|_{x=x_i}$ at the point $i$ can be written as

$$f'_i = \frac{1}{2h} (-f_{i-1} + f_{i+1}) + O(h^2),$$ \hspace{1cm} (18)

$$f'_i = \frac{1}{12h} (f_{i-2} - 8f_{i-1} + 8f_{i+1} - f_{i+2}) + O(h^4),$$ \hspace{1cm} (19)

$$f'_i = \frac{1}{60h} (-f_{i-3} + 9f_{i-2} - 45f_{i-1} + 45f_{i+1} - 9f_{i+2} + f_{i+3}) + O(h^6).$$ \hspace{1cm} (20)

2.3.2. Compact finite difference scheme

Similarly, a widely used formulation for deriving compact schemes is the 7 grid points stencil [61]. For the function $f(x)$ in Sec. 2.3.1, by combining the derivative and function value of the 7 grid points near the discrete point $i$, and the approximate equation of the first-order derivative at the discrete point $i$ can be written as

$$\beta f'_{i-2} + \alpha f'_{i-1} + f'_i + \alpha f'_{i+1} + \beta f'_{i+2} = c \frac{f_{i+3} - f_{i+1}}{6h} + b \frac{f_{i+2} - f_{i-2}}{4h} + a \frac{f_{i+1} - f_{i-1}}{2h}.$$ \hspace{1cm} (21)

Substituting the left hand side and right hand side of Eq. (21) into the Taylor series expansion, the relationship between parameters $a$, $b$, $c$, $\alpha$, $\beta$ can be obtained by matching the coefficients of the same order. Furthermore, if $\alpha = \beta = 0$, the explicit difference schemes with different precisions can be constructed.

For simplicity of calculation, we chose $\beta = 0$, and Eq. (21) becomes a $a$ family of tridiagonal schemes, which is usually solved by the well-known Thomas algorithm [62]. If a further choice of $c = 0$, a $a$ family with fourth-order accuracy schemes can be obtained. Meanwhile, the value of the coefficient $a$, $b$, $\alpha$ is: $a = 2(\alpha + 2)/3$, $b = (4\alpha - 1)/3$. In particular, with $a = 1/4$, this $a$ family of tridiagonal schemes becomes the classic Padé scheme:

$$f'_i + \frac{1}{4}(f'_{i+1} + f'_{i-1}) = \frac{3}{2} \frac{f_{i+1} - f_{i-1}}{2h}.$$ \hspace{1cm} (22)
The truncation error of this scheme is listed in Table 1. Moreover, with \( \alpha = 1/3 \), the Eq. (21) can reach the formally sixth-order accuracy:

\[
f_i'' + \frac{1}{3} (f_i' + f_i'_{i+1}) = \frac{14}{9} \frac{f_i + f_{i+1} - f_{i-1}}{2h} + \frac{1}{9} f_i + \frac{f_{i+2} - f_{i-2}}{4h}.
\]  

(23)

If \( c \neq 0 \), then a \( \alpha \) family of sixth-order tridiagonal schemes can be constructed, and the coefficients \( a, b, c, \alpha \) are as follows: \( a = (\alpha + 9)/6, b = (32\alpha - 9)/15, c = (-3\alpha + 1)/10 \), where \( \alpha = 3/8 \) results in an eighth-order accuracy scheme:

\[
f_i'' + \frac{3}{8} (f_i' + f_i'_{i+1}) = \frac{25}{16} \frac{f_i + f_{i+1} - f_{i-1}}{2h} + \frac{1}{5} f_i + \frac{f_{i+2} - f_{i-2}}{4h} - \frac{1}{80} f_i + \frac{f_{i+3} - f_{i-3}}{6h}.
\]  

(24)

2.3.3. Isotropic finite difference scheme

In the numerical simulation of LBM, the gradient terms are usually evaluated by the isotropic finite difference scheme [12, 16, 63]. The isotropic finite difference without any directional bias in the lowest order error term and can maintain isotropy in numerical simulations [64]. Its first-order derivative and second-order derivative formulas are as follows:

\[
\nabla_c \phi (x) = \sum_{i=0}^{n-1} w \left( |e_i|^2 \right) e_i \phi (x + e_i),
\]  

(25a)

\[
\nabla_c^2 \phi (x) = 2 \sum_{i=0}^{n-1} w \left( |e_i|^2 \right) [\phi (x + e_i) - \phi (x)],
\]  

(25b)

where \( \phi \) is a function of characteristic quantity, such as the density, effective mass, and chemical potential. \( w(|e_i|^2) \) are the weights. For the commonly used fourth-order isotropic difference, we use the nearest and next-nearest nodes to evaluate gradient terms. For the nearest nodes, which correspond to the nodes on lattice directions 1, 2, 3, and 4 in Fig. 1, the weight \( w(|e_i|^2) \) in Eq. (25) is \( w(1) = 1/3 \), and for the next-nearest one, which corresponds to the nodes on lattice directions 5, 6, 7, and 8, the weight \( w(|e_i|^2) \) is \( w(2) = 1/12 \). Some isotropic finite difference introduce more neighborhood nodes to obtain higher isotropy [16]. Compared with the conventional finite difference schemes, it involves not only the points along the \( x \)-direction but also points along the \( y \)-direction [64], which can be regarded as a linear combination of the second-order central difference in different directions.

3. Computation and analysis

In this section, numerical experiments will be conducted. The numerical simulation results are analyzed to find some methods to suppress the spurious currents in the multiphase flow lattice Boltzmann method driven by chemical potential. First, the numerical error of the finite difference method in Sec. 3.1 will be analyzed and tested via simulations of the flat interface problem. Then the origin of the spurious currents is investigated. Finally, using different finite difference schemes to simulate the two-dimensional circular droplet problem numerically, its spurious currents are analyzed and compared. In the following sections, unless otherwise stated, the two-dimensional circular droplet density field is initialized by [65]:

\[
\rho(x, y) = \frac{\rho_l + \rho_g}{2} - \frac{\rho_l - \rho_g}{2} \tanh \left[ \frac{2(r-r_0)}{W} \right],
\]  

(26)

where \( \rho_l \) and \( \rho_g \) are the densities of the liquid and vapor phases, \( W = 10 \) is the initial interface width, and the circular droplet of radius \( r_0 = 60 \) is placed at the center of the computational domain, and \( r = \sqrt{(x - x_0)^2 + (y - y_0)^2} \), in which \( (x_0, y_0) \) is the center point of the domain. The domain of the simulations is a 300 \( \times \) 300 square with the periodic boundary conditions.

3.1. Numerical error analysis of finite difference methods

The analysis of the above chemical-potential models shows that almost all the interparticle interactions include the calculation of gradients and the Laplacian operator, which means that the numerical error in the discrete numerical
Table 1
Truncation error in EFDS and CFDS for first derivative calculations.

| Parameter Scheme       | Truncation error       |
|------------------------|------------------------|
| \( a = 1, \alpha = \beta = b = c = 0 \) second-order EFDS | \( \frac{1}{3!} h^2 f^{(3)} \) |
| \( a = \frac{4}{3}, b = -\frac{1}{3}, \alpha = \beta = c = 0 \) fourth-order EFDS | \( -\frac{4}{5!} h^4 f^{(5)} \) |
| \( a = \frac{3}{2}, b = -\frac{3}{5}, c = \frac{1}{10}, \alpha = \beta = 0 \) sixth-order EFDS | \( \frac{36}{7!} h^6 f^{(7)} \) |
| \( a = \frac{1}{4}, a = \frac{3}{2}, \beta = b = c = 0 \) fourth-order CFDS | \( -\frac{1}{5!} h^4 f^{(5)} \) |
| \( a = \frac{1}{3}, a = \frac{14}{9}, b = \frac{1}{9}, \beta = c = 0 \) sixth-order CFDS | \( \frac{4}{7!} h^6 f^{(7)} \) |
| \( a = \frac{3}{5}, a = \frac{25}{16}, b = \frac{1}{5}, c = -\frac{1}{80}, \beta = 0 \) eighth-order CFDS | \( -\frac{36}{9!} h^8 f^{(9)} \) |

![Figure 2: Plot of modified wavenumber vs wavenumber for first derivative approximations: (a) Exact Differentiation, (b) fourth-order OCFDS, (c) eighth-order CFDS, (d) sixth-order CFDS, (e) fourth-order EFDS, (f) sixth-order EFDS, (g) fourth-order EFDS, and (h) second-order EFDS.](image)

The truncation error of the EFDS and CFDS are listed in Table 1. By comparing the truncation error of the same order difference schemes, it can be concluded that the CFDS can obtain higher accuracy than the EFDS when using the same number points for approximation, such as the truncation error of the fourth-order CFDS is smaller than fourth-order EFDS. Fourier analysis provides an effective way to evaluate the error associated with differing schemes [66]. This method considers the accuracy of the numerical solution of the difference schemes in wave space. It can be used to analyze the resolution of the difference schemes under different scales physical quantities. The Fourier transform of the left and right sides of Eq. (21) is given as

\[
\frac{j \omega}{h} \left[ \beta (e^{-2i\omega} + e^{2i\omega}) + \alpha (e^{-i\omega} + e^{i\omega}) + 1 \right] \hat{f} e^{i(\omega x/h)} = \left[ \frac{c}{6h} (e^{3i\omega} - e^{-3i\omega}) + \frac{b}{4h} (e^{2i\omega} - e^{-2i\omega}) + \frac{a}{2h} (e^{i\omega} - e^{-i\omega}) \right] \hat{f} e^{i(\omega x/h)},
\]

where \( \omega \) is the wavenumber, \( \omega' \) is modified wavenumber. From this equation, the modified wavenumber is derived as:

\[
\omega' = \frac{a \sin \omega + b \sin 2\omega + c \sin 3\omega}{1 + 2a \cos \omega + 2b \cos 2\omega}.
\]
Figure 3: (a) Relative errors of the derivative and (b) comparison of the numerical derivatives. The numerical derivatives calculate by the second-, fourth-, sixth-order EFDSs, the fourth-, sixth-, eighth-order CFDSs, and the fourth-order OCFDS.

Figure 4: Density profiles for a flat interface of the Chemical-potential model. Inset: the relationship between interface width and proportional coefficient $k$. They have the same interface width in the momentum space, which is equal to the slope.

The relation between the modified wavenumber $\omega'$ and wavenumber $\omega$ of the variety for difference schemes is shown in Fig. 2. It can be seen that modified wavenumber of the CFDSs are generally closer to the exact wavenumber (a black line $a$ in Fig. 2) than those of the EFDSs. In other words, the resolution of the CFDSs is better than that of the EFDSs. Ideally, the modified wavenumber is equal to the exact wavenumber. From this, we impose some accuracy constraints to construct a series of high-resolution fourth-order CFDS. Their truncation can be expressed as:

$$
\frac{12b+72c-4a}{5!}h^4 f^{(5)},
$$

where the difference scheme with the highest resolution is called the optimal fourth-order CFDS (4th-order OCFDS), and its parameters are $a = 1.541$, $b = 0.40667$, $c = -0.0541132$, $\alpha = 0.446776$, and $\beta = 0$. The scheme is drawn in Fig. 2 (the red line $b$). Within the same wavenumber range, the resolution of fourth-order OCFDS is better than eighth-order CFDS. That is, the high-resolution difference scheme can also be constructed through a low-order accuracy scheme.

In practical calculation, the resolution and truncation order of the finite difference scheme determine the overall error characteristics of the finite difference approximation. To investigate the performances and computational accuracy of different difference methods in this situation, we consider a simple liquid-vapor system with a flat phase interface and expand along the $y$-axis. At the boundary, the liquid and gas phase maintain their bulk density $\rho_l$ and $\rho_g$, namely, $\rho(-\infty) = \rho_g$ and $\rho(+\infty) = \rho_l$. When the system is in equilibrium, the following mechanical equilibrium condition
must be satisfied
\[ \nabla \cdot \vec{P}(x) = 0. \] (29)

For this flat interface problem, the density distribution \( \rho(y) \) and its derivatives \( \frac{d\rho}{dy} \) can be easily obtained by solving Eq. (29), which will be served as the analytical solutions. The spatial derivative of the analytical density \( \rho(y) \) calculated by different finite difference schemes under different proportional coefficient \( k \) are shown in Fig. 3(a). It can be seen that the relative errors are related to the accuracy and resolution of the difference scheme, and decrease with proportional coefficient \( k \) decreasing. In detail, for larger proportional coefficient \( k \), there are fewer grid points in the computational mesh at this time, the resolution of the finite difference scheme indicates the computational accuracy more exactly than the accuracy form, so the relative error of the fourth-order OCFDS is significantly smaller than that of other schemes. Similarly, for smaller proportional coefficient \( k \), the grid in the computational mesh is sufficiently dense. In this case, the accuracy of the finite difference scheme mainly determines the computational accuracy of the difference scheme, and thus the error caused by the high-order finite difference scheme will be smaller. Fig. 3(b) shows the comparison of the density derivative solved by the EFDSs and CFDSs with the analytical solution under the proportional coefficient 0.4, and the temperature takes \( T_r = 0.6 \). It can be seen that the derivative calculated by the second-order EFDS deviates significantly from the analytical solution. This can be expected as the derivatives calculated by the second-order EFDS is only related to adjacent nodes, which will inevitably lead to obvious errors in systems with large gas-liquid density ratio and may cause the simulation results to be inconsistent with the actual results. In contrast, high-order CFDS and EFDS use multiple adjacent nodes to calculate the derivative, which reduces the error of derivative calculation, and thus makes the calculation results are basically consistent with the analytical solution, but overall the calculation result of the CFDS is more in agreement with the analytical solution. Therefore, we focus on high-order CFDS in the following simulation.

Furthermore, we also tested the influence of the proportional coefficient \( k \) on the simulation. Fig. 4 displays the density distribution at the interface with different proportional coefficient \( k \) at the temperature 0.6, where the black line with \( k = 1.0 \) is consistent with the analytical solution. From the figure it can be observed that all simulations have the same density ratio, but the interface thickness is different. In other words, the proportional coefficient \( k \) does not change the liquid-vapor density ratio but only affects the interface thickness, and it can be considered as a means to adjust the interface region without changing the macroscopic physics. The relationship between the proportional coefficient \( k \) and the interface width as shown in the inset of Fig. 4. Its slopes are equal to the corresponding widths in the momentum space. It is worth mentioning that the interface in LB simulations usually becomes thinner as the temperature decreases [67].

Figure 5: (a) Spurious currents in the 2D simulation of a drop surrounding by gas and (b) the magnitude of the angle deviation of force.
3.2. Nonideal force deviation and spurious currents

In this section, we mainly study the origin of spurious currents. The emergence of the spurious currents is well illustrated by the simulation of a two-dimensional circular droplet without gravity, when the simulation reaches an equilibrium state, eight vortices near the interface of the droplet can be clearly observed as shown in Fig. 5(a). Ideally, the force produced by the surface tension at the interface of a stable circular droplet should always point towards the center of the droplet [68]. Due to the errors in the gradient calculation, the resulting force can be slightly deviated from the center of the droplet and leads to the emergence of spurious currents. To measure the magnitude of the angle deviation of the force from the center of the droplet, we define the following equation:

\[ \Delta \theta = \theta - \theta_0 = \arctan \left( \frac{F_y}{F_x} \right) - \arctan \left( \frac{y - y_0}{x - x_0} \right), \]  

where the first term is the angle calculated by the nonideal force in the x and y directions, the second term is the original angle, calculated from the position \((x, y)\) and the center point \((x_0, y_0)\).

In our simulation, the temperature is set to 0.7 and the flow field is initialized using the Eq. (26). We calculated the nonideal force near the droplet interface using isotropic scheme and the deviation of the force according to Eq. (30), the results are plotted in Fig. 5(b). It shows that the deviation of the force in the horizontal, vertical, and \(\pm45^\circ\) angles directions have the smallest or even no deviation. The deviation of the force in the approximately \(\pm22.5^\circ\) and \(\pm67.5^\circ\) angles directions are largest, which corresponds to the magnitude of spurious currents rotation of in Fig. 5(a). Moreover, we have also studied the force deviations of several high-order isotropic schemes, because the magnitude of spurious currents can be significantly reduced by computing the discrete gradient operator with high-order isotropic discretization schemes [16, 69]. The results are given in Fig. 6. From the figure, we can see that the numerical errors in the x and y directions gradually increase as the higher-order isotropy is enhanced in the calculation of the discrete gradient operator, but its introduces more neighbor points so that the angle deviation gradually decreases. This is consistent with the above discussion of the spurious currents caused by the angle deviation of force. In the following simulations, we will further verify this view.

**Figure 6:** Isotropic finite difference discretization error and angle deviation: (a) fourth-order isotropy, (b) sixth-order isotropy, (c) eighth-order isotropy and (d) tenth-order isotropy.
Although the angle deviation of the force can be reduced by high-order isotropic schemes and the spurious currents are reduced to a minimum level, it introduces more neighbor points, which makes the boundary realization more complicated and incurs additional computational costs [16, 24]. Moreover, the accuracy of the discrete gradient mainly determines the errors in the numerical calculation of multiphase flow simulations, and the large numerical errors may make the simulation results inaccurate [70]. For example, it can be clearly seen from Fig. 13 that the coexistence densities are given by the isotropic scheme gradually deviates from the analytical curve as the temperature decreases. In order to reduce the numerical errors, we use accurate finite difference instead of isotropic schemes to calculate the nonideal force and the angle deviation of the force as shown in Fig. 7. It is obvious that the angle deviation of the high-order difference scheme is the same level as those of the $E^{(4)}$ (fourth-order isotropic) scheme, and its numerical error is less than that of the $E^{(4)}$. Besides, the angle deviation of the difference scheme decreases as the numerical error decreases. This means that increasing the computational accuracy of the difference scheme can reduce the angle deviation.

Figure 7: Discretization error and angle deviation from the CFDS and EFDS: (a) fourth-order EFDS, (b) fourth-order CFDS, (c) sixth-order EFDS, and (d) fourth-order OCFDS.
3.3. Spurious current suppression by accurate difference schemes

In this section, we systematically investigate the suppression effect of accurate difference schemes on the spurious currents. In the simulations of two-dimensional circular droplet, the temperatures $T_r = 0.6$, 0.7, and 0.8 are used, and the proportional coefficient $k$ changes from 0.1 to 0.25. When the system reaches an equilibrium state, the maximum macroscopic velocity in the domain is regarded as spurious currents. It can be observed from Fig. 8 that the lower the temperature, the greater the spurious currents. This is to be expected since the density jump depends on the temperature: the density ratio is larger at lower temperatures, the transition region is steeper, and thus the density jump near the interface is larger. This leads to more numerical errors occur in the discrete gradient calculations and produce higher spurious currents. Therefore, reducing the numerical error in the discrete gradient calculations can suppress the spurious currents, especially for the low temperature (high density ratios) simulation, the suppression effect will be the most obvious.

As discussed in the Sec. 3.1, when the proportional coefficient $k$ is small, the use of a high-order difference scheme in the computational mesh generates slightly smaller numerical errors. In contrast, when the proportional coefficient $k$ increases, using a high-resolution difference scheme produces smaller numerical errors. To further verify the influence of the numerical error caused by discrete gradient calculations on the spurious currents, we introduced more high-order and high-resolution finite difference schemes in simulation of two-dimensional circular droplets. The spurious currents evaluated by the different finite difference schemes are shown in Fig. 9(a) and (b) for the cases with temperatures of 0.6 and 0.8, respectively. From the figure, we can see that the magnitude of the spurious currents is related to the computational accuracy of the difference scheme and the proportional coefficient $k$. Specifically, for the simulation with a small proportional coefficient, the transition region is smooth and described by dense lattice nodes, the high-order difference schemes have the better effect in suppressing spurious currents compared to the high-resolution difference schemes, particularly in the case of the simulation with temperature 0.6. With the increase of the proportional coefficient, the transition region becomes steeper and is described by fewer lattice nodes, which leads to progressively larger numerical error arising from the calculation of discrete gradients by these difference schemes, and produces larger spurious currents. However, the resolution of the finite difference scheme has a more obvious effect on the computational accuracy at this time, and thus the effect of fourth-order OCFDS in suppressing spurious currents is better than that of other schemes. In brief summary, the accuracy and resolution of finite difference scheme determine its computational accuracy, the numerical error can be reduced by selecting the appropriate finite difference scheme in different simulations, which can effectively suppress the spurious currents.
Figure 9: Simulation of circular droplets. Comparison of spurious currents obtained by different finite difference schemes: (a) $T_r = 0.6$, (b) $T_r = 0.8$.

Figure 11: Spurious currents calculated in (a) 3D simulations are consistent with those in (b) 2D simulations.
In addition, we investigate the spurious currents in 3D situations. A circular droplet with $r_0 = 60$ is placed at the center of the $240 \times 240 \times 240$ computational domain, the periodic boundary condition is applied in the $x$, $y$, and $z$ directions, the temperature takes $T_r = 0.6$, and the proportional coefficient $k$ changes from 0.1 to 0.4. The spurious currents evaluated by different finite difference schemes are shown in Fig. 9(a), and compared with the two-dimensional results plotted in Fig. 9(b). It can be seen from the figure that when the proportional coefficient $k$ is slightly small, the numerical errors caused by the high-order difference scheme in the gradient calculation is smaller than that of the high-resolution difference scheme, which can suppress the spurious currents better than the high-resolution difference scheme. As the proportional coefficient $k$ increases, these difference schemes generate increasingly larger numerical errors in calculating gradient, and thus produce larger spurious currents. In this case, compared to the high-order difference scheme, the numerical errors caused by the high-resolution difference scheme is relatively small, resulting in smaller spurious currents. For example, the spurious currents from the fourth-order OCFDS is the smallest when $k = 0.4$. This is consistent with the two-dimensional conclusion.

3.4. Comparison of isotropy and accuracy of difference schemes

In this subsection, a comparison of the isotropic difference scheme and the accurate difference scheme in multiphase flow is performed. The first test problem is a two-dimensional circular droplet. We set the temperature $T_r = 0.9$, and the proportional coefficient $k = 0.1$. Fig. 12 shows the spurious currents evaluated by the fourth-order EFDS, fourth-order CFDS, fourth-order OCFDS, and $E^{(4)}$. Here, it is worthwhile to note that the numerical error of the discrete gradient calculated by $E^{(4)}$ is the largest among these difference schemes, but the spurious currents calculated by $E^{(4)}$ is an order of magnitude smaller than that of the fourth-order EFDS owing to the nonideal force angle deviation caused by $E^{(4)}$ is smaller than that of the fourth-order EFDS. On the other hand, the nonideal force angle deviation caused by fourth-order OCFDS is smaller than that of the $E^{(4)}$, and its spurious currents is smaller than that of the $E^{(4)}$. This indicates that improving the computational accuracy of the difference scheme to reduce the angular deviation can suppress the spurious currents in the present multiphase flow model. In brief, for the multiphase lattice Boltzmann model, the isotropic finite difference scheme can better suppress spurious currents, but the temperature range of the simulation is limited. For the lower temperatures, the isotropic finite difference may obtain inaccurate simulation results as shown in Fig. 13. While using a high accuracy finite difference scheme to reduce the angular deviation of
The second test problem is a flat interface. We calculated the two-phase coexistence densities in equilibrium state using several difference schemes, and compared with the theoretical values obtained by solving Maxwell equal-area construction equation. In the simulation, the computational domain is set to a height of 400 lattice units, while the width is optional, the central region is initialized as liquid phase, and the rest is filled with the vapor phase. Periodic boundary condition is applied to $x$ and $y$ directions. The relaxation time is 0.8, and the proportional coefficient $k = 0.1$. To systematically investigate the performance of the finite difference schemes in multiphase flow, the tested case covers the usual equations of state, including VDW, RKS, PR, and CS EOSs, whose corresponding bulk free energy density and chemical potential are reported in the literature [59]. The calculation is performed for 150,000 time steps for each case. The two-phase coexistence densities are shown in Fig. 13.

Analyzing Fig. 13, it can be clearly seen that the coexistence densities are given by $E^{(4)}$ gradually deviating from the analytical curve as the temperature decreases. In contrast, the coexistence densities obtained by the fourth-order EFDS, the fourth-order CFDS, and fourth-order OCFDS agree well with the analytical solution. And with the same accuracy of the difference scheme, the stability range of CFDS at low temperatures with large density ratios is better than that of EFDS. In addition, we test a flat interface of the two-phase coexistence densities in 3D, where the computational domain is $400 \times 10 \times 10$, and the periodic boundary condition is applied to all sides. The coexistence densities are given by the sixth-order EFDS, the results are shown in Fig. 13 (the red line). It can be observed that the coexistence densities yielded by the sixth-order EFDS is in perfect agreement with the analytical one. It means that $E^{(4)}$ may not be an optimal choice in multiphase flow simulation as its limited accuracies. The high-order finite difference schemes have reliable computational accuracy, which can be an alternative choice, and the higher the accuracy, the larger the stable temperature range of the simulation. Therefore, it can be expected that high-order finite difference scheme may obtain some better results in the low temperature and large density ratio simulations.

4. Conclusion

In this paper, we analyzed the numerical error in the discrete gradient calculation and determined that the deviation of the force caused by the numerical errors will lead to the emergence of spurious currents. To reduce these numerical errors, an accurate finite difference scheme was proposed to evaluate the discrete gradient operator instead of the traditional isotropic difference. Then, the problem of using accurate difference schemes to suppress spurious currents in the multiphase lattice Boltzmann method driven by chemical potential was studied systematically.

A number of numerical simulations were carried out for validating the proposed scheme. It was shown that using a finite difference scheme with high accuracy can eliminate thermodynamic inconsistencies, and effectively suppress the spurious currents compared to the isotropic scheme. Specifically, the numerical errors in the discrete gradient calculation can be reduced by using a finite difference scheme with high computational accuracy. The two-phase coex-
Figure 13: Liquid-gas coexistence densities calculated by the (a) VDW, (b) RKS, (c) PR, and (d) CS EOSs on the chemical-potential multiphase model. The benchmarks are analytically solved by the Maxwell equal-area construction. The gradients are calculated by $E^{(4)}$, fourth-order EFDS, fourth-order CFDS, and fourth-order OCFDS in 2D, and sixth-order EFDS in 3D, respectively.

Liquid-gas coexistence densities calculated by this scheme are in excellent agreement with the theoretical predictions of the Maxwell equal-area construction till the reduced temperature 0.2. And in the simulation of two-dimensional circular droplets with a density ratio of up to 1000, this scheme can suppress the spurious currents to the order of $10^{-5}$. This scheme is also applicable to the 3D situation. In further work, we will focus on achieving a finite difference scheme with higher computational accuracy and use it in more numerical simulations for better simulation results.
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Appendix A Chemical-potential boundary condition

In this appendix, we introduce the wetting boundary condition used in the chemical-potential multiphase lattice Boltzmann method [59]. Since the present multiphase model is driven by a chemical potential, the implementation of the chemical potential boundary condition is simple and quite natural. The chemical potential can effectively indicate the wettability of a solid surface [56]. When the EFDSs with the 2nd-, 4th- or 6th-order accuracy are applied to the gradient operator, 1, 2 or 3 layers of solid nodes are required to calculate the gradient of chemical potential on the fluid nodes adjacent to the surface, respectively. To specify the wettability of a solid surface, one can assign a specific
chemical potential to these solid nodes. The specific chemical potential gives rise to a chemical-potential gradient between the solid surface and the neighbor fluid, reflecting the nonideal interaction between them and resulting in the wetting phenomena. In order to calculate the density gradient near the boundary, the boundary condition needs to estimate the densities on the solid nodes adjacent to the fluid. Similarly, 1, 2 or 3 layers of solid nodes are required depending on the used accuracy of EFDS. Nevertheless, the densities on these layers of solid nodes are calculated by the weighted average of the nearest neighbor nodes,

$$\rho(x) = \frac{\sum \omega_l \rho(x + e_l \delta_i) s_{iw}}{\sum \omega_l s_{iw}}$$  \hspace{1cm} (A.1)

where $x + e_l \delta_i$ indicates the adjoining nodes, and $s_{iw}$ is a switching function. For the first layer of solid nodes, $s_{iw} = 1$ when $x + e_l \delta_i$ is a fluid node; for the second or third layer of nodes, $s_{iw} = 1$ when $x + e_l \delta_i$ is in the first or second layer, respectively; otherwise, $s_{iw} = 0$.
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