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Atomic clocks are typically operated by locking a local oscillator (LO) to a single atomic ensemble. In this Letter, we propose a scheme where the LO is locked to several atomic ensembles instead of one. This results in an exponential improvement compared to the conventional method and provides a stability of the clock scaling as \((\alpha N)^{-m/2}\) with \(N\) being the number of atoms in each of the \(m\) ensembles and \(\alpha\) a constant depending on the protocol being used to lock the LO.
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Atomic clocks provide very precise time measurements useful for a broad range of areas in physics. The quantum noise of the atoms limits the stability of atomic clocks, resulting in the standard quantum limit where the stability scales as \(1/\sqrt{N}\), with \(N\) being the number of atoms [1,2]. Various ways of improving the resolution have been suggested, such as using entangled states with reduced atomic noise [3–6] to push the resolution to the Heisenberg limit where it scales as \(1/N\) [7–12]. Another approach to increasing the stability is to use optical atomic clocks where the higher operating frequency leads to an improved stability [13–17]. Since an atomic clock is typically operated through Ramsey spectroscopy [18], the resolution can also be enhanced by increasing the Ramsey time \(T\), resulting in an improvement scaling as \(1/\sqrt{T}\) [19–21]. For clocks with trapped atoms, where there are no other limitations, \(T\) becomes limited only by the decoherence in the system. In practice, this decoherence often originates from the frequency fluctuations of the local oscillator (LO) used to drive the atomic clock transition [20]. Hence, the stability can also be increased by simply devising methods to increase the Ramsey period by stabilizing the LO [22].

In this Letter, we suggest a scheme where the frequency of the LO is locked to the atomic transition using several ensembles of atoms. This procedure allows increasing the Ramsey period each time another ensemble is used. As a result, we find that the stability of the clock can increase exponentially with the number of ensembles. Figure 1(a) illustrates the idea behind the scheme. The feedback of the first ensemble locks the frequency of the LO, thus reducing the noise to the atomic noise. Having reduced the noise in the LO, the second ensemble can be operated with a longer Ramsey time. Through a second feedback, the noise of the LO can be further reduced, as shown in the simulation in Fig. 1(b) (details are given later). The procedure can be extended to any number of ensembles, and for uncorrelated atoms, the stability of the LO will scale as \(\sqrt{N (\gamma T_1 N)^{-m/2}}\), where \(m\) is the number of ensembles (each containing \(N\) atoms), \(\gamma\) is a parameter characterizing the frequency fluctuations of the unlocked LO, and \(T_1\) is the Ramsey time of the first ensemble. Hence, the scheme can provide an exponential improvement in the stability with the total number of atoms. In order for the clock to be stable, we need \(\gamma T_1 \ll 1\), and hence the protocol requires a minimum number of atoms to improve the performance. With the conventional Ramsey protocol, we find that the scheme works for a minimum ensemble size of 20 atoms. To further optimize the performance of the scheme, we study an adaptive measurement protocol for estimating the LO frequency offset, which extends the applicability of the scheme down to ensembles with only 4 (7) atoms for white \((1/f)\) noise in the LO. This makes the scheme relevant for atomic clocks based on trapped ions, which are typically constructed with only a few ions [19]. A related procedure involving multiple measurements on a single ensemble was proposed in Ref. [22]. By using multiple ensembles, our procedure avoids disturbances from the measurements.
of this clock cycle is denoted as \( \phi_{c} \). The operation of an atomic clock thus consists of repeating a cycle of initialization, Ramsey-feedback loop. The operation of an atomic clock thus steering the frequency of the LO towards the atomic transition by applying a frequency correction of \( \phi_{c} \) to the LO, followed by the Ramsey time \( T \) of free evolution, and finally another near-resonant \( \pi/2 \) pulse is applied.

The Heisenberg evolution of \( J_z \) is

\[
\dot{J}_z = \cos(\phi) J_y + \sin(\phi) J_z,
\]

where \( \phi = \Delta \omega T \) is the acquired phase of the LO relative to the atoms. In Ramsey spectroscopy, the atoms are illuminated by a near-resonant \( \pi/2 \) pulse from the LO, followed by the Ramsey time \( T \) of free evolution, and finally another near-resonant \( \pi/2 \) pulse is applied.

We now consider an atomic clock with two atomic ensembles operated with different Ramsey times and show how this can improve the stability of the clock. This consideration can then easily be extended to several ensembles. Note that we assume the intrinsic linewidth of the atoms to be negligible, such that the intrinsic linewidth is only limited by the Ramsey time. The first ensemble is operated with Ramsey time \( T_1 \), and we assume that the second ensemble is operated with Ramsey time \( T_2 = nT_1 \), where \( n \) is an integer. We can make two discrete time scales describing ensembles one and two, respectively. Ensemble one is measured at \( t_k = kT_1 \), and ensemble two is measured at \( t_k = sT_2 = snT_1 \). The frequency offset of the LO between time \( t_{k-1} \) and \( t_k \) is then

\[
\delta \omega(t) = \delta \omega_0(t) + \Delta \omega_1(t_{k-1}) + \Delta \omega_2(t_{s-1}),
\]

where \( \delta \omega_0(t) \) is the frequency fluctuation of the unlocked LO, \( \Delta \omega_1(t_{k-1}) \) is the sum of the frequency corrections applied up to time \( t_{k-1} \) from the first ensemble, and \( \Delta \omega_2(t_{s-1}) \) is the sum of the frequency corrections applied up to time \( t_{s-1} \) from the second ensemble (\( t_{s-1} \leq t_{k-1} \)). The feedback loops are described by the equations

\[
\Delta \omega_1(t_{k-1}) = \Delta \omega_1(t_{k-2}) - \alpha \delta \phi^c_1(t_{k-1})/T_1,
\]

\[
\Delta \omega_2(t_{s-1}) = \Delta \omega_2(t_{s-2}) - \alpha \delta \phi^c_2(t_{s-1})/T_2,
\]

where \( \delta \phi^c_1(t_{k-1}) \) and \( \delta \phi^c_2(t_{s-1}) \) are the estimated phases from the first and second ensembles at times \( t_{k-1} \) and \( t_{s-1} \), respectively. Using Eq. (1), we can write the phase of the LO relative to the atoms of the second ensemble at time \( t_s \) as

\[
\delta \phi_2(t_s) = \int_0^{t_s} dt' \delta \omega(t_s - t') = \Delta \phi_{s-1} + \delta \phi(t_s),
\]

where \( \Delta \phi_{s-1} = \int_0^{t_{s-1}} \Delta \omega_2(t_{s-1}) dt' \) is the accumulated phase due to the feedback of the second ensemble and

\[
\delta \phi(t_s) = \int_0^{t_s} dt' \delta \omega(t_s - t') = \int_0^{t_s} dt' \delta \omega_0(t_s - t') + \Delta \omega_1(t_s - t')
\]

is the accumulated phase due to the frequency oscillations of the LO when locked by the feedback of the first ensemble. For now, we assume that \( T_2 \gg T_1 \), such that the feedback of the first ensemble has stabilized the LO, but later we will relax this assumption. From Eqs. (3) and (4), we then derive the difference equation

\[
\delta \phi_2(t_s) - \delta \phi_2(t_{s-1}) = \delta \phi(t_s) - \delta \phi(t_{s-1}) - \alpha \delta \phi^c_2(t_{s-1}).
\]

From this expression, we see that the evolution of the second phase \( \delta \phi_2 \) is essentially driven by the noise of the stabilized LO from the first stage \( \delta \phi^c_2 \) but is stabilized by the second feedback loop described by \( \alpha \delta \phi^c_2 \).

To solve Eq. (6), we need to characterize the width of the noise of the stabilized LO from the first stage \( \delta \phi^c_2 \).

\[
\langle \delta \phi^2 \rangle = T_2/NT_1 = \gamma T_2,
\]

where we have defined the parameter \( \gamma = 1/NT_1 \), which characterizes the noise of the stabilized LO. This noise is
effectively white for both white and 1/f noise in the unlocked LO [Fig. 1(b) and Ref. [25]]. The second ensemble thus sees an effective white noise in the LO with $\tilde{\gamma} = 1/(T_1 N)$.

We now return to Eq. (6). Writing $\delta \phi_2(t) \sim \delta \omega(t) T_2$, the stability of the clock after running for a time $\tau \gg T_2$ is

$$\sigma_\gamma(\tau) = \frac{1}{\omega N T_2} \left( \int_0^\tau dt \int_0^\tau dt' \langle \delta \phi_2(t) \delta \phi_2(t') \rangle \right)^{1/2}, \quad (9)$$

where $\omega$ is the frequency of the atomic transition. Following similar arguments as before, we can derive and solve a differential equation from Eq. (6) to obtain an expression for $\langle \delta \phi_2(t) \delta \phi_2(t') \rangle$. Inserting this into Eq. (9) and taking the limit of $\tau \gg T_2$ results in

$$\sigma_\gamma(\tau) = \frac{1}{\omega} \sqrt{\frac{\gamma}{\tau N T_2}}, \quad (10)$$

Equation (10) describes how the stability improves with $T_2$ and $N$. The longest $T_2$ we can allow is determined by how well the LO is stabilized by the first ensemble as contained in $\tilde{\gamma}$, and we parametrize it by $T_{2,\text{max}} = \beta_2 / \tilde{\gamma}$. In a similar fashion, we assume that $T_{1,\text{max}} = \beta_1 / \gamma$ for the first ensemble. With these parametrizations, we can express the stability as

$$\sigma_\gamma(\tau) = \frac{1}{\omega} \sqrt{\frac{\gamma}{\tau N^2 \beta_1 \beta_2}} = \frac{1}{\omega} \sqrt{\frac{\gamma \beta_1 / \beta_2}{\tau (N \gamma T_{1,\text{max}})^2}}, \quad (11)$$

With white noise in the unlocked LO, we can pick $\beta_1 = \beta_2$. As previously noted, the noise of the LO will also be approximately white with $\tilde{\gamma} \sim 1/N T_1$ after locking it to the first ensemble also for other types of noise, e.g., 1/f noise. In that case, it is desirable to have $\beta_2 \neq \beta_1$, but we still expect $\beta_1 / \beta_2$ to be of order unity. Equation (11) shows that by locking the LO to two ensembles of uncorrelated atoms, the stability can be significantly improved. If $N \gamma T_1 \gg 1$, the stability obtained from Eq. (11) is much better than the single ensemble result in Eq. (10) (with $T_2 \sim T_1$). The arguments leading to Eq. (11) can be generalized in a straightforward way to show that if the LO is locked to $m$ ensembles each containing $N$ atoms, the stability of the clock is

$$\sigma_\gamma(\tau) = \sqrt{(\beta_1 / \beta)^{(m-1)} \gamma / \left( \omega^2 \tau (N \gamma T_{1,\text{max}})^2 \right)}$$

(since the noise of the LO is white after locking it to the first ensemble, we use $\beta = \beta_2 = \cdots = \beta_m$). By continuing the procedure, we thus improve the stability exponentially.

In our analytical calculations above, we have assumed $N \gg 1$. To investigate the performance for smaller $N$, we simulate an atomic clock locked to between 1 and 4 atomic ensembles, each with atom numbers from $N = 20$ to $N = 100$. From the simulations, we can generalize to the case where the LO is locked to $m$ ensembles. We simulate the full quantum evolution of the atomic state through the Ramsey sequences and subsequent measurements and implement the feedback on the LO similar to the description in Eq. (1) and above. The assumption of $T_2 \gg T_1$ can be relaxed by applying a phase correction in the measurement [26]. The number of atoms required in each ensemble to improve the Ramsey time by a factor $a$ at each level is set by the white noise level of the stabilized LO. Using Eq. (8) and remembering that $\beta$ parametrizes the maximal Ramsey time for white noise, we have that $T_2 / N T_1 = \gamma T_2 = \beta$. Assuming $T_2 = a T_1$, we find that $N \sim a / \beta$ atoms are required in each ensemble to improve the Ramsey time by a factor of $a$ at each level. The minimum number of atoms required for our protocol to work is thus obtained by setting $a = 2$.

To determine $\beta$, we investigate the errors that limit the Ramsey time $T$ for a LO subject to white noise characterized by $\gamma$. For experiments or simulations running with a fixed Ramsey time, there is always a finite probability that phase jumps large enough to spoil the measurement strategy occur since Ramsey spectroscopy with projective measurements is only effective for phases $\ll \pi / 2$. In our simulations, we see these phase jumps as an abrupt breakdown as we increase $T$. Simulating a clock running for a time $\tau = 10^9 T$ with a single ensemble of $N = 10^5$ atoms, we see the stability increase with $T$ until a maximum of $T_{\text{max}} \sim 0.1 / \gamma$ is reached. Increasing $T$ beyond this point results in a rapid decrease in the stability. From this, we conclude that Ramsey spectroscopy with projective measurements only allows for $\beta \sim 0.1$, and thus $N_{\text{min}} = 20$. To determine $\beta_1$ for an LO subject to 1/f noise, we do a similar simulation where the noise spectrum of the LO is $S(f) \sim \gamma^2 / f$ ($f$ is frequency). From this simulation, we find that $\beta_1 \sim 0.1$ as for white noise. Note that this construction introduces a weak (logarithmic) dependence on the number of steps that we simulate [26].

We have simulated clocks with an unlocked LO subject to both white and 1/f noise with the constraint $\beta = 0.1$. In Fig. 2, the stability of the clocks is plotted against the ensemble size $N$. Figure 2 confirms that the scheme works.
down to atom numbers of $N = 20$ where we gain a factor of $\sim 2^{m-1}$ in $\sigma^2_{\tau}(\tau)$ by locking the LO to $m$ ensembles for both white and $1/f$ noise. Furthermore, the numerical results are seen to agree nicely with the analytical calculations. We obtain practically the same long term stability for $1/f$ noise as for white noise since the first feedback whitens the noise for small frequencies [cf. Fig. 1(b)].

The conventional Ramsey protocol considered so far has a lower limit of $N_{\text{min}} = 20$ in order for our protocol to work. This limit is due to the inability of the conventional protocol to effectively resolve phases larger than $\pi/2$. In Ref. [27], we presented an adaptive protocol for estimating the phase, which effectively resolves phases $\leq \pi$. Again, simulating a clock running for a time $\tau = 10^6 T_1$ with a single ensemble of $N = 10^5$ atoms, we find that this protocol enables us to extend the Ramsey time to $\beta \sim 0.3$ for white noise and to $\beta_1 \sim 0.2$ for a LO subject to $1/f$ noise [26]. However, the type of weak measurements described in Ref. [27] is hard to implement for ensembles of few atoms. We have therefore modified the protocol such that individual atoms are read out one at a time, and a Bayesian procedure similar to that of Refs. [28,29] is used for the phase estimation and atomic feedback. We perform intermediate feedbacks during the measurements to rotate the atomic state to be almost in phase with the LO. Because of the rotations, the protocol can resolve phases $\leq \pi$ as the protocol in Ref. [27]. This protocol is described in detail in the Supplemental Material [26]. With this adaptive measurement strategy, we simulate clocks locked to between 1 and 4 ensembles for atom numbers from $N = 4$ to 34 with an unlocked LO subject to both white and $1/f$ noise with the constraint $\beta = 0.3$. The stability of the clocks is plotted against the ensemble size $N$ in Fig. 3. For the adaptive protocol, we can apply the scheme of locking to several ensembles down to ensemble sizes of $N = 4$ (7) for white ($1/f$) noise where we gain a factor of $\sim 2^{m-1}$ in $\sigma^2_{\tau}(\tau)$ by locking the LO to $m$ ensembles. The minimal number of atoms is higher for $1/f$ noise since the adaptive protocol is not as effective as for white noise where we have a better understanding of the a priori distribution in the Bayesian procedure [26]. It should be noted, however, that in principle it is only in the first ensemble that we need more atoms than for white noise since the feedback of the first ensemble whitens the noise. The adaptive protocol is thus more effective for the subsequent ensembles.

In conclusion, we have demonstrated a scheme for locking the LO in an atomic clock to $m$ ensembles of $N$ atoms each. For this scheme, the stability of the clock scales as $\sqrt{N} \left( \gamma T_1 N \right)^{-m/2}$, where $T_1$ is the Ramsey time of the first ensemble. Our scheme thus provides an exponential improvement in the stability with the number of atoms. For the conventional Ramsey protocol, our scheme is applicable down to ensemble sizes of $N = 20$ atoms while it is applicable down to ensemble sizes of $N = 4$ (7) using an adaptive protocol. This makes the scheme relevant for atomic clocks with trapped ions. The performance of the protocol can be improved further by considering squeezed states, but this is beyond the scope of this article.
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