Fault Diagnosis for Bearing Based on 1DCNN and LSTM

1. Introduction

With the development and progress of science and technology, machinery has become more automated and intelligent. Because rolling bearings have the advantages such as high efficiency, convenience, and easy installation, they have been widely used in engineering practice, such as mining scraper conveyors, planetary gearboxes, aircraft engines, and marine machinery. But at the same time, its working environment is getting worse and worse. Generally, it requires continuous high-load work in a harsh environment with humid and corrosive gas. Therefore, it is prone to various failures.

Rolling bearings are often used in rotating machinery, and their failure seriously affects the normal operation of rotating machinery. Periodic inspection and after-the-fact diagnosis are often used for traditional fault diagnosis of rotating machinery, but they are hard to carry out and time-consuming for most rotating machinery operating environments. As the important part of the rotating machinery, once the failures of rolling bearings are not dealt with in time, they will directly lead to the halt of machinery and then affect the normal operation of the system, which will not only cause significant economic losses but also threaten the personal safety of workers.

Domestic and foreign scholars have carried out researches based on the rolling bearing operation characteristics and fault characteristics information in various forms and different methods. The researches have achieved positive results in the field of rolling bearing fault diagnosis. Three steps such as feature extraction, feature selection, and fault classification, are generally included in fault diagnosis. Because of the nonstationary nature of vibration signals, the short-time Fourier transform, wavelet analysis, empirical mode decomposition, etc. are usually used for feature extraction [1–3], and then the extracted features are inputted into the network models for classification, such as convolutional neural network, BP neural network, long short-term memory network, Bayesian classification, etc. [4–8]. In the references such as [9, 10], the original signal was first...
converted into a two-dimensional image containing fault information through wavelet transform, and CNN was then used to learn robust features automatically, for fault diagnosis. A novel feature extraction and fault diagnosis method for planetary gears based on variational mode decomposition (VMD), singular value decomposition (SVD), and CNN is proposed by Liu et al. [11]. Yuan et al. [12] proposed an empirical modal decomposition (EMD) and CNN based fault feature extraction method for rotating machinery and investigated its performance on the fault diagnosis of rolling bearing. Although these two methods adopted in [11, 12] had a small amount of calculation, the similarity among the converted matrices is so high that it is difficult to distinguish between them, which will lead to the problem of long model training time and low accuracy. In [13, 14], short-time Fourier transform and two-dimensional CNN are combined for feature extraction and fault classification. However, the process of converting the input into an image takes more time, which increases the workload. Furthermore, decomposing the original signal will inevitably cause the loss of information, which will hurt the diagnostic accuracy.

Although there has been a lot of research on fault diagnosis of bearings, and intelligent diagnosis methods have been widely applied to bearing fault diagnosis, the learning ability of diagnosis models is still weak, which affects the effectiveness and accuracy of diagnosis results negatively. In recent years, deep learning models have been increasingly used in bearing fault diagnosis due to its powerful capabilities of data processing and feature learning. For example, BP neural network (BPNN) was applied to the fault identification of the gearboxes by Zhu et al. [5]. Although the BPNN has a high degree of self-learning and self-adaptation capabilities, its convergence speed is very slow, and it is extremely prone to local minimization and overfitting, which often leads to training failure. Yin et al. [6] proposed a fault diagnosis method for the wind turbine gearbox based on an optimized cosine loss LSTM neural network (Cos-LSTM). Yang et al. [7] proposed an improved LSTM model for the diagnosis of the electromechanical actuators (EMA), which took advantage of the correlation among sensors. RNNs are mostly used to process sequence data, but they are prone to explosion and disappearance of gradients. Although these problems are improved by the LSTM, the training process still takes a lot of time. Bi LSTM [15], another variant of RNN, has been applied to fault diagnosis, but the experimental results show that its diagnosis effect is not very excellent. Therefore, The LSTM was improved with weight amplification [16] and macroscopic-microscopic attention [17] by Qin et al. The improved model was used for the life monitoring of bearings and its validity was proved through experiments.

For the vibration signal of bearings is a natural time series signal, the 1D CNN can be applied to fault diagnosis of bearings. Jing et al. [4] performed a fault detection of the gearbox bearing using the proposed CNN based end-to-end method. Eren et al. [18] proposed an improved adaptive CNN classifier to extract fault characteristics of bearings and diagnosed them in real-time by combining feature extraction and classification of traditional pattern recognition methods. A novel wide first layer kernel deep convolutional neural network (WDCNN) method was proposed by Zhang et al. [19]. During the above methods, the relevance of data points in the original bearing data is easily destroyed during data segmentation, and the information related to fault may be lost. Hence, it is difficult to capture the fault information of the bearing signal over time by relying on the CNN network alone. So, the combination of RNN and CNN was more and more used in fault diagnosis. A novel Convolutional Long Short-Term Memory Recurrent Neural Network (CRNN), with higher accuracy and poorer generalization ability, was proposed by Amin Khorrama et al. [20].

An end-to-end fault diagnosis model using deep learning technology, which employs 1D CNN for feature self-extracting and LSTM for learning the temporal dependencies among features, has been proposed to make up for the above shortcomings in this paper. This model integrates the traditional processes of signal noise reduction, feature extraction, feature selection, and feature classification, which simplifies the diagnosis process to the greatest extent. The combination of LSTM and CNN makes up for the deficiency of using CNN to process time series data alone and improves the robustness of the model. The improved algorithm not only has fewer training parameters and diagnosis time, but also has superior generalization ability, so it is more suitable for dealing with the accurate identification and real-time diagnosis of rolling bearing faults. The proposed algorithm can be extended to the application of fault diagnosis of a variety of rotating machinery.

The paper is comprised of 5 sections. In Section 2, the techniques applied in the proposed model are presented. Section 3 describes the structure of the model in detail. Section 4 conducts simulation tests on the model and does comparison and validation with other classical models. Finally, Section 5 presents the conclusions of the presented research.

2. Methodology

2.1. Convolutional Neural Network. CNN is a typical feed-forward deep neural network with powerful feature extraction capability inspired by primate perception mechanism [21, 22]. It is specifically designed to process data that has a known grid-like topology. It extracts representative features hidden in the input data layer by layer using multiple filters [21], while combining sparse connectivity and parameter weight sharing mechanisms to downsample and refine the data dimensionality in time and space. This reduces the number of training parameters and effectively avoids overfitting of the algorithm. At the same time, it is invariant to other forms of transformation, so it is widely used [21]. The basic architecture diagram of CNN is shown in Figure 1.

A typical convolutional neural network usually includes a convolutional layer, a pooling layer, an activation layer, and a fully connected layer. Convolutional layers are the core component of CNN [22]. The input of one-dimensional convolution is one-dimensional data. Therefore, the dimensionality of its kernel and the dimensionality of its
output are also one-dimensional. The operation of the one-dimensional convolution is shown in Figure 2.

By analyzing Figure 2, the output of the convolution operation is expressed as

$$y_l = \omega_l \ast x_l + b_l,$$

where $l$ is the number of layers of the convolutional layer, $\omega_l$ represents the weight matrix of convolution kernels, $x_l$ represents the input of the layer $l$, $b_l$ is the bias of layer $l$, and $y_l$ is the output of layer $l$.

The pooling layer is another important operation of the convolutional neural network, which improves the robustness of extracted features. Its role is to reduce the dimensionality of the previous layer of data and remove redundant information [23]. This reduces the number of parameters and computation in the network, which is conducive to restraining overfitting and improving the generalization ability of the model. The proposed method in this paper combines the max pooling with the average pooling to process feature maps. The two pooling operations are shown in Figure 3.

Fully connected layer (FCL), which is usually located at the tail of the CNN, plays the role of “classifier” in the convolutional neural network. The softmax is usually applied to the output layer of a multiclassification problem to ensure that the output value ranges from 0 to 1, and the sum of all output values is 1. The output value means the probability of this output, and the one with the highest probability is taken as the final prediction result.

2.2. Long Short-Term Memory Network. Recurrent neural network (RNN) is a kind of deep neural network [24]. In RNN, the information on the time dimension can be shared by adding the connections (i.e., weights) among neurons in the same layer, which makes it suitable to deal with time series problems. LSTM is a special kind of recurrent neural network. It solves the problem of information redundancy by adding a “gate” structure at the appropriate location, which allows information to be selectively retained or forgotten as it flows through each neuron. Due to the ability to strengthen the weight of primary information and weaken the weight of irrelevant information, such problems as gradient disappearance, gradient explosion, and inability to handle long-range dependencies in traditional recurrent neural networks are solved [25] in the LSTM. The internal data operation of the LSTM cell is shown in Figure 4.

In Figure 4, $W_f$ and $b_f$ are the weights and bias of the input gate, respectively, $W_o$ and $b_o$ are the weights and bias of the output gate, respectively, $W_c$ and $b_c$ are the weights and bias of the cell status, respectively, $W_f$ and $b_f$ are the weights and bias of the forget gate, respectively, $h_{t-1}$ represents the output of the previous moment and $x_t$ represents the input of this moment, and they form the new vector $[h_{t-1}, x_t]$. The operation of matrix multiplication of the vector $[h_{t-1}, x_t]$ with $W_c$ and $b_c$ by the tanh activation function to obtain the input value $C_t$ at $t$ moment is calculated as follows:

$$C_t = \tanh(W_c \cdot [h_{t-1}, x_t] + b_c).$$

The operation of matrix multiplication of the vector $[h_{t-1}, x_t]$ with the weights and parametric terms of each gate by the sigmoid activation function yields the forgotten gate $f_t$, the input gate $i_t$, and the output gate $o_t$ at $t$ moment, respectively.

$$f_t = \sigma(W_f \cdot [h_{t-1}, x_t] + b_f),$$

$$i_t = \sigma(W_i \cdot [h_{t-1}, x_t] + b_i),$$

$$o_t = \sigma(W_o \cdot [h_{t-1}, x_t] + b_o).$$

By multiplying the $f_t$ with the last cell state $C_{t-1}$ element by element, the information that needs to be forgotten and remembered can be determined, which realize the control on $C_{t-1}$; by multiplying the $i_t$ with the current input cell state $C_t$ element by element, the information in $C_t$ needed to be saved and utilized will be determined, which can achieve control of $C_t$. Then, the state value of the hidden node at moment $t$ is obtained by summarizing these two products as follows:

![Figure 1: Structure of convolutional neural network.](image-url)
C_t = f_t * C_{t-1} + i_t * C_t'. \quad (4)

Finally, the output at t moment \( h_t \) is determined by the unit state \( C_t \), the output gate \( o_t \), and the tanh function as follows:

\[ h_t = o_t \cdot \tanh(C_t). \quad (5) \]

### 3. Implemented Classifier Based on 1DCNN and LSTM

An end-to-end intelligent fault diagnosis algorithm based on 1DCNN-LSTM, which can quickly and accurately diagnose the faults of rolling bearings under various load conditions, is proposed in this paper.

#### 3.1. Proposed 1DCNN-LSTM Fault Detection Model

The proposed end-to-end fault diagnosis model based on 1DCNN and LSTM includes multiple stacked convolutional layers, pooling layers, LSTM layer, and fully connected layer. The first two pooling layers adopt max pooling to extract the most noticeable and prominent features, and the last layer adopts average pooling to retain more effective information. The LSTM layer is added after the fully connected layer to capture the time dependence of the features extracted by convolution operation and fully characterize the time series data. Finally, the 10-cell dense layer with a softmax activation function as the output function is chosen as the last layer. The softmax function outputs a value set, any one of which ranges from 0 to 1 and is used to determine the fault type. The structure is shown in Figure 5.

#### 3.2. Fault Diagnosis Process

The fault diagnosis based on 1DCNN-LSTM includes two steps. Firstly, the model based on 1DCNN-LSTM is trained and built using training dataset; then, the model can be used to make fault diagnoses on real data. The fault diagnosis flowchart of the 1DCNN-LSTM is shown in Figure 6.

The model building process is described as follows:

Step 1: divide the original data into datasets with different working conditions.

Step 2: perform the operation of overlap sampling on the dataset using sliding windows and add labels to the segmented samples using one-hot encoding [26].
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Figure 3: Schematic diagram of max pooling and average pooling.
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Figure 4: The internal data operation of the LSTM cell.
Step 3: divide the dataset into the training set, validation set, and test set.

Step 4: set the initial parameters of the model.

Step 5: train the model using the training dataset. Tune the parameters by executing the forward propagation and the backward propagation iteratively until the accuracy of the diagnosis on the validation dataset can meet the actual requirements. If the accuracy is satisfying, go to step 6 and save this model; if not, jump to step 4.

Step 6: verify the trained model using the test dataset, and assess the diagnosis ability of this model.

4. Experiment Results and Analysis

4.1. Experimental Conditions. The TensorFlow framework from Google and the python language are used in the experiment of this paper. The experiment program is run on the computer with 1.80 GHz Intel (R) core (TM) i5-8250u CPU and 8 GB memory. The bearing fault dataset collected at the test-stand (shown in Figure 7) of Case Western Reserve University (CWRU) [27] is used as the experimental data. The drive end bearing shown in Figure 7, which is SKF6205, is used as the subject in this paper. The sampling frequency of the platform is 12 kHz. The data samples were collected at 12,000 samples per second, which represent the vibration acceleration velocity values. Three bearing components, such as the inner raceway, the outer raceway, and the rolling element, and four load conditions, such as 0 hp, 1 hp, 2 hp, and 3 hp, were considered and studied in the dataset of CWRU. Three different levels of damage with diameters of 0.007 inches, 0.014 inches, and 0.021 inches, respectively, were implanted in each component of the bearing by the electrodischarge machining (EDM) technique [28], and 9 fault types were got.

4.2. Dataset Description. In this paper, the dataset under the 0 hp load condition is selected for the model validation experiment, and the datasets under 1 hp, 2 hp, and 3 hp load conditions are selected for the performance experiment of the model migration generalization. There are 10 statuses including 9 fault statuses and one normal status in the dataset under every kind of load condition, where the number of samples in each status is 1000 and the total number is 10000. Each sample contains 2048 data points. The time-domain waveform diagrams of 10 bearing operating states are shown in Figure 8, respectively, where the x-axis represents the sampling indices, and the y-axis represents the amplitude. One-hot encoding technology is used to label the sample data (the results are shown in Table 1), and the samples with the same label are randomly divided into three datasets such as the training set, the validation set, and the test set according to the predefined proportions. For each bearing state, 70% of the samples are randomly selected for model training, 20% are used for model validation, and 10% are left for model testing. The dataset partition under different conditions is shown in Table 2.

4.3. Parameter Design. The choice of model parameters has an important impact on the accuracy and generalization ability of the model. The important parameters (i.e., hyperparameters) include the size of the convolution kernel, the number of the convolution kernels, the size of the pooling kernel, the number of the pooling kernels, the activation function, and the optimizer. The selection of hyperparameters plays an important role in the quality and robustness of the model. The suitable hyperparameters can make the model parameters reach the optimal values faster and improve the accuracy of the model. But currently, there is no clear rule for determining the parameters, which heavily depends on experimental experience. In this paper, the different parameters are compared by experiments. These parameters include the parameters of the convolution layer, the number of fully connected neurons, and the number of LSTM neurons. Some results of the experiments are shown in Table 3, where “Conv1d_1” represents the first one-dimensional convolution layer and Conv1d_2 represents the second one-dimensional convolution layer.

It can be seen from Table 3 that increasing the number of convolution layers and the number and the size of the convolution kernels can generally improve the accuracy of...
the model. However, it can be concluded from the No. 8, No. 9, and No. 10 tests that the excessive increase of the number of convolution layers and the number and the size of convolution kernels not only reduces the accuracy but also increases the calculation time remarkably. Then, the hyperparameters of the convolution layers are obtained. In the No. 11 test, the accuracy improves obviously when the number of LSTM neurons is set as 32 and the number of fully

Figure 6: Flowchart of the fault diagnosis based on 1DCNN-LSTM.
Figure 7: Motor driving mechanical system used by CWRU.

Figure 8: Typical vibration signals of 10 faults.

Table 1: The result of one-hot encoding.

| Label | The result of one-hot encoding |
|-------|--------------------------------|
| 0     | [1, 0, 0, 0, 0, 0, 0, 0, 0, 0] |
| 1     | [0, 1, 0, 0, 0, 0, 0, 0, 0, 0] |
| 2     | [0, 0, 1, 0, 0, 0, 0, 0, 0, 0] |
| 3     | [0, 0, 0, 1, 0, 0, 0, 0, 0, 0] |
| 4     | [0, 0, 0, 0, 1, 0, 0, 0, 0, 0] |
| 5     | [0, 0, 0, 0, 0, 1, 0, 0, 0, 0] |
| 6     | [0, 0, 0, 0, 0, 0, 1, 0, 0, 0] |
| 7     | [0, 0, 0, 0, 0, 0, 0, 1, 0, 0] |
| 8     | [0, 0, 0, 0, 0, 0, 0, 0, 1, 0] |
| 9     | [0, 0, 0, 0, 0, 0, 0, 0, 0, 1] |
connected neurons is set as 64. From the No. 12 and No. 13 tests, it can be seen that the increase of the number of LSTM neurons and fully connected neurons does not improve the performance.

Based on the above results, different pooling strategies, activation functions [29, 30], and optimizers [31, 32] are combined and applied on the proposed model with the hyperparameters of No. 11 test in Table 3. The performance comparison is shown in Table 4, where “Pooling_1” represents the first pooling layer and “Pooling_2” represents the second pooling layer and “Pooling_3” represents the third pooling layer.

In the No. 20 test of Table 4, the accuracies of training and test are 1.0 and 0.999, respectively, which represents the best effect of the proposed model with different pooling strategies, activation functions, and optimizers. In addition, Adam is identified as the best optimizer of the model. fX_hus, the 1DCNN-LSTM model has superior fault diagnosis significance for accurate diagnosis in practical applications. 4.4. Performance of Migration and Generalization. In the actual application of rotating machinery, the load on the bearings may change at any time. So, the migration and generalization performance of the proposed model is tested in this paper. The experimental results are compared with multilayer perceptron network (MLP), BPNN [33], LSTM [34], LeNet-5 [35], WDCNN [19], and CRNN [20]. The number of parameters, epochs, training time, and test running time of these models are listed in Table 6. The comparison results of the experiments are shown in Figure 9, where “A ⟷ B” represents that the training set in dataset A is selected as the training data and the test data in dataset B is selected as the test data.

As shown in Figure 9, MLP, whose average accuracy is less than 70%, performs the worst in migration and generalization. LeNet-5 and CRNN perform better, both reaching approximately 80% accuracy. The average accuracy of WDCNN reaches about 90%. In contrast, the proposed model is much more accurate than the other models, achieving more than 95%, which proves that the proposed model can adapt to the changes of the load, which is of great significance for accurate diagnosis in practical applications. Thus, the 1DCNN-LSTM model has superior fault diagnosis capabilities and is more suitable for the accurate diagnosis of bearing faults.

Then, the confusion matrix is introduced to show the migration and generalization ability of the proposed model clearly and the results are shown in Figure 10, where the horizontal axis represents the type of the bearing fault predicted by the 1DCNN-LSTM model, and the vertical axis represents the true type of the bearing fault. It can be concluded that the 1DCNN-LSTM model can achieve stable and efficient classification under different load conditions. In summary, the proposed model, which has superior migration and generalization performance and achieves high diagnostic accuracy under different load conditions, can efficiently extract the fault characteristics of the bearing and realize the effective classification of the fault.

### Table 2: Description of the CWRU dataset.

| Fault location | Normal | Inner race | Outer race | Ball |
|----------------|--------|------------|------------|------|
| Damage diameter (inches) | 0 | 0.007 | 0.014 | 0.021 |
| Label | 0 | 1 | 2 | 3 |
| Train | 700 | 700 | 700 | 700 |
| Validation | 200 | 200 | 200 | 200 |
| Test | 100 | 100 | 100 | 100 |
| Dataset A | 700 | 700 | 700 | 700 |
| Validation | 200 | 200 | 200 | 200 |
| Test | 100 | 100 | 100 | 100 |
| Dataset B | 700 | 700 | 700 | 700 |
| Validation | 200 | 200 | 200 | 200 |
| Test | 100 | 100 | 100 | 100 |
| Dataset C | 700 | 700 | 700 | 700 |
| Validation | 200 | 200 | 200 | 200 |
| Test | 100 | 100 | 100 | 100 |
| Dataset D | 700 | 700 | 700 | 700 |
| Validation | 200 | 200 | 200 | 200 |
| Test | 100 | 100 | 100 | 100 |

Load (hp)

| Train | 700 | 700 | 700 | 700 |
| Validation | 200 | 200 | 200 | 200 |
| Test | 100 | 100 | 100 | 100 |

Table 3: Hyperparameters of No. 11 test.
**Table 3: Performance comparison of the model with different hyperparameters.**

| No. | Number of conv1d_1 kernels | Conv1d_1 kernel size | Number of conv1d_2 kernels | Conv1d_2 kernel size | Number of conv1d_3 kernels | Conv1d_3 kernel size | Number of conv1d_4 kernels | Conv1d_4 kernel size | Fully connected neurons | LSTM neurons | Train accuracy | Test accuracy | Calculation time (seconds) |
|-----|-----------------------------|----------------------|-----------------------------|----------------------|-----------------------------|----------------------|-----------------------------|----------------------|------------------------|--------------|----------------|--------------|------------------------|
| 1   | 16                          | 64                   | —                           | —                    | —                           | —                    | —                           | —                    | 32                     | 16           | 0.963         | 0.944        | 36                      |
| 2   | 32                          | 64                   | —                           | —                    | —                           | —                    | —                           | —                    | 32                     | 16           | 0.972         | 0.947        | 37                      |
| 3   | 64                          | 64                   | —                           | —                    | —                           | —                    | —                           | —                    | 32                     | 16           | 0.974         | 0.952        | 39                      |
| 4   | 32                          | 128                  | —                           | —                    | —                           | —                    | —                           | —                    | 32                     | 16           | 0.989         | 0.922        | 40                      |
| 5   | 32                          | 64                   | 32                          | 5                    | —                           | —                    | —                           | —                    | 32                     | 16           | 0.963         | 0.918        | 42                      |
| 6   | 32                          | 64                   | 64                          | 5                    | 64                          | 3                    | —                           | —                    | 32                     | 16           | 0.995         | 0.974        | 43                      |
| 7   | 32                          | 64                   | 32                          | 5                    | 128                         | 3                    | —                           | —                    | 32                     | 16           | 0.991         | 0.978        | 63                      |
| 8   | 32                          | 64                   | 32                          | 5                    | 64                          | 3                    | 64                          | 3                    | 32                     | 16           | 0.985         | 0.973        | 67                      |
| 9   | 32                          | 64                   | 32                          | 5                    | 64                          | 3                    | 128                         | 3                    | 32                     | 16           | 0.978         | 0.972        | 72                      |
| 10  | 32                          | 64                   | 32                          | 5                    | 64                          | 3                    | 128                         | 3                    | 32                     | 16           | 0.990         | 0.967        | 43                      |
| 11  | 32                          | 64                   | 32                          | 5                    | 64                          | 3                    | 64                          | 3                    | 32                     | 32           | 1.0           | 0.990        | 43                      |
| 12  | 32                          | 64                   | 32                          | 5                    | 64                          | 3                    | —                           | —                    | 64                     | 64           | 0.982         | 0.967        | 43                      |
| 13  | 32                          | 64                   | 32                          | 5                    | 64                          | 3                    | —                           | —                    | 128                    | 32           | 0.985         | 0.963        | 43                      |

The bold values represent a set of parameters with the best experimental results. They are also the parameters of convolutional layer, LSTM layer, and fully connected layer that the model proposed in this paper finally chooses.
5. Stability Performance under Different Datasets

The learning ability and stability of the proposed model under different load conditions should be verified. First, the four datasets named A, B, C, and D are used to train and test the model. The experimental results are shown in Figure 11, which reveals the training process and test process curves of the model on the dataset under different load conditions.

Obviously, the training process and testing process are stable, which proves that the proposed model has good learning ability on datasets with different loads. Sometimes it is far from scientific and comprehensive to evaluate an algorithm model only by the accuracy, so the precision, recall, and F1 [36], whose meaning are explained in equations (6)–(8), respectively, are used to evaluate the model. The evaluation results are shown in Table 7.

\[
\text{precision} = \frac{TP}{TP + FP} \tag{6}
\]

where the TP represents the number of positive samples predicted as positive by the model and the FP represents the number of negative samples predicted as positive by the model.

\[
\text{recall} = \frac{TP}{TP + FN} \tag{7}
\]

where the FN represents the number of positive samples predicted as negative by the model.

\[
F1 = \frac{2 \times \text{precision} \times \text{recall}}{\text{precision} + \text{recall}} \tag{8}
\]

where the precision represents the proportion of true positive samples in the total samples predicted as positive by the model,

Table 4: Performance comparison of the models with different pooling strategies, activation functions, and optimizers.

| No. | Pooling_1 strategies | Pooling_2 strategies | Pooling_3 strategies | Activation functions | Optimizer   | Train accuracy | Test accuracy |
|-----|-----------------------|----------------------|----------------------|----------------------|-------------|---------------|---------------|
| 14  | Max                   | Max                  | Max                  | Elu                  | Adam        | 0.971         | 0.944         |
| 15  | Max                   | Max                  | Max                  | Relu                 | RMSprop     | 0.984         | 0.955         |
| 16  | Max                   | Max                  | Max                  | Sigmoid              | Adam        | 0.964         | 0.932         |
| 17  | Average               | Average              | Average              | Elu                  | Adam        | 0.990         | 0.957         |
| 18  | Average               | Average              | Average              | Relu                 | RMSprop     | 0.963         | 0.935         |
| 19  | Average               | Average              | Average              | Sigmoid              | Adam        | 0.981         | 0.968         |
| 20  | Max                   | Max                  | Average              | Elu                  | Adam        | **1.0**       | **0.999**     |
| 21  | Max                   | Average              | Max                  | Relu                 | Adam        | 0.989         | 0.981         |
| 22  | Average               | Max                  | Sigmoid              | Adam                 |            | 0.990         | 0.979         |

The bold values represent a set of parameters with the best experimental results. They are also the parameters of pooling layer, activation function, and optimizer that the model proposed in this paper finally chooses.

Table 5: Hyperparameter of the 1DCNN-LSTM.

| Network layer       | Parameters | No. of filters | Size of filter | Stride | Padding | Activation |
|---------------------|------------|----------------|----------------|--------|---------|------------|
| Convolution layer 1 |            | 32             | 64 * 1         | 32     | Same    | Elu        |
| Max pooling layer 1 |            | 1              | 4 * 1          | 2      | Same    |            |
| Convolution layer 2 |            | 32             | 5 * 1          | 1      | Same    | Elu        |
| Max pooling layer 2 |            | 1              | 4 * 1          | 2      | Same    |            |
| Convolution layer 3 |            | 64             | 3 * 1          | 1      | Same    | Elu        |
| Average pooling layer 1 | | 1              | 4 * 1          | 2      | Same    |            |
| Fully connected layer |        | 64             | —              | —      | —       | Elu        |
| LSTM layer          |            | 32             | —              | —      | —       | —          |
| Output layer        |            | 10             | —              | —      | —       | —          |

Table 6: Performance comparison of different models.

| Number of parameters | Epochs | Train time (s) | Test time (s) |
|----------------------|--------|----------------|---------------|
| LeNet-5              | 5121746| 20             | 625           | 0.794        |
| BPNN                 | 659722 | 20             | 213           | 0.917        |
| MLP                  | 566346 | 20             | 156           | 0.862        |
| LSTM                 | 659722 | 20             | 432           | 2.651        |
| WDCNN                | 54790  | 20             | 107           | 0.351        |
| CRNN                 | 21210  | 20             | 73            | 0.149        |
| 1DCNN-LSTM           | **28298**| 20             | **43**        | **0.153**    |

The bold values represent the parameters used in the proposed model in this paper.
and the recall represents the proportion of the samples predicted as positive by the model in the total positive samples.

As can be seen from Table 7, the precision and recall of the proposed model for each fault type under different datasets are very high. It shows that the model can learn the robustness characteristics of faults, which is of great significance to fault diagnosis in practical applications.

Then, the dataset of XJTU-SY [37] is used to further verify the stability and learning ability of the proposed model. As shown in Figure 12, the bearing test bench consists of an alternating current (AC) induction motor, a motor speed regulator, a support shaft, two support bearings (heavy roller bearings), and a hydraulic loading system.
A total of three different operating conditions are set in the accelerated degradation experiments. The horizontal vibration signals of different working parts under the above three working conditions are integrated and used as experimental data in this paper. The description of the dataset is shown in Table 8, where 37.5 Hz represents the vibration frequency, 12 kN represents the load of the bearing, and the meanings of the other two conditions are similar. The experimental results are shown in Figure 13.

As can be seen from Figure 13, the accuracy of the model is 1.0 in the third training and remains stable in subsequent training. During testing, although the accuracy fluctuates at the beginning, it continues to rise after the learning rate decreases, and the accuracy becomes stable in the last 5 epochs.
second training and remains high and stable after the seventh training. The powerful feature learning ability of the proposed model can be proved. It shows that the proposed model can be applied to the bearing diagnosis if the vibration dataset is provided.

5.1. Classification Performance Visualization. Although the 1DCNN-LSTM model has powerful feature extraction and fault classification capabilities, the model process is equivalent to a black box. In order to further prove the effectiveness of this method, the t-distributed stochastic neighbor
embedding (T-SNE) technology [38] is used to visualize the classification effects. After the training is completed, the test data is input into the model. The outputs of the first convolution layer, the last convolution layer, the LSTM layer, and the last hidden layer of the model are reduced in dimension and then visualized. The visualization results are shown in Figure 14. It can be found that as the number of convolutional layer increases, the overlapping part of each category gradually decreases, and the recognition rate is improved. In addition, it can also be seen that the distances among the fault samples are relatively close in the output of the last convolutional layer, but the classification result becomes clearer after the LSTM is adopted. The results show that although CNN has strong capabilities in feature extraction, it has limitations in fault classification, and it is very necessary to employ the LSTM algorithm, which can improve the ability of fault classification. In summary, the proposed model has good classification performance, and it is practical and effective in fault diagnosis of bearings for rotating machinery.

6. Conclusions

Intelligent fault diagnosis method based on deep learning is a hot topic of current research within the field of fault diagnosis. In this paper, a novel technique based on 1DCNN and LSTM is presented to detect bearing faults, and its performance is evaluated. By applying the algorithm to the fault dataset of rolling bearings for diagnosis, the accuracy and superiority of the method are verified, and the following conclusions are obtained:

1. The 1DCNN-LSTM model can be applied to rolling bearing fault diagnosis. 1DCNN that can learn fault features autonomously from one-dimensional vibration signals is used to extract fault features. LSTM is used to learn the correlation among features. By combining the virtues of the 1DCNN and LSTM, the 1DCNN-LSTM can achieve higher diagnostic accuracy.

2. The rolling bearing fault diagnosis method proposed in this paper can accurately identify and locate the fault position of bearings, such as the inner raceway, the outer raceway, and the rolling element with different damage diameters, which can avoid irreversible damage to the bearing.

3. The experiments show that the proposed model can learn features without human expertise and any prior knowledge of fault diagnosis, which has high feasibility and generality. In addition, the CWRU dataset and the XJTU-SY dataset are used to verify the superior performance of the proposed model. The recognition rate of the proposed model on the CWRU dataset and XJTU-SY dataset reached 99.98% and 99.95%, respectively, and the recognition time reaches 0.153 s. The proposed
model, which is suitable for online real-time monitoring and rapid fault diagnosis, can also be expanded to the fault detection of other rotating machinery.

The limitations of the proposed model are as follows: the dataset used in the proposed model is based on a single sensor signal. However, there may be many kinds of signals to be considered when there is a problem with machinery. So the data fusion techniques for the multiple sensors and the new classification model will be the considerations of future research work.

Data Availability

Previously reported CWRU data were used to support this study and are available at https://cseggroups.case.edu/bearingdatacenter/pages/download-data-file. These prior studies (and datasets) are cited at relevant places within the text as [27]. Previously reported XJTU-SY data were used to support this study and are available at https://biaowang.tech/xjtu-sy-bearing-datasets/. These prior studies (and datasets) are cited at relevant places within the text as [37].
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