The mean and variance of the distribution of shortest path lengths of random regular graphs
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Abstract
The distribution of shortest path lengths (DSPL) of random networks provides useful information on their large scale structure. In the special case of random regular graphs (RRGs), which consist of \( N \) nodes of degree \( c \geq 3 \), the DSPL, denoted by \( P(L = \ell) \), follows a discrete Gompertz distribution. Using the discrete Laplace transform we derive a closed-form (CF) expression for the moment generating function of the DSPL of RRGs. From the moment generating function we obtain CF expressions for the mean and variance of the DSPL. More specifically, we find that the mean distance between pairs of distinct nodes is given by

\[ \langle L \rangle = \frac{\ln N}{\ln(c-1)} + \frac{1}{2} - \frac{\ln(c-1)}{\ln(c-2)} + O\left(\frac{\ln N}{N}\right), \]

where \( \gamma \) is the Euler–Mascheroni constant. While the leading term is known, this result includes a novel correction term, which yields very good agreement with the results obtained from direct numerical evaluation of \( \langle L \rangle \) via the tail-sum formula and with the results obtained from computer simulations. However, it does not account for an oscillatory behavior of \( \langle L \rangle \) as a function of \( c \) or \( N \). These oscillations are negligible in sparse networks but detectable in dense networks. We also derive an expression for the variance \( \text{Var}(L) \) of the DSPL, which captures the overall dependence of the variance on \( c \) but does not account for the oscillations. The oscillations are due to the discrete nature of the shell structure around a random node. They reflect the profile of the filling of new shells.
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as $N$ is increased. The results for the mean and variance are compared to the corresponding results obtained in other types of random networks. The relation between the mean distance and the diameter is discussed.
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1. Introduction

Random networks (or graphs) consist of a set of $N$ nodes that are connected by edges in a way that is determined by some random process. They provide a useful conceptual framework for the study of a large variety of systems and processes in science, technology and society [1–5]. The local structure of a random network can be characterized by the degree distribution $P(k)$ and its moments $\langle K^n \rangle$, $n \geq 1$. In particular, the mean degree $\langle K \rangle$ provides the expected number of neighbors of a random node, while the variance $\text{Var}(K) = \langle K^2 \rangle - \langle K \rangle^2$ accounts for the width of the degree distribution.

The large scale structure of a random network is captured by the distribution of shortest path lengths (DSPL), or the distance distribution, between pairs of distinct nodes. Properties of the DSPL, which is denoted by $P(L = \ell)$, have been studied in random networks with different degree distributions [6–26]. It was shown that in random networks whose degree distribution has a finite variance, the mean distance between pairs of distinct nodes scales like $\langle L \rangle \sim \ln N$ [6, 7, 12]. This implies that random networks are small-world networks [27–31]. Moreover, it was shown that scale-free networks, which exhibit a power-law degree distribution of the form $P(k) \sim k^{-\gamma}$, may be ultrasmall depending on the value of the exponent $\gamma$. In particular, for $2 < \gamma < 3$, where the variance of $P(k)$ diverges in the infinite system limit, the mean distance scales like $\langle L \rangle \sim \ln \ln N$ [7, 9, 32]. The variance $\text{Var}(L)$ of the DSPL was also studied. It was shown that the DSPL of random networks is typically a narrow distribution, whose width does not grow as the network size is increased [7].

In the study of the DSPL it is convenient to use the tail distribution $P(L > \ell)$, which is the probability that the distance between a random pair of distinct nodes $i$ and $j$ is larger than $\ell$. In networks that consist of more than one connected component, the distance between nodes that reside on different network components is $\ell = \infty$. In this case the DSPL is restricted to pairs of nodes that reside on the same connected component [15, 16, 23, 24]. In the analysis below we focus on networks that consist of a single connected component. In this case, the mean distance can be obtained from the tail-sum formula [33]

$$\langle L \rangle = \sum_{\ell=0}^{\infty} P(L > \ell).$$  \hspace{1cm} (1)

In configuration model networks the degree of each node is drawn independently from a given degree distribution $P(k)$ and the connections are random and uncorrelated [6, 34, 35]. The configuration model generates maximum entropy ensembles in which the degree distribution $P(k)$ is fixed [6, 31, 34, 35]. Therefore, the configuration model provides a general and highly powerful platform for the analysis of statistical properties of networks. In configuration model networks, the DSPL is completely determined by the degree distribution $P(k)$ and the network
size $N$. In particular, in the large network limit the mean distance can be approximated by 
\[ \langle L \rangle \simeq \frac{\ln N}{\ln \mu}, \] (2)

where 
\[ \mu = \frac{\langle K^2 \rangle - \langle K \rangle}{\langle K \rangle} \] (3)

is the mean of the excess degree distribution of nodes selected via a random edge. The excess 
degree distribution, given by [36]
\[ P_{\text{excess}}(k) = \frac{(k + 1)}{\langle K \rangle} P(k + 1), \] (4)

is obtained by selecting random edges and choosing randomly one of the two end-nodes of the 
selected edge. The excess degree of such end-node is obtained by extracting the edge that led 
to that node, reducing its degree by 1.

The random regular graph (RRG) is a special case of a configuration model network, in 
which the degree distribution is a degenerate distribution of the form $P(k) = \delta_{k,c}$, namely all 
the nodes are of the same degree $c$, where $c \geq 3$. In the special case of an RRG, the second 
moment of the degree distribution satisfies $\langle K^2 \rangle = c^2$ and the excess degree is $\mu = c - 1$. As 
a result, equation (2) is reduced to
\[ \langle L \rangle \simeq \frac{\ln N}{\ln(c - 1)}. \] (5)

Recently, the DSPL of the Erdős–Rényi (ER) network [37–39] and other configuration 
model networks was calculated using an approach called the random path approach (RPA), 
which is based on recursion equations [15, 16, 20]. In general, the recursion equations are 
iterated step by step and the resulting distribution is evaluated numerically. The DSPL obtained 
from the recursion equations was found to be in very good agreement with the results obtained 
from computer simulations for configuration model networks with a broad range of degree 
distributions [16]. In the special case of RRGs of degree $c \geq 3$, the recursion equations yield 
a closed-form (CF) expression for the DSPL, whose tail distribution takes the form [16]
\[ P(L > \ell) = \exp \left\{ -\frac{c}{(c - 2)N} \left[ (c - 1)^{c - 1} - 1 \right] \right\}. \] (6)

The distribution shown in equation (6) is a discrete form of the Gompertz distribution [40, 41]. 
Equation (6) coincides with an earlier calculation of the DSPL of RRGs [8]. The existence of a 
CF expression for $P(L > \ell)$ opens the way to the derivation of compact formulae for the mean 
distance $\langle L \rangle$ and the variance $\text{Var}(L)$ of the DSPL of RRGs. The mean distance $\langle L \rangle$ provides 
the typical length scale in the network, as well as its scaling with respect to the network size 
$N$ and the degree $c$. The variance $\text{Var}(L)$ provides the width of the peak in the probability mass 
function $P(L = \ell)$.

In this paper we derive a CF expression for the moment generating function of the DSPL of 
RRGs. The moment generating function is expressed in terms of a discrete Laplace transform. 
The discrete sum is then evaluated using the Euler–Maclaurin formula that applies for sufficiently 
large networks. Using the moment generating function we obtain CF expressions for 
the mean distance $\langle L \rangle$ and for the second moment $\langle L^2 \rangle$ of the DSPL. Using these results we also
obtain, for the first time, a closed form expression for the variance \( \text{Var}(L) \). In previous studies \([6, 8, 29, 42]\) it was found that in the large \( N \) limit the mean distance \( \langle L \rangle \) can be approximated by equation (5). On top of this result, we obtain a novel correction term, which is of order 1, namely independent of \( N \). Since the mean distance \( \langle L \rangle \) is logarithmic in \( N \), such correction of order 1 is often not negligible. Taking this correction into account yields a very good agreement with the results obtained from computer simulations. However, it does not account for an apparent oscillatory behavior of \( \langle L \rangle \) as a function of \( c \) and as a function of \( N \). These oscillations are negligible in the sparse-network limit but detectable in the dense-network limit. The CF expression obtained for \( \text{Var}(L) \) captures the overall dependence of the variance on the degree \( c \). However, it does not account for the oscillatory behavior of \( \text{Var}(L) \) as a function of \( c \), which becomes significant in the dense-network limit. The oscillations of \( \langle L \rangle \) and \( \text{Var}(L) \) as a function of \( c \) and \( N \) are analyzed and discussed. In particular, it is shown that the oscillations become regular when plotted as a function of \( \ln N/\ln(c - 1) \), when \( c \) is kept fixed and \( N \) is varied. The results for the mean and variance of the DSPL are compared to the corresponding results obtained in other types of random networks. The relation to the diameter is also discussed.

The paper is organized as follows. In section 2 we describe the RRG. In section 3 we review the calculation of the DSPLs. In section 4 we derive a CF expression for the moment generating function of the DSPL. In section 5 we calculate the mean distance \( \langle L \rangle \). In section 6 we calculate the variance of the DSPL. The results are discussed in section 7 and summarized in section 8.

2. The random regular graph

The RRG is a special case of a configuration model network, in which the degree distribution is a degenerate distribution of the form \( P(k) = \delta_{c,k} \), namely all the nodes are of the same degree \( c \). Here we focus on the case of \( 3 \leq c \leq N - 1 \), in which for a sufficiently large value of \( N \) the RRG consists of a single connected component \([34, 35, 43]\). RRGs of any finite size exhibit a local tree-like structure, while at larger scales there is a broad spectrum of cycle lengths. In that sense RRGs differ from Cayley trees, which maintain their tree structure by reducing the most peripheral nodes to leaf nodes of degree 1. They also differ from Bethe lattices which exhibit a tree structure of an infinite size.

The neighborhood of a given node \( i \) can be described by a shell structure, in which the first shell consists of the \( c \) neighbors of \( i \) and the second shell consists of the neighbors of the nodes of the first shell, which are at distance \( \ell = 2 \) from \( i \). In general, the \( \ell \)th shell around \( i \) consists of all the nodes that are at a distance \( \ell \) from \( i \) \([13, 14]\). In the infinite network limit, the \( \ell \)th shell around each node consists of \( n(\ell) = c(c - 1)^{\ell - 1} \) nodes.

A convenient way to construct an RRG of size \( N \) and degree \( c \) (\( Nc \) must be an even number) is to prepare the \( N \) nodes such that each node is connected to \( c \) half edges or stubs \([3, 44]\). At each step of the construction, one connects a pair of random stubs that belong to two different nodes \( i \) and \( j \) that are not already connected, forming an edge between them. This procedure is repeated until all the stubs are exhausted. The process may get stuck before completion in case that all the remaining stubs belong to the same node or to pairs of nodes that are already connected. In such case one needs to perform some random reconnections in order to complete the construction.
3. The distribution of shortest path lengths

Consider an RRG consisting of \( N \) nodes of degree \( c \). The distance \( \ell_{ij} \) between a pair of nodes \( i \) and \( j \) is given by the length of the shortest path between \( i \) and \( j \). The tail DSPL between pairs of random nodes is denoted by \( \mathbb{P}(L > \ell) \). In computer simulations this distribution is obtained by generating a large number of network instances from an ensemble of RRGs of a given size \( N \) and degree \( c \). In each network instance one repeatedly selects pairs of random nodes, finds the shortest paths between them and measures their lengths. These results yield the distribution \( \mathbb{P}(L > \ell) \).

Another useful way to sample nodes is via a random edge. In this case one selects a random edge \( e \) and picks randomly one of the end-nodes \( i \) of the selected edge. The edge \( e \) is then deleted, giving rise to a reduced network that includes all the nodes and edges, apart from \( e \), also called the cavity graph [45]. The tail DSPL between pairs of distinct nodes consisting of a node \( i \), selected via a random edge \( e \), and a random node \( j \), on the reduced network from which \( e \) is removed, is denoted by \( \mathbb{P}^*(L > \ell) \).

Apart from the tail distributions \( \mathbb{P}(L > \ell) \) and \( \mathbb{P}^*(L > \ell) \), it is also useful to consider various conditional distributions. Consider a pair of random nodes \( i \) and \( j \), such that the distance between them is known to be larger than \( \ell - 1 \). The conditional probability \( \mathbb{P}(L > \ell|L > \ell - 1) \) provides the probability that the length of the shortest path between \( i \) and \( j \) is larger than \( \ell \), given that it is larger than \( \ell - 1 \). Similarly, for a pair of nodes consisting of a node \( i \), which is selected via a random edge \( e \), and a random node \( j \), the conditional probability \( \mathbb{P}(L > \ell|L > \ell - 1) \) is the probability that the distance between \( i \) and \( j \) is larger than \( \ell \), given that it is larger than \( \ell - 1 \), in the reduced network from which \( e \) is removed.

Below we evaluate the conditional probability \( \mathbb{P}(L > \ell|L > \ell - 1) \), namely the probability that the shortest path length between a pair of random nodes \( i \) and \( j \) is larger than \( \ell \), given that it is larger than \( \ell - 1 \), using the RPA [15, 16, 20]. Since each node in the network (e.g. node \( i \)) has \( c \) neighbors, the boundary condition at \( \ell = 1 \) is given by

\[
\mathbb{P}(L > 1|L > 0) = 1 - \frac{c}{N - 1}.
\]  

For \( \ell > 2 \) the conditional probability can be expressed in the form

\[
\mathbb{P}(L > \ell|L > \ell - 1) = \tilde{\mathbb{P}}(L > \ell - 1|L > \ell - 2)^c,
\]  

where \( \tilde{\mathbb{P}}(L > \ell - 1|L > \ell - 2) \) is the conditional DSPL between a node \( \tilde{i} \) selected via a random edge \( e \) and a random node \( j \) in the reduced network in which the edge \( e \) is removed. The conditional distribution \( \tilde{\mathbb{P}}(L > \ell - 1|L > \ell - 2) \) can be further expressed in the form

\[
\tilde{\mathbb{P}}(L > \ell - 1|L > \ell - 2) = \tilde{\mathbb{P}}(L > \ell - 2|L > \ell - 3)^{c-1},
\]  

where the power of \( c - 1 \) reflects the fact that in the reduced network the node \( \tilde{i} \) is of degree \( c - 1 \). In general, the conditional distribution \( \tilde{\mathbb{P}}(L > \ell - m|L > \ell - m - 1) \) is given by

\[
\tilde{\mathbb{P}}(L > \ell - m|L > \ell - m - 1) = \tilde{\mathbb{P}}(L > \ell - m - 1|L > \ell - m - 2)^{c-1},
\]  

where \( m = 1, 2, \ldots, \ell - 2 \). This cascade of recursion equations eventually leads to \( \tilde{\mathbb{P}}(L > 1|L > 0) \), which can be evaluated directly and is given by
\[ \tilde{P}(L > 1 | L > 0) = 1 - \frac{c-1}{N-1}. \]  

(11)

For sufficiently large \( N \) and for \( c/N \ll 1 \), equation (11) can be replaced by

\[ \tilde{P}(L > 1 | L > 0) = \exp \left( -\frac{c-1}{N-1} \right). \]  

(12)

Inserting \( \tilde{P}(L > \ell - 1 | L > \ell - 2) \) from equation (9) into (8), we obtain

\[ P(L > \ell | L > \ell - 1) = \tilde{P}(L > \ell - 2 | L > \ell - 3)^c. \]  

(13)

By repeatedly inserting \( \tilde{P}(L > \ell - m | L > \ell - m - 1) \) from equation (10) into the right-hand side of equation (13), we obtain

\[ P(L > \ell | L > \ell - 1) = \tilde{P}(L > \ell - m - 1 | L > \ell - m - 2)^c. \]  

(14)

Finally, for \( m = \ell - 2 \) we obtain

\[ P(L > \ell | L > \ell - 1) = \exp \left[ -\frac{c(c-1)^{\ell-1}}{N-1} \right]. \]  

(15)

Similarly, the conditional distribution \( \tilde{P}(L > \ell | L > \ell - 1) \) is given by

\[ \tilde{P}(L > \ell | L > \ell - 1) = \exp \left[ -\frac{(c-1)^{\ell}}{N-1} \right]. \]  

(16)

The tail distribution \( P(L > \ell) \) is obtained from

\[ P(L > \ell) = \prod_{\ell' = 1}^{\ell} P(L > \ell' | L > \ell' - 1). \]  

(17)

Inserting \( P(L > \ell' | L > \ell' - 1) \) from equation (15) into (17) and replacing \( N - 1 \) by \( N \), we obtain

\[ P(L > \ell) = \exp \left[ -\frac{c}{N} \sum_{\ell' = 1}^{\ell} (c-1)^{\ell'-1} \right]. \]  

(18)

Carrying out the summation, we obtain

\[ P(L > \ell) = \begin{cases} 
\exp \left[ -\eta \left( e^{b \ell} - 1 \right) \right] & \ell \geq 0 \\
1 & \ell < 0,
\end{cases} \]  

(19)

where

\[ \eta = \frac{c}{(c-2)N}, \]  

(20)

and

\[ b = \ln(c-1). \]  

(21)

The tail distribution \( P(L > \ell) \), given by equation (19), is a discrete version of the Gompertz distribution [40, 41]. It is in agreement with the DSPL of RRGs obtained in reference [8].
Figure 1. Analytical results for the tail distribution of shortest path lengths $P(L > \ell)$ for ensembles of RRGs of size $N = 1000$ and degrees $c = 3$ (solid line), $c = 4$ (dashed line) and $c = 10$ (dotted line), obtained from equations (19)–(21). The analytical results are in very good agreement with the results obtained from computer simulations (circles). As $c$ is increased, the sigmoid function shifts to the left, which implies that distances in the network become shorter. It also becomes steeper, which implies that the DSPL becomes narrower.

In figure 1 we present analytical results for the tail distribution $P(L > \ell)$ of shortest path lengths for ensembles of RRGs of size $N = 1000$ and degrees $c = 3$ (solid line), $c = 4$ (dashed line) and $c = 10$ (dotted line). The analytical results, obtained from equations (19)–(21), are in very good agreement with the results obtained from computer simulations (circles). The tail distribution, which follows a discrete Gompertz distribution, exhibits a monotonically decreasing sigmoid-like shape, or a smoothed Heaviside step function. As $c$ is increased, the sigmoid function shifts to the left, which implies that distances in the network become shorter. The sigmoid function also becomes steeper, which implies that the DSPL becomes narrower. This means that for sufficiently large values of $c$ the majority of pairs of nodes are at equal distance from each other.

The probability mass function of the DSPL can be recovered from the tail distribution by

$$P(L = \ell) = P(L > \ell - 1) - P(L > \ell).$$

(22)

As mentioned in the introduction, it reflects the shell structure around a random node $i$, where the $\ell$th shell consists of the nodes that reside at a distance $\ell$ from $i$. The expected number of nodes in the $\ell$th shell is given by

$$n(\ell) = (N - 1)P(L = \ell).$$

(23)

The Gompertz distribution frequently appears in the analysis of life spans and survival. It describes situations in which the mortality rate grows exponentially with time. The shell structure around a random node can be interpreted in terms of survival probabilities. To explain this property we express equation (17) in the form

$$P(L > \ell) = P(L > \ell | L > \ell - 1)P(L > \ell - 1).$$

(24)

This implies that the probability of a random node to remain outside the first $\ell$ shells is given by the probability to be outside the first $\ell - 1$ shells times a survival probability, which is given by
equation (15). The complementary probability \( P(L = \ell | L > \ell - 1) = 1 - P(L > \ell | L > \ell - 1) \) is the probability that such random node ends up in the \( \ell \)th shell. In the context of survival analysis this probability corresponds to the hazard function or the mortality rate.

4. The moment generating function of the DSPL

In this section we apply a systematic method for the calculation of moments of the DSPL, which is based on the discrete Laplace transform of the tail distribution \( P(L > \ell) \). The discrete Laplace transform of some function \( f(\ell) \) is given by

\[
\mathcal{L}\{f\}(s) = \sum_{\ell=0}^{\infty} e^{-s\ell} f(\ell),
\]

which is related to the one-sided \( Z \)-transform and to the starred transform \[46\]. Inserting \( f(\ell) = P(L > \ell) \) we obtain

\[
\mathcal{L}\{P(L > \ell)\}(s) = \sum_{\ell=0}^{N-2} e^{-s\ell} P(L > \ell),
\]

where the summation is truncated above \( N - 2 \). This reflects the fact that in a network that consists of \( N \) nodes, \( P(L > \ell) = 0 \) for \( \ell \geq N - 1 \). In spite of this fact, note that equation (19) yields non-zero results for the probabilities \( P(L > \ell) \) even for \( \ell \geq N - 1 \). However, these probabilities are vanishingly small. Therefore, the upper limit of the sum in equation (26) can be changed from \( N - 2 \) to \( \infty \) without affecting the results. We also note that the tail distribution \( P(L > \ell) \) is defined as the distribution of distances between pairs of distinct nodes. Thus, it satisfies \( P(L > 0) = 1 \). Using these observations, equation (26) can be written in the form

\[
\mathcal{L}\{P(L > \ell)\}(s) = 1 + \sum_{\ell=1}^{\infty} e^{-s\ell} P(L > \ell).
\]

The sum on the right-hand side of equation (27) can be approximated by the corresponding integral. However, a more accurate result can be obtained using the Euler–Maclaurin formula, in which the difference between the sum and the integral is systematically approximated in terms of derivatives of the integrand, which are evaluated at the end-points of the interval \[47, 48\]. Applying the Euler–Maclaurin formula (equation (2.10.1) in reference \[49\]), we obtain

\[
\mathcal{L}\{P(L > \ell)\}(s) = 1 + \int_{0}^{\infty} e^{-s\ell} P(L > \ell) d\ell - \frac{1}{2} \sum_{k=1}^{\infty} \frac{B_{2k}}{(2k)!} \left[ e^{-s\ell} P(L > \ell) \right]_{\ell=0},
\]

where \( B_{2k} \) is the Bernoulli number of order \( 2k \) \[49\]. Carrying out the integration, we obtain

\[
\int_{0}^{\infty} e^{-s\ell} P(L > \ell) d\ell = \exp \left[ \left( \frac{c}{c - 1} \right) \frac{1}{\ln(c - 1)} \right] E_{1 + \frac{c}{c - 1}} \left( \frac{c}{c - 2} \right) \frac{1}{N},
\]

where \( E_{n}(x) \) is the generalized exponential integral (equation (8.19.3) in reference \[49\]). In order to evaluate the sum in equation (28), we expand the summand up to first order in \( 1/N \).
Inserting $P(L > \ell)$ from equation (19), we obtain
\[ e^{-sf}P(L > \ell) = e^{-sf} - \left( \frac{c}{c - 2} \right) \frac{1}{N} \left[ e^{-\left(\frac{c-1}{2}\right)s} - e^{-sf} \right] + \mathcal{O}\left( \frac{1}{N^2} \right), \quad (30) \]
where $b = \ln(c - 1)$. Expanding equation (30) in powers of $\ell$, we obtain
\[ e^{-sf}P(L > \ell) = 1 + \left[ 1 + \left( \frac{c}{c - 2} \right) \frac{1}{N} \right] \sum_{r=1}^{\infty} \frac{(-s)^r}{r!} \ell^r \]
\[ - \left( \frac{c}{c - 2} \right) \frac{1}{N} \sum_{r=1}^{\infty} \frac{(b - s)^r}{r!} \ell^r + \mathcal{O}\left( \frac{1}{N^2} \right). \quad (31) \]
Differentiating equation (31) $(2k - 1)$ times with respect to $\ell$ and evaluating the result at $\ell = 0$, we obtain
\[ \frac{d^{2k-1}}{d\ell^{2k-1}} \left[ e^{-sf}P(L > \ell) \right] \bigg|_{\ell=0} = - \left[ 1 + \left( \frac{c}{c - 2} \right) \frac{1}{N} \right] s^{2k-1} \]
\[ + \left( \frac{c}{c - 2} \right) \frac{1}{N} (s - b)^{2k-1} + \mathcal{O}\left( \frac{1}{N^2} \right). \quad (32) \]
Inserting the right-hand side of equation (32) into (28) and using the identity (equation (4.19.6) in reference [49])
\[ \sum_{k=1}^{\infty} \frac{B_{2k}x^{2k-1}}{(2k)!} = \frac{1}{2} \coth \left( \frac{x}{2} \right) - \frac{1}{x}, \quad (33) \]
we obtain
\[ \mathcal{L}\{P(L > \ell)\}(s) = \frac{\exp \left( \left( \frac{s}{2} \right) \frac{1}{\ln(c - 1)} \right) \mathcal{E}_+}{\ln(c - 1)} \frac{1}{N} \left[ \left( \frac{c}{c - 2} \right) \frac{1}{N} \right] + \frac{1}{2} \]
\[ + \left[ \frac{1}{2} \coth \left( \frac{s}{2} \right) - \frac{1}{s} \right] \left[ 1 + \left( \frac{c}{c - 2} \right) \frac{1}{N} \right] \]
\[ - \left( \frac{c}{c - 2} \right) \frac{1}{N} \left[ \frac{1}{2} \coth \left( \frac{s - b}{2} \right) - \frac{1}{s - b} \right] \]
\[ + \mathcal{O}\left( \frac{1}{N^2} \right). \quad (34) \]
In the large network limit equation (34) can be reduced to
\[ \mathcal{L}\{P(L > \ell)\}(s) = \frac{1}{\ln(c - 1)} \mathcal{E}_+ \frac{1}{N} \left[ \left( \frac{c}{c - 2} \right) \frac{1}{N} \right] \]
\[ + \frac{1}{2} \left[ \frac{1}{2} \coth \left( \frac{s}{2} \right) - \frac{1}{s} \right] + \mathcal{O}\left( \frac{1}{N} \right). \quad (35) \]
The moment generating function of the DSPL is denoted by
\[ M(s) = \sum_{\ell=0}^{\infty} e^{sf}P(L = \ell). \quad (36) \]
Inserting \( P(L = \ell) \) from equation (22) into (36), we can rewrite \( M(s) \) in terms of the tail distribution in the form

\[
M(s) = 1 + (e^s - 1) \sum_{\ell=0}^{\infty} e^{s\ell} P(L > \ell). \tag{37}
\]

Using equation (26) we express the moment generating function in terms of the Laplace transform, namely

\[
M(s) = 1 + (e^s - 1) \mathcal{L}\{P(L > \ell)\}(-s). \tag{38}
\]

In the sections below we use the moment generating function to obtain closed form expressions for the mean and variance of the DSPL.

5. The mean distance

The mean distance \( \langle L \rangle \) between pairs of distinct nodes in an RRG can be calculated using the tail-sum formula \[33\]

\[
\langle L \rangle = \sum_{\ell=0}^{N-2} P(L > \ell), \tag{39}
\]

where \( P(L > \ell) \) is given by equation (19). Since equation (19) is highly accurate for \( c \ll N \), equation (39) is expected to yield accurate results for the mean distance except for the limit of very dense networks. However, this expression provides little insight on the behavior of \( \langle L \rangle \) and its dependence on \( c \) and \( N \). Since \( P(L > \ell) \), given by equation (19), is vanishingly small for \( \ell \geq N - 1 \), equation (39) can be replaced by

\[
\langle L \rangle = \sum_{\ell=0}^{\infty} P(L > \ell). \tag{40}
\]

Below we use the moment generating function \( M(s) \) to obtain a CF expression for \( \langle L \rangle \), which is valid for sufficiently large networks. It is given by

\[
\langle L \rangle = \frac{dM(s)}{ds} \bigg|_{s=0}. \tag{41}
\]

Inserting \( M(s) \) from equations (34) and (38) into equation (41) and carrying out the differentiation, we obtain

\[
\langle L \rangle = \exp \left[ \frac{\left( \frac{c}{c-1} \right)}{\ln(c-1)} \right] \text{Ei} \left[ \left( \frac{c}{c-2} \right) \frac{1}{N} \right] + \frac{1}{2}
\]

\[
+ \frac{1}{2} \left( \frac{c}{c-2} \right) \frac{1}{N} \left\{ \coth \left[ \frac{\ln(c-1)}{2} \right] - \frac{2}{\ln(c-1)} \right\} + O \left( \frac{1}{N^2} \right), \tag{42}
\]

where \( \text{Ei}(x) \) is the exponential integral, also denoted as \( \text{Ei}(x) \) [49]. Expanding the right-hand side of equation (42) in powers of \( 1/N \), we obtain
\( \langle L \rangle = \frac{\ln N}{\ln(c-1)} + \frac{1}{2} - \frac{\ln \left( \frac{\gamma}{c-1} \right) + \gamma}{\ln(c-1)} + \frac{1}{\ln(c-1)} \left( \frac{c}{c-2} \right) \frac{\ln N}{N} + \frac{c}{c-2} \left( \frac{\ln \left( \frac{\gamma}{c-1} \right) - \gamma}{\ln(c-1)} + \frac{1}{2} \coth \left( \frac{\ln(c-1)}{2} \right) \right) \frac{1}{N} + O \left( \frac{\ln N}{N^2} \right). \)  

(43)

where \( \gamma = 0.577 \ldots \) is the Euler–Mascheroni constant [49, 50]. For sufficiently large values of \( N \), the corrections of orders \( \ln N/N \) and \( 1/N \) can be neglected, leading to

\( \langle L \rangle = \frac{\ln N}{\ln(c-1)} + \frac{1}{2} - \frac{\ln \left( \frac{\gamma}{c-1} \right) + \gamma}{\ln(c-1)} + O \left( \frac{\ln N}{N} \right). \)  

(44)

In figure 2 we present analytical results (solid line) for the mean distance \( \langle L \rangle \) between pairs of nodes in an RRG of size \( N = 1000 \) as a function of the degree \( c \), obtained from the CF expression of equation (44). We also present the results (× symbols) obtained from a direct numerical evaluation (DE) of the sum in equation (40), where \( P(L > \ell) \) is taken from equation (19). Since the discrete Gompertz distribution provides highly accurate results for the DSPL, the results obtained from the DE of equation (40) are expected to be accurate. Indeed, they are found to be in very good agreement with the results obtained from computer simulations (circles). The analytical results obtained from equation (44) are in very good agreement with the results obtained from direct evaluation and computer simulations. The widely known result of \( \langle L \rangle = \ln N/\ln(c-1) \), given by equation (5), is also shown (+ symbols), indicating that the subleading correction presented in equation (44) is important. However, close inspection of figure 2 reveals that on top of the overall trend, the mean distance \( \langle L \rangle \) exhibits an oscillatory behavior as a function of \( c \), which is not captured by equation (44). The amplitude of these oscillations is negligible in the sparse-network limit and becomes detectable for dense networks. Moreover, the period of the oscillations increases as \( c \) is increased.

Interestingly, in the dense-network limit the DE of the mean distance \( \langle L \rangle \) can be done using an approximate form of the tail-sum formula of equation (40). It is given by

\( \langle L \rangle \simeq (r - 1) + P(L > r - 1) + P(L > r) + P(L > r + 1), \)  

(45)

where

\( r = \left\lfloor \frac{\ln N}{\ln(c-1)} \right\rfloor. \)  

(46)

and \( \lfloor x \rfloor \) is the integer part of \( x \). The first term on the right-hand side of equation (45) accounts for the sum over the probabilities \( P(L > \ell) \) for \( \ell = 0, 1, \ldots, r - 2 \), which in the dense-network limit can be approximated by 1. The next three terms account for the range of distances in which the tail distribution decreases sharply. In the dense-network limit this range is narrow, while the probabilities \( P(L > \ell) \) for \( \ell \geq r + 2 \) are negligible.

To analyze the oscillations, it is convenient to consider the difference \( \langle L \rangle_{\text{DE}} - \langle L \rangle_{\text{CF}} \), where \( \langle L \rangle_{\text{DE}} \) is the mean distance obtained from DE of the mean of the discrete Gompertz distribution by equation (40), while \( \langle L \rangle_{\text{CF}} \) is the mean distance obtained from the CF expression of equation (44).

In figure 3 we present (× symbols) the difference \( \langle L \rangle_{\text{DE}} - \langle L \rangle_{\text{CF}} \) as a function of \( \ln N/\ln(c - 1) \) where the network size \( N \) is fixed at \( N = 10^6 \) and the mean degree \( c \) is varied. The mean distance \( \langle L \rangle_{\text{DE}} \) is obtained from equation (40) and \( \langle L \rangle_{\text{CF}} \) is obtained
Figure 2. Analytical results (solid line) for the mean distance $\langle L \rangle$ between pairs of random nodes in RRGs of size $N = 1000$ as a function of the degree $c$, obtained from equation (44). The results obtained from DE of the sum in equation (40) are also shown ($\times$ symbols), where $P(L > l)$ is taken from equation (19). The direct evaluation results are found to be in very good agreement with the results obtained from computer simulations (circles). The analytical results are in very good agreement with the results obtained from direct evaluation and computer simulations, except for small oscillatory discrepancies discussed in the text. The widely known result of $\langle L \rangle = \ln N / \ln (c - 1)$ is also shown (+ symbols), indicating that the subleading term presented in equation (44) is important. The subleading correction is found to be negative for $c \leq 7$ and positive for $c > 7$.

from equation (44). It is found that this difference exhibits oscillations as a function of $\ln N / \ln (c - 1)$, whose wavelength is equal to 1. The amplitude of the oscillations decreases as $\ln N / \ln (c - 1)$ is increased. The difference $\langle L \rangle_{DE} - \langle L \rangle_{CF}$ vanishes at integer and half-integer values of $\ln N / \ln (c - 1)$. It is found that the maxima of the oscillations take place when the fractional part of $\ln N / \ln (c - 1)$ is approximately 1/4, while the minima take place when the fractional part is approximately 3/4. We also present approximated results (solid line) in which $\langle L \rangle_{DE}$ is evaluated using equation (45). The two curves are found to be in very good agreement except for the limit of sparse networks in which equation (45) is not expected to provide accurate results. It is important to note that the amplitude of the oscillations is very small compared to the mean distance $\langle L \rangle$. Thus, equation (44) provides a very good approximation for $\langle L \rangle$.

In figure 4 we present ($\times$ symbols) the difference $\langle L \rangle_{DE} - \langle L \rangle_{CF}$ as a function of $\ln N / \ln (c - 1)$, where the degree $c$ is fixed at $c = 30$ and the network size $N$ is varied. The mean distance $\langle L \rangle_{DE}$ is obtained from equation (40) and $\langle L \rangle_{CF}$ is obtained from equation (44). It is found that this difference exhibits oscillations as a function of $\ln N / \ln (c - 1)$, whose wavelength is equal to 1. For sufficiently large values of $N$ the amplitude of the oscillations is a constant. The difference $\langle L \rangle_{DE} - \langle L \rangle_{CF}$ vanishes at integer and half-integer values of $\ln N / \ln (c - 1)$. It is found that the maxima of the oscillations take place when the fractional part of $\ln N / \ln (c - 1)$ is approximately 1/4, while the minima take place when the fractional part is approximately 3/4. We also present approximated results (solid line) in which $\langle L \rangle_{DE}$ is evaluated using equation (45). The two curves are found to be in very good agreement.

The oscillatory behavior presented in figure 4 and specifically the fact that the wavelength is 1 and the amplitude is constant, implies that the difference $\langle L \rangle_{DE} - \langle L \rangle_{CF}$ depends on $N$ only via the fractional part.
Figure 3. The difference \( \langle L \rangle_{DE} - \langle L \rangle_{CF} \) (× symbols) as a function of \( \ln N / \ln(c - 1) \) where the network size is fixed at \( N = 10^6 \) and the mean degree \( c \) is varied. The mean distance \( \langle L \rangle_{DE} \) is obtained from equation (40) and \( \langle L \rangle_{CF} \) is obtained from equation (44). This difference exhibits oscillations as a function of \( \ln N / \ln(c - 1) \), whose wavelength is equal to 1. The amplitude of the oscillations decreases as \( \ln N / \ln(c - 1) \) is increased.

This implies that the oscillations are negligible in the sparse-network limit and become detectable as the network becomes more dense. We also present approximated results (solid line) in which \( \langle L \rangle_{DE} \) is evaluated using equation (45). The two curves are found to be in very good agreement except for the limit of sparse networks in which equation (45) is not expected to apply. In general, the amplitude of the oscillations is very small compared to the mean distance \( \langle L \rangle \). Thus, equation (44) provides a very good approximation for \( \langle L \rangle \).

\[
\phi = \frac{\ln N}{\ln(c - 1)} - \left\lfloor \frac{\ln N}{\ln(c - 1)} \right\rfloor, \tag{47}
\]

which can be considered as a phase and takes values in the range \( 0 \leq \phi < 1 \). Below we show that for sufficiently large \( N \) this can be rigorously justified. In the large \( N \) limit, where \( \eta \ll 1 \), equation (19) can be reduced to

\[
P(L > \ell) = \exp\left(-\eta e^{b\ell}\right), \tag{48}
\]

which can also be written in the form

\[
P(L > \ell) = \exp(-e^{b\ell+\ln \eta}) . \tag{49}
\]

Using this expression, one can show that

\[
P(L > \ell + r) = \begin{cases} 
\exp \left[ - \left( \frac{c}{c-2} \right) e^{\ln(c-1)(\ell-\phi)} \right] & \ell \geq 0 \\
1 & \ell < 0.
\end{cases} \tag{50}
\]

This implies that the dependence of \( P(L > \ell + r) \) on the network size \( N \) is only via the phase \( \phi \).
Figure 4. The difference $⟨L⟩_{DE} − ⟨L⟩_{CF}$ ($\times$ symbols) as a function of $\ln N/\ln(c−1)$ where the mean degree $c$ is fixed at $c = 30$ and the network size $N$ is varied. The mean distance $⟨L⟩_{DE}$ is obtained from equation (40) and $⟨L⟩_{CF}$ is obtained from equation (44). This difference exhibits oscillations as a function of $\ln N/\ln(c−1)$, whose wavelength is equal to 1 and the amplitude is a constant. We also present approximated results (solid line) in which $⟨L⟩_{DE}$ is evaluated using equation (45). The two curves are found to be in very good agreement except for the limit of sparse networks in which equation (45) is not expected to apply. In general, the amplitude of the oscillations is very small compared to the mean distance $⟨L⟩$. Thus, equation (44) provides a very good approximation for $⟨L⟩$.

The mean distance can be expressed by

$$⟨L⟩ = \sum_{\ell = -\infty}^{\infty} \ell P(L = \ell),$$

(51)

which is justified because $P(L = \ell) = 0$ for $\ell \leq 0$. Shifting the summation variable by $r$ to the left, we obtain the equivalent expression

$$⟨L⟩ = \sum_{\ell = -\infty}^{\infty} (\ell + r) P(L = \ell + r).$$

(52)

Summing up separately the two terms on the right-hand side, we obtain

$$⟨L⟩ = r + \sum_{\ell = -\infty}^{\infty} \ell P(L = \ell + r).$$

(53)

Expressing the probability $P(L = \ell + r)$ in terms of the tail distribution, we obtain

$$⟨L⟩ = r + \sum_{\ell = -\infty}^{\infty} \ell [P(L > \ell + r - 1) - P(L > \ell + r)].$$

(54)

Subtracting $⟨L⟩_{CF}$, given by equation (44) from (54), we obtain
\begin{equation}
\langle L \rangle_{DE} - \langle L \rangle_{CF} = -\phi - \frac{1}{2} + \ln \left( \frac{c}{c-2} \right) + \gamma - \sum_{\ell = -\infty}^{\infty} \ell \left[ P(L > \ell + r - 1) - P(L > \ell + r) \right]. \tag{55}
\end{equation}

Inserting the probabilities \( P(L > \ell + r) \) from equation (50) into (55), one finds that \( \langle L \rangle_{DE} - \langle L \rangle_{CF} \) is only a function of the degree \( c \) and the phase \( \phi \). This implies that its dependence on the network size \( N \) is only via the phase \( \phi \). Note that the argument above holds when the network size \( N \) is sufficiently large, such that equation (50) is a good approximation for equation (19).

6. The variance of the DSPL

Using the tail-sum formula, the second moment of the DSPL can be expressed in the form [33]
\begin{equation}
\langle L^2 \rangle = \sum_{\ell = 0}^{N-2} (2\ell + 1)P(L > \ell). \tag{56}
\end{equation}

Since the probability \( P(L > \ell) \), given by equation (19), is vanishingly small for \( \ell \geq N - 1 \), the upper limit of the summation can be changed from \( N - 2 \) to \( \infty \), without any noticeable change in the result. Therefore,
\begin{equation}
\langle L^2 \rangle = 1 + \sum_{\ell = 1}^{\infty} (2\ell + 1)P(L > \ell). \tag{57}
\end{equation}

The variance of the DSPL is given by
\begin{equation}
\text{Var}(L) = \langle L^2 \rangle - \langle L \rangle^2. \tag{58}
\end{equation}

Inserting \( \langle L \rangle \) from equation (40) and inserting \( \langle L^2 \rangle \) from equation (57) into (58) yields highly accurate results for the variance of the DSPL. However, this expression provides little insight on the behavior of the variance and its dependence on \( c \) and \( N \).

Below we use the moment generating function \( M(s) \) to obtain a CF expression for \( \langle L^2 \rangle \), which is valid for large networks. It is given by
\begin{equation}
\langle L^2 \rangle = \left. \frac{d^2 M(s)}{ds^2} \right|_{s=0}. \tag{59}
\end{equation}

Inserting \( M(s) \) from equations (34) and (38) into equation (59) and carrying out the differentiations, we obtain
\begin{equation}
\langle L^2 \rangle = \exp \left[ \frac{c}{(c-2)N} \right] \left\{ 6 \left( \ln \left( \frac{c}{(c-2)N} \right) \right)^2 + 12\gamma \ln \left( \frac{c}{(c-2)N} \right) + \pi^2 + 6\gamma^2 - \frac{12c}{(c-2)N} \right. \left\{ \gamma \psi_{1} \left[ \frac{1,1,1}{2,2,2}, \ln \left( \frac{c}{(c-2)N} \right) \right] + \frac{1}{3} + O \left( \frac{1}{N^2} \right) \right\}
\end{equation}

\begin{equation}
+ \exp \left[ \frac{c}{(c-2)N} \right] \gamma \psi_{1} \left( \frac{c}{c-2}, \ln \left( \frac{c}{(c-2)N} \right) \right) + \frac{1}{3} + O \left( \frac{1}{N^2} \right), \tag{60}
\end{equation}
Figure 5. Closed form analytical results (solid line) for the variance $\text{Var}(L)$ of the distribution of shortest path lengths for an RRG of size $N = 1000$ as a function of the degree $c$, obtained from equation (58), where $\langle L \rangle$ is given by equation (42) and $\langle L^2 \rangle$ is given by equation (60). The results obtained from DE of the sums in equations (40) and (57) for $\langle L \rangle$ and $\langle L^2 \rangle$, respectively are also shown ($\times$ symbols). The direct evaluation results are found to be in very good agreement with the results obtained from computer simulations (circles). In the regime of sparse networks the analytical results obtained from the closed form expressions of equations (42) and (60) are in very good agreement with the results obtained from direct evaluation and computer simulations. However, for dense networks the results obtained from direct evaluation and computer simulations exhibit oscillations that are not captured by the CF expression. Instead, the CF expression captures the overall trend of $\text{Var}(L)$ vs $c$ as if the oscillations are averaged out. We also present the results obtained from the simpler expression of equation (62) ($+$ symbols). These results are found to be in good agreement with the results obtained from the more complete expressions of equations (42) and (60), except for a small discrepancy for very small values of $c$.

where $E_1(x)$ is the exponential integral and $\text{F}_3$ is the generalized hypergeometric function [49]. Performing an asymptotic expansion for large $N$, we obtain

\[
\langle L^2 \rangle = \frac{1}{\ln(c-1)^2} \left( \frac{(c-2)N}{c} \right)^2 + \frac{\ln(c-1) - 2\gamma}{\ln(c-1)^2} \ln \left( \frac{(c-2)N}{c} \right) + \frac{\pi^2 + 6\gamma^2 - 6\gamma \ln(c-1)}{6\ln(c-1)^2} + \frac{1}{3} + O \left( \frac{\ln N}{N} \right)^2. \tag{61}
\]

To obtain the variance of the DSPL we insert $\langle L^2 \rangle$ from equation (60) and $\langle L \rangle$ from equation (42) into (58). While this result is expected to be relatively precise the resulting expression is complicated. A simpler expression for the variance can be obtained by inserting $\langle L^2 \rangle$ from equation (61) and $\langle L \rangle$ from equation (44) into (58). In this case the resulting expression can be simplified to the form

\[
\text{Var}(L) = \frac{\pi^2}{6(\ln(c-1))^2} + \frac{1}{12} + O \left( \frac{\ln N}{N} \right). \tag{62}
\]

This result implies that except for the limit of very small networks, the variance $\text{Var}(L)$ does not depend on the network size $N$ but only on the degree $c$. Moreover $\text{Var}(L)$ is a
Figure 6. The difference \( \text{Var}_{DE}(L) - \text{Var}_{CF}(L) \times \) symbols between the variance obtained from DE of equations (40) and (57) and from the closed form expressions given by equations (42) and (60), as a function of \( \ln N / \ln (c - 1) \) for \( N = 10^6 \). This difference exhibits oscillations as a function of \( \ln N / \ln (c - 1) \), whose wavelength is equal to 1. The amplitude of the oscillations decreases as \( \ln N / \ln (c - 1) \) is increased. This implies that the oscillations are negligible in the sparse-network limit and become more pronounced as the network becomes more dense. We also present approximated results (solid line) in which \( \text{Var}_{DE}(L) \) is evaluated using equation (64). The two curves are found to be in very good agreement except for the limit of sparse networks in which equation (64) is not expected to provide accurate results.

monotonically decreasing function of \( c \), whose largest value, obtained at \( c = 3 \) is \( \text{Var}(L) \simeq 3.51 \). We thus conclude that the DSPL of RRGs is a narrow distribution, whose width decreases as \( c \) is increased.

In figure 5 we present analytical results (solid line) for the variance \( \text{Var}(L) \) for RRGs of size \( N = 1000 \) as a function of the degree \( c \) obtained from equation (58), where \( \langle L \rangle \) is given by equation (42) and \( \langle L^2 \rangle \) is given by equation (60). We also present the results obtained from a DE (× symbols) of the sums in equations (40) and (57) for \( \langle L \rangle \) and \( \langle L^2 \rangle \), respectively. These results are found to be in very good agreement with the results obtained from computer simulations (circles). In the regime of sparse networks the analytical results obtained from the closed form expressions of equations (42) and (60) are in very good agreement with the results obtained from direct evaluation and computer simulations. For dense networks the results obtained from direct evaluation and computer simulations exhibit some oscillations that are not captured by the closed form expressions. Instead, the CF expressions capture the overall trend of \( \text{Var}(L) \) vs \( c \) as if the oscillations are averaged out. We also present the results obtained from the simpler expression of equation (62) (+ symbols). For very small values of \( c \), equation (62) is found to slightly over-estimate the variance, while for larger values of \( c \) it is in very good agreement with the results obtained from equations (42) and (60).

In the dense-network limit, the tail sum formula (56) can be approximated by

\[
\langle L^2 \rangle \simeq (r - 1)^2 + \sum_{\ell = r - 1}^{r + 1} (2\ell + 1)p(L > \ell),
\]  

(63)

where \( r \) is given by equation (46). Inserting \( \langle L^2 \rangle \) from equation (63) and \( \langle L \rangle \) from equation (45) into (58) and rearranging terms, we obtain
Figure 7. The difference $\text{Var}_{DE}(L) - \text{Var}_{CF}(L)$ (× symbols) between the variance obtained from DE of equations (40) and (57) and from the closed form expressions given by equations (42) and (60), as a function of $\ln N/\ln(c - 1)$ where the degree is fixed at $c = 30$ and the network size $N$ is varied. This difference exhibits oscillations as a function of $\ln N/\ln(c - 1)$, whose wavelength is equal to 1 and the amplitude is a constant. We also present approximated results (solid line) in which $\text{Var}_{DE}(L)$ is evaluated using equation (64). The two curves are found to be in very good agreement except for the limit of sparse networks in which equation (64) is not expected to provide accurate results.

\begin{equation}
\text{Var}(L) \simeq P(L > r - 1) + 3P(L > r) + 5P(L > r + 1) - \left[P(L > r - 1) + P(L > r) + P(L > r + 1)\right]^2.
\end{equation}

To analyze the discrepancy between the results obtained from the CF expressions and those obtained from the DE of the variance, it is convenient to consider the difference $\text{Var}_{DE}(L) - \text{Var}_{CF}(L)$, where $\text{Var}_{DE}(L)$ is the variance obtained from the DE of equations (40) and (57) and $\text{Var}_{CF}(L)$ is the variance obtained from the closed form expressions of equations (42) and (60). It turns out that this difference exhibits oscillations similar to those obtained for $\langle L \rangle_{DE} - \langle L \rangle_{CF}$, between positive and negative values as a function of $c$. Moreover, the period and the amplitude of these oscillations increase as $c$ is increased.

In figure 6 we present (× symbols) the difference $\text{Var}_{DE}(L) - \text{Var}_{CF}(L)$ as a function of $\ln N/\ln(c - 1)$ for $N = 10^9$. It is found that this difference exhibits oscillations as a function of $\ln N/\ln(c - 1)$, whose wavelength is equal to 1. The amplitude of the oscillations decreases as $\ln N/\ln(c - 1)$ is increased. It is found that the maxima of the oscillations take place at integer values of $\ln N/\ln(c - 1)$, while the minima take place at half-integer values. This means that around integer values of $\ln N/\ln(c - 1)$ the CF expression provides an under-estimated value for Var(L), while around half-integer values of $\ln N/\ln(c - 1)$ the CF expressions provide an over-estimated value for Var(L). We also present approximated results (solid line) in which $\text{Var}_{DE}(L)$ is evaluated using equation (64). The two curves are found to be in very good agreement except for the limit of sparse networks in which equation (64) is not expected to provide accurate results.

In figure 7 we present (× symbols) the difference $\text{Var}_{DE}(L) - \text{Var}_{CF}(L)$ as a function of $\ln N/\ln(c - 1)$ where the degree $c$ is fixed at $c = 30$ and the network size $N$ is varied. It is found that this difference exhibits oscillations as a function of $\ln N/\ln(c - 1)$, whose wavelength is
equal to 1 and the amplitude is a constant. It is found that the maxima of the oscillations take place at integer values of \( \ln N/\ln(c - 1) \), while the minima take place at half-integer values. This means that around integer values of \( \ln N/\ln(c - 1) \) the CF expression provides an under-estimated value for \( \text{Var}(L) \), while around half-integer values of \( \ln N/\ln(c - 1) \) the CF expressions provide an over-estimated value for \( \text{Var}(L) \). We also present approximated results (solid line) in which \( \text{Var}_{DE}(L) \) is evaluated using equation (64). The two curves are found to be in very good agreement except for the limit of sparse networks in which equation (64) is not expected to provide accurate results. The oscillatory behavior presented in figure 7 implies that the difference \( \text{Var}_{DE}(L) - \text{Var}_{CF}(L) \) depends on \( N \) only via the phase \( \phi \). This can be justified using an argument similar to the one presented for the mean distance at the end of section 5.

7. Discussion

In configuration model networks, in the large network limit, the mean distance can be approximated by equation (2). It is interesting to compare this result to the corresponding results in models of growing networks. Here we focus on a model of random networks that grow by node duplication (ND), introduced in reference [51]. In this model, at each time step a random (mother) node is duplicated. The daughter node is connected to the mother node and is also connected to each one of the neighbors of the mother node with probability \( p \). This model exhibits a phase transition at \( p = 1/2 \) between the sparse-network regime at \( p < 1/2 \) and the dense-network regime at \( p > 1/2 \). In the sparse-network regime, the mean distance is given by

\[
\langle L_{ND} \rangle = 2(1 - \eta) \ln N + \mathcal{O}(1),
\]

where \( \eta = p + 2p^3 + \mathcal{O}(p^4) \). Thus, the mean distance of a ND network scales logarithmically with \( N \) as in the case of configuration model networks. However, it was found that for a given network size \( N \), the mean distance \( \langle L_{ND} \rangle \) is significantly larger than the mean distance of a configuration model network with the same degree distribution [21]. The variance of the DSPL of ND networks is given by [21]

\[
\text{Var}(L_{ND}) = 2(1 - \eta) \ln N + \mathcal{O}(1).
\]

Comparing equations (65) and (66), one observes that the mean and variance are the same, which is typical to Poisson-like distributions. This implies that the DSPL of ND networks is a broad distribution whose width scales like \( (\ln N)^{1/2} \). This is in contrast to the case of RRGs, in which the variance is very small and does not scale with the network size.

In directed ND networks not all the pairs of nodes are connected by directed paths. Conditioning on pairs of nodes that are connected by directed paths, it was found that \( \mathbb{E}[L|L < \infty] \sim \ln N \), which is similar to the result for undirected ND networks. However, the variance scales like \( \text{Var}(L) \sim (\ln N)^2 \), which means that the distribution is much broader [22].

Another quantity which is closely related to the mean distance is the mean diameter \( \langle D \rangle \) [52–54]. Unlike the mean distance \( \langle L \rangle \) which is averaged over all pairs of nodes in each network instance as well as over the ensemble, the mean diameter is averaged only over the ensemble (each network instance provides a single value of the diameter). It was shown that the mean diameter of an ensemble of RRGs is given by [55]

\[
\langle D \rangle = \frac{\ln N}{\ln(c - 1)} + \frac{\ln \ln N}{\ln(c - 1)} + \mathcal{O}(1).
\]
It thus turns out that the expressions for the mean distance \( \langle L \rangle \) and the mean diameter \( \langle D \rangle \) share the same leading term. This is not an obvious result. It appears to reflect the fact that in the shell structure around a random node, most nodes are concentrated in the last few shells. Such networks, in which most of the distances are almost the same, are called idemetric networks [56]. Having said that, the subleading term for the mean diameter scales like \( \ln \ln N \), unlike the case of \( \langle L \rangle \) in which it does not depend on \( N \). This reflects the fact that the diameter of an RRG of size \( N \) is the maximal distance between all pairs of nodes. As \( N \) is increased the number of such pairs increases, making it more probable to find a pair of nodes that are farther away from each other.

8. Summary

The DSPL of RRGs follows a discrete Gompertz distribution. Using the discrete Laplace transform and the Euler–Maclaurin formula we derived a closed-form expression for the moment generating function of the DSPL. From the moment generating function we obtained expressions for the mean distance \( \langle L \rangle \) and for the variance \( \text{Var}(L) \) of the DSPL. More specifically, it was found that the mean distance is given by

\[
\langle L \rangle \simeq \frac{\ln N}{\ln(c - 1)} + \frac{1}{2} - \frac{\ln \left( \frac{c-1}{c-2} \right) + \gamma}{\ln(c - 1)},
\]

and the variance of the DSPL is given by

\[
\text{Var}(L) \simeq \frac{\pi^2}{6(\ln(c - 1))^2} + \frac{1}{12}.
\]

The result for \( \langle L \rangle \) extends known results by adding a correction term, which yields very good agreement with the results obtained from DE of \( \langle L \rangle \) via the tail-sum formula and with the results obtained from computer simulations. The expression obtained for the variance captures the overall dependence of the variance on the degree \( c \). However, it turns out that on top of the overall trend, the mean distance \( \langle L \rangle \) and the variance \( \text{Var}(L) \) also exhibit some oscillatory behavior, which is not captured by the CF expressions. The oscillations of the mean and variance are due to the discrete nature of the shell structure around a random node. They reflect the profile of the filling of new shells as \( N \) is increased, or as \( c \) is decreased. It was shown that these oscillations depend on \( N \) only via the phase \( \phi \), defined in equation (47). This implies regular oscillations with wavelength 1 as a function of \( \ln N / \ln(c - 1) \), when \( N \) is varied and \( c \) is kept fixed. The results for the mean and variance of the DSPL were compared to the corresponding results obtained in other types of random networks. The relation between the mean distance and the diameter was also discussed.
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