A Prior Knowledge Based Tumor and Tumoral Subregion Segmentation Tool for Pediatric Brain Tumors
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Abstract. In the past few years, deep learning (DL) models have drawn great attention and shown superior performance on brain tumor and subregion segmentation tasks. However, the success is limited to segmentation of adult’s gliomas, where sufficient data have been collected, manually labeled, and published for training DL models. It is still challenging to segment pediatric tumors, because the appearances are different from adult’s gliomas. Hence, directly applying a pretrained DL model on pediatric data usually generates unacceptable results. Because pediatric data is very limited, both labeled and unlabeled, we present a brain tumor segmentation model that is based on knowledge rather than learning from data. We also provide segmentation of more subregions for super heterogeneous tumor like atypical teratoid/rhabdoid tumor (ATRT). Our proposed approach showed superior performance on both whole tumor and subregion segmentation tasks to DL based models on our pediatric data when training data is not available for transfer learning.
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1 Introduction

Despite the recent advance in deep learning (DL) models on brain tumor segmentation tasks, automatic segmentation of pediatric tumors remains challenging. Pediatric cancer is rare compared to adult cancer and data is complicated by anatomical changes associated with natural development (e.g., changing contrast between grey matter and white matter). The tumor appearance in children is also very different from that in adults. For example, in pediatric high-grade gliomas, both enhancement and edema are much less common than in adult high-grade gliomas [5]. The majority of existing pretrained deep models were trained on adults’ data and perform poorly when applied to pediatric data. The limited data (both labeled and unlabeled) availability of pediatric tumors also hinders opportunities for transfer learning. Further more, for heterogeneous tumors like atypical teratoid/rhabdoid tumor (ATRT), segmenting subregions such as cysts, necrosis, and hemorrhage, in addition to edema and enhancing tumor,
is also desired as lesion composition may drive treatment decisions or be related to outcomes. However, most existing models do not provide sub-regioning to this extent. For example, edema and enhancing tumor are the only subregions considered in the BraTS challenges.

Here we describe an automatic brain tumor and subregion segmentation approach that is carefully designed for pediatric tumors including ATRT, diffuse intrinsic pontine glioma (DIPG) and low-grade glioma (LGG). This work has three major characteristics: (1) It is based on extensive use of prior knowledge rather than learning from labeled data, therefore does not require any data for training. (2) Its performance is better than existing pretrained DL models and is comparable to a DL model transfer learned on pediatric data, on the whole tumor (WT) segmentation task. (3) Our approach also provides cyst, necrosis, hemorrhage, and trapped cerebrospinal fluid (CSF) segmentation in addition to edema and enhancing tumor.

2 Methods

2.1 Overview

The proposed segmentation approach consists of four major steps: 1) image pre-processing (coregistration, brain extraction, and bias field correction), 2) brain tissue segmentation, 3) WT segmentation, and 4) subregion segmentation. The MRI inputs required for segmentation are dependent on the tumor type. For DIPG, and LGG, the algorithm requires T1-weighted (T1), T1 post gadolinium contrast-agent (T1-post), T2-weighted (T2), and T2 fluid-attenuated inversion recovery (FLAIR) images. High cellularity is hallmark of ATRT and the apparent diffusion coefficient (ADC) map is crucial in diagnosis. Therefore, the ADC is included with the 4 above mentioned MRI contrasts as inputs for the segmentation of ATRT. Additionally, we add DWI as input for brain extraction using BET, because a better brain mask can be obtained using DWI than other MRI sequences with the presence of tumor. All input MRIs are coregistered and brain extracted before segmentation. Coregistration is performed using rigid transformation. Bias correction is optional.

2.2 Brain tissue segmentation

Traditional and widely used brain tissue segmentation tools such as SPM unified segmentation were designed for the healthy population and do not account for tumor and abnormal appearance. Additionally, the performance of DL-based segmentation models heavily depend on the similarity between the training and the test data. Hence, we present a brain tissue segmentation approach which is a modified implementation of the brain tumor segmentation algorithm based on outlier detection. Our implementation incorporates significant prior knowledge and is carefully designed and optimized on the pediatric data, including LGG, DIPG and ATRT, with the possibility of adding more tumor types in future. We model brain tissues as four classes: white matter (WM), gray matter
(GM), CSF and other, i.e., \( Y = \{ \text{WM, GM, CSF, other} \} \). The “other” class is a mixture of tumor, blood vessel, abnormal appearance (not labeled as tumor) and non-brain regions (due to imperfect brain extraction).

**Initialization**  The WM and GM probabilities are initialized as ICBM atlas priors (affine transformed into the native space) using Advanced Normalization Tools (ANTs [2]). Due to abnormal distributions of CSF (e.g., hydrocephalus) common in brain tumor patients, CSF probability is not initialized as the ICBM atlas prior. Our model assumes CSF to be darkest component/peak among all tissue types under consideration in FLAIR. Figure 1A shows an example histogram from a representative patient with ATRT. The left most peak is CSF and the right most peak is a mixture of WM and GM. The red dotted line is used as the threshold \( (th) \) for CSF prior estimation, which is determined by the local minima on the right side of the CSF peak. Voxels of intensity value lower than \( th \) are initialized as \( \Pr(\text{CSF}) = 0.9 \). Probability of the “other” class is initialized as uniform distribution (\( \Pr(\text{other}) = 0.5 \)) for non-CSF region.

**Bayesian inference**  For each input scan \( I \), the probability density function of each class \( Y \), denoted as \( p_I(x|Y) \), is estimated via kernel density estimation using voxels sampled according to prior probability. Because the WM and GM samples can have contaminants (due to inaccurate priors), an outlier detection approach is used to detect and remove the contaminants (key idea proposed in [7]). Outlier detection is performed by using the Minimum Covariance Determinant estimator, setting the support fraction to 0.5. The posterior probabilities are then calculated for each input according to Bayes’ theorem:

\[
\Pr_I(Y|x) = \frac{p_I(x|Y) \Pr(Y)}{p_I(x)},
\]
where $\Pr(Y)$ is the prior probability, and $p_l(x) = \sum_{Y \in Y} p_l(x|Y) \Pr(Y)$. The averaged posteriors from all inputs, are used as priors in the next iteration, and the probabilities are updated through a total of 3 iterations in our implementation. The final WM and GM masks are generated by thresholding the smoothed posteriors at 0.5.

### 2.3 Whole tumor segmentation

One challenge of tumor segmentation based on abnormal detection is that not everything that has abnormal MRI appearance is tumor. Representative false positives are: vessels (enhanced in T1-post), non-brain regions due to imperfect brain extraction, artifacts (e.g. bias field), and hyperintensities near ventricles due to hydrocephalus. Hence, it is helpful to incorporate prior knowledge with respect to the tumor identification. Our approach aims to segment both homogeneous (e.g., LGG) and heterogeneous (e.g., DIPG, ATRT) tumors. For a heterogeneous tumor, there is no appropriate assumption that can be made on its intensity distribution. However, there is prior knowledge on the MRI appearance of the tumor core for the three tumor types under consideration. ATRTs are hypercellular tumors, therefore are hypointense on ADC. LGG and DIPG both show hyperintense signal on FLAIR. Based on these established characteristics, we detect the WT using a one or two-step method. First, we identify the tumor core for all tumor types. For heterogeneous tumors (DIPG and ATRT), we perform an additional step to include surrounding abnormal regions (i.e., edema, necrosis, hemorrhage, and cysts).

### 2.4 Subregion segmentation

Once the WT mask is generated, precise subregions can be obtained by the rules shown in Fig.2 for heterogeneous tumors (DIPG and ATRT). Subregions include enhancing and non-enhancing tumor (within tumor core), trapped CSF, and the subregions mentioned in Section 2.3. In Fig.2, the root (green filled) is the WT mask, each leaf node (blue filled) is a subregion, and the splitting criteria are shown in the decision nodes (no fill). Most criteria are based on comparison of intensity to a reference (either WM or GM). Hemorrhage is the dark region in T2. Early and late necrosis are detected as separately because they have different appearance (early necrosis is bright in T1 and late necrosis is bright in T2), even though they are evaluated as a whole to compare with the manual labels. Because edema has similar appearance to late necrosis (both T2 hyperintense), we classify region as edema if it’s peritumoral, and late necrosis otherwise. The enhancing tumor is detected from T1-sub, which is the subtraction of T1 from T1-post. CSF and cyst are both detected as dark region in FLAIR, with CSF having a lower threshold than cysts.
3 Experimental Results

3.1 Dataset

We tested our segmentation tool on three tumor types: ATRT (6 cases), DIPG (4 cases), and LGG (7 cases). WT masks were manually labeled by clinically trained professionals with radiologist oversight. Subregion masks were only manually labeled for ATRT.

3.2 Methods under comparison

We compared our proposed segmentation tool with multiple popular pretrained DL models for brain tumor segmentation listed below. All models are publicly available.

Segment GBM module from DeepNeuro DeepNeuro is a DL-based open-source toolbox for neuroimaging. It provides a module developed for glioblastoma (GBM) edema and enhancing tumor segmentation. This module takes T1, T1-post, and FLAIR as inputs, and produces a WT mask and enhancing tumor mask. The GBM model has a sequential 3D U-Nets structure, which predicts WT mask first and then uses the predicted WT mask as the fourth input to predict enhancing mask. This model has been trained on both public and private datasets of post-operative GBMs. Because this GBM model has a sequential structure, we were able to modify the implementation to use only the second U-Net to predict enhancing tumor from a given WT mask, for evaluation of enhancing prediction.
Cascaded Anisotropic Convolutional Neural Networks Wang et. al. developed an open-source model that won the 2nd place of MICCAI 2017 BraTS Challenge. The BraTS datasets contain pre-operative multimodal MRI scans of GMB and LGG. The segmentation task is to predict WT, edema, and enhancing tumor given T1, T1-post, T2 and FLAIR. The model consists of three convolutional neural networks (CNNs) in sequential order. The first CNN (WNet) predicts WT mask, the second CNN (TNet) predicts tumor core (both enhancing and non-enhancing tumor) mask within the bounding box defined by the predicted WT mask from the first CNN, then the third CNN (ENet) predicts the enhancing tumor within the bounding box defined by the predicted tumor core mask. Specifically, these CNNs are anisotropic, i.e., each net was trained in axial, sagittal and coronal views respectively using 2D receptive field (a large receptive field in 2D and a relatively small receptive field in the out-plane direction). The authors provided two pretrained models: model15 and model17, trained on BraTS15 and BraTS17, respectively. In addition to these two models, we trained the WNet on our DIPG data (130 cases with manual WT labels) initialized with model17. We label this model as cascaded-CNN-DIPG and add include this method in our comparison for WT segmentation task only. The 4 DIPG cases used for evaluation were not included in the training set for this model. Additionally, we modified the implementation to accept manually labeled WT mask as input and generate subregion masks using TNet and ENet, to evaluate performance of subregion prediction only.

NVIDIA Clara NVIDIA Clara is an application framework optimized for healthcare and life sciences developers. Clara provides a brain tumor segmentation model based on autoencoder regularization (clara_mri_seg_brain_tumors_br16_full_amp) which won the 1st place in the BraTS 2018 challenge. The Clara model takes T1, T1-post, T2, and FLAIR as inputs, and outputs WT mask, tumor core mask, and enhancing mask. Unlike other methods under comparison, this model generates WT mask and subregion masks simultaneously and requires GPU to make predictions.

3.3 Experimental setup

We evaluated our proposed approach and DL-based models on two separate segmentation tasks: WT segmentation and subregion segmentation. In the WT segmentation task, each method was given the brain extracted images in its desired MR modalities. In the subregion segmentation task, each method was given the manually labeled WT mask as input in addition to the inputs for WT task. Therefore the performance of subregion prediction does not have to be dependent on the WT prediction. However, the NVIDIA Clara model is unable to accept the WT mask as input. As a consequence, its performance does depend on WT prediction. We evaluated subregion segmentation on ATRT, which is typically a heterogeneous tumor. The subregions evaluated are: enhancing tumor, edema, hemorrhage, necrosis (early or late), cyst and CSF. For models that
predict WT, tumor core and enhancing tumor, the edema mask was generated using set subtraction of tumor core from WT. A summary of the experimental setup is shown in Table 1. The performances of both segmentation tasks were measured by dice score.

### 3.4 Results

**WT segmentation** The WT segmentation results (dice scores) are shown Table 2. Our proposed approach outperformed all other DL-based methods on the LGG and ATRT dataset, because the test data is very different from the training data of these DL-based models. For ATRT in particular, our approach had a mean dice score of 0.753, where other methods were below 0.3. All methods consistently performed better on the DIPG tumors compared to the other two data sets. Regarding the DIPG dataset, the best performer was the Cascaded CNN (DIPG) with a mean dice score of 0.924. This was expected because this model has been trained on a sufficient amount of existing DIPG data (130 cases). Our approach performed nearly identical to the 2nd place model, Cascaded CNN (BraTS17), with dice scores of 0.869 and 0.870 respectively, and is substantially better than the remaining models (0.56, 0.801, and 0.594).

**Subregion segmentation** Among all subregions under consideration, we were only able to compare our proposed model with others on enhancing tumor and edema segmentations. None of the existing methods used in comparison are capable of making a prediction regarding necrosis, hemorrhage, CSF and cyst, hence we only compared our results with the manual labels. There results of subregion segmentation are shown in Table 3. Our proposed approach had the

| Method                  | DL-Based | Reference | Times Cited | Training Data | Computing Resource to Test | Segmentation Task | Inputs | Outputs |
|-------------------------|----------|-----------|-------------|---------------|-----------------------------|------------------|--------|---------|
| Proposed                | n        | NA        | NA          | NA            | CPU                         | WT               | T1, T1-post, T2, FLAIR, ADC | WT     |
| DeepNeuro               | y        | [3]       | 15          | public and private | CPU or GPU                     | WT               | T1, T1-post, FLAIR, WT       | WT     |
| Cascaded CNN (BraTS15)  | y        | [6]       | 296         | BraTS 2015    | CPU or GPU                     | WT               | T1, T1-post, T2, FLAIR, WT   | WT     |
| Cascaded CNN (BraTS17)  | y        | [6]       | 296         | BraTS 2017    | CPU or GPU                     | WT               | T1, T1-post, T2, FLAIR, WT   | WT     |
| Cascaded CNN (DIPG)     | y        | transfer learned from [6] | NA | DIPO (St. Jude) | CPU or GPU                     | WT               | T1, T1-post, T2, FLAIR, WT   | WT     |
| NVIDIA Clara            | y        | [4]       | 346         | BraTS 2018    | GPU                          | WT               | T1, T1-post, T2, FLAIR, WT & subregion | WT, tumor core, enhancing tumor |

Table 1. Experimental setup for methods under comparison.
highest mean dice score on both enhancing and edema segmentation. The results of other subregions (necrosis, hemorrhage, CSF, and cyst) were reasonable and performance varied across specific subregion. Representative examples of subregion segmentations by our approach are shown in Fig. 3.

Table 2. Performance evaluation (dice score) of all methods under comparison on whole tumor segmentation for different tumor types.

| Tumor Type | Patient ID | Proposed | DeepNeuro | Cascaded CNN (Res512) | Cascaded CNN (Res128) | Cascaded CNN (DIP) | NVIDIA Clara |
|------------|------------|----------|-----------|----------------------|----------------------|-------------------|--------------|
|            | 1          | 0.832    | 0.028     | 0.130                | 0.091                | 0.000             | 0.000        | 0.470       |
|            | 2          | 0.832    | 0.091     | 0.000                | 0.000                | 0.005             | 0.000        | 0.001       |
|            | 3          | 0.809    | 0.000     | 0.000                | 0.000                | 0.000             | 0.000        | 0.002       |
|            | 4          | 0.689    | 0.124     | 0.731                | 0.732                | 0.312             | 0.713        |
|            | 5          | 0.760    | 0.000     | 0.270                | 0.000                | 0.000             | 0.000        | 0.000       |
|            | 6          | 0.605    | 0.130     | 0.410                | 0.185                | 0.000             | 0.567        |
| mean       |            | 0.753    | 0.062     | 0.257                | 0.206                | 0.053             | 0.292        |
| ATRT       | 7          | 0.322    | 0.160     | 0.235                | 0.271                | 0.000             | 0.204        |
|            | 8          | 0.689    | 0.727     | 0.752                | 0.738                | 0.000             | 0.405        |
|            | 9          | 0.424    | 0.028     | 0.277                | 0.312                | 0.471             | 0.064        |
|            | 10         | 0.801    | 0.641     | 0.785                | 0.811                | 0.808             | 0.782        |
|            | 11         | 0.779    | 0.000     | 0.000                | 0.000                | 0.000             | 0.000        |
|            | 12         | 0.674    | 0.000     | 0.536                | 0.543                | 0.000             | 0.777        |
|            | 13         | 0.651    | 0.114     | 0.762                | 0.744                | 0.747             | 0.647        |
| mean       |            | 0.529    | 0.239     | 0.480                | 0.488                | 0.289             | 0.576        |
| LGG        | 14         | 0.853    | 0.686     | 0.819                | 0.895                | 0.948             | 0.489        |
|            | 15         | 0.819    | 0.581     | 0.784                | 0.860                | 0.922             | 0.779        |
|            | 16         | 0.877    | 0.657     | 0.751                | 0.889                | 0.920             | 0.753        |
|            | 17         | 0.905    | 0.315     | 0.849                | 0.840                | 0.908             | 0.355        |
| mean       |            | 0.866    | 0.560     | 0.801                | 0.870                | 0.924             | 0.594        |
| DIPG       | 18         | 0.853    | 0.686     | 0.819                | 0.895                | 0.948             | 0.489        |
|            | 19         | 0.819    | 0.581     | 0.784                | 0.860                | 0.922             | 0.779        |
|            | 20         | 0.877    | 0.657     | 0.751                | 0.889                | 0.920             | 0.753        |
|            | 21         | 0.905    | 0.315     | 0.849                | 0.840                | 0.908             | 0.355        |
| mean       |            | 0.866    | 0.560     | 0.801                | 0.870                | 0.924             | 0.594        |

4 Discussions

Automatic segmentation of pediatric tumors is challenging. Our technique offers an approach to automatically segmenting rare pediatric brain tumors that performs consistently and superior to publicly available brain tumors models. Additionally, our knowledge-based brain tumor segmentation approach has shown many advantages over DL-based methods:

- More efficient. Knowledge of tumor can be transferred into the model using our approach than using labeled data to train. This is intuitive, for example we can easily detected enhancing tumor from T1-sub by thresholding. However, it may take more than 100 training examples for the model to learn this simple knowledge. A big drawback of DL models is that it is very hard to incorporate prior knowledge, and hence requires large training data to compensate for that. Pediatric cancer is rare compared to adult disease and lack publicly available data sets.
- More generalizable. Our approach can be designed for different tumor types accounting for their similarities and variabilities. For example, we added ADC as an additional inputs for ATRT segmentation, while for LGG and DIPG we only used T1, T1-post, T2, and FLAIR. We added surrounding
Table 3. Performance evaluation (dice score) of all methods under comparison on subregion segmentation of ATRT.

| Subregion  | Patient ID | Proposed | DeepNeuro | Cascaded CNN (Brav115) | Cascaded CNN (Brav117) | NVIDIA Clara |
|------------|------------|----------|-----------|------------------------|------------------------|--------------|
| enhancing  | 1          | 0.718    | 0.524     | 0.017                  | 0.282                  | 0.187        |
|            | 2          | 0.535    | 0.313     | 0.000                  | 0.095                  | 0.000        |
|            | 3          | 0.293    | 0.314     | 0.000                  | 0.052                  | 0.000        |
|            | 4          | 0.675    | 0.688     | 0.545                  | 0.718                  | 0.576        |
|            | 5          | 0.779    | 0.078     | 0.800                  | 0.748                  | 0.000        |
|            | 6          | 0.593    | 0.410     | 0.005                  | 0.320                  | 0.297        |
| mean       |            | 0.592    | 0.574     | 0.237                  | 0.356                  | 0.177        |
| edema      | 1          | 0.205    | NA        | 0.013                  | 0.011                  | 0.021        |
|            | 4          | 0.763    | NA        | 0.800                  | 0.870                  | 0.029        |
|            | 6          | 0.357    | NA        | 0.260                  | 0.270                  | 0.260        |
| mean       |            | 0.442    | NA        | 0.358                  | 0.364                  | 0.297        |
| necrosis   | 1          | 0.453    | NA        | NA                     | NA                     | NA           |
|            | 2          | 0.106    | NA        | NA                     | NA                     | NA           |
|            | 3          | 0.034    | NA        | NA                     | NA                     | NA           |
| mean       |            | 0.198    | NA        | NA                     | NA                     | NA           |
| hemorrhage |            |          |           |                        |                        |              |
| CSF        | 1          | 0.314    | NA        | NA                     | NA                     | NA           |
|            | 3          | 0.368    | NA        | NA                     | NA                     | NA           |
|            | 6          | 0.340    | NA        | NA                     | NA                     | NA           |
| mean       |            | 0.304    | NA        | NA                     | NA                     | NA           |
| cyst       | 3          | 0.670    | NA        | NA                     | NA                     | NA           |

Fig. 3. Example subregion segmentations of ATRT using the proposed approach. The red ROIs are auto segmentations and the green ROIs are manual segmentations.
tumor-related regions for ATRT and DIPG, but not for LGG. However, for DL models to handle different tumor types, separate models for each tumor type or complex architectures are required.

- More interpretable. Our approach generates consistent and informative intermediate results for quality checking. Even with the push for explainable AI, DL models can still be difficult to understand, particularly in the case of misclassifications. Our technique is straightforward. For example, our approach estimates WM, GM, and CSF probabilities before generating a WT mask. Determining the reason behind a misclassification is uncomplicated. Additionally, the decision rules for subregion detection are very interpretable and can be easily modified for different tumor types if necessary.

In general, DL applications will outperform traditional analytical techniques like the one we propose here. However, performance is determined by the training data. As stated previously, pediatric cancer is rare and access to data (labeled and unlabeled) is limited. The presence of labeled data is increasing, however, through consortia and federated learning. Until public databases are curated and available to facilitate DL models, our approach provides a starting point for assisted annotation. A priori knowledge is a powerful tool and is especially useful for autosegmenting rare tumors like ATRT.

5 Conclusions

In this paper, we present a knowledge-based algorithm to segment whole brain tumor and associated subregions. Our approach was customized for different pediatric brain tumors where available labeled data is very limited and far from sufficient to train a learning-based model. Our proposed approach showed superior performance to existing pretrained DL-based models on our ATRT and LGG dataset. On the DIPG dataset, it showed comparable performance to a DL model that have been transfer learned on our DIPG data.
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