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Abstract

Dobrushin and Tirozzi [11] showed that, for a Gibbs measure with the finite-range potential, the Local Central Limit Theorem is implied by the Integral Central Limit Theorem. Campanino, Capocaccia, and Tirozzi [4] extended this result for a family of Gibbs measures for long-range pair potentials satisfying certain conditions. We are able to show for a family of Gibbs measures for long-range pair potentials not satisfying the conditions given in [4], that at sufficiently high temperatures, if the Integral Central Limit Theorem holds for a given sequence of Gibbs measures, then the Local Central Limit Theorem also holds for the same sequence. We also extend [4] when the state space is general, provided that it is equipped with a finite measure.

AMS 2020 subject classification: 60F05, 82B20, 82B05

Keywords and phrases: Local Central Limit Theorem, Central Limit Theorem, High Temperatures, Long-Range Potentials

1 Introduction

The Central Limit Theorem is one of the fundamental results of Probability Theory. It states that under certain conditions, the properly scaled sum of independent and identically distributed (i.i.d) random variables converges, as the sum increases to infinity to a Normal
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random variable. However, one aspect that is missing from the Central Limit Theorem is, for instance, the rate of convergence to the limiting Normal distribution. One way to generalize the Central Limit Theorem is the celebrated Berry-Esseen Theorem [2] [13] that provides a more qualitative statement, namely providing the rate at which the convergence takes place.

The Central Limit Theorem was studied for random fields generated by models coming from Statistical Mechanics (see [3] [6] [7] [8] [20] [21] [22] [24] [26] [27] [28] [29] [30] [33] [34] for various techniques of proof). The fact that the Central Limit Theorem holds for models satisfying the FKG inequality and that have a finite susceptibility was proved in [32], extending the work in [31] that was considering only monotonic functionals of the random variables. Künsch studied the model in more generality in [23], and he provided applications of the Central Limit Theorem and the second derivative of the pressure. That work provides an example on which it is known that the Central Limit Theorem holds in more generality than the case of discrete-valued spins considered in [4]. Moreover, Central Limit Theorems for the Ising ferromagnet in two or more dimensions are obtained in [18] [19] [25] [35].

Local Central Limit Theorems are also a way to provide a more refined result than the Central Limit Theorem. Their importance in Statistical Mechanics was noticed in the study of a family of models (see [4] [5] [9] [11]) in which the authors prove that assuming the Central Limit Theorem holds for a random field defined on \( \mathbb{Z}^d \), then the Local Central Limit Theorem will hold as well. In particular, in [11] the authors proved it for the short-range potentials, while [4] showed it for a family of long-range potentials. Local Central Limit Theorems are important in Statistical Mechanics since, with their help, one can deduce the equivalence of the Canonical Ensemble and the Grand-Canonical Ensemble for spin systems and for particle systems (see [11] [5] for more details).

In this paper, we consider a sufficiently high temperature regime, and we prove that for Gibbs fields with spins taking values in a measurable set \( E \), equipped with a measure \( \lambda \), with the condition \( \lambda(E) < \infty \), for which the Central Limit Theorem is satisfied, then the Local Central Limit Theorem also holds. Our result complements [4] where some families of absolutely summable long-range potentials that fail the condition in [4] still satisfy the result at sufficiently high temperatures. We also extend [4] where only discrete value spins are considered.

Our proof is similar to the proof in [4]. It uses the study of the characteristic functions of the random field for small and big values of the parameter. The analysis of these cases is done in two separate lemmas in Section 4 that use different techniques. They both rely on the analysis of the cluster expansion done in Section 3.

As an application of our main result, we consider the one-dimensional long-range Ising models with polynomially decaying interaction \( J_{xy} = |x - y|^{-2+\alpha} \), with \( 0 \leq \alpha < 1 \). Because of this particular long-range interaction, these models undergo a phase transition at low temperatures, and the conditions in [4] fail for them. As a second application of our main result, we have obtained that for the models considered in [23] for which the Central Limit Theorem holds, we have that the Local Central Limit Theorem holds as well at sufficiently high temperatures.

The paper is divided into the following sections. Section 1 is the Introduction. Section 2 introduces the models, the Local Central Limit Theorem, our main result, and some applications. In Section 3, we perform the cluster expansion corresponding to our model and obtain the absolute convergence of the corresponding series. In Section 4, we prove our main result.
2 The Models

2.1 Definitions and Notations

We consider the lattice set \( S = \mathbb{Z}^d \). The state space \((E, \mathcal{E}, \lambda)\) is a measurable space equipped with a finite measure \( \lambda \). Let \( \Omega = E^\mathbb{Z}^d \) and \((\Omega, \mathcal{F})\) be the configuration space, where \( \mathcal{F} \) is the \( \sigma \)-algebra generated by the cylinder sets. We use the notation \( \Lambda \subset \mathbb{Z}^d \) to denote that \( \Lambda \) is a finite set on \( \mathbb{Z}^d \). For \( \Lambda \subset \mathbb{Z}^d \), let \( \mathcal{F}_\Lambda \) be the smallest \( \sigma \)-algebra on \( \Omega \) containing \( \{ \sigma_\Lambda \in A \} \) over all \( \Delta \subset \Lambda \), \( A \in \mathcal{E}_\Delta \).

For a fixed \( x, y \in \mathbb{Z}^d \) with \( x \neq y \), the \( \mathcal{F}\{x,y\}\)-measurable function \( \Phi\{x,y\} : \Omega \rightarrow \mathbb{R} \) is called potential. We say that a potential is absolutely summable if

\[
\| \Phi \| := \sup_{x \in \mathbb{Z}^d} \sum_{y \in \mathbb{Z}^d, y \neq x} \| \Phi\{x,y\} \| < \infty, \tag{2.1}
\]

where \( \| \cdot \| \) denotes the sup-norm. We also assume that the potentials are translation-invariant.

Define the Hamiltonian on a finite set \( \Lambda \) with boundary condition \( \omega \in \Omega \) by

\[
H^\omega_\Lambda(\sigma) = \sum_{x, y \in \Lambda, x \neq y} \Phi\{x,y\}(\sigma) + \sum_{x \in \Lambda, y \notin \Lambda} \Phi\{x,y\}(\sigma_\Lambda \omega_\Lambda^c),
\]

where the configuration \( ((\sigma_\Lambda \omega_\Lambda^c)_x)_{x \in \mathbb{Z}^d} \) means

\[
(\sigma_\Lambda \omega_\Lambda^c)_x = \begin{cases} 
\sigma_x, & x \in \Lambda \\
\omega_x, & x \notin \Lambda 
\end{cases}
\]

For each \( A \in \mathcal{F}_\Lambda \) and \( \omega \in \Omega \), we define the finite volume Gibbs measure with boundary condition \( \omega \) and inverse temperature \( \beta > 0 \) by

\[
\mu^\omega_{\Lambda, \beta}(\sigma) = \frac{e^{-\beta H^\omega_\Lambda(\sigma)}}{Z^\omega_{\Lambda, \beta}},
\]

where \( Z^\omega_{\Lambda, \beta} \) is the partition function given by

\[
Z^\omega_{\Lambda, \beta} = \int_{E^\Lambda} e^{-\beta H^\omega_\Lambda(\sigma)} \prod_{x \in \Lambda} \lambda(d\sigma_x).
\]

2.2 Local Central Limit Theorem

Consider \( f : \Omega \rightarrow \mathbb{Z} \) be a \( \mathcal{F}_0 \)-measurable function, where 0 is the origin of the lattice \( \mathbb{Z}^d \). We assume that \( f \) is not almost-surely constant, i.e., for every \( m \in \mathbb{R} \), we have \( \lambda(f^{-1}(m)) < \lambda(E) \). For each \( x \in \mathbb{Z}^d \), define \( \theta_x : \Omega \rightarrow \Omega \) be the shift operator \( (\theta_x \sigma)_y = \sigma_{x+y} \), for all \( y \in \mathbb{Z}^d \).

For a finite cube \( \Lambda_k \subset \mathbb{Z}^d \) given by \( \Lambda_k = [-k, k]^d \), define, for a fixed \( \sigma \in \Omega \),

\[
S_k(f) = \sum_{x \in \Lambda_k} f \circ \theta_x(\sigma) \quad \text{and} \quad \bar{S}_k(f) = \frac{S_k(f) - \mu^\omega_{\Lambda_k, \beta}(S_k(f))}{\sqrt{D_k}}, \tag{2.2}
\]
where $D_k = D_k(f) = \mu_{\Lambda_k, \beta}(S_k(f)) - \mu_{\Lambda_k, \beta}(S_k(f))^2$ denotes the variance of $S_k(f)$. For simplicity, we will use the notations $S_k = S_k(f)$ and $\bar{S}_k = \bar{S}_k(f)$.

For a sequence of increasing cubes $(\Lambda_k)_{k \geq 1}$ in $\mathbb{Z}^d$, and for a sequence of boundary conditions $(\omega_k)_{k \geq 1}$, we say that the \textit{f-integral central limit theorem} holds for the sequence $(\mu_{\Lambda_k, \beta}^k)_{k \geq 1}$ if the following three conditions are satisfied:

(i) $\lim_{k \to \infty} D_k / |\Lambda_k| = \alpha$,

(ii) $\alpha > 0$,

(iii) For every $\tau \in \mathbb{R}$,

$$\lim_{k \to \infty} \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\tau} e^{-z^2/2} \, dz = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\tau} e^{-z^2/2} \, dz. \quad (2.3)$$

We say that the \textit{f-local central limit theorem} holds for the sequence of Gibbs measures $(\mu_{\Lambda_k, \beta}^k)_{k \geq 1}$ if the conditions (i) and (ii) are satisfied, and

$$\lim_{k \to \infty} \sup_{p \in \mathbb{Z}} \sqrt{D_k} \mu_{\Lambda_k, \beta}^k(S_k = p) - \frac{1}{\sqrt{2\pi}} \exp \left( - \frac{(p - \mu_{\Lambda_k, \beta}^k(S_k))^2}{2D_k} \right) = 0. \quad (2.4)$$

Our main result is the following.

**Theorem 1.** Suppose that $\Phi$ is a translation invariant and absolutely summable potential, $f : \Omega \to \mathbb{Z}$ is a bounded, non-almost-surely constant, $\mathcal{F}_0$-measurable function. Assume one of the following conditions,

(1) the potential $\Phi$ satisfies

$$\sum_{x \in \mathbb{Z}^d \setminus \{0\}} \|\Phi_{\{x,0\}}\|^{1/2} < \infty. \quad (2.5)$$

(2) the inverse temperature $\beta$ is sufficiently small.

If the \textit{f-integral central limit theorem} holds for a given sequence of Gibbs measures $(\mu_{\Lambda_k, \beta}^k)_{k \geq 1}$, then the \textit{f-local central limit theorem} holds for the same sequence of Gibbs measures.

The item (1) from Theorem 1 is an extension of the result in [4], in the sense that we extend the result for a general two-body potentials and a general state space provided with a finite measure. Note that there are absolutely summable potentials for which the condition \textcircled{2.5} fails, for instance, the long-range Ising model (see Section 2.3). We are able to show that the result in [4] is still true when we assume sufficiently high temperatures.

**Remark:** For the many-body interaction potential case, we believe that the absolute summability condition should be replaced with the condition in the respective norm for the convergence of the corresponding cluster expansion (see [16, 20]). We expect that Theorem 2 holds true at sufficiently high temperatures for the many-body interaction potential.

We are not going to show the proof when the item (1) of Theorem 1 is assumed, since the proof follows exactly the same as in [4]. Thus, the next sections contain the proof of the main result when the item (2) of Theorem 1 is assumed.
2.3 Applications

Before the proof of Theorem 1, let us present some applications.

2.3.1 Long-Range Ising Model

Let $\Omega = \{−1, 1\}^\mathbb{Z}$ be the set of configurations $\sigma = (\sigma_x)_{x \in \mathbb{Z}}$ on $\mathbb{Z}$. The Hamiltonian in a finite set $\Lambda$ with boundary condition $\omega$ is given by

$$H_\Lambda^\omega(\sigma) = -\sum_{\{x, y\} \subset \Lambda \atop x \neq y} J(|x - y|)\sigma_x \sigma_y - \sum_{x \in \Lambda \atop y \notin \Lambda} J(|x - y|)\sigma_x \omega_y,$$

(2.6)

where the coupling constants $J_{x,y} = J(|x - y|)$, with $x \neq y$, are defined by

$$J(|x - y|) = \begin{cases} J & \text{if } |x - y| = 1 \\ |x - y|^{-2+\alpha} & \text{if } |x - y| > 1 \end{cases}$$

(2.7)

where $J(1) = J > 0$ and $0 \leq \alpha < 1$. It is known that these models undergo to a phase transition at low temperatures [12, 17], they satisfy FKG inequality and have finite susceptibility at high temperatures [1].

As a first main application we obtain the Local Central Limit Theorem in the case of the long-range Ising model defined above. The fact that the Central Limit Theorem holds in the case of the long-range Ising model follows from [32]. In [32], it is proved that for models satisfying FKG inequality and that have finite susceptibility, the Central Limit Theorem holds for not necessarily monotonic functions of the random variables. This result extends the work in [31] where the functions of the random variables are assumed to be monotonic.

The Local Central Limit Theorem for these models is obtained as an application of our main result for $E = \{−1, 1\}$ and $f(\sigma) = \sigma_0$.

2.3.2 Gibbs Fields at Sufficiently High Temperatures

Under the Dobrushin’s Uniqueness Condition [10], the work in [23] proves that the Central Limit Theorem holds true for Gibbs fields with spins taking values in a compact metric space. In addition, in [23] the assumption of the finite range of the potential previously considered in [11] is discarded.

Thus, in our case as a second application, using our results we obtain that, at sufficiently high temperatures, the Local Central Limit Theorem holds true for the models considered in [23]. These models extend the work in [4] that treats only the case of discrete values for the spins, as well as the work in [11], where a Local Central Limit Theorem is obtained under the assumption on the finite-range of the potential.

3 Cluster Expansion

For all $x, y \in \mathbb{Z}^d$, since the potential $\Phi_{\{x,y\}}$ is $\mathcal{F}_{\{x,y\}}$-measurable, by abuse of notation, we will start writing $\Phi_{\{x,y\}}(\sigma_\Lambda) = \Phi_{\{x,y\}}(\sigma_x, \sigma_y)$. 
For a fixed $\Lambda \in \mathbb{Z}^d$ and $x \in \Lambda$, define

\[ h^\omega_x(\sigma_x) = h^\omega_{x,\Lambda}(\sigma_x) := \sum_{y \notin \Lambda} \Phi_{\{x,y\}}(\sigma_x, \omega_y) \]

and denote the set of all sets with two-elements in $\Lambda$ by $\mathcal{P}_2(\Lambda) = \{ A \subseteq \Lambda : |A| = 2 \}$.

For each $x \in \Lambda$ and $\omega \in \Omega$, define the probability density function $p^\omega_x : E \to \mathbb{R}$ by

\[ p^\omega_x(\sigma_x) = p^\omega_{x,\beta,\Lambda}(\sigma_x) := \frac{\exp(-\beta h^\omega_x(\sigma_x))}{\int_E \exp(-\beta h^\omega_x(\sigma_x)) \lambda(d\sigma_x)}, \]

and denote $\mathbb{E}_x$ be the expected value with respect to $p^\omega_x$.

Let $\mathcal{P}_{1,2}$ be a family of non-empty subsets $b \in \mathbb{Z}^d$, consisting of at most two points. A polymer $R$ is a set $\{b_1, \ldots, b_p\}$ of distinct elements $b_i \in \mathcal{P}_{1,2}$ that is connected in the following sense: for any $b_i, b_m \in R$, there exist $b_{k_1}, \ldots, b_{k_q} \in R$ such that $b_{k_1} = b_i$, $b_{k_q} = b_m$ and $b_{k_j} \cap b_{k_{j+1}} \neq \emptyset$. Let $\mathcal{R}$ be the set of all polymers and, if $R \in \mathcal{R}$, denote by $\bar{R}$ the subset of $\mathbb{Z}^d$ given by $\bar{R} = \bigcup_{b \in R} b$. For $t \in \mathbb{R}$, define the activity function $\zeta^t_\beta : \mathcal{R} \to \mathbb{C}$ as

\[ \zeta^t_\beta(R) := \int_{\mathcal{E}^\bar{R}} \prod_{x \in \bar{R}} p^\omega_x(\sigma_x) \prod_{b \in R} \xi_{\beta,b}(\sigma) \prod_{x \in \bar{R}} \lambda(d\sigma_x), \]

where we introduce the notations

\[ \xi_{\beta,\{x\}}(\sigma) = \zeta^t_\beta(\sigma) := \exp \left( \frac{it(f \circ \theta_x(\sigma) - \mathbb{E}_x(f \circ \theta_x))}{\sqrt{D_k}} \right) - 1, \]

\[ \xi_{\beta,\{x,y\}}(\sigma) := \exp(-\beta \Phi_{\{x,y\}}(\sigma_x, \sigma_y)) - 1. \]

**Theorem 2.** The partition function $Z^\omega_{\Lambda,\beta}$ can be written as

\[ Z^\omega_{\Lambda,\beta} = \left( \prod_{x \in \Lambda} \int_E e^{-\beta h^\omega_x(\sigma_x)} \lambda(d\sigma_x) \right) \Xi^{\omega}_{\Lambda,\beta}, \]

where

\[ \Xi^{\omega}_{\Lambda,\beta} = \Xi^{\omega}_{\Lambda,\beta}(\zeta^t_\beta) := 1 + \sum_{n=1}^{\infty} \sum_{\{R_1, \ldots, R_n\} \in \mathcal{R}_{n}} \prod_{i=1}^{n} \zeta^t_\beta(R_i). \]

Moreover,

\[ \Xi^{\omega}_{\Lambda,\beta} = \exp \left( \sum_{n=1}^{\infty} \sum_{\{R_1, \ldots, R_n\} \in \mathcal{R}_{n} \cap \Lambda} \phi^T(R_1, \ldots, R_n) \prod_{i=1}^{n} \zeta^t_\beta(R_i) \right), \]

with

\[ \phi^T(R_1, \ldots, R_n) = \frac{1}{n!} \sum_{G \in \mathcal{G}_{n}(R_1, \ldots, R_n)} (-1)^{e(G)}, \]

where the sum is over all the spanning connected graphs $G$ with $n$ vertices $\{1, \ldots, n\}$, and edges $\{i,j\}$ corresponding to pairs $\{R_i, R_j\}$ such that $\bar{R}_i \cap \bar{R}_j \neq \emptyset$, and $e(G)$ is the number of edges in $G$. 


For all $\delta > 0$, if either $t = 0$ or $0 < |t| < \delta \sqrt{D_k}$, the sum in (3.12) is absolutely convergent. Moreover, for a fixed $\varepsilon > 0$, there exists $\alpha = \alpha(\delta, \beta) > 0$ that converges to 0 when $\beta \to 0$ such that, for every polymer $R_0$,

\[
1 + \sum_{n=1}^{\infty} \sum_{R_1 \subseteq \Lambda} \ldots \sum_{R_n \subseteq \Lambda} |\phi^T(R_0, R_1, \ldots, R_n)| \prod_{i=1}^{n} |\zeta^i_\beta(R_i)| \leq e^{(1+\varepsilon)|\bar{R}_0|} \tag{3.13}
\]

and

\[
\sum_{n=1}^{\infty} \sum_{R_1 \subseteq \Lambda} \ldots \sum_{R_n \subseteq \Lambda} |\phi^T(R_1, \ldots, R_n)| \prod_{i=1}^{n} |\zeta^i_\beta(R_i)| \leq \alpha |\Lambda|. \tag{3.14}
\]

**Proof.** The proof to obtain the expansion (3.10) and the expansion (3.12) will be omitted, since they are similar to the arguments in [14] and [16] (Chapter 5), respectively.

For $t = 0$, the proof that the sum in (3.12) is absolutely convergent follows as the same argument as in [16] (Chapter 6). Assume $0 < |t| < \delta \sqrt{D_k}$ for some $\delta > 0$ (we choose a suitable $\delta$ along the proof).

Note that for every $x \in \mathbb{Z}^d$, since $|f \circ \theta_x(\sigma)| \leq \|f\|$, there exists $\delta_1 > 0$ such that, for every $0 < \delta < \delta_1$,

\[
|\xi_{\beta,\{x\}}(\sigma)| = \sqrt{2} \left|1 - \cos \left( \frac{t}{\sqrt{D_k}} (f \circ \theta_x(\sigma) - \mathbb{E}_x(f \circ \theta_x)) \right) \right| \leq \delta \|f\|. \tag{3.15}
\]

For a fixed polymer $R$ with $\bar{R} \subseteq \Lambda$, applying Equation (3.15),

\[
|\zeta^i_\beta(R)| \leq (\delta \|f\|)|\bar{R}| \int_{E^\bar{R}} \prod_{x \in \bar{R}} p^w_x(\sigma_x) \prod_{\{x,y\} \in R} |\xi_{\beta,\{x,y\}}(\sigma_x, \sigma_y)| \prod_{x \in \bar{R}} \lambda(d\sigma_x). \tag{3.16}
\]

For $\varepsilon > 0$, let

\[
\alpha := [(1 + \delta \|f\|)e^{2+\varepsilon}]^2 \sup_{x \in \mathbb{Z}^d} \sum_{y \neq x} |e^{-\beta \Phi(x,y)} - 1|. \tag{3.17}
\]

Since the potential $\Phi$ is absolutely summable, there exists $\beta_0 > 0$ such that for all $\beta < \beta_0$, we have $\alpha < 1$. For a polymer $R$, define $\gamma^1_R \subset R$ be the set of all elements of $R$ with cardinality $i$. Note that $\gamma^2_R = \bar{R}$ and $\gamma^1_R \subset \gamma^2_R$. Define, for connected $\gamma \subset \mathcal{P}_2(\Lambda)$,

\[
\hat{\zeta}_\beta(\gamma) = \int_{E^\gamma} \prod_{x \in \gamma} p^w_x(\sigma_x) \prod_{\{x,y\} \in R} |\xi_{\beta,\{x,y\}}(\sigma_x, \sigma_y)| \prod_{x \in \bar{R}} \lambda(d\sigma_x). \tag{3.18}
\]

For a fixed polymer $R_0$,

\[
\sum_{R : R \cap \bar{R}_0 \neq \emptyset} |\zeta^i_\beta(R)| e^{(1+\varepsilon)|\bar{R}|} \leq \sum_{R : R \cap \bar{R}_0 \neq \emptyset} (\delta \|f\|)^{|\bar{R}| \gamma^2} |\hat{\zeta}_\beta(\gamma^2_R)e^{(1+\varepsilon)|\bar{R}|}\|
\]

\[
= \sum_{\gamma^2, \hat{\gamma}^2 \cap \bar{R}_0 \neq \emptyset} \hat{\zeta}_\beta(\gamma^2) e^{(1+\varepsilon)|\gamma^2|} \sum_{\gamma^1, \gamma \subseteq \gamma^2} (\delta \|f\|)^{|\gamma^2|} \|
\]

\[
= \sum_{\gamma^2, \hat{\gamma}^2 \cap \bar{R}_0 \neq \emptyset} [(1 + \delta \|f\|)e^{1+\varepsilon}]^2 |\hat{\zeta}_\beta(\gamma^2)|. \tag{3.19}
\]
By the same argument as in [16] (Chapter 6), for $\delta > 0$ sufficiently small,
\begin{equation}
\max_{z \in \Lambda} \sum_{\gamma^2, z \in \mathbb{Z}^2} [(1 + \delta \| f \|) e^{1+\epsilon}]^\delta \gamma \leq \alpha. \tag{3.20}
\end{equation}

Using Equations (3.19) and (3.20),
\begin{equation}
\sup_{x \in \mathbb{Z}^d} \sum_{R \in R} |\gamma(1 + \delta \| f \|) e^{1+\epsilon} R \leq \alpha. \tag{3.21}
\end{equation}

the proof finishes by applying the result in [14].

\section{Proof of the main result}

\textbf{Proposition 1.} Let $f : \Omega \rightarrow \mathbb{Z}$ be a bounded, non-almost-surely constant, $\mathcal{F}_0$-measurable function. There exists a positive constant $d$ such that, for every $\Lambda \in \mathbb{Z}^d$ and $x \in \Lambda$,
\begin{equation}
\mathbb{E}_x ((f \circ \theta_x(\sigma) - \mathbb{E}_x (f \circ \theta_x(\sigma)))^2) \geq d \tag{4.22}
\end{equation}

and, for every $0 < \delta < \pi$, there exists a positive constant $c$ such that
\begin{equation}
|\mathbb{E}_x (e^{itf \circ \theta_x(\sigma)})| < e^{-c}, \tag{4.23}
\end{equation}

for all $\delta \leq |t| \leq \pi$ uniformly with respect to $\omega$.

\textbf{Proof.} Both (4.22) and (4.23) follow from the inequality
\begin{equation}
\frac{e^{-2\| \Phi \|}}{\lambda(E)} \leq p_{\mathbb{Z}^d}(\sigma) \leq \frac{e^{2\| \Phi \|}}{\lambda(E)},
\end{equation}

where $\| \Phi \|$ is defined in (2.1). The inequality (4.22) is concluded using Markov inequality. The estimate (4.23) is obtained from Lemma 1 in [11].

As in [4], to obtain the main result, we use the following estimate
\begin{equation}
\sup_{p \in \mathbb{Z}} \left| \sqrt{D_k} \mu_{\Lambda_k, \beta}(S_k = p) - \frac{1}{\sqrt{2\pi}} \exp \left( -\frac{(p - \mu_{\Lambda_k, \beta}(S_k))^2}{2D_k} \right) \right| \tag{4.24}
\end{equation}

\begin{align*}
\leq \int_{-B}^B |\mu_{\Lambda_k, \beta}(\exp (itS_k)) - \exp (-t^2/2)| \ dt \\
+ \int_{|t| \geq B} \exp (-t^2/2) \ dt + \int_{B \leq |t| \leq \delta \sqrt{D_k}} |\mu_{\Lambda_k, \beta}(\exp (itS_k))| \ dt \\
+ \int_{\delta \sqrt{D_k} \leq |t| \leq \pi \sqrt{D_k}} |\mu_{\Lambda_k, \beta}(\exp (itS_k))| \ dt. \tag{4.25}
\end{align*}

The convergence of the first integral is a consequence of the Central Limit Theorem, while the convergence of the second integral is a consequence of the tail of a Gaussian random variable. The convergence of the third and fourth integrals are following from Lemma 1 and 2 below. The proofs are analogous to Lemma 2.2 and 2.3 in [4], respectively. We highlight some steps in which we use the condition of sufficiently high temperatures.
Lemma 1. Suppose that $\Phi$ is an absolutely summable potential, $f : \Omega \to \mathbb{Z}$ is a bounded, non-almost-surely constant, $\mathcal{F}_0$-measurable function. There exists a positive constant $D$, not depending on $\omega_k$ and $\Lambda_k$, such that, if $\delta > 0$ and $\beta > 0$ are small enough and $|t| \leq \delta \sqrt{D_k}$, then:

$$
\left| \mu_{\Lambda_k, \beta}^{\omega_k} \left( \exp \left( it\tilde{S}_k \right) \right) \right| \leq \exp \left( -t^2 D \frac{\Lambda_k}{D_k} \right), \quad (4.26)
$$

Proof. By Taylor Remainder Theorem, there exists $0 < \theta < \delta \sqrt{D_k}$ such that

$$
\left| \mu_{\Lambda_k, \beta}^{\omega_k} \left( \exp \left( \frac{it}{D_k} \sum_{x \in \Lambda_k} \left( f \circ \theta_x (\sigma) - \mathbb{E}_{x} (f \circ \theta_x) \right) \right) \right) \right| \leq \exp \left( \frac{t^2}{2} \sum_{R, |R| = 1} \text{Re} \left| \frac{d^2}{dt^2} \zeta_\beta^l (R) \right| \right) \leq \exp \left( \frac{t^2}{2} \sum_{n, R_1, \ldots, R_n \in \Lambda_k} |\varphi^T (R_1, \ldots, R_n) \left| \left| \frac{d^2}{dt^2} \prod_{i=1}^n \zeta_\beta^l (R_i) \right| \right| \right), \quad (4.27)
$$

where $\sum^*$ means $\sum_{i=1}^n |\tilde{R}_i| \geq 2$. Differentiating the activity functions and applying Proposition [1] Equation [4.22], we get the following inequalities

$$
\text{Re} \left| \frac{d^2}{dt^2} \zeta_\beta^l (R) \right| \leq -\frac{1}{D_k} \left( d - \frac{\delta^2 \|f\|^4}{8} \right) \quad \text{and} \quad \left| \frac{d^2}{dt^2} \prod_{i=1}^n \zeta_\beta^l (R_i) \right| \leq \frac{4\|f\|^2}{D_k} \prod_{i=1}^n \zeta_\beta^0 (R_i).
$$

The proof finishes taking $\delta$ sufficiently small, applying cluster expansion in [4.28], and taking $\beta$ sufficiently small. \qed

Lemma 2. Suppose that $\Phi$ is an absolutely summable potential, $f : \Omega \to \mathbb{Z}$ is a bounded, non-almost-surely constant, $\mathcal{F}_0$-measurable function. For every $\delta > 0$, there exists a positive constant $C$, not depending on $\omega_k$ and $\Lambda_k$, such that, if $\delta \sqrt{D_k} \leq |t| \leq \pi \sqrt{D_k}$, and $\beta > 0$ is small enough, then

$$
\left| \mu_{\Lambda_k, \beta}^{\omega_k} \left( \exp \left( it\tilde{S}_k \right) \right) \right| \leq \exp \left( -C |\Lambda_k| \right). \quad (4.29)
$$

Proof. For a fixed positive real constant $c$, define the real activity function

$$
\eta^0_\beta (R) = e^{c|\tilde{R}|^2} \zeta^0_\beta (R).
$$

The cluster expansion convergence holds for this modified version of the activity function following closely the technique in [16] (Chapter 6). Indeed the proof is similar with the modification

$$
\alpha = e^{2(2+\epsilon+c)} \sup_{z \in \mathbb{Z}^d} \sum_{y \neq z} e^{-\beta \Phi(y,z)} - 1.
$$
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Note that $\alpha < 1$ for sufficiently small $\beta$. Since

$$\sup_{x \in \mathbb{Z}^d} \max_{R \in \mathbb{R}} \sum_{x \in R} |\eta^\beta_\beta(R)| e^{(1+\varepsilon)|\tilde{R}|} \leq \alpha,$$  \hspace{1cm} (4.30)

applying the result in [14], for a fixed polymer $R_0$,

$$1 + \sum_{n=1}^{\infty} \frac{1}{n!} \sum_{(R_1, \ldots, R_n)} |\phi^T(R_0, R_1, \ldots, R_n)| \prod_{i=1}^{n} |\eta^\beta_i(R_i)| \leq e^{(1+\varepsilon)|\tilde{R}_0|}.$$ \hspace{1cm} (4.31)

By Proposition 1 using Equation (4.23), for every $\delta \sqrt{D_k} \leq |t| \leq \pi \sqrt{D_k}$, we have

$$|\mu^\omega_{\Lambda_k, \beta}(\exp(it\bar{S}_k))| \leq e^{-c|\Lambda_k|} \frac{\Xi_{\Lambda_k, \beta}(\eta_k)}{\Xi_{\Lambda_k, \beta}(\eta_0)}.$$ \hspace{1cm} (4.32)

Using Equations (4.30) and (4.31),

$$\frac{\Xi_{\Lambda_k, \beta}(\eta_k)}{\Xi_{\Lambda_k, \beta}(\eta_0)} \leq e^{\alpha|\Lambda_k|},$$ \hspace{1cm} (4.33)

then Equation (4.29) holds when $\beta$ is sufficiently small.
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