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Abstract

In this paper, the performance of more than 40 popular or recently developed den-
sity functionals is assessed for the calculation of 463 vertical excitation energies against
the large and accurate QuestDB benchmark set. For this purpose, the Tamm-Dancoff
approximation offers a good balance between performance and accuracy. The func-
tionals ωB97X-D and BMK are found to offer the best performance overall with a
Root-Mean Square Error (RMSE) of 0.28 eV, better than the computationally more demanding CIS(D) wavefunction method with a RMSE of 0.36 eV. The results also suggest that Jacob’s ladder still holds for TDDFT excitation energies, though hybrid meta-GGAs are not generally better than hybrid GGAs. Effects of basis set convergence, gauge invariance correction to meta-GGAs, and nonlocal correlation (VV10) are also studied, and practical basis set recommendations are provided.
1 Introduction

Time-dependent (TD) density functional theory (DFT) is currently the most popular approach to model the electronic structures and properties of molecular excited states.\textsuperscript{1–3} Although TDDFT is a formally exact theory supported by the Runge-Gross theorem,\textsuperscript{4} it is not practically possible to find the true time-dependent functional that maps electron density to electronic energy. Therefore, approximations have to be introduced. Most practical calculations employ the adiabatic local density approximation (ALDA) in which the time-dependent functional can be replaced by a standard time-independent one (in the limit of the density slowly varying in time). The ALDA allows TDDFT to directly employ various density functional approximations designed for ground-state DFT calculations, without the need for any additional parameters. However, as consequences of these approximations and the linear response (LR) formalism\textsuperscript{5} adopted, the performance of a specific functional in LR-TDDFT calculations cannot be gauged a priori and instead must be assessed against benchmark excitation energies.

Since the 2000s, several benchmark studies have explored the performance of many popular functionals against experimental\textsuperscript{6–9} or theoretical reference transition energies\textsuperscript{6,10–23} within the LR-TDDFT framework. When we compare with experimental values, we need to account for many additional factors (temperature, vibrational structure, vibronic coupling, environmental effects, and so on) and it is not always straightforward to map the computed electronic transitions to the experimental spectra, especially for high-lying excited states. These problems can be avoided by comparing against computed reference values, at specified molecular geometries. One of the most popular theoretical set is the 28-molecules list developed by Thiel and coworkers in 2008.\textsuperscript{10} Thiel’s set consists of theoretical best estimates (TBE) for 104 singlet and 63 triplet excitations, which were subsequently extended and used by Thiel and many other groups.\textsuperscript{6,11–16} Another popular set is a list of 59 singlet
states developed by Tozer and coworkers, which gives insight into valence (local), Rydberg, and charge-transfer (CT) excitations. Some other works also involved a small number of compounds. For a detailed review on the topic, see Ref. 27.

However, the theoretical datasets used by the previous benchmarks also suffer from some problems due to computational limitations. Some datasets are quite small with only a few Rydberg and CT states, or lack singlet-triplet excitations. Some datasets’ reference methods, like CC2, are not substantially more accurate than TDDFT. Previous benchmark studies show that the best functionals for LR-TDDFT can have a mean absolute error (MAE) around 0.3 eV. Therefore, to assess the best functionals, the reference wavefunction theory is required to have an MAE less than 0.1 eV, like CC3 and other methods containing triple excitations. The dearth of comprehensive and reliable datasets has led recent benchmarks to only focus on specific molecules or specific excitation types. The recent development of the accurate and comprehensive QUEST database, however, allows for the re-examination of the accuracy of LR-TDDFT. We choose 400 TBE of the vertical excitations from the dataset. Most of them are claimed to be within 0.05 eV (or less) of the full configuration interaction (FCI) limit, which is much more accurate than the previous datasets. Additionally, QUEST TBE values also account for the most important one-particle basis set effects, which is necessary to enable comparison between wavefunction-based reference values and LR-TDDFT values close to the complete basis set limit.

One further consideration that makes revisiting the performance of LR-TDDFT timely is the fact that many new functionals have been developed in the recent 15 years but have not been benchmarked for predicting excitation energies. For example, our group has developed three combinatorically optimized semi-empirical functionals: ωB97X-V, a range-separated hybrid (RSH) generalized-gradient approximation (GGA), B97M-V, a local meta-GGA (mGGA), and ωB97M-V, an RSH mGGA. They are independently parameterized, but all employ the VV10 nonlocal correlation functional (NLC) to correctly predict long-
range dispersion interactions. These functionals are notably more accurate compared to other functionals for calculating various types of ground-state energies.\textsuperscript{45–47} But there is no TDDFT benchmark involving them so far, possibly due to the difficulty of deriving and coding the second derivative formula of nonlocal functionals.\textsuperscript{48} Besides the B97 family, many new functionals also have been developed by other groups and show very good performance for predicting ground-state properties. We choose MVS family,\textsuperscript{49} MS2 family,\textsuperscript{50} and M06-SX functional\textsuperscript{51} as the examples. To the best of our knowledge, this paper is the first time that their performance for predicting the excitation energies has been assessed.

The remainder of this paper is organized as follows. We first briefly review the theory of LR-TDDFT, the Tamm–Danoff approximation\textsuperscript{52} (TDA) and the mGGA gauge invariance (GINV) correction\textsuperscript{53} in Section 2 and then describe the computational details in Section 3. After the discussion of the GINV correction, VV10’s effect and the basis set convergence using the highly accurate QUEST #1 dataset of small molecules (Section 4), the performance of 43 functionals for predicting excitation energy is assessed by a more comprehensive benchmark set (Section 5). Concluding remarks are given in Section 6.

2 Method

2.1 Linear response time-dependent density functional theory and Tamm–Danoff approximation

Time-dependent density functional theory in the linear-response formalism employs the following non-Hermitian eigenvalue equation to calculate the excitation energy $\omega$.

$$
\begin{bmatrix}
A & B \\
B^* & A^*
\end{bmatrix}
\begin{bmatrix}
X \\
Y
\end{bmatrix}
= \omega
\begin{bmatrix}
1 & 0 \\
0 & -1
\end{bmatrix}
\begin{bmatrix}
X \\
Y
\end{bmatrix}
$$

(1)
Here, $X$ and $Y$ are the transition vectors. The elements of the matrices $A$ and $B$ are given as

$$A_{ai,bj} = \delta_{ij}\delta_{ab}(\epsilon_a - \epsilon_i) + (ai|jb) - c_{HF}(ab|ji) + (1 - c_{HF})(ai|f_{xc}|jb)$$  \hspace{1cm} (2)

$$B_{ai,bj} = (ai|bj) - c_{HF}(bi|aj) + (1 - c_{HF})(ai|f_{xc}|bj)$$  \hspace{1cm} (3)

where the indices $i, j$ and $a, b$ label occupied and virtual orbitals respectively, which will also be written as $\psi_i, \psi_j, \psi_a$ and $\psi_b$ later. We will use $m$ and $n$ to represent arbitrary molecular orbitals, while $\epsilon_a$ and $\epsilon_i$ are orbital energies of Kohn-Sham orbitals $a$ and $i$. $(ai|jb)$ denotes an electron repulsion integral in Mulliken notation (Equation 4) and $f_{xc}$ is the exchange-correlation (xc) potential. In the adiabatic local density approximation, the response of the xc potential corresponds to the second functional derivative of the xc energy, given as

$$(ai|jb) = \int d^3r d^3r' \phi^*_a(r)\phi_i(r) \frac{1}{|r - r'|} \phi^*_j(r')\phi_b(r')$$  \hspace{1cm} (4)

$$(ai|f_{xc}|jb) = \int d^3r d^3r' \phi^*_a(r)\phi_i(r) \frac{\delta^2 E_{xc}}{\delta \rho(r)\delta \rho(r')} \phi^*_j(r')\phi_b(r') \hspace{1cm} (5)

In the Tamm–Dancoff approximation, the $B$ matrix is neglected, and the excitations are decoupled from the de-excitations, yielding:

$$AX = \omega X$$  \hspace{1cm} (6)

TDA does not obey the Thomas-Reiche-Kuhn sum rule, which states that the sum of oscillator strengths must equal the number of electrons. Therefore, the calculated TDA transition moments cannot be expected to be more than qualitatively accurate. However, the TDA eigenvalue equation is analogous to variational CIS, resulting more resistance to the triplet instabilities.$^{54}$
Efficient Davidson-type algorithms are always used in the actual implementation of both TDDFT and TDA, to iteratively obtain a small number of lowest excitation energies and corresponding transition vectors.\textsuperscript{55,56} These algorithms need to evaluate generalized matrix-vector products (i.e. the contraction of a $4^{th}$ tensor such as $A$ with a $2^{nd}$ rank tensor such as $X$) to yield another matrix, $G = AX$ on each iteration. The xc part of $G$ can be evaluated as

$$
G_{ai} = \sum_{jb} (ai|f_{xc}|jb)X_{bj} = \sum_{jb} \sum_{\mu\nu\lambda\kappa} C_{\nu a}^{*} C_{\mu i} (\nu \mu | f_{xc} | \lambda \kappa) C_{\lambda j}^{*} C_{\kappa b} X_{bj}
$$

$$
= \sum_{\mu\nu} C_{\nu a}^{*} C_{\mu i} \sum_{\lambda\kappa} \frac{\partial^2 E_{xc}}{\partial P_{\mu\nu} \partial P_{\kappa\lambda}} \sum_{jb} C_{\lambda j}^{*} C_{\kappa b} X_{bj}
$$

\begin{equation}
(7)
\end{equation}

Here, $\mu$, $\nu$, $\lambda$ and $\kappa$ are atomic orbitals, which can also be written as $\chi_{\mu}$, $\chi_{\nu}$, $\chi_{\lambda}$ and $\chi_{\kappa}$. $C_{\mu i}$, $C_{\nu a}$, $C_{\lambda j}$, $C_{\kappa b}$ are molecular orbital coefficients. We can form a density-matrix-like quantity (we can call it a trial density matrix\textsuperscript{57}) defined by

$$
P_{t\kappa\lambda} = \sum_{jb} C_{\kappa b} X_{bj} C_{\lambda j}^{*}
$$

\begin{equation}
(8)
\end{equation}

And thus we can calculate the following Fock-matrix-like quantity and substitute it back into Equation 7.

$$
G_{t\nu\mu} = \sum_{\lambda\kappa} \frac{\partial^2 E_{xc}}{\partial P_{\mu\nu} \partial P_{\kappa\lambda}} P_{t\kappa\lambda}
$$

$$
G_{ai} = \sum_{jb} (ai|f_{xc}|jb)X_{bj} = \sum_{\mu\nu} C_{\nu a}^{*} C_{\mu i} G_{t\nu\mu}
$$

\begin{equation}
(9)
\end{equation}

\begin{equation}
(10)
\end{equation}

### 2.2 Gauge invariance correction to mGGA

The kinetic energy density of mGGA functionals is usually defined as

$$
\tau(r,t) = \frac{1}{2} \sum_{j} | -i \nabla \psi_{j}(r,t) |^{2}
$$

\begin{equation}
(11)
\end{equation}
which changes upon a gauge transformation (i.e. \( \tau(r, t) \) is gauge-dependent), leading to the energy also being gauge-dependent. This can be shown using the real gauge function \( \Lambda(r, t) \).

\[
\psi_j[\Lambda](r, t) = \psi_j(r, t)e^{-i\Lambda(r, t)} \tag{12}
\]

\[
\tau[\Lambda](r, t) = \tau(r, t) - \nabla \Lambda(r, t) \cdot j_p(r, t) + \frac{1}{2} |\nabla \Lambda(r, t)|^2 \rho(r, t) \tag{13}
\]

Here \( j_p(r, t) \) is the paramagnetic orbital current density of the original system.

\[
j_p(r, t) = \sum_j -i\psi_j^*(r, t)\nabla \psi_j(r, t) + i\psi_j(r, t)\nabla \psi_j^*(r, t)
= \sum_{\mu\nu} i P_{\mu\nu}(\chi_\mu \nabla \chi_\nu - \chi_\nu \nabla \chi_\mu) \tag{14}
\]

\( \rho(r, t) \) is the total electron density.

For current-free ground states, the gauge may be fixed by choosing real KS orbitals and thus the mGGA is perfectly well defined. However, for time-dependent and current-carrying states, this becomes a problem. Recently, Bates and Furche\textsuperscript{53} developed a corrected kinetic energy density \( \hat{\tau} \), which is gauge invariant and satisfies the iso-orbital constraint.

\[
\hat{\tau}(r, t) = \tau(r, t) - \frac{|j_p(r, t)|^2}{2\rho(r, t)} \tag{15}
\]

In the case of a static ground state, \( j_p(r, t) \) will vanish and \( \hat{\tau} \) will reduce to the original \( \tau \) since the density matrix \( P_{\mu\nu} \) is real and symmetric. In other words, the correction has no contribution to the Fock matrix and thus has no influence on the ground-state self-consistent field (SCF) procedure. But it will change the TDDFT result since the trial density, \( P^t \), is
not symmetric. One more term needs to be added to $G^t$, given by:

$$G_{\nu \mu}^{\text{corr}, t} = -\int d^3r d^3r' \frac{1}{\rho} \frac{\partial^2 f}{\partial \tau^2} \left| \frac{\partial j^t_p}{\partial P_{\mu \nu}} \sum_{\lambda \kappa} \frac{\partial j^t_p}{\partial P_{\lambda \kappa}^t} P_{\kappa \lambda}^t \right|$$

where

$$j^t_p = \sum_{\lambda \kappa} (\chi_{\lambda \kappa} \nabla \chi_{\kappa} - \chi_{\kappa} \nabla \chi_{\lambda}) P_{\kappa \lambda}^t$$

Here we have applied the condition of $|j^t_p| = 0$ to avoid the cross terms between $\tau$ and other density variables. Additionally we have adopted the approximation $\frac{\partial^2 f}{\partial \tau^2} = \frac{\partial^2 f}{\partial \hat{\tau}^2}$ to employ existing functionals.

3 Computational Details

We have tested the following density functionals:

- Local Density Approximation (LDA, Rung 1): SPW92\textsuperscript{58,59}
- GGA (Rung 2): B97-D,\textsuperscript{60} MPW91,\textsuperscript{61,62} PBE,\textsuperscript{63} BLYP,\textsuperscript{64} N12,\textsuperscript{65} SOGGA11.\textsuperscript{66}
- mGGA (Rung 3): B97M-V,\textsuperscript{42} mBEEF,\textsuperscript{67} SCAN,\textsuperscript{68} MS2,\textsuperscript{50} M06-L,\textsuperscript{69} MVS,\textsuperscript{49} revM06-L,\textsuperscript{70} MN15-L,\textsuperscript{71} revTPSS,\textsuperscript{72} TPSS.\textsuperscript{73}
- hybrid GGA (Rung 4): $\omega$B97X-D,\textsuperscript{74} CAM-B3LYP,\textsuperscript{75} $\omega$B97X-V,\textsuperscript{41} SOGGA11-X,\textsuperscript{76} LRC-wPBE,\textsuperscript{77} LRC-wPBEh,\textsuperscript{19} MPW1K,\textsuperscript{78} PBE0,\textsuperscript{79} HSEHJS,\textsuperscript{80,81} rcamB3LYP,\textsuperscript{82} MPW1PW91,\textsuperscript{61} BHHLYP,\textsuperscript{83,84} PBE50,\textsuperscript{85} B3LYP,\textsuperscript{86,87} HFLYP.\textsuperscript{84}
- hybrid mGGA (Rung 4): BMK,\textsuperscript{88} M06-SX,\textsuperscript{51} M06-2X,\textsuperscript{89} $\omega$B97M-V,\textsuperscript{43} wM05-D,\textsuperscript{90} MN15,\textsuperscript{91} PW6B95,\textsuperscript{92} SCAN0,\textsuperscript{93} MS2h,\textsuperscript{50} M11,\textsuperscript{94} revTPSSh,\textsuperscript{95} TPSSh,\textsuperscript{96} MVSh,\textsuperscript{49} MN12-SX.\textsuperscript{97}
For comparison, we also tested two standard wavefunction methods: Configuration interaction singles (CIS)\textsuperscript{98} and CIS with perturbative double corrections [CIS(D)].\textsuperscript{99} We do not benchmark double hybrid functionals in this paper, but interested readers can consult Ref. 14 and Refs. 100–103.

All the calculations are performed using a development version of Q-Chem 5.4.\textsuperscript{104} Molecular geometries employed are directly obtained from the QUEST database.\textsuperscript{38} Local xc integrals are calculated over a radial grid with 99 points and an angular Lebedev grid with 590 points for all atoms, while non-local VV10 correlation is calculated over an SG-1\textsuperscript{105} grid (which is a subset of points employed in a grid with 50 radial and 194 angular points). Section 4.1 indicates that use of the TDA is preferable, and all results beyond that point utilize it (unless specified otherwise).

We select reference transitions from QUEST database according to the following three criteria: (i) the transition should be labelled “safe” (the deviation with FCI is expected to be smaller than 0.05 eV) (ii) the transition should have dominant single-excitation character (\(\%T_1 > 85\%\), as computed at the CC3 level) except for the data in the QR dataset (iii) the electronic state associated with the transition should be assignable using the attribution procedure described below.

All the calculations employ the aug-cc-pVTZ basis\textsuperscript{106–108} except for the basis set tests described in Section 4.2. The large aug-cc-pVTZ basis set contains many diffuse basis functions and thus yields significant orbital mixing in the excitation amplitudes, making the attribution of the various transitions very challenging. We calculate three times the number of excitations in the benchmark dataset for each molecule, and then divide them into different categories according to their symmetry and spin. For each target state, we search in its corresponding category and find the lowest-energy state which contains the required orbital excitation type (e.g. \(\pi \to \pi^*\)). Then we calculated the root mean square electron size of the excited state, \(\sigma_e = (\langle x_e^2 \rangle - \langle x_e \rangle^2)^{1/2}\) through the one-electron transition-density matrix.\textsuperscript{109}
If the size satisfies the valence/Rydberg type required ($\sigma_e < 2.5 \text{ Å}$ for valence states and $\sigma_e > 2.5 \text{ Å}$ for Rydberg states), we will attribute this state to the target state. If not, we will compare all the excited states in this category to choose the most suitable state. We also manually checked states that exhibit big differences with the reference energy ($> 1.0 \text{ eV}$) in case there are exceptions to the assignment criteria employed above, such as some valence states which has a very big $\sigma_e$.

The selected molecules are divided into five subsets: Q1, Q2, QE, QR and QCT. The molecules in Q1 are from QUEST #1 subset. The reference accuracy of this subset reaches FCI level but it only contains molecules with 4 non-hydrogen atoms at most. Q2 are adapted from QUEST #3 and #5, which have slightly lower benchmark accuracy but contains molecules with more non-hydrogen atoms (10 at most). QE and QR are obtained from the “Exotic” and “Radical” subsets of QUEST #4, while QCT is QUEST #6 dataset. The numbers of the different types of states in each dataset is summarized in Table 1. Only the Q1 subset is used in Section 4 if not otherwise stated.

|          | Q1 | Q2 | QE | QCT | QR | all |
|----------|----|----|----|-----|----|-----|
| Singlet  | 55 | 154| 19 |     |    | 254 |
| Triplet  | 45 | 111| 11 | All | All| 167 |
| Valence  | 60 | 201| 28 | Singlets | Doublets | 289 |
| Rydberg  | 39 | 64 | 2  |     |    | 105 |
| Total    | 100| 265| 30 | 27  | 42 | 463 |
4 Preliminary benchmark of methods and basis sets

4.1 Effect of TDA approximation and meta-GGA gauge invariance correction

(This section has been rewritten after the review. We find the difference between TDDFT and TDDFT/TDA is mainly on triplet valence subset and it’s state-specific. For further details, please see published paper: https://doi.org/10.1021/acs.jctc.2c00160)

We first explore the effect of TDA and GINV correction on the mGGA and hybrid mGGA functionals separately. The GINV correction is only suitable for use with TDDFT because TDA itself breaks gauge invariance. Figure 1 shows graphical representations of the Root-Mean Square Error (RMSE) of six representative functionals for singlet and triplet excited states via TDDFT, TDDFT with GINV correction, and TDA. The results obtained with other tested functionals (i.e. mBEEF, M06-L, MS2 and MS2h) are summarized in Table S3.1.

![Figure 1: Comparison of the Root-Mean Square Errors (RMSE) of TDDFT, TDDFT/GINV, TDDFT/TDA for singlet and triplet subsets](image)

For the singlet states subset, the RMSE of the three TDDFT approaches varies only slightly, with differences smaller than 0.03 eV for most tested functionals. The only ex-
ceptions are the interesting cases of M06-2X and BMK, where the RMSE associated with TDDFT is reduced by a quite significant 0.1 eV by the GINV correction. For triplet excited states, the effect of GINV correction is still quite small for 10 of the 11 tested functionals, but TDA substantially decreases the RMSE associated with TDDFT for all functionals. The M06-2X functional stands out again: the use of TDDFT with the GINV correction yields a slightly lower RMSE than the TDA.

From the raw data in Table S1.1, we can see that TDDFT/TDA can significantly improve the accuracy of calculated triplet excitations when pure TDDFT suffers an instability problem, as happens for the $^{3}\Sigma_{u}^{+}$ state of nitrogen, $^{3}\Sigma^{+}$ state of carbon monoxide and so on. This advantage of TDA has been pointed by many previous studies.$^{18,27,52,54}$ For most functionals it seems that the TDDFT/GINV method still inherits the problem from pure TDDFT. Overall, TDDFT/TDA is recommended for most cases since it is computationally more efficient than full TDDFT and can improve the prediction of triplet transitions. We will adopt this method for all calculations reported in the following sections.

4.2 Basis set convergence

Taking B97-D, B97M-V, $\omega$B97X-V and $\omega$B97M-V as examples, we explore the basis convergence of functionals from different rungs of Jacob’s Ladder.$^{111}$ Figure 2 and 3 display the RMSEs obtained with different basis sets for valence and Rydberg subsets against their average number of basis functions across the Q1 dataset. We employ two kind of reference values here. One is calculated by the method itself in the complete basis limit (CBS, here approximated with d-aug-cc-pV5Z basis set$^{112}$), and the other is the set of TBE/CBS values from Ref. 35.

It is evident that $\omega$B97X-V and $\omega$B97M-V converge more rapidly than B97-D, B97M-V when increasing the basis set size, no matter which basis set family is used. This seems to imply that the hybrid functionals may converge more rapidly than the local functionals. But
Figure 2: Comparison of the RMSEs (in eV) of several basis sets compared to d-aug-cc-pV5Z for valence and Rydberg subsets of Q1. Tested basis sets includes: aug-cc-pVDZ, aug-cc-pVTZ, aug-cc-pVQZ;\textsuperscript{106–108} d-aug-cc-pVTZ, d-aug-cc-pVQZ;\textsuperscript{112} def2-SVP (only for valence subset), def2-SVPD, def2-TZVPD, def2-QZVPPD;\textsuperscript{113,114} and aug-pc-3.\textsuperscript{115} The red horizontal line indicates an error of 0.1 eV.

due to the limited number of tested functionals, we cannot rule out the possibility that the basis set convergence may be just influenced by characteristics of the individual functional. For instance, it has been previously demonstrated that reaching the CBS limit even for ground-state intermolecular interactions is extremely difficult with certain Minnesota density functionals.\textsuperscript{116}

Figure 2 also demonstrates that the convergence for Rydberg states is more difficult than that for valence states. The RMSE of the aug-cc-pVDZ basis for the valence subset is already below 0.1 eV, which is only one third of the smallest method error described in Section 5. In contrast, double augmentation with diffuse functions must be employed if we want to achieve similar accuracy for Rydberg states. Interestingly, Figure 3 shows that adding more diffuse functions will make predictions worse compared to TBE/CBS. A likely reason is that TDDFT systematically underestimates Rydberg excitation energies and a larger basis set
will aggravate this problem. This can be supported by the fact that the basis set with a higher RMSE (vs TBE) always has a more negative mean signed error (MSE).

Figure 3: Comparison of the RMSEs (in eV) relative to TBE/CBS for Valence and Rydberg subsets of Q1. Tested basis sets include aug-cc-pVDZ, aug-cc-pVTZ, aug-cc-pVQZ, d-aug-cc-pVTZ, d-aug-cc-pVQZ, d-aug-cc-pV5Z, def2-SVP (only for Valence subset), def2-SVPD, def2-TZVPD, def2-QZVPDP and aug-pc-3.

Overall, the d-aug-cc basis set family performs best at reaching the CBS limit for most functionals. The aug-cc-pVXZ family appears to be only adequate for valence excited states with hybrid functionals. The def2 family is surprisingly unsuitable for attaining the CBS limit in the cases assessed here. However, as a result, the def2 basis family usually offers good cancellation of basis error and method error for predicting Rydberg excited states. Therefore, for practical purposes, we recommend aug-cc-pVDZ to predict valence states at moderate computational cost. This same basis set is also a reasonable choice for Rydberg states with hybrid density functionals, while def2-TZVPD seems to be a reasonable alternative for Rydberg states due to fortuitous error cancellation.
4.3 Effect of VV10

The effect of nonlocal correlation functional VV10 was also studied. The detailed implementation of the VV10 contribution to $G_{\nu\mu}^t$ (Equation 9) necessary to perform these tests will be presented elsewhere. Table 2 shows that the change of the RMSE and MSE by removing VV10 is smaller than 0.01 eV, suggesting VV10 has very little effect on the prediction of the excitation energies in the Q1 subset. This supports the claim of Najibi and Goerigk that inclusion of nonlocal correlation functionals in SCF has no significant effect on orbital-energy differences.\textsuperscript{46} We also compare $\omega$B97X($\omega$B97M) and $\omega$B97X-V($\omega$B97M-V) on the Q2 dataset and their result are also very close (shown in SI), further validating this conclusion.

|                  | RMSE  | MSE   |
|------------------|-------|-------|
| B97M             | 0.502 | -0.150|
| B97M-V           | 0.498 | -0.148|
| $\omega$B97X\textsuperscript{a} | 0.279 | -0.119|
| $\omega$B97X-V   | 0.284 | -0.109|
| $\omega$B97M     | 0.465 | -0.329|
| $\omega$B97M-V   | 0.464 | -0.329|

5 Comprehensive benchmark of 43 density functional approximations

5.1 Overall performance

Figure 4 and Figure S1 summarizes the RMSE of 43 functionals on the whole benchmark dataset. N12, SOGGA11 and HFLYP are not considered here due to their very poor performance in the preliminary test on Q1. It turns out that Jacob’s ladder\textsuperscript{111} is partially validated.
in the sense that mGGAs perform better than LDA and GGAs, while hybrid functionals perform better than local functionals. This indicates that the inclusion of additional physical content can indeed improve accuracy. Nevertheless, hybrid meta-GGAs have a much larger range of RMSEs than hybrid GGAs and the best hybrid meta-GGA could not outperform the best hybrid GGA, suggesting that the higher flexibility from the added physical content may not always have a positive effect on the prediction of excitation energies. This is consistent with studies on other molecular properties. We expect that it is possible to train better hybrid meta-GGAs for predicting diverse molecular properties.

Diving a bit deeper into the data shown in Figure 4 and Table S4.1 reveals a variety of other interesting observations:

- GGAs are not recommended for TDDFT calculation. The RMSE of all GGAs are higher than that of the SPW92 (i.e. rung 1). This is similar to the work of Leang et al., wherein the SVWN LDA also surpassed all tested GGAs.

- Most functionals tend to underestimate excitation energies but many good functionals can attain a balance. Among local functionals, LDAs and GGAs yield strong underes-

![Figure 4](image-url):

Mean signed errors (MSE) and root-mean square errors (RMSE) (both in eV) of 43 density functionals and two wavefunction methods (CIS, CIS(D)) on the entire benchmark dataset.
timates (MSE around -0.5 eV) while meta-GGAs can reduce the systematic error by roughly half. The addition of exact exchange (EXX) can further reduce systematic error and good RSH functionals (RSHs) or global hybrid functionals (GHs) with high EXX, like ωB97X-D and BMK, can almost resolve this problem (the absolute values of their MSE are only near 0.05 eV).

• Taking the precision of the benchmark data (± 0.05 eV) into consideration, the overall RMSE of good functionals on each rung are so close that we cannot give a definite answer about which functional is best for predicting excitation energies. ωB97X-D offers the lowest overall RMSE (0.272 eV) among all functionals and BMK, M06-SX, ωB97X-V, CAM-B3LYP and SOGGA11-X also provide similarly accurate predictions (RMSE < 0.30 eV). If semi-local functionals are required, we recommend mGGAs like mBEEF and B97M-V. They clearly outperform GGAs, although they are clearly inferior to the best hybrid functionals.

• TDDFT is highly recommended for electronic excitations that have dominant single-excitation character. All tested functionals outperform CIS and the best hybrid functionals can outperform CIS(D) even when we exclude the radical subset (QR), where CIS often gives qualitatively incorrect predictions and CIS(D) cannot provide satisfactory corrections.

5.2 Performance for different excitation types

Figure 5 shows some representative functionals’ performance on different electronic excitation types—namely, singlet, triplet, valence, and Rydberg states. The comparison of all functionals can be found in Table S4.7. We only use the Q1, Q2 and QE components of the dataset here because QCT and QR do not contain all classes of excitations.

When we consider singlet and triplet excited states separately, it is evident that most
| LEVEL    | DFA         | RMS Single | RMS Triplet | MSE Single | MSE Triplet | RMS Valence | RMS Rydberg | MSE Valence | MSE Rydberg | Fluorescence |
|----------|-------------|------------|-------------|------------|-------------|--------------|--------------|--------------|--------------|--------------|
| LDA      | SPW92       | 0.720      | 0.562       | -0.529     | -0.393      | 0.567        | 0.861        | -0.363       | -0.771       | 0.319        |
| GGA      | B97-D       | 0.728      | 0.578       | -0.537     | -0.480      | 0.500        | 0.995        | -0.359       | -0.934       | 0.387        |
|          | PBE         | 0.767      | 0.622       | -0.570     | -0.515      | 0.551        | 1.026        | -0.398       | -0.954       | 0.352        |
| mGGA     | B97M-V      | 0.517      | 0.334       | -0.198     | -0.165      | 0.337        | 0.666        | -0.032       | -0.604       | 0.413        |
|          | MVS         | 0.508      | 0.377       | 0.220      | 0.028       | 0.455        | 0.459        | 0.099        | 0.243        | 0.294        |
|          | SCAN        | 0.402      | 0.554       | -0.101     | -0.442      | 0.506        | 0.370        | -0.256       | -0.221       | 0.321        |
|          | M06-L       | 0.543      | 0.396       | -0.252     | -0.225      | 0.357        | 0.734        | -0.096       | -0.638       | 0.362        |
| hybrid GGA | ωB97X-D     | 0.295      | 0.228       | 0.005      | -0.168      | 0.279        | 0.238        | -0.069       | -0.066       | 0.552        |
|          | ωB97X-V     | 0.338      | 0.198       | 0.126      | -0.075      | 0.299        | 0.252        | 0.016        | 0.110        | 0.585        |
|          | CAM-B3LYP   | 0.303      | 0.291       | -0.049     | -0.246      | 0.311        | 0.261        | -0.112       | -0.186       | 0.580        |
|          | MPW1K       | 0.348      | 0.316       | 0.114      | -0.230      | 0.372        | 0.199        | -0.063       | 0.055        | 0.618        |
|          | B3LYP       | 0.467      | 0.399       | -0.293     | -0.355      | 0.358        | 0.609        | -0.226       | -0.576       | 0.517        |
| hybrid mGGA | M06-SX      | 0.324      | 0.171       | 0.117      | -0.007      | 0.277        | 0.251        | 0.016        | 0.198        | 0.516        |
|          | BMK         | 0.323      | 0.200       | 0.063      | -0.082      | 0.304        | 0.192        | -0.023       | 0.069        | 0.612        |
|          | M06-2X      | 0.359      | 0.248       | -0.078     | -0.095      | 0.341        | 0.237        | -0.058       | -0.158       | 0.743        |
|          | ωB97M-V     | 0.396      | 0.236       | -0.119     | -0.102      | 0.284        | 0.451        | -0.014       | -0.379       | 0.618        |
|          | SCAN0       | 0.327      | 0.485       | 0.145      | -0.348      | 0.450        | 0.220        | -0.137       | 0.135        | 0.462        |
| WFT      | CIS(D)      | 0.303      | 0.262       | 0.104      | 0.183       | 0.277        | 0.313        | 0.195        | -0.019       | 0.279        |

**Figure 5:** Comparison of RMSE and MSE (both in eV) of some good or popular functionals for the different types of excitation energies on the Q1, Q2 and QE dataset. RMSEs become smaller from red to green and MSEs become more positive from blue to red.

functionals perform better for triplets than for singlets, which is consistent with the work of Leang et al. It also shows that hybrid functionals have more negative MSE for triplets because the triplet states have 2 parallel spins which are more stabilized by EXX. We can see ωB97X-D offers the best prediction for singlets (RMSE = 0.295 eV) and M06-SX offers the best prediction for triplets (RMSE = 0.171 eV).

The relation between error and single excitation character of the excited states was also studied for the triplet and singlet subsets. We expect that LR-TDDFT will overestimate excitation energies when the excited states have less single excitation character and their real energy is decreased by the multi-reference effect. However, Figure 6 shows that is only true for hybrid functionals and the CIS method. The CIS(D) method can partly solve the problem due to its double excitation terms. But the local functionals do not strongly show this trend either, suggesting that the performance of pure xc functionals may be essentially...
uncorrelated with extent of multi-reference character, at least in the scope we have chosen for our benchmark data ($\%T_1 > 85$).

![Figure 6: Comparison of percentage of relative error (% Error) and single excitation character computed at the LR-CC3 level.](image)

For valence states, the better functionals of different rungs perform quite similarly. The best local functional, B97M-V, offers a RMSE of 0.337 eV and the best hybrid functional, M06-SX, only reduces the RMSE to 0.277 eV. In contrast, the functionals’ RMSE differ greatly for Rydberg states. The LDAs and GGAs undervalue the Rydberg excitation energies a lot (RMSE $\approx$ 1.0 eV and MSE $\approx$ -1.0 eV). Meta-GGAs can partly overcome this limitation of GGAs, and the best one, SCAN, can achieve a RMSE of 0.370 eV. The EXX term in good hybrid functionals, like BMK, MPW1K and $\omega$B97X-D, can reduce RMSE further to around 0.2 eV.

It deserves to be mentioned that the errors for calculated emission energies are surprisingly very different with those of absorption energies. From Figure 5, we see that CIS(D) offers a lower RMSE than all functionals and the local functionals demonstrates better performance than hybrid functionals. MVS, a mGGA, offers the best performance (RMSE = 0.294 eV) of the functionals, and even SPW92, the only LDA tested, offers the second lowest RMSE (0.319 eV) We also find the best functional on each rung is non-empirical. Therefore, one possible reason for poor performance is that the training sets of the semi-empirical functionals lack vertical emission energies, or even simply the ground state energies at non-equilibrium geometries. Another source of error is the effect of the ALDA in the LR-TDDFT method. Finally, given that there are only nine fluorescence states in the dataset,
these conclusions should be read with caution.

5.3 Performance for different benchmark datasets

| LEVEL   | DFA      | Q1 Valence | Q1 Rydberg | Q2 Valence | Q2 Rydberg | QE   | QR   | QCT   |
|---------|----------|------------|------------|------------|------------|------|------|-------|
| LDA     | SPW92    | 0.314      | 0.970      | 0.641      | 0.802      | 0.377| 0.602| 1.203 |
| GGA     | B97-D    | 0.301      | 1.080      | 0.561      | 0.956      | 0.346| 0.654| 1.119 |
|         | PBE      | 0.337      | 1.137      | 0.616      | 0.968      | 0.403| 0.594| 1.163 |
| mGGA    | B97M-V   | 0.364      | 0.657      | 0.330      | 0.680      | 0.330| 0.679| 0.847 |
|         | SCAN     | 0.461      | 0.431      | 0.538      | 0.329      | 0.327| 0.579| 0.881 |
|         | M06-L    | 0.313      | 0.807      | 0.376      | 0.696      | 0.294| 0.712| 0.884 |
|         | revM06-L | 0.605      | 0.639      | 0.376      | 0.481      | 0.530| 0.866| 0.688 |
|         | revTPSS  | 0.266      | 0.899      | 0.468      | 0.806      | 0.314| 0.531| 0.998 |
| hybrid GGA | ωB97X-D | 0.308      | 0.351      | 0.279      | 0.131      | 0.205| 0.314| 0.247 |
|         | ωB97X-V  | 0.314      | 0.213      | 0.306      | 0.274      | 0.202| 0.275| 0.426 |
|         | CAM-B3LYP | 0.368     | 0.377      | 0.297      | 0.158      | 0.262| 0.313| 0.234 |
|         | MPW1K    | 0.416      | 0.190      | 0.368      | 0.204      | 0.292| 0.426| 0.297 |
|         | B3LYP    | 0.353      | 0.658      | 0.368      | 0.587      | 0.280| 0.366| 0.636 |
| hybrid mGGA | BMK     | 0.334      | 0.211      | 0.304      | 0.180      | 0.217| 0.315| 0.292 |
|         | M06-SX   | 0.276      | 0.285      | 0.291      | 0.229      | 0.156| 0.366| 0.381 |
|         | M06-2X   | 0.432      | 0.275      | 0.314      | 0.215      | 0.299| 0.472| 0.286 |
|         | ωB97M-V  | 0.326      | 0.619      | 0.276      | 0.318      | 0.232| 0.464| 0.348 |
|         | SCAN0    | 0.470      | 0.276      | 0.456      | 0.173      | 0.348| 0.614| 0.384 |
| WFT     | CIS(D)   | 0.247      | 0.451      | 0.295      | 0.242      | 0.185| 0.744| 0.320 |

Figure 7: Comparison of RMSE (in eV) of some good or popular functionals for the excitation energies on different datasets. RMSE becomes smaller as the color changes from red to green in each column.

Figure 7 shows the performance of some representative functionals on the different datasets. The comparison of all functionals can be found in Table S4.

The performances of functionals for valence and Rydberg states change a lot from Q1 dataset to Q2 dataset even though the difference between the two datasets is only the size of included molecules. For local functionals, on going from Q1 to Q2, the RMSE for Rydberg states decreases while the RMSE for valence states increases. One possible explanation is that the valence and Rydberg states mix more with each other for the bigger molecules in the Q2 dataset and their RMSE therefore become more similar. But this alone could
not explain why the RMSE of both types decreases for most hybrid functionals. Another possibility is that the excitation energies of some molecules in Q1 dataset are more difficult to be predicted, such as those of nitrogen molecule.

There are another three special datasets, QE, QR and QCT, which corresponds to ”exotic” molecules, radicals and intramolecular charge-transfer states, respectively. For the QE dataset, the RMSE of most methods is much smaller than that on Q1 or Q2 dataset, possibly because QE dataset only contains low-lying excited states of simple molecules and most of them are valence states.

For the QR dataset, it is interesting that all the local functionals perform quite similarly. It implies that the inclusion of the electron density gradient and kinetic energy density is not useful for predicting the radical’s excitation energies. By contrast, hybrid functionals can yield significantly improved performance with the help of EXX. It is worth mentioning that good hybrid functionals can provide much lower RMSE than CIS(D) for this dataset in the unrestricted formalism (we did not assess the restricted open shell variant\textsuperscript{124}).

For the QCT dataset, the order of functionals is a little different than for the other datasets. Some functionals which perform very well for other datasets are less suitable for the QCT dataset, such as \(\omega\)B97X-V and M06-SX. \(\omega\)B97X-V fails possibly because it overcorrects most of the CT excitation energies, as shown by Figure S7. The DFT hierarchy, however, is still kept. Similar to Rydberg states, the RMSE of mGGAs can be lower than LDA and GGA, and hybrid functionals, especially RSHs, and high EXX-containing GHs can do much better than the local functionals.

Overall, there is no local functional performing well for all datasets but there are some hybrid functionals which can perform very well for one dataset and are still not bad for other datasets. The best example seems to be BMK. Its RMSE is only a little higher than the best functional in each specific dataset and it thus becomes the best hybrid mGGA on the whole dataset. \(\omega\)B97X-D is another good example, and \(\omega\)B97X-V and M06-SX also have
very good performance for all datasets other than QCT (for which they are more mediocre).

6 Conclusions

(There are some minor changes in published paper.)

In this work, we have examined the performance of time-dependent density functional theory (TDDFT) for electronic excitations. This work builds on the many earlier assessments in several ways. First, we have taken the opportunity to assess promising functionals that have been developed over the past decade, and now widely used for ground state problems. For meta-GGA functionals, this required us to implement a correction for gauge invariance. For functionals containing long-range dispersion, we implemented the appropriate response theory. Second, we based our assessment on the large set of high-quality benchmark calculations that comprise the QUEST database produced over the past four years. This allowed our assessment to cover 463 separate electronic excitations.

Our main conclusions are as follows:

1. A careful assessment of the small molecule subset suggested that use of the Tamm-Dancoff approximation (TDA) is preferred over full TDDFT for excitations because of its improved accuracy versus cost tradeoff.

2. Using the same small molecule subset, we demonstrate that excitation energies calculation using meta-GGAs do not typically benefit from the gauge invariance (GINV) correction. We do note that the M06-2X and BMK are two interesting exceptions, which exhibit significant improvement with use of GINV.

3. The effect of non-local van der Waals density functionals on electronic excitations, while necessary for formal correctness of linear response theory, is shown to be very small.
4. Across the full dataset, we find that TDDFT/TDA with the best functionals yields RMSEs of 0.25-0.3 eV for excitation energies, which is a little better than the CIS(D) wavefunction method at a significantly lower computational cost.

5. We recommend the BMK and ωB97X-D functionals first because they can offer balanced predictions for different datasets and excitation types. M06-SX and ωB97X-V also perform very well for most datasets, but have somewhat larger errors for QCT set.

6. Local functionals have higher error due to significant systematic underestimation of CT and Rydberg state energies, and we cannot recommend GGAs. However two mGGAs, B97M-V and M06-L, turn out to be quite accurate for valence excitations.

7. The Jacob’s ladder hierarchy of functionals still partly exists for predicting vertical excitation energies since the best mGGA are better than LDA/GGAs, and hybrid functionals improve significantly over semi-local functionals. However, the LDA outperforms all the tested GGAs and hybrid mGGAs are not better than hybrid GGAs. Perhaps promising new functionals can still be obtained from the vast space of possible hybrid mGGAs.43

For the choice of basis sets, there are different recommendations for different purposes. For reaching the CBS limit, double augmentation with diffuse functions is required in nearly all circumstances. Only some good hybrid functionals can use single augmentation to approach the CBS limit of valence excitation energies. For practical purposes, we recommend aug-cc-pVDZ to predict valence states and def2-TZVPD or def2-QZVPPD to predict Rydberg states (with the expectation of some error cancellation between functional and basis set).

In terms of caveats, we note that the datasets studied lack transition metal atoms and therefore our conclusions might only be applicable to organic/main group molecules. We also note that we have only assessed electronic excitations that are in the UV-vis region.
TDDFT is known to perform much more poorly for core excitations, where other approaches such as state-specific orbital optimized DFT\textsuperscript{125,126} appear to be preferable.\textsuperscript{127} Indeed a full assessment of OO-DFT across the dataset used here would make for a very interesting comparison with TDDFT.

**Acknowledgement**

This work was supported by the Director, Office of Science, Office of Basic Energy Sciences, of the U.S. Department of Energy through the Gas Phase Chemical Physics Program, under Contract No. DE- AC02-05CH11231. Additional support to XF and MHG was provided through NIH grant 2R44GM121126-02. We thank Dr. Yuezhi Mao (Stanford) for providing valuable feedback on the implementation of VV10. JL would like to thank his wife Ming Sun for her help and companionship during this three-year project, especially during the difficult times of COVID-19.

**Supporting Information**

Additional figures (SI.pdf)

Raw data and Statistical errors (For readers of arxiv, please find these data in a folder called "anc" in source files. You can also download it from the published paper:

https://doi.org/10.1021/acs.jctc.2c00160)

**Competing interests:** M.H-G. is a part owner of Q-Chem Inc., whose software was used in the calculations reported here.
References

(1) Dreuw, A.; Head-Gordon, M. Single-Reference ab Initio Methods for the Calculation of Excited States of Large Molecules. Chem. Rev. 2005, 105, 4009–4037.

(2) Marques, M.; Gross, E. Time-Dependent Density Functional Theory. Annu. Rev. Phys. Chem. 2004, 55, 427–455.

(3) Burke, K.; Werschnik, J.; Gross, E. K. U. Time-dependent density functional theory: Past, present, and future. J. Chem. Phys. 2005, 123, 062206.

(4) Runge, E.; Gross, E. K. U. Density-Functional Theory for Time-Dependent Systems. Phys. Rev. Lett. 1984, 52, 997–1000.

(5) Casida, M. E. In Recent Advances in Density Functional Methods; Chong, D. P., Ed.; World Scientific: Singapore, 1995; Vol. 1; pp 155–192.

(6) Jacquemin, D.; Wathelet, V.; Perpète, E. A.; Adamo, C. Extensive TD-DFT Benchmark: Singlet-excited States of Organic Molecules. J. Chem. Theory Comput. 2009, 5, 2420–2435.

(7) Caricato, M.; Trucks, G. W.; Frisch, M. J.; Wiberg, K. B. Electronic Transition Energies: A Study of the Performance of a Large Range of Single Reference Density Functional and Wave Function Methods on Valence and Rydberg States Compared to Experiment. J. Chem. Theory Comput. 2010, 6, 370–383.

(8) Leang, S. S.; Zahariev, F.; Gordon, M. S. Benchmarking the performance of time-dependent density functional methods. J. Chem. Phys. 2012, 136, 104101.

(9) Suellen, C.; Freitas, R. G.; Loos, P.-F.; Jacquemin, D. Cross-Comparisons between Experiment, TD-DFT, CC, and ADC for Transition Energies. J. Chem. Theory Comput. 2019, 15, 4581–4590.
(10) Silva-Junior, M. R.; Schreiber, M.; Sauer, S. P. A.; Thiel, W. Benchmarks for electronically excited states: Time-dependent density functional theory and density functional theory based multireference configuration interaction. *J. Chem. Phys.* 2008, *129*, 104103.

(11) Sauer, S. P. A.; Schreiber, M.; Silva-Junior, M. R.; Thiel, W. Benchmarks for Electronically Excited States: A Comparison of Noniterative and Iterative Triples Corrections in Linear Response Coupled Cluster Methods: Ccsdr(3) versus CC3. *J. Chem. Theory Comput.* 2009, *5*, 555–564.

(12) Silva-Junior, M. R.; Sauer, S. P.; Schreiber, M.; Thiel, W. Basis set effects on coupled cluster benchmarks of electronically excited states: Cc3, CCSDR(3) and CC2. *Mol. Phys.* 2010, *108*, 453–465.

(13) Jacquemin, D.; Mennucci, B.; Adamo, C. Excited-state calculations with TD-DFT: From benchmarks to simulations in complex environments. *Phys. Chem. Chem. Phys.* 2011, *13*, 16987.

(14) Goerigk, L.; Moellmann, J.; Grimme, S. Computation of accurate excitation energies for large organic molecules with double-hybrid density functionals. *Phys. Chem. Chem. Phys.* 2009, *11*, 4611.

(15) Peverati, R.; Truhlar, D. G. Performance of the M11 and M11-L density functionals for calculations of electronic excitation energies by adiabatic time-dependent density functional theory. *Phys. Chem. Chem. Phys.* 2012, *14*, 11363.

(16) Mardirossian, N.; Parkhill, J. A.; Head-Gordon, M. Benchmark results for empirical post-GGA functionals: Difficult exchange problems and independent tests. *Phys. Chem. Chem. Phys.* 2011, *13*, 19325.
(17) Peach, M. J. G.; Benfield, P.; Helgaker, T.; Tozer, D. J. Excitation energies in density functional theory: An evaluation and a diagnostic test. *J. Chem. Phys.* **2008**, *128*, 044118.

(18) Peach, M. J. G.; Tozer, D. J. Overcoming Low Orbital Overlap and Triplet Instability Problems in TDDFT. *J. Phys. Chem. A* **2012**, *116*, 9783–9789.

(19) Rohrdanz, M. A.; Martins, K. M.; Herbert, J. M. A long-range-corrected density functional that performs well for both ground-state properties and time-dependent density functional theory excitation energies, including charge-transfer excited states. *J. Chem. Phys.* **2009**, *130*, 054112.

(20) Nguyen, K. A.; Day, P. N.; Pachter, R. The performance and relationship among range-separated schemes for density functional theory. *J. Chem. Phys.* **2011**, *135*, 074109.

(21) Shukla, M. K.; Leszczynski, J. Comprehensive evaluation of medium and long range correlated density functionals in TD-DFT investigation of DNA bases and base pairs: Gas phase and water solution study. *Mol. Phys.* **2010**, *108*, 3131–3146.

(22) Wong, B. M.; Piacenza, M.; Sala, F. D. Absorption and fluorescence properties of oligothiophene biomarkers from long-range-corrected time-dependent density functional theory. *Phys. Chem. Chem. Phys.* **2009**, *11*, 4498.

(23) Guo, H.-B.; He, F.; Gu, B.; Liang, L.; Smith, J. C. Time-Dependent Density Functional Theory Assessment of UV Absorption of Benzoic Acid Derivatives. *J. Phys. Chem. A* **2012**, *116*, 11870–11879.

(24) Zwijnenburg, M. A.; Sousa, C.; Sokol, A. A.; Bromley, S. T. Optical excitations of defects in realistic nanoscale silica clusters: Comparing the performance of density
functional theory using hybrid functionals with correlated wavefunction methods. *J. Chem. Phys.* **2008**, *129*, 014706.

(25) Wong, B. M.; Cordaro, J. G. Coumarin dyes for dye-sensitized solar cells: A long-range-corrected density functional study. *J. Chem. Phys.* **2008**, *129*, 214703.

(26) List, N. H.; Olsen, J. M.; Rocha-Rinza, T.; Christiansen, O.; Kongsted, J. Performance of popular XC-functionals for the description of excitation energies in GFP-like chromophore models. *Int. J. Quantum Chem.* **2011**, *112*, 789–800.

(27) Laurent, A. D.; Jacquemin, D. TD-DFT benchmarks: A review. *Int. J. Quantum Chem* **2013**, *113*, 2019–2039.

(28) Christiansen, O.; Koch, H.; Jørgensen, P. The second-order approximate coupled cluster singles and doubles model CC2. *Chem. Phys. Lett.* **1995**, *243*, 409–418.

(29) Christiansen, O.; Koch, H.; Jo/r/sgensen, P. Response functions in the CC3 iterative triple excitation model. *J. Chem. Phys.* **1995**, *103*, 7429–7441.

(30) Zhou, P. Why the lowest electronic excitations of rhodamines are overestimated by time-dependent density functional theory. *Int. J. Quantum Chem.* **2018**, *118*, e25780.

(31) Shao, Y.; Mei, Y.; Sundholm, D.; Kaila, V. R. I. Benchmarking the Performance of Time-Dependent Density Functional Theory Methods on Biochromophores. *J. Chem. Theory Comput.* **2019**, *16*, 587–600.

(32) López-Carballeira, D.; Polcar, T. Ab initio description of nanodiamonds: A DFT and TDDFT benchmark. *Diam. Relat. Mater.* **2020**, *108*, 107959.

(33) Li, Z.; Liu, W. Critical Assessment of TD-DFT for Excited States of Open-Shell Systems: I. Doublet–Doublet Transitions. *J. Chem. Theory Comput.* **2015**, *12*, 238–260.
(34) Bussy, A.; Hutter, J. Efficient and low-scaling linear-response time-dependent density functional theory implementation for core-level spectroscopy of large and periodic systems. *Phys. Chem. Chem. Phys.* **2021**, *23*, 4736–4746.

(35) Loos, P.-F.; Scemama, A.; Blondel, A.; Garniron, Y.; Caffarel, M.; Jacquemin, D. A Mountaineering Strategy to Excited States: Highly Accurate Reference Energies and Benchmarks. *J. Chem. Theory Comput.* **2018**, *14*, 4360–4379.

(36) Loos, P.-F.; Lipparini, F.; Boggio-Pasqua, M.; Scemama, A.; Jacquemin, D. A Mountaineering Strategy to Excited States: Highly Accurate Energies and Benchmarks for Medium Sized Molecules. *J. Chem. Theory Comput.* **2020**, *16*, 1711–1741.

(37) Loos, P.-F.; Scemama, A.; Boggio-Pasqua, M.; Jacquemin, D. Mountaineering Strategy to Excited States: Highly Accurate Energies and Benchmarks for Exotic Molecules and Radicals. *J. Chem. Theory Comput.* **2020**, *16*, 3720–3736.

(38) Vérl, M.; Scemama, A.; Caffarel, M.; Lipparini, F.; Boggio-Pasqua, M.; Jacquemin, D.; Loos, P. QUESTDB : A database of highly accurate excitation energies for the electronic structure community. *Wiley Interdiscip. Rev.: Comput. Mol. Sci.* **2021**, *11*, e1517.

(39) Loos, P.-F.; Comin, M.; Blase, X.; Jacquemin, D. Reference Energies for Intramolecular Charge-Transfer Excitations. *J. Chem. Theory Comput.* **2021**, *17*, 3666–3686.

(40) Loos, P.-F.; Jacquemin, D. A Mountaineering Strategy to Excited States: Highly Accurate Energies and Benchmarks for Bicyclic Systems. *J. Phys. Chem. A* **2021**, *125*, 10174–10188.

(41) Mardirossian, N.; Head-Gordon, M. ωB97X-V: A 10-parameter, range-separated hybrid, generalized gradient approximation density functional with nonlocal correlation,
designed by a survival-of-the-fittest strategy. *Phys. Chem. Chem. Phys.* 2014, 16, 9904.

(42) Mardirossian, N.; Head-Gordon, M. Mapping the genome of meta-generalized gradient approximation density functionals: The search for B97M-V. *J. Chem. Phys.* 2015, 142, 074111.

(43) Mardirossian, N.; Head-Gordon, M. ωB97M-V: A combinatorially optimized, range-separated hybrid, meta-GGA density functional with VV10 nonlocal correlation. *J. Chem. Phys.* 2016, 144, 214110.

(44) Vydrov, O. A.; Van Voorhis, T. Nonlocal van der Waals density functional: The simpler the better. *J. Chem. Phys.* 2010, 133, 244103.

(45) Mardirossian, N.; Head-Gordon, M. Thirty years of density functional theory in computational chemistry: An overview and extensive assessment of 200 density functionals. *Mol. Phys.* 2017, 115, 2315–2372.

(46) Najibi, A.; Goerigk, L. The Nonlocal Kernel in van der Waals Density Functionals as an Additive Correction: An Extensive Analysis with Special Emphasis on the B97M-V and ωB97M-V Approaches. *J. Chem. Theory Comput.* 2018, 14, 5725–5738.

(47) Chan, B.; Gill, P. M. W.; Kimura, M. Assessment of DFT Methods for Transition Metals with the TMC151 Compilation of Data Sets and Comparison with Accuracies for Main-Group Chemistry. *J. Chem. Theory Comput.* 2019, 15, 3610–3622.

(48) Miwa, K. Linear response calculation with nonlocal van der Waals density functionals. *Phys. Rev. B* 2022, 105, 024109.

(49) Sun, J.; Perdew, J. P.; Ruzsinszky, A. Semilocal density functional obeying a strongly tightened bound for exchange. *Proc. Natl. Acad. Sci. U. S. A.* 2015, 112, 685–689.
(50) Sun, J.; Haunschild, R.; Xiao, B.; Bulik, I. W.; Scuseria, G. E.; Perdew, J. P. Semilocal and hybrid meta-generalized gradient approximations based on the understanding of the kinetic-energy-density dependence. *J. Chem. Phys.* **2013**, *138*, 044113.

(51) Wang, Y.; Verma, P.; Zhang, L.; Li, Y.; Liu, Z.; Truhlar, D. G.; He, X. M06-SX screened-exchange density functional for chemistry and solid-state physics. *Proc. Natl. Acad. Sci. U. S. A.* **2020**, *117*, 2294–2301.

(52) Hirata, S.; Head-Gordon, M. Time-dependent density functional theory within the Tamm–Dancoff approximation. *Chem. Phys. Lett.* **1999**, *314*, 291–299.

(53) Bates, J. E.; Furche, F. Harnessing the meta-generalized gradient approximation for time-dependent density functional theory. *J. Chem. Phys.* **2012**, *137*, 164105.

(54) Peach, M. J.; Warner, N.; Tozer, D. J. On the triplet instability in TDDFT. *Mol. Phys.* **2013**, *111*, 1271–1274.

(55) Davidson, E. R. The iterative calculation of a few of the lowest eigenvalues and corresponding eigenvectors of large real-symmetric matrices. *J. Comput. Phys.* **1975**, *17*, 87–94.

(56) Stratmann, R. E.; Scuseria, G. E.; Frisch, M. J. An efficient implementation of time-dependent density-functional theory for the calculation of excitation energies of large molecules. *J. Chem. Phys.* **1998**, *109*, 8218–8224.

(57) Hirata, S.; Head-Gordon, M.; Bartlett, R. J. Configuration interaction singles, time-dependent Hartree–Fock, and time-dependent density functional theory for the electronic excited states of extended systems. *J. Chem. Phys.* **1999**, *111*, 10774–10786.

(58) Dirac, P. A. Note on exchange phenomena in the Thomas atom. Mathematical proceedings of the Cambridge philosophical society. 1930; p 376–385.
(59) Perdew, J. P.; Wang, Y. Accurate and simple analytic representation of the electron-gas correlation energy. *Phys. Rev. B* **1992**, *45*, 13244–13249.

(60) Grimme, S. Semiempirical GGA-type density functional constructed with a long-range dispersion correction. *J. Comput. Chem.* **2006**, *27*, 1787–1799.

(61) Adamo, C.; Barone, V. Exchange functionals with improved long-range behavior and adiabatic connection methods without adjustable parameters: The mPW and mPW1PW models. *J. Chem. Phys.* **1998**, *108*, 664–675.

(62) Perdew, J. P.; Chevary, J. A.; Vosko, S. H.; Jackson, K. A.; Pederson, M. R.; Singh, D. J.; Fiolhais, C. Atoms, molecules, solids, and surfaces: Applications of the generalized gradient approximation for exchange and correlation. *Phys. Rev. B* **1992**, *46*, 6671–6687.

(63) Perdew, J. P.; Burke, K.; Ernzerhof, M. Generalized gradient approximation made simple (vol 77, pg 3865, 1996). 1997.

(64) Miehlich, B.; Savin, A.; Stoll, H.; Preuss, H. Results obtained with the correlation energy density functionals of becke and Lee, Yang and Parr. *Chem. Phys. Lett.* **1989**, *157*, 200–206.

(65) Peverati, R.; Truhlar, D. G. An improved and broadly accurate local approximation to the exchange-correlation density functional: The MN12-L functional for electronic structure calculations in chemistry and physics. *Phys. Chem. Chem. Phys.* **2012**, *14*, 13171.

(66) Peverati, R.; Zhao, Y.; Truhlar, D. G. Generalized Gradient Approximation That Recovers the Second-Order Density-Gradient Expansion with Optimized Across-the-Board Performance. *J. Phys. Chem. Lett.* **2011**, *2*, 1991–1997.
(67) Wellendorff, J.; Lundgaard, K. T.; Jacobsen, K. W.; Bligaard, T. mBEEF: An accurate semi-local Bayesian error estimation density functional. *J. Chem. Phys.* **2014**, *140*, 144107.

(68) Sun, J.; Ruzsinszky, A.; Perdew, J. P. Strongly Constrained and Appropriately Normed Semilocal Density Functional. *Phys. Rev. Lett.* **2015**, *115*, 036402.

(69) Zhao, Y.; Truhlar, D. G. A new local density functional for main-group thermochemistry, transition metal bonding, thermochemical kinetics, and noncovalent interactions. *J. Chem. Phys.* **2006**, *125*, 194101.

(70) Wang, Y.; Jin, X.; Yu, H. S.; Truhlar, D. G.; He, X. Revised M06-L functional for improved accuracy on chemical reaction barrier heights, noncovalent interactions, and solid-state physics. *Proc. Natl. Acad. Sci. U. S. A.* **2017**, *114*, 8487–8492.

(71) Yu, H. S.; He, X.; Truhlar, D. G. MN15-L: A New Local Exchange-Correlation Functional for Kohn–Sham Density Functional Theory with Broad Accuracy for Atoms, Molecules, and Solids. *J. Chem. Theory Comput.* **2016**, *12*, 1280–1293.

(72) Perdew, J. P.; Ruzsinszky, A.; Csonka, G. I.; Constantin, L. A.; Sun, J. Workhorse Semilocal Density Functional for Condensed Matter Physics and Quantum Chemistry. *Phys. Rev. Lett.* **2009**, *103*, 026403.

(73) Tao, J.; Perdew, J. P.; Staroverov, V. N.; Scuseria, G. E. Climbing the Density Functional Ladder: Nonempirical Meta–Generalized Gradient Approximation Designed for Molecules and Solids. *Phys. Rev. Lett.* **2003**, *91*, 146401.

(74) Chai, J.-D.; Head-Gordon, M. Long-range corrected hybrid density functionals with damped atom–atom dispersion corrections. *Phys. Chem. Chem. Phys.* **2008**, *10*, 6615.
(75) Yanai, T.; Tew, D. P.; Handy, N. C. A new hybrid exchange–correlation functional using the Coulomb-attenuating method (CAM-B3LYP). *Chem. Phys. Lett.* **2004**, *393*, 51–57.

(76) Peverati, R.; Truhlar, D. G. Communication: A global hybrid generalized gradient approximation to the exchange-correlation functional that satisfies the second-order density-gradient constraint and has broad applicability in chemistry. *J. Chem. Phys.* **2011**, *135*, 191102.

(77) Rohrdanz, M. A.; Herbert, J. M. Simultaneous benchmarking of ground- and excited-state properties with long-range-corrected density functional theory. *J. Chem. Phys.* **2008**, *129*, 034107.

(78) Lynch, B. J.; Fast, P. L.; Harris, M.; Truhlar, D. G. Adiabatic Connection for Kinetics. *J. Phys. Chem. A* **2000**, *104*, 4811–4815.

(79) Adamo, C.; Barone, V. Toward reliable density functional methods without adjustable parameters: The PBE0 model. *J. Chem. Phys.* **1999**, *110*, 6158–6170.

(80) Henderson, T. M.; Janesko, B. G.; Scuseria, G. E. Generalized gradient approximation model exchange holes for range-separated hybrids. *J. Chem. Phys.* **2008**, *128*, 194105.

(81) Krukau, A. V.; Vydrov, O. A.; Izmaylov, A. F.; Scuseria, G. E. Influence of the exchange screening parameter on the performance of screened hybrid functionals. *J. Chem. Phys.* **2006**, *125*, 224106.

(82) Cohen, A. J.; Mori-Sánchez, P.; Yang, W. Development of exchange-correlation functionals with minimal many-electron self-interaction error. *J. Chem. Phys.* **2007**, *126*, 191109.
(83) Becke, A. D. Density-functional exchange-energy approximation with correct asymptotic behavior. *Phys. Rev. A* **1988**, *38*, 3098–3100.

(84) Lee, C.; Yang, W.; Parr, R. G. Development of the Colle-Salvetti correlation-energy formula into a functional of the electron density. *Phys. Rev. B* **1988**, *37*, 785–789.

(85) Bernard, Y. A.; Shao, Y.; Krylov, A. I. General formulation of spin-flip time-dependent density functional theory using non-collinear kernels: Theory, implementation, and benchmarks. *J. Chem. Phys.* **2012**, *136*, 204103.

(86) Becke, A. D. Density-functional thermochemistry. III. The role of exact exchange. *J. Chem. Phys.* **1993**, *98*, 5648–5652.

(87) Stephens, P. J.; Devlin, F. J.; Chabalowski, C. F.; Frisch, M. J. Ab Initio Calculation of Vibrational Absorption and Circular Dichroism Spectra Using Density Functional Force Fields. *J. Phys. Chem.* **1994**, *98*, 11623–11627.

(88) Boese, A. D.; Martin, J. M. L. Development of density functionals for thermochemical kinetics. *J. Chem. Phys.* **2004**, *121*, 3405–3416.

(89) Zhao, Y.; Truhlar, D. G. The M06 suite of density functionals for main group thermochemistry, thermochemical kinetics, noncovalent interactions, excited states, and transition elements: Two new functionals and systematic testing of four M06-class functionals and 12 other functionals. *Theor. Chem. Account* **2007**, *120*, 215–241.

(90) Lin, Y.-S.; Tsai, C.-W.; Li, G.-D.; Chai, J.-D. Long-range corrected hybrid meta-generalized-gradient approximations with dispersion corrections. *J. Chem. Phys.* **2012**, *136*, 154109.

(91) Yu, H. S.; He, X.; Li, S. L.; Truhlar, D. G. MN15: A Kohn–Sham global-hybrid
exchange–correlation density functional with broad accuracy for multi-reference and single-reference systems and noncovalent interactions. *Chem. Sci.* **2016**, *7*, 5032–5051.

(92) Zhao, Y.; Truhlar, D. G. Design of Density Functionals That Are Broadly Accurate for Thermochemistry, Thermochemical Kinetics, and Nonbonded Interactions. *J. Phys. Chem. A* **2005**, *109*, 5656–5667.

(93) Hui, K.; Chai, J.-D. SCAN-based hybrid and double-hybrid density functionals from models without fitted parameters. *J. Chem. Phys.* **2016**, *144*, 044114.

(94) Peverati, R.; Truhlar, D. G. Improving the Accuracy of Hybrid Meta-GGA Density Functionals by Range Separation. *J. Phys. Chem. Lett.* **2011**, *2*, 2810–2817.

(95) Csonka, G. I.; Perdew, J. P.; Ruzsinszky, A. Global Hybrid Functionals: A Look at the Engine under the Hood. *J. Chem. Theory Comput.* **2010**, *6*, 3688–3703.

(96) Staroverov, V. N.; Scuseria, G. E.; Tao, J.; Perdew, J. P. Comparative assessment of a new nonempirical density functional: Molecules and hydrogen-bonded complexes. *J. Chem. Phys.* **2003**, *119*, 12129–12137.

(97) Peverati, R.; Truhlar, D. G. Screened-exchange density functionals with broad accuracy for chemistry and solid-state physics. *Phys. Chem. Chem. Phys.* **2012**, *14*, 16187.

(98) Foresman, J. B.; Head-Gordon, M.; Pople, J. A.; Frisch, M. J. Toward a systematic molecular orbital theory for excited states. *J. Phys. Chem.* **1992**, *96*, 135–149.

(99) Head-Gordon, M.; Rico, R. J.; Oumi, M.; Lee, T. J. A doubles correction to electronic excited states from configuration interaction in the space of single substitutions. *Chem. Phys. Lett.* **1994**, *219*, 21–29.

(100) Grimme, S.; Neese, F. Double-hybrid density functional theory for excited electronic states of molecules. *J. Chem. Phys.* **2007**, *127*, 154116.
(101) Casanova-Páez, M.; Dardis, M. B.; Goerigk, L. ωB2PLYP and ωB2GPPLYP: The First Two Double-Hybrid Density Functionals with Long-Range Correction Optimized for Excitation Energies. *J. Chem. Theory Comput.* 2019, 15, 4735–4744.

(102) Casanova-Páez, M.; Goerigk, L. Assessing the Tamm–Dancoff approximation, singlet–singlet, and singlet–triplet excitations with the latest long-range corrected double-hybrid density functionals. *J. Chem. Phys.* 2020, 153, 064106.

(103) Casanova-Páez, M.; Goerigk, L. Time-Dependent Long-Range-Corrected Double-Hybrid Density Functionals with Spin-Component and Spin-Opposite Scaling: A Comprehensive Analysis of Singlet–Singlet and Singlet–Triplet Excitation Energies. *J. Chem. Theory Comput.* 2021, 17, 5165–5186.

(104) Epifanovsky, E.; Gilbert, A. T.; Feng, X.; Lee, J.; Mao, Y., et al. Software for the frontiers of quantum chemistry: An overview of developments in the Q-Chem 5 package. *J. Chem. Phys.* 2021, 155, 084801.

(105) Gill, P. M.; Johnson, B. G.; Pople, J. A. A standard grid for density functional calculations. *Chem. Phys. Lett.* 1993, 209, 506–512.

(106) Dunning, T. H. Gaussian basis sets for use in correlated molecular calculations. I. The atoms boron through neon and hydrogen. *J. Chem. Phys.* 1989, 90, 1007–1023.

(107) Kendall, R. A.; Dunning, T. H.; Harrison, R. J. Electron affinities of the first-row atoms revisited. Systematic basis sets and wave functions. *J. Chem. Phys.* 1992, 96, 6796–6806.

(108) Woon, D. E.; Dunning, T. H. Gaussian basis sets for use in correlated molecular calculations. III. The atoms aluminum through argon. *J. Chem. Phys.* 1993, 98, 1358–1371.
(109) Plasser, F.; Wormit, M.; Dreuw, A. New tools for the systematic analysis and visualization of electronic excitations. I. Formalism. J. Chem. Phys. 2014, 141, 024106.

(110) Furche, F. On the density matrix based approach to time-dependent density functional response theory. J. Chem. Phys. 2001, 114, 5982–5992.

(111) Perdew, J. P.; Ruzsinszky, A.; Tao, J.; Staroverov, V. N.; Scuseria, G. E.; Csonka, G. I. Prescription for the design and selection of density functional approximations: More constraint satisfaction with fewer fits. J. Chem. Phys. 2005, 123, 062201.

(112) Woon, D. E.; Dunning, T. H. Gaussian basis sets for use in correlated molecular calculations. IV. Calculation of static electrical response properties. J. Chem. Phys. 1994, 100, 2975–2988.

(113) Weigend, F.; Ahlrichs, R. Balanced basis sets of split valence, triple zeta valence and quadruple zeta valence quality for H to Rn: Design and assessment of accuracy. Phys. Chem. Chem. Phys. 2005, 7, 3297.

(114) Rappoport, D.; Furche, F. Property-optimized Gaussian basis sets for molecular response calculations. J. Chem. Phys. 2010, 133, 134105.

(115) Jensen, F. Polarization consistent basis sets. III. The importance of diffuse functions. J. Chem. Phys. 2002, 117, 9234–9240.

(116) Mardirossian, N.; Head-Gordon, M. Characterizing and understanding the remarkably slow basis set convergence of several Minnesota density functionals for intermolecular interaction energies. J. Chem. Theory Comput. 2013, 9, 4453–4461.

(117) Chai, J.-D.; Head-Gordon, M. Systematic optimization of long-range corrected hybrid density functionals. J. Chem. Phys. 2008, 128, 084106.
(118) Medvedev, M. G.; Bushmarinov, I. S.; Sun, J.; Perdew, J. P.; Lyssenko, K. A. Density functional theory is straying from the path toward the exact functional. *Science* **2017**, *355*, 49–52.

(119) Brorsen, K. R.; Yang, Y.; Pak, M. V.; Hammes-Schiffer, S. Is the Accuracy of Density Functional Theory for Atomization Energies and Densities in Bonding Regions Correlated? *J. Phys. Chem. Lett.* **2017**, *8*, 2076–2081.

(120) Hait, D.; Head-Gordon, M. How Accurate Is Density Functional Theory at Predicting Dipole Moments? An Assessment Using a New Database of 200 Benchmark Values. *J. Chem. Theory Comput.* **2018**, *14*, 1969–1981.

(121) Hait, D.; Head-Gordon, M. How accurate are static polarizability predictions from density functional theory? An assessment over 132 species at equilibrium geometry. *Phys. Chem. Chem. Phys.* **2018**, *20*, 19800–19810.

(122) Hait, D.; Liang, Y. H.; Head-Gordon, M. Too big, too small, or just right? A benchmark assessment of density functional theory for predicting the spatial extent of the electron density of small chemical systems. *J. Chem. Phys.* **2021**, *154*, 074109.

(123) Reiher, M.; Salomon, O.; Artur Hess, B. Reparameterization of hybrid functionals based on energy differences of states of different multiplicity. *Theor. Chem. Acc.* **2001**, *107*, 48–55.

(124) Head-Gordon, M.; Maurice, D.; Oumi, M. A perturbative correction to restricted open shell configuration interaction with single substitutions for excited states of radicals. *Chem. Phys. Lett.* **1995**, *246*, 114–121.

(125) Hait, D.; Head-Gordon, M. Excited state orbital optimization via minimizing the square of the gradient: General approach and application to singly and doubly excited states via density functional theory. *J. Chem. Theory Comput.* **2020**, *16*, 1699–1710.
(126) Hait, D.; Head-Gordon, M. Orbital optimized density functional theory for electronic excited states. *J. Phys. Chem. Lett.* **2021**, *12*, 4517–4529.

(127) Hait, D.; Head-Gordon, M. Highly accurate prediction of core spectra of molecules at density functional theory cost: Attaining sub-electronvolt error from a restricted open-shell Kohn–Sham approach. *J. Phys. Chem. Lett.* **2020**, *11*, 775–786.
Graphical TOC Entry

Testing TDDFT: 43 functionals across 463 transitions

![Graphical representation of TDDFT testing results](image-url)
Supporting Information:
Revisiting the performance of time-dependent density functional theory for electronic excitations: Assessment of 40 popular and recently developed functionals from rungs one to four.

Jiashu Liang† and Martin Head-Gordon*,†,‡

† Kenneth S. Pitzer Center for Theoretical Chemistry, Department of Chemistry, University of California at Berkeley, Berkeley, CA 94720, USA
‡ Chemical Sciences Division, Lawrence Berkeley National Laboratory, Berkeley, CA 94720, USA

E-mail: mhg@cchem.berkeley.edu
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