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Abstract

How does a 110-layer ResNet learn a high-complexity classifier using relatively few training examples and short training time? We present a theory towards explaining this in terms of hierarchical learning. We refer hierarchical learning as the learner learns to represent a complicated target function by decomposing it into a sequence of simpler functions to reduce sample and time complexity. This paper formally analyzes how multi-layer neural networks can perform such hierarchical learning efficiently and automatically simply by applying stochastic gradient descent (SGD) to the training objective.

On the conceptual side, we present, to the best of our knowledge, the first theory result indicating how very deep neural networks can still be sample and time efficient on certain hierarchical learning tasks, when no known non-hierarchical algorithms (such as kernel method, linear regression over feature mappings, tensor decomposition, sparse coding, and their simple combinations) are efficient. We establish a new principle called “backward feature correction”, which we believe is the key to understand the hierarchical learning in multi-layer neural networks.

On the technical side, we show for regression and even for binary classification, for every input dimension $d > 0$, there is a concept class consisting of degree $\omega(1)$ multi-variate polynomials so that, using $\omega(1)$-layer neural networks as learners, SGD can learn any target function from this class in $\text{poly}(d)$ time using $\text{poly}(d)$ samples to any $\frac{1}{\text{poly}(d)}$ regression or classification error, through learning to represent it as a composition of $\omega(1)$ layers of quadratic functions. In contrast, we present lower bounds stating that several non-hierarchical learners, including any kernel methods, neural tangent kernels, must suffer from super-polynomial $d^{\omega(1)}$ sample or time complexity to learn functions in this concept class even to any $d^{-0.01}$ error.
Prelude. Deep learning is sometimes also referred to as hierarchical learning.\footnote{https://en.wikipedia.org/wiki/Deep_learning} In practice, multi-layer neural networks, as the most representative hierarchical learning model, often outperform non-hierarchical ones such as kernel methods, SVM over feature mappings, etc. However, from a theory standpoint,

*Are multi-layer neural networks actually performing deep learning?*

With huge non-convexity obstacles arising from the structure of neural networks, it is perhaps not surprising that existing theoretical works, to the best of our knowledge, have only been able to demonstrate that multi-layer neural networks can efficiently perform tasks that are already known solvable by non-hierarchical (i.e. shallow) learning methods. This is especially true for all recent results on based on neural tangent kernels \([3, 5–8, 13, 15, 17, 18, 25, 28, 35, 40, 43, 57, 62]\), which are just kernel methods instead of hierarchical learning. This is the motivation of our research to study the hierarchical learning process in multi-layer neural networks.

1 Introduction

How does a 110-layer ResNet [30] learn a high-complexity classifier for an image data set using relatively few training examples? How can the 100-th layer of the network discover a sophisticated function of the input image efficiently by simply applying stochastic gradient descent (SGD) on the training objective? In this paper, we present a theoretical result towards explaining this efficient deep learning process of such multi-layer neural networks in terms of hierarchical learning.

The term hierarchical learning in supervised learning refers to an algorithm that learns the target function (e.g. the labeling function) using a composition of simpler functions. The algorithm would first learn to represent the target function using simple functions of the input, and then aggregate these simple functions layer by layer to create more and more complicated functions to fit the target. Empirically, it has been discovered for a long time that hierarchical learning, in many applications, requires fewer training examples [11] when comparing to non-hierarchical learning methods that learn the target function in one shot.

Hierarchical learning is also everywhere around us. There is strong evidence that human brains perform learning in hierarchically organized circuits, which is the key for us to learn new concept class with relatively few examples [24]. Moreover, it is also observed that the human’s decision making follows a hierarchical process as well: from “meta goals” to specific actions, which was the motivation for hierarchical reinforcement learning [38]. In machine learning, hierarchical learning is also the key to success for many models, such as hierarchical linear models [55], Bayesian networks/hierarchical directed acyclic graphical models [20], hierarchical Dirichlet allocation [52], hierarchical clustering [47], deep belief networks [39].

Hierarchical learning and multi-layer neural networks. Perhaps the most representative example of hierarchical learning is neural network. A multi-layer neural network is defined via layers \(1, 2, \cdots, L\), where each layer represents a simple function (linear + activation) of the previous layers. Thus, multi-layer neural network defines a natural hierarchy: during learning, each network layer could use simple compositions of the learnt functions from previous layers to eventually represent the target function. Empirically, neural networks have shown great success across many different domains [26, 30, 37, 49]. Moreover, it is also well-known [59] that in learning tasks such as image recognition, each layer of the network indeed uses composition of previous layers to learn a function with an increasing complexity.
In learning theory, however, little is known about hierarchical learning, especially for neural networks. Known results mostly focus on the representation power: there are functions that can be represented using 3-layer networks (under certain distributions), but requires an exponentially larger size to represent using 2-layer network [19]. However, the constructed function and data distribution in [19] separating the power of 2 and 3-layer networks are quite contrived. When connecting it back to the actual learning process, to the best of our knowledge, there is no theoretical guarantee that training a 3-layer network from scratch (e.g. training via SGD from random initialization) can actually learn this separating function efficiently. Hence, while the hierarchical structure of 3-layer network gives it more representation power than 2-layer ones, can the actual learning algorithm learn this “power of hierarchy” efficiently? In other words, from a theory point, these representation results can not answer the following question:

How can multi-layer neural networks perform efficient hierarchical learning when trained by SGD?

Before understanding “how” to this question, let us quickly mention to this date and to the best of our knowledge, it remains even unclear in theory whether for every \( L \geq 3 \), some \( L \)-layer neural network trained via SGD “can” actually use its hierarchical structure as an advantage to learn a function class efficiently, which is otherwise not efficiently learnable by non-hierarchical models. In fact, due to the extreme non-convexity in a multi-layer network, for theoretical purpose, the hierarchical structure is typically even a disadvantage for efficient training. One example of such “disadvantage” is deep linear network (DLN), whose hierarchical structure has no advantage over linear functions in representation power, but becomes an obstacle for training.

In other words, not only “How can multi-layer neural networks perform efficient hierarchical learning?” is not answered in theory, but even the significantly simpler question “Can multi-layer neural networks efficiently learn simple functions that are already learnable by non-hierarchical models?” is non-trivial due to the extreme non-convexity caused by the hierarchical structures in multi-layer networks. For such reason, it is not surprising that most existing theoretical works on the efficient learning regime of neural networks either focus on (1) two-layer networks [9, 10, 12, 22, 23, 36, 41, 41 42, 46, 50, 51, 53, 54, 56, 58, 61] which do not have any hierarchical structure, or (2) a multi-layer network but essentially only the last layer is trained [14, 33], or (3) reducing a multi-layer hierarchical neural network to non-hierarchical models such as kernel methods (a.k.a. the neural tangent kernel approach) [3, 5–8, 13, 13, 15, 17, 18, 25, 28, 35, 40, 43, 57, 62].

While the cited theoretical works shed great light on understanding the learning process of neural networks, none of them treat neural networks as a hierarchical learning model. Thus, we believe they are insufficient for understanding the ultimate power of neural networks. Motivated by such insufficiency, we propose to study the following fundamental question regarding the hierarchical learning in neural networks:

**Question.** For every \( L \geq 3 \), can we prove that \( L \)-layer neural networks can efficiently learn a concept class, which is not learnable by any \((L-1)\)-layer network of the same type (i.e. of the same activation function), and more importantly, not learnable by non-hierarchical methods such as the kernel methods (including neural tangent kernels defined by random initialized neural nets) or linear regression over feature mappings, given the same amount of sample and time complexity?

---

2The function is heavily oscillating in the norm of the input, and the distribution is given by certain Bessel function with a lot of valleys and peaks.

3Indeed, since learning a 2-layer network with three hidden units is already NP-hard [27] due to the extreme non-convexity this, it could be challenging to show how such contrived concept class could be learnt by a even more non-convex multi-layer neural network efficiently from scratch.

4For instance, the theory for efficiently training DLNs only holds when the target linear function is well-conditioned [16, 29], and its running time bound is much worse than merely training a linear function as the learner.
Figure 1: Convolutional features of the first layer in AlexNet. In the first 80 epochs, we train only the first layer, freezing layer 2 through 5; in the next 120 epochs, we train all the layers together (starting from the weights in epoch 80). Details in Appendix J.

**Observation:** In the first 80 epochs, when the first layer is trained until convergence, its features can already catch certain meaningful signals, but cannot get further improved. As soon as the 2nd through 5th layers are added to the training parameters, features of the first layer get improved again.

We consider a type of neural networks as the set of neural networks equipped with the same activation function $\sigma$. A positive answer to the first question indicates that going deeper in the network hierarchy can indeed learn a larger class of functions efficiently. A positive answer to the second question indicates that the hierarchical structure of the network is indeed used as an advantage comparing to non-hierarchical learning methods, hence the neural network is indeed performing hierarchical learning.

In this paper we give the first theoretical result towards answering this question: for every $L \geq 3$, there is certain type of $L$-layer neural networks equipped with quadratic activation functions so that training such networks by SGD indeed efficiently and hierarchically learns a concept class. Here, “efficient” means that to achieve any inverse polynomial generalization error, the number of training examples required to train the network is polynomial in the input dimension, and the total running time is also polynomial. Moreover, we also give lower bounds showing that this concept class is not learnable by non-hierarchical learning methods such as any kernel method (in particular, including the neural tangent kernel given by the initialization of the learner network) or linear regression over feature mappings, or even two-layer networks with certain polynomial activation functions, require super-polynomial sample or time complexity.

**How can deep learning perform hierarchical learning?** Our paper not only proves such a separation, but also gives, to the best of our knowledge, the first result showing how deep learning can actually perform hierarchical learning when trained by SGD. We identify two critical steps in the hierarchical learning process (see also Figure 1):

- **The forward feature learning** step, where a higher-level layer can learn its features using the simple combinations of the learnt features from lower-level layers.
- **The backward feature correction** step, where a lower-level layer can also learn to further improve the quality of its features using the learnt features in higher-level layers.

While “forward feature learning” is standard in theory, to the best of our knowledge, “backward
feature correction” is not yet recorded anywhere in the theory literature. As we demonstrate both in theory and in experiment (see Figure 1), this is a most critical step in the hierarchical learning process of multi-layer neural networks, and we view it as the main conceptual contribution of this paper.

1.1 Our Theorem

Let us now go into notations. The type of networks we consider is DenseNet [32]:

\[ G(x) = \sum_{\ell} u^\ell_G \sigma(x) \in \mathbb{R} \quad \text{where} \quad G_0(x) = x \in \mathbb{R}^d, \quad G_1(x) = \sigma(x) - \mathbb{E}[\sigma(x)] \in \mathbb{R}^d \]

\[ G_{\ell}(x) = \sigma \left( \sum_{j \in J_\ell} W_{\ell,j} G_j(x) \right) \in \mathbb{R}^{k_\ell} \quad \text{for} \quad \ell \geq 2 \quad \text{and} \quad J_\ell \subseteq \{0, 1, \ldots, \ell - 1\} \]

Here, \( \sigma \) is the activation function, where we pick \( \sigma(z) = z^2 \) in this paper, \( W_{\ell,j} \) are weight matrices, and the final (1-dimensional) output \( G(x) \) is a weighted summation of the outputs of all layers. The set \( J_\ell \) defines the connection graph (the structure of the network). For vanilla feed-forward network, it corresponds to \( J_\ell = \{\ell - 1\} \) so each layer only uses information from the immediate previous layer. ResNet [30] (with skip connection) corresponds to \( J_\ell = \{\ell - 1, \ell - 3\} \) with weight sharing (namely, \( W_{\ell,\ell - 1} = W_{\ell,\ell - 3} \)). In this paper, we can handle any connection graph with the only restriction being there is at least one “skip link,” or in symbols, for every \( \ell \geq 3 \), we require \((\ell - 1) \in J_\ell, (\ell - 2) \notin J_\ell \) but \( j \in J_\ell \) for some \( j \leq \ell - 3 \).

One of the main reasons we pick quadratic activation \( \sigma(z) \) is because it is easy to measure the network’s representation power. Clearly, in quadratic DenseNet, each layer learns a quadratic function of the (weighted) summation of previous layers, so in layer \( \ell \), the hidden neurons represent a degree-\( 2^\ell \) multivariate polynomial of the input \( x \). Hence, the concept class that can be represented by \( L \)-layer quadratic DenseNet is obviously increasing with \( L \). The question remains to answer is: Can \( L \)-layer quadratic DenseNet use its hierarchical structure as an advantage to learn certain class of degree-\( 2^L \) polynomials more efficiently than non-hierarchical models?

We answer this positively. Our main result can be sketched as the follows:

**Theorem** (informal). For every input dimension \( d > 0 \) and \( L = o(\log \log d) \), there is a class of degree-\( 2^L \) polynomials and input distributions such that,

- Given \( \text{poly}(d/\varepsilon) \) training samples and \( \text{poly}(d/\varepsilon) \) running time, by performing SGD over the training objective starting from random initialization, the \( L \)-layer quadratic DenseNet can learn any function in this concept class with any generalization error \( \varepsilon > 0 \).

- Any kernel method, any linear regression over feature mappings, or any two-layer neural networks equipped with arbitrary degree-\( 2^L \) activations, require either \( d^{\omega(1)} \) sample or time complexity, to achieve any non-trivial generalization error such as \( \varepsilon = d^{-0.01} \), for any \( L = \omega(1) \).

The concept class (the class of functions to be learnt) considered in this paper is simply given by \( L \)-layer quadratic DenseNets with \( \sim d^{1/2^L} \) neurons in the \( \ell \)-th layer. Thus, each function in this concept class is equipped with a hierarchical structure defined by DenseNet, and our positive result is “using DenseNet to learn the hierarchical structure of an unknown DenseNet.”

We also point out that in our result, the learner network has \( \text{poly}(d) \) neurons while the target network in the concept class has \( \leq O(d^2) \) neurons. Thus, the learner network is over-parameterized, which is standard in deep learning. However, the necessity of over-parameterization here is for a very different reason comparing to existing theory work [6]. We will discuss more in Section 6.1.
1.2 Our Conceptual Message: How Deep Learning Performs Hierarchical Learning

Intuitively, the polynomials in our concept class are of degree $2^L$ and can depend on $d^{\Omega(1)}$ unknown directions of the input. Thus, when $L = \omega(1)$, using non-hierarchical learning methods, the typical sample or time complexity is at least $d^{O(2^L)} = d^{\omega(1)}$ (and we have shown lower bounds for kernel methods and linear regression over feature mappings). Even if the learner performs hierarchical learning for $O(1)$ levels, it still cannot avoid learning in one level a degree-$\omega(1)$ polynomial that depends on $d^{O(1)}$ variables, which typically requires sample/time complexity $d^{\omega(1)}$.

In contrast, our quadratic DenseNet only uses sample and time complexity $\text{poly}(d)$. The efficiency gain is due to the fact that the learning process is highly hierarchical: the network first learns a crude degree-4 approximation of the target function, and then it identifies hidden features and use them to fit a degree-8 approximation of the target function (using degree-2 polynomial over hidden features). Following this fashion, the learning task decomposes from learning a degree $2^L$ polynomial in one-shot which requires time $d^{\omega(1)}$, into learning one quadratic functions at a time for $\omega(1)$ times, which can be done individually in time $\text{poly}(d)$. This is, from a high level, where the efficiency gain comes from, but there is more to say:

Critical observation: backward feature correction. In our quadratic DenseNet model, when training the first layer of the learner network, it tries to fit the target function using the best degree-4 polynomial. This polynomial might not be the one used by the target network due to over-fitting to higher-degree terms. As a concrete example, the best degree-4 polynomial to fit $x_1^4 + x_2^4 + 0.3(x_1^4 + x_2^4)^2$ is usually not $x_1^4 + x_2^4$, even under Gaussian distribution. However, through the hierarchical learning process, those higher-degree terms in $0.3(x_1^4 + x_2^4)^2$ will gradually get discovered by the higher levels of the learner network and “subtracted” from the training objective.

As a result, the features (i.e., intermediate outputs) of lower levels of the learner network can get improved due to less over-fitting. We explain this phenomenon more carefully in Figure 2 for the case of a 4-layer network. It provides theoretical explanation towards how lower levels get improved through hierarchical learning when we train lower and higher levels together.

Hierarchical learning is NOT layer-wise training. Our result also shed lights on the following critical observation in practice: typically layer-wise training (i.e. if we train layers one by one starting from lower levels)\(^5\) performs much worse comparing to training all the layers together.

\(^5\)Layer-wise training means first training the 1st hidden layer by setting other layers to zero, and then training the
The fundamental reason is due to the missing piece of “backward feature correction”: *The function learnt by the lower levels is not accurate enough if we only train lower levels; by training lower and higher levels together, the functions generated by lower layers also get improved.*

**Hierarchical learning is NOT simulating known (non-hierarchical) algorithms.** To the best of our knowledge, this seems to be the first theory result in the literature for training a neural network via SGD, to solve an underlying problem not yet known solvable by existing algorithms, such as kernel methods (including applying kernel methods multiple times), tensor decomposition methods, etc. Thus, neural network training could be indeed performing hierarchical learning, instead of simulating known (non-hierarchical) algorithms.

### 1.3 More on Related Works

**Learning Two-Layer Network** [9, 10, 12, 22, 23, 36, 41, 41, 42, 46, 50, 51, 53, 54, 56, 58, 61]. There is a rich history of works considering the learnability of neural networks trained by SGD. However, as we mentioned before, many of these works only focus on network with 2 layers or only one layer in the network is trained. Hence, the learning process is not hierarchical.

**Neural Tangent Kernel** [3, 5–8, 13, 15, 17, 18, 25, 28, 35, 40, 43, 57, 62]. There is a rich literature approximating the learning process of over-parameterized networks using the neural tangent kernel (NTK) approach, where the kernel is defined by the gradient of a neural network at random initialization [35]. We stress that one should not confuse this hierarchically-defined kernel with a multi-layer network with hierarchical learning in the paper. As we pointed out, hierarchical learning means that each layer learns a combination of previous layers. In NTK, such combinations are prescribed by the random initializations of the neural network, which are not learnt during the training process. As our negative result shows, for certain learning tasks, hierarchical learning is indeed superior than any kernel method, including those hierarchical-defined kernels prescribed from any neural networks. Hence, in this task, the learnt combinations are indeed superior to the randomly prescribed ones given by the initialization of the network.

**Three Layer Result** [4]. This paper shows that 3-layer neural networks can learn the so-called “second-order NTK,” which is not a linear model; however, second-order NTK is also learnable by doing a nuclear norm constraint linear regression over the feature mappings defined by the initialization of a neural network. Thus, the underlying learning process is still not truly hierarchical.

**Three-Layer ResNet Result** [2]. This recent paper shows that 3-layer ResNet can perform some weaker form of implicit hierarchical learning, with better sample or time complexity than any kernel method or linear regression over feature mappings. Our result is greatly inspired by [2], but with several major differences.

First and foremost, the result [2] can also be achieved by non-hierarchical methods such as simply applying kernel method twice— essentially layer-wise learning without backward feature correction. Thus, the work [2] is a weaker version of hierarchical learning without backward feature correction.

Footnotes:

6Recall the target functions from [2] are of the form \(F(x) + \alpha \cdot G(F(x))\) for \(\alpha \ll 1\), and they were shown to be learnable by 3-layer ResNet up to generalization error \(\alpha^2\) in [2]. Here is a simple alternative two-step kernel method to achieve this same result. First, learn some \(F’(x)\) that is \(\alpha\)-close to \(F(x)\) using kernel method. Then, use \((x, F’(x))\) as the input to learn \(F(x) + \alpha G(F’(x))\) by kernel method, incurring a fixed generalization error of magnitude \(\alpha^2\). Note in particular, both this two-step kernel method as well as the 3-layer ResNet analysis from [2] never guarantees to learn any function \(F''(x)\) that is \(\alpha^2\) close to \(F(x)\), and therefore the “intermediate features” do not get improved. In other words, there is no backward feature correction.
Second, we prove in this paper a "poly vs. super-poly" running time separation, which is what one refers to as "efficient vs non-efficient" in the traditional theoretical computer science language. In contrast, the result in [2] is regarding "poly vs. bigger poly" (in the standard regime where the output dimension is constant).\footnote{The result\cite{2} only works for a concept class whose functions contain merely networks with "number of hidden neurons = output dimension." Putting into the case of this paper, the output dimension is 1, so the result\cite{2} only supports networks with one hidden neuron, and gives no separation between neural networks and kernel methods. When the output dimension is $O(1)$, they give separation between $d$ and $d^{O(1)}$ which is "poly vs bigger poly". We shall illustrate in Section 6 that the major technical difficulty of this paper comes from extending the number of hidden neurons in the concept class beyond the output dimension. For experts familiar with\cite{2}, they only proved that hierarchical learning happens when the output vector contains explicit information about the intermediate output. In symbols, their target network is $y = F(x) + \alpha \cdot G(F(x))$, so the output label $y$ is a vector that has explicit information of the vector $F(x)$ up to error $\alpha$. In this paper, we show that the network can discover hidden feature vectors from the target function, even if the output dimension is 1 such as $y = u^\top F(x) + \alpha \cdot v^\top G(F(x))$.}

Third, without backward feature correction, the error incurred from lower layers in [2] cannot be improved through training (see Footnote 6), and thus their theoretical result does not lead to arbitrarily small generalization error like we do in this paper. This also prevents [2] from going beyond $L = 3$ layers; our result in this paper holds for every $L \geq 3$, demonstrating that going deeper in the hierarchy can actually have consistent advantage.

\section{Target Network and Learner Network}

We consider a target network defined as
\[
G_0^*(x) = x \in \mathbb{R}^d, \quad G_1^*(x) = \sigma(x) - \mathbb{E}[\sigma(x)] \in \mathbb{R}^d, \quad G_\ell^*(x) = \sigma \left( \sum_{j \in J_\ell} W_{\ell,j} G_j^*(x) \right) \in \mathbb{R}^{k_\ell} \quad \forall \ell \geq 2
\]
where the weight matrices $W_{\ell,j}^* \in \mathbb{R}^{k_\ell \times k_j}$ for every $\ell, j$. Each index set $J_\ell$ is a subset of $\{0, 1, 2, \ldots, \ell-3\} \cup \{\ell-1\}$. We assume that $(1). \quad \ell - 1 \in J$ (so there is a connection to the immediate previous layer) and $(2).$ for every $\ell \geq 3, |J_\ell| \geq 2$ (so there is at least one skip connection).

We consider target functions $G^* : \mathbb{R}^d \rightarrow \mathbb{R}$ consisting of the coordinate summation of each layer:
\[
G^*(x) = \sum_{\ell=2}^L \sum_{i \in \{k_i\}} \alpha_\ell G_{\ell,i}^*(x) = \sum_{\ell=2}^L \alpha_\ell \text{Sum}(G_\ell^*(x))
\]
where $\text{Sum}(v) = \sum_i v_i$ and it satisfies $\alpha_2 = 1$ and $\alpha_{\ell+1} < \alpha_\ell$. We will provide more explanation of $\alpha_\ell$ at Section 3. For analysis purpose, we use the convention $W_{\ell,j}^* = 0$ if $j \notin J_\ell$, and define
\[
S_0^*(x) = G_0^*(x) = x, \quad S_1^*(x) = G_1^*(x), \quad S_\ell^*(x) \overset{\text{def}}{=} \sum_{j \in J_\ell} W_{\ell,j} G_j^*(x) = \sum_{j=0}^{\ell-1} W_{\ell,j} G_j^*(x) \quad \forall \ell \geq 2
\]
We remark here that for $\ell \geq 2$, $S_\ell^*(x)$ is of degree $2^{\ell-1}$ and $G_\ell^*(x) = \sigma(S_\ell^*(x))$ is of degree $2^\ell$. It is convenient to think of $S_\ell^*(x)$ as the "features" used by target network $G^*(x)$.

\subsection{Learner Network}

Typically, for theory, by training a learner neural network, the objective is to construct network $G$ of the same structure (possibly with over-parameterization) so it simulates $G^*$:
\[
G_\ell(x) = \sigma \left( \sum_{j \in J_\ell} M_{\ell,j} G_j(x) \right)
\]
\footnote{Our result trivially extends to the case when $\text{Sum}(v)$ is replaced with $\sum_i p_i v_i$ where $p_i \in \{\pm 1\}$ for half of the indices. We refrain from proving that version for notational simplicity.}
Here, \( G_0(x) = x, G_1 = G_1^*(x) \) and we choose \( M_{\ell,0}, M_{\ell,1} \in \mathbb{R}^{(k_{\ell+1})} \times d \) and \( M_{\ell,j} \in \mathbb{R}^{(k_{\ell+1})} \times (k_{j+1}) \) for every \( 2 \leq j \leq \ell - 1 \). In other words, the amount of over-parameterization is quadratic (i.e., from \( k_j \rightarrow (k_{j+1}) \)) per layer. We want to construct the weight matrices so that

\[
G(x) = \sum_{\ell=2}^L \alpha_\ell \text{Sum}(G_\ell(x)) \approx G^*(x).
\]

**Learner Network Re-parameterization.** In this paper, it is more convenient to consider the re-parameterized network \( F(x) \): We first re-parameterize the weight matrix \( M_{\ell,j} = R_\ell K_{\ell,j} \), where

- \( R_\ell \in \mathbb{R}^{(k_{\ell+1})} \times k_\ell \) are randomly initialized for all \( \ell \in \{2, 3, \ldots, L - 1\} \), not changed during training;
- weights \( W_{\ell,j} \in \mathbb{R}^{m \times q}, K_{\ell,j} \in \mathbb{R}^{k_\ell \times q} \) are trainable, for every \( \ell \in [L] \) and \( j \in J_\ell \), and the dimension \( q = (k_{j+1}) \) for \( j \geq 2 \) and \( q = d \) for \( j = 0, 1 \).

Define functions \( S_0(x) = G_0^*(x), S_1(x) = G_1^*(x) \) as well as (it is convenient to think of those \( S(x) \) as the “features” used by learner network \( F(x) \))

\[
\forall \ell \geq 2: \quad S_\ell(x) = \sum_{j \in J_\ell, j \geq 2} K_{\ell,j} \sigma(R_\ell S_j(x)) + \sum_{j \in \{0,1\} \cap J_\ell} K_{\ell,j} S_j(x) \in \mathbb{R}^{k_\ell} \tag{2.1}
\]

\[
\forall \ell \geq 2: \quad F_\ell(x) = \sigma(\sum_{j \in J_\ell, j \geq 2} W_{\ell,j} \sigma(R_\ell S_j(x)) + \sum_{j \in \{0,1\} \cap J_\ell} K_{\ell,j} S_j(x)) \in \mathbb{R}^m \tag{2.2}
\]

We define its final output

\[
F(x) = \sum_{\ell=2}^L \alpha_\ell \text{Sum}(F_\ell(x))
\]

and we shall use this function to fit the target \( G^*(x) \).

It is easy to verify that when \( R_\ell^T R_\ell = I \) and when \( W_{\ell,j} = K_{\ell,j} \), by defining \( M_{\ell,j} = R_\ell K_{\ell,j} \) we have that each \( F_\ell(x) = G_\ell(x) \) and \( F(x) = G(x) \). In this paper, we will mostly work with this re-parameterization \( F \) for efficient training purpose. As we shall see, we will impose regularizers on \( W, K \) during the training to enforce that they are close to each other. The idea of using a larger unit (i.e., \( W \)) for training and using a smaller unit (i.e., \( K \)) to learn the larger one is called knowledge distillation, which is commonly used in practice [31].

**Truncated Quadratic Activation.** To make our analysis simpler, it would be easier to work with an activation function that has bounded derivatives in the entire space. For each layer \( \ell \), we consider a “truncated but smoothed” version of the square activation function \( \tilde{\sigma}_\ell(z) \) defined as follows. For some sufficiently large \( B'_\ell \) (to be chosen later), and setting \( B''_\ell = \Theta((B'_\ell)^{2}) \), let

\[
\tilde{\sigma}_\ell(z) = \begin{cases} 
\sigma(z), & \text{if } |z| \leq B'_\ell \\
B''_\ell, & \text{if } |z| \geq 2B'_\ell
\end{cases}
\]

and in the range \([B'_\ell, 2B'_\ell] \), function \( \tilde{\sigma}(z) \) can be chosen as any monotone increasing function such that \(|\tilde{\sigma}_\ell(z)'|, |\tilde{\sigma}_\ell(z)'|, |\tilde{\sigma}_\ell(z)'| = O(B'_\ell) \) are bounded for every \( z \). Our final choice of \( B'_\ell \) will make sure that when taking expectation over data, the difference between \( \tilde{\sigma}_\ell(z) \) and \( \sigma(z) \) is negligible.

Accordingly, we define the network with respect to the truncated activation as follows.

\[
\tilde{S}_0(x) = G_0^*(x), \quad \tilde{S}_1(x) = G_1^*(x), \quad \tilde{S}_\ell(x) = \sum_{j \in J_\ell, j \geq 2} K_{\ell,j} \tilde{\sigma}_j \left(R_\ell \tilde{S}_j(x)\right) + \sum_{j \in \{0,1\} \cap J_\ell} K_{\ell,j} \tilde{S}_j(x)
\]

\[
\tilde{F}_\ell(x) = \sum_{\ell=2}^L \alpha_\ell \text{Sum}(\tilde{S}_\ell(x)), \quad \tilde{F}_\ell(x) = \sigma(\sum_{j \in J_\ell, j \geq 2} W_{\ell,j} \tilde{\sigma}_j \left(R_\ell \tilde{S}_j(x)\right) + \sum_{j \in \{0,1\} \cap J_\ell} K_{\ell,j} \tilde{S}_j(x))
\]

\footnote{Typically, during the training we only have access to the empirical expectation of \( \sigma(x) \), however using \( poly(d/\epsilon) \) samples, the empirical expectation would be \( \poly(d/\epsilon) \). For cleanliness, we just write in both \( G_1^* \) and \( S_1 \) the true expectation, we the difference can be easily dealt by a Lipschitz argument in Section C.3.
The truncated function $\tilde{F}$ is only for training propose to ensure the network is Lipschitz, so we can obtain efficient running time. The original quadratic activation $\sigma$ does not have an absolute Lipschitz bound. We also use $\tilde{\sigma}$ instead of $\tilde{\sigma}_j$ when its clear from content.

For notational simplicity, we concatenate the weight matrices used in the same layer $\ell$ as follows:

$$W_\ell = (W_{\ell,j})_{j \in J_\ell} \quad K_\ell = (K_{\ell,j})_{j \in J_\ell} \quad W_\ell^* = (W_{\ell,j}^*)_{j \in J_\ell}$$

$$W_{\ell \downarrow} = (W_{\ell,j})_{j \in J_\ell, j \neq \ell - 1} \quad K_{\ell \downarrow} = (K_{\ell,j})_{j \in J_\ell, j \neq \ell - 1} \quad W_{\ell \downarrow}^* = (W_{\ell,j}^*)_{j \in J_\ell, j \neq \ell - 1}$$

### 2.2 Training Objective

For simplicity, we first state our result for $\ell_2$ regression problem in the realizable case, where we simply want to minimize the difference between the output of the learner network $F(x)$ and the labels $G^*(x)$, we will state the result for agnostic case and for classification in the next section.

Intuitively, we shall add a regularizer to ensure that $W_\ell^T W_\ell \approx K_\ell^T K_\ell$, that is $K_\ell^T K_\ell$ is a low-rank approximation of $W_\ell^T W_\ell$. This ensures that $\text{Sum}(F_\ell(x)) \approx \text{Sum}(\sigma(S_\ell(x)))$. The main reason for this “low rank approximation” is explained in Section 6. Furthermore, we shall add a regression loss to minimize $(G^*(x) - F(x))^2$. This ensures that

$$G^*(x) \approx F(x) = \sum_\ell \alpha_\ell \text{Sum}(F_\ell(x)) \approx \sum_\ell \alpha_\ell \text{Sum}(\sigma(S_\ell(x)))$$

Specifically, we use the following training objective:

$$\text{Obj}(x; W, K) = \text{Loss}(x; W, K) + \text{Reg}(W, K)$$

where the $\ell_2$ loss is $\text{Loss}(x; W, K) = (G^*(x) - \tilde{F}(x))^2$ and

$$\text{Reg}(W, K) = \sum_{\ell=2}^{L} \lambda_3,\ell \left \| K_{\ell,\ell-1}^T K_{\ell-1} - W_{\ell,\ell-1}^T W_{\ell-1} \right \|_F^2 + \sum_{\ell=2}^{L} \lambda_4,\ell \left \| K_{\ell,\ell-1}^T K_{\ell,\ell-1} - W_{\ell,\ell-1}^T W_{\ell,\ell-1} \right \|_F^2$$

$$+ \sum_{\ell=2}^{L} \lambda_5,\ell \left \| K_{\ell}^T K_{\ell} - W_{\ell}^T W_{\ell} \right \|_F^2 + \sum_{\ell=2}^{L} \lambda_6,\ell (\|K_{\ell}\|_F^2 + \|W_{\ell}\|_F^2)$$

and for a given set $Z$ consisting of $N$ i.i.d. samples from the true distribution $\mathcal{D}$, we minimize ($x \sim Z$ denotes $x$ is uniformly sampled from the training set $Z$)

$$\text{Obj}(Z; W, K) = \mathbb{E}_{x \sim Z} [\text{Obj}(x; W, K)] \quad (2.3)$$

The other regularizers we used are just (squared) Frobenius norm on the weight matrices, which are used everywhere in practice. For the original quadratic activation network, we also denote by

$$\text{Loss}(x; W, K) = (G^*(x) - F(x))^2$$

and $\text{Obj}(x; W, K) = \text{Loss}(x; W, K) + \text{Reg}(W, K)$.

### 3 Statement of Main Result

For simplicity, we only state here as a special case of our main theorem which is sufficiently interesting, and the full theorem can be found at Appendix A.

In this special case, there exists an absolute constants $C > C_1 > 1$ such that, for every $d, L > 0$, consider any target network $G^*(x)$ and underlying data distribution $\mathcal{D}$ satisfying some properties (namely, properties defined in Section 5 with $\kappa \leq 2C^2, B_\ell \leq 2C^2k_\ell$). Suppose in addition that the network width is diminishing $k_\ell \leq d^{d C^{-1}}$ and there is an information gap $\frac{\alpha_{\ell + 1}}{\alpha_\ell} \leq d^{-\frac{1}{C}}$ for $\ell \geq 2$. Moreover, we assume in the connection graph $\{2, 3, \ldots, \ell - C_1\} \cap J_c = \emptyset$, meaning that the skip connections do not go very deep, unless directly connected to the input.
\textbf{Theorem 3.1} (special case). For every \( d > 0 \), every \( L = o(\log \log d) \), every \( \varepsilon \in (0,1) \), and every target network satisfying the above parameters. Then, given \( N = \text{poly}(d/\varepsilon) \) i.i.d. samples \( Z \) from \( D \), by applying SGD over the training objective (2.3), with probability at least 0.99, we can find a learner network \( F \) in time \( \text{poly}(d/\varepsilon) \) such that:

\[
\mathbb{E}_{x \sim D} (G^*(x) - F(x))^2 \leq \varepsilon^2 \quad \text{and} \quad \mathbb{E}_{x \sim D} (G^*(x) - \tilde{F}(x))^2 \leq \varepsilon^2 .
\]

Note \( \alpha_{\ell+1} = \alpha_\ell \varepsilon^{\frac{1}{2\ell+1}} \) implies \( \alpha_\ell \geq d^{-\frac{1}{\ell}} \geq \frac{1}{q} \). Hence, when for instance \( \varepsilon \leq \frac{1}{\pi^2} \), to achieve \( \varepsilon^2 \) regression error, the learning algorithm has to truly learn all the layers of \( G^*(x) \), as opposed to for instance ignoring the last layer which will incur error \( \alpha_\ell \gg \varepsilon \). We give more details about the training algorithm in Section 4.

\textbf{Comparing to Kernel Methods.} The target function in \( G^*(x) \) is of degree \( 2^L \). We show as a lower bound in Appendix H.1 that, any kernel method must suffer sample complexity \( \Omega(d^{2^L-1}) = d^{\omega(1)} \) when \( L = \omega(1) \), even when all \( k_\ell = 1 \). This is due to the fact that kernel methods cannot perform hierarchical learning so have to essentially “write down” all the monomials of degree \( 2^L-1 \) in order to express the target function, which suffers a lot in the sample complexity.

On the other hand, one might hope for a “sequential kernel” learning of this target function, by first applying kernel method to identify degree-\( O(1) \) polynomials used in \( G^*(x) \) (e.g., \( G_\ell^*(x) \) and \( S_\ell^*(x) \) for \( \ell \leq O(1) \)), and then use them as features to learn higher degrees. We point out:

- Even if we know all the degree-\( O(1) \) polynomials, the network width \( k_\ell \) at layer \( \ell = O(1) \) can still be as large as \( d^{\Omega(1)} \), so we still need to learn a degree \( 2^{\Omega(L)} \) polynomial over dimension \( d^{\Omega(1)} \). This cannot be done by kernel method with \( \text{poly}(d) \) sample complexity.

- Even if we do “sequential kernel” for \( \omega(1) \) rounds, this is similar to layer-wise training and misses the crucial “backward feature correction.” As we pointed out in the intro, and shall later explain in Section 6.1, this is unlikely to recover the target function to good accuracy.

- Even if we do “sequential kernel” together with “backward feature correction”, this may not work since the backward correction may not lead to sufficient accuracy on intermediate features. Concretely, say we optimistically know the feature mappings \( S_\ell^*(x) \) up to error \( \varepsilon \) for \( \ell \leq L-1 \), and fit the target function by kernel method on top of features \( \{S_\ell^*(x)\}_{\ell \leq L-1} \). This does not mean we can obtain \( W \) that is \( O(\varepsilon) \) close to \( W^* \) (sophisticated reasons deferred to Section 6). Thus, we cannot improve the quality of features \( S_\ell^* \) of previous layers.\(^{10}\)

\textbf{Significance of Our Result?} To the best of our knowledge,

- We do not know any other simple algorithm that can learn the target functions considered in this paper within the same efficiency, the only simple learning algorithm we are aware of is to train a neural network to perform hierarchical learning.

- This seems to be the only theory result in the literature for training a neural network via SGD, to solve an underlying problem that is not known solvable by existing algorithms, such as kernel methods (including applying kernel methods multiple times), tensor decomposition methods, sparse coding, etc. Thus, the neural network is indeed performing hierarchical learning, instead of simulating known (non-hierarchical) algorithms.

\textbf{Agnostic Learning.} Our theorem also works in the agnostic setting, where the labeling function \( Y(x) \) satisfies \( \mathbb{E}_{x \sim D} (G^*(x) - Y(x))^2 \leq \text{OPT} \) and \( |G^*(x) - Y(x)| \leq \text{poly}(d) \) for some unknown \( G^*(x) \).

\(^{10}\)One may want to connect this to [2]: according to Footnote 6, the analysis from [2] is analogous to doing “sequential kernel” for 2 rounds, but even if one wants to backward correct the features of the first hidden layer, its error remains to be \( \alpha \) and cannot be improved to \( \alpha^2 \) (although the regression output is already \( \alpha^2 \)).
The SGD algorithm can learn a function $F(x)$ with error at most $(1 + \gamma)\text{OPT} + \varepsilon^2$ for any constant $\gamma > 1$ given i.i.d. samples of $\{x, Y(x)\}$. Thus, the learner can compete with the performance of the best target network. We present the result in Appendix A.4 and state its special case below.

**Theorem 3.2** (special case, agnostic). For every constant $\gamma > 0$, in the same setting of Theorem 3.1, given $N = \text{poly}(d/\varepsilon)$ i.i.d. samples $Z$ from $D$ and given their corresponding labels $\{Y(x)\}_{x \in Z}$, by applying SGD over the training objective $\mathbb{E}_{x \sim Z} (Y(x) - \tilde{F}(x))^2 + \text{Reg}(W, K)$, with probability at least 0.99, we can find a learner network $F$ in time $\text{poly}(d/\varepsilon)$ such that:

$$
\mathbb{E}_{x \sim D} (F(x) - Y(x))^2 \leq \varepsilon^2 + (1 + \gamma)\text{OPT}
$$

### 3.1 On Information Gap

We have made a gap assumption $\frac{\alpha}{\alpha_{\ell}} \leq d^{-\frac{1}{d+1}}$. We can view this “gap” as that in the target function $G^*(x)$, higher levels contribute less to its output. This is typical for tasks such as image classification on CIFAR-10, where the first convolutional layer can already be used to classify $> 60\%$ of the data correctly. The higher-level layers have diminishing contributions to the signal (see Figure 3 for an illustration and we also refer to [60] for concrete measures). We emphasize, in practice, researchers do fight for even the final 0.1% performance gain by going for (much) larger networks, so those higher-level functions can not be ignored.

To formally justify this gap assumption, it is also beneficial to consider a classification problem. Let us w.l.o.g. scale $G^*(x)$ so that $\text{Var}_x[G^*(x)] = 1$, and consider a two-class labeling function $Y(x_0, x)$ given as:

$$
Y(x_0, x) = \text{sgn}(x_0 + G^*(x)) \in \{-1, 1\}
$$

where $x_0 \sim \mathcal{N}(-\mathbb{E}_x[G^*(x)], 1)$ is a Gaussian random variable independent of $x$. Here, $x_0$ can be viewed either a coordinate of the entire input $(x_0, x) \in \mathbb{R}^{d+1}$, or more generally as linear direction $x_0 = w^\top \tilde{x}$ for the input $\tilde{x} \in \mathbb{R}^{d+1}$. For notation simplicity, we focus on the former view.

Using probabilistic arguments, one can derive that except for $\alpha_\ell$ fraction of the input $(x_0, x) \sim \mathcal{D}$, the label function $Y(x_0, x)$ is fully determined by the target function $G^*(x)$ up to layer $\ell - 1$; or in symbols:

$$
\Pr_{(x_0, x) \sim \mathcal{D}} \left[ Y(x_0, x) \neq \text{sgn} \left( x_0 + \sum_{s \leq \ell - 1} \alpha_s \text{Sum}(G^*_s(x)) \right) \right] \approx \alpha_\ell.
$$

In other words, $\alpha_\ell$ is (approximately) the increment in classification accuracy when we use an $\ell$-layer network comparing to $\ell - 1$-layer ones.

Therefore, the gap assumption is equivalent to saying that harder data (which requires deeper networks to learn correctly) are fewer in the training set, which can be very natural. For instance, around 70% images of the CIFAR-10 data can be classified correctly by merely looking at their

---

\[1\] To be more precise, one can derive with probability at least $\alpha_\ell$ (up to a small factor $d^{O(1)}$) it satisfies

$$
\frac{\sqrt{\text{Sum}(G^*_s(x))}}{\text{Sum}(G^*_s(x))} \leq \frac{1}{d^{O(1)}} \quad \text{and} \quad |\text{Sum}(G^*_s(x))| \geq \frac{1}{d^{O(1)}}
$$

Indeed, there is probability at least 0.99 over $x$ so that $\sum_{s \leq \ell - 1} \alpha_s \text{Sum}(G^*_s(x)) \leq O(1)$, and at least 0.99 over $x$ so that $\text{Sum}(G^*_s(x)) > \frac{1}{d^{O(1)}}$ (using the well-conditioned properties from Section 5 with $\kappa \leq 2^{C_\ell}$ and $L = o(\log \log d)$). Then, using the property that $x_0$ is random Gaussian with variance 1 finishes the proof of (3.1). As a result, for at least $\alpha_\ell/d^{O(1)}$ fraction of the data, the label function is affected by the $\ell$-th layer. One can do a similar argument to show that for at least $1 - \alpha_\ell/d^{O(1)}$ fraction of the data, the label function is not affected by the $\ell$-th layer and beyond.
rough colors and patterns using a one-hidden-layer network. Only the final < 1% accuracy gain requires much refined arguments such as whether there is a beak on the animal face which can only be detected using very deep networks. As another example, humans use much more training examples to learn counting, than to learn basic calculus, than to learn advanced calculus.

We refer the readers to Figure 3 which shows that indeed the increment in accuracy as we go deeper in neural networks is diminishing.

In this classification regime, our Theorem 3.1 still applies as follows. Recall the cross entropy (i.e., logistic loss) function \( CE(y, z) = -\log \frac{1}{1 + e^{-yz}} \) where \( y \in \{-1, 1\} \) is the label and \( z \in \mathbb{R} \) is the prediction. In this regime, we can choose a training loss function

\[
\tilde{\text{Loss}}^xE(x_0, x; W, K) \overset{\text{def}}{=} CE(Y(x_0, x), v(x_0 + \tilde{F}(x; W, K)))
= \log \left( 1 + e^{-Y(x_0, x)\cdot v(x_0 + \tilde{F}(x; W, K))} \right)
\]

where the parameter \( v \geq 1 \) is around \( \frac{1}{\varepsilon} \) is for proper normalization and the training objective is

\[
\tilde{\text{Obj}}^xE(x_0, x; W, K) = \tilde{\text{Loss}}^xE(x_0, x; W, K) + v\text{Reg}(W, K) \tag{3.2}
\]

We have the following corollary of Theorem 3.1:

**Theorem 3.3.** In the same setting [Theorem 3.1], and suppose additionally \( \varepsilon > \frac{1}{d \log d} \). Given \( N = \text{poly}(d/\varepsilon) \) i.i.d. samples \( Z \) from \( \mathcal{D} \) and given their corresponding labels \( \{Y(x_0, x)\}_{(x_0, x) \in Z} \), by applying SGD over the training objective \( \tilde{\text{Obj}}^xE(Z; W, K) \), with probability at least 0.99, we can find a learner network \( F \) in time \( \text{poly}(d/\varepsilon) \) such that:

\[
\Pr_{(x_0, x) \sim \mathcal{D}}[Y(x_0, x) \neq \text{sgn}(x_0 + F(x))] \leq \varepsilon.
\]

Intuitively, Theorem 3.3 is possible because under the choice of \( v = 1/\varepsilon \), up to small multiplicative factors, “ \( \ell_2 \)-loss equals \( \varepsilon^2 \)” becomes near identical to “cross-entropy loss equals \( \varepsilon \)”. This is also why we need to add a factor \( v \) in from of the regularizers in (3.2). We make this more rigorous in Appendix G (see Proposition G.1).
4 Training algorithm

We describe our algorithm in Algorithm 1.\(^\text{(12)}\) It is almost the vanilla SGD algorithm: in each iteration, it gets a random sample \(z \sim D\), computes (stochastic) gradient in \((W, K)\), and moves in the negative gradient direction with step length \(\eta > 0\).

Besides standard operations such as setting learning rates and regularizer weights, our only difference from SGD is to invoke (at most \(L\) times) the k-SVD decomposition algorithm to obtain a warm-start for each matrix \(K_\ell\) when it first becomes available. This warm-up is mainly for theoretical purpose to avoid singularities in \(K_\ell\) and it serves little role in actually learning \(G^\star\). Essentially all of the learning is done by SGD.\(^\text{(13)}\)

We emphasize once again that, when layer \(\ell\) begins to train (by setting step length \(\eta_\ell \leftarrow \eta\) to be nonzero), Algorithm 1 continues to train all layers \(\ell' \leq \ell\). This helps to “correct” the error in layer \(\ell'\) (recall “backward feature correction” and Figure 1). The algorithm does not work if one just trains layer \(\ell\) and ignores others.

We specify the choices of thresholds \(\text{Thres}_{\ell, \delta}\) and \(\text{Thres}_{\ell, \gamma}\), and the choices of regularizer weights \(\lambda_3, \lambda_4, \lambda_5\) in full in Section A. Below, we calculate their values in the special case Theorem 3.1.

\[
\text{Thres}_{\ell, \delta} = \frac{\alpha_{\ell}}{d \cdot \epsilon / \delta}, \quad \text{Thres}_{\ell, \gamma} = \frac{\alpha_{\ell}}{d \cdot \epsilon / \delta}, \quad \lambda_3, \lambda_4, \lambda_5 = \frac{\alpha_{\ell}}{d \cdot \epsilon / \delta} \quad (4.1)
\]

As for the network width \(m\), sample size \(N\), and SGD learning rate \(\eta\), in the special case Theorem 3.1 one can set \(N = \text{poly}(d / \epsilon), m = \text{poly}(d / \epsilon)\) and \(\eta = \frac{1}{\text{poly}(d / \epsilon)}\).

5 Assumptions on Target Network and Distribution

**Target Network.** We assume the target network satisfies the following properties

1. (monotone) \(d \geq k := k_2 \geq k_3 \geq \cdots \geq k_L\).
2. (normalized) \(E_{x \sim D}[\text{Sum}(G^\star_\ell(x))] \leq B_\ell\) for some \(B_\ell \geq 1\) for all \(\ell\) and \(B = \max \{B_\ell\}\).
3. (well-conditioned) the singular values of \(W^\star_{\ell, j}\) are between \(1 / \kappa\) and \(\kappa\) for all \(\ell, j\) pairs.

Properties 1, 3 are standard and satisfied for many practical networks (in fact, many practical networks have weight matrices close to unitary, see e.g. [34]).

For property 2, although there exists worst case matrices \(W^\star_{\ell, j}\) with \(B_\ell = \Theta(k_\ell^2\kappa)\), we would like to point out when each \(W^\star_{\ell, j}\) is of the form \(U_{\ell, j} \Sigma V_{\ell, j}\) where \(U_{\ell, j}, V_{\ell, j}\) are random row/column orthonormal matrices, then with probability at least 0.9999, it holds that \(B_\ell = \kappa^{O(1)} k_\ell\) as long as \(E_\ell \left( \left( \frac{1}{2} \|x\|^2 \right)^{2k_\ell} \right) = 2^{O(L)}\). Another view is that practical networks are all equipped with batch-normalization, which ensures that \(B_\ell = O(k_\ell)\).

\(^{12}\)We assume without loss of generality that the algorithm knows \(k_\ell, \alpha_\ell, \mathcal{J}_\ell\). In fact, the algorithm requires knowing \(k_\ell\), which can be searched in time \(\prod_\ell d^{\cdot\ell} C_\ell = \text{poly}(d\ell)\) by trying all possibilities. Moreover, it seems to “require” knowing \(\alpha_\ell\), but actually it suffices to know \(\alpha_\ell\) up to a constant factor \(\alpha_\ell'\), since one can (positively) scale the weight matrices in \(G^\star\) so that \(G^\star\) actually uses precisely \(\alpha_\ell'\). This will increase \(\kappa, B_\ell\) by at most \(2^{O(1)}\) at layer \(\ell\) which does not change our result. The search process for all possible \(\alpha_\ell'\) can be done in time \(O(\log(1/\epsilon)^L) = \text{poly}(d)\) as long as \(\epsilon \geq 1/d^{\text{poly} \log d}\). Moreover, knowing the set \(\mathcal{J}_\ell\) also takes time \(2^{O(L)} = \text{poly}(d)\).

\(^{13}\)For instance, after \(K_\ell\) is introduced and warmed up by SVD, the objective value is still around \(\alpha_\ell^2\) (because deeper layers are not trained yet!) Therefore, it still requires SGD to update each \(K_\ell\) in order to eventually decrease the objective to \(\epsilon^2\). The SVD warmup for \(K_\ell\) is to avoid the scenario for the minimum singular value of \(K_\ell\) being close to zero, which will significantly complicate analysis.

\(^{14}\)We can see \(E_{W^\star} E_x [\text{Sum}(G^\star_\ell(x))] = E_{x} E_{W^\star} [\text{Sum}(G^\star_\ell(x))]\) and then we can consider a fixed \(x\) and use the randomness of \(W^\star\) to prove the claim.
Algorithm 1 SGD for DenseNet

Input: Data set $\mathcal{Z}$ of size $N = |\mathcal{Z}|$, network size $m$, learning rate $\eta > 0$, target error $\varepsilon$.

1: current target error $\varepsilon_0 \leftarrow B^2$; $\eta_\ell \leftarrow 0$; $\lambda_{3, \ell}, \lambda_{4, \ell}, \lambda_{5, \ell}, \lambda_{6, \ell} \leftarrow 0$; $[R_\ell]_{i,j} \leftarrow \mathcal{N}(0, 1/(k_\ell)^2)$; $K_\ell, W_\ell \leftarrow 0$ for every $\ell = 2, 3, \ldots, L$.
2: while $\varepsilon_0 \geq \varepsilon$ do
3: \hspace{1em} while $\text{Obj} \geq \frac{1}{4} (\varepsilon_0)^2$ do
4: \hspace{2em} for $\ell = 2, 3, \ldots, L$ do
5: \hspace{3em} if $\eta_\ell = 0$ and $\text{Obj} \leq \text{Thres}_{\ell, \delta}$ then
6: \hspace{4em} $\eta_\ell \leftarrow \eta_\ell, \lambda_{6, \ell} = \frac{(\varepsilon_0)^2}{(k_\ell-L)\kappa}$.
7: \hspace{3em} end if
8: \hspace{3em} if $\lambda_{3, \ell} = 0$ and $\text{Obj} \leq \text{Thres}_{\ell, \gamma}$ then
9: \hspace{4em} $\lambda_{3, \ell}, \lambda_{4, \ell}, \lambda_{5, \ell}$ according to (4.1)
10: \hspace{4em} $U, \Sigma, V = k_\ell$-$\text{SVD}(W_\ell^\top W_{\ell-1}^\top)$, $K_{\ell, 0} \leftarrow U\Sigma^{1/2}$, $K_{\ell, -1} \leftarrow \Sigma^{1/2} V$.
11: \hspace{3em} end if
12: \hspace{3em} $K_\ell \leftarrow K_\ell - \eta_\ell \nabla K_\ell \text{Obj}(x; W, K)$.
13: \hspace{3em} $W_\ell \leftarrow W_\ell - \eta_\ell \nabla W_\ell \text{Obj}(x; W, K) + \text{noise}$.
14: \hspace{2em} end for
15: \hspace{1em} end while
16: $\varepsilon_0 \leftarrow \varepsilon_0 / 2$ and $\lambda_{6, \ell} \leftarrow \lambda_{6, \ell} / 4$ for every $\ell = 2, 3, \ldots, L$.
17: end while
18: return $W$ and $K$, representing $F(x; W, K)$.

Input Distribution. We assume the input distribution $\mathcal{D}$ has the following property:

1. (isotropic). There is an absolute constant $c_0 > 0$ such that for every $w$, we have that

$$\mathbb{E}_{x \sim \mathcal{D}}[|\langle w, x \rangle|^2] \leq c_0 \|w\|^2_2 \quad \text{and} \quad \mathbb{E}_{x \sim \mathcal{D}}[|\langle w, S_1(x) \rangle|^2] \leq c_0 \|w\|^2_2$$

(5.1)

2. (degree-preserving). For every positive integer $q$, there exists positive value $c_1(q)$ such that for every polynomial $P$ over $x$ with maximum degree $q$, let $P_q$ be the polynomial consists of all the degree exactly $q$ monomials of $P$, then the following holds

$$C_x(P_q) \leq c_1(q) \mathbb{E}_{x \sim \mathcal{D}} P(x)^2$$

(5.2)

For $\mathcal{D} = \mathcal{N}(0, I)$, such inequality holds with $c_1(q) \leq q!$ (can be easily proved using Hermite polynomial expansion).\footnote{We can also replace this degree-preserving assumption by directly assuming that the minimal singular value of $\mathbb{E}_{x \sim \mathcal{D}}[(S_\ell^2 + S_\ell') \otimes (S_\ell' + S_\ell)]$ defined in Lemma D.1 is large for $\ell' \neq \ell$ (and the corresponding “symmetric version” is large for $\ell' = \ell$), as well as $\mathbb{E}_{x \sim \mathcal{D}}[\|S_\ell\|^2] \leq B$ for every $\ell \geq 2, \ell' \geq 0$.}

3. (hyper-contractivity). There exists absolute constant $c_2 > 0$ such that, for some value $c_4(q) \geq q$, we have: for every degree $q$ polynomial $f(x)$,

$$\mathbb{P}_{x} \left[ \|f(x) - \mathbb{E}[f(x)]\| \geq \lambda \right] \leq c_4(q) \cdot e^{-\left(\frac{\lambda^2}{c_2 \text{Var}(f(x))}\right)^{1/c_4(q)}}$$

(5.3)

If $\mathcal{D} = \mathcal{N}(0, I)$, we have $c_4(q) \leq O(q)$ (see Lemma I.2b). This implies that for some value $c_3(q) > 0$, we also have, for every degree $q$ polynomial $f(x)$, for every integer $p \leq 6$,

$$\mathbb{E}_{x \sim \mathcal{D}}[(f(x))^{2p}] \leq c_3(q) \mathbb{E}[(f(x))^2]^p$$

(5.4)
If $\mathcal{D} = \mathcal{N}(0, I)$, we have $c_3(q) \leq O((6q)!)$; and more generally we have $c_3(q) \leq O(c_4(q))^{c_4(q)}$.

Assumptions 1 and 3 are very common assumptions for distributions, and they are satisfied for sub-gaussian distributions or even heavy-tailed distributions such as $p(x) \propto e^{-x^{0.1}}$. Assumption 2 says that the data has certain variance along every “high-degree directions”, which is also typical for distributions such like Gaussian or heavy-tailed distributions.

We would like to point out that it is possible to have a distribution satisfying assumption 2 to be a mixture of $C$-distributions, where non of the individual distribution satisfies Assumption 2. For example, the distribution can be a mixture of $d$-distributions, the $i$-th distribution satisfies that $x_i = 0$ and other coordinates are i.i.d. standard Gaussian. Thus, non of the individual distribution is degree-preserving, however, the mixture of them is as long as $q \leq d - 1$.

It is easy to check that simple distributions satisfying the following parameters.

**Proposition 5.1.** Our distributional assumption is satisfied for $c_0 = O(1), c_1(q) = O(q)^q, c_4(q) = O(q), c_3(q) = q^O(q)$ when $\mathcal{D} = \mathcal{N}(0, \Sigma^2)$, where $\Sigma$ has constant singular values, it is also satisfied for a mixture of arbitrarily many $\mathcal{D}_i = \mathcal{N}(0, \Sigma^{i2})$’s as long as each $\Sigma_i$ has constant singular values and for each $j$, the $j$-th row: $\|\Sigma_i\|_2$ has the same norm for every $i$.

In the special case of the main theorem stated in Theorem 3.1, we work with the above parameters. In our full Theorem A.1, we shall make the dependency of those parameters transparent.

## 6 Proof Intuitions

In this high-level intuition let us first ignore the difference between truncated activations and the true quadratic activation. We shall explain at the end why we need to do truncation.

### 6.1 A Though Experiment

We provide intuitions about the proof by first considering the following extremely simplified example: $L = 3, d = 4$, and $G^*(x) = x_1^2 + x_2^2 + \alpha((x_1^4 + x_3)^2 + (x_1^4 + x_4)^2)$ for some $\alpha = o(1)$. In our language, due to notational convenience, $L = 3$ refers to having only two trainable layers, that we refer to as the second and third layers.

**Richer representation by over-parameterization.** Since $\alpha < 1$, one would hope for the second layer of the network to learn $x_1^2$ and $x_2^4$ (by some representation of its neurons), and feed this as an input to the third layer. If so, the third layer could learn a quadratic function over $x_1^2, x_2^4, x_3, x_4$ to fit the remainder $\alpha((x_1^4 + x_3)^2 + (x_1^4 + x_4)^2)$ in the objective. This logic has a critical flaw:

- Instead of learning $x_1^4, x_2^4$, the second layer may as well learn $\frac{1}{5}(x_1^2 + 2x_2^2)^2, \frac{1}{5}(2x_1^2 - x_2^2)^2$.

Indeed, it is easy to verify that $\frac{1}{5}(x_1^2 + 2x_2^2)^2 + \frac{1}{5}(2x_1^2 - x_2^2)^2 = x_1^4 + x_2^4$. However, no quadratic function over $\frac{1}{5}(x_1^2 + 2x_2^2)^2, \frac{1}{5}(2x_1^2 - x_2^2)^2$ and $x_3, x_4$ can reproduce $(x_1^4 + x_3)^2 + (x_1^4 + x_4)^2$. Therefore, the second layer not only needs to learn a function to fit $x_1^4 + x_2^4$, but also has to learn the “correct basis” $x_1^4, x_2^4$ for the next layer.

To achieve this goal, we let the learner network to use (quadratically-sized) over-parameterization with random initialization. Instead of having only two hidden neurons, we will let the network have $m_2 > 2$ hidden neurons. We then show a critical lemma that the neurons in the second layer of the network can learn a richer representation of the same function $x_1^4 + x_2^4$, given by:

$$\{((\alpha_i x_1^2 + \beta_i x_2^2)^2)_{i=1}^{m_2}\}$$
In each hidden neuron, the coefficients $\alpha, \beta$ behave like i.i.d. Gaussian random variables. Indeed, 
\[E[(\alpha x_i^2 + \beta x_i^2)^2] \approx x_i^4 + x_i^2,\]
and w.h.p. when $m_2 \geq 3$, we can show that a quadratic function of \{(\alpha x_i^2 + \beta x_i^2)^2\}_{i=1}^{m_2}$, $x_3, x_4$ can be used to fit $(x_i^4 + x_3^2) + (x_i^4 + x_4^2)$. The algorithm can proceed. Here we present a completely different view of such over-parameterization:

The role of this over-parameterization is not to make the training easier in the current layer, instead, it enforces the network to learn a richer set of features (to represent the same target function) that can be better used for the next layer.

**Improvement in lower layers after learning higher layers.** The second obstacle in this thought experiment is that the second layer might not learn the function $x_1^2 + x_2^4$ exactly. Indeed, it is possible to come up with a distribution where the best quadratic function of $x_1^2$ to fit $G^*(x)$ is $(x_1^2 + \alpha x_2^2)^2 + (x_2^2 + \alpha x_3^2)^2$. This is over-fitting, and the error $\alpha x_3, \alpha x_4$ cannot be corrected by over-parameterization, it can only be corrected via learning higher layers (i.e., backward feature correction).

Now, since the second layer feeds $(x_1^2 + \alpha x_2^2)^2, (x_2^2 + \alpha x_3^2)^2$ to the third layer, the third layer might start to learn $\alpha((x_1^2 + \alpha x_2^2)^2 + x_3^2) + \alpha((x_2^2 + \alpha x_3^2)^2 + x_4^2)$ to fit the remaining terms in $G^*(x)$.

A very neat observation is that $\alpha((x_1^2 + \alpha x_2^2)^2 + x_3^2) + \alpha((x_2^2 + \alpha x_3^2)^2 + x_4^2)$ is actually $\alpha^2$ close to $\alpha((x_1^2 + x_3^2)^2 + (x_2^2 + x_4^2)^2)$. Therefore, the first layer can now be correct to e.g. $(x_1^2 + \alpha x_2^2)^2 + (x_2^2 + \alpha x_3^2)^2$ due to the existence of the third layer to over-fitting to the higher order term reduced from $\alpha((x_1^2 + x_3^2)^2 + (x_2^2 + x_4^2)^2) \sim \alpha(\alpha((x_1^2 + x_3^2) + (x_2^2 + x_4^2)^2) - \alpha((x_2^2 + \alpha x_3^2)^2 + x_3^2) - \alpha((x_2^2 + \alpha x_4^2)^2 + x_4^2) \sim \alpha^2$. We call this “backward feature correction” (see Figure 1).

This process can keep going and the network can thus gradually improve the function in the second layer via the reduction of over-fitting from the third layer to eventually learn $G^*$ up to arbitrarily small error $\epsilon > 0$. We summarize the hierarchical learning process in Figure 2 when more than 2 layers are present, which is slightly more involved.

### 6.2 Details on Implementing the Intuition

Following this intuition, we would like to show that when the loss is $\epsilon^2$, then for each $\ell \in [L]$, the function $S_\ell$ learnt by the network at the $\ell$-th layer is correct up to error $\epsilon/\alpha_\ell$, thus, when we use the output of the $\ell$-th layer to learn the output $\alpha_{\ell+1} G_{\ell+1}$ on the $\ell+1$-th layer, in principle, we can learn it up to accuracy $\epsilon/\alpha_{\ell} \times \alpha_{\ell+1} < \epsilon$, thus, the function output of the higher level layers can be learnt up to a smaller error than $\epsilon$, which will in turn reduce the error in the lower layers.

There are several major obstacles for implementing the above intuition, as we summarized below.

**Function value v.s. coefficients.** To actually implement the approach, we first notice that $F_{\ell+1}$ is a polynomial of maximum degree $2^{\ell+1}$, however, it also has a lot of lower-degree monomials. Obviously, the monomials of degree less than $2^{\ell} + 1$ can also be learnt at layers $\ell$ through $F_\ell$, which means that it is impossible to show that $F_{\ell+1} \approx G_{\ell+1}^*$ simply from $F \approx G^*$. As an example, in principle, the learner network could instead learn $F_{\ell+1}(x) \approx G_{\ell+1}^*(x) - F'(x)$ for some error function $F'(x)$ of degree $2^{\ell}$, while satisfying $F_{\ell}(x) \approx G_{\ell}^*(x) + \frac{\alpha_{\ell+1}}{\alpha_\ell} F'(x)$.

Our critical lemma (see Lemma E.1) proves that this cannot happen when we train the network using SGD. We prove it by first focusing on all the monomials in $F_{\ell+1}$ of degree $2^{\ell} + 1, \ldots, 2^{\ell+1}$, which are not learnable at lower-level layers. One might hope to use this observation to show that it must be the case $\hat{F}_{\ell+1}(x) \approx \hat{G}_{\ell+1}^*(x)$, where the $\hat{F}_{\ell+1}$ contains all the monomials in $F_{\ell+1}$ of degree $2^{\ell} + 1, \ldots, 2^{\ell+1}$ and similarly for $\hat{G}_{\ell+1}^*$.

Unfortunately, this approach fails again. Even in the ideal case when we already have $F_{\ell+1} \approx G_{\ell+1}^* \pm \epsilon'$ where $\epsilon' = \epsilon/\alpha_\ell$, it still does not imply that $\hat{F}_{\ell+1} \approx \hat{G}_{\ell+1}^* \pm \epsilon'$. One counter example is the polynomial $\sum_{i\in[2]} \epsilon_i/x_i^d (x_i^2 - 1)$ where $x_i \sim \mathcal{N}(0,1)$. This polynomial is $\epsilon'$-close to zero, however,
its degree-2 terms \( \frac{\varepsilon'}{\sqrt{d}} x_i^2 \) when added up is actually \( \sqrt{d} \varepsilon' \), losing a dimension factor. In worst case, such difference could end up leading to a complexity of \( d^{O(2^\ell)} \) large for degree \( 2^L \) polynomials, leading to an unsatisfying bound.

To correct this, we count the monomial coefficients instead of the actual function value. The main observation is that the top-degree (i.e., degree-2^\ell+1) coefficients of the monomials in \( F_{\ell+1} \) is in fact \( \varepsilon' \) close to that of \( G_{\ell+1}^* \) in terms of \( \ell_2 \)-norm, without sacrificing a dimension factor (and only sacrificing a factor that depends on the degree). Taking the above example, the \( \ell_2 \) norm of the coefficients of \( \frac{\varepsilon'}{\sqrt{d}} x_i^2 \) is indeed \( \varepsilon' \), which does not grow with the dimension \( d \). The closeness in coefficient is used in \((E.7)\) in our proof of Lemma \( E.1 \).

**Symmetrization.** Following the aforementioned step, one would like to show that when the network learns a function \( F_{\ell+1} \) whose coefficients of the degree \( 2^\ell+1 \) monomials matches that of \( G_{\ell+1}^* \), it must imply that \( W_{\ell+1,\ell} \) is close to \( W_{\ell+1,\ell}^* \) in some measure. Indeed, all of the top-degree (i.e., degree \( 2^\ell+1 \)) monomials in \( F_{\ell+1} \) must come from \( \sigma(W_{\ell+1,\ell}^* \sigma(R_\ell \hat{S}_\ell)) \), where \( \hat{S}_\ell \) consists of all the top-degree (i.e., degree-\( 2^\ell-1 \)) monomials in \( S_\ell \). Now, using the assumption that \( S_\ell \) is \( \varepsilon' \) close to \( S_\ell^* \), we be able to show the coefficients of \( \hat{S}_\ell \) is \( \varepsilon' \)-close to that of \( S_\ell^* \) (in coefficients). Now, we arrive at the following question:

*If the coefficients of \( \hat{S}_\ell(x) \), in \( \ell_2 \)-norm, are \( \varepsilon' \)-close to that of \( S_\ell^*(x) \), and the coefficients of \( \sigma(W_{\ell+1,\ell}^* \sigma(R_\ell \hat{S}_\ell)) \), in \( \ell_2 \)-norm, are \( \varepsilon' \)-close to that of \( \sigma(W_{\ell+1,\ell}^* \sigma(S_\ell^*)) \), then, does it mean that \( W_{\ell+1,\ell}^* \) is \( \varepsilon' \)-close to \( W_{\ell+1,\ell}^* \) in some measure?*

The answer to this question is intricate, due to the huge amount of “symmetricity” in a high-degree polynomial. For example, when \( x \in \mathbb{R}^d \) and \( M, M' \in \mathbb{R}^{d^3 \times d^3} \), suppose \( (x \otimes x)\top M(x \otimes x) \) is \( \varepsilon' \)-close to \( (x \otimes x)\top M'(x \otimes x) \) in terms of coefficients when we view them as degree 4 polynomials, this does not imply that \( M \) is close to \( M' \) at all. Indeed, if we increase \( M_{(1,2),(3,4)} \) by \( 10^{10} \) and decrease \( M_{(1,3),(2,4)} \) by \( 10^{10} \), then \( (x \otimes x)\top M(x \otimes x) \) remains the same.

To solve this issue, we first consider a symmetric version of tensor product, the \( \ast \) product defined in Definition B.2, which makes sure that \( x \ast x \) only has \( \frac{(d+1)}{2} \) dimensions, each corresponding to \{\(i, j\}\)-th entry for \( i \leq j \). This makes sure that the \( M_{(1,2),(3,4)} \) is the same entry as \( M_{(2,1),(4,3)} \). However, this simple fix does not resolve all the “symmetricity” issues. Indeed, \( M_{(1,2),(3,4)} \) and \( M_{(1,3),(2,4)} \) are still difference entries of \( M \).

Therefore, for fundamental reasons, we cannot derive that \( W_{\ell+1,\ell} \) and \( W_{\ell+1,\ell}^* \) are \( \varepsilon' \)-close. However, they should still be close after somehow “twice symmetrizing” their entries. For this to hold, we introduce a “twice symmetrization” operator \( \text{Sym} \) on matrices defined in Definition B.3, and eventually derive that \( W_{\ell+1,\ell} \) and \( W_{\ell+1,\ell}^* \) are close under the following notation:

\[
\text{Sym} \left( (R_\ell \ast R_\ell) (W_{\ell+1,\ell})\top W_{\ell+1,\ell} (R_\ell \ast R_\ell)\top \right) \approx \text{Sym} \left( (I \ast I)\top (W_{\ell+1,\ell})\top W_{\ell+1,\ell}^* (I \ast I) \right) \pm \varepsilon'
\]  

\((6.1)\)

Although \( W_{\ell+1,\ell} \) and \( W_{\ell+1,\ell}^* \) themselves are not close, fortunately, we can still use this to non-trivially derive that \( \sigma(W_{\ell+1,\ell} \sigma(R_\ell S_\ell)) \) is close to \( \sigma(W_{\ell+1,\ell}^* \sigma(S_\ell^*)) \), since \( S_\ell \) is close to \( S_\ell^* \) as we have assumed.

Once we have that, we can move to the second-highest degree monomials of \( F_{\ell+1}(x) \). Without loss of generality, we assume it is of degree \( 2^\ell + 2^\ell - 2 \). (Note it cannot be \( 2^\ell + 2^\ell - 2 \) since we assumed skip links.) Such degree monomials must either come from \( \sigma(W_{\ell+1,\ell}^* \sigma(S_\ell^*)) \) — which we have just shown that it is close to \( \sigma(W_{\ell+1,\ell} \sigma(R_\ell S_\ell)) \) — come from the cross term

\[
(S_\ell^* \ast S_\ell^*) (W_{\ell+1,\ell}^*)\top W_{\ell+1,\ell-2}^* (S_{\ell-2}^* \ast S_{\ell-2}^*)
\]

Thus, we can proceed by showing that the coefficients of the above cross term is close to its
counterpart in $W_{\ell+1,\ell}^TW_{\ell+1,\ell-2}$.

Fortunately, this time the matrix $(W_{\ell+1,\ell}^*)^TW_{\ell+1,\ell-2}^*$ is not symmetric, and therefore we do not have the “twice symmetrization” issue as argued above. Therefore, we can directly conclude that the non-symmetrized closeness, or in symbols,

$$
(R_{\ell-2} \ast R_{\ell-2})(W_{\ell+1,\ell-2}^*)^TW_{\ell+1,\ell}(R_{\ell} \ast R_{\ell})^T \approx (I \ast I)^T(W_{\ell+1,\ell-2}^*)^TW_{\ell+1,\ell}(I \ast I)
$$

(6.2)

We can continue in this fashion for all the remaining degrees until degree $2^\ell + 1$.

**Moving from $W$ to $K$: Part I.** We have so far shown that $W_{\ell+1,j}$ and $W_{\ell+1,j}^*$ are close in some measure. We hope to use this to show that the function $S_{\ell+1}$ is close to $S_{\ell+1}^*$ and proceed the induction. However, if we use the matrix $W_{\ell+1}$ to define $S_{\ell+1}$ (instead of introducing the notation $K_{\ell+1}$), then $S_{\ell+1}$ might have a huge error compared to $S_{\ell+1}^*$.

Indeed, even if in the ideal case that $(W_{\ell+1,\ell}^*)^TW_{\ell+1,\ell} \approx (W_{\ell+1,\ell}^*)^TW_{\ell+1,\ell}^* + \epsilon'$, this only guarantees that $W_{\ell+1,\ell}^* \approx UW_{\ell+1,\ell}^* + \sqrt{\epsilon'}$ for some column orthonormal matrix $U$. This is because the inner dimension $m$ of $W_{\ell+1,\ell}$ is much larger than that the inner dimension $k_{\ell+1}$ of $W_{\ell+1,\ell}^*$. This $\sqrt{\epsilon'}$ error can lie in the orthogonal complement of $U$.

To fix this issue, we need to “reduce” the dimension of $W_{\ell+1,\ell}$ back to $k_{\ell+1}$, which also reduces the error. This is why we need to introduce the $K_{\ell+1,\ell}$ matrix of rank $k_{\ell+1}$, and add a regularizer to ensure that $K_{\ell+1,\ell}^TK_{\ell+1,\ell}$ approximates $(W_{\ell+1,\ell}^*)^TW_{\ell+1,\ell}^*$. (This can be reminiscent of knowledge distillation used in practice [31].) This “SVD” type of update further decreases the error back to $\epsilon'$, so now $K_{\ell+1,\ell}$ becomes $\epsilon'$ close to $W_{\ell+1,\ell}^*$ up to column orthonormal transformation. We use this to proceed and conclude the closeness of $S_{\ell+1}$. This is done in Section E.6.

**Moving from $W$ to $K$: Part II.** Now suppose the leading term (6.1) holds without the Sym operator (see Footnote 17 for how to get rid of it), and suppose the cross term (6.2) also holds. The former means “$(W_{\ell+1,\ell}^*)^TW_{\ell+1,\ell}^*$ is close to $(W_{\ell+1,\ell}^*)^TW_{\ell+1,\ell}^*$ (up to transformations)” and the latter means “$(W_{\ell+1,\ell-2}^*)^TW_{\ell+1,\ell-2} \approx (W_{\ell+1,\ell-2}^*)^TW_{\ell+1,\ell-2}^*$.” These two together, still does not imply that “$(W_{\ell+1,\ell-2}^*)^TW_{\ell+1,\ell-2} \approx (W_{\ell+1,\ell-2}^*)^TW_{\ell+1,\ell-2}^*$”, since the error of $W_{\ell+1,\ell-2}$ can also lie on the orthogonal complement of $W_{\ell+1,\ell}$. This error can in fact be arbitrary large when $W_{\ell+1,\ell}$ is not full rank.

This means, the learner network can still make a lot of error on the $\ell + 1$ layer, even when it already learns all degree $> 2^\ell$ monomials correctly. To resolve this, we again need to use the regularizer to ensure closeness between $W_{\ell+1,\ell-2}$ to $K_{\ell+1,\ell}$. It “reduces” the error because by enforcing $W_{\ell+1,\ell-2}$ being close to $K_{\ell+1,\ell}$, it must be of low rank — thus the “arbitrary large error” from the orthogonal complement cannot exist. Thus, it is important that we keep $W_{\ell}$ being close to the low rank counterpart $K_{\ell}$, and update them together gradually.

**Remark 6.1.** If we have “weight sharing”, meaning forcing $W_{\ell+1,\ell-2} = W_{\ell+1,\ell}$, then we immediately have $(W_{\ell+1,\ell-2}^*)^TW_{\ell+1,\ell-2} \approx (W_{\ell+1,\ell-2}^*)^TW_{\ell+1,\ell-2}^*$, so we do not need to rely on “$W_{\ell+1,\ell-2}$ is close to $K_{\ell+1,\ell}$” and this can make the proof much simpler.

**Empirical v.s. Population loss.** So far we only focus on the case when $F$ is close to $G^*$ in

---

16Recall that without RIP-type of strong assumptions, such over-parameterization $m$ is somewhat necessary for a neural network with quadratic activations to perform optimization without running into saddle points, and is also used in [4].

17In fact, things are still trickier than one would expect. To show “$K_{\ell+1,\ell}$ close to $W_{\ell+1,\ell}^*$,” one needs at first have “$W_{\ell+1,\ell}$ close to $W_{\ell+1,\ell}^*$”, but we do not have that due to the twice symmetrization issue from (6.1). Instead, our approach is to first (6.2) to derive that there exists some matrix $P$ satisfying “$PK_{\ell+1,\ell}$ is close to $PW_{\ell+1,\ell}^*$” and “$P^T K_{\ell+1,\ell}$ is close to $PW_{\ell+1,\ell}^*$.” Then, we plug this back to (6.1) to derive that $P$ must be close to $I$. This is precisely why we need a skip connection.
population case (i.e., under the true distribution $D$), since properties such as degree preserving Property 5.2 is only true for the population loss. Indeed, if we only have poly($d$) samples, the empirical distribution cannot be degree-preserving at all for any $2^L = \omega(1)$.

One would like to get around it by showing that, when $F$ is close to $G^\star$ only on the training data set $Z$, then the aforementioned closeness between $S_\ell$ and $S_\ell^\star$ still holds for the population case. This turns out to be a challenging task.

One naive idea would be to show that $\mathbb{E}_{x \sim Z} (F(x) - G^\star(x))^2$ is close to $\mathbb{E}_{x \sim D} (F(x) - G^\star(x))^2$ for any networks weights $W, K$. However, this cannot work at all. Since $F(x) - G^\star(x)$ is a degree $2^L$ polynomial, we know that for a fixed $F$, $\mathbb{E}_{x \sim Z} (F(x) - G^\star(x))^2 \approx \mathbb{E}_{x \sim D} (F(x) - G^\star(x))^2 \pm \varepsilon$

only holds with probability $e^{-\frac{(N\log(1/\varepsilon))^{1/2}}{2^L}}$, where $|Z| = N$. This implies, in order for it to hold for all possible $W, K$, we need at least $N = \Omega(d^{2L})$ many samples, which is too bad.

We took an alternative approach. We truncated the learner network from $F$ to $\tilde{F}$ using truncated quadratic activations (recall 2.2): if the intermediate value of some layers becomes larger than some parameter $B'$, then we truncate it to $\Theta(B')$. Using this operation, we can show that the function output of $\tilde{F}$ is always bounded by a small value. Using this, one could show that $\mathbb{E}_{x \sim Z} (\tilde{F}(x) - G^\star(x))^2 \approx \mathbb{E}_{x \sim D} (\tilde{F}(x) - G^\star(x))^2 \pm \varepsilon$.

But, why is $F(x)$ necessarily close to $\tilde{F}(x)$, especially on the training set $Z$? If some of the $x \in Z$ is too large, then $(\tilde{F}(x) - F(x))^2$ can be large as well. Fortunately, we show during the training process, the neural network actually has implicit self-regularization (as shown in Corollary E.3e): the intermediate values such as $\|S_\ell(x)\|^2$ stay away from $2B$ for most of the $x \sim D$. This ensures that $\mathbb{E}_{x \sim D} (F(x) - \tilde{F}(x))^2$ is small in the population loss.

This implicit regularization is elegantly maintained by SGD where the weight matrix does not move too much at each step, this is another place where we need gradual training instead of one-shot learning.

Using this property we can conclude that

$$\mathbb{E}_{x \sim Z} (\tilde{F}(x) - G^\star(x))^2 \text{ is small} \iff \mathbb{E}_{x \sim D} (\tilde{F}(x) - G^\star(x))^2 \text{ is small} \iff \mathbb{E}_{x \sim D} (F(x) - G^\star(x))^2 \text{ is small},$$

which allows us to interchangeably apply all the aforementioned arguments both on the empirical truncated loss and on the population loss.
Appendix: Complete Proofs

We provide clear roadmap of what is included in this appendix. Note that a full statement of our theorem and its high-level proof plan begin on the next page.

- **Section A**: In this section, we first state the general version of the main theorem, including agnostic case in Section A.4.

- **Section B**: In this section, we introduce notations including defining the symmetric tensor product $*$ and the twice symmetrization operator $\text{Sym}(M)$.

- **Section C**: In this section, we show useful properties of our loss function. To mention a few:
  1. In Section C.1 we show the truncated version $\tilde{S}_\ell$ is close to $S_\ell$ in the population loss.
  2. In Section C.3 we show $S_\ell$ is Lipschitz continuous in the population loss. We need this to show that when doing a gradient update step, the quantity $\mathbb{E}_{x \sim D} [\|S_\ell\|^2]$ does not move too much in population loss. This is important for the self-regularization property we discussed in Section 6 to hold.
  3. In Section C.4 we show the empirical truncated loss is Lipschitz w.r.t. $K$.
  4. In Section C.5 we show the empirical truncated loss satisfies higher-order Lipschitz smoothness w.r.t. $K$ and $W$. We need this to derive the time complexity of SGD.
  5. In Section C.6 we show empirical truncated loss is close to the population truncated loss. We need this together with Section C.1 to deriv the final generalization bound.

- **Section D**: In this section, we prove the critical result about the “coefficient preserving” property of $\hat{S}_\ell^*(x)$, as we discussed in Section 6. This is used to show that if the output of $F$ is close to $G^*$ in population, then the high degree coefficient must match, thus $W$ must be close to $W^*$ in some measure.

- **Section E**: In this section, we present our main technical lemma for hierarchical learning. It says as long as the (population) objective is as small as $\varepsilon^2$, then the following properties hold: loosely speaking, for every layer $\ell$,
  1. (hierarchical learning): $S_\ell(x)$ close to $S_\ell^*(x)$ by error $\sim \varepsilon/\alpha_\ell$, up to unitary transformation.
  2. (boundedness): each $\mathbb{E}[\|S_\ell(x)\|_2^2]$ is bounded. (This is needed in self-regularization.)

We emphasize that these properties are maintained gradually. In the sense that we need to start with a case where these properties are already approximately satisfied, and then we show that the network will self-regularize to improve these properties. It does not mean, for example in the “hierarchical learning” property above, any network with loss smaller than $\varepsilon^2$ satisfies this property; we need to conclude from the fact that this network is obtained via a (small step) gradient update from an earlier network that has this property with loss $\leq 2\varepsilon$.

- **Section F**: In this section, we use the main technical lemma to show that there is a descent direction of the training objective, as long as the objective value is not too small. Specifically, we show that there is a gradient update direction of $K$ and a second order Hessian update direction of $W$, which guarantees to decrease the objective. This means, in the non-convex optimization language, there is no second-order critical points, so one can apply SGD to sufficiently decrease the objective.
• **Section G**: We show how to extend our theorems to classification.

• **Section H**: This section contains our lower bounds.

## A Main Theorem and Proof Plan

Let us recall that $d$ is the input dimension and $x \in \mathbb{R}^d$ is the input. We use $L$ to denote the total number of layers in the network, and use $k_\ell$ to denote the width (number of neurons) of the hidden layer $\ell$. Throughout the appendix, we make the following conventions:

- $k = \max\{k_\ell\}$ and $\bar{k}_\ell = \max\{k_j : j \in J_\ell \land j \geq 2\}$.
- $B = \max\{B_\ell\}$ and $\bar{B}_\ell = \max\{B_j : j \in J_\ell \land j \geq 2\}$.

Our main theorem in its full generalization can be stated as follows.

**Theorem A.1.** For any desired accuracy $\varepsilon \in (0, 1)$, suppose the following gap assumption is satisfied

$$
\frac{\alpha_\ell}{\alpha_{\ell+1}} \geq (c_4(2^\ell) \log(dL/\varepsilon))^{c_4(2^\ell)} \cdot (\kappa \cdot c_1(2^\ell) \cdot c_3(2^\ell))^{2^{c_0(L - \ell)} \prod_{j=\ell}^L \bar{k}_\ell \bar{B}_\ell} \Omega(c_4(2^L))
$$

Then, there exist choices of parameters (i.e., regularizer weight, learning rate, over parameterization) so that using

$$
N \geq d^2 \cdot \log^{\Omega(1)} \frac{d}{\delta} + \frac{\log d}{\varepsilon^6} \cdot \text{poly}(B, k, \kappa) \cdot \left( c_4(2^L) \log \frac{BkLd}{\delta \varepsilon} \right)^{\Omega(c_4(2^L))}
$$

samples. With probability at least 0.99 over the randomness of $\{R_\ell\}_\ell$, with probability at least $1 - \delta$ over the randomness of $Z$, in at most time complexity

$$
T \leq \text{poly} \left( \kappa^L, \prod_{\ell} \bar{k}_\ell \bar{B}_\ell, (c_4(2^L))^{c_4(2^L)}, \log^{c_4(2^L)} \frac{1}{\delta}, \frac{d}{\varepsilon} \right)
$$

SGD converges to a point with

$$
\tilde{\text{Obj}}(Z; W, K) \leq \varepsilon^2 \quad \tilde{\text{Obj}}(D; W, K) \leq \varepsilon^2 \quad \text{Obj}(D; W, K) \leq \varepsilon^2
$$

**Corollary A.2.** In the typical setting when $c_3(q) \leq q^{O(q)}$, $c_1(q) \leq O(q^q)$, and $c_4(q) \leq O(q)$, Theorem A.1 simplifies to

$$
\frac{\alpha_\ell}{\alpha_{\ell+1}} \geq \left( \frac{\log d}{\varepsilon} \right)^{c_0(2^\ell)} \cdot (\kappa)^{2^{c_0(L - \ell)} \prod_{j=\ell}^L \bar{k}_\ell \bar{B}_\ell} \Omega(c_4(2^L))
$$

$$
N \geq d^2 \cdot \log^{\Omega(1)} \frac{d}{\delta} + \frac{\log d}{\varepsilon^6} \cdot \text{poly}(B, k, \kappa) \cdot \left( 2^L \log \frac{BkLd}{\delta \varepsilon} \right)^{\Omega(c_4(2^L))}
$$

$$
T \leq \text{poly} \left( \kappa^L, \prod_{\ell} \bar{k}_\ell \bar{B}_\ell, 2^{L+2L}, \log^{2L} \frac{1}{\delta}, \frac{d}{\varepsilon} \right)
$$

Finally, in the special case Theorem 3.1, we have additional assumed $\delta = 0.01$, $L = o(\log \log d)$, $\kappa \leq 2^{c_1(\ell)}$, $B_\ell \leq 2^{c_1} k_\ell$, and $k_\ell \leq d^{c_3(\ell)}$. This further simplifies the notations:
Corollary A.3. In the typical setting when \( c_3(q) \leq q^{O(q)} \), \( c_1(q) \leq O(q^4) \), and \( c_4(q) \leq O(q) \), and in the special case of Theorem 3.1, we have that Theorem A.1 simplifies to
\[
\frac{\alpha_{\ell+1}}{\alpha_{\ell}} \leq d^{-\frac{1}{c_3}}, \quad N \geq \text{poly}(d/\varepsilon), \quad \text{and} \quad T \leq \text{poly}(d/\varepsilon)
\]

A.1 Parameter Choices

Definition A.4. In our analysis, let us introduce a few more notations.

- With the following notation we can write \( \text{poly}(\kappa_\ell) \) instead of \( \text{poly}(\kappa_\ell, L, \kappa) \) whenever needed.
  \[
  \overline{\kappa}_\ell = (\kappa_\ell \cdot L \cdot \kappa)^4
  \]
- The next one is our final choice of the truncation parameter for \( \tilde{\sigma}_\ell(x) \) at each layer \( \ell \).
  \[
  B'_\ell \overset{\text{def}}{=} \text{poly}(\tau_\ell) \cdot \Omega(c_4(2^\ell) \log(dL/\varepsilon))^{c_4(2^\ell)} \quad \text{and} \quad \overline{B'}_\ell = \max\{B'_j : j \in J_\ell \land j \geq 2\}
  \]
- The following can simplify our notations.
  \[
  k = \max\{k_\ell\}, \quad B = \max\{B_\ell\}, \quad \overline{\kappa} = \max\{\overline{\kappa}_\ell\}, \quad \tau = \max\{\tau_\ell\}, \quad B' = \max\{B'_\ell\}
  \]
- The following is our final choice of the sample complexity
  \[
  \overline{N} \overset{\text{def}}{=} D_\ell \cdot (\overline{\kappa}_\ell, \overline{\tau}_\ell, L, \kappa, B) \cdot \text{poly}(\overline{\kappa}_\ell, L, \kappa)
  \]
- The following is our main “big polynomial factors” to carry around, and it satisfies
  \[
  \nu \overset{\text{def}}{=} \frac{\alpha_{\ell+1}}{\alpha_{\ell}} \leq \frac{1}{(\nu_{\ell+1}^{\nu_2}B_{\ell+1}^2
  \]
- Our thresholds
  \[
  \text{Thres}_{\ell, \Delta} = \left( \frac{\alpha_{\ell-1}}{(D_{\ell-1})^\nu \nu_{\ell-1}} \right)^2, \quad \text{Thres}_{\ell, \nu} = \frac{1}{4} \left( \frac{\alpha_{\ell}}{(D_{\ell})^\nu \nu_{\ell}} \right)^2
  \]
- The following is our choice of the regularizer weights\(^{18}\)
  \[
  \lambda_{6, \ell} = \frac{\varepsilon^2}{(\overline{\kappa}_\ell)^2}, \quad \lambda_{3, \ell} = \frac{\alpha_{\ell}^2}{D_\ell \cdot \nu_{\ell}}, \quad \lambda_{4, \ell} = \frac{\alpha_{\ell}^2}{(D_\ell)^4 \nu_{\ell}^2}, \quad \lambda_{5, \ell} = \frac{\alpha_{\ell}^2}{(D_\ell)^{13} \nu_{\ell}^3}
  \]
- The following is our amount of the over-parametrization
  \[
  m \geq \text{poly}(\overline{\kappa}, B')/\varepsilon^2
  \]
- The following is our final choice of the sample complexity
  \[
  N \geq d^2 \cdot \log^{O(1)}(d/\delta) + \frac{md \log d}{\varepsilon^4} \cdot \text{poly}(\tau) \left( 2^L c_4(2^L) \log \frac{\tau d \cdot \log \nu_{\ell}}{\delta \varepsilon} \right)^{c_4(2^L)+O(1)}
  \]

\(^{18}\)Let us make a comment on \( \lambda_{6, \ell} = \frac{\varepsilon^2}{(\kappa_\ell)^2} \). In Algorithm 1 we have in fact chosen \( \lambda_{6, \ell} = \frac{(\varepsilon_0)^4}{(\kappa_\ell)^2} \), where \( \varepsilon_0 \) is the current “target error”, that is guaranteed to be within a factor of 2 comparing to the true \( \varepsilon \) (that comes from \( \varepsilon^2 = \text{Obj}(Z; W, K) \)). To make the notations simpler, we have ignored this constant factor 2.
### A.2 Algorithm Description For Analysis Purpose

For analysis purpose, it would be nice to divide our Algorithm 1 into stages for \( \ell = 2, 3, \ldots, L \).

- **Stage \( \ell^\Delta \)** begins with \( \tilde{\text{Obj}}(Z; W, K) \leq \text{Thres}_{\ell, \Delta} = \left( \frac{\alpha_{\ell-1}}{(D_{\ell-1})^2 \Gamma_{\ell-1}} \right)^2 \).
  
  Our algorithm satisfies \( \eta_j = 0 \) for \( j > \ell \) and \( \lambda_{3,j} = \lambda_{4,j} = \lambda_{5,j} = 0 \) for \( j \geq \ell \). In other words, only the matrices \( W_2, \ldots, W_{\ell}, K_2, \ldots, K_{\ell-1} \) are training parameters and the rest of the matrices stay at zeros. Our analysis will ensure that applying (noisy) SGD one can decrease this objective to \( \frac{1}{4} \left( \frac{\alpha_{\ell}}{(D_{\ell})^2 \Gamma_{\ell}} \right)^2 \), and when this point is reached we move to stage \( \ell^\circ \).

- **\( \ell^\circ \)** begins with \( \tilde{\text{Obj}}(Z; W, K) \leq 4 \text{Thres}_{\ell, \circ} = \frac{1}{4} \left( \frac{\alpha_{\ell}}{(D_{\ell})^2 \Gamma_{\ell}} \right)^2 \).
  
  In this stage, our analysis will guarantee that \( W_{\ell, \ell-1}^\top W_{\ell, \ell} \) is extremely close to a rank \( k_\ell \) matrix, so we can apply k-SVD decomposition to get some warm-up choice of \( K_\ell \) satisfying \( \| K_{\ell, \ell-1}^\top K_{\ell, \ell} - W_{\ell, \ell-1}^\top W_{\ell, \ell} \|_F \) being sufficiently small. Then, we set \( \lambda_{3,\ell}, \lambda_{4,\ell}, \lambda_{5,\ell} \) from Definition A.4, and our analysis will ensure that the objective increases to at most \( \left( \frac{\alpha_{\ell}}{(D_{\ell})^2 \Gamma_{\ell}} \right)^2 \). We move to stage \( \ell^\triangledown \).

- **\( \ell^\triangledown \)** begins with \( \tilde{\text{Obj}}(Z; W, K) \leq 4 \text{Thres}_{\ell, \triangledown} = \left( \frac{\alpha_{\ell}}{(D_{\ell})^2 \Gamma_{\ell}} \right)^2 \).
  
  Our algorithm satisfies \( \eta_j = 0 \) for \( j > \ell \) and \( \lambda_{3,j} = \lambda_{4,j} = \lambda_{5,j} = 0 \) for \( j > \ell \). In other words, only the matrices \( W_2, \ldots, W_{\ell}, K_2, \ldots, K_{\ell} \) are training parameters and the rest of the matrices stay at zeros. Our analysis will ensure that applying (noisy) SGD one can decrease this objective to \( \left( \frac{\alpha_{\ell}}{(D_{\ell})^2 \Gamma_{\ell}} \right)^2 \), so we can move to stage \( (\ell + 1)^\Delta \).

### A.3 Proof of Theorem A.1

We begin by noting that our truncated empirical objective \( \tilde{\text{Obj}}(Z; W, K) \) is in fact \( \text{lip} \)-bounded, \( \text{lip} \)-Lipschitz continuous, \( \text{lip} \)-Lipschitz smooth, and \( \text{lip} \)-second-order smooth for some parameter \( \text{lip} = (\bar{\kappa}, B')^{O(L)} \cdot \text{poly} \left( B, (c_1(2^L))^2, \log c_2(2^L) \right) \) that is sufficiently small (see Claim C.5). This parameter \( \text{lip} \) will eventually go into our running time, but not anywhere else.

Throughout this proof, we assume as if \( \lambda_{6,\ell} \) is always set to be \( \frac{\varepsilon^2}{(\alpha_{\ell})^2} \) for convenience, where \( \varepsilon^2 = \tilde{\text{Obj}}(Z; W, K) \) is the current objective value. (We can assume so because Algorithm 1 will iteratively shrink the target error \( \varepsilon_0 \) by a factor of 2.)

**Stage \( \ell^\Delta \).** Suppose we begin this stage with the promise that (guaranteed by the previous stage)

\[
\varepsilon^2 = \tilde{\text{Obj}}(Z; W, K) \leq \left( \frac{\alpha_{\ell-1}}{(D_{\ell-1})^9 \Gamma_{\ell-1}} \right)^2 \quad \text{and} \quad \left\{ \mathbb{E}_{x \sim D}[\| S_j(x) \|_2^2] \leq \tau_j \right\}_{j < \ell} \tag{A.1}
\]

and Algorithm 1 will ensure that \( W_\ell = 0 \) is now added to the trainable parameters.

Our main difficulty is to prove (see Theorem F.10) that whenever (A.1) holds, for every small \( \eta_1 > 0 \), there must exist some update direction \( (W^{\text{new}}, K^{\text{new}}) \) satisfying

- \( \| K^{\text{new}} - K \|_F \leq \eta_1 \cdot \text{poly}(\bar{\kappa}), \)
- \( \mathbb{E}_D \| W^{\text{new}} - W \|_2^2 \leq \eta_1 \cdot \text{poly}(\bar{\kappa}), \)
- \( \mathbb{E}_D \left[ \tilde{\text{Obj}}(Z; W^{\text{new}}, K^{\text{new}}) \right] \leq \tilde{\text{Obj}}(Z; W, K) - \eta_1 (0.7\varepsilon^2 - 2\alpha_{\ell+1}^2). \)
Therefore, as long as \( \varepsilon^2 > 4\alpha_{i+1}^2 \), by classical theory from optimization (see Fact I.11 for completeness), we know that
\[
either \| \nabla \text{Obj}(Z; W, K) \|_F > \frac{\varepsilon^2}{\text{poly}(\kappa)} or \lambda_{\min} \left( \nabla^2 \text{Obj}(Z; W, K) \right) \leq -\frac{\varepsilon^2}{\text{poly}(\kappa)}. \quad (A.2)
\]
This means, the current point cannot be an (even approximate) second-order critical point. Invoking known results on stochastic non-conex optimization [21], we know starting from this point, (noisy) SGD can decrease the objective. Note the objective will continue to decrease at least until \( \varepsilon^2 \leq 8\alpha_{i+1}^2 \), but we do not need to wait until the objective is this small, and whenever \( \varepsilon \) hits \( \frac{1}{2} (D_i)^2 \), we can go into stage \( \ell^0 \).

\textbf{Remark A.5.} In order to apply SGD to decrease the objective, we need to maintain that the boundedness \( \mathbb{E}_{x \sim D}[\|S_j(x)\|_2^2] \leq \tau_j \) in (A.1) always holds. This is ensured because of self-regularization: we proved that (1) whenever (A.1) holds it must satisfy a tighter bound \( \mathbb{E}_{x \sim D}[\|S_j(x)\|_2^2] \leq 2B_j \ll \tau_j \), and (2) the quantity \( \mathbb{E}_{x \sim D}[\|S_j(x)\|_2^2] \) satisfies a Lipschitz continuity statement (see Claim C.3). Specifically, if we choose by \( \eta \) in step length, then \( \mathbb{E}_{x \sim D}[\|S_j(x)\|_2^2] \) is affected by at most \( \eta \cdot \left( \prod_{j=1}^p \text{poly}(\tau_j, c_3(2^j)) \right) \). If we choose the step length of SGD to be smaller than this amount, then the quantity \( \mathbb{E}_{x \sim D}[\|S_j(x)\|_2^2] \) self-regularizes. (This Lipschitz continuity factor also goes into the running time.)

\textbf{Stage} \( \ell^0 \). Using \( \varepsilon^2 \leq \frac{1}{3} \left( \frac{\alpha_{\ell}}{(D_{\ell})^4 \sqrt{\Upsilon_{\ell}}} \right)^2 \), we shall have a theorem to derive that for some matrix \( M \) with rank \( k_\ell \) and singular values between \( \left[ \frac{1}{\text{poly}(k, L)} \right. \), \text{poly}(k, L) \]. Therefore, applying k-SVD decomposition on \( W_{\ell \ell-1}W_{\ell \ell} - M \), one can derive a warm-up solution of \( K_\ell \) satisfying
\[
\| K_{\ell, \ell-1} K_{\ell, \ell} - W_{\ell, \ell-1}W_{\ell, \ell} \|_F^2 \leq \frac{\text{poly}(\kappa_\ell)}{(D_{\ell})^4 \Upsilon_{\ell}}.
\]
Note that, without loss of generality, we can assume \( \| K_\ell \|_F \leq \text{poly}(k, L) \leq \kappa_\ell / 100 \) and
\[
\| K_{\ell, \ell-1} K_{\ell, \ell-1} - W_{\ell, \ell-1}W_{\ell, \ell-1} \|_F^2 \leq \text{poly}(\kappa_\ell) \quad \text{and} \quad \| K_{\ell, \ell} K_{\ell} - W_{\ell, \ell}W_{\ell, \ell} \|_F^2 \leq \text{poly}(\kappa_\ell)
\]
(This can be done by left/right multiplying the SVD solution as the solution is not unique.)

Since we have chosen regularizer weights (see Definition A.4)
\[
\lambda_{6, \ell} = \frac{\varepsilon^2}{(\kappa_\ell)^2}, \quad \lambda_{3, \ell} = \frac{\alpha_{\ell}^2}{D_{\ell} \cdot \Upsilon_{\ell}}, \quad \lambda_{4, \ell} = \frac{\alpha_{\ell}^2}{(D_{\ell})^2 \Upsilon_{\ell}^2}, \quad \lambda_{5, \ell} = \frac{\alpha_{\ell}^2}{(D_{\ell})^3 \Upsilon_{\ell}^3}
\]
with the introduction of new trainable variables \( K_\ell \), our objective has increased by at most
\[
\lambda_{6, \ell} \left( \frac{\kappa_\ell}{100} \right)^2 + \lambda_{3, \ell} \cdot \frac{\text{poly}(\kappa_\ell)}{(D_{\ell})^4 \Upsilon_{\ell}} + \lambda_{4, \ell} \cdot \text{poly}(\kappa_\ell) + \lambda_{5, \ell} \cdot \text{poly}(\kappa_\ell) \leq \frac{\varepsilon^2}{100} + \frac{\alpha_{\ell}^2}{(D_{\ell})^4 \Upsilon_{\ell}^3} + \frac{\alpha_{\ell}^2}{D_{\ell}^6 \Upsilon_{\ell}^3} + \frac{\alpha_{\ell}^2}{D_{\ell}^3 \Upsilon_{\ell}^3} \leq \frac{1}{4} \left( \frac{\alpha_{\ell}}{(D_{\ell})^4 \Upsilon_{\ell}^3} \right)^2.
\]

\textbf{19} In the language of later sections, Corollary E.4a implies
\[
\| Q_{\ell-1} W_{\ell, \ell-1} W_{\ell \ell} Q_{\ell-1} - W_{\ell, \ell-1} W_{\ell, \ell} \|_F^2 \leq \frac{1}{(D_{\ell})^4 \Upsilon_{\ell}^3}.
\]
Since \( W_{\ell, \ell-1} W_{\ell \ell} \) is of rank \( k_\ell \), this means \( Q_{\ell-1} W_{\ell, \ell-1} W_{\ell \ell} Q_{\ell-1} \) is close to rank \( k_\ell \). Since our notation \( W_{\ell, j} Q_{j} \) is only an abbreviation of \( W_{\ell, j} (R_{j}U_{j} \star R_{j}U_{j}) \) for some well conditioned matrix \( (R_{j}U_{j} \star R_{j}U_{j}) \), this also implies \( W_{\ell, \ell-1} W_{\ell \ell} \) is close to being rank \( k_\ell \).
This means we can move to stage $\ell^v$.

**Stage $\ell^v$.** We begin this stage with the promise

$$\epsilon^2 = \text{Obj}(\mathcal{Z}; \mathbf{W}, \mathbf{K}) \leq \left( \frac{\alpha_\ell}{(D \ell)^3} \sqrt{\Upsilon_\ell} \right)^2 \quad \text{and} \quad \left\{ \mathbb{E}_{x \sim \mathcal{D}}[\|S_j(x)\|^2] \leq \tau_j \right\}_{j < \ell}$$  \hspace{1cm} (A.3)

and our trainable parameters are $\mathbf{W}_1, \ldots, \mathbf{W}_\ell, \mathbf{K}_1, \ldots, \mathbf{K}_\ell$. This time, we have another Theorem F.11 to guarantee that as long as (A.3) is satisfied, then (A.2) still holds (namely, it is not an approximate second-order critical point). Therefore, one can still apply standard (noisy) SGD to sufficiently decrease the objective at least until $\epsilon^2 \leq 8 \alpha_{\ell+1}^2$ (or until arbitrarily small $\epsilon^2 > 0$ if $\ell = L$). This is much smaller than the requirement of stage $(\ell + 1)^b$.

For similar reason as Remark A.5, we have self-regularization so $\mathbb{E}_{x \sim \mathcal{D}}[\|S_j(x)\|^2] \leq \tau_j$ (for $j < \ell$) holds throughout the optimization process. In addition, this time Theorem F.11 also implies that whenever we exit this stage, namely when $\epsilon \leq \frac{\alpha_\ell}{(D \ell)^3} \sqrt{\Upsilon_\ell}$ is satisfied, then $\mathbb{E}_{x \sim \mathcal{D}}[\|S_\ell(x)\|^2] \leq 2B_\ell$.

**End of Algorithm.** Note in the last $L^v$ stage, we can decrease the objective until arbitrarily small $\epsilon^2 > 0$ and thus we have $\text{Obj}(\mathcal{Z}; \mathbf{W}, \mathbf{K}) \leq \epsilon^2$. Applying Proposition C.7 (relating empirical and population losses) and Claim C.1 (relating truncated and quadratic losses), we have

$$\text{Obj}(\mathcal{D}; \mathbf{W}, \mathbf{K}) \leq 2\epsilon^2 \quad \text{and} \quad \text{Obj}(\mathcal{D}; \mathbf{W}, \mathbf{K}) \leq 3\epsilon^2 .$$

**Time Complexity.** As for the time complexity, since our objective satisfies $\text{lip}$-Lipschitz property until second-order smoothness, the time complexity of SGD depends only on $\text{poly}(\text{lip}, \frac{1}{\epsilon}, d)$ (see [21]).

**Quadratic Activation.** We used the truncated quadratic activation $\tilde{s}_j(x)$ only for the purpose to make sure the training objective is sufficiently smooth. Our analysis will ensure that, in fact, when substituting $\tilde{s}_j(x)$ back with the vanilla quadratic activation, the objective is also small (see (F.8) and (F.9)).

### A.4 Our Theorem on Agnostic Learning

For notational simplicity, throughout this paper we have assumed that the exact true label $G^*(x)$ is given for every training input $x \sim \mathcal{Z}$. This is called **realizable learning**.

In fact, our proof trivially generalizes to the **agnostic learning** case at the expense of introducing extra notations. Suppose that $Y(x) \in \mathbb{R}$ is a label function (not necessarily a polynomial) and is $\text{OPT}$ close to some target network, or in symbols,

$$\mathbb{E}_{x \sim \mathcal{D}}[(G^*(x) - Y(x))^2] \leq \text{OPT} .$$

Suppose the algorithm is given training set $\{(x, Y(x)): x \in \mathcal{Z}\}$, so the loss function now becomes

$$\text{Loss}(x; \mathbf{W}, \mathbf{K}) = (F(x; \mathbf{W}, \mathbf{K}) - Y(x))^2$$

Suppose in addition that $|Y(x)| \leq B$ almost surely. Then,\(^{20}\)

**Theorem A.6.** For every constant $\gamma > 1$, for any desired accuracy $\epsilon \in (\sqrt{\text{OPT}}, 1)$, in the same setting as Theorem A.1, Algorithm 1 can find a point with

$$\text{Obj}(\mathcal{Z}; \mathbf{W}, \mathbf{K}) \leq (1 + \frac{1}{\gamma})\text{OPT} + \epsilon^2 \quad \text{Obj}(\mathcal{D}; \mathbf{W}, \mathbf{K}) \leq (1 + \frac{1}{\gamma})\text{OPT} + \epsilon^2 \quad \text{Obj}(\mathcal{D}; \mathbf{W}, \mathbf{K}) \leq (1 + \frac{1}{\gamma})\text{OPT} + \epsilon^2$$

\(^{20}\)The proof is nearly identical. The main difference is to replace the use of $\text{OPT}_{\leq \ell} \leq 2\alpha_{\ell+1}^2$ with $\text{OPT}_{\leq \ell} \leq O(\alpha_{\ell+1}^2) + (1 + \frac{1}{\gamma})\text{OPT}$ (when invoking Lemma F.8) in the final proofs of Theorem F.10 and Theorem F.11.
B Notations and Preliminaries

We denote by $\|w\|_2$ and $\|w\|_\infty$ the Euclidean and infinity norms of vectors $w$, and $\|w\|_0$ the number of non-zeros of $w$. We also abbreviate $\|w\| = \|w\|_2$ when it is clear from the context. We use $\|\mathbf{W}\|_F$, $\|\mathbf{W}\|_2$ to denote the Frobenius and spectral norm of matrix $\mathbf{W}$. We use $\mathbf{A} \succeq \mathbf{B}$ to denote that the difference between two symmetric matrices $\mathbf{A} - \mathbf{B}$ is positive semi-definite. We use $\sigma_{\min}(\mathbf{A}), \sigma_{\max}(\mathbf{A})$ to denote the minimum and maximum singular values of a rectangular matrix, and $\lambda_{\min}(\mathbf{A}), \lambda_{\max}(\mathbf{A})$ for the minimum and maximum eigenvalues.

We use $\mathcal{N}(\mu, \sigma)$ to denote Gaussian distribution with mean $\mu$ and variance $\sigma$; or $\mathcal{N}(\mu, \Sigma)$ to denote Gaussian vector with mean $\mu$ and covariance $\Sigma$. We use $\mathds{1}_{\text{event}}$ or $\mathds{1}[\text{event}]$ to denote the indicator function of whether event is true.

We denote $\text{Sum}(x) = \sum_i x_i$ as the sum of the coordinate of this vector.

We use $\sigma(x) = x^2$ as the quadratic activation function.

**Definition B.1.** Given any degree-$q$ homogenous polynomial $f(x) = \sum_{I \in \mathbb{N}^n: \|I\|_1 = q} a_I \prod_{j \in [n]} x_j^{I_j}$, recall we have defined

$$C_x(f) \overset{\text{def}}{=} \sum_{I \in \mathbb{N}^n: \|I\|_1 = q} a_I^2$$

When it is clear from the context, we also denote $C(f) = C_x(f)$.

B.1 Symmetric Tensor

When it is clear from the context, in this paper sets can be multisets. This allows us to write $\{i, i\}$. We also support notation $\forall \{i, j\} \in \binom{[n]}{2}$ to denote all possible (unordered) sub multi-sets of $[n]$ with cardinality 2.

**Definition B.2** (symmetric tensor). The symmetric tensor $\ast$ for two vectors $x, y \in \mathbb{R}^n$ is given as:

$$\langle x \ast y \rangle_{\{i, j\}} = a_{i,j} x_i y_j, \quad \forall 1 \leq i \leq j \leq p$$

for $a_{i,i} = 1$ and $a_{i,j} = \sqrt{2}$ for $j \neq i$. Note $x \ast y \in \mathbb{R}\binom{[n]}{2}$. The symmetric tensor $\ast$ for two matrices $\mathbf{X}, \mathbf{Y} \in \mathbb{R}^{m \times n}$ is given as:

$$[\mathbf{X} \ast \mathbf{Y}][p, \{i, j\}] = a_{i,j} \mathbf{X}_{p,i} \mathbf{X}_{p,j}, \quad \forall p \in [m], 1 \leq i \leq j \leq p$$

and it satisfies $\mathbf{X} \ast \mathbf{Y} \in \mathbb{R}^{m \times \binom{n+1}{2}}$.

It is a simple exercise to verify that $\langle x, y \rangle^2 = \langle x \ast x, y \ast y \rangle$.

**Definition B.3** (Sym). For any $\mathbf{M} \in \mathbb{R}\binom{[n]}{2} \times \binom{[n]}{2}$, define $\text{Sym}(\mathbf{M}) \in \mathbb{R}\binom{[n]}{2} \times \binom{[n]}{2}$ to be the “twice-symmetric” version of $\mathbf{M}$. For every $1 \leq i \leq j \leq n$ and $1 \leq k \leq l \leq n$, define\footnote{For instance, when $i, j, k, l \in [n]$ are distinct, this means}

$$\text{Sym}(\mathbf{M})_{\{i, j\}, \{k, l\}} \overset{\text{def}}{=} \frac{\sum_{\{p, q\}, \{r, s\} \in \binom{[n]}{2} \times \binom{[n]}{2}: \{p, q, r, s\} = \{i, j, k, l\}}{a_{i,j} a_{k,l} \cdot \left| \{\{p, q\}, \{r, s\} \in \binom{[n]}{2} : \{p, q, r, s\} = \{i, j, k, l\} \right|}$$

Fact B.4. $\text{Sym}(\mathbf{M})$ satisfies the following three properties.

$$\text{Sym}(\mathbf{M})_{\{i, j\}, \{k, l\}} = \frac{\mathbf{M}_{\{i, j\}, \{k, l\}} + \mathbf{M}_{\{i, k\}, \{j, l\}} + \mathbf{M}_{\{i, l\}, \{j, k\}} + \mathbf{M}_{\{j, k\}, \{i, l\}} + \mathbf{M}_{\{j, l\}, \{i, k\}} + \mathbf{M}_{\{k, l\}, \{i, j\}}}{6}.$$
\begin{itemize}
\item \((z \ast z)^T \text{Sym}(M)(z \ast z) = (z \ast z)^T M(z \ast z)\) for every \(z \in \mathbb{R}^n\);
\item If \(M\) is symmetric and satisfies \(M_{i,j},\{k,\ell\} = 0\) whenever \(i \neq j\) or \(k \neq \ell\), then \(\text{Sym}(M) = M\).
\item \(O(1)\|M\|_F^2 \geq C_z((z \ast z)^T M(z \ast z)) \geq \|\text{Sym}(M)\|_F^2\)
\end{itemize}

It is not hard to derive the following important property (proof see Appendix I.3)

**Lemma B.5.** If \(U \in \mathbb{R}^{p \times p}\) is unitary and \(R \in \mathbb{R}^{s \times p}\) for \(s \geq \binom{p + 1}{2}\), then there exists some unitary matrix \(Q \in \mathbb{R}^{(p + 1) \times (p + 1)}\) so that \(RU \ast RU = (R \ast R) Q\).

### B.2 Network Initialization and Network Tensor Notions

We show the following lemma on random initialization (proved in Appendix I.2).

**Lemma B.6.** Let \(R_\ell \in \mathbb{R}^{k_\ell \times k_\ell}\) be a random matrix such that each entry is i.i.d. from \(\mathcal{N}(0, 1/k_\ell^2)\), then with probability at least \(1 - p\), \(R_\ell \ast R_\ell\) has singular values between \([\frac{1}{O(k_\ell^p)}, O(1 + \frac{1}{k_\ell^2} \log \frac{k_\ell}{p})]\), and \(\|R_\ell\|_2 \leq O(1 + \frac{\sqrt{\log(1/p)}}{k_\ell})\).

As a result, with probability at least 0.99, it satisfies for all \(\ell = 2, 3, \ldots, L\), the square matrices \(R_\ell \ast R_\ell\) have singular values between \([\frac{1}{O(k_\ell^L)}, O(1 + \frac{\log(Lk_\ell)}{k_\ell})]\) and \(\|R_\ell\|_2 \leq O(1 + \frac{\sqrt{\log L}}{k_\ell})\).

Throughout the analysis, it is more convenient to work on the matrix symmetric tensors. For every \(\ell = 2, 3, 4, \ldots, L\) and every \(j \in \mathcal{J}_\ell \setminus \{0, 1\}\), we define

\[
\begin{align*}
W_{\ell,j}^* &\defeq W_{\ell,j}^* (I \ast I) = W_{\ell,j}^* W_{\ell,j}^* \in \mathbb{R}^{k_\ell \times (k_\ell + 1)} \\
\tilde{W}_{\ell,j} &\defeq \tilde{W}_{\ell,j} (R_j \ast R_j) = \tilde{W}_{\ell,j} R_j \ast \tilde{W}_{\ell,j} R_j \\
\tilde{K}_{\ell,j} &\defeq \tilde{K}_{\ell,j} (R_j \ast R_j) = \tilde{K}_{\ell,j} R_j \ast \tilde{K}_{\ell,j} R_j
\end{align*}
\]

so that

\[
\forall z \in \mathbb{R}^{k_j}: \quad W_{\ell,j}^* (z \ast z) = W_{\ell,j}^* \sigma(z)
\]

\[
\tilde{W}_{\ell,j} (z \ast z) = \tilde{W}_{\ell,j} \sigma(R_j z)
\]

\[
\tilde{K}_{\ell,j} (z \ast z) = \tilde{K}_{\ell,j} \sigma(R_j z)
\]

For convenience, whenever \(j \in \mathcal{J}_\ell \cap \{0, 1\}\), we also write

\[
\begin{align*}
W_{\ell,j}^* &= W_{\ell,j}^* \quad \tilde{W}_{\ell,j} = \tilde{W}_{\ell,j} \quad \tilde{K}_{\ell,j} = \tilde{K}_{\ell,j}
\end{align*}
\]

We define

\[
\begin{align*}
\bar{W}_{\ell,j} &= (W_{\ell,j}^*)_{j \in \mathcal{J}_\ell} \in \mathbb{R}^{k_\ell \times \ast}, \\
\bar{W}_\ell &= (W_{\ell,j})_{j \in \mathcal{J}_\ell} \in \mathbb{R}^{m \times \ast}, \\
\bar{K}_\ell &= (K_{\ell,j})_{j \in \mathcal{J}_\ell} \in \mathbb{R}^{k_\ell \times \ast}
\end{align*}
\]

\[
\begin{align*}
\bar{W}_{\ell-1,j} &= (W_{\ell,j})_{j \in \mathcal{J}_\ell, j \neq \ell - 1}, \\
\bar{W}_{\ell-1} &= (W_{\ell,j})_{j \in \mathcal{J}_\ell, j \neq \ell - 1}, \\
\bar{K}_{\ell-1} &= (K_{\ell,j})_{j \in \mathcal{J}_\ell, j \neq \ell - 1}
\end{align*}
\]

**Fact B.7.** Singular values of \(W_{\ell,j}^*\) are in \([1/\kappa, \kappa]\). Singular values of \(\bar{W}_\ell^*\) are in \([1/\kappa, \ell \kappa]\).

## C Useful Properties of Our Objective Function

### C.1 Closeness: Population Quadratic vs. Population Truncated Loss

**Claim C.1.** Suppose for every \(\ell \in [L]\), \(\|K_{\ell}\|_2, \|W_{\ell}\|_2 \leq \bar{\kappa}_\ell\) for some \(\bar{\kappa}_\ell \geq k_\ell + L + \kappa\) and 
\(\mathbb{E}_{x \sim \mathcal{D}}[\|S_{\ell}(x)\|^2] \leq \tau_{\ell}\) for some \(\tau_{\ell} \geq \bar{\kappa}_\ell\). Then, for every \(\varepsilon \in (0, 1]\), when choosing

\[
\text{truncation parameter:} \quad B'_{\ell} \geq \tau_{\ell}^2 \cdot \text{poly}(\bar{\kappa}_\ell) \cdot \Omega(2^\ell c_4(2^\ell) \log(dL/\varepsilon))c_2(2^\ell),
\]
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we have for every integer constant \( p \leq 10, \)
\[
\mathbb{E}_{x \sim \mathcal{D}} \left[ \left( \tilde{F}(x) - F(x) \right)^p \right] \leq \varepsilon \quad \text{and} \quad \mathbb{E}_{x \sim \mathcal{D}} \left[ \left( \| \tilde{S}(x) - S(x) \|_2 \right)^p \right] \leq \varepsilon
\]

**Proof of Claim C.1.** We first focus on \( \tilde{S}(x) - S(x) \). We first note that for every \( S \), \( \tilde{S}(x) \), there is a crude (but absolute) upper bound:
\[
\| S(x) \|_2, \| \tilde{S}(x) \|_2 \leq (\bar{r} \cdot k \cdot \ell)^{O(2^\ell)} \| x \|_2^{2 \ell} =: C_1 \| x \|_2^{2 \ell}.
\]
By the isotropic property of \( x \) (see (5.1)) and the hyper-contractivity (see (5.3)), we know that for \( R_1 \) as large as \( R_1 = (d \log(C_1/\varepsilon))^{O(2^\ell)} \), it holds that
\[
\mathbb{E}_{x \sim \mathcal{D}} \left[ \mathbbm{1} \|x\|_2^{2\ell} \geq R_1 \| x \|_2 \right] \leq \frac{\varepsilon}{2C_1^p}
\]
This implies
\[
\mathbb{E}_{x \sim \mathcal{D}} \left[ \left( \| \tilde{S}(x) - S(x) \|_2 \right)^p \mathbbm{1} \|x\|_2^{2\ell} \geq R_1 \right] \leq \frac{\varepsilon}{2} \tag{C.1}
\]
Next, we consider the remaining part, since \( \mathbb{E}_{x \sim \mathcal{D}} \| S(x) \|_2^2 \leq \tau_\ell \), we know that when \( B'_\ell \geq \tau_\ell \), \( \Omega(c_4(2^\ell)) \cdot 2^{c_4(2^\ell)} \log(c_4(2^\ell))(C_1^p R_1 L/\varepsilon) \), by the hyper-contractivity Property 5.3, we have for every fixed \( \ell \),
\[
\Pr[\| R_\ell S(x) \|_2 \geq B'_\ell] \leq \frac{\varepsilon}{2(2C_1^p R_1)^p L}
\]
Therefore, with probability at least \( 1 - \frac{\varepsilon}{2(2C_1^p R_1)^p L} \), at every layer \( \ell \), the value plugged into \( \tilde{\sigma} \) and \( \sigma \) are the same. As a result,
\[
\mathbb{E}_{x \sim \mathcal{D}} \left[ \left( \| \tilde{S}(x) - S(x) \|_2 \right)^p \mathbbm{1} \|x\|_2^{2\ell} \leq R_1 \right] \leq (2C_1^p R_1)^p \Pr[\exists \ell' \leq \ell, \| R_{\ell'} S(x) \|_2 \geq B'_\ell] \leq \frac{\varepsilon}{2} \tag{C.2}
\]
Putting together (C.1) and (C.2) we complete the proof that
\[
\mathbb{E}_{x \sim \mathcal{D}} \left[ \left( \| \tilde{S}(x) - S(x) \|_2 \right)^p \right] \leq \varepsilon
\]
An identical proof also shows that
\[
\mathbb{E}_{x \sim \mathcal{D}} \left[ \left( \| \text{Sum}(\tilde{F}(x)) - \text{Sum}(F(x)) \|_2 \right)^p \right] \leq \varepsilon
\]
Thus, scaling down by a factor of \( L_p \) we can derive the bound on \( \mathbb{E}_{x \sim \mathcal{D}} \left[ (\tilde{F}(x) - F(x))^p \right] \).

**C.2 Covariance: Empirical vs. Population**

Recall that our isotropic Property 5.1 says for every \( w \in \mathbb{R}^d \),
\[
\mathbb{E}_{x \sim \mathcal{D}} [(w, x)^2] \leq O(1) \cdot \| w \|^2 \quad \text{and} \quad \mathbb{E}_{x \sim \mathcal{D}} [(w, S(x))^2] \leq O(1) \cdot \| w \|^2.
\]
Below we show that this also holds for the empirical dataset as long as enough samples are given.

**Proposition C.2.** As long as \( N = d^2 \cdot \log^{O(1)} \frac{d}{\delta} \), with probability at least \( 1 - \delta \) over the random choice of \( Z \), for every vector \( w \in \mathbb{R}^d \),
\[
\mathbb{E}_{x \sim Z} [(w, x)^4] \leq O(1) \cdot \| w \|^2 \quad \text{and} \quad \mathbb{E}_{x \sim Z} [(w, S(x))^4] \leq O(1) \cdot \| w \|^2
\]
\[\forall x \in Z: \max \{ \| x \|^2, \| S(x) \|^2 \} \leq d \log^{O(1)} \frac{d}{\delta} \]
Proof of Proposition C.2. Our isotropic Property 5.1 together with the hyper-contractivity Property 5.3 implies if \( N \geq d \log \Omega(1) \frac{d}{\delta} \), then with probability at least \( 1 - \delta/4 \),
\[
\forall x \in Z : \quad \|x\|^2 \leq R_3 \quad \text{and} \quad \|S_1(x)\|^2 \leq R_3
\]
Where \( R_3 = d \cdot \log \Omega(1) \frac{d}{\delta} \). Next, conditioning on this event, we can apply Bernstein’s inequality to derive that as long as \( N \geq \Omega(R_3 \cdot \log \frac{1}{\delta_0}) \) with probability at least \( 1 - \delta_0 \), for every fixed \( w \in \mathbb{R}^d \),
\[
\Pr_{x \sim \mathcal{D}}[(w,x)^4 \geq \Omega(1)] \geq 1 - \delta_0
\]
Taking an epsilon-net over all possible \( w \) finishes the proof. \( \square \)

C.3 Lipschitz Continuity: Population Quadratic

Claim C.3. Suppose \( \mathbf{K} \) satisfies \( \|\mathbf{K}_j\|_2 \leq \tau_j \) for every \( j \in \{2,3,\ldots,L\} \) where \( \tau_j \geq \bar{\tau}_j + \kappa + L \), and suppose for some \( \ell \in \{2,3,\ldots,L\} \), \( \mathbf{K}_\ell \) replaced with \( \mathbf{K}_\ell' = \mathbf{K}_\ell + \Delta_\ell \) with any \( \|\Delta_\ell\|_F \leq \left(\prod_{j=\ell}^L \text{poly}(\tau_j, c_3(2^j))\right)^{-1} \), then for every \( i \geq \ell \)
\[
\mathbb{E}_{x \sim \mathcal{D}}[\|\|S_i'(x)\|^2 - \|S_i(x)\|^2\|] \leq \eta \cdot \left(\prod_{j=\ell}^i \text{poly}(\tau_j, c_3(2^j))\right)
\]
and for every \( i < \ell \) obviously \( S_i(x) = S_i'(x) \).

Proof of Claim C.3. We first check the stability with respect to \( \mathbf{K} \), and suppose without loss of generality that only one \( \mathbf{W}_\ell \) is changed for some \( \ell \). For notation simplicity, suppose we do an update \( \mathbf{K}_\ell' = \mathbf{K}_\ell + \eta \Delta_\ell \) for \( \|\Delta_\ell\|_F = 1 \). We use \( S' \) to denote the sequence of \( S \) after the update, and we have \( S'_j(x) = S_j(x) \) for every \( j < \ell \). As for \( S'_\ell(x) \), we have
\[
\|S'_\ell(x) - S_\ell(x)\| \leq \eta \left(\sum_{j=2}^{\ell-1} \|\Delta_{\ell,j}\|_2 \|\sigma(\mathbf{R}_j S_j(x))\| + \|\Delta_{\ell,1} S_1(x)\| + \|\Delta_{\ell,0} x\|\right)
\]
so using \( \mathbb{E}_{x \sim \mathcal{D}}[\|S_j(x)\|^2] \leq \tau_j \), the isotropic Property 5.1 and the hyper-contractivity Property 5.4, we can write
\[
\mathbb{E}_{x \sim \mathcal{D}}[\|S'_\ell(x) - S_\ell(x)\|^2] \leq \eta^2 \text{poly}(\tau_\ell, c_3(2^\ell)) =: \theta_\ell
\]
As for later layers \( i > \ell \), we have
\[
\|S'_i(x) - S_i(x)\| \leq 4 \sum_{j=2}^{i-1} \|\mathbf{K}_{i,j}\|_2 \|\mathbf{R}_j\|_2^2 (\|S_j(x)\|^2 + \|S'_j(x) - S_j(x)\|^2 + \|S'_j(x) - S_j(x)\|^2)
\]
so taking square and expectation, and using hyper-contractivity Property 5.4 again, (and using our assumption on \( \eta \))
\[
\mathbb{E}_{x \sim \mathcal{D}}[\|S'_i(x) - S_i(x)\|^2] \leq \text{poly}(\tau_i, c_3(2^i)) \cdot \theta_{i-1} =: \theta_i
\]
\[\text{This requires one to repeatedly apply the trivial inequality } ab \leq \eta a^2 + b^2 / \eta.\]
by recursing \( \theta_i = \text{poly}(\tau_i, c_3(2^i)) \cdot \theta_{i-1} \) we have
\[
\mathbb{E}_{x \sim D} \| S'_i(x) - S_i(x) \|^2 \leq \left( \prod_{j=\ell}^i \text{poly}(\tau_j, c_3(2^j)) \right)
\]

\[\square\]

\section{Lipschitz Continuity: Empirical Truncated Loss in K}

**Claim C.4.** Suppose the sampled set \( \mathcal{Z} \) satisfies the event of Proposition C.2. For every \( W, K \) satisfying
\[
\forall j = 2, 3, \ldots, L : \quad \| W_j \|_2 \leq \tilde{\kappa}_j, \quad \| K_j \|_2 \leq \tilde{\kappa}_j
\]
for some \( \tilde{\kappa}_j \geq k_j + \kappa + L \). Then, for any \( \ell \in \{2, 3, \ldots, L-1\} \) and consider \( K_\ell' = K_\ell + \Delta_\ell \) for any \( \| \Delta_\ell \|_F \leq \frac{1}{\text{poly}(\tilde{\kappa}_\ell, B_\ell, d)} \) Then,
\[
| \tilde{\text{Loss}}(Z; W, K) - \tilde{\text{Loss}}(Z; W, K') | \leq \alpha_{\ell+1} \sqrt{\text{Loss}(Z; W, K) \cdot \text{poly}(\tilde{\kappa}_\ell, B_\ell') \cdot \| \Delta_\ell \|_F}
\]

**Proof of Claim C.4.** Let us denote \( \varepsilon^2 = \tilde{\text{Loss}}(Z; W, K) \). For notation simplicity, suppose we do an update \( K'_\ell = K_\ell + \eta \Delta_\ell \) for \( \eta > 0 \) and \( \| \Delta_\ell \|_F = 1 \). We use \( \tilde{S}' \) to denote the sequence of \( \tilde{S} \) after the update, and we have \( \tilde{S}'_j(x) = \tilde{S}_j(x) \) for every \( j < \ell \). As for \( \tilde{S}'_\ell(x) \), we have (using the boundedness of \( \tilde{\sigma} \))
\[
\| \tilde{S}'_\ell(x) - \tilde{S}_\ell(x) \| \leq \eta \left( \sum_{j=2}^{\ell} \| \Delta_{\ell,j} \|_2 \| \tilde{\sigma}(\tilde{S}_j(x)) \| + \| \Delta_{\ell,1} S_1(x) \| + \| \Delta_{\ell,0} x \| \right)
\]
\[
\leq \eta L B'_\ell + \eta (\| \Delta_{\ell,1} S_1(x) \| + \| \Delta_{\ell,0} x \|)
\]
As for later layers \( i > \ell \), we have (using the Lipschitz continuity of \( \tilde{\sigma} \))
\[
\| \tilde{S}'_i(x) - \tilde{S}_i(x) \| \leq \sum_{j=2}^{i-1} \| K_{i,j} \|_2 B'_j \| R_j \|_2 \| \tilde{S}'_j(x) - \tilde{S}_j(x) \|
\]
\[
\leq \cdots \leq \prod_{j=\ell+1}^i (k_j B'_j L^2) (\eta L B'_\ell + \eta (\| \Delta_{\ell,1} S_1(x) \| + \| \Delta_{\ell,0} x \|)) =: p_i
\]
As for \( \tilde{F}(x) \), recall
\[
\tilde{F}(x) = \sum_i \alpha_i \left\| W_{i,0} x + W_{i,1} S_1(x) + \sum_{j \in \{2, 3, \ldots, i-1\}} W_{i,j} \sigma(R_j \tilde{S}_j(x)) \right\|^2 =: \sum_i \alpha_i \| A_i \|^2.
\]
Using the bound \( \| A_i \| \leq \| W_{i,0} x \| + \| W_{i,1} S_1(x) \| + \text{poly}(\tilde{\kappa}_i, B_i) \), one can carefully verify\(^{23}\)
\[
| \tilde{F}'(x) - \tilde{F}(x) | \leq \sum_{i \geq \ell+1} \alpha_i (\| A_i \| p_{i-1} + p_{i-1}^2) \cdot \text{poly}(\tilde{\kappa}_\ell, B_\ell)
\]
\[
\leq \alpha_{\ell+1} \eta \text{poly}(\tilde{\kappa}_\ell, B_\ell) \cdot (\| W_{\ell,0} x \| + \| W_{\ell,1} S_1(x) \|) (\| \Delta_{\ell,1} S_1(x) \| + \| \Delta_{\ell,0} x \|))
\]
\(^{23}\)This requires us to use the gap assumption between \( \alpha_{i+1} \) and \( \alpha_i \), and the sufficient small choice of \( \eta > 0 \). For instance, the \( \eta^2 \| \Delta_{\ell,0} x \|^2 \) term diminishes because \( \eta \) is sufficiently small and \( \| x \| \) is bounded for every \( x \sim \mathcal{Z} \) (see Proposition C.2).
Therefore, we know that
\[
\left| \left( G^*(x) - \widetilde{F}(x) \right)^2 - \left( G^*(x) - \bar{F}'(x) \right)^2 \right|
\leq 2 \left| G^*(x) - \widetilde{F}(x) \right| \cdot \left| \bar{F}'(x) - \widetilde{F}'(x) \right| + \left| \bar{F}'(x) - \widetilde{F}(x) \right|^2
\leq \frac{\alpha \ell + 1}{\varepsilon} \cdot \left| G^*(x) - \widetilde{F}(x) \right|^2 + \varepsilon \left| \bar{F}'(x) - \widetilde{F}(x) \right|^2 + \left| \bar{F}'(x) - \widetilde{F}(x) \right|^2
\leq \frac{\alpha \ell + 1}{\varepsilon} \cdot \left| G^*(x) - \widetilde{F}(x) \right|^2
\leq \frac{\alpha \ell + 1}{\varepsilon} \cdot \left| G^*(x) - \widetilde{F}(x) \right|^2
+ \varepsilon \alpha \ell + 1 \eta \text{poly}(\kappa, B') \left( 1 + (\|W_{\ell,0x}\|^2 + \|W_{\ell,1s1}(x)\|^2)(\|\Delta_{\ell,1S1}(x)\|^2 + \|\Delta_{\ell,0x}\|^2) \right)
\]
Note that $2a^2b^2 \leq a^4 + b^4$ and:
- From Proposition C.2 we have $\mathbb{E}_{x \sim \mathcal{Z}} \|W_{\ell,0x}\|^4, \mathbb{E}_{x \sim \mathcal{Z}} \|W_{\ell,1s1}(x)\|^4 \leq \kappa\ell$.
- From Proposition C.2 we have $\mathbb{E}_{x \sim \mathcal{Z}} \|\Delta_{\ell,1S1}(x)\|^4 + \|\Delta_{\ell,0x}\|^4 \leq \text{poly}(\kappa\ell)$.
- From definition of $\varepsilon$ we have $\mathbb{E}_{x \sim \mathcal{Z}} \left| G^*(x) - \widetilde{F}(x) \right|^2 = \varepsilon^2$.

Therefore, taking expectation we have
\[
\mathbb{E}_{x \sim \mathcal{Z}} \left| \left( G^*(x) - \widetilde{F}(x) \right)^2 - \left( G^*(x) - \bar{F}'(x) \right)^2 \right| \leq \varepsilon \alpha \ell + 1 \eta \text{poly}(\kappa, B').
\]

C.5 Lipschitz Smoothness: Empirical Truncated Loss (Crude Bound)

Recall a function $f(x)$ over domain $\mathcal{X}$ is

- $\text{lip}$-Lipschitz continuous if $f(y) \leq f(x) + \text{lip} \cdot \|y - x\|_F$ for all $x, y \in \mathcal{X}$;
- $\text{lip}$-Lipschitz smooth if $f(y) \leq f(x) + \langle \nabla f(x), y - x \rangle + \frac{\text{lip}^2}{2} \cdot \|y - x\|_F^2$, for all $x, y \in \mathcal{X}$;
- $\text{lip}$-Lipschitz second-order smooth if $f(y) \leq f(x) + \langle \nabla f(x), y - x \rangle + \frac{1}{2}(y - x)\top \nabla f(x)(y - x) + \frac{\text{lip}^2}{2} \cdot \|y - x\|_F^2$, for all $x, y \in \mathcal{X}$.

We have the following crude bound:

Claim C.5. Consider the domain consisting of all $W, K$ with
\[
\forall j = 2, 3, \ldots, L: \quad \|W_j\|_2 \leq \tilde{K}_j, \quad \|K_j\|_2 \leq \tilde{K}_j
\]
for some $\tilde{K}_j \geq \tilde{K}_j + L + \kappa$, we have for every $x \sim \mathcal{D}$,

- $|\widetilde{F}(x; W, K)| \leq \text{poly}(\kappa, B') \cdot \sum_{\ell}(\|W_{\ell,0x}\|^2 + \|W_{\ell,1s1}(x)\|^2)$. 
- $\widetilde{F}(x; W, K)$ is $\text{lip}$-Lipschitz continuous, $\text{lip}$-Lipschitz smooth, and $\text{lip}$-Lipschitz second-order smooth in $W, K$ for $\text{lip} = \prod_{\ell}(\kappa, B')\cdot \text{poly}(G^*(x), \|x\|)$

Suppose the sampled set $\mathcal{Z}$ satisfies the event of Proposition C.2, then

- $\text{Loss}(\mathcal{Z}; W, K)$ is $\text{lip}$-Lipschitz continuous, $\text{lip}$-Lipschitz smooth, and $\text{lip}$-Lipschitz second-order smooth in $W, K$ for $\text{lip} = \prod_{\ell}(\kappa, B')\cdot \text{poly}(B, (c_0(2^L))c_0(2^L), \log(c_0(2^L)) \frac{1}{\delta}, d)$.

We first state the following bound on chain of derivatives
We first consider \( \forall p \in \{0, 1, \ldots, p_0\}, i \in [K] : \left| \frac{d^p f(x)}{dx^p} \right| \leq R^p_0, \quad \left| \frac{d^p g_i(x)}{dx^p} \right| \leq R^p_1 \).

Then, the function \( h(x, w) = f(\sum_{i \in [K]} w_i g_i(x)) \) satisfies:
\[
\forall p \in \{0, 1, \ldots, p_0\}, i \in [K] : \left| \frac{\partial^p h(x, w)}{\partial x^p} \right| \leq (pR_0\|w\|_1 R_1)^p \\
\forall p \in \{0, 1, \ldots, p_0\}, i \in [K] : \left| \frac{\partial^p h(x, w)}{\partial w^p_i} \right| \leq |R_0g_i(x)|^p
\]

**Proof of Claim C.6.** We first consider \( \left| \frac{\partial^p h(x, w)}{\partial x^p} \right| \). Using Fa à di Bruno’s formula, we have that
\[
\frac{\partial^p h(x, w)}{\partial x^p} = \sum_{1 \leq p_1+2p_2+\cdots+p_p = p} \frac{p!}{p_1!p_2!\cdots p_p!} \cdot f^{(p_1+\cdots+p_p)} \left( \sum_{i \in [K]} w_i g_i(x) \right) \prod_{j=1}^p \left( \sum_{i \in [K]} w_i g_i^{(j)}(x) \right) \cdot \prod_{j=1}^p \left( \sum_{i \in [K]} w_i g_i^{(j)}(x) \right)
\]

Note that from our assumption
\[
\prod_{j=1}^p \left( \sum_{i \in [K]} w_i g_i^{(j)}(x) \right) \cdot \prod_{j=1}^p \left( \sum_{i \in [K]} w_i g_i^{(j)}(x) \right) \leq \prod_{j=1}^p (\|w\|_1 R_1)^{jp_j} = (\|w\|_1 R_1)^p.
\]

Combining them, we have
\[
\left| \frac{\partial^p h(x, w)}{\partial x^p} \right| \leq (pR_0\|w\|_1 R_1)^p
\]

On the other hand, consider each \( w_i \), we also have:
\[
\left| \frac{\partial^p h(x, w)}{\partial w^p_i} \right| = f^{(p)} \left( \sum_{i \in [K]} w_i g_i(x) \right) \cdot (g_i(x))^p \leq |R_0g_i(x)|^p
\]

**Proof of Claim C.5.** The first 4 inequalities is a direct corollary of Claim C.6.

Initially, we have a multivariate function but it suffices to check its directional first, second and third-order gradient. (For any function \( g(y) : \mathbb{R}^m \rightarrow \mathbb{R}^n \), we can take \( g(y + \alpha \delta) \) and consider \( \frac{d^{\alpha \delta} g_i(y + \alpha \delta)}{dx} \) for every coordinate \( j \) and every unit vector \( v \).)

- In the base case, we have multivariate functions \( f(K_{\ell, 0}) = K_{\ell, 0} x \) or \( f(K_{\ell, 1}) = K_{\ell, 1} S_1(x) \). For each direction \( \|\Delta\|_F = 1 \) we have \( \|f(K_{\ell, 0} + \alpha \Delta_{\ell, 0})x\| \leq \|x\| \) so we can take \( R_1 = \|x\| \) (and for \( f(K_{\ell, 1}) \) we can take \( R_1 = \|x\|^2 \)).

- Whenever we compose with \( \sigma \) at layer \( \ell \), for instance calculating \( h(w, y) = \sigma(\sum_{i} w_i f_i(y)) \) (when viewing all matrices as vectors), we only need to calculate \( \frac{\partial^p}{\partial y^p} \sigma(\sum_{i} w_{j,i} f_i(y + \alpha \delta)) \), so we can apply Claim C.6 and \( R_1 \) becomes \( O((\mathcal{B}_\ell \mathcal{F}_\ell \mathcal{E}_\ell L) \cdot R_1) \). We can do the same for the \( w \) variables, so overall for any unit \((\delta_x, \delta_w)\) it satisfies \( \left| \frac{\partial^p}{\partial x^p} \sigma(\sum_{i} w_{j,i} f_i(y + \alpha \delta)) \right| \leq O((\mathcal{B}_\ell \mathcal{F}_\ell \mathcal{E}_\ell L)^2 \cdot R_1)^p \).

- We also need to compose with the vanilla \( \sigma \) function three times:
  - once of the form \( \sigma(f(K_2, \ldots, K_{\ell-1})) \) for calculating \( \tilde{F}_\ell(x) \),
  - once of the form \( \sigma(W_\ell f(K_2, \ldots, K_{\ell-1})) \) for calculating \( \tilde{F}_\ell(x) \), and
we have that w.p. at least 1/2 it holds:

\[ R(x) \leq \|G^*(x)\| \]

Moreover, each function \( R(x) \) over the choice of \( Z \), we have that for every \( \{W_\ell, K_\ell\}_{\ell \in [L]} \) satisfying \( \|W_\ell\|_F, \|K_\ell\|_F \leq \tilde{\kappa} \), it holds:

\[ \text{Loss}(D; W, K) \leq \text{Loss}(Z; W, K) + \varepsilon \]

Proof of Proposition C.7. Observe that for every fixed \( R_0 > 0 \) and \( R_1 > B' > 0 \) (to be chosen later),

\[ \mathbb{E}_{x \sim Z} \left[ (G^*(x) - \tilde{F}(x))^2 \mathbb{I}_{|G^*(x) - \tilde{F}(x)| \leq R_0, \|x\| \leq R_1} \right] \leq \mathbb{E}_{x \sim Z} \left[ (G^*(x) - \tilde{F}(x))^2 \right] \]

Moreover, each function \( R(x) = (G^*(x) - \tilde{F}(x))^2 \mathbb{I}_{|G^*(x) - \tilde{F}(x)| \leq R_0, \|x\| \leq R_1} \) satisfies that

- boundedness: \( |R(x)| \leq R_0^2 \), and
- Lipschitz continuity: \( R(x) \) is a lip \( \leq \text{poly}(\tilde{\kappa}, B', R_0, R_1, d) \)-Lipschitz continuous in \( (W, K) \) (by applying Claim C.5 and the fact \( G^*(x) \leq R_0 + \tilde{F}(x) \leq \text{poly}(\tilde{\kappa}, B', R_0, R_1, d) \))

Therefore, we can take an epsilon-net on \( (W, K) \) to conclude that as long as \( N = \Omega \left( \frac{R_0^2 P \log(\tilde{\kappa} B' R_1 d)(/\varepsilon_s)}{\varepsilon_t^2} \right) \), we have that w.p. at least \( 1 - \delta \), for every \( (W, K) \) within our bound (e.g. every \( \|W_\ell\|_2, \|K_\ell\|_2 \leq \tilde{\kappa} \)), it holds:

\[ \mathbb{E}_{x \sim D} \left[ (G^*(x) - \tilde{F}(x))^2 \mathbb{I}_{|G^*(x) - \tilde{F}(x)| \leq R_0, \|x\| \leq R_1} \right] \]

\[ \leq \mathbb{E}_{x \sim Z} \left[ (G^*(x) - \tilde{F}(x))^2 \mathbb{I}_{|G^*(x) - \tilde{F}(x)| \leq R_0, \|x\| \leq R_1} \right] + \varepsilon / 2 \leq \mathbb{E}_{x \sim Z} \left[ (G^*(x) - \tilde{F}(x))^2 \right] + \varepsilon / 2 \]

As for the remaining terms, let us write

\[ \left( G^*(x) - \tilde{F}(x) \right)^2 \mathbb{I}_{|G^*(x) - \tilde{F}(x)| > R_0 \text{ or } \|x\| > R_1} \]

\[ \leq \left( G^*(x) - \tilde{F}(x) \right)^2 \mathbb{I}_{|G^*(x) - \tilde{F}(x)| > R_0} + R_0^2 \cdot \mathbb{I}_{\|x\| > R_1} \]

\[ \leq 4 (G^*(x))^2 \mathbb{I}_{|G^*(x)| > R_0/2} + 4 (\tilde{F}(x))^2 \mathbb{I}_{|\tilde{F}(x)| > R_0/2} + R_0^2 \cdot \mathbb{I}_{\|x\| > R_1} \]
• For the first term, recalling $E_{x \sim D}[G^*(x) \leq B]$ so we can apply the hyper-contractivity Property 5.3 to show that, as long as $R_0 \geq \text{poly}(\tilde{\kappa}) \cdot (c_4(2^L) \log \frac{\tilde{\kappa}B'}{\delta \varepsilon_s})^{c_4(2^L)}$ then it satisfies $E_{x \sim D}[4(G^*(x))^2 1_{|G^*(x)\geq R_0/2}] \leq \varepsilon_s/10$.

• For the second term, recall from (Claim C.5) that $|\bar{F}(x)| \leq \text{poly}(\tilde{\kappa}, B') \cdot \sum_\ell (\|W_{\ell,0}x\|^2 + \|W_{\ell,1}S_1(x)\|^2)$; therefore, we can write
\[ 4(\bar{F}(x))^2 1_{|\bar{F}(x)| > R_0/2} \leq \text{poly}(\tilde{\kappa}, B') \sum_\ell \left( \|W_{\ell,0}x\|^2 1_{\|W_{\ell,0}x\|^2 > \frac{R_0}{\text{poly}(\tilde{\kappa}, B')}} + \|W_{\ell,1}S_1(x)\|^2 1_{\|W_{\ell,1}S_1(x)\|^2 > \frac{R_0}{\text{poly}(\tilde{\kappa}, B')}} \right). \]

Applying the isotropic Property 5.1 and the hyper-contractivity (5.3) on $\|W_{\ell,0}x\|^2$ and $\|W_{\ell,1}S_1(x)\|^2$, we have as long as $R_0 \geq \text{poly}(\tilde{\kappa}, B') \cdot (\log \frac{\tilde{\kappa}B'}{\delta \varepsilon_s})^{O(1)}$, then it satisfies
\[ E_{x \sim D}[4(\bar{F}(x))^2 1_{|\bar{F}(x)| > R_0/2}] \leq \varepsilon_s/10 \quad \text{(for every $W, K$ in the range)} \]

• For the third term, as long as $R_1 = d \log^{O(1)}(R_0/\varepsilon_s)$ then we have $E_{x \sim D}[R_0^2 \cdot 1_{\|x\| > R_1}] \leq \varepsilon_s/10$.

Putting them together, we can choose $R_0 = \text{poly}(\tilde{\kappa}, B') (c_4(2^L) \log \frac{\tilde{\kappa}B'}{\delta \varepsilon_s})^{O(1)+c_4(2^L)}$ and we have
\[ E_{x \sim D} \left[ \left(G^*(x) - \bar{F}(x)\right)^2 1_{|G^*(x) - \bar{F}(x)| > R_0 \text{ or } \|x\| > R_1} \right] \leq \varepsilon_s/2. \]

This completes the proof that
\[ E_{x \sim D} \left[ \left(G^*(x) - \bar{F}(x)\right)^2 \right] \leq E_{x \sim Z} \left[ \left(G^*(x) - \bar{F}(x)\right)^2 \right] + \varepsilon_s. \]

Proposition C.8 (empirical $\leq$ population + $\varepsilon_s$). Let $P$ be the total number of parameters in $\{W_\ell, K_\ell\}_{\ell \in [L]}$. Then for every $\varepsilon_s, \delta \geq 0$ and $\tilde{\kappa} \geq k + L + \kappa$, as long as
\[ N = \Omega \left( \frac{P \log d}{\varepsilon_s^2} \cdot \text{poly}(\tilde{\kappa}, B') \left( c_4(2^L) \log \frac{\tilde{\kappa}B'}{\delta \varepsilon_s} \right)^{c_4(2^L)+O(1)} \right), \]
for any fixed $\{W_{\ell,0}, W_{\ell,1}\}_{\ell \in [L]}$, with probability at least $1 - \delta$ over the choice of $Z$, we have that for every $\{W_\ell, K_\ell\}_{\ell \in [L]}$ satisfying (1) $\|W_\ell\|_F, \|K_\ell\|_F \leq \tilde{\kappa}$ and (2) consistent with $\{W_{\ell,0}, W_{\ell,1}\}_{\ell \in [L]}$, it holds:
\[ E_{x \sim Z}[\widetilde{\text{Loss}}(x; W, K)] = E_{x \sim Z} \left[ \left(G^*(x) - \bar{F}(x)\right)^2 \right] \leq E_{x \sim D} \left[ \left(G^*(x) - \bar{F}(x)\right)^2 \right] + \varepsilon_s = E_{x \sim D} \left[ \text{Loss}(x; W, K) \right] + \varepsilon_s \]

Proof. We first reverse the argument of Proposition C.7 and have that as long as $N = \Omega \left( \frac{R_0^2 P \log(\tilde{\kappa}B'R_1d/\delta \varepsilon_s)}{\varepsilon_s^2} \right)$, we have that w.p. at least $1 - \delta/2$, for every $(W, K)$ within our bound (e.g. every $\|W_\ell\|_2, \|K_\ell\|_2 \leq \tilde{\kappa}$), it holds:
\[ E_{x \sim Z} \left[ \left(G^*(x) - \bar{F}(x)\right)^2 1_{|G^*(x) - \bar{F}(x)| \leq R_0, \|x\| \leq R_1} \right] \leq E_{x \sim D} \left[ \left(G^*(x) - \bar{F}(x)\right)^2 1_{|G^*(x) - \bar{F}(x)| \leq R_0, \|x\| \leq R_1} \right] + \varepsilon_s/2 \leq E_{x \sim D} \left[ \left(G^*(x) - \bar{F}(x)\right)^2 \right] + \varepsilon_s/2 \]
As for the remaining terms, we again write
\[
\left( G^*(x) - \bar{F}(x) \right)^2 1_{|G^*(x) - \bar{F}(x)| > R_0 \text{ or } \|x\| > R_1} \\
\leq 4 \left( G^*(x) \right)^2 1_{|G^*(x)| > R_0/2} + R_0^2 \cdot 1_{\|x\| > R_1} \\
+ \text{poly}(\bar{\kappa}, B') \sum_{\ell} \left( \|W_{\ell,0}x\|^2 1_{\|W_{\ell,0}x\|^2 > R_0} + \|W_{\ell,1}S_1(x)\|^2 1_{\|W_{\ell,1}S_1(x)\|^2 > R_0} \right) =: \text{RHS}
\]
For this right hand side RHS, we notice that it does not depend on K. The identical proof of Proposition C.7 in fact proves that if \( R_0 = \text{poly}(\bar{\kappa}, B') (c_4 (2L) \log \frac{\bar{\kappa} B'}{\delta \varepsilon})^{O(1)+c_4(2L)} \) then for every W with \( \|K_\ell\|_2 \leq \bar{\kappa}, \)
\[
\mathbb{E}_{x \sim D}[\text{RHS}] \leq \delta \varepsilon_s / 4 .
\]
This means, by Markov bound, for the given fixed W, with probability at least \( 1 - \delta/2 \) over the randomness of \( Z \), it satisfies
\[
\mathbb{E}_{x \sim Z}[\text{RHS}] \leq \varepsilon_s / 2 .
\]
This implies for every K in the given range,
\[
\mathbb{E}_{x \sim Z} \left[ \left( G^*(x) - \bar{F}(x) \right)^2 1_{|G^*(x) - \bar{F}(x)| > R_0 \text{ or } \|x\| > R_1} \right] \leq \varepsilon_s / 2 . \quad \square
\]

D An Implicit Implication of Our Distribution Assumption

Let us define
\[
\begin{align*}
\hat{S}_0^\ell(x) &= x \\
\hat{S}_1^\ell(x) &= \sigma(x) \\
\hat{S}_2^\ell(x) &= W_{2,1} S_1^\ell(x) = W_{2,1} \sigma(x) \\
\hat{S}_3^\ell(x) &= W_{\ell,1}^* \sigma \left( \hat{S}_{\ell-1}^\ell(x) \right) \text{ for } \ell = 2, \ldots, L
\end{align*}
\]
so that \( \hat{S}_\ell^\ell(x) \) is the top-degree (i.e. degree \( 2^{\ell-1} \)) part of \( S_\ell^\ell(x) \).

We have the following implication:

Lemma D.1 (Implication of singular-value preserving). Let us define
\[
\begin{align*}
z^0(x) &= z^0(x) = \hat{S}_0^\ell(x) = x \\
z^1(x) &= z^1(x) = \hat{S}_1^\ell(x) = \sigma(x) \\
z^\ell(x) &= z^\ell(x) = \hat{S}_\ell^\ell(x) = \hat{S}_\ell^\ell(x)
\end{align*}
\]
Then, for every \( \ell \geq \ell_1, \ell_2 \geq 0 \) with \( |\ell_1 - \ell_2| \neq 1 \), for every matrix M: and the associated homogeneous polynomial \( g_M(x) = (z^{\ell_1})^T M z^{\ell_2} \),
\[
\begin{itemize}
\item If \( \ell_1 = \ell_2 = \ell = 0 \) or 1, then \( C_\ell(g_M) = \|M\|_F^2 \),
\item If \( \ell_1 = \ell_2 = \ell \geq 2 \), then \( C_\ell(g_M) \geq \frac{1}{(\kappa^2)^{\Omega(1)}} \|\text{Sym}(M)\|_F^2 \), and
\item If \( \ell_1 - 2 \geq \ell_2 \geq 0 \), then \( C_\ell(g_M) \geq \frac{1}{(\kappa^2)^{\Omega(1)}} \|M\|_F^2 \) for \( \ell = \ell_1 \).
\end{itemize}
\]

\(^{24}\)Meaning that \( \hat{S}_\ell^\ell(x) \) is a (vector) of homogenous polynomials of \( x \) with degree \( 2^{\ell-1} \), and its coefficients coincide with \( S_\ell^\ell(x) \) on those monomials.
D.1 Proof of Lemma D.1

Proof of Lemma D.1. We divide the proof into several cases.

Case A: When \(\ell_1 = \ell_2 = \ell\). The situation for \(\ell = 0\) or \(\ell = 1\) is obvious, so below we consider \(\ell \geq 2\). Let \(h_\ell(z) = (z*z)M(z*z) = \sum_{i\leq j,k\leq M(i,j),\{k,i\}a_{i,j}a_{k,i}z_jz_k}\) be the degree-4 polynomial defined by \(M\). We have

\[
C_z(h_\ell) \geq \|\text{Sym}(M)\|_F^2.
\]

For every \(j = \ell - 1, \ldots, 1\), we define \(h_j(z) = h_{j+1}(W_{j+1,j}^*\sigma(z))\), it holds that

Let \(\tilde{h}(z) = h_{j+1}(W_{j+1,j}^*z)\) so that \(h_j(z) = \tilde{h}(\sigma(z))\). This means

\[
C(h_j) = C(\tilde{h}) \geq \frac{1}{\kappa(2^\ell O(2^{\ell-j}))} C(h_{j+1})
\]

and finally we have \((z^\ell)^\top M z^\ell = h_1(x)\) and therefore

\[
C_x((z^\ell)^\top M z^\ell) \geq \frac{1}{\kappa(2^\ell O(2^{\ell-j})\|\text{Sym}(M)\|_F^2}
\]

Case B: When \(\ell_1 - 1 > \ell_2 \geq 2\). We define \(h_{\ell_1}(z,y) = (z*z)^\top M (y*y)\) which is a degree-4 homogenous polynomial in \((z,y)\), and obviously \(C_{z,y}(h_{\ell_1}) \geq \|M\|_F^2\). Let us define

\[
\forall j = \ell_1 - 1, \ldots, \ell_2 + 2:\quad h_j(z,y) = h_{j+1}((W_{j+1,j}^*\sigma(z),y))
\]

By the same argument as before, we have

\[
C_{z,y}(h_j) \geq \frac{1}{\kappa(2^\ell O(2^{\ell-j})} C_{z,y}(h_{j+1})
\]

Next, for \(j = \ell_2\), we define

\[
h_j(y) = h_{j+2}((W_{j+2,j+1}^*\sigma(W_{j+1,j}^*\sigma(y)),y)
\]

To analyze this, we first define

\[
h'(z,y) = h_{j+2}(W_{j+2,j+1}^*z,y)\quad\text{so that}\quad h_j(y) = h'(\sigma(W_{j+1,j}^*\sigma(y)),y)
\]

Since \(h'(z,y)\) is of degree 2 in the variables from \(y\), we can write it as

\[
h'(z,y) = \sum_p (y_p)^2 h''_{(p,p)}(z) + \sum_{p<q} y_p y_q h''_{(p,q)}(z) \tag{D.4}
\]

where the first summation contains only those quadratic terms in \((y_p)^2\) and the second contain cross terms \(y_p y_q\). Note in particular if we write the first summation as \(h''_1(z,\sigma(y))\) for polynomial \(h''_1(z,\gamma)\) and \(\gamma = \sigma(y)\), then \(h''_1\) is linear in \(\gamma\). Clearly,

\[
C_{z,y}(h') = C_{z,\gamma}(h''_1) + \sum_{p<q} C_z(h''_{(p,q)}) \tag{D.5}
\]

As a consequence, we can write

\[
h_j(y) = h''_1(\sigma(W_{j+1,j}^*\sigma(y)),\sigma(y)) + y_p y_q \cdot h''_{(p,q)}(\sigma(W_{j+1,j}^*\sigma(y)))
\]

Clearly, since any polynomial in \(\sigma(y)\) only contain even degrees of variables in \(y\), so \(\tilde{h}_1(y)\) and each
\( \tilde{h}_{\{p,q\}} \) share no common monomial, we have
\[
C_y(h_j) = C_y(\tilde{h}_\perp) + \sum_{p \neq q} C_y(\tilde{h}_{\{p,q\}}) \tag{D.6}
\]

- On one hand, we have \( \tilde{h}_{\{p,q\}}(y) = h''_{\{p,q\}}(\sigma(W^*_j y)(y)) \) and therefore by previous argument
\[
C_y(\tilde{h}_{\{p,q\}}) \geq \frac{1}{(k2^\ell)O(2^{\ell-j})} C_z(h''_{\{p,q\}}) \tag{D.7}
\]
- On the other hand, to analyze \( \tilde{h}_\perp(y) \), let us construct a square matrix \( W \in \mathbb{R}^{k \times k} \) with singular values between \([1/\kappa, \kappa]\) so that
\[
W_{j+1,2} = (I_{k_{j+1} \times k_{j+1}}, 0) \tag{D.8}
\]
Define \( h'''(z, \beta) = h''(z, W\beta) \) which is linear in \( \beta \), it holds:\(^{25}\)
\[
C_y(\tilde{h}_\perp(y)) = C_y(h''(\sigma(W^*_j y(y), \sigma(y)))
\]
\[
= C_y(h''(\sigma(W^*_j y), y))
\]
\[
\geq C_\beta(h''(\sigma(W^*_j y), W\beta)) \cdot \frac{1}{(k2^\ell)O(2^{\ell-j})}
\]
\[
= C_\beta(h''(\sigma(I, 0)\beta), W\beta)) \cdot \frac{1}{(k2^\ell)O(2^{\ell-j})}
\]
\[
= C_\beta(h''(\sigma(I, 0)\beta), W\beta)) \cdot \frac{1}{(k2^\ell)O(2^{\ell-j})}
\]
\[
\geq C_{z,\gamma}(h'''(z, W^{-1}\gamma)) \cdot \frac{1}{(k2^\ell)O(2^{\ell-j})}
\]
\[
= C_{z,\gamma}(h'''(z, \gamma)) \cdot \frac{1}{(k2^\ell)O(2^{\ell-j})} \tag{D.9}
\]

Finally, plugging the lower bounds \([D.7]\) and \([D.9]\) into expansions \([D.5]\) and \([D.6]\), we conclude that
\[
C_y(h_j) \geq \frac{1}{(k2^\ell)O(2^{\ell-j})} \cdot C_{z,\gamma}(h') \geq \frac{1}{(k2^\ell)O(2^{\ell-j})} \cdot C_{z,\gamma}(h_{j+2})
\]
Continuing from here, we can define \( h_j(y) = h_{j+1}(W^*_j y(y)) \) for every \( j = \ell_2 - 1, \ell_2 - 2, \ldots, 1 \) and using the same analysis as Case A, we have
\[
\mathcal{C}(h_j) = C(\tilde{h}) \geq \frac{1}{(k2^\ell)O(2^{\ell-j})} \mathcal{C}(h_{j+1})
\]

\(^{25}\) Above, equality \( \oplus \) holds because \( h'''(z, \beta) \) is a multi-variate polynomial which is linear in \( \beta \), so it can be written as
\[
h'''(z, \beta) = \sum_\beta h''_{\beta}(z)
\]
for each \( h''_{\beta}(z) \) being a polynomial in \( z \); next, since we plug in \( z = \sigma(I, 0)\beta \) which only contains even-degree variables in \( \beta \), we have
\[
C_\beta(h'''(\sigma(I, 0)\beta)) = \sum_\beta C_\beta(h''_{\beta}(\sigma(I, 0)\beta)) = \sum_\beta C_\beta(h''_{\beta}(z)) = C_{z,\gamma}(h''(z, \gamma))
\]
and finally we have \((z^\ell)^\top Mz^\ell = h_1(x)\) and therefore
\[
C_x \left((z^\ell)^\top Mz^\ell\right) \geq \frac{1}{(\kappa 2^\ell) \alpha x} \|M\|^2_F.
\]

\[\square\]

**Case C:** When \(\ell_1 - 1 > \ell_2 = 1\). Similar to Case B, we can define \(h_{\ell_1}(z, y) = (z \ast z)^\top M \sigma(y)\) which is a degree-4 homogenous polynomial in \((z, y)\), and obviously \(C_{y,z}(h_{\ell_1}) \geq \|M\|^2_F\). Let us define
\[
\forall j = \ell_1 - 1, \ldots, 3:\quad h_j(z, y) = h_{j+1}((W_{j+1,j}^\ast \sigma(z), y))
\]
\[
h_1(y) = h_3(W_{3,2}^\ast \sigma(W_{2,1}^\ast \sigma(y)), y)
\]
The rest of the proof now becomes identical to Case B. (In fact, we no longer have cross terms in \((D.4)\) so the proof only becomes simpler.)

**Case D:** When \(\ell_1 - 1 > \ell_2 = 0\). We define \(h_{\ell_1}(z, y) = (z \ast z)^\top M y\) which is a degree-3 homogenous polynomial in \((z, y)\), and obviously \(C_{y,z}(h_{\ell_1}) \geq \|M\|^2_F\). Let us define
\[
\forall j = \ell_1 - 1, \ldots, 2:\quad h_j(z, y) = h_{j+1}((W_{j+1,j}^\ast \sigma(z), y))
\]
\[
h_1(y) = h_2(W_{2,1}^\ast \sigma(y), y)
\]
By defining \(h'(z, y) = h_2(W_{2,1}^\ast z, y)\) we have \(h_1(y) = h'(\sigma(y), y)\). This time, we have \(C_y(h_1) = C_{y,z}(h')\), but the same proof of Case B tells us \(C_{y,z}(h') \geq \frac{1}{(\kappa 2^\ell) \alpha x} \cdot \|M\|^2_F\).

## E Critical Lemma For Implicit Hierarchical Learning

The implicit hierarchical learning only requires one Lemma, which can be stated as the following:

**Lemma E.1.** There exists absolute constant \(c_0 \geq 2\) so that the following holds. Let \(\tau_\ell \geq k_\ell + L + \kappa\) and \(\Upsilon_\ell \geq 1\) be arbitrary parameters for each layer \(\ell \leq L\). Define parameters
\[
D_\ell \overset{\text{def}}{=} \left(\tau_\ell \cdot \kappa_\ell^2 \cdot (2^\ell)^2 \cdot c_1(2^\ell) \cdot c_2(2^\ell)\right)^{\alpha_\ell}
\]
\[
C_\ell \overset{\text{def}}{=} C_{\ell-1} \cdot 2 \Upsilon_\ell^3 (D_\ell)^{17}
\]
with \(C_2 = 1\).

Suppose \(\text{Obj}(D; W, K) \leq \varepsilon^2\) for some \(0 \leq \varepsilon \leq \frac{1}{(D L)^h y L}\) and suppose the parameters satisfy
- \(\frac{\kappa_\ell^2}{\alpha_\ell^2} \leq \frac{1}{\kappa_{\ell+1}}\) for every \(\ell = 2, 3, \ldots, L - 1\)
- \(\mathbb{E}_{x \sim D}[\|S_\ell(x)\|^2] \leq \tau_\ell\) for every \(\ell = 2, 3, \ldots, L - 1\)
- \(\lambda_{6,\ell} \geq \frac{\varepsilon}{\tau_\ell}, \lambda_{3,\ell} \geq \frac{\alpha_\ell^2}{(D_\ell) \cdot \Upsilon_\ell}, \lambda_{4,\ell} \geq \frac{\alpha_\ell^2}{(D_\ell)^2 \cdot (D_\ell)^2}, \lambda_{5,\ell} \geq \frac{\alpha_\ell^2}{(D_\ell)^3 \cdot (D_\ell)^3}\) for every \(\ell = 2, 3, \ldots, L\)

Then, there exist unitary matrices \(U_\ell\) such that for every \(\ell = 2, 3, \ldots, L\)
\[
\mathbb{E}_{x \sim D} \|U_\ell S_\ell^*(x) - S_\ell(x)\|^2 \leq \left(\frac{\varepsilon}{\sqrt{\alpha_{\ell+1} \alpha_\ell}}\right)^2 C_L
\]

Since we shall prove Corollary E.1 by induction, we have stated only one of the main conclusions in order for the induction to go through. Once the Theorem E.1 is proved, in fact we can strengthen it as follows.

**Definition E.2.** For each \(\ell \geq 2\), let \(Q_\ell\) be the unitary matrix defined from Lemma B.5 satisfying
\[
R_\ell U_\ell \ast R_\ell U_\ell = (R_\ell \ast R_\ell) Q_\ell
\]
We also let $Q_0 = Q_1 = I_{d 	imes d}$, and let
\[ Q_{\ell<} \equiv \text{diag}(Q_{\ell})_{j \in J_\ell} \quad \text{and} \quad \bar{Q}_\ell \equiv \text{diag}(Q_{\ell})_{j \in J_\ell} \]

**Corollary E.3.** Under the same setting as Theorem E.1, we actually have for all $\ell = 2, 3, \ldots, L$,
\begin{align*}
(a) \quad & \left\| Q_{\ell-1}^T W_{\ell-1}^T W_{\ell<} Q_{\ell<} - W_{\ell-1}^T W_{\ell<} \right\|_F^2 \leq (D_\ell)^2 \left( \frac{\varepsilon}{\alpha_\ell} \right)^2 \cdot \frac{C_\ell}{C_\ell} \\
(b) \quad & \left\| Q_{\ell-1}^T \bar{K}_{\ell-1}^T \bar{K}_{\ell<} Q_{\ell<} - W_{\ell-1}^* W_{\ell<} \right\|_F^2 \leq \Upsilon_\ell (D_\ell)^4 \left( \frac{\varepsilon}{\alpha_\ell} \right)^2 \cdot \frac{C_\ell}{C_\ell} \\
(c) \quad & \left\| Q_{\ell}^T K_{\ell}^T \bar{K}_{\ell} Q_{\ell} - W_{\ell}^* W_{\ell} \right\|_F^2 \leq \Upsilon_\ell^2 (D_\ell)^{14} \left( \frac{\varepsilon}{\alpha_\ell} \right)^2 \cdot \frac{C_\ell}{C_\ell} \\
(d) \quad & \mathbb{E}_{x \sim D} \| U_\ell^* x(x) - S_\ell(x) \|_2^2 \leq 2 \Upsilon_\ell^2 (D_\ell)^{17} \left( \frac{\varepsilon}{\alpha_\ell} \right)^2 \cdot \frac{C_\ell}{C_\ell} \\
(e) \quad & \mathbb{E}_{x \sim D}[\| S_\ell(x) \|_2^2] \leq 2B_\ell.
\end{align*}

**Corollary E.4.** Suppose we only have $\varepsilon \leq \frac{\alpha_\ell}{(D_\ell)^{2} \sqrt{\Upsilon_\ell}}$, which is a weaker requirement comparing to Theorem E.1. Then, Theorem E.1 and Corollary E.3 still hold for the first $L - 1$ layers but for $\varepsilon$ replaced with $\alpha_L \cdot \sqrt{D_L}$. In addition, for $\ell = L$, we have
\begin{align*}
(a) \quad & \left\| Q_{L-1}^T W_{L-1} L_{L-1} W_{L,} Q_{L<} - W_{L-1}^* W_{L,L-1} \right\|_F^2 \leq 2(D_L)^2 \left( \frac{\varepsilon}{\alpha_L} \right)^2 \\
(b) \quad & \left\| Q_{L-1}^T K_{L-1}^T K_{L<} Q_{L<} - W_{L-1}^* W_{L,L-1} \right\|_F^2 \leq 2 \Upsilon_L (D_L)^4 \left( \frac{\varepsilon}{\alpha_L} \right)^2 \\
(c) \quad & \left\| Q_L^T K_L^T K_L Q_{L} - W_{L}^* W_{L} \right\|_F^2 \leq 2 \Upsilon_L^2 (D_L)^{14} \left( \frac{\varepsilon}{\alpha_L} \right)^2
\end{align*}

### E.1 Base Case

The base case is $L = 2$. In this case, the loss function
\[ \varepsilon^2 \geq \text{Obj}(D; W, K) \geq \alpha_2^2 \mathbb{E}_{x \sim D} \left( \| W_{2,1} S_1(x) \|_2^2 - \| W_{2,1}^* S_1(x) \|_2^2 \right) \]

Applying the degree-preservation Property 5.2, we have
\[ C_x \left( \| W_{2,1} \bar{S}_1(x) \|_2^2 - \| W_{2,1}^* \bar{S}_1(x) \|_2^2 \right) \leq O(1) \left( \frac{\varepsilon}{\alpha_2} \right)^2 \]

where recall from Section D that $\bar{S}_1(x) = \sigma(x)$ is the top-degree homogeneous part of $S_1(x)$, and $C_x(f(x))$ is the sum of squares of $f$’s monomial coefficients. Applying Lemma D.1, we know
\[ \| W_{2,1}^T W_{2,1} - (W_{2,1}^*)^T W_{2,1}^* \|_F^2 \leq O(1) \left( \frac{\varepsilon}{\alpha_2} \right)^2 \]

On the other hand, our regularizer $\lambda_{4,L}$ ensures that
\[ \| W_{2,1}^T W_{2,1} - K_{2,1}^T K_{2,1} \|_F^2 \leq \frac{\varepsilon^2}{\lambda_{4,2}} \leq (D_2)^2 \Upsilon_2^2 \left( \frac{\varepsilon}{\alpha_2} \right)^2 \]

Putting them together we have
\[ \| (W_{2,1}^*)^T W_{2,1}^* - K_{2,1}^T K_{2,1} \|_F^2 \leq \frac{\varepsilon^2}{\lambda_{4,2}} \leq (D_2)^2 \Upsilon_2^2 \left( \frac{\varepsilon}{\alpha_2} \right)^2 \]
By putting it into SVD decomposition, it is easy to derive the existence of some unitary matrix $U_2$ satisfying (for a proof see Claim I.10)

$$\|U_2K_{2,1} - W_{2,1}^*\|^2_\mathcal{F} \leq (D_L)^8 \mathcal{T}_L^2 \left( \frac{\varepsilon}{\alpha_2} \right)^2$$

Right multiplying it to $S_1(x)$, we have (using the isotropic Property 5.1)

$$\mathbb{E}_{x \sim \mathcal{D}} \|U_2S_2(x) - S_2^*(x)\|^2_\mathcal{F} = \mathbb{E}_{x \sim \mathcal{D}} \|U_2K_{2,1}S_1(x) - W_{2,1}S_1(x)\|^2_\mathcal{F} \leq O(1) \cdot (D_L)^8 \mathcal{T}_L^2 \left( \frac{\varepsilon}{\sqrt{\alpha_3\alpha_2}} \right)^2$$

E.2 Preparing to Prove Theorem E.1

Let us do the proof by induction with the number of layers $L$. Suppose this Lemma is true for every $L \leq L_0$, then let us consider $L = L_0 + 1$ Define

$$G^*_{\leq L-1}(x) = \sum_{\ell=2}^{L-1} \alpha_\ell \text{Sum}(G^*_\ell(x))$$

$$F^*_{\leq L-1}(x) = \sum_{\ell=1}^{L-1} \alpha_\ell \text{Sum}(F_\ell(x))$$

We know that the objective of the first $L - 1$ layers

$$\text{Loss}_{L-1}(\mathcal{D}) + \text{Reg}_{L-1} = \mathbb{E}_{x \sim \mathcal{D}} (G^*_{\leq L-1}(x) - F^*_{\leq L-1}(x))^2 + \text{Reg}_{L-1}$$

$$\leq 2 \mathbb{E}_{x \sim \mathcal{D}} (G^*(x) - F(x))^2 + 2\alpha_2^2 \mathbb{E}_{x \sim \mathcal{D}} (\text{Sum}(F_\ell(x)) - \text{Sum}(G^*_\ell(x)))^2 + \text{Reg}_L$$

$$\leq 2\alpha_2^2 \mathbb{E}_{x \sim \mathcal{D}} (\text{Sum}(F_\ell(x)) - \text{Sum}(G^*_\ell(x)))^2 + 2\text{Loss}(\mathcal{D}) + \text{Reg} . \quad (E.1)$$

By our assumption on the network $G^*$, we know that for every $\ell \in [L]$

$$\mathbb{E}_{x \sim \mathcal{D}} [\text{Sum}(G^*_\ell(x))] \leq B_\ell \iff \mathbb{E}_{x \sim \mathcal{D}} [\|S^*_\ell(x)\|^2] \leq B_\ell$$

By hyper-contractivity assumption (5.4), we have that

$$\mathbb{E}_{x \sim \mathcal{D}} [\|\text{Sum}(G^*_\ell(x))^2] \leq c_3(2^\ell) \cdot B_\ell^2 \iff \mathbb{E}_{x \sim \mathcal{D}} [\|S^*_\ell(x)|^4] \leq c_3(2^\ell) \cdot B_\ell^2 \quad (E.2)$$

Using our assumption $\mathbb{E}_{x \sim \mathcal{D}} [\|S_\ell(x)|^2] \leq \tau_\ell$ and the hyper-contractivity Property 5.4 we also have

$$\mathbb{E}_{x \sim \mathcal{D}} [\|\text{Sum}(F_\ell(x))|^2] \leq c_3(2^\ell)(k_\ell L \tau_\ell)^4 \quad \text{and} \quad \mathbb{E}_{x \sim \mathcal{D}} [\|\text{Sum}(F_\ell(x))|^2] \leq c_3(2^\ell)(k_\ell L \tau_\ell)^8$$

Putting these into (E.1) we have

$$\text{Obj}_{L-1} \leq \alpha_{L}^2 \cdot (k_\ell L \mathcal{B}_L \tau_\ell)^8 c_3(2^L) + 2\varepsilon^2 \quad (E.3)$$

By induction hypothesis\(^\text{26}\) for every $L$ replaced with $L - 1$, there exist unitary matrices $U_\ell$ such that

$$\forall \ell = 2, 3, \ldots, L - 1:\ \mathbb{E}_{x \sim \mathcal{D}} \|U_\ell S^*_\ell(x) - S_\ell(x)\|^2 \leq \delta_\ell^2 \overset{\text{def}}{=} \left( \frac{\alpha_L}{\alpha_\ell \alpha_{\ell+1}} \right)^2 c_{L-1} \cdot (k_\ell L \mathcal{B}_L \tau_\ell)^8 c_3(2^L) \ll 1 \quad (E.4)$$

Let $\tilde{S}_\ell(x), \tilde{S}^*_\ell(x)$ be the degree $2^{\ell-1}$ homogeneous part of $S_\ell(x), S^*_\ell(x)$ respectively, notice that $\|U_\ell S^*_\ell(x) - S_\ell(x)\|^2$ is a polynomial of maximum degree $2^{\ell-1}$, therefore, using the degree-preservation

\(^{26}\)To be precise, using our assumption on $\frac{\alpha_L}{\alpha_{L-1}}$ one can verify that $O(\alpha_L^2 \cdot (k_\ell L \mathcal{B}_L \tau_\ell)^8 c_3(2^L)) \leq \frac{\alpha_{L-1}^2}{2(D_{L-1})^2 \sqrt{\tau_{L-1}}}$ so the assumption from the inductive case holds.
We begin by proof by grouping the $2^L$-degree polynomials $G^*(x)$ and $F(x)$, into monomials of different degrees. Since

$$G^*(x) = \sum_{\ell=2}^{L} \alpha_{\ell} \text{Sum}(G^*_\ell(x)) \quad \text{and} \quad F(x) = \sum_{\ell=2}^{L} \alpha_{\ell} \text{Sum}(F(x)),$$

it is clear that all the monomials with degree between $2^{L-1}+1$ and $2^L$ are only present in the terms $\text{Sum}(G^*_\ell(x))$ and $\text{Sum}(F_L(x))$ respectively. Recall also (we assume $L$ is even for the rest of the proof, and the odd case is analogous).

$$\text{Sum}(G^*_L(x)) = \left\| \sum_{\ell \in \mathcal{J}_L \setminus \{0,1\}} W_{L,\ell} \sigma(S^*_\ell(x)) + \sum_{\ell \in \mathcal{J}_L \cap \{0,1\}} W_{L,\ell} S^*_\ell(x) \right\|^2 \quad (E.6)$$

$$\text{Sum}(F_L(x)) = \left\| \sum_{\ell \in \mathcal{J}_L \setminus \{0,1\}} W_{L,\ell} \sigma(R_{\ell} S_{\ell}(x)) + \sum_{\ell \in \mathcal{J}_L \cap \{0,1\}} W_{L,\ell} S_{\ell}(x) \right\|^2 \quad (E.7)$$

**E.3 Degree $2^L$**

We first consider all the monomials from $G^*(x)$ and $F(x)$ in degree $2^{L-1} + 2L = 2^L$ (i.e., top degree). As argued above, they must come from the top degree of $G^*_L(x)$.

Let $G^*_L, F_L : \mathbb{R}^d \rightarrow \mathbb{R}^{k_L}$ be the degree $2^L$ part of $G^*_L(x), F_L(x)$ respectively. Using

$$\mathbb{E}_{x \sim \mathcal{D}} |F(x) - G^*(x)|^2 \leq \text{Obj} \leq \epsilon^2$$

and the degree-preservation Property 5.2 again, we have

$$C_x \left( \text{Sum}(F_L(x)) - \text{Sum}(G^*_L(x)) \right) \leq c_1(2^L) \left( \frac{\epsilon}{\alpha_L} \right)^2$$

From $(E.6)$, we know that

$$\text{Sum}(G^*_L(x)) = \left\| W_{L,L-1} \sigma \left( S^*_{L-1}(x) \right) \right\|^2 = \left\| \overline{W}_{L,L-1} \left( \hat{S}^*_{L-1}(x) * \hat{S}^*_{L-1}(x) \right) \right\|^2$$

We also have

$$\text{Sum}(F_L(x)) = \left\| W_{L,L-1} \sigma \left( R_{L-1} \hat{S}^*_{L-1}(x) \right) \right\|^2 = \left\| W_{L,L-1} \left( \hat{S}^*_{L-1}(x) * \hat{S}^*_{L-1}(x) \right) \right\|^2$$

For analysis, we also define $\overline{W}_{L,L-1} = W_{L,L-1} \left( R_{L-1} \hat{S}^*_{L-1}(x) \right)$ so that

$$W_{L,L-1} \sigma \left( R_{L-1} U_{L-1} \hat{S}^*_{L-1}(x) \right) = \overline{W}_{L,L-1} \left( \hat{S}^*_{L-1}(x) * \hat{S}^*_{L-1}(x) \right)$$

where $\overline{W}_{L,L-1} = \overline{W}_{L,L-1} Q_{L-1}$ for a unitary matrix $Q_{L-1}$ by Lemma B.5.

Using $\sum_{i \in [k_i]} C_x \left( \left[ U_{\ell} \hat{S}^*_i(x) - \hat{S}_i(x) \right] \right) \leq c_1(2^L) \cdot \delta^2$ from $(E.5)$ and $\sum_{i \in [k_i]} C_x \left( \left[ \hat{S}^*_i(x) \right] \right) \leq c_1(2^L) B_L$, it is not hard to derive that

\[\text{Indeed, if we define } g(z) = \|W_{L,L-1} \sigma(R_{L-1} z)\|^2 = \|W_{L,L-1} (z \ast z)\|^2 \text{ then we have } C_x(g) \leq O(1) \cdot \|W_{L,L-1}\|^2 \text{ using Fact B.4, and therefore } C_x(g) \leq O(\tau^2 L^2) \text{ using } \|W_{L,L-1}\|_F \leq \tau_L \text{ and } \|R_{L-1} \ast R_{L-1}\|_2 \leq O(L) \text{ from Lemma B.6.}\]
Applying the singular value property Lemma D.1 to the above formula, we have
\[ \mathcal{C}_x \left( \| W_{L,L-1} \sigma (R_{L-1} S_{L-1}(x)) \|^2 - \| W_{L,L-1} \sigma (R_{L-1} U_{L-1} S_{L-1}(x)) \|^2 \right) \leq \xi_1 \]
for some \( \xi_1 \leq \tau_L^6 \cdot \text{poly}(\mathcal{B}_L, 2^{2L}, c_1(2^L)) \delta_{L-1}^2 \). \quad (E.8)

Combining (E.7) and (E.8) with the fact that \( C_x (f_1 + f_2) \leq 2C_x (f_1) + 2C_x (f_2) \), we have
\[ \mathcal{C}_x \left( \| W_{L,L-1}^\top (\hat{S}_{L-1}(x) \ast \hat{S}_{L-1}(x)) \|^2 - \| \bar{W}_{L,L-1} (\hat{S}_{L-1}(x) \ast \hat{S}_{L-1}(x)) \|^2 \right) = \xi_2 \]
for some \( \xi_2 \leq \tau_L^6 \cdot \text{poly}(\mathcal{B}_L, 2^{2L}, c_1(2^L)) \delta_{L-1}^2 + 2c_1(2^L) \left( \frac{\varepsilon}{\alpha_L} \right)^2 \).

Applying the singular value property Lemma D.1 to the above formula, we have
\[ \| \text{Sym} \left( \bar{W}_{L,L-1}^\top \bar{W}_{L,L-1} \right) - \text{Sym} \left( \bar{W}_{L,L-1}^\top \bar{W}_{L,L-1} \right) \|_F \leq \text{poly}_1 \left( \frac{\varepsilon}{\alpha_L} + \tau_L^3 \delta_{L-1} \right) \]
for some sufficiently large polynomial
\[ \text{poly}_1 = \text{poly}(\mathcal{B}_L, \kappa_L^{2L}, (2^L)^2L^2, c_1(2^L), c_3(2^L)) \]

This implies
\[ \| W_{L,L-1}^\ast (S_{L-1}(x)) \|^2 = (S_{L-1}(x) \ast S_{L-1}(x))^\top \bar{W}_{L,L-1} \bar{W}_{L,L-1} (S_{L-1}(x) \ast S_{L-1}(x)) \]
\[ = (S_{L-1}(x) \ast S_{L-1}(x))^\top \text{Sym} \left( \bar{W}_{L,L-1} \bar{W}_{L,L-1} \right) (S_{L-1}(x) \ast S_{L-1}(x)) + \xi_3 \]
\[ = (S_{L-1}(x) \ast S_{L-1}(x))^\top \text{Sym} \left( \bar{W}_{L,L-1} \bar{W}_{L,L-1} \right) (S_{L-1}(x) \ast S_{L-1}(x)) + \xi_3 \]
\[ = \| W_{L,L-1} \sigma (R_{L-1} U_{L-1} S_{L-1}(x)) \|^2 + \xi_3 \]
\[ = \| W_{L,L-1} \sigma (R_{L-1} S_{L-1}(x)) \|^2 + \xi_4 \]

Above, \( \odot \) and \( \Theta \) hold because of Fact B.4. \( \Theta \) holds for some error term \( \xi_3 \) with
\[ \mathbb{E}[(\xi_3)^2] \leq (\text{poly}_1)^2 \left( \frac{\varepsilon}{\alpha_L} + \tau_L^3 \delta_{L-1} \right)^2 \]
because of (E.9) and \( \mathbb{E}_{x \sim \mathcal{D}}[\| S_{L}(x) \|^2] \leq B_t \) together with the hyper-contractivity Property 5.4. \( \odot \) holds for
\[ \mathbb{E}[(\xi_4)^2] \leq (\text{poly}_1)^3 \left( \frac{\varepsilon}{\alpha_L} + \tau_L^3 \delta_{L-1} \right)^2 \]
because of \( \mathbb{E}_{x \sim \mathcal{D}} \| U_{L-1} S_{L-1}(x) - S_{L-1}(x) \|^2 \leq c_1 (2^{L-1}) \cdot \delta_{L-1}^2 \) which implies

\[ \| W_{L,L-1} \sigma (R_{L-1} S_{L-1}(x)) \|^2 - \| W_{L,L-1} \sigma (R_{L-1} U_{L-1} S_{L-1}(x)) \|^2 = \xi_4 \]

Next, we apply Lemma 1.7 with \( f^{(1)}(x) = U_{L-1} S_{L-1}(x) \) and \( f^{(2)}(x) = \hat{S}_{L-1}(x) \) to derive the bound
\[ \mathcal{C}_z (g(f_1(x)) - g(f_2(x))) \leq k_L^4 \cdot 2^{O(2^L)} \cdot (c_1(2^L))^8 \cdot (\delta_{L-1} + \delta_{L-1}^2 B_L^4) \cdot \mathcal{C}_z (g) \]

\[ ^{28} \text{Specifically, one can combine} \]
- \( \| \sigma(a) - \sigma(b) \| \leq \| a - b \| \cdot (\| a \| + 2 \| a - b \|) \),
- \( \| (W_{L,L-1} a) \|^2 - \| W_{L,L-1} b \|^2 \| )^2 \leq \| W_{L,L-1} (a - b) \| \cdot (2 \| W_{L,L-1} a \| + \| W_{L,L-1} (a - b) \|)^2 \),
- \( \text{the spectral norm bound} \| W_{L,L-1} \|_2 \leq \tau_L, \| R_{L-1} \|_2 \leq O(\tau_L) \).
for some $\xi'_4 \in \mathbb{R}$ with $\mathbb{E}_{x \sim \mathcal{D}}[(\xi'_4)^2] \leq \tau^2 L^2 \cdot \text{poly}(B_L, c_3(2^L))\delta^2_{L-1}$. \hfill (E.11)

### E.4 Degree $2^{L-1} + 2^{L-3}$ Or Lower

Let us without loss of generality assuming that $L - 3 \in \mathcal{J}_L$, otherwise we move to lower degrees.

We now describe the strategy for this weight matrix $W_{L,L-3}$.

Let us consider all the monomials from $G^*(x)$ and $F(x)$ in degree $2^{L-1} + 2^{L-3}$. As argued above, they must come from equation (E.6).

As for the degree $2^{L-1} + 2^{L-3}$ degree monomials in $G^*(x)$ and $F(x)$, either they come from

$$
\|W_{L,L-1}^* (S_{L-1}^*(x))\|^2 \text{ and } \|W_{L,L-1}^* (R_{L-1} S_{L-1}(x))\|^2,
$$

which as we have argued in (E.10), they are sufficiently close; or they come from

$$
\sigma\left(S_{L-3}^*(x)\right)^\top (W_{L,L-3}^*)^\top W_{L,L-1}^* \sigma\left(S_{L-1}^*(x)\right) \text{ from Sum}(G_{L-1}^*(x))
$$

$$
\sigma\left(R_{L-3} S_{L-3}(x)\right)^\top (W_{L,L-3})^\top W_{L,L-1}^* \sigma\left(R_{L-1} S_{L-1}(x)\right) \text{ from Sum}(F_{L-1}(x))
$$

For this reason, suppose we compare the following two polynomials

$$
G^*(x) - \alpha_L \|W_{L,L-1}^* (S_{L-1}^*(x))\|^2 \text{ vs } F(x) - \alpha_L \|W_{L,L-1}^* (R_{L-1} S_{L-1}(x))\|^2,
$$

they are both of degree at most $2^{L-1} + 2^{L-3}$, and they differ by an error term

$$
\xi_5 = \left(G^*(x) - \alpha_L \|W_{L,L-1}^* (S_{L-1}^*(x))\|^2\right) - \left(F(x) - \alpha_L \|W_{L,L-1}^* (R_{L-1} S_{L-1}(x))\|^2\right)
$$

which satisfies (using $\text{Obj} \leq \varepsilon^2$ together with (E.10))

$$
\mathbb{E}_{x \sim \mathcal{D}}[(\xi_5)^2] \leq (\text{poly}(1)^4 \cdot (\varepsilon + \tau^2 L^2 \alpha_L \delta_{L-1})^2)
$$

Using and the degree-preservation Property 5.2 again (for the top degree $2^{L-1} + 2^{L-3}$), we have

$$
C_x\left(\sigma\left(S_{L-3}^*(x)\right)^\top (W_{L,L-3}^*)^\top W_{L,L-1}^* \sigma\left(S_{L-1}^*(x)\right)\right)
$$

$$
- \sigma\left(R_{L-3} S_{L-3}(x)\right)^\top (W_{L,L-3})^\top W_{L,L-1}^* \sigma\left(R_{L-1} S_{L-1}(x)\right) \leq \xi_6^2
$$

for some error term $\xi_6$ with $[(\xi_6)^2] \leq (\text{poly}(1)^5 \cdot \left(\frac{\varepsilon}{\alpha_L} + \tau^3 L^2 \delta_{L-1}\right))^2$. Using a similar argument as (E.8), we also have

$$
C_x\left(\left(R_{L-3} S_{L-3}(x)\right)^\top (W_{L,L-3})^\top W_{L,L-1}^* \sigma\left(R_{L-1} S_{L-1}(x)\right)\right)
$$

$$
- \sigma\left(R_{L-3} U_{L-3} S_{L-3}(x)\right)^\top (W_{L,L-3})^\top W_{L,L-1}^* \sigma\left(R_{L-1} U_{L-3} S_{L-1}(x)\right) \leq \xi_7
$$

to derive that

$$
\left(\|W_{L,L-1} \sigma\left(R_{L-1} S_{L-1}(x)\right)\|^2 - \|W_{L,L-1} \sigma\left(R_{L-1} U_{L-1} S_{L-1}(x)\right)\|^2\right)^2
$$

$$
\leq O(\tau_L^2 \cdot \left(\|S(x)\|^2 \parallel U_{L} S_{L}(x) - S_{L}(x)\|^2 + \|U_{L} S_{L}(x) - S_{L}(x)\|^2\right))
$$

Using $\|a\|^2 \leq O(|a|^2) + \frac{|\|a\|^2|}{L-1}$, as well as the aforementioned bounds

- $E_{x \sim \mathcal{D}} \|S_{L-1}(x)\|^2 \leq B_L$ and $E_{x \sim \mathcal{D}} \|U_{L-1} S_{L-1}(x) - S_{L-1}(x)\|^2 \leq \delta_{L-1}^2$

and the hyper-contraction assumption (5.4) we can prove (E.11).
for $\xi_7 \leq \sigma_L^2 \cdot \text{poly}(r_{L}, 2^{2L}, c_1(2^L)) \delta_{L-1}^2$. If we define $\overline{W}_{L,L-3} = \overline{W}_{L,L-3}Q_{L-1}$ for the same unitary matrix $Q_{L-1}$ as before, we have

$$W_{L,L-3} \sigma \left( R_{L-3} U_{L-3} \overline{S}_{L-2}(x) \right) = \overline{W}_{L,L-3} \left( \overline{S}_{L-3}(x) * \overline{S}_{L-3}(x) \right).$$

Using this notation, the error bounds on $\xi_6$ and $\xi_7$ together imply

$$C_x \left( \left( \overline{S}_{L-3}(x) * \overline{S}_{L-3}(x) \right)^{\top} \overline{W}_{L,L-3} \overline{W}_{L,L-3} \left( \overline{S}_{L-1}(x) * \overline{S}_{L-1}(x) \right) - \left( \overline{S}_{L-3}(x) * \overline{S}_{L-3}(x) \right)^{\top} \overline{W}_{L,L-3} \overline{W}_{L,L-3} \left( \overline{S}_{L-1}(x) * \overline{S}_{L-1}(x) \right) \right)^2 \leq \xi_8$$

for $\xi_8 \leq \left( \text{poly}_1^6 \cdot \left( \frac{\epsilon}{\alpha_L} + \sigma_L^3 \delta_{L-1} \right)^2 \right)^2$. Applying the singular value property [Lemma D.1] to the above formula, we have

$$\left\| \overline{W}_{L,L-3}^{\top} \overline{W}_{L,L-1} - \overline{W}_{L,L-3}^{\top} \overline{W}_{L,L-1} \right\|_F^2 \leq \left( \text{poly}_1^7 \left( \frac{\epsilon}{\alpha_L} + \sigma_L^3 \delta_{L-1} \right)^2 \right)^2.$$

Following a similar argument to [E.10], we can derive that This implies

$$(W_{L,L-3}^{\top} \sigma \left( S_{L-3}(x) \right))^{\top} W_{L,L-1}^{\top} \sigma \left( S_{L-1}(x) \right) = (W_{L,L-3}^{\top} \sigma \left( R_{L-3} S_{L-3}(x) \right))^{\top} W_{L,L-1}^{\top} \sigma \left( R_{L-3} S_{L-1}(x) \right) + \xi_9$$

for some $\mathbb{E}[(\xi_9)^2] \leq \left( \text{poly}_1^8 \left( \frac{\epsilon}{\alpha_L} + \sigma_L^3 \delta_{L-1} \right)^2 \right)^2$.

### E.5 Until Degree $2^{L-1} + 1$

If we repeat the process in Section E.4 to analyze monomials of degrees $2^{L-1} + 2^j$ until $2^{L-1} + 1$ (for all $j \in J_L$), eventually we can conclude that

$$\left\| W_{L,L-1}^{\top} W_{L,L-1} - W_{L,L-3}^{\top} W_{L,L-1} \right\|_F \leq \left( \text{poly}_1 \right)^{2L+3} \left( \frac{\epsilon}{\alpha_L} + \sigma_L^3 \delta_{L-1} \right)$$

which implies that for unitary matrix $Q_{L-1}^{\text{def}} = \text{diag}(Q_{L})_{\ell \in J_L \setminus \{L-1\}}$, we have that

$$\left\| Q_{L-1}^{\top} W_{L,L-1}^{\top} W_{L,L-1} - W_{L,L-3}^{\top} W_{L,L-1} \right\|_F \leq \left( \text{poly}_1 \right)^{2L+3} \left( \frac{\epsilon}{\alpha_L} + \sigma_L^3 \delta_{L-1} \right)$$

Let us define

$$\text{poly}_2 = \left( \text{poly}_1 \right)^{2L+3} \sigma_L^3$$

so that

$$\left\| Q_{L-1}^{\top} W_{L,L-1}^{\top} W_{L,L-1} - W_{L,L-3}^{\top} W_{L,L-1} \right\|_F \leq \text{poly}_2 \left( \frac{\epsilon}{\alpha_L} + \delta_{L-1} \right)$$

(E.12)

By the regularizer that

$$\left\| W_{L,L-1}^{\top} W_{L,L-1} - K_{L,L-1}^{\top} K_{L,L-1} \right\|_F^2 \leq \frac{\epsilon^2}{\lambda_{3,L}-1}$$

29 Technically speaking, for $j \in J_L \setminus \{0, 1\}$, one needs to modify Section E.4 a bit, because the 4-tensor becomes 3-tensor: $\left( \overline{S}_{j}(x) \right)^{\top} \overline{W}_{L,L}^{\top} \overline{W}_{L,L-1} \left( \overline{S}_{L-3}(x) * \overline{S}_{L-3}(x) \right)$.  
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Using $W_{L,j} = W_{L,j}(R_j \ast R_j)$ and $K_{L,j} = K_{L,j}(R_j \ast R_j)$, using the properties that $R_j \ast R_j$ is well-conditioned (see Lemma B.6), and using $Q_{L-1}$ and $Q_{L\perp}$ are unitary (see Lemma B.5), we have

$$
\left\| Q_{L-1}^T \overline{W}_{L,L-1}^T W_{L\perp} Q_{L\perp} - Q_{L-1}^T \overline{K}_{L,L-1}^T K_{L\perp} Q_{L\perp} \right\|_F \leq \frac{\varepsilon^2}{\lambda_{3,L}} \cdot \text{poly}(\overline{K}_L, L) \quad (E.13)
$$

By our choice of $\lambda_{3,L} \geq \frac{1}{\text{poly}(\overline{K}_L, L)}$ and (E.12), we have

$$
\left\| Q_{L-1}^T \overline{K}_{L,L-1}^T K_{L\perp} Q_{L\perp} - W_{L,L-1}^T W_{L\perp} \right\|_F \leq \sqrt{\overline{\gamma}_L} (\text{poly}_2)^2 \left( \frac{\varepsilon}{\alpha_L} + \delta_{L-1} \right) \quad (E.14)
$$

E.6 Deriving $\overline{K}_L$ Close To $W_{L\perp}$

Since $\|K_{L\perp}\|_F, \|K_{L,L-1}\|_F \leq \tau_L$, we have $\|K_{L\perp}\|_F, \|K_{L,L-1}\|_F \leq O(\tau_L L)$ from Lemma B.6. Also, the singular values of $W_{L\perp}, \overline{W}_{L,L-1}$ are between $1/k$ and $L \kappa$ (see Fact B.7). Therefore, applying Claim I.9 to (E.14), we know that there exists square matrix $P \in \mathbb{R}^{k_L \times k_L}$ satisfying

$$
\left\| K_{L,L-1}Q_{L-1} - P W_{L,L-1} \right\|_F \leq \sqrt{\overline{\gamma}_L} (\text{poly}_2)^3 \left( \frac{\varepsilon}{\alpha_L} + \delta_{L-1} \right)
$$

and all the singular values of $P$ are between $\frac{1}{\text{poly}(\overline{\gamma}_L)}$ and $\text{poly}(\tau_L)$. This implies that

$$
\left\| Q_{L-1}^T K_{L,L-1}^T K_{L,L-1} Q_{L-1} - W_{L,L-1}^T P^T P W_{L,L-1} \right\|_F \leq \sqrt{\overline{\gamma}_L} (\text{poly}_2)^4 \left( \frac{\varepsilon}{\alpha_L} + \delta_{L-1} \right) \quad (E.15)
$$

Our regularizer $\lambda_{4,L}$ ensures that

$$
\left\| W_{L,L-1}^T W_{L,L-1} - K_{L,L-1}^T K_{L,L-1} \right\|_F^2 \leq \frac{\varepsilon^2}{\lambda_{4,L}}
$$

Using $W_{L,j} = W_{L,j}(R_j \ast R_j)$ and $K_{L,j} = K_{L,j}(R_j \ast R_j)$, using the properties that $R_j \ast R_j$ is well-conditioned (see Lemma B.6), and using $Q_{L-1}$ and $Q_{L\perp}$ are unitary (see Lemma B.5), we have

$$
\left\| Q_{L-1}^T \overline{W}_{L,L-1}^T W_{L,L-1} Q_{L-1} - Q_{L-1}^T \overline{K}_{L,L-1}^T K_{L,L-1} Q_{L-1} \right\|_F \leq \frac{\varepsilon^2}{\lambda_{4,L}} \cdot \text{poly}(\overline{K}_L, L)
$$

By our choice $\lambda_{4,L} \geq \frac{1}{(\text{poly}_2)^2 \overline{\gamma}_L} \alpha_L^2$, this together with (E.15) implies

$$
\left\| Q_{L-1}^T \overline{W}_{L,L-1}^T W_{L,L-1} Q_{L-1} - W_{L,L-1}^T P^T P W_{L,L-1} \right\|_F \leq 2 \sqrt{\overline{\gamma}_L^2} (\text{poly}_2)^4 \left( \frac{\varepsilon}{\alpha_L} + \delta_{L-1} \right)
$$

$$
\left\| \overline{W}_{L,L-1}^T W_{L,L-1} - W_{L,L-1}^T P^T P W_{L,L-1} \right\|_F \leq 2 \sqrt{\overline{\gamma}_L^2} (\text{poly}_2)^4 \left( \frac{\varepsilon}{\alpha_L} + \delta_{L-1} \right) \quad (E.17)
$$

Recall we have already concluded in (E.9) that

$$
\left\| \text{Sym} \left( \overline{W}_{L,L-1}^T W_{L,L-1} \right) - \text{Sym} \left( W_{L,L-1}^T W_{L,L-1} \right) \right\|_F \leq \text{poly}_2 \left( \frac{\varepsilon}{\alpha_L} + \delta_{L-1} \right)
$$

---

30 We note here, to apply Claim I.9, one also needs to ensure $\varepsilon \leq \frac{\alpha_L}{(\text{poly}_2)^2 \overline{\gamma}_L}$ and $\delta_{L-1} \leq \frac{1}{(\text{poly}_2)^2 \overline{\gamma}_L}$; however, both of them are satisfied under the assumptions $\varepsilon \leq \frac{\alpha_L}{(\text{poly}_2)^2 \overline{\gamma}_L}$ and $\frac{\alpha_L}{\alpha_{L-1}} \leq \frac{1}{4 \overline{\gamma}_L (\text{poly}_2)^2 \overline{\gamma}_L}$, and the definition of $\delta_{L-1}$ from (E.4).
so putting it into \( (E.17) \) we have
\[
\left\| \text{Sym} \left( \bar{W}_{L,L-1}^T P^T P \bar{W}_{L,L-1}^* \right) - \text{Sym} \left( \bar{W}_{L,L-1}^T \bar{W}_{L,L-1}^* \right) \right\|_F \leq 3 \sqrt{\gamma_L^2(\text{poly}_2)}^4 \left( \frac{\varepsilon}{\alpha_L} + \delta_{L-1} \right)
\]
Since \( \bar{W}_{L,L-1} = W_{L,L-1} \), by Fact B.4, we know that for any matrix \( P \),
\[
\text{Sym} \left( \bar{W}_{L,L-1}^T P^T P \bar{W}_{L,L-1}^* \right) = \bar{W}_{L,L-1}^T P^T P \bar{W}_{L,L-1}^*
\]
This implies
\[
\left\| \bar{W}_{L,L-1}^T P^T P \bar{W}_{L,L-1} - \bar{W}_{L,L-1}^* \bar{W}_{L,L-1} \right\|_F \leq 4 \sqrt{\gamma_L^2(\text{poly}_2)}^4 \left( \frac{\varepsilon}{\alpha_L} + \delta_{L-1} \right).
\]
By expanding \( \bar{W}_{L,L-1}^* \) into its SVD decomposition, one can derive from the above inequality that
\[
\left\| P^T P - I \right\|_F \leq \sqrt{\gamma_L^2(\text{poly}_2)}^5 \left( \frac{\varepsilon}{\alpha_L} + \delta_{L-1} \right) \quad (E.18)
\]
Putting this back to \( (E.15) \) and \( (E.16) \), we have
\[
\left\| \frac{Q_{L-1}^T K_{L-1}^T K_{L-1} Q_{L-1} - \bar{W}_{L,L-1}^* \bar{W}_{L,L-1}^*}{\bar{W}_{L,L-1}^* \bar{W}_{L,L-1}^*} \right\|_F \leq \sqrt{\gamma_L^2(\text{poly}_2)}^6 \left( \frac{\varepsilon}{\alpha_L} + \delta_{L-1} \right)
\]
Combining this with \( (E.14) \), we derive that (denoting by \( \bar{Q}_L \equiv \text{diag}(Q_L)_{\ell \in \mathcal{J}_L} \))
\[
\left\| \bar{Q}_L K_L \bar{Q}_L - \bar{W}_L^* \bar{W}_L^* \right\|_F \leq \sqrt{\gamma_L^2(\text{poly}_2)}^7 \left( \frac{\varepsilon}{\alpha_L} + \delta_{L-1} \right) \quad (E.19)
\]
### E.7 Deriving \( S_L(x) \) Close to \( S_L^*(x) \), Construct \( U_L \)
From \( (E.19) \) we can also apply Claim I.10 and derive the existence of some unitary \( U_L \in \mathbb{R}^{k_L \times k_L} \) so that\(^{31} \)
\[
\left\| K_L \bar{Q}_L - U_L \bar{W}_L^* \right\|_F \leq \sqrt{\gamma_L^2(\text{poly}_2)}^8 \left( \frac{\varepsilon}{\alpha_L} + \delta_{L-1} \right) \quad (E.20)
\]
Simultaneously right applying the two matrices in \( (E.20) \) by the vector (where the operator \( \sim \) is for concatenating two vectors)
\[
\left( S_j^*(x) \star S_j^*(x) \right)_{j \in \mathcal{J}_L \setminus \{0,1\}} \sim \left( S_j^*(x) \right)_{j \in \mathcal{J}_L \setminus \{0,1\}} ,
\]
we have
\[
\sum_{j \in \mathcal{J}_L \setminus \{0,1\}} K_{L,j} \sigma \left( R_j U_j S_j^*(x) \right) + \sum_{j \in \mathcal{J}_L \setminus \{0,1\}} K_{L,j} S_j^*(x)
\]
\[
= U_L \left( \sum_{j \in \mathcal{J}_L \setminus \{0,1\}} W_{L,j} \sigma \left( S_j^*(x) \right) + \sum_{j \in \mathcal{J}_L \setminus \{0,1\}} W_{L,j} S_j^*(x) \right) + \xi_{10}
\]
\(^{31}\)We note here, to apply Claim I.10, one also needs to ensure \( \varepsilon \leq \frac{\alpha_L}{\text{poly}_2^2 \gamma_L} \) and \( \delta_{L-1} \leq \frac{1}{\text{poly}_2^2 \gamma_L} ; \) however, both of them are satisfied under the assumptions \( \varepsilon \leq \frac{\alpha_L}{\text{poly}_2^2 \gamma_L} \) and \( \frac{\alpha_L}{\alpha_{L-1}} \leq \frac{1}{\gamma_L^2(\text{poly}_2)^2 \gamma_L} ; \) and the definition of \( \delta_{L-1} \) from \( (E.4) \).
for some error vector $\xi_{10}$ with

$$\mathbb{E}_{x \sim D}[\|\xi_{10}\|^2] \leq \Upsilon_L^2 \cdot L B^2_L (\text{poly}_2)^{16} \left( \frac{\varepsilon}{\alpha_L} + \delta_{L-1} \right)^2 .$$

Combining it with $\mathbb{E}_{x \sim D} \left\| U_{L-1} S_{L-1}^*(x) - S_{L-1}(x) \right\|_2^2 \leq \delta_{L-1}^2$ (see (E.4)) we know

$$S_L(x) = \sum_{j \in J_L \setminus \{0,1\}} K_{L,j} \sigma(R_j S_j(x)) + \sum_{j \in J_L \cap \{0,1\}} K_{L,j} S_j(x) = U_L \left( \sum_{j \in J_L \setminus \{0,1\}} W_{L,j} \sigma(S_j^*(x)) + \sum_{j \in J_L \cap \{0,1\}} W_{L,j} S_j^*(x) \right) + \xi_{11} = U_L S_L^*(x) + \xi_{11}$$

for some error vector $\xi_{11}$ with

$$\mathbb{E}_{x \sim D}[\|\xi_{11}\|^2] = \mathbb{E}_{x \sim D}[\|U_L S_L^*(x) - S_L(x)\|^2_2] \leq \Upsilon^2_L (\text{poly}_2)^{17} \left( \frac{\varepsilon}{\alpha_L} + \delta_{L-1} \right)^2 . \quad (E.21)$$

**E.8 Deriving $F_L(x)$ Close To $G^*(x)$**

By the regularizer $\lambda_{5,L}$, we have that

$$\left\| W_L^T W_L - K_L^T K_L \right\|_F \leq \frac{\varepsilon^2}{\lambda_{5,L}} . \quad (E.22)$$

Using $W_{L,j} = W_{L,j}(R_j \ast R_j)$ and $K_{L,j} = K_{L,j}(R_j \ast R_j)$, using the properties that $R_j \ast R_j$ is well-conditioned (see Lemma B.6), and using $Q_{L-1}$ and $Q_{L,<}$ are unitary (see Lemma B.5), we have

$$\left\| Q_L^T W_L^T W_L Q_L - Q_L^T K_L^T K_L Q_L \right\|_F \leq \frac{\varepsilon^2}{\lambda_{5,L}} \cdot \text{poly}(K_L, L)$$

By our choice of $\lambda_{5,L} \geq \frac{1}{(\text{poly}_2)^{13} \Upsilon_L^2 \alpha^2_L}$, together with (E.19), we have that

$$\left\| Q_L^T W_L^T W_L Q_L - W_L^T W_L \right\|_F \leq \sqrt{\Upsilon^2_L (\text{poly}_2)^7} \left( \frac{\varepsilon}{\alpha_L} + \delta_{L-1} \right) .$$

Note from the definition of $\text{Sum}(F_L(x))$ and $\text{Sum}(G^*_L(x))$ (see (E.6)) we have

$$\text{Sum}(G^*_L(x)) = \left\| W_L^T (S_{L-1}^*(x) \ast S_{L-1}^*(x), \ldots) \right\|^2$$

$$\text{Sum}(F_L(x)) = \left\| W_L (S_{L-1}(x) \ast S_{L-1}(x), \ldots) \right\|^2$$

so using a similar derivation as (E.10), we have

$$\mathbb{E}_{x \sim D} \left( \text{Sum}(F_L(x)) - \text{Sum}(G^*_L(x)) \right)^2 \leq \Upsilon^2_L (\text{poly}_2)^{15} \left( \frac{\varepsilon}{\alpha_L} + \delta_{L-1} \right)^2 . \quad (E.23)$$

**E.9 Recursion**

We can now put (E.23) back to the bound of $\text{Obj}_{L-1}$ (see (E.1)) and derive that

$$\text{Obj}_{L-1} \leq 2 \alpha_L^2 \mathbb{E}_{x \sim D} \left( \text{Sum}(F_L(x)) - \text{Sum}(G^*_L(x)) \right)^2 + 2\text{Obj} \leq \Upsilon^2_L (\text{poly}_2)^{16} \left( \delta_{L-1}^2 \alpha^2_L + \varepsilon^2 \right) . \quad (E.24)$$
Note this is a tighter upper bound on $\text{Obj}_{L-1}$ comparing to the previously used one in (E.3). Therefore, we can apply the induction hypothesis again and replace (E.4) also with a tighter bound

$$\forall \ell = 2, 3, \ldots, L-1: \quad \mathbb{E}_{x \sim \mathcal{D}} \|U_\ell S_\ell^*(x) - S_\ell(x)\|_2^2 \leq \left( \frac{\varepsilon + \delta_{L-1} \alpha_L}{\sqrt{\alpha_L \alpha_{\ell+1}}} \right)^2 \cdot 2 \gamma^3_L (\text{poly}_2)^{16} C_{L-1}.$$ \tag{E.25}

In other words, we can replace our previous crude bound on $\delta_{L-1}$ (see (E.3)) with this tighter bound (E.25) and repeat. By our assumption, $\frac{\alpha_L}{\alpha_{L-1}} \leq \frac{1}{4 \gamma^3_L (D_L)^{16} C_{L-1}}$, this implies that the process ends when\footnote{To be precise, we also need to verify that this new $\delta_{L-1} \leq \frac{1}{(\text{poly}_2)^8}$ as before, but this is ensured from our assumptions $\varepsilon \leq \frac{\alpha_L}{(D_L)^{9/2} T_L}$ and $\frac{\alpha_L}{\alpha_{L-1}} \leq \frac{1}{4 \gamma^3_L (D_L)^{16} C_{L-1}}$.}

$$\delta_{L-1}^2 = \left( \frac{\varepsilon}{\sqrt{\alpha_{L-1} \alpha_L}} \right)^2 \cdot 2 \gamma^3_L (\text{poly}_2)^{16} C_{L-1}. \tag{E.26}$$

Plugging this choice back to (E.25), we have for every $\ell = 2, 3, \ldots, L-1$

$$\mathbb{E}_{x \sim \mathcal{D}} \|U_\ell S_\ell^*(x) - S_\ell(x)\|_2^2 \leq \left( \frac{\varepsilon}{\sqrt{\alpha_L \alpha_{\ell+1}}} \right)^2 \cdot 2 \gamma^3_L (\text{poly}_2)^{16} C_L \leq \left( \frac{\varepsilon}{\sqrt{\alpha_{L-1} \alpha_L}} \right)^2 C_L$$

As for the case of $\ell = L$, we derive from (E.21) that

$$\mathbb{E}_{x \sim \mathcal{D}} \|U_L S_L^*(x) - S_L(x)\|_2^2 \leq 2 \gamma^2_L (\text{poly}_2)^{17} \left( \frac{\varepsilon}{\alpha_L} \right)^2 \leq \left( \frac{\varepsilon}{\alpha_{L-1} \alpha_L} \right)^2 C_L$$

This completes the proof of Theorem E.1

\[\square\]

**E.10 Proof of Corollary E.3**

**Proof of Corollary E.3.** As for Corollary E.3, we first note that our final choice of $\delta_{L-1}$ (see (E.26)), when plugged into (E.12), (E.14), (E.19) and (E.21), respectively give us

$$\left\| Q_{L-1}^L W_{L,L-1}^T W_{L,C} - W_{L,L-1}^* W_{L,C} \right\|_F^2 \leq 2 (D_L)^2 \left( \frac{\varepsilon}{\alpha_L} \right)^2,$$

$$\left\| Q_{L-1}^L K_{L,L-1}^T K_{L,C} - W_{L,L-1}^* W_{L,C} \right\|_F^2 \leq 2 \gamma^2_L (D_L)^4 \left( \frac{\varepsilon}{\alpha_L} \right)^2,$$

$$\left\| Q_{L}^L K_{L,C} - W_{L}^* W_{L,C} \right\|_F^2 \leq 2 \gamma^2_L (D_L)^{14} \left( \frac{\varepsilon}{\alpha_L} \right)^2,$$

$$\mathbb{E}_{x \sim \mathcal{D}} \|U_L S_L^*(x) - S_L(x)\|_2^2 \leq 2 \gamma^2_L (D_L)^{17} \left( \frac{\varepsilon}{\alpha_L} \right)^2$$

So far this has only given us bounds for the $L$-th layer. As for other layers $\ell = 2, 3, \ldots, L-1$, we note that our final choice of $\delta_{L-1}$ (see (E.26)), when plugged into the formula of $\text{Obj}_{L-1}$ (see (E.24)), in fact gives

$$\text{Obj}_{L-1} \leq 2 \gamma^3_L (D_L)^{16} \varepsilon^2 < (2 \sqrt{\gamma^2_L (D_L)^8} \varepsilon)^2 \ll \left( \frac{\alpha_{L-1}}{(D_L)^{9/2} T_L} \right)^2.$$

using our assumptions $\varepsilon \leq \frac{\alpha_L}{(D_L)^{9/2} T_L}$ and $\frac{\alpha_L}{\alpha_{L-1}} \leq \frac{1}{4 \gamma^3_L (D_L)^{16} C_{L-1}}$. Therefore, we can recurse to the case of $L - 1$ with $\varepsilon^2$ replaced with $4 \gamma^3_L (D_L)^{16} \varepsilon^2$. Continuing in this fashion gives the desired bounds.

Finally, our assumption $\varepsilon \leq \frac{\alpha_L}{(D_L)^{9/2} T_L}$ implies $\mathbb{E}_{x \sim \mathcal{D}} \left\|U_L S_L^*(x) - S_L(x)\right\|_2^2 \leq 1$, and using gap
assumption it also holds for previous layers:

$$\forall \ell < L: \quad \mathbb{E}_{x \sim D} \left\| U_{\ell} S_{\ell}^*(x) - S_{\ell}(x) \right\|_2^2 \leq 2 \Upsilon_0^2 (D_{\ell}) \left( \frac{\varepsilon}{\alpha_{\ell}} \right)^2 \cdot \frac{C_{\ell}}{C_{\ell}} \leq 1$$

They also imply $\mathbb{E}_{x \sim D} \left\| S_{\ell}(x) \right\|_2^2 \leq 2B_{\ell}$ using $\mathbb{E}_{x \sim D} \left\| S_{\ell}^*(x) \right\|_2^2 \leq B_{\ell}$. \qed

### E.11 Proof of Corollary E.4

**Proof of Corollary E.4.** This time, we begin by recalling that from (E.3):

$$\text{Obj}_{L-1} \leq \alpha_{L}^2 \cdot (k_L L \bar{D}_L) c_3(2L) + 2 \varepsilon^2 \leq \alpha_{L}^2 \cdot D_L$$

Therefore, we can use $\varepsilon^2 = \alpha_{L}^2 \cdot D_L$ and apply Theorem E.1 and Corollary E.3 for the case of $L - 1$. This is why we choose $\varepsilon_0 = \alpha_{L} \cdot \sqrt{D_L}$ for $\ell < L$.

As for the case of $\ell = L$, we first note the $L - 1$ case tells us

$$\mathbb{E}_{x \sim D} \left\| U_{L-1} S_{L-1}^*(x) - S_{L-1}(x) \right\|_2^2 \leq \delta_{L-1}^2 \overset{\text{def}}{=} 6 \Upsilon_0^2 (D_{L-1}) \left( \frac{\varepsilon}{\alpha_{L-1}} \right)^2 \ll \left( \frac{\varepsilon}{\alpha_{L}} \right)^2$$

Therefore, we can plug in this choice of $\delta_{L-1}$ into (E.12), (E.14) and (E.19) to derive

$$\begin{align*}
\left\| Q_{L-1}^T W_{L-1} - W_{L-1} \right\|_F^2 &\leq 2 \left( \frac{\varepsilon}{\alpha_{L}} \right)^2 \\
\left\| K_{L-1}^T K_{L-1} Q_{L-1} - W_{L-1} \right\|_F^2 &\leq 2 \left( \frac{\varepsilon}{\alpha_{L}} \right)^2 \\
\left\| Q_{L}^T K_{L} Q_{L} - W_{L} \right\|_F^2 &\leq 2 \left( \frac{\varepsilon}{\alpha_{L}} \right)^2
\end{align*}$$

Note that the three equations (E.12), (E.14) and (E.19) have only required the weaker requirement $\varepsilon \leq \frac{\alpha_{L}}{(D_{L})^\frac{1}{4}} \sqrt{\Upsilon_0}$ on $\varepsilon$ comparing to the full Theorem E.1 (the stronger requirement was $\varepsilon \leq \frac{\alpha_{L}}{(D_{L})^\frac{1}{4}} \Upsilon_0$), but it is required only starting from equation (E.20). \qed

### F Construction of Descent Direction

Let $U_{\ell}$ be defined as in Theorem E.1. Let us construct $V_{\ell,j}^* \in \mathbb{R}^{k_{\ell} \times (k_{\ell+1} + 1)}$ or $\mathbb{R}^{k_{\ell} \times d}$ that satisfies

$$\forall j > 2: V_{\ell,j}^* \sigma(R_j U_{\ell} z) = W_{\ell,j}^* \sigma(z), \quad \forall j' \in [2], V_{\ell,j'}^* = W_{\ell,j'}^* \quad (F.1)$$

and the singular values of $V_{\ell,j}$ are between $\left[ \frac{1}{O(k_{\ell} L^2 \kappa)}, O(L^2 \kappa) \right]$. (This can be done by defining $V_{\ell,j}^* = W_{\ell,j}^* (I + I)(R_j U_{\ell} + R_j U_{j})^{-1} \in \mathbb{R}^{k_{\ell} \times (k_{\ell+1} + 1)}$, and the singular value bounds are due to Fact B.7, Lemma B.5 and Lemma B.6.) Let us also introduce notations

$$\begin{align*}
E_{\ell} &\overset{\text{def}}{=} K_{\ell-1}^T K_{\ell} - (V_{\ell-1}^* \ell^{-1})^T V_{\ell}^* = (E_{\ell,\ell-1}, E_{\ell,<}) \\
E_{\ell,<} &\overset{\text{def}}{=} K_{\ell-1}^T K_{\ell-1} - (V_{\ell-1}^* \ell^{-1})^T V_{\ell-1}^* \\
E_{\ell,\ell-1} &\overset{\text{def}}{=} K_{\ell-1}^T K_{\ell-1} - (V_{\ell-1}^* \ell^{-1})^T V_{\ell-1}^* \\
\hat{E}_{\ell} &\overset{\text{def}}{=} K_{\ell}^T K_{\ell} - (V_{\ell}^*)^T V_{\ell}^*
\end{align*}$$
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Let us consider updates (for some $\eta_2 \geq \eta_1$):

$$W_\ell \leftarrow \sqrt{1 - \eta_1} W_\ell + \sqrt{\eta_1} D_\ell V_{\ell}^{*,w}$$

$$K_{\ell,\ell} \leftarrow \left(1 + \frac{\eta_2}{2}\right) K_{\ell,\ell} - \eta_1 Q_{\ell} K_{\ell,\ell} - \eta_2 K_{\ell,\ell-1} E_{\ell,\ell-1}$$

$$K_{\ell,\ell-1} \leftarrow \left(1 - \frac{\eta_1}{2}\right) K_{\ell,\ell-1} + \eta_1 Q_{\ell} K_{\ell,\ell-1} - \eta_2 K_{\ell,\ell-1} E_{\ell,\ell-1}^T$$

where $V_{\ell}^{*,w} \in \mathbb{R}^{m \times *}$ is defined as $(V_{\ell}^{*,w})^\top = \frac{\sqrt{\tilde{m}}}{\sqrt{m}} ((V_1)_{\ell}^\top, \ldots, (V_\ell)_{\ell}^\top)$ which contains $\frac{n}{k_\ell}$ identical copies of $V_{\ell}^*$, and $D_\ell \in \mathbb{R}^{m \times m}$ is a diagonal matrix with diagonals as random $\pm 1$, and $Q_{\ell}$ is a symmetric matrix given by

$$Q_\ell = \frac{1}{2} (K_{\ell,\ell-1} K_{\ell,\ell-1}^\top)^{-1} K_{\ell,\ell-1} (V_{\ell,\ell-1}^\top V_{\ell,\ell-1} K_{\ell,\ell-1}^\top K_{\ell,\ell-1})^{-1}$$

### F.1 Simple Properties

#### Fact F.1

Suppose we know $\|W_\ell\|_F \leq \tilde{\kappa}_\ell$. Then,

$$(W_\ell^{\text{(new)}})^\top (W_\ell^{\text{(new)}}) = (1 - \eta_1) (W_\ell)^\top W_\ell + \eta_1 (V_\ell^*)^\top V_\ell^* + \sqrt{\eta_1} \xi$$

for some error matrix $\xi$ with

$$\mathbb{E}_{D_\ell} [\xi] = 0 \quad \text{and} \quad \mathbb{P}_{D_\ell} \left[ \|\xi\|_F > \frac{\log \delta^{-1} \cdot \text{poly}(\tilde{\kappa}_\ell)}{\sqrt{m}} \right] \leq \delta \quad \text{and} \quad \mathbb{E}_{D_\ell} [\|\xi\|_F^2] \leq \frac{\text{poly}(\tilde{\kappa}_\ell)}{m}$$

**Proof.** Trivial from vector version of Hoeftding’s inequality. \( \Box \)

#### Claim F.2

Suppose $\sigma_{\min}(K_{\ell,\ell-1}), \sigma_{\min}(K_{\ell,\ell}) \geq \frac{1}{2\kappa}$ and $\|K_{\ell}\|_2 \leq 2\tilde{\kappa}$ for some $\kappa \geq k + k_\ell + L$, we have:

$$\langle E_{\ell,\ell}, \tilde{K}_{\ell,\ell-1}^\top K_{\ell,\ell-1} E_{\ell,\ell} + E_{\ell,\ell} K_{\ell,\ell}^\top K_{\ell,\ell} E_{\ell,\ell} \rangle \geq \frac{1}{\text{poly}(\tilde{\kappa})} \|E_{\ell,\ell}\|_F^2$$

**Proof of Claim F.2.** We first note the left hand side

$$LHS = \|K_{\ell,\ell-1} E_{\ell,\ell}\|_F^2 + \|K_{\ell,\ell} E_{\ell,\ell}\|_F^2$$

Without loss of generality (by left/right multiplying with a unitary matrix), let us write $K_{\ell,\ell-1} = (K_1, 0)$ and $K_{\ell,\ell} = (K_2, 0)$ for square matrices $K_1, K_2 \in \mathbb{R}^{k_\ell \times k_\ell}$. Accordingly, let us write $E_{\ell,\ell} = (E_1, E_2)$ for $E_1 \in \mathbb{R}^{k_\ell \times k_\ell}$. We have

$$LHS = \|(K_1 E_1, K_1 E_2)\|_F^2 + \|(K_2 E_1^T, K_2 E_2)\|_F^2 \geq \frac{1}{\text{poly}(\kappa)} (\|E_1\|_F^2 + \|E_2\|_F^2 + \|E_3\|_F^2)$$

Note also $\|E_{\ell,\ell}\|_F \leq \text{poly}(\tilde{\kappa})$. Let us write $V_{\ell,\ell-1} = (V_1, V_2)$ and $V_{\ell,\ell} = (V_3, V_4)$ for square matrices $V_1, V_3 \in \mathbb{R}^{k_\ell \times k_\ell}$. Then we have

$$E_{1,\ell} = \begin{pmatrix} E_1 \\ E_3 \\ E_4 \end{pmatrix} = \begin{pmatrix} K_1^T K_2 & V_1 - V_3^T V_4 \\ -V_2^T V_3 & -V_2^T V_4 \end{pmatrix}$$

Recall we have $\|V_{\ell,\ell-1}\|_2, V_{\ell,\ell}^2 \leq L^2\kappa$. Consider two cases.

In the first case, $\sigma_{\min}(V_1) \leq \frac{1}{16L^2\kappa(\kappa)^2}$. Then, it satisfies $\|E_1\|_F \geq \frac{1}{2} \|K_1\|_2 \|K_2\|_2 \geq \frac{1}{8(\kappa)^2}$ so we are done. In the second case, $\sigma_{\min}(V_1) \geq \frac{1}{16L^2\kappa(\kappa)^2}$. We have

$$\|E_2\|_F = \|V_1^T V_4\|_F \geq \sigma_{\min}(V_1) \|V_4\|_F \geq \frac{\sigma_{\min}(V_1)}{\sigma_{\max}(V_2)} \|V_2^T V_4\|_F \geq \frac{1}{\text{poly}(\tilde{\kappa})} \|E_4\|_F$$

so we are also done. \( \Box \)
Claim F.3. Suppose $\sigma_{\min}(K_{\ell,\ell-1}) \geq \frac{1}{\tilde{\kappa}}$ and $\|K_{\ell}\|_2 \leq \tilde{\kappa}$ for some $\tilde{\kappa} \geq \kappa + k_{\ell} + L$, we have

$$\|2K_{\ell,\ell-1}^T Q_{\ell,\ell-1} - (V_{\ell,\ell-1}^*)^T V_{\ell,\ell-1}^*\|_F \leq \text{poly}(\tilde{\kappa}) \|E_{\ell \lhd}\|_F$$

and

$$\|2Q_{\ell} - I\|_F \leq (\tilde{\kappa})^2 \|E_{\ell \lhd}\|_F$$

Proof of Claim F.3. Without loss of generality (by applying a unitary transformation), let us write $K_{\ell,\ell-1} = (K, 0)$ for square matrix $K \in \mathbb{R}^{k_{\ell} \times k_{\ell}}$, and let us write $V_{\ell,\ell-1}^* = (V_1, V_2)$ for square matrix $V_1 \in \mathbb{R}^{k_{\ell} \times k_{\ell}}$. From (F.2), we have

$$\|V_2\|_F \leq \frac{\|E_{\ell \lhd}\|_F}{\sigma_{\min}(V_{\ell,\ell-1}^*)} \leq \text{poly}(k_{\ell}, \kappa, L) \cdot \|E_{\ell \lhd}\|_F.$$

From the definition of $Q_{\ell}$ we have

$$2Q_{\ell} = (KK)^{-1}(K, 0)(V_1, V_2)^T(V_1, V_2)(K, 0)^T(KK)^{-1} = K^{-T}V_1^T V_1 K^{-1} \quad (F.3)$$

It is easy to verify that

$$2K_{\ell,\ell-1}^T Q_{\ell} K_{\ell,\ell-1} - (V_{\ell,\ell-1}^*)^T V_{\ell,\ell-1}^* = \left(\begin{array}{cc} V_1^T & 0 \\ 0 & 0 \end{array}\right) - (V_{\ell,\ell-1}^*)^T V_{\ell,\ell-1}^* = \left(\begin{array}{cc} 0 & V_1^T \\ V_1 & V_2^T \end{array}\right)$$

which shows that

$$\|2K_{\ell,\ell-1}^T Q_{\ell} K_{\ell,\ell-1} - (V_{\ell,\ell-1}^*)^T V_{\ell,\ell-1}^*\|_F \leq 2\|V_1\|_F\|V_2\|_F + \|V_2\|_F^2 \leq \text{poly}(\tilde{\kappa}) \cdot \|E_{\ell \lhd}\|_F.$$

Next, we consider $\|2Q_{\ell} - I\|_F^2$, since

$$\|K_{\ell,\ell-1}^T K - V_1^T V_1\|_F \leq \|K_{\ell,\ell-1}^T K_{\ell,\ell-1} - (V_{\ell,\ell-1}^*)^T V_{\ell,\ell-1}^*\|_F = \|E_{\ell,\ell-1}\|_F,$$

we immediately have

$$\|2Q_{\ell} - I\|_F \leq \frac{1}{\sigma_{\min}(K)^2} \|K_{\ell,\ell-1}^T K - V_1^T V_1\|_F \leq (\tilde{\kappa})^2 \|E_{\ell,\ell-1}\|_F.$$

□

F.2 Frobenius Norm Updates

Consider the F-norm regularizers given by

$$R_{6,\ell} = \|K_{\ell}\|_F^2 = \text{Tr}(K_{\ell}^T K_{\ell})$$

$$= \text{Tr}(K_{\ell,\ell-1}^T K_{\ell,\ell-1}) + 2\text{Tr}(K_{\ell,\ell-1}^T K_{\ell \lhd}) + \text{Tr}(K_{\ell \lhd}^T K_{\ell \lhd})$$

$$R_{7,\ell} = \|W_{\ell}\|_F^2 = \text{Tr}(W_{\ell}^T W_{\ell})$$

Lemma F.4. Suppose for some parameter $\tilde{\kappa}_{\ell} \geq \kappa + L + k_{\ell}$ it satisfies

$$\sigma_{\min}(K_{\ell,\ell-1}) \geq \frac{1}{2\tilde{\kappa}_{\ell}} \text{ and } \|K_{\ell}\|_2 \leq 2\tilde{\kappa}_{\ell}, \eta_1, \eta_2 < \frac{1}{\text{poly}(\tilde{\kappa}_{\ell})}, \text{ and } \|E_{\ell \lhd}\|_F \leq \frac{1}{(2\tilde{\kappa}_{\ell})^2}$$

then

$$\mathbb{E}_{\mathcal{D}_{\ell}} \left[ R_{7,\ell}^{(\text{new})} \right] \leq (1 - \eta_1)R_{7,\ell} + \eta_1 \cdot \text{poly}(k_{\ell}, L, \kappa)$$

$$R_{6,\ell}^{(\text{new})} \leq (1 - \eta_1)R_{6,\ell} + \eta_1 \cdot \text{poly}(k_{\ell}, \kappa, L) + (\eta_1^2 + \eta_2\|E_{\ell \lhd}\|_F) \cdot \text{poly}(\tilde{\kappa}_{\ell})$$
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Proof of Lemma F.4. Our updates satisfy
\[
\begin{align*}
K_{\ell, \ell-1}^T K_{\ell, \ell-1} &\leftarrow (1 - \eta_1)K_{\ell, \ell-1}^T K_{\ell, \ell-1} + 2\eta_1 K_{\ell, \ell-1}^T \mathbf{Q}_\ell K_{\ell, \ell-1} + \xi_1 \\
K_{\ell, \ell-1}^T K_{\ell, \ell-1} &\leftarrow (1 + \eta_1)K_{\ell, \ell-1} + 2\eta_1 K_{\ell, \ell-1}^T \mathbf{Q}_\ell K_{\ell, \ell-1} + \xi_2 \\
K_{\ell, \ell-1}^T K_{\ell, \ell-1} &\leftarrow K_{\ell, \ell-1}^T K_{\ell, \ell-1} + \xi_3 \\
W_{\ell}^\top W_{\ell} &\leftarrow (1 - \eta_1)(W_{\ell})^\top W_{\ell} + \eta_1 (V_{\ell}^*)^\top V_{\ell}^* + \sqrt{\eta_1} \xi_4
\end{align*}
\]
where error matrices \(\|\xi_1\|_F, \|\xi_2\|_F, \|\xi_3\|_F \leq (\eta_1^2 + \eta_2 \|\mathbf{E}_{\ell, \ell}\|_F) \cdot \text{poly}(\tilde{\kappa}_\ell)\) and \(\mathbb{E}_{D_{\ell}}[\xi_4] = 0\). The \(R_{\ell, \ell}\) part is now trivial and the \(\mathbf{R}_{\ell, \ell}\) part is a direct corollary of Claim F.5. \(\square\)

**Claim F.5.** The following is always true
\[
\text{Tr} \left( -K_{\ell, \ell-1}^T K_{\ell, \ell-1} + 2K_{\ell, \ell-1}^T \mathbf{Q}_\ell K_{\ell, \ell-1} \right) \leq -\|K_{\ell, \ell-1}\|_F^2 + O\left(\kappa^2 \kappa_2^2 \right)
\]
Furthermore, suppose \(\sigma_{\min}(K_{\ell, \ell-1}) \geq \frac{1}{2\kappa_\ell}\) and \(\|K_{\ell, \ell-1}\|_2 \leq 2\tilde{\kappa}_\ell\) for \(\tilde{\kappa}_\ell \geq \kappa + L + k_\ell\), we have that as long as \(\|\mathbf{E}_{\ell, \ell}\|_F \leq \frac{1}{(2\kappa^2)}\) then
\[
\text{Tr} \left( K_{\ell, \ell-1}^T K_{\ell, \ell-1} - 2K_{\ell, \ell-1}^T \mathbf{Q}_\ell K_{\ell, \ell-1} \right) \leq -\|K_{\ell, \ell-1}\|_F^2 + O\left((L^2 \kappa)^2 k_\ell\right)
\]

Proof of Claim F.5. For the first bound, it is a direct corollary of the bound \(\|2K_{\ell, \ell-1}^T \mathbf{Q}_\ell K_{\ell, \ell-1}\|_F \leq \text{poly}(\kappa, L)\) (which can be easily verified from formulation (F.3)).

As for the second bound, let us assume without loss of generality (by left/right multiplying with a unitary matrix) that \(K_{\ell, \ell-1} = (K_1, 0)\) and \(K_{\ell, \ell-1} = (K_2, 0)\) for square matrices \(K_1, K_2 \in \mathbb{R}^{k_\ell \times k_\ell}\). Let us write \(V_{\ell, \ell-1} = (V_1, V_2)\) and \(V_{\ell, \ell-1} = (V_3, V_4)\) for square matrices \(V_1, V_2, V_3, V_4 \in \mathbb{R}^{k_\ell \times k_\ell}\). Then we have,
\[
\mathbf{E}_{\ell, \ell} = \left( \begin{array}{ccc} E_1 & E_2 \\ E_3 & E_4 \end{array} \right) = \left( \begin{array}{cccc} K_1^T K_2 - V_1^\top V_3 - V_2^\top V_4 \\ -V_2^\top V_4 - V_2^\top V_4 \end{array} \right)
\]
We have
\[
\|K_1^T K_2 - V_1^\top V_3\|_F \leq \|\mathbf{E}_{\ell, \ell}\|_F \quad \Longrightarrow \quad \|K_2^\top K_1 - V_1^\top V_3\|_F \leq 2\tilde{\kappa}_\ell \cdot \|\mathbf{E}_{\ell, \ell}\|_F \cdot \|\mathbf{E}_{\ell, \ell}\|_F \\
\quad \Longrightarrow \quad \|K_2^\top K_1 - V_1^\top V_3\|_F \leq (2\tilde{\kappa}_\ell)^2 \cdot \|\mathbf{E}_{\ell, \ell}\|_F
\]
Translating this into the spectral dominance formula (recalling \(A \succeq B\) means \(A - B\) is positive semi-definite), we have
\[
K_2^\top K_2 \preceq K_1^\top V_1^\top V_3 K_1^{-1} + (2\kappa_\ell)^2 \cdot \|\mathbf{E}_{\ell, \ell}\|_F \cdot I
\]
\[
\preceq (L^2 \kappa)^2 \cdot K_1^\top V_1^\top V_3 K_1^{-1} + (2\kappa_\ell)^2 \cdot \|\mathbf{E}_{\ell, \ell}\|_F \cdot I \quad \text{(using } \|V_{\ell, \ell-1}\|_2 \leq L^2 \kappa\text{)}
\]
On the other hand, from (F.3) one can verify that
\[
2K_{\ell, \ell-1}^T \mathbf{Q}_\ell K_{\ell, \ell-1} = K_2^\top K_1^\top V_1^\top V_3 K_1^{-1} K_2
\]
Combining the two formula above, we have
\[
2K_{\ell, \ell-1}^T \mathbf{Q}_\ell K_{\ell, \ell-1} \geq \frac{1}{(L^2 \kappa)^2} K_2^\top K_2 - (2\kappa_\ell)^2 \|\mathbf{E}_{\ell, \ell}\|_F \cdot K_2^\top K_2
\]
\[
\geq 2K_2^\top K_2 - O((L^2 \kappa)^2) \cdot I \quad \text{(using } A^2 \succeq 2A - I\text{ for symmetric } A\text{)}
\]
Taking trace on both sides finish the proof. \(\square\)
F.3 Regularizer Updates

Let us consider three regularizer $F$.

\[ R_{3,\ell} = K_{\ell,\ell-1}^T K_{\ell-1} - W_{\ell,\ell-1}^T W_{\ell-1} \]
\[ R_{4,\ell} = K_{\ell,\ell-1}^T K_{\ell-1} - W_{\ell,\ell-1}^T W_{\ell,\ell-1} \]
\[ R_{5,\ell} = K_{\ell}^T K_{\ell} - W_{\ell}^T W_{\ell} \]

**Lemma F.6.** Suppose for some parameter $\tilde{\kappa} \geq \kappa + L + k_\ell$ it satisfies

\[ \sigma_{\min}(K_{\ell,\ell-1}) \geq \frac{1}{2\tilde{\kappa}}, \sigma_{\min}(K_{\ell-1}) \geq \frac{1}{2\tilde{\kappa}}, \|K_{\ell}\|_2, \|W_{\ell}\|_2 \leq 2\tilde{\kappa}, \eta_2 < \frac{1}{\text{poly}(\tilde{\kappa})}, \eta_1 \leq \frac{\eta_2}{\text{poly}(\tilde{\kappa})} \]

then, suppose $\text{Obj}(D; W, K) \leq \epsilon^2$ and suppose Corollary F.3 holds for $L \geq \ell$, then

\[ \mathbb{E}_{D_\ell} \left\| R_{3,\ell}^{(\text{new})} \right\|_F^2 \leq (1 - 1.8\eta_1) \|R_{3,\ell}\|_F^2 + \eta_1^2 \cdot \text{poly}(\tilde{\kappa}) + \left( \eta_2^2 \alpha_\ell^2 \right) \cdot \left( D_\ell \right)^4 \cdot \frac{C_L}{C_\ell} + \eta_1 \frac{\text{poly}(\tilde{\kappa})}{m} \]
\[ \mathbb{E}_{D_\ell} \left\| R_{4,\ell}^{(\text{new})} \right\|_F^2 \leq (1 - 1.8\eta_1) \|R_{4,\ell}\|_F^2 + \eta_1^2 \cdot \text{poly}(\tilde{\kappa}) + \left( \eta_2^2 \alpha_\ell^2 \right) \cdot \left( D_\ell \right)^6 \cdot \frac{C_L}{C_\ell} + \eta_1 \frac{\text{poly}(\tilde{\kappa})}{m} \]
\[ \mathbb{E}_{D_\ell} \left\| R_{5,\ell}^{(\text{new})} \right\|_F^2 \leq (1 - 1.8\eta_1) \|R_{5,\ell}\|_F^2 + \eta_1^2 \cdot \text{poly}(\tilde{\kappa}) + \left( \eta_2^2 \alpha_\ell^2 \right) \cdot \left( D_\ell \right)^8 \cdot \frac{C_L}{C_\ell} + \eta_1 \frac{\text{poly}(\tilde{\kappa})}{m} \]

**Proof of Lemma F.6:** Let us check how these matrices get updated.

\[ R_{3,\ell} \leftarrow (1 - \eta_1) R_{3,\ell} + \eta_1 E_{\ell-1} - \eta_2 K_{\ell,\ell-1}^T K_{\ell-1} E_{\ell-1} - \eta_2 K_{\ell-1}^T K_{\ell-1} E_{\ell-1} + \xi_3 + \xi_3 \]

(\text{using } E_{\ell-1} = K_{\ell,\ell-1}^T K_{\ell-1} - (V^*,\ell-1)^T V^*_{\ell-1})

\[ R_{4,\ell} \leftarrow (1 - \eta_1) R_{4,\ell} + \eta_1 \left( 2K_{\ell,\ell-1}^T Q_{\ell} K_{\ell,\ell-1} - (V^*,\ell-1)^T V^*_{\ell-1} \right) + \xi_4 + \xi_4 \]

\[ R_{5,\ell} \leftarrow (1 - \eta_1) R_{5,\ell} + \eta_1 \left( K_{\ell}^T K_{\ell} - (V^*)^T V^* \right) - \eta_1 K_{\ell,\ell-1}^T K_{\ell,\ell-1} + 2\eta_1 K_{\ell,\ell-1}^T Q_{\ell} K_{\ell,\ell-1} + \xi_5 + \xi_5 \]

where error matrices $E_{D_\ell} [\xi_3] = 0, E_{D_\ell} [\xi_4] = 0, E_{D_\ell} [\xi_5] = 0$ and

\[ \|\xi_3\|_F \leq (\eta_1^2 + \eta_2^2\|E_{\ell-1}\|_F^2) \cdot \text{poly}(\tilde{\kappa}) \]
\[ \|\xi_4\|_F \leq (\eta_1^2 + \eta_2^2\|E_{\ell-1}\|_F) \cdot \text{poly}(\tilde{\kappa}) \]
\[ \mathbb{E}_{D_\ell} \|\xi_3\|_F^2, \mathbb{E}_{D_\ell} \|\xi_4\|_F^2, \mathbb{E}_{D_\ell} \|\xi_5\|_F^2 \leq \frac{\eta_1}{m} \cdot \text{poly}(\tilde{\kappa}) \]

The update on $R_{3,\ell}$ now tells us (by applying Claim F.2)

\[ \mathbb{E}_{D_\ell} \left\| R_{3,\ell}^{(\text{new})} \right\|_F^2 \leq (1 - 2\eta_1) \|R_{3,\ell}\|_F^2 + 2\eta_1 \|R_{3,\ell}\|_F \|E_{\ell-1}\|_F - \frac{\eta_2}{\text{poly}(\tilde{\kappa})} \|E_{\ell-1}\|_F^2 \]

\[ + \eta_2 \text{poly}(\tilde{\kappa}) \|W_{\ell}^T W_{\ell,\ell-1} - (V_{\ell})^T V_{\ell,\ell-1}^T \|_F \|E_{\ell-1}\|_F \]

\[ + \left( \eta_1^2 \|R_{3,\ell}\|_F + \eta_2^2\|E_{\ell-1}\|_F + \eta_1^2\|E_{\ell-1}\|_F^2 + \frac{\eta_1}{m} \right) \cdot \text{poly}(\tilde{\kappa}) \]

As for $R_{4,\ell}$ and $R_{5,\ell}$, applying Claim F.3 and using the notation $E_{\ell} = K_{\ell}^T K_{\ell} - (V_{\ell})^T V_{\ell}$, we can further simplify them to

\[ R_{4,\ell} \leftarrow (1 - \eta_1) R_{4,\ell} + \xi_4 + \xi_4 \quad \text{for } \|\xi_4\|_F \leq (\eta_1 \|E_{\ell-1}\|_F + \eta_2\|E_{\ell-1}\|_F) \cdot \text{poly}(\tilde{\kappa}) \]
\[ R_{5,\ell} \leftarrow (1 - \eta_1) R_{5,\ell} + \eta_1 E_{\ell} + \xi_5 + \xi_5 \quad \text{for } \|\xi_5\|_F \leq (\eta_1 \|E_{\ell}\|_F + \eta_2\|E_{\ell-1}\|_F) \cdot \text{poly}(\tilde{\kappa}) \]
As a result,
\[
\mathbb{E}_{D_{\ell}} \left\| R_{4,\ell}^{(\text{new})} \right\|_F^2 \leq (1 - 1.9\eta_1) \left\| R_{4,\ell} \right\|_F^2 + \left\| R_{4,\ell} \right\|_F \cdot (\eta_1\left\| E_{\ell} \right\|_F + \eta_2\left\| E_{\ell} \right\|_F + \frac{\eta_1}{m}) \cdot \text{poly}(\kappa)
\]
\[
\mathbb{E}_{D_{\ell}} \left\| R_{5,\ell}^{(\text{new})} \right\|_F^2 \leq (1 - 1.9\eta_1) \left\| R_{5,\ell} \right\|_F^2 + \left\| R_{5,\ell} \right\|_F \cdot (\eta_1\left\| \hat{E}_{\ell} \right\|_F + \eta_2\left\| E_{\ell} \right\|_F + \frac{\eta_1}{m}) \cdot \text{poly}(\kappa)
\]
Since \textbf{Obj} = \varepsilon^2, by applying Corollary E.3, we have

\textbf{Corollary E.3a}:
\[
\left\| W_{\ell}^T W_{\ell,\ell-1} - (V_{\ell}^*)^T V_{\ell,\ell-1}^* \right\|_F^2 \leq \left( \frac{\varepsilon}{\alpha_{\ell}} \right)^2 \cdot (D_{\ell})^3 \cdot \frac{C_L}{C_{\ell}}
\]

\textbf{Corollary E.3b}:
\[
\left\| E_{\ell} \right\|_F^2 = \left\| K_{\ell,\ell-1}^T K_{\ell} - (V_{\ell}^*)^T V_{\ell}^* \right\|_F^2 \leq \left( \frac{\varepsilon}{\alpha_{\ell}} \right)^2 \cdot (D_{\ell})^5 \cdot \frac{C_L}{C_{\ell}}
\]

\textbf{Corollary E.3c}:
\[
\left\| \hat{E}_{\ell} \right\|_F^2 = \left\| K_{\ell}^T K_{\ell} - (V_{\ell}^*)^T V_{\ell}^* \right\|_F^2 \leq \left( \frac{\varepsilon}{\alpha_{\ell}} \right)^2 \cdot (D_{\ell})^{15} \cdot \frac{C_L}{C_{\ell}}
\]
Plugging these into the bounds above, and using \(\eta_2 \geq \eta_1 \cdot \text{poly}(\kappa)\) and \(\eta_2 \leq \frac{1}{\text{poly}(\kappa)}\), and repeatedly using \(2ab \leq a^2 + b^2\), we have
\[
\mathbb{E}_{D_{\ell}} \left\| R_{3,\ell}^{(\text{new})} \right\|_F^2 \leq (1 - 1.8\eta_1) \left\| R_{3,\ell} \right\|_F^2 + \eta_1^3 \cdot \text{poly}(\kappa) + \left( \eta_2 \frac{\varepsilon}{\alpha_{\ell}} \right)^2 \cdot (D_{\ell})^4 \cdot \frac{C_L}{C_{\ell}} + \frac{\eta_1}{m} \cdot \text{poly}(\kappa)
\]
\[
\mathbb{E}_{D_{\ell}} \left\| R_{4,\ell}^{(\text{new})} \right\|_F^2 \leq (1 - 1.8\eta_1) \left\| R_{4,\ell} \right\|_F^2 + \eta_2 \frac{\varepsilon^2}{\alpha_{\ell}^2} \cdot \left( \frac{\varepsilon}{\alpha_{\ell}} \right)^2 \cdot (D_{\ell})^6 \cdot \frac{C_L}{C_{\ell}} + \frac{\eta_1}{m} \cdot \text{poly}(\kappa)
\]
\[
\mathbb{E}_{D_{\ell}} \left\| R_{5,\ell}^{(\text{new})} \right\|_F^2 \leq (1 - 1.8\eta_1) \left\| R_{5,\ell} \right\|_F^2 + \left( \eta_2 \frac{\varepsilon^2}{\alpha_{\ell}^2} \cdot \left( \frac{\varepsilon}{\alpha_{\ell}} \right)^2 \cdot (D_{\ell})^6 \cdot \frac{C_L}{C_{\ell}} + \frac{\eta_1}{m} \cdot \text{poly}(\kappa)
\]
\[
\mathbb{E}_{D_{\ell}} \left\| R_{3,L}^{(\text{new})} \right\|_F^2 \leq (1 - 1.8\eta_1) \left\| R_{3,L} \right\|_F^2 + \eta_1^3 \cdot \text{poly}(\kappa) + \left( \eta_2 \frac{\varepsilon}{\alpha_L} \right)^2 \cdot (D_L)^4 + \frac{\eta_1}{m} \cdot \text{poly}(\kappa)
\]
\[
\mathbb{E}_{D_{\ell}} \left\| R_{4,L}^{(\text{new})} \right\|_F^2 \leq (1 - 1.8\eta_1) \left\| R_{4,L} \right\|_F^2 + \eta_2 \frac{\varepsilon^2}{\alpha_L^2} \cdot \left( \frac{\varepsilon}{\alpha_L} \right)^2 \cdot (D_L)^6 \cdot \frac{C_L}{C_{\ell}} + \frac{\eta_1}{m} \cdot \text{poly}(\kappa)
\]
\[
\mathbb{E}_{D_{\ell}} \left\| R_{5,L}^{(\text{new})} \right\|_F^2 \leq (1 - 1.8\eta_1) \left\| R_{5,L} \right\|_F^2 + \left( \eta_2 \frac{\varepsilon^2}{\alpha_L^2} \cdot \left( \frac{\varepsilon}{\alpha_L} \right)^2 \cdot (D_L)^6 \cdot \frac{C_L}{C_{\ell}} + \frac{\eta_1}{m} \cdot \text{poly}(\kappa)
\]

\textbf{Lemma F.7}. In the same setting as \textbf{Lemma F.6}, suppose the weaker Corollary E.4 holds for \(L \geq \ell\) instead of Corollary E.3. Then, for every \(\ell < L\),

\[
\mathbb{E}_{D_\ell} \left\| R_{3,\ell}^{(\text{new})} \right\|_F^2 \leq (1 - 1.8\eta_1) \left\| R_{3,\ell} \right\|_F^2 + \eta_1^3 \cdot \text{poly}(\kappa) + \left( \eta_2 \frac{\varepsilon}{\alpha_{\ell}} \right)^2 \cdot (D_{\ell})^4 \cdot \frac{C_L}{C_{\ell}} + \frac{\eta_1}{m} \cdot \text{poly}(\kappa)
\]
\[
\mathbb{E}_{D_\ell} \left\| R_{4,\ell}^{(\text{new})} \right\|_F^2 \leq (1 - 1.8\eta_1) \left\| R_{4,\ell} \right\|_F^2 + \eta_2 \frac{\varepsilon^2}{\alpha_{\ell}^2} \cdot \left( \frac{\varepsilon}{\alpha_{\ell}} \right)^2 \cdot (D_{\ell})^6 \cdot \frac{C_L}{C_{\ell}} + \frac{\eta_1}{m} \cdot \text{poly}(\kappa)
\]
\[
\mathbb{E}_{D_\ell} \left\| R_{5,\ell}^{(\text{new})} \right\|_F^2 \leq (1 - 1.8\eta_1) \left\| R_{5,\ell} \right\|_F^2 + \left( \eta_2 \frac{\varepsilon^2}{\alpha_{\ell}^2} \cdot \left( \frac{\varepsilon}{\alpha_{\ell}} \right)^2 \cdot (D_{\ell})^6 \cdot \frac{C_L}{C_{\ell}} + \frac{\eta_1}{m} \cdot \text{poly}(\kappa)
\]
\[
\mathbb{E}_{D_L} \left\| R_{3,L}^{(\text{new})} \right\|_F^2 \leq (1 - 1.8\eta_1) \left\| R_{3,L} \right\|_F^2 + \eta_1^3 \cdot \text{poly}(\kappa) + \left( \eta_2 \frac{\varepsilon^2}{\alpha_L^2} \cdot \left( \frac{\varepsilon}{\alpha_L} \right)^2 \cdot (D_L)^4 + \frac{\eta_1}{m} \cdot \text{poly}(\kappa)
\]
\[
\mathbb{E}_{D_L} \left\| R_{4,L}^{(\text{new})} \right\|_F^2 \leq (1 - 1.8\eta_1) \left\| R_{4,L} \right\|_F^2 + \eta_2 \frac{\varepsilon^2}{\alpha_L^2} \cdot \left( \frac{\varepsilon}{\alpha_L} \right)^2 \cdot (D_L)^6 \cdot \frac{C_L}{C_{\ell}} + \frac{\eta_1}{m} \cdot \text{poly}(\kappa)
\]
\[
\mathbb{E}_{D_L} \left\| R_{5,L}^{(\text{new})} \right\|_F^2 \leq (1 - 1.8\eta_1) \left\| R_{5,L} \right\|_F^2 + \left( \eta_2 \frac{\varepsilon^2}{\alpha_L^2} \cdot \left( \frac{\varepsilon}{\alpha_L} \right)^2 \cdot (D_L)^6 \cdot \frac{C_L}{C_{\ell}} + \frac{\eta_1}{m} \cdot \text{poly}(\kappa)
\]

\textbf{Proof}. Proof is identical to \textbf{Lemma F.6} but replacing the use of Corollary E.3 with Corollary E.4. □
F.4 Loss Function Update

For analysis purpose, let us denote

\[
\tilde{\text{Loss}}_{\leq \ell}(x; W, K) \overset{\text{def}}{=} \left( G^*(x) - \sum_{j=2}^{\ell} \alpha_j \text{Sum}(\tilde{F}_j(x; W, K)) \right)^2
\]

\[
\text{Loss}_{\leq \ell}(x; W, K) \overset{\text{def}}{=} \left( G^*(x) - \sum_{j=2}^{\ell} \alpha_j \text{Sum}(F_j(x; W, K)) \right)^2
\]

\[
\text{OPT}_{\leq \ell} = \mathbb{E}_{x \sim D} \left[ \left( G^*(x) - \sum_{j=2}^{\ell} \alpha_j \text{Sum}(G_j^*(x)) \right)^2 \right]
\]

Lemma F.8. Suppose the sampled set \(Z\) satisfies the event of Proposition C.2, Proposition C.8, Proposition C.7 (for \(\varepsilon_4 < \varepsilon^2/100\)). Suppose for some parameter \(\tilde{\kappa}_1 \geq \kappa + L + F_\ell\) and \(\tau_1 \geq \tilde{\kappa}_1\) it satisfies

\[
\sigma_{\text{min}}(K_{\ell, \ell-1}) \geq \frac{1}{2\kappa_{\ell}}, \sigma_{\text{min}}(K_{\ell, \ell}) \geq \frac{1}{2\kappa_{\ell}}, \|K_{\ell}\|_F, \|W_{\ell}\|_F \leq \kappa_{\ell}, \eta_1 < \frac{1}{\text{poly}(\kappa)}, \eta_2 \leq \frac{\eta_1}{\text{poly}(\kappa)}
\]

Suppose parameters are set to satisfy Definition A.4. Suppose the assumptions of Theorem E.1 hold for some \(L = \ell - 1\), then for every constant \(\gamma > 1\),

\[
\mathbb{E}_D[\tilde{\text{Loss}}_{\leq \ell}(Z; W^{(\text{new})}, K^{(\text{new})})]
\]

\[
\leq (1 - 0.99\eta_1)\text{Loss}_{\leq \ell}(Z; W, K) + \eta_1 \left( 0.04\varepsilon^2 + \frac{\text{poly}(\kappa, B')}{m} + (1 + \frac{1}{\gamma})^2 \text{OPT}_{\leq \ell} \right)
\]

Proof of Lemma F.8. Let us first focus on

\[
\text{Sum}(\tilde{F}_j(x; W, K)) = \|W_j(\sigma(R_{j-1}S_{j-1}(x; K)), \ldots)\|^2
\]

and first consider only the movement of \(W\). Recall from Fact F.1 that

\[
(W_j^{(\text{new})})^\top (W_j^{(\text{new})}) \leftarrow (1 - \eta_1)(W_j)^\top W_j + \eta_1(V_j^*)^\top V_j + \sqrt{\eta_1}\xi_j
\]

for some \(\mathbb{E}_D[\xi] = 0\) and \(\mathbb{E}_D[\xi^2] \leq \text{poly}(\kappa)/m\). Therefore,

\[
\text{Sum}(\tilde{F}_j(x; W^{(\text{new})}, K)) = (1 - \eta_1)\text{Sum}(\tilde{F}_j(x; W, K)) + \eta_1\text{Sum}(\tilde{F}_j(x; V^*, K)) + \sqrt{\eta_1}\xi_j
\]

for some \(\xi_j = (\sigma(R_{j-1}S_{j-1}), \ldots)^\top \xi_j(\sigma(R_{j-1}S_{j-1}), \ldots)\) satisfying \(\mathbb{E}[\xi_{j,1}] = 0\) and \(|\xi_{j,1}| \leq (\text{poly}(\kappa), B_j) + \|x\|^2 + \|S_1(x)\|^2)\|\xi_j\|_F\). Therefore, for every \(x\),

\[
\mathbb{E}_D[\tilde{\text{Loss}}_{\leq \ell}(x; W^{(\text{new})}, K)]
\]

\[
= \mathbb{E}_D \left[ \left( G^*(x) - (1 - \eta_1) \sum_{j=2}^{\ell} \alpha_j \text{Sum}(\tilde{F}_j(x; W, K)) - \eta_1 \sum_{j=2}^{\ell} \alpha_j \text{Sum}(\tilde{F}_j(x; V^*, K)) + \sum_{j=2}^{\ell} \alpha_j \sqrt{\eta_1}\xi_{j,1} \right)^2 \right]
\]

\[
\overset{\circ}{=} \left( G^*(x) - (1 - \eta_1) \sum_{j=2}^{\ell} \alpha_j \text{Sum}(\tilde{F}_j(x; W, K)) - \eta_1 \sum_{j=2}^{\ell} \alpha_j \text{Sum}(\tilde{F}_j(x; V^*, K)) \right)^2 + \eta_1 \mathbb{E}_D \left[ \sum_{j=2}^{\ell} \alpha_j^2 \xi_{j,1}^2 \right]
\]

\[
\leq (1 - \eta_1) \left( G^*(x) - \sum_{j=2}^{\ell} \alpha_j \text{Sum}(\tilde{F}_j(x; W, K)) \right)^2 + \eta_1 \left( G^*(x) - \eta_1 \sum_{j=2}^{\ell} \alpha_j \text{Sum}(\tilde{F}_j(x; V^*, K)) \right)^2
\]

\[
+ \eta_1 \frac{\text{poly}(\kappa, B')}{m}
\]

55
= (1 - \eta_1)\widetilde{\text{Loss}}_{\ell}(x; W, K) + \eta_1 \widetilde{\text{Loss}}_{\ell}(x; V^*, K) + \eta_1 \frac{\text{poly}(\bar{k}, B')}{m}

Above, $\mathbb{D}$ uses the fact that $\mathbb{E}[\xi_{j,1}] = 0$ and the fact that $\xi_{j,1}$ and $\xi_{j,1}$ are independent for $j \neq j'$; and $\mathbb{D}$ uses $\mathbb{E}[z_j(1 - \eta)a + \eta b] \leq (1 - \eta)a^2 + \eta b^2$, as well as the bound on $\mathbb{E}[||\xi||^2_F]$ from Fact F.1. Applying expectation with respect to $x \sim \mathcal{Z}$ on both sides, we have

$$
\mathbb{E}_D[\text{Loss}_{\ell}(Z; W^{(new)}, K)] \leq (1 - \eta_1)\mathbb{E}_D[\text{Loss}_{\ell}(Z; W, K)] + \eta_1 \mathbb{E}_D[\text{Loss}_{\ell}(Z; V^*, K)] + \eta_1 \frac{\text{poly}(\bar{k}, B')}{m}
$$

On the other hand, for the update in $K_j$ in every $j < \ell$, we can apply $\|2Q_j - I\|_F \leq (\bar{k})^2 \|E_{j,j-1}\|_F$ from Claim F.3 and apply the bounds in (F.4) to derive that (using our lower bound assumption on $\lambda_{3,j}, \lambda_{4,j}$ from Theorem E.1)

$$
\|K_j^{(new)} - K_j\|_F \leq \eta_1 \|E_j\|_F + \eta_2 \|E_{j-1}\|_F \cdot \text{poly}(\bar{k}) \leq \frac{1}{\alpha_j} (\eta_1 \varepsilon + \eta_2 \varepsilon) \cdot (D_j)^8 \frac{\sqrt{\gamma_j}}{\sqrt{C_j}}
$$

Putting this into Claim C.4 (for $L = \ell$), and using the gap assumption on $\frac{\alpha_{\ell+1}}{\alpha_{\ell}}$ from Definition A.4, we derive that

$$
\mathbb{E}_D[\text{Loss}_{\ell}(Z; W^{(new)}, K^{(new)})]
\leq (1 + 0.01\eta_1)\mathbb{E}_D[\text{Loss}_{\ell}(Z; W^{(new)}, K)] + \eta_1 \frac{\varepsilon^2 \cdot \alpha^2_{\ell-1}}{\alpha^2_{\ell-1}} (D_{\ell-1})^{16} \sqrt{\gamma_{\ell-1}} \frac{C_L}{C_{\ell-1}}
\leq (1 + 0.01\eta_1)\mathbb{E}_D[\text{Loss}_{\ell}(Z; W^{(new)}, K)] + \frac{\varepsilon^2}{100}
$$

Finally, we calculate that

$$
\mathbb{E}_D[\text{Loss}_{\ell}(Z; V^*, K)] \leq \mathbb{E}_D[\text{Loss}_{\ell}(D; V^*, K)] + 0.01\varepsilon^2 \leq (1 + \frac{1}{\gamma})\mathbb{E}_D[\text{Loss}_{\ell}(D; V^*, K)] + 0.02\varepsilon^2
$$

$$
\leq (1 + \frac{1}{\gamma})^2 \text{OPT}_{\ell} + 0.03\varepsilon^2
$$

where $\mathbb{D}$ uses Proposition C.8 and $\gamma > 1$ is a constant, $\mathbb{D}$ uses Claim C.1, and $\mathbb{D}$ uses Claim F.9 below. Combining all the inequalities we finish the proof.

\[ \square \]

### F.4.1 Auxiliary

**Claim F.9.** Suppose parameters are set to satisfy Definition A.4, and the assumptions of Theorem E.1 hold for some $L = \ell - 1$. Then, for the $V^* = (V^*_2, \ldots, V^*_\ell)$ that we constructed from (F.1), and suppose $\{\alpha_j\}$ satisfies the gap assumption from Definition A.4, it satisfies for every constant $\gamma > 1$,

$$
\text{Loss}_{\ell}(D; V^*, K) \leq \frac{\varepsilon^2}{100} + (1 + \frac{1}{\gamma}) \text{OPT}_{\ell}
$$

**Proof.** Recalling that

$$
F(x; W, K) = \sum_{\ell} \alpha_{\ell} \text{Sum}(F_{\ell}(x)) = \sum_{\ell} \alpha_{\ell} \|W_{\ell}(\sigma(U_{\ell-1}S_{\ell-1}(x)), \ldots)\|^2
$$

Using the conclusion that for every $j < \ell, E_{x \sim D} [U_j S^*_j(x) - S_j(x)]^2 \leq \delta_j^2 \text{ def } (D_j)^{18} (\frac{\varepsilon}{\alpha_j})^2 \cdot C_d
$$

from Corollary E.3d, one can carefully verify that (using an analogous proof to (E.11)) for every $j < \ell$,

$$
\|V_j^*(\sigma(U_{j-1}S_{j-1}(x)), \ldots)\|^2 = \|V_j^*(\sigma(U_{j-1}S_{j-1}(x), \ldots))\|^2 + \xi_j
$$
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for some
\[ \mathbb{E}[(\xi_j)^2] \leq \text{poly}(\bar{\kappa}_j, B_j, c_3(2^j)) \beta_j^2 \leq D_j(D_{j-1})^{18} \left( \frac{\varepsilon}{\alpha_{j-1}} \right)^2 \cdot \frac{C_L}{\bar{C}_j} \]
Since our definition of \( V^* \) satisfies (F.1), we also have for every \( j \leq \ell \)
\[ \| V_j^*(\sigma(R_{j-1}U_{j-1}S_j^*(x)), \ldots) \|^2 = \text{Sum}(G_j^*(x)) \]
Putting them together, and using the gap assumption on \( \frac{\alpha_j}{\alpha_{j-1}} \) from Definition A.4
\[ \mathbb{E}_{x \sim D} \left( \sum_{j=2}^{\ell} \alpha_j \text{Sum}(F_j(x; V^*, K)) - \alpha_j \text{Sum}(G_j^*(x)) \right)^2 \leq \sum_{j=2}^{\ell} \alpha_j^2 D_j(D_{j-1})^{19} \left( \frac{\varepsilon}{\alpha_{j-1}} \right)^2 \cdot \frac{C_L}{\bar{C}_j} \leq \frac{\varepsilon^2}{100(1+\gamma)} \cdot \]
Finally, using Young's inequality that
\[ \text{Loss}_{\leq \ell}(x; V^*, K) \leq (1 + \frac{1}{\gamma}) \left( \sum_{\ell=2}^{\ell} \alpha_\ell \text{Sum}(G_\ell^*(x)) - G_\ell^*(x) \right)^2 \]
\[ + (1 + \gamma) \left( \sum_{\ell=2}^{\ell} \alpha_\ell \text{Sum}(F_\ell(x; V^*, K)) - \alpha_\ell \text{Sum}(G_\ell^*(x)) \right)^2 \]
we finish the proof. \( \square \)

F.5 Objective Decrease Direction: Stage \( \ell^\Delta \)

**Theorem F.10.** Suppose we are in stage \( \ell^\Delta \), meaning that \( \lambda_{3,j} = \lambda_{4,j} = \lambda_{5,j} = 0 \) for \( j \geq \ell \) and the trainable parameters are \( W_1, \ldots, W_\ell, K_1, \ldots, K_{\ell-1} \). Suppose it satisfies
\[ \varepsilon^2 \overset{\text{def}}{=} \text{Obj}(Z; W, K) \leq \left( \frac{\alpha_{\ell-1}}{(D_{\ell-1})^{9T_{\ell-1}}} \right)^2 \text{ and } \mathbb{E}_{x \sim \bar{D}} [\| S_j(x) \|_2^2] \leq \tau_j \]
Suppose the sampled set \( Z \) satisfies the event of Proposition C.2, Proposition C.8, Proposition C.7 (for \( \varepsilon_8 \leq \varepsilon^2/100 \)). Suppose parameters are set to satisfy Definition A.4. Then, for every \( \eta_2 < \frac{1}{\text{poly}(\kappa)} \) and \( \eta_1 \leq \frac{\eta_2}{\text{poly}(\kappa)} \),
\[ \mathbb{E}_D \text{Obj}(Z; W^{(\text{new})}, K^{(\text{new})}) \leq (1 - 0.7\eta_1) \text{Obj}(Z; W, K) + 2\eta_1\alpha_{\ell+1} \]
And also we have \( \mathbb{E}_{x \sim \bar{D}} [\| S_j(x) \|_2^2] \leq 2B_j \) for every \( j < \ell \).

**Proof of Theorem F.10.** We first verify the prerequisites of many of the lemmas we need to invoke.

**Prerequisite 1.** Using \( \lambda_{6,\ell} \geq \frac{\varepsilon^2}{\text{poly}(\kappa)} \) and \( \text{Obj}(Z; W, K) \leq \varepsilon^2 \), we have
\[ \| K_{\ell} \|_F, \| W_{\ell} \|_F \leq \bar{\kappa}_\ell \]
which is a prerequisite for Lemma F.4, Lemma F.6, Lemma F.8 that we need to invoke.

**Prerequisite 2.** Applying Proposition C.7, we have
\[ \tilde{\text{Loss}}(Z; W, K) \leq \varepsilon^2 \overset{\text{Proposition C.7}}{\leq} \tilde{\text{Loss}}(D; W, K) \leq 2\varepsilon^2 \quad (F.8) \]
Since \( \mathbb{E}_{x \sim \bar{D}} [\| S_j(x) \|_2^2] \leq \tau_j \) for all \( j < \ell \), we can apply Claim C.1 and get
\[ \tilde{\text{Loss}}(D; W, K) \leq 2\varepsilon^2 \overset{\text{Claim C.1 and choice } B'}{\leq} \text{Loss}(D; W, K) \leq 3\varepsilon^2 \quad (F.9) \]
Next, consider a dummy loss function against only the first $\ell - 1$ layers

$$\text{Loss}_{\text{dummy}}(D; W, K) \overset{\text{def}}{=} \sum_{x \sim D} \left( \sum_{j=2}^{\ell-1} \alpha_j \text{Sum}(F_j(x)) - \alpha_j \text{Sum}(G^*_j(x)) \right)^2 \leq 1.1 \text{Loss}(D; W, K) + O(\alpha_\ell^2) \leq 4\epsilon^2$$

so in the remainder of the proof we can safely apply Theorem E.1 and Corollary E.3 for $L = \ell - 1$. Note that this is also a prerequisite for Lemma F.8 with $\ell$ layers that we want to invoke. As a side note, we can use Corollary E.3d to derive

$$\forall j < \ell: \quad \mathbb{E}_{x \sim D} [ \| S_j(x) \|^2 ] \leq 2B_j.$$

**Prerequisite 3.** Corollary E.3b tells us for every $j < \ell$,

$$\| Q_{j-1}^\top K_{j,j-1}^\top K_{j-1} Q_{j-1} - W_{j-1}^\top W_{j-1}^* \|^2_F \leq \Upsilon_j (D_j)^4 \left( \frac{\epsilon}{\alpha_j} \right)^2 \frac{C_\ell}{C_j} \tag{F.10}$$

Above, inequality $\oplus$ uses the assumption $\epsilon \leq \frac{\alpha_{\ell-1}}{(D_{\ell-1})^4 \Upsilon_{\ell-1}}$. Inequality $\ominus$ holds when $j = \ell - 1$ by using $\frac{1}{\Upsilon_{\ell-1}} \frac{C_{\ell}}{C_{\ell-1}} \ll 1$ from our sufficiently large choice of $\Upsilon_{\ell-1}$, and inequality $\ominus$ holds when $j < \ell - 1$ by using the gap assumption on $\frac{\alpha_j}{\alpha_{\ell-1}}$ when $j < \ell - 1$.

Note that the left hand side of (F.10) is identical to (since $\bar{K}_{j,i}Q_i = K_{j,i}(R_iU_i * R_iU_i)$)

$$\| A K_{j,j-1}^\top K_{j-1} - C (W_{j,j-1}^*)^\top W_{j-1}^* D \|^2_F$$

for some well-conditioned square matrices $A, B, C, D$ with singular values between $\left[ \frac{1}{\alpha_{\ell-1} \text{poly}(k_j, L)}, O(\text{poly}(K_j, L)) \right]$ (see Lemma B.6 and Lemma B.5). Therefore, combining the facts that (1) $K_{j,j-1}^\top K_{j-1} \leq \bar{K}_j$ and $(W_{j-1}^*)^\top W_{j-1}^*$ are both of rank exactly $k_j$, (2) $\| K_j \| \leq \bar{k}_j$, (3) minimal singular value $\sigma_{\min}(W_{j,i}^*) \geq 1/\kappa$, we must have

$$\sigma_{\min}(K_{j,j-1}) \geq \frac{1}{\bar{k}_j \cdot \text{poly}(\bar{k}_j, L)} \quad \text{and} \quad \sigma_{\min}(K_{j-1}) \geq \frac{1}{\bar{k}_j \cdot \text{poly}(\bar{k}_j, L)}$$

as otherwise this will contract to (F.10). This lower bound on the minimum singular value is a prerequisite for Lemma F.4, Lemma F.6 that we need to invoke.

**Prerequisite 4.** Using Corollary E.3b, we also have for every $j < \ell$ (see the calculation in (F.4))

$$\| E_j \|^2_F = \| K_{j,j-1}^\top K_{j-1} - (V_{j,j-1}^*)^\top V_{j-1}^* \|^2_F \leq \left( \frac{\epsilon}{\alpha_j} \right)^2 \frac{C_\ell}{C_j} \tag{F.10}$$

which is a prerequisite for Lemma F.4 that we need to invoke.

**Main Proof Begins.** Now we are fully prepared and can begin the proof. In the language of this section, our objective

$$\overline{\text{Obj}}(Z; W, K) = \overline{\text{Loss}}(Z; W, K) + \sum_{j < \ell} \left( \lambda_{3,j} \| R_{3,j} \|^2_F + \lambda_{4,j} \| R_{4,j} \|^2_F + \lambda_{5,j} \| R_{5,j} \|^2_F + \lambda_{6,j} \| R_{6,j} \|^2_F + \lambda_{7,j} R_{7,j} \right)$$

$$+ \sum_{j < \ell} \lambda_{6,j} (R_{7,j})$$
We can apply Lemma F.4 to bound the decrease of $R_{\alpha,j}$ for $j < \ell$ and $R_{\tau,j}$ for $j \leq \ell$, apply Lemma F.6 to bound the decrease of $R_{3,j}, R_{4,j}, R_{5,j}$ for $j < \ell$, and apply Lemma F.8 to bound the decrease of $\text{Loss}(Z; W, K)$ (with the choice $O \text{P}^{1}_{\leq \ell} \leq 2\alpha_{\ell+1}^{2}$). By combining all the lemmas, we have (using $\eta_2 = \eta_1 / \text{poly}(\kappa)$ and sufficiently small choice of $\eta_1$)

$$\mathbb{E}_{D} \text{Obj}(Z; W^{(\text{new})}, K^{(\text{new})})$$

\[\leq (1 - 0.9\eta_1) \text{Obj}(Z; W, K) + \eta_1 (\varepsilon_{\text{sample}} + \frac{\text{poly}(\kappa, B')}{m}) + \eta_1 \sum_{j \leq \ell} \lambda_{0,j} \text{poly}(k_j, L, \kappa) + 2\eta_1 \alpha_{\ell+1}^{2}\]

\[+ \eta_1 \sum_{j < \ell} \left( \frac{1}{T_j} + \frac{\Gamma_j}{Y_j^{2}} + \frac{\Gamma_j^{2}}{Y_j^{4}} \right) \varepsilon^2 (D_j)^{4} C_{j}^{-1}\]

\[\leq (1 - 0.8\eta_1) \text{Obj}(Z; W, K) + \eta_1 (\varepsilon_{\text{sample}} + \frac{\text{poly}(\kappa, B')}{m}) + \eta_1 \sum_{j \leq \ell} \lambda_{0,j} \text{poly}(k_j, L, \kappa) + 2\eta_1 \alpha_{\ell+1}^{2}\]

\[\leq (1 - 0.7\eta_1) \text{Obj}(Z; W, K) + 2\eta_1 \alpha_{\ell+1}^{2}\]

Above, inequality ① uses our parameter choices that $\lambda_{3,j} = \frac{\alpha_{j}^{2}}{(D_{j})^{3} Y_{j}}$, $\lambda_{4,j} = \frac{\alpha_{j}^{2}}{(D_{j})^{3} Y_{j}^{2}}$, and $\lambda_{5,j} = \frac{\alpha_{j}^{2}}{(D_{j})^{3} Y_{j}^{3}}$. Inequality ② uses our choices of $\Gamma_j$ (see Definition A.4). Inequality ③ uses $m \geq \frac{\text{poly}(\kappa, B')}{\varepsilon^2}$ from Definition A.4. $\varepsilon_{s} \leq 0.01\varepsilon^2$, and $\lambda_{0,j} = \frac{\varepsilon^2}{\kappa_j} \leq \frac{\varepsilon^2}{\text{poly}(k_j, L, \kappa)}$ from Definition A.4.

**F.6 Objective Decrease Direction: Stage $\ell^7$**

**Theorem F.11.** Suppose we are in stage $\ell^7$, meaning that $\lambda_{3,j} = \lambda_{4,j} = \lambda_{5,j} = 0$ for $j > \ell$ and the trainable parameters are $W_1, \ldots, W_\ell, K_1, \ldots, K_\ell$. Suppose it satisfies

$$\left( \frac{\alpha_{j}}{(D_{j})^{3} Y_{j}} \right)^{2} \leq \varepsilon^2 \equiv \mathbb{E}_{x \sim D} \|W_j(x)\|^2 \leq \left( \frac{\alpha_{j}}{(D_{j})^{3} Y_{j}} \right)^{2} \text{ and } \left\{ \mathbb{E}_{x \sim D} \|S_j(x)\|^2 \leq \tau \right\}_{j \leq \ell}$$

Suppose the sampled set $Z$ satisfies the event of Proposition C.2, Proposition C.8, Proposition C.7 (for $\varepsilon_{s} \leq \varepsilon^2 / 100$). Suppose parameters are set to satisfy Definition A.4. Then, for every $\eta_2 < \frac{1}{\text{poly}(\kappa)}$ and $\eta_1 \leq \frac{\eta_2}{\text{poly}(\kappa)}$,

$$\mathbb{E}_{D} \text{Obj}(Z; W^{(\text{new})}, K^{(\text{new})}) \leq (1 - 0.7\eta_1) \text{Obj}(Z; W, K) + 2\eta_1 \alpha_{\ell+1}^{2}\]

And also we have $\mathbb{E}_{x \sim D} \|S_j(x)\|^2 \leq 2B_j$ for every $j < \ell$. Furthermore, if $\varepsilon^2 \leq \left( \frac{\alpha_{j}}{(D_{j})^{3} Y_{j}} \right)^{2}$ then we also have $\mathbb{E}_{x \sim D} \|S_{\ell}(x)\|^2 \leq 2B_{\ell}$. 

**Proof of Theorem F.11.** The proof is analogous to Theorem F.10 but with several changes.

**Prerequisite 1.** For analogous reasons, we have

$$\|K_\ell\|_F, \|W_\ell\|_F \leq \kappa_\ell$$

which is a prerequisite for Lemma F.4, Lemma F.7, Lemma F.8 that we need to invoke.

**Prerequisite 2.** This time, we have $\varepsilon^2 \leq \frac{\alpha_{j}}{(D_{j})^{3} Y_{j}}$. This means the weaker assumption of Corollary E.4 has been satisfied for $L = \ell$, and as a result Theorem E.1 and Corollary E.3 hold with $L = \ell - 1$. This is a prerequisite for Lemma F.8 with $\ell$ layers that we want to invoke. Note
in particular, Corollary E.3d implies
\[ \forall j < \ell: \quad \mathbb{E}_{x \sim \mathcal{D}}[\|S_j(x)\|^2] \leq 2B_j. \]

Note also, if \( \varepsilon^2 \leq \left(\frac{\alpha_j}{(\ell_j)^{\rho_{\ell_j}}\varepsilon}\right)^2 \), then Corollary E.3 holds with \( L = \ell \), so we can invoke Corollary E.3e to derive the above bound for \( j = \ell \).

**Prerequisite 3.** Again using Corollary E.3b for \( L = \ell - 1 \), we can derive for all \( j < \ell \)
\[ \sigma_{\min}(K_{j,j-1}) \geq \frac{1}{\kappa_j \cdot \text{poly}(k_j, \kappa, L)} \quad \text{and} \quad \sigma_{\min}(K_{j,j}) \geq \frac{1}{\kappa_j \cdot \text{poly}(k_j, \kappa, L)}. \]

This time, one can also use Corollary E.4b with \( L = \ell \) to derive that the above holds also for \( j = \ell \). This is a prerequisite for Lemma F.4, Lemma F.7 that we need to invoke.

**Prerequisite 4.** Using Corollary E.3b, we also have for every \( j < \ell \) (see the calculation in (F.4))
\[ \|E_{j<\ell}\|_F^2 = \|K_{j,j-1}^T K_{j,j} - (V_{j,j-1})^T V_{j,j}^*\|_F^2 \leq \frac{1}{(\ell_j)^{13}} \]

This time, one can also use Corollary E.4b with \( L = \ell \) to derive that the above holds also for \( j = \ell \).

**Main Proof Begins.** Now we are fully prepared and can begin the proof. In the language of this section, our objective
\[
\widehat{\text{Obj}}(\mathcal{Z}; \mathbf{W}, \mathbf{K}) = \text{Loss}(\mathcal{Z}; \mathbf{W}, \mathbf{K}) + \sum_{j < \ell} \left( \lambda_{3,j} \|R_{3,j}\|_F^2 + \lambda_{4,j} \|R_{4,j}\|_F^2 + \lambda_{5,j} \|R_{5,j}\|_F^2 + \lambda_{6,j} \|R_{6,j}\|_F^2 \right) + \sum_{j < \ell} \lambda_{6,j} (R_{7,j})^2
\]

We can apply Lemma F.4 to bound the decrease of \( R_{6,j}, R_{7,j} \) for \( j \leq \ell \), apply Lemma F.7 to bound the decrease of \( R_{3,j}, R_{4,j}, R_{5,j} \) for \( j \leq \ell \), and apply Lemma F.8 to bound the decrease of \( \text{Loss}(\mathcal{Z}; \mathbf{W}, \mathbf{K}) \) (with the choice \( \text{OPT}_{\leq \ell} \leq 2\alpha_{\ell+1}^2 \)). By combining all the lemmas, we have (using \( \eta_2 = \eta_1/\text{poly}(\kappa) \) and sufficiently small choice of \( \eta_1 \))

\[
\mathbb{E}_{\mathcal{D}} \widehat{\text{Obj}}(\mathcal{Z}; \mathbf{W}^{(\text{new})}, \mathbf{K}^{(\text{new})}) \\
\leq (1 - 0.9\eta_1) \widehat{\text{Obj}}(\mathcal{Z}; \mathbf{W}, \mathbf{K}) + \eta_1(\varepsilon_{\text{sample}} + \frac{\text{poly}(\kappa, B')}{m}) + \eta_1 \sum_{j \leq \ell} \lambda_{6,j} \text{poly}(k_j, L, \kappa) + 2\eta_1 \alpha_{\ell+1}^2
\]

\[ + \eta_1 \left( \frac{1}{\ell_j} + \frac{\gamma_j}{\ell_j} + \frac{\gamma_j^2}{\ell_j^3} \right) \varepsilon^2(D_{\ell})^4 + \eta_1 \sum_{j \leq \ell} \left( \frac{1}{\ell_j} + \frac{\gamma_j}{\ell_j} + \frac{\gamma_j^2}{\ell_j^3} \right) \varepsilon^2(D_{\ell})^4 \]

\[
\leq (1 - 0.9\eta_1) \widehat{\text{Obj}}(\mathcal{Z}; \mathbf{W}, \mathbf{K}) + \eta_1(\varepsilon_{\text{sample}} + \frac{\text{poly}(\kappa, B')}{m}) + \eta_1 \sum_{j \leq \ell} \lambda_{6,j} \text{poly}(k_j, L, \kappa) + 2\eta_1 \alpha_{\ell+1}^2
\]

\[ + \eta_1 \left( \frac{1}{\ell_j} + \frac{\gamma_j}{\ell_j^2} + \frac{\gamma_j^2}{\ell_j^3} \right) \varepsilon^2(D_{\ell})^4 + \eta_1 \sum_{j \leq \ell} \left( \frac{1}{\ell_j} + \frac{\gamma_j}{\ell_j^2} + \frac{\gamma_j^2}{\ell_j^3} \right) \varepsilon^2(D_{\ell})^4 \]

\[
\leq (1 - 0.8\eta_1) \widehat{\text{Obj}}(\mathcal{Z}; \mathbf{W}, \mathbf{K}) + \eta_1(\varepsilon_{\text{sample}} + \frac{\text{poly}(\kappa, B')}{m}) + \eta_1 \sum_{j \leq \ell} \lambda_{6,j} \text{poly}(k_j, L, \kappa) + 2\eta_1 \alpha_{\ell+1}^2
\]

\[ + \eta_1 \left( \frac{1}{\ell_j} + \frac{\gamma_j}{\ell_j^2} + \frac{\gamma_j^2}{\ell_j^3} \right) \varepsilon^2(D_{\ell})^4 + \eta_1 \sum_{j \leq \ell} \left( \frac{1}{\ell_j} + \frac{\gamma_j}{\ell_j^2} + \frac{\gamma_j^2}{\ell_j^3} \right) \varepsilon^2(D_{\ell})^4 \]

\[
\leq (1 - 0.7\eta_1) \widehat{\text{Obj}}(\mathcal{Z}; \mathbf{W}, \mathbf{K}) + 2\eta_1 \alpha_{\ell+1}^2
\]
Above, inequality \(1\) uses our parameter choices that \(\lambda_{3,j} = \frac{\alpha_j^2}{(D_j)\gamma_j}\), \(\lambda_{4,j} = \frac{\alpha_j^2}{(D_j)^3\gamma_j}\), and \(\lambda_{5,j} = \frac{\alpha_j^2}{(D_j)^7\gamma_j}\). Inequality \(2\) uses our assumption that \(\varepsilon \geq \frac{\alpha_{L}(\gamma_{\hat{\kappa},B'})}{c^3(2L)}\) from Definition A.4, \(\varepsilon_s \leq 0.01\varepsilon^2\), and \(\lambda_{6,j} = \frac{\varepsilon^2}{\kappa_j^2} \leq \frac{\varepsilon^2}{\text{poly}(k_j, L, \kappa)}\) from Definition A.4.

\(\square\)

\section{Extension to Classification}

Let us assume without loss of generality that \(\text{Var}[G(x)] = \frac{1}{C \cdot c^3(2L)}\) for some sufficiently large constant \(C > 1\). We have the following proposition that relates the \(\ell_2\) and cross-entropy losses.

\textbf{Proposition G.1.} For every function \(F(x)\) and \(\varepsilon \geq 0\), we have

1. If \(F(x)\) is a polynomial of degree \(2^L\) and \(\mathbb{E}_{(x_0,x) \sim \mathcal{D}} \text{CE} (Y(x_0,x), v(x_0 + F(x))) \leq \varepsilon\) for some \(v \geq 0\), then

\[
\mathbb{E}_{x \sim \mathcal{D}} (F(x) - G^*(x))^2 = O(c_3(2^L)^2\varepsilon^2)
\]

2. If \(\mathbb{E}_{x \sim \mathcal{D}} (F(x) - G^*(x))^2 \leq \varepsilon^2\) and \(v \geq 0\), then

\[
\mathbb{E}_{(x_0,x) \sim \mathcal{D}} \text{CE} (Y(x_0,x), v(x_0 + F(x))) \leq O\left(v^2 + \frac{\log^2 v}{v}\right)
\]

At a high level, when setting \(v = \frac{1}{\varepsilon}\), Proposition G.1 implies, up to small factors such as \(c_3(2^L)\) and \(\log(1/\varepsilon)\), it satisfies

\[
\ell_2\text{-loss} = \varepsilon^2 \iff \text{cross-entropy loss} = \varepsilon
\]

Therefore, applying SGD on the \(\ell_2\) loss (like we do in this paper) should behave very similarly to applying SGD on the cross-entropy loss.

Of course, to turn this into an actual rigorous proof, there are subtleties. Most notably, we cannot naively convert back and forth between cross-entropy and \(\ell_2\) losses for every SGD step, since doing so we losing a multiplicative factor per step, killing the objective decrease we obtain. Also, one has to deal with truncated activation vs. quadratic activation. In the next subsection, we sketch perhaps the simplest possible way to prove our classification theorem by reducing its proof to that of our \(\ell_2\) regression theorem.

\subsection{Detail Sketch: Reduce the Proof to Regression}

Let us use the same parameters in Definition A.4 with minor modifications:

- additionally require one \(\log(1/\varepsilon)\) factor in the gap assumption \(\frac{\alpha_{L+1}}{\alpha_{L+1}}\) \(^{33}\)
- additionally require one \(1/\varepsilon\) factor in the over-parameterization \(m\), and
- additionally require one \(\text{poly}(d)\) factor in the sample complexity \(N\).

We need this log factor because there is a logarithmic factor loss when translating between cross-entropy and the \(\ell_2\) loss (see Lemma G.1). This log factor prevents us from working with extremely small \(\varepsilon > 0\), and therefore we have required \(\varepsilon > \frac{1}{\text{polylog} \varepsilon}\) in the statement of Theorem 3.3.
Recall from Theorem F.10 and Theorem F.11 that the main technical statement for the convergence in the regression case was to construct some $W^{(\text{new})}, K^{(\text{new})}$ satisfying

$$\mathbb{E}_{D} \text{Obj}\left(Z; W^{(\text{new})}, K^{(\text{new})}\right) \leq (1 - 0.7\eta_{1})\text{Obj}\left(Z; W, K\right) + 2\eta_{1}\alpha_{\ell+1}^{2}.$$  

We show that the same construction $W^{(\text{new})}, K^{(\text{new})}$ also satisfies, denoting by $\varepsilon = \text{Obj}^{x_{E}}(Z; W, K),$

$$\mathbb{E}_{D} \text{Obj}^{x_{E}}(Z; W^{(\text{new})}, K^{(\text{new})}) \leq (1 - 0.7\eta_{1})\text{Obj}^{x_{E}}(Z; W, K) + \eta_{1} \cdot O\left(\frac{\log^{2}(1/\varepsilon)}{\varepsilon}\right) \cdot \alpha_{\ell+1}^{2}. \tag{G.1}$$

This means the objective can sufficiently decrease at least until $\varepsilon \approx \alpha_{\ell+1} \cdot \log \frac{1}{\alpha_{\ell+1}}$ (or to arbitrarily small when $\ell = L$). The rest of the proof will simplify follow from here.

**Quick Observation.** Let us assume without loss of generality that $v = \frac{\log(1/\varepsilon)}{100\varepsilon}$ always holds. Using an analogous argument to Proposition C.7 and Claim C.1, we also have

$$\text{Obj}^{x_{E}}(D; W, K) \leq 2\varepsilon \quad \text{and} \quad \text{Obj}^{x_{E}}(D; W, K) \leq 3\varepsilon.$$ 

Applying Lemma G.1, we immediately know $\text{Obj}(D; W, K) \leq O(c_{3}(2^{L})^{2}\varepsilon^{2})$ for the original $\ell_{2}$ objective. Therefore, up to a small factor $c_{3}(2^{L})^{2}$, the old inequality $\text{Obj}(D; W, K) \leq \varepsilon^{2}$ remains true. This ensures that we can still apply many of the technical lemmas (especially the critical Lemma E.1 and the regularizer update Lemma F.6).

**Going back to (G.1).** In order to show sufficient objective value decrease in (G.1), in principle one needs to look at loss function decrease as well as regularizer decrease. This is what we did in the proofs of Theorem F.10 and Theorem F.11 for the regression case.

Now for classification, the regularizer decrease remains the same as before since we are using the same regularizer. The only technical lemma that requires non-trivial changes is Lemma F.8 which talks about loss function decrease from $W, K$ to $W^{(\text{new})}, K^{(\text{new})}$. As before, let us write for notational simplicity

$$\widetilde{F}_{\leq \ell}(x; W, K) \overset{\text{def}}{=} \sum_{j=2}^{\ell} \alpha_{j} \text{Sum}(\widetilde{F}_{j}(x; W, K))$$

$$\text{Loss}_{\leq \ell}^{x_{E}}(x_{0}, x; W, K) \overset{\text{def}}{=} \text{CE}(Y(x_{0}, x), v(x_{0} + \widetilde{F}_{\leq \ell}(x; W, K)))$$

One can show that the following holds (proved in Appendix G.1.1):

**Lemma G.2**  (classification variant of Lemma F.8).

$$\mathbb{E}_{D} \text{Loss}^{x_{E}}_{\leq \ell}(Z; W^{(\text{new})}, K^{(\text{new})}) \leq (1 - \eta_{1})\text{Loss}_{\leq \ell}(Z; W, K) + \eta_{1} \left(\frac{O(\log^{2}(1/\varepsilon))}{\varepsilon}\text{OPT}_{\leq \ell} + 0.1\varepsilon + \frac{v^{2}}{m} \cdot \text{poly}(\tilde{\kappa}, B')\right)$$

Combining this with the regularizer decrease lemmas, we arrive at (G.1).

---

34 This can be done by setting $v = \frac{\log(1/\varepsilon)}{100\varepsilon}$ where $\varepsilon_{0}$ is the current target error in [Algorithm 1]. Since $\varepsilon$ and $\varepsilon_{0}$ are up to a factor of at most 2, the equation $v = \frac{\log(1/\varepsilon)}{100\varepsilon}$ holds up to a constant factor. Also, whenever $\varepsilon_{0}$ shrinks by a factor of 2 in [Algorithm 1] we also increase $v$ accordingly. This is okay, since it increases the objective value $\text{Obj}(Z; W, K)$ by more than a constant factor.
G.1.1 Proof of Lemma G.2

Sketched proof of Lemma G.2. Let us rewrite

\[ \tilde{F}_{\leq \ell}(x; W^{(\text{new})}, K^{(\text{new})}) = (1 - \eta_1)\tilde{F}_{\leq \ell}(x; W, K) + \eta_1 H(x) + Q(x) \]  \hspace{1cm} (G.2)

for \( H(x) \) defined as

\[ H(x) = \frac{\tilde{F}_{\leq \ell}(x; W^{(\text{new})}, K^{(\text{new})}) - \tilde{F}_{\leq \ell}(x; W^{(\text{new})}, K) + \tilde{F}_{\leq \ell}(x; V^*, K)}{\eta_1} \]

for \( Q(x) \) defined as

\[ Q(x) = \tilde{F}_{\leq \ell}(x; W^{(\text{new})}, K) - \eta_1 \tilde{F}_{\leq \ell}(x; V^*, K) - (1 - \eta_1)\tilde{F}_{\leq \ell}(x; W, K) \]

We make two observations from here.

- First, we can calculate the \( \ell_2 \) loss of the auxiliary function \( H(x) \). The original proof of Lemma F.8 can be modified to show the following (proof in Appendix G.1.2)

**Claim G.3.** \( \mathbb{E}_{x \sim D}(G^*(x) - H(x))^2 \leq 0.00001 \frac{\epsilon^2}{\log^2(1/\epsilon)} + 6\text{OPT}_{\leq \ell} \).

Using Lemma G.1, and our choice of \( v = \frac{100\log^2(1/\epsilon)}{\mathbb{E}} \), we can connect this back to the cross-entropy loss:

\[ \mathbb{E}_{(x_0, x) \sim D} \mathbb{C}E (Y(x_0, x), v(x_0 + H(x))) \leq \frac{O(\log^2(1/\epsilon))}{\epsilon} \text{OPT}_{\leq \ell} + 0.09\epsilon \]

Through a similar treatment to Proposition C.8 we can also translate this to the training set:

\[ \mathbb{E}_{(x_0, x) \sim \mathcal{Z}} \mathbb{C}E (Y(x_0, x), v(x_0 + H(x))) \leq \frac{O(\log^2(1/\epsilon))}{\epsilon} \text{OPT}_{\leq \ell} + 0.1\epsilon \]  \hspace{1cm} (G.3)

- Second, recall from (F.5) in the original proof of Lemma F.8 that we have

\[ \mathbb{E}_{D}[\langle Q(x) \rangle^2] = \mathbb{E}_{D} \left( \tilde{F}_{\leq \ell}(x; W^{(\text{new})}, K) - \eta_1 \tilde{F}_{\leq \ell}(x; V^*, K) - (1 - \eta_1) \tilde{F}_{\leq \ell}(x; W, K) \right)^2 \]

\[ = \mathbb{E}_{D} \left( \sum_{j=2}^{\ell} \alpha_j \xi_j, 1 \right)^2 \leq \eta_1 \frac{\text{poly}(\tilde{\kappa}, B')}{m} \]  \hspace{1cm} (G.4)

as well as \( \mathbb{E}_{D}[Q(x)] = 0 \).

We are now ready to go back to (G.2), and apply convexity and the Lipschitz smoothness of the cross-entropy loss function to derive:

\[ \mathbb{E}_{D}[\text{Loss}_{\leq \ell}(Z; W^{(\text{new})}, K^{(\text{new})})] \leq (1 - \eta_1)\text{Loss}_{\leq \ell}(Z; W, K) + \eta_1 \mathbb{E}_{(x_0, x) \sim \mathcal{Z}} \mathbb{C}E(Y(x_0, x), v(x_0 + H(x))) + v^2 \cdot \mathbb{E}_{D}[\langle Q(x) \rangle^2] \]

Plugging (G.3) and (G.4) into the above formula, we finish the proof.

\[ \square \]

G.1.2 Proof of Claim G.3

**Proof of Claim G.3.** Let us write

\[ \mathbb{E}_{x \sim \mathcal{Z}} (G^*(x) - H(x))^2 \leq \frac{2}{(\eta_1)^2} \mathbb{E}_{x, x' \sim \mathcal{Z}} \left( \tilde{F}_{\leq \ell}(x; W^{(\text{new})}, K^{(\text{new})}) - \tilde{F}_{\leq \ell}(x; W^{(\text{new})}, K) \right)^2 \]

\[ + 2 \mathbb{E}_{x \sim \mathcal{Z}} (G^*(x) - \tilde{F}_{\leq \ell}(x; V^*, K))^2 \]
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For the first term, the same analysis of Claim C.4 gives
\[
\mathbb{E}_{x \sim Z} \left( \tilde{F} \leq \ell(x; W^{(\text{new})}, K^{(\text{new})}) - \tilde{F} \leq \ell(x; W^{(\text{new})}, K) \right)^2 \\
\leq \alpha^2 \text{poly}(\bar{\kappa}_{\ell-1}, |B_{\ell-1}|)\|K^{(\text{new})} - K\|_F^2 \leq (\eta_1)^2 \frac{\varepsilon^2}{1000000 \log^2(1/\varepsilon)}
\]
where the last inequality has used the upper bound on \( \|K_j^{(\text{new})} - K_j\|_F \) for \( j < \ell \) — see (F.6) in the original proof of Lemma F.8 — as well as the gap assumption on \( \frac{\alpha}{\alpha_{\varepsilon-1}} \) (with an additional \( \log(1/\varepsilon) \) factor).

For the second term, the original proof of Lemma F.8 — specifically (F.7) — already gives
\[
\mathbb{E}_{x \sim Z} \left( G^*(x) - \tilde{F} \leq \ell(x; V^*, K) \right)^2 = \mathcal{L}oss_{\leq \ell}(Z; V^*, K) \leq (1 + \frac{1}{\gamma})^2 \text{OPT}_{\leq \ell} + \frac{\varepsilon^2}{1000000 \log^2(1/\varepsilon)}
\]
where the additional \( \log(1/\varepsilon) \) factor comes from the gap assumption on \( \frac{\alpha}{\alpha_{\varepsilon-1}} \).

Putting them together, and applying a similar treatment to Proposition C.7 to go from the training set \( Z \) to the population \( D \), we have the desired bound. \( \square \)

### G.2 Proof of Proposition G.1

**Proof of Proposition G.1**

1. Suppose by way of contradiction that
\[
\mathbb{E}_{x \sim D} \left( F(x) - G^*(x) \right)^2 = \Omega \left( c_3(2^L) \varepsilon^2 \right)
\]
Let us recall a simple probability fact. Given any random variable \( X \geq 0 \), it satisfies\(^{35}\)
\[
\mathbb{P}[X > \frac{1}{2} \sqrt{\mathbb{E}[X^2]}] \geq \frac{9}{16} \frac{(\mathbb{E}[X^2])^2}{\mathbb{E}[X^4]}
\]
Let us plug in \( X = |F(x) - G^*(x)| \), so by the hyper-contractivity [Property 5.4] with probability at least \( \Omega \left( \frac{1}{c_3(2^L)} \right) \) over \( x \sim D \),
\[
|F(x) - G^*(x)| = \Omega(c_3(2^L) \varepsilon)
\]
Also by the hyper-contractivity [Property 5.4] and Markov’s inequality, with probability at least
\[
1 - O \left( \frac{1}{c_3(2^L)} \right),
\]
\[
G^*(x) \leq \mathbb{E}[G^*(x)] + O(c_3(2^L)) \cdot \sqrt{\text{Var}[G^*(x)]} \leq \mathbb{E}[G^*(x)] + 1
\]
When the above two events over \( x \) both take place — this happens with probability \( \Omega \left( \frac{1}{c_3(2^L)} \right) \) — we further have with probability at least \( \Omega(c_3(2^L) \varepsilon) \) over \( x_0 \), it satisfies \( \text{sgn}(x_0 + F(x)) \neq \text{sgn}(x_0 + G^*(x)) = Y(x_0, x) \). This implies \( \mathbb{E}_{(x_0, x) \sim D} \text{CE} (Y(x_0, x), v(x_0 + F(x))) > \varepsilon \) using the definition of cross entropy, giving a contradiction.

\(^{35}\)The proof is rather simple. Denote by \( \mathbb{E}[X^2] = a^2 \) and let \( \mathcal{E} = \{X \geq \frac{1}{2} a\} \) and \( p = \mathbb{P}[X \geq \frac{1}{2} a] \). Then, we have
\[
a^2 = \mathbb{E}[X^2] \leq \frac{1}{4} (1 - p) a^2 + p \mathbb{E}[X^2 \mid \mathcal{E}] \leq \frac{1}{4} a^2 + p \sqrt{\mathbb{E}[X^4 \mid \mathcal{E}]} = \frac{1}{4} a^2 + \sqrt{p} \sqrt{\mathbb{E}[X^4 \mid \mathcal{E}]} \leq \frac{1}{4} a^2 + \sqrt{p} \sqrt{\mathbb{E}[X^4]}.
\]
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2. By the Lipschitz continuity of the cross-entropy loss, we have that
\[
\mathbb{CE}(Y(x_0, x), v(x_0 + F(x))) \leq \mathbb{CE}(Y(x_0, x), v(x_0 + G^*(x))) + O(v|G^*(x) - F(x)|)
\]
\[
\leq O(1 + v|G^*(x) - F(x)|)
\]

Now, for a fixed \(x\), we know that if \(x_0 \geq -G^*(x) + |G^*(x) - F(x)| + 10 \frac{\log v}{v}\) or \(x_0 \leq -G^*(x) - |G^*(x) - F(x)| - 10 \frac{\log v}{v}\), then \(\mathbb{CE}(Y(x_0, x), v(x_0 + F(x))) \leq \frac{1}{v}\). This implies
\[
\mathbb{E}_{x_0} \mathbb{CE}(Y(x_0, x), v(x_0 + F(x)))
\]
\[
\leq \frac{1}{v} + \mathbb{P}_{x_0} \left[ x_0 \in -G^*(x) \pm \left( |G^*(x) - F(x)| + 10 \frac{\log v}{v} \right) \times O(1 + v|G^*(x) - F(x)|) \right]
\]
\[
\leq \frac{1}{v} + \left( |G^*(x) - F(x)| + 10 \frac{\log v}{v} \right) \times O(1 + v|G^*(x) - F(x)|)
\]
\[
\leq \frac{1}{v} + O \left( \log v \times |G^*(x) - F(x)| + v|G^*(x) - F(x)|^2 + \frac{\log v}{v} \right)
\]

Taking expectation over \(x\) we have
\[
\mathbb{E}_{(x_0, x)} \mathbb{CE}(Y(x_0, x), v(x_0 + F(x)))
\]
\[
\leq \frac{1}{v} + O \left( \log v \mathbb{E}_{x \sim \mathcal{D}} |G^*(x) - F(x)| + v \mathbb{E}_{x \sim \mathcal{D}} |G^*(x) - F(x)|^2 + \frac{\log v}{v} \right) \leq O(v^2 + \frac{\log^2 v}{v})
\]

\(\Box\)

### H Lower Bounds for Kernels, Feature Mappings and Two-Layer Networks

#### H.1 Lower Bound: Kernel Methods and Feature Mappings

This subsection is a direct corollary of [2] with simple modifications.

We consider the following \(L\)-layer target network as a separating hard instance for any kernel method. Let us choose \(k = 1\) with each \(W^*_{t,0}, W^*_{t,1} \in \mathbb{R}^d\) sampled i.i.d. uniformly at random from \(S_{2L-1}\), and other \(W^*_{t,j} = 1\). Here, the set \(S_p\) is given by:
\[
S_p = \left\{ \forall w \in \mathbb{R}^d \mid \|w\|_0 = p, w_i \in \left\{ 0, \frac{1}{\sqrt{p}} \right\} \right\}
\]

We assume input \(x\) follows from the \(d\)-dimensional standard Gaussian distribution.

Recall Theorem 3.1 says that, for every \(d\) and \(L = o(\log \log d)\), under appropriate gap assumptions for \(\alpha_1, \ldots, \alpha_L\), for every \(\varepsilon > 0\), the neural network defined in our paper requires only \(\text{poly}(d/\varepsilon)\) time and samples to learn this target function \(G^*(x)\) up to accuracy \(\varepsilon\).

In contrast, we show the following theorem of the sample complexity lower bound for kernel methods:

**Theorem H.1** (kernel lower bound). For every \(d > 1\), every \(L \leq \frac{\log \log d}{100}\), every \(\alpha_L < 0.1\), every (Mercer) kernels \(K : \mathbb{R}^{d \times d} \rightarrow \mathbb{R}\), and \(N \leq \frac{1}{100} \left( \frac{d^2}{\varepsilon^4} \right)\), for every \(N\) i.i.d. samples \(x^{(1)}, \ldots, x^{(N)} \sim \mathcal{N}(0, 1)\), the following holds for at least 99% of the target functions \(G^*(x)\) in the aforementioned class (over the choice in \(S_p\)). For all kernel regression functions
\[
\hat{y}(x) = \sum_{n \in [N]} K(x, x^{(n)}) \cdot v_n
\]
where weights $v_i \in \mathbb{R}$ can depend on $\alpha_1, \cdots, \alpha_L, x^{(1)}, \ldots, x^{(N)}$, $K$ and the training labels $\{y^{(1)}, \cdots, y^{(N)}\}$, it must suffer population risk

$$\mathbb{E}_{x \sim \mathcal{N}(0,1_{d \times d})} (G^*(x) - \mathcal{R}(x))^2 = \Omega(\alpha_L^2 \log^{-2L+2}(d)) .$$

**Remark H.2.** Let us compare this to our positive result in Theorem 3.1 for $L = o(\log \log d)$. Recall from Section 3 that $\alpha_L$ can be as large as for instance $d^{-0.001}$ in order for Theorem 3.1 to hold. When this holds, neural network achieves for instance $1/d$ complexity. In contrast, Theorem H.1 says, unless there are more than $\frac{1}{1000} (\frac{d}{2L-1}) = d^{o(1)}$ samples, no kernel method can achieve a regression error of even $1/d$.

**Sketch proof of Theorem H.1.** The proof is almost a direct application of [2], and the main difference is that we have Gaussian input distribution here (in order to match the upper bound), and in [2] the input distribution is uniform over $\{-1, 1\}^d$. We sketch the main ideas below.

First, randomly sample $|x_i|$ for each coordinate of $x$, then we have that $x_i = |x_i| \tau_i$ where each $\tau_i$ i.i.d. uniformly on $\{-1, 1\}$. The target function $G^*(x)$ can be re-written as $G^*(x) = \tilde{G}^*(\tau)$ for $\tau = (\tau_i)_{i \in [d]} \in \{-1, 1\}^d$, where $\tilde{G}^*(\tau)$ is a degree $p = 2L-1$ polynomial over $\tau$, of the form:

$$\tilde{G}^*(\tau) = \alpha_L(w, \tau)^p + \tilde{G}^*(\tau)$$

where (for $a \circ b$ being the coordinate product of two vectors)

$$w = W^*_{2,0} \circ |x| \quad \text{and} \quad \deg(\tilde{G}^*(\tau)) \leq p - 1$$

For every function $f$, let us write the Fourier Boolean decomposition of $f$:

$$f(\tau) = \sum_{S \subseteq [d]} \lambda_S \prod_{j \in S} \tau_j$$

and for any fixed $w$, write the decomposition of $\tilde{G}^*(\tau)$:

$$\tilde{G}^*(\tau) = \sum_{S \subseteq [d]} \lambda_S' \prod_{j \in S} \tau_j$$

Let us denote the set of $p$ non-zero coordinates of $W^*_{2,0}$ as $S_w$. Using basic Fourier analysis of boolean variables, we must have that conditioning on the $\geq 0.999$ probability event that $\prod_{i \in S_w} |x_i| \geq (\log^{0.9} d)^{-2L}$, it satisfies

$$|\lambda_{S_w}'| = \left(\frac{1}{\sqrt{p}}\right)^p \alpha_L \prod_{i \in S_w} |x_i| \geq \left(\frac{1}{\sqrt{p}}\right)^p \alpha_L (\log^{0.9} d)^{-2L} \geq \alpha_L \log^{-2L}(d) .$$

Moreover, since $\deg(\tilde{G}^*(\tau)) \leq p - 1$, we must have $\lambda_S' = 0$ for any other $S \neq S_w$ with $|S| = p$. This implies that for any function $f(\tau)$ with

$$f(\tau) = \sum_{S \subseteq [d]} \lambda_S \prod_{j \in S} \tau_j \quad \text{and} \quad \mathbb{E}_\tau \left( f(\tau) - \tilde{G}^*(\tau) \right)^2 = O(\alpha_L^2 \log^{-2L+2}(d)) ,$$

it must satisfy

$$\lambda_{S_w}^2 = \Omega(\alpha_L^2 \log^{-2L+1}(d)) > \sum_{S \subseteq [d], |S| = p, S \neq S_w} \lambda_S^2 = O(\alpha_L^2 \log^{-2L+2}(d))$$

Finally, using $\mathbb{E}_{x \sim \mathcal{N}(0,1)} (G^*(x) - \mathcal{R}(x))^2 = \mathbb{E}_{|x|} \mathbb{E}_\tau \left( \mathcal{R}(\tau \circ |x|) - \tilde{G}^*(\tau) \right)^2$, we have with proba-
bility at least 0.999 over the choice of |x|, it holds that

$$\mathbf{E}_\tau \left( R(|x| \circ \tau) - \tilde{G}^*(\tau) \right)^2 = O(\alpha_L^2 \log^{-2L^2+2}(d)) \ .$$

From here, we can select $f(\tau) = \tilde{R}(|x| \circ \tau)$. The rest of the proof is a direct application of [2, Lemma E.2] (as the input $\tau$ is now uniform over the Boolean cube $\{-1,1\}^d$). (The precise argument also uses the observation that if for $>0.999$ fraction of $w$, event $\mathcal{E}_w(x)$ holds for $>0.999$ fraction of $x$, then there is an $x$ such that $\mathcal{E}_w(x)$ holds for $>0.997$ fraction of $w$.)

For similar reason, we also have the number of features lower bound for linear regression over feature mappings:

**Theorem H.3** (feature mapping lower bound). For every $d > 1$, every $L \leq \frac{\log \log d}{100}$, every $d \geq 0$, every $\alpha_L \leq 0.1$, every $D \leq \frac{1}{1000} \left( 2^d \cdot \frac{d}{L-1} \right)$, and every feature mapping $\phi \colon \mathbb{R}^d \to \mathbb{R}^D$, the following holds for at least $99\%$ of the target functions $G^*(x)$ in the aforementioned class (over the choice in $\mathcal{S}_p$).

For all linear regression functions

$$\mathcal{F}(x) = w^\top \phi(x),$$

where weights $w \in \mathbb{R}^D$ can depend on $\alpha_1, \cdots, \alpha_L$ and $\phi$, it must suffer population risk

$$\mathbf{E}_{x \sim \mathcal{N}(0,1)} \left\| G^*(x) - \mathcal{F}(x) \right\|^2 = \Omega \left( \alpha_L^2 \log^{-2L^2+2}(d) \right) \ .$$

**Remark H.4.** In the same setting as Remark H.2, we see that neural network achieves for instance $1/d^{100}$ regression error with $\text{poly}(d)$ time complexity, but to achieve even just $1/d^{0.01}$ error, Theorem H.3 says that any linear regression over feature mappings must use at least $D = d^{\omega(1)}$ features. This usually needs $\Omega(D) = d^{\omega(1)}$ time complexity.$^{36}$

### H.2 Lower Bound: Certain Two-Layer Polynomial Neural Networks

We also give a preliminary result separating our positive result (for $L$-layer quadratic DenseNet) from two-layer neural networks with polynomial activations (of degree $2^L$). The lower bound relies on the following technical lemma which holds for some absolute constant $C > 1$:

**Lemma H.5.** For $1 \leq d_1 \leq d$, consider inputs $(x,y)$ where $x \in \mathbb{R}^{d_1}$ follows from $\mathcal{N}(0, I_{d_1} \times d_1)$ and $y \in \mathbb{R}^{d-d_1}$ follows from an arbitrary distribution independent of $x$. We have that for every $p \geq 1$,

- for every function $f(x,y) = \left( \frac{\|x\|^2}{d_1} \right)^p + g(x,y)$ where $g(x,y)$ is a polynomial and its degree over $x$ is at most $4p - 1$, and
- for every function $h(x,y) = \sum_{i=1}^r a_i \tilde{\sigma}_i(\langle w_i, (x, x^2, y) + b_i \rangle)$ with $r = \frac{1}{p} (d_1/p)^p$ and each $\tilde{\sigma}_i$ is an arbitrary polynomial of maximum degree $2p$,

it must satisfy $\mathbf{E}_{x,y} (h(x,y) - f(x,y))^2 \geq \frac{1}{pC^p}$.

Before we prove [Lemma H.5 in Section H.2.1], let us quickly point out how it gives our lower bound theorem. We can for instance consider target functions with $k_2 = d$, $k_3 = \cdots = k_L = 1$, $W_{l,1}^* = I_{d \times d}$ and $W_{l,0}^*, W_{l,1}^*, W_{l,2}^* = \left( \frac{1}{\sqrt{d}}, \cdots, \frac{1}{\sqrt{d}} \right)$, and other $W_{l,j}^* = 1$ for $j > 2$.

---

$^{36}$One might argue that feature mapping can be implemented to run faster than $O(D)$ time. However, those algorithms are very complicated and may require a lot of work to design. It can be unfair to compare to them for a "silly" reason. One can for instance cheat by defining an infinitely-large feature mapping where each feature corresponds to a different neural network; then, one can train a neural network and just set the weight of the feature mapping corresponding to the final network to be $1$. Therefore, we would tend to assume that a linear regression over feature mapping requires at least $\Omega(D)$ running time to implement, where $D$ is the total number of features.
For such target functions, when \( L = o(\log \log d) \), our positive result [Theorem 3.1] shows that the (hierarchical) DenseNet learner considered in our paper only need \( \text{poly}(d/\varepsilon) \) time and sample complexity to learn it to an arbitrary \( \varepsilon > 0 \) error (where the degree of the \( \text{poly}(d/\varepsilon) \) does not depend on \( L \)).

On the other hand, since the aforementioned target \( G^*(x) \) can be written in the form \( \alpha_L \left( \frac{\|x\|_4^4}{d_1} \right)^{2L-2} + g(x) \) for some \( g(x) \) of degree at most \( 2^L - 1 \), Lemma H.5 directly implies the following:

**Theorem H.6.** For any two-layer neural network of form \( h(x) = \sum_{i=1}^{r} a_i \tilde{\sigma}_i((w_i, x, S_1(x) + b_i)) \), with \( r \leq d^{O(L)} \) and each \( \tilde{\sigma}_i \) is any polynomial of maximum degree \( 2^{L-1} \), we have that

\[
\mathbb{E}_{x \sim N(0,1)} (h(x) - G^*(x))^2 \geq \frac{\alpha_L^2}{2^{O(\varepsilon)}}.
\]

(Since \( \tilde{\sigma}_i \) is degree \( 2^{L-1} \) over \( S_1(x) \), the final degree of \( h(x) \) is \( 2^L \) in \( x \); this is the same as our \( L \)-layer DenseNet in the positive result.)

To compare this with the upper bound, let us recall again (see Section 3) that when \( L = o(\log \log d) \), parameter \( \alpha_L \) can be as large as for instance \( d^{-0.001} \) in order for Theorem 3.1 to hold. When this holds, neural network achieves for instance \( 1/d^{100} \) error with \( \text{poly}(d) \) samples and time complexity. In contrast, Theorem H.1 says, unless there are more than \( d^{O(L)} = d^{O(1)} \) neurons, the two-layer polynomial network cannot achieve regression error of even \( 1/d^{0.01} \). To conclude, the hierarchical neural network can learn this function class more efficiently.

Finally, we also remark here after some simple modifications to Lemma H.5, we can also obtain the following theorem when \( k_2 = k_3 = \cdots = k_L = 1 \), \( W_{\ell,1}^*, W_{\ell,0}^* = \left( \frac{1}{\sqrt{d}}, \cdots, \frac{1}{\sqrt{d}} \right) \) and other \( W_{\ell,j}^* = 1 \).

**Theorem H.7.** For every function of form \( h(x) = \sum_{i=1}^{r} a_i \tilde{\sigma}_i'((w_i, x + b_i)) \) with \( r \leq d^{O(L)} \) and each \( \tilde{\sigma}_i' \) is any polynomial of maximum degree \( 2^L \), we have

\[
\mathbb{E}_{x \sim N(0,1)} (h(x) - G^*(x))^2 \geq \frac{\alpha_L^2}{2^{O(\varepsilon)}}.
\]

**H.2.1 Proof of Lemma H.5**

**Proof of Lemma H.5.** Suppose by way of contradiction that for some sufficiently large constant \( C > 1 \),

\[
\mathbb{E}_{x, y} (h(x, y) - f(x, y))^2 \leq \frac{1}{p^{C \cdot p}}.
\]

This implies that

\[
\mathbb{E}_{x} \left( \mathbb{E}_{y} h(x, y) - \mathbb{E}_{y} f(x, y) \right)^2 \leq \frac{1}{p^{C \cdot p}} \tag{H.1}
\]

We break \( x \) into \( p \) parts: \( x = (x^{(1)}, x^{(2)}, \cdots, x^{(p)}) \) where each \( x^{(j)} \in \mathbb{R}^{d_1/p} \). We also decompose \( w_i \) into \( (w_i^{(1)}, w_i^{(2)}, \cdots, w_i^{(p)}, w_i') \) accordingly. We can write

\[
\left( \frac{\|x\|_4^4}{d_1} \right)^p = \left( \frac{\sum_{j \in [p]} \|x^{(j)}\|_4^4}{d_1} \right)^p \tag{H.2}
\]
Since $\tilde{\sigma}_i$ is of degree at most $2p$, we can write for some coefficients $a_{i,q}$:

$$\mathbb{E} a_i \tilde{\sigma}_i ((w_i, (x, x^2, y) + b_i)) = \sum_{q \in [2p]} a_{i,q} \left( \sum_{j \in [p]} \langle x^{(j)}, w_i^{(j)} \rangle + \langle (x^{(j)})^2, w_i^{(j)} \rangle \right)^q \quad (H.3)$$

Let us now go back to $(H.1)$. We know that $\mathbb{E}_y f(x, y)$ and $\mathbb{E}_y h(x, y)$ are both polynomials over $x \in \mathbb{R}^{d_1}$ with maximum degree $4p$.

- The only $4p$-degree monomials of $\mathbb{E}_y f(x, y)$ come from $(H.2)$ which is $\frac{1}{(d_1)^p} \left( \sum_{j \in [p]} \|x^{(j)}\|^4_4 \right)^p$. Among them, the only ones with homogeneous degree 4 for each $x^{(j)}$ is $\frac{1}{(d_1)^p} \prod_{j \in [p]} \|x^{(j)}\|^4_4$.

- The only $4p$-degree monomials of $\mathbb{E}_y h(x, y)$ come from $(H.3)$ which is $a_{i,2p} \left( \sum_{j \in [p]} \langle (x^{(j)})^2, w_i^{(j)} \rangle \right)^2$. Among them, the only ones with homogeneous degree 4 for each $x^{(j)}$ can be written as $\frac{a'_{i,2p}}{(d_1)^p} \prod_{j \in [p]} \langle (x^{(j)})^2, w_i^{(j)} \rangle$.

Applying the degree-preserving Property 5.2 for Gaussian polynomials:

$$C_x \left( \sum_i a'_i \prod_{j \in [p]} \langle (x^{(j)})^2, w_i^{(j)} \rangle^2 - \prod_{j \in [p]} \|x^{(j)}\|^4_4 \right) \leq \frac{(d_1)^{2p}}{p^{(C-10)p}}.$$ 

Let us denote $\prod_{j \in [p]} \langle (x^{(j)})^2, w_i^{(j)} \rangle = \langle \tilde{w}_i, \tilde{x} \rangle$ where $\tilde{x}, \tilde{w}_i \in \mathbb{R}^{(d_1/p)^p}$ are given as:

$$\tilde{x} = \left( \prod_{j \in [p]} (x^{(j)}_{i_j})^2 \right)_{i_1, \ldots, i_p \in [d_1/p]} \quad \text{and} \quad \tilde{w}_i = \left( \prod_{j \in [p]} (w_i^{(j)})_{i_j} \right)_{i_1, \ldots, i_p \in [d_1/p]}$$

Under this notation, we have

$$\prod_{j \in [p]} \|x^{(j)}\|^4_4 = \|\tilde{x}\|^4_2, \quad \sum_i a'_i \prod_{j \in [p]} \langle (x^{(j)})^2, w_i^{(j)} \rangle^2 = \tilde{x}^T \sum_i a'_i \tilde{w}_i (\tilde{w}_i)^T \tilde{x}^T$$

This implies that for $M = \sum_i a'_i \tilde{w}_i (\tilde{w}_i)^T \in \mathbb{R}^{(d_1/p)^p \times (d_1/p)^p}$, we have

$$C_x \left( \tilde{x}^T (M - I) \tilde{x}^T \right) = \frac{(d_1)^{2p}}{p^{(C-10)p}}$$

By the special structure of $M$ where $M_{(i_1, i'_1), (i_2, i'_2), \ldots, (i_j, i'_j)} = M_{(i_1, i'_1), (i_2, i'_2), \ldots, (i_j, i'_j)}$ does not depend on the order of $(i_j, i'_j)$ (since each $\tilde{w}_i (\tilde{w}_i)^T$ has this property), we further know that

$$\|I - M\|_F^2 = \frac{(d_1)^{2p}}{p^{(C-10)p}} \ll (d_1/p)^p \times (d_1/p)^p$$

This implies that the rank $r$ of $M$ must satisfy $r = \Omega((d_1/p)^p)$ using [2, Lemma E.2]. \hfill \square

## I Mathematical Preliminaries

### I.1 Concentration of Gaussian Polynomials

**Lemma I.1.** Suppose $f: \mathbb{R}^m \to \mathbb{R}$ is a degree $q$ homogenous polynomial, and let $C(f)$ be the sum of squares of all the monomial coefficients of $f$. Suppose $g \sim \mathcal{N}(0, \mathbf{I})$ is standard Gaussian, then for every $\varepsilon \in (0, \frac{1}{m})$,

$$\Pr_{g \sim \mathcal{N}(0, \mathbf{I})} \left[ |f(g)| \leq \varepsilon \sqrt{C(f)} \right] \leq O(q) \cdot \varepsilon^{1/q}$$
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Proof. Recall from the anti-concentration of Gaussian polynomial (see Lemma I.2a)

\[ \Pr_{g \sim N(0,1)} \left[ |f(g) - t| \leq \varepsilon \sqrt{\Var[f(g)]]} \right] \leq O(q) \cdot \varepsilon^{1/q} \]

Next, one can verify when \( f \) is degree-\( q \) homogenous for \( q \geq 1 \), we have \( \Var[f(g)] \geq C(f) \). This can be seen as follows, first, we write \( \Var[f(g)] = \mathbb{E}[(f(g) - \mathbb{E}f(g))^2] \). Next, we rewrite the polynomial \( f(g) - \mathbb{E}f(g) \) in the Hermite basis of \( g \). For instance, \( g_5^2 g_2^2 \) is replaced with \((H_5(g_1) + \cdots)(H_2(g_2) + \cdots) \) where \( H_k(x) \) is the (probabilists’) \( k \)-th order Hermite polynomial and the “\( \cdots \)” hides lower-order terms. This transformation does not affect the coefficients of the highest degree monomials. (For instance, the coefficient in front of \( H_5(g_1)H_2(g_2) \) is the same as the coefficient in front of \( g_5^2 g_2^2 \). By the orthogonality of Hermite polynomials with respect to the Gaussian distribution, we immediately have \( \mathbb{E}[(f(g) - \mathbb{E}f(g))^2] \geq C(f) \).

Lemma I.2. Let \( f : \mathbb{R}^m \to \mathbb{R} \) be a degree \( q \) polynomial.

(a) Anti-concentration (see e.g. [44, Eq. (1)]): for every \( t \in \mathbb{R} \) and \( \varepsilon \in (0,1) \),

\[ \Pr_{g \sim N(0,1)} \left[ |f(g) - t| \leq \varepsilon \sqrt{\Var[f(g)]]} \right] \leq O(q) \cdot \varepsilon^{1/q} \]

(b) Hypercontractivity concentration (see e.g. [48, Thm 1.9]): there exists constant \( R > 0 \) so that

\[ \Pr_{g \sim N(0,1)} \left[ |f(g) - \mathbb{E}[f(g)]| \geq \lambda \right] \leq c^2 \cdot e^{-\left( \frac{\lambda^2}{\Var[f(g)]} \right)^{1/q}} \]

I.2 Random Initialization

Lemma B.6. Let \( R_\ell \in \mathbb{R}^{(k\ell+1) \times k\ell} \) be a random matrix such that each entry is i.i.d. from \( N(0, \frac{1}{k\ell}) \), then with probability at least \( 1 - p \), \( R_\ell \cdot R_\ell \) has singular values between \( \left[ \frac{1}{O(k\ell^{p^2})}, O(1 + \frac{1}{k\ell^{log(L/k)}}) \right] \), and \( \|R_\ell\|_2 \leq O(1 + \frac{\sqrt{log(1/p)}}{k\ell}) \).

As a result, with probability at least 0.99, it satisfies for all \( \ell = 2, 3, \ldots, L \), the square matrices \( R_\ell \cdot R_\ell \) have singular values between \( \left[ \frac{1}{O(k\ell^{p^2})}, O(1 + \frac{log(L/k)}{k\ell}) \right] \) and \( \|R_\ell\|_2 \leq O(1 + \frac{\sqrt{log(L)}}{k\ell}) \).

Proof. Let us drop the subscript \( \ell \) for simplicity, and denote by \( m = \binom{k+1}{2} \). Consider any unit vector \( u \in \mathbb{R}^m \). Define \( v^{(i)} \) to (any) unit vector orthogonal to all the rows of \( R \) except its \( i \)-th row. We have

\[ |u^\top (R \cdot R) v^{(i)}| = |u_i (R_{i,:} \cdot R_{i,:}) v^{(i)}| = |u_i| \sum_{p \leq q} a_{p,q} R_{i,p} R_{i,q} v_{p,q}^{(i)}| \]

Now, we have that \( v^{(i)} \) is independent of the randomness of \( R_{i,:} \), and therefore, by anti-concentration of Gaussian homogenous polynomials (see Lemma I.1),

\[ \Pr_{R_{i,:}} \left[ \sum_{p \leq q} a_{p,q} R_{i,p} R_{i,q} v_{p,q}^{(i)} \right] \leq \varepsilon \|v^{(i)}\| \cdot \frac{1}{k^2} \leq O(\varepsilon^{1/2}) . \]

Therefore, given any fixed \( i \), with probability at least \( 1 - O(\varepsilon^{1/2}) \), it satisfies that for every unit vector \( u \),

\[ |u^\top (R \cdot R) v^{(i)}| \geq \frac{\varepsilon}{k}|u_i| . \]
Var

On the other hand, we have

\[ E \left[ (\|\mathbf{R} \mathbf{u}\|_2)^2 \right] = \sum_{i,j} a_{i,j}^2 \mathbf{R}_{i,j} \mathbf{R}_{i,j} = \sum_i \left( \sum_{p \in [k]} \mathbf{R}_{i,p} \right)^2 . \]

By concentration of chi-square distribution (and union bound), we know that with probability at least 1 – \( O(k\varepsilon^{1/2}) \),

As for the upper bound, we can do a crude calculation by using \( \|\mathbf{R} \mathbf{R}\|_F \leq \|\mathbf{R} \mathbf{R}\|_F \).

\[ \|\mathbf{R} \mathbf{R}\|_F = \sum_{i,p,q} a_{p,q}^2 \mathbf{R}_{i,p} \mathbf{R}_{i,q} = \sum_i \left( \sum_{p \in [k]} \mathbf{R}_{i,p} \right)^2 . \]

By concentration of chi-square distribution (and union bound), we know that with probability at least 1 – \( p \), the above summation is at most \( O(k^2) \cdot (1 + \log(k/p)) \cdot 2^2 \).

Finally, the bound on \( \|\mathbf{R}\|_2 \) can be derived from any asymptotic bound for the maximum singular value of Gaussian random matrix: \( \Pr[\|k\mathbf{R}\|_2 > tk] \leq e^{-\Omega(t^2k^2)} \) for every \( t \geq \Omega(1) \).

I.3 Property on Symmetric Tensor

Lemma B.5. If \( \mathbf{U} \in \mathbb{R}^{p \times p} \) is unitary and \( \mathbf{R} \in \mathbb{R}^{s \times p} \) for \( s \geq \binom{p+1}{2} \), then there exists some unitary matrix \( \mathbf{Q} \in \mathbb{R}^{(p+1) \times (p+1)} \) so that \( \mathbf{R} \mathbf{U} \mathbf{R} = (\mathbf{R} \mathbf{R}) \mathbf{Q} \).

Proof of Lemma B.5. For an arbitrary vector \( \mathbf{w} \in \mathbb{R}^s \), let us denote by \( \mathbf{w}^T (\mathbf{R} \mathbf{R}) = (b_{i,j})_{1 \leq i \leq j \leq p} \). Let \( g \in \mathcal{N}(0, \mathbf{I}_{p \times p}) \) be a Gaussian random vector so we have:

\[ \mathbf{w}^T \sigma(\mathbf{R}g) = \sum_{i \in [s]} w_i (\mathbf{R}_i g)^2 = \sum_{i \in [s]} w_i (\mathbf{R}_i ^* \mathbf{R}_i, g^* g) = \sum_{i \in [p]} b_{i,i} g_i^2 + \sqrt{2} \sum_{1 \leq i < j \leq p} b_{i,j} g_i g_j . \]

Therefore,

\[ \mathbb{E} \left[ (\mathbf{w}^T \sigma(\mathbf{R}g))^2 \right] = \mathbb{E} \left[ \left( \sum_{i \in [p]} b_{i,i} g_i^2 + \sqrt{2} \sum_{1 \leq i < j \leq p} b_{i,j} g_i g_j \right)^2 \right] \]

\[ = 2 \sum_{1 \leq i < j \leq p} b_{i,j}^2 + 2 \sum_{1 \leq i < j \leq p} b_{i,i} b_{j,j} + 3 \sum_{i \in [p]} b_{i,i}^2 \]

\[ = 2 \sum_{1 \leq i < j \leq p} b_{i,j}^2 + \left( \sum_{i \in [p]} b_{i,i} \right)^2 + 2 \sum_{i \in [p]} b_{i,i}^2 . \]

On the other hand, we have \( \mathbb{E} [\mathbf{w}^T \sigma(\mathbf{R}g)] = \sum_{i \in [p]} b_{i,i} \). Therefore, we have

\[ \text{Var} \left[ \mathbf{w}^T \sigma(\mathbf{R}g) \right] = 2 \|\mathbf{w}^T (\mathbf{R} \mathbf{R})\|_2^2 \).

Note that \( \text{Var}[\mathbf{w}^T \sigma(\mathbf{R}g)] = \text{Var}[\mathbf{w}^T \sigma(\mathbf{R} \mathbf{U} \mathbf{R} g)] \) for a unitary matrix \( \mathbf{U} \), therefore we conclude that

\[ \|\mathbf{w}^T (\mathbf{R} \mathbf{U} \mathbf{R})\|_2^2 = \|\mathbf{w}^T (\mathbf{R} \mathbf{R})\|_2^2 \]

for any vector \( w \). Which implies that there exists some unitary matrix \( \mathbf{Q} \in \mathbb{R}^{(p+1) \times (p+1)} \) so that \( \mathbf{R} \mathbf{U} \mathbf{R} = (\mathbf{R} \mathbf{R}) \mathbf{Q} \).

I.4 Properties On Homogeneous Polynomials

Given any degree-\( q \) homogeneous polynomial \( f(x) = \sum_{I \in \mathbb{N}^n : \|I\|_1 = q} a_I \prod_{j \in [n]} x_j^I \), recall we have defined

\[ \mathcal{C}_x(f) \overset{\text{def}}{=} \sum_{I \in \mathbb{N}^n : \|I\|_1 = q} a_I^2 \]

When it is clear from the context, we also denote \( \mathcal{C}(f) = \mathcal{C}_x(f) \).
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Definition I.3. Given \( f : \mathbb{R}^n \to \mathbb{R} \) and vector \( y \in \mathbb{R}^n \), define the directional derivative

\[
(\Delta_y f)(x) \overset{\text{def}}{=} f(x + y) - f(x)
\]

and given vectors \( y^{(1)}, \ldots, y^{(q)} \in \mathbb{R}^n \), define \( \Delta_{y^{(1)}, \ldots, y^{(q)}} f = \Delta_{y^{(1)}} \Delta_{y^{(2)}} \ldots \Delta_{y^{(q)}} f \).

Lemma I.4. Suppose \( f : \mathbb{R}^n \to \mathbb{R} \) is a degree-\( q \) homogeneous polynomial. Then, the finite-differentiate polynomial

\[
\hat{f}(y^{(1)}, \ldots, y^{(q)}) = \Delta_{y^{(1)}, \ldots, y^{(q)}} f(x)
\]
is also degree-\( q \) homogenous over \( n \times q \) variables, and satisfies

- \( C(f) \cdot q! \leq C(\hat{f}) \leq C(f) \cdot (q!)^2 \).
- \( \mathbb{E}_{y^{(1)}, \ldots, y^{(q)} \sim \mathcal{N}(0, I_{n \times n})}[(\hat{f}(y^{(1)}, \ldots, y^{(q)}))^2] = C(\hat{f}) \)

Proof. Suppose \( f(x) = \sum_{l \in \mathbb{N}^n : \|l\|_1 = q} a_l \prod_{j \in [n]} x_j^{l_j} \). Then, we have (see [44, Claim 3.2])

\[
\hat{f}(y^{(1)}, \ldots, y^{(q)}) = \sum_{J \in [n]^q} \hat{a}_J \prod_{j \in [q]} y_j^{(q)}
\]

where \( \hat{a}_J = a_{l(J)} \cdot \prod_{k=1}^q (I_k(J))! \) and \( I_k(J) = \{ j \in [q] : J_j = k \} \).

On the other hand, for every \( I^* \in \mathbb{N}^q \) with \( \|I^*\|_1 = q \), there are \( \prod_{k=1}^q \) different choices of \( J \in [n]^q \) that maps \( I(J) = I^* \). Therefore, we have

\[
C(\hat{f}) = \sum_{J \in [n]^q} \hat{a}_J^2 = \sum_{J \in [n]^q} a_{l(J)}^2 \cdot \left( \prod_{k=1}^q (I_k(J))! \right)^2 = \sum_{l \in \mathbb{N}^n : \|l\|_1 = q} a_l^2 \cdot \left( \prod_{k=1}^q (I_k(J))! \right)^2 \cdot \prod_{k=1}^q \frac{q!}{(I_k(J))!}
\]

As a result,

\[
\sum_{l \in \mathbb{N}^n : \|l\|_1 = q} a_l^2 \cdot (q!)^2 \leq C(\hat{f}) \leq \sum_{l \in \mathbb{N}^n : \|l\|_1 = q} a_l^2 \cdot (q!)^2
\]

As for the second bullet, it is simple to verify.

Lemma I.5. Suppose \( f : \mathbb{R}^n \to \mathbb{R} \) is a degree-\( q \) homogeneous polynomial.

- If \( g(x) = f(Ux) \) for \( U \in \mathbb{R}^{n \times m} \) being row orthonormal (with \( n \leq m \)), then \( C(g) \geq \frac{C(f)}{q!} \).
- If \( g(x) = f(Wx) \) for \( W \in \mathbb{R}^{n \times m} \) with \( n \leq m \) and \( \sigma_{\min}(W) \geq \frac{1}{\kappa} \), then \( C(g) \geq \frac{C(f)}{(q!)^2 \kappa^2} \).

Proof.

- For every \( y^{(1)}, \ldots, y^{(q)} \in \mathbb{R}^m \),
  \[
  \hat{g}(y^{(1)}, \ldots, y^{(q)}) = \Delta_{y^{(1)}, \ldots, y^{(q)}} g(x) = \Delta_{Wy^{(1)}, \ldots, Wy^{(q)}} f(Ux) = \hat{f}(Wy^{(1)}, \ldots, Wy^{(q)})
  \]
  Since Gaussian is invariant under orthonormal transformation, we have
  \[
  C(\hat{f}) = \mathbb{E}_{y^{(1)}, \ldots, y^{(q)} \sim \mathcal{N}(0, I_{m \times m})}[(\hat{f}(y^{(1)}, \ldots, y^{(q)}))^2] = \mathbb{E}_{y^{(1)}, \ldots, y^{(q)} \sim \mathcal{N}(0, I_{m \times m})}[(\hat{f}(Wy^{(1)}, \ldots, Wy^{(q)}))^2] = C(\hat{g})
  \]
- Suppose \( W = USV \) is its SVD decomposition. Define \( f_1(x) = f(Ux) \), \( f_2(x) = f_1(\Sigma x) \), so that \( g(x) = f_2(Vx) \). We have \( C(g) \geq \frac{1}{q!} C(f_2) \geq \frac{1}{q! \kappa^2} C(f_1) \geq \frac{1}{(q!)^2 \kappa^4} C(f) \).

Lemma I.6. Suppose \( f, g : \mathbb{R}^n \to \mathbb{R} \) are two homogeneous polynomials of degree \( p \) and \( q \) respectively, and denote by \( h(x) = f(x)g(x) \). Then \( C_x(h) \leq \binom{p+q}{p} C_x(f)C_x(g) \).
Proof. Let us write
\[ f(x) = \sum_{I \in \mathbb{N}^k: \|I\|_1 = p} a_I \prod_{j \in [k]} x_j^{I_j} \quad \text{and} \quad g(x) = \sum_{J \in \mathbb{N}^k: \|J\|_1 = q} b_J \prod_{j \in [k]} x_j^{J_j}. \]
On one hand, we obviously have \( \sum_{I \in \mathbb{N}^k: \|I\|_1 = p} \sum_{J \in \mathbb{N}^k: \|J\|_1 = q} a_I^2 b_J^2 = C(f)C(g). \) On the other hand, when multiplied together, each monomial in the multiplication \( f(x)g(x) \) comes from at most \((p+q)\) pairs of \((I,J)\). If we denote this set as \( S \), then
\[ \left( \sum_{(I,J) \in S} a_I b_J \right)^2 \leq (p+q) \sum_{(I,J) \in S} a_I^2 b_J^2. \]
Putting the two together finishes the proof. \( \square \)

Lemma I.7. Suppose \( f^{(1)}, f^{(2)} : \mathbb{R}^n \to \mathbb{R}^k \) are degree-\( p \) homogeneous polynomials and \( g : \mathbb{R}^k \to \mathbb{R} \) is degree \( q \) homogenous. Denote by \( h(x) = g(f^{(1)}(x)) - g(f^{(2)}(x)) \). Then,
\[ C_x(h) \leq k^q q^2 \cdot 2^{q-1} \cdot \left( \frac{q^p}{p,p,\ldots,p} \right) \cdot C(g) \cdot \max_i \left( \max \{ C(f^{(1)}_i), C(f^{(2)}_i) \} \right)^{q-1}. \]
Proof. Let us write
\[ g(y) = \sum_{I \in \mathbb{N}^k: \|I\|_1 = q} a_I \prod_{j \in [k]} y_j^{I_j}. \]
For each monomial above, we need to bound \( C_x(h_I(x)) \) for each
\[ h_I(x) = \prod_{j \in [k]} (f^{(1)}_j(x))^{I_j} - \prod_{j \in [k]} (f^{(2)}_j(x))^{I_j} = \prod_{j \in S} f^{(1)}_j(x) - \prod_{j \in S} f^{(2)}_j(x) \]
where \( S \subset [k] \) is a multiset that contains exactly \( I_j \) copies of \( j \). Using the identity that \( a_1a_2a_3a_4 - b_1b_2b_3b_4 = (a_1 - b_1)a_2a_3a_4 + b_1(a_2 - b_2)a_3a_4 + b_1b_2(a_3 - b_3)a_4 + b_1b_2b_3(a_4 - b_4) \), as well as applying Lemma I.6, one can derive that
\[ C_x(h_I) \leq q^2 \cdot \left( \frac{q^p}{p,p,\ldots,p} \right) \cdot \max_i \left( \max \{ C(f^{(1)}_i), C(f^{(2)}_i) \} \right)^{q-1} \]
\[ \leq q^2 \cdot 2^{q-1} \cdot \left( \frac{q^p}{p,p,\ldots,p} \right) \cdot \max_i \left( \max \{ C(f^{(1)}_i), C(f^{(2)}_i) \} \right)^{q-1} \]
Summing up over all monomials finishes the proof. \( \square \)

I.5 Properties on Matrix Factorization

Claim I.8. Suppose we have matrices \( A, C \in \mathbb{R}^{k \times m_1} \) and \( B, D \in \mathbb{R}^{k \times m_2} \) for some \( m_1, m_2 \geq k \) and \( \|A^T B - C^T D\|_F \leq \varepsilon \). Then, there exists some matrix \( P \in \mathbb{R}^{k \times k} \) so that:
- \( \|A^T - C^T P\|_F \leq \frac{\varepsilon}{\sigma_{\min}(B)} \),
- \( \|B - P^{-1} C\|_F \leq \frac{2\varepsilon \cdot (\sigma_{\max}(B))^2}{\sigma_{\min}(B) \sigma_{\min}(C) \sigma_{\min}(D)} \), and
- the singular values of \( P \) are within \( \left[ \frac{\sigma_{\min}(D)}{\sigma_{\max}(B)}, \frac{\sigma_{\max}(D)}{\sigma_{\min}(B)} \right] \).

Proof of Claim I.8. We also refer to [1] for the proof. Suppose \( A = U_1 \Sigma_1 V_1, B = U_2 \Sigma_2 V_2, C = U_3 \Sigma_3 V_3, D = U_4 \Sigma_4 V_4 \) are the SVD decompositions. We can write
\[ \| V_1^T \Sigma_1^T U_1^T U_2 \Sigma_2 V_2 - V_3^T \Sigma_3^T U_4 \Sigma_4 V_4 \|_F \leq \varepsilon \]
\[ \implies \| V_3^T V_1^T \Sigma_1 \Sigma_2^T U_1^T U_2 \Sigma_2 V_2 V_4^T - \Sigma_3 \Sigma_2 U_4 \Sigma_4 \|_F \leq \varepsilon \]
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Now note that $\Sigma_3^T U_3^T U_4 \Sigma_4$ is of dimension $m_1 \times m_2$ and only its top left $k \times k$ block is non-zero. Let us write $\Sigma_4 = (\Sigma_4, 0)$ for $\Sigma_4 \in \mathbb{R}^{k \times k}$. Let us write $U_2 \Sigma_2 V_2^T = (\mathbf{E}, \mathbf{F})$ for $\mathbf{E} \in \mathbb{R}^{k \times k}$. Then, the above Frobenius bound also implies (by ignoring the last $m_2 - k$ columns)

$$
\| V_3 V_1^T \Sigma_1^T U_1^T \mathbf{E} - \Sigma_3^T U_3^T U_4 \Sigma_4 \|_F \leq \varepsilon
$$

Finally, using $\| MN \|_F \leq \| M \|_F \cdot \sigma_{\text{max}}(N)$, we have

$$
\| V_1^T \Sigma_1^T U_1^T - V_3^T \Sigma_3^T U_3^T U_4 \Sigma_4 \|_F \leq \frac{\varepsilon}{\sigma_{\text{min}}(E)} = \frac{\varepsilon}{\sigma_{\text{min}}(B)}
$$

Let us define $\mathbf{P} = U_4 \Sigma_4 \mathbf{E}^{-1}$, so we have $\sigma_{\text{max}}(\mathbf{P}) \leq \frac{\sigma_{\text{max}}(\mathbf{D})}{\sigma_{\text{min}}(\mathbf{B})}$ and $\sigma_{\text{min}}(\mathbf{P}) \geq \frac{\sigma_{\text{min}}(\mathbf{D})}{\sigma_{\text{max}}(\mathbf{B})}$.

From the above derivation we have

$$
\| \mathbf{A}^T \mathbf{B} - \mathbf{C}^T \mathbf{P} \mathbf{B} \|_F \leq \| \mathbf{A}^T - \mathbf{C}^T \mathbf{P} \|_F \cdot \sigma_{\text{max}}(\mathbf{B}) \leq \frac{\varepsilon \sigma_{\text{max}}(\mathbf{B})}{\sigma_{\text{min}}(\mathbf{B})}
$$

By triangle inequality, this further implies

$$
\| \mathbf{C}^T \mathbf{P} \mathbf{B} - \mathbf{C}^T \mathbf{P} \mathbf{B}^{-1} \mathbf{D} \|_F \leq \varepsilon + \frac{\varepsilon \sigma_{\text{max}}(\mathbf{B})}{\sigma_{\text{min}}(\mathbf{B})} \implies \| \mathbf{B} - \mathbf{P}^{-1} \mathbf{D} \|_F \leq \left( \varepsilon + \frac{\varepsilon \sigma_{\text{max}}(\mathbf{B})}{\sigma_{\text{min}}(\mathbf{B})} \right) \cdot \frac{1}{\sigma_{\text{min}}(\mathbf{C}) \sigma_{\text{min}}(\mathbf{P})}
$$

Claim 9. Suppose we have matrices $\mathbf{A}, \mathbf{C} \in \mathbb{R}^{k \times m_1}$ and $\mathbf{B}, \mathbf{D} \in \mathbb{R}^{k \times m_2}$ for some $m_1, m_2 \geq k$ and $\| \mathbf{A}^T \mathbf{B} - \mathbf{C}^T \mathbf{D} \|_F \leq \varepsilon < \sigma_{\text{min}}(\mathbf{C}) \sigma_{\text{min}}(\mathbf{D})$. Then, there exists some matrix $\mathbf{P} \in \mathbb{R}^{k \times k}$ so that:

- $\| \mathbf{A}^T - \mathbf{C}^T \mathbf{P} \|_F \leq \frac{\varepsilon \sigma_{\text{max}}(\mathbf{A})}{\sigma_{\text{min}}(\mathbf{C}) \sigma_{\text{min}}(\mathbf{D}) - \varepsilon}$,

- $\| \mathbf{B} - \mathbf{P}^{-1} \mathbf{C} \|_F \leq \frac{2 \varepsilon \left( \frac{\sigma_{\text{max}}(\mathbf{B})}{\sigma_{\text{min}}(\mathbf{C}) \sigma_{\text{min}}(\mathbf{D}) - \varepsilon} \right) \sigma_{\text{max}}(\mathbf{A})}{\sigma_{\text{max}}(\mathbf{B}) \sigma_{\text{min}}(\mathbf{C}) \sigma_{\text{min}}(\mathbf{D})}$, and

- the singular values of $\mathbf{P}$ are within $\left[ \frac{\sigma_{\text{min}}(\mathbf{D})}{\sigma_{\text{max}}(\mathbf{B})}, 1 \right]$.

Proof of Claim 9. Without loss of generality (by left/right multiplying a unitary matrix), let us assume that $\mathbf{C} = (\mathbf{C}, 0)$ and $\mathbf{D} = (\mathbf{D}, 0)$ for $\mathbf{C}, \mathbf{D} \in \mathbb{R}^{k \times k}$. Let us write $\mathbf{A} = (\mathbf{\bar{A}}, \ast)$ and $\mathbf{B} = (\mathbf{\bar{B}}, \ast)$ for $\mathbf{\bar{A}}, \mathbf{\bar{B}} \in \mathbb{R}^{k \times k}$. We have the following relationships

$$
\sigma_{\text{min}}(\mathbf{\bar{C}}) = \sigma_{\text{min}}(\mathbf{C}) , \quad \sigma_{\text{min}}(\mathbf{\bar{D}}) = \sigma_{\text{min}}(\mathbf{D}) , \quad \sigma_{\text{max}}(\mathbf{\bar{A}}) \leq \sigma_{\text{max}}(\mathbf{A}) , \quad \sigma_{\text{min}}(\mathbf{\bar{B}}) \leq \sigma_{\text{min}}(\mathbf{B}) .
$$

Now, the bound $\| \mathbf{A}^T \mathbf{B} - \mathbf{C}^T \mathbf{D} \|_F \leq \varepsilon$ translates to (by only looking at its top-left $k \times k$ block)

$$
\| \mathbf{\bar{A}}^T \mathbf{\bar{B}} - \mathbf{\bar{C}} \mathbf{D} \|_F \leq \varepsilon .
$$

Since these four matrices are square matrices, we immediately have $\sigma_{\text{min}}(\mathbf{\bar{B}}) \geq \frac{\sigma_{\text{min}}(\mathbf{\bar{C}}) \sigma_{\text{min}}(\mathbf{D}) - \varepsilon}{\sigma_{\text{max}}(\mathbf{\bar{A}})}$. Plugging in the above relationships, the similar bound holds without the hat notion:

$$
\sigma_{\text{min}}(\mathbf{B}) \geq 1 + \frac{\sigma_{\text{min}}(\mathbf{C}) \sigma_{\text{min}}(\mathbf{D}) - \varepsilon}{\sigma_{\text{max}}(\mathbf{A})} .
$$

Plugging this into the bounds of Claim 1.8, we finish the proof.

Claim 1.10. Suppose we have matrices $\mathbf{A}, \mathbf{C} \in \mathbb{R}^{k \times m}$ for some $m \geq k$ and $\| \mathbf{A}^T \mathbf{A} - \mathbf{C}^T \mathbf{C} \|_F \leq \varepsilon \leq \frac{1}{2} (\sigma_{\text{min}}(\mathbf{C}))^2$, then there exists some unitary matrix $\mathbf{U} \in \mathbb{R}^{k \times k}$ so that

$$
\| \mathbf{A}^T - \mathbf{C}^T \mathbf{U} \|_F \leq \frac{7 \varepsilon (\sigma_{\text{max}}(\mathbf{A}) + \sigma_{\text{max}}(\mathbf{C}))^2 (\sigma_{\text{max}}(\mathbf{C}))^3}{(\sigma_{\text{min}}(\mathbf{C}))^6} .
$$

Proof of Claim 1.10. Applying Claim 1.9, we know there exists matrix $\mathbf{P} \in \mathbb{R}^{k \times k}$ so that:

- $\| \mathbf{A}^T - \mathbf{C}^T \mathbf{P} \|_F \leq \frac{2 \varepsilon \sigma_{\text{max}}(\mathbf{A})}{(\sigma_{\text{min}}(\mathbf{C}))^2}$,
the singular values of $P$ are within $\left[ \frac{\sigma_{\min}(C)}{\sigma_{\max}(A)}, \frac{2\sigma_{\max}(C)\sigma_{\max}(A)}{(\sigma_{\min}(C))^2} \right]$. They together imply
\[
\|A^\top A - C^\top PP^\top C\|_F \leq \frac{2\varepsilon \sigma_{\max}(A)}{(\sigma_{\min}(C))^2} \cdot (\sigma_{\max}(A) + \sigma_{\max}(C)\sigma_{\max}(P)) \\
\leq \frac{2\varepsilon \sigma_{\max}(A)}{(\sigma_{\min}(C))^2} \cdot \frac{3(\sigma_{\max}(C))^2\sigma_{\max}(A)}{(\sigma_{\min}(C))^2} \leq \frac{6\varepsilon (\sigma_{\max}(A))^2(\sigma_{\max}(C))^2}{(\sigma_{\min}(C))^4}
\]
By triangle inequality we have
\[
\|C^\top C - C^\top PP^\top C\|_F \leq \frac{7\varepsilon (\sigma_{\max}(A) + \sigma_{\max}(C))^2(\sigma_{\max}(C))^2}{(\sigma_{\min}(C))^4}
\]
Putting $C$ into its SVD decomposition, one can easily verify that this implies
\[
\|I - PP^\top\|_F \leq \frac{7\varepsilon (\sigma_{\max}(A) + \sigma_{\max}(C))^2(\sigma_{\max}(C))^2}{(\sigma_{\min}(C))^6}
\]
Putting $P$ into its SVD decomposition, one can easily verify that this implies the existence of some unitary matrix $U$ so that\footnote{Indeed, if the singular values of $P$ are $p_1, \ldots, p_k$, then $\|I - PP^\top\|_F \leq \delta$ says $\sum_i (1 - p_i^2)^2 \leq \delta^2$, but this implies $\sum_i (1 - p_i)^2 \leq \delta^2$.}
\[
\|U - P\|_F \leq \frac{7\varepsilon (\sigma_{\max}(A) + \sigma_{\max}(C))^2(\sigma_{\max}(C))^2}{(\sigma_{\min}(C))^6}.
\]
Finally, we replace $P$ with $U$ in the bound $\|A^\top - C^\top P\|_F \leq \frac{2\varepsilon \sigma_{\max}(A)}{(\sigma_{\min}(C))^2}$, and finish the proof. \qed

### I.6 Nonconvex Optimization Theory

**Fact I.11.** For every $B$-second-order smooth function $f : \mathbb{R}^d \to \mathbb{R}$, every $\varepsilon, X > 2$, every fixed vectors $x, x_1 \in \mathbb{R}^d$, suppose there is a random vector $x_2 \in \mathbb{R}^d$ with $\mathbb{E}[x_2] = 0$ satisfying for every sufficiently small $\eta > 0$,
\[
\mathbb{E}_{x_2}[f(x + \eta x_1 + \sqrt{\eta}x_2)] \leq f(x) - \eta\varepsilon.
\]
Then, either $\|\nabla f(x)\| \geq \frac{\varepsilon}{2\|x_1\|}$ or $\lambda_{\min}(\nabla^2 f(x)) \leq -\frac{\varepsilon}{\mathbb{E}[\|x_2\|^2]}$, where $\lambda_{\min}$ is the minimal eigenvalue.

**Proof of Fact I.11.** We know that
\[
f(x + \eta x_1 + \sqrt{\eta}x_2) = f(x) + (\nabla f(x), x_1 + \sqrt{\eta}x_2) + \frac{1}{2} \left( x_1 + \sqrt{\eta}x_2 \right)^\top \nabla^2 f(x) (x_1 + \sqrt{\eta}x_2) + O(B\eta^{1.5}).
\]
Taking expectation, we know that
\[
\mathbb{E}[f(x + \sqrt{\eta}x_2)] = f(x) + \eta (\nabla f(x), x_1) + \frac{1}{2} \mathbb{E} \left[ x_2^\top \nabla^2 f(x)x_2 \right] + O(B\eta^{1.5})
\]
Thus, either $\langle \nabla f(x), x_1 \rangle \leq -\varepsilon / 2$ or $\mathbb{E} [x_2^\top \nabla^2 f(x)x_2] \leq -\varepsilon$, which completes the proof. \qed

### J Details on Empirical Evaluations

We explain how Figure 1 is achieved. Recall AlexNet has 5 convolutional layers with ReLU activation, connected sequentially. The output of AlexNet is a linear function over its 5th convolutional
layer. To make AlexNet more connected to the language of this paper, we redefine its network output as a linear functions over all the five convolutional layers. We only train the weights of the convolutional layers and keep the weights of the linear layer unchanged.

We use fixed learning rate 0.01, momentum 0.9, batch size 128, and weight decay 0.0005. In the first 80 epochs, we freeze the (randomly initialized) weights of the 2nd through 5th convolutional layers, and only train the weights of the first layer). In the next 120 epochs, we unfreeze those weights and train all the 5 convolutional layers together.

As one can see from Figure 1, in the first 80 epochs, we have sufficiently trained the first layer (alone) so that the features do not move significantly anymore; however, as the 2nd through 5th layers become trained together, the features of the first layer gets significantly improved.

We explain how Figure 3 is achieved. We use the vanilla ResNet architecture which requires the number of layers to be 6n + 2. For a fair comparison, we stick to “basic blocks” without using “bottleneck blocks” for all the depths. Following the tradition in training recipes we use learning rate 0.1, momentum 0.1, batch size 128, and weight decay $10^{-4}$. We train for 150 epochs, and decrease the learning rate by 10 twice, at epochs 100 and 125. For each depth, we run the experiment 21 times, and plot the medium together with an 95% percentile error bar.
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