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Abstract. This paper focuses on the methods used for estimating the parameters in Rasch Measurement Model (RMM). These include the MLE and Bayesian Estimation (BE) techniques. The accuracy and precision of the parameter estimates based on these two MLE and BE were discussed and compared. A questionnaire is a well-known measurement instrument used by most of the researchers. It is a powerful tool for collecting data in survey research. It should be noted that the quality of a measurement instrument used plays a key role in ensuring the quality of data obtained in the survey. Therefore, it has become essential for the researchers to carefully design their questionnaire so that the quality of the data obtained can be preserved. Then, it is also vital for the researchers to assess the quality of the data obtained before it can be successfully used for further analysis. Review of the literature shows that RMM is a psychometric approach widely used as an assessment tool of many measurement instruments developed in various fields of study. At present, the Maximum Likelihood Estimation (MLE) techniques were used to estimate the parameters in the RMM. In order to obtain more precise and accurate parameter estimates, a certain number of sample size and normality assumption are usually required. However, in a small sample, MLE could produce bias, imprecise and less accurate estimates with bigger standard error. A proper selection of the parameter estimation techniques to deal with small sample and non-normality of data is required to obtain more precise and accurate parameter estimates. From the review, it reveals that BE has successfully dealt with the issues of small sample and non-normality of the data. It produced a more accurate parameter estimate with smallest Mean Squared Error (MSE), particularly in a small sample compared to MLE.

1. Introduction

A questionnaire is the most commonly used as a data collection tool in survey research. Before further analysis can be done, the quality of the constructed questionnaire should be properly evaluated using an appropriate technique. This is to ensure that the measurement instrument used for the survey meets the psychometrics requirements of both validity and reliability. It should be noted that the utility of the measurement instrument will depend on its quality, as it can be useful if certain psychometric and
practical requirements are met [1]. The Rasch Measurement Model (RMM) is among the most well-known psychometric model used to evaluate the measurement instrument for the survey. It is a tool for validating the measurement instrument which was developed by Georg Rasch in 1960. The first introduced model was with a dichotomous response; well known as Dichotomous Rasch Model. It has been successfully applied in the educational and learning environment. Then the application of the RMM has been widely spread in other various disciplines due to its simplicity and efficiency for validating the questionnaire used in survey research.

There are two parameters of interest in the RMM which are denoted as $\beta_v$ and $\delta_i$. These parameters refer to the ability and difficulty respectively. As remarked by previous researcher [2], these two parameters can be estimated either with non-iterative (e.g., graphical method and PROX) or iterative (e.g., Joint Maximum Likelihood Estimation (JMLE), Conditional Maximum Likelihood Estimation (JMLE) and Marginal Maximum Likelihood Estimation (MMLE)) approaches. Among these techniques, the MLE techniques are the most commonly used. The requirement of a certain number of sample size and the normality assumption are usually needed to obtain more precise and accurate parameter estimates. With a small sample, the Rasch measurement model could produce less precise estimates with bigger standard error, less powerful fit analysis and less robust estimates [3]. For more accurate and precise estimates, it is suggested collecting more relevant data to be included in the study [4]. However, most of the studies cannot fulfill these requirements due to certain constraints faced in the study. Therefore, with these circumstances, it is vital for the researcher to choose another appropriate technique as an alternative, so that the more precise and accurate parameter estimates could be obtained. The use of BE as a parameter estimation has received considerable attention not only in RMM but also in other statistical techniques and modelling for various applications. This is because BE has produced better estimates when dealing with a small sample and has been successfully utilized in various applications as compared to MLE. This article begins with a brief introduction to the RMM and its parameter estimations used. Next, the reasons for using BE have been discussed. Then, BE procedures used in estimating the parameters in the Dichotomous Rasch Model as proposed by previous researcher [5] are described. A comparison of accuracy and precision of the parameter estimates between MLE and BE approaches as found by previous studies is then provided.

2. Rasch measurement model

Rasch Measurement Model (RMM) among the most widely used psychometric approach in various disciplines. It facilitates as an assessment tool for many measurement instruments. It is a probabilistic statistical model introduced by Georg Rasch in 1960 which is also known as one-parameter logistic (1PL) model, since it depends on only a single item parameter called difficulty. The aim of RMM is to predict the probability of success or correct response of a person on an item, which depends on the person’s ability ($\beta_v$) and the item difficulty ($\delta_i$). As pointed out by previous researchers [6], the difference ($\beta_v - \delta_i$) yields the values between negative infinity and positive infinity, while the probability can only have the values between zero and one. To deal with this circumstance, an exponent of the natural constant $e = 2.71828$ has been introduced to the difference ($\beta_v - \delta_i$). Thus, in the Dichotomous Rasch Model, the probability of person $v$ with ability $\beta_v$ giving response $x_{vl}$ to item $i$ with difficulty $\delta_i$ will be obtained as given in equation (1) (6,7);

$$P(X_{vl} = x_{vl} | \beta_v, \delta_i) = \frac{\exp[x_{vl}(\beta_v - \delta_i)]}{1 + \exp(\beta_v - \delta_i)} ; X_{vl} \in \{0|1\}$$

where the notation $X_{vl} \in \{0|1\}$ implies that the element of $X_{vl}$ will be either 0 or 1 ($x_{vl} = 0$ for a failure or incorrect response and $x_{vl} = 1$ for a success or correct response). Only the formula given in equation (1) has a shape that suits perfectly the response curve given in figure 1, which makes a special characteristic of RMM called “specific objectivity” [6]. They also mentioned that this condition has
allowed the $\beta_v$ and $\delta_l$ to be estimated independently of one another. As this model only allows 0 and 1 responses, thus $X_{vl}$ is specified to follow Bernoulli distribution, $X_{vl} \sim \text{Bernoulli}(p_{vl})$. A probability of success/correct response $P(X_{vl} = 1|\beta_v, \delta_l)$ and the probability of a failure/incorrect response $P(X_{vl} = 0|\beta_v, \delta_l)$ for the basic Rasch model with binary or dichotomous data can be written as in equation (2) and equation (3).

$$\pi = P(X_{vl} = 1|\beta_v, \delta_l) = \frac{\exp(\beta_v - \delta_l)}{1 + \exp(\beta_v - \delta_l)}$$

$$1 - \pi = P(X_{vl} = 0|\beta_v, \delta_l) = \frac{1}{1 + \exp(\beta_v - \delta_l)}$$

where

$P(X_{vl} = 1|\beta_v, \delta_l)$ is the probability of a correct response for person $p$ on item $i$.

$P(X_{vl} = 0|\beta_v, \delta_l)$ is the probability of an incorrect response for person $p$ on item $i$.

$\beta_v$ is the ability of person $p$ on the latent variable scale.

$\delta_l$ is the difficulty of item $i$ on the latent variable scale.

The crucial requirement of the Rasch measurement model is “specific objectivity”, where the authors [7] in their book entitled Rating Scale Analysis defined specific objectivity as follow

“Specific objectivity means that the model can be written in a form in which its parameters are linear in the argument of an exponential expression so that they can be sufficiently estimated and conditioned out of the estimation of other parameters.”

Another important feature of the Rasch measurement model is the concept of “invariant measurement”. This is a key concept of the theory behind the development of the RMM, which encounters the limitation of the traditional approach to measurement [2]. According to another authors [8], invariant measurement can be defined as follow:

“The invariant requirement is that the values (measures) attributed to variables by any measurement system should be independent of the particular measurement instrument used (as long as the instrument is appropriate to the purpose), that is, the values should be invariant. Moreover, the calibrations of the measurement instrument should also remain invariant across any of its intended purposes.”

These concepts of “specific objectivity” and “invariant measurement” indicates that RMM is a unique and more practical approach as compared to the other classical technique of the measurement theory. The relationship between $\beta_v$ and $\delta_l$ is represented based on the response curve shown in Figure 1 [6]. The curve reveals that the probability of success will be equal to 0.5, $P(X_{vl} = 1) = 0.5$, if the person’s ability and item difficulty are equal $\beta_v = \delta_l$. In the case of person’s ability that is more than item difficulty $\beta_v > \delta_l$, the probability of success will be more than 0.5, $P(X_{vl} = 1) > 0.5$. In contrast, with the condition of the person’s ability that is less than item difficulty $\beta_v < \delta_l$, the probability of success will be less than 0.5, $P(X_{vl} = 1) < 0.5$. The relationship between the probabilities of success on an item for people with varying ability can be plotted as in the response curve shown in figure 1.
2.1. Parameter estimation techniques for estimating the person and item measures in the Rasch Model

In RMM framework, there are two parameters of interest to be estimated. These parameters refer to the person-level latent trait ($\beta_v$) and item-location ($\delta_l$) parameters. Generally, the method of MLE has been applied in RMM for estimating these two parameters in the past decade. The use of MLE as a parameter estimation is aimed to estimate the parameter which can maximize the likelihood function or probability of observations. In the literature, it is found that the three well-known Maximum Likelihood techniques used to estimate either the person and item parameters included MMLE [9–11], CMLE [12–14] and JMLE [15–17].

However, the requirement of large number of samples and normality assumption of the data in as required by MLE are mostly hard to fulfill due to certain limitations and constraints. Thus, with these circumstances, a more suitable method is needed. Alternatively, the use of Bayesian technique as a parameter estimation has become increasingly popular in several statistical techniques and modelling for various applications [18–21]. This is because it is proven that BE is more plausible to analyse small sample data [2]. BE has also been tested in the psychometric models such as Dichotomous Rasch Model [5], Two-Parameter Logistic model [23] and Three-Parameter Logistic model [24]. The results consistently showed that with a constraint in the number of samples, BE has outperform MLE as it produced the smallest MSE.

2.2. Reasons for using Bayesian estimation

The use of Bayesian technique as a parameter estimation has become increasingly popular not only in Rasch measurement model but also in other statistical techniques and modelling for various applications [25–27]. A steady increase of the application of BE as a standard estimation tool in psychometric models and other applications are due to wide range of reasons [28]. From the review, it was found that, among of the reason is due to computational difficulty faced with MLE [29], convergence issues with MLE [30], when dealing with a complex model [31], in handling missing data [32] and outlier problem [33]. Moreover, BE can be used to improve the performance of parameter estimation in small sample (25) and in violating assumption of other estimation technique [34], including normality assumption [35]. BE also has been preferred to be used for producing more accurate parameter estimates compared to conventional methods such as MLE [36]. Especially when sample size involved is too small, as small
samples might cause parameter estimates produced by MLE reduced its accuracy with inflated standard error [37].

2.3. Bayesian estimation procedures for estimating person and item measures in Rasch measurement model

BE procedures described in this article are based on work done by the previous authors [5]. Recall that the probability of person \( v \) with ability \( \beta_v \) giving response \( x_{vl} \) to item \( i \) with difficulty \( \delta_l \):

\[
P(X_{vl} = x_{vl}|\beta_v, \delta_l) = \frac{\exp[x_{vl}(\beta_v - \delta_l)]}{1 + \exp(\beta_v - \delta_l)}
\]  

The likelihood \( \Lambda \) of the data matrix \( (X_{vl}) \) is obtained based on the product of the equation (4). This is the probability of the whole data matrix \( (X_{vl}) \) given its parameters \( (\beta_v) \) and \( (\delta_l) \), which written as follows:

\[
\Lambda = P\left((X_{vl})| (\beta_v), (\delta_l)\right) = \prod_v \prod_l \left\{ \frac{\exp[x_{vl}(\beta_v - \delta_l)]}{1 + \exp(\beta_v - \delta_l)} \right\}
\]

and the numerator is simplified as:

\[
\prod_v \prod_l \{\exp[x_{vl}(\beta_v - \delta_l)]\} = \exp \sum_v \sum_l x_{vl}(\beta_v - \delta_l)
\]

\[
\sum_v \sum_l x_{vl}(\beta_v - \delta_l) = \sum_v \sum_l x_{vl}\beta_v - \sum_v \sum_l x_{vl}\delta_l
\]

Then, the two components on the right hand-side been written as follow:

\[
\sum_v \sum_l x_{vl}\beta_v = \sum_v r_v\beta_v \quad \text{where} \quad \sum_l x_{vl} = r_v
\]

\[
\sum_v \sum_l x_{vl}\delta_l = \sum_l s_l\delta_l \quad \text{where} \quad \sum_v x_{vl} = s_l
\]

Thus, the likelihood \( \Lambda \) can be expressed as:

\[
\Lambda = L(\beta_v, \delta_l|x) = \left\{ \frac{\exp(\sum_v r_v\beta_v - \sum_l s_l\delta_l)}{\prod_v \prod_l [1 + \exp(\beta_v - \delta_l)]} \right\}
\]

The application of the Bayesian approach to estimate the parameters involved in the models required for the researchers to specify the prior information. The choice of suitable prior information plays a significant role in the Bayesian estimation framework, as it has an impact on the accuracy of Bayesian inference. It is also highlighted that the use of prior information in Bayesian framework, certainly
increases the accuracy of the parameter estimates [23, 24]. In addition, with a wrong choice of prior, improper posterior distribution could be produced [38, 39], which lead to poor or inaccurate Bayesian inference [40]. Generally, there are two types of priors. Namely noninformative and informative priors. Noninformative is one that provide just little or no information related to the parameter, while the informative prior is a type of prior that has a considerable amount of information about the parameter of interest [40]. Therefore, the choice of prior (either informative or noninformative) to be used depends on the availability of the information about the parameters [41]. Based on the study conducted by previous researcher [5], there are two stages involved to obtain the posterior distribution. At the first stage, they have specified the prior to the person $\beta_v$ and item $\delta_l$ parameters, that are independently and identically normally distributed each, with respected mean $\mu$ and variance $\phi$. They are $\beta_v \sim \mathcal{N}(\mu_\beta, \phi_\beta)$ and $\delta_l \sim \mathcal{N}(\mu_\delta, \phi_\delta)$. At the second stage, the prior of the parameters $\mu$ and variance $\phi$ have been assumed to follow uniform distribution, $p(\mu, \phi) \propto p(\phi)$ and the inverse chi-square distribution, $p(\phi|\nu, \lambda) \propto \phi^{-(\nu+1)/2} \exp(-\lambda/2\phi)$, for the respected person $\beta_v$ and item $\delta_l$ parameters. Then, a certain mathematical process (i.e., derivation and integration) including Newton-Raphson iterative procedure (which are not discussed here) were involved to obtained the joint posterior of $\beta_v$ and $\delta_l$ as:

$$p(\beta_v, \delta_l, \mu_\beta, \phi_\beta, \mu_\delta, \phi_\delta|x, v_\beta, \lambda_\beta, v_\delta, \lambda_\delta)$$

$$\propto L(\beta_v, \delta_l|x) \prod_{v=1}^{N} p(\beta_v|\mu_\beta, \phi_\beta) \prod_{l=1}^{L} p(\delta_l|\mu_\delta, \phi_\delta) p(\phi_\beta|v_\beta, \lambda_\beta) p(\phi_\delta|v_\delta, \lambda_\delta)$$

where $L(\beta_v, \delta_l|x)$ is a likelihood for the model as given in equation (8). Then, the joint posterior density of $\beta_v$ and $\delta_l$ is obtained as:

$$p(\beta_v, \delta_l|x, v_\beta, \lambda_\beta, v_\delta, \lambda_\delta) = \left\{ \exp \left( \sum_{v=1}^{N} r_v \beta_v \right) \left[ \lambda_\beta + \sum_{v=1}^{N} (\beta_v - \beta) \right]^{\frac{(N+v_\beta-1)}{2}} \right\}$$

$$\cdot \left\{ \exp \left( - \sum_{l=1}^{L} s_l \delta_l \right) \left[ \lambda_\delta + \sum_{l=1}^{L} (\delta_l - \bar{\delta}) \right]^{\frac{(L+v_\delta-1)}{2}} \right\}$$

$$\cdot \left\{ \prod_{v=1}^{N} \prod_{l=1}^{L} \left[ 1 + \exp(\beta_v - \delta_l) \right] \right\}^{-1}$$

The notation $\beta$ and $\delta$ in the equation (10) imply mean for the person and item measures respectively. In this paper, the authors used joint posterior modes for the $\beta_v$ and $\delta_l$ estimates. These two estimates have been obtained by letting derivatives of $\log p(\beta_v, \delta_l|x, v_\beta, \lambda_\beta, v_\delta, \lambda_\delta)$ equal to zero. As the equation is nonlinear, hence the Newton-Raphson iterative procedure has been employed to solve the equation. Then, at the final, the estimated $\beta_v$ and $\delta_l$ at the $k$th iteration were obtained as follow:

$$\beta_v^{(k+1)} = \beta_v^{(k)} - f(\beta_v^{(k)})/f'(\beta_v^{(k)})$$

$$\delta_l^{(k+1)} = \delta_l^{(k)} - h(\delta_l^{(k)})/h'(\delta_l^{(k)})$$
The respected initial values of $\beta_v$ and $\delta_l$ are given as:

$$\beta_v^{(0)} = \delta + (1 + \omega^2 / 2.89)^{1/2} \log \left( r_v / (L - r_v) \right)$$  \hspace{1cm} (13)

and

$$\delta_l^{(0)} = \log \left( (N - s_l) / s_l \right)$$  \hspace{1cm} (14)

In this case, $s_l = 1/2$ and $N = -1/2$. Then, the values of $\beta_v$ are estimated. Next, with these estimated values of $\beta_v$, the revise estimates of $\delta_l$ were obtained. This process is repeated until the convergence criterion is reached.

2.3.1. A comparison of accuracy and precision of the parameter estimates between MLE and BE

The application of BE in the Dichotomous Rasch model was first introduced in 1982 [5]. Through simulation proses as demonstrated in this study, BE produced more accurate item parameter estimates with much smaller MSE as compared to MLE approach. The authors claimed that this successful result was produced due to incorporating prior information of the item parameters. Other study also claimed that as compared to the MLE, BE is more plausible to analyse small sample data [42]. The findings from this study have proven that the use prior information has increased the statistical power of analysis, although with only 20 samples involved in the study. In addition, it is also showed that MLE has insufficient coverage and power with very small sample, where it can be solved by including prior information as required by BE [25]. In this study they found that BE outperform the MLE, as smaller data set can be analysed without losing power while the precision and accuracy of the estimates can still be retained. Besides, in the presence of non-normal latent traits, MLE consistently produced less accurate estimation with much higher Mean Squared Error (MSE) compared to BE [35]. All the findings discussed earlier have shown that the choice of prior is an important contributor for more accurate and precise Bayesian estimates. It should be noted that a specification of the prior is one of the key element in the Bayesian framework [43], where appropriate selection of prior is an important issue to be addressed by the researchers when they decided to use BE [44].

3. Conclusion

From the review, it revealed the use of BE has been widespread not only in the psychometric models (i.e., Dichotomous Rasch model, Two-Parameter Logistic and Three-Parameter Logistic models), but also across fields and many other disciplines. The BE is gaining in popularity and becoming an alternative choice among the researchers might be due to various reasons. These include computational difficulty faced with MLE, convergence issues occurred with MLE and when dealing with a complex model, in handling missing data and outlier problem. BE also been used in order to improve the performance of parameter estimation in small sample and when the assumptions of other estimation technique have been violated (i.e., normality assumption). In addition, it also been employed for producing more accurate parameter estimates compared to conventional or frequentist approaches such as MLE. In the BE framework, it is important to note that the choice of prior information to be used play a key role in the accuracy of the Bayesian inference. This is because the wrong choice of prior information may introduce bias in the estimates, hence leads to poor or inaccurate Bayesian inference. Therefore, if BE is an alternative approach to be considered, it is important for the researchers to emphasize on the selection of prior information to be used especially when dealing with small sample, so that more accurate estimates could be produced. The review also indicated that, in general, as compared to the MLE, BE empirically yielded more accurate and precise estimates with the lowest MSE.
in such conditions of a small sample and non-normality distribution of data. Thus, the review provides some evidence that the BE may be a preferred estimation tool over the frequentist approach such as MLE, not only in the presence of non-normality problem and small sample but also other conditions as mentioned earlier.
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