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Abstract—Deepfakes are a form of synthetic image generation used to generate fake videos of individuals for malicious purposes. The resulting videos may be used to spread misinformation, reduce trust in media, or as a form of blackmail. These threats necessitate automated methods of deepfake video detection. This paper investigates whether temporal information can improve the deepfake detection performance of deep learning models.

To investigate this, we propose a framework that classifies new and existing approaches by their defining characteristics. These are the types of feature extraction: automatic or manual, and the temporal relationship between frames: dependent or independent. We apply this framework to investigate the effect of temporal dependency on a model’s deepfake detection performance.

We find that temporal dependency produces a statistically significant (p < 0.05) increase in performance in classifying real images for the model using automatic feature selection, demonstrating that spatio-temporal information can increase the performance of deepfake video detection models.

I. INTRODUCTION

Recently, generative machine learning techniques have enabled the creation of synthetic, photo-realistic videos that appear to show real people saying and doing things they have never said or done. The resulting videos have become known as deepfakes — recognising the deep learning techniques used in their creation and their fake nature. We define deepfakes as a form of video manipulation that involves swapping the faces of individuals using deep learning techniques. This is distinguished from traditional methods relying on conventional video editing techniques that are known as cheapfakes [1]. We further distinguish deepfakes from other forms of synthetic image generation by their content and purpose: deepfakes are synthetic images of the human face designed for malicious purposes.

Image editing techniques have been available to the general public for many years. However, editing videos using traditional means, such as post-processing, is time consuming and costly — requiring expertise or significant resources to produce convincing fake videos. The prevalence and dangers of deepfakes are due the ease with which they can now be generated using commodity GPUs. Taking advantage of recent advances in deep learning, deepfakes have become increasingly realistic and easy to produce. GUI solutions such as Doublicat [2] allow non-technical users to experiment with similar techniques on mobile devices. Social media platforms allow for such videos to reach a large audience.

These advances in synthetic image generation raise numerous legal, social, and ethical problems. State-of-the-art facial recognition systems such as FaceNet [3] have been shown to be highly susceptible to deepfakes [4]. Political deepfakes can be used to spread misinformation, reducing trust in reputable media [5]. Early deepfake solutions were exploited to create non-consensual deepfake pornography [6]. Clearly, there is a need for accurate methods of deepfake video detection.

State of the art deepfake detection approaches utilise deep learning to predict the probability of an image or video being a deepfake. They have shown to be accurate on earlier, less diverse datasets but struggle to generalise in more challenging conditions — where there are a large number of individuals exhibiting various poses in an unconstrained setting. The winning model in the Deepfake Detection Challenge (DFDC) achieved an average precision of 65.18% [7]. This demonstrates that small datasets do not capture enough diversity to train models that generalise well in-the-wild.

Approaches to deepfake detection vary widely in their implementation: the input they accept and the processes applied to this input. Whereas deepfake datasets have been classified by their characteristics [8], deepfake detection methods have not. To help quantify the effect of temporal dependency on performance, we present a novel framework which isolates temporal dependency as a characteristic. The proposed framework classifies deepfake detection techniques using two criteria: the method of feature extraction and the temporal relationship between frames. We adapt an existing deepfake detection model for each of the identified types of system; comparing their results on a benchmark dataset. Their precision on several deepfake generation methods is evaluated and tested for statistical significance. We show clear trade-offs between these types of detection techniques and make suggestions on where further research in the area should focus.

II. RELATED WORK

A. Deepfake Generation Methods

Facial manipulation methods vary by purpose and implementation but all result in the manipulation of an individual in a target video. Techniques include face replacement [9].
visual dubbing where an audio track is used to produce lip-synced video [10], and facial re-enactment [11]. Both facial re-enactment and face replacement take features from a source video and apply them to a target video. This results in a manipulated target video. Deepfakes are the result of deep learning being applied to the task of facial replacement [12].

Facial replacement can be performed using a variety of techniques, including 3D morphable models, generative adversarial networks, and autoencoders. However, the majority of deepfakes are created using open-source implementation such as DeepFaceLab [13] which use an encoder-decoder architecture. The deepfake algorithm seeks to transform instances of one individual in a video into another individual using their respective facial features, including their expression. To do so, the algorithm requires a large number of training examples of each individual. The process can be broken down into three sequential steps: face extraction and alignment, training the auto-encoder, and face warping. This is repeated for every frame in the target video.

B. Deepfake Datasets

Deepfake detection datasets allow for the training and evaluation of a deepfake detection system. Training examples should be in sufficient number and variety to allow a model to generalise well to unseen examples. For evaluation, the dataset should include examples of deepfakes and real videos as would be found in-the-wild — being equivalent to the setting in which such a deepfake detection model would be deployed.

Li et al. [8] categorise existing datasets into two distinct generations based on the time of publication and the synthesis algorithms used in their deepfake generation processes. Dolhansky et al. [7] go further in proposing a third generation of techniques; these have consent from their participants in addition to containing an order of magnitude larger corpus of higher quality frames and videos compared to the second generation. These third generation datasets include a much larger number of individuals — reducing the likelihood of models overfitting on individuals present within the dataset.

C. Deepfake Detection Methods

Four types of deepfake detection methods will now be considered in turn — these represent the state of the art in deepfake video detection.

1) Generation Artefact Approaches: These detection methods focus on detecting artefacts from all three stages of the deepfake generation process. Yang et al. [14] use inconsistencies in the alignement of the face interior, the part synthesised in the deepfake algorithm, and outer facial landmarks of an individual as a feature to detect deepfakes. Yang et al. [14] also use the difference in the estimated head pose of the face when using landmarks from the central face region and the whole face. Alignment errors in the splicing process result in this being a distinguishing feature.

Li et al. [15] exploit the face warping stage of the deepfake generation pipeline, using the ResNet50 [16] architecture to detect deepfakes. The artefacts produced by the deepfake pipeline can be simulated on standard facial datasets, meaning examples of deepfakes are not required for training. Each of these outlined approaches uses a manually selected feature designed to exploit a weakness in the deepfake generation process. They all make predictions on a single frame, not taking advantage of temporal information across a video.

2) Physiological Signals: Using techniques from the closely-related field of media forensics, physiological signals of human behaviour can be used to detected deepfakes. Li et al. [17] use a CNN and LSTM in combination to predict when an individual blinks in a given video. It is suggested that this manually selected feature can use this temporal information to discriminate between deepfakes and real videos. However, results using the technique have yet to be presented.

3) Data-Driven Approaches: Data-driven approaches use deep neural networks to detect deepfake videos. Rossler et al. [12] use transfer learning to advance the state of the art in data-driven deepfake detection. They repurpose weights learnt from the ImageNet [18] dataset as a starting point for XceptionNet [19], training it on the FaceForensics++ dataset to detect deepfakes. The resulting approach is the best performer on the state of the art FaceForensics++ dataset [12] as is a variant of the same network on the Celeb-DF dataset [8]. Both implementations use automated feature selection without temporal information to detect deepfakes.

4) Other Methods: Social video verification verifies the truth of an event from multiple videos at different viewpoints [20]. Tursman et al. [20] propose a technique which compares the facial geometry of the subject across the videos — determining for each video whether it is a deepfake or not.

D. Biases within Deepfake Detection

Due to the large number of images required to train a deepfake model, deepfake datasets typically consist of individuals within the public eye. For example, Celeb-DF [8] comprises of images of celebrities. This tendency leaves deepfake detection vulnerable to replicating existing systemic biases in the fields they draw data from. Unless corrected for, unequal representation in those who are celebrities will be replicated throughout the deepfake detection pipeline.

Deepfake detection models should be evaluated using a dataset balanced by gender and race. The results should be published for transparency, allowing for public trust in the system. Commercial gender classification systems have been shown to disproportionately misclassify subgroups of individuals [21]. It is recognised that this bias stemmed from datasets which are overwhelmingly white and male — resulting in classifiers which perform best for white males to the detriment of other subgroups. To minimise the risk of unfairness, AI systems must be designed in a bias-aware manner.

When biases are found, they can be corrected. Current approaches include imposing a fairness constraint on the loss function of the neural network [22]. The metric should be designed such that similar individuals are classified similarly — regardless of protected characteristics such as gender and race. Algorithmic bias is likely to be subject to increased
TABLE I: DEMOGRAPHIC DATA OF DEEPFAKE DATASETS. DATASETS ARE ORDERED BY THEIR GENERATION.

| Dataset                        | Demographic Details                        |
|-------------------------------|--------------------------------------------|
| First Generation               |                                            |
| DF-TIMIT [4]                  | No demographic information provided.       |
| UADFV [4]                     | No demographic information provided.       |
| Second Generation             |                                            |
| Celeb-DF [8]                  | 59 celebrities in 590 real videos: 56.8% male, 43.2% female. Age: under 30 (6.4%), 30-39 (28.0%), 40-49 (26.6%), 50-59 (30.5%), 60 and above (8.5%). 88.1% Caucasian, 6.8% African American, and 5.1% Asian. |
| DFDC Preview [23]             | 74% female, 26% male. 68% Caucasian, 20% African-American, 9% east-Asian, and 3% south-Asian. |
| FaceForensics++ [12]          | Majority female, no further demographic information provided. |
| Third Generation              |                                            |
| Deepfake Detection Challenge Dataset (DFDC) [7] | The paper [7] states that 'the overall distribution of gender and appearance was balanced across all sets and video' but does not clarify how 'appearance' is balanced. |

scrutiny and legislation in the near future. Aside from the clear social and ethical issues raised, algorithmic bias poses a financial and legal risk which requires mitigation.

Table I is a compilation of demographic and racial data from state of the art deepfake datasets. They are arranged by the generation to which we believe they belong. Notably, we consider FaceForensics++ to be a second generation dataset due to its size and inclusion of multiple deepfake generation methods. Due to the non-standardised reporting measures within the literature, all available details are noted. All of these datasets are lacking in vital demographic information.

These comparisons have clear limitations. The number of training examples that include these participants is not considered; subgroups may be underrepresented in the duration of videos taken and frames included within the dataset. In addition, the information on their participants varies between datasets. These factors must be considered when designing and presenting a new deepfake dataset and in particular when deploying a detection system in the real-world.

III. PROBLEM ANALYSIS AND METHODOLOGY

A. A New Framework for Classifying Deepfake Detection Approaches

Li et al. [8] categorise existing deepfake detection methods into three groups: physiological, signal-level, and data-driven. These map onto the three sections outlined in the literature review. However, these categories do not consider the temporal aspects of a deepfake detection system. We propose an original framework for classifying deepfake detection techniques. This framework considers two principal components of a detection system: the method of feature extraction and the temporal aspect between frames. This approach allows for more effective comparison between the performance of detection systems. Table II shows the four categories of the framework.

Feature extraction refers to the manner in which the deepfake detection approach extracts features from the face of an individual. Manual feature extraction is where the detection system selects a specific feature, such as the difference in head pose estimates, that is supplied as a prior by the system’s designer. Automatic feature extraction refers to a system where the type of feature selected is dependent on the training data used, such as the discriminating features learnt by a CNN.

A detection system using an independent temporal relationship makes a classification on a frame-per-frame basis. If individual deepfake probabilities for frames are combined after calculation, the system still exhibits an independent temporal relationship. A temporally-dependent relationship takes into account the differences between frames through time.

B. Dataset Selection

A subset of the FaceForensics++ [12] dataset is used for the training, validation, and testing of each model presented. The dataset is chosen for its inclusion of numerous deepfake generation methods, the unconstrained nature of the videos, and the large size of the dataset. Furthermore, all videos are provided at different levels of compression — this more accurately represents videos shared on social media and allows for faster training of models. Combined, these characteristics allow for a better measure of the in-the-wild performance of a deepfake detection system.

The performance of the implemented deepfake detection models are tested against three distinct deepfake generation methods found within the FaceForensics++ dataset: Deepfakes [24], FaceSwap [25], and Face2Face [11]. 1000 videos have been produced for each method alongside the original real videos. On social media, lossless video is rare. Hence, compressed versions of these videos are used throughout training, validation, and evaluation. These videos have been compressed by Rosser et al. [12] using the H.264 codec with the constant rate quantization parameter set to 23 [12]. This corresponds to the ‘High Quality’ videos referenced in their work.

From each video, 40 continuous frames of an individual’s cropped face are extracted. Two videos in the deepfake video split did not meet this criterion which gives 3998 groups of 40 frames within the dataset. This results in 159,920 unique frames. Face extraction is performed using the face detector implemented within the Dlib library [26]. The extracted

TABLE II: DEEPFAKE FRAMEWORK: CATEGORIZING DEEPFAKE DETECTION APPROACHES. FOUR DISTINCT MODELS, A, B, C, AND D WILL BE IMPLEMENTED.

| Temporal Relationship | Feature Extraction |
|-----------------------|---------------------|
|                       | Automatic | Manual |
| Independent           | A         | C      |
| Dependent             | B         | D      |
The region from each frame is 1.3 times the size of the identified face as performed in [12]. This results in a heavily pre-processed subset of the FaceForensics++ dataset, which will be referred to as TemporalFF++ from now onwards.

C. The CNN-LSTM Architecture

The use of a CNN-LSTM architecture allows for the creation of temporally-dependent models. The architecture is split into two separate neural networks: a convolutional neural network (CNN) and a long short term memory (LSTM). The CNN is used to extract features from input images. This process is repeated on \( n \) frames (\( n = 40 \) in this case) to form an \( m \times n \) matrix where \( m \) is the feature vector. This matrix is passed to the LSTM for sequence analysis.

LSTMs are a form of recurrent neural network (RNN). They have an internal state which enables information to persist within the network for an indefinite number of time steps [27]. The internal state is used as short term memory while the weights are employed as a long term memory. However, Bengio et al. [27] found that RNNs struggle to learn long-term dependencies when trained using gradient descent. Hochreiter [28] proposed a new architecture, the LSTM, which aimed to solve this problem.

The LSTM is able to handle noisy inputs and learn long-term dependencies in excess of 1000 time steps [28]. It has been used to achieve state of the art performance in tasks such as neural machine translation [29]. In investigating the effectiveness of temporal dependency for deepfake video detection, the LSTM allows contextual information from frames to be used in the classification of a video.

D. Deepfake Detection Pipeline

The temporally-independent models that we implement use a CNN architecture, whereas the temporally-dependent models use a combined CNN-LSTM architecture. Hence, the input for the CNN and the LSTM differ. The CNN requires a single frame as input whereas the LSTM requires a feature vector extracted from consecutive frames. To enable a fairer comparison between models, the same feature extractors will be used for the temporally-dependent and independent variant of each model.

The following outline summarises the steps performed upon the chosen subset of the FaceForensics++ before a prediction can be made.

1) Frame Extraction: The frame extraction script [12] supplied with the FaceForensics++ dataset is adapted to extract cropped facial regions from each video only when a face is tracked through 40 consecutive frames. Once this has been achieved, the pixel values of each frame are normalised to the [0, 1] range.

2) Feature Extraction: The two variants of CNN architecture take the cropped image as input to produce either a probability value or a feature vector. The former is the case for the temporally-independent models whereas the temporally-dependent models use an intermediary feature vector as input to an LSTM. The LSTM makes a classification based on multiple temporally-related feature vectors.

Fig. 1 shows how this pipeline is used to pre-process the FaceForensics++ dataset to produce TemporalFF++.

E. The Effect of Dataset Imbalance

To produce realistic deepfakes, current synthesis processes require that only individuals with similar appearances are swapped. Dolhansky et al. [23] performed face swaps on those with similar appearances by considering their skin tone, facial hair, and use of glasses. Hence, a subgroup that is under-represented among real images is limited in the number of deepfakes that can be made using members of this subgroup compared to other subgroups. This feature of the deepfake generation process could further marginalise under-represented communities.

The following formalisation is an illustration of the effect dataset biases have on the number of deepfake videos that can be produced. Consider \( n \) individuals all belonging to the same subgroup, each of which has \( k \) real videos suitable to act as both target and source. The aim is to calculate the number of deepfake videos that can be produced from this subgroup of the dataset. Subsequently, the effect of changing the values of \( n \) and \( k \) will be explored.

This is a constrained permutation problem. Clearly, videos of individuals should not be swapped with other videos of themselves. This acts as a constraint on the problem. The number of videos that can be produced is equal to the number of ordered pairs that can be formed from \( n \) individuals, each of which has \( k \) videos. This is subject to the constraint that pairings can only be made between videos belonging to different individuals. The resulting Deepfake Production Equation is given below.

\[
y = k^2 n(n-1)
\] (1)

Fig. 2 shows the effect of varying \( n \) for different values of \( k \). Clearly, as \( k \) doubles, the number of potential deepfakes that can be generated quadruples. There is a quadratic relationship between these two variables. Hence, subgroups of individuals under-represented in real videos have far fewer other videos they can be swapped with — they have a low \( k \) value. Hence, their under-representation in real videos will be amplified when considering the number of deepfake videos they may appear in. This finding further emphasises the need for explicit consideration of the diversity of individuals present within a dataset. This imbalance could be the cause of biases within a detection model trained on the dataset. In turn, this model could unfairly discriminate against individuals.

F. Training and Evaluation

The three disjoint sets for training, validation, and evaluation proposed by Rossler et al. [12] are followed. The categorical cross entropy loss is minimised during training. Training is stopped when either the validation accuracy of the LSTM reaches a 10-epoch plateau or 100 epochs are reached.
The Adam optimiser [30] is used with its default values $\beta_1 = 0.9$, $\beta_2 = 0.999$, $\epsilon = e^{-8}$.

Each deepfake detection model is trained and evaluated on all deepfake generation methods and real videos present in TemporalFF++. This results in a single probability of a video being a deepfake. To compensate for the resulting unbalanced dataset, incorrectly classified real examples are penalised more harshly using Keras’s class weight functionality [31].

IV. DESIGN AND IMPLEMENTATION

A. Implementation Environment

All models were implemented and run using Python 3.8, Keras 2.2.4 [31], and Tensorflow 1.13.1 [32]. Open-CV [33], NumPy [34], and MatPlotLib [35] were used for image processing, data manipulation, and data visualisation respectively.

B. Implemented Models

Each implemented model has been adapted for the task of deepfake video detection, using transfer learning as a starting point for training. Auto and Warp each accept a single frame and output a probability of it being a deepfake. TAuto and TWarp are modified versions of these respective networks. They use a sequential CNN-LSTM architecture to predict the probability of 40 continuous frames belonging to a deepfake video. The fit of these models into the Deepfake Framework is shown in Table III.

We will now consider each implemented model in turn, noting all pertinent details. Fig. 3 shows a detailed view of TAuto and the CNN-LSTM architecture used. It is representative of the approach taken in designing all four models.

1) Auto: Auto employs the Meso-4 architecture of MesoNet proposed by Afchar et al. [36]. It consists of a CNN architecture with four successive convolutional and max pooling layers. These are followed by a single dense layer which outputs the probability of a given image being a deepfake. The initial weights of the model are those generated from training on the private deepfake dataset created by Afchar et al. [36]. From this starting point, it is trained on TemporalFF++.

2) TAuto: TAuto employs a CNN-LSTM architecture with the trained Auto network used as a feature extractor. This allows for fairer comparison between Auto and TAuto, isolating the inclusion of spatio-temporal information. The final layers of Auto up to the pooling layer are removed, resulting in a 1024 element long feature vector being produced as output for each frame. An LSTM which accepts 40 of these feature vectors is constructed as the next part within the TAuto architecture. The LSTM consists of a 1024 units input layer, a dropout layer (rate=0.5), a 512 node dense layer, and finally a single sigmoid node to produce a classification.

3) Warp: The Warp architecture is an adaptation of the pre-trained model designed by Li et al. [15] to detect face warping artefacts produced by the deepfake generation process. It uses the CNN architecture of ResNet50 [16] to achieve this. It is trained on a private dataset of pristine images and images with face warping effects applied [15]; the warped images are treated as positive examples of deepfakes despite the deepfake generation process not being explicitly applied. Hence, further training on the selected dataset is not performed; doing so would result in the model no longer taking advantage of its manually selected feature. This feature is not dataset specific but rather a model of the deepfake generation process, enabling a fair comparison between Warp and TWarp.

The weights from this pre-trained model are loaded and the layers up to the last pooling layer are removed. This results in a feature extractor which produces a 2048 element long feature...
Fig. 3: The TAuto architecture. The diagram of the CNN is originally presented by Afchar et al. [36]. Components added within this paper are marked in green. Transfer learning is used for the CNN while the LSTM is trained on TemporalFF++.

Input images are resized to 256x256 for Auto and 224x224 for Warp, reflecting the expected input image size of each network. Hence, the same image size is used for those models under comparison.

V. Results

A. Results

Table IV presents the area under the curve (AUC) of the precision-recall plot for each model. This measurement summarises the precision of a model for all possible values of recall. A high value represents both high precision and recall. In the context of deepfake video detection, precision is the percentage of deepfakes correctly identified out of all those identified as a deepfake. The recall is the percentage of all deepfakes present in the dataset that are correctly identified.

Table V considers the precision of each model for a specific recall value. Clearly, TAuto exhibits higher precision than all other models for each of the three recall thresholds and a higher AUC. TWarp exhibits lower precision than Warp for all selected thresholds. The statistical significance of these differences must be considered before a causal relationship can be identified.

B. Statistical Significance & Hypothesis Testing

The temporally dependent TAuto produces the highest AUC value and highest precision for all three recall thresholds. However, in order to determine whether a specific model outperforms another model on a learning task, statistical significance is required. Statistical significance (p < 0.05) allows us to determine whether a change in network architecture results in a significant change in performance. The same training, validation, and test data has been used for all trained models to ensure a fair comparison can be made.

When comparing the results of two binary classifiers, their output can be viewed as paired nominal data. McNemar’s test [37] has been recommended for comparing algorithms when evaluated once on a single test set [38]. This is the case with deep, computationally-expensive models such as those presented in this paper. This test has been shown to have low type 1 error, meaning that the probability of it incorrectly detecting a statistically significant change is low [38]. Hence,
McNemar’s test will be used to compare the results of the implemented models for statistical significance.

McNemar’s test is calculated from 2x2 contingency tables [37]. These tables contain counts of the paired distribution of correct and incorrect classifications for two classifiers under comparison. Calculation of McNemar’s test statistic is performed using the statsmodels Python library [39]. Due to the limited number of conflicting outcomes within each contingency table, an exact binomial test is used to calculate the p-value in every case.

The two following hypotheses will be tested for using McNemar’s test. These are tested for between each corresponding temporally dependent and independent model for every subset of the dataset.

- **H0**: The two classifiers have the same distribution of errors on the test set.
- **H1**: The two classifiers have a different distribution of errors on the test set.

If \( p < 0.05 \), \( H0 \) is rejected and the alternative hypothesis, \( H1 \), is accepted. Otherwise, \( H0 \), the null hypothesis, is accepted.

We do not know the prevalence of real videos and deepfake videos generated by each of the three methods present within TemporalFF++. Hence, statistical significance is calculated on the model’s performance against each subset of the dataset. This results in eight null hypotheses and eight complementary alternative hypothesis: one for each comparison between two models on a single subset.

### C. Statistical Significance: Auto Vs. TAuto

Auto and TAuto are models that are consistent in their method of automatic feature extraction but differ in how they interpret temporal information. This allows for the impact of the temporal relationship to be studied. Table VI presents the results of applying McNemar’s test.

TAuto produces a statistically significant (\( p < 0.05 \)) increase in performance over Auto on the evaluation subset of real images. Hence, the alternative hypothesis is accepted: the two classifiers have a different distribution of errors on real images.

This shows that temporal information can improve classification performance of a deepfake classifier. Due to the imbalanced nature of deepfake detection, wherein the number of real videos is many orders of magnitude larger than the number of deepfake videos, an improvement in performance on real images offers a substantial improvement in expected real-world performance.

The difference in performance for all other subsets is not statistically significant. Hence, the null hypothesis is accepted in each of these cases: the two classifiers have the same distribution of errors on each of these subsets.

### D. Statistical Significance: Warp Vs. TWarp

Warp and TWarp both use the same manual method of feature extraction. The manually extracted feature is the face warping effect caused by the deepfake generation process. This comparison isolates the temporal component; the feature vector is followed by either a dense layer and output node or an LSTM and output node respectively. The statistical significance of the differences in their performance for each evaluation subset are detailed in Table VII below.

There are no statistically significant (\( p < 0.05 \)) differences in performance between Warp and TWarp for any of the four evaluation subsets. This suggests that temporal information does not result in a significant change in performance when using face warping features for a deepfake classifier. Intuitively, the variation of the face warping induced by the deepfake generation process over time is no more useful for detecting deepfakes than the same information that can be extracted from a single frame. Hence, the null hypothesis is accepted in all four cases — the classifiers do not have a different distribution of errors on the test set.

### E. Implications for Deepfake Video Detection

A statistically significant (\( p < 0.05 \)) increase in performance of TAuto over Auto was shown for the evaluation subset of real videos. This demonstrates that temporal information can improve the performance of deepfake detection models. Currently, a much larger number of real videos are published online rather than deepfake videos. Hence, models deployed in the real world could benefit from a substantial increase in performance by including temporal information as well as spatial information when classifying a video.

The precision of each model for three recall thresholds has been considered. In practice, the probability score output by a model could be interpreted differently based on the context in which it is deployed. For example, at a certain probability threshold, the video may be passed to an expert human reviewer to make a final judgement.

### F. Limitations

FaceForensics++ is not balanced by gender and race. A deployed model must be evaluated against such a dataset to allow any biases against subgroups to be documented. A single model for each category of the Deepfake Framework has been implemented. However, there exists a large diversity of models within each class of the framework which require additional

---

**TABLE VI: Statistical Significance: Auto and TAuto.**

| Evaluation Subset | p-value |
|-------------------|---------|
| Original          | 0.015   |
| Face2Face         | 0.219   |
| FaceSwap          | 1       |
| Deepfakes         | 1       |

**TABLE VII: Statistical Significance: Warp and TWarp.**

| Evaluation Subset | p-value |
|-------------------|---------|
| Original          | 0.215   |
| Face2Face         | 0.774   |
| FaceSwap          | 0.057   |
| Deepfakes         | 1       |
consideration. For example, the temporally dependent models only consider the use of LSTMs. Other neural network architectures such as the classical RNN could exhibit different performance characteristics.

VI. CONCLUSIONS

In this paper, we presented a novel framework for classifying existing deepfake detection approaches. This framework was used to determine the effect of temporal dependence on deepfake video detection performance. Experimental results show that temporally-dependent approaches can outperform their temporally independent equivalents on real images to a statistically significant (p < 0.05) degree.

Further work must consider the social context in which deepfake detection systems are deployed — the threat posed by biased detection systems is clear. Studies to determine the prevalence of deepfakes in circulation on social media platforms would enable the real-world performance of deepfake detection systems to be more quantified. We believe that the outlined framework and approach demonstrate an appropriate method to investigate the effect of temporal dependency and the method of feature extraction.
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