Validation Solutions to the Full-sky Radio Interferometry Measurement Equation for Diffuse Emission
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Abstract

Low-frequency radio observatories are reaching unprecedented levels of sensitivity in an effort to detect the 21 cm signal from the Cosmic Dawn. High precision is needed because the expected signal is overwhelmed by foreground contamination, largely from so-called diffuse emission—a nonlocalized glow comprising Galactic synchrotron emission and radio galaxies. The impact of this diffuse emission on observations may be better understood through detailed simulations, which evaluate the Radio Interferometry Measurement Equation (RIME) for a given instrument and sky model. Evaluating the RIME involves carrying out an integral over the full sky, which is naturally discretized for point sources but must be approximated for diffuse emission. The choice of integration scheme can introduce errors that must be understood and isolated from the instrumental effects under study. In this paper, we present several analytically defined patterns of unpolarized diffuse sky emission for which the RIME integral is manageable, yielding closed-form or series visibility functions. We demonstrate the usefulness of these RIME solutions for validation by comparing them to simulated data and show that the remaining differences behave as expected with varied sky resolution and baseline orientation and length.

Unified Astronomy Thesaurus concepts: Reionization (1383); Radio astronomy (1338); Interferometers (805); H I line emission (690)

1. Introduction

Detection and characterization of 21 cm emission during and prior to the Epoch of Reionization (EoR) have motivated substantial investment in new low-frequency radio telescopes. The intergalactic medium during the EoR is expected to comprise large (∼100 Mpc scale) structures, which will be detectable as a faint, diffuse field of 21 cm emission and absorption. This has motivated the design of wide-field, compact interferometer arrays that are very sensitive to low-frequency diffuse radio emission but are also very sensitive to diffuse foregrounds—Galactic synchrotron emission and the collective contributions of unresolved radio galaxies. These foreground components appear strongest on short baselines and are visible in all directions and on all angular scales (Haslam et al. 1982; de Oliveira-Costa et al. 2008; Presley et al. 2015; Thyagarajan et al. 2016; Kim et al. 2018). Although several methods of avoiding or subtracting this diffuse foreground power have been developed, 21 cm experimental results are still limited by residual foreground power.

Simulations of expected instrumental output are used for instrument design (Ewall-Wice et al. 2016; Thyagarajan et al. 2016), pipeline verification (Patil et al. 2016; Aguirre et al. 2022), and calibration (Li et al. 2019). Simulating a 100 K–1000 K smooth spectrum foreground against a 10 mK background requires that any visibility errors be smaller than 1 part in 10,000. The most important metric in all of these cases is the amount of spectrally smooth foreground power coupled into power spectrum modes, which should otherwise be dominated by the 21 cm background. When used in calibration, errors in the simulations can appear to produce foreground bias when there is none (Barry et al. 2016). Errors in simulated output are not commonly reported in the literature but are commonly found during their development. Errors found in comparison with data run the risk of experimenter bias. Differences between nominally independent simulators tell us about the simulator precision but do not tell us which one is right. In our development of the simulators used to validate the recent HERA pipeline (Aguirre et al. 2022) we found a need for a way to check diffuse and 21 cm foreground model simulators quickly and at better than 1 part in 10,000 precision.

The state of the art in interferometer simulator precision is probably best demonstrated by the accuracy of foreground subtraction methods (Li et al. 2019; Mertens et al. 2020). In these cases point sources formed the basis of the model. The accuracy of simulated point-source visibilities, discounting code errors, is limited by the quality of the instrument and catalogs. It is relatively straightforward to confirm in an analytic way that a point-source simulator code produces no unwanted spectral structure.

Diffuse galactic emission, however, is a bright foreground at large scales and the 21 cm background is intrinsically diffuse. The galaxy has diffuse power on all spatial scales with both an isotropic component and the bright spatially distinct galactic plane that spans the entire sky. The spatial 21 cm power spectrum follows a power law, peaking at an angular scale of several degrees (Furlanetto et al. 2006). The simulation of these elements requires precision evaluation of the Radio Interferometric Measurement Equation (RIME) integral (Thompson et al. 2017). The visibility $V$ is given by an integral of a primary beam function $A$, a surface brightness function $T$, and a fringe term with period set by the baseline vector $\mathbf{b}$ and frequency $\nu$ and time $t$:

$$V(\mathbf{b}, \nu) = \int_{\text{sky}} A(\hat{s}, \nu) T(\hat{s}, \nu) e^{-2\pi i b \cdot (\hat{s} - \hat{\mathbf{b}}) c / \nu} d\Omega. \quad (1)$$
In Equation (1), \( \hat{s} \) is a unit vector pointing toward a position on the sky, \( \hat{s}_0 \) points to a reference phase center, and the integral is carried out over the unit hemisphere. In typical visibility simulations, \( T \) (and sometimes \( A \)) will be derived from some data set with a finite spatial resolution, while the fringe term is continuous across the sky. Numerically evaluating such an integral can be challenging, especially one with an oscillating term like the exponential fringe.

There are several popular approaches to carrying out this integral, such as by treating map pixels as point sources (e.g., OSKAR, Kloeckner et al. 2010; Mort et al. 2010, WS CLEAN, Arras et al. 2021; and MEQTREES, Noordam & Smirnov 2010), or as small Gaussians (e.g., PRISIM, Thyagarajan et al. 2020), or transforming the RIME to spherical harmonic space (e.g., RIMEZ, Aguirre et al. 2022). Carefully weighted quadrature methods may be used at the expense of having to interpolate sky and beam models to the quadrature nodes. Importantly, in all cases, some discretization is required in order to evaluate the RIME.

A visibility simulator must be validated to ensure that its accuracy is limited only by the quality of the instrument and sky models used and not on the integration scheme. There are two main ways one might expect a diffuse integration scheme to produce inaccurate results: first, it might be that the specific discretization chosen is too coarse (e.g., too few spherical harmonics, or pixels that are too large) to be accurate, and second, it may be that even with arbitrary resolution some fundamental aspect of the scheme produces inaccuracies (code bugs and poor algorithm choices fall into this category). How does one appropriately validate that a given simulator is free of both of these kinds of errors? One approach would be to simulate a sky model at progressively higher spatial resolutions (in whatever basis one chooses to discretize in) and check that the resulting visibilities converge on a particular value. This method lets one infer resolution required to achieve a particular precision. However, the “many sources” discretization test has a number of drawbacks. Most importantly, one has no way of telling whether the simulator is converging to the correct answer—it may be precise, but not accurate. Comparing to a second simulator would also face the same problem. We could compare simulation products to data, but then we cannot untangle errors from our integration scheme from errors in sky and instrument modeling. Also, any method where precision is achieved by adding more items to the sum is subject to the accumulation of numerical machine precision errors, which grow as points are added. This could potentially affect the accuracy of a convergence. Such a method is also inefficient, potentially requiring significant computing resources to converge. Lastly, and perhaps most pragmatically, it does not offer any insight into the specific causes of inaccuracy.

An ideal validation method would be an independent technique to produce arbitrary-precision visibilities of sky power distributions relevant to a diffuse integrator. A sound method along these lines is to find an integrand \( I(\hat{s}) = A(\hat{s})T(\hat{s}) \) that makes the integral soluble, just like one can do for a point source. We have found solutions for a selection of integrands that are similar in their properties to the diffuse, all-sky, nature of the galaxy and 21 cm background. Throughout this paper, we will refer to these functions \( I(\hat{s}) \) as patterns and to the corresponding visibility function \( V(\hat{b}) \) as solutions. By comparing simulated visibilities to an evaluated solution, one can directly calculate accuracy of a simulator and explore how it depends on the discretization scheme.

Such “solutions” do not need to be closed form but should be easily computable to arbitrary precision (e.g., a quickly converging infinite sum does not negate any of the benefits of the method). Series solutions still have the benefit that their precision is independent of the properties of any simulator they are used to validate, and they can be known to converge to the correct values. Comparing simulations to solutions for carefully chosen test patterns thus overcomes the downsides associated with validation via convergence testing.

Under the assumption of a narrow field of view, the integral of Equation (1) reduces to a 2D Fourier transform (FT), for which dozens of exact pattern/solution pairs are known. These may be sufficient for validating simulations of resolved extended sources but are inadequate for testing simulators that aim to accurately simulate a horizon-to-horizon diffuse structure. The full RIME includes the complications associated with a sharp cutoff at the horizon and the projection of the fringe at low altitudes. Several effects associated with the horizon have been found to be important to 21 cm science, many discovered from instrument simulations, and so verifying that simulators can handle the horizon correctly will be important to the future use of instrument simulation in this field.

In this paper, we describe several analytically defined patterns of full-sky diffuse emission for which a closed-form or converging series solution can be found. These solutions allow RIME integration schemes to be tested for errors versus baseline lengths and orientations for situations with objects extending across the visible sky to the horizon, noncoplanar baselines, large sources far from zenith, large features with sharp edges, and rotational asymmetry. We demonstrate how these patterns and their solutions may be used for validation by comparing them to a basic, brute-force diffuse simulation code called HEALVIS that approximates pixels (sampled on a HEALPIX grid) as point sources. A Python implementation of these patterns and their solutions is publicly available, and a subset of them have been implemented as unit tests in the PYUVSIM validation simulator.

The outline of the paper is as follows: In Section 2 we define our general conventions for the RIME and sky coordinates. In Section 3 we derive a set of exact solutions to the RIME for analytic diffuse sky models, using two different approaches. In Section 4 we describe a basic discretization that performs the
integral in Equation (1) as a Riemann sum and derive expressions giving approximate errors due to this scheme. In Section 5, we compare this simulator to the analytic predictions, noting trends in the magnitude of errors with various input parameters (such as sky model resolution). We summarize our conclusions in Section 6.

2. General Definitions

In line with Thompson et al. (2017), we rewrite the RIME integral, Equation (1), in terms of direction cosines:

\[ V(u, v, w) = \int_{(l, m) \in D_1} \frac{d^2 l}{n} A(l) T(l) e^{-2\pi i [u l + v w (1 - n)]}, \]

(2)

where \( u \equiv (u, v) \) is the baseline vector projected to the tangent plane of the phase center, in units of wavelength, \( l \equiv (l, m) \) is a position on the sky in the \( u \) and \( v \) directions, \( n = \sqrt{1 - l^2} \), and \( w \) is the component of the baseline vector toward the phase center. \( D_1 \) denotes the unit disk, which comprises all points \( \sqrt{l^2 + m^2} < 1 \). The \( n \) in the denominator comes from the Jacobian of the transformation from angular to cosine coordinates. Equation (2) is entirely equivalent to Equation (1).

We separate the \( w \) term from the baseline vector because most of our solutions assume antennas are coplanar, meaning a phase center can be chosen so that all baselines have \( w = 0 \). This is typically the case for compact 21 cm arrays. For coplanar antennas, off-zenith phase centers can be related to a zenith phase center by a simple phase term that falls outside of the RIME integral and so has no bearing on the problem of numerically integrating the RIME. For arrays with noncoplanar baselines, however, the factor of \( w (1 - n) \) in the fringe will affect the RIME integral. We present a specific case of nonzero \( w \), which can be calculated analytically.

Because we can factor the term \( \exp(-2\pi i w) \) out of the integrand, we will omit this from the RIME for the rest of the paper for simplified notation. Doing so is equivalent to assuming a different phase center for each baseline, at a position orthogonal to the baseline vector. Trivially rephasing the visibilities ensures a common phase center for all baselines. Most importantly, because this term factors out of the integrand, removing it does not affect the problem of numerically evaluating the integral.

For completeness, we note the following identities that are true under these definitions, in which \( \phi \) is the zenith angle (i.e., the angle from zenith toward the horizon) and \( \theta \) is the angle from the \( m = 0 \) line around the north celestial pole (increasing toward positive \( m \)):

\[ l = \cos \theta \sin \phi, \quad m = \sin \theta \sin \phi, \]
\[ r^2 = l^2 + m^2 = \sin^2 \phi, \quad \phi = \arcsin r, \]
\[ \theta = \arctan m/l, \quad n = \cos \phi, \]
\[ d\Omega = d^2 l/n, \quad \hat{s} = (l, m, n). \]

(3)

Note that we use \( I \) to represent the two-vector \((l,m)\) and \( \hat{s} \) to represent the Cartesian 3D unit vector \((l, m, n)\).

Throughout this paper, \( A \) and \( T \) are entirely interchangeable (i.e., we always consider a single “beam-weighted sky”), and thus for notational clarity, we rewrite \( AT \Rightarrow I \) here on. That is,

\[ V(u, v, w) = \int_{(l, m) \in D_1} d^2 l/n I(l) e^{-2\pi i [u l + v w (1 - n)]}. \]

(4)

We note that the factor of \( 1/n \) introduces an apparent coordinate singularity at the horizon, where \( |l| \to 1 \) and so \( n = \sqrt{1 - l^2} \to 0 \). The \((l, m, n)\) coordinates are a Cartesian system, with the \((l, m)\) plane equivalent to the tangent plane at zenith and \( n \) representing height below the tangent plane. If we think of the integral measure \( d\Omega = d^2 l/n \) as an infinitesimal square in the \((l, m)\) plane, the factor of \( 1/n \) comes from projecting its area onto the unit sphere.

We stress that although \( 1/n \) blows up near \( |l| = 1 \), the integral itself converges for any physically plausible (i.e., nonsingular) sky pattern (whether in \((l, m, n)\) or spherical or any other coordinates). A uniform-amplitude sky pattern \((l, m) = 1 \) on a zero-length baseline \((u)\) reduces Equation (4) to

\[ V(0) = \int_{(l, m) \in D_1} d^2 l/n \frac{d\Omega}{\sqrt{1 - l^2 - m^2}} = 2\pi \int_0^1 dx / \sqrt{1 - x^2} = 2\pi (\pi/2). \]

Hence, as long as the sky pattern is nonsingular, the integral is convergent.

3. Analytic Tests

In this section, we derive a suite of solutions to the visibility equation, Equation (4). We want patterns that can be used to test a simulator’s ability to handle different features of diffuse skies, including:

1. Significant brightness near the horizon. Many instruments have wide primary beams with sensitivity near the horizon. Brightness near the horizon is especially prone to contaminating 21 cm power spectrum measurements (Thyagarajan et al. 2015; Lanman et al. 2020).
2. Rapid spatial fluctuations. Diffuse galactic emission is concentrated along the Galactic plane and exhibits structure on all scales probed by most surveys, between \( 1^\circ \) and \( 180^\circ \).
3. Brightness not centered on the zenith. It is convenient to solve for solutions with brightness centered on the zenith, but finding solutions that break this assumption will provide patterns closer to reality. Patterns symmetric about the zenith will yield visibilities with a zero imaginary component, which can hide conjugation errors.
4. Rotational asymmetry. Breaking rotational symmetry can reveal issues associated with baseline orientation.
5. Noncoplanar antennas \((w \neq 0)\). Nonzero \( w \) can introduce an additional phase, which is large for wide-field observations, which should be tested. Further, letting \( w = 0 \) breaks the circular symmetry of the horizon for the fringe term.

Due to the difficulty of carrying out the integral in Equation (4), only one of our solutions has the last feature \((w \neq 0)\). In integrating wide-field diffuse skies, the most significant complications come from the sharp cutoff at the horizon and from the factor of \( 1/n \) in the integrand. These features are still present even when \( w = 0 \).

Table 1 summarizes the patterns derived in this section and their solutions, as well as their properties and the motivation for including each. There are three main mathematical routes we take to these solutions. In the first, we consider patterns that are
azimuthally symmetric around the zenith and include a factor of 
$n$ to cancel out the $1/n$. In this case, the integral can be 
reduced to one dimension as a Hankel transform, which neatly 
yields a few simple solutions. These have the unfortunate 
quality, however, of having very little response near the 
horizon. In the second approach, we take the horizon cutoff 
and the $1/n$ factor as a separate function inside the integrand (with 
zero response outside) which allows us to take the integral 
bounds to infinity and treat the RIME exactly as a 2D Fourier 
transform. In this case, the horizon itself can be Fourier 
transformed and convolved with the FT of the pattern. This 
second approach provides some insight into the overall effect 
of a sharp horizon cutoff, which may be of value for designing 
new simulators. For the last approach, we define functions to be 
zero outside of a square region inscribed in the horizon. This 
allows the integrand to be separated into two orthogonal axes, 
allowing for patterns with more complicated angular depend-
dence to be constructed.

Several special functions and integral identities are used 
throughout this section. We define these in Appendix A.

3.1. Hankel Transform

For this approach, we take $w = 0$ and $I(l, m) = I(r)$, where 
$r = |l| = \sin \phi$ (as in Equation (3)). These patterns are thus 
azimuthally symmetric, and we are only integrating them for 
coplanar baselines.

With these assumptions, the RIME is equivalent to a Hankel 
transform (see Equation (74)):

$$V(u) = 2\pi \int_0^1 \frac{rI(r)}{\sqrt{1 - r^2}}J_0(2\pi ur) 
\, dr,$$

where $J_0$ is the zeroth-order Bessel function of the first kind 
(see Appendix A.2) and the integration limits reflect the 
horizon cutoff. The resulting visibility is also azimuthally 
symmetric, depending only on the baseline length in wave-
lengths $u = |u|$.

The consequence of this is that all solutions with this assumption have a factor of 
$\cos \phi$ in them. We thus proceed by defining the “projected” sky 
tensity $I'$ as the true intensity divided by the cosine of the 
zenith angle:

$$I'(r) = \frac{I(r)}{\cos \phi} = \frac{I(r)}{\sqrt{1 - r^2}}. \quad (6)$$

The RIME then takes the form

$$V(u) = 2\pi \int_0^1 rI'(r)J_0(2\pi ur) \, dr. \quad (7)$$

In summary, this first approach will yield only azimuthally 
symmetric patterns that have a $\cos \phi$ dependence and so will 
not have any strong response near the horizon or dependence 
on baseline orientation. However, this can yield some patterns 
that are simple to implement and that feature some useful 
parameterization. In later sections we will consider more 
complicated patterns, but these assumptions make a good 
starting point for some simple diffuse RIME solutions.

3.1.1. Cosine Sky

Consider a projected brightness $I'$ that has the form of an 
integer power $n \geq 1$ of the cosine of the zenith angle:

$$I'(r) = \cos^n \phi = (1 - r^2)^{n/2}. \quad (8)$$

Inserting this into Equation (7) yields

$$V_{\cos,n}(u) = \frac{\int (ur)^{n+1}(\cos \phi)^{2n+1}J_{n+1}(2\pi ur)}{n + 1} \quad u > 0,$$

$$= \frac{2\pi}{n + 1} \quad u = 0 \quad (9)$$

For $n = 1$ this reduces to

$$V_{\cos,1}(u) \equiv V_{\cos,1} = \frac{J_0(2\pi u)}{u} \quad (10)$$

which we will refer to as the COSZA pattern.

For $n = 2$, we have

$$V_{\cos,2} = \frac{\sin(2\pi u) - 2\pi u \cos(2\pi u)}{4\pi^2 u^3}. \quad (11)$$

For large values of $n$, this resembles a Gaussian bump 
centered on the zenith. The higher $n$, the narrower this bump. 
Varying the parameter $n$ thus allows one to test a transition 
between compact and diffuse structure.
3.1.2. Polynomial Dome

A closely related simple parameterized pattern takes the form

\[ I'(r) = 1 - r^{2n}, \]

which describes an inverted dome centered at zenith and falling to zero at the horizon \((r = 1)\).

We have

\[ V_{pd,n}(u) = V_{cos}(u) - 2\pi \int_0^1 r^{2n+1} J_0(2\pi ur) \, dr. \]

This has the solution

\[ V_{pd,n}(u) = V_{cos}(u) - \begin{cases} \frac{\pi}{n+1} F_2(n+11, n+2| -\pi^2 u^2), & u > 0 \\ \frac{2\pi}{2n+2}, & u = 0 \end{cases}, \]

where \(pFq\) is the generalized hypergeometric function defined in Appendix A.4. We call the pattern Equation (12) POLYDOME.

In particular, for \(n = 1\) we find

\[ V_{pd,1} = V_{cos}(u) - \frac{J_2(2\pi u) - \pi u J_1(2\pi u)}{\pi u^2}, \]

which we call the QUADDOME solution.

3.1.3. Projected Gaussian

It is common to use Gaussians to describe components of resolved sources because they are simple to Fourier transform. The simulator PRISIM, for example, simulates diffuse emission by treating each pixel as a small Gaussian (Thyagarajan et al. 2020). It is of interest, therefore, to look for a solution for a Gaussian pattern. In this paper, we derive solutions for two forms of Gaussians, the first being the projected Gaussian,

\[ I'(r) = e^{-r^2/\sigma^2}, \]

so-called because \(I'\) includes the projection \(1/\cos \phi\). The other form, solved in Section 3.2.2, is also a Gaussian in \(r\), but in the nonprojected form.

Using our basic integral, Equation (7), we have

\[ V_{pg}(u) = 2\pi \int_0^1 r \exp\left(\frac{-r^2}{\sigma^2}\right) J_0(2\pi ur) \, dr. \]

We cannot integrate this directly, but we can find a converging series representation for the solution by Taylor-expanding the exponential or the Bessel function. Each expansion yields a different form for the solution, which admit different insights into the structure. Because the Taylor-series solutions can be evaluated to arbitrary precision independently of the properties of whatever simulated data they are compared against, they are still useful for simulator validation.

Large-\(\sigma\) expansion. For \(\sigma \gtrsim 1\), it makes sense to expand the exponential about \(r = 0\) because the exponential will have magnitude less than unity over the range of the integral. This yields

\[ V_{pg}(u) = 2\pi \sum_{k=0}^{\infty} \frac{(-1)^k}{k!\sigma^{2k}} \int_0^1 r^{2k+1} J_0(2\pi ur) \, dr \\
= \pi \sum_{k=0}^{\infty} \frac{(-1)^k}{\sigma^{2k}(1+k)} F_2(1+k, 2+k| -\pi^2 u^2), \]

where the second equality follows from Equation (79) and the properties of the hypergeometric function are given in Appendix A.4. A useful outcome of this equation is that if \(\sigma \to \infty\), only \(k = 0\) contributes at all, and we obtain

\[ V_{pg,\infty}(u) = J_1(2\pi u)/u, \]

as we expect from the solution for a cosine sky (see Equation (10)). Appendix A.4, and particularly Figure 13, demonstrates that the hypergeometric function is asymptotically almost constant, so the terms in the series are dominated by the prefactor \((-1)^k/(1+k)\sigma^{2k}\). Thus, this expansion is absolutely convergent by the alternating series test. Nevertheless, we may only expect the series to decrease monotonically for \(\sigma > 1\), yielding jinc-like\(^{11}\) solutions. In practice, we find that the expansion works well down to \(\sigma \sim 0.25\), and is preferred over the following small-\(\sigma\) expansion for these values because it is stable for large \(u\).

Small-\(\sigma\) expansion. For \(\sigma \lesssim 0.25\), the previous expansion is not efficient, and it is more useful to expand the Bessel function in its Taylor series. For small \(\sigma\), the exponential cuts off the integrand for small \(r\), rendering the argument to the Bessel function small over most of the important part of the integrand.

The Taylor expansion follows as:

\[ V_{pg}(u) = 2\pi \sum_{k=0}^{\infty} \frac{(-1)^k}{(k!)^2} \frac{\pi^2 u^2}{\sigma^2} \Gamma(k+1) - \Gamma\left(k + 1, \frac{1}{\sigma^2}\right). \]

where \(\Gamma(a, b)\) is the upper-incomplete Gamma function defined in Equation (68). The last equality uses the Taylor series of an an exponential function.

Here, for small \(\sigma\), the second term becomes less and less influential, so that

\[ V_{pg}(u|\sigma \ll 1) = \pi \sigma^2 e^{-\pi^2 u^2}, \]

which is exactly the Fourier transform of \(I'\), as expected.\(^{12}\) This solution thus characterizes deviations from this limit by the term containing the sum.

Note that the small-\(\sigma\) expansion exhibits poor convergence for large \(u\). However, at large \(u\), the Bessel function may be sufficiently damped and regular to render the remainder of the integral to infinity negligible. The integral to infinity is simply the standard Gaussian solution. Thus, we expect that deviations from the Gaussian solution decline at high \(u\). In practice we advocate using Equation (19) for increasing values of \(u\), until the solutions are within a desired tolerance of the purely

\(^{11}\) jinc: common username for \(J_0(u)/u\) for Bessel function of the first kind \(J_0\).

\(^{12}\) In this function and elsewhere, we use a vertical bar to denote a condition of the function. In this case, the notation indicates this is the solution for \(\sigma \ll 1\).
3.2. Convolution Method

We will now move on to the second approach for finding patterns and solutions to the RIME. Instead of writing the horizon cutoff as an integration limit, we may instead write it as a step function $W$ multiplied by the brightness $I$. This allows us to extend the integral over an “infinite” $(i,m)$ plane and consequently turns the integral into a standard 2D Fourier transform in $(i,m)$ to Fourier duals $(u,v)$.

Letting $I \rightarrow WI$, with

$$W(i,m) = \begin{cases} 1 & \sqrt{i^2 + m^2} \leq 1, \\ 0 & \sqrt{i^2 + m^2} > 1, \end{cases}$$

(21)

we may write

$$V(u,v) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{W(l,m)}{n} I(l) e^{-2\pi i (u l + v m)} \, dl \, dm.$$  

(22)

This is the Fourier transform of a product of two functions: the window $W \exp(-2\pi i mn)/n$ and the beam-weighted sky surface brightness $I$. By the convolution theorem, the Fourier transform of this product is the convolution of the respective Fourier transforms of each term:

$$V(u) = \hat{W}(u)^* \hat{I}(u).$$

(23)

Evaluating the window function transform, we may invoke circular symmetry and apply the Hankel transform (in the following, $|u| = \sqrt{u^2 + v^2}$):

$$\hat{W} = \int \frac{W(l,m)}{\sqrt{1 - l^2 - m^2}} e^{2\pi i u l - 2\pi i v m} e^{-2\pi i (u l + v m)} \, dl \, dm$$

$$= 2\pi \int_0^{\infty} r W(r) e^{2\pi i u l - 2\pi i v m} J_0(2\pi |u| r) \, dr$$

$$= 2\pi \int_0^{\infty} n! \frac{(2\pi i v)^n}{n!} J_0(2\pi |u| r) \, dr$$

$$= 2\pi \sum_{n=0}^{\infty} \frac{(2\pi i v)^n}{n!(n+1)} F_1 \left( n+\frac{3}{2}, -\pi^2 |u|^2 \right)$$

$$= 2\pi \sum_{n=0}^{\infty} \frac{(2\pi i v)^n}{(n+2)} J_{n+1}(2\pi |u|) |u|^{n+\frac{1}{2}}$$

(24)

When $w = 0$ (the fiducial case), all of the summands are zero except for $n = 0$, giving

$$\hat{W}(u) = 2\pi a F_1(3/2, -\pi^2 |u|^2)$$

$$= 2\pi \sin(2\pi |u|).$$

(25)

For this case, we are left with the following expression for the visibility:

$$V(u) = 2\pi \text{sinc}(2\pi |u|)^* \hat{I}(u),$$

(26)

where $I$ and $\hat{I}$ are defined over the entire $(l,m)$ and $(u,v)$ planes, respectively. This has the advantage that, in principle, $I$ is not constrained to be symmetric about zenith. It also permits some natural closed-form solutions that the direct integration method did not.

If we do assume that $I$ is symmetric about zenith, we can convert this expression to polar coordinates,

$$V(u) = \int_0^{\infty} du' \int_0^{2\pi} d\theta \sin(2\pi u') I(\theta)$$

$$\times \left( \sqrt{u^2 + u'^2} - 2u' \cos \theta \right),$$

(27)

taking (without loss of generality) $\theta$ to be the angle between $u$ and $u'$. Note that $2\pi \text{sinc}(2\pi u) = \sin(2\pi u)/u$ and the $1/u$ cancels with the factor of $u$ in the integration measure $d^2u = u \, d\theta \, du$ in the convolutional integral.

As an aside, we note that the derivation of $V(u) = \hat{W}^* \hat{I}$ may offer a route to faster simulations. Wide, diffuse power on the sky tends to be fairly compact in $(u,v)$ space, so that the convolution of $\hat{W}$ with $\hat{I}$ may be done approximately over fewer $(u,v)$ pixels than would be required for integrating over the sky. This is similar to how the Fast Holographic Deconvolution (FHD) package takes advantage of the relative compactness of wide beams in $(u,v)$ space to expedite forward modeling (Sullivan et al. 2012).

3.2.1. Monopole

The simplest possible diffuse pattern is a monopole:

$$I(r) = 1,$$

(28)

which has the Fourier transform $\hat{I}(u) = \delta(u)$. Using Equation (23) directly results in

$$V_{\text{mono}}(u) = \hat{W}(u),$$

(29)

where $\hat{W}$ is either the series of Equation (24) or Equation (25) for $w = 0$. This gives us one pattern that can be used to test a simulator’s capability to handle baselines with $w \neq 0$.

3.2.2. Gaussian

We will now solve the RIME for a nonprojected Gaussian, as mentioned in Section 3.1.3. This nonprojected Gaussian in $r = \sqrt{i^2 + m^2}$ is a traditional basis for describing extended structures and is typically used as a restoring beam during image reconstruction. First we consider a Gaussian centered at $l = 0$ (zenith) and later move to an arbitrary location.

Start with

$$I_g(r) = e^{-r^2/2\sigma^2},$$

(30)

such that

$$\hat{I}_g(u) = a^2 e^{-\pi^2 |a|^2}, \quad a^2 = 2\pi \sigma^2,$$

(31)

Inserting this into Equation (27) and integrating over $\theta$ yields

$$V_g(u) = 2\pi I_g(u) \int_0^{\infty} du' \sin(2\pi u') e^{-\pi^2 u'^2} I_0(2\pi u' a^2),$$

(32)

where $I_0$ is the zeroth-order modified Bessel function of the first kind.

The remaining integral does not have a known closed-form solution, but we can look for series solutions as in Section 3.1.3 by considering the small- and large-$a$ regimes in turn.

Expansion for large $a$. For large $a$ (relative to $u$), the integrand is dominated by the exponential and falls off steeply for small $u'$. In this case, we may expect the sine term to be well approximated
by a low-order Taylor expansion about zero, as the bulk of the
integrand’s density is at low $u'$. Using the Taylor expansion of sine,

$$\sin(x) = \sum_{k=0}^{\infty} (-1)^k \frac{x^{2k+1}}{(2k+1)!},$$

(33)

we have

$$V_g(u) = 2\pi I_g(u) \sum_{k=0}^{\infty} \left( \frac{-\pi^2 u^2}{a^2} \right)^k \frac{1}{\Gamma(2k+2)} \Gamma(2k+1)$$

$$\times \int_0^{\infty} du' I_0^2(u') \left( \frac{-\pi^2 u'^2}{a'^2} \right)^k \frac{1}{\Gamma(2k+2)}$$

$$= \frac{\pi}{3} 2^{\frac{3}{2}} \sum_{k=0}^{\infty} \left( \frac{-\pi^2 u^2}{a^2} \right)^k \frac{L_k(-\pi^2 u^2)}{\Gamma(k+3/2)},$$

(34)

where $L_k$ is the $k$th-order Laguerre polynomial defined in
Equation (81). For $a \to \infty$, the Laguerre polynomial is
dominated by its highest-order term, such that

$$L_n(x \to \infty) \approx (-1)^n x^n / n!$$

In this case, the visibility reduces to

$$V_g(u|a \to \infty) = \frac{\pi}{3} 2^{\frac{3}{2}} \sum_{k=0}^{\infty} \frac{(-\pi^2 u^2)^k}{\Gamma(k+3/2)}$$

$$= 2\pi \sin(\pi a),$$

(35)

which is expected, because in that limit the Gaussian
approaches a monopole.

While this expansion is simple to evaluate, it only converges
quickly for large $a$ and small $u$—for $u \gtrsim 1/\pi$, the series initially
increases before the $k$ terms begin to dominate and bring the
series to convergence.

Writing the Laguerre polynomial in its power-series
expansion (see Equation (81)) we have

$$V_g(u) = \pi 2^{\frac{3}{2}} \sum_{k=0}^{\infty} \sum_{j=0}^{k} \left( \frac{-\pi^2 u^2}{a^2} \right)^j$$

$$\frac{k! (\pi^2 u^2)^j}{j! (k-j)! \Gamma(3/2+j)}$$

$$= \pi 2^{\frac{3}{2}} \sum_{j=0}^{\infty} \left( \frac{-\pi^2 u^2}{a^2} \right)^j$$

$$\frac{1}{j! \Gamma(3/2+j)}$$

$$\frac{1}{j! \Gamma(3/2+j)} F_1(1+j/2+j;\pi/a^2)$$

$$= \pi 2^{\frac{3}{2}} \sum_{j=0}^{\infty} \left( \frac{-\pi^2 u^2}{a^2} \right)^j$$

$$\frac{1}{j! \Gamma(3/2+j)} F_1(1+j/2+j;\pi/a^2),$$

(36)

where in the second equality we merely swapped the
summands. This expansion swaps the conditions for converg-
ence—it is rapidly converging for small values of the
product $\sim a u^2$. That is, it requires very small values of $a$ for
most reasonable values of $u$ to be numerically well behaved. To
obtain an expression with faster convergence, we expand the
hypergeometric function as a sum over $k$ as per its definition
(see Equation (76)) and then perform the sum over $j$. The result is

$$V_g(u) = \pi 2^{\frac{3}{2}} \sum_{k=0}^{\infty} \left( \frac{-\pi^2 u^2}{a^2} \right)^k$$

$$\frac{F_2(k+11, k+3/2; -\pi^2 u^2)}{\Gamma(k+3/2)}.$$  

(37)

Note the similarity of this equation to Equation (34), with the
Laguerre polynomial being replaced by the hypergeometric
function. Interestingly, the Laguerre polynomial is not equivalent
in the $F_2$ function in this form—the Laguerre polynomial
depends on $a$, while the hypergeometric function does not.

Nevertheless, the result of an infinite series is the same. The
essential trick in obtaining Equation (37) from Equation (34)
seems to be the swapping of the summands.

The usefulness of this particular expression is that, regardless
of the value of $u$, the series is dominated by the power-law
and $\Gamma(k+3/2)$ (see justification in Appendix A.4), which
is absolutely convergent. Despite being theoretically convergent,
for small $a$ the series will not be numerically stable (rising to
extremely large values before falling again). In Figure 1 we
show the behavior of the expansion, and note that it converges
in a reasonable number of terms for $a \gtrsim \pi/8$, even for large $u$.

Expansion for small $a$. We now look to the case of small $a$.
Although Equation (36) is convergent for very small $a$ (or small $u$),
it would be useful to derive an expansion that works for
a "reasonably small" $a$ (say, $a \lesssim 0.1$) at all typical $u$. When $a$ and $u$ are small, the integral is dominated by small arguments
of both the exponential and $I_0$, and it makes sense to expand either of these in its power series. It is simpler to expand the
Bessel function (see Equation (70)):

$$V_g(u) = \frac{2\pi}{\pi} \sum_{k=0}^{\infty} \frac{\left( \frac{\pi^2 u^2}{a^2} \right)^k}{\Gamma(k+1)}$$

$$\int_0^{\infty} \sin(2\pi u') e^{-\pi u'^2} u'^2 \pi u' du'$$

$$= 2\pi \sum_{k=0}^{\infty} \frac{\left( \frac{\pi^2 u^2}{a^2} \right)^k}{\Gamma(k+1)}$$

$$\frac{1}{\Gamma(k+1)} F_1(1+k/2+k; \pi/a^2).$$

(38)

This is the defining function of the small-$a$ expansion. In the
limit $a \to 0$, only $k=0$ contributes, which leaves

$$\frac{V_g(u|a \to 0)}{I_g(u)} = \frac{2\pi e^{-\pi a^2} \text{erf}(\sqrt{\pi} / a)}{2a} = 1,$$

(39)

in which the second equality uses the zeroth-order asymptotic
expansion of erf$(x)$. Thus, we obtain the Gaussian solution we
expect in the flat-sky/narrow-field approximation, in which the
RIME reduces to a 2D Fourier transform.

Figure 2 shows the behavior of the $F_1$ factor, which
decreases rapidly with $k$ for $a < 1/3$. This means that the full
series is absolutely convergent. From trial and error, it appears
that the rate of convergence is strongly dependent on the value
of $u a^2$, with marginal dependence on the absolute values of $a$ and $u$ individually. See Figure 3 for a summary of this

![Figure 1. Relative error of the cumulative sum from Equation (37) as a function of the number of terms used. All curves use the large value of $u = 200.3$, thus showing a conservative case. The expansion converges to machine precision in $\lesssim 100$ terms for $a \gtrsim \pi/8$.](image-url)
degree of freedom $\gamma$ in the relative orientation of $l_0$ with respect to $u$, so that $l_0^2 = |l_0|^2 \cos \gamma$. This is applicable to any pattern that is axisymmetric about a given off-zenith direction.

Letting $I = \exp[-l^2/(2\sigma^2)]$ as in Equation (30) and noting that

$$
\int_0^{2\pi} d\theta e^{a \cos \theta + b \sin \theta} = 2\pi I_0(\sqrt{a^2 + b^2}),
$$

we find

$$
\frac{V_{SG}(u)}{I_g(u)} = 2\pi e^{-2\pi a u} \int_0^{\infty} du' \sin(2\pi u') e^{-\pi u'^2} 
\times I_0(2\pi u' \sqrt{u'^2 a^2 - l_0^2 + 2u a \cdot l_0}).
$$

Letting $v = \sqrt{u^2 - l_0^2/4a^2 + 2u a \cdot l_0/a^2}$, the integrand has the same form as in Equation (35):

$$
\frac{V_{SG}(u)}{I_g(u)} = 2\pi e^{-2\pi a u} \int_0^{\infty} du' \sin(2\pi u') e^{-\pi u'^2} 
\times I_0(2\pi u' v^2).
$$

As in Section 3.2.2, we can either expand the sine when the Bessel function dominates the shape of the integrand or expand the Bessel function. Unlike before, however, the Bessel function will dominate for large $l_0$ as well as for large $a$. Thus, for the limit of large $a$ and/or $l_0$, characterized by $|v| a^2 > 1$, we expand the Bessel function as in Equation (34).

Notably, the integral over $u'$ does not give us an exponential that cancels with the Gaussian exactly:

$$
V_{SG}(u) = 2\pi I_g(u) e^{-2\pi a u} 
\times \sum_{k=0}^{\infty} \frac{(-1)^k (2\pi)^{2k+1} k!}{2(k + 1)! (a^2)^{k+1}} e^{-\pi a^2 v^2} L_k(-\pi a^2 v^2) 
\times \pi^{3/2} e^{-2\pi a u} e^{-\pi a^2 u^2} 
\times \sum_{k=0}^{\infty} \left(-\frac{\pi}{a^2}\right)^k L_k(-\pi a^2 v^2) 
\times I_0(3/2 + k).
$$

(45)

This is the same result as Equation (34) (and admits a similar expansion to Equation (37) as well), except in terms of $v$ and with an extra phase term in front. The phase term can be further simplified by expanding $v$ in the exponential:

$$
e^{-2\pi a u} e^{-\pi a^2 (u^2 - u'^2)} = e^{-\pi a^2 u^2}.
$$

(46)

Altogether, this gives us the forms

$$
V_{SG}(u) = \pi^{3/2} e^{-\pi a^2 u^2} \sum_{k=0}^{\infty} \left(-\frac{\pi}{a^2}\right)^k L_k(-\pi a^2 v^2) 
\times I_0(1 + k, 3/2 + k).
$$

(47)

for large-$a$ Gaussians. For the same reasons as explained in Section 3.2.2, this converges absolutely, with numerical stability for $a \gtrsim \pi/8$ independent of $u$ and zenith offset $l_0$.

For $l_0 = 0$, $v \rightarrow u$ and we recover the on-zenith solution. Also, for $a \rightarrow \infty$, the preceding exponential cancels to unity and again, $v \rightarrow u$, so we recover the perfectly real monopole solution Equation (29). This is consistent with the expectation that if the Gaussian is sufficiently large compared with its offset from zenith, the offset becomes negligible.
For small $a$, we expand $I_0$ in a power series as in the previous section:

$$\frac{V_{SG}(u)}{I_0(u)} = 2\pi e^{-2\pi au} l_0 \sum_{k=0}^\infty \frac{(\pi a^2 u^2)^k}{a^k k!} |I_0(1 + k3/2)| - \frac{\pi}{a^2}.$$  \hspace{1cm} (48)

Recall that while being absolutely convergent in theory, the convergence rate of the on-zenith Gaussian solution depended strongly on $ua^2$ (the smaller the faster the convergence). For this off-zenith solution, this translates into $|v/a|^2$:

$$|v/a|^2 = \left( u^2 - \frac{l_0^2}{a^2} \right)^2 + \left( \frac{2l_0 \cdot u}{a^2} \right)^2 \leq \frac{l_0^2}{a^2} + a^2 u^2,$$

where the inequality comes from $l_0 \cdot u < l_0 u$. Noting our previous result that the series converges well for $|v/a^2| < 2/3$, it thus may be difficult to reach for any $u$ or $a$ near the horizon, where $l_0 \to 1$.

The shifted Gaussian presented in this section represents arbitrary Gaussian sources, from which generalized diffuse sky models may be built up by linear combination, thus the solutions are of quite general usefulness. Nevertheless, we must caveat the usefulness to some degree; for wide Gaussian sources, we have a solution (Equation (47)) that converges well for any baseline length or source position. However, for highly compact sources, we have a solution (Equation (48)) that converges well only for limited baseline length (up to $u \sim 1/a^2$) and for sources not too close to the horizon (see Equation (49)). Thus, there are regions of parameter space for which none of these solutions apply well (numerically speaking). Deriving such solutions is the subject of future work.

### 3.3. Separation of Variables

The solutions in the previous subsections all feature symmetry about some axis. Solutions derived with the Hankel transform approach require rotational symmetry about the zenith, due to the inclusion of the $\sqrt{1 - l^2 - m^2}$ factor in defining $I'$. The patterns found in Section 3.2 are also rotationally symmetric, either about the zenith or about some point off zenith.\hspace{1cm} (13) While the convolutional approach does not inherently require such symmetry, all of the convolutional solutions derived here feature such symmetry because it reduces the convolution integral to a simpler 1D form.

One way to introduce asymmetry is to make the integrand of the RIME separable into two independent coordinates and use independent 1D patterns for each. To achieve this, we define $x$ and $y$ as orthogonal axes rotated some angle $\xi$ from the $l$ and $m$ axes, such that $x = (x, y)$ is related to $I$ via $x = R \xi$ the rotation matrix $R_\xi$. We then define the brightness function to have the form

$$I(x, y) = \begin{cases} 
  h(x)g(y)\sqrt{1 - x^2 - y^2} & |x|, |y| < \frac{1}{\sqrt{2}} \\
  0 & \text{otherwise},
\end{cases}$$

for some functions $h$ and $g$. The limits on $|x|$ and $|y|$ describe a square region inscribed within the horizon, which lets us carry the integral to the horizon while maintaining the separability of the function. Inserting this into Equation (2) with $w = 0$, we obtain

$$V_{sep}(u) = \int h(x)g(y)\sqrt{1 - x^2 - y^2} e^{-2\pi au} \frac{d^2l}{\sqrt{1 - l^2 - m^2}}$$

$$= \int h(x)g(y)e^{-2\pi \xi l} \frac{d^2l}{\sqrt{1 - l^2 - m^2}}$$

$$= \int_{-1/\sqrt{2}}^{1/\sqrt{2}} h(x)e^{-2\pi \xi l} dx \int_{-1/\sqrt{2}}^{1/\sqrt{2}} g(y)e^{-2\pi \xi m} dy.$$  \hspace{1cm} (51)

In the last step, we have defined $u' = (u', u'') \equiv R^{-1}_\xi u$ and switched the integration variables. This is solvable for many choices of $h$ and $g$.

As an example, we will let $h(x) = \sin c(ax)$ and $g(y) = \sin c(ay)$, where $a$ is a constant. This pattern is able to capture—along with effects of baseline orientation—various size-scale oscillations on the sky placed at different elevations. In this case, each integral has a closed-form solution in terms of sinc integrals (see Section A.5). The solution is

$$V_{sinc}(u) = V_{sinc}(u'_1) V_{sinc}(u'_2),$$

with

$$V_{sinc}(u) = \frac{\text{Si}[(a + 2\pi u')/\sqrt{2}] + \text{Si}[(a - 2\pi u')/\sqrt{2}]}{a}.$$  \hspace{1cm} (53)

We will refer to this pattern as $XYSINC$. Its solution has roughly the form of a square rotated by an angle $\xi$ in the $UV$
plane with sides of length \( a/\pi \). If the integrals could be taken to \( \pm \infty \), each would become a boxcar function.

This pattern is useful for a few reasons. It has two tunable parameters—\( a \) and \( \xi \). Adjusting \( a \) sets a scale for fluctuations on the sky, while changing \( \xi \) changes the orientation of the pattern. Separate values of the constant \( a \) may be chosen for \( x \) and \( y \), changing the shape to be more rectangular than square, but we will keep a single value of \( a \) in this paper. Further, the solution does not smoothly taper off with increasing baseline length as the other solutions do—along each axis of the box, the solution remains mostly constant up to \( |u| = a/\pi \), after which it drops off rapidly. This allows one to test for situations where one would expect a strong response on a longer baseline. Also, this pattern has a sharp dependence on baseline angle, which may reveal the effects of subtle baseline alignment errors.

This concludes our list of test patterns and their corresponding visibility functions. In the following sections, we will describe a basic visibility simulator and demonstrate the usefulness of these patterns for testing its integration scheme.

## 4. An Integrator to Validate

The basic task of a simulator is to forecast instrument output within some desired accuracy. Broadly speaking, inaccuracy can come from missing information about the signal chain, errors in the instrument or sky model, or from errors introduced in the numerical integration process. It is this last type of error that the test patterns in the previous section are designed to handle. In this section, we use our solutions to test the accuracy of a numerical integrator of our own devising.

A simulator of diffuse emission must numerically evaluate the integral in the RIME, whether by choosing a set of nodal points on the sky and integrating by quadrature, or transforming to a more compact harmonic space. If performing a quadrature sum, the contribution of the fringe term is approximated by its value at those nodal points. If working in harmonic space (e.g., the m-mode formalism of Shaw et al. 2014), the fringe term may be treated exactly but the discrete nature of the map means that the multipole expansion of the sky model will be approximate.

It is common for full-sky maps of diffuse emission to be published as HEALPIX maps (Gorski et al. 2005). Any published map will have some finite resolution, whether that be spatial (pixels) or Fourier (multipoles). For pixelized maps, it is intuitive to choose the pixel centers as quadrature nodes for numerical integration, allowing the exact pixel values to be used in the quadrature sum. However, sky models may usually be interpolated to scales smaller than this resolution limit to better evaluate the integral.

Numerical integration over spherical surfaces is an industry unto itself (e.g., Atkinson 1982; Hesse et al. 2015), and a full exploration of different integration schemes and their pros and cons is left to future work. For the purpose of demonstrating the usefulness of the patterns derived in Section 3, we choose as our integration scheme a simple 2D Riemann sum over HEALPIX maps. This treats each map pixel with brightness temperature \( T_p \) as a point source with flux \( I_p = 4\pi T_p \), where \( \Omega \) is the pixel solid angle (which is the same for all pixels in HEALPIX):

\[
V(u) = \sum_{p \in \Omega} I_p e^{-2\pi i u \cdot \Omega}.
\]  

We refer to this as the point-source approximation (PSA). This is implemented in the simulation package HEALVIS. With HEALVIS, we simulate visibilities from the test patterns and compare these to separate evaluations of the corresponding solutions.

The “pixels=point sources” integration method carries the potential for several errors. First, because we are modeling quadrilateral healpix pixels as unresolved points the sampling is not continuous and will break down at resolutions approaching the pixel size. This error can be directly estimated by calculating how fringes vary across the HEALPIX pixels. Such an error estimate will be a useful comparison point when evaluating our test patterns.

### 4.1. An Error Bound for the PSA

While upper bounds for integration errors are a very active topic, relatively few methods relating to 2D integration over the sphere for an arbitrary set of chosen locations are to be found in the literature. We use a result from Hesse et al. (2015), citing a result of Freeden et al. (1998), for functions that are Lipschitz-continuous:

\[
|I_{\text{true}} - I_{\text{num}}| \leq 2\pi \sigma 1 \leq j \leq N_{\text{pix}} \max \{\text{diam}(P_j)\},
\]  

where \( I_{\text{true}} \) and \( I_{\text{num}} \) are the true value of the integral and the numerical approximation, \( \sigma \) is the Lipschitz constant of the function to be integrated, and \( \text{diam}(P_j) \) is the maximum angular distance between any two points in pixel \( j \).

In a continuously differentiable function, the Lipschitz constant is the amplitude of the maximum derivative at any point. Several of our patterns are not continuously differentiable due to the sharp horizon cut. This will be a very small effect for patterns that taper strongly toward the horizon, but it must be kept in mind for some patterns such as the monopole or very wide Gaussians.

Note that this approach gives us a pessimistic error bound—it is essentially the bound one obtains by finding the pixel with the highest error and applying this error to all pixels and all having the same sign. Due to the oscillatory fringe, our errors should largely cancel from pixel to pixel, keeping errors well within these bounds.

The maximum diameter of the pixels can be obtained with any HEALPIX implementation, for example, with the function \( \text{max\_pixrad} \) in HEALPY and is given to within 1% for \( N_{\text{side}} > 16 \) by \( 1 \leq j \leq N_{\text{pix}} \{\text{diam}(P_j)\} = 7.4/\sqrt{N_{\text{pix}}} \).

Our error bound is then

\[
|I_{\text{true}} - I_{\text{num}}| \leq 2\pi \sigma 1 \leq j \leq N_{\text{pix}} \max \{\text{diam}(P_j)\} = 7.4/\sqrt{N_{\text{pix}}}.
\]

For application to the RIME, recall that the tangential gradient on the sphere (with the coordinates as defined in Section 2) is

\[
\nabla = \frac{\hat{\theta}}{\sin \phi} \frac{\partial}{\partial \theta} + \frac{\hat{\phi}}{\partial \phi}.
\]

Note that this is undefined at zenith (i.e., \( \phi = 0 \)). While in principle we could obtain the gradient at zenith via a different choice of coordinates, we find that the gradient there is almost

\[\text{https://github.com/ Macros-affiliates/ healvis}\]
never the maximum, due to sky symmetry, and we thus ignore it in this work.

The real part of the integrand is

$$f(\theta, \phi) = \frac{I(\theta, \phi)}{\cos \phi} \cos[2\pi(u \sin \theta \sin \phi + v \cos \theta \sin \phi + w(1 - \cos \phi)].$$

(58)

In Appendix C we find that, while a general maximum gradient cannot be determined exactly, for circularly symmetric patterns and with $w = 0$, we have

$$|\nabla f| = \left| \frac{\partial I}{\partial l} \cos(2\pi ul) + I(l) \left[ \frac{l}{1 - l^2} \cos(2\pi ul) - 2\pi u \sin(2\pi ul) \right] \right|. \quad (59)$$

For reasonably smooth $I(l)$ that decreases faster than $1 - l^2$, and when $u \gtrsim 1/2\pi$, only the last term of Equation (59) is significant.

15 The imaginary part is similarly defined, with $\sin$ instead of $\cos$. 

Figure 4. Analytic 1D solutions (black) versus real (orange) and imaginary (blue) components of axially symmetric pattern simulations. Simulations used maps at $N_{side} = 1024$.

Figure 5. The visibility solutions to the Gaussian (on-zenith) or projected Gaussian patterns use series expansions, which must be tested for convergence. Here we show how many terms are needed until subsequent terms vary within machine precision. Throughout this section, series solutions are evaluated to 60 terms, which is sufficient to ensure convergence. Though not shown in this figure, this order is also sufficient for convergence for the off-zenith Gaussian cases as well.
Figure 6. Errors vs. baseline length and resolution, for the highest-resolution simulations, of the patterns in Figure 4 as well as the off-zenith GAUSS patterns. The overall amplitude of the errors drops off with increased resolution, except for the $a = 0.05$ PROJGAUSS and GAUSS cases. For those, the errors are so low ($\lesssim 10^{-11}$) that it is likely floating-point errors dominating over remaining simulation errors. The black lines are the visibility envelopes discussed in Section 5.2.1.
each pattern, we construct maps with sensitive to wide-

Figure 7. A closer view of the integration error for the MONOPOLE and COSZA patterns shows that they are periodic. Vertical lines mark the zeros of the sinc and Bessel functions.

contributes. Inserting this into Equation (56) leaves

$$\left| I_{\text{true}} - I_{\text{num}} \right| \lesssim \frac{29.6 \pi^2}{\sqrt{N_{\text{pix}}}} I(r_{\text{max}}) u, \quad r_{\text{max}} \approx 1/4u. \quad (60)$$

Because $u$ is reasonably large and $I(l)$ is wide, $I(r_{\text{max}}) \approx 1$. For peaky patterns with a fast rate of change, the maximum may be dominated by the first term of Equation (59), in which case it occurs close to the maximum of the derivative (again, if $u$ is reasonably large). Thus, we can approximate the error bound as

$$\left| I_{\text{true}} - I_{\text{num}} \right| \lesssim \frac{14.8 \pi}{\sqrt{N_{\text{pix}}}} \max_{u} \left\{ \max_{r} \left\{ I'(r) \right\}, 2\pi u \right\}. \quad (61)$$

If $u \lesssim 1/2\pi$, the maximum is much more difficult to obtain. Nevertheless, we can say that it will not depend significantly on $u$. Thus, the overall picture as a function of $u$ is that at the smallest $u$ the error is essentially flat and governed by the sharpness of the sky model. At high $u$, the error bound increases linearly with $u$, independently of the sharpness of the sky model.

5. Numerical Integration versus Theory

For each pattern presented in Section 3, we generate HEALPIX maps, which we provide to HEALVIS to produce simulated visibilities. We make three PROJGAUSS and GAUSS maps using width parameters $a = 0.05, 0.5,$ and $0.25$, which we refer to as the “small,” “medium,” and “large” PROJGAUSS/ GAUSS patterns, respectively. We also generate the XYSINC and pattern with the parameter $a = 64$ and the angle $\xi = \pi/4$. For each pattern, we construct maps with $N_{\text{side}}$ parameters of 256, 512, and 1024 to explore the behavior of errors with resolution.

We choose for our simulated array a configuration that shares the densely packed drift-scanning features common to many 21 cm cosmology low-frequency arrays. Our fictional array has 128 antennas distributed according to a radially Gaussian profile with an FWHM of 228 m. The spectrum spans 10 frequency channels in steps of 80 kHz starting at 100 MHz. This provides a good UV sampling that is consistent across simulations and especially on scales near $|u| \ll 1$ that are most sensitive to wide-field structures. For this layout, $w = 0$ on all baselines; this restriction is relaxed later.

The simulated array is located on the equator with zenith pointing at R.A. = decl. = 0; on-zenith patterns are evaluated centered on this point. The HEALPIX map longitude and latitude are interpreted as R.A. and decl., respectively. For each GAUSS width, additional simulations were run with the center of the pattern offset from zenith by either 0°5 (“small-offzen”), 5°0 (“offzen”), or 50°0 (“large-offzen”) in longitude.

5.1. Results

Figure 4 compares visibilities simulated from $N_{\text{side}} = 1024$ maps to the analytic solutions for the axially symmetric patterns. Visibilities are normalized as $V = V(|u|)/V(0)$, to the analytic value at $|u| = 0$, to account for the different overall amplitudes of the patterns. Because these are symmetric patterns, the imaginary component (shown in blue) is close to zero.

As we found in Section 3 the convergence of series solutions depends somewhat on the array configuration. Given a specific size of the test pattern (e.g., selection of Gaussian $a$) and baseline distribution, we can find the expansion order needed to converge. Figure 5 shows the minimum number of terms needed before subsequent terms different to order of machine precision. In the worst case of a large Gaussian at zenith, 50 terms were needed. This case ($a = 0.5$) is on the cusp between the small-$a$ and large-$a$ series; it is not surprising that it is the slowest to converge. Throughout our analysis here GAUSS and PROJGAUSS analytic solutions are evaluated to order 60.

With both Gaussian patterns, there is a clear transition in behavior when shifting between the small-$a$ and large-$a$ expansions. The inset in the center plot of Figure 4 zooms in on the region just beyond the main Gaussian of the PROJGAUSS pattern, showing jinc-like oscillations. A similar transition can be observed for medium-scale GAUSS results, but it is not apparent for $a = 0.5$. At $a = 2.50$, the PROJGAUSS pattern strongly resembles the COSZA results, which is consistent with our expectation from the limiting behavior of Equation (18). Because the Gaussian only goes to zero at infinity, the pattern will be nonzero at the horizon. This sharp transition manifests in the ringing of the visibilities, which grows with the width.

The simulated visibilities do appear to match the analytic results very well by eye. In the next subsections, we will examine this difference more closely.

5.2. Error Analysis

In this section, we will aim to see if the remaining errors are sensible given our understanding of how PSA errors should behave—increasing roughly linearly for long baselines and decreasing at least as fast as $1/\sqrt{N_{\text{pix}}}$ for different resolutions. Exploring the deviations between the analytic solutions and simulation results can reveal subtle systematic issues in the integration scheme. Although the PSA is not necessarily the optimal approach to carrying out the RIME integral, it will serve as a demonstration of the utility of these test patterns.

We define the error between numerical visibility simulation, $\tilde{V}_s$, and analytic solutions, $V_a$, as

$$\varepsilon(u) = |\tilde{V}_s(u) - V_a(u)|, \quad (62)$$

where the visibilities are normalized to the analytically calculated value at $|u| = 0$. Figure 6 shows the errors (Equation (62)) versus baseline length for each symmetric model, for the three highest $N_{\text{side}}$ values (i.e., finest resolution). Note that the y-axis range
Figure 8. Integration error versus baseline angle in radians north of east, for the highest-resolution simulations, of the patterns in Figure 4 as well as the off-zenith GAUSS patterns. Compare with Figure 6. For some models, there is a noticeable angle dependence, which is apparently independent of baseline length and map resolution.
varying between plots by up to seven orders of magnitude. Figure 8 shows the relative errors versus baseline angle for the same resolutions.

5.2.1. Baseline Length

With oscillatory fringes, sharp horizon transition, and projection effects, the integrand has several opportunities for strong dependence on baseline length. While the error bounds predicted by Equation (61) increase with baseline length, this calculation ignores the fact that the integral is highly oscillatory for large $u$. Examining Figure 6 we see that the error drops off with increasing baseline length or remains mostly constant depending on the model.

It is difficult to visualize the fractional error for a strongly oscillating function like the MONOPOLE, COSZA, QUADDOME, and medium/large GAUSS and PROJGAUSS solutions as the relative error is large when the solution crosses zero. One useful comparison is between the fractional error and the visibility magnitude: this makes it clear when fractional errors are dominated by a shrinking denominator. The visibilities oscillate strongly with baseline length. In Figure 6 we show the visibility “envelope” in black calculated by finding local maxima of the $N_{\text{side}}$ Visibility, then fitting by a piecewise linear function. In all cases, except for those with extremely small errors (e.g., narrow Gaussians with $a = 0.05$), the errors drop off more slowly than the visibility function; in other words, the fractional error slowly increases with baseline length.

Some errors vary periodically with baseline length, independently of map resolutions. Since this is difficult to see in Figure 6, Figure 7 shows the MONOPOLE and COSZA pattern errors, with a linear scale on the $x$-axis, over a limited range of baseline lengths. This error may be due to some small phase shift in the fringe term in the simulator, effectively shifting the set of baseline lengths off by some fixed small amount. Essentially, the sinc function of simulated data lags behind the analytic solution, creating a periodic offset (likewise for the COSZA pattern). This demonstrates the utility of these analytic solutions for identifying small systematic simulator errors such as these.

5.2.2. Baseline Angle

One important area to validate wide-field simulators is azimuthal dependence, which we test here by varying baseline orientation while holding $|u|$ constant. Azimuthally symmetric patterns should have the same solution on any baseline orientation, while patterns with position offsets or other rotational asymmetry will have similar asymmetry in Fourier space to what they do on the sky.

Figure 8 shows the error versus baseline angle, defined as the angle north of east (under the convention that the $u$-axis points east and the $v$-axis north), at the three highest resolutions. These are the same data points as in Figure 6. There is a noticeable angular dependence in the errors for some, especially for the MONOPOLE, GAUSS, medium PROJGAUSS, and QUADDOME patterns.

This angle dependence almost certainly arises due to the discretization of HEALPix breaking the detailed angular symmetry of the pattern. The error is generally worse for east–west-aligned baselines than for north–south baselines. Because our test pointing is on the HEALPix map equator, an east–west-aligned baseline will be pointing along an isolatitude ring, which is uniformly divided in angular coordinates, while the north–south direction is more irregularly covered. Further simulations at different latitudes might shed some light on this effect.

5.2.3. Map Resolution

As the resolution of the map is increased in Figure 6, the overall trend is for error to decline, but there are some deviations from this. The errors of the MONOPOLE pattern are $\propto 1/N_{\text{side}}$, which corresponds with the pixel length. The COSZA and QUADDOME patterns, however, have errors that decrease as $1/N_{\text{side}}^2$, corresponding with the pixel area. We identified these trends by manually shifting the different color points by factors of $1/N_{\text{side}}^2$.

A similar scaling is observed for the GAUSS and PROJGAUSS patterns. The small PROJGAUSS pattern has the lowest errors of all patterns, which may explain why it breaks the trend of decreasing error with increasing resolution. It is possible that the pixelization and PSA errors are so low that the error is dominated by machine noise, which scales roughly as the number of pixels $N_{\text{pix}}$. Higher-resolution patterns, which have more pixels, will therefore have slightly higher total error. The other PROJGAUSS patterns have errors that scale as $1/N_{\text{side}}^2$, faster than the theoretical bound $\propto 1/N_{\text{pix}}$. According to our estimate in Section 4.1, we expect the upper performance bound to scale with resolution as $1/N_{\text{pix}}^2$. Better scaling than this is not unexpected if sky models happen to favorably match the regularity of the HEALPix sampling.

Similarly, the small GAUSS simulations show extremely small error that does not vary much with resolution. They, too, at $10^{-13}$, are likely hitting the machine noise floor. The medium and large GAUSS patterns show errors that scale approximately as $1/N_{\text{pix}}$. The large case strongly resembles the monopole pattern’s errors. The errors on the off-zenith simulations are encouragingly similar to the on-zenith case, indicating that our off-zenith solution works as well as the on-zenith.

At very low resolutions ($N_{\text{side}} = 32, 64$, and 128), some simulated baselines are long enough that they overresolve the pixels. Figure 9 shows the absolute error versus baseline length using the COSZA pattern as an example. Error declines with increasing baseline until $u = 1/2\Omega$ (for pixel area $\Omega$, dashed lines) at which point the trend reverses. This is
approximately the Nyquist sampling rate, where the pixel is about half the fringe length.

5.3. Check on Rotational Asymmetry with XYSINCS

The XYSINCS test pattern explicitly breaks continuous rotational symmetry, allowing us to check for effects arising from the orientation of a large structure. It is also notable for its sharp-edged pattern in uv space, which provides another useful visualization and check on baseline dependence.

Figure 10 shows a side-by-side comparison of the normalized simulated visibilities, the analytic solution, and their difference for the XYSINCS pattern with \( a = 64 \) and \( \xi = 45^\circ \). The errors are of order \( 10^{-4} \) but do not show any noticeable dependence on \((u, v)\) position. This is shown more explicitly in Figure 11, which plots the absolute difference between simulated and analytic visibilities for XYSINCS patterns with the three highest resolutions. There is very little angular dependence, and the overall error scales roughly as \( 1/N_{\text{pix}} \). The upper bound on the error is comparable to that of the MONOPOLE test. Because the XYSINCS pattern has a sharp spatial cutoff (see Equation (50)), we suspect the large error is due to the failure of the PSA to handle strong emission near the horizon. For the MONOPOLE, this is the actual circular horizon at \(|l| = 1\), and for the XYSINCS this is the artificial square horizon introduced in Equation (50).

5.4. Noncoplanar Baselines

Another assumption we have made up to this point is that \( w = 0 \), the approximation that all antennas lie in a plane. However, not only are real arrays not perfectly flat, but the \( w \) phase term multiplies the cosine of the elevation \((\sqrt{1 - l^2 - m^2})\), which is large at wide-field angles. This assumption was necessary to arrive at a solution for all patterns except the monopole.

Using the MONOPOLE pattern, we compute an additional set of simulations with nonzero \( w \). Starting with a diagonal sample of baselines \((u = v)\), with lengths spaced logarithmically from 0 to 22 m in 30 steps, we duplicate this set 20 times, each time adding a \( w \) term 0 to 10 m. Altogether, this “\( w \)-test” layout comprised 600 baselines such that the solutions at fixed \((u, v)\) coordinates could be compared for different \( w \) terms.\(^\text{16}\)

Figure 12 shows the results of simulations with the “\( w \)-test” layout observing a monopole sky at \( N_{\text{side}} = 1024 \), testing convergence under noncoplanar baselines. The left column compares the simulated to analytic visibilities, each curve for

\[^{16}\text{Realistic noncoplanarity does not extend to 10 m for typical 21 cm arrays. This \( w \)-test layout is designed to span a significant range of baseline lengths and \( w \) amplitudes as a demonstration. Angular dependence is not important here as the sky brightness is azimuthally symmetric.}\]
baselines with a different $w$ (in wavelengths). The series solution in Equation (29) was evaluated to 80 terms.

The right column shows the difference between the simulated and analytic visibilities. These errors are all comparable to those seen for the coplanar monopole pattern at $N_{\text{side}} = 1024$. Interestingly, there is a consistent error in the imaginary component that does not seem to depend on $w$. This imaginary component dominates the real part error by about four orders of magnitude. Nonetheless, the errors are still very small, of order $10^{-5}$.

6. Conclusions

Visibility simulators have come to play an important role in the progress of 21 cm cosmology experiments—testing analysis pipelines, calibrating data, and exploring the behavior of interferometers at the precision required to detect the 21 cm background against foregrounds. It is therefore important that these simulators be tested at a level sufficiently more precise than the level needed in the experiment. When used for calibration, simulation products must be accurate to at least 1 part in 10,000. In general, simulation accuracy should be limited by the accuracy of the input data, and not by the algorithm used to evaluate the RIME.

In either case, such testing benefits enormously from a fast and independently verifiable method, such as the analytic and series solutions to the visibility equation we have described here. We have described a set of analytically defined apparent brightness “test patterns,” which reproduce several types of wide-field effects common to large, diffuse, sources spanning the curved sky to the horizon. For these test patterns, we are able to evaluate the RIME integral to obtain closed-form or series visibility functions, which we call “solutions.” The solutions that require series expansion converge to machine precision with a suitable number of terms. These patterns and their solutions may be used to test the precision and accuracy of simulated data in a way that requires no approximations to the RIME itself. In searching for test patterns with analytic solutions we have aimed to cover a useful range of forms that mimic typical sky and beam configurations.

Among these solutions, we provide two forms of Gaussians that might be of general use for more traditional imaging and deconvolution. Under the common approximation of the RIME as a 2D Fourier transform (i.e., the flat-sky, narrow field-of-view approximation), Gaussians are often used to represent components of diffuse structures because they have a well-defined Fourier transform (the Fourier transform of a Gaussian being a Gaussian). We have shown that the solution for each Gaussian pattern does converge to a Gaussian, in visibility space, for narrow Gaussians on the sky. The relative error given by the leading order term in the series provides a scale of the error in taking the flat-sky approximation (see Appendix B).

We then illustrate their utility by evaluating the accuracy of a fiducial numerical visibility integrator, HEALVIS. HEALVIS is optimized to simulate diffuse wide-field structures such as diffuse galactic foregrounds or the 21 cm background. We have generated HEALPIX maps from the test patterns, and then numerically integrated them using HEALVIS, finding it to be accurate to machine precision for some test patterns, but for others only to 1 part in 10,000. It seems to have particular difficulty with handling power near the horizon and may include a persistent small phase offset whose cause is as yet undetermined.

Specifically, we observe the following trends in the errors:

1. At low resolution, the errors spread to large values around where $|\mu| \sim 1/\sqrt{\Omega}$ for pixel area $\Omega$. This is the point where the fringe length is comparable to the pixel scale.
2. Error decreases with increasing $N_{\text{side}}$ (smaller pixels), as expected. In all cases, the error decreases at least as quickly as $1/\sqrt{N\text{pix}}$, which is the expectation for uniformly distributed random sample points. Because the HEALpix pixelization is regular, usually the errors drop off more quickly.

3. There is a slight angular dependence noticeable in some errors, which is likely due to the angular pattern in the HEALPIX pixel locations.

4. The periodicity of the errors with baseline length suggests that HEALVIS has some small pointing error and illustrates the importance of using exact solutions to uncover such small inaccuracies.

5. The largest errors are seen for patterns that are large at the horizon. This suggests that HEALVIS has the most trouble handling pixels near the horizon, most likely due to the fact that some of the pixels extend beyond the sharp horizon cutoff.

6. There appears to be a lower bound on the error consistent with machine precision.

These questions can be probed further to increase the accuracy of integration using well-crafted spherical integration schemes and more robust estimates of their error taking into account oscillations in the integrand. We leave these interesting questions for future work.

The simulated data generally show agreement with the solutions at one part in $10^5$ or better, a precision level sufficient for diagnostics of 21 cm cosmology applications. In most cases, the small discrepancies arise from the discretization of the sky model into image pixels. In practice, limited knowledge of the underlying sky-model covariances accumulated between observing and input into the simulator will contribute to a much larger uncertainty. Such issues are only problematic if we aim to compare with the simulator will contribute to a much larger uncertainty.

We also recognize that the implementation of these tests in a common reference standard. Both the PSA for diffuse simulations and the analytic tests in this paper have recently been incorporated into PYUVSIM. The analytic tests are implemented as unit tests, which guarantee long-term stability for code testing against unintended changes.
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### Appendix A

#### Special Functions and their Identities

**A.1. Complete and Incomplete Gamma**

The Gamma function can be thought of as an extension to the integer factorial function and is defined as

$$\Gamma(z) = \int_0^\infty x^{z-1}e^{-x}dx$$

for all complex $z$ with a positive real component. It can be extended to the entire complex plane (except for the negative real integers) by the identity

$$\Gamma(z) = \Gamma(z+1)/z.$$  \hspace{1cm} (64)

For real integers, $z = k \in \mathbb{Z}$, the Gamma function reduces to the factorial

$$\Gamma(1+k) = k!.$$ \hspace{1cm} (65)

An important identity concerning the Gamma function that we use in this paper is Euler’s reflection formula:

$$\Gamma(1-z)\Gamma(z) = \frac{\pi}{\sin \pi z}.$$ \hspace{1cm} (66)

For integer $k$, setting $z = 1/2 - k$ yields the relation

$$\Gamma(1/2 + k)\Gamma(1/2 - k) = \frac{\pi}{\sin \pi(1/2 - k)} = \pi(-1)^k.$$ \hspace{1cm} (67)

The upper-incomplete Gamma function is defined as

$$\Gamma(a, b) = \int_b^\infty t^{a-1}e^{-t}dt.$$ \hspace{1cm} (68)

**A.2. Bessel Function**

The Bessel function of the first kind $J_\alpha(z)$ is a solution to Bessel’s differential equation:

$$z^2 \frac{d^2f}{dz^2} + z \frac{df}{dz} + (z^2 - \alpha^2)f = 0$$

has solution

$$f(z) = J_\alpha(z).$$

$J_\alpha$ may be expressed as an integral:

$$J_\alpha(z) = \frac{1}{2\pi} \int_{-\pi}^{\pi} e^{i\alpha(sin t-nt)}dt.$$ \hspace{1cm} (69)

The modified Bessel functions $I_\alpha(z)$ are related to $J_\alpha(z)$ by

$$I_\alpha(z) = i^{-\alpha}J_\alpha(i z).$$ \hspace{1cm} (69)

The modified Bessel function $I_0(z)$ has the Taylor expansion (about zero) of

$$I_0(z) = \sum_{k=0}^{\infty} \frac{z^{2k}}{4^k \Gamma^2(1+k)}.$$ \hspace{1cm} (70)

**A.3. Hankel Transform**

The Hankel transform of order $\nu$ of a function $f(r)$ can be defined as

$$H_\nu(k) = \int_0^\infty r f(r)J_\nu(kr)dr,$$ \hspace{1cm} (71)

with $J_\nu$ the Bessel function of the previous section.
The Hankel transform arises naturally when considering the Fourier transform of a circularly symmetric function in $n$ dimensions:

$$F(k) = \int d^nr e^{-2\pi ikr} (|r|)$$

$$= \frac{2\pi}{k^{n/2-1}} \int_0^\infty dr r^{n/2} f(r) J_{n/2-1}(2\pi kr)$$

$$\equiv H_{n/2-1}(2\pi kr) [f(r) r^{n/2-1}].$$  

(72)

In particular, in 2D, we have

$$F(k) = 2\pi \int_0^\infty dr f(r) J_0(2\pi kr)$$

$$\equiv 2\pi H_0(2\pi kr).$$  

(73)

**A.4. Hypergeometric Function**

The generalized hypergeometric function is defined as

$$\psi(q,\ldots,a_p,b_1\ldots,b_q|z) = \sum_{n=0}^\infty \frac{(a_1)_n(a_2)_n\ldots(a_p)_n}{(b_1)_n(b_2)_n\ldots(b_q)_n} \frac{z^n}{n!},$$

where $(a)_n$ is the Pochhammer symbol or “rising factorial”:

$$(a)_n = a(a+1)(a+2)\cdots(a+n-1) = \frac{\Gamma(a+n)}{\Gamma(a)}.$$  

(74)

The expansion converges under certain conditions:

1. If $p \leq q$, the series converges for all $z$.
2. If $a_i$ is zero or negative for one or more of the $a$’s, then the $(a_i)_k$ is zero for all $k$’s larger than some $k$, so the series terminates and the function is a polynomial.
3. For $p \geq q+1$, the series may be redefined in terms of contour integration or analytic continuation. None of the examples considered here fall into this regime.

In this text, three forms of hypergeometric function have come up—$\psi F_1$, $\psi F_1$, and $\psi F_2$. All three of these fall into the first category, and so are convergent.

The case of $p=0$ and $q=1$ are called the confluent hypergeometric limit functions and are related to Bessel functions of the first kind:

$$\psi F_1\left(\alpha + 1| -\frac{x^2}{4}\right) = \Gamma(\alpha + 1) \left(\frac{x}{2}\right)^{-\alpha} J_\alpha(x).$$

(75)

(76)

With $p=1$ and $q=1$ we get the confluent hypergeometric functions of the first kind and is a solution to Kummer’s differential equation:

$$z \frac{df}{dz} + (b - z) \frac{df}{dz} - af = 0,$$

such that

$$f(z) = \psi F_1(a; b; z).$$

A particularly useful identity involving integrals over the zeroth-order Bessel function involves the hypergeometric function, namely:

$$\int_0^1 x^n J_0(x) dx = \frac{\Gamma(1 + n/21, (3 + n)/2 - 1)}{1 + n}, \quad n \geq 0.$$  

(77)

The function $F_2$ occurs several times in our solutions, and it thus is useful to understand some of its properties. In particular, the function $\Xi(k|q, z) = F_2(1 + k, 2k + 1, q + k| -z^2)$, with $q$ taking the values $q = 1$ or $q = 3/2$, occurs in the solutions to Gaussian and projected Gaussian patterns. We have already noted that this function is itself absolutely convergent. However, it is important to understand the behavior of this function for large $k$, as it typically appears inside a sum over $k$.

Figure 13 illustrates the asymptotic behavior of the function as $k$ increases, for several realistic values of $z$. In the figure, we plot the value $1 - |\Xi(k + 1)/\Xi(k)|$, i.e., the absolute ratio of successive terms. It is clear that these asymptote to a constant very close to unity. Thus, summing this function over $k$ would not itself converge, but when multiplied by a strong decreasing function of $k$, it will converge absolutely.

**A.5. Sine Integral**

The sine integral function is defined as

$$\text{Si}(x) = \int_0^x \sin t dt.$$  

(78)

**A.6. Laguerre Polynomials**

The Laguerre polynomials have the closed-form definition

$$L_n(x) = \sum_{k=0}^n \frac{n!}{k!(n-k)!} x^k,$$

where we have used the binomial coefficient

$$\left(\begin{array}{c} n \\ k \end{array}\right) = \frac{n!}{k!(n-k)!}.$$

(79)

Laguerre polynomials have the useful property

$$L_{-n}(x) = e^{-x} L_{n-1}(-x).$$

(80)

**Appendix B**

**Compact Gaussian Approximation**

To obtain a simpler estimate of the convergence of Equation (38), we restrict ourselves to compact Gaussians and use the asymptotic expansion (Paris 2013)

$$\psi F_2(a, b, -|x|) = \frac{\Gamma(b)}{\Gamma(a)} x^{a-b} e^{-x} (1 + O(1/x))$$

$$+ \frac{\Gamma(a)}{\Gamma(b-a)} \sum_{n=0} \frac{\Gamma(a + n) \Gamma(1 + a - b + n)}{x^n \Gamma(n + 1) \Gamma(a) \Gamma(1 + a - b)},$$

(81)

We have $a = 1 + k, b = 3/2$, for which (for large values of $|x|$) the second term is extremely dominant at both small and large values of $k$, but in which the first term is dominant between these values. The range in which the first term is dominant begins at a minimum $k$ which depends positively on the value of $|x|$ according to

$$k_{\text{max}} \approx 2 \log(2k_{\text{max}}) + 4 + \log 4 \approx x \log 10,$$

(82)
with \( t \) an order-of-magnitude threshold for what constitutes “dominant” (e.g., solve with \( t = 8 \) to determine the maximum usable \( k \) in which the second term dominates by eight orders of magnitude). As a rule of thumb, for \( t = 8 \), with \( a \lesssim 0.1 \), \( k_{\text{max}} \gtrsim 50 \), and we assume for the remainder of this section that this condition is true. We note that for \( ua^2 \lesssim 2/3 \) we have already established that the sum is convergent before \( k = 50 \), and we will consider only this case in the remainder of the section.

Omitting the first term and substituting our values in, we have
\[
_{1}F_{1}(1 + k; 3/2; -\frac{\pi}{a^2}) \approx \frac{\Gamma(3/2)}{\Gamma(1/2 - k)\Gamma(1/2 + k)\Gamma(1/2 + k)} \left( \frac{a^2}{\pi} \right)^{1+k} \\
\times \sum_{n=0}^{\infty} \left( \frac{a^2}{\pi} \right)^n \frac{\Gamma(1 + k + n)\Gamma(1/2 + k + n)}{\Gamma(n + 1)} \\
= (-1)^k \frac{1}{2\sqrt{\pi}^k} \frac{\Gamma(1 + k)}{\Gamma(1 + k)} \left( \frac{a^2}{\pi} \right)^{1+k} \\
\times \sum_{n=0}^{\infty} \left( \frac{a^2}{\pi} \right)^n \frac{\Gamma(1 + k + n)\Gamma(1/2 + k + n)}{\Gamma(n + 1)}, \tag{86}
\]
where the second line uses Euler’s reflection formula (see Equation \( \text{(67)} \)).

Inserting this expression back into Equation \( \text{(38)} \) and summing over \( k \) give
\[
V_g(u|a \lesssim 0.1) \approx \frac{a^2}{\sqrt{\pi}} e^{-ua^2} \sum_{n=0}^{\infty} \left( \frac{a^2}{\pi} \right)^n \\
\times \Gamma(1/2 + n)_{1}F_{1}\left(\frac{1}{2} + n, 1 + n; -a^4u^2\right). \tag{87}
\]
The remaining hypergeometric function is convergent iff \( a^2u < 1 \), which is a condition we have already assumed.

The dominant factor of the sum is the power series in \( a^2 \), which for the small \( a \) that we are considering drops off rapidly. Therefore, relatively few terms are required for convergence (e.g., convergence is considerably faster than in Equation \( \text{(38)} \)).

The first few terms of the expansion can be written explicitly:
\[
V_g(u|a \lesssim 0.1) \approx \frac{a^2}{\sqrt{1 + a^4u^2}} \frac{e^{-ua^2}}{4\pi(1 + a^4u^2)} \\
\times \left( 1 + \frac{a^2(-2 + a^4u^2)}{4\pi(1 + a^4u^2)} + \frac{3a^4(8 - 24a^4u^2 + 3a^8u^4)}{32\pi^2(1 + a^4u^2)^2} + \mathcal{O}(a^8) \right). \tag{88}
\]
Clearly, as \( a \to 0 \), it yields the simple Gaussian solution.

Alternatively, we may estimate the first-order relative error induced by making the common assumption that the Fourier transform of a Gaussian is itself a Gaussian:
\[
\epsilon \approx 1 - \frac{1}{\sqrt{1 + u^2a^2}}. \tag{89}
\]
Consider a set of baselines for which we would like to simulate visibilities given a sky model consisting of a single Gaussian blob that is barely resolved—i.e., the blob has size \( a_c = (2\pi)^{3/2}/u_{\text{max}} \). The baseline, which is simulated with the largest error, will be the longest one, i.e., with a length \( u_{\text{max}} \), and thus the first-order error estimate has an upper bound of
\[
\epsilon \approx 1 - \frac{1}{\sqrt{1 + (2\pi)^6u_{\text{max}}^2}}. \tag{90}
\]
To even achieve 1% error requires using baselines out to \( u_{\text{max}} \approx 1700 \lambda \) (note that this still requires that \( a_c < 0.1 \), and thus \( u_{\text{max}} \gtrsim 150 \)). In this sense, to the level of accuracy generally required for analytic solutions, this assumption is never tenable for typical low-frequency observatories, and the more general forms of Equation \( \text{(38)} \) or Equation \( \text{(87)} \) are required.
Appendix C
Maximum Gradient of the RIME Integrand

We aim to find the maximum magnitude of the gradient of Equation (58), i.e., \( \phi \max |\nabla f|^2 \). We have

\[
|\nabla f|^2 = \sec^2 \phi \left[ \left( \frac{\partial I}{\partial \phi} \cos(2\pi g(\mathbf{u}, \theta, \phi)) \right)^2 \right.

- 2\pi I(\theta, \phi) g_\phi(\mathbf{u}, \theta, \phi) \sin[2\pi g(\mathbf{u}, \theta, \phi)]

+ \tan \phi \left( \frac{\partial I}{\partial \phi} \cos[2\pi g(\mathbf{u}, \theta, \phi)] \right)^2

\left. + \left( \csc \phi \frac{\partial I}{\partial \theta} \cos(2\pi g(\mathbf{u}, \theta, \phi)) \right) \right]

+ 2\pi I(\theta, \phi)(u \sin \theta - v \cos \theta)\sin(2\pi g(\mathbf{u}, \theta, \phi))^2 \right], \quad (91)

with \( g = \mathbf{u} \cdot \hat{s} = u \cos \theta \sin \phi + v \sin \theta \sin \phi + w(1 - \cos \phi) \) and its derivative with \( \phi \), \( g_\phi = u \cos \theta \cos \phi + v \sin \theta \cos \phi + w \sin \phi \).

In general, it is unlikely that the maximum of this function may be found analytically for any particular brightness function \( I \). However, it may be determined numerically via gradient descent algorithms. For the circularly symmetric patterns in general take the solution at \( \phi = 0 \), we can without loss of generality take the solution at \( v = 0 \) and note that the direction of the greatest derivative then must be along the \( l \) axis (since the fringe oscillates in this direction only, and the sky is symmetric). We thus obtain

\[
|\nabla I| = \left| \sec \phi \frac{\partial I}{\partial \phi} \cos(2\pi u \sin \phi) \right.

+ I(\phi)\left( \tan \phi \sec \phi \cos(2\pi u \sin \phi) - 2\pi u \sin(2\pi u \sin \phi) \right)

\left. \left( \frac{\partial I}{\partial l} \cos(2\pi ul) + I(l) \left[ \frac{l}{1 - l^2} \cos(2\pi ul) - 2\pi u \sin(2\pi ul) \right] \right) \right|. \quad (92)

In the second equality we have used \( l = \sin \phi \) for \( m = 0 \).

ORCID iDs

Adam E. Lanman @ https://orcid.org/0000-0003-2116-3573
Steven G. Murray @ https://orcid.org/0000-0003-3059-3823
Daniel C. Jacobs @ https://orcid.org/0000-0002-0917-2269

References

Aguirre, J. E., Murray, S. G., Pascua, R., et al. 2022, ApJ, 924, 85
Arras, P., Reinecke, M., Westermann, R., & Edlin, T. A. 2021, A&A, 646, A58
Astropy Collaboration, Robitaille, T. P., Tollerud, E. J., et al. 2013, A&A, 558, A33
Astropy Collaboration, Price-Whelan, A. M., Sipőcz, B. M., et al. 2018, AJ, 156, 123
Atkinson, K. 1982, J. Aust. Math. Soc. B, 23, 332
Barry, N., Hazelton, B., Sullivan, I., Morales, M. F., & Pober, J. C. 2016, MNRAS, 461, 3135
de Oliveira-Costa, A., Tegmark, M., Gaensler, B. M., et al. 2008, MNRAS, 388, 247
Ewall-Wice, A., Bradley, R., Deboer, D., et al. 2016, ApJ, 831, 196
Freeden, W., Gervens, T., & Schreiner, M. 1998, Constructive Approximation on the Sphere: With Applications to Geomathematics, Numerical Mathematics and Scientific Computation (Oxford: Oxford Univ. Press), Furlanetto, S., page 1
Gorski, K. M., Hinov, E., Banday, A. J., et al. 2005, ApJ, 622, 759
Harris, C. R., Millman, K. J., van der Walt, S. J., et al. 2020, Natur, 585, 357
Haslam, C. G. T., Salter, C. J., Stoffel, H., & Wilson, W. E. 1982, A&AS, 47, 1
Hesse, K., Sloan, I. H., & Womersley, R. S. 2015, in Handbook of Geomathematics, ed. W. Freed, M. Z. Nashed, & T. Sonar (Berlin: Springer), page 1
Hunter, J. D. 2007, CSE, 9, 90
Johansson, F., et al. 2013, mpmath: a Python library for arbitrary-precision floating-point arithmetic, v1.1.0, https://mpmath.org/
Kim, D., Liu, A., & Switzer, E. 2018, AAS Meeting Abstracts, 231, 153.09
Kloeckner, H. R., Auld, R., Heywood, I., et al. 2010, arXiv:1002.0502
Kluyver, T., Ragan-Kelley, B., Pérez, F., et al. 2016, in Positioning and Power in Academic Publishing: Players, Agents and Agendas, ed. F. Loizides & B. Schmidt (Fairfax, VA: IOS Press), page 1
Lanman, A., Hazelton, B., Jacobs, D., et al. 2019, JOSS, 4, 1234
Lanman, A. E., Pober, J. C., Kern, N. S., et al. 2020, MNRAS, 494, 3712
Li, W., Pober, J. C., Barry, N., et al. 2019, ApJ, 887, 141
Mertens, F. G., Meivius, M., Koopmans, L. V. E., et al. 2020, MNRAS, 493, 1662
Mort, B. J., Dulwich, F., Salvini, S., Adami, K. Z., & Jones, M. E. 2010, in IEEE Int. Symp. on Phased Array Systems and Technology (Piscataway NJ: IEEE), page 1
Noordam, J. E., & Smirnov, O. M. 2010, A&A, 524, A61
Paris, R. 2013, Appl. Math. Sci., 7, 6601
Patil, A. H., Yatawatta, S., Zaroubi, S., et al. 2016, MNRAS, 463, 4317
Presley, M. E., Liu, A., & Parsons, A. R. 2015, ApJ, 809, 18
Shaw, J. R., Sigurdsson, K., Pen, U.-L., Stebbins, A., & Sitwell, M. 2014, ApJ, 781, 57
Smirnov, O. M. 2011, A&A, 527, A106
Sullivan, I. S., Morales, M. F., Hazelton, B. J., et al. 2012, ApJ, 759, 17
Thompson, A. R., Moran, J., & G. W. S., Jr. 2017, Interferometry and Synthesis in Radio Astronomy (3rd ed.; Cham: Springer), page 1
Thyagarajan, N., Harish, S., Kohout, M., Murray, S., & Jacobs, D. 2020, nithyanandan/PRISim, v2.2.1, Zenodo, doi:10.5281/zenodo.3892099
Thyagarajan, N., Parsons, A. R., DeBoer, D. R., et al. 2016, ApJ, 825, 9
Thyagarajan, N., Jacobs, D. C., Bowman, J. D., et al. 2015, ApJ, 804, 14
Virtanen, P., Gommers, R., Oliphant, T. E., et al. 2020, NatMe, 17, 261