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Abstract. We study the convergence rate of continuous-time simulated annealing \((X_t; t \geq 0)\) and its discretization \((x_k; k = 0, 1, \ldots)\) for approximating the global optimum of a given function \(f\). We prove that the tail probability \(P(f(X_t) > \min f + \delta)\) (resp. \(P(f(x_k) > \min f + \delta)\)) decays polynomial in time (resp. in cumulative step size), and provide an explicit rate as a function of the model parameters. Our argument applies the recent development on functional inequalities for the Gibbs measure at low temperatures – the Eyring-Kramers law. In the discrete setting, we obtain a condition on the step size to ensure the convergence.
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1. Introduction

Simulated annealing (SA) is an umbrella term which denotes a set of stochastic optimization methods. The goal of SA is to find the global minimum of a function \(f : \mathbb{R}^d \rightarrow \mathbb{R}\), in particular when \(f\) is non-convex. These methods have many applications in physics, operations research and computer science, see e.g. [van Laarhoven and Aarts (1987); Koulamas et al. (1994); Delahaye et al. (2019)]. The name is inspired from annealing in metallurgy, which is a process aiming to increase the size of crystals by heating and controlled cooling. The stochastic version of SA was independently proposed by [Kirkpatrick et al. (1983) and Cerny (1985)]. The idea is as follows: consider a stochastic process related to \(f\) which is subject to thermal noise. When simulating this process, one decreases the temperature slowly over the time. As a result, the stochastic process escapes from saddle points and local optima, and converges to the global minimum of \(f\) with high probability. This is generally true if the cooling is slow enough, and it is important to find the right stochastic process with the fastest possible cooling schedule which approximates the global optimum.

In this paper, we explore the convergence rate of continuous-time SA and its discretization. To be more precise, define the continuous-time SA process \((X_t; t \geq 0)\) by

\[
dX_t = -\nabla f(X_t)dt + \sqrt{2\tau_t}dB_t, \quad X_0 = \mu_0(dx),
\]

where \((B_t; t \geq 0)\) is \(d\)-dimensional Brownian motion, \(\tau_t\) is the cooling schedule of temperature, and \(\mu_0(dx)\) is some initial distribution. This formulation was first considered by [Geman and Hwang (1986)]. If \(\tau_t \equiv \tau\) is constant in time, the process \((1)\) is the well-known overdamped Langevin equation whose stationary distribution is the Gibbs measure \(\nu_\tau(dx) \propto \exp(-f(x)/\tau)dx\). Thus, we sometimes call the process \((1)\) an SA adapted overdamped Langevin equation as well. See Section 3 for background. We also consider the Euler-Maruyama discretization of the continuous-time simulated annealing process. Let \(\eta_k\)
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be the step size at iteration \( k \), and \( \Theta_k := \sum_{j \leq k} \eta_j \) be the cumulative step size up to iteration \( k \). The \textit{discrete SA process} \((x_k; k = 0, 1, \ldots)\) is defined by

\[
x_{k+1} = x_k - \nabla f(x_k) \eta_k + \sqrt{2 \tau_k \eta_k} Z_k, \quad x_0 \overset{d}{=} \mu_0(dx),
\]

where \((Z_k; k = 0, 1, \ldots)\) are independent and identically distributed standard normal vectors, and \( \tau_k \) is the cooling schedule at iteration \( k \). For \( \tau \equiv \tau \) constant in time, the scheme \((2)\) known as the \textit{unadjusted Langevin algorithm} (ULA) which approximates the Gibbs measure \( \nu_\tau \). The algorithm was introduced in \cite{parisi1981, grenander1994}, and further studied by \cite{roberts1996, durmus2017}.

The goal of this paper is to study the decay in time of the tail probability

\[
P(f(X_t) > \min f + \delta) \quad \text{or} \quad P(f(x_k) > \min f + \delta),
\]

under suitable conditions on the function \( f \), the cooling schedule \( \tau_k \), and the discretization scheme \( \eta_k, \Theta_k \). Let us mention a few motivations. First there are a line of works on the interplay between sampling and optimization \cite{raginsky2017, ma2019a,b}. Note that if \( \tau \equiv \tau \) is constant in time, the overdamped Langevin equation converges to the Gibbs measure \( \nu_\tau \), and for \( \tau \) sufficiently small, the Gibbs measure \( \nu_\tau \) approximates the Dirac mass at the global minimum of \( f \). Combining these two ingredients, SA sets the cooling schedule \( \tau \) to decrease to 0 over the time. It is then expected that the SA process \((1)\) or \((2)\) converges to the global minimum as \( t \to \infty \) or \( k \to \infty \). There are also recent works on various noisy gradient-based algorithms \cite{ge2015, jin2017, chen2020, guo2020}, which aims to escape saddle points and find a local minimum of \( f \). In comparison with these methods, SA has priority to find the global minimum but at the cost of longer exploration time.

The main tool in our analysis is the Eyring-Kramers law, which is a set of functional inequalities for the Gibbs measure at low temperatures. Let us explain our results. It was shown in \cite{geman1986, chiang1987} that the correct order of \( \tau \) for the process \((1)\) to converge to the global minimum of \( f \) is \( (\ln t)^{-1} \). In fact, there is a phase transition related to the \textit{critical depth} \( E_\ast \) of the function \( f \):

(a) If \( \tau_\ast \leq \frac{E_\ast}{\ln t} \) for \( t \) large enough with \( E < E_\ast \), then \( \limsup_{t \to \infty} P(f(X_t) \leq \min f + \delta) < 1 \).

(b) If \( \tau_\ast \geq \frac{E_\ast}{\ln t} \) for \( t \) large enough with \( E > E_\ast \), then \( \lim_{t \to \infty} P(f(X_t) \leq \min f + \delta) = 1 \).

Roughly speaking, the critical depth \( E_\ast \) is the largest hill one needs to climb starting from a local minimum to the global minimum. The formal definition of the critical depth \( E_\ast \) will be given in Assumption \((2)\) but see Figure \ref{fig:critical_depth} below for an illustration when \( f \) is a double-well function. Part \((a)\) was proved by \cite{holley1988} using a sophisticated argument that involves the Poincaré inequality. Part \((b)\) was proved by \cite{miclo1992} who characterized the fastest cooling schedule by the Eyring-Kramers law for the log-Sobolev inequality. See also \cite{miclo1995, zitt2008, fournier2020} for similar results under different conditions on the function \( f \). The convergence rate of \( f(X_t) \) for \( t \geq 0 \) to the global minimum of \( f \) was considered by \cite{marquez1997} only for \( \delta \) sufficiently small. However, the rate of \( P(f(X_t) > \min f + \delta) \) for general \( \delta > 0 \) has yet been studied since no estimates of the log-Sobolev inequality for the Gibbs measure at low temperatures were known until the mid-2010s. Taking advantage of recently developed theory \cite{menz2014, menz2018, vempala2019}, we are able to give a non-asymptotic convergence rate of both continuous-time and discrete SA.
To simplify the notation, we assume throughout this paper that
\[ \min_{\mathbb{R}^d} f(x) = 0, \]
i.e. the global minimum of \( f \) is 0 by considering \( f - \min f \). Our results are outlined as follows, and the precise statement of these results will be given in Section 2.

**Main Results (Informal).** Under some assumptions on the function \( f \), we have:

(i) Assume that \( \tau_t \geq \frac{E}{\ln t} \) for \( t \) large enough with \( E > E_* \). For \( \delta > 0 \), there exists \( C > 0 \) (depending on \( \delta, f, E, d \)) such that
\[
P( f(X_t) > \delta ) \leq C t^{ - \min(\frac{1}{2}, \frac{1}{2}(1 - \frac{E_*}{E}))}.\]

(ii) Assume that \( \tau_t \geq \frac{E}{\ln t} \) for \( t \) large enough with \( E > E_* \). Also assume that \( \Theta_k \to \infty \), \( \eta_{k+1} \Theta_k \to 0 \) and \( \frac{\ln \Theta_k}{\sum_{j \leq k} \eta_{j+1} \Theta_j} \to 0 \) as \( k \to \infty \). For \( \delta > 0 \), there exists \( C > 0 \) (depending on \( \delta, f, E, d \)) such that
\[
P( f(x_k) > \delta ) \leq C \Theta_k^{ - \min(\frac{1}{2}, \frac{1}{2}(1 - \frac{E_*}{E}))}.\]

The contribution of this paper is twofold:

- **Polynomial decay rate.** We prove that the tail probability \( P( f(X_t) > \delta ) \) (resp. \( P( f(x_k) > \delta ) \)) decays polynomially in time (resp. in cumulative step size). In the continuous setting, Monmarché (2018) obtained the same rate of convergence for SA adapted underdamped Langevin equation, and Menz et al. (2018) considered an improvement of SA via parallel tempering. However, the convergence rate for continuous-time SA, i.e. part (i) has yet been recorded in the literature though this result is probably understood in the Eyring-Kramers folklore. We provide a self-contained treatment which bridges the literature and, more importantly, can be applied to obtain the new result in the discrete setting.

- **Choice of step size.** Part (ii) for the discrete simulated annealing is completely novel to our best knowledge, and it also gives a practical guidance on the choice of step size for discretization. The condition \( \Theta_k \to \infty \) indicates that the step size cannot be chosen too small, while the condition \( \eta_{k+1} \Theta_k \to 0 \) suggests that the step size
cannot be chosen too large. The condition $\sum_{j<k} \eta_{j+1} e^{-\Theta_j/\epsilon} \to 0$ is purely technical.

For instance, $\eta_k = k^{-\theta}$ with $\theta \in (\frac{1}{2}, 1]$ satisfies the conditions in (ii) to ensure the convergence.

Also note that the rate $\min \left( \frac{\delta}{E^*}, \frac{1}{2} \left( 1 - \frac{E^*}{E} \right) \right)$ is smaller than $\frac{1}{2}$. It is interesting to know whether this rate is optimal, and we leave the problem for future work.

There is another interesting problem: the dependence of the constant $C$ on the dimension $d$. The issue is subtle, since most analysis including the Eyring-Kramers law uses Laplace’s method. However, Laplace’s method may fail if both the dimension $d$ and the inverse temperature $1/\tau$ tend to infinity (Shun and McCullagh (1995)). As shown in Remark 1, we obtain an upper bound for $C$ which is exponential in $d$. This suggests the convergence rate is exponentially slow as the dimension increases, which concurs with the fact that finding the global minimum of a general nonconvex function is NP-hard (Jain and Kar (2017)).

Finally, we mention a few approaches to accelerate or improve SA. Fang et al. (1997) considered a cooling schedule depending on both time and state; Pavlyukevich (2007) used the Lévy flight; Monmarché (2018) studied SA adapted to underdamped Langevin equation; Menz et al. (2018) applied the replica exchange technique; Gao et al. (2020) employed a relaxed stochastic control formulation, originally proposed by Wang et al. (2020) for reinforcement learning, to derive a state-dependent temperature control schedule.

The remainder of the paper is organized as follows. Section 2 presents the assumptions and our main results. Section 3 provides background on diffusion processes and functional inequalities. The result for the continuous-time simulated annealing (Theorem 1) is proved in Section 4. The result for the discrete simulated annealing (Theorem 2) is proved in Section 5. We conclude with Section 6.

2. Main results

In this section, we make precise the informal statement in the introduction, and present the main results of the paper. We first collect the notations that will be used throughout this paper.

- The notation $|\cdot|$ is the Euclidean norm of a vector, and $a \cdot b$ is the scalar product of vectors $a$ and $b$.
- For a function $f : \mathbb{R}^d \to \mathbb{R}$, let $\nabla f$, $\nabla^2 f$ and $\Delta f$ denote its gradient, Hessian and Laplacian respectively.
- For $X, Y$ two random variables, $||X - Y||_{TV}$ denotes the total variation norm of the signed measure corresponding to $X - Y$.
- The symbol $a \sim b$ means that $a/b \to 1$ as some problem parameter tends to 0 or $\infty$. Similarly, the symbol $a = O(b)$ means that $a/b$ is bounded as some problem parameter tends to 0 or $\infty$.

We use $C$ for a generic constant which depends on problem parameters ($\delta, f, E\ldots$), and may change from line to line.

Next, we present a few assumptions on the function $f$. These assumptions are standard in the study of metastability.

Assumption 1. Let $f : \mathbb{R}^d \to \mathbb{R}$ be smooth, bounded from below, and satisfy the conditions:
(i) \( f \) is non-degenerate on the set of critical points. That is, for some \( C > 0 \),
\[
\frac{|\xi|}{C} \leq |\nabla^2 f(x)\xi| \leq C|\xi| \quad \text{for each } x \in \{z : \nabla f(z) = 0\}.
\]
(ii) There exists \( C > 0 \) such that
\[
\liminf_{|x| \to \infty} \frac{\nabla f(x)^2 - \Delta f(x)}{|x|^2} \geq C, \quad \inf_x \nabla^2 f(x) \geq -C.
\]

Let us make a few comments on Assumption 1. The condition (ii) implies that \( f \) has at least quadratic growth at infinity. This is a necessary and sufficient condition to obtain the log-Sobolev inequality (see [Royer 2007, Theorem 3.1.21] and Section 3.2) which is key to convergence analysis. The conditions (i) and (ii) imply that the set of critical points is discrete and finite (Menz and Schlichting 2014, Remark 1.6). In particular, it follows that the set of local minimum points \( \{m_1, \ldots, m_N\} \) is also finite, with \( N \) the number of local minimum points of \( f \).

To keep the presentation simple, we make additional assumptions on \( f \), following [Menz et al. 2018, Assumption 2.5]. Define the saddle height \( \hat{f}(m_i, m_j) \) between two local minimum points \( m_i, m_j \) by
\[
\hat{f}(m_i, m_j) := \inf \left\{ \max_{s \in [0, 1]} f(\gamma(s)) : \gamma \in C[0, 1], \gamma(0) = m_i, \gamma(1) = m_j \right\}.
\]

See Figure 1 for an illustration of the saddle height \( \hat{f}(m_0, m_1) \) when \( f \) is a double-well function with \( m_0 \) the global minimum and \( m_1 \) the local minimum.

**Assumption 2.** Let \( m_1, \ldots, m_N \) be the positions of the local minima of \( f \).

(i) \( m_1 \) is the unique global minimum point of \( f \), and \( m_1, \ldots, m_N \) are ordered in the sense that there exists \( \delta > 0 \) such that
\[
f(m_N) \geq f(m_{N-1}) \geq \cdots \geq f(m_2) \geq \delta \quad \text{and} \quad f(m_1) = 0.
\]
(ii) For each \( i, j \in \{1, \ldots, N\} \), the saddle height between \( m_i, m_j \) is attained at a unique critical point \( s_{ij} \) of index one. That is, \( f(s_{ij}) = \hat{f}(m_i, m_j) \), and if \( \{\lambda_1, \ldots, \lambda_n\} \) are the eigenvalues of \( \nabla^2 f(s_{ij}) \), then \( \lambda_1 < 0 \) and \( \lambda_i > 0 \) for \( i \in \{2, \ldots, n\} \). The point \( s_{ij} \) is called the communicating saddle point between the minima \( m_i \) and \( m_j \).
(iii) There exists \( p \in [N] \) such that the energy barrier \( f(s_{p1}) - f(m_p) \) dominates all the others. That is, there exists \( \delta > 0 \) such that for all \( i \in [N] \setminus \{p\} \),
\[
E_\delta := f(s_{p1}) - f(m_p) \geq f(s_{i1}) - f(m_i) + \delta.
\]
The dominating energy barrier \( E_\delta \) is called the critical depth.

The convergence result for the continuous-time SA is stated as follows. The proof will be given in Section 4.

**Theorem 1.** Let \( f \) satisfy Assumption 1 \& 2. Assume that \( \tau_t \sim \frac{E}{\ln t} \) and \( \frac{d}{dt} \left( \frac{1}{\tau_t} \right) = O \left( \frac{1}{t} \right) \) as \( t \to \infty \) with \( E > E_\delta \). Also assume the moment condition for the initial distribution \( \mu_0 \): for each \( p \geq 1 \), there exists \( C_p > 0 \) such that
\[
\int_{\mathbb{R}^d} f(x)^p \mu_0(dx) \leq C_p.
\]
Then for each $\delta, \varepsilon > 0$, there exists $C > 0$ (depending on $\delta, \varepsilon, f, \mu_0, E, d$) such that
\[ \mathbb{P}(f(X_t) > \delta) \leq C t^{-\min\left(\frac{\delta}{E}, \frac{1}{2}(1-\frac{E_*}{E})\right)} + \varepsilon. \]  

(5)

To get the convergence result for the discrete simulated annealing, we need an additional condition on the function $f$.

**Assumption 3.** The gradient $\nabla f$ is globally Lipschitz, i.e. $|\nabla f(x) - \nabla f(y)| \leq L|x - y|$ for some $L > 0$.

The convergence result for the discrete simulated annealing (2) is stated as follows. The proof will be given in Section 5.

**Theorem 2.** Let $f$ satisfy Assumption 1, 2 & 3, and let the condition (4) for $\mu_0$ hold. Assume that $\tau_t \sim \frac{E}{\ln t}$ and $\frac{d}{dt} \left(\frac{1}{\tau_t}\right) = O\left(\frac{1}{t}\right)$ as $t \to \infty$ with $E > E_*$. Also assume that $\Theta_k \to \infty$, $\eta_{k+1} \Theta_k \to 0$, (6) and
\[ \frac{\ln \Theta_k}{\sum_{j \leq k} \eta_{j+1} \Theta_j^{-E_*}} \to 0, \] (7) as $k \to \infty$. Then for each $\delta, \varepsilon > 0$, there exists $C > 0$ (depending on $\delta, \varepsilon, f, \mu_0, E, d$) such that
\[ \mathbb{P}(f(x_k) > \delta) \leq C \Theta_k^{-\min\left(\frac{\delta}{E_*}, \frac{1}{2}(1-\frac{E_*}{E})\right)} + \varepsilon. \]  

(8)

3. Preliminaries

In this section, we present a few vocabularies and basic results of diffusion processes and functional inequalities. We also explain how these results are applied in the setting of SA, which will be useful in our convergence analysis.

3.1. Diffusion processes and SA. Consider the general diffusion process $(X_t; t \geq 0)$ in $\mathbb{R}^d$ of form:
\[ dX_t = b(t, X_t) dt + \sigma(t, X_t) dB_t, \quad X_0 \overset{d}{=} \mu_0(dx), \]  

(9)

where $(B_t; t \geq 0)$ is a $d$-dimensional Brownian motion, with the drift $b: \mathbb{R}_+ \times \mathbb{R}^d \to \mathbb{R}^d$ and the covariance matrix $\sigma: \mathbb{R}_+ \times \mathbb{R}^d \to \mathbb{R}^{d \times d}$. To ensure the well-posedness of the SDE (9), it requires some growth and regularity conditions on $b$ and $\sigma$. For instance,

- If $b$ and $\sigma$ are Lipschitz and have linear growth in $x$ uniformly in $t$, then (9) has a strong solution which is pathwise unique.
- If $b$ is bounded, and $\sigma$ is bounded, continuous and strictly elliptic, then (9) has a weak solution which is unique in distribution.

We refer to [Stroock and Varadhan (1979); Rogers and Williams (1987) for background and further developments on the well-posedness of SDEs, and to (Cherny and Engelbert, 2005, Chapter 1) for a review of related results.}
Another important aspect is the distributional property of \((X_t; t \geq 0)\) governed by the SDE \((\ref{SDE})\). Let \(\mathcal{L}\) be the infinitesimal generator of the diffusion process \(X\) defined by
\[
\mathcal{L}g(t,x) := b(t,x) \cdot \nabla g(x) + \frac{1}{2} \sigma(t,x) \sigma(t,x)^T : \nabla^2 g(x)
\]
\[
:= \sum_{i=1}^{d} b_i(t,x) \frac{\partial}{\partial x_i} g(x) + \frac{1}{2} \sum_{i,j=1}^{d} (\sigma(t,x)\sigma(t,x)^T)_{ij} \frac{\partial^2}{\partial x_i \partial x_j} g(x), \quad (10)
\]
and \(\mathcal{L}^\ast\) be the corresponding adjoint operator given by
\[
\mathcal{L}^\ast g(t,x) := -\nabla \cdot (b(t,x)g(x)) + \frac{1}{2} \nabla^2 : (\sigma(t,x)\sigma(t,x)^T)g(x))
\]
\[
:= -\sum_{i=1}^{d} \frac{\partial}{\partial x_i} (b_i(t,x)g(x)) + \frac{1}{2} \sum_{i,j=1}^{d} \frac{\partial^2}{\partial x_i \partial x_j} (\sigma(t,x)\sigma(t,x)^T)g(x))_{ij}, \quad (11)
\]
where \(g : \mathbb{R}^d \to \mathbb{R}\) is a suitably smooth test function, and \(\cdot\) denotes the Frobenius inner product which is the component-wise inner product of two matrices. The probability density \(\rho_t(\cdot)\) of the process \(X\) at time \(t\) then satisfies the Fokker-Planck equation:
\[
\frac{\partial \rho_t}{\partial t} = \mathcal{L}^\ast \rho_t. \quad (12)
\]
Specializing \((\ref{SDE})\) to the SA process \((\ref{SA})\) with \(b(t,x) = -\nabla f(x)\) and \(\sigma(t,x) = \sqrt{2\tau_t} I_d\), we have that the probability density \(\mu_t(\cdot)\) of \(X\) governed by the SDE \((\ref{SA})\) satisfies
\[
\frac{\partial \mu_t}{\partial t} = \nabla \cdot (\mu_t \nabla f) + \tau_t \Delta \mu_t. \quad (13)
\]
Under further growth conditions on \(b\) and \(\sigma\), it can be shown that as \(t \to \infty\), \(\rho_t(\cdot) \to \rho_\infty(\cdot)\) which is the stationary distribution of \((X_t; t \geq 0)\). It is easily deduced from \((\ref{SDE})\) that \(\rho_\infty\) is characterized by the equation \(\mathcal{L}^\ast \rho_\infty = 0\); see \cite{Ethier1986} for a general theory on stability of diffusion processes, and \cite{Tang2019, Section 2} for a summary with various pointers to the literature.

However, for general \(b\) and \(\sigma\), the stationary distribution \(\rho_\infty(\cdot)\) does not have a closed-form expression. One good exception is \(b(t,x) = -\nabla f(x)\) and \(\sigma(t,x) = \sqrt{2\tau} I_d\), where \(X\) is governed by the overdamped Langevin equation:
\[
dX_t = -\nabla f(X_t)dt + \sqrt{2\tau} dB_t, \quad X_0 \overset{d}{=} \mu_0(dx). \quad (14)
\]
Such a process is time-reversible, and the stationary distribution, under some growth condition on \(f\), is the Gibbs measure
\[
\nu_\tau(dx) = \frac{1}{Z_\tau} \exp \left( -\frac{f(x)}{\tau} \right) dx, \quad (15)
\]
where \(Z_\tau := \int_{\mathbb{R}^d} \exp(-f(x)/\tau) dx\) is the normalizing constant. Much is known about the overdamped Langevin dynamics. For instance, if \(f\) is \(\lambda\)-convex (i.e. \(\nabla^2 f + \lambda I_d\) is positive definite), the overdamped Langevin process \((\ref{OL})\) converges exponentially in the Wasserstein metric with rate \(\lambda\) to the Gibbs measure \(\nu_\tau\) \cite{Carrillo2006}. See also \cite{Bakry2014} for modern techniques to analyze the evolution of the overdamped Langevin equation and generalizations.
Now we turn to the SA process \(1\). The difference between the overdamped Langevin process \(14\) and the process \(1\) is that the temperature \(\tau\) of the latter is decreasing in time. Due to the time dependence, the limiting distribution of SA is unknown. As we will see in Section 4, the idea is to approximate \(1\) by a process of Gibbs measures with temperature \(\tau\). Since \(\tau\) decreases to 0 in the limit, the problem boils down to studying Gibbs measures at low temperatures. In the next section, we recall some results of Gibbs measures at low temperatures, which are motivated by applications in molecular dynamics and Bayesian statistics.

### 3.2. Functional inequalities and the Erying-Kramers law.

Here we present functional inequalities of Gibbs measures at low temperatures \((\tau \to 0)\). Let \(\mu\) and \(\nu\) be two probability measures on \(\mathbb{R}^d\) such that \(\mu\) is absolutely continuous relative to \(\nu\), with \(d\mu/d\nu\) the Radon-Nikodym derivative. Define the relative entropy or KL-divergence \(H(\mu|\nu)\) of \(\mu\) with respect to \(\nu\) by

\[
H(\mu|\nu) := \int \log \left(\frac{d\mu}{d\nu}\right) d\mu = \int d\mu \log \left(\frac{d\mu}{d\nu}\right) d\nu,
\]

and the Fisher information \(I(\mu|\nu)\) of \(\mu\) with respect to \(\nu\) by

\[
I(\mu|\nu) := \frac{1}{2} \int \left| \nabla \left(\frac{d\mu}{d\nu}\right) \right|^2 \left(\frac{d\mu}{d\nu}\right)^{-1} d\nu.
\]

We say that the probability measure \(\nu\) satisfies the log-Sobolev inequality (LSI) with constant \(\alpha > 0\), if for all probability measures \(\mu\) with \(I(\mu|\nu) < \infty\),

\[
H(\mu|\nu) \leq \frac{1}{\alpha} I(\mu|\nu).
\]

The constant \(\alpha\) is called the LSI constant for the probability measure \(\nu\). For instance, the LSI constant \(\alpha = 1\) for \(\nu\) the multivariate Gaussian with mean 0 and covariance matrix \(I_d\).

The LSI also plays an important role in studying the convergence rate of the overdamped Langevin equation. Recall that \(\nu_\tau\) is the Gibbs measure defined by \(15\), and assume that \(\nu_\tau\) satisfies the LSI with constant \(\alpha_\tau > 0\). It follows from \(\text{Schlichting}[2012]\) Theorem 1.7 that by letting \(\mu_{\tau,t}\) be the probability distribution of \(X_t\) defined by \(14\), we have

\[
H(\mu_{\tau,t}|\nu_\tau) \leq e^{-2\alpha_\tau t} H(\mu_{\tau,0}|\nu_\tau).
\]

So larger the value of \(\alpha_\tau\) is, faster the convergence of the overdamped Langevin process in the KL divergence is. The subscript ‘\(\tau\)’ in \(\alpha_\tau\) suggests the dependence of the LSI constant on the temperature \(\tau\), and we are interested in the asymptotics of \(\alpha_\tau\) at low temperatures as \(\tau \to 0\). This problem was considered by \(\text{Menz and Schlichting}[2014]\) Corollary 3.18, who derived a sharp lower bound for \(\alpha_\tau\) as \(\tau \to 0\).

**Lemma 1.** Let \(f\) satisfy Assumption 1 & 2. Then the Gibbs measure \(\nu_\tau\) defined by \(15\) satisfies the LSI with constant \(\alpha_\tau > 0\) such that

\[
\alpha_\tau \sim C \exp \left(\frac{-E_\ast}{\tau}\right) \quad \text{as} \quad \tau \to 0,
\]

where \(C > 0\) depends on \(f, d\).
The Eyring-Kramers law provides an estimate on the spectral gap of the overdamped Langevin equation \(^{(14)}\). It dates back to Eyring \((1935)\); Kramers \((1940)\) in the study of metastability in chemical reactions, and is proved rigorously by Bovier et al. \((2004, 2005)\). Lemma \([1]\) is the LSI version of the Eyring-Kramers law, which is stronger than the spectral gap estimate implied by the Poincaré inequality.

Further define the Wasserstein distance \(W_2(\mu, \nu)\) between \(\mu\) and \(\nu\) by
\[
W_2(\mu, \nu) := \inf_{\Pi} \sqrt{\int |x - y|^2 \Pi(dx, dy)},
\]
where the infimum is over all joint distributions \(\Pi\) coupling \(\mu\) and \(\nu\). We say that the probability measure \(\nu\) satisfies Talagrand’s inequality with constant \(\gamma > 0\), if for all probability measure \(\mu\) with \(H(\mu|\nu) < \infty\),
\[
W_2(\mu, \nu) \leq 2 \gamma H(\mu|\nu).
\]
It follows from \((Otto and Villani, 2000, Theorem 1)\) that the LSI implies Talagrand’s inequality with the same constant. That is, if \(\nu\) satisfies the LSI with constant \(\alpha > 0\), then \(\nu\) also satisfies Talagrand’s inequality with constant \(\gamma = \alpha\). Combining with Lemma \([1]\), we get a lower bound estimate of Talagrand’s inequality constant for the Gibbs measure \(\nu_{\tau}\).

**Lemma 2.** Let \(f\) satisfy Assumption \([1]\) & \([2]\). Then the Gibbs measure \(\nu_{\tau}\) defined by \((15)\) satisfies Talagrand’s inequality with constant \(\gamma_{\tau} > 0\) such that
\[
\gamma_{\tau} \sim C \exp\left(-\frac{E^*_\tau}{\tau}\right) \text{ as } \tau \to 0
\]
where \(C > 0\) depends on \(f, d\).

4. **Continuous-time simulated annealing**

In this section, we prove Theorem \([1]\) by using the ideas developed in \(Miclo (1992); M
demarché (2018); Menz et al. (2018)\). Let \(\mu_t\) be the probability measure of \(X_t\) defined by \((1)\). The key idea is to compare \(\mu_t\) with the time-dependent Gibbs measure \(\nu_{\tau_t}\) given by
\[
\nu_{\tau_t}(dx) = \frac{1}{Z_{\tau_t}} \exp\left(-\frac{f(x)}{\tau_t}\right) dx,
\]
where \(Z_{\tau_t} := \int_{\mathbb{R}^d} \exp(-f(x)/\tau_t)\) is the normalizing constant. Note that \(\nu_{\tau_t}\) will concentrate on the minimum point of \(f\) as \(t \to \infty\) since \(\tau_t \to 0\) as \(t \to \infty\). We will see that \(\nu_{\tau_t}\) is close to \(\mu_t\) in some sense as \(t \to \infty\). The proof of Theorem \([1]\) is broken into four steps.

**Step 1: Reduce \(\mu_t\) to \(\nu_{\tau_t}\).** We establish a bound that relates \(\nu_{\tau_t}\) to \(\mu_t\). Let \((\tilde{X}_t; t \geq 0)\) be a process whose distribution is \(\nu_{\tau_t}\) at time \(t\), coupled with \((X_t; t \geq 0)\) on the same probability space. Fix \(\delta > 0\). We have
\[
\mathbb{P}(f(X_t) > \delta) = \mathbb{P}(f(X_t) > \delta, f(\tilde{X}_t) > \delta) + \mathbb{P}(f(X_t) > \delta, f(\tilde{X}_t) \leq \delta)
\]
\[
\leq \mathbb{P}(f(\tilde{X}_t) > \delta) + \|X_t - \tilde{X}_t\|_{TV}
\]
\[
\leq \mathbb{P}(f(\tilde{X}_t) > \delta) + \sqrt{2H(\mu_t|\nu_{\tau_t})},
\]
where we use Pinsker’s inequality \((Tsybakov, 2009, Lemma 2.5)\) in the last inequality. Now the problem boils down to estimating \(\mathbb{P}(f(X_t) > \delta)\) and \(H(\mu_t|\nu_{\tau_t})\).
**Step 2: Long-time behavior of** \( f(\tilde{X}_t) \). We study the asymptotics of \( \mathbb{P}(f(\tilde{X}_t) > \delta) \) as \( t \to \infty \). The following lemma provides a quantitative estimate of how \( \nu_{\tau_t} \), or equivalently \( \tilde{X}_t \) concentrates on the minimum point of \( f \) as \( t \to \infty \).

**Lemma 3.** Let \( f \) satisfy Assumption \([\ref{assumption1}] \& [\ref{assumption2}]\). Assume that \( \tau_t \sim \frac{E}{\ln t} \) as \( t \to \infty \) with \( E > E_* \). For each \( \varepsilon \in (0, \delta) \), there exist \( C > 0 \) (depending on \( \delta, \varepsilon, E, d \)) such that

\[
\mathbb{P}(f(\tilde{X}_t) > \delta) \leq Ct^{-\frac{\delta - \varepsilon}{\tau_t}}. \tag{26}
\]

**Proof.** Note that

\[
\mathbb{P}(f(\tilde{X}_t) > \delta) = \int_{f(x) > \delta} \exp(-f(x)/\tau_t) dx \int_{\mathbb{R}^d} \exp(-f(x)/\tau_t) dx. \tag{27}
\]

Under Assumption \([\ref{assumption1}] \) \( f \) has quadratic growth, so at least linear growth at infinity \([\text{Menz and Schlichting, 2014}] \) Lemma 3.14): there exists \( C > 0 \) such that for \( R \) large enough,

\[
f(x) \geq \min_{|x| = R} f(z) + C(|x| - R) \quad \text{for } |x| > R.
\]

We can also choose \( R \) sufficiently large so that \( \min_{|x| = R} f(z) > \delta \). Consequently,

\[
\int_{f(x) > \delta} \exp(-f(x)/\tau_t) dx = \int_{f(x) > \delta, |x| \leq R} \exp(-f(x)/\tau_t) dx + \int_{f(x) > \delta, |x| > R} \exp(-f(x)/\tau_t) dx
\]

\[= e^{-\frac{\delta}{\tau t}} \text{Vol}(B_R)(1 + \mathcal{O}(\tau_t)), \tag{28}\]

where \( \text{Vol}(B_R) \) is the volume of a ball with radius \( R \). Further by Laplace’s method,

\[
\int_{\mathbb{R}^d} \exp(-f(x)/\tau_t) dx \sim C(\tau_t)^\frac{d}{2}. \tag{29}\]

By injecting \([28], [29]\) into \([27]\), we get

\[
\mathbb{P}(f(\tilde{X}_t) > \delta) \leq Ct^{-\frac{\delta - \varepsilon}{\tau t}}(\ln t)^\frac{d}{2}, \tag{30}\]

which clearly yields \([26]\) since \((\ln t)^\frac{d}{2}/t^\frac{\tau t}{2} \to 0 \) as \( t \to \infty \). \(\square\)

**Remark 1.** It is interesting to get a bound for \( \mathbb{P}(f(\tilde{X}_t) > \delta) \) when the dimension \( d \) is large. As mentioned in the introduction, the Laplace bound \([29]\) may fail when \( d, t \to \infty \) simultaneously. Recall that \( m_0 \) is the minimum point of \( f \). By continuity of \( f \), there exists \( r > 0 \) such that \( f(x) < \varepsilon \) when \( |x - m_0| < r \). Thus,

\[
\int_{\mathbb{R}^d} \exp(-f(x)/\tau_t) dx \geq \int_{|x - m_0| < r} \exp(-f(x)/\tau_t) dx
\]

\[\geq e^{-\frac{\delta}{\tau t}} \text{Vol}(B_r). \tag{31}\]

Further, if \( t/e^\frac{E_{\epsilon t}}{\tau t} \to \infty \) as \( d \to \infty \),

\[
\int_{f(x) > \delta} \exp(-f(x)/\tau_t) dx = e^{-\frac{\delta}{\tau t}} \text{Vol}(B_R)(1 + \mathcal{O}(\tau t d)), \tag{32}\]

Combining \([31]\) and \([32]\), we get

\[
\mathbb{P}(f(\tilde{X}_t) > \delta) \leq C\gamma^d t^{-\frac{\delta - \varepsilon}{\tau t}}, \tag{33}\]
where $C > 0$ depends on $\delta, \varepsilon, f, E$, and $\gamma = \max(R/r, e^{\frac{s}{\gamma t}})$. Also note that Raginsky et al. (2017) obtained the bound $\mathbb{E}f(\tilde{X}_t) \leq C d / \ln t$. By Markov’s inequality, we get
\[
\mathbb{P}(f(\tilde{X}_t) > \delta) \leq C\delta^{-1} d (\ln t)^{-1}.
\] (34)

In comparison with (34), the bound (33) is better in ‘$t$’ but worse in ‘$d$’. In terms of relaxation time, i.e. letting $\mathbb{P}(f(\tilde{X}_t) > \delta)$ be of constant order, both estimates show an exponential dependence of $t$ on $d$. This suggests that SA is exponentially slow as the dimension increases.

**Step 3: Differential inequality for $H(\mu_t | \nu_{\tau_t})$.** To get an estimate of $H(\mu_t | \nu_{\tau_t})$, we need to consider the time derivative $\frac{d}{dt}H(\mu_t | \nu_{\tau_t})$. The following lemma is a reformulation of (Miclo, 1992, Proposition 3). For ease of reference, we give a simplified proof here. First let us convene some notation. For an absolutely continuous measure $\mu(dx)$, we abuse the notation $\mu(dx) = \mu(x) dx$, i.e. $\mu(x)$ is the density of $\mu(dx)$. So for two such probability measures $\mu$ and $\nu$, the Radon-Nikodym derivative $\frac{d\mu}{d\nu}(x)$ is identified with $\frac{\mu(x)}{\nu(x)}$.

**Lemma 4.** Let $\tau_t$ be decreasing in $t$. We have
\[
\frac{d}{dt}H(\mu_t | \nu_{\tau_t}) \leq -2\tau_t I(\mu_t | \nu_{\tau_t}) + \frac{d}{dt} \left( \frac{1}{\tau_t} \right) \mathbb{E}f(X_t).
\] (35)

where $I(\mu_t | \nu_{\tau_t})$ is the Fisher information defined by (17).

**Proof.** Observe that
\[
\frac{d}{dt}H(\mu_t | \nu_{\tau_t}) = \frac{d}{dt} \int \mu_t \ln \left( \frac{\mu_t}{\nu_{\tau_t}} \right) dx
\]
\[
= \int \left( \frac{\partial \mu_t}{\partial t} \ln \left( \frac{\mu_t}{\nu_{\tau_t}} \right) \right) dx + \int \mu_t \frac{\partial}{\partial t} \left( \ln \left( \frac{\mu_t}{\nu_{\tau_t}} \right) \right) dx.
\] (a) (b)

We first consider the term (a). Recall that $\mu_t$ satisfies the Fokker-Planck equation (13). Together with the fact that $\nabla(\tau_t \nu_{\tau_t}) = -\nu_{\tau_t} \nabla f$, we have
\[
\frac{\partial \mu_t}{\partial t} = \nabla \cdot \left( \tau_t \nu_{\tau_t} \nabla \left( \frac{\mu_t}{\nu_{\tau_t}} \right) \right).
\] (37)

By injecting (37) into the term (a) and further by integration by parts, we get
\[
(a) = \int \nabla \cdot \left( \tau_t \nu_{\tau_t} \nabla \left( \frac{\mu_t}{\nu_{\tau_t}} \right) \right) \ln \left( \frac{\mu_t}{\nu_{\tau_t}} \right) dx
\]
\[
= - \int \tau_t \nu_{\tau_t} \nabla \left( \frac{\mu_t}{\nu_{\tau_t}} \right) \cdot \nabla \ln \left( \frac{\mu_t}{\nu_{\tau_t}} \right) dx
\]
\[
= - \tau_t \int \left| \nabla \left( \frac{\mu_t}{\nu_{\tau_t}} \right) \right|^2 \left( \frac{\mu_t}{\nu_{\tau_t}} \right)^{-1} d\nu_{\tau_t} = -2\tau_t I(\mu_t | \nu_{\tau_t}).
\] (38)
Now we consider the term (b). Direct computation leads to
\[
(b) = \int \left( \frac{\partial \mu_t}{\partial t} - \frac{\mu_t \partial \nu_{\tau_t}}{\nu_{\tau_t}} \right) dx = -\int \frac{\partial}{\partial t} (\ln \nu_{\tau_t}) \, d\mu_t \\
= \int \frac{d}{dt} \left( \ln Z_{\tau_t} \right) \, d\mu_t + \frac{d}{dt} \left( \frac{1}{\tau_t} \right) \mathbb{E} f(X_t) \\
\leq \frac{d}{dt} \left( \frac{1}{\tau_t} \right) \mathbb{E} f(X_t),
\]
(39)
where we use the fact that $\int \mu_t dx = 1$ in the second equation, and that $\tau_t$ is decreasing in $t$ in the last inequality. Combining (36) with (38) and (39) yields (35). \(\square\)

**Step 4: Estimating $H(\mu_t|\nu_{\tau_t})$ via the Eyring-Kramers law.** Note that there are two terms on the right hand side of (35). We start with an estimate of the second term.

**Lemma 5.** Let $f$ satisfy Assumption 1, and assume that the condition (4) for $\mu_0$ holds. For each $\varepsilon > 0$, there exists $C > 0$ (depending on $\varepsilon, f$) such that
\[
\mathbb{E} f(X_t) \leq C(1 + t)^\varepsilon.
\]
(40)

**Proof.** It is easy to see that Assumption 1 implies Assumption H1 in Miclo (1992). Together with the moment condition (4), the proof follows the line of reasoning in (Miclo, 1992, Lemma 2). \(\square\)

Now we apply the Eyring-Kramers law, combining with a Grönwall-type argument to bound $H(\mu_t|\nu_{\tau_t})$ for large $t$.

**Lemma 6.** Let $f$ satisfy Assumption 2, and assume that the condition (4) for $\mu_0$ holds. Assume that $\tau_t \sim \frac{E}{\ln t}$ and $\frac{d}{dt} \left( \frac{1}{\tau_t} \right) = O \left( \frac{1}{t} \right)$ as $t \to \infty$ with $E > E_*$. For each $\varepsilon > 0$, there exists $C > 0$ (depending on $\varepsilon, f, E, d$) such that
\[
H(\mu_t|\nu_{\tau_t}) \leq C t^{-\left(1 - \frac{E_*}{E} - \varepsilon\right)}.
\]
(41)

**Proof.** Using Lemma 1 and the bound (35), we have
\[
\frac{d}{dt} H(\mu_t|\nu_{\tau_t}) \leq -2\tau_t \alpha_t H(\mu_t|\nu_{\tau_t}) + \frac{C}{t} \mathbb{E} f(X_t),
\]
(42)
where $\alpha_t$ is the LSI constant for the Gibbs measure $\nu_{\tau_t}$. By the Eyring-Kramers formula (20), for each $\varepsilon > 0$, there exist $C > 0$ and $t_0 > 0$,
\[
2\tau_t \alpha_t \geq C t^{-\left(\frac{E_*}{E} - \varepsilon\right)} \text{ for } t \geq t_0.
\]
(43)
Combining (42) with (40), (43), we get
\[
\frac{d}{dt} H(\mu_t|\nu_{\tau_t}) \leq -C t^{-\left(\frac{E_*}{E} - \varepsilon\right)} H(\mu_t|\nu_{\tau_t}) + C' t^{-1+\varepsilon}.
\]
(44)

Fix $\varepsilon \in \left(0, \frac{1}{2} - \frac{E_*}{2E} \right)$, let
\[
Q(t) := H(\mu_t|\nu_{\tau_t}) - \frac{2C'}{C} t^{-1+\frac{E_*}{E} + 2\varepsilon},
\]
Then for $t_0$ sufficiently large and $t \geq t_0$, we have \( \frac{d}{dt} Q(t) \leq -Ct^{-\frac{E_0}{E}+\varepsilon}Q(t) \) by (44). This implies that \( Q(t) \leq Q(t_0)e^{-C\int_{t_0}^{t} s^{-\frac{E_0}{E}+\varepsilon}ds} \). Thus, \[ H(\mu_t|\nu) \leq \frac{2C'}{C}t^{-1+\frac{E_0}{E}+2\varepsilon} + H(\mu_{t_0}|\nu_{t_0})e^{-\frac{C}{\varepsilon}(t-t_0^0)}, \] (45)

where $\kappa := 1 - \frac{E_0}{E} - \varepsilon > 0$. Note that the first term on the right hand side of (45) dominates, and the conclusion follows. □

Finally, by injecting (26), (41) into (25), we get the desired estimate (5).

5. Discrete simulated annealing

This section is devoted to the proof of Theorem 2. The idea is close to that employed for the continuous-time SA process (1). However, the analysis is more complicated due to discretization, and additional tools from Vempala and Wibisono (2019) on the convergence of ULA are used. Recall that $\eta_k$ is the step size at iteration $k$, and $\Theta_k := \sum_{j\leq k} \eta_j$ is the cumulative step size up to iteration $k$. Let $\mu_k$ be the probability density of $x_k$ defined by (2), and $\nu_{\tau_{\kappa}}(dx) = \frac{1}{Z_{\tau_{\kappa}}} \exp\left(\frac{-f(x)}{\tau_{\kappa}}\right) dx,$ (46)

where $Z_{\tau_{\kappa}} := \int_{\mathbb{R}} \exp(-f(x)/\tau_{\kappa}) dx$ is the normalizing constant. We divide the proof into four steps.

**Step 1: Reduce $\mu_k$ to $\nu_{\tau_{\kappa}}$.** This step is similar to Step 1 & 2 in Section 4. Let $(\bar{x}_k; k \geq 0)$ be a sequence whose distribution is $\nu_{\tau_{\kappa}}$ at epoch $k$, coupled with $(x_k; k \geq 0)$ on the same probability space. Fix $\delta > 0$. The same argument as in (25) shows that

\[ \mathbb{P}(f(x_k) > \delta) \leq \mathbb{P}(f(\bar{x}_k) > \delta) + \sqrt{2H(\mu_k|\nu_{\tau_{\kappa}})}. \] (47)

Assume that $\Theta_k \to \infty$ and $\tau_{\kappa} \sim \frac{E}{\ln \Theta_k}$ as $k \to \infty$ with $E > E_\kappa$. By Lemma 3, we get a bound for the first term on the right hand side of (47). That is, for each $\varepsilon \in (0, \delta)$, there exists $C > 0$ (depending on $\varepsilon, \delta, f, E, d$) such that

\[ \mathbb{P}(f(\bar{x}_k) > \delta) \leq C\Theta_k^{-\frac{\delta-\varepsilon}{C}}. \] (48)

So it remains to estimate $H(\mu_k|\nu_{\tau_{\kappa}})$, which is the task of the next three steps.

**Step 2: Continuous-time coupling.** To make use of continuous-time tools, we couple the sequence $(x_k; k \geq 0)$ by a continuous-time process $(X_t; t \geq 0)$ such that $(X_{\Theta_k}; k \geq 0)$ has the same distribution as $(x_k; k \geq 0)$. To do this, define the process $X$ by

\[ dX_t = -\nabla f(x_t) dt + \sqrt{2\tau_{\kappa}} dB_t, \quad t \in [\Theta_k, \Theta_{k+1}), \] (49)

where we identify $X_{\Theta_k}$ with $x_k$. Note that the Fokker-Planck equation (13) plays an important role in the analysis of continuous-time SA (1). It is desirable to get a version of the Fokker-Planck equation for the coupled process (49). The result is stated as follows.
Lemma 7. For $t \in [\Theta_k, \Theta_{k+1})$, the probability density $\mu_t$ of $X_t$ defined by (49) satisfies the following equation:

$$\frac{\partial \mu_t}{\partial t} = \nabla \cdot \left( \tau_{t_0} \nu_{t_0} \nabla \left( \frac{\mu_t}{\nu_{t_0}} \right) \right) + \nabla \cdot (\mu_t \mathbb{E}[\nabla f(x_k) - \nabla f(X_t)|X_t = x]).$$

(50)

Proof. Let $\mu_{t|x}(x|y)$ be the conditional probability $\mathbb{P}(X_t = x|X_s = y)$. By conditioning on $X_{\Theta_k} = x_k$, we have

$$\frac{\partial \mu_{t|\Theta_k}(x|x_k)}{\partial t} = \nabla \cdot (\mu_{t|\Theta_k}(x|x_k) \nabla f(x_k)) + \tau_{\Theta_k} \Delta \mu_{t|\Theta_k}(x|x_k).$$

(51)

By integrating (51) against $\mu_{\Theta_k}$, and using the fact that $\mu_{t|\Theta_k}(x|x_k) \mu_{\Theta_k}(x_k) = \mu_t(x) \mu_{\Theta_k|t}(x_k|x)$, we get

$$\frac{\partial \mu_t}{\partial t} = \nabla \cdot (\mu_t(x) \mathbb{E}[\nabla f(x_k)|X_t = x]) + \tau_{t_0} \Delta \mu_t.$$

(52)

Further by (37), we have

$$\nabla \cdot \left( \tau_{t_0} \nu_{t_0} \nabla \left( \frac{\mu_t}{\nu_{t_0}} \right) \right) = \nabla \cdot (\mu_t \nabla f(x)) + \tau_{t_0} \Delta \mu_t. $$

(53)

Combining (52) and (53) yields (50).

There are two terms on the right hand side of (50). Comparing to (37), the first term is the usual Fokker-Planck term, while the second term corresponds to the discretization error.

Step 3: One-step analysis of $H(\mu_k|\nu_{t_0})$. Here we use the coupled process (49) to study the one-step decay of $H(\mu_k|\nu_{t_0})$.

Lemma 8. Let $f$ satisfy Assumption 1, 2, 3 and assume that the condition (4) for $\mu_0$ holds. Assume that $\tau_t \sim \frac{E}{\|V\|}$ and $\frac{d}{dt} \left( \frac{1}{\tau} \right) = O \left( \frac{1}{|t|} \right)$ as $t \to \infty$ with $E > E_*$. Also assume that $\Theta_k \to \infty$ and $\eta_{k+1}\Theta_k \to 0$ as $k \to \infty$. Then, for each $\varepsilon > 0$, there exist $C, C' > 0$ (depending on $\varepsilon, f, E, d$) such that

$$H(\mu_{k+1}|\nu_{t_0}) \leq \left( 1 - C \eta_{k+1}\Theta_k^{-\frac{d}{E}} \right) H(\mu_k|\nu_{t_0}) + C'(\eta_{k+1}^2 + \eta_{k+1}^3 \ln \Theta_k + \eta_{k+1} \Theta_k^{-1+\varepsilon}).$$

(54)

Proof. Write

$$H(\mu_{k+1}|\nu_{t_0}) = H(\mu_{k+1}|\nu_{t_0}) + (H(\mu_{k+1}|\nu_{t_0}) - H(\mu_{k+1}|\nu_{t_0})).$$

(a)

$$H(\mu_{k+1}|\nu_{t_0}) = H(\mu_{k+1}|\nu_{t_0}) + (H(\mu_{k+1}|\nu_{t_0}) - H(\mu_{k+1}|\nu_{t_0})).$$

(b)
We first use the coupled process \((49)\) to study the term \((a)\). Note that
\[
\frac{d}{dt} H(\mu_t | \nu_{\tau_0}) = \int \frac{d\mu_t}{dt} \ln \left( \frac{\mu_t}{\nu_{\tau_0}} \right) dx + \int \mu_t \frac{d\mu_t}{dt} \ln \left( \frac{\mu_t}{\nu_{\tau_0}} \right) dx
\]
\[
= \int \nabla \cdot \left( \tau_{\Theta_k} \nu_{\tau_0} \nabla \left( \frac{\mu_t}{\nu_{\tau_0}} \right) \right) \ln \left( \frac{\mu_t}{\nu_{\tau_0}} \right) dx
\]
\[
+ \int \nabla \cdot \left( \mu_t \mathbb{E}[\nabla f(x_k) - \nabla f(X_t) | X_t = x] \right) \ln \left( \frac{\mu_t}{\nu_{\tau_0}} \right) dx + \frac{d}{dt} \int \mu_t(dx)
\]
\[
= -2 \tau_{\Theta_k} I(\mu_t | \nu_{\tau_0}) + (c),
\]
where we use \((50)\) in the second equation, and \((38)\) in the third equation. Now we need to estimate the term \((c)\) in \((56)\). By integration by parts and the fact that \(a \cdot b \leq \frac{1}{\tau_{\Theta_k}} |a|^2 + \frac{\tau_{\Theta_k}}{4} |b|^2\), we get
\[
(c) = \mathbb{E} \left( (\nabla f(X_t) - \nabla f(x_k)) \cdot \nabla \log \left( \frac{\mu_t}{\nu_{\tau_0}} \right) \right)
\leq \frac{1}{\tau_{\Theta_k}} \mathbb{E}[\nabla f(X_t) - \nabla f(x_k)]^2 + \frac{\tau_{\Theta_k}}{4} \mathbb{E} \left| \log \left( \frac{\mu_t}{\nu_{\tau_0}} \right) \right| ^2
\leq \frac{L^2}{\tau_{\Theta_k}} \mathbb{E}[X_t - x_k]^2 + \frac{\tau_{\Theta_k}}{2} I(\mu_t | \nu_{\tau_0}),
\]
where \(L\) is the Lipschitz constant of \(\nabla f\) by Assumption \(3\). Recall from \((49)\) that \(X_t - x_k = -\nabla f(x_k)(t - \Theta_k) + \sqrt{2\tau_{\Theta_k}(t - \Theta_k)} Z\), where \(Z\) is standard normal. Consequently,
\[
\mathbb{E}[X_t - x_k]^2 = (t - x_k)^2 \mathbb{E}[\nabla f(x_k)]^2 + 2\tau_{\Theta_k}(t - x_k) d
\leq \eta_{k+1}^2 \mathbb{E}[\nabla f(x_k)]^2 + C \tau_{\Theta_k} \eta_{k+1}.
\]
According to Lemma \(2\), \(\nu_{\tau_0}\) satisfies Talagrand’s inequality with constant \(\gamma_{\tau_0} \sim \kappa \exp(-E_k/\tau_{\Theta_k})\). Further by \([\text{Vempala and Wibisono} 2019\text{ Lemma 10}]\),
\[
\mathbb{E}[\nabla f(x_k)]^2 \leq \frac{C}{\gamma_{\tau_0}} H(\mu_k | \nu_{\tau_0}) + C.
\]
Combining \((57)\) with \((58)\), \((59)\) and the fact that \(\tau_{\Theta_k} \sim \frac{E_k}{\ln \Theta_k}\) as \(k \to \infty\), we have
\[
(c) \leq C \left( \eta_{k+1}^2 \Theta_k^2 \ln \Theta_k \right) H(\mu_k | \nu_{\tau_0}) + C(\eta_{k+1} + \eta_{k+1}^2 \ln \Theta_k) + \frac{\tau_{\Theta_k}}{2} I(\mu_t | \nu_{\tau_0}).
\]
Injecting \((60)\) into \((56)\) and further by Lemma \(1\) we get
\[
\frac{d}{dt} H(\mu_t | \nu_{\tau_0}) \leq -\frac{3}{2} \tau_{\Theta_k} I(\mu_t | \nu_{\tau_0}) + C' \left( \eta_{k+1}^2 \Theta_k^2 \ln \Theta_k \right) H(\mu_k | \nu_{\tau_0}) + C'(\eta_{k+1} + \eta_{k+1}^2 \ln \Theta_k)
\leq -\frac{3}{2} C \Theta_k^{-\left(\frac{E_k}{\ln \Theta_k} - \varepsilon\right)} H(\mu_t | \nu_{\tau_0}) + C' \left( \eta_{k+1}^2 \Theta_k^2 \ln \Theta_k \right) H(\mu_k | \nu_{\tau_0}) + (\eta_{k+1} + \eta_{k+1}^2 \ln \Theta_k),
\]
Now by a Grönwall argument, we have

$$H(\mu_{k+1}\mid \nu_{\tau_{a_{i}}}) \leq e^{-\frac{C}{2} \eta_{k+1} \Theta_{k}^{\frac{\epsilon}{k}} - \epsilon} \left( (1 + C' \eta_{k+1}^3 \Theta_{k}^{\frac{\epsilon}{k}} + \epsilon) H(\mu_{k}\mid \nu_{\tau_{a_{i}}}) + C' (\eta_{k+1}^2 + \eta_{k+1}^3 \ln \Theta_{k}) \right)$$

$$\leq e^{-\frac{C}{2} \eta_{k+1} \Theta_{k}^{\frac{\epsilon}{k}} - \epsilon} H(\mu_{k}\mid \nu_{\tau_{a_{i}}}) + C' (\eta_{k+1}^2 + \eta_{k+1}^3 \ln \Theta_{k})$$

$$\leq \left( 1 - C \eta_{k+1} \Theta_{k}^{\frac{\epsilon}{k}} - \epsilon \right) H(\mu_{k}\mid \nu_{\tau_{a_{i}}}) + C' (\eta_{k+1}^2 + \eta_{k+1}^3 \ln \Theta_{k}),$$

(61)

where we use the fact that $\eta_{k+1} \Theta_{k}^{\frac{\epsilon}{k}} \to 0$ as $k \to \infty$ in the second inequality.

Now we consider the term (b) in (55). Note that

$$H(\mu_{k+1}\mid \nu_{\tau_{a_{i}}}) - H(\mu_{k+1}\mid \nu_{\tau_{a_{i}}}) = \ln \left( \frac{Z_{\tau_{a_{i}}}}{Z_{\tau_{a_{i}}}} \right) + \left( \frac{1}{\tau_{a_{i}}} - \frac{1}{\tau_{a_{i}}} \right) E f(x_{k+1})$$

$$\leq C \eta_{k+1} \Theta_{k}^{\frac{\epsilon}{k}} E f(x_{k+1}).$$

(62)

We claim that for each $\epsilon > 0$, $E f(x_{k+1}) \leq C \leq C \Theta_{k}^{\epsilon}$. Choose $C > 0$ sufficiently large, and let $E f(x_{k+1})$ be the first term exceeding $C$. By Assumption $\Theta_{k}^{\epsilon}$.

$$f(x_{k+1}) \leq f(x_{k}) - \eta_{k} \nabla f(x_{k})^2 + \sqrt{2 \tau_{a_{i}} \eta_{k} \nabla f(x_{k})} : Z_{k} + \frac{L}{2} |\eta_{k} \nabla f(x_{k}) + \sqrt{2 \tau_{a_{i}} \eta_{k} Z_{k}}|^2$$

Further by taking expectation, we get

$$E f(x_{k+1}) - E f(x_{k}) \leq -\eta_{k} \left( 1 - \frac{\eta_{k} L}{2} \right) E |\nabla f(x_{k})|^2 + L d \tau_{a_{i}} \eta_{k}.$$ 

(63)

Thus, $E f(x_{k+1}) - E f(x_{k}) \leq L d \tau_{a_{i}} \eta_{k}$ which implies that $E f(x_{k}) > C - 1$ for $k$ large enough. By Assumption $\Theta_{k}^{\epsilon}$, $E |\nabla f(x_{k})|^2 > C'$ for some $C' > 0$. Combining with (63), we have $E f(x_{k}) > E f(x_{k+1}) \geq C$ for $k$ large enough. This contradicts the fact that $E f(x_{k+1})$ is the first term exceeding $C$. By (62), we get

$$H(\mu_{k+1}\mid \nu_{\tau_{a_{i}}}) - H(\mu_{k+1}\mid \nu_{\tau_{a_{i}}}) \leq C \eta_{k+1} \Theta_{k}^{1+\epsilon}.$$ 

(64)

Combining (55) with (61), (64) yields (54). \qed

**Step 4: Estimating $H(\mu_k\mid \nu_{\tau_{a_{i}}})$.** We use Lemma 8 to derive an estimate for $H(\mu_k\mid \nu_{\tau_{a_{i}}})$. Under the condition (6), the term $\eta_{k+1} \Theta_{k}^{1+\epsilon}$ dominates $\eta_{k+1}^2, \eta_{k+1}^3 \ln \Theta_{k}$ as $k \to \infty$. Thus, the recursion (54) yields

$$H(\mu_{k+1}\mid \nu_{\tau_{a_{i}}}) \leq \left( 1 - C \eta_{k+1} \Theta_{k}^{\frac{E_x}{k} - \epsilon} \right) H(\mu_{k}\mid \nu_{\tau_{a_{i}}}) + C' \eta_{k+1} \Theta_{k}^{1+\epsilon}.$$ 

Since $E_x / E < 1$, a similar argument as in Lemma 6 shows that

$$H(\mu_{k+1}\mid \nu_{\tau_{a_{i}}}) - C \Theta_{k}^{1-\frac{E_x}{k} - \epsilon} \leq \left( 1 - C' \eta_{k+1} \Theta_{k}^{\frac{E_x}{k} - \epsilon} \right) \left( H(\mu_{k}\mid \nu_{\tau_{a_{i}}}) - C \Theta_{k-1}^{1-\frac{E_x}{k} - \epsilon} \right).$$ 

This together with the condition (7) implies that

$$H(\mu_{k}\mid \nu_{\tau_{a_{i}}}) \leq C \Theta_{k}^{1-\frac{E_x}{k} - \epsilon}.$$ 

(65)

By injecting (48) and (65) into (47) we obtain (8).
6. Conclusion

In this paper, we study the convergence rate of SA in both continuous and discrete settings. The main tool is functional inequalities for the Gibbs measure at low temperatures. We prove that the tail probability, in both settings, exhibits a polynomial decay in time. The decay rate is also given as function of the model parameters. In the discrete setting, we derive a condition on the step size to ensure the convergence to the global minimum. This condition may be useful in tuning the step size.

There are a few directions to extend this work. For instance, one can study the convergence rate of SA for Lévy flight with a suitable cooling schedule. Another problem is to study the dependence of the convergence rate in the dimension $d$. This requires a deep understanding of the Eyring-Kramers law in high dimension, and is related to the Laplace approximation of high dimensional integrals. Both problems are worth exploring, but may be challenging.
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