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Abstract

In this paper, we consider set optimization problems where the solution concept is given by the set approach. Specifically, we deal with the lower less and the upper less set relations. First, we derive the convexity and Lipschitzianity of suitable scalarizing functionals under the assumption that the set-valued objective mapping has certain convexity and Lipschitzianity properties. Then, we obtain upper estimates of the limiting subdifferential of these functionals. These results, together with the properties of the scalarization functionals, allow us to obtain a Fermat rule for set optimization problems with Lipschitzian data.
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1 Introduction

Set optimization is a class of mathematical problems that consist in minimizing a given set-valued objective mapping. This type of problems generalizes vector optimization models and has received a lot of attention during the last decade due to their applications in finance [16, 23], socio-economics [7, 48], robotics [28] and robust multiobjective decision making [15, 27].

There are two main approaches for defining optimal solutions of a set optimization problem, namely the vector approach and the set approach. In the vector approach, we look for efficient points of the image set of the set-valued mapping [28]. Hence, in this case, one element completely determines the quality of a given set, while ignoring the rest of its elements. This is an important drawback for modeling practical problems, and the set approach is an attempt at fixing this problem. The idea in the set approach is to introduce a preorder relation on the power set of the image space, and to define minimal solutions accordingly. The first set relations were introduced independently by Young [62] and Nishnianidze [49], and later by Kuroiwa [42, 43]. More recently, new
ones were derived by Jahn and Ha [32], and Karaman et al. [33]. Since then, there have been a lot of research related to the existence of solutions, duality statements, optimality conditions and algorithms for solving these set optimization problems. We refer the reader to [35] and the references therein for a comprehensive overview of the field.

In this paper, we are concerned with necessary optimality conditions for solutions to set optimization problems given by the set approach. The literature on the topic is rich and different results have been obtained using generalized differentiation objects lying in the primal as well as in the dual spaces (see Giannessi [18]).

The techniques employed in the primal space are mainly based on some type of directional derivatives and can be roughly separated into the following classes:

- **Directional derivatives based on set differences** [11, 29, 34, 54].

  The main idea is to consider a suitable operation that resembles subtraction in the power of the image space. These operations are based on the well known differences of sets of Minkowski and Demyanov [22, 56], but usually slight modifications are introduced in order to make it useful in set optimization. Then, with the help of the set difference, a directional derivative is defined as a limit of an associated incremental quotient. Furthermore, the optimality conditions obtained in this setting establish the nonnegativity of the directional derivative, according to the treated set relation.

- **Directional derivatives based on a distance type functional** [20, 21].

  In contrast to the previous technique, a directional derivative is introduced in [20] with the help of the standard algebraic difference of sets and a distance type functional. The distance functional is a modification of the well known Hausdorff distance for sets and is based on the classical Hiriart-Urruty functional [25]. The directional derivative is in this case defined as the minimal set of some compact set to which the incremental quotient converges (in the sense of the modified distance). A similar idea is used in [21] to introduce a concept of slope for a set-valued map at a given point, together with necessary conditions for minimal solutions of the set optimization problem in the convex case.

- **Directional derivative based on embedding** [44].

  The idea in [44] is to embed the class of convex and bounded sets (with respect to the ordering cone) into a suitable normed space. With this construction, the original set optimization problem is equivalent to a standard vector optimization problem having as a target function the composition of the embedding map and the set-valued objective mapping. Hence, a directional derivative of set-valued mapping is defined in a standard way as the directional derivative of this composition.

- **Directional derivatives of selections of the set-valued objective mapping** [1, 2].

  In this approach, there is no explicit definition of directional derivatives for a set-valued mapping, but rather the authors use those of its continuous selections. Roughly speaking, the optimality conditions establish the nonnegativity, in the sense of the ordering cone, of these directional derivatives.
• Contingent derivatives and variations [38, 41, 51, 55].

Contingent derivatives and epiderivatives have been successfully employed in obtaining optimality conditions for set optimization problems with the vector approach [28]. Consequently, it was a natural idea to apply them also in the set approach setting. In this direction, other modifications of the derivatives were also studied, like those of Shi [58] and Studniarski [59].

On the other hand, optimality conditions using generalized differentiation objects lying in the dual space have been considered in the literature, see [31, 39, 38]. In particular:

• In [31], the case in which the set-valued mapping is given by functional constraints was analyzed. Using a vectorization result by Jahn [30], the set-valued problem was transformed into a vector-valued one (with an infinite dimensional image space), and hence classical optimality conditions for vector optimization problems were applied.

• In [39, 38] the idea is that, under different assumptions, set approach solutions of the set-valued problem are also solutions in the vector approach. Hence, under these conditions, well studied optimality conditions for vector approach solutions can be applied in the context of the set approach.

However, we want to mention that some of these optimality conditions are derived under somewhat strong assumptions on the set-valued objective mapping. For example, in [1, 2, 38, 41, 51, 55], it is required that the optimal set has a strongly minimal element in order to verify optimality. In addition, either the convexity or compactness (mostly both) of the images of the set-valued objective mapping are needed in [11, 20, 21, 29, 31, 54].

Recently, it also caught our attention that, independently, Amahroq and Oussarhan in [3, 4, 50] and Huerga, Jiménez and Novo in [26] were working with similar ideas to ours for deriving optimality conditions in set optimization. The main differences between the results derived in these papers and our optimality conditions are the following:

• In [3, 4], [26], the authors studied only solution concepts based on the lower less relation. In our paper, we also examine solution concepts based on the upper less relation.

• In [4], [26], the case in which the set-valued mapping is convex was analyzed under different assumptions to ours. In addition, the optimality conditions in [4] require that the optimal set has a strongly minimal element.

• In [3], the case in which the set-valued objective mapping is locally Lipschitzian is analyzed. However, the authors assume the compactness of the images of the set valued objective mapping in [3]. The optimality conditions are not established using the initial data, but rather they are expressed in a limiting form. Also in [26], certain compactness assumptions concerning the involved set-valued mappings are supposed. In our paper, we derive our results without compactness assumptions concerning the set-valued objective mapping.
In this paper, as mentioned above, we deal with the lower less relation and the upper less relation, and obtain optimality conditions using generalized differentiation objects lying in the dual spaces. By means of a suitable scalarizing functional, we construct a scalar problem that characterizes the solutions of the set-valued problem. Then, based on the initial data, the necessary conditions for the scalar problem are obtained by using well known results from variational analysis. Our results extend those in [14] for vector optimization problems.

The paper is organized as follows: In Section 2, we introduce fundamental notations, definitions and auxiliary results that will be used through the text. In Section 3, we derive the convexity and Lipschitzianity of suitable scalarizing functionals under certain convexity and Lipschitzianity assumptions on the set-valued objective mapping. Sections 4 and 5 are devoted to obtaining upper estimates of the limiting subdifferential of these scalarizing functionals. The previous results are employed in Section 6 to derive the optimality conditions for solutions to set optimization problems. Finally, we close the paper by summarizing our contributions and establishing some further remarks in Section 7.

2 Preliminaries

We start this section by establishing the main notations used in the paper. Given a normed space \((X, \| \cdot \|_X)\), we will denote by \((X^*, \| \cdot \|_{X^*})\) its topological dual. In addition, the closed unit balls in \(X\) and \(X^*\) will be denoted as \(B_X\) and \(B_{X^*}\), respectively. We omit the subscript \(X\) if there is no risk of confusion. For a nonempty set \(A \subseteq X\), \(\text{int } A\), \(\text{cl } A\), \(\text{bd } A\), \(\text{conv } A\) stand for the interior, closure, boundary and convex hull of \(A\). If \(B \subseteq X^*\), we denote by \(\text{conv }^* B\) the closure of the convex hull of \(B\) in the weak* topology of \(X^*\). We always use lowercase letters to denote a vector or scalar-valued function, and capital letters for a set-valued mapping.

Definition 2.1 Let \(X\) be a normed space. Then:

(i) A nonempty set \(C \subseteq X\) is said to be a cone if \(\lambda c \in C\) for every \(c \in C\) and every \(\lambda \geq 0\). The cone \(C\) is called:

- convex if \(C + C \subseteq C\),
- proper if \(C \neq \{0\}\) and \(C \neq X\),
- solid if \(\text{int } C \neq \emptyset\),
- pointed if \(C \cap (-C) = \{0\}\).

(ii) For a cone \(C \subseteq X\), the continuous dual cone of \(C\) is given by

\[ C^* := \{ x^* \in X^* \mid \forall c \in C : \langle x^*, c \rangle \geq 0 \} \]

The support function \(\sigma_A : X \to \mathbb{R}\) of a set \(A \subseteq X^*\) is defined by

\[ \sigma_A(x) := \sup_{x^* \in A} \langle x^*, x \rangle, \quad (x \in X) \]

From now on, we work with the following assumption:
Assumption 1 Let $X$ and $Y$ be Banach spaces, $K \subseteq Y$ be a closed, convex, pointed and solid cone and $e \in \text{int} \ K$. Let $\Omega \subseteq X$ be nonempty and closed, and fix $\bar{x} \in \Omega$. Furthermore, let $F : X \rightrightarrows Y$ be a set-valued mapping such that $\Omega \subseteq \text{int} \ dom \ F$.

Of course, in Assumption 1 above,

$$\text{dom} \ F := \{x \in X \mid F(x) \neq \emptyset\}. $$

Furthermore, the graph and epigraph of $F$ are defined respectively as

$$\text{gph} \ F := \{(x, y) \in X \times Y \mid y \in F(x)\}, $$

$$\text{epi} \ F := \{(x, y) \in X \times Y \mid y \in F(x) + K\}. $$

We define the epigraphical and hypergraphical multifunctions associated to $F$ respectively as the set-valued mappings $\mathcal{E}_F, \mathcal{H}_F : X \rightrightarrows Y$ given by

$$\mathcal{E}_F(x) := F(x) + K, \quad (2.1)$$

$$\mathcal{H}_F(x) := F(x) - K. \quad (2.2)$$

The cone $K$ generates a partial order $\preceq_K$ on $Y$ as follows: $y_1 \preceq_K y_2$ if and only if $y_2 - y_1 \in K$. Associated to $\preceq_K$ is the strict inequality $\prec_K$ which is defined as: $y_1 \prec_K y_2$ if and only if $y_2 - y_1 \in \text{int} \ K$. We also recall that if $y_1, y_2 \in Y$ and $y_1 \preceq_K y_2$, the interval $[y_1, y_2]$ is defined by

$$[y_1, y_2] := (y_1 + K) \cap (y_2 - K).$$

Definition 2.2 Let Assumption 1 be fulfilled and let $A \subseteq Y$.

(i) The set of weakly minimal elements of $A$ with respect to $K$ is defined as

$$\text{WMin}(A, K) := \{y \in A \mid (y - \text{int} \ K) \cap A = \emptyset\}. $$

(ii) The set of minimal elements of $A$ with respect to $K$ is defined as

$$\text{Min}(A, K) := \{y \in A \mid (y - K) \cap A = \{y\}\}. $$

(iii) The set of weakly maximal elements of $A$ with respect to $K$ is defined as

$$\text{WMax}(A, K) := \{y \in A \mid (y + \text{int} \ K) \cap A = \emptyset\}. $$

(iv) The set of maximal elements of $A$ with respect to $K$ is defined as

$$\text{Max}(A, K) := \{y \in A \mid (y + K) \cap A = \{y\}\}. $$

(v) The set of strongly minimal elements of $A$ with respect to $K$ is defined as

$$\text{SMin}(A, K) := \{y \in A \mid A \subseteq y + K\}. $$
As mentioned in the introduction, set optimization problems in our context are based on some preorder relations between subsets of $Y$. These preorders are defined below.

**Definition 2.3** ([42], [45]) Let Assumption 1 be fulfilled and suppose $A, B, D \subseteq Y$.

(i) The lower-less relation $\preceq^l_D$ is defined as

$$A \preceq^l_D B :\iff B \subseteq A + D.$$  

(ii) The upper-less relation $\preceq^u_D$ is defined as

$$A \preceq^u_D B :\iff A \subseteq B - D.$$  

When we take the order with respect to int $D$, we write $\preceq^r_{\text{int}D}$ instead of $\preceq^r_{D}$, for $r \in \{l, u\}$. Furthermore, for $\preceq^l_D$ and $\preceq^u_D$, we recall the equivalence relations on $2^Y$ with respect to a set $D \subseteq Y$ as follows:

$$A \sim^l_D B :\iff A \preceq^l_D B \text{ and } B \preceq^l_D A \iff A + D = B + D,$$

$$A \sim^u_D B :\iff A \preceq^u_D B \text{ and } B \preceq^u_D A \iff A - D = B - D.$$  

These family of equivalence classes were first introduced by Hernández and Rodríguez-Marín [24]. For a set $A \subseteq Y$, we will denote the corresponding equivalence classes by $[A]^{l}$ and $[A]^{u}$ respectively, depending on the set relation. Under our assumption that $K$ is a closed, convex, pointed and solid cone we get

$$A \sim^l_K B :\iff \text{Min}(A, K) = \text{Min}(B, K),$$  

(compare [35, Remark 2.6.11]). Next we define convexity of a set-valued mapping with respect to a set relation.

**Definition 2.4** Let Assumption 1 be fulfilled and let $r \in \{l, u\}$. We say that $F$ is $\preceq^r_K$-convex if

$$\forall x_1, x_2 \in \text{dom } F, \lambda \in (0, 1) : F(\lambda x_1 + (1 - \lambda)x_2) \preceq^r_K \lambda F(x_1) + (1 - \lambda)F(x_2).$$  

**Remark 2.5** Recall that the classical concept of convexity for a set-valued mapping is that $F : X \rightrightarrows Y$ is convex if its graph is a convex subset of $X \times Y$. It can be shown that $F$ is $\preceq^l_K$-convex if and only if $\text{epi } F$ is a convex set or, equivalently, if the epigraphical multifunction $\mathcal{E}_F$ is convex.

In the next definition we consider different concepts of boundedness associated to a set-valued mapping.

**Definition 2.6** Let Assumption 1 be fulfilled and let $U \subseteq X$, $A \subseteq Y$. We say that:

(i) $A$ is $K$-lower (upper) bounded if there exists $\mu > 0$ such that

$$A \subseteq - \mu e + K \quad (\text{respectively}, \ A \subseteq \mu e - K).$$  

6
(ii) $F$ is $l$-upper bounded on the set $U$ if there exists a constant $\mu > 0$ such that:

$$\forall x \in U : F(x) \cap (\mu e - K) \in [F(x)]^{(l)}.$$ 

(iii) $F$ is $l$-lower bounded on $U$ if $F[U]$ is $K$-lower bounded. Equivalently, there exists $\mu > 0$ such that

$$F[U] \subseteq -\mu e + K.$$ 

(iv) $F$ is $l$-bounded on $U$ if $F$ is $l$-upper bounded and $l$-lower bounded on $U$. Equivalently, there exists a constant $\mu > 0$ such that:

$$\forall x \in U : F(x) \cap [-\mu e, \mu e] \in [F(x)]^{(l)}.$$ 

(v) $F$ is locally $l$-(upper, lower) bounded at $\bar{x}$ if it is $l$-(upper, lower) bounded on a neighborhood $U$ of $\bar{x}$. 

(vi) $F$ is $u$-upper bounded on $U$ if $F[U]$ is $K$-upper bounded. Equivalently, there exists $\mu > 0$ such that

$$F[U] \subseteq \mu e - K.$$ 

(vii) $F$ is $u$-lower bounded on $U$ if there exists a constant $\mu > 0$ such that:

$$\forall x \in U : F(x) \cap (-\mu e + K) \in [F(x)]^{(u)}.$$ 

(viii) $F$ is $u$-bounded on $U$ if $F$ is $u$-upper bounded and $u$-lower bounded on $U$, it means that there exists a constant $\mu > 0$ such that:

$$\forall x \in U : F(x) \cap [-\mu e, \mu e] \in [F(x)]^{(u)}.$$ 

(ix) $F$ is locally $u$-(upper, lower) bounded at $\bar{x}$ if it is $u$-(upper, lower) bounded on a neighborhood $U$ of $\bar{x}$. 

In the following definition, we introduce different topological notions of a set-valued mapping.

**Definition 2.7** Let Assumption 1 be fulfilled. We say that:

(i) $F$ is locally bounded at $\bar{x}$ if there exists $L > 0$ and a neighborhood $U$ of $\bar{x}$ such that

$$F[U] \subseteq LB.$$ 

(ii) $F$ is locally Lipschitzian at $\bar{x}$ if there is a neighborhood $U$ of $\bar{x}$ and a constant $\ell \geq 0$ such that

$$\forall x, x' \in U : F(x) \subseteq F(x') + \ell \|x - x'\|B. \quad (2.3)$$
(iii) \( F \) is inner semicompact at \( \bar{x} \in \text{dom}\ F \) if for every sequence \( x_k \to \bar{x} \) there is a sequence \( y_k \in F(x_k) \) that contains a convergent subsequence as \( k \to \infty \). In particular, \( \bar{x} \in \text{int} \text{ dom}\ F \).

(iv) \( F \) is closed at \( \bar{x} \) if, for any sequence \( \{(x_k, y_k)\}_{k \geq 1} \subseteq \text{gph}\ F \) with \( (x_k, y_k) \to (\bar{x}, \bar{y}) \), we have \( (\bar{x}, \bar{y}) \in \text{gph}\ F \).

For a scalar function \( f : X \to \overline{\mathbb{R}} \), the domain and epigraph of \( f \) are given by

\[
\text{dom}\ f := \{ x \in X \mid f(x) < +\infty \},
\]

\[
\text{epi}\ f := \{ (x, t) \in X \times \mathbb{R} \mid f(x) \leq t \}.
\]

Recall that a function \( f : X \to \mathbb{R} \) is convex if \( \text{epi}\ f \) is a convex set. The function \( f \) is said to be Lipschitzian on \( A \) provided that \( f \) is finite on \( A \) and there exists \( \ell > 0 \) such that

\[
\forall x, x' \in A : |f(x) - f(x')| \leq \ell \|x - x'\|_X.
\]

This is also referred to as a Lipschitzian condition of rank \( \ell \). We say that \( f \) is locally Lipschitzian at \( \bar{x} \) if there is a neighborhood \( U \) of \( \bar{x} \) such that \( f \) is Lipschitzian on \( U \). In addition, \( f \) is said to be locally Lipschitzian on \( A \), if \( f \) is locally Lipschitzian at every point \( x \in A \). Hence, in this case, \( A \subseteq \text{int} \text{ dom}\ f \).

We now introduce the tools from variational analysis that will be employed in the text. First, we need a notion of limits of sets. For a set-valued mapping \( F : X \rightrightarrows X^* \), we define the Painlevé-Kuratowski outer limit of \( F \) at \( \bar{x} \) with respect to the norm topology of \( X \) and the \( w^* \)-topology of \( X^* \) by

\[
\limsup_{x \to \bar{x}} F(x) := \{ x^* \in X^* \mid \forall k \in \mathbb{N}, \exists (x_k, x_k^*) \in \text{gph} F : x_k \to \bar{x}, x_k^* \rightharpoonup x^* \}.
\]

In the next definition, we use the notation \( x' \overset{\Omega}{\longrightarrow} x \) for \( x' \to x \) with \( x' \in \Omega \).

**Definition 2.8** ([46, Definition 1.1]) Let Assumption 1 be fulfilled.

(i) Given \( x \in X \) and \( \epsilon \geq 0 \), the set of \( \epsilon \)-normals to \( \Omega \) at \( x \) is defined by

\[
\hat{N}_\epsilon(x, \Omega) := \left\{ x^* \in X^* \mid \limsup_{u \overset{\Omega}{\longrightarrow} x} \frac{\langle x^*, u - x \rangle}{\|u - x\|} \leq \epsilon \right\}.
\] (2.4)

When \( \epsilon = 0 \), the set (2.4) is called the Fréchet normal cone to \( \Omega \) at \( x \), and is denoted by \( \hat{N}(x, \Omega) \). If \( x \notin \Omega \), we put \( \hat{N}_\epsilon(x, \Omega) := \emptyset \) for all \( \epsilon \geq 0 \).

(ii) The limiting normal cone to \( \Omega \) at \( \bar{x} \) is defined by

\[
N(\bar{x}, \Omega) := \limsup_{x \to \bar{x}} \hat{N}_\epsilon(x, \Omega).
\] (2.5)

We also put \( N(\bar{x}, \Omega) := \emptyset \) for \( \bar{x} \notin \Omega \).

**Definition 2.9** ([46, Definition 1.77]) Let Assumption 1 be fulfilled. The limiting subdifferential of a given functional \( f : X \to \mathbb{R} \cup \{ \pm \infty \} \) at a point \( \bar{x} \) with \( |f(\bar{x})| < +\infty \) is defined by

\[
\partial f(\bar{x}) := \{ x^* \in X^* \mid (x^*, -1) \in N((\bar{x}, f(\bar{x})), \text{epi}\ f) \}.
\]

We put \( \partial f(\bar{x}) := \emptyset \) if \( |f(\bar{x})| = +\infty \).
Remark 2.10  It is well known, see [46, Theorem 1.93], that if $f$ is convex and finite at $\bar{x}$, then

$$\partial f(\bar{x}) = \{ x^* \in X^* \mid \forall x \in X : f(x) - f(\bar{x}) \geq \langle x^*, x - \bar{x} \rangle \},$$

and hence $\partial f(\bar{x})$ coincides with the subdifferential of convex analysis. In case $\Omega$ is a convex set, we also have [46, Proposition 1.5]:

$$N(\bar{x}, \Omega) = \{ x^* \in X^* \mid \forall x \in \Omega : \langle x^*, x - \bar{x} \rangle \leq 0 \},$$

and hence $N(\bar{x}, \Omega)$ equals the normal cone in the sense of convex analysis.

Remark 2.11  Note that, if in addition to Assumption 1 the space $X$ is Asplund and $f : X \to \mathbb{R}$ is locally Lipschitzian at $\bar{x}$, the following relation holds:

$$\partial(-f)(\bar{x}) \subseteq -\text{conv}^* (\partial f(\bar{x})).$$

Indeed, taking into account [46, Theorem 3.57], [10, Proposition 2.3.1] and [46, Theorem 3.57], we obtain

$$\partial(-f)(\bar{x}) \subseteq \text{conv}^* (\partial(-f)(\bar{x})) = \partial^o(-f)(\bar{x}) = -\partial^o f(\bar{x}) = -\text{conv}^* (\partial f(\bar{x})).$$

Here, $\partial^o f$ represents Clarke’s subdifferential of $f$, see [10] for details.

We continue by defining the basic coderivative of a set-valued mapping at a point of its graph.

Definition 2.12 ([46, Definition 1.32]) Let Assumption 1 be fulfilled. The basic coderivative of $F$ at $(\bar{x}, \bar{y}) \in \text{gph} F$ is the multifunction $D^*F(\bar{x}, \bar{y}) : Y^* \rightrightarrows X^*$ defined by

$$D^*F(\bar{x}, \bar{y})(y^*) = \{ x^* \in X^* \mid (x^*, -y^*) \in \text{N}(\bar{x}, \bar{y}, \text{gph} F) \}. \quad (2.6)$$

We put $D^*F(\bar{x}, \bar{y})(y^*) := \emptyset$ for all $y^* \in Y^*$ if $(\bar{x}, \bar{y}) \notin \text{gph} F$.

Remark 2.13  We can omit $\bar{y}$ in the coderivative notation above if $F = f : X \to Y$ is a vector-valued function. It can be shown [46, Theorem 1.38], that if $f$ is continuously differentiable at $\bar{x}$, then

$$D^*f(\bar{x})(y^*) = \{ \nabla f(\bar{x})^* y^* \} \quad \text{for all} \quad y^* \in Y^*.$$

In the above equation, $\nabla f(\bar{x})^* : Y^* \to X^*$ denotes the adjoint operator of $\nabla f(\bar{x})$.

In the last part of the section, we quickly recall two results concerning the subdifferential of marginal functions. This problem is naturally linked to the computation of the subdifferentials of the scalarization functionals, as we will see in the rest of the sections. The setting is as follows:
Assumption 2 In addition to Assumption 1, let \( f : X \times Y \to \mathbb{R} \) be a given functional and consider the associated marginal function \( \varphi : X \to \mathbb{R} \) defined as
\[
\varphi(x) := \inf_{y \in F(x)} f(x, y).
\]
Furthermore, consider the solution map \( S : X \rightharpoonup Y \) defined as
\[
S(x) = \{ y \in F(x) : f(x, y) = \varphi(x) \}.
\]
The first of the results is concerned with the subdifferential of \( \varphi \) in the case that \( F \) and \( f \) are assumed to be convex.

**Theorem 2.14** ([5, Theorem 4.2]) Let Assumption 2 be fulfilled. Suppose in addition that \( \text{gph } F \) is convex, \( f \) is a proper and convex function, and that at least one of the following regularity conditions is satisfied:

(i) \( \text{int gph } F \cap \text{dom } f \neq \emptyset \),

(ii) \( f \) is continuous at a point \((x^0, y^0) \in \text{gph } F\).

Then, \( \varphi \) is convex and, for any \( \bar{x} \in \text{dom } \varphi \) with \( \varphi(\bar{x}) \neq -\infty \) and any \( \bar{y} \in S(\bar{x}) \), we have
\[
\partial \varphi(\bar{x}) = \bigcup_{(x^*, y^*) \in \partial f(\bar{x}, \bar{y})} \left[ x^* + D^* F(\bar{x}, \bar{y})(y^*) \right].
\]

For nonconvex \( F \), many results already exist in the literature. We conclude by establishing a weaker version of [46, Theorem 3.38 (ii)], which will be enough for our purposes. The proof is omitted since it is easy to verify that our assumptions imply those of [46, Theorem 3.38 (ii)]. Recall that a set \( A \) is locally closed around a point \( \bar{z} \in A \) if there exists a neighborhood \( V \) of \( \bar{z} \) such that \( A \cap V \) is a closed set.

**Theorem 2.15** In addition to Assumption 2, suppose that \( X \) and \( Y \) are Asplund spaces. Furthermore, assume that:

(i) \( F \) is closed at \( \bar{x} \),

(ii) \( S \) is inner semicompact at \( \bar{x} \),

(iii) there exists a neighborhood \( U \) of \( \bar{x} \) such that \( f \) is Lipschitzian on \( U \times Y \),

(iv) \( \text{gph } F \) is locally closed around every point of the set \( \{ \bar{x} \} \times S(\bar{x}) \).

Then,
\[
\partial \varphi(\bar{x}) \subseteq \bigcup_{\substack{\bar{y} \in S(\bar{x}) \\ (x^*, y^*) \in \partial f(\bar{x}, \bar{y})}} \left[ x^* + D^* F(\bar{x}, \bar{y})(y^*) \right]. \tag{2.7}
\]
3 Convexity and Lipschitzianity of the Scalarizing Functionals in Set Optimization

With the purpose of deriving optimality conditions for set optimization problems we introduce in this section, for a given set-valued mapping $F$, two associated scalarizing functionals.

We proceed to show that certain nonlinear scalarizing functionals inherit the convexity and Lipschitzianity of $F$. First, under Assumption 1, we consider the functional $\Psi_e : Y \to \mathbb{R}$ given by:

$$\Psi_e(y) := \inf \{ t \in \mathbb{R} | \ y \in te - K \}. \quad (3.1)$$

Recent results concerning characterizations of set relations by scalarizing functionals and corresponding subdifferentials are given in [8, 9].

The nonlinear scalarizing functional $\Psi_e$ has been widely applied in vector optimization [17, 19, 35] and in the next proposition we collect several well known properties of $\Psi_e$ that will be useful later in this work. Recall that a functional $g : Y \to \mathbb{R}$ is said to be $K$-monotone if $y_1, y_2 \in Y, y_1 \preceq_K y_2 \Rightarrow g(y_1) \leq g(y_2)$. Moreover, we say that $g$ is strictly $K$-monotone if $y_1 <_K y_2 \Rightarrow g(y_1) < g(y_2)$.

**Proposition 3.1** ([19, 13]) Let Assumption 1 be fulfilled. Then:

(i) $\Psi_e$ is a finite-valued sublinear function, i.e., $\Psi_e(y_1 + y_2) \leq \Psi_e(y_1) + \Psi_e(y_2)$ and $\Psi_e(\lambda y) = \lambda \Psi_e(y)$ for all $\lambda > 0$ and $y_1, y_2 \in Y$,

(ii) $\Psi_e$ is Lipschitzian on $Y$,

(iii) $\Psi_e$ satisfies the translativity property, i.e., $\Psi_e(y + te) = \Psi_e(y) + t$ for all $t \in \mathbb{R}$ and $y \in Y$,

(iv) $\Psi_e$ is $K$-monotone and strictly $K$-monotone,

(v) $\partial \Psi_e(\bar{y}) = \{ k^* \in K^* | \langle k^*, e \rangle = 1, \Psi_e(\bar{y}) = \langle k^*, \bar{y} \rangle \}$,

(vi) $\Psi_e$ satisfies the representability property, i.e.,

$$-K = \{ y \in Y | \Psi_e(y) \leq 0 \}, \quad \text{int} \ K = \{ y \in Y | \Psi_e(y) < 0 \}.$$ 

**Remark 3.2** According to (vi), for any $\bar{y} \in -\text{bd} \ K$ we have $\Psi_e(\bar{y}) = 0$. Then, it follows from (v) that $\partial \Psi_e(\bar{y}) = \{ k^* \in K^* | \langle k^*, e \rangle = 1, \langle k^*, \bar{y} \rangle = 0 \}$. This simple fact is important to keep in mind for the results that will be obtained later.

In [40, 36, 37], a complete characterization of set order relations by means of a nonlinear scalarizing functional was shown. There, the main result is the following:

**Theorem 3.3** ([40, 36, 37]) Let Assumption 1 be fulfilled and consider $A, B \subseteq Y$. Then,

(i) $A \preceq_K^{(l)} B \implies \sup_{b \in B} \inf_{a \in A} \Psi_e(a - b) \leq 0$.

(ii) $A \preceq_K^{(u)} B \implies \sup_{a \in A} \inf_{b \in B} \Psi_e(a - b) \leq 0$. 
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The previous theorem motivates our next definition.

**Definition 3.4** Let Assumption 1 be fulfilled.

(i) The lower inner function \( g_l : X \times Y \to \mathbb{R} \) is defined as

\[
g_l(x, z) := \inf_{y \in F(x)} \Psi_e(y - z).
\]

(ii) The upper inner function \( g_{u, \bar{x}} : Y \to \mathbb{R} \) is defined as

\[
g_{u, \bar{x}}(y) := \inf_{y \in F(\bar{x})} \Psi_e(y - \bar{y}).
\]

(iii) For \( r \in \{l, u\} \), the scalarizing functional \( f_{r, \bar{x}} : X \to \mathbb{R} \) is defined as follows:

\[
f_{r, \bar{x}}(x) := \begin{cases} 
\sup_{y \in F(\bar{x})} g_l(x, \bar{y}) = \sup_{y \in F(x)} \inf_{y \in F(\bar{x})} \Psi_e(y - \bar{y}) & \text{if } r = l, \\
\sup_{y \in F(\bar{x})} g_{u, \bar{x}}(y) = \sup_{y \in F(x)} \inf_{y \in F(\bar{x})} \Psi_e(y - \bar{y}) & \text{if } r = u.
\end{cases}
\]

As mentioned at the beginning of the section, we now show that for the \( \preceq^l_K \) and \( \preceq^K_u \) relations, the corresponding scalarizing functional inherits the convexity property of the set-valued mapping. We start with a simple proposition.

**Proposition 3.5** Let Assumption 1 be fulfilled and consider the functionals given in Definition 3.4. Then, the following statements are true:

(i) For every \( x \in X \), the functional \( g_l(x, \cdot) \) is \(-K\)-monotone. Furthermore, for \( \bar{y} \in F(\bar{x}) \), we have that \( g_l(\bar{x}, \bar{y}) = 0 \) if and only if \( \bar{y} \in \text{WMin}(F(\bar{x}), K) \).

(ii) The functional \( g_{u, \bar{x}} \) is \( K \)-monotone. Furthermore, for \( y \in F(\bar{x}) \), we have that \( g_{u, \bar{x}}(y) = 0 \) if and only if \( y \in \text{WMax}(F(\bar{x}), K) \).

(iii) For any \( r \in \{l, u\} \), we have \( f_{r, \bar{x}}(\bar{x}) \leq 0 \). Equality holds if \( r = l \) and \( \text{WMin}(F(\bar{x}), K) \neq \emptyset \), or \( r = u \) and \( \text{WMax}(F(\bar{x}), K) \neq \emptyset \).

**Proof.** (i) The monotonicity of \( g_l(x, \cdot) \) follows directly from the monotonicity of \( \Psi_e \). Now, fix \( \bar{y} \in F(\bar{x}) \). Then, we have \( g_l(\bar{x}, \bar{y}) \leq 0 \) and hence

\[
g_l(\bar{x}, \bar{y}) = 0 \iff \inf_{y \in F(\bar{x})} \Psi_e(y - \bar{y}) \geq 0 \\
\iff \forall y \in F(\bar{x}) : \Psi_e(y - \bar{y}) \geq 0 \\
\iff \forall y \in F(\bar{x}) : y - \bar{y} \notin -\text{int } K \\
\iff \bar{y} \in \text{WMin}(F(\bar{x}), K).
\]

(ii) The monotonicity of \( g_{u, \bar{x}} \) is easily deduced from the monotonicity of \( \Psi_e \). Now, take \( y \in F(\bar{x}) \). Then, we always have \( g_{u, \bar{x}}(y) \leq 0 \). Analogous to (i) we get
\begin{align*}
g_{u,\bar{x}}(y) &= 0 \iff \inf_{\bar{y}\in F(\bar{x})} \Psi_{\varepsilon}(y - \bar{y}) \geq 0 \\
&\iff \forall \bar{y} \in F(\bar{x}) : \Psi_{\varepsilon}(y - \bar{y}) \geq 0 \\
&\iff \forall \bar{y} \in F(\bar{x}) : y - \bar{y} \notin -\text{int } K \\
&\iff y \in \text{WMax}(F(\bar{x}), K),
\end{align*}

as desired.

(iii) The fact that $f_{r,\bar{x}}(\bar{x}) \leq 0$ is trivial. If $r = l$ and $\bar{y} \in \text{WMin}(F(\bar{x}), K) \neq \emptyset$ then, by statement (i), we get $g_{l}(\bar{x}, \bar{y}) = 0$. From this we deduce that $f_{l,\bar{x}}(\bar{x}) \geq g_{l}(\bar{x}, \bar{y}) = 0$, and hence the equality holds. Analogously, if $r = u$ and $\bar{y} \in \text{WMax}(F(\bar{x}), K) \neq \emptyset$ then, by statement (ii), we get $g_{u,\bar{x}}(\bar{y}) = 0$. Again, this implies that $f_{u,\bar{x}}(\bar{x}) \geq 0$, and hence the equality.

\begin{proof}
\[\square\]
\end{proof}

Remark 3.6 Proposition 3.5 (i) together with Proposition 3.1 (iv) gives us monotonicity properties of the functionals $g_{l}(x, \cdot)$ and $\Psi_{\varepsilon}$. From this, it easily follows that the functionals $g_{l}$ and $f_{l,\bar{x}}$ are invariant under replacement of $F$ by any set-valued mapping of the form $F_{A} := F + A$, with $A \subseteq K$ and $0 \in A$. In particular, this is true when we replace $F$ by $\mathcal{E}_{F}$.

Similarly, from Proposition 3.5 (ii) and Proposition 3.1 (iv) we deduce that the functionals $f_{u,\bar{x}}$ and $g_{u,\bar{x}}$ are invariant under replacement of $F$ by any set-valued mapping of the form $F_{A} := F - A$, with $A \subseteq K$ and $0 \in A$.

The next lemma proves some useful properties of the inner functions in the convex case.

**Lemma 3.7** Let Assumption 1 be satisfied and consider the lower and upper inner functions given in Definition 3.4. The following statements hold:

(i) If $F$ is $\preceq_{K}^{(l)}$-convex, then $g_{l}(\cdot, \bar{y})$ is convex for every $\bar{y} \in F(\bar{x})$. Furthermore, if $F$ is locally $l$-bounded at $\bar{x}$, then $\bar{x} \in \text{int } \text{dom } g_{l}(\cdot, \bar{y})$ and $g_{l}(\cdot, \bar{y})$ is continuous at $\bar{x}$.

(ii) If $\mathcal{H}_{F}(\bar{x})$ is a convex and $K$-upper bounded set, then $g_{u,\bar{x}}$ is a convex $K$-monotone functional that is continuous on $Y$.

**Proof.** (i) Take $\bar{y} \in F(\bar{x})$, $x_{1}, x_{2} \in X$, and $\lambda \in (0, 1)$. Let $x_{\lambda} := \lambda x_{1} + (1 - \lambda)x_{2}$ and $F_{\lambda} := \lambda F(x_{1}) + (1 - \lambda)F(x_{2})$. Since $F$ is $\preceq_{K}^{(l)}$-convex, we have

\begin{equation}
F_{\lambda} \subseteq F(x_{\lambda}) + K. \tag{3.5}
\end{equation}
We now have
\[
\begin{align*}
g_i(\lambda x_1 + (1 - \lambda)x_2, \bar{y}) &= \inf_{y \in F(x)} \Psi_e(y - \bar{y}) \\
(\text{by monotonicity of } \Psi_e) &= \inf_{y \in F(x) + K} \Psi_e(y - \bar{y}) \\
(\text{by } (3.5)) &\leq \inf_{y \in F(x)} \Psi_e(y - \bar{y}) \\
&= \inf_{(y_1, y_2) \in F(x_1) \times F(x_2)} \Psi_e(\lambda y_1 + (1 - \lambda)y_2 - \bar{y}) \\
&= \inf_{(y_1, y_2) \in F(x_1) \times F(x_2)} \Psi_e(\lambda(y_1 - \bar{y}) + (1 - \lambda)(y_2 - \bar{y})) \\
(\text{by convexity of } \Psi_e) &\leq \inf_{(y_1, y_2) \in F(x_1) \times F(x_2)} \lambda \Psi_e(y_1 - \bar{y}) + (1 - \lambda) \Psi_e(y_2 - \bar{y})
\end{align*}
\]

Now, let us assume that \( F \) is locally \( l \)-bounded at \( \bar{x} \). Hence, we can find \( \mu > 0 \) and a neighborhood \( U \) of \( \bar{x} \) such that
\[
\forall x \in U : F(x) \cap [-\mu e, \mu e] + K = F(x) + K.
\]

By the monotonicity of \( \Psi_e \), we have, for every \( x \in U \):
\[
\begin{align*}
-\infty &< \Psi_e(-\mu e - \bar{y}) \\
&= \inf_{y \in -\mu e + K} \Psi_e(y - \bar{y}) \\
&\leq \inf_{y \in F(x) + K} \Psi_e(y - \bar{y}) \\
&= g_i(x, \bar{y}) \\
&= \inf_{y \in F(x) \setminus [\mu e - K]} \Psi_e(y - \bar{y}) \\
&\leq \sup_{y \in F(x) \setminus [\mu e - K]} \Psi_e(y - \bar{y}) \\
&\leq \Psi_e(\mu e - \bar{y}) \\
&< +\infty.
\end{align*}
\]

This shows that \( g_i(\cdot, \bar{y}) \) is finite and bounded above around \( \bar{x} \), from which the continuity is deduced.

(ii) The monotonicity of \( g_{a, \bar{x}} \) was already established in Proposition 3.5 (ii). In order to show the convexity, we check that epi \( g_{a, \bar{x}} \) is convex. Indeed, take \( (y_1, t_1), (y_2, t_2) \in \text{epi } g_{a, \bar{x}} \) and \( \lambda \in (0, 1) \). Hence, \( g_{a, \bar{x}}(x_1) \leq t_1 \) and \( g_{a, \bar{x}}(x_2) \leq t_2 \). Then, for any \( \epsilon > 0 \), we have
\[
g_{a, \bar{x}}(x_1) < t_1 + \epsilon, \quad g_{a, \bar{x}}(x_2) < t_2 + \epsilon.
\]

But then, we can find \( \bar{y}_1, \bar{y}_2 \in F(\bar{x}) \) such that
\[
\Psi_e(y_1 - \bar{y}_1) < t_1 + \epsilon, \quad \Psi_e(y_2 - \bar{y}_2) < t_2 + \epsilon.
\]
From this, we get

\[
\Psi_e((\lambda y_1 + (1 - \lambda)y_2) - (\lambda \bar{y}_1 + (1 - \lambda)\bar{y}_2)) = \Psi_e(\lambda(y_1 - \bar{y}_1) + (1 - \lambda)(y_2 - \bar{y}_2)) \\
\leq \lambda \Psi_e(y_1 - \bar{y}_1) + (1 - \lambda)\Psi_e(y_2 - \bar{y}_2) \\
\leq \lambda(t_1 + \epsilon) + (1 - \lambda)(t_2 + \epsilon) \\
= \lambda t_1 + (1 - \lambda)t_2 + \epsilon.
\]

Now, because \(F(\bar{x}) - K\) is convex, we have

\[
\lambda \bar{y}_1 + (1 - \lambda)\bar{y}_2 \in \text{conv}(F(\bar{x})) \subseteq H_F(\bar{x}),
\]

and hence we can find \(\bar{y} \in F(\bar{x})\) such that \(\lambda \bar{y}_1 + (1 - \lambda)\bar{y}_2 \in \bar{y} - K\). Then, by monotonicity of \(\Psi_e\), we get

\[
g_{u,\bar{x}}(\lambda y_1 + (1 - \lambda)y_2) \leq \Psi_e(\lambda y_1 + (1 - \lambda)y_2 - \bar{y}) \\
\leq \Psi_e(\lambda(y_1 + (1 - \lambda)y_2) - \lambda \bar{y}_1 + (1 - \lambda)\bar{y}_2) \\
\leq \lambda t_1 + (1 - \lambda)t_2 + \epsilon.
\]

Since \(\epsilon > 0\) was chosen arbitrarily, we conclude that \((\lambda y_1 + (1 - \lambda)y_2, \lambda t_1 + (1 - \lambda)t_2) \in \text{epi} g_{u,\bar{x}}\). But this means that \(\text{epi} g_{u,\bar{x}}\) is a convex set, as desired.

Now, since \(H_F(\bar{x})\) is \(K\)-upper bounded, we have

\[
-\infty < \Psi(y - \mu e) = \inf_{\bar{y} \in \mu e - K} \Psi_e(y - \bar{y}) \leq \inf_{\bar{y} \in H_F(\bar{x}) - K} \Psi_e(y - \bar{y}) \overset{\text{Remark 3.6}}{=} g_{u,\bar{x}}(y).
\]

This means that \(g_{u,\bar{x}}\) is finite on \(Y\). The continuity of \(g_{u,\bar{x}}\) is now deduced by fixing \(\bar{y} \in F(\bar{x})\) and noticing that \(g_{u,\bar{x}}(\cdot) \leq \Psi_e(\cdot - \bar{y})\), a continuous convex functional. \(\square\)

We are now ready to establish the convexity of the scalarization functions \(f_{l,\bar{x}}\) and \(f_{u,\bar{x}}\).

**Theorem 3.8** Let Assumption 1 be satisfied and, for \(r \in \{l, u\}\), consider the functional \(f_{r,\bar{x}}\) given in Definition 3.4 (iii). The following statements hold:

(i) If \(F\) is \(\preceq_0\)-convex then \(f_{l,\bar{x}}\) is convex. Furthermore, if \(F\) is locally \(l\)-bounded at \(\bar{x}\), then \(\bar{x} \in \text{int dom } f_{l,\bar{x}}\) and \(f_{l,\bar{x}}\) is continuous at \(\bar{x}\).

(ii) If \(F\) is \(\succeq_0\)-convex and \(H_F(\bar{x})\) is a convex set, then \(f_{u,\bar{x}}\) is convex. Furthermore, if \(F\) is locally \(u\)-upper bounded at \(\bar{x}\), then \(\bar{x} \in \text{int dom } f_{u,\bar{x}}\) and \(f_{u,\bar{x}}\) is continuous at \(\bar{x}\).

**Proof.** (i) We have

\[
f_{l,\bar{x}}(x) = \sup_{\bar{y} \in F(\bar{x})} g_l(x, \bar{y}).
\]

By Lemma 3.7 (i), for every \(\bar{y} \in F(\bar{x})\), the functional \(g_l(\cdot, \bar{y})\) is convex. Hence \(f_{l,\bar{x}}\) is convex as it is the supremum of convex functionals. To prove the second part, it suffices to show that \(f_{l,\bar{x}}\) is finite and upper bounded on a neighborhood of \(\bar{x}\). In order to show that this is true, note that the assumptions on the second part of Lemma 3.7
(i) are fulfilled. Hence, from (3.6) we get the existence of $\mu > 0$ and neighborhood $U$ of $\bar{x}$ on which

$$ \forall x \in U : -\infty < g_l(x, \bar{y}) \leq \Psi_e(\mu e - \bar{y}). \quad (3.7) $$

Taking the supremum over $\bar{y} \in F(\bar{x})$ in (3.7), we get

$$ \forall x \in U : -\infty < f_{l,\bar{x}}(x) \leq \sup_{\bar{y} \in F(\bar{x})} \Psi_e(\mu e - \bar{y}). \quad (3.8) $$

Now, since $F$ is locally $l$-lower bounded at $\bar{x}$, in particular $F(\bar{x}) \subseteq -\mu e + K$. By the monotonicity of $\Psi_e$, we now obtain

$$ \sup_{\bar{y} \in F(\bar{x})} \Psi_e(\mu e - \bar{y}) \leq \Psi_e(2\mu e) = 2\mu. $$

This, together with (3.8), implies that $f_{l,\bar{x}}$ is finite and upper bounded on $U$. The statement follows.

(ii) Let us now prove that $f_{u,\bar{x}}$ is convex. Indeed, take any $x_1, x_2 \in X$ and $\lambda \in (0,1)$. Again, by denoting $x_\lambda = \lambda x_1 + (1 - \lambda)x_2$ and $F_\lambda = \lambda F(x_1) + (1 - \lambda)F(x_2)$, we have

$$ f_{u,\bar{x}}(x_\lambda) = \sup_{y \in F(x_\lambda)} g_{u,\bar{x}}(y) \leq \sup_{y \in F_\lambda} g_{u,\bar{x}}(y) = \lambda g_{u,\bar{x}}(y_1) + (1 - \lambda)g_{u,\bar{x}}(y_2) \leq \lambda f_{u,\bar{x}}(x_1) + (1 - \lambda)f_{u,\bar{x}}(x_2), $$

as desired.

Now, assume that $F$ is locally $u$-upper bounded at $\bar{x}$ and let $U$ be the neighborhood on which the boundedness property holds. Again, in order to prove the second part it suffices to show that $f_{u,\bar{x}}$ is finite and upper bounded on a neighborhood of $\bar{x}$. We proceed as follows: since $\bar{x} \in \text{int \ dom \ } F$, we can assume without loss of generality that $U \subseteq \text{int \ dom \ } F$. Moreover, since in particular the assumptions of Lemma 3.7 (ii) are fulfilled, we get that $g_{u,\bar{x}}(y) > -\infty$ for every $y \in Y$. Taking any selection $\theta$ of $F$ on $U$, we deduce that

$$ \forall x \in U : -\infty < g_{u,\bar{x}}(\theta(x)) \leq f_{u,\bar{x}}(x). $$

On the other hand, recall that from Lemma 3.7 (ii) the functional $g_{u,\bar{x}}$ is $K$-monotone and finite. Taking this into account and the fact that $F(x) - K \subseteq \mu e - K$ for every $x \in U$, we obtain

$$ \forall x \in U : f_{u,\bar{x}}(x) \leq \sup_{y \in \mu e - K} g_{u,\bar{x}}(y) = g_{u,\bar{x}}(\mu e) < +\infty. $$

The theorem is proved. $\Box$

Next, we prove that the Lipschitzianity of the set-valued mapping is also transferred to the corresponding scalarization functionals. The following proposition is crucial.
Proposition 3.9 Let Assumption 1 be fulfilled and let \( f : X \times Y \to \mathbb{R} \) be a given functional. Consider the associated marginal functions \( \varphi, \Phi : X \to \mathbb{R} \) defined as

\[
\varphi(x) := \inf_{y \in F(x)} f(x, y), \quad \Phi(x) := \sup_{y \in F(x)} f(x, y).
\]

Suppose that \( F \) is Lipschitzian on a set \( U \subseteq X \) with constant \( \ell > 0 \) and that \( f \) is Lipschitzian on the set \((U \times Y) \cap \text{gph } F \) with constant \( \ell' > 0 \). The following statements are true:

(i) If \( \varphi(x) > -\infty \) for some \( x \in U \), then \( \varphi \) is Lipschitzian on \( U \) with constant \( \ell(1+\ell') \).

(ii) If \( \Phi(x) < +\infty \) for some \( x \in U \), then \( \Phi \) is Lipschitzian on \( U \) with constant \( \ell'(1+\ell) \).

Proof. We only prove (i), since the proof of (ii) is very similar. Take \( x, x' \in U \) and let \( \ell, \ell' > 0 \) be the Lipschitz constants of \( F \) and \( f \) respectively. Then, because \( F \) is Lipschitzian on \( U \),

\[
\forall y' \in F(x'), \exists y \in F(x) : \|y-y'\| \leq \ell\|x-x'\|.
\]

Taking this into account, together with the Lipschitz continuity of \( f \) on \((U \times Y) \cap \text{gph } F \), we have

\[
\forall y' \in F(x'), \exists y \in F(x) : f(x, y) \leq f(x', y') + \ell\|x-x'\| + \ell'\|y-y'\|.
\]

This implies

\[
\varphi(x) \leq \varphi(x') + \tilde{\ell}\|x-x''\|, \tag{3.9}
\]

with \( \tilde{\ell} := \ell'(1+\ell) \). Since \( \varphi(x) > -\infty \), we can substitute \( x = \bar{x} \) in (3.9) to obtain that \( \varphi(x') > -\infty \) for every \( x' \in U \). From this, it follows that \( \varphi \) is Lipschitzian on \( U \). \(\square\)

Next lemma is an immediate consequence of Proposition 3.9, Proposition 3.1 (ii) and Proposition 3.5.

Lemma 3.10 Let Assumption 1 be fulfilled. Consider the lower and upper inner functions given in Definition 3.4 and let \( \rho \) be the Lipschitz constant of \( \Psi_e \). The following statements hold:

(i) If \( F \) is Lipschitzian with constant \( \ell > 0 \) on a neighborhood \( U \) of \( \bar{x} \) and there exists \( \bar{y} \in Y \) with \( g_l(\bar{x}, \bar{y}) > -\infty \), then \( g_l \) is Lipschitzian on \( U \times Y \) with constant \( \rho(1+\ell) \). In particular, the condition \( g_l(\bar{x}, \bar{y}) > -\infty \) can be replaced by \( \bar{y} \in \text{WMin}(F(\bar{x}), K) \).

(ii) The functional \( g_{a,\bar{x}} \) is Lipschitzian on \( Y \) with constant \( \rho \) if and only if \( g_{a,\bar{x}}(\bar{y}) > -\infty \) for some \( \bar{y} \in \bar{Y} \). In particular, this is true if \( \text{WMax}(F(\bar{x}), K) \neq \emptyset \).
Proof. (i) Consider the set-valued mapping \( \tilde{F} : X \times Y \rightrightarrows Y \) and the functional \( \tilde{f} : X \times Y \times Y \to \mathbb{R} \) defined as
\[
\tilde{F}(x, y) := F(x), \quad \tilde{f}(x, y, z) := \Psi_e(z - y).
\]
Apply now Proposition 3.9 (i) with \( \varphi := g_l \), \( F := \tilde{F} \) and \( f := \tilde{f} \) to obtain the Lipschitzianity of \( g_l \). If \( \bar{y} \in \text{WMin}(F(\bar{x}), K) \), then it follows from Proposition 3.5 (i) that \( g_l(\bar{x}, \bar{y}) = 0 > -\infty \).

(ii) Follows easily from the fact that \( g_{u, \bar{x}} \) is the finite infimum of a fixed family of Lipschitzian functionals on \( Y \).

Of course, when \( \bar{y} \in \text{WMax}(F(\bar{x}), K) \neq \emptyset \), we get \( g_{u, \bar{x}}(\bar{y}) = 0 > -\infty \) from Proposition 3.5 (ii).

We can now establish the Lipschitzianity of the scalarizing functionals \( f_{l, \bar{x}} \) and \( f_{u, \bar{x}} \).

**Theorem 3.11** Let Assumption 1 be fulfilled. For \( r \in \{l, u\} \), consider the functional \( f_{r, \bar{x}} \) given by (3.4) and suppose that \( F \) is locally Lipschitzian at \( \bar{x} \). The following statements hold:

(i) If \( \text{WMin}(F(\bar{x}), K) \neq \emptyset \), then \( f_{l, \bar{x}} \) is locally Lipschitzian at \( \bar{x} \).

(ii) If \( \text{WMax}(F(\bar{x}), K) \neq \emptyset \), then \( f_{u, \bar{x}} \) is locally Lipschitzian at \( \bar{x} \).

Proof. (i) Consider the constant set-valued mapping \( \tilde{F} : X \rightrightarrows Y \) given by \( \tilde{F}(x) := F(\bar{x}) \) for every \( x \in X \). By Lemma 3.10 (i), we know that \( g_l \) is Lipschitzian on \( U \times Y \), where \( U \) is a neighborhood of \( \bar{x} \) on which \( F \) is Lipschitzian. Furthermore, according to Proposition 3.5 (iii), we have \( f_{l, \bar{x}}(\bar{x}) = 0 < +\infty \). Hence, the Lipschitzianity of \( f_{l, \bar{x}} \) around \( \bar{x} \) follows from Proposition 3.9 (ii) with \( \varphi := f_{l, \bar{x}}, F := \tilde{F} \) and \( f := g_l \).

(ii) Similarly, consider the functional \( \tilde{f} : X \times Y \to \mathbb{R} \) given by \( \tilde{f}(x, y) := g_{u, \bar{x}}(y) \) for every \( (x, y) \in X \times Y \). From 3.10 (ii), we get that \( \tilde{f} \) is Lipschitzian on \( X \times Y \). In addition, Proposition 3.5 (iii) tells us that \( f_{u, \bar{x}}(\bar{x}) = 0 < +\infty \). Hence, the Lipschitzianity of \( f_{u, \bar{x}} \) around \( \bar{x} \) follows from Proposition 3.9 (ii) with \( \varphi := f_{u, \bar{x}}, F := \tilde{F} \) and \( f := \tilde{f} \).

\[ \blacksquare \]

## 4 Subdifferential of the scalarizing functional associated to the lower less relation

In this part, we derive upper estimates for Mordukhovich’s subdifferential of the scalarizing functional \( f_{l, \bar{x}} \) studied in Section 3. Our upper estimates are given in terms of the coderivative of the set-valued objective map \( F \) and are based in Theorem 2.14 and Theorem 2.15. These motivates the definition of the following solution maps.

**Definition 4.1** Let Assumption 1 be fulfilled.

(i) The lower inner solution map \( S^{l, 1}_F : X \times Y \rightrightarrows Y \) is defined as
\[
S^{l, 1}_F(x, y) := \{ z \in F(x) : \Psi_e(z - y) = g_l(x, y) \}.
\]

(ii) The lower outer solution map \( S^{l, 2}_F : X \rightrightarrows Y \) is defined as
\[
S^{l, 2}_F(x) := \{ y \in F(\bar{x}) : f_{l, \bar{x}}(x) = g_l(x, y) \}.
\]
Remark 4.2 According to Remark 3.6, the functionals $g_l$ and $f_{i,l}$ are invariant under replacement of $F$ by $\mathcal{E}_F$. However, although the set-valued mappings $S^{l,i}_{\mathcal{E}_F}$ and $S^{l,i}_F$ are based on the same functionals ($i = 1, 2$), we always have $S^{l,i}_F(\cdot) \subseteq S^{l,i}_{\mathcal{E}_F}(\cdot)$ and the inclusions can be strict.

We divide the analysis in two cases, corresponding to whether $F$ is $\succeq^{(l)}_K$-convex or locally Lipschitzian at $\bar{x}$. We start the study with the convex case. The next lemma shows an exact formula for the subdifferential of the inner function given in Definition 3.4 (i). It is worth mentioning that a similar version of this result was recently obtained in [21, Lemma 2], but assuming the separability of $X$.

Lemma 4.3 Let Assumption 1 be fulfilled and, for $\bar{y} \in \text{WMin}(\mathcal{E}_F(\bar{x}), K)$, consider the functional $g_{l,\bar{y}} := g_l(\cdot, \bar{y})$. Assume in addition that $F$ is $\succeq^{(l)}_K$-convex and locally $l$-bounded at $\bar{x}$. Then,

$$\partial g_{l,\bar{y}}(\bar{x}) = D^*\mathcal{E}_F(\bar{x}, \bar{y})[\partial \Psi_e(0)].$$

(4.1)

Proof. The result will be a simple consequence of Theorem 2.14. Indeed, note that according to Remark 3.6 we can write

$$g_{l,\bar{y}}(x) = \inf_{y \in \mathcal{E}_F(x)} f(x, y),$$

where $f : X \times Y \to \mathbb{R}$ is defined as $f(x, y) = \Psi_e(y - \bar{y})$. Since $F$ is $\succeq^{(l)}_K$-convex, we have that $\mathcal{E}_F$ is a convex set-valued mapping. It is also obvious that $f$ is proper and convex. Moreover, by Proposition 3.5 (i), we have that $g_{l,\bar{y}}(\bar{x}) = 0 \neq -\infty$. According to Proposition 3.1 (ii), $f$ is Lipschitzian on $X \times Y$ and hence the regularity condition (ii) in Theorem 2.14 is satisfied. In this case, the solution map is just $S^{l,i}_{\mathcal{E}_F}(\cdot, \bar{y})$. According to Proposition 3.5 (i) and Proposition 3.1 (vi), we get

$$S^{l,i}_{\mathcal{E}_F}(\bar{x}, \bar{y}) = \{y \in \mathcal{E}_F(\bar{x}) \mid \Psi_e(y - \bar{y}) = 0\} = \mathcal{E}_F(\bar{x}) \cap (\bar{y} - \text{bd } K).$$

(4.2)

Since $0 \in \text{bd } K$, it follows that $\bar{y} \in S^{l,i}_{\mathcal{E}_F}(\bar{x}, \bar{y})$. Applying now Theorem 2.14, we obtain

$$\partial g_{l,\bar{y}}(\bar{x}) = \bigcup_{(x^*, y^*) \in \partial f(\bar{x}, \bar{y})} [x^* + D^*\mathcal{E}_F(\bar{x}, \bar{y})(y^*)]$$

$$= \bigcup_{(x^*, y^*) \in \partial \Psi_e(0)} [x^* + D^*\mathcal{E}_F(\bar{x}, \bar{y})(y^*)]$$

$$= \bigcup_{y^* \in \partial \Psi_e(0)} D^*\mathcal{E}_F(\bar{x}, \bar{y})(y^*),$$

which proves the statement.

\[ \square \]

Lemma 4.4 Let Assumption 1 be fulfilled and take points $(\bar{x}, \bar{y}_1), (\bar{x}, \bar{y}_2) \in \text{gph } \mathcal{E}_F$ such that $\bar{y}_1 \preceq_K \bar{y}_2$. If $F$ is $\succeq^{(l)}_K$-convex, then:

$$\forall y^* \in K^* : D^*\mathcal{E}_F(\bar{x}, \bar{y}_2)(y^*) \subseteq D^*\mathcal{E}_F(\bar{x}, \bar{y}_1)(y^*).$$
Proof. Fix \( y^* \in K^* \) and \( x^* \in D^* \mathcal{E}_F(\bar{x}, \bar{y}_2)(y^*) \). Since \( \bar{y}_1 - \bar{y}_2 \in -K \), we have that \( \langle y^*, \bar{y}_1 - \bar{y}_2 \rangle \leq 0 \). Then, for every \( (x, y) \in \text{gph} \ \mathcal{E}_F \), we have

\[
\langle x^*, x - \bar{x} \rangle \leq \langle y^*, y - \bar{y}_2 \rangle = \langle y^*, y - \bar{y}_1 \rangle + \langle y^*, \bar{y}_1 - \bar{y}_2 \rangle \leq \langle y^*, y - \bar{y}_1 \rangle,
\]

which implies that \((x^*, -y^*) \in N((\bar{x}, \bar{y}_1), \text{gph} \ \mathcal{E}_F)\). The statement is proved. \( \square \)

The following concept was introduced in [60].

**Definition 4.5** Let Assumption 1 be fulfilled and consider \( A \subseteq Y \). We say that \( A \) is strongly \( K \)-compact if there exists a compact set \( B \subseteq A \) such that \( B \in [A]^{(l)} \).

**Theorem 4.6** Let Assumption 1 be satisfied. Suppose that \( F \) is \( \preceq_{K}^{(l)} \)-convex and locally \( l \)-bounded at \( \bar{x} \). Furthermore, assume that \( F(\bar{x}) \) is strongly \( K \)-compact. Then,

\[
\partial f_{i, \bar{x}}(\bar{x}) = \text{conv} \left( \bigcup_{\bar{y} \in \text{Min}(F(\bar{x}), K)} D^* \mathcal{E}_F(\bar{x}, \bar{y}) [\partial \Psi_{e}(0)] \right).
\]

**Proof.** Under the assumptions of the theorem we can apply Theorem 3.8 (i) to obtain that the functional \( f_{i, \bar{x}} \) is convex and continuous at \( \bar{x} \). Hence, by [53, Proposition 1.11], we have \( \partial f_{i, \bar{x}}(\bar{x}) \neq \emptyset \). Since \( F(\bar{x}) \) is strongly \( K \)-compact, there exists a compact set \( A \subseteq F(\bar{x}) \) such that \( A + K = F(\bar{x}) + K \). Applying [28, Lemma 4.7], we get that

\[
\text{Min}(F(\bar{x}), K) = \text{Min}(A, K) \neq \emptyset. \quad (4.3)
\]

As in Lemma 4.3 we consider, for \( \bar{y} \in F(\bar{x}) \), the functional \( g_{i, \bar{y}} := g_i(\cdot, \bar{y}) \). Then, according to Proposition 3.5 (i), the functional \( g_i(x, \cdot) \) is \(-K\) monotone for any \( x \in X \). This implies

\[
f_{i, \bar{x}}(x) = \sup_{\bar{y} \in F(\bar{x})} g_i(x, \bar{y}) = \sup_{\bar{y} \in F(\bar{x}) + K} g_i(x, \bar{y}) = \sup_{\bar{y} \in A + K} g_i(x, \bar{y}) = \sup_{\bar{y} \in A} g_i(x, \bar{y}) = \sup_{\bar{y} \in A} g_{i, \bar{y}}(x).
\]

The above equation implies that \( f_{i, \bar{x}} \) can be expressed as the pointwise supremum of the parametric family \( \{g_{i, \bar{y}}\}_{\bar{y} \in A} \). In this context, it is stated in [57, Proposition 4.5.2] an exact formula for the subdifferential of the maximum of convex functions. In order to apply this proposition, it is sufficient to verify the following statements:

- \((A, \| \cdot \|)\) is a compact Hausdorff space.
  This is obvious given our compactness assumption.
- For any \( \bar{y} \in A \), the functional \( g_{i, \bar{y}} \) is convex and continuous at \( \bar{x} \).
  Since \( A \subseteq F(\bar{x}) \), the statement follows directly from Lemma 3.7 (i).
• For every $x \in X$, the functional $g_l(x, \cdot)$ is u.s.c at every point of $A$.

Indeed, fix $x \in X$ and take $\bar{y} \in A, \alpha \in \mathbb{R}$ such that $g_l(x, \bar{y}) < \alpha$. This is equivalent to

$$\inf_{y \in F(x)} \Psi_e(y - \bar{y}) < \alpha,$$

and hence we can find $y' \in F(x)$ such that $\Psi_e(y' - \bar{y}) < \alpha$. Because of the continuity of $\Psi_e$, we can find a neighborhood $V(\bar{y})$ of $\bar{y}$ such that for every $z \in V(\bar{y})$, the inequality $\Psi_e(y' - z) < \alpha$ holds. This, together with the definition of $g_l(x, \cdot)$, gives us

$$\forall z \in V(\bar{y}) \cap A : g_l(x, z) \leq \Psi_e(y' - z) < \alpha,$$

as desired.

Applying now [57, Proposition 4.5.2], we obtain that

$$\partial f_{l,x}(\bar{x}) = \text{conv}^\ast \left( \bigcup_{\bar{y} \in \tilde{S}} \partial g_{l,\bar{y}}(\bar{x}) \right), \quad (4.4)$$

where

$$\tilde{S} = \{ \bar{y} \in A : g_{l,\bar{y}}(\bar{x}) = f_{l,x}(\bar{x}) \}.$$

Recall that $\text{WMin}(F(\bar{x}), K) \neq \emptyset$ according to (4.3). Then, by Proposition 3.5 (iii), we know that $f_{l,x}(\bar{x}) = 0$. Hence, $\bar{y} \in \tilde{S}$ if and only if $g_{l,\bar{y}}(\bar{x}) = 0$. Fix $\bar{y} \in A$. Note that, because of the monotonicity of $\Psi_e$, we have

$$g_{l,\bar{y}}(\bar{x}) = \inf_{y \in F(\bar{x})} \Psi_e(y - \bar{y}) = \inf_{y \in F(\bar{x}) + K} \Psi_e(y - \bar{y})$$

$$= \inf_{y \in A + K} \Psi_e(y - \bar{y}) = \inf_{y \in A} \Psi_e(y - \bar{y}).$$

Then, following the same lines in the proof of Proposition 3.5 (i), we get

$$\inf_{y \in A} \Psi_e(y - \bar{y}) = 0 \iff \bar{y} \in \text{WMin}(A, K).$$

This shows that

$$\tilde{S} = \text{WMin}(A, K). \quad (4.5)$$

Now, since $A$ is compact, we can apply [35, Proposition 9.3.7] to obtain that $A$ satisfies the so called domination property, i.e,

$$A \subseteq \text{Min}(A, K) + K. \quad (4.6)$$

Hence, taking into account (4.4), (4.5) and Lemma 4.3, we obtain

$$\partial f_{l,x}(\bar{x}) = \text{conv}^\ast \left( \bigcup_{\bar{y} \in \text{WMin}(A, K)} D^*E_F(\bar{x}, \bar{y}) \left[ \partial \Psi_e(0) \right] \right). \quad (4.7)$$

By (4.6), for every $\bar{y} \in \text{WMin}(A, K)$ there exists $\bar{y}_1 \in \text{Min}(A, K)$ such that $\bar{y}_1 \preceq K \bar{y}$. This, together with the fact that $\partial \Psi_e(0) \subseteq K^*$, allows us to apply Lemma 4.4 to obtain
\[ D^*\mathcal{E}_F(\bar{x}, \bar{y}) [\partial \Psi_e(0)] \subseteq D^*\mathcal{E}_F(\bar{x}, \bar{y}_1) [\partial \Psi_e(0)]. \]

Combining equations (4.7) and (4.8), we have
\[
\partial f_{l, \bar{x}}(\bar{x}) = \text{conv}^* \left( \bigcup_{\bar{y} \in WMin(A,K)} D^*\mathcal{E}_F(\bar{x}, \bar{y}) [\partial \Psi_e(0)] \right) 
\subseteq \text{conv}^* \left( \bigcup_{\bar{y}_1 \in \text{Min}(A,K)} D^*\mathcal{E}_F(\bar{x}, \bar{y}_1) [\partial \Psi_e(0)] \right).
\]

Since the reverse inclusion is obviously true, we obtain
\[
\partial f_{l, \bar{x}}(\bar{x}) = \text{conv}^* \left( \bigcup_{\bar{y} \in WMin(A,K)} D^*\mathcal{E}_F(\bar{x}, \bar{y}) [\partial \Psi_e(0)] \right).
\]

The desired result follows from (4.3).

Next, we analyze the case on which \( F \) is locally Lipschitzian at \( \bar{x} \). Similar to the convex case, we start by establishing an upper estimate of the subdifferential of the inner function.

**Lemma 4.7** Let Assumption 1 be fulfilled with \( X, Y \) being Asplund, and let \( \bar{y} \in WMin(F(\bar{x}), K) \). Suppose also that:

(i) \( F \) is closed at \( \bar{x} \),

(ii) \( S_{F}^{l,1}(x, y) \) is inner semicompact at \( (\bar{x}, \bar{y}) \),

(iii) \( \text{gph} F \) is locally closed around every point in the set \( \{\bar{x}\} \times F(\bar{x}) \cap (\bar{y} - \text{bd } K) \).

Then,
\[ \partial g_{l}(\bar{x}, \bar{y}) \subseteq \bigcup_{z \in F(\bar{x}) \cap (\bar{y} - \text{bd } K), z^* \in \partial \Psi_e(\bar{x} - y)} D^*F(\bar{x}, \bar{z})(z^*) \times \{-z^*\}. \]

**Proof.** Consider the set-valued mapping \( \tilde{F} : X \times Y \rightrightarrows Y \) and the functional \( f : X \times Y \times Y \rightarrow \mathbb{R} \) defined as
\[ \tilde{F}(x, y) := F(x), \quad f(x, y, z) := \Psi_e(z - y). \]

Thus, we have
\[ g_{l}(x, y) = \inf_{z \in F(x, y)} f(x, y, z). \]

Now, we check that it is possible to apply Theorem 2.15. First, note that the associated solution map in this case is just \( S_{F}^{l,1} \), from Definition 4.1. Next, observe that \( g_{l}(\bar{x}, \bar{y}) = 0 \) by Proposition 3.5 (i). Hence, using the representability property of \( \Psi_e \) we get
\[ S_{F}^{l,1}(\bar{x}, \bar{y}) = \{ z \in F(\bar{x}) : \Psi_e(z - \bar{y}) = 0 \} = F(\bar{x}) \cap (\bar{y} - \text{bd } K) \supseteq \{\bar{y}\} \neq \emptyset. \]

We proceed to check that the hypothesis of the theorem are fulfilled.
• $\tilde{F}$ is closed at $(\bar{x}, \bar{y})$.
  This is obvious given the definition of $\tilde{F}$ and condition (i) above.
• $S_{\tilde{F}}^{1}$ is inner semicompact at $(\bar{x}, \bar{y})$.
  This is precisely condition (ii) in the lemma.
• There is a neighborhood $U'$ of $(\bar{x}, \bar{y})$ such that $f$ is Lipschitzian on $U' \times Y$.
  This follows directly from the definition of $f$ and Proposition 3.1 (ii).
• $\text{gph } \tilde{F}$ is locally closed around every point in the set $\{(\bar{x}, \bar{y})\} \times S_{\tilde{F}}^{1}(\bar{x}, \bar{y})$.
  Taking into account (4.10), the statement follows from condition (iii).

Applying now Theorem 2.15 we obtain

$$\partial g_{l}(\bar{x}, \bar{y}) \subseteq \bigcup_{(x^{*}, y^{*}, z^{*}) \in \partial \tilde{g}(\bar{x}, \bar{y}, \bar{z})} \left\{ (x^{*}, y^{*}) + D^{*}\tilde{F}(\bar{x}, \bar{y}, \bar{z})(z^{*}) \right\}. \quad (4.11)$$

We now simplify the above inclusion. The first step will be to examine $D^{*}\tilde{F}(\bar{x}, \bar{y}, \bar{z})$.

Note that

$$\text{gph } \tilde{F} = \{(x, y, z) : z \in F(x)\}.$$ 

Hence, we obtain

$$N((\bar{x}, \bar{y}, \bar{z}), \text{gph } \tilde{F}) = \{(x^{*}, 0, z^{*}) \in X^{*} \times Y^{*} \times Y^{*} : (x^{*}, z^{*}) \in N((\bar{x}, \bar{z}), \text{gph } F)\}.$$ 

From this we deduce that

$$D^{*}\tilde{F}(\bar{x}, \bar{y}, \bar{z})(z^{*}) = \{(x^{*}, 0) \in X^{*} \times Y^{*} : (x^{*}, -z^{*}) \in N((\bar{x}, \bar{z}), \text{gph } F)\} = D^{*}F(\bar{x}, \bar{z})(z^{*}) \times \{0\}. \quad (4.12)$$

Next, we compute $\partial f(\bar{x}, \bar{y}, \bar{z})$. For this, we first note that $f$ is convex and continuous at every point. Considering the operator $T \in \mathcal{L}(X \times Y \times Y, Y)$ defined as $T(x, y, z) := z - y$, we get $f = \Psi_{e} \circ T$. By the classical chain rule in convex analysis [52, Proposition 3.28], we now obtain

$$\partial f(\bar{x}, \bar{y}, \bar{z}) = \partial f(\bar{x}, \bar{y}, \bar{z}) = T^{*}[\partial \Psi_{e}(\bar{z} - \bar{y})] = T^{*}[\partial \Psi_{e}(\bar{z} - \bar{y})],$$

where $T^{*}$ denotes the adjoint operator of $T$. Moreover, it is easy to check that $T^{*}(z^{*}) = (0, -z^{*}, z^{*})$. Hence, we get

$$\partial f(\bar{x}, \bar{y}, \bar{z}) = \{0\} \times \bigcup_{z^{*} \in \partial \Psi_{e}(\bar{z} - \bar{y})} (-z^{*}, z^{*}). \quad (4.13)$$

Substituting now (4.12) and (4.13) into (4.11), the desired estimate is obtained.

**Theorem 4.8** In addition to Assumption 1, let $X$ and $Y$ be Asplund. Suppose also that:

(i) $F$ is locally Lipschitzian at $\bar{x}$,
(ii) \( \text{WMin}(F(\bar{x}), K) \neq \emptyset \),

(iii) \( F \) is closed at \( \bar{x} \),

(iv) \( S_{F}^{1} \) is inner semicompact at every point of \( \{ \bar{x} \} \times \text{WMin}(F(\bar{x}), K) \),

(v) \( S_{F}^{2} \) is inner semicompact at \( \bar{x} \),

(vi) \( \text{gph} \ F \) is locally closed around every point in the set \( \{ \bar{x} \} \times \text{WMin}(F(\bar{x}), K) \).

Then,

\[
\partial f_{l, \bar{x}}(\bar{x}) \subseteq \text{conv} \left( \bigcup_{y \in \text{WMin}(F(\bar{x}), K)} \left\{ x^{*} \in X^{*} : \exists y^{*} \in N(\bar{y}, F(\bar{x})) : (x^{*}, y^{*}) \in G(\bar{x}, \bar{y}) \right\} \right),
\]

where

\[
G(\bar{x}, \bar{y}) = \text{conv} \left( \bigcup_{\bar{z} \in F(\bar{x}) \cap (\bar{y} - \text{bd} K)} D^{*}F(\bar{x}, \bar{z})(z^{*}) \times \{-z^{*}\} \right). \tag{4.14}
\]

Proof. Consider the (constant) set-valued mapping \( \tilde{F} : X \Rightarrow Y \) defined as \( \tilde{F}(x) := F(\bar{x}) \) for every \( x \in X \). Then, we can write

\[
f_{l, \bar{x}}(x) = \sup_{y \in F(x)} g_{l}(x, y).
\]

Next, note that the solution map in this case is \( S_{F}^{l, 2} \). Furthermore, as a consequence of (ii) and Proposition 3.5 (iii), we obtain \( f_{l, \bar{x}}(\bar{x}) = 0 \). The definition of \( \tilde{F} \) and \( g_{l} \) allow us then to apply Proposition 3.5 (i) to obtain that

\[
S_{F}^{l, 2}(\bar{x}) = \text{WMin}(F(\bar{x}), K).
\]

We now check that it is possible to apply Theorem 2.15 to obtain an upper estimate of Mordukhovich’s subdifferential of \( f_{l, \bar{x}} \) at \( \bar{x} \).

- \( \tilde{F} \) is closed at \( \bar{x} \).

It is easy to see that the closedness of \( \tilde{F} \) at \( \bar{x} \) is equivalent to the closedness of the set \( F(\bar{x}) \). The statement follows from condition (iii).

- \( S_{F}^{l, 2} \) is inner semicompact at \( \bar{x} \).

This is precisely condition (v).

- There is a neighborhood \( U \) of \( \bar{x} \) such that \( g_{l} \) is Lipschitzian on \( U \times Y \).

This follows from conditions (i), (ii) and Lemma 3.10 (i).

- \( \text{gph} \ \tilde{F} \) is locally closed around every point of the set \( \{ \bar{x} \} \times S_{F}^{l, 2}(\bar{x}) \).

Again, this is deduced from the fact that \( F(\bar{x}) \) is a closed set, which is implied by (iii).
Hence, taking into account the Lipschitzianity of $f_{l,x}$ from Theorem 3.11 (i), we obtain:

\[
\partial f_{l,x}(\bar{x}) = \partial \left( - \inf_{y \in F(\cdot)} -g_l(\cdot, y) \right)(\bar{x})
\]

( Remark 2.11)

\[
\subseteq -\text{conv}^* \left( \partial \left( \inf_{y \in F(\cdot)} -g_l(\cdot, y) \right)(\bar{x}) \right)
\]

(Theorem 2.15)

\[
\subseteq -\text{conv}^* \left( \bigcup_{y \in S^2_{F}(\bar{x})} \left[ x^* + D^* \tilde{F}(\bar{x}, \bar{y})(y^*) \right] \right). \tag{4.15}
\]

Now, we examine $D^* \tilde{F}(\bar{x}, \bar{y})$ for any $(\bar{x}, \bar{y}) \in X \times Y$. Since gph $\tilde{F} = X \times F(\bar{x})$, we get in this case $N((\bar{x}, \bar{y}), \text{gph } \tilde{F}) = \{0\} \times N(\bar{y}, F(\bar{x}))$. From this, we deduce that

\[
D^* \tilde{F}(\bar{x}, \bar{y})(y^*) = \begin{cases} 
\{0\}, & \text{if } y^* \in -N(\bar{y}, F(\bar{x})), \\
\emptyset, & \text{otherwise}.
\end{cases}
\]

Plugging this back into (4.15) and taking into account that $S^2_{F}(\bar{x}) = \text{WMin}(F(\bar{x}), K)$, we obtain

\[
\partial f_{l,x}(\bar{x}) \subseteq \text{conv}^* \left( \bigcup_{y \in \text{WMin}(F(\bar{x}), K)} \left\{ x^* \in X^*: \exists y^* \in N(\bar{y}, F(\bar{x})): -(x^*, y^*) \in \partial(-g_l)(\bar{x}, \bar{y}) \right\} \right). \tag{4.16}
\]

On the other hand, taking into account the Lipschitzianity of $g_l$ from Lemma 3.10 (i), for every $\bar{y} \in \text{WMin}(F(\bar{x}), K)$ we also have:

\[
\partial(-g_l)(\bar{x}, \bar{y}) \subseteq -\text{conv}^* (\partial g_l(\bar{x}, \bar{y}))
\]

( Remark 2.11)

\[
\subseteq -\text{conv}^* \left( \bigcup_{\bar{z} \in F(\bar{x}) \cap (\bar{y} - \text{bd } K)} D^* F(\bar{x}, \bar{z})(z^*) \times \{-z^*\} \right). \tag{4.17}
\]

Finally, by putting (4.17) back into (4.16), we obtain our desired estimate. \qed

Remark 4.9 According to Remark 3.6, the scalarizing functional $f_{l,x}$ would remain unchanged if we substitute $F$ by a set-valued mapping $\tilde{F} : X \rightrightarrows Y$ of the form $\tilde{F}(x) = F(x) + A$, with $A \subseteq K$ and $0 \in A$. Hence, in Theorem 4.8 we can substitute $F$ by any other set-valued mapping $\tilde{F}$ of the above form. By doing this, we can obtain different (maybe sharper) upper estimates of $\partial f_{l,x}(\bar{x})$. This is worth keeping in mind when obtaining optimality conditions for set optimization problems, as these are based on the subdifferential of $f_{l,x}(\bar{x})$, see Section 6.

Remark 4.10 Note that, since the upper estimate of $\partial f_{l,x}(\bar{x})$ obtained in (4.14) is convex, it also constitutes an upper estimate of $\partial^v f_{l,x}(\bar{x})$ according to [46, Theorem 3.57]. However, as we will see in Example 6.8, when applying this result to optimality conditions for set optimization problems, the convexity of the upper estimate can not be removed very easily.
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The following corollary shows that if $Y$ is finite dimensional our assumptions in Theorem 4.8 are natural.

**Corollary 4.11** Let Assumption 1 be fulfilled with $X$ being Asplund. Suppose that $Y$ is finite dimensional and that $\text{gph } F$ is closed. Furthermore, assume that $F$ is locally Lipschitzian and locally bounded at $\bar{x}$. Then, inclusion (4.14) holds.

**Proof.** Since $\text{gph } F$ is closed, in particular we have that $F$ is closed valued. This, together with the local boundedness at $\bar{x}$ and the finite dimensionality of $Y$, gives us the compactness of $F(\bar{x})$. Hence, according to [28, Theorem 6.3], we have $\text{WMin}(F(\bar{x}), K) \neq \emptyset$. Furthermore, the local boundedness of $F$ at $\bar{x}$ also implies that of the set-valued mappings $S_{F}^{1}$ and $S_{F}^{2}$ in the statement of Theorem 4.8. This, together with the fact that $Y$ is finite dimensional gives us the inner semicompactness of $S_{F}^{1}$ and $S_{F}^{2}$. Thus, all the conditions of Theorem 4.8 are satisfied. The statement follows.

\[ \square \]

## 5 Subdifferential of the scalarizing functional associated to the upper less relation

In this section, we compute an approximation of the subdifferential of the functional $f_{u,\bar{x}}$ given in Definition 3.4 at the point $\bar{x}$. We start again by defining two useful solution maps.

**Definition 5.1** Let Assumption 1 be fulfilled.

(i) The upper inner solution map $S_{F}^{u,1} : Y \rightrightarrows Y$ is defined as

\[ S_{F}^{u,1}(y) := \{ z \in F(\bar{x}) : g_{u,\bar{x}}(y) = \Psi_{e}(y - z) \} \]

(ii) The upper outer solution map $S_{F}^{u,2} : X \rightrightarrows Y$ is defined as

\[ S_{F}^{u,2}(x) := \{ y \in F(x) : f_{u,\bar{x}}(x) = g_{u,\bar{x}}(y) \} \]

In the next lemma, we obtain upper estimates for the subdifferentials of the inner function in both the convex and Lipschitzian cases.

**Lemma 5.2** Let Assumption 1 be fulfilled. The following statements hold:

(i) Let $\bar{y} \in \text{WMax}(\mathcal{H}_{F}(\bar{x}), K)$ and suppose that $\mathcal{H}_{F}(\bar{x})$ is a convex and $K$-upper bounded set. Then, $g_{u,\bar{x}}$ is convex, continuous at $\bar{x}$ and

\[ \partial g_{u,\bar{x}}(\bar{y}) = \partial \Psi_{e}(0) \cap N(\bar{y}, \mathcal{H}_{F}(\bar{x})). \]  

(ii) Let $X$ and $Y$ be Asplund and fix $\bar{y} \in \text{WMax}(F(\bar{x}), K)$. Suppose that:

(1) $F(\bar{x})$ is closed,

(2) $S_{F}^{u,1}$ is inner semicompact at $\bar{y}$.
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Then,
\[ \partial g_{u,\bar{x}}(\bar{y}) \subseteq \bigcup_{\bar{z} \in F(\bar{x}) \cap (\bar{y} + \text{bd} K)} \partial \Psi_e(\bar{y} - \bar{z}) \cap N(\bar{z}, F(\bar{x})). \] (5.2)

Proof. Our statements will follow from Theorem 2.14 and Theorem 2.15 respectively. In order to see this, we consider \( T \in \mathcal{L}(Y \times Y, Y) \) and \( f : Y \times Y \to \mathbb{R} \) defined respectively as
\[ T(y, z) = y - z, \quad f(y, z) = (\Psi_e \circ T)(y, z). \]
Furthermore, we define the set-valued maps \( \tilde{F}, \hat{F} : Y \rightrightarrows Y \) respectively as \( \tilde{F}(y) = \mathcal{H}_F(\bar{x}) \) and \( \hat{F}(y) = F(\bar{x}) \) for every \( y \in Y \). We can then write
\[ g_{u,\bar{x}}(y) = \inf_{z \in F(y)} f(y, z), \]
with corresponding solution map \( S^u_{H_F} \), and
\[ g_{u,\bar{x}}(y) = \inf_{z \in F(y)} f(y, z), \]
with corresponding solution map \( S^u_F \). By Proposition 3.5 (ii) and Proposition 3.1 (vi), we get
\[ S^u_{H_F}(\bar{y}) = \{ z \in \mathcal{H}_F(\bar{x}) \mid \Psi_e(\bar{y} - z) = g_{u,\bar{x}}(\bar{y}) \} \]
\[ = \{ z \in \mathcal{H}_F(\bar{x}) \mid \Psi_e(\bar{y} - z) = 0 \} \]
\[ = \mathcal{H}_F(\bar{x}) \cap (\bar{y} + \text{bd} K). \]

In particular, we deduce that \( \bar{y} \in S^u_{H_F}(\bar{x}) \). Similarly, we obtain
\[ S^u_F(\bar{y}) = F(\bar{x}) \cap (\bar{y} + \text{bd} K). \]
(5.3)

On the other hand, it is obvious that \( f \) is convex and continuous. Moreover, for any \( \bar{z} \in Y \), the chain rule of of convex analysis [52, Proposition 3.28] implies
\[ \partial f(\bar{y}, \bar{z}) = T^*[(\partial \Psi_e(T(\bar{y}, \bar{z})) = T^*[(\partial \Psi_e(\bar{y} - \bar{z})], \]
where \( T^* \in \mathcal{L}(Y^*, Y^* \times Y^*) \) is the adjoint operator of \( T \). It is easy to verify that in this case \( T^*(y^*) = (y^*, -y^*) \). Hence, we get
\[ \partial f(\bar{y}, \bar{z}) = \bigcup_{y^* \in \partial \Psi_e(\bar{y} - \bar{z})} (y^*, -y^*). \] (5.4)

We proceed now to analyze each case separately.

(i) The convexity and continuity follows from Lemma 3.7 (ii). The subdifferential formula will be a simple application of Theorem 2.14 and to do so, we check that the hypothesis are fulfilled. Indeed, by assumption, \( \mathcal{H}_F(\bar{x}) \) is a convex set and hence \( \bar{F} \) is a convex set-valued mapping. Moreover, from Proposition 3.1 (i), (ii) it follows that \( f \) is a proper convex function that is continuous at any point of \( \text{gph} \bar{F} \) and hence, in
particular, the regularity condition (ii) in Theorem 2.14 is satisfied. As a consequence of Proposition 3.5 (ii), we also have that \( \bar{y} \in \text{dom } g_{u,\bar{x}} \) and \( g_{u,\bar{x}}(\bar{y}) = 0 < +\infty \). Since \( \bar{y} \in S_{U,F}(\bar{x}) \), we can apply now Theorem 2.14 to obtain

\[
\partial g_{u,\bar{x}}(\bar{y}) = \bigcup_{(y^*,z^*) \in \partial f(\bar{y},\bar{z})} \left[ y^* + D^*\hat{F}(\bar{y},\bar{y})(z^*) \right].
\] (5.5)

Next, we examine the term \( D^*\hat{F}(\bar{y},\bar{y})(z^*) \) in the above formula. Note that \( \text{gph } \hat{F} = Y \times H_F(\bar{x}) \). Hence, we get \( N((\bar{y},\bar{y}),\text{gph } \hat{F}) = \{0\} \times N(\bar{y}, H_F(\bar{x})) \) and from this it follows that, for any \( y^* \in Y^* \):

\[
D^*\hat{F}(\bar{y},\bar{y})(-y^*) = \begin{cases} 
\{0\}, & \text{if } y^* \in N(\bar{y}, H_F(\bar{x})), \\
\emptyset, & \text{otherwise}.
\end{cases}
\]

Taking this into account together with (5.4), we obtain the following in (5.5):

\[
\partial g_{u,\bar{x}}(\bar{y}) = \bigcup_{y^* \in \partial \Psi_e(0)} \left[ y^* + D^*\hat{F}(\bar{y},\bar{y})(-y^*) \right]
\]

\[
= \bigcup_{y^* \in \partial \Psi_e(0)} \left[ y^* + \begin{cases} 
\{0\}, & \text{if } y^* \in N(\bar{y}, H_F(\bar{x})), \\
\emptyset, & \text{otherwise}
\end{cases} \right]
\]

\[
= \partial \Psi_e(0) \cap N(\bar{y}, H_F(\bar{x})),
\]
as expected.

(ii) In this case, we will apply Theorem 2.15 to obtain an upper estimate of \( \partial g_{u,\bar{x}}(\bar{y}) \). We check that all the conditions of the theorem are fulfilled:

• \( \hat{F} \) is closed at \( \bar{y} \).
  This follows from condition (a).

• \( S_{F^*}^{u,1} \) is inner semicompact at \( \bar{y} \).
  This is just condition (b).

• There exists a neighborhood \( V \) of \( \bar{y} \) such that \( f \) is Lipschitzian on \( V \times Y \).
  Follows directly from the Lipschitzianity of \( \Psi_e \) in Proposition 3.1 (ii).

• \( \text{gph } \hat{F} \) is locally closed around every point in the set \( \{\bar{y}\} \times S_{F^*}^{u,1}(\bar{y}) \).
  This is a consequence of (a).

Theorem 2.15 together with (5.3) gives us now

\[
\partial g_{u,\bar{x}}(\bar{y}) \subseteq \bigcup_{\bar{z} \in F(\bar{y}) \cap (g + \text{bd } K)} \left[ y^* + D^*\hat{F}(\bar{y},\bar{z})(z^*) \right].
\] (5.6)

Analogous to the proof of statement (i), we obtain
\[
D^* \hat{F}(\bar{y}, \bar{z})(z^*) = \begin{cases} 
\{0\}, & \text{if } z^* \in -N(\bar{z}, F(\bar{x})), \\
\emptyset, & \text{otherwise}.
\end{cases}
\]

Finally, by substituting this and (5.4) into (5.6), the desired estimate is obtained. □

Next, we state the main result of the section.

**Theorem 5.3** In addition to Assumption 1, let \( X \) and \( Y \) be Asplund. Suppose also that:

(i) \( F \) is locally Lipschitzian at \( \bar{x} \),

(ii) \( \text{WMax}(F(\bar{x}), K) \neq \emptyset \),

(iii) \( F \) is closed at \( \bar{x} \),

(iv) \( S_F^{u,1} \) is inner semicompact at every point in the set \( \text{WMax}(F(\bar{x}), K) \),

(v) \( S_F^{u,2} \) is inner semicompact at \( \bar{x} \).

(vi) \( \text{gph} F \) is locally closed around any point in the set \( \{\bar{x}\} \times \text{WMax}(F(\bar{x}), K) \).

Then,

\[
\partial f_{u,\bar{x}}(\bar{x}) \subseteq -\text{conv}^* \left( \bigcup_{\bar{y} \in \text{WMax}(F(\bar{x}), K)} D^* F(\bar{x}, \bar{y}) \left[ H(\bar{x},\bar{y}) \right] \right),
\]

(5.7)

where

\[
H(\bar{x},\bar{y}) := -\text{conv}^* \left( \bigcup_{\bar{z} \in F(\bar{x}) \cap (\bar{y} + \text{bd} K)} \partial \Psi_e(\bar{y} - \bar{z}) \cap N(\bar{z}, F(\bar{x})) \right).
\]

**Proof.** Consider the function \( f : X \times Y \to Y \) defined as \( f(x, y) = g_{u,\bar{x}}(y) \). By definition, we have

\[
f_{u,\bar{x}}(\bar{x}) = \sup_{y \in F(\bar{x})} f(x, y).
\]

We verify that we can apply Theorem 2.15. First, note that the solution map in this case is just \( S_F^{u,2} \). Hence, Proposition 3.5 (iii) can be applied to obtain \( f_{u,\bar{x}}(\bar{x}) = 0 \). Then, from Proposition 3.5 (ii) we get

\[
S_F^{u,2}(\bar{x}) = \text{WMax}(F(\bar{x}), K) \neq \emptyset.
\]

(5.8)

We proceed to check the rest of the assumptions:

- \( F \) is closed at \( \bar{x} \),

  This is just condition (iii) in the theorem.

- \( S_F^{u,2} \) is inner semicompact at \( \bar{x} \),

  This is exactly condition (v) in our theorem.

- There is a neighborhood \( U \) of \( \bar{x} \) such that \( f \) is Lipschitzian on \( U \times Y \).

  Follows directly from condition (ii) and Lemma 3.10 (ii).
• $\text{gph } F$ is locally closed around every point in the set $\{\bar{x}\} \times S_{\bar{x}}(\bar{x})$.

This follows from (5.8) and condition $(vi)$ in the theorem.

Hence, taking into account the Lipschitzianity of $f_{u,\bar{x}}$ from Theorem 3.11 (ii), we obtain:

$$\partial f_{u,\bar{x}}(\bar{x}) = \partial \left( - \inf_{y \in F(\cdot)} - f(\cdot, y) \right)(\bar{x})$$

(Remark 2.11)

$$\subseteq - \text{conv} \left( \partial \left( \inf_{y \in F(\cdot)} - f(\cdot, y) \right)(\bar{x}) \right)$$

(Theorem 2.15 + (5.8))

$$\subseteq - \text{conv} \left( \bigcup_{\bar{y} \in \text{WMax}(F(\bar{x}), K)} \left[ x^* + D^* F(\bar{x}, \bar{y})(y^*) \right] \right) \quad (5.9)$$

Note that $f$ is independent of the argument in the space $X$. Furthermore, since $F$ is closed at $\bar{x}$, we also have that $F(\bar{x})$ is a closed set. Hence, together with condition $(iv)$, it is easy to see that the assumptions of Lemma 5.2 are satisfied. Then, for any $\bar{y} \in \text{WMax}(F(\bar{x}), K)$, we get:

$$\partial (-f)(\bar{x}, \bar{y}) = \{0\} \times \partial (-g_{u,\bar{x}})(\bar{y})$$

(Remark 2.11)

$$\subseteq - \{0\} \times \text{conv}^* (\partial g_{u,\bar{x}}(\bar{y}))$$

(Lemma 5.2 (ii))

$$\subseteq - \{0\} \times \text{conv}^* \left( \bigcup_{\bar{z} \in F(\bar{x}) \cap (\bar{y} + \text{bd } K)} \partial \Psi_e(\bar{y} - \bar{z}) \cap N(\bar{z}, F(\bar{y})) \right) \quad (5.10)$$

Substituting (5.10) into (5.9), we obtain the desired estimate. 

\[ \square \]

**Remark 5.4** Similar to Remark 4.9, the functional $f_{u,\bar{x}}$ remains unchanged if we substitute $F$ by $\tilde{F} : X \rightrightarrows Y$ of the form $\tilde{F}(x) = F(x) - A$, with $A \subseteq K$ and $0 \in A$. Hence, in Theorem 5.3 we can substitute $F$ by any other set-valued mapping $\tilde{F}$ of the above form. From this, we can obtain different (maybe sharper) upper estimates of $\partial f_{u,\bar{x}}(\bar{x})$, which can be translated into sharper optimality conditions set optimization problems, see Section 6.

**Remark 5.5** Similarly to Remark 4.10, we mention that, although the upper estimate in (5.7) is convex (and hence we are also estimating $\partial^o f_{u,\bar{x}}(\bar{x})$), Example 6.8 illustrates that convexity is necessary.

The proof of the following corollary is similar to that of Corollary 4.11, and it is hence omitted.

**Corollary 5.6** Let Assumption 1 be fulfilled with $X$ being Asplund. Suppose that $Y$ is finite dimensional and that $\text{gph } F$ is closed. Furthermore, assume that $F$ is locally Lipschitzian and locally bounded at $\bar{x}$. Then, inclusion (5.7) holds.

We conclude this section with a sharper result in the convex case.

**Theorem 5.7** In addition to Assumption 1, let $X$ and $Y$ be Asplund. Suppose also that
(i) $F$ is $\subseteq_K^{(u)}$-convex and locally $u$-upper bounded at $\bar{x}$,
(ii) $\mathcal{H}_F$ is convex valued in a neighborhood of $\bar{x}$,
(iii) $\mathcal{H}_F$ is closed at $\bar{x}$,
(iv) $\text{WMax}(\mathcal{H}_F(\bar{x}), K) \neq \emptyset$,
(v) $S^u_{\mathcal{H}_F}(x)$ is inner semicompact at $\bar{x}$.
(vi) $\text{gph} \mathcal{H}_F$ is locally closed around any point in the set $\{\bar{x}\} \times \text{WMax}(\mathcal{H}_F(\bar{x}), K)$.

Then,
\[
\partial f_{u,\bar{x}}(\bar{x}) \subseteq -\text{conv}^* \left( \bigcup_{\bar{y} \in \text{WMax}(\mathcal{H}_F(\bar{x}), K)} D^* \mathcal{H}_F(\bar{x}, \bar{y}) \left[ -\partial \Psi_e(0) \cap N(\bar{y}, \mathcal{H}_F(\bar{x})) \right] \right).
\]

Proof. Because of conditions (i) and (ii), we can apply [61, Theorem 7.4.9] to obtain that $\mathcal{H}_F$ is locally Lipschitzian at $\bar{x}$. Then, it is easy to see that assumptions (i) – (iii), (v) – (vi) of Theorem 5.3 are satisfied if we replace $F$ by $\mathcal{H}_F$. Since these assumptions are the only ones needed to obtain (5.9), we can take into account Remark 5.4 to get in this case
\[
\partial f_{u,\bar{x}}(\bar{x}) \subseteq -\text{conv}^* \left( \bigcup_{\bar{y} \in \text{WMax}(\mathcal{H}_F(\bar{x}), K)} \left[ x^* + D^* \mathcal{H}_F(\bar{x}, \bar{y})(y^*) \right] \right), \tag{5.11}
\]
where $f$ is the same function defined in Theorem 5.3. Similar to (5.10), but applying Lemma 5.2 (i) instead, we obtain
\[
\partial (-f)(\bar{x}, \bar{y}) \subseteq -\{0\} \times \left( \partial \Psi_e(0) \cap N(\bar{y}, \mathcal{H}_F(\bar{x})) \right). \tag{5.12}
\]
The estimate is then obtained by replacing the term $\partial (-f)(\bar{x}, \bar{y})$ in (5.11) by the upper estimate obtained in (5.12). \hfill \Box

6 Optimality conditions for Set Optimization problems

In this section we will obtain optimality conditions for set optimization problems based on our previous results. We start by formally defining the set optimization problem and the solution concepts that will be considered.

Definition 6.1 Let Assumption 1 be fulfilled and let $r \in \{l, u\}$. The set optimization problem is defined as
\[
\min_{x \in \Omega} F(x), \tag{SOP}
\]
and its minimal solutions are understood in the following sense: we say that $\bar{x} \in \Omega$ is a
(i) $\preceq^{(r)}_K$-weakly minimal solution of $(SOP)$ if

$$\exists x \in \Omega \setminus \{\bar{x}\} : F(x) \npreceq^{(r)}_K F(\bar{x}).$$

(ii) $\preceq^{(r)}_K$-strictly minimal solution of $(SOP)$ if

$$\exists x \in \Omega \setminus \{\bar{x}\} : F(x) \prec^{(r)}_K F(\bar{x}).$$

(iii) weakly minimal solution of $(SOP)$ if

$$\exists \tilde{y} \in F(\bar{x}) : F(\Omega) \cap (\tilde{y} - \text{int } K) = \emptyset.$$

If in the above definition we replace $\Omega$ by $\Omega \cap U$, with $U$ being a neighborhood of $\bar{x}$, we say that $\bar{x}$ is a local $(\preceq^{(r)}_K$-weakly, $\preceq^{(r)}_K$-strictly, weakly) minimal solution respectively.

Remark 6.2 It is easy to see that $\preceq^{(r)}_K$-strictly minimal solutions are $\preceq^{(l)}_K$-weakly minimal. In addition, the minimality concept in Definition 6.1 (iii) is the one used in the vector approach for set optimization problems [33]. It is known [24, Proposition 2.10] that weakly minimal solutions of $SOP$ are also $\preceq^{(l)}_K$-weakly minimal in a slightly different sense. A similar statement can be made about the set relation $\preceq_K^{(u)}$, see also [24, Remark 2.11] Conversely, it was proved in [38] that, if $F(\bar{x})$ has a strongly minimal element and $\bar{x}$ is a $\preceq^{(l)}_K$-weakly minimal solution of $(SOP)$, then $\bar{x}$ is also a weakly minimal solution.

Of course, global solutions of $(SOP)$ are also local solutions. Our next proposition confirms that, as in the scalar case, the converse holds under convexity.

**Proposition 6.3** Let Assumption 1 be fulfilled and fix $r \in \{l, u\}$. Suppose that $\Omega$ is convex, that $F$ is $\preceq^{(r)}_K$-convex and that $\bar{x}$ is a local $\preceq^{(r)}_K$-weakly minimal solution of $(SOP)$. The following statements are true:

(i) If $r = l$, then $\bar{x}$ is also a global $\preceq^{(l)}_K$-weakly minimal solution.

(ii) If $r = u$ and $H_F(\bar{x})$ is convex, then $\bar{x}$ is also a global $\preceq^{(u)}_K$-weakly minimal solution.

**Proof.** Since the proofs are similar and resemble the one in the scalar case, we only show (ii). See also [21, Proposition 5] for a proof of (i) with a slightly different optimality concept. Let $U$ be the neighborhood of $\bar{x}$ such that

$$\forall x \in \Omega \cap U \setminus \{\bar{x}\} : F(x) \npreceq^{(r)}_K F(\bar{x})$$

and suppose that $\bar{x}$ is not a global $\preceq^{(u)}_K$-weakly minimal solution of $(SOP)$. Then, we can find $\tilde{x} \in \Omega \setminus \{\bar{x}\}$ such that $F(\tilde{x}) \npreceq^{(u)}_K F(\bar{x})$. Hence, we get the existence of $\lambda \in (0, 1]$ such that $x_\lambda := \lambda \tilde{x} + (1 - \lambda)\bar{x} \in \Omega \cap U \setminus \{\bar{x}\}$. It follows that
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\[ F(x_\lambda) \subseteq F(x_\lambda) - K \]

(F is \( \preceq_K \) convex)
\[ \subseteq \lambda F(\bar{x}) + (1 - \lambda) F(\bar{x}) - K \]
\[ \subseteq \lambda H_F(\bar{x}) + (1 - \lambda) H_F(\bar{x}) - K \]

(as \( F(\bar{x}) \) is convex)
\[ \subseteq \lambda H_F(\bar{x}) + (1 - \lambda) H_F(\bar{x}) - \text{int } K \]
\[ = H_F(\bar{x}) - \text{int } K, \]

which is equivalent to \( F(x_\lambda) \prec_K F(\bar{x}) \). This contradicts the local minimality of \( F \) at \( \bar{x} \).

\[ \square \]

In the following theorem we establish relationships between the set-valued problem and a corresponding scalar problem. We want to mention that a similar statement to (i) below have been established in [24, Corollary 4.11] for the case \( r = l \).

**Theorem 6.4** Let Assumption 1 be fulfilled and, for \( r \in \{ l, u \} \), consider the functional \( f_{r, \bar{x}} \) in Definition 3.4 (iii). The following assertions are true:

(i) If \( \bar{x} \) is a local \( \preceq_K^{(r)} \) -weakly minimal solution of (SOP), then \( \bar{x} \) is a local solution of the problem
\[ \min_{x \in \Omega} f_{r, \bar{x}}(x). \]

(ii) Conversely, suppose that \( \bar{x} \) is a local strict solution of problem \( (P_r) \) and either \( r = l \) and \( \text{WMin}(F(\bar{x}), K) \neq \emptyset \), or \( r = u \) and \( \text{WMax}(F(\bar{x}), K) \neq \emptyset \). Then, \( \bar{x} \) is a local \( \preceq_K^{(r)} \) -strictly minimal solution of (SOP).

**Proof.** (i) Assume that \( \bar{x} \) is not a local solution of \( (P_r) \). Then, for every neighborhood \( U \) of \( \bar{x} \) we can find \( \tilde{x} \in \Omega \cap U \) such that
\[ f_{r, \bar{x}}(\tilde{x}) < f_{r, \bar{x}}(\bar{x}) \leq 0. \]

(6.1)
We just analyze the case \( r = u \) since the other one is similar. From the definition of \( f_{u, \bar{x}} \) and (6.1), we deduce that for every \( \tilde{y} \in F(\tilde{x}) \), the inequality \( g_{u, \bar{x}}(\tilde{y}) < 0 \) holds. Equivalently, we obtain
\[ \forall \tilde{y} \in F(\tilde{x}) \exists \bar{y} \in F(\tilde{x}) : \Psi_{t}(\bar{y} - \tilde{y}) < 0. \]
Again, by Proposition 3.1 (vi), we obtain \( F(\tilde{x}) \prec_K^{(u)} F(\bar{x}) \), a contradiction.

(ii) By Proposition 3.5 (iii) we know that \( f_{r, \bar{x}}(\bar{x}) \) is finite. Assume that \( \bar{x} \) is not a local \( \preceq_K^{(r)} \) -strictly minimal solution of (SOP). Then, for any neighborhood \( U \) of \( \bar{x} \) we can find \( \tilde{x} \in (\Omega \cap U) \setminus \{ \bar{x} \} \) such that
\[ F(\tilde{x}) \prec_K^{(r)} F(\bar{x}). \]
Hence, according to Theorem 3.3, we get
\[ f_{r, \bar{x}}(\tilde{x}) \leq f_{r, \bar{x}}(\bar{x}). \]
This contradicts the fact that \( \bar{x} \) is a local strict solution of \( (P_r) \). \[ \square \]
Necessary optimality conditions for \((SOP)\) with respect to the relation \(\preceq_{(l)K}\) are established in the next theorem.

**Theorem 6.5** Let Assumption 1 be fulfilled and suppose that \(\bar{x}\) is a local \(\preceq_{(l)K}\)-weakly minimal solution of \((SOP)\). The following statements are true:

(i) Suppose that \(\Omega\) is convex, that \(F\) is \(\preceq_{(l)K}\)-convex and locally \(l\)-bounded at \(\bar{x}\), and that \(F(\bar{x})\) is strongly \(K\)-compact. Then,

\[
0 \in \text{conv} \left( \bigcup_{\bar{y} \in \text{Min}(F(\bar{x}), K)} D^* \mathcal{E}_F(\bar{x}, \bar{y}) [\partial \Psi_{e'}(0)] \right) + N(\bar{x}, \Omega). \tag{6.2}
\]

This condition is sufficient for optimality provided that, in addition, \(F\) is strongly \(K\)-compact valued in \(\Omega\).

(ii) Suppose that \(X\) and \(Y\) are Asplund spaces, that \(F\) is locally Lipschitzian at \(\bar{x}\), and that the rest of the conditions in Theorem 4.8 are fulfilled. Then,

\[
0 \in \text{conv} \left( \bigcup_{\bar{y} \in \text{WMin}(F(\bar{x}), K)} \left\{ x^* \in X^* : \exists y^* \in N(\bar{y}, F(\bar{x})) : (x^*, y^*) \in G(\bar{x}, \bar{y}) \right\} \right) + N(\bar{x}, \Omega), \tag{6.3}
\]

where

\[
G(\bar{x}, \bar{y}) = \text{conv} \left( \bigcup_{\bar{z} \in F(\bar{x}) \cap (\bar{y} - \text{bd} K)} D^* F(\bar{x}, \bar{z})(z^*) \times \{-z^*\} \right).
\]

**Proof.** By Theorem 6.4, it follows that \(\bar{x}\) is a solution of

\[
\min_{x \in \Omega} f_{l,\bar{x}}(x). \tag{P_1}
\]

(i) Because of Theorem 3.8 \((i)\), we know that \(f_{l,\bar{x}}\) is convex and continuous at \(\bar{x}\). The classical necessary and sufficient condition for convex problems \([57, \text{Proposition 5.1.1}]\) is now read as \(0 \in \partial f_{l,\bar{x}}(\bar{x}) + N(\bar{x}, \Omega)\). Hence, the first part of the statement follows from Theorem 4.6.

Suppose now that \(F\) is strongly \(K\)-compact valued in \(\Omega\) and that \(\bar{x}\) is not a \(\preceq_{(l)K}\)-weakly minimal solution of \((SOP)\). Then, without loss of generality we can assume that \(F\) is compact valued and that there exists \(\tilde{x} \in \Omega\) such that

\[
F(\tilde{x}) \prec_{(l)K} F(\bar{x}). \tag{6.4}
\]

We claim that \(f_{l,\bar{x}}(\tilde{x}) < 0 = f_{l,\bar{x}}(\bar{x})\), which contradicts (6.2). Indeed, note that because \(F(\tilde{x})\) is compact, the functional \(g_l(\tilde{x}, \cdot)\) is finite. It is also upper semicontinuous in \(Y\) because it is the infimum of continuous functionals. Since \(F(\tilde{x})\) is compact, the classical Weierstrass’s theorem tells us that the problem

\[
\max_{z \in F(\tilde{x})} g_l(\tilde{x}, z)
\]

is
has a solution $\tilde{y}$. According to (6.4), we can find $\tilde{y} \in F(\tilde{x})$ such that $\tilde{y} \prec K \tilde{y}$. Hence, we get

$$f_{l,\tilde{x}}(\tilde{x}) = g_{l}(\tilde{x}, \tilde{y}) \leq \Psi_{e}(\tilde{y} - \tilde{y}) < 0,$$

as desired.

(ii) Similarly to the previous case, by Theorem 3.11 (i) we obtain that $f_{l,\tilde{x}}$ is locally Lipschitzian at $\tilde{x}$. Hence, all the assumptions for the necessary optimality conditions in [47, Proposition 5.3] are satisfied. From this we get $0 \in \partial f_{l,\tilde{x}}(\tilde{x}) + N(\tilde{x}, \Omega)$. The result follows then from Theorem 4.8.

With a similar argument to the one in the previous theorem, we can obtain the optimality conditions for problems with the relation $\preceq_{K}$. The proof is hence omitted.

**Theorem 6.6** In addition to Assumption 1, suppose that $X$ and $Y$ are Asplund spaces and that $\tilde{x}$ is a local $\preceq_{K}$ - weakly minimal solution of (SOP). The following statements are true:

(i) Suppose that $F$ is $\preceq_{K}$-convex and locally $u$-upper bounded at $\tilde{x}$, and that the conditions in Theorem 5.7 are fulfilled. Then,

$$0 \in -\text{conv} \left( \bigcup_{\tilde{y} \in \text{WMax}(F(\tilde{x}), K)} D^{*}H_{F}(\tilde{x}, \tilde{y}) \left[ -\partial \Psi_{e}(0) \cap N(\tilde{y}, {H_{F}(\tilde{x})}) \right] \right) + N(\tilde{x}, \Omega).$$

(ii) Suppose that the $F$ is locally Lipschitzian at $\tilde{x}$ and that the conditions in Theorem 5.3 are fulfilled. Then,

$$0 \in -\text{conv} \left( \bigcup_{\tilde{y} \in \text{WMax}(F(\tilde{x}), K)} D^{*}F(\tilde{x}, \tilde{y}) \left[ H_{(\tilde{x}, \tilde{y})} \right] \right) + N(\tilde{x}, \Omega), \quad (6.5)$$

where

$$H_{(\tilde{x}, \tilde{y})} := -\text{conv} \left( \bigcup_{\tilde{z} \in F(\tilde{x}) \cap (\tilde{y} + \text{bd} K)} \partial \Psi_{e}(\tilde{y} - \tilde{z}) \cap N(\tilde{z}, F(\tilde{x})) \right).$$

Theorem 6.5 and Theorem 6.6 motivates the following definition.

**Definition 6.7** Let Assumption 1 be fulfilled. We say that $\tilde{x}$ is a

(i) $\preceq_{K}^{(l)}$ - stationary point of (SOP), if (6.3) is fulfilled,

(ii) $\preceq_{K}^{(u)}$ - stationary point of (SOP), if (6.5) is fulfilled.

We conclude this section with the following example, that illustrate our results and compare them with other results obtained for the vector approach.
Example 6.8 Let $X = \Omega = \mathbb{R}$, $Y = \mathbb{R}^2$, $K = \mathbb{R}^2_+$, $e = \left(\frac{1}{1}\right)$, $\bar{x} = 0$. Consider the function $f : \mathbb{R} \to \mathbb{R}^2$ and the set-valued mapping $F : \mathbb{R} \rightrightarrows \mathbb{R}^2$ defined respectively as

$$f(x) := \begin{pmatrix} x + 1 \\ x - 1 \end{pmatrix}, \quad F(x) := \{f(x), -f(x)\}.$$ 

In particular, we have $\nabla f(\bar{x}) = (1 \ 1)$. Then:

(i) $F$ is locally Lipschitzian at $\bar{x}$.

(ii) $\bar{x}$ is both a local $\lesssim^{(l)}_K$, $\lesssim^{(u)}_K$ - weakly minimal solution of ($\text{SOP}$):

Indeed, it is easy to verify that, choosing $U = (-1, 1)$:

$$\forall \ x \in U : F(x) \nabla f(\bar{x}), \quad F(x) \nabla f(\bar{x}).$$

(iii) $\bar{x}$ is not a local weakly minimal nor a local weakly maximal solution with the vector approach:

Indeed, note that in any neighborhood $U$ of $\bar{x}$ we can find $x \in U \setminus \{\bar{x}\}$ such that $-x \in U$. Then, it is easy to check that

$$F(\bar{x}) \subset \{F(x) + \text{int } K\} \cup \{F(-x) + \text{int } K\},$$

$$F(\bar{x}) \subset \{F(x) - \text{int } K\} \cup \{F(-x) - \text{int } K\}.$$ 

(iv) $\bar{x}$ is not a stationary point in the sense of the vector approach:

Since $f(\bar{x}) \neq -f(\bar{x})$ and $\text{gph } F = \text{gph } f \cup \text{gph } (-f)$, we have that $\text{gph } F = \text{gph } f$ and $\text{gph } F = \text{gph } (-f)$ around $(\bar{x}, f(\bar{x}))$ and $(\bar{x}, -f(\bar{x}))$ respectively. By the differentiability of $f$ and Remark 2.13, we obtain

$$\forall \ z^* \in \mathbb{R}^2 : D^*F(\bar{x}, f(\bar{x}))(z^*) = \{\nabla f(\bar{x})z^*\} = \{z^*_1 + z^*_2\}, \quad (6.6)$$

$$\forall \ z^* \in \mathbb{R}^2 : D^*F(\bar{x}, -f(\bar{x}))(z^*) = \{-\nabla f(\bar{x})z^*\} = \{-z^*_1 + z^*_2\}. \quad (6.7)$$

Now, we recall that $\bar{x}$ is a stationary point of $F$ in the sense of the vector approach (see [6, Theorem 5.1] and [12, Theorem 3.11] ) if there exists $\bar{y} \in F(\bar{x})$ and $y^* \in K^* \setminus \{0\}$ such that

$$0 \in D^*F(\bar{x}, \bar{y})(y^*).$$

Since $K^* = K$ in our context, it is then easy to check that

$$0 \in D^*F(\bar{x}, f(\bar{x}))(y^*), \quad y^* \in K^* \iff y^* = \begin{pmatrix} 0 \\ 0 \end{pmatrix}.$$ 

Similarly, we obtain that

$$0 \in D^*F(\bar{x}, -f(\bar{x}))(y^*), \quad y^* \in K^* \iff y^* = \begin{pmatrix} 0 \\ 0 \end{pmatrix}.$$ 

It follows that $\bar{x}$ is not a stationary point in the sense of the vector approach.
(v) $\bar{x}$ is both $\preceq_K^{(l)}$- and $\preceq_K^{(u)}$-stationary:

Of course, this is a direct consequence of Theorem 6.5 and Theorem 6.6, but we show the calculus for completeness. First, we note that $\text{WMin}(F(\bar{x}), K) = \text{WMax}(F(\bar{x}), K) = F(\bar{x})$. Because $F(\bar{x})$ consists of isolated points, we obtain

$$N(f(\bar{x}), F(\bar{x})) = N(-f(\bar{x}), F(\bar{x})) = \mathbb{R}^2. \quad (6.8)$$

On the other hand, from Proposition 3.1 (v) we have

$$\partial \Psi_e(0) = \{ k^* \in \mathbb{R}_+^2 : k_1^* + k_2^* = 1 \}. \quad (6.9)$$

The $\preceq_K^{(l)}$- stationarity of $\bar{x}$ is now equivalent to $0 \in \overline{\text{conv}}(A_1 \cup A_2)$, where

$$A_1 := \left\{ x^* \in \mathbb{R} : \exists y^* \in \mathbb{R}^2 : (x^*, y^*)^T \in G(\bar{x}, f(\bar{x})) \right\}, \quad (6.10)$$

$$A_2 := \left\{ x^* \in \mathbb{R} : \exists y^* \in \mathbb{R}^2 : (x^*, y^*)^T \in G(\bar{x}, -f(\bar{x})) \right\}. \quad (6.11)$$

We have

$$G(\bar{x}, f(\bar{x})) = \overline{\text{conv}} \left( \bigcup_{z^* \in \partial \Psi_e(0)} \{ z_1^* + z_2^* \} \times \{ -z^* \} \right) \quad (6.6)$$

$$= \overline{\text{conv}} \left( \bigcup_{z^* \in \partial \Psi_e(0)} \{ 1 \} \times \{ -z^* \} \right) \quad (6.9)$$

$$= \{ 1 \} \times (-\partial \Psi_e(0)).$$

From this, we deduce that $A_1 = \{ 1 \}$. Using a similar argument we can obtain $G(\bar{x}, -f(\bar{x})) = \{ -1 \} \times (-\partial \Psi_e(0))$, from which we obtain $A_2 = \{ -1 \}$. Hence, we have

$$0 \in [-1, 1] = \overline{\text{conv}}(A_1 \cup A_2),$$

and the $\preceq_K^{(l)}$- stationarity of $\bar{x}$ follows.

Next, we show that $\bar{x}$ is also $\preceq_K^{(u)}$-stationary. This is equivalent to $0 \in \overline{\text{conv}}(B_1 \cup B_2)$, where

$$B_1 := -D^*F(\bar{x}, f(\bar{x})) \left[ H(\bar{x}, f(\bar{x})) \right], \quad (6.12)$$

$$B_2 := -D^*F(\bar{x}, f(\bar{x})) \left[ H(\bar{x}, -f(\bar{x})) \right]. \quad (6.13)$$

In this case we have

$$H(\bar{x}, f(\bar{x})) = -\overline{\text{conv}} (\partial \Psi_e(0) \cap N(f(\bar{x}), F(\bar{x}))) \quad (6.8)$$

$$= -\partial \Psi_e(0).$$

From this, we deduce that

$$B_1 = -D^*F(\bar{x}, f(\bar{x})){[\partial \Psi_e(0)]} \quad (6.12)$$

$$\text{Hence, we have} \quad B_1 = \{ 1 \}. \quad (6.13)$$
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Similarly, we can obtain $H_\varphi(\bar{x}, f(\bar{x})) = -\partial\Psi_e(0)$, from which we get

$$B_2 \overset{(6.13)}{=} -D_\varphi F(\bar{x}, -f(\bar{x}))[-\partial\Psi_e(0)] \overset{(6.7)}{=} \{-1\}.$$

Hence, we have $0 \in [-1, 1] = \text{conv}(B_1 \cup B_2)$, and $\bar{x}$ is $\nabla^{(a)}_K$-stationary.

7 Conclusions

In this paper, we considered the set optimization problem with respect to the lower and upper less relations. The main contributions are the optimality conditions in Theorem 6.5 and Theorem 6.6, that are derived under the Lipschitzianity of the set-valued objective mapping and other natural assumptions. Perhaps the most attractive feature of our necessary conditions is that we do not require neither convexity nor compactness of the images of $F$, nor the existence of a strongly minimal element in the optimal set, which are some of the drawbacks of the other approaches in the literature [1, 2, 11, 20, 21, 26, 29, 31, 38, 41, 51, 54, 55].

The results obtained also open several ideas for further research. In particular, the scheme employed could be easily extended to other set relations, like those described in [32, 33, 42, 43] and that were not mentioned here. In addition, it is also of interest to relax the Lipschitzian assumption, maybe replacing it by some type of lower semicontinuity property, and therefore obtaining stronger results. Finally, we believe that our optimality conditions are the first step towards deriving algorithms for set optimization problems that converge to stationary points.

Aknowledgments

The authors would like to thank Boris Mordukhovich (Wayne State University) and Truong Q. Bao (Northern Michigan University) for comments and suggestions that improved an earlier version of this paper.

References

[1] M. Alonso and L. Rodríguez-Marín, Set-relations and optimality conditions in set-valued maps, Nonlinear Analysis: Theory, Methods, Applications, 63 (2005), pp. 1167 – 1179.

[2] _____, Optimality conditions for set-valued maps with set optimization, Nonlinear Anal., 70 (2009), pp. 3057–3064.

[3] T. Amahroq and A. Oussarhan, Lagrange multiplier rules for weakly minimal solutions of compact-valued set optimization problems, Asia-Pac. J. Oper. Res., 36 (2019), pp. 1950021, 22.

[4] T. Amahroq, A. Oussarhan, and A. Syam, On Lagrange multiplier rules for set-valued optimization problems in the sense of set criterion, Numerical Functional Analysis and Optimization, 0 (2019), pp. 1–20.
[5] D. T. V. An and N. D. Yen, "Differential stability of convex optimization problems under inclusion constraints," Appl. Anal., 94 (2015), pp. 108–128.

[6] T. Bao and B. Mordukhovich, "Relative Pareto minimizers for multiobjective problems: existence and optimality conditions," Math. Program., 122 (2010), pp. 301–347.

[7] ——, "Set-valued optimization in welfare economics," in Advances in mathematical economics. Volume 13, vol. 13 of Adv. Math. Econ., Springer, Tokyo, 2010, pp. 113–153.

[8] T. Q. Bao and C. Tammer, "Subdifferentials and snc property of scalarization functionals with uniform level sets and applications," J. Nonlinear Variational Analysis, 2 (3) (2018), pp. 355–378.

[9] ——, "Scalarization functionals with uniform level sets in set optimization," Journal of Optimization Theory and Applications, 2 (3) (2019), pp. https://doi.org/10.1007/s10957–019–01504–z.

[10] F. H. Clarke, Optimization and nonsmooth analysis, vol. 5, Society for Industrial and Applied Mathematics (SIAM), Philadelphia, PA, second ed., 1990.

[11] S. Dempe and M. Pilecka, "Optimality conditions for set-valued optimisation problems using a modified Demyanov difference," J. Optim. Theory Appl., 171 (2016), pp. 402–421.

[12] M. Durea and R. Strugariu, "On some Fermat rules for set-valued optimization problems," Optimization, 60 (2011), pp. 575–591.

[13] M. Durea and C. Tammer, "Fuzzy necessary optimality conditions for vector optimization problems," Optimization, 58 (2009), pp. 449–467.

[14] J. Dutta and C. Tammer, "Lagrangian conditions for vector optimization in Banach spaces," Math. Methods Oper. Res., 64 (2006), pp. 521–540.

[15] M. Ehrgott, J. Ide, and A. Schöbel, Minmax robustness for multi-objective optimization problems, European J. Oper. Res., 239 (2014), pp. 17–31.

[16] Z. Feinstein and B. Rudloff, "A comparison of techniques for dynamic multivariate risk measures," in Set optimization and applications—the state of the art, vol. 151 of Springer Proc. Math. Stat., Springer, Heidelberg, 2015, pp. 3–41.

[17] C. Gerth and P. Weidner, "Nonconvex separation theorems and some applications in vector optimization," J. Optim. Theory Appl., 67 (1990), pp. 297–320.

[18] F. Giannessi, "Theorems of alternative, quadratic programs and complementarity problems," in Variational inequalities and complementarity problems (Proc. Internat. School, Erice, 1978), Wiley, Chichester, 1980, pp. 151–186.

[19] A. Göpfert, H. Riahi, C. Tammer, and C. Zălinescu, Variational methods in partially ordered spaces, vol. 17, Springer-Verlag, New York, 2003.

[20] T. X. D. Ha, "A Hausdorff-type distance, a directional derivative of a set-valued map and applications in set optimization," Optimization, 67 (2018), pp. 1031–1050.
A new concept of slope for set-valued maps and applications in set optimization studied with Kuroiwa’s set approach, Mathematical Methods of Operations Research, (2019).

H. Hadwiger, Minkowskische Addition und Subtraktion beliebiger Punkt mengen und die Theoreme von Erhard Schmidt, Math. Z., 53 (1950), pp. 210–218.

A. H. Hamel, F. Heyde, A. Löhne, B. Rudloff, and C. Schrage, Set optimization—a rather short introduction, in Set optimization and applications—the state of the art, vol. 151 of Springer Proc. Math. Stat., Springer, Heidelberg, 2015, pp. 65–141.

E. Hernández and L. Rodríguez-Marín, Nonconvex scalarization in set optimization with set-valued maps, Journal of Mathematical Analysis and Applications, 325 (2007), pp. 1–18.

J.-B. Hiriart-Urruty, New concepts in nondifferentiable programming, Bull. Soc. Math. France Mém., (1979), pp. 57–85. Analyse non convexe (Proc. Colloq., Pau, 1977).

L. Huerga, B. Jiménez, and V. Novo, Lagrange multipliers in convex set optimization with the set and vector criteria, Vietnam Journal of Mathematics, (Submitted, 2020).

J. Ide, E. Kőbis, D. Kuroiwa, A. Schöbel, and C. Tammer, The relationship between multi-objective robustness concepts and set-valued optimization, Fixed Point Theory Appl., (2014), pp. 2014:83, 20.

J. Jahn, Vector Optimization: Theory, Applications, and Extensions, Springer-Verlag, Berlin Heidelberg, 2 ed., 2011.

J. Jahn, Directional derivatives in set optimization with the set less order relation, Taiwanese J. Math., 19 (2015), pp. 737–757.

J. Jahn, Vectorization in set optimization, J. Optim. Theory Appl., 167 (2015), pp. 783–795.

J. Jahn and T. Ha, Karush-Kuhn-Tucker conditions in set optimization, Journal of Optimization Theory and Applications, 172 (2017), pp. 707–725.

E. Karaman, M. Soyertem, I. Atasever Güvenç, D. Tozkan, M. Küçük, and Y. n. Küçük, Partial order relations on family of sets and scalarizations for set optimization, Positivity, 22 (2018), pp. 783–802.

E. Karaman, M. Soyertem, and I. A. Guevenc, Optimality conditions in set-valued optimization problem with respect to a partial order relation via directional derivative, Taiwanese Journal of Mathematics, (2019). Advance publication.

A. Khan, C. Tammer, and C. Zălinescu, Set-valued optimization, Vector Optimization: An introduction with applications, Springer, Heidelberg, 2015.
[36] E. Köbis and M. A. Köbis, Treatment of set order relations by means of a non-linear scalarization functional: a full characterization, Optimization, 65 (2016), pp. 1805–1827.

[37] E. Köbis, M. A. Köbis, and J.-C. Yao, Generalized upper set less order relation by means of a nonlinear scalarization functional, J. Nonlinear Convex Anal., 17 (2016), pp. 725–734.

[38] ——, Optimality conditions for set-valued optimization problems based on set approach and applications in uncertain optimization, J. Nonlinear Convex Anal., 18 (2017), pp. 1001–1014.

[39] E. Köbis, T. Le, Thanh, C. Tammer, and J.-C. Yao, Necessary conditions for solutions of set optimization problems with respect to variable domination structures, Journal Pure Applied Functional Analysis, 4 (2019), pp. 317–343.

[40] E. Köbis and C. Tammer, Characterization of set relations by means of a non-linear scalarization functional, in Le Thi H., Pham Dinh T., Nguyen N. (eds) Modelling, Computation and Optimization in Information Systems and Management Sciences. Advances in Intelligent Systems and Computing, vol. 359 of Advances in Intelligent Systems and Computing, Springer, Cham, 2015, pp. 491–503.

[41] X. Kong, G. Yu, and W. Liu, Optimality for set-valued optimization in the sense of vector and set criteria, J. Inequal. Appl., (2017), pp. Paper No. 47, 11.

[42] D. Kuroiwa, The natural criteria in set-valued optimization, Sūrikaisekikenkyūsho Kōkyūroku, (1998), pp. 85–90. Research on nonlinear analysis and convex analysis (Japanese) (Kyoto, 1997).

[43] D. Kuroiwa, On set-valued optimization, in Proceedings of the Third World Congress of Nonlinear Analysts, Part 2 (Catania, 2000), vol. 47, 2001, pp. 1395–1400.

[44] ——, On derivatives of set-valued maps and optimality conditions for set optimization, J. Nonlinear Convex Anal., 10 (2009), pp. 41–50.

[45] D. Kuroiwa, T. Tanaka, and T. Ha, On cone convexity of set-valued maps, Nonlinear Anal., 30 (1997), pp. 1487–1496.

[46] B. Mordukhovich, Variational analysis and generalized differentiation. I, vol. 330 of Grundlehren der Mathematischen Wissenschaften [Fundamental Principles of Mathematical Sciences], Springer-Verlag, Berlin, 2006. Basic theory.

[47] ——, Variational analysis and generalized differentiation. II, vol. 331 of Grundlehren der Mathematischen Wissenschaften [Fundamental Principles of Mathematical Sciences], Springer-Verlag, Berlin, 2006. Applications.

[48] N. Neukel, Order relations of sets and its application in socio-economics, Appl. Math. Sci. (Ruse), 7 (2013), pp. 5711–5739.

[49] Z. G. Nishnianidze, Fixed points of monotone multivalued operators, Soobshch. Akad. Nauk Gruzin. SSR, 114 (1984), pp. 489–491.
[50] A. OUSSARHAN, *Contributions to set-valued optimization and to functional analysis*, PhD thesis, Cadi Ayyad University, Marrakech, 2019.

[51] A. OUSSARHAN AND I. DAIĐAI, *Necessary and sufficient conditions for set-valued maps with set optimization*, Abstr. Appl. Anal., (2018), pp. Art. ID 5962049, 6.

[52] J. PEYPOUQUET, *Convex optimization in normed spaces*, Springer, Cham, 2015. Theory, methods and examples, With a foreword by Hedy Attouch.

[53] R. PHELPS, *Convex functions, monotone operators and differentiability*, vol. 1364 of Lecture Notes in Mathematics, Springer-Verlag, Berlin, 1989.

[54] M. PILECKA, *Optimality conditions in set-valued programming using the set criterion*, Preprint 2014-02. Germany: Technical University of Freiberg, (2014).

[55] L. RODRÍGUEZ-MARÍN AND M. SAMA, *(λ, c)-contingent derivatives of set-valued maps*, Journal of Mathematical Analysis and Applications, 335 (2007), pp. 974 – 989.

[56] A. M. RUBINOV AND I. S. AKHUNDOV, *Difference of compact sets in the sense of Demyanov and its application to nonsmooth analysis*, Optimization, 23 (1992), pp. 179–188.

[57] W. SCHIROTZEK, *Nonsmooth analysis*, Universitext, Springer, Berlin, 2007.

[58] D. S. SHI, *Contingent derivative of the perturbation map in multiobjective optimization*, Journal of Optimization Theory and Applications, 70 (1991), pp. 385–396.

[59] M. STUDNIARSKI, *Necessary and sufficient conditions for isolated local minima of nonsmooth functions*, SIAM Journal on Control and Optimization, 24 (1986).

[60] X. D. H. TRUONG, *Existence and density results for proper efficiency in cone compact sets*, J. Optim. Theory Appl., 111 (2001), pp. 173–194.

[61] V. TUAN AND L. TAM, *The Lipschitz properties of cone convex set-valued functions*, Variational Analysis and Set Optimization: Developments and Applications in Decision Making, (accepted 2018).

[62] R. C. YOUNG, *The algebra of many-valued quantities*, Math. Ann., 104 (1931), pp. 260–290.