Optimized pair natural orbitals for the coupled cluster methods
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Abstract

We present the coupled-cluster singles and doubles method formulated in terms of truncated pair-natural orbitals (PNO) that are optimized to minimize the effect of truncation. Compared to the standard ground-state PNO coupled-cluster approaches, in which truncated PNOs derived from first-order Møller-Plesset (MP1) amplitudes are used to compress the CC wave operator, the iteratively-optimized PNOs (“iPNOs”) offer moderate improvement for small PNO ranks but rapidly increase their effectiveness for large PNO ranks. The error introduced by PNO truncation in the CCSD energy is reduced by orders of magnitude in the asymptotic regime, with an insignificant increase in PNO ranks. The effect of PNO optimization is particularly effective when combined with Neese’s perturbative correction for the PNO incompleteness of the CCSD energy. The use of the perturbative correction in combination with the PNO optimization procedure seems to produce the most precise approximation to the...
canonical CCSD energies for small and large PNO ranks. For the standard benchmark set of noncovalent binding energies remarkable improvements with respect to standard PNO approach range from a factor of 3 with PNO truncation threshold $\tau_{\text{PNO}} = 10^{-6}$ (with the maximum PNO truncation error in the binding energy of only 0.1 kcal/mol) to more than 2 orders of magnitude with $\tau_{\text{PNO}} = 10^{-9}$.

1 Introduction

First-principles many-body electronic structure methods can predict many molecular properties, including structure, spectra, thermodynamic data, and chemical reactivities. In particular, the coupled-cluster method\(^1\) can approach near-experimental accuracy for the prediction of the heats of formation of small molecules,\(^2\) with the hope that for heavier elements and larger systems, theory will actually become more accurate than experiment. Unfortunately, application of even the simplest many-body methods, such as the coupled-cluster singles and doubles method (CCSD),\(^3\) is restricted to small systems due to the $\mathcal{O}(N^6)$ computational complexity of its standard LCAO (“linear combination of atomic orbitals”) implementation. Coupled-cluster methods that are capable of quantitative energetics, such as the coupled-cluster singles, doubles, and perturbative triples method [CCSD(T)],\(^4\) have an even higher computational complexity [in this particular case, $\mathcal{O}(N^7)$]. Thus, significant recent effort has focused on reducing the complexity of many-body methods.

The complexity of many-body methods can be reduced from their naïve figures by several techniques. First, the use of (non-LCAO) numerical representations, e.g. real-space/reciprocal-space grids, that permit fast application of operators can be used to reduce scaling,\(^5\) albeit at the cost of increasing the verbosity of the representation. In the context of LCAO, complexity reduction calls for the use of low-rank representations (e.g. orbital localization, density fitting, and iterative subspace compression) and screening. Recently, by combining such techniques, practical reduced scaling implementations of LCAO coupled-cluster methods,
capable of maintaining chemically-acceptable precision and achieving low-order (sometimes, linear) scaling with the system size, have been demonstrated.\textsuperscript{9–16}

A key to recent advances has been the introduction of pair natural orbitals (PNOs)\textsuperscript{17,18} and other closely related concepts for block-wise compression.\textsuperscript{19–21} Just as the natural spin orbitals are the optimal basis (in the sense of wave function norm) for the CI expansion of a 2-electron system,\textsuperscript{22} so PNOs provide an efficient (albeit not optimal) basis for encoding pair blocks of a wave operator. Although PNOs date back to the 60s and 70s and the work of Edmiston and Krauss,\textsuperscript{23,24} Meyer,\textsuperscript{25–27} Ahlrichs,\textsuperscript{28} and others, their recent use was popularized by the work of Neese and co-workers,\textsuperscript{17,18} who showed that they can reduce the scaling and prefactor to a degree sufficient for early crossover with canonical methods. A combination of PNO-style compression with local formulations of coupled-cluster (already shown to be capable of linear scaling by Werner and co-workers,\textsuperscript{29–31}) gives rise to reduced\textsuperscript{15,16} and even linear scaling\textsuperscript{10–14,32–35} variants of the PNO coupled-cluster methods, which achieve practical supremacy compared to the canonical coupled-cluster implementations for systems with 10-20 atoms.

The use of PNOs in any infinite-order method, such as configuration interaction, coupled-cluster, or Green’s function approaches, is predicated on access to guess two-body amplitudes of sufficient quality to construct accurate PNOs. All modern applications use (approximate) first-order Møller-Plesset (MP1) amplitudes\textsuperscript{17} to form the PNOs, although other choices have been investigated\textsuperscript{25,26}. It is clear that such a choice may be suboptimal, such as for cases when correlation can introduce substantial relaxation effects (e.g. in anions) and in small-gap systems in general (conjugated organic molecules, semiconductor crystals). Here we propose to investigate how closely MP1-based PNOs approximate the \textit{optimal} PNOs in the context of the coupled-cluster singles and doubles method. To construct optimal PNOs we have devised an iterative algorithm for refinement of the PNOs; the moniker “iPNO” will be used to distinguish these optimized PNOs from standard PNOs.
Our paper is organized as follows. In Section 2 we outline the construction and truncation of PNOs. We then discuss the current method for iPNO construction in more detail and include a discussion of perturbative corrections for the PNO truncation errors that we investigated in this work. Section 4 details numerical performance of iPNO-CCSD vs standard PNO-CCSD and canonical CCSD. We summarize our findings and discuss potential for the use of iPNOs in a production-quality PNO coupled-cluster implementation in Section 5.

2 Theoretical background

The pair natural orbitals of pair $ij$ are the eigenvectors of the corresponding pair density $D^{ij}$:

$$D^{ij}U^{ij} = U^{ij}n^{ij},$$  \hspace{1cm} (1)

where $(U^{ij})_{ba} \equiv U_{ba,ij}$ is the $b$th expansion coefficient of PNO $a_{ij}$, and $(n^{ij})_{ab} \equiv n_{a_{ij}}\delta_{a_{ij}b_{ij}}$ is the associated PNO occupation number.\footnote{Following convention, we have used $i, j, \ldots; a, b, \ldots; p, q, \ldots$ for the occupied, virtual, and general orbitals in the Hartree-Fock (HF) basis, respectively.}

The pair density matrix is defined by the two-body amplitudes $T^{(ij)}$:

$$D^{ij} = \frac{1}{1 + \delta_{ij}} \left( \tilde{T}^{ij} \tilde{T}^{ij†} + \tilde{T}^{ij†} \tilde{T}^{ij} \right),$$  \hspace{1cm} (2)

where $(T^{ij})_{ab} \equiv T_{ab}^{ij}$ and $\tilde{T}_{ab}^{ij} = 2T_{ab}^{ij} - T_{ba}^{ij}$. Transforming amplitudes to the full set of PNOs for each pair,

$$\tilde{T}^{ij} \equiv U^{ij}T^{ij}U^{ij†},$$  \hspace{1cm} (3)
does not produce any computational savings but, rather, greatly increases the costs of computing Hamiltonian matrix elements in the LCAO representation, e.g. the order-4 tensor \( g_{cd}^{ab} \equiv \langle cd | r_{12}^{-1} | ab \rangle \), traditionally computed at an \( \mathcal{O}(N^5) \) cost, becomes, in the PNO basis, \( g_{cij}^{aibij} \), which requires an \( \mathcal{O}(N^7) \) effort to compute. Computational savings are realizable if PNOs are truncated to include only those orbitals for which \( n_{a_{ij}} \geq \tau_{\text{PNO}} \), where truncation threshold \( \tau_{\text{PNO}} \) is a user-defined model parameter (setting \( \tau_{\text{PNO}} = 0 \) makes the PNO-based representation exact). For any finite \( \tau_{\text{PNO}} \) the number of PNOs per pair is independent of the system size for systems with nonzero gap, so parametrizing the wave operator in terms of the PNO basis amplitudes \( (\bar{T}^{ij})_{a_{ij}b_{ij}} \) directly reduces the number of parameters from \( \mathcal{O}(N^4) \) to \( \mathcal{O}(N^2) \). One-body amplitudes \( \bar{T}^i \) are similarly expressed in the compressed basis of orbital-specific virtuals (OSVs) \( U^i \), here obtained for orbital \( i \) as the PNOs of pair \( ii \) truncated with threshold \( \tau_{\text{PNO}}/100 \); this effectively makes the effect of OSV truncation completely negligible relative to that of PNO truncation.

The precision of the PNO representation is determined by the truncation parameter \( \tau_{\text{PNO}} \) and the quality of the guess amplitudes used to compute the PNOs. Although a variety of types of guess amplitudes have been used to construct PNOs in the past,\(^{23-28}\) in recent work, the PNOs are usually computed from exact or approximate first-order Møller-Plesset (MP1) amplitudes,\(^{17}\) which, in the basis of canonical Hartree-Fock orbitals, are computed as

\[
T_{ab}^{ij} = \frac{g_{ab}^{ij}}{f_i^a + f_j^b - f_a^i - f_b^j},
\]

where \( f_p^q = \langle p | \hat{f} | q \rangle \) are the matrix elements of the Fock operator. If the occupied orbitals are localized, the amplitudes evaluated via Eq. (4) are referred to as semicanonical amplitudes.\(^{18}\)

While semicanonical amplitudes are not the exact MP1 amplitudes, they are sufficiently accurate for the purpose of computing PNOs. This approach has also been generalized by Tew and co-workers to the context of explicitly correlated methods.\(^{36}\)

Here we propose to explore whether it is possible to improve MP1 PNOs in the context
of iterative solvers like those in the coupled-cluster method. The idea is to update PNOs periodically using the current values of the CC doubles amplitudes. In cases where the correlation effects are not described well by perturbation theory and the MP1 amplitudes are a poor approximation to the exact CC doubles amplitudes, updating PNOs might produce substantial savings and/or higher accuracy at constant compression rank.

Since the definition of the pair density in Eq. (2) includes the amplitudes expressed in the full space of unoccupied orbitals, it would appear that updating PNOs is only possible if guess amplitudes can be periodically computed in the full space by e.g. computing the residuals of the CC amplitude equations in the full space also. As we discuss later, it should be possible to update PNOs without ever constructing $T^{ij}$ in the full space of unoccupied orbital products. Since our goal here is to assess the performance of the PNOs optimized for the coupled-cluster family of methods, we utilize a canonical CCSD solver rather than a production PNO CCSD solver (preliminary testing of these ideas utilized a pilot PNO-CCD solver). This simulated implementation is an appropriate choice for testing the approach since coupled-cluster residuals in the full space of unoccupied states are directly available. Note that simulation of a PNO CC solver using a canonical CC solver has been utilized before by Werner and co-workers \cite{37,38} and recently by us in the context of PNO-EOM-CCSD.\cite{39}

The iPNO-CCSD solver is described in Algorithm 1. The basic idea is to solve the CCSD amplitude equations in a given fixed PNO subspace (we refer to these iterations as microiterations) and iteratively update the subspace by reconstructing the amplitudes in the full space and recomputing the PNOs (these are macroiterations).

3 Computational details

The iPNO-CCSD approach was implemented in a developmental version of the Massively Parallel Quantum Chemistry package (version 4).\cite{40} Initial assessment of the iPNO-CCSD
Algorithm 1 iPNO-CCSD simulation algorithm

Input: micro iteration convergence predicate $C_{\text{micro}}(R^{ij}, R^i)$; macro iteration convergence predicate $C_{\text{macro}}(R^{ij}, R^i)$; PNO truncation threshold $\tau_{\text{PNO}}$.

Output: Converged doubles $\{T^{ij}\}$ and singles $\{T^i\}$ CCSD amplitudes expressed in the basis of optimized PNOs $U^{ij}$ and OSVs $U^i$;

1: $k = 0$;
2: $\{T^{i(0)}\} = 0$;
3: Initialize $\{T^{ij(0)}\}$ to semicanonical MP1 amplitudes using Eq. (1);
4: Construct pair densities $\{D^{ij}\}$ as well as truncated PNOs, $\{U^{ij}\}$, and OSVs, $\{U^i\}$ using Eqs. (2) and (1);
5: repeat
6:  repeat
7:   Compute CCSD residuals $\{R^{ij}\}$ and $\{R^i\}$ using amplitudes $\{T^{ij(k)}\}$ and $\{T^i(k)\}$;
8:   Transform 2-body residual to PNO basis: $R^{ij} = U^{ij}U^{ij}U^{ij}, \forall ij$ ;
9:   Transform 1-body residual to OSV basis: $R^i = U^{i}U^{i}U^{i}, \forall i$ ;
10: Use $\{R^{ij}\}$ and $\{R^i\}$ to compute Jacobi/DIIS updates for 2-body PNO basis amplitudes, $\{\Delta^{ij}\}$, and 1-body OSV basis amplitudes, $\{\Delta^i\}$ ;
11: Back transform $\Delta^{ij}$ and $\Delta^i$ to the full unoccupied space:
12: $\bar{\Delta}^{ij} = U^{ij}U^{ij}U^{ij}, \forall ij$,
13: $\bar{\Delta}^i = U^{i}U^{i}U^{i}, \forall i$ ;
14:
15: Update the amplitudes:
16: $T^{ij(k+1)} = T^{ij(k)} + \Delta^{ij}, \forall ij$,
17: $T^{i(k+1)} = T^{i(k)} + \Delta^i, \forall ij$;
18: $k \leftarrow k + 1$ ;
19: until not $C_{\text{micro}}(\{R^{ij}\}, \{R^i\})$
20: Compute CCSD residuals $\{R^{ij}\}$ and $\{R^i\}$ using amplitudes $\{T^{ij(k)}\}$ and $\{T^i(k)\}$ ;
21: Use $\{R^{ij}\}$ and $\{R^i\}$ to compute Jacobi/DIIS updates for 2-body amplitudes, $\{\Delta^{ij}\}$, and 1-body amplitudes, $\{\Delta^i\}$ ;
22: Compute amplitudes for the PNO update:
23: $\hat{T}^{ij} = T^{ij(k)} + \Delta^{ij}, \forall ij$,
24: $\hat{T}^i = T^{i(k)} + \Delta^i, \forall i$ ;
25: Construct updated truncated PNOs, $\{U^{ij}\}$, and OSVs, $\{U^i\}$, using $\{\hat{T}^{ij}\}$;
26: Project amplitudes $\{T^{ij(k)}\}$ and $\{T^i(k)\}$ to the updated PNO and OSV subspaces, respectively:
27: $T^{ij(k+1)} \leftarrow U^{ij}U^{ij}U^{ij}T^{ij(k)}U^{ij}U^{ij}, \forall ij$;
28: $T^{i(k+1)} \leftarrow U^{i}U^{i}U^{i}T^{i(k)}U^{i}U^{i}, \forall i$ ;
29: $k \leftarrow k + 1$ ;
30: until not $C_{\text{macro}}(\{R^{ij}\}, \{R^i\})$
approach utilized a representative 12-system subset (see Table 1) of the S66 data set,\textsuperscript{41} the geometries of which were taken from the Benchmark Energy and Geometry Database (BEGDB).\textsuperscript{42} The full S66 data set was used in the final comparison of iPNO-CCSD with standard PNO-CCSD. For all calculations, the cc-pVDZ-F12 basis set\textsuperscript{43} was employed, with all two-electron integrals approximated by density fitting in the aug-cc-pVDZ-RI basis set.\textsuperscript{44}

| Index | Index in S66 | System          |
|-------|--------------|-----------------|
| 1     | 1            | Water ... Water |
| 2     | 2            | Water ... MeOH  |
| 3     | 3            | Water ... MeNH₂ |
| 4     | 9            | MeNH₂ ... MeOH |
| 5     | 24           | Benzene ... Benzene (\(\pi-\pi\)) |
| 6     | 25           | Pyridine ... Pyridine (\(\pi-\pi\)) |
| 7     | 26           | Uracil ... Uracil (\(\pi-\pi\)) |
| 8     | 34           | Pentane ... Pentane |
| 9     | 47           | Benzene ... Benzene (TS) |
| 10    | 50           | Benzene ... Ethyne (CH-\(\pi\)) |
| 11    | 59           | Ethyne ... Water (CH-O) |
| 12    | 66           | MeNH₂ ... Pyridine |

4 Results and discussion

4.1 PNO-CCSD vs. iPNO-CCSD

First we compare the performance of the PNO and iPNO methods for the absolute correlation energies of dimers. Figure 1 illustrates the max and mean absolute percent error in dimer absolute energy, relative to the canonical CCSD energy, as a function of \(\tau_{\text{PNO}}\). It is clear that the iPNO-CCSD approach performs consistently better than the PNO-CCSD scheme; a modest average improvement of a factor of 1.9 at \(\tau_{\text{PNO}} = 10^{-7}\) (the value used in routine application of PNO methods) becomes an improvement of more than an order of magnitude
for $\tau_{\text{PNO}} < 10^{-10}$. Figure 2 illustrates this improvement in more detail.

Figure 1: Statistical analysis of dimer absolute correlation energy percent errors

(a) Maximum absolute error (MAX)  
(b) Mean absolute error (MAE)

Figure 2: Ratio of PNO-CCSD dimer correlation energy percent error to iPNO-CCSD dimer correlation energy percent error for all systems

The smaller truncation errors of the iPNO-CCSD correlation energies relative to their standard PNO-CCSD counterparts do not come at the cost of increased PNO ranks, as is demonstrated in Figure 3.

Of course, in chemistry we are usually interested in differences of correlation energies. The performance of iPNO-CCSD for the binding energies of the dimers studied is compared to that of PNO-CCSD in Figure 4. It appears that the improved performance of iPNO-CCSD for the absolute correlation energies translates into improved performance for the binding energies as well.
As the preceding data indicate, PNO optimization decreases the PNO truncation error in the CCSD energy; in other words, for the same rank, the iPNO-CCSD energy is closer to the canonical CCSD energy than its standard PNO-CCSD counterpart. An interesting follow-up question is whether the reduction in the PNO truncation error can be achieved in another way. Neese and co-workers proposed a perturbative correction for the PNO truncation,\textsuperscript{17,18} obtained as the difference between the (semicanonical) MP2 and PNO-MP2 energies, both

\begin{figure}[h]
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\includegraphics[width=\textwidth]{figure3.png}
\caption{The average number of PNOs/pair for three $\tau_{\text{PNO}}$ values, compared across all three methods}
\end{figure}

4.2 Perturbative Energy Correction for PNO Incompleteness

As the preceding data indicate, PNO optimization decreases the PNO truncation error in the CCSD energy; in other words, for the same rank, the iPNO-CCSD energy is closer to the canonical CCSD energy than its standard PNO-CCSD counterpart. An interesting follow-up question is whether the reduction in the PNO truncation error can be achieved in another way. Neese and co-workers proposed a perturbative correction for the PNO truncation,\textsuperscript{17,18} obtained as the difference between the (semicanonical) MP2 and PNO-MP2 energies, both
easily available in the course of computing MP1 PNOs:

\[ \Delta_{\text{PNO-MP2}} \equiv E_{\text{MP2}} - E_{\text{PNO-MP2}}, \quad \text{where} \]

\[ E'_{\text{MP2}} = \sum_{ij \atop ab} (2g_{ij}^{ab} - g_{ij}^{ba}) t_{ij}^{ab}, \quad (6) \]

\[ E_{\text{PNO-MP2}} = \sum_{i_j \atop a_{ij}b_{ij}} \left(2g_{a_{ij}b_{ij}}^{ij} - g_{b_{ij}a_{ij}}^{ij} \right) r_{a_{ij}b_{ij}}^{ij}, \quad (7) \]

and where both standard and PNO unoccupied orbitals are assumed to be canonical, i.e. the Fock operator is diagonal in these spaces. An improved estimate of the canonical CCSD energy is then obtained as

\[ E_{\text{CCSD}} \approx E_{\text{PNO-CCSD}} + \Delta_{\text{PNO-MP2}}. \quad (8) \]

If the PNO incompleteness errors of the PNO-MP2 and PNO-CCSD energies were identical, this correction would be exact; thus the key assumption of this scheme is that the PNO incompleteness is not sensitive to the level of correlation treatment. It seems to be a good assumption in practice: Neese and co-workers observed\textsuperscript{17} that, for the practical values of \( \tau_{\text{PNO}} \), the use of the perturbative correction significantly reduces the PNO incompleteness.
Thus we decided to investigate whether the observed reduction in the PNO incompleteness of the correlation energy due to the optimization of PNOs is accounted for by the $\Delta_{\text{PNO-MP2}}$ correction. Since the change in the PNO basis should be accommodated by the incompleteness correction, by analogy with $\Delta_{\text{PNO-MP2}}$, we proposed the use of the following correction for iPNO-CCSD energies:

$$\Delta_{\text{iPNO-MP2}} \equiv E_{\text{MP2}} - E_{\text{iPNO-MP2}},$$

where $E_{\text{iPNO-MP2}}$ is evaluated exactly as $E_{\text{PNO-MP2}}$ but using optimized CCSD PNOs as the basis. All quantities needed to compute semicanonical $E_{\text{PNO-MP2}}$ and $E_{\text{iPNO-MP2}}$ are readily available in the iPNO-CCSD code, and the implementation is straightforward.

The max and mean absolute errors of the PNO-CCSD and iPNO-CCSD correlation energies of the dimers relative to their canonical CCSD counterparts are compared to the $\Delta_{\text{PNO-MP2}}$ and $\Delta_{\text{iPNO-MP2}}$ corrections in Figure 5, with the corresponding data for binding energies shown in Figure 6. It is clear that, with coarsely truncated PNOs (large $\tau_{\text{PNO}}$), $\Delta_{\text{PNO-MP2}}$...
Figure 6: Statistical analysis of binding energy absolute errors and perturbative energy corrections

is nearly indistinguishable from the error in PNO-CCSD, and hence it effectively corrects for the PNO incompleteness error, as observed by Neese et al. However, as \( \tau_{\text{PNO}} \) decreases, the quality of the correction decreases and already at \( \tau_{\text{PNO}} = 10^{-8} \), \( \Delta_{\text{PNO-MP2}} \) becomes ineffective.

Another observation is that the proposed \( \Delta_{\text{iPNO-MP2}} \) correction is not effective for correcting iPNO-CCSD energies; for \( \tau_{\text{PNO}} < 10^{-7} \) \( \Delta_{\text{iPNO-MP2}} \) significantly overcorrects \( E_{\text{iPNO-CCSD}} \).

The most interesting suggestion drawn from the data in Figures 5 and 6 is that \( \Delta_{\text{PNO-MP2}} \) seems to be an ideal PNO truncation correction for \( E_{\text{iPNO-CCSD}} \) for all values of \( \tau_{\text{PNO}} \). This observation is seemingly counterintuitive, since \( \Delta_{\text{PNO-MP2}} \) is computed using MP1 PNOs, whereas \( E_{\text{iPNO-CCSD}} \) uses relaxed CCSD PNOs. While an in-depth investigation of this effect is outside the scope of this work, a possible line of inquiry to explain this observation goes as follows. The PNO truncation error in standard PNO-CCSD is driven by two effects: the error due to the use of suboptimal (i.e. MP1) PNOs and due to the fixed rank error. It is clear that the use of MP1 PNOs in PNO-CCSD results in substantial errors due to the suboptimal PNOs; for high PNO ranks (small \( \tau_{\text{PNO}} \)) the PNO truncation error of standard PNO-CCSD is entirely dominated by the suboptimality of PNOs, as evidenced by the massive reduction.
of the PNO incompleteness by PNO optimization (compare iPNO-CCSD and PNO-CCSD errors). The use of optimal PNOs, i.e. MP1 PNOs for PNO-MP2 and CCSD PNOs for iPNO-CCSD, minimizes the errors in respective correlation energies for fixed PNO ranks and thus eliminates one component of the error. It seems that the second contribution to the error, due to the fixed PNO rank, is almost identical for MP2 and CCSD energies; further investigation of this phenomenon is left to future studies.

Thus the best way to correct the PNO incompleteness of iPNO-CCSD seems to be via $\Delta_{\text{PNO-MP2}}$. Figures 7 and 8 compare the performance of PNO-CCSD and iPNO-CCSD with their counterparts corrected with $\Delta_{\text{PNO-MP2}}$ for correlation energies and binding energies of dimers. For coarse truncations ($\tau_{\text{PNO}} \geq 10^{-7}$), corrected PNO-CCSD energies are more precise than bare (uncorrected) iPNO-CCSD energies. However, for tighter truncations ($\tau_{\text{PNO}} \leq 10^{-8}$), even uncorrected iPNO-CCSD outperforms corrected PNO-CCSD; this clearly suggests the dominant effect of suboptimal PNOs in the residual error of PNO-CCSD energy in the asymptotic regime ($\tau_{\text{PNO}} \rightarrow 0$). Most importantly, note that for $\tau_{\text{PNO}} \leq 10^{-6}$, corrected iPNO-CCSD energies are more precise than both corrected PNO-CCSD and uncorrected iPNO-CCSD. In fact, the performance of corrected iPNO-CCSD is rather remarkable, e.g. max error in binding energy of less than 0.1 kcal/mol is obtained already with $\tau_{\text{PNO}} = 10^{-6}$!

As a further illustration of the performance of our corrected iPNO-CCSD scheme, we have computed the binding energies for all 66 dimers in the S66 dataset, using both the PNO-CCSD and iPNO-CCSD schemes with $\tau_{\text{PNO}} = 10^{-6}$. The binding energy errors for the corrected and uncorrected schemes are plotted in Figure 9 while Table 2 contains a summary of the statistical analysis of these errors. Of the 66 dimer, not a single one has an iPNO-CCSD + $\Delta_{\text{PNO-MP2}}$ error above 0.1 kcal/mol, while the mean absolute error for this scheme is more than an order of magnitude smaller than the corresponding values for uncorrected PNO-CCSD and iPNO-CCSD. Also, the mean absolute error is reduced relative to the standard PNO-CCSD + $\Delta_{\text{PNO-MP2}}$ approach by more than a factor of 3.
Figure 7: Comparison of the accuracy of the various corrected and uncorrected schemes for dimer correlation energies

Table 2: Statistical analysis of the binding energy errors (in kcal/mol) for all S66 systems. In all cases, $\tau_{\text{PNO}} = 10^{-6}$ was used.

| Method                      | MAX  | MAE  |
|-----------------------------|------|------|
| PNO-CCSD                    | 4.224| 0.588|
| iPNO-CCSD                   | 3.958| 0.514|
| PNO-CCSD + $\Delta_{\text{PNO-MP2}}$ | 0.240| 0.089|
| iPNO-CCSD + $\Delta_{\text{iPNO-MP2}}$ | 0.091| 0.027|
| iPNO-CCSD + $\Delta_{\text{iPNO-MP2}}$ | 0.756| 0.112|

5 Summary and Perspective

We have investigated the use of iteratively-optimized PNOs (“iPNOs”) for a more robust compression of the coupled-cluster wave operator in the context of CCSD. The performance is compared to that of the standard PNO approach in which MP1 PNOs are used to compress the CC wave operator. PNO optimization offers moderate improvement relative to the standard PNO-CCSD for small PNO ranks but rapidly increases in effectiveness for large PNO ranks; the PNO incompleteness error of the CCSD energy is reduced by orders of magnitude in the asymptotic regime, with an insignificant increase in PNO ranks. This suggests that, in applications that call for a precise representation of the wave operator,
such as nonresonant response, the use of iPNO-CCSD may be warranted.

The effect of PNO optimization is not accounted for by Neese’s perturbative correction for the PNO incompleteness of the CCSD energy. In fact, in the asymptotic regime, the correction becomes ineffective, and the PNO truncation error of PNO-CCSD is entirely dominated by the use of suboptimal (MP1) PNOs. The use of the perturbative correction in combination with the PNO optimization procedure seems to produce the most precise approximation to the canonical CCSD result for small and large PNO ranks; remarkable improvements with respect to standard PNO approach range from a factor of 3 with $\tau_{\text{PNO}} = 10^{-6}$ to more than 2 orders of magnitude with $\tau_{\text{PNO}} = 10^{-9}$. Thus, the use of iPNO approach seems warranted even for computing energies. The remarkable performance of perturbatively-corrected iPNO approach for the energies suggests that further investigation of how to correct the PNO incompleteness of the coupled-cluster wave operator (not just the energy) is worthwhile.

The current pilot implementation of the PNO optimization procedure has much room for improvement. The use of the CCSD residual in the full space (or, in the case of domain-based methods, in the full domain space of each pair) is not necessary and can be eliminated by switching to the gradient-based optimization. Gradient-based optimization of PNOs is
Figure 9: Comparison of the binding energy errors for all systems in the S66 benchmark set, using both corrected and uncorrected PNO-CCSD and iPNO-CCSD schemes already used by one of us (E.V.) in the context of real-space correlation methods and seems to be a robust way to compute optimal PNOs without the need to represent the wave operator explicitly.
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