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Abstract: Artificial Intelligence (AI) has been widely used in Short-Term Load Forecasting (STLF) in the last 20 years and it has partly displaced older time-series and statistical methods to a second row. However, the STLF problem is very particular and specific to each case and, while there are many papers about AI applications, there is little research determining which features of an STLF system is better suited for a specific data set. In many occasions both classical and modern methods coexist, providing combined forecasts that outperform the individual ones. This paper presents a thorough empirical comparison between Neural Networks (NN) and Autoregressive (AR) models as forecasting engines. The objective of this paper is to determine the circumstances under which each model shows a better performance. It analyzes one of the models currently in use at the National Transport System Operator in Spain, Red Eléctrica de España (REE), which combines both techniques. The parameters that are tested are the availability of historical data, the treatment of exogenous variables, the training frequency and the configuration of the model. The performance of each model is measured as RMSE over a one-year period and analyzed under several factors like special days or extreme temperatures. The AR model has 0.13% lower error than the NN under ideal conditions. However, the NN model performs more accurately under certain stress situations.
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1. Introduction

The development of Short-Term Load Forecasting (STLF) tools has been a common topic in the late years [1–3]. STLF is defined as forecasting from 1 h to several days ahead, and it is usually done hourly or half-hourly. The application of STLF include transport and system operators that need to ensure reliability and efficiency of the system and networks and producers that require to establish schedules and utilization of their power facilities. In addition, STLF is required for the optimization of market bidding for both buyers and sellers in the market. The ability to foresee the electric demand will reduce the costs of deviations from the committed offers. These aspects have been especially relevant in the last decade in which the deregulation of the Spanish market following European directives has been enforced. In addition, the increasing availability of renewable energy sources, makes the balancing of the system more unstable as it adds more uncertainty on the producing end. All of these reasons make STLF a critical aspect to ensure reliability and efficiency of the power system.

Forecasting models use several techniques that can be grouped in Statistical, Artificial Intelligence and Hybrid techniques. Statistical methods require a mathematical model that provide the relationship between load and other input factors. These methods were the first ones used and are still currently relevant. They include multiple linear regression models [4–6], time-series [7–10] and...
exponential smoothing techniques [11]. Pattern recognition is a key aspect of load forecasting. Determining the daily, weekly and seasonal patterns of consumers is at the root of the load-forecasting problem. Pattern recognition techniques stem from the context of computer vision and from there, they have evolved to applications in all fields of engineering in forms of different types of Artificial Intelligence. These techniques (AI) have gained attention over the last 20 years. AI offers a variety of techniques that generally require the selection of certain aspects of their topology but they are able to model non-linear behavior from observing past instances. The term refers to methods that employ Artificial Neural Networks [12–16], Fuzzy Logic [13,15,17–20], Support Vector Machines [21] or Evolutionary Algorithms [15,17,22–24]. Hybrid models are those that combine the use of two or more techniques in the forecasting process. These are some examples that include some of the already mentioned [15,23,25–27]. Other application of pattern recognition and AI techniques to STLF include smaller scale systems, which present their own specificities [28,29].

The previous paragraph focused solely on the forecasting engine used to calculate the actual forecast, as this part usually receives the most attention. However, it is not the only key aspect of the forecasting problem. In [30], it is proposed a standard that includes 5 stages that need to be properly addressed in order to obtain accurate forecasts:

- **Data Pre-processing:** Data normalizing, filtering of outliers and decomposition of signals by transforms. This last aspect has received significant attention recently [23,24,31,32].
- **Input Selection:** Analysis of the available information and of how the forecasting engines process this information best. In [33], an example of how to determine which variable should be included is shown. The information about special days is also included in this stage, relevant attempts to determine the best way to convert type of day information to valid input to the forecasting engine are found in [18–20,34–36].
- **Time Frame Selection:** Refers to determining which period should be used for training. In [16], a time scheme including similar days is proposed. In this paper, this issue will be addressed by determining how the availability of historical data affects the accuracy of forecasts carried out by different forecasting engines.
- **Load Forecasting:** Refers to the forecasting engine.
- **Data Post-Processing:** De-normalizing, re-composition, etc.

To sum up, it is also relevant to mention examples of real world applications [37–39]. The publishing of models that are validated through actual use by the industry instead of through lab conditions is especially important for the advancement of the field [2].

The referred examples contain descriptions of particular forecasting models that are usually described by defining their input and the inner workings, topology, configuration and other characteristics of the forecasting engine. They also include the results of the model when it has been tested on a specific database and for a certain period of time. This methodology has provided a wide variety of models for the industry and scientific community to choose from for any particular application. However, it has provided very little information on how to compare each method and how to determine the strong and weak suits of each technique. The lack of analysis of the characteristics of the database, and in some cases the use of testing periods shorter than a full year, makes it very difficult for the reader to a priori determine which of the proposed models would suit best their own personal case.

This issue has been treated in [40,41], in which the authors propose a certain methodology to adopt different techniques depending on the forecasting problem. These papers include an analysis of the load prior to the actual forecasting process. However, they only test one technique for the forecasting engine. In [42] the issue of predictability of databases is addressed to provide a benchmark indicator that could provide a fair comparison among results of different models on different databases that may or may not be similarly affected by the same factors (temperature, social activities . . . ). This type of information along with the standardization proposed in [30] would be useful to determine
the characteristics of a specific problem and the features of each model available that best addresses
the subject at hand.

Consequently, there is consensus that a general solution does not exist and that the STLF problem
does not have a “one-size-fits-all” fix. Nevertheless, the objective of this paper is to provide a
comparison between two of the most common forecasting engines: the autoregressive model (AR) and
the Neural Network (NN). The goal is to determine how a given set of conditions and configuration
parameters affect the accuracy of each technique (AR and NN) and use this information to define their
strong and weak points.

The methodology aims to determine the circumstances under which each of the forecasting
engines performs more accurately. The conditions of the forecasts: historical data available, sources of
temperature information, computational burden, maintenance needed . . . are modified to determine
how each of them affects each technique. In addition, the performance results are analyzed in terms of
type of days (cold, hot, special days) in order to better assess whether one of the forecasting engines
performs better on a certain type of day.

This paper provides results from a real application using two different techniques under the same
set of conditions. These results are classified by the type of day to facilitate the analysis. The obtained
results provide proof that NN models are more reliable when meteorological information is scarce
(only few locations are available) or when it is not properly pre-processed. Nevertheless, the NN
requires a larger historical database to match the accuracy of the AR model. The overall results show
that each technique is better suited for specific types of days, but more importantly, that there are
conditions under which one technique clearly outperforms the other.

Section 2 contains the description of the forecasting engines that are compared, the parameters and
conditions under which they are tested and the categorization of type of days used
to compare the results. On Section 3, the characteristics of the data used are explained: characteristics
of the load, meteorological variables and their treatment and information to determine the type of day.
Section 4 includes the results obtained on the tests: a revision of each parameter and how its variation
affects the performance to both forecasting engines. Finally, Section 5 includes a brief conclusion that
summarizes the most relevant aspects of the results.

2. Methodology

This section provides a detailed description of the analyzed forecasting techniques, the conditions
under which they are tested and the classification of the results used to draw conclusions.

2.1. Forecasting Models

Both forecasting models under analysis are extracted from the STLF system currently working
at Red Eléctrica de España (REE), the Transport System Operator in Spain. They have been
thoroughly described in [39], and have been running on the REE headquarters for over two years
now. Both forecasting engines use the same data filtering system to discard outliers, usually caused
by malfunctioning of the data acquisition systems. The forecasting scheme provides a forecast every
hour that contains the forecasted hourly profile for the current day and the next nine days. Internally,
each hour is forecasted separately by different sub-models. Therefore, each full model includes
24 sub-models to forecast the load profile of a full day, and different submodels are used depending on
how distant in the future the forecasted day is.

To simplify the comparison, the metric that will be used as reference is the error of the forecast
made at 9 a.m. for the full 24 h of the next day. This forecast is the most relevant for REE as it is the
one that serves as a base for operation and planning.

The input for any of the submodels is a vector that contains the latest load information available,
temperature forecasts, annual trends and calendar information. This data will be further discussed on
the next section, but it is the same for both techniques AR and NN that are now explained.
2.1.1. Auto-Regressive Model

The auto-regressive model is actually an auto-regressive model with errors that includes exogenous variables. Regression models with time series errors describe the behavior of a series by accounting for linear effects of exogenous variables. However, the errors are not considered white noise but a time series. This type of model is described in Equation (1).

\[ y_t = \sum_{i=1}^{p} \phi_i \epsilon_{t-i} + X_t \theta + \epsilon_t \]  

where, the output \( y_t \) is expressed as a linear combination of previous known errors, \( \epsilon_{t-i} \), exogenous variables \( X_t \) and a random shock, \( \epsilon_t \). The coefficients \( \phi_i \) and vector \( \theta \) are calculated from the training data by a maximum likelihood method. The parameter \( p \) expresses the number of lags of the error that are included in the model.

2.1.2. Neural Network

The Neural Network model uses a non-linear auto-regressive system with exogenous input. Mathematically expressed in Equation (2):

\[ y_t = f \left( y_{t-1}, \ldots, y_{t-n_y}, u_{t-1}, \ldots, u_{t-n_u} \right) \]  

where, the output value \( y_t \) is a non-linear function of \( n_y \) previous outputs and \( n_u \) inputs. This non-linear function is, in our case, a feedforward neural network. Further description of this model can be found in [39]. Figure 1 shows a visualization of this type of networks working online. The figure shows a feedforward neural network with 119 exogenous inputs and a feedback of 14 previous values, 10 neurons in the hidden layer and 1 output.

The random nature of the training process of the NARX systems requires certain redundancy to stabilize the output. This is achieved by using a number NN in parallel. Also, the ability of the NN to capture non-linear behavior depends on the size of the hidden layer. Both of these parameters affect the computational burden imposed on the system, which is one of the conditions under which the models are tested.

![Figure 1. Schematic view of the NARX system as shown on a Matlab Mathworks visualization.](image)

2.2. Parameters and Forecasting Conditions

The forecasting engines described above have been tested with different configuration parameters and external conditions to determine how they adapt to different situations. External conditions are historical load availability, temperature locations availability and response timeliness, which is related to computational burden. Configuration parameters are temperature treatment, frequency of training and number of auto-regressive lags.
2.2.1. Historical Load Availability

The most important input of a load-forecasting model is its past behavior. A persistent model that only takes into account previous values may provide, in some cases, a valid baseline to start developing a more complex one. However, in many situations, and especially in industry applications, the availability of such historical data is not as deep as desired and it is restricted due to the quantity or the quality of the stored data. In some cases, the data acquisition system has not been running long enough, or a change in its configuration may cause old data to be obsolete.

The question of how old the data that we use in our forecasting system should be is a valid one. The inclusion of data from too far back may cause the model to learn obsolete behavior that has changed over the years and that is not currently accurate: the increment of air conditioning systems may increase the sensitivity of load to temperature increase while the use of more efficient lighting may decrease the load in after-sunset hours. On the other hand, there are certain phenomena like extreme temperatures or special days that do not happen for long periods of time and, therefore, if the database is not deep enough, it may not have enough examples to shape this type of behavior.

Our research proposes using data from the last 3, 5 and 7 years to train both models. The goal of these experiments is to determine which one of them requires a deeper database, or which one can benefit the most from such data availability. The data will be broken down into separate types of days in order to determine which category is affected by this condition.

2.2.2. Temperature Locations Availability

Temperature is the most important exogenous factor for load forecasting of regular days as both extremes of the temperature range increase electricity consumption. Load forecasting of small areas in which temperature is homogenous may require only one series of temperature data to learn the area’s behaviors that are related to temperature. However, if the region is larger and the weather presents higher variability, it is necessary to determine which locations provide a relevant temperature series that could model the local area’s behavior related to weather. Needless to say, not all local areas will be equally affected by temperature and the relevance of each area within the overall load for the region will vary depending on the lower or higher electricity capacity of each area. The electricity capacity normally relates to the area’s gross product.

In our case, Spain is a large country with a wide weather diversity. In addition, the population distribution also causes a high variability of power consumption among areas. According to this, the model used at REE includes data from five locations that represent the five weather regions: North-Atlantic (Bilbao), Mediterranean (Barcelona), Upper-Center (Zaragoza), Lower-Center (Madrid) and South (Sevilla). These cities, shown in Figure 2 are the most power demanding areas in each weather region.

![Location of the five temperature series and distribution of the weather regions in Spain.](image-url)

*Figure 2. Location of the five temperature series and distribution of the weather regions in Spain.*
The lack of availability of all temperature series affects the accuracy of the system. Both models have been tested by including only one series of data and then adding the rest one at a time. This experiment allows to determine which model can perform best under scarce information and which can benefit the most from a richer dataset.

2.2.3. Temperature Treatment

As it was aforementioned, temperature has a non-linear relation with electricity consumption, as both high and low temperature causes an increase in demand. To illustrate this, Figure 3 shows a plot of the average load on regular days at 18 h against the average temperature of the day. Therefore, in order for the forecasting engine to capture such behavior, it may require a pre-processing of the data.

![Figure 3. Scatter plot of national load at 18 h against the daily average temperature in Madrid.](image)

One common approach to this is using a technique called Heating Degree Days (HDD) and Cooling Degree Days (CDD). This technique linearizes the temperature load relation by defining threshold for high and low temperatures and splitting the series into one that accounts for cold days and another that does for hot days. The CDD and HDD series are described in Equations (3) and (4) and they are further discussed in [34].

\[
CDD_d = \begin{cases} 
T_{med,d} - TH_{hot}, & \text{if } T_{med} > TH_{hot} \\
0, & \text{otherwise}
\end{cases} \\
HDD_d = \begin{cases} 
TH_{cold} - T_{med,d}, & \text{if } T_{med} < TH_{cold} \\
0, & \text{otherwise}
\end{cases}
\]

where \(T_{med,d}\) is the average temperature of day \(d\), \(TH_{hot}\) and \(TH_{cold}\) are the thresholds for hot and cold days and \(CDD_d\) and \(HDD_d\) are the values of each series for day \(d\).

This technique requires the thresholds to be properly tuned to each location’s effect on the load. This optimization process is described in [39] and the optimal threshold for each zone has been calculated. However, the robustness of each model against the variation of these values has been tested by introducing variations of up to 12 degrees on each threshold.

2.2.4. Neural Network Size, Redundancy and Computational Burden

According to the selected topology shown in Figure 1, part of the configuration of the network is the selection of the number of neurons in the hidden layer. The complexity of the network is related to
this parameter, as it is associated to its ability to model non-linear behaviors. A network with a low number of neurons in its hidden layer would fail to learn complex, non-linear relations between input and output. On the other hand, the number of neurons increases the computational burden of the training and forecasting process and, therefore it should be minimized if the system is working online and has a response time limit.

In addition, the neural network training algorithm relies on a random initialization of the neurons’ weights. The randomness causes the network’s output to contain a random component. In order to minimize the effect of this randomness, the working model includes a redundant design. Each network is replicated \( n \) times to obtain \( n \) different outputs for each forecast. The final output is obtained then by discarding the lowest and highest values and averaging the rest. Increasing the number of replicas costs a linear increase of computational burden while it reduces the randomness of the output and reduces the variability of the output, minimizing the maximum error of a forecasted period.

The response time of the system is a critical feature. If the forecast is not produced on time, then the whole effort could be useless. In order to test how the limit of time response affects the models the number of neurons is set from 3 to 20 and the number of redundant networks from 3 to 25. As the neural network model is the one with higher computational burden it is the only one affected by this limitation.

2.2.5. Frequency of Training

As it will be further discussed in Section 3, the load series evolve over time due to changes in factors like economic growth or shifts in consumer behaviors. This causes forecasting models to become obsolete if the data used during training no longer follows the current trends. Therefore, in order to keep up with load shifting behavior, forecasting models need to be frequently retrained with new data.

The training process may have heavy computational requirements that make it unpractical to increase frequency needlessly. Therefore, the period in between trainings is a factor that may alter the accuracy of the model.

In this research, both AR and NN models have been tested with training frequencies of 3, 6, 12 and 24 months. In each of these tests, all sub-models were retrained using the most recent data. In accordance with this, for frequencies higher than 12 months, the simulation period of one year was split into separate blocks as the Table 1 shows.

To evaluate the results, all blocks from each frequency are added together into a single one-year period and the corresponding Root Mean Square Error (RMSE) is calculated for both AR and NN models.

| Frequency (Months) | Block | Training Period | Simulation Period |
|--------------------|-------|-----------------|-------------------|
|                    |       | Start           | End               | Start           | End               |
| 3                  | 1     | 1 January 2010  | 31 December 2016 | 1 January 2017  | 31 March 2017     |
|                    | 2     | 1 April 2010   | 31 March 2017    | 1 April 2017    | 30 June 2017      |
|                    | 3     | 1 July 2010    | 30 June 2017     | 1 July 2017     | 30 September 2017 |
|                    | 4     | 1 October 2010 | 30 September 2017| 1 October 2017  | 31 December 2017  |
| 6                  | 1     | 1 January 2010  | 31 December 2016 | 1 January 2017  | 30 June 2017      |
|                    | 2     | 1 July 2010    | 30 June 2017     | 1 July 2017     | 31 December 2017  |
| 12                 | 1     | 1 January 2010  | 31 December 2016 | 1 January 2017  | 31 December 2017  |
| 24                 | 1     | 1 January 2009  | 31 December 2015 | 1 January 2017  | 31 December 2017  |
2.2.6. Number of Auto-Regressive Lags

As it was aforementioned, both models present an auto-regressive component. This part of the model introduces the previous values as a feedback in order to enable to forecasting engine to reduce errors due to unaccounted factors that are persistent in time.

The key parameter to configure this aspect of the models is the number of lags, which represents how many previous values are fed back into the model. Intuitively, the most recent values carry the most information while the further back in time that we reach, the less relevant the data become. In addition, the AR model uses a linear relation to capture the lagged results while the NN model allows non-linearity. Therefore, it is possible that one model is able to use a different amount of lags than the other.

The auto-regressive order of each model has been tested from 0 to 25. The load series is highly self-correlated on lags multiple of seven due to the weekly patterns, as it is shown in Figure 4. Therefore, lags around 7, 14 and 21 were explored. Auto-correlation measures the correlation between \( y_t \) and \( y_{t+k} \), and its calculation is described in [43].

![Sample Autocorrelation Function](image)

Figure 4. Sample autocorrelation function for National load at 18 h.

It is worth mentioning that the objective of this paper is not to provide or suggest analytical or statistical methods to determine the order of auto-regressive models like [44,45] but to offer a comparison between AR and NN based models to understand the effect that the auto-regressive order has on the forecasting accuracy.

2.3. Types of Days

Each of the proposed parameters and conditions under which the forecasting models are tested will cause the forecasting accuracy to change over the whole one-year simulating period. This variation, however, may affect some type of days more than other and, therefore, it may seem irrelevant when it is averaged over the whole testing period. In order to avoid this error, it is important to dissect the results and analyze the accuracy of the models on different categories of days to determine which conditions affect which type of days and how they do it.

There are two aspects to classify the days: social character and temperature. The first one considers days as special if they are a holiday, are in between two holidays or weekend, or are affected by Daylight Saving Time or the vacational periods at Christmas or Easter. A more detailed description of the days considered special is found in Section 3.

Temperature is used to classify days as hot and cold. For each category, the top 20 and bottom 20 days from the temperature series are considered. If one of the 20 days is also a special day, then it is
discarded as either hot or cold. All days that do not belong to one of the categories (special, hot or cold) are considered as regular days.

3. Data Analysis

It is important to describe the characteristics of the data series relevant to the forecasting process in order to understand the forecasting problem and whether or not its conclusions may apply to a different case:

3.1. Load

The load data series covers from 2010 to 2017 and it includes hourly values of electricity consumption in the Spanish inland system. The long-term trend of the series shown in Figure 5 is related to economic growth, efficiency improvements and behavioral shifts like the use of AC systems.

On a shorter term scale, the factors driving the load in Spain are temperature and social events and holidays, which are explained in the following subsections.

3.2. Temperature

The temperature data available includes series from 59 stations scattered across the country. Real data of daily maximum and minimum data is collected along with daily forecasts of up to ten days ahead. Therefore, it is possible to simulate real time conditions if forecasts are used instead of real data.

As it was explained before, the national forecast only uses information from five stations selected from the 59 available. This selection is made through an empirical evaluation. In addition, the temperature from up to four previous days is also used in order to capture the dynamics of the temperature-load relation. The non-linearity of the relation is modeled using the CDD and HDD approach already discussed. Figure 6 shows the scatter plot of national load at 18 h on weekday against temperature at the three most relevant locations. The HDD and CDD linearization is also plotted for each location along with the Mean Average Percentage Error (MAPE) between the actual load and the linearized one.

![Figure 5. Evolution of 52 weeks moving average load and Gross National Product. Both series are normalized [0, 1].](image-url)
The days are classified into 34 exclusive categories some of which include several days under a general rule: Mondays, Wednesdays, national holidays, Mondays before a holiday . . . and others for specific and unique days: 1 May, 25 December, 1 January . . . In addition to the exclusive categories (each day can only be assigned to one of these), there are also 18 modifying categories that may be simultaneously active with an exclusive one. These include regional holidays, days affected by DST . . . The complete classification can be found in [39].

The relevance of a proper day categorization is shown in Figure 7. The graph represents the average load profiles for 8 December, which is a national holiday, 7 December, before a holiday, and 30 November, regular day 7 days prior to 7 December. The years considered are the ones in which 7 December was not Saturday, Sunday or Monday. Figure 7 also includes the profile for 7 December on a Saturday. The graph shows how depending on the calendar (effects of temperature are averaged out), the profile not only shows variation of up to 20% from a regular weekday to a national holiday but it also shows different profiles in between.

**Figure 6.** Scatter plot of national load and its linearization against temperature at Madrid, Barcelona and Sevilla.

**Figure 7.** Different average profiles for national holidays, normal days, Saturdays and adjacent to holiday.
4. Results

The results expressed in this section correspond to the forecasting period of 2017. Each subsection presents the accuracy of both techniques (AR and NN) when the correspondent parameter or external condition changes. In addition, these results have been analyzed under the categories described in Section 2.3.

4.1. Historical Load Availability

The results shown in Table 2 represent the effect of increasing the number of previous years considered in the training of the model from 3 to 7 for both models. The results show a generally more accurate performance by the AR model especially with fewer years of data (1.50% vs. 2.17%). The NN model, however, benefits more from the availability of more data and this difference is reduced to 0.1% when seven years are used. The AR model shows very little improvement from 3 to 7 years while the NN model appears to be able to benefit from even longer training data as its performance on all categories continues to improve from 5 to 7 years (see Figure 8). Unfortunately, the available data base is not yet deep enough to test this.

| Type of Day | 3-Years | 5-Years | 7-Years |
|------------|---------|---------|---------|
|            | AR (%)  | NN (%)  | AR (%)  | NN (%)  | AR (%)  | NN (%)  |
| Overall    | 1.50%   | 2.17%   | 1.52%   | 1.72%   | 1.45%   | 1.55%   |
| Regular    | 1.44%   | 1.96%   | 1.47%   | 1.57%   | 1.40%   | 1.44%   |
| Special    | 1.91%   | 3.62%   | 1.81%   | 2.71%   | 1.81%   | 2.31%   |
| Hot        | 1.63%   | 2.65%   | 1.53%   | 2.08%   | 1.55%   | 1.93%   |
| Cold       | 1.61%   | 2.79%   | 1.73%   | 1.81%   | 1.72%   | 1.48%   |

Test conditions: 10 neurons (10N), 10 redundant networks (10RN), 5 temperature locations (5TL), 12 month training freq (12MF), 7 lags for AR and 14 for NN (7/14LAG).

Figure 8. Overall forecasting error (RMSE) with training periods from 3 to 7 years.

Regarding the categorized results, regular days obtain almost the same result while in hot and special days the AR outperforms the NN model. However, cold days are clearly forecasted more accurately by the NN model. This could imply that the linear restriction present in the AR model limits its capacity to model the behavior of the load with the data treatment used.
4.2. Temperature Locations

The results for testing the availability of temperature data series from different locations are included in Table 3. In addition, Figure 9 shows the evolution of the overall RMSE of both models from having only location to including all five. Locations are included sequentially from most to least relevant.

Table 3. Forecasting error (RMSE) with available temperature location from 1 to 5.

| Type of Day | MAD | MAD, BAR | MAD, BAR, VIZ | MAD, BAR, VIZ, SEV | MAD, BAR, VIZ, SEV, ZAR |
|-------------|-----|----------|---------------|---------------------|-------------------------|
|             | AR  | NN       | AR            | NN                  | AR                      | NN                      |
| Overall     | 1.63% | 1.61% | 1.53% | 1.59% | 1.48% | 1.54% | 1.46% | 1.54% | 1.45% | 1.55% |
| Regular     | 1.59% | 1.53% | 1.48% | 1.50% | 1.43% | 1.45% | 1.41% | 1.44% | 1.40% | 1.44% |
| Special     | 1.84% | 2.22% | 1.86% | 2.21% | 1.81% | 2.15% | 1.80% | 2.17% | 1.81% | 2.31% |
| Hot         | 1.83% | 2.02% | 1.63% | 1.91% | 1.52% | 1.84% | 1.55% | 1.94% | 1.55% | 1.93% |
| Cold        | 2.00% | 1.61% | 1.81% | 1.49% | 1.83% | 1.47% | 1.76% | 1.48% | 1.72% | 1.48% |

Test conditions: 7 Years Training (7YT), 10N, 10RN, 12MF, 7/14LAG.

Figure 9. Overall forecasting error (RMSE) with available temperature location from 1 to 5.

The NN outperforms the AR model when only one location is available. Both models benefit from having more data series included, but the AR model obtains a more accurate forecast with five locations. In fact, the NN model obtains a larger error with five locations than it does with four. This could imply that the linear restriction on the AR model allows it to correctly include this information in the model. The excessive availability of information, however, seems to increase the risk of NN model overfitting the training data and, therefore, losing forecasting capabilities.

4.3. Temperature Treatment

The preprocessing of the temperature data is a key aspect of the forecasting system. The thresholds need to be properly tuned so that the linearization of the relation is correct. However, these thresholds may shift over time as consumers’ behavior regarding temperature changes. Therefore, robustness to this configuration is also important.

The results were obtained using one location each time and varying HDD and CDD thresholds from 13 to 25 °C. Table 4 shows the overall results for shifting the HDD threshold for Barcelona along with the hot and cold categories as the special days are not relevant to this test.

The effect of adjusting the threshold is more clearly shown in Figure 10, in which forecasting accuracy of both models using temperature from Zaragoza and Barcelona is plotted. The graph shows
how the NN is much less dependent on the chosen threshold while the AR performance is clearly thrown off by a misadjusted threshold.

**Table 4.** Forecasting error (RMSE) with different HDD threshold adjustment in Barcelona.

| Type of Day and Model | HDD Threshold |
|----------------------|---------------|
|                      | 13 14 15 16 17 18 19 20 21 22 23 24 25 |
| Overall AR           | 2.00% 1.98% 1.95% 1.94% 1.92% 1.91% 1.91% 1.91% 1.91% 1.91% 1.91% 1.91% 1.91% |
| Overall NN           | 1.92% 1.93% 1.93% 1.94% 1.92% 1.92% 1.93% 1.92% 1.92% 1.93% 1.93% 1.94% 1.94% |
| Hot AR               | 2.62% 2.63% 2.63% 2.62% 2.60% 2.58% 2.55% 2.55% 2.53% 2.50% 2.48% 2.46% 2.43% |
| Hot NN               | 2.54% 2.55% 2.55% 2.53% 2.56% 2.54% 2.55% 2.54% 2.52% 2.51% 2.46% 2.47% 2.45% |
| Cold AR              | 2.16% 2.11% 2.07% 2.03% 2.00% 1.99% 1.99% 1.99% 1.99% 2.00% 2.01% 2.02% 2.02% |
| Cold NN              | 1.65% 1.67% 1.69% 1.71% 1.71% 1.68% 1.71% 1.68% 1.72% 1.67% 1.71% 1.69% 1.69% |

**Figure 10.** Overall forecasting error (RMSE) with different HDD threshold adjustment in Barcelona and Zaragoza.

### 4.4. Number of Neurons

The number of neurons in the hidden layer affects both computational burden and the NN’s performance. Therefore, both aspects are reported as results on this test. Table 5 shows the accuracy of the neural network as the number of neurons is increased. In addition, the forecasting time for a single 24-h profile is included. It is worth noticing that the rest of forecasting processes like data access or treatment also consume time and, therefore, the reported time is not the only concern in order to obtain a timely forecast.

**Table 5.** Forecasting error (RMSE) and execution time with different number of neurons.

| Type of Day | Number of Neurons |
|-------------|-------------------|
|             | 3 4 5 10 15 20    |
| Overall     | 1.56% 1.55% 1.56% 1.55% 1.58% 1.62% |
| Regular     | 1.49% 1.46% 1.45% 1.44% 1.46% 1.50% |
| Special     | 2.00% 2.10% 2.28% 2.31% 2.36% 2.46% |
| Hot         | 2.00% 1.93% 1.95% 1.93% 2.00% 2.04% |
| Cold        | 1.55% 1.45% 1.51% 1.48% 1.51% 1.58% |
| Time (s)    | 1.610 1.615 1.620 1.630 1.639 1.643 |

Test conditions: 7YT, 10RN, 5TL, 12MF, 7/14LAG.
Figure 11 shows the evolution of accuracy and simulation time against the number of neurons in the hidden layer. It can be seen that the execution time is almost constant and therefore the number of neurons is not an issue regarding computational burden. In addition, accuracy on regular days does not improve with more complex networks. Special days, however, show a deterioration as the number of neurons increases. A possible explanation to this is that a more complex network is able to overfit the training data and lose generality. This is especially obvious on the special-day category due to the scarcity of data.

Figure 11. Overall forecasting error (RMSE) and execution time with different number of neurons.

4.5. Redundancy of Neural Networks

The use of a redundant number of NN reduces the model’s dependency of random initial conditions. Furthermore, eliminating extreme values also reduces the overall error. Table 6 shows the results of using from 3 to 25 redundant networks for the NN model.

Table 6. Forecasting error (RMSE) and execution time with different redundant networks.

| Type of Day | Number of Networks |
|-------------|--------------------|
|             | 3  | 5  | 10 | 11 | 12 | 14 | 15 | 16 | 20 | 25 |
| Overall     | 1.67% | 1.62% | 1.55% | 1.56% | 1.54% | 1.54% | 1.54% | 1.55% | 1.55% | 1.56% |
| Regular     | 1.55% | 1.51% | 1.46% | 1.48% | 1.46% | 1.45% | 1.46% | 1.46% | 1.45% | 1.46% |
| Special     | 2.51% | 2.30% | 2.10% | 2.08% | 2.08% | 2.11% | 2.12% | 2.13% | 2.18% | 2.22% |
| Hot         | 2.02% | 1.97% | 1.93% | 1.98% | 1.92% | 1.94% | 1.92% | 1.93% | 1.92% | 1.94% |
| Cold        | 1.54% | 1.57% | 1.45% | 1.43% | 1.45% | 1.43% | 1.44% | 1.46% | 1.47% | 1.44% |
| Time (s)    | 0.839 | 1.09 | 1.686 | 1.746 | 1.868 | 2.039 | 2.228 | 2.333 | 2.713 | 3.363 |

Test conditions: 7YT, 4N, 5TL, 12MF, 7/14LAG.

There is an improvement using up to 10 redundant networks. However, there is not significant error reduction from 10 to 25 networks. The execution time shows an increase, although for the optimum amount of 10 networks the computational burden is still manageable. As a reference, we have used the execution time for the AR model, which is 0.835 s. In addition, in Figure 12 it can be seen that the type of days that benefit the most from increasing number of networks from 3 to 10 are special days. Again, this is probably due to the higher variability in the output from different networks for this scarcer type of days.
4.6. Frequency of Training

The results from Table 7 show the performance of both models when the training period is changed from 3 months to 24 months. The testing period remains the same as described in Table 1, but the data used to train the model that forecasted each block changes. There appear to be no significant improvement from retraining the models more frequently than annually, as seen on Figure 13. However, a training period longer than a year seems to cause an increase in the forecasting error. Both models are affected very similarly by this parameter, with an increase in the error of about 23% for both models from retraining the models more frequently than annually, as seen on Figure 13. However, a training period longer than a year seems to cause an increase in the forecasting error. Both models are affected very similarly by this parameter, with an increase in the error of about 23% for both models when increasing the time in between trainings from 12 to 24 months.

**Table 7.** Forecasting error (RMSE) with different training frequency.

| Type of Day | 3 Months | 6 Months | 12 Months | 24 Months |
|-------------|----------|----------|-----------|-----------|
| Overall     | 1.44%    | 1.54%    | 1.44%     | 1.56%     | 1.45%     | 1.55%     | 1.78%     | 2.07%     |
| Regular     | 1.39%    | 1.45%    | 1.40%     | 1.47%     | 1.40%     | 1.46%     | 1.74%     | 2.01%     |
| Special     | 1.78%    | 2.09%    | 1.79%     | 2.10%     | 1.81%     | 2.10%     | 2.13%     | 2.35%     |
| Hot         | 1.57%    | 1.96%    | 1.57%     | 1.97%     | 1.35%     | 1.93%     | 2.26%     | 3.11%     |
| Cold        | 1.70%    | 1.45%    | 1.69%     | 1.46%     | 1.72%     | 1.45%     | 1.96%     | 1.96%     |

Test conditions: 7YT, 4N, 10RN, 5TL, 7/14LAG.

**Figure 12.** Overall forecasting error (RMSE) and execution time with different redundant networks.

**Figure 13.** Forecasting error (RMSE) for AR and NN models with training frequency from 3 to 24 months.
4.7. Number of Lags

The number of lags in each model is changed from 0 to 25 in order to expose how this parameter affects the accuracy of each model. The results are categorized by type of day on Table 8. The AR model obtains a less accurate forecast than the NN when the lags are below 7 days. However, the results beyond this threshold benefit the AR model clearly. The AR model seems to continue its improvement up to lag number 21 (three weeks) but the NN reaches a plateau at lag 7. Once again, the NN model performs more accurately when little information (in this case lags) is available but it is outperformed by the AR model when the limitation is lifted. Figure 14 represents the overall accuracy of both models as the number of lags is increased. It is worth noticing how the AR model improves specially at lags 7, 14 and 21.

Table 8. Forecasting error (RMSE) with different lagged feedback.

| LAG | Overall | Regular | Special | Hot | Cold |
|-----|---------|---------|---------|-----|------|
|     | AR      | NN      | AR      | NN  | AR   | NN    | AR   | NN   |
| 0   | 1.80%   | 1.73%   | 1.76%   | 1.64%| 2.08%| 2.31% | 1.94%| 1.89%| 2.00%| 1.57%|
| 1   | 1.73%   | 1.65%   | 1.68%   | 1.55%| 2.04%| 2.34% | 1.86%| 1.81%| 1.85%| 1.47%|
| 2   | 1.64%   | 1.61%   | 1.59%   | 1.49%| 1.96%| 2.36% | 1.81%| 1.82%| 1.87%| 1.53%|
| 3   | 1.62%   | 1.57%   | 1.57%   | 1.48%| 1.95%| 2.16% | 1.81%| 1.91%| 1.86%| 1.44%|
| 4   | 1.56%   | 1.56%   | 1.51%   | 1.47%| 1.99%| 2.11% | 1.75%| 1.91%| 1.81%| 1.41%|
| 5   | 1.45%   | 1.56%   | 1.40%   | 1.47%| 1.81%| 2.14% | 1.55%| 1.89%| 1.72%| 1.47%|
| 6   | 1.45%   | 1.55%   | 1.46%   | 1.46%| 1.81%| 2.15% | 1.55%| 1.90%| 1.72%| 1.45%|
| 7   | 1.45%   | 1.57%   | 1.47%   | 1.47%| 1.84%| 2.16% | 1.52%| 1.97%| 1.72%| 1.45%|
| 8   | 1.43%   | 1.55%   | 1.37%   | 1.46%| 1.83%| 2.10% | 1.51%| 1.93%| 1.71%| 1.45%|
| 9   | 1.43%   | 1.57%   | 1.37%   | 1.48%| 1.83%| 2.15% | 1.51%| 1.92%| 1.71%| 1.50%|
| 10  | 1.43%   | 1.58%   | 1.37%   | 1.48%| 1.83%| 2.21% | 1.52%| 1.95%| 1.70%| 1.48%|
| 11  | 1.42%   | 1.56%   | 1.35%   | 1.48%| 1.83%| 2.08% | 1.49%| 1.91%| 1.68%| 1.48%|
| 12  | 1.42%   | 1.54%   | 1.35%   | 1.46%| 1.83%| 2.03% | 1.50%| 1.92%| 1.68%| 1.45%|
| 13  | 1.42%   | 1.58%   | 1.36%   | 1.48%| 1.84%| 2.17% | 1.50%| 1.93%| 1.68%| 1.47%|
| 14  | 1.42%   | 1.59%   | 1.35%   | 1.49%| 1.84%| 2.25% | 1.50%| 1.92%| 1.68%| 1.49%|

Test conditions: 7YT, 4N, 10RN, 5TL, 12MF.

Figure 14. Overall forecasting error (RMSE) with different lagged feedback.

4.8. Overall Results

The previous subsections show how there is not a single solution for the load-forecasting problem. The conditions under which the forecast is done due to availability or data or time constraints affect
the accuracy of each technique differently and, therefore, these conditions need to be taken into consideration when designing a forecasting system. As a general result, the AR model appears to be slightly more accurate but requires a finer tuning when treating the temperature data and requires a larger amount of temperature data sources.

5. Conclusions

Many different short-term load forecasting models have been proposed in the recent years. However, it is difficult to compare the accuracy or the general performance of each model when each one is tested under different conditions, testing periods and databases. The goal of this paper is to provide a series of comparisons between two of the most used forecasting engines: auto-regressive models and neural networks. The starting point is a forecasting system currently in use by REE that includes both techniques. Several tests have been run in order to determine the conditions under which each model performs best.

The results show that both models obtain very similar accuracy and, therefore both of them should remain in use. The AR model obtained a better overall result under the best possible condition but the NN model was superior when fewer temperature locations are available, the treatment of the temperature data is not properly adjusted or the feedback is limited to less than 7 lagged days. The AR showed higher accuracy when historical data is limited to less than 7 years. Both models have the same needs in terms of training frequency: a one-year period in between trainings is sufficient.

Regarding computational burden, the AR model is less computationally intense than the NN. However, the optimum configuration found at 4 neurons in the hidden layer and 10 redundant networks only costs twice as much as the AR model. Therefore, neither model has a definite advantage on this front.

To sum up, this paper enables the researcher to establish a set of rules to guide them in the process of selecting or designing a forecasting system. The results of this research offer very practical information that responds to actual empirical implementations of the system rather than to theoretical experiments. Further research in this area should include the analysis of different databases from other systems. The use of information from other systems would help determine if the conclusions drawn are general or database specific, in which case, studying the specificities of each database and determining why they behave differently would also be of value to the field.
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