Building a bigger Hilbert space for superconducting devices, one Bloch state at a time
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Superconducting circuits for quantum information processing are often described theoretically in terms of a discrete charge, or equivalently, a compact phase/flux, at each node in the circuit. Here we revisit the consequences of lifting this assumption for transmon and Cooper-pair box circuits, which are constituted from a Josephson junction and a capacitor, treating both the superconducting phase and charge as non-compact variables. The periodic Josephson potential gives rise to a Bloch band structure, characterised by the Bloch quasicharge. We analyse the possibility of creating superpositions of different quasicharge states by transiently shunting inductive elements across the circuit, and suggest a choice of eigenstates in the lowest Bloch band of the spectrum that may support an inherently robust qubit encoding.

I. INTRODUCTION

In 1985, Likharev and Zorin \cite{likh1985} addressed the question of whether the superconducting phase at a circuit node, \( \hat{\phi} = 2\pi \hat{\Phi} / \Phi_0 \), is a compact variable, \( \phi \in (-\pi, \pi] \), or whether it is non-compact, \( \phi \in \mathbb{R} \)? These alternatives represent distinct physics: if the phase is compact, then the spectrum is discrete, while if it is not compact, the spectrum can be a continuum. For some specific applications, these differences are not material, but they do lead to different physical predictions in general. In this paper, we revisit this question and analyse the experimental consequences.

To illustrate the physical differences between the choice of compact or non-compact flux/phase, consider a circuit node within a (quantised) electronic device. The flux associated to the node is \( \Phi \), which we nondimensionalise using the flux quantum, \( \Phi_0 = \hbar / (2e) \), to define the superconducting phase \( \phi = 2\pi \hat{\Phi} / \Phi_0 \). A conjugate charge, \( Q \), is associated to the node, and defining the dimensionless charge \( n = Q / (2e) \), we impose the canonical commutation relation \( [\hat{\phi}, n] = i \).

If the Hamiltonian for the device is invariant under a subset of phase translations (e.g. the 2\( \pi \)-periodic phase-translation symmetry of a Josephson junction), then it is reasonably common to identify the phase with that of rotor \( \hat{\phi} \), so that it is compact, and the states \( |\phi\rangle_{\hat{\phi}} \) and \( |\phi + 2\pi\rangle_{\hat{\phi}} \) are identical (the subscript \( \hat{\phi} \) denotes the phase basis). It follows that the Hilbert space in the charge representation is discrete.

The converse holds: if the charge operator is assumed to be discrete, then it follows that the phase is compact. For instance, Bouchiat et al. \cite{bouchiat1992} write the (dimensionless) charge operator as

\[
\hat{n} = \sum_{n \in \mathbb{Z}} n |n\rangle_{\hat{n}} \langle n |,
\]  

where the subscript \( \hat{n} \) indicates the charge basis. In this representation, the charge is explicitly quantised: the nondegenerate spectrum of the charge operator is \( \mathbb{Z} \). It follows that phase eigenstates are compact, since

\[
|\phi\rangle_{\hat{\phi}} = \sum_{n \in \mathbb{Z}} e^{in\phi} |n\rangle_{\hat{n}} = |\phi + 2\pi\rangle_{\hat{\phi}}.
\]  

That is, \( \text{Spect}(\hat{\phi}) = (-\pi, \pi] \leftrightarrow \text{Spect}(\hat{n}) = \mathbb{Z} \), where \( \text{Spect}(\bullet) \) denotes the spectrum of the operator \( \bullet \). (In the rest of this paper, we use the convention that the symbol \( \varphi \) denotes a compact phase variable, and the symbol \( \phi \) denotes a non-compact phase variable.)

An important corollary is that the discrete representation of the charge operator in Eq. (1) prohibits analysis of states with \( \phi \notin (-\pi, \pi] \). This is important if a non-phase-translation invariant device (such as an inductor) is attached to the node. In this case, it is typical to assert that \( \phi \) is non-compact. For instance, a conventional model for an oscillator (e.g. an LC circuit, or fluxonium) treats the phase \( \phi \) as a non-compact, continuous variable, in which \( |\phi\rangle_{\hat{\phi}} \) and \( |\phi + 2\pi\rangle_{\hat{\phi}} \) are orthogonal \cite{likh1985}. Physically, this amounts to the observation that changing the magnetic flux of the circuit by \( \Phi_0 \) yields a new, physically distinct state of the system. In the phase basis, the charge operator becomes the differential operator \( \hat{\phi} \langle \phi | \hat{n} | \psi \rangle = -i \partial_\phi \psi(\phi) \), and it follows that \( \text{Spect}(\hat{\phi}) = \text{Spect}(\hat{n}) = \mathbb{R} \).

There are thus two different Hilbert spaces that have been used to describe a circuit node: one that is compact in a canonical variable (phase) and discrete in its conjugate (charge), and another that is non-compact in both conjugate variables. Likharev and Zorin \cite{likh1985} compared the distinction between these inequivalent descriptions to that between a 2\( \pi \)-periodic pendulum and a particle in an extended periodic cosine potential. Formally, the Hamiltonians for the two cases appear identical. However, the different Hilbert spaces give different spectra. The spectrum of the pendulum is discrete. In contrast, the spectrum of a particle in the periodic lattice consists of continuous Bloch energy bands \cite{likh1985}. The Bloch bands

\[\text{Spect}(\hat{\phi}) = \text{Spect}(\hat{n}) = \mathbb{R} \]
include the pendulum spectrum as a discrete subset, corresponding to the Bloch eigenvalues at the centre of the Brillouin zone (i.e. the Γ point, in band-structure nomenclature). It follows that the non-compact periodic system includes the pendulum as a subspace, but its larger Hilbert space admits richer physics.

The difference between the Hilbert spaces in these two descriptions gives rise to a challenge in describing the addition of an inductive element, with Hamiltonian $E_L \hat{\phi}^2$ to a transmon or Cooper-pair box (CPB) circuit, whose Hamiltonian is $E_C \hat{n}^2 - E_J \cos(\hat{\phi})$. If the discrete-charge Hilbert space is assumed when $E_L = 0$, then the transition to $E_L > 0$ is beset by a catastrophic growth in the cardinality of the Hilbert space dimension from $|\mathbb{Z}|$ to $|\mathbb{R}|$. As we discuss later, the dimensional explosion is averted by starting with the assumption that $\text{Spect}(\hat{\phi}) = \text{Spect}(\hat{n}) = \mathbb{R}$ regardless of whether there is an inductor present or not. In other words, we will adopt the view in Refs. [1, 5] that the superconducting phase and the charge are inherently non-compact operators.

A related mathematical issue that arises in the transition from $E_L = 0$ to $E_L > 0$ is that the problem is an instance of singular perturbation theory: the Bloch eigenbands for $E_L = 0$, cannot be adiabatically connected to the discrete eigenspectrum for small but nonzero $E_L$. We discuss this in detail in Sec. [IIIA].

In what follows, we review a convenient basis proposed by Zak [8], and use this to reanalyse the circuit for a transmon/CPB. With a non-compact phase, a $2\pi$ phase-periodic device will have an eigensystem arranged into Bloch bands, which are labelled by a band index and a “quasicharge”. In the lowest Bloch band, eigenstates are comb-like periodic functions of the phase, which is reminiscent of the oscillator code states proposed in Gottesman et al. [9]. In Sec. [II] we describe experiments that would break the $2\pi$ periodicity in order to controllably create and observe superpositions of the Bloch quasicharge states in the lowest band. Section [IV] then addresses the properties of such superpositions, which includes inherent robustness against relaxation, and possible experimental considerations.

II. Revisiting Transmon/Cooper-Pair Box in the Zak Basis

A. The Modular Zak Basis

The Zak basis [8,11] is useful and interesting because it provides a compact 2D representation of a Hilbert space that is non-compact in a 1D coordinate (e.g. the position or phase, or their conjugate variables). The basis set, $\{|k, \varphi\}$, is labelled by the modular Zak charge $k \in (-\frac{1}{2}, \frac{1}{2}]$ and modular flux $\varphi \in (-\pi, \pi]$. We will show that this resolves some of the technical difficulties when a large inductance (i.e. small $E_L$) is shunted across a transmon/CPB circuit. Here we give a brief review of this basis.

The Zak basis states can be defined with respect to either the non-compact phase basis, denoted as $\hat{\phi}$, or the non-compact charge basis, $\hat{n}$, as

$$|k, \varphi\rangle = \sum_{j=-\infty}^{\infty} e^{i2\pi jk}|\varphi - 2\pi j\rangle$$

$$= e^{i\frac{k\varphi}{\sqrt{2}\pi}} \sum_{j=-\infty}^{\infty} e^{-i\pi j^2}|j - k\rangle$$

with $k \in (-\frac{1}{2}, \frac{1}{2}]$ and $\varphi \in (-\pi, \pi]$. These states satisfy orthonormalisation $\langle k, \varphi | k', \varphi' \rangle = \delta(k - k')\delta(\varphi - \varphi')$, and the generalised periodic boundary identities $|-1/2, \varphi\rangle = |1/2, \varphi\rangle$ and $|k, -\pi\rangle = e^{-i2\pi k}|k, \pi\rangle$.

The Zak basis is convenient for several reasons. Firstly, it is compact in the 2D space of $k$ and $\varphi$, which will turn out to be helpful for numerical calculations.

Secondly, it is complete: using Eq. (3), it is straightforward to show that

$$\int_{-\pi}^{\pi} d\varphi \int_{-1/2}^{1/2} dk \langle k, \varphi | k, \varphi \rangle = \int_{-\infty}^{\infty} d\phi \langle \phi | \phi \rangle = 1.$$  \hspace{1cm} (5)

A corollary is that two phase states which are offset from one another by an integer multiple of $2\pi$ have orthogonal representations in this basis.

Thirdly, polynomial and (some) periodic functions of charge and flux have local representations in the Zak basis. In particular, we have [12]

$$\langle k, \varphi | \hat{n} | \psi \rangle = -i \frac{\partial}{\partial \varphi} \psi(k, \varphi),$$

$$\langle k, \varphi | \hat{\phi} | \psi \rangle = -i \frac{\partial}{\partial k} \psi(k, \varphi),$$

and

$$\langle k, \varphi | \cos(2\pi \hat{n}) | \psi \rangle = \cos(2\pi k) \psi(k, \varphi),$$

$$\langle k, \varphi | \cos(\hat{\phi}) | \psi \rangle = \cos(\varphi) \psi(k, \varphi),$$

where $\psi(k, \varphi) \equiv \langle k, \varphi | \psi \rangle$.

This is in contrast to the flux or charge bases, for which periodic functions have a delocalised representation, e.g.

$$\cos(\hat{\phi}) = \frac{1}{2}(e^{i\hat{\phi}} + e^{-i\hat{\phi}})$$

$$= \frac{1}{2} \int_{-\infty}^{\infty} dq (|q + 1\rangle \langle q | + |q\rangle \langle q + 1 |),$$

is delocalised in the charge basis.

B. Band Structure of the Transmon/Cooper-pair box Hamiltonian

Having introduced a convenient basis that has a local representation of both polynomial and periodic functions of $\hat{n}$ and $\hat{\phi}$, we now revisit the well-studied Hamiltonian describing CPBs and transmons, depending on the parameter choices.
The results of this section can be derived straightforwardly in the phase basis using Bloch’s theorem. However, the Zak basis is helpful for describing elements that break the dynamical $2\pi$-phase periodicity in the Hamiltonian, which we address later. In this section we therefore re-derive the Bloch wavefunctions in the Zak basis.

We consider the circuit pictured in Fig. 1a, consisting of a Josephson junction and a capacitor, and subject to an external voltage bias $V_x$. This circuit is described by the Hamiltonian  \[ H_{\text{tmon}} = E_C(\hat{n} - n_x)^2 - E_J \cos(\phi), \]  \[ \text{(11)} \]

where $E_C = 2e^2/(C + C_x)$ is the charging energy with $C$ the Josephson junction capacitor and $C_x$ the external capacitor, $n_x = C_x V_x/(2e)$ is the gate voltage referenced to a dimensionless on-site charge shift, and $E_J$ is the junction energy. This Hamiltonian describes a CPB when $E_J \ll E_C$ [3], and a transmon when $E_J \gg E_C$ [2].

Representing states of the system in the Zak basis, $\psi(k, \varphi) = \langle k, \varphi \rangle |\psi\rangle$, yields the time-independent Schrödinger equation

\[ E_C(-i \frac{\partial}{\partial \varphi} - n_x)^2 \psi(k, \varphi) - E_J \cos(\varphi) \psi(k, \varphi) = E \psi(k, \varphi), \]  \[ \text{(12)} \]

with generalised, periodic boundary conditions

\[ \psi(-1/2, \varphi) = \psi(1/2, \varphi), \]  \[ \psi(k, -\pi) = e^{i\pi k} \psi(k, \pi). \]  \[ \text{(13), (14)} \]

Since the only derivatives in Eq. (12) act on $\varphi$, the modular charge $k$ is a constant of motion.

We solve Eq. (12) using separation of variables. Substituting $\psi(k, \varphi) = K(k) F(\varphi)$ into Eq. (12), we see that $K$ factorises out of the resulting expression, yielding

\[ E_C(-i \frac{\partial}{\partial \varphi} - n_x)^2 F(\varphi) - E_J \cos(\varphi) F(\varphi) = E F(\varphi). \]  \[ \text{(15)} \]

The boundary condition Eq. (14) requires that

\[ F(-\pi) = e^{i\pi k} F(\pi). \]  \[ \text{(16)} \]

Since $F$ is supposed to be independent of $k$, this boundary condition appears to lead to a contradiction in the separability assumption. However, if $K(k) = \delta(k - \kappa)$ for some constant $\kappa$, then $F$ may depend parametrically on $\kappa$ without violating separability [15]. Thus the modular charge is promoted to a quantum number, $k \to \kappa$, which is commonly called the Bloch wavenumber, or alternatively the quasicharge in Likharev and Zorin [1].

Thus transmon/CPB eigenstates $|\psi\rangle$ are expressed in the Zak basis as $\psi(k, \varphi) = \delta(k - \kappa) F_\kappa(\varphi)$, where $F_\kappa(\varphi) = e^{i\pi \kappa} F_\kappa(\varphi)$, which follows from Eq. (16). This generalised periodic boundary condition implies that $F_\kappa(\varphi)$ are the Bloch wavefunctions. This is made clear by defining the periodic function $u_\kappa(\varphi) = e^{i\pi \kappa} F_\kappa(\varphi)$, which

FIG. 1. (a) We use the Zak basis to analyse the circuit for a transmon or Cooper-pair box (CPB), consisting of a Josephson junction and a capacitor, which is characterised by a flux $\Phi$ and a conjugate charge $Q$. An external voltage source, $V_x$, may be capacitively coupled to the node of the circuit. (b) An inductive element (box) is transiently switched into the circuit for the time interval $0 < t < t_{\text{hold}}$. The inductive element may be a linear inductor, which we analyse in Sec. [III A] or a non-linear $4\pi$-periodic element, which we analyse in Sec. [III B].
satisfies the Bloch equation
\[ E_C (-i \frac{\partial}{\partial \varphi} - (n_x + \kappa))^2 u_\kappa(\varphi) - E_J \cos(\varphi) u_\kappa(\varphi) = E u_\kappa(\varphi), \]
with \( u_\kappa(\varphi) = u_\kappa(\varphi + 2\pi) \).

As a result, the transmon/CPB eigenenergies, \( E_{tmon}^{k,\phi} \), and eigenstates, \( |\psi_{k,\phi}^{tmon}\rangle \), are labelled by the wavenumber \( \kappa \in \{-1/2, 1/2\} \) and the band index \( b \in \mathbb{N} \), giving rise to the usual Bloch bands. Here, for brevity we label the eigensystem with the superscript “\( tmon \)” for “transmon”, but with the understanding that these arguments also apply for CPBs. In the compact Zak basis, the eigenfunctions are
\[ \psi_{k,b}^{tmon}(\varphi) \equiv \langle \kappa, \varphi | \psi_{k,b}^{tmon} \rangle = \delta(k - \kappa) F_{k,b}^{tmon}(\varphi). \]

It also follows from Eq. \( (17) \), and Bloch’s theorem, that in the non-compact phase basis, the transmon/CPB eigenfunctions are
\[ \psi_{k,b}^{tmon}(\varphi) \equiv \delta(\varphi) \psi_{k,b}^{tmon} = e^{-i \kappa \varphi} u_\kappa(\varphi) = F_{k,b}^{tmon}(\varphi), \]
where \( \wp \in \mathbb{R} \). That is, \( F \) is the eigenfunction in the non-compact phase basis.

Figure 2 depicts the band-structure and selected eigenfunctions for the Hamiltonian, Eq. \( (11) \), for \( E_C / E_J = 1 \), with \( n_x = 0 \). As an aside, we note that \( n_x \) just sets the origin of the band-structure, so there is no loss of generality in setting \( n_x = 0 \). In this regime, the bands are relatively flat, so that the band-width of the lowest band is narrow relative to the band gaps. For these parameters, the transition energy at the centre of the Brillouin zone is approximately given by the harmonic oscillator energies that would be associated to the linearised system, \( \sqrt{2E_J E_C} \), i.e. numerically we find that
\[ (E_{k=0}=0)_b = \frac{1}{2} E_0, \theta \approx 0.9, \]
is close to unity.

The eigenfunction at the centre of the Brillouin zone, \( \psi_{k=0,b=0}^{tmon}(\varphi) \), is \( 2\pi \)-periodic in the non-compact phase basis, while the eigenfunction at the edge of the Brillouin zone, \( \psi_{k=1/2,b=0}^{tmon}(\varphi) \), is \( 4\pi \)-periodic. This is illustrated in the insets in Fig. 2. In the lowest band, \( b = 0 \), the states at the centre and at the edge of the Brillouin zone are comb-like, similar to the code states of the oscillator ‘GKP’ code proposed by Gottesman et al. \[ 3 \], which have previously been discussed for stable superconducting qubits \[ 4 \]. The width of the peaks in the comb scales as \( \sqrt{E_C / E_J} \), which sets the dimensionless zero-point modular displacement of the device.

III. TRANSIENT SYMMETRY BREAKING

The previous section re-derived standard results from Bloch’s theorem for a particle in a periodic potential over a non-compact domain. The Zak basis becomes particularly helpful for analysing the situation of a transmon or CPB that is transiently shunted by an electronic element that breaks the \( 2\pi \)-periodicity of the Josephson junction, such as a linear inductor or a (phenomenological) nonlinear \( 4\pi \)-periodic inductive element. This is illustrated in Fig. 1b, showing the transmon/CPB circuit with a switch that allows a linear or nonlinear inductive shunt element (box) to be transiently shunted across the circuit. This circuit has similarities to the gates proposed for the 0-\( \pi \) qubit \[ 6 \], which we touch on later.

In this section we solve the transient evolution for both cases. Since the \( 2\pi \)-periodicity of the Josephson junction is broken, the eigenstates of the transmon/CPB Hamiltonian become coupled, and the evolution of the system generates superpositions of the Bloch eigenstates of the bare system. In particular, we will show that it is possible to controllably create coherent superpositions of states at the centre and edge of the Brillouin zone in the lowest band, i.e.
\[ |\Psi_{b=0}\rangle = \alpha |\psi_{0,0}^{tmon}\rangle + \beta |\psi_{1/2,0}^{tmon}\rangle. \]

The possibility of producing and measuring such a superposition is the core development in this paper.

A. Transiently shunted linear inductor

Here we suppose that the inductive shunt is a linear inductor, with inductance \( L \). The Hamiltonian describing this system is \[ 5 \]
\[ \hat{H} = E_C \hat{n}^2 + E_L(t) \hat{\phi}^2 - E_J \cos(\hat{\phi}), \]
where
\[ E_L(t) = \begin{cases} 0, & t < 0 \\ E_L, & 0 < t < t_{\text{hold}} \\ 0, & t > t_{\text{hold}} \end{cases}, \]
for \( E_L = \Phi_0^2/(8\pi^2 L) \), and we set the external voltage bias to zero (i.e. \( n_x = 0 \)). For a time-independent inductive term, we note that this Hamiltonian would describe a fluxonium circuit \[ 5 \], up to some choice of flux bias. While the switch is on, the inductor explicitly breaks the \( 2\pi \)-periodicity of the junction Hamiltonian, making it very clear that the phase \( \phi \) is not a compact variable. In Appendix A the fluxonium states in the Zak basis are plotted and compared to the transiently inductor-shunted transmon/CPB states.

The inductive shunt in Eq. \( (22) \) breaks the periodic flux-translation symmetry, and is unbounded above, so the spectrum of eigenstates, \( \{E_j \in \mathbb{N}\} \), is discrete. In the Zak basis, the energy eigenfunctions \( \langle k, \varphi | \psi_j^{\text{ind}} \rangle \equiv \psi_j^{\text{ind}}(k, \varphi) \) satisfy the time-independent Schrödinger equation
\[ -E_C \frac{\partial^2 \psi_j^{\text{ind}}}{\partial \varphi^2} + E_L (-i \frac{\partial}{\partial \varphi} + \varphi)^2 \psi_j^{\text{ind}} - E_J \cos(\varphi) \psi_j^{\text{ind}} = E_j \psi_j^{\text{ind}}, \]
(24)
However, if $E_\text{trum}$ of the Hamiltonian is the continuum band-structure in the transmon/CPB ground state, generated by Eq. (24), assuming the system is initialised here the superscript “ind” along with the boundary conditions Eqs. (13) and (14). The ground state Bloch wavefunction, $F_{0,0}^{\text{tmon}}$, is shown as an inset in Fig. 2.

Unfortunately, Eq. (24) presents a technical challenge in dealing with situations where $E_L$ is small. In particular, $E_L$ appears as a coefficient on the highest order derivative with respect to $k$, so the limit $E_L \to 0^+$ is an instance of singular perturbation theory. Singular perturbation problems are often solved by introducing a small ‘length’ scale, over which the singular perturbation relaxes [20]. Inside the small length scale, the singular perturbation is significant, outside this scale, it becomes negligible.

In our case, the singular term in Eq. (24) corresponds to a diffusive operator, $-E_L \partial_k^2$, in the Schrödinger equation with a small coefficient. If $E_L = 0$, then the spectrum of the Hamiltonian is the continuum band-structure discussed in the previous section, and shown in Fig. 2. However if $E_L > 0$ is arbitrarily small but nonzero, then the spectrum becomes discrete, so that there is no adiabatic way to connect the spectra as $E_L$ changes from 0. In practice, this means that systems which are initially highly localised in the $k$ coordinate will diffuse rapidly over very short times, but this coherent diffusion becomes insignificant as the wavefunction spreads out. Physically this corresponds to large, transient currents through the shunting inductor as the modular charge redistributes across the device.

As such we now solve the evolution generated by Eq. (24) as an initial value problem, and regularise the rapid diffusion at short times (arising from the singular perturbation) by replacing the $\delta$ function in Eq. (25) with a $\Delta$-broadened gaussian:

$$\delta(k) \to \delta_\Delta(k, \varphi) \equiv N e^{-ik\varphi} (e^{-(k/\Delta)^2} - e^{-(\pi^2/\Delta)^2}).$$  (26)

Here $N$ is a normalisation chosen to satisfy $\int_{-\infty}^{\infty} dk |\delta_\Delta(k, \varphi)|^2 = 1$, and we introduce the offset $e^{-(\pi^2/\Delta)^2}$ and complex phase $e^{-ik\varphi}$ on the RHS of Eq. (26) to ensure that $\delta_\Delta$ satisfies the boundary conditions Eqs. (13) and (14) respectively.

We then (implicitly) define broadened transmon eigenmodes $|\psi_{k,\varphi}^{\text{tmon}}\rangle_\Delta$ through

$$\langle k, \varphi | \psi_{k,\varphi}^{\text{tmon}} \rangle_\Delta = \delta_\Delta(k, \varphi) F_{k,\varphi}^{\text{tmon}}(\varphi).$$  (27)

This allows us to define the $\Delta$-broadened ground state of the transmon with which we initialise the system,

$$|\psi^{\text{ind}}(t = 0)\rangle = |\psi_{0,0}^{\text{tmon}}\rangle_\Delta.$$  (28)

For the rest of this section, we use the parameter values $E_C/E_J = 1$, $E_L/E_J = 1/(2\pi)^2 \ll 1$, and $n_x = 0$. To calculate the time evolution, we decompose the initial state into the eigenmodes of the inductively-shunted transmon (i.e. the fluxonium). For reference, some eigenmodes and eigenenergies are plotted in the Zak basis in Appendix A.

In spite of the smallness of $E_L$, the spectrum is discrete, emphasising the effect of the singular perturbation relative to the continuum band-structure when $E_L = 0$.

Snapshots of the time-evolved probability density $|\psi^{\text{ind}}(t; k, \varphi)|^2$ are shown as contours in Fig. 3. The initial state is localised around $k = 0$, and somewhat delocalised in $\varphi$ (for visualisation, we choose $\Delta = 0.2$). At a later time, $t_{2\pi} = 2\pi/(E_0^{\text{ind}} - E_{0t}^{\text{ind}})$, the system returns to a state that is localised around $k = 0$, and has a large overlap with the initial state. For the parameter choices in Fig. 3, $t_{2\pi} \approx 6.8/E_J$. At intermediate times, the state is delocalised over $k$. In particular, at $t_{2\pi}/4$ and $3t_{2\pi}/4$, the state is a superposition of approximately-localised modes with support around $k = 0$ and $k = \pi/2$, i.e. it is approximately $|\psi_{0,0}^{\text{tmon}}\rangle_\Delta + e^{ik\varphi} |\psi_{\pi/2,0}^{\text{tmon}}\rangle_\Delta/\sqrt{2}$. At time $t_{2\pi}/2$, the state is localised around $k = \pi/2$.
This evolution is confirmed by computing the return probability, $|\Delta^\prime \langle \psi_{\text{mon}}^{\text{in}} | \psi^{\text{ind}}(t) \rangle|^2$, as a function of the switch hold time, $t_{\text{hold}}$, as well as the time-dependent probability for the system to be in the state $|\psi_{\text{mon}}^{\text{in}}\rangle$, i.e., $|\Delta^\prime \langle \psi_{\text{mon}}^{\text{in}} | \psi^{\text{ind}}(t) \rangle|^2$. These quantities are plotted in Fig. 4, confirming oscillations between the initial state near $k = 0$ and a state near the edge of the Brillouin zone. We note that the incomplete overlap with $|\psi_{\text{mon}}^{\text{in}}\rangle$ at $t_{\text{hold}}/2\pi$ is a consequence of the anharmonic Schrödinger evolution for this nonlinear system which mildly distorts the localised wavepackets at intermediate times – since the evolution is unitary, the state remains pure at all times. The dotted-shaded curve shows the residual probability to be in a state other than these two modes. Specifically, the ideal state $|\psi_{\text{mon}}^{\text{in}}\rangle$, similar to $|\psi_{\text{mon}}^{\text{in}}\rangle$, has a probability distribution $|\langle \kappa, \varphi | \psi_{\text{mon}}^{\text{in}}\rangle|^2$ that is symmetric about $\varphi = 0$ and $k = 0$. However, in the middle snapshot of Fig. 3 there is a small asymmetry in the distribution, so the overlap with $|\psi_{\text{mon}}^{\text{in}}\rangle$ is not perfect.

This result shows that a transmon which is transiently shunted by an inductor will become delocalised over the modlar charge, $k$. If the inductor is switched out of the circuit at $t_{\text{hold}} = t_{\text{hold}}/4$ or $3t_{\text{hold}}/4$, the device will be left in a superposition of different transmon/CPB eigenstates which approximate the state given in Eq. (21).

**B. Transiently shunted 4π-periodic device**

An alternative approach to coupling different $k$ states is to break the $2\pi$-periodic $\phi$-translation symmetry by shunting the transmon with a $4\pi$-periodic element [21] [22]. For the purposes of this section, we do not describe the implementation of such an element [14] [23] [24], but begin with a phenomenological Hamiltonian [25]

$$\hat{H} = E_C\hat{n}^2 - E_J \cos(\hat{\phi}) - E_{4\pi}(t) \cos(\hat{\phi}/2),$$  \hspace{1cm} (29)

where

$$E_{4\pi}(t) = \left\{ \begin{array}{ll} 0, & t < 0 \\ E_{4\pi}, & 0 < t < t_{\text{hold}} \\ 0, & t > t_{\text{hold}} \end{array} \right. \hspace{1cm} (30)$$

We note in passing that switching control could be established in this system by forming a SQUID-like configuration of parallel $4\pi$-periodic elements with a flux bias, so that the $E_{4\pi}$ may be controllably tuned by an external bias current, in analogy with the switchable junction in Brooks et al. [0].

Along with the transient control in Eq. (30), we assume the system is initialised in the transmon ground state,

$$|\psi_{\text{mon}}^{\text{in}}(t = 0)\rangle = |\psi_{\text{mon}}^{\text{in}}\rangle,$$ \hspace{1cm} (31)

which is localised at $k = 0$, as in Eq. (25). Since the Hamiltonian term associated to such a device is bounded, the problems arising from singular perturbations are avoided, and there is no need to invoke $\Delta$ broadened initial states.

There are several solution strategies for this problem. Using Eq. (3), it is straightforward to check that $\cos(\hat{\phi}/2)|k, \varphi\rangle = \cos(\varphi/2)|k + \varphi/2\rangle$, and recalling that $k \in (-\varphi/2, \varphi/2)$ compact, so we identify $k + \varphi > 1$ with $k - \varphi$. Thus, we have

$$\cos(\hat{\phi}/2) = \int_{-\varphi/2}^{\varphi/2} \frac{dk}{\varphi} \cos(\varphi/2)|k + \varphi/2\rangle \langle k, \varphi|,$$ \hspace{1cm} (32)

which couples states that differ in $k$ by $\varphi/2$. In Appendix [E] we describe a solution using this decomposition of $\cos(\hat{\phi}/2)$.

However, a more natural approach is to note that because the $\hat{\phi}$-dependent potential in Eq. (29) is $4\pi$-periodic for all values of $E_{4\pi}$, we can define a new $4\pi$-periodic Zak basis that accommodates this reduced symmetry. In particular, we define the orthonormal $4\pi$-Zak basis

$$|\tilde{k}, \varphi\rangle = 2 \sum_{j \in \mathbb{Z}} e^{i4\pi j \varphi} |\tilde{j} - 4\pi j\rangle_{\tilde{\varphi}},$$ \hspace{1cm} (33)

$$= \frac{1}{2\sqrt{2\pi}} \sum_{j \in \mathbb{Z}} e^{-ij\tilde{\varphi}/2} |j/2 - \tilde{k}\rangle_{\tilde{\varphi}}.$$ \hspace{1cm} (34)

where $\tilde{k} \in (-1/4, 1/4]$ and $\tilde{\varphi} \in (-2\pi, 2\pi]$. The boundary conditions in this basis are

$$\psi(-1/4, \tilde{\varphi}) = \psi(1/4, \tilde{\varphi}),$$ \hspace{1cm} (35)

$$\psi(\tilde{k}, -2\pi) = e^{i4\pi \tilde{\varphi}} \psi(\tilde{k}, 2\pi),$$ \hspace{1cm} (36)

and the system eigenstates take the form

$$|\tilde{k}, \tilde{\varphi}\rangle = \psi_{\tilde{k}, \tilde{\varphi}}(\tilde{k}, \tilde{\varphi}) = \delta(\tilde{k} - k)\psi_{k, \tilde{\varphi}},$$ \hspace{1cm} (37)
FIG. 5. (a) The lowest band wavefunctions, $b = 0$, for the unshunted transmon ground state and the Brillouin zone edge (respectively: $\kappa = 0$, solid-red; $\kappa = \frac{1}{2}$, dashed-blue), shown relative to the cosine potential in the extended Zak basis, Eq. (33). The system is initialised in the ground state of the transmon Hamiltonian, $|\psi_{0,0}^{\text{transmon}}\rangle$ (solid-red). Parameters are $E_C/E_J = 1$ and $E_{4\pi} = 0$. (b) The lowest three eigenstates of the shunted system with $\tilde{\kappa} = 0$, in the shunted $4\pi$-periodic potential with $E_{4\pi}/E_J = 1/2$. The initial wavefunction, $F_{0,0}^{\text{transmon}}$, has large and approximately equal overlap with the ground and first excited wavefunctions of the $4\pi$-periodic system, $F_{0,0}^{\text{transmon}}$ and $F_{0,1}^{\text{transmon}}$. (c) The system evolves from the $2\pi$-periodic initial state $F_{\tilde{\kappa}=0,b=0}^{\text{transmon}}$, through to a state at $t = t_{2\pi}/2$ that has very large overlap with the $4\pi$-periodic $F_{\tilde{\kappa}=0}^{\text{transmon}}$ pictured in the top panel (dashed-blue). At $t = t_{2\pi}$, the system returns to a state close to the initial state. The scale bar shows the complex phase of the wavefunction.

where $b \in \mathbb{N}$ is a new band index. In this basis, the eigenstates satisfy the eigenvalue problem

\[-E_C \frac{\partial^2 \psi_{\kappa,b}^{4\pi}}{\partial \phi^2} - (E_J \cos(\tilde{\varphi}) + E_{4\pi} \cos(\tilde{\varphi}/2)) \psi_{\kappa,b}^{4\pi} = E_{\kappa,b}^{4\pi} \psi_{\kappa,b}^{4\pi},\]

where $E_{\kappa,b}^{4\pi}$ is the eigenenergy. The first three eigenfunctions at the centre of the Brillouin zone, $F_{\kappa=0,b}^{4\pi}(\tilde{\varphi})$, of the $4\pi$-shunted transmon are shown in the middle panel of Fig. 5.

We now describe the time evolution of the system subject to a transiently shunted $4\pi$-periodic element. The wavefunction for the initial transmon ground state, $|\psi_{0,0}^{\text{transmon}}\rangle$, is plotted in the extended Zak basis in the top panel of Fig. 5 (solid-red). As in the previous section, we decompose the initial state into the eigenfunctions of the shunted system, $\{|\psi_{\kappa,b}\rangle\}$, and evolve in the usual way. Since $\tilde{\kappa}$ is conserved, the initial state $|\psi_{0,0}^{\text{transmon}}\rangle$ only has support on modes with $\tilde{\kappa} = 0$, i.e. those at the centre of the Brillouin zone in the $4\pi$-Zak basis. Of these states, the lowest two have large overlap with the initial state, and so dominate the evolution.

For the numerical results here, we assume that $E_C/E_J = 1$ and $E_{4\pi}/E_J = 1/2$. (This choice of parameters makes the $4\pi$-periodic potential in Eq. (29) qualitatively comparable to the aperiodic potential in Eq. (22): the two potential functions have a global minimum at $\varphi = 0$, local minima at or near $\varphi = \pm 2\pi$, and with a potential difference between these local minima and the global minimum $\approx E_J$.) We define the time for a coherent oscillation between the lowest and first excited states at the centre of the extended Brillouin zone (i.e. at $\tilde{\kappa} = 0$), $t_{2\pi} = 2\pi/(E_{0,1}^{4\pi} - E_{0,0}^{4\pi})$. For the parameter choices in Fig. 5, $t_{2\pi} \approx 7.04/E_J$.

The time evolution is represented in the bottom panel of Fig. 6 starting with the initial state with $2\pi$-periodicity at $t = 0$. The system evolves to a $4\pi$-periodic state at $t_{2\pi}/2$ with a positive (red) anti-node at $\tilde{\varphi} = 0$, and a negative (cyan) anti-node at $\tilde{\varphi} = \pm 2\pi$. This is qualitatively very similar to $|\psi_{0,0}^{\text{transmon}}\rangle$, as shown in the top panel of Fig. 5 (dashed-blue). At $t = t_{2\pi}$, the system returns very close to the initial state.

The probability for the time-evolved state to be in either the initial state, $|\psi_{0,0}^{\text{transmon}}\rangle$, or a state at the Brillouin zone boundary, $|\psi_{2,0}^{\text{transmon}}\rangle$, is shown in Fig. 6. The evolu-
tion occurs almost entirely in the space spanned by these two states, so that nearly perfect coherent oscillation between the initial and intermediate state is observed. The residual probability to evolve out of this two-state subspace, shown as a dotted curve, is less than 1% at all $t$. Since the state evolution is unitary, the very-nearly equal probabilities for the two states at $t = t_{2\pi}/4$ and at $t = 3t_{2\pi}/4$ indicate that the system is very close to the state $\langle \psi_{0,0}^{\text{mon}} | + e^{i\theta} \langle \psi_{2,0}^{\text{mon}} | \rangle / \sqrt{2}$ at these times.

In summary, a $4\pi$-periodic element switched transiently across a $2\pi$-periodic transmon device yields evolution in a 2-dimensional (qubit-like) subspace spanned by $\{ | \psi_{0,0}^{\text{mon}} \rangle, | \psi_{2,0}^{\text{mon}} \rangle \}$. This is closely analogous to the result that a conventional $2\pi$-periodic Josephson junction switched transiently across a $\pi$-periodic device (i.e. the circuit for the 0-π qubit) yields a computational gate in the 0-π encoded subspace [15]. Comparisons between the 0-π qubit and the qubit proposed here will be given in more detail in the next section.

IV. DISCUSSION

The description of the complete spectrum of superconducting devices in terms of band structure, which is a consequence of Bloch’s theorem, was identified by Likharev and Zorin [1]. However, it is an atypical approach to theoretical modelling of such systems, and it leads to somewhat surprising conclusions.

There are several natural questions that arise from the analysis above: 1. Given that the Bloch spectrum is a continuum, why does experimental spectroscopy of transmons yield apparently discrete spectra? 2. Given that $| \psi_{0,0}^{\text{mon}} \rangle$ is the unique ground state, what is the lifetime of another state $| \psi_{e,0}^{\text{mon}} \rangle$, in the lowest Bloch band? 3. How do we interpret superpositions of Bloch eigenstates? 4. What are the coherence properties of such superpositions? Here we address these questions.

Firstly, our analysis shows that transmons and CPBs do not have discrete spectra, and so should not be thought of as ‘artificial atoms’. Instead their spectrum is arranged in bands, with densely packed eigenstates. However, intra-band transitions can only occur when the device is subject to symmetry-breaking perturbations, and so cannot be induced by external driving or other perturbations that respect the dynamical $2\pi$-phase periodicity in the Hamiltonian. An example of such symmetry-breaking perturbations is a shunted inductor that we have presented in Sec. III A or a shunted $4\pi$-periodic junction as in Sec. III B. Also, quasiparticle tunnelling introduces an environmental term $\propto \sin(\phi/2)$ [20], which breaks the symmetry of concern. It follows that spectroscopic measurements will yield discrete spectra corresponding to direct (i.e. $\kappa$-conserving) inter-band transitions, as observed in numerous experiments.

Secondly, any perturbation that preserves the dynamical $2\pi$-phase periodicity cannot couple states $| \psi_{e,b}^{\text{mon}} \rangle$ and $| \psi_{e',b'}^{\text{mon}} \rangle$ with different values of the Bloch wavenumber, i.e. $\kappa \neq \kappa'$. It follows that any state, $| \psi_{e,b}^{\text{mon}} \rangle$, in the lowest band cannot relax to the true ground state $| \psi_{0,0}^{\text{mon}} \rangle$, unless the symmetry is broken.

Thirdly, our analysis indicates that superpositions of eigenstates with different wavenumbers within the same band are also possible states of the system. In particular, the state $| \Psi \rangle = \alpha | \psi_{e,b}^{\text{mon}} \rangle + \beta | \psi_{e',b'}^{\text{mon}} \rangle$, introduced in Eq. (21), should be physically admissible (just as superpositions of different band indices, $b$, are currently used to define qubit states of transmons and CPBs). A physical interpretation can be given to certain such superpositions. For example, the state $| \psi_{e,0}^{4\pi} \rangle \approx | \psi_{0,0}^{\text{mon}} \rangle + | \psi_{2,0}^{\text{mon}} \rangle$ is the ground state of the $4\pi$-periodic shunted Hamiltonian Eq. (29), pictured as the lowest mode in the middle panel of Fig. 5, so is a state with $4\pi$-periodicity in the superconducting phase. In the charge basis, the state will have 1e charge periodicity.

Finally, as shown in Ref. [11], dephasing of a coherent superposition of energy eigenstates due to perturbative, stochastic charge noise depends on the gradient of the band, $\Gamma \propto | \partial_{x} E_{n,b} |^{2}$. Since the energy bands are extremal at both the centre and the edge of the Brillouin zone (i.e. the gradient vanishes), we anticipate that the coherent superposition $\alpha | \psi_{0,0}^{\text{mon}} \rangle + \beta | \psi_{2,0}^{\text{mon}} \rangle$ in Eq. (21) should have extremely long coherence times in the presence of perturbative charge noise. Deep in the transmon regime, where the lowest band is almost flat, this result will hold even for charge fluctuations of order $| \delta n_{x} | \lesssim 1/2$.

A. A possible qubit encoding

As a consequence of these facts, we expect that any state of the form $| \Psi_{b=0} \rangle$ will have extremely long $T_{1}$ and $T_{2}$ times. Further, the two states $| \psi_{0,0}^{\text{mon}} \rangle$ and $| \psi_{2,0}^{\text{mon}} \rangle$, pictured in the lowest band of Fig. 2, are approximations to the comb-like states proposed for encoding a qubit in an oscillator [9], and so may inherit some of the robustness of such comb states as qubit encodings.

We therefore speculate that the subspace spanned by these states in the lowest band provides an attractive home for a qubit, with computational states $| 0 \rangle = | \psi_{0,0}^{\text{mon}} \rangle$ and $| 1 \rangle = | \psi_{2,0}^{\text{mon}} \rangle$. This choice contrasts with the conventional transmon qubit encoding in which the logical “1” state is encoded in the first excited band, i.e. $| 1 \rangle \equiv | \psi_{1,0}^{\text{mon}} \rangle$. We outline here possible single-qubit gates and spectroscopic readout.

High-quality Pauli-X rotations in this encoding could be generated by transiently switching a $4\pi$-periodic element across the circuit, for a well controlled hold time, as shown in Fig. 6. If $E_{J} \gg E_{C}$ (the transmon regime), the computational states are nearly degenerate, but this near-degeneracy can be controllably lifted by tuning $E_{J}$ dynamically into the regime where $E_{J} \approx E_{C}$, which will result in a Pauli-Z rotation in the computational space. Experimentally, control over $E_{J}$ may be achieved by replacing the junction in Fig. 1 with a flux-tunable SQUID. We note these operations would not be natively robust
TABLE I. Comparisons between the 0-π qubit and the non-compact transmon/Cooper-pair box. The qubit encoding proposed here is based on a transmon/Cooper-pair box using a conventional 2π Josephson junction, but using states only in the lowest band. To perform gates a device with a lower symmetry is required. The 0-π qubit is based on a high symmetry junction (π periodic), but uses a conventional 2π junction for gates.

|                      | Qubit potential periodicity | Gate potential periodicity |
|----------------------|-----------------------------|-----------------------------|
| The 0-π qubit [6,10] | π                           | 2π                          |
| The non-compact transmon/Cooper-pair box | 2π | 4π |

against fluctuations in the control parameters, however some of the ideas in Ref. [6] for constructing robust gates for the 0-π qubit might be adapted to the encoding suggested here.

Readout in the computational basis can be achieved using spectroscopic methods: Fig. 2 shows that the transition energy from the computational states |0⟩ and |1⟩ to the b = 1 band will have different energies depending on the computational state. A reflectometry experiment with a probe field tuned to the |ψ(k=0,b=0)⟩ ↔ |ψ(k=0,b=1)⟩ transition will show strong response if the system were in the state |0⟩ = |ψ(0,0)⟩, and very little response if the system were in the state |1⟩ = |ψ(1,0)⟩. Thus, the observation (or not) of significant reflected power would project the system into the corresponding computational state, facilitating computational readout.

Finally, the fact that the proposed qubit states have comb-like representations akin to the ‘GKP’ encoding of a qubit in an oscillator [9], suggest that active error correction against charge noise could be implemented based on the structure of that code. To do so would require (i) that the comb peaks to be narrow, i.e. √EC/EJ ≪ 1, where the device is in the transmon regime, (ii) a mechanism to nondestructively measure the displacement of the modular phase arising from charge noise, and (iii) an actuator to act back on the system to correct for drifts in the modular phase. A protocol to achieve (ii) using spectroscopically resolved transitions to the first excited band in a related system was briefly mentioned in Ref. [10], however a complete analysis of such a protocol in the presence of realistic noise models will be the subject of future research.

Comparisons with the 0-π qubit

Table 1 shows comparisons between the 0-π qubit [6,10] and the non-compact transmon/CPB proposed here. The circuit element required to construct the 0-π qubit is an effective π-periodic Josephson junction ladder [6,28]. The relevant gate operations on the 0-π qubit need an ordinary 2π Josephson junction. The 0-π qubit has been studied in various theoretical works [6,10,18,28] and recently has been realised in experiment [29].

By contrast, the circuit for the non-compact transmon/CPB qubit has been well developed experimentally [30,32], but gate operations, as shown in Sec. III B, would be ideally performed by a 4π-periodic Josephson junction. This element is a current experimental challenge and is being investigated in the context of the Majorana qubit [14,23,25]. A proposal for a 4π-periodic element has been put forward by Bell et al. [33].

B. Experimental considerations

To our knowledge, superpositions such as Eq. (21) have not been experimentally reported. One reason for this is that it is technically challenging to prepare and measure such a state. To do so, it is necessary to controllably break the dynamical 2π-phase periodicity of the JJ element. As described in Sec. III, a transiently switched inductive element achieves this.

This discussion suggests specific experiments that might be developed to demonstrate the possibility of producing and measuring superpositions of Bloch eigenstates. For example, a device that is intermediate between a transmon and a CPB, with EJ ≲ EC will have spectrally resolvable transitions at different values of κ. Repeatedly preparing the ground state of such a system, then shunting a symmetry breaking inductive element across it for different hold times, t_hold, and then spectroscopically measuring the state via reflectometry should map out coherent oscillations as shown in Fig. 3 and Fig. 6. This would constitute evidence for the non-compact description of the charge and flux discussed here.

One of the key experimental hurdles to such a demonstration is the requirement of a fast, dissipation-free switch. This element, depicted in Fig. 1, is required to transiently shunt the inductive element across the circuit. One common approach to building switched devices in superconducting systems is to use a flux-tunable SQUID, in which EJ(Φs) can be switched from large to small values quickly. For small fluctuations of the modular phase, φ, this can be treated as a modulation of a linearised inductance. However SQUIDs are natively 2π-periodic devices, so they are not suitable for switching devices that break this symmetry. Instead, the switch should ideally present infinite (linear) impedance when it is open, and zero impedance when closed, so that the circuit sees only the additional load due to the switched inductive shunt element. One approach to this is to use nano-mechanical metallic plates that can be forced in-or-out of contact with one another using electrostatic control fields [34] to build a fast, nanoscale mechanical switch. Another approach is to build a hybrid super-semiconducting device, using e.g. a gated superconducting-normal-superconducting junction [35], or semi-superconducting hybrids [36,38] which might en-
able a controllable superconducting switch \[39, 40\].

In the short term, the general principles discussed here could be demonstrated with a switched linear inductor. However, comparison of the solid-red curves in Fig. 4 and Fig. 6 shows that for producing well-controlled superpositions of Bloch states, the (phenomenological) 4π-periodic nonlinear inductive element is likely to result in better control of the system. Thus, a secondary hurdle in future experiments is the development of robust 4π-periodic elements. While we have adopted a purely phenomenological description of such an element, realistic implementations are the subject of recent theoretical and experimental attention [14, 21–25]. Understanding the performance of the switched system using realistic models for practical 4π-periodic elements will be the subject of future research.

V. CONCLUSIONS

We have revisited the question of the complete Hilbert space required to describe superconducting circuits such as transmons and CPBs. Lifting the assumption that charge is discrete (or flux is compact) yields a Bloch band structure arising from the dynamical 2π-periodicity in the Josephson junction phase. We have shown that Bloch eigenstates can be coupled using elements that break the dynamical 2π-periodicity, including linear and nonlinear inductive elements transiently switched across the circuit. The resulting evolution generates states that are superpositions of the Bloch eigenstates. We speculate that certain eigenmodes in the lowest Bloch band would be naturally stable qubit states with extremely long-lived population lifetimes, and we anticipate that they will have native robustness against charge noise. Finally, we have suggested a class of experiments that could test the results in this paper.
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Appendix A: Mode functions for the inductively shunted transmon (the fluxonium) in the Zak Basis

In this appendix we show the first 7 eigenfunctions, which are labelled by the corresponding eigenenergies \(E_j^{\text{ind}}\) of the inductively shunted transmon, i.e. the fluxonium, arrayed in Fig. 7 in the Zak basis, for the parameter values \(E_C/E_J = 1\) and \(E_L/E_J = 1/(2\pi)^2\). The eigenfunctions are found by solving the Schrödinger equation Eq. (24) subject to the two boundary conditions defined in Eqs. (13) and (14). There is an approximate degeneracy between \(E_1^{\text{ind}}\) and \(E_2^{\text{ind}}\), for which the corresponding eigenmodes are localised around \(\varphi = 0\). The eigenfunctions exhibit qualitative features of the boundary conditions Eqs. (13) and (14).

There is an approximate degeneracy between \(E_j^{\text{ind}}\) and \(E_j^{\text{lin}}\), for which the corresponding eigenmodes are localised around \(\varphi = 0\). The eigenfunctions exhibit qualitative features of the boundary conditions Eqs. (13) and (14). Notably, they are generally delocalised in the modular charge \(k\). This is different from the transiently inductor-shunted transmon/CPB logical states \(|\psi_0,0^{\text{CPB}}\rangle\).
and $|\psi_{\text{mon}}^{j}\rangle$, which as shown in the first and middle snapshots of Fig. 3 are localised around $k = 0$ and $k = 1/2$, respectively. The eigenfunctions, additionally, are symmetric about the modular phase $\varphi$, which is similar to the case of $|\psi_{0,0}^{\text{mon}}\rangle$ and $|\psi_{1/2,0}^{\text{mon}}\rangle$.

In the limit of large $j$, we expect the modes to be dominated by the harmonic terms, so that $\lim_{j \to \infty} E_{j+1}^{\text{ind}} - E_{j}^{\text{ind}} = E_{\text{HO}} = 2\sqrt{E_{0}E_{L}}$. For the choice of parameters here, $E_{\text{HO}} = E_{j}/\pi$, and we confirm that this holds numerically for $j \gtrsim 30$.

For these parameter values, and the initial state Eq. (28), the mode probabilities are plotted in Fig. 8 $|p_{j}^{\text{ind}}|^{2} = |\langle \psi_{j}^{\text{ind}} | \psi_{0,0}^{\text{mon}} \rangle |^{2}$. The initial state has no support on odd numbered eigenmodes, and the majority of the probability density has support on the ground and second excited states, accounting for about 95% of the total probability density. Thus, the system could be approximated by a two level system, consisting of these two modes. For numerical simulations of temporal evolution, we retain the first 100 such modes, which accounts for $> 1 - 10^{-5}$ of the total probability.

### Appendix B: Solution for $4\pi$-periodic Hamiltonian in the Zak basis

The $4\pi$-periodic element conserves $\tilde{k} \equiv (k \mod \frac{1}{2}) \in (-1/4, 1/4]$, and couples states separated by $\delta k = \frac{1}{2}$. The time evolved state will therefore be of the form

$$|\psi_{\delta k}^{4\pi}(t)\rangle = |\psi_{\delta k=0}^{4\pi}(t)\rangle + |\psi_{\frac{1}{2}}^{4\pi}(t)\rangle,$$

(B1)

where the two (unnormalised) states on the RHS of Eq. (B1) are localised around $k = 0$ and $k = \frac{1}{2}$ respectively. In the Zak basis the corresponding wavefunctions $f_{\delta k}^{4\pi}(t; \varphi)$ are defined implicitly by

$$\psi_{\delta k}^{4\pi}(t; k, \varphi) \equiv \langle k, \varphi | \psi_{\delta k}^{4\pi}(t) \rangle = \delta(k - \delta k) f_{\delta k}^{4\pi}(t; \varphi).$$

(B2)

The wavefunctions satisfy the coupled Schrödinger equations (for brevity, we have suppressed the argument to $f_{\delta k}^{4\pi}(t; \varphi)$)

$$i \frac{\partial}{\partial t} f_{\delta k}^{4\pi} = -E_{C} \frac{\partial^{2}}{\partial \varphi^{2}} f_{\delta k}^{4\pi} - E_{J} \cos(\varphi) f_{0}^{4\pi} - E_{4\pi} \cos(\frac{\varphi}{2}) f_{\frac{1}{2}}^{4\pi},$$

and boundary conditions $f_{\delta k}^{4\pi}(t; \pm \pi) = e^{2i\pi\delta k} f_{\delta k}^{4\pi}(t; \pi)$, consistent with the boundary condition Eq. (14).

In the usual way, the linear system, Eq. (B3), can be turned into an eigenvalue problem that is characterised by pairs of functions $\{f_{0}^{4\pi}(\varphi), f_{\frac{1}{2}}^{4\pi}(\varphi)\}$, associated to each eigenenergy $E_{j}$. We have confirmed that this approach gives the same results as the method described in the main text.
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