The Marangoni effect (also called the Gibbs–Marangoni effect) describes liquid transport along liquid–liquid interfaces from regions of low-to-high surface or interfacial tension [1, 2]. It is a powerful effect, requiring only small interfacial tension gradients to create strong convective flows. Such gradients arise naturally by the addition of a surfactant at a liquid interface, as has been studied in various configurations using both experiments [3] and continuum fluid dynamics simulations [4]. This solutal Marangoni effect plays a role in many phenomena, in particular foam and emulsion formation and evolution [5].

The phenomena is well understood from the macroscopic point of view, where the induced flow velocity at the interface is linear to the interfacial tension gradient [1]. However, less is known on possible microscopic effects on such phenomena when the width of the interface is not negligible compared to the size of the bubble or droplet, such as when considering nanoemulsion, nanobubbles or nanodroplets [6–8]. In this report we will show how molecular details influence the solutal Marangoni effect of a model liquid–liquid interface populated with surfactant molecules.

Molecular dynamics simulations have shown to be an efficient complementary tool to experiments to better understand flows at the nanoscale, in particular close to interfaces [9, 10]. Regarding solutal Marangoni flow, molecular dynamics simulations have been used to confirm that nanoscopic interfacial tension gradients create molecular flows [11, 12] and that the right force leading to Marangoni flow is related to chemical potential gradients [13].

Less is known of how surfactants and molecular details affect the creation of a flow at the nanoscale. Interfaces themselves are of non-zero width and display properties separate from the bulk phases, especially in the presence of surfactants. In particular it has been shown that the viscous dissipation across a liquid–liquid interface—with and without surfactant molecules—can be characterized by an interfacial viscosity (i.e. a partial slip at the liquid–liquid interface) [14–16]

\[ \mu_l = \frac{\tau_{xx} w}{\Delta u_{x,l}} \]  

(1)

where \( \tau_{xx} \) is a tangential shear over the interface (which is normal to \( z \)), \( w \) the interface width and \( \Delta u_{x,l} \) the change in velocity over that width. While this contribution to the dissipation in a system is negligible on a macroscopic scale it is important to account for as we approach the nanoscale.

With this work we use molecular dynamics simulations to investigate the Marangoni effect on a molecular scale. In particular the varying interfacial viscosity is shown to have a large influence as molecular length scales are approached. Such a contribution can be modeled using an effective measure, which does not require an explicit model of the interface.

To start we consider a two-phase system with liquid phases 1 and 2 shown in figure 1. The phases are immiscible and separated along the \( z \) axis by two interfaces. Both phases consist of dimer Lennard-Jones molecules with identical atoms of mass \( m \). Intermolecular interactions between atoms in phase \( i \) and \( j \) are given by the Lennard-Jones potential

\[ U_{ij}(r) = 4\varepsilon_{ij} \left( \frac{\sigma_{ij}^{12}}{r^{12}} - \frac{\sigma_{ij}^{6}}{r^{6}} \right) \]  

(2)

where \( r \) is the distance between the atoms and \( \varepsilon_{ij}, \sigma_{ij} \) the interaction parameters. Phases 1 and 2 are made identical by setting \( \varepsilon_{11} = \varepsilon_{22} = \varepsilon \) and \( \sigma_{11} = \sigma_{22} = \sigma \) and immiscible by setting the cross-interaction strength \( \varepsilon_{12} = 0.5\varepsilon \). Internal harmonic bonds with strength \( k = 1000\varepsilon \) and distance \( \sigma \) keep the molecules together. Surfactant molecules are created as identical dimers where one atom is of species 1 and the other of species 2: the first is attracted to phase 1, the other to phase 2.
Simulations are performed and results presented in Lennard-Jones reduced units [20] with $\varepsilon = \sigma = m = k_B = 1$, where $k_B$ is the Boltzmann constant. The temperature is $T = 0.8$ and bulk atom number density in the liquid phases is $\rho_b = 0.87$. Without surfactants the interfacial tension of the two-phase interface is $\gamma_0 = 1.55$ (see below). Using non-equilibrium molecular dynamics [21–23] the shear viscosity of the bulk is measured to be $\mu_b = 4.4$. Simulations are performed with GROMACS 2020 [24, 25] using a leap frog integrator with a time step $dt = 0.002$ and interaction cut-off range $r_c = 3.5$. Periodic boundary conditions are enforced along all dimensions. Temperature is controlled with a velocity rescaling thermostat with coupling time $t_c = 5.0$ [26].

To characterize the influence of surfactant concentration $\rho_I$ at the interface we measure the interfacial tension $\gamma(\rho_I)$, interface width $w(\rho_I)$ and interfacial viscosity $\mu_I(\rho_I)$. These measurements are done in three steps.

First, surfactant molecules are inserted at the two interfaces and an equilibration simulation is run to achieve a consistent bulk liquid density $\rho_b$. The box size is $L_x = L_y = 20$ along $x$ and $y$, and $L_z = 40$ along $z$ before the surfactant is added. The box size including the interfaces is $L_z^* = L_z + 2w$, where $w$ is up to a few $\sigma$.

Second, an NVT simulation of $10^7$ steps is run. From this simulation, the surfactant concentration (atom number density) $\rho_I$ is defined by matching a Gaussian distribution $P(z) = \rho_I e^{-a(z-z_i)^2}$ to each interface at position $z_i$ and taking the mean. The interfacial tension $\gamma$ is simultaneously calculated from the stress tensor fluctuations of the diagonal terms across the simulation box, dividing by the number of interfaces and averaging over the entire simulation time $t$ [20]:

$$\gamma = \frac{1}{2} \left( \int_0^{L_z^*} dz \left( P_{zz}(z,t) - P_{tt}(z,t) \right) \right)_t$$

(3)

where $P_{ij}$ is the pressure tensor and $P_{tt}(z,t) = \frac{1}{2}(P_{xx}(z,t) + P_{yy}(z,t))$.

Finally, following [14] a shear $\tau_{xz}$ is created in the system using the same method as when measuring $\mu_b$. The shear simulation is run for $2 \cdot 10^6$ steps to create a steady state, after which data is collected over $2 \cdot 10^7$ steps. We then calculate the interfacial width $w$ as the distance between where the density profiles of phase 1 and 2 reach $\rho = 0.95\rho_b$ which allows us to measure $\Delta u_{xz,t}$ and calculate $\mu_I$ using (1). See figures S1 and S2 in the supple-
mentary materials [27] for visual definitions of \( w(\rho_I) \) and \( \Delta u_{x,I}(\rho_I) \).

Repeating these measurements for a range of \( \rho_I \) we can characterize how the surfactant density influences the interfacial properties. This is reported in figure 2 for \( \rho_I \in [0, 0.7] \). An interesting observation is that while the interface is only a few atoms wide when no surfactants are added, the interfacial viscosity drops by an order of magnitude compared to the bulk. Note also that as the interface is saturated with surfactants a separate bulk phase develops with viscosity similar to the bulk phases. The concentrations considered in the next section are below this point, with interface concentrations \( \rho_I < 0.5 \).

The Marangoni effect describes the flow created by a varying interfacial tension \( \gamma \) over an interface. To induce an interfacial tension gradient along \( x \) at our interfaces we employ a simple non-equilibrium scheme. For each interface we define an edge zone \( A \) centered at \( x = 0 \) and a center zone \( B \) at \( x = L_x/2 \) (figure 1b). Each zone is of size \( l_x \times l_z \) along \( x \) and \( z \) and spans the entire width in \( y \).

At every \( N \) step of the simulation we check whether a surfactant molecule exists in zone \( A \) and if so exchange its flavor with a liquid molecule in zone \( B \). This scheme mimics that of Liu et al. [13] except focused at the interfaces and applied to dimers instead of monomers. The position and momentum of the molecule remaining in each zone is not changed, only the molecule type. Since all molecules are of equal size and mass we preserve local momentum. If the exchange frequency \( N \) is sufficiently high a gradient \( d\rho_I/dx \) forms along the interface (see figure 3a and figure S3 in the supplementary material [27]).

Simulation systems are prepared and equilibrated following the steps of the previous section for varying sizes \( L_x = L_z \in [10, 100] \). The size along \( y \) is kept at a constant \( L_y = 20 \). The exchange step frequency is \( N = 500 \) and the exchange zone sizes are \( l_x = l_z = 2 \). For each system size we start 4 independent simulations, each of which runs for between \( 5 \cdot 10^7 \) and \( 5 \cdot 10^8 \) steps. We discard data from the first \( 2 \cdot 10^6 \) steps to allow for the flow field in the system to develop. This is verified by comparing to data from the second half of the simulation. Finally, we collect the average flow field (mass and velocity) from the simulation in bins of size \( 0.25 \times 0.25 \) along \( x \) and \( z \).

After starting the simulations a flow rapidly develops throughout the system, forming flow vortices exemplified in figure 1c. We see that the flow vortices are not centered in each cell center. They trend towards a point that is two-thirds along the interface with a finite shift towards the center that is noticeable only for the smallest systems. We choose this vortex center point as the reference axis along \( z \) for comparing field data, since the flow will be most similar along it for all systems. See figures S4 and S5 in the supplementary material [27] for more streamlines and a view of this reference axis along the center points.

Using the binned flow field data we measure the surfactant density \( \rho_I(x) \) and velocity \( u_{x,I}(x) \) along the interface. These are shown along with \( \gamma(x) \) in figure 3 for a system of size \( L_x = L_z = 40 \), where the data has been symmetrized around the box center \( x = L_x/2 \) and \( u_{x,I} \) is positive for a flow pointing away from the center. It is worth noting that \( w(x) \) and \( \mu_I(x) \) vary linearly with \( \rho_I(x) \) for these densities and result in similar profiles (see figure S6 of the supplementary material [27]). For the velocity we see a linear change in the center of the interface, with large changes at the edges where the velocity shifts from being transverse to normal to the interface.

Are these results well described by hydrodynamic modeling? Not if we neglect to model the interface. Marangoni convection velocity is related to the interfacial tension gradient \( \nabla \gamma \) and viscosity \( \mu \): \( u_x \propto \nabla \gamma/\mu_b \), if we take the bulk shear viscosity \( \mu_b \). But in figure 3b–c we see a velocity gradient at the center, where the interfacial tension gradient is constant. The effect remains even as we double the system size along \( x \) only (figure S6 in the supplementary material [27]), thus it is not due to the finite size of the system or to hydrodynamic effects.

To model this velocity change we have to account for the interface itself. So what happens inside of it? In fig-
Figure 4: a) Velocity profile $u_x(z)$ for system size $40 \times 40$. Interface centers are marked. b) Square-root plot where $\bar{u}_x = u_x(z) - u_0$ adjusts the profile to its approximate minima. Linear fit of center bulk values drawn as a dashed line.

In figure 4a we extract the velocity profile $u_x(z)$ through the reference axis of a $40 \times 40$ size system and denote the bulk and interface with different markers. We see that $u_x(z)$ is quadratic in each bulk phase, with a minima at the center and maximum at the interface. This is apparent by adjusting the minima to 0 and taking the square root, which results in a linear profile through the center bulk (figure 4b). However, at the interface the linear slope changes, which indicates a change in viscosity inside the interface. This confirms the influence of interfacial viscosity $\mu_I$ (1). See figures S7 and S8 in the supplementary material for profiles of more system sizes [27].

We now consider how to describe the flow using hydrodynamics. In the supplementary material [27] we derive a hydrodynamic description for the interface velocity $u_{x,I}$ (eq. S27):

$$u_{x,I}(x) = \frac{\alpha H}{\mu} \frac{d\gamma}{dx},$$

(4)

where $H$ is the height of the flow-reverse-flow vortex along $z$, $\mu$ is the shear viscosity and $\alpha$ a coefficient which is $\alpha = 1/6$ for simplified flow configurations similar to those we observe at the vortex center axis in all our systems. If the shear dissipation is correctly modeled, equation 4 should yield a constant $\alpha$ for our measured $u_{x,I}$, $d\gamma/dx$ and $\mu$ at these points.

With this in mind we compute $\alpha$ in two ways for our full range of system sizes (see figure 5): First, using only the bulk phase dissipation, by setting $\mu = \mu_b$ and $H = L_z/4$ since there are four vortices along $z$. Here $\alpha$ changes dramatically for systems with $L_z < 40$, where the interface is prominent. For larger systems $\alpha$ is around 30% higher than 1/6.

Second, we include the interfacial dissipation by calculating the effective viscosity $\mu^*(x)$ using a harmonic average

$$w(x) + \frac{L_b(x)}{\mu^*(x)} = \frac{w(x)}{\mu_I(x)} + \frac{L_b(x)}{\mu_b}$$

(5)

where $L_b(x) = L_z^* / 2 - w(x)$ is the width of the bulk phases. Setting $H = L_z^* / 4$ and $\mu = \mu^*$ to estimate $\alpha$ for our systems we obtain an improved agreement with the description. $\alpha$ is now constant and close to 1/6.

We make two conclusions: First, the finite interface must be accounted for to model mesoscopic systems. This is shown by the inability to model the velocity gradient $u_{x,I}$ without accounting for the varying interface properties. Second, the interface viscosity $\mu_I$ (1) which is included in the effective viscosity $\mu^*$ (5) is a good measure of the dissipation inside an interface. While this report has focused on solutal Marangoni convection, this has implications for any systems which model nanoscale flows with interfaces.

A few complications are of note. The assumptions made to derive (4) are simplified. In particular, our streamlines are not perfectly parallel to the interface along the vortex axis, but slightly tilted (figure 1c). This leads to estimated coefficients which are slightly higher than $\alpha = 1/6$. The tilt decreases for our smaller systems, where the measured $\alpha$ coefficients are closer to 1/6. This supports the description as being qualitatively correct. Furthermore, our molecular modeling is very simple. Further study into interfacial properties using more realistic liquid models are required to understand their real implications for nanoscale flows.
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DERIVING EQUATION 4:
INTERFACIAL MARANGONI FLOW

This is a derivation of equation 4 in the main paper: the expected Marangoni flow velocity \( u_{x,I} \) at the interfaces for our two-phase systems.

**Assumptions**

Consider a two-dimensional two-phase system contained in a box of size \( L \times 2H \) along \( x \) and \( z \), with an interface between the phases at \( z = H \). This mimics a single “quarter” zone of our simulated systems. See figure below. In addition, the system is mirrored around \( z = 0 \).

The two phases are incompressible and immiscible but have a common density \( \rho \) and viscosity \( \mu \). At the interface we have a gradient of interfacial tension \( d\gamma/dx \). We consider the limit where the interface width is negligible compared to the system size. Finally, we consider the case when a steady state has formed.

We now set up the following boundary conditions:

1. Far away from the domain boundaries the flow is parallel to the interface:
   \[
   u_k(x, z) = u_{x,k}(x, z) \hat{n}
   \]  
   where \( k = 1, 2 \) is the phase index. Since the flow is incompressible we have in this region:
   \[
   \nabla \cdot u_k = 0
   \]
   \[
   \Leftrightarrow \frac{\partial u_{x,k}}{\partial x} = 0 \quad (S2)
   \]
   \[
   \Rightarrow u_{x,k} = u_{x,k}(z) \quad (S3)
   \]

2. At \( z = 0 \) the flow gradient is smooth and continuous (the mirror symmetry introduces the same phase on the other side):
   \[
   \left. \frac{\partial u_{x,1}}{\partial z} \right|_{z=0} = 0 \quad (S4)
   \]

3. At \( z = H \) the flow of the two phases is continuous and mirrored around the interface:
   \[
   u_{x,1}(z = H^-) = u_{x,2}(z = H^+) \equiv u_{x,I} \quad (S5)
   \]
   \[
   \left. \frac{\partial u_{x,1}}{\partial z} \right|_{z=H^-} = - \left. \frac{\partial u_{x,2}}{\partial z} \right|_{z=H^+} \quad (S6)
   \]

4. Since mass is conserved there is no net flow along \( x \) through a phase:
   \[
   \int_0^H dz u_{x,k}(z) = 0. \quad (S7)
   \]

**Momentum conservation at interface**

For a planar interface, i.e. without curvature, momentum conservation at the interface gives

\[
- \nabla \gamma = \sum_{k=1,2} (p_k \mathbf{I} - \tau_k) \cdot \hat{n}_k \quad (S8)
\]

where \( \tau_k \) is the stress tensor, \( p_k \) the pressure and \( \hat{n}_k \) the interface normal for phase \( k \). \( \mathbf{I} \) is the identity matrix. The normals are \( \hat{n}_1 = \hat{z} \) and \( \hat{n}_2 = -\hat{z} \).

With (S1) and (S2) the stress tensor resolves into

\[
\tau_k = \mu \left[ \begin{array}{c} 2 \frac{\partial u_{x,k}}{\partial x} + \frac{\partial u_{z,k}}{\partial x} \frac{\partial u_{x,k}}{\partial z} + \frac{\partial u_{z,k}}{\partial x} \\ \frac{\partial u_{z,k}}{\partial x} + \frac{\partial u_{z,k}}{\partial z} & 2 \frac{\partial u_{z,k}}{\partial z} \end{array} \right] \quad (S9)
\]
Together with (S6) we can now solve (S8):

\[
\begin{bmatrix}
-\frac{d\gamma}{dx} \\
0
\end{bmatrix}
= \begin{bmatrix}
\mu \left( \frac{\partial u_{x,2}}{\partial z} - \frac{\partial u_{x,1}}{\partial z} \right) \\
-2\mu \frac{\partial u_{x,1}}{\partial z}
\end{bmatrix}
\]

(S10)

and extract

\[
\frac{\partial u_{x,1}}{\partial z} \bigg|_{z=H} = \frac{1}{2\mu} \frac{d\gamma}{dx}.
\]

(S11)

Calculation

We set up the incompressible Navier–Stokes equation inside the liquid:

\[
\rho \left( \frac{d\mathbf{u}}{dt} + (\mathbf{u} \cdot \nabla) \mathbf{u} \right) = -\nabla p + \mu \nabla^2 \mathbf{u}
\]

(S12)

Since the two phases are mirrored we now consider the flow in phase 1. Since we are in a steady state we have

\[
\frac{d\mathbf{u}_1}{dt} = 0.
\]

(S13)

With (S1) and (S2):

\[
(u_1 \cdot \nabla) \mathbf{u}_1 = u_{x,1} \frac{\partial u_{x,1}}{\partial x} = 0.
\]

(S14)

This allows us to rewrite (S12) as:

\[
\rho \frac{d\mathbf{u}_1}{dt} + \rho (u_1 \cdot \nabla) \mathbf{u}_1 = -\nabla p + \mu \nabla^2 \mathbf{u}_1
\]

\[
\Rightarrow \mu \frac{\partial^2 u_{x,1}}{\partial z^2} = \frac{dp_1}{dx}
\]

(S15)

(S16)

We now integrate this term along z:

\[
\frac{\partial^2 u_{x,1}}{\partial z^2} = \frac{1}{\mu} \frac{dp_1}{dx} \equiv A
\]

(S17)

\[
\frac{\partial u_{x,1}}{\partial z} = Az + B
\]

(S18)

\[
u_{x,1}(z) = \frac{A z^2}{2} + B z + C
\]

(S19)

We evaluate (S18) at \( z = 0 \) and use boundary condition (S4) to calculate \( B \):

\[
\frac{\partial u_{x,1}}{\partial z} \bigg|_{z=0} = B = 0,
\]

(S20)

then at \( z = H \) with (S11) to solve for \( A \):

\[
\frac{\partial u_{x,1}}{\partial z} \bigg|_{z=H} = AH = \frac{1}{2\mu} \frac{d\gamma}{dx},
\]

(S21)

\[
\Rightarrow A = \frac{1}{2H\mu} \frac{d\gamma}{dx}
\]

(S22)

We finally integrate (S19) and use (S7) to extract \( C \):

\[
\int_0^H dz \; u_{x,1}(z) = 0
\]

\[
= \left[ \frac{A z^3}{6} + \frac{B z^2}{2} + C z \right]_0^H
\]

\[
= AH^3 + C H
\]

\[
\Rightarrow C = -AH^2
\]

\[
= -\frac{H}{2} \frac{d\gamma}{dx}
\]

(S23)

(S24)

Thus we have

\[
A = \frac{1}{2H\mu} \frac{d\gamma}{dx}
\]

(B = 0)

\[
C = -\frac{H}{12\mu} \frac{d\gamma}{dx}
\]

(S25)

(S26)

which we can evaluate at \( z = H \) to get the interface velocity:

\[
u_{x,1} \equiv u_{x,1}(H) = \frac{H}{6} \frac{d\gamma}{dx}
\]

(S27)

Discussion

The above derivation is made for a system which is large enough that the interface width can be taken as 0. This gives us boundary condition (S1) at some point sufficiently far away from the system edges (where the flow shifts from tangential to the interface, to normal to it).

Our systems clearly show finite size effects. Notably, the interface changes width along \( x \) since we have a surfactant density gradient. As seen from the streamlines in figure S4 the symmetry is disturbed. This affects boundary conditions (S1) and (S2). The effect is minimized at points \( P \), along the axis of vortices. Accounting for the variable width at these points would be a second order correction.
Figure S1: Phase densities $\rho_i$ of the system used to measure interface width $w(\rho_I)$ in, for two different inserted surfactant concentrations $\rho_I$. $\rho_s$ is the surfactant density profile. Bulk phases are defined as $\rho_i \geq 0.95\rho_b$ where $\rho_b$ is the bulk density.
Figure S2: Velocity $u_x$ throughout two-phase systems with applied shear $\tau_{xz}$ between the edges and center, for two different surfactant concentrations $\rho_I$. The inset shows the velocity jump $\Delta u_{x,I}(\rho_I)$ across the interface of width $w(\rho_I)$ (as defined in figure S1).

Figure S3: Mass density $\rho$ plots of simulated systems in their steady state. On the left is the entire system density, on the right only the surfactant density.
Figure S4: Streamline plots of flow in systems of various sizes.
Figure S5: (a) Flow field vortex center positions $P$ along each interface of length $L_I = L_x/2$. Defines the reference axis through vortex centers for each system size. (b) Corresponding axis along $z$ marked in a $40 \times 40$ system.
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Figure S6: Surfactant concentration $\rho_I$ and flow velocity $u_x$ along the interface for a set of system sizes, along with all properties (interfacial tension $\gamma$, interface width $w$, interfacial viscosity $\mu_I$) computed from $\rho_I$ at the same points.
Figure S7: Measured velocity profiles $u_x(z)$ along the flow field vortex center positions for different system sizes. Interface centers are marked. Profile calculated with (S26) drawn for comparison.
Figure S8: Profiles of $\sqrt{\bar{u}_x(z)}$ where $\bar{u}_x = u_x(z) - u_0$
shifts the profile to the (approximate) zero velocity.
Dashed lines are linear fits in the bulk center.