Abstract

Hyperspectral satellite images report greenhouse gas concentrations worldwide on a daily basis. While taking simple averages of these images over time produces a rough estimate of relative emission rates, atmospheric transport means that simple averages fail to pinpoint the source of these emissions. We propose using Wasserstein barycenters coupled with weather data to average gas concentration data sets and better concentrate the mass around significant sources.

1 Introduction

Thanks to lower launch costs and a renewed focus on earth observation, there are now several constellations of satellites monitoring greenhouse gas emissions from sun-synchronous orbits. These satellites, notably Sentinel-5P from the European Union’s Copernicus program, provide daily hyperspectral images of the entire globe at a resolution of $5.5 \times 7$ km. While anthropogenic emissions of carbon dioxide are drowned by natural sources in short time windows, this is not the case for at least two other important gases, methane ($\text{CH}_4$) a very potent greenhouse gas, and nitrogen dioxide ($\text{NO}_2$), a pollutant. We focus on methane here, as it has a longer lifespan than $\text{NO}_2$ (12 years versus a few hours) hence simple averages of concentration images seriously lack contrast.

Anthropogenic methane emissions come from mostly two sources: the oil and gas industry on one hand, agriculture and waste management on the other. Methane has a lifespan of 12 years, much shorter than $\text{CO}_2$, but a global warming potential (GWP) that is 85 five times higher than that of $\text{CO}_2$, over a 20 years window. This means that mitigating methane emissions can have a very significant short term impact on warming. The latest methane budget [Saunois et al., 2020] estimates anthropogenic methane emissions at about $380 \ Tg \ \text{CH}_4/y$ (bottom-up), of which $108 \ Tg \ \text{CH}_4/y$ is coming from the oil and gas sector and $227 \ Tg \ \text{CH}_4/y$ are attributed to agriculture and waste management. Oil and gas emissions are concentrated in a few dense clusters around shale basins such as the Permian in the US, pipelines and major fields in e.g. Turkmenistan or Algeria. Countries and companies with high operational standards tend to have lower emission rates, and the fact that the list of key emitters is relatively short means that the oil and gas sector is both a low cost and high short term impact greenhouse gas emissions mitigation target.
Here, we solve the Wasserstein barycenter problem defined in [Rabin et al., 2011, Agueh and Carlier, 2011] on emission data sets. Recent advances in computational optimal transport using simple iterative methods [Sinkhorn, 1964, Wilson, 1969, Cuturi, 2013, Chizat et al., 2018a] mean that this task is now feasible at scale on satellite image data sets and we refer the reader to [Peyré and Cuturi, 2019] for a complete treatment. Using proper averages of concentration images has the power to remove part of the noise and better highlight key emitters while lowering the detection threshold.

Atmospheric transport is modeled by two main components, advection and diffusion. While most optimal transport problems usually come with little structural information on the transport model [Peyré and Cuturi, 2019], in the case of atmospheric transport we have historical weather records describing wind speed and direction, and some information on turbulence. We can use this information to remove biases in the optimal transportation problems underlying the barycenter computation. We thus adapt the local metric in transportation problems to account for known biases introduced by wind, and handle missing pixels using unbalanced transportation problems.

While getting accurate averaged concentrations is important, our main focus is in fact on attribution. We thus seek to solve an inverse transportation problem: given partial information on the transport plan (from weather), we seek to identify emission source locations and flow rates consistent with observations, without solving a much heavier (and data intensive) full inversion problem. Early numerical experiments on Sentinel-5P images, reported below, show that Wasserstein averages are much better spatially correlated with oil & gas activity than simple averages.

### Notations

In what follows, we write $h(\cdot)$ the discrete entropy. For $x, y \in \mathbb{R}^n_+$, $h(x) = \sum_{i=1}^n x_i \log(x_i)$ (with $0 \log(0) = 0$) and we write $KL(\cdot | \cdot)$ the KL divergence, with $KL(x|y) = \sum_{i \in \text{Supp}(y)} x_i \log(x_i/y_i)$.

### 2 Wasserstein Barycenter of Atmospheric Gas Concentrations

Consider we are given $N \in \mathbb{N}$ squared images $(g^{(k)})_{k \in [1,N]}$ with each $g^{(k)} \in \mathbb{R}^n_{+} \times [n]$ representing gas concentration over time on the same region of earth. Pixels represent the mean methane concentration on small squared regions with same side length. In practice images do not need to be square, but we use this convention here for simplicity.

We use flattened version of the 2D gas images obtained by running through $g^{(k)}$ row by row. Depending on the context we will refer to $g^{(k)}$ as a 2D image in $\mathbb{R}^{n \times n}$ or as a 1D vector in $\mathbb{R}^n$.

#### 2.1 Problem formulation

We focus on the 1D discrete transport problem with entropic regularization [Cuturi, 2013]. Consider the transport problem

$$W^C(\mu, \nu) = \min_{P_{1=\mu}, P_{T=\nu}} \text{Tr}(C^T P) + \lambda h(P)$$

in the variable $P \in \mathbb{R}^{n^2 \times n^2}_+$, given non negative distribution variables $\mu, \nu \in \mathbb{R}^n_{+}$, a cost matrix $C \in \mathbb{R}^{n^2 \times n^2}_+$ and a regularization parameter $\lambda$. The optimal value of this problem measures the effort to move the gas from a state $\mu$ to a state $\nu$. With this formulation the total masses of $\mu$ and $\nu$ have to match. This is not compatible with our problem since methane particles are emitted over time (e.g by leaks), and some are disappearing from our measurements (e.g diffusion below the detection threshold, exiting the studied zone, etc.) and some pixels are often missing (because of water, clouds, etc.).

To compare distribution with different masses, one simple idea used in [Gramfort et al., 2015] is to add a new dimension (i.e dummy pixels) to the vector $\mu$ and $\nu$ that will contain the excess of mass of $\mu$ (assuming $1^T \mu \geq 1^T \nu$), then apply the classical transport problem (1) to these augmented distributions. Optimal transport between distributions with different masses is often called unbalanced transport. Unbalanced transport has a nice fluid dynamics interpretation with the introduction of a source term that deals with the creation and deletion of matter during the transport [Chizat et al., 2018b, Liero et al., 2018]. In practice here, we use a formulation of unbalanced transportation that relaxes marginal constraints in (1). Given another regularization parameter $\lambda_u$, the problem thus...
We observe that the arithmetic mean described a circle around the center, whereas the Wasserstein barycenters can be found in Cuturi and Doucet [2014].

We used the optimal transport package POT [Flamary and Courty, 2017] to compute the Wasserstein cost.

We are interested in obtaining an aggregation of a sequence of methane distributions recorded daily over some period of time. The transportation cost \( W^C_u (\cdot, \cdot) \) can be used as a metric between the gas distributions \( (g^{(k)})_{i \in [1,N]} \) and, given a sequence of cost matrix \( (C^{(k)})_{k \in [1,N]} \), the Wasserstein barycenter (WB) of the \( (g^{(k)}) \) is computed as

\[
\bar{g} = \arg \min_g \sum_{k=1}^N W^C_u (g^{(k)}, g) \quad \text{(WB)}
\]

in the variable \( g \in \mathbb{R}_+^{n^2} \). Algorithms to solve this convex optimization problem are described in e.g. [Benamou et al., 2015; Chizat et al., 2018a].

\[ W^C_u (\mu, \nu) = \min_{P \in \mathcal{P}_2} Tr (C^T P) + \lambda h (P) + \lambda_u KL (P \| \mu) + \lambda_u KL (P^T 1 \| \nu) \quad \text{(2)} \]

We are interested in obtaining an aggregation of a sequence \( (g^{(k)}) \) of methane distributions recorded daily over some period of time. The transportation cost \( W^C_u (\cdot, \cdot) \) can be used as a metric between the gas distributions \( (g^{(k)})_{i \in [1,N]} \) and, given a sequence of cost matrix \( (C^{(k)})_{k \in [1,N]} \), the Wasserstein barycenter (WB) of the \( (g^{(k)}) \) is computed as

\[
\bar{g} = \arg \min_g \sum_{k=1}^N W^C_u (g^{(k)}, g) \quad \text{(WB)}
\]

in the variable \( g \in \mathbb{R}_+^{n^2} \). Algorithms to solve this convex optimization problem are described in e.g. [Benamou et al., 2015; Chizat et al., 2018a].

\[ W^C_u (\mu, \nu) = \min_{P \in \mathcal{P}_2} Tr (C^T P) + \lambda h (P) + \lambda_u KL (P \| \mu) + \lambda_u KL (P^T 1 \| \nu) \quad \text{(2)} \]

We are interested in obtaining an aggregation of a sequence \( (g^{(k)}) \) of methane distributions recorded daily over some period of time. The transportation cost \( W^C_u (\cdot, \cdot) \) can be used as a metric between the gas distributions \( (g^{(k)})_{i \in [1,N]} \) and, given a sequence of cost matrix \( (C^{(k)})_{k \in [1,N]} \), the Wasserstein barycenter (WB) of the \( (g^{(k)}) \) is computed as

\[
\bar{g} = \arg \min_g \sum_{k=1}^N W^C_u (g^{(k)}, g) \quad \text{(WB)}
\]

in the variable \( g \in \mathbb{R}_+^{n^2} \). Algorithms to solve this convex optimization problem are described in e.g. [Benamou et al., 2015; Chizat et al., 2018a].

\[ W^C_u (\mu, \nu) = \min_{P \in \mathcal{P}_2} Tr (C^T P) + \lambda h (P) + \lambda_u KL (P \| \mu) + \lambda_u KL (P^T 1 \| \nu) \quad \text{(2)} \]

We are interested in obtaining an aggregation of a sequence \( (g^{(k)}) \) of methane distributions recorded daily over some period of time. The transportation cost \( W^C_u (\cdot, \cdot) \) can be used as a metric between the gas distributions \( (g^{(k)})_{i \in [1,N]} \) and, given a sequence of cost matrix \( (C^{(k)})_{k \in [1,N]} \), the Wasserstein barycenter (WB) of the \( (g^{(k)}) \) is computed as

\[
\bar{g} = \arg \min_g \sum_{k=1}^N W^C_u (g^{(k)}, g) \quad \text{(WB)}
\]

in the variable \( g \in \mathbb{R}_+^{n^2} \). Algorithms to solve this convex optimization problem are described in e.g. [Benamou et al., 2015; Chizat et al., 2018a].

\[ W^C_u (\mu, \nu) = \min_{P \in \mathcal{P}_2} Tr (C^T P) + \lambda h (P) + \lambda_u KL (P \| \mu) + \lambda_u KL (P^T 1 \| \nu) \quad \text{(2)} \]

We are interested in obtaining an aggregation of a sequence \( (g^{(k)}) \) of methane distributions recorded daily over some period of time. The transportation cost \( W^C_u (\cdot, \cdot) \) can be used as a metric between the gas distributions \( (g^{(k)})_{i \in [1,N]} \) and, given a sequence of cost matrix \( (C^{(k)})_{k \in [1,N]} \), the Wasserstein barycenter (WB) of the \( (g^{(k)}) \) is computed as

\[
\bar{g} = \arg \min_g \sum_{k=1}^N W^C_u (g^{(k)}, g) \quad \text{(WB)}
\]

in the variable \( g \in \mathbb{R}_+^{n^2} \). Algorithms to solve this convex optimization problem are described in e.g. [Benamou et al., 2015; Chizat et al., 2018a].

\[ W^C_u (\mu, \nu) = \min_{P \in \mathcal{P}_2} Tr (C^T P) + \lambda h (P) + \lambda_u KL (P \| \mu) + \lambda_u KL (P^T 1 \| \nu) \quad \text{(2)} \]

We are interested in obtaining an aggregation of a sequence \( (g^{(k)}) \) of methane distributions recorded daily over some period of time. The transportation cost \( W^C_u (\cdot, \cdot) \) can be used as a metric between the gas distributions \( (g^{(k)})_{i \in [1,N]} \) and, given a sequence of cost matrix \( (C^{(k)})_{k \in [1,N]} \), the Wasserstein barycenter (WB) of the \( (g^{(k)}) \) is computed as

\[
\bar{g} = \arg \min_g \sum_{k=1}^N W^C_u (g^{(k)}, g) \quad \text{(WB)}
\]

in the variable \( g \in \mathbb{R}_+^{n^2} \). Algorithms to solve this convex optimization problem are described in e.g. [Benamou et al., 2015; Chizat et al., 2018a].

\[ W^C_u (\mu, \nu) = \min_{P \in \mathcal{P}_2} Tr (C^T P) + \lambda h (P) + \lambda_u KL (P \| \mu) + \lambda_u KL (P^T 1 \| \nu) \quad \text{(2)} \]
3.2.1 Ohio - West Virginia - Pennsylvania Mines

The first zone that we look at is a mining area located at the border between Ohio, West Virginia and Pennsylvania. In this region, wind introduces an important bias in the transport of the gas (see Appendix C for more details).

Figure 2 shows the result of barycenter computations with different cost matrices. Due to the bias West-East in the wind distribution, we see that the barycenter with costs \((L_2 + W)\) is shifted to the right compared to barycenter with costs \((L_2)\). The blue dots correspond to every coal seams that have been exploited at some point in time in the region (see Appendix A.3 for sources). While Figure 2 only displays coal seams, unconventional gas wells in Southern Pennsylvania are located in the same area [Barkley et al., 2019]. Our Wasserstein barycenter with cost \((L_2 + W)\) highlights potential methane emitters in Southwestern Pennsylvania. This particular region is well-known for being a significant source of anthropogenic methane [Barkley et al., 2019], due to underground coal and unconventional gas extraction activities. It appears that Wasserstein barycenters are much more correlated with fossil fuels production than classical means.

3.2.2 Irak-Koweit region

We also studied the region around the borders between Iraq, Iran and Kuwait, an area known for its high Oil production activity. Figure 3 displays the results of our computations. As in the previous example, blue dots correspond the oil fields in the region and the size of the dots represents production level (source: Kayrros analysis). One observes on the averaged image that the satellites measured a high concentration on all the desert areas. This might be due to the well-known albedo-induced bias in the Sentinel-5 Precursor Level 2 Methane data ESA [2020]. Using the Wasserstein-Fisher-Rao
cost function leads to a clear accumulation of the mass of emissions around the south eastern part of
the country, home to the biggest oil field of the country (Rumaila, approximately 1.4 million barrels
per day). Due to the high resolution of the image, we couldn’t use the \((L_2 + W)\) metric as it requires
too much computation at this point.
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A Data Sources

A.1 Sentinel 5P

We use total column CH4 (XCH4) measurements from the spaceborne Tropospheric Monitoring Instrument (TROPOMI). TROPOMI is in polar sun-synchronous orbit and provides global mapping of atmospheric methane columns on daily overpasses at about 13:30 local solar time with $7 \times 7$ km nadir pixel resolution ($7 \times 5.5$ km since June 2019). The mission performance report for Sentinel-5 Precursor Level 2 Methane product [ESA, 2020] states that “the averaged bias for the comparison against 22 TCCON sites is $-0.8\%$ and $-0.31\%$ for the standard and bias corrected XCH4 product”. Note that for various reasons (body of water, cloud cover, etc) a significant fraction of the pixels are missing, hence any averaging method used on these images needs to properly account for missing values. Figure 4 illustrates the variability of the data coverage worldwide.

Figure 4: Sentinel-5P coverage for Level 2 XCH4 data product in 2019. The value of each pixel correspond to the number of days for which Sentinel-5P provided a valid (after quality filtering, [ESA, 2020]) measurement for the corresponding area during year 2019. The data was clipped at 80 for clarity; some pixels exceed this value.

A.2 Weather

Weather data are provided by the ECMWF-ERA5 product at a resolution of 0.25 degree around the equator and sample every hour. We use the northern and eastern direction of the wind measured at 100m above ground to get the direction and the intensity.

A.3 Production Sites

- **Ohio - West Virginia - Pennsylvania**: mines locations can be found at [https://www.pasda.psu.edu/uci/DataSummary.aspx?dataset=257](https://www.pasda.psu.edu/uci/DataSummary.aspx?dataset=257).
• **Iraq-Iran-Kuweit**: Oil and Gas basins data from Kayrros

• **Permian basin**: completion data from Kayrros

### A.4 Maps

We used google earth for the maps underlying our plots.

### B Toy Example

This toy example consists in choosing the $g^{(k)}$ as Gaussian clouds of unit variance and mean $\mu_k$ that drift away from the center to the right of the image. In Figure 5 we compare the results of Wasserstein barycenters with different cost matrix. For the right plot we consider the $(L_2 + W)$ cost with a constant wind from the left to the right. Thus the barycenter has been translated in the opposite direction of the wind.

![Figure 5](image.png)

Figure 5: From left to right: arithmetic mean of the $g^{(k)}$, Wasserstein barycenter of the $g^{(k)}$ with $(L_2)$ cost, Wasserstein barycenter of the $g^{(k)}$ with $(L_2 + W)$ cost using constant East wind.

### C Wind in Pennsylvania

Figure 6 represents the distribution of the wind mean directions and speeds during the studied period. Bars indicates the direction from which the wind comes from (meteorological convention), the size of the bars corresponds to the directions frequencies and the color to the speed (blue is slow and red is fast). We notice that in this region the wind is meanly blowing on some West-East direction.

![Figure 6](image.png)

Figure 6: Distribution of the mean wind speed and direction on the Pennsylvania mining region.

### D Permian

In this section we focus on the Permian basin. This area is known for its high production of shale Oil and Gas. The result of our experiments on this region is displayed on Figure 7. The blue dots represent the locations of the recently completed oil wells (source: Kayrros analysis), over a period where production reached its maximum capacity. The dot size is proportional with the quantity of Oil and Gas produced by the well.
One can observe on Figure 7 Bottom Right that the quantity of missing observations in the satellite data is quite high. In particular, we get very few observations in a region with high source density on the East side. However Wasserstein barycenter gives some mass to this region, and using Wasserstein-Fisher-Rao metric even allows to separate the two production sub basins. These two areas correspond to the two major oil and gas sub-basins within the Permian, namely the Delaware basin and the Midland basin.

Due to the higher resolution of these observations, we couldn’t use the metric involving the wind data as it became too computationally intensive.
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