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ABSTRACT

In various applications in the field of control engineering, the estimation of the state variables of dynamic systems in the presence of unknown inputs plays an important role. Existing methods require the so-called observer matching condition to be satisfied, rely on the boundedness of variables or exhibit an increased observer order of at least twice the plant order. In this article, a novel observer normal form for strongly observable linear time-invariant multivariable systems is proposed. In contrast to classical normal forms, the proposed approach also takes the unknown inputs into account. The proposed observer normal form allows for the straightforward construction of a higher-order sliding mode observer, which ensures global convergence of the estimation error within finite time even in the presence of unknown bounded inputs. Its application is not restricted to systems which satisfy the aforementioned limitations of already existing unknown input observers. The proposed approach can be exploited for the reconstruction of unknown inputs with bounded derivative and robust state-feedback control, which is shown by means of a tutorial example. Numerical simulations confirm the effectiveness of the presented work.

1. Introduction

The robust estimation of the state variables of dynamic systems from its outputs in the presence of unmeasured external disturbances and model uncertainties is of great interest in various applications in the field of control engineering, e.g. when dealing with fault detection problems (Patton et al., 1989) or robust state-feedback control (B. Yang et al., 2017). One approach is to regard such external disturbances and model uncertainties as unknown inputs and to subsequently apply robust estimation methods, which are referred to as unknown input observers.

Kalman filter based state estimators, such as for example the classical Kalman filter (Kalman, 1960; Kalman & Bucy, 1961) in the case of linear systems and the extended Kalman filter (Sorenson, 1985) as well as the unscented Kalman filter (Julier & Uhlmann, 1997; Wan & Van Der Merwe, 2000) in the case of nonlinear systems, allow to model unknown inputs as a Gaussian process noise with zero mean. High-gain observers (Khalil & Praly, 2014) suppress the influence of unknown inputs by means of a linear output injection with high gain. However, high-gain observers as well as the previously mentioned Kalman filter based methods are not exact even in the theoretical case without any measurement noise and model uncertainties. In contrast to the aforementioned linear methods, sliding mode based observers allow for a theoretically exact estimation of the state variables in the presence of a wide range of input uncertainties, e.g. unknown inputs with bounded amplitude or bounded derivatives (Bejarano & Fridman, 2010; De Loza et al., 2013; Fridman et al., 2006; Koshkouei & Zinober, 2004; Li & Zhang, 2018; Shtessel et al., 2014; Utkin et al., 1999).

The applicability of conventional first-order sliding mode based approaches (Edwards & Spurgeon, 1998; Utkin et al., 2009; Walcott & Zak, 1987) as well as linear Luenberger like unknown input observers (Darouach et al., 1994; Hautus, 1983; Kudva et al., 1980; F. Yang & Wilde, 1988) is limited to strongly detectable systems which additionally satisfy a rank condition often referred to as the observer matching condition.
condition. In contrast, so-called step-by-step sliding mode observers and higher order sliding mode approaches do not require the observer matching condition to be fulfilled. Step-by-step sliding mode observers transform the system in a triangular structure and successively apply either classical first-order (Barbot et al., 1996; Floquet & Barbot, 2004) or second-order sliding mode methods (Floquet & Barbot, 2007; Floquet et al., 2007) for reconstruction purposes. However, to achieve global convergence of those observers, the boundedness of certain derivatives of the outputs is required which in general depend on the state variables. Hence, only local asymptotic stability of the estimation error dynamics is obtained in general.

Higher order sliding mode observers typically rely on the robust exact differentiator (RED) (Levant, 1998, 2003). Whenever it is possible to express the state variables by means of the outputs, their derivatives and the control inputs only, the RED can be directly applied as a state estimator, e.g. Davila et al. (2009), Sanchez and Moreno (2021) and Ferreira de Loza et al. (2019). However, in general, also this procedure only permits local asymptotic stability of the estimation error dynamics. To overcome this issue, a cascaded observer consisting of a non-robust observer and an RED is applied (Fridman et al., 2006, 2011; Shtessel et al., 2014; Ríos, 2020; Tranninger et al. 2018, 2019). This cascaded observer achieves global convergence in finite time in the presence unknown bounded inputs. However, the observer order is substantially larger than the order of the considered plant. Moreover, by the use of the additional non-robust observer, the number of observer parameters is increased. Since the parameters of the RED depend on the parameters of the additional observer as well as the characteristics of the unknown inputs, the tuning of those observer parameters may be cumbersome.

Recently, an RED-based unknown input observer for strongly observable linear time-invariant (LTI) systems with one single unknown input and one single output has been proposed (Niederwieser et al., 2019). It is based on the classical observability canonical form of linear systems and allows for a theoretically exact estimation of the state variables. This approach neither requires the application of an cascaded observer scheme, nor the boundedness of the state variables of the plant for global convergence, nor the observer matching condition to be satisfied. However, an extension to strongly observable systems with multiple unknown inputs and multiple outputs is not available yet.

In contrast to the single-input single-output case, classical normal forms are not suitable for the construction of such an observer. Existing approaches rely on the well-known observability canonical form by Luenberger (Gupta & Fairman, 1974; Luenberger, 1967) and its time-varying generalizations, e.g. Ríos et al. (2017) and Davila et al. (2021). However, these canonical forms do not take into account the unknown inputs. To exactly reconstruct the system's state variables, these methods require the system to satisfy a restrictive condition concerning its observability indices and the output relative degree. In contrast to Luenberger's canonical form, the so-called special coordinate basis (Chen et al., 2004; Sannuti & Saberi, 1987) decomposes the system into coupled chains of integrators by explicitly taking into account the unknown inputs. However, the application of the RED as a state observer would again require the boundedness of the state variables for global convergence.

The contribution of this article is the development of a novel observer normal form for strongly observable LTI systems with multiple unknown inputs and multiple outputs. In this representation, the system exhibits a block triangular structure up to an output injection which allows for a straightforward construction of an RED-based unknown input observer. In comparison to all previously mentioned concepts, the proposed observer provides theoretically exact estimates of the state variables in the presence of unknown inputs without relying on the boundedness of the state and without increasing the observer order beyond the order of the plant. The observer matching condition, which is prerequisite for the existence of many classical unknown input observers, is not required. Moreover, the observer does not rely on any restrictive conditions concerning the observability indices and the output relative degree.

A detailed description of the considered problem statement is given in Section 2. Section 3 presents the main result: a novel observer normal form developed for strongly observable LTI systems and a robust observer for systems in the proposed observer normal form. A detailed derivation of the transformation into the proposed observer normal form is provided in Section 4. The applicability of the presented approach is demonstrated by means of a simulation example in
Section 5. In addition, based on the provided example, it is shown how to exploit the presented approach for reconstructing the unknown input. Finally, Section 6 concludes the presented work and points out future research directions.

Nomenclature

Throughout the paper, bold lowercase letters refer to vectors and bold uppercase letters refer to matrices. The \( \mathbf{e}_i \)th canonical unit vector is denoted by \( \mathbf{e}_i \). Furthermore, \( \mathbf{I}_i \) refers to the \( i \times i \) identity matrix and \( \mathbf{0}_{j \times k} \) is the zero matrix of dimension \( j \times k \). The notation \((i)\) refers to the insertion of equation \((i)\) into the respective equation. In order to abbreviate sign preserving power functions, the notation \( \lfloor \cdot \rfloor^\gamma = |\cdot|^\gamma \text{sign}(\cdot) \) and particularly \( \lfloor \cdot \rfloor^0 = \text{sign}(\cdot) \) is used in this article. Thenotation \( a \leftarrow f(a) \) refers to an update step for the value of \( a \) required in the description of iterative algorithms, i.e. the new value of \( a \) is some function \( f(\cdot) \) of the old value of \( a \).

The time derivative \( \frac{d}{dt}x \) is also denoted by \( \dot{x} \). Moreover, the solutions of differential equations with discontinuous right-hand side are understood in the sense of Filippov (2013).

2. Problem statement

Consider the LTI system

\[
\dot{x} = Ax + D\Delta, \\
y = Cx,
\]

(1)

where \( x = [x_1 \ x_2 \ldots \ x_n]^T \) is the \( n \)-dimensional state vector, \( \Delta = [\Delta_1 \ \Delta_2 \ldots \ \Delta_m]^T \) denotes the vector of possibly time-varying, unknown inputs and \( y = [y_1 \ y_2 \ldots \ y_p]^T \) is the output vector. Furthermore, the dynamic matrix \( A \in \mathbb{R}^{n \times n} \), the unknown-input matrix \( D \in \mathbb{R}^{n \times m} \) and the output matrix \( C \in \mathbb{R}^{p \times n} \) are constant matrices. The unknown-input matrix and the output matrix are partitioned into column and row vectors, respectively, i.e.

\[
D = [d_1 \ d_2 \ldots \ d_m], \quad C = \begin{bmatrix}
\mathbf{e}_1^T \\
\mathbf{e}_2^T \\
\vdots \\
\mathbf{e}_p^T
\end{bmatrix}.
\]

(2)

Assumption 2.1: The amplitudes of the unknown inputs are bounded, i.e.

\[
|\Delta_i(t)| \leq L_i \quad \forall t, \quad 0 \leq L_i < \infty, \ i = 1, \ldots, m.
\]

(3)

Assumption 2.2: The columns of \( D \) as well as the rows of \( C \) are linearly independent, i.e. \( \text{rank} \ D = m \) and \( \text{rank} \ C = p \).

Assumption 2.3: System (1) is strongly observable (Hautus, 1983), i.e. its Rosenbrock matrix

\[
P(s) = \begin{bmatrix}
sI_n - A & -D \\
C & 0
\end{bmatrix}
\]

(4)

satisfies

\[
\text{rank} \ P(s) = n + m \quad \forall s \in \mathbb{C}.
\]

(5)

The goal is to provide an exact estimate of the state vector \( x \) of system (1) from the measured outputs \( y \) despite the unknown inputs \( \Delta \). Note that existing state estimation methods for the considered system class have the following drawbacks:

- Step-by-step sliding mode observers (Barbot et al., 1996; Floquet & Barbot, 2004, 2007; Floquet et al., 2007) as well as the direct application of the RED as a state observer (Davila et al., 2009; Ferreira de Loza et al., 2019; Sanchez & Moreno, 2021) require the boundedness of the plant’s state variables for global convergence.
- Cascaded observers (Fridman et al., 2006; Shtessel et al., 2014; Tranninger et al., 2018, 2019) consist of an RED and a Luenberger observer and ensure global convergence also in the case of unbounded state variables. However, the observer order and the number of tuning parameters are at least twice the system order.
- Classical Luenberger like observers (Darouach et al., 1994; Hautus, 1983; Kudva et al., 1980; F. Yang & Wilde, 1988) as well as conventional first-order
sliding mode based methods (Edwards & Spurgeon, 1998; Utkin et al., 2009; Walcott & Zak, 1987) require the so-called observer matching condition

$$\text{rank } CD = \text{rank } D \quad (6)$$

to be satisfied.

- Observers based on Luenberger's classical observability canonical form (Ríos et al., 2017) or its generalizations (Davila et al., 2021) do not rely on bounded state variables, do not increase the observer order beyond the plant order and do not require the observer matching condition (6) to be satisfied. However, these observers are theoretically exact only in the case the system satisfies the relative degree condition

$$\begin{bmatrix} c_j^T D \\ c_j^T AD \\ \vdots \\ c_j^T A^{\rho_j - 2} D \end{bmatrix} = 0_{(\rho_j - 1) \times m}, \quad j = 1, \ldots, p, \quad (7)$$

where $\rho_j$ is the observability index of the output $y_j$. In other words, the relative degree $\delta_j$ of the output $y_j$ w.r.t. to the unknown input $\Delta$, if it exists, has to satisfy $\delta_j \geq \rho_j$.

This article aims for the development of a novel unknown input observer design which neither relies on bounded state variables, nor additionally increases the observer order beyond the order of the plant, nor require the observer matching condition (6) or the relative degree condition (7) to be satisfied. For this purpose, a new observer normal form is proposed in Section 3 where the system is represented by means of $p$ coupled single-output systems which allow for a straightforward design of a robust observer. The corresponding transformation is derived in Section 4.

Remark 2.1: In the case of a strongly observable system with direct feed-through, i.e.

$$\begin{align*}
\dot{x} &= Ax + D\Delta, \\
y &= Cx + F\Delta,
\end{align*} \quad (8)$$

where $F \in \mathbb{R}^{p \times m}$, the state estimation problem can be reformulated in terms of a system without direct feed-through (Chen et al., 2004, Section 5.4). This is achieved by regular output and input transformations

$$\begin{bmatrix} \tilde{y}_0 \\ \tilde{y}_1 \end{bmatrix} = Uy, \quad \tilde{\Delta} = \begin{bmatrix} \tilde{\Delta}_0 \\ \tilde{\Delta}_1 \end{bmatrix} = V^{-1}\Delta, \quad (9)$$

with $U \in \mathbb{R}^{p \times p}$ and $V \in \mathbb{R}^{m \times m}$, which allow to represent system (8) in the form

$$\begin{align*}
\dot{x} &= \tilde{A}x + \tilde{D}_1\tilde{\Delta}_1 + \tilde{D}_0\tilde{y}_0, \\
\tilde{y}_1 &= \tilde{C}_1x. 
\end{align*} \quad (10)$$

A detailed description of this system transformation is given in Appendix A.1. Since $\tilde{y}_0$ is known it can be easily considered in the observer design. Hence, this term does not affect the construction of the observer. Furthermore, system (10) is strongly observable, if the original system (8) is strongly observable, which is shown in Appendix A.2. Thus the observer design algorithm proposed in this article is also applicable to systems with non-vanishing direct feed-through.

3. Observer normal form and robust observer design

For the purpose of the robust observer design, a state transformation, which is described in detail in Section 4, transforms system (1) into a novel observer normal form for multivariable LTI systems with unknown inputs. The proposed observer normal form introduced in Section 3.1 decomposes the system into $p$ coupled single-output subsystems. Based on this observer normal form, a robust observer is designed in Section 3.2 which allows for an exact finite-time reconstruction of the system’s state variables.

3.1. Proposed observer normal form

In the following, the main result of this article given by the new observer normal form is presented.

Definition 1: A system

$$\begin{align*}
\dot{x} &= \tilde{A}\bar{x} + \tilde{D}\bar{\Delta}, \\
\tilde{y} &= \tilde{C}\bar{x},
\end{align*} \quad (11a)$$

is said to be in observer normal form if its dynamic matrix takes the structure
the unknown-input matrix is given by

$$
\begin{align*}
\bar{A} &= \\
&= \\
&= \\
&= \\
\bar{C} &= \\
&= \\
&= \\
&= \\
\bar{D} &= \\
&= \\
&= \\
&= \\
\end{align*}
$$

and the output matrix has the form

$$
\bar{C} = \\
\bar{D} = \\
$$
**Theorem 3.1:** Let the LTI system (1) be strongly observable, i.e., let its Rosenbrock matrix satisfy condition (5). Then, there exist non-singular transformation matrices $T \in \mathbb{R}^{n \times n}$ and $\Gamma \in \mathbb{R}^{p \times p}$ such that the state transformation $\hat{x} = T^{-1}x$ and the output transformation $\hat{y} = \Gamma y$ yield the system in observer normal form (11), where the orders of the subsystems given by the integers $\mu_j$, $j = 1, \ldots, p$, are sorted in descending order, i.e.,

$$\mu_1 \geq \mu_2 \geq \cdots \geq \mu_p > 0,$$  \quad (12)

The proof of Theorem 3.1 and an algorithm which allows for determining suitable transformations are given in Section 4.

**Remark 3.1:** Note that the proposed observer normal form consists of $p$ coupled single-output systems of orders $\mu_1, \ldots, \mu_p$. In the case $p = 1$ the proposed observer normal form (11a) coincides with the well-known transposed observable canonical form for linear single-output systems.

**Remark 3.2:** The proposed observer normal form exhibits a block lower triangular structure up to an output injection. In contrast to Luenberger’s observability normal form (Luenberger, 1967), the proposed observer normal form also takes the impact of the unknown transposed observable canonical form for linear single-output systems.

### 3.2. Robust observer design in the proposed observer normal form

To robustly reconstruct the state vector $\bar{x}$ of the system (11a), an observer relying on the RED (Levant, 1998) is designed. The proposed observer is given by

$$\begin{align*}
\dot{\hat{x}} &= \bar{A}\hat{x} + \bar{B}\sigma \dot{\bar{y}} + \bar{I}(\sigma \dot{\bar{y}}), \\
\dot{\hat{y}} &= \bar{C}\hat{x} = [\bar{y}_1 \bar{y}_2 \cdots \bar{y}_p]^T \\
&= [\hat{x}_1 \hat{x}_{\mu_1+1} \cdots \hat{x}_{\mu_1+\cdots+\mu_{p-1}+1}]^T, \quad (13a)
\end{align*}$$

where

$$\begin{align*}
\sigma \dot{\bar{y}} &= \ddot{\bar{y}} = [\sigma_1 \sigma_{\mu_1+1} \cdots \sigma_{\mu_1+\cdots+\mu_{p-1}+1}]^T \\
(13b)
\end{align*}$$

is the output error,

$$\bar{\Pi} = \begin{bmatrix} \sigma_{1,1} & \cdots & \sigma_{p,1} \\
\vdots & \ddots & \vdots \\
\sigma_{1,n} & \cdots & \sigma_{p,n} \end{bmatrix} \quad (13c)$$

provides for a linear output injection to compensate for the couplings between the single-output systems and $\bar{I}(\sigma \dot{\bar{y}})$ is the nonlinear output injection.

**Theorem 3.2:** Consider the observer (13) for the estimation of the state vector $\bar{x}$ of system (11), the choice

$$\bar{I}(\sigma \dot{\bar{y}}) = \begin{bmatrix} \kappa_{1,\mu_1-1}[\sigma_1]^{\mu_1-1} \\
\vdots \\
\kappa_{1,1}[\sigma_1]^{1} \\
\kappa_{1,0}[\sigma_1]^{0} \\
\vdots \\
\kappa_{p,\mu_p-1}[\sigma_{\mu_1+\cdots+\mu_{p-1}+1}]^{\mu_p-1} \\
\vdots \\
\kappa_{p,0}[\sigma_{\mu_1+\cdots+\mu_{p-1}+1}]^{0} \end{bmatrix} \quad (14)$$

for the nonlinear output injection and the bounds $L_i$ for the unknown inputs given in (3). Then, there exist parameters $\kappa_{j,k}$, $j = 1, \ldots, p$, $k = 0, \ldots, \mu_j - 1$, such that the estimation error $\sigma = \bar{x} - \hat{x}$ converges to zero within finite time despite the unknown inputs for any initial states. Moreover, convergence of the observer for all admissible unknown input signals in terms of Assumption 2.1 is achieved only if $\kappa_{j,0} > \sum_{i=1}^m L_i|\tilde{d}_{\mu_1+\cdots+\mu_j,i}|$.

**Proof:** The estimation error

$$\sigma = \bar{x} - \hat{x} = [\sigma_1 \sigma_2 \cdots \sigma_n]^T \quad (15)$$

yields the estimation error dynamics

$$\dot{\sigma} = \bar{A}\sigma - \bar{B}\sigma \dot{\bar{y}} + \bar{I}(\sigma \dot{\bar{y}}) + \bar{D}\Delta,$$

$$\sigma \dot{\bar{y}} = \bar{C}\sigma. \quad (16)$$

Taking into account the structure of the involved matrices allows to rewrite the estimation error dynamics (16) as $p$ coupled subsystems $\Sigma_j$ of order $\mu_j$, i.e.,

$$\begin{align*}
\dot{\sigma}_1 &= \sigma_2 - \kappa_{1,\mu_1-1}[\sigma_1]^{1} \\
\vdots \\
\dot{\sigma}_{\mu_1-1} &= \sigma_{\mu_1} - \kappa_{1,1}[\sigma_1]^{1} \\
\dot{\sigma}_{\mu_1} &= -\kappa_{1,0}[\sigma_1]^{0} + \sum_{i=1}^m \tilde{d}_{\mu_1,i} \Delta_i
\end{align*} \quad (17)$$

for the state estimation error $\sigma_j = \bar{x}_j - \hat{x}_j$ of the $j$th subsystem. Theorem 3.2 then implies that the estimation error $\sigma$ converges to zero within finite time.
\begin{align}
\sigma_{\mu_1+1} &= \sigma_{\mu_1+2} - \kappa_{2,\mu_2-1}\frac{\sigma_{\mu_1+1}}{\mu_2} \\
\vdots \\
\sigma_{\mu_1+\mu_2-1} &= \sigma_{\mu_1+\mu_2} - \kappa_{2,1}\frac{\sigma_{\mu_1+1}}{\mu_2} \\
\sum_{i=1}^{m} \beta_{1,2,i} &\sigma_{\mu_1+1} - \kappa_{2,0}\left[\sigma_{\mu_1+1}\right]^{0} \\
+ &\sum_{i=1}^{m} \widetilde{d}_{\mu_1+\mu_2,i} \Delta_i \\
\vdots \\
\sigma_{\mu_1+\ldots+\mu_p-1+1} &= \sigma_{\mu_1+\ldots+\mu_p-1+2} \\
&-\kappa_{p,\mu_p-1}\frac{\sigma_{\mu_1+\ldots+\mu_p-1+1}}{\mu_p} \\
\vdots \\
\sigma_{n-1} &= \sigma_{n} - \kappa_{p,1}\frac{\sigma_{\mu_1+\ldots+\mu_p-1+1}}{\mu_p} \\
\sigma_{n} &= \sum_{i=1}^{m} \sum_{i=1}^{p-1} \beta_{i,p,i} \sigma_{\mu_1+\ldots+\mu_i+1} + \kappa_{p,0}\left[\sigma_{\mu_1+\ldots+\mu_p-1+1}\right]^{0} \\
&+\sum_{i=1}^{m} \widetilde{d}_{n,i} \Delta_i, 
\end{align}

(17)

where each subsystem $\Sigma_j$, in terms of structure coincides with the estimation error dynamics of the RED (Levant, 1998, 2003) with additional couplings $\sum_{i=1}^{m} \beta_{i,p,i} \sigma_{\mu_1+\ldots+\mu_i+1}$ in the last differential equation. It is known that there exist parameters $\kappa_{j,k}$, $k = 0, \ldots, \mu_j-1$ such that the state variables $\sigma_{\mu_1+\ldots+\mu_j+1}$, $\ldots$, $\sigma_{\mu_1+\ldots+\mu_m}$ of the respective subsystem $\Sigma_j$ converge to zero in finite time if the right-hand side of the last differential equation is bounded (Cruz-Zavala & Moreno, 2016). Therefore, since the unknown inputs $\Delta_i$ are bounded, the estimation error variables $\sigma_1, \ldots, \sigma_{\mu_1}$ of subsystem $\Sigma_1$ converge to zero within finite time for properly chosen parameters $\kappa_{1,k}$. During the convergence of the state variables of $\Sigma_1$, the state variables of the other subsystems remain bounded as the systems do not exhibit a finite escape time. After finite-time convergence of the state variables of $\Sigma_1$, the coupling of $\Sigma_1$ and $\Sigma_2$ through the last differential equation of $\Sigma_2$ vanishes and the estimation error variables $\sigma_{\mu_1+1}, \ldots, \sigma_{\mu_1+\mu_2}$ of system $\Sigma_2$ converge to zero within finite time for properly chosen parameters $\kappa_{2,k}$. This further decouples $\Sigma_3$ from $\Sigma_2$. By induction, it can be shown that this step-wise finite-time convergence is achieved for all further subsystems $\Sigma_3, \ldots, \Sigma_p$. Thus it can be concluded that the estimation error $\sigma$ vanishes in finite time despite the unknown inputs for properly chosen parameters $\kappa_{j,k}$, $j = 1, \ldots, p$, $k = 0, \ldots, \mu_j - 1$.

Furthermore, the robustness of (17) requires that the discontinuity in the last differential equation of each subsystem $\Sigma_j$ is capable of dominating the respective right-hand side (Levant, 1998). Since the linear coupling terms in $\Sigma_j$ vanish when all the previous subsystems $\Sigma_1, \ldots, \Sigma_{j-1}$ have converged, the condition

$$\kappa_{j,0} > \sum_{i=1}^{m} L_i |\widetilde{d}_{\mu_1+\ldots+\mu_j,i}| \quad \text{for } j = 1, \ldots, p \quad (18)$$

is required.

**Remark 3.3:** Note that the observer (13) with the choice (14) for the nonlinear output injection becomes a sliding mode observer. The observer parameters $\kappa_{j,k}$ of the subsystem $\Sigma_j$ correspond to the gains of a $(\mu_j - 1)$th order RED. It is pointed out that the choice of the observer parameters depends on the bounds of the unknown inputs only and, thus, is independent of the couplings. Since the subsystems are decoupled of each other after some finite time, the parameters of each subsystem can be selected independently. Well-established parameter settings can be found, e.g. in Shhtessel et al. (2014, Section 6.7) and Reichhartinger and Spurgeon (2018).

**Remark 3.4:** In the case $\tilde{d}_{\mu_1+\ldots+\mu_j,1} = \tilde{d}_{\mu_1+\ldots+\mu_j,2} = \cdots = \tilde{d}_{\mu_1+\ldots+\mu_j,m} = 0$ for some $j$, i.e. there acts no unknown input on $\Sigma_j$, the output injection $\tilde{l}(\sigma_j)$ can be modified such that the corresponding subsystem $\Sigma_j$ coincides with the estimation error dynamics of any other non-robust finite-time differentiator, e.g. the continuous, homogeneous differentiators considered by Perruquet et al. (2008, February) and Cruz-Zavala and Moreno (2016).

**Remark 3.5:** In the case of a system with a scalar output and a single scalar input, i.e. $p = m = 1$, the proposed observer (13) with the output injection (14) coincides with the observer proposed by Niederwieser et al. (2019) for homogeneity degree $q = -1$.

**Remark 3.6:** For the case of unbounded unknown inputs with bounded derivatives the proposed observer can be extended in a straightforward manner, see e.g. Bejarano and Fridman (2010).

**Remark 3.7:** If the output is corrupted by additive, uniformly bounded measurement noise $\nu = [v_1 \ldots$
Theorem 3.1 is proved in Section 4.2.

The transformation of system (1) into the observer normal form (11) is achieved by a regular state transformation of the form

$$\tilde{x} = T^{-1} x \quad \text{with} \quad T \in \mathbb{R}^{n \times n},$$

and a regular output transformation

$$\tilde{y} = \Gamma y \quad \text{with} \quad \Gamma \in \mathbb{R}^{p \times p},$$

which yield the matrices

$$\tilde{A} = T^{-1} AT,$$ \hspace{1cm} (21a)

$$\tilde{D} = T^{-1} D,$$ \hspace{1cm} (21b)

$$\tilde{C} = \Gamma CT,$$ \hspace{1cm} (21c)

of the transformed system. An algorithm for the construction of the transformation matrices $T$ and $\Gamma$ is presented in Section 4.1. Moreover, a MatLab implementation of the presented algorithm can be downloaded from http://www.reichhartinger.at/. The theoretical basis including the relevant proofs of Theorem 3.1 is provided in Section 4.2.

4. Transformation into observer normal form

The following iterative procedure is partially taken from the steps SCB.1, SCB.2 and SCB.3 of the decomposition algorithm proposed by Chen et al. (2004, Section 5.3, pp. 119–127). First of all, initialize

$$Z = C, \quad Z_j = \xi_j^T, \quad \Psi_j = \xi_j^T \in \mathbb{R}^{1 \times p},$$

such that the auxiliary system

$$\dot{\tilde{x}} = \tilde{A} \tilde{x} + \tilde{D} \Delta,$$

$$\tilde{y} = [\tilde{y}_1 \ \tilde{y}_2 \ \ldots \ \tilde{y}_p]^T = \tilde{C} \tilde{x},$$

with

$$\tilde{C} = [\xi_1 \ \xi_2 \ \ldots \ \xi_p]^T = \Gamma C$$ \hspace{1cm} (24)

has the following properties:

(i) There exist integers $\mu_1 \geq \mu_2 \geq \cdots \geq \mu_p > 0$ satisfying $\sum_{j=1}^{p} \mu_j = n$ such that the $n \times n$ matrix

$$O_R = \begin{bmatrix} \xi_1^T \\
\xi_2^T \\
\vdots \\
\xi_p^T \end{bmatrix}$$

is invertible, i.e.

$$\text{rank } O_R = n.$$ \hspace{1cm} (26)

(ii) If the relative degree $\delta_j$ of the output $y_j$ w.r.t. the unknown input $\Delta$ exists, it satisfies $\delta_j \geq \mu_j$, i.e.

$$\xi_j^T \tilde{A}^j D = 0^T$$ \hspace{1cm} for $j = 1, \ldots, p,$

$$\xi_j^T \tilde{A}^j D = 0^T$$ \hspace{1cm} for $j = 1, \ldots, p,$ \hspace{1cm} (27)

for all $j = 1, \ldots, p$ and the flag vector

$$f = \begin{bmatrix} f_1 \\
f_2 \\
\vdots \\
f_p \end{bmatrix} = \begin{bmatrix} 1 \\
1 \\
\vdots \\
1 \end{bmatrix}.$$ \hspace{1cm} (29)

Note that these quantities are modified from iteration to iteration and $Z$, $Z_j$ and $\Psi_j$ will be...
augmented by further rows. Repeat until all elements of $f$ have become zero:

For each non-zero element $f_j$ consider the last row $z_{j,v_j}^T$ of the corresponding matrix

$$Z_j = \begin{bmatrix} z_{j,1}^T \\ \vdots \\ z_{j,v_j}^T \end{bmatrix}. \quad (30)$$

**Case 1:**

$$\text{rank} \begin{bmatrix} W \\ z_{j,v_j} D \end{bmatrix} > \text{rank} W \quad (31)$$

set $f_j \leftarrow 0$ and $w_j^T \leftarrow z_{j,v_j}^T D$. Then, continue with the next non-zero $f_j$.

**Case 2:**

$$\text{rank} \begin{bmatrix} W \\ z_{j,v_j} D \end{bmatrix} = \text{rank} W \quad (32)$$

calculate coefficients $\zeta_{j,v_j k}, k = 1, \ldots, p$ which allow to represent $Z_{j,v_j}^T D$ as a linear combination of the rows $w_j^T$ of $W$, i.e.

$$z_{j,v_j}^T D = [\zeta_{j,v_j 1} \ldots \zeta_{j,v_j p}] W. \quad (33)$$

Note that (33) may have infinitely many solutions. A reasonable choice is given by the solution with the minimum quadratic norm. Update the rows of $Z_j$ according to

$$z_{j,1}^T \leftarrow z_{j,1}^T - \sum_{k=1}^{p} \zeta_{j,v_j k} z_{k,v_k - v_j + 1}^T,$$

$$z_{j,2}^T \leftarrow z_{j,2}^T - \sum_{k=1}^{p} \zeta_{j,v_j k} z_{k,v_k - v_j + 2}^T,$$

$$\vdots$$

$$z_{j,v_j}^T \leftarrow z_{j,v_j}^T - \sum_{k=1}^{p} \zeta_{j,v_j k} z_{k,v_k}^T, \quad (34)$$

where $z_{k,l} = 0^T$ if $l < 1$. Thus, $Z_{j,v_j}^T D = 0^T$ is satisfied. Furthermore, update

$$\Psi_j \leftarrow \Psi_j - \sum_{k=1}^{p} \zeta_{j,v_j k} \begin{bmatrix} 0_{(v_j - v_k) \times p} \\ \Psi_k \end{bmatrix},$$

$$Z \leftarrow \begin{bmatrix} Z_1 \\ \vdots \\ Z_p \end{bmatrix}. \quad (35)$$

**Sub-case 2.1:** If

$$\text{rank} \begin{bmatrix} Z \\ z_{j,v_j} A \end{bmatrix} = \text{rank} Z \quad (36)$$

set the corresponding flag $f_j \leftarrow 0$.

**Sub-case 2.2:** If

$$\text{rank} \begin{bmatrix} Z \\ z_{j,v_j} A \end{bmatrix} > \text{rank} Z \quad (37)$$

augment the matrices

$$Z_j \leftarrow \begin{bmatrix} Z_j \\ z_{j,v_j} A \end{bmatrix}, \quad \Psi_j \leftarrow \begin{bmatrix} \Psi_j \\ 0_{1 \times p} \end{bmatrix}, \quad (38)$$

update

$$Z \leftarrow \begin{bmatrix} Z_1 \\ \vdots \\ Z_p \end{bmatrix}, \quad (39)$$

and increase

$$v_j \leftarrow v_j + 1. \quad (40)$$

This procedure is repeated with the next non-zero element $f_j$ until $f = 0$. Note that once all elements in the flag vector $f$ have become zero, $Z$ is an invertible $n \times n$ matrix and $\sum_{j=1}^{p} v_j = n$ is ensured, which is shown later on. Assign the integers $1, 2, \ldots, p$ to $j_1, j_2, \ldots, j_p$ such that

$$v_{j_1} \geq v_{j_2} \geq \cdots \geq v_{j_p} \quad (41)$$

are sorted in descending order and assign the orders $\mu_j$ of the subsystems as

$$\mu_1 = v_{j_1}, \quad \mu_2 = v_{j_2}, \quad \ldots, \quad \mu_p = v_{j_p}. \quad (42)$$

Consider the matrices $\Psi_j$ partitioned into their rows

$$\Psi_j = \begin{bmatrix} \Psi_{j,1}^T \\ \vdots \\ \Psi_{j,v_j}^T \end{bmatrix}. \quad (43)$$

and construct the output transformation matrix

$$\Gamma = \begin{bmatrix} \Psi_{j_1,1}^T \\ \Psi_{j_2,1}^T \\ \vdots \\ \Psi_{j_p,1}^T \end{bmatrix}. \quad (44)$$
Finally, construct the matrix \( \Xi \) introduced in (22) according to
\[
\Xi = Z^{-1} \begin{bmatrix}
\psi_{1.2}^T \\
\vdots \\
\psi_{p.2}^T \\
0^T
\end{bmatrix},
\] (45)
and calculate the matrices \( \tilde{A} \) and \( \tilde{C} \) of the auxiliary system (23) from (22) and (24), respectively.

**Step 2: Calculation of \( p \) columns of the state transformation matrix**

The construction of the state transformation (19) is based on the auxiliary system (23). Consider the transformation matrix \( T \) to be expressed by its column vectors \( t_i \), i.e.
\[
T = \begin{bmatrix}
t_1 \\
t_2 \\
\vdots \\
t_{\mu_1 + \cdots + \mu_p - 1 + 1} \\
t_\mu_1 + \cdots + \mu_p
\end{bmatrix}.
\] (46)

Calculate the column vectors \( t_{\mu_1}, t_{\mu_1 + \mu_2}, \ldots, t_n \) of the transformation matrix \( T \) from
\[
[t_{\mu_1} \ t_{\mu_1 + \mu_2} \ \cdots \ t_n] = O_R^{-1} [e_{\mu_1} \ e_{\mu_1 + \mu_2} \ \cdots \ e_n],
\] (47)
where \( O_R \) is the observability matrix like matrix of the auxiliary system given in (25).

**Step 3: Calculation of the coefficients \( \beta_{j,k,l} \)**

For each \( j = 1, 2, \ldots, p - 1 \) calculate the coefficients \( \beta_{j,k,l} \) of the matrix \( \tilde{A} \) for \( k = j + 1, j + 2, \ldots, p \) and \( l = 1, 2, \ldots, \mu_j - 1 \) in the following way:

(a) Construct the invertible
\[
H^{(j)} = \begin{bmatrix}
H^{(j)}_{j+1,j+1} & \cdots & H^{(j)}_{j+1,p} \\
\vdots & \ddots & \vdots \\
H^{(j)}_{p,j+1} & \cdots & H^{(j)}_{p,p}
\end{bmatrix},
\] (48)
where the submatrices \( H^{(j)}_{i,s} \in \mathbb{R}^{(\mu_j - \mu_r) \times (\mu_j - \mu_s)} \) have the Toeplitz structure
\[
H^{(j)}_{i,s} = \begin{bmatrix}
\tilde{c}_r \tilde{A}^{\mu_r - 1} t_{\mu_1 + \cdots + \mu_s} & \cdots & \tilde{c}_r \tilde{A}^{\mu_s} t_{\mu_1 + \cdots + \mu_s} \\
\vdots & \ddots & \vdots \\
\tilde{c}_r \tilde{A}^{\mu_s} t_{\mu_1 + \cdots + \mu_s} & \cdots & 0
\end{bmatrix}
\] if \( r > s \) (\( \Rightarrow \mu_r \leq \mu_s \)),
\[
\begin{bmatrix}
1 & \tilde{c}_r \tilde{A}^{\mu_s} t_{\mu_1 + \cdots + \mu_s} \\
0 & \vdots & \ddots & \vdots \\
0 & \vdots & \ddots & \tilde{c}_r \tilde{A}^{\mu_r} t_{\mu_1 + \cdots + \mu_s} \\
0 & \cdots & 0 & 1
\end{bmatrix}
\] if \( r = s \) (\( \Rightarrow \mu_r = \mu_s \)),
\[
\begin{bmatrix}
0 & \cdots & 0 & \tilde{c}_r \tilde{A}^{\mu_s} t_{\mu_1 + \cdots + \mu_s} \\
\vdots & \ddots & \vdots & \vdots \\
\vdots & \ddots & \ddots & 0 \\
0 & \cdots & 0 & 0
\end{bmatrix}
\] if \( r < s \) (\( \Rightarrow \mu_r \geq \mu_s \)).
\]
4.2. Existence of the proposed state transformation

In this section, the theoretical basis for the previously presented state transformation is established. It is shown that the algorithm proposed in Section 4.1 yields a description of the system in the observer normal form proposed in Theorem 3.1 which finally proves this Theorem.

Proof of Theorem 3.1.: To prove Theorem 3.1, the following lemma is useful:

Lemma 4.1: Under the conditions given in Theorem 3.1, the following statements are true:

(a) The auxiliary system (23) generated by Step 1 of the algorithm proposed in Section 4.1 satisfies the conditions (26) and (27).

(b) The transformation matrix $T$ constructed by the proposed algorithm in Section 4.1 is guaranteed to be non-singular, regardless of the specific values of $P_{i,k,l}$.

(c) There exists a unique solution of the system of equations (51) in Step 3 of the algorithm proposed in Section 4.1.

(d) If the transformation matrix $T$ is constructed according to the algorithm in Section 4.1, then the dynamic matrix $A$ of the transformed system (11a) given in (21a) takes the proposed form (11b).

(e) If the transformation matrix $T$ is constructed according to the algorithm in Section 4.1, then the unknown-input matrix $D$ of the transformed system (11a) given in (21b) takes the proposed form (11c).

(f) If the transformation matrix $T$ is constructed according to the algorithm in Section 4.1, then the output matrix $C$ of the transformed system (11a) given in (21c) takes the proposed form (11d).

The proof of Lemma 4.1 is provided in Appendix 2. Note that Lemma 4.1(a) is a prerequisite for the proofs of Lemma 4.1(b) to 4.1(f). Lemma 4.1(b) ensures $T$ to be non-singular. Moreover, $\Gamma$ is ensured to be non-singular which follows directly from the results presented by Chen et al. (2004, Section 5.3, pp. 119–127). Lemma 4.1(c) states that a unique solution of the system of equations (51) exists, which ensures the existence of the coefficients $\beta_{j,k,l}$ of the dynamic matrix $\tilde{A}$ of the transformed system. Finally, from Lemma 4.1(d), 4.1(e) and 4.1(f) it follows

(b) Build up the vector

$$w^{(j)} = \begin{bmatrix} w^{(j)}_{j+1} \\ w^{(j)}_{j+2} \\ \vdots \\ w^{(j)}_p \end{bmatrix},$$

where

$$w^T_r = \begin{bmatrix} \bar{c}^T_r A^{\mu_j-1} t_{\mu_1+\ldots+\mu_j} \\ \bar{c}^T_r A^{\mu_j-2} t_{\mu_1+\ldots+\mu_j} \\ \vdots \\ \bar{c}^T_r A^{\mu_j} t_{\mu_1+\ldots+\mu_j} \end{bmatrix}.$$ (50)

(c) Solve the linear system of equations

$$H^{(j)} \beta^{(j)} = w^{(j)}$$ (51)

for the vector $\beta^{(j)}$ which holds the coefficients $\beta_{j,k,l}$ for $l \geq \mu_k$, i.e.

$$\beta^{(j)} = \begin{bmatrix} \beta^{(j)}_{j+1} \\ \beta^{(j)}_{j+2} \\ \vdots \\ \beta^{(j)}_p \end{bmatrix}, \quad \text{with } \beta^{(j)}_r = \begin{bmatrix} \beta_{j,r,\mu_r} \\ \vdots \\ \beta_{j,r,\mu_j-1} \end{bmatrix}.$$ (52)

Set the remaining coefficients to zero, i.e.

$$\beta_{j,k,l} = 0 \quad \text{for } l < \mu_k.$$ (53)

Step 4: Construction of the state transformation matrix

Calculate the remaining columns of the transformation matrix $T$ given in (46) according to

$$t_{\mu_1+\ldots+\mu_j-i} = \tilde{A}^i t_{\mu_1+\ldots+\mu_j} - \sum_{r=j+1}^p \sum_{q=1}^i \beta_{j,r,\mu_j-q} \tilde{A}^{i-q} t_{\mu_1+\ldots+\mu_r}.$$ (54)

where $j = 1, 2, \ldots, p$ and $i = 0, 1, \ldots, \mu_j - 1$.

Note that (54) is also consistent in the case $i = 0$ which is exploited in the proofs in the Appendix.

The presented algorithm yields non-singular transformation matrices $T$ and $\Gamma$ whenever the original system (1) is strongly observable, which is shown in Section 4.2.
directly that the transformed system takes the proposed observer normal form, which completes the proof of Theorem 3.1.

5. Example

To demonstrate the effectiveness of the proposed method, it is applied to a linearized model of the lateral motion of a light aircraft taken from Mudge and Patton (1988). Note that another finite-time approach for the robust estimation of the state variables is already applied to this model by Floquet and Barbot (2006). However, this approach requires bounded state variables in order to ensure convergence of the observer.

The system of order \( n = 7 \) with 2 control inputs, \( m = 1 \) unknown input and \( p = 2 \) outputs is given by

\[
\dot{x} = Ax + Bu + D\Delta, \\
y = Cx, 
\]

where

\[
A = \begin{bmatrix}
-0.3 & 0 & -33 & 9.81 & 0 & -5.4 & 0 \\
-0.1 & -8.3 & 3.75 & 0 & 0 & 0 & -28.6 \\
0.37 & 0 & -0.64 & 0 & 0 & -9.5 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & -10 \\
0 & 0 & 0 & 0 & 0 & 0 & -5
\end{bmatrix},
\]

\[
B = \begin{bmatrix}
0 & 0 \\
0 & 0 \\
0 & 0 \\
0 & 0 \\
20 & 0 \\
0 & 10
\end{bmatrix},
\]

\[
D = \begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
20 & 0
\end{bmatrix},
\]

\[
C = \begin{bmatrix}
0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0
\end{bmatrix}.
\]

The state vector \( x = [v \ p \ r \ \phi \ \psi \ \zeta \ \xi]^T \) consists of the sideslip velocity \( v \), the roll rate \( p \), the yaw rate \( r \), the roll angle \( \phi \), the yaw angle \( \psi \), the rudder angle \( \zeta \) and the aileron angle \( \xi \). The control input \( u = [\zeta_c \ \xi_c]^T \) is given by the rudder angle demand \( \zeta_c \) and the aileron angle demand \( \xi_c \). For the unknown input \( \Delta \), a bounded actuator fault in the rudder is considered. The output \( y = [y_1 \ y_2]^T \) provides measurements of the roll rate \( m \) and the yaw angle \( \psi \). Note that the considered system is strongly observable which can be shown by means of the rank condition (5) regarding the Rosenbrock matrix. The considered system (55) is unstable since \( A \) has two eigenvalues with non-negative real part located at \( s_1 = 0 \) and \( s_2 = 0.1219 \). For this reason, all the derivatives of the output may be unbounded and, thus, a direct application of the RED as a state observer without any prestabilization of the estimation error dynamics is not possible. Furthermore, it is pointed out that the relative degree \( \delta_1 = 3 \) of the output \( y_1 \) is smaller than its respective observability index \( \rho_1 = 4 \), i.e. system (55) does not satisfy the relative degree condition (7). Thus the methods presented by Ríos et al. (2017), Davila et al. (2021) cannot be applied for the purpose of exact estimation of the state variables.

In the following, the algorithm proposed in Section 4.1 is applied to system (55) to provide a system description in the presented observer normal form. A robust observer is designed according to Section 3.2 to provide exact estimates of the state vector in the presence of an unknown input \( \Delta \). The efficiency of this observer is confirmed by numerical simulations. Furthermore, a straightforward extension of the proposed observer is used to reconstruct the unknown input \( \Delta \) which is incorporated into a robust state-feedback control law to asymptotically stabilize the plant in the origin despite the unknown input \( \Delta \).

5.1. Transformation into the proposed observer normal form

In the following, the construction of the state transformation matrix \( T \) and the output transformation matrix \( \Gamma \) based on the algorithm presented in Section 4.1 are illustrated step by step. It is pointed out that all numbers are presented rounded to four decimal places.

Step 1: Output transformation and output-feedback based decomposition of the dynamic matrix

First of all, the initialization of the required quantities yields

\[
Z = C = \begin{bmatrix}
0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0
\end{bmatrix},
\]
\[ Z_1 = c_1^T = [0 \ 0 \ 0 \ 0 \ 0 \ 0], \]
\[ Z_2 = c_2^T = [0 \ 0 \ 0 \ 0 \ 1 \ 0], \]
\[ \Psi_1 = e_1^T = [1 \ 0], \quad \Psi_2 = e_2^T = [0 \ 1], \]
\[ W = \begin{bmatrix} w_1 \\ w_2 \end{bmatrix} = \begin{bmatrix} 0 \\ 0 \end{bmatrix}, \quad v_1 = 1, \quad v_2 = 1, \]
\[ f = \begin{bmatrix} f_1 \\ f_2 \end{bmatrix} = \begin{bmatrix} 1 \\ 1 \end{bmatrix}. \quad (57) \]

\textit{Iteration 1:} Starting with the first non-zero flag \( f_1 = 1 \) leads to Case 2 since \( z_{1,1}^T D = 0 \). Thus \( \zeta_{1,1,1} = \zeta_{1,1,2} = 0 \) and \( z_{1,1} \) and \( \Psi_1 \) remain unchanged. Then, sub-case 2.2 is entered and the updates

\[ Z_1 \leftarrow \begin{bmatrix} Z_1 \\ z_{1,1} A \end{bmatrix} = \begin{bmatrix} 0 & 1 & 0 & 0 & 0 & 0 \\ -0.1 & -8.3 & 3.75 & 0 & 0 & -28.6 \end{bmatrix}, \]
\[ \Psi_1 \leftarrow \begin{bmatrix} \Psi_1 \\ 0^T \end{bmatrix} = \begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix}, \]
\[ Z \leftarrow \begin{bmatrix} Z_1 \\ Z_2 \end{bmatrix} = \begin{bmatrix} 0 & 1 & 0 & 0 & 0 & 0 \\ -0.1 & -8.3 & 3.75 & 0 & 0 & -28.6 \\ 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix}, \]
\[ v_1 \leftarrow v_1 + 1 = 2, \quad (58) \]

are carried out.

\textit{Iteration 2:} Continue with the non-zero flag \( f_2 = 1 \). Again, \( z_{2,1}^T D = 0 \) leads to Case 2, where \( \zeta_{2,1,1} = \zeta_{2,1,2} = 0 \) and \( z_{2,1} \) and \( \Psi_2 \) remain unchanged. Sub-case 2.2 occurs and the updates

\[ Z_2 \leftarrow \begin{bmatrix} Z_2 \\ z_{2,1} A \end{bmatrix} = \begin{bmatrix} 0 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 \end{bmatrix}, \]
\[ \Psi_2 \leftarrow \begin{bmatrix} \Psi_2 \\ 0^T \end{bmatrix} = \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix}, \]
\[ Z \leftarrow \begin{bmatrix} Z_1 \\ Z_2 \end{bmatrix} = \begin{bmatrix} 0 & 1 & 0 & 0 & 0 & 0 \\ -0.1 & -8.3 & 3.75 & 0 & 0 & -28.6 \\ 0 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 \end{bmatrix}, \]
\[ v_1 \leftarrow v_1 + 1 = 3, \quad v_2 \leftarrow v_2 + 1 = 3. \quad (60) \]

It can be seen that the rank increase is

are performed.

\textit{Iterations 3 & 4:} Both, \( z_{1,2}^T D = 0 \) and \( z_{2,2}^T D = 0 \) and, again, Case 2 and Sub-case 2.2 are entered which yield the updates

\[ Z_1 \leftarrow \begin{bmatrix} Z_1 \\ z_{1,2} A \end{bmatrix} = \begin{bmatrix} 0 & 1 & 0 & 0 \\ -0.1 & -8.3 & 3.75 & 0 \\ 2.2475 & 68.89 & -30.225 & -0.981 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & -28.6 & 0 \\ 0 & -35.085 & 380.38 & 0 \end{bmatrix}, \]
\[ \Psi_1 \leftarrow \begin{bmatrix} \Psi_1 \\ 0^T \end{bmatrix} = \begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix}, \]
\[ Z_2 \leftarrow \begin{bmatrix} Z_2 \\ z_{2,2} A \end{bmatrix} = \begin{bmatrix} 0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 \\ 0.37 & 0 & -0.64 & 0 & 0 & -9.5 \end{bmatrix}, \]
\[ \Psi_2 \leftarrow \begin{bmatrix} \Psi_2 \\ 0^T \end{bmatrix} = \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix}, \]
\[ Z \leftarrow \begin{bmatrix} Z_1 \\ Z_2 \end{bmatrix} = \begin{bmatrix} 0 & 1 & 0 & 0 & 0 & 0 \\ -0.1 & -8.3 & 3.75 & 0 & 0 & -28.6 \\ 0 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & -9.5 & 0 \end{bmatrix}, \]
\[ v_1 \leftarrow v_1 + 1 = 3, \quad v_2 \leftarrow v_2 + 1 = 3. \quad (60) \]

\textit{Iteration 5:} Again, the non-zero flag \( f_1 = 1 \) is considered. Since \( z_{1,3}^T D = -701.7 \) increases the rank

\[ v_2 \leftarrow v_2 + 1 = 2, \quad (59) \]
of $W$, Case 1 is applied, i.e.

$$f_1 \leftarrow 0, \quad W \leftarrow \begin{bmatrix} w_1 \\ w_2 \end{bmatrix} = \begin{bmatrix} -701.7 \\ 0 \end{bmatrix}.$$  \hfill (61)

**Iteration 6:** The flag $f_2 = 1$ is the only remaining non-zero flag. Considering $z_{2,3}^T D = -190$ leads to Case 2, since $z_{2,3}^T D$ can be expressed in terms of the rows of $W$, i.e. $z_{2,3}^T D = \zeta_{2,3,1} w_1 + \zeta_{2,3,2} w_2$, where

$$\zeta_{2,3,1} = 0.2708, \quad \zeta_{2,3,2} = 0.$$  \hfill (62)

Updating the rows of $Z_2$ yields

$$z_{2,1}^T \leftarrow z_{2,1}^T - \zeta_{2,3,1} z_{1,1}^T = \begin{bmatrix} 0 & -0.2708 & 0 & 0 & 0 & 0 \end{bmatrix}$$

$$z_{2,2}^T \leftarrow z_{2,2}^T - \zeta_{2,3,1} z_{1,2}^T = \begin{bmatrix} 0.0271 & 2.2474 & -0.0154 \\ 0 & 0 & 7.7441 \end{bmatrix}$$

$$z_{2,3}^T \leftarrow z_{2,3}^T - \zeta_{2,3,1} z_{1,3}^T = \begin{bmatrix} -0.2386 & -18.6534 & 7.5441 \\ 0.2656 & 0 & 0 & -102.9959 \end{bmatrix}.$$  \hfill (63)

Furthermore,

$$\Psi_2 \leftarrow \Psi_2 - \zeta_{2,3,1} \Psi_1 = \begin{bmatrix} -0.2708 & 1 \\ 0 & 0 \\ 0 & 0 \end{bmatrix}$$  \hfill (64)

is updated. Then, Sub-case 2.2 occurs, i.e.

$$Z_2 \leftarrow \begin{bmatrix} Z_2 \\ z_{2,3}^T A \\ \Psi_2 \end{bmatrix} = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix}$$

$$\Psi_2 \leftarrow \begin{bmatrix} \Psi_2 \\ 0^T \end{bmatrix} = \begin{bmatrix} -0.2708 \\ 0 \\ 0 \\ 0 \\ 0 \\ 0 \end{bmatrix},$$

$$Z \leftarrow \begin{bmatrix} Z_1 \\ Z_2 \end{bmatrix}$$

**Iteration 7:** The flag $f_2 = 1$ is still non-zero. Hence, $z_{2,4}^T D = -1407.6058$ is examined which results in Case 2 since $z_{2,4}^T D = \zeta_{2,4,1} w_1 + \zeta_{2,4,2} w_2$, with

$$\zeta_{2,4,1} = 2.006, \quad \zeta_{2,4,2} = 0.$$  \hfill (66)

The rows of $Z_2$ are updated as

$$z_{2,2}^T \leftarrow z_{2,2}^T - \zeta_{2,4,1} z_{1,1}^T = \begin{bmatrix} 0.0271 & 0.2414 & -0.0154 \\ 0 & 0 & 7.7441 \end{bmatrix}$$

$$z_{2,3}^T \leftarrow z_{2,3}^T - \zeta_{2,4,1} z_{1,2}^T = \begin{bmatrix} -0.038 & -2.0037 & 0.0216 & 0.2656 \\ 0 & 0 & 45.6244 \end{bmatrix}$$

$$z_{2,4}^T \leftarrow z_{2,4}^T - \zeta_{2,4,1} z_{1,3}^T = \begin{bmatrix} 0.2197 & 16.896 & -6.2749 \\ -0.3724 & 0 & 285.427 \end{bmatrix}$$  \hfill (67)

and

$$\Psi_2 \leftarrow \Psi_2 - \zeta_{2,4,1} \Psi_1 = \begin{bmatrix} -0.2708 & 1 \\ -2.006 & 0 \end{bmatrix}.$$  \hfill (68)
Then, Sub-case 2.1 is entered and, hence,

\[ Z \leftarrow \begin{bmatrix} Z_1 \\ Z_2 \end{bmatrix} = \begin{bmatrix} 0 & 1 & 0 \\ -0.1 & -8.3 & 3.75 \\ 2.2475 & 68.89 & -30.225 \\ 0 & -0.2708 & 0 \\ 0.0271 & 0.2414 & -0.0154 \\ -0.038 & -2.0037 & 0.0216 \\ 0.2197 & 16.896 & -6.2749 \\ 0 & 0 & 0 \\ 0 & 0 & -28.6 \\ -0.981 & 0 & -35.085 \\ 0 & 1 & 0 \\ 0 & 0 & 7.7441 \\ 0.2656 & 0 & -45.6244 \\ -0.3724 & 0 & 285.427 \end{bmatrix} \]

is updated and the corresponding flag is set to zero, i.e.

\[ f_2 \leftarrow 0. \]  \hfill (70)

It is noted that now \( f_2 = 0 \) and, thus, the iterative procedure is stopped. Furthermore, \( Z \) given in (69) has become an invertible \( n \times n \) matrix and \( \nu_1 + \nu_2 = n \). From \( \nu_2 = 4 > \nu_1 = 3 \) it follows that \( j_1 = 2 \) and \( j_2 = 1 \) and, thus,

\[
\begin{align*}
\mu_1 &= \nu_2 = 4, & \mu_2 &= \nu_1 = 3, \\
\Gamma &= \begin{bmatrix} \psi_2T_{1,1}^T \\ \psi_1T_{1,1}^T \end{bmatrix} = \begin{bmatrix} 0 & 0 \\ -0.2708 & 1 \end{bmatrix}, \\
\Xi &= Z^{-1} \begin{bmatrix} \psi_{1,2}^T \\ \psi_{1,3}^T \end{bmatrix} = \begin{bmatrix} 0 & 0 \\ 0 & 0 \\ -2.006 & 0 \\ 0 & 0 \\ 0 & 0 \end{bmatrix}.
\end{align*}
\]  \hfill (71)

Finally, the matrices of the auxiliary system are given by

\[
\begin{align*}
\tilde{A} &= A + \Xi C \\
&= \begin{bmatrix} -0.3 & 0 & -33 & 9.81 \\ 0.37 & 0 & -64 & 0 \end{bmatrix} \\
&= \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & -2.006 & 1 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix}
\end{align*}
\]

allows for determining the columns \( t_4 \) and \( t_7 \) of the state transformation matrix \( T \) as

\[
[t_4 \ t_7] = O_R^{-1} [e_4 \ e_7]
\]
\[
\begin{bmatrix}
-1.6452 & 0 \\
0 & 0 \\
0 & 0 \\
0.7529 & 0 \\
0 & 0 \\
-0.0641 & -0.0285 \\
0.0058 & 0
\end{bmatrix}.
\]
(74)

Step 3: Calculation of the coefficients \(\beta_{j,k,l}\)

The coefficients \(b_{1,2,l}\) are calculated in the following way:

(a) In the given example, the matrix \(H^{(1)}\) consists of one single submatrix which actually is a scalar and equal to 1, i.e.

\[
H^{(1)} = [H^{(1)}_{2,2}] = 1.
\]
(75)

(b) The corresponding vector \(w^{(1)}\) is also scalar in this case and is given by

\[
w^{(1)} = [w^{(1)}_{2}] = \tilde{c}_2^T \tilde{x}_3 t_4 = -14.9336.
\]
(76)

(c) The coefficient \(\beta_{1,2,3}\) is given by

\[
\beta^{(1)} = \beta_{1,2,3} = (H^{(1)})^{-1} w^{(1)} = -14.9336.
\]
(77)

The remaining coefficients are set to zero, i.e. \(\beta_{1,2,1} = \beta_{1,2,2} = 0\).

Step 4: Construction of the state transformation matrix

The remaining columns of \(T\) are given by

\[
t_1 = \tilde{x}_3 t_4 - \beta_{1,2,3} \tilde{x}_3 t_7,
\]
\[
t_2 = \tilde{x}_2 t_4 - \beta_{1,2,3} \tilde{x}_2 t_7,
\]
\[
t_3 = \tilde{x}_4 t_4 - \beta_{1,2,3} t_7,
\]
\[
t_5 = \tilde{x}_2 t_7,
\]
\[
t_6 = \tilde{x}_7,
\]
(78)

which finally yields the state transformation matrix

\[
T = \begin{bmatrix}
-20.2951 & -3.6294 & 8.2259 \\
0 & 0 & 0 \\
18.4529 & 1 & 0 \\
0 & 0 & 0 \\
21.5113 & -2.1511 & 0.2151 \\
-0.719 & 0.1438 & -0.0288 \\
-1.6452 & -10.5207 & 0.1539 & 0 \\
0 & 1 & 0 & 0 \\
0 & -2.8241 & 0.2708 & 0 \\
0.7529 & 0 & 0 & 0 \\
0 & 0.2708 & 0 & 0 \\
-0.0641 & -2.8502 & 0.285 & -0.0285 \\
0.0058 & 0 & 0 & 0
\end{bmatrix}.
\]
(79)

Applying the state transformation \(\bar{x} = T^{-1} x\) and the output transformation \(\bar{y} = \Gamma y\) yields the system

\[
\dot{\bar{x}} = \bar{A}\bar{x} + \bar{B}u + \bar{D}\Delta,
\]
\[
\bar{y} = \bar{C}\bar{x},
\]
(80)
in the proposed observer normal form, where the matrices

\[
\bar{A} = \begin{bmatrix}
-6.4019 & 1 & 0 & 0 \\
-7.0093 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0
\end{bmatrix},
\]
\[
\bar{D} = \begin{bmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix},
\]
\[
\bar{C} = \begin{bmatrix}
1 & 0 & 0 \\
0 & 0 & 1 \\
0 & 0 & 0 \\
-701.7 & 0 & 0
\end{bmatrix}.
\]
(81)
are calculated according to (21a) and

\[
\bar{B} = T^{-1}B = \begin{bmatrix}
0 & 0 \\
0 & 77.44050 \\
0 & 39.51911 \\
0 & 0 \\
0 & 0 \\
-701.7 & -8406.3602
\end{bmatrix}.
\] (82)

5.2. Design of a robust observer

To reconstruct the state vector \( \hat{x} \) despite the unknown input \( \Delta \), a robust observer is designed according to Section 3.2 which yields

\[
\dot{\hat{x}} = \bar{A}\hat{x} + \bar{B}\hat{u} + \bar{\Pi}\sigma_{\bar{y}} + \bar{l}(\sigma_{\bar{y}}),
\]
\[
\hat{y} = \bar{C}\hat{x},
\] (83)

where

\[
\sigma_{\bar{y}} = \bar{y} - \hat{y} = [\sigma_1 \quad \sigma_3]^T
\] (84)

is the output error,

\[
\bar{\Pi} = \begin{bmatrix}
-6.4019 & 2.006 \\
-7.0093 & 11.1769 \\
0 & 6 \\
0 & 1.3281 \\
91.7924 & -17.8381 \\
593.4635 & -271.7324 \\
0 & -1220.7850
\end{bmatrix}
\] (85)

is the linear output injection matrix and

\[
\bar{l}(\sigma_{\bar{y}}) = \begin{bmatrix}
\kappa_{1,1,3}[\sigma_1]^\frac{1}{3} & \kappa_{1,2,1}[\sigma_1]^\frac{1}{3} \\
\kappa_{1,1,1}[\sigma_1]^\frac{1}{3} & \kappa_{1,0,0}[\sigma_1]^0 \\
\kappa_{2,2,2}[\sigma_5]^\frac{2}{3} & \kappa_{2,1,1}[\sigma_5]^\frac{1}{3} & \kappa_{2,0,0}[\sigma_5]^0\end{bmatrix}^T
\] (86)

is the nonlinear output injection vector. Note that the control input \( u \) is known and, thus, is taken into account by the observer (83). Then the resulting estimation error dynamics do not depend on \( u \). Furthermore, since the unknown input \( \Delta \) does not directly act on the first subsystem, it is also possible to choose the nonlinear output injection of the first subsystem according to, e.g., a non-robust but continuous finite-time differentiator (Cruz-Zavala & Moreno, 2016), i.e.

\[
\bar{l}(\sigma_{\bar{y}}) \sim \bar{l}(\sigma_{\bar{y}})
\]

Remark 5.1: Note that both, the observer order and the number of tuning parameters, are equal to the system order \( n = 7 \) whereas other comparable approaches for this system class drastically increase the observer order and the number of tuning parameters. For instance, the method proposed by Tranninger et al. (2019) would result in an observer of order 41 with 48 tuning parameters for the given example.

5.3. Simulation

In the simulation, the unknown input

\[
\Delta = 0.008 + 0.01 \sin(2t) + 0.002 \cos(13t)
\] (88)

with an amplitude bounded by \( L = 0.02 \) is considered. Furthermore, no control signal is applied to the system, i.e. \( u = 0 \), which results in unbounded state variables due to the unstable eigenvalues of \( A \). The observer parameters

\[
\kappa_{1,1,3} = 5.3348, \quad \kappa_{1,2,1} = 13.1556, \quad \kappa_{1,1,1} = 17.2047, \quad \kappa_{1,0,0} = 11,
\]
\[
\kappa_{2,2,2} = 9.6484, \quad \kappa_{2,1,1} = 49.369, \quad \kappa_{2,0,0} = 123.4992,
\] (89)

of the nonlinear output injection (86) are chosen according to Shtessel et al. (2014, Section 6.7). Note that the necessary condition \( \kappa_{2,0,0} > L|\bar{d}_{\sigma_{\bar{y}}}| = 14.0340 \) given in Theorem 3.2 is satisfied.

The initial state vector of the plant is selected as

\[
x(0) = [-0.5 \ 0.1 \ 0.02 \ 0.2 \ -0.1 \ -0.3 \ 0.2]^T
\]

and the initial observer state vector is set to \( \hat{x}(0) = 0 \). The estimation error variables \( \eta_i = x_i - \hat{x}_i, \ i = 1, \ldots, 7 \) obtained by a numerical simulation are shown in Figure 1. After a finite convergence time of approximately 2 s, the error variables vanish despite the unknown input \( \Delta \) and, thus, the state variables are exactly reconstructed.
Figure 1. Estimation error variables $\eta_i = x_i - \hat{x}_i$, $i = 1, \ldots, 7$. The estimation error variables vanish within finite-time despite the unknown input $\Delta$.

5.4. Reconstruction of the unknown input and robust state-feedback control

For fault detection applications and robust state-feedback control, the knowledge of the unknown input $\Delta$ in addition to the state variables is highly beneficial. The method for the robust observer design proposed in this article can be exploited to reconstruct the unknown input $\Delta$. For this purpose, the state vector is augmented by $\Delta$, i.e.

$$\chi = [x^T \Delta]^T. \quad (90)$$

Rewriting the plant in terms of the augmented state vector yields

$$\dot{\chi} = A_\chi \chi + B_\chi u + D_\chi \hat{\Delta},$$
$$y = C_\chi \chi,$$ \hspace{1cm} (91)

where

$$A_\chi = \begin{bmatrix} A & D \\ 0^T & 0 \end{bmatrix}, \quad B_\chi = \begin{bmatrix} B \\ 0^T \end{bmatrix},$$
$$D_\chi = \begin{bmatrix} 0 \\ 1 \end{bmatrix}, \quad C_\chi = \begin{bmatrix} C & 0 \end{bmatrix}. \quad (92)$$

Since the original system (55) is strongly observable, also the augmented system (91) with the unknown input $\hat{\Delta}$ is strongly observable which can be easily shown by considering the rank of its Rosenbrock matrix, i.e.

$$\text{rank} P_\chi(s) = \text{rank} \begin{bmatrix} sI_n - A & -D & 0 \\ 0^T & s & 1 \\ C & 0 & 0 \end{bmatrix} = \text{rank} \begin{bmatrix} sI_n - A & -D \\ C & 0 \end{bmatrix} + 1 = \text{rank} P(s) + 1. \quad (93)$$

Thus the augmented system (91) can be transformed into the proposed observer normal form. The application of the transformation algorithm yields the matrices of the corresponding system in the proposed observer normal form given by

$$\bar{A}_\chi = \begin{bmatrix} -17.8381 & 1 & 0 & 0 \\ 271.7324 & 0 & 1 & 0 \\ -1220.785 & 0 & 0 & 1 \\ 0 & 0 & 0 & 1 \end{bmatrix},$$
$$\bar{D}_\chi = \begin{bmatrix} 0 \\ 0 \\ 0 \\ -701.7 \end{bmatrix},$$
$$\bar{B}_\chi = \begin{bmatrix} 0 & 0 \\ 0 & -286 \\ -701.7 & -8406.3602 \\ 0 & 0 \end{bmatrix},$$
$$\bar{C}_\chi = \begin{bmatrix} 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \end{bmatrix}. \quad (94)$$

Furthermore, the amplitude of $\hat{\Delta}$ is bounded by $L_\hat{\Delta} = 0.046$ which again allows for the construction of a robust observer for the system in the proposed observer normal form according to Section 3.2. In the
Figure 2. State variables $x_i$ of the plant, estimation errors $\eta_i = x_i - \hat{x}_i$ and estimate $\hat{\Delta}$ of the unknown input $\Delta$. The observer provides exact estimates of the plant states and the unknown input within a finite time and the states variables of the plant converge to zero asymptotically despite the unknown input.

simulation, the observer parameters

$$
\kappa_{1,3} = 9.9838, \quad \kappa_{1,2} = 46.0741, \quad \kappa_{1,1} = 112.7629, \\
\kappa_{1,0} = 134.9229, \\
\kappa_{2,3} = 5.3348, \quad \kappa_{2,2} = 13.1556, \quad \kappa_{2,1} = 17.2047, \\
\kappa_{2,0} = 11,
$$

are chosen according to Shtessel et al. (2014, Section 6.7). Again, the necessary condition $\kappa_{1,0} > L_\Delta |\bar{d}_x, A_{41}| = 32.2782$ given in Theorem 3.2 is satisfied. Since $\Delta$ acts as a matched disturbance, i.e. $D = Bh$ with $h = [1 \ 0]^T$, its estimate $\hat{\Delta}$ can be incorporated in the control law to compensate for the effects of the unknown input and achieve a robust stabilization of the state variables. A linear state-feedback controller given by

$$
u = -[K \ h] \hat{x}
$$

is applied, where the state-feedback matrix $K$ is designed for the nominal plant with $\Delta \equiv 0$ and $\hat{x} = [x^T \ \hat{\Delta}]^T$ contains the estimates of the state variables and the unknown input. The particular choice

$$
K = \begin{bmatrix}
-0.0235 & 0.0036 & -0.2040 & 0.0356 \\
-0.0258 & -0.0749 & 0.8998 & -0.6702 \\
-0.1392 & 0.2471 & -0.0689 \\
-0.9164 & -0.7995 & -0.1821
\end{bmatrix},
$$

keeps the stable plant eigenvalues and transfers the unstable plant eigenvalues $s_1 = 0$ and $s_2 = 0.1219$ of $A$ to $s_1' = -1$ and $s_2' = -2$ in the nominal closed-loop system with the dynamic matrix $A - BK$. The initial state vector of the plant is again selected as $x(0) = [-0.5 \ 0.1 \ 0.02 \ 0.2 \ -0.1 \ -0.3 \ 0.2]^T$ and the initial observer state vector is set to $\hat{x}(0) = 0$. Figure 2 shows the state variables, the estimation error variables and the estimate of the unknown input $\Delta$ obtained from numerical simulations.

After a finite convergence time of approximately 2.5 s the estimation errors vanish despite the unknown input $\Delta$ and, thus, exact estimates of the state variables and the unknown input are obtained. Moreover, the state variables converge asymptotically to zero despite the unknown input once the observer has converged. Note that the state variables of the plant stay bounded, since the estimation errors stay bounded during convergence of the observer and the plant under consideration is linear and does not offer a finite escape time.

6. Conclusion and outlook

In this article, a novel observer normal form for strongly observable multivariable LTI systems with unknown inputs has been proposed. In contrast to classical approaches, this observer normal form explicitly considers the impact of the unknown inputs, which allows for a straight-forward construction of a RED-based observer. This observer provides theoretically
exact estimates of the plant’s state variables within finite time even in the presence of unknown bounded inputs. In contrast to many classical unknown input observers, the so-called observer matching condition is not prerequisite for the design of the observer. Moreover, the boundedness of the plant’s state variables is also not required for global finite-time stability of the estimation error dynamics which allows for its application to unstable plants. In contrast to already existing sliding mode approaches which do not require bounded state variables, the observer order and the number of tuning parameters are not unnecessarily increased beyond the plant order. Furthermore, no additional restrictive conditions concerning the plant’s observability indices and its output relative degree have to be satisfied.

The proposed method can be exploited for the reconstruction of unknown inputs with bounded derivatives which has been demonstrated by means of a simulation example. This approach in combination with a linear state-feedback controller allows for the robust stabilization of the plant in the presence of matched disturbances.

The proposed observer can be regarded as a multivariable generalization of the observer proposed by Niederwieser et al. (2019). In the case of a single-output system, the proposed observer normal form coincides with the well-known transposed observable canonical form for linear single-output systems. Furthermore, the proposed observer normal form allows to combine different observer concepts.

Future work should investigate the estimation performance of the proposed observer in the presence of measurement noise and model uncertainties. For this purpose, simulation studies and real-world experiments could be carried out to compare it with other robust estimation approaches which are applicable to the same class of systems, e.g. the work by Fridman et al. (2011) and Tranninger et al. (2019).

Acknowledgments

The authors would like to thank Roland Falkensteiner for the constructive discussions and the important input during the coffee breaks.

Data availability statement

Data sharing is not applicable to this article as no new data were created or analysed in this study.

Disclosure statement

No potential conflict of interest was reported by the author(s).

Funding

This work was supported by the European Union’s Horizon 2020 research and innovation programme under the Marie Skłodowska-Curie Grant agreement 734832. The financial support by the Christian Doppler Research Association, Austria, the Austrian Federal Ministry for Digital and Economic Affairs and the National Foundation for Research, Technology and Development, Austria is gratefully acknowledged. This work was partially supported by the Graz University of Technology LEAD project ‘Dependable Internet of Things in Adverse Environments’.

Notes on contributors

Helmut Niederwieser received his MSc degree in Information and Computer Engineering from Graz University of Technology in 2019. He is a PhD student at the Institute of Automation and Control, Graz University of Technology. He currently holds a Junior Researcher position at BEST - Bioenergy and Sustainable Technologies GmbH, Graz, Austria. His research interests include robust state and parameter estimation in thermochemical and thermotechnical processes.

Markus Tranninger received his MSc degree in Electrical Engineering from Graz University of Technology in 2015, and he completed his PhD at the Institute of Automation and Control, Graz University of Technology in 2020. He currently holds a Postdoc position at the Institute of Automation and Control at Graz University of Technology, Austria. He is part of the Graz University of Technology research center on Dependable Internet of Things. His research interests include state estimation and fault detection for complex dynamical systems.

Richard Seeber received his MSc degree in Electrical Engineering from Graz University of Technology in 2012, and he completed his PhD at the Institute of Automation and Control, Graz University of Technology in 2017. He currently holds a Postdoc position at the Christian Doppler Laboratory for Model Based Control of Complex Test Bed Systems. His research interests include theory of sliding mode control systems, control of automotive test beds, and control of systems with actuator constraints.

Markus Reichhartinger received his MSc degree in Information and Computer Engineering from Graz University of Technology, Austria in 2006, and he completed his PhD at the Control and Mechatronic Systems Group, Klagenfurt University, Austria in 2011. He currently holds a Associate Professor position at the Institute of Automation and Control at Graz University of Technology. His research interests include the theory and
applications of sliding mode control as well as automatic control applications in the automotive industry, biomedicine and biotechnology.

**ORCID**

**Helmut Niederwieser** [http://orcid.org/0000-0001-5314-4057](http://orcid.org/0000-0001-5314-4057)

**Markus Tranninger** [http://orcid.org/0000-0002-8728-6587](http://orcid.org/0000-0002-8728-6587)

**Richard Seeber** [http://orcid.org/0000-0003-4430-5626](http://orcid.org/0000-0003-4430-5626)

**Markus Reichhartinger** [http://orcid.org/0000-0003-4681-9575](http://orcid.org/0000-0003-4681-9575)

**References**

Barjao, F. J. & Fridman, L. (2010). High order sliding mode observer for linear systems with unbounded unknown inputs. *International Journal of Control*, 83(9), 1920–1929. https://doi.org/10.1080/00207179.2010.501386

Chen, B. M., Lin, Z., & Shamas, Y. (2004). *Linear systems theory: A structural decomposition approach*. Springer Science & Business Media.

Cruz-Zavala, E., & Moreno, J. A. (2016). Lyapunov functions for continuous and discontinuous differentiators. IFAC-PapersOnLine, 49(18), 660–665. https://doi.org/10.1016/j.ifacol.2016.10.24110th IFAC Symposium on Nonlinear Control Systems NOLCOS 2016.

Darouach, M., Zasadzinski, M., & Xu, S. J. (1994). Full-order observers for linear systems with unknown inputs. *IEEE Transactions on Automatic Control*, 39(3), 606–609. https://doi.org/10.1109/9.280770

Davila, J., Fridman, L., Pisano, A., & Usai, E. (2009). Finite-time state observation for non-linear uncertain systems via higher-order sliding modes. *International Journal of Control*, 82(8), 1564–1574. https://doi.org/10.1080/00207170802590531

Davila, J., Tranninger, M., & Fridman, L. (2021). Finite-time state-observer for a class of linear time-varying systems with unknown inputs. *IEEE Transactions on Automatic Control*. https://doi.org/10.1109/TAC.2021.3096863

De Loza, A. F., Bejarano, F. J., & Fridman, L. (2013). Unmatched uncertainties compensation based on high-order sliding mode observation. *International Journal of Robust and Nonlinear Control*, 23(7), 754–764. https://doi.org/10.1002/rnc.v23.7

Edwards, C., & Spurgeon, S. (1998). *Sliding mode control: Theory and applications*. CRC Press.

Ferreira de Loza, A., Fridman, L., Aguilar, L., & Iriarte, R. (2019). High-order sliding-mode observer–based input-output linearization. *International Journal of Robust and Nonlinear Control*, 29(10), 3183–3199. https://doi.org/10.1002/rnc.v29.10

Filippov, A. (2013). *Differential equations with discontinuous righthand sides - control systems*. Springer Science & Business Media.

Floquet, T., & Barbot, J. P. (2004). A sliding mode approach of unknown input observers for linear systems. In *43rd IEEE conference on decision and control (CDC)* (IEEE Cat. No.04CH37601) (Vol. 2, pp. 1724–1729). IEEE. https://doi.org/10.1109/CDC.2004.1430293

Floquet, T., & Barbot, J. F. (2006). An observability form for linear systems with unknown inputs. *International Journal of Control*, 79(2), 132–139. https://doi.org/10.1080/0020717050472909

Floquet, T., & Barbot, J. P. (2007). Super twisting algorithm-based step-by-step sliding mode observers for nonlinear systems with unknown inputs. *International Journal of Systems Science*, 38(10), 803–815. https://doi.org/10.1080/00207720701409330

Fridman, L., Levant, A., & Davila, J. (2011). High-order sliding-mode observation for linear systems with unknown inputs. *Nonlinear Analysis: Hybrid Systems*, 5(2), 189–205. https://doi.org/10.1016/j.nahs.2010.09.003

Fridman, L., Levant, A., & Davila, J. (2006). High-order sliding-mode observation and identification for linear systems with unknown inputs. In *Proceedings of the 45th IEEE conference on decision and control* (pp. 5567–5572). IEEE. https://doi.org/10.1109/CDC.2006.377385

Gupta, R., & Fairman, F. (1974). Luenberger’s canonical form revisited. *IEEE Transactions on Automatic Control*, 19(4), 440–441. https://doi.org/10.1109/TAC.1974.1100589

Hautus, M. L. (1983). Strong detectability and observers. *Linear Algebra and its Applications*, 50, 353–368. https://doi.org/10.1016/0024-3795(83)90061-7

Julier, S. J., & Uhlmann, J. K. (1997). New extension of the Kalman filter to nonlinear systems. In I. Kadar (Ed.), *Signal processing, sensor fusion, and target recognition VI* (Vol. 3068, pp. 182–193). SPIE. https://doi.org/10.1117/12.280797

Kalman, R. (1960, January). A new approach to linear filtering and prediction problems. *Transactions of the ASME - Journal of Basic Engineering*, 82(1), 35–45. https://doi.org/10.1115/1.3662552

Kalman, R. E., & Bucy, R. S. (1961). New results in linear filtering and prediction theory. *Journal of Basic Engineering*, 83(1), 95–108. https://doi.org/10.1115/1.3658902

Khali, H. K., & Praly, L. (2014). High-gain observers in nonlinear feedback control. *International Journal of Robust and Nonlinear Control*, 24(6), 993–1015. https://doi.org/10.1002/rnc.3051

Koshkouei, A. J., & Zinober, A. S. (2004). Sliding mode state observation for non-linear systems. *International Journal of Control*, 77(2), 118–127. https://doi.org/10.1080/00207170310001643249

Kudva, P., Viswanadham, N., & Ramakrishna, A. (1980). Observers for linear systems with unknown inputs. *IEEE
Transactions on Automatic Control, 25(1), 113–115. https://doi.org/10.1109/TAC.1980.1102245
Levant, A. (1998). Robust exact differentiation via sliding mode technique. Automatica, 34(3), 379–384. https://doi.org/10.1016/S0005-1098(97)00209-4
Levant, A. (2003). Higher-order sliding modes, differentiation and output-feedback control. International Journal of Control, 76(9–10), 924–941. https://doi.org/10.1080/002071703100009029
Li, J., & Zhang, Q. (2018). A linear switching function approach to sliding mode control and observation of descriptor systems. Automatica, 95(3), 112–121. https://doi.org/10.1016/j.automatica.2018.05.031
Luenberger, D. (1967). Canonical forms for linear multivariable systems. IEEE Transactions on Automatic Control, 12(3), 290–293. https://doi.org/10.1109/TAC.1967.1098584
Mudge, S. K., & Patton, R. J. (1988). Analysis of the technique of robust eigenstructure assignment with application to aircraft control. IEE Proceedings D (Control Theory and Applications), 135(4), 271–285. https://digital-library.theiet.org/content/journals/10.1049/ip-d.1988.0038
Niederwieser, H., Koch, S., & Reichhartinger, M. (2019). A generalization of Ackermann's formula for the design of continuous and discontinuous observers. In 2019 IEEE 58th conference on decision and control (CDC) (pp. 6930–6935). IEEE. https://doi.org/10.1109/CDC40024.2019.9030192
Patton, R. J., Frank, P. M., & Clarke, R. N. (1989). Fault diagnosis in dynamic systems: Theory and application. Prentice-Hall.
Perruquet, W., Floquet, T., & Moulay, E. (2008, February). Finite-time observers: Application to secure communication. IEEE Transactions on Automatic Control, 53(1), 356–360. https://doi.org/10.1109/TAC.2007.914264
Reichhartinger, M., & Spurgeon, S. (2018). An arbitrary-order differentiator paradigm with adaptive gains. International Journal of Control, 91(9), 2028–2042. https://doi.org/10.1080/00207179.2018.1429671
Rios, H. (2020). State estimation for a class of uncertain nonlinear systems: A finite-time observer approach. International Journal of Control, 1–9. https://doi.org/10.1080/00207179.2020.1837961
Rios, H., Mera, M., Efimov, D., & Polyakov, A. (2017). Robust output-control for uncertain linear systems: Homogeneous differentiator-based observer approach. International Journal of Robust and Nonlinear Control, 27(11), 1895–1914. https://doi.org/10.1002/rnc.3643
Sanchez, T., & Moreno, J. A. (2021). Homogeneous output-feedback control with disturbance-observer for a class of nonlinear systems. International Journal of Robust and Nonlinear Control, 31(9), 3686–3707. https://doi.org/10.1002/rnc.v31.9
Sannuti, P., & Saberi, A. (1987). Special coordinate basis for multivariable linear systems-finite and infinite zero structure, squaring down and decoupling. International Journal of Control, 45(5), 1655–1704. https://doi.org/10.1080/00207178708933840
Shiessel, Y., Edwards, C., Fridman, L., & Levant, A. (2014). Sliding mode control and observation Springer.(Vol. 10).
Sorenson, H. (1985). Kalman filtering: Theory and application. IEEE Press.
Tranninger, M., Seeber, R., Steinberger, M., & Horn, M. (2019). Exact state reconstruction for LTI-systems with non-differentiable unknown inputs. In 2019 18th European control conference (ECC) (pp. 3096–3102). IEEE. https://doi.org/10.23919/ECC.2019.8796142
Tranninger, M., Zhuk, S., Steinberger, M., Fridman, L. M., & Horn, M. (2018). Sliding mode tangent space observer for LTV systems with unknown inputs. In 2018 IEEE conference on decision and control (CDC) (pp. 6760–6765). IEEE. https://doi.org/10.1109/CDC.2018.8619848
Utkin, V., Guldner, J., & Shi, J. (2009). Sliding mode control in electro-mechanical systems. CRC Press.
Utkin, V., Guldner, J., & Shijun, M. (1999). Sliding mode control in electro-mechanical systems CRC Press.(Vol. 34).
Walcott, B., & Zak, S. (1987). State observation of nonlinear uncertain dynamical systems. IEEE Transactions on Automatic Control, 32(2), 166–170. https://doi.org/10.1109/TAC.1987.1104530
Wan, E. A., & Van Der Merwe, R. (2000). The unscented Kalman filter for nonlinear estimation. In Proceedings of the IEEE 2000 adaptive systems for signal processing, communications, and control symposium (Cat. No.00EX373) (pp. 153–158). IEEE. https://doi.org/10.1109/ASSPCC.2000.882463
Yang, B., Hu, Y., Huang, H., Shu, H., Yu, T., & Jiang, L. (2017). Perturbation estimation based robust state feedback control for grid connected DFIG wind energy conversion system. International Journal of Hydrogen Energy, 42(33), 20994–21005. https://doi.org/10.1016/j.ijhydene.2017.06.222
Yang, F., & Wilde, R. W. (1988). Observers for linear systems with unknown inputs. IEEE Transactions on Automatic Control, 33(7), 677–681. https://doi.org/10.1109/TAC.1987.1104530

Appendices

Appendix 1. Systems with direct feed-through

In the following, the handling of systems with direct feed-through, which is already mentioned in Remark 2.1, is described in more detail.

A.1. Reformulation as system without direct feed-through

To obtain an equivalent representation of system (8) without direct feed-through, the algorithm proposed by Chen et al. (2004, Section 5.4, p. 155) is applied. First, regular transformation matrices $U \in \mathbb{R}^{p \times p}$ for the output and $V \in \mathbb{R}^{m \times m}$ for the input are chosen such that

$$UFV = \begin{bmatrix} I_m & 0 \\ 0 & 0 \end{bmatrix},$$

(A1)
where $m_F = \text{rank} F$. The application of the output and input transformation
\[
\tilde{y} = Uy = \begin{bmatrix} \tilde{y}_1 \\ y_1 \end{bmatrix}, \quad \tilde{\Delta} = V^{-1} \Delta = \begin{bmatrix} \tilde{\Delta}_0 \\ \tilde{\Delta}_1 \end{bmatrix},
\]
allows to represent system (8) in terms of the new output $\tilde{y}$ and the new input $\tilde{\Delta}$.

Furthermore, consider the Rosenbrock matrix $\tilde{\Delta}_0$ with the known input $\tilde{\Delta}_0$.

\[
\tilde{\Delta}_0\tilde{y}_0 - \tilde{\Delta}_0\tilde{x}_0
\]

where $\tilde{\Delta}_0$ is $n+m$ full rank. The equation (A3b) is solved for
\[
\tilde{\Delta}_0\tilde{y}_0 - \tilde{\Delta}_0\tilde{x}_0 = \tilde{\Delta}_0\tilde{y}_0
\]

Combining (A5) and the remaining outputs $\tilde{y}_1$ given in (A3b) finally results in a system representation without direct feed-through
\[
\tilde{x} = \tilde{A}x + \tilde{D}_0(\tilde{y}_0 - \tilde{C}_0x) + \tilde{D}_1\tilde{\Delta}_1.
\]

Combining (A5) and the remaining outputs $\tilde{y}_1$ given in (A3b) finally results in a system representation without direct feed-through
\[
\tilde{x} = \tilde{A}x + \tilde{D}_0(\tilde{y}_0 - \tilde{C}_0x) + \tilde{D}_1\tilde{\Delta}_1.
\]

Combining (A5) and the remaining outputs $\tilde{y}_1$ given in (A3b) finally results in a system representation without direct feed-through
\[
\tilde{x} = \tilde{A}x + \tilde{D}_0(\tilde{y}_0 - \tilde{C}_0x) + \tilde{D}_1\tilde{\Delta}_1.
\]

A.2. Preservation of strong observability

Since the strong observability property is invariant w.r.t. to regular transformations of the output and the input, strong observability of system (A3a) directly follows from the strong observability of the original system (8). In other words, the Rosenbrock matrix of system (A3a) satisfies
\[
\begin{bmatrix} sI_n - (A - \tilde{D}_0\tilde{C}_0) & -\tilde{D}_1 \\ \tilde{C}_0 & 0 \end{bmatrix} \begin{bmatrix} I_{mp} & 0 \\ 0 & 0 \end{bmatrix} = n + m \quad \forall s \in \mathbb{C}. \tag{A7}
\]

Furthermore, consider the Rosenbrock matrix
\[
\tilde{P}(s) = \begin{bmatrix} sI_n - (A - \tilde{D}_0\tilde{C}_0) & -\tilde{D}_1 \\ \tilde{C}_0 & 0 \end{bmatrix} \begin{bmatrix} I_{mp} & 0 \\ 0 & 0 \end{bmatrix}
\]

of the system (A6) with the known input $\tilde{y}_0$. It directly follows that
\[
\text{rank } \tilde{P}(s) = \text{rank } \begin{bmatrix} sI_n - (A - \tilde{D}_0\tilde{C}_0) & -\tilde{D}_1 \\ \tilde{C}_0 & 0 \end{bmatrix} = \text{rank } \begin{bmatrix} sI_n - (A - \tilde{D}_0\tilde{C}_0) & -\tilde{D}_1 \\ \tilde{C}_0 & 0 \end{bmatrix} = n + m \quad \forall s \in \mathbb{C}.
\]

A.3. Proof of Lemma 4.1

Appendix 2. Proof of Lemma 4.1

In the following, the parts (a) to (f) of Lemma 4.1 are proven.

A.3. Proof of Lemma 4.1(a)

Since Step 1 relies on the steps SCB.1, SCB.2 and SCB.3 of the decomposition algorithm proposed by Chen et al. (2004, Section 5.3, pp. 119–127) this proof mainly refers to the results given in the cited book. Therein, a structural decomposition of a general LTI system of the form (1) into four parts is presented. In the context of this article the strongly observable parts (labelled as b and d in Chen et al., 2004) need to be considered. The regular output transformation (20) and the regular state transformation $\tilde{x} = [\tilde{x}_1^T \ldots \tilde{x}_p^T]^T = Zx$ decompose the system into $p$ coupled chains of integrators of the form

\[
\tilde{\xi}_j = \begin{bmatrix} 0 & 1 & 0 & \cdots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & \cdots & \cdots & \cdots & 0 \\ 0 & \cdots & \cdots & \cdots & 0 \\ 0 & \cdots & \cdots & \cdots & 0 \end{bmatrix} \tilde{x}_j + \begin{bmatrix} 0^T \\ \vdots \\ 0^T \\ \vdots \\ \vdots \\ \vdots \\ 0^T \end{bmatrix} \Delta,
\]

\[
\tilde{y}_j = \begin{bmatrix} 1 & 0 & \cdots & 0 \end{bmatrix} \tilde{x}_j,
\]

with one single output $\tilde{y}_j$, some linear combination of $\Delta$ as unknown input and some couplings $\tilde{a}_j^T \tilde{x}$ in the last differential equation. In this representation, $\Delta$ either occurs explicitly only in the $\mu_j$th derivative of $\tilde{y}_j$ or does not explicitly act on the $j$th subsystem at all if $\tilde{a}_j = 0^T$, i.e. under the output injection $\tilde{\xi}_j y$ the relative degree of $\tilde{y}_j$ w.r.t. $\Delta$, if it exists, is equal or larger than $\mu_j$. Thus by applying the output injection $\tilde{\xi}_j y$ to the original system (1) one exactly obtains the auxiliary system (23) satisfying the conditions (26) and (27).

A.4. Proof of Lemma 4.1(b)

To show that the transformation matrix $T$ given in (46) is nonsingular, a procedure similar to the one by Luenberger (1967) is applied. Consider constants $\xi_{ij}$ such that the linear combination of the column vectors of the transformation matrix $T$ equals the zero vector, i.e.
\[
\sum_{j=1}^{p} \sum_{i=0}^{\mu_j-1} \xi_{ij} \mu_j \cdots \mu_j-i = 0. \tag{A11}
\]
Substituting \( t_{\mu_1, \ldots, \mu_{l-1}} \) according to (54) and multiplication of both sides with \( c_j^T \mathbf{A}^T \) from the left-hand side yields

\[
\sum_{j=1}^{p} \sum_{i=0}^{\mu_i-1} \xi_{j,i} c_j^T \mathbf{A}^{T_{i+1}} t_{\mu_1, \ldots, \mu_i} = \sum_{r=0}^{p} \sum_{m=1}^{\mu_i+1} \beta_{r,x,m} - q_j c_j^T \mathbf{A}^{T_{i+1}} t_{\mu_1, \ldots, \mu_i} = 0. \tag{A12}
\]

Due to the choice of the vectors \( t_{\mu_1, t_{\mu_1+\mu_2}, \ldots, t_n} \) in (47), they satisfy

\[
\begin{bmatrix}
    c_1^T \\
    \vdots \\
    c_{\mu_0}^T \\
    \vdots \\
    c_p^T \\
\end{bmatrix}
\begin{bmatrix}
    t_{\mu_1} \\
    t_{\mu_1+\mu_2} \\
    \vdots \\
    t_n
\end{bmatrix}
= \begin{bmatrix}
    0 & 0 & \cdots & 0 \\
    1 & 0 & \cdots & 0 \\
    \vdots & \vdots & \ddots & \vdots \\
    0 & 0 & \cdots & 0 \\
    0 & 0 & \cdots & 1
\end{bmatrix} \tag{A13}
\]

Consider Equation (A12) for \( j = 0 \). Taking into account (A13) reduces (A12) to

\[
\xi_{j,\mu_j-1} = 0 \quad \text{for} \quad j = 1, 2, \ldots, p. \tag{A14}
\]

Furthermore, consider equation (A12) for \( j = 1 \). Taking into account (A13) and (A14) reduces (A12) to

\[
\xi_{j,\mu_j-2} = 0 \quad \text{for} \quad j = 1, 2, \ldots, p. \tag{A15}
\]

Continuing in this way, \( \xi_{j,i} = 0 \) can be shown for \( j = 1, 2, \ldots, p, \quad i = 0, 1, \ldots, \mu_j - 1 \). Hence, it can be concluded that the columns of the transformation matrix \( \mathbf{T} \) are linearly independent and, thus, \( \mathbf{T} \) is non-singular. Note that this proof does not require any restrictions regarding the coefficients \( \beta_{j,k,l} \) and, thus, \( \mathbf{T} \) is non-singular regardless of the values of \( \beta_{j,k,l} \).

\[\text{A.5. Proof of Lemma 4.1(c)}\]

The existence of a unique solution \( \mathbf{H} \) of the system of equations (51) is ensured, if and only if the matrices \( \mathbf{H} \) are non-singular in any case for \( j = 1, \ldots, p - 1 \). Consider the determinant

\[
\det \mathbf{H} = \det \mathbf{H}_{p-1,p-1} \tag{A16}
\]

Since the block \( \mathbf{H}_{r,s} \) of size \( (\mu_j - \mu_p) \times (\mu_j - \mu_p) \) is an upper unitriangular matrix, see (49), its determinant satisfies

\[
\det \mathbf{H}_{r,s} = 1. \tag{A17}
\]

Furthermore, its inverse always exists and is again upper unitriangular, i.e.

\[
\mathbf{H}_{r,s}^{-1} = \begin{bmatrix} 1 & \ast & \cdots & \ast \\ 0 & \ddots & \ddots & \vdots \\ \vdots & \ddots & \ddots & \ast \\ 0 & \cdots & 0 & 1 \end{bmatrix}, \tag{A18}
\]

which allows to rewrite the determinant (A16) in terms of the Schur complement of \( \mathbf{H}_{r,s} \), i.e.

\[
\det \mathbf{H} = \det \mathbf{H}_{p-1,p-1} \tag{A17}
\]

Furthermore, due to the special structure of the blocks \( \mathbf{H}_{r,s} \), given in (49) and \( \mathbf{H}_{r,s}^{-1} \) indicated in (A18), the blocks

\[
\mathbf{H}_{r,s}^{j,1} = \mathbf{H}_{r,s} - \mathbf{H}_{r,s}^{j,1} \mathbf{H}_{r,s}^{-1} \mathbf{H}_{r,s}^{j,1} \quad \text{for} \quad r = j + 1, \ldots, p - 1, \quad s = j + 1, \ldots, p - 1, \tag{A20}
\]

of the matrix in (A19) offer exactly the same structure as the original blocks \( \mathbf{H}_{r,s} \), i.e. the zero elements and also the ones on the main diagonal for the case \( r = s \) of the original matrix \( \mathbf{H} \) are preserved. Thus it is again possible to rewrite the determinant (A19) in terms of the Schur complement of \( \mathbf{H}_{r,s}^{j,1} \) which is again upper unitriangular, i.e.
Continuing this way until
\[ H_{p-1,p-1}^{(j)} \begin{bmatrix} H_{1}^{(j)} & \cdots & H_{p-1,p-1} \end{bmatrix}^{-1} = \begin{bmatrix} H_{p-1,j+1}^{(j)} & \cdots & H_{p-1,p-2}^{(j)} \end{bmatrix} \]

rewrite the determinant in (A21) in terms of the Schur complement of the matrix in (A21) offer the same structure as (A22) and, thus, also as the original blocks \( H_{r,s}^{(j)} \), which again allows to rewrite the determinant in (A21) in terms of the Schur complement of the upper unitriangular matrix \( H_{p-2,p-2}^{(j)} \) and so on. Continuing this way until
\[
\begin{align*}
\det H_j &= \det H_{j+1,j+1}^{(j+2)} = 1 \\
&= \det H_{j+1,j+1}^{(j+1)} = 1 \neq 0,
\end{align*}
\]

it finally follows that \( H_j^{(j)} \) is non-singular and, thus, there always exists a unique solution of the system of equations (51).

### A.6. Proof of Lemma 4.1(d)

Multiplication of (21a) with \( T \) from the left-hand side and substitution of \( A \) by the decomposition (22) yields
\[
T\tilde{A} = \tilde{AT} - \Xi CT.
\]  
(A24)

The results of Lemma 4.1(f) and the insertion of the identity matrix \( \Gamma^{-1} \Gamma \) allow to simplify the term \( \Xi CT \) to
\[
\Xi CT = \Xi \Gamma^{-1} \Gamma CT = \Xi \Gamma^{-1} (\Xi^{11d} \Xi)^T = \Xi \Gamma^{-1} (\Xi^{11d} \Xi)^T.
\]

where \( \tilde{a}_j \in \mathbb{R}^n, j = 1, \ldots, p \). Using (A25) and the definitions of \( \tilde{A} \) in (11b) and \( T \) in (46) allows to express equation (A24) in terms of its column vectors, i.e.
\[
\begin{align*}
&\begin{bmatrix} T\alpha_1 & t_1 + \sum_{r=2}^p \beta_{r,1}t_{r,1} & \cdots \end{bmatrix} \\
&= \begin{bmatrix} T\alpha_2 & t_{\mu_1-1} + \sum_{r=2}^p \beta_{r,1}t_{r,1} & \cdots \end{bmatrix} \\
&\begin{bmatrix} T\alpha_p & t_{\mu_1+\mu_2-1} + \sum_{r=3}^p \beta_{r,2}t_{r,1} & \cdots \end{bmatrix} \\
&= \begin{bmatrix} \tilde{A}t_{\mu_1+\mu_2-1} & \cdots & \tilde{A}t_{\mu_1+\mu_2} \end{bmatrix}.
\end{align*}
\]

(A26)

where \( \alpha_j = [\alpha_{j,1} \ldots \alpha_{j,p}]^T, j = 1, 2, \ldots, p \). It follows from (A26) that the matrix \( \tilde{A} \) offers the desired structure (11b) if
\[
t_{\mu_1+\ldots+\mu_j-i} + \sum_{r=1}^p \beta_{r,1}t_{r,1}t_{\mu_1+\ldots+\mu_j} = \tilde{A}t_{\mu_1+\ldots+\mu_j-i+1}
\]

(A27)

for \( j = 1, 2, \ldots, p, i = 1, 2, \ldots, \mu_j - 1 \), is satisfied. This is shown by finally substituting \( t_{\mu_1+\ldots+\mu_j-i} \) and \( t_{\mu_1+\ldots+\mu_j-i+1} \) into (A27) according to (54), i.e.
\[
\tilde{A}^{i}t_{\mu_1+\ldots+\mu_j} = \sum_{r=1}^p \beta_{r,j}t_{r,j+1}t_{\mu_1+\ldots+\mu_j} - \sum_{r=1}^p \beta_{r,j}t_{r,j+1}t_{\mu_1+\ldots+\mu_j} + \tilde{A}^{i-1}t_{\mu_1+\ldots+\mu_j}.
\]

(A28)

which is true for all \( j = 1, 2, \ldots, p, i = 1, \ldots, \mu_j - 1 \).

### A.7. Proof of Lemma 4.1(e)

Insertion of the identity matrix \( \mathcal{O}_R^{-1} \mathcal{O}_R \) into the transformation rule (21b) for the unknown-input matrix \( \mathcal{D} \) of the transformed system yields
\[
\mathcal{D} (21b) = T^{-1} \mathcal{D} = T^{-1} \mathcal{O}_R^{-1} \mathcal{O}_R \mathcal{D}.
\]

(A29)

Note that \( \mathcal{O}_R \) is invertible which directly follows from Lemma 4.1(a). Condition (27) allows to express the product
\[ O_R D \text{ as} \]
\[
\begin{bmatrix}
\bar{c}_1^T D \\
\vdots \\
\bar{c}_1^T A^{\mu_2 - 1} D \\
\vdots \\
\bar{c}_p^T D \\
\vdots \\
\bar{c}_p^T A^{\mu_p - 1} D
\end{bmatrix}
\begin{bmatrix}
0^T \\
\vdots \\
0^T \\
\vdots \\
0^T \\
\vdots \\
0^T
\end{bmatrix}
= \sum_{j=1}^{p} e_{\mu_1 + \cdots + \mu_j} \bar{c}_j^T A^{\mu_j - 1} D.
\]

Substituting (A30) into (A29) and taking into account (47) yields

\[
\bar{D} = \sum_{j=1}^{p} T^{-1} O_R^{-1} e_{\mu_1 + \cdots + \mu_j} \bar{c}_j^T A^{\mu_j - 1} D
\]

The vector \( t_{\mu_1 + \cdots + \mu_j} \) corresponds to the \((\mu_1 + \cdots + \mu_j)\)th column of \( T \), i.e. \( t_{\mu_1 + \cdots + \mu_j} = T e_{\mu_1 + \cdots + \mu_j} \), which allows to simplify (A31) to

\[
\bar{D} = \sum_{j=1}^{p} T^{-1} T e_{\mu_1 + \cdots + \mu_j} \bar{c}_j^T A^{\mu_j - 1} D
\]

\[
= \sum_{j=1}^{p} e_{\mu_1 + \cdots + \mu_j} \bar{c}_j^T A^{\mu_j - 1} D = \bar{c}_j^T t_{\mu_1 + \cdots + \mu_j - 1}
\]

which finally completes the proof.

**A.8. Proof of Lemma 4.1(f)**

The output matrix \( \tilde{C} \) of the transformed system can be expressed by its elements, i.e.

\[
\tilde{C} = \Gamma C T \begin{bmatrix}
\bar{c}_1^T \\
\vdots \\
\bar{c}_p^T
\end{bmatrix}
\begin{bmatrix}
t_1 \\
\vdots \\
t_n
\end{bmatrix}
\]

where the single elements can be described as

\[
\bar{c}_j^T t_{\mu_1 + \cdots + \mu_j - 1} = \bar{c}_j^T A^T t_{\mu_1 + \cdots + \mu_j}
\]

\[
= \sum_{r=j+1}^{p} \sum_{q=1}^{i} \beta_{r,\mu_j - q} \bar{c}_r^T A^T - q t_{\mu_1 + \cdots + \mu_r}
\]

for \( j = 1, \ldots, p, j = 1, \ldots, p \) and \( i = 0, \ldots, \mu_j - 1 \). In the following, the scalar product \( \bar{c}_j^T t_{\mu_1 + \cdots + \mu_j - i} \) given in (A34) is considered for the cases (a) \( j < j \), (b) \( j = j \) and (c) \( j > j \):

(a) For \( j < j \), all the terms on the right-hand side of (A34) vanish which follows directly from (A13), i.e.

\[
\bar{c}_j^T t_{\mu_1 + \cdots + \mu_j - i} = \bar{c}_j^T A^T t_{\mu_1 + \cdots + \mu_j} = 0
\]

(b) For \( j = j \), (A34) simplifies to

\[
\bar{c}_j^T t_{\mu_1 + \cdots + \mu_j - i} = \bar{c}_j^T A^T t_{\mu_1 + \cdots + \mu_j}
\]

\[
= \sum_{r=j+1}^{p} \sum_{q=1}^{i} \beta_{r,\mu_j - q} \bar{c}_r^T A^T - q t_{\mu_1 + \cdots + \mu_r}
\]

\[
= \bar{c}_j^T A^T t_{\mu_1 + \cdots + \mu_j - 1} \text{ (A13)}
\]

\[
= 0 \text{ if } i = \mu_j - 1
\]

(c) In the case \( j > j \), only the coefficients \( \beta_{r,\mu_j - q} \) whose indices satisfy \( \mu_j - q \geq \mu_r \) are nonzero, see (53), and make a contribution to the sum in (A34) which allows to change the upper limit of the summation w.r.t. the index \( q \) as

\[
\bar{c}_j^T t_{\mu_1 + \cdots + \mu_j - i} = \bar{c}_j^T A^T t_{\mu_1 + \cdots + \mu_j}
\]

\[
- \sum_{r=j+1}^{p} \sum_{q=1}^{i} \beta_{r,\mu_j - q} \bar{c}_r^T A^T - q t_{\mu_1 + \cdots + \mu_r}
\]

for \( j = 2, \ldots, p, j = 1, \ldots, j - 1, i = 0, \ldots, \mu_j - 1 \). Since the term \( \sum_{r=j+1}^{p} \sum_{q=1}^{i} \beta_{r,\mu_j - q} \bar{c}_r^T A^T - q t_{\mu_1 + \cdots + \mu_r} \) resembles the left-hand side of the \((j - j + 1)\mu_j - (\mu_{j+1} + \cdots + \mu_j) - i)\)th equation (51), it equals the corresponding
right-hand side of (51), i.e.

\[
\sum_{r=j+1}^{p} \sum_{q=1}^{\mu_j - \mu_r} \beta_{j,r,q} - q \bar{c}_j \bar{A}^{j-q} t_{\mu_1+\ldots+\mu_r} = \bar{c}_j \bar{A}^i t_{\mu_1+\ldots+\mu_j} 
\]  
(A38)

for \( j = 2, \ldots, p, j \neq 1, \ldots, \bar{j} - 1, i = 0, \ldots, \mu_j - 1 \). Substituting (A38) into (A37) yields

\[
\bar{c}_j^T t_{\mu_1+\ldots+\mu_j-i} = \bar{c}_j^T \bar{A}^i t_{\mu_1+\ldots+\mu_j} - \bar{c}_j^T \bar{A}^i t_{\mu_1+\ldots+\mu_j} = 0 
\]  
(A39)

for \( j = 2, \ldots, p, j = 1, \ldots, \bar{j} - 1, i = 0, \ldots, \mu_j - 1 \).

Putting together the intermediate results (A35), (A36) and (A39) yields

\[
\bar{c}_j^T t_{\mu_1+\ldots+\mu_j-i} = \begin{cases} 
1 & \text{if } j = \bar{j} \text{ and } i = \mu_j - 1 \\
0 & \text{else}
\end{cases} 
\]  
for \( j = 1, \ldots, p, j = 1, \ldots, p, \\
i = 0, \ldots, \mu_j - 1. 
\]  
(A40)

Substituting (A40) into (A33) finally proves that \( \bar{C} \) has the desired form (11d).