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Abstract

In the context of deep learning, neural networks with multiple branches have been used that each solve different tasks. Such ramified networks typically start with a number of shared layers, after which different tasks branch out into their own sequence of layers. As the number of possible network configurations is combinatorially large, prior work has often relied on ad hoc methods to determine the level of layer sharing.

This work proposes a novel method to assess the relatedness of tasks in a principled way. We base the relatedness of a task pair on the usefulness of a set of features of one task for the other, and vice versa. The resulting task affinities are used for the automated construction of a branched multi-task network in which deeper layers gradually grow more task-specific. Our multi-task network outperforms the state-of-the-art on CelebA. Additionally, the layer sharing schemes devised by our method outperform common multi-task learning models which were constructed ad hoc. We include additional experiments on Cityscapes and SUN RGB-D to illustrate the wide applicability of our approach. Code and trained models for this paper are made available.1

1. Introduction

Deep neural networks are usually trained to tackle specific, isolated tasks. Humans, in contrast, are remarkably good at solving a wide range of diverse tasks concurrently. Biological data processing appears to follow a multi-tasking strategy. Instead of separating tasks and solving them in isolation, different processes seem to share the same early processing layers in the brain (e.g. V1 in macaques [13]). Similarly, deep learning researchers have begun to develop deep neural networks with multiple branches, that each solve different tasks.

Multi-task networks [5] seek to improve generalization and processing efficiency through the joint learning of related tasks. Compared to the typical learning of separate deep neural networks for each of the individual tasks, multi-task networks come with several advantages. First, due to the sharing of layers, the resulting memory footprint typically is substantially lower [12, 24, 25, 33, 38]. Secondly, because features in the shared layers do not need to be calculated repeatedly for the different tasks the overall calculation speed is often higher [38, 41]. Finally, a multi-task network may outperform networks trained for the tasks individually [5, 24, 49].

In the context of deep neural networks, we can discriminate between two main paradigms for multi-task learning. In the first setting - named hard parameter sharing - the input is first encoded through a shared network of layers after which tasks branch out into their own sequence of task-specific layers [12, 24, 25, 38, 49, 60]. Alternatively, a set of task-specific networks can be used in combination with a feature sharing mechanism. The latter approach is termed soft parameter sharing [33, 40, 48].

This paper focuses on the hard parameter sharing model. A significant challenge is to decide on the layers that need to be shared amongst tasks. Since the number of possible configurations grows quickly with the number of tasks, a trial-and-error procedure becomes unwieldy. Most previous
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works opt for the simple strategy of sharing the initial layers in the network, after which all tasks branch out simultaneously. The point at which the branching occurs is usually determined ad hoc. This situation hurts performance, as a suboptimal grouping of tasks can lead to the sharing of information between unrelated tasks. This is referred to as negative transfer.

This work aims to find principled ways to decide on the degree of layer sharing between tasks, eliminating the need for manual exploration. To this end, we base the sharing of layers on measurable levels of task affinity or task relatedness. We define two tasks as strongly related, if their single task models rely on a similar set of features. We quantify this property by measuring the performance when solving a task with variable sets of layers of a model from a different task. In particular, suppose we have two tasks $a, b$ and their corresponding single task models $M_a, M_b$. We hypothesize that when task $a$ can be solved more easily by using features extracted by a set of layers from $M_b$, and vice versa, task $a$ and $b$ should be scored more related. We assess the task affinity at varying depths in the network by repeating the experiment with different sets of layers from $M_a$ and $M_b$. This gives us a three-dimensional tensor of normalized task affinity scores. The tensor values are used to cluster related tasks together by trading off network complexity against task affinity. In short, our contributions are:

- Given a dataset and a number of tasks, we propose a novel method to assess the task affinity. In particular, an affinity measure is introduced to judge the relatedness of tasks at arbitrary locations in a neural network.

- The task affinity scores are used to construct a branched multi-task network in a fully automated manner. Our task clustering algorithm separates dissimilar tasks by assigning them to different branches, thereby reducing the negative transfer between tasks. Additionally, our method allows to trade network complexity against task similarity.

- We provide extensive empirical evaluation of our method. The learned task groupings outperform the state-of-the-art on CelebA. Furthermore, we apply our method to Cityscapes and SUN RGB-D to show its wide applicability. In particular, we find that the layer sharing schemes devised by our method outperform common multi-task learning models which were constructed ad hoc.

2. Related work

**Multi-task learning** Multi-task learning (MTL) [5, 47] has been studied for a long time. Models for MTL can typically be classified as utilizing hard or soft parameter sharing. In hard parameter sharing, the parameter set is divided into a shared and task-specific set of parameters. In soft parameter sharing, each task is assigned its own set of parameters, but part of the parameter set is constrained through a Bayesian prior [56].

Early work on multi-task learning often relied on a sparsity constraint [3, 22, 34, 37, 57] to select a small subset of features that could be shared amongst all tasks. This can lead to a negative transfer when not all tasks are related to each other. A general solution to the problem is to cluster tasks based on prior knowledge about their similarity [1, 2, 11, 26, 61].

In the context of deep learning, we find that MTL models are often based on a shared off-the-shelf encoder followed by task-specific decoder networks [6, 24, 41, 49]. Multilinear relationship networks [36] extend this general framework by placing tensor normal priors on the parameter set of the fully connected layers. Guo et al. [12] proposed the construction of a hierarchical network, which predicts increasingly difficult tasks at deeper layers. Our branched multi-task networks use a tree-based hard parameter sharing model. Furthermore, the degree to which layers are shared is determined in a principled way.

Cross-stitch [40] networks softly share their features amongst tasks, by using a linear combination of the activations found in multiple single task network. Both cross-stitch and cross-connected networks are limited in terms of scalability, as the size of the network tends to grow linearly with the number of tasks. Sluice networks [48] extend cross-stitch networks and allow to learn the selective sharing of layers, subspaces and skip connections. Multi-task attention networks [33] use an attention mechanism to share a general feature pool amongst task-specific networks.

The joint learning of multiple tasks requires to combine the loss functions associated with the individual tasks. Early work [24] used the homoscedastic uncertainty of each task to weigh the losses. Gradient normalization [6] balances the learning of tasks by dynamically adapting the gradient magnitudes in the network. Sener et al. [49] cast multi-task learning as a multi-objective optimization problem, with the overall objective of finding a Pareto optimal solution. Dynamic task prioritization [12] prioritizes the learning of difficult tasks. Zhao et al. [60] observed that two competing tasks can cause the destructive interference of the gradient. A modulation module is proposed to alleviate the gradient interference problem. The experiments in this work are based on a simple uniform loss weighing scheme. We show that even with such a naive loss weighing, a branched multi-task network can improve performance when compared against a set of task isolated models.

**Multi-attribute learning** We consider multi-attribute learning [4, 15] a special case of multi-task learning, where each attribute is treated as a separate task, as in [38, 46, 49].
3. Method

Suppose we aim to jointly solve $N$ different tasks $\mathcal{T} = \{t_1, \ldots, t_N\}$ with a multi-task network. The architecture consists of a sequence of shared layers or blocks $f_l$, followed by one or more task-specific layers. We assume an appropriate structure for sharing the layers to take the shape of a tree. In particular, the bottom layers are shared by all tasks, while later layers split off as they show more task-specific behavior. The proposed method aims to decide on an effective task grouping for the sharable layers $f_l$, i.e. grouping similar tasks together in the same branch of the tree.

When two tasks are strongly related, we expect their single task models to rely on a similar feature set. Based on this viewpoint, the proposed method derives a task affinity score at various locations in the model. The resulting task affinity scores are used to construct a branched multi-task network. The method consists of four steps illustrated and summarized in figure 2.
3.1. Step 1: Train single task networks

As a first step, we train a task-specific model for each task \( t_i \in \mathcal{T} \). The single task models use an identical encoder \( E \) - made of the sharable layers \( f_l \) - followed by a task dependent decoder \( D_{t_i} \). The decoder contains task-specific operations and is assumed to be much smaller than the encoder. As an example, consider jointly solving a classification and dense prediction task. An additional decoding step is needed for the dense prediction task, in comparison to the classification task. Such up or down scaling operations are part of the task-specific decoder \( D_{t_i} \). The different single task networks are trained under the same conditions.

3.2. Step 2: Train recombined networks.

Consider a task \( t_i \) in \( \mathcal{T} \). We reuse the corresponding single task model from the previous step, but substitute the bottom \( l \) layers with their pretrained equivalent found in one of the other single task networks. The resulting model is retrained to solve its original task \( t_i \), while keeping the weights of the substituted layers fixed. This forces the model to solve task \( t_i \) based on features that were initially extracted to solve a different task. The performance difference compared to the single task model will serve as a measure for task affinity in the third step. We recombine the single-task networks from before for all possible pairs of tasks and fine tune the resulting networks for one of both tasks, while keeping the features borrowed from the other task fixed.

More concretely, we sample two tasks \( t_i, t_j \) from \( \mathcal{T} \). We define the fixed part of the model as the bottom \( l \) layers of the model trained to solve task \( t_i \). The trainable part of the model comprises the remaining layers of the sharable encoder and the task-specific decoder \( D_{t_i} \) for task \( t_i \). The trainable part of the model learns to solve task \( t_j \) using features from task \( t_j \), which are extracted by the fixed part of the model. We repeat the described procedure \( N^2 \) times to cover each pair of tasks \( t_i, t_j \in \mathcal{T} \). The locations \( l \) at which we split the sharable encoder \( E \) are dependent on the architecture. More details on where to split the encoder are given in the experiments section. We provide details on the computational budget that is needed in section 4.5. The training hyperparameters remain the same as in step one.

3.3. Step 3: Calculate task affinity scores

In the third step, we calculate the task affinity scores based on the performance of the recombined networks trained in the previous step. When two tasks are strongly related, we expect their single task models to rely on a similar set of features. Concretely, we hypothesize that the pair of tasks \( t_i, t_j \) should be scored more related when features of task \( t_i \) are helpful for solving task \( t_j \), and vice versa. To assess the task affinity requires to score the transfer characteristic when using features from different tasks. We adapt the method from [58] to obtain a performance score for each separate encoder. Given the importance of the performance scores for our further analysis, we briefly describe the method in the next paragraph.

For each task \( t_i \), we construct a pairwise tournament matrix \( W_{t_i} \) between all tasks in \( \mathcal{T} \). The elements \( w_{i,j} \) represent the fraction of samples for which the encoder from task \( t_i \) results in a lower loss, compared to the encoder from task \( t_j \) for solving task \( t_i \). We retrieve the final performance vector for task \( t_i \) by normalizing the principal eigenvector of \( W_{t_i} \). The relative performance score of the encoder from task \( t_i \) corresponds to the \( i \)th component of the normalized eigenvector. The performance matrix \( P \) is found by stacking the performance vectors for all tasks \( t_i \in \mathcal{T} \).

We defined task relatedness as the degree to which two tasks rely on a similar set of features. Concretely, this means that for a pair of related tasks, we expect the encoder of one task to be helpful in solving the other, and vice versa. This leads us to define the symmetric task affinity matrix as \( A = \frac{1}{2} (P + PT) \). We repeat this procedure at various depths in the sharable part of the model. This gives us an affinity score at an arbitrary location in the network, quantifying how similar a pair of tasks is at a certain depth. The task affinity scores are represented by a tensor of size \( N \times N \times L \), with \( N \) the number of tasks and \( L \) the number of locations at which we split the sharable encoder.

3.4. Step 4: Construct a branched multi-task network

Representation As a final step, we use the task affinity scores to derive how the layers or blocks \( f_l \) in the encoder \( E \) should be shared amongst the tasks in \( \mathcal{T} \). Since we assume an appropriate layer sharing scheme to take the shape of a tree, we now link the most common hierarchical tree concepts with our approach.

Each layer or block \( f_l \in E \) is represented as a node in the tree, i.e. the root node contains the first layer or block \( f_0 \) and nodes at depth \( l \) contain \( f_l \). The granularity of the building blocks \( f_l \) corresponds to the intervals at which we split the sharable part of the model during the second step. When the encoder is split into \( b_l \) branches at depth \( l \), this is equivalent to a node at depth \( l \) having \( b_l \) children. The task-specific decoders \( D_t \) can be found in the leaves of the tree. Figure 2 shows an example of a tree using the proposed notation. Each node is responsible for solving a unique set of tasks.

Clustering the affinity tensor into task groupings The task affinity tensor is used to derive a tree. Inspired by [38], we weigh the task affinity scores against network complexity to derive the task grouping. Opposed to their work, the task affinity scores are determined before training the MTL
network. As a result, given a task grouping, we can calculate its cost a priori.

Assume we cluster the tasks at layer $l$. We can perform spectral clustering for each possible number of groups $m$ with $1 \leq m \leq b_{l+1}$ and $b_{l+1}$ the number of branches at layer $l+1$. The cost of a task grouping $g$ at layer $l$ is defined as

$$C^l(g) = C^l_{clustering}(g) + \alpha \cdot C^l_{complexity}(g).$$  \hspace{1cm} (1)

The clustering cost $C^l_{clustering}(g)$ at depth $l$ is found by averaging the maximum distance between the elements in the cluster. This encourages the optimization procedure to separate dissimilar tasks. The distance is calculated using the affinity scores that were measured at layer $l$ during the third step. Tuning the complexity parameter $\alpha$ allows to trade network complexity against task affinity. The complexity cost $C^l_{complexity}$ at depth $l$ is defined similarly to [38],

$$C^l_{complexity}(g) = (b_l - 1) \cdot 2^{p_l}$$  \hspace{1cm} (2)

with $b_l$ the number of branches at depth $l$ and $p_l$ the number of pooling layers above layer $l$. In case we are using a model with dilated convolutions, rather than pooling layers, we base the number $p_l$ on the resolution of the activation maps. Intuitively, the complexity cost increases with the number of branches. We assign a higher cost to creating a new branch when it operates before a down sampling operation.

The cost of a tree is found by summing the costs of its associated task grouping $g$ at all depths $l$. The final model is obtained when we find the tree with minimal cost. When the number of tasks is large, e.g. on CelebA, an exhaustive search becomes intractable. We propose to construct the model in a top-down manner, starting at the most outer layer or block. At every step, we select the top-$n$ task groupings with minimal cost. This constrains the number of possible groupings at the next layer. When we proceed to the next layer, we choose the top-$n$ groupings from the ones that can still be constructed. At layer $l$, we calculate the cost of a task grouping by taking the sum for all layers $i \geq l$. Our procedure aims to find a task grouping which is considered better globally, rather than a grouping which is only optimal at a specific depth. This approach is inspired by [47], where mention was made about the approach from [38] being only optimal at the level of isolated layers. We provide more details on choosing the value of $n$ in section 4.5.

4. Experiments

4.1. CelebA

**Dataset** The CelebA [35] dataset contains over 200k images of celebrities labeled with 40 facial attribute categories. The training, validation and test set contain 160k, 20k and 20k images respectively. We treat the prediction of each facial attribute as a single task, as in [20, 38, 49].

**Training procedure** We use the thin-$\omega$ model from [38] in our experiments on CelebA. The neural network is based on the VGG-16 model [51]. The number of convolutional features is set to the minimum between $\omega$ and the width of the corresponding layer in the VGG-16 model. The fully connected layers contain $2 \cdot \omega$ features.

To ensure a fair comparison with earlier work, we set the value of the complexity parameter $\alpha$ and the width of the network $\omega$ such that the resulting model contains a comparable amount of parameters as prior work. We measure the task affinity after every layer. The branched multi-task network is trained using stochastic gradient descent with momentum 0.9 and initial learning rate 0.05. We use batches of size 32 and weight decay 0.0001. The model is trained for 120000 iterations and the learning rate divided by 10 every 40000 iterations. The loss function is a sigmoid cross-entropy loss with uniform weighing scheme.

**Results** Table 1 shows the performance on the test set. The branched multi-task model outperforms earlier work [20, 38] on CelebA. Since our Thin-32 model only differs from the model of [38] on the task clustering, we can conclude that the proposed method devises effective task groupings on CelebA. Interestingly, our Thin-32 model performs on par with the VGG-16 baseline, while using 64 times less parameters. We show the learned task grouping in figure 3.

We compare our approach with cross-stitch networks [40] for a moment. While the latter suffers from scalability issues, our method uses the parameter set more efficiently. This becomes particularly clear on the CelebA dataset. While a cross-stitch network would use 40 times the amount of parameters as the thinned VGG-16 model, our Thin-32 model only uses a factor of 10. Additionally, tuning the parameter $\alpha$ gives our approach more freedom in choosing the number of parameters.

Dynamic growing Earlier work [38] determined the task affinity during the training of the MTL model. This requires to start from a thin model, in which tasks initially share all layers, and dynamically grow the model as training proceeds. Our method calculates the task affinity scores beforehand, which obviates the need to dynamically grow the model. We compared results for both cases when using our task affinity scores and found that the dynamically grown model performs 0.14% better on the test set. Since the layers are initially trained with all the available training signals, dynamically growing the model might give the usual benefits of pre-training.
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Figure 3: Grouping of person attribute classification tasks on CelebA in a thin VGG-16 architecture.

| Method                      | Acc (%) | Params ($10^6$) |
|-----------------------------|---------|-----------------|
| LNet+ANet [54]              | 87      | -               |
| Walk and Learn [54]         | 88      | -               |
| MOON [46]                   | 90.94   | 119.73          |
| Independent Group [15]      | 91.06   | -               |
| MCNN [15]                   | 91.26   | -               |
| MCNN-AUX [15]               | 91.29   | -               |
| VGG-16 Baseline [38]        | 91.44   | 134.41          |
| **Branch-32-2.0** [38]      | **90.79** | **2.09**     |
| GNAS-Shallow-Thin [15]      | 91.30   | 1.57            |
| GNAS-Shallow-Wide [15]      | 91.63   | 7.73            |
| GNAS-Deep-Thin [15]         | 90.90   | 1.47            |
| GNAS-Deep-Wide [15]         | 91.36   | 6.41            |
| **Ours-Thin-32**            | **91.45** | **2.20**     |
| **Ours-Thin-60**            | **91.73** | **7.73**     |

Table 1: Performance on the CelebA test set. (bold) The complexity parameter $\alpha$ is selected to give the Thin-32 model a comparable amount of parameters as the Branch-32-2.0 model. Consequently, our Thin-32 model only disagrees with the Branch-32-2.0 on the task grouping. (italic) The Thin-60 model is the result of widening the Thin-32 model until it matches the number of parameters in the GNAS-Shallow-Wide model.

4.2. Cityscapes

Dataset The Cityscapes dataset [8] considers urban scene understanding. The train, validation and test set contain 2975, 500 and 1525 images respectively. We consider the tasks of semantic segmentation, instance segmentation and monocular depth estimation. The dataset has annotations for 19 semantic classes. The depth maps were labeled using SGM [19].

Training procedure We implement the same network architecture, loss function and hyperparameter search as earlier work [49]. We use an MSE loss to estimate the disparity, which is later converted to a depth map using the included camera parameters. The semantic segmentation task is learned with a pixel-wise cross-entropy loss. We reuse the approach from [24] for the instance segmentation task, i.e. we consider the proxy task of regressing each pixel to the center of the instance it belongs to. All images are rescaled to 256 by 512 pixels.

A ResNet-50 [17] with dilated convolutions is used as architecture for the sharable encoder. All tasks use a pyramid pooling module [60] as task-specific decoder. The task affinity is measured after each block in the ResNet-50 encoder. We follow the procedure from [49] and use the Cityscapes validation images as our test set. In particular, we estimate the hyperparameters on a subset of the train images after which we retrain on the entire train set.

Results We set the complexity parameter $\alpha$ to 0.2 when clustering the tasks. Figure 4a shows the learned task grouping. Our method decides to split off tasks after the third residual block. This contrasts with earlier work [24, 49], which shares the complete ResNet-50 encoder. We report the performance on the Cityscapes validation set in table 2. Our branched multi-task network outperforms the single task models, while trained with a simple uniform loss weighing. Furthermore, while the baseline MTL model suffers from a negative transfer, this effect is kept under control in the branched multi-task model. Our method seems to effectively separate dissimilar tasks by assigning them to different branches.

We compare our results with prior work on multi-task learning architectures. The MTAN model [33] only considers the semantic segmentation and depth estimation tasks.
Table 2: Performance on the Cityscapes validation set. The multi-task learning models were trained with a uniform loss weighing scheme. We report the performance for the semantic segmentation (S), instance segmentation (I) and monocular depth estimation task (D). The number of parameters is expressed in millions.

| Method               | S (IoU) | I (px) | D (px) | #P  |
|----------------------|---------|--------|--------|-----|
| Single Task [49]     | 60.68   | 11.34  | 2.78   | 138 |
| Baseline MTL [49]    | 54.59   | 10.38  | 2.95   | 92  |
| Branched MTL         | 61.35   | 9.96   | 2.66   | 107 |

Table 3: Task-specific decoder for the scene categorization task on SUN RGB-D.

| Layer                                  | Features    |
|----------------------------------------|-------------|
| Conv(k=3,p=1,s=1) + BN + ReLU          | 512         |
| Conv(k=3,p=1,s=2) + BN + ReLU          | 128         |
| Conv(k=3,p=0,s=0)                      | 1           |

Figure 4: Layer sharing scheme on Cityscapes and SUN RGB-D. On the Cityscapes dataset, we consider the semantic segmentation, instance segmentation and monocular depth estimation tasks. On the SUN RGB-D dataset, we consider the semantic segmentation, scene categorization and monocular depth estimation tasks.

on Cityscapes. This task pair is closely related according to our task affinity measure. The task hierarchy in [12] orders tasks based on their difficulty. This model also outperforms the baseline hard parameter sharing model, while using the parameter set efficiently. In contrast to our method, the model structure needs to be determined through a trial-and-error process.

4.3. SUN RGB-D

Dataset The SUN RGB-D dataset [23, 50, 52, 55] contains 10335 images of indoor scenes. All images have annotations for semantic segmentation, scene categorization and monocular depth estimation. We follow the approach from [52] for the scene categorization task, i.e. we only consider categories with more than 80 samples. The remaining images are categorized under the class *other*, for which we set the class weight equal to zero. All images are rescaled to 480 by 640 pixels. We opt for a simple augmentation strategy and only include random horizontal flipping.

Comparison with tasks on Cityscapes We compare the task affinity at different locations in the network between the tasks on SUN RGB-D and Cityscapes in figure 5. The tasks on SUN RGB-D are scored more strongly related in the deeper layers. We find that the task affinity scores can provide clues about the performance of a multi-task network which shares the entire encoder. In particular, such a task grouping leads to a significant performance decrease on Cityscapes, while being an effective grouping for the tasks on SUN RGB-D.

4.4. Repeatability of task groupings

Are the discovered task groupings repeatable, i.e. does a small change in the training procedure of the recombined networks lead to a completely different grouping of tasks or not? We retrained the recombined networks on Cityscapes under several conditions - using a different optimizer (SGD/Adam) and using half versus the complete training set. The task clustering procedure resulted in the
same tree structure on every run. Furthermore, the relative ordering of task similarities remained the same in 86.2 percent of the cases. This means, when there are two task pairs of which one is more strongly related, our method is likely to yield that conclusion even when trained under different conditions. Furthermore, the task affinity scores can be calculated using a subset of the available training data. This is a simple way to reduce the computational budget.

The repeatability of the task groupings should in fact not come as a surprise. Earlier work [58] assessed the performance of networks where the encoder and decoder were recombined to model task transfer relationships. They came to a similar conclusion, i.e. the performance score of the recombined networks is rather robust.

### 4.5. Computational budget

The proposed method requires to obtain $N^2$ encoder-decoder pairs, split at $L$ different locations. Training the recombined models on a server with two Tesla P-100 GPUs takes roughly two days for the tasks on Cityscapes and SUN RGB-D. Notice that we apply early stopping, as the models which were split in the deeper layers converge rather rapidly. Furthermore, as discussed in section 4.4, the computational budget can be further reduced by calculating the task affinity scores using only a subset of the available training data.

In our experiments, the tasks are merged into a single branch beyond a particular layer. This causes the clustering procedure to end. When this occurs in all top-$n$ groupings, calculation of the task affinities at lower layers can be omitted. We plot the reduction in train time as function of the parameter $n$ in figure 6. The computational budget for obtaining the necessary encoder-decoder pairs can be reduced. On Cityscapes and SUN RGB-D, $n$ is set to one. While for CelebA we set $n$ equal to three. Notice that the value of $n$ mainly depends on the scale at which we recombine the networks. If this happens at very fine-grained intervals, relative changes in affinity are smaller and more susceptible to noise. In this case, choosing $n > 1$ can help.

### 5. Conclusion

We considered the use of branched multi-task networks in which deeper layers gradually grow more task-specific. Additionally, we introduced a principled method to construct such branched multi-task networks. Our construction process groups related tasks together by making a trade-off between task similarity and network complexity. The task affinity scores are based on the premise that similar tasks can be solved with a similar set of features. In contrast to prior work [38], we show that our method can be applied to a wide variety of tasks, ranging from multi-attribute prediction to the combination of scene categorization and dense prediction tasks. Future work should extend our approach to allow more freedom in the construction of individual branches. Furthermore, it would be interesting to see which loss weighing schemes fit best with our approach.
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