Friedel oscillations and dynamical density of states of an inhomogeneous Luttinger liquid
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In this work, the four-point Green functions relevant to the study of Friedel oscillations are calculated for a Luttinger liquid with a cluster of impurities around an origin using the powerful Non chiral bosonization technique (NCBT). The two-point functions obtained using the same method are used to calculate the dynamical density of states (DDOS), which exhibits a power law in energy and closed analytical expressions for the DDOS exponent is calculated. These results interpolate between the weak barrier and weak link cases which are typically studied in the literature. The dependence of the DDOS on the nature of interactions and the strength of the impurity clusters is highlighted. Finally the special case of the Luttinger parameter g=1/2 is studied and compared with existing results.

I. INTRODUCTION

One dimensional systems hold a special position in the study of many body physics due to the unusual nature of the mutual interactions between the constituent particles, which forbids the use of Fermi liquid theory and perturbative techniques. An alternative is invoked to describe the state of 1D interacting systems, which goes by the name ‘Luttinger liquid’ [1] which is based on the linearization of the dispersion relations near to the Fermi level. The study of interactions is quantified by the computation of the N-point correlation functions using which a number of physical phenomena can be described. The most prevalent method to calculate the correlation functions of one dimensional systems is bosonization, which expresses a fermionic field as the exponential of a bosonic field [2]. This field theoretical approach to bosonization, which goes under the name g-ology is well established [3] and can successfully compute the N-point Green functions of a homogeneous Luttinger liquid. But the introduction of an impurity leads to inadequacy of this method and to circumvent this, other techniques like renormalization group (RG) methods are called for [4].

More recently, a new technique has been developed which can extract the most singular part of the correlation functions of a Luttinger liquid with arbitrary strength of the external impurities as well as that of mutual interactions between the particles [5]. This method, which goes by the name ‘Non chiral bosonization technique’ has been applied successfully to study the one step fermionic ladder (two 1D wires placed parallel and close to each other with hopping between a pair of opposing points) [6] and slowly moving heavy impurities in a Luttinger liquid [7]. Once the Green function of a given system is obtained, it may be used to predict different physical phenomena occurring in the system. Typical physical phenomena studied in Luttinger liquids with impurities includes Friedel oscillations [8], conductance [9, 10], Kondo effect [11, 12] and so on. In the famous work by Kane and Fisher [13], it has been shown how impurities can bring drastic effects to the conductance of the particles based on their nature of interaction, viz., attractive or repulsive. It is also well known that non trivial interactions between electrons and impurities leads to the occurrence of Friedel oscillations in the charge density profile of Fermi liquids [14–16].

In Luttinger liquids too, it is quite interesting to study the interplay between mutual interactions and impurities by taking into account Friedel oscillations. Egger and Grabert have studied Friedel oscillations in a Luttinger liquid with arbitrary interactions and arbitrary strengths of impurities [8] by combining the techniques of standard bosonization [1, 13, 17], self-consistent harmonic approximation [18, 19] and quantum Monte Carlo simulations. Fernandez et al. provided an alternative approach to this problem based on a path-integral bosonization technique previously developed in the context of non local quantum field theories and specially suited to consider long-ranged interactions [20]. Grishin et al. studied Friedel oscillations in a Luttinger liquid using the Green functions obtained using functional bosonization [21]. They also described the suppression of electron local density of states (LDOS) at the position of the impurity and obtained an analytic expression for the LDOS at any distance from the impurity. For the spinless Luttinger liquid and strong impurity, the density of states has been exactly calculated by Von Delft et.al. [2] for the specific case of \( K_p = 0.5 \) where \( K_p \) is the Luttinger parameter. With the emergence of 1D materials like carbon nanotubes [22] and quantum wires [23], the theoretical studies can be expected to make contact with experiments.

In this work, the NCBT is used, which uses a non standard harmonic analysis to express the fast parts of the density correlation functions in terms of the slowly varying parts which is suitable for studying the systems under consideration. The oscillating terms in the density density correlation functions (DDCF) are then calculated.
as a special case of four point functions. The two-point correlation functions for the same class of systems are used to calculate the DDOS, which for a Luttinger liquid exhibits a power law in energy and closed analytical expressions for the exponent is obtained for the same both for points near to and far away from the impurity. A comparison with existing literature is also made. The highlight of this work is that while these physical phenomena are studied using combination of different techniques besides bosonization, NCBT tackles these issues in an easier way.

II. SYSTEM DESCRIPTION

The system consists of a one dimensional chain of electrons with short ranged mutual interactions in the presence of a number of barriers and wells clustered around an origin. The Hamiltonian of the system is given as follows.

\[
H = \int_{-\infty}^{\infty} dx \psi^\dagger(x) \left(-\frac{1}{2m} \partial_x^2 + V(x)\right) \psi(x) + \frac{1}{2} \int_{-\infty}^{\infty} dx \int_{-\infty}^{\infty} dx' \nu(x-x') \rho(x) \rho(x')
\]

(1)

The first two terms are the kinetic and potential energy term respectively. The potential cluster can consist of one delta impurity \(V_0 \delta(x)\), two delta impurities placed close to each other \(V_0 (\delta(x+a) + \delta(x-a))\), finite barrier/well \(\pm V \theta(x+a) \theta(a-x)\), etc., where \(\theta(x)\) is the Heaviside step function. The system is subjected to the RPA (random phase approximation) which enables the calculation of the analytical expressions of the correlation functions. In this limit, the Fermi momentum and the mass of the fermion are allowed to be chosen in such a way that their ratio is finite (i.e. \(k_F/m \to \infty\) but \(k_F/m = v_F < \infty\)). Units are chosen such that \(\hbar = 1\) and hence \(k_F\) is both the Fermi momentum as well as a wavenumber [24]. The RPA limit results in linearizing the energy momentum dispersion near the Fermi surface (\(E = E_F + p v_F\) instead of \(E = p^2/(2m)\)). Furthermore, if ‘2a’ is the width of the impurity cluster (distance between the two delta potentials or width of the finite barrier) it is then imperative to define how this width ‘2a’ scales in the RPA limit. The assertion made is that in the RPA limit, \(2ak_F < \infty\) as \(k_F \to \infty\). In a similar way, the heights and depths of the various barriers/wells are assumed to be in fixed ratios with the Fermi energy \(E_F = \frac{1}{2} mv_F^2\) even as \(m \to \infty\) with \(v_F < \infty\). In case of the different potentials consisting the cluster, the only quantities that will be used in the calculation of the Green functions is the reflection (R) and transmission (T) amplitudes which can be easily calculated using elementary quantum mechanics and are provided in an earlier work [5]. Here the generalized notion of R and T is used in this work to signify the reflection and transmission amplitudes of the cluster of impurities in consideration. The third term in eq. (1) is the forward scattering mutual interaction term such that

\[
v(x-x') = \frac{1}{L} \sum_{q} v_q e^{-iq(x-x')}
\]

where \(v_q = 0\) if \(|q| > \Lambda\) for some fixed bandwidth \(\Lambda \ll k_F\) and \(v_0 = v_0\) is a constant, otherwise.

III. NON CHIRAL BOSONIZATION AND TWO POINT FUNCTIONS

As in conventional bosonization schemes using the field theoretical approach, the fermionic field operator is expressed in terms of currents and densities. But in NCBT the field operator is modified to include the effect of backscattering by impurities as follows.

\[
\psi_{\nu}(x,\sigma,t) \sim C_{\lambda,\nu,\gamma} e^{i\theta_{\nu}(x,\sigma,t)+2\pi i\lambda\nu \int_{\Lambda_{\gamma}(x)}^x \rho_\nu(-y,\sigma,t)dy}
\]

(2)

Here \(\theta_{\nu}\) is the local phase which is a function of the currents and densities which is also present in the standard bosonization schemes [3], ideally suited for homogeneous systems.

\[
\theta_{\nu}(x,\sigma,t) = \pi \int_{\Lambda_{\gamma}(x)}^x dy \left( \nu \rho_\nu(y,\sigma,t) - \int_{\Lambda_{\gamma}(y)}^y dy' \partial_{\nu y'} \rho_\nu(y',\sigma,t) \right)
\]

(3)

The new addition in eq. (2) is the \(\rho_\nu(-y)\) term which ensures the necessary trivial exponents for the single particle Green functions for a system of otherwise free fermions with impurities. The single particle Green functions of free fermions with impurities can be obtained using standard Fermi algebra and they serve as a basis for comparison for the Green functions obtained using the bosonized version of the field operator in eq. (2). The adjustable parameter is the quantity \(\lambda\) which can be either 0 or 1 as per requirement. Thus the standard bosonization scheme can be easily obtained by setting \(\lambda = 0\). The factor \(2\pi i\) ensures that the fermion commutation rules are preserved. The quantities \(C_{\lambda,\nu,\gamma}\) are also fixed by this comparison and they involve pre-factors which do not show any dynamics. The suffix \(\nu\) signifies a right mover or a left mover and takes values 1 and -1 respectively. This field operator (annihilation) as given in eq. (2), to be treated as a mnemonic to obtain the Green functions and not as an operator identity, is clubbed together with another such field operator (creation) to obtain the non interacting two point functions after fixing the \(C\)’s and \(\lambda\)’s. Finally the densities \(\rho\)’s are replaced by their interacting versions to obtain the many body Green functions, the details being described in an earlier work [5]. The two point functions obtained using NCBT are given in Appendix A.
IV. FOUR-POINT FUNCTIONS (FRIEDEL OSCILLATIONS)

In the RPA sense, the density $\rho(x, \sigma, t)$ may be “harmonically analysed” as follows.

$$\rho(x, \sigma, t) = \rho_s(x, \sigma, t) + e^{2\pi ik_F x} \rho_f(x, \sigma, t) + e^{-2\pi ik_F x} \rho^*_f(x, \sigma, t)$$

(4)

Here $\rho_s$ and $\rho_f$ are the slowly varying and the rapidly varying parts respectively. The auto-correlation function of the slowly varying part of the density $\rho_s$ (the average density is subtracted out, so this is really the deviation) may be written down using Wick’s theorem to give rise to the density density correlation functions of free fermions as follows.

$$\langle T \rho_s(x_1, \sigma_1, t_1) \rho_s(x_2, \sigma_2, t_2) \rangle = -\delta_{x_1, x_2} \frac{1}{4\pi} \sum_{\nu = \pm 1} \left( \theta(x_1x_2) - v_F(t_1 - t_2) \right)^2$$

$$+ \frac{|R|^2 \theta(x_1x_2)}{[v(x_1 + x_2) - v_F(t_1 - t_2)]^2} + \frac{(1 - |R|^2) \theta(-x_1x_2)}{[v(x_1 - x_2) - v_F(t_1 - t_2)]^2}$$

(5)

Here $|R|^2$ is the reflection coefficient of the cluster of impurities under consideration and $\theta(x)$ is the Heaviside step function. When interactions are taken into account, due to spin charge separation, two different velocities are seen, viz., the holon and the spinon velocity. Thus the density density correlation functions (DDCF) in presence of interactions is given by

$$\langle T \rho_s(x_1, \sigma_1, t_1) \rho_s(x_2, \sigma_2, t_2) \rangle = \frac{1}{4} \langle T \rho_s(x_1, t_1) \rho_s(x_2, t_2) \rangle + \frac{1}{4} \langle T \rho_s(x_1, t_1) \rho_s(x_2, t_2) \rangle$$

(6)

where $\rho_s(x, t) = \rho_s(x, t, \uparrow) + \rho_s(x, t, \downarrow)$ is the “holon” density and $\rho_s(x, t) = \rho_s(x, \uparrow, t) - \rho_s(x, \downarrow, t)$ is the “spinon” density and

$$\langle T \rho_s(x_1, t_1) \rho_s(x_2, t_2) \rangle = \frac{v_F}{2\pi^2 v_a} \sum_{\nu = \pm 1} \left( \frac{1}{(x_1 - x_2 + iv_a(t_1 - t_2))^2} - \frac{1}{(1 - \delta_{a,h} \frac{v_a - v_F}{v_a}) \frac{\nu}{2\pi} \text{sgn}(x_1) \text{sgn}(x_2)} \right)$$

(7)

where $a = n$ (spinon) or $h$ (holon). Here the spinon velocity is non-different from the Fermi velocity since it is the total density that couples to the short-range potential ($v_a = v_F$). On the other hand, the holon velocity is modified by interactions, $v_h = \sqrt{v_F^2 + 2v_F v_0/\pi}$ where $v_0$ is the strength of interaction between fermions as already described in Section 2.

The slow part of the DDCF given by eq. (6) can be used to obtain the fast part of the DDCF which corresponds to Friedel oscillations, which is nothing but a term which oscillates with wavenumber $2k_F$ such as $e^{2ik_F(x-x')} < T \rho_f(x, \sigma, t) \rho^*_f(x', \sigma', t') >$. This can be done using a non standard harmonic analysis suited to study inhomogeneous Luttinger liquids like the one under study.

$$\rho_f(x, \sigma, t) \sim e^{2\pi \int x \rho_s(y, \sigma, t) + \lambda \rho_s(-y, \sigma, t)} dy$$

(8)

The above equation is the basis of the NCBT using which eq. (2) is derived. The $\lambda$ is the same as that of eq. (2) taking values 0 or 1 and setting $\lambda = 0$ yields the standard harmonic analysis of Haldane. The value of $\lambda$ is first decided by calculating the non-interacting DDCF using eq. (8) and comparing with the same DDCF obtained using Fermi algebra. After that, similar to the calculation of the two-point functions, the non-interacting DDCF in eq. (5) is to be replaced by the interacting DDCF in eq. (6) to obtain the required four-point functions in presence of mutual interactions.

Define $\tilde{\rho}_f \equiv \rho_f - \rho_f >$. The prescription for choosing $\lambda, \nu$ in eq. (8) as discussed in [5] leads to the unambiguous conclusion that $\lambda_1 = 1 - \lambda_2$ (where $\lambda_1$ and $\lambda_2$ corresponds to the points $x_1$ and $x_2$ respectively) and the fast parts of the DDCF corresponding to Friedel oscillations are obtained as follows,.

$$\langle T \tilde{\rho}_f(x_1, \sigma_1, t_1) \tilde{\rho}_f(x_2, \sigma_2, t_2) \rangle \sim$$

$$\langle \text{Exp} \left[ \sum_{\nu, \nu' = \pm 1} \Gamma(\nu, \nu'; a) \log[(\nu x_1 - \nu' x_2) - v_a(t_1 - t_2)] - 1 \right] \rangle$$

$$\langle T \tilde{\rho}_f(x_1, \sigma_1, t_1) \tilde{\rho}_f(x_2, \sigma_2, t_2) \rangle \sim$$

$$\langle \text{Exp} \left[ \sum_{\nu, \nu' = \pm 1} \Gamma(\nu, \nu'; a) \log[(\nu x_1 - \nu' x_2) - v_a(t_1 - t_2)] - 1 \right] \rangle$$

(9)

One should remember that this really means the time derivative of the logarithms of both sides are equal to each other. The values of the anomalous scaling exponents $\Gamma(\nu, \nu'; a)$ can be obtained from the expression below.

$$\Gamma(\nu, \nu'; a) = \left( \frac{v_F}{2v_h} \delta_{a,h} + \frac{1}{2} \delta_{a,n} \right) (\delta_{\nu, \nu'} - \delta_{\nu, -\nu'})$$

(10)

V. DYNAMICAL DENSITY OF STATES

In this section the results for the local dynamical density of states (DDOS), $D_x(\omega)$ at location $x$ is presented. Physically, $D_x(\omega) d\omega$ is the number of quasiparticle states per unit length with energy between $\hbar \omega$ and $\hbar(\omega + d\omega)$ relative to the Fermi energy. In a 1D system of Fermi gas, the density of states is constant for $\omega$ small compared to the Fermi energy and is given by,

$$D(\omega) = \frac{1}{\pi v_F}$$

(11)
For a Fermi liquid also, the density of states near the Fermi energy is constant. But for a Luttinger liquid, the DDOS exhibits a power law in energy: $D(\omega) \sim \omega^a$ where $a$ is the density of states exponent. $a$ depends on the forward scattering interaction strength and vanishes when this is zero. To prove this, it is important to generalize the idea of density of states to interacting many body systems. The generalization is given below.

$$D_{\text{s}}(\omega) = \int_{-\infty}^{\infty} \frac{dt}{2\pi} e^{i\omega t} \langle \{\psi(x, \sigma, t), \psi^\dagger(x, \sigma, 0)\} \rangle$$

(12)

The above eq. (12) relates the local density of states to the single particle Green function formulas which are provided in Appendix A. The DDOS consists of both slowly and rapidly oscillating (Fridel oscillation) terms which can be written in terms of the different parts of the Green functions as given in eq. (A.1).

$$D_{\text{s}}(\omega) = \int_{-\infty}^{\infty} \frac{dt}{2\pi} e^{i\omega t} \left( \langle \{\psi_R(x, \sigma, t), \psi^\dagger_R(x, \sigma, 0)\} \rangle \right) + \langle \{\psi_L(x, \sigma, t), \psi^\dagger_L(x, \sigma, 0)\} \rangle$$

(13)

In the present work we shall be content at evaluating the slow contributions to the local DDOS (for fermions with spin, it is calculated for one spin projection and the answer is then doubled). For the inhomogeneous systems under study (cluster of impurities), there are two interesting limits viz. when $x$ is far away from the cluster of barriers and wells and also when $x$ is near or at the location of barriers and wells. For this, a dimensionless parameter proportional to the location $x$ is defined viz. $\xi = \frac{2\omega|x|}{v_F v_h}$ and the DDOS at zero temperature is given in general as follows,

$$D_\xi(\omega) \sim \omega^a(\xi)$$

(14)

At the Fermi level, local density of states at finite temperature is obtained by simply replacing $\omega$ in the above equation by $k_B T$ viz. the temperature. The exponent $a(\xi)$ is given as follows.

$$a(\xi) = \begin{cases} \left(\frac{v_F}{4v_F v_h}\right)^2 + \frac{|R|^2(v_F v_h)|v_F|^2}{4v_h(v_F^2 - |R|^2 v_F v_h)} & 0 < \xi \ll 1 \\ \left(\frac{v_F}{4v_F v_h}\right)^2 & \xi \gg 1 \end{cases}$$

A. Far away from the impurity

Consider the Luttinger parameter $g$ (also called $K_o$ in the literature) which in the present work is equal to $v_F/v_h$. From eq. (14), the DDOS exponent for points far away from the impurity can be written in terms of $g$ as $a(\xi \gg 1) = \frac{1}{2}(g + \frac{1}{g} - 2)$ which is precisely the exponent found in the textbooks for fermions with spin (Giamarchi [3], eq. (7.27)). From fig. 1. (b), it can be seen that the exponent $a$ is non-negative and its value monotonically increases with an increase in the strength of mutual interactions both for attractive and repulsive interactions. It is independent of the strength of the impurity and it vanishes when interactions are switched off giving back the uniform density of states given by eq. (11).

B. Near the impurity

The exponent $a(0 < \xi \ll 1)$ is the new result which is the DDOS exponent for points close to or at the position $x$. The exponent $a(0 < \xi \ll 1)$ is the new result which is the DDOS exponent for points close to or at the position $x$. The figure shows the density of states exponent $\alpha$ as a function of the interaction parameter $v_0$ for various values of reflection amplitudes $|R|$ given in parenthesis. (b) Density of state exponents($\xi \gg 1$) as a function of the interaction parameter $v_0$ ($v_F = 1$).
of the impurity for arbitrary strength of impurities and mutual interactions. It interpolates between the weak impurity and weak link results which are typically discussed in the literature. In the case of the half line, Kane and Fisher [13] have remarked that for spinless fermions the density of states is \( \rho_{\text{end}}(\epsilon) \sim \epsilon^{\frac{1}{2} - 1} \). For fermions with spin the exponent may be inferred as half of this [5] viz. \( D_{\text{half-line}}(\omega) \sim \omega^{\frac{1}{2}(\frac{1}{2} - 1)} \). Setting \( |R| = 1 \) for half-line in eq. (14), \( \alpha(\xi \equiv 0) = \frac{(v_h - v_F)}{2v_F} = \frac{1}{2}(\frac{1}{g} - 1) \) since \( g = \frac{v_F}{v_h} \). Thus the exponents are in exact agreement with that of Kane and Fisher. For repulsive interactions, \( v_h > v_F \) the exponent \( \alpha > 0 \). This means the density of states near the impurity tends to vanish at low energies for repulsive interactions. This is analogous to the well known phenomena called ‘cutting the chain’ described by Kane and Fisher [13]. But for attractive interactions \( v_h < v_F \) and for \( |R|^2 > |R_{\text{ci}}|^2 \equiv \frac{v_F - v_h}{v_F} \) the exponent \( \alpha < 0 \). Lastly for attractive interactions with \( |R| > |R_{\text{ci}}| \) the exponent \( \alpha < 0 \). The exponent near the impurity becomes negative in some regions signifying that the density of states diverges at low energies near the impurity i.e. the impurity together with attractive interactions effectively brings back low-energy quasiparticles which ought not to be there in a Luttinger liquid. This is analogous to the well known phenomenon called ‘healing the chain’ [13].

C. Comparison with existing studies (\( g=1/2 \) case)

For the spinless case and strong impurity, the density of states has been exactly calculated by Von Delft et.al. [2] for the specific case of \( g = \frac{1}{2} \) and obtained to be \( D(\omega) \sim \omega \). Recalculating the exponent in eq. (14) for the spinless case (double of this exponent) and strong impurity (\( |R| = 1 \)), NCBT yields \( D(\omega) \sim \omega^{\alpha} \) where \( \alpha = \frac{1}{2} - 1 \) and for \( g = \frac{1}{2} \), we have \( D(\omega) \sim \omega \) which is in agreement with Von Delft et.al. [2], Fabrizio & Gogolin[25], Furusaki [26], etc.

The main advancement of the present work is being able to provide simple analytical expressions for exponents such as these that interpolate between the non-barrier and strong barrier cases. The novel technical framework that abandons the g-ology framework in favor of non-chiral bosonization technique with non-standard harmonic analysis of the field operator enables an exact treatment of free fermions plus impurity problem.

VI. CONCLUSIONS

In this work, the non chiral bosonization technique is used to calculate the rapidly oscillating parts of the density density correlation functions, also called Friedel oscillation terms, which arises because of the presence of a localized impurity in an otherwise homogeneous Luttinger liquid. The two-point functions obtained using the same technique are used to express the local dynamical density of states as a power law and a closed analytical expression of the exponent is obtained as a function of the strength of impurities and that of mutual interactions. The interesting limits of far away from the impurity as well as near or at the position of impurity is also discussed. A comparison is made with the existing literature for the dynamical density of states in the special case of \( g=1/2 \) and an exact match is observed.

VII. APPENDIX A: TWO POINT FUNCTIONS USING NCBT

The full Green function is the sum of all the parts. The notion of weak equality is introduced which is denoted by \( A[X_1, X_2] \sim B[X_1, X_2] \). This really means \( \partial_t \text{Log}[A[X_1, X_2]] = \partial_t \text{Log}[B[X_1, X_2]] \) assuming that \( A \) and \( B \) do not vanish identically. In addition to this, the finite temperature versions of the formulas below can be obtained by replacing \( \text{Log}[Z] \) by \( \text{Log}[\frac{2v_F}{\pi} \text{Sinh}[\frac{\pi |Z|}{2v_F}]] \) where \( Z \sim (v_1x - v_2y) - v_0(t_1 - t_2) \) and singular cutoffs ubiquitous in this subject are suppressed in this notation for brevity - they have to be understood to be present.

**Notation:** \( X_i \equiv (x_i, s_i, t_i) \) and \( \gamma_{12} = t_1 - t_2 \).

\[
\langle T \psi(X_1)\psi^+(X_2) \rangle = \langle T \psi_R(X_1)\psi_R^+(X_2) \rangle + \langle T \psi_L(X_1)\psi_L^+(X_2) \rangle + \langle T \psi_R(X_1)\psi_L^+(X_2) \rangle + \langle T \psi_L(X_1)\psi_R^+(X_2) \rangle
\]

(A.1)

**Case I :** \( x_1 \) and \( x_2 \) on the same side of the origin

\[
\langle T \psi_R(X_1)\psi_R^+(X_2) \rangle \sim \frac{\langle 4(x_1, x_2) \rangle^4}{(x_1 - x_2 - v_0\tau_{12})^2} \frac{(x_1 - x_2 - v_0\tau_{12})^5}{(x_1 - x_2 - v_0\tau_{12})^5}
\]

\[
\times \frac{1}{(x_1 - x_2 - v_0\tau_{12})^4} \frac{(x_1 - x_2 - v_0\tau_{12})^4}{(x_1 - x_2 - v_0\tau_{12})^4}
\]

\[
\times \frac{1}{(x_1 - x_2 - v_0\tau_{12})^4} \frac{(x_1 - x_2 - v_0\tau_{12})^4}{(x_1 - x_2 - v_0\tau_{12})^4}
\]

\[
\langle T \psi_L(X_1)\psi_L^+(X_2) \rangle \sim \frac{\langle 4(x_1, x_2) \rangle^4}{(x_1 - x_2 - v_0\tau_{12})^2} \frac{(x_1 - x_2 - v_0\tau_{12})^5}{(x_1 - x_2 - v_0\tau_{12})^5}
\]

\[
\times \frac{1}{(x_1 - x_2 - v_0\tau_{12})^4} \frac{(x_1 - x_2 - v_0\tau_{12})^4}{(x_1 - x_2 - v_0\tau_{12})^4}
\]

\[
\times \frac{1}{(x_1 - x_2 - v_0\tau_{12})^4} \frac{(x_1 - x_2 - v_0\tau_{12})^4}{(x_1 - x_2 - v_0\tau_{12})^4}
\]

\[
\langle T \psi_R(X_1)\psi_L^+(X_2) \rangle \sim \frac{\langle 2(x_1)^2 + (2x_1)^2 \rangle}{(x_1 - x_2 - v_0\tau_{12})^2} \frac{(x_1 - x_2 - v_0\tau_{12})^5}{(x_1 - x_2 - v_0\tau_{12})^5}
\]

\[
\times \frac{1}{(x_1 - x_2 - v_0\tau_{12})^4} \frac{(x_1 - x_2 - v_0\tau_{12})^4}{(x_1 - x_2 - v_0\tau_{12})^4}
\]

\[
\times \frac{1}{(x_1 - x_2 - v_0\tau_{12})^4} \frac{(x_1 - x_2 - v_0\tau_{12})^4}{(x_1 - x_2 - v_0\tau_{12})^4}
\]

\[
\langle T \psi_L(X_1)\psi_R^+(X_2) \rangle \sim \frac{\langle 2(x_1)^2 + (2x_1)^2 \rangle}{(x_1 - x_2 - v_0\tau_{12})^2} \frac{(x_1 - x_2 - v_0\tau_{12})^5}{(x_1 - x_2 - v_0\tau_{12})^5}
\]

\[
\times \frac{1}{(x_1 - x_2 - v_0\tau_{12})^4} \frac{(x_1 - x_2 - v_0\tau_{12})^4}{(x_1 - x_2 - v_0\tau_{12})^4}
\]

\[
\times \frac{1}{(x_1 - x_2 - v_0\tau_{12})^4} \frac{(x_1 - x_2 - v_0\tau_{12})^4}{(x_1 - x_2 - v_0\tau_{12})^4}
\]

(A.2)
Case II : $x_1$ and $x_2$ on opposite sides of the origin

$$
\langle T \psi_R(X_1) \psi_L^\dagger(X_2) \rangle \sim \frac{(2x_1)^{1+\gamma_1} (2x_2)^{1+\gamma_2}}{2(x_1 - x_2 - v_h \tau_{12})^4 (-x_1 - x_2 - v_h \tau_{12})^4 (x_1 - x_2 - v_F \tau_{12})^{0.5}} \\
\times \frac{(x_1 + x_2 - v_h \tau_{12})^{3} (-x_1 - x_2 - v_h \tau_{12})^4 (x_1 - x_2 - v_F \tau_{12})^{0.5}}{(x_1 + x_2 + v_F \tau_{12})^{0.5}} + \frac{(2x_1)^{1+\gamma_1} (2x_2)^{1+\gamma_2}}{2(x_1 - x_2 - v_h \tau_{12})^4 (-x_1 - x_2 - v_h \tau_{12})^4 (x_1 - x_2 - v_F \tau_{12})^{0.5}} \\
\times \frac{(x_1 + x_2 - v_h \tau_{12})^{3} (-x_1 - x_2 - v_h \tau_{12})^4 (x_1 - x_2 - v_F \tau_{12})^{0.5}}{(x_1 + x_2 + v_F \tau_{12})^{0.5}} \\
\langle T \psi_R(X_1) \psi_L^\dagger(X_2) \rangle \sim 0 \\
\langle T \psi_L(X_1) \psi_R^\dagger(X_2) \rangle \sim 0
$$

(A.3)

where

$$Q = \frac{(v_h - v_F)^2}{8v_h v_F} ; \quad X = \frac{|R|^2(v_h - v_F)(v_h + v_F)}{8v_h(v_h - |R|^2(v_h - v_F))} ; \quad C = \frac{v_h v_F}{4v_h}$$

(A.4)

The other exponents can be expressed in terms of the above exponents.

$$P = \frac{1}{2} + Q ; \quad S = \frac{Q}{C} (\frac{1}{2} - C) ; \quad Y = \frac{1}{2} + X - C ;$$

$$Z = X - C ; \quad A = \frac{1}{2} + Q - X ; \quad B = Q - X ;$$

$$D = - \frac{1}{2} + C ; \quad \gamma_1 = X ; \quad \gamma_2 = -1 + X + 2C ;$$
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