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Abstract Various features of the development of individual living species, including individual humans, are programmed. Is death also programmed, and if yes, how is it implemented and what can be the underlying mechanism providing the inevitability of death? The hypothesis presented in this paper is based on the similarity of the human evolution to the evolution of simple discrete nonlinear fractional (with power-law memory) systems. Caputo fractional/fractional difference logistic map is a simple discrete system with power-/asymptotically power-law memory and quadratic nonlinearity. In the area of parameters where the fixed point is unstable, its evolution starts as the evolution of a system with a stable fixed point but then this fixed point becomes unstable, suddenly breaks, and turns into a period two point. Considered under various types of random perturbations, the time spans of the evolution as a fixed point before the break (lifespans) obey the Gompertz-Makeham law, which is the observed distribution of the lifespans of live species, including humans. The underlying reason for modeling the evolution of humans by fractional systems are the observed power law in human memory and the viscoelastic nature of organ tissues of living species. Models with power-law memory may explain the observed decrease at very large ages of the rate of increase of the force of mortality and they imply limited lifespans.
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1 Introduction

This paper is meant for publication in a collection of papers in memory of Valentin Afraimovich, an outstanding mathematician and a wonderful man. It was a pleasure to be acquainted with Valentin for more than 20 years, to have conversations about life and science. The spectrum of his scientific interests was very wide. Although he didn’t work in the field of fractional dynamics, he attended many talks. He told me once that he would work in discrete fractional calculus if fractional systems were considered as an infinite-dimensional system. Unfortunately, this approach to fractional dynamics was not implemented during Valentin’s life.

I developed an interest in fractional calculus while working with George Zaslavsky at NYU on transport in Hamiltonian systems and billiards. Work on fractional maps introduced in [67] to investigate general properties of fractional (with power-law memory) systems was proposed by George and discrete fractional dynamics has been the main topic of my research during the last ten years.

Fractional calculus has many applications, which include (the number of publications on applications of fractional calculus is overwhelming and the references here are just examples) transport (anomalous diffusion) in Hamiltonian systems and billiards [80], systems with long-range interactions [44, 81], electromagnetic fields in dielectric media [62, 63, 66], viscoelastic materials and rheology [3, 7, 49], fractional control [6], and many others.

2 Fractional Dynamical Systems

Fractional differences/derivatives are convolutions with power-law functions. Therefore, fractional space derivatives appear in equations of distributed in space systems, but the real fractional dynamics is the dynamics of systems with power-law memory. In such systems, which are called fractional dynamical systems, new values of the system’s variables depend on the whole history of the system’s evolution. In what follows we will use the fractional Caputo derivative defined as (see e.g. [42])

$$\frac{C_0}{\Gamma(n-\alpha)} \frac{D^n x(t)}{t^n} = \frac{1}{\Gamma(n-\alpha)} \int_0^t \frac{D^n x(\tau)}{(t-\tau)^{\alpha-n+1}} d\tau \quad (n-1 < \alpha \leq n), \quad (1)$$

where $D^n x(t)$ is a regular derivative of the nth order. We will also use examples based on the Caputo fractional/fractional difference standard and logistic maps. They are particular forms of the fractional/fractional difference universal map (see [18][19][21][23]). The m-dimensional Caputo fractional universal map can be written as

$$x^{(s)}_{n+1} = \sum_{k=0}^{m-s-1} \frac{x_0^{(k+s)} h^k (n+1)}{k!} - \frac{h^{\alpha-s}}{\Gamma(\alpha-s)} \sum_{k=0}^{n} G_k(x_k) (n-k+1)^{\alpha-s-1}, \quad (2)$$
where $\alpha \in \mathbb{R}$, $\alpha \geq 0$, $m = \lfloor \alpha \rfloor$, $n \in \mathbb{Z}$, $n \geq 0$, $s = 0, 1, ..., m - 1$. In this paper we assume that $x^{(1)}$ is a momentum $p$ and in all maps (including fractional difference maps) consider the case $h = 1$.

The $m$-dimensional Caputo fractional difference universal map can be written as

$$x_{n+1} = \sum_{k=0}^{m-1} \Delta^k x(0) \binom{n+1}{k} - \frac{1}{\Gamma(\alpha)} \sum_{s=0}^{n+1-m} (n-s-m+\alpha)^{(\alpha-1)} G_K(x_{s+m-1}),$$

(3)

where $\alpha \in \mathbb{R}$, $\alpha \geq 0$, $m = \lfloor \alpha \rfloor$.

are the initial conditions, and the falling factorial $t^{(\alpha)}$ is defined as

$$t^{(\alpha)} = \frac{\Gamma(t+1)}{\Gamma(t+1-\alpha)}, \quad t \neq -1, -2, -3, ....$$

(5)

In the case $\alpha = 1$ maps Eq. (2) and Eq. (3) converge to the regular logistic map

$$x_{n+1} = Kx_n(1-x_n)$$

(6)

if (see [15, 16, 21, 22, 23] for fractional maps and [19, 21, 22, 23] for fractional difference maps)

$$G_K(x) = x - Kx(1-x).$$

(7)

These maps are called Caputo fractional (in the case of Eq. (2)) or fractional difference (in the case of Eq. (3)) logistic $\alpha$-families of maps (or simply logistic Caputo fractional/fractional difference maps).

In the case $\alpha = 2$ maps Eq. (2) and Eq. (3) converge to the regular standard map (see [10])

$$p_{n+1} = p_n - K \sin(x_n) \quad (\text{mod } 2\pi),$$

(8)

$$x_{n+1} = x_n + p_{n+1} \quad (\text{mod } 2\pi)$$

(9)

if (see [15, 16, 17, 21, 22, 23, 64, 65, 66] for fractional maps and [18, 19, 21, 22, 23] for fractional difference maps)

$$G_K(x) = K \sin(x).$$

(10)

These maps are called Caputo fractional (in the case of Eq. (2)) or fractional difference (in the case of Eq. (3)) standard $\alpha$-families of maps (or simply standard Caputo fractional/fractional difference maps).

We’ll use the fractional Riemann-Liouville standard map for $1 < \alpha \leq 2$ in the form (see [21, 22, 23, 25, 66, 67])
Fig. 1 (a) 20000 iterations on each of two overlapping attractors of the Caputo fractional standard map’s phase space with $K = 4.5$, $\alpha = 1.02$, and $x_0 = 0$; the cascade of bifurcations type trajectory has initial momentum $p_0 = -1.8855$ and the chaotic attractor $p_0 = -2.5135$. (b) A self-intersecting phase space trajectory of the fractional Caputo Duffing equation $\frac{D_\alpha}{D_t}x(t) = x(1-x^2)$, $t \in [0, 40]$ with the initial conditions $x(0) = 1$ and $dx/dt(0) = 0.199$. Fractional Caputo derivative is defined by Eq. (1).

\[
p_{n+1} = p_n - K\sin(x_n), \quad (11)
\]

\[x_{n+1} = \frac{1}{\Gamma(\alpha)} \sum_{i=0}^{n} p_{i+1} V_\alpha(n-i+1), \quad \text{(mod } 2\pi\text{)},
\]

where

\[V_\alpha(m) = m^{\alpha-1} - (m-1)^{\alpha-1}. \quad (12)\]

Properties of fractional dynamical systems are different from properties of the regular dynamical systems in the following:

- Chaotic attractors in fractional dynamical systems may overlap and trajectories may intersect in continuous fractional systems of low orders Fig. 1. This leads to the inapplicability of the Poincaré-Bendixson theorem to fractional systems. Therefore, in continuous fractional systems of low orders non-existence of chaos is only a conjecture (see [12, 20]).

- In fractional systems periodic sinks, except fixed points, may exist only in an asymptotic sense. Asymptotically attracting points may not belong to their own basins of attraction (see [13, 15, 16]). A trajectory starting from an asymptotically attracting point may end attracted to a different asymptotically attracting point. The rate at which a trajectory is approaching an attracting point depends on initial conditions. Trajectories originating from a basin of attraction may converge faster (as $x_n \approx n^{-1-\alpha}$ for the fractional Riemann-Liouville standard map, see Fig. 1 from [15]) than trajectories originating from the chaotic sea (as $x_n \approx n^{-\alpha}$). Fractional differential/difference equations do not have periodic solutions except fixed points; they may have asymptotically periodic solutions instead (see, e.g., [2, 36, 37, 40, 69, 72, 79]).

- A new type of attractors, nonexistent in regular systems, cascade of bifurcations type trajectories (CBTT), Fig. 2 and Fig. 3, is a general feature of fractional
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Fig. 2 Cascade of bifurcations type trajectories (CBTT) in the Caputo logistic fractional maps, Eq. (2) with $h = 1$ and $G_k(x) = x - Kx(1 - x)$. In both cases $\alpha = 0.1$ and $x_0 = 0.001$: (a) in the case $K = 22.37$, the last bifurcation from the period $T = 8$ to the period $T = 16$ occurs after approximately $5 \times 10^5$ iterations; (b) in the case $K = 22.423$, after approximately $5 \times 10^5$ iterations the trajectory becomes chaotic.

3 Power-Law Memory (Fractionality) in Biological Systems

The following review of studies of memory in biological systems emphasizes the role of nonlinear fractional (with power-law memory) dynamics described by the fractional differential/difference equations of the orders $0 < \alpha < 2$, and especially, $\alpha$ close to zero.

Memory, as a significant property of humans, is a subject of extensive biophysical and psychological research. The power-law forgetting, the decay of the accuracy on
Fig. 3  CBTT in the Riemann-Liouville fractional standard map with $1 < \alpha < 2$, Eq. (11): (a) 120000 iterations on a single trajectory with $K = 4.5$, $\alpha = 1.65$, and $p_0 = 0.3$. The trajectory occasionally sticks to one of the CBTTs (intermittent CBTT) but then always recovers into the chaotic sea. (b) 100000 iterations on a trajectory with $K = 3.5$, $\alpha = 1.1$, and $p_0 = 20$. The trajectory very fast turns into a CBTT which slowly converges to a fractal type set.

Fig. 4  2D bifurcation diagrams for the fractional (solid thing lines) and fractional difference (bold and dashed lines) Caputo standard (a) and $h = 1$ logistic (b) maps. The first bifurcation, transition from a stable fixed point to a stable period two ($T = 2$) sink, occurs on the bottom curves. A $T = 2$ sink (in the case of the standard $\alpha$-families of maps an antisymmetric $T=2$ sink with $x_{n+1} = -x_n$) is stable between the bottom and the middle curves. Transition to chaos occurs on the top curves. For the standard fractional map transition from a $T = 2$ to $T = 4$ sink occurs on the line below the top line (the third from the bottom line). Period doubling bifurcations leading to chaos occur in the narrow band between the two top curves. This figure is reprinted from [22], with the permission of AIP Publishing.

memory tasks as $\sim t^{-\beta}$, with $0 < \beta < 1$, has been demonstrated in experiments described in [39, 58, 76, 77, 78]. Let us note here that fractional maps of the orders $0 < \alpha < 1$ are maps with power-law, $-\beta = \alpha - 1$, decaying memory, where $0 < \beta < 1$ [15]. Human learning is also characterized by power-law memory: the reduction in reaction times that comes with practice is a power function of the number of training trials [1]. Dynamics of biological systems at levels ranging from single ion channels
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Fig. 5  The memory $\alpha$-$\sigma$ bifurcation diagrams for fractional Caputo standard (a) and logistic (b) maps obtained after 5000 iterations. $K = 4.2$ in (a) and $K = 3.8$ in (b).

up to human psychophysics in [28, 45, 70, 71, 78, 83] is described by application of power-law adaptation.

The underlying reasons for human’s power-law memory can be related to the power-law memory of its building blocks, from individual neurons and proteins to tissues of individual organs. Processing of the external stimuli by individual neurons, as it has been shown in [46, 47, 55], can be described by fractional differentiation with the orders of derivatives $\alpha \in [0, 1]$. For example, in the case of neocortical pyramidal neurons this order is $\alpha \approx 0.15$. The power-law memory kernel with the exponent $-0.51 \pm 0.07$ is demonstrated in fluctuations within single protein molecules (see [51]).

As mentioned at the end of Section 1, viscoelasticity is one of the most important applications of fractional calculus. Viscoelastic materials act as substances with power-law memory and their behavior can be described by the fractional differential equations. It was demonstrated in many publications that human tissues are viscoelastic, which is related to the viscoelasticity of the components of tissues: structural proteins, cells, extracellular matrices, and so on. Earlier references (prior to 2014) related to various organs may be found in [17]. For more recent results on viscoelasticity of the brain tissue see [54], cardiovascular tissues [73], human tracheal tissues [59], human skin [38], human bladder tumours [4], human vocal fold tissues [9], and many other publications.

Additional areas of application of fractional calculus in biology include fractional wave-propagation in biological tissues [13, 54, 55, 61], bioengineering (bioelectrodes, biomechanics, and bioimaging) [48], population biology and epidemiology [5, 35].
4 Inevitability of death

Humans live and die. There is no way to stop aging. According to the Guinness World Records and the Gerontology Research Group, the longest living person whose dates of birth and death were verified (although not without controversies), Jeanne Calment (1875–1997), lived to 122. Recent deaths of people with whom I had close relationships, George Zaslavsky, Valentin Afraimovich, and related to them Vladimir Arnold, stimulated me to write this note. All of them lived for approximately 73 years and died, when they had active scientific plans and close family relationships. Tragic, untimely, unjustifiable deaths. And this is the reality: however smart, intelligent, and athletic we are, however healthy our diet is, we all die. There are some religious, philosophical, and scientific thoughts about this inevitability of death.

The religious explanation depends on which religion. In Christianity, Adam and Eve, the first humans, lost their lives because they sinned against God. (Genesis 3:17-19). The Bible says: “Through one man sin entered into the world and death through sin, and thus death spread to all men because they had all sinned.” (Romans 5:12). In Buddhism and Hinduism death is considered as a natural part of the cycle of life followed by rebirth. In Judaism death is not a tragedy - it is a natural process. Deaths, like lives, have meaning and are all part of G-d’s plan. Islam believes in soul’s continuous existence with transformed physical existence and a Day of Judgment deciding human beings’ eternal destination to Paradise or Hell.

Life and death are topics of many philosophical discussions. Evolutionary aspects can be found, for example, in the views of Heraclitus, Nietzsche, and Hegel. Life and death are two opposites which are inseparable, and Heraclitus apparently believed in the cyclic recurrence of all things, including our lives. In Hegel’s philosophy the recurrence is not cyclic but spiral.

4.1 Evolution and Lifespan

In 1889 August Weismann, in his interpretation and formulation of the mechanism of Darwinian evolution, theorized that aging is a part of life’s program because the old need to be removed to make room for the next generation to sustain the evolution.

To list the main modern approaches in the evolutionary biology we’ll follow (very briefly) Joshua Mitteldorf’s review. According to Mitteldorf, the four main theoretical explanations of aging are:

- Aging as the accumulation of damage. This approach is supported by the similarities between mortality curves and graphs of the failure rates in the non-living world (see, e.g., examples related to the Gompertz law on page 56 of the Gavrilovs’ book). Corresponding mathematical models can be found in chapter six of the book (see also). This approach is lacking the natural
selection argumentation and the only way to slow aging here is to prevent or repair the accumulated random damage. Arguments against this approach include the difference in the interaction with the environment between living and non-living matter (possibility of the energy accumulation from the environment and dumping an excess of entropy into the surroundings), difference in the repair mechanisms (internal somatic repairs are quite different from the external repair of machines), and here we would add the presence of memory as a significant feature of living matter.

• *Aging as irrelevant to evolution.* The original theoretical idea of Medawar [50] supported by Edney and Gill [27] is based on the fact that in the case of the low selection pressure mutational load alone could explain the evolutionary emergence of aging. The corresponding theory is called Mutation Accumulation (MA). Demographic surveys [57] and the existence of a conserved genetic basis for aging [33, 41] contradict the MA theory. An additional argument against the MA theory is low genetic variance, which is the proper measure of selection pressure, and the long-time existence of aging controlling families of genes [29, 56, 68].

At the cellular level, apoptosis and telomeric aging [11, 32] are two well-known mechanisms of programmed cellular death. They have always been assumed to be beneficial for the individual adaptation.

• *Aging as the result of evolutionary tradeoffs.* As Mitteldorf mentioned, the basis for the evolutionary tradeoff theories is an inescapable (and this is the key word here) tradeoff between preservation of the soma and other tasks essential to fitness, such as metabolism and reproduction. There is a significant amount of empirical data against the inescapability of the tradeoff.

The two main branches of the pleiotropic theories are the Antagonistic Pleiotropy (AP) theory (genetic tradeoff, originated from Williams’ work [75]) and the Disposable Soma theory (tradeoff in resource allocation, originated from the work of Kirkwood [43]).

• *Aging as a genetic program.* This approach implies that group selection to benefit the whole population is strong compared to individual adaptation based on the concept of individual competition. It contradicts modern genetic theories but has a strong support in empirical observations. For more details see [52]. If the genetic program theory works, then one may expect that manipulations of this program may result in a significant extension of the life span.

The detailed arguments in support and against of each approach can be found in Mitteldorf’s paper [52] and Mitteldorf himself is a strong proponent of the last (demographic) from the four listed approaches to the problem of the evolution of aging.

### 4.2 Gompertz-Makeham Distribution

Any mathematical model of aging should satisfy the observed distribution of the lifespans. This observed distribution is the Gompertz-Makeham law
\[ \mu(t) = A + R \exp(\gamma t), \]  

(13)

where \( A, R, \) and \( \gamma \) are constants and \( \mu \) is the force of mortality defined by the formula

\[ \mu(t) = -\frac{d \ln l(t)}{dt}, \]  

(14)

where \( t \) is the age and \( l(t) \) is the number of survivors from the initial population at age \( t \). The rate of increase of the force of mortality is decreasing at the extremely old ages \([30]\).

Various models described in Ch. 6 of Gavrilivs’ book \([30]\) are based on the statistics of extremes. A heterogeneous population consists of organisms considered to be combinations of (a very large number of) subsystems with many redundant elements under stochastic perturbations. Failure of any subsystem may (in the case of a series connection) lead to the death. Therefore, the authors of the models are looking for the limiting distributions of the least values of the lifespans of a large number of subsystems. In many cases the authors of models recover the Gompertz-Makeham law. The distribution of the organisms’ lifespans depends on the distribution of lifespans of its constituting elements. The Gompertz law for the subsystems’ lifespans generates the Gompertz law for the lifespans of the organisms.

The models of this type with the upper limit on the organism’s lifespan result in the increasing with age rate of increase of the force of mortality and contradict the observational data. The authors conclude that there can be no upper limit on the organism’s lifespan.

4.3 Fractional Dynamics Approach

As we already mentioned in the previous section, no considered models take into account the fact that all live species possess memory. As we mentioned in Sec. 3 memory is an important property of all animals’ (and humans’) organ tissues (subsystems), which are viscoelastic.

Antagonistic pleiotropy is one of the theories explaining aging. In short, it states: the better we fit, the sooner we die. Species compete to make more and better children and individuals exhaust themselves in this competition. Considering humans, the competition also includes the competition in intellects, in making discoveries (which, who knows, could be the purpose the human existence in the Universe). If the fittest one is not the one who succeeds in discoveries, then the evolutionary outcome could be the extinction of the human curiosity. But this is not what is observed. Making discoveries, thinking, requires a lot of concentration and use of organism’s resources. In addition to remembering and retrieving from the brain all facts that we’ve learned, we keep in mind all previous steps in our reasoning. But our memory decays (or strengthens) as a power law. This could be an additional argument to consider when modeling a human being (including the evolution of aging).
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Fig. 6 Asymptotically period two trajectories for the Caputo logistic $\alpha$-family of maps Eqs. (2) and (7) with $\alpha = 0.1$ and $K = 15.5$: (a) nine trajectories with the initial conditions $x_0 = 0.29 + 0.04i, i = 0, 1, \ldots, 8$ ($i = 0$ corresponds to the rightmost bifurcation); (b) $x_0 = 0.61 + 0.06i, i = 1, 2, 3$; (c) $x_0 = 0.95 + 0.04i, i = 1, 2, 3$. As $n \to \infty$ all trajectories converge to the limiting values $x_{lim1} = 0.80629$ and $x_{lim2} = 1.036030$. The unstable fixed point is $x_{lim0} = (K - 1)/K = 0.93548$. This figure is reprinted from [22], with the permission of AIP Publishing.

Therefore, the author believes that the use of the fractional (with power-law memory) models is a natural and appropriate approach to model a human individual. It is not trivial but possible to model a living species by a single variable and, in any case, this model will be a rough approximation of the reality. One of the ways is to consider a variable related (but not equivalent) to fitness understood, for example, as the total (potential) number of descendants produced by a certain age. This variable is less than one up to the age at which an organism is first capable of sexual reproduction of offspring (puberty), and then it gradually increases approaching some constant value until the organism dies (which could be long after the end of the ability to reproduce). Solutions of simple nonlinear discrete fractional equations bear a remarkable similarity to the evolution of this variable presented above. This similarity supports the author’s proposition to use fractional models to describe the evolution of aging.

Fig. 7 Asymptotically period two trajectories for the fractional difference Caputo logistic $\alpha$-family of maps Eqs. (3) and (7) with $\alpha = 0.1$ and $K = 2.5$: (a) seven trajectories with the initial conditions $x_0 = 0.0001, x_0 = 0.85 + 0.05i, i = 0, 1, 2, 3, x_0 = 0.12, \text{ and } x_0 = 0.14$ (the leftmost bifurcation); (b) $x_0 = 0.6 + 0.1i, i = 1, 2, 3$; (c) $x_0 = 0.9$. As $n \to \infty$ all trajectories converge to the limiting values $x_{lim1} = 0.3045$ and $x_{lim2} = 0.7242$. The unstable fixed point is $x_{lim0} = (K - 1)/K = 0.6$. 
Regular (without memory) models (systems of differential/difference equations) may have stable and unstable solutions. It is not trivial for a model of a regular system to have a solution that converges to a stable state and then, after a while, breaks. On the other hand, as we mentioned before, cascade of bifurcations type solutions (CBTT) are essential features of discrete nonlinear fractional order (with power-law memory) systems.

In CBTT the system first converges to a low-periodicity (or fixed) point but then this solution becomes unstable, the system breaks and jumps into a higher periodicity solution. The simplest discrete nonlinear fractional/fractional difference model is the logistic map, which has power-law (or asymptotically power-law) memory and quadratic nonlinearity. In a wide range of parameters, when a fractional system asymptotically converges to a period \( T > 1 \) or chaotic trajectory, for a fixed set of parameters the evolution depends only on initial conditions. Figs. 6 and 7 show this dependence for the fractional and fractional difference Caputo logistic maps. As one can see, for small values of initial conditions the system first slowly, in a regular way, starts converging to the unstable fixed point but then suddenly becomes unstable and bifurcates. The time of the regular convergence to the stable fixed point decreases with the increase in initial conditions. As it can be seen from Fig. 8, convergence to the stable fixed point follows the power law with the power \( \alpha \) from Eqs. (2) and (3).

In the case of fractional difference maps, convergence to the power law is very clear (see Fig. 8c). In the case of fractional maps, for small values of \( \alpha \) even convergence to the power law is slow (Fig. 8a), but Fig. 8b (\( \alpha=0.4 \)) confirms that eventually the convergence follows the power law (for the power-law convergence of trajectories see also [14, 16, 17, 18, 26]).

The lifespan in this model, the times of the regular convergence to a stable fixed point until the bifurcation on a single trajectory (call it death, breaking of the stable fixed-point evolution, etc.), as can be seen from Fig. 9, is the exponential function of the initial condition

\[
    t = t_m e^{-\gamma x},
\]

(15)
where \( t \) is the lifespan, \( x \) is the initial condition and constants \( t_m \), which is the maximal possible age, and \( \gamma \) depend on the map’s parameters. If we assume the uniform distribution of the initial conditions, \( dl(t) = dx(t) \), then calculating the force of mortality Eq. (14), we’ll obtain 
\[
\mu = \frac{1}{t^* (\ln t_m - \ln t)}
\]
This assumption seems unrealistic and the corresponding formula for the force of mortality is very different from the Gompertz-Makeham law.

More realistic is to assume that the value of an initial condition (number of descendants produced at very early ages) is near zero and consider the evolution under random perturbations (mutations, interactions with the environment, etc.). There are various ways to introduce perturbations: they may be either uniformly distributed or normally; they may be added at each step of iterations starting either from the beginning of the evolution or at a certain age (this would correspond to a perfect cellular repair mechanism up to that age); they may be of a constant magnitude or increasing; and so on. In this publication we present only two cases: In Fig. 10 we present four different trajectories for the Caputo fractional logistic map with \( \alpha = 0.1 \), \( K = 15.9 \) and \( x_0 = 0.0001 \). In this case the maximal lifespan (without perturbations, this case is added to each subfigure) is approximately 106500 iterations (then the system

![Fig. 9](image_url) The time of the regular convergence to a stable fixed point until the bifurcation on a single trajectory for the fractional (a) and (b), and fractional difference (c) and (d) Caputo logistic \( \alpha \)-family of maps as a function of the initial condition. Maps’ parameters are indicated on the figures.
bifurcates very fast). The perturbations $\sigma$ are uniformly distributed within the interval $(-0.0005, 0.0005)$ and are added at each step starting from $n = 20001$. Fig. 11

Fig. 10 Four examples of the influence of perturbations in Caputo fractional logistic map with $\alpha = 0.1, K = 15.9$ and $x_0 = 0.0001$. Perturbations, uniformly distributed within the interval $(-0.0005, 0.0005)$, are added at each step of iterations starting from $n = 20001$. The steady line, which breaks at the end, in the middle of each graph shows the unperturbed solution.

presents four different trajectories for the fractional difference logistic map with $\alpha = 0.1, K = 2.69$ and $x_0 = 0.0001$. In this case the maximal lifespan is approximately 77000 iterations. The perturbations $\sigma$ are normally distributed with the zero mean value and the standard deviation 0.0005; perturbations are added at each step starting from $n = 16$. These figures demonstrate the relative robustness of the solution with respect to perturbations. Still, in each case the bifurcation occurs much earlier compared to the unperturbed case.

To obtain the distribution of the times of the stable evolution prior to the bifurcation (lifespans) in the fractional/fractional difference under perturbation models, the
Fig. 11 Four examples of the influence of perturbations in Caputo fractional difference logistic map with $\alpha = 0.1$, $K = 2.69$ and $x_0 = 0.0001$. Perturbations are normally distributed with the zero mean value and the standard deviation 0.0005 and are added at each step of iterations starting from $n = 16$. The steady line, which breaks at the end, in the middle of each graph shows the unperturbed solution.

The author followed the standards described in Chapters 2 and 3 of the Gavrilovs' book [30]. In different cases (various maps, parameters, and perturbations) from tens of thousands to hundreds of thousands runs with various sets of random perturbations were performed. In each set of runs the magnitude of perturbations was much (hundreds or thousands times) smaller than the difference between two limiting values $x_{lim}$ of the asymptotically period two solution of the unperturbed equation. To distinguish the difference $|x_{n+1} - x_n|$ due to a bifurcation from the difference due to random perturbations, the value of the level (mentioned in Fig. 12), which is much larger than any reasonably probable value of a perturbation (e.g., 20 standard deviations in Fig. 12b), was selected. Then, the assumption was made that the steady
Fig. 12 The logarithm of the force of mortality as a function of age. All relevant parameters are indicated in the subfigures' titles. The maximal possible age (when there are no perturbations) in case (a) is 106 and in case (b) is 77.
power-law convergence to the fixed point terminates (death of an organism) when the difference $|x_{n+1} - x_n|$ for the first time exceeds the level.

Each run was terminated at the iteration $n_{\text{lev}}$ at which the magnitude of the difference between two consecutive values of $x$ for the first time exceeded the level and the value of $l_t$, where $t = [n_{\text{lev}}/1000]$ was increased by one. Then, the force of mortality $\mu_t$, Eq. (14), was calculated according to the Eq. (9) from the Chapter 2 of the book [30] as

$$\mu_t = \frac{1}{2} \ln \left( \frac{l_{t-1}}{l_{t+1}} \right).$$  (16)

As in Chapter 3 of [30], in this paper we draw the graphs of $\log(\mu_t \times 10^5)$ as a function of the age $t$ and see if it fits a straight line (which implies the Gompertz-Makeham law).

Here (in Fig. 12) we present only results of the two sets of runs, but the Gompertz-Makeham law (with the various relative widths in time of nonzero changes in the number of survivors from the initial population $l_t$) was obtained in all cases. As one may see, the fit is approximately linear. It is not perfect, but it is not perfect in the graphs obtained from the real tables of mortality either.

5 Conclusion

We are conceived and born programmed to develop in a certain way at a certain pace. If this program includes power-law memory, then we may be programmed to die. In some scenarios this death is inevitable, and the maximal possible lifespan may be calculated. The observed power-law in human memory and the viscoelastic nature of our organ tissues present reasonable arguments for modeling human individuals as fractional (with power-law memory) systems. Whether we are programmed to die or not, the power-law memory in the evolution of individual humans and separate organs may lead to the limit of the human lifespan. The same may be true for any living species. As one can see from the results of numerical simulations, the real lifespans may be significantly shorter than the maximal possible lifespan. In the table created for the example presented in Fig. 12b based on 140000 runs, when the maximal lifespan was 77, none survived at the age of 68; for the Fig. 12a the numbers are 10000 runs, maximal lifespan is 106, and none survived at the age of 94. Another significant fact is that in models with power-law memory the decrease at very large ages of the rate of increase of the force of mortality does not contradict the limited lifespan, which is impossible in memoryless models [30].

If the assumption that living species develop as systems with power-law memory is correct, then the reasonable questions are where and how the power-law memory is recorded in our DNA and whether we may manage and correct this recording. The author understands that his proposition raises more questions than it produces answers and welcomes any discussions on the topic of the power law in human evolution.
With regards to the theory of stability of fractional (with power-law memory) systems, the simulations presented in this paper demonstrate the robustness of the fractional systems with regards to various types of perturbations. As can be seen from Figs. 10 and 11, during a significant interval of time in the evolution of a fractional system, memory may prevail in competition with perturbations and preserve the unperturbed evolution.

Acknowledgements The author acknowledges support from the Joseph Alexander Foundation, Yeshiva University. The author expresses his gratitude to Prof. Sylvain E. Cappell for the support at the Courant Institute where the computer simulations were performed. The author also expresses his gratitude to Virginia Donnelly for technical help and valuable discussions.

References

1. Anderson, J.R.: Learning and memory: An integrated approach. Wiley, New York (1995)
2. Area, I., Losada, J., and Nieto, J.J.: On fractional derivatives and primitives of periodic functions. Abstract and Applied Analysis 2014, 392598 (2014).
3. Bagley, R.L., Torvik, P.J.: A Theoretical Basis for the Application of Fractional Calculus to Viscoelasticity. Journal of Rheology 27, 201–210 (1983)
4. Barnes, S.C., Lawless, B.M., Shepherd, D.E.T., Espino, D.M., Bicknell, G.R., and Bryan, R.T.: Viscoelastic properties of human bladder tumours. J. Mech. Behav. Biomed. Mat. 61, 250–257 (2016)
5. Brauer, F. and Castillo-Chavez, C.: Mathematical Models in Population Biology and Epidemiology. Springer, New York (2001)
6. Caponetto R., Dongola G., Fortuna L., and Petras I.: Fractional order systems: Modeling and control applications. World Scientific, Singapore (2010)
7. Caputo, M. and Mainardi, F.: Linear models of dissipation in anelastic solids. Rivista del Nuovo Cimento 1, 161–198 (1971)
8. Cermak, J., and Nechvatal, L.: The RouthHurwitz conditions of fractional type in stability analysis of the Lorenz dynamical system. Nonlinear Dyn. 87, 939–954 (2017)
9. Chan, R.W.: Nonlinear viscoelastic characterization of human vocal fold tissues under large-amplitude oscillatory shear (LAOS). J. Rheology 62, 695–712 (2018)
10. Chirikov, B.V.: A universal instability of many dimensional oscillator systems. Phys. Rep. 52, 263–379 (1979)
11. Clark, W.R.: A Means to an End: The Biological Basis of Aging and Death. Oxford University Press, New York, Oxford (1999)
12. Deshpande, A.S., Daftardar-Gejji, V.: On disappearance of chaos in fractional systems. Chaos, Solitons and Fractals 102, 119 (2017).
13. Duck, F.A.: Physical Properties of Tissue: A Comprehensive Reference Book. Academic Press, San Diego (1990)
14. Edelman, M.: Fractional Standard Map: Riemann-Liouville vs. Caputo. Commun. Nonlin. Sci. Numer. Simul. 16, 4573–4580 (2011)
15. Edelman, M.: Fractional Maps and Fractional Attractors. Part I: α-Families of Maps. Discontinuity, Nonlinearity, and Complexity 1, 305–324 (2013)
16. Edelman, M.: Universal Fractional Map and Cascade of Bifurcations Type Attractors. Chaos 23, 033127 (2013)
17. Edelman, M.: Fractional Maps as Maps with Power-Law Memory. In: Eds.: Afraimovich, A., Luo, A.C.J., Fu, X. (eds.): Nonlinear Dynamics and Complexity; Series: Nonlinear Systems and Complexity, 79–120, New York, Springer (2014)
18. Edelman, M.: Caputo standard $\alpha$-family of maps: Fractional difference vs. fractional. Chaos 24, 023137 (2014)
19. Edelman, M.: Fractional Maps and Fractional Attractors. Part II: Fractional Difference $\alpha$-Families of Maps. Discontinuity, Nonlinearity, and Complexity 4, 391–402 (2015)
20. Edelman, M.: On the fractional Eulerian numbers and equivalence of maps with long term power-law memory (integral Volterra equations of the second kind) to Grünwald-Letnikov fractional difference (differential) equations. Chaos 25, 073103 (2015)
21. Edelman, M.: Universality in systems with power-law memory and fractional dynamics. In: Edelman, M., Macau, E., and Sanjuan, M. A. F. (eds.), Chaotic, Fractional, and Complex Dynamics: New Insights and Perspectives; Understanding Complex Systems, pp. 147–171, Springer, eBook (2018)
22. Edelman, M.: On stability of fixed points and chaos in fractional systems. Chaos 28, 023112 (2018)
23. Edelman, M.: Maps with power-law memory: direct introduction and Eulerian numbers, fractional maps, and fractional difference maps. In: Kochubei A. and Luchko Yu. (eds.), Handbook of Fractional Calculus With Applications; Volume 2, Theory, De Gruyter, Berlin (2018)
24. Edelman, M.: Dynamics of nonlinear systems with power-law memory. In: Tarasov V.E. (editor), Handbook of Fractional Calculus with Applications; Volume 4, Applications in Physics, De Gruyter, Berlin, (2018)
25. Edelman, M., Tarasov, V.E.: Fractional standard map. Phys. Lett. A 374, 279–285 (2009)
26. Edelman, M., Taieb, L.A.: New types of solutions of non-linear fractional differential equations. In: Almeida, A., Castro, L., Speck F.-O. (eds.), Advances in Harmonic Analysis and Operator Theory; Series: Operator Theory: Advances and Applications. 229, 139–155 Springer, Basel (2013)
27. Edney, E.B. and Gill, R.W.: Evolution of senescence and specific longevity. Nature 220, 281–282 (1968)
28. Fairhall, A.L., Lewen, G.D., Bialek, W., de Ruyter van Steveninck R.R.: Efficiency and Ambiguity in an Adaptive Neural Code. Nature 412, 787–792 (2001)
29. Fisher, R.A.: The Genetical Theory of Natural Selection. The Clarendon Press, Oxford (1930)
30. Gavrilov, L.A. and Gavrilova, N.S.: The biology of life span: a quantitative approach. Harwood Academic Publishers, Chur (1991)
31. Gavrilov, L.A. and Gavrilova, N.S.: The reliability-engineering approach to the problem of biological aging. Ann. NY Acad. Sci. 1019, 509–512 (2004)
32. Gordeeva, A.V., Labas, Y.A. et al.: Apoptosis in unicellular organisms: mechanisms and evolution. Biochem-Moscow 69, 1055–1066 (2004)
33. Guarente, L. and Kenyon, C.: Genetic pathways that regulate ageing in model organisms. Nature 408, 255–262 (2000)
34. Holm, S. and Sinkus, R.: A unifying fractional wave equation for compressional and shear waves. Journal of the Acoustical Society of America 127, 542–548 (2010)
35. Hoppensteadt, F.: Mathematical Theories of Populations: Demographics, Genetics, and Epidemics. SIAM, Philadelphia (1975)
36. Jagan Mohan, J.: Periodic solutions of fractional nabla difference equations. Communications in Applied Analysis 20, 585–609 (2016).
37. Jagan Mohan, J.: Quasi-periodic solutions of fractional nabla difference systems. Fractional Differential Calculus 7, 339335 (2017).
38. Jeong, K.M., Bo-seung, K., Sejin, H., and Hee, Y.H.: Experimentally derived viscoelastic properties of human skin and muscle in vitro. Med. Eng. Phys. 61, 2531 (2018)
39. Kajana, M.J.: Foundations of human memory. Oxford University Press, New York (2012)
40. Kazilik, E., and Sivasundaram, S.: Nonexistence of periodic solutions in fractional order dynamical systems and a remarkable difference between integer and fractional order derivatives of periodic functions. Nonlinear Analysis. Real World Applications 13, 1489–1497 (2012).
41. Kenyon, C.: A conserved regulatory system for aging. Cell 105, 165–168 (2001)
42. Kilbas, A.A., Srivastava, H.M., and Trujillo, J.J.: Theory and Application of Fractional Differential Equations. Elsevier, Amsterdam (2006)
43. Kirkwood, T.: (1977) Evolution of aging. Nature 270, 301–304 (1977)
44. Laskin N. and Zaslavsky, G.M.: Nonlinear fractional dynamics on a lattice with long-range interactions. Physica A 368, 38–54 (2006)
45. Leopold D.A., Murayama, Y., Logothetis, N.K.: Very slow activity fluctuations in monkey visual cortex: implications for functional brain imaging. Cerebr Cortex 413, 422–433 (2003)
46. Lundström, B.N., Fairhall, A.L., Maravall, M.: Multiple time scale encoding of slowly varying whisker stimulus envelope incortical and thalamic neurons in vivo. J. Neurosci 30, 5071–5077 (2010)
47. Lundström, B.N., Higgs, M.H., Spain, W.J., Fairhall, A.L.: Fractional differentiation by neocortical pyramidal neurons. Nat Neurosci 11, 1335–1342 (2008)
48. Magin, R. L.: Fractional calculus models of complex dynamics in biological tissues. Journal of Computational and Applied Mathematics 59, 1586–1593 (2010)
49. Mainardi, F.: Fractional Calculus and Waves in Linear Viscoelasticity: An Introduction to Mathematical Models. Imperial College Press, London (2010)
50. Medawar, P.B.: An unsolved problem of biology. H. K. Lewis, London (1952)
51. Min, W., Luo, G., Cherayil, B.J., Kou, S.C., and Xie X.S.: Observation of a power-law memory kernel for fluctuations within a single protein molecule. Phys. Rev. Lett. 94, 198302 (2005)
52. Mitteldorf, J.: Evolutionary origins of aging. In Fahy, G.M., West, M.D., Coles, L.S., Harris, S.B. (eds.) The Future of Aging. 87–126 Springer, Dordrecht (2010)
53. Nashed, S.F. and Holm, S.: On a Fractional Zener Elastic Wave Equation. Fractional Calculus and Applied Analysis 16, 2650 (2013)
54. Park, K., Lonsberry, G.E., Gearing, M., Levey, A.I., and Desai, P.J.: Viscoelastic Properties of Human Autopsy Brain Tissues as Biomarkers for Alzheimers Diseases. IEEE Trans. Biomed. Eng., DOI: 10.1109/TBME.2018.2878555, (Early Access) (2018)
55. Pozzorini, C., Naud, R., Mensi, S., Gerstner, W.: Temporal whitening by power-law adaptation in neocortical neurons. Nat Neurosci 16, 942–948 (2013)
56. Promislow, D.E., Tatar, M., Khazaeri, A.A., and Curtisger, J.W.: Age-specific patterns of genetic variance in Drosophila melanogaster. I. Mortality. Genetics 143, 839–848 (1996)
57. Rickles, R.: Evolutionary theories of aging: confirmation of a fundamental prediction, with implications for the genetic basis and evolution of life span. Am. Nat. 152, 24–44 (1998)
58. Rubin, D.C., Wenzel, A.E.: One Hundred Years of Forgetting: A Quantitative Description of Retention. Psychol Rev 103, 743–760 (1996)
59. Safshekan, F., Tajazzizi-Shadpour, M., Abdouss, M., and Shadmehr, M.B.: Viscoelastic Properties of Human Tracheal Tissues. J. Biomech. Eng., 139(1), 011007 (2016)
60. Stanislavsky, A.A.: Hamiltonian formalism of fractional systems. Eur. Phys. J. B 49, 93–101 (2006)
61. Szabo, T.L. and Wu, J.: A model for longitudinal and shear wave propagation in viscoelastic media. Journal of the Acoustical Society of America, 107, 2437–2446 (2000)
62. Tarasov, V.E.: Fractional equations of Curie-von Schweidler and Gauss laws. Journal of Physics: Condensed Matter, 20, 145212 (2008)
63. Tarasov, V.E.: Fractional integro-differential equations for electromagnetic waves in dielectric media. Theoretical and Mathematical Physics, 158, 355359 (2009)
64. Tarasov, V.E.: Differential equations with fractional derivative and universal map with memory. J. Phys. A 42, 465102 (2009)
65. Tarasov, V.E.: Discrete map with memory from fractional differential equation of arbitrary positive order J. Math. Phys. 50, 122703 (2009)
66. Tarasov, V.E.: Fractional Dynamics: Application of Fractional Calculus to Dynamics of Particles, Fields and Media. HEP, Springer, Beijing, Berlin, Heidelberg (2011)
67. Tarasov, V.E., Zaslavsky, G.M.: Fractional equations of kicked systems and discrete maps. J. Phys. A 41, 435101 (2008)
68. Tatar, M., Promislow, D.E., Khazaeri, A.A., and Curtisger, J.W.: Age-specific patterns of genetic variance in Drosophila melanogaster. II. Fecundity and its genetic covariance with age-specific mortality. Genetics 143, 849–858 (1996)
69. Tavazoei, M. S. and Haeri, M.: A proof for nonexistence of periodic solutions in time invariant fractional order systems. Automatica 45, 1886–1890 (2009).
Evolution of Systems with Power-Law Memory: Do We Have to Die?

70. Toib, A., Lyakhov, V., Marom, S.: Interaction between duration of activity and recovery from slow inactivation in mammalian brain Na+ channels. J Neurosci 18, 1893–1903 (1998)

71. Ulanovsky, N., Las, L., Farkas, D., Nelken, I.: Multiple time scales of adaptation in auditory cortex neurons. J Neurosci 24, 10440–10453 (2004)

72. Wang, J, Feckan, M., and Zhou, Y.: Nonexistence of periodic solutions and asymptotically periodic solutions for fractional differential equations. Commun in Nonlin. Sci. Numer. Simul. 18, 246256 (2013).

73. Wang, Z., Golob, M.J., and Chesler, N.C.: Viscoelastic Properties of Cardiovascular Tissues. In: El-Amin, M. (Ed.) Viscoelastic and Viscoplastic Materials. 141163, IntechOpen, on-line, (2016) https://www.intechopen.com/books/viscoelastic-and-viscoplastic-materials

74. Weismann, A.: Essays upon heredity and kindred biological problems. Clarendon Press, Oxford (1889)

75. Williams, G.: Pleiotropy, natural selection, and the evolution of senescence. Evolution 11, 398–411 (1957)

76. Wixted, J.T.: Analyzing the empirical course of forgetting. J Exp Psychol Learn Mem Cognit 16, 927–935 (1990)

77. Wixted, J.T., Ebbesen, E.: On the form of forgetting. Psychol Sci 2, 409–415 (1991).

78. Wixted, J.T., Ebbesen, E.: Genuine power curves in forgetting. Mem Cognit 25, 731–739 (1997)

79. Yazdani M. and Salarieh, H.: On the existence of periodic solutions in time-invariant fractional order systems. Automatica. 47, 1834–1837 (2011)

80. Zaslavsky, G.M.: Hamiltonian Chaos and Fractional Dynamics. Oxford University Press, Oxford (2005)

81. Zaslavsky, G.M., Edelman, M., Tarasov, V.E.: Dynamics of the chain of forced oscillators with long-range interaction: From synchronization to chaos. Chaos 17, 043124 (2007)

82. Zaslavsky, G.M., Stanislavsky, A.A., and Edelman, M: Chaotic and pseudochaotic attractors of perturbed fractional oscillator. Chaos 16, 013102 (2006)

83. Zilany, M.S., Bruce, I.C., Nelson, P.C., Carney, L.H.: A phenomenological model of the synapse between the inner hair cell and auditory nerve: long-term adaptation with power-law dynamics. J Acoust. Soc. Am. 126, 2390–2412 (2009)