Abstract—In the era of data explosion, a growing number of data-intensive computing frameworks, such as Apache Hadoop and Spark, have been proposed to handle the massive volume of unstructured data in parallel. Since programming models provided by these frameworks allow users to specify complex and diversified user-defined functions (UDFs) with predefined operations, the grand challenge of tuning up entire system performance arises if programmers do not fully understand the semantics of code, data, and runtime systems. In this paper, we design a holistic semantics-aware optimization framework for data-intensive applications using hybrid program analysis (SODA) to assist programmers to tune performance issues. SODA is a two-phase framework: the offline phase is a static analysis that analyzes code and performance profiling data from the online phase of prior executions to generate a parameterized and instrumented application; the online phase is a dynamic analysis that keeps track of the application's execution and collects runtime information of data and system. Extensive experimental results on four real-world Spark applications show that SODA can gain up to 60%, 10%, 8%, faster than its original implementation, with the three proposed optimization strategies, i.e., cache management, operation reordering, and element pruning, respectively.
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I. INTRODUCTION

With data explosion in many domains, such as Internet of Things (IoT) [5], scientific experiments [14], [38], [47], e-commerce, and social media [10], [12], people are facing an increasing number of obstacles concerning data processing and analytics on the sheer size of these unstructured data. These obstacles include interactive computing and user-specific element-wise data transformations [2]. To break through these dilemmas, a growing number of data-intensive computing frameworks have been proposed, such as MapReduce [13], Apache Hadoop [3], and Spark [45]. Generally, a mainstream approach to gain computing capability and scalability behind these platforms is to distribute data and computations across a cluster of nodes so that a large volume of data can be processed in a parallel and robust manner within a reasonable time [32], [50]. The successes of these frameworks owe to their MapReduce-like programming models, which are further based on data distribution techniques (e.g., Resilient Distributed Dataset (RDD) in Apache Spark [44]), and high-order functions (e.g., map, reduce, filter) that can take user-defined functions (UDFs) as arguments. The semantics of these high-order functions facilitate data-parallelism to manipulate datasets in an element-wise way while UDFs are applied to each element to produce the desired result.

Despite these advantages, an endeavor to improve the performance of data-intensive applications exhibits a few challenging issues. 1) Usually, unstructured data expose less information about their schema if without metadata or annotation provided by programmers or help from runtime profiling tools. 2) It is difficult to apply conventional database-style optimizations on unstructured data directly, such as relational algebraic reordering and filter pushdown, since the programming models of current data-intensive computing platforms lack information about data schema [2]. 3) Although Spark can process raw unstructured data directly using DataFrame or Dataset APIs, it needs to parse them before performing transformations (e.g., Map) and actions (ReduceByKey). Particularly, these applications can spend 80-90% of the entire executing time in data parsing [30]. 4) Programming models usually treat UDFs as black-boxes and their semantics are therefore hidden from the system, resulting in insufficient information for further optimization [17]. [18]. [33]. [44]. 5) Runtime factors are not fully utilized to tune the performance of a specific operation’s execution, such as cache management [31], [43]. Therefore, it is vital to integrate program semantics, data property and runtime factors to improve the performance of data-intensive applications since pure static optimizations are either limited or impossible if without efficient profiling information about data and runtime systems.

In this paper, we present a two-phase semantics-aware approach to optimize data-intensive applications combining static and dynamic program analysis. The first phase is an offline static analysis. Source code and performance log collected in prior executions are analyzed to refactor code by applying three kinds of optimizations: cache management, operation reordering and element pruning. The offline phase is developed as a compiler plugin of the host development languages (e.g., Scala, Java). However, not all performance issues can be fixed in the offline phase, while some may need support from system runtime information, such as intermediate data size, memory usage and execution time of operations. The second phase is an online dynamic analysis to obtain the required runtime information, where we instantiate a parameterized framework based on the instrumentation generated in the offline phase to trace applications’ execution and extract profiling information concerning data and system status. Unless otherwise specified, we shall limit our discussion to the context of Apache Spark and demonstrate its effectiveness on Spark applications in the following sections. Nevertheless, the proposed approach is...
general and can be extended to other data-intensive platforms. To the best of our knowledge, our implementation is the first compiler plugin to help users optimize data-intensive applications. The major contributions of this work are summarized as follows:

- A framework on Spark using hybrid program analysis is proposed to optimize the performance of data-intensive applications on unstructured data at the code level.
- We design approaches to detect three kinds of performance issues from the perspectives of data, code and system, respectively: cache management, operation re-ordering and element pruning.
- SODA prototypes maximize expected caching gain offline by reducing it to a convex-concave relaxation problem and leverages Pipage Rounding approximation algorithm to construct a probabilistic cache policy within $1 - 1/e$ factor from the optimal, in expectation.
- A novel reference measurement, named Global Execution Distance, is proposed based on application workflow to narrow down search space in the Pipage Rounding algorithm.
- A piggyback profiling tool is integrated with Spark internal metrics and event system to gather statistics for applications during runtime.

The rest of this paper is organized as follows. Section II reviews performance problems and introduces the whole life cycle of SODA. A comprehensive discussion about the semantics-aware data model is provided in Section III. Section IV discusses the philosophy behind three kinds of optimization strategies. The evaluation and experiments of SODA are illustrated in Section V. Section VI sketches related work. Finally, conclusions and future work are presented in Section VII.

II. System Overview

SODA is proposed as a two-phase framework, i.e., offline static analysis and online dynamic analysis, to interactively and semi-automatically assist programmers to scrutinize performance problems camouflaged in source code.

A. Performance Problems

SODA looks for three kinds of performance problems: Cache Management (CM), Operation Reordering (OR) and Element Pruning (EP).

Cache Management (CM): It is crucial to manage cache resource for these data analytics frameworks [36], [37], [39], [45], which leverage in-memory computing to speed up performance and bypass the hindrance of disk and network I/O. Within these systems, intermediate computing data block would be put in memory by default. There is a block management component to manage these blocks and determine when and which one is evicted from memory. Recently, a rich line of research work propose different data block reference measurements to improve cache hit, such as least recently used (LRU), least reference count (LRC) [43] and most reference distance (MRD) [31]. However, there remain two important factors that previous works have not taken into account, especially in Spark.

1) The executing order of all stages. This could impact system performance, especially for cache behaviors.
2) Data block size. Data blocks with the same reference in LRU or other fancy measurements, might not all fit the memory at the same time, and therefore it raises the concern about cache priority regards to system performance.

In addition, programmers may brutally persist the desired dataset in memory by invoking corresponding APIs (i.e., using the persist (or cache) method in Spark), resulting in a more complicated research problem. Therefore, an intelligent cache management mechanism using hybrid program analysis is needed to manage memory for efficiency. In this paper, we propose a stage-level cache allocation strategy in a data-intensive system by reducing it to a convex optimization problem [6], [20], [42].

Operation Reordering (OR): A data-intensive system usually supports a rich line of operations, such as map, reduce, filter, reduceByKey and join. A developer may face a variety of executing plans assembled by a sequence of operations associated with UDFs to accomplish an application. Nonetheless, not all of these arrangements will yield identical performance. Therefore, it is crucial to orchestrate the operations in an appropriate order to bypass common pitfalls affecting performance significantly. For example, filter pushdown and join reorder are two common optimization strategies to improve the performance of relational algebra-based systems when handling structured data. As to process unstructured datasets, however, it is difficult to apply these conventional database-style techniques to systems using non-relational algebraic programming models. In this paper, we propose SODA to break through such kinds of dilemmas and extend these two strategies into a more general approach for processing unstructured data.

Element Pruning (EP): It is common that not all portions of a dataset are used to produce output, which leads to a series of redundant I/O operations, such as Disk I/O for reading/writing data and network I/O for transferring data among computing nodes. These redundant operations can become more severe when processing unstructured data. Due to the lack of predefined schema of a given dataset, it is difficult to detect data workflow in a fine-grained granularity (i.e., on attribute level), hence fails to identify unused data attributes. In particular, the redundant portion of the dataset may be a dominant barrier for performance when shuffling a huge size of data across networks in a data-intensive computing system.

B. Architecture & Background

The framework of SODA includes offline and online phases, as shown in Figure 1. The offline (static) phase is developed as a compiler plugin of host programming languages (i.e., Scala, Java), and analyzes source code (src) and performance log about data and runtime factors to generate a nearly-optimized and parameterized program. Firstly, Code Analyzer analyzes source code with the help of a local compiler to construct a
Fig. 1: The full life cycle of Semantics-Aware Optimization Approach for Data-Intensive Applications (SODA).

directed data operation graph (DOG), which represents the skeleton of an application. This graph comprises a set of nodes and edges, which denote operations and dataflows, respectively. In addition to static properties associated with corresponding operations, a group of dynamic profiling data is extracted by Log Analyzer from the performance log, which is accumulated in prior executions, including execution time, memory usage, input, and output data size of operations, runtime system status etc. These information can be extracted from system log [24], [25], [26] and provided by our profiling tool using Javassist (Java Programming Assistant), a high-level bytecode instrumentation tool to instrument APIs of Spark to expose information needed [9]. Next, three optimization strategies, i.e. cache management, operation reordering and element pruning, are applied to assist users to scrutinize performance problems. When a problem is found, users would get informed about performance bugs from SODA and then refactor code. However, not all problems can be determined statically, it may need more information coming from executions. For example, SODA makes use of execution time and output size of operations to verify performance behavior and then create a global cache allocation strategy. To reduce system overhead resulting from the profiling process, Config Generator produces Profiling Guidance to inform the online phase about which operations and what kinds of computational resources needed to be monitored. In the online phase, SODA initializes an application with a parameterized configuration based on Profiling Guidance and starts a piggyback listener residing in each worker and master node to collect runtime information about memory usage, data property and system configuration. The profiling data is accumulated and then delivered back as a performance log to the offline phase for further optimizations.

In this paper, SODA is implemented on Apache Spark and several real-world Spark applications are used as benchmarks to evaluate its effectiveness. Apache Spark [44] is an efficient and general engine for large-scale data processing that supports the scalability of MapReduce [13]. Its main abstraction, named Resilient Distributed Dataset (RDD) [44], is a fault-tolerant and immutable collection of objects, which are logically partitioned across a cluster of computing nodes so that they can be manipulated in parallel. Spark’s programming model provides two types of operations, transformation and action. A transformation creates a new RDD dataset from an existing one while an action returns a value to the driver program. The lazy feature of transformations enables Spark to run more efficiently since they do not compute their results immediately until action is invoked. An RDD has to be recomputed when invoking an action on it unless it is persisted in memory using the persist (or cache) method, which facilitates much faster access. Apache Spark automatically monitors cache usage on each node and drops out old data partitions in an LRU fashion by default. In the Spark execution model, a Spark application is divided into a group of jobs executed in a sequential order [1] where a job is a parallel computation in response to a Spark action (e.g., save, collect); Within a job, multiple stages are generated and bounded by shuffle behaviors (e.g., reduce), then runs in parallel if there is no data dependency among them; otherwise, they are scheduled sequentially. Internally, a stage is a physical execution unit consisting of several operations. The unit is further divided into tasks, which share identical code but run on different data partitions in parallel. Given that, we need a fine-grained profiling tool to analyze semantic properties in code as well as runtime factors, such as the evolution of data, the execution time of operations and system status, to narrow down the gap between the programming model and execution model).

III. SEMANTICS-AWARE DATA MODEL

We propose semantics-aware data model to keep track of the evolution of dataset(s).

A. Attribute-Based Data Abstraction

SODA parses and represents an unstructured dataset as a multiset of elements in which repetitive ones may be included, termed as $X = \{x_1, ..., x_n\}$, where $n$ is the number of elements. To exploit datasets deeper and provide more information to optimizations, SODA treats an element $x \in X$ as an ordered $m$-tuple: $x = \{x[a_1], ..., x[a_m]\}$, where $x[a_i]$ is the value(s) of an attribute $a_i$. One or two datasets can be manipulated by an operation (including user-defined function (UDF)) to generate a new dataset, where the operation can access and transform attributes of an element. Let $Y = X.op(f)$ denote that a new dataset $Y$ is generated by applying a unary operation $op$ (e.g., map, reduce, and filter) and its corresponding UDF $f$ to an input dataset $X$. Similarly, we can

1Multiple jobs can run simultaneously if they were submitted from separate threads
define binary operations. In the following discussion, we use unary operations to demonstrate our approach for simplicity, and the same idea can be applied to binary operations.

To process such a transformation in static code analysis, SODA first models attributes of $X$ and $Y$ by analyzing their type information, as well as the input and output of $f$. Let $\beta(X)$, $\beta(Y)$ denote all extracted attributes of $X$ and $Y$, respectively. Next, SODA analyzes the source code of $f$ to create dataflows between $\beta(X)$ and $\beta(Y)$ at the level of the attribute.

B. Primitive Operations

SODA defines six primitive operations to imitate common behaviors of a general data-intensive system, as shown in Table I

- $Map : X \times f \rightarrow \{ f(x) \mid x \in X \}$ is an operation to return a new dataset by applying $f$ to each element $x$ of $X$. Flatten is a special map by flattening all elements of the input.
- $Filter : X \times f \rightarrow \{ x \mid x \in X, f(x) = True \}$ is an operation taking $f$ as a parameter and keeps element $x$ when $f(x)$ is true. Filter reduces the number of elements involved in the successive computation so as to reduce data size for computing and communication later.
- $Set : X \times Y \times f \rightarrow \{ f(x,y) \mid x \in X, y \in Y \}$ is an operation on two input datasets, $X$ and $Y$, to generate a new one by applying $f$ to each pair of $\langle x,y \rangle$, where the two datasets $X$ and $Y$ should have identical attribute sets.
- $Join : X \times Y \times f \times K \rightarrow \{ f(x,y) \mid x \in X, y \in Y, x[K] = y[K] \}$ is a binary operation on two input datasets, $X$ and $Y$, to generate a new one by applying $f$ to each pair of $\langle x,y \rangle$ with matching keys $K$, where $K$ is a subset of attributes shared by both $X$ and $Y$.
- $Group : X \times f \times K \rightarrow \{ f(g_k) \mid g_k = \{ x_1, \ldots, x_m \} \subseteq X, x_1[K] = \ldots = x_k[K] = k \}$ is a unary operation that returns a new dataset by applying $f$ to a group of elements sharing an identical value(s) $k$ on key(s) $K$.
- $Agg : X \times f \times init \rightarrow f(X,init)$ is to combine all elements in $X$ into a single value with the help of $f$ and an initial value $init$. Note that the result of an operation (e.g., reduceByKey) is not a single value, we classify it into a “Group” operation.

Actually, there is an implicit Shuffle operation behind the last four operations to transfer data across processing nodes, which dramatically affects the whole system performance due to expensive I/O operations. One of the ultimate goals of SODA is to reduce the amount of shuffling data as much as possible with the help of our proposed optimization strategies. Although the above definitions just involve at most two input datasets, it is easy to extend the concepts to accommodate more.

C. Data Operational Graph

SODA builds a directed data operational graph (DOG) $G = (V, E)$ to represent an application and conducts three kinds of optimizing strategies atop this graph. A vertex $v \in V$ depicts a primitive operation described in Table I and the dataset generated by this operation. An edge $e \in E$ denotes data flows between two operations. For each vertex, there is a group of properties accumulated from static analysis, dynamic analysis, or both on code, data and runtime system, which is defined in Table III in more detail. We also add two special nodes, named as Source and Sink. Source node is connected to all initial input datasets while all sole output of stages would point to Sink node. SODA conducts optimizations atop of a DOG, rather than on an abstract syntax tree (AST) due to the following considerations: 1) usually a data-intensive system supports various program language APIs (e.g., Scala, Java, python APIs in Apache Spark), a general optimization backend is compatible with different programming models; 2) SODA focuses on optimizations at the level of operations, rather than at the lower level of AST nodes; 3) There is a huge gap between AST nodes and simulating system behaviors that interpret applications and datasets.

Execution model. Without loss of generality, SODA splits an execution plan of DOG into a series of stages that are bounded by shuffle behaviors, denoted by $S = \{ s_1, s_2, \ldots, s_n \}$. As shown in Figure 2, the toy application is composed of seven stages. A stage $s \in S$ is delegated as a physical scheduling unit consisting of multiple operations to fulfill a sub-job. Generally, a stage $s$ involves an execution path between the Source node and its target $v_s$ (i.e., $s.target$) if no cache mechanism is provided: $s = \{ v_0, \ldots, v_s \}$. For example, $s_3 = \{ v_0, v_1, v_2, v_5, v_6, v_7, v_8 \}$ is a set of nodes involved in computing the outcome (i.e. $v_8$) of stage $s_3$ in Figure 2. Generally speaking, the computational cost of a stage $s$ is calculated by aggregating all involved operations’ execution time, denoted as $C_s = \sum_{v \in s} T_v$ where let $T_v$ denote the execution time of an operation of node $v$. Furthermore, the total execution time of an application is given by summing all stages’ cost: $C_S = \sum_{s \in S} C_s$.

![Fig. 2: Data Operational Graph of Customer Reviews Analysis benchmark, with stages (wrapped by dashed rectangles and labeled by texts starting with s) and data blocks with dependencies (indicated by solid arrows).](image-url)

It is well known that stages can run in parallel if there is no data dependency among them in a data-intensive system. However, without loss of generality, we assume that they are scheduled in sequential order. SODA determines this order by analyzing the data dependency of stages and the submission time $T_v$ of stages in prior executions extracted from the performance log. An operation can be executed simultaneously by a cluster of executors on different data partitions. Techni-
| Operation | Notation | Examples in Apache Spark |
|-----------|----------|-------------------------|
| Map       | Map : $X \times f \rightarrow Z$ | map, flatmap, mapValues, mapPartions |
| Filter    | Filter : $X \times f \rightarrow Z$ | filter, sample, collect |
| Set       | Set : $X \times Y \times f \rightarrow Z$ | ++, intersection, union |
| Join      | Join : $X \times Y \times f \times K \rightarrow Z$ | join, leftOuterJoin, rightOuterJoin, fullOuterJoin |
| Group     | Group : $X \times f \times K \rightarrow Z$ | reduceByKey, groupByKey, aggregateByKey, foldByKey |
| Agg       | Agg : $X \times f \times init \rightarrow reg$ | reduce, aggregate, fold, max, min |

TABLE I: The Definition of Primitive Operations, where $X, Y, Z$ represent datasets and $reg$ is a returned value. $f$ are UDFs working on one or a group of elements. The key $K$ is a subset of attributes shared by two or more datasets, and $init$ is the initial value for aggregate operations. The last column lists representative operations for each category provided by Apache Spark RDD APIs.

cally, these executors can be equipped with the configurable size of computing resource (e.g., CPU, memory). We also assume that memory resource in an executor is divided into two sections for storage (i.e., caching intermediate data) and computation (i.e., allocating objects). We denote $M_{store}$ as the size of storage memory.

IV. OPTIMIZATION STRATEGIES

There are three kinds of optimization strategies: cache management, operation reordering and element pruning.

A. Cache Management

In this section, we go over the details about Cache Management policy. The summary notation is categorized and listed in Table III.

Maximizing Expected Caching Gain. A global cache allocation is usually preferred to minimize the aggregated execution cost of an application. In particular, we assume $C_0$ is the real executing time of an application without any optimizations and works as an upper bound on the expected costs. Here our objective is to determine a feasible cache allocation (i.e., $w$) that maximizes the caching gain, i.e., the expected cost reduction attained by caching data, which is defined as: $F(w) = C_0 - \sum_{v \in S} C'_v$, where $C'_v$ is defined as the predicted (or expected) computational cost of a stage $v$ by consideration of $w$.

To determine a global cache allocation policy, a binary matrix $W = [w_{sv}]_{s \in S, v \in V} \in \{0, 1\}^{|\mathcal{E}_S| \times |V|}$ is defined to indicate cache status of a data generated by node $v$ after executing a stage $s$, where $\mathcal{E}_S = \{\mathcal{E}_{s_1}, \mathcal{E}_{s_2}, \ldots, \mathcal{E}_{s_n}\}$ reveals the real-time scheduling order of all stages extracted from online profiling information. In the matrix, a cell with value 1 (i.e., $W[s, v] = 1$) indicates that the output of the data of $v$ is reserved in memory after a stage $s$ is done (See Equation 55); otherwise, i.e., when $W[s, v] = 0$, the data is evicted from memory (See Equation 56). It is worth mentioning that cache capacity constraints in an executor ($M_{store}$ is the size of memory for storage) would limit the amount of involved data that could be reserved in memory (See Equation 57). From top to bottom in a column of $W$, it is easy to identify which stage a data is stored in memory, and which stage it is evicted from memory. Such an allocation plan tells programmers when to persist or unpersist data in memory.

Given a global cache allocation, all operations involved in the computation of a stage $s$ are well routed by following the execution path until it encounters a data of $v$ cached in memory. This data and its predecessors do not need to be recomputed so far. In the previous example of $C_{sv}$, the cost is equal to $T_v + T_{sv}$ if data generated by $v_2$ and $v_3$ are cached in memory. Next, given the current executing stage $s$ with a global cache allocation $w \in W$, the number of re-computation times of $v_k \in V$ (because it is used again later but not cached) is needed to get the outcome of $v_l \in V$, which defined in Equation 1.

$$P(v_k, v_l, s) = \sum_{p \in \tau(v_k, v_l)} \prod_{v \in p} (1 - w[s, pred, v])$$  \hspace{1cm} (1)$$

where $\tau(v_k, v_l)$ returns a set of paths from node $v_k$ to $v_l$; if $v_k$ is identical to $v_l$, then it is $\{v_k\}$; $s, pred$ reveals the previous executing stage of $s$. Therefore, the predicted (or expected) computational cost of a stage $s$ can be regulated concisely under a global cache allocation policy $w \in W$, and defined in Equation 2.

$$C'_v = \sum_{v \in S} \begin{cases} T_v \cdot P(v, v, s) & \text{if } v = v_{target} \\ T_v & \text{otherwise} \end{cases}$$  \hspace{1cm} (2)$$

Finally, we try to obtain an allocation of policy $w$ that maximizes the aggregate expected caching gain:

$$F(w) = \sum_{s \in S} C_s - \sum_{s \in S} C'_s$$

$$= C_0 - \sum_{s \in S} \sum_{v \in S} T_v \cdot \sum_{p \in \tau(v, v_0}) \prod_{v' \in p} (1 - w[s, pred, v'])$$ \hspace{1cm} (3)$$

Convex-Concave Relaxation. In particular, we seek solutions to the following problem:

$$\arg \max_{w \in D_1} F(w)$$ \hspace{1cm} (4a)$$

s.t. $w \in D_1$ \hspace{1cm} (4b)$$

where $D_1$ is the set of matrices $W \in \{0, 1\}^{|\mathcal{E}_S| \times |V|}$ satisfying source constraints, cache behaviors and cache capacity, i.e.,
where $S_i$ denotes the size of an intermediate data generated by an operation of $v$. As far as we know, this deterministic, combinatorial version of [4] is NP-hard, even when we already have background knowledge about the submitted application and runtime statistics. Nonetheless, we can relax it to a submodular maximization problem subject to knapsack constraints and take linear relaxation algorithm to optimize cache allocation on the stage level by minimizing the expected computational cost [20], [42]. It is obvious that Equation (4) is not a convex maximization problem subject to knapsack constraints and runtime statistics. Nonetheless, we can relax it to a submodular optimization problem. However, it can be approximated as follows. We can define $L: W \rightarrow \mathbb{R}$ based on Equation (5) as:

$$L(w) = C_0 - \sum_{s \in S} \sum_{v \in s} T_v \times \sum_{p \in \tau(v,v')} (1 - \min(1, \sum_{v' \in E_p} w[s, \text{pred}(v')]))$$

(6)

Note that $L$ is a concave function, and now we have the following:

$$\text{arg max } L(w) \quad (7a)$$

s. t. $w \in D_1 \quad (7b)$

According to [20], an optimal solution $w$ to (7) can be approximated and guaranteed within a constant factor $(1-1/e)$ from the optimal value of Equation (4): $(1-1/e)L(w) \leq F(w) \leq L(w), \forall w \in D_1$.

**Global Execution Distance.** So far, SODA can approximate a solution to (7) within a $(1 - 1/e)$ factor by searching all cache allocation space, which may lead to a bad runtime performance. In other words, We convince that knowledge about data flow and stages’ dependency could have a positive effect on this defect. Therefore, we devise a new metric to measure the time-locality distance of an operation, namely execution distance, and introduce another constraint to $D_1$.

**Definition IV.1 (Global Execution Distance (GED)).** For a node $v \in V$, execution distance is defined as the relative difference between the current execution point $S_c$ and a future executing stage $S_f$ in which it will be referenced: $S_f - S_c$.

In particular, there may have multiple execution distances for the data of $v$ if it is used in several stages. At this point, the final number should be the sum of all these distances. For instance, Table I shows an evolution of execution distance for each node in Figure 2 as the workload runs along with scheduling order $E_S$ from top to bottom. In the first row of the table, we have twelve operations, which may be cached in memory after a stage is done; The leftmost two columns reveal the relationship between stages $S$ and their corresponding scheduling order $E_S$. The number in the rest of the cells indicates how far away from a future reference point to the current executing stage, and it should be recalculated and updated after each execution of stages every time. For example, after executing stage $s_2$ (its corresponding schedule order is 1), the execution distance of $v_2$ is updated from 5 to 3 since $v_2$ will be referred in stage $s_1$ and $s_3$ and their corresponding schedule order is 2 and 3, respectively. So the new value will be recalculated by $(2 - 1) + (3 - 1)$. A cell $[s, v]$ can be set to zero if 1) the data generated by $v$ is referenced by another node in the same stage $s$ (See case cell of $[0, v_3]$); 2) the data of $v$ gets referenced and there is no more reference in the future (See case cell of $[3, v_2]$). The cells with empty content mean the nodes that have not been accessed so far.

With the help of GED, we can also learn a set of candidates that can be persisted in memory after a stage $s$ is finished, termed as $H_s$. For example, $H_{s_1} = \{v_2, v_4, v_6\}$ since the corresponding cells are non-zero in the row of $E_S(=2)$. Therefore we can narrow down search space to approach an optimal solution to (6) by merely considering data in $H_s$, rather than all data in $V$, for a stage $s$. Consider the following problem:

$$\text{arg max } L(w) \quad (8a)$$

s. t. $w \in D_2 \quad (8b)$

where $D_2$ is the set of matrices $W \in \{0,1\}^{E_S \times |V|}$ satisfying source constraints, cache behaviors, cache capacity, and hypothesis of $H_s$, i.e.:

$$\forall s \in E_S, v \in V : W[s, v] \in \{0,1\} \quad (9a)$$

$$\exists s \in E_S, v \in V, W[s, v] = 1 : s \xrightarrow{\text{cached}} v \quad (9b)$$

$$\exists s \in E_S, v \in V, W[s, v] = 0 : s \xrightarrow{\text{uncached}} v \quad (9c)$$

$$\forall s \in E_S : \sum_{v \in V} W[s, v] \times S_v \leq M_{\text{store}} \quad (9d)$$

$$\forall s \in E_S, v \in (V \setminus H_s) : W[s, v] = 0 \quad (9e)$$

It is apparent that $D_2$ is a subset of $D_1$, a solution $w'$ to (6) can also be fit for (7), as well as (4) with $(1 - 1/e)L(w') \leq F(w') \leq L(w'), \forall w' \in D_2$. To gain a better approximating rate, we implement Pipage Rounding [20] using Gurobi optimizer APIs [29] to approximate a solution to (8).

**B. Operation Reordering**

The goal of operation reordering (i.e. Filter Pushdown) is to improve applications’ performance by reordering operations along with data path. There are two challenges: Is reordering correct concerning the original semantics? Does the reordering
improve performance? To answer these questions, we first define Use-Set and Def-Use by following the dataflow technique in static code analysis [28].

**Definition IV.2 (Use-Set).** Given \( Y = X.\text{op}(f) \), Use-Set \( U_f = \{ a | a \in \beta(X) \text{ and } a \text{ is accessed by } f \} \). Use-Set defines all attributes of input data used by \( f \) to generate \( Y \).

**Definition IV.3 (Def-Set).** Given \( Y = X.\text{op}(f) \), Def-Set \( D_f = \{ b | b \in \beta(Y) \text{ and } b \text{ is created or updated by } f \} \). Def-Set is the attribute set newly created by an operation \( \text{op} \), or inherited directly from \( \beta(X) \).

Then, SODA uses a two-step way to handle these two challenges. In the first step (static verification), Theorem IV.1 is proposed to ensure semantic correctness. It captures the fact that two successive operations can be reordered if a latter UDF \( f_2 \) does not use attributes that a former UDF \( f_1 \) defines.

**Theorem IV.1.** Two successive operations \( \text{op}_1 \) and \( \text{op}_2 \) on an execution path can be reordered, i.e., \( X.\text{op}_1(f_1).\text{op}_2(f_2) \equiv X.\text{op}_2(f_2).\text{op}_1(f_1) \), if \( U_{f_2} \cap D_{f_1} = \emptyset \).

Let’s take filter pushdown as an example to illustrate this theorem. Filter pushdown is a conventional optimization that pushes a filter towards the direction of data loading as much as possible so that the volume of intermediate data can be reduced.

**Lemma IV.2.** For \( Y = X.\text{Map}(f_1).\text{Filter}(f_2) \), Filter and Map can be reordered, if \( U_{f_2} \cap D_{f_1} = \emptyset \).

The comprehensive proof statement of Lemma IV.2 is followed:

\[
O^1 = X.\text{Map}(m).\text{Filter}(f) \\
O^2 = X.\text{Filter}(f).\text{Map}(m)
\]

We prove that \( O^1 \equiv O^2 \). Assume a record \( x \in X \), let \( O^1_x = f(m(x)) \) and \( O^2_x = m(f(x)) \) are set of element(s) generated by applying according operations by sequence to \( x \). Notice that here \( O^1 = \bigcup_{x \in X} f(m(x)) \) and \( O^2 = \bigcup_{x \in X} m(f(x)) \), and in all our proofs, set is referring to dataset (mathematically termed as a multiset) which allows repetitive elements and union operations (here alias to sum operation in multiset) preserve repetitive elements as well. To prove \( O^1 \equiv O^2 \), it suffices to show that \( \forall x \in X : O^1_x \equiv O^2_x \). We prove it by justifying the following two cases: \( f(x) \) is the indicator function of filter \( f \) to represent its selectiveness. 1. When \( f(x) = 1 \), \( O^1_x \equiv O^2_x \). We prove it by showing that \( \forall x' \in m(x) \), \( \pi_{U_{\text{Filter}}}(x') = \pi_{U_{\text{Filter}}(x)} \), and by definition IV.2 \( f \)’s behavior is solely depending on attribute set \( U_{\text{Filter}} \), we have

\[
O^1_x = f(m(x)) = \bigcup_{x' \in m(x)} f(x') = \bigcup_{x' \in m(x)} 1_f(x') \cdot x' \\
= \bigcup_{x' \in m(x)} 1_f(\pi_{U_{\text{Filter}}}(x')) \cdot x' = \bigcup_{x' \in m(x)} 1_f(\pi_{U_{\text{Filter}}}(x)) \cdot x' \\
= \bigcup_{x' \in m(x)} 1_f(x) \cdot x' = \bigcup_{x' \in m(x)} 0 \cdot x' = \emptyset
\]

Thus for \( \forall x \), in case 1, we have \( O^1_x \equiv O^2_x \).

2. Similarly, when \( f(x) = 0 \) \( \cdot x = 1 \cdot x = \emptyset \), \( O^2_x = m(f(x)) = m(x) \). And

\[
O^1_x = f(m(x)) = \bigcup_{x' \in m(x)} f(x') = \bigcup_{x' \in m(x)} 1_f(x') \cdot x' \\
= \bigcup_{x' \in m(x)} 1_f(\pi_{U_{\text{Filter}}}(x')) \cdot x' = \bigcup_{x' \in m(x)} 1_f(\pi_{U_{\text{Filter}}}(x)) \cdot x' \\
= \bigcup_{x' \in m(x)} 1_f(x) \cdot x' = \bigcup_{x' \in m(x)} 1 \cdot x' = \bigcup_{x' \in m(x)} x' = m(x)
\]

Thus for \( \forall x \), in case 2, we also have \( O^1_x \equiv O^2_x \). Combine the results in both cases (which are all cases possible), we have proved for \( \forall x \in X, O^1_x \equiv O^2_x \), and consequently, \( O^1 \equiv O^2 \).

Correspondingly, we can get the following lemmas to determine if a filter operation can be pushed down before Group and Set operations, respectively.

**Lemma IV.3.** For \( Y = X.\text{Group}(f_1).\text{Filter}(f_2) \), Filter and Group can be reordered, if \( U_{f_2} \cap D_{f_1} = \emptyset \).

**Lemma IV.4.** For \( Z = X.\text{Set}(Y).\text{Filter}(f_2) \), Filter and Set can be reordered along with \( X \) and \( Y \) data path safely: \( Z = X.\text{Filter}(f_2).\text{Set}(X_1)(Y.\text{Filter}(f_2)) \) if \( U_{f_2} \cap D_{f_1} = \emptyset \).

In the second step (dynamic evaluation), two polynomial regression models (due to their wide applicability in engineering [15]) are trained for \( \text{op}_1 \) and \( \text{op}_2 \) respectively using profiling information, then predict the execution time of each operation on new input. If SODA gets positive feedback from predict models, it will suggest programmers reorder these two operations.

**C. Element Pruning**

Element pruning is an optimization to eliminate unused attributes in an element by analyzing data dependency in the attribute level among operations. SODA analyzes an operation and its associated UDF(s) to analyze attribute dependency between the input and output dataset of this operation. Then a directed data dependency graph (DDG), \( G' = (V', E') \), is built to represent the whole data flow of the application by combining all attribute dependency relationships among operations. A node \( v \in V' \) represents an attribute of a dataset involved in an operation while an edge \( e \in E' \) from a node \( s \) to another node \( d \) indicates that \( d \) has either data or control dependency on \( s \). If an edge is a control dependency, it means that \( s \) and \( d \) have identical attributes.
Data dependency means that the value of \( d \) is updated or created from \( s \). An attribute node may have multiple incoming and outgoing edges. To identify an application’s start and endpoints, we add two special nodes source and sink to this graph and connect all input attributes of this application to source and connect all output attributes to sink. All these dummy edges outgoing from source and incoming to sink are assigned as control dependencies. Therefore, we can reduce the complicated optimization into a problem of traversing the graph and eliminating a node \( v \) if there exists no path between \( v \) and sink, since an attribute node can be eliminated safely if it does not make a contribution to produce an output of the application.

```
val aggData = reviewRDD.map( row =>
  (row.getString(0), (row.getDouble(2), row.getString(3))))
  .groupByKey().map{
    case (attr_0, attr_2) => attr_2 .map(_.l).sum
  }
```

V. EVALUATION & EXPERIMENTS

In this section, we use four real-world data-intensive applications in different domains to evaluate the overall effectiveness of SODA on a 9-node cluster of Apache Spark (v3.0.0) by comparing runtime performance of these applications before and after optimization by SODA. Each node has a hardware configuration with Intel(R) Xeon(R) CPU E5-2620 v3 @ 2.40GHz, 32GB main memory with DDR4-2133 MHz ECC and 1 GigE Ethernet as the internal communication channel between nodes.

A. Benchmarks

- **System Log Analysis (SLA)** is a job to find average ranking and total advertising revenue for each website within a specified date range. There are two datasets, uservisits and pageranks.
- **Customer Reviews Analysis (CRA)** is a project aiming at ranking the top 20 brands according to average customer rating score in the book categories. The review datasets include over 138.1 million customer reviews spanning from May 1996 to July 2014 [27].
- **Social Network Analysis (SNA)** focuses on ranking the top 20 users who are the most active in a specified time period based on tweets analysis. We use a social-media community consisting of 790,462 users who posted over 3,286,473 tweets and have more than 3,055,797 links from 2013 to 2015 [11, 12].
- **Pre-Processing Job (PPJ)** is a clean task and looks for products satisfying two criteria: 1) product ID starts with “B000”; 2) average word count of the product description is greater than 100. N/A data element will be removed to avoid program crashes during runtime. The metadata dataset includes 15.5 million products.

B. Effectiveness Assessment

To evaluate the effectiveness of SODA, we first manually examine all source code to see which problems are present by rules-of-thumb. We then apply each optimization on four benchmarks individually to obtain their results in detecting problems: Detected, Undetected, or Not Present. If a problem is detected but the performance behaves worse after the revision, we label it as a Failed case. The results shown in Table [V] allow for quantifying their performance. In general, most potential performance problems are detected by SODA successfully with one exception of a Failed case in SNA workload when being applied with CM optimization.

- **SLA** is an application working on two datasets to evaluate the performance of CM and EP, and OR is not applied in this application. SODA can scrutinize the problems successfully.
- **CRA** is a complicated student project using Filter, Join, Agg operations, which exposes problems of EP and OR to SODA. In addition, the complicated workflow allows SODA to dig into the CM issue. All of the problems can be detected by SODA successfully.
- **SNA** is a research project that involved all the optimizations. All of them can be detected by SODA statically, however, CM leads to negative feedback regarding execution time while the other two have positive effects on the application. We, therefore, label CM as Failed. More discussion regarding this unusual phenomenon will be given in the next section.
- **PPJ** is a data clean task involved in Map, Filter and Group operations. There are two problems of CM and EP, are successfully detected by SODA.
TABLE III: The statistics information and corresponding notations needed by SODA

| Level | Notation | Data Source | Comments |
|-------|----------|-------------|----------|
| Application | \( \Upsilon = (V, E) \) | Source code | Data Operational Graph with nodes \( V \) and edges \( E \) |
| | \( S \) | Source code, System Log | All stages in an application |
| | \( D_x \) | Defined by SODA | Defined by SODA |
| | \( D_x \) | Set of matrices \( W \in \{0, 1\}^{F(e)x|V|} \) satisfying hypothesis of \( H_x \) |
| | \( F(w) \) | Defined by SODA | Set of matrices \( W \in \{0, 1\}^{F(e)x|V|} \) |
| | \( L(w) \) | Defined by SODA | The concave approximation \( \bar{F} \) of \( F(w) \) |
| Stage | \( \mathcal{N}_s \) | Source code, System Log | A stage in an application |
| | \( C_s \) | Defined by SODA | Cache candidate datasets after a stage \( s \) is finished |
| Operation | \( I_s \) | System Log, Runtime Profiler | The submission time of a stage \( s \) |
| | | | The execution time of an operation \( \sigma \) |
| Dataset | \( N_v \) | System Log, Runtime Profiler | The size of a dataset generated by operation \( \sigma \) |
| System | \( M_{store} \) | System Log | The memory size of an executor |

TABLE IV: The results of running SODA on Spark Applications. CM, OR and EP represent Cache Management, Operation Reordering and Element Pruning, respectively.

C. Performance Behavior

We start the performance improvement evaluation of SODA on workloads for each optimization. We implemented this by submitting the revised code to Spark and run it five times for each workload to obtain average experimental data. Figure 4 shows the experimental results of execution time, size of shuffling data and GC time for each benchmark. Table V lists the speed up each optimization achieves for each benchmark.

| Benchmark | CM | OR | EP |
|-----------|----|----|----|
| SLA       | 2.07% | 0.77% | 1.55% |
| CRA       | 59.57% | 3.09% | 6.38% |
| SNA       | -7.88% | 9.70% | 6.15% |
| PPJ       | 2.96% | 0.24% | 7.47% |

TABLE V: System speed up of individual optimization over the baseline implementation in RDD.

- **SLA.** There are two performance problems: CM and EP, that are detected by SODA. The revised applications are submitted to Apache Spark and become 2.07% and 1.55% faster than the baseline (RDD) (see Table V), respectively. Figure 4a reveals that these two optimizations are not related to shuffling data size, while GC time of CM is about 2.2 times faster than the others, since cached dataset triggers a frequent GC procedure to collect JVM garbage.

- **CRA.** All three kinds of optimizations, CM, OR and EP, can be used on this application and their performance speeds up by 59.57%, 3.09%, 6.38%, respectively, according to Table V. In Figure 4b OR and EP have a positive effect on execution time and shuffling data size, while CM has speedup over execution time and does not reduce shuffling data size. Even CM has a better performance than the other two, however, the corresponding GC time is bigger. EP can reduce shuffling data size significantly but with the minimum time consumed.

- **SNA.** Table V shows that after applying the three optimizations, this application speeds up by -7.88%, 9.70%, 6.15%, respectively. We believe two reasons are causing this worse performance (-7.88%) of the revised application-optimized by CM: 1) this benchmark is a memory-intensive application; and 2) most of the storage memory in an executor is occupied by cached dataset, which leads to high pressure on garbage collection threads. Since SODA only handles cache capacity constraints and does not consider the mutual effect between storage and execution memory, such a case is difficult to be avoided. Additionally, OR has reduced shuffling data size significantly.

- **PPJ.** According to Table V, EP and CM can speed up the application by 7.47% and 2.96%, respectively. In Figure 4d the shuffling data size has been reduced by EP from 948.8 MB to 392.2 MB while the GC time is decreased to 22.3 seconds.

D. System Overhead

In this section, we conduct experiments in different granularity of monitoring, e.g. monitoring no operation, partial operations suggested by SODA, or all operations involved in applications, to compare system overhead. Table VI shows the execution time of each application with different monitoring granularity. In the partial granularity, we get profiling guidance for SLA and PPJ based on CM’s suggestions, CRA and SNA based on OR’s suggestions. Monitoring on all operations takes a longer time than the other two granularities. The rational reasons behind the acceptable system overhead lie in our lightweight design of online phase: 1) Enabling and customizing Spark internal event and metrics subsystems only cast needed information with a lower system overhead; 2) Exploiting data access pattern behind semantics code and DAG-based workflow provides an instrumentation guide to probe runtime system. For instance, we only consider and instrument candidate operations contributing to future ones if they are persisted in memory. It is worth mentioning that the system
overhead of an application depends on its characteristic, input data size, and system configurations.

| Benchmark | Optimization | No | Partial | All  |
|-----------|--------------|----|---------|------|
| SLA       | CM           | 78.8 | 87.3 | 107.6 |
| CRA       | OR           | 240.0 | 275.3 | 332.7 |
| SNA       | OR           | 138.0 | 153.4 | 197.6 |
| PPJ       | CM           | 153.6 | 176.3 | 317.5 |

TABLE VI: Overall comparison about System Overheads incurred by SODA

VI. RELATED WORK

A few promising programming models and platforms have been proposed through the efforts of different disciplines to accommodate the sheer size of data, such as MapReduce [13], Apache Spark [45], and Flink [7]. There is a surge of interest in optimizing data-intensive applications using semantics-aware approaches [11], [17], [21], [22], [23], [48], [40], [46], [49]. However, there is still a research gap between static and dynamic analyses to improve the performance of data-intensive systems. To the best of our knowledge, there is no optimization plugin of Scala Compiler for Spark RDD APIs, our proposed work is the first attempt in this direction.

Microsoft’s Scope compiler [8], [15], [17], [49] automatically optimizes a data-parallel program to eliminate unnecessary code and data. It performs early filtering and calculates small derived values to minimize the amount of data-shuffling I/O based on information derived by static code analysis. There is no dynamic information involved in its optimizations.

Spark Catalyst [4] is an extensible query optimizer that leverages advanced programming language features (e.g., Scala’s pattern matching and quasi-quotes) in a novel way within the core of the Spark SQL engine. Catalyst uses a tree architecture to represent operation nodes and conduct rule-based optimizations. Finally, cost-based optimization is performed by generating multiple plans and calculating their cost to choose an optimal one. Unfortunately, it only supports Dataset and DataFrame APIs [19], [45]. Thus, applications developed by RDD API cannot benefit from it directly.

As to cache management, LRU caching policy is often used [45], [46]. To improve cache management, several research works, namely MemTune [41], LRC [43] and MRD [31], leverage directed acyclic graph (DAG), data dependency among stages, and physical schedule unit (i.e., job and stage level) for new measurements of a data block reference. However, MemTune approach fails to answer a question of which and when each RDD will be persisted in memory. LRC updates a new reference count for each data block according to usages within a stage, however, it does not take into account the impact of data blocks spanning across multiple stages. MRD proposes a fine-grained time-locality measurement of data block reference, called reference distance. It is based on a physical schedule unit assigned by the DAG Scheduler. Nonetheless, scheduling unit orders can not reveal the real runtime executing an order to some extent. Our approach in SODA is a novel stage-level global cache management policy, which emphasizes two factors that would impact system performance, especially for cache behaviors: execution order of stages and data block size.

VII. CONCLUSIONS AND FUTURE WORK

In this paper, we propose a semantics-aware optimization approach to assist programmers to develop and optimize an application interactively and semi-automatically. We propose three kinds of optimization strategies: cache management, operation reordering and element pruning. Element pruning is a static rule-based model and the other two are hybrid models using static and dynamic information. To get dynamic information about data and runtime system, the online phase is developed as a piggyback monitoring tool by integrating spark internal event component, metrics system and source code profiling tools. Extensive empirical results on several real-world benchmarks using Spark RDD APIs reveal that our approach achieves better performance on the optimized code than their original implementation.

In the future work, we will extend the optimization of operation reordering to map as well as other operations. So far SODA can only take care of filter and join reordering, and help programmers choose the right operation with acceptable performance. For example, reduceByKey can replace groupByKey to reduce shuffling data size. Another promising area is to add a growing number of performance-oriented constraints to the global cache management policy. For example, we can require that all datasets needed by an operation are persisted in memory simultaneously to gain better performance.
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