STABILIZATION RESULTS OF A LORENZ PIEZOELECTRIC BEAM WITH PARTIAL VISCOS DAMPINGS
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Abstract. In this paper, we investigate the stabilization of a one-dimensional Lorenz piezoelectric (Stretching system) with partial viscous dampings. First, by using Lorenz gauge conditions, we reformulate our system to achieve the existence and uniqueness of the solution. Next, by using General criteria of Arendt-Batty, we prove the strong stability in different cases. Finally, we prove that it is sufficient to control the stretching of the center-line of the beam in $x$–direction to achieve the exponential stability. Numerical results are also presented to validate our theoretical result.
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1. Introduction

Piezoelectric materials have become more promising in aeronautic, civil and space structures. It is known, since the 19th century that materials such as quartz, Rochelle salt and barium titanate under pressure produces electric charge/voltage, this phenomenon is called the direct piezoelectric effect and was discovered by brothers...
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Pierre and Jacques Curie in 1880. This same materials, when subjected to an electric field, produce proportional geometric tension. Such a phenomenon is known as the converse piezoelectric effect and was discovered by Gabriel Lippmann in 1881 [21, 26, 28]. In many studies related to piezoelectric structures, the magnetic effect is neglected and only the mechanical the mechanical effects are considered. In general the mechanical effects are modelled by using Kirchhoff, Euler-Bernoulli or Midlin-Timoshenko assumptions for small displacements [5, 7, 23, 28], and electrical and magnetic effects are added to the system generally using electrostatic, quasi-static and fully dynamic approaches ([6, 9, 10, 27]). Morris and Özer in [12, 13], proposed a variational approach, a piezoelectric beam model with a magnetic effect, based on the Euler-Bernoulli and Rayleigh beam theory for small displacement. They considered an elastic beam covered by a piezoelectric material on its upper and lower surfaces, isolated at the edges and connected to an external electrical circuit to feed charge to the electrodes. It is worth mentioning that it is well known that piezoelectric beams without the magnetic effect, in which they exists a few results on piezoelectric material with different kind of dampings [1, 24, 19, 15, 17, 2, 3].

Recently, in [16], a nouvel infinite-dimensional models, by a through variational approach, are introduced to describe vibrations on a piezoelectric beam. Electro-Magnetic effects due to Maxwell’s equations factor in the models via the electric and magnetic potentials. This system is described by a wave equation [13], are exactly observable [11] and exponentially stable [25]. Also, there are modelled by using Kirchhoff, Euler-Bernoulli or Midlin-Timoshenko assumptions for small displacements [13, 26, 28]. In many studies related to piezoelectric structures, the magnetic effect geometric tension. Such a phenomenon is known as the converse piezoelectric effect and was discovered by Gabriel Lippmann in 1881 [21, 26, 28]. In many studies related to piezoelectric structures, the magnetic effect was discovered by Pierre and Jacques Curie in 1880. This same materials, when subjected to an electric field, produce proportional geometric tension. Such a phenomenon is known as the converse piezoelectric effect. The natural physical constants $\rho$, $\alpha$, $\gamma$, $\varepsilon_1$, $\varepsilon_3$, $\mu$ denotes the mass density per unit volume, elastic stifness, piezoelectric coupling coefficient, permittivity in $x$ and $z$ directions, and magnetic permeability respectively. The conditions (1.1)$_5$-(1.1)$_7$, represents respectively beam clamped on the left, Lateral force. First charge moment, Current. The applied current $i_s(t)$ at the electrodes effects only the stretching motion and the surface electrical continuity is satisfied

$$\frac{di_s(x,t)}{dx} = 0.$$  

The author proved that this model fail to be asymptotically stable if the material parameters satisfy certain conditions. To achieve at least asymptotic stability the author proposed an additional controller. In this paper, we study system (1.1) without current acting on the electrode and with different partial viscous damping acting on the stretching of the centreline of the beam in $x$–direction, electrical field component in $x$–direction, electrical field component in $z$–direction and magnetic field component in $y$–direction. This system in described by

$$\begin{aligned}
\rho v_{tt} - \alpha v_{xx} - \gamma (\phi + \eta)_{x} &= 0, & (x, t) \in (0, L) \times (0, \infty), \\
-\xi (\phi + \theta)_{x} + (\eta + \phi) - \frac{\gamma}{\varepsilon_3} v_{x} &= 0, & (x, t) \in (0, L) \times (0, \infty), \\
(\theta_t + \phi_x) - \frac{\mu}{\varepsilon_3} (\eta_x - \theta_x) &= \frac{i_s(t)}{\varepsilon_3 h}, & (x, t) \in (0, L) \times (0, \infty), \\
(\eta_t + \phi_x) - \frac{\mu}{\varepsilon_3} (\eta_x - \eta_x) - \frac{\gamma}{\varepsilon_3} v_{tx} &= 0, & (x, t) \in (0, L) \times (0, \infty), \\
v(0, t) = \alpha v_x(L, t) + \gamma (\phi(L, t) + \gamma \eta(L, t) &= 0, & t \in (0, \infty), \\
\xi \varepsilon_3 (\theta_t + \phi_x)(0, t) = \xi \varepsilon_3 (\theta_t + \phi_x)(L, t) &= 0, & t \in (0, \infty), \\
\mu (\theta - \eta_x)(0, t) = \mu (\theta - \eta_x)(L, t) &= 0 \\
\end{aligned}$$

where $v, \theta_t + \phi_x, \eta_t + \phi$ and $\theta - \eta_x$ represents respectively, the stretching of the centreline of the beam in $x$–direction, electrical field component in $x$–direction, electrical field component in $z$–direction and magnetic field component in $y$–direction and $\xi = \frac{\alpha^2 L^2}{12 \varepsilon_3}$. The natural physical constants $\rho$, $\alpha$, $\gamma$, $\varepsilon_1$, $\varepsilon_3$, $\mu$ denotes the mass density per unit volume, elastic stifness, piezoelectric coupling coefficient, permittivity in $x$ and $z$ directions, and magnetic permeability respectively. The conditions (1.1)$_5$-(1.1)$_7$, represents respectively beam clamped on the left, Lateral force. First charge moment, Current. The applied current $i_s(t)$ at the electrodes effects only the stretching motion and the surface electrical continuity is satisfied
and \( \theta \) and (2.1) respectively reduce to (Stretching) of motion (Stretching)

\[
\begin{align*}
\rho v_{tt} - \alpha v_{xx} - \gamma (\phi + \eta_t)_x + av_t &= 0, \\
-\xi (\phi_x + \theta_t)_x + (\eta_t + \phi) - \frac{\gamma}{\varepsilon_3} v_x &= 0, \\
(\theta_t + \phi_e)_t - \frac{\mu}{\varepsilon_3} (\eta_x - \theta) + b(\theta_t + \phi_x) &= 0, \\
(\eta_t + \phi_x)_t - \frac{\mu}{\varepsilon_3} (\eta_x - \theta)_x - \frac{\gamma}{\varepsilon_3} v_{tx} + c(\eta_t + \phi) &= 0,
\end{align*}
\]

\( (x, t) \in (0, L) \times (0, \infty) \),

where \( a, b, c > 0 \). In the first section we reformulate and we prove the well-posedness of our system. In the second part we prove the strong stability of system (Stretching). Next, we prove the exponential stability under partial viscous damping on the centreline of the beam in \( x \)-direction and/or electrical field component in \( x \) and \( z \)-direction. Finally, we numerically illustrate the exponential stability decay of the natural energy \( E(t) \) of (Lorenz) system.

2. Reformulation and Wellposedness

System (Stretching) does not yield a unique solution since:

- The magnetic potential vector component \( \theta, \eta \) and the electrical potential \( \phi \) are not uniquely defined (see Equation (1) in [16] and [17]).
- The Lagrangian is invariant under certain transformations [17].

To obtain a unique solution, particular gauge conditions are presented in electro-magnetic theory to completely decouple the electromagnetic equations in (Stretching). One of the most widely used gauges is Lorenz Gauges [13, 16, 17, 14, 22]). For the piezoelectric beam model, the Lorenz Gauge condition is given by

\[
(LGC) \quad -\xi \theta_x + \eta = \frac{\xi \varepsilon_3}{\mu} \phi_t,
\]

with the boundary conditions

\[
(2.1) \quad \theta(0, t) = \theta(L, t) = 0.
\]

In the case of (LGC), the term \(-\xi \theta_x + \eta \) in (Stretching)_2 is transformed into \( \frac{\xi \varepsilon_3}{\mu} \phi_t \). As well, the terms \( \phi_{tx} - \frac{\mu}{\varepsilon_3} (\eta_x - \theta) \) and \( \phi_t - \frac{\mu}{\varepsilon_3} (\eta_x - \theta)_x \) in (Stretching)_1 and (Stretching)_4 are transformed into \( -\frac{\mu}{\varepsilon_3} (\xi \theta_x - \theta) \) and \( -\frac{\mu}{\varepsilon_3} (\xi \eta_x - \eta) \), respectively. This transformation not only the \( \phi \)-equation to a wave equation but also the \( \theta \) and \( \eta \) equations. Therefore, both electric and magnetic equations are wave equations. Then, the equations of motion (Stretching)-(2.1) respectively reduce to

\[
(Lorenz) \quad \begin{align*}
\rho v_{tt} - \alpha v_{xx} - \gamma (\phi + \eta_t)_x + av_t &= 0, \\
\phi_{tt} - \frac{\mu}{\varepsilon_3} \phi_{xx} + \frac{\mu}{\xi \varepsilon_3} \phi - \frac{\gamma}{\varepsilon_3} v_x &= 0, \\
\theta_{tt} - \frac{\mu}{\varepsilon_3} \theta_{xx} + \frac{\mu}{\xi \varepsilon_3} \theta + b(\theta_t + \phi_x) &= 0, \\
\eta_{tt} - \frac{\mu}{\varepsilon_3} \eta_{xx} + \frac{\mu}{\xi \varepsilon_3} \eta - \frac{\gamma}{\varepsilon_3} v_{tx} + c(\eta_t + \phi) &= 0,
\end{align*}
\]

\( (x, t) \in (0, L) \times (0, \infty) \),

Lemma 2.1. The natural energy \( E(t) \) associated to (Lorenz) system is the sum of kinetic, potential, magnetic and electrical energies, i.e.,

\[
(2.2) \quad E(t) = E_k(t) + E_p(t) + E_B(t) + E_{elec}(t),
\]
where
\[
\begin{align*}
E_k(t) &= \frac{\rho}{2} \int_0^L |v_t|^2 dx, \\
E_p(t) &= \frac{\alpha}{2} \int_0^L |v_x|^2 dx, \\
E_B(t) &= \frac{\mu}{2} \int_0^L |\theta - \eta|^2 dx,
\end{align*}
\]
and
\[
E_{elc}(t) = \frac{1}{2} \int_0^L \left[ \xi \varepsilon_3 (\theta_t + \phi_x)^2 + \varepsilon_5 |\eta_t + \phi|^2 \right] dx
\]
(2.3)

Differentiating (2.3), we get
\[
\frac{d}{dt} E(t) = -a \int_0^L |v_t|^2 dx - b \xi \varepsilon_3 \int_0^L |\theta_t + \phi_x|^2 dx - c \varepsilon_3 \int_0^L |\eta_t + \phi|^2 dx.
\]
(2.4)

**Proof:** Multiplying (Lorenz) by $\pi_t$, integrating by parts over $(0, L)$ and taking the real part, we get
\[
\frac{d}{dt} E_k(t) + \frac{d}{dt} E_p(t) + \Re \left( \gamma \int_0^L (\phi + \eta) \bar{\omega}_x dx \right) + a \int_0^L |v_t|^2 dx = 0.
\]

Multiplying (Lorenz) by $\xi \varepsilon_3 (\theta_t + \phi_x)$, integrating over $(0, L)$, we get
\[
\frac{\xi \varepsilon_3}{2} \frac{d}{dt} \int_0^L |\theta_t|^2 dx + \frac{\mu}{2} \frac{d}{dt} \int_0^L |\theta|^2 dx + \Re \left( \xi \varepsilon_3 \int_0^L \theta_t \bar{\omega}_x dx \right) + \Re \left( \mu \int_0^L \theta_x (\theta_{tx} + \phi_{xx}) dx \right)
\]
(2.5)

Using (LGC) in the fourth integral in (2.5), we obtain
\[
\Re \left( \mu \int_0^L \theta_t \bar{\omega}_x dx \right) + \Re \left( \xi \varepsilon_3 \int_0^L \phi_x \bar{\theta}_x dx \right)
\]
(2.6)

Inserting (2.6) in (2.5), we get
\[
\frac{\xi \varepsilon_3}{2} \frac{d}{dt} \int_0^L |\theta_t + \phi_x|^2 dx + \frac{\mu}{2} \frac{d}{dt} \int_0^L |\theta|^2 dx - \Re \left( \mu \int_0^L \eta_x \bar{\theta}_x dx \right) - \Re \left( \mu \int_0^L \eta_x \bar{\phi}_x dx \right)
\]
(2.7)

Multiplying (Lorenz) by $\varepsilon_3 (\eta_t + \phi)$, integrating by parts over $(0, L)$, we get
\[
\frac{\varepsilon_3}{2} \frac{d}{dt} \int_0^L |\eta_t|^2 dx + \frac{\mu}{2} \frac{d}{dt} \int_0^L |\eta_x|^2 dx + \Re \left( \varepsilon_3 \int_0^L \eta_t \bar{\phi}_x dx \right) + \Re \left( \mu \int_0^L \eta_x \bar{\phi}_x dx \right)
\]
(2.8)

Using (LGC) in the fifth integral over (2.8) and integrating by parts over $(0, L)$, we obtain
\[
\Re \left( \frac{\mu}{\xi} \int_0^L \eta_t \bar{\phi}_x dx \right) = \Re \left( \frac{\varepsilon_3}{2} \frac{d}{dt} \int_0^L |\phi|^2 dx + \Re \left( \varepsilon_3 \int_0^L \phi_t \bar{\eta}_x dx \right) \right)
\]
(2.9)

Inserting (2.9) in (2.8), we get
\[
\frac{\varepsilon_3}{2} \frac{d}{dt} \int_0^L |\eta_t + \phi|^2 dx + \frac{\mu}{2} \frac{d}{dt} \int_0^L |\eta_x|^2 dx - \Re \left( \mu \int_0^L \eta_t \bar{\phi}_x dx \right) + \Re \left( \mu \int_0^L \eta_x \bar{\phi}_x dx \right)
\]
(2.10)

\[
- \Re \left( \mu \int_0^L \theta \bar{\phi}_x dx \right) - \Re \left( \gamma \int_0^L v_{xt} (\phi + \eta) dx \right) + \varepsilon_3 \int_0^L |\eta_t + \phi|^2 dx = 0.
\]
Adding (2.4), (2.7) and (2.10), we get
\[
\frac{d}{dt}(E_k(t) + E_p(t) + E_B(t) + E_{\text{elec}}(t)) = -a \int_0^L |v_1|^2 - b \xi \varepsilon_3 \int_0^L |\theta_t + \phi_x|^2 \, dx - c \varepsilon_3 \int_0^L |\eta_t + \phi|^2 \, dx.
\]
Thus, we obtain (2.3). The proof has been completed. \(\square\)

**Lemma 2.2.** If \(E(t) = 0\) then \(v = \phi = \eta = \theta = 0\).

**Proof.** By (2.2), \(E(t) = 0\) implies that
\[
v_t + v_x(t) = \theta + \eta_x(t) \quad \text{and} \quad \theta_t + \phi_x + \eta(t) + \phi(t) = 0.
\]
Using the fact that \(v(0, t) = 0\) in (2.11), we get
\[
v(x, t) = 0 \quad \text{in} \quad (0, L) \times (0, \infty).
\]
Using (2.12) and (Lorenz), we get the following system
\[
\begin{align*}
\phi_x(t, x) - \frac{\phi}{\xi_x} \phi(t, x) + \frac{\phi}{\xi_3} \phi(t, x) = 0 & \quad \text{in} \quad (0, L) \times (0, \infty), \\
\phi(x, 0) = \phi(L, t) = 0 & \quad \text{in} \quad (0, \infty), \\
\phi(x, 0) = \phi_t(x, 0) = 0 & \quad \text{in} \quad (0, L).
\end{align*}
\]
Applying Fourier Transforms with respect to the variable \(x\) on (2.13) and using the zeros initial conditions, we get
\[
\phi(x, t) = 0.
\]
Using (2.14) and (2.11), we get \(\theta_t = 0\). Using the fact that \(\theta_t = 0\) and (Lorenz), we get
\[
\begin{align*}
\xi \theta_x(x, t) - \theta(x, t) = 0 & \quad \text{in} \quad (0, L) \times (0, \infty), \\
\theta(0, t) = \theta(L, t) = 0 & \quad \text{in} \quad (0, \infty).
\end{align*}
\]
The solution of (2.15) is \(\theta(x, t) = 0\). Finally, using (LGC) and the fact that \(\theta(x, t) = 0\), we get \(\eta(x, t) = 0\). The proof has been completed. \(\square\)

Now, we define the following state
\[
U = (v, z, u^1, u^2, u^3)
\]
such that \(z = u_t, u^1 = \theta - \eta_x, u^2 = \theta_t + \phi_x \) and \(u^3 = \eta_t + \phi\). with the following initial condition
\[
U(\cdot, 0) = U_0 = (v(\cdot, 0), z(\cdot, 0), \theta(\cdot, 0) - \eta_x(\cdot, 0), \theta_t(\cdot, 0), \eta_t(\cdot, 0)).
\]
By the choices of the states, (Lorenz) and (LGC), we obtain the following compatibility condition:
\[
\xi u_x^2 - u^3 + \frac{\gamma}{\varepsilon_3} v_x = 0.
\]
We define the linear space
\[
\mathcal{H} = \left\{ U \in \left( H^1_0(0, L) \times L^2(0, L) \right)^4 : u_x^2 \in L^2(0, L), u^2(0) = u^2(L) = 0, \xi u_x^2 - u^3 + \frac{\gamma}{\varepsilon_3} v_x = 0 \right\}
\]
and the bilinear form on \( \mathcal{H} \times \mathcal{H} \)
\[
b(U, \bar{U}) = \int_0^L \left( \alpha u_x \bar{v}_x + \rho \xi u_x \bar{v}_x + \mu u^1 \bar{u}^1 + \xi \varepsilon_3 u^2 \bar{u}^2 + \varepsilon_3 u^3 \bar{u}^3 \right) \, dx.
\]

**Remark 2.3.** Using (2.16), the bilinear form \( b \) can be written as
\[
b(U, \bar{U}) = \int_0^L \left( \alpha u_x \bar{v}_x + \rho \xi u_x \bar{v}_x + \mu u^1 \bar{u}^1 + \xi \varepsilon_3 u^2 \bar{u}^2 + \varepsilon_3 u^3 \bar{u}^3 \right) \left( \xi \frac{u_x}{\varepsilon_3} \bar{v}_x + \frac{\gamma}{\varepsilon_3} \bar{v}_x \right) \, dx.
\]

**Lemma 2.4.** (See [16]) The bilinear form \( b \) is symmetric, continuous and coercive on \( \mathcal{H} \times \mathcal{H} \).

**Proof.** The bilinear form (2.18) is symmetric and by using the Poincaré’s inequality on \( u^2 \) terms, we can check easily the continuity. For the coercivity, using (2.19) and the generalized Young’s inequality, we get
\[
b(U, U) \geq \int_0^L \left( |z|^2 + \mu |u|^2 \right) + \xi \varepsilon_3 |u^2|^2 + \left( \alpha + \frac{\gamma^2}{\varepsilon_3} - \frac{2\xi}{k} \right) |v_x|^2 + (\xi \Delta \xi^2 - \gamma k) |u^2|^2 \, dx.
\]
By choosing
\[ \frac{\gamma \xi}{\alpha + \frac{\gamma}{\xi_3}} < k < \frac{\xi_3}{\gamma} \]
then the coefficients of \(|v_x|^2\) and \(|u_x^2|^2\) are positive. Therefore,
\[ b(U, U) \geq C \|U\|_H, \]
where \(C = \min \left( \rho, \mu, \xi_3, \left( \alpha + \frac{\gamma^2}{\xi_3} - \frac{\gamma \xi}{k} \right), (\xi_3 \xi_2^2 - \gamma \xi k) \right)\). The proof has been completed. \(\square\)

**Lemma 2.5.** \(H\) is a Hilbert space equipped by the inner product \(b(U, \tilde{U})\).

We define the unbounded linear operator \(A : D(A) \rightarrow H\), by
\[
AU = \begin{pmatrix} z \\ \frac{\alpha}{\rho} v_{xx} + \frac{\gamma}{\rho} u_x^3 \\ u^2 - u_x^3 \\ -\frac{\mu}{\xi_3} u_1^1 \\ -\frac{\mu}{\xi_3} \frac{u_1^1}{\xi_3} + \frac{\gamma}{\xi_3} z_x \end{pmatrix}
\]
and
\[
D(A) = \left\{ U = (v, z, u_1, u_2, u_3) \in H; \ v \in H^2(0, L), v \in H^2(0, L) \cap H^1_0(0, L), \ u_1, u_2 \in H^1_0(0, L), \ u_3 \in H^1(0, L) \quad \text{and} \quad \alpha v (L) + \gamma u_3 (L) = 0 \right\}
\]

**Proposition 2.6.** (See [16]) We have:

(1) \(0 \in \rho(A)\).

(2) The operator \(A\) satisfies \(A^* = -A\) on \(H\), and \(A\) is a generator of a unitary semigroup \((e^{tA})_{t\geq0}\).

The system (Lorenz) can be written as
\[ (2.20) \quad U_t = (A - B) U, \quad U(0) = U_0. \]
where
\[ BU := \begin{pmatrix} 0, \frac{a}{\rho}, 0, bu^2, cu^3 \end{pmatrix}^T. \]

It is easy to see that the operator \(B\) is a bounded operator. Let us denote \(A_{a,b,c} = A - B\). The operator \(A_{a,b,c}\) defined by (2.20) with domain \(D(A_{a,b,c}) = D(A)\) is densely defined in \(H\). Moreover, \(A_{a,b,c}\) is the infinitesimal generator of \(C_0\)-semigroup of contractions. Therefore, by Lumer-Phillips theorem if \(U_0 \in D(A)\) solution of (2.20) then \(U \in C([0, T]; D(A)) \cap C^1([0, T]; H)\).

### 3. Strong Stability

The aim of this section is to analyse the strong stability of system (2.20). The main result of this section is the following theorems.

**Theorem 3.1.** The \(C_0\)-semigroup of contractions \((e^{tA_{a,b,c}})_{t\geq0}\) is strongly stable in \(H\) is the sense that
\[
\lim_{t \rightarrow +\infty} \|e^{tA_{a,b,c}}U_0\|_H = 0, \text{ in the following cases:}
\]

**Case 1:** \((a, b, c) \neq (0, 0, 0)\).

**Case 2:** \(a = 0\) and \((b, c) \neq (0, 0)\).

**Case 3:** \(b = 0\) and \((a, c) \neq (0, 0)\).

**Case 4:** \(c = 0\) and \((a, b) \neq (0, 0)\).

**Case 5:** \(a \neq 0\) and \((b, c) = (0, 0)\).

**Case 6:** \(b \neq 0\) and \((a, c) = (0, 0)\).
Proof. Since the resolvent of $A_{a,b,c}$ is compact in $H$, then according to Arendt-Batty theorem see (Page 837 in [4]), system (Lorenz) is strongly stable if and only if $A$ doesn’t have pure imaginary eigenvalues, that is, $\sigma(A) \cap i\mathbb{R} = \emptyset$. We have already shown that $0 \in \rho(A_{a,b,c})$, and still need to show that $\sigma(A_{a,b,c}) \cap i\mathbb{R}^* = \emptyset$. For this aim, suppose by contradiction that there exists $\lambda \in \mathbb{R}^*$ and $U \in D(A_{a,b,c}) \setminus \{0\}$ such that

$$A_{a,b,c}U = i\lambda U.$$  

Equivalently, we have:

$$z = i\lambda v,$$  

$$\lambda^2 \rho v + \alpha v_{xx} + \gamma u_x^3 - az = 0,$$  

$$u^2 - u_x^3 = i\lambda u^1,$$  

$$-\frac{\mu}{\xi_3} u_1^1 - bu^2 = i\lambda u^2,$$  

$$-\frac{\mu}{\xi_3} u_1^1 + \frac{\gamma}{\xi_3} i\lambda v_x - cu^3 = i\lambda u^3.$$  

A straightforward calculation gives:

$$0 = \Re \langle i\lambda U, U \rangle_H = \Re \langle A_{a,b,c}U, U \rangle_H = -a \int_0^L |z|^2 dx - b\xi_3 \int_0^L |u^2|^2 dx - c\xi_3 \int_0^L |u^3|^2 dx.$$  

Consequently, we deduce that:

$$az = bu^2 - cu^3 = 0.$$  

Case 1: From (3.7), we get $z = u^2 = u^3 = 0$. Using the fact that $\lambda \neq 0$, (3.2) and (3.5), we get $v = 0$ and $u^1$. Thus, $U = 0$ and consequently $A$ has no pure imaginary eigenvalues.

Case 2: From (3.7), we get $u^2 = u^3 = 0$. Then, from (3.5) we obtain

$$u^1 = 0.$$  

Using (3.7), (3.8) and the fact that $\lambda \neq 0$ in (3.6), we get $v_x = 0$. Using the boundary condition $v(0) = 0$ and the fact that $\lambda \neq 0$, we obtain $v = 0$. Using the fact that that $v = 0$ and $\lambda \neq 0$ in (3.2), we get $z = 0$. Thus, $U = 0$ and consequently $A$ has no pure imaginary eigenvalues.

Case 3: From (3.7), we get $z = u^3 = 0$. Then, from (3.2) and the fact that $\lambda \neq 0$, we get $v = 0$. Using the fact that $v = u^2 = 0$ and $u^1(0) = 0$ in (3.6), we get $u^1 = 0$. Using the fact that $u^3 = u^1 = 0$ in (3.4), we get $u^3 = 0$. Thus, $U = 0$ and consequently $A$ has no pure imaginary eigenvalues.

Case 4: From (3.7), we get $z = u^2 = 0$. Then, from (3.2), (3.5) and the fact that $\lambda \neq 0$, we get $v = u^1 = 0$. Using $v = u^1 = 0$ and the fact that $\lambda \neq 0$ in (3.6), we get $u^3 = 0$. Thus, $U = 0$ and consequently $A$ has no pure imaginary eigenvalues.

Case 5: From (3.7), we get $z = 0$. Using the facts that $z = 0$ and $\lambda \neq 0$ in (3.2), we get $v = 0$. Using $z = v = 0$ in (3.3), we obtain $u_x^3 = 0$, it follows that

$$u^3 = k.$$  

Using the fact that $v = 0$ and inserting (3.9) in (3.6), we get

$$-\frac{\mu}{\xi_3} u^1 = i\lambda kx + k_1.$$  

Using the fact that $u^1(0) = u^1(L) = 0$ in (3.10), we get $k = k_1 = 0$, it follows that

$$u^1 = u^3 = 0.$$  

Inserting (3.11) in (3.5) and using the fact that $\lambda \neq 0$, we get $u^2 = 0$. Thus, $U = 0$ and consequently $A$ has no pure imaginary eigenvalues.

Case 6: From (3.7), we get $u^2 = 0$. Then, from (3.5), we get $u^1 = 0$. Using the fact that $u^2 = u^1 = 0$ in (3.4), we get $u_x^3 = 0$. Using the fact that $u^1 = u_x^3 = 0$ in (3.6), we get

$$\frac{\gamma}{\xi_3} v_x = u^3.$$  

7
Deriving the above equation and using the fact that \( u_3^3 = 0 \), we obtain

\[(3.13) \quad v_{xx} = 0.\]

Inserting (3.13) in (3.3) and using the fact that \( \lambda \neq 0 \), we get \( v = 0 \). Then, from (3.12), we obtain \( u^3 = 0 \). Thus, \( U = 0 \) and consequently \( A \) has no pure imaginary eigenvalues. \( \square \)

**Theorem 3.2.** Assume that \( c \neq 0 \) and \( (a, b) = (0, 0) \). Then, the \( C_0 \)-semigroup of contractions \( (e^{tA_0,c}) \) is strongly stable on \( H \) in the sense that \( \lim_{t \to +\infty} \|e^{tA_0,c}\| = 0 \) for all \( U_0 \in H \) if and only if

\[(SC) \quad \frac{\mu \rho}{\xi \varepsilon^3 \alpha} \neq \frac{(2n + 1)^2 \pi^2}{4L^2}.\]

**Proof.** We suppose by contradiction that there exists \( \lambda \in \mathbb{R}^* \) and \( U \in D(A_{0,0,c}) \setminus \{0\} \) such that

\[(3.14) \quad A_{0,0,c}U = i\lambda U.\]

A straightforward computation gives:

\[0 = \Re \langle i\lambda U, U \rangle_H = \Re \langle A_{0,0,c}U, U \rangle_H = -c\varepsilon_3 \int_0^L |u^3|^2 dx.\]

Consequently, we deduce that

\[(3.15) \quad u^3 = 0.\]

Detailing (3.14) and using (3.15)

\[(3.16) \quad z = i\lambda v,\]

\[(3.17) \quad \lambda^2 \rho v + \alpha v_{xx} = 0,\]

\[(3.18) \quad u^2 = i\lambda u_1,\]

\[(3.19) \quad -\frac{\mu}{\xi \varepsilon^3} u_1 = i\lambda u^2,\]

\[(3.20) \quad -\frac{\mu}{\xi \varepsilon^3} u_x^1 + \frac{\gamma}{\varepsilon^3} \lambda v_x = 0.\]

Inserting (3.18) in (3.19), we get

\[(3.21) \quad \left( \lambda^2 - \frac{\mu}{\xi \varepsilon^3} \right) u^1 = 0.\]

We distinguish two cases:

**Case 1:** If \( \lambda^2 \neq \frac{\mu}{\xi \varepsilon^3} \), it follows that \( u^1 = 0 \). Using the fact that \( u^1 = 0 \) in (3.18), we obtain \( u^2 = 0 \). Using the fact that \( \lambda \neq 0 \) and \( u^1 = 0 \) and \( v(0) = 0 \) in (3.20), we get \( v = 0 \) then \( z = 0 \). Thus, \( U = 0 \) and consequently \( A \) has no pure imaginary eigenvalues.

**Case 2:** If \( \lambda^2 = \frac{\mu}{\xi \varepsilon^3} \). From, (3.20) and the fact that \( v(0) = u^1(0) = 0 \), we get

\[(3.22) \quad u^1 = i\lambda \frac{\gamma}{\mu} v.\]

Using (3.15), the compatibility condition (2.16) and the facts that \( v(0) = u^2(0) = 0 \), we get

\[(3.23) \quad u^2 = -\frac{\gamma}{\varepsilon^3 \xi} v.\]

The general solution of (3.17) with \( v(0) = 0 \), is given by

\[(3.24) \quad v(x) = B \sin \left( \lambda \sqrt{\frac{\rho}{\alpha}} x \right).\]

Using the fact that \( u^3 = 0 \) and the boundary condition \( \alpha v_x(L) + \gamma u^3(L) = 0 \), we get \( v_x(L) = 0 \). Using \( v_x(L) = 0 \) in (3.24), we obtain \( B_o \lambda \sqrt{\frac{\rho}{\alpha}} \cos (\lambda \sqrt{\frac{\rho}{\alpha}} L) = 0 \). If,

\[(3.25) \quad \cos \left( \lambda \sqrt{\frac{\rho}{\alpha}} L \right) = 0,\]
then,

\[(3.26)\]

\[\lambda = \frac{(2n+1)\pi}{2L} \sqrt{\frac{\alpha}{\rho}}.\]

Using the fact that \(\lambda^2 = \frac{\mu}{\xi_3^3}\) in (3.26), we get

\[(3.27)\]

\[\frac{\mu\rho}{\xi_3^3} = \frac{(2n+1)^2\pi^2}{4L^2}.\]

This contradicts (SC), consequently hypothesis (3.25) is not true, and so \(v = 0\), then from (3.16), (3.22) and (3.23), we get \(u^1 = u^2 = z = 0\), which yields to \(U = 0\). Consequently, if (SC) holds, then \(i\lambda\) is not an eigenvalue of \(A\). Thus

\[\ker (i\lambda I - A_{0,1}) = \{0\}.\]

On the other hand, if condition (SC) is not true (i.e., if (3.27) holds), then \(i\lambda\) (where \(\lambda\) is given in (3.26)) is an eigenvalue of \(A_{0,1}\) with the corresponding eigenvector

\[U = \left( v, i\lambda v, i\lambda \frac{\gamma}{\mu} v, -\frac{\gamma}{\varepsilon_3} v, 0 \right),\]

such that \(v\) is given in (3.24). The proof is thus complete. □

4. The stretching of the centreline of the beam in \(x\)-direction and electrical field component in \((x\) and \(z\))-direction are damped \(\"(a,b,c) \neq (0,0,0)\"

The aim of this part is to prove the exponential stability of Lorenz system (Lorenz). The stretching of the centreline of the beam in \(x\)-direction and electrical field component in \((x\) and \(z\))-direction are damped (i.e. \((a; b, c) \neq (0,0,0))\). The main result of this part is the following theorem.

**Theorem 4.1.** The \(C_0\)-semigroup of contractions \((e^{tA_{a,b,c}})_{t \geq 0}\) is exponentially stable; i.e., there exist constants \(M \geq 1\) and \(\epsilon > 0\) independent of \(U_0\) such that

\[\|e^{tA_{a,b,c}}U_0\|_{\mathcal{H}} \leq Me^{-\epsilon t}\|U_0\|_{\mathcal{H}}.\]

According to Huang and Prüss [8, 18], we have to check if the following conditions hold:

(H1) \(i\mathbb{R} \subset \rho(A_{a,b,c})\)

and

(H2) \(\sup_{\lambda \in \mathbb{R}} \| (i\lambda I - A_{a,b,c})^{-1} \|_{\mathcal{L}(\mathcal{H})} = O(1).\)

Condition (H1) is already proved in Theorem 3.1. The next proposition is a technical result to be used in the proof of (H2) given below.

**Proposition 4.2.** Let \(\lambda, U := (v, z, u^1, u^2, u^3) \in \mathbb{R}^5 \times D(A_{a,b,c})\), with \(|\lambda| \geq 1\), such that

\[(4.1)\]

\[(i\lambda I - A_{a,b,c}) U = f := (f^1, f^2, f^3, f^4, f^5) \in \mathcal{H},\]

detailed as

\[(4.2)\]

\[i\lambda v - z = f^1,\]

\[(4.3)\]

\[i\lambda z - \frac{\alpha}{\rho} v_{xx} - \frac{\gamma}{\rho} u^3_x + \frac{a}{\rho} z = f^2,\]

\[(4.4)\]

\[i\lambda u^1 - u^2_x + u^3_x = f^3,\]

\[(4.5)\]

\[i\lambda u^2 + \frac{\mu}{\xi_3} u^1_x + bu^2 = f^4,\]

\[(4.6)\]

\[i\lambda u^3 + \frac{\mu}{\xi_3} u^1_x - \frac{\gamma}{\varepsilon_3} z_x + cu^3 = f^5.\]

Then, we have the following inequality

\[(4.7)\]

\[\|U\|_{\mathcal{H}} \leq K\|F\|_{\mathcal{H}}.\]

Here and below we denote by \(K_j\) a positive constant number independent of \(\lambda\). For the proof of Proposition 4.2, we need the following lemmas.
Lemma 4.3. The solution \((v, z, u^1, u^2, w^3) \in D(A_{a,b,c})\) of equation (4.1) satisfies the following estimates:

\[(4.8)\]
\[\int_0^L |z|^2 dx \leq K_1 \|U\|_\mathcal{H} \|F\|_\mathcal{H} \quad \text{where} \quad K_1 = \frac{1}{a},\]

\[(4.9)\]
\[\int_0^L |u^2|^2 dx \leq K_2 \|U\|_\mathcal{H} \|F\|_\mathcal{H} \quad \text{where} \quad K_2 = \frac{1}{b \epsilon},\]

\[(4.10)\]
\[\int_0^L |u^3|^2 dx \leq K_3 \|U\|_\mathcal{H} \|F\|_\mathcal{H} \quad \text{where} \quad K_3 = \frac{1}{c \epsilon}.\]

Proof. First, taking the inner product of (4.1) with \(U \in \mathcal{H}\), we obtain

\[(4.11)\]
\[a \int_0^L |z|^2 + b \epsilon z \int_0^L |u^2|^2 dx + c \epsilon z \int_0^L |u^3|^2 dx = \mathbb{R} (A_{a,b,c} U, U) \leq \|U\|_\mathcal{H} \|F\|_\mathcal{H}.\]

Then, we obtain (4.8)-(4.10). The proof has been completed. □

Lemma 4.4. The solution \((v, z, u^1, u^2, w^3) \in D(A_{a,b,c})\) of equation (4.1) satisfies the following estimation:

\[(4.12)\]
\[\alpha \int_0^L |v_x|^2 dx \leq K_4 \|U\|_\mathcal{H} \|F\|_\mathcal{H} \quad \text{where} \quad K_4 = 2 \left( \rho K_1 + 2 \sqrt{\frac{b}{\alpha}} + \frac{a}{\alpha} + \frac{\gamma^2}{K_3} \right).\]

Proof. Multiplying (4.3) by \(\rho \pi\), integrating by parts over \((0, L)\), we get

\[(4.13)\]
\[i \lambda \rho \int_0^L z \pi dx + \alpha \int_0^L |v_x|^2 dx + \gamma \int_0^L u^3 \pi dx + a \int_0^L z \pi dx = \rho \int_0^L f^2 \pi dx.\]

From (4.2), we get

\[\alpha \int_0^L |v_x|^2 dx = \rho \int_0^L |z|^2 dx + \rho \int_0^L z \pi dx - \gamma \int_0^L u^3 \pi dx - a \int_0^L z \pi dx + \rho \int_0^L f^2 \pi dx,\]

consequently, we obtain

\[(4.14)\]
\[\alpha \int_0^L |v_x|^2 dx \leq \rho \int_0^L |z|^2 dx + \rho \int_0^L |z| |f|^2 dx + \rho \int_0^L |f|^2 |v_x|^2 dx + \gamma \int_0^L u^3 |v_x|^2 dx + a \int_0^L |z|^2 |v|^2 dx.\]

Using the fact that \(\sqrt{\rho} \leq \|U\|_\mathcal{H}, \sqrt{\alpha} \leq \|F\|_\mathcal{H}, \sqrt{\alpha} |f_2| \leq \|F\|_\mathcal{H}\) and Poincaré inequality, we get

\[(4.15)\]
\[\left\{ \begin{array}{l}
\rho \int_0^L |z| |f|^2 dx \leq \rho c_p \|U\|_\mathcal{H} \|F\|_\mathcal{H}, \\
\rho \int_0^L |f|^2 |v_x|^2 dx \leq \rho c_p \|U\|_\mathcal{H} \|F\|_\mathcal{H}.
\end{array} \right.\]

Applying Young inequality, Poincaré inequality and using (4.8) and (4.10), we get

\[(4.16)\]
\[a \int_0^L |z||v|^2 dx \leq \frac{a}{2r_1} \int_0^L |z|^2 dx + \frac{ar_1 c_p^2}{2} \int_0^L |v_x|^2 dx \leq \frac{1}{2r_1} \|U\|_\mathcal{H} \|F\|_\mathcal{H} + \frac{ar_1 c_p^2}{2} \int_0^L |v_x|^2 dx\]

and

\[(4.17)\]
\[\gamma \int_0^L |u^3| |v_x|^2 dx \leq \frac{\gamma^2}{2r_1} \int_0^L |u^3|^2 dx + \frac{r_2}{2} \int_0^L |v_x|^2 dx \leq \frac{\gamma^2}{2r_1} K_3 \|U\|_\mathcal{H} \|F\|_\mathcal{H} + \frac{r_2}{2} \int_0^L |v_x|^2 dx.\]

Inserting (4.15)-(4.17) in (4.14) and using (4.8), we get

\[(4.18)\]
\[\left( \alpha - \frac{ar_1 c_p^2}{2} - \frac{r_2}{2} \right) \int_0^L |v_x|^2 dx \leq \left( \rho K_1 + 2 \frac{b}{\alpha} c_p + \frac{a}{\alpha} + \frac{\gamma^2}{K_3} \right) \|U\|_\mathcal{H} \|F\|_\mathcal{H}.\]

Taking \(r_1 = a r_1 c_p^2\) and \(r_2 = \frac{\alpha}{2}\) in (4.18), we get

\[\frac{\alpha}{2} \int_0^L |v_x|^2 dx \leq \left( \rho K_1 + 2 \frac{b}{\alpha} c_p + \frac{a}{\alpha} + \frac{\gamma^2}{K_3} \right) \|U\|_\mathcal{H} \|F\|_\mathcal{H}.\]

Thus, we obtain (4.12). The proof has been completed. □
Lemma 4.5. The solution \((v, z, u^1, u^2, u^3) \in D(A_{a,b,c})\) of equation (4.1) satisfies the following estimation:

\[
\mu \int_0^L |u|^2 dx \leq K_5 \|U\|_H \|F\|_H,
\]

where \(K_5 = 2\xi_3 \left(1 + \frac{b^2\xi_3}{2\mu} \right) K_2 + \left(1 + \frac{\gamma^2}{2\xi_3^2} \right) K_3 + \frac{1}{2} K_4 + \frac{2}{\sqrt{\xi_3\mu}} \).

**Proof.** Multiplying (4.5) by \(u^2\) integrating over \((0, L)\), we get

\[
i\lambda \int_0^L u^2 u^2 dx + \frac{\mu}{\xi_3} \int_0^L |u|^2 dx + b \int_0^L u^2 u^1 dx = \int_0^L f^1 u^1 dx.
\]

Multiplying (4.4) by \(u^2\) integrating by parts over \((0, L)\), we get

\[
i\lambda \int_0^L u^1 u^2 dx - \int_0^L |u|^2 dx - \int_0^L u^3 u^2 dx = \int_0^L f^3 u^2 dx.
\]

Adding (4.20)-(4.21) and taking the real part, we get

\[
\Re \left( \int_0^L f^1 u^1 dx \right) + \Re \left( \int_0^L f^3 u^2 dx \right) \leq \frac{1}{\sqrt{\xi_3\mu}} \|U\|_H \|F\|_H.
\] (4.22)

Using the fact that \(\sqrt{\xi_3} \|F^i\| \leq \|F\|_H\), we get

\[
\left\{ \begin{array}{l}
\Re \left( \int_0^L f^1 u^1 dx \right) \leq \frac{1}{\sqrt{\xi_3\mu}} \|U\|_H \|F\|_H, \\
\Re \left( \int_0^L f^3 u^2 dx \right) \leq \frac{1}{\sqrt{\xi_3\mu}} \|U\|_H \|F\|_H.
\end{array} \right.
\] (4.23)

Using Young inequality and (4.9), we get

\[
\left\| \int_0^L u^3 u^2 dx \right\| \leq \frac{b^2}{2r_3} \int_0^L |u|^2 dx + \frac{r_3}{2} \int_0^L |u|^1 dx \leq \frac{b^2}{2r_3} K_2 \|U\|_H \|F\|_H + \frac{r_3}{2} \int_0^L |u|^1 dx.
\] (4.24)

Now, we give an estimation on \(\Re \left( \int_0^L u^3 u^2 dx \right)\). Using compatibility condition (2.16), we get

\[
\Re \left( \int_0^L u^3 u^2 dx \right) = \frac{1}{\xi_3} \int_0^L |u^3|^2 dx - \frac{\gamma}{\xi_3} \int_0^L u^3 \xi_3 dx.
\]

Applying Young inequality in the above estimation and using (4.10) and (4.12), we get

\[
\left\| \int_0^L u^3 u^2 dx \right\| \leq \left(1 + \frac{\gamma^2}{2\xi_3} \right) \int_0^L |u^3|^2 dx + \frac{1}{2} \int_0^L |u|^1 dx \leq \left(1 + \frac{\gamma^2}{2\xi_3} \right) \|U\|_H \|F\|_H.
\] (4.25)

Inserting (4.23), (4.24), (4.25) and using (4.9) in (4.22), we get

\[
\left(\frac{\mu}{\xi_3} - \frac{r_3}{2}\right) \int_0^L |u|^1 dx \leq \left( K_2 + \frac{b^2}{2\xi_3} K_2 + \left(1 + \frac{\gamma^2}{2\xi_3^2} \right) K_3 + \frac{1}{2} K_4 + \frac{2}{\sqrt{\xi_3\mu}} \right) \|U\|_H \|F\|_H.
\]

Taking \(r_3 = \frac{\mu}{\xi_3}\) in the above estimation, we get

\[
\mu \int_0^L |u|^1 dx \leq 2\xi_3 \left(1 + \frac{b^2\xi_3}{2\mu} \right) K_2 + \left(1 + \frac{\gamma^2}{2\xi_3^2} \right) K_3 + \frac{1}{2} K_4 + \frac{2}{\sqrt{\xi_3\mu}} \|U\|_H \|F\|_H.
\]

The proof has been completed. \(\square\)
Proof of Proposition 4.2. Adding (4.8), (4.9), (4.10), (4.12) and (4.19), we get
\[ \|U\|_H^2 = \alpha \|v_x\|^2 + \rho \|z\|^2 + \mu \|u^1\|^2 + \varepsilon_3 \|u^2\|^2 + \varepsilon_3 \|u^3\|^2 \leq K \|U\|_H \|F\|_H. \]
Thus, we obtain (4.7) where \( K = \rho K_1 + \xi \varepsilon_3 K_2 + \varepsilon_3 K_3 + K_4 + K_5 \).

Proof of Theorem 4.1 For all \( U \in D(A) \) according to Proposition (4.2), we get
\[ \|U\|_H \leq K \|(i\lambda I - A_{a,b,c})U\|_H. \]
Thus, we have
\[ \|(i\lambda I - A_{a,b,c})^{-1}V\|_H \leq K \|V\|_H, \quad \forall V \in H. \]
Therefore, from the above equation, we get (H2) holds. Thus, we get the conclusion by applying Huang and Prüss Theorem.

5. The electrical field component in \((x \text{ and } z)\)-direction are damped "\(a = 0 \text{ and } (b,c) \neq (0,0)\)"
The aim of this part is to prove the exponential stability of Lorenz system (Lorenz) with the damping acting on the electrical field component in \((x - z)\)-direction i.e. \((a = 0 \text{ and } (b,c) \neq (0,0))\). The main result of this part is the following theorem.

Theorem 5.1. The \(C_0\)-semigroup of contractions \(e^{tA_{0,b,c}}\) \((t \geq 0)\) is exponentially stable; i.e., there exist constants \(M \geq 1 \text{ and } \epsilon > 0\) independent of \(U_0\) such that
\[ \|e^{tA_{0,b,c}}U_0\|_H \leq Me^{-\epsilon t}\|U_0\|_H. \]
From Theorem 3.1, we have seen that \(i\mathbb{R} \subset \rho(A_{0,b,c})\); then for the proof of Theorem 5.1, we still to prove that (H3)
\[ \sup_{\lambda \in \mathbb{R}} \|(i\lambda I - A_{0,b,c})^{-1}\|_{L(H)} = O(1). \]
The next proposition is a technical result to be used in the proof of Theorem 5.1 given below.

Proposition 5.2. Let \((\lambda, U) := (v, z, u^1, u^2, u^3) \in \mathbb{R}^* \times D(A_{0,b,c}), \) with \(|\lambda| \geq 1\), such that
\[ (i\lambda I - A_{0,b,c})U = F := (f^1, f^2, f^3, f^4, f^5) \in H, \]
detailed as
\[ (i\lambda v - z) = f^1, \]
\[ (i\lambda z - \frac{\alpha}{\rho} v_{xx} - \frac{\gamma}{\rho} u^3) = f^2, \]
\[ (i\mu u^1 - u^2 + u_x^3) = f^3, \]
\[ (i\mu u^2 + \frac{\mu}{\varepsilon_3} u^1 + bu^2) = f^4, \]
\[ (i\mu u^3 + \frac{\mu}{\varepsilon_3} u^1 + \frac{\gamma}{\varepsilon_3} x_x + cu^3) = f^5. \]
Then, we have the following inequality
\[ \|U\|_H \leq M\|F\|_H. \]
For the proof of Proposition 5.2, we need the following lemmas.

Lemma 5.3. The solution \((v, z, u^1, u^2, u^3) \in D(A_{0,b,c})\) of equation (5.1) satisfies the following estimations:
\[ \int_0^L |u^2|^2 dx \leq M_1 \|U\|_H \|F\|_H \quad \text{where} \quad M_1 = \frac{1}{L\varepsilon_3}, \]
\[ \int_0^L |u^3|^2 dx \leq M_2 \|U\|_H \|F\|_H \quad \text{where} \quad M_2 = \frac{1}{\varepsilon_3}, \]
Proof. By using the argument in Lemma 4.3, we get (5.8)-(5.9). The proof has been completed. \(\square\)
Lemma 5.4. The solution \((v, z, u^1, u^2, u^3) \in D(A_{b,c})\) of equation (5.1) satisfies the following estimation:

\[
\alpha \int_0^L |v_x|^2 dx \leq \mathcal{M}_3\|U\|_{\mathcal{H}}\|F\|_{\mathcal{H}},
\]

where \(\mathcal{M}_3 = \frac{2\varepsilon_3^2}{\beta} \left( \frac{(b-c)^2\varepsilon_3}{\gamma} M_2 \right)\).

Proof. First, inserting (5.2) in (5.6), we get

\[
i\lambda u^3 + \frac{\mu}{\varepsilon_3} u^3_x - \frac{\gamma}{\varepsilon_3} i\lambda v_x + \frac{\gamma}{\varepsilon_3} f^1_x + cu^3 = f^5.
\]

Multiplying (5.11) by \(i\lambda^{-1}v_x\), integrating over \((0, L)\), we get

\[
-\int_0^L u^2 v_x dx + i\frac{\mu}{\varepsilon_3} \lambda^{-1} \int_0^L u^1 v_x dx + \frac{\gamma}{\varepsilon_3} \int_0^L |v_x|^2 dx + i\lambda^{-1} \int_0^L f^1 v_x dx = 0.
\]

Using the compatibility condition (2.16) in the first integral in (5.12), we get

\[
-\xi \int_0^L u^2 v_x dx + i\frac{\mu}{\varepsilon_3} \lambda^{-1} \int_0^L u^1 v_x dx + i\lambda^{-1} \int_0^L f^1 v_x dx = 0.
\]

Deriving (5.5) with respect to \(x\) and multiplying the result by \(-i\xi\lambda^{-1}v_x\), we get

\[
\xi \int_0^L u^2 v_x dx - i\frac{\mu}{\varepsilon_3} \lambda^{-1} \int_0^L u^1 v_x dx - i\lambda^{-1} \int_0^L f^1 v_x dx = 0.
\]

Adding (5.12) and (5.13), we get

\[
-b\xi \int_0^L u^2 v_x dx + \frac{\gamma}{\varepsilon_3} \int_0^L f^1 v_x dx + \frac{\gamma}{\varepsilon_3} \int_0^L f^2 v_x dx = 0.
\]

Again, using the compatibility condition (2.16) in the above equation, we get

\[
\frac{\gamma}{\varepsilon_3} \int_0^L |v_x|^2 dx = (b - c) \int_0^L u^3 v_x dx - b\xi \int_0^L f^1 v_x dx = 0.
\]

Since \(F \in \mathcal{H}\), then \((f^1, f^2, f^3, f^4, f^5)\) satisfies the compatibility condition

\[
\xi f^4_x - f^5_x + \frac{\gamma}{\varepsilon_3} f^1_x = 0.
\]

Combining (5.15) and (5.14), we get

\[
\frac{\gamma}{\varepsilon_3} b \int_0^L |v_x|^2 dx = (b - c) \int_0^L u^3 v_x dx.
\]

It follows that

\[
\frac{\gamma}{\varepsilon_3} b \int_0^L |v_x|^2 dx \leq |b - c| \int_0^L |u^3||v_x|dx + \frac{2\gamma}{\varepsilon_3} \int_0^L |f^1_x||v_x|dx + 2 \int_0^L |f^5||v_x|dx.
\]

Applying Young Inequality

\[
|b - c| \int_0^L |u^3||v_x|dx \leq \frac{(b - c)^2\varepsilon_3}{2\gamma} \int_0^L |u^3|^2 dx + \frac{b\gamma}{2\varepsilon_3} \int_0^L |v_x|^2 dx,
\]

\[
\leq \frac{(b - c)^2\varepsilon_3}{2\gamma} M_2\|U\|_{\mathcal{H}}\|F\|_{\mathcal{H}} + \frac{b\gamma}{2\varepsilon_3} \int_0^L |v_x|^2 dx.
\]

Inserting (5.17) in (5.16), we get

\[
\frac{\gamma}{2\varepsilon_3} b \int_0^L |v_x|^2 dx \leq \left( \frac{(b - c)^2\varepsilon_3}{2\gamma} M_2 \right) \|U\|_{\mathcal{H}}\|F\|_{\mathcal{H}}.
\]

Thus, we obtain (5.10). The proof has been completed. \(\square\)
Lemma 5.5. The solution \((v, z, u^1, u^2, u^3) \in D(A_{A_0,b,c})\) of equation \((5.1)\) satisfies the following estimation:

\[
(5.18) \quad \int_0^L |z|^2 dx \leq M_4 ||u||_{\mathcal{H}} ||F||_{\mathcal{H}},
\]

where \(M_4 = 2 + \frac{\gamma}{\sqrt{\varepsilon_3}} + \frac{\gamma}{M_2} + \left(1 + \frac{\gamma}{2} \right) M\).

**Proof.** Multiplying \((5.3)\) by \(-i\lambda^{-1} \rho\sigma\), integrating by parts over \((0, L)\), we get

\[
(5.19) \quad \rho \int_0^L |z|^2 dx - i\lambda^{-1} \alpha \int_0^L v_x z_x dx - i\gamma \lambda^{-1} \int_0^L u^3 z_x dx = -i\lambda^{-1} \rho \int_0^L f^2 \varpi dx.
\]

From \((5.2)\), we have

\[
(5.20) \quad -i\lambda^{-1} \varpi_x = -\varpi + i\lambda^{-1} \varpi_x
\]

Inserting \((5.20)\) in \((5.19)\), we get

\[
\rho \int_0^L |z|^2 dx = \alpha \int_0^L |v_x|^2 dx - i\lambda^{-1} \alpha \int_0^L v_x z_x dx + \gamma \int_0^L u^3 \varpi_x dx - i\gamma \lambda^{-1} \int_0^L u^3 \varpi_x dx - i\lambda^{-1} \rho \int_0^L f^2 \varpi dx.
\]

Consequently, we get

\[
(5.21) \quad \rho \int_0^L |z|^2 dx \leq \alpha \int_0^L |v_x|^2 dx + |\lambda|^{-1} \alpha \int_0^L |v_x||f_1|^2 dx
\]

\[
+ \gamma \int_0^L |u^3||v_x| dx + \gamma |\lambda|^{-1} \int_0^L |u^3||f_1|^2 dx + \rho |\lambda|^{-1} \int_0^L |f^2||x| dx.
\]

Using the fact that \(\sqrt{\alpha} |v_x| \leq ||U||_{\mathcal{H}}\), \(\sqrt{\rho} |x| \leq ||F||_{\mathcal{H}}\), \(\sqrt{\varepsilon_3} |u^3| \leq ||U||_{\mathcal{H}}\), \(\sqrt{\alpha} |f_1|^2 \leq ||F||_{\mathcal{H}}\) and \(|\lambda| \geq 1\), we get

\[
(5.22) \quad \begin{cases} 
|\lambda|^{-1} \alpha \int_0^L |v_x||f_1|^2 dx \leq ||U||_{\mathcal{H}} ||F||_{\mathcal{H}}, \\
\gamma |\lambda|^{-1} \int_0^L |u^3||f_1|^2 dx \leq \frac{\gamma}{\sqrt{\varepsilon_3}} ||U||_{\mathcal{H}} ||F||_{\mathcal{H}}, \\
\rho |\lambda|^{-1} \int_0^L |f^2||x| dx \leq ||U||_{\mathcal{H}} ||F||_{\mathcal{H}}.
\end{cases}
\]

Applying Young inequality and using \((5.9)\) and \((5.10)\), we get

\[
(5.23) \quad \gamma \int_0^L |u^3| \varpi_x dx \leq \frac{\gamma}{2} \int_0^L |u^3|^2 dx + \frac{\gamma}{2} \int_0^L |v_x|^2 dx \leq \frac{\gamma}{2} \left(M_2 + \frac{1}{\alpha} M_3 \right) ||U||_{\mathcal{H}} ||F||_{\mathcal{H}}.
\]

Inserting \((5.22)\) and \((5.23)\) in \((5.21)\) and using \((5.10)\), we get

\[
\rho \int_0^L |z|^2 dx \leq 2 + \frac{\gamma}{\sqrt{\varepsilon_3}} \left(M_2 + \frac{1}{\alpha} M_3 \right) ||U||_{\mathcal{H}} ||F||_{\mathcal{H}}.
\]

The proof has been completed. \(\Box\)

Lemma 5.6. The solution \((v, z, u^1, u^2, u^3) \in D(A_{A_0,b,c})\) of equation \((5.1)\) satisfies the following estimation:

\[
(5.24) \quad \mu \int_0^L |u^1|^2 dx \leq M_5 ||u||_{\mathcal{H}} ||F||_{\mathcal{H}},
\]

where \(M_5 = \xi_3 \left(1 + \frac{\sqrt{\varepsilon_3}}{2\mu} \right) M_1 + \left(1 + \frac{\sqrt{\varepsilon_3}}{2\mu} \right) M_2 + \frac{1}{2} M_3 + \frac{\gamma}{\sqrt{\varepsilon_3}} \mu \).

**Proof.** By proceeding the same techniques used in Lemma 4.5, we get \((5.24)\). The proof has been completed. \(\Box\)

**Proof of Proposition 5.2.** Adding \((5.8)\), \((5.9)\), \((5.10)\), \((5.18)\) and \((5.24)\), we get

\[
||U||_{\mathcal{H}}^2 = \alpha ||v_x||^2 + \rho ||z||^2 + \mu ||u^1||^2 + \xi_3 ||u^2||^2 + \varepsilon_3 ||u^3||^2 \leq M ||U||_{\mathcal{H}} ||F||_{\mathcal{H}},
\]

where \(M = M_3 + M_1 + M_5 + \xi_3 M_1 + \varepsilon M_2\). Then, \(||U||_{\mathcal{H}} \leq M ||F||_{\mathcal{H}}\). The proof has been completed.

**Proof of Theorem 5.1.** For all \(U \in D(A_{A_0,b,c})\) according to Proposition \((5.2)\), we get

\[
||U||_{\mathcal{H}} \leq M ||(i\lambda I - A_{A_0,b,c}) U||_{\mathcal{H}}.
\]
Thus, we have
\[ \|(i\lambda I - A_{0,b,c})^{-1}V\|_{\mathcal{H}} \leq \mathcal{M}\|V\|_{\mathcal{H}}, \quad \forall V \in \mathcal{H}. \]
Therefore, from the above equation, we get (H3) holds. Thus, we get the conclusion by applying Huang and Prüss Theorem.

6. THE STRETCHING OF THE CENTRELINE OF THE BEAM IN \( x \)-DIRECTION AND ELECTRICAL FIELD COMPONENT IN \( z \)-DIRECTION ARE DAMPED "\( b = 0 \quad \text{AND} \quad (a,c) \neq (0,0)"\)

The aim of this part is to prove the exponential stability of Lorenz system (Lorenz) with a damping acting on the stretching of the centerline of the beam in \( x \)-direction and electrical field component in \( x \)-direction. (i.e. \( b = 0 \quad \text{AND} \quad (a,c) \neq (0,0)\)). The main result of this pat is the following theorem.

**Theorem 6.1.** The \( C_0 \)-semigroup of contractions \( (e^{tA_{a,0,c}})_{t \geq 0} \) is exponentially stable; i.e., there exist constants \( M \geq 1 \) and \( \epsilon > 0 \) independent of \( U_0 \) such that
\[ \|e^{tA_{a,0,c}}U_0\|_{\mathcal{H}} \leq Me^{-\epsilon t}\|U_0\|_{\mathcal{H}}. \]

According to Huang and Prüss, we have to check if the following conditions hold:

(H1) \( i\mathbb{R} \subset \rho(A_{a,0,c}) \)

and

(H5) \( \sup_{\lambda \in \mathbb{R}} \|((i\lambda I - A_{a,0,c})^{-1}\|_{\mathcal{L}(\mathcal{H})} = O(1). \)

Condition (H1) is already proved in Theorem 3.1. The next proposition is a technical result to be used in the proof of (H5) given below.

**Proposition 6.2.** Let \( (\lambda, U := (v, z, u^1, u^2, u^3)) \in \mathbb{R}^* \times D(A_{a,0,c}), \) with \( |\lambda| \geq 1, \) such that
\[ (i\lambda I - A_{a,0,c})U = f := (f^1, f^2, f^3, f^4, f^5) \in \mathcal{H}, \]
detailed as
\[ i\lambda^2 - z = f^1, \]
\[ i\lambda z - \frac{\alpha}{\rho} v_{xx} + \frac{\gamma}{\rho} u^2 + \frac{\alpha}{\rho} z = f^2, \]
\[ i\lambda u^1 - u^2 + u^3 = f^3, \]
\[ i\lambda u^2 + \frac{\mu}{\varepsilon_3} u^1 = f^4, \]
\[ i\lambda u^3 + \frac{\mu}{\varepsilon_3} u^1 - \frac{\gamma}{\varepsilon_3} z_x + cu^3 = f^5. \]

Then, we have the following inequality
\[ \|U\|_{\mathcal{H}} \leq \mathcal{N}\|F\|_{\mathcal{H}}. \]
For the proof of Proposition 6.2, we need the following lemmas.

**Lemma 6.3.** The solution \( (v, z, u^1, u^2, u^3) \in D(A_{a,0,c}) \) of equation (6.1) satisfies the following estimates:
\[ \int_0^L |z|^2dx \leq \mathcal{N}_1\|U\|_{\mathcal{H}}\|F\|_{\mathcal{H}} \quad \text{where} \quad \mathcal{N}_1 = \frac{1}{a}, \]
\[ \int_0^L |u^3|^2dx \leq \mathcal{N}_2\|U\|_{\mathcal{H}}\|F\|_{\mathcal{H}} \quad \text{where} \quad \mathcal{N}_2 = \frac{1}{\varepsilon_3}. \]

**Proof.** By using the same argument used in Lemma 4.3, we get (6.8)-(6.9). The proof has been completed. \( \square \)

**Lemma 6.4.** The solution \( (v, z, u^1, u^2, u^3) \in D(A_{a,0,c}) \) of equation (6.1) satisfies the following estimation:
\[ \alpha \int_0^L |v_x|^2dx \leq \mathcal{N}_3\|U\|_{\mathcal{H}}\|F\|_{\mathcal{H}} \quad \text{where} \quad \mathcal{N}_3 = 2\left(\frac{\rho}{\alpha} + \frac{2\rho c}{\alpha} + \frac{\gamma^2}{\alpha} + 2\frac{1}{\varepsilon_3}\right). \]
Proof. Using the same arguments in Lemma 4.4, we get (6.10). The proof has been completed.

Lemma 6.5. The solution \((v, z, u^1, u^2, u^3) \in D(A_{a,0,c})\) of equation (6.1) satisfies the following estimation:

\[
\xi_3 \int_0^L |u^2|^2 dx \leq N_4 \|U\|_H \|F\|_H, \quad \text{where} \quad N_4 = 2 \left( \frac{\xi_3 N_2 + \gamma^2}{\xi_3 \xi_\alpha} \right).
\]

Proof. Multiplying the compatibility condition (2.16) by \(\xi_3 u^2_x\), integrating over \((0, L)\), we get

\[
\xi_3 \int_0^L |u^2_x|^2 dx = \xi_3 \int_0^L u^2 v u^2_x dx - \gamma \int_0^L v_x u^2_x dx,
\]

it yields that

\[
\xi_3 \int_0^L |u^2|^2 dx \leq \xi_3 \int_0^L |u|^3 |u^2| dx + \gamma \int_0^L |v_x| |u^2_x| dx.
\]

Applying Young inequality in (6.12), we get

\[
\xi_3 \int_0^L |u^2|^2 dx \leq \frac{\xi_3}{\xi r} \int_0^L |u|^3 |u^2| dx + \frac{\gamma^2}{\xi r} \int_0^L |v_x|^2 dx + \frac{\gamma}{2} \xi_3 \int_0^L |u^2|^2 dx
\]

By taking \(r = 1\) in the above estimation and using (6.9) and (6.10), we get

\[
\frac{\xi_3}{2} \int_0^L |u^2|^2 dx \leq \frac{\xi_3}{\xi} \int_0^L |u|^3 |u^2| dx + \frac{\gamma^2}{\xi^2} \int_0^L |v_x|^2 dx \leq \left( \frac{\xi_3}{\xi} N_2 + \frac{\gamma^2}{\xi^2} \right) \|U\|_H \|F\|_H.
\]

Thus, we obtain (6.10). The proof is thus completed.

Lemma 6.6. The solution \((v, z, u^1, u^2, u^3) \in D(A_{a,0,c})\) of equation (6.1) satisfies the following estimation:

\[
\mu \int_0^L |u^1|^2 dx \leq N_5 \|U\|_H \|F\|_H,
\]

where \(N_5 = 2 \xi_3 \left( 1 + \frac{\gamma^2}{2 \xi^2} \right) N_2 + \frac{1}{2} N_3 + \frac{1}{2} \sqrt{\xi \xi_\alpha} \).

Proof. By proceeding the same technics used in Lemma 4.5, we get (6.14). The proof has been completed.

Proof of Proposition 6.2. Adding (6.8), (6.9), (6.10), (6.11) and (6.14), we get

\[
\|U\|_H^2 = \alpha \|v_x\|^2 + \rho \|z\|^2 + \mu \|u^1\|^2 + \xi_3 \|u^2\|^2 + \xi_\alpha \|u^3\|^2 \leq N \|U\|_H \|F\|_H,
\]

where \(N = N_2 + \rho N_1 + N_5 + N_4 + \xi_3 N_2\). Then, \(\|U\|_H \leq N \|F\|_H\). The proof has been completed.

Proof of Theorem 6.1 For all \(U \in D(A_{a,0,c})\) according to Proposition (4.2), we get

\[
\|U\|_H \leq K \|(i\lambda I - A_{a,0,c})U\|_H.
\]

Thus, we have

\[
\|(i\lambda I - A_{a,0,c})^{-1} V\|_H \leq K \|V\|_H, \quad \forall V \in H.
\]

Therefore, from the above equation, we get (H5) holds. Thus, we get the conclusion by applying Huang and Prüss Theorem.

7. The stretching of the centerline of the beam in x-direction and electrical field component in x-direction are damped "c = 0 and \((a, b) \neq (0, 0)\)"

The aim of this part is to prove the exponential stability of Lorenz system (Lorenz) with a damping acting on the stretching of the centerline of the beam in x-direction and electrical field component in z-direction. (i.e. \(c = 0\) and \((a, b) \neq (0, 0)\)). The main result of this pat is the following theorem.

Theorem 7.1. The \(C_0\)-semigroup of contractions \((e^{tA_{a,b,0}})_{t \geq 0}\) is exponentially stable; i.e., there exist constants \(M \geq 1\) and \(\epsilon > 0\) independent of \(U_0\) such that

\[
\|e^{tA_{a,b,0}} U_0\|_H \leq M e^{-\epsilon t} \|U_0\|_H.
\]
According to Huang and Prüss, we have to check if the following conditions hold:

(H1) \[ i\mathbb{R} \subset \rho(A_{a,b,0}) \]
and

(H6) \[ \sup_{\lambda \in \mathbb{R}} \| (i\lambda I - A_{a,b,0})^{-1} \|_{\mathcal{L}(\mathcal{H})} = O(1). \]

Condition (H1) is already proved in Theorem 3.1. The next proposition is a technical result to be used in the proof of (H6) given below.

**Proposition 7.2.** Let \( (\lambda, U := (v, z, u^1, u^2, u^3)) \in \mathbb{R}^5 \times D(A_{a,b,0}), \) with \( |\lambda| \geq 1, \) such that

\[ (7.1) \quad (i\lambda I - A_{a,b,0}) U = f := (f^1, f^2, f^3, f^4, f^5) \in \mathcal{H}, \]
detailed as

\[ (7.2) \quad i\lambda v - z = f^1, \]
\[ (7.3) \quad i\lambda z - \frac{\alpha}{\rho} \varepsilon_{xx} \gamma v^3 + \frac{a}{\rho} = f^2, \]
\[ (7.4) \quad i\lambda u^1 - u^2 + u^3 = f^3, \]
\[ (7.5) \quad i\lambda u^2 + \frac{\mu}{\xi_3} u^1 + b u^2 = f^4, \]
\[ (7.6) \quad i\lambda u^3 + \frac{\mu}{\xi_3} u^1 - \frac{\gamma}{\varepsilon_3} z = f^5. \]

Then, we have the following inequality

\[ (7.7) \quad \| U \|_{\mathcal{H}} \leq S \| F \|_{\mathcal{H}}. \]

For the proof of Proposition 7.2, we need the following lemmas.

**Lemma 7.3.** The solution \((v, z, u^1, u^2, u^3) \in D(A_{a,b,0})\) of equation (7.1) satisfies the following estimates:

\[ (7.8) \quad \int_0^L |z|^2 dx \leq S_1 \| U \|_{\mathcal{H}} \| F \|_{\mathcal{H}} \quad \text{where} \quad S_1 = \frac{1}{a}, \]
\[ (7.9) \quad \int_0^L |u^2|^2 dx \leq S_2 \| U \|_{\mathcal{H}} \| F \|_{\mathcal{H}} \quad \text{where} \quad S_2 = \frac{1}{b \xi_3}, \]

**Proof.** By using the same arguments used in Lemma 4.3, we get (7.8)-(7.9). The proof has been completed. \(\square\)

**Lemma 7.4.** The solution \((v, z, u^1, u^2, u^3) \in D(A_{a,b,0})\) of equation (7.1) satisfies the following estimates:

\[ (7.10) \quad \frac{a}{2} \left( \int_0^L |v_x|^2 dx + \int_0^L |u^1|^2 dx \right) \leq S_3 \| U \|_{\mathcal{H}} \| F \|_{\mathcal{H}}, \]

where \( S_3 = 2 \left( \sqrt{\frac{\alpha}{a}} c_p + b^{-1} + \frac{\alpha b^{-1}}{\sqrt{a \varepsilon_3}} + \frac{a c^2}{4a} \right) + S_1. \)

**Proof.** The proof of this Lemma, is divided into several Steps.

**Step 1.** The aim of this step is to prove the following equation

\[ (7.11) \quad \alpha \int_0^L |v_x|^2 dx + \gamma \int_0^L u^3 v_x dx = \rho \int_0^L |z|^2 dx + \rho \int_0^L z f dx + \alpha \int_0^L \int_0^L z v \rho dx + \rho \int_0^L f^2 v dx. \]

For this aim, multiplying (7.3) by \( \rho \tau \), integrating by parts over \((0, L)\), we get

\[ i\lambda \rho \int_0^L z \tau dx + \alpha \int_0^L |v_x|^2 dx + \gamma \int_0^L u^3 v_x dx + \alpha \int_0^L u^3 v x dx + \alpha \int_0^L z \varepsilon_3 \rho dx = \rho \int_0^L f^2 v dx. \]

Using (7.2) in the above equation, we get (7.11).

**Step 2.** The aim of this step is to prove the following equation

\[ (7.12) \quad \varepsilon_3 \int_0^L |u^3|^2 dx - \gamma \int_0^L v_x \overline{w^3} dx = b^{-1} \varepsilon_3 \int_0^L f^2_4 \overline{w^3} dx - b^{-1} \varepsilon_3 \int_0^L f^2_5 \overline{w^3} dx + \gamma b^{-1} \int_0^L f^2_5 \overline{w^3} dx. \]
For this aim, inserting (7.2) in (7.6), we get
\[ i\lambda u^3 + \frac{\mu}{\xi_3} u_z^1 - \frac{\gamma}{\xi_3} i\lambda v_x + \frac{\gamma}{\xi_3} f_z^1 = f^5. \]
Multiplying the above equation by \(-i\lambda^{-1}\xi_3\), integrating over \((0, L)\), we get
\[ \varepsilon_3 \int_0^L |u^3|^2 dx - i\lambda^{-1}\mu \int_0^L u_z^1 \overline{u^3} dx - \gamma \int_0^L v_x \overline{u^3} dx = -i\lambda^{-1}\xi_3 \int_0^L f^5 \overline{u^3} dx. \]
Differentiating (7.5) with respect to \(x\), we obtain
\[ i\lambda u_z^2 + \frac{\mu}{\xi_3} u_z^1 + bu_z^2 = f_z^4. \]
Multiplying the above equation by \(i\lambda^{-1}\xi_3\), integrating over \((0, L)\), we get
\[ -\varepsilon_3 \int_0^L u_z^2 \overline{u^3} dx + i\lambda^{-1}\mu \int_0^L u_z^1 \overline{u^3} dx + \mu \lambda^{-1}\xi_3 \int_0^L u_z^2 \overline{u^3} dx = i\lambda^{-1}\xi_3 \int_0^L f_z^4 \overline{u^3} dx. \]
Using the compatibility condition (2.16) in the first term of (7.14), we get
\[ -\varepsilon_3 \int_0^L |u^3|^2 dx + \gamma \int_0^L v_x \overline{u^3} dx = \int_0^L u_z^2 \overline{u^3} dx. \]
We get
\[ b\varepsilon_3 \int_0^L u_z^2 \overline{u^3} dx = \varepsilon_3 \int_0^L f_z^4 \overline{u^3} dx - \varepsilon_3 \int_0^L f^5 \overline{u^3} dx + \gamma \int_0^L f_z^4 \overline{u^3} dx. \]
Again, using the compatibility condition (2.16) in (7.16), we get (7.12).

**Step 3.** The aim of this step is to prove (7.10). For this aim adding (7.11) and (7.12) and taking the real part, we get
\[ \alpha \int_0^L |v_x|^2 dx + \varepsilon_3 \int_0^L |u^3|^2 dx = \rho \int_0^L |z|^2 dx + \Re \left( \rho \int_0^L z\overline{\sigma} dx \right) - \Re \left( \rho \int_0^L f^2 \overline{\sigma} dx \right) + \Re \left( b^{-1}\varepsilon_3 \int_0^L f_z^4 \overline{u^3} dx \right) - \Re \left( b^{-1}\varepsilon_3 \int_0^L f^5 \overline{u^3} dx \right) + \Re \left( b^{-1}\varepsilon_3 \int_0^L f_z^4 \overline{u^3} dx \right).
\]
It follows that
\[ \alpha \int_0^L |v_x|^2 dx + \varepsilon_3 \int_0^L |u^3|^2 dx \leq \rho \int_0^L |z|^2 dx + \rho \int_0^L |z| |\sigma| |dx| + \rho \int_0^L |f^2| |v| |dx| + \rho \int_0^L |f_z^4| |u^3| |dx| + \rho \int_0^L |f^5| |u^3| |dx| + \rho \int_0^L |f_z^4| |u^3| |dx|.
\]
Using the facts that, \(\sqrt{\rho} |z| \leq ||U||_{H^1}, \sqrt{\varepsilon_3} |u^3| \leq ||U||_{H^1}, \sqrt{\rho} |f_z^4| \leq ||F||_{H^1}, \sqrt{\varepsilon_3} |f^5| \leq ||F||_{H^1} \) and Poincaré inequality, we get
\[ \begin{aligned}
&\rho \int_0^L |z| |f^2| |dx| \leq \sqrt{\frac{\rho}{\alpha}} c_p ||U||_{H^1} ||F||_{H^1}, \\
&b^{-1}\varepsilon_3 \int_0^L |f_z^4| |u^3| |dx| \leq b^{-1} ||U||_{H^1} ||F||_{H^1}, \\
&\gamma b^{-1} \int_0^L |f_z^4| |u^3| |dx| \leq \frac{\gamma b^{-1}}{\sqrt{\alpha\varepsilon_3}} ||U||_{H^1} ||F||_{H^1}, \\
&\rho \int_0^L |f^2| |v| |dx| \leq \sqrt{\frac{\rho}{\alpha}} c_p ||U||_{H^1} ||F||_{H^1}.
\end{aligned}
\]
Applying Cauchy-Schwarz and Young inequality, and using (7.8), we get
\[ a \int_0^L |z| |v| |dx| \leq \frac{a}{2r_1} \int_0^L |z|^2 dx + \frac{ar_1}{2} \int_0^L |v_x|^2 dx \leq \frac{1}{2r_1} ||U||_{H^1} ||F||_{H^1} + \frac{ar_1}{2} \int_0^L |v_x|^2 dx.
\]
Since $F$ in $\mathcal{H}$, then the components of $F$ satisfies the compatibility condition (2.16), then we get
\begin{equation}
(7.20) \\
\xi f^4_x - f^5 + \frac{\gamma}{\varepsilon^3} f^1_x = 0.
\end{equation}
Using (7.18), (7.20), $\sqrt{\varepsilon^3}\|u^3\| \leq \|U\|_{\mathcal{H}}$, $\sqrt{\varepsilon^3}\|f^5\| \leq \|F\|_{\mathcal{H}}$ and $\sqrt{\gamma}\|f^1_x\| \leq \|F\|_{\mathcal{H}}$, we get
\begin{equation}
(7.21) \\
b^{-1}\xi\varepsilon^3 \int_0^L |f_x^4|^2 \, dx \leq b^{-1}\varepsilon^3 \left( \|f^5\| + \frac{\gamma}{\varepsilon^3}\|f_x^1\| \right) \|u^3\| \leq b^{-1} \left( 1 + \frac{\gamma}{\varepsilon^3\alpha} \right) \|U\|_{\mathcal{H}}\|F\|_{\mathcal{H}}.
\end{equation}
Inserting (7.18), (7.19) and (7.21), in (7.17)
\[ \left( \alpha - \frac{ar_1^2\varepsilon^3}{2} \right) \mu \int_0^L |u_x|^2 \, dx + \varepsilon_3 \left( \int_0^L |u|^2 \, dx \right) \leq 2 \left( \sqrt{\frac{\rho}{4\alpha}} + b^{-1} \sqrt{\frac{\gamma}{\varepsilon^3\alpha}} + \frac{1}{4r_1^2} \right) S_1 \|U\|_{\mathcal{H}}\|F\|_{\mathcal{H}}. \]
Taking $r_1 = \frac{\alpha}{ar_0^2}$ in the above inequality, we get (7.10). The proof has been completed.

Lemma 7.5. The solution $(v, z, u^1, u^2, u^3) \in D(A_{a,b,0})$ of equation (7.1) satisfies the following estimation:
\begin{equation}
(7.22) \\
\mu \int_0^L |u_x|^2 \, dx \leq S_4 \|U\|_{\mathcal{H}}\|F\|_{\mathcal{H}},
\end{equation}
where $S_4 = \xi\varepsilon^3 \left( 1 + \frac{b^2\varepsilon^3}{2\mu} \right) S_2 + \left( \frac{1}{2} + \frac{\gamma^2}{4\mu\varepsilon^3} \right) \varepsilon_3^{-1} + \frac{2}{\sqrt{\varepsilon^3\mu}} S_3 + \frac{2}{\sqrt{\varepsilon^3\mu}}$.

\textbf{Proof.} By proceeding the same technics used in Lemma 4.5, we get (7.22). The proof has been completed.

\textbf{Proof of Proposition 7.2.} From (7.8), (7.9), (7.10) and (7.22), we get
\[ \|U\|^2_{\mathcal{H}} = \alpha \|v_x\|^2 + \rho \|z\|^2 + \mu \|u_1\|^2 + \xi\varepsilon^3 \|u^2\|^2 + \varepsilon_3 \|u^3\|^2 \leq S_4 \|U\|_{\mathcal{H}}\|F\|_{\mathcal{H}}, \]
where $S = \rho S_1 + \xi\varepsilon^3 S_2 + 3S_3 + S_4$. The proof has been completed.

\textbf{Proof of Theorem 7.1} For all $U \in D(A_{a,b,0})$ according to Proposition (7.2), we get
\[ \|U\|_{\mathcal{H}} \leq S \|(i\lambda I - A_{a,0,c}) U\|_{\mathcal{H}}. \]
Thus, we have
\[ \|(i\lambda I - A_{a,b,0})^{-1} V\|_{\mathcal{H}} \leq S \|V\|_{\mathcal{H}}, \quad \forall V \in \mathcal{H}. \]
Therefore, from the above equation, we get (H6) holds. Thus, we get the conclusion by applying Huang and Prüss Theorem.

8. **The stretching of the centreline of the beam in x-direction only is damped and \(a \neq 0\) and \((b, c) = (0, 0)\)**

In this section, we prove that the Lorenz system with only one damping acting on the stretching of the centreline still be exponentially stable. The main result of this section is the following theorem:

\textbf{Theorem 8.1.} Assume that $a \neq 0$ and $(b, c) = (0, 0)$. Then, the $C_0-$semigroup of contraction $e^{tA}$ is exponentially stable; i.e. there exists constants $M \geq 1$ and $\epsilon > 0$ independent of $U_0$ such that
\[ \|e^{tA_{a,b,0}} U_0\|_{\mathcal{H}} \leq Me^{-\epsilon t}\|U_0\|_{\mathcal{H}}. \]

According to Huang and Prüss, we have to check if the following conditions hold:
\begin{enumerate}
\item[(H1)] $i\mathbb{R} \subset \rho(A_{a,0,0})$
\item[(H7)] $\sup_{\lambda \in \mathbb{R}} \|(i\lambda I - A_{a,0,0})^{-1}\|_{\mathcal{L}(\mathcal{H})} = O(1)$.
\end{enumerate}

Since $i\mathbb{R} \subset \rho(A_{a,0,0})$, then condition (H1) is satisfied. We will prove condition (H7) by a contradiction argument. For this purpose, suppose that (H7) is false, then there exists \(\{\lambda^n, U^n\}_{n \geq 1} \subset \mathbb{R}^* \times D(A)\) with
\begin{enumerate}
\item[(8.1)] $|\lambda^n| \to \infty$ and $\|U^n\|_{\mathcal{H}} = \|(v_n, z_n, u^1_n, u^2_n, u^3_n)^T\|_{\mathcal{H}} = 1$,
\item[(8.2)] $(i\lambda^n I - A_{a,0,0}) U^n = F^n := (f^n_1, f^n_2, f^n_3, f^n_4, f^n_5) \to 0$ in $\mathcal{H}$.
\end{enumerate}
For simplicity, we drop the index \( n \). Equivalently, from (8.2), we have \( \lambda p = f_1 \), \( \lambda z - \frac{\alpha}{\rho} u_x - \frac{\gamma}{\rho} u_x^3 + \frac{\alpha}{\rho} z = f_2 \), \( \lambda u^1 - u^2 + u^3 = f_3 \), \( \lambda u^2 + \frac{\mu}{\xi} u^1 = f_4 \), \( \lambda u^3 + \frac{\mu}{\xi} u_{x}^1 - \frac{\gamma}{\xi} u_{x} = f_5 \).

Lemma 8.2. The solution \((v, z, u^1, u^2, u^3) \in D(A_{a,0,0})\) of equation (8.2) satisfies the following estimates:

\[ \int_0^L |v|^2 dx = o(1) \quad \text{and} \quad \int_0^L |\lambda v|^2 dx = o(1). \]

Proof. First, taking the inner product of (8.2) with \( U \) in \( \mathcal{H} \), we obtain

\[ a \int_0^L |v|^2 dx = -\Re(A_{a,0,0}U, F)_{\mathcal{H}} = \Re(F, U)_{\mathcal{H}} \leq ||U||_{\mathcal{H}} ||F||_{\mathcal{H}}. \]

Thus, from the above estimation and the fact that \( ||F||_{\mathcal{H}} = o(1) \) and \( ||U||_{\mathcal{H}} = 1 \), we obtain the first estimation in (8.8). From (8.3), we deduce that

\[ \int_0^L |\lambda v|^2 dx \leq \int_0^L |v|^2 dx + \int_0^L |f_1|^2 dx. \]

Finally, from (8.10), the first estimation in (8.8), we get the second estimation in (8.8). The proof is thus complete.

Lemma 8.3. The solution \((v, z, u^1, u^2, u^3) \in D(A_{a,0,0})\) of equation (8.2) satisfies the following estimates:

\[ \int_0^L |v|^2 dx = o(1). \]

Proof. Multiplying (8.4) by \( \rho v \) integrating by parts over \((0, L)\), we get

\[ i\lambda \rho \int_0^L z v dx + \alpha \int_0^L |v|^2 dx + \gamma \int_0^L u^3 \bar{v} dx + a \int_0^L z v dx = \rho \int_0^L f^2 \bar{v} dx. \]

Using Lemma 8.2 and the fact that \( ||f^2||_{L^2(0,L)} = o(1) \), we get

\[ i\lambda \rho \int_0^L z v dx = o(1), \quad a \int_0^L z v dx = o(|\lambda|^{-1}) \quad \text{and} \quad \rho \int_0^L f^2 \bar{v} dx = o(|\lambda|^{-1}). \]

Inserting (8.13) in (8.12), we get

\[ \alpha \int_0^L |v|^2 dx + \gamma \int_0^L u^3 \bar{v} dx = o(1). \]

Now, multiplying (8.5) by \( \gamma \bar{v} \) integrating by parts over \((0, L)\), we get

\[ i\lambda \gamma \int_0^L u^1 \bar{v} dx - \gamma \int_0^L u^2 \bar{v} dx - \gamma \int_0^L u^3 \bar{v} dx + \gamma u^3(L) \bar{v}(L) = \gamma \int_0^L f^3 \bar{v} dx. \]

Using the facts that \( u^1, u^2 \) are uniformly bounded in \( L^2(0,L) \), equation (8.8) and the fact that \( ||f^3||_{\mathcal{H}^1(0,L)} = o(1) \), we get

\[ i\lambda \gamma \int_0^L u^1 \bar{v} dx = o(1), \quad \gamma \int_0^L u^2 \bar{v} dx = o(|\lambda|^{-1}) \quad \text{and} \quad \gamma \int_0^L f^3 \bar{v} dx = o(|\lambda|^{-1}). \]
From (8.5), it is easy to see that \( |u^3_{|L^2(0, L)} = O(|\lambda|) \). Using Galgianxo-Niremb inequality, \( \|u^3\| \) and \( \|v_x\| \) are uniformly bounded in \( L^2(0, L) \) and (8.8), we get

\[
\begin{align*}
|u^3(L)| \lesssim \|u_x^2\|^2 |u^3|^{\frac{1}{2}} + \|u^3\| & \lesssim O(|\lambda|^2) , \\
|v(L)| \lesssim \|v_x\|^2 |v|^{\frac{1}{2}} + \|v\| & \lesssim O(|\lambda|^2) .
\end{align*}
\]

Inserting (8.16) and (8.17) in (8.15), we get

\[
\begin{align*}
\left| \int_0^L u^3v_x dx \right| = o(1).
\end{align*}
\]

Inserting the above estimation in (8.14), we get (8.11). The proof has thus been completed. \( \square \)

**Lemma 8.4.** The solution \((v, z, u^1, u^2, u^3) \in D(A_{\alpha,0,0}) \) of equation (8.2) satisfies the following estimates:

\[
\begin{align*}
\int_0^L |u^2|^2 dx = o(1) \quad \text{and} \quad \int_0^L |u|^2 dx = o(1) .
\end{align*}
\]

**Proof.** Multiplying (8.4) by \( \bar{u}^2 \), integrating by parts over \((0, L) \), we get

\[
\begin{align*}
i\lambda \int_0^L \bar{u}^2 dx + \alpha \int_0^L v_x \bar{u}^2 dx + \frac{\gamma}{\rho} \int_0^L u^3 \bar{u}^2 dx + \frac{\alpha}{\rho} \int_0^L \bar{u}^2 dx = \int_0^L \bar{f} dx .
\end{align*}
\]

From the compatibibility condition, we have

\[
u^3 = \xi u^2_x + \gamma \xi v_x .
\]

Inserting the above equation in (8.19), we get

\[
\begin{align*}
i\lambda \int_0^L \bar{u}^2 dx + \left( \alpha \rho + \gamma \xi \bar{\xi} \right) \int_0^L v_x \bar{u}^2 dx + \frac{\gamma}{\rho} \int_0^L |u^3|^2 dx + \frac{\alpha}{\rho} \int_0^L \bar{u}^2 dx = \int_0^L \bar{f} dx .
\end{align*}
\]

Using the facts that \( u^2_x \) and \( u^2 \) are uniformly bounded in \( L^2(0, L) \), (8.11) and \( \|\bar{f}\|_{L^2(0, L)} = o(1) \), we get

\[
\begin{align*}
\left| \int_0^L v_x \bar{u}^2 dx \right| = o(1) , \quad \left| \int_0^L \bar{u}^2 dx \right| = o(1) \quad \text{and} \quad \left| \int_0^L \bar{f} dx \right| = o(1) .
\end{align*}
\]

Inserting the above estimations in (8.20), we get

\[
i\lambda \int_0^L \bar{u}^2 dx + \frac{\gamma}{\rho} \int_0^L |u^3|^2 dx = o(1) .
\]

Multiplying (8.6) by \( \bar{u} \), integrating over \((0, L) \), using the fact that \( u^1 \) is uniformly bounded in \( L^2(0, L) \), \( \|\bar{f}\|_{L^2(0, L)} = o(1) \) and (8.8), we get we get

\[
i\lambda \int_0^L u^2 dx + \frac{\mu}{\xi_3} \int_0^L u^4 dx = \left[ \int_0^L \bar{f} dx \right]_{o(1)} .
\]

Inserting the above estimation in (8.21), we get the first estimation in (8.18). Using the first estimation in (8.18) and Poincaré inequality, we get the second estimation in (8.18). The proof has been completed. \( \square \)

**Lemma 8.5.** The solution \((v, z, u^1, u^2, u^3) \in D(A_{\alpha,0,0}) \) of equation (8.2) satisfies the following estimates:

\[
\begin{align*}
\int_0^L |u|^2 dx = o(1) \quad \text{and} \quad \int_0^L |u^1|^2 dx = o(1) .
\end{align*}
\]

**Proof.** First, we prove the first estimation in (8.22). For this aim, Using the compatibility condition (2.16), (8.18) and (8.11), we get

\[
\begin{align*}
\int_0^L |u|^2 dx \leq 2\xi^2 \int_0^L |u^2|^2 dx + 2\frac{\alpha}{\rho} \int_0^L |v_x|^2 dx \equiv o(1) .
\end{align*}
\]
Now, we prove the second estimation in (8.22). For this aim, multiplying (8.6) by $u^1$, integrating over $(0, L)$ and using the facts that $u^1$ is uniformly bounded in $L^2(0,L)$ and $\|f^4\|_{L^2(0,L)} = o(1)$, we get

\begin{equation}
(8.24) \quad i\lambda \int_0^L u^2 u^1 dx + \mu \xi \int_0^L |u^1|^2 dx = o(1).
\end{equation}

Now, multiplying (8.5) by $u^2$, integrating by parts over $(0, L)$ and using the fact that $\|f^3\|_{L^2(0,L)} = o(1)$, (8.18) and the first estimation in (8.22), we get

\begin{equation}
(8.25) \quad i\lambda \int_0^L u^1 u^2 dx - \int_0^L u^1 u^2 dx = o(1).
\end{equation}

Inserting (8.21) in (8.20), we get the second estimation in (8.18). The proof has been completed.

**Proof of Theorem 8.1.** From Lemmas 8.2-(8.5), we obtain $\|U\|_{H} = o(1)$, which contradicts (8.1). This implies that

$$
\sup_{\lambda \in \mathbb{R}} \| (i\lambda I - A_{a,0,0})^{-1} \|_{H} < \infty.
$$

Finally, according to Huang-Pruss theorem, we obtain the desired result. The proof is thus complete.

### 9. Numerical Results

In this section, we will numerically illustrate the exponential decay of the natural energy $E(t)$ associated to (Lorenz) system. To carry out the numerical simulations, we first re-write the second-order Lorenz system in a first-order form in time and then we discretize the resulted system using a second-order centered finite difference approximation for space and the second-order implicit backward differentiation formula for time.

The computational domain considered is $[0, 1]$ and the time interval is $[0, 100]$. For simplicity all the parameter in Lorenz system are set to one. The following initial conditions are used:

$$
(v, \phi, \theta, \eta)(\cdot, 0) = (10^{-2} \sin 3\pi x, \cos \pi x, \sin \pi x, \pi \cos \pi x)
$$

$$
(v_t, \phi_t, \theta_t, \eta_t)(\cdot, 0) = (10^2 \sin 3\pi x, 0, 0, 0).
$$

Our results are presented in Figures 1, 2 and 3. First, in figure 1 we show $v_t, v_x, \theta + \phi_x, \eta_t + \phi, \theta - \eta_x$ as well as the natural energy $E(t)$ in the case where $a = 0, b = 0$ and $c = 0$. The conservation of the natural energy is clearly shown in this case. Then, we consider the following six cases:

**Case1:** $(a, b, c) = (1, 1, 1)$.

**Case2:** $a = 0$ and $(b, c) = (1, 1)$.

**Case3:** $b = 0$ and $(a, c) = (1, 1)$.

**Case4:** $c = 0$ and $(a, b) = (1, 1)$.

**Case5:** $a = 1$ and $(b, c) = (0, 0)$.

**Case6:** $c = 1$ and $(a, b) = (0, 0)$.

The results for case 5, where $a = 1, b = 0$ and $c = 0$, is presented in figure 2. As can be seen, we obtained an exponential decay of the numerical solutions $v_t, v_x, \theta + \phi_x, \eta_t + \phi, \theta - \eta_x$ as well as the natural energy $E(t)$. This is consistent with our theoretical results. For all the above mentioned cases, we obtained numerical results similar to figure 2 showing an exponential decay of the solutions as expected by our theoretical results. The figures are not presented here to avoid repetition. However, we present the natural energy for all case in figure 3.
Figure 1. Space and time numerical solutions when $a = 0$, $b = 0$ and $c = 0$.

Figure 2. Space and time numerical solutions when $a = 1$, $b = 0$ and $c = 0$ (Case 5).
Figure 3. The natural energy $E(t)$ for all cases.

10. Conclusion

In this paper, we investigate the exponential stability of a Lorenz Piezoelectric beam with partial viscous damping. Different cases have been studied. We remark that it sufficient to control the stretching of the centreline of the beam in $x$–direction to achieve the exponential stability. The case where $b \neq 0$ and $(a, c) = (0, 0)$ is still an open problem. However, based on our numerical results, we remark that we do not obtain the exponential stability in the case where $b = 1$ and $(a, c) = (0, 0)$ (See Figure 4).

Figure 4. Space and time numerical solutions when $a = 0$, $b = 1$ and $c = 0$ (open problem).
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