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ABSTRACT

The COVID-19 precautions, lockdown, and quarantine implemented throughout the epidemic resulted in a worldwide economic disaster. People are facing unprecedented levels of intense threat, necessitating professional, systematic psychiatric intervention and assistance. New psychological services must be established as quickly as possible to support the mental healthcare needs of people in this pandemic condition. This study examines the contents of calls landed in the emergency response support system (ERSS) during the pandemic. Furthermore, a combined analysis of Twitter patterns connected to emergency services could be valuable in assisting people in this pandemic crisis and understanding and supporting people’s emotions. The proposed Average Voting Ensemble Deep Learning model (AVEDL Model) is based on the Average Voting technique. The AVEDL Model is utilized to classify emotion based on COVID-19 associated emergency response support system calls (transcribed) along with tweets. Pre-trained transformer-based models BERT, DistilBERT, and RoBERTa are combined to build the AVEDL Model, which achieves the best results. The AVEDL Model is trained and tested for emotion detection using the COVID-19 labeled tweets and call content of the emergency response support system. This is the first deep learning ensemble model using COVID-19 emotion analysis to the best of our knowledge. The AVEDL Model outperforms standard deep learning and machine learning models by attaining an accuracy of 86.46 percent and Macro-average F1-score of 85.20 percent.

1. Introduction

The coronavirus 2019 (COVID-19) pandemic had both direct and indirect impact on the healthcare systems around the world. SARS CoV 2 information caused immense fear in the society that was totally unprepared to tackle the outbreak. The rapid rise in the reported cases, the wide dissemination of information as well as the measures taken to combat the outbreak generated panic among the public, whose normal routine lives were turned topsy turvy. Majority of the countries have been placed under quarantine. Cleanliness, wearing a mask, a safe distance, not touching the nose, eyes, or mouth, and other precautions are suggested. The Federal Emergency Management Agency (FEMA) has identified social media as an important component in future disaster management [1]. During the pandemic the social media communications are linked to the COVID-19 illness, and the material includes epidemic symptoms, disease outbreaks communities, and other medical services.

The adverse effects of the Covid-19 epidemic have resulted in a global health crisis. As has been mentioned earlier the lockdown implemented by the governments worldwide altered practically every aspect of life. It has to be duly acknowledged that the pandemic affects everyone – financially, physically, and mentally. Hence it is essential to examine and comprehend the emotional responses throughout the crisis. Negative emotional responses like anger and fear may cause long-term socioeconomic damage. The Pandemic has created psychological impact on both health workers and common man. Assessing the mental state can aid in creating psychological programs as quickly as possible to manage mental health care of the general public and frontline employees. It has been noted that there was a drastic increase in the number of calls landing in emergency response services during the pandemic. In India, the emergency response service is structured through the 112 (Indian emergency number) system, which reroutes calls to the police, medical department, or fire department based on need. For example, when an emergency call is received, calls requiring medical aid are directed to the appropriate control room for hospital assistance, based on the caller’s location, to evaluate the patient and identify the best course of action.
In March 2020, Kerala's ERSS received 1,59,237 calls, compared to 51,219 in March 2019. In April 2020, 1,62,108 calls landed, compared to 53,260 in April 2019. Due to the current pandemic situation, the number of calls made by users increased drastically. Fig. 1 depicts the specifics of calls received by ERSS-Kerala from February 2019 to July 2021. Fig. 1 shows that there has been a massive rise in the quantity of calls. Most of the calls during this period were inquiry and panic calls related to Covid-19. The worldwide economic crisis occurred as a result of the COVID-19 lockdown and other safeguards taken during the epidemic. People are facing unprecedented levels of intense threat, necessitating professional, systematic psychiatric intervention and assistance. New psychological services must be introduced as soon as possible to meet the mental healthcare needs of people in this COVID-19 pandemic situation.

The purpose of this study is to examine call content and classify calls based on emotion, a combined analysis of tweets along with emergency services call transcribed dataset could be valuable in assisting people in this pandemic crisis, as well as understanding and supporting people's emotions, and there by halting the propagation of negativity and spreading optimism.

Understanding the caller's feelings and talking to a person with emotional issues with empathy and a positive mindset might help to alleviate their pain, especially when talking to older individuals who are isolated due to the pandemic lockdown. During this pandemic many people have relinquished their life due to emotional breakdown. The suicide rate related to COVID-19 was 16.7 per 100,000 individuals, which is higher than that of the national norm of 10.2 per 100,000 individuals, [2]. This condition could have been changed if the government and peer groups provided sufficient moral and emotional support during crises. The motivation of the work: (1) Raise awareness in society that the extensive usage of social media during a pandemic should be curtailed to avoid panic and terror caused by the widespread propagation of negative psychology among social media users.

(2) The relevance of emotion recognition in ERSS contact centers is to assist callers experiencing emotional breakdowns, particularly during a pandemic where the entire world is experiencing extreme fear and tension.

Most NLP academics now focus on text classification in social media using both standard and advanced Artificial Intelligence methods. It is hard to assess people's emotions during a health emergency like covid since the crisis is unfamiliar, and individuals need time to acclimatize to the circumstance. As a result, there is a chance that more emotional breakdowns will occur throughout the globe.

The novelty lies in proposing an ensemble model called AVELD Model for assessing the emotion exhibited in the ERSS call transcribe dataset and tweets during Covid-19. Using calls from the Emergency Response Support System (transcribed), a labeled dataset based on emotion during Covid 19 was created. For labeling, the authors considered five possible emotion categories: Anticipation, sadness, anger, no specific emotion, and fear. This research has contributed to society by demonstrating the need for emotion analysis in ERSS call transcripts with facts demonstrating the fear and panic situation created due to the social media misuse.

Emotion detection on emergency call, can aid in monitoring and reacting progressively in the event of a crisis, hence aiding in the understanding of people's behavioral patterns. The difficulties encountered during crisis management are:

1. How to take advantage of technical breakthroughs and deal with emergencies or disasters in order to maximize resource usage.
2. What contexts should be considered when creating emotion based emergency response systems?

This study emphasizes the importance of understanding people's emotions to assist individuals in need, particularly during crises, since the lockdown and the rapidly spreading rate of the disease caused many emotional breakdowns that could have been avoided with the help of volunteers and NGOs who are willing to offer assistance. Research on the pandemic that has been conducted to detect relevant and irrelevant tweets along with emotion detection found discriminating and detecting a certain category difficult.

The pandemic’s unpredictability keeps people on edge and makes them panic about their future leaving them terrified and overwhelmed with a sense of fear of the future. We have reached a point where even a minor fever can cause concern and tension at home. This circumstance can cause our emotions to run wild and exacerbate the problem. People are experiencing fear, anxiety, and tension due to the increasing number of exponential instances around the world. The global population’s mental and physical health has been proven to be directly proportional to this pandemic.

The following are the paper’s main contributions:

1. A dataset based on calls in the Emergency Response Support System (transcribed) was created and labeled based on emotion. No study has explicitly studied emotions linked to emergency calls during covid-19 pandemic situations, quarantine, and people's emotional breakdown during an emergency.
2. To extract the emotion during this pandemic, we used multiple state-of-the-art pre-trained models such as DistilBERT, RoBERTa and BERT and compared the results. The model is trained and tested using a combination of tweets and an Emergency Response Support System (transcribed) emotional-based labeled English dataset generated during COVID-19.
3. An ensemble deep learning model (Average voting based ensemble model), a combination of pre-trained transformer models BERT, DistilBERT and RoBERTa for categorizing emotion, is presented in this work. The proposed model outperforms machine learning utilizing the most recent ensemble deep learning models in terms of results. The suggested model has a 86.46% accuracy and Macro-average F1-score of 85.20% for classifying emotions.
4. The model proposed will be helpful to real-time applications such as emotion detection in emergency response support systems, call centers and so on.

The paper is organized as follows. Section 2 contains information on the related work. The framework methodology is described in Section 3. The findings are discussed in Section 4, which compares and contrasts the results obtained using
state-of-the-art classifiers and the results obtained using the proposed AVEDL Model to determine emotion. Section 5 illustrates the application of this work. Finally, Section 6 brings the conclusion outlining future research prospects.

2. Related works

Emotion detection is a subset of sentiment analysis that extracts fine-grained emotions from text, speech [3] or image. Emotions determine human behavior, hence developing a system to recognize emotions automatically is essential. 'Categorical' and 'Dimensional' models [4] can be found in all known emotion models. As in Ekman’s model [5], categorical emotion models divide all emotions into a few basic categories: fear, happiness, anger, sadness, disgust, and so on. Dimensional emotion models like Plutchik’s [6], classify emotions using various dimensions: arousal, dominance, valence and intensities: intense, moderate, basic of emotion. In the proposed work we are considering 'Categorical' emotional model. There are many emotion detection datasets available from emotion detection, but during the pandemic, tweets to detect emotions could help researchers better understand how individuals reacted to COVID-19. Analyzing Twitter data, and human emotions can be extremely valuable in stock market volatility, predicting crimes [7], and disaster management [8] and election polarity [9]. According to our knowledge, Covid-19 pandemic-related labeled emotion data is scarce though a few machine learning models that automatically classify tweets' emotions based on context are available. Due to the lack of available datasets, most COVID-19 sentiment research is limited to negative, neutral and positive sentiments. In [10] researchers manually labeled 10,000 tweets and classified them into ten different emotions with the help of three annotators. However, none of these studies classifies emotions in crises using an emergency dataset, representing a wide range of emotions with unbalanced data. To address these issues, we began manually annotating COVID-19 related ERSS dataset to 5 different emotion categories (Anticipation, sadness, Anger, No specific emotion and fear).

According to Acheampong et al. [11], regardless of the quantity of text data, detecting emotions from texts has been difficult, mainly owing to lack of speech modulation, facial expressions, and other indications that could help with context and relation extraction. There are various methods for detection of emotion; they are lexicon-based, keyword-based, machine-learning, Hybrid methods and Deep learning. Emotion detection using 'keyword-based' approaches is done by searching for a word match between terms in text data and emotion keywords [12,13], while 'lexicon-based' methods use an emotion lexicon to distinguish the proper emotion from text data. Prabhakar Kaila et al. [14] used the NRC sentiment lexicon to quantify emotions based on a random sample of COVID-19 tweets. For emotion detection, machine-learning uses two methods: supervised learning and unsupervised learning. 'Hybrid' methods integrate two or more of the above techniques and apply them to emotion text. Yang et al. [15] propose a hybrid approach for classification of emotion that comprises lexicon-keyword detection, emotion cue identification based on machine-learning-based emotion classification utilizing Max Entropy, Nave Bayesian and SVM, and Conditional Random Field. A vote-based approach is used to combine the outcomes of the preceding techniques. Aditya Vijayvergia and Krishan Kumar [16] propose a technique for emotion detection that combines many shallow models to outperform a single large model. Because the models work independently, they can be run in parallel, resulting in a faster execution time and smaller memory. In 0.0098 ms per input, this model achieved 86.16 percent accuracy. Deep learning technique [17] includes Long Short Term Memory networks (LSTM) [18], and BiLSTM [19].

A research conducted in Belgium by Cauberghe et al. [20] during the COVID-19 quarantine period found that social media was positively associated with productive coping for teens with anxious feelings. During the COVID-19 pandemic, De Las Heras-Pedrosa et al. in Spain conducted research on social media [21] was able to capture the additional stress on people's mental health. Li et al. [22] in their research found that text data gives more details about people's natural emotional attitudes and expressions, with social media offering a platform for risk communication and emotional interchange to minimize social isolation. Aslam et al. [23] in their research discusses the use of latent-topics and sentiment techniques to COVID-19-related comments on social media. Venigalla et al. [24] during COVID-19, examined real-time messages on Twitter and were able to detect the nation’s mood through their analysis. H. Jelodar et al. [25] for COVID-19 sentiment classification used LSTM Recurrent Neural Network and it outperformed other machine-learning methods. A Malte et al. [26] detected Cyber abuse words in languages Hindi and English texts were analyzed using the BERT model. Deepak et al. [27] addressed the issue of Global Filter-based Feature Selection Scheme in text corpus by implementing a soft voting technique, which resulted in a considerable improvement in the performance of classifiers. When compared to machine learning models, the pre-trained transformer based classification models ALBERT, BILSTM, distilBERT, BERT, XLNet, and RoBERTa demonstrate greater accuracy. Realizing that ensemble models and pretrained transformer models outperform individual models, our study focuses on ensemble of pre-trained transformer model.

3. Framework methodology

Deep learning pertained models are used for emotion detection, the models include DistilBERT, RoBERTa, BERT. The proposed algorithm (AVEDL Model) which is depicted in detail in Fig. 1 is based on DistilBERT, RoBERTa and BERT. There are 4 emotions taken into consideration: Anticipation, Fear, Anger, Sadness and there is a “No specific emotion” label for denoting no specific emotion being identified. The subsections provide further details on the proposed model. Section 3.1 describes details of dataset gathering and Section 3.2 deals with pre-processing procedures. Section 3.3 to Section 3.5, explains the models used and finally in Section 3.6 the proposed AVEDL Model is discussed.

3.1. Data collection

The dataset used as an input to the proposed model is a combination of two dataset namely twitter dataset and ERSS call transcribed dataset. The first dataset is the Twitter dataset that we had gathered by utilizing the tweetid supplied by Gupta et al. [28], which included a labeled dataset for emotion analysis on over 63 million tweets during the pandemic covid 19. To collect data, we have used Twitter’s standard search API [29]. The total number of emotions taken into account is 124740. The first dataset is a twitter dataset that contains 18900 samples of each emotion. The second dataset is the emergency response support system (ERSS) call recordings from India (Kerala) which were randomly picked and transcribed from January to March 2021 related to covid-19. The transcribed call containing texts connected to “corona”, “covid-19”, “quarantine”, “covid” and “lockdown” are taken into consideration in this work. Each call was annotated based on the text content; Three different persons manually annotated the tweets in order to avoid biases. One of the three annotators has been a PhD scholar in data analysis since 2018. The second and third annotators were postgraduate students in the English department. The final label is determined based on
Mental well-being is just as essential as physical well-being. therest of the family is free to roam around. Providing emotional support, can assist these individuals in restoring mental peace. Mental well-being is just as essential as physical well-being.

The weekly ratio of emotion types of ERSS is shown in Fig. 2. From Fig. 2, we can infer that the most common emotions detected in the dataset are Anticipation, sadness, neutral, and fear. While those five emotions are represented in 89% of the dataset, there are 11% of dataset that are either neutral or can be classified in other emotion categories. The distribution is obtained by dividing the total number of identified dataset for an emotion by the total number of dataset in that time period. There are slight changes in emotions from week to week.

Reason for combining the dataset: The number of Corona-related calls received by ERSS has skyrocketed. The calls landing in the emergency response and support system during the pandemic were primarily due to the caller’s misconception through social media worldwide. When we analyzed ERSS calls, we discovered that the influence of social media posts caused the majority of calls; in fact, some calls stated that the reason for calling was due to the knowledge they gained from social media. For instance, “My kid suffers from heavy fever and loss of taste; we doubt it is covid related, please send health care workers or doctors immediately to my location”. Many calls similar to this landed in ERSS which are just panic calls. We decided to treat tweets as a source of information because we felt labeled tweets can be a rich source of data for processing since the emotion of a tweet and the emotion of a caller in the ERSS are similar or relatable and the content is related to pandemic. The maximum number of characters in a tweet is 280 and that of ERSS calls transcribed varies from 117 to 450 characters.

The data acquired from ERSS contain several interesting observations. Even the appearance of a headache causes panic and is regarded as a symptom of covid. Individuals have had emotional imbalances as a result of sudden lockdowns, job losses, and online classes. The stress caused due to these factors should be regarded as a serious social issue and measures should be taken to provide psychosocial and emotional support. Home quarantine, where people are requested to stay in a room in some cases (solitary confinement) and is allowed to leave that room only after 14 days, is associated with more significant emotional fluctuations, whilst the rest of the family is free to roam around. Providing emotional support, can assist these individuals in restoring mental peace. Mental well-being is just as essential as physical well-being.

The BERT encoder [31] is a multi-layer encoder. The BERT-base-uncased model was utilized, which consisted of a transformer block with twelve layers, each with 768 hidden layers and twelve head self-attention layers, and a total of 110 million parameters. At a time, a single sentence was fed into the model. The BERT tokenizer library was used to break the input phrases into tokens and map them to their indices, which are indicated as input ids. Every sentence has the (classification token)[CLS], a unique token that appears at the start of the first sentence and (separate segment token) [SEP] at the end of it. Each block goes via a Self Attention layer before being fed into a feed-forward neural network. It is then forwarded to the next encoder. Finally, each point will produce a hidden size vector (768 in BERT Base). This is an example of word embedding.
learning rate: $5 \times 10^{-5}$ with batch sizes: 16, 24, and 32, maximum length: 50 and 125. For this experiment, models were trained on the emotion dataset used to evaluate the results obtained for each combination like chosen is provided in Table 3. Various performance metrics are length for the emotion dataset. The details of the parameter nations, including batch size, epochs, learning rate and maximum length. The features collected from these tokens were then used to eliminate variations per row, these ids were padded to a constant length. The features collected from these tokens were then used to classify sentence pairs.

The models were trained using various hyperparameter combinations, including batch size, epochs, learning rate and maximum length for the emotion dataset. The details of the parameter chosen is provided in Table 3. Various performance metrics are used to evaluate the results obtained for each combination like precision, F1-score, recall and accuracy to obtain the best results. For this experiment models were trained on the emotion dataset with batch sizes: 16, 24, and 32, maximum length: 50 and 125, learning rate: $5e^{-5}$, $2e^{-5}$, $1e^{-5}$, $3e^{-5}$ and $4e^{-5}$.

| Table 2 |
|-----------------|-----------------|
| System requirements. | Jupiter notebook |
| Integrated Development | Environment (IDE) |
| Processor | Tesla K80 |
| RAM | 25GB |
| Model name | Intel(R) Xeon(R) |
| Programming space allocated | 160 GB |
| Programming Language | Python (version 3.6.5) |
| Packages | Numpy, nltk, Pandas, and scikit-learn |

3.4. DistilBERT

DistilBERT [32] is a compact, fast, inexpensive, and light transformer model that has been trained using a BERT base. It has 40% less parameters than BERT-base-uncased, and it runs 60% quicker while keeping over 95% of BERT’s performance. DistilBERT employs a process known as distillation to simulate Google’s BERT, which entails replacing a huge neural network with a smaller one. DistilBERT-uncased model is used in this experiment for emotion detection. Six transformer layers, 768 hidden layers, and twelve attention heads were included. The input texts were tokenized and converted into input ids before being padded and sent into the DistilBERT model for the multi-classification job.

3.5. RoBERTa

Robustly Optimized BERT Pre-Training Approach [33] is a re-training of BERT with enhanced training technique, 1000 percent more data, and 1000 percent more compute power, introduced at Facebook. For pre-training, RoBERTa uses 160 GB of text. The Google BERT language masking approach is used to create RoBERTa. When compared to BERT, RoBERTa has a 2–20 percent higher accuracy. Both of these methods use a transformer to learn a representation of a language. The experiment employed the RoBERTa-base model, consisting of 768 hidden layers, twelve transformer layers, and twelve attention heads, with 125 million parameters. The input texts were encoded into tokens and assigned as input ids using the RoBERTa tokenizer. To eliminate variations per row, these ids were padded to a constant length. The features collected from these tokens were then used to classify sentence pairs.

The models were trained using various hyperparameter combinations, including batch size, epochs, learning rate and maximum length for the emotion dataset. The details of the parameter chosen is provided in Table 3. Various performance metrics are used to evaluate the results obtained for each combination like precision, F1-score, recall and accuracy to obtain the best results. For this experiment models were trained on the emotion dataset with batch sizes: 16, 24, and 32, maximum length: 50 and 125, learning rate: $5e^{-5}$, $2e^{-5}$, $1e^{-5}$, $3e^{-5}$ and $4e^{-5}$.

3.6. Proposed Average Voting Ensemble Deep Learning model (AVEDL Model)

A Vote is a meta-algorithm that uses participant classifiers to accomplish the decision process [34]. The proposed AVEDL Model employs soft voting [35], in which each classifier provides a probability value that a single data point belongs to a specified target class. A weighted summing of the predictions is made based on the relevance of the classifier. Then voting is done, and the target label with the highest weighted probability sum will be the winner. Here all the models have equal weights. The AVEDL Model integrates three deep learning classifiers in this multiclass classification problem: DistilBERT, RoBERTa, and BERT. The AVEDL model, sums and averages the predicted probability vectors for each model. The class with the highest average probability value is declared the winner and returned as the predicted class. Here the average probability of each category is utilized as the voting score. The soft voting ensemble model produces the best prediction during this procedure. The accuracy of the ensemble model is determined by the batch size of the individual models, the learning rate, and the optimizer. The block diagram of AVEDL Model is provided in Fig. 3. Combining different classifiers is a better way to change the model’s accuracy. The algorithm 1 provides the details of emotion detection based on the ensemble model. The average voting based ensemble model offers an improvement in model performance. Various classifiers perform well on other data points in the combined ERSS call transcribe dataset, and some classifiers accurately identify it, while others may misclassify it. The model’s correctness is extremely difficult to predict. However, the model’s performance can be improved by incorporating the voting technique. Utilizing the voting process to integrate ensemble models improves the model significantly.

Algorithm 1

Emotion detection based on COVID-19 based on AVEDL Model.

\textbf{Input: } X, BERT(), RoBERTa(), DistilBERT()
\textbf{Output: } Final_prediction (0, 1, 2, 3, 4)

Ensemble classifiers: BERT(), RoBERTa(), DistilBERT()

\textbf{Begin}

\textbf{for} i = 1 to size(X) \textbf{do}

Prediction = Average(BERT(i), RoBERTa(i), DistilBERT(i))

Final_Prediction = Maximum (Prediction)

\textbf{end for}

\textbf{End}

4. Experimental setup and analysis of results

The details related to the system requirements used to train the model are provided in the Table 2. The whole dataset is divided into the test, train and validation set using Scikit-learn library [36]. The splitting is done in different ratios: 85:15 and 75:25 and their results were analyzed. The Huggingface library [37] was used to carry out the implementation in Python. The “AdamW” optimizer is used. Fine-tuning the models for various epochs: 8, 16 and 32 epochs was done using and the optimum checkpoint was chosen depending on the validation set’s performance. The choice of a classifier is crucial to the model’s prediction. The multiple classifiers were fine-tuned using various hyperparameters before picking the best classifier. The following classifiers are used to carry out multiple tests.

1. The Pre-trained transformer model RoBERTa.
2. The BERT model.
3. The DistilBERT model.
4. The Average Voting Ensemble Deep Learning model (AVEDL Model).

On the dataset collected during COVID-19, the model is trained with several hyperparameters such as batch size, learning rate,
epochs, and optimizer. The findings are given in Tables 5, 8, Table 10 and are analyzed using several performance metric parameters such as recall, precision, accuracy and F1-score.

4.1. Performance evaluation metrics

The models performance such as Precision, Macro Precision, F1-score, Macro F1-score, Recall, Macro Recall and Accuracy are evaluated. A confusion matrix is represented using a table that shows how well a classifier performs on a test data. True positives ($T_{Pos}$) are classification in which the label was predicted as “fear”, but their actual label is “not fear” (“Type I error”). False negatives ($F_{Neg}$) are classification in which the label was predicted as the class “not fear”, yet they belong to class “fear” (“Type II error”). Confusion matrix provides the details of ($T_{Pos}$), ($T_{Neg}$), ($F_{Pos}$), and ($F_{Neg}$).

Eqs. (1) to (7) are used to calculate precision, recall, F1-score, accuracy, F1 micro average score etc.

$$\text{Precision}(P) = \left( \frac{T_{Pos}}{T_{Pos} + F_{Pos}} \right)$$  \hspace{1cm} (1)

$$\text{Recall}(R) = \left( \frac{T_{Pos}}{T_{Pos} + F_{Neg}} \right)$$  \hspace{1cm} (2)
Table 5
Performance evaluation metrics of BERT.

| Batch size | Learning rate | Macro precision | Macro recall | Macro F1-score | Accuracy | Time |
|------------|---------------|-----------------|--------------|----------------|----------|------|
| 32         | 1e−5          | 82.72%          | 82.70%       | 82.69%         | 84.11%   |      |
|            | 2e−5          | 83.71%          | 83.31%       | 83.41%         | 84.82%   |      |
|            | 3e−5          | 87.24%          | 82.01%       | 82.14%         | 83.77%   | 1229 s|
|            | 4e−5          | 82.79%          | 82.24%       | 82.20%         | 83.78%   |      |
|            | 5e−5          | 82.78%          | 82.39%       | 82.54%         | 83.91%   |      |
| 16         | 1e−5          | 83.92%          | 83.36%       | 83.55%         | 84.91%   |      |
|            | 2e−5          | 82.60%          | 82.29%       | 82.43%         | 83.87%   |      |
|            | 3e−5          | 82.73%          | 82.22%       | 82.38%         | 83.79%   | 1345 s|
|            | 4e−5          | 82.66%          | 82.09%       | 82.27%         | 83.75%   |      |
|            | 5e−5          | 82.74%          | 82.01%       | 82.14%         | 83.77%   |      |
| 8          | 1e−5          | 82.92%          | 82.58%       | 82.67%         | 84.16%   |      |
|            | 2e−5          | 81.89%          | 81.35%       | 81.51%         | 81.35%   |      |
|            | 3e−5          | 81.92%          | 81.59%       | 81.69%         | 81.59%   |      |
|            | 4e−5          | 81.35%          | 80.66%       | 80.87%         | 80.66%   |      |
|            | 5e−5          | 83.47%          | 83.34%       | 83.29%         | 84.69%   |      |

Table 6
Detailed performance evaluation metrics of BERT showing best results.

| Class | Precision | Recall | F1-score |
|-------|-----------|--------|----------|
| 0     | 78.45%    | 79.56% | 79.00%   |
| 1     | 85.14%    | 75.78% | 80.19%   |
| 2     | 95.53%    | 94.93% | 95.23%   |
| 3     | 75.30%    | 83.09% | 79.00%   |
| 4     | 85.21%    | 83.45% | 84.32%   |

F1 Score = \frac{2 \cdot (P \cdot R)}{P + R} \quad (3)

Macro F1 Score = \frac{1}{C} \sum_{i=1}^{C} F1 - Score_i \quad (4)

Macro Recall = \frac{1}{C} \sum_{i=1}^{C} R_i \quad (5)

Macro Precision = \frac{1}{C} \sum_{i=1}^{C} P_i \quad (6)

Accuracy = \frac{T_{Pos} + T_{Neg}}{T_{Pos} + F_{Pos} + T_{Neg} + F_{Neg}} \quad (7)

where, the letter \( C \) stands for the number of label categories.

4.2. Results analysis

The BERT, DistilBERT, RoBERTa models results may vary from dataset to dataset. In Table 5, the performance metrics of each instance of Bert model is provided. From Table 5 it can be understood that the batch size: 16 and 1e−5 is the learning rate, which outperforms other tested parameters. The best results were obtained using the learning rate of 1e−5, maximum length of 125, epoch of 10 and batch size of 16. The performance obtained were Macro precision: 83.92%, Macro recall: 83.36%, Macro F1-Score: 83.55% and accuracy: 84.91%. The Table 6 contains the details of the best performing Bert model prediction for each class. According to the performance metrics in the Table 6, class 2 was predicted with the highest F1-score of 95.23%, precision of 95.53%, recall of 94.93% and accuracy of 95.23%.

Performance evaluation metrics of DistilBERT utilizing varieties of hyper parameter combinations is provided in Table 8. When a batch size of 16 along with learning rate of 2e−5 is used, best results were obtained. The best performance obtained is, Macro recall: 83.39%, Macro precision: 83.84%, Macro F1-Score: 83.52% and accuracy: 84.86%. We evaluate DistilBERT’s performance metrics as specified in Table 9. We can see that class 2 was predicted with the highest F1-score 95.13%. Class 0 had the lowest F1-score: 77.94%, while class 3 had F1-score of 77.31%. Class 4 and class 1 have F1-scores of 83.93.

The performance evaluation metrics of RoBERTa is provided in Table 10. The best results were obtained when a batch size of 8 along with learning rate of 2e−5 and epoch of 10 is used. The best performance obtained is, Macro recall: 84.19%, Macro precision: 84.87%, Macro F1-Score: 84.47% and accuracy: 85.69%. The performance metrics of best performing RoBERTa model is provided in Table 12, when we analyze the details we can see that class 2 was predicted with the highest F1-score 95.13%, precision is 94.90% and recall is 95.35%.

The receiver operating characteristic (ROC) curves for emotion classifications, using annotators’ labels as the ground truth (actual
The AVEDL Model performance metrics is shown in Table 14. With reference to Table 14, it is clear that our AVEDL model obtained achieved recall: 85.07%, precision : 85.49%, accuracy: 86.46%, F1-score: 85.20% when compared to existing models. This indicates that the model was successful in distinguishing specific emotions from a group of emotions. The Table 13 provides the details of AVEDL model prediction based on each class. An analysis of performance metrics on this table show that class 2 was predicted with the highest F1-score 95.94%. When we compare the F1 score of the AVEDL Model to the top performing performance metrics of the other models presented in Table 12, Table 9, and Table 6, we can observe that the AVEDL Model has a higher F1 Score in all classes.

The testing accuracy of DistilBERT ranges from 81.30% to 84.86% and the F1-score varies from 79.55% to 83.52%. The testing accuracy of BERT ranges from 80.66% to 84.91% and the F1-score varies from 80.87% to 83.55%. The testing accuracy of RoBERT ranges from 81.09% to 85.69% and the F1-score varies from 81.21% to 84.47%.

The Table 4 refers to the BERT model’s misclassified texts. The model predicted sentence 4, which belongs to the class; " No specific emotion" was predicted, but "Sadness" was the actual label, indicating that the sentence was incorrectly labeled. From the analysis we can infer that there are cases of wrong labeling. The author assumes that the presence of implicit sentiments [38] is the cause of incorrect prediction. There is no specific sentiment term in this sentence, but it implies subjective sentiment, hence there is a labeling conflict. The details of the DistilBERT model’s incorrectly classified text are presented in Table 7 where the actual and predicted classes are displayed to find out the ground truth. The classification Table 11 provide the details of classification made by RoBERTa model. Sentence 1 is a metaphor sentence, which describes one thing while contrasting it with another. A metaphor contrasts two things. The intensity of these kinds of metaphor sentences is commonly predicted wrongly. Corona is
Table 10
Performance evaluation metrics of RoBERTa.

| Batch size | Learning rate | Macro precision | Macro recall | Macro F1-score | Accuracy | Time |
|------------|---------------|-----------------|--------------|-----------------|-----------|------|
| 32         | 1e−5          | 83.05%          | 82.54%       | 82.74%          | 84.20%    |      |
| 32         | 2e−5          | 83.58%          | 83.18%       | 83.33%          | 84.69%    |      |
| 32         | 3e−5          | 82.60%          | 82.29%       | 82.43%          | 83.87%    |      |
| 32         | 4e−5          | 81.34%          | 81.02%       | 81.13%          | 82.59%    |      |
| 32         | 5e−5          | 82.05%          | 81.98%       | 81.98%          | 83.40%    |      |

| 16         | 1e−5          | 83.06%          | 82.96%       | 82.96%          | 82.96%    | 1256s|
| 16         | 2e−5          | 82.74%          | 82.35%       | 82.47%          | 82.35%    |      |
| 16         | 3e−5          | 81.94%          | 81.65%       | 81.73%          | 81.65%    |      |
| 16         | 4e−5          | 83.74%          | 83.26%       | 83.44%          | 84.83%    |      |
| 16         | 5e−5          | 81.50%          | 81.09%       | 81.21%          | 81.09%    |      |

| 8          | 1e−5          | 83.22%          | 82.88%       | 82.98%          | 82.88%    |      |
| 8          | 2e−5          | 84.87%          | 84.19%       | 84.47%          | 85.69%    |      |
| 8          | 3e−5          | 83.15%          | 82.67%       | 82.88%          | 84.33%    | 1428s|
| 8          | 4e−5          | 82.84%          | 82.38%       | 82.57%          | 84.06%    |      |
| 8          | 5e−5          | 81.64%          | 81.41%       | 81.45%          | 83.00%    |      |

Table 11
The RoBERTa model incorrectly predicted sentences.

| Sl.no. | Text | Actual class | Predicted class |
|--------|------|--------------|-----------------|
| 1      | Before covid also more people died of diabetes cancer road accidents and malaria Covid is like fire | Sadness | Fear |
| 2      | Crowd in front of hotel xxxx covid will spread fast if no action taken some action | Anger | Fear |
| 3      | Sujatha sheeba wife of subramanian staying lonely need adequate food not having enough food since last week due to lockdown location xxxx nearby am much worried because of lockdown | Anger | Sadness |
| 4      | He may have been covid positive but the cause of death covid or due to some other reason please try to understand | Fear | Sadness |

Table 12
Detailed performance evaluation metrics of RoBERTa showing best result.

| Class | Precision | Recall | F1-score |
|-------|-----------|--------|----------|
| 0     | 82.98%    | 75.83% | 79.25%   |
| 1     | 81.44%    | 78.04% | 79.70%   |
| 2     | 94.90%    | 95.35% | 95.13%   |
| 3     | 76.54%    | 83.26% | 79.76%   |
| 4     | 83.94%    | 84.68% | 84.31%   |

Table 13
Detailed performance evaluation metrics of AVEDL Model showing best result.

| Class | Precision | Recall | F1-score |
|-------|-----------|--------|----------|
| 0     | 82.79%    | 78.30% | 80.49%   |
| 1     | 85.71%    | 79.09% | 82.27%   |
| 2     | 96.54%    | 95.34% | 95.94%   |
| 3     | 77.23%    | 85.10% | 80.98%   |
| 4     | 85.17%    | 87.53% | 86.33%   |

Table 14
Performance evaluation metrics of Proposed AVEDL model.

| Model      | Recall | Precision | Accuracy | F1-score |
|------------|--------|-----------|----------|----------|
| Proposed AVEDL model | 85.07% | 85.49%    | 86.46%   | 85.20%   |

compared to fire in this instance, so the author surmises that this is the reason for the incorrect classification.

The main cause for incorrect text classification of all the model is that the text labels were assigned by English experts who may disagree. The noise in the labeling used for model training has resulted from the above-mentioned reason. Another significant reason is that we did not consider speech in this experiment, therefore the true emotion of a person could not be captured correctly. However, in an emergency, the tone in which a person talks will aid in effective emotion capture.

4.3. State-of-the-art approaches compared to the proposed AVEDL model

This section summarizes the State-of-the-art approaches for identifying emotion and compares the findings to the proposed method based on the merged dataset. The machine learning models we looked at for emotion detection include Nave Bayesian combined with term frequency-inverse document frequency (tfidf) [39], Support vector machines (SVM), SVM combined with tfidf, and Random Forest combined with tfidf. The Macro F1-score of the Nave bayesian classifier was 61.97%, while the accuracy was 60.44%. The SVM classifier performed better with an accuracy of 66.22% and Macro F1-score of 65.34%. The performance of the other machine learning algorithms is lower, as concluded in Table 15. Deep learning models BERT, RoBERTa, and DistilBERT were used to evaluate performance measures with the proposed model. The maximum length is set to 125, and alternative batch sizes (eight, sixteen, thirty two) and various learning rate were evaluated as part of the hyper-parameter tuning process in order to maximize performance. After fine tuning the RoBERTa model, we discovered that it outperforms the DistilBERT and BERT models. There is a slight variation in the performance of DistilBERT and BERT models. As indicated in Figs. 7 and 8, RoBERTa has the
highest F1 score and accuracy, whereas BERT is in second and DistilBERT is in the third position. However, when compared to existing approaches and RoBERTa, the proposed AVEDL Model performs the best. The accuracy obtained by AVEDL Model is 86.46% and macro F1-score obtained is 85.20% which is better than all the models taken into consideration. Based on Table 15, it can be concluded that the proposed model outperforms all other state-of-the-art deep learning and machine learning models.

4.4. The proposed method’s limitations

The AVEDL model is tested using the ERSS dataset relevant to pandemics yields significant results, but the model performs poorly while using the Normal ERSS dataset, which is not related to pandemics. This is something that has to be looked into further in the future. DistilBERT, RoBERTa, and BERT 16 GB are pre-trained models with huge memory for corpus training, which are the model’s main limitation. In comparison to machine learning models, the models’ time complexity is likewise relatively high. In this study, these models took 1256 s to execute with a batch size of 8, 1428 s with a batch size of 32, and 1437 s with a batch size of 16, respectively. The ensemble model procedure took 1075 s. The models DistilBERT, RoBERTa, and BERT were run in parallel, resulting in total time complexity of 2512 s (voting time complexity+BERT time complexity). To increase the model’s performance and to reduce the time complexity we intend to use more data and data compression techniques.

5. Real time application

The AVEDL model can be utilized in ERSS to aid in the process of understanding a caller’s emotion and providing emotional support. The Fig. 9 shows a detailed flow diagram of how the AVEDL model can be utilized in ERSS. When a call is received in ERSS, it is transcribed and the text is pre-processed before the AVEDL Model is used to detect the emotion. We evaluated the AVEDL model’s performance on a portion of the ERSS dataset that was not included in the combined tweet and ERSS dataset. The model performance of the ERSS dataset is provided in the Table 16. The proposed model was providing an accuracy of 84.33% and a Macro F1-score of 82.88%.

By understanding the caller’s emotions, call takers will be able to assist people in coping with the situation and will also be able to help and support them throughout the difficult period. There are situations were the call takers can make feedback calls to
Table 16

| Macro Precision | Macro Recall | Macro F1-score | Accuracy |
|----------------|--------------|----------------|----------|
| 83.15%         | 82.67%       | 82.88%         | 84.33%   |

**Fig. 9.** Flow chart of emotion detection on ERSS-Kerala data.

callers in addition to the services that the emergency response support system can provide.

6. Conclusion and future scope

Digital health technology integrated with the power of Artificial Intelligence [40] is treated as an effective and excellent tool that can help the general population with focused health information quickly and accurately. This intervention may, for example, be sent to individuals as automated tailored messaging and education based on the content and attitudes of their social media posts, thereby providing emotional support. Personalized and educational interventions with unambiguous messages and recommendations on the nation’s recovery from the pandemic, vaccine safety and its availability, along with information related to prevention of the disease generates hope and positivity among people and assures emotional stability across the country. Detecting emotions amid a health-related crisis will always aid in improving people’s mental health, allowing them to handle pandemic-like scenarios with confidence.

The proposed study is helpful for pandemic conditions in recognizing people’s emotions during a pandemic. The model is also designed to use a combination of ERSS dataset and tweets that aid in understanding fear tweets and allows authorities to stem the spread of fear during a pandemic. The methodology helps detect emotions in other public health initiatives that impact people’s health. As the COVID-19 progressed, public health requirements became more stringent, imposing tight regulations to prevent the spread of overlooked people’s mental and emotional health. The data inclusion is limited to emotions related to COVID-19 texts connected to “corona”, “covid-19”, “quarantine” and “covid”, “lockdown” and size of the dataset are some of the limitations of this study. We feel that the existing number of dataset is sufficient to make valid inferences about the importance of emotion detection in social media and emergency calls. We accept that our work is limited by an unbalanced dataset that represents various emotions.

In the future, context-based emotion detection will be done using the ERSS dataset (emergency), which will help detect and monitor societal emotional levels in all situations. In this research, we combined tweets with the ERSS dataset, which is connected to Covid-19. However, in the future, we intend to use the ERSS dataset alone for emotion identification, which will be highly useful in pandemic-related scenarios. Although this paper focuses on covid-related ERSS and tweets, employing a large training dataset can improve the performance of the average voting ensemble deep learning model. We can employ various combinations of transformer-based models in the future to get better performance by training the models on a larger COVID-19 dataset. We did not even consider slang as well as speech while computing emotions thus developing a multi-model that includes slang terms and speech relevant to COVID-19 concerns would be advantageous. Our findings will be valuable to disaster management decision-makers and public health policymakers because they demonstrate the significance of paying attention to emotional concerns arising from severe public health restrictions.
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