Effectiveness of Computer-Generated Virtual Reality (VR) in Learning and Teaching Environments with Spatial Frameworks
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Abstract: In this paper, we highlight the benefits of using computer-generated VR in teaching instructional content that have spatial frameworks such as in science, technology, engineering, and mathematics (STEM) courses. Spatial ability scores were collected from a sample (N = 62) of undergraduate and graduate students. Students were required to complete an instructional tutorial in VR and computer desktop screening on DNA molecules, which included necessary information about DNA and nucleotide molecules. Students also completed a comprehensive test about the spatial structure of DNA and a feedback questionnaire. Results from the questionnaire showed media use and satisfaction to be significantly related. The results also showed a significant interaction between spatial ability levels (low, medium, and high) and media used on students’ spatial understanding of the DNA molecules. It may be concluded that VR visualization had a positive compensating impact on students with low spatial ability.
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1. Introduction

Research shows that people differ in their visual mental imagery, for example, image generation and rotation [1–3]. Visual mental imagery is affected by the external world and the viewer’s belief. In some cases, for instance, people need to mentally rotate a figure to see and describe the object [4].

Many researchers have recognized the importance of spatial abilities for success in many STEM areas [5–8]. Wai et al. [6] and Stieff and Uttal [7] indicated that spatial ability plays an essential role in building up knowledgeable people in the STEM disciplines and helps to recognize students with the potential for STEM careers as well. Spatial ability is “characterized as an individual difference attribute with particular relevance for learning the advanced scientific-technical-material needed for developing outstanding STEM contributors, those individuals capable of moving engineering and physical science disciplines forward” [6] (p. 817). Other studies in spatial ability show that there are many careers such as chemistry, biochemistry, architecture, and medicine, to name a few, for which the spatial visualization and mental rotation abilities are essential [9–11]. Inability in mental visualization may have negative effects on students’ self-efficacy to learn and perform in disciplines that rely on spatial skills [12].

In this current research, our goal was to assess the impact of VR on learners’ performances in an environment with spatial frameworks such as in biology. We designed an instructional module on DNA structure using three-dimensional (3D) computer graphics presented on the computer screen and 3D computer graphics displayed in the VR environment. We used VR to improve students’ attention to macromolecular constructs and stimulate their spatial ability through the use of VR. Immersive environments, such as VR, increase the user’s sense of perception and interactivity [13] and are unique tools for learning molecular biology.
1.1. VIEs (Virtual Immersive Environments)

Two different kinds of VIEs can be identified: (1) augmented reality (AR); and (2) VR. AR uses an existing scene and imposes descriptive detailed information over it [14]. VR, however, gives the perception of being physically present in a non-physical world [15].

Research shows the roles of simulation in creativity education and how highly interactive VIEs may develop positive learning behavior to enhance the learning experience [16]. Several characteristics of VIEs, such as visualization of 3D data and the opportunity to simulate a realistic and safe environment, encourage student engagement. VIEs provide a hands-on and immersive experience, which is a novel way of learning for students who may not have experienced this before. Engagement is the primary objective in gamified VIEs, and research indicates the importance of this factor [17]. For example, a virtual field trip to Mars or the bottom of the sea may spark new interest in subject matter, provide a shared experience for class discussion, and enhance overall engagement [18].

Moreover, VIE characteristics are built upon situated and constructive learning theory [19]. One of the salient features of this theory and its implementation is the issue of transfer [20]. In near transfer, the goal is to help learners to apply steps learned in training to a similar real-world situation. The far transfer, however, is the ability that enables learners to adapt strategies learned in training to different work problems [21]. The advantage of using an immersive interface is that by simulation of the real world, students can attain near transfer, skills, and knowledge which are used the same way every time, to prepare for future learning [22]. Other researchers also have described student involvement in immersive learning environments that offer authentic learning experiences [23,24].

1.2. Spatial Ability and STEM Learning

Research shows that visual representations play an essential role in improving STEM learning [25]. According to the National Research Council (NRC) [26], STEM content areas involve the integration of multiple visual representations for teaching and learning. Based on the multimedia learning theory and cognitive learning theory, the visual representation may help students to learn better because they make abstract concepts accessible [27]. That is, students can understand the concept by integrating them into a mental model of the content.

Fogarty, McCormick, and El-Tawil [28] used a mixed-methods study combining qualitative and quantitative methods to investigate the use of VIEs to aid students’ understanding of complex spatial models in structural engineering. Results showed that students were able to identify and visualize complex models more accurately, and there was a significant increase in average mean scores of the posttest of students who experienced CAVE-like VIE.

Another example is when researchers investigated the effects of direct manipulation of a virtual anatomical structure versus passively viewed an interaction in a stereoscopic 3D environment. The results showed that participants in the manipulation group were more successful in generating the observed structure than the viewing group. It also showed that manipulation benefited students with low spatial ability more than students with the high spatial ability [29].

Other research also shows the use of VIEs in higher education science classrooms and its positive impact on class learning experiences, including an increase in motivation and interactivity [30,31].

Therefore, STEM-related lessons should be noted as highly engaging. The current research project was concerned about how people engage with the VIEs and if users’ experiences with the learning of STEM lessons can be modified for the better through the use of the current research design.

For example, to create a framework of best practices for designing VIEs, Ritz and Buss [3] incorporated different instructional design strategies for constructive learning, including lesson design, space, and technology. In their design, Ritz and Buss [32] considered a major factor, namely spatial ability. Other research has also shown the importance of designing instructional design strategies that are aligned with the spatial ability of students [16,33]. This factor is essential for designing a lesson for students with low or high spatial ability, and research shows that VIEs are well suited to deliver 3D spatial concepts [34].
Other researchers have created experimental virtual environments for training different skills. Students were divided into two groups: a traditional computer with a screen for the control group and VR for the experimental group. The results of the study confirmed that the design of VR learning activities can help students to improve their spatial ability skills [35].

One of the affordances of VIEs is the spatial presence. Research shows that the individual’s spatial presence in VIEs is different from physical reality, and spatial presence and spatial ability are linked [36]. Research shows that individuals feel more present in VIEs, and there is a positive attitude change associated with it as well [13].

Bandura [37] pointed to perceived self-efficacy as a factor that may have a direct effect on the choice of activities and eventual success. According to Venkatesh [38], three factors may influence individual attitudes toward computers and computer use: computer playfulness, computer self-efficacy, and computer anxiety. Additionally, it is reported that higher self-efficacy affects individuals' spatial ability [12,39]. The importance of these three factors and self-efficacy in students’ academic success, specifically in STEM areas that have spatial frameworks, have been investigated through many research studies [40,41] to determine how they connect with student learning and success.

1.3. Objectives and Research Questions

The overall objective of the current study was to see how individuals learn in VIEs and whether the spatial ability of individuals may influence their learning and satisfaction.

The current research study is important because it is concerned with the effectiveness of using immersive technologies in learning environments with spatial frameworks and whether it is useful to redesign traditional learning materials into VR to help students with less visuospatial skills.

The current research study pointed explicitly to the following research questions.

1. Does media (VR and desktop screening) have an effect on the spatial understanding of DNA molecules between students with low, medium, and high spatial ability?
2. Does media (VR and desktop screening) affect student satisfaction, usability, and perception with different spatial ability?

2. Material and Method

2.1. Experimental Design

The interaction between self-efficacy and spatial ability in environments that have spatial frameworks such as STEM has been investigated by many researchers [12,42]. We used the method of Towle et al.’s [12] because it was similar to what we had intended to achieve. Towle et al. [12] used a test of spatial ability and a self-efficacy to see if individuals’ self-efficacy has any effects on their actual spatial ability. In the current study, we too wanted to see if individuals’ spatial ability influences their satisfaction toward different media use, mainly VR and desktop screening. In doing so, we used Yoon’s [43] Revised Purdue Spatial Visualization Test: Visualization of Rotations to group students into different levels of spatial ability (low, moderate, and high). In addition, a satisfaction questionnaire was designed to measure students’ satisfaction, usability, and perception toward using VR and desktop screening.

2.2. Design of VR and 3D Environments

We used different 3D visualization software such as Blender combined with the Unity game engine to create an effective VIE. To create our 3D macromolecules, we used the Protein Data Bank (PDB), which is a 3D depository of biological macromolecules such as protein and nucleic acids. PDB files can be imported into Blender using ePMV add-ons for Blender. A detailed description of this process has been published by the authors [44].
For our desktop screening condition, the tutorial about DNA structure was created in Adobe Captivate. Then it was modified and imported into the Unity game engine to be used in VR. In Unity, we programmed our 3D objects and environment using C# scripting to be interactable.

2.3. Content for Tutorial

To prepare the tutorial, Alessi and Trollip’s [45] process of instruction for learning was used, namely presenting information, guiding the learner, practicing, and assessing.

The material for the tutorial was created and validated by experts from the biochemistry department. Students were introduced to the structure of nucleic acids to recognize that: “(1) Deoxyribonucleic acid (DNA) is composed of phosphate, deoxyribose, and four major bases: adenine, guanine, cytosine, and thymine. (2) DNA is polymers of nucleotide subunits. (3) A nucleotide is composed of a phosphate group, a pentose sugar, and one of the four corresponding bases. (4) The backbone of a DNA molecule is a chain of repeating deoxyribose-phosphate units. (5) DNA is composed of two chains in the form of a double helix. (6) In DNA, adenine will only bind with thymine on opposite chains, and guanine will only bind with cytosine on opposite chains” [44] (p. 50). Figures 1–4 show examples of content used in desktop screening and in the VR environment.

![Figure 1](image1.png)

**Figure 1.** Examples of content for desktop screening: 3D representation of thymine.

![Figure 2](image2.png)

**Figure 2.** Examples of content for desktop screening: 3D representation of sugar.
The content for desktop screening was designed using adobe captivate. Adobe Captivate is an authoring tool that provides interactive lesson design. The 3D models created in Blender, a 3D modeling software, were rendered and implemented into Adobe Captivate, and then interactive elements were added to it. As mentioned above, we used Alessi and Trollip’s [45] instructional guideline to create the tutorial. The tutorial introduced the objectives, guided students through the instructional materials, provided examples to practice, and assessed the learning performance of students. Students needed to answer correctly to proceed to the next level. Otherwise, they needed to go back and review the content again.

The same content was used to design the VR environment. However, students had the ability to interact with 3D virtual objects using VR controllers. The instruction for tutorial was projected on a screen inside the VR which resembled a slide projection in classrooms. Students read the instruction to complete each module. For example, students learned how each DNA molecule has two strands of nucleotides, and the orientation of the sugar molecule is opposite in two strands, or they recognized the major and minor grooves which arise from the antiparallel arrangement of the two backbone strands.

After completing the tutorial, students in each group took a final quiz. The final quiz consisted of 15 questions that challenged students’ spatial recognition of DNA molecules. Figures 5 and 6 show examples of spatial recognition quizzes. The quizzes were designed to assess students’ spatial
understanding of DNA structure. As shown in Figure 5, students were asked to recognize the major and minor grooves or identify which two representation of adenine and thymine are the same (Figure 6).

Figure 5. Examples of spatial recognition quizzes: Which letters represent the major and minor grooves?

Figure 6. Examples of spatial recognition quizzes: Which two letters represent adenine and thymine?

2.4. Conditions

2.4.1. Desktop Screening

Students used a desktop computer screen and a mouse to interact with 3D molecules. Through this method, students could rotate the 3D models using the mouse. Content included interactive components of molecular DNA structures, drag and drop activities, and a self-assessment. For example, after learning how carbon, hydrogen, and oxygen are distributed on a deoxyribose molecule, students
used the mouse to rotate the sugar molecule on the desktop screen to have a mental image of it. Then, in a game-like activity that provided immediate feedback, students could drag and drop each element to compose the sugar.

2.4.2. VR

Students used the Unity game engine, an HTC VIVE headset, and two controllers to navigate through 3D models in VR environments. The instruction and 3D materials for each learning task were provided in VR. After completing the task, students could click on a forward button to enter the next level. After completing the tutorial, students had the opportunity to assess their learning performance. For example, a 3D model of nucleotide base related to the purine was provided to the students. Students were asked to use their controllers to grab the right components that were provided for them and attach them to the correct locations to build a guanine molecule. This activity provided students with immediate feedback too.

2.5. Participants

Undergraduate and graduate participants were recruited from a four-year research university located in the southwestern region of the United States using announcements placed in the electronic announcement system or postings within approved departments. A sampling of (N = 66) undergraduate students were randomly assigned to one of the two conditions. Thirty-three participants were assigned to the desktop screening environment (four students did not complete the research activities, which reduced our participants to N = 62). In contrast, thirty-three were assigned to the VR instructional environment. None of the students had majored in biology or biochemistry. However, all of them had some elementary knowledge about DNA molecules. Although participants differed in the level of education and prior experience about the subject, the focus of the current research was on participants’ spatial understanding rather than rote learning.

Table 1 summarizes the demographic characteristics of the participants in this study. There were 30 male participants (48.4%) and 32 female participants (51.6%). The participants also identified themselves as a freshman, sophomore, junior, or senior (n = 40, 64.5%) and college graduate, some graduate work, or postgraduate degree (n = 22, 35.5%). The majority of students were 18–29 years old (87.1%). The rest were 30–49 (12.9%).

| Table 1. Participants Demographic Frequencies on Gender and Level of Education. |
|---------------------------------|-----------------|-----------------|-----------------|
|                                  | Treatment 1     | Treatment 2     | Total           |
|                                  | Desktop Screening | VR             |                 |
| Participants Demographic        | n = 29          | n = 33          | N = 62          |
| Age                             |                 |                 |                 |
| 18–29                           | 26              | 28              | 54              |
| 30–49                           | 3               | 5               | 8               |
| Gender                          |                 |                 |                 |
| Male                            | 14              | 16              | 30              |
| Female                          | 15              | 17              | 32              |
| Level of education              |                 |                 |                 |
| Freshman                        | 11              | 4               | 15              |
| Sophomore                       | 9               | 4               | 13              |
| Junior                          | 2               | 7               | 9               |
| Senior                          | 2               | 5               | 7               |
| College graduate                | 1               | 6               | 7               |
| Some postgraduate               | 1               | 4               | 5               |
| Postgraduate degree             | 3               | 3               | 6               |
| Computer skills                 |                 |                 |                 |
| Average                         | 12              | 12              | 24              |
| Somewhat high                   | 12              | 14              | 26              |
| Very high                       | 5               | 6               | 11              |
| Somewhat low                    | 1               |                 | 1               |
In addition, participants also rated their computer skills. Collectively, participants self-reported computers skills to be average \((n = 24, 38.7\%)\), somewhat high \((n = 26, 41.9\%)\), very high \((n = 11, 17.7\%)\), and somewhat low \((n = 1, 1.6\%)\).

2.6. Procedures

Selected participants were assigned to the research activities created in the VR or desktop screening. Students were given time to familiarize themselves with the environments. After completing the tutorial and respective activities about DNA structure, students completed a demographics questionnaire and then answered a 30-item spatial ability test. After the spatial ability test, all participants completed a quiz that measured their ability to recognize different components of DNA molecules. Finally, they completed a satisfaction questionnaire.

2.7. Instruments

2.7.1. Satisfaction Questionnaire

The questionnaire was adapted from Lincecum [46] which assessed learner satisfaction of the desktop screening and VR environments presented in the research activities. The questionnaire items were grouped to measure: (1) students’ satisfaction toward media in general; (2) usability of the features; and (3) interactivity/perception. A five-point Likert scale was used to score each item of the questionnaire (Figure 7). The reliability analysis was run for sixteen satisfaction questions. The Cronbach’s alpha was 0.90.

2.7.2. Revised Purdue Spatial Visualization Test: Visualization of Rotations

This instrument consisted of a 20–30 min test to measure the individual’s spatial visualization ability in 3D mental rotation. It consisted of 30 items (13 symmetrical and 17 asymmetrical). These items were designed to be gradually more difficult [44]. The spatial ability of students was grouped into low, medium, and high by calculating the percentiles (Figure 8).
2.7.2. Revised Purdue Spatial Visualization Test: Visualization of Rotations

This instrument consisted of a 20−30 min test to measure the individual's spatial visualization ability in 3D mental rotation. It consisted of 30 items (13 symmetrical and 17 asymmetrical). These items were designed to be gradually more difficult [44]. The spatial ability of students was grouped into low, medium, and high by calculating the percentiles (Figure 8).

Figure 8. Revised Purdue spatial visualization test.

3. Results

The purpose of this study was to examine the effects of VR in environments that have spatial frameworks. In doing so, the learning performance of individuals (N = 62) in two different conditions were examined. These two different conditions introduced a lesson about DNA structure in desktop screening (n = 29) and VR (n = 33). Finally, satisfaction in two different conditions was measured to answer the research questions.

1. Does media (VR and desktop screening) have an effect on the spatial understanding of DNA molecules between students with low, medium, and high spatial ability?

2. Does media (VR and desktop Screening) affect student satisfaction, usability, and perception with different spatial ability?

To measure the data gathered from students, we used the IBM SPSS version 26. We deleted incomplete data gathered from four students who had not completed the research activities. The accuracy of variables was measured through a reliability analysis. Measured variables, including spatial recognition and satisfaction, had Cronbach α value higher than 0.70, therefore indicating the reliability of the results.

3.1. Research Question 1

Does media (VR and desktop screening) have an effect on the spatial understanding of DNA molecules between students with low, medium, and high spatial ability?

To examine this research question, individuals’ spatial recognition in two different groups were measured. Although, desktop screening group had (n = 29) participants, both the test of normality and Levene’s test were not significant. This indicates that the assumptions of normality and homogeneity for an ANOVA test were not violated.
An ANOVA was conducted to evaluate the effects of independent variables, spatial ability (low, medium, and high) and media (VR and desktop screening), on student spatial recognition of DNA structure (dependent variable). As shown in Table 2, the results for the ANOVA indicated a significant for both spatial ability main effect and the spatial ability-by-media effect. The partial eta squared ($\eta^2$) showed a medium effect size. Figure 9 shows the frequency of each level of media within three spatial ability categories affected by the spatial recognition score.

**Table 2.** ANOVA result for spatial ability and media on spatial recognition.

| Source               | Mean Square | F    | Sig. | Partial Eta Squared |
|----------------------|-------------|------|------|---------------------|
| Media                | 5.79        | 1.27 | 0.26 | 0.02                |
| Spatial ability      | 16.32       | 3.59 | 0.03 | 0.11                |
| Media Spatial ability| 18.47       | 4.07 | 0.02 | 0.12                |

![Effect of Spatial Ability on Spatial Recognition](image)

**Figure 9.** Frequency of each level of media within three spatial ability categories affected by the spatial recognition score.

As shown in Table 3, the analysis showed a significant difference, $p < 0.05$, in spatial recognition among spatial ability groups using VR and desktop screening. Pairwise comparison showed that there was a significant difference, $p < 0.05$, only between low and high spatial ability groups.

The result also showed that media had no significant effect on spatial recognition, but it is important to note that the mean value ($M = 5.90$) of VR group with low spatial ability was higher than the mean value ($M = 4.75$) of desktop screening group with low spatial ability (Table 3).

3.2. Research Question 2

Does media (VR and desktop screening) affect student satisfaction, usability, and perception with different spatial ability?

Participants were assessed under two conditions (VR and desktop screening) to see if the mean difference between the scores is significantly different. In doing so, a paired-sample $t$ test on three categories, satisfaction, usability, and media perception, was conducted to evaluate whether a significant difference between satisfaction, usability, and media perception exists. As shown in Table 4 and Figure 10, the results of the paired sample $t$ tests were, $p < 0.001$, significant.
The strength of the relationship between the variables was medium. There was no significant difference between high and low spatial ability regarding satisfaction or perception.

Moreover, an ANOVA was conducted to see whether a significant difference between each category of spatial ability (low, medium, or high) to satisfaction, usability, and perception exists. As shown in Table 5, the results for the ANOVA indicated a significant difference in satisfaction and perception. The strength of the relationship between the variables was medium. There was no significant difference regarding usability, but significant difference for perception was observed. The effect of spatial ability on the perception of individuals using different media was medium.

Table 3. Descriptive Statistics for Research Question 1.

| Media         | Spatial Levels | Mean | Std. Deviation | N  |
|---------------|----------------|------|----------------|----|
| VR            | Low            | 5.90 | 1.67           | 11 |
|               | Medium         | 4.64 | 1.88           | 7  |
|               | High           | 6.96 | 2.31           | 15 |
|               | Total          | 6.12 | 2.16           | 33 |
| Desktop screening | Low        | 4.75 | 2.05           | 12 |
|                | Medium         | 7.36 | 2.61           | 11 |
|                | High           | 7.33 | 1.75           | 6  |
|                | Total          | 6.27 | 2.51           | 29 |
| Total         | Low            | 5.30 | 1.92           | 23 |
|                | Medium         | 6.30 | 2.67           | 18 |
|                | High           | 7.07 | 2.12           | 21 |
|                | Total          | 6.19 | 2.32           | 62 |

Table 4. Paired-sample t test between three levels of satisfaction, usability, and media perception.

| Groups  | VR       | Desktop Screening | Mean | Std. Deviation | t   | df | Sig. |
|---------|----------|--------------------|------|----------------|-----|----|------|
| Pair 1  | Satisfaction | Satisfaction     | 1.52 | 0.65           | 12.56 | 28 | 0.000|
| Pair 2  | Usability  | Usability         | 1.41 | 0.63           | 12.04 | 28 | 0.000|
| Pair 3  | Perception | Perception        | 1.33 | 0.94           | 7.60  | 28 | 0.000|

Figure 10. Effect of media use (VR and desktop screening) on student satisfaction, usability, and perception.

Moreover, an ANOVA was conducted to see whether a significant difference between each category of spatial ability (low, medium, or high) to satisfaction, usability, and perception exists. As shown in Table 5, the results for the ANOVA indicated a significant difference in satisfaction and perception. The strength of the relationship between the variables was medium. There was no significant difference regarding usability, but significant difference for perception was observed. The effect of spatial ability on the perception of individuals using different media was medium.
Table 5. ANOVA result for spatial ability on student satisfaction, usability, and perception.

| Source      | Mean Square | F    | Sig.  | Partial Eta Squared |
|-------------|-------------|------|-------|--------------------|
| Satisfaction| 0.94        | 5.57 | 0.006 | 0.16               |
| Usability   | 0.01        | 0.58 | 0.94  | 0.002              |
| Perception  | 1.10        | 3.61 | 0.03  | 0.11               |

Figure 11 also shows the preference use of VR (total M = 4.26, total SD = 0.49) versus desktop screening (total M = 2.75, total SD = 0.37) for all three levels of spatial ability. Students with low spatial ability showed high level of satisfaction and perception toward using VR. Pairwise comparison showed that there were significant differences between low and medium spatial ability, \( p < 0.01 \), and high and medium, \( p < 0.05 \). There was no significant difference between high and low spatial ability regarding satisfaction or perception.
4. Discussion

Many studies have shown that selecting the most suitable technology for specific learning outcomes is essential [47,48]. The design of learning materials that use computer immersive technologies (e.g., dynamic presentations, molecule structures, and learning object) invites new opportunities specifically within the STEM curriculum. Additionally, knowing more about spatial frameworks will help in the delivery of instructional content that uses these technologies.

In the current study, dynamic presentations were used to display the complexity of the DNA structure. Learning materials using spatial frameworks allowed subjects opportunities to rotate nucleotide/DNA molecules and interact with learning materials either on desktop screening or observing it through VR. Presenting DNA structure in the VR enabled students to receive information in a novel way and simultaneously pique their interest in the subject matter.

The results from the data analysis show that spatial ability factor plays a central role in learning environments that have spatial frameworks. Moreover, spatial ability factor affects students’ satisfaction and perception toward using suitable media to learn visuospatial content such as STEM. Students in both groups show a high interest in using VR instead of desktop screening to engage with visuospatial learning materials.

Our analysis shows that the selection of specific media (VR and desktop screening) has no significant effect on students’ spatial recognition/retention. However, there is a considerable mean difference between students with low spatial ability in the VR group. It means selecting the most suitable technology for a specific learning group is essential.

Due to two salient affordances of VR, which provide a hands-on and immersive experience [17], students with low spatial ability may have experienced a new way of learning which they have never experienced. The implementation of these emerging technologies into the learning environments that have spatial frameworks such as in STEM can help low spatial ability students to understand the learning concepts more efficiently. Furthermore, presenting learning material about complex structures with dynamic visualization improves learners’ abilities to manage spatial manipulation [49]. Learners with low spatial ability can be supported by dynamic display [50].

One important observation is that there is little difference between individuals with high spatial ability in both groups (VR and desktop screening). It means that instructional supports that help low-knowledge learners may not help students who are studying in higher levels of education, see “expertise reversal effect” [51].
The data analysis of this study indicates that when learners are in the VR environment, experiential satisfaction is measured at a high level; this indicates that the haptic virtual environment (experiential immersion), supports individual learner differences through the presence levels of learners [35]. The high satisfaction level of students using VR indicates that this type of technology can help students with low spatial ability to cope better with the visualization of 3D objects.

4.1. Limitations

The major limitations of this study are the deficiencies in randomization of research subjects, manipulation of instructional and virtual elements within the VR environment, and control of time-on-task and user exploration that are characterized within the virtual environment. The samples for this study were selected through convenience sampling, and the results cannot be generalized beyond university undergraduate students. There might be other confounding variables that we did not account for, such as cognitive load, the novelty effect, and prior knowledge. Although some results showed significance, this study should be repeated with a larger sample size to verify the findings observed.

4.2. Future Research

For our future research, we intend to include an eye-tracking system to understand how subjects navigate inside the VR environments. Moreover, the use of eye-tracking gives us the ability to measure students’ effort to understand visual contents. Eye-tracking techniques give us the ability to record students’ gaze map and later study their visual behaviors. The visual behavior of subjects shows us a close relation between students’ spatial understanding of the concept and how fast they notice the relevant areas. In this regard, we will measure three metrics. We will look at the time and visual map of eyes before the actual fixation. We will measure the time on the first fixation and the percentage of participants who fixated on an area of interest. Accordingly, by using eye-tracking, we can guess if cognitive load appears or not. A higher number of fixations can be a sign of confusion.

5. Conclusions

The inclusion of new technologies such as VR facilitate students’ learning, interaction, and satisfaction in environments that use spatial frameworks. Implementation of new technologies with instructional methods can create a richer, more satisfying learning environment, that can improve learning performance of individuals with different cognitive styles (e.g., learning styles and spatial ability).

The possible applications of spatial modeling or working with three-dimensional objects will continue to grow as technology provides greater learning and work opportunities for the future. This study has only considered one area of molecular modeling, but, clearly, the potential for tutorials presenting content included in a whole course on biological models would benefit from this type of technological innovation for teaching and learning.
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