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I. INTRODUCTION

Current implementations of qubits are typically either well isolated from noise, but difficult to couple, or strongly coupled, but difficult to isolate. To achieve the goal of building a working quantum computer for the tasks of quantum simulation and, eventually, quantum computation, we require an architecture that is capable of strongly coupling qubits to implement fast multi-qubit gates, but that can also isolate qubits from each other and the environment when no gate operation is performed.

In quantum optics, extensive work has been done using trapped ions or atoms as qubits, and scalable architectures that can trap and address a large number of qubits simultaneously exist [1]. These qubits feature excellent coherence times, yet the implementation of two-qubit gates remains a challenge despite promising proposals for efficient coupling [11, 12]. For superconducting qubits [8, 9], feature excellent coherence properties [10], but coupling two qubits remains a challenge despite promising proposals for efficient coupling [11, 12]. For superconducting qubits, both indirect coupling via a resonator [13] and direct capacitive coupling of detuned qubits [14] have been demonstrated and are comparatively easy to realize. Recently, good coherence properties were achieved for flux qubits [15], a particular type of superconducting qubit with a very large anharmonicity. This anharmonicity allows them to be strongly coupled [16], which makes them particularly interesting for the implementation of fast two-qubit gates. However, their tunability is limited by the need for an optimal operating point, which makes it difficult to isolate the qubits when no gate operation should be performed.

In this article, we attempt to overcome the isolation problem of flux qubits and other similarly strongly coupled qubit systems by an alternative ansatz. We study a qubit chain with always present nearest-neighbor couplings and make use of a pulse generator to exert external control on the qubits with the aim of suppressing unwanted qubit couplings. We demonstrate in numerical simulations that this simple pulse control enables us to implement a sequence of entangling gate operations on the qubit chain to entangle all the qubits in the chain in a GHZ state [17] with high fidelity. We thus show that a system of strongly coupled flux qubits may be used for universal quantum computation purposes without the need to control the qubit couplings.

Our pulse control is based on dynamical decoupling [18], which is a generalization of techniques developed in the nuclear magnetic resonance community [19–22]. It makes use of external control pulses being applied in rapid succession to the system in question. With a carefully designed control sequence it is possible to eliminate (parts of) a Hamiltonian interaction up to a certain order. Dynamical decoupling has been successfully implemented in numerous experiments to protect qubit states from the effects of decoherence [23–27]. For our purposes, we are interested in selectively decoupling only certain interactions between qubits while keeping others alive, a possibility proposed already by Viola et al. [28]. A particularly simple to handle subset of decoupling schemes applicable to networks of qubits employs only Pauli pulses to individual qubits. Several different construction methods for such Pauli operator schemes exist [29, 30]. In dynamical decoupling, it is typically assumed as a first approximation that the applied control pulses are instantaneous and unitary. In our numerical calculations, we go beyond this approximation by simulating realistic pulse lengths.

The paper is organized as follows: In Sec. II we present the physical model of our flux qubit chain and the type of control we have over the system. Section III recapit-
ulates the basic principles of dynamical decoupling and demonstrates how we can decouple a single and a pair of qubits from the rest of the chain. In Sec. IV we then look at the concrete implementation of a two-qubit entangling gate, and we estimate the achievable gate fidelity with the help of numerical simulations. Finally, in Sec. V we use this gate to entangle the qubits in our chain and present numerical simulations on the achievable state fidelity depending on the number of qubits in the chain.

II. THE COUPLED QUBIT SYSTEM MODEL

We consider a system of $N$ qubits in a chain with nearest-neighbor couplings described by the Hamiltonian ($\hbar = 1$)

$$H_0 = \sum_{i=1}^{N} \left[ \epsilon_i \sigma_z^{(i)} + f_i(t) \sigma_x^{(i)} \cos(\omega t + \varphi_i(t)) \right] - g \sum_{i=1}^{N-1} \sigma_x^{(i)} \sigma_x^{(i+1)}, \tag{1}$$

where the $\sigma_x^{(i)}$ are the Pauli operators applied to the $i$-th qubit, and $\epsilon_i$ are the qubits' eigenenergies. The coupling between the qubits is assumed to be uniform and characterized by the coupling strength $g$. The effects of the pulse generator (frequency $\omega$) on each individual qubit are governed by the time-dependent pulse amplitudes $f_i(t)$ and the phases $\varphi_i(t)$. This model is strongly inspired by a system of coupled flux qubits [16], where the pulse generator is a microwave emitter. However, alternative qubit designs exist which are also described by this model.

Transforming the Hamiltonian (1) into the rotating frame with the unitary operator $U_\omega = \exp(i\omega \sum_i \sigma_z^{(i)} t/2)$, the coupled $N$-qubit chain is governed by the Hamiltonian

$$H = U_\omega H_0 U_\omega^\dagger = \frac{1}{2} \sum_{i=1}^{N} \left[ \Delta_i \sigma_z^{(i)} + f_i(t) \left( e^{i\varphi_i(t)} \sigma_x^{(i)} + e^{-i\varphi_i(t)} \sigma_x^{(i)} \right) \right] - \frac{g}{2} \sum_{i=1}^{N-1} \left[ \sigma_x^{(i)} \sigma_x^{(i+1)} + \sigma_y^{(i)} \sigma_y^{(i+1)} \right], \tag{2}$$

where $\sigma_\pm = \frac{1}{2}(\sigma_x \pm i\sigma_y)$. The $\Delta_i = \epsilon_i - \omega$ indicate the discrepancy between the individual qubits' eigenenergies and the frequency of the driving field and should ideally be zero.

III. DECOUPLING INDIVIDUAL AND PAIRS OF QUBITS

Our goal is to exploit the strong coupling which can be implemented between e.g. flux qubits [10] for a fast high-fidelity two-qubit gate operation. To this end, it is necessary that the two qubits on which the gate operation is performed are temporarily isolated from the surrounding qubits. Traditionally, this would require switching off the interactions of the two qubits with their neighbors, but this process is complicated and often limits the achievable interaction strength $g$. Instead, we will employ dynamical decoupling to cancel the effects of individual couplings as needed.

In dynamical decoupling, the natural evolution of the $N$-qubit chain under the acting Hamiltonian $H$ is periodically interrupted by strong and short control pulses applied to the system. As a first approximation to be revised later, we will treat these control pulses as instantaneous unitary operators $p_j$, which are applied to our qubits at times $j\tau$. By introducing the unitary operators $g_j = p_j p_{j-1} \cdots p_0$, the resulting time evolution $U(t)$ after $M$ pulses can be written as

$$U(M\tau) = p_M e^{-iH\tau} p_{M-1} \cdots p_1 e^{-iH\tau} p_0 = g_M \left( g_{M-1} e^{-iH\tau} g_{M-1} \right) \cdots \left( g_0 e^{-iH\tau} g_0 \right) = g_M e^{-ig_{M-1} H g_{M-1} \cdots e^{-ig_0 H g_0 \tau}}. \tag{3}$$

The operator $g_M$ is arbitrary and is henceforth assumed to be $\mathbb{1}$ by an appropriate choice of the final decoupling pulse $p_M$. It is now possible to define an average Hamiltonian $\overline{H}$ which leads to the same time evolution after the time $M\tau$, i.e.,

$$U(M\tau) \equiv e^{-i\overline{H} M\tau}. \tag{4}$$

By performing a Magnus expansion [34], the average Hamiltonian $\overline{H}$ is expanded in powers of the pulse distance $\tau$, i.e.,

$$\overline{H} = \overline{H}^{(0)} + \overline{H}^{(1)} + \overline{H}^{(2)} + \cdots, \tag{5}$$

where the lowest order is found to be

$$\overline{H}^{(0)} = \frac{1}{M} \sum_{j=0}^{M-1} g_j^\dagger H g_j. \tag{6}$$

Our goal is to selectively remove couplings between specific qubit pairs in the lowest order $\overline{H}^{(0)}$ of the average Hamiltonian and to keep all others. We call a set of $M$ operators $(g_j)_{j=0}^{M-1}$ a decoupling scheme if it fulfills this purpose. Note that the higher orders of $\overline{H}$ are typically non-zero and remain as errors. However, their dependence on the pulse distance $\tau$ can be exploited to decrease their influence on the system dynamics. In the simplest case, the operators of a decoupling scheme can be repeated several times. If the total evolution time $M\tau$ is kept constant, this means that the distance $\tau$ between pulses is reduced, and so are the higher orders of the average Hamiltonian. However, while in theory a pulse distance of $\tau \to 0$ would be ideal, this only holds if the employed pulses are perfect and instantaneous. In our
scenario, we will run simulations with finite pulses. In these cases, choosing \( \tau \) too small may actually be detrimental since we introduce additional errors into the system which may outweigh those we intend to correct.

More sophisticated decoupling strategies exist that can further eliminate certain higher orders. A particular example is the symmetrized dynamical decoupling (SDD) sequence which eliminates all the odd orders in the Magnus expansion of \( \mathcal{T} \), thus achieving second order decoupling \([33]\). A symmetrized version of a decoupling scheme \( (g_j)_{j=0}^{M-1} \) consists of \( 2M \) operators which are chosen as

\[
g'_j = \begin{cases} g_j & \text{for } j < M, \\ g_{2M-1-j} & \text{for } j \geq M. \end{cases} \tag{7} \]

We will investigate the performance of both symmetrized and non-symmetrized decoupling strategies.

### A. Decoupling an individual qubit

According to Eq. (1), the couplings in our qubit chain are always present. This means that in order to prevent the state of a single qubit from evolving requires work. If we do nothing, the qubit will interact with its immediate neighbors, changing the state of the system. By using dynamical decoupling, we can keep a single qubit isolated and its current state protected without having to switch off the interactions with the neighboring qubits.

It is a well-known result in dynamical decoupling that the state of a single qubit can be protected by an alternating XY pulse sequence. To protect a specific qubit \( i \) in the chain, we need to apply pulses of the form

\[
p_j = \begin{cases} \sigma_x^{(i)} & \text{if } j \text{ is even}, \\ \sigma_y^{(i)} & \text{if } j \text{ is odd}, \end{cases} \tag{8} \]

which produces the decoupling operators (up to global phases)

\[
g_0 = \sigma_x^{(i)} \quad g_1 = \sigma_z^{(i)} \\
g_2 = \sigma_y^{(i)} \quad g_3 = 1. \tag{9} \]

Substituting these into Eq. (6), one can verify that this choice eliminates all the terms of the Hamiltonian \( \mathcal{H} \) involving qubit \( i \) in the lowest order of the average Hamiltonian. Since the order of the operators \( g_j \) does not influence the lowest order \( \mathcal{T}^{(0)} \), a YX pulse sequence has the same effect.

### B. Decoupling a pair of qubits

In order to implement a two-qubit gate on a specific pair of qubits, it is necessary to isolate these two qubits from their neighboring qubits without affecting the interaction between the qubit pair. A simple extension of the single-qubit decoupling scheme can achieve the desired effect. Specifically, to decouple the pair of qubits \( i \) and \( i+1 \) from the rest of the chain, we use pulses of the form

\[
p_j = \begin{cases} \sigma_x^{(i)} \sigma_y^{(i+1)} & \text{if } j \text{ is even}, \\ \sigma_y^{(i)} \sigma_x^{(i+1)} & \text{if } j \text{ is odd}. \end{cases} \tag{10} \]

By calculating \( \mathcal{T}^{(0)} \) in Eq. (6) for this particular choice of decoupling pulses, we can work out that the coupling between qubits \( i \) and \( i+1 \) remains unaffected, but the couplings between qubits \( i-1 \) and \( i \) and \( i+1 \) and \( i+2 \) are removed, as are the eigenenergy offsets \( \Delta_i \sigma_z^{(i)} \) and \( \Delta_{i+1} \sigma_z^{(i+1)} \). This decoupling sequence was found and studied in detail in [33], where also a more general sequence was presented to protect arbitrary two-qubit interactions. However, for our model and the subsequent discussion this simple sequence is already sufficient.

### C. Combined decoupling on the whole qubit chain

The presented sequences can naturally be extended to the whole chain in such a way that we can choose which of the two-qubit couplings we want to keep and which we want to eliminate in the lowest order. Additionally, all of the eigenenergy terms \( \Delta_i \sigma_z^{(i)} \) will be eliminated from \( \mathcal{T}^{(0)} \). To achieve this, we apply alternating XY pulses to each qubit, just like in subsection III A but we vary the order of the pulses. Two neighboring qubits whose interaction should be kept intact will have the same order.

For those qubits for which the coupling is to be eliminated, the pulse order will be reversed. For example, if we wanted to protect the interaction between the first and last qubit pairs on a 5-qubit chain, but eliminate the couplings with the middle qubit, we would use the following pulse sequence:

\[
p_0 = \sigma_x^{(1)} \sigma_y^{(2)} \sigma_z^{(3)} \sigma_y^{(4)} \sigma_x^{(5)} \\
p_1 = \sigma_y^{(1)} \sigma_x^{(2)} \sigma_z^{(3)} \sigma_y^{(4)} \sigma_x^{(5)} \\
p_2 = p_0 \\
p_3 = p_1. \tag{11} \]

### D. Symmetrized decoupling scheme

Applying the construction in Eq. (7) to the decoupling operators in Eq. (10), we can symmetrize our decoupling scheme. To implement the symmetrized scheme, we need to replace the pulse sequence \( XYXY \) with the sequence \( XXYX/XXYX \), with \( I \) the identity operator. The approach of subsection III C still works, so we can interchange the order of the \( X \) and \( Y \) pulses as needed. This pulse sequence achieves second-order decoupling and should therefore perform better in practice. However, since more pulses are required, faster pulses will be needed to implement this sequence.
appropriate choice of the parameter functions and a number of single-qubit rotations.

IV. IMPLEMENTING THE TWO-QUBIT CNS GATE WITH DECOUPLING

In the following, we investigate how to implement an entangling two-qubit gate for the type of interaction present in our model. We look at how the necessary operations can be performed with the type of control that we can exert on our qubit chain. We also look at numerical simulations to determine the achievable fidelities and explore the scalability of our approach.

A. The CNS gate

The coupling between the qubits according to Eq. \( \text{I} \) is of \( XX \) type. Schuch and Siwert [36] studied natural gate operations resulting from such an interaction. They showed that, after an interaction time \( T = \pi/(2g) \), this type of coupling produces a unitary iSWAP gate:

\[
U_{\text{iSWAP}} := \exp \left[ \frac{Tg}{2} \left( \sigma_x^{(i)} \sigma_x^{(i+1)} + \sigma_y^{(i)} \sigma_y^{(i+1)} \right) \right]. \tag{12}
\]

This gate, like the better known SWAP gate, exchanges the state of two qubits, but introduces an additional phase on the swapped qubit states.

With the addition of a number of single-qubit gates, it is possible to use the iSWAP gate to implement the so-called CNS gate, which is a concatenation of a CNOT and a SWAP gate. This means that the CNS gate, just like the regular CNOT gate, is an entangling gate, which makes it particularly interesting. It is thus the entangling gate which is most easily implemented with the given \( XX \)-type coupling. The gate sequence depicted in Fig. 1 implements a CNS gate with the upper qubit being the control qubit. In this sequence, \( X := \sigma_x \), and \( R_a(\phi) := \exp(-i\sigma_a\phi/2) \) is a rotation around the axis \( a \), which can be implemented with the help of the pulse generator. In order to implement the iSWAP gate, the two qubits must be decoupled from their neighbors for an interaction time \( T = \pi/(2g) \).

B. Implementing the single-qubit gates

The required single-qubit gates consist entirely of rotations around the \( X \) and \( Y \) axes. They can be implemented with the help of the pulse generator by an appropriate choice of the parameter functions \( f_i(t) \) and \( \varphi_i(t) \) for each qubit \( i \). The curve \( f_i(t) \) describes the pulse shape, while \( \varphi_i(t) \) can be used to select the direction of the rotation. The simplest pulse shape for our purposes is a rectangular pulse, so that the \( f_i(t) \) are essentially binary functions, which take at any time either the value 0 or the value \( f \). Here, \( f \) is the maximal pulse amplitude that can be implemented in the experimental setup. In contrast, a value of 0 means that the generator is switched off for this particular qubit.

To implement the rotation \( R_x(\pi/2) \) on qubit \( i \), we set \( f_i(t) = f \) and \( \varphi_i(t) = 0 \) for a duration of \( T = \pi/(2f) \). For the rotation in negative direction, \( R_x(-\pi/2) \), we set \( \varphi_i(t) = \pi \) instead. For the rotations around the \( Y \) axis, \( R_y(\pm\pi/2) \), the appropriate value for the angle is \( \varphi_i(t) = \pi/2 \) for the positive rotation and \( \varphi_i(t) = 3\pi/2 \) for the negative rotation. Finally, to implement the \( X \) gate, we set \( f_i(t) = f \) and \( \varphi_i(t) = 0 \) for a duration of \( T = \pi/f \).

The gates can be implemented in parallel wherever possible, since the driving fields can be manipulated for each qubit individually without affecting the other qubits. However, the implementation of the pulses is disturbed by the qubit couplings and the eigenenergy shifts in the Hamiltonian [34]. In order to achieve high-fidelity single-qubit gates, we have to ensure that the pulses are sufficiently fast, meaning \( f \gg g \) and \( f \gg \Delta_i \).

C. Implementing the iSWAP gate

In order to implement the iSWAP gate, we just need to let the natural interaction between the two qubits evolve for a time \( T = \pi/(2g) \). During this time, the qubits need to be decoupled from the rest of the chain, which we accomplish with the decoupling sequence described in Sec. 11.11. To this effect, we need to implement \( \sigma_x \) and \( \sigma_y \) pulses on the two involved qubits. To implement \( \sigma_x \) on qubit \( i \), we choose \( f_i(t) = f \) and \( \varphi_i(t) = 0 \) for a time duration \( T = \pi/f \), to implement \( \sigma_y \) we choose \( \varphi_i(t) = \pi/2 \) instead.

As there are four operators \( g_i \) in our decoupling sequence, our time distance between pulses is \( \tau = \pi/(8g) \). This means that, in order to implement the decoupling sequence, we require as an absolute minimum \( f \geq 8g \).

D. Physical limits and numerical simulations

In theory, it is advantageous to have a pulse amplitude \( f \) as large as possible. This would decrease the implementation time of both the single-qubit gates and the decoupling operators, resulting in a higher fidelity of the full gate operation. Additionally, sufficiently fast decoupling
pulses would allow us to implement higher-order decoupling sequences, which would improve the fidelity even further. Unfortunately, there is a physical limit for \( f \). If \( f \) is larger than the anharmonicity of the level structure, there is a possibility that the driving field may excite states beyond the first excited state in our qubit model, therefore invalidating the two-state approximation.

We use numerical simulations to determine the fidelity of the CNS gate operation which can be achieved as a function of the maximal pulse amplitude \( f \). For this purpose, we simulated a qubit chain with varying numbers of qubits \( N \), where all qubits are initially prepared in the ground state \(|0\rangle\). Only qubit \( i \) is prepared in the superposition \((|0\rangle + |1\rangle)/\sqrt{2}\), where qubit \( i \) is chosen to be close to the middle of the chain. The gate operation is then performed on qubits \( i \) and \( i + 1 \), and the resulting density operator \( \rho \) is calculated for the whole qubit chain. In the final step, we take a partial trace to get the reduced density operator for qubits \( i \) and \( i + 1 \), \( \rho_{\text{gate}} \), and calculate the state fidelity \( \mathcal{F} \) as the overlap with the expected state, \(|\Psi\rangle = (|00\rangle + |11\rangle)/2\),

\[
\mathcal{F} = \left| \sqrt{\langle \Psi | \rho_{\text{gate}} | \Psi \rangle} \right|
\]  

(13)

The fidelity is virtually independent of the number \( N \) of qubits for \( N > 3 \), but depends strongly on \( f \). Figure 2 shows results obtained from the numerical simulations for a chain with \( N = 6 \) qubits, assuming that there are no eigenenergy shifts (\( \Delta_l = 0 \)). The first plot (blue circles) shows the results for the basic decoupling sequence from Sec. III.B. It is apparent that the fidelity rises quickly with increasing \( f/g \) and reaches \( \mathcal{F} \geq 0.9 \) at about \( f = 20g \). At about \( f = 60g \) the fidelity approaches the asymptotical limit of instantaneous pulses. Note that these results are achieved by just four decoupling pulses. To improve on the asymptotic limit, a more sophisticated decoupling strategy is required. The second plot (red diamonds) shows results from the symmetrized scheme described in Sec. III.D. It requires twice as many decoupling operations and performs worse than the basic scheme for \( f \leq 40g \). However, for sufficiently high pulse amplitudes it surpasses the basic scheme, and at \( f \approx 75g \) it reaches a fidelity \( \geq 0.99 \). Additional improvements to the decoupling procedure might be possible via Eulerian decoupling \[37\] or by embedding decoupling schemes \[38\].

In experimental implementations, one possibility to achieve a high \( f/g \) ratio is to have a rather small coupling constant \( g \). Let us consider as a concrete example two coupled superconducting qubits of the transmon type, which only feature a small anharmonicity and thus severely limit the pulse amplitude \( f \). We might be able to realize a driving pulse of the order of \( f \approx 200 \) MHz, which would require the qubit coupling \( g \) to be smaller than \( 10 \) MHz to achieve a ratio \( f/g = 20 \). This would lead to rather slow two qubit gates, and much faster two-qubit gates have already been achieved using the X-mon architecture \[39\]. As an alternative we may consider superconducting flux qubits, which feature a much larger anharmonicity. This would allow for driving pulses of the order of several GHz. Flux qubits with always-on couplings of the order of \( 500 \) MHz were realized in \[10\], which would allow for fast two-qubit gates. However, even for flux qubits, achieving \( f/g \) ratios of 40 or bigger without weakening the qubit couplings or exciting higher states will be challenging. In order to overcome this limitation, it is advisable to look beyond the simple rectangular pulse shapes which were used in our simulations. More sophisticated self-correcting (to second order) pulse shapes have been proposed \[40\] which can significantly improve the fidelity of a single \( X \) or \( Y \) pulse and thus can compensate for a smaller pulse amplitude. Alternate proposals exist to design pulses which are less likely to excite higher states, thus enabling the use of a stronger pulse amplitude \[11\].

V. CREATING AN ENTANGLED GHZ STATE

As a practical example for our control model, we are going to use the CNS gate to entangle the qubits in our qubit chain. The qubits in the chain are initially prepared in the ground state \(|0\rangle\). One of the qubits in the middle of the chain is then brought into the superposition state \((|0\rangle + |1\rangle)/\sqrt{2}\) by application of a Hadamard gate, which in our control model can be implemented as an \( X \) gate followed by a rotation \( R_y(-\pi/2) \). One application of the CNS gate to this qubit and its neighbor will entangle the two qubits. Additional applications of the CNS gate then allow us to entangle the remaining qubits in the chain,
creating a so-called GHZ state \([\text{GHZ}]\):

\[
|\text{GHZ}\rangle = \frac{|0\rangle^\otimes N + |1\rangle^\otimes N}{\sqrt{2}}.
\] (14)

For a 6-qubit chain, we arrive at the gate sequence depicted in Fig. 3. In this sequence, some of the CNS gates can be applied in parallel. Also, during the gate operation, the remaining qubits need to be decoupled from their neighbors. To achieve this, we can use a combined decoupling sequence as presented in Sec. III C.

We conducted numerical simulations for this gate sequence by calculating the resulting state \(|\Psi\rangle\), where we assume that all qubits are initially in the state \(|0\rangle\). We calculated the fidelity \(F\text{GHZ}\) of the GHZ state depending on the pulse amplitude \(f\),

\[
F_{\text{GHZ}} = |\langle\text{GHZ}|\Psi\rangle|.
\] (15)

We simulated qubit chains of up to 8 qubits for pulse amplitudes of \(f = 20g\), \(f = 40g\), \(f = 60g\) and \(f = 80g\). For \(f = 20g\) and \(f = 40g\), the basic decoupling sequence with four operations was used, for \(f = 60g\) and \(f = 80g\) the symmetrized decoupling scheme with eight operations was used. The results are shown in Table I. As we can see, a pulse amplitude of \(f = 20g\) is sufficient to entangle 3 qubits, however, the fidelity falls very quickly with increasing number \(N\) of qubits. In contrast, a pulse amplitude of \(f \geq 40g\) can be used to entangle even 8 qubits with high fidelity.

The results in Table I were achieved under the assumption that the qubits’ eigenenergies are all the same, meaning that the \(\Delta_i\) in Eq. (2) are all zero. Non-zero \(\Delta_i\) have a detrimental effect on the achievable fidelity. However, our decoupling scheme offers limited robustness against these effects, as long as the \(\Delta_i\) are small compared to the pulse amplitude. We ran additional simulations where we sampled the \(\Delta_i\) randomly from a Gaussian distribution with mean value \(\mu = 0\) and standard deviation \(\sigma\).

Results of the achievable fidelity, averaged over 100 runs, depending on \(\sigma\) are plotted in Fig. 4 for a chain of four qubits. We can see that the drop in the averaged fidelity is acceptable if \(\sigma\) is not too large and is smaller than the coupling \(g\). The symmetric decoupling scheme is particularly robust against errors and outperforms the basic scheme at larger \(\sigma\) values. We can expect that with improved manufacturing processes the qubit eigenenergy discrepancies will become sufficiently small in the future so that the resulting inhomogeneous broadening is negligible.

\begin{table}
\centering
\begin{tabular}{|c|c|c|c|c|}
\hline
\(N\) & \(f = 20g\) & \(f = 40g\) & \(f = 60g\) & \(f = 80g\) \\
\hline
3 & 0.900 & 0.969 & 0.974 & 0.985 \\
4 & 0.779 & 0.927 & 0.949 & 0.969 \\
5 & 0.697 & 0.894 & 0.932 & 0.958 \\
6 & 0.616 & 0.860 & 0.915 & 0.948 \\
7 & 0.540 & 0.821 & 0.896 & 0.935 \\
8 & 0.503 & 0.796 & 0.876 & 0.922 \\
\hline
\end{tabular}
\caption{Numerical simulation results for the achievable fidelity of the GHZ state, depending on the number \(N\) of qubits and the pulse amplitude \(f\).}
\end{table}

VI. CONCLUSIONS

We presented a coupled qubit system modelled after superconducting flux qubits which is fully controlled by a pulse generator. The qubits are strongly coupled to their neighbours, and the coupling is always present. We demonstrated how the pulse generator can be used to
implement both single-qubit rotations and the two-qubit entangling CNS gate. For the implementation of the two-qubit gate we exploit the coupling between the qubits and use a dynamical decoupling scheme to decouple the gate qubits from the remaining qubits in the system. The decoupling scheme is flexible so that several two-qubit gates can be implemented in parallel.

The efficiency of our control scheme was analyzed in numerical simulations, where we first looked at a single gate application. Then a sequence of CNS gates was simulated to entangle all the qubits in the chain in a GHZ state. In both cases, we calculated the achievable fidelity based on the pulse amplitude of the pulse generator. We found that a fidelity of well over 0.9 is achievable for a single CNS gate operation. In order to entangle $N$ qubits in a GHZ state, $N-1$ CNS gates are required. Since additionally all the other qubits have to be decoupled during gate operations, the fidelity for the GHZ state directly depends on the number of qubits in the chain. In order to compensate for this effect, the pulse amplitude needs to be increased. However, this is physically limited by the energy gap to higher excited states, which should not be excited by the pulse generator. Taking this limit into account for the particular example of flux qubits, we find that a high fidelity for the GHZ state is only achievable for a relatively small number of qubits, unless the coupling strength between the qubits is reduced. Employing more sophisticated pulse shapes may help to surpass this limit.

In order to achieve true scalability, error correction will be required. De and Pryadko recently demonstrated how a universal set of quantum gates could be implemented on a qubit lattice with Ising couplings \[42\]. They then implemented the toric code on top of this lattice to achieve scalability \[43\]. We believe that this approach could be adopted in principle for our model.
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