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Abstract

In the paper, we propose a class of accelerated stochastic gradient-free and projection-free (a.k.a., zeroth-order Frank-Wolfe) methods to solve the constrained stochastic and finite-sum nonconvex optimization. Specifically, we propose an accelerated stochastic zeroth-order Frank-Wolfe (Acc-SZOFW) method based on the variance reduced technique of SPIDER/SpiderBoost and a novel momentum accelerated technique. Moreover, under some mild conditions, we prove that the Acc-SZOFW has the function query complexity of $O(d\sqrt{n}\epsilon^{-2})$ for finding an $\epsilon$-stationary point in the finite-sum problem, which improves the existing best result by a factor of $O(\sqrt{n}\epsilon^{-2})$, and has the function query complexity of $O(d\epsilon^{-3})$ in the stochastic problem, which improves the existing best result by a factor of $O(\epsilon^{-1})$. To relax the large batches required in the Acc-SZOFW, we further propose a novel accelerated stochastic zeroth-order Frank-Wolfe (Acc-SZOFW*) based on a new variance reduced technique of STORM, which still reaches the function query complexity of $O(d\epsilon^{-3})$ in the stochastic problem without relying on any large batches. In particular, we present an accelerated framework of the Frank-Wolfe methods based on the proposed momentum accelerated technique. The extensive experimental results on black-box adversarial attack and robust black-box classification demonstrate the efficiency of our algorithms.

1. Introduction

In the paper, we focus on solving the following constrained stochastic and finite-sum optimization problems

$$\min_{x \in \mathcal{X}} f(x) = \begin{cases} 
\mathbb{E}_\xi[f(x; \xi)] & \text{(stochastic)} \\
\frac{1}{n} \sum_{i=1}^{n} f_i(x) & \text{(finite-sum)}
\end{cases}$$

(1)

where $f(x) : \mathbb{R}^d \to \mathbb{R}$ is a nonconvex and smooth loss function, and the restricted domain $\mathcal{X} \subseteq \mathbb{R}^d$ is supposed to be convex and compact, and $\xi$ is a random variable that following an unknown distribution. When $f(x)$ denotes the expected risk function, the problem (1) will be seen as a stochastic problem. While $f(x)$ denotes the empirical risk function, it will be seen as a finite-sum problem. In fact, the problem (1) appears in many machine learning models such as multitask learning, recommendation systems and, structured prediction (Jaggi, 2013; Lacoste-Julien et al., 2013; Hazan & Luo, 2016). For solving the constrained problem (1), one common approach is the projected gradient method (Iusem, 2003) that alternates between optimizing in the unconstrained space and projecting onto the constrained set $\mathcal{X}$. However, the projection is quite expensive to compute in many constrained sets such as the set of all bounded nuclear norm matrices. The Frank-Wolfe algorithm (i.e., conditional gradient)(Frank & Wolfe, 1956; Jaggi, 2013) is a good candidate for solving the problem (1), which only needs to compute a linear operator instead of projection operator at each iteration. Following (Jaggi, 2013), the linear optimization on $\mathcal{X}$ is much faster than the projection onto $\mathcal{X}$ in many problems such as the set of all bounded nuclear norm matrices.

Due to its projection-free property and ability to handle structured constraints, the Frank-Wolfe algorithm has recently regained popularity in many machine learning applications, and its variants have been widely studied. For example, several convex variants of Frank-Wolfe algorithm (Jaggi, 2013; Lacoste-Julien & Jaggi, 2015; Lan & Zhou, 2016; Xu & Yang, 2018) have been studied. In the big data setting, the corresponding online and stochastic Frank-Wolfe algorithms (Hazan & Kale, 2012; Hazan & Luo, 2016; Hassani et al., 2019; Xie et al., 2019) have been developed, and their convergence rates were studied. The above Frank-Wolfe algorithms were mainly studied in the convex setting.
In fact, the Frank-Wolfe algorithm and its variants are also successful in solving nonconvex problems such as adversarial attacks (Chen et al., 2018). Recently, some nonconvex variants of Frank-Wolfe algorithm (Lacoste-Julien, 2016; Reddi et al., 2016; Qu et al., 2018; Shen et al., 2019; Yurtsever et al., 2019; Hassani et al., 2019; Zhang et al., 2019) have been developed.

Until now, the above Frank-Wolfe algorithm and its variants need to compute the gradients of objective functions at each iteration. However, in many complex machine learning problems, the explicit gradients of the objective functions are difficult or infeasible to obtain. For example, in the reinforcement learning (Malik et al., 2019; Huang et al., 2020), some complex graphical model inference (Wainwright et al., 2008) and metric learning (Chen et al., 2019a) problems, it is difficult to compute the explicit gradients of objective functions. Even worse, in the black-box adversarial attack problems (Liu et al., 2018b; Chen et al., 2018), only function values (i.e., prediction labels) are accessible. Clearly, the above Frank-Wolfe methods will fail in dealing with these problems. Since it only uses the function values in optimization, the gradient-free (zeroth-order) optimization method (Duchi et al., 2015; Nesterov & Spokoiny, 2017) is a promising choice to address these problems. More recently, some zeroth-order Frank-Wolfe methods (Balasubramanian & Ghadimi, 2018; Chen et al., 2018; Sahu et al., 2019) have been proposed and studied. However, these zeroth-order Frank-Wolfe methods suffer from high function query complexity in solving the problem (1) (please see Table 1).

In the paper, thus, we propose a class of accelerated zeroth-order Frank-Wolfe methods to solve the problem (1), where \( f(x) \) is possibly black-box. Specifically, we propose an accelerated stochastic zeroth-order Frank-Wolfe (Acc-SZOFW) method based on the variance reduced technique of SPIDER/SpiderBoost (Fang et al., 2018; Wang et al., 2018) and a novel momentum accelerated technique. Further, we propose a novel accelerated stochastic zeroth-order Frank-Wolfe (Acc-SZOFW*) to relax the large mini-batch size required in the Acc-SZOFW.

### Contributions

In summary, our main contributions are given as follows:

1. We propose an accelerated stochastic zeroth-order Frank-Wolfe (Acc-SZOFW) method based on the variance reduced technique of SPIDER/SpiderBoost and a novel momentum accelerated technique.
2. Moreover, under some mild conditions, we prove that the Acc-SZOFW has the function query complexity of \( O(d\sqrt{n}e^{-2}) \) for finding an \( \epsilon \)-stationary point in the finite-sum problem (1), which improves the exiting best result by a factor of \( O(\sqrt{n}e^{-2}) \), and has the function query complexity of \( O(de^{-3}) \) in the stochastic problem (1), which improves the exiting best result by a factor of \( O(e^{-1}) \).
3. We further propose a novel accelerated stochastic zeroth-order Frank-Wolfe (Acc-SZOFW*) to relax the large mini-batch size required in the Acc-SZOFW. We prove that the Acc-SZOFW* still has the function query complexity of \( O(de^{-3}) \) without relying on the large batches.
4. In particular, we propose an accelerated framework of the Frank-Wolfe methods based on the proposed momentum accelerated technique.

### 2. Related Works

#### 2.1. Zeroth-Order Methods

Zeroth-order (gradient-free) methods can be effectively used to solve many machine learning problems, where the explicit gradient is difficult or infeasible to obtain. Recently, the zeroth-order methods have been widely studied in machine learning community. For example, several zeroth-order methods (Ghadimi & Lan, 2013; Duchi et al., 2015;
Nesterov & Spokoiny, 2017) have been proposed by using the Gaussian smoothing technique. Subsequently, (Liu et al., 2018b; Ji et al., 2019) recently proposed accelerated zeroth-order stochastic gradient methods based on the variance reduced techniques. To deal with nonsmooth optimization, some zeroth-order proximal gradient methods (Ghadimi et al., 2016; Huang et al., 2019c; Ji et al., 2019) and zeroth-order ADMM-based methods (Gao et al., 2018; Liu et al., 2018a; Huang et al., 2019ab) have been proposed. In addition, more recently, (Chen et al., 2019b) has proposed a zeroth-order adaptive momentum method. To solve the constrained optimization, the zeroth-order Frank-Wolfe methods (Balasubramanian & Ghadimi, 2018; Chen et al., 2019b) recently proposed accelerating the Gaussian smoothing technique. Subsequently, (Liu et al., 2018b; Ji et al., 2019) recently proposed acceler-

2.2. Variance-Reduced and Momentum Methods

To accelerate stochastic gradient descent (SGD) algorithm, various variance-reduced algorithms such as SAG (Roux et al., 2012), SAGA (Defazio et al., 2014), SVRG (Johnson & Zhang, 2013) and SARAH (Nguyen et al., 2017a) have been presented and studied. Due to the popularity of deep learning, recently the large-scale nonconvex learning problems received wide interest in machine learning community. Thus, recently many corresponding variance-reduced algorithms to nonconvex SGD have also been proposed and studied, e.g., SVRG (Allen-Zhu & Hazan, 2016; Reddi et al., 2016), SCSG (Lei et al., 2017), SARAH (Nguyen et al., 2017b), SPIDER (Fang et al., 2018), SpiderBoost (Wang et al., 2018; 2019), SNVRG (Zhou et al., 2019), and the zeroth-order projected gradient methods (Liu et al., 2018a; Huang et al., 2019ab) have been proposed.

Another effective alternative is to use momentum-based method to accelerate SGD. Recently, various momentum-based stochastic algorithms for the convex optimization have been proposed and studied, e.g., APCG (Lin et al., 2014), AccProxSVRG (Nitanda, 2014) and Katysuha (Allen-Zhu, 2017). At the same time, for the nonconvex optimization, some momentum-based stochastic algorithms have been also studied, e.g., RSAG (Ghadimi & Lan, 2016), ProxSpiderBoost-M (Wang et al., 2019), STORM (Cutkosky & Orabona, 2019) and Hybrid-SGD (Tran-Dinh et al., 2019).

3. Preliminaries

3.1. Zeroth-Order Gradient Estimators

In this subsection, we introduce two useful zeroth-order gradient estimators, i.e., uniform smoothing gradient estimator (UniGE) and coordinate smoothing gradient estimator (CooGE) (Liu et al., 2018b; Ji et al., 2019). Given any function $f_i(x): \mathbb{R}^d \to \mathbb{R}$, the UniGE can generate an approximated gradient as follows:

$$\nabla_{uni}f_i(x) = \frac{d(f_i(x + \beta u) - f_i(x))}{\beta} u,$$

where $u \in \mathbb{R}^d$ is a vector generated from the uniform distribution over the unit sphere, and $\beta$ is a smoothing parameter. While the CooGE can generate an approximated gradient:

$$\nabla_{coo}f_i(x) = \sum_{j=1}^{d} \frac{f_i(x + \mu_j e_j) - f_i(x - \mu_j e_j)}{2\mu_j} e_j,$$

where $\mu_j$ is a coordinate-wise smoothing parameter, and $e_j$ is a basis vector with 1 at its $j$-th coordinate, and 0 otherwise. Without loss of generality, let $\mu = \mu_1 = \cdots = \mu_d$.

3.2. Standard Frank-Wolfe Algorithm and Assumptions

The standard Frank-Wolfe (i.e., conditional gradient) algorithm solves the above problem (1) by the following iteration: at $t+1$-th iteration,

$$w_{t+1} = \arg\max_{w \in \mathcal{X}} \langle w, -\nabla f(x_t) \rangle, \quad x_{t+1} = (1 - \gamma_{t+1})x_t + \gamma_{t+1}w_{t+1},$$

where $\gamma_{t+1} \in (0, 1)$ is a step size. For the nonconvex optimization, we apply the following duality gap (i.e., Frank-Wolfe gap (Jaggi, 2013))

$$\mathcal{G}(x) = \max_{w \in \mathcal{X}} \langle w - x, -\nabla f(x) \rangle,$$

to give the standard criteria of convergence $\|\mathcal{G}(x)\| \leq \epsilon$ (or $\mathbb{E}\|\mathcal{G}(x)\| \leq \epsilon$) for finding an $\epsilon$-stationary point, as in (Reddi et al., 2016).

Next, we give some standard assumptions regarding problem (1) as follows:

**Assumption 1.** Let $f_i(x) = f(x; \xi)$, where $\xi_i$ samples from the distribution of random variable $\xi$. Each loss function $f_i(x)$ is $L$-smooth such that

$$\|\nabla f_i(x) - \nabla f_i(y)\| \leq L\|x - y\|, \quad \forall x, y \in \mathcal{X},$$

$$f_i(x) \leq f_i(y) + \langle \nabla f_i(y), x - y \rangle + \frac{L}{2}\|x - y\|^2.$$

Let $f_\beta(x) = \mathbb{E}_{u \sim U_B} [f(x + \beta u)]$ be a smooth approximation of $f(x)$, where $U_B$ is the uniform distribution over the $d$-dimensional unit Euclidean ball $B$. Following (Ji et al., 2019), we have $\mathbb{E}_{(u, \xi)} [\nabla_{uni} f_i(x)] = \nabla f_\beta(x)$.

**Assumption 2.** The variance of stochastic (zeroth-order) gradient is bounded, i.e., there exists a constant $\sigma_1 > 0$ such that for all $x$, it follows $\mathbb{E}\|\nabla f_\xi(x) - \nabla f(x)\|^2 \leq \sigma_1^2$; There exists a constant $\sigma_2 > 0$ such that for all $x$, it follows $\mathbb{E}\|\nabla_{uni} f_\xi(x) - \nabla f_\beta(x)\|^2 \leq \sigma_2^2$.
Assumption 3. The constraint set $X \subseteq \mathbb{R}^d$ is compact with the diameter: $\max_{x,y \in X} \|x - y\| \leq D$.

Assumption 4. The objective function $f(x)$ is bounded from below in $X$, i.e., there exists a non-negative constant $\Delta$, for all $x \in X$ such as $f(x) - \inf_{y \in X} f(y) \leq \Delta$.

Assumption 1 imposes the smoothness on each loss function $f_i(x)$ or $f(x, \xi)$, which is commonly used in the convergence analysis of nonconvex algorithms (Ghadimi et al., 2016). Assumption 2 shows that the variance of stochastic or zeroth-order gradient is bounded in norm, which have been commonly used in the convergence analysis of stochastic zeroth-order algorithms (Gao et al., 2018; Ji et al., 2019). Assumptions 3 and 4 are standard for the convergence analysis of Frank-Wolfe algorithms (Jaggi, 2013; Shen et al., 2019; Yurtsever et al., 2019).

4. Accelerated Stochastic Zeroth-Order Frank-Wolfe Algorithms

In the section, we first propose an accelerated stochastic zeroth-order Frank-Wolfe (Acc-SZOFW) algorithm based on the variance reduced technique of SPIDER/SpiderBoost and a novel momentum accelerated technique. We then further propose a novel accelerated stochastic zeroth-order Frank-Wolfe (Acc-SZOFW*) algorithm to relax the large mini-batch size required in the Acc-SZOFW.

4.1. Acc-SZOFW Algorithm

In the subsection, we propose an Acc-SZOFW algorithm to solve the problem (1), where the loss function is possibly black-box. The Acc-SZOFW algorithm is given in Algorithm 1.

We first propose an accelerated deterministic zeroth-order Frank-Wolfe (Acc-ZO-FW) algorithm to solve the finite-sum problem (1) as a baseline by using the zeroth-order gradient $v_t = \frac{1}{n} \sum_{i=1}^n \nabla_{\text{coo}} f_i(z_t)$ in Algorithm 1. Although Chen et al. (2018) has proposed a deterministic zeroth-order Frank-Wolfe (FW-Black) algorithm by using the momentum-based accelerated zeroth-order gradients, our Acc-ZO-FW algorithm still has lower query complexity than the FW-Black algorithm (see Table 1).

When the sample size $n$ is very large in the finite-sum optimization problem (1), we will need to waste lots of time to obtain the estimated full gradient of $f(x)$, and in turn make the whole algorithm became very slow. Even worse, for the stochastic optimization problem (1), we can never obtain the estimated full gradient of $f(x)$. As a result, the stochastic optimization method is a good choice. Specifically, we can draw a mini-batch $B \subseteq \{1, 2, \cdots, n\}$ ($b = |B|$) or $B = \{\xi_1, \cdots, \xi_b\}$ from the distribution of random variable $\xi$, and can obtain the following stochastic zeroth-order gradient:

$$\nabla f_B(x) = \frac{1}{b} \sum_{j \in B} \nabla f_j(x),$$

where $\nabla f_j(\cdot)$ includes $\nabla_{\text{coo}} f_j(\cdot)$ and $\nabla_{\text{uni}} f_j(\cdot)$.

However, this standard zeroth-order stochastic Frank-Wolfe algorithm suffers from large variance in the zeroth-order stochastic gradient. Following (Balasubramanian & Ghadimi, 2018; Sahu et al., 2019), this variance will result in high function query complexity. Thus, we use the variance reduced technique of SPIDER/SpiderBoost as in (Ji et al., 2019) to reduce the variance in the stochastic gradients. Specifically, in Algorithm 1, we use the following semi-stochastic gradient for solving the stochastic problem:

$$v_t = \begin{cases} 
\frac{1}{b_1} \sum_{i \in B_1} \nabla f_i(x_t), & \text{if } \text{mod}(t, q) = 0 \\
\frac{1}{b_2} \sum_{i \in B_2} (\nabla f_i(x_t) - \nabla f_i(x_{t-1})) + v_{t-1}, & \text{otherwise}
\end{cases}$$
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Algorithm 2 Acc-SZOFW* Algorithm

1: **Input:** Total iteration $T$, step-sizes $\{\eta_t, \gamma_t \in (0, 1)\}_{t=0}^{T-1}$, weighted parameters $\{\alpha_t \in [0, 1]\}_{t=1}^{T-1}$ and the parameter $\{\rho_t\}_{t=1}^{T-1}$;
2: **Initialize:** $x_0 = y_0 = z_0 \in \mathcal{X}$;
3: for $t = 0, 1, \ldots, T - 1$ do
4:     if $t = 0$ then
5:         Sample a point $\xi_t$, and compute $v_0 = \hat{\nabla}_{\text{coo}} f_0(z_0)$, or draw a vector $u \in \mathbb{R}^d$ from uniform distribution over unit sphere, then compute $v_0 = \hat{\nabla}_{\text{uni}} f_0(z_0)$;
6:     else
7:         Sample a point $\xi_t$, and compute $v_t = \hat{\nabla}_{\text{coo}} f_0(z_t) + (1 - \rho_t)(v_{t-1} - \hat{\nabla}_{\text{coo}} f_0(z_{t-1}))$, or draw a vector $u \in \mathbb{R}^d$ from uniform distribution over unit sphere, then compute $v_t = \hat{\nabla}_{\text{uni}} f_0(z_t) + (1 - \rho_t)(v_{t-1} - \hat{\nabla}_{\text{uni}} f_0(z_{t-1}))$;
8:     end if
9:     Optimize $w_t = \arg\max_{w \in \mathcal{X}} \langle w, -v_t \rangle$;
10:    Update $x_{t+1} = x_t + \gamma_t(w_t - x_t)$;
11:    Update $y_{t+1} = z_t + \eta_t(w_t - z_t)$;
12:    Update $z_{t+1} = (1 - \alpha_{t+1})y_{t+1} + \alpha_{t+1}x_{t+1}$;
13: end for
14: **Output:** $z_\zeta$ chosen uniformly random from $\{z_t\}_{t=1}^{T}$.

Moreover, we propose a novel momentum accelerated framework for the Frank-Wolfe algorithm. Specifically, we introduce two intermediate variables $x$ and $y$, as in (Wang et al., 2019), and our algorithm keeps all variables $\{x, y, z\}$ in the constraint set $\mathcal{X}$. In Algorithm 1, when set $\alpha_{t+1} = 0$ or $\alpha_{t+1} = 1$, our algorithm will reduce to the zeroth-order Frank-Wolfe algorithm with the variance reduced technique of SPIDER/SpiderBoost. When $\alpha_{t+1} \in (0, 1)$, our algorithm will generate the following iterations:

\[
\begin{align*}
    z_1 &= z_0 + ((1 - \alpha_1)\eta_0 + \alpha_1\gamma_0)(w_0 - z_0), \\
    z_2 &= z_1 + ((1 - \alpha_2)\eta_1 + \alpha_2\gamma_1)(w_1 - z_1) \\
    &\quad + \alpha_2(1 - \gamma_1)(1 - \alpha_1)(\gamma_0 - \eta_0)(w_0 - z_0), \\
    z_3 &= z_2 + ((1 - \alpha_3)\eta_2 + \alpha_3\gamma_2)(w_2 - z_2) \\
    &\quad + \alpha_3(1 - \gamma_2)(1 - \alpha_2)(\gamma_1 - \eta_1)(w_1 - z_1) \\
    &\quad + \alpha_3(1 - \gamma_2)(1 - \alpha_2)(1 - \gamma_1)(1 - \alpha_1)(\gamma_0 - \eta_0)(w_0 - z_0), \\
    &\ldots
\end{align*}
\]

From the above iterations, the updating parameter $z_t$ is a linear combination of the previous terms $w_t - z_t$ ($i \leq t$), which coincides the aim of momentum accelerated technique (Nesterov, 2004; Allen-Zhu, 2017). In fact, our momentum accelerated technique does not rely on the version of gradient $v_t$. In other words, our momentum accelerated technique can be applied in the zeroth-order, first-order, deterministic or stochastic Frank-Wolfe algorithms.

4.2. Acc-SZOFW* Algorithm

In this subsection, we propose a novel Acc-SZOFW* algorithm based on a new momentum-based variance reduced technique of STORM/Hybrid-SGD (Cutkosky & Orabona, 2019; Tran-Dinh et al., 2019). Although the above Acc-SZOFW algorithm reaches a lower function query complexity, it requires large batches (Please see Table 1). Clearly, the Acc-SZOFW algorithm can not be well competent to the very large-scale problems and the data flow problems. Thus, we further propose a novel Acc-SZOFW* algorithm to relax the large batches required in the Acc-SZOFW. Algorithm 2 details the Acc-SZOFW* algorithm.

In Algorithm 2, we apply the variance-reduced technique of STORM to estimate the zeroth-order stochastic gradients, and update the parameters $\{x, y, z\}$ as in Algorithm 1. Specifically, we use the zeroth-order stochastic gradients as follows:

\[
\begin{align*}
    v_t &= \rho_t \hat{\nabla}_{\xi_t} f_0(z_t) + (1 - \rho_t)(\hat{\nabla}_{\xi_t} f_0(z_t) - \hat{\nabla}_{\xi_{t-1}} f_0(z_{t-1}) + v_{t-1}) \\
    &= \hat{\nabla}_{\xi_t} f_0(z_t) + (1 - \rho_t)(v_{t-1} - \hat{\nabla}_{\xi_{t-1}} f_0(z_{t-1})),
\end{align*}
\]

where $\rho_t \in (0, 1]$. Recently, (Zhang et al., 2019; Xie et al., 2019) have been applied this variance-reduced technique of STORM to the Frank-Wolfe algorithms. However, these algorithms strictly rely on the unbiased stochastic gradient. To the best of our knowledge, we are the first to apply the STORM to the zeroth-order algorithm, which does not rely on the unbiased stochastic gradient.

5. Convergence Analysis

In the section, we study the convergence properties of both the Acc-SZOFW and Acc-SZOFW* algorithms. All related proofs are provided in the supplementary document. Throughout the paper, $\| \cdot \|$ denotes the vector $\ell_2$ norm and the matrix spectral norm, respectively. Without loss of generality, let $\alpha_t = \frac{1}{t+1}$, $\gamma_t = (1 + \theta_t)\eta_t$ with $\theta_t = \frac{1}{(t+1)(t+2)}$ in our algorithms.

5.1. Convergence Properties of Acc-SZOFW Algorithm

In this subsection, we study the convergence properties of the Acc-SZOFW Algorithm based on the CooGE and UniGE zeroth-order gradients, respectively. The detailed proofs are provided in the Appendix A.1.

We first study the convergence properties of the deterministic Acc-ZO-FW algorithm as a baseline, which is Algorithm 1 using the deterministic zeroth-order gradient $v_t = \frac{1}{n} \sum_{i=1}^{n} \hat{\nabla}_{\text{coo}} f_i(z_t)$ for solving the finite-sum problem (1).
5.1.1. Deterministic ACC-ZO-WF Algorithm

**Theorem 1.** Suppose \(\{x_t, y_t, z_t\}_{t=0}^{T-1}\) be generated from Algorithm 1 by using the deterministic zeroth-order gradient \(v_t = \frac{1}{n} \sum_{i=1}^{n} \nabla_{coo} f_i(z_t)\), and let \(\alpha_t = \frac{1}{t+1}, \theta_t = \frac{1}{(t+1)(t+2)}, \gamma_t = (1 + \theta_t)\eta_t, \eta_t = \eta = T^{-\frac{1}{2}}, \mu = d^{-\frac{1}{2}}T^{-\frac{3}{2}}, \) then we have
\[
E[\mathcal{G}(z_t)] = \frac{1}{T} \sum_{t=1}^{T} \mathcal{G}(z_t) \leq O\left(\frac{1}{T^{\frac{3}{2}}}\right) + O\left(\frac{\ln(T)}{T^2}\right),
\]
where \(z_t\) is chosen uniformly randomly from \(\{z_t\}_{t=0}^{T-1}\).

**Remark 1.** Theorem 1 shows that the deterministic ACC-ZO-FW algorithm under the CooGE has \(O(T^{-\frac{3}{2}})\) convergence rate. The ACC-ZO-FW algorithm needs \(nd\) samples to estimate the zeroth-order gradient \(v_t\) at each iteration. For finding an \(\varepsilon\)-stationary point, i.e., \(E[\mathcal{G}(z_t)] \leq \varepsilon, \) by \(T^{-\frac{1}{2}} \leq \varepsilon, \) we choose \(T = \varepsilon^{-2}\). Thus the deterministic ACC-ZO-FW has the function query complexity of \(ndT = O(dnc^{-2})\). Comparing with the existing deterministic zeroth-order Frank-Wolfe algorithm, i.e., FW-Black (Chen et al., 2018), our ACC-ZO-FW algorithm has a lower query complexity of \(ndT = O(dnc^{-2})\), which improves the existing result by a factor of \(O(\varepsilon^{-2})\) (please see Table 1).

5.1.2. ACC-SZOFW (CooGE) Algorithm

**Lemma 1.** Suppose the zeroth-order stochastic gradient \(v_t\) be generated from Algorithm 1 by using the CooGE zeroth-order gradient estimator. Let \(\alpha_t = \frac{1}{t+1}, \theta_t = \frac{1}{(t+1)(t+2)}, \) and \(\gamma_t = (1 + \theta_t)\eta_t\) in Algorithm 1. For the finite-sum setting, we have
\[
E\|\nabla f(z_t) - v_t\| \leq L\sqrt{d\mu} + \frac{L(\sqrt{6d}\mu + 2\sqrt{3D}\eta)}{\sqrt{b/\gamma}}.
\]
For the stochastic setting, we have
\[
E\|\nabla f(z_t) - v_t\| \leq L\sqrt{d\mu} + \frac{L(\sqrt{6d}\mu + 2\sqrt{3D}\eta)}{\sqrt{b_2/q}} + \frac{\sqrt{3}\sigma_1}{\sqrt{b_1}} + \sqrt{dL\mu}.
\]

**Theorem 2.** Suppose \(\{x_t, y_t, z_t\}_{t=0}^{T-1}\) be generated from Algorithm 1 by using the CooGE zeroth-order gradient estimator, and let \(\alpha_t = \frac{1}{t+1}, \theta_t = \frac{1}{(t+1)(t+2)}, \gamma_t = (1 + \theta_t)\eta_t, \eta_t = \eta = T^{-\frac{1}{2}}, \mu = d^{-\frac{1}{2}}T^{-\frac{3}{2}}, b = q, \) or \(b_2 = q\) and \(b_1 = T, \) then we have
\[
E[\mathcal{G}(z_t)] = \frac{1}{T} \sum_{t=1}^{T} E[\mathcal{G}(z_t)] \leq O\left(\frac{1}{T^{\frac{3}{2}}}\right) + O\left(\frac{\ln(T)}{T^2}\right),
\]
where \(z_t\) is chosen uniformly randomly from \(\{z_t\}_{t=0}^{T-1}\).

5.1.3. ACC-SZOFW (UniGE) Algorithm

**Lemma 2.** Suppose the zeroth-order stochastic gradient \(v_t\) be generated from Algorithm 1 by using the UniGE zeroth-order gradient estimator. Let \(\alpha_t = \frac{1}{t+1}, \theta_t = \frac{1}{(t+1)(t+2)}, \) and \(\gamma_t = (1 + \theta_t)\eta_t\) in Algorithm 1. For the stochastic setting, we have
\[
E\|\nabla f(z_t) - v_t\| \leq \frac{\beta Ld}{2} + \frac{L(\sqrt{3d}\beta + 2\sqrt{3D}\eta)}{\sqrt{b_2/q}} + \frac{\sigma_2}{\sqrt{b_1}} + \frac{\sqrt{3}\sigma_1}{\sqrt{b_1}} + \sqrt{dL\mu}.
\]

**Theorem 3.** Suppose \(\{x_t, y_t, z_t\}_{t=0}^{T-1}\) be generated from Algorithm 1 by using the UniGE zeroth-order gradient estimator, and let \(\alpha_t = \frac{1}{t+1}, \theta_t = \frac{1}{(t+1)(t+2)}, \gamma_t = (1 + \theta_t)\eta_t, \eta_t = \eta = T^{-\frac{1}{2}}, \beta = d^{-\frac{1}{2}}T^{-\frac{3}{2}}, b_2 = q, \) and \(b_1 = T/d, \) then we have
\[
E[\mathcal{G}(z_t)] = \frac{1}{T} \sum_{t=1}^{T} E[\mathcal{G}(z_t)] \leq O\left(\frac{\sqrt{d}}{T^{\frac{3}{2}}}\right) + O\left(\frac{\sqrt{d}\ln(T)}{T^2}\right),
\]
where \(z_t\) is chosen uniformly randomly from \(\{z_t\}_{t=0}^{T-1}\).

**Remark 3.** Theorem 3 shows that the Acc-SZOFW (UniGE) algorithm has \(O(\sqrt{dT^{-\frac{3}{2}}})\) convergence rate. When \(\text{mod}(t, q) = 0, \) the Acc-SZOFW (UniGE) algorithm needs \(nb\) samples to estimate the zeroth-order gradient \(v_t\) at each iteration and needs \(T/q\) iterations, otherwise it needs \(2nb\) or \(2b_2d\) samples to estimate \(v_t\) at each iteration and needs \(T\) iterations. In the finite-sum setting, by \(T^{-\frac{3}{2}} \leq \varepsilon, \) we choose \(T = \varepsilon^{-2}\), and let \(b_2 = q = \varepsilon^{-1}\) and \(b_1 = T = \varepsilon^{-2}\), the Acc-SZOFW has the function query complexity of \(db_1T/q + 2b_2dT = O(d\varepsilon^{-3})\) for finding an \(\varepsilon\)-stationary point.

5.2. Convergence Properties of Acc-SZOFW* Algorithm

In this subsection, we study the convergence properties of the Acc-SZOFW* Algorithm based on the CooGE and UniGE, respectively. The detailed proofs are provided in the Appendix A.2.
5.2.1. ACC-SZOFW* (COOGE) ALGORITHM

**Lemma 3.** Suppose the zeroth-order gradient \( v_t = \nabla_{\text{coo}} f_{\xi_t}(z_t) + (1 - \rho_t)(v_{t-1} - \nabla_{\text{coo}} f_{\xi_t}(z_{t-1})) \) be generated from Algorithm 2. Let \( \alpha_t = \frac{1}{t + 1}, \theta_t = \frac{3(t + 1)(t + 2)}{2}, \gamma_t = (1 + \theta_t)\eta_t, \eta_t = (t + 1)^{-a} (t + 1)\rho_t = t^{-a} \) for some \( a \in (0, 1] \) and the smoothing parameter \( \mu = \mu_t \leq d^{-\frac{3}{2}}(t + 1)^{-a} \), then we have

\[
E[\|v_t - \nabla f(z_t)\|_2] \leq L \sqrt{d} \mu + \sqrt{C}(t + 1)^{-\frac{a}{2}},
\]

where \( C = \frac{2[12L^2D^2 + 12L^2 + 3a^2]}{2 - 2 - a} \) for some \( a \in (0, 1] \).

**Theorem 4.** Suppose \( \{x_t, y_t, z_t\}_{t=0}^{T-1} \) be generated from Algorithm 2 by using the COOGE zeroth-order gradient estimator. Let \( \alpha_t = \frac{1}{t + 1}, \theta_t = \frac{3(t + 1)(t + 2)}{2}, \gamma_t = (1 + \theta_t)\eta_t, \eta_t = (t + 1)^{-a} \) and \( \rho_t = t^{-a} \) for \( t \geq 1 \) and \( \mu = d^{-\frac{3}{2}}T^{-\frac{a}{2}} \), then we have

\[
E[\mathcal{G}(z_T)] = \frac{1}{T} \sum_{t=1}^{T-1} E[\mathcal{G}(z_t)] \leq O\left(\frac{1}{T^4}\right) + O\left(\frac{\ln(T)}{T^4}\right),
\]

where \( z_T \) is chosen uniformly randomly from \( \{z_t\}_{t=0}^{T-1} \).

**Remark 4.** Theorem 4 shows that the ACC-SZOFW*(COOGE) algorithm has \( O(T^{-\frac{3}{2}}) \) convergence rate. It needs \( 2d \) samples to estimate the zeroth-order gradient \( v_t \) at each iteration, and needs \( T \) iterations. For finding an \( \epsilon \)-stationary point, i.e., ensuring \( \mathcal{G}(z_T) \leq \epsilon \), by \( T^{-\frac{3}{2}} \leq \epsilon \), we choose \( T = \epsilon^{-3} \). Thus the ACC-SZOFW* has the function query complexity of \( 2dT \) is \( O(d \epsilon^{-3}) \).

**Note that** the ACC-SZOFW* algorithm only requires a small mini-batch size such as 2 and reaches the same function query complexity as the ACC-SZOFW algorithm that requires large batch sizes \( b_2 = \epsilon^{-1} \) and \( b_1 = \epsilon^{-2} \). For clarity, we need to emphasize that the mini-batch size denotes the sample size required at each iteration, while the query-size (in Table 1) denotes the function query size required in estimating one zeroth-order gradient in these algorithms. In fact, there exists a positive correlation between them. For example, in the ACC-SZOFW* algorithm, the mini-batch size is 2, and the corresponding query-size is 2d.

5.2.2. ACC-SZOFW* (UNIGE) ALGORITHM

**Lemma 4.** Suppose the zeroth-order gradient \( v_t = \nabla_{\text{uni}} f_{\xi_t}(z_t) + (1 - \rho_t)(v_{t-1} - \nabla_{\text{uni}} f_{\xi_t}(z_{t-1})) \) be generated from Algorithm 2. Let \( \alpha_t = \frac{1}{t + 1}, \theta_t = \frac{3(t + 1)(t + 2)}{2}, \gamma_t = (1 + \theta_t)\eta_t, \eta_t = (t + 1)^{-a} \) and \( \rho_t = t^{-a} \) for some \( a \in (0, 1] \) and the smoothing parameter \( \beta = \beta_t \leq d^{-1}(t + 1)^{-a} \), then we have

\[
E[\|v_t - \nabla f(z_t)\|_2] \leq \frac{\beta Ld}{2} + \sqrt{C}(t + 1)^{-\frac{a}{2}},
\]

where \( C = \frac{24L^2D^2 + 3L^3 + 3a^2}{2 - 2 - a} \) for some \( a \in (0, 1] \).

**Theorem 5.** Suppose \( \{x_t, y_t, z_t\}_{t=0}^{T-1} \) be generated from Algorithm 2 by using the UNIGE zeroth-order gradient estimator. Let \( \alpha_t = \frac{1}{t + 1}, \theta_t = \frac{3(t + 1)(t + 2)}{2}, \eta_t = T^{-\frac{1}{2}} \), \( \gamma_t = (1 + \theta_t)\eta_t, \rho_t = t^{-2} \) for \( t \geq 1 \) and \( \beta = d^{-1}T^{-\frac{1}{2}} \), then we have

\[
E[\mathcal{G}(z_T)] = \frac{1}{T} \sum_{t=1}^{T-1} E[\mathcal{G}(z_t)] \leq O\left(\frac{\sqrt{d}\ln(T)}{T^2}\right) + O\left(\frac{\sqrt{d}\ln(T)}{T^4}\right),
\]

where \( z_T \) is chosen uniformly randomly from \( \{z_t\}_{t=0}^{T-1} \).

**Remark 5.** Theorem 5 states that the ACC-SZOFW*(UNIGE) algorithm has \( O(\sqrt{d}T^{-\frac{1}{2}}) \) convergence rate. It needs \( 2d \) samples to estimate the zeroth-order gradient \( v_t \) at each iteration, and needs \( T \) iterations. By \( \sqrt{d}T^{-\frac{1}{2}} \leq \epsilon \), we choose \( T = d^\frac{3}{2} \). Thus, the ACC-SZOFW* has the function query complexity of \( 2dT = O(d^\frac{3}{2} \epsilon^{-3}) \) for finding an \( \epsilon \)-stationary point.

![Figure 1. The convergence of attack loss against iterations of three algorithms on the SAP problem.](image-url)
6.1. Black-box Adversarial Attack

In this subsection, we apply the zeroth-order algorithms to generate adversarial perturbations to attack the pre-trained black-box DNNs, whose parameters are hidden and only its outputs are accessible. Let \((a, b)\) denote an image \(a\) with its true label \(b \in \{1, 2, \cdots, K\}\), where \(K\) is the total number of image classes. For the SAP, we will design a perturbation \(x\) for a single image \((a, b)\); For the UAP, we will design a universal perturbation \(x\) for multiple images \(\{(a_i, b_i)\}_{i=1}^n\). Following (Guo et al., 2019), we solve the untargeted attack problem as follows:

\[
\min_{x \in \mathbb{R}^d} \frac{1}{n} \sum_{i=1}^n p(b_i \mid a_i + x), \quad \text{s.t. } \|x\|_\infty \leq \varepsilon \tag{9}
\]

where \(p(\cdot \mid a)\) represents probability associated with each class, that is, the final output after softmax of neural network. In the problem (9), we normalize the pixel values to \([0, 1]^d\).

In the experiment, we use the pre-trained DNN models on MNIST (LeCun et al., 2010) and CIFAR10 (Krizhevsky et al., 2009) datasets as the target black-box models, which can attain 99.16% and 93.07% test accuracy, respectively. In the SAP experiment, we choose \(\varepsilon = 0.3\) for MNIST and \(\varepsilon = 0.1\) for CIFAR10. In the UAP experiment, we choose \(\varepsilon = 0.3\) for both MNIST dataset and CIFAR10 dataset. For fair comparison, we choose the mini-batch size \(b = 20\) for all stochastic zeroth-order methods. We refer readers to Appendix A.3 for more details of the experimental setups and the generated adversarial examples by our proposed algorithms.

Figure 2 shows that the convergence behaviors of three algorithms on SAP problem, where for each curve, we generate 1000 adversarial perturbations on MNIST and 100 adversarial perturbations on CIFAR10, the mean value of loss are plotted and the range of standard deviation is shown as a shadow overlay. For both datasets, the results show that the attack loss values of our Acc-ZO-FW algorithm faster decrease than those of the FW-Black algorithms, as the iteration increases, which demonstrates the superiority of our novel momentum technique and CooGE used in the Acc-ZO-FW algorithm.

Figure 2 shows that the convergence of six algorithms on UAP problem. For both datasets, the results show that all of our accelerated zeroth-order algorithms have faster convergence speeds (i.e. less iteration complexity) than the existing algorithms, while the Acc-SZOFW (UniGE) algorithm and the Acc-SZOFW* (UniGE) have faster convergence speeds (i.e. less function query complexity) than other algorithms (especially ZSCG and ZO-SFW), which verifies that the effectiveness of the variance reduced technique and the novel momentum technique in our accelerated algorithms. We notice that the periodic jitter of the curve of Acc-SZOFW (UniGE), which is due to the gradient variance reduction period of the variance reduced technique and the imprecise estimation of the uniform smoothing gradient estimator makes the jitter more significant. The jitter is less obvious in Acc-SZOFW (CooGE). Figure 2(c) and Figure 2(d) represent the attack loss against the number of function queries. We observe that the performance of our CooGE-based algorithms degrade since the need of large number of queries to construct coordinate-wise gradient estimates. From these results, we also find that the CooGE-based methods can not be competent to high-dimensional datasets due to estimating each coordinate-wise gradient required at least \(d\) queries. In addition, the performance of the Acc-SZOFW algorithms is better than the Acc-SZOFW* algorithms in most cases, which is due to the considerable mini-batch size used in the Acc-SZOFW algorithms.

6.2. Robust Black-box Binary Classification

In this subsection, we apply the proposed algorithms to solve the robust black-box binary classification task. Given a set of training samples \((a_i, l_i)\)\()_{i=1}^n\), where \(a_i \in \mathbb{R}^d\) and \(l_i \in \{-1, +1\}\), we find optimal parameter \(x \in \mathbb{R}^d\) by solving the problem:

\[
\min_{x \in \mathbb{R}^d} \frac{1}{n} \sum_{i=1}^n f_i(x), \quad \text{s.t. } |x|_1 \leq \theta, \tag{10}
\]

where \(f_i(x)\) is the black-box loss function, that only returns the function value given an input. Here, we specify the loss function \(f_i(x) = \frac{1}{2d^2} (1 - \exp(-\frac{(l_i - x_i)^2}{\sigma^2}))\), which is the nonconvex robust correntropy induced loss. In the
Figure 3. Comparison of six algorithms for robust black-box binary classification. Above: the convergence of train loss against iterations. Below: the convergence of train loss against queries.

Figure 3 shows that the convergence of six algorithms on the black-box binary classification problem. We see that the results are similar as in the case of the UAP problem. For all datasets, the results show that all of our accelerated algorithms have faster convergence speeds (i.e., less iteration complexity) than the existing algorithms, while the Acc-SZOFW (UniGE) algorithm and the Acc-SZOFW* (UniGE) have faster convergence speeds (i.e., less function query complexity) than other algorithms (especially ZSCG and ZO-SFW), which further demonstrates the efficiency of our accelerated algorithms. Similar to Figure 2, the periodic jitter of the curve of Acc-SZOFW (UniGE) also appears and seems to be more intense in the covtype.binary dataset. We speculate that this is because the variance of the random gradient estimator is too high in this situation. We also provides the convergence of test loss in Appendix A.4, which is analogous to those of train loss.

7. Conclusions

In the paper, we proposed a class of accelerated stochastic gradient-free and projection-free (zeroth-order Frank-Wolfe) methods. In particular, we also proposed a momentum accelerated framework for the Frank-Wolfe methods. Specifically, we presented an accelerated stochastic zeroth-order Frank-Wolfe (Acc-SZOFW) method based on the variance reduced technique of SPIDER and the proposed momentum accelerated technique. Further, we proposed a novel accelerated stochastic zeroth-order Frank-Wolfe (Acc-SZOFW*) to relax the large mini-batch size required in the Acc-SZOFW. Moreover, both the Acc-SZOFW and Acc-SZOFW* methods obtain a lower query complexity, which improves the state-of-the-art query complexity in both finite-sum and stochastic settings.
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A. Supplementary materials

In this section, we first give the convergence analysis of our algorithms. Next, we further provide detailed experimental setup and additional experimental results.

We first give some useful lemmas for both Acc-SZOFW and Acc-SZOFW* algorithms.

**Lemma 5.** The sequence \( \{x_t, y_t, z_t\}_{t=0}^{T-1} \) is generated from the Acc-SZOFW or Acc-SZOFW* algorithm. Let \( \alpha_t = \frac{1}{t+\tau} \), \( \eta = \eta_t \) and \( \gamma_t = (1 + \theta_t)\eta_t \) with \( \theta_t = \frac{1}{(t+1)(t+2)} \), we have

\[
\mathbb{E}[\|z_{t+1} - z_t\|] \leq 2\eta D, \quad \mathbb{E}[\|x_{t+1} - z_{t+1}\|] \leq \eta D.
\]  

(11)

**Proof.** By using the steps 12 to 14 in Algorithm 1 or the steps 10 to 12 in Algorithm 2, we have

\[
z_{t+1} - x_{t+1} = (1 - \alpha_{t+1})(y_{t+1} - x_{t+1})
= (1 - \alpha_{t+1})(z_t + \eta_t(w_t - x_t) - x_t - \gamma_t(w_t - x_t))
= (1 - \alpha_{t+1})(1 - \gamma_t)(z_t - x_t) + (1 - \alpha_{t+1})(\eta_t - \gamma_t)(w_t - z_t).
\]  

(12)

By recursion to the above equality (12), we have

\[
x_{t+1} - z_{t+1} = (1 - \alpha_{t+1}) \sum_{i=0}^{t} \left( \prod_{j=i+1}^{t} (1 - \alpha_j)(1 - \gamma_j) \right) (\gamma_i - \eta_i)(w_i - z_i).
\]  

(13)

According to (13), we can obtain

\[
z_{t+1} - z_t = \eta_t(w_t - z_t) - \alpha_{t+1}(y_{t+1} - x_{t+1})
= \eta_t(w_t - z_t) + \frac{\alpha_{t+1}}{1 - \alpha_{t+1}}(x_{t+1} - z_{t+1})
= \eta_t(w_t - z_t) + \alpha_{t+1} \sum_{i=0}^{t} \left( \prod_{j=i+1}^{t} (1 - \alpha_j)(1 - \gamma_j) \right) (\gamma_i - \eta_i)(w_i - z_i).
\]  

(14)

By (14), we have

\[
\|z_{t+1} - z_t\| \leq \eta_t\|w_t - z_t\| + \alpha_{t+1} \sum_{i=0}^{t} \left( \prod_{j=i+1}^{t} (1 - \alpha_j)(1 - \gamma_j) \right) (\gamma_i - \eta_i)(w_i - z_i)\]
\[
\leq \eta_t\|w_t - z_t\| + \alpha_{t+1} \sum_{i=0}^{t} \left( \prod_{j=i+1}^{t} (1 - \alpha_j)(1 - \gamma_j) \right) (\gamma_i - \eta_i)(w_i - z_i)\]
\[
\leq \eta_t\|w_t - z_t\| + \alpha_{t+1} \sum_{i=0}^{t} (\gamma_i - \eta_i)(w_i - z_i)\]
\[
= \eta_t\|w_t - z_t\| + \alpha_{t+1}\eta \sum_{i=0}^{t} \theta_i\|w_i - z_i\|
\leq 2\eta D,
\]  

(15)

where the third inequality follows by \( \prod_{j=i+1}^{t} (1 - \alpha_j)(1 - \gamma_j) \in [0, 1] \) due to that \( 0 \leq \alpha_j \leq 1 \) and \( 0 < \gamma_j < 1 \), and the above equality follows by \( \gamma_i = (1 + \theta_i)\eta_i \), and the last inequality holds by Assumption 3 and \( \alpha_{t+1} = \frac{1}{t+\tau} \), \( \theta_i = \frac{1}{(i+1)(i+2)} \in (0, 1) \).
Meanwhile, by (13), we have
\[
\|x_{t+1} - z_{t+1}\| = \|(1 - \alpha_{t+1}) \sum_{i=0}^{t} \left( \prod_{j=i+1}^{t} (1 - \alpha_j)(1 - \gamma_j) \right) (\gamma_i - \eta_i)(w_i - z_i)\|
\]
\[
\leq \sum_{i=0}^{t} \|\left( \prod_{j=i+1}^{t} (1 - \alpha_j)(1 - \gamma_j) \right) (\gamma_i - \eta_i)(w_i - z_i)\|
\]
\[
\leq \sum_{i=0}^{t} \|\gamma_i - \eta_i\| (w_i - z_i)\| \leq \eta \sum_{i=0}^{t} \theta_i\|w_i - z_i\|
\]
\[
\leq \eta \sum_{i=0}^{t} \theta_i D \leq \eta D,
\]
where the first inequality holds by Triangle inequality and \(\alpha_{t+1} \in [0, 1]\), and the second inequality follows by \(\prod_{j=i+1}^{t} (1 - \alpha_j)(1 - \gamma_j) \in [0, 1]\) due to that \(0 \leq \alpha_j \leq 1\) and \(0 < \gamma_j < 1\), and the last inequality follows by \(\sum_{i=0}^{t} \theta_i = \sum_{i=0}^{t} \frac{1}{t+1} (t+1)^{t+1} = 1 - \frac{1}{t+2} \leq 1\). \(\square\)

**Lemma 6.** Suppose that random variables \(\zeta_1, \cdots, \zeta_m\) are independent and its individual mean is 0, i.e., \(\mathbb{E} \zeta_i = 0\) for \(i = 1, \cdots, m\), we have
\[
\mathbb{E}[\|\zeta_1 + \cdots + \zeta_m\|^2] = \mathbb{E}[\|\zeta_1\|^2 + \cdots + \|\zeta_m\|^2].
\]

**Proof.** It is easy verified that
\[
\mathbb{E}[\|\zeta_1 + \cdots + \zeta_m\|^2] = \sum_{i,j=1}^{m} \mathbb{E}[\zeta_i \zeta_j] = \mathbb{E}[\|\zeta_1\|^2 + \cdots + \|\zeta_m\|^2] + \sum_{i \neq j} \mathbb{E}[\zeta_i \zeta_j]
\]
\[
= \mathbb{E}[\|\zeta_1\|^2 + \cdots + \|\zeta_m\|^2],
\]
where the last inequality holds by the fact that random variables \(\zeta_1, \cdots, \zeta_m\) are independent and its individual mean is 0. \(\square\)

Next, we review some useful lemmas.

**Lemma 7.** (Lemma 3 in (Ji et al., 2019)) For any \(L\)-smooth function \(f(x)\), given the zeroth-order gradient \(\nabla_{\text{coo}} f(x) = \sum_{j=1}^{d} \frac{f(x + \mu e_j) - f(x - \mu e_j)}{2\mu} e_j\), for any parameter \(\mu > 0\) and any \(x \in \mathbb{R}^d\), we have
\[
\|\nabla_{\text{coo}} f(x) - \nabla f(x)\|^2 \leq L^2 d\mu^2.
\]

**Lemma 8.** (Lemma 5 in (Ji et al., 2019)) Let \(f_\beta(x) = \mathbb{E}_{u \sim U_B} [f(x + \beta u)]\) be a smooth approximation of \(f(x)\), where \(U_B\) is the uniform distribution over the \(d\)-dimensional unit Euclidean ball \(B\). Then we have
\[
(1) \quad |f_\beta(x) - f(x)| \leq \frac{\beta^2 L}{2} \quad \text{and} \quad \|\nabla f_\beta(x) - \nabla f(x)\| \leq \frac{\beta L d}{2} \quad \text{for any} \quad x \in \mathbb{R}^d;
\]
\[
(2) \quad \mathbb{E}_{x \sim B} \left[ \sum_{j \in S} \nabla u_{\text{uni}} f_j(x) \right] = \nabla f_\beta(x) \quad \text{for any} \quad x \in \mathbb{R}^d;
\]
\[
(3) \quad \mathbb{E} \|\nabla u_{\text{uni}} f_j(x) - \nabla u_{\text{uni}} f_j(y)\|^2 \leq 3dL^2 \|x - y\|^2 + \frac{32 L^2 d \beta^2}{2} \quad \text{for any} \quad x, y \in \mathbb{R}^d \text{ and any} \ j \text{ draw from certain distribution}.
\]

Note that the result (3) of Lemma 8 is an extended result from Lemma 5 in (Ji et al., 2019).

### A.1. Convergence Analysis of the Acc-SZOFW Algorithm

In this subsection, we study the convergence properties of the Acc-SZOFW Algorithm based on the CooGE and UniGE, respectively. We first study the convergence properties of the deterministic Acc-ZO-FW Algorithm as a baseline, which is Algorithm 1 using the deterministic zeroth-order gradient \(v_t = \frac{1}{n} \sum_{i=1}^{n} \nabla_{\text{coo}} f_i(z_t)\) for solving the finite-sum problem (1).
A.1.1. Convergence Analysis of the Acc-ZO-FW Algorithm

**Theorem 6.** Suppose \( \{x_t, y_t, z_t\}_{t=0}^{T-1} \) be generated from Algorithm 1 by using the deterministic zeroth-order gradient \( v_t = \frac{1}{n} \sum_{i=1}^{n} \nabla_{\text{coo}} f_i(z_t) \), and let \( \alpha_t = \frac{1}{t+1}, \theta_t = \frac{1}{(t+1)^2}, \gamma_t = (1 + \theta_t)\eta_t, \eta = \eta_t = T^{-\frac{1}{2}}, \mu = d^{-\frac{1}{2}} T^{-\frac{1}{2}}, \) then we have

\[
\frac{1}{T} \sum_{t=1}^{T-1} G(z_t) \leq O\left( \frac{1}{T^2} \right) + O\left( \frac{T}{T^2} \right).
\]  

**Proof.** By using the Assumption 1, i.e., \( f(x) \) is L-smooth, we have

\[
\begin{align*}
f(z_{t+1}) &\leq f(z_t) + \langle \nabla f(z_t), z_{t+1} - z_t \rangle + \frac{L}{2} \| z_{t+1} - z_t \|^2 \\
&= f(z_t) + (1 - \alpha_{t+1}) \langle \nabla f(z_t), y_{t+1} - z_t \rangle + \alpha_{t+1} \langle \nabla f(z_t), x_{t+1} - z_t \rangle + \frac{L}{2} \| z_{t+1} - z_t \|^2 \\
&= f(z_t) + ((1 - \alpha_{t+1})\eta_t + \alpha_{t+1}\gamma_t) \langle \nabla f(z_t), w_t - z_t \rangle + \alpha_{t+1}(1 - \gamma_t) \langle \nabla f(z_t), x_t - z_t \rangle \\
&\quad + \frac{L}{2} \| z_{t+1} - z_t \|^2,
\end{align*}
\]  

where the first equality holds by \( z_{t+1} = (1 - \alpha_{t+1})y_{t+1} + \alpha_{t+1}x_{t+1} \), and the last equality holds by \( x_{t+1} = x_t + \gamma_t(w_t - x_t) \) and \( y_{t+1} = z_t + \eta_t(w_t - z_t) \).

Let \( \tilde{w}_t = \arg \max_{w \in X} \langle w, -\nabla f(z_t) \rangle = \arg \min_{w \in X} \langle w, \nabla f(z_t) \rangle \), we have

\[
\langle \nabla f(z_t), w_t - z_t \rangle = \langle \nabla f(z_t) - v_t, w_t - z_t \rangle + \langle v_t, w_t - z_t \rangle \\
\leq \langle \nabla f(z_t) - v_t, w_t - z_t \rangle + \langle v_t, \tilde{w}_t - z_t \rangle \\
= \langle \nabla f(z_t) - v_t, w_t - \tilde{w}_t \rangle + \langle \nabla f(z_t), \tilde{w}_t - z_t \rangle \\
= \langle \nabla f(z_t) - v_t, w_t - \tilde{w}_t \rangle - G(z_t) \\
\leq D \| \nabla f(z_t) - v_t \| - G(z_t),
\]  

where the first inequality holds by the step 11 of Algorithm 1, and the third equality holds by the definition of Frank-Wolfe gap \( G(z_t) = \max_{w \in X} \langle w - z_t, -\nabla f(z_t) \rangle = \langle \tilde{w}_t - z_t, -\nabla f(z_t) \rangle \), and the last inequality follows by Cauchy-Schwarz inequality and Assumption 3.

Next, we consider the upper bound of \( \langle \nabla f(z_t), x_t - z_t \rangle \). We have

\[
\begin{align*}
\langle \nabla f(z_t), x_t - z_t \rangle &= \langle \nabla f(z_t) - \nabla f(z_{t-1}), x_t - z_t \rangle + \langle \nabla f(z_{t-1}), x_t - z_t \rangle \\
&\leq \| \nabla f(z_t) - \nabla f(z_{t-1}) \| | x_t - z_t | + \| \nabla f(z_{t-1}), x_t - z_t \| \\
&\leq L \| z_t - z_{t-1} \|| x_t - z_t | + \| \nabla f(z_{t-1}), x_t - z_t \| \\
&\leq 2L\eta^2 D^2 + \| \nabla f(z_{t-1}), x_t - z_t \| \\
&= 2L\eta^2 D^2 + (1 - \alpha_t)(1 - \gamma_t) \langle \nabla f(z_{t-1}), z_{t-1} - x_t \rangle + (1 - \alpha_t)\eta_{t-1} \langle \theta_{t-1}\eta_{t-1} - \gamma_{t-1} \rangle \langle \nabla f(z_{t-1}), w_{t-1} - z_{t-1} \rangle \\
&\leq 2L\eta^2 D^2 + (1 - \alpha_t)(1 - \gamma_t) \langle \nabla f(z_{t-1}), z_{t-1} - x_t \rangle + (1 - \alpha_t)\eta_{t-1} \langle \theta_{t-1}\eta_{t-1} - \gamma_{t-1} \rangle (D \| \nabla f(z_{t-1}) - v_{t-1} \| - G(z_{t-1})) \\
&\leq 2L\eta^2 D^2 + \langle \nabla f(z_{t-1}), z_{t-1} - x_t \rangle + \theta_{t-1}\eta_{t-1} D \| \nabla f(z_{t-1}) - v_{t-1} \| 
\end{align*}
\]  

where the first inequality holds by Cauchy-Schwarz inequality, and the third inequality holds by Lemma 5, and the second equality follows by the above equality (12), and the forth inequality holds by the inequality (22), and the last inequality follows by \( G(z_{t-1}) \geq 0 \) and \( 0 \leq 1 - \alpha_t \leq 1 \). By recursion to (23), we can obtain

\[
\langle \nabla f(z_t), x_t - z_t \rangle \leq 2tL\eta^2 D^2 + \eta D \sum_{i=0}^{t-1} \theta_i \| \nabla f(z_i) - v_i \| 
\]  

(24)
By using the above inequalities (21), (22) and (24), we have
\[
\begin{align*}
    f(z_{t+1}) &\leq f(z_t) + ((1 - \alpha_{t+1})\eta_t + \alpha_{t+1}\gamma_t)\langle \nabla f(z_t), w_t - z_t \rangle + \alpha_{t+1}(1 - \gamma_t)\langle \nabla f(z_t), x_t - z_t \rangle \\
    &\quad + \frac{L}{2}\|z_{t+1} - z_t\|^2 \\
    \leq f(z_t) + \frac{L}{2}\|z_{t+1} - z_t\|^2 - ((1 - \alpha_{t+1})\eta_t + \alpha_{t+1}\gamma_t)\mathcal{G}(z_t) + ((1 - \alpha_{t+1})\eta_t + \alpha_{t+1}\gamma_t)D\|\nabla f(z_t) - v_t\| \\
    &\quad + 2t\alpha_{t+1}(1 - \gamma_t)\ln^2 D^2 + \alpha_{t+1}(1 - \gamma_t)\eta D \sum_{i=0}^{t-1} \theta_i \|\nabla f(z_i) - v_i\| \\
    \leq f(z_t) + 2\ln^2 D^2 - \eta\mathcal{G}(z_t) + 2\eta D\|\nabla f(z_t) - v_t\| + 2\ln^2 D^2 + \alpha_{t+1}\eta D \sum_{i=0}^{t-1} \theta_i \|\nabla f(z_i) - v_i\|,
\end{align*}
\] (25)

where the third inequality holds by the results in Lemma 5, and \(\gamma_t \in (0, 1), \alpha_{t+1} = \frac{1}{t+2} \) and \(\alpha_{t+1}(\gamma_t - \eta_t) = \frac{1}{(t+2)^2(t+1)} \eta \leq \eta\). Summing the inequality (25) from \(t = 0\) to \(T - 1\), we can obtain
\[
\begin{align*}
    \sum_{t=1}^{T-1} \eta \mathcal{G}(z_t) &\leq f(z_0) - f(z_{T-1}) + 4TL\ln D^2 + 2\eta D \sum_{t=0}^{T-1} \|\nabla f(z_t) - v_t\| + \eta D \sum_{t=0}^{T-1} \alpha_{t+1} \sum_{i=0}^{t-1} \theta_i \|\nabla f(z_i) - v_i\| \\
    = f(z_0) - f(z_{T-1}) + 4TL\ln D^2 + 2\eta D \sum_{t=0}^{T-1} \|\nabla f(z_t) - v_t\| + \eta D \sum_{t=0}^{T-1} \theta_t \left( \sum_{i=t+1}^{T-1} \alpha_{i+1} \right) \|\nabla f(z_t) - v_t\| \\
    \leq f(z_0) - \inf_{z \in \mathcal{X}} f(z) + 4TL\ln D^2 + 2\eta D \sum_{t=0}^{T-1} \|\nabla f(z_t) - v_t\| + \eta D \sum_{t=0}^{T-1} \sum_{i=t+1}^{T-1} \alpha_{i+1} \|\nabla f(z_t) - v_t\| \\
    \leq \Delta + 4TL\ln D^2 + 2\eta D \sum_{t=0}^{T-1} \|\nabla f(z_t) - v_t\| + \eta D \sum_{t=0}^{T-1} \sum_{i=t+1}^{T-1} \alpha_{i+1} \|\nabla f(z_t) - v_t\|,
\end{align*}
\] (26)

where the last inequality holds by the Assumption 4. Since \(v_t = \frac{1}{T} \sum_{i=1}^{n} \hat{\nabla}_{\text{coo}} f_i(z_t) = \hat{\nabla}_{\text{coo}} f(z_t),\) we have
\[
\begin{align*}
    \frac{1}{T} \sum_{t=1}^{T-1} \mathcal{G}(z_t) &\leq \frac{\Delta}{\eta T} + 4\ln D^2 + 2D \sum_{t=0}^{T-1} \|\nabla f(z_t) - v_t\| + \frac{D}{T} \sum_{t=0}^{T-2} \theta_t \left( \sum_{i=t+1}^{T-1} \alpha_{i+1} \right) \|\nabla f(z_t) - v_t\| \\
    \leq \frac{\Delta}{\eta T} + 4\ln D^2 + 2D\sqrt{\ln D} + \frac{D}{T} \sum_{t=0}^{T-2} \frac{1}{(t+1)(t+2)} \left( \sum_{i=t+1}^{T-1} \frac{1}{i+1} \right) L\sqrt{\ln D} \\
    \leq \frac{\Delta}{\eta T} + 4\ln D^2 + 2D\sqrt{\ln D} + \frac{D}{T} \sum_{t=0}^{T-1} \frac{1}{(t+1)(t+2)} \ln \left( \frac{T}{t+1} \right) L\sqrt{\ln D} \\
    \leq \frac{\Delta}{\eta T} + 4\ln D^2 + 2D\sqrt{\ln D} + \frac{D}{T} \frac{\ln(T)}{T} L\sqrt{\ln D},
\end{align*}
\] (27)

where the second inequality holds by Lemma 7, and the third inequality follows by the inequality \(\sum_{i=t+1}^{T-1} \frac{1}{(i+1)(i+2)} \leq \int_{t+1}^{T+1} \frac{1}{x} dx \leq \ln \left( \frac{T}{t+1} \right),\) and the last inequality holds by \(\sum_{t=0}^{T-1} \frac{1}{(t+1)(t+2)} \ln \left( \frac{T}{t+1} \right) \leq \ln(T) \sum_{t=0}^{T-1} \frac{1}{(t+1)(t+2)} = \ln(T)(1 - \frac{1}{T+1}) \leq \ln(T).\) Let \(\eta = \frac{1}{T}, \mu = d^{-\frac{1}{2}} T^{-\frac{1}{2}},\) then we have
\[
\frac{1}{T} \sum_{t=1}^{T-1} \mathcal{G}(z_t) \leq O\left( \frac{1}{T^2} \right) + O\left( \frac{\ln(T)}{T^2} \right).
\] (28)
A.1.2. CONVERGENCE ANALYSIS OF THE ACC-SZOFW (CooGE) ALGORITHM

In this subsection, we study the convergence properties of the Acc-SZOFW (CooGE) Algorithm, which uses the CooGE to estimate gradients. We begin with giving an upper bound of variance of stochastic zeroth-order gradient $v_t$.

**Lemma 9.** Suppose the zeroth-order gradient $v_t$ be generated from Algorithm 1 by using the CooGE zeroth-order gradient. Let $\alpha = \frac{-1}{t+1}$, $\theta_t = \frac{1}{(t+1)(t+2)}$, $\eta_t = \eta_{t}$ and $\gamma_t = (1 + \theta_t)\eta_{t}$ in Algorithm 1. For the finite-sum setting, we have

$$E\|\nabla f(z_t) - v_t\| \leq L\sqrt{d\mu} + \frac{L(\sqrt{6d\mu} + 2\sqrt{3D}\eta)}{\sqrt{b_2/q}}.$$  \hfill (29)

For the stochastic setting, we have

$$E\|\nabla f(z_t) - v_t\| \leq L\sqrt{d\mu} + \frac{L(\sqrt{6d\mu} + 2\sqrt{3D}\eta)}{\sqrt{b_2/q}} + \frac{\sqrt{3}\sigma_1}{\sqrt{b_1}} + \sqrt{6dL\mu}.$$ \hfill (30)

**Proof.** Without loss of generality, we first give an upper bound of $E\|v_t - \hat{\nabla} f_{\text{coo}}(z_t)\|^2$ in the stochastic setting. By the definition of $v_t$, we have

$$E\|\nabla f_{\text{coo}}(z_t) - v_t\|^2 = \underbrace{E\|\nabla f_{\text{coo}}(z_t) - \hat{\nabla} f_{\text{coo}}(z_{t-1}) - \frac{1}{b_2} \sum_{j \in B_2} [\nabla f_{\text{coo}}(z_t) - \nabla f_{\text{coo}}(z_{t-1})] + \hat{\nabla} f_{\text{coo}}(z_{t-1}) - v_{t-1}\|^2}_{= T_2}$$

$$= \frac{1}{b_2} \sum_{j \in B_2} E\|\nabla f_{\text{coo}}(z_t) - \nabla f_{\text{coo}}(z_{t-1}) - \hat{\nabla} f_{\text{coo}}(z_t) + \nabla f_{\text{coo}}(z_{t-1})\|^2 + E\|\nabla f_{\text{coo}}(z_{t-1}) - v_{t-1}\|^2$$

$$\leq \frac{1}{b_2} \sum_{j \in B_2} E\|\nabla f_{\text{coo}}(z_t) - \nabla f_{\text{coo}}(z_{t-1})\|^2 + E\|\nabla f_{\text{coo}}(z_{t-1}) - v_{t-1}\|^2$$

$$\leq \frac{1}{b_2} \sum_{j \in B_2} E\|\nabla f_{\text{coo}}(z_t) - \nabla f_{\text{coo}}(z_{t-1})\|^2 + E\|\nabla f_{\text{coo}}(z_{t-1}) - v_{t-1}\|^2$$

$$\leq \frac{1}{b_2} \sum_{j \in B_2} E\|\nabla f_{\text{coo}}(z_t) - \nabla f_{\text{coo}}(z_{t-1})\|^2 + E\|\nabla f_{\text{coo}}(z_{t-1}) - v_{t-1}\|^2$$

$$\leq \frac{6L^2d\mu^2}{b_2} + \frac{12L^2\eta^2 D}{b_2} + E\|\hat{\nabla} f_{\text{coo}}(z_{t-1}) - v_{t-1}\|^2,$$ \hfill (31)

where the second equality holds by $E[T_1] = 0$ and $T_2$ is independent to $B_2$, and the third equality holds by Lemma 6, and the third inequality holds by Cauchy-Schwarz inequality and Lemma 7, and the last inequality follows by Lemma 5.

Let $n_t = \lfloor t/q \rfloor$ such that $n_t \leq t \leq (n_t + 1)q - 1$. When $t = n_tq$, $v_t = \frac{1}{b_1} \sum_{j \in B_1} \hat{\nabla} f_{\text{coo}}(z_t)$, so we have

$$E\|\nabla f_{\text{coo}}(z_{n_tq}) - \frac{1}{b_1} \sum_{j \in B_1} \hat{\nabla} f_{\text{coo}}(z_{n_tq})\|^2$$

$$= E\|\nabla f_{\text{coo}}(z_{n_tq}) - \nabla f(z_{n_tq}) + \nabla f(z_{n_tq}) - \frac{1}{b_1} \sum_{j \in B_1} \hat{\nabla} f_{\text{coo}}(z_{n_tq})\|^2$$

$$\leq 3E\|\nabla f(z_{n_tq}) - \frac{1}{b_1} \sum_{j \in B_1} \hat{\nabla} f_{\text{coo}}(z_{n_tq})\|^2 + \frac{3E\|\hat{\nabla} f_{\text{coo}}(z_{n_tq}) - \nabla f(z_{n_tq})\|^2}{b_1} + \frac{3E\|\nabla f(z_{n_tq}) - \frac{1}{b_1} \sum_{j \in B_1} \hat{\nabla} f_{\text{coo}}(z_{n_tq})\|^2}{b_1}$$

$$\leq \frac{3\sigma_1^2}{b_1} + 3E\|\nabla f(z_{n_tq}) - \nabla f(z_{n_tq})\|^2 + \frac{3E\|\hat{\nabla} f_{\text{coo}}(z_{n_tq}) - \nabla f(z_{n_tq})\|^2}{b_1} + \frac{3E\|\nabla f(z_{n_tq}) - \frac{1}{b_1} \sum_{j \in B_1} \hat{\nabla} f_{\text{coo}}(z_{n_tq})\|^2}{b_1}$$

$$\leq \frac{3\sigma_1^2}{b_1} + 3L^2d\mu^2 + 3L^2d\mu^2 = \frac{3\sigma_1^2}{b_1} + 6L^2d\mu^2.$$ \hfill (32)
where the first inequality holds by the Young’s inequality; the second inequality holds by Lemma 6; the third inequality follows by Lemma 7. By recursion to (31), we have
\[
\mathbb{E}\|\nabla f_{\text{coo}}(z_t) - v_t\|^2 \leq (t - n_{t, q}) \frac{6L^2(d\mu^2 + 2\eta^2D)}{b_2} + \mathbb{E}\|\hat{\nabla} f_{\text{coo}}(z_{n_{t, q}}) - v_{n_{t, q}}\|^2
\]
\[
\leq 6\eta L^2(d\mu^2 + 2\eta^2D) + \frac{3\sigma_1^2}{b_1} + 6L^2d\mu^2.
\]
(33)

By Jensen’s inequality and the inequality \((a + b + c + d)^{1/2} \leq a^{1/2} + b^{1/2} + c^{1/2} + d^{1/2}\) with \(a, b, c, d \geq 0\), we have
\[
\mathbb{E}\|\hat{\nabla} f_{\text{coo}}(z_t) - v_t\| \leq \sqrt{\mathbb{E}\|\hat{\nabla} f_{\text{coo}}(z_t) - v_t\|^2} \leq \frac{L(\sqrt{6d\mu} + 2\sqrt{3D\eta})}{\sqrt{b_2/q}} + \frac{\sqrt{3\sigma_1}}{\sqrt{b_1}} + \sqrt{6dL\mu}.
\]
(34)

Thus we have
\[
\mathbb{E}\|\nabla f(z_t) - v_t\| = \mathbb{E}\|\nabla f(z_t) - \hat{\nabla} f_{\text{coo}}(z_t) + \hat{\nabla} f_{\text{coo}}(z_t) - v_t\|
\]
\[
\leq \mathbb{E}\|\nabla f(z_t) - \hat{\nabla} f_{\text{coo}}(z_t)\| + \mathbb{E}\|\hat{\nabla} f_{\text{coo}}(z_t) - v_t\|
\]
\[
\leq L\sqrt{d\mu} + \frac{L(\sqrt{6d\mu} + 2\sqrt{3D\eta})}{\sqrt{b_2/q}} + \frac{\sqrt{3\sigma_1}}{\sqrt{b_1}} + \sqrt{6dL\mu},
\]
(35)
where the last inequality holds by the above Lemma 7.

For the finite-sum setting, when \(t = n_{t, q}\), \(v_t = \hat{\nabla} f_{\text{coo}}(z_t)\), so we have \(\mathbb{E}\|\hat{\nabla} f_{\text{coo}}(z_{n_{t, q}}) - v_{n_{t, q}}\|^2 = 0\). Following the above result, we have
\[
\mathbb{E}\|\nabla f(z_t) - v_t\| \leq L\sqrt{d\mu} + \frac{L(\sqrt{6d\mu} + 2\sqrt{3D\eta})}{\sqrt{b_2/q}}.
\]
(36)

Next, based on the above lemma, we will give the convergence properties of the Acc-SZOFW (CooGE) algorithm.

**Theorem 7.** Suppose \(\{x_t, y_t, z_t\}_{t=0}^{T-1}\) be generated from Algorithm 1 by using the CooGE zeroth-order gradient, and let \(\alpha_t = \frac{1}{t+1}, \theta_t = \frac{1}{(t+1)(t+2)}, \gamma_t = (1 + \theta_t)\eta_t, \eta_t = \eta_t = T^{-\frac{1}{2}}, \mu = d^{-\frac{1}{2}}T^{-\frac{1}{2}}, b_2 = q\) or \(b = q\), and \(b_1 = T\), then we have
\[
\frac{1}{T} \sum_{t=1}^{T-1} G(z_t) \leq O\left(\frac{1}{T^2}\right) + O\left(\frac{\ln(T)}{T^2}\right).
\]
(37)

**Proof.** By using the Assumption 1, i.e., \(f(x)\) is \(L\)-smooth, we have
\[
f(z_{t+1}) \leq f(z_t) + \langle \nabla f(z_t), z_{t+1} - z_t \rangle + \frac{L}{2}\|z_{t+1} - z_t\|^2
\]
\[
= f(z_t) + (1 - \alpha_{t+1})\langle \nabla f(z_t), y_{t+1} - z_t \rangle + \alpha_{t+1}\langle \nabla f(z_t), x_{t+1} - z_t \rangle + \frac{L}{2}\|z_{t+1} - z_t\|^2
\]
\[
= f(z_t) + ((1 - \alpha_{t+1})\eta_t + \alpha_{t+1}\gamma_t)\langle \nabla f(z_t), w_t - z_t \rangle + \alpha_{t+1}(1 - \gamma_t)\langle \nabla f(z_t), x_t - z_t \rangle
\]
\[
+ \frac{L}{2}\|z_{t+1} - z_t\|^2
\]
(38)
where the first equality holds by \(z_{t+1} = (1 - \alpha_{t+1})y_{t+1} + \alpha_{t+1}x_{t+1}\), and the last equality holds by \(x_{t+1} = x_t + \gamma_t(w_t - x_t)\) and \(y_{t+1} = z_t + \eta_t(w_t - z_t)\).

Let \(\hat{w}_t = \arg\max_{w \in \mathcal{X}} \langle w, -\nabla f(z_t) \rangle = \arg\min_{w \in \mathcal{X}} \langle w, \nabla f(z_t) \rangle\), we have
\[
\langle \nabla f(z_t), w_t - z_t \rangle = \langle \nabla f(z_t) - v_t, w_t - z_t \rangle + \langle v_t, w_t - z_t \rangle
\]
\[
\leq \langle \nabla f(z_t) - v_t, w_t - z_t \rangle + \langle v_t, \hat{w}_t - z_t \rangle
\]
\[
= \langle \nabla f(z_t) - v_t, w_t - \hat{w}_t \rangle + \langle \nabla f(z_t), \hat{w}_t - z_t \rangle
\]
\[
= \langle \nabla f(z_t) - v_t, w_t - \hat{w}_t \rangle - G(z_t)
\]
\[
\leq D\|\nabla f(z_t) - v_t\| - G(z_t),
\]
(39)
where the first inequality holds by the step 11 of Algorithm 1, and the third equality holds by the definition of Frank-Wolfe gap $\mathcal{G}(z_t)$, and the second inequality follows by Cauchy-Schwarz inequality and Assumption 3.

Next, we consider the upper bound of $\langle \nabla f(z_t), x_t - z_t \rangle$. We have

$$\langle \nabla f(z_t), x_t - z_t \rangle = \langle \nabla f(z_t) - \nabla f(z_{t-1}), x_t - z_t \rangle + \langle \nabla f(z_{t-1}), x_t - z_t \rangle$$

$$\leq \| \nabla f(z_t) - \nabla f(z_{t-1}) \| \| x_t - z_t \| + \langle \nabla f(z_{t-1}), x_t - z_t \rangle$$

$$\leq L \| z_t - z_{t-1} \| \| x_t - z_t \| + \langle \nabla f(z_{t-1}), x_t - z_t \rangle$$

$$\leq 2L\eta^2 D^2 + \langle \nabla f(z_{t-1}), x_t - z_t \rangle$$

$$= 2L\eta^2 D^2 + (1 - \alpha_t)(1 - \gamma_{t-1})\langle \nabla f(z_{t-1}), z_{t-1} - x_{t-1} \rangle + (1 - \alpha_t)(\eta_{t-1} - \gamma_{t-1})\langle \nabla f(z_{t-1}), w_{t-1} - z_{t-1} \rangle$$

$$\leq 2L\eta^2 D^2 + (1 - \alpha_t)(1 - \gamma_{t-1})\langle \nabla f(z_{t-1}), z_{t-1} - x_{t-1} \rangle + (1 - \alpha_t)\theta_{t-1}\eta_{t-1} D\| \nabla f(z_{t-1}) - v_{t-1} \| - \mathcal{G}(z_{t-1})$$

$$\leq 2L\eta^2 D^2 + \langle \nabla f(z_{t-1}), z_{t-1} - x_{t-1} \rangle + \theta_{t-1}\eta_{t-1} D\| \nabla f(z_{t-1}) - v_{t-1} \|, \quad (40)$$

where the first inequality holds by Cauchy-Schwarz inequality, and the third inequality holds by Lemma 5, and the forth inequality holds by the inequality (39), and the last inequality follows by $\alpha_t \in [0, 1]$, $\gamma_t \in (0, 1)$ and $\mathcal{G}(z_{t-1}) \geq 0$. By recursion to (40), we can obtain

$$\langle \nabla f(z_t), x_t - z_t \rangle \leq 2tL\eta^2 D^2 + \eta D \sum_{i=0}^{t-1} \theta_i \| \nabla f(z_i) - v_i \| \quad (41)$$

By using the above inequalities (38), (39) and (41) and the results in Lemma 5, we have

$$f(z_{t+1}) \leq f(z_t) + ((1 - \alpha_{t+1})\eta_t + \alpha_{t+1}\gamma_t)\langle \nabla f(z_t), w_t - z_t \rangle + \alpha_{t+1}(1 - \gamma_t)\langle \nabla f(z_t), x_t - z_t \rangle$$

$$+ \frac{L}{2}\| z_{t+1} - z_t \|^2$$

$$\leq f(z_t) + 2L\eta^2 D^2 - ((1 - \alpha_{t+1})\eta_t + \alpha_{t+1}\gamma_t)\mathcal{G}(z_t) + ((1 - \alpha_{t+1})\eta_t + \alpha_{t+1}\gamma_t)D\| \nabla f(z_t) - v_t \|$$

$$+ 2\alpha_{t+1}(1 - \gamma_t)L\eta^2 D^2 + \alpha_{t+1}(1 - \gamma_t)\eta D \sum_{i=0}^{t-1} \theta_i \| \nabla f(z_i) - v_i \|$$

$$\leq f(z_t) + 2L\eta^2 D^2 - \eta\mathcal{G}(z_t) + 2\eta D\| \nabla f(z_t) - v_t \| + 2L\eta^2 D^2 + \alpha_{t+1}\eta D \sum_{i=0}^{t-1} \theta_i \| \nabla f(z_i) - v_i \|$$

$$= f(z_t) + 4L\eta^2 D^2 - \eta\mathcal{G}(z_t) + 2\eta D\| \nabla f(z_t) - v_t \| + \alpha_{t+1}\eta D \sum_{i=0}^{t-1} \theta_i \| \nabla f(z_i) - v_i \|. \quad (42)$$

Summing the inequality (42) from $t = 0$ to $T - 1$, we can obtain

$$\sum_{t=1}^{T-1} \mathcal{G}(z_t) \leq f(z_0) - f(z_{T-1}) + 4TL\eta^2 D^2 + 2\eta D \sum_{t=0}^{T-1} \| \nabla f(z_t) - v_t \| + \eta D \sum_{t=0}^{T-1} \alpha_{t+1} \sum_{i=0}^{t-1} \theta_i \| \nabla f(z_i) - v_i \|$$

$$= f(z_0) - f(z_{T-1}) + 4TL\eta^2 D^2 + 2\eta D \sum_{t=0}^{T-1} \| \nabla f(z_t) - v_t \| + \eta D \sum_{t=0}^{T-1} \theta_t \sum_{i=t+1}^{T-1} \alpha_{i+1} \| \nabla f(z_i) - v_i \|$$

$$\leq f(z_0) - \inf_{z \in \mathcal{X}} f(z) + 4TL\eta^2 D^2 + 2\eta D \sum_{t=0}^{T-1} \| \nabla f(z_t) - v_t \| + \eta D \sum_{t=0}^{T-2} \theta_t \sum_{i=t+1}^{T-1} \alpha_{i+1} \| \nabla f(z_i) - v_i \|$$

$$\leq \Delta + 4TL\eta^2 D^2 + 2\eta D \sum_{t=0}^{T-1} \| \nabla f(z_t) - v_t \| + \eta D \sum_{t=0}^{T-2} \theta_t \sum_{i=t+1}^{T-1} \alpha_{i+1} \| \nabla f(z_i) - v_i \|, \quad (43)$$

where the last inequality holds by the Assumption 4. Without loss of generality, we first consider the stochastic setting. Then
we have
\[
\frac{1}{T} \sum_{t=1}^{T-1} G(z_t) \leq \frac{\Delta}{\eta T} + 4L^2D^2 + \frac{2D T}{T-1} \sum_{t=0}^{T-1} \|\nabla f(z_t) - v_t\| + \frac{D T}{T} \sum_{t=0}^{T-1} \theta_t (\sum_{i=t+1}^{T-1} \alpha_{i+1}) \|\nabla f(z_t) - v_t\|
\]
\[
\leq \frac{\Delta}{\eta T} + 4L^2D^2 + 2DL \sqrt{d} + \frac{2DL(6d\eta + 2\sqrt{3D}\eta)}{\sqrt{b_2/q}} + \frac{2\sqrt{3}D\sigma_1}{\sqrt{b_1}} + 2\sqrt{6dDL}\mu
\]
\[
+ \frac{D}{T} \sum_{t=0}^{T-1} (t+1)(t+2) \left( \sum_{i=t+1}^{T-1} \frac{1}{i+1} \right) \left( L\sqrt{d} \mu + \frac{L(6d\eta + 2\sqrt{3D}\eta)}{\sqrt{b_2/q}} \right) + \frac{\sqrt{3}\sigma_1}{\sqrt{b_1}} + \sqrt{6dL}\mu
\]
\[
\leq \frac{\Delta}{\eta T} + 4L^2D^2 + 2DL \sqrt{d} + \frac{2DL(6d\eta + 2\sqrt{3D}\eta)}{\sqrt{b_2/q}} + \frac{2\sqrt{3}D\sigma_1}{\sqrt{b_1}} + 2\sqrt{6dDL}\mu
\]
\[
+ \frac{D \ln(T)}{T} (L\sqrt{d} \mu + \frac{L(6d\eta + 2\sqrt{3D}\eta)}{\sqrt{b_2/q}} + \frac{\sqrt{3}\sigma_1}{\sqrt{b_1}} + \sqrt{6dL}\mu),
\]
(44)

where the second inequality holds by Lemma 9, and the third inequality follows by the inequality \( \sum_{i=t+1}^{T-1} \frac{1}{i+1} \leq \frac{T}{T+1} \frac{1}{x^2} \ln \left( \frac{T}{T+1} \right) \leq \ln(T) \sum_{t=0}^{T-1} \frac{1}{(t+1)(t+2)} = \ln(T)(1 - \frac{1}{T+1}) \leq \ln(T). \)

Let \( \eta = T^{-\frac{1}{2}}, \mu = d^{-\frac{1}{2}}T^{-\frac{1}{2}}, b_2 = q \) and \( b_1 = T^{-1} \), then we have
\[
\frac{1}{T} \sum_{t=1}^{T-1} G(z_t) \leq O\left( \frac{1}{T^2} \right) + O\left( \frac{\ln(T)}{T^2} \right).
\]
(45)

In the finite-sum setting, let \( \eta = T^{-\frac{1}{2}}, \mu = d^{-\frac{1}{2}}T^{-\frac{1}{2}} \) and \( b_2 = q \). Following the above the above result, we also have
\[
\frac{1}{T} \sum_{t=1}^{T-1} G(z_t) \leq O\left( \frac{1}{T^2} \right) + O\left( \frac{\ln(T)}{T^2} \right).
\]
(46)

A.1.3. Convergence Analysis of the ACC-SZOFW (UniGE) Algorithm

In this subsection, we study the convergence properties of the Acc-SZOFW (UniGE) Algorithm. We begin with giving an upper bound of variance of stochastic zeroth-order gradient \( v_t \).

**Lemma 10.** Suppose the zeroth-order stochastic gradient \( v_t \) be generated from Algorithm 1 by using the UniGE zeroth-order gradient. Let \( \alpha_t = \frac{1}{t+1}, \theta_t = \frac{1}{(t+1)(t+2)}, \gamma_t = (1 + \theta_t)\eta_t \) in Algorithm 1. For the stochastic setting, we have
\[
\mathbb{E}\|\nabla f(z_t) - v_t\| \leq \frac{\beta Ld}{2} + \frac{L(\sqrt{3d}\beta + 2\sqrt{6Dd}\eta)}{2\sqrt{b_2/q}} + \frac{\sigma_2}{\sqrt{b_1}}.
\]
(47)

**Proof.** First, we define \( f_\beta(x) = \mathbb{E}_{u \sim U_B}[f(x + \beta u)] \) be a smooth approximation of \( f(x) \), where \( U_B \) is the uniform distribution over the \( d \)-dimensional unit Euclidean ball \( B \). By Lemma 5 in (Ji et al., 2019), we have \( \mathbb{E}_{(u,\xi)}[\nabla_{uni} f_{\xi}(x)] = \)
Thus we have
\[ \text{Theorem 8.} \]
Based on the above lemma, we will give the convergence properties of the Acc-SZOFW (UniGE) algorithm.

Let \( n_t = \lfloor t/q \rfloor \) such that \( n_t q \leq t \leq (n_t + 1)q - 1 \). When \( t = n_t q \), \( v_t = \frac{1}{b_1} \sum_{j \in B_t} \hat{\nabla}_{uni} f_j(z_t) \), so we have \( \mathbb{E}[\nabla f_\beta(z_{n_t q}) - v_{n_t q}]^2 \leq \frac{\eta^2}{b_1^2} \). By recursion to (48), we have

\[
\mathbb{E}[\nabla f_\beta(z_t) - v_t]^2 \leq (t - n_t q) \frac{3L^2(d\beta^2 + 8d\eta^2 D)}{2b_2} + \mathbb{E}[\nabla f_\beta(z_{n_t q}) - v_{n_t q}]^2 \\
\leq \frac{3qL^2(d\beta^2 + 8d\eta^2 D)}{2b_2} + \frac{\sigma_2^2}{b_1}.
\]

By Jensen’s inequality and the inequality \((a + b + c)^{1/2} \leq a^{1/2} + b^{1/2} + c^{1/2}\) with \( a, b, c \geq 0 \), we have

\[
\mathbb{E}[\nabla f_\beta(z_t) - v_t] \leq \sqrt{\mathbb{E}[\nabla f_\beta(z_t) - v_t]^2} \leq \frac{L(\sqrt{3d\beta} + 2\sqrt{6Dd}\eta)}{\sqrt{2b_2/q}} + \frac{\sigma_2}{\sqrt{b_1}}.
\]

Thus we have

\[
\mathbb{E}[\nabla f(z_t) - v_t] = \mathbb{E}[\nabla f(z_t) - \nabla f_\beta(z_t) + \nabla f_\beta(z_t) - v_t] \\
\leq \mathbb{E}[\nabla f(z_t) - \nabla f_\beta(z_t)] + \mathbb{E}[\nabla f_\beta(z_t) - v_t] \\
\leq \frac{\beta Ld}{2} + L(\sqrt{3d\beta} + 2\sqrt{6Dd}\eta) + \frac{\sigma_2}{\sqrt{b_1}},
\]

where the last inequality holds by the above Lemma 8.

Next, based on the above lemma, we will give the convergence properties of the Acc-SZOFW (UniGE) algorithm.

\textbf{Theorem 8.} Suppose \( \{x_t, y_t, z_t\}_{t=0}^{T-1} \) be generated from Algorithm 1, and let \( \alpha_t = \frac{1}{t+1}, \theta_t = \frac{1}{(t+1)(t+2)}, \gamma_t = (1 + \theta_t)\eta_t, \eta = \eta_t = T^{-\frac{1}{2}}, \beta = d^{-1}T^{-\frac{1}{2}}, b_2 = q \), and \( b_1 = T \), then we have

\[
\frac{1}{T} \sum_{t=1}^{T-1} G(z_t) \leq O\left(\frac{\sqrt{d}}{T^{1/2}}\right) + O\left(\frac{\sqrt{d \ln(T)}}{T^{1/2}}\right).
\]
Proof. This proof can follow the proof of Theorem 7. Here we show some different results. We have

\[
\frac{1}{T} \sum_{t=1}^{T-1} \mathcal{G}(z_t) \leq \frac{\Delta}{\eta T} + 4L\eta D^2 + \frac{2D}{T} \sum_{t=0}^{T-1} \|
abla f(z_t) - v_t\| + \frac{D}{T} \sum_{t=0}^{T-2} \theta_t \left( \sum_{i=t+1}^{T-1} \alpha_i \right) \|
abla f(z_t) - v_t\|
\]

\[
\leq \frac{\Delta}{\eta T} + 4L\eta D^2 + DLd\beta + \frac{2DL(\sqrt{3}\beta + 2\sqrt{6}D\eta)}{\sqrt{2b_2/q}} + \frac{2D\sigma_2}{\sqrt{b_1}} + \frac{2}{T} \sum_{t=0}^{T-1} \frac{1}{(t+1)(t+2)} \left( \sum_{i=t+1}^{T-1} \frac{1}{i+1} \right) \left( \frac{\beta Ld}{2} + \frac{L(\sqrt{3}\beta + 2\sqrt{6}D\eta)}{\sqrt{2b_2/q}} + \frac{\sigma_2}{\sqrt{b_1}} \right)
\]

where the second inequality holds by Lemma 10, and the third inequality follows by the inequality \( \sum_{t=0}^{T-1} \frac{1}{(t+1)(t+2)} \leq \int_{\frac{1}{T+1}}^{\frac{T}{T+1}} 2dx \leq \ln \left( \frac{T}{T+1} \right) \), and the fourth inequality holds by \( \sum_{t=0}^{T-1} \frac{1}{(t+1)(t+2)} \ln \left( \frac{T}{t+1} \right) \leq \ln(T) \sum_{t=0}^{T-1} \frac{\ln(T)}{(t+1)(t+2)} = \ln(T)(1 - \frac{1}{T+1}) \leq \ln(T) \). Let \( \eta = T^{-\frac{1}{2}}, \beta = d^{-1}T^{-\frac{1}{2}}, b_2 = q \) and \( b_1 = T^{-1} \), then we have

\[
\frac{1}{T} \sum_{t=1}^{T-1} \mathcal{G}(z_t) \leq O\left( \frac{\sqrt{d}}{T^{\frac{1}{2}}} \right) + O\left( \frac{\sqrt{d\ln(T)}}{T^{\frac{1}{2}}} \right).
\]

A.2. Convergence Analysis of the Acc-SZOFW* Algorithm

In this subsection, we study the convergence properties of the Acc-SZOFW* Algorithm based on the CooGE and UniGE, respectively.

A.2.1. Convergence Analysis of the Acc-SZOFW* (CooGE) Algorithm

Lemma 11. Suppose the zeroth-order stochastic gradient \( v_t = \hat{\nabla}_{\text{coo}} f_{\xi_t}(z_t) + (1 - \rho_t)(v_{t-1} - \hat{\nabla}_{\text{coo}} f_{\xi_t}(z_{t-1})) \) be generated from Algorithm 2. Let \( \alpha_t = \frac{1}{T+1}, \theta_t = \frac{1}{(t+1)(t+2)}, \gamma_t = (1 + \theta_t)\eta_t, \eta_t = \eta_t \leq (t + 1)^{-a} \) and \( \rho_t = t^{-a} \) for some \( a \in (0, 1] \) and the smoothing parameter \( \mu = \mu_t \leq d^{-\frac{1}{2}}(t + 1)^{-\frac{1}{2}} \), then we have

\[
\mathbb{E}\|v_t - \nabla f(z_t)\| \leq L\sqrt{d}\mu + \sqrt{C}(t + 1)^{-\frac{1}{2}},
\]

where \( C = \frac{2(12L^2D^2 + 12L^2 + 3\sigma_2^2)}{2 - 2^{-a} - a} \).

Proof. We begin with giving an upper bound of \( \mathbb{E}\|v_t - \hat{\nabla}_{\text{coo}} f(z_t)\| \) with \( \hat{\nabla}_{\text{coo}} f(z_t) = \mathbb{E}_{\xi_t}[\hat{\nabla}_{\text{coo}} f_{\xi_t}(z_t)] \). It is easy verified that

\[
v_t - v_{t-1} = -\rho_t v_{t-1} + (1 - \rho_t)(\hat{\nabla}_{\text{coo}} f_{\xi_t}(z_t) - \hat{\nabla}_{\text{coo}} f_{\xi_t}(z_{t-1})) + \rho_t \hat{\nabla}_{\text{coo}} f_{\xi_t}(z_t),
\]
and $\nabla_{\coo} f(z_t) = \mathbb{E}_{\xi_t}[\nabla_{\coo} f_{\xi_t}(z_t)]$, and $\mathbb{E}_{\xi_t}[\nabla_{\coo} f_{\xi_t}(z_t)^2 - \nabla_{\coo} f_{\xi_t}(z_{t-1})^2] = \nabla_{\coo} f(z_t) - \nabla_{\coo} f(z_{t-1})$. Then we have

$$A_t = \mathbb{E}[\|\nabla_{\coo} f(z_t) - v_t\|^2] = \mathbb{E}[\nabla_{\coo} f(z_t)^2 - \nabla_{\coo} f(z_{t-1}) + \nabla_{\coo} f(z_{t-1}) - v_{t-1} - (v_t - v_{t-1})]^2$$

$$= \mathbb{E}[\|\nabla_{\coo} f(z_t) - \nabla_{\coo} f(z_{t-1}) + \nabla_{\coo} f(z_{t-1}) - v_{t-1} + \rho_t v_{t-1} - (1 - \rho_t)(\nabla_{\coo} f_{\xi_t}(z_t) - \nabla_{\coo} f_{\xi_t}(z_{t-1}))) - \rho_t \nabla_{\coo} f_{\xi_t}(z_t)]^2$$

$$= \mathbb{E}[(1 - \rho_t)(\nabla_{\coo} f_{\xi_t}(z_t - v_{t-1}) + (1 - \rho_t)(\nabla_{\coo} f_{\xi_t}(z_t) - \nabla_{\coo} f_{\xi_t}(z_t - v_{t-1}) - \nabla_{\coo} f_{\xi_t}(z_t)) + \nabla_{\coo} f_{\xi_t}(z_t)]$$

$$= \rho_t^2 \mathbb{E}[\|\nabla_{\coo} f(z_t) - \nabla_{\coo} f_{\xi_t}(z_t)\|^2]$$

$$= \rho_t^2 \mathbb{E}[\|\nabla_{\coo} f(z_{t-1}) - v_{t-1} + \rho_t v_{t-1} - (1 - \rho_t)(\nabla_{\coo} f_{\xi_t}(z_t) - \nabla_{\coo} f_{\xi_t}(z_{t-1}))) - \rho_t \nabla_{\coo} f_{\xi_t}(z_t)]^2$$

$$+ 2 \rho_t (1 - \rho_t)(\nabla_{\coo} f_{\xi_t}(z_t) - \nabla_{\coo} f_{\xi_t}(z_{t-1}) - \nabla_{\coo} f_{\xi_t}(z_t)) + \nabla_{\coo} f_{\xi_t}(z_t) - \nabla_{\coo} f_{\xi_t}(z_t))^2$$

$$+ \rho_t^2 \mathbb{E}[\|\nabla_{\coo} f(z_t) - \nabla_{\coo} f_{\xi_t}(z_t)\|^2]$$

$$\leq (1 - \rho_t)^2 \mathbb{E}[\|\nabla_{\coo} f(z_{t-1}) - v_{t-1}\|^2] + 2(1 - \rho_t)^2 \mathbb{E}[\|\nabla_{\coo} f(z_t) - \nabla_{\coo} f_{\xi_t}(z_{t-1})\|^2 + \|\nabla_{\coo} f_{\xi_t}(z_t)\|^2]$$

$$+ 2 \rho_t (1 - \rho_t)(\nabla_{\coo} f_{\xi_t}(z_t) - \nabla_{\coo} f_{\xi_t}(z_{t-1}) - \nabla_{\coo} f_{\xi_t}(z_t)) + \nabla_{\coo} f_{\xi_t}(z_t) - \nabla_{\coo} f_{\xi_t}(z_t))^2$$

$$\leq (1 - \rho_t)^2 A_{t-1} + 2(1 - \rho_t)^2 \mathbb{E}[\|\nabla_{\coo} f_{\xi_t}(z_t) - \nabla_{\coo} f_{\xi_t}(z_{t-1})\|^2] + 2 \rho_t^2 \mathbb{E}[\|\nabla_{\coo} f(z_t) - \nabla_{\coo} f_{\xi_t}(z_t)\|^2]$$

$$= \rho_t^2 \mathbb{E}[\|\nabla_{\coo} f(z_t) - \nabla_{\coo} f_{\xi_t}(z_t)\|^2]$$

$$\leq (1 - \rho_t)^2 A_{t-1} + 6(1 - \rho_t)^2 \mathbb{E}[\|v_t - z_{t-1}\|^2] + 12(1 - \rho_t)^2 L^2 d \mu^2 + 2 \rho_t^2 \mathbb{E}[\|\nabla_{\coo} f(z_t) - \nabla_{\coo} f_{\xi_t}(z_t)\|^2]$$

$$\leq (1 - \rho_t)^2 A_{t-1} + 24(1 - \rho_t)^2 \mathbb{E}[\|v_t - z_{t-1}\|^2] + 12(1 - \rho_t)^2 L^2 d \mu^2 + 2 \rho_t^2 \mathbb{E}[\|\nabla_{\coo} f(z_t) - \nabla_{\coo} f_{\xi_t}(z_t)\|^2],$$

where the first inequality holds by Cauchy-Schwarz inequality, and the second inequality follows by the equality $\mathbb{E}[\|\xi - \mathbb{E}[\xi]\|^2] = \mathbb{E}[\|\xi\|^2] - \|\mathbb{E}[\xi]\|^2$, and the third inequality holds by Cauchy-Schwarz inequality and the Lemma 7, and the last inequality holds by the above Lemma 5. Next, we consider the upper bound of the term $\mathbb{E}[\|\nabla_{\coo} f(z_t) - \nabla_{\coo} f_{\xi_t}(z_t)\|^2]$. We have

$$\mathbb{E}[\|\nabla_{\coo} f(z_t) - \nabla_{\coo} f_{\xi_t}(z_t)\|^2]$$

$$= \mathbb{E}[\|\nabla_{\coo} f(z_t) - \nabla f(z_t) + \nabla f(z_t) - \nabla f_{\xi_t}(z_t) + \nabla f_{\xi_t}(z_t) - \nabla_{\coo} f_{\xi_t}(z_t)\|^2]$$

$$\leq 3 \mathbb{E}[\|\nabla_{\coo} f(z_t) - \nabla f(z_t)\|^2 + 3 \mathbb{E}[\|\nabla f(z_t) - \nabla f_{\xi_t}(z_t)\|^2 + 3 \mathbb{E}[\|\nabla f_{\xi_t}(z_t) - \nabla_{\coo} f_{\xi_t}(z_t)\|^2]$$

$$\leq 3 \sigma_t^2 + 3 L^2 d \mu^2 + 3 L^2 d \mu^2 = 3 \sigma_t^2 + 6 L^2 d \mu^2,$$

where the first inequality holds by the Young’s inequality, and the second inequality holds by Lemma 7 and Assumption 2. Thus, we have

$$A_t \leq (1 - \rho_t)^2 A_{t-1} + 24(1 - \rho_t)^2 \mathbb{E}[\|v_t - z_{t-1}\|^2] + 12(1 - \rho_t)^2 L^2 d \mu^2 + 6 \sigma_t^2 \rho_t^2 + 12 L^2 d \mu^2 \rho_t^2.$$ (59)

Let $\rho_t = t^{-a}, \eta = \eta_t \leq (t + 1)^{-a}$ for some $a \in (0, 1]$ and $\mu = \mu_t \leq d^{-\frac{1}{2}}(t + 1)^{-a}$, by (59), we have

$$A_{t+1} \leq (1 - \frac{1}{(t + 1)^a})^2 A_t + (1 - \frac{1}{(t + 1)^a})^2 \frac{24 L^2 D^2 + 12 L^2}{(t + 1)^{2a}} + \frac{6 \sigma_t^2 + 12 L^2 d \mu^2}{(t + 1)^{2a}}$$

$$\leq (1 - \frac{1}{(t + 1)^a})^2 A_t + \frac{2(12 L^2 D^2 + 12 L^2 + 3 \sigma_t^2)}{(t + 1)^{2a}}.$$ (60)

Here we claim that $A_t \leq C(t + 1)^{-a}$, where $C = \frac{2(12 L^2 D^2 + 12 L^2 + 3 \sigma_t^2)}{2 - 2^{-a} - a}$, and prove it. Define $h(a) = 2 - 2^{-a} - a$, since $h'(a) = 2 - 2^{-a} \ln(2) - 1 \geq 0$, it is easy verified that $2 \leq \frac{2 - 2^{-a} - a}{2 - 2^{-a} - a} \leq 4$. When $t = 0$, we have

$$A_0 = \mathbb{E}[\|\nabla_{\coo} f(z_0) - \nabla_{\coo} f_{\xi_0}(z_0)\|^2] \leq 3 \sigma_t^2 + 6 L^2 \leq \frac{2(12 L^2 D^2 + 12 L^2 + 3 \sigma_t^2)}{2 - 2^{-a} - a} \leq C \cdot 1^{-a}.$$ (61)

When $t = 1$, we have

$$A_1 = \mathbb{E}[\|\nabla_{\coo} f(z_1) - \nabla_{\coo} f_{\xi_1}(z_1)\|^2] \leq 3 \sigma_t^2 + 6 L^2 \leq \frac{2(12 L^2 D^2 + 12 L^2 + 3 \sigma_t^2)}{2 - 2^{-a} - a} \leq \frac{C \cdot 2^{-a}}{2 - 2^{-a} - a}.$$ (62)
Assume that $A_t \leq C(t+1)^{-a}$ for $t \geq 1$, we have

$$A_{t+1} \leq (1 - \frac{1}{(t+1)^a})^2 A_t + \frac{2(12L^2D^2 + 12L^2 + 3\sigma_t^2)}{(t+1)^{2a}}$$

$$\leq (1 - \frac{1}{(t+1)^a})^2 \cdot C(t+1)^{-a} + \frac{2(12L^2D^2 + 12L^2 + 3\sigma_t^2)}{(t+1)^{2a}}$$

$$\leq C(t+1)^{-a} - 2C(t+1)^{-2a} + C(t+1)^{-3a} + \frac{(2 - 2^{-a} - a)C}{(t+1)^{2a}}$$

$$\leq C(t+1)^{-a} + \frac{-2C + C(t+1)^{-a} + (2 - 2^{-a} - a)C}{(t+1)^{2a}}$$

$$\leq C(t+1)^{-a} - \frac{aC}{(t+1)^{2a}}.$$

(63)

Define $g(t) = (t+1)^{-a}$ for $a \in (0, 1]$. Since $g(t)$ is a convex function, we have $g(t+1) \geq g(t) + g'(t)$, i.e., $(t+2)^{-a} - (t+1)^{-a} \geq -at^{-a+1}$. Then we have

$$A_{t+1} \leq C(t+1)^{-a} - \frac{aC}{(t+1)^{2a}} \leq C(t+1)^{-a} - \frac{aC}{(t+1)^{a+1}} \leq C(t+2)^{-a}.$$

(64)

Thus we have $A_t = \mathbb{E}\|\nabla_{\text{coo}} f(z_t) - v_t\|^2 \leq C(t+1)^{-a}$, $a \in (0, 1]$ for all $t \geq 0$.

By Jensen’s inequality, we have

$$\mathbb{E}\|\nabla_{\text{coo}} f(z_t) - v_t\| \leq \sqrt{\mathbb{E}\|\nabla_{\text{coo}} f(z_t) - v_t\|^2} \leq \sqrt{C(t+1)^{-a}}.$$

(65)

Thus we have

$$\mathbb{E}\|\nabla f(z_t) - v_t\| = \mathbb{E}\|\nabla f(z_t) - \hat{\nabla}_{\text{coo}} f(z_t) + \hat{\nabla}_{\text{coo}} f(z_t) - v_t\|$$

$$\leq \mathbb{E}\|\nabla f(z_t) - \hat{\nabla}_{\text{coo}} f(z_t)\| + \mathbb{E}\|\hat{\nabla}_{\text{coo}} f(z_t) - v_t\|$$

$$\leq L\sqrt{d\mu + \sqrt{C(t+1)^{-a}}},$$

(66)

where the last inequality holds by the above Lemma 7.

Theorem 9. Suppose $\{x_t, y_t, z_t\}_{t=0}^{T-1}$ be generated from Algorithm 2 by using the CooGE zeroth-order gradient estimator. Let $\alpha_t = \frac{1}{t+1}$, $\theta_t = \frac{1}{(t+1)(t+2)}$, $\eta = \eta_t = T^{-\frac{a}{2}}$, $\gamma_t = (1 + \theta_t)\eta_t$, $\rho_t = t^{-\frac{1}{2}}$ for all $t \geq 1$ and $\mu = d^{-\frac{1}{2}}T^{-\frac{a}{2}}$, then we have

$$\mathbb{E}[G(z_T)] = \frac{1}{T} \sum_{t=1}^{T-1} G(z_t) \leq O\left(\frac{1}{T^{\frac{a}{2}}}\right) + O\left(\frac{\ln(T)}{T^{\frac{a}{2}}}\right),$$

(67)

where $z_T$ is chosen uniformly randomly from $\{z_t\}_{t=0}^{T-1}$.

Proof. Using the Assumption 1, i.e., $f(x)$ is L-smooth, we have

$$f(z_{t+1}) \leq f(z_t) + \langle \nabla f(z_t), z_{t+1} - z_t \rangle + \frac{L}{2}\|z_{t+1} - z_t\|^2$$

$$= f(z_t) + (1 - \alpha_t\eta_t)^2 \|\nabla f(z_t), y_{t+1} - z_t\| + \alpha_t\eta_t \langle \nabla f(z_t), x_{t+1} - z_t \rangle + \frac{L}{2}\|z_{t+1} - z_t\|^2$$

$$= f(z_t) + ((1 - \alpha_t\eta_t) \eta_t + \alpha_t\eta_t \gamma_t) \langle \nabla f(z_t), w_t - z_t \rangle + \alpha_t\eta_t (1 - \gamma_t) \langle \nabla f(z_t), x_t - z_t \rangle$$

$$+ \frac{L}{2}\|z_{t+1} - z_t\|^2,$$

(68)
where the first equality holds by \( z_{t+1} = (1-\alpha_{t+1})y_{t+1} + \alpha_{t+1}x_{t+1} \), and the last equality holds by \( x_{t+1} = x_t + \gamma_t(w_t - x_t) \) and \( y_{t+1} = z_t + \eta_t(w_t - \hat{z}_t) \).

Let \( \hat{w}_t = \arg \max_{w \in \mathcal{X}} \langle w, -\nabla f(z_t) \rangle = \arg \min_{w \in \mathcal{X}} \langle w, \nabla f(z_t) \rangle \), we have

\[
\langle \nabla f(z_t), w_t - z_t \rangle = \langle \nabla f(z_t) - v_t, w_t - z_t \rangle + \langle v_t, w_t - z_t \rangle \\
\leq \langle \nabla f(z_t) - v_t, w_t - z_t \rangle + \langle v_t, \hat{w}_t - z_t \rangle \\
= \langle \nabla f(z_t) - v_t, w_t - \hat{w}_t \rangle + \langle \nabla f(z_t), \hat{w}_t - z_t \rangle \\
= \langle \nabla f(z_t) - v_t, w_t - \hat{w}_t \rangle - \mathcal{G}(z_t) \\
\leq D \| \nabla f(z_t) - v_t \| - \mathcal{G}(z_t),
\]

(69)

where the first inequality holds by the step 9 of Algorithm 2, and the third equality holds by the definition of Frank-Wolfe gap \( \mathcal{G}(z_t) \), and the second inequality follows by Cauchy-Schwarz inequality and Assumption 3.

Next, we consider the upper bound of \( \langle \nabla f(z_t), x_t - z_t \rangle \), and we have

\[
\langle \nabla f(z_t), x_t - z_t \rangle = \langle \nabla f(z_t) - \nabla f(z_{t-1}), x_t - z_t \rangle + \langle \nabla f(z_{t-1}), x_t - z_t \rangle \\
\leq \| \nabla f(z_t) - \nabla f(z_{t-1}) \| \| x_t - z_t \| + \langle \nabla f(z_{t-1}), x_t - z_t \rangle \\
\leq L \| z_t - z_{t-1} \| \| x_t - z_t \| + \langle \nabla f(z_{t-1}), x_t - z_t \rangle \\
\leq 2L\eta^2D^2 + \langle \nabla f(z_{t-1}), x_t - z_t \rangle \\
= 2L\eta^2D^2 + (1-\alpha_t)(1-\gamma_t-1)\langle \nabla f(z_{t-1}), z_{t-1} - x_{t-1} \rangle + (1-\alpha_t)(\eta_t-1-\gamma_t-1)\langle \nabla f(z_{t-1}), w_{t-1} - z_{t-1} \rangle \\
\leq 2L\eta^2D^2 + (1-\alpha_t)(1-\gamma_t-1)\langle \nabla f(z_{t-1}), z_{t-1} - x_{t-1} \rangle + (1-\alpha_t)\theta_{t-1}\eta_t-1(D\| \nabla f(z_{t-1}) - v_{t-1} \| - \mathcal{G}(z_{t-1})) \\
\leq 2L\eta^2D^2 + \langle \nabla f(z_{t-1}), z_{t-1} - x_{t-1} \rangle + \theta_{t-1}\eta_t-1D\| \nabla f(z_{t-1}) - v_{t-1} \|
\]

(70)

where the first inequality holds by Cauchy-Schwarz inequality, and the third inequality holds by the above Lemma 5, and the forth inequality holds by the inequality (69), and the last inequality follows by \( \alpha_t \in [0, 1], \gamma_t \in (0, 1) \) and \( \mathcal{G}(z_{t-1}) \geq 0 \). By recursion to (70), we have

\[
\langle \nabla f(z_t), x_t - z_t \rangle \leq 2tL\eta^2D^2 + \eta D \sum_{i=0}^{t-1} \theta_i \| \nabla f(z_i) - v_i \|
\]

(71)

Based on the above inequalities (68), (69), (71) and the above Lemma 5, we have

\[
f(z_{t+1}) \leq f(z_t) + ((1-\alpha_{t+1})\eta_t + \alpha_{t+1}\gamma_t) \langle \nabla f(z_t), w_t - z_t \rangle + \alpha_{t+1}(1-\gamma_t) \langle \nabla f(z_t), x_t - z_t \rangle \\
+ \frac{L}{2} \| z_{t+1} - z_t \|^2 \\
\leq f(z_t) + 2L\eta^2D^2 - ((1-\alpha_{t+1})\eta_t + \alpha_{t+1}\gamma_t)\mathcal{G}(z_t) + ((1-\alpha_{t+1})\eta_t + \alpha_{t+1}\gamma_t)D\| \nabla f(z_t) - v_t \| \\
+ 2\alpha_{t+1}(1-\gamma_t)L\eta^2D^2 + \alpha_{t+1}(1-\gamma_t)\eta D \sum_{i=0}^{t-1} \theta_i \| \nabla f(z_i) - v_i \|
\leq f(z_t) + 2L\eta^2D^2 - \eta \mathcal{G}(z_t) + 2\eta D\| \nabla f(z_t) - v_t \| + 2L\eta^2D^2 + \alpha_{t+1}\eta D \sum_{i=0}^{t-1} \theta_i \| \nabla f(z_i) - v_i \| \\
= f(z_t) + 4L\eta^2D^2 - \eta \mathcal{G}(z_t) + 2\eta D\| \nabla f(z_t) - v_t \| + \alpha_{t+1}\eta D \sum_{i=0}^{t-1} \theta_i \| \nabla f(z_i) - v_i \|.
\]

(72)
Summing the inequality (72) from $t = 0$ to $T - 1$, we can obtain

$$\frac{1}{T} \sum_{t=1}^{T-1} G(z_t) \leq \frac{\Delta}{\eta^2} + 4L\eta D^2 + 2L \int_0^T \sum_{t=0}^{T-1} ||\nabla f(z_t) - v_t|| + \frac{D}{T} \sum_{t=0}^{T-2} \theta_t \left( \sum_{i=t+1}^{T-1} \alpha_{i+1} \right) ||\nabla f(z_t) - v_t||$$

where the last inequality holds by the Assumption 4. Then we have

$$\frac{1}{T} \sum_{t=1}^{T-1} G(z_t) \leq \frac{\Delta}{\eta^2} + 4L\eta D^2 + 2DL\sqrt{\mu} + \frac{2D\sqrt{C}}{T} \sum_{t=0}^{T-1} (t+1)^{-\frac{1}{2}}$$

$$+ \frac{D}{T} \sum_{t=0}^{T-2} \left( \sum_{i=t+1}^{T-1} \frac{1}{i+1} \right) (L\sqrt{\mu} + \sqrt{C}(t+1)^{-\frac{1}{2}})$$

$$\leq \frac{\Delta}{\eta^2} + 4L\eta D^2 + 2DL\sqrt{\mu} + \frac{2D\sqrt{C}}{T} \sum_{t=0}^{T-1} (t+1)^{-\frac{1}{2}}$$

$$+ \frac{D}{T} \sum_{t=0}^{T-1} \left( \sum_{i=t+1}^{T-1} \frac{1}{i+1} \right) \ln(T) (L\sqrt{\mu} + \sqrt{C}(t+1)^{-\frac{1}{2}})$$

$$\leq \frac{\Delta}{\eta^2} + 4L\eta D^2 + 2DL\sqrt{\mu} + \frac{2D\sqrt{C}}{T} \sum_{t=0}^{T-1} (t+1)^{-\frac{1}{2}}$$

$$+ \frac{\ln(T)DL\sqrt{\mu}}{T} + \frac{\sqrt{C}D\ln(T)}{T}$$

$$\leq \frac{\Delta}{\eta^2} + 4L\eta D^2 + 2DL\sqrt{\mu} + \frac{3D\sqrt{C}}{T^2} + \frac{\ln(T)DL\sqrt{\mu}}{T} + \frac{\sqrt{C}D\ln(T)}{T},$$

(74)

where the second inequality holds by Lemma 11 with $a = \frac{3}{2}$, and the third inequality follows by the inequality $\sum_{t=0}^{T-1} \frac{1}{t+1} \leq \int_{t+1}^{T} \frac{1}{x} dx \leq \ln\left(\frac{T}{t+1}\right)$, and the fourth inequality holds by $\sum_{t=0}^{T-1} \frac{1}{(t+1)(t+2)} = \ln(T) - \ln(1) - \frac{1}{T+1} \leq \ln(T)$ and $(t+1)^{-\frac{1}{2}} \leq 1$, and the fifth inequality holds by the inequality $\sum_{t=0}^{T-1} t^{-\frac{1}{2}} \leq \int_0^T x^{-\frac{1}{2}} dx = \frac{3}{2} T^{\frac{3}{2}}$. Let $\eta = T^{-\frac{1}{2}}$ and $\mu = d^{-\frac{1}{2}} T^{-\frac{1}{2}}$, then we have

$$\frac{1}{T} \sum_{t=1}^{T-1} G(z_t) \leq \frac{\Delta + 3D\sqrt{C}}{T^2} + \frac{4LD^2 + 2DL}{T^2} + \frac{\ln(T)DL}{T^2} + \frac{\ln(T)\sqrt{C}D}{T^2}.$$

(75)

Thus, we have

$$\mathbb{E}[G(z_t)] = \frac{1}{T} \sum_{t=1}^{T-1} G(z_t) \leq O\left(\frac{1}{T^2}\right) + O\left(\frac{\ln(T)}{T^2}\right),$$

(76)

where $z_\infty$ is chosen uniformly randomly from $\{z_t\}_{t=1}^{T-1}$. 

$\square$
A.2.2. Convergence Analysis of the ACC-SZOFW\(^*\) (UniGE) Algorithm

**Lemma 2.** Suppose the zeroth-order gradient \(v_t = \nabla_{\text{uni}} f_\xi(z_t) + (1 - \rho_t)(v_{t-1} - \nabla_{\text{uni}} f_\xi(z_{t-1}))\) be generated from Algorithm 2. Let \(\alpha_t = \frac{1}{t+1}, \theta_t = \frac{1}{(t+1)(t+2)}\), \(\gamma_t = (1 + \theta_t)\eta_t\), \(\eta_t \leq (t+1)^{-a}\) and \(\rho_t = t^{-a}\) for some \(a \in (0, 1]\) and the smoothing parameter \(\beta = \hat{\beta}_t = d^{-1}(t+1)^{-a}\), then we have

\[
\mathbb{E}\|v_t - \nabla f(z_t)\| \leq \frac{\beta Ld}{2} + \sqrt{C(t+1)^{-\frac{a}{2}}},
\]

where \(C = \frac{24L^2dD^2 + 3L^2d + 2\sigma_s^2}{2 - 2^{-a} - a}\).

**Proof.** First, we define \(f_\beta(x) = \mathbb{E}_{x \sim U_B}[f(x + \beta u)]\) be a smooth approximation of \(f(x)\), where \(U_B\) is the uniform distribution over the \(d\)-dimensional unit Euclidean ball \(B\). By Lemma 5 in (Ji et al., 2019), we have \(\mathbb{E}_{u \sim \xi}\|\nabla_{\text{uni}} f_\xi(x)\| = f_\beta(x)\). Next, we will give an upper bound of \(\mathbb{E}\|v_t - \nabla f_\beta(z_t)\|\). It is easy verified that

\[
v_t - v_{t-1} = -\rho_t v_{t-1} + (1 - \rho_t)(\nabla_{\text{uni}} f_\xi(z_t) - \nabla_{\text{uni}} f_\xi(z_{t-1})) + \rho_t \nabla_{\text{uni}} f_\xi(z_t),
\]

and \(\nabla f_\beta(z_t) = \mathbb{E}_{\xi}\|\nabla_{\text{uni}} f_\xi(z_t)\|\) and \(\mathbb{E}_{\xi}\|\nabla_{\text{uni}} f_\xi(z_t) - \nabla_{\text{uni}} f_\xi(z_{t-1})\| = \nabla f_\beta(z_t) - \nabla f_\beta(z_{t-1})\). Then we have

\[
A_t = \mathbb{E}\|\nabla f_\beta(z_t) - v_t\|^2 = \mathbb{E}\|\nabla f_\beta(z_t) - \nabla f_\beta(z_{t-1}) + \nabla f_\beta(z_{t-1}) - v_{t-1} - (v_t - v_{t-1})\|^2
\]

\[
= \mathbb{E}\|\nabla f_\beta(z_t) - \nabla f_\beta(z_{t-1}) - v_{t-1}\|^2 + (1 - \rho_t)((\nabla_{\text{uni}} f_\xi(z_t) - \nabla_{\text{uni}} f_\xi(z_{t-1})) - \rho_t \nabla_{\text{uni}} f_\xi(z_t))^2
\]

\[
= \mathbb{E}\|(1 - \rho_t)(\nabla f_\beta(z_{t-1}) - v_{t-1}) + (1 - \rho_t)(\nabla f_\beta(z_t) - \nabla f_\beta(z_{t-1}) - \nabla_{\text{uni}} f_\xi(z_t) + \nabla_{\text{uni}} f_\xi(z_{t-1}))
\]

\[
+ \rho_t (\nabla f_\beta(z_t) - \nabla_{\text{uni}} f_\xi(z_t))^2
\]

\[
= (1 - \rho_t)^2 \mathbb{E}\|\nabla f_\beta(z_{t-1}) - v_{t-1}\|^2 + (1 - \rho_t)^2 \mathbb{E}\|\nabla f_\beta(z_t) - \nabla f_\beta(z_{t-1}) - \nabla_{\text{uni}} f_\xi(z_t) + \nabla_{\text{uni}} f_\xi(z_{t-1}))^2
\]

\[
+ 2\rho_t(1 - \rho_t)(\nabla f_\beta(z_t) - \nabla f_\beta(z_{t-1}) - \nabla_{\text{uni}} f_\xi(z_t) + \nabla_{\text{uni}} f_\xi(z_{t-1})), \nabla f_\beta(z_t) - \nabla_{\text{uni}} f_\xi(z_t))
\]

\[
+ \rho_t^2 \mathbb{E}\|\nabla f_\beta(z_t) - \nabla_{\text{uni}} f_\xi(z_t))^2
\]

\[
\leq (1 - \rho_t)^2 A_{t-1} + 2(1 - \rho_t)^2 \mathbb{E}\|\nabla_{\text{uni}} f_\xi(z_t) - \nabla_{\text{uni}} f_\xi(z_{t-1}))^2 + 2\rho_t^2 \sigma_s^2
\]

\[
\leq (1 - \rho_t)^2 A_{t-1} + 2(1 - \rho_t)^2 (3dL^2E\|z_t - z_{t-1}\|^2 + \frac{3L^2 d\beta_s^2}{2}) + 2\rho_t^2 \sigma_s^2
\]

\[
\leq (1 - \rho_t)^2 A_{t-1} + 24(1 - \rho_t)^2 \eta_t d^2L^2 D^2 + 3(1 - \rho_t)^2 L^2 d\beta_s^2 + 2\rho_t^2 \sigma_s^2,
\]

where the first inequality holds by Cauchy-Schwarz inequality, and the second inequality follows by the equality \(\mathbb{E}\|\zeta - \mathbb{E}[\zeta]\|^2 = \mathbb{E}[\xi]^2 - \mathbb{E}[\xi]^2\), and the Lemma 8, and the last inequality holds by the above Lemma 5.

Let \(\rho_t = t^{-a}\), \(\eta_t \leq (t+1)^{-a}\) for some \(a \in (0, 1]\) and \(\beta \leq d^{-1}(t+1)^{-a}\), by (79), we have

\[
A_{t+1} \leq (1 - \frac{1}{(t+1)a})^2 A_t + (1 - \frac{1}{(t+1)a})^2 \frac{24L^2 dD^2 + 3L^2}{(t+1)^2a} + \frac{2\sigma_s^2}{(t+1)^2a}
\]

\[
\leq (1 - \frac{1}{(t+1)a})^2 A_t + \frac{24L^2 dD^2 + 3L^2 + 2\sigma_s^2}{(t+1)^2a}.
\]

Here we claim that \(A_t \leq C(t+1)^{-a}\), where \(C = \frac{24L^2 dD^2 + 3L^2 + 2\sigma_s^2}{2 - 2^{-a} - a}\), and prove it. Define \(h(a) = 2 - 2^{-a} - a\), since \(h'(a) = 2^{-a}\ln(2) - 1 \geq 0\), it is easy verified that \(2 \leq \frac{4}{2 - 2^{-a} - a} \leq 4\). When \(t = 0\), we have

\[
A_0 = \mathbb{E}\|\nabla f_\beta(z_0) - \nabla_{\text{uni}} f_\xi(z_0)\|^2 \leq \sigma_s^2 \leq \frac{24L^2 dD^2 + 3L^2 + 2\sigma_s^2}{2 - 2^{-a} - a} \leq C \cdot 1^{-a}.
\]

When \(t = 1\), we have

\[
A_1 = \mathbb{E}\|\nabla f_\beta(z_1) - \nabla_{\text{uni}} f_\xi(z_1)\|^2 \leq \sigma_s^2 \leq \frac{24L^2 dD^2 + 3L^2 + 2\sigma_s^2}{2 - 2^{-a} - a} \leq C \cdot 2^{-a}.
\]
Accelerated Stochastic Gradient-free and Projection-free Methods

Assume that $A_t \leq C(t + 1)^{-a}$ for $t \geq 1$, we have

$$A_{t+1} \leq (1 - \frac{1}{(t+1)^a})^2 A_t + \frac{24L^2dD^2 + 3L^2 + 2\sigma^2}{(t+1)^{2a}}$$

$$\leq (1 - \frac{1}{(t+1)^a})^2 \cdot C(t+1)^{-a} + \frac{24L^2dD^2 + 3L^2 + 2\sigma^2}{(t+1)^{2a}}$$

$$\leq C(t+1)^{-a} - 2C(t+1)^{-2a} + C(t+1)^{-3a} + \frac{(2 - 2^{-a} - a)C}{(t+1)^{2a}}$$

$$\leq C(t+1)^{-a} + \frac{-2C + C(t+1)^{-a} + (2 - 2^{-a} - a)C}{(t+1)^{2a}}$$

$$\leq C(t+1)^{-a} + \frac{-2C + C2^{-a} + (2 - 2^{-a} - a)C}{(t+1)^{2a}}$$

$$= C(t+1)^{-a} - \frac{aC}{(t+1)^{2a}}. \quad (83)$$

Define $g(t) = (t+1)^{-a}$ for $a \in (0, 1]$. Since $g(t)$ is a convex function, we have $g(t+1) \geq g(t) + g'(t)$, i.e., $(t+2)^{-a} - (t+1)^{-a} \geq -a(t+1)^{-a-1}$. Then we have

$$A_{t+1} \leq C(t+1)^{-a} - \frac{aC}{(t+1)^{2a}} \leq C(t+1)^{-a} - \frac{aC}{(t+1)^{a+1}} \leq C(t+2)^{-a}. \quad (84)$$

Thus we have $A_t = E\|\nabla f_\beta(z_t) - v_t\|^2 \leq C(t+1)^{-a}$, $a \in (0, 1]$ for all $t \geq 0$.

By Jensen’s inequality, we have

$$E\|\nabla f_\beta(z_t) - v_t\| \leq \sqrt{E\|\nabla f_\beta(z_t) - v_t\|^2} \leq \sqrt{C(t+1)^{-\frac{a}{2}}} \quad (85)$$

Thus we have

$$E\|\nabla f(z_t) - v_t\| = E\|\nabla f(z_t) - \nabla f_\beta(z_t) + \nabla f_\beta(z_t) - v_t\|$$

$$\leq E\|\nabla f(z_t) - \nabla f_\beta(z_t)\| + E\|\nabla f_\beta(z_t) - v_t\|$$

$$\leq \frac{\beta Ld}{2} + \sqrt{C(t+1)^{-\frac{a}{2}}} \quad (86)$$

where the last inequality holds by the Lemma 8.

Theorem 10. Suppose $\{x_t, y_t, z_t\}_{t=0}^{T-1}$ be generated from Algorithm 2 by using the UniGE zeroth-order gradient estimator. Let $\alpha_t = \frac{1}{T+1}$, $\theta_t = \frac{1}{(t+1)(t+2)}$, $\eta_t = T^{-\frac{d}{2}}$, $\gamma_t = (1 + \theta_t)\eta_t$, $\rho_t = t^{-\frac{d}{2}}$ for $t \geq 1$ and $\beta = d^{-1}T^{-\frac{d}{2}}$, then we have

$$E[G(z)] \leq \frac{1}{T} \sum_{t=1}^{T-1} G(z_t) \leq O(\frac{\sqrt{d}}{T^{\frac{d}{2}}}) + O(\frac{\sqrt{d} \ln(T)}{T^{\frac{d}{2}}}) \quad (87)$$

where $z_\zeta$ is chosen uniformly randomly from $\{z_t\}_{t=0}^{T-1}$.
Proof. This proof can follow the proof of Theorem 9. Here we show some different results. Similarly, we have

\[
\frac{1}{T} \sum_{i=1}^{T-1} G(z_i) \leq \frac{\Delta}{\eta T} + 4L\eta D^2 + \frac{2D}{T} \sum_{i=0}^{T-1} \|\nabla f(z_i) - v_t\| + \frac{D}{T} \sum_{i=0}^{T-2} \sum_{i=t+1}^{T-1} \|\nabla f(z_i) - v_t\|
\]

\[
\leq \frac{\Delta}{\eta T} + 4L\eta D^2 + DLD\beta + \frac{2D\sqrt{C}}{T} \sum_{i=0}^{T-1} (t+1)^{-\frac{1}{4}}
\]

\[
+ \frac{D}{T} \sum_{i=0}^{T-2} \frac{1}{(t+1)(t+2)} \left( \sum_{i=t+1}^{T-1} \frac{1}{i+1} \right) (\frac{\beta D\eta}{2} + \sqrt{C}(t+1)^{-\frac{1}{4}})
\]

\[
\leq \frac{\Delta}{\eta T} + 4L\eta D^2 + DLD\beta + \frac{2D\sqrt{C}}{T} \sum_{i=0}^{T-1} (t+1)^{-\frac{1}{4}}
\]

\[
+ \frac{\ln(T)DLD\beta}{2T} + \frac{\sqrt{C}D}{T^2} \left( \sum_{i=0}^{T-1} \frac{1}{(t+1)(t+2)} \ln\left( \frac{T}{t+1} \right) \right) (\sum_{i=0}^{T-1} (t+1)^{-\frac{1}{4}})
\]

\[
\leq \frac{\Delta}{\eta T} + 4L\eta D^2 + DLD\beta + \frac{3D\sqrt{C}}{T^2} + \frac{\ln(T)DLD\beta}{2T} + \frac{\sqrt{C}D\ln(T)}{T^2},
\]

(88)

where the second inequality holds by Lemma 12 with \(a = \frac{1}{3}\), and the third inequality follows by the inequality \(\sum_{i=t+1}^{T} \frac{1}{i+1} \leq \int_{t+1}^{T} \frac{1}{x} dx \leq \ln\left( \frac{T}{t+1} \right)\), and the fourth inequality holds by \(\sum_{i=0}^{T-1} \frac{1}{(t+1)(t+2)} \ln\left( \frac{T}{t+1} \right) \leq \ln(T) \sum_{i=0}^{T-1} \frac{1}{(t+1)(t+2)} = \ln(T) (1 - \frac{1}{T+1}) \leq \ln(T)\), and the fifth inequality holds by the inequality \(\sum_{i=1}^{T} t^{-\frac{1}{4}} \leq \int_{0}^{T} x^{-\frac{1}{4}} dx = \frac{3}{2} T^{\frac{3}{4}}\). Let \(\eta = T^{-\frac{1}{4}}\) and \(\mu = d^{-1} T^{-\frac{1}{2}}\), then we have

\[
\frac{1}{T} \sum_{i=1}^{T-1} G(z_i) \leq \frac{\Delta}{\eta T} + \frac{3D\sqrt{C}}{T^2} + \frac{4LD^2 + DL}{T^2} + \frac{\ln(T)DLD\beta}{2T} + \frac{\ln(T)\sqrt{C}D}{T^2}.
\]

(89)

Since \(a = \frac{2}{3}\) and \(C = \frac{24L^2D^2 + 3L^2 + 2L^2}{2 - 2 - a} = O(d)\), we have

\[
E[\mathcal{G}(z)] = \frac{1}{T} \sum_{i=1}^{T} G(z_i) \leq O\left( \frac{\sqrt{d}}{T^\frac{1}{4}} \right) + O\left( \frac{\sqrt{d} \ln(T)}{T^\frac{1}{2}} \right),
\]

(90)

where \(z_\xi\) is chosen uniformly randomly from \(\{z_i\}_{i=0}^{T-1}\). \(\square\)

A.3. Application: black-box adversarial attack

Details of pre-trained models. In the experiment, we use the pre-trained DNN models on MNIST and CIFAR10 datasets as the target black-box models. For MNIST dataset, we attack a pre-trained 4-layer CNN: 2 convolutional layers followed by 2 fully-connected layers with ReLU activation and max-pooling applied after the convolutional layers, which can achieve 99.16% test accuracy on natural examples. For CIFAR10 dataset, we attack a pre-trained ResNet18 model (He et al., 2016), which can achieve 93.07% test accuracy on natural examples.

Parameter setting of the SAP problem. In the SAP experiment, we choose \(\varepsilon = 0.3\) for MNIST dataset and \(\varepsilon = 0.1\) for CIFAR10 dataset. For fair comparison, we choose step size \(\eta = 1/\sqrt{T}\) and the smoothing parameter \(\delta = \mu = 0.01\) for both FW-Black algorithm and Acc-ZO-FW algorithm. We set the number of samples of random gradient estimators to be \(d\) in FW-Black, where \(d = 28 \times 28\) and \(d = 3 \times 32 \times 32\) for MNIST and CIFAR10. We set \(\alpha_t = \frac{1}{t+1}\), \(\theta_t = \frac{1}{(t+1)(t+2)}\) and \(\gamma_t = 2(1 + \theta_t)\eta_t\) in Acc-ZO-FW as our theory suggested. The total iteration \(T\) is set to be 1000 for both datasets. For
The convergence of test loss. Figure 7 shows that the convergence of test loss against iterations and queries, which is values of the showed adversarial perturbations are normalized to $[0, 1]$. Generated adversarial examples of the UAP problem. Figure 5 and Figure 6 displays the original images, universal analogous to those of train loss.

Parameter setting of the UAP problem. In the UAP experiment, we choose $\varepsilon = 0.3$ for both MNIST dataset and CIFAR10 dataset. For fair comparison, we choose the mini-batch size $b = 20$ for all stochastic zeroth-order methods, the number of samples of random gradient estimators is 1 in both our accelerated algorithms and the existing algorithms. We choose step size $\eta = 1/\sqrt{T}$ in ZSCG and Acc-SZOFW, $\eta = T^{-\frac{d}{2}}$ in ZO-SFW and $\eta = T^{-\frac{d}{2}}$ in Acc-SZOFW* as their theories suggested, respectively. We set $b_2 = q = 20$, $b_1 = 300$, $\alpha_t = \frac{1}{t+1}$, $\theta_t = \frac{1}{(t+1)(t+2)}$, $\gamma_t = (1 + \theta_t)\eta_t$, $\mu = d^{-\frac{1}{2}}T^{-\frac{d}{2}}$ and $\beta = d^{-1}T^{-\frac{d}{2}}$ in Acc-SZOFW as our theory suggested. We set $\alpha_t = \frac{1}{t+1}$, $\theta_t = \frac{1}{(t+1)(t+2)}$, $\gamma_t = 6(1 + \theta_t)\eta_t$, $\mu = d^{-\frac{1}{2}}T^{-\frac{d}{2}}$ and $\beta = d^{-1}T^{-\frac{d}{2}}$ in Acc-SZOFW* as our theory suggested. The total iteration $T$ is set to be 1000 for MNIST and 5000 for CIFAR10. For both datasets, we randomly choose 300 images correctly classified by their corresponding pre-trained models from the same class, so $n = 300$ in the problem 9 and we run all the stochastic zeroth-order algorithms once.

Generated adversarial examples of the SAP problem. Figure 4 displays the original images, single adversarial perturbations and adversarial images generated by the Acc-ZO-FW algorithm. The pixel values of the showed adversarial perturbations are normalized to $[0, 1]$ and adversarial images generated by our proposed accelerated zeroth-order algorithms. The pixel values of the showed adversarial perturbations are normalized to $[0, 1]$ by min-max normalization, respectively.

Generated adversarial examples of the UAP problem. Figure 5 and Figure 6 displays the original images, universal adversarial perturbations and adversarial images generated by our proposed accelerated zeroth-order algorithms. The pixel values of the showed adversarial perturbations are normalized to $[0, 1]$ by min-max normalization, respectively.

A.4. Application: robust black-box binary classification

Parameter setting of the robust black-box classification problem. For all datasets, we set $\sigma = 10$ and $\theta = 10$. For fair comparison, we choose the mini-batch size $b = 100$ for all stochastic zeroth-order methods, the number of samples of random gradient estimators is 1 in both our accelerated algorithms and the existing algorithms. We choose step size $\eta = 1/\sqrt{T}$ in ZSCG and Acc-SZOFW, $\eta = T^{-\frac{d}{2}}$ in ZO-SFW and $\eta = T^{-\frac{d}{2}}$ in Acc-SZOFW* as their theories suggested, respectively. We set $b_2 = q = 100$, $b_1 = 10000$, $\alpha_t = \frac{1}{t+1}$, $\theta_t = \frac{1}{(t+1)(t+2)}$, $\gamma_t = (1 + \theta_t)\eta_t$, $\mu = d^{-\frac{1}{2}}T^{-\frac{d}{2}}$ and $\beta = d^{-1}T^{-\frac{d}{2}}$ in Acc-SZOFW as our theory suggested. We set $\alpha_t = \frac{1}{t+1}$, $\theta_t = \frac{1}{(t+1)(t+2)}$, $\gamma_t = 6(1 + \theta_t)\eta_t$, $\mu = d^{-\frac{1}{2}}T^{-\frac{d}{2}}$ and $\beta = d^{-1}T^{-\frac{d}{2}}$ in Acc-SZOFW* as our theory suggested. The total iteration $T$ is set to be 1000000 and we run all the stochastic zeroth-order algorithms once.

The convergence of test loss. Figure 7 shows that the convergence of test loss against iterations and queries, which is analogous to those of train loss.
Figure 4. Generated adversarial examples on MNIST (class '1') and CIFAR10 (class 'dog') for the SAP problem. In each dataset, the first column represents the original images, the second column represents the single adversarial perturbations, the third column represents the adversarial images. The model predictions of these images are showed above each image.
Figure 5. Generated adversarial examples on MNIST (class ‘1’) for the UAP problem. In each sub-figure, the first row represents the original images, the second row represents the universal adversarial perturbations, the third row represents the adversarial images. The model predictions of these images are showed above each image.
Figure 6. Generated adversarial examples on CIFAR10 (class 'dog') for the UAP problem. In each sub-figure, the first row represents the original images, the second row represents the universal adversarial perturbations, the third row represents the adversarial images. The model predictions of these images are showed above each image.
Figure 7. Comparison of six algorithms for robust black-box binary classification. Above: the convergence of test loss against iterations. Below: the convergence of test loss against queries.