Skillful prediction of winter Arctic Oscillation from previous summer in a linear empirical model
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Abstract The winter Arctic Oscillation (WAO), as a primary atmospheric variability mode in the Northern Hemisphere, plays a key role in influencing mid-high-latitude climate variations. However, current dynamical seasonal forecasting systems have limited skills in predicting WAO with lead time longer than two months. In this study, we design a linear empirical model using two effective precursors from anomalies of the Arctic sea ice concentration (SIC) and the tropical sea surface temperature (SST) initiated in preceding late summer (August) which are both significantly correlated with WAO in recent four decades. This model can provide a skillful prediction of WAO at about half-year lead started from previous summer and perform much better than the dynamical models. Such a significantly prolonged lead time is owed to the stable precursor signals extracted from the SIC and SST anomalies over specific areas, which can persist from previous August and be further enhanced through autumn months. Validation results show that this model can produce a 20-year independent-validated prediction skill of 0.45 for 1999–2018 and a 39-year cross-validated skill of 0.67 for 1980–2018, providing a potentially effective tool for earlier predictions of winter climate variations at mid-high latitudes.
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1. Introduction

The winter Arctic Oscillation (denoted as WAO) has been well known as a primary atmospheric variability mode in the Northern Hemisphere (NH, Thompson and Wallace, 1998, 2000; Wallace, 2000) and plays a key role in affecting weather events and climate variations at mid-high latitudes (e.g., Thompson and Wallace, 2001; Zuo et al., 2015 and their review). Previous studies have focused on the features, mechanisms, and impacts of WAO in recent two decades. The WAO prediction, as the heart of mid-high-latitude predictions, is of a great importance but a challenging issue to the operational weather forecast and climate prediction due to highly chaotic and stormy atmospheric activity (Cohen et al., 2002). However, the WAO prediction has been paid little attention in the past researches. This contrasts with its counterpart, the North Atlantic Oscillation (NAO), which got a substantial improvement in understanding its predictability and harvesting prediction skill based on statistical and dynamical models (cf., Wang et al., 2017 and references therein). This situation might be due to the much shorter research history of WAO (~20 years) as compared with NAO (~100 years) in spite of an increased number of studies on the WAO-related dynamics (Walker and Bliss, 1932; Ambaum et
al., 2001).

Previous studies showed statistically significant skill for WAO prediction based on atmospheric and coupled climate models, with a useful skill (superior to persistence forecast skill or with temporal correlation coefficient exceeding specific thresholds) at a lead up to 2 months (Derome et al., 2005; Riddle et al., 2013; Kang et al., 2014; Sun and Ahn, 2015; Kim and Ahn, 2015; Zuo et al., 2016) and slightly longer lead time by multi-model ensemble (MME) mean (L’Heureux et al., 2017). Some current operational seasonal forecasting systems have considerable skills in predicting WAO initiated in November-December but limited skill at a longer lead time than two months (e.g., MacLachlan et al., 2015; Ren et al., 2017), as also clearly shown in Figure 1. Although the spatial pattern of WAO can be reasonably reproduced by almost all of the CMIP3 and CMIP5 models, its magnitude, location and variability are simulated unsatisfactorily in these models (e.g., Miller et al., 2006; Zuo et al., 2013).

Variability of WAO has been considered to be primarily due to internal atmospheric dynamics and feedbacks, making a big challenge for its prediction beyond a few weeks (Feldstein, 2000; Robinson, 2000; Lorenz and Hartmann, 2003; Zhang et al., 2012). But some studies have suggested that a portion of the WAO variability may also be driven by external factors that operate on longer timescales, permitting some predictability of WAO at leads of one month or more. For example, WAO has linkages with the previous anomalies of the Arctic sea ice concentration (SIC) (Cohen et al., 2014; Yang et al., 2016) and tropical sea surface temperature (SST) (e.g., Greatbatch et al., 2003; Kang and Lee, 2017). Motivated from some previous research on the linear empirical models (LEMs) for predicting NAO and other climate phenomena (e.g., Wang et al., 2015; Wang et al., 2017; Ren et al., 2019), this study develops a LEM using effective precursors that can affect WAO from prior summer. The new LEM aims to make skillful WAO predictions at a prolonged lead time for performing better than the current operational dynamical models.

2. Data and methods

In this study, we use the 40-year (1979–2018) European Center for Medium-Range Weather Forecasts (ECMWF) Reanalysis-Interim data (ERA-Interim) for the 1.5°×1.5° latitude-longitude gridded atmospheric variables at constant pressure levels including monthly sea level pressure (SLP), surface air temperature, SST, and precipitation (Dee et al., 2011). Monthly SST from the Extended Reconstructed Sea Surface Temperature version 5 (ERSSTv5, Huang et al., 2017) and precipitation from the Global Precipitation Climatology Project (GPCP) dataset (Adler et al., 2003) are used to guarantee robustness of results. To analyze variability of the Arctic sea ice, the monthly 25 km×25 km polar stereographic gridded SIC dataset developed by the National Aeronautics and Space Administration (NASA) team is adopted (Cavalieri and Zwally, 1996). For illustrating prediction skill of current climate models, hindcast datasets of three operational coupled dynamical seasonal forecasting systems with a common period from 1983 to 2016 are used, viz. NCEP-CFSv2, ECMWF-System4, and BCC-CSM1.1m.

In this study, the boreal winter (January-March; JFM) is focused on as this period is often recognized as the WAO active season (Thompson and Wallace, 2000). The WAO spatial pattern is typically manifested by the seesaw between the Arctic and mid-latitude pressure anomalies and often defined as the first Empirical Orthogonal Function (EOF) of monthly SLP in the extratropical NH (Appendix Figure S1, https://link.springer.com). In this study, the WAO index are directly obtained from the Climate Prediction Center (CPC) website at https://www.cpc.ncep.noaa.gov/products/precip/CWlink/daily_ao_index/ao.shtml. For prediction skill analysis of the dynamical models, the principal component (PC) based WAO index is employed. Specifically, the observational WAO index is calculated as the first PC of extratropical SLP. The model predicted WAO index is obtained by projecting the predicted monthly SLP anomalies onto the observed WAO patterns and normalized by the ensemble mean standard deviation for each model. This ensures the index represents the canonical AO. The prediction skill is then defined as the temporal correlation coefficient (TCC) between the predicted and observational WAO indices. The root mean square error (RMSE) is also used to validate the prediction skill results.

For the WAO prediction, we construct a LEM using the multi-variate linear regression technique (MLR). Both the take-one-year-out cross-validation and the 20-year forward-rolling independent validation (Ren et al., 2017) are used to validate the newly constructed LEM.

3. Identifying predictors of WAO

Figure 1 presents dynamical prediction skills of the JFM-mean WAO indices in the three selected operational forecasting systems. The TCC skills generally feature a rapid decline with lead time increasing and become statistically insignificant at longer leads than two months when initiated in October and earlier. The RMSE on average shows increase with lead time for both NCEP-CFSv2A and BCC-CSM1.1m. There are not useful skills from the models initiated in summer (August) in spite of a somehow occasional skill recovery in September. These results clearly indicate limitation of current dynamical models on the long-lead prediction of WAO, though some models have significant
prediction skills at 1–2-month leads. The conclusion also holds for their multi-model ensemble mean that does not have the highest skill at most lead time.

Is it possible to skillfully predict WAO from previous summertime? An alternative way is to establish a LEM, which may overcome the limitation of the dynamical models in the WAO prediction at long leads. To build up such a LEM, the most important thing is to determine eligible predictors for predicting WAO based on our understanding of the physical processes that link potential precursors and WAO. Here, the two candidates, SIC and SST, are considered. It is well known that the SIC variability usually becomes stronger and more active from August to November and there is a quite good covariation between the autumn SIC variability and following winter circulation anomalies (Cohen et al., 2013; García-Serrano and Frankignoul, 2014; Barnes and Screen, 2015). Also, it is known that the tropical SST anomalies, partly associated with El Niño-South Oscillation (ENSO), may affect WAO (Dunstone et al., 2016; Yu and Lin, 2016; Dai and Tan, 2017; L’Heureux et al., 2017).

In Figure 2, the relationships between WAO and previous summer SIC/SST variations are identified through lagged correlation analysis. Note, the linear trend of SIC/SST anomalies has been removed before correlation analysis. As shown in Figure 2a, significant positive correlations between the August SIC anomalies and WAO index are found over the Barents–Kara Sea and Chukchi Sea, and negative correlations are over the East Siberian Sea. These significant correlations can persist well and be further enhanced from late summer through autumn months (Appendix Figure S2). This suggests that the SIC anomaly pattern in Figure 2a favors the positive phase of WAO in the following winter, implying that the August SIC could be a useful predictor for WAO. Based on this analysis, we can define an August SIC anomaly index ($\text{SIC}_{\text{Aug}}$) as the SIC anomalies averaged over $(30^\circ\text{E}–100^\circ\text{E}, 75^\circ\text{N}–85^\circ\text{N})$ and $(180^\circ–150^\circ\text{W}, 70^\circ\text{N}–80^\circ\text{N})$. The $\text{SIC}_{\text{Aug}}$ has a good self-persistence for a few months (Appendix Figure S3) and significant correlations with the WAO index (Table 1), showing a good implication for predicting WAO.

We then identify the other precursor of WAO from tropical SST anomalies. As seen in Figure 2b, the WAO index has significant negative correlations with the August SST anomalies located over the tropical eastern Pacific which have a good persistence in the subsequent autumn (Appendix Figure S4). This indicates the negative SST anomalies over
The traditional ENSO region corresponds to the positive WAO phase. To quantify variation of the SST in this region, we define an August SST anomaly index (SSTAug) as the SST anomalies averaged over (180°–90°W, 6°S–6°N). Significant correlations in Table 1 suggest that the August tropical eastern Pacific SST anomalies could be a good predictor for WAO. Moreover, significantly negative correlations appear in the Arctic ocean where the SIC has significant anomaly signals, implying a local intrinsic linkage between the SIC

Table 1 Correlations of the August predictors with the following monthly AO indices in winter

|       | Dec | Jan  | Feb  | Mar  | JFM  |
|-------|-----|------|------|------|------|
| R(AO, SICAug) | 0.14 | **0.46** | **0.43** | 0.36* | **0.55** |
| R(AO, SSTAug)  | 0.05 | −0.21 | −0.39* | −0.23 | −0.37* |

a) Values with a statistical significance at the 95% and 99% confidence level of the Student’s t-test are highlighted as bold with one and two asterisks, respectively.

Figure 2 Correlations between the JFM-mean WAO index and the August anomalies of (a) SIC and (b) SST, respectively. The black-outlined boxes in denote key regions for (a) SIC and (b) SST indices. (c) Time series of the standardized JFM-mean WAO index and its two precursors in August, where the correlations between the precursors and WAO index are also given, and the black contours in (a) and (b) indicate the regions that are significant at the 95% confidence level.
and SST anomalies. To further illustrate their relationships, the standardized indices of the WAO, \( \text{SIC}_{\text{Aug}} \) and \( \text{SST}_{\text{Aug}} \) are displayed in Figure 2c. The two predictor indices in August consistently fluctuate with the WAO index during the 39 years. The WAO index has a significant positive correlation (0.55) with the \( \text{SIC}_{\text{Aug}} \) and a significant negative one (−0.37) with the \( \text{SST}_{\text{Aug}} \), indicating that the both predictors could bring predictability to the LEM.

Impacts of the summer SIC and SST anomalies on winter atmospheric circulation can be further revealed by examining correlations between the \( \text{SIC}_{\text{Aug}}/\text{SST}_{\text{Aug}} \) indices and JFM-mean SLP anomalies. As seen in Figure 3a, the correlation pattern of the \( \text{SIC}_{\text{Aug}} \) with winter SLP shows negative values in the Arctic region and positive values in mid-latitude region, projecting onto the WAO pattern but with significant correlations in the Atlantic-Eurasian sector. Meanwhile, the correlation pattern between the \( \text{SST}_{\text{Aug}} \) and winter SLP shows positive values in the Arctic region and negative values at mid-latitudes, projecting onto the WAO pattern but with significant correlations in the Pacific-North Atlantic sector, as shown in Figure 3b. These two correlation patterns clearly suggest that the positive \( \text{SIC}_{\text{Aug}} \) together with negative \( \text{SST}_{\text{Aug}} \) would favor the positive phase of WAO pattern by combining their individually complementary impact patterns in the Atlantic-Eurasian sector and the Pacific-North Atlantic sector.

The mechanisms through which the summer SIC/SST anomalies affecting WAO is generally discussed here. It has been previously revealed that the SIC anomaly over the Barents-Kara Sea in November could alter thermal structure of the lower troposphere, which then induce the meridional shift of the mid-latitude jet through either horizontal planetary wave propagation or the stratosphere-troposphere interaction, resulting in the AO-like atmospheric circulation anomaly (e.g., Wu and Smith, 2016; Yang et al., 2016). This is also confirmed here by the relatively high positive correlation between the WAO index and the November SIC anomalies which are initiated from August and persistently grow up through autumn (Appendix Figure S2). Therefore, the key is that the initial SIC signals occurred in August persist through autumn and further activate the feedback of sea ice onto atmosphere then affecting circulation anomalies which can project onto the WAO pattern in winter months (e.g., Dai et al., 2019) (Appendix Figure S5).

The ENSO-like SST anomalies in the tropical Pacific have long been believed to play an important role in affecting the mid-high-latitude winter climate including WAO through the Rossby wave propagation excited by tropical forcing (c.f., Butler et al., 2014; Scaife et al., 2017). Actually, the signals of August SST anomalies in the tropical Eastern Pacific can well persist into the early winter (Appendix Figure S4), which can further induce atmospheric heating/cooling that excites a specific extratropical teleconnection pattern through the Rossby wave train with one anomaly center in the Arctic and two other opposite-sign centers over the North Pacific and North Atlantic, respectively. Such a pattern can project onto the WAO-like circulation pattern during JFM, which is significantly visible in each month of JFM (Appendix Figure S6).

4. Validations of the empirical prediction model

We construct the LEM using the two complementary predictors (the \( \text{SIC}_{\text{Aug}} \) and \( \text{SST}_{\text{Aug}} \)) which are weakly correlated with each other (\( r = -0.006 \)),

---

Figure 3  Correlation maps of the SIC (a) and SST (b) indices in August with the following JFM-mean SLP anomaly fields, respectively, where the black contours indicate the regions that are significant at the 95% confidence level.
\[ \text{AO}_{\text{JFM}} = \beta_0 + \beta_1 \text{SIC}_{\text{Aug}} + \beta_2 \text{SST}_{\text{Aug}} + \epsilon, \]

where \(\beta_0, \beta_1, \beta_2\) are regression parameters to be estimated, and \(\epsilon\) represents noise.

Both of the predictors are physically linked with and significantly correlated to WAO using all the 39-year data (Table 1). To estimate the practical predictability of WAO, we further use the multi-variate linear regression (MLR) prediction equation to conduct both the take-one-year-out cross-validation and forward-rolling independent validation for the WAO prediction skill with the two selected predictors. For the take-one-year-out cross-validation, each time a 38-year segment is used to train the prediction model and then get the prediction of the remaining year. For the forward-rolling independent validation, we train the prediction model using the first \(N\) years to get the prediction in the year of \(N+1\). Here \(N\) represents the number of sample years. The independent validation allows continually accumulated historical samples be more and more utilized into training the MLR equations which are expected to provide higher accuracy without any information after initial time used in prediction.

Figure 4 shows the validated predictions of the WAO index as compared with the observation. The hindcast time series is highly correlated with the observed one and their correlation skill reaches 0.67. The predicted WAO index from the take-one-year-out cross validation is quite close to the observation with a significant correlation skill (0.6). For the independent validation, the LEM also presents a satisfactory performance and has a relative high prediction skill (0.45). Overall, such a LEM has a high capability of the WAO prediction though it misses some extreme WAO events, which is a common deficiency in empirical models. By quantifying the contributions of individual predictors (Wang et al., 2017), we found that the SIC anomaly index contributes more predictability to the prediction of WAO than the SST anomaly index. The percentage of WAO explained by the former reaches 30% while that explained by both of the predictors is about 45%.

As an independent predictor with a relatively lower contribution, the SST anomaly index still adds a supplementary skill to the WAO prediction, which have missed by the SIC index alone.

Since these LEMs can provide AO predictions up to 5 months, we next assess the prediction skills for the JFM-mean AO index initialized from different months. Figure 5 shows WAO predictions at 1–5-month lead initialized from December, November, October, September, August, respectively. It is seen that the TCC scores stay at a stable but significant level for leads longer that two months, compared with those of the dynamical predictions as shown in Figure 1. The prediction skill is also confirmed by the RMSE results. Therefore, the LEM has a quite significant prediction skill in predicting the WAO index at almost half-year lead started from the previous summer. Note that the skills are not evidently increased with lead time shortened. It is presumably because the correlations between the WAO index and its two precursors become relatively weaker in November-December than prior months (Figures 2 and 4), whose mechanisms need further studies. One possibility is that planetary waves induced from active SIC anomalies propagate upward into the stratosphere before November and accumulated large-scale circulation anomalies propagate downwards into the troposphere making a WAO-like response in JFM (e.g., Cohen et al., 2014). Furthermore, the Chukchi sea ice variability becomes much weaker in November and December, but meanwhile, atmospheric variability is stronger there. Both of them may explain why the precursor in November-December does not have higher correlations with and prediction skills to WAO.

Given prominent impacts of WAO on climate variations at mid-high latitudes in the NH, the LEM can also be applied to the prediction of winter surface air temperature (\(T_{2m}\)) and precipitation at lead time longer than two months through using the model at each grid point. The predictions of \(T_{2m}\) and precipitation is computed via multiplying the predicted WAO index by the regression value of \(T_{2m}\) and precipitation onto the WAO index in observation. As seen in Figure 6, prediction skills of the hindcast and cross validation are significantly high for surface air temperature over the Eurasian and eastern North American areas, and for precipitation with a much-reduced area over the high-latitude Eurasia. All these areas are where WAO prominently impacts (Thompson and Wallace, 2001). Therefore, the LEM is capable to provide skillful predictions of winter surface climate over many areas of the extratropical NH at lead up to previous August. Indeed, more precursors will be needed to further improve these prediction skills.

5. Summary and discussions

The WAO prediction is at the heart of the mid-high-latitude climate prediction but usually loses its skills quickly in the dynamical seasonal forecasting systems with lead time longer than two months. Here, we show that the summer Arctic SIC anomalies contribute primarily to the predictability of WAO through sea ice-atmosphere interactions. The tropical Pacific SST anomalies contribute secondarily to the predictability through a tropic-Arctic teleconnection. Together, the two predictors make the possibility that WAO can be skillfully predicted with lead times longer than two months, even up to half a year. Therefore, the LEM for predicting the WAO index has been built up based on these two primary predictors initiated from previous August through subsequent autumn. Validation results showed that this model can produce a 20-year independent-validated prediction skill of 0.45 for 1999–2018 and a 39-year cross-vali-
dated skill of 0.67 for 1980–2018. This study provides an effective tool for better predicting WAO and its impacted winter climate variations at mid-high latitudes.

Although as suggested by previous studies, several dynamical seasonal forecasting systems have exhibited valuable prediction skills (higher than the persistence prediction based on observation) (Riddle et al., 2013; Kang et al., 2014; Sun and Ahn, 2015), their prediction skills are limited within two months. The main reason may presumably be due to the limited performance of the current climate system models in representing complex interactions between the polar sea ice and atmospheric circulation. It is also a possibility that the teleconnections and remote effects of the tropical forcing on the Arctic atmospheric variations are not yet well represented in current prediction models. Both of the two aspects need to be studied further.

Moreover, detailed physical mechanisms how the Arctic SIC and tropical Pacific SST anomalies can influence a delayed WAO variability still remain as an open question. Such long-lead relationships were also suggested by Dunstone et al. (2016) who, based on multivariate regression/correlation analyses, showed that ENSO and stratospheric
Figure 5  Prediction skills of the JFM-mean WAO index measured by (a) the temporal correlation coefficient and (b) the root mean square error initiated from December to August based on the LEMs using both the SIC and SST precursors.

Figure 6  Prediction TCC skills of the winter JFM-mean (a) surface air temperature and (c) precipitation for hindcast initiated from August. (b) and (d) are same as in (a), (c) but for the prediction skill with one year taken out. The black contours indicate the regions that are significant at the 95% confidence level.
polar vortex can account for the winter NAO skill up to ~13 months. However, the physical processes through which these first winter predictors affecting the second winter NAO still lack understanding. The effectiveness of our LEM may help explore the mechanisms on how the following summer boundary condition affects the second winter NAO or WAO.
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