Can Combined Electrostatic and Polarization Effects Alone Explain the F⋯F Negative-Negative Bonding in Simple Fluoro-Substituted Benzene Derivatives? A First-Principles Perspective
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Abstract: The divergence of fluorine-based systems and significance of their nascent non-covalent chemistry in molecular assemblies are presented in a brief review of the field. Emphasis has been placed to show that type-I and -II halogen-centered F⋯F long-ranged intermolecular distances viable between the entirely negative fluorine atoms in some fluoro-substituted dimers of C6H6 can be regarded as the consequence of significant non-covalent attractive interactions. Such attractive interactions observed in the solid-state structures of C6F6 and other similar fluorine-substituted aromatic compounds have frequently been underappreciated. While these are often ascribed to crystal packing effects, we show using first-principles level calculations that these are much more fundamental in nature. The stability and reliability of these interactions are supported by their negative binding energies that emerge from a supermolecular procedure using MP2 (second-order Møller-Plesset perturbation theory), and from the Symmetry Adapted Perturbation Theory, in which the latter does not determine the interaction energy by computing the total energy of the monomers or dimer. Quantum Theory of Atoms in Molecules and Reduced Density Gradient Non-Covalent Index charge-density-based approaches confirm the F⋯F contacts are a consequence of attraction by their unified bond path (and bond critical point) and isosurface charge density topologies, respectively. These interactions can be explained neither by the so-called molecular electrostatic surface potential (MESP) model approach that often demonstrates attraction between sites of opposite electrostatic surface potential by means of Coulomb’s law of electrostatics, nor purely by the effect of electrostatic polarization. We provide evidence against the standalone use of this approach and the overlooking of other approaches, as the former does not allow for the calculation of the electrostatic potential on the surfaces of the overlapping atoms on the monomers as in the equilibrium geometry of a complex. This study thus provides unequivocal evidence of the limitation of the MESP approach for its use in gaining insight into the nature of reactivity of overlapped interacting atoms and the intermolecular interactions involved.
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1. Introduction

Fluorine, the first member of the halogen family, has an exceptionally interesting, almost magical, chemistry. Some models of Big Bang nucleosynthesis suggest very high baryon density regions were formed in the early Universe [1]. This generated the production of heavy elements other than lithium, such as F, which have therefore been present from the time of the Dark Age. Species, such as HF (hydrogen fluoride), affect the enhancement of the emission line intensity from proto-objects and could produce spectral-spatial fluctuations [1].

Fluorine has been used innovatively, sometimes spectacularly, in molecular design and in controlling the chemistry of the resulting materials. The importance of fluorine in natural surfactants is currently of great interest. The research focuses on two main application areas: (i) fluorous oil-in-water emulsions and gas microbubbles for biomedical imaging and drug delivery, and (ii) coating and functionalization of solid fluorinated surfaces [2]. The widespread application of fluorine in drug design benefits from its distinctive properties because it can positively modulate several pharmacokinetics properties, inter alia, lipophilicity, electrophilicity, metabolic stability, and chemical stability [3]. These attributes are of significant interest to medicinal chemists due to their possible application in anticancer, antimicrobial, anti-inflammatory and antiviral activity. This is understandably due to the fact that the judicious introduction of fluorine into molecules could productively influence conformation, pK_a, intrinsic potency, membrane permeability, metabolic pathways, and pharmacokinetic properties of drugs [4]. The wide ranging applications of fluorine in drug design can be a strong stimulus for the development of new synthetic methodologies, thereby allowing more facile access to a wide range of fluorinated compounds [4].

Fluorine has been used in the preparation of numerous organic compounds including materials such as Teflon that are temperature-resistant. Its use in the production of cooling fluids, pharmacological products, aerosol products (e.g., freon) and toothpastes, among others, is impressive. Equally impressive is its importance in improving the bioavailability, and even the efficacy, of drug molecules. Zhang et al. [5] have found a beneficial site for fluorination in inhibitors targeting methionyl-tRNA synthetase of Trypanosoma brucei; incorporation of 5-fluorimidazo[4-b]pyridine into inhibitors leads to central nervous system bioavailability and maintained or even improved efficacy.

By using a model system of fluorine-passivated silicon nanocrystals (SiNCs) in the framework of density functional theory, Ma et al. [6] demonstrated that the effect of surface chemistry on both the excitation energy and emission energy of a SiNC becomes more significant as F coverage at the nanocrystal surface increases. On changing the size of a SiNC from 1.7 to 1.4 nm in both the ground state and the excited state, high F coverage (>50%) increasingly enables the effect of surface chemistry to prevail over that of quantum confinement. For a very small sized SiNC (<1.4 nm) in the ground state, the quantum confinement effect is dominant regardless of the nature of F coverage. In the excited state of the SiNC, F coverage helps to confine excitons inside the very small SiNC. It was found that medium F coverage leads to enhanced radiative recombination for SiNCs, whereas 100% F coverage weakens the radiative recombination of SiNCs.

Despite its importance in many areas of chemistry, it has been said that very few people will use elemental fluorine other than at near-gunpoint, and some of the other classic reagents are still quite unfriendly, tending to leave cursing chemists swearing never to touch them again [7].

By contrast, Menaa and coworkers have suggested that fluorohydrocarbons can serve as a molecular tag for a variety of applications in medicinal chemistry and oncology, including screening, imaging and analytical characterization [8]. The C–F bond in fluorine-substituted molecules is more stable than a typical fluorescent dye, less toxic than fluorine radioisotopes, and less harmful than radio-waves. In their review [8], these authors have discussed the major physical-chemical properties of C–F bond, and its applications in fluorocarbons, as well as the state-of-art imaging technologies that use fluorine for clinical and research and development and for oncology purposes (e.g., drug design, drug discovery, drug delivery and molecular imaging).
Much exciting chemistry has appeared on the reactivity of fluorine through the study of diverse fluorine-substituted molecules. For instance, decades ago it was believed that fluorine in molecules is always negative. It was also believed that fluorine in molecules hardly acts as a hydrogen bond acceptor, despite it being highly electronegative compared to the other members of the halogen family. Some have purported to show that fluorine is not polarizable and that it is not dispersive. By contrast, there have been several studies that report that fluorine in molecules can be a good hydrogen bond acceptor; that it is both polarizable and dispersive, despite it being tiny; this means it is not necessarily negative when incorporated in molecules. This is perhaps not unrealistic given that the charge density distribution on fluorine in an R–F molecule is actually controlled by the fragment/group/atom R to which it is covalently bonded. For instance, the fluorine atom in F2, FCN, and FCCCN is not entirely negative. In these systems, it conceives two regions on its surface that are dissimilar in the distribution of electron density: one, axial, is along the outermost extension of the R–F covalent σ-bond and the other, equatorial, is around the lateral portion of the R–F covalent σ-bond. Because the latter portions of fluorine in molecules are equipped with lone-pair electron densities, these are generally negative, yet more negative than the axial site. In essence, the axial site can be negative or positive depending on the electron-withdrawing and polarizing capacity of R. The same is applicable to the equatorial sites, although the former occasion is by far more evident in molecules.

The anisotropic distribution of charge density on the surface of the bonded halogen in molecules has led to the development of the concept of the “σ-hole” theory. A σ-hole on a halogen atom X along the outermost extension of a R–X covalent bond can be positive, negative, or even neutral [9–14]. Its nature and strength are generally judged by the local (surface) maximum of electrostatic surface potential, $V_{s,max}$, along the outer extension of the R–X bond; this is generally calculated on the 0.0010 a.u. isodensity surface of the molecule [14]; there are other views that recommend using higher isodensity for mapping of the potential to avoid misleading conclusions to be drawn on a novel system. In either case, if $V_{s,max} < 0$, the σ-hole bears a negative electrostatic potential, and is referred to as a negative σ-hole; if $V_{s,max} > 0$, it bears a positive electrostatic potential. The latter attribute (which is what has been found in most of the halogenated hydrocarbon compounds with X = Cl, Br and I), in fact, has led to the belief that a σ-hole is always positive (although this is misleading!); and, if there is no local maximum of electrostatic potential ($V_{s,max} = 0$) on the surface of the halogen along the R–X bond extension, then the σ-hole could be regarded as neutral, meaning there is no σ-hole.

Is a σ-hole understandable using molecular orbital theory? The answer is “yes”. The term “σ-hole” has originally referred to the electron-deficient outer lobe of a half-filled orbital of predominantly p character involved in forming a covalent bond [15,16]. For instance, the electronic configuration of Cl is [Ne] 3s2 3p5. When this atom replaces a hydrogen atom in CH4, the resulting compound would be H3C–Cl. In this, the Cl atom shares the pσ orbital electron density with the C atom to form the C–Cl covalent bond. Although the –CH3 group is weakly electron-withdrawing, it can still pull towards it the electron density of the pσ orbital of the Cl atom in H3C–Cl, leaving an electron-deficient region on the outermost extension of the C–Cl covalent bond. Since this deficient region is along the outer extension of the C–Cl covalent σ-bond, it could be termed a “σ-hole”. However, when the electron deficiency on the covalently bound atom in molecules is sufficiently large, a region of positive electrostatic potential results, which can interact attractively (non-covalently) with a negative site [14].

It was shown in several occasions that the strength of the inter- or intramolecular interaction does correlate with the magnitudes of the positive and negative electrostatic potentials of the σ-hole and the negative site (such as N in NH3) [13], although this is not always true. Positive σ-holes can also be found on covalently bonded Group IV-VI atoms and can interact electrostatically with a negative site.

Numerous reports have discussed σ-hole-centered halogen bonding; however, there has been disagreement about its underlying concept. As indicated above, some believe a σ-hole is always positive. For instance, Bauzá and coworkers view a σ-hole as a region of positive electrostatic potential in an unpopulated σ* orbital, which is thus capable of interacting with some electron dense region [17]. However, as delineated above, the nature of the σ-hole on X in R–X molecule can be positive, negative or
absent, but its strength depends on the electron-withdrawing capacity of R, as well as the polarizing capability and electronegativity of X. Note that the character of the σ-hole can be s-, p-, or d-type depending on the nature of the valence orbital and of the atom involved in the formation of a covalent bond. For example, the σ-hole on the H atom in a H₂ molecule comprises s-character, whereas that of H₂C–X (X = Cl, Br, I) is of π-character. It has been recognized that larger the electron deficiency on the atom X in a molecule, the greater the strength of the σ-hole on it, and hence the greater its ability to form a non-covalent interaction with a negative site. For instance, the electron deficiency on atom X in the halobenzenes, F₅C₆X, is in the order Cl > Br > I; hence the strength of the positive σ-hole on X is in the order σπ (Cl) < σπ (Br) < σπ (I), in inverse order to the polarizability of X. This ordering in the strength of the σ-hole might explain why F₅C₆I compared to F₅C₆Br and F₅C₆Cl forms relatively stronger non-covalent bond with a negative site. However, as indicated already above, this is not always the case, since the surrounding species, as well as the deviation of the location of the σ-hole from the covalent bond axis, impacts the strength of the σ-hole interaction with the negative site.

Further details can be gleaned from a recent study of Politzer and coworkers [18].

We note that Kawai and coworkers [19] advance several ideas on fluorine-centered in-plane F···F type-I and type-II non-covalent bonding formed by 1,2-bis[2,3,5,6-tetrafluoro-4-[(2,3,4,5,6-pentafluoro-phenyl)ethynyl]phenyl]ethyne (BPEPE-F18); this was observed using high resolution atomic force microscopy. The study has rapidly attracted considerable attention because it displayed attraction between negative sites centered on the axial and equatorial sites on F, leading to unusual bonding topologies that might be useful for the design of ordered supramolecular architectures on a metal surface. Interactions of this type, in fact, are not just limited to fluorine atoms in molecules, but are also exhibited by other halogens [20,21]. While these authors claimed they were the first to show the occurrence of this kind of non-covalent bonding between fluorinated aromatics, which they called halogen bonding, these interactions have in fact been known since the 1970s (the C₆F₆ crystal (Cambridge Structure Database (CSD) ref. code: HFBENZ11), for example) but were not fully appreciated. According to these authors, fluorine, because of its high electronegativity and low polarizability, usually has no σ-hole. The manifestation of a σ-hole on X in R–X is strongly affected by the electron attracting power or R; so, for instance, the cyano moiety in FCN and the oxygen in hypofluorite can induce a σ-hole. However, if the electron extraction is not large enough, F has an intrinsic negative electrostatic potential. Simple fluoro-substituted hydrocarbons, such as C₆F₆ and CF₃, are characteristic of this. The halogen bond in such molecules is rarely seen in analyses of crystal structure databases and the stronger C–F···π interaction generally dominates. Therefore, analyses of bulk crystal structures do not usually reveal the F···F contact. Since, however, the freedom of molecules on a surface is restricted, the in-plane intermolecular interaction at the F···F contact can be examined.

Several believe that the F···F contacts found in many crystals are a consequence of close packing rather than intermolecular forces [22–27]. Others claim that this view is incorrect as interactions of this and similar type involving the fluorine atom can be stable even in the gas phase, and that the C–F···F–C bonding interaction formed between the negative sites is not a consequence of solid-state and surface effects [10]. It is rather the result of the nature of fluorinated aromatic compounds since they mimic the observations in the solid state and are driven by the combined effects of polarization and dispersion. To provide an example, Baker et al. [28] have examined the solid-state structures of three compounds that contain a perfluorinated chain, viz., CF₃(CF₂)₃CH₂CH(CH₃)CO₂H, CF₃(CF₂)₅(CH₂)₄(CF₂)₅CF₃ and (CF₃(CF₂)₃CH₂CH₂)₃P=O. They have identified several C–F···F–C and C–F···H–C interactions in these systems, in which the intermolecular distances were closer than the sum of the van der Waals radii of the two fluorine atoms. They then undertook a comprehensive computational chemistry investigation using Quantum Theory of Atoms in Molecules (QTAIM) [29], and confirmed that the specific C–F···F–C interactions they identified are certainly not due simply to crystal packing.

Kawai et al. [19] have claimed that fully fluoro-substituted aromatic molecules are generally believed not to form halogen bonds due to the absence of a σ-hole. To us, this view is perversely counterintuitive and refers to the traditional understanding of the reactivity of fluorine in molecules.
The notion is in sharp contrast with many recent reports (for example [10,11,30–36]), including some from the originators of the term ‘σ-hole’ [15,37], in which F in a variety of fluorinated hydrocarbons does indeed display a σ-hole. We have recently discussed the positive and negative nature of the σ-hole on fluorine in several molecules, and their propensity to form non-covalent interactions of diverse strength, although most fall into the weak bonding regime (<4 kcal mol\(^{-1}\)) [16,38].

In a similar manner to Kawai et al. [19] and Khavasi et al. [22] have claimed that fluorine atoms in fluorinated metal complexes can be involved in different and non-predictable contacts as a result of its high electronegativity and low polarizability, thereby the fluorine atom usually has no σ-hole. Thus, it is expected that fluorine, as the most electron rich and least polarizable halogen, will behave as a nucleophile and act as an XB acceptor. They have stated that the nature of interactions involving the fluorine atom is still being debated within the scientific community and remains obscure. In a similar vein, Ibrahim asserted that “A fair amount is known about the halogen bond. Its bond strength is comparable to that of the hydrogen bond, in the range 1–40 kcal mol\(^{-1}\); this contrasts with a sandwich compound (C\(_6\)H\(_6\)F\(_2\)) has the most negative interaction energy (−5.38 kcal mol\(^{-1}\)); this contrasts with a sandwich compound (C\(_6\)F\(_6\) point group, interaction energy = −5.07 kcal mol\(^{-1}\)) and two T-shaped (C\(_2\)v) complexes (interaction energy = −1.74 and −0.88 kcal mol\(^{-1}\)). Gung and Amicangelo [42] explored parallel displaced and sandwich dimer configurations of C\(_6\)F\(_6\) with substituted-C\(_6\)H\(_6\) (F in C\(_6\)F\(_6\) as hydrogen bond acceptor and a π-hole donor) using \textit{ab initio} molecular orbital methods to reveal how substituents in C\(_6\)H\(_6\) influence the stability of various interactions examined. Two minimum energy configurations were detected, one with the substituent group away from and the other with the substituent group on top of the π-face of C\(_6\)F\(_6\). Higher binding energies were predicted for dimers with the substituent on the π-face. All sandwich dimers were found to be saddle points on the potential energy surfaces. A parallel displaced minimum energy configuration was also predicted for the parent complex, C\(_8\)F\(_6\)-C\(_6\)H\(_6\). A theoretical study of the possible interaction of the π-cloud of C\(_6\)F\(_6\) with several small electron donor molecules (HF, HLI, CH\(_2\), NCH, and CNH), as well as many others, has been reported [43]. Similar studies, including anionic complexes of C\(_8\)F\(_6\), have also appeared elsewhere [44–48], with the MP2 level binding energy for the C\(_8\)F\(_6\)-X\(^-\) (X = F, Cl, Br) anionic complexes varying between −12.19 and −18.63 kcal mol\(^{-1}\) [49].

In two of our recent studies we have shown that the fluorine in perfluorobenzene (C\(_8\)F\(_6\)) should not be used as an exemplar of a fluorohydrocarbon in which the F carries no σ-hole. As will be discussed in the Results and Discussion section below, it does indeed have a σ-hole on the C–F bond extensions, quantified by the sign and magnitude of \(V_{s,max}\). Its invisibility on the 0.0010 a.u. isodensity mapped electrostatic surface is because the lone-pairs that surround the equilateral portions dominate. We have also demonstrated the ability of the negative σ-hole on F in C\(_8\)F\(_6\) to sustain favorable non-covalent interactions with negative sites, such as the F atom in another same molecule
of C$_6$F$_6$, with the O atom in H$_2$O and H$_2$CO; with the F atom in HF and H$_3$CF; with the N atom in NH$_3$ and in fully fluorinated pyridine (C$_5$F$_5$N), and in fully fluoridated pyrazine, pyrimidine and pyridazine (C$_4$F$_4$N$_2$). The uncorrected binding energies (varying between $-0.45$ and $-2.56$ kJ mol$^{-1}$ with CCSD(T)/6-311G**//M06-2X/6-311++G(d,p)) and intermolecular contact distances (varying between 2.988 and 3.559 Å with M06-2X/6-311++G(d,p)) calculated for these dimers were close to what might be expected for weakly bound dimers (for example, dimers of alkanes and polyhedranes that involve C–H···H–C dihydrogen bond contacts have dissociation energies in the 0.52–12.38 kJ mol$^{-1}$ range) [50].

Given the widespread importance of fluorine in diverse areas of chemistry, biology, materials science and crystal engineering, as well as its emerging importance in reactivity chemistry suggested by various studies referred to above, we have considered herein a series of six fluorinated benzene derivatives, H$_5$C$_6$F, H$_4$C$_6$F$_2$, H$_3$C$_6$F$_3$, H$_2$C$_6$F$_4$, HC$_6$F$_5$, and C$_6$F$_6$, which are the six lightest and simplest 12-membered halogen-substituted aromatic compounds with a six-membered carbon ring. The principal aim of this study was to investigate systematically the extent to which the local negative potential on the axial and equatorial sites of F, respectively, along and around the C–F bond extensions increases or decreases as the number of F atoms on the peripheral aromatic core increases. From chemical intuition, one might anticipate that as the number of the F atoms around the peripheral sites of fluorine-substituted aromatics increases, the axial portion on F in C–F in the resulting species becomes increasingly more positive (or less negative). Our fundamental interest towards this end was to see whether this intuitive guess is correct to some extent, and if this is so, then how effectively F could form an attractive interaction with the negative site near it. Given that the dimer systems examined comprise several halogen atoms, it is not possible for us to perform reasonably high-level calculations. We thus have employed the standard ab initio second-order Møller-Plesset perturbation theory (MP2) in combination with the molecular electrostatic surface potential (MESP) approach [51] to address these questions above.

Despite the negative potentials on F in these fluorine-substituted aromatic compounds, and in contrast to many previous thought-provoking suggestions, we show that both the axial and equatorial sites on F in the latter five fluoro-substituted benzene derivatives mentioned above can attract the entirely negative F atom(s) in another molecule of the same species, forming a variety of binary complexes. We then assess the binding strength of the intermolecular interactions formed between the entirely negative fluorine atoms in the molecules to demonstrate the extent of gas phase stabilities. We contemplate whether such interactions could be ascribed as the effect of crystal packing, and analogous to those found in the study of Kawai et al. [19], should be termed “halogen bonding”, or should these be given a different name, for ease of identification? It may be appreciated that other modes of intermolecular interaction between the monomers examined in this study are possible, but we have not considered them as they have been thoroughly studied by others; the strengths of such interactions (viz. $\pi\cdots\pi$ slipped-parallel interaction) are expected to be significantly larger than those considered here. Although the dependence between the various energy terms responsible for an intermolecular interaction is not exactly separable, Tognetti and coworkers have demonstrated that the concomitant use of various decomposition schemes affords a real understanding of the chemistry [52]. We have thereby performed an energy decomposing analysis using Symmetry Adapted Perturbation Theory (SAPT) [53] to shed light on the origin of attraction between the negative sites, as well as that on the directional nature of the F···F interactions investigated. The preliminary QTAIM and RDG (Reduced Density Gradient) non-covalent interaction (NCI) [54] signatures are examined further to demonstrate whether these can be useful to discuss or speculate upon chemical bonding in the dimers studied, since some have doubted the usefulness of the signatures of the former approach. Finally, we presented the occurrences of relevant interactions in some experimentally reported crystals documented in the literature.
2. Computational Details

Because dispersion is an important aspect of intermolecular interactions, especially for weakly bound systems [55–59], the binary complexes of C₆H₄F₂, C₆H₃F₃, C₆H₂F₄, C₆HF₅ and C₆F₆ and some of their mixed analogues were geometry optimized with second-order Møller-Plesset perturbation theory (MP2), all in conjunction with Dunning’s type correlation-consistent cc-pVTZ basis set. The stabilization energy for each complex was estimated using a supermolecular procedure. This is given by Equation (1), where \( E \) refers to the total electronic energy of the individual species involved.

\[
\Delta E (\text{complex}) = E(\text{complex}) - E(\text{monomer1}) - E(\text{monomer2}) \tag{1}
\]

The Basis Set Superposition Error (BSSE) energy was determined using the counterpoise procedure of Boys and Bernardi [60] using Equation (2), where \( E(\text{BSSE}) \) is the BSSE corrected energy. All these calculations were carried out using Gaussian 09 [61].

\[
\Delta E(\text{BSSE}) = \Delta E(\text{Complex}) + E(\text{BSSE}) \tag{2}
\]

The interaction energy for each complex was decomposed using SAPT [62–64], as implemented in the PSI4 suite of programs [65]. QTAIM molecular graphs and the topological properties of the charge density (\textit{vide infra}) and RDG-NCI 2D and 3D plots were evaluated with MP2 energy-minimized geometries using AIMAll [66] and Multiwfn software [67], respectively.

Without any specific bias, the geometries of H$_5$C$_6$F, H$_4$C$_6$F$_2$, H$_3$C$_6$F$_3$, H$_2$C$_6$F$_4$, HC$_6$F$_5$, and C$_6$F$_6$ monomers were also energy-minimized with the Perdew–Burke–Ernzerhof (PBE) [68] density functional, PBE/6-311++G(2d,2p). For reasons discussed in earlier studies [69–71], a more economical Gaussian basis set of triple-\( \sigma \) quality was chosen for the exploration of MESPs. Since the nature of the MESP is not severely dependent on electron-electron correlation, and PBE adequately accounts for the electrostatics, this functional and the chosen basis set are presumably sufficient to describe the MESP of any molecular species examined.

The 0.0010 a.u. isodensity envelope mapped potential on the electrostatic surfaces of molecules is generally labeled as \( V_5(r) \). This envelope has often been suggested to be appropriate for encompassing 96\% of molecular electronic densities [12–15,37,72–75], although Bader et al. [76] have suggested the use of either 0.0010 or 0.0020 a.u. isodensity envelopes since the choice of the isodensity envelope is dependent on the nature of the atomic domains constituting the molecule. Moreover, while some have shown that the 6-31G* and 6-31G** minimal basis sets give reliable predictions of electrostatic potentials [12,13,72–74], others have argued that both the magnitude and sign of electrostatic potential are basis set dependent [35,77]. Thus, an appropriate basis set must be used to avoid an incorrect interpretation of the nature of surface reactivity inferred from the sign of the maxima and minima (\( V_{s,\text{min}} \) and \( V_{s,\text{max}} \), respectively) of electrostatic potential, especially when its magnitude is close to zero. This was one of the reasons why we opted for a reasonably moderate basis set of triple-\( \sigma \) Gaussian quality, 6-311++G(2d,2p), for the evaluation of the extrema of MESP.

3. Results and Discussion

The 0.0010 a.u. mapped electrostatic potentials on the surfaces of the five fluoro-substituted monomers considered in this study are shown in Figure 1. In Figure 1a, the \( \sigma \)-hole on F along the C–F bond extension in C₆H₅F is very negative, with \( V_{s,\text{max}} = -15.4 \) kcal mol$^{-1}$. The equilateral sites around F, which are dominated by electron lone-pairs, are yet more negative, with \( V_{s,\text{min}} = -17.1 \) kcal mol$^{-1}$. This difference of electrostatic potential between the axial and equatorial sites leads to an anisotropy in distribution of the fluorine’s charge density profile.
which relies on the attraction between two sites of opposite electrostatic potential, that the negative sites on
computation away from each other leading to an unbound system.

As the number of F atoms in C6H6 increases (through H atom replacement), the strength of the
σ-hole becomes increasingly less negative (or more positive). For instance, the Vs,max associated with
the fluorine’s σ-hole (Figure 1) in H4C6F2, H3C6F3, H2C6F4 and HC6F5 are −13.0, −11.3, −8.2 and
−5.1 kcal mol−1, respectively. The least negative of σ-holes on F among all the fluoro-substituted
monomers examined is found for C6F6, with Vs,min = −5.8 kcal mol−1 and Vs,max = −3.0 kcal mol−1
(not shown).

As noted above, and in all cases, the fluorine’s electrostatic potential, both along the axial site and
around the equatorial sites, is negative, although the lateral sites compared to the corresponding axial
ones are more negative. These show that the F atom in all six fluorine-substituted monomers is entirely
negative. This result is consistent with the computed QTAIM atomic charges (an average property)
conferring on each F atom in these fluorinated molecules that are all negative. This can be inferred
from Figure 2, in which each fluorine carries a negative charge varying between −0.63 and −0.66 e.
As found with the magnitude of the electrostatic potential, the magnitude of the atomic charge on the
fluorine also decreases as one passes from H4C6F2 to H3C6F3 to H2C6F4 to HC6F5 to C6F6, meaning
the fluorine atoms becomes increasingly more positive along the same direction. In this sense, there is
virtually no qualitative difference between the nature of overall electrostatic potential and atomic
charge when either of them is used to infer the nature of reactivity of the F atom in the monomers
examined. This result is counter to what has sometimes been referred to as the “fallacy of atomic
charges” [12–15,18]. While the use of MESP approach has been persistently demonstrated as robust,
its ambiguity has also been shown in several different occasions, as in [78].

In the monomer series shown in Figure 1, and including C6F6, the fluorine is found to be
most negative in C6H3F. This signifies, in accord with the conceptual framework of σ-hole theory,
which relies on the attraction between two sites of opposite electrostatic potential, that the negative
sites on the fluorine in each of these fluoro-substituted monomers will not attract the negative site on
another similar or different molecule(s). If they were to do so, they would form binary complexes,
which would probably be in violation of Coulomb’s law of electrostics. Interestingly, this was the case
for (C6H2F)2. When this dimer was energy-minimized at an initial unconstrained C–F···F–C distance
of approximately 3.0 Å, its geometry did not converge, and the two monomers moved significantly
away from each other leading to an unbound system.
However, as the number of fluorine atoms on the peripheral aromatic core increased, the stable dimers \((\text{H}_4\text{C}_6\text{F}_2)^2\), \((\text{H}_3\text{C}_6\text{F}_3)^2\), \((\text{H}_2\text{C}_6\text{F}_4)^2\), \((\text{HC}_6\text{F}_5)^2\), and \((\text{C}_6\text{F}_6)^2\) were formed (Figure 3). The monomers in these were found to be linked with two types of C–F···F–C bonding interactions. The primary interaction is highly directional, with \(\angle \text{F}···\text{F}–\text{C} \approx 175^\circ\). Its bonding topology is similar to that expected when a positive site on a covalently bound halogen attracts a negative site, as in \(\text{H}_3\text{N}···\text{Br}–\text{Br}\) and \(\text{H}_3\text{N}···\text{FCF}_3\), for example. The secondary interaction is non-directional, \(\angle \text{F}···\text{F}–\text{C} \approx 121–124^\circ\); it is probably a consequence of the primary interaction and could be regarded as a forced interaction.

**Figure 2.** MP2/cc-pVTZ QTAIM integrated charges (in e) on atoms in (a) \(\text{H}_5\text{C}_6\text{F}\), (b) \(\text{H}_4\text{C}_6\text{F}_2\), (c) \(\text{H}_3\text{C}_6\text{F}_3\) and (d) \(\text{H}_2\text{C}_6\text{F}_4\).

**Figure 3.** Cont.
Figure 3. MP2/cc-PVTZ level optimized geometries of the dimers of (a) C₆H₄F₂; (b) C₆H₃F₃; (c) C₆H₅F₄; (d) C₆F₅ and (e) C₆F₆. Bond lengths (Å), bond angles (deg), and uncorrected and basis set superposition corrected binding energies (ΔE and ΔE(BSSE) in kcal mol⁻¹) are shown.

We re-emphasize that halogen bonding can broadly be viewed as the attraction between a positive site on the halogen atom in a molecule and a negative site on another species. This results in what has been referred to as type-II halogen bonding, especially when the angle of approach lies in the range 150–180°. Type-I halogen bonding occurs when the electron densities on two halogen atoms overlap within the same molecule, or between them on different molecules (not necessarily be of the same type) and where the angle of approach is between 120° and 150°. This latter interaction type is also sometimes called halogen···halogen bonding [79], and in this case, there is no such involvement between negative and positive regions localized on the interacting atoms. Nevertheless, since the angle for the formation of the directional C–F···F–C interactions in the fluoro-substituted complexes in Figure 3 is within the former range (i.e., 150–180°), they can be characterized as type-II fluorine-centered F···F bonding interactions. Similarly, since the F···F interactions in Figure 3 are homologous with X···X (X = Cl, Br, I) type-I halogen bonding observed in many crystals, as well as in many complexes reported theoretically using first-principles calculations, these dispersion-dominant interactions can be classed as type-I fluorine-centered F···F bonding interactions.

Illustrated in Figure 4 are four heteromolecular complexes. In all these, the number of F atoms in one molecule is less than that in the other. Such complexes offer the possibility of C–F···F–C interactions formed between entirely negative sites of unequal electrostatic potential. Both the type-I and type-II topologies of bonding interactions, and the intermolecular distances, found between F atoms in the complexes of Figure 4 are very similar to those of the complexes of Figure 3, showing similar intermolecular distance topologies in crystals are not artefacts of packing effects.

Are the monomers in the binary complexes illustrated in Figures 3 and 4 bonded? In the solid state a “non-bonded bond” is often referred to as a “close contact” that indicates an attractive non-covalent interaction. A geometry-based criterion widely used to identify a non-covalent bond is that the distance between the interacting atoms should be less than (or approximately equal to) the sum of their van der Waals radii [73]. As such, the distance between the F atoms in the F···F directional interaction in (C₆H₄F₂)₂, at 3.049 Å, is shorter than the non-directional F···F interaction, 3.105 Å. A similar trend is observed in the remaining complexes shown in Figure 3. The shortest intermolecular distances
were found in the (C₆F₆)₂ dimer, with values of 2.978 and 3.058 Å. These distances are comparable with those found in the C₇F₈ crystal (CSD ref. code: HFBENZ11), where the F atoms in the C₆F₆ monomers are bonded to each other through type-I and/or type-II intermolecular topologies. Bauzá and Frontera [80], who have searched the CSD for C–F····F–C interaction in systems involving aromatic rings, found 497 hits that exhibit C–F····F–C contact distances that are less than the sum of their van der Waals radii of the two fluorne atoms, with the F····F–C angle varying between 170° and 180°; PXRD structures, disordered structures, ionic structures and structures with errors were excluded in the search. Generally, this specific intermolecular attribute results when one of the F atoms forming the F····F contact has a positive σ-hole.

**Figure 4.** MP2/cc-PVTZ level optimized geometries of (a) CH₃F₃····CH₄F₂; (b) CH₂F₃····CH₃F₄; (c) CH₂F₄····CHF₅; (d) CHF₅····CF₆. Selected bond lengths (Å) and bond angles (deg) are displayed.

In any case, in all the dimers examined the F····F distances are longer than twice the van der Waals radius of the fluorine atom (2.92 Å). While the International Union of Pure and Applied Chemistry (IUPAC) has suggested that the “intermolecular distance must be less than the sum of the van der Waals radii” as a valid characteristic to identify halogen bonding, this does not apply to the complexes studied in this work. A failure of this feature has been noted previously. Dance [75], Alvarez [81], and others [38,73] have pointed out that using the sum of van der Waals radii as a criterion is likely to overlook many non-covalent interactions, which may be several tenths of an Å greater than that sum. There are several other examples documented in the literature that recognize the van der Waals radii feature as a poorly defined criterion for assigning weak interactions, as in [82].

While the two equivalent F····F fluorine-centered bonding interactions in each complex in Figure 3 conform to a type-II halogen bond pattern, these cannot be designated as “halogen bonding”. It should be kept in mind that a halogen bonded pattern does not guarantee the halogen bond itself. Although this same bonding pattern, as we found in the binary complexes studied, was observed in the study of Kawai et al. [19], and to which they referred to as “halogen bonding”, these, in fact, cannot be regarded as examples of halogen bonding as it would violate the underlying definition recommended for use of the term.

Should the angular deviation from 180° associated with the two equivalent F····F fluorine-centered bonding interactions still allow one to categorize them as σ-hole centered non-covalent interactions? Some would answer yes [18,36,38]; others would say no [83,84]. As indicated in the Introduction, a σ-hole can be of s- or p-type, depending on the origin of orbitals involved. For instance, the σ-hole on an electropositive H atom (as in CH₄), is an s-type, and is dispersed over the H atom. Since the H atom is entirely positive, it does form σ-hole centered non-covalent interactions with a negative site, and the angle of the interaction may or may not be precisely 180°. When the σ-hole is of p-type character (as in...
H$_3$C–X (X = Cl, Br, I), it generally, but not always, appears as a tiny region along the outer extension of the R–X bond axis, surrounded perpendicularly by a belt of negative potential. In many cases, a p-type σ-hole on atom X forms directional interactions with a negative site. However, there are numerous examples in which the p-type σ-hole on atom X deviates from the R–X bond axis. This is because the properties of the neighboring atoms (their electronegativity, polarizability, electron-withdrawing ability, etc.) tunes the precise location and strength of the σ-hole on X. Thus, the σ-hole may not be precisely along the R–X axis, which, when it interacts with a negative site, causes the development of a non-linear σ-hole centered non-covalent interaction between them, although in such a case the involvement of electron density accepting π orbitals cannot be completely ignored. While this has been pointed out several times in recent studies [18,36], claims still appear that the deviation from linearity is a failure of the σ-hole concept; this usually leads to a proposal of a new type of bonding scenario with some properties that are similar, but others that are different, to those expected of σ-hole interactions. For example, according to Wang et al. [85], the halogen geometries in CH$_3$OCZCl$^+$–X complexes (Z = H, F, Cl; X = F$^-$, Cl$^-$, Br$^-$) cannot be explained by the σ-hole concept. They base their argument on the observation that the C–Cl$^+$–X bond angles deviated from 180°.

Brinck and coworkers [86] have provided a similar view on the directionality of σ-hole interactions. However, according to them, surface maxima in the molecular electrostatic potential $V_{s,max}$ along the lateral extensions of intramolecular bonds are known as σ-holes. They introduced a classification of σ-holes based on the electronic origin of the $V_{s,max}$. As such, if the $V_{s,max}$ arises primarily because of electron deficiency in the valence s-orbitals of the compound, it is a σ$^*$-hole. Similarly, when the $V_{s,max}$ originates from deficiencies in the p- or d-orbitals, these are σ$p^*$- or σ$d^*$-holes, respectively, arising from the diffuse (non-directional) or localized (directional) nature of the σ-hole. It was demonstrated further that the $V_{s,max}$ of the hydrogen atom in HF arises upon the formation of the H–F covalent bond. The large difference in electronegativity between H and F leads to a strong polarization towards F in the bonding σ-orbital. On the other hand, the σ$^*$-orbital is highly polarized towards the H atom. Because it is an unoccupied orbital, it will not compensate for the polarization of the σ-orbital. Consequently, the occupation of the σ-orbitals effectively results in a substantial electron deficiency on H. This is manifested by a large positive electrostatic potential at the H atom, which they refer to as a σ$^*$-hole since it originates from the hydrogen s-orbital occupation. Simultaneously a negative electrostatic potential is built up on F. Due to the spherical symmetry of the H 1s orbital, the corresponding σ$^*$-hole is diffused over the entire H end of the molecule. This explains the weak directionality of hydrogen bonded interactions, as well as the reason these can be categorized as a subclass of σ-hole interactions.

Nevertheless, it is quite evident from the results associated with the formation of the F···F interactions discussed above that the MESP model, which has often been used for the understanding of intermolecular interactions in diverse complex systems, is not appropriate to describe the intermolecular interactions in the fluorine-substituted complexes of Figures 3 and 4. This is apparently due to the emergence of F···F directional bonding, which are developed due to the attraction between the fluorine atoms in two interacting monomers in these complexes, which is not due to the involvement of a site of positive potential in a fluorine atom in one monomer with the negative site on the fluorine in the other (as often observed for type-II halogen bonding). The observed interactions are entirely the consequence of attraction between sites of negative electrostatic potential. Since halogen bonding can also be viewed as an interaction between a region of charge depletion (a hole) on the halogen atom and a region of charge concentration (a lump) on the halogen in another molecule, the F···F directional bonding in the complexes of Figures 3 and 4 might also be regarded as an example of a lump-hole interaction [87]. This is a valid argument because the concentration of charge density of the σ-hole region (a hole) associated with the surface of a fluorine atom in one monomer is smaller than that of the lateral interacting portion of the fluorine atom (a lump) in the partner molecule, causing the directionality of the interaction to be somewhat non-linear. The attribute can be appreciated by inspecting the sign and magnitude of the $V_{s,max}$ and $V_{s,min}$ values associated with the F atoms of the interacting monomers forming complexes. This result shows that the directional nature of the F···F
interactions in Figures 3 and 4 is not entirely due to electrostatics alone, as previously debated for halogen bonding \[12,88–90\]; it is rather a delicate balance between a variety of forces arising from electrostatics, exchange, polarization, charge transfer and dispersion (see below for further discussion).

In support of this argument, Duarte and coworkers \[91\] have discussed the nature of halogen···halogen contacts in R–X···X′–R complexes, where R = –H, –Cl, –F and X, X′ = Cl, Br, I; QTAIM, NBO (Nature Bond Orbital), and MESP tools were applied to characterize the X···X′ interactions. It was shown that the geometry and stability of these complexes is dominated by electrostatics, emanating from interactions involving the lump on X with the hole on X′ and vice-versa. This is reasonable because the \( V_{s,min} \) and \( V_{s,max} \) associated with the equatorial and axial portions of halogen atoms in the interacting monomers, for example in F–Br, were negative and positive, respectively, relative to each other. Since these interactions could be described as charge transfer hyperconjugations from the lone-pair electron density regions in X to the anti-bonding \( \sigma^* \) orbital of the R–X′ and vice-versa, it was suggested that the electrostatic interactions and charge transfer play a substantial role in determining the optimal geometry of these complexes. Although this is analogous to what is observed for conventional halogen bonds, the dispersion term turns out to be the most important attractive term in the overall stabilization of the R–X···X′–R complexes.

The MESP model chemistry does not support the view that even regions of negative electrostatic potential on the F atoms of the monomers can attract to form complexes. Such negative potentials evaluated only on the atomic surfaces of the isolated monomers are alone insufficient to infer what is really happening between them when they are in an equilibrium dimeric configuration. This is evidently because the model is monomer biased, and it does not provide insight into the electron density profile existing in the intermolecular bonding region between them. Moreover, the model does not quantitatively provide any rigorous insight into which interacting monomer would polarize the other especially when both are identical. Also, because the F atoms attracting each other in the complexes shown in Figure 3 are equipotential, it is also difficult to quantitatively infer which F atom polarizes the other leading to the F···F interaction. To prove that the negative/positive \( \sigma \)-hole exists on the F atoms along the C–F bond extensions on the monomers in the complexes (at least in one of them), one might attempt to display the mapped potentials of the individual monomers in the complexes that form the complexes; but this is not possible because their surfaces have already overlapped upon complex formation (Figure 5). There appears to be no straightforward way that can be used to calculate the electrostatic potential on the surfaces of the fluorine atoms of the monomers in the complexes. Clearly, this as a limitation (or failure?) of the MESP model.

To provide further insight in support of the arguments above, Lekner considered the case of the interaction between two (positive) conducting spheres that have the same charge and size \[92\]. A positive electrostatic energy was evaluated for their interaction, leading to the conclusion that it is not clear which sphere will polarize the other, since, in practice, they continue to repel each other. This, however, was not the case when spheres of different sizes but carrying the same charge were examined; in this case, the larger sphere caused the development of negative surface charge on the smaller one, which then had the ability to polarize the larger sphere and attract the ensuing (relatively) positive site. The commentary of Ball provides some perspective on this \[93\].

A question now arises: is the interaction between similarly charged species fully explicable by Coulomb’s law of electrostatics? The answer is probably “no” since this law is based on point charges and it does not explicitly account for the significance of all-electron correlation effects. As we show below, the interaction between atomic sites of similar electrostatic potential centered on two negatively charged, or two positively charged, polarizable molecules cannot be precisely described by Coulomb’s law only because the interaction energy between them stems from several contributions, including charge-charge, charge-induced dipole, charge-quadrupole, induced dipole-induced dipole, quadrupole-quadrupole and other higher-order effects that account for the importance of dispersion. Several previous studies have shown that dispersion is the main component of the interaction energy that holds the monomers together in diverse binary complexes. In particular, it was shown that where
the dispersion interactions can be strong enough, they are able to stabilize binary complexes despite the small (Coulombic) repulsion between the weakly positive (or weakly negative) sites [10,11,16,35].

\[ H = F_A + W_A + F_B + W_B + V \]  

(3)

The Fock operators, \(F_A\) and \(F_B\), are treated as the zeroth-order Hamiltonian and the interaction energy is evaluated through a perturbative expansion of \(V\), \(W_A\) and \(W_B\). Though first-order in \(V\), electrostatic and exchange interactions are included; induction and dispersion first appear at...
second-order in $V$. Thus, SAPT decomposes the interaction energy into four physically meaningful components: electrostatic, exchange, induction, and dispersion terms. These can be evaluated using various levels of truncation that are available in the SAPT module of PSI4, viz. SAPT0, DFT-SAPT, SAPT2, SAPT2+, and SAPT2+3; with and without CCD dispersion for the last three [53]. Basis sets of various size [Dunning cc-pVDZ through aug-cc-pV5Z wherever computationally tractable, including truncations of diffuse basis functions] can be used depending on the size of the chemical systems. Given that the size of the currently studied complexes is not small, the simplest (zeroth-order) truncation of SAPT, denoted by SAPT0, was invoked in this study. It is defined in Equation (4); a complete description of each of the SAPT energy terms can be found elsewhere [64]. The subscripts, $elst$, $exch$, $ind$, and $disp$ denote electrostatic, exchange, induction, and dispersion, respectively, while the terms with subscript $resp$ and subscript $HF$ account for the orbital relaxation and higher-order induction effects, respectively.

$$E^{int}_{SAPT0} = E^{(10)}_{elst} + E^{(10)}_{exch} + E^{(20)}_{ind,resp} + E^{(20)}_{exch-ind,resp} + E^{(20)}_{exch} + E^{(20)}_{disp} + \delta^{(2)}_{HF} \quad (4)$$

Since SAPT does not use spatial symmetry, all calculations were carried out in the $C_1$ space group. The geometry of each dimer obtained with MP2/cc-pVTZ was kept fixed throughout the SAPT analysis calculations. The aug-cc-pVDZ basis set recommended for SAPT0 calculations was used.

The SAPT0 results are summarized in Table 1. The electrostatic term $E_{elst}$ is calculated to be $+1.129, +0.561, +0.406$, and $+0.135$ kcal mol$^{-1}$ for each set of $F\cdots F$ interactions in $H_3C_F_2\cdots F_2C_6H_4$, $H_3C_F_3\cdots F_2C_6H_3$, $H_3C_F_4\cdots F_2C_6H_4$, and $H_2C_F_5\cdots F_2C_6H_5$, respectively. The electrostatic component, as well as the exchange repulsion component, is not only positive (i.e., repulsive) for these dimers, but also for the set of other dimers in Figure 4 that are heteromolecular in origin. The positive sign of the electrostatic component is in contrast with non-covalent complexes that are widely scattered in literature, in which the electrostatic component (generally negative) plays the role of attraction in complex formation. Positive $E_{elst}$ values in the present case are unsurprising given that the interacting $F$ atoms are very negative, which were gleaned from an analysis of their atomic charge and electrostatic potential (vide supra).

| Complex      | $E_{elst}$ | $E_{exch}$ | $E_{ind} + E_{exch}$ | $E_{ind}$ | $E_{resp} + E_{exch} + E_{ind}$ | $E_{disp}$ | $\delta^{(2)}_{SAPT0}$ | $\delta^{(2)}_{MP2}$ | $\delta^{(2)}_{MP2(BSSE)}$ |
|--------------|------------|------------|----------------------|----------|---------------------------------|------------|--------------------------|-----------------------|--------------------------|
| $H_3C_F_2\cdots F_2C_6H_4$ | 1.129      | 0.727      | 1.856                | -0.156   | 1.600                           | -0.408     | +0.291                   | -0.67                 | +0.22                    |
| $H_3C_F_3\cdots F_2C_6H_3$ | 0.969      | 0.759      | 1.728                | -0.139   | 1.589                           | -1.445     | +0.144                   | -0.78                 | +0.11                    |
| $H_3C_F_4\cdots F_2C_6H_4$ | 0.561      | 0.806      | 1.367                | -0.118   | 1.248                           | -1.475     | -0.227                   | -0.99                 | -0.09                    |
| $H_3C_F_5\cdots F_2C_6H_5$ | 0.499      | 0.827      | 1.326                | -0.102   | 1.224                           | -1.503     | -0.279                   | -1.04                 | -0.15                    |
| $H_2C_F_6\cdots F_2C_6H_5$ | 0.406      | 0.964      | 1.370                | -0.086   | 1.184                           | -1.541     | -0.357                   | -1.09                 | -0.20                    |
| $H_2C_F_7\cdots F_2C_6H_5$ | 0.194      | 0.886      | 1.080                | -0.075   | 1.005                           | -1.533     | -0.546                   | -1.19                 | -0.30                    |
| $C_6F_6\cdots F_2C_6H_5$   | 0.135      | 0.879      | 1.014                | -0.062   | 0.952                           | -1.547     | -0.595                   | -1.22                 | -0.35                    |
| $C_6F_6\cdots F_3C_6H_5$   | 0.017      | 0.881      | 0.998                | -0.056   | 0.842                           | -1.550     | -0.708                   | -1.26                 | -0.38                    |
| $C_6F_6\cdots F_4C_6H_5$   | -0.019     | 0.882      | 0.963                | -0.046   | 0.818                           | -1.560     | -0.742                   | -1.29                 | -0.42                    |

* Values in kcal mol$^{-1}$. For the $C_6F_5\cdots F_6C_6$ homomolecular dimer, however, the $E_{elst}$ is found to be very weakly negative ($E_{elst} = -0.019$ kcal mol$^{-1}$). Previously, this was reported to be repulsive since the electrostatic energy component was calculated to be weakly positive [10,19]. The difference between the previous and current results might be attributable to the levels of calculation and choice of basis set; the EDA analysis in this study is carried out using the MP2 optimized geometry of the dimer, whereas in previous studies this was undertaken on the DFT optimized geometries.

The induction (also called polarization) part of the SAPT0 interaction energy, $E_{ind}$, however, is negative (attractive) for all complexes (Table 1), which is always the case regardless of the nature of the interacting partners. It is largest for the $H_3C_F_2\cdots F_2C_6H_4$ dimer that has strongly negative $F$ atoms in the monomers, with $E_{ind} = -0.156$ kcal mol$^{-1}$. The negative sign of $E_{ind}$ is readily understood as a consequence of the monomers polarizing each other (at least partially) as they come close together.
From the magnitudes of the sum of $E_{elst}$ and $E_{ind}$, it is quite apparent that electrostatics alone does not, and cannot, adequately describe what causes the negative sites on the F atoms in the monomers to attract each other to form complexes. This answers the question posed in the title of this paper, that is, whether the intermolecular interactions formed by similarly charged species can be fully appreciated by Coulomb’s law of electrostatics. This result also suggests that the alternative “minimal bonding analysis” emphasized by Politzer and coworkers [18], and Clark and coworkers [95] using the MESP model cannot explain the underlying chemical bonding attributes in the complexes examined in this work.

The variation in the exchange part of the interaction energy, $E_{exch}$, with values in the range 0.727–0.882 kcal mol$^{-1}$, nearly parallels the variation in $E_{elst}$. The sum, $E_{elst} + E_{exch} + E_{ind}$, is positive for all complexes. Hence the stability (and interaction energy) of none of the complexes can be explained at the Hartree-Fock level of theory, which does not account for dispersion. This shows that the common assumption that non-covalent interactions are always electrostatic in nature is clearly fallacious. Although some include the effects of polarization in the Coulombic term, others separate out polarization from charge transfer to provide a better understanding of the nature of halogen-centered non-covalent interactions. Should this mean that electrostatic and inductive effects are enough to describe non-covalent interactions? Certainly, the answer is no. Other contributions arising from exchange repulsion and dispersion play important roles in determining the equilibrium geometry of a chemical system. The same point has been made previously, especially in the context of halogen bonding [36,38,96–100].

The ubiquitous London dispersion part of the C–F···F–C interaction, which has an $r^{-6}$ distance dependence, is quite appreciable, with values ranging from $-1.408$ to $-1.560$ kcal mol$^{-1}$ (Table 1). The results show a stepwise increase in $E_{disp}$ as the number of F atoms in the fluoro-substituted monomers increases. Interestingly, this increase seemingly correlates with the average decrease in the F···F intermolecular distances of separation in the dimer series on passing from $(H_4C_6F_2)_2$ to $(C_6F_6)_2$. The result provides further evidence that even fully fluorinated systems can be considerably dispersive.

It should be noted that in earlier studies dispersion in fluorine-containing molecules was often underappreciated, probably because of the notion that F is very small; very electronegative; not polarizable; and is merely involved in halogen bonding. It was also shown to be non-dispersive. Underestimating the importance of dispersion probably arose from a lack of understanding of the chemical reactivity of fluorine in molecules since it does not always behave similarly as other halogen atoms and as fluorine-centered interactions are often viewed as non-predictable. The present results demonstrate that this view is not always correct since the F atom in molecules can be highly dispersive; this is predominantly determined by the nature of the substituents on the skeletal framework of the molecule.

Dispersion can feature as the principal component in determining the stability of the C–F···F–C interaction. The F atom can be as dispersive as observed in halogen bonding formed by other halogens in molecules. The present results clearly show that the dispersive nature of the F atom varies from molecule to molecule and should not be dismissed without consideration. As demonstrated above, the destabilization of the geometries of the complexes in Figure 3 arises mainly from the electrostatic and exchange components of the interaction energies; their stability is predominantly driven by dispersion, but the effect of polarization cannot be neglected even though it contributes to stability only marginally.

Our result is also counter to a previous study that has suggested that the electrostatic component for attractive intermolecular interactions formed between aromatic fluorine atoms in perfluoro-benzene and other electron donor moieties may not always be attractive [11]. The non-attractive nature was attributed to the absence of a $\sigma$-hole on the surface of the fluorine atom [9]. This is actually incorrect since, as already discussed above, and elsewhere [10,11,16,35], the $\sigma$-hole on the fluorine in substituted aromatic compounds is not always absent. It is present but can have a negative electrostatic potential; it should be remembered that a $\sigma$-hole cannot always be positive; it can be negative depending on how
the sign of $V_{s,max}$ along the C–X bond extensions is determined. When the $\sigma$-hole region on the F atom with a negative potential is in close proximity with an electron rich site on another molecular species, it generally (but not always, as discussed above) causes repulsion—as is evidenced by the repulsive nature of the electrostatic component (see Table 1 for values for most of the complexes of Figures 3 and 4). The electrostatic repulsion energy does not lead, however, to any such assurance that $\sigma$-holes on F in aromatic molecules are absent.

It is also interesting to note further that in the study [9], the authors calculated a negative electrostatic potential for the fluorine atom along the extension of the C–F bond in six fluorine-substituted molecules, with values of $V_{s,max}$ between $-5$ and $-10$ kcal mol$^{-1}$. They suggested that this is the root cause of the inability of the F atom to make an attractive interaction with electron rich entities. However, the $V_{s,max}$ on the F atom in these monomers in a set of hydrogen bonded complex geometries varied between $-2$ and $-4$ kcal mol$^{-1}$. These were less negative than those found on the same atom on the six isolated monomers above, thus a relatively more attractive (or less repulsive) interaction with electron rich molecules was inferred. Clearly, the former observation cannot be generalized to all fluorine-substituted systems since this is counter to the results of the fluorine-substituted monomer systems examined in this study.

The SAPT interaction energies, $E_{int}^\text{SAPT0}$, although calculated with DFT, are in reasonable agreement with those estimated with the supermolecular procedure using MP2/cc-pVTZ. For instance, the uncorrected MP2/cc-pVTZ stabilization energies are calculated to be smallest ($-0.67$ kcal mol$^{-1}$) for (C$_6$H$_4$F$_2$)$_2$, and the largest ($-1.29$ kcal mol$^{-1}$) for (C$_6$F$_6$)$_2$, similarly as found with SAPT0.

The trend both in $\Delta E$ and $E_{int}^\text{SAPT0}$ in the homomolecular dimer series follows the order (C$_6$H$_4$F$_2$)$_2 < (C_HF)$_2 < (C_HF)$_2 < (C_FH)$_2 < (C_F)$_2$. These binary complexes are thus stable in the gas phase. Because the magnitude of the MP2 binding energies is all <1.5 kcal mol$^{-1}$, the F···F intermolecular interactions in these complexes can be categorized as weak van der Waals type.

MP2 predicts the sign of the BSSE corrected stabilization energies $\Delta E$(BSSE) for the first two complexes of Figure 3 to be positive, but weakly negative for the others. This shows that BSSE has a substantial effect on the uncorrected binding energy (even with an economical basis set). While the nature of the sign of the interaction energy predicted for H$_4$C$_6$F$_2$···F$_2$C$_6$H$_4$ with SAPT is comparable with that of MP2(BSSE), this is not so for the other dimer, H$_3$F$_6$C$_6$F$_2$···F$_2$C$_6$F$_4$H$_3$, probably because the BSSE appears to be spurious large for the latter complex. Another possible reason could be that the SAPT procedure does not very accurately account for the dispersion part of the interaction energy, given there is a difference between the $\Delta E$(BSSE) and $E_{int}^\text{SAPT0}$ values for each complex. There are also demonstrations that MP2 overestimates dispersion [101] since the interaction energy evaluated with this method makes use of the uncoupled Hartree-Fock dispersion energy that lacks the repulsive intramolecular correlation correction [102,103].

An anonymous reviewer suggested that it would be interesting to see whether a relatively larger basis set, aug-cc-pVTZ, that has an augmented d polarization function has any impact on the binding energy. This argument was based on the fact that the chemical systems examined are weakly bound and contain several halogen species, in which case, dispersion could be important. We continued performing similar calculations but only for some systems since combined energy-minimization and Hessian calculation for a given dimer system is very expensive. For instance, and depending on the number of the F atoms in the dimer, such calculations for a single system could take over 15–20 days’ computational time in a node of a PC cluster workstation (Xenon Intel) that comprises 32 cores, 256 GB RAM and unlimited storage. As expected, changing the basis size has affected the intermolecular geometries and interaction energies. However, this change is marginal against the results obtained with cc-pVTZ, and the various conclusions drawn with this latter basis set have only marginally affected. For instance, Table 2 summarizes the intermolecular distances, angles, and interaction energies for H$_4$C$_6$F$_2$···F$_2$C$_6$F$_4$H$_3$, H$_2$C$_6$F$_3$···F$_2$C$_6$H$_2$, H$_2$C$_6$F$_4$···F$_2$C$_6$H and C$_6$F$_6$···F$_2$C$_6$ complexes. As can be seen from the data, the enhancement of the basis set size from cc-pVTZ to aug-cc-pVTZ has slightly decreased the F···F type-I (and sometimes type-II) distances and the F···F-C
bond angles. These changes have caused negligible effect on the uncorrected interaction energies of the light weight dimers, although such energies for the heavier dimers that have five or six F atoms in the monomers are marginally affected, with $\Delta E$ increased by a value <0.2 kcal mol$^{-1}$. In all cases, however, the effect of BSSE on $\Delta E$ is small, for which, the $\Delta E$(BSSE) for the dimers are increased compared to those estimated with cc-pVTZ.

| Complex | Type-II r(F···F) | Type-I r(F···F) | Type-II $\angle$F···F–C | Type-I $\angle$F···F–C | $\Delta E$ | $\Delta E$(BSSE) |
|---------|-----------------|----------------|--------------------------|------------------------|----------|-----------------|
| $\text{H}_2\text{C}_6\text{F}_2$·$\text{F}_3\text{C}_6\text{H}_3$ | 2.967 | 3.101 | 174.3 | 121.5 | $-$0.66 | $-$0.20 |
| $\text{H}_2\text{C}_6\text{F}_2$·$\text{F}_4\text{C}_6\text{H}_2$ | 2.924 | 3.115 | 173.6 | 120.4 | $-$1.03 | $-$0.49 |
| $\text{H}_2\text{C}_6\text{F}_4$·$\text{F}_5\text{C}_6\text{H}$ | 2.900 | 3.103 | 173.3 | 119.6 | $-$1.42 | $-$0.75 |
| $\text{C}_6\text{F}_6$·$\text{F}_6\text{C}_6$ | 2.899 | 3.094 | 173.1 | 119.1 | $-$1.48 | $-$0.78 |

* Distances $r$ in Å, angles $\angle$ in degree, and energies $\Delta E$ and $\Delta E$(BSSE) in kcal mol$^{-1}$.

4. QTAIM and RDG Descriptions of Chemical Bonding

QTAIM is robust in its own way in describing chemical bonding in molecular complexes, as well as in crystals. It hinges on the zero-flux boundary condition (Equation (5), where $\mathbf{n}(r_s)$ is the unit vector normal to the surface at $r_s$ for every point $r_s$ on the surface $S(r_s)$).

\[
\nabla \rho(r_s) \cdot \mathbf{n}(r_s) = 0, \tag{5}
\]

According to Bader [104], an atom, as a constituent of some larger system, is itself an open system subject to fluxes in charge and momentum through its bounding surface. Several signatures that emanate from the theory have been suggested for the identification and subsequent characterization of chemical bonding. While there are many, two of its fundamental (minimal) signatures are (i) the presence of $(3,−1)$ bond critical point (bcp), and (ii) the presence of bond path between bonded atomic basins; they are collectively useful in inferring the presence of bonding in chemical systems. In addition, the sign and magnitude of the Laplacian of the charge density ($\nabla^2 \rho_b$), and the total energy density ($H_b$), where $H_b$ is the sum of the potential energy density ($V_b$) and the gradient kinetic energy density ($G_b$) at the bcp, provide additional information about the ionic and covalent (closed- and open-shell) nature of the interaction involved [105]. The localization and delocalization indices provide information about the extent of electronic density localization and covalent bond order, respectively. We focus here only on the first three attributes to infer, characterize and quantify each intermolecular interaction in the complexes of Figures 3 and 4, and provide reasons to show why one should examine QTAIM’s fundamental signatures to infer chemical bonding.

The QTAIM molecular graphs of the homomolecular dimers of $\text{H}_4\text{C}_6\text{F}_2$, $\text{H}_3\text{C}_6\text{F}_3$, $\text{H}_2\text{C}_6\text{F}_4$, and $\text{HC}_6\text{F}_5$ are illustrated in Figure 6, and that of $\text{C}_6\text{F}_6$ in Figure 7. Those for the heteromolecular dimers are illustrated in Figure 8. As can be seen from these, each F···F contact is accompanied by a single intermolecular bond path and a $(3,−1)$ bcp between the fluorine atoms of the interacting monomers in each dimer configuration. There are three such bond paths in each complex; two of them are equivalent and lie along the outer extension of the C−F bond axes, confirming their directional nature. The remaining one appears between the lateral sides of these F atoms and is what we have referred to as the forced interaction, since it is the consequence of the two former interactions. The F···F bond path topologies revealed by QTAIM are fully consistent with what was inferred from the magnitudes of the equilibrium bond distances shown in Figures 3 and 4. These, together with the rcp-to-bcp connectivity appearing in the intermolecular regions are consistent with that described by the overlapping MESP model for $(\text{C}_6\text{F}_6)_2$, Figure 5, showing a further advantage in using QTAIM’s bond path topology.
Figure 6. MP2/cc-pVTZ QTAIM molecular graphs of (a) H$_4$C$_6$F$_2$···F$_2$C$_6$H$_4$; (b) H$_3$C$_6$F$_3$···F$_3$C$_6$H$_3$; (c) H$_2$C$_6$F$_4$···F$_4$C$_6$H$_2$; and (d) HC$_6$F$_5$···F$_5$C$_6$H. The charge density ($\rho_b$/a.u., blue) at selected F···F bcps and the Laplacian of the charge density ($\nabla^2\rho_b$/a.u., black) at all bcps are shown. Ring critical points are not shown. Bcps: tiny red spheres; bond paths: solid and dotted lines in atom color.

There is no straightforward and convenient way that can assist to quantify the stabilization energy of each of the three individual F···F interactions in each dimer, although this could be done computationally using the so-called Interacting Quantum Atom (IQA) model of Pendás and coworkers\cite{106,107} and employed by Tognetti et al. \cite{52,108,109} to study halogen bonding; however, this is computationally very expensive for larger systems.
QTAIM does provide another means of quantifying individual F⋯F interactions through the magnitude of ρ_b at a bcp, a property which has been shown to correlate with the binding energy [110,111]. In any case, the ρ_b for each of the three F⋯F interactions are nearly equivalent (values for the forced interaction being marginally smaller), indicating that all the three are nearly competitive interactions. What has been summarized in Table 1 is the net binding energy for each dimer; this is collectively due to these three F⋯F interactions that can be individually characterized and quantified, demonstrating another advantage of QTAIM over the MESP model.

The mean F⋯F bond distance in the dimer decreases as the number of fluorine atoms on the monomeric aromatic core increases; this is primarily the result of attraction caused by an enhanced dispersion (but not polarization) effect between the interacting F atoms. While the magnitude of exchange repulsion increases in the dimer series with increasing number of F atoms (Table 1), the energy due to Coulombic interaction increasingly becomes more negative. Consistent with this, the mean of the predicted charge density, ρ_b, at the corresponding F⋯F bcp increases monotonically in the series (Figures 6–8). This is broadly (but not exactly) consistent with the ordering noted for ΔE, ΔE(BSSE) and E_int given in Table 1. This result shows that the fundamental QTAIM signatures are useful in arriving at an understanding of intermolecular interactions.

The magnitude and sign of ∇^2ρ_b provides information about the nature of bonding interactions [29,112]. In general, ∇^2ρ_b > 0 is indicative of an ionic (electrostatic or closed-shell) interaction because it deals with the region in real space where there is significant depletion of charge density. On the other hand, ∇^2ρ_b < 0 is indicative of a shared (open-shell) type of interaction and refers to the region in real space between atomic basins that features a concentration of charge density. The former and latter are generally found for non-covalent and covalent bonding interactions, respectively [29,112]. There are examples of covalent bonds with ∇^2ρ_b > 0, but this occurs when the bond is sufficiently polar [113], such as the C–F bonds in C_4F_6.

From the sign and magnitude of ∇^2ρ_b shown in Figures 6 and 7, three distinct bonding features are evident in each of the molecular graphs. First, ∇^2ρ_b is large and negative for all C–C and C–H bcps, as expected for these open-shell interactions. Second, ∇^2ρ_b is small and positive at the C–F bcps, which signifies significant polarity in these covalent bonds; similar results have been discussed previously for highly polar covalent bonds in diverse molecules [38,113]. Third, ∇^2ρ_b is very small and positive for F⋯F bcps, indicative of probable non-covalent interactions. Figure 9, for example, shows the 2D contour plot of the ∇^2ρ_b for the pentafluorobenzene dimer. It shows various regions of charge density depletion (∇^2ρ_b > 0) and concentration (∇^2ρ_b < 0).

In addition to chemical bonds, each dimer features two types of ring. The six-membered rings, as expected, arise from the six carbon atoms of each planar aromatic system. Five-membered rings are a consequence of the F⋯F bcps and bond paths that are formed upon attraction between monomers. This attribute is illustrated in Figure 7 for (C_4F_6)_2 and is present in all other dimers shown in Figures 6 and 8. Each of these rings is characterized by a ring critical point (rcp), appearing close to the center of the ring. The magnitude of charge density, ρ_r, at rcps is smaller than the ρ_b of the F⋯F bcps for each dimer. The ∇^2ρ_r > 0 indicates significant depletion of charge density at the center of each ring, as expected; a similar pattern is found in each six-membered aromatic ring. It is known that the proximity of a rcp to a bcp is indicative of a weak ring structure. When both these critical points are in close vicinity, the ring structure may annihilate due to zero-point vibrational motion leading to the destabilization of the overall geometry of the system [114].

The appreciable separation between the rcp and the bcp in the five-membered rings of the dimers is evidence of reasonable stability of the intermolecular interactions in the structure. The delocalization indices evaluated within the framework of QTAIM, shown in Figure 8, for the heterodimeric complexes support the topological (QTAIM) rationalizations of F⋯F bonding interactions.

Shahbazian [115] has argued that equating (3, −1) critical points, derived from the topological analysis of the electron densities, to chemical bonds has triggered a great deal of confusion in recent years. According to him, part of this confusion stems from referring to the (3, −1) critical points
as “bond” critical points. Computational studies conducted on molecular electron densities cast serious doubt on the supposed universal equivalence between chemical bonds and the (3, −1) critical points. It was instead suggested that the (3, −1) critical points should be referred to as “line” critical points to prevent further misinterpretation of the data emerging from QTAIM. There therefore may be circumstances where the disappearance of a critical point in the bonding region, which generally connects two bonded atomic basins through gradient paths, might not indicate the presence of a bonding interaction. The gradient paths terminate and appear at the (3, −1) bcp, thereby connecting the atomic basins together, and the gradient vector field could be described by lines following the steepest decent. When one refers to a (3, −1) critical point between two atomic basins, it actually refers to the critical point of charge density at which the charge density decreases in two perpendicular directions in space and increases in the third direction. This is thus a saddle point of charge density, which is a maximum in two directions in space and a minimum in the third.

In our view it is misleading to refer to a (3, −1) bond critical point as just a “line critical point”; this seems meaningless since one can draw lines between atoms arbitrarily to represent bonds between them and indicate a point on the line where the van der Waals radii of each atomic domains supposedly meet. This purely arbitrary line has no obvious connection with the underlying critical points of QTAIM, and that this, with no doubt, will create further misunderstanding of the underlying framework of QTAIM. Moreover, it is worth stressing that QTAIM does not provide any assurance that a (3, −1) critical point is equivalent to a chemical bond, nor a bond path. As Bader himself stressed [104], “This account takes to task papers that criticize the definition of a bond path as a criterion for the bonding between the atoms it links by mistakenly identifying it with a chemical bond”. As discussed above, in addition to the (3, −1) bcp, one should also examine the presence of a bond path between the electron exchange channels to consider the possible presence of a bonding interaction between the atomic basins, as this assists to infer the nature of bonding between the interacting atoms (such as straight, strained or curved or banana-shaped interactions). Analogous insight might be inferred from the results of the MESP model (but not always!), since this model does not provide any physically measurable quantity that can be used to quantify an intermolecular interaction between bonded atoms (as it relies only on the reactivity of isolated monomers, and researchers use this to extrapolate and provide their unified arguments about the presence or absence of such an attraction between these atoms that are bonded with each other).
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**Figure 7.** MP2/cc-pVTZ level QTAIM molecular graph of the (C₆F₆)₂ homomolecular dimer. The charge density ($\rho_b/\text{a.u.}$, blue) at selected F···F bcps and rcps, and the Laplacian of the charge density ($\nabla^2 \rho_b/\text{a.u.}$, black) at all bcps and rcps are shown. Bcps: tiny red spheres; rcps: tiny green spheres; bond paths: solid and dotted lines in atom color; solid and dotted lines represent the open- and closed-shell interactions, respectively.
Figure 8. MP2/cc-pVTZ level QTAIM molecular graph of some heteromolecular dimers: (a) H$_4$C$_6$F$_2$···F$_3$C$_6$H$_3$ (b) H$_3$C$_6$F$_3$···F$_4$C$_6$H$_2$ (c) H$_2$C$_6$F$_4$···F$_5$C$_6$H and (d) HC$_6$F$_5$···F$_6$C$_6$. The charge density ($\rho_b$/a.u., blue), the Laplacian of the charge density ($\nabla^2\rho_b$/a.u., red) at F···F bcps and the delocalization indices for each atom-atom pair (black) are shown. Bcps: tiny red spheres; bond paths: solid and dotted lines in atom color; solid and dotted lines represent the open- and closed-shell interactions, respectively. For simplicity, rcps are not shown.
As said, QTAIM does not encourage one to call either a $\left(3, -1\right)$ bcp or a bond path a chemical bond; it only suggests that the presence of these two attributes collectively might be a useful indicator to hypothesize the presence of a bonding interaction between atomic basins [104]. Tognetti and coworkers have already provided several instances of the circumstances under which bond paths appear and have shown how the competition between primary and secondary exchange channels assists in the appearance and disappearance of both a $\left(3, -1\right)$ bcp and bond path between atomic basins that constitute the entire molecular graph of a chemical system. Any property of a chemical system (e.g., dipole moment) is determined by the nature of its atomic constituents, and the way they are bonded with each other, which determines the geometry of the system at equilibrium. The evaluation of the property is based not only of geometry but also on symmetry. It is not unexpected that the bcp and associated bond paths would be structure dependent, and it is misleading to make conclusions on the usefulness or otherwise of the signatures of QTAIM to garner information on chemical bonding in molecular, supramolecular and solid-state systems after examining only some examples [95].

It must be appreciated that there is no unified theory at the moment that can successfully and completely explain the detailed nature of chemical bonding between interacting atoms and the nature of interacting sites. All available theories have their limitations and instances are likely to be found where they fail. Hence “polarization” should not be regarded as the only term needed to understand the chemistry of non-covalent interactions. It is just an aid in providing partial insight into what is likely to be happening in an intermolecular interaction. What has not been fully understood previously has sometimes just been misleadingly attributed to polarization. One such example is the nature of the $\sigma$-hole on the Cl atom along the C–Cl bond extension in CH3Cl. Some have suggested this has no $\sigma$-hole [15], others say it is negative [13], yet others that is positive [77,116]. The concept of polarization has been introduced to demonstrate that if a test charge is placed at a certain distance from the Cl atom, this would induce a positive $\sigma$-hole on it [117]; it will then have the ability to attract a negative site to form complexes. While a positive test charge might polarize the Cl atom, it certainly does not convert the near neutral/negative $\sigma$-hole into a positive one; moreover, the presence of the test charge cannot be removed when evaluating the nature of the electrostatic potential. Nonetheless, the positive nature of the $\sigma$-hole on the Cl atom along the C–Cl bond extension is inherent, which will be revealed if and only if an appropriate theoretical method, together with an appropriate isodensity surface for mapping.

**Figure 9.** MP2/cc-pVTZ level QTAIM molecular graph and the Laplacian of the charge density plot in 2D for the pentafluorobenzene dimer, HF3C6F2···F2C6F3H2; the latter is obtained in the plane defined by the three top F atoms involved in F···F bonded interactions. The green solid lines (green) and red negative lines (red) represent regions of charge depletion and concentrations, respectively. The bond and ring critical points (tiny spheres in red and green, respectively) are illustrated.
of potential, is invoked [77]. This demonstrates that both the sign and magnitude of electrostatic potential are basis set dependent, which can be minimal or significant depending on the chemical system under investigation (i.e., system-by-system basis) [35,77].

As an example on the failure of the aforementioned QTAIM signatures, we cite the study of Lane et al. [118]. These authors have shown that there is no clear distinction between the nature of the intramolecular hydrogen bonding interactions in 1,2-ethanediol (ED), 1,3-propanediol (PD), and 1,4-butanediol (BD), despite the absence of a bcp in ED. This conclusion was arrived at based on the fact that there were no qualitative differences between the density characteristics of the O···H bonding region in ED compared to those in PD and BD. The geometry of ED was favorable for O···H intramolecular hydrogen-bonding because the observed vibrational spectra [119,120] were consistent with this. The absence of a bcp in ED should thus not be viewed as evidence against hydrogen-bonding but rather more simply as the absence of a piece of QTAIM characteristic useful for its identification. The absence of the QTAIM’s intermolecular bonding topologies in ED could be rationalized as due to the annihilation of the (3,−1) bcp with the (3,+1) rcp, causing the disappearance of the intramolecular interaction between H and O atomic basin in ED. While these specific QTAIM criteria for hydrogen-bonding might be stringent, it was suggested that the RDG-based NCI index analysis tool can present a more global description of bonding than analysis of QTAIM critical points alone, broadening the scope of characterization of non-covalent interactions. The RDG identification of O···H bonding in ED was not very surprising since this approach accounts for the exploration of the gradient of charge density around the vicinity of the bond critical point where $\nabla \rho(r_s) \cdot \mathbf{n}(r_s) = 0$.

We have also used the RDG-NCI index approach to examine whether the C···F···F···C bonding information signaled by QTAIM for the various fluorinated complexes examined are real. The results are shown in Figure 10 for H$_3$C$_6$F$_3$···F$_4$C$_6$H$_2$. As can be seen, one does indeed observe various RDG domains between the bonded F atom basins that were indicated by QTAIM signatures. Each of the two equivalent C···F···F···C type-II interactions is characterized by a dumbbell-shaped RDG isosurface in 3D, whereas the C···F···F···C type-I intermolecular topology is described by an irregular isosurface between them (see Figure 10 (right)). These two isosurfaces correspond to the narrow (green) spike in the sign($\lambda_2$) < 0 region of the $\rho \times$ sign($\lambda_2$) vs. RDG plot in 2D (see Figure 10 (left)), where $\lambda_2$ is the second eigenvalue of the Hessian of the charge density matrix. The weak spike (greenish light brown) appearing in the sign($\lambda_2$) > 0 region refers to the presence of a van der Waals domain between the monomers, which is a characteristic of the light brownish isosurface and the 5-membered rings. The broad spike (red) in the sign($\lambda_2$) > 0 region corresponds to an RDG domain that is appearing at the center of the six-membered C$_6$F$_6$ rings and is corresponding to the red isosurface stands out at the center of the C$_6$ rings, indicative of (steric) repulsion. Very similar results were obtained for the all other complexes examined. Figure 11, for instance, illustrates RDG-NCI index plots in 3D for some of these complexes.

**Figure 10.** MP2/cc-pVTZ level $\rho \times$ sign($\lambda_2$) vs. RDG plot (left) and RDG-NCI index isosurface plot (0.50 a.u.) (right) for H$_3$C$_6$F$_3$···F$_4$C$_6$H$_2$. Isosurface 3D plot is generated using VMD [121] software.
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5. Evidence of F···F Interactions in Molecules and Crystals

Matta and coworkers [122] have previously examined closed-shell F···F bonding interactions in 
several fluoro-substituted aromatic compounds on the basis of electron density. This is analogous 
to the topology of F···F type-I intermolecular interactions discussed in this study, but the angle of 
interaction is <120° since the interacting F atoms were confined in a monomer. A bond path linking 
two saturated F atoms was shown to be ubiquitous in crowded difluorinated aromatic compounds, 
with the internuclear distances in the range 2.3–2.8 Å. They further demonstrated that the observed 
F···F bonding displays the hallmarks of a closed-shell weak interaction. The presence of a bond path 
between the two F atoms imparted as much as 14 kcal mol \(^{-1}\) of local stabilization to the molecule 
in which it exists. This is a stabilization that can be offset, or indeed completely overwhelmed, by 
destabilization in other regions in the molecule.

There are several other recent studies that advocate the importance of F···F bonding in the stability 
of the equilibrium geometries of a variety of complexes [28]. For instance, Sanna et al. [123] have 
reported the X-ray diffraction characterization of a pair of CCl\(_3\)F (CFC-11) molecules trapped in a 
molecular sponge. The encapsulated molecules were found arranged in two crystallographically 
independent relative orientations inside the channels. An uncommon type of C(sp\(^3\))-F···F–C(sp\(^3\)) 
interaction between the CCl\(_3\)F molecules was observed, together with halogen (X)···π interactions, 
to show these interactions are indeed real.

Given that fluorine substitution in π-conjugated systems has been a feature of many recent reports, 
primarily aimed towards the development of materials with enhanced optical and optoelectronic 
behavior, Calvo-Castro and colleagues [124] have examined the effect of fluorine substitution on the 
intermolecular interactions, energetics, and packing behavior of a series of π-conjugated N-benzyl 
substituted diketopyrrolopyrroles. Using the M06-2X density functional at the 6-311G(d) level, they 
have shown that that substitution of hydrogen by fluorine can also lead to dramatic changes in 
solid-state packing behavior because of this kind of weak interaction as above, leading to the emergence 
of significant fluorine-induced stabilization. Such fluorine-based intermolecular interactions were 
extracted from the single crystal nearest neighbor dimer pairs.

Khavasi and Rahimi [125] have also demonstrated the importance of F···F interactions in 
crystals. They noted that in coordination compounds fluorinated ligands exercise influence not
only on the first coordination sphere but also on the supramolecular architecture and overall construction of the compounds [126]. It was shown that the two-dimensional polymeric complexes of \(N\)-(fluorinatedphenyl)-2-pyrazinecarboxamides ligands, carrying three and four fluorine atoms on phenyl rings, were stabilized by \(F\cdots F\) type-II synthons between adjacent rings, in addition to participating in \(F\cdots \pi\) interactions. Their Hirshfeld surface analysis has confirmed the importance of these interactions in crystal stability.

Li et al. [127] have examined a series of \(N\)-arylimide molecular systems that were stabilized by fluorine–aromatic \((F\cdots \pi)\) interactions. Similarly, Baker and coworkers [28], as well as others [128–130], have provided evidence of the importance of fluorine substituents that gave rise to increasingly more stabilizing interactions with more electron-deficient aromatic surfaces. They concluded that the attractive \(F\cdots \pi\) interaction is electrostatically driven and is stronger than other halogen–\(\pi\) interactions.

There are thousands of structures of fluorine-substituted compounds deposited in the CSD. Figure 12 shows an example of the unit-cell of a fluorine reinforced system required for the development of the 4,4′-bis(nonafluorobutyl)-2,2′-bipyridine crystal [131], wherein \(F\cdots F\) intermolecular distances vary between 2.9 and 3.4 Å. Figure 13 depicts the unit-cells of the solid-state structures of 8-(nonafluorobutyl)-3-(pyrimidin-2-yl)-3,4-dihydro-2H,6H-pyrimido[2,1-b][1,3,5]thiadiazin-6-one (left) and trans-4,4′-azobipyridine 1,1,2,2,3,3,4,4,5,5,6,6,7,7,8,8-hexadecafluoro-1,8-diiodooctane (right) crystals. The latter molecule and its derivatives have been identified as a halogen bond donor in many co-crystals. While the main driving force in such crystals were \(N\cdots I\) type-II halogen bonding, the \(F\cdots F\) intermolecular distances between the 1,1,2,2,3,3,4,4,5,5,6,6,7,7,8,8-hexadecafluoro-1,8-diiodooctane molecules varied between 2.9 and 3.4 Å. This means that they contribute to the overall stability and layered structure of the system. A similar argument can be applicable to the large-scale crystal structure of 8-(nonafluorobutyl)-3-(pyrimidin-2-yl)-3,4-dihydro-2H,6H-pyrimido[2,1-b][1,3,5]thiadiazin-6-one.

**Figure 12.** An example of the solid-state structure of a fluorine-containing compound, 4,4′-bis(nonafluorobutyl)-2,2′-bipyridine, obtained from Cambridge Structure Database (CSD), refcode PEJZOV. A few \(F\cdots F\) intermolecular distances are shown; actual values varying between 2.9 and 3.4 Å.

**Figure 13.** Examples of experimentally reported fluorine-substituted crystals: (a) 8- (Nonafluorobutyl)-3-(pyrimidin-2-yl)-3,4-dihydro-2H,6H-pyrimido[2,1-b][1,3,5]thiadiazin-6-one and (b) trans-4,4′-azobipyridine 1,1,2,2,3,3,4,4,5,5,6,6,7,7,8,8-hexadecafluoro-1,8-diiodooctane (CSD ref. code KIQSUA and COKNUM, respectively), obtained from CSD. A few \(F\cdots F\) intermolecular distances in these compounds are shown.
Figures 14 and 15 show the crystal structures of perfluorohexane and dichloro-bis(perfluoro-n-propyl)-tellurium(IV). The main driving force in the formation of the crystal in the former is presumably the F···F interactions since the intermolecular distances between the F atoms in this crystal lie between 2.9 and 3.4 Å. The same can be said of the latter, although in this case Te···Te interactions play a structure-determining role and fluorination promotes such an interaction.

The long-range nature of the F···F interactions in all the crystals illustrated as examples provide further evidence that “less than the sum of the van der Waals criterion” often invoked to identify and characterize attractive non-covalent interactions in crystal lattices, which ignores the importance of weakly bound interactions, is misleading. Moreover, it should also be kept in mind that the forces that govern the lattice structures of molecular crystals of the types given above as examples are not always purely Coulombic interactions between regions of positive and negative charge as emphasized on several occasions [18,132].

These selected studies show the structural and interaction diversity of fluorine-centered interactions in the rational design and functionalization of materials. Most of these suggest that the theoretical exploration of fluorine-based contacts is largely lacking compared with those featuring halogen- and hydrogen-bonding with other halogen derivatives. Clearly, a concerted effort is required to enhance our current knowledge concerning the physical chemistry and chemical physics of fluorine in fluorine-based materials.

6. Summary

We have examined the non-covalent interaction ability of F in six fluorine-substituted benzene derivatives using the MESP model and \textit{ab initio} MP2 calculations. From the nature of the MESP,
we have shown that the fluorine in these molecules is entirely negative, both along its axial and equatorial regions; a similar conclusion on the negativity of the F atom was arrived at using the computed QTAIM integrated charges. As the number of the F atoms replacing H atoms in C₆H₆ increased from one to six, its negative nature concomitantly decreased. This is reasonable since the competition between them within the same molecule increases due to the very high electronegative and electron-withdrawing natures of the F atom. This specific feature did not prevent it from forming fluorine-centered non-covalent interactions, which resulted in dimeric complexes when one of the fluoro-substituted aromatic molecules was in proximity to a structurally identical or similar fluorinated compound. The MESP model approach, which was shown to be useful for inferring inter- and intramolecular interactions between sites of opposite polarity, is found to be incapable of explaining these unusual F···F non-covalent interactions both qualitatively and quantitatively; this is simply because this model does not account for the possibility of Coulombic attraction between sites of similar polarities. The attractive interactions between negative sites in the complexes examined were, however, successfully described by both QTAIM and RDG-NCI-based bonding descriptors, presenting, in general, yet another example of the usefulness and richness of the bond critical point and bond path concept and the theory of atoms in molecules; therefore, it is always recommended to examine these specific properties regardless of the chemical system being studied. Finally, we showed that of the four interaction energy contribution terms analyzed the stabilization energies arising from combined electrostatic and polarization effects alone cannot explain the structural stability of the fluoro-substituted dimers that we examined. Often underappreciated, dispersion energy turns out to be the main driving force behind dimer formation and its stabilization, overcoming all other repulsive effects, and was present in all the dimers examined. It is a common belief that this term dominates when interacting molecules are non-polar or slightly polar. This study showed it is not always true since it is found dominant even when the interacting species is either appreciably polar, weakly polar or even non-polar. While others have shown dispersion to be non-directional on several occasions, this study shows that dispersion, together with other attractive and repulsive interactions, do assist in enforcing an F···F intermolecular interaction to become directional. It is expected that this study will assist in the fundamental understanding of future studies involving the noncovalent chemistry of fluorine-centered interactions, as well as in the way they drive the design of novel supramolecular materials.
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