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Abstract
The $q$-tetrahedron algebra $\boxtimes_q$ was recently introduced and has been studied in connection with tridiagonal pairs. In this paper we further develop this connection. Let $K$ denote an algebraically closed field and let $q$ denote a nonzero scalar in $K$ that is not a root of unity. Let $V$ denote a vector space over $K$ with finite positive dimension and let $A, A^*$ denote a tridiagonal pair on $V$. Let $\{\theta_i\}_{i=0}^d$, (resp. $\{\theta_i^*\}_{i=0}^d$) denote a standard ordering of the eigenvalues of $A$ (resp. $A^*$). T. Ito and P. Terwilliger have shown that when $\theta_i = q^{2i-d}$ and $\theta_i^* = q^{d-2i}$ (0 $\leq$ $i$ $\leq$ $d$) there exists an irreducible $\boxtimes_q$-module structure on $V$ such that the $\boxtimes_q$ generators $x_{01}, x_{23}$ act as $A, A^*$ respectively. In this paper we examine the case in which there exists a nonzero scalar $c$ in $K$ such that $\theta_i = q^{2i-d}$ and $\theta_i^* = q^{2i-d} + cq^{d-2i}$ for $0$ $\leq$ $i$ $\leq$ $d$. In this case we associate to $A, A^*$ a polynomial $P$ in one variable and prove the following theorem as our main result.

Theorem The following are equivalent:
(i) There exists a $\boxtimes_q$-module structure on $V$ such that $x_{01}$ acts as $A$ and $x_{30} + cx_{23}$ acts as $A^*$, where $x_{01}, x_{30}, x_{23}$ are standard generators for $\boxtimes_q$.
(ii) $P(q^{2d-2}(q - q^{-1})^{-2}) \neq 0$.

Suppose (i),(ii) hold. Then the $\boxtimes_q$-module structure on $V$ is unique and irreducible.
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1 Tridiagonal pairs
We begin by recalling the notion of a tridiagonal pair [16]. Let $K$ denote a field and let $V$ denote a vector space over $K$ with finite positive dimension. Let $A : V \rightarrow V$ denote a linear
transformation and let $W$ denote a subspace of $V$. We say $W$ is an eigenspace of $A$ whenever $W \neq 0$ and there exists $\theta \in \mathbb{K}$ such that

$$ W = \{ v \in V \mid Av = \theta v \}. $$

In this case, we call $\theta$ an eigenvalue of $A$. We say $A$ is diagonalizable whenever $V$ is spanned by the eigenspaces of $A$.

**Definition 1.1** [16, Definition 1.1] Let $V$ denote a vector space over $\mathbb{K}$ with finite positive dimension. By a tridiagonal pair on $V$, we mean an ordered pair of linear transformations $A : V \rightarrow V$ and $A^* : V \rightarrow V$ that satisfy the following four conditions:

(i) Each of $A, A^*$ is diagonalizable.

(ii) There exists an ordering $\{ V_i \}_{i=0}^{d}$ of the eigenspaces of $A$ such that

$$ A^* V_i \subseteq V_{i-1} + V_i + V_{i+1} \quad (0 \leq i \leq d), \quad (1) $$

where $V_{-1} = 0, V_{d+1} = 0$.

(iii) There exists an ordering $\{ V_i^* \}_{i=0}^{\delta}$ of the eigenspaces of $A^*$ such that

$$ AV_i^* \subseteq V_{i-1}^* + V_i^* + V_{i+1}^* \quad (0 \leq i \leq \delta), \quad (2) $$

where $V_{-1}^* = 0, V_{\delta+1}^* = 0$.

(iv) There does not exist a subspace $W$ of $V$ such that $AW \subseteq W, A^*W \subseteq W, W \neq 0, W \neq V$.

**Note 1.2** According to a common notational convention $A^*$ denotes the conjugate-transpose of $A$. We are not using this convention. For a tridiagonal pair $A, A^*$ the linear transformations $A$ and $A^*$ are arbitrary subject to (i)–(iv) above.

Tridiagonal pairs originally arose in algebraic combinatorics through the study of a combinatorial object called a P- and Q-polynomial association scheme [16]. Since then they have appeared in many other areas of mathematics. For instance, examples of tridiagonal pairs appear in representation theory [2, 6, 8, 11, 12, 20, 22], the study of orthogonal polynomials and special functions [39, 43, 47], the theory of partially ordered sets [38, 42], and statistical mechanics [4, 15, 40]. The tridiagonal pairs for which the $V_i, V_i^*$ all have dimension 1 are called Leonard pairs. The Leonard pairs are classified and correspond to a family of orthogonal polynomials consisting of the $q$-Racah polynomials and related polynomials in the Askey scheme [39, 43]. Currently there is no classification of tridiagonal pairs; this paper is largely motivated by the search for this classification. For further information on tridiagonal pairs and Leonard pairs see [1, 3, 5, 9, 10, 13, 17, 21, 24, 25, 26, 35, 27, 28, 30, 31, 32, 33, 34, 36, 37, 41, 44, 45, 46, 48, 49, 50].

We now recall a few basic facts about tridiagonal pairs. Let $A, A^*$ denote a tridiagonal pair on $V$ and let $d, \delta$ be as in Definition 1.1(ii), (iii). By [16, Lemma 4.5] we have $d = \delta$; we call this common value the diameter of $A, A^*$. An ordering of the eigenspaces of $A$ (resp. $A^*$)
will be called *standard* whenever it satisfies (1) (resp. (2)). We comment on the uniqueness of the standard ordering. Let \( \{ V_i \}_{i=0}^d \) denote a standard ordering of the eigenspaces of \( A \). Then the ordering \( \{ V_{d-i} \}_{i=0}^d \) is standard and no other ordering is standard. A similar result holds for the eigenspaces of \( A^* \). An ordering of the eigenvalues of \( A \) (resp. \( A^* \)) will be called *standard* whenever the corresponding ordering of the eigenspaces of \( A \) (resp. \( A^* \)) is standard.

Let \( \{ \theta_i \}_{i=0}^d \) (resp. \( \{ \theta_i^* \}_{i=0}^d \) denote a standard ordering of the eigenvalues of \( A \) (resp. \( A^* \)). The \( \theta_i, \theta_i^* \) both satisfy a three term recurrence relation that has been solved in closed form \([16, \text{Theorem } 11.1, \text{Theorem } 11.2]\). The following two special cases will be of interest to us. For \( 0 \neq q \in \mathbb{K} \) we call \( A, A^* \) *-geometric* whenever \( \theta_i = q^{2i-d} \) and \( \theta_i^* = q^{d-2i} \) for \( 0 \leq i \leq d \).

For a study of this case see \([2, 3, 20, 22]\). For \( 0 \neq q \in \mathbb{K} \) we call \( A, A^* \) *-mixed* whenever there exists \( 0 \neq c \in \mathbb{K} \) such that \( \theta_i = q^{2i-d} \) and \( \theta_i^* = q^{2i-d} + cq^{d-2i} \) for \( 0 \leq i \leq d \). The main result of this paper concerns the \( q \)-mixed tridiagonal pairs. These two cases are of interest because of their connection to the \( q \)-tetrahedron algebra \( \mathfrak{X}_q \). We discuss this connection in the next section.

## 2 The \( q \)-tetrahedron algebra

The \( q \)-tetrahedron algebra \( \mathfrak{X}_q \) was introduced in \([19]\) as part of the continuing investigation of tridiagonal pairs. It is closely related to a number of well known algebras including the quantum group \( U_q(\mathfrak{sl}_2) \) \([19, \text{Proposition } 7.4]\), the \( U_q(\mathfrak{sl}_2) \) loop algebra \([19, \text{Proposition } 8.3]\), and positive part of \( U_q(\mathfrak{sl}_2) \) \([19, \text{Proposition } 9.4]\). The finite dimensional irreducible \( \mathfrak{X}_q \)-modules are described in \([19]\). For further information on \( \mathfrak{X}_q \) see \([18]\). We note that \( \mathfrak{X}_q \) is a \( q \)-analogue of the tetrahedron algebra \( \mathfrak{X} \) \([7, 11, 14, 15, 23]\).

We now fix some notation and then recall the definition of \( \mathfrak{X}_q \).

Throughout the rest of this paper \( \mathbb{K} \) will denote an algebraically closed field. We fix a nonzero scalar \( q \in \mathbb{K} \) that is not a root of 1. For an integer \( n \geq 0 \) we define

\[
[n] = \frac{q^n - q^{-n}}{q - q^{-1}}.
\]

(3)

We let \( \mathbb{Z}_4 = \mathbb{Z}/4\mathbb{Z} \) denote the cyclic group of order 4.

**Definition 2.1** \([19, \text{Definition } 6.1]\) Let \( \mathfrak{X}_q \) denote the unital associative \( \mathbb{K} \)-algebra that has generators

\[
\{ x_{ij} \mid i, j \in \mathbb{Z}_4, j - i = 1 \text{ or } j - i = 2 \}
\]

and the following relations:

(i) For \( i, j \in \mathbb{Z}_4 \) such that \( j - i = 2 \),

\[
x_{ij} x_{ji} = 1.
\]

(ii) For \( h, i, j \in \mathbb{Z}_4 \) such that the pair \( (i - h, j - i) \) is one of \( (1, 1), (1, 2), (2, 1) \),

\[
\frac{qx_{ij} x_{hi} - q^{-1} x_{hi} x_{ij}}{q - q^{-1}} = 1.
\]

(4)
(iii) For \(h, i, j, k \in \mathbb{Z}_4\) such that \(i - h = j - i = k - j = 1\),
\[x_{hi}^2 x_{jk} - [3] x_{hi}^2 x_{jk} x_{hi} + [3] x_{hi} x_{jk} x_{hi}^2 - x_{jk} x_{hi}^3 = 0.\] (5)

We call \(\mathfrak{B}_q\) the \(q\)-tetrahedron algebra. We refer to the \(x_{ij}\) as the standard generators for \(\mathfrak{B}_q\).

**Remark 2.2** The equations (5) are called the cubic \(q\)-Serre relations.

We now recall a few basic facts about \(\mathfrak{B}_q\)-modules. Let \(V\) denote a finite dimensional irreducible \(\mathfrak{B}_q\)-module. By [19] Theorem 12.3 each generator \(x_{ij}\) of \(\mathfrak{B}_q\) is diagonalizable on \(V\). Moreover, there exist an integer \(d \geq 0\) and a scalar \(\varepsilon \in \{1, -1\}\) such that for each generator \(x_{ij}\) the set of distinct eigenvalues of \(x_{ij}\) on \(V\) is \(\{\varepsilon q^{2n-d} | 0 \leq n \leq d\}\). We call \(\varepsilon\) the type of \(V\).

We now discuss the connection between \(q\)-geometric tridiagonal pairs and finite dimensional irreducible \(\mathfrak{B}_q\)-modules. Let \(V\) denote a vector space over \(K\) with finite positive dimension. Let \(A, A^*\) denote a \(q\)-geometric tridiagonal pair on \(V\). Then there exists an irreducible \(\mathfrak{B}_q\)-module structure on \(V\) of type 1 such that \(A\) acts as \(x_{01}\) and \(A^*\) acts as \(x_{23}\). Conversely, let \(V\) denote a finite dimensional irreducible \(\mathfrak{B}_q\)-module of type 1. Then the generators \(x_{01}, x_{23}\) act on \(V\) as a \(q\)-geometric tridiagonal pair [47, Theorem 34.14].

Inspired by the above result we consider the connection between \(q\)-mixed tridiagonal pairs and finite dimensional irreducible \(\mathfrak{B}_q\)-modules. In the next section we give a detailed description of the situation we wish to consider.

### 3 Assumptions and motivation

Throughout the rest of the paper we will be concerned with the following situation.

**Assumption 3.1** Let \(V\) denote a vector space over \(K\) with finite positive dimension and let \(A, A^*\) denote a tridiagonal pair on \(V\). Let \(\{V_i\}_{i=0}^d\) (resp. \(\{V_i^*\}_{i=0}^d\)) denote a standard ordering of the eigenspaces of \(A\) (resp. \(A^*\)). For \(0 \leq i \leq d\), let \(\theta_i\) (resp. \(\theta_i^*\)) denote the eigenvalue of \(A\) (resp. \(A^*\)) associated with \(V_i\) (resp. \(V_i^*\)). We assume there exists a nonzero \(c \in K\) such that \(\theta_i = q^{2i-d}\) and \(\theta_i^* = q^{2i-d} + c q^{d-2i}\) for \(0 \leq i \leq d\).

To motivate our main result we make some comments.

**Lemma 3.2** [16] Theorem 10.1, Theorem 11.1] With reference to Assumption 3.1 we have

(i) \(A^3 A^* - [3] A^2 A^* A + [3] A A^* A^2 - A^* A^3 = 0\),

(ii) \(A^* A^3 - [3] A^* A^2 A^* + [3] A^* A A^* A^2 - A A^* A^3 + c(q^2 - q^{-2})^2 (A^* A - A A^*) = 0\).

Using (4) and (5) it can be shown that for \(0 \neq c \in K\) the elements \(x_{01}\) and \(x_{30} + cx_{23}\) of \(\mathfrak{B}_q\) satisfy the relations in Lemma 3.2. Given this, it is natural to ask the following question. With reference to Assumption 3.1 when does there exist an irreducible \(\mathfrak{B}_q\)-module structure on \(V\) of type 1 such that \(A\) acts as \(x_{01}\) and \(A^*\) acts as \(x_{30} + cx_{23}\)? In this paper we answer this question; our main result is Theorem 5.4. In the next section we establish some notation needed to state our main result.
4 A split decomposition and its raising/lowering maps

We now recall the notion of a split decomposition of a tridiagonal pair and its corresponding raising and lowering maps.

**Definition 4.1** Let $V$ denote a vector space over $\mathbb{K}$ with finite positive dimension. By a decomposition of $V$ we mean a sequence $\{U_i\}_{i=0}^d$ consisting of nonzero subspaces of $V$ such that $V = \bigoplus_{i=0}^d U_i$ (direct sum). For notational convenience we set $U_{-1} := 0, U_{d+1} := 0$.

Referring to Assumption 3.1 the sequences $\{V_i\}_{i=0}^d$ and $\{V^*_i\}_{i=0}^d$ are both decompositions of $V$. We now mention another decomposition of interest.

**Lemma 4.2** [16, Theorem 4.6] With reference to Assumption 3.1, for $0 \leq i \leq d$ define

$$U_i = (V^*_0 + \cdots + V^*_i) \cap (V_i + \cdots + V_d).$$

Then $\{U_i\}_{i=0}^d$ is a decomposition of $V$. Moreover, for $0 \leq i \leq d$

$$\begin{align*}
(A^* - \theta_i^* I)U_i &\subseteq U_{i-1}, \\
U_0 + \cdots + U_i = V^*_0 + \cdots + V^*_i, \\
(A - \theta_i I)U_i &\subseteq U_{i+1}, \\
U_i + \cdots + U_d = V_i + \cdots + V_d.
\end{align*}$$

(6) (7)

We call $\{U_i\}_{i=0}^d$ the split decomposition of $V$ corresponding to the given orderings $\{V_i\}_{i=0}^d$, $\{V^*_i\}_{i=0}^d$.

**Definition 4.3** [16, Definition 5.2] With reference to Assumption 3.1 and Lemma 4.2 we define the following. For $0 \leq i \leq d$ we define a linear transformation $F_i : V \to V$ by

$$\begin{align*}
(F_i - I)U_i &= 0, \\
F_i U_j &= 0 \text{ if } j \neq i, \quad (0 \leq j \leq d).
\end{align*}$$

In other words, $F_i$ is the projection map from $V$ onto $U_i$. We call $F_i$ the $i$th projection map corresponding to $\{U_i\}_{i=0}^d$.

**Definition 4.4** [16, Definition 6.1] With reference to Assumption 3.1 and Definition 4.3 we define

$$\begin{align*}
R &= A - \sum_{h=0}^d \theta_h F_h, \\
L &= A^* - \sum_{h=0}^d \theta_h^* F_h.
\end{align*}$$

(8)

Combining (6) and (8) we have $RU_i \subseteq U_{i+1}$ and $LU_i \subseteq U_{i-1}$ for $0 \leq i \leq d$. We call $R$ (resp. $L$) the raising (resp. lowering) map corresponding to $\{U_i\}_{i=0}^d$. 

5
5 The main theorem

In this section we state our main result. We begin with a few comments.

Lemma 5.1  [35, Theorem 1.3] With reference to Assumption 3.1 and Lemma 4.2 we have
\( \dim(U_0) = 1. \)

Definition 5.2 With reference to Definition 4.4 and Lemma 5.1 we find that for \( 0 \leq i \leq d \)
\( U_0 \) is contained in an eigenspace for \( L^iR^i \); let \( \zeta_i \) denote the corresponding eigenvalue.

With reference to (3) for an integer \( n \geq 0 \) we define
\[
[n]! = [n][n-1]\ldots[1].
\]
(9)

We interpret \([0]! = 1.\)

Definition 5.3 With reference to Assumption 3.1 and Definition 5.2 we define a polynomial
\( P \in \mathbb{K}[\lambda] \) (\( \lambda \) indeterminate) by
\[
P = \sum_{i=0}^{d} q^{i(1-i)} \zeta_i \lambda^i [i]!^2.
\]

We now state our main result.

Theorem 5.4 With reference to Assumption 3.1 the following are equivalent:

(i) There exists a \( \mathfrak{F}_q \)-module structure on \( V \) such that \( x_{01} \) acts as \( A \) and \( x_{30} + cx_{23} \) acts as \( A^* \).

(ii) \( P(q^{2d-2}(q - q^{-1})^{-2}) \neq 0 \) where \( P \) is from Definition 5.3

Suppose (i),(ii) hold. Then the \( \mathfrak{F}_q \)-module structure on \( V \) is unique, irreducible, and has
\( \text{type } 1. \)

6 An outline of the proof of Theorem 5.4

Our proof of Theorem 5.4 will consume the remainder of the paper from Section 7 to Section 18. Here we sketch an overview of the argument.

We adopt Assumption 3.1 The main idea used in proving Theorem 5.4 is the following. We modify the linear transformation \( A^* : V \to V \) to produce a new linear transformation \( \tilde{A}^* : V \to V \) and we show that \( A, \tilde{A}^* \) is a \( q \)-geometric tridiagonal pair on \( V \) if and only if
\( P(q^{2d-2}(q - q^{-1})^{-2}) \neq 0. \) Then we apply [22, Theorem 2.7] and [19, Theorem 10.4] to \( A, \tilde{A}^* \)
to produce the \( \mathfrak{F}_q \)-module structure on \( V \) as in Theorem 5.4. The plan for the paper is as
follows. In Sections 7 and 8 we present some lemmas and definitions which will be used as
tools throughout the remainder of the paper. In Section 9 we define the linear transformation
\( \tilde{A}^* : V \to V \). We show that \( \tilde{A}^* \) is diagonalizable on \( V \) and the set of distinct eigenvalues
of $\tilde{A}^*$ on $V$ is $\{q^{d-2i}|0 \leq i \leq d\}$. In Section 10 we show that $A$ and $\tilde{A}^*$ satisfy Definition 1.1(ii),(iii). Sections 11 through 17 are devoted to showing that $A$ and $\tilde{A}^*$ satisfy Definition 1.1(iv) if and only if $P(q^{2d-2}(q - q^{-1})^{-2}) \neq 0$. We note that the arguments given in Sections 11 through 17 are a modification of the arguments from [22, Sections 7–12]. In Section 18 we show how to use [22, Theorem 2.7] and [19, Theorem 10.4] applied to the $q$-geometric tridiagonal pair $A, \tilde{A}^*$ to produce the $\otimes_q$-module structure on $V$ as in Theorem 5.4.

7 Some more raising/lowering maps

We now present another split decomposition for the tridiagonal pair $A, A^*$ and its corresponding raising and lowering maps.

**Definition 7.1** With reference to Assumption 3.1 and Lemma 4.2 let $\{W_i\}_{i=0}^d$ denote the split decomposition of $V$ corresponding to the orderings $\{V_i\}_{i=0}^d$, $\{V_i^*\}_{i=0}^d$. With reference to Definition 4.3 for $0 \leq i \leq d$, let $G_i$ denote the $i$th projection map corresponding to $\{W_i\}_{i=0}^d$. With reference to Definition 4.4 let $r_i$ (resp. $l_i$) denote the raising (resp. lowering) map corresponding to $\{W_i\}_{i=0}^d$.

We make the following three remarks in order to emphasize the similarities and differences between the two split decompositions $\{U_i\}_{i=0}^d$ and $\{W_i\}_{i=0}^d$.

**Remark 7.2** With reference to Definition 7.1 we emphasize the following. For $0 \leq i \leq d$ we have

$$W_i = (V_0^* + \cdots + V_i^*) \cap (V_0 + \cdots + V_{d-i}).$$

Moreover, for $0 \leq i \leq d$

$$\begin{align*}
(A^* - \theta_i^* I)W_i &\subseteq W_{i-1}, \\
A - \theta_{d-i} I)W_i &\subseteq W_{i+1}, \\
W_0 + \cdots + W_i = V_0^* + \cdots + V_i^*, \\
W_i + \cdots + W_d = V_0 + \cdots + V_{d-i}.
\end{align*}$$

(10)

**Remark 7.3** With reference to Definition 7.1 we emphasize that for $0 \leq i \leq d$

$$(G_i - I)W_i = 0,$$

$G_i W_j = 0$ if $j \neq i,$

$(0 \leq j \leq d).$

**Remark 7.4** With reference to Definition 7.1 we emphasize that

$$r = A - \sum_{h=0}^d \theta_{d-h} G_h, \\
l = A^* - \sum_{h=0}^d \theta_h^* G_h.$$  

(12)

Moreover, for $0 \leq i \leq d$, $rW_i \subseteq W_{i+1}$ and $lW_i \subseteq W_{i-1}$. 

7
8 Some linear algebra

In this section we state some linear algebraic results that will be useful throughout the paper. We use the following notation. Let $V$ denote a finite dimensional vector space over $K$ and let $X : V \rightarrow V$ denote a linear transformation. For $\theta \in K$ we define

$$V_X(\theta) = \{ v \in V \mid Xv = \theta v \}.$$ 

Observe that $\theta$ is an eigenvalue of $X$ if and only if $V_X(\theta) \neq 0$, and in this case $V_X(\theta)$ is the corresponding eigenspace.

**Lemma 8.1** [19, Lemma 11.2] Let $V$ denote a vector space over $K$ with finite positive dimension. Let $X : V \rightarrow V$ and $Y : V \rightarrow V$ denote linear transformations. Then for all nonzero $\theta \in K$ the following are equivalent:

(i) The expression $qXY - q^{-1}YX - (q - q^{-1})I$ vanishes on $V_X(\theta)$.

(ii) $(Y - \theta^{-1}I)V_X(\theta) \subseteq V_X(q^{-2}\theta)$.

**Lemma 8.2** [19, Lemma 11.3] Let $V$ denote a vector space over $K$ with finite positive dimension. Let $X : V \rightarrow V$ and $Y : V \rightarrow V$ denote linear transformations. Then for all nonzero $\theta \in K$ the following are equivalent:

(i) The expression $qXY - q^{-1}YX - (q - q^{-1})I$ vanishes on $V_Y(\theta)$.

(ii) $(X - \theta^{-1}I)V_Y(\theta) \subseteq V_Y(q^{2}\theta)$.

**Lemma 8.3** Let $V$ denote a vector space over $K$ with finite positive dimension. Let $X : V \rightarrow V$ and $Y : V \rightarrow V$ denote linear transformations. Fix a nonzero $c \in K$. Then for all nonzero $\theta \in K$ the following are equivalent:

(i) The expression $qXY - q^{-1}YX - (q - q^{-1})(X^2 + cI)$ vanishes on $V_X(\theta)$.

(ii) $(Y - \theta I - c\theta^{-1}I)V_X(\theta) \subseteq V_X(q^{-2}\theta)$.

**Proof:** For $v \in V_X(\theta)$ we have

$$(qXY - q^{-1}YX - (q - q^{-1})(X^2 + cI))v = q(X - q^{-2}\theta I)(Y - \theta I - c\theta^{-1}I)v$$

and the result follows. \hfill \Box

**Lemma 8.4** [19, Lemma 11.4] Let $V$ denote a vector space over $K$ with finite positive dimension. Let $X : V \rightarrow V$ and $Y : V \rightarrow V$ denote linear transformations such that

$$qXY - q^{-1}YX = (q - q^{-1})I.$$

Then for all nonzero $\theta \in K$,

$$\sum_{n=0}^{\infty} V_X(q^{-2n}\theta) = \sum_{n=0}^{\infty} V_Y(q^{2n}\theta^{-1}).$$  \hfill (13)
9 The linear transformations $B$ and $\tilde{A}^*$

**Definition 9.1** With reference to Assumption 3.1 and Definition 7.1 let $B : V \to V$ denote the linear transformation such that for $0 \leq i \leq d$, $W_i$ is an eigenspace of $B$ with eigenvalue $q^{2i-d}$.

**Lemma 9.2** With reference to Assumption 3.1 and Definition 9.1 we have

\[ \frac{qAB - q^{-1}BA}{q - q^{-1}} = I, \quad (14) \]

\[ \frac{qBA^* - q^{-1}A^*B}{q - q^{-1}} = B^2 + cI. \quad (15) \]

**Proof:** Recall that $\{W_i\}_{i=0}^d$ is a decomposition of $V$. By (10) $(A - q^{d-2i})W_i \subseteq W_{i+1}$ for $0 \leq i \leq d$. Using this and Lemma 8.2 we obtain (14). By (10) $(A^* - q^{2i-d} - cq^{d-2i})W_i \subseteq W_{i-1}$ for $0 \leq i \leq d$. Using this and Lemma 8.3 we obtain (15). \qed

**Definition 9.3** With reference to Assumption 3.1 and Definition 9.1 let $\tilde{A}^* : V \to V$ denote the following linear transformation:

$\tilde{A}^* = c^{-1}(A^* - B)$.

**Lemma 9.4** With reference to Definition 7.1 and Definition 9.3 we have

$(\tilde{A}^* - q^{d-2i})W_i \subseteq W_{i-1} \quad (0 \leq i \leq d)$

**Proof:** Let $i$ be given. Recall that $W_i$ is an eigenspace for $B$ with eigenvalue $q^{2i-d}$. We have

\[ (\tilde{A}^* - q^{d-2i})W_i = c^{-1} (A^* - q^{2i-d}I - c q^{d-2i}I)W_i \quad \text{(by Definition 9.3)} \]

\[ \subseteq W_{i-1} \quad \text{(by (10))}. \]

\qed

**Lemma 9.5** With reference to Definition 9.1 and Definition 9.3 we have

\[ \frac{qBA^* - q^{-1}\tilde{A}^*B}{q - q^{-1}} = I. \quad (16) \]

**Proof:** Immediate from Lemma 8.1 and Lemma 9.4 \qed

**Lemma 9.6** With reference to Definition 9.3 the following holds. $\tilde{A}^*$ is diagonalizable with eigenvalues $\{q^{d-2i}\}_{i=0}^d$. Moreover, for $0 \leq i \leq d$, the dimension of the eigenspace of $\tilde{A}^*$ associated with $q^{d-2i}$ is equal to the dimension of $W_i$. \qed
Proof: We start by displaying the eigenvalues of $\tilde{A}^*$. Notice that the scalars $q^{d-2i}$ ($0 \leq i \leq d$) are distinct since $q$ is not a root of unity. Using Lemma 9.4 we see that, with respect to an appropriate basis for $V$, $A^*$ is represented by a upper triangular matrix that has diagonal entries $q^d, q^{d-2}, \ldots, q^{-d}$, with $q^{d-2i}$ appearing $\dim(W_i)$ times for $0 \leq i \leq d$. Hence for $0 \leq i \leq d q^{d-2i}$ is a root of the characteristic polynomial of $\tilde{A}^*$ with multiplicity $\dim(W_i)$. It remains to show that $\tilde{A}^*$ is diagonalizable. To do this we show that the minimal polynomial of $\tilde{A}^*$ has distinct roots. Recall that $\{W_i\}_{i=0}^d$ is a decomposition of $V$. Using Lemma 9.4 we find that $\prod_{i=0}^d (\tilde{A}^* - q^{d-2i}I)V = 0$. By this and since $q^{d-2i}$ ($0 \leq i \leq d$) are distinct we see that the minimal polynomial of $\tilde{A}^*$ has distinct roots. We conclude that $\tilde{A}^*$ is diagonalizable and the result follows.

Definition 9.7 With reference to Definition 9.3 and Lemma 9.6 for $0 \leq i \leq d$ we let $\tilde{V}_i^*$ denote the eigenspace for $\tilde{A}^*$ with eigenvalue $q^{d-2i}$. For notational convenience we set $\tilde{V}_{-1}^* := 0, \tilde{V}_{d+1}^* := 0$. We observe that $\{\tilde{V}_i^*\}_{i=0}^d$ is a decomposition of $V$.

10 The linear transformations $A, \tilde{A}^*$ satisfy the cubic $q$-Serre relations

Lemma 10.1 With reference to Assumption 3.4 and Definition 9.3 we have

(i) $A^3 \tilde{A}^* - [3]A^2 \tilde{A}^* A + [3]AA^* A^2 - \tilde{A}^* A^3 = 0$,

(ii) $\tilde{A}^3 A - [3]\tilde{A}^2 A \tilde{A}^* + [3]A^* A \tilde{A}^2 - A \tilde{A}^* A^3 = 0$.

Proof: By Definition 9.3 we have $A^* = c\tilde{A}^* + B$. Substitute this into Lemma 3.2(i),(ii) and simplify the result using (14) and (16).

Lemma 10.2 With reference to Assumption 3.4, Definition 9.3, and Definition 9.7 we have

(i) $\tilde{A}^* V_i \subseteq V_{i-1} + V_i + V_{i+1}$, $0 \leq i \leq d$,

(ii) $A \tilde{V}_i^* \subseteq \tilde{V}_{i-1}^* + \tilde{V}_i^* + \tilde{V}_{i+1}^*$, $0 \leq i \leq d$.

Proof: Immediate from Lemma 10.1 and [19, Lemma 11.1].

Remark 10.3 Recall that in order to prove Theorem 5.4 we need to show that $A, \tilde{A}^*$ is a $q$-geometric tridiagonal pair on $V$ if and only if $P(q^{2d-2}(q - q^{-1})^{-2}) \neq 0$ (see Theorem 17.2). Combining Assumption 3.4, Lemma 9.6 and Lemma 10.2 we have that $A, \tilde{A}^*$ satisfy Definition 1.1(i),(ii),(iii). Sections 11 through 17 are devoted to showing that $A, \tilde{A}^*$ satisfy Definition 1.1(iv) if and only if $P(q^{2d-2}(q - q^{-1})^{-2}) \neq 0$ (see Theorem 17.1).
11 The linear transformation $K$

**Definition 11.1** With reference to Assumption 3.1 and Lemma 4.2 let $K : V \to V$ denote the linear transformation such that for $0 \leq i \leq d$, $U_i$ is an eigenspace of $K$ with eigenvalue $q^{2i-d}$.

**Remark 11.2** Combining (6) and Definition 11.1 we have
\[(A - K)U_i \subseteq U_{i+1} \quad (0 \leq i \leq d), \quad (17)\]
\[(A^* - K - cK^{-1})U_i \subseteq U_{i-1} \quad (0 \leq i \leq d). \quad (18)\]

The goal for the remainder of this section is to prove a number of relations between the linear transformations $A, A^*, B, K, K^{-1}$ which will be used in Section 13.

**Lemma 11.3** With reference to Assumption 3.1 and Definition 11.1 we have
\[
\frac{qK^{-1}A - q^{-1}AK^{-1}}{q - q^{-1}} = I, \quad (19)
\]
\[
\frac{qKA^* - q^{-1}A^*K}{q - q^{-1}} = K^2 + cI. \quad (20)
\]

**Proof:** Recall that $\{U_i\}_{i=0}^{d}$ is a decomposition of $V$. Combining Definition 11.1, (17), and Lemma 8.1 we obtain (19). Combining Definition 11.1, (18), and Lemma 8.3 we obtain (20). \hfill \Box

**Lemma 11.4** With reference to Lemma 4.2, Definition 9.1, and Definition 11.1 we have
\[(B - K)U_i \subseteq U_{i-1} \quad (0 \leq i \leq d), \quad (21)\]
\[(A^* - B - cK^{-1})U_i \subseteq U_{i-1} \quad (0 \leq i \leq d). \quad (22)\]

**Proof:** First we show (21). Using Lemma 8.1 and (14) we have
\[(B - q^{d-2i}I)V_i \subseteq V_{i-1} \quad (0 \leq i \leq d). \quad (23)\]

We have
\[
(B - K)U_i = (B - q^{2i-d}I)U_i \quad \text{(by Definition 11.1)}
\]
\[
\subseteq (B - q^{2i-d}I)(U_0 + \cdots + U_i) \quad \text{(by (7), (11))}
\]
\[
= (B - q^{2i-d}I)(W_0 + \cdots + W_i) \quad \text{(by Definition 9.1)}
\]
\[
\subseteq W_0 + \cdots + W_{i-1} \quad \text{(by (7), (11))}
\]
\[
= U_0 + \cdots + U_{i-1}
\]
and also
\[
(B - K)U_i = (B - q^{2i-d}I)U_i \quad \text{(by Definition 11.1)}
\]
\[
\subseteq (B - q^{2i-d}I)(U_i + \cdots + U_d) \quad \text{(by (7))}
\]
\[
= (B - q^{2i-d}I)(V_i + \cdots + V_d) \quad \text{(by (7))}
\]
\[
\subseteq V_{i-1} + \cdots + V_d \quad \text{(by (23))}
\]
\[
= U_{i-1} + \cdots + U_d \quad \text{(by (7)).}
\]
Using this and since $\{U_i\}_{i=0}^d$ is a decomposition of $V$ we have (21). Combining (18) and (21) we obtain (22).

\begin{equation}
\frac{qBK^{-1} - q^{-1}K^{-1}B}{q - q^{-1}} = I.
\end{equation}

**Lemma 11.5** With reference to Definition 9.1 and Definition 11.1 we have

\begin{equation}
qBK^{-1} - q^{-1}K^{-1}B = I.
\end{equation}

**Proof:** Recall that $\{U_i\}_{i=0}^d$ is a decomposition of $V$. Combining Lemma 8.2 and (21) we obtain (24).

\begin{equation}
q BK^{-1} - q^{-1}K^{-1}B = I.
\end{equation}

**Lemma 11.6** With reference to Assumption 3.1, Definition 9.1 and Definition 11.1 for an integer $j \geq 1$ we have

\begin{equation}
\frac{q^i(B - K)^j(A^* - K - cK^{-1}) - q^{-j}(A^* - K - cK^{-1})(B - K)^i}{q^i - q^{-j}} = (B - K)^{j+1},
\end{equation}

\begin{equation}
\frac{q^i(A - K)^j(B - K) - q^{-j}(B - K)(A - K)^j}{q^i - q^{-j}} = -(q^{2j}K^2 - I)(A - K)^{j-1}.
\end{equation}

**Proof:** First we show (25) by induction on $j$. Multiplying out the left hand side of (25) with $j = 1$ and simplifying the result using (14), (20), and (24) we obtain the right hand side of (25) with $j = 1$. To prove (25) for $j \geq 2$ note that (25) is equivalent to

\[(B - K)^j(A^* - K - cK^{-1}) = q^{-2j}(A^* - K - cK^{-1})(B - K)^j + q^{-j}(q^j - q^{-j})(B - K)^{j+1}.
\]

This is shown by a routine induction argument using the $j = 1$ case. We now show (26) by induction on $j$. Multiplying out the left hand side of (26) with $j = 1$ and simplifying the result using (14), (19), and (24) we obtain the right hand side of (26) with $j = 1$. Note that (19) is equivalent to

\[(A - K)K = q^{-2}K(A - K).
\]

To prove (26) for $j \geq 2$ note that (26) is equivalent to

\[(B - K)(A - K)^j = q^{2j}(A - K)^j(B - K) + q^{-j}(q^j - q^{-j})(K^2 - q^{2j-2}I)(A - K)^{j-1}.
\]

This is shown by a routine induction argument using the $j = 1$ case and (27).
12 The projections $E_i, \tilde{E}_i^*$

Definition 12.1 With reference to Assumption 3.1 and Definition 9.7 we define the following linear transformations.

(i) For $0 \leq i \leq d$, we let $E_i$ denote the linear transformation on $V$ satisfying both

$$(E_i - I)V_i = 0,$$
$$E_iV_j = 0 \text{ if } j \neq i, \quad (0 \leq j \leq d).$$

(ii) For $0 \leq i \leq d$, we let $\tilde{E}_i^*$ denote the linear transformation on $V$ satisfying both

$$\left(\tilde{E}_i^* - I\right)V_i^* = 0,$$
$$\tilde{E}_i^*V_j^* = 0 \text{ if } j \neq i, \quad (0 \leq j \leq d).$$

In other words, $E_i$ (resp. $\tilde{E}_i^*$) is the projection map from $V$ onto $V_i$ (resp. $\tilde{V}_i^*$).

Lemma 12.2 With reference to Assumption 3.1, Definition 9.3, and Definition 12.1 for $0 \leq i \leq d$ we have

$$E_i = \prod_{0 \leq j \leq d} A - q^{2j-d}I, \quad (28)$$
$$\tilde{E}_i^* = \prod_{0 \leq j \leq d} \tilde{A}^* - q^{d-2j}I. \quad (29)$$

Proof: Concerning (28), let $E_i'$ denote the expression on the right in that line. Using Assumption 3.1 we find $(E'_i - I)V_i = 0$ and $E_i'V_j = 0$ for $0 \leq j \leq d, j \neq i$. By this and Definition 12.1(i) we find $E_i = E_i'$. We have now proved (28). The proof of (29) is similar.

Lemma 12.3 With reference to Assumption 3.1, Remark 7.3, and Definition 12.1(i) the following holds for $0 \leq i \leq d$: The linear transformations

$$W_{d-i} \to V_i \quad V_i \to W_{d-i}$$
$$w \to E_iw \quad v \to G_{d-i}v$$

are bijections, and moreover, they are inverses.

Proof: It suffices to show $G_{d-i}E_i - I$ vanishes on $W_{d-i}$ and $E_iG_{d-i} - I$ vanishes on $V_i$. We will use the following notation. Recall by (14) that for $0 \leq j \leq d$, $W_{d-j} + \cdots + W_d = V_0 + \cdots + V_j$; let $Z_j$ denote this common sum. We set $Z_{-1} = 0$. By the construction $Z_i = W_{d-i} + Z_{i-1}$ (direct sum) and $Z_i = V_i + Z_{i-1}$ (direct sum). Also $(I - G_{d-i})Z_i = Z_{i-1}$ and $(I - E_i)Z_i = Z_{i-1}$. We now show $G_{d-i}E_i - I$ vanishes on $W_{d-i}$. Pick $w \in W_{d-i}$. Using $G_{d-i}E_i - I = (G_{d-i} - I)E_i + E_i - I$ and our preliminary comments we routinely find $(G_{d-i}E_i - I)w \in Z_{i-1}$. But $(G_{d-i}E_i - I)w \in W_{d-i}$ by construction and $W_{d-i} \cap Z_{i-1} = 0$.
so \((G_{d-i}E_i - I)w = 0\). We now show \(E_i G_{d-i} - I\) vanishes on \(V_i\). Pick \(v \in V_i\). Using \(E_i G_{d-i} - I = (E_i - I)G_{d-i} + G_{d-i} - I\) and our preliminary comments we routinely find \((E_i G_{d-i} - I)v \in Z_{i-1}\). But \((E_i G_{d-i} - I)v \in V_i\) by construction and \(V_i \cap Z_{i-1} = 0\) so \((E_i G_{d-i} - I)v = 0\). We have now shown \(G_{d-i} E_i - I\) vanishes on \(W_{d-i}\) and \(E_i G_{d-i} - I\) vanishes on \(V_i\). Consequently the given maps are inverses. Each of these maps has an inverse and is therefore a bijection. 

13 **How \(\widetilde{E}_0^*, E_d, P\) are related**

The goal of this section is to prove the following theorem which will be used in the proof of Theorem 17.1. 

**Theorem 13.1** With reference to Assumption 3.1, Lemma 4.2, Definition 5.3 and Definition 12.1, for \(u \in U_0\) we have

\[
\widetilde{E}_0^* E_d u = c^{-d} q^{2d(1-d)} P(q^{2d-2} (q - q^{-1})^{-2}) u.
\]  

Before we prove Theorem 13.1 we develop some notation and prove some preliminary lemmas. With reference to (9) for integers \(n, m\) with \(n \geq 0\) and \(0 \leq m \leq n\) we define

\[
\begin{aligned}
\binom{n}{m} &= \frac{n!}{m! (n-m)!}.
\end{aligned}
\]  

**Lemma 13.2** For integers \(n, m\) with \(n \geq 1\) and \(0 \leq m \leq n - 1\) we have

\[
\begin{aligned}
\binom{n-1}{m} + q^n \binom{n-1}{m-1} &= q^m \binom{n}{m}, \\
\binom{n-1}{m} - q^n \binom{n-1}{m-1} &= q^{-m} \binom{n}{m}.
\end{aligned}
\]  

**Proof:** Immediate from (3), (9) and (31). 

The following two lemmas provide key formulas to be used in the proof of Theorem 13.1. 

**Lemma 13.3** With reference to Assumption 3.1, Definition 9.1 and Definition 11.1 for an integer \(i \geq 0\) we have

\[
(A^* - B - c K^{-1})^i = \sum_{j=0}^{i} (-1)^j q^{i-j} \binom{i}{j} (A^* - K - c K^{-1})^{i-j} (B - K)^j.
\]  
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Proof: We prove (34) by induction on $i$. For $i = 0$ both sides of (34) equal $I$. Now let $i \geq 1$. Abbreviate $\Delta = A^* - K - cK^{-1}$ and $\Gamma = B - K$. We have

\[
(A^* - B - cK^{-1})^i = (A^* - B - cK^{-1})^{i-1}(\Delta - \Gamma)
\]

\[
= \sum_{j=0}^{i-1} (-1)^j q^{2j-i} [i \choose j] \Delta^{i-j-1}(\Gamma^j - \Gamma^{j+1})
\]

(by induction)

\[
= \sum_{j=0}^{i-1} (-1)^j q^{-j} [i \choose j] \Delta^{i-j-1}(\Delta \Gamma^j - \Gamma^{j+1})
\]

(by (25))

\[
= \sum_{j=0}^{i-1} (-1)^j q^{-j} [i \choose j] \Delta^{i-j} \Gamma^j
\]

\[
+ \sum_{j=1}^{i} (-1)^j q^{i-j} [i \choose j-1] \Delta^{i-j} \Gamma^j
\]

(by (32)).

\[
\square
\]

Lemma 13.4 Fix an integer $i \geq 1$. With reference to Definition 11.1, for integers $\mu, \nu \geq 0$, define a polynomial $f_{\mu,\nu} \in \mathbb{K}[K^2]$ by $f_{\mu,\nu} = \prod_{h=0}^{i-1} (K^2 - q^{2h-2\nu}I)$. With reference to Assumption 7.1 and Definition 9.1 for $1 \leq j \leq i$ we have

\[
(B - K)^j (A - K)^i = \sum_{h=0}^{j} q^{M_{h,i,j}} N_{h,i} [j \choose h] f_{h,j} (A - K)^{i-h} (B - K)^{j-h}
\]

(35)

where $M_{h,i,j} = (h/2)(3h - 1) + h j - 3h i + 2ij$ and $N_{h,i} = \left[ i \choose h \right] [h]! (q - q^{-1})^h$.

Proof: Before we prove (35) we have a comment. Observe that (24) is equivalent to

\[
(B - K)K = q^2 K(B - K).
\]

(36)

To prove (35) we let $i$ be given and use induction on $j$. For $j = 1$ (35) is equivalent to (26). Now let $j \geq 2$. Abbreviate $\Delta = A - K$ and $\Gamma = B - K$. We have

\[
\Gamma^i \Delta^j = \Gamma \Gamma^{j-1} \Delta^j
\]

\[
= \Gamma \sum_{h=0}^{j-1} q^{M_{h,i,j-1}} N_{h,i} [j-1 \choose h] f_{h,j-1} (A - K)^{i-h} \Gamma^{j-h-1}
\]

(by induction)

\[
= \sum_{h=0}^{j-1} q^{M_{h,i,j}} q^{-h-2i} N_{h,i} [j-1 \choose h] q^h f_{h,j+1} \Gamma (A - K)^{i-h} \Gamma^{j-h-1}
\]

(by (36))

\[
= \sum_{h=0}^{j-1} q^{M_{h,i,j}} q^{2h-2i} N_{h,i} [j-1 \choose h] f_{h,j+1} q^{2i-h} \Delta^{i-h} \Gamma^{j-h-1}
\]

(by (26))

\[
+ \sum_{h=0}^{j-1} q^{M_{h,i,j}} q^{h} N_{h,i} [j-1 \choose h] f_{h,j+1} (K^2 - q^{2i-2h}I) \Delta^{i-h} \Gamma^{j-h-1}
\]

\[
= \sum_{h=0}^{j-1} q^{M_{h,i,j}} q^h N_{h,i} [j-1 \choose h] f_{h-1,j+1} (K^2 - q^{2i-2j}I) \Delta^{i-h} \Gamma^{j-h}
\]

\[
+ \sum_{h=1}^{j} q^{M_{h,i,j}} q^{h-j} N_{h,i} [j-1 \choose h-1] f_{h-1,j+1} (K^2 - q^{2i-2h}I) \Delta^{i-h} \Gamma^{j-h}
\]

(by (32), (33))

\[
= \sum_{h=0}^{j} q^{M_{h,i,j}} N_{h,i} [j \choose h] f_{h,j+1} (K^2 - q^{2i-2j}I) \Delta^{i-h} \Gamma^{j-h}
\]

(by (32), (33))

\[
= \sum_{h=0}^{j} q^{M_{h,i,j}} N_{h,i} [j \choose h] f_{h,j} \Delta^{i-h} \Gamma^{j-h}.
\]
We are now ready to prove Theorem 13.1.

Proof of Theorem 13.1: Let \( u \in U_0 \). Using Definition 9.3 and Lemma 12.2 we have

\[
\tilde{E}_0^* E_d u = c^{-d} q^{-d^2} (q - q^{-1})^{-2d} [d]!^{-2} \prod_{j=1}^{d} (A^* - B - cq^{-2j} I) \prod_{j=0}^{d-1} (A - q^{2j-d} I) u. \quad (37)
\]

Applying Definition 11.1, (17), and (22) to (37) we have

\[
\tilde{E}_0^* E_d u = c^{-d} q^{-d^2} (q - q^{-1})^{-2d} [d]!^{-2} (A^* - B - cK^{-1})^d (A - K)^d u. \quad (38)
\]

We now express the right hand side of (38) in terms of the maps \( R, L \) from Definition 4.4. By (21) we have \((B - K) u = 0\). Using Definition 4.3, (8), and Definition 11.1 we have \( R = A - K \) and \( L = A^* - K - cK^{-1} \). Using Lemma 13.3, Lemma 13.4, and the previous two sentences we have

\[
(A^* - B - cK^{-1})^d (A - K)^d u = \sum_{j=0}^{d} C_j L^{d-j} \prod_{s=0}^{j-1} (K^2 - q^{2d-2s-2j} I) R^{d-j} u. \quad (39)
\]

where \( C_j = (-1)^j q^{j/2(5j+1)-2dj} \left[ \frac{d}{j} \right]^2 [j]! (q - q^{-1})^j \).

Using Definition 4.4 we have \( R^{d-j} u \in U_{d-j} \) for \( 0 \leq j \leq d \). So by Definition 11.1 \((K^2 - q^{2d-2j} I)R^{d-j} u = 0\). Using this on the right hand side of (39) and simplifying the result we have

\[
(A^* - B - cK^{-1})^d (A - K)^d u = \sum_{j=0}^{d} q^{j-j^2} [d]!^2 [d-j]!^{-2} (q - q^{-1})^{2j} L^{d-j} R^{d-j} u. \quad (40)
\]

Changing the index of summation in (40) by letting \( j = d - t \), using Definition 5.2, and simplifying the result we have

\[
(A^* - B - cK^{-1})^d (A - K)^d u = q^{d-d^2} [d]!^2 (q - q^{-1})^{2d} \sum_{t=0}^{d} q^{t(1-t)} [t]!^{-2} (q^{2d-2} (q - q^{-1})^{-2})^t \zeta u. \]

Combining the previous line with (38) and using Definition 5.3 we obtain (30). \(\square\)

14 The raising/lowering maps revisited

In this section we prove a number of relations between \( r, l \) from Definition 7.1 and \( B \) from Definition 9.1. These relations will help to motivate the next section.

Lemma 14.1 With reference to Assumption 3.1, Definition 7.1, and Definition 9.1 we have
(i) \( r = A - B^{-1}, \)

(ii) \( l = A^* - B - cB^{-1}. \)

**Proof:** (i) Recall by Assumption 3.1 that \( \theta_i = q^{2i-d} \) for \( 0 \leq i \leq d. \) Using Remark 7.3 and Definition 9.1 we find \( \sum_{i=0}^d \theta_{d-i} G_i = B^{-1} \) Using this and (12) we obtain the desired result. (ii) Similar to (i).

**Lemma 14.2** With reference to Definition 7.1 and Definition 9.1 we have

(i) \( Br = q^2 rB, \)

(ii) \( Bl = q^{-2} lB. \)

**Proof:** (i) Recall by Definition 7.1 that \( \{W_i\}_{i=0}^d \) is a decomposition of \( V. \) So it suffices to show \( Br - q^2 rB \) vanishes on \( W_i \) for \( 0 \leq i \leq d. \) Let \( i \) be given and let \( w \in W_i. \) Using Remark 7.4 and Definition 9.1 we find \( rw \) is an eigenvector for \( B \) with eigenvalue \( q^{2i+2-d}. \) From this we find \( (Br - q^2 rB)w = 0 \) and the result follows. (ii) Similar to (i).

**Lemma 14.3** With reference to Definition 7.1 and Definition 9.1 we have

(i) \( r^3 l - [3] r^2 lr + [3] r l^2 r - l r^3 = q^4 (q - q^{-1})^3 [3] ! r^2 B^{-2}, \)

(ii) \( rl^3 - [3] l r^2 l + [3] l^2 r l - l^3 r = q^4 (q - q^{-1})^3 [3] ! B^{-2} l^2. \)

**Proof:** By Lemma 14.1 we have \( A = r + B^{-1} \) and \( A^* = l + B + cB^{-1}. \) Substituting these into Lemma 3.2(i)(ii) and simplifying using Lemma 14.2 we obtain the desired result.

### 15 The algebra \( A_q(\alpha) \)

Motivated by Lemma 14.2 and Lemma 14.3 we define an algebra \( A_q(\alpha). \) We find a spanning set for \( A_q(\alpha) \) that will be used in the proof of Lemma 16.6 in the next section.

**Definition 15.1** Fix a scalar \( \alpha \in \mathbb{K}. \) Let \( A_q(\alpha) \) denote the unital associative \( \mathbb{K}-\)algebra defined by generators \( x, y, z, z^{-1} \) subject to the relations

\[
zz^{-1} = 1 = z^{-1}z, \tag{41}
\]

\[
zx = q^2 xz, \tag{42}
\]

\[
zy = q^{-2} yz, \tag{43}
\]

\[
x^3 y - [3] x^2 y x + [3] x y x^2 - y x^3 = \alpha x^2 z^{-2}, \tag{44}
\]

\[
xy^3 - [3] y x y^2 + [3] y^2 x y - y^3 x = \alpha z^{-2} y^2. \tag{45}
\]
Note 15.2 In the case \( \alpha = 0 \) we note that the algebra \( A_q(0) \) is the algebra \( \mathcal{B} \) from [6, Definition 1.10]. The algebra \( A_q(\alpha) \) is a special case of a more general algebra currently being studied called the augmented tridiagonal algebra. The proof of Theorem 15.9 involves an argument which is adapted from [T. Ito and P. Terwilliger, The augmented tridiagonal algebra, in preparation].

Before we display a spanning set for \( A_q(\alpha) \) we have a number of preliminary comments.

For the moment we view \( x, y \) as formal symbols and let \( F \) denote the free unital associative \( \mathbb{K} \)-algebra on \( x, y \).

**Definition 15.3** By a word in \( F \) we mean an element of \( F \) of the form \( a_1a_2 \cdots a_n \) where \( n \) is a nonnegative integer and \( a_i \in \{ x, y \} \) for \( 1 \leq i \leq n \). We call \( n \) the length of \( a_1a_2 \cdots a_n \). We interpret the word of length 0 as the identity element of \( F \). We say this word is trivial. Observe \( F = \sum_{n=0}^{\infty} F_n \) (direct sum) where \( F_n \) denotes the subspace of \( F \) spanned by all the words of length \( n \). Moreover, \( F_nF_m = F_{n+m} \).

**Definition 15.4** Let \( a_1a_2 \cdots a_n \) denote a word in \( F \). Observe there exists a unique sequence \((i_1, i_2, \ldots, i_s)\) of positive integers such that \( a_1a_2 \cdots a_n \) is one of \( x^{i_1}y^{i_2}x^{i_3} \cdots y^{i_s} \) or \( x^{i_1}y^{i_2}x^{i_3} \cdots x^{i_s} \) or \( y^{i_1}x^{i_2}y^{i_3} \cdots x^{i_s} \) or \( y^{i_1}x^{i_2}y^{i_3} \cdots y^{i_s} \). We call the sequence \((i_1, i_2, \ldots, i_s)\) the signature of \( a_1a_2 \cdots a_n \).

**Example 15.5** Each of the words \( yx^2y^2x, xy^2x^2y \) has signature \((1, 2, 2, 1)\).

**Definition 15.6** Let \( a_1a_2 \cdots a_n \) denote a word in \( F \) and let \((i_1, i_2, \ldots, i_s)\) denote the corresponding signature. We say \( a_1a_2 \cdots a_n \) is reducible whenever there exists an integer \( \eta \) \((2 \leq \eta \leq s - 1)\) such that \( i_{\eta-1} \geq i_\eta < i_{\eta+1} \). We say a word in \( F \) is irreducible whenever it is not reducible.

**Example 15.7** A word in \( F \) of length less than 4 is irreducible. The only reducible words in \( F \) of length 4 are \( xyx^2 \) and \( yxy^2 \).

In the following lemma we give a necessary and sufficient condition for a given nontrivial word in \( F \) to be irreducible.

**Lemma 15.8** Let \( a_1a_2 \cdots a_n \) denote a nontrivial word in \( F \) and let \((i_1, i_2, \ldots, i_s)\) denote the corresponding signature. Then the following are equivalent:

(i) The word \( a_1a_2 \cdots a_n \) is irreducible.

(ii) There exists an integer \( t \) \((1 \leq t \leq s)\) such that

\[ i_1 < i_2 < \cdots < i_t \geq i_{t+1} \geq i_{t+2} \geq \cdots \geq i_{s-1} \geq i_s. \]

**Proof:** Immediate from Definition 15.6 \( \square \)

For the moment we view \( x, y, z, z^{-1} \) as formal symbols and let \( \mathcal{F} \) denote the free unital associative \( \mathbb{K} \)-algebra on \( x, y, z, z^{-1} \). We identify \( F \) with the subalgebra of \( \mathcal{F} \) generated by \( x, y \).

We now view \( A_q(\alpha) \) as a vector space over \( \mathbb{K} \) and display a spanning set.
Theorem 15.9 Let \( \pi : F \to A_q(\alpha) \) denote the canonical quotient map. Consider the following elements in \( F \):

\[ wz^j, \quad w \text{ is an irreducible word in } F, \quad j \in \mathbb{Z}. \]

Then \( A_q(\alpha) \) is spanned by the images of the above elements under \( \pi \).

To prove Theorem 15.9 we will need the following two lemmas and definition.

Lemma 15.10 Let \( \Omega \) denote the subspace of \( F \) spanned by all the irreducible words. Let \( \Lambda \) denote the two sided ideal of \( F \) generated by

\[
\begin{align*}
&x^3y - [3]x^2yx + [3]xyx^2 - yx^3, \\
&xy^3 - [3]yxy^2 + [3]y^2xy - y^3x. 
\end{align*}
\]

For an integer \( n \geq 0 \) let \( \Omega_n = \Omega \cap F_n \) and \( \Lambda_n = \Lambda \cap F_n \). Then the following (i)–(iv) hold:

(i) \( F = \Omega + \Lambda \) (direct sum),

(ii) \( \Omega = \sum_{n=0}^{\infty} \Omega_n \) (direct sum),

(iii) \( \Lambda = \sum_{n=0}^{\infty} \Lambda_n \) (direct sum),

(iv) \( F_n = \Omega_n + \Lambda_n \) (direct sum) \( 0 \leq n < \infty \).

Proof: (i) View the \( \mathbb{K} \)-algebra \( F/\Lambda \) as a vector space over \( \mathbb{K} \). By [17, Theorem 2.29] \( F/\Lambda \) has a basis consisting of the images of the irreducible words in \( F \) under the canonical quotient map \( F \to F/\Lambda \). The result follows immediately from this.

(ii) The words in \( F \) form a basis for \( F \).

(iii) The generators \((46), (47)\) of \( \Lambda \) are in \( F_4 \).

(iv) Recall \( F = \sum_{n=0}^{\infty} F_n \) (direct sum). Combining this with (i)–(iii) above we obtain the desired result. \( \square \)

Lemma 15.11 We have \( \Lambda_n = 0 \) for \( n \leq 3 \). Also

\[
\pi(\Lambda_n) \subseteq \pi(F_{n-2} z^{-2}) \quad n \geq 4
\]

where \( \pi : F \to A_q(\alpha) \) is the canonical quotient map.

Proof: The first assertion follows since the generators \((46), (47)\) of \( \Lambda \) are in \( F_4 \). For \( n \geq 4 \) we have by construction that

\[
\Lambda_n = \sum_{i,j} F_i \left( x^3y - [3]x^2yx + [3]xyx^2 - yx^3 \right) F_j \\
+ \sum_{i,j} F_i \left( xy^3 - [3]yxy^2 + [3]y^2xy - y^3x \right) F_j
\]
where each sum is over all nonnegative integers \( i, j \) such that \( i + j = n - 4 \). Applying \( \pi \) and using (42)–(45) we have

\[
\pi(\Lambda_n) = \sum_{i,j} \pi(F_i x^2 F_j z^{-2}) + \sum_{i,j} \pi(F_i y^2 F_j z^{-2})
\]

(49)

where each sum is over all nonnegative integers \( i, j \) such that \( i + j = n - 4 \). For all such \( i, j \) we have \( F_i x^2 F_j \subseteq F_{n-2} \) and \( F_i y^2 F_j \subseteq F_{n-2} \). Simplifying (49) using this we obtain (48). \( \square \)

**Definition 15.12** By a word in \( F \) we mean an element of \( F \) of the form \( a_1 a_2 \cdots a_n \) where \( n \) is a nonnegative integer and \( a_i \in \{ x, y, z, z^{-1} \} \) for \( 1 \leq i \leq n \). By the \((x, y)\)-length of \( a_1 a_2 \cdots a_n \) we mean the number of \( x \)'s plus the number of \( y \)'s in \( a_1 a_2 \cdots a_n \).

We are now ready to prove Theorem 15.9.

**Proof of Theorem 15.9** Abbreviate

\[ S = \text{Span}\{\pi(wz^j) \mid w \text{ is an irreducible word in } F \text{ and } j \in \mathbb{Z}\}. \]

We show \( S = A_4(\alpha) \). Since \( F \) is spanned by its words and since \( \pi : F \to A_4(\alpha) \) is surjective it suffices to show that \( S \) contains the image under \( \pi \) of every word in \( F \). By a counterexample we mean a word in \( F \) whose image under \( \pi \) is not contained in \( S \). We assume there exists a counterexample and obtain a contradiction. Among all counterexamples let \( v \) denote a counterexample with minimal \((x, y)\)-length. Let \( t \) denote the \((x, y)\)-length of \( v \). Using (41)–(43) we may assume without loss that \( v = v'z^j \) where \( v' \) is a word in \( F_t \) and \( j \in \mathbb{Z} \). Recall every word in \( F \) of length less than 4 is irreducible. By construction \( v' \) is reducible and so \( t \geq 4 \). By Lemma 15.10(iv) there exists \( \omega \in \Omega_t \) and \( \lambda \in \Lambda_t \) such that \( v' = \omega + \lambda \). Now \( v = \omega z^j + \lambda z^j \) so

\[
\pi(v) = \pi(\omega z^j) + \pi(\lambda z^j)
\]

(50)

By construction \( \omega \) is a linear combination of irreducible words so \( \pi(\omega z^j) \in S \). We now show \( \pi(\lambda z^j) \in S \). By Lemma 15.11 and since \( \lambda \in \Lambda_t \) we have \( \pi(\lambda z^j) \in \pi(F_{t-2} z^{j-2}) \). Every word in \( F_{t-2} z^{j-2} \) has \((x, y)\)-length \( t - 2 \) and is therefore not a counterexample by the minimality assumption. Hence the image under \( \pi \) of every word in \( F_{t-2} z^{j-2} \) is contained in \( S \). Since \( F_{t-2} z^{j-2} \) is spanned by its words we have \( \pi(F_{t-2} z^{j-2}) \subseteq S \). Therefore \( \pi(\lambda z^j) \in S \). We have now shown \( \pi(\omega z^j) \in S \) and \( \pi(\lambda z^j) \in S \) so \( \pi(v) \in S \) by (50). This is a contradiction and the result follows. \( \square \)

**16 A result concerning \((A, \tilde{A}^+)\)-submodules of \( V \)**

Referring to Assumption 3.1 and Definition 9.3 let \( W \) denote an irreducible \((A, \tilde{A}^+)\)-submodule of \( V \). The goal of this section is to prove \( V_d \subseteq W \) (see Lemma 16.7). This fact will be used in the proof of Theorem 17.1

We note that the arguments given in this section are a modification of the arguments from [22, Section11].
Definition 16.1 With reference to Assumption 3.1 and Definition 9.3 let $W$ denote an irreducible $(A, \tilde{A}^*)$-submodule of $V$. Observe that $W$ is the direct sum of the nonzero spaces among $\{E_iW\}_{i=0}^d$ where $E_i$ is from Definition 12.1(i). We define

$$t = \max\{i \mid 0 \leq i \leq d, E_iW \neq 0\}.$$ We call $t$ the endpoint of $W$.

Lemma 16.2 With reference to Assumption 3.1 and Definition 9.3 let $W$ denote an irreducible $(A, \tilde{A}^*)$-submodule of $V$ and let $t$ denote the endpoint of $W$. Then $\dim(E_tW) = 1$.

Proof: By construction $W$ is an irreducible $(A, \tilde{A}^*)$-module. Using this, Lemma 9.6 and Lemma 10.2 we find that $A|_W, \tilde{A}^*|_W$ is a $q$-geometric tridiagonal pair on $W$. Let $s$ denote the diameter of $A|_W, \tilde{A}^*|_W$. Note that $\{E_{s-i}W\}_{i=s-t}^{2s-t}$ is a standard ordering of the eigenspaces of $A|_W$. Applying [22, Theorem 9.1] to $A|_W, \tilde{A}^*|_W$ we find $\dim(E_tW) = 1$. □

Lemma 16.3 With reference to Assumption 3.1 and Definition 9.3 let $W$ denote an irreducible $(A, \tilde{A}^*)$-submodule of $V$ and let $t$ denote the endpoint of $W$. With reference to Definition 12.1(i) and Definition 7.1 pick $v \in E_tW$ and write $u = G_{d-t}v$. Then $lu = 0$ where $l$ is the linear transformation from (12).

Proof: Observe $u \in W_{d-t}$ by Remark 7.3. We assume $d - t \geq 1$; otherwise $lu = 0$ since $lw_0 = 0$. Observe $lu \in W_{d-t-1}$ by Remark 7.4 In order to show $lu = 0$ we show $lu \in W_{d-t} + \cdots + W_d$. Using Lemma 14.1(ii) and Definition 9.3 we have $c^{-1}l = \tilde{A}^* - B^{-1}$. Thus

$$c^{-1}lu = \tilde{A}^*v - B^{-1}v + c^{-1}l(u - v), \tag{51}$$

We are going to show that each of the three terms on the right in (51) is contained in $W_{d-t} + \cdots + W_d$. By the definition of $t$ we have $W = E_0W + \cdots + E_tW$ so $W \subseteq V_0 + \cdots + V_t$ in view of Definition 12.1(i). By this and (11) we find $W \subseteq W_{d-t} + \cdots + W_d$. By construction $v \in W$ so $\tilde{A}^*v \in W$. By these comments $\tilde{A}^*v \in W_{d-t} + \cdots + W_d$. We mentioned $v \in W$ so $v \in W_{d-t} + \cdots + W_d$. Each of $\{W_i\}_{i=d-t}^d$ is an eigenspace for $B^{-1}$ so $B^{-1}v \in W_{d-t} + \cdots + W_d$. Since $v \in W_{d-t} + \cdots + W_d$ and since $u = G_{d-t}v$ we find $u - v \in W_{d-t+1} + \cdots + W_d$. Now $c^{-1}l(u - v) \in W_{d-t} + \cdots + W_{d-1}$ so $c^{-1}l(u - v) \in W_{d-t} + \cdots + W_d$. We have now shown that each of the three terms on the right in (51) is contained in $W_{d-t} + \cdots + W_d$. Therefore $lu \in W_{d-t} + \cdots + W_d$. Recall $lu \in W_{d-t-1}$. By this and since $\{W_i\}_{i=0}^d$ is a decomposition of $V$ we find $lu = 0$. □

Lemma 16.4 With reference to Definition 7.1 and Definition 12.1(i) for $0 \leq i \leq d$ the action of $E_i$ on $W_{d-i}$ coincides with

$$\sum_{h=0}^{i} \frac{r^h}{(q^{2i-d} - q^{2i-d-2})(q^{2i-d} - q^{2i-d-4}) \cdots (q^{2i-d} - q^{2i-d-2h})}$$

where $r$ is the linear transformation from (12).
\textbf{Proof:} Pick \( w \in W_{d-i} \). We find \( E_i w \). By \eqref{eq:11} and since \( E_i w \in V_i \) we find \( E_i w \in W_{d-i} + \cdots + W_d \). Consequently there exist \( w_s \in W_s \) \((d - i \leq s \leq d)\) such that \( E_i w = \sum_{s=d-i}^d w_s \). By \eqref{eq:10} and Remark \ref{rem:7.4} we have for \( 0 \leq j \leq d \) that \( r \) acts on \( W_j \) as \( A - q^{j-2}I \). Using this and since \( (A - q^{2i-d}I)E_i = 0 \) we find

\[
0 = (A - q^{2i-d}I)E_i w = (A - q^{2i-d}I) \sum_{s=d-i}^d w_s = \sum_{s=d-i}^d (r + q^{i-2s} - q^{2i-d})w_s.
\]

Rearranging the terms above we find \( 0 = \sum_{s=d-i+1}^d w'_s \) where

\[
w'_s = rw_{s-1} + (q^{i-2s} - q^{2i-d})w_s \quad (d - i + 1 \leq s \leq d).
\]

Since \( w'_s \in W_s \) for \( d - i + 1 \leq s \leq d \) and since \( \{W_i\}_i \) is a decomposition of \( V \) we find \( w'_s = 0 \) for \( d - i + 1 \leq s \leq d \). Consequently

\[
w_s = (q^{2i-d} - q^{i-2s})^{-1}rw_{s-1} \quad (d - i + 1 \leq s \leq d).
\]

By Lemma \ref{lem:12.3} and since \( w_{d-i} = G_{d-i}E_i w \) we find \( w_{d-i} = w \). From these comments we obtain the desired result.

\[\square\]

\textbf{Lemma 16.5} With reference to Assumption \ref{ass:3.1} and Definition \ref{def:16.1} let \( W \) denote an irreducible \((A, \tilde{A}^*)\)-submodule of \( V \) and let \( t \) denote the endpoint of \( W \). With reference to Definition \ref{def:12.1}(i) and Definition \ref{def:7.1} pick \( v \in E_t W \) and write \( u = G_{d-t}v \). Then

\[
l^i r^i u \in \text{Span}(u) \quad (0 \leq i \leq t)
\]

where \( r, l \) are the linear transformations from \( \eqref{eq:12} \).

\textbf{Proof:} We may assume \( v \neq 0 \); otherwise the result is trivial. Define

\[
\Delta_i = (\tilde{A}^* - q^{2i-d}I)(\tilde{A}^* - q^{2t-d}I) \cdots (\tilde{A}^* - q^{2t-d-2i+2}I).
\]

Since \( \Delta_i \) is a polynomial in \( \tilde{A}^* \) we find \( \Delta_i W \subseteq W \). In particular \( \Delta_i v \in W \) so \( E_t \Delta_i v \in E_t W \). The vector \( v \) spans \( E_t W \) by Lemma \ref{lem:16.2} so there exists \( m_i \in \mathbb{K} \) such that \( E_t \Delta_i v = m_i v \). By this and since \( E_t v = v \) we find \( E_t(\Delta_i - m_i I)v = 0 \). Now \( (\Delta_i - m_i I)v \in E_0 W + \cdots + E_{t-1}W \) in view of Definition \ref{def:16.1}. Observe \( E_0 W + \cdots + E_{t-1}W \subseteq V_0 + \cdots + V_{t-1} \) where the \( V_j \) are from Assumption \ref{ass:3.1}. By these comments and \eqref{eq:11} we find \( (\Delta_i - m_i I)v \in W_{d-t} + \cdots + W_d \). Consequently \( G_{d-t}(\Delta_i - m_i I)v = 0 \). Recall \( G_{d-t}v = u \) so

\[
G_{d-t} \Delta_i v = m_i u.
\]

We now evaluate \( G_{d-t} \Delta_i v \). Observe \( v = E_t u \) by Lemma \ref{lem:12.3} and since \( u = G_{d-t}v \). By Lemma \ref{lem:16.4} there exist nonzero scalars \( \gamma_h \in \mathbb{K} \) \((0 \leq h \leq t)\) such that \( v = \sum_{h=0}^t \gamma_h r^h u \). For
$0 \leq h \leq t$ we compute $G_{d-t} \Delta_t r^h u$. Keep in mind $r^h u \in W_{d-t+h}$ by Remark 7.4. First assume 
$h < i$. Using Lemma 9.4 and (53) we find $\Delta_t r^h u$ is contained in $W_{d-t+h-i} + \cdots + W_{d-t-1}$ so $G_{d-t} \Delta_t r^h u = 0$. Next assume $h = i$. Using Lemma 14.1(i) and Definition 9.3 we have 
c$^{-1} l = A^i - B^{-1}$ and so $c^{-1} l |_{W_i} = (A^i - q^{d-2j} l)|_{W_i} (0 \leq j \leq d)$. Using this and (53) we find 
$(\Delta_i - c^{-i} l)v$ is contained in $W_{d-t+i} + \cdots + W_{d-t}$. By this and since $c^{-i} l v i u \in W_{d-t}$ we find 
$\Delta_{d-t} r^h u = c^{-i} l v_i u$. Next assume $h > i$. Using Lemma 9.4 and (53) we find $\Delta_{d-t} r^h u$ is contained in $W_{d-t+h-i} + \cdots + W_{d-t+h}$. By this and since $h > i$ we find $G_{d-t} \Delta_t r^h u = 0$. By these comments we find $G_{d-t} \Delta_t v = \gamma_i c^{-i} l v_i u$. Combining this and (51) we obtain (52). □

**Lemma 16.6** With reference to Assumption 3.1 and Definition 9.3 let $W$ denote an irreducible $(A, \tilde{A}^*)$-submodule of $V$ and let $t$ denote the endpoint of $W$. Then $t = d$. Moreover, the following holds. With reference to Definition 12.1(i) and Definition 7.1 pick a nonzero $v \in E_t W$ and write $u = G_0 v$. Let $r, l$ be the linear transformations from (12). Then $V$ is spanned by the vectors of the form 
\[ l^{i_1} r^{i_2} l^{i_3} r^{i_4} \cdots r^{i_n} u \]
where $i_1, i_2, \ldots, i_n$ ranges over all sequences such that $n$ is a nonnegative even integer, and $i_1, i_2, \ldots, i_n$ are integers satisfying $0 \leq i_1 < i_2 < \cdots < i_n \leq d$.

**Proof:** Let $t$ is the endpoint of $W$. Pick a nonzero $v \in E_t W$ and write $u = G_{d-t} v$. Observe 
$0 \neq u \in W_{d-t}$ by Lemma 12.3. By Lemma 16.3 and Remark 7.4 we have 
\[ lu = 0, \quad r^{i+1} u = 0. \tag{55} \]
By Lemma 16.3 we have 
\[ l^{i} r^{i} u \in \text{Span}(u) \quad (0 \leq i \leq t). \tag{56} \]

Let $W'$ denote the subspace of $V$ spanned by all vectors of the form 
\[ l^{i_1} r^{i_2} l^{i_3} r^{i_4} \cdots r^{i_n} u, \tag{57} \]
where $i_1, i_2, \ldots, i_n$ ranges over all sequences such that $n$ is a nonnegative even integer, and $i_1, i_2, \ldots, i_n$ are integers satisfying $0 \leq i_1 < i_2 < \cdots < i_n \leq t$. Observe $u \in W'$ so $W' \neq 0$. In order to show $t = d$ we show $W' = V$ and $W' \subseteq W_{d-t} + \cdots + W_d$. We now show $W' = V$. To do this we show that $W'$ is invariant under each of $A, A^*$. Recall $u \in W_{d-t}$ so $u$ is an eigenvector for $B$ and $B^{-1}$. Recall the $\mathbb{K}$-algebra $A_q(\alpha)$ from Definition 15.1. By Lemma 14.2 and Lemma 14.3 there exists an $A_q(\alpha)$-module structure on $V$ with $\alpha = q^{d-t} (q - q^{-1})^{3} [3]$! where $x, y, z, z^{-1}$ act as $r, l, B, B^{-1}$ respectively. With respect to this $A_q(\alpha)$-module structure we have $W' = A_q(\alpha) u$ in view of Lemma 15.5. Theorem 15.9 and (55), (56). It follows that $W'$ is invariant under each of $r, l, B, B^{-1}$. By Lemma 14.1 $A = r + B^{-1}$ and $A^* = l + B + cB^{-1}$. Using this we have that $W'$ is invariant under each of $A, A^*$. Since $A, A^*$ is a triangular pair on $V$ we have $W' = V$. We now show $W' \subseteq W_{d-t} + \cdots + W_d$. By Remark 7.3 the vector 
(57) is contained in $W_{d-t+i}$ where $i = \sum_{h=1}^{n} i_h (-1)^h$. From the construction $0 \leq i \leq t$ so 
$W_{d-t+i} \subseteq W_{d-t} + \cdots + W_d$. Therefore the vector (57) is contained in $W_{d-t} + \cdots + W_d$ so 
$W' \subseteq W_{d-t} + \cdots + W_d$. We have shown $W' = V$ and $W' \subseteq W_{d-t} + \cdots + W_d$. Since \{$W_i\}_{i=0}^{d}$ is a decomposition of $V$ we find $t = d$ and the result follows. □
**Lemma 16.7** With reference to Assumption 3.1 and Definition 9.3 let \( W \) denote an irreducible \((A, \tilde{A}^*)\)-submodule of \( V \). Then \( V_d \subseteq W \).

**Proof:** Recall by Lemma 16.6 that the endpoint of \( W \) is \( d \). So \( E_d W \neq 0 \) by Definition 16.1. We have \( U_0 = W_0 \) by (7), (11) and so \( \dim(W_0) = 1 \) by Lemma 5.1. Using this and Lemma 12.3 we find \( \dim(V_d) = 1 \). We have \( 0 \neq E_d W \subseteq V_d \) so \( E_d W = V_d \). But \( E_d W \subseteq W \) by (28) so \( V_d \subseteq W \). \( \square \)

### 17 A, \( \tilde{A}^* \) is a tridiagonal pair

In this section we show \( A, \tilde{A}^* \) is a \( q \)-geometric tridiagonal pair of \( V \) if and only if \( P(q^{2d-2}(q - q^{-1})^{-2}) \neq 0 \). The proof of this depends on the following lemma.

**Lemma 17.1** With reference to Assumption 3.1, Definition 5.3, and Definition 9.3 the following are equivalent:

(i) \( V \) is irreducible as an \((A, \tilde{A}^*)\)-module.

(ii) \( P(q^{2d-2}(q - q^{-1})^{-2}) \neq 0 \).

**Proof:** (i) \( \Rightarrow \) (ii) We assume \( P(q^{2d-2}(q - q^{-1})^{-2}) = 0 \) and derive a contradiction. Define \( X_i = (V_i + \cdots + V_d) \cap (V_{d-i+1}^* + \cdots + V_d^*) \) \((1 \leq i \leq d)\) where the \( V_j \) are from Assumption 3.1 and the \( V_j^* \) are from Definition 9.7. Further define \( X = X_1 + \cdots + X_d \). We will show that \( X \) is an \((A, \tilde{A}^*)\)-submodule of \( V \) and \( X \neq V \). We first show \( AX \subseteq X \). For \( 1 \leq i \leq d \) we have \((A - q^{2i-d}I) \sum_{j=i}^d V_j = \sum_{j=i+1}^d V_j \) by Assumption 3.1 and \( (A - q^{2i-d}I) \sum_{j=d-i+1}^d V_j^* = \sum_{j=d-i}^d V_j^* \) by Lemma 10.2(ii). By these comments

\[(A - q^{2i-d}I)X_i \subseteq X_{i+1} \quad (1 \leq i \leq d - 1), \quad (A - q^dI)X_d = 0\]

and it follows \( AX \subseteq X \). We now show \( \tilde{A}^* X \subseteq X \). For \( 1 \leq i \leq d \) we have

\[(\tilde{A}^* - q^{2i-d-2}I) \sum_{j=i}^d V_j = \sum_{j=i-1}^d V_j \quad \text{by Lemma 10.2(i)} \quad \text{and} \quad (\tilde{A}^* - q^{2i-d-2}I) \sum_{j=d-i+1}^d V_j^* = \sum_{j=d-i}^d V_j^* \quad \text{by Definition 9.7} \]

By these comments

\[(\tilde{A}^* - q^{2i-d-2}I)X_i \subseteq X_{i-1} \quad (2 \leq i \leq d - 1), \quad (\tilde{A}^* - q^{-d}I)X_1 = 0\]

and it follows \( \tilde{A}^* X \subseteq X \). We have now shown that \( X \) is an \((A, \tilde{A}^*)\)-submodule of \( V \). We now show \( X \neq V \). For \( 1 \leq i \leq d \) we have \( X_i \subseteq V_i + \cdots + V_d \) so \( X_i \subseteq V_1 + \cdots + V_d \). It follows \( X \subseteq V_1 + \cdots + V_d \) and so \( X \neq V \). We now show \( X \neq 0 \). To do this we display a nonzero vector in \( X_0 \). Pick a nonzero vector \( u \in U_0 \). Applying Theorem 13.1 we find \( \tilde{E}_0^*E_0 u = 0 \). Write \( v = E_0 u \) and notice \( v \in V_d \). By (7) and (11) we find \( U_0 = W_0 \) and so \( v \neq 0 \) by Lemma 12.3. Observe \( \tilde{E}_0^*v = 0 \) so \( v \in V_1^* + \cdots + V_d^* \) by Definition 12.4(ii). From
these comments $v \in X_d$. We have displayed a nonzero vector $v$ contained in $X_d$. Of course $X_d \subseteq X$ so $X \neq 0$. We have now shown that $X$ is an $(A, \tilde{A}^*)$-submodule of $V$ and $X \neq 0$, $X \neq 0$. This contradicts our assumption that $V$ is irreducible as an $(A, \tilde{A}^*)$-module. We conclude $P(q^{2d-2}(q - q^{-1})^{-2}) \neq 0$.

(ii) $\Rightarrow$ (i) Let $W$ denote an irreducible $(A, \tilde{A}^*)$-submodule of $V$. We show $W = V$. To do this we show $W$ is invariant under each of $A, A^*$. By construction $W$ is invariant under $A$. In order to show $W$ is invariant under $A^*$ we show $W$ is invariant under $B$. We define $\tilde{W} = \{ w \in W | Bw \in W \}$ and show $\tilde{W} = W$. Using (14) we find $A\tilde{W} \subseteq \tilde{W}$. Using (16) we find $\tilde{A}^*\tilde{W} \subseteq \tilde{W}$. We now show $\tilde{W} \neq 0$. Let $0 \neq v \in V_d$. By Lemma 16.7 $v \in W$. Combining (7) and (11) we find $U_0 = W_0$. Using this and Lemma (with $i = d$) we have that $E_d : U_0 \rightarrow V_d$ is a bijection. So there exists a nonzero $u \in U_0$ such that $E_d u = v$. Using Theorem 13.1 we find $\tilde{E}_0^* v = q^{2d(1-d)}c^{-d}P(q^{2d-2}(q - q^{-1})^{-2})u$. Since $P(q^{2d-2}(q - q^{-1})^{-2})$ and $u$ are both nonzero we find $\tilde{E}_0^* v \neq 0$. Using (29) and since $v \in W$ we have $\tilde{E}_0^* v \in W$. Using Lemma 9.4 and Lemma 9.6 we find $\tilde{V}_0 = W_0$. Hence $\tilde{E}_0^* v \in W_0$ and so $\tilde{E}_0^* v \in \tilde{W}$. By these comments we find $\tilde{W} \neq 0$. We have now shown $\tilde{W}$ is nonzero and invariant under each of $A, \tilde{A}^*$. Therefore $\tilde{W} = W$ since $W$ is an irreducible $(A, \tilde{A}^*)$-module. We have now shown $W$ is invariant under $B$. By construction $W$ is invariant under $\tilde{A}^*$. So by Definition 9.3 $W$ is invariant under $A^*$. We now know that $W$ is nonzero and invariant under each of $A, A^*$. Since $A, A^*$ is a tridiagonal pair on $V$ we find $W = V$ and the result follows. 

Lemma 17.2 With reference to Assumption 3.1, Definition 5.3, and Definition 9.3 the following holds. $A, \tilde{A}^*$ is a $q$-geometric tridiagonal pair on $V$ if and only if $P(q^{2d-2}(q - q^{-1})^{-2}) \neq 0$.

Proof: Immediate from Assumption 3.1, Lemma 9.6, Lemma 10.2 and Lemma 17.1

18 The proof of Theorem 5.4

In this section we give a proof of our main result by providing the required action of $\mathbb{X}_q$ on $V$.

Proof of Theorem 5.4: (i) $\Rightarrow$ (ii) By [19] Theorem 12.3 the action of $x_{30}$ on $V$ is diagonalizable and the set of distinct eigenvalues is $\{q^{2i-d} | 0 \leq i \leq d \}$. For $0 \leq i \leq d$ let $X_i$ denote the eigenspace of $x_{30}$ corresponding to the eigenvalue $q^{2i-d}$. First we show $x_{30}$ acts on $V$ by $B$ from Definition 9.1. By Definition 2.1 $q x_{01}(x_{30} - q^{-1} x_{30} x_{01}) = (q - q^{-1}) I$ and so we have $(x_{01} - q^{d-2i} I) X_i \subseteq X_{i+1}$ for $0 \leq i \leq d$ in view of Lemma 8.2. Using Definition 2.1 we find $q x_{30} x_{30} (x_{30} + c x_{23}) - q^{-1} (x_{30} + c x_{23}) x_{30} = (q - q^{-1})(x_{30}^2 + c I)$ and $x_{30} + c x_{23} - q^{2i-d} I - q^{d-2i} I) X_i \subseteq X_{i-1}$ for $0 \leq i \leq d$ in view of Lemma 8.3. Recall by construction $x_{01}$ acts as $A$ and $x_{30} + c x_{23}$ acts as $A^*$. Using these comments and [16] Theorem 4.6 (with $V_i$ replaced by $V_{d-i}$) we find $x_{t} = (V_0^* + \cdots + V_i^*) \cap (V_0 + \cdots + V_{d-i})$ for $0 \leq i \leq d$. Using this and Remark 7.2 we find $x_{t} = W_i$ for $0 \leq i \leq d$. In view of Definition 9.1 we have now shown $x_{30}$ acts on $V$ by $B$. Using this and Definition 9.3 we find $x_{23}$ acts as $A^*$. By [19] Theorem 10.3 and [22] Theorem 2.7 we find $A, A^*$ is a $q$-geometric tridiagonal
pair of $V$. So $P(q^{2d-2}(q - q^{-1})^{-2}) \neq 0$ by Lemma 17.2
(ii) $\Rightarrow$ (i) By Lemma 17.2, $A, \tilde{A}^*$ is a $q$-geometric tridiagonal pair on $V$. Using this, [22, Theorem 2.7], and [19, Theorem 10.4] there exists a unique irreducible $\boxtimes_q$-module structure on $V$ such that $x_{01}$ acts as $A$ and $x_{23}$ acts as $\tilde{A}^*$. It remains to show that $x_{30} + cx_{23}$ acts as $A^*$. To do this we show $x_{30}$ acts on $V$ as $B$ from Definition 9.1. By [19, Theorem 12.3] the action of $x_{30}$ on $V$ is diagonalizable and the set of distinct eigenvalues is \{q^{2i-d} | 0 \leq i \leq d \}. For $0 \leq i \leq d$ let $X_i$ denote the eigenspace of $x_{30}$ corresponding to the eigenvalue $q^{2i-d}$. Using [19, Theorem 16.4] we find $X_i = (V_0^* + \cdots + V_{d-n}^*) \cap (V_0 + \cdots + V_{d-n})$ for $0 \leq i \leq d$. Recall by Definition 9.1 that for $0 \leq i \leq d$, $W_i$ is the eigenspace of $B$ with eigenvalue $q^{2i-d}$. We show $X_i = W_i$ for $0 \leq i \leq d$. Combining Lemma 8.4 and (16) we find $W_0 + \cdots + W_i = V_0^* + \cdots + V_i^*$ for $0 \leq i \leq d$. Using this and (11) we find $V_0^* + \cdots + V_i^* = V_0^* + \cdots + V_i^*$ for $0 \leq i \leq d$. Using this and Remark 7.2 we find $X_i = W_i$ for $0 \leq i \leq d$. We have now shown $x_{30}$ acts on $V$ as $B$. Recall by construction $x_{23}$ acts as $\tilde{A}^*$. Therefore by Definition 9.3, $x_{30} + cx_{23}$ acts as $A^*$ and the result follows.

For the sake of completeness we now make a few comments regarding the $\boxtimes_q$-module structure on $V$ given in Theorem 5.4.

**Lemma 18.1** With reference to Assumption 3.1, Theorem 5.4, and Definition 9.4 the following holds. For each generator $x_{ij}$ of $\boxtimes_q$ and for $0 \leq n \leq d$ the eigenspace of $x_{ij}$ corresponding to the eigenvalue $q^{2n-d}$ is given as follows.

| generator | eigenspace corresponding to eigenvalue $q^{2n-d}$ |
|-----------|-----------------------------------------------|
| $x_{01}$  | $V_n$                                         |
| $x_{23}$  | $\tilde{V}_{d-n}^*$                          |
| $x_{30}$  | $(\tilde{V}_0^* + \cdots + \tilde{V}_n^*) \cap (V_0 + \cdots + V_{d-n})$ |
| $x_{12}$  | $(\tilde{V}_0^* + \cdots + \tilde{V}_n^*) \cap (V_0 + \cdots + V_d)$ |
| $x_{31}$  | $(\tilde{V}_0^* + \cdots + \tilde{V}_n^*) \cap (V_0 + \cdots + V_d)$ |
| $x_{13}$  | $(\tilde{V}_0^* + \cdots + \tilde{V}_n^*) \cap (V_0 + \cdots + V_d)$ |
| $x_{20}$  | $(\tilde{V}_0^* + \cdots + \tilde{V}_n^*) \cap (V_0 + \cdots + V_{d-n})$ |
| $x_{02}$  | $(\tilde{V}_0^* + \cdots + \tilde{V}_n^*) \cap (V_0 + \cdots + V_n)$ |

**Proof:** The first row of the table follows immediately from Theorem 5.4. In the proof of Theorem 5.4 we showed $x_{23}$ acts on $V$ as $\tilde{A}^*$. Using this we immediately obtain the second row of the table. The remaining six rows of the table follow from the first two rows and [19, Theorem 16.4].

**Lemma 18.2** With reference to Assumption 3.1 and the $\boxtimes_q$-module structure on $V$ given in Theorem 5.4 the following holds.

(i) $x_{30}$ acts on $V$ as $B$.

(ii) $x_{23}$ acts on $V$ as $\tilde{A}^*$.
(iii) $x_{31}$ acts on $V$ as $K$.

(iv) $x_{13}$ acts on $V$ as $K^{-1}$.

where $B, \tilde{A}^*, K$ are from Definition 9.1, Definition 9.3 and Definition 11.1 respectively.

Proof: (i),(ii): These were shown in the proof of Theorem 5.4.

(iii),(iv): Recall for $0 \leq i \leq d$ that $U_i$ is the eigenspace for $K$ corresponding to the eigenvalue $q^{a_i-d}$. In the proof of Theorem 5.4 we showed for $0 \leq i \leq d$ that $V_0^* + \cdots + V_i^* = \tilde{V}_0^* + \cdots + \tilde{V}_i^*$. Using this and Lemma 4.2 we find $U_i = (\tilde{V}_0^* + \cdots + \tilde{V}_i^*) \cap (V_i + \cdots + V_d)$ for $0 \leq i \leq d$. The result now follows from rows five and six of the table in Lemma 18.1.

\[ \square \]
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