Big Data – How to Realize the Promise
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The increasing volume and complexity of data now being captured across multiple settings and devices offers the opportunity to deliver a better characterization of diseases, treatments, and the performance of medicinal products in individual healthcare systems. Such data sources, commonly labeled as big data, are generally large, accumulating rapidly, and incorporate multiple data types and forms. Determining the acceptability of these data to support regulatory decisions demands an understanding of data provenance and quality in addition to confirming the validity of new approaches and methods for processing and analyzing these data. The Heads of Agencies and the European Medicines Agency Joint Big Data Taskforce was established to consider these issues from the regulatory perspective. This review reflects the thinking from its first phase and describes the big data landscape from a regulatory perspective and the challenges to be addressed in order that regulators can know when and how to have confidence in the evidence generated from big datasets.

The role of medicines regulatory agencies is multifactorial and broad; their overarching responsibility is to ensure that all approved medicines, medical devices, and the combination thereof, are both effective and safe but in order to deliver on that responsibility, medicines regulators must work across the entire drug development pathway. For example, there is a need not only for evidence on the intended and unintended effects of medicinal products arising from both the highly controlled environment of a randomized controlled clinical trial and subsequently in clinical practice but also for information on disease, its prevalence, and progression across a population, on current standards of care across our diverse European population and on prevalence of potential adverse effects to contextualize information around medicinal products. Increasingly there is a need for an understanding of the accuracy of diagnostic tests, including imaging tests, which may impact on either the diagnosis of a disease and, hence, the prescribing of a medicinal product or the monitoring of its effectiveness and/or safety.

The unparalleled pace of change in the scientific landscape is challenging the current regulatory paradigm and requiring regulatory agencies to look beyond conventional sources of evidence to support decision making across the entire product life cycle. These new sources of evidence, often collectively termed big data, offer opportunities to improve decision making but also bring uncertainties around the quality of the data and the analytic methods used and, hence, the veracity of the evidence ultimately generated.

Although the term big data is widely utilized, there is no commonly accepted definition and the concept is quite nebulous with no universally defined thresholds for any of the presumed characteristics. In our view, a definition should encompass not only the concept that big data is diverse, heterogeneous, and large, and incorporates multiple data types but should also refer to the complexity and challenges of integrating the data to enable a combined analysis. Hence, we define big data as extremely large datasets, which may be complex, multidimensional, (un)structured, and heterogeneous, which are accumulating rapidly and which may be analyzed computationally to reveal patterns, trends, and associations. In general, big datasets require advanced or specialized methods to provide an answer within reliable constraints. Thus, a single dataset may not strictly meet the definition of big data but when pooled with other datasets of a similar type, or linked to other datasets of different types, the datasets become sufficiently large or the difficulties in pooling, linking, and analyzing are sufficiently complex for the data to assume the characteristics of big data.

Datasets of most immediate utility for regulatory decision making are data derived from previous clinical trials, real-world data, including postmarketing registry data, spontaneous adverse drug reaction (ADR) reports, and genomic data, especially if linked to clinical data. Other types of omic data, such as proteomics and metabolomics, represent more heterogeneous data and at the far end of the uncertainty scale, sits individually generated social media data. There is little doubt that the development of future treatments (medicines, in vitro diagnostics, devices, or digital therapeutics) will utilize such data, which may reach regulatory authorities either as supportive data together with more traditionally analyzed structured data, or may underpin the submission as a whole. Thus, it is essential that regulators understand its presence and the robustness by which it was generated in order to make a competent evaluation of the submission as a whole and to continuously monitor the medicine, device, or the performance of the in vitro diagnostics on the market.

This challenge is significant: The paradigm for authorization in most stringent regulatory authorities is based on the assessment of well-controlled, randomized, high-quality data of known
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provenance. In contrast, big data offers evidence that may be derived from unstructured, heterogeneous, and unvalidated data of potentially unknown provenance, often with unknowns around potential bias and with additional uncertainties of accuracy and precision. Much of this information may be at the individual level. Moreover, not all datasets are the same; there is variable quality and standardization, data are generated under different scenarios and for different purposes, and ownership resides with multiple stakeholders, many of whom have no obligation to engage with regulatory systems. Thus, influencing the data landscape to meet regulatory needs is complex. Furthermore, with the availability of multiple linkable datasets, many associations will be observed, which may or may not be spurious, but which will consume considerable resources to validate and may generate significant concerns. Processes will need to be defined to replicate and test findings and also to determine how to define the threshold of evidence required for regulators to act.

Generalizing that evidence threshold is difficult when evidence suitable for regulatory decision making can be a variable concept. As such lower grades of evidence may be acceptable in the case of rare diseases where data are hard to collect compared with more frequent diseases, or when assessing a safety risk where randomized evidence is impossible to obtain. Nonetheless, certain evidentiary standards have evolved as scientific methodology and rigor has advanced from pure empirical thinking relying on serial observations as the basis for causal inferences through Popper’s falsification principles on to present day’s randomized double-blind placebo-controlled clinical trials as the gold standard for evidence. When considering real-world data for use in a regulatory context the point where data becomes evidence is of crucial importance. A large dataset with a large series of observations does not in itself automatically constitute good evidence of causality but when and why evidence reaches the causality threshold needs to be clarified. Regulators must set the standard for good evidence and guide innovators and industry in their efforts to generate evidence suitable for regulatory decision making.

Given this context, the task force of the EU Heads of Agencies and the European Medicines Agency (HMA-EMA Joint Big Data taskforce) was formed to describe the big data landscape from a regulatory perspective in order to inform the EU regulatory network on decisions and planning on the capability and capacity to guide, analyze, and interpret these data. This paper is a distillation of the report from the first phase of the taskforce and sets out the thinking of the Task Force around the steps that need to be taken in the wider data landscape in order that regulators can know when and how to have confidence in the evidence generated from big datasets. A fuller version of this report and the reports of the individual subgroups are available on the EMA and HMA websites. As for many stakeholders, regulatory concerns center not only around the data itself, its quality (including any data transformations) and representativeness, but also on the analytical processes (data manipulation, modeling, and analytics) used to generate the evidence. It is clear that delivery of the Task Force recommendations will require the consolidated action of multiple stakeholders and substantial resources. The Task Force has continued its work and its phase II report, proposing the priorities, timing, and approach to implementing recommendations for big data in medicines regulation, is anticipated for publication in 2020.

DATA CHARACTERISTICS

To a large extent, data quality determines the validity of the evidence that can be reliably derived from a given dataset. Thus, understanding quality is a key need. However, quality is hard to define and it is even harder to prespecify what the required data quality attributes might be over a range of regulatory use cases. Acceptability will always be influenced by the context of use; the opportunities and timeliness of other data capture options, the question being asked, the level of risk associated with each decision, the availability of other treatments, and the unmet medical need (for recent examples see ref. 1). Thus, guidelines are needed to inform on regulatory expectations around data quality across the range of regulatory decisions in the context of the risk associated with each decision, which should, where possible, seek alignment with other regulatory authorities.

To move the dial, we require the capability to characterize data based on a data quality framework, which enables a common understanding of the strengths and limitations of big datasets. Ideally, such a framework should be model and geography agnostic to allow a comparison across data sources of the same type whatever their origin. Moreover, the framework should address more than just the data content, but also the quality control measures in place to describe reproducibility over time, and these findings should be transparently recorded in a sustainable, accessible inventory. Standards should include measurement technologies to allow systematic benchmarking and validation as these analytical techniques evolve with a particular focus on the reproducibility of results. The 2009 report by the Human Proteomics Organization test Sample Working Group illustrates the scale of the challenge: of 27 laboratories examining the same sample that consisted of 20 highly purified proteins, only 7 laboratories reported all 20 proteins correctly.2 Thus, achieving sustainability of such a venture will require collaboration, engagement, and sustained effort over multiple stakeholders to maximize its utility. On a much smaller scale, the current EMA Patient Disease Registry Initiative provides an example of how incorporating the needs of all relevant stakeholders informs the development of minimal quality standards and data elements in order to facilitate downstream data harmonization and maximize the utility of the data.3 Facilitating broad engagement and seeking agreement will support and drive adoption.

A key enabler for data characterization is standardization in order to drive harmonization across datasets, enhance interoperability, improve data quality, allow comparability, and facilitate data analyses. However, standardizing data is hard; much of the data are unstructured and heterogeneous, and this is especially true of social media data and data from wearables that are anticipated to account for much of the data volume increases in the coming years.

The need for standards is not new. It was recognized many years ago, and when required for regulatory purposes has driven global harmonization, a key component of the mission of the International Council for Harmonisation (ICH) of Technical Requirements for Pharmaceuticals for Human Use. For instance,
the data model and data elements of the Individual Case Study Report, which is used for reporting of ADRs, provides clear specification of reporting requirements for ADRs.8 As a result, platforms, such as EudraVigilance,3 contain extremely well-structured information, although the completeness and accuracy of the information within Individual Case Study Report forms is still dependent on the reporter and, hence, variable. However, many other datasets are not standardized partly because most have evolved over many years, and, hence, the data encompass many technological developments and partly because there is not one single owner. In addition, with the exception of clinical trials data, data were not generated to support regulatory decision making and, hence, the need to comply with strict quality guidelines. Thus, data heterogeneity spans a continuum; consider genomics as an example where nearly 250 million genomes are currently available worldwide, but while relatively well structured, much of the data is siloed by disease, institution, and country, generated with different methodologies, analyzed by nonstandardized software, and often stored in incompatible file formats, and consequently only a small percentage is linked.6 This situation is replicated over multiple datasets in the big data landscape. Consider also that genomics is one of the most well organized fields with considerable harmonization efforts, such as Global Alliance for Genomics and Health Connect, already underway.7 The resources to duplicate such efforts across the full spectrum of datasets will be considerable.

No single data standard will have the depth and breadth to be applicable to all datasets. However, as a community, we should strive as much as possible to minimize the number of standards. To encourage adoption, standards should be transparent and open source to promote widespread uptake, globally applicable, comprehensive, and maintained with an ongoing process for testing and revision that is sustainable. It is, therefore, important to strongly support the use and maintenance of available data standards, and the development of standards where none are available (e.g., novel data sources, such as m-health, and less mature fields, such as epigenetics, to ensure early alignment).8 A recent example of regulatory uptake and support of standards is provided by International Organization for Standardization (ISO) Identification of Medicinal Products,9 which aims to facilitate international identification of medicinal products.

Although the benefits of standardization are clear, implementation of standards is expensive, and the return on investment must be sufficient to outweigh these costs. The cost of implementation of ISO Identification of Medicinal Products alone across 14 European Federation of Pharmaceutical Industries and Associations member companies has been estimated to be at least ~ €70M.10 Hence, there is a need for a common understanding of the overall vision and scope, a clear definition of the ultimate value and a well-formed plan for implementation. Sustainability of standards is challenging but will be enabled by widespread adoption. From a regulatory perspective, a prioritization of efforts will be needed with an early focus on data most likely to impact on decision making in the near term.

At a global level, it is important to ensure that extremely expensive and time-consuming standardization and data mapping initiatives11–13 do not pull in opposite directions but work together to achieve sustainable and global solutions. From a regulatory perspective, global cooperation is important, as for many rare diseases and cancers or indeed rare ADRs there may only be a handful of cases worldwide, and these data need to be interoperable to derive meaningful insights. We need to be aware also that data mapping is expensive, may create assumptions around equivalence, and there is always a fear of information lost during data transformation, so, therefore, standardization of data at inception should be the goal. Where this is not possible, a clear framework to confirm the validity of mapped data for regulatory decision making needs to be established (e.g., following the implementation of common data models).

Standardization will not only enable better data characterization but will also facilitate data linkage between related datasets to provide additional insight not possible from single isolated datasets. This is a key requirement as European healthcare data are heterogeneous; differences in healthcare systems, national guidelines, and clinical practice have driven different content, and, hence, the generalizability of a single healthcare system from a single European country cannot be assumed for the whole of Europe. Moreover, data linkage applies not only to databases within a subgroup (e.g., how to integrate different registries or electronic health records but among disparate datasets; e.g., linking clinical data with genomic/pharmacogenomics data and proteomic data and linking data across care settings; e.g., primary, secondary, and tertiary care). For example, predicting a patient’s response to a therapeutic intervention with a proteomic or genomic biomarker in order to minimize exposure of patients to ineffective or intolerable therapies, can only be achieved if ‘omics data is linked to clinical outcomes. Unfortunately, currently clinical outcome data relevant to regulatory decision making (e.g., data on efficacy or safety of treatments is only found sporadically in public databases), thereby limiting their value in a regulatory context. Raising awareness of the need for linkage of treatment and outcome data would be particularly beneficial.

Different questions will require linkage of data at different levels and require different data protection solutions. For some regulatory needs, linkage at an individual patient level would ideally be required (e.g., understanding the clinical outcome of an ADR or enabling longitudinal follow-up of a genomic targeted or gene-editing medicine). However, there are many scenarios where linkage of data at a population level would be sufficient (e.g., standard of care at different disease stages across Europe or outcomes from vaccination programs). To enable meaningful data linkage, sharing needs to move beyond simply sharing the raw data, to encompass associated metadata, which describes key characteristics about the data (e.g., sample type, disease stage, treatment, and genomic mutation).14

DATA ANALYTICS

Big Data analytics is a growing field of data science, which combines methods from various disciplines, including biostatistics, mathematical modeling and simulation, bio-informatics, and computer science, and encompasses data collection, data management, data-integration, data standardization, machine learning (ML), and requires specialized information technology
architectures and tools to extract knowledge and insights from data in its various forms both structured and unstructured. It is, however, essential to remember that data by itself does not provide value: It needs to be analyzed, interpreted, and acted upon. Hence, methodologies and analytical approaches are equal partners in generating evidence from big data.

Artificial intelligence (AI), defined as a self-learning evolution of well-known, advanced adaptive statistics (for review see ref. 15), is gaining much attention as a route to extract the greatest value from big data and is already part of the regulatory landscape. ML algorithms, where the algorithm incorporates feedback to continuously optimize the output, have been incorporated in randomization algorithms and many devices/apps can or may use these techniques. Further development of AI into natural language processing (NLP) recognizing and processing free text, multilayered perceptron algorithms, recognizing images, robotics guiding surgical instruments, and even deep learning (DL) algorithms, are now part of the data handling landscape regulators must consider.

AI has scientific utility in three main areas: Descriptive, in terms of providing a quantitative summary of selected features of the data; prediction, where a number of inputs are mapped to an output within the data in order to predict a future, unobserved event; and causal inference to allow conclusions to be drawn about a causal association between an occurrence and an effect. In terms of the regulatory context, three immediate areas of AI applicability seem urgent to address:

1. Regulatory approval of AI-based health apps in devices intended for clinical decision making.
2. Regulatory evaluation of AI derived evidence, predominantly from ML, on the effectiveness and safety of medicinal products. In such scenarios, complex algorithms may have been involved in the identification and matching of patients for inclusion in clinical trials, in the generation of complex outcome measures, or may have been integral to the processing or manipulation of such data. One additional obvious area of application is in the analysis of spontaneous ADRs where advanced analytical solutions, which take advantage of the richness of information available in the regulatory databases, but can also exploit information in other databases to describe patterns and associations, could deliver a faster and more accurate identification of safety signals. Equally, NLP will have utility in extracting structured information from case narratives associated with spontaneous ADRs and clinical notes linked to electronic health records to support decision making.
3. Regulatory use of AI in internal processes to increase efficiency. For example, NLP processing of text, categorizing electronic common technical document submissions into review templates for assessors or quantitative multilayered perceptron review of image data submitted to support a clinical claim from a drug manufacturer.

Fundamental to the role of the regulator is clearly the assessment of the benefit-risk balance of a medicinal product at authorization and over time, which usually brings the need to understand the causality of an observed association. With the increasing digitization of healthcare data, there is significant interest in the use of large observational health data sources to complement and support regulatory decision making across the product life cycle. In this case, the acceptability of evidence generated from this real-world data is not only dependent on data quality, as discussed in earlier sections, but also on the methodological processes used to generate the evidence and on the measures implemented to control for bias and confounding; this is especially true for evidence generation from observational data sources in the absence of randomization and is key for understanding whether any association is causal or merely random. Increasingly, data scientists are using automated data adaptive techniques to optimize the control of confounding, which importantly in the context of the heterogeneous European data landscape, claims to be dataset agnostic and, thus, applicable to any structured or unstructured data source and coding system. Although automated approaches bring advantages, it could also be argued that the loss of human investment in the building of the model (from creating and testing the models where many choices require intuition from analysts and subject matter experts, to working with the model results) is a significant disadvantage. While the best approach is still the subject of debate, improving confidence in the control of confounding would undoubtedly significantly increase confidence in the causality of any association arising from the application of an ML algorithm.

From a regulatory perspective it is clear that it is the validation of these novel analytical approaches in order to understand the associated limitations and risks, which will be a key part in defining their acceptability. Multiple challenges become apparent when one considers the dynamic, constantly evolving nature of ML (not least DL where the algorithm is optimizing itself toward better performance), and its application to regulatory questions. A synopsis of the main issues is presented here but an in-depth review of the impact of AI in the regulatory setting is available in the data analytics report of the HMA-EMA Joint Big Data taskforce.

The performance of an algorithm is dependent on the datasets it is trained on. Thus, the output will reflect the distribution, variability, and complexity of the data in the training dataset and potentially the bias of those training the algorithm. This has implications for the generalizability of the algorithm beyond the data used to train and fit the model. For example, if an algorithm is trained on predominantly Western European data, it may not be predictive of outcomes for Southern/Eastern European populations or immigrants to Europe of African descent. What then is the uncertainty of the algorithm in predicting the outcome of interest when applied across the entire European population?

Second, it will also be important to understand what performance metrics the algorithm was trained upon. For example, was the sensitivity of the algorithm the predominant driver in evaluating performance or its accuracy? The US Food and Drug Administration (FDA) has recently approved ML-based algorithms for the diagnosis of diabetic retinopathy and detection of wrist fractures, and the consequences of a misdiagnosis or delayed diagnosis are all too apparent. Patient safety clearly demands sufficient regulation. It is, therefore, imperative that regulators require algorithms to "explain themselves" (i.e., to be programmed in advance with a view toward interrogability and interpretability). Additionally, ML algorithms need to flag data where predictions outside of the
distribution of the training dataset may not be accurate or reproducible. It may be difficult to use classical validation approaches for ML technology but in several areas, it will be possible to validate against gold standards (e.g., in quantitative imaging analysis where measurements done by trained radiologists on Digital Imaging and Communications in Medicine-standard images can serve as the standard). At least initially, DL algorithms pose a separate challenge, as they may not be readily open for interrogation/validation.

By their very nature, ML algorithms are in constant change and evolution, and the difficulty of how, and especially when, to evaluate the outcomes becomes apparent. The interpretability of the model results, defined as understanding how results are produced, and having confidence that the model is performing accurately with respect to the desired objectives and scenarios, will be a key component. Clearly, the network needs to define the acceptable circumstances of outcomes based upon such technology and this will be challenging across multiple use cases. One approach could be that it is accepted that by their very nature one cannot validate them, but one can still try and falsify their outcome (e.g., by programming other algorithms to attempt falsification of their very premises). Only if these attempts fail can one accept the outcome of the primary algorithm (i.e., an evolution of Karl Poppers general falsification theory).

Big data has a reproducibility challenge not only because the datasets are dynamic with sometimes unknown provenance, but because metadata is not always fully described, which makes it very challenging to document the data and analytical journey. Transparency will be key in delivering trust and, as such, data platforms, which incorporate mechanisms to increase the transparency of the data and the analysis, are to be encouraged. Options include bioinformatics applications addressing metadata documentation, standardization, annotation and data management, open source, user-friendly algorithms and tools, and direct coupling to dedicated and performant statistical analysis. Agreement from stakeholders to describe their data in a comprehensive and standardized manner will significantly increase replicability but requires constant engagement with all relevant factors.14 Utilization of existing regulatory processes, such as the EMA Qualification Advice, will enable regulators to influence more mature approaches, and we meet data protection obligations on a global scale. Robust data anonymization offers a route for sharing healthcare data at an insufficient depth and detail so as to retain its scientific utility and the process of data release can range from sharing under open access arrangements to sharing under controlled and restricted conditions with named individuals or healthcare sectors. However, whenever feasible, data should be shared as openly as possible.

Data sharing is motivated by the belief that sharing and integrating data across multiple datasets maximizes its possible benefit by enabling potential insights to be derived, which may not have been possible from a single dataset. In addition, it prevents duplication of effort and also helps ensure patients are not subjected to procedures from which they will derive no benefit or to duplicative and unnecessary trials. As a result, research funders, journal editors, governments, and regulators are increasingly demanding that data generators, be they academics, healthcare professionals, or industry, commit to meaningful data sharing practices (e.g., EMA Policy 0070 (EMA/240810/2013)).31

Despite the recognized benefits of data sharing, multiple barriers are preventing its natural progression, some of which are common across datasets.32 First, it is becoming progressively more challenging to share increasingly complex data from multiple sources in sufficient depth and detail so as to retain its scientific utility and meet data protection obligations on a global scale. Robust data anonymization offers a route for sharing healthcare data at an individual patient data level, but the challenge is to determine what level of risk of re-identification is acceptable in order to deliver the potential benefits of data sharing. Global guiding principles and standards for data anonymization are urgently needed to resolve this dilemma and find an appropriate balance and consistency of approach to derive the benefits of data sharing. Clearly, patients must be the partners in these discussions and in the development of such principles.

It is recognized that data sharing requires informed and detailed prospective planning to deliver success. As such, data management plans, which describe the life cycle for the data to be collected, processed, and generated for a project, including the use of standards, and how ultimately it may be shared and made open, are a critical part of any study. In addition, early consideration ensures that the budgetary planning for resources required to make data accessible is considered at the inception of projects and built into onward sustainability plans.
To derive maximum benefit, data needs to be shared at a sufficient level of detail. Data sharing platforms should mandate sharing of metadata, and as a prerequisite for accessing data investigators should commit to upload the analysis derived from data shared via the platform. Agreement of minimal data elements for specific disease areas would additionally support harmonization and pooling of datasets. It is notable that Europe has failed to define a clear path to enable the sustainability of many previous data sharing efforts, particularly for observational healthcare data, and defining this should be a priority in the future. It must be appreciated that a data platform requires resources beyond the initial investment and must encompass ongoing funding to enable the continual update and validation of these dynamic datasets. A more coordinated mechanism for funding infrastructure platforms across Europe may allow the provision of continued funding for those platforms that can demonstrate the greatest impact.

Data sharing is additionally hindered by a reluctance to share data in order to promote individual career ambitions or protect potentially commercially valuable information. Mandating data sharing activities will help in some sectors, as demonstrated by Policy 0070, funder initiatives, such as the Horizon 2020 Open Research Data pilot, and measures from journals to share underlying published papers. However, additional policy initiatives are needed to truly promote a data sharing culture that is mutually beneficial for, and applicable to, all stakeholders. In the commercial sector, a recent analysis suggests that policies on the sharing of trial data, results, and methods across pharmaceutical companies is highly variable and, hence, measures to increase transparency around data sharing in this sector are still urgently needed especially where trials did not form part of a European regulatory application and, therefore, fall outside of Policy 0070. For academics, appropriate metrics for data sharing activities, accepted by funding bodies and academic institutions, need to be developed to assign recognition (e.g., recognition for the timeliness and quality of data sharing, for the number of downloads or citations, follow on publications in addition to the development of additional impact metrics, such as EMA qualification opinions). Undoubtedly, meaningful academic recognition will encourage and facilitate data sharing. In addition, given that many scientific journals already require the publication of genomic sequences behind scientific results, it is the view of the Task Force that genomic sequences submitted as part of a regulatory application could be published in a similar fashion. Moreover, these should be shared (with appropriate data protection measures) to enable linkage to the disease and clinical outcome data with which they are associated.

Much of the promise of big data requires the ability to link and interrogate multiple different types of data. Although a worthy goal, it is appreciated that increasing linkage of healthcare data, especially if at an individual patient level, increases the risk of re-identification, may require agreement from multiple data owners, and raises important ethical-legal issues. The consequences of this can often be restricted access for external stakeholders, as is the case with many of the well-linked Nordic registries. Investment in novel technological approaches for the management of patient level data, which do not require the physical transfer of data, block chain and homomorphic encryption, and which meet national and international data protection legalization are urgently required. Distributed datasets where personal identifiable data are retained within secure local storage but structured in such a way as to allow rapid interrogation seems the most likely solution to allow linkage of many datasets and seems the most realistic and feasible solution to enable data accessibility. Recent initiatives, such as the Beacons project, provide mechanisms not only for data discoverability but also for onward data sharing. It utilizes a simple application program interface, which once implemented, allows users to query the existence of specific information. In the case of the Beacons network, a database can then choose to share more data around the specific request and moreover can choose the level of that data disclosure. Such probe technology can be implemented more widely as the ability to probe a dataset or indeed multiple datasets in parallel, run an algorithm, and return an anonymized answer at an aggregate level will not only increase data discoverability but also overcome privacy concerns around the sharing of patient level data. Although distributed/federated data models do have the drawback of losing some statistical power compared with a model with one common data repository, even small degrees of data optimization (standardization of the distributed data toward a common set of accepted standards) might ameliorate this.

CONCLUSIONS

The regulatory environment is changing. We are seeing an increasing number of innovative products that face challenges aligning with the traditional drug development pathway, which creates additional uncertainties at authorization, and which, in turn, must be carefully managed postauthorization. In addition, we undoubtedly will need to assess data from multiple new emerging data sources, and, as a regulatory network, we must prepare for and understand this change in data generation and knowledge management. It is important that the need to maintain our evidentiary standards does not result in a reversion to the status quo, and a failure to exploit the potential opportunities.

Today, the process of generating evidence from big data sources is far from a straightforward, predefined journey from source data to actionable evidence. Uncertainties about the quality of the data, the models, and the level of quality management used undermine the confidence in the validity and reliability of the evidence generated. Understanding how to reduce or understand the variability in the evidence generation pathway to increase trust in its ultimate product will increase regulatory acceptability and promote its uptake and utilization. The actions outlined in this review and summarized in Table 1, particularly increased standardization and measures to understand and document data quality will be key steps along the road to regulatory acceptability.

Guidance is clearly needed, but in fast moving fields it is necessary to identify the best format for that guidance in order to enhance the agility of development and revision. Guidance should clearly state what should be reported, and how and should be relevant to what is being presented through regulatory submissions. For example, guidance may define the minimum quality requirements, which should be addressed to cover data consistency, accuracy, reproducibility, representativeness, and missingness along with the quality control and assurance measures.
### Table 1 Summary of recommendations from phase I of the HMA-EMA Joint Big Data Task Force

| Promote use of global, harmonized, and comprehensive standards to facilitate interoperability of data | • Minimize the number of standards; strongly support the use of available global data standards or the development of new standards in fields where none are available to ensure early alignment.  
• Where data cannot be standardized at inception, establish the regulatory requirements to confirm the validity of mapped data.  
• Promote use of global open source file formats. |
| --- | --- |
| Characterization of data quality across multiple data sources is essential to understand the reliability of the derived evidence | • Characterize and document data quality in a sustainable EU inventory.  
• Establish minimum sets of data quality standards. Where possible, quality attributes (e.g., compliance to GCP requirements should be integrated to facilitate selection of appropriate datasets for analysis).  
• Implement data quality control measures.  
• Establish a clear framework for the validation of innovative bioanalytical methods (e.g., ’omics). |
| The development of timely, efficient and sustainable frameworks for data sharing and access is required | • Strongly recommend the establishment of distributed data networks to facilitate data sharing of sensitive healthcare data.  
• Develop guidance for robust data governance and data anonymization to deliver systems that secure patient trust.  
• Establish disease-specific minimum data elements to enable harmonization of data across, for example, national disease registries.  
• Promote mandatory sharing of the analysis arising from data sharing activities (e.g., by publication or open sharing via data access platforms).  
• Promote the sharing of qualified models.  
• Support the development of policy initiatives to drive a data sharing culture, which is mutually beneficial for all stakeholders. Patients should be partners in all discussions.  
• Proactively drive and/or support data sharing platforms and initiatives.  
• Require the submission of data management plans at the start of all data generation exercises.  
• Establish accountability for users.  
• Development of common principles for data anonymization to facilitate data sharing. |
| Further support mechanisms are needed to promote a data sharing culture | • Encourage sharing of raw data, associated metadata and processed data to enable meaningful data linkage.  
• Proactively engage with initiatives to map terminologies to facilitate data linkage and timely data access but ensure frameworks for consistent validation are simultaneously implemented.  
• Support mechanisms to maintain up-to-date mappings across terminologies.  
• Promote use of global open source file formats.  
• Where data cannot be standardized at inception, establish the regulatory requirements to confirm the physical transfer of data. |
| Promote mechanisms to enable data linkage to deliver novel insights | • Strongly support the exploration of novel analytics approaches, such as natural language processing techniques to interrogate unstructured data.  
• Make publicly available data analysis plans for all studies submitted for regulatory approval.  
• Promote transparency and format around study reporting for regulatory submission to document datasets, protocol, tools, and version used to promote reproducibility.  
• Mandate transparency and format around study reporting for regulatory submission to document datasets, protocol, tools, and version used to promote reproducibility.  
• Mandate transparency and format around study reporting for regulatory submission to document datasets, protocol, tools, and version used to promote reproducibility. |
| Facilitate harmonization of similar datasets | • Explore the applicability of novel analytics methodologies to support the development, scientific evaluation, and monitoring of medicinal products;  
• Explore novel methodologies to improve the control of confounding in observational studies and other big data studies.  
• Make publicly available data analysis plans for all studies submitted for regulatory approval.  
• Promote the increased utilization of scientific advice and the EMA Qualification Advice process to enable regulators to influence more mature approaches.  
• Support, define, and validate the definition of innovative outcome measures and other approaches, which leverage additional dimensions from high-frequency or high-dimensional data.  
• Establish disease-specific minimum data elements to facilitate harmonization of data across, for example, national disease registries. |
| Develop clear frameworks to enable the validation of novel analytical approaches to determine if they are appropriate to support regulatory decision making | • Move the analysis to the data: actively support the development of novel analytical approaches (e.g., AI, machine learning) applicable across distributed data networks which do not require the physical transfer of data.  
• Establish minimum sets of data quality standards. Where possible, quality attributes (e.g., compliance to GCP requirements should be integrated to facilitate selection of appropriate datasets for analysis).  
• Implement data quality control measures.  
• Promote use of global open source file formats.  
• Where data cannot be standardized at inception, establish the regulatory requirements to confirm the physical transfer of data. |
| Promote new analytical approaches for modeling of big data sets for regulatory purpose | • Form an advisory group to:  
• explore the applicability of novel analytics methodologies to support the development, scientific evaluation, and monitoring of medicinal products;  
• explore the most suitable data standards and IT architecture and tools capable to enable the analyses.  
• Establish a clear framework for the validation of innovative bioanalytical methods (e.g., ’omics).  
• Establish minimum sets of data quality standards. Where possible, quality attributes (e.g., compliance to GCP requirements should be integrated to facilitate selection of appropriate datasets for analysis).  
• Implement data quality control measures.  
• Establish accountability for users. |
| Regulatory guidance is required on the acceptability of evidence derived from big data sources | • Identify the best format to enhance the agility of guidance development and revision in this fast moving field.  
• Track concrete examples of procedures relevant to big data across the regulatory network to inform thinking.  
• Establish pilot programs to develop informal discussion on acceptability.  
• Initiate pilot studies to better understand the evidence generated on efficacy/effectiveness and safety from emerging datasets.  
• Mandate transparency and format around study reporting for regulatory submission to document datasets, protocol, tools, and version used to promote reproducibility.  
• Emphasize the need for outcome measures from novel data sources (e.g., m-health devices to be reflective of a defined clinical benefit). |

---

Full details of the recommendations can be found in the phase I summary report of the HMA-EMA Joint Big Data Taskforce. AI, artificial intelligence; EU, European Union; GCP, good clinical practice; HMA-EMA, Heads of Agencies and the European Medicines Agency; IT, information technology.
in place to guarantee the data elements. For digitally captured data, quality measures would need to incorporate the algorithms used and the device parameters, including sensitivity, specificity, accuracy, and precision of the delivered measurement. As such, through EMA Qualification Advice, opinions have already been provided on novel end points provided by wearables for utilization in clinical trials, 42 ingestible sensor systems for adherence, 43 on novel biomarkers, 44 and on data sources appropriate for regulatory decision making. 44,45 Use of tools for tracking innovation in EMA procedures and products and business intelligence tools would inform the need for guidance in a particular area. The ultimate vision is to create a clear framework under which regulators can determine the potential acceptability of the evidence presented to them and to deliver a consistency and clarity of approach for external stakeholders to work within.

The overarching conclusion is clear: Much may be gained from the rational use of Big Data in a regulatory context for approval and monitoring of efficacy/effectiveness and safety of medicines, medical devices, and combinations thereof. Indeed, many future activities necessary for regulatory progress will not be possible without the use of big data technologies. AI technologies offer particularly promising advances in these fields.

It is, however, also clear that without a systematic, coordinated, and integrated European approach, many of these advantages may not be gained. Challenges of great complexity remain to be solved particularly regarding data access, transfer, interoperability, and data quality. Moreover, the timescale over which these recommendations must be implemented is long and will require continual iteration and reconsideration as new developments and methodologies emerge. However, tasks must be tackled in a sensible order to enable the regulatory system in Europe to contribute and support the exploitation of these data sources in the assessment of medicinal products. The scope of work is large, and, in some areas, we are already moving in the right direction, but not in a consistent and consolidated way, and the scientific community and regulators need to guard against reverting to the status quo. Rather, when challenged with new scientific and technological possibilities we should engage in order to ensure we have the capability and capacity to analyze, interpret, and profit from the data generated. In this way, we will improve our decision making and enhance our evidentiary standards.
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