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Abstract
A Generative Adversarial Network (GAN) with generator $G$ trained to model the prior of images has been shown to perform better than sparsity-based regularizers in ill-posed inverse problems. In this work, we propose a new method of deploying a GAN-based prior to solve linear inverse problems using projected gradient descent (PGD). Our method learns a network-based projector for use in the PGD algorithm, eliminating the need for expensive computation of the Jacobian of $G$. Experiments show that our approach provides a speed-up of 30-40× over earlier GAN-based recovery methods for similar accuracy in compressed sensing. Our main theoretical result is that if the measurement matrix is moderately conditioned for range($G$) and the projector is δ-approximate, then the algorithm is guaranteed to reach $O(\delta)$ reconstruction error in $O(\log(1/\delta))$ steps in the low noise regime. Additionally, we propose a fast method to design such measurement matrices for a given $G$. Extensive experiments demonstrate the efficacy of this method by requiring 5-10× fewer measurements than random Gaussian measurement matrices for comparable recovery performance.

1 Introduction

Many application such as computational imaging, and remote sensing fall in the compressive sensing paradigm. Compressive sensing (CS) [Donoho, 2006; Candes et al., 2006] refers to projecting a high dimensional, sparse or sparsifiable signal $x \in \mathbb{R}^n$ to a lower dimensional measurement $y \in \mathbb{R}^m$, $m \ll n$, using a small set of linear, non-adaptive frames. The noisy measurement model is:

$$y = Ax + v, A \in \mathbb{R}^{m \times n}, v \sim \mathcal{N}(0, \sigma^2 I)$$

where the measurement matrix $A$ is often a random matrix. In this work, we are interested in the problem of recovering the unknown natural signal $x$, from the compressed measurement $y$, given the measurement matrix $A$. Instead of the sparse prior commonly adopted by CS literature, we turn to a learned prior. In [Gregor and LeCun, 2010; Venkatakrishnan et al., 2013; Rick Chang et al., 2017; Adler and ¨Oktem, 2017; Fan et al., 2017; Gupta et al., 2018], the authors explored neural network-based inverse problem solvers. Recently, with the success of generative adversarial network (GAN) [Goodfellow et al., 2014; Creswell et al., 2018; Zhu et al., 2016] in modeling the distribution of data, in [Anirudh et al., 2018; Bora et al., 2017; Shah and Hegde, 2018], the authors used a GAN as the prior for natural images. However [Bora et al., 2017] do not have a guarantee on the convergence of their algorithm for solving the non-convex optimization problem, which requires several random initialization. Similarly, in [Shah and Hegde, 2018], the inner loop is solving a non-convex optimization problem using a gradient descent algorithm with no guarantee of convergence to a global optimum. Furthermore, the conditions imposed in [Shah and Hegde, 2018] on the random Gaussian measurement matrix for convergence of their outer iterative loop are unnecessarily stringent and cannot be achieved with a moderate number of measurements. Meanwhile, both these methods require expensive computation of $\nabla_x G$ i.e. the Jacobian of the differentiable generator $G$ with respect to the latent input $z$. Since computing the Jacobian involves back-propagation through $G$ at every iteration, these reconstruction algorithms are computationally expensive and even when implemented on a GPU they are slow.

Our contributions: In this paper, we propose a GAN-based projection network to solve compressed sensing recovery problems using projected gradient descent (PGD). We are able to reconstruct the image even with 61× compression ratio (i.e., with less than 1.6% of a full measurement set) using a random Gaussian measurement matrix. The proposed approach provides superior recovery accuracy over existing methods, simultaneously with a 30-40× speed-up, making the algorithm useful for practical applications. We provide theoretical results on the convergence of the cost function as well as the reconstruction error, given that the eigenvalues of measurement matrix $A$ satisfy certain conditions when restricted to the range $R(G)$ of the generator. We complement
the theory by proposing a method to design a measurement matrix that satisfies these sufficient conditions for guaranteed convergence. We assess these sufficient conditions for both the random Gaussian measurement matrix and the designed matrix for a given image dataset. Both our analysis and reconstruction experiments show that with the designed matrix, 5-10× fewer measurements suffice for robust recovery.

2 Problem Formulation

Let \( x^* \in \mathbb{R}^n \) denote a ground truth image, \( A \) a fixed measurement matrix, and \( y = Ax^* + v \in \mathbb{R}^m \) the noisy measurement, with noise \( v \sim \mathcal{N}(0, \sigma^2 I) \). We assume that the ground truth images lie in a non-convex set \( S = R(G) \), the range of generator \( G \). The maximum likelihood estimator (MLE) of \( x^* \), \( \hat{x}_{MLE} \), can be formulated as follows:

\[
\hat{x}_{MLE} = \arg \max_{x \in R(G)} p(y|x) = \arg \min_{x \in R(G)} -\log(y|x) = \arg \min_{x \in R(G)} \|y - Ax\|^2_2
\]  

(2)

[Bora et al., 2017] (whose algorithm we denote by CSGM) solve the following optimization problem

\[
\hat{z} = \arg \min_{z \in \mathbb{R}^k} \|y - AG(z)\|^2_2 + \lambda \|z\|^2_2
\]  

(3)
in the latent space \( (z) \), and set \( \hat{x} = G(\hat{z}) \). Their gradient descent algorithm often gets stuck at local optima. Since the problem is non-convex, the reconstruction is strongly dependent on the initialization of \( z \) and requires several random initializations to converge to a good point. To resolve this problem, [Shah and Hegde, 2018] proposed a projected gradient descent (PGD)-based method (to which we refer as PGD-GAN) shown in fig.1(a), to find the minimizer in (2). They perform gradient descent in the ambient \( (x) \)-space and project the gradient update term onto \( R(G) \). This projection involves solving another non-convex minimization problem (shown in the second box in fig.1(a)) using the Adam optimizer [Kingma and Ba, 2014] for 100 iterations from random initialization. No convergence result is given for this iterative algorithm to perform the non-linear projection, and the convergence analysis for the PGD-GAN algorithm that Shah and Hegde provide for the noiseless measurement case only holds if one assumes that the inner loop succeeds in finding the optimum projection.

Our main idea in this paper is to replace this iterative scheme in the inner-loop with a learning-based approach, as it often performs better and does not fall into local optima [Zhu et al., 2016]. Besides, both the earlier approaches require expensive computation of the Jacobian of \( G \), which is eliminated in the proposed approach.

3 Proposed Method

In this section, we introduce our methodology and architecture to train a projector using a pre-trained generator \( G \) and how we use this projector to obtain the optimizer in (2).

Figure 1: (a) Block diagram of PGD using inner-loop [Shah and Hegde, 2018]. \( k \) represents the outer loop iterators and \( z_{k+1} \) is the optimizer of \( g(z) \) obtained by solving the inner-loop using Adam optimizer. (b) Block diagram of our network-based PGD (NPGD) with \( P_G = GG^\dagger \) as a network based projector onto \( R(G) \). \( f(x) = \|Ax - y\|^2 \) is the cost function defined in (2)

3.1 Inner-Loop-Free Scheme

We show that by carefully designing a network architecture with a suitable training strategy, we can train a projector onto \( R(G) \), the range of the generator \( G \), thereby removing the inner-loop required in the earlier approach. The resulting iterative updates of our network-based PGD (NPGD) algorithm are shown in fig.1(b). This approach eliminates the need to solve the inner-loop non-convex optimization problem, which depends on initialization requires several restarts. Furthermore, our method provides a significant speed-up by a factor of 30-40× on CelebA dataset because of two major reasons: (i) since there is no inner-loop, the total number of iterations required for convergence is significantly reduced, (ii) doesn’t require computation of \( \nabla G(z) \) i.e. the Jacobian of the generator with respect to the input, \( z \). This is very expensive requiring back-propagation through the network for \( T_{out} \times \#_{restarts} \) (for [Bora et al., 2017]) and \( T_{out} \times T_{in} \) (for [Shah and Hegde, 2018]) where \( \#_{restarts}, T_{out} \) and \( T_{in} \) are number of restarts, outer and inner iterations respectively.

3.2 Generator-based Projector

A GAN consists of two networks, generator and discriminator which follow an adversarial training strategy to learn the data distribution. A well-trained generator \( G : \mathbb{R}^k \rightarrow \mathbb{R}^n \), \( k \ll n \) takes in a random latent variable \( z \sim \mathcal{N}(0, I_k) \) and produces sharp looking images from the training data distribution in \( \mathbb{R}^n \). The goal is to train a network that projects the image onto \( R(G) \). The projector, \( P_S \) onto a set \( S \) should satisfy two main properties: (i) Idempotence, for any point \( x \), \( P_S(P_S(x)) = P_S(x) \), (ii) Least distance, for a point \( \hat{x} \), \( P_S(\hat{x}) = \arg \min_{x \in S} \|x - \hat{x}\|^2_2 \). Figure 2 shows the network structure we used to train a projector using a GAN,
We define the multi-task loss to be:

\[
\mathcal{L}(\theta) = \mathbb{E}_z \left[ \left\| G \left(G^*_b(G(z) + \nu) - G(z)\right) \right\|^2 + \mathbb{E}_z \left[ \lambda \left\| G^*_b(G(z) + \nu) - z \right\|^2 \right] \right.
\]

where \( G \) is a generator obtained from the GAN trained on a particular dataset, \( G^*_b : \mathbb{R}^n \rightarrow \mathbb{R}^k \), parameterized by \( \theta \), approximates a non-linear least squares pseudo-inverse of \( G \) and \( \nu \) indicates the noise added to the generator’s output for different \( z \sim \mathcal{N}(0, I) \) so that the projector network denoted by \( P_G = GG^*_b \) is trained on the points outside the range(\( G \)) and learns to project them onto \( R(G) \). The objective function consists of two parts. The first one is similar to standard Encoder-Decoder framework, however, the loss function is minimized for \( \theta \) parameters of \( G^* \) while keeping the parameters of \( G \) (obtained by standard GAN training) fixed. This ensures that \( R(G) \) doesn’t change and \( P_G = GG^* \) is a mapping onto \( R(G) \). The second part is used to keep \( G^* \) close to \( G \). The second term can be considered a regularizer for training the projector with \( \lambda \) being the regularization constant.

4 Theoretical Study

4.1 Convergence Analysis

Let \( f(x) = \|Ax - y\|^2 \) denote the loss function of projected gradient descent. Algorithm 1 describes the proposed network-based projected gradient descent (NPGD) to solve equation (2).

Algorithm 1 Network-based Projected Gradient Descent

**Input:** loss function \( f, A, y, G, G^* \)

**Parameter:** step size \( \eta(= \frac{1}{2}) \)

**Output:** an estimate \( \hat{x} \in R(G) \)

1. Let \( t = 0, x_0 = AT^Ty \)
2. while \( t < T \) do
3. \( w_t := x_t - \eta AT(Ax_t - y) \)
4. \( x_{t+1} := G(G^*(w_t)) \)
5. end while
6. return \( \hat{x} = x_T \)

**Definition 1** (Restricted Eigenvalue Constraint (REC)). Let \( S \subset \mathbb{R}^n \). For some parameters \( 0 < \alpha < \beta \), matrix \( A \in \mathbb{R}^{m \times n} \) is said to satisfy the REC(S, \( \alpha, \beta \)) if the following holds for all \( x_1, x_2 \in S \):

\[
\alpha \|x_1 - x_2\|^2 \leq \|A(x_1 - x_2)\|^2 \leq \beta \|x_1 - x_2\|^2.
\]  

**Definition 2** (Approximate Projection using GAN). A concatenated network \( G(G^*(\cdot)) : \mathbb{R}^n \rightarrow R(G) \) is an \( \delta \)-approximate projector, if the following holds for all \( x \in \mathbb{R}^n \):

\[
\|x - G(G^*(x))\|^2 \leq \min_{z \in \mathbb{R}^k} \|x - G(z)\|^2 + \delta.
\]

The following theorem (proved in the Appendix) provides upper bounds on the cost function and reconstruction error after \( n \) iterations.

**Theorem 1.** Let matrix \( A \in \mathbb{R}^{m \times n} \) satisfy the CREC(S, \( \alpha, \beta \)) with \( \beta/\alpha < 2 \), and let the concatenated network \( G(G^*(\cdot)) \) be a \( \delta \)-approximate projector. Then for every \( x^* \in R(G) \) and measurement \( y = Ax^* \), executing Algorithm 1 with step size \( \eta = 1/\beta \), will yield \( f(x_n) \leq (\frac{\beta}{\alpha} - 1)^n f(x_0) + \frac{\beta \delta}{2 - \beta/\alpha} \).

Furthermore, the algorithm achieves \( \|x_n - x^*\|^2 \leq (C + \frac{1}{\beta/\alpha - 1})\delta \) after \( \frac{1}{2 - \beta/\alpha} \log \left( \frac{1}{\epsilon \alpha \delta} \right) \) steps. When \( n \to \infty \), \( \|x_n - x^\ast\|^2 \leq \frac{2\delta}{\beta/\alpha - 1} \).

By theorem 1 the convergence is linear ("geometric") with rate determined largely by the ratio \( \beta/\alpha \), and the reconstruction error \( \|x_n^\ast - x^\ast\|^2 \) at convergence is similarly controlled by \( \beta/\alpha \). We would like \( \beta/\alpha \) ratio as close to 1 as possible and must have \( \beta/\alpha < 2 \) for convergence. It has been shown in [Baraniuk and Wakin, 2009] that a random matrix \( A \) with orthonormal rows will satisfy this condition with high probability for \( m \) roughly linear in dimension \( k \) with log factors dependent on the properties of the manifold, in this case, \( R(G) \). However, as we demonstrate later (see figure 3), a random matrix often will not satisfy the desired condition \( \beta/\alpha < 2 \) for small or moderate \( m \). We propose a fast heuristic method to find a relatively good measurement matrix for an image set \( S \), given a fixed \( m \).

4.2 Generator-based Measurement Matrix Design

There have been a few attempts to optimize the measurement matrix based on the specific data distribution. [Hegde et al., 2015] tried to find a deterministic measurement matrix that satisfies CREC(S, 1 - \( \delta, 1 + \delta \)) for a finite set \( S \), but the time complexity is \( O(n^3 + |S|^2 n^2) \), with \( |S| \) being the size of set \( S \). Because the secant set \( S \) would be of cardinality \( |S| = O(M^2) \) for a training set of size \( M \), with \( M \gg n \), the time complexity would be infeasible even for fairly small images. Furthermore, the final number of required measurements \( m \), which is determined by the algorithm, depends on the isometry constant \( \delta |S| \), and cannot be specified in advance. [Kvinge et al., 2018] introduced a heuristic iterative algorithm to find a measurement matrix with orthonormal rows that satisfies the REC with small \( \beta/\alpha \) ratio, but the time complexity is \( O(n^2) \) and the space complexity is \( O(n^3) \), which is infeasible for a high-dimensional image dataset. Our method, based on sampling from the secant set, has time complexity \( O(Mn^2 + n^3) \), and space complexity \( O(n^2) \), where \( M \) is a tiny fraction of \( |S| \).

**Definition 3** (Secant Set). The normalized secant set of \( G \) is defined as follows:

\[
S(G) = \left\{ \frac{x_1 - x_2}{\|x_1 - x_2\|} : x_1, x_2 \in R(G) \right\}
\]

and the associated distribution is denoted as \( \Pi_S \), where

\[
z_1, z_2 \sim \mathcal{N}(0, I_k), s = \frac{G(z_1) - G(z_2)}{\|G(z_1) - G(z_2)\|} \sim \Pi_S
\]
Given $S(G)$, the optimization over $A$ is as follows:

$$
\min_{A \in \mathbb{R}^{m \times n}} \frac{\beta}{\alpha} = \min_{A \in \mathbb{R}^{m \times n}} \frac{\max_{s \in S(G)} \|As\|^2}{\min_{s \in S(G)} \|As\|^2} \\
\leq \min_{AA^T = I_m} \frac{1}{\min_{s \in S(G)} \|As\|^2} = \max_{\min_{AA^T = I_m} s \in S(G)} \|As\|^2 \\
\leq \max_{\min_{AA^T = I_m}} E_{s \sim P_S} \left[ \|As\|^2 \right]
$$

The first inequality is due to an additional constraint on $A$: $AA^T = I_m$. This results in the largest singular value of $A$ being 1 and hence the numerator term, $\max_{s \in S(G)} \|As\|^2$, is at most 1. Finally, we replace the relaxed objective on the RHS of (9) by its empirical estimate obtained by sampling $M \gg n$ secants $(s_j)_{j=1}^M$ according to $P_S$:

$$
\max_A \frac{1}{M} \sum_{j=1}^M \|As_j\|^2 \text{ s.t. } AA^T = I_m
$$

For $m$ and $M$ large enough, this designed measurement matrix would satisfy the condition $\beta/\alpha < 2$ for most of the secants in $R(G)$. Constructing an $n \times M$ matrix $D = [s_1 s_2 \ldots s_M]$, the previous optimization problems can be rewritten as:

$$
A^* = \arg\max_A \|AD\|^2 \text{ s.t. } AA^T = I_m
$$

The optimal $A^*$ from these $M$ samples would satisfy $A^*T = U_m$, where $DD^T = U_\Lambda U^T$ is the eigenvalue decomposition (EVD) of $DD^T$ and $U_m$ is the sub-matrix consisting of first $m$ columns in $U$. We compute $DD^T = \sum_{j=1}^M s_j s_j^T$ and its EVD at time complexity $O(Mn^2 + n^3)$ and space complexity $O(n^2)$.

Our approach to the design of $A$ is related to one of the steps described by [Kvinge et al., 2018], however by using the sampling-based estimates per (8) and (10) rather than the secant set for the entire training set, we reduce the computational cost by orders of magnitude to a modest level.

**REC Histogram for A**

In figure 3, we show the efficacy of this designed matrix by the histogram of $\|As\|$ values for the designed and random Gaussian $A \in R^{m \times n}$ and $s$ from the secant set of the MNIST dataset. For random $A$, the support of $\|As\|$ is clearly wider for few measurements $m$, resulting in $\beta/\alpha \neq 2$. For the designed matrix, the support is more concentrated, hence satisfying the sufficient condition $\beta/\alpha < 2$ for convergence of the PGD algorithm even with as few as $m = 20$ measurements (for MNIST), thus ensuring stable recovery.

**5 Experiments**

**Network Architecture:** We follow the architecture of deep convolutional generative adversarial networks (DCGAN) [Radford et al., 2015]. DCGAN builds on multiple convolution, deconvolution and ReLU layers, and uses batch normalization and dropout for better generalization. For two datasets, namely MNIST and CelebA, we designed two projection networks of similar structure but different number of layers. The architecture of the model $G^\dagger$ is similar to that of the discriminator $D$ in the GAN and only varies in the final layer, where we add a fully-connected layer with output same as the latent variables dimension $k$. For training $G^\dagger$, we used the architecture shown in fig. 2 and objective defined in (4), keeping the pre-trained $G$ fixed. We found that using $\lambda = 0.1$, in (4), gave the best performance. The noise $\nu$ used for perturbing the training images $G(z)$ follows $N(0, \sigma^2 I)$. We observed that training with low $\sigma$ results in a projector similar to an identity operator and hence only projecting close-by points onto $R(G)$, and high $\sigma$ makes it violate idempotence. We empirically set $\sigma = 1$. We then obtain a projection network $P_G = GG^\dagger$ which approximately projects the image lying outside $R(G)$ onto the space spanned by $G$.

Figure 4 shows the relative projection error ($\|x^\ast - P_G(x^\ast)\|^2/\|x^\ast\|^2$) of images from the MNIST dataset for different latent variable dimension $k$. The projection error slowly decreases with increasing $k$ and saturates around $k = 100$, therefore, we pick $k = 100$ for the experiments.
5.1 MNIST

This dataset [LeCun et al., 1998] consists of $28 \times 28$ greyscale images of digits with 50,000 training and 10,000 test samples. We pre-train the GAN consisting of 4 transposed convolution layers for $G$ and 4 convolution layers in the discriminator $D$ using rescaled images lying between $[-1, 1]$. We use $N(0, I_k)$ as the $G$'s input. The GAN is trained using the Adam optimizer with learning rate 0.0001, mini-batch size of 128 for 40 epochs. For training the pseudo-inverse of $G$ i.e. $G^\dagger$, we minimize the objective (4), using samples from $z \sim N(0, I_k)$, and with the same hyper-parameters used for the GAN.

Recovery with random Gaussian matrix: In this set-up, we used the measurement matrix $A \in \mathbb{R}^{m \times 784}$ same as ([Bora et al., 2017; Shah and Hegde, 2018]) i.e. $A_{i,j} \sim N(0, 1/m)$. Figure 5 shows the recovery results for selected MNIST images from the test set. It can be seen that our algorithm performs better than others and avoids local optima. Figure 7(a) provides a quantitative comparison for different $m$.

5.2 CelebA

This dataset [Liu et al., 2015] consists of more than 200,000 celebrity images. We use the aligned and cropped version, which preprocesses each image to a size of $64 \times 64 \times 3$ and scaled between $[-1, 1]$. We randomly pick 160,000 images for training the GAN. Images from the 40,000 held-out set are used for evaluation. The GAN consists of 5 transposed convolution layers in the $G$ and 5 convolution layers in $D$. Pre-training of GAN is done for 35 epochs using Adam optimizer with learning rate 0.00015 and mini-batch size 128. $G^\dagger$ is trained in the same way as for the MNIST dataset.

Recovery with Random Gaussian matrix: $A \in \mathbb{R}^{m \times 12288}$ is the measurement matrix with $A_{i,j} \sim N(0, 1/m)$. Figure 6 shows the reconstruction of eight test images. We observe that our algorithm outperforms the other three methods visually as it is able to preserve detailed facial features such as sunglasses, hair and better color tones. Figure 7(c) provides a quantitative comparison for different $m$.

5.3 Comparison: Gaussian and designed matrix

We observe that recovery with the designed $A$ is possible for fewer measurements $m$. This corroborates our conjecture based on figure 3 that the designed matrix satisfies the desired REC condition with high probability for most of the secants, for smaller $m$. Figure 7 (a)(c) shows that our algorithm consistently outperforms other approaches in terms of reconstruction error and structural similarity index (SSIM) for a random $A$. Furthermore, with the designed $A$, we are able to get performance on-par with the random matrix using 5-10× smaller $m$. Figure 7 (b)(d) show the recovered images with the designed and random $A$ using our algorithm for different $m$. It demonstrates that recovery with the random $A$ requires much bigger $m$ than the designed one to achieve similar performance.

5.4 Comparison of Run-time for Recovery

Table 1 compares the execution times of our network-based algorithm NPGD and other recovery algorithms. We record the average execution time to process a single image from its measurements over 10 different images. All three algorithms were run on the same workstation with i7-4770K CPU, 32GB RAM and GeForce Titan X GPU.

| $m$   | CSGM | PGD-GAN | NPGD |
|-------|------|---------|------|
| 200   | 2.9  | 66      | 0.09 (32x) |
| 500   | 3.3  | 60      | 0.10 (33x) |
| 1000  | 4.0  | 63      | 0.11 (36x) |
| 2000  | 5.6  | 61      | 0.14 (40x) |

Table 1: Comparison of execution time (in seconds) of recovery algorithms on the CelebA dataset. The relative speedup of our NPGD over the CSGM algorithm of Bora et al. is shown in parenthesis.

6 Conclusion

In this work, we propose a GAN based projection network for faster recovery in compressed sensing. We show that the method demonstrates superior performance and also provides a speed-up of 30-40× over existing GAN-based methods, eliminating the expensive computation of the Jacobian matrix every iteration. We provide a theoretical bound on the reconstruction error for a moderately-conditioned measurement matrix. To help design such a matrix, we propose a method which enables recovery using 5-10× fewer measurements than using a random Gaussian matrix.
Rearranging the terms we have
\[ \|w_t - x_t\|^2 \leq \|w_t - G(G^t(w_t))\|^2 \leq \|x^* - w_t\|^2 + \delta \]  
(12)
where from the gradient update step, we have
\[ w_t = x_t - \eta A^T(Ax_t - y) = x_t - \eta A^T A(x_t - x^*) \]  
(13)
Substituting \( w_t \) into (12) yields
\[ \|x_{t+1} - x_t\|^2 - 2\eta \langle x_{t+1} - x_t, A^T A(x^* - x_t) \rangle \leq \|x^* - x_t\|^2 - 2\eta \|A(x^* - x_t)\|^2 + \delta \]  
(14)
Rearranging the terms we have
\[ 2 \langle x_t - x_{t+1}, A^T A(x^* - x_t) \rangle \leq \frac{1}{\alpha} \|x^* - x_t\|^2 - 2f(x_t) - \frac{1}{\alpha} \|x_{t+1} - x_t\|^2 + \frac{\delta}{\alpha} \]  
(15)
\[ \leq \left( \frac{1}{\eta \alpha} - 2 \right) f(x_t) - \frac{1}{\eta} \|x_{t+1} - x_t\|^2 + \frac{\delta}{\eta} \]
where the last two inequalities follow from \( REC(S, \alpha, \beta) \).

Now the LHS can be rewritten as:
\[ 2 \langle x_t - x_{t+1}, A^T A(x^* - x_t) \rangle \]
\[ = \|Ax^* - Ax_{t+1}\|^2 - \|Ax^* - Ax_t\|^2 - \|Ax_{t+1} - Ax_t\|^2 \]
\[ = f(x_{t+1}) - f(x_t) - \|Ax_{t+1} - Ax_t\|^2 \]  
(16)
Combining (15) and (16), and rearranging the terms, we have:
\[ f(x_{t+1}) \leq \left( \frac{1}{\eta \alpha} - 1 \right) f(x_t) + \left( 1 - \frac{1}{\eta \beta} \right) \|Ax_{t+1} - Ax_t\|^2 + \frac{\delta}{\eta} \]  
(17)
and since \( \eta = 1/\beta \),
\[ f(x_{t+1}) \leq \left( \frac{ \beta }{ \alpha } - 1 \right) f(x_t) + \beta \delta \]  
(18)
For simplicity, we substitute \( \kappa = \beta/\alpha \) in the following:
\[ f(x_n) \leq (\kappa - 1)^n f(x_0) + \beta \delta \sum_{k=0}^{n-1} (\kappa - 1)^k \]  
(19)
Defining \( C_n = \frac{\beta(1-(\kappa-1)^n)}{2-\kappa} \), it is easy to see that \( C_n \rightarrow \frac{\beta}{2-\kappa} \).

For convergence, we require \( 1 \leq \kappa = \beta/\alpha < 2 \). When \( n \) reaches \( \frac{1}{2-\kappa} \log \left( \frac{f(x_0)}{C_0 \delta} \right) \), we have
\[ \|x_n - x^*\|^2 \leq \frac{\|Ax_n - Ax^*\|}{\alpha} \leq \frac{f(x_n)}{\alpha} \]  
(20)
\[ \leq (\kappa - 1)^n \frac{f(x_0)}{\alpha} + \frac{\delta}{\alpha^2} \leq \left( \frac{C}{2} + \frac{1}{2-\kappa} \right) \delta \]  
(21)
Finally, when \( n \rightarrow \infty \), we have
\[ \|x^* - x_n\|^2 \leq \frac{\delta}{2\kappa - 1} = \frac{\delta}{2\beta/\alpha - 1} \]  
(22)
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