Trajectory Design and Mode Selection for a Cellular-based UAV Traffic Monitoring System
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Abstract. In this paper, we propose to enable cellular networks to support a UAV traffic monitoring system, in which multiple UAVs are required to record videos from the target roads, and then transmit their video data back to the ground stations over the cellular spectrum. In this system, the video data can be transmitted directly to the ground stations bypassing the base station (BS), or via the traditional cellular links. Each UAV should select its transmission mode from the direct mode and the cellular mode as it performs traffic monitoring tasks. Since the mode selections are influenced by the trajectories of UAVs, we study the trajectory design problem for UAVs in consideration of their transmission modes under a reinforcement learning (RL) framework. Then, we propose a trajectory design algorithm to solve this problem. Simulation results show that our proposed algorithm outperforms the single-agent one.

1. Introduction

With high mobility and low operational cost, unmanned aerial vehicle (UAV) has been regarded as an emerging facility to provide real-time monitoring for road traffic [1]. When performing traffic monitoring tasks, UAVs should send the recorded video data to the ground stations effectively. However, in the current unmanned aerial systems for traffic monitoring, the video data is transmitted over the unlicensed spectrum, which is difficult to ensure satisfactory quality-of-service (QoS). To tackle this challenge, the cellular-enabled UAV network is proposed as a promising solution to support UAV communications [2]. In this network, UAVs can send the video data to the base station (BS), after which the BS transmits the received data to the corresponding ground stations. Moreover, when UAVs are close to their ground stations, they can directly transmit their sensory data to the ground stations bypassing the BS, which can further improve the throughput in the system.

In this paper, we investigate a cellular-based UAV traffic monitoring system, in which UAV can transmit their video data through the direct mode and the cellular mode. We consider an orthogonal frequency division multiple access (OFDMA) network consisting of multiple UAVs performing traffic monitoring tasks, where the direct mode work as an overlay to the cellular mode. Since the transmission mode selection of UAVs is influenced by their trajectories of the UAV, we aim to maximize the total utility in the system by designing their trajectories in consideration of their transmission mode.

Nevertheless, since the trajectories of UAVs are coupled with their transmission modes, it is challenging to investigate the trajectory design problem for UAVs. To tackle with this challenge, we adopt a sense-and-send protocol to schedule multiple UAVs, which can be analysed by nested bi-level Markov chains. By this means, the transmission modes of UAVs are determined simultaneously as we design their trajectories. Under this condition, the trajectory design problem can be regarded as a
Markov decision problem (MDP), and thus, we can solve the trajectory design problem using reinforcement learning (RL). Then, we propose a Trajectory design algorithm based on deep Q-network (DQN) to optimize policies for UAVs.

In the literature, several works have investigated the UAV communications over cellular networks. In [3], the authors jointly optimized trajectories, sensing locations and scheduling for UAVs performing sensing tasks in the cellular-enabled UAV network, where the BS was required to collect sensory data from UAVs. Authors in [4] jointly optimized subchannel allocation and flying speed for UAVs in a UAV-to-X cellular network, where UAVs could set up communication links with the BS as well as other UAVs. However, as an important practical scenario for traffic monitoring, the direct communications between UAVs and ground stations are lack of consideration. Therefore, different from these works, we consider a cellular-based UAV traffic monitoring system, in which UAV transmissions can be conducted over both the direct mode and the cellular mode.

2. System Model

As illustrated in Fig. 1, we consider general city road scenario, which is an OFDMA network with single BS. This network consists of $N$ UAVs performing traffic monitoring tasks. Each UAV is required to record video from its target road and then transmit the video data to the ground stations. The data transmissions can be supported by two modes:

1) Direct Mode: The UAV transmits its video data to its ground station directly;
2) Cellular Mode: The UAV sends the video data to the BS, after which the BS transmits the received data to the ground station.

The time unit for a transmission in both two modes is a frame. To be specific, a UAV in the direct mode takes a whole frame to send the sensory data to its ground station directly, while the two phases of transmissions in the cellular mode take half frame for each.

The network owns $C$ orthogonal subchannels to support the OFDMA transmissions among UAVs and ground station. The BS will allocate orthogonal subchannels to different UAVs, for avoiding the mutual interference among UAVs.

We adopt the probabilistic sensing model in [5] to evaluate UAV’s sensing qualities. Specifically, the successful sensing probability for a UAV is an exponential function of the distance between the UAV and its target road. Besides, we adopt the air-to-ground channel model in [6] to evaluate the air-to-ground and ground-to-ground transmissions. Given a threshold, we can express the successful transmission probabilities over the direct mode and the cellular mode from their signal-to-noise ratio (SNR), as referred in [7].
In our paper, we adopt a sense-and-send protocol to coordinate multiple UAVs performing traffic monitoring tasks simultaneously. This protocol can be formulated by the nested bi-level Markov chains, in which UAV sensing and transmission are formulated as the state transitions in the outer and the inner Markov chains, respectively. More details about the protocol are introduced in [7].

3. Algorithm Design
We introduce a lattice model in [7] to describe UAVs’ trajectories, in which the space is divided into a finite set of discrete spatial points. The locations of the BS, UAVs, ground stations and target roads are specified by 3D cartesian coordinates. Thus, the trajectory of a UAV can be characterized by a series of discrete spatial points, which is denoted by a set \( T \). We adopt the concept of utility in [7] to evaluate the performance of UAVs, and UAVs aim to maximize their utility by designing their trajectory. To be specific, we define the reward of UAV in the n-th frame is \( r_n \). Besides, we introduce the discounting valuation to evaluate the timeliness of traffic monitoring, in which the discount factor is \( \rho \). Therefore, the trajectory design problem for a UAV can be formulated as follow

\[
\max_T \sum_n \rho^{n-1} r_n
\]

Since the utility of a UAV is determined by all UAVs’ trajectories, the trajectory design problem is difficult to solve. Note that this problem is a MDP, we can analyze it using RL [8]. Under the RL framework, each UAV is regarded as an agent. The states and the actions of each agent are defined as the locations and the movements of the corresponding UAV, respectively.

Denote the state of UAVs in a frame as \( s \), the a UAV taking action \( a \) can receive reward \( r \). At the beginning of each frame, a UAV observes state \( s \), and then it takes an action \( a \) based on its policy, denoted by \( \pi \). As action \( a \) taken by the UAV, it receives a reward \( r \) and observes a new state \( s' \). Therefore, the trajectory design problem can be solved by maximizing the total expected discounted rewards of all UAVs by optimizing their policies. Under the RL framework, we propose a Trajectory design algorithm based on DQN to optimize policies for UAVs, which is referred in [7].

4. Simulation Result
We present the simulation results on the Trajectory design problem using MATLAB.

![Figure 2. Performance comparison](image-url)
In Fig. 2, we compare our proposed algorithm with the single-agent Q-learning algorithm [9], in which each UAV updates its policy considering other UAVs as the environment. We can observe that our proposed algorithm achieves a higher utility than the single-agent algorithm. Besides, for either algorithm, the utility increases with the number of subchannels $C$, since more frequency resources are utilized.

![Diagram of trajectory and coverage area](image)

**Figure 3.** The trajectory of a UAV.

Besides, in Fig. 3, we present the trajectory of a UAV. We can observed that the UAV first flies towards its target road, and then hovers next to its target road rather than on its target road. This is due to the trade-off between UAV sensing and transmission.

5. **Conclusion**

In this paper, we investigate the trajectory design problem for a cellular-based UAV traffic monitoring system, in which multiple UAVs record videos from the target roads, and then transmit their video data back to the ground stations. We have adopted a sense-and-send protocol to schedule UAV sensing and transmission, and analysed it using nested bi-level Markov chains. As the trajectory design problem is a MDP with large state-action space, we have reformulated this problem using RL, and proposed a DQN-based Trajectory design algorithm to solve it. Simulation results have shown that our proposed algorithm outperforms the single-agent Q-learning method.
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