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Abstract

Many open-world applications require the detection of novel objects, yet state-of-the-art object detection and instance segmentation networks do not excel at this task. The key issue lies in their assumption that regions without any annotations should be suppressed as negatives, which teaches the model to treat the unannotated objects as background. To address this issue, we propose a simple yet surprisingly powerful data augmentation and training scheme we call Learning to Detect Every Thing (LDET).

To avoid suppressing hidden objects—background objects that are visible but unlabeled—we paste annotated objects on a background image sampled from a small region of the original image. Since training solely on such synthetically-augmented images suffers from domain shift, we decouple the training into two parts: 1) training the region classification and regression head on augmented images, and 2) training the mask heads on original images. In this way, a model does not learn to classify hidden objects as background while generalizing well to real images. LDET leads to significant improvements on many datasets in the open-world instance segmentation task, outperforming baselines on cross-category generalization on COCO, as well as cross-dataset evaluation on UVO and Cityscapes.

1. Introduction

Humans routinely encounter new tools, foods, or animals, having no problem perceiving the novel objects as objects despite having never seen them before. Unlike humans, current state-of-the-art detection and segmentation methods [22, 33, 35, 40, 41] have difficulty recognizing novel objects as objects because they are designed with a closed-world assumption. Their training aims to localize known (annotated) objects while regarding unknown (unannotated) objects as background. This causes the models to fail in locating novel objects and learning general objectness. One way to deal with this challenge is to create a dataset with an exhaustive annotation of every single object in each image. However, creating such datasets is very expensive. In fact, many public datasets [17, 34, 51] for object detection and instance segmentation do not label all objects in an image (Fig. 2).

Failing to learn general objectness can cause issues in many applications. For instance, embodied AI (e.g., robotics, autonomous driving) requires localizing objects unseen during training. Autonomous driving systems need to detect novel objects in front of the vehicle to avoid accidents though identifying the category is not necessarily required. In addition, zero-shot and few-shot detection have to localize objects unseen during training. Open-world instance segmentation [48] aims to localize and segment novel objects, but the state-of-the-art model does not perform well as shown in [48].

We find that the failure of current state-of-the-art models is partly due to the training pipeline, \textit{i.e.}, regarding all
regions that overlap little with the annotated foreground objects as background. Even if the background includes hidden objects—background objects that are visible but unlabeled—as in Fig. 2, the models are trained not to detect them, which prevents the models from learning general objectness. To address this, Kim et al. [29] proposed to learn the localization quality of region proposals instead of classifying them as foreground vs. background. Their approach samples object proposals close to the ground truth and learns to estimate the corresponding localization quality. While partially mitigating the issue, this approach still needs to carefully set the overlap threshold for positive/negative sampling and risks suppressing hidden objects as non-objects.

To improve open-set instance segmentation, we propose a simple, yet powerful, learning framework along with a new data augmentation method, called Learning to Detect Every Thing (LDET). To eliminate the risk of suppressing hidden objects, we copy foreground objects using their mask annotation and paste them onto a background image. The background image is synthesized by resizing a cropped patch. By keeping the cropped patch small, we make it unlikely that the resulting synthesized images contain any hidden objects. However, this background creation process makes synthesized images look very different from real images, e.g., the background may consist only of low-frequency content. Thus, a detector naively trained on such images barely performs well. To overcome this limitation, we decouple the training into two parts: 1) training background and foreground region classification and localization heads with synthesized images, and 2) learning a mask head with real images. In training the classification head, there is little risk of treating hidden objects as background since they are removed in the synthesized images. In addition, since the mask heads are trained to segment instances in real images, the backbone learns generalizable representations to separate foreground from background regions in real images.

Despite being seemingly a minor change, LDET demonstrates remarkable gains in open-world instance segmentation and detection. On COCO [34], LDET trained on VOC categories improves the average recall by 14.1 points when evaluated on non-VOC categories. Surprisingly, LDET achieves significant improvements in detecting novel objects without requiring additional annotation e.g., LDET trained only on VOC categories (20 classes) in COCO outperforms Mask RCNN trained on all COCO categories (80 classes) when evaluating average recall on UVO [48]. As shown in Fig. 1, LDET can generate precise object proposals as well as cover many objects in the scene.

Our contributions are summarized as follows:

• We propose a simple framework, LDET, consisting of new data augmentation and decoupled training for open-world instance segmentation.
• We demonstrate that both our data augmentation and decoupled training are crucial to achieving good performance in open-world instance segmentation.
• LDET outperforms state-of-the-art methods in all settings including cross-category settings on COCO and cross-dataset setting on COCO-to-UVO and Cityscape-to-Mapillary.

2. Related Work

Region proposals. Unsupervised region proposal generation used to be a standard approach to localize objects in a scene [1, 2, 46, 52]. These approaches localize objects in a class-agnostic way, but employ hand-crafted features (i.e., color contrast, edge, etc.) to capture general objectness.

Closed-World object detection. Much effort has been spent on supervised object detection with a closed world assumption [18, 20, 21, 35, 40, 41]. The ability to detect known objects has been improving with better architecture designs [5, 11, 32] or objectives [33]. Also, localizing objects given a few training examples or semantic information is becoming a popular research topic [3, 28]. However, these attempts are still constrained by the taxonomy defined by the dataset. Our model can detect more categories than defined by the dataset, which can be very useful in few-shot or zero-shot object detection.

Open-World object detection/segmentation. Open-world recognition problems are gaining attention in image classification, object detection, and segmentation [4, 7, 13]. Especially, many methods have been proposed for open-set image classification, where the goal is to separate novel categories from known categories given a closed-set training set [4, 36, 38, 45, 50]. On the contrary, the goal of open-world instance segmentation is to detect and segment all
objects in a scene without distinguishing novel objects from seen ones. We acknowledge that there is ambiguity in the definition of “object”, and follow [48] during evaluation.

Wang et al. [48] recently published the first benchmark dataset for open-set instance segmentation, which includes various categories from YouTube videos. However, from a methodological perspective, open-world object detection and segmentation remain understudied despite the importance of the task. Hu et al. and Kuo et al. [24, 31] proposed approaches for predicting masks of various objects, but they require bounding boxes from classes of interest. Jaiswal et al. [26] trained a detector in an adversarial manner to learn class-invariant objectness. Joseph et al. [27] proposed a semi-supervised learning approach for open-world detection, which regards regions that are far from ground truth boxes but have a high objectness score as hidden foreground objects. Kim et al. [29] employed localization quality estimation with the claim that the estimation strategy is more generalizable in open-world instance segmentation.

The core of the open-world detection problem, as pointed out by Kim et al. [29], lies in the detector training pipeline: regarding hidden objects as background. This training scheme is common in both two-stage and one-stage detectors. However, none of the approaches listed above solves this issue. Our approach takes the first step in addressing background suppression via novel data augmentation strategies and shows remarkable improvements over baselines despite its simplicity.

**Copy-Paste augmentation.** Pasting foreground objects on a background is a widely used technique in many vision applications [14, 19, 47]. Recently, copy-and-paste augmentation was shown to be a very useful technique in instance segmentation [15, 16, 19]. Dwibedi et al. [16] proposed to synthesize an instance segmentation dataset by pasting object instances on diverse backgrounds and trained on the augmented images in addition to the original dataset. Dvornik et al. [15] considered modeling the visual context to paste the objects while Ghiasi et al. [19] showed that pasting objects randomly is good enough to provide solid gains.

These methods still assume a closed-world setting, whereas our task is the open-world instance segmentation problem. There are two technical differences compared to these methods. First, our augmentation samples background images from a small region of an original image to create a background unlikely to have any objects. This pipeline is designed to circumvent suppressing hidden objects as background and does not require any external background data as used in [16]. Second, we decouple the training into two parts, which is also key to achieving a well-performing open-world detection model. In contrast, all of the existing approaches above simply train on synthesized images.

### 3. Learning to Detect Every Thing
In this section, we describe the proposed LDET scheme for open-world instance segmentation. Given an instance segmentation model, we train the object detection loss on images with synthesized background, and the instance mask loss on real images. Mask-RCNN [22] serves as the base model. We describe details of the data generation process (Fig. 3) and training scheme (Fig. 5) below.

#### 3.1. Data Augmentation: Erasing Background
**Background region sampling.** First, we apply Gaussian smoothing to the input image before cropping the foreground and background region, and denote the smoothed image as $I_1$. Then, we randomly sample a small unannotated region from $I_1$ and resize it to the same size as the input image to serve as a background canvas, which we denote as $I_2$. By smoothing the whole image before this operation, we expect to reduce the discrepancy in high-frequency content between the foreground and background images. We set the width and height of the background region to be $\frac{1}{5}$ of the original image’s. Cropping the small region entails a much lower risk of including hidden background objects compared to using the original background. Even if it happens to include unannotated objects, drastically upscaling the patch makes the objects’ appearance totally different, as shown in examples in Fig. 4. We vary the scale of the background canvas in experiments but find the difference in
Typically, the training objectives for instance segmentation models consist of two major terms: object detection loss and instance mask loss. In methods like Mask RCNN [22], the object detection loss is composed of a region proposal classification loss and a box regression loss, which are used to train both the region proposal network (RPN) and the region of interest (ROI) heads. For simplicity, we summarize the objectives for RPN and ROI as one loss. The instance mask loss trains the mask head using only positive regions, e.g., IoU with the nearest ground truth > 0.5 by default in Mask RCNN.

We propose to bridge the gap between two domains, i.e., synthesized images and real images, by computing instance mask loss on real images while employing synthesized images only to compute proposal classification loss and localization regression loss. The mask loss encourages a model to separate background and foreground pixels given a bounding box, wherein only well-localizing bounding boxes are selected to compute the loss. Thus, the model will not learn to suppress hidden objects by using the mask loss. Furthermore, the mask loss training signal is propagated to a backbone network shared among the region proposal network, bounding box head, and mask head, which makes the box head adapted to real images. Since the box head and proposal network are trained only with the blended images without background objects, they excel at detecting novel objects.

**Foreground and background region sampling.** During training, Mask RCNN (or Faster RCNN) decides foreground and background regions by setting a threshold on the value of IoU, e.g., regions with IoU smaller/larger than 0.5 are background/foreground respectively in the case of ROI head. When balancing the number of two regions, boxes are randomly sampled. Note that we use the same thresholds as default Mask RCNN. While localization quality estimation [29] requires carefully selecting the thresholds during training, LDET does not.

## 3.2. Decoupled Training

Simply training a detector on the synthesized images in the conventional way [22] does not work well due to the domain shift (See Table 2). Since real images and our synthesized images have very distinct content and layout, a detector trained on our synthesized data does not generalize well to real images. In this section, we propose a simple yet effective approach to mitigate this issue of domain shift.

Typically, the training objectives for instance segmentation models consist of two major terms: object detection loss and instance mask loss. In methods like Mask RCNN [22], the object detection loss is composed of a region proposal classification loss and a box regression loss, which are used to train both the region proposal network (RPN) and the region of interest (ROI) heads. For simplicity, we summarize the objectives for RPN and ROI as one loss. The instance mask loss trains the mask head using only positive regions, e.g., IoU with the nearest ground truth > 0.5 by default in Mask RCNN.

We propose to bridge the gap between two domains, i.e., synthesized images and real images, by computing instance mask loss on real images while employing synthesized images only to compute proposal classification loss and localization regression loss. The mask loss encourages a model to separate background and foreground pixels given a bounding box, wherein only well-localizing bounding boxes are selected to compute the loss. Thus, the model will not learn to suppress hidden objects by using the mask loss. Furthermore, the mask loss training signal is propagated to a backbone network shared among the region proposal network, bounding box head, and mask head, which makes the box head adapted to real images. Since the box head and proposal network are trained only with the blended images without background objects, they excel at detecting novel objects.

**Foreground and background region sampling.** During training, Mask RCNN (or Faster RCNN) decides foreground and background regions by setting a threshold on the value of IoU, e.g., regions with IoU smaller/larger than 0.5 are background/foreground respectively in the case of ROI head. When balancing the number of two regions, boxes are randomly sampled. Note that we use the same thresholds as default Mask RCNN. While localization quality estimation [29] requires carefully selecting the thresholds during training, LDET does not.

## 4. Experiments

We evaluate LDET on two settings of open-world instance segmentation: Cross-category and Cross-dataset. The Cross-category setting is based on the COCO [34] dataset, where we split annotated classes into known and unknown classes, train models on known ones, and evaluate detection/segmentation performance on unknown ones. Since the model can be exposed to a new environment and encounter novel instances, the Cross-dataset setting evalu-
Table 1. Results of VOC $\rightarrow$ Non-VOC generalization in COCO. Improvement on Mask RCNN is shown next to each result in the row of LDET. LDET outperforms all baselines and showing large improvements on Mask RCNN. The scores of OLN-Mask are reported in [29], those of OLN-Faster are obtained by evaluating a published model.

Figure 6. Visualization in VOC to Non-VOC in COCO dataset. Top: Mask RCNN. Bottom: LDET. Note that training categories do not include giraffe, trash box, pen, kite, and floats. LDET detects many novel objects better than Mask RCNN.
the maximum score. We also compare class-agnostic interference between a class-discriminative model and a class-agnostic model.

4.1. Cross-category generalization

Setup. We split the COCO dataset into 20 seen (VOC) classes and 60 unseen (Non-VOC) classes. We train a model only on the annotation of 20 VOC classes and test on Non-VOC classes only. The validation split of COCO is adopted for evaluation. Following [29], we do not count the “seen class” detection boxes into the budget k when computing the Average Recall (AR@k) scores. This is to avoid evaluating any recall on seen-class objects.

Comparison with baselines. As shown in Table 1, our method outperforms baselines in all metrics with a large margin. It can generate precise boxes as well as detect many novel objects. OLN-Faster [29] demonstrates strong performance in AR, but performs poorly in AP because it generates many false positives. Similarly, Mask RCNN5 improves performance on AR while degrading AP. Both of these baselines are thresholding background regions based on IoU with ground truth boxes, which may result in unbalanced sampling with respect to the box size. For example, if we ignore background boxes with small IoU, small regions are unlikely to become negatives and the proposal network mistakenly detects many small background regions as foreground. Mask RCNN5 does not improve on Mask RCNN. Some visualizations are illustrated in Fig. 6. Mask RCNN tends to overlook non-VOC class objects even when they are in the dominant and salient region, e.g., trash can (leftmost column) and giraffes (second leftmost column). On the other hand, LDET generalizes well to novel objects such as comb, towel, giraffes, pen, phone, kites, and floats.

Ablation study for learning objectives. Table 2 describes an ablation study of training data and objectives. If a model learns only from synthetic data (second row), it fails to detect and segment objects. If a model is trained simply by using both real and synthetic images, i.e., using all losses, it performs slightly better compared to Real Only. These results conclude that our proposed decoupled training is very suitable for the open-world instance segmentation and detection task.

Class agnostic vs. class discriminative learning. Table 3 shows that the class agnostic training slightly improves performance in the case of both plain Mask RCNN and LDET. The selection of the training method should depend on the importance of the small gain and class discriminative prediction in an applied recognition system.

Mask RCNN overfits to seen classes. Fig. 7 illustrates the training iteration and corresponding AR in MaskRCNN and LDET. AR gradually degrades in MaskRCNN probably because the model fits to training data and learns to ignore hidden objects. By contrast, LDET demonstrates a solid improvement in AR as the training progresses. This implies that LDET can utilize the objectness of the pretrained representation and thus generalize to more than the training categories. We investigate this point in the appendix.

Comparison with hand-crafted methods. We compare LDET to the learning-free methods in instance segmentation and detection Table 4. We measure the performance of detecting all objects in the COCO validation set. LDET is superior to these baselines by a large margin.

Visualization of the learnt objectness map. Fig. 8 visualizes the confidence scores map of the region proposal network, computed by averaging outputs from all feature pyramids. While Mask RCNN suppresses the score for many
objects, LDET correctly captures objectness for diverse objects. For instance, it captures objectness well in an image crowded with objects in the first row.

**Size of background regions.** The size of background regions can be important in our data augmentation: if the size is close to an original image, the background will include many hidden objects. We analyze the effect of the region’s size in Table 5. AR gets better with smaller sizes, while AP gets slightly worse. This indicates that smaller backgrounds prevent sampling hidden objects and coverage of novel objects (AR) becomes better. Also, note that the performance is stable with respect to the size.

**External data for background.** Using an external background dataset is an alternative way to synthesize background region although an image without background is not always accessible. In this experiment, we use DTD [9] (texture image dataset). The background region is replaced with a randomly cropped patch from DTD dataset, and a model is trained in the same way as LDET. See the appendix for more details of training. The resulting AP and AR are 11.1 (LDET + 0.9) and 32.6 (LDET – 2.2) respectively in bounding box localization. The dataset includes a considerable number of objects despite being primarily a texture dataset, which is probably the cause of degradation in AR. Our data augmentation method is comparable or better than the use of external background images.

**Different backbones.** We employ ResNet101 [23] as a backbone in Table 6 and compare it with ResNet50. LDET benefits more from the deeper backbone.

**Region proposal network (RPN) and region of interest (ROI) head.** We compare the performance of RPN and ROI heads in Table 7. In Mask RCNN, RPN covers more novel objects while ROI provides precise boxes compared to RPN. In contrast, ROI of LDET performs better than RPN in all metrics.

### Table 5. Varying the size of background regions. $2^{-m}$ indicates cropping background region with $2^{-m}$ of width and height of an input image. Sampling background from smaller region tends to improve AR and degrade AP.

| Background ratio | $2^{-2}$ | $2^{-3}$ | $2^{-4}$ |
|------------------|---------|---------|---------|
| AP$_{box}$       | 10.8    | 10.2    | 9.6     |
| AR$_{box}$       | 32.5    | 34.8    | 35.2    |
| AP$_{mask}$      | 9.0     | 9.0     | 9.0     |
| AR$_{mask}$      | 28.9    | 31.0    | 31.9    |

### Table 6. ResNet50 vs ResNet101. ResNet101 tends to perform better than ResNet50, which is more evident in LDET than in Mask RCNN (MRCNN).

| Method | Backbone | Box AP | AR$_{100}$ | Mask AP | AR$_{100}$ |
|--------|----------|--------|------------|---------|------------|
| MRCNN  | Res50    | 24.8   | -1.0       | 19.1    | 38.1       |
| MRCNN  | Res101   | 26.1   | +1.0       | 23.1    | 44.1       |

### Table 7. Comparison between region proposal network and region of interest head. AP and AR of bounding boxes.

| Method | Detector | AP  | AR$_{10}$ | AR$_{100}$ |
|--------|----------|-----|-----------|------------|
| MRCNN  | RPN      | 5.9 | 15.4      | 27.3       |
| MRCNN  | ROI      | (+3.0) 8.9 | (+0.6) 16.0 | (-6.4) 20.9 |
| LDET   | RPN      | 6.5 | 18.2      | 32.8       |
| LDET   | ROI      | (+3.7) 10.2 | (+3.3) 21.5 | (+2.0) 34.8 |

### Figure 8. Objectness map (RPN score) visualization in COCO experiment. LDET captures objectness of various categories whereas Mask RCNN tends to suppress many objects.

#### 4.2. Cross-dataset generalization

**COCO to UVO.** First, we utilize UVO [48], which covers many categories outside COCO as 57% object instances do not belong to any of the 80 COCO classes. Since UVO is based on Youtube videos, the appearance is very different from COCO e.g., some videos are egocentric views and have significant motion blur. We test models trained on the COCO-VOC split or the whole COCO. The validation split of UVO is used to measure the performance.

As shown in Table 8, in both COCO-VOC and COCO settings, LDET outperforms baselines with a large margin. Note that our VOC-COCO model outperforms Mask RCNN trained on COCO in many metrics. This indicates the remarkable label efficiency of LDET in open-world instance segmentation. Unlike the result in VOC-NonVOC experiment, the AP of Mask RCNN drops compared to Mask RCNN, probably because their region sampling leads imbalanced sampling with regions with different scales.

**Cityscape to Mapillary.** Second, we examine performance in autonomous driving scenes. Detectors are trained on Cityscape [10] (8 foreground classes, person, rider, car, truck, bus, train, motorcycle, and bicycle) and tested on the validation set of Mapillary Vistas [37] with 35 foreground classes including not only vehicles, but also animals, trash can, mailbox, and so on.
Table 8. Results of COCO → UVO generalization. Top rows: Models trained on VOC-COCO. Bottom rows: Models trained on COCO. LDET demonstrates high AP and AR in all cases compared to baselines.

| Method           | Train       | Box         | Mask        |
|------------------|-------------|-------------|-------------|
|                  |             | AP | AR | AR_{small} | AR_{med} | AR_{large} | AP | AR | AR_{small} | AR_{med} | AR_{large} |
| OLN-Faster [29]  | VOC (COCO)  | 13.3 | 47.6 | 26.5 | 43.5 | 57.8 | - | - | - | - | - |
| Mask RCNN        |             | 19.6 | 34.8 | 10.9 | 23.9 | 50.8 | 14.6 | 25.8 | 9.2 | 19.4 | 36.1 |
| Mask RCNN^p      |             | 19.0 | 34.8 | 10.7 | 23.7 | 51.0 | 14.5 | 26.0 | 9.3 | 19.4 | 36.4 |
| Mask RCNN^s      |             | 18.9 | 39.2 | 12.8 | 28.8 | 55.6 | 12.9 | 29.8 | 11.7 | 23.9 | 40.1 |
| LDET             |             | 22.8 | 48.9 | 23.1 | 42.4 | 62.1 | 17.9 | 38.0 | 20.8 | 35.2 | 45.6 |
| Mask RCNN        | COCO        | 24.8 | 47.7 | 21.9 | 41.7 | 60.6 | 19.1 | 38.1 | 19.1 | 35.0 | 46.5 |
| Mask RCNN^p      |             | 23.8 | 47.2 | 22.1 | 41.1 | 59.9 | 18.8 | 37.6 | 19.1 | 34.6 | 45.7 |
| Mask RCNN^s      |             | 21.3 | 47.9 | 21.1 | 40.8 | 62.0 | 15.6 | 38.6 | 19.3 | 34.9 | 47.6 |
| LDET             |             | 26.1 | 53.1 | 28.4 | 47.8 | 65.0 | 21.2 | 43.0 | 25.7 | 41.1 | 49.9 |

Table 9. Results of Cityscapes → Mappilary Vista generalization. LDET is effective for autonomous driving dataset. AR_{0.5} denotes AR with IoU threshold = 0.5.

| Method     | Box     | Mask     |
|------------|---------|----------|
|            | AP | AR | AR_{0.5} | AP | AR | AR_{0.5} |
| Mask RCNN  | 8.3 | 9.7 | 14.6 | 7.3 | 8.4 | 13.5 |
| Mask RCNN^p| 8.2 | 9.7 | 14.5 | 7.2 | 8.4 | 13.4 |
| Mask RCNN^s| 6.7 | 9.6 | 14.7 | 6.1 | 8.7 | 13.9 |
| LDET       | 8.5 | 11.4 | 19.0 | 7.7 | 10.0 | 16.8 |

5. Conclusion

In this paper, we presented a simple approach, LDET, for the challenging task of open-world instance segmentation. LDET consists of synthesizing images without hidden objects in their background as well as decoupled training for real and synthesized images. LDET demonstrates strong performance on a benchmark dataset of open-world instance segmentation and promising results on autonomous driving datasets. We hope that LDET becomes a simple baseline and accelerates further research in this area.

Potential negative societal impact. Some applications of object detection may have a negative impact on society, such as excessive surveillance and inappropriate policing. Privacy is another concern. We note that our approach can help remove accidental people in the background of training images and thus improve privacy.

Limitations. As seen in several visualizations, LDET still fails in detecting some novel objects although its performance is much better than baselines. If the appearance of novel objects is distinct from known objects, LDET and most baselines may miss them. Also, experiments on Cityscapes (Table 9) indicate the importance of covering various categories in training data. One way to overcome this limitation is to annotate a wide range of categories for training data.
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A. Experimental Details

In this appendix, we provide experimental details, additional analysis, and visualizations. **Data augmentation.** Alg. 1 shows the pytorch-style pseudo-code for our data augmentation. See our code for more details.

**Implementation.** We use the default hyper-parameters, provided by Detectron2, to train LDET, Mask RCNN, Mask RCNN\(^8\), and Mask RCNN\(^9\). Default configuration files are used for COCO\(^1\) and Cityscapes\(^2\) respectively. 2 GPUs of NVIDIA RTX A6000 with 48GB are used to train models.

**Test time hyper-parameters.** Following \[29\], we set hyper-parameters in testing as follows: threshold of non-maximum suppression in the roi head is set as 0.7 (0.5 by default) and, in the region proposal network, the number of region proposals kept after the suppression is set as 2000 (1000 by default). Table A shows the performance difference by the hyper-parameters. AP tends to improve by decreasing the threshold value and degrade by increasing the number of proposals. Low threshold suppresses more boxes, which results in improving AP and degrading AR. Changing the number of proposals has a similar effect. We can observe that the difference is not significant.

| NMS Threshold | Num of Boxes | Box AP | Mask AP | AR | Mask AR |
|---------------|--------------|--------|---------|----|---------|
| 0.5           | 1000         | 10.5   | 9.3     | 33.3| 30.3    |
| 0.7           | 1000         | 10.3   | 9.1     | 34.9| 31.0    |
| 0.5           | 2000         | 10.5   | 9.3     | 33.6| 30.7    |
| 0.7           | 2000         | 10.2   | 9.0     | 34.8| 31.0    |

Table A. **Study on the threshold for no-maximum suppression and the number of boxes kept after region proposal network.** The last row is the setting used in the main paper.

**Baselines.**

1) *Mask R-CNN.* We do not make any change to the default training configuration.

2) *Mask RCNN\(^8\).* We compute the area of intersection with ground truth boxes over the area of the proposal box, which we call IoA, and sample background boxes with a large value of this criterion. In both region proposal network and roi head, we pick background regions whose IoA is larger than 0.7.

3) *Mask RCNN\(^9\).* Given the classification output (after softmax) from roi head, boxes confidently predicted as one of the foreground classes are chosen from background regions. The threshold to pick the pseudo-foreground is set as 0.9. The classification loss on the pseudo-foreground regions is incorporated to train the detector.

**Experiments on texture dataset.** To make a background using images of DTD\(^9\), we crop the patch with the size of 256 x 256, and rescale it to the size of a detection training image. Then, we blend the foreground and background in the same way as LDET.

B. Analysis

In this section, we provide some additional analysis of 1) model pre-training and 2) using a one-stage detector.

**Pre-training the model.** In the experiment in Sec. 4, “Mask RCNN overfits to seen classes”, we saw that the plain Mask RCNN model seems to be overfitting to the training data, while LDET generalizes better to novel objects. We hypothesize that LDET is better able to use the representations (features) of objects contained in the pre-trained backbone. In this experiment, we explore this further and provide results of different pre-training methods and data. Specifically, we explore whether pre-training on supervised classification data gives our method a boost compared to unsupervised or no pretraining.

First, we train a model from scratch on the VOC-COCO data. Second, we use a self-supervised learning model,
Table B. Comparison of pre-training methods. Replacing supervised pre-trained model with SWAV (unsupervised) pre-training degrades AP in both training methods. SWAV performs better on AR of Mask RCNN.

| Method  | Pre-training | Pre-training Method | VOC-to-COCO | VOC-to-UVO |
|---------|--------------|---------------------|-------------|------------|
|         | Data         |                     | Box         | Mask       | Box       | Mask       |
| MRCNN   | None         | None                | 6.1 24.9 | 4.6 21.5 | 16.6 37.8 | 11.3 27.7 |
| MRCNN   | ImageNet1K   | SWAV [6]            | 7.1 25.3 | 5.5 22.1 | 15.8 37.1 | 10.8 26.5 |
| MRCNN   | ImageNet1K   | Supervised          | 8.9 20.9 | 7.2 17.7 | 19.6 34.8 | 14.6 25.8 |
| MRCNN   | ImageNet21K  | MIIL [42]           | 8.8 20.9 | 7.0 17.9 | 19.3 35.0 | 14.4 25.9 |
| LDET    | None         | None                | 5.7 29.5 | 4.2 25.2 | 15.8 42.7 | 9.9 30.1 |
| LDET    | ImageNet1K   | SWAV [6]            | 5.5 29.9 | 4.7 27.1 | 13.9 41.2 | 10.6 30.8 |
| LDET    | ImageNet1K   | Supervised          | 10.2 34.8 | 9.0 31.0 | 22.8 48.9 | 17.9 38.0 |
| LDET    | ImageNet21K  | MIIL [42]           | 9.7 35.3 | 8.6 31.9 | 21.3 48.1 | 17.1 37.6 |

Table C. Results of VOC → Non-VOC generalization in COCO using RetinaNet as a detector.

| Method     | AP  | AR10 | AR30 | AR50 | AR100 |
|------------|-----|------|------|------|-------|
| RetinaNet  | 9.0 | 16.5 | 21.0 | 22.9 | 25.0  |
| LDET       | 6.8 | **18.9** | **26.1** | **29.2** | **32.9** |

SWAV [6], trained on ImageNet1k [43] to initialize models. Third, we use the default model, trained on ImageNet1k in a supervised manner. Finally, a model trained on ImageNet21k [12] with a method that considers the hierarchies of the categories is employed. We expect that comparison on these pre-trained models will show the importance of 1) class-discriminative features and 2) the number of categories used for pre-training.

Table B provides the results in the VOC-COCO setting. First, we see that supervised pre-training improves AP in all cases. Second, in Mask RCNN, unsupervised/no pre-training gives better AR than supervised pre-training. By contrast, in LDET, supervised pre-training outperforms unsupervised/no pre-training in both AP and AR. This implies that LDET harnesses the class discriminative features learned by supervised training better than the standard detector training does. Finally, we do not see a clear difference in the performance between ImageNet21k and ImageNet1k, neither in Mask RCNN nor LDET. Note that top-1 accuracy on ImageNet1k is 75.3 (Supervised) and 82.0 (MIIL) respectively. Better accuracy on ImageNet1k does not necessarily lead to better performance in open-world instance segmentation. Also, increasing pre-training categories beyond 1k does not show improvement in this experiment.

One-stage detector. The experiments in the main draft are done for a two-stage detector, Mask RCNN. In this analysis, we apply LDET to one-stage detectors and see its behavior.

Table C shows the results on RetinaNet [33]. Since the standard RetinaNet does not have an instance mask head, the mask head is attached on top of the feature pyramid of the detector. The architecture of the head is the same as Mask RCNN. Therefore, the detection loss e.g., localization and classification loss, is computed for synthesized images, whereas the mask loss is calculated for real images. LDET outperforms the plain model with a large margin in AR while we see a degradation in AP. To maintain the precision, it may be necessary to tune some hyper-parameters.
such as the size of background region, or to tailor the training objective to the one-stage detector.

The results on Tensormask [8] are shown in Table D. Since the objectives of Tensormask consist of detection loss and mask loss, synthesized images are used to compute detection loss whereas real images are used to compute mask loss. The trend is similar to RetinaNet where AP slightly decreases whereas AR improves significantly. The empirical results of RetinaNet and Tensormask indicate the usefulness of our framework for one-stage detectors.

C. Visualization

Cityscapes. Fig. A visualizes some qualitative results. Leftmost two images are from the validation set of Cityscapes, others are from Mapillary. We see that, as indicated by the quantitative results, LDET detects more objects, e.g., baby carriage in the leftmost image. However, it is also true that LDET misses novel objects such as dog in the leftmost image, probably because there are no categories similar to dogs in the Cityscapes’ 8 training categories. This fact indicates some room for improvement in our approach.

More visualizations in COCO. Fig. B and C are additional visualizations in VOC-COCO and COCO, respectively. Note that we add the results of Mask RCNN\(^5\), which are not visualized in the main paper due to a limited space. Mask RCNN\(^5\) locates many novel objects while generating many false positives. This is probably due to the imbalanced sampling of background regions. By contrast, LDET detects many novel objects, e.g., elephants, toilet paper, lizard, statue, toy, etc., with small number of false positives.

Demo on video. Fig. D and E are demo of applying LDET to UVO [48] videos. Click the images to play the videos.

| Method    | Box | Mask |
|-----------|-----|------|
|           | AP  | AR10 | AR30 | AR100 | AP  | AR10 | AR30 | AR100 |
| TensorMask [8] | 9.6 | 17.8 | 22.9 | 26.6 | 7.4 | 14.8 | 18.8 | 22.0 |
| LDET      | (-0.8) 8.8 | (3.0) 20.8 | (4.9) 27.8 | (7.8) 34.4 | (-0.4) 7.0 | (3.4) 18.2 | (5.3) 24.1 | (7.7) 29.7 |

Table D. Results of Tensormask for VOC → Non-VOC generalization in COCO.
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Figure B. **Visualization in VOC-COCO to COCO setting.** Note that VOC-COCO does not contain objects such as lizard, toilet paper, and elephant.
Figure C. Visualization of models trained on COCO. The images are from COCO and UVO.
Figure D. Video demo of models trained on COCO. Left: Mask RCNN. Right: LDET. Click the image to play the video.

Figure E. Video demo of models trained on COCO. Left: Mask RCNN. Right: LDET. Click the image to play the video.