Copula-Based Bayesian Reliability Analysis of a Product of a Probability and a Frequency Model for Parallel Systems When Components Are Dependent
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Abstract: While the dependence assumption among the components is naturally important in evaluating the reliability of a system, studies investigating the issues of aggregation errors in Bayesian reliability analyses have been focused mainly on systems with independent components. This study developed a copula-based Bayesian reliability model to formulate dependency between components of a parallel system and to estimate the failure rate of the system. In particular, we integrated Monte Carlo simulation and classification tree learning to identify key factors that affect the magnitude of errors in the estimation of posterior means of system reliability (for different Bayesian analysis approaches—aggregate analysis, disaggregate analysis, and simplified disaggregate analysis) to provide important guidelines for choosing the most appropriate approach for analyzing a model of products of a probability and a frequency for parallel systems with dependent components.
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1. Introduction

Bayesian analyses, which consider probability to be a subjective belief about unknown parameters of interest and usually incorporate pertinent knowledge which is not contained in the sample data, have been widely used in estimating failure rates in reliability analyses (see, e.g., [1–6]). Provided that component and system level data in a given monitoring duration are available, different alternatives can be chosen for implementing a Bayesian reliability analysis of a system. Two extreme approaches are the aggregate and disaggregate analyses. Aggregate analysis (AA) refers to the approach that uses only system-level (aggregate) data, while disaggregate analysis (DA) is the approach that uses only component-level (disaggregate) data. It might also be possible for reliability engineering practitioners to carry out the Bayesian estimation procedure at intermediate levels of aggregation.

Since aggregate analysis can save the effort and cost of collecting a large amount of component data, it is usually less costly and more practical. However, it might provide an inaccurate estimate of the system reliability by ignoring important information available at the component level [7]. Conversely, disaggregate analysis makes use of all the available data and usually provides more accurate results, but it can be very expensive and impractical. In practical applications, the exact component failures may not be pinpointed due to the restricted resources, and thus only masking data are available. However, the preference to conducting one analysis over another is usually related to the significance of the analysis and the trade-off between costs and the accuracy of results.
The phenomenon when the results of aggregate and disaggregate analyses do not agree is known as the aggregation error and the absence of the aggregation error is known as perfect aggregation [8]. Aggregation error is not a phenomenon that is limited in the field of reliability analysis. Studies about the aggregation error are largely known in various fields including economics, social sciences, and geo-statistics [9–11]. Numerous studies about aggregation error in Bayesian reliability analysis have been conducted since it was first introduced in the 1990s. While most of the early research focused on finding the conditions under which perfect aggregation can be obtained, especially in cases where failures of components are independent to each other [8,12], recent studies tried to identify the sources of the aggregation error [13–15] (in similar independent cases). Philipson [16,17] used a different term “Bayesian anomaly” for the similar phenomenon (i.e., aggregation error) discussed in other papers, but took a more extreme view to argue that the aggregation error is a fundamental problem in a Bayesian reliability analysis and even suggested a basic restructuring of the Bayes procedure [18]. However, other researchers [13–15] disagreed with such argument and suggested that the aggregation error should not be construed as the evidence of inadequacy of Bayesian methods.

When the failures of the components of a system are dependent, implementing disaggregate Bayesian analysis can be even more difficult because a joint prior distribution must be specified and then updated with component-level data. In the real-world situation, a simplified disaggregate analysis (hereafter, DAI) without considering the dependence structure of the components might be used instead of the true disaggregate analysis. Although the computation for this simplified analysis becomes more straightforward and simpler (because only marginal distribution for each component needs to be specified and updated), the accuracy of the analysis might be seriously affected due to the ignorance of the critical information of dependence between components.

While the studies conducted before have compared different analysis approaches and investigated the aggregation errors for cases where data are available at both the component and system levels, there is not yet a generalized study on the situation where the components are correlated (even though the dependence assumption among the components is naturally important in evaluating the reliability of a system). Furthermore, while some studies in reliability analysis have used copula theory to handle joint failure or inter-correlation of multiple components [19,20], few studies (see, e.g., [21,22]) have reported on the effects of component dependence on the accuracy of Bayesian reliability analyses. Thus, little guidance is available on how to proceed, and how to choose appropriate analysis approach under the practical situations.

This study aimed to compare three Bayesian analysis approaches that can be used for evaluating system reliability in parallel systems where failures of components are dependent: disaggregate analysis (DA), aggregate analysis (AA), and simplified disaggregate analysis (DAI). Specifically, a parallel two-component system where Component 1 fails according to a Poisson process and Component 2 fails according to a Bernoulli process was analyzed, compared to the parallel beta-binomial system investigated in [23]. It is expected that the outcome of this study will be practically useful to reliability engineering practitioners who encounter Poisson-distributed failures (which are popular in modern science and engineering).

Furthermore, since the component failure of the reliability system in this study are correlated, copulas were thus used to construct bivariate distribution functions with correlated marginal random variables. A Monte Carlo simulation approach, namely regional sensitivity analysis (RSA) [24], was used to generate a large number of simulated cases to investigate how the variation in the estimated reliability of different analyses can be attributed to variations of their input factors (e.g., parameters in the prior distributions of the Bayesian reliability analysis). However, the use of RSA does not effectively deal with parameter interactions. Therefore, a classification tree data mining approach (Recursive Partitioning) was utilized to identify and locate the values of the key factors and conditions that lead to a great magnitude of error. (For a review on machine learning methods...
for constructing tree models from data, readers are referred to the work of [25].) There are two main advantages of using the classification tree data mining approach. First, it allows for easy interpretability of results in that decision nodes carry conditions that are easy to understand. Second, the IF-THEN rules allow for knowledge extraction and also enable the reliability practitioner to verify the model learned from the data. Therefore, this analysis will provide a guideline for selecting appropriate Bayesian estimation approaches in evaluating the reliability of a system in which components are correlated.

The rest of this paper is structured as follows. In Section 2, the formulation of copula-based Bayesian reliability analysis for systems with dependent components is thoroughly delineated. The Monte Carlo based procedure for generating the pseudo input factors and the regionalized sensitivity analysis are presented in Section 3. The integrated Monte Carlo filtering and classification tree learning are given in Section 4. In Section 5, the conclusions and the managerial implications of this study are given.

2. Copula-Based Bayesian Reliability Models

2.1. Products of a Probability and a Frequency for the Two-Component Parallel System

A two-component parallel Poisson–Bernoulli system was considered for this study. In particular, if a failure of Component 1 is detected, then Component 2 (i.e., the standby component) will be switched on. It was assumed that the failure rate of Component 1 follows a Poisson process with rate $\Lambda_1$, while that of Component 2 follows a Bernoulli process with conditional failure probability $P_2$ given a failure of Component 1.

The system is monitored for a total of $t$ times unit, and data on the numbers of failures for the two components are collected and are depicted by $k_1$ and $k_2$, respectively. For a simple parallel system with a backup components described here, there will be $k_2$ failures in time $t$. Readers are referred to the work of [8] for a concise description of other simple two-component reliability models.

2.2. Characterizing the Component Dependence

In reliability engineering, the assumption of component dependence is more realistic and therefore important in practice. In simplified terms, the concept of stochastic dependence implies that the state of some units can influence the state of others. However, the state can be given by the age, failure rate, failure probability, state of failure, or other condition measures. Several categories of stochastic dependence exist in the reliability engineering literature for two-component systems (see, e.g., [26]). For example, one of the categories (i.e., the Type I failure interaction) has to do with failure interactions which imply that the failure of Component 1 may induce the failure of Component 2 with a given probability (constant or time dependent) and the other way round. On the other hand, the Type II failure interaction means that every failure of Component 1 acts as a shock to Component 2, without inducing an instantaneous failure, but affecting its failure rate.

The failure of the system considered in this study was formulated using a Poisson process with rate $\Lambda_1$ for Component 1 and a Bernoulli process for Component 2 with conditional probability $P_2$ given the failure of Component 1. It was assumed that $\Lambda_1$ and $P_2$ were distributed with probability distributions $g_1(\lambda_1)$ and $g_2(p_2)$, respectively. A joint probability prior distribution for the parameters (i.e., failure rate and failure probability) of the distributions (i.e., Poisson and binomial failure models) that describe the failure mechanism of the elements of the system mentioned above was constructed using the Bayesian reliability analysis approach. Subjective belief was applied for the value of these parameters to incorporate the uncertainty in the prior belief associated with the failure rate and the failure probability.

Here, it is important to note that two interpretations of the prior distributions are considered in Bayesian reliability analysis. When empirical data are well available, prior distribution may be motivated empirically on the basis of observed data. In this case, it might be easier to justify the equivalence of dependence between reliability characteristics to the existing dependence between subjective beliefs about the reliability characteristics.
However, when facing the situation characterized by lack of data, subjective interpretation might need to be considered and the degree of belief might not be given a frequency interpretation. While this subjective interpretation might be more controversial among reliability analysts, exploiting all a priori insights might still be very useful when empirical data is lacking or when dealing with rare events.

2.3. Disaggregate and Aggregate Analyses

In a Bayesian analysis framework, the prior distribution describes the analyst’s state of knowledge about the parameter value to be specified. The use of such added resources (such as physical theories, past experiences with similar devices, or expert opinions) is critical in the Bayesian approach. This prior belief is usually formulated by using statistical distributions that are flexible enough to model different situations. In this study, we assume that the prior distributions for $\Lambda_1$ (the failure rate of Component 1) and $P_2$ (the failure probability of Component 2) follow gamma distribution with shape parameter $a$ and scale parameter $b$ and beta distribution with shape parameters $c$ and $d$, respectively. Both gamma and beta distributions are very flexible for modeling prior distributions with different shapes. Furthermore, gamma and beta distributions are natural conjugate prior distributions (for Poisson and binomial likelihood functions) and enable us to analytically derive close-form posterior distributions (when components are independent). It is also useful to think of the (hyper-)parameters of a conjugate prior distribution (i.e., $a, b, c$, and $d$ in the above formulation) as corresponding to having observed a certain number of pseudo-observations. This interpretation also enables a reliability engineer or a risk analyst to choose or determine prior distributions with appropriate hyper-parameters.

The major differences among the three analysis approaches lie on the propagation procedure used to update the prior beliefs. Let $g_{\Lambda_1, P_2}(\Lambda_1, P_2)$ be the joint prior distribution. In the DA approach, the joint prior distribution needs to be updated first with disaggregate (i.e., component-level) data to obtain the joint posterior distribution.

$$g_{\Lambda_1, P_2|k_1, k_2}(\Lambda_1, P_2|k_1, k_2) \propto g_{\Lambda_1, P_2}(\Lambda_1, P_2)f(k_1, k_2|\Lambda_1, P_2),$$

where $g_{\Lambda_1, P_2|k_1, k_2}(\Lambda_1, P_2|k_1, k_2)$ and $f(k_1, k_2|\Lambda_1, P_2)$ are the joint posterior distribution and the likelihood function, respectively.

Because $k_1$, the number of failure of Component 1, and $k_2$, the number of failure of Component 2 (given the failure of Component 1), follow the Poisson and Bernoulli processes, respectively, and because the parameters of these two processes (i.e., $\Lambda_1$ and $P_2$) are now specified by the joint prior distribution $g_{\Lambda_1, P_2}(\Lambda_1, P_2)$, the dependence between $\Lambda_1$ and $P_2$ will definitely induce dependence between $k_1$ and $k_2$. However, the joint likelihood distribution can still be calculated or factorized from conditional probabilities using the chain rule

$$f(k_1, k_2|\Lambda_1, P_2) = f(k_2|k_1, \Lambda_1, P_2)f(k_1|\Lambda_1, P_2).$$

Furthermore, we can justify that $k_2$ is independent of $\Lambda_1$, given that the values of $k_1$ and $P_2$ are known, and $k_1$ is independent of $P_2$, given that the value of $\Lambda_1$ is known, based on the local Markov property or the concept of d-separation (see, e.g., [27]). This “conditional independence” property thus enables us to factorize the joint posterior distribution as follows.

$$g_{\Lambda_1, P_2|k_1, k_2}(\Lambda_1, P_2|k_1, k_2) \propto g_{\Lambda_1, P_2}(\Lambda_1, P_2)f_2(k_2|P_2, k_1)f_1(k_1|\Lambda_1),$$

where $f_2(k_2|P_2, k_1)$ and $f_1(k_1|\Lambda_1)$ are the binomial likelihood function and Poisson likelihood function, respectively.
The resulting joint posterior distribution will then be propagated to get the system posterior distribution (for the system failure rate $\Lambda$)

$$g_{\Lambda|k_1,k_2}(\lambda|k_1,k_2) = \int_\Lambda g_{\Lambda_1|p_1,k_1,k_2}(\lambda_1, \frac{\lambda}{\lambda_1}|k_1,k_2) \frac{1}{\lambda_1} d\lambda_1$$  \hspace{1cm} (4)

The posterior mean obtained by using DA approach is thus

$$E(\lambda|k_1,k_2) = \int_0^\infty \lambda \left[ \int_\Lambda g_{\Lambda_1|p_1,k_1,k_2}(\lambda_1, \frac{\lambda}{\lambda_1}|k_1,k_2) \frac{1}{\lambda_1} d\lambda_1 \right] d\lambda.$$  \hspace{1cm} (5)

In the AA approach, copula-based joint prior probability function needs to be propagated first to get the system prior distribution $g_{\Lambda}(\lambda)$, which can be obtained by using

$$g_{\Lambda}(\lambda) = \int_\Lambda g_{\Lambda_1|p_1}(\lambda_1, \frac{\lambda}{\lambda_1}) \frac{1}{\lambda_1} d\lambda_1$$  \hspace{1cm} (6)

The system prior distribution then can be updated with aggregate data to get the system posterior distribution using Bayesian rule

$$g_{\Lambda|k_1,k_2}(\lambda|k_2) \propto g_{\Lambda}(\lambda)f(k_2|\lambda),$$  \hspace{1cm} (7)

where $f(k_2|\lambda)$ is the likelihood of $\lambda$ given by observing $k_2$ system failures in time $t$, which is formulated using a Poisson process. The resulting posterior mean for the AA approach is thus

$$E(\lambda|k_2) = \int_0^\infty \lambda \cdot g_{\Lambda|k_2}(\lambda|k_2) d\lambda.$$  \hspace{1cm} (8)

For the simplified disaggregate analysis (DAI) with independent component assumption, if the prior distribution for the failure rate and failure probability of Components 1 and 2 are gamma and beta distributed with parameters $(a, b)$ and $(c, d)$ (which are natural conjugate distributions for Poisson and binomial sampling processes, respectively), then the posterior distributions are still gamma and beta distributed with parameters $(a + k_1, b + t)$ and $(c + k_2, c + d + k_1)$. The posterior mean for the DAI analysis is thus simply

$$E(\lambda|k_1,k_2) = \frac{a + k_1}{b + t} \times \frac{c + k_2}{c + d + k_1}$$  \hspace{1cm} (9)

According to [8], the necessary and sufficient conditions to have perfect aggregation for the product $\Lambda = \Lambda_1\Lambda_2$ is that $a = c + d$. In that case, it can be interpreted as the pseudo number of trials of Component 2 must be equal to the pseudo number of failures of Component 1.

2.4. Bivariate Copula

The copula models have become important tools in high-dimensional statistical applications for framing and studying the dependence structure of multivariate distributions or random vectors. They have been widely used in formulating and analyzing system reliability in various fields (see, e.g., [21,22]). Functions that tie multivariate distribution functions to their one-dimensional marginal distribution functions are known in the mathematics field as copulas. In other words, they are multivariate distribution functions whose one-dimensional margins are uniform on the interval $[0,1]$ [28]. In the bivariate case, let $H_{X,Y}(x,y)$ be a joint cumulative distribution function (CDF) for two random variables $X$ and $Y$ with one-dimensional marginal CDFs $F_X(x)$ and $G_Y(y)$. Then, there exists a two-dimensional copula $C$ such that

$$H_{X,Y}(x,y) = C(F_X(x), G_Y(y))$$  \hspace{1cm} (10)
for all \( x \) and \( y \).

Since the purpose of this study was to investigate the performances of the different Bayesian risk analysis approaches for evaluating the reliability of a system where the failures of components are correlated, copulas were thus used to construct bivariate distribution functions with correlated marginal random variables. A measure of the dependence between marginals needs to be specified, and Kendall’s \( \tau \), a rank correlation coefficient, was used to measure the degree of correlation reflected in joint distributions constructed using copulas. In this study, Kendall’s \( \tau \) is used instead of the most widely used Pearson correlation coefficient because the measure of Kendall’s \( \tau \) only depends on the unique copula used for constructing the joint distribution (i.e., it is independent of the marginal distributions of the correlated random variables, and is therefore a function of the copula alone). It also indicates that there is monotonic (but not necessarily linear) relationship between the variables unlike the Pearson correlation coefficient which measures linear association only. For a discussion on when and when not use the Kendall’s \( \tau \) coefficient is preferable, readers are referred to [29].

Because this correlation coefficient depends only on rank orders, it is independent of the marginal distributions of the correlated random variables, and is therefore a function of the copula alone. In particular, for a copula function \( C \), if random variables \( X \) and \( Y \) are continuous (e.g., the gamma and beta random variables that are used for formulate the prior distributions of failure rate and failure probability in this study), then we have

\[
\tau_{X,Y} = \tau_C = 4 \int \int \mathcal{C}(u,v)dC(u,v) - 1. \tag{11}
\]

Some parametric copula families have parameters that control the strength of dependence. Those copulas usually have relatively simple closed-form expressions for Kendall’s \( \tau \). Even when closed-form expressions are not available, Kendall’s \( \tau \) can still be easily obtained via numerical integration. In this study, Frank copula was chosen because it not only can formulate both negative and positive dependencies but also covers a wide range of dependence. Let \( \theta \) denote the parameter of Frank copula, copula function of Frank copula \( C \) is specified as follows.

\[
C(u,v) = -\frac{1}{\theta} \left( 1 + \frac{(e^{-\theta u} - 1)(e^{-\theta v} - 1)}{e^{-\theta} - 1} \right), \quad \theta \in \mathbb{R} \setminus \{0\}, \tag{12}
\]

where the maximum range of dependence can be achieved when \( \theta \) approaches to \(-\infty \) or \( \infty \). The copula density function \( c(u,v) \) can be obtained as follows.

\[
c(u,v) = \frac{\partial C(u,v)}{\partial u \partial v} = \frac{\theta e^{-\theta (u+v)}(1 - e^{-\theta})}{(e^{-\theta (u+v)} - e^{-\theta u} - e^{-\theta v} + e^{-\theta})^2}, \quad \theta \in \mathbb{R} \setminus \{0\} \tag{13}
\]

For the parallel system considered in this study, the joint prior distribution of system \( g_{\lambda_1,\lambda_2}(\lambda_1, \lambda_2) \) can thus be constructed by using

\[
g_{\Lambda_1,\Lambda_2}(\lambda_1, \lambda_2) = c(G_1(\lambda_1), G_2(\lambda_2))g_1(\lambda_1)g_2(\lambda_2), \tag{14}
\]

where \( G_1(\lambda_1), g_1(\lambda_1), G_2(\lambda_2), \) and \( g_2(\lambda_2) \) are cumulative distribution functions and probability density functions of gamma distribution with parameters \((a,b)\) and beta distribution with parameters \((c,d)\), respectively.

3. Regionalized Sensitivity Analysis

3.1. Monte Carlo Simulation

The features of the systems under investigation (i.e., the parameters of the copula-based Bayesian reliability model) may possibly affect the magnitude of relative errors in posterior means obtained by using different Bayesian analysis approaches. These critical
factors or features may be identified by analyzing or mining a large number of cases (i.e., systems) generated by using different features (or parameters).

A large set of pseudo input factors (including pseudo data) was generated by using Monte Carlo simulation (MCS) approach. In this study, initial parameters in the copula model (e.g., shape and scale parameters of components’ failure rate and probability, test time units, components’ number of failures, and association measure of Kendall’s $\tau$) are considered as the input factors (please refer to Table 1). The distribution of these input factors was converted to a standard uniform distribution for ensuring its effectiveness of covering specific search space of a parameter [24]. These pseudo parameters can then be further analyzed by utilizing DA, AA, and DAI to produce a set of posterior means for each approach.

### Table 1. Statistical distributions of the pseudo parameters.

| Parameter | Description | Distribution | Range       |
|-----------|-------------|--------------|-------------|
| $a$       | Shape Parameter of Component 1 | Uniform      | $[0, 100]$  |
| $b$       | Scale Parameter of Component 1 | Uniform      | $[0, 100]$  |
| $c$       | Shape Parameter of Component 2 | Uniform      | $[0, 100]$  |
| $d$       | Shape Parameter of Component 2 | Uniform      | $[0, 100]$  |
| $t$       | observation time | Uniform      | $[0, 100]$  |
| $k_1$     | # of failures of Comp. 1 | Uniform      | $[1, 2, \ldots, 100]$ |
| $k_2$     | # of failures of Comp. 2 | Uniform      | $[1, 2, \ldots, 100], k_2 \leq k_1$ |
| $\tau$    | Value of Kendall’s tau | Uniform      | $[-0.8, 0.8]$ |

3.2. Monte Carlo Filtering and Regionalized Sensitivity Analysis

To identify the key factors most responsible for the output realization of interest, regional sensitivity analysis (RSA) can be utilized. RSA performs a multi-parameter Monte Carlo simulation by sampling parameters from statistical distribution functions. To be specific, the reliability analyst proceeds in two steps: (1) qualitatively defining the system behavior (i.e., setting a target threshold for the model); and (2) classifying the model outputs into a binary set (namely, behavioral and non-behavioral). A “behavioral set $B$” or $(X_i|B)$ is the classification set whereby the model’s output results lie within the target threshold (i.e., leading to a small magnitude of error or uncertainty) while a “non-behavioral set $\sim B$” or $(X_i|\sim B)$ is the classification set whereby the model’s output results do not lie within the target threshold (i.e., leading to a large magnitude of error or uncertainty).

The RSA procedure is a Monte Carlo filtering based procedure that was first developed and applied to identify key processes or parameters resulting in great uncertainties in environmental systems [30,31]. By identifying or even ranking the influential parameters which are critical for producing uncertainties, this analysis can help in prioritizing research effort to further understand the system and/or reduce uncertainties of the system. In our analysis, the importance of a model parameter is determined by its role (relative to other parameters) in causing the absolute relative error of a Bayesian reliability analysis approach to exceed some pre-specified threshold. Correspondingly, in this study, the relative error between AA and DA approaches ($RE_{AA-DA}$) and the relative error between DAI and DA ($RE_{DAI-DA}$) can be computed by using the following expressions.

$$RE_{AA-DA} = \frac{|AA \text{ Posterior Mean} - DA \text{ Posterior Mean}|}{DA \text{ Posterior Mean}} \times 100\% \quad (15)$$

$$RE_{DAI-DA} = \frac{|DAI \text{ Posterior Mean} - DA \text{ Posterior Mean}|}{DA \text{ Posterior Mean}} \times 100\% \quad (16)$$

In a similar way to [23], the RSA procedure in this paper is implemented as follows. We first define ranges for $k$ input parameters $X_i (i = 1, 2, \ldots, k)$ to represent the variation in the inputs to the model, and then classify the resulting relative error as either acceptable
(i.e., in the behavioral set $B$) or unacceptable (i.e., in the non-behavioral set $\sim B$). In our analysis, an acceptable realization is obtained when the relative error falls below a target threshold of 10%. This enables us to establish two subsets for each $X_i$: $(X_i | B)$ of $m$ elements and $(X_i | \sim B)$ of $n$ elements with $m + n$ equal to the sum of pseudo parameters generated. To assess the statistical difference between the sets of parameter values that lead to acceptable and unacceptable realizations, a Kolmogorov–Smirnov two-sample test can then be performed by testing the hypotheses specified as follows:

$$H_0 : f_m(X_i | B) = f_n(X_i | \sim B) \text{ vs. } H_1 : f_m(X_i | B) \neq f_n(X_i | \sim B)$$

where $f_m(\cdot)$ and $f_n(\cdot)$ are the probability density functions defined on the two subsets determined by the threshold value. The test statistic of the Kolmogorov–Smirnov test is defined by

$$d_{m,n}(X_i) = \sup ||F_m(X_i | B) - F_n(X_i | \sim B)||,$$

where $F_m(\cdot)$ and $F_n(\cdot)$ are the corresponding cumulative distribution functions. The implication of the KS test results is as follows. A small p-value of the Kolmogorov–Smirnov test (and a large $d_{m,n}$) implies that the parameter $X_i$ has a high level of importance in leading to a great magnitude of the relative error.

The results of the Kolmogorov–Smirnov tests for the paired comparison analysis at 10% boundary value are shown in Tables 2 and 3, respectively.

**Table 2. RSA results for AA–DA comparison.**

| Parameter | $d_{m,n}$ | $p$-Value | Significance |
|-----------|-----------|-----------|--------------|
| $a$       | 0.1198    | $2.54 \times 10^{-54}$ | ***          |
| $b$       | 0.0596    | $8.26 \times 10^{-14}$ | ***          |
| $c$       | 0.0227    | 0.0230    | **           |
| $d$       | 0.0528    | $6.13 \times 10^{-11}$ | ***          |
| $t$       | 0.0792    | 0.8972    |              |
| $k_1$     | 0.0891    | 0.7992    |              |
| $k_2$     | 0.1980    | 0.0327    | **           |
| $\tau$    | 0.0495    | 0.9995    |              |

$p < 0.1$, ** $p < 0.05$, *** $p < 0.01$.

**Table 3. RSA results for DAI–DA comparison.**

| Parameter | $d_{m,n}$ | $p$-Value | Significance |
|-----------|-----------|-----------|--------------|
| $a$       | 0.0114    | 0.8354    |              |
| $b$       | 0.0110    | 0.8633    |              |
| $c$       | 0.0448    | $1.34 \times 10^{-05}$ | ***          |
| $d$       | 0.0239    | 0.0674    | *            |
| $t$       | 0.0495    | 0.9995    |              |
| $k_1$     | 0.1881    | 0.0489    | **           |
| $k_2$     | 0.1833    | 0.0631    | *            |
| $\tau$    | 0.2202    | 0.0190    | **           |

$p < 0.1$, ** $p < 0.05$, *** $p < 0.01$.

Although all parameters are used to compute the posterior means, it is not all initial parameters of the copula-based models that critically affect the magnitude of error between the results of AA and DA. Some factors were found to be more important than others. This can be noticed in Table 2. It is evident that the (shape and scale) parameters of prior probability distributions for failure rate (of Component 1) and the failure probability (of Component 2) are the most significant. Additionally, the number of failures of Component 2 (system failure) is also significant under 5% level of significance. Figure 1 graphically
displays the observed distribution of each parameter and enables one to visually compare whether the observed distribution of each parameter from behavioral and non-behavioral sets are different. The aggregation errors tend to be unacceptable when parameters $a$ and $b$ of Component 1 are small. The implication of this result is that DA is preferable when scientific uncertainty about the failure rate of Component 1 is relatively large. It should also be noted that the results obtained by AA tend to be significantly inferior to those obtained by DA for small values of $k_2$ (i.e., low number of system failure). DA results are more preferable when there is insufficient evidence of system failures. On the other hand, it can be noticed that Kendall’s $\tau$ was not significant in the analysis. Since both approaches (DA and AA) consider component dependence, this finding intuitively makes sense.

![Figure 1. Observed CDF of individual parameters in AA−DA analysis.](image)

The same comparison can be drawn between DAI and DA. However, a difference in the results obtained can be observed in Table 3. For instance, Kendall’s $\tau$ was highly significant for the DAI−DA paired comparison, whereas it was the opposite case for AA−DA paired comparison. When $|\tau|$ is large (i.e., high correlation or high association), DAI tends to be unacceptable. Again, this intuitively makes sense since the component dependence is not taken into consideration in the DAI approach. Figure 2 graphically displays the cumulative distribution functions of each parameter and shows that when the numbers of failure of Components 1 and 2 are few, the results of DAI tends to be significantly inferior to those of DA. Particularly, when there is insufficient evidence of component failures available to the reliability analyst, results obtained by DA are much more accurate.
As highlighted above in this section, MCF and RSA can be used to identify several key factors that are accountable for producing the output realization of interest which can fall either in a behavioral set or a non-behavioral set. However, it remains complicated to obtain the most appropriate approach for analysis since the relative importance of each input factor is only identified from a univariate analysis perspective mainly due to two reasons. First, the paired comparisons for AA and DAI approaches are carried out separately with the most accurate DA approach. Second, the Kolmogorov–Smirnov tests focus on testing the significance of each individual parameter separately. It is therefore essential to conduct a thorough analysis from a multivariate analysis approach in order to obtain a more complete insight for choosing the most suitable method. Some preliminary guidelines can be derived from the observed distribution functions depicted in Figures 2 and 3. However, the actual range of values of the input factors which cause a great magnitude of error might still be unknown. Hence, to discover possible scenarios leading to a more certain analysis approach, we proceed in a similar way as [23] and propose the classification tree learning.
4. Classification Tree Learning

To identify the interaction effects among the input factors (i.e., to identify the combination of conditions which lead to great magnitude of error in analyses), the classification tree learning is employed to further analyze the generated pseudo reliability data. Moreover, the original parameters are slightly modified so that any “qualitative” knowledge obtained from former studies or other resources can be incorporated as the input factors in the classification tree learning (see, e.g., [13–15]).

A more integrated scheme to incorporate those three analysis approaches in one body is thus developed in this work. Rather than categorize the model outputs into binary classes (i.e., small and great magnitude of error) as done previously, the model outputs are classified into three categories, namely “DA”, “AA”, and “DAI”, which directly represent the most appropriate analysis approach. Therefore, a rule for determining the value of target variable (i.e., to categorize the model outputs into these three categories) needs to be established. For example, suppose that the threshold value of the relative error is set to 10%; then, the following cases can be classified as those shown in Table 4.

Table 4. Rule for determining class label.

| Case | $RA_{AA}−DA$ | $RA_{DAI}−DA$ | Proposed Category |
|------|-------------|---------------|-------------------|
| 1    | 8%          | 6%            | DAI               |
| 2    | 6%          | 8%            | AA                |
| 3    | 12%         | 10%           | DAI               |
| 4    | 10%         | 12%           | AA                |
| 5    | 12%         | 12%           | DA                |

According to this labeling rule, when the resulting relative errors by utilizing AA or DAI approaches are smaller than the given threshold, we choose an analysis approach with a smaller error. However, if relative errors for both AA and DAI approaches are greater than 10%—the given threshold value—then the DA approach is chosen.
Classification Tree Model Based on Modified Parameters

To obtain a visualized representation of the rules that can be used to determine which approach should be employed under different values of parameters (i.e., different combinations), the Recursive Partitioning (rpart) package in R, which builds classification or regression models based on the concepts discussed in [32], was implemented. Rpart builds classification models of a very general structure based on a double stage procedure. Initially, a single variable which best splits the data into two groups is found and the data is separated. This process is applied separately to each sub-group in a recursive manner until the sub-groups either reach a minimum size or until no improvement can be made. This results in an undoubtedly too complex model. Finally, cross-validation procedure is performed in order to trim back the full tree.

As mentioned above in this section, considering only the original parameters as the input factors (i.e., attributes) for the decision tree will not incorporate important qualitative knowledge into the model. In other words, we need modified parameters to build a more interpretable classification tree as well as to improve the prediction accuracy. Therefore, modified parameters for a model of products of a probability and a frequency for parallel systems are defined as input or attribute variables. Table 5 shows the list of the adjusted parameters and details. The classification tree can then be constructed by considering the adjusted parameters as input factors at 10% boundary value. Using 50,000 simulated cases, the tree that was constructed by utilizing rpart package in R is shown in Figure 3. In evaluating the performance of the classification tree model, we found the accuracy (61.4%) of the tree obtained utilizing the modified parameters as inputs to be higher than the accuracy (56.3%) of the classification tree obtained while using the initial input parameters. The classification tree model built by using modified parameters also performs significantly better than a random classifier (where a 1/3 accuracy is expected).

Table 5. Adjusted parameters.

| Name | Description | Math. Expression |
|------|-------------|------------------|
| $k_1$ | Number of failures of Component 1 | $k_1$ |
| $k_2$ | Number of failures of Component 2 | $k_2$ |
| Abs-tau | Absolute Kendall’s $\tau$ Value | $|\tau|$ |
| R-C1-Con | Ratio of consistency of Component 1 | $\frac{a}{b + k_1}$ |
| R-C2-Con | Ratio of consistency of Component 2 | $\frac{c + d}{c + d + k_1}$ |
| D-Com-Con | Difference of components’ consistency | $|\frac{a}{b} - \frac{k_1}{k_2}| + |\frac{c}{c+d} - \frac{k_2}{k_1}|$ |
| D-Sys-Con | Difference of system consistency | $|\frac{a}{b} \times \frac{c}{c+d} - \frac{k_1}{k_2}|$ |
| CV$_1$ | Coefficient of variation for Component 1 | $\sqrt{\frac{\frac{a}{b^2} - \frac{a}{b}}{\frac{a}{b}}}$ |
| CV$_2$ | Coefficient of variation for Component 2 | $\sqrt{\frac{d}{c(c+d+1)}}$ |

It can be deduced from the classification tree that four of the nine parameters can be regarded as key factors influencing the magnitude of errors: Abs-tau, D-Com-Con, CV$_2$, and $k_2$ (see Table 5 for description). It is possible to investigate the range and combination of these influencing variables and determine how they produce predictions (of the magnitude of errors) since classification tree learning is a white-box model. In that regard, the reliability analyst has the ability to identify the conditions where the most accurate but costly DA analysis should be used. The optimal analytical approach under different scenarios can be determined from the terminal nodes in Figure 3 to be one of AA, DA, or DAI.

A concise description of the extracted decision rules is provided in Table 6. Specifically, the left column contains the rule number, the middle column shows the pre-conditions of the rules, and the right column contains resulting optimal Bayesian analysis approach for that particular rule to be chosen.
Table 6. Extracted decision rules.

| Rule | Precursor Method |
|------|------------------|
| 1    | $|\tau| < 0.2$    |
| 2    | $0.2 \leq |\tau| < 0.46$ and $CV_2 < 0.12$ and $D - Com - Con \geq 0.8$ |
| 3    | $0.2 \leq |\tau| < 0.46$ and $CV_2 < 0.12$ and $D - Com - Con < 0.8$ |
| 4    | $0.2 \leq |\tau| < 0.46$ and $CV_2 \geq 0.12$ and $k_2 < 12$ |
| 5    | $0.2 \leq |\tau| < 0.46$ and $CV_2 \geq 0.12$ and $k_2 \leq 12$ and $D - Com - Con < 0.94$ |
| 6    | $0.2 \leq |\tau| < 0.46$ and $CV_2 \geq 0.12$ and $k_2 \leq 12$ and $D - Com - Con \geq 0.94$ |
| 7    | $|\tau| \geq 0.46$ and $k_2 < 26$ |
| 8    | $|\tau| \geq 0.65$ and $k_2 \geq 26$ |
| 9    | $0.46 \leq |\tau| < 0.65$ and $k_2 \geq 26$ |

The classification tree displayed in Figure 3 has two main branches. The right branch has a relatively lower absolute Kendall’s tau value ($|\tau| < 0.46$) and encompasses Rules 1–6, whereas the left branch has a relatively higher absolute Kendall’s tau value ($|\tau| \geq 0.46$) and encompasses Rules 7–9 (where the components are highly correlated). It can be observed that half of the right branch is dominated by the DAI class and two-thirds of the left branch is dominated by the AA class.

In what follows, we provide some discussion on some of the rules to assist in explaining the intuition behind the results obtained from the analysis (see Table 7 for some of the metrics used).

Table 7. Parameter metrics for explaining the intuition behind results.

| Abs-tau $|\tau|$ | Absolute Kendall's $\tau$ Value |
|-----------------|----------------------------------|
| low value       | Indicates weak association between components (independence can be assumed) |
| high value      | Indicates high correlation between components (dependence can be assumed) |

| $k_2$: Number of Failures of Component 2 |
|-----------------------------------------|
| low value | Low number of system failures |
| high value | High number of system failures |

| CV_2: Coefficient of Variation for Component 2 |
|---------------------------------------------|
| low value | Expert more certain about the failure probability Prior distribution is more dominant than evidence (failure data) |
| high value | Expert uncertain about the failure probability Prior distribution relatively uninformative Evidence (failure data) will be more substantial than the prior distribution |

| D-Com-Con: Difference in Component’s Consistency |
|-----------------------------------------------|
| low value | Implies that the overall component consistency is high The number of failures for each individual component occurs as expected |
| high value | Implies that the overall component consistency is poor The number of failures for each individual component is not as expected |

When the absolute Kendall’s tau value is relatively lower (i.e., $|\tau| < 0.46$), we can derive Rules 1–6 from the right hand branch of the classification tree, and, when the absolute Kendall’s tau value is relatively higher (i.e., $|\tau| \geq 0.46$), we can derive Rules 7–9 from the left hand branch. The different scenarios that can be observed are discussed below:

1. **Rule 1**: If the absolute Kendall’s tau value is low and strictly less than 0.2, then the optimal approach to use is DAI since this indicates a weak association between
components. Therefore, the dependence information can safely be ignored. Additionally, only one variable is in this decision rule hence a higher predictive capacity can generally be implied.

(2) **Rules 2 and 3:** When the absolute Kendall’s tau value is low such that it is not less than 0.2 but strictly less than 0.46 and \(CV_2\) is low, then DAI can be used provided that the overall component consistency is poor (i.e., there is high difference) since the dependence information can safely be ignored and the reliability analyst is certain about the failure probability of Component 2. However, when the overall component consistency is high (i.e., there is low difference), it is optimal to use the AA approach since the number of component failures for each individual component occurs as expected and the prior distribution is relatively informative.

(3) **Rule 4:** If the absolute Kendall’s tau value is low such that it is not less than 0.2 but strictly less than 0.46, \(CV_2\) is high, and there is a low number of system failures, then the reliability analyst should consider utilizing the DA approach since there is considerable scientific uncertainty associated with the failure probability of Component 2 (thus, the prior distribution is uninformative). In this case, failure data for Component 2 is more substantial for Bayesian estimation. Therefore, AA should not be implemented since key evidence for Component 2 might be lost.

(4) **Rules 5 and 6:** This involves cases whereby the absolute Kendall’s tau value is low such that it is not less than 0.2 but strictly less than 0.46. However, contrary to Scenario (3), the number of system failures is high. In this case, when the overall component consistency is high, the reliability analyst will do well to select the AA approach. Since the number of component failures for each individual component occurs as expected, little component-level information will be lost when AA is used. On the other hand, when the overall component consistency is poor, it would be optimal for the analyst to select the DAI approach since the components of the system can be assumed to be independent due to the low Kendall’s tau value.

(5) **Rules 7 and 8:** If the absolute Kendall’s tau value is relatively high (i.e., \(|\tau| \geq 0.46\)) and there is either a low or high number of system failures, then the reliability analyst should always select the DA approach since the components are highly dependent. As a result, DAI cannot be used and utilizing AA would result in losing relevant component-level data.

(6) **Rule 9:** When the components of the system are moderately dependent (i.e., \(0.46 \leq |\tau| < 0.65\)) and there is a high number of system failures, the AA approach can be used to save effort and cost of collecting a large number of component data.

5. Conclusions

The guidance for choosing the most appropriate approach can be directly extracted from the classification tree, and, therefore, the findings in this work can be extremely helpful for the analysts in the reliability field. In addition, interactions among the input factors might also be revealed from the tree model so that the ranges of values of critical factors that affect the estimated error in reliability can be identified and located.

Moreover, other than providing the guidelines for choosing the most appropriate approach under certain conditions, reliability analysts can follow the steps of this work to build their own classification trees by using different threshold values, copula functions, modified parameter settings, and minimum number of terminal nodes based on their professional knowledge and various requirements in different problems in hand.

The results of previous research on a parallel beta-binomial system [23] were compared to the Poisson–Bernoulli system analyzed in this study, and it was found that, in both cases, the Absolute Kendall’s value and the number of failures were key factors that influence the magnitude of error. However, difference of components’ and systems consistency (D-Com-Con and D-Sys-Con), the ratio of consistency, and coefficient of variation for both components (R-C1-Con, R-C2-Con, \(CV_1\), and \(CV_2\)) were key only in the beta-binomial system. In the Poisson–Bernoulli system, the key influencing factors were the number of
failures of Component 2 ($k_2$) and the difference in components’ consistency (D-Com-Con). This information can be useful in deducing which type of data (aggregate or disaggregate) has more impact on either of the systems when evaluating their reliability.

It should be noted that this study focused more on the simulated cases in which realizations were obtained by drawing from all the possible situations. Therefore, the numerical value of Kendall’s tau was obtained arbitrarily from results of the simulation. While this study focused primarily on simulated cases, if one wants to apply the model to a real world problem, further investigation would need to be conducted in order to establish the connection between the copula-based joint prior and the empirical data or evidence available. Since the reliability engineering expert’s opinion would be sought on two or more variables which are dependent, there will also be a need for eliciting association between variables, a task that is much more complex than eliciting subjective distribution for a single variable of interest. Therefore, better performing elicitation methods (see, e.g., [33]) would need to be considered in order to obtain valid results.

It is worth noting that it is also theoretically possible to use certain parameters to explicitly formulate or describe the dependence between $\Lambda_1$ and $P_2$ (where they are both random variables with specific distributions) and then use Bayesian update to derive the posterior distributions of these parameters. Bayesian updates of the parameters (that used to formulate dependence structure) might not be analytically tractable but should be able to be dealt with using numerical methods. Additional research focusing on these aspects would be of great interest and value in further understanding the role of dependence and its influence on evaluating the reliability of a system.

Furthermore, although the results from this work are confined to the simple parallel system (and especially for the model of products of a probability and a frequency), the theoretical and practical scheme given in this work would still be very useful to be applied on more complex systems. The same process and method used in this work can also be applied to more complex systems such as systems with more than two components or systems combining both series and parallel sub-systems. Poisson-distributed failures are popular in modern science and engineering. For future studies, it would be interesting to explore real case studies by applying the methods outlined in this article.

Additionally, since (the possibly violated) assumption of independence is still used in most of the studies in application fields, the proposed concept, methods, and findings in the current research might also be useful in other fields also dealing with dependency.
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