Digital-analog co-design of the Harrow-Hassidim-Lloyd algorithm
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The Harrow-Hassidim-Lloyd (HHL) quantum algorithm was proposed to solve linear systems of equations $A\vec{x} = \vec{b}$ and it is the core of various applications. However, there is not an explicit quantum circuit for the subroutine which maps the inverse of the problem matrix $A$ into an ancillary qubit. This makes challenging the implementation in current quantum devices, forcing us to use hybrid approaches. Here, we propose a systematic manner to implement this subroutine, which can be adapted to other functions $f(A)$ of the matrix $A$, we present a co-designed quantum processor which reduces the depth of the algorithm, and we introduce its digital-analog implementation. The depth of our proposal scales with the precision $\epsilon$ as $O(\epsilon^{-1})$, which is bounded by the number of samples allowed for a certain experiment. The co-design of the Harrow-Hassidim-Lloyd algorithm leads to a “kite-like” architecture, which allows us to reduce the number of required SWAP gates. Finally, merging a co-design quantum processor architecture with a digital-analog implementation contributes to the reduction of noise sources during the experimental realization of the algorithm.

I. INTRODUCTION

The Harrow-Hassidim-Lloyd (HHL) quantum algorithm was proposed in 2009 [1] to solve linear systems of equations: given a matrix $A$ and a vector $\vec{b}$, find a vector $\vec{x}$ such that $A\vec{x} = \vec{b}$. Due to the significance of linear systems of equations in several fields in science and engineering, this algorithm has attracted significant attention. However, one of the main issues with the HHL algorithm is to our knowledge, that there is no explicit implementation for one of its key subroutines, known as ancilla quantum encoding (AQE). This subroutine stores the inversion of the eigenvalues of the problem matrix $A$, into the amplitude of an ancillary qubit.

In the literature, this routine has been circumvented by employing different tricks. For instance, by using a previous knowledge about the eigenvalues of the matrix $A$. Then, it is straightforward to tailor the best set of rotations to map those values into the amplitude of the ancilla qubit. Several experimental implementations in different experimental platforms [2–5] have followed this approach to solve $2 \times 2$ linear systems of equations. There is an alternative implementation of the HHL for which no spectral information of the matrix $A$ is required. In Ref. [6] a quantum-classical hybridization of the algorithm is proposed. They repeatedly perform the quantum phase estimation (QPE) to obtain a $n_A$-bit description of the eigenvalues of $A$. Then, they determine the simplest circuit implementation to perform the AQE, tailored for those eigenvalues. Once the AQE is determined, it is possible to perform the complete HHL algorithm. However, this alternative fails if the vector $\vec{b}$ is not efficiently prepared. Despite the intrinsic interest of these approaches, both of them jeopardize the advantage of the algorithm, since they presume previous knowledge about the eigenvalues of the matrix $A$.

Algorithms such as the HHL are hard to implement in noisy intermediate-scale quantum (NISQ) devices. Indeed, current quantum computers are still not sufficiently robust against noise, which limits the depth of the algorithms that we can implement. These noise sources become much or less manageable depending on the computational paradigm. The most extended is the digital quantum computation (DQC) paradigm, in which the algorithm is decomposed into one- and two-qubit gates. Short depth quantum circuits have been implemented with this paradigm in several fields such as quantum machine learning [7, 8], finance [9–11], open quantum systems [12], quantum chemistry [13], or quantum field theories [14]. In absence of quantum error correction, the main drawback of this paradigm is related to the cumulative noise that arises whenever a two-qubit gate is applied.

To apply a two-qubit gate between qubits A and B, the natural interaction between them has to be enhanced, while keeping the rest of interactions suppressed. If the interaction with the rest of the qubits of the system is not correctly attenuated, then the logical two-qubit operation is not rightly implemented, leading to errors in our quantum routine. Using quantum control techniques, it is possible to mitigate the error of the two-qubit gates, but those techniques are not scalable. Thus, it seems natural to get advantage of the intrinsic interaction in the processor as the resource to perform quantum computing, avoiding the interaction suppression which leads to errors. That is precisely the main idea behind the digital-analog quantum computation (DAQC) paradigm. The DAQC paradigm makes use of the natural interaction among the elements that conform a quantum system to perform quantum simulations, together with single-qubit gates to change the state of a particular qubit. Consequently, DAQC merges the flexibility of digital quantum computation with the robustness of analog simulations [15–20].

A special case of two-qubit gate is the SWAP gate. This gate is not native in any quantum processor, thus it must be decomposed in terms of the intrinsic quantum gates, which is extremely expensive. Therefore, an adequate connectivity in
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FIG. 1. Quantum circuit for the digital implementation of the HHL. (a) Schematic representation of the HHL algorithm implementation. The implementation of the HHL algorithm can be divided in three subroutines: QPE to compute the eigenvalues of the problem matrix $A$, AQE to store the inverse of the eigenvalues in the amplitude of the ancilla qubit, and inverse QPE to reset the registers back to the ground state $|0\rangle_{R}^\otimes n$. (b) Multi-qubit decomposition of the AQE step for a $n_R = 4$ qubits example. The rotations $V$ and $R_z(\phi(p))$ performed on the ancilla qubit are defined in Eq. (6) and (8), respectively. (c) Binary reflected 4-bit Gray code to define the positions of the control nodes. The black and white rectangles refer to bit values one and zero, respectively. (d) AQE implementation using only single- and two-qubit gates. Using the 4-bit Gray code and following Ref. [23], it is possible to decompose the multi-qubit AQE implementation into single-qubit rotations around the $z$-axis and CNOTs. The value of each $\theta_i$ follows from Eq. (12). (e) Kite-like connectivity of the quantum processor. The register qubits need to be connected among themselves, the ancilla qubit and the memory qubits, whereas the ancilla and the memory qubits need not to be connected directly.

the processor may dramatically reduce the use of SAWP gates, substantially decreasing the depth of the algorithm, which leads to an enhancement of the total fidelity. This is precisely the idea behind the co-design: build a quantum processor whose architecture is adapted to the connectivity of a concrete algorithm, simultaneously customizing the implementation of the algorithm in terms of the native interactions of the quantum platform.

In this Article, we propose a quantum processor architecture that is tailored for the HHL algorithm. More specifically, we introduce a systematic manner to implement the AQE subroutine which is independent of the problem matrix $A$ and, thus, it does not require the classical hybridization of the HHL algorithm. Due to its relevance, we focus on the computation of $f(\lambda) = 1/\lambda$, but this subroutine can perform any other function $f(A)$, as long as it satisfies the conditions specified in the supplementary material of Ref. [1]. This implementation requires an exponential number of two-qubit gates which is very demanding for the NISQ era and hinders us from implementing the fully quantum algorithm in present technology. The found precision of the algorithm depends on the precision of the estimation of the eigenvalues given the number of register qubits $n_R$ and the precision of the estimation of the found mean values $\langle c | f(A) | b \rangle$, which depends on the number of samples $N_s$. These errors are independent, consequently, it is useless to reduce one of them far beyond the other, so $n_R$ can be bounded by $O(\log \sqrt{N_s})$ in terms of $N_s$. Consequently, the depth of the AQE step depends on the precision, but not on the dimension of the problem matrix $A$.

Taking into account the connectivity required by the algorithm, we propose a co-design “kite-like” architecture for the quantum processor that reduces the number of SWAP gates, improving the implementation of the HHL algorithm in NISQ devices. Additionally, aiming at the experimental realization of the algorithm, we propose a digital-analog implementation in the kite-like quantum processor to perform the complete
algorithm.

An outline for our work is as follows. In Sec. II we present a theoretical description of the HHL algorithm divided into three steps, as well as the digital implementation of each step (Sec. II A). Additionally, we describe how the systematic implementation of the AQE step can be achieved for both the HHL and the concrete problem of solving linear system of equations (Sec. II B). Afterwards, in Sec. III, we propose a co-designed quantum processor architecture that can enhance the performance of the HHL. Finally. in Sec. IV, we present the DAQC description for the HHL algorithm. The conclusions are in Sec. V.

II. FULLY QUANTUM IMPLEMENTATION OF THE HHL ALGORITHM

In this section, we review the HHL algorithm and describe its implementation under the DQC paradigm. We go into details on how to apply the AQE step, so that the algorithm can be performed without previous knowledge of the eigenvalues of the problem matrix $A$.

For a $s$-sparse system matrix of size $N \times N$ and condition number $\kappa$, which is given by the ratio of the maximal and minimal singular values of $A$, the HHL algorithm can reach a desired computational accuracy $\epsilon$ within a running time of $O((N) s^2 \kappa^2 \epsilon)$ under specific circumstances [21], comparing to the best known classical algorithm of $O(N \kappa / \log \epsilon)$.

The algorithm involves three sets of qubits: a single ancilla qubit which stores the inverse of the eigenvalues of the problem matrix, and a set of $n_R$ qubits which stores the inverse of those eigenvalues into the amplitude of the ancilla qubit. To get the normalized solution of the linear equation, the AQE maps the amplitude of the ancilla qubit, so that the resulting state of the ancilla is

$$|\alpha_j\rangle \rightarrow |\lambda_j\rangle = \frac{1}{\sqrt{2^{n_R}}} \sum_{k=0}^{2^{n_R}-1} e^{2\pi i (\lambda_j \pi k/2^{n_R})} |\alpha_k\rangle |\lambda_j\rangle |\alpha_k\rangle |\lambda_j\rangle.$$  

If all the eigenvalues $\lambda_j$ are perfectly $n_R$-estimated, we can relabel them as $\tilde{\lambda}_k \equiv k/2^{n_R}$. So that $\beta_{\tilde{\lambda}_k} = \delta_{\tilde{\lambda}_k,\lambda_j}$, and the final state of the system after the QPE is performed is as follows,

$$|0\rangle_A \otimes \sum_{j=1}^{N} \sum_{k=0}^{2^{n_R}-1} \alpha_j |\lambda_k\rangle |\alpha_k\rangle |\lambda_j\rangle |\alpha_k\rangle |\lambda_j\rangle.$$  

Once the estimated eigenvalues are encoded in a state superposition of the register qubits, the AQE maps them into the amplitude of the ancillary qubit, so that the resulting state of the ancilla is

$$\sum_{j=1}^{N} \sum_{k=0}^{2^{n_R}-1} \left( 1 - \frac{C^2}{\lambda_k^2} \right) |0\rangle_A \otimes \frac{C}{\lambda_k} |1\rangle_A \otimes \alpha_j |\lambda_k\rangle |\alpha_k\rangle |\lambda_j\rangle.$$  

To get the normalized solution of the linear equation, the ancillary qubit has to be measure in the Z-axis. If the outcome state of the ancilla qubit is $|1\rangle_A$, then the state describing the system successfully represents the solution of the linear equation as

$$\frac{1}{C} \sum_{j=1}^{N} \alpha_j |\alpha_k\rangle |\lambda_j\rangle |\alpha_k\rangle |\lambda_j\rangle,$$  

up to a normalization factor. The pure state is obtained when the matrix $A$ is perfectly $n_R$-estimated. If there exists an eigenvalue of $A$ which is not perfectly $n_R$-estimated, then the total state of Eq. (4) becomes a pure entangled state so that the state in Eq. (5) turns into a mixed state.
applying the unitary gate explicit implementation of the HHL algorithm. Further information about the problem matrix equation becomes trivial.

Beforehand, then the problem of solving the linear system of the interaction. In the bDAQC case, the single-qubit rotations are applied on top of the amplitude of the ancilla qubit by means of the application of the interaction Hamiltonian commutes with the fact the the interaction Hamiltonian commutes with the Z-gate. This freedom of choice comes from the fact the the interaction Hamiltonian commutes with the Z-gate.

In the bDAQC case, the single-qubit rotations are applied on top of the amplitude of the ancilla qubit by means of the application of the Z-gate, where we will apply a Z-gate only in one of them, before or after the analog block. This freedom of choice comes from the fact the the interaction Hamiltonian commutes with the Z-gate. Consequently, the operation described in this section can be implemented with the circuit represented in Fig. 1(d), where the angles \( \theta_i \) are the modified angles of the single-qubit rotations related with the original angles by

\[
\begin{pmatrix}
\theta_1 \\
\theta_2 \\
\vdots \\
\theta_{2^n}
\end{pmatrix} = M^{-1}
\begin{pmatrix}
\phi(0) \\
\phi(1) \\
\vdots \\
\phi(2^n - 1)
\end{pmatrix},
\]

where

\[
M_{ij} = (-1)^{\text{bin}(i-1)g(j-1)}
\]

and

\[
M^{-1} = \frac{1}{2^{nG}}M^T.
\]

The bit-string \( \vec{b} = (b_0, b_1, \ldots, b_{nG}) \) where \( \text{bin}(i) \) is the \( n_G \)-bit binary representation of the integer \( i \), \( g(j) \) represents the \( j \)-th string of the binary reflected Gray code (counting from 0), and the dot represents the bit-wise product.

Hence, substituting the expression for \( \phi(b) \) we obtain

\[
\theta_i = \frac{1}{2^{nG}} \sum_{j=1}^{2^n-1} (-1)^{\text{bin}(i)g(j-1)} \arcsin \frac{1}{j}.
\]

The expected error of the algorithm in terms of the final state is \( \|\vec{x} - \vec{x}\| = O(\kappa/\sqrt{N_s}) \), where \( \vec{x} \) is the solution of the \( A\vec{x} = \vec{b} \) problem and \( \vec{x} \) is the solution obtained by the algorithm. We now consider the scenario in which we are interested in estimating the expected value of an observable \( \Omega \) with a limited number of samples \( N_s \). The error scales as \( O(1/\sqrt{N_s}) \). Thus, the expected error, \( \epsilon \), of estimating an observable \( \Omega \) in \( |x\rangle \) by measuring \( \vec{x} \) is

\[
\epsilon = O \left( \frac{1}{\sqrt{N_s}} + \frac{\eta}{2^n} \right),
\]

where \( \eta \) is a constant of \( O(\kappa) \), being \( \kappa \) the condition number of the problem matrix \( A \). If the number of samples is fixed in \( N_s \) samples, then, the number of register qubits can be estimated by imposing that none of the summands in Eq. (13) is dominant. This implies that the sensible amount of register qubits \( n_R \) is of \( O \left( \log \sqrt{N_s} \right) \), which only depends on the number of samples, but not on the size of the problem matrix \( A \).

In the generalized-HHL (gHHL), one wants to calculate \( \vec{x}' = f(A)b \), where \( f(A) \) is a matrix function. Then, our method can
FIG. 3. Implementation of the AQE using DQC and DAQC techniques. (a) DQC AQE decomposition into $R_z$ and $cZ$ gates. To build the DAQC protocol for the AQE, we first decompose this step into $cZ$ gates, rather than CNOT gates. (b) sDAQC AQE Using as a resource the Ising Hamiltonian that models the interaction between the qubits of the quantum processor, it is possible to decompose each $cZ$-gate on terms of single-qubit gates and analog blocks of time $t$. (c) Optimal connectivity of the ancilla and register qubits.

An optimized quantum processor architecture for the gHHL takes into account the dependence between the three sets of qubits in the different steps of the algorithm. Each set plays a different role in the algorithm and thus, requires different connections: the register qubits are connected among them and, simultaneously, to the ancilla and memory qubits, whereas the ancilla and the memory sets need not to be connected directly. In Fig. 1 (e) we show how this leads to a “kite-like” architecture that satisfy the demanded connections of the qubit sets in the different steps of the gHHL.

In the context of hardware implementation, it is worth noting that we are speaking about logical qubits. This means that, each logical qubit can be constituted by a group of physical qubits on which we perform the necessary computational operations.

IV. DIGITAL-ANALOG IMPLEMENTATION FOR THE HHL ALGORITHM

The DAQC paradigm combines analog blocks with digital steps to approximate any unitary with arbitrary precision. The digital steps are single-qubit gates and the analog blocks are constituted by the time evolution of the interaction Hamiltonian inherent to the quantum processor. By getting advantage of the natural interaction among qubits, the DAQC claims to be more resilient against noise than the fully digital one [17, 20]. Here, we propose a DAQC implementation that takes into account all of the subroutines constituting the gHHL.

As previously mentioned, it is possible to describe the gHHL in a succession of three steps (QPE, AQE and inverse QPE). At the same time, QPE can be described as well by two subroutines: the controlled-Hamiltonian evolution and the inverse quantum Fourier transform. The division of each step into more fundamental subroutines simplifies the description of the complete gHHL algorithm in the DAQC paradigm, since some of those subroutines has already been worked out in previous works [16, 17].
To perform the controlled-Hamiltonian evolution that constitutes the first part of the QPE, we assume that the problem matrix $A$ admits an $M$-body decomposition, where $M \ll \log_2 \text{dim}(A)$. Under this condition, it is possible to upload that matrix efficiently using the DAQC protocol as described in Ref. [15]. The next step that conforms the QPE subroutine is the implementation of the inverse quantum Fourier transform on the register qubits. This step was explicitly described in Ref. [17].

Finally, in order to implement the AQE step in a digital-analog paradigm, it is useful to firstly decompose it into single-qubit rotations, namely Hadamard gates and rotations around the $X$-axis, and controlled-$Z$ ($cZ$) gates, as shown in Fig. 3 (a). Then, we can get a step-wise DAQC (sDAQC) decomposition by constructing the Hamiltonian of the $cZ$ gates, which is a two-body Ising Hamiltonian of the form

$$H_{cZ} = -\frac{1}{2}Z \otimes \mathbb{1} + \frac{1}{4}Z \otimes Z.$$  \hspace{1cm} (16)

In the sDAQC protocol, the interaction among the qubits of the system are switched off before applying the digital steps, and switched on again immediately afterwards. This approach does not substantially improve the result of the digital approach since the errors induced by the attenuation of the natural interaction between the qubits are similar. A better alternative is the banged DAQC (bDAQC). In this paradigm, the interaction between the qubits is not turned off to perform the single-qubit gates, which are applied on top of the interaction Hamiltonian. Although this means that an intrinsic error is introduced, this error scales better with the number of qubits when the time for the single-qubit gates, $\Delta t$, is significantly smaller that the natural time scale of the analog blocks. In Fig. 2, we show an scheme of both the sDAQC and bDAQC protocols for the $cZ$ gate.

For simplicity, we will assume that the interaction between the qubits of our kite-like quantum processor is an homogeneous two-body Ising Hamiltonian, $H_I$. Then, every $cZ$ performed between the ancilla and one of the register qubits can be decomposed into analog blocks in the following way

$$U_{cZ} = e^{i2\xi Z_\text{a} \otimes Z_k} \left( \bigotimes_{k=1}^{n_g} X_k \right) e^{i\frac{\pi}{8} H_I} \left( \bigotimes_{k=1}^{n_g} X_k \right) e^{i\frac{\pi}{4} H_I}. \hspace{1cm} (17)$$

In Fig. 2, we show a scheme of the sDAQC implementation of a $cZ$ gate.

To implement the complete AQE using DAQC, we would decompose each $cZ$ in the digital and analog blocks described above. Each analog block would take the same amount of time $t$ to act, and the digital steps would take a fixed time $\Delta t$ to be applied. In Fig. 3 (b), we show the sDAQC implementation of the AQE. Only half of the procedure is represented since the other half is symmetrical. As we mention previously, in terms of scalability it is preferable to follow the bDAQC approach.

VI. ACKNOWLEDGMENTS

The implementation of the gHHL algorithm can be divided into three steps: QPE to compute the eigenvalues of the problem matrix $A$, AQE to map a function of the problem matrix $A$ into the amplitude of the ancillary qubit, and the inverse QPE to set the registers back to the ground state. The manner to perform the first and last steps is well described in the literature [24], whereas an explicit description of the AQE step has remained as an open question. In this work, we have shown how the AQE can be accomplished in a systematic manner which does not require the hybridization of the algorithm, making this the first fully quantum implementation of the gHHL, to our knowledge.

Implementing the AQE routine using our protocol requires an exponential number of single- and two-qubit gates, what has hindered us from implementing it in NISQ devices. This number depends on the amount of register qubits of our setup and is related to the precision of the algorithm. Attending to the number of samples required for a particular experiment, it is possible to diminish the number of register qubits needed to perform the gHHL algorithm, more concrete, for a $N_s$-sample experiment, the number of register qubits needed would be of order $O(\log \sqrt{N_s})$. This means that the number of register qubits $n_R$ depends exclusively on the bond for $f(A)$ and the number of samples $N_s$, but it is independent form the dimension of the matrix $A$.

In order to reduce the depth of the gHHL algorithm, we proposed a co-designed quantum processor tailored to the implementation of the gHHL. This structure significantly reduces the amount of SWAP gates needed to artificially connect the qubits of the system which are not physically connected but they are necessary to perform the algorithm. Thus, the co-design also reduces the depth of the algorithm. The kite-like quantum processor connects the register qubits with both the ancilla and the memory qubits, while keeping these last two sets of qubits disconnected from each other.

There is another approach to the implementation of the gHHL that naturally arises from the idea of getting advantage of the connections naturally present in the quantum processor, and it is to implement the algorithm using DAQC techniques. In view of the results obtained in previous works about the simulation of quantum subroutines, such as the quantum Fourier transform, which forms part of the gHHL, it is expected that a DAQC implementation of the gHHL will produce better results in terms of noise scaling with the number of qubits [17, 20]. For this reason, we propose a complete protocol for the implementation of the gHHL algorithm, which allows obtaining results when applied in a system with a high number of qubits.
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