Joint Liver and Hepatic Lesion Segmentation using a Hybrid CNN with Transformer Layers
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Abstract—Deep learning-based segmentation of the liver and hepatic lesions therein steadily gains relevance in clinical practice due to the increasing incidence of liver cancer each year. Whereas various network variants with overall promising results in the field of medical image segmentation have been developed over the last years, almost all of them struggle with the challenge of accurately segmenting hepatic lesions. This lead to the idea of combining elements of convolutional and transformer-based architectures to overcome the existing limitations. This work presents a hybrid network called SWTR-Unet, consisting of a pretrained ResNet, transformer blocks as well as a common Unet-style decoder path. This network was applied to clinical liver MRI, as well as to the publicly available CT data of the liver tumor segmentation (LITS) challenge. Additionally, multiple state-of-the-art networks were implemented and applied to both datasets, ensuring a direct comparability. Furthermore, correlation analysis and an ablation study were carried out, to investigate various influencing factors on the segmentation accuracy of our presented method. With Dice similarity scores of averaged 98 ± 2% for liver and 81 ± 28% lesion segmentation on the MRI dataset and 97 ± 2% and 79 ± 25%, respectively on the CT dataset, the proposed SWTR-Unet outperforms each of the additionally implemented state-of-the-art networks. The achieved segmentation accuracy was found to be on par with manually performed expert segmentations as indicated by inter-observer variabilities for liver lesion segmentation. In conclusion, the presented method could save valuable time and resources in clinical practice.
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I. INTRODUCTION

Following cardiovascular diseases, cancer constitutes, with approximately 8.8 million deaths globally in 2015 the second major cause of death, with the liver as one of the most common sites to develop primary and metastatic lesions [1]. With regards to diagnosis and disease progression, abnormal shapes and textures of the liver, as well as present lesions visible in medical imaging represent relevant biomarkers [2].

Besides metastatic lesions, which often originate from primary breast, colon and pancreas cancer, the liver is also site of primary tumor development [3]. The Hepatocellular carcinoma (HCC) is among the most frequent tumor variants and causes the third-most cancer-related deaths worldwide with a growing incidence over the last decades [3]. In terms of diagnosis and therapy planning, medical imaging of the liver plays a vital role, either during the routinely performed tumor staging of primary lesions outside of the liver or if the clinical anamnesis points towards primary hepatic cancer diseases. For such imaging purposes, computed tomography (CT) and magnetic resonance imaging (MRI) are obligatory. While CT offers high spatial resolution and minimal susceptibility for motion artifacts due to fast acquisition times, the major drawbacks lie in the radiation exposure and the inferior soft tissue contrast compared to MRI. The latter enables freely adjustable cross-section angles and varying tissue contrasts due to multiple acquisition sequences, which pronounce different physiological tissue compositions. These advantages come with the cost of time-consuming acquisition procedures, which commonly limit the overall spatial resolution and are prone to multiple image artifacts, e.g., motion or bias artifacts. The precise identification and segmentation of hepatic lesions in CT and MR images could support radiologists in tumor staging and therapy decision-making. In current clinical routine it is common that such segmentation procedures are performed manually, which represents the gold standard or semi-automatically with algorithmical support. Either way, both strategies and particularly manually contouring, are time-consuming, cumbersome, operator-dependent and subjective. Even more automatized approaches, which have been developed in the past, require manual initialization and their segmentation accuracy often heavily rely on the precision of such initial user interactions. Due to the above mentioned limitations, there is still a need for fully automatic segmentation approaches. However, it has been shown that precisely segmenting hepatic lesions is a highly challenging task due to the vast variability of shape, texture, size, location and number of liver tumors per patient case. The tissue image contrast between liver and lesion highly varies depending on the used acquisition protocols or the application of contrast-agents and thus, it is hardly possible to define a model-based segmentation approach based on crafted features by a priori knowledge. Such approaches include graph cuts, level sets or clustering techniques, that have been applied almost exclusively to liver CT data [4]–[6]. With respect to the imaging modality, the
II. MATERIALS AND METHODS

Figure 1 shows the architecture of the proposed SWTR-Unet (SWIN-Transformer-Unet) network for liver and hepatic lesion segmentation in MRI and CT. The SWTR-Unet combines various elements of current state-of-the-art architectures and fuses them into a hybrid network consisting of convolutional and transformer-based elements. In that regard Res-blocks, transformer-based multi-head self-attention (MSA) blocks as well as shifting window (SWIN) transformer blocks were included. The components of the SWTR-Unet will be described in more detail in the following.
patches of the fed sequence, resulting in a computation of quadratic complexity [19]. This would make global self-attention mechanisms unsuitable for larger images. In order to overcome this limitation, shifted window-based local self-attention as proposed by Vaswani et al. [19], could reduce the computational costs due to linear complexity and furthermore, introduce cross-window connections via shifting.

The final segmentation masks of liver and lesions are obtained by the decoder-path of the STWR-Unet, which consists of in total four up-sampling layers. Starting at the bottom of the Unet-style architecture, the sequence of hidden features as output of the transformer blocks, is reshaped and then successively led through the decoder layers, where each consists of a two-times upsampling layer, a $3 \times 3$ convolutional layer and a Rectified linear unit (ReLU) layer. Therefore, the proposed SWTR-Unet is capable of aggregating both, local and global features as present in different resolution levels by preserving and transferring them to the decoder side via skip connections. Finally, the feature map is passed through the segmentation head to generate the segmentation output.

B. Imaging Data

Since both, CT and MR imaging are of crucial importance in clinical routine of hepatic lesion diagnosis and treatment decision-making, the same pipeline of pre-processing, training and evaluation was used with the data both imaging modalities.

The MR imaging data were retrospectively compiled and originally used for intervention planning purposes before brachytherapy at the Department of Radiology and Nuclear Medicine of the University Hospital in Magdeburg. The images were acquired using a Philips Intera 1.5 T scanner and an eTHRIVE sequence with repetition (TR) and echo times (TE) of 4.0 - 4.1 ms and 2.0 ms, respectively. In-plane image resolution of the axial scans was 0.98 mm, the spacing between slices was 3 mm, resulting in acquisition matrices of size $224 \times 224 \times 64$. A total of 48 patient cases with overall 157 hepatic lesions were compiled. The ground truth segmentations of the liver outline and the hepatic lesions therein were performed by an experienced radiologist.

With respect to CT imaging, the LiTS challenge [20] data was used, which comprises scans from several clinical sites, using different acquisition protocols and CT scanners, and thus, the image quality and resolution vary noticeably. In-plane image resolution of the axial scans varies from 0.56 mm to 1.0 mm and the slice thickness varies from 0.45 mm to 6.0 mm. The number of slices per volume ranges from 42 to 128 [21]. The hepatic lesions, that are present in each patient scan vary in size between 38 mm$^3$ and 349 cm$^3$ [21].

C. Pre-processing and Augmentation

The following description of the data pre-processing and augmentation holds true for both the MRI and CT data, if not stated otherwise. First, adaptive histogram equalization was performed to enhance the contrast volume-wise followed by resampling to a fixed matrix size. With regard to the MRI data, z-score normalization was performed, followed by a N4 bias correction. For CT data, the Hounsfield units were limited to the range [-100; 400] to exclude irrelevant outlier pixel intensities and subsequently normalized using the 5th and 95th percentile of the foreground intensities. Data augmentation consisting of various intensity and geometrical approaches were employed to strengthen the network’s robustness and generalization ability, since the number of available patient cases was relatively small, especially compared to the amount of trainable parameters of the network. The image data was augmented using the application of Gaussian noise, gamma and affine transformations, including flipping (overall probability of 60%, for each direction 50%), rotation ($\pm 20^\circ$) and translation ($\pm 32$ voxels for the x and y-axis and $\pm 16$ voxels for the z-axis). Each of the 48 volumes of the MRI dataset was augmented 20-times leading to 960 samples of size $224 \times 224 \times 64$ voxels. Analogous, the 131 CT volumes were augmented 20-times and yielded in total 2,620 samples. Both, datasets were split into single slices for 2D image input, resulting in a total of 61,440 MR and 189,600 CT images.

D. Implementation details

The implementation of the proposed SWTR-Unet as well as relevant state-of-the-art methods based on Python 3.6 and Pytorch 1.7.0. All of the models were trained on a NVIDIA GeForce RTX2080 Ti GPU with 12GB of memory. Due to the limitation of GPU memory, the used batch size was 32 for 2D input and 8 in the case of the 3D input of the DAF3D network [22]. Table I describes the hyperparameter used after fine-tuning for each of the experimented methods.

In order to evaluate the capability of the methods listed in Table I to segment the liver and lesions therein, 7-fold cross-validation was performed. Therefore, the MR dataset was separated into seven subsets each containing the augmented data of 41 to 42 image volumes for training purposes as well as six to seven original volumes within a corresponding validation set. Similarly, the CT data set is separated into seven-fold, each containing the augmented data of 114 image volumes for training purposes as well as 17 original volumes within a corresponding validation set. In doing so, it is guaranteed that the networks produce segmentation masks on unseen images with respect to the training process per fold. The 2D networks were applied to all slices per validation volume and predicted 2D slices were subsequently combined patient-wise to calculate the quality metrics regarding the segmentation accuracy per patient image volume. The results stated in the following refer to the average over all seven folds.

E. Quality metrics

In order to assess and compare the capability of liver and hepatic lesion segmentation of the proposed SWTR-Unet with the state-of-the-art networks, Dice similarity coefficients and Hausdorff distances were used. The former is defined as

$$DSC = \frac{2|X \cap Y|}{|X| + |Y|},$$  \hspace{1cm} (1)

where $|X|$ and $|Y|$ represent the reference and the resulting network’s segmentation. The Hausdorff distance, also known as the maximum surface distance, is defined as:

$$D_{Haus} = \max \{d(x, Y) : x \in X\},$$

where $d(x, Y)$ is the distance between a point $x$ in the reference set $X$ and the set $Y$.
of the produced segmentation in each direction. 
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e.g., the number of skip connections and transformer layers or conducted to get more insights on potential influencing factors relevant liver cancer imaging modalities. The final part was segmentation accuracy can be assessed on both of the most first of all, the SWTR-Unet as well as multiple state-of-the-art approaches, that were additionally implemented, were applied to the MRI data. Hence, the segmentation capability of all network variants regarding the liver and its hepatic lesions therein could be compared directly. The second part focuses on the application of the proposed approach to the CT imaging data of the LiTS challenge and therefore, the segmentation accuracy can be assessed on both of the most relevant liver cancer imaging modalities. The final part was conducted to get more insights on potential influencing factors on the segmentation accuracy of the proposed SWTR-Unet, e.g., the number of skip connections and transformer layers or how lesion size or shape influence the segmentation results.

A. MRI-based evaluation

Table II shows the averaged segmentation accuracy of all implemented network variants, including both, multiple state-of-the-art architectures and the proposed SWTR-Unet regarding the liver outline and the hepatic lesions therein. With respect to the entirely convolutional-based network variants, the best results could be achieved with the DenseUnet with on average 96% liver and 74% lesion Dice. Most of the other state-of-the-art CNNs show promising results regarding the liver segmentation, but lack accuracy in terms of the much more challenging segmentation of the hepatic lesions, which would limit any clinical applicability. The observation of some of the networks producing the worst results revealed several possible reasons for the weak performance: a prevalent cause seems to be false-positive classified pixels in addition to the partly acceptable delineated tumors, which occurs on better performing samples as well but is less pronounced there. This problem is most prominent in the case of Unet and DeepLabV3 (average false-positive rate of 41% and 35% as compared to the 8% of the DAF3D network). Furthermore, these networks are not able to sufficiently segment tumors of irregular shapes. Examples are shown in Figure 4, where the networks’ limitations of segmenting non-circular shaped lesions are demonstrated. Similar behavior is observed for tumors of small size, which were not appropriately detected by any of the Unet, Attention Unet, and DeepLabV3 networks. Another challenge for those variants represented tumors located close to the liver surface. In conclusion, the tested convolutional-based networks achieved acceptable segmentation accuracies regarding hepatic lesions of spherical shape, larger size and location in central regions of the liver, but the accuracies drastically decreased for non-spherical shaped and small tumors that are located close to the liver surface. In contrast, transformer-based networks achieved overall higher segmentation accuracies especially regarding the hepatic lesions. The only exception to this was the UnetR variant, which lacked sufficient accuracy for both object classes. The proposed SWTR-Unet variant outperformed any other network in this test in terms of liver and hepatic lesion segmentation, resulting in Dice scores on average of 98% and 81%, respectively. Furthermore, in comparison to most of the state-of-the-art network variants, the proposed SWTR-Unet seemed to widely overcome limitations due to smaller sized and non-spherical shaped lesions.

So far, to the best of the authors’ knowledge, there are hardly any published works focusing on deep learning-based hepatic lesion segmentation in MR imaging, except the work of Christ et al. [7], which included MRI data in their otherwise CT-based study. The authors utilized an Unet-style fully convolutional cascaded neural network with a 3D Conditional Random Field (CRF) for the segmentation of the liver and subsequently using the resulting liver mask as an input for the following lesion segmentation. Regarding the MRI part of their work, they trained their network with 38 patient cases and achieved Dice scores on average of 87%
for the liver and 69.7% for the hepatic lesion segmentation. Compared to our proposed SWTR-Unet, both segmentations of liver and lesions yielded inferior results of approximately 11%. Furthermore, Christ et al. [7] separated both segmentation task, which results in a dependency on the quality of the preceding liver segmentation step with potential implications with respect to the segmentation accuracy of near-surface tumours in particular. Overall, it could be concluded, that the solely convolutional-based architecture style has its limitations regarding the huge shape, size and location variety, which may not be adequately captured due to the focus of merely local information and features, respectively. Most of the related work regarding hepatic lesion segmentation focused on CT imaging, which will be discussed in the next section. Nevertheless, there are various works addressing MRI-based segmentations of lesions of other organs, e.g., spinal metastases and above all brain lesions [23], [24]. An essential role for a constant enhancement and progress for such specific research issues plays the availability of public grand challenge data, e.g. BRATS [34], since most often the data retrieval is a challenge not to be underestimated.

Additionally, for assessing the quality of the segmentation results, a comparison with the inter-observer variability (IOV) of hepatic lesion segmentations manually produced by experts is instructive. Related literature stated IOV values as Dice scores ranging from 64 – 82% produced on CT images [25]. The proposed SWTR-Unet achieved an average Dice of 81 ± 28% for hepatic lesions segmentation on MR images, indicating a promising segmentation accuracy on expert level and reasonable applicability in clinical practice. Despite the proposed network, each of the implemented state-of-the-art variants has its limitations with respect to the overall lesion segmentation accuracy.

### B. CT-based evaluation

Subsequent to the MRI-based evaluation, the proposed SWTR-Unet was applied to the LiTS challenge CT data (see Table III). On this dataset the proposed network achieved Dice scores on average of 97 ± 2% for the liver and 79 ± 25% for the hepatic lesions therein. The mean Hausdorff distances were 2.04 ± 2.30 mm (liver) and 2.44 ± 6.30 mm (lesion).

| Network          | DSC liver | DSC lesion | HD liver | HD lesion |
|------------------|-----------|------------|----------|-----------|
| Meng et al. [12] | 0.97      | 0.69       |          |           |
| Chlebus et al. [10] | 0.96   | 0.68       |          |           |
| Vorontsov et al. [26] | 0.95 | 0.66       |          |           |
| Fan et al. [14]  | 0.96 ± 0.03 | 0.74 ± 0.08 |          |           |
| SWTR-Unet        | 0.98 ± 0.02 | 0.79 ± 0.25 |          |           |

There are a few published works focusing on a deep learning-based segmentation of hepatic lesions in CT imaging and since most of them likewise used the LiTS challenge data, a mere direct comparison of the results is possible. Meng et al. [12] experimented with 3D dual-path multi-scale convolutional neural networks. Using this approach, they achieved a Dice of 68.9% for liver tumor segmentation trained on the LiTS dataset. Chlebus et al. [10] presented a 2D convolutional network alongside with an object-based post-processing step to segment the lesions. This network utilized two models to reduce the false positives significantly, in which the first one operates at object level and the second model at voxel level. Chlebus et al. [10] applied their approach to the LiTS challenge data and achieved a mean Dice of 68% for the lesion segmentation. Vorontsov et al. [26] utilized a model consisting of two combined Unet-styled CNNs and also applied their approach to the LiTS challenge data, achieving a mean Dice of 95.1% for the liver and 66.1% for the lesion segmentation. Fan et al. [14] presented a multi-scale attention network, including a self-attention mechanism, that combines local features with global dependencies. Similar to the presented network architecture, they integrated two different attention blocks to achieve this, resulting in mean Dice scores of 96.0% for the liver and 74.9% for the hepatic lesions. They also tested their method on the LiTS challenge data. Compared to these related work, the proposed SWTR-Unet achieved superior results with averaged Dice scores of 98% for the liver and 79% for the hepatic lesions, meaning this novel hybrid network architectures is capable of segmenting the target structures in both, CT and MRI data, while being at the top of or on par.

### Table II

Experimental results produced on the MRI data for each of the tested networks including the proposed SWTR-Unet. Stated are the Dice similarity coefficients (DSC) and Hausdorff distances (HD) of the liver and liver lesion segmentations averaged over all seven folds. The center line separates pure convolutional networks from those with transformer elements.

### Table III

Experimental results of the proposed SWTR-Unet (produced on the LiTS challenge CT data) in comparison with state-of-the-art works. Stated are the Dice similarity coefficients (DSC) of the liver and liver lesion segmentations.
Fig. 3. Resulting Dice similarity coefficients averaged over all folds produced by multiple state-of-the-art network variants as well as from the proposed SWTR-Unet. Box edges mark the 25th and 75th percentiles, the central box line marks the median value and the whisker marks the most extreme values not considered as outliers.

Fig. 4. Shown are five exemplary patient cases (from left to right) of the MRI data with their corresponding ground truth (GT) and the networks’ prediction for the liver and lesion mask (from top to bottom) of various state-of-the-art methods as well as the presented SWTR-Unet.

C. Hyperparameter Impact

In order to gain more detailed insights of the performance and corresponding influencing factors of the proposed SWTR-Unet, a number of additional experiments were carried out. Starting with varying the number of skip connections, Table IV, indicates that the segmentation performance increases with growing numbers of skip connections. The thus enhanced ability of the network to capture the lost spatial information during downsampling benefits this effect. Therefore, networks with a reasonable amount of skip connections will minimize the loss of information and achieve on average better segmentation accuracies.

**TABLE IV**

| #sc | DSC\textsubscript{Liver} | DSC\textsubscript{Lesion} |
|-----|--------------------------|---------------------------|
| 0   | 0.89 ± 0.08              | 0.75 ± 0.15               |
| 1   | 0.91 ± 0.05              | 0.77 ± 0.19               |
| 2   | 0.95 ± 0.03              | 0.80 ± 0.22               |
| 3   | 0.98 ± 0.03              | 0.81 ± 0.27               |

Table V shows that extending the network from 8 to 12 transformer layers increased the Dice values for both liver and tumor segmentation. Transformer layers are in general beneficial to the segmentation accuracy, since they are suitable for capturing long-range dependencies between pixels and thus, global context information. That means, extending the transformer depth to a certain amount of layer, will likely increase the resulting segmentation accuracy, limited by the drawback of rising computational costs.

**TABLE V**

| #tl | DSC\textsubscript{Liver} | DSC\textsubscript{Lesion} |
|-----|--------------------------|---------------------------|
| 8   | 0.94 ± 0.06              | 0.77 ± 0.17               |
| 10  | 0.97 ± 0.03              | 0.79 ± 0.14               |
| 12  | 0.98 ± 0.02              | 0.81 ± 0.28               |

Furthermore, the impact of the number of training samples on the segmentation quality was examined. This was done by training the network with 25, 30, 35, and 45 randomly selected patients cases and their corresponding 2D slices. It can be seen from Table VI that with an increasing number of training samples, the overall performance of the model could be increased. That should not come as a surprise, since a larger set of independent training data becomes more and

**TABLE VI**

| #samples | DSC\textsubscript{Liver} | DSC\textsubscript{Lesion} |
|----------|--------------------------|---------------------------|
| 25       | 0.89 ± 0.08              | 0.75 ± 0.15               |
| 30       | 0.91 ± 0.05              | 0.77 ± 0.19               |
| 35       | 0.95 ± 0.03              | 0.80 ± 0.22               |
| 45       | 0.98 ± 0.03              | 0.81 ± 0.27               |
more capable to represent the vast variety of the hepatic lesions’ size, shape, and location within the liver and therefore, minimizing overfitting behaviour and leading to an improved generalization capability of the network.

**TABLE VI**

| #_{pc} | DS_{C_{liver}} | DS_{C_{lesion}} |
|--------|---------------|----------------|
| 25     | 0.78 ± 0.10   | 0.60 ± 0.18    |
| 30     | 0.86 ± 0.07   | 0.72 ± 0.21    |
| 35     | 0.92 ± 0.04   | 0.76 ± 0.19    |
| 40     | 0.98 ± 0.02   | 0.80 ± 0.21    |

**D. Correlation analysis**

Due to the high variety of shapes, sizes and location of the lesions within the liver, it is of significant interest to examine, how these lesion characteristics affect the segmentation accuracy of the proposed SWTR-Unet and to reveal possible bias. This correlation analysis is again performed on the MRI data. In terms of lesion shape, the ground truth segmentation of all samples was used to determine the lesions’ sphericity \( \Psi \) by calculating

\[
\Psi = \frac{\frac{4}{3}\pi (6V)^{\frac{1}{3}}}{A}
\]

with \( V \) being the volume and \( A \) the surface of the lesion mask. Subsequently, the lesions were divided into two classes, labeling them as spherical (\( \Psi > 0.9, 20 \) lesions) or merely irregularly shaped (\( \Psi < 0.9, 137 \) lesions). The experiments clearly indicated higher segmentation accuracies if the lesions were of a mere spherical shape with an average \( 89 \pm 8\% \) compared to the class of rather irregular shaped lesions with a mean Dice of \( 72 \pm 20\% \), although these were much more prominently represented in the training set. The prevalence of mere spherical shaped lesions not only increase the chances more accurate segmentations, but benefits also the robustness of the approach as indicated by the significantly lower standard deviation compared to the results of lesions with a \( \Psi < 0.9 \). The volume \( V \) of all lesions derived from the ground truth segmentation was used furthermore to divide the samples into four different lesion size categories, also taking the spatial resolution into account (the volume \( V \) of one voxel corresponds to \( 2.88 \ mm^3 \)). The results indicate that the averaged segmentation accuracy as well as the robustness of the method increases with larger tumor sizes from \( 78\pm7.6\% \) (size \( 1 \ cm^3, 68 \) lesions) over \( 80 \pm 3.1\% \) (size between \( 1 \ and \ 5 \ cm^3, 60 \) lesions) and \( 82\pm2.5\% \) (size between \( 5 \ and \ 10 \ cm^3, 17 \) lesions) to \( 83 \pm 1.0\% \) (size \( 1 \ to \ 10 \ cm^3, 12 \) lesions). This tendency is further consolidated by the fact that the averaged segmentation accuracies of lesions that were categorized into the two classes with the highest volumes achieved better results, although they were severely underrepresented within the training set. Finally, the impact of the lesions’ inner hepatic location was examined depending on the distance towards the liver surface. Each lesion was labelled based on the distance \( d \), that is the closest Euclidean distance between the liver surface and the lesion outline. Therefore, it was differentiated between lesions that were surface-near \( (d < 1 \ cm) \) or rather centered within the liver \( (d > 1 \ cm) \). The results indicate, that hepatic lesions close to the liver surface are significantly harder to accurately segment as those, which are more centered within the organ, which is reflected in a remarkably lower mean Dice value of \( 74\pm15\% \) compared to on average \( 87\pm5\% \) for rather centered lesion. This may be caused by the more challenging contrast and texture variety at the liver surface with surrounding other tissues, but could further be attributed to the lower number of such specific training samples (35 surface-near vs. 122 rather centered cases).

**IV. Conclusion**

Precise segmentations of the liver and hepatic tumors is of utmost importance since decisions regarding the proper treatment evermore depend on findings provided by such procedures. Whereas, manual segmentation represents the gold standard in terms of accuracy, it is time-consuming, cumbersome, and unnecessarily ties up valuable resources, which is why automatized procedures gain relevance in clinical settings.

In this work presented a novel hybrid network architecture combining convolutional and transformer-based elements and compared it with additionally implemented state-of-the-art approaches on the same evaluation data. This ensures a direct comparability of all methods, which is otherwise most often limited due to different databases of the related work. In this regard, all network variants were applied to clinical MRI data of the University Hospital of Magdeburg. Furthermore, the proposed approach was applied to publicly available CT imaging data of the LiTS challenge. In order to investigate various influencing factors on the segmentation accuracy, various parameters of the network architecture, as well as the influence of lesion size, shape and location on the results was examined.

Based on these experiments, the proposed SWTR-Unet achieved highly promising segmentation accuracies regarding both, the liver and its hepatic lesions with Dice scores on average of \( 98\pm3\% \) and \( 81\pm25\% \) on MRI and \( 98\pm2\% \) and \( 79\pm25\% \) on CT data. Therefore, to the best of our knowledge, the presented approach outperforms all of the related works and thus, represents the current state of the art. The findings of further experiments underlined the impact of lesion size, shape and location within the liver, which indicated that the segmentation accuracy increases with larger, more spherical and rather centered lesions. Furthermore, it could be shown, that an increasing number of training samples, skip connections and transformer layers have a beneficial effect on the segmentation accuracy. In conclusion, the proposed SWTR-Unet could represent an important step towards a more sophisticated computer-assisted workflow of liver lesion diagnosis and therapy by providing expert-level segmentation accuracy with little to no required user interaction. Therefore, it could support the radiologists in clinical practice by saving valuable resources and time.
