A uniformly convergent numerical scheme for solving singularly perturbed differential equations with large spatial delay
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Abstract
In this study, a parameter-uniform numerical scheme is built and analyzed to treat a singularly perturbed parabolic differential equation involving large spatial delay. The solution of the considered problem has two strong boundary layers due to the effect of the perturbation parameter, and the large delay causes a strong interior layer. The behavior of the layers makes it difficult to solve such problem analytically. To treat the problem, we developed a numerical scheme using the weighted average \(\theta\)-method difference approximation on a uniform time mesh and the central difference method on a piece-wise uniform spatial mesh. We established the Stability and convergence analysis for the proposed scheme and obtained that the method is uniformly convergent of order two in the temporal direction and almost second order in the spatial direction. To validate the applicability of the proposed numerical scheme, two model examples are treated and confirmed with the theoretical findings.
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1 Introduction
A differential equation is said to be a delay differential equation (DDE) if the evolution of a dependent variable or its derivatives appears depending on the values of the previous state. DDE can manifest itself in different forms, such as constant delay, variable delay, state-dependent delay, distributed delay and so on [1]. In science and engineering, DDEs are used to model a variety of real-world phenomena, such as variation problems in control theory [2], stochastic neuronal movement depolarization model [3], mathematical modelling of HIV-1 infection [4], to model COVID-19 pandemic [5] and others.
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The presence of the perturbation parameter causes the problem's solution to change rapidly in certain regions and slowly in other regions of the domain. Regions where the solution changes rapidly are known as the inner region and those where the solution changes slowly are said to be the outer regions. Perturbation problems may be classified as singular and regular. A regular perturbation problem is a problem whose solution varies smoothly as \( \varepsilon \) approaches zero, whereas singular perturbation problem is the one in which the solution changes precipitously in some way as \( \varepsilon \) approaches zero. Thus, in the study of singular perturbation problems, naively considering \( \varepsilon \) to be zero changes the very nature of the problem. The rapid changing behavior of the layers makes it difficult to find an analytical solution. Also, classical numerical methods do not give a simplified and satisfactory result as they do not take the characteristics of the solutions in the boundary or interior layer into account, which causes a significant discrepancy between the numerical solution and the actual solution. To overcome these kinds of computational problems, there is a need of parameter independent numerical methods [9].

Numerous research works are available in literature to obtain suitable numerical techniques for singularly perturbed problems. For instance, Kumar [10] proposed a collocation method for singularly perturbed turning point problems involving boundary/interior layers. Kumar and Kumari [11] solved singularly perturbed problems with integral boundary condition by constructing a parameter-uniform collocation scheme. Cimen and Amiraliyev [12] solved singularly perturbed problems based on a piecewise uniform mesh of Shishkin type. Cimen [13] treated singularly perturbed differential equation with delay and advance by constructing a scheme by the method of integral identities with the use of interpolating quadrature rules. Kumar and Kanth [14] solved time dependent singularly perturbed differential equation using tension spline on a non-uniform Shishkin mesh. Adilaxmi and Reddy [15] solved singularly perturbed differential-difference equations applying an initial value technique via fitted nonstandard finite difference method. Musharay and Mohapatra [16] treated singularly perturbed problems with mixed arguments by constructing a hybrid parameter-uniform numerical schemes. Shakti and Mohapatra [17] presented monotone hybrid numerical scheme for a singularly perturbed convection-diffusion problem on different types of nonuniform meshes. Bansal and Sharma [18] formulated a parameter-uniform numerical scheme using fitted mesh method to solve a singularly perturbed convection-diffusion problem with shift arguments. Wol-daregay and duessa [19] treated singularly perturbed problems involving both shift and advance parameters by developing a parameter-uniform numerical scheme using nonstandard finite difference method in \( x \)-direction and implicit Runge–Kutta method in \( t \)-direction. Ejere et al. [20] solved a singularly perturbed differential equation with negative shift by proposing a fitted numerical scheme via domain decomposition. Bansal and Sharma [21] developed a uniformly convergent numerical scheme for singularly perturbed reaction-diffusion problems by using implicit Euler method in the time direction and central finite difference method in the spatial direction. Kumar and Kumari [22] treated singularly perturbed reaction–diffusion problems with large delay by developing a parameter-uniform numerical scheme using the Crank–Nicolson method in time direction and the central finite difference method in the spatial direction. Singularly perturbed differential equations involving temporal delay are well solved in various research works, some of which can be referred in [23–26] for the detail discussions.

In this research work, we are motivated to develop a uniformly convergent numerical scheme to treat a singularly perturbed differential equations involving large delay in the spatial variable. To treat the problem, we developed a numerical scheme using the \( \theta \)-method finite difference approximation on a uniform time discretization and using the central finite difference operator on a piece-wise uniform spatial discretization. For the developed numerical scheme, we have established the stability and convergence analysis, which show that our method is convergent, regardless of the perturbation parameter. To demonstrate the validity and applicability of the obtained method, two numerical examples are treated and confirmed with the theoretical findings.

This paper is organized as follows: In Sect. 2, we describe the continuous problem. The numerical method is briefly discussed in Sect. 3. To validate the proposed numerical scheme, we treated and discussed model examples in Sect. 4. The conclusion of the paper is given in Sect. 5. Through out this study, \( C \) is considered as a generic positive constant which is independent of the perturbation parameter and the mesh numbers. For a given continuous function \( u(x,t) \), we defined the maximum norm as \( \|u(x,t)\| = \max_{(x,t) \in \Omega} |u(x,t)| \).

2 Continuous problem

Consider a singularly perturbed problem on \( \Omega = \Gamma \times \Lambda = (0, 2) \times (0, t) \) and \( \Omega = \{(x, 0) \cup (0, t) \cup (2, t) : x \in \Gamma = (0, 2), t \in \Lambda = [0, T]\} \) for a finite time \( T \) as

\[
u_t - \varepsilon u_{xx} + p(x)u(x, t) + q(x)u(x - 1, t) = f(x)
\]

subjected to the initial condition \( u(x, 0) = u_0(x), \forall x \in \Gamma \) and the boundary conditions.
\[ u(x, t) = \gamma(x, t), \quad \forall (x, t) \in \Omega^-; \quad u(2, t) = \zeta(t), \quad \forall (2, t) \in \Omega^+ \]
where \( \Omega^- = \{(x, t) : x \in [-1, 0], t \in \Lambda \}, \Omega^+ = \{(2, t) : t \in \Lambda \} \) and \( 0 < \varepsilon \ll 1 \).

2.1 Basic assumptions of the continuous problem

We assume that the functions involved in the continuous problem are all smooth enough and moreover, for arbitrary positive number \( \beta \), the functions \( p(x) \) and \( q(x) \) satisfy the conditions
\[ p(x) + q(x) \geq 2\beta > 0, \quad q(x) < 0, \quad x \in \Gamma. \] (2)

Considering the interval boundary conditions, (1) can be written as
\[ L_\varepsilon u(x, t) = \begin{cases} u_t - \varepsilon u_{xx} + p(x)u(x, t) = f(x) - q(x)\gamma(x - 1, t), & x \in (0, 1], t \in (0, T], \\ u_t - \varepsilon u_{xx} + p(x)u(x, t) + q(x)u(x - 1, t) = f(x), & x \in (1, 2), t \in (0, T] \end{cases} \] (3)

with \( u(x, 0) = u_0(x) \) for \( x \in \Gamma \), \( u(x, t) = \gamma(x, t) \) for \( x, t \in \Omega^- \), \( u(2, t) = \zeta(t) \) for \( t \in \Lambda, u(1^-, t) = u(1^+, t) \) and \( u_x(1^-, t) = u_x(1^+, t) \).

Letting \( \varepsilon = 0 \), we obtain the reduced form of Eq. (3) as
\[ L_0 u(x, t) = \begin{cases} (u_0)_t + p(x)u_0(x, t) = f(x) - q(x)\gamma(x - 1, t), & x \in (0, 1], t \in (0, T], \\ (u_0)_t + p(x)u_0(x, t) + q(x)u_0(x - 1, t) = f(x), & x \in (1, 2), t \in (0, T] \end{cases} \]

From the reduced problem, we observe that \( u_0(x, t) \) does not necessarily satisfy \( u_0(0, t) = \gamma(0, t) \) and \( u_0(2, t) = \zeta(t) \). This shows that the solution involves boundary layers at the end of the domain. At \( x = 1 \), since \( u_0(1^-, t) = \frac{\int_{1^-}^{1^+} u_0(\cdot, t) d\xi}{\int_{1^-}^{1^+} p(\cdot, t) d\xi} \) and \( u_0(1^+, t) = \frac{\int_{1^-}^{1^+} u_0(\cdot, t) d\xi}{\int_{1^-}^{1^+} p(\cdot, t) d\xi} \), it is not necessary that \( u_0(1^-, t) \) is equal to \( u_0(1^+, t) \). Hence, at \( x = 1 \) the solution involves strong interior layer. For more information we may refer [22, 27]. The compatibility requirement is also imposed to be satisfied by the problem under consideration, which means that at the points \((-1, 0), (0, 0), (1, 0)\) and \((2, 0)\) we have
\[ u_0(0, 0) = \gamma(0, 0), \quad u_0(2, 0) = \zeta(0), \]
\[ \gamma_t(0, 0) - \varepsilon(u_0)_{xx}(0, 0) + p(0)u_0(0, 0) + q(0)\gamma(-1, 0) = f(0), \]
\[ \zeta_t(0, 0) - \varepsilon(u_0)_{xx}(2, 0) + p(2)u_0(2, 0) + q(2)u_0(1, 0) = f(2). \]

As a result, if the aforementioned conditions are met, the existence and uniqueness of the solution of the continuous problem on a given domain can be determined. Thus, as described in [28], for \((x, t) \in \Omega \), we have \(|u(x, t) - u_0(x)| \leq C t\).

2.2 Properties of the solution and its derivatives

In this subsection, we describe the stability and bound of the analytical solution and its derivatives for the continuous problem, which are important in the analysis of the discrete problem [29].

**Lemma 1** Let \( \psi \) be a given sufficiently smooth function on \( \Omega \). If \( \psi(x, t) \geq 0, (x, t) \in d\Omega \) and \( L_\varepsilon \psi(x, t) \geq 0, (x, t) \in \Omega \), then we have \( \psi(x, t) \geq 0, (x, t) \in \Omega \).

**Proof** Let \((\hat{x}, \hat{t}) \in \hat{\Omega} \) be given and assume that \( \psi(\hat{x}, \hat{t}) = \min_{\Omega} \psi(x, t) < 0 \). From the hypothesis, \((\hat{x}, \hat{t}) \notin d\Omega \) and from the derivative tests, \( \psi_x(\hat{x}, \hat{t}) = 0 \) and \( \psi_{xx}(\hat{x}, \hat{t}) > 0 \).

**Case 1** On \((0, 1)\) by (3), \( L_\varepsilon \psi(\hat{x}, \hat{t}) = u_t - \varepsilon u_{xx} + p(\hat{x})\psi(\hat{x}, \hat{t}) < 0 \).

**Case 2** On \((1, 2)\) by (3), \( L_\varepsilon \psi(\hat{x}, \hat{t}) = u_t - \varepsilon u_{xx} + p(\hat{x})\psi(\hat{x}, \hat{t}) + q(\hat{x})\psi(\hat{x} - 1, \hat{t}) \leq -\varepsilon u_{xx}(\hat{x}, \hat{t}) + 2\alpha(\hat{x}, \hat{t}) < 0 \).

From the two cases, we see that \( L_\varepsilon \psi(\hat{x}, \hat{t}) < 0 \), which is inconsistent with the hypothesis and proves that our assumption is incorrect. As a result, \( \psi(x, t) \geq 0, (x, t) \in \hat{\Omega} \).

**Lemma 2** Let \( u(x, t) \) be the solution of Eq. (1). Then, we can estimated it as
\[ |u(x, t)| \leq \max \left\{ \|u\|_{\partial \Omega}, \frac{1}{2\beta} \|L_\varepsilon u\| \right\}, \]
where \( \|u\|_{\partial \Omega} = \max \{|u(0, t)|, |u(2, t)|\} \).

**Proof** Define barrier function as \( \omega^\pm(x, t) = \max \left\{ \|u\|_{\partial \Omega}, \frac{1}{2\beta} \|L_\varepsilon u\| \right\} \pm u(x, t) \). Then, we have
\[ \omega^\pm(0, t) = \max \left\{ \|u\|_{\partial \Omega}, \frac{1}{2\beta} \|L_\varepsilon u\| \right\} \pm u(0, t) \geq 0, \]
\[ \omega^\pm(2, t) = \max \left\{ \|u\|_{\partial \Omega}, \frac{1}{2\beta} \|L_\varepsilon u\| \right\} \pm u(2, t) \geq 0. \]

For \( x \in (0, 1) \), we have
\[ L_x \omega^2(x, t) = \omega_t^2 - \varepsilon \omega_{xx}^2 + p(x) \omega^2(x, t) \geq p(x) \]
\[ \max \left\{ \|u\|_{\Omega^2}, \frac{1}{2\beta} \|f\| \right\} \pm f(x) \geq 0. \]

For \( x \in (1, 2) \), we have
\[ L_x \omega^2(x, t) = \omega_t^2 - \varepsilon \omega_{xx}^2 + p(x) \omega^2(x, t) + q(x) \omega^2(x - 1, t) \geq 2\beta \max \left\{ \|u\|_{\Omega^2}, \frac{1}{2\beta} \|f\| \right\} \pm f(x) \geq 0. \]

Applying Lemma 1, \( \omega^2(x, t) \geq 0, (x, t) \in \bar{\Omega} \), which gives the required stability estimate. \( \square \)

**Lemma 3**  For \((x, t) \in \bar{\Omega}, \) the derivatives of the solution of Eq. (1) can be estimated as
\[ \left| \frac{\partial^m u}{\partial t^m} \right| \leq C(\|u\|_{\Omega^2} + \|f\| + \|f_t\| + \|f_t^2\|), \quad m = 0, 1, 2, \tag{4} \]
\[ \left| \frac{\partial^m u}{\partial x^m} \right| \leq C \varepsilon^{-m/2}(\|u\|_{\Omega^2} + \|f\| + \|f_t\|), \quad m = 0, 1, 2, \tag{5} \]

Using (11), we can get \( u(x, t) \leq C \varepsilon^{-\frac{1}{2}} \|u\|_{\Omega^2} \). Rearranging the terms in (1), we get \( u_{xx} = \varepsilon^{-1}(u_t + p(x)u(x, t) + q(x)u(x - 1, t) - f(x)) \). From this result and (9), it is possible to write the bound of \( u_{xx}(x, t) \) as
\[ \left| u_{xx}(x, t) \right| \leq C \varepsilon^{-1}(\|u\|_{\Omega^2} + \|f\| + \|f_t\|) \]

In a similar procedure, the estimation in (6) can be confirmed and for more detail, we refer [31]. \( \square \)

## 3 Discrete problem

In this section, we develop a discrete problem for the model problem (1) in two steps, first based on the time variable and then based on the spatial variable to obtain a fully discrete problem.

### 3.1 Temporal semi-discretization

Let \( M \) denotes the number of mesh on \([0, T]\). Then, define a uniform mesh \( \Omega^M_t \) as \( \Omega^M_t = \left\{ t_j = j\Delta t, j + 1 = 1(1)M, \Delta t = \frac{T}{M} \right\} \)
and let’s apply the \( \theta \)-method for which \( \theta \in [0, 1] \). For \( \theta \in [0, 1/2) \), we obtain explicit method and in this case the method is unstable. For \( \theta = 1/2 \), we obtain the Crank–Nicolson method and for \( \theta \in (1/2, 1] \), we obtain an implicit scheme. In general the \( \theta \)-method is numerically stable for \( \theta \in [1/2, 1] \)[32]. Applying the \( \theta \)-method finite difference approximation on \( \Omega_j^M \), (1) becomes

\[
(1 + \Delta t \theta L^M_{x,j}) U^{j+1}(x) = g(x, t_{j+1}),
\]

(12)

where

\[
(1 + \Delta t \theta L^M_{x,j}) U^{j+1}(x) = \begin{cases}
-\varepsilon \Delta t U^{j+1}_x(x) + [1 + \theta \Delta t p(x)]U^{j+1}(x), & x \in (0, 1], \\
-\varepsilon \Delta t \theta U^{j+1}_x(x) + [1 + \theta \Delta t p(x)]U^{j+1}(x) + \theta \Delta t \psi(x)U^{j+1}(x-1), & x \in (1, 2)
\end{cases}
\]

(13)

From these two cases we see that \( (1 + \Delta t \theta L^M_{x,j}) \psi^{j+1}(\hat{x}) \leq 0 \), for some \( \hat{x} \in \Gamma \), which contradicts the given condition. This implies that \( \psi^{j+1}(x) \geq 0 \), for all \( x \in \Gamma \).

Additionally, the maximum principle is satisfied by the operator \( 1 + \Delta t \theta L^M_{x,j} \) and as a result, we have

\[
\frac{1}{1 + 2\theta \Delta t} \leq \frac{1}{1 + 2\theta \Delta t}.
\]

**Lemma 5** Let the solution to the semi-discrete problem (12) be \( U^{j+1}(x), j + 1 = 1(1)M \). Then, it can be estimated as

\[
|U^{j+1}(x)| \leq \frac{\Delta t}{1 + 2\theta \Delta t} \|g\| + \max\{|U^{j+1}(0)|, |U^{j+1}(2)|\}.
\]

(14)

**Proof** To verify this estimate, define

\[
\psi^{j+1}_x(x) = \frac{\Delta t}{1 + 2\theta \Delta t} \|g\| + \max\{|U^{j+1}(0)|, |U^{j+1}(2)|\} \leq U^{j+1}(x).
\]

At \( x = 0 \), we have \( \psi^{j+1}_x(0) \geq \frac{\Delta t}{1 + 2\theta \Delta t} \|g\| \geq 0 \).

At \( x = 2 \), we have \( \psi^{j+1}_x(2) \geq \frac{\Delta t}{1 + 2\theta \Delta t} \|g\| \geq 0 \).

For \( x \in (0, 1] \), from (12), we have

\[
(1 + \Delta t \theta L^M_{x,j}) \psi^{j+1}_x(x) = -\varepsilon \Delta t \theta \psi^{j+1}_x(x) + [1 + \theta \Delta t p(x)]\psi^{j+1}_x(x) \geq [1 + \theta \Delta t p(x)]\max\{|U^{j+1}(0)|, |U^{j+1}(2)|\} \geq 0.
\]

**Case 1:** For \( \hat{x} \in (0, 1) \), we have

\[
(1 + \Delta t \theta L^M_{x,j}) \psi^{j+1}(\hat{x}) = \psi^{j+1}(\hat{x}) - \varepsilon \Delta t \theta \psi^{j+1}_x(\hat{x}) + \Delta t \theta p(\hat{x})\psi^{j+1}(\hat{x}) \leq 0.
\]

**Case 2:** For \( \hat{x} \in (1, 2) \), we have

\[
(1 + \Delta t \theta L^M_{x,j}) \psi^{j+1}(\hat{x}) \leq \psi^{j+1}(\hat{x}) + \Delta t \theta [-\varepsilon \psi^{j+1}_x(\hat{x}) + \Delta t \theta p(\hat{x})\psi^{j+1}(\hat{x}) + q(\hat{x})\psi^{j+1}(\hat{x})] \leq 0.
\]
For $x \in (1, 2)$, from (12), we have
\[
(1 + \Delta t \theta L_{\epsilon_x}) \psi^{j+1}_\pm(x) = -\varepsilon \Delta t \theta (\psi^{j+1}_{xx} \pm (x) + [1 + \theta \Delta t p(x)] \psi^{j+1}_\pm(x) \\
+ \theta \Delta t q(x)(\psi^{j+1}_{xx} \pm (x - 1)) \\
\geq [1 + \theta \Delta t (p(x) + q(x))] \max \{|U^{j+1}(0)|, |U^{j+1}(2)| \} \geq 0.
\]

Thus, applying Lemma 4, we can obtain the required estimate.

Lemma 6 Let \( \frac{\partial^m u(x, t)}{\partial t^m} \leq C \) for \((x, t) \in \bar{\Omega} \) and \( m = 0, 1, 2 \).
Then, the local error is estimated as
\[
\|e^{j+1}\| \leq \begin{cases} 
C(\Delta t)^2, & \text{if } \frac{1}{2} < \theta \leq 1, \\
C(\Delta t)^3, & \text{if } \theta = \frac{1}{2}.
\end{cases}
\]

Proof The local truncation error can be determined by selecting an appropriate base point, where the Taylor series is expanded. The convenient base point for a fully implicit method is the point \((x_j, t_{j+1})\). However, the center point, \((x_{j}, t_{j+1})\) is a convenient base point for any value of \( \theta \in \left[\frac{1}{2}, 1\right] \) and using this base point, the Taylor series expansion yields
\[
\left(1 + \Delta t \theta L_{\epsilon_x}^{1/2}\right) e^{j+1}(x) = g(x, t_{j+1}) + \left(1 - \theta\right)O((\Delta t)^2) + O((\Delta t)^3).
\]

Taking the difference between (12) and (15), we obtain the local error satisfying
\[
\left(1 + \Delta t \theta L_{\epsilon_x}^{1/2}\right) e^{j+1} = \left(1 - \theta\right)O((\Delta t)^2) + O((\Delta t)^3),
\]
\[
e^{j+1}(0) = 0, e^{j+1}(2) = 0.
\]

\[\varepsilon \Delta t \theta V^{j+1}_{xx}(x) + [1 + \theta \Delta t p(x)] V^{j+1}(x) = \varepsilon \Delta t (1 - \theta) V^{j+1}_{xx}(x) + [1 - (1 - \theta) \Delta t p(x)] V^{j+1}(x) + \theta \Delta t f^{j+1}(x)
\]
\[= (1 - \theta) \Delta t V^{j+1}_{xx}(x - 1) - (1 - \theta) \Delta t q(x) V^{j+1}(x - 1) - f^{j+1}(x), \ x \in (0, 1),
\]
\[V^{j+1}(0) = V^{j+1}(0),
\]
\[V^{j+1}(1) = [1 + \theta \Delta t p(1)]^{-1} [(1 - (1 - \theta) \Delta t p(1)] V^{j+1}(1) + \theta \Delta t f^{j+1}(1)
\]
\[= (1 - \theta) \Delta t q(1) V^{j+1}(0) - (1 - \theta) \Delta t [q(1) v^{j+1}(0) - f^{j+1}(1)],
\]

Lemma 7 Assuming that Lemma 6 holds true, the global truncation errors \( E^{j+1} \) can be estimated as
\[
\|E^{j+1}\| \leq \begin{cases} 
C(\Delta t), & \text{if } \frac{1}{2} < \theta \leq 1, \\
C(\Delta t)^2, & \text{if } \theta = \frac{1}{2}.
\end{cases}
\]

Proof By the local error estimate up to the \( (j + 1) \)th time level for \( \theta = \frac{1}{2} \), we have
\[
\|E^{j+1}\| = \sum_{k=1}^{j+1} \|e^k\|, \ (j + 1) \Delta T \leq T
\]
\[\leq \|e^1\| + \|e^2\| + \ldots + \|e^{j+1}\| \leq C_1 (j \Delta t) (\Delta t)^2 \leq C(\Delta t)^2.
\]

By a similar procedures for \( \frac{1}{2} < \theta \leq 1 \), we have
\[
\|E^{j+1}\| = \sum_{k=1}^{j} \|e^k\|, \ j(\Delta t) \leq T
\]
\[\leq \|e^1\| + \|e^2\| + \ldots + \|e^j\| \leq C_1(j \Delta t) \Delta t \leq C(\Delta t).
\]

Remark 1 To obtain an improved error estimate, we decompose \( U^{j+1}(x) \) as \( U^{j+1}(x) = V^{j+1}(x) + W^{j+1}(x) \), where \( V^{j+1}(x) \) is the smooth component satisfying the problem.
and $W^{i+1}(x)$ is the singular component satisfying the problem
\[-\varepsilon \Delta t \theta W^{i+1}(x) + [1 + \theta \Delta t p(x)] W^{i+1}(x) = 0, x \in (0, 1)\]
\[-\varepsilon \Delta t \theta W^{i+1}(x) + [1 + \theta \Delta t p(x)] W^{i+1}(x) + \theta \Delta t q(x) W^{i+1}(x - 1), x \in (1, 2),\]
$W^{i+1}(0) = U^{i+1}(0) - V^{i+1}(0), W^{i+1}(2) = U^{i+1}(2) - V^{i+1}(2)$.

Lemma 8 The derivatives of $U^{i+1}(x)$, $j + 1 = 1(1)M$ and its components can be estimated as
\[
\begin{align*}
\frac{d^m U^{i+1}(x)}{dx^m} & \leq \left\{ \begin{array}{ll}
C(1 + e^{-\frac{\pi}{2} a_1(x, \beta)}), & 0 \leq x \leq 1, \\
C(1 + e^{-\frac{\pi}{2} a_2(x, \beta)}), & 1 \leq x \leq 2,
\end{array} \right. \\
\frac{d^m V^{i+1}(x)}{dx^m} & \leq \left\{ \begin{array}{ll}
C(1 + e^{-\frac{\pi}{2} a_1(x, \beta)}), & 0 \leq x \leq 1, \\
C(1 + e^{-\frac{\pi}{2} a_2(x, \beta)}), & 1 \leq x \leq 2,
\end{array} \right. \\
\frac{d^m W^{i+1}(x)}{dx^m} & \leq \left\{ \begin{array}{ll}
C e^{\frac{\pi}{2} a_1(x, \beta)}, & 0 \leq x \leq 1,
C e^{\frac{\pi}{2} a_2(x, \beta)}, & 1 \leq x \leq 2,
\end{array} \right.
\end{align*}
\]
where $a_1(x, \beta) = e^{-\sqrt{\frac{\pi}{2} x}} + e^{-\sqrt{\frac{\pi}{2} (1-x)}}$, $a_2(x, \beta) = e^{-\sqrt{\frac{\pi}{2} (x-1)}} + e^{-\sqrt{\frac{\pi}{2} (2-x)}}$.

Proof For the proof, we refer [27, 33].

3.2 Spatial discretization

Here, we start by splitting the spatial domain $[0, 2]$ into two sub-intervals $[0, 1]$ and $(1, 2)$. For $N$ mesh numbers, consider $\Omega_N$ as a piece-wise uniform spatial mesh. Then, each sub-intervals can be further divided as $[0, 1] = [0, \sigma] \cup (\sigma, 1) \cup (1 - \sigma, 1)$ and $(1, 2) = (1, 1 + \sigma) \cup (1 + \sigma, 2 - \sigma) \cup (2 - \sigma, 2)$. Where $\sigma$ is a transition parameter, which separates the non-uniform into uniform meshes and given as $\sigma = \min \left\{ \frac{1}{2}, \frac{1}{\sqrt{\frac{\pi}{2} N}} \right\}$. We consider $\frac{N}{2}$ mesh numbers on each of the fine mesh regions $[0, \sigma], (1 - \sigma, 1), (1, 1 + \sigma)$ and $(2 - \sigma, 2)$, and $\frac{N}{2}$ mesh numbers on each of the coarse mesh regions $(\sigma, 1 - \sigma)$ and $(1 + \sigma, 2 - \sigma)$. The nodal mesh points are $x_i = x_{i-1} + h_i$, $i = 1, 2, ..., N$, where the mesh interval $h_i$'s are given by
\[
h_i = \begin{cases}
\frac{8}{N} \left( \frac{1}{1 - 2\sigma} \right), & i = 1, 2, ..., N/8, 3N/8 + 1, ..., N/2, N/2 + 1, ..., 5N/8, 7N/8 + 1, ..., N, \\
\frac{8N}{N} & i = N/8 + 1, ..., 3N/8, 5N/8 + 1, ..., 7N/8.
\end{cases}
\]

Now, let's define the standard finite difference operators as

$$D^+ U^{i+1}(x_i) = \frac{U^{i+1}(x_{i+1}) - U^{i+1}(x_i)}{h_{i+1}}, \quad D^- U^{i+1}(x_i) = \frac{U^{i+1}(x_i) - U^{i+1}(x_{i-1})}{h_i},$$
$$D^+ D^- U^{i+1}(x_i) = \frac{2}{h_i h_{i+1}} \left[ D^+ U^{i+1}(x_i) - D^- U^{i+1}(x_i) \right].$$

Substituting the differential operator in Eq. (12) by the standard finite difference operators, we obtain a fully-discretized problem as

$$L^{N,M}_x U^{i+1}_j = g(x_i, t_{j+1}), i = 1, 2, ..., N - 1, j = 1, 2, ..., M,$$

where

$$L^{N,M}_x U^{i+1}_j = \begin{cases}
-\varepsilon \Delta t \theta D^+ D^- U^{i+1}_j + (1 + \Delta t \theta \beta) U^{i+1}_j, & i = 1, 2, ..., N/2, \\
-\varepsilon \Delta t \theta D^+ D^- U^{i+1}_j + (1 + \Delta t \theta \beta) U^{i+1}_j + \Delta t \theta q_i U^{i+1}_j_{N/2+1}, & i = N/2 + 1, N/2 + 2, ..., N - 1.
\end{cases}$$

and

$$g(x_i, t_{j+1}) = \begin{cases}
\Delta t (1 - \theta) [e^{\Delta t \theta \beta} U^{i+1}_j - p_j U^{i+1}_j - q_j(x_i - 1) + f(x_i)], & i = 1(1)N/2, \\
\Delta t (1 - \theta) [e^{\Delta t \theta \beta} U^{i+1}_j - p_j U^{i+1}_j - q_j U^{i+1}_{j+1} - f(x_i)] + \Delta t \theta f^{i+1}(x_i), & i = N/2 + 1(1)N - 1.
\end{cases}$$

From Eq. (17), we obtain a system of equations of the form

$$r^{-}_j U^{i+1}_{j-1} + r^0_j U^{i+1}_j + r^+_j U^{i+1}_{j+1} = G^x_j, \quad i = 1(1)N/2,$$

where

$$r^{-}_j = \frac{-2\varepsilon \theta}{h_j (h_j + h_{j+1})}, \quad r^0_j = \frac{2\varepsilon \theta}{h_{j-1} (h_j + h_{j+1})} + \frac{2\varepsilon \theta}{h_j (h_j + h_{j+1})},$$
$$r^+_j = \frac{-2\varepsilon \theta}{h_{j+1} (h_j + h_{j+1})}, \quad G^x_j = (1 - \theta) [e^{\Delta t \theta \beta} U^{i+1}_j - p_j U^{i+1}_j - q_j(x_i - 1) + f(x_i)] + (1/\Delta t) U^{i+1}_j.$$
**Proof** Assume that \( \varphi_{i}^{j+1} = \min_{i=0,1,\ldots,N} \varphi_{i}^{j+1} < 0 \) for some \( i \in \{0,1,\ldots,N\} \).

**Case 1** For \( i = 1(1)N/2 \), we have

\[
L_{\sigma}^{N} \varphi_{i}^{j+1} = -\varepsilon \Delta t D^{+} D^{-} \varphi_{i}^{j+1}(x_{i}) + (1/\Delta t + \theta p(x_{i})) \varphi_{i}^{j+1}(x_{i}) < 0.
\]

**Case 2** For \( i = N/2 + 1(1)N - 1 \), we have

\[
L_{\sigma}^{N} \varphi_{i}^{j+1} = -\varepsilon \Delta t D^{+} D^{-} \varphi_{i}^{j+1}(x_{i}) + (1/\Delta t + \theta p(x_{i})) \varphi_{i}^{j+1}(x_{i}) + \theta q(x_{i}) \varphi_{i}^{j+1}(x_{i}) < 0.
\]

From the two cases, we obtained a contradiction to the given hypothesis, which implies that \( \varphi_{i}^{j+1} \geq 0 \) for all \( i = 0(1)N, j + 1 = 1(1)M \). \( \square \)

**Lemma 10** (Stability of the discrete problem) Let \( U_{i}^{j+1} \), \( i = 0(1)N, j + 1 = 1(1)M \) be a solution of the fully discrete problem (17). Then, it is estimated as

\[
|U_{i}^{j+1}| \leq \frac{\Delta t \|g\|}{1 + 2\theta \Delta t} + \max \left\{ |U_{0}^{j+1}|, |U_{N}^{j+1}| \right\}.
\]

**Proof** To confirm this estimate, define two barrier functions as

\[
(\sigma_{i}^{j+1})^{\pm} = \frac{\Delta t \|g\|}{1 + 2\theta \Delta t} + \max \left\{ |U_{0}^{j+1}|, |U_{N}^{j+1}| \right\} \pm U_{i}^{j+1}.
\]

The estimate holds true for \( i \in \{0,N\} \), and for other values of \( i \), we examine the two cases below.

**Case 1** For \( i = 1(1)N/2 \), we get

\[
L^{N}_{1} (\sigma_{i}^{j+1})^{\pm} = -\varepsilon \Delta t D^{+} D^{-} (\sigma_{i}^{j+1})^{\pm} + (1/\Delta t + \theta p_{i}) (\sigma_{i}^{j+1})^{\pm} \\
\geq (1/\Delta t + \theta p_{i}) \left( \frac{\Delta t \|g\|}{1 + 2\theta \Delta t} + \max \left\{ |U_{0}^{j+1}|, |U_{N}^{j+1}| \right\} \right) \pm g(x_{i}, t_{j+1}) \\
\geq (1/\Delta t + \theta p_{i}) \max \left\{ |U_{0}^{j+1}|, |U_{N}^{j+1}| \right\} \geq 0.
\]

**Case 2** For \( i = N/2 + 1(1)N - 1 \), we get

\[
L^{N}_{2} (\sigma_{i}^{j+1})^{\pm} = -\varepsilon \Delta t D^{+} D^{-} (\sigma_{i}^{j+1})^{\pm} + (1/\Delta t + \theta p_{i}) (\sigma_{i}^{j+1})^{\pm} + \theta q_{i} (\sigma_{i}^{j+1})^{\pm} \\
\geq (1/\Delta t + \theta p_{i} + \theta q_{i}) \left( \frac{\Delta t \|g\|}{1 + 2\theta \Delta t} + \max \left\{ |U_{0}^{j+1}|, |U_{N}^{j+1}| \right\} \right) \pm g(x_{i}, t_{j+1}) \\
\geq (1/\Delta t + \theta p_{i} + \theta q_{i}) \max \left\{ |U_{0}^{j+1}|, |U_{N}^{j+1}| \right\} \geq 0.
\]

So, applying Lemma 9, the required stability estimate can be obtained. \( \square \)

**Remark 2** To obtain an improved error estimate for the discrete scheme, the solution \( U_{i}^{j+1} \) can be decomposed into its regular component \( V_{i}^{j+1} \) and singular component \( W_{i}^{j+1} \) as \( U_{i}^{j+1} = V_{i}^{j+1} + W_{i}^{j+1} \). The regular component satisfies the problem

\[
L^{NM}_{\sigma} V_{i}^{j+1} = g^{j+1}(x_{i}), \ i = 1(1)N - 1, \ j + 1 = 1(1)M,
\]

where

\[
L^{NM}_{\sigma} = \begin{cases} 
-\varepsilon \Delta t D^{+} D^{-} V_{i}^{j+1} + (1/\Delta t + \theta p_{i}) V_{i}^{j+1}, & i = 1(1)N/2, \\
-\varepsilon \Delta t D^{+} D^{-} V_{i}^{j+1} + (1/\Delta t + \theta p_{i}) V_{i}^{j+1} + \theta q_{i} V_{i}^{j+1}, & i = N/2 + 1(1)N - 1, \\
V_{i}^{j+1}(0), & i = 1(1)N/2, \\
V_{i}^{j+1}(1), & i = N/2 + 1(1)N - 1.
\end{cases}
\]

And the singular component, \( W_{i}^{j+1} \) satisfies the problem

\[
L^{NM}_{\sigma} W_{i}^{j+1} = \begin{cases} 
-\varepsilon \Delta t D^{+} D^{-} W_{i}^{j+1} + (1/\Delta t + \theta p_{i}) W_{i}^{j+1}, & i = 1(1)N/2, \\
-\varepsilon \Delta t D^{+} D^{-} W_{i}^{j+1} + (1/\Delta t + \theta p_{i}) W_{i}^{j+1} + \theta q_{i} W_{i}^{j+1}, & i = N/2 + 1(1)N - 1, \\
W_{i}^{j+1}(0), & i = 1(1)N/2, \\
W_{i}^{j+1}(1), & i = N/2 + 1(1)N - 1.
\end{cases}
\]

**Theorem 1** Suppose that \( U_{i}^{j+1}(x_{i}) \) is the solution of (12) and \( U_{i}^{j+1} \) is the solution of (17). Then, the local truncation error at the \( (j + 1) \)th time level is given by

\[
|U_{i}^{j+1}(x_{i}) - U_{i}^{j+1}| \leq C(N^{-1} \ln N)^{2}.
\]
separately. Using the classical argument for $i = 1(1) \frac{N}{2} - 1$, the local error of the regular component is

$$L_{e}^{NM}(V_{i}^{j+1} - V_{i}^{j+1}(x_{i})) = -\varepsilon \theta \left( D^{+}D^{-} - \frac{d^{2}}{dx^{2}} \right) V_{i}^{j+1}(x_{i}).$$

Using the results in chapters 4 and 6 of [34], we obtain

$$|L_{e}^{NM}(V_{i}^{j+1} - V_{i}^{j+1}(x_{i}))| \leq \left\{ \begin{array}{ll}
C\varepsilon \theta(x_{i+1} - x_{i-1})|V_{i+1}^{j+1}(x_{i})|_{3}, & x_{i} \in (\sigma, 1 - \sigma), \\
C\varepsilon \theta(x_{i} - x_{i-1})^{2}|V_{i+1}^{j+1}(x_{i})|_{4}, & \text{otherwise}. 
\end{array} \right.$$  \hspace{1cm} (18)

And for $m = 0(1)4$, the regular component satisfies

$$|V^{m}(x_{i}, t_{j+1})| \leq C \left( 1 + \varepsilon^{-\frac{(m-2)}{2}} \right), \quad x_{i} \in [0, 1],$$  \hspace{1cm} (19)

which implies that

$$|V^{m}(x_{i}, t_{j+1})| \leq C \left( 1 + \varepsilon^{-\frac{1}{2}} \right), \quad |V^{4}(x_{i}, t_{j+1})| \leq C \left( 1 + \varepsilon^{-1} \right).$$

Now, introduce

$$\varphi(x) = CN^{-2} + CN^{-2} \frac{\sigma}{\sqrt{\varepsilon}} \begin{cases} 
\frac{x}{\sigma}, & 0 \leq x \leq \sigma, \\
1, & 1 - \varepsilon \leq x \leq 1 - \sigma, \\
(1 - x)/\sigma, & 1 - \sigma \leq x \leq 1, 
\end{cases}$$

which provide $\varphi(x) = CN^{-2} + CN^{-2} \frac{\sigma}{\sqrt{\varepsilon}} (1)$, for $x_{i} \in (\sigma, 1 - \sigma)$. Since $\sigma = 2\sqrt{\varepsilon} \ln N$, we can obtain

**Table 1** $E_{NM}, E_{NM}^{NM}$ and $R_{NM}$ of Example 1 for $\beta = 1$ and $\theta = 0.5$

| $\varepsilon$ | $N = 36$ | $N = 72$ | $N = 144$ | $N = 288$ | $N = 576$ |
|------------|-----------|-----------|-----------|-----------|-----------|
| $M = 36$   | $M = 72$  | $M = 144$ | $M = 288$ | $M = 576$ |
| $2^{-0}$   | 3.4088e-03 | 1.6766e-03 | 8.4491e-04 | 4.2326e-04 | 2.1177e-04 |
| $2^{-0}$   | 3.2042e-03 | 1.6160e-03 | 8.1425e-04 | 4.1563e-04 | 2.1031e-04 |
| $2^{-0}$   | 1.4063e-03 | 1.1065e-03 | 7.5135e-04 | 4.0055e-04 | 2.0233e-04 |
| $2^{-0}$   | 2.3392e-03 | 7.9088e-04 | 2.0311e-04 | 2.6921e-04 | 1.8661e-04 |
| $2^{-0}$   | 9.5374e-03 | 6.7288e-03 | 2.9339e-03 | 7.9334e-03 | 2.0359e-03 |
| $2^{-2}$   | 9.5374e-03 | 7.2339e-03 | 3.6544e-03 | 1.5725e-03 | 5.0898e-04 |
| $2^{-2}$   | 9.5374e-03 | 7.2339e-03 | 3.6544e-03 | 1.5725e-03 | 5.0898e-04 |
| $E_{NM}$   | 9.5374e-03 | 7.2339e-03 | 3.6544e-03 | 1.5725e-03 | 5.0898e-04 |
| $R_{NM}$   | 0.3988    | 0.9851    | 1.2166    | 1.6274     |

**Table 2** $E_{NM}, E_{NM}^{NM}$ and $R_{NM}$ for Example 2, taking $\beta = 1.5$ and $\theta = 0.5$

| $\varepsilon$ | $N = 64$ | $N = 128$ | $N = 256$ | $N = 512$ | $N = 1024$ |
|------------|-----------|-----------|-----------|-----------|-----------|
| $M = 32$   | $M = 64$  | $M = 128$ | $M = 256$ | $M = 512$ | $M = 1024$ |
| $2^{-0}$   | 2.9406e-02 | 6.9304e-03 | 2.0463e-03 | 9.6927e-04 | 4.7875e-04 |
| $2^{-0}$   | 8.6368e-03 | 3.8818e-03 | 1.9143e-03 | 9.5221e-04 | 4.7773e-04 |
| $2^{-0}$   | 6.8183e-03 | 3.6671e-03 | 1.8082e-03 | 9.4268e-04 | 4.7524e-04 |
| $2^{-0}$   | 4.8601e-03 | 2.3395e-03 | 1.6507e-03 | 9.0401e-04 | 4.4682e-04 |
| $2^{-0}$   | 6.6227e-03 | 2.1333e-03 | 5.7181e-04 | 5.5287e-04 | 4.0721e-04 |
| $2^{-0}$   | 1.1336e-02 | 6.2471e-03 | 2.1336e-03 | 5.7187e-04 | 1.4558e-04 |
| $2^{-0}$   | 1.1336e-02 | 6.2470e-03 | 2.1446e-03 | 8.5861e-04 | 2.7178e-04 |
| $2^{-1}$   | 1.1336e-02 | 6.2469e-03 | 2.1446e-03 | 8.5860e-04 | 2.7178e-04 |
| $2^{-1}$   | 1.1336e-02 | 6.2468e-03 | 2.1446e-03 | 8.5854e-04 | 2.7178e-04 |
| $E_{NM}$   | 2.9406e-02 | 6.9304e-03 | 2.1446e-03 | 8.5854e-04 | 2.7178e-04 |
| $R_{NM}$   | 2.0851    | 1.4627    | 1.0618    | 1.3311     |
ψ(x₁) ≤ CN⁻² ln N. Consequently, we have

\[ L_ε^{N,M}(ψ(x₁)) \leq (ψ^{i+1} - ψ^{i+1}(x₁)) \geq 0 \quad \text{and} \quad L_ε^{N,M}(ψ(x₁)) \geq C N^{-1/2 - δ}, \quad x₁ ∈ (σ, 1 - σ), \quad C \text{, otherwise.} \]

Applying Lemma 9, we obtain

\[ |V_i^{i+1} - V_i^{i+1}(x₁)| \leq ψ(x₁) \leq CN^{-2} \ln N. \]

Following similar procedure for \( i = \frac{N}{2} + 1, \frac{N}{2} + 2, ..., N - 1, \) we can obtain

\[ |V_i^{i+1} - V_i^{i+1}(x₁)| \leq ψ(x₁) \leq CN^{-1} \text{ and combining these outcomes gives} \]

\[ |V_i^{i+1} - V_i^{i+1}(x₁)| \leq CN^{-2} \ln N. \quad (20) \]

For the singular component, the error is estimated considering the transition parameter \( σ = \frac{1}{4} \) and \( σ = 2 \sqrt{\frac{x}{N}} \ln N \) separately. That is, for the case \( σ = \frac{1}{4} \), we have a uniform mesh and \( 2 \sqrt{\frac{x}{N}} \ln N \geq \frac{1}{4} \), so that \( ε^{-1} \leq C \ln N \). By the classical argument we have

\[ |L_ε^{N,M}(W_i^{i+1} - W_i^{i+1}(x₁))| \leq C(σ - x₁)^2 |W(x₁)|_4. \]

Since \( |W_i^{i+1}(x₁)|_4 \leq C ε^{-2} \) and \( x₁ - x₁ - 1 \leq N^{-1}, \) we have

\[ |L_ε^{N,M}(W_i^{i+1} - W_i^{i+1}(x₁))| \leq C(N^{-1} \ln N)^2. \]

Consequently, by using the maximum principle, we have

\[ |(W_i^{i+1} - W_i^{i+1}(x₁))| \leq C(N^{-1} \ln N)^2, \quad \forall x₁ ∈ [0, σ]. \quad (21) \]

By a similar argument on \( (1 - σ, 1) \), we obtain the same estimate as in (21). For the case \( σ \leq \frac{1}{4} \), a piece-wise uniform mesh with \( \frac{4(1 - 2σ)}{N} \) mesh size in \([σ, 1 - σ]\) and \( \frac{8σ}{N} \) mesh size in each of \([0, σ]\) and \([1 - σ, 1]\). Thus, to estimate \( |W_i^{i+1} - W_i^{i+1}(x₁)|, \) different arguments can be considered depending on the mesh spacing. For \( x₁ \) in the sub-intervals \([0, σ]\) and \([1 - σ, 1]\) the classical argument gives

\[ |L_ε^{N,M}(W_i^{i+1} - W_i^{i+1}(x₁))| \leq Cε(σ - x₁)^2 |W_i^{i+1}(x₁)|_4. \]

Since \( x₁ - x₁ - 1 = \frac{8σ}{N} \) and \( |W_i^{i+1}(x₁)| \leq Cε^{-2}, \) we have

\[ |L_ε^{N,M}(W_i^{i+1} - W_i^{i+1}(x₁))| \leq Cε \left( \frac{8σ}{N} \right)^2 ε^{-2} \leq CN^{-2} σ^2 ε^{-1}. \]

But \( σ = 2 \sqrt{\frac{x}{N}} \ln N \) and hence,

\[ |L_ε^{N,M}(W_i^{i+1} - W_i^{i+1}(x₁))| \leq C(N^{-1} \ln N)^2. \]

By the maximum principle, we have

\[ |(W_i^{i+1} - W_i^{i+1}(x₁))| \leq C(N^{-1} \ln N)^2, \quad x₁ \in [0, σ] ∪ [1 - σ, 1]. \]

On the sub-interval \([σ, 1 - σ]\), the local truncation error of the singular component is

\[ |L_ε^{N,M}(W_i^{i+1} - W_i^{i+1}(x₁))| \leq εθ \left( D^1D^{-} - \frac{d^2}{dx^2} \right) |W_i^{i+1}(x₁)|. \]

However, \( D^1D^{-} |W_i^{i+1}(x₁)| \leq \max_{x₁ ∈ [x₁ - 1, x₁ + 1]} |W''(x₁, t_{j+1})| \), and as a result, we have

\[ |L_ε^{N,M}(W_i^{i+1} - W_i^{i+1}(x₁))| \leq 2εθ \max_{x₁} |W''(x₁, t_{j+1})| \leq 2εθ |W_i^{i+1}(x₁)|_2. \]
Fig. 1 Simulations for the numerical solution of Example 1, taking \( \theta=0.5, \beta=1 \) and \( N=72 \) and \( M=72 \) at four different time levels (line plots)

Using the estimate for \( W''(x_i, t_{j+1}) \), we have

\[
|c_t^{NM} (W_{j+1}^i - W_{j+1}^i(x_i))| \leq 2 e \theta |W_{j+1}^i(x_i)| \leq 2 e \theta C e^{-\alpha \sqrt{\theta} \Delta t}, \quad x_i < \sigma \leq C e^{-\sqrt{\theta} \alpha \Delta t}, \quad \sigma = 2 \sqrt{\frac{e}{\beta}} \ln N,
\]

which implies that \( |L_{c_t}^{NM} (W_{j+1}^i - W_{j+1}^i(x_i))| \leq CN^{-2} \leq C(N^{-1} \ln N)^2, \quad x_i \in (\sigma, 1 - \sigma) \). So, we have

\[
|W_{j+1}^i - W_{j+1}^i(x_i)| \leq C(N^{-1} \ln N)^2,
\]

Thus, from the results in (20) and (22), we have

\[
|U_{j+1}^i - U_{j+1}^i(x_i)| \leq C(N^{-1} \ln N)^2,
\]

which is the error estimate at the \((j + 1)\)th time level.

\( \square \)

**Theorem 2** Let \( u(x, t) \) be the solution of the continuous problem (1) and \( U_{j+1}^i \) be the solution of the discrete problem (17). Then, the uniform error estimate given as

\[
\max_{i=0:1,N} |u(x_i, t_{j+1}) - U_{j+1}^i| \leq \begin{cases} 
    C(\Delta t + (N^{-1} \ln N)^2), & \frac{1}{2} < \theta \leq 1, \\
    C((\Delta t)^2 + (N^{-1} \ln N)^2), & \theta = \frac{1}{2}
\end{cases}
\]

**Proof** From Lemma 7 and Theorem 1, we have

\[
|u(x_i, t_{j+1}) - U_{j+1}^i| \leq |u(x_i, t_{j+1}) - U_{j+1}^i(x_i)| + |U_{j+1}^i(x_i) - U_{j+1}^i|
\]

\[
\leq \begin{cases} 
    C(\Delta t + (N^{-1} \ln N)^2), & \frac{1}{2} < \theta \leq 1 \\
    C((\Delta t)^2 + (N^{-1} \ln N)^2), & \theta = \frac{1}{2}
\end{cases}
\]

by which we achieved the uniform error estimate for \( i = 0(1)N, j + 1 = 1(1)M \).

\( \square \)

### 4 Numerical experiments and discussions

In this section, to demonstrate the validity and applicability of the obtained numerical scheme, we carry out numerical experiments for the problem under consideration. If the exact solution of a problem is known, we compute the maximum absolute error as the difference between the exact solution and the numerical solution obtained using the developed method. However, if the exact solution is
not known, the maximum absolute error is computed using the double mesh principle [35] as
\[ E_{\varepsilon}^{N,M} = \max_{0 \leq i \leq N, 0 \leq j \leq M} |U^{N,M}(x_i, t_j) - U^{2N,2M}(x_i, t_j)|, \]
where \( U^{2N,2M}(x_i, t_j) \) is a numerical solution obtained by doubling both the spatial and temporal mesh numbers, fixing the transition parameter. And the parameter-uniform absolute error is obtained by
\[ EN, M = \max_{0 \leq i \leq N} EN, M = \max_{0 \leq j \leq M} \frac{|E N, M|}{U_{N, M}(x_i, t_j)} \]
where \( E N, M \) is a numerical solution obtained by doubling both the spatial and temporal mesh numbers, fixing the transition parameter. We compute the nodal rate of convergence as
\[ R_{N,M} = \frac{\log |E N, M|}{\log 2} \]
and the uniform convergence rate is obtained by
\[ R_{N,M} = \frac{\log |E N, M|}{\log 2} \].

Example 1 Consider problem (1) with \( p(x) = 3, q(x) = -1, f(x) = 1, u_0(x) = 0, \gamma(x, t) = 0 \) and \( \zeta(t) = 0 \) [22].

Example 2 Consider problem (1) with \( p(x) = 5, q(x) = -2, f(x) = 2, u_0(x) = \sin(\pi x), \gamma(x, t) = 0 \) and \( \zeta(t) = 0 \) [21].

We have treated the two examples applying the numerical scheme developed in this paper using MATLAB R2019a software packages. Since the exact solutions are not known, the double mesh principle is applied and the obtained results are given in tabular and graphical forms. The maximum errors and rate of convergences are given in Table 1 for Example 1 and in Table 2 for Example 2. From these tables, we observe that for a given \( \varepsilon \), increasing both time and space mesh numbers, decreases the absolute point-wise error. And by fixing the mesh numbers and decreasing the perturbation parameter results in stabled point-wise error. This indicates the \( \varepsilon \)-uniform convergence of the proposed numerical schemes. Table 3 shows comparisons of the developed method with other results published in literature.

Figures 1 and 3 are plotted for Examples 1 and 2, respectively, at different time levels to show the changes in the boundary and interior layers with respect to the perturbation parameter. Also, to depict the physical behaviors of the solutions, surface plots are given in Figs. 2 and 4 for Examples 1 and 2, respectively. From these figures, we observe that as \( \varepsilon \) approaches to zero, the boundary and interior layers are resolved. To show the uniform convergence of the method, log-log plots are given in Fig. 5 for both examples.

5 Conclusion

In this research work, we considered a singularly perturbed differential equation with large delay in the spatial variable. Due to the influences of the perturbation parameter and the large delay, the solution of the problem changes rapidly in the layers, which is a challenging factor to solve the problem analytically. We treated the problem by
Fig. 3 Simulations for the numerical solution of Example 1, taking $\theta = 0.5$, $\beta = 1$, $N = 72$ and $M = 72$ for different perturbation parameters (surface plots)

a. $\varepsilon = 2^0$

b. $\varepsilon = 2^{-6}$

c. $\varepsilon = 2^{-14}$

Fig. 4 Simulations for the numerical solution of Example 2, taking $\theta = 0.5$, $\beta = 1.5$, $N = 64$ and $M = 32$ at different time levels and perturbation parameters (surface plots)

a. $\varepsilon = 2^0$

b. $\varepsilon = 2^{-6}$

c. $\varepsilon = 2^{-14}$
constructing a numerical scheme. The scheme is obtained by approximating the time derivative term using \( \theta \)-method on a uniform mesh and the spatial derivative term is approximated using the central difference operator on a nonuniform Shishkin mesh. We established the stability and convergence analysis and obtained that the method is uniformly convergent. The method is demonstrated by solving two model examples. From results of the examples, we observe that the developed numerical scheme is convergent regardless of the perturbation parameter.
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