Calderón preconditioning of PMCHWT boundary integral equations for scattering by multiple absorbing dielectric particles
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\textbf{Abstract}

We consider the simulation of electromagnetic scattering by single and multiple isotropic homogeneous dielectric particles using boundary integral equations. Galerkin discretizations of the classical Poggio-Miller-Chang-Harrington-Wu-Tsai (PMCHWT) boundary integral equation formulation provide accurate solutions for complex particle geometries, but are well-known to lead to ill-conditioned linear systems. In this paper we carry out an experimental investigation into the performance of Calderón preconditioning techniques for single and multiple absorbing obstacles, which involve a squaring of the PMCHWT operator to produce a well-conditioned second-kind formulation. For single-particle scattering configurations we find that Calderón preconditioning is actually often outperformed by simple “mass-matrix” preconditioning, i.e. working with the strong form of the discretized PMCHWT operator. In the case of scattering by multiple particles we find that a significant saving in computational cost can be obtained by performing block-diagonal Calderón preconditioning in which only the self-interaction blocks are preconditioned. Using the boundary element software library Bempp (www.bempp.com) the numerical performance of the different methods is compared for a range of wavenumbers, particle geometries and complex refractive indices relevant to the scattering of light by atmospheric ice crystals.
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1. Introduction

Calculating the radiative effects of cirrus clouds is a central problem in climate modelling [1,2]. Cirrus clouds appear at high altitudes (usually greater than 6 km [2]), and their effect on climate is significant, since at any given time they cover around 30% of the Earth’s surface at mid-latitudes, and 60–80% in the tropics, and are not confined to a particular latitude or season [3]. The ice crystals in cirrus clouds vary considerably in size and shape, and are generally highly non-spherical, taking forms such as hexagonal columns, hexagonal plates and bullet rosettes [2], and aggregates of these, and the accurate simulation of electromagnetic scattering by such ice crystals is therefore a challenging problem [1,2].

A number of different approaches are available for the simulation of electromagnetic dielectric scattering, each with their own advantages and disadvantages. For particles of small to moderate size (relative to the wavelength) there are “numerically exact” methods [4] such as the Discrete Dipole Approximation (DDA) [5,6], the Finite-Difference Time-Domain (FDTD) [7–9] and Pseudo-Spectral Time-Domain (PSTD) [10] methods, and the Extended Boundary Condition [11–13] and Invariant Imbedded [14,15] T-matrix methods. For particles of large size (relative to the wavelength) one can use “approximate” high-frequency methods such as Geometric Optics/ray tracing and the Kirchhoff approximation (see e.g. [16–27]). Scattering by multiple particles is also a well-studied problem. For a general overview of the classical multiparticle scattering literature we refer the reader to [28]. We also mention the T-matrix based methods in [29–31] and the fast solvers presented recently in [32,33].

The use of boundary integral equations and their discretization using boundary element methods (BEMs) is well-established in the electrical engineering community but has only recently started getting serious attention in the atmospheric physics community [34–36]. BEM is a “numerically exact” method which can provide highly accurate simulations of scattering by complex ice crystal shapes. It has no inherent restriction on the complexity of the scatterer, and is also well-suited to higher frequency problems, since it is based on a reformulation of the scattering problem as a boundary integral equation on the scatterer’s surface, which
reduces the dimensionality of the domain to be discretized from an unbounded 3D domain to a bounded 2D domain. Early applications of BEM to the simulation of light scattering by simple ice crystals include [37] and [38]. More comprehensive studies of complex crystal shapes (including hexagonal columns with conventional and stepped cavities, bullet rosettes and Chebyshev ice particles) have been given recently by Groth et al. [34] and Baran and Groth [35], using the open-source BEM software library Bempp [39], available at www.bempp.com. In [34,35] it was shown (by comparison with a T-matrix method) that, using a discretization with at least 10 boundary elements per wavelength, Bempp can compute far-field quantities with 1% relative error, with reciprocity also satisfied to a similar accuracy. The results in [34,35] were obtained using a standard desktop machine and were limited to size parameters up to 15, but Bempp supports parallelization and hence with HPC architectures much larger problems can be tackled. We end this brief literature review of BEM in atmospheric physics applications by mentioning recent work by Yu et al. [36], in which boundary integral equations were applied to scattering by multiple dielectric particles illuminated by unpolarized high-order Bessel vortex beams, and also by Groth et al. [40], where a “hybrid numerical-asymptotic” BEM was presented for 2D high frequency scalar dielectric scattering problems which achieves fixed accuracy with frequency-independent computational cost.

A number of different boundary integral equation formulations are available for dielectric scattering problems, the most popular of which (and the one used in [34]) is the PMCHWT formulation due to Poggio, Miller, Chang, Harrington, Wu and Tsai [41–44]. The PMCHWT formulation provides accurate solutions for complex scatterer geometries, but is well-known to suffer from ill-conditioning, requiring a large number of iterations when the associated linear system is solved using an iterative method such as the Generalized Minimal Residual Method (GMRES) [45]. One therefore requires a preconditioning strategy. In [34,35], algebraic preconditioning was applied, based on η-matrices. But this incurs a large memory overhead. An alternative operator-based approach, studied e.g. in [46–53], is “Calderón preconditioning”, which involves squaring the original boundary integral operator to regularize the problem at the continuous level, i.e. before discretization. This accelerates GMRES convergence, at the expense of an increased cost per GMRES iteration.

In this paper, we investigate the performance of Calderón preconditioning strategies in the context of light scattering by single and multiple complex ice crystals. We also investigate another operator-based preconditioning strategy, “mass-matrix preconditioning”, which uses the discrete strong form of the PMCHWT operator [54,55] and does not require a second application of the PMCHWT operator. For the case of scattering by multiple particles we consider three preconditioning strategies: mass matrix preconditioning; full Calderón preconditioning, involving a second application of the PMCHWT operator; and block-diagonal Calderón preconditioning, in which only the self-interaction blocks are preconditioned. The numerical performance of the three methods is compared for a range of wavenumbers, particle geometries and complex refractive indices. Our numerical simulations are carried out in Bempp, and the computational cost of each preconditioning strategy is measured by the total number of matrix-vector products (each corresponding to an application of one boundary integral operator) required to solve the discretized system to a specified tolerance.

Our main findings are that: (i) for scattering by a single particle, mass-matrix preconditioning is more effective than Calderón preconditioning; and (ii) for scattering by multiple particles, block-diagonal Calderón preconditioning outperforms both mass-matrix preconditioning and full Calderón preconditioning.

The paper is organized as follows. In Section 2, we outline the problem of scattering by multiple homogeneous, isotropic, dielectric particles. In Section 3, we review the key properties of the electromagnetic potential operators and boundary integral operators arising in the boundary integral equation formulation. In Section 4, we formulate the PMCHWT boundary integral equation in the setting of scattering by multiple particles. In Section 5, we describe our Galerkin discretization and the different preconditioning strategies we study. In Section 6, we compare the computational complexity of the different strategies. In Section 7, we present benchmarking results for simple particle shapes, investigating the performance of the preconditioners in various configurations of single and multiple particles, as a function of key parameters such as the number, size, separation and material properties of the constituent particles. In Section 8, we apply our solver to a range of scattering problems relevant to light scattering by atmospheric ice crystals. Example Python notebooks are available on www.bempp.com. Concluding remarks are given in Section 9.

2. The scattering problem

We consider electromagnetic scattering by a collection of M disjoint arbitrary 3D isotropic homogeneous dielectric scatterers occupying bounded domains Ωm ⊂ R^3, m = 1, ..., M, with boundaries Γm = ∂Ωm, in a homogeneous exterior medium Ωe = R^3 \ \bigcup_{m=1}^{M} \ \overline{Ωm}, as in Fig. 1. The electric and magnetic fields in the interior domains Ωm, m = 1, ..., M, and the exterior domain Ωe, will be denoted (E^e_m, H^e_m) and (E^e, H^e) respectively. They are assumed to satisfy the time-harmonic Maxwell equations

\[
\nabla \times \mathbf{E}^e_m = i \omega \mu_m \mathbf{H}^e_m, \quad \text{in } \Omega_m, \quad m = 1, \ldots, M,
\]

\[
\nabla \times \mathbf{H}^e_m = -i \omega \varepsilon_m \mathbf{E}^e_m, \quad \text{in } \Omega_m, \quad m = 1, \ldots, M,
\]

\[
\nabla \times \mathbf{E}^e = i \omega \mu_e \mathbf{H}^e, \quad \text{in } \Omega_e,
\]

\[
\nabla \times \mathbf{H}^e = -i \omega \varepsilon_e \mathbf{E}^e, \quad \text{in } \Omega_e,
\]

(1) together with the transmission boundary conditions

\[
\mathbf{E}^e_{\Gamma_m} \times \mathbf{n} = \mathbf{E}^i_m \times \mathbf{n}, \quad \mathbf{x} \in \Gamma_m, \quad m = 1, \ldots, M.
\]

(5)

Here we assume a time-dependence of the form e^{-i\omega t}, with angular frequency \omega > 0. The parameters \epsilon_m, \epsilon_e and \mu_m, \mu_e, represent respectively the electric permittivity and the magnetic permeability of the domains, and \mathbf{n} is the unit normal vector on \Gamma_m pointing into \Omega_e.

In the scattering problem, an incident field (E^{inc}_e, H^{inc}_e) (for instance, a plane wave) gives rise to internal fields (E^i_m, H^i_m) in Ω_m and a scattered field (E^s, H^s) in the exterior domain Ω_e. The latter is assumed to satisfy the Silver-Müller radiation condition, and the total exterior field is then the sum of incident and scattered fields

\[
\mathbf{E}^e = \mathbf{E}^{inc} + \mathbf{E}^s, \quad \text{in } \Omega_e,
\]

\[
\mathbf{H}^e = \mathbf{H}^{inc} + \mathbf{H}^s, \quad \text{in } \Omega_e.
\]

(7)

(8)

It is sufficient to solve for either the electric or magnetic fields and then recover the remaining fields by (1.2) and (3.4). In what follows, we will solve for the electric fields E^e_m, E^s, which satisfy

\[
\nabla \times (\nabla \times \mathbf{E}_m) - k_m^2 \mathbf{E}_m = 0, \quad \text{in } \Omega_m,
\]

(9)
\begin{align}
\nabla \times (\nabla \times E) - k_0^2 E &= 0, \quad \text{in } \Omega^s. \\
\end{align}

where $k_m = \omega \sqrt{\mu_m \varepsilon_m}$ and $k_e = \omega \sqrt{\mu_e \varepsilon_e}$ are the wavenumbers in the respective domains.

3. Boundary integral operators

The basic idea behind the BEM is that the fields $(\mathbf{E}_m, \mathbf{E}^s)$ can be represented as potentials whose densities are the (unknown) boundary traces $(\gamma^+_D, \mathbf{E}^+_D, \gamma^-_N, \mathbf{E}^-_N, \gamma^+_D, \mathbf{E}^+_D, \gamma^-_N, \mathbf{E}^-_N)$ (see Eqs (22,23) below). The transmission conditions imply that these traces satisfy certain boundary integral equations, which can be solved numerically using a BEM. In this section, we briefly recall the basic definitions of the potentials and boundary integral operators that underpin the BEM. For further details, including a discussion of the function space setting, the reader is directed to [56].

Given a wavenumber $k$ and a bounded Lipschitz open set $\Omega$ with boundary $\Gamma = \partial \Omega$ and outward unit normal vector $\mathbf{n}$, we define the electric and magnetic potential operators, applied to a boundary vector field $\mathbf{v}$, by

\begin{align}
\mathcal{E}(\mathbf{x}) &:= i k \int_\Gamma \mathbf{v}(y) G(\mathbf{x}, y) d\Gamma(y) \\
\mathcal{H}(\mathbf{x}) &:= \nabla \times \int_\Gamma \mathbf{v}(y) \mathbf{G}(\mathbf{x}, y) d\Gamma(y),
\end{align}

where $G(\mathbf{x}, y) = \frac{\exp(i k |\mathbf{x} - \mathbf{y}|)}{4 \pi |\mathbf{x} - \mathbf{y}|}$. On $\Gamma$ we define the interior $(-)$ and exterior $(+)$ Dirichlet (tangential) and Neumann traces $\gamma_D^\pm$, $\gamma_N^\pm$ (for details see e.g. [56]), which for smooth vector fields $\mathbf{u}^\pm$ defined in $\mathbb{R}^3 \setminus \Omega$, and $\mathbf{u}^-$ defined in $\Omega$, satisfy

\begin{align}
\gamma_D^{\pm} \mathbf{u}^\pm(\mathbf{x}) &= \mathbf{u}^\pm(\mathbf{x}) \times \mathbf{n}(\mathbf{x}), \quad \mathbf{x} \in \Gamma, \\
\gamma_N^{\pm} \mathbf{u}^\pm(\mathbf{x}) &= \frac{1}{i k D^\pm} (\nabla \times \mathbf{u}^\pm(\mathbf{x})), \quad \mathbf{x} \in \Gamma,
\end{align}

along with their jumps and averages

\begin{align}
|\gamma| := \gamma^+ - \gamma^-, \quad \{\gamma\} := \frac{1}{2} (\gamma^+ + \gamma^-).
\end{align}

For the potentials one has the trace and jump relations

\begin{align}
\gamma_D^+ \mathcal{E} &= \gamma_D^- \mathcal{H}, \quad \gamma_N^+ \mathcal{H} = -\gamma_D^- \mathcal{E},
\end{align}

\begin{align}
|\gamma_D^\pm\mathcal{E}| = |\gamma_N^\pm\mathcal{H}| = 0, \quad |\gamma_D^\pm\mathcal{H}| = |\gamma_N^\pm\mathcal{E}| = -I,
\end{align}

where $I$ is the identity operator. We then define electric and magnetic boundary integral operators on $\Gamma$ by

\begin{align}
\mathcal{S} := |\gamma_D^\pm| \mathcal{E} = -|\gamma_N^\pm| \mathcal{H},
\mathcal{C} := |\gamma_D^\pm| \mathcal{H} = |\gamma_N^\pm| \mathcal{E},
\end{align}

which by the jump relations also satisfy

\begin{align}
\mathcal{S} = \gamma_N^+ \mathcal{E} = -\gamma_D^- \mathcal{H},
\mathcal{C} = \gamma_N^\pm \mathcal{E} \pm \frac{1}{2} I = \gamma_D^- \mathcal{H} \pm \frac{1}{2} I.
\end{align}

By the Stratton-Chu formulae [57], the interior and exterior fields $\mathbf{E}_m$, $m = 1, \ldots, M$, and $\mathbf{E}^s$ in our multi-particle scattering problem can be represented as

\begin{align}
\mathcal{H}_m(\gamma_D^\pm, \mathbf{E}_m) + \mathcal{E}_m(\gamma_N^\pm, \mathbf{E}_m) &= \begin{cases} \mathbf{E}_m(\mathbf{x}), & \mathbf{x} \in \Omega_m, \\ 0, & \mathbf{x} \notin \Omega_m, \end{cases}
\end{align}

\begin{align}
-\sum_m \mathcal{H}_m(\gamma_D^\pm, \mathbf{E}_m) - \sum_m \mathcal{E}_m(\gamma_N^\pm, \mathbf{E}_m) &= \begin{cases} \mathbf{E}^s(\mathbf{x}), & \mathbf{x} \in \Omega_m, \\ 0, & \mathbf{x} \notin \Omega_m, \end{cases}
\end{align}

where $(\gamma^\pm_D, \gamma^\pm_N, \mathbf{E}_m)$ are $(\varepsilon_S, \gamma_D^\pm, \gamma_N^\pm)$ for $\Gamma = \Gamma_m$ and $k = k_m$, and $(\gamma^\pm_S, \gamma^\pm_E, \gamma^\pm_N, \mathbf{E}_m)$ are $(\varepsilon_S, \gamma_D^\pm, \gamma_N^\pm, \mathbf{E}^s)$ for $\Gamma = \Gamma_m$ and $k = k_m$, for $m = 1, \ldots, M$.

Taking appropriate interior and exterior Dirichlet and Neumann traces of (22,23), and recalling (20,21), reveals that the boundary traces $(\gamma_D^\pm, \mathbf{E}_m, \gamma_N^\pm, \mathbf{E}_m)$ satisfy

\begin{align}
\left(\frac{1}{2} \mathcal{I}_m - \mathcal{A}_m^i\right) \mathbf{u}_m &= 0,
\end{align}

\begin{align}
\left(\frac{1}{2} \mathcal{I}_m + \mathcal{A}_m^c\right) \mathbf{u}_m + \sum_{i \neq m} \mathcal{A}_m \mathbf{u}_i &= 0.
\end{align}

Fig. 1. Scattering by multiple particles.
where $\mathcal{I}_m$ is the identity operator associated with $\Gamma_m$ and

$$\mathcal{A}_m^i = \begin{bmatrix} c_m^i & \frac{\mu_m S_m^i}{\omega_m} \\ -\frac{k_m}{\mu_m} S_m^i & \frac{\omega_m}{k_m} \end{bmatrix}, \quad \mathcal{A}_m^e = \begin{bmatrix} c_m^e & \frac{\mu_m S_m^e}{\omega_m} \\ -\frac{k_m}{\mu_m} S_m^e & \frac{\omega_m}{k_m} \end{bmatrix}.$$  \hspace{1cm} \text{(26)}$$

$$\mathcal{A}_{int}^e = \begin{bmatrix} c_{int}^e & \frac{\mu_{int} S_{int}^e}{\omega_{int}} \\ -\frac{k_{int}}{\mu_{int}} S_{int}^e & \frac{\omega_{int}}{k_{int}} \end{bmatrix}.$$  \hspace{1cm} \text{(27)}$$

$$u_m^i = \begin{bmatrix} \gamma_{D,M}^i E_m^i \\ \frac{k_m}{\mu_m} \gamma_{N,M}^i E_m^i \end{bmatrix}, \quad u_m^e = \begin{bmatrix} \gamma_{D,M}^e E_m^e \\ \frac{k_m}{\mu_m} \gamma_{N,M}^e E_m^e \end{bmatrix}.$$  \hspace{1cm} \text{(28)}$$

Here $(c_m^i, S_m^i)$ are $(C, S)$ for $\Gamma = \Gamma_m$ and $k = k_m$, and $(c_m^e, S_m^e)$ are $(C, S^e)$ for $\Gamma = \Gamma_m$ and $k = k_m$. The operators $(c_m^e, S_m^e)$ map from $\Gamma_l$ to $\Gamma_m$ and are defined for a boundary vector field $\mathbf{v}_l$ on $\Gamma_l$ by

$$c_m^e \mathbf{v}_l := (c_m^e \mathbf{v}_l)_{|\Gamma_m}, \quad S_m^e \mathbf{v}_l := (S_m^e \mathbf{v}_l)_{|\Gamma_m},$$  \hspace{1cm} \text{(29)}$$

where $\mathbf{v}_l$ denotes the vector field on $\bigcup_{j=1}^M \Gamma_j$ which equals $\mathbf{v}_l$ on $\Gamma_l$ and zero on $\Gamma_j$, for $j \neq l$; $\Gamma_m$ is restriction to $\Gamma_m$, and $(C, S^e)$ are $(C, S)$ for $\Gamma = \Gamma_m$ and $k = k_m$.

The matrices $(\frac{1}{2} \mathcal{I}_m + \mathcal{A}_m^i)$ and $(\frac{1}{2} \mathcal{I}_m - \mathcal{A}_m^e)$ are scaled versions of the interior and exterior electromagnetic Calderón projectors on $\Gamma_m$, and satisfy the relations [56]

$$\left( \frac{1}{2} \mathcal{I}_m + \mathcal{A}_m^i \right)^2 = \left( \frac{1}{2} \mathcal{I}_m + \mathcal{A}_m^i \right),$$  \hspace{1cm} \text{(30)}$$

$$\left( \frac{1}{2} \mathcal{I}_m - \mathcal{A}_m^e \right)^2 = \left( \frac{1}{2} \mathcal{I}_m - \mathcal{A}_m^e \right).$$  \hspace{1cm} \text{(31)}$$

These relations are central to the idea of Calderón preconditioning, as we shall explain shortly.

4. The PMCHWT boundary integral formulation

Equation (24) is a system of boundary integral equations satisfied by the interior traces $(\gamma_{D,M}^i E_m^i, \gamma_{N,M}^i E_m^i)$ on $\Gamma_m$, and equation (25) is a system of boundary integral equations satisfied by the exterior traces $(\gamma_{D,M}^e E^e, \gamma_{N,M}^e E^e)$. It is important to remark that they hold for any solutions of the Maxwell equations (9,10). To obtain the solution of our particular dielectric scattering problem we need to combine equations (24,25) with the transmission conditions (5,6), which we can rewrite as

$$u_m^i_m = u_m^i + u_m^{inc}, \quad m = 1, \ldots, M,$$  \hspace{1cm} \text{(32)}$$

with

$$u_m^{inc} = \begin{bmatrix} \gamma_{D,M}^{inc} E_m^{inc} \\ \frac{k_m}{\mu_m} \gamma_{N,M}^{inc} E_m^{inc} \end{bmatrix}.$$  \hspace{1cm} \text{(33)}$$

Eqs. (24,25) and (32) can be combined in numerous different ways, leading to a range of different boundary integral equation formulations [52,58]. Here we focus on the well-studied PMCHWT formulation [41–44], which is obtained by subtracting (24) from (25), then eliminating $u_m^i$ using (32), to obtain, for each $m = 1, \ldots, M$, the system

$$(\mathcal{A}_m^i + \mathcal{A}_m^e)u_m + \sum_{j \neq m} \mathcal{A}_{int}u_j^i = \left( \frac{1}{2} \mathcal{I}_m + \mathcal{A}_m^i \right) u_m^{inc}.$$  \hspace{1cm} \text{(34)}$$

We can combine these $M$ systems into a block system

$$\mathcal{A}u^i = \left( \frac{1}{2} \mathcal{I} - \mathcal{A}^i \right) u^{inc}.$$  \hspace{1cm} \text{(35)}$$

where

$$\mathcal{A} = \begin{bmatrix} \mathcal{A}_1^i + \mathcal{A}_1^e & \mathcal{A}_2^i & \cdots & \mathcal{A}_{1M}^i \\ \vdots & \ddots & \ddots & \vdots \\ \mathcal{A}_{M1}^i & \cdots & \mathcal{A}_{M(M-1),M}^i & \mathcal{A}_M^i + \mathcal{A}_M^e \end{bmatrix},$$  \hspace{1cm} \text{(36)}$$

$$\mathcal{A}^i = \begin{bmatrix} A_1^i & 0 & \cdots & 0 \\ 0 & \ddots & \ddots & \vdots \\ \vdots & \ddots & \ddots & 0 \\ 0 & \cdots & 0 & A_M^i \end{bmatrix}, \quad \mathcal{I} = \begin{bmatrix} I_1 & 0 & \cdots & 0 \\ 0 & \ddots & \ddots & \vdots \\ \vdots & \ddots & \ddots & 0 \\ 0 & \cdots & 0 & I_M \end{bmatrix}.$$  \hspace{1cm} \text{(37)}$$

$$u^i = \begin{bmatrix} u_1^i \\ u_2^i \\ \vdots \\ u_M^i \end{bmatrix}, \quad u^{inc} = \begin{bmatrix} u_1^{inc} \\ u_2^{inc} \\ \vdots \\ u_M^{inc} \end{bmatrix}.$$  \hspace{1cm} \text{(38)}$$

Equation (35) is the PMCHWT formulation, expressed in multi-particle notation.

5. Galerkin method and preconditioning

Equation (35) is known to be well-posed, when we view $\mathcal{A}$ as a mapping $\mathcal{A} : X \to X$ on the function space $X = \mathbb{R}_\infty M \mathbb{E}_\infty^2 (\text{div}_{\Gamma_m}, \Gamma_m)$. where $\mathbb{E}_\infty^2 (\text{div}_{\Gamma_m}, \Gamma_m)$ denotes the space of tangential vector fields on $\Gamma_m$ of Sobolev regularity $-1/2$ whose surface divergences also have Sobolev regularity $-1/2$ (see [56] for details). Upon Galerkin discretization (described in more detail below) it yields a system of linear equations, the solution of which can be inserted into the representation formulae (22,23) to produce a solution of the original scattering problem.

Unfortunately, the resulting linear system is ill-conditioned, leading to slow convergence of iterative solvers such as GMRES. The origin of the ill-conditioning can be understood from the properties of the underlying continuous operators. It is enough to consider the single-particle scattering case ($M = 1$), in which case the operator $\mathcal{A}$ is

$$\mathcal{A} = \mathcal{A}_1^i + \mathcal{A}_1^e = \begin{bmatrix} C_1^i + C_1^e & \frac{\mu_1 S_1^e}{\omega_1} + \frac{\omega_1}{k_1} S_1^1 \\ -\frac{k_1}{\mu_1} S_1^1 & C_1^e + C_1^i \end{bmatrix}.$$  \hspace{1cm} \text{(39)}$$

Ill-conditioning at the discrete level should be expected because the operators $C_1^i$ and $C_1^e$ are compact [59], with eigenvalues accumulating at zero, while the operators $S_1^1$ and $S_1^e$ are both the sum of a compact operator, with eigenvalues accumulating at zero, and a hypersingular operator, with eigenvalues accumulating at infinity. For a more detailed discussion we refer the reader to [50].

For the single-particle scattering problem it was shown in [50–52] that the conditioning of the linear system can be dramatically improved by “Calderón preconditioning”, a form of operator pre-conditioning (i.e., applied at the continuous level, before discretization) that exploits the projection properties (30,31) of the Calderón
projects. Explicitly, it involves applying the operator $\mathcal{A}$ to both sides of (35) to give the equivalent equation
\begin{equation}
\mathcal{A}^{2} \mathbf{u}^{\text{inc}} = \mathcal{A} \left( \frac{1}{2} \mathbf{I} - \mathcal{A} \right) \mathbf{u}^{\text{inc}}. \tag{40}
\end{equation}

Squaring the operator in this way regularizes the system by shifting the accumulation points of the spectrum away from the origin and taming the hypersingular component. For details we refer to [50–52], but the regularization relies on the following relations (contained in [30,31]):
\begin{equation}
(\mathcal{S}^1)^2 = -\frac{1}{4} \mathbf{I} + (C^1)^2, \quad (\mathcal{S}^2)^2 = -\frac{1}{4} \mathbf{I} + (C^2)^2.
\end{equation}
\begin{equation}
C^1_s C^1_s + S^1_s C^1_s = 0, \quad C^1_s S^1_s + S^2_s C^2_s = 0.
\end{equation}
In particular, (41) implies that $(\mathcal{S}^1)^2$ and $(\mathcal{S}^2)^2$ are second-kind integral operators (i.e., of the form “constant times identity plus compact operator”) with eigenvalues accumulating at $-1/4$. This is referred to as the “self-regularising property” of the operators $\mathcal{S}^1$, $\mathcal{S}^2$ [51].

For the multi-particle scattering case ($M > 1$) one can adopt the same preconditioning strategy and the squared system (40) instead of (35). However, since it is the diagonal blocks in (36) that cause the ill-conditioning (the off-diagonal blocks are compact since they lie between different boundary components), one might imagine that it is sufficient to precondition block-diagonally by
\begin{equation}
\mathcal{D} \mathcal{A} \mathbf{u} = \mathcal{D} \left( \frac{1}{2} \mathbf{I} - \mathcal{A} \right) \mathbf{u}^{\text{inc}}, \tag{43}
\end{equation}
where
\begin{equation}
\mathcal{D} = \begin{bmatrix}
\mathcal{A}^1 + \mathcal{A}^1 & 0 & \cdots & 0 \\
0 & \mathcal{A}^1 & \cdots & 0 \\
\vdots & \ddots & \ddots & \ddots \\
0 & \cdots & 0 & \mathcal{A}^M + \mathcal{A}^M
\end{bmatrix}.
\end{equation}

As we will show experimentally, this block-diagonal preconditioner achieves a similar improvement in conditioning as for (40) but with a reduced computational cost.

Implementing Calderón preconditioners requires the discretization of products of boundary integral operators. This does not simply involve taking the product of the respective Galerkin matrices. Instead one needs to introduce appropriate mass matrices, which arise in the strong form of the Galerkin operators. For further details about weak and strong discrete forms we refer to [55]; here we just outline the details relevant to the problem at hand.

We start by noting that since $\mathbf{H}^{d,2}(\text{div}, \Gamma_m, \Gamma_m)$ is self-dual with respect to the twisted $L^2$ dual pairing [56]
\begin{equation}
\langle \mathbf{a}, \mathbf{b} \rangle_{\Gamma_m} = \int_{\Gamma_m} \mathbf{a} \cdot (\mathbf{n} \times \mathbf{b}) \, dS,
\end{equation}
the space $X$ is self-dual with respect to the pairing
\begin{equation}
\left( \bigoplus_{m=1}^{M} (c_m, d_m) \bigoplus_{m=1}^{M} (e_m, f_m) \right) := \sum_{m=1}^{M} (c_m, f_m)_{\Gamma_m} + (d_m, e_m)_{\Gamma_m}. \tag{45}
\end{equation}
To define a Galerkin method we choose discrete trial and test spaces $X_h$, $Y_h \subset X$ of some common dimension $J \in \mathbb{N}$, with bases $\{ \psi_j \}_{j=1}^{J}$ and $\{ \phi_j \}_{j=1}^{J}$. The Galerkin solution $\mathbf{u}^h = \sum_{j=1}^{J} x_j \psi_j \in X_h$ satisfies the variational problem
\begin{equation}
\langle \mathcal{A} \mathbf{u}^h, \mathbf{v}^h \rangle = \left( \frac{1}{2} \mathbf{I} - \mathcal{A} \right) \mathbf{u}^{\text{inc}}, \mathbf{v}^h \quad \forall \mathbf{v}^h \in Y_h, \tag{46}
\end{equation}
which corresponds to the linear system
\begin{equation}
\mathbf{A} \mathbf{x} = \mathbf{b}, \tag{47}
\end{equation}
where $\mathbf{x} = (x_1, \ldots, x_J)^T$, $\mathbf{b} = (b_1, \ldots, b_J)^T$, with $b_j = \langle (\frac{1}{2} \mathbf{I} - \mathcal{A}) \mathbf{u}^{\text{inc}}, \psi_j \rangle$ and $\mathbf{A}$ is the Galerkin matrix with
\begin{equation}
A_{ij} = \langle \mathcal{A} \psi_j, \phi_i \rangle, \quad i, j = 1, \ldots, J. \tag{48}
\end{equation}
This matrix corresponds to the discrete weak form of $\mathcal{A}$ which maps $X_h$ to the dual space of $Y_h$. The discrete strong form of $\mathcal{A}$, which maps $X_h$ to $X_h$, has matrix $\mathbf{M}^{-1} \mathbf{A}$, where $\mathbf{M}$ is the mass matrix with entries
\begin{equation}
M_{ij} = \langle \phi_i, \psi_j \rangle, \quad i, j = 1, \ldots, J. \tag{49}
\end{equation}
The conversion of (47) to the system
\begin{equation}
\mathbf{M}^{-1} \mathbf{A} \mathbf{x} = \mathbf{b}, \tag{50}
\end{equation}
is sometimes known as “mass-matrix preconditioning”. The weak and strong forms of the squared operator $\mathcal{A}^{2}$ have matrices $\mathbf{M}^{-1} \mathbf{A}$ and $\mathbf{M}^{-1} \mathbf{A} \mathbf{M}^{-1} \mathbf{A}$ respectively, and those of the block-diagonally preconditioned operator $\mathcal{D} \mathcal{A}$ have matrices $\mathbf{D} \mathbf{M}^{-1} \mathbf{A}$ and $\mathbf{D} \mathbf{M}^{-1} \mathbf{A} \mathbf{D} \mathbf{M}^{-1} \mathbf{A}$ respectively, where $\mathbf{D}$ is the Galerkin matrix for $\mathcal{D}$. Assuming that the basis functions are “local”, and are indexed in a natural way so that there exists $1 < j_1 < j_2 < \cdots < j_M < j_{M+1} = J + 1$ with supp $\phi_j$, supp $\psi_j \subset \Gamma_m$ for $j_m \leq j < j_{m+1}$, the matrix $\mathbf{M}$ is block-diagonal and $\mathbf{D}$ is the block-diagonal part of $\mathbf{A}$.

For $\mathbf{M}$ to be invertible we need $X_h$ to be dual to $Y_h$ with respect to the pairing $\langle \cdot, \cdot \rangle$, i.e. for $\langle \cdot, \cdot \rangle$ to be inf-sup stable on $X_h \times Y_h$. This places a restriction on the possible choices of trial and test spaces $X_h$ and $Y_h$. In our numerical experiments we use
\begin{equation}
X_h = Y_h = \bigoplus_{m=1}^{M} \left( \frac{\text{RWC}_{\text{CM}}} {\text{BC}_{\text{CM}}} \right), \tag{51}
\end{equation}
where $\text{RWC}_{\text{CM}}$ denotes the span of the Rao-Wilton-Glisson basis functions [60] on the primal mesh of $\Gamma_m$ and $\text{BC}_{\text{CM}}$ denotes the span of the Buffa-Christiansen basis functions [61] on the barycentric dual mesh of $\Gamma_m$. Here we are using the fact that $\text{BC}_{\text{CM}}$ and $\text{RWC}_{\text{CM}}$ are dual with respect to the twisted duality pairing $\langle \cdot, \cdot \rangle_{\Gamma_m}$. Using different discretizations for the two components, combined with the dual pairing (45), is attractive because it produces a symmetric formulation, i.e. the trial and test spaces coincide. For more details of this formulation and its implementation in Bempp, see [62]. In particular we note that in the Bempp implementation, the BC basic functions are ordered and rotated consistently with their RWG siblings. But we note that other discretizations are possible [50,52] and are just as easily implemented with the Bempp software package.

6. Computational complexity

For multi-particle scattering problems we have introduced six different formulations involving the PMCHWT operator $\mathcal{A}$ (in weak or strong form), the squared operator $\mathcal{A}^{2}$ (in weak or strong form), and the block-diagonally preconditioned operator $\mathcal{D} \mathcal{A}$ (in weak or strong form). For reference we present in Table 1 the linear systems that have to be solved in each of these six formulations.

\begin{table}[h]
\centering
\caption{Linear systems for the weak and strong discrete forms of the continuous operators.}
\begin{tabular}{|c|c|c|}
\hline
Continuous operator & Discrete Weak Form & Discrete Strong Form \\
\hline
$\mathcal{A}$ & $\mathbf{A} x = \mathbf{b}$ & $\mathbf{M}^{-1} \mathbf{A} x = \mathbf{M}^{-1} \mathbf{b}$ \\
$\mathcal{A}^{2}$ & $\mathbf{A}^{2} \mathbf{x} = \mathbf{A}^{2} \mathbf{b}$ & $\mathbf{M}^{-1} \mathbf{A}^{2} \mathbf{x} = \mathbf{M}^{-1} \mathbf{A}^{2} \mathbf{b}$ \\
$\mathcal{D} \mathcal{A}$ & $\mathbf{D} \mathcal{A} x = \mathbf{D} \mathcal{A} \mathbf{b}$ & $\mathbf{M}^{-1} \mathbf{D} \mathcal{A} x = \mathbf{M}^{-1} \mathbf{D} \mathcal{A} \mathbf{b}$ \\
\hline
\end{tabular}
\end{table}
We solve these linear systems using the iterative method GMRES. The performance of each preconditioning strategy will be assessed by measuring the computational cost required to solve the linear system to within a certain prescribed tolerance on the relative residual. This computational cost depends on both the number of GMRES iterations required, and the cost of each iteration. To measure the cost of each strategy we will count the total number of matrix-vector products (termed “matvecs” henceforth) incurred. By a single matvec we mean a single application of one discretized boundary integral operator $C_m$, $C_m^*$, $S_m$, $S_m^*$ etc. Applications of the inverse mass matrix $M^{-1}$ are not included in the matvec count, since their cost is negligible compared to those of the other operators. In more detail, the matrix $M$ is block-diagonal with $M$ sparse blocks. Computing its LU decomposition requires $M$ independent sparse LU decompositions (one for each scatterer), which can be effectively parallelized. For two-dimensional problems the computation of the LU decomposition of a mass matrix is very efficient using suitable reordering strategies of the elements. In our case the mass-matrix is formed over a two dimensional manifold in three dimensional space. This makes the LU decomposition slightly more expensive, but still reasonably cheap, given that it only needs to be performed once during a precomputation for each domain.

Recalling (36) and (26,27), we note that a single application of the matrix $A$ requires $4M(M+1)$ matvecs ($4$ for each off-diagonal block and $8$ for each diagonal block), and that a single application of the matrix $D$ requires $8M$ matvecs. Hence the overall cost of the three formulations (taking into account the initial pre-multiplication of the right-hand-side) is

$$\mathcal{A} : 4M(M+1)(G + [G/\rho]) \text{ matvecs,}$$

$$\mathcal{A}^2 : 8M(M+1)(G + [G/\rho]) + 4M(M+1) \text{ matvecs,}$$

$$\mathcal{D}A : 4M(M+3)(G + [G/\rho]) + 8M \text{ matvecs,}$$

where $G$ is the number of GMRES iterations required to achieve the specified tolerance, $\rho$ is the number of iterations per GMRES cycle passed as the restart argument in GMRES, and $\lfloor \cdot \rfloor$ is the “floor” function. Note that while the matvec count per GMRES iteration is the same for the weak and strong forms of each formulation (because we are excluding mass matrix solves, as explained above), the value of $G$ (and hence the overall matvec count) will in general be very different for the weak and strong forms. Indeed, the advantage of working with strong forms is one of the key messages of the paper.

Of course the overall computational cost is not governed simply by the total matvec count, since it also depends on the discretization resolution (mesh width) and the method used to assemble the operators. We now make some brief remarks on these matters. Regarding mesh size, suppose that for each $m = 1, \ldots, M$, the scatterer $\Gamma_m$ is discretized on a triangular mesh with $N_m$ elements, and set $N = \max_m N_m$. In order to capture the wave solution one needs to use a fixed number (typically around 10) of elements per exterior wavelength $\lambda_e := 2\pi/k_e$, so that $N \sim k_e^2$. Regarding assembly, for small problems a dense matrix discretization of the operators is possible, which results in a computational complexity for the assembly and matvec of $O(N^3)$, or equivalently $O(k_e^6)$. For practical applications this is too expensive. Alternatives are hierarchical matrix (H-Matrix) [63] or fast multipole methods (FMM) [64]. H-Matrices are most effective for problems with only a moderate number of wavelengths. Their complexity is $O(rN\log N)$ for assembly and matvec, where $r$ is a measure of the local approximation rank required to achieve the prescribed accuracy. For non-oscillatory problems $r$ is effectively constant. For high-frequency problems we asymptotically have $r \sim k_e^2 \sim N$ [65]. However, this is a worst-case estimate and in practical applications one often observes a complexity of $O(N^\alpha \log N)$ for some $1 < \alpha < 2$, with $\alpha$ typically being close to 1 even for highly oscillatory problems [66]. If instead of $H$-Matrices a high-frequency FMM implementation is chosen then the complexity is the same but with $\alpha = 1$. The price to pay is that a stable high-frequency FMM is significantly more challenging to implement than a standard $H$-Matrix method. Both methods also differ in their realistic timing behaviour for assembly and matvecs. As a rule of thumb, while $H$-Matrices have a longer assembly time and faster matvecs, classical high-frequency FMM has a shorter assembly time but slower matvecs. Hence, optimising the number of matvecs is especially important for FMM and high-frequency applications. It is also vital when one needs to perform multiple solves for different right-hand-sides, e.g. when computing averages over particle orientation [34].

The numerical results in this paper were computed using the Bempp boundary element library (available at www.bempp.com). It has a built-in, custom-developed $H$-Matrix implementation, which offers thread-based parallelization on single nodes and MPI based parallelization on distributed nodes. Sparse Matrix LU factorizations (for the mass matrices) are computed through the SuperLU solver interfaced in the sparse matrix module of Python’s scipy library (www.scipy.org). The SuperLU version used in Scipy does not offer parallelization, and moreover, Bempp by default cannot parallelize the block-diagonal mass matrix computation across the scatterers in a multi-scattering configuration. While the current Bempp version offers sufficient performance for small to medium sized scattering configurations, a scalable high-frequency FMM implementation is currently in development.

7. Benchmarks

In this section we compare the performance of the six discrete formulations in Table 1 on a range of benchmark problems. In all our experiments the incident wave is a plane wave, and the maximum BEM mesh element size is $2\pi/\{10k_e\}$, so that there are at least 10 elements per exterior wavelength in each coordinate direction. As was investigated in detail in [34], for the type of dielectric scattering problems considered here, this leads to a typical discretization error of approximately $1\% (10^{-2} \text{ relative error})$. In particular, we note that, since all our scatterers are polyhedral, the scatterer geometry is captured exactly by the BEM mesh, the only exception being the spheres in Fig. 5). In all our experiments we terminate the GMRES solver once the relative residual falls below $10^{-5}$, with the restart option having the default value of $\rho = 20$ iterations.

We present results for two different refractive indices: one with weak absorption $n_1 = 1.311 + 2.289 \times 10^{-9}i$ and one with high absorption $n_2 = 1.0833 + 0.204i$. These correspond to the measured refractive index of ice at the wavelengths $\lambda_1 = 0.555\mu m$ and $\lambda_2 = 10.87\mu m$ respectively [67]. Using these two representative refractive indices we present numerical results for scattering by different configurations of particles of fixed non-dimensional size at a range of wavenumbers, simulating scattering by fixed geometrical configurations at a range of different size parameters. Specifically, as our definition of size parameter we use the quantity $kr$, where $r$ is the radius of the smallest sphere enclosing the entire scatterer configuration.

We begin with the case of single-particle scattering ($M = 1$). In Table 2 we present GMRES iteration and matvec counts for the weak and strong forms of the unpreconditioned operator $A$ and the Calderón-preconditioned operator $A^2$, for scattering by a unit cube. (Note that when $M = 1$ it holds that $D\mathcal{A} = \mathcal{A}^2$.) The ill-conditioning of the unpreconditioned weak form $A$ is clearly visible in the large number of GMRES iterations (and hence matvecs) in
the first row of the Table 2. The results in the lower rows of the table show that the other three formulations all provide a significant improvement in performance compared to the unpreconditioned weak form. For this single-particle scattering problem the unpreconditioned strong form \( M^{-1}A \) (i.e. mass-matrix preconditioning) performs the best in terms of overall matvec count. While the Calderón preconditioned strong form \( M^{-1}AM^{-1}A \) requires the lowest number of GMRES iterations, the increased matvec count for each iteration means that overall it is more expensive than \( M^{-1}A \). While the Calderón preconditioned weak form \( AM^{-1}A \) (which is the formulation studied in [50]) provides a significant improvement over the unpreconditioned weak form \( A \), it cannot compete with the strong forms \( M^{-1}AM^{-1}A \) and \( M^{-1}A \).

In Fig. 2 we compare the performance of the two strong forms \( M^{-1}AM^{-1}A \) and \( M^{-1}A \) as a function of the exterior wavenumber \( k_e \). For both refractive indices the number of GMRES iterations for \( M^{-1}AM^{-1}A \) is approximately half that for \( M^{-1}A \) (with faster convergence for high absorption, but the matvec count per iteration is more than doubled (see [52,53])), so that the overall matvec count is lower for \( M^{-1}A \).

We now consider scattering by multiple particles \((M > 1)\). In Table 3 we present GMRES iteration and matvec counts for the weak and strong forms of the unpreconditioned operator \( A \), the Calderón-preconditioned operator \( A^2 \), and the block-diagonally preconditioned operator \( D_A \) for scattering by an array of four cubes aligned as in Fig. 3. As in the single-particle scattering case, the strong forms perform significantly better than their corresponding weak forms. And again, mass matrix preconditioning \( M^{-1}A \) performs better in terms of overall matvec count than Calderón strong form \( M^{-1}AM^{-1}A \). But better than both of these methods in terms of overall matvec count is the strong form of the block-diagonally preconditioned formulation \( M^{-1}DM^{-1}A \), which offers a similar GMRES iteration count to the full Calderón strong form \( M^{-1}AM^{-1}A \), but at a significantly lower cost per iteration (see [52]-[54]).

In Fig. 4 we compare the performance of the three strong forms \( M^{-1}A \), \( M^{-1}AM^{-1}A \) and \( M^{-1}DM^{-1}A \), as a function of the exterior wavenumber \( k_e \) for (a) low absorption, (b) high absorption, and (c) mixed zero/low/high absorption. In all cases the block-diagonally preconditioned form \( M^{-1}DM^{-1}A \) achieved the best performance in terms of overall matvec count, requiring roughly 40% fewer matvecs than the other two formulations for these four-scatterer configurations.

In Table 4 we compare the performance of the three strong forms as the number of scatterers (cubes) increases. The cubes are aligned as in Fig. 3. The GMRES iteration count for \( M^{-1}AM^{-1}A \) and \( M^{-1}DM^{-1}A \) is typically half that for \( M^{-1}A \). In the light of the complexity calculations (52)-(54), this suggests that the block-diagonally preconditioned formulation \( M^{-1}DM^{-1}A \) should become more and more efficient compared to the other two methods as the number of scatterers grows, with a theoretical improvement of 50% fewer matvecs compared to the other two methods in the limit \( M \to \infty \).

When considering algorithms for scattering by multiple particles it is important to examine the dependence on the distance between the scatterers. In Fig. 5 we investigate how the number of matvecs for the strong form \( M^{-1}A \) and the block-diagonally preconditioned formulation \( M^{-1}DM^{-1}A \) for a pair of scatterers \((M = 1)\) as a function of the number of GMRES iterations and the number of matvecs, respectively.

**Table 2**

Number of GMRES iterations and total matvec count (in brackets) for the different discrete formulations for scattering by a single unit cube \((M = 1)\). The mesh size is \( h = \pi/(10k_e) \), and the incident wave is \( E^{in}(x) = p e^{ik_e d} \) with \( d = (1, 0, 0)^T \) and \( p = (0, 0, 1)^T \). The magnetic permeabilities are \( \mu_1 = \mu_2 = 1 \). The size parameter is \( k_e = \sqrt{2/2k_e} \), with \( k_e \) as defined in the three different cases.

| \( n \times 10^4 \) | \( k_e = 4 \) | \( k_e = 6 \) | \( k_e = 10 \) |
|------------------|------------|------------|------------|
| \( M^{-1}A \)    | 599 (5024) | 548 (4600) | 270 (2264) |
| \( M^{-1}AM^{-1}A \) | 11 (88)   | 13 (104)   | 18 (144)   |
| \( AM^{-1}A \)   | 34 (568)  | 38 (632)   | 58 (968)   |
| \( M^{-1}AM^{-1}A \) | 6 (104)   | 7 (120)    | 10 (168)   |
| \( M^{-1}DM^{-1}A \) | 10 (88)   | 5 (88)     | 5 (88)     |

Fig. 2. Performance of the discrete strong form operators in the case of scattering by a single unit cube \((M = 1)\) as a function of exterior wavenumber \( k_e \). Results are shown for low absorption (refractive index \( n_1 = 1.311 + 2.289 \times 10^{-2}i \)) and high absorption (refractive index \( n_2 = 1.0833 + 0.204i \)). Other parameters are as in Table 2.
2) depends on the separation between the scatterers. We report results both for spherical scatterers and for two branches of a bullet rosette. For the case of low absorption \( (n = 1.311 + 2.289 \times 10^{-3}) \), the behaviour depends on the wavenumber \( k_e \). For the smaller wavenumber \( k_e = 5 \) the performance of both operators \( \text{M}^{-1}\text{A} \) and \( \text{M}^{-1}\text{DM}^{-1}\text{A} \) is similar. There is no remarkable change in the number of matvecs as the separation decreases; we observe an increase of 24–48 matvecs (corresponding to 1–2 iterations) for both types of scatterers. For the higher wavenumber \( k_e = 20 \), \( \text{M}^{-1}\text{DM}^{-1}\text{A} \) performs better than \( \text{M}^{-1}\text{A} \) requiring fewer matvecs at any separation level. The number of matvecs required for both types of scatterer is higher, and there is a bigger increase in matvecs as the separation approaches zero. For the case of high absorption \( (n = 1.0833 + 0.2041) \), the behaviour depends on both the type of scatterer and the wavenumber \( k_e \). For the case of the two branches of a bullet rosette the number of matvecs for each operator is not affected by the separation between them. For the small wavenumber \( k_e = 5 \), \( \text{M}^{-1}\text{A} \) and \( \text{M}^{-1}\text{DM}^{-1}\text{A} \) perform the same but for the higher wavenumber \( k_e = 20 \), \( \text{M}^{-1}\text{DM}^{-1}\text{A} \) performs better than \( \text{M}^{-1}\text{A} \) requiring fewer matvecs. Regarding the two spheres, for the small wavenumber \( k_e = 5 \), both \( \text{M}^{-1}\text{A} \) and \( \text{M}^{-1}\text{DM}^{-1}\text{A} \) perform the same with a modest increase of matvecs as the separation approaches zero. For the higher wavenumber \( k_e = 20 \), \( \text{M}^{-1}\text{DM}^{-1}\text{A} \) performs better than \( \text{M}^{-1}\text{A} \) with both operators requiring an increased number of matvecs as the separation approaches zero. However, even as the separation approaches zero the number of matvecs is not prohibitive. This is in agreement with theoretical results presented in [68,69].

These results suggest that for aggregates of scatterers (such as those arising in models of ice crystals in cirrus clouds [3]), a saving in computational cost might be made by decomposing the aggregate into its constituent parts, treating the aggregate as a multiple scatterer, and applying the block-diagonal preconditioner. We investigate this idea further in the next section.
Fig. 4. Performance of the discrete strong form operators in the case of scattering by an array of four cubes \((M = 4)\) as a function of exterior wavenumber \(k_e\). The four cubes are aligned as in Fig. 3. In (a) all cubes have low absorption (refractive index \(n = 1.311 + 2.289 \times 10^{-9}i\)); in (b) all cubes have high absorption (refractive index \(n = 1.0833 + 0.204i\)); and in (c) one cube has low absorption, one has high absorption, and the other two have zero absorption (refractive index \(n = 1.2\)). Other parameters are as in Table 3.
8. Further numerical examples

In this section we present further numerical results, demonstrating that the performance observed for the benchmark problems in the previous section carries over to scattering configurations relevant to light scattering by ice crystals in cirrus clouds [1–3].

We first present results for single-particle scattering problems for three hexagonal columns of increasing geometric complexity: without cavities, with “conventional” cavities, and with stepped cavities [70] (see Fig. 6). The applicability of Bempp to these particles was already demonstrated in [34], where far-field scattering properties for the three cases were compared and, in the case of standard hexagonal columns, validated against corresponding T-matrix calculations. In Fig. 6 we show plots of the squared magnitude $|E|^2$ of the electric field inside and outside the particles, restricted to a plane parallel to the column axes, for a particular scattering configuration. These plots supplement those already presented in [34], demonstrating that Bempp can easily generate near field as well as far field plots. The near field interference patterns for the three particles are similar with a stronger focusing for the hexagonal column without cavities. Between the three scatterers, the column with the stepped cavities exhibits the weakest focusing.

In Table 5 we report the corresponding GMRES iteration and matvec counts for the two discrete strong forms $M^{-1}A$ and $M^{-1}AM^{-1}A$. Both operators perform the same in terms of overall matvec count, despite the mass-matrix preconditioner needing
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Fig. 5. Number of matvecs for $M^{-1}A$ and $M^{-1}AM^{-1}A$ for scattering by a pair of identical scatterers as a function of their separation. Results are shown for two spheres of radius 0.4, and for two branches of a bullet rosette. In each case we consider two values of $k_e$ and two refractive indices $n_1 = 1.0833 + 0.204i$ and $n_2 = 1.311 + 2.289 \times 10^{-9}i$. The individual size parameters $k_r$ are 0.4$k_e$ for each sphere and 0.5$k_e$ for each branch of the bullet rosette. The separation is given in terms of the individual particle’s radius $r$. Other parameters are as in Table 3.

| Discrete operator | GMRES iterations | Matvec count |
|-------------------|------------------|--------------|
| $M^{-1}A$         | 34 (280)         | 30 (248)     | 34 (280)     |
| $M^{-1}AM^{-1}A$  | 17 (280)         | 15 (248)     | 17 (280)     |

Table 5: Number of GMRES iterations and total matvec count (in brackets) for the different discrete formulations for single-particle scattering ($M = 1$) by the particles of Fig. 6. The parameters are the same as in Fig. 6.
Fig. 6. Squared magnitude $|\mathbf{E}|^2$ of the electric field for single-particle scattering ($M = 1$) by a hexagonal column of increased complexity (with no cavities, with a conventional cavity and with a stepped-cavity) restricted to the xz plane. The incident wave is $\mathbf{E}^\text{inc}(\mathbf{x}) = \mathbf{p} e^{i \mathbf{k} \cdot \mathbf{d}}$, with $\mathbf{d} = (1, 0, 0)^T$ and $\mathbf{p} = (0.0, 1)^T$, with $k_e = 10$, $n = 1.311 + 2.289 \times 10^{-5}$. $\mathbf{k}_e = \mathbf{n}_e$, $\mu_e = \mu_1 = 1$. The size parameter $k_r = 30$. The mesh size is $h = 2\pi/(10k_e)$.

Fig. 7. Squared magnitude $|\mathbf{E}|^2$ of the electric field for scattering by multiple particles ($M > 1$) restricted to different planes. In the case of the bullet-rosette with 6 branches ($M = 6$) the incident wave is $\mathbf{E}^\text{inc}(\mathbf{x}) = \mathbf{p} e^{i \mathbf{k} \cdot \mathbf{d}}$, with $\mathbf{d} = (\sqrt{3}/2, 0, 1/2)^T$ and $\mathbf{p} = (0.1, 0)^T$, with $k_e = 25$, $n = 1.0833 + 0.2046$. $\mathbf{k}_e = \mathbf{n}_e$, and $\mu_e = \mu_1 = 1$, for $m = 1, \ldots, 6$. The size parameter of the aggregate is $k_r = 2.5 \sqrt{2}$. For the array of five hexagonal columns ($M = 5$) the incident wave is $\mathbf{E}^\text{inc}(\mathbf{x}) = \mathbf{p} e^{i \mathbf{k} \cdot \mathbf{d}}$, with $\mathbf{d} = (1/\sqrt{2}, 1/\sqrt{2}, 0)^T$ and $\mathbf{p} = (0.1, 0)^T$, with $k_e = 5$, $n = 1.311 + 2.289 \times 10^{-5}$. $\mathbf{k}_e = \mathbf{n}_e$, and $\mu_e = \mu_1 = 1$, for $m = 1, \ldots, 5$. The size parameter of the aggregate is $k_r = 5$. The size parameter of the aggregate is $k_r = 14$. For the aggregate of randomly oriented hexagonal columns and plates ($M = 5$) the incident wave is $\mathbf{E}^\text{inc}(\mathbf{x}) = \mathbf{p} e^{i \mathbf{k} \cdot \mathbf{d}}$, with $\mathbf{d} = (1/\sqrt{2}, 1/\sqrt{2}, 0)^T$ and $\mathbf{p} = (0.1, 0)^T$, with $k_e = 5$, $n = 1.311 + 2.289 \times 10^{-5}$. $\mathbf{k}_e = \mathbf{n}_e$, and $\mu_e = \mu_1 = 1$, for $m = 1, \ldots, 5$. The size parameter of the aggregate is $k_r = 49$. The mesh size in all cases is $h = 2\pi/(10k_e)$.

twice the number of GMRES iterations. Interestingly, the number of matvecs and iterations required is roughly the same for all three examples, which demonstrates the effectiveness of BEM for complex particle geometries.

We now present results for three problems of scattering by multiple particles involving ensembles or aggregates of simpler particles: a six-branch bullet rosette, an aligned array of five hexagonal columns of the same dimensions, and a random aggregate of five hexagonal columns/plates of differing dimensions (see Fig. 7). In Fig. 7 we show the scatterer geometries, along with the fields obtained using the BEM formulation for particular scattering configurations (with parameters detailed in the figure caption). For the bullet rosette we present the near field plot of $|\mathbf{E}|^2$ restricted to the (vertical) xz-plane, for the aligned array the near
field plot of $|E|^2$ restricted to the (horizontal) xy-plane, and for the random aggregate the near field plot of $|E|^2$ restricted to the (vertical) xz-plane. The calculation was carried out on a high-spec desktop machine with assembly taking roughly 23 minutes and the linear solve taking roughly 7 minutes in the case of the random aggregate.

The corresponding GMRES iteration and matvec counts are reported in Table 6. We note that for all three multi-particle configurations, the block-diagonally Calderón-preconditioned approach $M^{-1}D^{-1}A$ provides a significant saving in overall matvec count compared to the other two approaches, even though the constituent particles in the bullet rosette and random aggregate are close enough to touch each other at certain points.

### 9. Conclusion

We have carried out a detailed study into the performance of various operator-based preconditioning strategies for Galerkin BEM discretizations of the P-MCHWT boundary integral equation for electromagnetic scattering by absorbing dielectric particles of different shapes, sizes and refractive indices. Specifically, we considered the weak and strong discrete forms of (i) the P-MCHWT operator $A$, (ii) its Calderón-preconditioned square $A^2$, and, for multiple scatterers, (iii) a block-diagonally Calderón-preconditioned operator $DA$, in which only the self-interaction blocks are preconditioned. Numerical performance was measured in the number of matrix-vector products (“matvecs”) incurred when the corresponding linear system was solved using GMRES.

Overall we found that the strong forms (which involve multiplications by inverse mass-matrices) required significantly fewer matvecs than their weak counterparts. The strong form of the Calderón-preconditioned operator $A^2$ in general led to a reduction by 50% in the number of GMRES iterations required compared to the strong form of $A$ (i.e., simple mass-matrix preconditioning). But in terms of total matvecs the increased cost per iteration outweighed this gain. Hence for single scattering applications we found that simple mass-matrix preconditioning was more effective than Calderón preconditioning.

For problems of scattering by multiple particles we found that a saving of up to 50% in total matvec count compared to the mass-matrix preconditioner could be achieved by using the strong form of the block-diagonal Calderón preconditioned operator $DA$. Provided that the particles were sufficiently absorbing, this gain in performance was found to hold even when the particles were close, or even touching each other.

Using the BEM software library Bempp the preconditioners were applied to various scattering configurations relevant to the scattering of light by atmospheric ice crystals including hexagonal columns with conventional and stepped cavities, bullet rosettes and a random aggregate of hexagonal columns, demonstrating the applicability of the methods for practical scattering simulations.
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### Table 6

Number of GMRES iterations and total matvec count (in brackets) for the different discrete formulations for scattering by the particles (M > 1) of Fig. 7. The parameters are the same as in Fig. 7.

| Discrete operator | 6-branch bullet rosette | 5 hex. columns | random columns |
|-------------------|-------------------------|----------------|---------------|
| $M^{-1}A$         | 15 (2520)               | 52 (6480)      | 38 (4680)     |
| $M^{-1}AM^{-1}A$  | 8 (2856)                | 25 (3630)      | 19 (4680)     |
| $M^{-1}DM^{-1}A$  | 8 (1776)                | 23 (3880)      | 23 (3080)     |
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