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Abstract

In encrypted databases, sensitive data is protected from an untrusted server by encrypting columns using partially homomorphic encryption schemes, and storing encryption keys in a trusted client. However, encrypting columns and protecting encryption keys does not ensure confidentiality: sensitive data can leak during query processing. Our evaluation based on OLTP benchmarks suggests that SecureSQL can protect against explicit flows with low overheads (<30%). However, protecting against implicit flows can be expensive because it precludes the use of key databases optimizations and introduces additional round trips between client and server.

1. Introduction

The old adage that a chain is only as strong as its weakest link describes the state of data security in public cloud platforms. While encryption can protect data in cloud storage and during transit, it cannot protect data in main memory of untrusted servers during processing. In the absence of defenses like the firewall, this window of vulnerability is an alluring target for malicious cloud administrators and malware. It is therefore not surprising that applications which handle sensitive information are usually not deployed on public cloud platforms.

Trusted clients. In the absence of practical schemes for fully homomorphic encryption [20], we consider a recently proposed computational model for ensuring data confidentiality based on encrypted databases and trusted clients [17, 22, 25]. In encrypted databases, sensitive data is protected from an untrusted server by encrypting columns using partially homomorphic encryption (PHE) schemes, and storing encryption keys in a trusted client. For example, deterministic encryption schemes (e.g. AES in ECB or CBC mode with fixed initialization vector [1]) permit equality checks on encrypted data. Therefore, operations such as equi-joins, groupings, and set union/intersection can be performed without requiring encryption keys. Similarly, the Paillier cryptosystem supports addition of encrypted values. All other operations for which efficient homomorphic schemes are not known are delegated to a trusted client, a special node hosted in a trusted environment, potentially outside the public cloud. The trusted client has access to encryption keys and performs computations that cannot be performed on encrypted data.

Information flows. Prior work (including CryptDB [22]) raises the vision of building an encrypted database using trusted clients and PHE. However, a key problem with this model is the lack of a simple, strong security property that can be enforced without a significant loss in performance. In prior work, security is based on the premise that the server does not have access to encryption keys. However, protecting encryption keys does not guarantee confidentiality. Prior research [15] shows that confidentiality can be achieved using a combination of semantically secure, randomized encryption [16] and information flow security. Unfortunately, in an encrypted database, randomized encryption negates critical optimizations such as indexes, and forces the database to offload almost all computation to the trusted client. Therefore, selective use of weaker encryption schemes (such as deterministic or order-preserving encryption) is unavoidable.

However, using weaker encryption schemes not only weakens security of columns encrypted using those schemes, but it can also reveal information about other columns due to information flows. Consider a simple query INSERT INTO T (B) SELECT A FROM T, where A and B are encrypted using randomized and deterministic encryption schemes respectively. In the trusted client model, this query can be executed by retrieving values from column A from the server, decrypting them on the client, encrypting the values using a deterministic encryption algorithm, and writing the values to column B. Notice that this query leaks the relative frequency of values in column A even though the keys are always protected! (See section 2 for more subtle examples). The threat models defined in prior work [22, 25] do not consider such information flows.

In this paper, we explore this security-performance trade-off. We define a security property that prevents such leaks while permitting the use of weaker encryption schemes. Informally, our security property prohibits information flows from an encrypted column to other columns encrypted using weaker encryption schemes. This property forms a strong contract between the database and the developer. For example, if this property is enforced, the query described above will be not be permitted unless both columns are encrypted using sufficiently strong encryption schemes.

Next, we describe the design of SecureSQL, an encrypted database which enforces this property. Figure 1 shows the architecture of SecureSQL. In SecureSQL the trusted client is a “empty” database (referred to as the shell database) which
We reduce the problem of securely partitioning an application into two sub-problems. The first problem is to rewrite the application so that its semantics are preserved when columns in the database are encrypted while ensuring the absence of information flows. We describe a type system that achieves this in Section 3. The second problem is to partition the rewritten application between the client and server while preserving information flow safety (Section 4). We present an evaluation in Section 5 and conclude in Section 6.

2. Threat model

We wish to protect sensitive data from an honest-but-curious adversary who has access to the contents of the database and all queries. The adversary can observe the state of the server on disk, in memory and all communication over the network. The adversary, however, does not have access to encryption keys, which are stored on the trusted client. SecureSQL does not protect against active adversaries who can tamper with code and data. While certain kinds of integrity attacks can be detected using authenticated encryption [2], ensuring end-to-end integrity of query processing is an open problem beyond the scope of this paper. We also preclude adversaries who exploit side channels such as size of inputs and results, address traces, timing, and power consumption.

In SecureSQL, the adversary can gain information about sensitive columns due to (a) use of weaker encryption schemes which are not semantically secure, and (b) information flows. As discussed earlier, weaker encryption schemes are a core component of encryption databases - they allow computation to be offloaded to the server, and make use of database optimizations such as indexes. To permit these schemes, we must weaken the threat model, and consider any information revealed due to weak encryption as prior knowledge known to the adversary. Specifically, for deterministic encryption, we assume that the adversary already knows whether two cipher text values correspond to the same cleartext. In cryptographic proofs of security, this is achieved by restricting the adversary from encrypting the same value more than once; see [13, 9] for formal definitions of security of deterministic encryption. Similarly, we assume that the adversary is already knows the relative ordering of values in a column encrypted using order-preserving encryption. Our goal is to ensure that query processing does not reveal any additional information.

The second source of information leakage is insecure information flows through the trusted client. We illustrate such leakage using an example. Consider the TPC-C benchmark [7], an application that maintains customer, inventory, and order processing information. Figure 3 shows a stored procedure derived from TPCC. This procedure records payments received from a customer. For this stored procedure, we can define an encryption policy as follows. Since customer information is sensitive, we should ideally encrypt all personally identifiable information (PII) in the customer table (such as names, address details, account balance and credit rating) using randomized
Figure 3: A T-SQL procedure derived from TPC-C encryption. However, the column CUSTOMER.C_BALANCE is involved in an addition, and columns CUSTOMER.C_LAST and CUSTOMER.C_CREDIT are used in equality checks. Since randomized encryption prohibits these operations, we can use Paillier encryption (which is semantically secure) for C_BALANCE and deterministic encryption for C_LAST and C_CREDIT. Deterministic encryption also allows the query engine to maintain and use an index on these columns. We can leave all other non-PII columns (such as inventory and order information) unencrypted.

While this policy appears to protect all sensitive information, it does not guarantee confidentiality (even under the relaxed threat model discussed above).

- There is an explicit flow from CUSTOMER.C_BALANCE to HISTORY.C_BALANCE, which is not encrypted. The flow reveals account balances even if the adversary does not have access to encryption keys. Preventing this flow requires a simple change to the policy - encrypt HISTORY.C_BALANCE using Paillier encryption.

- There is an implicit flow from CUSTOMER.C_CREDIT to CUSTOMER.C_DATA in the update query at line 17 because C_DATA (which is not encrypted) is conditionally updated based on C_CREDIT. Due to this flow, an adversary can potentially infer whether a customer has a bad credit history. This flow can be prevented by encrypting C_DATA using deterministic or randomized encryption.

Clearly, these flows are not desirable. We now define a security property that disallows insecure information flows.

Definition 2.1 A application preserves confidentiality if there are no information flows from a column/variable encrypted using a stronger encryption scheme to a column/variable encrypted using a weaker encryption scheme.

Note that this definition assumes the presence of a partial order over encryption schemes based on their relative strength.

Definition 2.2 A partitioned application preserves confidentiality if there are no information flows from a column/variable encrypted using a stronger encryption scheme to a column/variable stored on the server encrypted using a weaker encryption scheme.

Also note that this definition includes all columns and variables such as parameters passed to any procedures executed on the server, and results of intermediate query processing. We can extend this definition to an application partitioned into a trusted client and an untrusted server.

Figure 4: A partitioned stored procedure which preserves semantics and absence of explicit flows.

EXEC [SERVER].[tpcc].dbo._Closure
@enc_c_w_id, @c_d_id,@enc_c_amount, @enc_c_last,
out @c_id, out @c_first, out @c_last,
out @c_balance, out @c_credit
SELECT @c_id AS @c_id,
dbo.DEncrypt(@c_first, @key) AS @c_first,
dbo.DDecrypt(@c_last, @key) AS @c_last,
dbo.DDecrypt(@c_credit, @key) AS @c_credit,
dbo.DDecrypt(@c_balance, @key, @pubkey) AS @c_balance,
END
The type system in SecureSQL serves dual purposes. First, the combination of partially homomorphic encryption and information flow have been studied extensively [26, 24], preserving information flow safety. While type systems for and statements from the trusted client to the server while in trusted memory. The partitioning algorithm (Section 4) and/or implicit flows, assuming all local variables are stored calls to encryption/decryption routines so that its semantics is offloaded to the server. The trusted client simply generated by SecureSQL for this example when implicit flows trips to the client. SecureSQL’s type system identifies such requires more columns to be encrypted, and additional round assumptions. The language does not support explicit creation and cartesian product. \( \lambda_{\text{SQL}} \) supports basic arithmetic, boolean operations and function application, assignment, imperative control flow in the form of branching statement, standard relational operators for querying data including projection (\( \pi_{n_1, \ldots, n_m}(e) \)), selection (\( \sigma_{c_1}(e_2) \)), union (\( e_1 \cup e_2 \)), difference (\( e_1 \setminus e_2 \)), and cartesian product (\( e_1 \times e_2 \)). \( \pi_{n_1, \ldots, n_m}(e) \) selects a subset of columns from a collection of named records. \( \sigma_{c_1}(e_2) \) selects all tuples from the result of the expression \( e_2 \) that satisfy the predicate \( e_1 \). Tables (\( t \)) can be modified using insert, update, and delete statements. The select statement can be used to query tables and return results.

\( \lambda_{\text{SQL}} \) also supports a set of expressions used in generated code but not available to the programmer (\( e_i \)). This includes the implementations of encryption and decryption algorithms. The algorithms for randomized, deterministic and order-preserving encryption use symmetric private keys, whereas additive encryption use asymmetric, public-private key pairs. We assume that the algorithm for randomized and additive encryption are secure under standard cryptographic assumptions. The language does not support explicit creation or manipulation of encryption keys - we assume that the application (i.e. the trusted client) has access to a finite number of predefined keys/key pairs. Finally, \( \mathcal{I}, s \) offloads execution of statement \( s \) from a client database to a server \( \mathcal{S} \).

### Types

Given an \( \lambda_{\text{SQL}} \) program, our goal is to assign each expression in the program a type which represents whether the value returned by the expression is encrypted or not, and the type of encryption used i.e. randomized (\( \text{RE} \)), additive (\( \text{AE} \)), deterministic (\( \text{DE} \)) or order-preserving (\( \text{OPE} \)). SecureSQL’s type system (Figure 6) consists of a set of primitive types, one for each type of encryption. The type \( \text{CT} \) represents cleartext values, and the type \( \text{Void} \) represents expressions that do not return values (e.g. assignment). The type system also supports function types and named record types. A named record type is a type representing a tuple of values, where each element

$$
\tau ::= \text{CT} | \text{RE} | \text{AE} | \text{DE} | \text{OPE} | \text{Void} \mid [\tau_1, \ldots, \tau_n] | [n_1 : \tau_1, \ldots, n_m : \tau_m] | \tau_1 \rightarrow \tau_2
$$
in a record type is associated with a name. Record types are a natural way of representing types of tables and relational operators (such as projection and product).

Note that types described above do not refer to encryption keys. For the purpose of this paper, we make a simplifying assumption that all values encrypted using the same kind of encryption use the same encryption key. In our implementation, a type consists of the pair `<encryption type, keyid>`, where keyid is a unique identifier representing each encryption key.

**Encryption/decryption as Coercions.** In a conventional type system for information flows [26, 24], types correspond to secrecy levels in a lattice. For example, the types `⊤` and `⊥` represent secret and public values respectively. In an encrypted database, secrecy levels correspond to partially homomorphic encryption schemes. The encryption schemes can be ordered by the relative strength of encryption; this ordering forms a lattice shown in Figure 7. A type system based on this lattice can be used to check if a partitioned application contains any explicit or implicit information flows, and if the application uses partially homomorphic encryptions correctly. However, just type checking does not suffice if our starting point is a monolithic application written for a database without encryption – we wish to instrument encryption/decryption routines to preserve semantics of the application, and partition the application while preventing information flows.

Towards this end, we define a type system where encryption/decryption routines are viewed as *coercions* between types, similar to how compilers coerce of values from one (usually less precise) type to another (more precise) type. Specifically, we propose a type system with coercive subtyping [18]. In coercive subtyping, `τ₁` is said to be a subtype of `τ₂` if a value of type `τ₁` can be coerced into a value of type `τ₂` using a coercion function `σ₁:τ₁→τ₂`. In such a system, the *subtyping relation* ` <: ` defines the set of coercions permitted by the type system. In our type system, encryption and decryption routines are coercion functions. Figure 7 shows all coercion functions along with the source and target types. Essentially, we can coerce a value of a given encryption type to a value of any other encryption type using one or more encryption/decryption routines.

At first glance, the relation in Figure 7 appears to be an obvious choice for a subtyping relation. However, permitting coercions between all encryption types is not desirable. If we permit arbitrary coercions, values from encrypted columns can be coerced into values encrypted using weaker encryption schemes, resulting in insecure information flows. Another reason for not permitting all coercions is efficiency – type inference is tractable only when the subtyping relation is a partial order, and efficient when the partial order is a lattice [23].

Figure 8 shows the subtyping relation used in SecureSQL. This relation (which is a lattice) is derived from Figure 7 by unrolling cycles once and adding a few additional types. The types `CT_{OPE}`, `CT_{DE}`, and `CT_{RE}` are variants of the type `CT` – they distinguish cleartext values obtained via decryption from cleartext values that were never encrypted. Both randomized and additive encryption share the same clear text type because they are both equally secure (in the cryptographic sense). `OPE_{lval}`, `DE_{lval}`, `AE_{lval}`, and `RE_{lval}` are variants of encrypted types which represent re-encrypted values. Unlabeled edges have identity functions as coercions. Observe that this subtyping relation permits encrypted values to be decrypted into cleartext values, and encrypted back using the same or stronger encryption scheme. As described in Section 4, these additional types allow the partitioning algorithm to identify computations that can be safely offloaded to the server.

**Type inference.** We now describe SecureSQL’s algorithm (based on [21]) for automatically inferring encryption types and coercions. Informally, the algorithm work as follows. The algorithm associates two *type variables* with every expression, an *assumed type* `α`, which represents the type of the expression without coercions, and an *expected type* `β`, which represents the type after a coercion permitted by the subtyping relation ` <: ` has been applied. The algorithm collects set constraints on these type variables during a traversal of the AST. A solution
to these constraints, if one exists, assigns values to assumed and expected type variables of every expression. Expressions which require coercions are expressions with different assumed and expected types.

For tracking implicit flows, the algorithm associates a type variable γ with every statement s. s has an encryption type γ if all columns/variables updated by s have encryption type at least as strong as γ. γ also represents the context in which a statement can execute without introducing implicit flows. A statement s with type γ can safely execute in a context of type γ or weaker.

The algorithm can be stated as a set of type rules. Figure 9 shows a subset of the type rules (refer to [5] for the complete set of type rules). Type judgments for expressions take the form Σ, Γ ⊢ e : β. Σ is a set of type constraints of the form τ ⊑ β or τ ∈ S, where τ is a type expression, β is a type variable, and S is a set of types. Γ is a map from expressions to their assumed types. A type judgment is interpreted as follows: under constraints Σ and assumptions Γ, the expected type of e is β. Type judgments for statements take the form Σ, Γ, γ ⊢ s, where γ represents the context in which the statement s can safely execute.

Consider the rule VAR for variables. The rule allocates two fresh type variables α and β, sets the assumed type of v to α, and adds a constraint that α ⊑ β, where β is the expected type of v. The rule for column references is similar, with the only difference that the assumed type of a column reference is obtained from the encryption policy E.

Now consider the rule EQUALS. Let β1 and β2 be the expected types of e1 and e2 respectively. Equality checking requires types of both sub-expressions to be the same. This is enforced by unifying both types (using the function UNIFY). Equality also requires that both types should be at least as weak as deterministic encryption. We enforce this using a subset constraint β1 ∈ [OPE, OPEval, DE, DEval, CT, CT_OPE, CT_DE, CT_RE]. The algorithm also unifies the assumed types of variables common to e1 and e2. The constraint on the type of equality check reflects the fact that unlike other partially homomorphic encryptions, deterministic encryption and OPE reveal the result of the check in cleartext. The rule COMP for comparison follow the same template and only differ in the set of permitted encryption types.

Inserting into a table (INSERT) requires that the type of values being inserted must be a subtype of the column being written to (as defined in the policy). Here, we use the function LVALTYPET to obtain the re-encrypted type corresponding to an encryption type. Observe that this rule allows re-encrypted values to be written to a column to a column of a given encryption type. For example, a value of type REval obtained by decrypting a value of type DEval and re-encrypting it using randomized encryption can be written to a column of type RE. The type γ captures the strongest encryption type that is written by the statement.

Consider the rule IF. The constraint on the contexts of
algorithm reports an error.

**Parameters and return values.** The algorithm introduces additional constraints on parameters and return values of procedures that can be externally invoked. Specifically, we require that the type of all parameters and the return variable of such procedures must be one of the cleartext types. This constraint ensures that the interface of these stored procedures does not change from the perspective of external callers.

**Procedure and function calls.** The SecureSQL compiler handles procedure calls as follows. Given a set of stored procedures, the compiler constructs a call-graph, performs a bottom up traversal of the call-graph and runs the type inference algorithm described above for each procedure. After processing each node, computes a summary for each procedure, which consists of the encryption types of the formal parameters and return values. The summary also records whether the stored procedure requires any coercions. At a procedure call, the compiler uses the summary to introduce constraints on parameters and return values. Specifically, we require that the expected type of an actual parameter should be a subtype of the corresponding formal parameter, and the type of the return value should be a subtype of the expected type of the actual return value. In case of recursive calls, the compiler repeats the inference until a fixed point is reached.

**Cost-aware constraint solving.** The constraints generated by the type system are inequities over the subtyping relation, which is a partial order. In general, the problem of poset solving is NP-complete [23]. However, our subtyping relation is a lattice with the join defined by the lowest common ancestor relation. Solving inequalities over a lattice is linear in the number of expressions and the height of the lattice [23]. The result of constraint solving is either a type assignment which assigns a type to each type variable, or a set of unsatisfiable constraints. A set of constraints may be unsatisfiable if the program contains insecure information flows. We report all unsatisfiable constraints to the user, and also recommend the changes to the encryption policy that will satisfy the constraints.

One shortcoming of the inference algorithm described above is that it unaware of the runtime cost of coercions. For example, consider the equality check at line 10 in Figure 3. If the column CUSTOMER.C_LAST is deterministically encrypted, there are two possible assignments of types to expressions CUSTOMER.C_LAST and @c_last that will preserve semantics of the filter, one in which both expressions are assigned the type CT, and the other where they are assigned the type DE. Both type assignments result in the same number of coercions (i.e. one). In the first case, the column C_LAST is decrypted, and in the second case, the variable @c_last is deterministically encrypted. The resulting queries have very different query plans. In the first case, the column C_LAST must transferred to the client and the check is performed on the client. The second case lends to a more efficient plan where the filter is performed on the server using an index.

In order to find efficient type assignments, we extend the inference algorithm in [23] with a simple cost model and a procedure that systematically explores the space of all valid type assignments to find type assignments with minimal cost. Our cost model computes the cost of a type assignment by assigning a cost to all expressions that must be coerced under the assignment. The cost of a coercion on a column reference is approximated by the cardinality of the column (estimated using statistics from the server). The cost of coercing as primitive value is 1. The cost of an expression is the sum of the cost of its sub-expressions.

We explore the space of all valid type assignments using the following iterative algorithm. We start with a valid type assignment obtained using the inference algorithm described above, and systematically derive other type assignments by substituting the type assigned to a type variable with its super-types. We use each derived type assignment to assign the assumed type of each type variable and rerun the inference algorithm. If the inference algorithm succeeds, we have found another valid but different type assignment and we can compute its cost. If the inference fails, we ignore the type assignment and continue the search. The complexity of the exploration is polynomial in the number of expressions and the height of the subtyping relation.

**Inserting Coercions.** Given a type assignment, the expressions that require coercions are expressions which generated constraints of the form $\alpha <: \beta$ where $\alpha \neq \beta$. Such expressions require a coercion from $\alpha$ to $\beta$ because the assumed and expected type are different. For every such constraint, we derive the coercion function by traversing the path from $\alpha$ to $\beta$ in the subtyping relation and composing coercions functions for each edge on the path, and instrument the expression with the coercion function. We also identify all addition expressions where both sub-expressions are assigned a type $\mathbb{AE}$ or $\mathbb{AE}_\text{local}$, and replace each such addition with a call to homomorphic addition routine.

### 4. Secure Partitioning

The next phase in the compilation process is to generate a secure and efficient partitioning of a database application that offloads as much computation as possible to the server without leaking sensitive information. In this section, we describe the analysis and optimizations that together generate such partitionings.

**Baseline partitioning.** The first step in the algorithm is to generate a baseline partitioning which preserves semantics. For the baseline partitioning, SecureSQL relies on named references, which is a commonly abstraction for distributed query processing in most databases. For example, SQL...
Server supports a primitive called linked server [6] and Oracle supports a similar primitive called database link [4]. A linked server is a named reference that can be used by a client database to issue queries on remote servers. For example, a client database can issue a query `SELECT * FROM [LINK].[DB].CUSTOMER ORDER BY C_BALANCE` to select customers from a remote table. The query optimizer on the client partitions queries that use linked server between remote servers and the client, utilizing any statistics that may be available on the remote server.

SecureSQL uses linked server to partition a stored procedure by rewriting all table references to remote table references, and installing the resulting stored procedure on the client. Linked server automatically promotes transactions initiated on the client to distributed transactions involving the remote server.

Unfortunately, while the baseline partitioning is simple and preserves semantics, it is neither secure nor efficient. In this partitioning, the number of round-trips between the client and server is proportional to the number of queries because the client drives execution, and control returns back to the client after each query, even if the next query can execute entirely on the server. Furthermore, transactions are promoted to distributed transactions even if all queries within the transaction are safe. The partitioning is also not secure because information can leak through local variables that hold sensitive data in cleartext, and via intermediate results of query processing. For example, consider the join query `SELECT * FROM [LINK].R, [LINK].S WHERE dbo.DECRYPT(R.a) = S.a`. If |R| ≪ |S|, a possible query plan is to decrypt the column R.a on the client, and transfer the semi-join to the server to compute the join. This plan leaks columns of the remote server in plaintext. SecureSQL uses a series of analysis and optimizations for generating a secure and efficient partitioning from the baseline.

Safety analysis. Safety analysis is a static analysis that infers whether a type-annotated T-SQL expression can be safely offloaded to the server without introducing insecure information flows. The analysis is based on the following definition for safety. A T-SQL expression is safe if (a) does not invoke encryption or decryption routines, (b) it does not use any local variables that contain values obtained from prior calls to decryption routines.

Checking whether an expression invokes encryption/decryption routines is straightforward – we simply check if any sub-expressions require coercions (using the type assignment). We can also check the second condition recursively as follows. A local variable is not safe if its expected type is one of the types `[CTOP, CDE, CTE]`. An expression is safe if all constants and variables in the expression are safe.

Secure partitioning. SecureSQL uses safety analysis to transform the baseline partitioning into a secure (but inefficient) partitioning as follows. The compiler identifies and instruments all unsafe scalar expressions with special "identity" routines installed on the client. The presence of these routines forces the query optimizer to consider plans where these functions are evaluated on the client. For example, consider the query `SELECT * FROM [LINK].R WHERE dbo.IDENTITY(dbo.DECRYPT(R.a) = filter)`. Assume that the variable `filter` is unsafe. The call to the identity routine forces the filter to be evaluated on the client.

Security-aware optimizations. We now describe three optimizations in SecureSQL, which increase the number of safe expressions, and hence offload more computation to the server. SecureSQL supports other optimizations such as splitting sub-queries and splitting materialized view definitions – we omit these due to space constraints. A key feature of these optimizations is that they can be expressed as source-to-source transformations, as opposed to transformations on a physical query plan.

Invariant code motion. An expression is invariant with respect to a query if its value does not change during the query’s execution. Invariant code motion is an optimization that identifies invariant expressions (such as calls to encryption/decryption routines), and moves them before the query. For example, consider the `SELECT` query at line 6 in Figure 3. In this example, the type system infers that variables `@c_last` and `@h_amount` should be encrypted, and introduces encryption routines. However, the expressions `d_encrypt(@c_last,...)` and `a_encrypt(@h_amount,...)` are invariant with respect to the query. The transformation moves these expressions before the query, introduces temporary variables (`@enc_c_last` and `@enc_h_amount`) to capture the values of these expression, and replaces the expressions with temporary variables. The resulting query is free of calls to encryption and decryption routines, and therefore safe.

Offloading Safe Blocks. This optimization offloads safe statements to the server. The optimization consists of two phases. The first phase identifies maximal safe blocks. A block is a set of statements in the same static scope. A maximal safe block is the largest block such that all statements within the block are safe but at least one of the siblings is not safe.

The second phase of the transformation partitions the stored procedure further by extracting maximal safe blocks into separate stored procedures. This is akin to creating closures [3]. Each maximal safe block is transformed into a stored procedure whose input parameters are variables used within the block, and output parameters are variables defined within the block but used outside. This transformation then deploys closures on the server, and replaces the maximal safe block with a remote call to the closure. As a special case, if

---

1 Here `LINK` is the name of the linked server.
5. Evaluation

The goal of our evaluation is to determine the cost of supporting information flow security in encrypted databases.

Implementation. SecureSQL is implemented as a C# library (~11000 LOC) based on a publicly available T-SQL parser and code generator [8]. The type system, rewriting for adding coercions, query partitioning and optimizations are implemented as transformations over the AST generated by the parser. We use 256-bit AES block cipher in CBC mode for randomized encryption, AES in GCM mode with an initialization vector derived from the hash of the cleartext for deterministic encryption, 1024 bit Paillier encryption and an order-preserving encryption scheme based on [22].

Methodology and Benchmarks. The experiments were conducted on an in-house cluster connected via a 1 Gbps network. Each machine has 2 Intel Xeon x64 processors with 8 cores each, 16GB RAM, a 1TB SATA drive and runs Windows Server 2008 Enterprise. Our evaluation is based on two applications TPC-C, and Perf, an in-house employee performance evaluation application. The TPC-C database maintains customer, order and inventory information. We instantiated this database with 100 warehouses (approximately 10 GB). The workload consists of five transactions implemented as stored procedures. The workload generator simulates a specified mix of 7 complex workflows, where each workflow invokes several stored procedures. We choose this application because it has strong security requirements but much lower throughput and latency requirements than TPC-C, and therefore serves as an interesting design point.

5.1. TPC-C

For evaluating the security performance trade-off in TPC-C, we defined three progressively weaker encryption policies. The policy NoFlows uses randomized encryption for all columns in the customer table containing personally identifying information. SecureSQL's type system certifies that this policy does not contain any implicit or explicit insecure information flows. However, the policy does not utilize indexes or permit server side computation on these columns. The policy NoExp weakens NoFlows by using deterministic encryption for customer last name and credit status, and leaving the column c_DATA in cleartext. This policy has an implicit flow from the column c_CREDIT to c_DATA, but is able to use indexes on these columns. The third policy NoExpAdd is similar to NoExp except it uses Paillier encryption for customer's account balance. Our baseline is a configuration (ClearText) where all columns are cleartext, and the application runs entirely on the server. The compiled stored procedures for all policies are available at [5].

Static properties. We measured two properties of a partitioned application that serve as good indicators of performance i.e. the number of coercions, and the number of distributed transactions (Table 1). With policy NoFlows 4 out of 5 stored procedures require coercions, with the procedure Payment requiring as many as 44 coercions, illustrating the complexity of rewriting. Both the number of coercions and the number of procedures that require distributed transactions reduces as the policy is weakened. With policy NoExpAdd, all computation (with the exception of encryption & decryption routines, and simple scalar operations) is offloaded to the server, and distributed transactions are eliminated altogether. We also observe that encryption increases the space overheads of the database by roughly 45% (with negligible variance across policies).

Performance Overheads. Figure 10 shows the average

| Policy   | # Coercions | # DT |
|----------|-------------|------|
| NoFlows  | 3           | 8    |
| NoExp    | 3           | 4    |
| NoExpAdd | 0           | 2    |

Table 1: Number of coercions and the number of procedures requiring distributed transactions in the TPC-C benchmark for different encryption policies.
throughput and latency of the partitioned TPC-C with varying number of users. As one might expect, throughput scales almost linearly with load in the baseline configuration with all columns in cleartext. The throughput with the policy NoExpAdd closely matches the baseline, except at high load where the throughput is lower by 28%. The discontinuity at 16 users is explained by the number of cores available on the server. Further analysis shows that the lower throughput is due to encryption and decryption operations on the trusted client. Partitioning has a larger effect on latency for policy NoExpAdd – average latency increases from 1.8ms to 8.4ms with 16 concurrent users. This is due to at least one additional hop between application and the database server, and the latency of encryption and decryption operations.

Both throughput and latency drop significantly for policies NoFlows and NoExp (with a maximum of 1000 and 19800 TPM respectively). The drop in performance is not entirely unexpected. In this configuration, most of the query processing and control flow remains on the client. An analysis of the most time consuming queries using SQL profiler reveals that cursors are the worst affected, followed by queries that filter on encrypted columns. Since these queries now execute on the client, performance suffers due to the inability to use indexes, and the additional data transfers to the client. However, the drop in performance with NoExp is more surprising.

We performed a set of experiments to isolate the cause of loss in performance. We considered three additional configurations NoFlowsSrv, NoExpSrv and NoExpAddSrv where the database is encrypted with policies NoFlows NoExp and NoExpAdd respectively, and the database server has access to encryption keys. Therefore, both the server and trusted client

**Optimizations.** We also measured the performance of TPC-C for each of the encryption policies with the optimizations described in Section 4 disabled. In this mode, the performance of configurations NoExp and NoExpAdd drops significantly, with throughput even lower than NoFlows. We also observed that no single optimization when enabled in isolation improved performance significantly. Performance improved only when these optimizations are enabled together. Therefore, optimizations play a big role in realizing the full benefits of a weaker encryption policy.

In summary, the experiments suggest that SecureSQL can ensure the absence of explicit flows even in a performance sensitive application like TPC-C with reasonably low overheads. However, overheads can be high if the encryption policy is not carefully chosen to maximize the use of existing PHE schemes, or protection from implicit flows is desired.

### 5.2. Employee performance evaluation

For this application, we use a strong encryption policy where all personally identifiable data and data related to an em-
ployee’s performance is encrypted using randomized encryption. SecureSQL’s type system is able to verify that with this policy, the partitioned application has no implicit or explicit flows. Even with this policy, we find that over 80% of the stored procedures and views do not require any coercions. However, there are procedures where the compiler introduces up to 46 coercions. Figure 12 shows the average latency of 7 main workflows. We compare the latency with a configuration where the database is in cleartext. The three most critical workflows in this application, W1, W2 and W3 are invoked when employees lookup their appraisals. These workflows are dominated by lookups and complex joins on cleartext columns and moderately impacted by partitioning. The latency of workflows W4-W7 increase significantly after encryption. This is due to the presence of calls to string manipulation routines on encrypted data within the scope of distributed transactions, and joins over strongly encrypted columns which cannot be offloaded to the server. We also tested this application through its web based client – on the whole usability of the application is not affected by partitioning.

6. Conclusions and Future work

Encrypted databases are a first step towards the goal of applications which can “compute” on encrypted data and offer strong end-to-end confidentiality guarantee. This paper takes a step towards defining strong security properties for encrypted databases. We show that encrypted databases can support real-world workloads with reasonable security and performance. However, ensuring strong information flow security with software-only trusted clients in performance sensitive applications is challenging. Encrypted databases with trusted hardware [10, 19] may be able to offer both information flow security and robust performance. From a security perspective, formally stating the threat model and proving that SecureSQL’s type system ensures confidentiality is an open problem.

7. Related Work

**Trusted clients.** The trusted client model was first proposed in [17]. Their system does not exploit partially homomorphic encryption. Instead, the system maintains additional indexes on encrypted columns, which permits some filters to be pushed to the server. They present an algebraic framework for partitioning individual queries along with a set of heuristics for maximizing the amount of computation pushed to the server - which requires changes to the underlying query optimizer. In contrast, we handle a richer set of abstractions (views/stored procedures) and require no changes to the underlying database infrastructure.

CryptDB [22], Monomi [25] continue the line of work in [17] by using partial homomorphic encryption schemes. They differ in the amount of computation that is allowed in the trusted client - CryptDB uses a web proxy and is not a general purpose system. Monomi permits arbitrary residual computation on the client, but is geared towards analytical workloads. The main focus in both these systems is individual queries - in this paper we study abstractions such as stored procedures, views, and transactions in addition to ad-hoc queries. Interestingly, these abstractions fundamentally change the security model - in particular, stored procedures introduce information flow between columns. Any system that ignores these information flows can potentially leak the contents of encrypted columns to a passive adversary. Our compiler uses a type system that statically checks for insecure information flows and rewrites stored procedures. Finally, we evaluate our system using complete benchmarks (as opposed to traces used in [22]). Our evaluation offers a more realistic picture of the performance of a fully general trusted client based database architecture for transactional workloads.

**Untrusted clients.** Chong et al [14] propose a system for automatically partitioning web applications. In their security model, the client is considered untrusted. The objective of partitioning the web application is to ensure that sensitive data does not flow to the client. Our security property is a variant of the information flow security tailored for partially homomorphic encryption schemes, which their system does not use.

**Hardware based security.** Another approach for securely processing query on untrusted platform using dedicated trusted hardware such as FPGAs and Intel SGX [19]. TrustedDB [11] combines a secure co-processor and a commodity server. It runs a lightweight on the secure co-processor and a full-fledged database on the server. Query processing is distributed between two databases - encrypted data is processed on the co-processor and cleartext data is processed using a commodity database. Cipherbase [10] also relies on secure hardware (in the form of an FPGA device) to process encrypted data. However, unlike TrustedDB, the database is more tightly coupled with the hardware. The database performs as much computation as possible while delegating computation that requires sensitive data in cleartext to secure hardware. Haven [12] is a system for running unmodified applications on an untrusted platform using SGX. While Haven can isolate the entire database from the platform, security is predicated on a large trusted computing base, which includes the database server and the guest operating system. Haven also does not offer strong information flow properties. Compared to an on-premises trusted client, a hardware based approach can potentially yield better performance due to lower round trip latencies. A key deficiency of hardware based approaches is that they are intrusive and cannot be implemented on top of existing infrastructure. Another shortcoming is that these systems focus on data confidentiality but do not consider leaks due to information flow. It should be possible to extend our type system and partitioning algorithm to target trusted hardware instead of a trusted client and provide stronger security.
guarantees.
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