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We consider a simple quantum model of atom-molecule conversion where bosonic atoms can combine into diatomic molecules and vice versa. The many-particle system can be expressed in terms of the generators a deformed $SU(2)$ algebra, and the mean-field dynamics takes place on a deformed version of the Bloch sphere, a teardrop shaped surface with a cusp singularity. We analyse the mean-field and many-particle correspondence, which shows typical features of quantum-classical correspondence. We demonstrate that semiclassical methods can be employed to recover full many-particle features from the mean-field description in cold atom systems with atom-molecule conversion, and derive an analytic expression for the many-particle density of states in the limit of large particle numbers.
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I. INTRODUCTION

The experimental progress in confining and manipulating cold atoms and Bose-Einstein Condensates (BECs) offers a unique opportunity to investigate the quantum properties of interacting many-particle systems. For most realistic setups, however, a theoretical full many-particle description is beyond the current state of the art. Most commonly the mean-field approximation is applied, resulting in a description of the many-particle system by an effective single particle wave function. The time evolution is in this description governed by a nonlinear Schrödinger equation. This approximation is closely related to the classical limit of single particle quantum systems, where the particle number plays the role of $\hbar^{-1}$. Recently there have been several studies demonstrating that this analogy can be used to apply semiclassical techniques to recover full many-particle features from the mean-field description alone [1–6].

Over the last decade there has been considerable interest in atom-molecule conversion in cold atoms and BECs [7–17]. Theoretically these systems are closely related to deformed $SU(M)$ algebras [18]. Neglecting quantum fluctuations in the many-particle dynamics leads to mean-field approximations defined on phase spaces with non-standard geometries, and new interesting features in the many-particle and mean-field correspondence. Here we address the question whether semiclassical methods might be adapted to describe the full many-particle behaviour of atom-molecule conversion systems on the grounds of their mean-field approximation.

We focus on the simplest model of an atom-molecule conversion system, similar to the one considered in [7], consisting of non-interacting atoms and diatomic molecules each of which can populate only one mode. Introducing the atomic and molecular creation and annihilation operators, $\hat{a}^\dagger$, $\hat{a}$ and $\hat{b}^\dagger$, $\hat{b}$, respectively, this system can be described by a Hamiltonian of the form

$$\hat{H} = \epsilon_a \hat{a}^\dagger \hat{a} + \epsilon_b \hat{b}^\dagger \hat{b} + \frac{v}{2\sqrt{N}} (\hat{a}^\dagger \hat{b} + \hat{b}^\dagger \hat{a}),$$  \hspace{1cm} (1)$$

where $\epsilon_{a,b}$ is the energy of the atomic or molecular mode, and $v$ describes the conversion strength between atoms and molecules. The total number of atoms $\hat{N} = \hat{a}^\dagger \hat{a} + 2 \hat{b}^\dagger \hat{b}$ is a constant of motion. For a fixed value of the particle number $N$ the system lives on an $\left[\frac{N}{2}\right] < 1$ dimensional Hilbert space. For simplicity, we confine the discussions to even particle numbers in what follows.

We begin with a review of the many-particle and mean-field descriptions, and their correspondence. Then we introduce a semiclassical quantisation condition and demonstrate that the many-particle spectrum can be accurately recovered from the mean-field dynamics, and derive an analytic expression for the many-particle density of states in the semiclassical limit of large particle numbers. We also present results for the semiclassical many-particle eigenstates. We end with a summary and outlook.

II. THE MANY-PARTICLE SYSTEM

Similar to the two-mode Bose-Hubbard model [19], we can apply a Schwinger-type transformation to introduce the operators

$$\hat{K}_x = \frac{\hat{a}^\dagger \hat{a}^\dagger \hat{b}^\dagger + \hat{a}^\dagger \hat{b}^\dagger}{2\sqrt{N}},$$

$$\hat{K}_y = \frac{\hat{a}^\dagger \hat{a}^\dagger \hat{b} + \hat{a} \hat{b}^\dagger}{2i\sqrt{N}},$$

$$\hat{K}_z = \frac{\hat{a}^\dagger \hat{a} - 2 \hat{b}^\dagger \hat{b}}{4}. \hspace{1cm} (2)$$

The Hamiltonian can then be expressed as

$$\hat{H} = \epsilon \hat{K}_z + v \hat{K}_x, \hspace{1cm} (3)$$

where we have shifted the zero energy and introduced the parameter $\epsilon = 2\epsilon_a - \epsilon_b$.

The physical meaning of the operators $\hat{K}_j$ is similar to the two-mode Bose-Hubbard case. That is, $\hat{K}_z$ measures the population imbalance between molecular and atomic mode, and $\hat{K}_{x,y}$ measure their phase relation. It is further
convenient to introduce the operators

\[ \hat{K}_\pm = \hat{K}_x \pm i\hat{K}_y, \]

(4)

that create a molecule out of two atoms and vice versa. The operators (2) and (4) are related to a nonlinear deformation of an SU(2) algebra \([18, 20, 21]\). That is, they fulfill commutation relations of the form

\[ [\hat{K}_z, \hat{K}_\pm] = \pm \hat{K}_\pm, \]

(5)

just as for SU(2), and

\[ [\hat{K}_+, \hat{K}_-] = F(\hat{K}_z, \hat{N}), \]

(6)

where \(F(\hat{K}_z, \hat{N})\) is a polynomial in \(\hat{K}_z\) and \(\hat{N}\). Specifically we have

\[ F(\hat{K}_z, \hat{N}) = -\frac{\hat{N}}{N} - \frac{1}{4N} \left( \hat{N} + 4\hat{K}_z \right) \left( \hat{N} - 12\hat{K}_z \right). \]

(7)

In terms of \(\hat{K}_x, \hat{K}_y, \) and \(\hat{K}_z\) the commutation relations read

\[ [\hat{K}_z, \hat{K}_x] = i\hat{K}_y, \]

(8)

\[ [\hat{K}_y, \hat{K}_x] = i\hat{K}_y, \]

(9)

\[ [\hat{K}_x, \hat{K}_y] = \frac{i}{2} F(\hat{K}_z, \hat{N}). \]

(10)

The total particle number \(\hat{N}\) commutes with \(\hat{K}_x, \hat{K}_y, \) and \(\hat{K}_z\). In the case of a Bose-Hubbard dimer the conserved particle number reflects the conservation of the total angular momentum. For deformed SU(2) algebras this is replaced by a less trivial conservation law. We can find the conserved quantity using the approach in \([18]\) as

\[ \hat{C} = \hat{K}_x \hat{K}_+ + \frac{4}{N} \hat{K}_+^3 + \frac{\hat{N} + 6}{N} \hat{K}_z^2 + 8 - \hat{N}^2 \hat{K}_z \]

\[ = \hat{K}_z^2 + \hat{K}_y^2 + \frac{4}{N} \hat{K}_+^3 + \frac{\hat{N}}{N} \hat{K}_z^2 \]

\[ + \frac{8 - \hat{N}^2 - 4\hat{N}}{4N} \hat{K}_z + \frac{4\hat{N} + \hat{N}^2}{8N}. \]

(11)

\[ \langle \hat{C} \rangle \]

Evaluating \(\langle \hat{C} \rangle\) in any eigenstate of \(\hat{K}_z\) yields the conservation law

\[ \langle \hat{K}_x^2 \rangle + \langle \hat{K}_y^2 \rangle = -\frac{\langle \hat{K}_z \rangle}{N} + \frac{\langle \hat{N} \hat{K}_z \rangle}{N} + \frac{\langle \hat{N}^2 \hat{K}_z \rangle}{4N} \]

\[ - \frac{\langle \hat{N} \hat{K}_z^2 \rangle}{N} - \frac{4\langle \hat{K}_z^3 \rangle}{16} + \frac{N^2}{16} + \frac{N}{4}. \]

(12)

We shall see later that this corresponds to a deformation of the familiar Bloch sphere of two-level systems to a teardrop shape on which the mean-field dynamics take place.

From the commutation relation (5) it follows that \(\hat{K}_+\) and \(\hat{K}_-\) are the usual lowering and raising operators for \(\hat{K}_z\), from which one can deduce that the spectrum of \(\hat{K}_z\) is equidistant \([18]\). For a given even particle number \(N\) the eigenvalues of \(\hat{K}_z\) run in integer steps from \(-\frac{N}{2}\) to \(\frac{N}{2}\).

While due to symmetry the operators \(\hat{K}_x\) and \(\hat{K}_y\) are isospectral, their spectrum differs from that of \(\hat{K}_z\), and in particular, is not equidistant. The spectrum is depicted.
for the example $N = 50$ in figure 1. It can be seen that the eigenvalues are symmetric around zero, and approximately equidistant at the boundaries of the spectrum, while they are closer together around the centre. The eigenvalues can be obtained analytically using a Bethe ansatz approach [12].

Figure 2 depicts the eigenvalues of the many-particle Hamiltonian (3) as a function of $\epsilon$ for $v = 1$, and two different particle numbers. In comparison to the familiar Landau-Zener behaviour of a many-particle two-level system without atom-molecule conversion, the simple symmetry with respect to $\epsilon$ is lost, and we observe a cluster of narrow avoided crossings for intermediate values of $\epsilon$, stretching from the upper end of the spectrum for negative values of $\epsilon$ to the lower for positive values. These are the reflection of the accumulation of eigenvalues in the spectrum of $K_z$ in figure 1. For large values of $\epsilon$ the many-particle spectrum is dominated by the equidistant spectrum of $K_z$. The narrow avoided crossings lead to quasi-stationary states related to unstable stationary states in the mean-field description. These are related to the molecular mode, where all particles are paired up in diatomic molecules.

The many-particle dynamics can be straight-forwardly obtained by integration of the Schrödinger equation on the $(N^2 + 1)$-dimensional Hilbert space. It is nevertheless instructive to study the Heisenberg equations of motion for the dynamical variables $\hat{K}_{x,y,z}$, given by

$$\frac{d}{dt} \hat{K}_x = -\epsilon \hat{K}_y,$$
$$\frac{d}{dt} \hat{K}_y = \epsilon \hat{K}_x + \frac{v}{2} + \frac{v}{8N} \left( \hat{N}^2 - 8 \hat{K}_z \hat{N} - 48 \hat{K}_z^2 \right),$$
$$\frac{d}{dt} \hat{K}_z = v \hat{K}_y. \tag{13}$$

Due to the nonlinearity of the commutator of $\hat{K}_x$ and $\hat{K}_y$ this is not a closed set of equations if $v \neq 0$, that is, the right hand side contains dynamical variables such as $\langle \hat{K}_z^2 \rangle$ whose dynamics is not determined by the dynamical equations (13). In the trivial case $v = 0$, where the atomic and molecular mode decouple, we have a closed set of equations, describing rigid rotations around the $z$-axis. In the general case, taking the expectation value and neglecting quantum fluctuations, i.e., approximating expectation values of products with products of expectation values, yields the mean-field approximation we shall discuss in the following section. It is interesting to note that the same dynamical equations in terms of generators of a deformed $SU(2)$ algebra also appear in the context of fermionic atom-molecule conversion [10, 22].

**III. MEAN-FIELD APPROXIMATION**

In this section we review the derivation of the mean-field dynamics, and summarise its most important features [8–17]. Here we formulate the approximation in a way that is most natural from the perspective of a semi-classical limit. The mean-field approximation can be obtained in the limit of large Hilbert space dimension by replacing expectation values of products with products of expectation values in the dynamics of the operators $\hat{K}_j$ in equation (13). Introducing the mean-field variables $s_j = \eta \langle \hat{K}_j \rangle$, with $\eta = \left( \frac{N}{2} + 1 \right)^{-1} \to 0$, the mean-field dynamical equations become

$$\dot{s}_x = -\epsilon s_y,$$
$$\dot{s}_y = \epsilon s_x + \frac{v}{4} \left( 1 - 4 s_z - 12 s_z^2 \right),$$
$$\dot{s}_z = vs_y. \tag{14}$$

These can be formulated as canonical Hamiltonian dynamics with the classical Hamiltonian function

$$H = \eta \langle \hat{H} \rangle = \epsilon s_z + vs_x, \tag{15}$$

and the Poisson brackets

$$\{ s_x, s_y \} = \frac{1}{4} \left( 1 - 4 s_z - 12 s_z^2 \right),$$
$$\{ s_y, s_z \} = -s_x,$$
$$\{ s_z, s_x \} = -s_y, \tag{16}$$

which directly follow from the many particle commutators with the identification

$$\{ s_j, s_k \} = \lim_{N \to \infty} i\eta \langle [\hat{K}_j, \hat{K}_k] \rangle. \tag{17}$$

The dynamics (14) is confined to a two-dimensional surface given by the constraint

$$s_x^2 + s_y^2 = \frac{1}{4} \left( 1 - 2 s_z \right) \left( 1 + 2 s_z \right)^2 =: r^2(s_z), \tag{18}$$

with $s_z \in [-\frac{1}{2}, \frac{1}{2}]$. This constraint also follows from the many-particle conserved quantity (12) in the mean-field limit. The resulting surface is depicted in figure 3. It has a characteristic inverted teardrop shape, with a tip at $s_z = -\frac{1}{2}$. Note that similar shapes are known as Kummer shapes in the classical description of coupled oscillators of different frequencies [23–25].

From the dynamical equations (14) it follows that all fixed points are located at $s_y = 0$, and have to fulfil

$$\epsilon s_x = -\frac{v}{4} \left( 1 + s_z \right) \left( 2 - 12 s_z \right). \tag{19}$$

Using the constraint (18) this yields a polynomial in the $s_z$ component of the fixed points

$$\left( \frac{1}{2} + s_z \right)^2 \left[ \frac{v^2}{4} - \epsilon^2 - \left( 3v^2 - 2 \epsilon^2 \right) s_z + 9v^2 s_z^2 \right] = 0. \tag{20}$$

It can be verified that for each of the solutions $s_z \in [-\frac{1}{2}, \frac{1}{2}]$ of (20) there is one corresponding value for $s_x$ such that the dynamics is stationary. That is, there is always a fixed point at the tip of the teardrop, at $s_z = -\frac{1}{2}$. Depending on the values of $v$ and $\epsilon$ there can be one or two further fixed points. For values of $\epsilon$ that are smaller than a critical value $|\epsilon_{\text{crit}}| = \sqrt{2} |v|$ there are three fixed points. A stability analysis reveals that the fixed point
at the tip of the teardrop is a saddle point in this case, while the other two fixed points are elliptic. At the critical value $|\epsilon_{\text{crit}}| = \sqrt{2}|v|$ one of the other two fixed points collides with the fixed point at the tip of the teardrop and then moves to unphysical values $s_z < -\frac{1}{2}$. The two fixed points interchange their stability in this transcritical bifurcation. That is, for values of $\epsilon$ larger than the critical value there are two elliptic fixed points, one of which is located at the tip, the other elsewhere on the teardrop.

Examples of the dynamics for $v = 1$ and different values of $\epsilon$ are shown in figure 3. In the top two figures the fixed point at the tip of the teardrop is a saddle point, which is approached asymptotically by trajectories starting in a particular region on the teardrop, that shrinks as $\epsilon$ gets closer to the critical value. In the lowest figure the value of $\epsilon$ is super critical, and we observe the typical oscillations for trajectories in the neighbourhood of the elliptic fixed point at the tip of the teardrop.

We can introduce a set of canonical variables $p$ and $q$ via the transformation

\begin{align}
    s_x &= r(p) \cos(q) \\
    s_y &= r(p) \sin(q) \\
    s_z &= p,
\end{align}

with $r(p) = \sqrt{(1-2p)(1+2p)^2}$, with $p \in [-\frac{1}{2}, \frac{1}{2}]$ and $q \in [0, 2\pi]$. It is straightforward to verify that this indeed recovers the Poisson brackets (16) with the standard definition

\[ \{A, B\} := \frac{\partial A}{\partial p} \frac{\partial B}{\partial q} - \frac{\partial A}{\partial q} \frac{\partial B}{\partial p}. \]  

In terms of $p$ and $q$ the dynamics is then given by the canonical equations $\dot{q} = \frac{\partial H}{\partial p}$ and $\dot{p} = -\frac{\partial H}{\partial q}$ with the Hamiltonian function (15) expressed in terms of $p$ and $q$:

\[ H = \epsilon p + \frac{v}{2} \sqrt{(1-2p)(1+2p)^2} \cos(q). \]  

The mean-field dynamics can of course be expressed in terms of a nonlinear Schrödinger equation for an effective single-particle wave function. In the case of atom-molecule conversion there are two natural ways to define a mean-field wave function. The first, most commonly used, arises via the usual identification of the components of the mean-field wave function with the probability amplitudes to be in one of the states, in this case to be in the atomic or molecular state. That is, we make the identification $\hat{a}^{(1)} \rightarrow \frac{1}{\sqrt{\eta_1}} \psi_a^{(s)}$, and $\hat{b}^{(1)} \rightarrow \frac{1}{\sqrt{\eta_2}} \psi_b^{(s)}$. The resulting mean-field wave function is then normalised as $|\psi_a|^2 + 2 |\psi_b|^2 = 2$, where $|\psi_a|^2/2$ is the probability to find the mean-field system in the atomic mode and $|\psi_b|^2$ the probability to find it in the molecular mode. The mean-field dynamics is then governed by the Hamiltonian

\[ i\hbar \frac{\partial \psi}{\partial t} = \frac{\partial H}{\partial \psi^\ast}, \]  

with the Hamiltonian function $H$ expressed in terms of the $\psi_j$ as

\[ H = \epsilon \left( |\psi_a|^2 - 2 |\psi_b|^2 \right) + \frac{v}{2 \sqrt{2}} \left( \psi_a^\ast \psi_b + \psi_b^\ast \psi_a \right), \]  

that is

\[ i \left( \frac{\psi_a^\ast}{\psi_b} \right) = \left( \frac{\frac{\sqrt{2}}{v} \psi_a^\ast}{\frac{\sqrt{2}}{v} \psi_b^\ast - \frac{\sqrt{2}}{v}} \right) \left( \psi_a \right). \]  

With the identification

\begin{align}
    s_x &= \frac{1}{2 \sqrt{2}} \left( \psi_a^2 \psi_b + \psi_b^2 \psi_a^2 \right), \\
    s_y &= \frac{1}{2 \sqrt{2}} \left( \psi_a^2 \psi_b - \psi_b^2 \psi_a^2 \right), \\
    s_z &= \frac{1}{4} \left( |\psi_a|^2 - 2 |\psi_b|^2 \right),
\end{align}

this yields the dynamical equations (14) as expected.

Alternatively, we can replace $\hat{a}^{(2)} \rightarrow \frac{1}{\sqrt{2}} \chi_a^{(s)}$, and $\hat{b}^{(2)} \rightarrow \frac{1}{\sqrt{2}} \chi_b^{(s)}$. Then we have $|\chi_a| + 2 |\chi_b|^2 = 2$, and the nonlinear Schrödinger equation follows from the many-particle dynamics as

\[ i \left( \frac{\chi_a^\ast}{\chi_b} \right) = \left( \frac{\frac{\sqrt{2}}{v} |\chi_a|^2}{\frac{\sqrt{2}}{v} |\chi_b|^2 - \frac{\sqrt{2}}{v}} \right) \left( \chi_a \right). \]
In this version the probability to find the system in the atomic mode is given by $|\chi_a|^2$, while the probability to find the system in the molecular mode is $|\chi_b|^2$. The variables $s_j$ are then defined as

\begin{align*}
  s_x &= \frac{1}{2\sqrt{2}} \left( \chi_a^* \chi_b + \chi_b^* \chi_a \right), \\
  s_y &= \frac{1}{2\sqrt{2}} \left( \chi_a^* \chi_b - \chi_b^* \chi_a \right), \\
  s_z &= \frac{1}{4} \left( |\chi_a|^2 - 2|\chi_b|^2 \right). \tag{31}
\end{align*}

Their dynamics are again given by equation (14).

**IV. MEAN-FIELD AND MANY-PARTICLE CORRESPONDENCE**

Let us first compare the spectral features of the mean-field and many-particle descriptions. For this purpose we define the mean-field energies as the values of the Hamiltonian function in the mean-field fixed points, that correspond to stationary solutions of the nonlinear Schrödinger equation. The resulting mean-field energies are plotted as a function of $\epsilon$ for $v = 1$ in comparison with the many-particle energies for $N = 30$ particles in figure 4. It can be clearly seen how the pattern of narrow avoided crossings in the many-particle spectrum is closely following one of the mean-field energies. This energy corresponds to the unstable fixed point at the tip of the teardrop that is associated to the all-molecular mode. At the critical values of $\epsilon = \pm \sqrt{2}$ this becomes a stable elliptic fixed point, that is associated to the minimum and maximum eigenvalues of the many-particle system, respectively. The maximum and minimum mean-field energies bound the many-particle spectrum, if the latter is renormalised by the semiclassical parameter $\eta$, as is expected in a typical quantum-classical correspondence. This is very promising for a semiclassical quantisation that we shall attempt in the next section.

Let us now briefly turn to the correspondence between mean-field and many-particle dynamics. In figure 5 we show several examples of mean-field trajectories (black lines) for different parameter values and initial conditions, in comparison to the corresponding many-particle dynamics. For comparison the initial many-particle state has been chosen as the ground state of a Hamiltonian of the type

$$\hat{K} = a\hat{K}_x + b\hat{K}_z + c\hat{K}_y,$$  \tag{32}

whose expectation values of $\hat{K}_{x,y,z}$ lie as close as possible to the teardrop surface of the mean-field system. In figure 6 we show the expectation values of $\hat{K}_x$ and $\hat{K}_z$ for this family of states for $c = 0$ and varying values of $a$ and $b$, for different particle numbers. It can be seen how the mean-field teardrop is approached with increasing particle number. See [14] for a comparison between these states and a new type of coherent states proposed there.

In figure 5 it can be seen how the many-particle dynamics closely follows the mean-field dynamics even for relatively small particle numbers in the vicinity of elliptic fixed points. Where the influence of the hyperbolic fixed point at the bottom of the teardrop is stronger, the deviations become larger and we observe the typical breakdown phenomenon of the many-particle dynamics.
For longer times (not depicted), revival phenomena occur where the revival time rapidly increases with the particle number as expected [19]. The slow convergence of the many-particle dynamics towards the mean-field dynamics is particularly pronounced for those initial states whose mean-field dynamics asymptotically approaches the saddle point related to the all-molecular mode, as seen at the bottom in figure 5. The breakdown happens very rapidly here and even for longer times, no revivals are observed. This behaviour has been investigated in some detail in [7], and is typical for quantum-classical correspondence in the neighbourhood of hyperbolic fixed points.

V. SEMICLASSICAL QUANTISATION

In the following we shall investigate how semiclassical techniques might be modified to obtain an approximation for the many-particle eigenvalues from the mean-field dynamics. For this purpose it is convenient to use the approach by Braun [26] that has been developed for general three-term recurrence relations, since the matrix representation of our many-particle Hamiltonian (3) in the eigenbasis of $\hat{K}_z$ is tri-diagonal, and thus the eigenvalue equation defines a three-term recurrence relation. The same procedure has been successfully applied to the spectrum of the two-mode Bose-Hubbard model in [1, 2, 5]. Since the spectrum of $\hat{K}_z$ is related to that of two coupled harmonic oscillators, we expect that the semiclassical quantisation should yield exact results for the spectrum of $\hat{K}_z$ for arbitrary particle numbers. For this purpose the quantisation procedure of Braun has to be slightly modified. We shall give a brief overview over this modified version in what follows.

The main idea is to derive a WKB type approximation for the wave function in dependence on $p$, the matching conditions between the allowed and forbidden regions then yield a Bohr-Sommerfeld type quantisation condition for the eigenvalues. The latter quantisation condition can in fact be motivated heuristically, by arguing that every many-particle state takes up on average a phase space volume of $h$, where the ground state and the highest exited state only take up the minimum uncertainty volume of $\frac{\hbar}{2}$. However, the role of the semiclassical parameter $\hbar$ in the present context is taken over by the inverse matrix size of the problem, that is, $\eta = (\frac{N}{\hbar} + 1)^{-1}$. The quantisation condition then reads

$$S(\eta E_n) = 2\pi \eta (n + \frac{1}{2}),$$

(33)

where $S(E)$ is the mean-field phase-space area enclosed by the orbit of energy $E$. To calculate these phase space areas it is convenient to introduce potential curves for $p$. These potential curves $U^+$ and $U^-$ are defined as the maximum and minimum functions of the Hamiltonian with respect to the angle dimension [26]. That is, we have

$$U^\pm(p) = \epsilon p \pm \frac{\nu}{2} \sqrt{(1 - 2p)(1 + 2p)^2},$$

(34)

which join at $p = \pm \frac{1}{2}$, at the values $\pm \frac{\nu}{2}$. Two examples of the potential curves together with the corresponding phase-space portraits are shown in figure 7. The potential curves bound the possible values of the energy of the mean-field system for a given value of $p$. On the other hand, for a given value of the energy, the motion is restricted to values of $p$ where $U^-(p) \leq E \leq U^+(p)$, i.e. the classically allowed region. This region is bound
by the classical turning points \(p_{\pm}\), where \(E = U_{\pm}(p_{\pm})\), which are found as the two roots of the polynomial

\[
2v^2p^3 + (v^2 + \epsilon^2)p^2 - \left(\frac{v^2}{2} + 2\epsilon E\right)p - \frac{v^2}{4} + E^2, \tag{35}
\]

that fall into the interval \([-\frac{1}{2}, \frac{1}{2}]\). For any allowed value of the energies the polynomial has three real roots, two of which are located in the interval \([-\frac{1}{2}, \frac{1}{2}]\). The third root, \(p_0\), lies outside the physically relevant interval, to the left, that is, \(p_0 \leq -\frac{1}{2} \leq p_-\). The fixed points of the dynamics correspond to the extrema of the potential curves and the tip at which both potential curves meet at \(p = -\frac{1}{2}\). For the extremal values of the energy the two turning points coalesce.

The phase-space area enclosed by an orbit with energy \(E\) can be written as the integral

\[
S(E) = \oint q(p, E) dp, \tag{36}
\]

where \(q(p)\) follows from the conservation of the energy as

\[
q(p) = \arccos\left(\frac{2(E - \epsilon p)}{\sqrt{(1 - 2p)(1 + 2p)^2}}\right), \tag{37}
\]

and care has to be taken that the area enclosed by the curve is calculated, rather than the area outside the curve. Depending on which of the potential curves which turning point lies on, the enclosed area in equation (36) can be evaluated as

\[
S(E) = \begin{cases} 
2\pi (p_+ - p_-) - 2\hat{S}(E), & p_\pm \text{ on } U_-; \\
2\pi \left(\frac{1}{2} - p_-\right) - 2\hat{S}(E), & p_- \text{ on } U_-, p_+ \text{ on } U_+; \\
2\pi \left(\frac{1}{2} + p_+\right) - 2\hat{S}(E), & p_- \text{ on } U_+, p_+ \text{ on } U_-, \\
-2\pi + 2\hat{S}(E), & \text{on } U_+, 
\end{cases} \tag{38}
\]

with

\[
\hat{S}(E) = \int_{p_-}^{p_+} q(p) \, dp. \tag{39}
\]

In the case \(v = 0\) this can be evaluated analytically, and we obtain the exact eigenvalues for arbitrary particle numbers, as expected. For non-zero values of \(v\) the quantisation condition (33) can be straightforwardly solved numerically to obtain the semiclassical many-particle spectrum from the mean-field dynamics. In figure 8 we show the resulting semi-classical eigenvalues in dependence on \(\epsilon\) for \(v = 1\) and two different particle numbers, in comparison to the numerically exact many-particle energies. We observe that even for \(N = 4\) particles, corresponding to a relatively large value of \(\eta = \frac{1}{4}\), the agreement is very good. As expected the quality of the semiclassical quantisation gets better with larger particle number and with larger \(\epsilon\), as in the limit \(v/\epsilon \to 0\) the quantisations yields exact results.

The quantisation condition can be used to derive an analytic expression for the many-particle density of states in the semiclassical limit of large particle numbers [27, 28]. Differentiating the quantisation condition (33) with respect to the energy yields

\[
\frac{dS(E_n)}{dE} = 2\pi \frac{dn}{dE}. \tag{40}
\]

That is, the many-particle density of states is given by the derivative of the mean-field phase space area with respect to the energy. This, on the other hand is given by the period of the mean-field orbit of the given energy [29]. That is, we have for the many-particle density of states

\[
\frac{dn}{dE} = T(E) \frac{2\pi}{2\pi}, \tag{41}
\]

where \(T(E)\) denotes the period of the orbit with energy.
\(E\). This can be directly calculated from

\[
T(E) = 2 \int_{p_-}^{p_+} \frac{dp}{\sqrt{P + E - E}} = 2 \int_{p_-}^{p_+} \left( \frac{\partial H}{\partial q} \right)^{-1} dp
\]

\[
= 2 \int_{p_-}^{p_+} \frac{dp}{\sqrt{(U + E) - (E - U)}}.
\]

(42)

From the explicit form of the potential curves we find the period in terms of an elliptic integral as

\[
T(E) = \frac{2 \sqrt{2}}{v \sqrt{p_+ - p_0}} \int_{0}^{\frac{\pi}{2}} \frac{d\theta}{\sqrt{1 - \frac{p_+ - p_0}{p_+ - p_0} \sin^2 \theta}}
\]

\[
= \frac{2 \sqrt{2}}{v \sqrt{p_+ - p_0}} K \left( \frac{p_+ - p_-}{p_+ - p_0} \right),
\]

(43)

where \(p_0\) is the third root of the polynomial (35), and \(K\) denotes the complete elliptic integral of the first kind.

The period diverges at the classical turning point, which can be seen as follows. At the value \(E = -\frac{\epsilon}{2}\), corresponding to the orbit passing through the tip of the teardrop, the polynomial (35) can be explicitly factorised as

\[
P(E = -\frac{\epsilon}{2}) = (p + \frac{1}{2})^2 (2v^2 p - \epsilon^2 + \epsilon^2).
\]

(44)

That is, in the subcritical case \(|\epsilon| < \sqrt{2}|v|\), where the fixed point at the tip corresponds to a saddle point, we have \(p_0 = p_+ = -\frac{1}{2}\), and \(p_+ = \frac{1}{2} - \frac{\epsilon^2}{2v^2}\), that is, we have \(T(E) \propto K(1)\), which diverges. For supercritical values, on the other hand, where the fixed point corresponds to the minimum of the energy, we have \(p_- = p_+ = -\frac{1}{2}\), and \(p_0 = \frac{1}{2} - \frac{\epsilon^2}{2v^2} < -\frac{1}{2}\). Thus, the period has the finite value of \(\frac{2 \sqrt{2}}{v \sqrt{\frac{\epsilon}{2} - \epsilon^2}}\) in this case.

Figure 9 depicts the normalised histogram of many-particle eigenvalues for a large particle number of \(N = 10000\) in comparison to the mean-field periods (divided by \(2\pi\)), which are given by the analytical expression (43). Note that the mean-field energies are rescaled with respect to the many-particle energies by \(\eta\). An excellent agreement between the analytical expression and the many-particle density of states is observed. In particular the accumulation of states around the classical saddle point for values of \(\epsilon\) below the critical value is nicely recovered in the many-particle histogram. Since the period of the orbit through the saddle point is infinite, the accumulation of many-particle eigenstates at this point leads to an actual divergence in the limit \(N \to \infty\), which can be connected to a quantum phase transition [8].

We can also obtain an approximation for the components of the eigenvectors in the standard basis of \(K_\pm\), via a simple WKB ansatz. In the classically allowed region (between the two turning points) we make the ansatz

\[
\psi(p) = \sqrt{w_{cl}(p)} \left( A_+ e^{\frac{\eta}{2} S(p)} + A_- e^{-\frac{\eta}{2} S(p)} \right),
\]

(45)

where \(w_{cl}\) denotes the classical probability distribution

\[
|w_{cl}(p)| = \frac{1}{2T} \left( \frac{\partial H}{\partial q} \right)^{-1}
\]

\[
= \frac{1}{2T \sqrt{2} (1 - 2p)(1 + 2p)^{2} - (E - \epsilon p)^2},
\]

(46)

and the action \(S(p)\) is given by

\[
S(p) = \begin{cases} 
\pi (p - p_-) - \tilde{S}(p), & p_\pm \text{ on } U_-, \\
\pi \left( \frac{1}{2} - p_+ \right) - \tilde{S}(p), & p_\pm \text{ on } U_+, \\
\pi \left( \frac{1}{2} + p_+ \right) - \tilde{S}(p), & p_- \text{ on } U_+, p_+ \text{ on } U_-, \\
-\pi + \tilde{S}(p), & p_\pm \text{ on } U_+,
\end{cases}
\]

(47)

with

\[
\tilde{S}(p) = \int_{p_-}^{p_+} q(p) dp.
\]

(48)

In the forbidden region the WKB ansatz reduces to the single exponential decaying solution

\[
|\psi_{cl}(p)|^2 = \frac{1}{2} \left| \omega_{cl}(p) \exp \left( -\frac{2i}{\eta} S(p) \right) \right|,
\]

(49)

with

\[
S(p) = \begin{cases} 
p \in [p_- ] \rightarrow q(p) dp, & p < p_- \text{ on } U_-, \\
\frac{p_- }{p_- } q(p) dp, & p > p_+, p_+ \text{ on } U_+.
\end{cases}
\]

(50)

The matching conditions at the boundary then impose the quantisation condition (33) and the absolute value of the WKB wave function in the classically allowed region becomes

\[
|\psi_{cl}(p)|^2 = 2 |w_{cl}(p)| \cos^2 \left( \eta^{-1} S(p) - \frac{\pi}{4} \right).
\]

(51)
While this expression appears to depend on the continuous variable \( p \), for finite values of \( \eta p \) can only take on discrete values, due to the periodicity of its conjugate variable \( q \), to which it can be related via a discrete Fourier transform. We thus have the semiclassical approximation

\[
|\Psi_n\rangle = \sum_{m=-N/4}^{N/4} \psi_{cl}(\eta m)|m\rangle,
\]

where \(|m\rangle\) denotes the eigenvectors of \( \hat{K}_z \), that is, the states with \( 2m + \frac{N}{2} \) atoms and \( \frac{N}{4} - m \) molecules. Figure 10 depicts examples of the exact many-particle eigenvectors in comparison to the semiclassical approximation (normalised to fit the central maximum). As expected, the semiclassical approximation breaks down in the vicinity of the turning points, but approximates the many-particle wave functions well for other values.

VI. SUMMARY AND OUTLOOK

While the role of many-particle effects in cold atom systems is crucial, in large realistic systems the mean-field approximation is often all that is accessible. Thus, the possibility to recover many-particle features from the mean-field description is an important addition to the theoretical toolbox for cold atoms. Here we have demonstrated that semiclassical methods can be modified to deduce many-particle properties for atom-molecule conversion systems from the mean-field dynamics alone. We have considered the eigenvalues and eigenvectors here; an extension to dynamical properties via semiclassical propagators is an important topic for future investigations. A non-trivial issue is the generalisation to more realistic models with many modes for both atoms and molecules. Progress has been made in this direction for cold atomic systems without atom-molecule conversion in [4, 6]. The combination with the results obtained here suggests that this goal is not out of reach. An obstacle for the application of some semiclassical techniques is the absence of a well-defined set of condensed states that coincide with coherent states of the deformed \( SU(M) \) algebra for atom-molecule conversion systems. There have been proposals for coherent states in [14, 30], however they do not fulfil all the properties that one relies on in the case of cold atoms in \( M \) mode systems when employing \( SU(M) \) coherent states [31]. The connection between coherent states and projective manifolds [32] for \( SU(M) \) systems might lead a way forward.

ACKNOWLEDGEMENTS

The authors thank Hans Jürgen Korsch for valuable comments on the manuscript. EMG acknowledges support via the Imperial College JRF scheme, the L’Oréal UNESCO Women in Science programme, and from the
Royal Society. AR acknowledges support from an EP-SRC DTA grant.

[1] E. M. Graefe and H. J. Korsch, Phys. Rev. A 76 (2007) 032116
[2] F. Nissen and J. Keeling, Phys. Rev. A 81 (2010) 063628
[3] M. Chuchem, K. Smith-Mannschott, M. Hiller, T. Kottos, A. Vardi, and D. Cohen, Phys. Rev. A 82 (2010) 053617
[4] T. F. Viscondi and M. A. M. de Aguiar, J. Chem. Phys. 134 (2011) 234105
[5] L. Simon and W. T. Strunz, Phys. Rev. A 86 (2012) 053625
[6] L. Simon and W. T. Strunz, Phys. Rev. A 89 (2014) 052112
[7] A. Vardi, V. A. Yurovsky, and J. R. Anglin, Phys. Rev. A 64 (2001) 063611
[8] G. Santos, A. Tonel, A. Foerster, and J. Links, Phys. Rev. A 73 (2006) 023609
[9] J. Liu, B. Liu, and L.-B. Fu, Phys. Rev. A 78 (2008) 013618
[10] J. Li, D.-F. Ye, C. Ma, L.-B. Fu, and J. Liu, Phys. Rev. A 79 (2009) 025602
[11] J. Liu and B. Liu, Front. Phys. China 5 (2010) 123
[12] G. Santos, Journal of Physics A: Mathematical and Theoretical 44 (2011) 45003
[13] C. Khripkov and A. Vardi, Phys. Rev. A 84 (2011) 021606
[14] S.-C. Li and L.-B. Fu, Phys. Rev. A 84 (2011) 023605
[15] B. Cui, L. C. Wang, and X. X. Yi, Phys. Rev. A 85 (2012) 013618
[16] H. Z. Shen, X.-M. Xiu, and X. X. Yi, Phys. Rev. A 87 (2013) 063613
[17] E. A. Donley, N. R. Claussen, S. T. Thompson, and C. E. Wieman, Nature 417 (2002) 529
[18] D. Bonatsos, P. Kolokotronis, C. Daskaloyannis, A. Ludu, and C. Quesne, Czech. J. Phys. 46 (1996) 1189
[19] G. J. Milburn, J. Corney, E. M. Wright, and D. F. Walls, Phys. Rev. A 55 (1997) 4318
[20] A. B. Klimov, L. L. Sánchez-Soto, A. Navarro, and E. C. Yustas, J. Mod. Opt. 49(13) (2002) 2211–2226
[21] Y.-H. Lee, W.-L. Yang, and Y.-Z. Zhang, J. Phys. A 43 (2010) 185204
[22] I. Tikhonenkov, E. Pazy, Y. B. Band, M. Fleischhauer, and A. Vardi, Phys. Rev. A 73 (2006) 043605
[23] D. D. Holm, Geometric Mechanics Part I: Dynamics and Symmetry, Imperial College Press, London, 2011
[24] M. Kummer, Indiana Univ. Math. J. 30 (1981) 281
[25] M. Kummer, in Local and Global Methods in Nonlinear Dynamics, Lecture notes in Physics, Vol. 252, edited by A. V. Saenz, Springer, New York, 1979
[26] P. A. Braun, Rev. Mod. Phys. 65 (1993) 115
[27] M. S. Child, Semiclassical Mechanics with Molecular Applications, Oxford University Press, Oxford, 1991
[28] S. Aubry, S. Flach, K. Kladko, and E. Olbrich, Phys. Rev. Lett. 76 (1996) 1607
[29] V. I. Arnold, Mathematical Methods of Classical Mechanics, Springer, New York, 2. edition, 1978
[30] V. Sunilkumar, B. A. Bambah, R. Jagannathan, and P. K. Panigrahi, J. Opt. B: Quantum Semiclass. Opt. 2 (2000) 126
[31] F. Trimborn, D. Witthaut, and H. J. Korsch, Phys. Rev. A 77 (2008) 043631
[32] D. C. Brody and E. M. Graefe, J. Phys. A 43 (2010) 255205