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Abstract—This paper introduces multiuser multiple-input multiple-output (MU-MIMO) architectures based on non-linear precoding and stream combining techniques using rate-splitting (RS), where the transmitter often has only partial knowledge of the channel state information (CSI). In contrast to existing works, we consider deployments where the receivers may be equipped with multiple antennas. This allows us to employ linear combining techniques based on the Min-Max, the maximum ratio and the minimum mean-square error criteria along with Tomlinson-Harashima precoders (THP) for RS-based MU-MIMO systems to enhance the sum-rate performance. Moreover, we incorporate the Multi-Branch (MB) concept into the RS architecture to further improve the sum-rate performance. Closed-form expressions for the signal-to-interference-plus-noise ratio and the sum-rate at the receiver end are devised through statistical analysis. Simulation results show that the proposed RS-THP schemes achieve better performance than conventional linear and THP precoders.
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I. INTRODUCTION

Over the last decade, considerable advances have been reported in multiple-input multiple-output (MIMO) technology. This technology achieves a high throughput by employing multiple antennas at the Base Station (BS) and at the receivers, which allows the transmission of many data streams simultaneously. MIMO has been incorporated in several wireless communications standards such as IEEE 802.11n, 802.16m (WiMAX), 3GPP long-term evolution (LTE), LTE-Advanced and 5G New Radio, due to their benefits. However, the simultaneous transmission of multiple streams to different users results in multiuser interference (MUI), which reduces the gains of MIMO wireless systems.

A. Prior and related work

In order to deal with MUI, different transmit and receive processing techniques have been investigated. Specifically, the uplink of multiuser MIMO (MU-MIMO) systems requires receive processing techniques in order to take advantage of joint processing at the BS. In contrast, transmit processing techniques are employed in the downlink of MIMO systems where the receivers of multiple users do not cooperate. One of the most common techniques in the downlink involves the use of a precoder to map the symbols to the transmit antennas and form the transmitted signal. In linear precoding techniques such as the linear mean-square error (MMSE) precoder have been developed. However, these methods suffer a substantial power loss due to the pre-processing of the transmit signal. In a general Zero Forcing (ZF) precoder known as Block Diagonalization (BD) has been introduced for scenarios where the receivers are equipped with multiple antennas. Later, in the Regularized Block Diagonalization (RBD) was developed to enhance the performance of BD. The main drawback of BD and RBD precoders is the high computational complexity as we scale up the number of users. In order to reduce the computational cost and improve performance of BD and RBD techniques, several algorithms have been reported in the literature such as the generalized ZF channel inversion (GZI) and the generalized MMSE channel inversion (GMI) in the lattice reduction-aided simplified GMI (LR-S-GMI) in.

Non-linear precoding techniques achieve an overall better performance than linear precoders at the expense of a higher computational complexity. Among the non-linear precoding techniques, we have techniques based on discrete optimization and Tomlinson-Harashima precoding (THP) which was originally proposed to deal with intersymbol interference (ISI) and then extended to spatial division multiple access (SDMA) in. As mentioned in the THP implemented at the transmitter is the counterpart of the successive interference cancellation (SIC) technique used at the receiver. Similarly to SIC, the symbol order plays a critical role in the performance of THP. As a result, substantial effort has been made to develop techniques for symbol ordering. Inspired by the uplink-downlink duality, the decoding order has been obtained from SIC employed at the BS. In low complexity ordering algorithms based on a sorted QR decomposition were proposed, reducing the computational complexity of. A Cholesky decomposition with symmetric permutation has been proposed for optimum and suboptimum ordering. In algorithms were proposed to obtain a near optimal ordering. Because the schemes in and were only suitable for MU-MISO systems, a successive optimization THP (SO-THP) was proposed for MU-MIMO, attaining a BER gain over conventional THP at low SNR. The work in introduced multi-branch THP (MB-THP), whereas user ordering optimization for THP was reported in, which can further enhance the performance of MU-MIMO systems.

The design of the linear and non-linear precoders presented in most previous works assumes perfect knowledge of the channel state information at the transmitter (CSIT). In practice, CSIT is always obtained imperfectly, which makes
the perfect CSIT assumption questionable. On the other hand, imperfect or partial CSIT results in residual interference, which degrades the overall performance of the system. In this context, rate splitting (RS) has emerged as a promising strategy to deal with the uncertainty in the CSIT \[41\]. This technique splits the data into a common message and private messages. Then, both messages are superimposed, precoded and transmitted. At the receiver SIC is performed to obtain the common message, which must be decoded by all users. In contrast, the private messages are decoded only by their corresponding users after SIC. In fact, RS can adapt both the content and the power of the common stream, which allows us to adjust how much interference is treated as noise and how much interference should be decoded at the receivers, thereby increasing the flexibility of the system.

RS schemes have been shown to enhance the performance of different deployments of wireless communications systems. Furthermore, RS has been shown to achieve the optimal Degrees-of-Freedom (DoF) region when considering imperfect CSIT \[42\]. Moreover, RS outperforms conventional schemes such as conventional precoding in spatial division multiple access (SDMA), power-domain Non-Orthogonal Multiple Access (NOMA) \[43\], \[44\] and even Dirty Paper Coding (DPC) \[45\]. RS has been employed in multiple-input single-output (MISO) systems along with linear precoders \[46\], \[47\] in order to maximize the sum-rate performance under perfect and imperfect CSIT assumptions. RS with non-linear precoders has been considered in \[48\], whose preliminary results lead us to develop this work. Another approach has been presented in \[49\] where the max-min fairness problem has been studied. RS has been extended to MIMO systems in \[50\], where the DoF is characterized. RS has been employed in \[51\] to mitigate the effects of the imperfect CSIT caused by finite feedback. In \[52\], RS with common stream combining techniques has been implemented in order to exploit the multiple antennas at the receiver and to improve the overall performance. Although previous works have shown that employing multiple antennas at the receivers improve the performance, RS in MIMO scenarios with non-linear precoders remain unexplored.

B. Contributions

In order to improve the overall rate performance of RS MU-MIMO systems, non-linear precoders can be employed at the transmit side. Since modern networks consider that the user equipment (UE) may be equipped with multiple antennas, common stream combiners at the receiver can be used to further enhance the sum-rate performance. With this approach, we generalize previous works on RS with non-linear precoders. The main contributions of this work are summarized as follows:

- Non-linear precoding schemes for RS are presented, complementing the linear approaches reported in literature \[40\], \[43\]. Specifically, two Rate-Splitting Tomlinson-Harashima Precoding (RS-THP) techniques for MU-MIMO systems are introduced, based on ZF and MMSE transmit filters. The proposed RS-THP techniques are designed with two different deployments, known as centralized and decentralized architectures. Since THP is known to be a practical strategy to approach DPC performance in the presence of perfect CSIT, the proposed RS-THP techniques can also be viewed as practical architectures to implement the Dirty Paper Coded Rate-Splitting architecture proposed in \[45\] for multiple-antenna broadcast channels with imperfect CSIT.

- Furthermore, common stream combiners based on the Min-Max, maximum ratio combining (MRC) and minimum mean-square error combining (MMSEc) criteria are developed for RS-THP to exploit the benefits of multiple antennas. In particular, the work in \[48\] is extended to RS-THP and to receivers with multiple antennas.

- We incorporate the multi-branch (MB) concept into the proposed RS-THP schemes, which performs improved symbol ordering and results in enhanced sum-rates.

- A statistical analysis of the sum-rates is carried out, which leads us to mathematical expressions to describe the signal-to-noise-plus-interference ratio (SINR) along with mathematical expressions for the sum-rate performance of the proposed techniques.

- An analysis of the computational complexity of the proposed and existing schemes is also performed along with a simulation study of the proposed schemes against previously reported techniques.

C. Organization

The rest of this paper is organized as follows. In Section II the system model is presented along with an overview of THP techniques. Section III describes the proposed RS-THP with common stream combiners. Section IV details the proposed stream combiners and Section V describes the achievable rate analysis. Simulation results are presented in Section VI. Finally, Section VII draws the conclusions of this work.

D. Notation

Matrices are denoted by uppercase boldface letters, whereas column vectors are denoted by lowercase boldface letters. The \(i\)th row of matrix \(A\) is expressed by \(a_{i*}\). Scalars are denoted by standard letters. The operators \(|\cdot|\), \(\circ\), and \(\mathbb{E}[\cdot]\) stand for the Euclidean norm, the Hadamard product and the expectation operator w.r.t the random variable \(x\). The superscripts \((\cdot)^T\), \((\cdot)^\dagger\) and \((\cdot)^H\) denote the transpose, the complex conjugate and conjugate transpose of a matrix, respectively. The trace of a matrix is given by \(\text{tr}\ (\cdot)\). The operator diag \((e)\) creates a diagonal matrix with the entries of the vector \(e\) on the main diagonal. The cardinality of a set is given by card \((\cdot)\).

II. SYSTEM MODEL

Let us consider the downlink of a MU-MIMO system where the BS, which is equipped with \(N_t\) antennas, transmits \(M\) messages to \(K\) users. Each User Equipment (UE) may have multiple antennas, where \(N_k\) denotes the number of receive antennas at the \(k\)th user and \(N_r = \sum_{k=1}^K N_k\) denotes the total number of receive antennas. Moreover, it follows that \(M \leq N_r\) and that the number of transmit antennas \(N_t\) is larger than \(N_r\).

As illustrated on the left hand side of Fig. 1 the system employs an RS scheme that for simplicity splits the message
of a single user, namely the $k$th user. The message $m_{(RS)}$ intended for the $k$th user is split into a common message $m_c$ and a private message $m_p$. At this point, it is important to highlight that selecting a different user to split its message does not affect the overall performance of the system since the system performance is bounded by the worst user. This fact will be addressed with further details in the following sections. The messages $m_i$ of the other users $i \neq k$ are not split into common and private parts. After the splitting process, the messages are encoded, modulated and gathered into a vector of symbols $s \in \mathbb{C}^{N_r + 1}$ where the common stream is superimposed to the private streams, i.e., $s = [s_c, s_p]$. Remark that the system employs SIC at the receiver, which allows the decoding of the common symbol $s_c$. The vector $s_p \in \mathbb{C}^{N_r}$ contains the private streams of all users and is given by $s_p = [s_1, \ldots, s_K]^T$, where the vector $s_k \in \mathbb{C}^{N_h}$ contains the $N_h$ private streams intended for the $k$th user. The set $M_k$ contains the private streams intended for the $k$th user, where $\text{card}(M_k) = N_h$.

The precoder $P = [p_1, p_2, \ldots, p_K] \in \mathbb{C}^{N_r \times (N_r + 1)}$ maps the symbols to the transmit antennas. Specifically, the common precoder $p_c \in \mathbb{C}^{N_r}$ maps the common symbol to the transmit antennas. In contrast, the private precoder $p_k \in \mathbb{C}^{N_r \times N_h}$ maps the $N_h$ private symbols intended for the $k$th user to the transmit antennas. This model employs non-linear precoders which modify the data vector $s$ through non-linear processing before mapping the data streams to the transmit antennas, originating the random vector $V = [v_1, v_2, \ldots, v_K]^T \in \mathbb{C}^{M \times 1}$, where $v_k \in \mathbb{C}^{N_r}$ contains the private data intended for the $k$th user. Specifically, THP implements a feedback filter to successively cancel the interference among private symbols. A modulo operation is also applied to the private symbols, which leads to $E[|s|^2] \approx E[|v|^2]$ in order to avoid any power loss. The transmit vector is then given by

$$x = P v,$$

where the vector $x \in \mathbb{C}^{N_r}$. Moreover, the system satisfies a transmit power constraint given by $E[|x|^2] \leq E_{tr}$, where $E_{tr}$ represents the available power.

The transmit signal is broadcast to the UEs over the flat fading channels given by $H_k^T = [H_{1,k}^T, \ldots, H_{K,k}^T]^T \in \mathbb{C}^{N_r \times N_t}$. The matrix $H_k^T \in \mathbb{C}^{N_r \times N_t}$ represents the channel between the BS and the $k$th user. Then, the received signal in a given channel use is given by

$$y = H^T P v + n,$$

where $n \in \mathbb{C}^{N_t}$ represents the additive noise and follows a complex Gaussian distribution, i.e., $n \sim \mathcal{CN}(0, \sigma_n^2 I)$. The signal obtained at the $k$th user is given by

$$y_k = s_c H_{c,k}^T p_c + \sum_{i \in M_k} v_i H_{i,k}^T p_i + \sum_{j \notin M_k} v_j H_{j,k}^T p_j + n_k.$$

From (3) we can compute the power at the $i$th receive antenna at the $k$th UE, which is given by

$$E[|y_k|^2] = |H_{c,k}^T p_c|^2 + \sum_{j=1}^{M} |H_{j,k}^T p_j|^2 + \sigma_n^2,$$

where $y_k$ stands for the $i$th element of the vector $y_k$ and $[H_k]_i$ denotes the $i$th column of the matrix $H_k$.

A. Imperfect CSIT model

In general, the BS has only access to imperfect CSI. This CSI estimate is usually obtained through uplink training in Time Division Duplex (TDD) systems or via quantized feedback in Frequency Division Duplex (FDD) systems [54, 55]. The imperfect CSIT is modeled through the error channel matrix $H = [H_1^T, \ldots, H_K^T]^T \in \mathbb{C}^{N_r \times N_t}$, which is introduced by the estimation procedure. It follows that $H = \hat{H} + H^T$, where the channel estimate is given by $\hat{H}$.

We consider that the rows of the matrices $H^T$ and $H^T$ are independent. Then, $E[|h_i h_i^T|] = 1_h$, $h_i h_i^T + R_{e,i}$, where $R_{e,i}$ is the channel error covariance matrix. Furthermore, the average power error induced $\hat{H}$ is measured by $\sigma_{e,i}^2 = E[|h_i h_i^T|]^2$ with $i = 1, 2, \ldots, N_r$. In general, the CSIT error scales with the SNR as $O(E_{tr}^{-\alpha})$, i.e., $\sigma_{e,i}^2 = O(E_{tr}^{-\alpha})$, where $\alpha$ is the scaling factor that quantifies the CSIT quality as the SNR increases [56]. We approach perfect CSIT as $\alpha \rightarrow +\infty$, which results in $\sigma_{e,1}^2, \sigma_{e,2}^2, \ldots, \sigma_{e,N_r}^2 \rightarrow 0$. On the other hand, $\alpha = 0$ leads to a fixed CSIT quality across all values of SNR. Other finite values of $\alpha$ imply that the quality of CSIT improves with SNR. The value $\alpha = 1$ is equivalent to perfect CSIT in the DoF sense [56, 41]. Therefore, we employ $\alpha \in [0, 1]$. It is important to remark that $\alpha$ is related to several practical interpretations such as the number of quantization and feedback bits in FDD systems [47].

B. Sum-Rate Performance

At the receiver, SIC is performed to subtract the common symbol from the received signal that contains the private and common streams. This means that the instantaneous sum-rate of an RS MIMO system consists of two parts, the instantaneous common rate $R_c$, which is related to the common stream, and the instantaneous sum private rate, which is related to the private streams and is given by $R_p = \sum_{k=1}^{K} R_{k}$, where $R_{k}$ denotes the private rate of the $k$th user. Remark that $R_{k}$ is also the sum of multiple rates, since multiple streams are transmitted to the $k$th user. Assuming Gaussian signalling we have that $R_{c,k} = \log_2(1 + \gamma_{c,k})$, where $\gamma_{c,k}$ is the SINR obtained by the $k$th user when decoding the common message. Considering perfect CSIT, where the instantaneous sum-rate is achievable, we can set $R_c = \min_k R_{c,k}$. This ensure that all users decode the common message.

As mentioned in the previous sections the model established considers imperfect CSIT where the error is fixed or decays as $O(E_{tr}^{-\alpha})$. Under such conditions, the instantaneous rate is not achievable. Therefore, we adopt the ergodic sum-rate (ESR) as the metric to assess the performance of the system [46]. Once
a channel estimate $\hat{H}$ is obtained, the precoders are updated accordingly, obtaining an average sum-rate (ASR) per channel estimate. The ASR represents the average performance with respect to the channel errors given a channel estimate. The BS computes the ASR using imperfect instantaneous knowledge. Specifically, we have that the average common rate is given by $R_{c,k} = \mathbb{E}_{H|\hat{H}} [R_{c,k}|\hat{H}]$. Equivalently, we have that the average sum private rate is equal to $\tilde{R}_p = \mathbb{E}_{H|\hat{H}} [R_p|\hat{H}]$. The ergodic common rate at the $k$th user is given by $\mathbb{E}_{H} [\tilde{R}_{c,k}]$. On the other hand, the ergodic sum private rate is equal to $\mathbb{E}_{H} [\tilde{R}_p]$. Finally, the ESR of the system is given by

$$S_r = \min_{k \in [1,K]} \mathbb{E}_{H} [\tilde{R}_{c,k}] + \mathbb{E}_{H} [\tilde{R}_p].$$

Note that in (5) the common rate is limited by the performance of the worst user. Then, from the ESR perspective splitting the message of any user $k$, with $k \in [1,K]$, does not affect the overall system performance.

### III. PROPOSED RATE-SPLITTING

**Tomlinson-Harashima Precoding (RS-THP)**

In this work, we propose RS-THP structures, motivated by the fact that non-linear precoding techniques outperform their linear counterparts. Furthermore, we take advantage of the multiple antennas at the UE to implement stream combiners that enhance the decoding of the common symbol. It turns out that these combiners further enhance the common rate as well. In the proposed scheme, THP acts as the private precoder of the matrix $P$. We consider two different THP designs, one based on the ZF precoder and the other on the MMSE precoder. Both designs have been reported in the literature [34], [37] for conventional SDMA. The MMSE design achieves a better performance than the ZF design at the expense of extra computational complexity.

Regardless of which design is considered, THP generally implements three filters. The first one is a feedback filter denoted by $B \in \mathbb{C}^{N_r \times N_t}$, which is a lower triangular matrix. This matrix cancels successively the interference caused by the previous symbols. The second filter is the feedforward filter $F$, which partially removes MUI and has dimensions equal to $N_t \times N_t$ for the ZF design and $(N_r + N_t) \times N_r$ for the MMSE design. The last one is a diagonal scaling matrix given by $C \in \mathbb{C}^{N_r \times N_r}$ and contains the weighted coefficients assigned to each stream. The position of the scaling matrix defines two different THP structures. The centralized THP (cTHP) implements the matrix $C$ at the transmitter. In contrast, the decentralized THP (dTHP) places the scaling matrix at the receiver. Fig. 1 shows both structures considering an RS-ZF-THP scheme.

Let us first consider the MMSE-THP and define the extended channel matrix $\hat{H} = \hat{H}^T \sqrt{\frac{N_r \sigma_v^2}{E_{\text{tr}}}} \in \mathbb{C}^{N_r \times (N_r+N_t)}$. Computing an LQ decomposition on $\hat{H}$ leads to

$$\hat{H} = \hat{L} \hat{Q} = \hat{L} [Q_1, Q_2],$$

where the unitary matrix $Q_1$ has been split into the matrix $Q_1 \in \mathbb{C}^{N_r \times N_r}$ and the matrix $Q_2 \in \mathbb{C}^{N_r \times N_t}$. It follows that the filters for the MMSE-THP are given by $F = Q^H$. $C = \text{diag} \left( I_{1,1}, \cdots, I_{N_r,1} \right)$, $B^{(\text{dTHP})} = \hat{C} \hat{L} C$ for the decentralized structure and $B^{(\text{cTHP})} = \hat{L} \hat{C}$ for the centralized one.

The vector $\hat{v}$ containing the data is successively generated as

$$\hat{v}_i = s_i - \sum_{j=1}^{i-1} \hat{b}_{i,j} \hat{v}_j.$$  \hspace{2 cm} (7)

From (7) we know that $v_1 = s_1$ and therefore $\sigma_v^2 = \sigma_s^2$. However, for the other elements of the vector $x$ we have that $\sigma_v^2 \geq \sigma_s^2$. Note that the transmit power has increased due to the influence of matrix $B$, originating a power loss [57]. In order to reduce the power loss, a modulo operation is employed, which is defined element-wise as follows:

$$M (v_i) = v_i - \left[ \frac{\text{Re} (v_i)}{\lambda} + \frac{1}{2} \right] \lambda - j \left[ \frac{\text{Im} (v_i)}{\lambda} + \frac{1}{2} \right] \lambda,$$  \hspace{2 cm} (8)

where the coefficient $\lambda$ defines the periodic extension of the constellation and depends on the modulation alphabet and the power allocation scheme. Some common values of $\lambda$ when the symbol variance is equal to one are $\lambda = 2\sqrt{2}$ and $\lambda = 8/\sqrt{10}$ for QPSK and 16-QAM, respectively.

Mathematically, the feedback processing can be modeled by the inverse of the matrix $B$. On the other hand, the modulo operation is equivalent to adding a perturbation vector $d$ to the symbol vector $s$ as described by

$$\hat{v} = B^{-1} (s + d).$$  \hspace{2 cm} (9)

After precoding, the transmit vector is broadcast to the UEs through the channels. The composite signal of the users obtained at the receivers of the UEs by the proposed scheme before the SIC of the common message is described by

$$y^{(\text{dTHP})} = s_h^T p_c + \beta H^T D \hat{F} \hat{v} + n$$  \hspace{2 cm} (10)

$$y^{(\text{cTHP})} = s_h^T p_c + \beta H^T \hat{D} \hat{F} \hat{C} \hat{v} + n,$$  \hspace{2 cm} (11)

where $D = [I_{N_r}, 0_{N_r \times N_t}]$ and $\beta$ is the power scaling factor introduced to satisfy the transmit power constraint.

At the receivers, the common symbol is detected and then removed from (10) or (11) by performing SIC. The received signal after SIC is described by

$$y^{(\text{dTHP})} = \hat{C} \left( \beta H^T D \hat{F} \hat{v} + n \right)$$  \hspace{2 cm} (12)

$$y^{(\text{cTHP})} = \beta H^T \hat{D} \hat{F} \hat{C} \hat{v} + n.$$  \hspace{2 cm} (13)

Afterwards, another modulo operation is performed in order to eliminate the effects of the first modulo operation applied over the private streams. This last operation incurs in a performance penalty due the periodic extension of the constellation. In other words, some symbols at the boundary of the constellation may be mistaken by the opposite symbol. This performance degradation is known as the modulo loss.

\footnote{It is important to mention that other scenarios allow the use of different modulation order for different messages. In such cases, we employ a vector $\lambda = [\lambda_1, \lambda_2, \cdots, \lambda_{N_r}]$ to define an appropriate modulo operation for each stream. For QAM modulations $\lambda_k = \sqrt{6 M_t E_k} / (M_v - 1)$, where $M_v$ represents the modulation order and $E_k$ is the power allocated to the $k$th stream.}
Let us now employ the ZF-THP, which can be obtained by directly applying the LQ decomposition to the channel matrix $\mathbf{H}$. In this case, we have

$$\mathbf{F} = \mathbf{Q}^H, \quad \mathbf{C} = \text{diag}(l_{1,1}, \cdots, l_{N_t, N_t})^{-1}, \quad \mathbf{B}^{(dTHP)} = \mathbf{CL}, \quad \mathbf{B}^{(cTHP)} = \mathbf{LC}. \quad (14-17)$$

It follows that the received signal is given by

$$y^{(dTHP)} = s_c \mathbf{H}^T \mathbf{p}_c + \beta \mathbf{H}^T \mathbf{F} \mathbf{v} + \mathbf{n}, \quad (18)$$

$$y^{(cTHP)} = s_c \mathbf{H}^T \mathbf{p}_c + \beta \mathbf{H}^T \mathbf{F} \mathbf{C} \mathbf{v} + \mathbf{n}. \quad (19)$$

Then, the received signal for ZF-THP after removing the common message can be written as follows:

$$y^{(dTHP)} = \beta \mathbf{C} (\mathbf{H}^T \mathbf{F} \mathbf{v} + \mathbf{n}), \quad (20)$$

$$y^{(cTHP)} = \beta \mathbf{H}^T \mathbf{F} \mathbf{C} \mathbf{v} + \mathbf{n}. \quad (21)$$

### A. Power allocation

The proposed RS-THP schemes transmit a common stream and multiple private streams. Therefore, the available power must be allocated to both the private streams and the common stream. The power allocated to the common stream is given by $\|\mathbf{p}_c\|^2 = \sqrt{\delta} E_{tr}$, where $\delta$ denotes the percentage of $E_{tr}$ that is designated to $s_c$ and is chosen to maximize the performance of a specific metric [58]. It follows that the power available for the private streams is given by $E_{tr} - \|\mathbf{p}_c\|^2$ and, for simplicity, is uniformly allocated across streams. In this work, we select $\delta$ that maximizes the ESR of the system which can be mathematically expressed by

$$\delta_{o} = \max_{\delta} S_r (\delta)$$

$$= \max_{\delta} \left( \min_{k \in [1, K]} \mathbb{E}_H \left[ \bar{R}_{c,k} (\delta) \right] + \mathbb{E}_H \left[ \bar{R}_{p} (\delta) \right] \right). \quad (22)$$

When $\delta = 0$ no rate splitting is performed and the system is equivalent to the conventional SDMA. Since (22) considers $\delta = 0$ as a possible solution, the proposed schemes perform at least as well as the conventional approaches. We remark that the power constraint must be satisfied. In this sense, the constant $\beta$ imposed to the private precoders must ensure that the transmit power constraint is fulfilled, i.e., the power of the private streams should be equal to $E_{tr} - \|\mathbf{p}_c\|^2$. For MMSE-THP, the constant $\beta$ is given by

$$\beta^{(cTHP)} = \sqrt{\frac{E_{tr} - \|\mathbf{p}_c\|^2}{\text{tr} (\mathbf{Q}_c \mathbf{C}^H \mathbf{Q}_r^H)}}. \quad (23)$$

$$\beta^{(dTHP)} = \sqrt{\frac{E_{tr} - \|\mathbf{p}_c\|^2}{\text{tr} (\mathbf{Q}_r \mathbf{Q}_c^H)}}. \quad (24)$$

whereas for ZF-THP the constant takes the value of

$$\beta^{(cTHP)} = \sqrt{\frac{E_{tr} - \|\mathbf{p}_c\|^2}{\sum_{k=1}^{K} l_{k,k}}} \quad (25)$$

$$\beta^{(dTHP)} = \sqrt{\frac{E_{tr} - \|\mathbf{p}_c\|^2}{M}}. \quad (26)$$
B. Multi-Branch THP

Similar to the conventional THP for SDMA, the order of the symbols affects the performance of the proposed RS-THP. In this sense, incorporating a symbol ordering scheme to the proposed RS-THP structures can further improve the performance. To this end we employ a modified multi-branch (MB) processing technique. The conventional multi-branch (MB) processing was first proposed in [59] for decision feedback receivers and further extended to THP in SDMA scenarios [37]. MB-THP employs multiple parallel branches to find the best symbol ordering and enhance the performance of the THP structure. This technique generates \( L_o \) different symbol ordering patterns to generate \( L_o \) transmit vectors candidates. Let us consider the matrix \( T_{o}^{l,j} \) with \( l \in 1, \ldots, L_o \), which stores one possible transmit pattern. These patterns are pre-stored at both the transmitter and the receivers. The transmitter selects, among the stored patterns, the one that leads to the highest sum-rate performance. It is important to mention that other metrics to select the optimum branch may be used.

In the MU-MIMO scenario, the patterns are designed in three steps. In the first phase, users are arranged according to several ordering patterns, which are described as follows:

\[
T_{u,1} = I_K
\]

\[
T_{u,i} = \begin{bmatrix} I_{i-2} & 0_{i-2,K-i+2} \\ 0_{K-i+2,i-2} & I_{K-i+2} \end{bmatrix}, \quad 2 \leq i \leq K. \tag{27}
\]

The matrix \( T_{u,i} \) in (28) denotes the \( i \)th ordering pattern between users. The matrix \( \Pi_{u}^{i} \in \mathbb{C}^{(K-i+2) \times (K-i+2)} \) exchanges the order of the users and its entries are equal to zero except on the reverse diagonal, which is filled with ones. Afterwards, for each user the streams are rearranged in a similar way, i.e.

\[
T_{s_k,1} = I_{N_k}
\]

\[
T_{s_k,j} = \begin{bmatrix} I_{j-2} & 0_{j-2,N_k-j+2} \\ 0_{N_k-j+2,j-2} & I_{N_k-j+2} \end{bmatrix}, \quad 2 \leq j \leq N_k \tag{28}
\]

where \( T_{s_k,j} \) stands for the \( j \)th symbol ordering pattern of the \( k \)th user. In this case, the matrix \( \Pi_{s_k}^{j} \in \mathbb{C}^{(N_k-j+2) \times (N_k-j+2)} \) exchanges the order of the symbols of the \( k \)th user. It is important to highlight that the matrices in (28) ensure that the data streams of a specific user will not be allocated to another user. We then employ both patterns \( T_{u,i} \) and \( T_{s_k,j} \) together to create multiple patterns given by \( T_{l}^{i,j} \) with \( l \in 1, \ldots, L_o \). If the users are equipped with the same number of antennas the matrix \( T_{l}^{i,j} \) can be found by computing the Kronecker product between \( T_{u,i} \) and \( T_{s_k,j} \), as is given by

\[
T_{l}^{i,j} = T_{u,i} \otimes T_{s_k,j}. \tag{30}
\]

In contrast to conventional MU-MIMO, RS schemes employ a common precoder in addition to the private precoders. Then, the best pattern is selected according to the following criterion:

\[
T_{(o)} = \max_{l} \left( \min_{k \in i [1,K]} \mathbb{E}_{H} \left[ \left| \mathbb{H}_{o}^{l} \mathbb{H}(T_{l}) \right| \right] \right) = \max_{l} \left( \min_{k \in [1,K]} \mathbb{E}_{H} \left[ \left| \mathbb{H}_{o}^{l} \mathbb{H}(T_{l}) \right| \right] \right) \tag{32}
\]

Once the best branch is selected, the channel estimate is rearranged accordingly, i.e., \( \mathbb{H}_{o}^{l} = T_{(o)} \mathbb{H}^T \). Remark that when decoding the common message, the private symbols are treated as additional noise. Hence, the common rate is a function of \( T_{l} \). It follows that the symbol ordering also affects the common rate and omitting the common rate in the selection criterion may lead to the selection of the wrong candidate. Moreover, setting the precoders requires \( \mathbb{H}_{o}^{l} \). In this sense, the computation of the common precoder should be performed by taking into account the pattern used to order the symbols.

The proposed Multi-Branch RS-THP algorithm is summarized in Table I. The algorithm employs equation (32) at step 4. This criterion calculates the ASR given by \( R_{c,k} \) and \( R_{p} \) in order to average out the effects of the imperfect CSIT. Note that under perfect CSIT assumption the instantaneous sum-rate is achievable. In such cases the criterion given in (32) should use \( R_{c,k} \) and \( R_{p} \) instead of \( R_{c,k} \) and \( R_{p} \).

| Steps | Operations |
|-------|-------------|
| 1     | Form the channel matrix for the \( i \)th branch |
| 2     | Perform the LQ decomposition over the \( i \)th branch |
| 3     | Compute the RS-THP filters for every branch |
| 4     | Choose the branch that maximizes the sum-rate of the RS architecture |

IV. STREAM COMBINING

The proposed scheme employs RS at the transmitter to enhance the ESR. Additionally, receive processing techniques may be employed to further enhance the performance. In [60] a MIMO cloud setting for RS with multi-antenna receivers has been studied and optimized. In [61] the precoder and the receiver of multiuser millimeter-wave system with RS are jointly optimized to maximize the sum-rate. However, both approaches require an optimization performed for each frame, which is computationally expensive. Therefore, in [52] practical stream combiners have been proposed to enhance the common rate by taking advantage of the diversity provided by the multiple antennas. These combiners improve the performance by employing the multiple antennas at the UEs. Each receiver obtains multiple copies of the common symbol leading to a better performance a system robustness. In this work, we devise stream combining techniques to support non-linear processing.
The stream combiner $w_k$ is implemented at the $k$th receiver in order to take advantage of the multiple copies of the common symbol and improve the performance of the common rate. The combined signal is defined as $\hat{y}_k = w_k^H y_k$. The average power of the combined signal is given by

$$\mathbb{E} [\hat{y}_k^2] = |w_k^H H_k^T p_c|^2 + \sum_{j=1}^M |w_k^H H_j^T q_{bj}|^2 + \|w_k\|^2 \sigma_n^2,$$

where $q_{bj}$ depends on the THP structure employed. Let us define the matrices $\bar{B} = B^{-1}$ and $\bar{B} = B^{-1}$. Then, the ZF-THP algorithms lead to

$$\hat{q}_{bj}^{(z)} = Q^H (b_j \odot [\text{diag}(L)]^{-1}),$$
$$\hat{q}_{bj}^{(d)} = Q^H b_j.$$  

On the other hand, for the MMSE-THP precoders we have

$$\hat{q}_{bj}^{(c)} = Q_1^H (\hat{b}_j \odot [\text{diag}(L)]^{-1}),$$
$$\hat{q}_{bj}^{(d)} = Q_2^H b_j.$$  

The SINR of (33) when decoding the common message is expressed by

$$\gamma_{c,k} = \frac{|w_k^H H_k^T p_c|^2}{\sum_{j=1}^M |w_k^H H_j^T q_{bj}|^2 + \|w_k\|^2 \sigma_n^2}.$$  

Assuming Gaussian signalling the instantaneous common rate at the $k$th user is obtained by

$$R_{c,k} = \log_2 (1 + \gamma_{c,k}).$$

In the literature, several criteria to define the combiner $w_k$ have been proposed, such as the Min-Max, the MRC, and the MMSE criterion. Considering the Min-Max criterion, the common rate at the $i$th antenna of the $k$th user is given by

$$R_{c,k,i} = \log_2 \left( 1 + \frac{|H_k|^T p_c|^2}{\sum_{j=1}^M |H_j|^T q_{bj}|^2 + \sigma_n^2} \right).$$

At each receiver, we select the antennas that achieve the highest ergodic common rate according to the Min-Max criterion:

$$R_c = \min_{k \in [0,k]} \max_{i \in [k]} \mathbb{E}_H \mathbb{E}_{H,H} [R_{c,k,i} | H].$$

The MRC combiner is defined as $w_k^{(MRC)} = \frac{H_k^T p_c}{|H_k^T p_c|^2}$. The SINR of this technique is computed by

$$\gamma_{c,k}^{(MRC)} = \frac{|H_k^T p_c|^2}{\sum_{j=1}^M |H_j^T q_{bj}|^2 \cos^2 \theta_j + \sigma_n^2},$$

where $\theta_j$ denotes the angle between $w_k$ and the vector $H_j^T q_{bj}$. The instantaneous common rate can be found using (42) in (39).

Finally, we consider the MMSE combiner (MMSEC), which is given by

$$w_k^{(MMSEC)} = R_{y_k y_k}^{-1} H_k^T p_c.$$  

The common rate can be computed by substituting (44) into (39).

V. COMPLEXITY AND RATE ANALYSIS

Wireless communications systems possess limited processing and hardware resources. In this sense, the computational complexity of the algorithms implemented play an essential role. Therefore, in this section, we analyze the computational complexity of the proposed and existing precoding and combining techniques. Furthermore, we derive equations that describe the achievable rates of the proposed techniques.

A. Complexity Analysis

In this section, we calculate the number of floating point operations (FLOPS) to describe the computational complexity of the proposed algorithms. Let us consider the matrices $Z_1 \in \mathbb{C}^{m \times n}$ with $m < n$ and $Z_2 \in \mathbb{C}^{n \times p}$. Then, the following results hold:

- $Z_1$ multiplied by $Z_2$ requires $8mnp - 2np$ FLOPS.
- The LQ decomposition of $Z_1$ requires $8m^2 (n - \frac{1}{3}m)$ FLOPS.

We consider the LQ factorization is carried out with the Householder transformation as described in [62]. Considering the special case where $m = n = p$ results in $8m^3 - 2m^2$ FLOPS for the multiplication of two complex matrices and $\frac{16}{3}m^3$ FLOPS for the LQ decomposition. Table II shows the complexity of the conventional ZF-THP scheme, where we consider that $N_t = N_r = n$. Note that the computational complexity of the MMSE-THP algorithms is dominated by the LQ decomposition of the extended channel matrix, which results in $40n^3$ FLOPS.

| TABLE II |
| --- |
| Computational complexity of the conventional ZF-THP with $N_t = N_r = n$ |
| Steps | Operations | FLOPS |
| --- | --- | --- |
| 1 | LQ($H$) | $\frac{16}{3}m^3$ |
| 2 | $B = LC$ | $n^2$ |
| 3 | v | $4n^2 + 4n - 8$ |
| 4 | F ($C'v$) | $8n^2 + 4n$ |

The proposed techniques include a common stream combiner which increases the performance of the system at the expense of a higher computational complexity. Table IV summarizes the computational complexity of the proposed techniques with the use of different combiners and SIC. The required number of FLOPS of the proposed RS-THP algorithms with stream combiners for different system dimensions is presented in Fig. 2.
From (46) we can obtain the average power of the received signal, which is given by
\[ y = \mathbf{H}^\dagger \mathbf{p} + \mathbf{v} \]
where \( \mathbf{H} \) is the channel matrix, \( \mathbf{p} \) is the transmitted signal, and \( \mathbf{v} \) is the noise vector.

The SINR of the proposed techniques can be computed with (47), which lead us to
\[ \gamma_{c,k,i} = \frac{\| \hat{\mathbf{h}}_c^\dagger \mathbf{p}_c \|^2}{\| \hat{\mathbf{h}}_i^\dagger \mathbf{q}_j \|^2 + \sigma^2} \]
where \( \gamma_{c,k,i} \) is the SINR at the \( i \)-th antenna, \( \hat{\mathbf{h}}_c^\dagger \) is the channel estimate for the \( c \)-th user, \( \mathbf{p}_c \) is the transmitted signal for the \( c \)-th user, and \( \hat{\mathbf{h}}_i^\dagger \) is the channel estimate for the \( i \)-th antenna.

Using (48) we can obtain the vector \( \mathbf{H}_c^\dagger \mathbf{q}_j \), which is the SINR for the \( c \)-th user at the \( j \)-th antenna.

### B. Rate Analysis

In this section, we carry out the sum-rate analysis of the proposed schemes. Furthermore, we derive expressions that describe the SINR of the proposed techniques. Assuming that the BS employs a ZF-THP with RS, the received signal at the \( k \)-th user is given by
\[ y_k = s_c \mathbf{H}^\dagger_c \mathbf{p}_c + \mathbf{v}_k \]  
where \( \mathbf{H}^\dagger_c \) is the channel estimate for the \( c \)-th user.

From (46) we can obtain the average power of the received signal at the \( i \)-th antenna, which is given by
\[ \mathbb{E} \left[ |y_i^{(c)}|^2 \right] = \left( \| \hat{\mathbf{h}}_i^\dagger + \hat{\mathbf{h}}_i \| \right) \mathbf{p}_c^2 + \sigma^2 \]
\[ \mathbb{E} \left[ |y_i^{(d)}|^2 \right] = \left( \| \hat{\mathbf{h}}_i^\dagger \right) \mathbf{p}_c^2 + \| \mathbf{L}^\dagger_i \| \mathbf{q}_j^2 + \sigma^2 \]

We can get the common rate of the RS-ZF-cTHP and RS-ZF-dTHP structures by using (49) and (50), respectively. First, we compute the ASR, given by
\[ \gamma_{c,k,i}^{(c)} = \frac{\| \hat{\mathbf{h}}_c^\dagger \mathbf{p}_c \|^2}{\| \hat{\mathbf{h}}_i^\dagger \mathbf{q}_j \|^2 + \sigma^2} \]  
\[ \gamma_{c,k,i}^{(d)} = \frac{\| \hat{\mathbf{h}}_i^\dagger \mathbf{q}_j \|^2}{\| \mathbf{L}^\dagger_i \| \mathbf{q}_j^2 + \sigma^2} \]

The SINR of the proposed techniques can be computed with (48), which lead us to

### Table III

| Technique       | FLOPS          |
|-----------------|----------------|
| Min-Max         | 8n - 2K        |
| MRC             | 8n² + 6n + 6K  |
| MMSe            | 4n³ + 8n² + 34n² - 2K |

### Table IV

| Technique       | FLOPS          |
|-----------------|----------------|
| ZF-THP          | \( \frac{16}{3}n^3 + 13n^2 + 8n - 8 \) |
| RS-ZF-THP-MinMax| \( \frac{16}{3}n^3 + 21n^2 + 22n - 2K - 8 \) |
| RS-ZF-THP-MRC   | \( \frac{16}{3}n^3 + 29n^2 + 20n + 6K - 8 \) |
| RS-ZF-THP-MMSe  | \( \frac{16}{3}n^3 + 34n² + 20n² + 4n - 2K \) |
| MMSe-THP-MinMax | \( \frac{40}{3}n^3 + 13n^2 + 8n - 8 \) |
| MMSe-THP-MRC    | \( \frac{40}{3}n^3 + 21n^2 + 22n - 2K - 8 \) |
| MMSe-THP-MMSe  | \( \frac{40}{3}n^3 + 29n^2 + 20n + 6K - 8 \) |
| MMSe-THP-MMSe  | \( \frac{40}{3}n^3 + 34n² + 20n² + 4n - 2K \) |

\[ H_{1,1} \] \( H_{1,2} \) \( \cdots \) \( H_{M,M} \) \( \mathbf{B} \)

\[ \mathbf{H}_c^\dagger \mathbf{q}_j \]

\[ \mathbf{H}_c^\dagger \mathbf{q}_j \]

\[ \mathbf{H}_c^\dagger \mathbf{q}_j \]

\[ \mathbf{H}_c^\dagger \mathbf{q}_j \]
is given by
\[
\mathbf{H}_k^T \mathbf{q}_b^{(c)} = \begin{bmatrix}
h_{1,1}^{(k)} \sum_{j=1}^{M} h_{j,i}^{(c)} b_{1,j} + \cdots + h_{1,M}^{(k)} \sum_{j=1}^{M} h_{j,i}^{(c)} b_{1,j} \\
h_{2,1}^{(k)} \sum_{j=1}^{M} h_{j,i}^{(c)} b_{2,j} + \cdots + h_{2,M}^{(k)} \sum_{j=1}^{M} h_{j,i}^{(c)} b_{2,j} \\
\vdots \\
h_{N_k,1}^{(k)} \sum_{j=1}^{M} h_{j,i}^{(c)} b_{N_k,j} + \cdots + h_{N_k,M}^{(k)} \sum_{j=1}^{M} h_{j,i}^{(c)} b_{N_k,j}
\end{bmatrix}
\]
\[
\mathbf{H}_k^T \mathbf{q}_b^{(d)} = \begin{bmatrix}
h_{1,1}^{(k)} \sum_{j=1}^{M} q_{j,i}^{(d)} b_{1,j} + \cdots + h_{1,M}^{(k)} \sum_{j=1}^{M} q_{j,i}^{(d)} b_{1,j} \\
h_{2,1}^{(k)} \sum_{j=1}^{M} q_{j,i}^{(d)} b_{2,j} + \cdots + h_{2,M}^{(k)} \sum_{j=1}^{M} q_{j,i}^{(d)} b_{2,j} \\
\vdots \\
h_{N_k,1}^{(k)} \sum_{j=1}^{M} q_{j,i}^{(d)} b_{N_k,j} + \cdots + h_{N_k,M}^{(k)} \sum_{j=1}^{M} q_{j,i}^{(d)} b_{N_k,j}
\end{bmatrix}
\]

Finally, we calculate the value of \( \| \mathbf{H}_k^T \mathbf{p} \|^2 \) as follows
\[
\| \mathbf{H}_k^T \mathbf{q}_b^{(c)} \|^2 = \sum_{p=1}^{N_k} \left| \sum_{n=1}^{M} \sum_{j=1}^{M} h_{p,n}^{(k)} h_{j,i}^{(c)} b_{j,n} \right|^2
\]
\[
\| \mathbf{H}_k^T \mathbf{q}_b^{(d)} \|^2 = \sum_{p=1}^{N_k} \left| \sum_{n=1}^{M} \sum_{j=1}^{M} h_{p,n}^{(k)} q_{j,i} \right|^2
\]

By substituting (55) and (56) in (22) we obtain the SINR of the RS-THP-MRC technique.

Note that the power loss, which depends on the modulation, was neglected in this analysis. To include the power loss, a factor \( \tau \) should be introduced so that \( E[\mathbf{vv}^H] = \tau^{-1} \mathbf{I} \) as in [48].

VI. SIMULATIONS

In this section, we assess the sum-rate performance of the proposed RS-THP structures under imperfect and perfect CSIT. We consider that the BS is equipped with \( N_t = 12 \) transmit antennas and broadcasts to \( K = 6 \) users, each equipped with \( N_k = 2 \) receive antennas. For conventional precoding schemes a total of 12 data streams is transmitted whereas RS schemes include additionally the common stream. The channel matrix \( \mathbf{H}^T \) is assumed to be a complex i.i.d Gaussian matrix where each entry has zero mean and unit variance, i.e., \( \mathcal{CN}(0, 1) \). The entries of \( \mathbf{H}^T \) are i.i.d and follow a Gaussian distribution, i.e., \( \mathcal{CN}(0, \sigma^2) \). At the receiver white Gaussian noise with variance equal to \( \sigma^2 = 1 \) is added to the transmitted signal and the SNR is given by \( E_{tr} \). The inputs are Gaussian distributed with zero mean and unit variance. The ergodic sum-rate was computed considering 100 independent channel realizations. For each channel realization we consider 100 different error matrices. We perform an SVD over the channel matrix, i.e., \( \mathbf{H} = \mathbf{U} \Psi \mathbf{T} \) and set the common precoder to \( \mathbf{p}_c = v_1 \).

In the first example, we consider RS with several ZF precoding schemes under perfect CSIT. Fig. 3 summarizes the sum-rate performance achieved. Note that the multiple antennas at the UE allow us to implement the common combiners and enhance the common rate. In contrast, for the private rate of the ZF techniques each receive antenna may be treated as a separate single-antenna user. The inclusion of the terms RS and MMSEc in the legend denote that the schemes employ RS with an MMSE combiner. Conventional precoding schemes omit these terms. Note that each stream transmitted provides a gain from ZF-THP over the conventional ZF precoder, which results in a substantial ESR gain. Although the major contribution of RS is to cope with CSIT uncertainties, Fig. 3 shows that the RS with the MMSEc combiner at the receiver provides a consistent gain of at least one bit/Hz for all the schemes examined. Therefore, RS-THP is a promising strategy even under perfect CSIT assumption. The benefits of RS are greater under imperfect CSIT, as shown in the following simulations.

In the second example, we explore an imperfect CSIT scenario where we set the variance of the error to \( \sigma^2 = 0.05 \). Fig. 4 shows the sum-rate performance obtained by the ZF-cTHP and the ZF-dTHP structures, whereas Fig. 5 shows the MMSE-cTHP and MMSE-dTHP structures. From Fig. 4 we notice that all dTHP schemes outperform those using the cTHP architecture. However, this dTHP schemes require more complex receivers. The proposed RS-THP schemes depicted in Fig. 4 outperform their conventional ZF-cTHP and ZF-dTHP counterparts as expected. Fig. 5 shows that MMSE-THP achieves better performance than that of ZF-THP for all the combiners employed, as expected especially for SNR values below 15 dB. This gain comes from the reduced interference due to the MMSE precoders, which results in a reduction of the power loss. The results show that RS-THP attains better performance than other schemes under CSIT uncertainties. The common combiners implemented at the receiver further increase the RS-THP performance, while MMSEc is the best combiner.

In the third example, we assess the common rate attained by the combiners. The variance of the error was set to \( \sigma^2 = 0.05 \), as in the previous experiment. From Fig. 6 we can see that the common combiners greatly increase the performance of the common rate when compared to conventional RS. Note that
linear precoders without combiners achieve a higher common rate than non-linear ones since they saturate faster and allocate more power to the common stream in order to deal with CSIT uncertainties.

In the fourth example, we consider that the SNR is fixed at 20 dB. Table IV summarizes the ESR performance of the ZF-based schemes at different levels of $\sigma_e^2$. Remark that the ZF-cTHP obtains a gain of approximately 11 bps/Hz at $\sigma_e^2 = 0.05$ when compared to the conventional ZF technique. However, as shown in Table IV, this gain decays as the variance of the error increases, reducing the gap between the ZF-THP schemes and linear ZF precoder. On the other hand, Fig. 7 presents the ESR obtained by the MMSE-based schemes. The quality of the CSIT estimate, i.e. $\sigma_e^2$, varies in $[0.02, 0.1]$. The MMSE-dTHP structures perform better than their corresponding MMSE-cTHP structures. From the results we can conclude that the RS-MMSE-dTHP-MMSEc scheme is the most robust strategy among the proposed ones. As expected, multiple antennas at the receiver increase the robustness of the system since the combiners allow the receivers to process multiple copies of the common symbol. Moreover, the robustness increases with the number of antennas at the receiver.

In Fig. 8, the power allocated by each technique to the common stream is shown. We can see that the power allocated to the common stream increases as the power of the error gets higher. Linear precoders allocate more power to the common stream than non-linear techniques in order to deal with CSIT uncertainties since they saturate faster.
In the next example, we take into account that the quality of the CSIT improves as the SNR increases. We consider that the variance of the error scales as \( \sigma^2_e = 0.95(E_{it})^{-0.6} \), which is inversely proportional to the SNR since the variance of the noise is fixed. Fig. 9 shows the results of the proposed strategies. Note that the curves show no saturation due the improvement in the CSIT quality.

We then consider the proposed RS-THP with the MB scheme. The term MB in the legends represents the number of branches employed in the simulation. We employ up to four branches with both the ZF-cTHP and ZF-dTHP structures. First, power allocation of the common stream is carried out. Once the power allocation is performed, multiple THP branches are explored in order to select the branch that leads to the best performance. Fig. 10 shows the result of the ZF-cTHP scheme. As expected, the best performance is obtained by the RS-ZF-cTHP scheme with four branches and an MMSE stream combiner, denoted as RS-ZF-cTHP-MMSEc. Moreover, the proposed RS-ZF-cTHP schemes with four branches outperform the conventional ZF-cTHP with four branches. On the other hand, Fig. 11 summarizes the results for the ZF-dTHP structure. Once again the proposed schemes attain a better performance than the conventional RS-ZF-dTHP with four branches. The best performance is obtained by the RS-ZF-dTHP scheme with four branches and an MMSE stream combiner, denoted as RS-ZF-dTHP-MMSEc.

In the last example, we assess the performance of the MMSE-THP precoder with MB. Once again, four branches were used to obtain the results shown in Fig. 12. The RS-MMSEc-cTHP-MMSEc with four branches attains the best performance. As expected, the MB technique improves the results obtained since it considers four different symbol orderings.

| Scheme                  | Error Variance |
|-------------------------|----------------|
|                         | \( \sigma^2_e = 0.05 \) | \( \sigma^2_e = 0.1 \) | \( \sigma^2_e = 0.2 \) |
| ZF                      | 9.88           | 6.56            | 3.90          |
| ZF-cTHP                 | 21.62          | 15.43           | 9.84          |
| ZF-dTHP                 | 28.21          | 21.45           | 14.78         |
| RS-ZF-MMSEc             | 14.22          | 11.55           | 9.30          |
| RS-ZF-cTHP-MMSEc        | 25.16          | 19.39           | 14.18         |
| RS-ZF-dTHP-MMSEc        | 30.60          | 24.32           | 18.06         |

In the next example, we take into account that the quality of the CSIT improves as the SNR increases. We consider that the variance of the error scales as \( \sigma^2_e = 0.95(E_{it})^{-0.6} \), which is inversely proportional to the SNR since the variance of the noise is fixed. Fig. 9 shows the results of the proposed strategies. Note that the curves show no saturation due the improvement in the CSIT quality.
exhibit greater benefits under imperfect CSIT. In those scenarios, RS-THP schemes increase considerably the robustness of systems, which demonstrates the efficiency of the RS scheme and the stream combiners against CSIT uncertainties.
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