RGB-Only Reconstruction of Tabletop Scenes for Collision-Free Manipulator Control
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Abstract—We present a system for collision-free control of a robot manipulator that uses only RGB views of the world. Perceptual input of a tabletop scene is provided by multiple images of an RGB camera (without depth) that is either handheld or mounted on the robot end effector. A NeRF-like process is used to reconstruct the 3D geometry of the scene, from which the Euclidean full signed distance function (ESDF) is computed. A model predictive control algorithm is then used to control the manipulator to reach a desired pose while avoiding obstacles in the ESDF. We show results on a real dataset collected and annotated in our lab. Our results are also available at https://ngp-mpc.github.io/.

I. INTRODUCTION

Robotic control systems often assume perfect knowledge of the scene for collision avoidance, planning, and control [1], [2]. Such knowledge is difficult to acquire robustly in unstructured environments, because many long-standing problems in computer vision remain unsolved. Moreover, the information bottleneck between perception and planning creates difficulty in using motion planners in unstructured real environments.

Previous attempts to build a model of the scene often use a voxel map representation [3], [4], [5]. Voxel maps require the scene extent and resolution to be decided beforehand, and they are memory intensive, which limits their resolution. Although these issues can be alleviated to some extent via octrees [6], [7] and/or hash functions [8], [9], such representations still suffer from fixed discretization. In practical applications, voxel-based methods have been sufficient to avoid obstacles. However, when it comes to navigating in tight spaces between obstacles or tasks where the robot has to move very close to an object (e.g., grasping), the limited resolution can prevent the task from being completed without collision.

Many systems require a depth camera for sensing. But depth cameras exhibit noise that is difficult to model [10], [11], [12], [13], [14], [15], [16], [17], [18], and they struggle to handle transparent/reflective surfaces [19], dark surfaces, and occlusions. Due to these errors or occlusions, depth cameras often exhibit large holes in the output [20], thus making accurate downstream processing more difficult. With the increased progress of deep neural networks, there is reason to believe that RGB images can be used to estimate depth as well as, or perhaps even better than, off-the-shelf depth sensors. After all, compared with triangulation-based depth sensors, multi-view RGB images provide mathematically identical information; moreover, RGB cameras are generally more ubiquitous, cheaper, and higher resolution, which provides opportunities for deep networks to memorize inductive depth biases. Indeed, in some cases, deep networks have been shown to estimate depth from multiple RGB images better than the output of depth cameras [21].

To explore this potential, we present a system for collision-free motion generation of a tabletop robot manipulator based on 3D reconstruction of a tabletop scene observed by an RGB camera from multiple views. Different from prior work, the primary novelty of our method is to build a Euclidean full signed distance function (ESDF) [25] representation of the geometry of the scene from only RGB images, which is then used for reactive control. Concretely, in this work we explore the possibility of extracting the ESDF representation of the scene from a learned neural radiance field (NeRF) encoding [26].

The method involves moving an RGB camera around the scene (either manually or via the robot hand) and recording images. The camera poses are registered for each image using existing simultaneous localization and mapping (SLAM) methods [22], [23]. The RGB images and camera poses are then fed to a fast version of NeRF [9] to build a 3D model of the scene. From this model, a mesh is extracted, which is then used to compute an ESDF. This ESDF is then plugged into a GPU-accelerated model predictive control method [27] to generate reactive motions for the robot.

Compared to baseline methods, we show that our NeRF-based RGB-only reconstruction of the scene achieves significant improvement both in terms of geometric accuracy and task success. To summarize, our contributions are as follows:

- We propose a method to extract an accurate ESDF of a tabletop scene using a fast version of NeRF.
- Using this approach, we connect perception with control to facilitate the collision-free motion of a manipulator in an unstructured scene.
- We validate our approach on real data, showing considerable improvement over state-of-the-art methods. We will share our annotated dataset with the community.
In the following we briefly review methods to compute classical and neural 3D scene representations, after which we describe their use in motion planning and control.

**Classic 3D scene reconstruction.** Various systems have been proposed to reconstruct the 3D geometry of a tabletop scene for manipulation. CodeSLAM [28] focuses on reconstruction, but it does not use the reconstruction for control. MoreFusion [29] fits known 3D models to the point cloud data. Lin et al. [21] describe a multi-level perception system. However, none of these methods connect the resulting reconstruction to motion planning. Their scene representations such as point clouds are also not well suited for motion planning which requires fast computation of collisions.

**Neural 3D scene representations.** With the growing success of neural radiance fields (NeRFs) [26], neural implicit representations of 3D scenes have gained attention for their ability to generate high-quality observations of the scene from novel views. NeRF-based methods typically use a neural network to map 3D coordinates into values of density and radiance, which are used in differentiable rendering and allow end-to-end learning. Recent works have advanced neural 3D scene reconstruction in various ways: Points2NeRF [30] learns a NeRF representation from a colored point cloud. Point-NeRF [31] speeds up the training of NeRF by leveraging a pre-trained network, as well as pruning and growing of points. Instant-NGP [9] drastically improves the speed of NeRF up to several orders of magnitude using a hash table. Besides novel view synthesis, Mescheder et al. [32] also use a neural implicit representation to approximate the scene geometry with an occupancy network.

Alternatively, a signed distance field (SDF) is another neural scene representation that is more suitable for reconstructing high-quality scene geometry. For instance, Voxblox [25] is a classic method for computing a Euclidean full SDF (ESDF) from quadrotor vision data. The authors of iSDF [33] implement a framework to learn the full signed distance function (SDF) from depth images and camera poses, making note of the inadequacy of truncated SDFs for robotic manipulation. VolSDF [34] represents geometry, as the transformation of the SDF rather than the density. Similarly, NeuS [35] represents the scene using a transform of the SDF. Neural RGBD [36] represents the scene using a projected TSDF from RGBD images. NGLOD [37] also represents the scene using an SDF, but focuses on fast rendering rather than reconstruction. MonoSDF [38] exploits monocular cues in reconstructing the scene from multiple RGB views via the SDF. MetaSDF [39] also uses NeRF to represent the scene as an SDF, utilizing meta-learning to speed up inference. DeepSDF [40] learns a neural network to approximate the truncated SDF (TSDF), which, as we have already mentioned, unfortunately cannot be used for robot control outside the truncated region. Different from prior work, our system performs 3D reconstruction a scene using multi-view RGB images by estimating the ESDF.

**Robot motion planning and control.** A variety of methods have used 3D scene representations for motion planning and control. For example, Riemannian Motion Policies (RMPs) [41] use a model-based approach in which a 3D model of the object of interest is known beforehand. STORM [27] implements sampling-based model predictive control on a GPU and shows obstacle avoidance in a known world (primitive shapes). Battaja et al. [42] use a wrist-mounted RGB camera to focus on a single object in the world to avoid the obstacle. Yang et al. [43] use model predictive control for reactive human-to-robot handovers. Adamkiewicz et al. [44] use an existing NeRF model of the world to plan motions for a quadrotor. Driess et al. [45] describe an optimization-based manipulation planning approach via SDFs. DiffCo [46] provides differentiable collision detection. Danielczuk et al. [47] also describe neural collision detection. Li et al. [48] learn a viewpoint-invariant 3D-aware scene representation via NeRF with time-contrastive learning for visuomotor control of a manipulator. Along this line, Driess et al. [49] leverage a NeRF to learn a latent scene representation of the scene, which is then used to train an reinforcement learning (RL) policy for robot control. In closely related work, Pantic et al. [50] use the internal representation of NeRF to approximate an ESDF, which is then integrated into an RMP framework for motion planning.

In contrast, our method enables robust and accurate ESDF reconstruction by first using a NeRF to reconstruct a detailed scene mesh. This allows our approach to be tested on real-world scenarios and be effective for manipulator control.

### III. METHOD

Our approach takes as input a set of RGB views of the scene and builds a NeRF model from which a mesh is extracted, as described in Sec. III-A. The ESDF is then computed from the reconstructed mesh and used with model
predictive control to generate commands for the robot, as discussed in Sec. III-B.

A. Neural scene reconstruction from RGB images

Existing methods often rely on depth sensors to reconstruct the scene-level mesh for robotic planning and control [52]. There have been extensive studies on achieving this, such as using a depth-based SLAM [53], [25], or direct voxelization [54], [55]. However, when the depth modality is unavailable, which is the setup considered in this work, RGB-only scene-level reconstruction becomes more challenging. While multi-view stereo based methods [56] are able to triangulate 3D scene points from 2D feature matching, the reconstructed point clouds are sparse, especially for textureless regions. Meshing from those point clouds inevitably leads to holes or non-manifold topology, which are not compatible with motion planning algorithms (see experiments in Sec. IV), which require a continuous and differential representation of the scene. To overcome this limitation, in this work we leverage the recent advances in neural radiance fields (NeRFs) to learn a compact, accurate and holistic representation of the scene in an online fashion. For the sake of fast training and instant application for downstream robotic tasks, we adopt neural graphics primitives (NGP) [9], a much faster alternative to NeRF [26] based on grid feature encoding via voxel hashing. Learning a new scene with instant NGP [9] can be done in a few seconds.

Concretely, the neural radiance field takes as input a query 3D position $x \in \mathbb{R}^3$ and a 3D viewing direction $d \in \mathbb{R}^3$, $\|d\| = 1$. The output is the RGB value $c \in [0, 1]^3$ and the density value $\sigma \in [0, \infty)$. This can be written as $f(x, d) \to (c, \sigma)$, where $\sigma$ indicates the differential likelihood of a ray hitting a particle (i.e., the probability of hitting a particle while traveling an infinitesimal distance) [26]. Given the multi-view RGB images with known camera poses obtained using SLAM methods [22], [23], query points are allocated by sampling various traveling times $t$ along the ray $r(t) = o_w + t \cdot d_w$, where $o_w$ and $d_w$ denote camera origin and ray direction in the world frame, respectively. Based on volume rendering, the final color of the ray is then integrated via alpha compositing:

$$\hat{c}(r) = \int_{t_n}^{t_f} T(t)\sigma(r(t))c(r(t), d) \, dt$$ (1)

$$T(t) = \exp\left(-\int_{t_n}^{t_f} \sigma(r(s)) \, ds\right).$$ (2)

In practice, the integral is approximated by quadrature. Following [9], the neural radiance field function $f(\cdot) = \text{MLP}(\text{enc}(\cdot))$ is composed of a multi-scale grid feature encoder $\text{enc}$ and a multilayer perceptron (MLP). $f$ is optimized per-scene by minimizing the $L_2$ loss between volume rendering and the corresponding pixel value obtained from RGB images, i.e., by minimizing

$$\mathcal{L} = \sum_{r \in R} \|\hat{c}(r) - \hat{c}(r)\|_2.$$ (3)

Here, $\hat{c}$ is the predicted integral RGB value along the ray; $\hat{c}$ is the true observation from the RGB image at the pixel location through which the ray $r$ travels; and $R$ is the total ray set for training. Once trained, we can query the density values on a dense grid of point locations. This permits the use of Marching Cubes [24] to extract a polygonal mesh capturing an isosurface from the density field [9]. A bounding volume hierarchy is created from the mesh, which is then queried for signed distance values.

B. Manipulator control problem

We leverage the sampling-based model predictive algorithm developed by Bhardwaj et al. [27] and later extended to support mesh based signed distance function by Sundaralingam et al. [57]. We then load the reconstructed mesh of the scene from our approach into this model predictive controller for collision-free motions of the robot.

IV. EXPERIMENTAL RESULTS

To evaluate our method, we run experiments on real image data. We divide these experiments into two parts. First we measure the geometric accuracy of 3D reconstruction of the perception system. Then we evaluate the entire perception-and-control system by measuring the maximum penetration, the error at the goal, and the success rate.
Fig. 3. **LEFT**: An image from each of the scenes. **REMAINING COLUMNS**: The mesh created by the zero level set of the SDF computed by several methods. Object meshes are colored by height using Turbo [51]. Our method reconstructs objects accurately, while other methods struggle to fill holes and/or capture fine details. Average number of vertices/triangles among all scenes: 1.9M/3.8M (Ours), 240K/470K (COLMAP), 64K/130K (iSDF), 130K/190K (Voxblox).

Fig. 4. Close-up of the mesh from the previous figure. **TOP ROW**: Mesh from Scene 1, showing a can that is not fully observed due to partial occlusions from surrounding objects. COLMAP fails to build the can, and iSDF removes details. **BOTTOM ROW**: Mesh from Scene 2, showing two bottles in close proximity. Only our method is able to properly reconstruct the space between the bottles. Note that ground truth visualization omits the table.

Fig. 5. Comparison of SDF computed by several methods. **TOP TO BOTTOM**: Scene 1, Scene 2, Scene 3. Shown is a 2D horizontal slice of the SDFs in Fig. 3 approximately 7 cm above the table. Our method is more accurate, and it generates water-tight meshes. Unlike COLMAP, which is conservative, both iSDF and Voxblox shrink the objects, leading to collision (see Tab. II.). Note also that COLMAP’s meshes are not water-tight.
A. Real tabletop dataset with ground truth

We created three real-world tabletop scenes in front of a robot manipulator. Fig. 2 shows images from the three scenes. The objects on the table were taken from the HOPE [58] dataset to facilitate ground truth mesh creation. For each scene, we placed approximately ten objects on the table, and we captured the static scene twice with different sensors. One sequence was captured with a RealSense D415 RGBD sensor at a resolution of $640 \times 480$ for both RGB and depth. The other RGB-only sequence was captured with an iPhone SE rear-facing sensor at full HD resolution ($1920 \times 1080$) following a similar capture trajectory. Each sequence contained approximately 3000 frames, and we automatically selected the sharpest frame from each subsequent frame of ten consecutive frames, leading to approximately 300 sharp image frames.

The ground truth camera poses were obtained by running the structure-from-motion algorithm in COLMAP [22], [23] on each sequence. The ground truth mesh was obtained by running multi-view CosyPose [59] on each sequence to recover the 6-DoF (degree-of-freedom) poses of the objects. From these poses, the relative rotation, translation, and scale between the two sequences was estimated via Procrustes analysis. A plane was fit to the table, and the HOPE meshes, along with the table plane, were used to generate the ground truth mesh for each scene.

B. ESDF reconstruction

We compare our method with three leading techniques: the multi-view reconstruction method in COLMAP [22], [23], iSDF [33], and Voxblox [25]. iSDF takes as input a set of posed depth images, from which it learns a neural representation of the scene as a Euclidean full SDF that can be queried at any 3D point. COLMAP not only computes the camera poses via structure-from-motion, but it also produces a 3D point cloud representation of the scene via multi-view stereo at discrete feature locations. From this point cloud, a mesh is generated via Poisson surface reconstruction. Voxblox also receives posed depth images and build the Euclidean full SDF incrementally, but it stores SDF on voxels rather than using a network representation. For fair comparison, we increased the voxel resolution of Voxblox to 0.5 cm, we ran COLMAP with three different image resolutions (by downsampling the horizontal dimension to 250, 500, and 1000 pixels), and we ran our method with four different iteration lengths (1k, 2k, 4k, and 8k). On a PC with NVIDIA GeForce RTX 3090 GPU, the resulting runtimes were 72 s for our method (with 8k iterations), 78 s for COLMAP (with small image resolution), 90 s for Voxblox, and 20 min for iSDF. (All runtimes exclude the structure-from-motion part of COLMAP that estimates camera poses, which is costly.)

Figs. 3 and 4 show the 3D reconstruction of the three scenes by our method and the three baselines. (We used 8k iterations for our method, and small image resolution for COLMAP.) Our method more accurately captures the shape of the objects than the baselines. A 2D horizontal slice through the resulting SDF is shown in Fig. 5 for each scene and method, which again reveals the fidelity of our reconstruction.

Tab. I displays the accuracy of these three methods across all three scenes over a regularly sampled volume of locations on and above the table (size: $75 \times 60 \times 22.5$ cm, with $300 \cdot 250 \cdot 90 = 6.75$M points). “Collision” refers to the percentage of locations which are actually inside (GT < 0) but predicted to be outside (SDF > 0), thereby risking collision. “Misclassification” refers to the percentage of all points that are misclassified as either inside or outside when they are actually outside or inside, respectively. “Mean and max L1 error” refers to the averaged or maximal L1 error between GT and method’s output in the collision area. Note that even our slowest method (8k iterations) is faster than
TABLE I
ERROR COMPARISON OVER A REGULARLY SAMPLED VOLUME OF LOCATIONS ON THE TABLE. SHOWN IS MEAN ± STD.

| Metric                  | COLMAP [22], [23] | iSDF [33] | Voxblox [25] | 1k  | 2k  | 4k  | 8k  |
|-------------------------|-------------------|-----------|-------------|-----|-----|-----|-----|
| collision (%) ↓         | 48.5±17.9         | 34.7±7.3  | 35.7±9.0    | 19.0±18.5 | 6.9±3.0 | 6.6±3.5 | 6.5±3.6 |
| misclassification (%) ↓ | 2.4±0.7           | 1.7±0.1   | 1.4±0.3     | 1.6±0.4 | 1.1±0.2 | 1.5±0.3 | 1.0±0.5 | 0.9±0.2 | 0.9±0.2 |
| mean L1 (cm) ↓          | 1.9±0.3           | 2.6±0.3   | 4.7±1.0     | 8.1±1.6 | 6.6±0.2 | 6.6±0.2 | 6.6±0.2 | 6.6±0.2 | 6.6±0.2 |
| max L1 (cm) ↓           | 3.5±1.0           | 5.3±1.0   | 3.2±1.0     | 7.3±3.5 | 15.3±5.3 | 15.3±5.3 | 15.3±5.3 | 15.3±5.3 | 15.3±5.3 |
| time (s) ↓              | 78                | 1200      | 90          | 9    | 18  | 36  | 72  |

Fig. 7. TOP: Accuracy of SDF estimation versus threshold, among all locations within 5 cm of the mesh surface. With our method, approximately 95% of the sampled locations have an error less than 1 cm. Curves include points from all three scenes. BOTTOM: The L1 error among all points within the specified distance of the mesh surface (horizontal axis). Shown are mean (solid lines) and 0.25x standard deviation (shaded areas), where the scaling factor on std affords better illustration. Our method yields consistently low values for a wide variety of thresholds. Curves and shades represent the average value and standard deviation among three scenes.

TABLE II
USING THE ESTIMATED SDF FOR MANIPULATOR CONTROL.

| Metric                  | Ours | COLMAP | iSDF | Voxblox |
|-------------------------|------|--------|------|---------|
| max penetration (cm) ↓  | 0.0  | 0.0    | 0.8  | 0.5     |
| goal reaching error (cm)↓ | 0.3  | 5.3    | 1.0  | 1.5     |
| success rate (%) ↑      | 85   | 35     | 5    | 5       |

the fastest competitor, and our worst method (1k iterations) achieves results that are better than almost all competitors. Fig. 7 compares the accuracy of the SDF computed by our method to the baselines. Note that the proposed method is significantly more accurate.

C. Manipulator Control

Finally, we test the full integrated system including perception and control. This experiment is an important step toward validating our approach’s ability of content creation (that is, reconstructing a mesh of the scene from sensory input), as well as its ability to perform real-to-sim transfer.

We randomly select 20 start and goal pairs at a fixed height above the center of a scene and check whether the model predictive controller can generate a trajectory to attain that pose using the ground truth mesh for collision checking. We then swap out the ground truth mesh collision checker with the methods discussed in the previous section and run the robot through the same set of poses. We use a buffer of 1 cm for all methods (i.e., during planning the robot is maintained at a distance of at least 1 cm from the objects). Between each start and goal pose, the robot arm executes 500 timesteps at a rate of 50 Hz. Tab. II summarizes quantitative evaluation of the various methods. “Max penetration” means the maximal distance that the robot arm collides into objects, “goal reaching error” refers to the Euclidean distance between the goal pose and the robot’s final pose at the end of execution, and “success rate” refers to the percentage of runs for which the robot moves to within 1 cm of the goal pose without collision. Our method achieves higher accuracy, lower error, and higher success rate than the baselines. Fig. 6 compares the ability of our method to achieve a target pose in clutter, to the result obtained with the COLMAP baseline. Because COLMAP’s reconstruction is conservative (larger than ground truth), the model predictive controller is unable to reach the target pose, even though it properly avoids collision.

V. CONCLUSION

We have presented a system for control of a robot manipulator based on 3D reconstruction of a tabletop scene observed by an RGB camera from multiple views. Our method utilizes a fast NeRF approach to infer a high-fidelity reconstruction, from which a mesh is inferred. While we initially were concerned that the mesh might not be watertight, our experiments show that instant NGP [9] is able to yield watertight meshes without postprocessing. From the output mesh, a Euclidean full SDF (ESDF) is constructed, which specifies for any point in space its signed distance to the nearest surface. We show that the resulting ESDF is more accurate than competing baselines, and we also demonstrate that the ESDF can be used to accurately control a robot manipulator to reach target poses in clutter without collision. Future work should be aimed at incorporating motion generation and interaction with the scene.
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