Modelling anomalous diffusion in semi-infinite disordered systems and porous media
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Abstract
For an effectively one-dimensional, semi-infinite disordered system connected to a reservoir of tracer particles kept at constant concentration, we provide the dynamics of the concentration profile. Technically, we start with the Montroll–Weiss equation of a continuous time random walk with a scale-free waiting time density. From this we pass to a formulation in terms of the fractional diffusion equation for the concentration profile \( C(x, t) \) in a semi-infinite space for the boundary condition \( C(0, t) = C_0 \), using a subordination approach. From this we deduce the tracer flux and the so-called breakthrough curve (BTC) at a given distance from the tracer source. In particular, BTCs are routinely measured in geophysical contexts but are also of interest in single-particle tracking experiments. For the 'residual' BTCs, given by \( 1 - P(x, t) \), we demonstrate a long-time power-law behaviour that can be compared conveniently to experimental measurements. For completeness we also derive expressions for the moments in this constant-concentration boundary condition.

1. Introduction

Classical Brownian motion, or pedesis, the random motion of inert particles suspended in a simple liquid or gas, is characterised by the linear time dependence \( \langle x^2(t) \rangle = 2K_0 t \) of the mean squared displacement (MSD) with the diffusion coefficient \( K_1 \) \cite{1, 2}, as experimentally verified by Nordlund in 1914 \cite{3}. The spreading of Brownian particles in space, in a macroscopically one-dimensional domain, is described by the Gaussian law \( P(x, t) = (4\pi K_1 t)^{-1/2} \exp(-x^2/(4K_1 t)) \) for the probability density function (PDF) \cite{1, 2, 4}. Brownian motion can be modelled in terms of stochastic forces (noise) \cite{5–7} or as the continuum limit of a random walk \cite{8–10}, and its perpetuity follows from energy equipartition \cite{11}.

Deviations from the linear time dependence of the MSD of Brownian motion are widespread across the disciplines \cite{12–18} and frequently have the power-law dependence \( \langle x^2(t) \rangle \sim K_2 t^\beta, \) in terms of the anomalous diffusion exponent \( \beta \) and the generalised diffusion coefficient \( K_2 \) of physical dimension length\(^2\)/time\(^\beta\) \cite{10, 16, 19}. Such anomalous diffusion can be subdiffusive (0 < \( \beta < 1 \)) or superdiffusive (\( \beta > 1 \)). Examples of anomalous diffusion are charge carrier motion in amorphous semiconductors \cite{20, 21}, passive tracer particle motion \cite{22, 23} and molecular motor-driven motion in biological cells \cite{24–26}, motion of particles in crowded environments such as biological membranes \cite{27–29} or dense liquids \cite{30, 31}, chemical migration in porous media \cite{32, 33}, as well as transport in structured environments such as gels \cite{26, 34–36}. Even rather simple systems show distinct anomalous diffusion features, e.g. relatively small drug molecules between two silica slabs \cite{37} \( (\text{compare the anomalous diffusion modelling of drug release from a slab geometry in } [38]) \). And yet, in naturally occurring porous media such as soils and rock formations, as well as in natural and engineered pore structures such as membranes and in catalytic systems, diffusion of chemical species is almost invariably modelled as a Brownian process with linear time
In this context we allude to literature reporting on fractional versions of Fick's law [41-46]. Anomalous diffusion is non-universal in the sense that an empirical MSD-exponent $\beta$ can emerge from distinctly different physical processes [16–19]. The best-known such stochastic processes include fractional Brownian motion (FBM) and the continuous time random walk (CTRW). FBM and the closely related generalised Langevin equation with power-law memory structure are based on Gaussian yet power-law correlated noise [47, 48]. These processes are stationary in increments, yet the emerging dynamics are highly non-Markovian. CTRWs are ‘semi-Markovian’ renewal processes [49] based on independent and identically distributed random variables for the length of each step and the sojourn intervals in between consecutive steps (or, alternatively, the travel times of the transitions) [16, 18–20, 50]. CTRWs with power-law waiting time (or transition time) or jump length densities can be mapped onto time- and space-fractional diffusion equations [16, 51–57]. We note that instead of a particle switching between sojourn periods and steps, one can also treat transient immobilisation in so-called mobile-immobile models (MIMs) [58–60] (see also [61, 62]). Using these residence times one could thus derive a generalised application of CTRW in fractional MIM models [63, 64].

CTRW subdiffusion is inherently non-Gaussian [16]. However, the Gaussianity of the process in complex systems cannot be used solely to rule out intrinsically Gaussian processes such as Brownian motion or FBM, as heterogeneous parameters in intrinsically disordered systems can effect non-Gaussianity in FBM and the generalised Langevin equation [65, 66], similar to two-state processes [22]. To distinguish between different stochastic mechanisms, a number of complementary statistical observables [18, 37, 67] or machine-learning approaches [68–73] need to be applied.

In the context of tracer motion in soils and aquifers, the CTRW framework has been developed, adapted and applied extensively to anomalous transport in porous media, i.e. for systems particularly relating to hydrology and petroleum engineering, wherein there is an underlying advective fluid velocity (bias) that carries chemical species [74]. The theoretical models and their solutions have been confirmed by extensive comparison to both experiments (laboratory and field scale) [75–77] and numerical simulations [78–80].

Here, we now apply the CTRW framework to anomalous diffusion, i.e. systems for which there is no bias, only pure diffusion, in disordered and porous media. In this context, we consider the same types of porous media—rocks, soils, sand—as for the biased case. Significantly, explicit solutions for anomalous diffusion have to date not been developed in the context of experimentally accessible scenarios as we develop here. In such scenarios the physical observable is not the MSD, as this is difficult to measure. Alternatives for directly accessible observables are electrical currents in wide but finite amorphous semiconductors [20, 21], equivalent to the charge carrier flux, or outflow concentrations (breakthrough curves (BTCs)) as functions of time [81, 82]. Here the initial conditions are typically point-like ($\delta$-type initial concentration profiles). Models for such experimental scenarios were developed in the presence of external bias (electrical current, hydrological bias) [20, 82], including the case of aged CTRWs, when the experimental bias is switched on some time after the tracer particles are introduced [21, 83–85]. In absence of a bias, CTRWs were solved for both semi-infinite and finite domains, for $\delta$-initial conditions [86].

A word is in order on the modelling approach in terms of a CTRW, in which successive waiting times are considered to be statistically independent. The assumption of such independent waiting times is called the ‘annealed limit’ in physics literature [19]. In a real system with a fixed geometry, traversing a specific position in space (e.g. a small pore in which the particle is trapped for some time) will take a particle statistically the same transit time, i.e. spatial correlations in this ‘quenched’ disorder should occur. This is indeed known for one-dimensional systems such as the quenched energy model [19, 87], see also the discussion in [88]. However, an external bias driving the particle, on average, in one direction, already diminishes these effects. As here we consider a system with an effective flux from inlet to outlet boundary, this is the first justification to use the annealed limit approach with independent waiting times. The second justification comes from the fact that our system is only effectively one-dimensional, and the formulation as a function of $x$ only can be considered as an average over a finite cross-section of the porous material. The real medium, that is, has a three-dimensional extension, i.e. the particles can take many different paths across the medium. The effective motion monitored along some linear axis therefore ‘shuffles’ a large number of waiting times, which should allow us to use the annealed limit.

We expect to identify anomalous diffusion in rocks, via future experiments, but readily available solutions against which quantitative comparisons can be made are currently unavailable. Somewhat surprisingly, despite extensive literature on the theory and modelling of anomalous diffusion in disordered media, studies have not focused on the development of models that can be matched to experimental measurements in a semi-infinite, effectively one-dimensional geometries with constant-concentration boundary condition. Moreover, while some diffusion experiments have been reported in the literature, these studies either provide...
we display this ‘Green’s function’ , i.e. the PDF for a variable, e.g. \( \lambda \), in one-dimensional domain, with a Gaussian jump length distribution defined via its Fourier transform.

To model tracer motion in a disordered environment, we consider a CTRW process in a macroscopically one-dimensional domain with fixed boundary concentration. In the following section we then apply the CTRW generalisation to this half-space solution and analyse its behaviour in detail.

2. Mathematical development and experimental observables

In this section we briefly review how anomalous diffusion is introduced in the CTRW framework and how anomalous diffusion solutions (spatial profile and BTCs), in the context of application to actual porous media experiments. We then compare the various solutions to show their sensitivity to model parameters, and conditions in which the resulting solutions are measurably distinct from those of Fickian diffusion.

2.1. CTRWs and time-fractional diffusion equation

To model tracer motion in a disordered environment, we consider a CTRW process in a macroscopically one-dimensional domain with a Gaussian jump length distribution defined via its Fourier transform.

\[ \lambda(k) = \mathcal{F}\{\lambda(x)\} = \int_{-\infty}^{\infty} \lambda(x) \exp(ikx) dx = \exp(-\sigma^2 k^2/2) \]

with variance \( \sigma^2 \) and a power-law waiting or transition time density defined in terms of its Laplace transform.

\[ \psi(s) = \mathcal{L}\{\psi(t)\} = \int_{0}^{\infty} \psi(t) \exp(-ut) dt = \exp(-|ut|^{\beta}) \]

In Fourier-Laplace space the PDF to find the particle at position \( x \) at time \( t \) after being released at \( x = 0 \) at time \( t = 0 \) is given by the Montroll–Weiss equation [50]

\[ P(u, k, t) = \frac{1 - \psi(u)}{u} \frac{1}{1 - \lambda(k)\psi(u)} \]  

Here, we see that \( P(x, t) \) is normalised, i.e. \( \int_{-\infty}^{\infty} P(x, t) dx = 1 \), a relation corresponding to \( P(k = 0, t) \) in Fourier space. Using the fact that \( \lambda(k = 0) = 1 \), we see that \( P(k = 0, u) = 1/u \), which indeed corresponds to \( P(k = 0, t) = 1 \). In our formulation, this PDF \( P(x, t) \) thus is the ‘relative concentration’.

Considering the diffusion limit \( x, t \to \infty \), corresponding more precisely, to having \( x \gg \sigma \) and \( t \gg \tau \) in terms of the intrinsic (typically microscopic) scales of the CTRW model, the corresponding PDFs of the jump lengths and waiting times can be expanded in the respective Fourier and Laplace domains for small \( k \) and \( u \), \( \lambda(k) \sim 1 - \sigma^2 k^2/2 \) and \( \psi(u) \sim 1 - (u\tau)^{\beta} \) [16]. Introducing these forms into the Montroll–Weiss equation (1) and rearranging terms, after neglecting mixed terms of \( u \) and \( k^2 \) we find

\[ uP(k, u) = -u^{1-\beta} K_\beta k^2 P(k, u) \]

where \( P_i(x) = \delta(x) \) with \( P(k = 1) \) is the initial condition for a single particle release at \( x = 0 \) at \( t = 0 \). The anomalous diffusion coefficient is defined as \( K_\beta = \sigma^2/2\tau^{\beta} \) in terms of the parameters of the jump length and waiting time PDFs [16, 52].

For \( \beta = 1 \), the waiting time PDF in time domain reduces to the sharply peaked form \( \psi(t) = \delta(t - \tau) \), i.e. every jump has the same waiting time \( \tau \). From equation (2) we can then obtain directly the normal diffusion equation \( \partial P(x, t)/\partial t = K_\beta \partial^2 P(x, t)/\partial x^2 \) by identification of \( \mathcal{F}^{-1}\{ -k^2 P(k, u) \} = \partial^2 P(k, u)/\partial x^2 \) and \( \mathcal{L}^{-1}\{ uP(k, u) - P_i(k) \} = \partial P(k, t)/\partial t \) via standard theorems of Fourier and Laplace transforms. The solution in this case is the Gaussian

\[ P_i(x, t) = \frac{1}{\sqrt{4\pi \tau t}} \exp\left( -\frac{x^2}{4\tau t} \right) \]  

In figure 1 we display this ‘Green’s function’, i.e. the PDF for \( \delta \)-initial condition along with the generalised case for \( \beta = 1/2 \), constructed below.

For \( 0 < \beta \leq 1 \), equation (2) includes a term of the form \( u^{1-\beta} k^2 P(k, u) \), where \( u^{1-\beta} P(k, u) \) represents the Laplace transform of the fractional differential of \( P(k, t) \) in time space [16, 27, 93]. Using this fact, Fourier-Laplace inversion of (2) leads to the time-fractional diffusion equation [16, 27, 51, 52, 54–57]

\[ \frac{\partial}{\partial t} P(x, t) = \delta D^{1-\beta}_t K_\beta \partial^2 \partial x^2 P(x, t) \]  

5 Here we use the conventional notation that the transform of a function is solely expressed by the explicit dependence on the transformed variable, e.g. \( f(u) = \mathcal{L}\{f(t)\} \) and \( g(k) = \mathcal{F}\{g(x)\} \).
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This formulation in terms of a partial integro-differential equation has the distinctive advantage that boundary value problems can be solved quite easily, as we will demonstrate below. We note that in the presence of advection with speed \( v \), the fractional diffusion equation (4) will feature an additional drift term, as detailed in [94]. In our case no such external driving is considered.

For 'natural' boundary conditions \( \lim_{|x| \to \infty} P(x, t) = 0 \) and our sharp initial condition \( P_i(x) = \delta(x) \), the second moment of \( P(x, t) \) can be checked easily from equation (4) via integration of \( x^2 \) over space, obtaining from re-scaling of space by \( x \sigma \) to the 'real' process time such that \( K_\beta = 1 \) in these units.

While for point-like initial conditions in a semi-infinite domain the fractional diffusion equation (4) can be solved explicitly in terms of Fox \( H \)-functions [16, 86], the additional averaging necessary to consider the constant-concentration boundary condition could not be performed. We therefore resort to an alternative approach based on so-called subordination which is equivalent to the fractional diffusion equation (4) [95]. This approach allows us to obtain the quantities of interest as a transform of the known Brownian solution.

The concept of subordination in this case can be understood if we rephrase a CTRW in terms of two coupled continuous-time stochastic equations, \( dx(s)/ds = \eta(s) \) and \( dt(s)/ds = \tau(s) \), where \( s \) is the path parameter ('arc length') along the particle trajectory, \( \tau \) are the randomly distributed waiting (or transition) times, and \( \eta \) are random jump lengths [97]. Here the equation for \( x(s) \) corresponds to the regular Langevin equation if, as we assume here, the distribution of the jump lengths \( \eta \) is sufficiently narrow and has a finite variance. The role of the path parameter \( s \) is the 'number of steps'. The transformation equation for \( t(s) \) then connects random waiting times to each step and maps the dynamic \( x(s) \) to the 'real' process time \( t \) [98]. This temporal 'subordination' of the step number, sometimes also called internal clock time, to the time \( t \) measured in experiments, can then be rephrased for the density \( P(x, t) \) for a given \( \beta \). If we denote the Brownian solution of the normal diffusion equation (i.e. for \( \beta = 1 \)) with \( P_i \), the subordination relation can be phrased by rescaling in Laplace space [51] or in terms of the integral transformation [16, 99]

\[
P(x, t) = \int_0^\infty \mathcal{E}_\beta(s, t) P_1(x, s) ds.
\]
Here the kernel \( \mathcal{E}_\beta(s, t) \) is defined through its inverse Laplace transform as

\[
\mathcal{E}_\beta(s, t) = \mathcal{L}^{-1} \left\{ u^{3-1} \exp(-u^2 s); u \to t \right\},
\]

which defines the one-sided Lévy stable distribution \( L^+_{\beta} \) with an additional prefactor,

\[
\mathcal{E}_\beta(s, t) = \frac{t}{\beta s} L^+_{\beta} \left( \frac{t}{\beta s} \right).
\]

This kernel has the particularly simple form \[16\]

\[
\mathcal{E}_{1/2}(s, t) = \frac{1}{\sqrt{\pi t}} \exp \left( -\frac{x^2}{4t} \right)
\]

for \( \beta = 1/2 \). This form allows the exact evaluation of the subordination integral (6) to obtain the Green’s function (the solution for the point-like initial condition \( P(x, 0) = \delta(x) \) for \( \beta = 1/2 \),

\[
P(x, t) = \frac{1}{2^{3/2} \pi^{1/4}} \Gamma \left( \frac{1}{4} \right) {}_0F_2 \left( \frac{3}{4}, \frac{5}{4}; \frac{x^4}{256t} \right)
\]

\[
= -\frac{1}{2 \sqrt{\pi t}} {}_0F_2 \left( \frac{3}{4}, \frac{5}{4}; \frac{x^4}{256t} \right)
\]

\[
= -\frac{x^3}{16 \sqrt{2 \pi t}^{3/4}} \Gamma \left( \frac{1}{4} \right) {}_0F_2 \left( \frac{3}{4}, \frac{5}{4}; \frac{x^4}{256t} \right),
\]

in terms of the generalised hypergeometric function \( {}_0F_2 \). The occurrence of the absolute value in \( x \) demonstrates the non-analytic behaviour of the PDF at the origin. This behaviour is characteristic of CTRW subdiffusion, for which the distinct cusp at the origin witnesses the slow decay of the initial condition \( P(x, 0) = \delta(x) \) with the sticking probability \( 1 - \int_0^\infty \psi(\tau)d\tau \) that no jump has occurred until time \( t \) \[10, 16\]. The Green’s function (10) is displayed in figure 1. Similarly, exact forms for \( \mathcal{E}_\beta(s, t) \) can be obtained for other rational numbers of \( \beta \), such as \( \beta = 1/2, 1/3, 2/3, \) or \( 3/4 \) \[16\]. If other \( \beta \) values need to be evaluated, the corresponding form of \( P(x, u) \) in Laplace space is constructed by the subordination integral

\[
P(x, u) = \int_0^\infty \mathcal{E}_\beta(s, u) P_1(x, s)ds,
\]

and then inverted to time domain by numerical Laplace inversion. We note that in the context of transport this subordination concept was developed in \[16, 51, 99\] and was applied previously in \[100\].

We also note that so far we used the standard notation \( P(x, t) \) for the PDF of a Brownian particle which is normalised to unity, \( \int_{-\infty}^{\infty} P(x, t)dx = 1 \). In what follows we consider a macroscopic amount of tracer particles, whose distribution in space we express in terms of the concentration field \( C_\beta(x, t) \).

### 2.2. Constant concentration boundary condition

In the above subsection we showed how the normal-diffusive solution can be related to the subdiffusive CTRW solution in terms of the subordination method. Here we now present the normal-diffusive form for the concentration field \( C_\beta(x, t) \) for a realistic experimental setup, in which a constant concentration \( c_0 \) is applied at the inlet boundary of a macroscopically one-dimensional, horizontal porous medium column that is fully water-saturated. We assume that the outlet boundary is sufficiently far away to allow treatment of the system as having a semi-infinite support. Our strategy is to first solve the Brownian case, \( C_1(x, t) \). In the next section we then employ the subordination concept to construct the density field \( C_\beta(x, t) \) and discuss its dynamic behaviour.

To proceed, we first outline, for pedagogical reasons, how to solve the normal diffusion equation for the step initial condition (in terms of the Heaviside function \( \Theta(x) \))

\[
C_0(x) = C_1(x, t = 0) = 2C_0\Theta(-x) = \left\{ \begin{array}{ll}
2C_0, & x \leq 0 \\
0, & x > 0
\end{array} \right.,
\]

where we used the plateau value \( 2C_0 \) for reasons that become clear momentarily. The solution of the normal diffusion equation (\( \beta = 1 \)) for this specific initial value problem is simply given by the integral over the initial condition,

\[
C_1(x, t) = \int_{-\infty}^{\infty} C_0(x') \frac{1}{\sqrt{4\pi t}} \exp \left( -\frac{(x-x')^2}{4t} \right) dx'
\]

\[
= \frac{2C_0}{\sqrt{4\pi t}} \int_{-\infty}^{0} \exp \left( -\frac{(x-x')^2}{4t} \right) dx'.
\]
Here we used the fact that the Gaussian \((4\pi t)^{-1/2} \exp(-[x - x']^2/[4t])\) is the Green's function of the diffusion equation (i.e. the solution for the \(\delta\)-initial condition \(C_i(x) = C_0 \delta(x - x')\)) and that the solution for a general initial condition can be obtained in the form (12).

Now we use the definition of the error function,

\[
erf(z) = \frac{2}{\sqrt{\pi}} \int_0^z e^{-\zeta^2} d\zeta,
\]

which has the specific values \(\text{erf}(0) = 0\) and \(\text{erf}(\infty) = 1\), and is antisymmetric in the argument \(\text{erf}(-z) = -\text{erf}(z)\). Moreover, the complementary error function is defined as \(\text{erfc}(z) = 1 - \text{erf}(z)\). With this, we now find that for our initial condition (11),

\[
C_i(x, t) = C_0 \text{erfc} \left( \frac{x}{\sqrt{4t}} \right).
\]

This means that the value of this solution is \(C_0\) at \(x = 0\) at all times, and thus this specific initial value problem solves the desired boundary value problem with constant concentration at the origin (note the simple factor 1/2 connecting the two problems). We display the solution (14) for the Brownian case in figure 2(a). Note that, as per construction, the value of \(C_i(x, t)\) is unity at \(x = 0\) and that the slope at \(x = 0\) is finite at all times.

Due to the contact with the ‘tracer reservoir’ at \(x = 0\), the overall amount of tracer in the semi-infinite water column becomes a function of time. We can calculate the time-dependent cumulative tracer amount as

\[
\mathcal{F}(t) = \int_0^\infty C_i(x, t) dx = \frac{2C_0}{\sqrt{\pi}} t^{1/2},
\]

i.e. it exhibits a square-root growth dependence. The relative mean

\[
\langle x(t) \rangle = \frac{1}{\mathcal{F}(t)} \int_0^\infty xC_i(x, t) dx = \frac{\sqrt{\pi}}{2} t^{1/2}
\]

of the concentration moves away diffusively (i.e. with \(t^{1/2}\)-scaling) from the boundary. Finally, the relative standard deviation is

\[
\sqrt{\langle \Delta x^2(t) \rangle} = \sqrt{\langle x^2(t) \rangle - \langle x(t) \rangle^2} = \frac{1}{\mathcal{F}(t)} \int_0^\infty x^2C_i(x, t) dx - \langle x \rangle^2 = \sqrt{\frac{16 - 3\pi}{12}} t^{1/2}.
\]

The relative standard deviation versus the relative mean is thus a constant, reflecting that the concentration field is broad, as expected. In the next section we will show how to generalise the above quantities to the subdiffusive case.

### 2.3. BTCs and tracer flux

The principal measurable quantity in one-dimensional column experiments is the BTC, representing the (relative) concentration over time at a specific distance from the inlet boundary. Experimentally, this can be done through multiple boreholes placed at predetermined distances from the tracer inlet. On smaller scales, the time evolution of the concentration profile in porous objects, projected onto a linear co-ordinate, can be monitored by field gradient nuclear magnetic resonance [101]. We parenthetically note that, in principle, measurements based on direct image analysis of the spatial distribution of a coloured tracer diffusing in a quasi-two-dimensional flow cell could also be used to directly determine the value of the density \(C_i\) (or the generalised quantity \(C_d(x, t)\) we seek to model). However, to date, such visualisation experiments have not been reported, due largely to technical constraints and the limited resolution of detectable concentrations. While for Brownian motion the BTC follows the law (14) for a fixed value of \(x\), we will discuss the behaviour of the generalised BTC in the next section.

Another experimental method to probe porous structures of moderate porosity is based on single-particle tracking methods, e.g. reported for diffusing nanoparticles in [102]. Apart from measuring local properties such as void space accessibility, this method can be used to optically measure the spreading of the tracer particles across the porous medium. In our scenario of a one-dimensional column coupled to a tracer particle reservoir, one way to measure the transport dynamics is to determine the ‘flux’ of tracer particles across a pre-determined distance from the reservoir, i.e. the net number of particles crossing the monitoring plane to the right and to the left per unit time. This flux is determined via the relation...
we demonstrated how the PDF for free Brownian motion can be used to construct the PDF for anomalous diffusion using the subordination method. There \( P(x, t) \) could be expressed in terms of the generalised hypergeometric function \( {}_2F_1 \) in equation (10). For our experimental case with a constant-concentration boundary condition we could not find an explicit solution and therefore resort to numerical evaluations, constructed from the analytical Brownian result (14) together with the subordination integral (6). The integral in relation (6) for specific values of the anomalous diffusion exponent \( \beta \). The integral in relation (6) is evaluated using the \texttt{NIntegrate} function of Mathematica [103]. We also use asymptotic scaling analyses to derive the scaling exponents for the ‘residual BTC’ defined below, which in many cases will be the relevant behaviour for the analysis of experimental data. These will allow a direct determination of the anomalous diffusion exponent \( \beta \), the only adjustable model parameter in our non-dimensional units.

3. Solutions, results, analysis

In section 2 we demonstrated how the PDF for free Brownian motion can be used to construct the PDF for anomalous diffusion using the subordination method. There \( P(x, t) \) could be expressed in terms of the generalised hypergeometric function \( {}_2F_1 \) in equation (10). For our experimental case with a constant-concentration boundary condition we could not find an explicit solution and therefore resort to numerical evaluations, constructed from the analytical Brownian result (14) together with the subordination integral (6). The integral in relation (6) for specific values of the anomalous diffusion exponent \( \beta \). The integral in relation (6) is evaluated using the \texttt{NIntegrate} function of Mathematica [103]. We also use asymptotic scaling analyses to derive the scaling exponents for the ‘residual BTC’ defined below, which in many cases will be the relevant behaviour for the analysis of experimental data. These will allow a direct determination of the anomalous diffusion exponent \( \beta \), the only adjustable model parameter in our non-dimensional units.

3.1. Spatial concentration profiles and moments

Figure 2(a) shows the relative concentration profile \( C_1(x, t)/C_0 \) for the Brownian case (\( \beta = 1 \), equation (14)) as function of \( x \) for different times. All curves meet at \( C_1(0, t) = C_0 \), the concentration fixed by the boundary condition. At short times, the tracer has hardly penetrated into the sample (\( x > 0 \)), while at longer times the concentration profile at finite \( x \) clearly increases, driven by the constant flux into the system from the boundary. Figure 2(b) shows the anomalous case with \( \beta = 1/2 \), based on the subordination integral (6), with \( C_1 \) taken from equation (14). It is seen that the transport is actually faster than for the Brownian case at short times, while at longer times the subdiffusive transport is distinctly slower. In fact, Lévy stable laws such as the waiting time density \( \psi(t) \) employed here have a long tail and thus produce occasional, very long waiting times. Concurrently, however, they are also more concentrated around the origin, thus giving rise to a higher likelihood of short waiting times than a Poisson process. This property can also be seen for the BTCs below.

\[ J_1(x, t) = -\partial C_1(x, t)/\partial x. \]

Starting from our result (14) we then find

\[ J_1(x, t) = \frac{C_0}{\sqrt{\pi t}} \exp\left(-\frac{x^2}{4t}\right). \quad (18) \]

We note the power-law asymptote \( J_1(x, t) \sim t^{-1/2} \) for \( t \gg x^2 \). This form contrasts the result \( \left(4\pi^{1/2}/\Gamma(3/2)\right)^{-1} C_0 x \exp\left(-x^2/[4t]\right) \) for the Gaussian density in unconfined space that features a \( t^{-3/2} \) asymptote. The fact that we have a non-zero flux at \( x = 0 \) in our setting here is, of course, due to the constant-concentration boundary condition at the origin. As for fixed \( x = 0 \) the concentration field is constantly building up, the concentration gradient becomes smaller and the (net) flux decreases over time. Remarkably, the flux (18) is independent of the initial position \( x_0 \), in contrast to the case of an initial delta-pulse in an infinite geometry.

6 Note that the flux \( J_1 \) is the quantity entering the continuity equation in differential form, for the particle density. Also note that in non-reduced dimensions, the flux has the form \( J_1 = -K_1 \partial C_1(x, t)/\partial x \) and thus has dimensions of mass over time.
The shapes of the concentration profiles in the direct comparison between panels (a) and (b) of figure 2 naturally differ between the normal and anomalous cases. However, from a single or a series of profiles it is not straightforward to deduce the anomalous diffusion exponent, or even to decide whether the observed dynamics is anomalous or not. Even for the idealised case considered here, without measurement errors, this is due to the rather similar, fully convex shape. We will see similar features for the BTCs. However, the residual BTCs have a power-law asymptote, from which one can unambiguously determine the value of $\beta$.

For specific measurements an alternative way to determine the anomalous diffusion exponent $\beta$ is to measure the moments associated with the transport dynamics. We here generalise the Brownian results (15)–(17), finding

$$\mathcal{F}_\beta(t) = \int_0^\infty C_\beta(x, t) dx = \frac{C_0}{\Gamma(1 + \beta/2)} t^{\beta/2}.$$  \hfill (19)

The square-root growth in time in the Brownian case, equation (15), is replaced by a scaling with $t^{\beta/2}$. To calculate the relative moments, we use the subordination method first for the moment and the normalisation $\mathcal{F}(t)$ separately, and then divide the two results, obtaining for the relative mean

$$\langle x(t) \rangle_\beta = \frac{\Gamma(1 + \beta/2)}{\Gamma(1 + \beta)} t^{\beta/2}.$$  \hfill (20)

The relative standard deviation in the anomalous case is

$$\sqrt{\langle \Delta x^2(t) \rangle_\beta} = \sqrt{\langle x^2(t) \rangle_\beta - \langle x(t) \rangle^2_\beta} = \frac{(16 - 3\pi)\Gamma(1 + \beta/2)}{12\Gamma(1 + \beta)} t^{\beta/2}.$$  \hfill (21)

As in the Brownian case the standard deviation versus the mean is a constant.

### 3.2. Temporal BTCs

The BTCs for both normal and subdiffusion are shown in figure 3 in both linear and log–log scales. Comparison of the normal with the anomalous case demonstrates that the subdiffusive dynamic is faster at earlier times but then starts to lag behind the Brownian case, as expected according to the reasoning about Lévy stable laws above. Similar to our observation for the concentration profiles above, visual comparison of normal and subdiffusive cases shows a clear difference in the quantitative behaviour. However, it is critical to note that due to the gradual concave behaviour in these curves, from measurement of a single BTC it is not possible to clearly distinguish between the Brownian and subdiffusive cases, nor can one extract the value of the scaling exponent $\beta$.

A clear distinction between the Brownian and subdiffusive cases can be achieved by plotting the approach of the BTC to its plateau value, given by the ‘residual BTC’

$$1 - C_1(x, t)/C_0 = 1 - \text{erfc} \left( \frac{x}{\sqrt{4t}} \right) \sim \frac{x}{\sqrt{\pi t}}.$$  \hfill (22)
This behaviour is easily deduced from equation (14), and we used the symbol \( \sim \) to denote the asymptotic behaviour for long times. Correspondingly for the behaviour for the subdiffusive case with \( \beta = 1/2 \) one can find an exact expression in terms of generalised hypergeometric functions. However, here we only report the general asymptotic behaviour

\[
1 - C_\beta(x, t) / C_0 \sim \frac{x}{\Gamma(1 - \beta/2) t^{\beta/2}}.
\]

which follows directly from subordination of equation (22); the validity of subordinating the asymptotic behaviour directly can easily be verified by comparison with numerical evaluations of the subordination of the full expression. Here a clear scaling is found as a function of time in the asymptotic limit. The slope of this scaling law is related directly to \( \beta \). This is corroborated in the log-log plots in figure 4 for \( \beta = 1/2 \). We emphasise that the long-time behaviour shows a proportionality to the position \( x \) at which the BTC is measured. This implies that the crossover time (such that \( x/t^{\beta/2} \ll 1 \)) to the asymptotic power-law is delayed for more distant \( x \) as compared to closer \( x \). The power-law behaviour of the residual BTCs is our central result and easily amenable to analysis of experiments with constant boundary concentration.

### 3.3. Flux

Following the measurement of the net flux in single particle trajectory assays, as mentioned above, we now discuss the asymptotic behaviour of the tracer flux (18). In the case of normal (Fickian) diffusion, the long-time dependence of the flux (18) is

\[
J_1(x, t) \sim \frac{C_0}{\sqrt{\pi} t}.
\]

and, again using direct subordination of equation (24) for subdiffusion with \( \beta = 1/2 \) this relation becomes

\[
J_{1/2}(x, t) \sim \frac{\Gamma(1/4) C_0}{\sqrt{2} \pi^{1/4} t^{1/4}}.
\]

For general \( \beta \), we finally find

\[
J_\beta(x, t) \sim \frac{C_0}{\Gamma(1 - \beta/2) t^{\beta/2}}.
\]

The flux is portrayed in figure 5. In the log-log plot on the right the power-law asymptote becomes obvious. The power-law form of the flux in the long-time limit makes it amenable to easy extraction of the scaling exponent, and thus \( \beta \), similar to the residual BTC. We note that for our constant-concentration boundary conditions, an exact solution for the flux can be obtained for the case \( \beta = 1/2 \), again in terms of generalised hypergeometric functions,
Figure 5. Flux $j_1(x, t)$ for $\beta = 1$ and $j_{1/2}(x, t)$ for $\beta = 1/2$ as function of time at $x = 2$. (a) Linear scales. (b) $\log_{10}$-$\log_{10}$ plot. The two straight dashed lines have the slopes $-1/2$ and $-1/4$.

\[
J(x, t) = \frac{C_0}{\pi t^{3/2}} \left( \frac{t^{1/4}}{\sqrt{2}} \Gamma \left( \frac{1}{4} \right) \right) F_2 \left( \frac{1}{2}, \frac{3}{4}; \frac{4}{5}, -\frac{x^4}{256t} \right) \\
- \sqrt{\pi|x|} F_2 \left( \frac{3}{4}, \frac{5}{4}; \frac{5}{3}, -\frac{x^4}{256t} \right) \\
- \frac{x^2}{8\sqrt{2}t^{1/4}} \Gamma \left( \frac{1}{4} \right) F_2 \left( \frac{5}{4}, \frac{3}{2}; \frac{3}{5}, -\frac{x^4}{256t} \right),
\]

where we again use the hypergeometric function $\,_{0}F_{2}$. This function can be directly plotted in Mathematica.

4. Conclusions

We analysed the anomalous diffusion behaviour of passive tracer particles in a semi-infinite, macroscopically one-dimensional domain, whose inlet boundary is kept at a constant concentration. Experimentally, this case corresponds to a setup of a porous medium whose inlet interface is connected to a sufficiently large reservoir of a liquid containing the tracer. Some distance $x$ away from this boundary the BTC is determined by a sensor. For finite times and when the outlet boundary of the porous material is sufficiently far away, we can indeed treat the system as semi-infinite, thus significantly facilitating the analytical treatment. Using the formulation in terms of a time-fractional diffusion equation and the connection between the (known) Brownian solution with its anomalous-diffusive counterpart in terms of the subordination relation, we were able to numerically analyse the concentration profile, the BTC, and the flux. For the concentration profiles and the BTC the shapes are gradually changing and thus it is difficult to extract a specific value of the anomalous diffusion exponent $\beta$ from such data. However, we showed that the residual BTC has a power-law behaviour at sufficiently long times, allowing for a direct extraction of $\beta$ from measurements. We also determined power-law behaviours for the tracer flux and the relative moments of the tracer mass. Both are useful when either the concentration field can be measured in single-particle tracking assays or for coloured tracers.
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