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Abstract

We propose a novel approach to model viscoelasticity materials using neural networks, which capture rate-dependent and nonlinear constitutive relations. However, inputs and outputs of the neural networks are not directly observable, and therefore common training techniques with input-output pairs for the neural networks are inapplicable. To that end, we develop a novel computational approach to both calibrate parametric and learn neural-network-based constitutive relations of viscoelasticity materials from indirect displacement data in the context of multi-physics interactions. We show that limited displacement data hold sufficient information to quantify the viscoelasticity behavior. We formulate the inverse computation—modeling viscoelasticity properties from observed displacement data—as a PDE-constrained optimization problem and minimize the error functional using a gradient-based optimization method. The gradients are computed by a combination of automatic differentiation and physics constrained learning. The effectiveness of our method is demonstrated through numerous benchmark problems in geomechanics and porous media transport.
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1. Introduction

Viscoelastic material exhibits both viscous fluid and elastic solid characteristics \([1]\). Examples of viscoelasticity materials include skins, memory foam mattress, wood, polymers and concrete \([2]\). Viscoelasticity plays a crucial role because all materials exhibit viscoelastic behavior to some extent. Therefore, it is very important to model viscoelasticity properties. The viscoelasticity makes the behavior of material rate-dependent; that is, the material’s response to deformation or force may change over time. This rate-dependent behavior makes viscosity modeling unique and challenging compared to its counterparts, such as elasticity.

Inverse modeling of viscoelasticity uses observed data to infer the viscoelastic constitutive relation of a material. Typically, the strain and stress tensors in the constitutive relations are not directly observable. Therefore, we need to consider the conservation laws—usually described by partial differential equations (PDEs)—and conduct inverse computation using indirect data, such as displacement data from sensors located in a material. The observed data can also be a result of multi-physics interactions, such as those in coupled geomechanics and multi-phase flow models.

In general, there are two types of hypothetical constitutive relations:
1. Parametric models. In parametric models, the forms of the constitutive relations are known but the physical parameters in the models are unspecified. This setting leads to a parameter inverse problem.

2. Nonparametric models. In these models, the forms of the constitutive relations are unknown or only partially known (for example, a physical parameter in a parametric model may be a function of state variables). This setting leads to a function inverse problem.

In the first case, the inverse modeling problem can be formulated as a PDE-constrained optimization problem [3, 4, 5, 6], where the objective function (also known as the loss function) measures the discrepancy between the predicted and observed data, the conservations laws are the constraints, and the unknown physical parameters are the free optimization variables. However, this optimization formulation is inapplicable to the function inverse problem because the function space is infinite dimensional. We propose deep neural networks as surrogate models for the unknown functions because deep neural networks are promising to approximate high dimensional and nonsmooth functions [7, 8, 9, 10], which are quite challenging for traditional basis functions, such as the radial basis functions and piecewise linear functions. Neural network approaches have been demonstrated effective in constitutive modeling in much recent work [11, 12, 13].

Inverse modeling for viscoelasticity has been studied extensively in science and engineering. Some applicable examples: [14] uses transient elastography to measure the viscoelastic properties of a homogeneous soft solid from experimental data; [15] proposes a Fourier’s method of eigenfunction expansion to identify memory kernels in linear viscoelasticity; [16] develops a three dimensional finite element model to simulate the forces at the indenter and uses the Levenenborg-Marquardt method to update new parameters in the viscoelastic and hyperelastic materials; [17] uses measured acoustic pressure amplitudes in the fluid to quantify both elastic and viscoelastic material behaviors. Particularly, [17] combined a surrogate model optimization strategy and a classical random search technique for finding global extrema; [18] proposes a new inverse technique for characterizing the nonlinear mechanical properties of viscoelastic core layers in sandwich panels by planning the experiments and response surface techniques in order to minimize an error functional; [19] determines elasticity and viscoelasticity parameters of an isotropic material by a hybrid numerical/experimental approach using full-field measurements. However, existing methods generally focus on a specific parametric viscoelasticity model and do not consider the coactions of multi-physics, partially due to difficulties in extracting data for fitting parametric viscoelasticity models and lack of an expressive model suitable for fitting a vast of viscoelasticity models.

The goal of this research is to develop a novel inverse modeling approach for calibrating parametric viscoelastic models and learning neural-network-based constitutive relations using reverse-mode automatic differentiation (AD) techniques [20, 21] in the context of multi-physics interactions [22]. AD is used to compute the gradients of the objective function in the PDE-constrained optimization problem. With the advent of deep learning, plenty of highly efficient, robust and scalable AD software have been developed in the context of machine learning and scientific computing [23, 24, 25, 26]. However, the plain AD technique can only calculate the derivatives of explicit functions whose derivatives can be analytically computed, or compositions of explicit functions. For implicit functions, such as the solution to a nonlinear equation (finding the solution may require an iterative algorithm), the applicability of AD is not obvious. Fortunately, it is shown that reverse-mode AD and adjoint-state methods are mathematically equivalent [28]; therefore, we can supplement the plain AD with the so-called physics constrained learning, proposed in [29], to enable automatic differentiation through implicit functions. The inverse modeling procedure that integrates AD and physics constrained learning is shown in Figure 1. The physics constrained learning is essential to inverse modeling of viscoelastic models because solving the PDE systems usually require an implicit solver for stability and efficiency.

---

1It is possible to include the iterative process into the automatic differentiation; however, this approach can be costly in both computation and storage. Additionally, the accuracy is compromised [27].
We conducted extensive numerical results to demonstrate the effectiveness of our method. We divided the numerical examples into two categories according to the governing equations: the geomechanics equation, and the coupled geomechanics and single-/multi-phase flow equations. In both categories, we considered parametric viscoelastic models and neural-network-based models. The major contribution of this work is to develop and implement a unified framework for inverse viscoelasticity computation in the context of different physical models. The code for this work is available at [https://github.com/kailaix/ADCME.jl](https://github.com/kailaix/ADCME.jl).

2. Mathematical Models

2.1. Conservation Laws and Constitutive Relations

In order to give a full description of viscous constitutive models in coupled geomechanics and multi-phase flows, we start with the simpler linear elasticity model. In the linear elasticity model, the governing equations are described by two components: the conservation law and the constitutive relation. Along with the boundary and initial conditions, the governing equations describe the deformation of linear elastic materials.

The conservation law is formulated by the balance of linear momentum:

\[ \text{div} \sigma + \rho g = 0 \]  

where \( \sigma \) is the stress tensor, \( \rho \) is the mass density of the material, \( g \) is the gravity vector, and \( \text{div} \) is the divergence operator.

The constitutive relation describes the mapping between the strain and stress tensors:

\[ \sigma(u) = 2 \mu \epsilon(u) + \lambda \nabla \cdot u I \quad \epsilon(u) = \frac{1}{2} \left( \nabla u + (\nabla u)^T \right) \]  

where \( I \) is the identity tensor, and \( \lambda, \mu > 0 \) are the Lamé coefficients, which are related to the Young’s modulus \( E > 0 \) and the Poisson’s ratio \( \nu \in (-1, 0.5) \):

\[ \lambda = \frac{\nu}{(1-2\nu)(1+\nu)} E, \quad \mu = \frac{1}{2(1+\nu)} E \]  
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Here, the strain $\epsilon$ is the Cauchy strain

$$\epsilon = \frac{1}{2}(\nabla u + (\nabla u)^T)$$

As for the boundary conditions, we consider two types of boundaries

- Traction: for tractions $t$ imposed on the portion of the surface of the body $\Gamma_N$
  $$\sigma_n = t$$
  Here $n$ is a surface normal. Particularly, when $t = 0$, we say the boundary condition is traction-free.

- Dirichlet boundary conditions: for displacements $u_0$ imposed on the portion of the surface of the body $\Gamma_u$
  $$u = u_0$$

Equations (1) to (3), together with the boundary conditions, form the governing equations of linear elasticity materials. In the next subsection, we extend the constitutive relation to viscoelasticity.

2.2. Viscoelasticity

For viscoelastic materials, the strain-stress relationship has the form

$$\sigma = \sigma(\epsilon, \dot{\epsilon})$$  (4)

Here the dot denotes the time derivative and $\dot{\epsilon}$ is called the strain rate. Viscoelastic materials—or in general viscous materials—are rate-dependent, i.e., the strain-stress relation is dependent on the rate at which the strain is developed.

There are various empirical models of viscoelasticity. Springs and dashpots constitute building blocks for many simplified viscoelasticity models [30]. For example, the Kelvin-Voight model, the Maxwell model, and the standard linear model are obtained based on connecting springs and dashpots with different configurations [31]. In this work, we generate observation data using the Maxwell model, but our methodologies are applicable to other models as well. The Maxwell model has the following form [32]

$$\dot{\sigma}_{ij} + \frac{\mu}{\eta} \left( \sigma_{ij} - \frac{\sigma_{kk}}{3} \delta_{ij} \right) = 2\mu \dot{\epsilon}_{ij} + \lambda \dot{\epsilon}_{kk} \delta_{ij}$$  (5)

When $\mu, \eta$, and $\lambda$ are independent of $\epsilon$ and $\sigma$, Equation (5) is a first order linear partial differential equation. In numerical simulations, we deploy an implicit scheme to Equation (5) and obtain the following the semi-discrete equation

$$\frac{\sigma_{ij}^{n+1} - \sigma_{ij}^n}{\Delta t} + \frac{\mu}{\eta} \left( \sigma_{ij}^{n+1} - \frac{\sigma_{kk}^{n+1}}{3} \delta_{ij} \right) = 2\mu \frac{\epsilon_{ij}^{n+1} - \epsilon_{ij}^n}{\Delta t} + \lambda \frac{\epsilon_{kk}^{n+1} - \epsilon_{kk}^n}{\Delta t} \delta_{ij}$$  (6)

Here $\Delta t$ is the time step size and $n$ is the time index.

For viscoelasticity models and other viscous models (the stress has the general form Equation (4)), we usually need to calibrate the model parameters empirically in practice. Unfortunately, we usually cannot measure the stress directly [3] but we can measure the displacement data $u$ at certain locations with sensors. Additionally, the deformation of the material is usually a result of multi-physics interactions. Therefore, we focus on modeling the viscous relations from limited subsurface displacement data, which are dependent on the coupled system of geomechanics and single-phase flow.

---

[3] There have been a few cases where changes in the stress field over time have been measured (somewhat directly), but this is rarely possible.
2.3. Coupled Geomechanics and Single-Phase Flow

We first consider single phase porous media flow. The governing equations with unspecified constitutive relations for the single phase flow are [33]

\[
\begin{align*}
\text{div}(\sigma' - bpI) + \rho g &= 0 \\
\frac{1}{M} \frac{\partial p}{\partial t} + b \frac{\partial \epsilon_v}{\partial t} + \text{div} v &= f
\end{align*}
\] (7)

where \(\sigma'\) is the Biot effective stress, \(b\) is the Biot coefficient, \(\rho\) is the mass density, \(\epsilon_v = \text{tr} \epsilon\), \(f\) is a volumetric source term, and the Darcy’s velocity \(v\) is

\[
v = -\frac{1}{B_f \mu} (\nabla p - \rho g)
\]

Here \(k\) is the absolute permeability tensor, \(\mu\) is the fluid viscosity and \(B_f\) is the formation volume factor of the fluid. The mechanical equation and porous media transport (fluid) equation are coupled through \(p\) and \(\epsilon_v\).

As a simple example, for linear elastic materials, the constitutive relation is linear, and the system Equation (7) is reduced to the poroelasticity equation (assume \(g = 0\)) [34]

\[
\begin{align*}
\text{div} \sigma'(u) - b \nabla p &= 0 \\
\frac{1}{M} \frac{\partial p}{\partial t} + b \frac{\partial \epsilon_v(u)}{\partial t} - \nabla \cdot \left( \frac{k}{B_f \mu} \nabla p \right) &= f(x,t) \\
\sigma'(u) &= 2\mu \epsilon(u) + \lambda \nabla \cdot u I \quad \epsilon(u) = \frac{1}{2} (\nabla u + (\nabla u)^T)
\end{align*}
\] (8)

with a boundary condition

\[
\sigma'n = 0, \quad x \in \Gamma_u^u, \quad u = 0, \quad x \in \Gamma_D^u
\]
\[
-\frac{k}{B_f \mu} \frac{\partial p}{\partial n} = 0, \quad x \in \Gamma_p^u, \quad p = g, \quad x \in \Gamma_D^p
\]

2.4. Coupled Geomechanics and Two-Phase Flow

We consider the coupling of geomechanics and two-phase flow. Examples of this model includes injecting water into a reservoir to produce oil, or injecting supercritical CO_2 into saline aquifers. The description of the governing equation includes five components.

The first component is the equation for the solid. We assume that the solid density is constant, and therefore, the mass balance equation of the deforming porous medium is

\[
\frac{\partial}{\partial t} (1 - \phi) + \nabla \cdot (1 - \phi) v_s = 0 \Leftrightarrow \frac{\partial \phi}{\partial t} + \nabla \cdot (v_s \phi) = \nabla \cdot v_s
\] (9)

where \(\phi\) is the porosity, and \(v_s\) is the solid velocity, given by

\[
v_s = \frac{du}{dt}
\]

Using Equation (9) we obtain the relation between the porosity and the volumetric strain \(\epsilon_v = \nabla \cdot u\):

\[
\phi = 1 - (1 - \phi_0) \exp(-\epsilon_v)
\] (10)
The second component describes the equations for the fluid. The mass balance equations of multiphase multicomponent fluid are given by

\[
\frac{\partial}{\partial t} (\phi S_i \rho_i) + \nabla \cdot (\rho_i v_is) = \rho_i q_i, \quad i = 1, 2
\] (11)

Here \(q_1\) and \(q_2\) are the source functions, \(\rho_1\) and \(\rho_2\) are the densities, and \(S_1\) and \(S_2\) are the saturations, which satisfy

\[
S_1 + S_2 = 1, \quad S_1 \in [0, 1], \quad S_2 \in [0, 1]
\]

Darcy’s velocity of phase \(i\) can be represented as

\[
v_is = -\frac{K k_{ri}(S_i)}{\mu_i}(\nabla P_i - g \rho_i \nabla y), \quad i = 1, 2
\] (12)

Here, \(K\) is the permeability tensor, but in our case we assume it is a space varying scalar value. \(k_{ri}(S_i)\) is a function of \(S_i\), and typically the higher the saturation, the easier the corresponding phase is to flow. \(\mu_i\) is the viscosity. \(y\) is the depth coordinate, i.e., \(\nabla y = [0 1]'\), \(\rho_i\) is the mass density of phase \(i\), \(\phi\) is the porosity, \(q_i\) is the rate of phase \(i\), \(P_i\) is the pressure of phase \(i\) and \(g\) is the gravity constant. We assume the movement of the solid is slow in this study, therefore Darcy’s law is still valid without acceleration terms. \(v_{is}\) is the relative velocity of the phase \(i\) with respect to \(v_s\) (also called the interstitial velocity).

The third component is the equation for the balance of linear momentum. This equation couples the stress tensor in geomechanics and the saturation as well as the pressure in the fluid (assuming the Biot coefficient is 1)

\[
\nabla \cdot \sigma' - b \nabla (S_1 P_1 + S_2 P_2) + f = 0
\] (13)

Here \(\sigma'\) should be understood as the effective stress [36], which allows us to treat a multiphase porous medium as a mechanically equivalent single-phase continuum. The external force \(f\) includes the effect of the gravity force.

The fourth component is the constitutive relation. The constitutive relation connects \(\sigma'\) and the displacement \(u\). For example, the linear elastic relation is expressed as

\[
\sigma' = \lambda I \nabla \cdot u + 2\mu \epsilon
\] (14)

Instead of assuming a linear elasticity model for the geomechanics, we can also model the subsurface solid material by a viscoelasticity model

\[
\dot{\sigma}'_{ij} + \frac{\mu}{\eta} \left( \sigma'_{ij} - \frac{\sigma'_{kk} \delta_{ij}}{3} \right) = 2\mu \dot{\epsilon}_{ij} + \lambda \dot{\epsilon}_{kk} \delta_{ij}
\] (15)

3. Inverse Modeling Methodology

In the last section, we introduced several geomechanics models and coupled geomechanics and single/multi-phase flow models. Particularly, we introduced the rate-dependent viscous constitutive relations. In this section, we consider how to calibrate the model parameters or train neural networks based constitutive relations from limited displacement data.
3.1. Physics Constrained Learning

The basic idea of calibrating model parameters or neural network using observation data is to formulate the inverse modeling problem as a PDE-constrained optimization problem. In the optimization problem, the objective function measures the discrepancy between observation and prediction. The physical constraints, which are described by PDEs, serve as the optimization constraints. Solving the PDEs (numerically) produces the prediction for the observation data. The free optimization variables are the model parameters or the neural network weights and biases. The optimal values for these parameters are found by minimizing the objective function. In this work, we focus on using a gradient descent method to minimize the objective function; more specifically, throughout the paper we use the L-BFGS-B [37] optimization method. For L-BFGS-B, we use the line search routine in [38], which attempts to enforce the Wolfe conditions [37] by a sequence of polynomial interpolations. Note L-BFGS-B is applicable in our case since the data sets are typically small, otherwise we should resort to first order optimization methods or gradient-free methods [39] to satisfy the limited memory.

Mathematically, the PDE-constrained optimization problem has the following representation

\[
\min_{\theta} \, L_h(u_h) \quad \text{s.t.} \quad F_h(\theta, u_h) = 0
\]

where \( \theta \) is the unknown physical parameters, \( F_h \) is the physical constraints (discretized PDEs and boundary conditions), \( u_h \) is the numerical solution to the PDE system \( F_h(\theta, u_h) = 0 \), and \( L_h \) is the loss function that measures the discrepancy between predicted and observed data. In this work, if we observe values of \( u(x_i) \), i.e., \( \{u_i\}_{i \in I_{\text{obs}}} \), at location \( \{x_i\} \), we can formulate the loss function with least squares

\[
L_h(u_h) = \sum_{i \in I_{\text{obs}}} (u_h(x_i) - u_i)^2
\]

One way to solve Equation (16) is by treating the constraints as a penalty term and solving an unconstrained optimization problem

\[
\min_{\theta, u_h} \, \tilde{L}_{h, \lambda}(\theta, u_h) := L_h(u_h) + \lambda \|F_h(\theta, u_h)\|^2
\]

where \( \lambda \in (0, \infty) \) is the penalty parameter.

In terms of implementation, the unconstrained optimization problem does not require solving the PDE, which can be expensive. The gradients \( \frac{\partial L_{h, \lambda}(\theta, u_h)}{\partial \theta} \) and \( \frac{\partial L_{h, \lambda}(\theta, u_h)}{\partial u_h} \) are computed via automatic differentiation, which is available in many scientific computing and machine learning packages. Upon calculating the gradients, the objective function and the gradients are provided to an optimization algorithm, which seeks the optimal values of the parameter \( \theta \).

Despite a simple and elegant implementation of the penalty method, this method does not eventually satisfy the physical constraints, and thus can lead to a spurious solution that deviates from the true physics. Additionally, [29] shows that for stiff physical problems, the penalty method is much more ill-conditioned than the PDE itself for the PDE-constrained optimization problem. The intuition is that the penalty method treats \( u_h \) as an independent variable. The set of added independent variables can be very large in time-dependent problems because solutions at each time step are included in the set. Therefore, we apply another method, physics constrained learning, proposed in [29], to find the optimal parameter \( \theta \).

The basic idea of physics constrained learning is to first solve the PDE system and obtain a solution \( u_h = G_h(\theta) \), s.t.,

\[
F_h(\theta, G_h(\theta)) = 0
\]
The new loss function becomes

$$\tilde{L}_h(\theta) = L_h(u_h) = L_h(G_h(\theta))$$  \hspace{1cm} (18)

The challenge here is how to compute the gradient $\frac{\partial \tilde{L}_h(\theta)}{\partial \theta}$ in the context of numerical PDE solvers. The reverse-mode automatic differentiation is suitable for explicit functions, such as functions with analytical derivatives, e.g., $\cos$, $\sin$, or compositions of these analytically differentiable functions. However, for a function that defines its output implicitly, which usually requires an iterative algorithm to numerically find the solution, the applicability of reverse-mode automatic differentiation is limited. For example, consider an implicitly defined function $f : x \mapsto y$, where $y$ satisfies $x^3 - y^3 - y = 0$. It is not obvious how to compute $\frac{\partial f}{\partial x}$ using automatic differentiation. The idea of physics constrained learning is to apply the implicit function theorem \[40\] to extracts the gradients. For the example above, let $y = y(x)$ depends on $x$, and take the derivative with respect to $x$ on both sides, then we have

$$3x^2 - 3y(x)^2y'(x) - y'(x) = 0 \Rightarrow y'(x) = \frac{3x^2}{1 + 3y(x)^2}$$

Applying the same implicit function theorem to Equation (18), we obtain \[29\]

$$\frac{\partial \tilde{L}_h(\theta)}{\partial \theta} = - \frac{\partial L_h(u_h)}{\partial u_h} \left( \frac{\partial F_h(\theta, u_h)}{\partial u_h} \bigg|_{u_h=G_h(\theta)} \right)^{-1} \frac{\partial F_h(\theta, u_h)}{\partial \theta} \bigg|_{u_h=G_h(\theta)}$$  \hspace{1cm} (19)

The key observation in physics constrained learning is that we can leverage the reverse-mode automatic differentiation to compute Equation (19) efficiently. The procedure is shown in Algorithm 1. The physics constrained learning can be integrated with the original AD framework and thus cooperates with other AD components to calculate the gradients.

**Algorithm 1: Physics constrained learning for computing the gradients of implicit functions**

**Input:** $u_h$, $\theta$, $\frac{\partial L_h(u_h)}{\partial u_h}$

**Output:** $\frac{\partial \tilde{L}_h(\theta)}{\partial \theta}$

1. Compute $\frac{\partial F_h(\theta, u_h)}{\partial u_h} \bigg|_{u_h=G_h(\theta)}$, which may already be available from forward computation.

2. Solve for $x$ the linear system

$$\left( \frac{\partial F_h(\theta, u_h)}{\partial u_h} \bigg|_{u_h=G_h(\theta)} \right)^T x = \left( \frac{\partial L_h(u_h)}{\partial u_h} \right)^T$$

3. Compute the following expression (a scalar) symbolically (the meaning of “symbolically” is clear in the context of automatic differentiation)

$$g(\theta) = x^T F_h(\theta, u_h)$$

4. Treating $x$ independent of $\theta$, compute the gradient using automatic differentiation

$$\frac{\partial \tilde{L}_h(\theta)}{\partial \theta} = \frac{\partial g(\theta)}{\partial \theta}$$
3.2. Neural-Network-based Viscous Constitutive Relations

In this work we mainly solve two types of inverse modeling problems:

1. In the first type of problems, we calibrate the model parameters in the constitutive relation, assuming the form of the relation is known. For example, we want to estimate $\mu$, $\eta$, and $\lambda$ in Equation (5) from the horizontal displacement data on the top surface of the domain.

2. In the second type of problems, the form of the constitutive relation is unknown, or only partially known (for example, $\eta$ is an unknown function of strain or stress in the numerical example in Section 4.3 although the viscoelastic model is Equation (5)). This case is usually known as the function inverse problem, where the unknown is a function instead of a parameter.

The solution to the first case using physics constrained learning is straightforward, where the unknown physical parameters serve as the free optimization variables in Equation (17).

In the second case, we propose replacing the unknown function $y = f(x)$ by a neural network $y = \mathcal{N}_\theta(x)$, where $\theta$ is the weights and biases of the neural network. Alternative functional approximators, such as radial basis functions and linear basis functions, are also possible. However, the unknown function is usually a high dimensional mapping and may be nonsmooth. These properties make the application of traditional basis functions very challenging. Once we “parametrize” the unknown function using a neural network, the inverse modeling problem is reduced to the first case, where free optimization variables $\theta$ are the weights and bias of the neural network. The same optimization technique as in the first case can be applied.

Form of the Neural-Network-based Viscous Constitutive Relations. It is important that we design neural-network-based constitutive relations so that certain physical constraints are satisfied in order to generalize the constitutive relations to broad contexts and new data. When we have no prior knowledge on the form of viscous constitutive relations, we propose to model the viscosity part using a neural network and approximate the constitutive relation using the incremental form

$$\Delta \sigma^n = \mathcal{N}_\theta^n(\sigma^n, \epsilon^n) + H \Delta \epsilon^n$$ (20)

where

$$\Delta \sigma^n = \sigma^{n+1} - \sigma^n \quad \Delta \epsilon^n = \epsilon^{n+1} - \epsilon^n$$

Here $\theta$ is the weights and biases of the neural network, $H$ is a symmetric positive definite matrix so that $\frac{\partial \sigma^{n+1}}{\partial \epsilon^{n+1}} = H > 0$, and The symmetric positive definiteness of the tangent stiffness matrix $H$ ensures that the strain energy is weak convex. The weak convexity is beneficial for stabilizing both training and predictive modeling [41]. Equivalently, Equation (20) can be written in the following form

$$\sigma^{n+1} - H \epsilon^{n+1} = \mathcal{N}_\theta^n(\sigma^n, \epsilon^n) := \mathcal{N}_\theta^n(\sigma^n, \epsilon^n) + \sigma^n - H \epsilon^n$$ (21)

In Equation (21), the current stress $\sigma^{n+1}$ depends on the current strain $\epsilon^{n+1}$, and strain-stress tensors $(\epsilon^n, \sigma^n)$ at last time step. Therefore, Equation (21) implicitly encodes the strain rate for constant time steps. We will only consider constant time steps in this work, but the form Equation (21) can be generalized to varying time steps by interpolating the strain and stress data.

Training the Neural Network. Besides the form of the neural-network-based viscous constitutive relations, the training method is also very important for stability and generalization. In the case we have access to all strain and stress data, we can train the neural-network-based on the input-output pair $((\sigma^n, \epsilon^n, \epsilon^{n+1}), \sigma^{n+1})$ by minimizing

$$\min_{\theta} \sum_n \| \sigma^{n+1} - (\mathcal{N}_\theta(\sigma^n, \epsilon^n) + H \epsilon^{n+1}) \|^2$$ (22)
A second approach is to generate a sequence of hypothetical stress tensors using the neural-network-based constitutive relation
\[
\tilde{\sigma}^{n+1} = NN(\tilde{\sigma}^n, \epsilon^n) + H\epsilon^{n+1}, \quad \tilde{\sigma}^1 = \sigma^1
\]  
(23)
Thus \(\tilde{\sigma}^n\) is a function of \(\theta\). We train the neural network by minimizing
\[
\min_{\theta} \sum_n \|\tilde{\sigma}^n(\theta) - \sigma^n\|^2
\]
(24)
The training approach Equation (22) is more computationally efficient because terms in the summation are decoupled. The second approach Equation (24) mimics the structure of recurrent neural network [42], where \(\tilde{\sigma}^n\) serves as the hidden states. This form is expensive to train due to the sequential dependence of \(\tilde{\sigma}^n\) but retains history as contextual information. As an important finding, we demonstrate using experimental data in Section 4.4 that training using the first approach Equation (22) leads to a nonphysical and instable solution, but training using Equation (24) leads to a much more generalizable and robust neural-network-based constitutive relation.

Moreover, in practice, the stress and strain tensors are not available in the training dataset. The lack of input-output training pairs make the first approach inapplicable. The second approach can still be applied, except that it must be coupled with the conservation laws to extract hypothetical displacement data for computing an error functional (loss function). The coupling makes the implementation more challenging but the generalization and robustness in predicting processes makes it an ideal candidate for constitutive modeling.

3.3. Assessment

There are many hyperparameters or settings that we can use to control the optimization process. For example, the hyperparameters we consider in this work include the stop criterion of optimizers, the architectures of neural networks, and the initial guesses. Eventually the estimated parameters (or neural network weights and biases) converge to certain values according to the stop criterion (e.g., the relative error is smaller than a certain threshold). However, the convergence does not guarantee that that solution is optimal; therefore, we need some approaches to assess or validate our methods.

In this work, to validate our method, we can generate synthetic data with known parameters and use these data to solve the inverse problem to obtain estimated values for those parameters. We can then compare the estimated values and true values. For convenience, we call this approach the direct method.

In some cases, the model used in the synthetic data do not have the same form as our employed model in the inverse problem. In this case, the direct method is inapplicable. We propose the reproduction method, which substitutes both the calibrated and the true models into the PDE model and compare representative quantities. One caveat is that the representative quantities should reflect the influence of models, otherwise we may obtain the same representative quantities no matter how our calibrated models deviate from true ones.

The last two approaches serve as tools to verify our method on synthetic data. In reality, the true physical law may not have the same form as our employed model in the inverse problem. For example, we use a Kelvin-Voigt model to characterize the viscosity, while the true constitutive relation may be much more complex. In this case, we use the train-test method. The idea is as follows. If we have multiple observation data derived from different inputs, e.g., different boundary conditions or source functions, we can split the dataset into training set \(T_t\) and testing set \(T_e\). The set \(T_t\) is used to estimated the optimal parameters \(\theta^*\). The calibrated parameters are provided to the PDE solver to generate the prediction \(u_h(\theta^*)\), which are compared with the corresponding data in the testing set \(T_e\). The train-test sets method follows the general training and testing philosophy in machine learning and serves as a good indicator for the generality of the learned
model. The method requires multiple sets of data and implicitly assumes that the training and testing data sets are from the same distribution \[43\].

In the numerical examples below, we will use one of the three methods—the direct method, the reproduction method, or the training and testing sets method—that is appropriate for each scenario to assess the quality of our learned constitutive models.

4. Numerical Experiments

The numerical examples consist of two parts. In the first part, we only consider the geomechanics, and in the second part, we consider the system of coupled geomechanics and flow equations. We also consider two learning problems: learning the parameters in a physics based constitutive model and training neural-network-based constitutive model. The former can serve as a verification of the algorithm we developed since we know the true parameters.

In the examples below, we assume that the observations are horizontal displacement data on the ground surface, which can be collected by various approaches (e.g., via differential GPS) in practice. For numerical simulation, we use the finite element method for the geomechanics and the finite volume method for the flow equations (see Figure 2 for the computational domain). Table 1 shows a summary of the numerical examples. For visualization of the stress tensor, we use the von Mises stress \[44\]

\[
\sigma_{\text{vm}} = \sqrt{\sigma_{11}^2 - \sigma_{11}\sigma_{22} + \sigma_{22}^2 + 3\sigma_{12}^2}
\]

The simulation parameters and codes for reproducing the results in this section are available at

https://github.com/kailaix/PoreFlow.jl

![Figure 2: Finite element and finite volume computational domain for the numerical examples. The green triangles are the sensors where the horizontal (x direction) displacement data are measured.](image)

4.1. Learning Space Varying Viscosity Coefficients

Figure 3 shows the geometry of the problem involving only the geomechanics. In this setting, we impose a Dirichlet boundary condition on the bottom side, a traction-free boundary condition on the left and top sides, and external force on the right side.

In this numerical example, we assume that the region is composed of viscoelastic materials with a viscosity coefficient that varies spatially with depth but is laterally uniform, i.e., \(\eta\) is a function of depth \(y\). The governing equation is given by

\[
\dot{\sigma}_{ij} + \frac{\mu}{\eta(y)} \left( \sigma_{ij} - \frac{\sigma_{kk}}{3} \delta_{ij} \right) = 2\mu \dot{\epsilon}_{ij} + \lambda \dot{\epsilon}_{kk} \delta_{ij}
\]  

(25)
Table 1: Summary of Numerical Examples

| Example | Governing Equation                  | Unknown Object | Assessment Method |
|---------|-------------------------------------|----------------|-------------------|
| 1       | Geomechanics                        | Parameter      | Direct            |
| 2       | Coupled Geomechanics and Single-Phase Flow | Parameter      | Direct            |
| 3       | Geomechanics                        | Function       | Reproduction      |
| 4       | (Experiment)                        | Function       | Train-test        |
| 5       | Coupled Geomechanics and Single-Phase Flow | Function       | Train-test        |
| 6       | Coupled Geomechanics and Two-Phase Flow | Parameter      | Direct            |

Here $\eta(y)$ depends on the depth $y$. In our algorithm, $\eta(y)$ is discretized on Gauss points, and therefore the optimization problem Equation (25) finds those discrete values by minimizing the discrepancy between observed and predicted displacement data. To solve Equation (25) numerically, we use the $\alpha$-scheme for the simulation of finite element method, which offers accuracy at low-frequency and numerical damping at high frequency [45, 45, 46, 47].

![Traction-free](image)

Figure 3: Geometry of inverse modeling problems for Sections 4.1 and 4.3.

Figure 4 shows the true model, the corresponding displacement, and the von Mises stress distribution at the terminal time. Figure 5 shows the evolution of estimated viscosity parameter distribution in the optimization process. The results show that we can recover the space varying subsurface viscosity parameters quite accurately with only the horizontal displacement data on the surface.

Figure 4: Left: the true model of $\eta(y)^{-1}$. Middle: the displacement at the terminal time. Right: the von Mises stress distribution at the terminal time.

4.2. Learning Linear Elasticity Matrix in Poroelasticity Materials

In this case, we study the estimation of the linear elasticity matrix in the poroelasticity materials. Although the constitutive relation is not related to viscosity, this example serves as a verification of our algorithm in the coupled geomechanics and multi-phase flow.
The geometry of the problem is shown in Figure 6 where we assume no-flow boundary conditions for the pressure on the left, right, and bottom sides; fixed pressure on the top side; traction-free boundary conditions on the top and bottom sides; and zero Dirichlet boundary conditions for the displacement on the left and right sides. The red triangle denotes the injection point, which serves as a positive source, and the green triangle denotes the production point, which serves as a negative source.

Figure 7 shows a plot of the displacement, pressure and von Mises stress distribution at the terminal time. In order to test the robustness of our algorithm, we add Gaussian noise to our data

\[ u_i = u_i^\text{true}(1 + \sigma_{\text{noise}} \epsilon_i) \] \hspace{1cm} (26)

where \( u_i^\text{true} \) is the true horizontal displacement at location \( i \), and \( \epsilon_i \) are i.i.d. standard Gaussian noise, which has a unit variance and zero mean. The error is measured by

\[ \text{error} = \frac{\| H_{\text{est}} - H^* \|_2}{\| H^* \|_2} \] \hspace{1cm} (27)

Figure 8 shows a plot of the error versus noise levels. In the context of small noise, the estimation is quite accurate. For example, if the noise equals 0, the estimated and true linear elasticity matrices are

\[
H_{\text{est}} = \begin{bmatrix}
1.604938 & 0.864198 & 0.0 \\
0.864198 & 1.604938 & 0.0 \\
0.0 & 0.0 & 0.37037
\end{bmatrix}
\quad H^* = \begin{bmatrix}
1.604938 & 0.864197 & 0.0 \\
0.864197 & 1.604938 & 0.0 \\
0.0 & 0.0 & 0.370371
\end{bmatrix}
\] \hspace{1cm} (28)
4.3. Learning Nonlinear Viscoelasticity Models

We use the same geometry and governing equations as Section 4.1 for the problem in this section, except that the viscosity parameter \( \eta \) is now stress dependent \[48\], i.e., \( \eta \) is a function of \( \sigma \). The two hypothetical viscosity parameters, which we use in benchmarks, are

\[
\eta_1(\sigma) = 10 + \frac{5}{1 + 1000(\sigma^2_{11} + \sigma^2_{22})}
\]

\[
\eta_2(\sigma) = 10 + \max\left(\frac{50}{1 + 1000(\sigma^2_{11} + \sigma^2_{22})} - 10, 0\right)
\]  

(29)

The coefficients in the equations are deliberately adjusted to make \( \eta_1 \) and \( \eta_2 \) effectively vary in the numerical simulations. The second function is continuous but nonsmooth. The nonlinearity in Equation (29) also makes the geomechanics equation highly nonlinear.

The mapping Equation (29) has 3D inputs and 1D output. However, because we assume we do not know the form of the representation, and the relation may be nonsmooth (e.g., \( \eta_2 \) is continuous but nonsmooth in \( \sigma \)), we use a neural network to approximate the mapping between the stress tensor and viscosity parameter, i.e.,

\[
\eta(\sigma) = \mathcal{N}\mathcal{N}_\theta(\sigma)
\]

(30)

where \( \theta \) are the weights and biases of the neural network. The neural network consists of 3 hidden layers, 20 neurons per layer, and has tanh activation functions. We run 200 iterations of the L-BFGS-B optimization.

Our results are shown in Figures 9 and 10 respectively. In the left panel, we show both the initial and terminal displacement of the upper left point. In the right panel, we show both the initial and terminal stress of the upper left point. Since both the \( y \) direction displacement and the stress tensor are not present in the training set, they serve as a verification of the estimated constitutive relation Equation (30).
results indicate that the neural-network-based constitutive relations produce similar displacement and stress estimation to the true data. We also show the mapping between estimated \( \eta \) and \( \sigma_{11}^2 + \sigma_{22}^2 \) in Figure 11 where we collect the stress tensors in the last time step, and the data are simulated using the calibrated neural network. We compute the corresponding \( \eta \) using the initial guess of the neural network, the calibrated neural network, and the true relations Equation (29). The reference points correspond to the values calculated according to Equation (29).

Figure 9: The initial and terminal quantities of the upper left point for the viscosity model \( \eta_1 \). The dashed lines are true values, and the dots are reproduced values using the calibrated models.

(a) Displacement. Left panel: initial guess; right panel: computed using the calibrated model.
(b) Stress. Left panel: initial guess; right panel: computed using the calibrated model.

Figure 10: The initial and terminal quantities of the upper left point for the viscosity model \( \eta_2 \). The dashed lines are true values, and the dots are reproduced values using the calibrated models.

(a) Displacement. Left panel: initial guess; right panel: computed using the calibrated model.
(b) Stress. Left panel: initial guess; right panel: computed using the calibrated model.

\textit{Convergence Behavior of Different Neural Network Architecture.} For fully connected neural network, the neural network architecture—namely the width (number of neurons per layer) and depth (number of hidden layers) of the neural network—plays a crucial role in the convergence of the training. We benchmarked the effect of the choice of the neural network architecture in this problem. The problem setting is as follows: for each test case, we consider a fully connected neural network with different widths 1, 5, 10, 20, and 40; different depths 1, 3, 5, 10; and different activation functions \( \text{tanh} \), ReLU (rectified linear units [49]), ELU (exponential linear units [50]), and SeLU (scaled exponential linear units [51]). We report the convergence in terms of losses. The results are shown in Figure 12; it is interesting to see that in general, accuracy increases as width increases, although the convergence is slower. In the context of fully connected neuron network, increasing the depth along makes the optimization more difficult, and we see a better performance for depth 3 compared to depth 10 in general. One potential approach to train deeper neural networks is using a bottleneck architecture similar to residual networks [52]. This alternative architecture is left to future work. The \( \text{tanh} \) activation function leads to more accurate results than the others. Therefore, we stick to this activation function throughout the paper. We also note that the approximating \( \eta_2 \) is much more
4.4. Learning Constitutive Relations from Experimental Data

In this example, we consider learning a neural-network-based constitutive relation from 1D experimental data and compare it with parametric Kevin-Voigt models. The data are time series data of strain-stress pairs. The data is extracted from the mechanical behavior of a viscoelastic polymer composite under different excitation frequencies and strains. For a detailed description of the experiment setup and data collection methods, see [53].

In [53], the authors fitted the strain-stress data using the Kevin-Voigt model, where the strain-stress relation is expressed by a parallel combination of linear elastic and linear viscous terms

$$
\sigma = G' \epsilon + \frac{G''}{\omega} \dot{\epsilon}
$$

where $\sigma$ is the shear stress and $\epsilon$ is the shear strain, $G'$ and $G''$ are respectively storage and loss moduli with the unit of shear stress (MPa), and $\omega$ is the angular load frequency.

Rather than using a parametric model Equation (31), we propose using the neural-network-based constitutive relation Equation (23), which is more expressive in representing function forms. The neural network is trained with two approaches, Equations (22) and (24). Figure 13 shows the results for two typical dataset. In the numerical examples, we use the first 20% strain-stress pairs as training data. Once the neural network is trained, it is plugged into Equation (23) to predict the full trajectory. Therefore, the results in Figure 13 demonstrate the models’ generalization capability. We can see that the parametric Kevin-Voigt model, despite robustness, fails to capture the creep and recovery processes accurately. The NN model trained with input-output pairs exhibits instability in the prediction. Our NN model outperforms the alternatives, exhibiting accuracy and generalization for predictive modeling. The conclusion from this section justifies the form of neural network we use in Section 4.5.

4.5. Learning Constitutive Relations in Coupled Geomechanics and Single-Phase Flow Equations

In this case, we consider learning a neural-network-based constitutive relation in the system of coupled geomechanics and single-phase flow equations. The geometry setting is shown in the left panel of Figure 14. The geomechanics equation is the Maxwell model Equation (5).
Figure 12: Convergence of loss functions using different neural network architectures. The minor ticks 1, 5, 10, 20, and 40 represent the width of the neural network, i.e., number of neurons per layer.
We compare two methods:

1. Space varying linear elasticity. We assume that the materials are linear elastic, but each gauss quadrature point possesses a different linear elastic matrix \( H^e_i \), where \( e \) is the element index and \( i \) is the Gauss quadrature point index in the element \( e \). See Figure 14 for a schematic illustration.

2. The constitutive relation is approximated by

\[
\sigma^{n+1} = \mathcal{N}_\theta(\sigma^n, \epsilon^n) + H \epsilon^{n+1}
\]

where \( \theta \) are the weights and biases of the neural network, and \( H \) is an unknown tangent elastic matrix, which is symmetric positive definite. Note \( H \epsilon^{n+1} \) is indispensible here for incorporating the strain rate information (together with \( \epsilon^n \)). The neural network consists of 3 hidden layers, 20 neurons per layer, and has tanh activation functions.

We generate five sets of training data with different source function scales. The training data are used to calibrate the linear elastic matrices or training the neural network. Then we test on the test data, whose source function scale is within the ranges of training set force scales. The results are shown in Figures 15 to 17. We can see that the neural network outperforms the space varying linear elastic models. It is interesting to see from Figure 17 that the space varying linear elasticity model actually reproduces the observed data (red dots and lines on the left) very well. However, its prediction of vertical displacement and stress tensors indicates that the space varying linear elasticity model overfits. The space varying linear elasticity model has too much freedom to select specific linear elastic matrices for each Gauss quadrature points to fit the observed data.

\[ \text{Additionally, assuming that } \sigma^{n+1} \text{ is linear in } H \epsilon^{n+1} \text{ allows for simpler implementation.} \]
\[ Traction-free \quad \frac{\partial u}{\partial n} = 0 \]

\[ Fixed Pressure \quad p = 0 \]

\[ No-flow \quad \frac{\partial p}{\partial n} = 0 \]

Figure 14: Left panel: geometric setting for Section 4.5, right panel: each gauss quadrature point possesses a different linear elastic matrix \( H^e_i \), where \( e \) is the element index and \( i \) is the Gauss quadrature point index in the element \( e \).

(a) Space Varying Linear Elasticity  
(b) NN-based Viscoelasticity  
(c) True Model

Figure 15: Displacement at the terminal time.

(a) Space Varying Linear Elasticity  
(b) NN-based Viscoelasticity  
(c) True Model

Figure 16: Von Mises strain distributions at terminal time. On the left and middle panels, the top plots show the distribution generated from the initial guess in both methods. The bottom plots show the distribution generated from the calibrated models.
4.6. Learning Constitutive Relations in Coupled Geomechanics and Two-Phase Flow Equations

We consider the inverse computation in the coupled geomechanics and two-phase flow equations. The governing equations are given in Section 2.4 and the geometric setting is given by Figure 6. We consider two models for the constitutive relations: the linear elasticity Equation (14) and the viscoelasticity Equation (15). In the linear elasticity model, the unknown is the linear elasticity matrix, and the error is reported by Equation (27). In the viscoelasticity model, the unknowns are $\mu$, $\lambda$, and $\eta$. The error is reported by

$$
E_\mu = \frac{|\mu - \mu^*|}{|\mu^*|} \quad E_\lambda = \frac{|\lambda - \lambda^*|}{|\lambda^*|} \quad E_\eta = \frac{|\eta - \eta^*|}{|\eta^*|}
$$

(33)

where $\mu^*$, $\lambda^*$, and $\eta^*$ are the true values. Figure 18 shows the distribution of the relative permeability $K$ in the numerical simulation and the displacement at the terminal time. Figure 19 shows the evolution of the saturation $S_2$. Since we have included the gravity constant, the evolution of the saturation is not symmetric vertically.

Results are reported in Figure 20, where we compare the error versus added noise levels according to Equation (26) in the observation. We see that in general the error increases with noise levels, and the estimation is quite accurate and robust when $\sigma_{\text{noise}}$ is small.

5. Limitations

Despite many strengths of our proposed method, it is not without limitations, which we point out here.

1. Data sufficiency. We demonstrated that very limited data (horizontal direction displacement data on the surface) are sufficient to quantify the viscoelastic behaviors of materials. However, there is
Figure 18: Left: the distribution of the relative permeability $K$ in the numerical simulation. Right: the displacement at the terminal time. We magnify the displacements by 10 times for clarity.

Figure 19: Evolution of the saturation $S_2$.

Figure 20: Error versus noise levels. The left panel shows the error Equation (27) in the linear elasticity case, the right panel shows the error Equation (33) in the viscoelasticity case. The shaded area shows the confidence interval for one standard deviation.
no guarantee we can correctly estimate the constitutive relation. Many local minima may exist in
the optimization problem, especially for the neural-network-based constitutive relations. This raises
the question of data sufficiency: how much data do we need to quantify the viscoelasticity? More
importantly, what properties can we infer from the given types of data? Those questions remain
unanswered in our current work and are important for future investigations.

2. **Numerical stability.** In general numerical stability depends on the physical parameter in the PDEs
and the discretization scheme. We have used implicit schemes for numerical stability to the largest
extent. However, this does not guarantee that our numerical scheme is always stable for any provided
physical parameters. For example, without additional constraints, \( \eta, \lambda, \) and \( \mu \) in Equation (5) may
become negative during the optimization process. The numerical scheme is usually developed based
on certain assumptions of data and thus may break for nonphysical values. This problem is particularly
salient in the context of neural networks, which may produce an ill-behaved function. Therefore, it is
important that we incorporate certain constraints on the free optimization variables. For example, we
restrict the linear elastic matrix to symmetric positive definite ones in Section 4.6. However, imposing
proper constraints is challenging in many cases, especially for neural networks.

3. **Predictive modeling.** One major motivation for inverse problems is predictive modeling. In predictive
modeling, we first estimate the physical properties from historic/observation data (training data), and
then use the estimated physical properties to predict future events with new inputs. The implicit
assumption is that the calibrated model should also work for the new inputs. However, this may not
be the case if the new inputs deviate too much from the training data. For example, a learned neural-
network-based constitutive relation is only valid for the range where the neural network is trained.
Therefore, in principle, the calibrated model only works for new data that produces similar inputs to
the neural network. To obtain a neural-network-based constitutive model that works for a large range
of inputs, a large amount of training data is required.

6. **Conclusion**

We developed a unified framework for inverse modeling of viscoelasticity from limited displacement
data. The inverse problem is formulated as a PDE-constrained optimization problem. Particularly, when
we have a function inverse problem, the unknown function is approximated by a neural network and the
weights and biases serve as free optimization variables. We leverage the automatic differentiation and
physics constrained learning for computing the gradients of the objective function. Extensive numerical
results show that our method is efficient, robust, and widely applicable.

The developed method may be generalized to a broad range of constitutive models where only limited
observation data are available. Since we use automatic differentiation to compute the gradients, we eliminate
time-consuming effort in deriving and implementing gradients manually. The numerical implementation of
physics constrained learning is also very flexible and can be integrated into an AD framework. We believe
that the methodology of the current work is promising and can be extended to many other inverse modeling
problem as well.

**Appendix A. A Brief Introduction to ADCME.jl**

We have built our inverse modeling of viscoelasticity constitutive relations based on ADCME.jl, an
automatic differentiation library for computational and mathematical engineering. ADCME.jl leverages
TensorFlow for graph based optimization and automatic differentiation. It supports physics constrained
optimization through custom operators. ADCME.jl is specifically designed for inverse modeling in scientific
computing and is seamlessly integrated with the Julia language. Users can leverage the fast and efficient
Julia programming environment instead of Python, which is the main programming languages of TensorFlow, for implementing numerical schemes.

Appendix B. Numerical Scheme for Section 4.6

We use an iterative algorithm to solve the coupled equation; namely, we alternatively solve the mechanics equation and flow equation.

Fluid Equation. We define the fluid potential

$$\Psi_i = P_i - \rho_i g y$$

and the capillary potential

$$\Psi_c = \Psi_1 - \Psi_2 = P_1 - P_2 - (\rho_1 - \rho_2) g y \approx -(\rho_1 - \rho_2) g y$$

Here the capillary pressure $P_c = P_1 - P_2$ is assumed to be small. We define mobilities

$$m_i(S_i) = \frac{k_{ri}(S_i)}{\tilde{\mu}_i}, i = 1, 2$$

$$m_t = m_1 + m_2$$  \hspace{1cm} (B.1)

We have the following formula from Equations 3-4:

$$- \nabla \cdot (m_t K \nabla \Psi_2) = \nabla \cdot (m_1 K \nabla \Psi_c) - \frac{\partial \phi}{\partial t} + q_1 + q_2$$  \hspace{1cm} (B.2)

Here $m_t = m_1 + m_2$ is the total mobility. We can solve for $\Psi_2$ using a Poisson solver. In our implementation, we use the AMGCL package \cite{54} to solve the Poisson’s equation using an algebraic multigrid method.

Next, we have from Equations (9) and (12).

$$\phi \frac{\partial S_2}{\partial t} + S_2 \frac{\partial \phi}{\partial t} + \nabla \cdot (-K m_2 \nabla \Psi_2) = q_2 + q_1 \frac{m_2}{m_1}$$  \hspace{1cm} (B.3)

Note we have an extra term $q_1 \frac{m_2}{m_1}$ to account for the injection of phase 2 flow.

Equation (B.3) is a nonlinear equation in $S_2$ ($m_2$ is defined in terms of $S_2 = 1 - S_1$) and requires a Newton-Raphson solver.

Solid Equation. Upon solving the fluid equation, we obtain $S_1, S_2, \Psi_2$. We can use $\Psi_2$ to estimate the fluid pressure $P_1$ and $P_2$. Use Equation (13), we solve for $u$ using

$$\int_{\Omega} \sigma' : \delta \epsilon dx + \int_{\Omega} (S_1 P_1 + S_2 P_2) \delta \epsilon_{0} dx + \int_{\Omega} f \delta u dx = 0 \Leftrightarrow \int_{\Omega} \sigma' : \delta \epsilon dx - \int_{\Omega} \Psi_2 \delta \epsilon_0 dx = 0$$  \hspace{1cm} (B.4)

Figure B.21 shows the flow chart of solving the coupled geomechanics and two-phase flow equations.

Appendix C. Additional Results for Section 4.3

We show additional results for Section 4.3 in this section.
Figure B.21: Flow chart of the numerical scheme for the coupled geomechanics and two-phase flow problem.
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