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Abstract

Although monocular 3D human pose estimation methods have made significant progress, it’s far from being solved due to the inherent depth ambiguity. Instead, exploiting multi-view information is a practical way to achieve absolute 3D human pose estimation. In this paper, we propose a simple yet effective pipeline for weakly-supervised cross-view 3D human pose estimation. By only using two camera views, our method can achieve state-of-the-art performance in a weakly-supervised manner, requiring no 3D ground truth but only 2D annotations. Specifically, our method contains two steps: triangulation and refinement. First, given the 2D keypoints that can be obtained through any classic 2D detection methods, triangulation is performed across two views to lift the 2D keypoints into coarse 3D poses. Then, a novel cross-view U-shaped graph convolutional network (CV-UGCN), which can explore the spatial configurations and cross-view correlations, is designed to refine the coarse 3D poses. In particular, the refinement progress is achieved through weakly-supervised learning, in which geometric and structure-aware consistency checks are performed. We evaluate our method on the standard benchmark dataset, Human3.6M. The Mean Per Joint Position Error on the benchmark dataset is 27.4 mm, which outperforms the state-of-the-arts remarkably (27.4 mm vs 30.2 mm).

1 Introduction

3D human pose estimation aims to produce a 3-dimensional figure that describes the spatial position of the depicted person. This task has drawn tremendous attention in the past decades [Li and Chan, 2014; Chen and Ramanan, 2017; Zhou et al., 2017], playing a significant role in many applications such as action recognition, virtual and augmented reality, human-robot interaction, etc. Many recent works [Martinez et al., 2017; Xu et al., 2020; Fabbri et al., 2020] focus on estimating 3D human poses from monocular inputs, either images or 2D keypoints. However, it is ill-posed due to the inherent depth ambiguity, since multiple 3D poses can map to the same 2D keypoints. As a result, most monocular methods only estimate the relative positions to the root joint and fail to estimate the absolute 3D poses, which greatly limits practical applications. Instead, exploiting multi-view information is arguably the best way to achieve absolute 3D pose estimation [Pavlakos et al., 2017b].

Multi-view human pose estimation methods benefit from the complementary information from different camera views, e.g. multi-view geometric constraints to resolve the depth ambiguity, different views of the depicted person to deal with the occlusion problem. Many existing multi-view based methods [Iskakov et al., 2019; Qiu et al., 2019; Kocabas et al., 2019] follow a pipeline that first takes multi-view images as input to predict 2D detection heatmaps and then projects them to 3D poses through volumetric convolutional networks or Pictorial Structure Model (PSM) [Pavlakos et al., 2017b; Chen and Yuille, 2014], as shown in Figure 1(a). However, using the convolutional neural network to perform 2D-3D lifting requires quantities of labeled 3D data as supervision, which is difficult and costly to collect. PSM discretizes the space around the root joint by an $N \times N \times N$ grid and assigns each joint to one of the $N^3$ bins (hypotheses), therefore requiring no 3D ground truth. However, the 2D-3D lifting accuracy of PSM based method is subject to the number of grids, and the computation complexity is of the order of $O(N^6)$ which is computationally expensive.

To release the requirement of large quantities of 3D ground truth and take the computation complexity into consideration, a simple yet effective pipeline (see Figure 1(b)) is proposed in this paper for cross-view 3D human pose estimation. Different from other methods, our method estimates 3D human poses from coarse to fine and contains two steps: triangulation and refinement. Considering the increasing number of camera views will bring more computation and reduce the flexibility of application in the wild, we only use two camera views for training and inference. In the first step, we perform the triangulation between two camera views to lift 2D poses that can be obtained through any classic 2D keypoint detection methods to the 3D space. However, the triangulated 3D poses are noisy and unreliable due to the errors of 2D keypoint detection and camera parameters calibration, thus requiring further refinement.

*Equal contribution.
In the refinement progress, a lightweight cross-view U-shaped graph convolutional network (CV-UGCN) is designed to refine the coarse 3D poses. As far as we know, it’s the first time that GCN is utilized to integrate cross-view information for 3D human pose estimation. By taking the cross-view coarse 3D poses as input, CV-UGCN is able to exploit spatial configurations and cross-view correlations to refine the poses to be more rational. Meanwhile, CV-UGCN is trained in a weakly-supervised manner, requiring no 3D ground truth but only 2D annotations. Specifically, by making full use of the cross-view geometric constraints, geometric and structure-aware consistency checks are introduced as the learning objective to train the network end-to-end.

We summarize our contributions as follows:

- A simple yet effective pipeline is proposed for cross-view 3D human pose estimation, which estimates the 3D human poses from coarse to fine by using the triangulation and the refinement model.
- A cross-view U-shaped graph convolutional network (CV-UGCN), which can take advantage of spatial configurations and cross-view correlations, is proposed as the refinement model.
- A weakly-supervised learning objective containing geometric and structure-aware consistency checks is introduced, therefore releasing from the requirement of large quantities of 3D ground truth for training.

Extensive experiments have been conducted on the benchmark dataset, Human3.6M, to verify the effectiveness of our method. The Mean Per Joint Position Error (MPJPE) on the benchmark dataset is 27.4 mm, which outperforms the state-of-the-arts remarkably (27.4 mm vs 30.2 mm).

2 Related Work

Single-view 3D pose estimation. Current promising solutions for monocular 3D pose estimation can be divided into two categories. Methods of the first category directly regress the 3D poses from monocular images. [Pavlakos et al., 2017] introduced a volumetric representation for 3D human poses, while required a sophisticated deep network architecture that is impractical in application. In the second category, these works first estimate 2D keypoints and then lift 2D poses to the 3D space (2D-3D lifting). [Martinez et al., 2017] predicted 3D poses via an effective fully-connected residual network and showed low error rates when using 2D ground truth as input. [Cai et al., 2019] presented a local-to-global GCN to exploit spatial-temporal relationships to estimate 3D poses from a sequence of skeletons. Meanwhile, they introduced a pose refinement step to further improve the estimation accuracy. However, they only utilized the 2D detections to constrain the depth-normalized poses, while ignored the refinement for depth values. Different from [Cai et al., 2019], we perform both 3D transformation and 2D reprojection consistency checks in our refinement model, so that the refinement is more sufficient.

Multi-view 3D pose estimation. In order to estimate the absolute 3D poses, recent works seek to utilize information from multiple synchronized cameras to solve the problem of depth ambiguity. Most multi-view based approaches use 3D volumes to aggregate 2D heatmap predictions. [Qiu et al., 2019] presented a cross-view fusion scheme to jointly estimate 2D heatmaps of multiple views and then used a recursive Pictorial Structure Model to estimate the absolute 3D poses. [Iskakov et al., 2019] proposed a learnable triangulation method to regress 3D poses from multiple views. However, volumetric approaches are computationally demanding. To recover 3D poses from multi-view images without using compute-intensive volumetric grids, [Remelli et al., 2020] exploited 3D geometry to fuse input images into a unified latent representation of poses. Different from these methods that embedded the improved 2D detector into their model to obtain more accurate 2D poses to further improve the 3D pose estimation, our method focuses on the task of 2D-3D lifting and can be easily integrated with any 2D detectors to achieve 3D pose estimation with a lightweight refinement model.

Weakly/self-supervised methods. Because 3D human pose datasets are limited and collecting 3D human pose annotations is costly, researchers have resorted to weakly or self-supervised approaches. [Zhou et al., 2017] proposed a weakly-supervised transfer learning method, which is effective in the absence of depth labels. To tackle the overfitting problem, [Wandt and Rosenhahn, 2019] proposed a weakly-supervised reprojection network (RepNet) by using an adversarial training approach, which generalized well to unknown
data. Moreover, in [Kundu et al., 2020], a self-supervised learning method was proposed to estimate 3D poses from unlabeled video frames that disentangled the inherent factors of variations via part guided human image synthesis. Compared with previous methods, our method has the advantage of decomposing the challenging 3D human pose estimation task into two steps and making full use of geometric and structure-aware consistency checks for weakly-supervised learning.

3 Cross-view 3D Human Pose Estimation

Figure 1 (b) depicts our pipeline for weakly-supervised cross-view 3D human pose estimation. Given the estimated 2D poses \( x_1 \in \mathbb{R}^{J \times 2} \) from two different views, we aim at recovering their absolute 3D poses \( \tilde{x}_1 \in \mathbb{R}^{J \times 3} \), where \( i \) is the index of the camera views, and \( J \) is the number of joints. In particular, we first reconstruct coarse 3D poses through the triangulation. Then, a cross-view U-shaped graph convolutional network (CV-UGCN) is proposed to refine the coarse triangulated 3D poses to obtain more precise estimations.

3.1 Triangulation

Assuming two cameras are synchronized and calibrated, triangulation can be performed between two camera views to lift 2D poses into the 3D space. Given the 2D joint locations \( x_1, x_2 \) of two camera views, which can be obtained through classic 2D keypoint detection methods, the triangulation is solved through

\[
\begin{bmatrix}
  x_1^j \times I \\
  x_2^j \times \tilde{T}_{c_2,c_1}
\end{bmatrix}
\tilde{X}_1^j = 0,
\]

where \( x_1^j, x_2^j \) are the 2D coordinates of \( j \)-th joint, \( I \) is the identity matrix, \( \tilde{T}_{c_2,c_1} \) is the transformation matrix between the camera \( c_2 \) and \( c_1 \). By solving Eq. (1) through Singular Value Decomposition (SVD), the 3D pose \( \tilde{X}_1 \) of the camera \( c_1 \) can be obtained. Similarly, we can obtain the 3D pose \( \tilde{X}_2 \) of the camera \( c_2 \).

Although triangulation is a straightforward way to achieve 2D-3D lifting, it is subject to the accuracy of the 2D joint detections and the precision of calibrated camera parameters. To solve this problem, Qiu et al. proposed a more robust Recursive Pictorial Structure Model (RPSM) to replace the triangulation [Qiu et al., 2019]. Different from them, we propose to optimize the coarse triangulated 3D poses through a weakly-supervised learning refinement model, which is lightweight and requires no 3D annotations for training.

3.2 Cross-view Refinement Model

In order to refine the coarse triangulated 3D poses, a cross-view refinement model is proposed. Specifically, we design a cross-view U-shaped graph convolutional network, named CV-UGCN, which can make full use of the spatial configurations and cross-view correlations for refinement. As specified in Figure 3, the CV-UGCN takes the cross-view coarse 3D poses as input and outputs the residual shift added to the coarse 3D poses to obtain the refined 3D poses.

Graph modeling. Here, we first give the definition of the graph model of CV-UGCN. The cross-view skeletons are organized as an undirected graph in the spatial and camera-view domains. The undirected graph \( G \) contains a set of vertices \( V \) and edges \( \mathcal{E} \), where \( V = \{ v_j | i = 1, \ldots, V; j = 1, \ldots, J \} \) corresponds to \( J \) joints of human body in \( V \) camera views. For single-view GCN (S-GCN) that processes data from a single view, the edge \( \mathcal{E} \) only consists of kinematic connections of spatial configurations. For multi-view GCN (M-GCN) that embeds additional cross-view correlations into the graph model, the edge \( \mathcal{E} \) consists of two parts: kinematic connections and cross-view connections.

Graph convolution. As presented in Figure 2, the defined undirected graph is represented in an adjacency matrix \( A \in \mathbb{R}^{V \times V} \), where \( V = V \times J \) (\( V \) for S-GCN). In detail, the graph nodes are classified as the neighboring nodes according to their semantic meanings in the human body structure, and five kernels are used for different neighboring nodes: 1) self-connection nodes; 2) physical-connection nodes; 3) second-order connection nodes; 4) symmetrical nodes; 5) view-connection nodes. Note that S-GCN only processes single-view data, thus having no view-connection nodes.

Given the input signal \( H \in \mathbb{R}^{N \times C} \) with \( C \) channels, we update the graph convolution operation in [Kipf and Welling, 2016] by dismantling adjacent matrix into \( k \) sub-matrices to:

\[
Z = \sum_k \bar{D}_k^{-\frac{1}{2}} \bar{A}_k \bar{D}_k^{-\frac{1}{2}} HW_k,
\]

where \( Z \in \mathbb{R}^{N \times F} \) is the convolved signal matrix, \( W_k \in \mathbb{R}^{C \times F} \), \( \bar{A}_k \in \mathbb{R}^{N \times N} \) are learnable filter matrix and the normalized adjacency matrix for the \( k \)-th type of neighboring nodes respectively, and \( \bar{D}_k \) is the diagonal matrix with \( \bar{D}_k^{-\frac{1}{2}} \).

Network structure. As specified in Figure 3, S-GCN and M-GCN units are basic blocks to build the CV-UGCN. The cross-view coarse 3D poses are first fed into S-GCN units independently to capture the spatial configurations. In this way, the structure-aware information can be fully explored in each view. Then, we concatenate them into a shared latent space via the fusion layer to fuse the features of two views for cross-view information interactions, so that the cross views can compensate for each other.

Furthermore, inspired by the success of U-shaped architecture [Ronneberger et al., 2015], we build an UGCN architecture by exploiting the M-GCN unit, graph pooling, and
graph upsampling operations, as shown in Figure 3. As a result, the features in the cross-view spatial graph model can be integrated in a multi-scale manner, assisting to obtain more accurate pose refinement.

Thanks to the spatial configurations and cross-view correlations that are fully explored in our CV-UGCN, the precise residual shift is predicted for 3D pose refinement. By adding the residual shift to the triangulated 3D coarse poses \( X \), we can obtain the accurate refined poses \( \hat{X} = G(\hat{X}) + \hat{X} \), where \( G \) denotes the refinement function of CV-UGCN.

4 Weakly-supervised Learning Approach

To relieve the requirement of 3D ground truth for supervised learning, a weakly-supervised learning objective is designed and only needs 2D annotations that are much easier to gather. Geometric and structure-aware consistency checks are performed in both single-view and cross-view manners.

4.1 Single-view Optimization

We first impose the geometric and structure-aware consistency checks for each view to perform single-view optimization, by considering the 2D reprojection consistency and left-right symmetry prior.

2D reprojection loss. After the coarse 3D pose is refined by CV-UGCN, we reproject the refined 3D pose into the 2D joint location through \( x = Z^{-1} K X \), where \( X \) is the refined 3D pose, \( x \) is the reprojected 2D pose, \( K \) is the camera intrinsic parameter, and \( Z \) is the depth value. Then, the 2D reprojection loss is introduced to penalize the error between \( x \) and 2D ground truth \( y \):

\[
L_r = \sum_{i=1}^{V} \sum_{j=1}^{J} \| y_{i}^{j} - x_{i}^{j} \|_2,
\]

where \( i, j \) index the camera views and joints respectively.

Symmetry loss. Noticing that the structure of human body is left-right symmetrical, a symmetry loss is introduced to constrain the bone length of the left part and the right part to be the same. It is effective to alleviate the depth ambiguity problem especially when the occlusion happens [Dabral et al., 2018]. The symmetry loss is defined as

\[
L_s = \sum_{i=1}^{V} \sum_{k} \| B_i^k - \hat{B}_i^{c(k)} \|_2,
\]

where \( B_i^k = \| X_i^{k_{1}} - X_i^{k_{2}} \| \) is the estimated bone length for a left-side bone \( k \) of \( i \)-th camera view, and \( C(k) \) is the corresponding right-side bone, \( k_1 \) and \( k_2 \) are the joints of the \( k \)-th bone.

4.2 Cross-view Optimization

It’s quite often that some joints are unseen or close with each other in one view, which brings significant challenges for single-view optimization. Therefore, we perform cross-view optimization to take advantage of cross-view consistency priors.

Given the refined 3D poses of two views, \( X_1, X_2 \), cross-view 3D transformation is performed to generate the poses of camera view \( c_1 \) from \( c_2 \) by \( X_{1\rightarrow2} = T_{c_1,c_2} \cdot X_2 \). Similarly, we can obtain the \( X_{2\rightarrow1} \) transformed from \( X_1 \).

3D transformation consistency loss. The transformed poses should keep consistency with the original 3D poses, thus we calculate the 3D transformation consistency loss as follows:

\[
L_t = \sum_{i=1}^{V} \sum_{j=1}^{J} \left( \| X_{i}^{j} - X_{i\rightarrow1}^{j} \|_2 + \| X_{i}^{j} - X_{i\rightarrow2}^{j} \|_2 \right).
\]

Bone direction consistency loss. As each joint is always penalized independently, it is prone to fall into local optimum because of ignoring the graph structure of human body. Therefore, the bone direction consistency loss is designed to check the bone direction keeping consistency between the original poses and the transformed poses. We first compute the bone vector to represent the bone direction, \( b_i^k = \vec{o}_{k_1} - \vec{o}_{k_2} = X_i^{k_{1}} - X_i^{k_{2}} \). Then, the bone direction
consistency loss is calculated as follows:

\[ L_b = \sum_{k} (1 - \frac{b_k^t \cdot b_k^{t-2}}{|b_k^t| |b_k^{t-2}|}) + \sum_{k} (1 - \frac{b_k^s \cdot b_k^{s-1}}{|b_k^s| |b_k^{s-1}|}), \]

where \( k \) is the index of bone for human body, \( k_1 \) and \( k_2 \) are the joints of the \( k \)-th bone.

### 4.3 Learning Objective

By performing both the single-view optimization and cross-view optimization, we combine the introduced losses: a 2D reprojection loss \( L_r \), a symmetry loss \( L_s \), a 3D transform consistency loss \( L_t \), and a bone direction consistency loss \( L_b \), as the final weakly-supervised learning objective,

\[ L = \lambda_r L_r + \lambda_s L_s + \lambda_t L_t + \lambda_b L_b, \]

where \( \lambda_r = 1 \), \( \lambda_s = 1 \), \( \lambda_t = 1 \) and \( \lambda_b = 0.1 \) are weighting factors.

### 5 Experiments

#### 5.1 Datasets and Evaluation Metrics

We mainly evaluate our method on the standard benchmark dataset, Human3.6M [Ionescu et al., 2013]. More experimental results (further analysis, experiments on other datasets, and applying our method to the real scene) can be seen in the supplementary.

**Human3.6M.** The Human3.6M dataset is the largest publicly available dataset for 3D human pose estimation, which consists of 3.6 million images captured from 4 synchronized 50 Hz cameras. Following the standard protocol in prior work [Chen et al., 2019; Tome et al., 2018], we use 5 subjects (S1, S5, S6, S7, S8) for training and 2 subjects (S9 and S11) for evaluation.

**Evaluation Metrics.** We report the Mean Per Joint Position Error (MPJPE) to measure the 3D pose estimation accuracy. MPJPE is the evaluation metric referred to as protocol #1 in many works [Fang et al., 2018; Kocabas et al., 2019], which calculates the average Euclidean distance between the ground truth and predictions.

#### 5.2 Implementation Details

In this work, all experiments are conducted on the PyTorch framework with one GeForce GTX 2080 Ti GPU. The network is trained using Adam optimizer with a mini-batch size of 256 for Human3.6M. An initial learning rate of 0.001 is used and decreases by 0.9 whenever the training loss does not decrease for every 10 epochs.

Different from other multi-view methods that use all the camera views provided by the dataset, we only utilize two camera views for training and inference due to the consideration of computation complexity and implementation flexibility. For Human3.6M, adjacent camera pairs (c1 and c2, c1 and c3, c2 and c4, c3 and c4) are used for training and testing.

The 2D poses can be obtained by performing any classic 2D detection methods or directly using the 2D ground truth. Following [Pavllo et al., 2019], we utilize the cascaded pyramid network (CPN) [Chen et al., 2018] to obtain 2D poses of Human3.6M dataset for a fair comparison.

### 5.3 Comparison to the State-of-the-arts

As shown in Table 5, we report the MPJPE results on Human3.6M of various methods, monocular-based or multi-view based, using 3D ground truth or not, for a complete comparison. Compared with them, our method makes a further

| Protocol #1 | V | GT | Dir. | Disc | Eat | Greet | Phone | Photo | Pose | Purch. | Sit | StiD. | Smoke | Wait | WalkD. | Walk | WalkT. | Avg. |
|-------------|---|----|------|------|-----|-------|-------|-------|------|--------|-----|-------|--------|------|--------|------|--------|-----|
| Martinez et al. (ICCV’17) | 1 | ✓ | 51.8 | 56.2 | 58.1 | 59.0 | 69.5 | 78.4 | 55.2 | 58.1 | 74.0 | 94.6 | 62.3 | 59.1 | 65.1 | 49.5 | 52.4 | 62.9 |
| Cai et al. (ICCV’19) | 1 | ✓ | 44.6 | 47.4 | 45.6 | 48.8 | 50.8 | 59.0 | 47.2 | 43.9 | 57.9 | 61.9 | 49.7 | 46.6 | 51.3 | 37.1 | 39.4 | 48.8 |
| Pavllo et al. (CVPR’19) | 1 | ✓ | 45.2 | 46.7 | 43.3 | 45.6 | 48.1 | 55.1 | 44.6 | 44.3 | 57.3 | 65.8 | 47.1 | 44.0 | 49.0 | 32.8 | 33.9 | 46.8 |
| Wang et al. (ECCV’20) | 1 | ✓ | 38.2 | 41.0 | 45.9 | 39.7 | 41.4 | 51.4 | 41.6 | 41.4 | 52.0 | 57.4 | 41.8 | 44.4 | 41.6 | 33.1 | 30.0 | 42.6 |
| Pavlakos et al. (CVPR’17) | 4 | ✓ | 41.2 | 49.2 | 42.8 | 43.4 | 55.6 | 46.9 | 40.3 | 63.7 | 97.6 | 119.0 | 52.1 | 42.7 | 51.9 | 41.8 | 39.4 | 56.9 |
| Tome et al. (3DV’18) | 4 | ✓ | 43.3 | 49.6 | 42.0 | 48.8 | 51.1 | 64.3 | 40.3 | 43.3 | 66.0 | 95.2 | 50.2 | 52.2 | 51.1 | 43.9 | 45.3 | 52.8 |
| Chen et al. (CVPR’19) | 2 | ✓ | 41.1 | 44.2 | 44.9 | 45.9 | 46.5 | 39.3 | 41.6 | 54.8 | 73.2 | 46.2 | 48.7 | 42.1 | 35.8 | 46.6 | 38.5 | 46.3 |
| Qiu et al. (CVPR’19) | 4 | ✓ | 28.9 | 32.5 | 26.6 | 28.1 | 28.3 | 29.3 | 28.0 | 36.8 | 41.0 | 30.5 | 35.6 | 30.0 | 29.3 | 25.9 | 30.4 |
| He et al. (CVPR’20) | 4 | ✓ | 29.0 | 30.6 | 27.4 | 26.4 | 31.0 | 31.8 | 26.4 | 28.7 | 34.2 | 42.6 | 32.4 | 29.3 | 27.0 | 29.3 | 25.9 |
| Remelli et al. (CVPR’20) | 4 | ✓ | 27.3 | 33.1 | 25.0 | 26.5 | 29.3 | 35.4 | 28.8 | 31.6 | 36.4 | 31.7 | 31.2 | 29.9 | 36.9 | 33.7 | 30.4 | 30.2 |
| Ours | 2 | ✓ | 25.6 | 27.7 | 25.3 | 24.5 | 29.1 | 29.5 | 23.5 | 25.7 | 31.2 | 37.3 | 28.9 | 24.9 | 28.8 | 24.6 | 24.8 | 27.4 |

Table 1: Quantitative comparisons of Mean Per Joint Position Error (MPJPE) in millimeter on Human3.6M under protocol #1. The best score is marked in bold, and the second best is underlined.

| Method | MPJPE (mm) | \( \Delta \) |
|--------|------------|-------------|
| w/o refinement | 36.0 | 8.6 |
| Ours w/o spatial configuration | 31.5 | 4.1 |
| Ours w/o cross-view correlation | 29.3 | 1.9 |
| Ours w/o fusion | 28.2 | 0.8 |
| Ours (CV-UGCN) | 27.4 | - |

Table 2: Ablation studies on each component of CV-UGCN. The evaluation is performed on Human3.6M with the MPJPE metric under the protocol #1.

| Method | MPJPE (mm) | \( \Delta \) |
|--------|------------|-------------|
| \( L_r \) | 28.3 | 0.9 |
| \( L_r + L_s \) | 28.2 | 0.8 |
| \( L_r + L_t \) | 28.1 | 0.7 |
| \( L_r + L_b \) | 27.9 | 0.5 |
| \( L_r + L_s + L_b \) | 27.8 | 0.4 |
| \( L_r + L_s + L_b + L_t \) | 27.4 | - |

Table 3: Ablation studies on each term of the weakly-supervised losses.
improvement and gains a new state-of-the-art performance of 27.4 mm, benefiting from our effective refinement model and the novel weakly-supervised learning objective.

Figure 4 shows some qualitative results on the Human3.6M. It can be seen that the triangulated results are noisy and unreliable due to the 2D detection and camera parameters calibration errors, while the refined 3D poses are realistic and structurally plausible. This demonstrates the effectiveness of our refinement model to refine the coarse triangulated 3D poses.

5.4 Ablation Studies

Effect of CV-UGCN. An ablation study is performed by changing various components of CV-UGCN to show the contribution of each component of our refinement model, as presented in Table 2. Without exploiting the refinement model, the triangulated results are noisy with the MPJPE of 36.0 mm. CV-UGCN can refine the coarse 3D poses and bring significant improvement (8.6 mm). When removing the spatial configuration or cross-view correlation from the adjacency matrix of CV-UGCN, the performance decreases. It verifies the importance of considering both the spatial configuration and cross-view correlation in the graph model. Meanwhile, without first using S-GCN to preprocess the coarse poses of each view and then fusing the features for M-GCN, the result (ours w/o fusion) also decreases. It is because that the triangulated poses are too noisy to conduct cross-view information interaction well in the early stage.

Effect of weakly-supervised losses. In Table 3, we investigate the effect of each component of our weakly-supervised learning objective. When only using the reprojection loss \( L_r \), the MPJPE is 28.3 mm. If \( L_r \) works with an additional loss (symmetry loss \( L_s \), 3D transform consistency loss \( L_t \), or bone length consistency loss \( L_b \)), the performance is improved. At last, as more components are used, the results are better. This is attributed to the joint geometric and structure-aware consistency checks that are performed in both single-view and cross-view optimization manners.

5.5 Model Size and Inference Time

We report the model size and inference time to show the efficiency of our methods. Table 4 exhibits the comparison of the model size and performance with the recent methods [Qiu et al., 2019; Iskakov et al., 2019; Remelli et al., 2020]. Because the comparison methods embedded the 2D detector into their model, we add the model size of CPN [Chen et al., 2018] to ours for a fair comparison. It can be seen that our method could achieve impressive performance with a lightweight model.

On a machine equipped with one GeForce 2080 Ti GPU, the 2D detector CPN requires about 0.02 s to perform the 2D detection, while our pipeline needs about another 0.01 s to estimate the 3D poses. Consequently, estimating 3D poses from images of two camera views, our method could yield a real-time performance (~33 fps). Note that if a better and faster 2D detector is used with our method, the performance and speed can have a further improvement.

6 Conclusion

In this paper, a simple yet effective pipeline is proposed for cross-view 3D human pose estimation. Specifically, performing in a coarse-to-fine manner, we first exploit triangulation to lift the 2D detections to coarse 3D poses, and then utilize the refinement model to obtain the precise results. In particular, a novel cross-view U-shaped graph convolutional network (CV-UGCN) is designed as the refinement model, which can take advantage of spatial configurations and cross-view correlations to accurately refine the coarse 3D poses. Moreover, to release from the requirement of quantities of 3D ground truth as supervision, we introduce a weakly-supervised learning objective by exploiting geometric and structure-aware consistency checks in single-view and cross-view optimizations. Extensive experiments have been done on the benchmark dataset. The results show that our method not only achieves state-of-the-art performance but also is lightweight and could run in real-time.
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Abstract

In this supplementary file, we first report more comparisons to the state-of-the-arts in Section 7. Then, the analysis of the impact of using different 2D detections as inputs is given in Section 8. We test the generalization ability of our refinement model to unseen cameras in Section 9. In Section 10, we evaluate the influence of different weighting factors for bone direction consistency loss. Besides, we evaluate the robustness of CV-UGCN on the HumanEva-I dataset in Section 11. More visualization results are provided in Section 12. Finally, we apply our method to the real scene to test the applicability in Section 13.

7 Comparison to the State-of-the-arts

Here, we report more comparison results on Human3.6M dataset. As shown in Table 1, \( V \) denotes the number of camera views that the method exploits, GT represents whether the method requires the 3D ground truth as supervision. In this way, methods are divided into monocular based or multi-view based, supervised or weakly/self-supervised for a complete comparison. It can be seen that our method can make a trade-off between the performance and the additional data requirement, which achieves state-of-the-art performance by only using 2 camera views and requiring no 3D annotations to train the model.

8 The Impact of Different 2D Detections

For the 2D-3D lifting task, the accuracy of the 2D detections directly influences the results of 3D pose estimation [Martinez et al., 2017]. We utilize Stack Hourglass (SH) [Newell et al., 2016], Detectron [Pavllo et al., 2019], CPN [Chen et al., 2018], and 2D ground truth (GT) with different levels of additive Gaussian noises to explore the impact of different 2D detections. Figure 5 shows the relationship between the MPJPE of 3D poses and two-norm errors of 2D detections. For both the triangulation and the refinement, the MPJPE of 3D poses increases linearly with the two-norm errors of 2D detections. However, it can be observed that our refinement model has a lower incremental rate than triangulation, verifying the effectiveness of our refinement model to refine the triangulated 3D poses.

9 Generalization to Unseen Cameras

To validate the feasibility of applying our model to unknown views, we train the model on some paired views and evaluate its performance on other unseen camera pairs. The results are presented in Table 6, where \( P_i \) denotes \( i \)-th paired views. It can be observed that CV-UGCN still can improve the triangulated results in some unseen camera views, which verifies the generalization capability of our method.

10 Hyperparameter Evaluations

Due to the bone direction consistency loss is calculated by measuring the cosine distance between two bone vectors which is different from other losses that calculate the RMSE, it’s necessary to find a proper weighting factor for \( L_b \). As shown in Figure 6, the best performance is achieved when \( \lambda_b \) equals to 0.1.

11 Robustness Evaluation

To evaluate the robustness of CV-UGCN, experiments are conducted on HumanEva-I dataset to test the tolerance for triangulation noises. To this end, we use 2D ground-truth poses for triangulation and train a single model following the train/test split in [Pavllo et al., 2019; Lee et al., 2018]. Then, triangulated poses added with the Gaussian noise of different variances are fed into the CV-UGCN for refinement. The results are shown in Table 7. Although the 3D poses are triangulated from 2D ground truth, it...
still exists 6.0 mm P-MPJPE which maybe because of the camera calibration error. Our refinement model can refine the results to 3.0 mm, demonstrating the effectiveness of CV-UGCN. Besides, when the triangulated poses are added with Gaussian noises of different variances, the system seems not to be broken, with a stable improvement around 1.0 mm compared to the input coarse poses. It validates that our refinement model can perform reasonably and is robust to the coarse 3D poses with different levels of noise.

12 Visualization Results
More visualization results are given in Figure 7. Because of the error of 2D detections and camera calibration errors, the triangulation results are noisy and unreliable. Our refinement model can efficiently improve the coarse 3D poses to be more realistic and structurally plausible.

13 Applying to the Real Scene
We apply our method to the real scene to test the applicability. By using the stereo camera, we shoot a video in a room and use the proposed method to estimate the absolute 3D poses of the actor. Some visualization results are given in Figure 8.
Figure 8: Visualization results of our method when applying to the real scene. Camera 1 and Camera 2 are the left and right views of a stereo camera.

### Table 5: Quantitative comparisons of Mean Per Joint Position Error (MPJPE) in millimeter on Human3.6M under protocol #1.

| Protocol #1 |
|-------------|
| V | GT | Dir. | Disc | Eat | Greet | Phone | Photo | Pose | Purch. | Sit | SitD | Smoke | Wait | WalkD | Walk | WalkT | Avg. |
|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|
| [Wandt and Rosenhahn, 2019] | 1 | ✓ | 77.5 | 85.2 | 82.7 | 93.8 | 93.9 | 101.0 | 82.9 | 102.6 | 100.5 | 125.8 | 88.0 | 84.8 | 72.6 | 82.9 | 79.0 | 89.9 |
| [Tome et al., 2017] | 1 | ✓ | 65.0 | 73.5 | 76.8 | 86.4 | 86.3 | 110.7 | 68.9 | 74.5 | 110.2 | 173.9 | 85.0 | 85.6 | 86.2 | 71.4 | 73.1 | 88.4 |
| [Wang et al., 2019] | 1 | ✓ | 51.8 | 56.2 | 58.1 | 59.0 | 69.5 | 78.4 | 55.2 | 58.1 | 74.0 | 94.6 | 62.3 | 59.1 | 65.1 | 49.5 | 52.4 | 62.9 |
| [Martinez et al., 2017] | 1 | ✓ | 50.1 | 54.3 | 57.0 | 57.1 | 66.6 | 73.3 | 53.4 | 55.7 | 72.8 | 88.6 | 60.3 | 57.7 | 62.7 | 47.5 | 50.6 | 60.4 |
| [Fang et al., 2018] | 1 | ✓ | 44.6 | 47.4 | 45.6 | 48.8 | 50.8 | 59.0 | 47.2 | 43.9 | 57.9 | 61.9 | 49.7 | 46.6 | 51.3 | 37.1 | 39.4 | 48.8 |
| [Pavlino et al., 2019] | 1 | ✓ | 45.2 | 46.7 | 43.3 | 45.6 | 48.1 | 55.1 | 44.6 | 44.3 | 57.3 | 65.8 | 47.1 | 44.0 | 49.0 | 32.8 | 33.9 | 46.8 |
| [Xu et al., 2020] | 1 | ✓ | 37.4 | 43.5 | 42.7 | 42.7 | 46.6 | 59.7 | 41.3 | 45.1 | 52.7 | 60.2 | 45.8 | 43.1 | 47.7 | 33.7 | 37.1 | 45.6 |
| [Wang et al., 2020] | 1 | ✓ | 38.2 | 41.0 | 45.9 | 39.7 | 41.4 | 51.4 | 41.6 | 41.4 | 52.0 | 57.4 | 41.8 | 44.4 | 41.6 | 33.1 | 30.0 | 42.6 |
| [Trumble et al., 2017] | 4 | ✓ | 92.7 | 85.9 | 72.3 | 93.2 | 86.2 | 101.2 | 75.1 | 78.0 | 83.5 | 94.8 | 85.8 | 82.0 | 114.6 | 94.9 | 79.7 | 87.3 |
| [Kundu et al., 2020] | 4 | ✓ | - | - | - | - | - | - | - | - | - | - | - | - | - | - | - | 85.8 |
| [Ishibai et al., 2020] | 4 | ✓ | - | - | - | - | - | - | - | - | - | - | - | - | - | - | - | 67.4 |
| [Pavlakos et al., 2017b] | 4 | ✓ | 41.2 | 49.2 | 42.8 | 43.4 | 55.6 | 46.9 | 40.3 | 63.7 | 97.6 | 119.0 | 52.1 | 42.7 | 51.9 | 41.8 | 39.4 | 56.9 |
| [Tome et al., 2018] | 4 | ✓ | 43.3 | 49.6 | 42.0 | 48.8 | 51.1 | 64.3 | 40.3 | 43.3 | 66.0 | 95.2 | 50.2 | 52.2 | 51.1 | 43.9 | 45.3 | 52.8 |
| [Chen et al., 2019] | 2 | ✓ | 41.1 | 44.2 | 44.9 | 45.9 | 46.5 | 39.3 | 41.6 | 54.8 | 73.2 | 46.2 | 48.7 | 42.1 | 35.8 | 46.6 | 38.5 | 46.3 |
| [Qu et al., 2019] | 4 | ✓ | 28.9 | 32.5 | 26.6 | 28.1 | 28.3 | 29.3 | 28.0 | 36.8 | 41.0 | 30.5 | 35.6 | 30.0 | 28.3 | 30.0 | 30.5 | 31.2 |
| [He et al., 2020] | 4 | ✓ | 29.0 | 30.6 | 27.4 | 26.4 | 31.0 | 31.8 | 26.4 | 28.7 | 34.2 | 42.6 | 32.4 | 29.3 | 27.0 | 29.3 | 25.9 | 30.4 |
| [Bernelli et al., 2020] | 4 | ✓ | 27.3 | 32.7 | 25.0 | 26.5 | 29.3 | 35.4 | 28.8 | 31.6 | 36.4 | 31.7 | 31.2 | 29.9 | 26.9 | 33.7 | 30.4 | 30.2 |
| Ours | 4 | ✓ | 25.6 | 27.7 | 25.3 | 24.5 | 29.4 | 29.5 | 23.5 | 25.7 | 31.2 | 37.3 | 28.9 | 24.9 | 28.8 | 24.6 | 24.8 | 27.4 |

GT means that the method uses 3D ground truth to train the model. V is the number of camera views for training and inference. The best score is marked in bold, second best is underlined.
Table 6: MPJPE Results (in mm) of our method on different camera paired views on Human3.6M. We evaluate the generalization capabilities of our approach testing on unseen camera paired views. $P_i$ denotes $i$-th camera paired views. The results of the unseen paired views are marked in **bold**.

| Method          | $P_1$ | $P_2$ | $P_3$ | $P_4$ | Avg. |
|-----------------|-------|-------|-------|-------|------|
| triangulation   | 35.8  | 40.1  | 32.6  | 35.4  | 36.0 |
| Training on $P_1$ | **35.4** |   |       |       |      |
| Training on $P_2$ and $P_3$ | 28.2 | **35.7** | 25.9 | **31.7** | 30.4 |
| Training on $P_2$ and $P_4$ | **32.6** | 30.7 | **30.4** | 27.1 | 30.2 |
| Training on $P_1$, $P_2$, $P_3$ | 28.1 | 30.7 | 26.0 | **31.1** | 29.0 |
| Training on $P_1$, $P_2$, $P_4$ | 27.9 | 30.9 | **30.2** | 27.2 | 29.1 |
| Training on all pairs | 27.4 | 30.3 | 25.3 | 26.8 | **27.4** |

Table 7: Protocol #2 results on HumanEva-I dataset. The refinement model is trained with the triangulated 3D poses from 2D ground truth, and then tested on triangulated 3D poses added with Gaussian noises with different variances.

| Train / Test | Triangulation | Refinement | $\Delta$ |
|--------------|---------------|------------|----------|
| GT / GT      | 6.0           | 3.0        | 3.0      |
| GT / GT + $\mathcal{N}(0,5)$ | 8.5 | 6.7 | 1.2 |
| GT / GT + $\mathcal{N}(0,10)$ | 12.8 | 11.6 | 1.2 |
| GT / GT + $\mathcal{N}(0,15)$ | 17.6 | 16.7 | 1.1 |
| GT / GT + $\mathcal{N}(0,20)$ | 22.5 | 21.7 | 0.8 |