A NON-EXISTENCE RESULT FOR A GENERALIZED RADIAL BRÉZIS-NIRENBERG PROBLEM
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ABSTRACT. We develop a new method for estimating the region of the spectral parameter of a generalized Brézis–Nirenberg problem for which there are no, non trivial, smooth solutions. This new method combines the standard Rellich–Pohozaev argument with a Hardy type inequality for bounded domains. The estimates we get are better than the usual estimates for low dimensions.

1. Introduction.

As pointed by us in [4], virial theorems have played, for a long time, a key role in the localization of linear and nonlinear eigenvalues. In the spectral theory of Schrödinger Operators, the virial theorem has been widely used to prove the absence of positive eigenvalues for various multiparticle quantum systems (see, e.g., [14, 12, 1]). In 1983, Brézis and Nirenberg [6] considered the existence and nonexistence of solutions of the nonlinear equation

\[-\Delta u = \lambda u + |u|^{q-1}u,\]

defined on a bounded, smooth domain of \(\mathbb{R}^n\), \(n > 2\), with Dirichlet boundary conditions, where \(q = (n + 2)/(n - 2)\) is the critical Sobolev exponent. In particular, they used a virial theorem, namely the Pohozaev identity [10], to prove the nonexistence of regular solutions when the domain is star–shaped, for any \(\lambda \leq 0\), in any \(n > 2\). After the classical paper [6] of Brézis and Nirenberg, many people have considered extensions of this problem in different settings. In particular, the Brézis–Nirenberg (BN) problem has been studied on bounded, smooth, domains of the hyperbolic space \(\mathbb{H}^n\) (see, e.g., [13, 2, 8, 3]), where one replaces the Laplacian by the Laplace–Beltrami operator in \(\mathbb{H}^n\). Stapelkamp [13] proved the analog of the above mentioned nonexistence result of Brézis–Nirenberg in \(\mathbb{H}^n\). Namely she proved that there are no regular solutions of the BN problem for bounded, smooth, star–shaped domains in \(\mathbb{H}^n\) \((n > 2)\), if \(\lambda \leq n(n - 2)/4\).

The purpose of this manuscript is to develop a new method for estimating the region of the spectral parameter of a generalized Brézis–Nirenberg problem, for which there are no, non trivial, smooth solutions. This new method combines the standard Rellich–Pohozaev argument with a Hardy type inequality for bounded domains. The estimates we get are better than the usual estimates for low dimensions.

Here we consider a generalized radial Brézis–Nirenberg problem, which is given through the following boundary value problem. Given \(R > 0\), we are interested in estimating the region of
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the spectral parameter parameter $\lambda$ for which there are no non trivial smooth (more precisely $u \in C^2[0, R]$) solutions of
\[
\begin{cases}
-u''(x) - (n - 1)\frac{a'(x)}{a(x)} u'(x) = \lambda u(x) + |u(x)|^{q-1}u, \\
u'(0) = u(R) = 0,
\end{cases}
\] (1)

where $q = (n + 2)/(n - 2)$ is the critical Sobolev constant, $n > 2$, and $a \in C^3[0, R]$ satisfies

i) $a(0) = 0$;
ii) $a'(x) > 0$ for all $x \in (0, R)$; and
iii) there exists $\omega \geq 0$ such that $a''(x) \geq \omega a(x)$ for all $x \in (0, R)$.

The standard procedure to determine the region of the parameter $\lambda$ for which there are no solutions to (1) is to write the equation in terms of a conformal second order operator and then use the Rellich–Pohozaev technique [11, 10]. See, e.g., [13, 3] for the determination of the range of the parameter $\lambda$ for which there are no solutions of the equivalent of (1) in the case of $\mathbb{H}^n$, i.e., when $a(x) = \sinh(x)$. Applying this procedure we can prove the following.

**Theorem 1.1.** Problem (1) has no non–trivial solution if
\[
\lambda \leq \mu^*(n, R) \equiv \frac{n - 2}{4} \inf_{0 < x < R} \left\{ (n - 1)\frac{a''}{a} + \frac{a'''}{a'} \right\}.
\] (2)

**Remarks.** i) In the case of geodesic balls in $\mathbb{H}^n$, $n \geq 2$, which corresponds to having $a(x) = \sinh(x)$ in (1) we recover the result of Theorem 1, ii) of [13]. In that case there are no solutions of (1) if
\[
\lambda \leq \mu^*(n, R) = \frac{n(n - 2)}{4}.
\]

ii) If one restricts to the case of positive solutions, one can prove non existence when $\lambda \leq 1 + \pi^2/(16 \arctanh^2 R)$ for $n = 3$ (see, [13] Theorem 2). See also Theorem 1.1 in [3] for the analogous result in the hyperbolic case for $2 \leq n \leq 4$. iii) Also, if we restrict to the case of positive solutions, by a standard argument one does not have solutions if $\lambda \geq \lambda_1(n, R)$, where $\lambda_1(n, R)$ is the first eigenvalue of the operator,
\[
-\frac{d^2}{dx^2} - (n - 1)\frac{a'(x)}{a(x)} \frac{d}{dx} u'(x),
\] on $[0, R]$, with boundary conditions $u'(0) = u(R) = 0$.

As pointed above, the purpose of this manuscript is to develop a different approach to prove non existence of solutions. In fact we develop an scheme that combines the use of the Rellich–Pohozaev technique together with the use of Hardy type inequalities on bounded domains. Using this new scheme we can prove the following.
Theorem 1.2. Problem (1) has no non–trivial solution if

$$\lambda \leq \lambda^*(n, R) \equiv \frac{n(n-1)}{4} C,$$

where

$$C = \min \left\{ \frac{D + 2\omega}{2(n+2)}, \frac{D}{4} \right\},$$

and

$$D = \inf_{0 < x < R} \left\{ \frac{(2n-3)a''}{a} + \frac{a'''}{a'} \right\}. $$

The rest of the manuscript is organized as follows. In section 2 we express the problem (1) in terms of an appropriate operator reminiscent of the conformal laplacian. Once we have that, we apply the standard Rellich–Pohozaev technique [11, 10] to prove Theorem 1.1. In Section 3 we set forward our new approach. We start with the problem (1) stated as such. This, in the $\mathbb{H}^n$ case, would correspond to studying radial solutions of the BN problem for geodesic balls, in terms of geodesic coordinates centered at the center of the balls. In that setting we use a combination of the Rellich–Pohozaev technique [11, 10] together with a Hardy type inequality to prove Theorem 1.2. Finally, in Section 4 we illustrate and compare the bounds obtained in 1.1 and 1.2 through a particular example. The bound obtained through our new technique is better than the standard bound for a whole region of the parameter space $(n, R)$, in particular for all $R$ when $n \leq 4$.

2. Non-existence of solutions, via the Pohozaev virial identity, using the conformal laplacian.

A key step towards proving the lower bound $\lambda > n(n-2)/4$ for the existence of solutions to the Brézis–Nirenberg problem on a bounded domain in the Hyperbolic space $\mathbb{H}^n$ is to use the so called “stereographic” projection. By using the stereographic projection one writes the Laplace–Beltrami $\Delta_{\mathbb{H}^n}$ in terms of the conformal laplacian in Euclidean coordinates. In fact, one can write,

$$\Delta_{\mathbb{H}^n} u = p^{-n} \text{div} \left( p^{n-2} \nabla u \right),$$

where $p = 2/(1 + |x|^2)$. Here we mimic what is done in $\mathbb{H}^n$ for our generalized operator

$$\frac{d^2}{d\theta^2} + (n-1) \frac{a'(	heta)}{a(	heta)} \frac{d}{d\theta},$$

and write this as the radial part of a conformal laplacian

$$p^{-n} \text{div} \left( p^{n-2} \nabla \cdot \right)$$

written in euclidean coordinates, for some appropriate function $p$. Given the function $a(\theta)$ that defines our generalized operator (6), our first goal is to determine the conformal factor $p(r)$ in our case. In order to do that we need to make the change of variables $\theta \rightarrow r(\theta)$, with $r = |x|$ in such a way that

$$H(u) \equiv u'' + (n-1) \frac{a'(	heta)}{a(\theta)} u' = p^{-n} \text{div} \left( p^{n-2} \nabla u \right) \equiv L(u).$$
Since here we have radial symmetry,

\[ L(u) = p^{-n} r^{1-n} \frac{d}{dr} \left( r^{n-1} p^{n-2} \frac{du}{dr} \right). \]  \hspace{1cm} (9)

Recall that in radial coordinates,

\[ \text{div} \vec{F} = \nabla \cdot \vec{F} = \frac{1}{r^{n-1}} \frac{d}{dr} \left( r^{n-1} F_r \right). \]

If we denote by \( \dot{u} = du/dr \), we can write \( L(u) \) as

\[ L(u) = \frac{1}{p^2} \left[ \ddot{u} + \left( \frac{n-1}{r} + (n-2) \frac{\dot{p}}{p} \right) \dot{u} \right]. \]  \hspace{1cm} (10)

On the other hand, if we denote by \( u' = du/d\theta \), and use the chain rule we have

\[ u' = \dot{u} \frac{d}{d\theta}, \]

and

\[ u'' = \ddot{u} \left( \frac{d}{d\theta} \right)^2 + \dot{u} \frac{d^2 r}{d\theta^2}. \]

Hence,

\[ H(u) = \ddot{u} \left( \frac{d}{d\theta} \right)^2 + \left( \frac{d^2 r}{d\theta^2} + (n-1) \frac{a' r}{a} \frac{d}{d\theta} \right) \dot{u}. \]  \hspace{1cm} (11)

Replacing \( H \), given by (11), and \( L \), given by (10) in (8), and comparing coefficients, we conclude at once that

\[ \left( \frac{d}{d\theta} \right) = \frac{1}{p}, \]  \hspace{1cm} (12)

and also that

\[ \frac{d^2 r}{d\theta^2} + (n-1) \frac{a'(r)}{a(r)} \frac{dr}{d\theta} = \frac{1}{p^2} \left( \frac{n-1}{r} + (n-2) \frac{\dot{p}}{p} \right) \dot{u}. \]  \hspace{1cm} (13)

Differentiating (12) with respect to \( \theta \) and again using the chain rule we have

\[ \frac{d^2 r}{d\theta^2} = -\frac{\dot{p}}{p^2} \frac{dr}{d\theta} = -\frac{\dot{r}}{p^2}. \]  \hspace{1cm} (14)

Using (12) and (14) in (13) we conclude,

\[ \frac{a'}{a} = \frac{1}{p r} + \frac{\dot{p}}{p^2} \equiv B(r). \]  \hspace{1cm} (15)

For the change of variables \( \theta \rightarrow r(\theta) \) to be well defined we need \( p > 0 \). From (15) and (12) is simple to obtain \( r(\theta) \) and \( p(\theta) \). In fact, \( \dot{p} = p' \frac{d\theta}{dr} = \frac{p'}{p} \). Since we also have \( \frac{1}{p} = r' \), from (15) we get,

\[ \frac{a'}{a} = \frac{r'}{r} + \frac{p'}{p}, \]  \hspace{1cm} (16)

which can be immediately integrated to yield,

\[ a = p r, \]  \hspace{1cm} (17)
(here we have chosen an irrelevant integrating constant to be 1). However, \( p = \frac{1}{r'} \). So, from (17) we have
\[
a(\theta) = \frac{r}{r'},
\]
which can be integrated to yield,
\[
r(\theta) = \exp \int_{\theta_0}^{\theta} (1/a(s)) \, ds.
\]

**Proof of Theorem 1.1.** Once we have done the transformation from our original variable \( \theta \) to \( r \), via the relation with the conformal laplacian, we are ready to apply the standard Rellich–Pohozaev \([11, 10]\) argument. This is done with the purpose of determining the region of \( \lambda \) for which there are no non trivial solutions of the BN problem. For \( n \geq 3 \) the equation we consider is
\[
-\mathcal{L}(u) = -p^{-n} r^{1-n} \frac{d}{dr} \left( r^{n-1} p^{n-2} \frac{du}{dr} \right) = \lambda u + |u|^{4/(n-2)} u.
\]
We now introduce the change of the dependent variable \( u \to v \) given by
\[
u = p^{1-(n/2)} v.
\]
After some long and straightforward computations one can rewrite (18) as
\[
-\ddot{v} - \frac{n-1}{r} \dot{v} + V v = \lambda p^2 v + |v|^{4/(n-2)} v,
\]
where the potential \( V \) is given by
\[
V = (n-2) \left[ \frac{1}{2} \dot{P} + \frac{1}{4} (n-4) \left( \frac{\dot{P}}{P} \right)^2 + \frac{1}{2} (n-1) \frac{\dot{P}}{P} \right].
\]
Using (15) the potential \( V \) can be expressed in terms of \( B \) as,
\[
V = (n-2) \left[ \frac{n}{4} p B^2 + \frac{1}{2} \frac{p}{r} \dot{B} - \frac{(n-2)}{4r^2} \right].
\]
If we multiply (20) by \( v \) we obtain,
\[
-\frac{1}{r^{n-1}} \frac{d}{dr} \left( r^{n-1} v \dot{v} \right) + \dot{v}^2 + V v^2 = \lambda v^2 + |v|^{4/(n-2)} v^2.
\]
Now we proceed with the Rellich–Pohozaev argument applied to the equation (20). Multiply (20) by \( r \dot{v} \) (here we are using that \( r d/dr \) is the generator of radial dilations). Among other quantities we need the identity,
\[
r \dot{v} V v = \frac{1}{r^{n-1}} \frac{d}{dr} \left( r^n \frac{\dot{V}}{2} \right) - \frac{n}{2} \dot{V}^2 - r \frac{\dot{V}^2}{2}.
\]
Using (22) and the fact that
\[
\frac{\dot{P}}{P} + \frac{1}{r} = p B,
\]
after some simple computations we conclude that
\[
\frac{1}{2} \dot{V} + V = \frac{(n-2)}{4} r B p^3 T,
\]
where $T$ is given, in terms of the function $B$, by

$$T \equiv n B^2 + (n + 1) \frac{\dot{B}}{p} + \frac{\dot{B}}{B} \frac{1}{p^2} r + \frac{\ddot{B}}{B} p^2. \quad (27)$$

This particular expression involving the potential $V$ as well as the definition of $T$ will prove to be useful later.

Moreover we need the identity,

$$r \dot{v} \ddot{v} + (n - 1) \dot{v}^2 = \frac{(n - 2)}{2} \dot{v}^2 + \frac{1}{r^{n-1}} \frac{d}{dr} \left( \frac{1}{2} r^n \dot{v}^2 \right). \quad (28)$$

And the last identity we need to have is the following,

$$r \dot{v} \left( \lambda v p^2 + |v|^{4/(n-2)} v \right) = \frac{1}{r^{n-1}} \frac{d}{dr} \left( r^n \left( \frac{\lambda}{2} p^2 v^2 + \frac{(n-2)}{2n} |v|^{4/(n-2)} v^2 \right) \right)
- \lambda v^2 n p^2 - \lambda r v^2 p \ddot{p} - \frac{(n-2)}{2} |v|^{4/(n-2)} v^2. \quad (29)$$

With all these identities at hand we can recapitulate. Multiplying (20) by $r \dot{v}$ and using (24), (28), and (29) we get,

$$\frac{1}{r^{n-1}} \frac{d}{dr} \left( r^n \left( \frac{1}{2} v^2 V - \frac{1}{2} \dot{v}^2 - \lambda \frac{1}{2} p^2 v^2 - \frac{(n-2)}{2n} |v|^{4/(n-2)} v^2 \right) \right)
= \frac{(n-2)}{2} \dot{v}^2 + \frac{n}{2} v^2 V + r \frac{v^2}{2} \dot{V} - \lambda v^2 \frac{n}{2} p^2 - \lambda r v^2 p \ddot{p} - \frac{(n-2)}{2} |v|^{4/(n-2)} v^2. \quad (30)$$

Multiplying (23) by $(n-2)/2$ and adding (30) to the result we obtain,

$$\frac{1}{r^{n-1}} \frac{d}{dr} \left( r^n \left( \frac{1}{2} v^2 V - \frac{1}{2} \dot{v}^2 - \frac{(n-2)}{2} \frac{v \dot{v}}{r} - \lambda \frac{1}{2} p^2 v^2 - \frac{(n-2)}{2n} |v|^{4/(n-2)} v^2 \right) \right)
= v^2 \left( V + \frac{1}{2} v \dot{V} \right) - \lambda v^2 p^2 r \left( \frac{\ddot{p}}{p} + \frac{1}{r} \right). \quad (31)$$

Finally, multiplying (31) by $r^{n-1}$ and integrating the result from 0 to $R$, we obtain the following *virial* identity,

$$\frac{1}{2} R^n \dot{v}(R)^2 = \int_0^R v^2 p^3 B \left[ \lambda - \frac{(n-2)}{4} T \right] r^n \, dr. \quad (32)$$

To obtain (32) we used the boundary conditions on $v$, in particular that $v(R) = 0$. We also used (25) and (26) in order to express the right side of (32) in terms of $B$ and $T$.

Using the chain rule and the definition of $p$ we have that

$$\dot{B} = B' p,$$

and,

$$\ddot{B} = B'' p^2 + B' \dddot{p}.$$

Replacing these two expressions in the definition (27) of $T$ we get,

$$T = n B^2 + (n + 1) B' \frac{B'}{B} + \frac{B'}{B} \left( \frac{\ddot{p}}{p^2} + \frac{1}{r p} \right) = n B^2 + (n + 1) B' + \frac{B'' B}{B} + B',$$  

$$(33)$$
where we used (25) to obtain the second equality. Using the fact that $B = a'/a$, after some algebra starting from (33), we finally conclude that

$$T = (n - 1) \frac{a''}{a} + \frac{a'''}{a'}.$$  

(34)

Inserting this expression for $T$ back in the virial identity (32) we have

$$\frac{1}{2} R^n \ddot{v}(R)^2 = \int_0^R v^2 p^3 B \left[ \lambda - \frac{(n - 2)}{4} \left( (n - 1) \frac{a''}{a} + \frac{a'''}{a'} \right) \right] r^n \, dr. \quad (35)$$

Since the right side of (35) is positive, we conclude that if

$$\lambda \leq \mu^*(n, R) \equiv \inf_{\nu \in [0,R]} \left( (n - 1) \frac{a''}{a} + \frac{a'''}{a'} \right), \quad (36)$$

then there is no solution of (1). This concludes the proof of our Theorem 1.1. 

3. Non-existence of solutions using the Rellich–Pohozaev argument and a Hardy type inequality

In this section we use a combination of the Rellich–Pohozaev technique together with a Hardy type inequality for bounded intervals in order to prove Theorem 1.2. Hardy type inequalities, among other things, play an important role in the analysis of Partial Differential Equations (see., e.g., [5, 7, 9], and references therein). We begin with the following Lemma.

**Lemma 3.1.** Let $u \in C^2[0, R]$ be a solution of (1), and let $G(x) = \int_0^x a^{-1}(s) \, ds$, and $S(x) = \frac{G(x)a'(x)}{a(x)} - \frac{a(x)^{n-1}}{n}$. Then,

$$\lambda \geq \frac{n(n - 1)}{4} \left( \frac{\int_0^R u^2(x)S(x) \, dx}{\int_0^R G(x)^2 u'(x)^2 \, dx} \right). \quad (37)$$

**Proof.** Suppose $u \in C^2[0, R]$ is a solution of (1). Multiplying (1) by $u a^{n-1}$ and integrating we obtain, after integrating the first term by parts,

$$\int_0^R u^2 a^{n-1} \, dx = \lambda \int_0^R u^2 a^{n-1} \, dx + \int_0^R |u|^{q+1} a^{n-1} \, dx. \quad (38)$$

On the other hand, multiplying equation (1) by $u'G$, where $G(x) = \int_0^x a^{-1}(s) \, ds$ we obtain

$$-\int_0^R \left( \frac{u^2}{2} \right) \dot{G} \, dx - (n - 1) \int_0^R u^2 G a' \, dx = \lambda \int_0^R \left( \frac{u^2}{2} \right) \dot{G} \, dx + \int_0^R \left( \frac{|u|^{q+1}}{q+1} \right) \dot{G} \, dx. \quad (39)$$

After integrating by parts, and since $G'(x) = a^{n-1}(x)$ and $G(0) = 0$, equation (39) reads

$$-\frac{u'(R)^2 G(R)}{2} + \int_0^R u^2 a^{n-1} \, dx - (n - 1) \int_0^R u^2 G a' \, dx = -\lambda \int_0^R u^2 a^{n-1} \, dx - \int_0^R \frac{|u|^{q+1}}{q+1} a^{n-1} \, dx. \quad (40)$$
Now, solving for the term in $|u|^{q+1}$ in equation (38) and substituting this term in equation (40) we obtain

$$
\int_0^R u^2 \left( \frac{a^{n-1}}{2} + \frac{a^{n-1}}{p+1} - (n-1) \frac{Ga'}{a} \right) \, dx + \int_0^R u^2 a^{n-1} \left( \frac{\lambda}{2} - \frac{\lambda}{q+1} \right) \, dx = \frac{u'(R)^2 G(R)}{2}. \tag{41}
$$

However, since $1/2 + 1/(q + 1) = (n-1)/n$ and $1/2 - 1/(q + 1) = 1/n$, we can write

$$
\frac{\lambda}{n} \int_0^R u^2 a^{n-1} \, dx = \frac{u'(R)^2 G(R)}{2} + (n-1) \int_0^R u^2 \left( \frac{Ga'}{a} - \frac{a^{n-1}}{n} \right) \, dx. \tag{42}
$$

By hypothesis, we have that if $x > 0$ then $a(x) > 0$. Therefore,

$$
\lambda \geq \frac{n(n-1) \int_0^R u^2 \left( \frac{Ga'}{a} - \frac{a^{n-1}}{n} \right) \, dx}{\int_0^R u^2 a^{n-1} \, dx}. \tag{43}
$$

Now let $S(x) = Ga' - a^{n-1}/n$, the coefficient of $u^2$ of the integral in the numerator. Then $L \geq 0$ if $x > 0$. In fact, let $m(x) = Ga' - a^{n-1}/n$. Since $G(0) = 0$, one has that $m(0) = 0$. Also, since $G''(x) = a^{n-1-1}(x)$, we have that $m'(x) = Ga''$. In particular, since by hypothesis $a'' \geq \omega a \geq 0$, we have that $m'(x) \geq 0$. It follows that $m \geq 0$ for all $x \in (0, R)$, and since $a$ is positive in this range, $L \geq 0$.

We will now use a Hardy type inequality to rewrite the integral in the denominator in terms of $u^2$. Integrating by parts, we can write

$$
\int_0^R u^2 G' \, dx = -2 \int_0^R u u' G \, dx = -2 \int_0^R \left( u a^{n-1} \right) \left( G a' \frac{1}{a^n} \right) \, dx. \tag{44}
$$

By Cauchy–Schwarz, it follows that

$$
\left( \int_0^R u^2 a^{n-1} \, dx \right)^2 < 4 \int_0^R u^2 a^{n-1} \, dx \int_0^R \frac{G^2 u^2}{a^{n-1}} \, dx. \tag{45}
$$

where the conditions on $u$ require the above inequality to be strict. Thus,

$$
\int_0^R u^2 a^{n-1} \, dx < 4 \int_0^R \frac{G^2 u^2}{a^{n-1}} \, dx. \tag{46}
$$

Hence, using that $a^{n-1}(x) = G'(x)$, it follows from equations (43) and (46) that

$$
\lambda > \frac{n(n-1)}{4} \left( \frac{\int_0^R u'(x)^2 S(x) \, dx}{\int_0^R \frac{G(x)^2 u'(x)^2}{G'(x)} \, dx} \right), \tag{47}
$$

which proves the lemma.

Lemma 3.2. $S(x) \geq C \frac{G^2(x)}{G'(x)}$, where $C$ is given by equation (4).
Proof. Let \( f(x) = S(x)G'(x) - CG(x)^2 \). We need to show that \( f \geq 0 \). As before, we write \( S(x) = m(x)/a(x) \), with \( m(x) = G(x)a'(x) - a(x)^n/n \geq 0 \). Then \( f(x) = a^{n-2}(x)m(x) - CG(x)^2 \). Since \( a(0) = G(0) = 0 \), it follows that \( f(0) = 0 \). Thus, it suffices to show that \( f' \geq 0 \).

We have that \( f'(x) = a^{n-3}(x)g(x) \), where

\[
g(x) \equiv (n-2)a'(x)m(x) + G(x)a(x)(a''(x) - 2Ca(x)).
\]  

(48)

Notice that \( g(0) = 0 \) so, in order to prove that \( g(x) \geq 0 \), it suffices to show that \( g'(x) \geq 0 \). Differentiating (48), we can write

\[
g'(x) = (2n-3)Ga'a'' + \left( \frac{2}{n} \right) a^n a'' - 2Ca^{n+1} - 4CGaa' + Gaa''.
\]  

(49)

Since by hypothesis \( a \geq 0 \) and \( a' \geq 0 \), it follows from equation (5) that

\[
Da a' \leq 2(n-3) a' a'' + a a''',
\]

so we can write

\[
g'(x) \geq Ga a'(D - 4C) + \frac{2a^n a''}{n} - 2Ca^{n+1}.
\]

Furthermore, since by hypothesis \( a'' \geq \omega a \), it follows that

\[
g'(x) \geq Ga a'(D - 4C) + \frac{a^{n+1}}{n}(2\omega - 2Cn).
\]

However, since \( m \geq 0 \), we have that \( Ga' \geq a^n/n \). In particular, if \( C \leq D/4 \), we have that

\[
g'(x) \geq \frac{a^{n+1}}{n}(D - 4C + 2\omega - 2Cn).
\]

It follows that \( g' \geq 0 \) provided that \( C \leq \frac{D + 2\omega}{2(n+2)} \).

Now, choosing

\[
C = \min \left\{ \frac{D + 2\omega}{2(n+2)}, \frac{D}{4} \right\},
\]

it follows that \( S(x) \geq C \frac{G^2(x)}{G'(x)} \), which proves the lemma. \( \square \)

It follows from Lemmas 3.1 and 3.2 that if \( u \) is a solution of (1) then

\[
\lambda > \frac{n(n-1)}{4} \left( \frac{\int_0^R S(x)u'(x)^2 \, dx}{\int_0^R \frac{G(x)^2u(x)^2}{G'(x)} \, dx} \right) \geq \frac{Cn(n-1)}{4}.
\]

Hence, we conclude that if

\[
\lambda \leq \lambda^* (n, R) \equiv \frac{Cn(n-1)}{4},
\]  

(50)

then problem (1) has no non trivial solution. This concludes the proof of Theorem 1.2.
4. AN ILLUSTRATIVE EXAMPLE

To compare the bounds $\mu^*(n, R)$ and $\lambda^*(n, R)$ embodied in theorems 1.1 and 1.2 above, it is instructive to work a specific example as an application. Consider

$$a(x) = xe^x.$$  \hfill (51)

Then, $a'(x) = e^x(1 + x)$, $a''(x) = e^x(2 + x)$, and $a'''(x) = e^x(3 + x)$. Define,

$$f(x) \equiv (n - 1) \frac{a''}{a} + \frac{a'''}{a'} = \left(1 + \frac{2}{x}\right) (n - 1) + \frac{3 + x}{1 + x}.$$  

The function $f(x)$ is strictly decreasing, therefore

$$\inf_{0 < x < R} f(x) = f(R) = n + 2 \frac{n(1 + R) - 1}{R(1 + R)}. \hfill (52)$$  

Then, according to (36), the problem (1) with $a(x) = xe^x$ does not have a solution if

$$\lambda \leq \mu^*(n, R) \equiv \frac{1}{4} (n - 2) \left(n + 2 \frac{n(1 + R) - 1}{R(1 + R)}\right). \hfill (53)$$  

On the other hand, define

$$g(x) \equiv (2n - 3) \frac{a''}{a} + \frac{a'''}{a'} = \left(1 + \frac{2}{x}\right) (2n - 3) + \frac{3 + x}{1 + x}.$$  

Again, the function $g(x)$ is strictly decreasing, therefore

$$D = \inf_{0 < x < R} g(x) = g(R) = \left(1 + \frac{2}{R}\right) (2n - 3) + \frac{3 + R}{1 + R}. \hfill (54)$$  

Also, we have,

$$\omega = \inf_{0 < x < R} \frac{a''}{a} = \inf_{0 < x < R} \left(1 + \frac{2}{x}\right) = 1 + \frac{2}{R}. \hfill (55)$$  

Thus, we have on the one hand,

$$D + 2\omega = \left(1 + \frac{2}{R}\right) (2n - 1) + \frac{3 + R}{1 + R}.$$  

and, on the other hand,

$$\frac{D}{4} = \frac{1}{4} \left\{ \left(1 + \frac{2}{R}\right) (2n - 3) + \frac{3 + R}{1 + R} \right\}. \hfill (56)$$  

If we denote by $s = (1 + R)(2 + R)$, after some simple calculations we conclude that, $(D + 2\omega)/(2n + 4) \leq D/4$ provided,

$$n \geq \hat{n}(s) = \frac{1}{2} \left[ \left(1 + \frac{1}{s}\right) + \sqrt{\left(1 + \frac{1}{s}\right)^2 + 8} \right]. \hfill (56)$$  

Notice that $\hat{n}(s)$ is a decreasing function of $s$, such that $\hat{n}(2) = (3 + \sqrt{41})/4 = 2.35078\ldots$ and $\lim_{s \to \infty} \hat{n}(s) = 2$.

Hence, if $n \geq \hat{n}((1 + R)(2 + R))$,

$$\lambda^*(n, R) = \frac{n(n - 1)}{8(n + 2)} \left\{ \left(1 + \frac{2}{R}\right) (2n - 1) + \frac{3 + R}{1 + R} \right\}. \hfill (57)$$
Let us compare our new type of bound, \( \lambda^*(n, R) \) with the more standard one \( \mu^*(n, R) \) for this example. In order to do that, we need to determine for what values of \( n \) and \( R \),

\[
\lambda^*(n, R) \geq \mu^*(n, R).
\]

Using (53) and (57) one can check that (58) holds, if and only if,

\[
F(n, R) = 2(R^2 + 3R)(4-n)n + 2(8-n)(n-1) = 2\{(s-2)(4-n)n + (8-n)(n-1)\} \geq 0.
\]

In general this holds for all \( n \geq 4 \), independently of \( R \). As a function of \( s = (R+1)(R+2) \), (59) holds provided

\[
n \geq \tilde{n}(s) = \frac{1}{2(s-1)} \left[(4s+1) + \sqrt{16s^2 - 24s + 33}\right]
\]

It is not hard to show that \( \tilde{n}(s) \) is a decreasing function of \( s \) for all \( s > 1 \). In fact \( \tilde{n} \) decreases from 8, for \( R = 0 \) (i.e., \( s = 2 \)) to 4 when \( R \to \infty \) (i.e., \( s \to \infty \)). Moreover, it is a simple exercise, which we leave to the reader, to prove that \( D/4 \geq \mu^*(n, R) \), so in the case \( 2 \leq n < \tilde{n}(s), \lambda^*(n, R) > \mu^*(n, R) \), for all \( R \). Hence, in the \((n, R)\) parameter space, our bound is better provided \( 2 \leq n < \tilde{n}(s) \), where \( s = (R+1)(R+2) \).

**Remark 4.1.** For the radial hyperbolic case, i.e., for problem (1) with \( a(x) = \sinh(x) \), it follows from theorems 1.1 and 1.2 that \( \mu^*(n, R) = n(n-2)/4 \), whereas \( \lambda^*(n, R) = n^2(n-1)/4(n+2) \), independent of \( R \). In that case \( \lambda^*(n, R) \) is better than \( \mu^*(n, R) \) for all \( 2 \leq n < 4 \), and all \( R > 0 \). This case was reported by us in [4].
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