Leaf Identification Method Based on BP Neural Network
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Abstract. In view of the time-consuming and laborious disadvantages of traditional tree classification methods, the leaf identification method based on BP neural network is established in this paper. The leaves of osmanthus tree, ficus virens and ficus concinna were taken as objects. First, three leaf samples were collected, and then after image preprocessing, 19 feature parameters were extracted, including 3 leaf shape features and 16 texture features based on gray-level co-occurrence matrix(GLCM). Finally, the BP neural network was used to classify and identify the above three kinds of leaves. The simulation results showed that this method can classify and identify the leaves of osmanthus tree, ficus virens and ficus concinna quickly and accurately.

Introduction

The identification and classification of leaves are to distinguish the species of leaves and explore the origin of leaves, which is of great importance to the development of human beings and popularization of science [1-3]. At present, the identification and classification of leaves are mainly done by people. However, it is impossible for any botanist to know the species of all leaves in the face of a large leaf world, which makes it difficult to further study the leaves. With the continuous development of computer image processing technology, it provides a great convenience for the description and quantitative analysis of leaf structure.

GLCM is a simple, fast and effective method for extracting image features [4, 5]. The attribute value of the GLCM of the image obtained by statistics is used as its feature vector. The feature vector can be regarded as a description of the texture feature of the image, which can be used for classification, recognition and retrieval. In this paper, we first pretreat the collected images, extract the leaf texture features based on GLCM, and then classify and identify three kinds of leaves of osmanthus tree, ficus virens and ficus concinna by using BP neural network.

Image Preprocessing

In this paper, three kinds of leaves of osmanthus tree, ficus virens and ficus concinna were selected. These three kinds of leaves are very similar in form, so it is difficult to distinguish them. All leaf images were photographed under indoor lighting, with 200 samples of each leaf, with a total of 600 samples.

Figure 1. Finite Osmanthus tree, ficus virens and ficus concinna samples
**Graying Processing of Leaf Blade Image.** This not only does not reduce the corresponding characteristic information of the leaf blade, but also reduces the calculation amount, and optimizes the efficiency and accuracy of the identification of the leaf blade type[6]. Our eyes are insensitive to blue and are rather sensitive to green. According to the importance and other reference target values, the weighted average of R, G, and B is calculated according to the different weights. The formula is as follows:

\[
Gray(i, j) = 0.299 \times R(i, j) + 0.578 \times G(i, j) + 0.114 \times B(i, j)
\]

**Denoising of Leaf Blade Image.** Leaf images are often affected by a variety of noises from the outside when extracting. These noises will affect the quality of the image accordingly, and they will also be displayed on the image, with a certain gray value. The pixel points of the noise are obviously different from those of some other pixels. The median smoothing filter is to take the median value of several pixels in the vicinity, and take it as the gray value of this point. In that way, the image will be more smooth. The median smoothing filter can not only achieve the effect of eliminating noise interference, but also can not change the original information of the image so as to achieve satisfactory recovery results.

**Binarization of Leaf Blade Image.** Binarization processing is a necessary step for feature extraction and image segmentation [7]. In binarization processing of leaf blade image, the most indispensible step is to define the grayscale threshold of the leaf blade image. If the gray value of the unit on the image is greater than the gray threshold of the defined leaf blade image, the unit value is set to 1. If the gray value of the unit on the image is smaller than the gray threshold of the defined leaf blade image, the unit value is set to 0. As a result, the grayscale image is changed into a required binarization image.

![Finite Sample binaryzation of ficus concinna No.1](image)

**Feature Extraction**

After a series of related preprocessing, 19 feature parameters were extracted, including 3 leaf shape features and 16 texture features based on GLCM.

**The Texture Feature Extraction Based on GLCM.** The GLCM is first to obtain the grayscale image of the image through preprocessing, and then calculate the co-occurrence matrix of the image through the grayscale image. Through this co-occurrence matrix, some characteristic parameters of the matrix can be obtained, which can be used to represent the texture features of the image. The GLCM can reflect the comprehensive information about the direction, adjacent interval and variation amplitude of the image grayscale, and it is the basis for analyzing the local patterns of images and their arrangement rules. The main texture features extracted in this paper are as follows:

The first is the second moment(energy).

\[
ASM = \sum_{i=1}^{k} \sum_{j=1}^{k} (G(i, j))^2
\]

The second moment is the sum of the squares of the element values of all pixel points in GLCM, also known as energy.
The second is the contrast.

\[
CON = \sum_{n=0}^{k-1} n^2 \left\{ \sum_{i=0}^{k-1} G(i, j) \right\}
\]  

The contrast is to calculate the distribution of the element values of all pixel points in GLCM and the local changes in the image. 

The third is the relevance (homogeneity).

\[
COR = \sum_{i=1}^{k} \sum_{j=1}^{k} \frac{(ij)G(i, j) - u_i u_j}{s_i s_j}
\]  

Among them:

\[
u_i = \sum_{i=1}^{k} \sum_{j=1}^{k} i \cdot G(i, j)
\]

\[
u_j = \sum_{i=1}^{k} \sum_{j=1}^{k} j \cdot G(i, j)
\]

\[s_i^2 = \sum_{i=1}^{k} \sum_{j=1}^{k} G(i, j)(i - u_i)^2
\]

\[s_j^2 = \sum_{i=1}^{k} \sum_{j=1}^{k} G(i, j)(j - u_j)^2
\]  

The relevance is used to measure the similarity of elements of GLCM in the direction of row or column, also known as homogeneity. 

The fourth is the entropy.

\[ENT = -\sum_{i=1}^{k} \sum_{j=1}^{k} G(i, j) \log G(i, j)
\]  

Entropy is the measure of the amount of information that the image has, and the texture information is also the information of the image. It is a random measure. 

**Extraction of Leaf Shape Features of the Leaf Blade.**

The first is the length-width ratio. 

The length-width ratio is defined as the ratio of length to width of the minimum bounding rectangle of the leaf blade. The calculation formula of length-width is:

\[S = \frac{L_1}{L_2}
\]  

In the formula, L1 is the length of the minimum bounding rectangle, and the L2 is the width of the minimum bounding rectangle. The second is the rectangularity.

The rectangularity refers to the ratio of the leaf blade area to the minimum bounding rectangle area. The calculation formula of the rectangularity is:

\[R = \frac{S_1}{S_2}
\]  

In the formula, S1 is the area of the leaf blade, S2 is the area of the minimum bounding rectangle of the leaf blade.

The third is the density.

Density refers to the compactness of the leaf image, defined in terms of perimeter and area.

\[C = \frac{4\pi S}{Q^2}
\]  

In the formula, S is the area of the leaf blade image, Q is the perimeter of the leaf blade image.
Leaf Identification Based on BP Neural Network

The Selection of the Hidden Layer. The selection of the hidden layer of BP neural network is very limited[8,9]. If the number of hidden layers is too large, then the speed of the network training will drop sharply, making the error curve of the BP neural network unstable. In general, the completion of the corresponding mapping requires only one hidden layer. In this paper, the three-layer neural network is used.

![Finite Three layer BP neural network structure diagram](image)

The Selection of the Number of Nodes. For all the collected samples after preprocessing, 19 features, including 16 texture features and 3 leaf blade shape features were extracted. Therefore, the number of the input layer units of the BP neural network was 19. In this paper, the research objects were leaves of osmanthus tree, ficus virens and ficus concinna, so the number of the output layer units was 3. The results of the 3 kinds of output were respectively 100 leaves of osmanthus tree, 010 - leaves of ficus virens and 001 - leaves of ficus concinna. Since there is no definite formula for the number of hidden layer units, the number of hidden layer units can only be adjusted by constant test, and the experimental results are are observed to make a contrast. In this paper, the optimum number of hidden layer units is 5.

The Establishment of BP Neural Network.

The first step is to initialize the BP neural network, initialize the weights and deviations of each layer of neurons and set other parameters.

The second step is to determine the input and output of the BP neural network. The extracted leaf image features are used as the input of BP neural network, and the actual output results of each sample are determined at the same time.

The third step is to calculate the output results of the hidden layer and the output layer of the BP neural network.

The fourth step is to compare the theoretical output of the BP neural network with the actual output, and calculate the deviation between the two.

The fifth step is to adjust the weight parameters between each layer of neurons.

Finally, if the training requirement is not met, then go to step 3 and relearn, until the deviation of the target value and the actual output value meets the training accuracy requirement.

Simulation Results

After the BP neural network was successfully established, three kinds of leaves were classified and identified by BP neural network, and the recognition results reached the expected goal. The training set used 100 samples each, with a total of 300 samples. The test set used 50 samples each, with a total of 150 samples. The leaf recognition results are shown in Table 1.
Table 1  Identification results of three leaves by BP neural network

| Sample set | Leaf category   | Sample number | Recognition results | Recognition rate |
|------------|----------------|---------------|---------------------|------------------|
| Test set   | Osmanthus tree | 50            | 49                  | 98%              |
|            | Ficus virens   | 50            | 50                  | 100%             |
|            | Ficus concinna | 50            | 50                  | 100%             |

Conclusions
In this paper, in view of the time-consuming and laborious disadvantages of traditional tree classification methods, the leaves of osmanthus tree, ficus virens and ficus concinna were taken as objects to extract the texture features of them based on GLCM and the leaf shape features, and the three kinds of leaves were classified and identified with BP neural network. The experimental results show that the GLCM and the BP neural network have high recognition accuracy and have a certain practical value.
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